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MONOMIALIZATION OF MORPHISMS
FROM 3 FOLDS TO SURFACES
STEVEN DALE CUTKOSKY
1. Introduction
Suppose that X is a nonsingular variety, over an algebraically closed field k of
characteristic zero.
If V ⊂ X is a nonsingular subvariety, the blowup of V is the morphism
π : Y = Proj(⊕n≥0InV )→ X.
If p is a closed point of Y and π(p) = q, there exist regular parameters (x1, . . . , xn)
at q and regular parameters (y1, . . . , yn) at p such that
x1 = x2 = · · ·xr = 0
(with r ≤ n = dim(X)) are local equations of V at q and
x1 = y1, x2 = y1y2, · · · , xr = y1yr, xr+1 = yr+1, . . . , xn = yn.
If V = q, so that r = n, π is called the blowup of a point.
Another simple example of a morphism is a monomial morphism, Φ : An → Am
defined by
y1 = x
a11
1 · · ·xa1nn
...
ym = x
am1
1 · · ·xamnn
Φ is dominant if and only if rank(aij) = m. This notion of a monomial morphism is
a little too restrictive, so we extend it in the following way.
Definition 1.1. (Definition 18.20) Suppose that Φ : X → Y is a dominant morphism
of nonsingular k-varieties (where k is a field of characteristic zero). Φ is monomial
if for all p ∈ X there exists an e´tale neighborhood U of p, uniformizing parameters
(x1, . . . , xn) on U , regular parameters (y1, . . . , ym) in OY,Φ(p), and a matrix (aij) of
nonnegative integers (which necessarily has rank m) such that
y1 = x
a11
1 · · ·xa1nn
...
ym = x
am1
1 · · ·xamnn
Suppose that
Φ : X → Y (1)
is a dominant morphism of k-varieties, where k is a field of characteristic 0. The struc-
ture of Φ is extremely complicated. However, we can hope to construct a commutative
partially supported by NSF.
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diagram
X1
Ψ→ Y1
↓ ↓
X
Φ→ Y
(2)
where the vertical maps are products of blowups of nonsingular subvarieties, to obtain
a morphism Ψ : X1 → Y1 which has a relatively simple structure.
The most optimistic conclusion we can hope for is to construct a diagram (2) such
that Ψ is monomial.
Definition 1.2. (Definition 18.20) Suppose that Φ : X → Y is a dominant morphism
of k-varieties. A morphism Ψ : X1 → Y1 is a monomialization of Φ if there are
sequences of blowups of nonsingular subvarieties α : X1 → X and β : Y1 → Y , and a
morphism Ψ : X1 → Y1 such that the diagram
X1
Ψ→ Y1
↓ ↓
X
Φ→ Y
commutes, and Ψ is a monomial morphism.
In many cases a monomialization or something close to a monomialization exists
so it is natural to ask the following question.
Question Suppose that Φ : X → Y is a dominant morphism of k-varieties (over a
field k of characteristic zero). Does there exist a monomialization of Φ?
By resolution of singularities and resolution of indeterminancy, we easily reduce to
the case where X and Y are nonsingular.
The characteristic of k must be zero in the question. If char k = p > 0, a monomi-
alization may not exist even for curves.
t = xp + xp+1
gives a simple example of a mapping of curves which cannot be monomialized, since
p
√
1 + x is inseparable over k[x].
The obstruction to monomialization in positive characteristic is thus wild ramifi-
cation.
In [11], we prove that a local analogue of the Question has a positive answer for
generically finite morphisms. A discussion of these results is given in section 2.
In Section 3, we outline short proofs of the positive answer to the question in the
previously known cases, a morphism to a curve and a morphism of surfaces ([7], [13]
in characteristic p ≥ 0 when no wild ramification is present).
In this paper we give a positive answer to the question in the case of a dominant
morphism from a 3 fold to a surface.
Theorem 1.3. (Theorem 18.21) Suppose that Φ : X → S is a dominant morphism
from a 3 fold X to a surface S (over an algebraically closed field k of characteristic
zero). Then there exist sequences of blowups of nonsingular subvarieties X1 → X and
S1 → S such that the induced map Φ1 : X1 → S1 is a monomial morphism.
From this we deduce that it is possible to toroidalize ([18], [5], Definition 10.1) a
dominant morphism from a 3 fold to a surface. A toroidal morphism X → Y is a
morphism which is monomial with respect to fixed SNC divisors on X and Y .
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Theorem 1.4. (Theorem 19.11) Suppose that Φ : X → S is a dominant morphism
from a 3 fold X to a surface S (over an algebraically closed field k of characteristic
zero) and DS is a reduced 1 cycle on S such that EX = Φ
−1(DS)red contains sing(X)
and sing(Φ). Then there exist sequences of blowups of nonsingular subvarieties π1 :
X1 → X and π2 : S1 → S such that the induced morphism X1 → S1 is a toroidal
morphism with respect to π−12 (DS)red and π
−1
1 (EX)red.
Suppose that Φ : X → Y is a dominant morphism of nonsingular k-varieties, and
dim(Y ) > 1.
To begin with, we point out that monomialization is not a direct consequence of
embedded resolution of singularities and principalization of ideals.
Suppose that p ∈ X is a point where Φ is not smooth, and q = Φ(p). Let
(y1, . . . , ym) be regular parameters in OY,q. By standard theorems on resolution,
we have a sequence of blowups of nonsingular subvarieties π : X1 → X such that
if p1 ∈ π−1(p), then there exist regular parameters (x1, . . . , xn) in OX1,p1 , a matrix
(aij) with nonnegative coefficients and units δ1, . . . , δm ∈ OX1,p1 such that
y1 = x
a11
1 · · ·xa1nn δ1
...
ym = x
am1
1 · · ·xamnn δn
(3)
In general, p1 will lie on a single exceptional component of π, and p1 will be disjoint
from the strict transforms of codimension 1 subschemes of X determined by yi = 0,
1 ≤ i ≤ m, on a neighborhood of Φ−1(q). In this case we will have aij = 0 if j > 1
and (aij) will have rank 1.
There thus cannot exist regular parameters (x1, . . . , xn) in OˆX1,p1 such that
y1 = x
a11
1 · · ·xa1nn
...
yn = x
am1
1 · · ·xamnn
since this would imply that rank(aij) = m > 1.
In fact, in general it is necessary to blowup in both X and Y to construct a
monomialization. For instance, if we blowup a point p on a nonsingular surface S,
blowup a point on the exceptional curve E1, blowup the intersection point of the new
exceptional curve E2 with the strict transform of E1, then blowup a general point
on the new exceptional curve E3 with exceptional curve E4, we get a birational map
π : S1 → S such that if p1 ∈ E4 is a general point we have regular parameters (u, v)
in OS,p and regular paramaters (x, y) in OˆS1,p1 such that
u = x2, v = αx3 + x4y.
π is not monomial at p1 and further blowups over S1 will produce a morphism which
is further from being monomial.
Suppose that Y is a nonsingular surface. If π2 : Y1 → Y is a sequence of blowups of
points over q ∈ Y , and q1 ∈ π−12 (q) is a point which only lies on a single exceptional
component E of π2, then there exist regular parameters (u, v) in OY,q and (x, y) in
OˆY1,q1 such that
u = xa
v = P (x) + xby
(4)
where a, b ∈ N and P (x) is a polynomial of degree ≤ b.
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If we perform a sequence of blowups of nonsingular subvarieties π1 : X1 → X , and
if p1 ∈ (Φ ◦ π1)−1(q) is such that OˆX1,p1 has regular parameters (x1, x2, x3, · · · , xn)
such that
u = xa1
v = P (x1) + x
b
1x2
(5)
of the form of (4), we will have a factorization X1 → S1 which is a morphism in a
neighborhood of p1, and X1 → S1 will be monomial at p1.
A strategy for monomializing a dominant morphism from a nonsingular variety X
to a nonsingular surface S is thus to first perform a sequence of blowups of nonsingular
subvarieties π1 : X1 → X so that for all points p ofX1, appropriate regular parameters
(u, v) in OS1,q where q = Φ ◦ π1(p) will have simple forms which we will call prepared
(Definition 6.6 if dim(X) = 3) which include the form of (5). This is accomplished if
dim(X) = 3 in Theorem 17.3. Almost the entirety of this paper is devoted to proving
this Theorem.
An interesting case when the existence of a global monomialization is still open is
for birational morphisms of nonsingular, characteristic 0 varieties of dimension ≥ 3.
Such birational maps are known to have a simple structure, since they can be factored
by alternating sequences of blowups and blowdowns [6]. A local form of factorization
along a valuation is proven in Theorem 1.6 [11].
2. Local Monomialization
A local version of monomialization is proven in [11].
Suppose that R ⊂ S is a local homomorphism of local rings essentially of finite
type over a field k and that V is a valuation ring of the quotient field K of S, such
that V dominates S. Then we can ask if there are sequences of monoidal transforms
R → R′ and S → S′ such that V dominates S′, S′ dominates R′, and R → R′ is a
monomial mapping.
R′ → S′ ⊂ V
↑ ↑
R → S
(6)
A monoidal transform of a local ring R is the local ring R′ of a point in the blowup
of a nonsingular subvariety of spec(R) such that R′ dominates R. If R is a regular
local ring, then R′ is a regular local ring.
Theorem 2.1. (Monomialization)(Theorem 1.1 [11]) Suppose that R ⊂ S are regular
local rings, essentially of finite type over a field k of characteristic zero, such that the
quotient field K of S is a finite extension of the quotient field J of R.
Let V be a valuation ring of K which dominates S. Then there exist sequences of
monoidal transforms R→ R′ and S → S′ such that V dominates S′, S′ dominates R′
and there are regular parameters (x1, ...., xn) in R
′, (y1, ..., yn) in S
′, units δ1, . . . , δn ∈
S′ and a matrix (aij) of nonnegative integers such that Det(aij) 6= 0 and
x1 = y
a11
1 .....y
a1n
n δ1
...
xn = y
an1
1 .....y
ann
n δn.
(7)
Thus (since char(k) = 0) there exists an etale extension S′ → S′′ where S′′ has
regular parameters y1, . . . , yn such that x1, . . . , xn are pure monomials in y1, . . . , yn.
The standard theorems on resolution of singularities allow one to easily find R′
and S′ such that (7) holds, but, in general, we will not have the essential condition
Det(aij) 6= 0. The difficulty of the problem is to achieve this condition.
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It is an interesting open problem to prove Theorem 2.1 in positive characteristic,
even in dimension 2. Theorem 2.1 implies simultaneous resolution from above [12],
which is a key step in a program of Abhyankar’s for proving resolution in positive
characteristic. This method is completely worked out by Abhyankar in dimension 2
[1].
A quasi-complete variety over a field k is an integral finite type k-scheme which
satisfies the existence part of the valuative criterion for properness (c.f. Chapter 0
[17] where the notion is called complete). Quasi-complete and separated is equivalent
to proper.
The construction of a monomialization by quasi-complete varieties follows from
Theorem 2.1.
Theorem 2.2. (Theorem 1.2 [11]) Let k be a field of characteristic zero, Φ : X →
Y a generically finite morphism of nonsingular proper k-varieties. Then there are
birational morphisms of nonsingular quasi-complete k-varieties α : X1 → X and
β : Y1 → Y , and a locally monomial morphism Ψ : X1 → Y1 such that the diagram
X1
Ψ
→ Y1↓ ↓
X Φ→ Y
commutes and α and β are locally products of blowups of nonsingular subvarieties.
That is, for every z ∈ X1, there exist affine neighborhoods V1 of z, V of x = α(z),
such that α : V1 → V is a finite product of monoidal transforms, and there exist affine
neighborhoods W1 of Ψ(z), W of y = α(Ψ(z)), such that β : W1 → W is a finite
product of monoidal transforms.
In this Theorem, a monoidal transform of a nonsingular k-scheme S is the map
T → S induced by an open subset T of Proj(⊕In), where I is the ideal sheaf of a
nonsingular subvariety of S.
Theorems 1.1 and 1.2 of [11] are analogues for morphisms of the Theorems on local
uniformization and local resolution of singularities of varieties of Zariski [29], [30].
3. Monomialization of Morphisms in Low Dimensions
We will outline proofs of monomialization in the previously known cases. Suppose
that k is an algebraically closed field of characteristic zero and Φ : X → Y is a
dominant morphism of nonsingular k varieties.
Let sing(Φ) be the closed subset of X where Φ is not smooth.
If Φ is a dominant morphism from a variety to a curve, the existence of a global
monomialization follows immediately from resolution of singularities. In fact, it is
really a restatement of embedded resolution of hypersurface singularities.
Theorem 3.1. Suppose that Φ : X → C is a dominant morphism from a k-variety
to a curve. Then Φ has a monomialization.
Proof. Suppose that Φ : X → C where C is a nonsingular curve, X is a nonsingular n
fold. Φ(sing(Φ)) is a finite number of points of C, so we may fix a regular parameter
t at a point in q ∈ Φ(sing(Φ)), and monomialize the mapping above q.
By embedded resolution of hypersurfaces, there exists a sequence of blowups of
nonsingular subvarieties which dominate subvarieties of Φ−1(q), π : X1 → X such
that for all p ∈ (Φ ◦ π)−1(q), there exists regular parameters (x1, . . . , xn) at p such
that
t = uxa11 · · ·xann
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where a1 > 0, u ∈ OX1,p is a unit. If x1 = x1u−
1
a1 , we have
t = xa11 · · ·xann .
If Φ : T → S is a dominant morphism of surfaces, monomialization is not a direct
corollary of resolution of singularities. One proof of monomialization in this case (over
C) is given by Akbulut and King in [7].
In our paper [13] with Oliver Piltant, we show that if L is a perfect field and
Φ : T → S is a dominant morphism of L-surfaces, then Φ can be monomialized if
Φ is unramified. That is, no wild ramification occurs with respect to any divisorial
valuation of L(T ) over L(S). This condition occurs, for instance, if p 6 | [K : L(S)]
where K is a Galois closure of L(T ) over L(S).
We will now outline a simple proof of monomialization for morphisms of surfaces
(when k is algebraically closed of characteristic zero).
Theorem 3.2. Suppose that Φ : T → S is a dominant morphism of surfaces over k.
Then Φ has a monomialization.
If Φ is a monomial mapping, then Φ comes from an expression
u = xayb
v = xcyd
(8)
where ad− bc 6= 0.
sing(Φ) must be contained in xy = 0. At a point p on x = 0 we have regular
parameters (xˆ, yˆ) in OˆX,p such that
xˆ = x, yˆ = y − α
for some α ∈ k. If a > 0 and c > 0 we have
u = xˆa(yˆ + α)b = xa
v = xˆc(yˆ + α)d = βxc + xcy
(9)
where
xˆ = x(yˆ + α)−
b
a , y = (yˆ + α)d−
cb
a − β
with β = αd−
cb
a .
If a = 0 or c = 0 we also obtain a form (9) with respect to regular parameters
(u1, v1) in OS,Φ(p).
Thus Φ is monomial at a point p if and only if there exist regular parameters in
OˆX,p such that one of the forms (8) or (9) hold.
We will say that Φ is prepared at p ∈ T if there exist regular parameters (u, v) in
OS,Φ(p), regular parameters (x, y) in OˆT,p, and a power series P such that one of the
following forms holds at p.
u = xa
v = P (x) + xcy
(10)
or
u = (xayb)m
v = P (xayb) + xcyd
(11)
where (a, b) = 1 and ad− bc 6= 0.
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We first observe that by resolution of singularities and indeterminancy, there exists
a commutative diagram
T1
Φ1→ S1
↓ ↓
T
Φ→ S
where the vertical maps are products of blowups of points, sing(Φ1) is a simple normal
crossings (SNC) divisor, and for all p ∈ sing(Φ1), there exist regular parameters (u, v)
at Φ1(p) such that u = 0 is a local equation of sing(Φ1) at p.
The essential observation is that Φ1 is now prepared. We give a simple proof that
appears in [7].
Lemma 3.3. Φ1 is prepared.
Proof. Suppose that p ∈ T1. With our assumptions, one of the following must hold
at p.
u = xa
uxvy − uyvx = δxe (12)
where δ is a unit or
u = (xayb)m
uxvy − uyvx = δxeyf (13)
where a, b, e, f > 0, (a, b) = 1 and δ is a unit.
Write v =
∑
aijx
iyj with aij ∈ k. First suppose that (12) holds. Then axa−1vy =
δxe implies we have the form (10) (after making a change of parameters in OˆT1,p).
Now suppose that (13) holds.
uxvy − uyvx =
∑
m(aj − bi)aijxam+i−1ybm+j−1 = δxeyf .
Thus
v =
∑
aj−bi=0
aijx
iyj + ǫxe+1−amyf+1−bm
where ǫ is a unit. After making a change of parameters, multiplying x by a unit, and
multiplying y by a unit, we get the form (11).
It is now not difficult to construct a monomialization. We must blowup points
q on S1 over which some point is not monomial, and blowup points on T1 to make
mqOT1 principal. If we iterate this procedure, it can be shown that we construct a
commutative diagram
T2
Φ2→ S2
↓ ↓
T1
Φ1→ S1
such that Φ2 is monomial.
4. An overview of the proof of
Monomialization of morphisms from 3 folds to surfaces
Suppose that k is an algebraically closed field of characteristic zero, and Φ : X → Y
is a dominant morphism of nonsingular k-varieties.
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A natural first step in monomializing a morphism Φ : X → Y is to use resolution
of singularities and resolution of indeterminancy to construct a commutative diagram
X1
Φ1→ Y1
↓ ↓
X
Φ→ Y
where the vertical maps are products of blowups of nonsingular subvarieties, sing(Φ1)
is a simple normal crossings (SNC) divisor, and for all p ∈ sing(Φ1), there exist regular
parameters (u1, . . . , un) at Φ1(p) such that u1 = 0 is a local equation of sing(Φ1) at
p.
We observed that if X and Y are surfaces, then Φ1 is prepared. Unfortunately, even
for morphisms from a 3 fold to a surface, Φ1 may be quite complicated (Examples
6.3, 6.4).
A key step in the local proof of monomialization, Theorem 2.1, is to define a new
invariant, which measures how far the situation is from a specific form which is close
to being monomial. In the local valuation theoretic proof we make use of special
products of monoidal transforms defined by Zariski called Perron transforms [30].
Under appropriate application of Perron transforms our invariant does not increase,
and we can in fact make the invariant decrease, by an appropriate algorithm.
An essential difficulty globally is that our invariant can increase after a permissible
monoidal transform (Example 7.2). This is a significant difference from resolution of
singularities, where a foundational result is that the multiplicity of an ideal does not
go up under permissible blowups.
We will give a brief overview of the proof of Theorem 18.21 (Monomialization of
morphisms from 3 folds to surfaces).
Step 1. First construct a diagram
X ′
Φ′→ S′
↓ ↓
X
Φ→ S
where the vertical maps are products of blowups of nonsingular subvarieties such
that X ′, S′ are nonsingular, there exist reduced SNCS divisors DS′ on S
′, EX′ =
(Φ′)−1(DS′)red on X
′ such that sing(Φ′) ⊂ EX′ and components of EX′ on X ′ dom-
inating distinct components of DS′ are disjoint. Such a morphism Φ
′ will be called
weakly prepared (Definition 6.1 and Lemma 6.2).
For all p ∈ X ′ there exist regular parameters (u, v) in OS′,q (q = Φ′(p)) and regular
parameters (x, y, z) in OˆX′,p such that u = 0 is a local equation of EX′ , u = 0 (or
uv = 0) is a local equation of DS′ and exactly one of the following cases hold:
1.
u = xa, v = P (x) + xbF
where x 6 | F , F has no terms which are monomials in x.
2.
u = (xayb)m, v = P (xayb) + xcydF
where (a, b) = 1, x 6 | F , y 6 | F , xcydF has no terms which are monomials in
xayb.
3.
u = (xaybzc)m, v = P (xaybzc) + xdyezfF
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where (a, b, c) = 1, x 6 | F , y 6 | F , z 6 | F , xdyezfF has no terms which are
monomials in xaybzc.
The structure of the singularities of F can be very complicated (Examples 6.3 and
6.4). This is in sharp contrast to the case of a morphism of surfaces (Lemma 3.3).
Our main invariant is
ν(p) = mult(F ).
This invariant is independent of parameters in the forms above.
Sr(X
′) = {p ∈ X ′ | ν(p) ≥ r}
is a constructible (but not Zariski closed) subset of X ′ (Proposition 6.22 and Example
6.13).
Step 2. This is the difficult step. We construct a commutative diagram
X ′′
↓ λ
Φ′′
ց
X ′ Φ
′
→ S
′
so that everywhere we have one of the forms:
1. u = xa, v = P (x) + xby,
2. u = (xayb)m, v = P (xayb) + xcyd,
3. u = (xayb)m, v = P (xayb) + xcydz,
4. u = (xaybzc)m, v = P (xaybzc) + xdyezf with
rank
{
a b c
d e f
}
= 2.
We impose that further condition that 1. - 4. are compatible with the reduced
SNC divisors DS′ and EX′′ = (Φ
′′)−1(DS′)red. u = 0 is a local equation of EX′′ ,
u = 0 (or uv = 0) are local equations of DS′ in the above forms. We will say that Φ
′′
is prepared (Definition 6.6). This is accomplished in Theorem 17.2.
We use descending induction on
r = max{t | ν(p) = t for some p ∈ X}
to achieve the conclusions of the Theorem. A major difficulty is that, unlike in the case
of resolution of singularities, ν(p) can go up after blowing up a point or a nonsingular
curve (Example 7.2).
However, ν(p) can go up by at most 1, and some other invariants get better, or at
least no worse. For a local resoution, we reduce to two difficult cases (Sections 11 and
12) which we settle by blowing up generic curves on EX′ through a particular point,
and use a generalization of Abhynakar’s Good Point Algorithm ([4], [20]) to achieve
an improvement. This depends on arithmetic information which is captured in this
algorithm.
Step 3. We construct a commutative diagram
X ′′′
Φ′′′→ S′′
↓ ↓
X ′′
Φ′′→ S′
such that X ′′′ → X ′′ is a product of blowups of nonsingular curves, S′′ → S′ is a
product of blowups of points and Φ′′′ is monomial. This is accomplished in Theorem
18.19.
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π : S′′ → S′ is a sequence of blowups of points. If q ∈ S′ and q1 ∈ π−1(q) then
there exist regular parameters (u, v) in OS′,q and (u1, v1) in OˆS′′,q1 such that
u = ua1
v = P (u1) + u
b
1v1
or
u = (ua1v
b
1)
m
v = P (ua1v
b
1) + u
c
1v
d
1
with ad− bc 6= 0 and (a, b) = 1.
If p ∈ X ′′ is a point of the form 1. of Step 2, then there exists π : S1 → S′ and
q1 ∈ π−1(q) with regular parameters (u1, v1) in OS1,q1 , (x, y, z) in OˆX′′,p such that
u1 = x
a
v1 = x
b(α+ y).
We have an essentially canonical procedure for achieving Step 3. We blowup on S′
the (finitely many) images of all non monomial points of X ′′, then blowup nonsingular
curves onX ′′ to resolve the indeterminancy of the resulting rational map. An invariant
improves. By induction we eventually construct Φ′′′.
5. Notations
We will suppose that k is an algebraically closed field of characteristic zero. By a
variety we will mean a separated, integral finite type k-scheme.
Suppose that Z is a variety and p ∈ Z. Then mp will denote the maximal ideal of
OZ,p.
Definition 5.1. A reduced divisor D on a nonsingular variety Z of dimension n is
a simple normal crossing divisor (SNC divisor) if
1. All components of D are nonsingular.
2. Suppose that p ∈ X. Let D1, . . . , Ds be the components of D containing p. Then
s ≤ n and there exist regular parameters (x1, . . . , xn) in OX,p such that xi = 0
are local equations of Di at p for 1 ≤ i ≤ s.
A curve is a 1 dimensional k variety. A surface is a 2 dimensional k variety. A 3
fold is a 3 dimensional k variety. A point of a variety will mean a closed point.
By a generic point or a generic curve on a variety Z, we will mean a point or a curve
which satisfies a good condition which holds on an open set (in some parametrizing
space) of points or curves.
Suppose that Z is a variety and p ∈ Z. the blowup of p or the quadratic transform
of p will denote Z1 = Proj(⊕n≥0mnp ). If V ⊂ Z is a nonsingular subvariety then
the blowup of V or the monodial transform of Z centered at V will denote Z1 =
Proj(⊕n≥0InV ).
If R is a regular local ring with maximal ideal m, then a quadratic transform of R
is R1 = R[
m
x
]m1 where 0 6= x ∈ m and m1 is a maximal ideal of R1.
Suppose that P (x) =
∑∞
i=0 bix
i ∈ k[[x]] is a series. Given t ∈ N, Pt(x) will denote
the polynomial
Pt(x) =
t∑
i=0
bix
i.
Given a series f(x1, . . . , xn) ∈ k[[x1, . . . , xn]] ν(f), mult(f) or ord(f) will denote
the order of f .
If x ∈ Q, [x] = n if n ∈ N, n ≤ x < n+ 1. {x} = [x] − x. The greatest common
divisor of a1, . . . , an ∈ N will be denoted by (a1, . . . , an).
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6. The invariant ν
Definition 6.1. Suppose that ΦX : X → S is a dominant morphism from a nonsin-
gular 3 fold X to a nonsingular surface S, with reduced SNC divisors DS on S and
EX on X such that Φ
−1
X (DS)red = EX . Let sing(ΦX) be the locus of singular points
of ΦX .
We will say that ΦX is weakly prepared if
1. sing(ΦX) ⊂ EX and
2. If p ∈ S is a singular point of DS, C1 and C2 are the components of DS
containing p, T1 is a component of EX dominating C1 and T2 is a component
of EX dominating C2 then T1 and T2 are disjoint.
Lemma 6.2. Suppose that Φ : X → S is a dominant morphism from a 3 fold X to a
surface S, DS is a reduced Weil divisor on S such that sing(Φ) ⊂ Φ−1(DS) and the
singular locus of X, sing(X) ⊂ Φ−1(DS). Then there exists a commutative diagram
X1
Φ1→ S1
↓ π1 ↓ π2
X
Φ→ S
such that π1 and π2 are products of blowups of nonsingular subvarieties, and if DS1 =
π−12 (DS)red, EX1 = (Φ ◦ π1)−1(DS)red, then φ1 is weakly prepared.
Proof. By resolution of singularities and resolution of indeterminancy of mappings
[17], there exists
X
Φ→ S
↓ ↓
X → S
such that X and S are nonsingular, π−1(DS)red = DS and EX = Φ
−1
(D
S
)red are
SNC divisors.
Suppose that E1 and E2 are components of EX which dominate distinct compo-
nents C1 and C2 of S. If E1∩E2 6= ∅ then there exists a sequence of blowups X1 → X
with nonsingular centers which map into C1 ∩ C2 with induced map Φ1 : X1 → S
such that the strict transform of E1 and E2 are disjoint on X1, and EX1 = Φ
∗
1(DS)red
is a SNC divisor.
One way to construct this is to blow up the conductor of E1 ∪ E2 to separate the
strict transforms of E1 and E2 (c.f. section 2 of [14]), and then resolve the singularities
of the resulting variety.
Iterating this procedure, we construct a weakly prepared morphism.
Example 6.3. The structure of weakly prepared morphisms can be quite complicated.
Consider the germ of maps
u = xa, v = xcF
with a ≥ 2, c ≥ 0 where
F = xrz + h(x, y)
where h is arbitrary. The singular locus of this map germ is the variety definied
by the ideal where the jacobian has rank < 2. That is, the variety with ideal J=√
(xa+c−1Fy, xa+c−1Fz). Since Fz = x
r, we have that
√
J = (x).
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Examples of this kind can be used to construct weakly prepared projective mor-
phisms satisfying the assumptions of Φ1, by resolving the indeterminancy of the in-
duced rational map P3 → P2. A reasonably easy example to calculate is
u = x2
v = y2 + xz.
Example 6.4. Another example of a weakly prepared morphism.
Consider the (formal) germ of maps
u = xa, v = xcF
where
F =
∑
i>0,j≥0
ij
j!
ai(x)y
izj + xrz
where ai(x) are arbitrary series, a ≥ 2, c ≥ 0. The singular locus of this map germ is
defined by J = xa+c−1(Fy, Fz). Since Fz − yFy = xr,
√
J = (x).
Throughout this section we will suppose that ΦX : X → S is weakly prepared.
We define permissible parameters (u, v) at points q ∈ DS by the following rules
1. If q is a nonsingular point of DS , then regular parameters (u, v) in OS,q are
permissible parameters at q if u = 0 is a local equation for DS. Necessarily, u = 0 is
a local equation for EX in OX,p for all p ∈ Φ−1X (q).
2. If q is a singular point of DS, then regular parameters (u, v) in OS,q are per-
missible parameters at q if uv = 0 is a local equation for DS at q. Necessarily, uv = 0
is a local equation for EX at p for all p ∈ Φ−1X (q) and either u = 0 or v = 0 is a local
equation of EX at p.
Definition 6.5. Suppose that (u, v) are permissible parameters at q ∈ DS, p ∈
Φ−1X (q) and that u = 0 is a local equation of EX at p. Regular parameters (x, y, z) in
OˆX,p are called permissible parameters at p for (u, v) if u = xaybzc with a ≥ b ≥ c ≥ 0.
If (x, y, z) are permissible parameters at p for (u, v), then one of the following forms
holds for v at p.
1. p is a 1 point:
u = xa
v = Pp(x) + x
bFp
where a > 0, x 6 | Fp and xbFp has no terms which are powers of x,
2. p is a 2 point:
u = (xayb)m
v = Pp(x
ayb) + xcydFp
where a, b > 0 (a, b) = 1, x, y 6 | Fp and xcydFp has no terms which are powers
of xayb,
3. p is a 3 point:
u = (xaybzc)m
v = Pp(x
aybzc) + xdyezfFp
where a, b, c > 0, (a, b, c) = 1, x, y, z 6 | Fp and xdyezfFp has no terms which are
powers of xaybzc.
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We will say that (x, y, z) are permissible parameters at p and that the above ex-
pression of V is the normalized form of v with respect to these parameters. We will
also say that Fp is normalized with respect to (x, y, z).
The leading form of Fp will be denoted by Lp.
With the notation of Definition 6.5, we see that if p is a 1 point, then
Iˆsing(ΦX ),p =
√
xa+b−1
(
∂F
∂y
,
∂F
∂z
)
. (14)
If p is a 2 point, then
Iˆsing(ΦX ),p =
√
xma+c−1ymb+d−1
(
(ad− bc)F + ay ∂F
∂y
− bx∂F
∂x
, y
∂F
∂z
, x
∂F
∂z
)
(15)
If p is a 3 point then
Iˆsing(ΦX ),p =
√√√√√xma+d−1ymb+e−1zmc+f−1

 (ae− bd)zF + ayz
∂F
∂y
− bxz ∂F
∂x
,
(af − cd)yF + ayz ∂F
∂z
− cxy ∂F
∂x
,
(bf − ce)xF + bxz ∂F
∂z
− cxy ∂F
∂y


(16)
Definition 6.6. We will say that permissible parameters (u, v) for ΦX(p) ∈ DS are
prepared at p ∈ EX if u = 0 is a local equation of EX at p and there exist permissible
parameters (x, y, z) at p such that one of the following forms hold:
u = xa
v = P (x) + xby
(17)
or
u = (xayb)m
v = P (xayb) + xcyd
(18)
with ad− bc 6= 0
u = (xayb)m
v = P (xayb) + xcydz
(19)
or
u = (xaybzc)m
v = P (xaybzc) + xdyezf
(20)
with
rank
(
a b c
d e f
)
= 2.
We will say that ΦX is prepared with respect to DS if for every p ∈ EX there exist
permissible parameters for ΦX(p) which are prepared at p.
Lemma 6.7. Suppose that p ∈ EX , (u, v) are permissible parameters at q = ΦX(p)
such that u = 0 is a local equation of EX . Then r = ν(Fp) is independent of permis-
sible parameters (x, y, z) at p for (u, v).
If p is a 1 point then ν(F (0, y, z)) is independent of permissible parameters (x, y, z)
at p for (u, v). If p is a 1 point and
Fp =
∑
i+j+k≥r
aijkx
iyjzk,
then
τ(Fp) = max{j + k | aijk 6= 0 with i+ j + k = r}
is independent of permissible parameters (x, y, z) for (u, v) at p.
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If p is a 2 point, then ν(F (0, 0, z)) is independent of permissible parameters (x, y, z)
at p for (u, v). If p is a 2 point and
Fp =
∑
i+j+k≥r
aijkx
iyjzk,
then
τ(Fp) = max{k | aijk 6= 0 with i+ j + k = r}
is independent of permissible parameters (x, y, z) for (u, v) at p.
Proof. Suppose that (u, v) are permissible parameters at q such that u = 0 is a local
equation of EX at p, (x, y, z), (x1, y1, z1) are permissible parameters at p for (u, v).
First suppose that p is a 1 point. We have a (normalized) expression
u = xa, v = P (x) + xbF
Thus
x = ωx1
y = y(x1, y1, z1) = b21x1 + b22y1 + b23z1 + · · ·
z = z(x1, y1, z1) = b31x1 + b32y1 + b33z1 + · · ·
where ωa = 1 and b22b33 − b23b32 6= 0, and
u = xa1 , v = P1(x1) + x
b
1F1
where
P1 = P (ωx1) + x
b
1ω
bF (ωx1, y(x1, 0, 0), z(x1, 0, 0))
F1 = ω
b[F (ωx1, y(x1, y1, z1), z(x1, y1, z1))− F (ωx1, y(x1, 0, 0), z(x1, 0, 0))]
Substituting into
Fp =
∑
i+j+k≥r
aijkx
iyjzk
we get that ν(F ) = ν(F1), ν(F (0, y, z)) = ν(F1(0, y1, z1)) so that F1 is normalized
with respect to (x1, y1, z1), and τ(F ) = τ(F1).
Now suppose that p is a 2 point. Then
u = (xayb)m, v = P (xayb) + xcydF.
Set r = ν(F ). We have one of the following two cases.
case 1
x = αx1
y = βy1
z = z(x1, y1, z1) = a1x1 + a2y1 + a3z1 + · · ·
where ω = αaβb satisfies ωm = 1 and a3 6= 0, or
case 2
x = αy1
y = βx1
z = z(x1, y1, z1) = a1x1 + a2y1 + a3z1 + · · ·
where ω = αaβb satisfies ωm = 1, and a3 6= 0.
In case 1, set t0 = max{ ca , db }. For t ≥ t0, set
bt =
(
∂t(a+b)−c−d(αcβdF )
∂x
ta−c
1 ∂y
tb−d
1
)
|x1=y1=z1=0
F1 = α
cβdF −∑t≥t0 btxta−c1 ytb−d1
P1 = P (ωx
a
1y
b
1) +
∑
t≥t0
bt(x
a
1y
b
1)
t.
(21)
Then
u = (xa1y
b
1)
m, v = P1(x
a
1y
b
1) + x
c
1y
d
1F1.
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F1 is normalized with respect to (x1, y1, z1) and ν(F (0, 0, z)) = ν(F1(0, 0, z1)). Set
α(0, 0, 0) = α0. β(0, 0, 0) = β0. Let L, L1 be the respective leading forms of F and
F1. Then
L1 = α0β0L(α0x1, β0y1, a1x1 + a2y2 + a3z1)
if there does not exist natural numbers i0, j0 such that (c + i0)b − (d + j0)a = 0 and
i0 + j0 = r,
L1 = α0β0L(α0x1, β0y1, a1x1 + a2y2 + a3z1)− cxi01 yj01
for some c ∈ k, if there exist natural numbers i0, j0 such that (c+ i0)b− (d+ j0)a = 0
and i0 + j0 = r. Thus ν(F ) = ν(F1) and τ(F ) = τ(F1).
To verify Case 2, we now need only consider the effect of a substitution
x = y1, y = x1.
Finally, suppose that p is a 3 point. We have
u = (xaybzc)m, v = P (xaybzc) + xdyezfF
There exists σ ∈ S3, and unit series α, β, γ with constant terms α0, β0, γ0 respectively,
such that
x = αwσ(1), y = βwσ(2), z = γwσ(3)
where
w1 = x1, w2 = y1, w3 = z1,
and if ω = αaβbγc, then ωm = 1. Set t0 = max{ da , eb , fc }. For t ≥ t0, set
bt =
∂t(a+b+c)−d−e−f (αdβeγfF )
∂w
ta−d
σ(1)
∂w
tb−e
σ(2)
∂w
tc−f
σ(3)
|wσ(1)=wσ(2)=wσ(3)=0
F1 = α
dβeγfF (αwσ(1), βwσ(2), γwσ(3))−
∑
t≥t0
btw
ta−d
σ(1) w
tb−e
σ(2) w
tc−f
σ(3)
P1 = P (ωw
a
σ(1)w
b
σ(2)w
c
σ(3)) +
∑
t≥t0
btw
ta
σ(1)w
tb
σ(2)w
tc
σ(3).
(22)
Thus
u = (waσ(1)w
b
σ(2)w
c
σ(3))
m, v = P1(w
a
σ(1)w
b
σ(2)w
c
σ(3))+w
d
σ(1)w
e
σ(2)w
f
σ(3)F1(wσ(1), wσ(2), wσ(3))
where the leading form of F1 is
L1 = α
d
0β
e
0γ
f
0F (α0wσ(1), β0wσ(2), γ0wσ(3))
if there does not exist natural numbers i0, j0, k0 such that
(d+ i0)b− (e + j0)a = 0, (d+ i0)c− (f + k0)a = 0, and i0 + j + 0 + k0 = r,
L1 = α
d
0β
e
0γ
f
0F (α0wσ(1), β0wσ(2), γ0wσ(3))− cxi01 yj01 zk01
for some c ∈ k, if there exist natural numbers i0, j0, k0 such that
(d+ i0)b − (e+ j0)a = 0, (d+ i0)c− (f + k0)a = 0 and i0 + j0 + k0 = r.
Thus F1 is normalized with respect to (x1, y1, z1) and ν(L1) = ν(L).
Lemma 6.8. Suppose that p ∈ EX , q = ΦX(p). Then r = ν(Fp) is independent of
permissible parameters (u, v) at q such that u = 0 is a local equation of EX at p.
If p is a 1 point then ν(Fp(0, y, z)) is independent of permissible parameters (u, v)
at q such that u = 0 is a local equation of EX at p. If p is a 1 point, and
Fp =
∑
i+j+k≥r
aijkx
iyjzk,
then
τ(Fp) = max{j + k | there exists aijk 6= 0 with i+ j + k = r}
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is independent of permissible parameters (x, y, z) at p for (u, v) such that u = 0 is a
local equation of EX at p.
If p is a 2 point, then ν(Fp(0, 0, z)) is independent of permissible parameters (u, v)
at q such that u = 0 is a local equation of EX at p. If p is a 2 point, and
Fp =
∑
i+j+k≥r
aijkx
iyjzk,
then
τ(Fp) = max{k | there exists aijk 6= 0 with i+ j + k = r}
is independent of permissible parameters (x, y, z) at p for (u, v) such that u = 0 is a
local equation of EX at p.
Proof. Let m be the maximal ideal of OˆX,p. Suppose that (u, v) and (u1, v1) are
permissible parameters at q such that u = 0 is a local equation of EX at p and u1 = 0
is a local equation of EX at p. We will show that the multiplicities of the Lemma are
the same for these two sets of permissible parameters.
Case 1 Suppose that p is a 1 point. Then (u1, v1) and (u, v) are related by a
composition of changes of parameters of the types of Cases 1.1, 1.2 and 1.3 below. It
thus suffices to prove the Lemma in each of these 3 cases.
Case 1.1 Suppose that v1 = u, u1 = v. We have
u = xa, v = P (x) + xcF
with r = ν(F ) > 0. In this case we must have v = unit u in OX,p. v = unit u is
equivalent to p = u(x)xd where u is a unit and 0 < d ≤ c. Set
x = x(u(x) + xc−dF )
−1
d .
Then v = xd. Set τ = −1
d
. Write u(x) = a0 + a1x+ · · · .
(u(x) + xc−dF )
−1
d = u(x)τ + τu(x)τ−1xc−dF + τ(τ−1)2 u(x)
τ−2x2(c−d)F 2 + · · ·
≡ u(x)τmod xc−dmr
We thus have
x ≡ xu(x)τ mod xc−d+1mr. (23)
Now suppose that P0(x, x) is a series. By substitution of (23), we see that there
exist series A1 and P1 such that
P0(x, x) ≡ A1(x) + xP1(x, x) mod xc−d+1mr
By iteration, we get that there is a polynomial P (x), such that P (0) = P0(0, 0),
P0(x, x) ≡ P (x) mod xc−d+1mr. (24)
We get from (24) that
u(x) ≡ Q(x) mod xc−d+1mr
where Q(0) = u(0). Set u0 = u(0). We also see that
x ≡ xQ(x)τ mod xc−d+1mr
Set λ = −a
d
.
u = xa(u(x) + xc−dF )λ
= xa[u(x)λ + λu(x)λ−1xc−dF + λ(λ−1)2 u
λ−2x2(c−d)F 2 + · · · ]
≡ xa[Q(x)λ + λQ(x)λ−1+τ(c−d)xc−dF + λ(λ−1)2 Q(x)λ−2+2τ(c−d)x2(c−d)F 2 + · · · ]
mod xa+c−d+1mr
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Thus
v = xd
u = P1(x) + x
a+c−dF1(x, y, z)
where ν(p1) = a, and
F1 ≡ λuλ−1+τ(c−d)0 F (u0x, y, z)+
λ(λ− 1)
2
u
λ−2+2τ(c−d)
0 x
c−dF (u0x, y, z)
2+· · · mod xmr.
Thus ν(F (x, y, z)) = ν(F1(x, y, z)), ν(F (0, y, z)) = ν(F1(0, y, z)) and τ(F ) = τ(F1).
Case 1.2 Suppose that u1 = αu, v1 = v, where α(u, v) is a unit series. We have
u = xa, v = p(x) + xbF
with r = ν(F ) > 0. Set λ = −1
a
. Define x = xαλ, so that u1 = x
a. Write
α = α0(u1) + α1(u1)v + · · ·
αλ = α0(u1)
λ + λα0(u1)
λ−1(α1(u1)v + α2(u1)v
2 + · · · )
+λ(λ−1)2 α0(u1)
λ−2(α1(u1)v + α2(u1)v
2 + · · · )2 + · · ·
≡ α0(u1)λ + λα0(u1)λ−1(α1(u1)P (x) + α2(u1)P (x)2 + · · · )
+λ(λ−1)2 α0(u1)
λ−2(α1(u1)P (x) + α2(u1)P (x)
2 + · · · )2 + · · · mod xbmr (25)
We have an expression
αλ ≡ A0(x) + xB0(αλ, x) mod xbmr. (26)
Substitute (25) into (26) to get
αλ ≡ A0(x) + xA1(x) + x2B1(αλ, x) mod xbmr
By iteration, we get that there is a series S(x) with S(0) = α0(0)
λ = α, such that
αλ ≡ S(x) mod xbmr.
and
x = αλx ≡ S(x)x mod xb+1mr.
v = P (x) + xbF ≡ P (xS(x)) + xbS(x)bF (xS(x), y, z)] mod xb+1mr
Thus
u1 = x
a
v = P1(x) + x
bF1(x, y, z)
where
F1 ≡ S(x)bF (xS(x), y, z) mod xmr
≡ αbF (αx, y, z) mod xmr
Thus ν(F ) = ν(F1), ν(F (0, y, z)) = ν(F1(0, y, z)) and τ(F ) = τ(F1).
Case 1.3 Suppose that u1 = u, v1 = αu+ βv. Write
α =
∑
αiju
ivj
β =
∑
βiju
ivj
with β00 6= 0.
We have
u = xa, v = P (x) + xbF
r = ν(F ) > 0.
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v1 =
∑
αiju
i+1vj +
∑
βiju
ivj+1
=
∑
αijx
a(i+1)(P (x) + xbF )j +
∑
βijx
ai(P (x) + xbF )j+1
=
∑
αijx
a(i+1)(P (x)j + jxbP (x)j−1F + j(j−1)2 x
2bP (x)j−2F 2 + · · ·+ xbjF j)
+
∑
βijx
ai(P (x)j+1 + (j + 1)xbP (x)jF + (j+1)j2 x
2bP (x)j−1F 2 + · · ·+ xb(j+1)F j+1)
= Q(x) +H(x)F + x2bF 2G(x, y, z)
where
H(x) =
∑
αijx
a(i+1)jxbP (x)j−1 +
∑
βijx
ai(j + 1)P (x)jxb.
We can further write
H(x) = xb(β00 + xΩ(x)).
v1 = Q(x) + x
b(β00 + xΩ(x))F + x
2bF 2G
= P1(x) + x
bF1
where P1(x) = Q(x), and
F1 = (β00 + xΩ(x))F + x
bF 2G.
Thus ν(F ) = ν(F1), ν(F (0, y, z)) = ν(F1(0, y, z)) and τ(F ) = τ(F1).
Case 2 Suppose that p is a 2 point. It suffices to prove the Lemma in the three
subcases 2.1, 2.2 and 2.3.
Case 2.1 Suppose that u1 = v, v1 = u. We have an expression
u = (xayb)k, v = P (xayb) + xcydF.
Set r = ν(F ). If
r = 0, c ≤ ord(P )a and d ≤ ord(P )b (27)
then the multiplicities of the Lemma are the same for the two sets of parameters, so
suppose that (27) doesn’t hold. v = xeyf unit (for some e, f) implies that there exists
t > 0 such that
v = (xayb)t(u(xayb) + xc−atyd−btF )
where u is a unit power series. Set τ = −1
at
,
x = x(u(xayb) + xc−atyd−btF )τ .
(u(xayb) + xc−atyd−btF )τ = u(xayb)τ + τu(xayb)τ−1xc−atyd−btF
+ τ(τ−1)2 u(x
ayb)τ−2x2(c−at)y2(d−bt)F 2 + · · ·
≡ u(xayb)τ mod xc−atyd−btmr
xayb = xayb(u(xayb) + xc−atyd−btF )aτ
≡ xaybu(xayb)aτ mod xc−at+ayd−bt+bmr. (28)
Now suppose that P0(x
ayb, xayb) is a series. By substitution of (28), we see that
P0(x
ayb, xayb) ≡ A1(xayb) + xaybP1(xayb, xayb) mod xc−at+ayd−bt+bmr
By iteration, we get that there is a polynomial Q(xayb), such that u0 = Q(0) = u(0),
u(xayb) ≡ Q(xayb) mod xc−at+ayd−bt+bmr. (29)
we get from (29) that
x ≡ xu(xayb) mod xc−at+1yd−btmr
≡ xQ(xayb) mod xc−at+1yd−btmr
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Set λ = −k
t
.
u = (xayb)k = (xayb)k[u(xayb) + xc−atyd−btF ]λ
= (xayb)k[u(xayb)λ + λu(xayb)λ−1xc−atyd−btF
+λ(λ−1)2 u(x
ayb)λ−2x2(c−at)y2(d−bt)F 2 + · · · ]
≡ (xayb)k[Q(xayb)λ + λQ(xayb)λ−1+c−atxc−atyd−btF (xQ(xayb), y, z)
+λ(λ−1)2 Q(x
ayb)λ−2+2(c−at)x2(c−at)y2(d−bt)F (xQ(xayb), y, z)2
+ · · · ] mod xak+c−at+1ybk+d−btmr
Thus
v = (xayb)t
u = P1(x
ayb) + xak+c−atybk+d−btF1(x, y, z)
where
F1(x, y, z) ≡ λQ(xayb)λ−1+c−atF (xQ(xayb), y, z)
+λ(λ−1)2 Q(x
ayb)λ−2+2(c−at)xc−atyd−btF (xQ(xayb), y, z)2
+ · · ·mod xmr
≡ λuλ−1+c−at0 F (xu0, y, z) + λ(λ−1)2 uλ−2+2(c−at)0 xc−atyd−btF (xu0, y, z)2
+ · · · mod xmr.
Thus ν(F ) = ν(F1), ν(F1(0, 0, z)) = ν(F (0, 0, z)) and τ(F ) = τ(F1).
Case 2.2 Suppose that p is a 2 point and that u1 = αu, v1 = v. We have an
expression
u = (xayb)k, v = P (xayb) + xcydF
Set r = ν(F ). Write
α = α0(u1) + α1(u1)v + · · ·
Set λ = −1
ak
,
x = xαλ.
We have that
u1 = (x
ayb)k.
αλ = α0(u1)
λ + λα0(u1)
λ−1(α1(u1)v + α2(u1)v
2 + · · · )
+λ(λ−1)2 α0(u1)
λ−2(α1(u1)v + α2(u1)v
2 + · · · )2 + · · ·
≡ α0(u1)λ + λα0(u1)λ−1(α1(u1)P (xayb)
+α2(u1)P (x
ayb)2 + · · · ) + λ(λ−1)2 α0(u1)λ−2
(α1(u1)P (x
ayb) + α2(u1)P (x
ayb)2 + · · · ) + · · · mod xcydmr
Now suppose that P0(x
ayb, xayb) is a series. By substitution of the above equation,
we see that
P0(x
ayb, xayb) ≡ A1(xayb) + xaybP1(xayb, xayb) mod xcydmr
By iteration, we get that there is a polynomial S(xayb), such that u0 = S(0) = u(0),
αλ ≡ S(xayb) mod xcydmr. (30)
we get from (30) that
x = αλx ≡ S(xayb)x mod xc+1ydmr
v = P (xayb) + xcydF
≡ P (xaybS(xayb)a) + xcydS(xayb)cF (S(xayb)x, y, z))
mod xc+1ydmr
so that
u1 = (x
ayb)k
v = P1(x
ayb) + xcydF1(x, y, z)
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where
F1 ≡ S(xayb)cF (xS(xayb), y, z) mod xmr
≡ uc0F (u0x, y, z) mod xmr
Thus ν(F ) = ν(F1), ν(F (0, 0, z)) = ν(F1(0, 0, z)), and τ(F ) = τ(F1).
Case 2.3 Suppose that p is a 2 point and that u1 = u, v1 = αu+ βv. We have an
expression
u = (xayb)k, v = P (xayb) + xcydF
where r = ν(F ). Write
α =
∑
αiju
ivj
β =
∑
βiju
ivj
with β00 6= 0.
v1 =
∑
αiju
i+1vj +
∑
βiju
ivj+1
=
∑
αij(x
ayb)(i+1)k(P (xayb) + xcydF )j +
∑
βij(x
ayb)ik(P (xayb) + xcydF )j+1
=
∑
αij(x
ayb)(i+1)k(P (xayb)j + j(xcyd)P (xayb)j−1F + · · ·+ (xcyd)jF j)
+
∑
βij(x
ayb)ik(P (xayb)j+1 + (j + 1)xcydP (xayb)jF + · · ·+ (xcyd)j+1F j+1)
= Q(xayb) +H(x, y)F + (xcyd)2F 2G(x, y, z)
where
H(x, y) = xcyd(β0,0 + x
aybΩ(x, y)).
Then
u = (xayb)k
v1 = Q1(x
ayb) + xcydF1
where
F1 ≡ β0,0F mod (xymr + (xcyd)m2r)
Thus ν(F ) = ν(F1), ν(F (0, y, z)) = ν(F1(0, y, z)), and τ(F ) = τ(F1).
Case 3 Suppose that p is a 3 point. It suffices to prove the Lemma in the three
subcases 3.1, 3.2 and 3.3.
Case 3.1 Suppose that u1 = v, v1 = u1.
u = (xaybzc)k, v = P (xaybzc) + xdyezfF
where r = ν(F ), If
r = 0, d ≤ ord(P )a, e ≤ ord(P )b and f ≤ ord(P )c (31)
then the multiplicities of the Lemma are the same for the two sets of parameters, so
suppose that (31) doesn’t hold.
In this case we must have that v = xαyβzγ unit, so that P (s) = stu(s) where u is
a unit power series and
v = (xaybzc)t[u(xaybzc) + xd−taye−btzf−ctF ].
Set τ = −1
at
,
x = x(u(xaybzc) + xd−taye−btzf−ctF )τ .
(u(xaybzc) + xd−taye−btzf−ctF )τ = u(xaybzc)τ + τu(xaybzc)τ−1xd−taye−btzf−ctF
+ τ(τ−1)2 u(x
aybzc)τ−2x2(d−ta)y2(e−bt)z2(f−ct)F 2 + · · ·
≡ u(xaybzc)τ mod xd−taye−btzf−ctmr
xaybzc = xaybzc(u(xaybzc) + xd−taye−btzf−ctF )aτ
≡ xaybzcu(xaybzc)aτ mod xa+d−taye−bt+bzf−ct+cmr
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Now suppose that P0(x
aybzc, xaybzc) is a series. By substitution of the above
equation, we see that
P0(x
aybzc, xaybzc) ≡ A1(xaybzc)+xaybzcP1(xaybzc, xaybzc) mod xa+d−taye−bt+bzf−ct+cmr
By iteration, we get that there is a polynomial Q(xaybzc), such that if u0 = u(0),
Q(0) = u(0) = u0,
u(xaybzc) ≡ Q(xaybzc) mod xa+d−taye−bt+bzf−ct+cmr
Thus
x ≡ xu(xaybzc)τ mod xd−ta+1ye−btzf−ctmr
≡ xQ(xaybzc)τ mod xd−ta+1ye−btzf−ctmr
Set λ = −k
t
.
u = (xaybzc)k = (xaybzc)k(u(xaybzc) + xd−taye−btzf−ctF )λ
= (xaybzc)k[u(xaybzc)λ + λu(xaybzc)λ−1xd−taye−btzf−ctF
+λ(λ−1)2 u(x
aybzc)λ−2x2(d−ta)y2(e−bt)z2(f−ct)F 2 + · · · ]
≡ (xaybzc)k[Q(xaybzc)a)λ
+λQ(xaybzc)λ−1+τ(d−ta)xd−taye−btzf−ctF (xQ(xaybzc)τ , y, z)
+λ(λ−1)2 Q(x
aybzc)λ−2+2τ(d−ta)x2(d−ta)y2(e−bt)z2(f−ct)F (xQ(xaybzc)τ , y, z)2
+ · · · ] mod xak+d−ta+1ybk+e−btzck+f−ctmr
v = (xaybzc)t
u = P1(x
aybzc) + xak+d−taybk+e−btzck+f−ctF1(x, y, z)
where
F1 ≡ λQ(xaybzc)λ−1+τ(d−ta)F (xQ(xaybzc)τ , y, z)
+λ(λ−1)2 Q(x
aybzc)a)λ−2+2τ(d−ta)xd−taye−btzf−ctF (xQ(xaybzc)τ , y, z)2 + · · · mod xmr
≡ λuλ−1+τ(d−ta)0 F (uτ0x, y, z)
+λ(λ−1)2 u
λ−2+τ(d−ta)
0 x
d−taye−btzf−ctF (u0x, y, z)
2 + · · · mod xmr
Thus ν(F1) = ν(F ).
Case 3.2 Suppose that u1 = αu, v1 = v.
u = (xaybzc)k, v = P (xaybzc) + xdyezfF
where r = ν(F ). Set λ = −1
ak
, x = xαλ. Thus
u1 = (x
aybzc)k.
Write
α = α0(u1) + α1(u1)v + · · ·
αλ ≡ α0(u1)λ + λα0(u1)λ−1(α1(u1)v + α2(u1)v2 + · · · )
+λ(λ−1)2 α0(u1)
λ−2(α1(u1)v + α2(u1)v
2 + · · · )2 + · · ·
≡ α0(u1)λ + λα0(u1)λ−1(α1(u1)P (xaybzc) + α2(u1)P (xaybzc)2 + · · · )
+λ(λ−1)2 α0(u1)
λ−2(α1(u1)P (x
aybzc) + α2(u1)P (x
aybzc)2 + · · · )2 + · · · mod xdyezfmr
Thus
αλ ≡ A0(xaybzc) + xaybzcB0(αλ, xaybzc) mod xdyezfmr
Substitute the above equation into itself and iterate to get
αλ ≡ S(xaybzc) mod xdyezfmr
Set α = α(0). Then S(0) = αλ.
x = αλx ≡ S(xaybzc)x mod xd+1yezfmr
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v = P (xaybzc) + xdyezfF
≡ P (xaybzcS(xaybzc)a) + xdyezfS(xaybzc)dF (S(xaybzc)x, y, z) mod xd+1yezfmr
Thus
u1 = (x
aybzc)k
v = P1(x
aybzc) + xdyezfF1(x, y, z)
where
F1 ≡ S(xaybzc)dF (S(xaybzc)x, y, z) mod xmr
≡ αλdF (αλx, y, z) mod xmr
Thus ν(F1) = ν(F ).
Case 3.3 Suppose that u1 = u, v1 = αu+ βv. We have an expression
u = (xaybzc)k, v = P (xaybzc) + xdyezfF
where r = ν(F ).
Write
α =
∑
αiju
ivj
β =
∑
βiju
ivj
with β00 6= 0.
v1 =
∑
αiju
i+1vj +
∑
βiju
ivj+1
=
∑
αij(x
aybzc)(i+1)k(P (xaybzc) + xdyezfF )j +
∑
βij(x
aybzc)ik(P (xaybzc) + xdyezfF )j+1
=
∑
αij(x
aybzc)(i+1)k(P (xaybzc)j + j(xdyezf )P (xaybzc)j−1F + · · ·+ (xdyezf)jF j)
+
∑
βij(x
aybzc)ik(P (xaybzc)j+1 + (j + 1)xdyezfP (xaybzc)jF + · · ·+ (xdyezf )j+1F j+1)
= Q(xaybzc) +HF + (xdyezf)2F 2G
where
H = xdyezf (β0,0 + x
aybzcΩ)
Then
u = (xaybzc)k
v1 = Q1(x
aybzc) + xdyezfF1
where
F1 ≡ β0,0F mod (xyzmr + xdyezfm2r)
Thus ν(F ) = ν(F1).
By Lemmas 6.7 and 6.8, we can make the following definitions, with the notation
of Definition 6.5.
Definition 6.9. Suppose that p ∈ EX , (u, v) are permissible parameters at ΦX(p),
(x, y, z) are permissible parameters at p for (u, v) such that u = 0 is a local equation
of EX at p. Thus one of the forms of Definition 6.5 holds. Define ν(p) = ν(Fp).
If p is a 1 point, define γ(p) = mult(Fp(0, y, z)). If p is a 2 point, define γ(p) =
mult(Fp(0, 0, z)).
Suppose that p ∈ X is a 1 point such that
u = xa
v = P (xa) + xbFp
Fp =
∑
i+j+k≥r aijkx
iyjzk
where ν(p) = r. Define
τ(p) = max{j + k | there exits aijk 6= 0 with i+ j + k = r}.
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If p is a 1 point, we have 1 ≤ τ(p) ≤ ν(p). Suppose that p ∈ X is a 2 point such that
u = (xayb)m
v = P (xayb) + xcydFp
Fp =
∑
i+j+k≥r aijkx
iyjzk
where ν(p) = r. Define
τ(p) = max{k | there exits aijk 6= 0 with i+ j + k = r}.
Define
Sr(X) = {p ∈ EX |ν(p) ≥ r}.
Let Sr(X) be the Zariski closure of Sr(X) in X .
Definition 6.10. A point p ∈ EX is resolved if the following condition holds.
1. If p is a 1 point then ν(p) ≤ 1.
2. If p is a 2 point then γ(p) ≤ 1.
3. If p is a 3 point then ν(p) = 0.
Remark 6.11. If p ∈ EX is resolved and (u, v) are permissible parameters at ΦX(p)
such that u = 0 is a local equation of EX at p, then (u, v) are prepared at p.
Lemma 6.12. Sr(X) ⊂ sing(ΦX) for r ≥ 2, and all 3 points are contained in
sing(ΦX). If p ∈ S1(X) is a 2 point then p ∈ sing(ΦX).
Proof. The Lemma is immediate from (14), (15) and (16).
Example 6.13. Sr(X) is in general not Zariski closed. Consider the 2 point p with
local equations
u = xy
v = x2y.
ν(p) = 0. At 1 points q on the surface x = 0 there are regular parameters (x, y1, z)
with y = y1 + α for some 0 6= α ∈ k. Set x = x(y1 + α). There are permissible
parameters (x, y, z) at q such that
u = x
v = α−1x2 + x2y.
Thus ν(q) = 1.
Lemma 6.14. Suppose that p ∈ EX is a 1 point and that I ⊂ OˆX,p is a reduced ideal
such that if x = 0 is a local equation of EX at p then x ∈ I. Then the condition
Fp ∈ Is (with s ∈ N) and the condition Fp ∈ mpIs (with s ∈ N) are independent
of the choice of permissible parameters (u, v) at ΦX(p) such that u = 0 is a local
equation of EX at p, and permissible parameters (x, y, z) for (u, v) at p.
Proof. If I = mpOˆX,p, the Lemma follows from Lemmas 6.7 and 6.8. So we assume
that I = (x, f) for some series f(y, z).
If (x, y, z) and (x1, y1, z1) are permissible parameters at p for (u, v) then with the
notation of the proof of Lemma 6.7,
F1 = ω
b[F − F (ωx1, y(x1, 0, 0), z(x1, 0, 0))].
and
xν(p) | F (ωx1, y(x1(0, 0), z(x1, 0, 0)]
implies F1 ∈ Is (or F1 ∈ mIs), x ∈ I and s ≤ ν(p) (or s ≤ ν(p)− 1).
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Now suppose that (u, v), (u1, v1) are permissible parameters at f(p). Suppose that
v1 = u, u1 = v. With the notation of Case 1.1 of the proof of Lemma 6.8, F ∈ Is
implies (23) can be modified to
x ≡ xu(x)τ mod xc−d+1Is
and thus
x ≡ xQ(x)τ mod xc−d+1Is
We thus have
F1 ≡ λuλ−1+τ(c−d)0 F (u0x, y, z)+
λ(λ− 1)
2
u
λ−2+2τ(c−d)
0 x
c−dF (u0x, y, z)
2+· · · mod xIs
since I = (x, f(y, z)) for some f , we have F1 ∈ Is. We have a similar proof when
F ∈ mIs. We can replace mr in the formulas of case 1.1 of Lemma 6.8 with mIs.
In the proofs of cases 1.2 and 1.3, we can also replace mr in all the formulas with
Is (or mIs). Again, since x ∈ I, we get F1 ∈ Is (or F1 ∈ mIs).
Lemma 6.15. Suppose that C is a 2 curve and p ∈ C. Then the condition Fp ∈ IˆsC,p,
(with s ∈ N) is independent of permissible parameters at ΦX(p) and p.
Proof. Suppose that (u, v) are permissible parameters at ΦX(p). We will first show
that the condition is independent of permissible parameters for (u, v) at p.
If p is a 2 point, this follows from the proof of Lemma 6.7, with the observation
that, in the notation of (21), F ∈ IˆsC,p implies
∂t(a+b)−c−d(αcβdF )
∂xta−c1 ∂y
tb−d
1
∈ Iˆs−t(a+b)+c+dC,p ,
so that
∑
btx
ta−c
1 y
tb−d
1 ∈ IˆsC,p, and thus F1 ∈ IˆsC,p.
If p is a 3 point, this also follows from the proof of Lemma 6.7. With the notation
of (22), after possibly permuting the parameters (wσ(1), wσ(2), wσ(3)), we have IˆC,p =
(wσ(1), wσ(2)).
If G ∈ OˆX,p is a series and G ∈ IˆaC,p for some a, we have that
∂G
∂wσ(1)
,
∂G
∂wσ(2)
∈ Iˆa−1C,p
and
∂G
∂wσ(3)
∈ IˆaC,p
Thus
btw
ta−d
σ(1) w
tb−e
σ(2) w
tc−f
σ(3) ∈ IˆsC,p
for all t, and F1 ∈ IˆsC,p.
The independence of the conditions from permissible parameters (u, v) at ΦX(p)
follows from cases 2.1 - 3.3 of Lemma 6.8, with mr replaced by IˆsC,p = (x, y)s in the
formulas of these cases.
Example 6.16. If p is a 2 point, the condition Fp ∈ Is where I ⊂ OˆX,p is a reduced
ideal can depend on the choice of permissible parameters at p.
Proof. Consider
u = xy, v = z2 + xz
the Jacobian is J = (xz, y(2z + x), x(2z + x)).
x2 = 2xz + x2 − 2xz ∈ J.
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J = (x, yz). (x, y, z) are permissible parameters for (u, v) at p. Let I = (x, z).
F ∈ I2.
We have other permissible parameters (x, y, z) at p, where z = z − y. Then
I = (z + y, x). The normalized form of v with respect to these new parameters
is
u = xy, v = xy + F
where
F = [(z + y)2 + xz] 6∈ I2.
Lemma 6.17. Suppose that p is a 2 point, and C is a curve, making SNCs with
the 2 curve through p. Then the condition Fp ∈ IˆsC,p with s ∈ N is independent of
permissible parameters (u, v) at ΦX(p) and permissible parameters (x, y, z) at p for
(u, v) such that IˆC,p = (x, z).
We will call parameters as in Lemma 6.17 permissible parameters for C at p.
Proof. Suppose that (u, v) are permissible parameters at ΦX(p). We will first show
that this is independent of such permissible parameters at p for (u, v). Suppose that
(x, y, z) and (x1, y1, z1) are permissible parameters for (u, v) at p such that IˆC,p =
(x, z) = (x1, z1) and
u = (xayb)m
v = P (xayb) + xcydF
with F ∈ IˆsC,p = (x, y)s. We have
x = αx1, y = βy1, z = z(x1, y1, z1) = ωz1 + γx1
where α, β, ω are units in OˆX,p and γ ∈ OˆX,p. If G ∈ OˆX,p is such that G ∈ (x1, z1)a
then
∂G
∂x1
∈ (x1, z1)a−1
and
∂G
∂y1
∈ (x1, z1)a.
Thus
∂t(a+b)−c−d(αcβdF )
∂xta−c1 ∂y
tb−d
1
∈ (x1, z1)s−(ta−c)
In (21) of Lemma 6.7, we have bt = 0 if s > (ta− c), so that F1 ∈ (x1, z1)s.
The independence of the condition F ∈ IˆsC,p from choice of permissible parameters
(u, v) at ΦX(p) follows from cases 2.1-2.3 of Lemma 6.8, with m
r replaced by IˆsC,p =
(x, z)s is the formulas of these cases.
LetB2(X) be the (possibly not closed) curve of 2 points inX , B3(X) = {p1, . . . , pr}
the set of 3 points in X . Let B2(X) = B2(X)∪B3(X) be the Zariski closure of B2(X)
in X .
Definition 6.18. Suppose that Z ⊂ EX is a reduced closed subscheme of dimension
≤ 1 and p ∈ EX . We will say that Z makes SNCs with B2(X) at p if
1. All components of Z are nonsingular at p.
2. If C1, . . . , Cs are the curves of Z containing p and D1, . . . , Dt are the com-
ponents of B2(X) containing p, then C1, . . . , Cs, D1, . . . , Dt have independent
tangent directions at p.
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We will say that Z makes SNCs with B2(X) if Z makes SNCs with B2(X) at p
for all p ∈ EX .
Definition 6.19. Suppose that p ∈ X, U is an affine neighborhood of p in X, and
σ : V → U is an e´tale cover. Then we will say that V is an e´tale neighborhood of p.
Suppose that D ⊂ X. We will write D ∩ V to denote σ−1(D ∩ U).
Definition 6.20. (c.f. Chapter 3, Section 6 [23].) Suppose that V is an affine k-
variety. x1, . . . , xn ∈ Γ(V,OV ) are uniformizing parameters on V if the natural
morphism V → spec(k[x1, . . . , xn]) is e´tale.
Lemma 6.21. Suppose that (x, y, z) are permissible parameters at p for (u, v) such
that y, z ∈ OX,p. Then there exists an affine neighborhood U of p and an e´tale cover
V of U such that (x, y, z) are uniformizing parameters on V .
Proof. With the notations of Definition 6.5, let a = a if p is a 1 point, a = ma if p is
a 2 or 3 point. There exists a unit λ ∈ OX,p and x˜ ∈ OX,p such that xa = λx˜a. There
exists an affine neighborhood U1 of p such that x˜, y, z, λ ∈ R = Γ(U1,OX) and λ is a
unit in R. Set S = R[λ
1
a ], V1 = spec(S). f : V1 → U1 is an e´tale cover. k[x, y, z]→ S
defines a morphism g : V1 → A3. Let a be the origin of A3. q ∈ g−1(a) if and
only if x, y, z ∈ mq which holds if and only if x˜, y, z ∈ mq. Thus g−1(a) = f−1(p).
OˆV1,q = k[[x˜, y, z]] = k[[x, y, z]] for all q ∈ g−1(a). Thus g is e´tale at all points of
g−1(a). Since this is an open condition, (Proposition 4.5 [15]) there exists a closed
set Z1 of V1 which is disjoint from f
−1(p) such that g | (V1 − Z1) is e´tale. Let U
be an affine neighborhood of p in U1 which is disjoint from the closed set f(Z1).
Let V = f−1(U). Then V is an e´tale cover of U on which x, y, z are uniformizing
parameters.
Proposition 6.22. Sr(X)∩(X−B2(X)) is Zariski closed in X−B2(X) and Sr(X)∩
B2(X) is Zariski closed in B2(X). Thus Sr(X) is a constructible set.
Proof. First suppose that p is a 1 point. Then there are regular parameters x˜, y, z in
OX,p, permissible parameters x, y, z at p, and a unit λ ∈ OX,p such that
u = xa = λx˜a
v = P (x) + xbFp(x, y, z).
x˜, y, z are uniformizing parameters in an affine neighborhood U of p, and there exists
an e´tale neighborhood σ : V = spec(S)→ U of p such that (x, y, z) are uniformizing
parameters on V , x = 0 is a local equation of EX ∩ V in V . Let
I = (
∂i+j+kv
∂xi∂yj∂zk
| j + k > 0, i+ j + k ≤ b+ r − 1) ⊂ S,
Z = V (I) ⊂ V .
Suppose that p′ ∈ EX ∩ V . Then if α = y(p′), β = z(p′), we have that
u = xa
v =
∑
1
i!j!k!
∂i+j+kv
∂xi∂yj∂zk
(0, α, β)xi(y − α)j(z − β)k
and
v − v(σ(p′)) = Pp′(x) + xbFp′ .
ν(p′) ≥ r if and only if p′ ∈ V (I). Let Z1 = σ(Z). Sr(X) ∩ U = Z1 is closed in U .
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Now suppose that p is a 2 point. Then there are regular parameters x˜, y, z in OX,p
and permissible parameters x, y, z at p and a unit λ in OX,p such that
u = (xayb)m = λ(x˜ayb)m
v = P (xayb) + xcydFp(x, y, z)
There exists an e´tale neighborhood σ : V = spec(S) → U of p such that (x, y, z)
are uniformizing parameters on V , xy = 0 is a local equation of EX ∩ V in V . Let C
be the 2 curve in X containing p. Suppose that p′ ∈ C ∩ V . Then if β = z(p′), we
have that
u = (xayb)m
v − v(σ(p′)) = Pp′(xayb) + xcydFp′ .
v =
∑ 1
i!j!k!
∂i+j+kv
∂xi∂yj∂zk
(0, 0, β)xiyj(z − β)k.
Let
I =
(
∂i+j+kv
∂xi∂yj∂zk
| k > 0 or k = 0 and a(d+ j)− b(c+ i) = 0 and i+ j + k ≤ c+ d+ r − 1
)
⊂ S,
p′ ∈ C and ν(p′) ≥ r if and only if p′ ∈ V (I) ∩ C. Z = V (I) ⊂ V . Let Z1 = σ(Z).
Sr(X) ∩C ∩ U = C ∩ Z1 ∩ U is closed in C ∩ U .
Lemma 6.23. Suppose that p ∈ EX is a 1 point or a 2 point.
1. Suppose that (x, y, z) are permissible parameters at p, I ⊂ Oˆx,p is a reduced
ideal and Fp ∈ Ir for some r ≥ 2. Then IˆSr(X),p ⊂ I.
2. Suppose that (x, y, z) are permissible parameters at p, I = (x, f(y, z)) ⊂ Oˆx,p is
a reduced ideal and Fp ∈ (x) + I2. Then IˆS2(X),p ⊂ I.
Proof. Suppose that Fp ∈ Ir for some r ≥ 2. First assume that p is a 1 point. Since
x ∈ I and r ≤ ν(p), we can make a permissible change of parameters, and renormalize
to get that y, z ∈ OX,p and Fp ∈ Ir.
Iˆ
Sr(X),p
=
√(
∂i+j+kFp
∂xi∂yj∂zk
|i+ j + k ≤ r − 1, j + k > 0
)
. (32)
Fp ∈ Ir implies
∂i+j+kFp
∂xi∂yj∂zk
∈ I
for all i+ j + k ≤ r − 1. Thus Iˆ
Sr(X),p
⊂ I.
Suppose that p is a 2 point.
u = (xayb)m
v = P (xayb) + xcydFp
with Fp ∈ Ir and r ≥ 2, Fp ∈ Ir implies
xy ∈ Iˆsing(ΦX ),p =
√
xma+c−1ymb+d−1
(
(ad− bc)Fp + ay ∂Fp
∂y
− bx∂Fp
∂x
, y
∂Fp
∂z
, x
∂Fp
∂z
)
⊂ I,
so that x ∈ I or y ∈ I. Without loss of generality, x ∈ I.
There exist permissible parameters (x, y, z) at p such that y, z ∈ OX,p, xayb = xayb
and
x = σx, y = τy, z = z + h
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for some series σ, τ, h ∈ OˆX,p with
σ ≡ 1 mod ma,
τ ≡ 1 mod ma
h ≡ 0 mod ma
where m = mpOˆX,p,
a ≥ r + c
a
(a+ b)− (c+ d).
We have
u = (xayb)m
v = P (xayb) + xcyd[σcτdFp(σx, τy, z + h)]
σcτdFp(σx, τy, z + h) ≡ Fp(x, y, z) mod ma
Let v = P1(x
ayb)+xcydF1 be the normalized form of v. Since Fp(x, y, z) is normalized,
we can only remove terms
(xayb)t/xcyd
with t(a + b) − (c + d) ≥ a from σcτdFp(σx, τy, z + h) to construct F1. Since this
condition implies
at− c ≥ r
we have F1 ∈ Ir. We can thus assume that y, z ∈ OX,p.
Set
w =
v − Pt(xayb)
xcyd
with t > c+ d+ r. Thus
w = Fp + x
mymh(x, y)
with m > r. Fp ∈ Ir implies w ∈ Ir which implies that
∂i+j+kw
∂xi∂yj∂zk
∈ I
if i+ j + k ≤ r − 1.
There exists an e´tale neighborhood σ : V → U of p such that (x, y, z) are uni-
formizing parameters on V , xy = 0 is a local equation of EX ∩ V in V .
Suppose that
q ∈ V
(
x,
∂i+j+kw
∂xi∂yj∂zk
| i+ j + k ≤ r − 1
)
⊂ V
is a 1 point in V. q has permissible parameters (x˜, y˜, z˜) defined by
y˜ = y − α, z˜ = z − β, x˜ = xy ba (33)
for some α, β ∈ k. Thus
u = x˜am
v = Pt(x˜
a) + αd−
cb
a x˜cw(x˜α−
b
a , α, β)
+x˜c
[
(y˜ + α)d−
cb
a w(x, y, z)− αd− cba w(x˜α− ba , α, β)
]
νq(w) ≥ r implies q ∈ Sr(V ).
Suppose that
q ∈ V
(
x,
∂i+j+kw
∂xi∂yj∂zk
| i+ j + k ≤ r − 1
)
⊂ V
is a 2 point in V. q has permissible parameters (x, y, z˜) where
z˜ = z − β.
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for some β ∈ k.
u = (xayb)m
v = Pt(x
ayb) + xcyd[
∑
(c+i)b−a(j+d)=0
∂i+jw
∂xi∂yj
(q)xiyj ]
+xcyd
[
w −∑(c+i)b−a(j+d)=0 ∂i+jw∂xi∂yj (q)xiyj]
Again, νq(w) ≥ r implies q ∈ Sr(V ). So
V (I) ⊂ V
(
x,
∂i+j+kw
∂xi∂yj∂zk
| i+ j + k ≤ r − 1
)
⊂ Sr(V )
implies
Iˆ
Sr ,p
⊂
√(
x,
∂i+j+kw
∂xi∂yj∂zk
| i+ j + k ≤ r − 1
)
⊂ I.
We now prove 2. Suppose that the assumptions of 2. hold. If p is a 1 point, then
(32) implies Iˆ
S2(X),p
⊂ I.
If p is a 2 point, then arguing as in the proof of 1., we set
w =
v − Pt(xayb)
xcyd
and conclude that ∂w
∂y
, ∂w
∂z
∈ I. Suppose that q ∈ V (x, ∂w
∂y
, ∂w
∂z
) is a 1 point. Then
there exists c ∈ k such that mult(w − cx) ≥ 2, where the multiplicity is computed at
q. q has permissible parameters as in (33).
x ≡ α− ba x˜ mod m2qOˆX,q
implies mult(w − cα− ba x˜) ≥ 2, so that q ∈ S2(X). We have a simpler argument if
q ∈ V (x, ∂w
∂y
, ∂w
∂z
) is a 2 point. Thus
Iˆ
S2(X),p
⊂
√
(x,
∂w
∂y
,
∂w
∂z
) ⊂ I.
Lemma 6.24. Suppose that C ⊂ X is a curve and there exists p ∈ X such that
Fp ∈ IˆrC,p with r ≥ 2. Then C ⊂ EX .
1. Suppose that C ⊂ EX is a curve and there exists p ∈ X such that Fp ∈ IˆrC,p
with r ≥ 1. Suppose that q ∈ C is a 1 point. Then Fq ∈ IˆrC,q.
2. Suppose that C is a 2 curve and there exists p ∈ C such that Fp ∈ IˆrC,p with
r ≥ 1. If q ∈ C is a 2 point, then Fq ∈ IˆrC,q.
Proof. We will first show that 1 or 2 hold for all but finitely many q ∈ C.
First Suppose that p is a 1 point. By Lemma 6.14, we may assume that y, z ∈ OX,p.
u = xa, v = P (x) + xbFp.
In an e´tale neighborhood U of p, (x, y, z) are uniformizing parameters. Let I = IˆC,p.
If Fp ∈ Ir with r ≥ 2 then
∂Fp
∂y
,
∂Fp
∂z
∈ Ir−1 ⊂ I.
u ∈ Iˆsing(ΦX ),p =
√
xa−1+b(
∂Fp
∂y
,
∂Fp
∂z
) ⊂ I.
implies x ∈ I.
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Now assume that Fp ∈ IˆrC,p with r ≥ 1 so that C ⊂ EX , either by assumption if
r = 1, or by the above argument if r ≥ 2. Thus x ∈ IˆC,p. Set w = v−Pb+r(x)xb .
After possibly replacing U with a smaller e´tale neighborhood of p, there exists a
reduced ideal J = (x, f) ⊂ Γ(U,OU ) such that JOˆX,p = I. If q ∈ V (J) ⊂ U , then
q has regular parameters (x, y − α, z − β) for some α, β ∈ k. w ∈ JrOˆX,p implies
w ∈ Jr (since J is a complete intersection implies Jr has no embedded components).
Since ν(Fq) ≥ r, we have
Fq = w −
∑
i≥r
1
i!
∂iw
∂xi
(0, α, β)xi ∈ JrOˆX,q.
Thus for all but finitely many q ∈ C, 1. holds.
Now suppose that p is a 2 point.
u = (xayb)m, v = P (xayb) + xcydF
where F = Fp.
Suppose that F ∈ IˆrC,p with r ≥ 2. Then F, ∂F∂x , ∂F∂y , ∂F∂z ∈ IˆC,p. By (15),
u ∈ Iˆsing(ΦX ),p ⊂
√
(F,
∂F
∂x
,
∂F
∂y
,
∂F
∂z
) ⊂ IˆC,p
implies x ∈ IˆC,p or y ∈ IˆC,p.
Now assume that Fp ∈ IˆrC,p with r ≥ 1. Then C ⊂ EX , either by assumption if
r = 1, or by the above argument if r ≥ 2. Thus we have x or y ∈ IˆC,p. Suppose
that x ∈ IˆC,p. As in the proof of Lemma 6.23, we may assume that y, z ∈ OX,p. Set
t = c + d + r, w = v−Pt(x
ayb)
xcyd
. There exists an e´tale neighborhood U of p such that
u = xy = 0 is a local equation of EX in U , (x, y, z) are uniformizing parameters in
U , and a reduced ideal
J = (x, f) ⊂ Γ(U,OU )
such that JOˆX,p = IˆC,p. w ∈ Jr since J is a complete intersection.
Suppose that C is not a 2 curve, so that IˆC,p 6= (x, y). After possibly replacing U
with a smaller e´tale neighborhood of p, we can assume that U ∩ C ∩B2(X) = p.
If q 6= p, and q ∈ V (J) ⊂ U , then q has regular parameters (x, y − α, z − β) such
that α 6= 0. ΦX(q) has permissible parameters
u1 = u, v1 = v − v(ΦX(q))
with permissible parameters (x, y, z), defined by
x = x(y + α)
−b
a , y = y − α, z = z − β
(y + α)d−
bc
a w ∈ IˆrC,q, x ∈ IˆC,q, and
Fq = (y + α)
d− bc
a w − Ω(x)
with mult(Ω) ≥ r, which implies Fq ∈ IˆrC,q.
Now suppose that C is a 2 curve, so that IˆC,p = (x, y). If q ∈ V (J), then (u, v −
v(ΦX(q))) are permissible parameters at ΦX(q), and q has permissible parameters
(x, y, z) with z = z − α. w ∈ IˆrC,q, x ∈ IˆC,q and
Fq = w − Ω(x
ayb)
xcyd
for some Ω with mult(Ω(x
ayb)
xcyd
) ≥ r. Thus Fq ∈ IˆrC,q.
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Now suppose that p is a 3 point.
u = (xaybzc)m, v = P (xaybzc) + xdyezfF
We can assume that y, z ∈ OX,p. F ∈ IˆrC,p with r ≥ 2 implies that
F,
∂Fp
∂x
,
∂Fp
∂y
,
∂Fp
∂z
∈ IˆC,p
By (16),
u ∈ Iˆsing(f),p ⊂
√
(F,
∂Fp
∂x
,
∂Fp
∂y
,
∂Fp
∂z
) ⊂ IˆC,p
Thus x, y or z ∈ IˆC,p.
Now suppose that F ∈ IˆrC,p with r ≥ 1. If r = 1, then x, y or z ∈ IˆC,p by
assumption. If r ≥ 2, then x, y or z ∈ IˆC,p by the above argument. Suppose that
x ∈ IˆC,p. Set t = d+ e+ f + r,
w =
v − Pt(xaybzc)
xdyezf
.
There exists an e´tale neighborhood U of p such that (x, y, z) are uniformizing param-
eters in U , u = xyz = 0 is a local equation of EX in U and J = Γ(U, IC) = (x, f) is
a complete intersection. w ∈ Jr since J is a complete intersection.
Suppose that C is not a 2 curve. Then we can assume that U ∩B2(X)∩C = p. If
q ∈ V (J) ⊂ U and q 6= p, then ΦX(q) has permissible parameters
u1 = u, v1 = v − v(ΦX(q))
with permissible parameters (x, y, z) at q, with
x = x(y + α)
−b
a (z + β)−
c
a , y = y + α, z = z + β
with α, β 6= 0. w ∈ IˆrC,q, x ∈ IˆC,q and
Fq = (y + α)
e− bd
a (z + β)f−
cd
a w − Ω(x).
mult(Ω) ≥ r implies Fq ∈ IˆrC,q.
Suppose that C is a 2 curve, IˆC,p = (x, y), q ∈ V (J). Then
u1 = u, v1 = v − v(ΦX(q))
are permissible parameters at ΦX(q), with permissible parameters (x, y, z) at q,
z = z − α, x = x(z + α)−ca
u = (xayb)m = (xayb)m,
with (a, b) = 1, w ∈ IrC,q = (x, y)r implies
Fq = (z + α)
f− dc
a w − Ω(x
ayb)
xdye
with mult(Ω(x
ayb)
xdye
) ≥ r. Thus Fq ∈ IˆrC,q.
We conclude that 1. or 2. hold for all but finitely many q ∈ C.
Suppose that q ∈ C is a 1 point. We have at q,
u = xa, v = P (x) + xbF
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with x ∈ IˆC,q, y, z ∈ OX,q. There exists an e´tale neighborhood U of q such that
(x, y, z) are uniformizing parameters on U , x = 0 is a local equation of EX , J =
Γ(U, IC) = (x, f) is a complete intersection. 1. holds for all q 6= q′ ∈ U ∩ EX and
w =
v − Pb+r(x)
xb
∈ Γ(U,OU ).
For q′ ∈ V (J) ⊂ U with q′ 6= q,
u, v1 = v − v(ΦX(q′))
are permissible parameters at ΦX(q
′) and (x, y−α, z−β) are permissible parameters
for (u, v1) at q
′.
Fq′ = w − P1(x) ∈ IˆrC,q′
where
P1(x) =
∞∑
i=0
1
i!
∂iw
∂xi
(0, α, β)xi =
∞∑
i=0
aix
i.
Set
Λ = w −
r−1∑
i=0
aix
i ∈ Γ(U,OU ).
Λ ∈ IˆrC,q′ implies Λ ∈ Jr, so that Λ ∈ IˆrC,p implies
∂iΛ
∂xi
(0, 0, 0) = 0
for i < r, and
Fp = Λ−
∞∑
i=r
1
r!
∂iΛ
∂xi
(0, 0, 0)xi ∈ IˆrC,p.
Now suppose that C is a 2 curve. Suppose that q ∈ C is a 2 point. We have at q,
u = (xayb)m
v = P (xayb) + xcydF
with IˆC,q = (x, y), y, z ∈ OX,q. There exists an e´tale neighborhood U of p such that
(x, y, z) are uniformizing parameters on U , xy = 0 is a local equation of EX ∩ U ,
J = Γ(U, IC) = (x, y). 2. holds for all 2 points q 6= q′ ∈ U ∩ EX .
w =
v − Pc+d+r(xayb)
xcyd
∈ Γ(U,OU ).
For q′ ∈ V (J) ⊂ U with q′ 6= q, there exist permissible parameters (x, y, z − β) at q′
for (u, v − v(ΦX(q))).
Fq′ = w − P1(x
ayb)
xcyd
∈ IˆrC,q′
where
P1(x
ayb) =
∞∑
i=0
ai(x
ayb)i.
is a series. Set Λ = w −
∑
c+d+r−1
i=0
ai(x
ayb)i
xcyd
∈ Γ(U,OU ). Λ ∈ IˆrC,q′ implies Λ ∈ Jr, so
that Λ ∈ IˆrC,q and
∂(a+b)i−c−dΛ
∂xai−c∂ybi−d
(0, 0, 0) = 0
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for (a+ b)i− c− d < r, so that
Fp = Λ−
∑
(a+b)i−c−d≥r
1
(ai− c)!(bi − d)!
∂(a+b)i−c−dΛ
∂xai−c∂ybi−d
(0, 0, 0)xai−cybi−d ∈ IˆrC,p.
Lemma 6.25. Suppose that r ≥ 2, C ⊂ Sr(X) is a nonsingular curve, and p ∈ C is
a 1 point, so that there exist permissible parameters x, y, z at p such that
u = xa
v = P (x) + xcF
where IˆC,p = (x, z). Then
Fp = ar(x, y) + ar−1(x, y)z + · · ·+ a1(x, y)zr−1 + g(x, y, z)zr
where
xi | ai for 1 ≤ i ≤ r − 1,
and xr−1 | ar.
Proof. There exist permissible parameters (x, y, z) at p such that y, z ∈ OX,p and
(x, z) = IˆC,p. Then there exists a, b ∈ OˆX,p such that z = ax + bz where b is a unit.
Assume that the conclusions of the Lemma are true for the variables (x, y, z). Then
substituting for x, y, z we get the conclusions of the Lemma for (x, y, z), so we may
suppose that y, z ∈ OX,p.
There exists an e´tale neighborhood U of p such that x, y, z are uniformizing pa-
rameters in U , x = 0 is a local equation of EX in U , x = z = 0 are equations of C∩U .
If p′ ∈ U ∩C, and α = y(p′), then (x, y1 = y− α, z) are permissible parameters at p′.
Fp′ =
∑
i≥0,j+k>0
1
(c+ i)!j!k!
∂c+i+j+kv
∂xc+i∂yj∂zk
(0, α, 0)xiyj1z
k.
ν(p′) ≥ r for p′ ∈ C ∩ U implies that, if j + k > 0 and i+ j + k < r, then
∂c+i+j+kv
∂xc+i∂yj∂zk
(0, α, 0) = 0
for infinitely many α, so that
∂c+i+j+kv
∂xc+i∂yj∂zk
(0, y, 0) = 0
in U , if j + k > 0 and i+ j + k < r. Thus
∂c+i+kv
∂xc+i∂zk
(0, y, 0) = 0
in U if i+ k < r, k > 0, so that
∂c+i+j+kv
∂xc+i∂yj∂zk
(0, y, 0) =
∂j
∂yj
[
∂c+i+kv
∂xc+i∂zk
(0, y, 0)
]
= 0
if i+ k < r, k > 0 and j ≥ 0. Thus
∂c+i+j+kv
∂xc+i∂yj∂zk
(0, 0, 0) = 0
if k > 0, i < r − k, j ≥ 0,
∂c+i+1v
∂xc+i∂y
(0, y, 0) = 0
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if i < r − 1, so that
∂c+i+jv
∂xc+i∂yj
(0, 0, 0) = 0
if i < r − 1, j > 0, and the conclusions of the Lemma follow.
Lemma 6.26. Suppose that r ≥ 1, C ⊂ X is a 2 curve such that ν(p) ≥ r if p ∈ C is
a 2 point (C ⊂ Sr(X) if r ≥ 2), and p ∈ C is a 2 point, so that there exist permissible
parameters x, y, z at p such that
u = (xayb)m
v = P (xayb) + xcydF
where IˆC,p = (x, y). Then there exists a series τ(z) with mult τ(z) ≥ 1 such that
F =


τ(z)xi0yj0 +
∑
i+j≥r aij(z)x
iyj if there exist nonnegative integers (i0, j0) such that
i0 + j0 = r − 1 and a(d+ j0)− b(c+ i0) = 0∑
i+j≥r aij(z)x
iyj otherwise
Proof. There exist permissible parameters (x, y, z) at p such that y, z ∈ OX,p. σx = x,
ωy = y, z = z + h, σaωb = 1 with σ, ω, h ∈ OˆX,p, σ, ω ≡ 1 mod m2pOˆX,p, h ≡
0 mod m2pOˆX,p. Suppose that the conclusions of the Lemma hold for (x, y, z). Sub-
stituting for (x, y, z) we get the conclusions of the Lemma for (x, y, z). We may thus
assume that y, z ∈ OX,p.
There exists an e´tale neighborhood U of p such that x, y, z are uniformizing pa-
rameters in U , xy = 0 is a local equation of U ∩EX . Set
w =
v − Pt(xayb)
xcyd
where t > c+ d+ r. We have w ∈ Γ(U,OU,p) and
u = (xayb)m
v = Pt(x
ayb) + xcydw.
If p′ ∈ U ∩C, and α = z(p′), then (x, y, z1 = z − α) are permissible parameters at p′.
Fp′ =
∑
k>0, i,j≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α)xiyjzk1+
∑
a(i+c)−b(j+d) 6=0
1
i!j!
∂i+jw
∂xi∂yj
(0, 0, α)xiyj
ν(p′) ≥ r for p′ ∈ C ∩ U implies that for infinitely many α, we have
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α) = 0 if k > 0 and i+ j + k < r
and
∂i+jw
∂xi∂yj
(0, 0, α) = 0 if a(i + c)− b(j + d) 6= 0 and i+ j < r.
Thus
∂i+j+kw
∂xi∂yj∂zk
(0, 0, z) = 0 if a(i+ c)− b(j + d) 6= 0 and i+ j < r
and
∂i+j+1w
∂xi∂yj∂z
(0, 0, z) = 0 if i+ j + 1 < r,
so that
∂i+j+kw
∂xi∂yj∂zk
(0, 0, z) = 0
if i+ j < r − 1, k > 0. Setting z = 0 in the above equations, we get the statement of
the Lemma.
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Lemma 6.27. Suppose that C ⊂ X is a nonsingular curve containing a 1 point,
p ∈ C is a 2 point such that C makes SNCs with the 2 curve through p, and (x, y, z)
are permissible parameters at p such that x = z = 0 are local equations of C at p.
1. Write
u = (xayb)m
v = P (xayb) + xcydF
Then if r ≥ 2 and C ⊂ Sr(X),
F = xr−1τ(y) +
∑
i+k≥r
aijkx
iyjzk
where τ is a series with mult(τ(y)) ≥ 0.
2. If there exists a 1 point q ∈ C such that Fq ∈ IˆrC,q with r ≥ 1, then Fp ∈ IˆrC,p.
Proof. There exist permissible parameters (x, y, z) at p such that y, z ∈ OX,p,
σx = x, ωy = y, σaωb = 1,
with σ, ω ∈ OˆX,p, σ, ω ≡ 1 mod mpOˆX,p, IˆC,p = (x, z). Then z = ax + bz for some
a, b ∈ OˆX,p.
Suppose that the conclusions of the Lemma hold for (x, y, z). Substituting back
for (x, y, z), we get the conclusions of the Lemma for (x, y, z). We may thus assume
that y, z ∈ OX,p
There exists an e´tale neighborhood U of p such that x, y, z are uniformizing pa-
rameters in U , xy = 0 is a local equation of EX ∩ U , C ∩ U = V (x, z) in U . Set
w =
v − Pt(xayb)
xcyd
.
where t > r + c+ d. We have w ∈ Γ(U,OU ),
u = (xayb)m
v = Pt(x
ayb) + xcydw
If p′ ∈ U ∩ C, and α = y(p′), then (x, y − α, z) are regular parameters in OˆX,p′ . We
have permissible parameters x, y, z at p′ 6= p defined by
x = x(y + α)−
b
a , y = y + α.
At p′, we have
u = xam
v = Pt(x
a) + xc(y + α)d−
cb
a w
(34)
xcydw = xc(y + α)d−
cb
a w
= xc(y + α)d−
cb
a
[∑
i,j,k≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, α, 0)xi(y + α)−i
b
a yjzk
]
=
∑
i,k≥0
[∑
j≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, α, 0)yj
]
(y + α)d−
b(c+i)
a xc+izk.
Thus
Fp′ =
∑
i≥0
[∑
j≥0
1
i!j!
∂i+jw
∂xi∂yj
(0, α, 0)yj
]
(y + α)d−
b(c+i)
a xi −∑i≥0 1i! ∂iw∂xi (0, α, 0)αd− b(c+i)a xi
+
∑
i≥0,k>0
[∑
j≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, α, 0)yj
]
(y + α)d−
b(c+i)
a xizk.
ν(p′) = r implies that
∂i+j+kw
∂xi∂yj∂zk
(0, α,
36 STEVEN DALE CUTKOSKY
if i+ j + k < r, k > 0, and for fixed i < r
∑
j<r−i
1
i!j!
∂i+jw
∂xi∂yj
(0, α, 0)yj ≡ ciα(y + α)λi mod yr−i (36)
where λi =
b(c+i)
a
−d, and the ciα ∈ k depend on α and i. Since (35) holds for infinitely
many α,
∂i+kw
∂xi∂zk
(0, y, 0) = 0
if i+ k < r and k > 0. Thus
∂i+j+kw
∂xi∂yj∂zk
(0, 0, 0) =
∂j
∂yj
[
∂i+kw
∂xi∂zk
(0, y, 0)
]
(0, 0, 0) = 0
if i+ k < r, k > 0.
If i < r − 1 we have
1
i!
∂iw
∂xi
(0, α, 0) = ciαα
λi
and
1
i!
∂i+1w
∂xi∂y
(0, α, 0) = ciαλiα
λi−1
for infinitely many α. Thus
λi
∂iw
∂xi
(0, α, 0) = α
∂
∂y
∂iw
∂xi
(0, α, 0)
for infinitely many α, and thus for all α. Set γi(y) =
∂iw
∂xi
(0, y, 0). We have
λiγi(y) = y
dγi
dy
.
There is an expansion γi(y) =
∑∞
j=0 bjy
j with bj ∈ k. dγidy =
∑∞
j=1 jbjy
j−1.
y
dγi
dy
=
∞∑
j=0
jbjy
j
λiγi − y dγi
dy
=
∞∑
j=0
(λibj − jbj)yj = 0
so that bj(λi − j) = 0 for all j, which implies that γi = 0, or λi ∈ N and γi = bλiyλi .
Suppose that λi ∈ N and γi(y) = ∂iw∂xi (0, y, 0) 6= 0. Then
∂i+λiw
∂xi∂yλi
(0, 0, 0) = λi!bλi 6= 0.
But
b(c+ i)− a(d+ λi) = b(c+ i)− a( b
a
(c+ i)) = 0
implies i > r, by our choice of t in pt and the assumption that F is normalized, a
contradiction. Thus
∂i+jw(0, 0, 0)
∂xi∂yj
= 0
if i < r − 1.
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Now suppose that there exists a 1 point q′ ∈ C such that Fq′ ∈ IˆrC,q′ . By 1. of
Lemma 6.24, Fq ∈ IˆrC,q at every 1 point q ∈ C. With the above notation, (trivially if
r = 1)
Fp = x
r−1τ(y) +
∑
i+k≥r
aijkx
iyjzk.
For p 6= q ∈ C ∩ U there exist permissible parameters (x, y, z) at q such that
x = x(y + α)−
b
a , y = y + α
Fq = x
r−1Λ + Ω
with
Λ = (y + α)d−
b
a
(c+r−1)τ(y + α)− αd−(c+r−1) ba τ(α),
Ω ∈ IˆrC,q. Fq ∈ IˆrC,q implies τ = 0 or d − ba (c + r − 1) = 0 and τ ∈ k. But
ad− b(c+ r − 1) = 0 and τ ∈ k is not possible since F is normalized. Thus τ = 0.
Lemma 6.28. Suppose that r ≥ 1 C ⊂ X is a 2 curve, such that ν(q) ≥ r if q ∈ C is
a 2 point (C ⊂ Sr(X) if r ≥ 2) and p ∈ C is a 3 point, so that there exist permissible
parameters x, y, z at p such that
u = (xaybzc)m
v = P (xaybzc) + xdyezfF
where IˆC,p = (x, y). Then
F =


τ(z)xi0yj0 +
∑
i+j≥r aij(z)x
iyj if there exist (i0, j0) such that
i0 + j0 = r − 1 and a(e+ j0)− b(d+ i0) = 0∑
i+j≥r aij(z)x
iyj otherwise
If there exists a 2 point q ∈ C such that Fq ∈ IˆrC,q and r ≥ 1, then Fp ∈ IˆrC,p
Proof. There exist permissible parameters (x, y, z) at p such that y, z ∈ OX,p,
σx = x, ωy = y, µz = z
for some unit series σ, ω, µ ∈ OˆX,p. Suppose that the conclusions of the Lemma are
true for the parameters (x, y, z). Substituting back for (x, y, z) we get the conclusions
of the Lemma for (x, y, z). We may thus assume that y, z ∈ OX,p.
There exists an e´tale neighborhood U of p such that (x, y, z) are uniformizing
parameters in U , xyz = 0 is a local equation of EX ∩ U . Set
w =
v − Pt(xaybzc)
xdyezf
where t ≥ d+ e+ f + r. We have w ∈ Γ(U,OU ) and
u = (xaybzc)m, v = Pt(x
aybzc) + xdyezfw.
If p′ ∈ U ∩ C and α = z(p′), then (x, y, z − α) are regular parameters in OˆX,p′ . If
α 6= 0, we have permissible parameters (x, y, z) at p′ where x = x(z+α)−ca , z = z−α.
At p′ we have
u = (xayb)m, v = Pt(x
ayb) + xdye(z + α)f−
dc
a w.
xdye(z + α)f−
cd
a w = xdye(z + α)f−
cd
a
[∑
i,j,k≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α)xi(z + α)
−ic
a yjzk
]
= xdye
[∑
i,j≥0
(∑
k≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α)zk
)
(z + α)f−
c(i+d)
a xiyj
]
.
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Thus
Fp′ =
∑
i,j≥0
(∑
k≥0
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α)zk
)
(z + α)f−
c(i+d)
a xiyj
−∑i,j such that b(i+d)−a(j+e)=0 ( 1i!j! ∂i+jw∂xi∂yj (0, 0, α)αf− c(i+d)a ) xiyj
ν(p′) = r implies
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α) = 0 if i+ j + k < r and b(i+ d)− a(j + e) 6= 0 (37)
and if b(i+ d)− a(j + e) = 0 for fixed i, j with i+ j < r,
∑
k<r−i−j
1
i!j!k!
∂i+j+kw
∂xi∂yj∂zk
(0, 0, α)zk ≡ cijα (z + α)λi mod (zr−i−j) (38)
where λi =
c(i+d)
a
− f , ci,jα ∈ k depend on α, i and j.
Since (37) holds for infinitely many α,
∂i+j+kw
∂xi∂yj∂zk
(0, 0, z) = 0
if i+ j + k < r and b(i+ d)− a(j + e) 6= 0. Thus
∂i+j+kw
∂xi∂yj∂zk
(0, 0, 0) =
∂k
∂zk
[
∂i+jw
∂xi∂yj
(0, 0, z)
]
(0, 0, 0) = 0
if i+ j < r, k ≥ 0 and b(i+ d)− a(j + e) 6= 0.
If b(i+ d)− a(j + e) = 0 and i+ j < r − 1, we have
1
i!j!
∂i+jw
∂xi∂yj
(0, 0, α) = cijαα
λi
and
1
i!j!
∂i+j+1w
∂xi∂yj∂z
(0, 0, α) = cijα λiα
λi−1
for infinitely many α. Thus
λi
∂i+jw
∂xi∂yj
(0, 0, α) = α
∂i+j+1w
∂xi∂yj∂z
(0, 0, α)
for infinitely many α, and thus for all α. Set
γij(z) =
∂i+jw
∂xi∂yj
(0, 0, z).
We have an expression
γij(z) =
∞∑
k=0
bkz
k
with bk ∈ k.
dγij
dz
=
∞∑
k=1
kbkz
k−1.
λiγij − z dγij
dz
=
∞∑
k=0
(λibk − kbk)zk = 0
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implies bk(λi − k) = 0 for all k, so that either γij = 0, or λi ∈ N and γij = bλizλi .
Suppose that
γij(z) =
∂i+jw
∂xi∂yj
(0, 0, z) 6= 0.
Then
∂i+j+λiw
∂xi∂yj∂zλi
(0, 0, 0) = λi!bλi 6= 0
so that we have a nontrivial xd+iye+jzf+λi term in xdyezfF . Recall that λi =
c(i+d)
a
−
f . By assumption, b(i+ d)− a(j + e) = 0. We further have a(f + λi)− c(d+ i) = 0,
b(f + λi)− c(e+ j) = b( c(i+d)a )− c(e + j)
= b c
a
(d+ i)− c b
a
(i+ d) = 0
a contradiction to the assumption that F is normalized. Thus
∂i+j+kw
∂xi∂yj∂zk
(0, 0, 0) = 0
if b(i+ d)− a(j + e) = 0, i+ j < r − 1, k ≥ 0.
Now suppose there exists a 2 point q′ ∈ C such that Fq′ ∈ IˆrC,q′ . By 2. of Lemma
6.24, Fq ∈ IˆrC,q for all 2 points q ∈ C. With the above notation, if Fp 6∈ IˆrC,p, we have
Fp = τ(z)x
i0yj0 +
∑
i+j≥r
aij(z)x
iyj
where i0 + j0 = r − 1 and a(e+ j0)− b(d+ i0) = 0, τ(z) 6= 0.
For p 6= q ∈ C ∩ U , there exist permissible parameters (x, y, z) at q such that
x = x(z + α)−
c
a , z = z + α
u = (xayb)m = (xayb)m
v = Pq(x
ayb) + xdyeFq
with (a, b) = 1.
Fq = x
i0yj0Λ + Ω
with Ω ∈ IˆrC,q and
Λ = (z + α)f−
c(d+i0)
a τ(z + α)− αf− c(d+i0)a τ(α).
Fq ∈ IˆrC,q
implies τ = 0, or f − c(d+i0)
a
= 0 and τ ∈ k. f − c(d+i0)
a
= 0 and τ ∈ k is not possible
since F is normalized.
Lemma 6.29. Suppose that r ≥ 2, f1, . . . , fn−1 is a regular sequence in a n dimen-
sional regular local ring A. Let I = (f1, . . . , fn−1). Then
depth A/(Ir + (f1)
r−1) = 1
for all r ≥ 2.
Proof. Let m be the maximal ideal of A. There is an exact sequence of A modules
0→ Ir−1/(Ir + (f1)r−1)→ A/(Ir + (f1)r−1)→ A/Ir−1 → 0
Ir−1/(Ir + (f1)
r−1) is a free A/I module, since f1, . . . , fn−1 is quasi regular by
Theorem 27, [21]. depth A/It = 1 for all t ≥ 1 by Proposition 16.F, [21]. Thus
HomA(A/m,A/I
r−1) = 0 and HomA(A/m, I
r−1/(Ir+(f1)
r−1)) = 0, so that HomA(A/m,A/(I
r+
(f1)
r−1)) = 0 and depth(A/(Ir + (f1)
r−1)) = 1.
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Lemma 6.30. Suppose that r ≥ 2, p ∈ X is a 2 point and (x, y, z) are permissible
parameters at p such that y, z ∈ OX,p,
u = (xayb)m
v = P (xayb) + xcydFp
p ∈ C ⊂ Sr(X) is a curve such that x ∈ IˆC,p and C contains a 1 point q. Then there
exists a polynomial g such that one of the following cases hold
Case 1): yad−bcFp − g(xyb) ∈
(
IˆrC,p + (x)r−1
)
k[[x, y, z]] if ad− bc ≥ 0.
Case 2): Fp − g(xyb)ybc−ad ∈
(
IˆrC,p + (x)r−1
)
k[[x, y, z]] if ad− bc ≤ 0
where y = ya.
Proof. x, y, z are uniformizing parameters in an e´tale neighborhood U = spec(R) of
p and xy = 0 is a local equation of EX ∩ U , C is a complete intersection in U . For
t > c+ d+ r,
w =
1
xcyd
[v − Pt(xayb)] ∈ R.
If q ∈ C ∩ U is a 1 point, such that C is nonsingular at q, then q has permissible
parameters (x1, y1, z1) where x = x1(y1 + α)
− b
a , y = y1 + α, z = z1 + β for some
α, β ∈ k with α 6= 0.
u = xam1
v = Pq(x1) + x
c
1Fq
where
Fq = (y1 + α)
ad−bc
a w − g(x1)
for some series g. Fq ∈ IˆrC,q + (x1)r−1 (by Lemma 6.25) implies
w − (y1 + α)
bc−ad
a g(x1) ∈ IˆrC,q + (x1)r−1.
Let y = ya, S = R[y], λ : V = spec(S)→ spec(R). Suppose that q′ ∈ λ−1(q). Let
h(x1) = gr(x1).
Suppose that ad− bc ≥ 0. Then
yad−bcw − h(xyb) ∈ IˆrC,q′ + (x)r−1.
I = Γ(V, IC) is a complete intersection in V , so that (by Lemma 6.29)
yad−bcw − h(xyb) ∈ (Ir + (x)r−1)S,
and
yad−bcw − h(xyb) ∈
(
IˆrC,p + (x)r−1
)
k[[x, y, z]].
yad−bcw − h(xyb) ≡ yad−bcFp − h(xyb) mod (xr)
implies
yad−bcFp − h(xyb) ∈
(
IˆrC,p + (x)r−1
)
k[[x, y, z]].
The case when ad− bc ≤ 0 is similar.
Lemma 6.31. Suppose that p ∈ X is a 1 or 2 point, D is a generic curve through p
on a component of EX containing p. Then Fq 6∈ IˆD,q for q ∈ D (if Fq is computed
with respect to permissible parameters (x, y, z) at q such that x = z = 0 are local
equations of D at q).
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Proof. By Lemma 6.24 and Lemma 6.27, we need only check this at p. When p is a
1 point this follows from Lemma 6.14.
Suppose that p is a 2 point, (x, y, z) are permissible parameters at p such that
x ∈ IˆD,p. Then
u = (xayb)m
v = P (xayb) + xcydFp
There exists a series
z = z −
∞∑
i=1
αiy
i
with αi ∈ k such that IˆD,p = (x, z). Let
v = P (xayb) + xcydF p
be the normalized form of v with respect to the permissible parameters (x, y, z). Then
F p = Fp −
∑
bix
aiybi
with bi ∈ k and
a(d+ bi)− b(c+ ai) = 0
for all i. Suppose that F p ∈ IˆD,p.
Fp = h(y, z) + xΩ
with h 6= 0. We either have
z | h(y, z +
∑
αiy
i)
or there exists c ∈ k, d ∈ N such that a(d+ d)− bc = 0 and
z | (h(y, z +
∑
αiy
i)− cyd).
Thus either h(y,
∑
αky
k) = 0 or h(y,
∑
αky
k) = cyd.
Since D is generic, we can suppose that α1, α2 are independent generic points of k.
Let e = ν(h). Write h =
∑
i+j≥e aijy
izj .
h(y,
∑
αky
k) =
∑
i+j=e aijy
i(αj1y
j + jαj−11 α2y
j+1) +
∑
i+j=e+1 aijy
i(α1y)
j + ye+2Ω
=
(∑
i+j=e aijα
j
1
)
ye +
(∑
i+j=e jaijα
j−1
1 α2 +
∑
i+j=e+1 aijα
j
1
)
ye+1 + ye+2Ω
We must have h(y,
∑
αky
k) = cyd and e = d since
∑
i+j=e aijα
j
1 6= 0 as α1 is a generic
point of k. Since Fp is normalized, we must have ae0 = 0, and ν(h) = e implies there
exists ai0j0 6= 0 such that i0 + j0 = e and j0 > 0.
We must have 
 ∑
i+j=e
jaijα
j−1
1

α2 +

 ∑
i+j=e+1
aijα
j
1

 = 0.
which is a contradiction to the assumption that α1, α2 are independent generic points
of k.
Definition 6.32. Suppose that ΦX : X → S is weakly prepared.
A monoidal transform π : Y → X is called weakly permissible if π is the blowup
of a point p on EX , or a nonsingular curve C on EX such that C makes SNCs with
B2(X).
Suppose that ΦX : X → S is weakly prepared, and π : Y → X is a weakly permis-
sible monoidal transform. Define ΦY = ΦX ◦ π : Y → S, EY = π−1(EX)red. ΦY is
weakly prepared.
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7. The invariant ν under quadratic transforms
Throughout this section we will suppose that ΦX : X → S is weakly prepared.
Theorem 7.1. Suppose that ν(p) = r, π : X1 → X is the blowup of p, q ∈ π−1(p)
with ν(q) = r1.
Suppose that p is a 1 point. Then
1. If q is a 1 point then r1 ≤ r.
2. If q is a 2 point then r1 ≤ r. r1 = r implies τ(q) > 0.
Suppose that p is a 2 point. Then
1. If q is a 1 point then r1 ≤ r + 1. r1 = r + 1 implies γ(q) = r + 1.
2. If q is a 2 point then r1 ≤ r.
3. If q is a 3 point then r1 ≤ r.
Suppose that p is a 3 point. Then
1. If q is a 1 point then r1 ≤ r + 1. r1 = r + 1 implies γ(q) = r + 1.
2. If q is a 2 point then r1 ≤ r+1. r1 = r+1 implies τ(q) > 0. Furthermore there
are permissible parameters (x1, y1, z1) at q such that
u = (xa1y
b
1)
m
v = P (xa1y
b
1) + x
c
1y
d
1F1
and the leading form of F1 is
L1 = cy
t
1z
r+1−t
1 + x1Ω
where 0 ≤ t ≤ r, cb− (d+ t)a = 0. In this case, the leading form of F is
L = yt(
∑
i+k=r−t
bikx
izk)
where all bik 6= 0, and there are regular parameters (x1, y1, z1) in OˆX1,q such
that
x = x1, y = x1y1, z = x1(z1 + β)
for some 0 6= β ∈ k.
3. If q is a 3 point then r1 ≤ r. If r1 = r, and (x1, y1, z1) are permissible parameters
at q with
x = x1, y = x1y1, z = x1z1,
then the leading form of F is
L = L(y1, z1).
Proof. Suppose that p is a 1 point
u = xk
v = P (x) + xcF
Write F =
∑
i+j+k≥r aijkx
iyjzk.
Suppose that q ∈ π−1(p) is a 1 point. Then there are permissible parameters
(x1, y1, z1) at q such that
x = x1
y = x1(y1 + α)
z = x1(z1 + β)
u = xk1
v = P (x1) + x
c+r
1
F
xr1
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F
xr1
=
∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k + x1Ω (39)
where ajk = ar−i−j,j,k. Suppose that ν(q) > ν(p). Then∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k = γ ∈ k.
and the leading form of F is
L = xr1(
∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k) = γxr1 = γx
r
a contradiction to the assumption that F is normalized. Thus ν(q) ≤ ν(p).
Now suppose that q ∈ π−1(p) is a 2 point. Then, after possibly interchanging y
and z, there are permissible parameters (x1, y1, z1) at q such that
x = x1y1
y = y1
z = y1(z1 + α)
u = xk1y
k
1
v = P (x1y1) + x
c
1y
c+r
1
F
yr1
F
yr1
=
∑
i+k≤r
aikx
i
1(z1 + α)
k + y1Ω
where aik = ai,r−i−k,k. Suppose that ν(q) > ν(p). Then∑
i+k≤r
aikx
i
1(z1 + α)
k =
∑
γix
ai
1
with ai + c = c+ r for all i. ai = r is the only solution to this equation, so that if L
is the leading form of F ,
xcL = γxr+c1 y
r+c
1 = γx
r+c
a contradiction to the assumption that F is normalized. Thus ν(q) ≤ ν(p).
Suppose that ν(q) = r. After making a permissible change of parameters, we may
assume that α = 0. We have
Fq =
∑
i+k≤r
aikx
i
1z
k
1 + y1Σ (40)
Thus aik = 0 if i + k < r, and since L is normalized, we must have aik 6= 0 for some
k > 0. Thus τ(q) > 0.
Suppose that p is a 2 point
u = (xayb)k
v = P (xayb) + xcydF
Write F =
∑
i+j+k≥r aijkx
iyjzk.
Suppose that q ∈ π−1(p) is a 1 point. Then there are regular parameters (x1, y1, z1)
in OˆX1,q such that
x = x1
y = x1(y1 + α)
z = x1(z1 + β)
with α 6= 0.
u = x
(a+b)k
1 (y1 + α)
bk = x
(a+b)k
1
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where x1 = x1(y1 + α)
− b
a+b .
v = P (xa+b1 ) + x
c+d+r
1 (y1 + α)
λ F
xr1
where λ = d− b(c+d+r)
a+b .
F
xr1
=
∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k + x1Ω (41)
where ajk = ar−i−j,j,k. Suppose that
(y1 + α)
λ

 ∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k

 ≡ γ mod (y1, z1)r+2
for some γ ∈ k. Then∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k ≡ γ(y1 + α)−λ mod (y1, z1)r+2 (42)
Set
f(y1) = (y1 + α)
−λ =
∞∑
i=0
αiy
i
1
where α0 = α
−λ and
αi =
−λ(−λ− 1) · · · (−λ− i+ 1)
i!
α−λ−i
for i ≥ 1. (42) implies αr+1 = 0, so that −λ ∈ {0, 1, . . . , r}, and∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k = γ(y1 + α)
−λ
Thus ∑
i+j+k=r
aijkx
r
1(y1 + α)
j(z1 + β)
k = γxr+λ1 x
−λ
1 (y1 + α)
−λ
which implies that the leading form of F is
L =
∑
i+j+k=r
aijkx
iyjzk = γxr+λy−λ
xcydL = γxr+c+λyd−λ
a(d− λ)− b(r + c+ λ) = a
[
b(c+d+r)
a+b
]
− b
[
r + c+ d− b(c+d+r)
a+b
]
= 0
Thus xr+c+λyd−λ is a power of xayb, a contradiction to the assumption that F is
normalized. We conclude that ν(q) ≤ ν(p) + 1.
If ν(q) = ν(p) + 1, we must then have that
F1 = (y1 + α)
λ

 ∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k

− γ + x1Σ
with γ = αλ
∑
j+k≤r ajkα
jβk. There is a nonzero degree r + 1 term in F1(0, y1, z1),
so that γ(q) = r + 1.
Now suppose that q ∈ π−1(p) is a 2 point. Then after possibly interchanging x
and y, there are permissible parameters (x1, y1, z1) at q such that
x = x1
y = x1y1
z = x1(z1 + β)
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with β 6= 0.
u = (xa+b1 y
b
1)
k
v = P (xa+b1 y
b
1) + x
c+d+r
1 y
d
1
F
xr1
F
xr1
=
∑
j+k≤r
ajky
j
1(z1 + β)
k + x1Ω (43)
with ajk = ar−j−k,j,k. Suppose that∑
j+k≤r
ajky
j
1(z1 + β)
k =
∑
γiy
ti
1
with γi ∈ k, (c+ d+ r)b − (a+ b)(d+ ti) = 0 for all i. There is at most one natural
number t = ti which is a solution to this equation, which simplifies to
a(d+ t)− b(c+ r − t) = 0. (44)
We have ∑
j+k≤r
ajky
j
1(z1 + β)
k = γyt1
so that ∑
i+j+k=r
aijkx
r
1y
j
1(z1 + β)
k = γxr1y
t
1
Thus L = γxr−tyt. But by (44) xc+r−tyd+t is a power of xayb, a contradiction to the
assumption that F is normalized. Thus ν(q) ≤ r.
Now suppose that q ∈ π−1(p) is a 3 point. Then there are regular parameters
(x1, y1, z1) at Q such that
x = x1z1
y = y1z1
z = z1
We have
u = (xa1y
b
1z
a+b
1 )
k
v = P (xa1y
b
1z
a+b
1 ) + x
c
1y
d
1z
c+d+r
1
F
zr1
(45)
Fq =
F
zr1
, so that ν(q) = ν( F
zr1
) ≤ r.
Suppose that p is a 3 point
u = (xaybzc)k
v = P (xaybzc) + xdyezfF
Write F =
∑
i+j+k≥r aijkx
iyjzk. Suppose that q ∈ π−1(p) is a 1 point. Then there
are regular parameters (x1, y1, z1) in OˆX1,q such that
x = x1
y = x1(y1 + α)
z = x1(z1 + β)
with α, β 6= 0.
u = x
(a+b+c)k
1 (y1 + α)
bk(z1 + β)
ck = x
(a+b+c)k
1 .
where x1 is defined by
x1 = x1(y1 + α)
− b
a+b+c (z1 + β)
− c
a+b+c .
v = P (xa+b+c1 ) + x
d+e+f+r
1 (y1 + α)
e(z1 + β)
f F
xr1
= P (xa+b+c1 ) + x
d+e+f+r
1 (y1 + α)
λ1(z1 + β)
λ2 F
xr1
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where
λ1 = e− b(d+e+f+r)a+b+c
λ2 = f − c(d+e+f+r)a+b+c
F
xr1
=
∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k + x1Ω (46)
where ajk = ar−j−k,j,k. Suppose that
(y1 + α)
λ1 (z1 + β)
λ2

 ∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k

 ≡ γ mod (y1, z1)r+2
for some γ ∈ k. We first observe that we cannot have γ = 0, for γ = 0 implies∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k ≡ 0 mod (y1, z1)r+2
which implies ∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k = 0,
a contradiction. Thus γ 6= 0.∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k ≡ γ(y1 + α)−λ1(z1 + β)−λ2 mod (y1, z1)r+2
(47)
Set f(y1, z1) = (y1 + α)
−λ1(z1 + β)
−λ2 ,
αij =
1
i! j!
∂i+jf
∂yi1∂z
j
1
(0, 0)
Then
(y1 + α)
−λ1 (z1 + β)
−λ2 =
∑
αijy
i
1z
j
1.
αij =


(
−λ1(−λ1−1)···(−λ1−i+1)
i! α
−λ1−i
)(
−λ2(−λ2−1)···(−λ2−j+1)
j! β
−λ2−j
)
if i, j > 0
α−λ1
(
−λ2(−λ2−1)···(−λ2−j+1)
j! β
−λ2−j
)
if i = 0, j > 0(
−λ1(−λ1−1)···(−λ1−i+1)
i! α
−λ1−i
)
β−λ2 if j = 0, i > 0
α−λ1β−λ2 if i = j = 0
Thus αij = 0 for i + j = r + 1 by (47), and −λ1 ∈ {0, 1, . . . , r}, −λ2 ∈ {0, 1, . . . , r}
and −λ1 − λ2 ≤ r. Thus∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k = γ(y1 + α)
−λ1 (z1 + β)
−λ2
so that∑
i+j+k=r aijkx
r
1(y1 + α)
j(z1 + β)
k = γxr1(y1 + α)
−λ1 (z1 + β)
−λ2
= γxr+λ1+λ21
[
x−λ11 (y1 + α)
−λ1
] [
x−λ21 (z1 + β)
−λ2
]
and the leading form of F is
L =
∑
i+j+k=r
aijkx
iyjzk = γxr+λ1+λ2y−λ1z−λ2
xdyezfL = γxd+r+λ1+λ2ye−λ1zf−λ2
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Set
a = d+ r + e− b(d+e+f+r)
a+b+c + f − c(d+e+f+r)a+b+c
b = e−
(
e− b(d+e+f+r)
a+b+c
)
c = f −
(
f − c(d+e+f+r)
a+b+c
)
Set τ = d+e+f+r
a+b+c .
a = (d+e+f+r)(a+b+c)−b(d+e+f+r)−c(d+e+f+r)
a+b+c = aτ
b = bτ
c = cτ
ba− ab = (ba− ab)τ = 0
ac− ca = (ac− ca)τ = 0
cb− bc = (cb− bc)τ = 0
thus γ = 0 since F is normalized. This contradiction shows that ν(q) ≤ r + 1.
We have shown that
F1 = (y1 + α)
λ1(z1 + β)
λ2

 ∑
j+k≤r
ajk(y1 + α)
j(z1 + β)
k

− γ + x1Σ
with
γ = αλ1βλ2
∑
j+k≤r
ajkα
jβk.
Thus r1 = r + 1 implies there is a nonzero degree r + 1 term in F1(0, y1, z1) so that
γ(q) = r + 1.
Now suppose that q ∈ π−1(p) is a 2 point. Then after possibly interchanging x, y, z,
there are regular parameters (x1, y1, z1) at q such that
x = x1
y = x1y1
z = x1(z1 + β)
with β 6= 0.
u = x
(a+b+c)k
1 y
bk
1 (z1 + β)
ck
Set
x1 = (z1 + β)
−c
a+b+cx1
u = (xa+b+c1 y
b
1)
k
v = P (xa+b+c1 y
b
1) + x
d+e+f+r
1 y
e
1(z1 + β)
f F
xr1
= P (xa+b+c1 y
b
1) + x
d+e+f+r
1 y
e
1(z1 + β)
λ1 F
xr
1
where
λ1 = f − c(d+ e+ f + r)
a+ b+ c
. (48)
F
xr1
=
∑
j+k≤r
ajky
j
1(z1 + β)
k + x1Ω (49)
where ajk = ar−i−j,j,k. There is at most one natural number t such that
(d+ e+ f + r)b − (e + t)(a+ b+ c) = 0. (50)
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If ν(q) > r + 1 there exists a t satisfying (50), and 0 6= γ ∈ k such that
(z1 + β)
λ1

 ∑
j+k≤r
ajky
j
1(z1 + β)
k

 ≡ γyt1 mod (y1, z1)r+2.
Thus ∑
j+k≤r
ajky
j
1(z1 + β)
k ≡ γ(z1 + β)−λ1yt1 mod (y1, z1)r+2.
Set
τj =
−λ1(−λ1 − 1) · · · (−λ1 − j + 1)
j!
β−λ1−j .
∑
j+k≤r
ajky
j
1(z1 + β)
k ≡ γyt1(
∞∑
j=0
τjz
j
1) mod (y1, z1)
r+2.
implies
0 = τr+1−t =
−λ1(−λ1 − 1) · · · (−λ1 − r + t)
(r + 1− t)! β
−λ1−(r+1−t)
so that −λ1 ∈ {0, 1, . . . , r − t} and t ≤ r. Thus∑
j+k≤r
ajky
j
1(z1 + β)
k = γ(z1 + β)
−λ1yt1
∑
i+j+k=r aijkx
r
1y
j
1(z1 + β)
k = γxr1(z1 + β)
−λ1yt1
= γxr−t+λ11 [x
t
1y
t
1]
[
x−λ11 (z1 + β)
−λ1
]
xdyezfL = γxr−t+λ1+dyt+ezf−λ1
where L is the leading form of F . Set
a = r − t+ λ1 + d
b = t+ e
c = f − λ1
We have the relations (50) and (48). (50) implies
t =
(d+ e+ f + r)b − e(a+ b+ c)
a+ b+ c
.
a = d+ r − t+ λ1 = a(d+e+f+r)a+b+c
b = t+ e = (d+e+f+r)b
a+b+c
c = c(d+e+f+r)
a+b+c
0 = ba− ab = ca− ac = cb− bc
Thus
xr−t+λ1+dyt+ezf−λ1 = (xaybzc)m
for some m ∈ N, a contradiction, since F is normalized. Thus ν(q) ≤ r + 1.
Suppose that ν(q) = r + 1.
Fq =
∑
j≤r

 ∑
k≤r−j
ajk(z1 + α)
k+λ1

 yj1 − γyt1 + x1Σ
with t ≤ r, γ ∈ k implies ajk = 0 if j 6= t. Thus
Fq = y
t
1(
∑
k≤r−t
atk(z1 + α)
k+λ1 − γ) + x1Σ
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implies
Lq = cy
t
1z
r+1−t
1 + x1Ω
where 0 6= c ∈ k.
Now suppose that q ∈ π−1(p) is a 3 point. After possibly permuting x, y, z, there
are permissible parameters (x1, y1, z1) at q such that
x = x1
y = x1y1
z = x1z1
u = (xa+b+c1 y
b
1z
c
1)
k
v = P (xa+b+c1 y
b
1z
c
1) + x
d+e+f+r
1 y
e
1z
f
1
F
xr1
ν(q) = ν( F
xr1
) ≤ r.
Example 7.2. ν(p) can go up by 1 after a quadratic transform. We can construct
the example as follows.
u = xy, v = x2y
has F = 1. blowup p and consider the point p1 above p with regular parameters
(x1, y1, z1) defined by x = x1, y = x1(y1+α), α 6= 0, z = x1z1. Set x1 = x1(y1+α) 12 ,
y1 = (y1 + α)
− 12 − α− 12 . Then
u = x21, v = α
− 12x31 + x
3
1y1,
so that F1 = y1.
Theorem 7.3. Suppose that ν(p) = r, π : X1 → X is the blowup of p, q ∈ π−1(p)
with r1 = ν(q).
If p is a 1 point then
1. If q is a 1 point, then r1 < r if τ(p) < r, and if r1 = r then τ(q) = r.
2. If q is a 1 point, then γ(q) ≤ r.
3. If q is a 2 point, and r1 = r then τ(p) ≤ τ(q).
4. If q is a 2 point and γ(p) = r, then γ(q) ≤ r.
If p is a 2 point and 1 ≤ τ(p) then
1. If q is a 1 point then r1 ≤ r and γ(q) ≤ r.
2. If q is a 2 point and r1 = r, then τ(p) ≤ τ(q).
3. If q is a 2 point and γ(p) = r, then γ(q) ≤ r.
4. If q is a 3 point then r1 ≤ r − τ(p)
Proof. Suppose that p is a 1 point with γ(p) = r. Suppose that q ∈ π−1(p) is a
1 point, and r1 = r. After making a permissible change of parameters we can assume
that x = x1, y = x1y1, z = x1z1. We than have, with the notation of (39).
F1 =
∑
j+k≤r
ar−j−k,j,ky
j
1z
k
1 + x1Ω.
Now suppose that q ∈ π−1(p) is a 2 point, and r1 = r. After making a permissible
change of parameters we can assume that x = x1y1, y = y1, z = y1z1. We than have,
with the notation of (40)
F1 =
∑
i+k≤r
ai,r−i−k,kx
i
1z
k
1 + y1Σ
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Suppose that p is a 2 point and 1 ≤ τ(p). Suppose that q ∈ π−1(p) is a 1 point.
After making a permissible change of parameters, we have x = x1, y = x1(y1+α), z =
x1z1 with α 6= 0. We then have, with the notation of (41),
F1 =
∑
j+k≤r
ar−j−k,j,k(y1 + α)
j(y1 + α)
λzk1 − γ + x1Ω.
There exists aijk with i+ j+ k = r and k = τ(p) ≥ 1 such that aijk 6= 0. Thus r1 ≤ r
and γ(q) ≤ r.
Now suppose that q ∈ π−1(p) is a 2 point. After making a permissible change of
parameters, we have x = x1, y = x1y1, z = x1z1 We then have, with the notation of
(43),
F1 =
∑
j+k≤r
ar−j−k,j,ky
j
1z
k
1 + x1Ω.
and there exist i, j, k such that i + j + k = r and aijk 6= 0 with k = τ(p). Thus if
r1 = r, we have τ(p) ≤ τ(q). If γ(p) = r, we have γ(q) ≤ r.
Now suppose that q ∈ π−1(p) is a 3 point. Then x = x1z1, y = y1z1, z = z1 We
then have, with the notation of (45),
F1 =
∑
i+j≤r
ai,j,r−i−jx
i
1y
j
1 + z1Ω.
There exists aijk with i + j + k = r and k = τ(p) ≥ 1 such that aijk 6= 0. Thus
r1 ≤ r − τ(p).
Lemma 7.4. Suppose that r ≥ 2 and p ∈ X is a 1 point. Suppose that (x, y, z)
are permissible parameters at p and C ⊂ Sr(X) is a curve such that p ∈ C. Then
Fp ∈ IˆrC,p + (xr−1).
Proof. x ∈ IˆC,p by Lemma 6.12. There exist permissible parameters (x, y, z) at p
such that y, z ∈ OX,p, y = y + h1, z = z + h2 with h1, h2 ∈ mr.
Suppose that the conclusions of the Lemma are true for the parameters (x, y, z).
u = xa
v = P (x) + xbF (x, y, z)
and F (x, y, z) is normalized with respect to the permissible parameters (x, y, z). We
have an expression
u = xa
v = P (x) + xbF (x, y, z)
where F (x, y, z) is normalized with respect to the permissible parameters (x, y, z).
F (x, y, z) = F (x, y, z) + Ω
with Ω a series in x. Since F (x, y, z) is normalized, ν(F ) = ν(F ) = r and only powers
of x of order ≥ r can be removed from F (x, y, z) to normalize to obtain F (x, y, z).
Thus the conclusions of the Lemma hold for (x, y, z)
We may thus assume that y, z ∈ OX,p.
There exists an e´tale neighborhood U of p such that (x, y, z) are uniformizing
parameters in U , x = 0 is a local equation of EX ∩U , C∩U is a complete intersection.
Let R = Γ(U,OU ), IC = Γ(U, IC). Set
w =
v − Pt(x)
xb
where t > b+ r. Thus
w ∈ (y, z, xr)OU , p (51)
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and
w − F ∈ (xr)OˆX,p. (52)
Let q be a smooth point of C∩U . Then there exists α, β ∈ k such that (x, y−α, z−β)
are permissible parameters at q. Lemma 6.25 implies
Fq ∈ IˆrC,q + (xr−1).
Fq = w −
∞∑
i=0
∂iw
∂xi
(0, α, β)xi
Set
Λ = w −
∑
i<r−1
∂iw
∂xi
(0, α, β)xi.
Λ ∈ (IrC,q + (xr−1))OˆX,q implies by Theorem 7.1, Chapter VIII, section 4 [31] and
Lemma 6.29,
Λ ∈ (IrC,q + (xr−1)) ∩R = (IrC + (xr−1)R.
ν(p) = r and t > b + r implies ν(w) ≥ r and ∂iw
∂xi
(0, α, β) = 0 if i < r − 1, so that
w ∈ IˆrC,p + (xr−1) which implies that Fp ∈ IˆrC,p + (xr−1).
Lemma 7.5. Suppose that p ∈ X is a 1 point and ν(p) = γ(p) = r ≥ 2. Then there
exists at most one curve C in Sr(X) containing p. If C exists then it is nonsingular
at p.
Proof. Suppose that (x, y, z) are permissible parameters at p. Write IˆC,p = (x, f(y, z)).
By Lemma 7.4, Fp ∈ IˆrC,p + (xr−1). f r | Fp(0, y, z) and γ(p) = r implies ν(f) = 1
and C is nonsingular at p.
Suppose that D ⊂ Sr(X) is another curve containing p. Then D is nonsingular
at p. Lemma 6.25 implies there exist permissible parameters (x, y, z) at p such that
IˆC,p = (x, z), there exist series a, bij such that
Fp = x
r−1a+
∑
i+j=r
bijx
izj .
b0r is a unit implies
∂r−1Fp
∂zr−1
= xφ+ zψ
where ψ is a unit. Since Fp ∈ IˆrD,p + (xr−1), we have
∂r−1Fp
∂zr−1
∈ IˆD,p
which implies z ∈ IˆD,p, so that C = D.
Lemma 7.6. Suppose that r ≥ 2, p is a 2 point and C ⊂ Sr(X) is an irreducible
curve containing a 1 point, such that p ∈ C. Then ν(p) ≥ r − 1. If τ(p) > 0, then
ν(p) ≥ r.
Proof. First suppose that C is nonsingular at p and is transversal at p to the 2 curve
through p. Then the result follows from Lemma 6.27. Now suppose that C does not
make SNCs with the 2 curve through p. Let s = ν(p). There exists a sequence of
quadratic transforms π : X1 → X centered at 2 and 3 points such that the strict
transform C′ of C makes SNCs with B2(X1) at a 2 point p1 = C
′ ∩ π−1(p). We have
s1 = ν(p1) ≤ s + 1, by Theorems 7.1 and 7.3. s1 = s + 1 implies τ(p1) > 0 and
τ(p) = 0. τ(p) > 0 implies s1 ≤ s and if we further have s1 = s, then τ(p1) > 0.
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First supppose that τ(p) > 0. If s1 = s then τ(p1) > 0 so that r ≤ s1 = s. If
s1 < s then s > s1 ≥ r − 1, which implies s ≥ r.
Now suppose that τ(p) = 0. If s1 ≤ s then s ≥ s1 ≥ r − 1. If s1 = s + 1 then
s+ 1 = s1 ≥ r since τ(p1) > 0, so that s ≥ r − 1.
Lemma 7.7. Suppose that r ≥ 2, p is a 3 point and C ⊂ Sr(X) is an irreducible
curve containing a 1 point such that p ∈ C. Then ν(p) ≥ r − 1.
Proof. Let s = ν(p). There exists a sequence of quadratic transforms π : X1 → X
centered at 2 and 3 points such that the strict transform C′ of C makes SNCs with
B2(X1) at the 2 point p1 = C
′ ∩ π−1(p). We have s1 = ν(p1) ≤ s + 1 by Theorems
7.1 and 7.3.
If s1 = s + 1 then τ(p1) > 0, so that s1 ≥ r by Lemma 7.6, so that s ≥ r − 1. If
s1 ≤ s, then s ≥ s1 ≥ r − 1 by Lemma 7.6.
Theorem 7.8. Suppose that p ∈ X has ν(p) = r ≥ 1, and (x, y, z) are permissible
parameters at p, π : X1 → X is the blow up of p.
Suppose that p is a 3 point
1. Suppose that the leading form Lp = L(x, y, z) depends on x, y and z. Then
there are no curves C in π−1(p) ∩ Sr+1(X1). No 2 curves C of π−1(p) satisfy
Fq ∈ IˆrC,q for q ∈ C.
2. Suppose that Lp = L(x, y) depends on x and y. Then the curves in π
−1(p) ∩
Sr+1(X1) are a finite union of lines passing through a single 3 point of π
−1(p).
No 2 curves C of π−1(p) satisfy Fq ∈ IˆrC,q for q ∈ C.
3. Suppose that Lp = L(x) depends on x. Then there are no 1 points in π
−1(p) ∩
Sr+1(X1) and there is at most one curve C in π
−1(p) ∩ Sr+1(X1). It is the 2
curve D which is the intersection of the strict transform of x = 0 with π−1(p).
D is the only 2 curve C in π−1(p) such that Fq ∈ IˆrC,q for q ∈ C.
Suppose that p is a 2 point. Then the curves in π−1(p) ∩ Sr+1(X1) are a finite
union of lines passing through the 3 point. There are no 2 curves in π−1(p)∩Sr+1(X1).
Proof. First suppose that p is a 3 point and Lp = L(x, y, z) depends on x, y and z.
There are no 3 points in π−1(p)∩Sr+1(X1) by Lemma 7.7 and Lemma 6.28 since (by
direct calculation) ν(q) ≤ r − 1 at all 3 points in π−1(p). There are no 2 curves in
π−1(p)∩ Sr+1(X1) and there are no 2 curves in π−1(p) such that Fq ∈ IˆrC,q for q ∈ C
by Lemma 6.28. We will now show that there are no curves in Sr+1(X1) ∩ π−1(p).
Suppose that there is a curve C in Sr+1(X1) ∩ π−1(p) containing a 1 point. C must
contain a 2 point q. ν(q) = r or r + 1 by Lemma 7.6 and Theorem 7.1.
First suppose that ν(q) = r + 1. Then by Theorem 7.1, there exist permissible
parameters (x, y, z) at p such that
L = ytf(x, z) (53)
for some t with 0 < t < r, (since L depends on x, y, and z). Write
f =
∑
i+k=r−t
bikx
izk
At a 1 point ofC we have (with the notation of (46)) permissible parameters (x1, y1, z1)
such that x = x1, y = x1(y1 + α), z = x1(z1 + β) with α, β 6= 0
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(y1 + α)
λ1(z1 + β)
λ2

 ∑
i+j+k=r
aijk(y1 + α)
j(z1 + β)
k

 ≡ cα,β mod (y1, z1)r+1
(54)
for some 0 6= cα,β ∈ k. Substituting (53), we have
(y1 + α)
λ1(z1 + β)
λ2
[
(y1 + α)
t
∑
i+k=r−t bik(z1 + β)
k
] ≡ cα,β mod (y1, z1)r+1
(y1 + α)
t+λ1
[∑
i+k=r−t bik(z1 + β)
k(z1 + β)
λ2
] ≡ cα,β mod (y1, z1)r+1
If t 6= −λ1 this is a contradiction, since there is then a nonzero y1zs1 term for some
0 ≤ s ≤ r − t. Thus −λ1 = t ∈ {1, . . . , r − 1}. But
ν(
∑
i+k=r−t
bik(z1 + β)
k(z1 + β)
λ2 − cα,β) ≤ r − t+ 1 ≤ r
which is contradiction.
Now suppose that ν(q) = r. We have from (49) (in the proof of Theorem 7.1) that
there exist permissible parameters (x1, y1, z1) at q such that
x = x1, y = x1y1, z = x1(z1 + β),
Fq =

 ∑
j+k≤r
ar−j−k,j,ky
j
1(z1 + β)
k

 (z1 + β)λ1 − γyt1 + x1Ω (55)
if there exists a natural number t such that (d+ e+ f + r)b − (e+ t)(a+ b+ c) = 0,
and
Fq =

 ∑
j+k≤r
ar−j−k,j,ky
j
1(z1 + β)
k

 (z1 + β)λ1 + x1Ω (56)
otherwise. Since ν(q) = r, For fixed j 6= t, we have
ν(
∑
k≤r−j
ar−j−k,j,k(z1 + β)
k) ≥ r − j
Thus (for fixed j 6= t) ∑
k≤r−j
ar−j−k,j,k(z1 + β)
k = γjz
r−j
1
for some γj ∈ k and (for fixed j 6= t)∑
i+k=r−j aijkx
iyjzk = yj
[∑
k≤r−j ar−j−k,j,k[x
k
1(z1 + β)
k]xr−j−k1
]
= yjxr−j1
[∑
k≤r−j ar−j−k,j,k(z1 + β)
k
]
= γjx
r−j
1 z
r−j
1 y
j
= γjx
r−j
(
z
x
− β)r−j yj
= γj(z − βx)r−jyj
For j = t, we have
ν(
∑
k≤r−t
ar−t−k,t,k(z1 + β)
k+λ1 − γ) ≥ r − t
Thus we either have
Lp =
∑
j 6=t
γjy
j(z − βx)r−j + ytf(x, z)
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where (d+ e+ f + r)b− (e+ t)(a+ b+ c) = 0, and f is homogeneous of degree r− t,
or
Lp =
∑
j
γjy
j(z − βx)r−j .
Thus
Lq =
∑
γjy
j
1z
r−j
1 + x1Ω1.
or
Lq =
∑
j 6=t
γjy
j
1z
r−j
1 + γty
t
1z
r−t
1 + x1Ω1.
for some γt ∈ k. If some γj 6= 0 with j 6= r, τ(q) > 0, so that ν(q) ≥ r + 1 by Lemma
7.6, a contradiction.
The remaining case is
Lp = γry
r + ytf(x, z), (57)
with f 6= 0, t < r and γr 6= 0 if t = 0, since Lp depends on x, y and z.
f =
∑
i+k=r−t
bikx
izk
At a 1 point of C we have (with the notation of (46)) regular parameters (x1, y1, z1)
such that x = x1, y = x1(y1 + α), z = x1(z1 + β) with α, β 6= 0
(y1 + α)
λ1(z1 + β)
λ2

 ∑
i+j+k=r
aijk(y1 + α)
j(z1 + β)
k

 ≡ cα,β mod (y1, z1)r+1
(58)
for some cα,β ∈ k. Substituting (57), we have
(y1 + α)
λ1(z1 + β)
λ2
[
γr(y1 + α)
r + (y1 + α)
t
∑
i+k=r−t bik(z1 + β)
k
] ≡ cα,β mod (y1, z1)r+1
γr(y1 + α)
r−t +
∑
i+k=r−t
bik(z1 + β)
k ≡ (y1 + α)−λ1−t(z1 + β)−λ2cα,β mod (y1, z1)r+1
The LHS of the last equation has no y1z1 term which implies λ1 = −t or −λ2 = 0.
λ1 = −t implies γr = 0 and t > 0,
ν(
∑
i+k=r−t
bik(z1 + β)
k − cα,β(z1 + β)−λ2) ≤ r − t+ 1 ≤ r
which is contradiction. λ2 = 0 implies f = 0, a contradiction.
Now suppose that p is a 3 point and Lp = L(x, y). Suppose that q ∈ π−1(p) is a 1
point and ν(q) = r + 1. OˆX1,q has regular parameters x1, y1, z1 such that
x = x1
y = x1(y1 + α)
z = x1(z1 + β)
(59)
where α, β 6= 0. Write
L(x, y) =
∑
i+j=r
aijx
iyj .
(with the notation of (46))
(y1 + α)
λ1(z1 + β)
λ2
[∑
aij(y1 + α)
j
]
≡ cα,β mod (y1, z1)r+1 (60)
which implies∑
i+j=r
aij(y1 + α)
j ≡ (y1 + α)−λ1(z1 + β)−λ2cα,β mod (y1, z1)r+1 (61)
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so that λ2 = 0, and∑
i+j=r
aij(y1 + α)
j ≡ (y1 + α)−λ1cα mod (y1)r+1 (62)
We will now show that there exist at most finitely many values of α such that an
equation (62) holds. Set
g(t) =
∑
i≤r
ait
i
where ai = ar−i,i.
Suppose there are infinitely many values of α such that (62) holds for some q ∈
π−1(p) with value β and regular parameters x1, y1, z1 in OˆX1,q as in (59). Define gα
by
gα(y1) = g(y1 + α) = g(
y
x
).
Set λ = λ1. By assumption,
gα(y1) =
∑
i≤r
ai(y1 + α)
i ≡ cα(y1 + α)−λ mod yr+11 (63)
We can expand the RHS of (63) as
cα(y1 + α)
−λ = cαα
−λ + cα(−λ)α−λ−1y1
+cα
−λ(−λ−1)
2 α
−λ−2y21 + · · ·
+cα
−λ(−λ−1)···(−λ−r+1)
r! α
−λ−ryr1 + · · ·
We can expand the LHS of (63) as
gα(y1) = gα(0) +
dgα
dy1
(0)y1 +
1
2
d2gα
dy21
(0)y21 + · · ·+ 1r! d
rgα
dyr1
(0)yr1
= g(α) + dg
dt
(α)y1 +
1
2
d2g
dt2
(α)y21 + · · ·+ 1r! d
rg
dtr
(α)yr1
We get that
r!ar =
drg
dtr
(α) = cα(−λ)(−λ − 1) · · · (−λ− r + 1)α−λ−r
which implies that
cα =
r!ar
(−λ)(−λ− 1) · · · (−λ− r + 1)α−λ−r
g(α) = cαα
−λ = r!arα
−λ
(−λ)(−λ−1)···(−λ−r+1)α−λ−r
= r!arα
r
(−λ)(−λ−1)···(−λ−r+1)
Since this holds for infinitely many α, and g(t) is a polynomial,
g(t) =
r!art
r
−λ(−λ− 1) · · · (−λ− r + 1) .
Thus ∑
i≤r
ar−i,it
i =
r!art
r
−λ(−λ− 1) · · · (−λ− r + 1)
so that ar−i,i = 0 if i < r. Thus Lp = a0ry
r, a contradiction to the assumption that
L depends on two variables.
Thus the only curves in Sr+1(X1)∩π−1(p) which contain a 1 point are on the strict
transforms of y − αx = 0 for a finite number of nonzero α. These lines contain the 3
point ofX which has permissible parameters (x1, y1, z1) defined by x = x1z1, y = y1z1,
z = z1.
Since Lp = L(x, y), there is at most one 3 point q in π
−1(p) with ν(q) = r. Thus
there are no 2 curves in Sr+1(X1) ∩ π−1(p) by Lemma 6.28.
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Now suppose that p is a 3 point and Lp = L(x). Suppose that q ∈ π−1(p) is a 1
point and ν(q) = r + 1. OˆX1,q has regular parameters x1, y1, z1 such that
x = x1
y = x1(y1 + α)
z = x1(z1 + β)
where α, β 6= 0.
L(x) = axr
With the notation of (46), we have
(y1 + α)
λ1 (z1 + β)
λ2a ≡ cα,β mod (y1, z1)r+1
for some cα,β ∈ k, which implies λ1 = λ2 = 0.
From equation (46) we have
e = b(d+e+f+r)
a+b+c
f = c(d+e+f+r)
a+b+c
where u = xaybzc and xdyezfLp = ax
d+ryezf . Thus ec− fb = 0, ae − b(d + r) = 0
and af − c(d+ r) = 0. It follows that Fp is not normalized, a contradiction.
The fact that there is at most one curve C in π−1(p) ∩ Sr+1(X1), which is the 2
curve which is the intersection of the strict transform of x = 0 with π−1(p), follows
from Lemma 6.28, since at the 3 point q with permissible parameters (x1, y1, z1)
defined by x = x1, y = x1y1, z = x1z1, ν(q) = 0.
Suppose that p is a 2 point. By Theorem 7.1, there are no 2 curves in Sr+1(X1)∩
π−1(p). Suppose that Sr+1(X1) ∩ π−1(p) contains a 1 point. Then τ(p) = 0 by
Theorem 7.3. The leading form of Fp has an expression
Lp =
∑
i+j=r
aijx
iyj .
After possibly interchanging x and y, we may assume that L 6= a0ryr.
Suppose that there exist infinitely many distinct values of α ∈ k such that there
exists a 1 point q ∈ Sr+1(X1) ∩ π−1(p) with regular parameters (x1, y1, z1) in OˆX1,q
defined by
x = x1, y = x1(y1 + α), z = x1(z1 + β)
for some α, β ∈ k with α 6= 0, such that ν(q) = r + 1.
With the notation of (41) of Theorem 7.1, there exist cα ∈ k such that∑
i+j=r
aij(y1 + α)
j = cα(y1 + α)
−λ mod yr+11
Set g(t) =
∑
i+j=r aijt
j . g(α) = cαα
−λ.
r!a0r =
drg
dtr
(α) = cα(−λ)(−λ− 1) · · · (−λ− r + 1)α−λ−r
implies
g(α) =
r!a0rα
r
(−λ)(−λ − 1) · · · (−λ− r + 1)
for infinitely many α, so that
Lp =
r!a0r
(−λ)(−λ − 1) · · · (−λ− r + 1)y
r
a contradiction. Thus 1 curves in π−1(p) ∩ Sr+1(X1) must be the intersection of the
strict transform of y − αx = 0 and π−1(p) for a finite number of 0 6= α ∈ k. These
lines intersect in the 3 point of π−1(p).
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Lemma 7.9. Suppose that r ≥ 2 and p ∈ X is such that
1. ν(p) ≤ r if p is a 1 point or a 2 point.
2. If p is a 2 point and ν(p) = r, then τ(p) > 0.
3. ν(p) ≤ r − 1 if p is a 3 point
and π : Y → X is the blowup of a point p ∈ X. Then C is a line for every curve C
in Sr(Y ) ∩ π−1(p) containing a 1 point. Thus C intersects a 2 curve in at most one
point, and this intersection must be transversal.
If p is a 1 or 2 point with ν(p) = r then there is at most one curve C in Sr(Y ) ∩
π−1(p) containing a 1 point.
Proof. Suppose that p is a 1 point. Suppose that q ∈ π−1(p) is a 1 point with ν(q) =
r. After a permissible change of parameters at p, we have permissible parameters
x1, y1, z1 at q defined by
x = x1, y = x1y1, z = x1z1.
Write
Fp =
∑
i+j+k≥r
aijkx
iyjzk.
Fp has leading form
Lp =
∑
i+j+k=r
aijkx
iyjkk.
Thus Lp = L(y, z) depends only on y and z.
Suppose that q′ ∈ π−1(p) is another 1 point with ν(q′) = r, with permissible
parameters (x1, y1, z1) defined by
x = x1, y = x1(y1 + α), z = x1(z1 + β)
for some α, β ∈ k. Then there exists a form L1 such that
Lp = L1(y − αx, z − βx) + cxr
for some c ∈ k. There exist αi, βi, γi, δi ∈ k such that
Lp(y, z) =
r∏
i=1
(αiy − βiz)
L1(y, z) =
r∏
i=1
(γiy − δiz)
We can also assume that αiβj − αjβi = 0 implies αi = αj and βi = βj.
r∏
i=1
(αiy − βiz) =
r∏
i=1
(γi(y − αx) − δi(z − βx)) + cxr.
Set x = 0 to get that, after reindexing the (γi, δi), there exist 0 6= ǫi ∈ k such that
(αi, βi) = ǫi(γi, δi)
for all i, and
∏r
i=1 ǫi = 1. Thus
r∏
i=1
(αiy − βiz) =
r∏
i=1
(αi(y − αx) − βi(z − βx)) + cxr.
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First suppose that there exists (αi, βi), (αj , βj) such that αiβj − αjβi 6= 0. Suppose
that αi 6= 0. There exist t < r distinct values of (αk, βk) such that αiβk − αjβk = 0.
Set y = βiz
αi
to get
0 = (βiβ − αiα)txt
∏
j|αiβj−αjβi 6=0
((
αj
αi
βi − βj
)
z + (ββj − ααj)x
)
+ cxr
We conclude that ββi−ααi = 0. If βi 6= 0, we can set z = αiβi y to again conclude that
ββi − ααi = 0. Thus ββi − ααi = 0 for all i, and the 1 points q′ ∈ π−1(p) ∩ Sr(X)
must thus lie on the lines γi which are the intersection of the strict transform of
βiz − αiy = 0 and π−1(p).
Thus q′ must be in the intersection ∩γi ⊂ π−1(p) ∼= P2, and there is at most one
point q ∈ π−1(p) such that ν(q) = r.
Now suppose that αiβj − αjβi = 0 for all i, j. Then after a permissible change of
parameters at p, we have Lp = z
r.
Lp = (z−βx)r+ cxr and r ≥ 2 implies β = c = 0, so q′ is on the line γ ⊂ π−1(q) ⊂
P2 which is the intersection of the strict transform of z = 0 and π−1(q).
Suppose that p is a 2 point such that ν(p) = r and τ(p) > 0. Write
Fp =
∑
i+j+k≥r
aijkx
iyjzk.
Suppose there exists a 1 point q ∈ π−1(p) such that ν(q) = r. After a permissible
change of parameters at p, q has permissible parameters (x1, y1, z1) at q such that,
with the notation of (41) of Theorem 7.1,
x = x1, y = x1(y1 + α), z = x1z1
x1 = x1(y1 + α)
− b
a+b
Fq =
∑
i+j+k=r
aijk(y1 + α)
j+λzk1 −
∑
i+j=r
aij0α
j+λ + x1Ω.
Let
Lp =
∑
i+j+k=r
aijkx
iyjzk
be the leading form of Fp.
Fq =
∑
k>0
(
∑
i+j=r−k
aijk(y1+α)
j)(y1+α)
λzk1+(
∑
i+j=r
aij0(y1+α)
j+λ−
∑
i+j=r
aij0α
j+λ)+x1Ω.
ν(q) = r implies, for fixed k > 0,∑
i+j=r−k
aijkx
iyj = ck(y − αx)r−k
for some ck ∈ k, thus
Lp =
∑
k>0
ck(y − αx)r−kzk +G(x, y).
τ(p) > 0 implies some ck 6= 0.
Suppose that there exists another 1 point q′ ∈ π−1(p) with ν(q′) = r. OˆY,q′ has
regular parameters (x1, y1, z1) such that
x = x1, y = x1(y1 + α), z = x1(z1 + β)
with α 6= 0. Then
Lp =
∑
k>0
ck(y − αx)r−k(z − βx)k +G(x, y).
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Thus ∑
k>0
ck(y − αx)r−kzk =
∑
k>0
ck(y − αx)r−k(z − βx)k +H(x, y). (64)
Set x = 0 in (64) to get ck = ck for all k. Let
k0 = max{k | ck 6= 0} = τ(p).
By assumption, k0 > 0.
ck0(y − αx)r−k0zk0 = ck0(y − αx)r−k0zk0 ,
and if k0 > 1,
ck0−1(y−αx)r−k0+1zk0−1 = ck0(y−αx)r−k0(−βk0x)zk0−1+ck0−1(y−αx)r−k0+1zk0−1.
If k0 < r, then α = α implies all 1 points in Sr(X1) ∩ π−1(p) are contained in the
line which is the intersection of the strict transform of y − αx = 0 and π−1(p). This
line contains the 3 point of π−1(p).
If k0 = r (≥ 2),
cr−1(y − αx) = −crβrx + cr−1(y − αx)
so that
−αcr−1 = −crβr − αcr−1
which implies that all 1 points in Sr(X1) ∩ π−1(p) are contained in the line which is
the intersection of the strict transform of
crrz + cr−1y − αcr−1x = 0
and π−1(p).
Suppose that p is a 2 point or a 3 point,with ν(p) = r − 1. Then by Theorem 7.8,
the conclusions of the Theorem hold.
8. Permissible Monoidal Transforms Centered at Curves
Throughout this section we will assume that ΦX : X → S is weakly prepared.
Lemma 8.1. Suppose that C ⊂ X is a 2 curve. Then either Fp ∈ IˆC,p for all p ∈ C
or Fp 6∈ IˆC,p for all p ∈ C.
Suppose that r ≥ 2 , C ⊂ Sr(X) is a 2 curve. Then either Fp ∈ IˆrC,p for all p ∈ C
or Fp ∈ Iˆr−1C,p , Fp 6∈ IˆrC,p for all p ∈ C
Proof. This follows from Lemmas 6.24, 6.26, 6.28.
Lemma 8.2. Suppose that r ≥ 2 and C ⊂ Sr(X) is a nonsingular curve such that
C contains a 1 point and C makes SNCs with B2(X). Then either Fp ∈ IˆrC,p with
respect to permissible parameters for C at p for all p ∈ C, or Fp ∈ Iˆr−1C,p , Fp 6∈ IˆrC,p
with respect to permissible parameters for C at p for all p ∈ C.
Proof. This follows from Lemmas 6.24, 6.25, 6.27.
Definition 8.3. Suppose that r ≥ 2, p ∈ X, C ⊂ Sr(X) is a curve which contains
p and makes SNCs with B2(X) at p and C 6⊂ Sr+1(X). C is r big at p if Fp ∈ IˆrC,p
with respect to permissible parameters for C at p. C is r small at p if C is not r big
at p.
Suppose that C is a 2 curve, ν(q) ≥ 1 if q ∈ C is a 2 point, C 6⊂ S2(X) and p ∈ C.
Then C is 1 big at p if Fp ∈ IˆC,p. Fp is 1 small at p if C is not 1 big at p.
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Suppose that r ≥ 2, C ⊂ Sr(X) is a curve which makes SNCs with B2(X). We
will say that C is r big if C is r big at p for all p ∈ C. We will say that C is r small
if C is r small at p for all p ∈ C.
Suppose that C is a 2 curve, ν(q) ≥ 1 if q ∈ C is a 2 point, C 6⊂ S2(X). We will
say that C is 1 big if C is 1 big for all p ∈ C. We will say that C is 1 small if C is 1
small at p for all p ∈ C.
Lemma 8.4. Suppose that C is a 2 curve on X, p ∈ C is a 2 point, D1 and D2 are
curves in EX containing p such that D1 ∪ D2 makes SNCs with C at p. Then there
are regular parameters (x, y, z) in OX,p such that
IC,p = (x, y), ID1,p = (x, z), ID2,p = (y, z)
Proof. There exist regular parameters (x˜, y˜, z˜) in OX,p, and φ ∈ OX,p such that
IC,p = (x˜, y˜), ID1,p = (x˜, z˜), ID2,p = (y˜, φ)
and φ ≡ ax˜ + cz˜ mod m2p, with a, c ∈ k, c 6= 0. In OˆX,p, there exist series h, g such
that
φ = h(x˜, y˜, z˜)y˜ + g(x˜, z˜)
g = u(z˜ − ψ(x˜))
where u is a unit, ψ is a series.
z˜ − ψ(x˜) ∈ IˆD1,p ∩ IˆD2,p = (ID1,p ∩ ID2,p)OˆX,p,
where the last equality is by Corollary 2 to Theorem 11 of Chapter VIII, section 4
[31]). Suppose that
ID1,p ∩ ID2,p = (f1, . . . , fn).
z˜ − ψ(x˜) =
∑
λifi
implies there exists f ∈ ID1,p ∩ ID2,p such that
f ≡ ax˜+ cz˜ mod m2p
where a, c ∈ k, c 6= 0. Since f ∈ (x˜, z˜), we have f = λx˜ + τ z˜ where τ is a unit.
Thus (x˜, z˜) = (x˜, f). Since f ∈ (y˜, φ), we have f = αy˜ + βφ where β is a unit. Thus
(y˜, φ) = (y˜, f). (x˜, y˜, f) are the desired regular parameters.
Lemma 8.5. Suppose that p ∈ X is a 1 point or a 2 point with γ(p) = r ≥ 2, and
(u, v) are permissible parameters at ΦX(p), such that u = 0 is a local equation of
EX at p. Then there exist regular parameters (x˜, y, z˜) in R = OX,p and permissible
parameters (x, y, z) at p with x = γx˜, z = σz˜ for some series γ, σ ∈ OˆX,p such that if
p is a 1 point,
u = xa
v = P (x) + xcF
(65)
with F = τzr +
∑r
i=2 ai(x, y)z
r−i, τ a unit and some ai 6= 0.
Further suppose that Sr(X)∪B2(X) makes SNCs at p. Then there is at most one
curve D in Sr(X) through p. If D exists, we can choose (x, y, z) so that x = 0, z = 0
are local equations of D at p.
If p is a 2 point,
u = (xayb)m
v = P (xayb) + xcydF
(66)
with F = τzr +
∑r
i=2 ai(x, y)z
r−i, τ a unit, and some ai 6= 0.
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Further suppose that Sr(X) ∪B2(X) makes SNCs at p. Then there are at most 2
curves D1 and D2 in Sr(X) through p. If D1 exists (or if D1 and D2 exist) then we
can choose (x, y, z) so that x = 0, z = 0 are local equations of D1 at p (x = 0, z = 0
are local equations of D1 at p and y = 0, z = 0 are local equations of D2 at p).
Proof. There exist regular parameters x˜, y, z˜ in R, and permissible parameters (x =
γx˜, y, z˜) at p such that u = xa or u = (xayb)m in Rˆ, and ν(F (0, 0, z˜)) = r.
If p is a 1 point, then there exists at most one curve D in Sr(X) containing p by
Lemma 7.5. If D exists, we may assume that x = 0, z˜ = 0 are local equations of D
at p. If p is a 2 point, then there exist at most 2 curves D1 and D2 in Sr(X). If D1
(or D1 and D2 exist) we may assume that x = 0, z˜ = 0 are local equations of D1 at
p (or x = 0, z˜ = 0 are local equations of D1 at p and y = 0, z˜ = 0 are local equations
of D2 at p by Lemma 8.4).
Set
z =
∂r−1F
∂z˜r−1
= ω(z˜ − φ(x, y))
where ω is a unit by the formal implicit function theorem. Set z1 = z˜ − φ(x, y),
G(x, y, z1) = F (x, y, z˜).
Suppose that p is a 1 point and there exists a curve D ⊂ Sr(X) containing p, so
that D has local equations x = 0, z˜ = 0. Then Fp ∈ IˆrD,p+(xr−1) by Lemma 6.25, so
that
∂r−1F
∂z˜r−1
∈ IˆD,p
and x | φ(x, y). Thus x = 0, z1 = 0 are local equations of D at p.
Suppose that p is a 2 point and there exist curves D1, D2 ⊂ Sr(X) containing p,
so that D1 has local equations x = 0, z˜ = 0 and D2 has local equations y = 0, z˜ = 0.
Fp ∈ IˆrD1,p + (xr−1) and Fp ∈ IˆrD2,p + (yr−1) by Lemma 6.27. Thus
∂r−1F
∂z˜r−1
∈ IˆD1,p
and ∂
r−1F
∂z˜r−1
∈ IˆD2,p, so that xy | φ(x, y), and x = 0, z1 = 0 are local equations of D1
at p and y = 0, z1 = 0 are local equations of D2 at p.
G = G(x, y, 0)+
∂G
∂z1
(x, y, 0)z1+· · ·+ 1
(r − 1)!
∂r−1G
∂zr−11
(x, y, 0)zr−11 +
1
r!
∂rG
∂zr1
(x, y, 0)zr1+· · ·
∂r−1G
∂zr−11
(x, y, 0) =
∂r−1F
∂z˜r−1
(x, y, φ(x, y)) = 0
∂rG
∂zr1
(x, y, 0) =
∂rF
∂z˜r
(x, y, φ(x, y))
is a unit. Thus with the regular parameters (x˜, y, z) in R and permissible parameters
(x, y, z1) at p, F has the desired form.
We cannot have ai = 0 for all i, since r ≥ 2 and x or xy ∈
√
Iˆsing(ΦX ),p.
Lemma 8.6. Suppose that r ≥ 2, C ⊂ X is a 2 curve such that C is r − 1 big or r
small, π : X1 → X is the blowup of C.
1. (a) If q ∈ C is a 2 point with ν(q) = r − 1 and q1 ∈ π−1(q), then
(i) If q1 is a 1 point then ν(q1) ≤ r and γ(q1) ≤ r.
(ii) If q1 is a 2 point then ν(q1) ≤ r − 1.
(b) If q ∈ C is a 2 point with ν(q) = r, τ(q) > 0 and q1 ∈ π−1(q), then
(i) If q1 is a 1 point then ν(q1) ≤ r. ν(q1) = r implies γ(q1) = r.
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(ii) If q1 is a 2 point then ν(q1) ≤ r. ν(q1) = r implies τ(q1) > 0.
(c) If q ∈ C is a 3 point with ν(q) = r − 1 and q1 ∈ π−1(q) then
(i) q1 a 2 point implies ν(q1) ≤ r and γ(q1) ≤ r.
(ii) q1 a 3 point implies ν(q1) ≤ r − 1.
2. Suppose that C ⊂ Sr(X) ( so that C is r small). If q ∈ C is a 2 point with
ν(q) = r, τ(q) > 0 and q1 ∈ π−1(q), then
(a) If q1 is a 1 point then q1 is resolved.
(b) If q1 is a 2 point then ν(q1) ≤ r. ν(q1) = r implies τ(q) > 0.
Proof. Suppose that q ∈ C is a 2 point with ν(q) = r − 1, and q has permissible
parameters (x, y, z) with
u = (xayb)m
v = P (xayb) + xcydFq
Lq =
∑
i+j=r−1 aijx
iyj
Suppose that q1 ∈ π−1(q) and OˆY1,q1 has regular parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α)
with α 6= 0. Set
x1 = x1(y1 + α)
− b
a+b
u = x
(a+b)m
1
v = Pq1(x1) + x
c+d+r−1
1 Fq1
Fq1 =
∑
i+j=r−1 aij(y1 + α)
λ+j −∑i+j=r−1 aijαλ+j + x1Ω+ zG, (67)
λ = d− b(c+ d+ r − 1)
a+ b
.
Thus ν(q1) ≤ r and γ(q1) ≤ r.
Suppose that q1 ∈ π−1(q) and q1 has permissible parameters (x1, y1, z) such that
x = x1, y = x1y1.
Then
u = (xa+b1 y
b
1)
m
v = P (xa+b1 y
b
1) + x
c+d+r−1
1 Fq1
Fq1 =
∑
i+j=r−1 aijy
j
1 + x1Ω + zG
implies that ν(q1) ≤ r − 1.
A similar argument holds at the point q1 ∈ π−1(q) with permissible parameters
(x1, y1, z) such that x = x1y1, y = y1.
Suppose that q ∈ C is a 2 point with ν(q) = r and τ(q) > 0. Then q has permissible
parameters (x, y, z) with
u = (xayb)m
v = P (xayb) + xcydFq
Lq = z(
∑
i+j=r−1 aij1x
iyj) +
∑
i+j=r aij0x
iyj
with some aij1 6= 0.
Suppose that q1 ∈ π−1(q) and OˆY1,q1 has regular parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α) with α 6= 0. Set
x1 = x1(y1 + α)
− b
a+b .
u = x
(a+b)m
1
v = Pq1(x1) + x
c+d+r−1
1 Fq1
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with
Fq1 = z(
∑
i+j=r−1 aij1(y1 + α)
j)(y1 + α)
λ + x1Ω+ z
2G, (68)
λ = d− b(c+ d+ r − 1)
a+ b
.
Thus ν(q1) ≤ r and ν(q1) = r implies γ(q1) = r.
Suppose that q1 ∈ π−1(q) and q1 has permissible parameters (x1, y1, z) such that
x = x1, y = x1y1.
Then
u = (xa+b1 y
b
1)
m
v = P (xa+b1 y
b
1) + x
c+d+r−1
1 y
d
1Fq1
Fq1 =
∑
i+j=r−1 zaij1y
j
1 + x1Ω + z
2G
implies ν(q1) ≤ r and ν(q1) = r implies τ(q1) > 0.
A similar analysis holds at the point q1 ∈ π−1(q) with permissible parameters
(x1, y1, z) such that x = x1y1, y = y1.
Suppose that q ∈ C is a 3 point with ν(q) = r − 1,
u = (xaybzc)m
v = P (xaybzc) + xdyezfFq
Fq =
∑
i+j≥r−1,k≥0 aijkx
iyjzk
some aij0 6= 0 with i+ j = r − 1.
Suppose that q1 ∈ π−1(q) is a 2 point.
x = x1, y = x1(y1 + α)
with α 6= 0.
x1 = x1(y1 + α)
− b
a+b
u = (xa+b1 z
c)m = (xa1z
c)m
v = Pq1(x
a
1z
c) + xd+r−1+e1 z
fFq1
with
λ = e − b(d+ r − 1 + e)
a+ b
, (a, c) = 1
Fq1 = (y1 + α)
λ Fq
xr−11
− g(x
a
1z
c)
xd+r−1+e1 z
f
(69)
Thus
Fq1 =
∑
i+j=r−1
aij0(y1 + α)
j+λ + zG+ x1Ω,
or
Fq1 =
∑
i+j=r−1
aij0(y1 + α)
j+λ −
∑
aij0α
j+λ + zG+ x1Ω,
implies ν(q1) ≤ r, and γ(q1) ≤ r.
Suppose that q ∈ C is a 2 point with ν(q) = r and τ(q) > 0 and C ⊂ Sr(X). By
Lemma 6.26, q has permissible parameters (x, y, z) with
u = (xayb)m
v = P (xayb) + xcydFq
Fq =
∑
i+j≥r,k≥0 cijkx
iyjzk + czxi0yj0
(70)
where i0 + j0 = r − 1, (c+ i0)b− a(d+ j0) = 0, c 6= 0.
Suppose that q1 ∈ π−1(q), and OˆY1,q1 has regular parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α)
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with α 6= 0. Set x1 = x1(y1 + α)− ba+b . Then
u = x
(a+b)m
1
v = Pq1(x1) + x
c+d+r−1
1 Fq1
Fq1 = cz(y1 + α)
λ+j0 + x1Ω
where λ = d− b(c+d+r−1)
a+b . Thus q1 is resolved.
Suppose that q1 ∈ π−1(q), and OˆY1,q1 has regular parameters (x1, y1, z) such that
x = x1, y = x1y1.
Then
u = (xa+b1 y
b
1)
m
v = P (xa+b1 y
b
1) + x
c+d+r−1
1 y
d
1Fq1
Fq1 =
Fq
x
r−1
1
= czyj01 + x1Ω
q1 satisfies the conclusions of the Theorem since j0 ≤ r − 1.
Suppose that q1 ∈ π−1(q), and OˆY1,q1 has regular parameters (x1, y1, z) such that
x = x1y1, y = y1.
Then an argument similar to the above case shows that q1 satisfies the conclusions of
the Theorem (since i0 ≤ r − 1).
Lemma 8.7. Suppose that r ≥ 2, C ⊂ X is a 2 curve such that C is r-1 big and
1. p ∈ C a 2 point implies ν(p) ≤ r, and if ν(p) = r then τ(p) > 0.
2. p ∈ C a 3 point implies ν(p) ≤ r − 1.
Suppose that π : X1 → X is the blowup of C. Then
π−1(C) ∩ Sr(X1)
contains at most one curve. If D ⊂ π−1(C) ∩ Sr(X1) is a curve, then D is a section
over C, and D contains a 1 point.
Suppose that D ⊂ π−1(C) ∩ Sr(X1) is a curve (which is necessarily a section over
C). Supppose that q ∈ C is a 2 point such that ν(q) = r− 1. Then π−1(q) ∩D is a 1
point.
Proof. Suppose that q ∈ C is a 2 point with ν(q) = r− 1. Suppose, with the notation
of (67) of Lemma 8.6, that there exists q1 ∈ π−1(q) with ν(q1) = r. Then there exist
regular parameters (x1, y1, z) in OˆX1,q1 such that
x = x1, y = x1(y1 + α)
with α 6= 0, and γα ∈ k such that∑
i+j=r−1
aij(y1 + α)
j ≡ γα(y1 + α)−λ mod yr1.
−λ 6∈ {0, . . . , r − 1} since Fq is normalized.
Set g(t) =
∑
i+j=r−1 aijt
j . We have
1
i!
dig
dti
(α) = γα
(−λ(−λ− 1) · · · (−λ− i+ 1)
i!
)
α−λ−i
for i ≤ r − 1. Thus
a0,r−1 =
1
(r − 1)!
dr−1g
dtr−1
(α) = γα
(−λ(−λ− 1) · · · (−λ− r + 2)
(r − 1)!
)
α−λ−r+1
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a1r−2+(r−1)a0r−1α = 1
(r − 2)!
dr−2g
dtr−2
(α) = γα
(−λ(−λ− 1) · · · (−λ− r + 3)
(r − 2)!
)
α−λ−r+2
a1r−2 = γα
[
−λ(−λ−1)···(−λ−r+3)−(−λ)(−λ−1)···(−λ−r+2)
(r−2)!
]
α−λ−r+2
= γα[
λ(−λ−1)···(−λ−r+3)(−λ−r+1)
(r−2)! ]α
−λ−r+2
−λ(−λ− 1) · · · (−λ− r + 2)
(r − 1)! 6= 0
and
λ(−λ − 1) · · · (−λ− r + 3)(−λ− r + 1)
(r − 2)! 6= 0
since −λ 6∈ {0, . . . , r − 1}.
If q2 ∈ π−1(q) has ν(q2) = r, and q2 6= q1, then there exist α 6= β ∈ k such that
a0,r−1 = γβ
(−λ(−λ− 1) · · · (−λ− r + 2)
(r − 1)!
)
β−λ−r+1
a1r−2 = γβ
[−λ(−λ− 1) · · · (−λ− r + 3)− (−λ)(−λ − 1) · · · (−λ− r + 2)
(r − 2)!
]
β−λ−r+2
which implies that
γβ = γα(
α
β
)−λ−r+1
and
γαα
−λ−r+2 = γββ
−λ−r+2 = γαα
−λ−r+1β.
so that α = β.
Thus there is at most one point q1 ∈ π−1(q) with ν(q1) = r. q1, if it exists, is a 1
point.
Suppose that q ∈ C is 2 point with ν(q) = r and τ(q) > 0. Suppose, with
the notation of (68) of Lemma 8.6, that there exists a 1 point q1 ∈ π−1(q) with
ν(q1) = r. Then there exist regular parameters (x1, y1, z) in OˆX1,q1 such that x =
x1, y = x1(y1 + α).
Set g(t) =
∑
i+j=r−1 aij1t
j . By (68),
ν(
∑
i+j=r−1
aij1(y1 + α)
j) = r − 1.
which implies g(t+ α) = a0,r−1,1t
r−1 which implies g(t) = a0,r−1,1(t− α)r−1.
Thus there is at most one 1 point q1 ∈ π−1(q) with ν(q1) = r.
Suppose that q ∈ C is a 3 point. Suppose that, with the notation of (69), of Lemma
8.6, that there exists a 2 point q1 ∈ π−1(q) with ν(q1) = r. Then there exist regular
parameters (x1, y1, z) in OˆX1,q1 such that
x = x1, y = x1(y1 + α)
with α 6= 0, and γα ∈ k such that∑
i+j=r−1
aij0(y1 + α)
j ≡ γα(y1 + α)−λ mod yr1 .
As in the argument for the case when q is a 2 point with ν(q) = r−1, we can conclude
that there is at most one point q1 ∈ π−1(q) with ν(q1) = r. q1, if it exists, is a 2
point.
Suppose that D ⊂ π−1(C) ∩ Sr(X1) is a curve, which is necessarily a section over
C, and q ∈ C is a 2 point such that ν(q) = r − 1. Suppose there exists a 2 point
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q′ ∈ π−1(q) such that q′ ∈ D. Then ν(q′) = r − 1 by Lemma 7.6, so that (by the
proof of Lemma 8.6), there exist permissible parameters (x, y, z) at q′ such that
u = (xayb)m
v = P (xayb) + xcydFq′
Fq′ = y
r−1 + xΩ + zG
and there exists an irreducible series f(y, z) such that IˆD,q′ = (x, f(y, z)).
Case 1 or Case 2 of Lemma 6.30 must hold. Suppose that Case 1 holds. Set x = 0
in the formula of Case 1 to get that there exists a series h(y, z) such that
yad−bc(y(r−1)a + zG(0, ya, z)) = hf(ya, z)r
y 6 | f(ya, z) implies
a(r − 1) ≥ ν(f(ya, 0)r) ≥ ar
a contradiction.
Now suppose that Case 2 of Lemma 6.30 holds. a(r − 1) 6= bc − ad since Fq′ is
normalized. Set x = 0 in the formula of Case 2 to get that there exists a series h(y, z)
such that
ya(r−1) + zG(0, ya, z)− g(0)ybc−ad = hf(ya, z)r
0 6= ya(r−1) − g(0)ybc−ad = h(y, 0)f(ya, 0)r
Thus
a(r − 1) ≥ ν(ya(r−1) − g(0)ybc−ad) ≥ rν(f(ya, 0)) ≥ ra
which is a contradiction.
Lemma 8.8. Suppose that r ≥ 2 and C ⊂ Sr(X) is a curve containing a 1 point
such that C is r big. let π : X1 → X be the blowup of C.
1. Suppose that p ∈ C is a 1 point with ν(p) = γ(p) = r, and q ∈ π−1(p). Then
(a) If q is a 1 point then γ(q) ≤ r. There is at most one 1 point q ∈ π−1(p)
such that γ(q) > r − 1.
(b) If q is a 2 point then ν(q) = 0.
2. Suppose that p ∈ C is a 1 point with ν(p) = r, γ(p) 6= r, and q ∈ π−1(p). Then
(a) If q is a 1 point then γ(q) < r,
(b) If q ∈ π−1(p) is a 2 point then ν(q) ≤ r − 1.
3. Suppose that p ∈ C is a 2 point such that γ(p) = ν(p) = r, and q ∈ π−1(p).
Then
(a) If q is a 2 point then ν(q) ≤ r and γ(q) ≤ r.
(b) There is at most one 2 point q ∈ π−1(p) such that γ(q) > r − 1.
(c) If q is a 3 point then ν(q) = 0.
4. Suppose that p ∈ C is a 2 point with ν(p) = r and τ(p) > 0, and q ∈ π−1(p).
Then
(a) If q is a 2 point then γ(q) ≤ r.
(b) If q is the 3 point then ν(q) ≤ r − τ(p).
Proof. First suppose that p ∈ C is a 1 point such that ν(p) = γ(p) = r. We have
permissible parameters (x, y, z) at p such that IˆC,p = (x, z),
u = xa
v = P (x) + xbFp
Fp = τz
r +
∑r
i=2 ai(x, y)x
izr−i
(71)
where τ is a unit by Lemma 8.5.
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Suppose that q ∈ π−1(p) and q is a 1 point. Then q has permissible parame-
ters (x1, y, z1) such that x = x1, z = x1(z1 + α). Then ν(Fq(0, 0, z1)) ≤ r and
ν(Fq(0, 0, z1)) < r if α 6= 0.
If q ∈ π−1(p) is the 2 point then q has permissible parameters (x1, y, z1) such that
x = x1z1, z = z1. Then Fq =
Fp
zr1
is a unit.
Now suppose that p ∈ C is a 1 point with ν(p) = r and γ(p) 6= r. Suppose that
q ∈ π−1(p) is a 1 point. Then there exist permissible parameters (x, y, z) at p such
that x = z = 0 are local equations of C at p, and permissible parameters (x1, y, z1)
at q such that x = x1, z = x1z1.
Fp =
∑
i+j≥r
aij(y)x
izj
where ar0(0) = 0, a0r(0) = 0, and aij(0) 6= 0 for some i, j with i+ j = r.
Fq =
Fp
xr1
=

 ∑
i+j=r
aij(0)z
j
1

+ x1Ω + yG
implies ν(Fq(0, 0, z1)) ≤ r − 1.
At the 2 point q ∈ π−1(p), there exist permissible parameters (x, y, z) as above,
and permissible parameters (x1, y, z1) at q such that x = x1z1, z = z1,
Fq =
Fp
zr1
=
∑
i+j=r
aij(0)x
i
1 + z1Ω+ yG
where aij(0) 6= 0 for some i ≤ r − 1.
Now suppose that p ∈ C is a 2 point such that ν(p) = r and γ(p) = r.
u = (xayb)m
v = P (xayb) + xcydF
IˆC,p = (x, z). After a permissible change of parameters, we have by Lemma 8.5
F = τzr + a2(x, y)z
r−2 + · · ·+ ar(x, y) (72)
where τ is a unit and xi | ai for all i.
If p1 ∈ π−1(p) has permissible parameters (x1, y, z1) with
x = x1z1, z = z1
then
F1 = τ + x1Ω
so that p1 is resolved. Suppose that p1 ∈ π−1(p) has regular parameters
x = x1, z = x1(z1 + α)
F
xr1
= τ(z1 + α)
r +
a2(x, y)
x2
(z1 + α)
r−2 + · · ·+ ar(x, y)
xr
Thus ν(F1(0, 0, z1)) ≤ r and ν(F1(0, 0, z1)) ≤ r − 1 if α 6= 0.
Suppose that p ∈ C is a 2 point such that ν(p) = r and τ(p) > 0.
u = (xayb)m
v = P (xayb) + xcydF
where F ∈ IˆrC,p = (x, z)r.
F =
∑
i+k≥r
aijkx
iyjzk.
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Suppose that q ∈ π−1(p) is a 2 point. After a permissible change of parameters,
replacing z with z − αx, q1 has permissible parameters (x1, y1, z1) such that
x = x1, z = x1z1
u = (xa1y
b)m
v = P (xa1y
b
1) + x
c+r
1 y
dFq
Fq =
F
xr1
=
∑
i+k≥r
aijkx
i+k−r
1 y
jzk1
Fq =
∑
i+k=r
ai0kz
k
1 + x1Ω1 + yG
Thus γ(q) ≤ r.
Now suppose that q ∈ π−1(p) has permissible parameters
x = x1z1, z = z1
so that q is a 3 point.
u = (xa1y
bza1 )
m
v = P (xa1y
bza1 ) + x
c
1y
dzc+r1 Fq
Fq =
F
zr1
=
∑
i+k≥r
aijkx
i
1y
jzi+k−r1
Fq =
∑
i+k=r
ai0kx
i
1 + yG+ z1Ω
ar−k,0,k 6= 0 if k = τ(p) which implies that ν(q) ≤ r − τ(p).
Lemma 8.9. Suppose that r ≥ 2, C ⊂ Sr(X) is a curve containing a 1 point such
that C is r small.
1. Let π : Y → X be the monodial transform centered at C.
(a) Suppose that p ∈ C is a generic point. If q ∈ π−1(p) is a 1 point then
ν(q) = 1. If q ∈ π−1(p) is the 2 point then ν(q) ≤ r and ν(q) = r implies
τ(q) > 0.
(b) Suppose that p ∈ C is a 2 point such that ν(q) = r − 1. If q ∈ π−1(p) is a
2 point then ν(q) = 0. If q ∈ π−1(p) is a 3 point then ν(q) ≤ r − 1.
2. Suppose that p ∈ C is a 1 point such that ν(p) = r or a 2 point such that ν(p) =
r and τ(p) > 0. Then there exists a finite sequence of quadratic transforms
σ : Z → X centered at points over p such that if q ∈ σ−1(p) is a 1 point then
ν(q) ≤ r. ν(q) = r implies γ(q) = r. If q ∈ σ−1(p) is a 2 point then ν(q) ≤ r.
ν(q) = r implies τ(q) > 0. If q ∈ σ−1(p) is a 3 point then ν(q) ≤ r − 1. The
strict transform of C intersects σ−1(p) in a 2 point p′ such that ν(p′) = r − 1
Proof. Suppose that p ∈ C is a 2 point. By Lemma 6.27, there are permissible
parameters (x, y, z) at p with IˆC,p = (x, z) such that
u = (xayb)m
v = P (xayb) + xcydFp
Fp = x
r−1yn +
∑
i+k≥r aijkx
iyjzk
(73)
with n ≥ 0. Suppose that ν(p) = r and τ(p) > 0. Then n > 0 and ai0k 6= 0 for
some i, k with i + k = r and k > 0. Let π′ : X ′ → X be the blowup of p. Perform n
quadratic transforms, π1 : X1 → X , centered at the 2 point which is the intersection
of the strict transform of C and the exceptional divisor. Then by Theorem 7.3
1. All 1 points q in π−11 (p) with ν(q) = r have γ(q) = r.
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2. All 2 points q ∈ π−1(p) with ν(q) = r have τ(q) > 0.
3. All 3 points q ∈ π−1(p) have ν(q) ≤ r − 1.
If C1 is the strict transform of C, and q is the exceptional point on C1, then there
are permissible parameters (x1, y1, z1) at q such that
x = x1y
n
1 , y = y1, z = z1y
n
1
u = (xa1y
na+b
1 )
m
Fq = x
r−1
1 +
∑
i+k≥r aijkx
i
1y
n(i+k−r)+j
1 z
k
1
(74)
where IˆC1,q = (x1, z1). Thus ν(q) = r − 1.
Suppose that p ∈ C is a 1 point with ν(p) = r. Then by Lemma 6.25 there are
regular parameters (x, y, z) in OˆX,p such that IˆC,p = (x, z),
u = xa
Fp = x
r−1yn +
∑
i+k≥r aijkx
iyjzk
(75)
with n ≥ 1. There are only finitely many 1 points in C such that n > 1.
Suppose that n > 1. Then ai0k 6= 0 for some ai0k with i+ k = r and k > 0, so that
τ(p) > 0. Let λ : Z → X2 be the sequence of n quadratic transforms centered first at
p, and then at the intersection of the strict transform of C and the exceptional fiber.
Let C′ be the strict transform of C on Z. Let q′ be the exceptional point of λ on
C′. By Theorems 7.1 and 7.3, the conclusions of 2. of the Theorem hold at all points
above p, except possibly at q′. q′ has permissible parameters (x1, y1, z1) such that
x = x1y
n
1 , y = y1, z = z1y
n
1 .
u = (x1y
n
1 )
a
Fq′ =
Fq
ynr1
= xr−11 +
∑
i+k≥r aijkx
i
1y
(i+k−r)n+j
1 z
k
1
Thus ν(q′) = r − 1 and C′ has the form (73) with n = 0 at q′.
Let π : Y → X be the blowup of C. Suppose that p ∈ C, and p is a 2 point such
that ν(p) = r− 1 so that (73) with n = 0 holds at p. Suppose that q ∈ π−1(p), and q
has permissible parameters (x1, y1, z1) such that
x = x1, z = x1(z1 + α)
After making a permissible change of variables, replacing z with z − αx, we may
assume that α = 0. Then Fq =
Fp
x
r−1
1
, so that ν(q) = 0.
Suppose that q ∈ π−1(p), and q has permissible parameters (x1, y, z1) such that
x = x1z1, z = z1
u = (xa1y
b
1z
a
1 )
m
Fq =
Fp
z
r−1
1
= xr−11 +
∑
i+k≥r aijkx
i
1y
jz
i+k−(r−1)
1
so that ν(q) ≤ r − 1.
Now suppose that p ∈ C is a generic point, so that (75) holds with n = 1 at p.
Suppose that q ∈ π−1(p), and q has permissible parameters (x1, y, z1) such that
x = x1, z = x1(z1 + α)
After making a permissible change of variables, replacing z with z − αx, we may
assume that α = 0. Then Fq =
Fp
xr−11
, so that ν(q) = 1.
Suppose that q ∈ π−1(p), and q has permissible parameters (x1, y, z1) such that
x = x1z1, z = z1
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u = (x1z1)
a
Fq =
Fp
z
r−1
1
= xr−11 y +
∑
i+k≥r aijkx
i
1y
jz
i+k−(r−1)
1
so that ν(q) ≤ r, ν(q) = r implies τ(q) > 0.
Lemma 8.10. Suppose that r ≥ 2, C ⊂ Sr(X) is a curve containing a 1 point such
that C is r small and γ(q) = r for q ∈ C.
1. Let π : Y → X be the monoidal transform centered at C.
(a) Suppose that p ∈ C is a generic point. Then ν(q) ≤ 1 if q ∈ π−1(p).
(b) Suppose that p ∈ C is a 2 point such that ν(p) = r − 1. Suppose that
q ∈ π−1(p). Then ν(q) = 0 if q is a 2 point, and ν(q) ≤ 1 if q is a 3 point.
2. Suppose that p ∈ C. Then there exists a finite sequence of quadratic transforms
σ : Z → X centered at points over p such that ν(q) ≤ r, and γ(q) ≤ r if
q ∈ σ−1(p) is a 1 or 2 point. ν(q) = 0 if q is a 3 point, and the strict transform
of C intersects σ−1(p) in a 2 point p′ such that ν(p′) = r − 1 and γ(p′) = r.
Proof. Suppose that p ∈ C is a 2 point. By Lemma 6.27, there exist permissible
parameters (x, y, z) at p such that x = z = 0 are local equations of C at p.
u = (xayb)m
v = P (xayb) + xcydFp
(76)
Fp = τ
′(y)xr−1yn +
∑
i+k≥r
aijkx
iyjzk
with τ ′ a unit, n ≥ 0, and a00r 6= 0.
Suppose that ν(p) = r − 1. Then n = 0 and τ(p) = 0. Let π : Y → X be the
monoidal transform centered at C.
If q ∈ π−1(p) is a 2 point, then after a permissible change of parameters at p, we
have that q has permissible parameters (x1, y, z1) such that x = x1, z = x1z1.
Fq =
Fp
xr−11
= τ ′(y) + x1Ω
so that ν(q) = 0.
If q ∈ π−1(p) is the 3 point, there exist permissible parameters (x1, y, z1) at q such
that x = x1z1, z = z1.
Fq =
Fp
zr−11
= τ ′(y)xr−11 +
∑
i+k≥r
aijkx
i
1y
jz
i+k−(r−1)
1
a00r 6= 0 implies ν(q) ≤ 1.
Suppose that p is a 2 point and ν(p) = r. Let σ : Y → X be the quadratic
transform with center p. Suppose that q ∈ σ−1(p) is a 1 point or a 2 point. Then by
Theorem 7.3, ν(q) ≤ r and γ(q) ≤ r. If q is a 3 point then ν(q) = 0. At the 2 point
q on the strict transform of C, we have permissible parameters (x1, y1, z1) such that
x = x1y1, y = y1, z = x1y1. x1 = z1 = 0 are local equations of the strict transform of
C at q.
Fq = τ
′(y)xr−11 y
n−1
1 +
∑
i+k≥r
aijkx
i
1y
i+j+k−r
1 z
k
1
of the form of (76) with n decreased by 1.
By induction on n, we achieve the conclusion of 2. after a finite sequence of
quadratic transforms.
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Suppose that p ∈ C is a 1 point. By Lemma 6.25, there exist permissible parameters
(x, y, z) at p such that x = z = 0 are local equations of C at p,
u = xa
v = P (x) + xcFp
Fp = x
r−1τ ′(y)yn +
∑
i+k≥r aijkx
iyjzk
(77)
with τ ′ a unit, n ≥ 1, a00r 6= 0.
Suppose that p ∈ C is a generic point so that n = 1. Let π : Y → X be the
monoidal transform centered at C. If q ∈ π−1(p) is a 1 point, then after making a
permissible change of parameters at p, there are permissible parameters (x1, y, z1) at
q such that x = x1, z = x1z1.
Fq =
Fp
xr−11
= yτ ′(y) + x1Ω
implies ν(q) = 1. If q ∈ π−1(p) is the 2 point, then there are permissible parameters
(x1, y, z1) at q such that x = x1z1, z = z1.
Fq =
Fp
zr−11
= xr−11 τ
′(y)y +
∑
i+k≥r
aijkx
i
1y
j
1z
i+k−(r−1)
1
which implies that ν(q) ≤ 1 since a00r 6= 0.
Suppose that n ≥ 2 in (77). Let σ : Y → X be the quadratic transform with center
p.
Suppose that q ∈ σ−1(p). Then q is a 1 or 2 point, and ν(q) ≤ r, γ(q) ≤ r by
Theorem 7.3.
At the 2 point q ∈ π−1(p) which is contained in the strict transform of C, there
are permissible parameters (x1, y1, z1) at q such that x = x1y1, y = y1, z = y1z1.
u = (x1y1)
a
Fq =
Fp
yr1
= xr−11 y
n−1
1 τ
′(y1) +
∑
i+k≥r aijkx
i
1y
i+j+k−r
1 z
k
1
The strict transform of C has local equations x1 = z1 = 0 at q. We are thus at a
point of the form of (76) with n decreased by 1.
We thus achieve the conclusions of 2. after a finite number of quadratic transforms.
Lemma 8.11. Suppose that r = 2 in Lemma 8.10, C ⊂ S2(X) is a curve containing
a 1 point such that C is 2 small, γ(p) = 2 if p ∈ C, ν(p) = 1 if p ∈ C is a 2 point
and p is a generic point of C (n = 1 in (77)) if p ∈ C is a 1 point. Let π : Y → X be
the monodial transform centered at C. Suppose that there exists a 2 point p ∈ C such
that ν(p) = r − 1 = 1, and q ∈ π−1(p) is a 3 point such that ν(q) = 1, or p ∈ C is
a generic point of C (n = 1 in (77)) and q ∈ π−1(p) is a 2 point such that ν(q) = 1.
Let C be the 2 curve through q which is a section over C. Then Fq′ ∈ IˆC,q′ for all
q′ ∈ C.
Suppose that there does exist a 2 curve C which is a section over C such that
Fq′ ∈ IˆC,q′ for q′ ∈ C. Let π1 : Z → Y be the blowup of C. Then
1. Suppose that q ∈ C is a 2 point such that q ∈ π−1(p) where p is a generic point
of C (n = 1 in (77)), and q′ ∈ π−11 (q).
(a) If q′ is a 1 point then ν(q′) = 1.
(b) If q′ ∈ π−11 (q) is a 2 point then γ(q′) ≤ 1.
2. Suppose that q ∈ C is a 3 point such that q ∈ π−1(p) where p ∈ C is a 2 point
such that ν(p) = 1 and q′ ∈ π−1(q).
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(a) If q′ is a 2 point then γ(q′) ≤ 1.
(b) If q′ is a 3 point then ν(q′) = 0.
Proof. If p ∈ C is a 2 point with ν(p) = 1 (and γ(p) = 2), then there exist permissible
parameters (x, y, z) at p such that
u = (xayb)m
v = P (xayb) + xcydFp
Fp = x+ z
2
where x = z = 0 are local equations of C at p. There exist permissible parameters
(x1, y, z1) at the 3 point q ∈ π−1(p) such that x = x1z1, z = z1.
u = (xa1y
bza1 )
m
v = P (xa1y
bza1 ) + x
c
1y
dzc+11 Fq
Fq = x1 + z1
(78)
and x1 = z1 = 0 are local equations of C at q. We have Fq ∈ IˆC,q which implies
Fq′ ∈ IˆC,q′ if q′ ∈ C by Lemma 8.1.
If p ∈ C is a generic point, then p is a 1 point and there exist permissible parameters
(x, y, z) at p such that
Fp = xy +
∑
i+k≥2
aijkx
iyjzk
with a002 6= 0 and x = z = 0 are local equations of C at p. There exist permissible
parameters (x1, z1, y) at the 2 point q ∈ π−1(p) such that x = x1z1, z = z1.
Fq = x1y1 + z1(
∑
i+k=2
aijkx
i
1y
j
1) + z
2
1Ω
and x1 = z1 = 0 are local equations of C at q. Since a002 6= 0, there exist permissible
parameters (x1, z1, y1) at q such that
Fq = x1y1 + z1 (79)
and x1 = z1 = 0 are local equations of C at q.
We have Fq ∈ IˆC,q implies Fq′ ∈ IˆC,q′ for all q′ ∈ C by Lemma 8.1.
1. follows from (79).
Suppose that q ∈ C is a 3 point, with permissible parameters (x1, y, z1) such that
(78) holds at q. Suppose that q′ ∈ π−11 (q). If q′ is a 3 point, then ν(q′) = 0. Suppose
that q′ is a 2 point. Then there exist regular parameters (x2, y, z2) in OˆZ,q′ such that
x1 = x2, z1 = x2(z2 + α)
with α 6= 0.
u = (x2a2 y
b(z2 + α)
a)m = (x2a2 y
b)m = (xa2y
b)m
where x2 = x2(z2 + α)
− 12 , (a, b) = 1.
v = Pq′(x
a
2y
b) + x2c+22 y
d(1 + α+ z2)
Thus γ(q′) ≤ 1 and 2. follows.
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9. Power series in 2 variables
Lemma 9.1. Suppose that R = k[[x, y]] is a power series ring in two variables and
u(x, y), v(x, y) ∈ R are series. Suppose that R → R′ is a quadratic transform. Set
R1 = Rˆ′. Then (u, v) are analytically independent in R1 if and only if u and v are
analytically independent in R.
Proof. By Zariski’s Subspace Theorem (Theorem 10.6 [3]), R → R1 is an inclusion,
and the Lemma follows.
Lemma 9.2. Suppose that R = k[[x, y]] is a power series ring in two variables over
an algebraically closed field k of characteristic 0 and u(x, y), v(x, y) ∈ R are series
such that either
u = xa
or
u = (xayb)m
with (a, b) = 1. Then u and v are analytically dependent if and only if there exists a
series p(t) such that v = p(x) in the first case and v = p(xayb) in the second case.
Proof. First suppose that u = xa and v = p(x) is a series. Let ω be a primitive a-th
root of unity.
0 =
a−1∏
i=0
(v − p(ωix)) ∈ k[[u, v]]
implies u and v are analytically dependent.
Now suppose that u = xa and u, v are analytically dependent. Suppose that v is
not a series in x. Write
v = q(x) + xbF
where q(x) is a polynomial, x 6 | F and F (0, y) is a nonzero series with no constant
term.
F (0, y) = yrµ(y)
for some r > 0 where µ(y) is a unit series. x and xbF are thus analytically dependent,
and x and F are analytically dependent. There exists an irreducible series
p(s, t) =
∑
aijs
itj
such that
0 =
∑
aijx
iF j
which implies that
0 =
∑
a0jF (0, y)
j =
∑
a0jy
rjµ(y)j ,
a contradiction, since p(s, t) irreducible implies some a0j 6= 0. Thus v is a series in x.
Now suppose that u = (xayb)m and v = p(xayb) is a series in xayb. Let ω be a
primitive m-th root of unity.
0 =
m−1∏
i=0
(v − p(ωixayb)) ∈ k[[u, v]]
implies that u, v are analytically dependent.
Suppose that
u = (xayb)m
and u, v are analytically dependent. Consider the quadratic transform
R→ R1 = R[x1, y1](x1,y1)
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where x = x1, y = x1(y1 + 1). Rˆ1 has regular parameters (x1, y1) where
x1 = x1(y1 + 1)
− b
a+b .
Thus in Rˆ1, u = x
(a+b)m
1 . Since u, v must be analytically dependent in Rˆ1, there
exists a series q(x1) such that v = q(x1), by the first part of the proof.
Suppose that v is not a series in xayb. Write v =
∑
aijx
iyj . There exists a smallest
r such that there exists i0, j0 such that i0 + j0 = r, bi0 − aj0 6= 0 and ai0j0 6= 0.
v =
∑
i+j<r,aj−bi=0
aijx
i+j
1 + x
r
1(
∑
i+j=r
aij(y1 + α)
j− br
a+b ) + xr+11 Ω.
∑
i+j=r
aij(y1 + α)
j− br
a+b ∈ k
implies
(y1 + α)
−br
a+b (
∑
i+j=r
aij(y1 + α)
j) = c ∈ k
so that ∑
i+j=r
aij(y1 + α)
j = c(y1 + α)
br
a+b .
Thus
br
a+ b
∈ {0, 1, · · · , r}
and j0 =
br
a+b . This implies that aj0 − bi0 = 0, a contradiction. Thus v is a series in
xayb.
Lemma 9.3. Suppose that R = k[[x, y]] is a power series in two variables over an
algebraically closed field k of characteristic 0, u = xa or u = (xayb)m, and (u, v) are
analytically independent. let π : X → spec(R) be the blowup of m = (x, y). Then for
all but finitely many points q ∈ π−1(m) there exist regular parameters (x, y) in OˆX,q
such that there is an expansion
u = xa
v = P (x) + xby
(80)
Proof. First suppose that u = xa. Write v = P (x) + xbF where x 6 | F and F has no
terms which are powers of x. Write
F =
∑
i+j≥r
aijx
iyj
where r = ν(F ). There exists j0 > 0 such that i0 + j0 = r and ai0j0 6= 0. For all but
one point q ∈ π−1(m) there are regular parameters (x1, y1) in OˆX,q such that
x = x1, y = x1(y1 + α)
with α ∈ k.
u = xa1
v = P (x1) = x
b+r
1 (
∑
i+j=r aij(y1 + α)
j + x1Ω)
(81)
v has an expansion (80) if and only if
d
dy1
(
∑
i+j=r aij(y1 + α)
j) |y1=0=
∑
j≤r jar−j,j(−α)j−1 6= 0. (82)
Since ∑
i+j=r
jar−j,j(−α)j−1
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has at most finitely many roots, all but finitely many q ∈ π−1(m) have an expansion
(80).
Now suppose that u = (xayb)m. Write
v = P (xayb) + xcydF
where x, y 6 | F and xcydF has no terms which are powers of xayb. Write
F =
∑
i+j≥r
aijx
iyj
where r = ν(F ).
For all but two points q ∈ π−1(m) there are regular parameters (x1, y1) in OˆX,q
such that
x = x1, y = x1(y1 + α)
with α 6= 0. There are regular parameters (x1, y1) in OˆX,q such that
x1 = x1(y1 + α)
− b
a+b .
u = x
(a+b)m
1
v = P (x
(a+b)m
1 ) + x
c+d+r
1 (y1 + α)
λ F
xr1
where
λ = d− b(c+ d+ r)
a+ b
(y1 + α)
λ F
xr1
=
∑
i+j=r
aij(y1 + α)
j+λ + x1Ω.
v does not have an expression (80) at q if and only if there exists cα ∈ k such that
r∑
j=0
ar−j,j(y1 + α)
j ≡ cα(y1 + α)−λ mod (y1)2.
Set aj = ar−j,j. Suppose that q does not have a form (80). Then
r∑
j=0
ajα
j = cαα
−λ
and
r∑
j=0
jajα
j−1 = −cαλα−λ−1
implies
(−λ)
r∑
j=0
ajα
j =
r∑
j=0
jajα
j . (83)
If there are infinitely many values of α satisfying (83), then (−λ − j)aj = 0 for
0 ≤ j ≤ r, which implies that −λ ∈ {0, . . . , r} and the leading form of F is
L =
∑
i+j=r
aijx
iyj = ar+λ,−λx
r+λy−λ.
Thus xcydF has a nonzero xc+r+λyd−λ term.
a(d− λ) − b(c+ r + λ) = ad− b(c+ r) − (a+ b)λ
= ad− b(c+ r) − (a+ b)(d− b(c+d+r)
a+b )
= ad− b(c+ r) − (a+ b)d+ b(c+ d+ r) = 0
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which is impossible since F is normalized (contains no terms which are powers of
xayb). Thus there are at most a finite number of points q ∈ π−1(m) where the form
(80) does not hold.
Theorem 9.4. Suppose that k is an algebraically closed field of characteristic zero,
B is a powerseries ring in 2 variables over k. Suppose that u, v ∈ B are analytically
independent, and there exist regular parameters (x, y) in B such that u = xa or
u = xayb. Let A = spec(B). Then there exists a sequence of quadratic transforms
π : X → A such that for all points q ∈ X, there exist regular parameters (x, y) in
OˆX,q such that either
u = xa
v = P (x) + xbyc
(84)
or
u = (xayb)m
v = P (xayb) + xcyd
(85)
where (a, b) = 1 and ad− bc 6= 0.
Theorem 9.4 will follow from Theorem 9.15. Throughout this section, we will use
the notations of the statement of Theorem 9.4.
If A → spec(k[[u, v]]) is weakly prepared, then a stronger result than the conclu-
sions of Theorem 9.4 are true in B.
Remark 9.5. With the assumptions of Theorem 9.4, further suppose that√
(
∂u
∂x
∂v
∂y
− ∂u
∂y
∂v
∂x
) =
√
(u).
Then there exist regular parameters (x, y) in B, and a power series P in B such that
one of the following forms holds.
u = xa
v = P (x) + xcy
(86)
u = (xayb)m
v = P (x) + xcyd
(87)
where (a, b) = 1 and ad− bc 6= 0.
Proof. (7.4 [7]) With our assumptions, one of the following must hold.
u = xa
uxvy − uyvx = δxe (88)
where δ is a unit or
u = (xayb)m
uxvy − uyvx = δxeyf (89)
where a, b, e, f > 0, (a, b) = 1 and δ is a unit.
Write v =
∑
aijx
iyj . First suppose that (88) holds. Then axa−1vy = δx
e implies
we have the form (86). Now suppose that (89) holds.
uxvy − uyvx =
∑
m(aj − bi)aijxam+i−1ybm+j−1 = δxeyf .
Thus
v =
∑
aj−bi=0
aijx
iyj + ǫxcyd
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where ǫ is a unit. After making a change of variables, multiplying x by a unit, and
multiplying y by a unit, we get the form (87).
Definition 9.6. Suppose that Φ : X → A is a product of quadratic transforms, p is a
point of X. We will say that (u, v) are 1-resolved at p if there exist regular parameters
(x, y) in OˆX,p such that one of the forms (84) or (85) hold at p.
For the rest of this section, we will assume that
Φ : X → A
is a sequence of quadratic transforms.
Suppose that p ∈ X is a point. Then there are regular parameters (x, y) of OˆX,p
such that u = xayb, and a > 0, b ≥ 0.
Suppose that b > 0. Let m = (a, b), let a = a
m
, b = b
m
. There are power series
P (t) and F (x, y) such that x does not divide F , y does not divide F , xcydF has no
nonzero terms which are powers of xayb and (in OˆX,p)
u = (xayb)m
v = P (xayb) + xcydF (x, y)
(90)
In this case, we will say that p is a 2 point.
If b = 0, there are power series P (t) and F (x, y) such that x does not divide F , F
has no nonzero terms which are powers of x and (in OˆX,p)
u = xa
v = P (x) + xcF (x, y)
(91)
In this case we will say that p is a 1 point.
Suppose that p ∈ X , and (x, y) are regular parameters in OˆX,p such that (u, v)
have one of the forms (90) or (91). Set
ν(p) =
{
mult(F )− 1 if p is a 1 point
mult(F ) if p is a 2 point
Lemma 9.7. ν(p) is independent of the choice of regular parameters (x, y) in (90)
or (91).
Proof. First suppose that p is a 2 point. To express u and v in the form (90) we can
only make a permissible change of variables in x and y, where a permissible change
of variables is one of the following two forms:
x = ωxx, y = ωyy where ω
ma
x ω
mb
y = 1 (92)
or
y = ωyx, x = ωxy where ω
ma
x ω
mb
y = 1 (93)
where ωx, ωy are unit series. ν(p) does not change after a change of variables of one
of these forms.
Now suppose p is a 1 point. To preserve the form (91) we can only make a permis-
sible change of variables, where a permissible change of variables is of the form:
x = ωxx, y = φ(x, y) where mult(φ(0, y)) = 1. (94)
and ωx ∈ k is an a-th root of unity. Then
φ(x, y) = φ(x, y)(y + ψ(x))
where φ is a unit. Write
ψ(x) =
∑
bix
i.
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u = xa
v = P (x) + xcF (x, y)
(95)
where
F = ωcx(F (ωxx, φ(x, y))− F (ωxx, φ(x, 0)))
P (x) = P (ωxx) + x
cωcxF (ωxx, φ(x, 0))
Suppose that the leading form of F is
L =
∑
i+j=r
aijx
iyj .
The leading form L of F is then
ωcx(
∑
i+j=r
aijωxx
i(e(y − b1x))j −
∑
i+j=r
aijωxx
i(−eb1x)j)
where e = φ(0, 0). L is nonzero since aij 6= 0 for some j > 0.
(u, v) are 1-resolved at a 2 point p if and only if F is a unit. (u, v) are 1-resolved
at a 1 point p if and only if F (x, y) = g(x, y)d + h(x) for some series g(x, y) with
mult(g(0, y)) = 1, and positive integer d.
Theorem 9.8. Suppose that g : X1 → X is a quadratic transform, centered at a
point p of X, and p1 ∈ X1 is a point such that g(p1) = p. Then
ν(p1) ≤ ν(p).
If (u, v) are 1-resolved at p then (u, v) are 1-resolved at p1.
Proof. First suppose that p is a 2 point. Write
F =
∑
i+j≥r
aijx
iyj.
in OˆX,p, where r = mult(F ) = ν(p). Suppose that OˆX1,p1 has regular parameters
(x1, y1) such that x = x1, y = x1(y1 + α) with α 6= 0. Define x1 by
x1 = x1(y1 + α)
−b
a+b .
Then (x1, y1) are regular parameters in OˆX1,p1 .
u = x
m(a+b)
1 (y1 + α)
mb = x
m(a+b)
1 .
v = P (xa+b1 ) + x
c+d+r
1 (y1 + α)
λ(
F
xr1
)
where λ = d− b(c+d+r)
a+b .
F =
∑
i+j=r
aijx
r
1(y1 + α)
j + xr+11 Ω.
F
xr1
=
r∑
j=0
aj(y1 + α)
j + x1Ω.
where aj = ar−j,j . We have
u = x
m(a+b)
1
v = P (x1) + x
c+d+r
1 F (x1, y1)
(96)
where
P = P (xa+b1 ) + x
c+d+r
1 (α)
λ(
F (α
−b
a+bx1, α
a
a+b x1)
α
−rb
a+bxr1
)
MONOMIALIZATION OF MORPHISMS FROM 3 FOLDS TO SURFACES 79
F = (y1 + α)
λ(
F ((y1 + α)
−b
a+bx1, (y1 + α)
a
a+b x1)
(y1 + α)
−rb
a+bxr1
)− (α)λ(F (α
−b
a+bx1, α
a
a+bx1)
α
−rb
a+bxr1
)
Set
β = (
r∑
j=0
ajα
j)αλ.
Suppose that ν(p1) > ν(p) = r, so that
mult(F ) ≥ mult(F ) + 2 = r + 2.
Then
(y1 + α)
λ(
r∑
j=0
aj(y1 + α)
j)− β ≡ 0 mod (y1)r+2.
β 6= 0 since ∑rj=0 aj(y1 + α)j 6= 0. We have
r∑
j=0
aj(y1 + α)
j ≡ β(y1 + α)−λ mod (y1)r+2 (97)
First suppose that −λ ∈ {0, 1, . . . , r}. Then
r∑
j=0
aj(y1 + α)
j = β(y1 + α)
−λ
where t = −λ ≤ r. Thus the leading form of F is
L =
∑
i+j=r aijx
r
1(y1 + α)
j
= βxr1(y1 + α)
−λ
= βxr+λy−λ
= βxr−tyt
So the leading form of F is βxr−tyt. Thus βxc+r−tyd+t is a nonzero term of xcydF .
Since
t =
b(c+ d+ r)
a+ b
− d,
we have
b(c+ r − t)− a(d+ t) = 0
so that xc+r−tyd+t is a power of xayb, a contradiction.
We must then have −λ 6∈ {0, 1 . . . , r}. But then the yr+11 coefficient of β(y1+α)−λ
is non zero, a contradiction to (97).
Now suppose that p is a 2 point and OˆX1,p1 has regular parameters (x1, y1) such
that x = x1, y = x1y1. Write
F =
∑
i+j≥r
aijx
iyj.
Then
u = x
m(a+b)
1 y
mb
1
v = P (xa+b1 y
b
1) + x
c+d+r
1 y
d
1F (x1, y1)
(98)
where P = P , F = F
xr1
. We need only check that F
xr1
has no nonzero xα1 y
β
1 terms with
b(c+ d+ r + α) = (a+ b)(d+ β). We have that aij = 0 if b(c+ i)− a(d+ j) = 0.
F
xr1
=
∑
aijx
i+j−r
1 y
j
1.
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Suppose that b(c + d + r + α) = (a + b)(d + β). Set i = α − β + r, j = β. Then
b(c+ i)− a(d+ j) = 0, and aij = 0. But this is the coefficient of xα1 yβ1 in Fxr1 . We have
mult(F ) ≤ mult(F ).
The above argument also works, by interchanging the variables x and y, in the
case where p is a 2 point and OˆX1,p1 has regular parameters (x1, y1) such that x =
x1y1, y = y1.
Now suppose that p is a 1 point and OˆX1,p1 has regular parameters (x1, y1) such
that x = x1y1, y = y1. Write
F =
∑
i+j≥r
aijx
iyj.
Then
u = xa1y
a
1
v = P (x1y1) + x
c
1y
c+r
1 F (x1, y1)
(99)
where P = P , F = F
yr1
. We must show that F has no nonzero terms xα1 y
β
1 terms with
α = r + β. But this is impossible since F has no nonzero xi terms, with i ≥ 0.
The leading form of F is
F =
r−1∑
i=0
ai,r−ix
i
1 + y1Ω
since ar0 = 0, where some aij 6= 0 with i+j = r, j > 0. Thus mult(F ) ≤ mult(F )−1.
Now suppose that p is a 1 point and OˆX1,p1 has regular parameters (x1, y1) such
that x = x1, y = x1(y1+α). By making if necessary a permissible change of variables
at p, replacing y with y − αx, we may assume that x = x1, y = x1y1. Write
F =
∑
i+j≥r
aijx
iyj.
where ai0 = 0 for all i.
u = xa1
v = P (x1) + x
c+r
1 F (x1, y1)
where P = P , F = F
xr1
. F has no nonzero terms which are powers of x1. Thus
mult(F ) ≤ mult(F ).
Suppose that p ∈ X . Set
σ(p) =


0 if p is a 1 point and mult(F ) = mult(F (0, y))
1
2 if p is a 2 point
1 if p is a 1 point and mult(F ) < mult(F (0, y))
Lemma 9.9. σ(p) is independent of the choice of permissible parameters (x, y) at p.
Proof. The proof of Lemma 9.7 shows that mult(F (0, y)) is independent of the choice
of permissible parameters at a 1 point.
Lemma 9.10. Suppose that g : X1 → X is a quadratic transform, centered at a point
p of X, and p1 ∈ X1 is a point such that g(p1) = p. Further suppose that p is a 2
point, p1 is a 1 point and ν(p1) = ν(p). Then σ(p1) = 0.
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Proof. OˆX1,p1 has regular parameters (x1, y1) such that x = x1, y = x1(y1 + α) with
α 6= 0. Let r = mult(F ). mult(F1) = mult(F ) + 1 = r + 1. Let
F =
∑
i+j≥r
aijx
iyj
As in the analysis leading to (97),
F1 ≡ (y1 + α)λ

 r∑
j=0
ar−j,j(y1 + α)
j

− β mod (x1, yr+11 ) (100)
for some β ∈ k. If F1 ≡ 0 mod (x1, yr+11 ), then β 6= 0 and −λ 6∈ {0, 1, . . . , r}, as in
the proof of Theorem 9.8. Then
F1 ≡ (y1 + α)λ
(
−β−λ(−λ−1)···(−λ−r)(r+1)! α−λ−r−1
)
yr+11 mod (x1, y
r+2
1 )
≡ −β−λ(−λ−1)···(−λ−r)(r+1)! α−r−1yr+11 mod (x1, yr+21 ) (101)
Thus mult(F1(0, y1, z1)) = r + 1.
Lemma 9.11. Suppose that g : X1 → X is a quadratic transform, centered at a 1
point p of X and p1 is a point above p such that g(p1) = p.
If p1 is a 1 point and ν(p1) = ν(p), then σ(p1) = 0. If σ(p) = 0 and p1 is a 2 point
then ν(p1) = 0.
Proof. First suppose that σ(p) = 0 and p1 is a 2 point. Then OˆX1,p1 has regular
parameters (x1, y1) such that x = x1y1, y = y1.
F =
∑
i+j≥r
aijx
iyj
with a0r 6= 0.
F1 =
r−1∑
i=0
ai,r−ix
i
1 + y1Ω.
is then a unit.
Now suppose that p1 is a 1 point and ν(p1) = ν(p). After appropriate choice of
permissible variables (x, y) at p, OˆX1,p1 has regular parameters (x1, y1) such that
x = x1, y = x1y1. Set r = mult(F ) = mult(F1). Then F1 =
F (x1,x1y1)
xr1
and
mult(F1(0, y1)) = r.
Theorem 9.12. Suppose that g : X1 → X is a quadratic transform, centered at a
point p of X, and p1 is a closed point such that g(p1) = p. If ν(p1) = ν(p), then
σ(p1) ≤ σ(p).
Proof. This is immediate from Lemmas 9.10 and 9.11.
Suppose that
F =
∑
i+j≥r
aijx
iyj
has multiplicity r. Define
δ(F ;x, y) = min(
i
r − j | j < r, aij 6= 0).
δ(F ;x, y) = ∞ if and only if F = yrω, where ω is a unit. If δ(F ;x, y) < ∞, then
δ(F ;x, y) ∈ 1
r!N.
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Suppose that p ∈ X . If (x, y) are permissible parameters at p with one of the forms
(90) or (91), set
δ(p;x, y) = δ(F ;x, y).
Then set
δ(p) = sup(δ(p;x, y))
where the sup is over all permissible parameters at p. Note that if p is a 2 point, then
δ(p) = max(δ(p;x, y), δ(p; y, x))
if (x, y) are a particular choice of permissible parameters at p.
If p is a 2 point and ν(p) > 0, then δ(p) <∞. If p is a 1 point and σ(p) = 1, then
δ(p) = 1, since δ(p;x, y) = 1 for all permissible parameters (x, y).
Lemma 9.13. Suppose that p is a 1 point, σ(p) = 0 and (x, y) are fixed permissible
parameters at p. Then there exists a power series t(x) such that
δ(p) = δ(p;x, y − t(x)).
If δ(p) <∞, then t(x) is a polynomial.
δ(p) > δ = δ(p;x, y) if and only if δ ∈ N and∑
i+δj=rδ
aijx
iyj = τ(y − cxδ)r + λxrδ
for some τ, c, λ ∈ k with c 6= 0 (so that λ = −τ(−c)r).
Proof. Suppose that (x, y) are also permisible parameters at p. Then x = λx, with
λa = 1 and y = φ(y − t(x)) for some unit series φ and series t(x).
δ(p;x, y) = δ(p;x, y − t(x))
Thus
δ(p) = sup(δ(p;x, y − t(x) | t(x) is a polynomial of positive order).
(102)
Let δ = δ(p;x, y),
L =
∑
i+δj=rδ
aijx
iyj .
so that
F = L+
∑
i+δj>rδ
aijx
iyj.
Suppose that
L = τ(y − cxδ)r + λxrδ
for some τ, c, λ ∈ k with 0 6= c. Set y1 = y − cxδ. Then δ ∈ N and δ(p;x, y1) >
δ(p;x, y) since
F1 = τy
r
1 +
∑
i+δj>rδ
aijx
iyj1.
where
v = P1(x) + x
c
1F1
is the normalized form of v with respect to (x, y1). We can repeat this process, with
y replaced by y− cxδ. The process will either produce a polynomial t(x) such that if
y1 = y − t(x), and δ1 = δ(p;x, y1), then δ1 6∈ N, or δ1 ∈ N and∑
i+δ1j=rδ1
aijx
iyj1 6= τ(y1 − cxδ1)r + λxrδ1 (103)
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for any τ, c, λ ∈ k with 0 6= c, or we will produce a series t(x) such that if y1 = y−t(x),
then δ(p;x, y1) = δ(p) =∞, so that F1 = yr1φ, where φ is a unit series.
Suppose that we have produced y1 such that δ(p;x, y1) 6∈ N or δ(p;x, y1) ∈ N and
(103) holds. We will show that δ(p) = δ(p;x, y1). Suppose that δ1 = δ(p;x, y1) < δ(p).
By (102), there is a polynomial
t(x) =
∑
eix
i
such that if y2 = y1 − t(x), then δ(p;x, y2) > δ(p;x, y1). Substitute y1 = y2 + t(x)
into
F1 =
∑
i+δ1j=rδ1
aijx
iyj1 +
∑
i+δ1j>rδ1
aijx
iyj1,
and normalize with respect to the permissible parameters to get
v = P2(x) + x
cF2(x, y2).
Let d = ord (t(x)). xiyj1 = x
i(y2 + t(x))
j has nonzero xi+mdyj−m2 terms with 0 ≤
m ≤ j, and may have other nonzero xi+md+γyj−m2 terms with 0 ≤ m ≤ j, γ ≥ 0.
Suppose that d < δ1 = δ(p;x, y1). The expansion of y
r
1 has a nontrivial x
dyr−11
term. Suppose that xiyj1 is such that its expansion has a nontrivial x
dyr−11 term.
Then d = i+md+ γ, r − 1 = j −m with 0 ≤ m ≤ j, i, γ ≥ 0. d(1−m) = i+ γ ≥ 0
implies m = 0 or 1. m = 0 implies j = r − 1, i ≤ d. aij = 0 in this case since
i+ δ1j ≤ d+ δ1(r − 1) < δ1r.
m = 1 implies i = 0, j = r. Thus there exists a nontrivial xdyr−11 term in F2(x, y1)
which implies that δ2 < δ1, a contradiction. Thus d ≥ δ1.
We then see that if i + δ1j > rδ1, then all terms x
αyβ in the expansion of xiyj1 =
xi(y2 + t(x))
j satisfy α+ δ1β > rδ1. Since δ2 < δ1, we see that∑
i+δ1j=rδ1
aijx
i(y2 + t(x))
j =
{
cyr2 + terms with i+ δ1j > rδ1 if δ1 6∈ N,
cyr2 + dx
rδ1 + terms with i+ δ1j > rδ1 if δ1 ∈ N.
Thus mult(t) = δ1 and ∑
i+δ1j=rδ1
aijx
iyj1 = c(y1 − eδ1xδ1)r + dxrδ1
a contradiction.
Lemma 9.14. Suppose that g : X1 → X is a quadratic transform, centered at a point
p of X, and p1 ∈ X1 is a closed point above p such that g(p1) = p and ν(p1) = ν(p).
Suppose that p and p1 are both 2 points. Then δ(p1) = δ(p)− 1.
Suppose that p and p1 are both 1 points, σ(p) = 0 and δ(p) < ∞. Then δ(p1) =
δ(p)− 1.
Proof. Suppose that r = mult(F ).
First suppose that p and p1 are both 2 points. Then p has permissible parameters
(x, y) and OˆX1,p1 has permissible parameters (x1, y1) such that x = x1, y = x1y1.
Since F1 =
F
xr1
, δ(p1;x1, y1) = δ(p;x, y) − 1. Since ν(p1) = ν(p), we have F =∑
aijx
iyj with aij = 0 if i+ j ≤ r and j < r. Thus a0r 6= 0, so that δ(p; y, x) = 1 and
δ(p;x, y) > 1. Thus δ(p) = δ(p;x, y). Since mult(F1) = r and mult(F1(0, y1)) = r,
δ(p1; y1, x1) = 1 and δ(p1;x1, y1) ≥ 1. Then δ(p1) = δ(p1;x1, y1) = δ(p)− 1.
Now suppose that p and p1 are both 1 points, σ(p) = 0 and δ(p) < ∞. We
can suppose that we have permissible coordinates (x, y) at p such that δ = δ(p) =
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δ(F ;x, y) and mult(F (0, y)) = mult(F ). p1 has permissible parameters (x1, y1) such
that x = x1, y = x1(y1 + γ) for some γ ∈ k.
First suppose that γ 6= 0.
F1 =
∑
i+j=r
aij(y1 + γ)
j − a+ x1Ω
where
a =
∑
i+j=r
aijγ
j .
mult(F1) = mult(F ) implies∑
i+j=r
aij(y1 + γ)
j − a = a0ryr1.
Thus ∑
i+j=r
aijx
iyj = a0r(y − γx)r + axr .
This is a contradiction to the assumption that δ(p;x, y) = δ(p) by Lemma 9.13.
Now suppose that γ = 0. Then F1 =
F
xr1
and δ(p1;x1, y1) = δ(p;x, y) − 1. If
δ(p1;x1, y1) < δ(p1), then we must also have δ(p;x, y) < δ(p) By Lemma 9.13. Thus
δ(p1) = δ(p)− 1.
If p ∈ X is a 2 point, then (u, v) are 1-resolved at p precisely when ν(p) = 0. If
p ∈ X is a 1 point then (u, v) are 1-resolved at p precisely when δ(p) = ∞. Thus
(u, v) are not 1-resolved at p ∈ X if and only if ν(p) > 0 and δ(p) <∞.
We can define an invariant
Inv(p) = (ν(p), σ(p), δ(p))
for p ∈ X .
Theorem 9.15. Suppose that g : X1 → X is a quadratic transform, centered at a
point p of X, and p1 ∈ X1 is such that g(p1) = p. Suppose that ν(p) > 0 and
δ(p) <∞. Then
Inv(p1) < Inv(p)
in the lexicographic ordering.
Proof. The Theorem follows from Theorem 9.8, Lemmas 9.10, 9.11, 9.14.
The proof of Theorem 9.4 is immediate from Theorem 9.15.
Lemma 9.16. Suppose that f(x, y) ∈ T0 = k[[x, y]] is a series. Suppose that we have
an infinite sequence of quadratic transforms
T0 → T1 → · · · → Tn → · · ·
Then there exists n0 such that n ≥ n0 implies there exist regular parameters (xn, yn)
in Tn, αn, βn ∈ N and a unit un ∈ Tn such that f = xαnn yβnn un.
Proof. This follows directly from Zariski’s proof of resolution of surface singularities
along a valuation ([29]), or can be deduced easily after blowing up enough to make
f = 0 a SNC divisor.
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Lemma 9.17. Suppose that αj + βj ≥ j, xαjyβj ∈ T0 = k[x, y](x,y) for 2 ≤ j ≤ r (or
1 ≤ j ≤ r). Suppose that we have a sequence of quadratic transforms
T0 → T1 → · · · → Tn → · · ·
where each Tn has regular parameters (xn, yn) such that either xn−1 = xn, yn−1 =
xnyn, or xn−1 = xnyn, yn−1 = yn. There are natural numbers αn,i, βn,i such that
xαjyβj = xαn,in y
βn,i
n .
Define
δn,i,j =
(
αn,i
i
− αn,j
j
)(
βn,i
i
− βn,j
j
)
Then
1. δn+1,i,j ≥ δn,i,j
2. δn,i,j < 0 implies δn+1,i,j − δn,i,j ≥ 1r4 .
Proof. We will first verify 1. Suppose that xn = xn+1yn+1, yn = yn+1. The proof
when xn = xn+1, yn = xn+1yn+1 is the same. 1. is immediate from
δn+1,i,j = δn,i,j +
(
αn,i
i
− αn,j
j
)2
Now suppose that δn,i,j < 0. Then
(
αn,i
i
− αn,j
j
)
and
(
βn,i
i
− βn,j
j
)
are nonzero. We
can suppose that xn = xn+1yn+1, yn = yn+1.
δn+1,i,j − δn,i,j =
(
αn,i
i
− αn,j
j
)2
=
(
jαn,i−iαn,j
ij
)2
≥ 1
r4
since i, j ≤ r implies (ij)2 ≤ r4.
Corollary 9.18. Suppose that αj + βj ≥ j and xαjyβj ∈ T0 = k[x, y](x,y) for 2 ≤
j ≤ r (or 1 ≤ j ≤ r) and
T0 → T1 → · · · → Tn → · · ·
is a sequence of quadratic transformations as in the statement of Lemma 9.17. Then
1. There exists n0 and i such that n ≥ n0 implies
αn,i
i
≤ αn,j
j
and
βn,i
i
≤ βn,j
j
for 2 ≤ j ≤ r (or 1 ≤ j ≤ r).
2. There exists an n1 ≥ n0 such that{αn1,i
i
}
+
{
βn1,i
i
}
< 1
Proof. By Lemma 9.17, there exists n0 such that n ≥ n0 implies δn,i,j ≥ 0 for all i, j.
Let λ1 = min
(
αn,j
j
)
. Let λ2 = min
(
βn,j
j
such that
αn,j
j
= λ1
)
. Choose i such that
αn,i
i
= λ1,
βn,i
i
= λ2. Then
αn,i
i
≤ αn,j
j
,
βn,i
i
≤ βn,j
j
for 2 ≤ j ≤ r (or 1 ≤ j ≤ r).
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Now we will prove 2. Suppose that n ≥ n0. Then{αn,i
i
}
+
{
βn,i
i
}
∈ 1
i
N.
Suppose that {αn,i
i
}
+
{
βn,i
i
}
≥ 1.
Without loss of generality,
xn = xn+1yn+1, yn = yn+1.
Then {αn+1,i
i
}
+
{
βn+1,i
i
}
=
{αn,i
i
}
+
{αn,i
i
}
+
{
βn,i
i
}
− 1
<
{αn,i
i
}
+
{
βn,i
i
}
Thus there exists n1 ≥ n0 such that 2. holds.
Remark 9.19. The conditions αi+βi ≥ i and
{
αi
i
}
+
{
βi
i
}
< 1 imply either αi ≥ i
or βi ≥ i.
Lemmas 9.20 and 9.21 are used in Abhyankar’s Good Point proof of resolution of
singularities [4], [20].
Lemma 9.20. Suppose that αj0 + βj0 ≥ j, (αj0 , βj0) are nonnegative integers for
1 ≤ j ≤ r. Suppose that we have pairs of nonnegative integers (αn,j , βn,j) for all
positive n and 1 ≤ j ≤ r such that either
(αn+1,j , βn+1,j) = (αn,j + βn,j − j, βn,j)
or
(αn+1,j , βn+1,j) = (αn,j , αn,j + βn,j − j).
Define
δn,i,j =
(
αn,i
i
− αn,j
j
)(
βn,i
i
− βn,j
j
)
Then
1. δn+1,i,j ≥ δn,i,j
2. δn,i,j < 0 implies δn+1,i,j − δn,i,j ≥ 1r4 .
Lemma 9.21. Suppose that the assumptions are as in Lemma 9.20.
Suppose that αj + βj ≥ j, xαjyβj ∈ T0 = k[x, y](x,y) for 1 ≤ j ≤ r. Suppose that
we have a possibly infinite sequence of quadratic transforms
T0 → T1 → · · · → Tn → · · ·
where each Tn has regular parameters (xn, yn) such that either xn−1 = xn, yn−1 =
xnyn or xn−1 = xnyn, yn−1 = yn and (αn, βn) are defined by the respective rules of
Lemma 9.20. Then
1. There exists n0 and i such that n ≥ n0 implies
αn,i
i
≤ αn,j
j
and
βn,i
i
≤ βn,j
j
for 1 ≤ j ≤ r.
2. There exists n1 ≥ n0 such that{αn1,i
i
}
+
{
βn1,i
i
}
< 1
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10. Ar(X)
Throughout this section we will assume that ΦX : X → S is weakly prepared.
Definition 10.1. Suppose that r ≥ 2. Ar(X) holds if
1. ν(p) ≤ r if p ∈ X is a 1 point or a 2 point.
2. If p ∈ X is a 1 point and ν(p) = r, then γ(p) = r.
3. If p ∈ X is a 2 point and ν(p) = r, then τ(p) > 0.
4. ν(p) ≤ r − 1 if p ∈ X is a 3 point
Definition 10.2. Suppose that r ≥ 2. Ar(X) holds if
1. Ar(X) holds.
2. Sr(X) is a union of nonsingular curves and isolated points.
3. Sr(X) ∩ (X −B2(X)) is smooth.
4. Sr(X) makes SNCs with B2(X) on the open set X −B3(X).
5. The curves in Sr(X) passing through a 3 point q ∈ X have distinct tangent
directions at q. (They are however, allowed to be tangent to a 2 curve).
Definition 10.3. Suppose that Ar(X) holds. A weakly permissible monoidal trans-
form π : X1 → X is called permissible if π is the blowup of a point, a 2 curve or a
curve C containing a 1 point such that C ∪ Sr(X) makes SNCs with B2(X) at all
points of C.
Remark 10.4. 1. If Ar(X) holds and π : X1 → X is a permissible monodial
transform, then the strict transform of Sr(X) on X1 makes SNCs with B2(X1)
at 1 and 2 points, and has distinct tangent directions at 3 points.
2. If π : X1 → X is a quadratic transform centered at a point p ∈ X with ν(p) = r
and Ar(X) holds, then Ar(X1) holds.
3. If Ar(X) holds and all 3 points q of X satisfy ν(q) ≤ r − 2, then Sr(X) makes
SNCs with B2(X).
The Remark follows from Lemmas 7.9 and 7.7, and the observation that the strict
transforms of nonsingular curves with distinct tangent directions at a point p intersect
the exceptional fiber of the blowup of p transversally in distinct points.
11. Reduction of ν in a special case
Throughout this section we will assume that ΦX : X → S is weakly prepared.
Lemma 11.1. Suppose that r ≥ 2 and Ar(X) holds, p ∈ X is a 1 point or a 2
point with ν(p) = γ(p) = r. Let R = OX,p. Suppose that (x, y, z) are permissible
parameters at p as in Lemma 8.5. Then there exists a finite sequence of permissible
monodial transforms π : Y → Spec(Rˆ) centered at sections over C = V (x, y), such
that for q ∈ π−1(p), there exist permissible parameters (x, y, z) at q such that Fq has
one of the following forms.
u = xa
v = P (x) + xcFq
(104)
or
u = (xayb)m
v = P (xayb) + xcydFq
(105)
with
Fq = τz
r +
r−1∑
i=2
ai(x, y)x
αiyβizr−i + ǫxαryβr
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with τ a unit, ai a unit (or zero), αi + βi ≥ i for all i, and ǫ = 0 or 1.
Proof. We have one of the forms (65) or (66) of Lemma 8.5 at p. By Lemma 9.2 and
Theorem 9.4 applied to
u = xa, v = P (x) + xcFp(x, y, 0)
or
u = (xayb)m, v = P (xayb) + xcydFp(x, y, 0)
there exists a sequence of permissible blowups of sections over C such that for all q
over p, there are permissible parameters (x, y, z) at q such that
u = xa
v = P (x) + xc(τzr +
∑r−1
i=2 ai(x, y)z
r−i + ǫxe0yf0)
(106)
with τ a unit, ǫ = 0 or 1 and f0 > 0, or
u = (xayb)m
v = P (xayb) + xcyd(τzr +
∑r−1
i=2 ai(x, y)z
r−i + ǫxe0yf0)
(107)
with τ a unit, ǫ = 0 or 1 and a(d+ f0)− b(c+ e0) 6= 0.
By further permissible blowing up (of sections over C) we can make
u
∏
2≤i≤r−1,ai 6=0
ai = 0
a SNC divisor, while preserving the forms (106) and (107). At points q over p satis-
fying (107) we have then achieved the conclusions of the Lemma.
Suppose that q is a point over p satisfying (106) such that the conclusions of the
Lemma do not hold. We then have ǫ = 1, f0 > 0 and
u
∏
2≤i≤r,ai 6=0
ai = 0
is not a SNC divisor. Since
u
∏
2≤i≤r−1,ai 6=0
ai = 0
is a SNC divisor, there exists a nonzero, nonunit series g(x) such that
ai = ai(x, y)x
αi(y − g(x))βi (108)
for 2 ≤ i ≤ r − 1, where the ai are units (or 0), and some βi > 0 with ai 6= 0. If
f0 = 1, we can set y˜ = y− g(x) and renormalize with respect to (x, y˜, z) to get in the
form of the conclusions of the Lemma.
Otherwise f0 > 1. Let t = ν(g(x)), so that
g(x) = αxt + higher order terms
for some 0 6= α. Now blow up V (x, y). under x = x1y1, y = y1, we have
u = xa1y
a
1
v = P (x1y1) + x
c
1y
c
1(τz
r +
∑r−1
i=2 a˜i(x1, y1)x
αi
1 y
βi+αi
1 z
r−i + xe01 y
e0+f0
1 )
in the form of the conclusions of the Lemma. Under x = x1, y = x1(y1 + β), with
β 6= 0, we have
u = xa1
v = P (x1) + x
c
1(τz
r +
∑r−1
i=2 aix
αi+βi
1 (y1 + β − g(x1)x1 )βizr−i + x
e0+f0
1 (y1 + β)
f0)
= P (x1) + β
f0xc+e0+f01 + x
c
1(τz
r +
∑r−1
i=2 aix
αi+βi
1 ((y1 + β
f0 )
1
f0 − g(x1)
x1
)βizr−i + xe0+f01 y1)
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where y1 = (y1 + β)
f0 − βf0 . If we are not in the form of the conclusions of the
Lemma, then
(y1 + β
f0 )
1
f0 − g(x1)
x1
= a(x1, y1)(y1 − φ(x1))
where ν(φ) ≥ 1. We can make a change of variable in y1, replacing y1 with y1−φ(x1),
and renormalize, to get in the form of the conclusions of the Lemma.
Under x = x1, y = x1y1, we have
u = xa1
v = P (x1) + x
c
1(τz
r +
∑r−1
i=2 ai(x, y)x
αi+βi
1 (y1 − g(x1)x1 )βizr−i + x
e0+f0
1 y
f0
1 )
the coefficients of zi are in the form of (108), but we have a reduction ν
(
g(x1)
x1
)
= t−1.
If ν
(
g(x1)
x1
)
= 0 we are in the form of the conclusions of the Lemma. Thus after t
blowups, centered at the intersection of the strict transform of the surface y = 0 with
the exceptional divisor, we achieve the conclusions of the Lemma.
Theorem 11.2. Suppose that r ≥ 2 and Ar(X) holds, p ∈ X is a 1 point or a 2 point
with ν(p) = γ(p) = r. Let R = OX,p. Suppose that (x, y, z) are permissible parameters
at p as in Lemma 8.5, where z = σz˜ for some z˜ ∈ R and unit σ ∈ Rˆ. Then there
exists a finite sequence of permissible monodial transforms π : Y → Spec(Rˆ) centered
at sections over C = V (x, y), such that for q ∈ π−1(p), q has permissible parameters
(x, y, z) such that Fq has one of the following forms:
1.
u = xa
v = P (x) + xcFq with
Fq = τz
r +
∑r−1
i=2 ai(x, y)x
αizr−i + ǫxαry
(109)
where τ is a unit, αi ≥ i for 2 ≤ i ≤ r − 1, αr ≥ r − 1, ǫ = 0 or 1, and ai are
units (or 0), or
2.
u = (xayb)m
v = P (xayb) + xcydFq with
Fq = τz
r +
∑r−1
j=2 aj(x, y)x
αjyβjzr−j + ǫxαryβr
(110)
where τ is a unit, αj + βj ≥ j and aj are units or 0 for all j, ǫ = 0 or 1, there
exists an i such that ai 6= 0, 2 ≤ i ≤ r and
αi
i
≤ αj
j
,
βi
i
≤ βj
j
for 2 ≤ j ≤ r. We further have{αi
i
}
+
{
βi
i
}
< 1
or
3.
u = xa
v = P (x) + xbFq with
Fq = τz
r +
∑r−1
j=2 aj(x, y)x
αjyβjzr−j + ǫxαryβr
(111)
where τ is a unit, αj + βj ≥ j and aj are units or 0 for all j, ǫ = 0 or 1, there
exists an i such that ai 6= 0, 2 ≤ i ≤ r and
αi
i
≤ αj
j
,
βi
i
≤ βj
j
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for 2 ≤ j ≤ r. We further have{αi
i
}
+
{
βi
i
}
< 1.
Proof. We can first construct a sequence of monoidal transforms π : Y → Spec(Rˆ)
satisfying the conclusions of Lemma 11.1. (109) holds at all but finitely many points
q ∈ π−1(p).
Suppose that q ∈ π−1(p) and (104) holds at q, with ǫ = 1, but Fq is not in the
form of (109) or (111). Perform a monoidal transform π′ : Y ′ → Y centered at the
section over C through q with local equations x = y = 0 in (104). Suppose that
q′ ∈ (π′)−1(q). Suppose that there are permissible parameters (x1, y1, z) at q′ such
that x = x1, y = x1(y1 + α) where α 6= 0. Then
Fq = τz
r +
r−1∑
i=2
aix
αi+βi
1 (y1 + α)
βizr−i + xαr+βr1 (y1 + α)
βr
Set y˜1 = (y1 + α)
βr − αβr . Then
Fq′ = τz
r +
r−1∑
i=2
a˜i(x1, y˜1)x
α˜i
1 z
r−i + xα˜r1 y˜1
in the form of (109). Thus the only points q′ ∈ (π′)−1(q) which might not satisfy the
conclusions of Theorem 11.2 are the points q′ which have regular parameters (x1, y1, z)
such that x = x1, y = x1y1 or x = x1y1, y = y1.
The analysis of the case when (104) holds at q, with ǫ = 0, is simpler. We again
conclude that the only points in the blow up of the curve with local equations x =
y = 0 above q which may not satisfy the conclusions of Theorem 11.2 are the points
which have regular parameters (x1, y1, z) such that x = x1, y = x1y1 or x = x1y1,
y = y1.
Suppose that q ∈ π−1(p) and (105) holds at q, with ǫ = 1, but Fq is not in the form
of (110). Perform a monoidal transform π′ : Y ′ → Y centered at the section over C
through q with local equations x = y = 0. Suppose that q′ ∈ (π′)−1(q). Suppose that
there are regular parameters (x1, y1, z) at q
′ such that x = x1, y = x1(y1 + α) where
α 6= 0. Then
u = x
(a+b)m
1
(y1 + α)
λFq = τ(y1 + α)
λzr +
∑r−1
i=2 ai(y1 + α)
βi+λ−(αi+βi)
b
a+bxαi+βi1 z
r−i
+xαr+βr1 (y1 + α)
λ+βr−(αr+βr)
b
a+b .
Thus
Fq′ = τ˜ z
r +
r−1∑
i=2
a˜i(x1, y1)x
α˜i
1 z
r−i + xα˜r1 y1
is in the form of (109), where x1 = x1(y1 + α)
− b
a+b , y1 = (y1 + α)
λ1 − αλ1 , where
λ = d− b(c+d)
a+b , λ1 = λ+ βr − (αr + βr) ba+b 6= 0 since Fq is normalized implies
a(d+ βr)− b(c+ αr) 6= 0.
Thus the only points q′ ∈ (π′)−1(q) which might not satisfy the conclusions of
Theorem 11.2 are the points which have permissible parameters (x1, y1, z) such that
x = x1, y = x1y1 or x = x1y1, y = y1.
The analysis of the case when (105) holds at q, with ǫ = 0, is simpler. We again
conclude that the only points in the blow up of the curve with local equations x =
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y = 0 above q which may not satisfy the conclusions of Theorem 11.2 are the points
which have regular parameters (x1, y1, z) such that x = x1, y = x1y1 or x = x1y1,
y = y1.
We can construct a sequence of monoidal transforms
Yn → · · · → Y1 → Y
with maps πi : Yi → Y such that Yi → Yi−1 are centered at sections Ci over C, such
that π−1i (p)∩Ci does not satisfy (109), (110) or (111). By the above analysis, Lemma
9.17 and Corollary 9.18, we reach the conclusions of the theorem after a finite number
of blowups.
Remark 11.3. In (111) of Theorem 11.2, we must have βj < j for some j.
Proof.
u ∈ Iˆsing(ΦX ),q ⊂ IˆSr(X),q
by Lemma 6.12. Thus x ∈ Iˆ
Sr(X),q
. βj ≥ j for all j implies Fq ∈ (y, z)r, so that
Iˆ
Sr(X),q
⊂ (y, z) by Lemma 6.23, a contradiction.
Theorem 11.4. Suppose that r ≥ 2 and Ar(X) holds. Suppose that p ∈ X is a
1 point or a 2 point with ν(p) = γ(p) = r. Let R = OX,p. Suppose that π : Y →
Spec(Rˆ) is the sequence of monoidal transforms of sections over the curve C with local
equations x = y = 0 at p of Theorem 11.2. Suppose that t > r is a positive integer.
Then there exists a sequence of permissible monoidal transforms π : Y → spec(R) of
sections over C such that for all q ∈ π−1(p), Fq is equivalent mod (x, z)t to a form
(109) or (111) or Fq is equivalent mod (xy, z)
t to a form (110), where (x, y, z) are
permissible parameters for u, v at q, and z = σz˜ for some z˜ ∈ R and unit σ ∈ Rˆ.
π extends to a sequence of permissible monoidal transforms U → U over an affine
neighborhood U of p. Sr(U) is the union of the curves in π
−1(p) and the strict
transforms of the curves D or D1, D2 (if they exist) in the notation of Lemma 8.5.
Sr(U) makes SNCs with B2(U).
Proof. Let m0 be the maximal ideal of Rˆ. We can after possibly replacing
x˜ with x˜ω, (112)
where ω is a unit in R, assume that x = γx˜ with γ ≡ 1 mod mt0. We can factor
Y = Yn′ → · · · → Y2 → Y1 → spec(Rˆ) = Y0
so that each map is a permissible monoidal transform. In fact, if S0 = spec(k[x, y]),
there exists a sequence of quadratic transforms
Sn′ → · · · → S2 → S1 → spec(k[x, y]) = S0
centered over (x, y) such that Yi = Si ×S0 Y0 for all i. Set S0 = spec(k[x˜, y]). x˜→ x
induces an isomorphism S0 ∼= S0. We have then a sequence of quadratic transforms
Sn′ → · · · → S1 → S0
where Si = Si ×S0 S0 and isomorphisms Si ∼= Si. Set Y 0 = spec(R). We have a
natural map Y 0 → S0. Define a sequence of permissible monoidal transforms
Y n′ → · · · → Y 1 → Y 0
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by Y i = Si ×S0 Y 0. We have a commutative diagram
Yn′ → Yn′−1 → · · · → Y1 → Y0
↓ ↓ ↓ ↓
Sn′ → Sn′−1 → · · · → S1 → S0
↑ ↑ ↑ ↑
Sn′ → Sn′−1 → · · · → S1 → S0
↑ ↑ ↑ ↑
Y n′ → Y n′−1 → · · · → Y 1 → Y 0
(113)
The maps Si → Si are isomorphisms, and we have maps Si×S0 Sˆ0 → Yi, Si×S0 Sˆ0 →
Y i induced by the natural projections
k[[x, y, z]]→ k[[x, y]] and k[[x˜, y, z]]→ k[[x˜, y]]
so that the diagrams
Yi
ւ
Si ↑
տ
Si ×S0 Sˆ0
(114)
and
Y i
ւ
Si ↑
տ
Si ×S0 Sˆ0
commute.
Suppose that q˜ ∈ Y n′ is a closed point. (113) and (114) identifies q˜ with a closed
point p˜ ∈ Yn′ , and closed points q ∈ Sn′ , p ∈ Sn′ . We have commutative diagrams:
OˆSn′ ,p ∼= OˆSn′ ,q↑ ↑
k[[x, y]] ∼= k[[x˜, y]]
(115)
induced by x→ x˜. This induces commutative diagrams:
OˆYn′ ,p˜ = OˆSn′ ,p[[z]] ∼= OˆSn′ ,q[[z]] = OˆY n′ ,q˜↑ ↑
Rˆ = k[[x, y, z]] ∼= k[[x˜, y, z]]
.
Suppose that F (x, y, z) ∈ Rˆ. If (x, y) are regular parameters in OˆSn′ ,p, which are
identified with regular parameters xˆ, yˆ in Oˆ
Sn′ ,q
by (115), and F (x, y, z) = G(x, y, z) ∈
OˆYn′ ,p˜, then F (x˜, y, z) = G(xˆ, yˆ, z) ∈ OˆY n′ ,q˜.
Since x = γx˜, γ ≡ 1 mod mt0, and
F (x, y, z) = F (γx˜, y, z) ≡ F (x˜, y, z) mod mt0
implies
F (x, y, z) ≡ G(xˆ, yˆ, z) mod mt0OˆY n′ ,q˜.
Let m be the maximal ideal of R.
Suppose that p˜ ∈ Yn′ is a 1 point, u = xa in OˆYn′ ,p˜. Then (since we can assume
that Y 6= spec(Rˆ)) x | x and x | y in OˆYn′ ,p˜ implies mt0 ⊂ (x, z)t, so that mt ⊂
(xˆ, z)tO
Y n′ ,q˜
.
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Suppose that p˜ ∈ Yn′ is a 2 point, u = (xayb)m in OˆYn′ ,p˜. If x = 0, y = 0 are both
local equations of components of the exceptional locus of Yn′ → Y0, we have xy | x,
xy | y which implies that mt0 ⊂ (xy, z)t, so that mt ⊂ (xˆyˆ, z)t.
If one of x = 0, y = 0 is not a local equation of the exceptional locus, then we
have regular parameters (x′, y′) in OˆSn′ ,p such that x = x′(y′)b, y = y′ (or x = x′, y =
y′(x′)b). In the first case we have
OˆYn′ ,p˜ = k[[ xyb , y, z]]
= k[[γx˜
yb
, y, z]]
= k[[ x˜
yb
, y, z]] = Oˆ
Y n′ ,q˜
.
Thus we have OˆYn′ ,p˜ = OˆY n′ ,q˜. In the second case, we also have OˆYn′ ,p˜ = OˆY n′ ,q˜.
Let π : Y = Y n′ → Y 0 be the morphism of the bottom row of (113). Suppose that
p0 ∈ Y 0 is a 1 point, so that in OˆY 0,p0 ,
u = xa, v = Pp0(x) + x
c0Fp0 .
Suppose that p′ ∈ π−1(p0). Let q be the corresponding closed point of Y = Yn′ .
Suppose that we have permissible parameters (x, y, z) in OˆY,q such that
u = xa, v = Pq(x) + x
cFq(x, y, z) (116)
of the form (109) or (111) with a
a
, c
c0
∈ N, x = x aa = x cc0 . Let (x˜∗, y˜∗, z) be the
corresponding regular parameters at p′ (by the identification (115)).
u = xa = γax˜a = γax˜a∗ = (x˜
′
∗)
a
where we define
x˜∗ = x˜
′
∗γ
− a
a ≡ x˜′∗ mod mt0OˆY ,p′ .
Thus (x˜′∗, y˜∗, z) are permissible parameters for (u, v) in OˆY ,p′
There exists a series P˜q(x) such that
Fp0(x, y, z) = Fq(x, y, z) + P˜q(x).
Thus
Fp0(x, y, z) ≡ Fq(x˜∗, y˜∗, z) + P˜q(x˜∗) mod mt0OˆY ,p′
≡ Fq(x˜′∗, y˜∗, z) + P˜q(x˜′∗) mod mt0OˆY ,p′
Pq(x) = Pp0(x
c
c0 ) + xcP˜q(x)
implies
v = Pp0(x) + x
c0Fp0(x, y, z)
= Pp0((x˜
′
∗)
c
c0 ) + (x˜′∗)
cFp0 (x, y, z)
= Pq(x˜
′
∗) + (x˜
′
∗)
c(Fq(x˜
′
∗, y˜∗, z) + h)
with h ∈ mt0OY ,p′ .
The case when p0 ∈ Y 0 is a 1 point and (110) holds in OˆY,q is a combination of the
case when p0 is a 1 point and the form (109) or (111) holds in OˆY,q, and the following
case.
Suppose that p0 ∈ Y 0 is a 2 point so that in OˆY 0,p0 ,
u = (xayb)m0
v = Pp0 (x
ayb) + xc0yd0Fp0
Suppose that p′ ∈ π−1(p0). Let q be the corresponding closed point in Y = Yn′ .
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Suppose that we have permissible parameters (x, y, z) at q such that
u = (xayb)m1
v = Pq(x
ayb) + xcydFq(x, y, z)
of the form of (110). We have
x = xa1yb1γ1(x, y)
y = xa2yb2γ2(x, y)
where γ1, γ2 are units in OˆY,q, such that
(aa1 + ba2)m0 = am1, (ab1 + bb2)m0 = bm1
where m0 | m1, c0a1 + d0a2 = c, c0b1 + d0b2 = d.
We have
xayb = (xayb)
m1
m0
and
xc0yd0 = xcydφ(x, y)
where φ = γc01 γ
d0
2 . There exists a series P˜q(x
ayb) such that
Fq(x, y, z) = φ(x, y)Fp0 (x, y, z)−
P˜q(x
ayb)
xcyd
.
v = Pp0((x
ayb)
m1
m0 ) + P˜q(x
ayb) + xcydFq(x, y, z)
implies
Pq(x
ayb) = Pp0 ((x
ayb)
m1
m0 ) + P˜q(x
ayb).
Let (x˜∗, y˜∗, z) be the corresponding regular parameters at p
′ to (x, y, z), by the iden-
tification of (115). Define x˜′∗ by
x˜∗ = x˜
′
∗γ
−
m0a
m1a ≡ x˜′∗ mod mt0OY ,p′ .
xayb = (xayb)
m1
m0
implies
xayb = γax˜ayb = γa(x˜a∗ y˜
b
∗)
m1
m0 = ((x˜′∗)
ay˜b∗)
m1
m0
Thus (x˜′∗, y˜∗, z) are permissible parameters for (u, v) in OˆY ,p′ . xc0yd0 = xcydφ implies
xc0yd0 = γc0 x˜c0yd0 = γc0 x˜c∗y˜
d
∗φ(x˜∗, y˜∗) = (x˜
′
∗)
cy˜d∗ φ˜
with
φ˜ ≡ φ(x˜′∗, y˜∗) mod mt0OY ,p′ .
Fp0(x, y, z) ≡ φ(x˜∗, y˜∗)−1(Fq(x˜∗, y˜∗, z) + P˜q(x˜
a
∗
y˜b
∗
)
x˜c
∗
y˜d
∗
) mod mt0OˆY ,p′
≡ φ˜(x˜′∗, y˜∗)−1(Fq(x˜′∗, y˜∗, z) + P˜q((x˜
′
∗
)ay˜b
∗
)
(x˜′
∗
)cy˜d
∗
) mod mt0OˆY ,p′
u = ((x˜′∗)
ay˜b∗)
m1
v = Pp0(((x˜
′
∗)
ay˜b∗)
m1
m0 ) + (x˜′∗)
c(y˜d∗)φ˜Fp0(x, y, z)
= Pp0(((x˜
′
∗)
ay˜b∗)
m1
m0 ) + P˜q((x˜
′
∗)
ay˜b∗) + (x˜
′
∗)
c(y˜d∗)[Fq(x˜
′
∗, y˜∗, z) + h]
= Pq((x˜
′
∗)
ay˜b∗) + (x˜
′
∗)
c(y˜d∗)[Fq(x˜
′
∗, y˜∗, z) + h]
with h ∈ mt0OˆY ,p′ .
The case when p0 ∈ Y 0 is a 2 point and (109) or (111) holds in OˆY,q is similar to
the case when (110) holds in OˆY,q.
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Suppose that p′ is a generic point of C. If (x′, y′, z′) are permissible parameters
at p′ such that x′ = y′ = 0 are local equations of C at p′, then ν(Fp′ (0, 0, z
′)) ≤ 1,
so that after extending π to a sequence of permissible blowups U → U over a small
affine neighborhood U of p, γ(p∗) ≤ 1 at all points p∗ of π−1(p′). Thus the curves in
Sr(U) must be components of π
−1(p), and the strict transforms of the curves D or
D1, D2 in Sr(U), (if they exist), with the notation of Lemma 8.5.
Thus a curve E in Sr(U) must have local equations as asserted by the Theorem.
Theorem 11.5. Suppose that r ≥ 3 and Ar(X) holds. Suppose that p ∈ X is a 1
point or a 2 point with ν(p) = γ(p) = r. Let R = OX,p. Suppose that π : Yp →
Spec(Rˆ) is the sequence of monoidal transforms of sections over the curve C with
local equations x˜ = y = 0 of Theorem 11.2. For q ∈ π−1(p), define
lq =
{ (
min2≤i≤r{[αii ]}+ 3
)
r if Fq is a form (109) or (111).(
min2≤i≤r{[αii ]}+min2≤i≤r{[βii ]}+ 3
)
r if Fq is a form (110).
let l = max{lq | q ∈ π−1(p)}.
Suppose that t ≥ l. Let π : Y p → spec(R) be the sequence of monodial transforms
of Theorem 11.4. Let
· · · → Yn → · · · → Y1 → Y p
be a sequence of permissible monoidal transforms centered at curves C in Sr such that
C is r big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Y p → spec(R)
extends to a permissible sequence of monoidal transforms
U1 → U → U
over an affine neighborhood U of p, in the notation of Theorem 11.4, such that Sr(U1)
contains no curves C such that C is r big. Let
· · · → Zn → · · · → Vp
be a permissible sequence of monoidal transforms centered at curves C in Sr such that
C is r small. Then there exists n1 < ∞ such that π2 : Zp = Zn1 → Vp extends to a
permissible sequence of monoidal transforms
U2 → U1 → U → U
over an affine neighborhood U of p such that Sr(U2) = ∅.
Finally, there exists a sequence of quadratic transforms π3 : Wp → Zp which extends
to a permissible sequence of monoidal transforms
U3 → U2 → U1 → U → U
over an affine neighborhood U of p such that Sr(U3) = ∅, and if
q ∈ (π ◦ π1 ◦ π2 ◦ π3)−1(p),
1. ν(q) ≤ r − 1 if q is a 1 or 2 point.
2. If q is a 2 point and ν(q) = r − 1, then τ(q) > 0.
3. ν(q) ≤ r − 2 if q is a 3 point.
Proof. Let Y = Y p. If q ∈ π−1(p), we have permissible parameters (x, y, z) in OˆY ,q
for (u, v) with forms obtained from those of (109), (110), (111) by modifying Fq by
adding an appropriate series h to Fq.
(109) is modified by changing Fq to
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Fq = τz
r +
r−1∑
j=2
aj(x, y)x
αj zr−j + ǫxαry + h (117)
with h ∈ (x, z)t. By assumption, there exists z˜ ∈ O
Y ,q
and a unit σ ∈ Oˆ
Y ,q
such that
z = σz˜. Then x = z = 0 defines a germ of an algebraic curve D at q. We also assume
that ν(q) = r.
Given a form (117) at q, suppose that D ⊂ Sr(Y ) is a curve such that q ∈ D. By
assumption, Sr(Y ) makes SNCs with B2(Y ). Since D is nonsingular at q, x ∈ IˆD,q
and Fq ∈ IˆrD,q + (x)r−1 by Lemma 6.25 implies
∂r−1Fq
∂zr−1
∈ IˆD,q,
so that z ∈ IˆD,q and x = z = 0 are local equations of D at q.
(110) is modified by changing Fq to
Fq = τz
r +
r−1∑
j=2
aj(x, y)x
αjyβjzr−j + ǫxαryβr + h (118)
with h ∈ (xy, z)t. By assumption, there exists z˜ ∈ O
Y ,q
and a unit σ ∈ Oˆ
Y ,q
such
that z = σz˜. Then x = z = 0 and x = y = 0 define germs of algebraic curves D1 and
D2 at q. We also assume ν(q) = r.
Given a form (118) at q, suppose that D ⊂ Sr(Y ) is a curve such that q ∈ D.
Since (by assumption) Sr(Y ) makes SNCs with B2(Y ), either x or y ∈ IˆD,q, and by
Lemma 6.27, there exist di ∈ k such that
Fq − 1
xcyd
∑
di(x
ayb)i ∈ IˆrD,q + (x)r−1
or
Fq − 1
xcyd
∑
di(x
ayb)i ∈ IˆrD,q + (y)r−1.
∂r−1Fq
∂zr−1
∈ IˆD,q
implies z ∈ IˆD,q so that either x = z = 0 or y = z = 0 are local equations of D at q.
(111) is modified by changing Fq to
Fq = τz
r +
r−1∑
j=2
aj(x, y)x
αjyβjzr−j + ǫxαryβr + h (119)
with h ∈ (x, z)t. By assumption, there exists z˜ ∈ O
Y ,q
and a unit σ ∈ Oˆ
Y ,q
such that
z = σz˜. Then x = z = 0 defines a germ of an algebraic curve D at q. We also assume
ν(q) = r.
Given a form (119) at q, suppose that D ⊂ Sr(Y ) is a curve such that q ∈ D.
By assumption, Sr(Y ) makes SNCs with B2(Y ). As in the analysis of the case when
(117) holds, we conclude that x = z = 0 are local equations of D at q.
Suppose that D ⊂ Sr(Y ) is a curve such that D is r big. Let π′ : Y ′ → Y be the
blowup of D. By assumption, π′ is a permissible monodial transform. Sr(Y
′) makes
SNCs with B2(Y
′) by Lemma 8.8.
First suppose that q ∈ π−1(p) ∩ D, and that u, v have the form of (117). Then
x = z = 0 are local equations of D at q. Fq ∈ (x, z)r implies αr ≥ r if ǫ = 1. Suppose
that q′ ∈ (π′)−1(q). First suppose that q′ has permissible parameters (x1, y, z1) where
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x = x1, z = x1(z1+α) for some α 6= 0. Substituting into Fq, we get ν(Fq′ (0, 0, z1)) ≤
r−1. Suppose that q′ has regular parameters (x1, y, z1) where x = x1z1, z = z1. Then
Fq′ is a unit. The remaining case is when q
′ has permissible parameters (x1, y, z1)
where x = x1, z = x1z1. Then
u = xa1
Fq′ = τz
r
1 +
∑r−1
j=2 aj(x1, y)x
α′j
1 z
r−j
1 + ǫx
α′r
1 y + h1
(120)
where α′j = αj − j for 2 ≤ j ≤ r and h1 ∈ (x1, z1)t−r. We either have a reduction
in multiplicity ν(q′) < r, or ν(q′) = r and we are back in the form of (117) with a
reduction in the αj by j, and a decrease of t by r. By Lemma 8.8, Sr(Y
′) ∪ B2(Y ′)
makes SNCs in a neighborhood of (π′)−1(q). Since Sr(Y
′) is closed in the open set of
1 points of EY ′ , and r ≥ 2, by Lemma 7.7, Sr(Y ′)∩ (π′)−1(q) = ∅ or it is the point q′
of (120), if ν(q′) = r. Suppose that ν(q′) = r in (120). Since there exists a unit series
σ such that σz ∈ O
Y ,q
, there exists a unit series σ′ such that σ′z1 ∈ OY ′,q′ .
Now suppose that q ∈ π−1(p) ∩D, and that u, v have the form of (119). Then we
have that x = z = 0 are local equations of D at q. Since Fq ∈ IˆrD,q, we have αj ≥ j
for all j.
Suppose that q′ ∈ (π′)−1(q). First suppose that q′ has permissible parameters
(x1, y, z1) where x = x1, z = x1(z1 + α) for some α 6= 0. substituting into Fq, we
get ν(Fq′ (0, 0, z1)) ≤ r − 1. Suppose that q′ has regular parameters (x1, y, z1) where
x = x1z1, z = z1. Then Fq′ is a unit. The remaining case is when q
′ has regular
parameters (x1, y, z1) where x = x1, z = x1z1. Then
u = xa1
Fq′ = τz
r
1 +
∑r−1
j=2 aj(x1, y)x
α′j
1 y
βjzr−j1 + ǫx
α′r
1 y
βr + h1
(121)
where α′j = αj − j for 2 ≤ j ≤ r and h1 ∈ (x1, z1)t−r. We either have a reduction in
multiplicity ν(q′) < r, or we are back in the form of (119) with a reduction in αi by i,
and a decrease of t by r. As in the analysis of (117), we either have Sr(Y
′)∩(π′)−1(q) =
∅, or Sr(Y ′)∩ (π′)−1(q) is the single point q′ of (121). In this case there exists a unit
series σ′ such that σ′z1 ∈ OY ′,q′ .
Now suppose that q ∈ π−1(p) ∩ D, and that u, v have the form of (118). Then
either x = z = 0 or y = z = 0 are local equations of D at q. We may suppose that
x = z = 0 are local equations of D at q, so that Fq ∈ (x, z)r.
Suppose that q′ ∈ (π′)−1(q). First suppose that q′ has permissible parameters
(x1, y, z1) where x = x1, z = x1(z1 + α) for some α 6= 0. substituting into Fq, we get
u = (xa1y
b)m and ν(Fq′ (0, 0, z1)) ≤ r− 1. Suppose that q′ has permissible parameters
(x1, y, z1) where x = x1z1, z = z1. Then Fq′ is a unit. The remaining case is when q
′
has permissible parameters (x1, y, z1) where x = x1, z = x1z1. Then
u = (xa1y
b)m
v = P (xa1y
b) + xc+r1 y
dFq′
Fq′ = τz
r
1 +
∑r−1
j=2 aj(x1, y)x
α′j
1 y
βjzr−j1 + ǫx
α′r
1 y
βr + h1
(122)
where α′j = αj − j for 2 ≤ j ≤ r and h1 ∈ (x1y1, z1)t−r. We either have a reduction
in multiplicity ν(q′) < r, or we are back in the form of (118) with a reduction of αi
by i and a decrease of t by r. In this case, there exists a unit series σ′ such that
σ′z1 ∈ OY ′,q′ .
Suppose that q′ ∈ Sr(Y ′)∩ (π′)−1(q) is a 2 point with ν(q′) = r− 1, and q′ lies on
a curve E in Sr(Y
′′). E is transversal to the 2 curve at q′ by Lemma 8.8. By Lemma
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6.27, there exist bt ∈ k such that
Fq′ +
1
xc+r1 y
d
∑
bt(x
a
1y
b)t ∈ IˆrE,q′ + (x1)r−1,
if x1 ∈ IˆE,q′ or the series is in IˆrE,q′ + (y)r−1 if y ∈ IˆE,q′ . Then
∂r−2Fq′
∂zr−2
∈ Iˆ2E,q′ .
Suppose that q′ has permissible parameters (x1, y, z1) such that x = x1, z = x1(z1+α)
with α 6= 0.
Fq′ = Λz
r−1
1 +
r−1∑
i=1
a˜i(x1, y)z
r−1−i
1
where Λ is a unit. xi1 | a˜i (or yi | a˜i) for 1 ≤ i ≤ r − 1 since Fq′ ∈ Iˆr−1E,q′ . Then
z1 ∈ Iˆ2E,q′ + (x1) which is impossible.
Thus, by Lemma 7.7, the only possible point in Sr(Y
′) ∩ (π′)−1(q) is the point q′
of (122). If there is a curve E ⊂ Sr(Y ′) containing q′, then we must have z1 ∈ IˆE,q′
since
∂r−1Fq′
∂zr−1
∈ IˆE,q′ .
Thus E has local equations x1 = z1 = 0 or y = z1 = 0.
After any sequence of permissible monoidal transforms, centered at r big curves
C ⊂ Sr, we eventually obtain π1 : Vp → Y where there are no r big curves C in
Sr(Vp) and Sr(Vp) makes SNCs with B2(Vp).
Further, if q ∈ (π ◦ π1)−1(p), and either q ∈ Sr(Vp) or one of 1. - 3. of the
conclusions of Wp fail at q then q must satisfy one of (117), (118) or (119) (with
ν(q) = r or ν(q) = r − 1).
Suppose that (118) holds at q ∈ (π ◦ π1)−1(p), and ν(q) = r. Then we either
have αj ≥ j for all j or βj ≥ j for all j by Remark 9.19. If αj ≥ j for all j, then
Fq ∈ (x, z)r. If βj ≥ j for all j, then Fq ∈ (y, z)r. Since x = z = 0 and y = z = 0 are
local equations of curves on Vp, in either case we have a curve D ⊂ Sr(Vp) such that
D is r big by Lemma 8.2. Thus (118) cannot hold on Vp with ν(q) = r.
Suppose that (119) holds at q ∈ (π ◦ π1)−1(p), and ν(q) = r. Then we either have
αj ≥ j for all j or βj ≥ j for all j by Remark 9.19. By Remark 11.3, βj < j for some
j. Thus Fq ∈ (x, z)r. Since x = z = 0 are local equations of a curve in Vp, By Lemma
8.2, we must have a curve D ⊂ Sr(Vp) such that D is r big. Thus (119) cannot hold
on Vp, with ν(q) = r.
The only points on (π ◦π1)−1(p) where the conclusions of the Theorem do not hold
are at points q′ over p where one of (123) or (124) following hold.
u = xa
v = P (x) + xcFq
Fq = τz
r +
∑r−1
j=2 aj(x, y)x
αj zr−j + ǫxαry + h
(123)
where ν(q′) = r, some αj < j, and h ∈ (x, z)3r. Further, there exists a series σ
such that σz ∈ OVp,q′ . The other possiblity is that q′ has permissible parameters
(x1, y1, z1) of the form of (122), with
u = (xa1y
b
1)
m
v = P (xa1y
b
1) + x
c
1y
d
1Fq′
Fq′ = τz
r
1 +
∑r−1
j=2 aj(x1, y1)x
α′j
1 y
β′j
1 z
r−j
1 + ǫx
α′r
1 y
β′r
1 + h1
(124)
with ν(q′) = r − 1,
h1 ∈ (x1y1, z1)3r
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and there exists i such that
α′i
i
≤ α
′
j
j
,
β′i
i
≤ β
′
j
j
for 2 ≤ j ≤ r and {
α′i
i
}
+
{
β′i
i
}
< 1.
Further, there exists a series σ such that σz1 ∈ OVp,q′ .
Suppose that D ⊂ Sr(Vp) is a curve (which is necessarily r small). Let π′ : Z1 → Vp
be the blowup of D.
Suppose that q′ ∈ D ∩ (π ◦ π1)−1(p). q′ can only be a point of the form of (123) or
(124).
Suppose that q′ satisfies (123). Then x = z = 0 are local equations of D at q′, and
by Lemma 6.25, ǫ = 1, αr = r − 1 and αj ≥ j if j 6= r − 1.
Suppose that q′′ ∈ (π′)−1(q′). Suppose that OˆZ1,q′′ has regular parameters (x1, y, z1)
where x = x1, z = x1(z1 + α) for some α ∈ k.
u = xa1
Fq′′ = τx1(z1 + α)
r +
∑r−1
j=2 aj(x1, y)x
αj−j+1
1 (z1 + α)
r−j + y − g(x1) + h1
with h1 ∈ (x1, z1)2r for some series g(x1). q′′ is resolved, since ν(Fq′ (0, y, 0)) = 1. If
q′′ has permissible parameters (x1, y, z1) where x = x1z1, z = z1,
u = xa1z
a
1
Fq′′ = τz1 +
∑r−1
j=2 aj(x1z1, y)x
αj
1 z
αj−j+1
1 + x
r−1
1 y + h1
(125)
with h1 ∈ (x1, z1)2r. ν(q′′) ≤ r − 2 since ν(Fq′ (0, 0, z1)) = 1 and r ≥ 3. By Lemma
7.6, (π′)−1(q′) ∩ Sr(Z1) = ∅, and the conclusions of 1. - 3. of the Theorem hold on
(π′)−1(q′).
Suppose that q′ ∈ (π ◦ π1)−1(p) satisfies (124). Then either x1 = z1 = 0 or
y1 = z1 = 0 are local equations of D at q
′. Without loss of generality, assume that
y1 = z1 = 0 are local equations of D at q
′. Then we have β′j ≥ j if 2 ≤ j ≤ r − 1 and
ǫ = 1, β′r = r − 1 by Lemma 6.27. ν(q′) = r − 1 implies α′r = 0.
We have
u = (xa1y
b
1)
m
v = P (xa1y
b
1) + x
c
1y
d
1Fq′ where
Fq′ = τz
r
1 +
∑r−1
j=2 aj(x1, y1)x
α′j
1 y
β′j
1 z
r−j
1 + y
r−1
1 + h1
(126)
with β′j ≥ j for all j,
h1 ∈ (x1y1, z1)3r
Suppose that q′′ ∈ (π′)−1(q′), and q′′ has regular parameters (x1, y2, z2) defined by
y1 = y2, z1 = y2(z2 + α)
Then
u = (xa1y
b
2)
m
v = Pq′′(x
a
1y
b
2) + x
c
1y
d+r−1
2 Fq′′
Fq′
y
r−1
2
= τ(z2 + α)
ry2 +
∑r−1
j=2 ajx
α′j
1 y
β′j−j+1
2 (z2 + α)
r−j + 1 + h2
= 1 + y2Ω
since
h2 ∈ (y2)2r.
a(d+ r − 1)− bc 6= 0 since Fq′ is normalized. Thus Fq′′ = 1 + y2Ω′ is a unit.
100 STEVEN DALE CUTKOSKY
Suppose that q′′ ∈ (π′)−1(q′), and q′′ has regular parameters (x1, y2, z2) defined by
y1 = y2z2, z1 = z2
Then
Fq′′ =
Fq′
z
r−1
2
= τz2 +
∑r−1
j=2 ajx
α′j
1 y
β′j
2 z
β′j−j+1
2 + y
r−1
2 + h2
= τz2 ++y2 + z
2
2Ω
′
(127)
since
h2 ∈ (z2)2r
Thus ν(q′′) = 1. ν(q′′) ≤ r − 2 since r ≥ 3. Thus (π′)−1(q′) ∩ Sr(Z1) = ∅ by Lemma
7.7, and the conclusions 1. - 3. of the Theorem hold on (π′)−1(q′).
We thus construct a permissible sequence of monodial transforms π2 : Zp → Vp
centered at the strict transforms of curves C ⊂ Sr(Vp) which are r small so that
Sr(Zp) contains no curves. Zp → Y p extends to U2 → U in the notation of the
Theorem.
Suppose that q′ ∈ (π◦π1◦π2)−1(p) does not satisfy the conclusions of the Theorem.
Then q must either satisfy (123) or (124).
We cannot have that (123) holds at q′, since then ν(q′) = r, which implies that
αj ≥ j for j ≥ 2 and αr−1 ≥ r − 1, so that x = z = 0 are local equations of a curve
D in Sr(U2). We further see that Sr(U2) = ∅.
Suppose that (124) holds at q′. Then ν(q′) = r − 1 and 2. of the conclusions of
the Theorem does not hold, so that τ(q′) = 0. Thus α′j + β
′
j ≥ j for j 6= r and ǫ = 1,
α′r + β
′
r = r − 1.
First suppose that (124) holds, with τ(q′) = 0, α′r and β
′
r 6= 0. Let π′′ : W1 → Zp
be the quadratic transform with center q′. Suppose that q′′ ∈ (π′′)−1(q′) and OˆW1,q′′
has regular parameters (x2, y2, z2) such that
x1 = x2, y1 = x2(y2 + α), z1 = x2(z2 + β).
with α 6= 0. Set x2 = x2(y2 + α)
−b
a+b . there exists
h2 ∈ (x2)2r
such that
Fq′
x
r−1
2
= τx2(z2 + β)
r +
∑r−1
j=2 ajx
α′j+β
′
j−j+1
2 (y2 + α)
β′j (z2 + β)
r−j + (y2 + α)
β′r + h2
= (y2 + α)
β′r + x2Ω
Thus
u = (xa+b2 )
m
v = Pq′′(x2) + x
c+d+r−1
2 Fq′′
Fq′′ = (y2 + α)
λ+β′r − αλ+β′r + x2Ω′
where λ = d− b(c+d+r−1)
a+b . Since Fq′ is normalized,
(a+ b)(β′r + d)− b(c+ d+ r − 1) = a(d+ β′r)− b(c+ r − 1− β′r)
= a(d+ β′r)− b(c+ α′r) 6= 0
Thus λ+ β′r 6= 0. q′′ is thus a resolved point.
Suppose that q′′ ∈ (π′′)−1(q′) has permissible parameters (x2, y2, z2) such that
x1 = x2, y1 = x2y2, z1 = x2(z2 + β).
There exists
h2 ∈ (x2)2r
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such that
Fq′
x
r−1
2
= τx2(z2 + β)
r +
∑r−1
j=2 ajx
α′j+β
′
j−j+1
2 y
β′j
2 (z2 + β)
r−j + y
β′r
2 + h2
= y
β′r
2 + x2Ω
b(c+ d+ r − 1)− (a+ b)(d+ β′r) 6= 0
since Fq′ is normalized.
Thus
u = (xa+b2 y
b
2)
m
v = Pq′′(x
a+b
2 y
b
2) + x
c+d+r−1
2 y
d
2Fq′′
Fq′′ = y
β′r
2 + x2Ω
′
ν(Fq′′) ≤ β′r < r − 1.
Suppose that q′′ ∈ (π′′)−1(q′) has regular parameters (x2, y2, z2) such that
x1 = x2y2, y1 = y2, z1 = y2(z2 + β).
Then
u = (xa2y
a+b
2 )
m
v = Pq′′(x
a
2y
a+b
2 ) + x
c
2y
c+d+r−1
2 Fq′′
Fq′′ = x
α′r
2 + y2Ω
′
since Fq′ is normalized. ν(Fq′′) ≤ α′r < r − 1.
The remaining point in q′′ ∈ (π′′)−1(q′) has regular parameters (x2, y2, z2) such
that
x1 = x2z2, y1 = y2z2, z1 = z2.
There exists
h2 ∈ (z2)2r
such that
Fq′′ =
Fq′
z
r−1
1
= τz2 +
∑r−1
j=2 ajx
α′j
2 y
β′j
2 z
α′j+β
′
j−j+1
2 + x
α′r
1 y
β′r
2 + h2
≡ τz2 mod (x2, y2, z22) (128)
Thus q′′ is a 3 point with ν(Fq′′) = 1 ≤ r − 2, since r ≥ 3.
ν(q′′) < r − 1 for q′′ ∈ (π′′)−1(q′), so that (π′′)−1(q′) ∩ Sr(Y ′′) = ∅, and the
conclusions of 1.-3. of Theorem 11.5 hold on (π′′)−1(q′).
Now suppose that (124) holds, with τ(q′) = 0 and α′r = 0 or β
′
r = 0. Since the 2
cases are symmetric, we may assume that α′r = 0.
We thus have β′r = r − 1 (and α′j + β′j ≥ j for j 6= m). Suppose that i 6= r.
Then
α′i
i
≤ α′r
r
implies α′i = 0 and
β′i
i
≤ r−1
r
< 1 implies β′i < i, so that τ(q
′) > 0, a
contradiction. We thus have i = r.
r − 1
r
=
β′r
r
≤ β
′
j
j
for all j implies β′j ≥ j− jr for 2 ≤ j < r. Since β′j ∈ N, we have β′j ≥ j, and the curve
D with local equations y1 = z1 = 0 at q
′ is such that D ⊂ Sr(Zp), a contradiction.
Theorem 11.6. Suppose that r = 2 and A2(X) holds. Suppose that p ∈ X is a 1
point or a 2 point with ν(p) = γ(p) = 2. Let R = OX,p. Suppose that π : Yp →
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Spec(Rˆ) is the sequence of monoidal transforms of sections over the curve C with
local equations x˜ = y = 0 of Theorem 11.2. For q ∈ π−1(p), define
lq =
{
([α22 ] + 3)2 if Fq is a form (109) or (111).
([α22 ] + [
β2
2 ] + 3)2 if Fq is a form (110).
let l = max{lq | q ∈ π−1(p)}.
Suppose that t ≥ l. Let π : Y p → spec(R) be the sequence of monodial transforms
of Theorem 11.4. Let
· · · → Yn → · · · → Y1 → Y p
be a sequence of permissible monoidal transforms centered at curves C in S2 such that
C is 2 big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Y p → spec(R)
extends to a permissible sequence of monoidal transforms
U1 → U → U
over an affine neighborhood U of p, in the notation of Theorem 11.4, such that S2(U1)
contains no curves C such that C is 2 big. Let
· · · → Zn → · · · → Vp
be a permissible sequence of monoidal transforms centered at curves C in S2 such that
C is 2 small. Then there exists n1 < ∞ such that π2 : Zp = Zn1 → Vp extends to a
permissible sequence of monoidal transforms
U2 → U1 → U → U
over an affine neighborhood U of p such that S2(U2) = ∅.
Finally, there exists a sequence of quadratic transforms and monodial transforms
centered at strict transforms of 2 curves C on Zp such that C is 1 big and C is a
section over a 2 small curve blown up in Zp → Vp, π3 : Wp → Zp which extends to a
permissible sequence of monoidal transforms
U3 → U2 → U1 → U → U
over an affine neighborhood U of p such that S2(U3) = ∅, and if
q ∈ (π ◦ π1 ◦ π2 ◦ π3)−1(p)
then q is resolved.
Proof. The analysis of Theorem 11.5 is valid for r = 2, except in (125), (127) and
(128).
The situation of (128) cannot occur when r = 2, since this comes from the case
when (124) holds, with τ(q′) = 0, α′r and β
′
r 6= 0. Since α′r + β′r = r− 1 = 1, this case
cannot occur.
Suppose that a case (125) occurs in
(π ◦ π1 ◦ π2) : Zp → spec(R).
Then we have a 2 point q′′ ∈ (π ◦ π1 ◦ π2)−1(p) such that
u = (xa1z
b
1)
m
v = Pq′′(x
a
1z
b
1) + x
c
1z
d
1Fq′′
Fq′′ = z1 + x1y1 + h1
with h1 ∈ (x1, z1)4.
Let C be the 2 curve on Zp with local equations x1 = z1 = 0. C is 1 big by Lemma
8.1.
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Let π′ : W1 → Zp be the blowup of C. Suppose that q ∈ (π′)−1(q′′) is a 1 point.
Then there exist regular parameters (x2, y1, z2) in OˆW1,q such that
x1 = x2, z1 = x2(z2 + α)
with α 6= 0. Set
x2 = x2(z1 + α)
− b
a+b .
u = x
(a+b)m
2
v = Pq′′(x
a+b
2 ) + x
c+d+1
2 (z2 + α)
d−
b(c+d+1)
a+b (z2 + α+ y1 + x1Ω)
Thus ν(Fq(0, y1, z2)) = 1 and q is resolved.
Suppose that q ∈ (π′)−1(q′′) is the 2 point with permissible parameters
x1 = x2, z1 = x2z2.
Then Fq =
Fq′′
x2
= z2 + y1 + x1Ω and q is resolved.
If q ∈ (π′)−1(q′′) is the 2 point with permissible parameters
x1 = x2z2, z1 = z2
then
Fq =
Fq′′
z2
= 1 + x2y1 + z2Ω
and is resolved.
Suppose that a case (127) occurs in
(π ◦ π1 ◦ π2) : Zp → spec(R).
Then we have a 3 point q′′ ∈ (π ◦ π1 ◦ π2)−1(p) such that
u = (xa2y
b
2z
c
2)
m
v = Pq′′(x
a
2y
b
2z
c
2) + x
d
2y
e
2z
f
2Fq′′
Fq′′ = z2 + y2 + h1
with h1 ∈ (z2)4.
Let C be the 2 curve on Zp with local equations y2 = z2 = 0. C is 1 big by Lemma
8.1. Let π′ :W1 → Zp be the blowup of C. Suppose that q ∈ (π′)−1(q′′) is a 2 point.
Then there exist regular parameters (x2, y3, z3) in OˆW1,q such that
y2 = y3, z2 = y3(z3 + α)
with α 6= 0. Set y3 = y3(z3 + α)−
c
b+c .
u = (xa2y
b+c
3 )
m = (xa2y
b
3)
m
v = Pq′′(x
a
2y
b+c
3 ) + x
d
2y
e+f+1
3 (z3 + α)
f−
c(e+f+1)
b+c (z3 + α+ 1 + y
3
3Ω)
with (a, b) = 1. Thus ν(Fq(0, 0, z3)) = 1 and q is resolved.
Suppose that q ∈ (π′)−1(q′′) is the 3 point with permissible parameters y2 = y3,
z2 = y3z3. Then
Fq =
Fq′′
y3
= z3 + 1 + y
3
3Ω
and q is resolved.
Suppose that q ∈ (π′)−1(q′′) is the 3 point with permissible parameters y2 = y3z3,
z2 = z3. Then
Fq =
Fq′′
z3
= 1 + y3 + z
3
3Ω
and q is resolved.
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Theorem 11.7. Suppose that r ≥ 3 and Ar(X) holds. Suppose that p ∈ X is a 2
point such that ν(p) = r − 1, τ(p) = 0 and γ(p) = r. Let C be the 2 curve containing
p. Let R = OX,p.
There exists a sequence of permissible monoidal transforms centered at sections over
C, Y p → spec(R), which extends to a sequence of permissible monoidal transforms
U → U where U is an affine neighborhood of p, with the following property.
Let
· · · → Yn → · · · → Y1 → Y p
be a sequence of permissible monoidal transforms centered at curves C in Sr such that
C is r big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Y → spec(R)
extends to a permissible sequence of monoidal transforms
U1 → U → U
over an affine neighborhood U of p, in the notation of Theorem 11.4, such that Sr(U1)
contains no curves C such that C is r big. Let
· · · → Zn → · · · → Vp
be a permissible sequence of monoidal transforms centered at curves C in Sr such that
C is r small. Then there exists n1 < ∞ such that π2 : Zp = Zn0 → Vp extends to a
permissible sequence of monoidal transforms
U2 → U1 → U → U
over an affine neighborhood U of p such that Sr(U2) = ∅.
Finally, there exists a sequence of quadratic transforms π3 : Wp → Zp which extends
to a permissible sequence of monoidal transforms
U3 → U2 → U1 → U → U
over an affine neighborhood U of p such that Sr(U3) = ∅, and if
q ∈ (π ◦ π1 ◦ π2 ◦ π3)−1(p),
1. ν(q) ≤ r − 1 if q is a 1 or 2 point.
2. If q is a 2 point and ν(q) = r − 1, then τ(q) > 0.
3. ν(q) ≤ r − 2 if q is a 3 point.
Theorem 11.8. Suppose that r = 2 and A2(X) holds Suppose that p ∈ X is a 2
point such that ν(p) = 1, τ(p) = 0 and γ(p) = 2. Let R = OX,p.
There exists a sequence of permissible monoidal transforms centered at sections
over C, Y p → spec(R) which extends to a sequence of permissible monoidal transforms
U → U , where U is an affine neighborhood of p, with the following property.
Let
· · · → Yn → · · · → Y1 → Y p
be a sequence of permissible monoidal transforms centered at curves C in S2 such that
C is 2 big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Y p → spec(R)
extends to a permissible sequence of monoidal transforms
U1 → U → U
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over an affine neighborhood U of p, in the notation of Theorem 11.4, such that S2(U1)
contains no curves C such that C is 2 big. Let
· · · → Zn → · · · → Vp
be a permissible sequence of monoidal transforms centered at curves C in S2 such that
C is 2 small. Then there exists n1 <∞ such that π2 : Zp = Zn1 → Yn0 extends to a
permissible sequence of monoidal transforms
U2 → U1 → U → U
over an affine neighborhood U of p such that S2(U2) = ∅.
Finally, there exists a sequence of quadratic transforms and monodial transforms
centered at strict transforms of 2 curves C on Zp such that C is 1 big and C is a
section over a 2 small curve blown up in Zp → Vp, π3 : Wp → Vp which extends to a
permissible sequence of monoidal transforms
U3 → U2 → U1 → U → U
over an affine neighborhood U of p such that S2(U3) = ∅, and if
q ∈ (π ◦ π1 ◦ π2 ◦ π3)−1(p)
then q is resolved.
Proof. (of Theorems 11.7 and 11.8) The conclusions of Lemma 8.5 hold at p.
The conclusions of Lemma 11.1 must be modified to: αj+βj ≥ j for 2 ≤ j ≤ r−2,
αr + βr ≥ r − 1.
In the conclusions of Theorem 11.2, we must add a fourth case:
u = (xayb)m
v = P (xayb) + xcydFq
Fq = τz
r +
∑r−1
i=2 ai(x, y)x
αiyβizr−i + yr−1
(129)
with βi ≥ i for all i.
Theorem 11.4 must be modified by adding the case Fq equivalent mod (xy, z)
t to
a form (129). The proof of Theorem 11.5 must be modified by adding an analysis
of (129). Such q are not effected by blowing up r big curves, so the construction of
π1 : Vp → Y p is as in the proof of Theorem 11.5. Suppose that q ∈ (π ◦ π1)−1(p)
satisfies (129). There is a unique r small curve D ⊂ Sr(Vp) containing q, which
has local equations y = z = 0. Let π′ : Z1 → Y p be the blowup of D. Then if
r ≥ 3, all points of (π′)−1(q) satisfy 1. - 3. of the conclusions of the Theorem, and
Sr(Z1) ∩ (π′)−1(q) = ∅.
If r = 2, and q′ ∈ (π′)−1(q) is the 3 point, then there exist permissible parameters
(x, y1, z1) at q
′ such that
Fq′ = z1 + y1 + z
2
1Ω.
If C is the 2 curve with local equations y1 = z1 = 0, then C is 1 big, and if π
′ :W1 →
Zp is the blowup of C, then all points of (π
′)−1(q′) are resolved.
12. reduction of ν in a second special case
Throughout this section, we will assume that ΦX : X → S is weakly prepared.
Theorem 12.1. (Theorem27) Suppose that r ≥ 2, Ar(X) holds, p ∈ X is a 2 point
with ν(p) = r−1, C is a generic curve through p, and there are permissible parameters
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(x, y, z) at p for (u, v) (with y, z ∈ OX,p) such that Lp(x, 0, 0) 6= 0, and C has local
equations y = z = 0 at p. Let R = OX,p. We have an expression at p
u = (xayb)m
v = P (xayb) + xcydFp
Fp = τx
r−1 +
∑r−1
i=1 a˜i(y, z)x
r−i−1
(130)
where τ is a unit and ν(a˜i) ≥ i for all i. Then there exists a finite sequence of
permissible monodial transforms π : Y → Spec(R) centered at sections over C, such
that for q ∈ π−1(p), there exist permissible parameters (x, y, z) at q such that Fq has
one of the following forms.
1.
u = (xayb)m
v = P (xayb) + xcydFq with
Fq = τx
r−1 +
∑r−1
j=1 y
djΛj(y, z)x
r−1−j
(131)
where τ is a unit, Λj(y, z) = 0 or ej = ν(Λj(0, z)) = 0 or 1 and dj + ej ≥ j for
all j.
2.
u = (xaybzc)m
v = P (xaybzc) + xdyezfFq with
Fq = τx
r−1 +
∑r−1
j=1 aj(y, z)y
djzejxr−1−j
(132)
where τ is a unit, dj + ej ≥ j, aj are units (or zero) for all j and there exists
an i such that 1 ≤ i ≤ r − 1, ai 6= 0 and
di
i
≤ dj
j
,
ei
i
≤ ej
j
for 1 ≤ j ≤ r − 1. We further have{
di
i
}
+
{ei
i
}
< 1.
3.
u = (xayb)m
v = P (xayb) + xcydFq with
Fq = τx
r−1 +
∑r−1
j=1 aj(y, z)y
djzejxr−1−j
(133)
where τ is a unit, dj + ej ≥ j, aj are units (or zero) for all j and there exists
an i such that 1 ≤ i ≤ r − 1, ai 6= 0 and
di
i
≤ dj
j
,
ei
i
≤ ej
j
for 1 ≤ j ≤ r − 1. We further have{
di
i
}
+
{ei
i
}
< 1.
In all these cases x = x and x = 0 is a local equation at q of the strict transform
of the component of EX with local equation x = 0 at p.
There exists an affine neighborhood U of p such that Y → spec(R) extends to a
sequence of permissible monoidal transforms U → U such that Ar(U) holds.
Suppose that r ≥ 3. Let Di be the curves in Sr−1(X) which contain p, and such
that x ∈ IˆDi,p. We further have that the strict transforms Di of the Di on U are
nonsingular, disjoint and make SNCs with B2(U).
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Proof. Set S0 = Spec(k[y, z]), Y0 = Spec(R). Consider the sequence of monoidal
transforms centered at sections over C
· · · → Yn → Yn−1 → Yn−2 → · · · → Y1 → Y0 (134)
where the sequence is obtained from a sequence of quadratic transforms
· · · → Sn → Sn−1 → · · · → S1 → S0 (135)
over the closed point p0 with local equations y = z = 0 in S0, and (134) is obtained
from (135) by base change with Y0 → S0, so that Yi ∼= Si ×S0 Y0.
The map Sˆ0 → Yˆ0 obtained from the natural projection
k[[x, y, z]]→ k[[y, z]]
induces maps Si ×S0 Sˆ0 → Yi ×Y0 Yˆ0 such that the composed map
Si ×S0 Sˆ0 → Yi ×Y0 Yˆ0 → Si ×S0 Sˆ0
is an isomorphism for all i.
We can thus identify the center of the quadratic transform Si+1 → Si with a point
pi ∈ Yi over p. A section over C through pi is blown up in (134) only if none of the
forms (131), (132) or (133) hold at pi.
We will show that (134) is finite, so that there exists n such that Yn satisfies the
conclusions of the theorem.
Suppose that (134) is not finite. Then we may assume that there exists an infinite
sequence of points p0, p1, p2, . . . , pn, . . . such that Yi+1 → Yi is a permissible monoidal
transform, centered at a section Ci over C, containing pi, such that pi maps to pi−1
for all i, and Fpi does not satisfy (131), (132) or (133) for any i.
Each point pi has permissible parameters (x, yi, zi) for (u, v), such that one of the
following cases hold.
Case 1 pi is a 2 point
u = (xaiybii )
mi , v = Pi(x
aiybii ) + x
cydii Fi
with aimi = am, and permissible parameters at pi+1 are as in one of the following
cases.
Case 1a
yi = yi+1, zi = yi+1(zi+1 + αi+1)
Case 1b
yi = yi+1zi+1, zi = zi+1
Case 2 pi is a 3 point
u = (xaiωkii )
mi , ωi = y
bi
i z
ci
i
v = Pi(x
aiωkii ) + x
cωdii Fi
with aimi = am, (bi, ci) = 1, (ai, ki) = 1, and permissible parameters at pi+1 are as
in one of the following cases.
Case 2a
yi = yi+1, zi = yi+1zi+1
Case 2b
yi = yi+1zi+1, zi = zi+1
Case 2c
yi = yi+1(zi+1 + αi+1)
−
ci
bi+ci , zi = yi+1(zi+1 + αi+1)
bi
bi+ci
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with αi+1 6= 0. In Case 2c, yi+1, zi+1 are constructed from the monoidal transform
yi = yi+1, zi = yi+1(zi+1 + αi+1).
Then define
yi+1 = yi+1(zi+1 + αi+1)
−
ci
bi+ci , zi+1 = zi+1.
If pi is a 2 point, then y is a power of yi, and if qi is a 3 point, then y is a monomial
in yi and zi. If pi is a 2 point, then there is a series gi such that
Fi = Fp − gi(x
aiybii )
xcydii
.
If pi is a 3 point, then there is a series gi such that
Fi = Fp − gi(x
aiωkii )
xcωdii
.
In either case, we have an expression
Fi = Fpi = τ
′xr−1 +
r−1∑
j=1
a′j(yj , zj)x
r−j−1.
We will show that τ ′ is a unit. Suppose not. First suppose that pi is a 2 point.
Then aidi − bi(c+ r − 1) = 0.
(xayb)m = (xaiybi)mi
implies y = y
bimi
bm
i . x
c+r−1yd = xc+r−1ydii implies
di =
bimid
mb
.
Thus ad− b(c+ r − 1) = 0, a contradiction to the assumption that Fp is normalized.
Now suppose that pi is a 3 point and τ
′ is not a unit. Then aidi− (c+ r−1)ki = 0.
(xayb)m = (xaiωkii )
mi
implies y = ω
kimi
mb
i . x
c+r−1yd = xc+r−1ωdii implies
di =
dkimi
mb
.
Thus ad− (c+ r − 1)b = 0, a contradiction to the assumption that Fp is normalized.
If pi is a 2 point,
a′j =


a˜j − c˜ytj(i)i if ai(di + tj(i))− bi(c+ r − j − 1) = 0 with tj(i) ∈ N
and c˜ is the coefficient of y
tj(i)
i in the expansion of a˜j in terms of yi, zi
a˜j if ai(di + t)− bi(c+ r − j − 1) 6= 0 for any t ∈ N.
If pi is a 3 point,
a′j =


a˜j − c˜ωtj(i)i if ai(di + tj(i))− ki(c+ r − j − 1) = 0 with tj(i) ∈ N
and c˜ is the coefficient of ω
tj(i)
i in the expansion of a˜j in terms of yi, zi
a˜j if ai(di + t)− ki(c+ r − j − 1) 6= 0 for any t ∈ N.
In particular, there exists at most one value of tj(i) such that a term can be removed
from any a˜j .
Set u = yb, vj = y
da˜j(y, z). We have
u = (xau)m
v = P (xau) + τxc+r−1yd +
∑r−1
j=1 vjx
c+r−1−j.
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By Theorem 9.4, Lemma 9.2 and Theorem 9.8, there exists i0 such that for i ≥ i0 in
(135), one of the following forms holds at pi, for 1 ≤ j ≤ r − 1.
If pi is a 2 point,
u = ybimii
vj = Pji(yi) + y
dj(i)
i ψji(yi, zi)
ej(i)
(136)
where ej(i) ≥ 1, ν(ψji(0, zi)) = 1 or ψji = 0 for 1 ≤ j ≤ r − 1.
If pi is a 3 point,
u = (ωkii )
mi = (ybii z
ci
i )
kimi
vj = Pji(ωi) + y
dj(i)
i z
ej(i)
i φji(yi, zi)
(137)
where φji(yi, zi) is a unit and dj(i)ci − biej(i) 6= 0, or φji = 0 for 1 ≤ j ≤ r − 1.
For i sufficiently large, we have that u vj = 0 are SNC divisors for 1 ≤ j ≤ r − 1 (by
Lemma 9.16).
Suppose that (136) holds at pi with ej(i) = 1 or φji = 0 for all j. If there exists
tj(i) ∈ N such that
ai(di + tj(i))− bi(c+ r − j − 1) = 0,
then the normalized form of xc+r−1−jvj at pi is
xc+r−1−jvj − c˜xc+r−1−jytj(i)+dii = xc+r−1−jyλj(i)i Λji(yi, zi)
where Λji is a unit, zero, or ν(Λji(0, zi)) = 1.
If there does not exist t ∈ N such that
ai(di + t)− bi(c+ r − j − 1) = 0,
then
xc+r−1−jvj = x
c+r−1−jy
λj(i)
i Λji(yi, zi)
where Λji is a unit, 0 or ν(Λji(0, zi)) = 1.
Thus if (136) holds at pi, with ej(i) = 1 or φji = 0 for all j, (131) holds at pi.
If pi is a 3 point, so that (137) holds, and pi+1 is a 2 point, then (136) holds at
pi+1, with ej(i) = 1 or ψji = 0 for 1 ≤ j ≤ r − 1, so that (131) holds at pi+1.
We are reduced to the 2 cases where either for all i ≥ i0 in (135) all monoidal
transforms are of the forms 2a or 2b, or for all i ≥ i0 in (135), all monoidal transforms
are of the form 1a with some ej(i) > 1.
If all monoidal transforms are of the form 2a or 2b for i ≥ i0, then Fi = Fi0 for all
i ≥ i0. If
Fi0 = τ0x
r−1 +
r−1∑
j=1
a˜j(yi0 , zi0)x
r−1−j
then for i >> i0, a˜j(yi0 , zi0) is a monomial in yi and zi times a unit for all j by Lemma
9.16. By Lemmas 9.17 and Corollary 9.18, there exists i1 > i0 such that (132) holds
at pi1 .
Suppose that all monoidal transforms are of the form 1a for i ≥ i0 and some
ej(i) > 1. There exists a permissible change of parameters (x, yi0 , zi0) such that
zi0 = zi0 − p˜(yi0)
for some series p˜, such that (x, yi, zi) are permissible parameters at pi for all i ≥ i0
with yi = yi0 , zi0 = y
i−i0
i zi. Let
F = P (yi) + F i
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be the normalized form of F with respect to the parameters (x, yi, zi). Then F i = F i0
for i ≥ i0. If
F i0 = τ0x
r−1 +
r−1∑
j=1
a˜j(yi0 , zi0)x
r−1−j
then for i >> i0, a˜j(yi0 , zi0) is a monomial in yi and zi times a unit for all j by
Lemma 9.16. By Lemma 9.17 and Corollary 9.18 there exists i1 > i0 such that (133)
holds at pi1 .
C generic implies Fq is resolved for q ∈ C a generic point. There exists an affine
neighborhood U of p such that Y → spec(R) extends to a permissible sequence of
monoidal transforms of sections over C, U → U such that Sr(U)∪B2(U) is contained
in the union of B2(U) and the strict transform of Sr(U). Thus Ar(U) holds.
If r ≥ 3, we can choose i0 sufficiently large in obtaining the forms of (136) and
(137) so that the strict transforms of the curves Di in Sr−1(U) such that x ∈ IˆDi,p
are disjoint and make SNCs with B2(U).
Theorem 12.2. Suppose that r ≥ 3, Ar(X) holds, p is a 2 point with ν(p) = r − 1,
and L(x, 0, 0) 6= 0, as in the assumptions of Theorem 12.1. Let R = OX,p. Suppose
that π : Yp → Spec(R) is the morphism of Theorem 12.1.
Let
· · · → Yn → · · · → Y1 → Yp
be a sequence of permissible monodial transforms centered at 2 curves D such that D
is r-1 big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Yp → spec(R)
extends to a permissible sequence of monodial transforms
U1 → U → U
over an affine neighborhood U of p (with the notation of Theorem 12.1) such that U1
contains no 2 curves D such that D is r-1 big or r small, and for q ∈ U1,
1. If q is a 1 or a 2 point then ν(q) ≤ r. ν(q) = r implies γ(q) = r.
2. If q is a 3 point then ν(q) ≤ r − 2.
3. Sr(U1) makes SNCs with B2(U1).
There exists a sequence of quadratic transforms Wp → Vp such that if Zp → Wp is
the sequence of monodial transforms (in any order) centered at the strict transforms
of curves C in Sr(X) then
Zp →Wp → Vp → Yp → spec(R)
extends to a permissible sequence of monodial transforms
π : U2 → U1 → U → U
over an affine neighborhood of p such that U2 contains no 2 curves D such that D is
r-1 big or r small. Sr(U2) makes SNCs with B2(U2), and if q ∈ π−1(p),
1’.: ν(q) ≤ r if q is a 1 or 2 point. ν(q) = r implies γ(q) = r.
2’.: If q is a 2 point and ν(q) = r−1, then either τ(q) > 0 or γ(q) = r or τ(q) = 0
and (133) holds at q with 0 < di < i, ei = i and Sr−1(Y1) contains a single curve
D containing q, and containing a 1 point, which has local equations x = z = 0
at q.
3’.: ν(q) ≤ r − 2 if q is a 3 point.
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Proof. Suppose that there exists a 2 curve D ⊂ Y = Yp such that D is r-1 big. Let
π1 : Y1 → Y be the blowup of D. Then Ar(Y1) holds by Lemmas 8.6 and 8.7, since
ν(q) = r − 1 for all q ∈ D.
Suppose that q ∈ D and (131) holds at q. Then dj ≥ j for all j. Suppose that
q′ ∈ π−11 (q) and OˆY1,q′ has regular parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α)
with α 6= 0. Then q′ is a 1 point, so that ν(q′) ≤ r and ν(q′) = r implies γ(q′) = r by
Lemma 8.6.
Suppose that q′ ∈ π−11 (q) and q′ has permissible parameters (x1, y1, z) such that
x = x1, y = x1y1
Then
u = (xa+b1 y
b
1)
m
v = P (xa+b1 y
b
1) + x
c+d+r−1
1 y
d
1Fq′
Fq′ =
Fq
x
r−1
1
= τ +
∑r−1
j=1 y
dj
1 Λj(x1y1, z)x
dj−j
1
so that ν(Fq′ ) = 0.
Suppose that q′ ∈ π−11 (q) and q′ has permissible parameters (x1, y1, z) such that
x = x1y1, y = y1
Then
u = (xa1y
a+b
1 )
m
v = P (xa1y
a+b
1 ) + x
c
1y
c+d+r−1
1 Fq′
Fq′ =
Fq
y
r−1
1
= τxr−11 +
∑r−1
j=1 y
dj−j
1 Λj(y1, z)x
r−1−j
1
so that either ν(Fq′ ) < r − 1, or we are back in the form (131) but the dj have
decreased by j.
Suppose that q ∈ D and (132) holds at q. Without loss of generality, we may
assume that D has local equations x = z = 0 at q. Then ej ≥ j for all j. Suppose
that q′ ∈ π−11 (q) and OˆY1,q′ has regular parameters (x1, y, z1) such that
x = x1, z = x1(z1 + α)
with α 6= 0. Set
x1 = x1(z1 + α)
− c
a+c
Set λ = f + (d+ f + r − 1)( −c
a+c ),
G(x1, y, z1) =
(z1 + α)
λFq
xr−11
= (z1 + α)
λτ +
r−1∑
j=1
(z1 + α)
λ+ejaj(y,x1(z1 + α))y
djx
ej−j
1
Then
u = (xa
′
1 y
b′)m
′
v = P ((xa
′
1 y
b′)
m′
m ) + xd+f+r−11 y
eG
G(0, 0, z1) = (z1 + α)
λ

τ0 + ∑
dj=0,ej=j
aj(0, 0)(z1 + α)
j


where τ0 = τ(0, 0, 0), (a+ c)m = a
′m′, bm = b′m′, (a′, b′) = 1.
Fq′(0, 0, z1) =
{
G(0, 0, z1) if a
′e− b′(d+ f + r − 1) 6= 0
G(0, 0, z1)−G(0, 0, 0) if a′e− b′(d+ f + r − 1) = 0
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Thus ν(Fq′ (0, 0, z1)) ≤ r, except possibly if λ = 0 and a′e − b′(d + f + r − 1) = 0.
Then we have
af − c(d+ r − 1) = 0 (138)
and
[ae− b(d+ r − 1)] + [ce− fb] = 0 (139)
with a, b, c > 0. Substituting d+ r − 1 = af
c
into (139), we get
(
a
c
+ 1)(ce− bf) = 0
so that
ce− bf = 0 (140)
and
ae− b(d+ r − 1) = 0 (141)
(138), (140) and (141) cannot all hold since Fq is normalized. Thus ν(Fq′ (0, 0, z1)) ≤ r
and ν(q′) ≤ r, γ(q′) ≤ r.
Suppose that q′ ∈ π−11 (q) and q′ has permissible parameters (x1, y, z1) such that
x = x1, z = x1z1
Then ν(q′) = 0.
Suppose that q′ ∈ π−11 (q) and q′ has permissible parameters (x1, y1, z) such that
x = x1z1, z = z1
Then we either have a 3 point with ν(q′) < r− 1, or we are back in the form of (132)
with ei decreased by i.
Suppose that q ∈ D and (133) holds at q. Then dj ≥ j for all j. Suppose that
q′ ∈ π−11 (q) and OˆY1,q′ has regular parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α)
with α 6= 0. Then q′ is a 1 point so that ν(q′) ≤ r and γ(q′) ≤ r by Lemma 8.6.
Suppose that q′ ∈ π−11 (q) and q′ has permissible parameters (x1, y1, z) such that
x = x1, y = x1y1
Then ν(q′) = 0.
Suppose that q′ ∈ π−11 (q) and q′ has permissible parameters (x1, y1, z) such that
x = x1y1, y = y1
Then we either have a 2 point with ν(q′) < r− 1, or we are back in the form of (133)
with di decreased by i.
After a finite number of blowups of 2 curves π1 : Yn0 → Y we have that there are
no 2 curves D on Yn0 such that D is r-1 big. By Lemmas 8.6, 8.7, and since all 3
points q ∈ (π ◦ π1)−1(p) have ν(q) ≤ r − 2 (if q is a 3 point and ν(q) = r − 1 so
that q satisfies (132), then either dj ≥ j for all j or ej ≥ j for all j), there exists a
neighborhood U1 with the properties asserted by the statement of the Theorem.
The only 2 points q ∈ (π ◦ π1)−1(p) where ν(q) = r − 1 and γ(q) > r either satisfy
(131) with some dj = j − 1 and ej = 1 (so that τ(q) ≥ 1) or satisfy (133) with
ν(q) = r − 1 and di < i so that ei ≥ i. Furthermore, x = 0 is a local equation at q of
the strict transform of the surface with local equation x = 0 at p.
Suppose that D ⊂ Sr(X) is a curve containing p, and D is the strict transform
of D on U1. D can only intersect (π ◦ π1)−1(p) at points q such that q is a 2 point
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and ν(q) = r or ν(q) = r − 1 by Lemma 7.7 and Lemma 7.6. We must either have
γ(q) ≤ r or q satisfies (131) or (133).
Suppose that q ∈ D ∩ (π ◦ π1)−1(p) satisfies (131) or (133) and y ∈ IˆD,q. Then
there exist aj ∈ k such that
Fq −
∑
aj
(xayb)j
xcyd
∈ (y)r−1 + (y, f(x, z))r
where y = f(x, z) = 0 are local equations of D at q (by Lemma 6.27). This is
impossible by the form of Fq. Thus x ∈ IˆD,q.
Suppose that q satisfies (131). We have
Iˆ
D,q
= (x, z − φ(y))
for some series φ. There exist aj ∈ k such that, when renormalizing with respect to
these new parameters,
Fq −
∑
aj
(xayb)j
xcyd
∈ (x)r−1 + (x, z − φ(y))r
by Lemma 6.27. Setting x = 0 in
Fq −
∑
aj
(xayb)j
xcyd
,
we get ydr−1Λr−1(y, z) or y
dr−1Λr−1(y, z) + c˜y
n for some c˜ ∈ k, n ∈ N. Thus
(z − φ(y))r | ydr−1Λr−1(y, z)
or
(z − φ(y))r | ydr−1Λr−1(y, z) + c˜yn
which is nonzero since x 6 | Fq. As ν(Λr−1(y, z)) ≤ 1, this is a contradiction. Thus
q cannot have the form of (131).
Suppose that q satisfies (133). We have Iˆ
D,q
= (x, z − φ(y)) for some series φ.
There exists aj ∈ k such that
Fq −
∑
aj
(xayb)j
xcyd
∈ (x)r−1 + (x, z − φ(y))r
by Lemma 6.27. Setting x = 0 in
Fq −
∑
aj
(xayb)j
xcyd
,
we get ar−1(y, z)y
dr−1zer−1 or ar−1(y, z)y
dr−1zer−1+ c˜yn for some c˜ ∈ k, n ∈ N. Thus
(z − φ(y))r | ydr−1zer−1
or
(z − φ(y))r | ar−1(y, z)ydr−1zer−1 + c˜yn
which is nonzero since x 6 | Fq. In either case, we have
(z − φ(y))r−1 | ydr−1zer−1−1
since
∂
∂z
(ar−1y
dr−1zer−1 + c˜yn) = zer−1−1ydr−1(er−1ar−1 +
∂ar−1
∂z
z),
which implies that er−1 ≥ r and φ(y) = 0. Thus x = z = 0 are local equations of D
at q.
Suppose that D is such that D is r small and q ∈ (π◦π1)−1(p)∩D satisfies ν(q) = r
and γ(q) = r. By Lemma 8.10, there exists a sequence of quadratic transforms
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σ1 : W1 → Yn0 such that the strict transform D˜ of D intersects σ−11 (q) in a 2 point
q′ such that ν(q′) = r − 1 and γ(q′) = r. Furthermore, there are no 2 curves C
in σ−11 (q) such that C is r-1 big, and 1’. - 3’. of the conclusions of the Theorem
hold at all points of σ−11 (q). Thus there exists a sequence of quadratic transforms
σ :W → Yn0 , centered at 2 points {q1, . . . , qm} such that ν(qi) = r and γ(qi) = r on
the strict transform D of curves D in Sr(X) containing p such that if D ⊂ Sr(W )
is the strict transform of a curve D ⊂ Sr(X) containing p, and D is r small then D
intersects (π ◦ π1 ◦ σ)−1(p) in 2 points q of the form of (133), and in 2 points q such
that ν(q) = r − 1 and γ(q) = r. W contains no 2 curves C such that C is r-1 big,
Sr(W ) makes SNCs with B2(W ) and γ(q) ≤ r for all exceptional 1 and 2 points of
σ, ν(q) = 0 for all exceptional 3 points of σ.
Suppose that D ⊂ W is the strict transform of a curve D in Sr(X) containing p.
First suppose that D is r big. If q ∈ D ∩ (π ◦ π1 ◦ σ)−1(p), then q must be a 2 point
with ν(q) = γ(q) = r. Suppose that λ1 : Z1 → W is the blowup of D. By Lemma
8.8, 1’. - 3’. of the conclusions of the Theorem hold on Z1, and the conclusions of U2
hold in a neighborhood of λ−11 (q).
If D is r small, then if q ∈ D ∩ (π ◦ π1 ◦ σ)−1(p), q must be either a 2 point where
ν(q) = r − 1 and γ(q) = r or q satisfies (133) and x = z = 0 are local equations of D
at q.
Let λ1 : Z1 →W be the blowup of D. If q ∈ D∩ (π ◦ π1 ◦ σ)−1(p) is a 2 point such
that ν(p) = r − 1 and γ(p) = r, then 1.’ - 3.’ of the conclusions of the Theorem hold
and the conclusions of U2 hold in a neighborhood of λ
−1
1 (q) (since r ≥ 3) by Lemma
8.10.
Suppose that q ∈ D∩ (π ◦π1 ◦σ)−1(p) satisfies (133). x = z = 0 are local equations
of D at q and di < i. Since D ⊂ Sr(W ), we have ei > i.
Since Ar(X) holds, γ(q
′) = r if q′ ∈ D is a 1 point. Then er−1 = r in (133).
Suppose that q′ ∈ λ−11 (q), q′ has permissible parameters (x1, y, z1) such that
x = x1, z = x1(z1 + α)
q′ is a 2 point. ei > i implies
Fp
xr−11
= τ + x1Ω
so that ν(q) = 0.
Suppose that q′ ∈ λ−11 (q) has permissible parameters (x1, y, z1) such that
x = x1z1, z = z1
Then we either have a 3 point with ν(q′) < r− 1, or we are in the form of (132) with
ei decreased by i, di < i, and x = z = 0 is a local equation of a 2 curve which is a
section over D. Since we have er−1 = 1 in (132), we must have ei < i (since r ≥ 2),
di < i so that ν(q
′) < r − 1 by Remark 9.19.
Thus the conclusions of U2 hold in a neighborhood of λ
−1
1 (q) by Lemma 8.10.
Then if λ : Z →W is the sequence of monodial transforms (in any order) centered
at the strict transforms of curves C in Sr(X), the conclusions of 1’. - 3’. of the
Theorem hold, except possibly at a finite number of points q of the form of (133) with
di < i and ei ≥ i. There are no 2 curves C ⊂ Z such that C is r-1 big.
If q ∈ (π ◦ π1 ◦ σ ◦ λ)−1(p) does not satisfy one of 1’ - 3’ of the conclusions of the
Theorem then q satisfies (133), τ(q) = 0 and di < 0 so that ei ≥ i. x = 0 is then a
local equation of the surface with local equation x = 0 at p.
ei ≥ i implies Fq ∈ (x, z)r−1. Since r ≥ 3, this implies (by Lemma 6.23) that there
exists an algebraic curve D ⊂ Sr−1(Z) such that x = z = 0 are local equations of a
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formal branch of D. D is necessarily the strict transform of a curve D ⊂ Sr−1(U),
since x ∈ Iˆ
D,q
and y 6∈ Iˆ
D,q
. D is thus nonsingular at q, by the conclusions of
Theorem 12.1. Thus x = z = 0 are local equations of an algebraic curve D at q. If
ei > i, then D ⊂ Sr(Z) and if ei = i, then D ⊂ Sr−1(Z).
Since the strict transforms of all curves in Sr(X) have been blown up in the map
Z →W , we must have ei = i.
Thus at q, (133) holds, ei = i, di < i and τ(q) = 0. Let T be the component of EX
with local equation x = 0 at p. τ(q) = 0 implies di > 0, which implies dj > 0 for all
j, so that Fq = τx
r−1+ yΩ. Since x = 0 is a local equation of the strict transform T ′
of T , the only curve in Sr−1(Z)∩ T ′ containing q is the curve D with local equations
x = z = 0, since a curve in Sr−1(Z)∩ T ′ containing q must be the strict transform of
a curve in Sr−1(U) ∩ T .
u = (xayb)m
v = P (xayb) + xcydF
and Fq = τx
r−1 + yΩ, where τ is a unit.
We will show that there does not exist a curve C ⊂ Sr−1(Z) containing q (and a
1 point) such that y ∈ IˆC,q.
After a permissible change of parameters, we may assume that y, z ∈ OX,q with
Fq = τx
r−1 + yΩ.
IC,q = (y, g(x, z)). Set x = x˜b. By Lemma 6.30, either there exists a series f such
that
x˜bc−adFq − f(x˜ay) ∈
(
(y, g(x˜b, z))r−1 + (y)r−2
)
k[[x˜, y, z]] (142)
if bc− ad ≥ 0 or
Fq − f(x˜ay)x˜ad−bc ∈
(
(y, g(x˜b, z))r−1 + (y)r−2
)
k[[x˜, y, z]] (143)
if ad− bc > 0.
If (142) holds, since ν(q) > 0, we have ν(f) > 0, which implies
g(x˜b, z)r−1 | x˜b(r−1)+bc−ad,
and g = x, a contradiction since C is then a 2 curve.
Suppose that (143) holds. Let c = f(0).
τ(x, 0, z)x˜b(r−1) − cx˜ad−bc = h(x˜, z)g(x˜b, z)r−1
for some series h. If ad− bc = b(r − 1) then ad− b(c+ r − 1) = 0, a contradiction to
the assumption that Fq is normalized.
Let
d =
{
min{b(r − 1), ad− bc} if c 6= 0
b(r − 1) if c = 0.
τ(x, 0, z)x˜b(r−1) − cx˜ad−bc = Λx˜d
where Λ is a unit. Then g(x˜b, z)r−1 is a power of x˜, and g = x˜, a contradiction since
C is then a 2 curve.
Thus the conclusions of 1’. - 3’. of the Theorem hold and the conclusions of U2
hold on Z.
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Theorem 12.3. Suppose that r = 2, A2(X) holds, p is a 2 point with ν(p) = r− 1 =
1, and L(x, 0, 0) 6= 0, as in the assumptions of Theorem 12.1. Let R = OX,p. Suppose
that π : Yp → Spec(R) is the morphism of Theorem 12.1.
Let
· · · → Yn → · · · → Y1 → Yp
be a sequence of permissible monodial transforms centered at 2 curves D such that D
is 1 big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Yp → spec(R)
extends to a permissible sequence of monodial transforms
U1 → U → U
over an affine neighborhood U of p (with the notation of Theorem 12.1) such that U1
contains no 2 curves D such that D is 1 big or 2 small, and for q ∈ U1,
1. If q is a 1 or a 2 point then ν(q) ≤ 2. ν(q) = 2 implies γ(q) = 2.
2. If q is a 3 point then ν(q) = 0.
3. S2(U1) makes SNCs with B2(U1).
There exists a sequence of quadratic transforms Wp → Vp such that if Zp → Wp is
the sequence of monodial transforms (in any order) centered at the strict transforms
C′ of curves C in S2(X), followed by monoidial transforms centered at any 2 curves
C which are sections over C′ such that C is 1 big, then
Zp →Wp → Vp → Yp → spec(R)
extends to a permissible sequence of monodial transforms
π : U2 → U1 → U → U
over an affine neighborhood of p such that U2 contains no 2 curves D such that D is
1 big or 2 small. S2(U2) makes SNCs with B2(U2), and if q ∈ π−1(p),
1’.: ν(q) ≤ 2 if q is a 1 or 2 point. ν(q) = 2 implies γ(q) = 2.
2’.: If q is a 2 point and ν(q) = 1, then either q is resolved or γ(q) = 2.
3’.: ν(q) = 0 if q is a 3 point.
Proof. We can construct
W =Wp
σ→ Vp = Yn0 pi1→ Y = Yp pi→ spec(R)
exactly as in the proof of Theorem 12.2.
If q ∈ (π ◦ π1 ◦ σ)−1(p) satisfies 133), then
u = (xayb)m
Fq = x+ z
e1 .
(144)
If D ⊂ S2(X) contains p, and D is the strict transform of D on W , and q ∈
D ∩ (π ◦ π1 ◦ σ)−1(p), then either q satisfies (144),
Fq = x+ z
e1
with e1 ≥ 2 and x = z = 0 are local equations of D at q, or q is a 2 point with
ν(q) = 1, γ(q) = 2, or D is 2 big and q is a 2 point with ν(q) = γ(q) = 2.
Suppose that D ⊂ S2(W ) is the strict transform of D ⊂ S2(X) such that p ∈ D.
Let λ1 : Z1 →W be the blowup of D.
First suppose that D is 2 big. Suppose that q ∈ D∩ (π ◦π1 ◦σ)−1(p). Then q is a 2
point with ν(q) = γ(q) = 2. By Lemma 8.8, 1’ - 3’ of the conclusions of the Theorem
hold on Z1, and the conclusions of U2 hold in a neighborhood of λ
−1
1 (q).
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Suppose that D is 2 small. If q ∈ D ∩ (π ◦ π1 ◦ σ)−1(p), then either q is a 2 point
with ν(q) = 1, γ(q) = 2, or q satisfies (144) with e1 ≥ 2, x = z = 0 are local equations
of D at q.
If q ∈ D∩(π◦π1 ◦σ)−1(p) is a 2 point with ν(q) = 1, γ(q) = 2, then by Lemma 8.10
and Lemma 8.11, either 1’ - 3’ of the conclusions of the Theorem and the conclusions
of U2 hold in a neighborhood of λ
−1
1 (q) or there exists a 2 curve C which is a section
over D, such that if λ2 : Z2 → Z1 is the blowup of C, then 1’ - 3’ of the conclusions of
the Theorem hold and the conclusions of U2 hold in a neighborhood of (λ1 ◦λ2)−1(q).
Suppose that q ∈ D ∩ (π ◦ π1 ◦ σ)−1(p) satisfies (144) with e1 ≥ 2, x = z = 0 are
local equations of D at q. Since A2(X) holds, γ(q
′) = 2 if q′ ∈ D is a 1 point, so that
e1 = 2. If q
′ ∈ λ−11 (q) we have ν(q′) = 0 except if q′ is the 3 point with permissible
parameters (x1, y, z1) such that x = x1z1, z = z1. Then Fq′ = x1 + z1.
Let C be the 2 curve through q′ with local equations x1 = z1 = 0 at q
′. C is a
section over D. By Lemma 8.1, Fa ∈ IˆC,a for all a ∈ C, so that C is 1 big.
Let λ2 : Z2 → Z1 be the blowup of C. Then 1’ - 3’ of the conclusions of the
Theorem, and the conclusions of U2 hold in a neighborhood of (λ1 ◦ λ2)−1(q).
Then if λ : Z →W is the sequence of monodial transforms (in any order) centered
at the strict transform of curves C in S2(X), followed by the monodial transforms
centered at 2 curves C which are sections over C′ such that C is 1 big, we have that
there are no 2 curves C ⊂ Z such that C is 1 big.
The only points of Z which may not satisfy the conclusions of 1’ - 3’ of the Theorem
are the 2 points q ∈ (π ◦ π1 ◦ σ ◦ λ)−1(p) which satisfy (144) with τ(q) = 0. Then
(after a permissible change of parameters)
u = (xayb)m
Fq = x+ z
er
with er ≥ 2.
By Lemma 6.23, there exists an algebraic curve D ⊂ S2(Z) such that x = z = 0
are local equations of D at q. Since x = 0 is a local equation of the strict transform
of the component of EX with local equation x = 0, and D is not contained in the
component of EX with local equation y = 0, D is the strict transform of a curve in
Sr(X) containing p, a contradiction to the construction of Z. Thus q is a resolved
point.
Theorem 12.4. (Theorem30) Suppose that r ≥ 2, Ar(X) holds, p ∈ X is a 3 point
with ν(p) = r − 1, and we have permissible parameters (x, y, z) at p for u, v (with
y, z ∈ OX,p) such that
u = (xbya+nbza+(n+1)b)m
v = P (xbya+nbza+(n+1)b) + xdyc+n(d+r)zc+(n+1)(d+r)Fp
Fp = τx
r−1 +
∑r−1
i=1 ai(y, z)x
r−i−1
(145)
with n ≥ 0, a, b > 0, L(x, 0, 0) 6= 0, so that τ is a unit, and (eq510)
a(d+ r − 1)− bc = 0 (146)
or
u = (xbyazb)m
v = P (xbyazb) + xdyczd+rFp
Fp = τx
r−1 +
∑r−1
i=1 ai(y, z)x
r−i−1
(147)
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with n ≥ 0, a, b > 0, L(x, 0, 0) 6= 0, so that τ is a unit, and
a(d+ r − 1)− bc = 0 (148)
Let R = OX,p. Let C be the 2 curve with local equations y = z = 0 at p. Then
there exists a finite sequence of permissible monodial transforms π : Y → Spec(R)
centered at sections over C = V (y, z), such that for q ∈ π−1(p), Fq has one of the
forms (131), (132) or (133) of Theorem 12.1.
In all these cases x = x and x = 0 is a local equation at q of the strict transform
of the component of EX with local equation x = 0 at p.
There exists an affine neighborhood U of p such that Y → spec(R) extends to a
sequence of permissible monoidal transforms U → U such that Ar(U) holds.
γ(q) ≤ 1 at a generic point q of C, so that all points q′ on the fiber of the blowup
of C over q are resolved.
Suppose that r ≥ 3. Let Di be the curves in Sr−1(X) which contain p, and x ∈
IˆDi,p. We further have that the strict transforms Di of the Di on U are nonsingular,
disjoint, and make SNCs with B2(U).
Proof. We modify the proof of Theorem 12.1 to prove this Theorem. In the sequence
of (134) we must add a new case,
Case 0:
u = (xai(ybii z
ci
i )
ki)mi
v = Pi(x
ai(ybii z
ci
i )
ki) + xcydii z
ei
i Fi
Case 0a:
yi = yi+1, zi = yi+1zi+1
Case 0b:
yi = yi+1zi+1, zi = zi+1
Case 0c:
yi = yi+1(zi+1 + αi+1)
−
ci
bi+ci ,
zi = yi+1(zi+1 + αi+1)
bi
bi+ci
In the sequence (134), Y0 has the form Case 0 (and not Case 2). The transforma-
tions of type 0a and type 0b produce a pi+1 of the type of Case 0, and Fi = Fi+1.
If all transformations in (134) are of types 0a or 0b, then we eventually get a pi of
type (132) by Lemmas 9.16, 9.17 and Corollary 9.18.
Otherwise, we eventually reach a first pi where pi+1 is obtained by a transformation
of type 0c. We have Fi = Fp.
u = (xaiy
(bi+ci)ki
i+1 )
mi = (xai+1y
bi+1
i+1 )
mi+1
v = Pi(x
aiy
(bi+ci)ki
i+1 ) + x
cy
di+1
i+1 (zi+1 + αi+1)
λFp
λ =
eibi − dici
bi + ci
,
di+1 = di + ei. Thus pi+1 has the form of Case 1, with
Fi+1 = (zi+1 + αi+1)
λFp −
gi+1(x
ai+1y
bi+1
i+1 )
xcy
di+1
i+1
Thus pi+1 satisfies the assumptions of Theorem 12.1, provided ν(Fi+1(x, 0, 0)) = r−1.
pi has permissible parameters (x, y1, z1) with y1 = yi, z1 = zi such that
y = yα1 z
β
1 , z = y
γ
1 z
δ
1
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with αδ − βγ = ±1,
pi+1 has permissible parameters (x, y2, z2) with y2 = yi+1, z2 = zi+1 such that
y1 = y2, z1 = y2(z2 + α)
with α 6= 0.
First suppose that we are in the situation of (145) and (146). Set
λ1 = α(a+ nb) + γ(a+ (n+ 1)b) + β(a+ nb) + δ(a+ (n+ 1)b),
λ2 = β(α + nb) + δ(a+ (n+ 1)b).
y2 = y2(z2 + α)
−
λ2
λ1
u = (xby
α(a+nb)+γ(a+(n+1)b)
1 z
β(a+nb)+δ(a+(n+1)b)
1 )
m
= (xbyλ12 (z2 + α)
λ2)m
= (xbyλ12 )
m
xd+r−1yc+n(d+r)zc+(n+1)(d+r) = xd+r−1y
α(c+n(d+r))+γ(c+(n+1)(d+r))
1 z
β(c+n(d+r))+δ(c+(n+1)(d+r))
1
= xd+r−1yλ32 (z2 + α)
λ4
= xd+r−1yλ32 (z2 + α)
λ4−
λ2λ3
λ1
where
λ3 = α(c+ n(d+ r)) + γ(c+ (n+ 1)(d+ r)) + β(c+ n(d+ r)) + δ(c+ (n+1)(d+ r)),
λ4 = β(c+ n(d+ r)) + δ(c+ (n+ 1)(d+ r)).
bλ3 − (d+ r − 1)λ1
= b[(α+ β)(c + n(d+ r)) + (γ + δ)(c+ (n+ 1)(d+ r))]
−(d+ r − 1)[(α+ β)(a+ nb) + (γ + δ)(a+ (n+ 1)b)]
= (α+ β + γ + δ)[bc− (d+ r − 1)a] + nb(α+ β + γ + δ) + b(γ + δ)
= n(α+ β + γ + δ)b + (γ + δ)b > 0.
Since we cannot remove
τ0α
λ4−
λ2λ3
λ1 xd+r−1yλ32
from xdyc+n(d+r)zc+(n+1)(d+r)Fp, where τ0 = τ(0, 0, 0), when normalizing to obtain
Fpi+1 , we must have ν(Fpi+1(x, 0, 0)) = r − 1.
Now suppose that we are in the situation of (147) and (148). Set
λ1 = αa+ γb+ βa+ δb,
λ2 = βa+ δb.
y2 = y2(z2 + α)
−
λ2
λ1
u = (xbyαa+γb1 z
βa+δb
1 )
m
= (xbyλ12 (z2 + α)
λ2)m
= (xbyλ12 )
m
Set
λ3 = αc+ γ(d+ r) + βc+ δ(d+ r),
λ4 = βc+ δ(d+ r).
xd+r−1yczd+r = xd+r−1y
αc+γ(d+r)
1 z
βc+δ(d+r)
1
= xd+r−1yλ32 (z2 + α)
λ4
= xd+r−1yλ32 (z2 + α)
λ4−
λ2λ3
λ1
bλ3 − λ1(d+ r − 1) = b(αc+ γ(d+ r) + βc+ δ(d+ r)) − (αa+ γb+ βa+ δb)(d+ r − 1)
= (α+ β)[bc− a(d+ r − 1)] + (γ + δ)[b(d+ r)− b(d+ r − 1)]
= (γ + δ)b 6= 0
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Thus ν(Fpi+1(x, 0, 0)) = r−1 in this case also. The proof now preceeds as in Theorem
12.1.
Theorem 12.5. Suppose that r ≥ 3, Ar(X) holds, p is a 3 point with ν(p) = r − 1,
and we have permissible parameters (x, y, z) at p for u, v (with y, z ∈ OX,p) such that
u = (xbya+nbza+(n+1)b)m
v = P (xbya+nbza+(n+1)b) + xdyc+n(d+r)zc+(n+1)(d+r)Fp
Fp = τx
r−1 +
∑r−1
i=1 ai(y, z)x
r−i−1
with n ≥ 0, a, b > 0, ν(p) = r − 1, L(x, 0, 0) 6= 0, so that τ is a unit, and
a(d+ r − 1)− bc = 0
or
u = (xbyazb)m
v = P (xbyazb) + xdyczd+rFq
Fp = τx
r−1 +
∑
ai(y, z)x
r−i−1
with n ≥ 0, a, b > 0, ν(p) = r − 1, L(x, 0, 0) 6= 0, so that τ is a unit, and
a(d+ r − 1)− bc = 0
Let R = OX,p.
Suppose that π : Yp → Spec(R) is the morphism of Theorem 12.4.
Let
· · · → Yn → · · · → Y1 → Yp
be a sequence of permissible monodial transforms centered at 2 curves D such that D
is r-1 big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Y → spec(R)
extends to a permissible sequence of monodial transforms
U1 → U → U
over an affine neighborhood U of p (with the notation of Theorem 12.4) such that U1
contains no 2 curves D such that D is r-1 big or r small, and for q ∈ U1,
1. If q is a 1 or a 2 point then ν(q) ≤ r. ν(q) = r implies γ(q) = r.
2. If q is a 3 point then ν(q) ≤ r − 2.
3. Sr(U1) makes SNCs with B2(U1).
There exists a sequence of quadratic transforms Wp → Vp such that if Zp → Wp is
the sequence of monodial transforms (in any order) centered at the strict transforms
of curves C in Sr(X) then
Zp →Wp → Vp → Yp → spec(R)
extends to a permissible sequence of monodial transforms
π : U2 → U1 → U → U
over an affine neighborhood of p such that U2 contains no 2 curves D such that D is
r-1 big or r small. Sr(U2) makes SNCs with B2(U2), and if q ∈ π−1(p),
1’.: ν(q) ≤ r if q is a 1 or 2 point. ν(q) = r implies γ(q) = r.
2’.: If q is a 2 point and ν(q) = r−1, then either τ(q) > 0 or γ(q) = r or τ(q) = 0
and (133) holds at q with 0 < di < i, ei = i and Sr−1(Y1) contains a single curve
D containing q, and containing a 1 point, which has local equations x = z = 0
at q.
3’.: ν(q) ≤ r − 2 if q is a 3 point.
If p 6∈ Sr(X), then Z = Yn0 .
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Proof. The proof of Theorem 12.2 applied to the conclusions of Theorem 12.4 proves
this theorem.
Theorem 12.6. Suppose that r = 2, A2(X) holds, p is a 3 point with ν(p) = r− 1 =
1, and we have permissible parameters (x, y, z) at p for u, v (with y, z ∈ OX,p) such
that
u = (xbya+nbza+(n+1)b)m
v = P (xbya+nbza+(n+1)b) + xdyc+n(d+2)zc+(n+1)(d+2)Fp
Fp = τx+ a1(y, z)
with n ≥ 0, a, b > 0, L(x, 0, 0) 6= 0 so that τ is a unit and
a(d+ r − 1)− bc = a(d+ 1)− bc = 0
or
u = (xbyazb)m
v = P (xbyazb) + xdyczd+2Fq
Fp = τx + a1(y, z)
with n ≥ 0, a, b > 0, L(x, 0, 0) 6= 0 so that τ is a unit and
a(d+ r − 1)− bc = a(d+ 1)− bc = 0
Let R = OX,p.
Suppose that π : Yp → Spec(R) is the morphism of Theorem 12.4.
Let
· · · → Yn → · · · → Y1 → Yp
be a sequence of permissible monodial transforms centered at 2 curves D such that D
is 1 big. Then there exists n0 <∞ such that
Vp = Yn0
pi1→ Yp → spec(R)
extends to a permissible sequence of monodial transforms
U1 → U → U
over an affine neighborhood U of p (with the notation of Theorem 12.4) such that U1
contains no 2 curves D such that D is 1 big or 2 small, and for q ∈ U1,
1. If q is a 1 or a 2 point then ν(q) ≤ 2. ν(q) = 2 implies γ(q) = 2.
2. If q is a 3 point then ν(q) = 0.
3. S2(U1) makes SNCs with B2(U1).
There exists a sequence of quadratic transforms Wp → Vp such that if Zp → Wp is
the sequence of monodial transforms (in any order) centered at the strict transforms
C′ of curves C in S2(X), followed by monodial transforms centered at any 2 curves
C which are sections over C′ such that C is 1 big, then
Zp →Wp → Vp → Yp → spec(R)
extends to a permissible sequence of monodial transforms
π : U2 → U1 → U → U
over an affine neighborhood of p such that U2 contains no 2 curves D such that D is
1 big or 2 small. S2(U2) makes SNCs with B2(U2), and if q ∈ π−1(p),
1’.: ν(q) ≤ 2 if q is a 1 or 2 point. ν(q) = 2 implies γ(q) = 2.
2’.: If q is a 2 point and ν(q) = 1, then either q is resolved or γ(q) = 2.
3’.: ν(q) = 0 if q is a 3 point.
If p 6∈ S2(X), then Zp = Yn0 .
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Proof. The proof of Theorem 12.3 applied to the conclusions of Theorem 12.4 proves
the Theorem.
13. Resolution 1
Throughout this section we will assume that ΦX : X → S is weakly prepared.
In this chapter we will need to consider the following condition on a 2 point p ∈ X
such that ν(p) = r and τ(p) = 1. The condition is that ΦX(p) has permissible
parameters (u, v) such that u = 0 is a local equation of EX at p and p has permissible
parameters (x, y, z) for (u, v) such that(eq998)
u = (xayb)m
v = P (xayb) + xcydFp
(149)
and Lp contains a nonzero y
r−1z term with a(d+ r−1)− bc = 0. Up to interchanging
x and y, this condition is independent of permissible parameters at p for (u, v).
Lemma 13.1. Suppose that X satisfies Ar(X), with r ≥ 2, and C is a 2 curve on X
such that C ⊂ Sr(X). Suppose that
· · · → Xn → · · · → X1 → X
is a sequence of permissible monodial transforms centered at 2 curves Ci such that
Ci ⊂ Sr(Xi) are sections over C. Then this sequence is finite. That is, there exists
n <∞ such that Xn contains no 2 curve Cn with this property.
Proof. Since Ar(X) holds, C must be r small. Suppose that q ∈ C is a 2 point and
the sequence has infinite length. Let qn be the point on Xn which is the intersection
of the fiber over q and Cn. With the notations of (70) in the proof of Lemma 8.6,
there are permissible parameters (x, y, z) at q such that
u = (xayb)m
Fq = czy
r−1 +Σi+j≥r,k≥0cijkx
iyjzk.
For all n there are permissible parameters (xn, yn, z) at qn such that
x = xn, y = x
n
nyn
Fqn =
Fq
x
n(r−1)
1
If the sequence has infinite length, then cijk = 0 if j < r − 1, so that y | Fq, a
contradiction to the assumption that Fq is normalized.
Lemma 13.2. Suppose that X satisfies Ar(X) with r ≥ 2 and C is a 2 curve on X
such that C is r-1 big. Suppose that
· · · → Xn → · · · → X1 → X
is a sequence of permissible monodial transforms, centered at 2 curves Ci such that
Ci is a section over C and Ci is r-1 big. Then the sequence is finite. That is, there
exists n <∞ such that Xn contains no 2 curves Cn with this property.
Proof. Suppose that p ∈ C is a 2 point such that ν(p) = r − 1. p has permissible
parameters (x, y, z) such that
u = (xayb)m
v = P (xayb) + xcydFp
Fp =
∑
i+j≥r−1 aij(z)x
iyj
Let π : Y → spec(OX,p) be the blowup of C.
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Suppose that q ∈ π−1(p) is the 2 point with permissible parameters (x1, y1, z1)
x = x1y1, y = y1
u = (xa1y
a+b
1 )
m
v = P (xa1y
a+b
1 ) + x
c
1y
c+d+r−1
1 (
∑
i+j=r−1 aij(z)x
i
1 + y1Ω)
(150)
ν(q) ≤ r − 2 unless Lp = xr−1. Then ν(q) = r − 1.
Suppose that Lp = x
r−1.
Fp = τx
r−1 +
r−1∑
i=1
ybiai(y, z)x
r−1−i
where τ is a unit and x 6 | ai, y 6 | ai, bi ≥ i for all i.
Suppose that the 2 curve C1 ⊂ Y containing q is such that C1 is r-1 big. C1 =
V (x1, y1) in (150).
Fq = τx
r−1
1 +
r−1∑
i=1
ybi−i1 ai(y1, z)x
r−1−i
1 .
By induction on bi, after a finite number of blowups of 2 curves, we reach λ : Z →
spec(OX,p) such that if D is a 2 curve in Z which is a section over C, then D is not
r-1 big.
Definition 13.3. Suppose that X satisfies Ar(X) with r ≥ 2. A 2 point p ∈ X
contained in a 2 curve C is called bad if ν(p) = r, τ(p) = 1 and one of the following
holds.
1. C 6⊂ Sr(X).
2. C ⊂ Sr(X) is r small and there exists a sequence of monodial transforms
Xn → Xn−1 → · · · → X1 → spec(OX,p)
and 2 curves Ci ⊂ Xi which are sections over C such that Ci ⊂ Sr(Xi) is r
small for i < n, Cn 6⊂ Sr(Xi), Xi+1 → Xi is centered at Ci if i < n, and if pn
is the point on Cn over p then ν(pn) = r.
3. There exists a curve D ⊂ Sr(X) such that D contains a 1 point p ∈ D, and D
is r big at p.
Suppose that r ≥ 2 and Ar(X) holds. Then there are only finitely many bad 2
points on X .
Lemma 13.4. Suppose that X satisfies Ar(X) with r ≥ 2. Then there exists a
sequence of quadratic transforms X1 → X such that Ar(X1) holds.
Proof. Let π : X1 → X be a sequence of quadratic transforms so that the strict
transform of Sr(X) makes SNCs with B2(X). Then Ar(X1) holds by Theorems 7.1
and 7.3, and Ar(X1) holds by Lemma 7.9 and Theorem 7.8.
Lemma 13.5. Suppose that Ar(X) holds with r ≥ 2 and p ∈ X is a bad 2 point.
Suppose that there does not exist a curve D ⊂ Sr(X) such that p ∈ D, D contains
a 1 point and D is r big at p. Then there exists a sequence of quadratic transforms
π : X1 → X centered at 2 points over p such that Ar(X1) holds and all 2 points
q ∈ π−1(p) are good.
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Proof. There exist permissible parameters (x, y, z) at p such that
u = (xayb)m
v = P (xayb) + xcydFp
Fp =
∑
i+j+k≥r aijkx
iyjzk
Let π1 : X1 → X be the blowup of p. By Theorems 7.1, 7.3 and Lemma 7.9, Ar(X1)
holds. Suppose that q ∈ π−1(p) is a 2 point such that ν(q) = r and τ(q) = 1.
After a permissible change of parameters at p, we may assume that q has permissible
parameters (x1, y1, z1) such that x = x1y1, y = y1, z = y1z1. τ(q) = 1 and ν(q) = r
implies that, after replacing z by a constant times z, that
Lp = L(x, z) = dx
r + xr−1z
for some d ∈ k.
Suppose that there exists a 2 point q′ ∈ π−1(p) such that ν(q′) = r and q′ has
permissible parameters x′, y′, z′ such that x = x′, y = x′y′, z = x′(z′ + α) for some
α ∈ k. Then there exists a form L1 and c ∈ k such that
Lp =


L1 + cx
ayb if there exists a, b ∈ N such that a+ b = r
and a(d+ b)− b(c+ a) = 0
L1 otherwise.
where
L1 = L1(y, z − αx) = eyr + f(z − αx)yr−1
for some e, f ∈ k, with f 6= 0. This is not possible, since r ≥ 2. Thus all 2 points
q1 ∈ π−1(p) with ν(q1) = r have permissible parameters (x1, y1, z1) such that
x = x1y1, y = y1, z = y1(z1 + α)
for some α ∈ k. There exist at most finitely many bad 2 points q1 ∈ π−11 (p).
Consider the following sequence of quadratic transforms
· · · → Xn → Xn−1 → · · · → X1 → X
with maps λn : Xn → X , where πi : Xi → Xi−1 is the blowup of all bad 2 points in
λ−1i−1(p). We will show that there exists n < ∞ such that λ−1n (p) contains no bad 2
points. Suppose not. Then there exist bad 2 points qi ∈ Xi such that πi(qi) = qi−1
for all i.
q1 has permissible parameters (x1, y1, z1) such that
x = x1y1, y = y1, z = y1(z1 + α1)
for some α1 ∈ k. ν(q1) = r implies
Lq1 = d1x
r
1 + x
r−1
1 z1 + y1Ω1
for some d1 ∈ k and series Ω1. Since ν(q2) = r, and because of the existence of the
xr−11 z1 term in Lq1 , q2 must have permissible parameters (x2, y2, z2) such that
x1 = x2y2, y1 = y2, z1 = y2(z2 + α2)
for some α2 ∈ k. ν(q2) = r implies
Lq2 = d2x
r
2 + x
r−1
2 z2 + y2Ω2.
We see that there exists a series σ(y) =
∑∞
i=1 αiy
i such that if we replace z with
z˜ = z − σ(y), we have permissible parameters (xn, yn, z˜n) at qn such that
x = xny
n
n, y = yn, z˜ = z˜ny
n
n .
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Then
Fqn =
Fp(xny
n
n , yn, y
n
n z˜n)
yrnn
for all n, so that aijk = 0 if i + k < r and Fp ∈ (x, z˜)r. By Lemma 6.23, IˆSr(X),p ⊂
(x, z˜), so that x = z˜ = 0 are local equations of a curve D ⊂ Sr(X), since Ar(X)
holds. D is r big at p by Lemma 8.2.
Theorem 13.6. Suppose that Ar(X) holds with r ≥ 2. Then there exists a sequence
of permissible monodial transforms X1 → X such that the following properties hold:
1. Ar(X1) holds.
2. All bad 2 points p ∈ X1 satisfy (149).
3. Suppose that D ⊂ Sr(X) is a curve which is r big at a 1 point. Then there
exists at most one 3 point q ∈ D and D has a tangent direction at q distinct
from those of B2(X) at q. Furthermore, if D is not r big, there exists only one
2 point q ∈ D. If C is the 2 curve containing q, then C is not r-1 big or r small.
4. If C is a r small or r-1 big 2 curve containing a 2 point p such that p ∈ D where
D is a curve containing a 1 point and D is r big at p, then D is r big.
Proof. By Theorems 7.1 and 7.8, there exists a sequence of quadratic transforms
π1 : X1 → X centered at 3 points so that Ar(X1) holds and if q ∈ X1 is a bad 2 point
such that (149) doesn’t hold, and there exists a curve D ⊂ Sr(X1) such that q ∈ D
and D is r big at q, then D is r big. All exceptional 2 points for π1 which are bad
must satisfy (149).
Let π2 : X2 → X1 be the blowup of such a D. By Lemma 8.8, Ar(X2) holds and
all 2 points in π−12 (D) are good. We have that if q ∈ X2 is a bad 2 point such that
(149) doesn’t hold, and there exists a curve D ⊂ Sr(X2) such that q ∈ D and D is r
big at q, then D is r big. If such a D exists, let π3 : X3 → X2 be the blowup of D.
After a finite sequence of blowups, we then obtain λ1 : Z1 → X such that Ar(Z1)
holds, and if q ∈ Z1 is a bad 2 point which doesn’t satisfy (149), then there doesn’t
exist a curve D ⊂ Sr(Z1) such that D is r big at q. By Lemma 13.5, there exists a
sequence of quadratic transforms λ2 : Z2 → Z1 such that Ar(Z2) holds, and if q ∈ Z2
is a bad 2 point, then (149) holds at q.
By Theorems 7.1 and 7.8, there exists a sequence of quadratic transforms λ3 : Z2 →
Z2 centered at 3 points such that the conclusions of the Theorem hold on Z3.
Theorem 13.7. Suppose that the conclusions of Theorem 13.6 hold on X. Then
there exists a finite sequence of quadratic transforms centered at 3 points X1 → X
such that
1. Ar(X1) holds.
2. All bad 2 points p ∈ X1 satisfy (149).
3. Suppose that D ⊂ Sr(X) is a curve which is r big at a 1 point. Then there
exists at most one 3 point q ∈ D and D has a tangent direction at q distinct
from those of B2(X) at q. If D is not r big, there exists only one 2 point q ∈ D.
If C is the 2 curve containing q, then C is not r-1 big or r small.
4. If C is a r small or r-1 big 2 curve containing a 2 point p such that p ∈ D where
D is a curve r big at p, then D is r big.
5. If q ∈ X1 is a 3 point with ν(q) = r − 1, then either there are permissible
parameters (x, y, z) at q such that
Lq depends on both y and z and Fq ∈ (y, z)r−1 (151)
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or there are permissible parameters (x, y, z) at q such that
Fq = τy
r−1 +
r−1∑
j=1
aj(x, z)x
αj zβjyr−1−j (152)
where τ is a unit, aj are units (or zero), αj + βj ≥ j for all j, and there exists
i such that
αi
i
≤ αj
j
,
βi
i
≤ βj
j
for all j, and {αi
i
}
+
{
βi
i
}
< 1.
Proof. X satisfies 1. - 4. of the conclusions of the Theorem. By Theorems 7.1 and
7.8, 1. - 4. are stable under quadratic transforms centered at 3 points.
Suppose that π1 : X1 → X is the blow up of a 3 point p.
If Lp depends on all three variables x, y, z then ν(q) ≤ r − 2 for all 3 points
q ∈ π−1(p).
Suppose that Lp depends on both y and z. Then ν(q) ≤ r − 2 for all 3 points
q ∈ π−1(p), except possibly under the quadratic transform
x = x1, y = x1y1, z = x1z1.
At this 3 point q,
Fq =
Fp
xr−11
= Lp(y1, z1) + x1Ω.
By a sequence of quadratic transforms centered at 3 points, we can get the Theorem
to hold above p, except possibly along an infinite sequence
R = OX,p → R1 → · · · → Rn → · · ·
where for all n Rn has permissible parameters (xn, yn, zn) with
x = xn, y = x
n
nyn, z = x
n
nzn
and ν(
Fp(xn,x
n
nyn,x
n
nzn)
xn(r−1)
) = r − 1. Thus Fp ∈ (y, z)r−1.
Now suppose that Lp depends only on y. Then
Fp = τy
r−1 +
r−1∑
i=1
ai(x, z)y
r−1−i (153)
where τ is a unit.
If p1 ∈ π−11 (p) is a 3 point with ν(q) = r − 1, then p1 has permissible parameters
(x1, y1, z1) of one of the following 2 forms:
x = x1, y = x1y1, z = x1z1
or
x = x1z1, y = y1z1, z = z1
and
Fp1 = τy
r−1
1 +
r−1∑
i=1
ai(x1, x1z1)
xi1
yr−1−i1 (154)
or
Fp1 = τy
r−1
1 +
r−1∑
i=1
ai(x1z1, z1)
zi1
yr−1−i1 .
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Suppose that
· · · → Xn → Xn−1 → · · · → X1 → X
is a sequence of quadratic transforms, πi : Xi → Xi−1 with induced maps λi : Xi → X
such that for all i, πi is the blowup of a 3 point pi−1, with ν(pi−1) = r − 1 and
πi−1(pi−1) = pi−2.
We will show that there exists n such that pn satisfies (152). Each pi has permissible
parameters (xi, yi.zi) such that either
xi−1 = xi, yi−1 = xiyi, zi−1 = xizi
or
xi−1 = xizi, yi−1 = yizi, zi−1 = zi.
By (154), and resolution of plane curve singularities, there exists n0 such that n ≥ n0
implies Fpn has the form
Fpn = τy
r−1
n +
r−1∑
i=1
an,i(xn, zn)x
αni
n z
βni
n y
r−1−i
n
where an,i(xn, zn) are units, and either
(αn+1,i, βn+1,i) = (αn,i + βn,i − i, βn,i)
or
(αn+1,i, βn+1,i) = (αn,i, αn,i + βn,i − i)
for all i. The proof now follows from Lemmas 9.20 and 9.21.
Theorem 13.8. Suppose that Ar(X) holds with r ≥ 2 and p ∈ X is a 2 point such
that (149) holds. Then either
1. There exists a sequence of quadratic transforms π : Y → X centered at points
over p such that
(a) If q ∈ π−1(p) is a 1 point then ν(q) ≤ r. ν(q) = r implies γ(q) = r.
(b) If q ∈ π−1(p) is a 2 point then ν(p) ≤ r. ν(p) = r implies τ(p) ≥ 2.
(c) q ∈ π−1(p) a 3 point implies ν(q) ≤ r − 1. ν(q) = r − 1 implies q satisfies
the assumptions of (145) and (146) of Theorem 12.4. If Dq is the 2 curve
containing q, with local equations y = z = 0 at q, in the notation of Theorem
12.4, then Fq′ is resolved for all q 6= q′ ∈ Dq.
(d) Ar(Y ) holds.
or
2. There exists a curve C ⊂ Sr(X) which is r big at p. Then there exists an affine
neighborhood U of p such that the blowup of C ∩ U , π : Z → U is a permissible
monodial transform such that
(a) If q ∈ π−1(p) is a 2 point then ν(q) = 0.
(b) If q ∈ π−1(p) is the 3 point then either ν(q) ≤ r − 2 or q satisfies the
assumptions of (147)and (148) of Theorem 12.4. Dq = π
−1(p) is the 2
curve with local equations y = z = 0 at q in the notation of Theorem 12.4.
(c) Ar(Z) holds.
Proof. We first assume that the assumption of 2. doesn’t hold. There are permissible
parameters (x, y, z) at p such that
u = (xayb)m
v = P (xayb) + xcydFp.
(155)
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By assumption, Lp has the form
Lp = f(x, y) + zg(x, y) (156)
and Lp contains a y
r−1z term with
a(d+ r − 1)− bc = 0. (157)
Let π1 : X1 → X be the blowup of p.
Suppose that there exists a 2 point q ∈ π−11 (p) such that ν(q) = r and q has
permissible parameters (x1, y1, z1) such that
x = x1y1, y = y1, z = y1(z1 + α)
After a permissible change of parameters, we may assume that α = 0. Then Fq =
Fp
yr1
and ν(Fq(0, 0, z1)) ≤ 1, so that q is resolved.
Suppose that p1 ∈ π−11 (p) is a 2 point such that ν(p1) = r and p1 has permissible
parameters (x1, y1, z1) such that
x = x1, y = x1y1, z = x1(z1 + α).
After making a permissible change of parameters, we may assume that α = 0. Then
Lp depends only on y and z, and
Lp = ey
r + bzyr−1
for some b, e ∈ k with b 6= 0.
Suppose that q ∈ π−11 (p) is another 2 point such that ν(q) = r, and q has permis-
sible paramters (x1, y1, z1) such that
x = x1, y = x1y1, z = x1(z1 + α)
with α 6= 0.
Then there exists a form L such that
Lp =


L(y, z − αx) or
L(y, z − αx) + cxαyβ
for some c ∈ k, such that a(d+ β)− b(c+ α) = 0, α+ β = r.
Lp = ey
r + bαxyr−1 + b(z − αx)yr−1
implies L(y, z − αx) = Lp − bαxyr−1, but
α = 1, β = r − 1 is not possible, since
a(d+ r − 1)− b(c+ 1) = −b 6= 0 (158)
Thus p1 is the unique 2 point q ∈ π−11 (p) with ν(q) = r. There are permissible
parameters (x1, y1, z1) at p1 such that
x = x1, y = x1y1, z = x1z1
and Lp = L(y, z) = ey
r + byr−1z, Lp1 = L(y1, z1) + x1Ω.
If p′ ∈ π−1(p) is the 3 point, then ν(p′) ≤ r − 1. If p′ ∈ π−1(p) is a 1 point then
ν(p′) ≤ r and ν(p′) = r implies γ(p′) = r by Theorem 7.3.
By Theorem 7.3, τ(p1) ≥ 1. Suppose that ν(p1) = r and τ(p1) = 1. Let π2 : X2 →
X1 be the blowup of p1.
We can make an analysis of π−12 (p1) which is similar to that of π
−1
1 (p). (155) is
replaced with
u = (xa+byb)m
v = P (xa+byb) + xc+d+rydF
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τ(p1) = 1 implies Lp1 has the form of (156). (157) holds at p1. (158) is then modified
to: α = 1, β = r − 1 is not possible since
(a+ b)(d+ r − 1)− b(c+ d+ r + 1)
= a(d+ r − 1) + b(d+ r)− b− bc− b(d+ r) − b = −2b 6= 0
We conclude that there is at most one 2 point p2 ∈ π−12 (p1) with ν(p2) = r, and
after replacing z with z − αx2 for some α ∈ k, we have that p2 has permissible
parameters (x2, y2, z2) such that
x = x2, y = x
2
2y2, z = x
2
2z2.
Suppose that we can construct an infinite sequence of quadratic transforms
· · · → Xn → · · · → X1 → X
Where πn : Xn+1 → Xn is the blowup of a 2 point pn ∈ Xn over p such that ν(pn) = r
and τ(pn) = 1. Then there exists a series σ(x) such that if we make a formal change
of variables, replacing z with z − σ(x), we get that there are permissible parameters
(xn, yn, zn) at pn such that
x = x1, y = x
n
1y1, z = x
n
1 z1
pn must be the only 2 point of π
−1
n (pn−1) such that ν(pn) = r and τ(pn) = 1. To
show this, the argument following (155) is modified by replacing (155) with
u = (xa+nbyb)m
v = P (xa+nbyb) + xc+n(d+r)ydF
where (157) holds at pn. (158) is modified to:
α = 1, β = r − 1 is not possible since
(a+ nb)(d+ r − 1)− b(c+ n(d+ r) + 1)
= a(d+ r − 1) + nb(d+ r − 1)− bc− nb(d+ r) − b
= −nb− b = −(n+ 1)b 6= 0
ν(pn) = ν(
Fp
xnr1
) = r for all n implies that Fp ∈ (y, z)r. IˆSr(X),p ⊂ (y, z) by
Lemma 6.23, so that since Ar(X) holds, y = z = 0 are local equations at p of a curve
C ⊂ Sr(X), which is r big at p by Lemma 8.2, a contradiction to the assumption
that the assumption of 2. doesn’t hold. Thus there exists a sequence of quadratic
transforms π : Y → X such that if q ∈ π−1(p) is a 2 point, then ν(q) ≤ r, and
ν(q) = r implies τ(q) > 1. By Theorem 7.3 and Lemma 7.9, Ar(Y ) holds.
Suppose that q ∈ π−1(p) is a 3 point such that ν(q) = r−1. There exist permissible
parameters (x2, y2, z2) at q, and there exists a 2 point pn ∈ Xn such that ν(pn) = r,
τ(pn) = 1 and pn has permissible parameters (x1, y1, z1) such that
x = x1, y = x
n
1y1, z = x
n
1 z1 (159)
x1 = x2z2, y1 = y2z2, z1 = z2
u = (xa+nb1 y
b
1)
m
v = P (xa+nb1 y
b
1) + x
c+n(d+r)
1 y
d
1(by
r−1
1 z1 + ey
r
1 + x1Ω)
(160)
with b 6= 0.
u = (xa+nb2 y
b
2z
a+(n+1)b
2 )
m
v = P (xa+nb2 y
b
2z
a+(n+1)b
2 ) + x
c+n(d+r)
2 y
d
2z
c+(n+1)(d+r)
2 (by
r−1
2 + · · · ) (161)
with a(d + r − 1) − bc = 0. Thus q satisfies the assumptions of (145) and (146) of
Theorem 12.4, with x = y2, y = x2, z = z2.
On Y we have:
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1. If q ∈ π−1(p) is a 1 point then ν(p) ≤ r. ν(p) = r implies γ(p) = r.
2. If q ∈ π−1(p) is a 2 point then ν(p) ≤ r. ν(p) = r implies τ(p) ≥ 2.
3. q ∈ π−1(p) a 3 point implies ν(q) ≤ r − 1. ν(q) = r − 1 implies q satisfies the
assumptions of (145) and (146) of Theorem 12.4
4. Ar(Y ) holds.
Let T be the set of 3 points q ∈ π−1(p) such that ν(q) = r − 1, so that q satisfies
(145) and (146) of Theorem 12.4.
Suppose that q ∈ T . In the factorization Y → X by quadratic transforms there
exists a factorization Y → Xn → X such that q is an exceptional point on the blowup
of a 2 point pn of the form of (159) on Xn. Let τ : Y → Xn be this map, Dq be the
nonsingular curve Dq ⊂ τ−1(pn) such that IˆDq,q = (x2, z2). The other points q′ ∈ Dq
have regular parameters (x′, y′, z′) with the notation of (159) such that
x1 = x
′y′, y1 = y
′, z1 = y
′(z′ + α)
with α ∈ k. At such a 2 point q′, we have ν(Fq′ (0, 0, z′)) ≤ 1 by (160). Thus q′ is
resolved.
We now prove 2. There are permissible parameters (x, y, z) at p such that y = z = 0
are local equations of C at p and
u = (xayb)m
v = P (xayb) + xcydFp.
There exists a ∈ k such that
Lp = ay
r + zyr−1
Let π1 : Y → spec(OX,p) be the blowup of C. Suppose that q ∈ π−11 (p) is a 2 point.
q has permissible parameters (x, y1, z1) such that
y = y1, z = y1(z1 + α)
for some α ∈ k.
u = (xayb1)
m
v = p1(x
ayb1) + x
cyd+r1 (z1 + α
′ + xΩ′ + y1Ω
′′)
with α′ ∈ k, so that q is resolved. At the 3 point q ∈ π−1(p), there are permissible
parameters (x, y1, z1) such that
y = y1z1, z = z1.
u = (xayb1z
b
1)
m
v = P (xayb1z
b
1) + x
cyd1z
d+r
1 Fq
Fq = y
r−1
1 + ay
r
1 + xΩ
′ + zΩ′′
with a(d + r − 1) − bc = 0. Either ν(q) ≤ r − 2 or ν(q) = r − 1 and q satisfies the
assumptions of (147) and (148) of Theorem 12.4 (with x = y1, y = x1, z = z1).
The curve C blown up in Theorem 12.4 is the fiber π−1(p), which is resolved away
from q. There exists an affine neighborhood U of q such that if Z → U is the blowup
of C ∩ U , then Ar(Z) holds by Lemma 8.8.
Theorem 13.9. Suppose that Ar(X) holds with r ≥ 2. Then there exists a finite
sequence of permissible monodial transforms X1 → X such that
1. Ar(X1) holds.
2. If p ∈ X1 is a 3 point, then ν(p) ≤ r − 2.
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3. If p ∈ X1 is a 2 point such that ν(p) = r and τ(p) = 1 then p has permissible
parameters (x, y, z) such that
u = (xayb)m
v = P (xayb) + xcydFq
(162)
and Lp contains a nonzero y
r−1z term with a(d+ r − 1)− bc = 0.
4. Sr(X1) makes SNCs with B2(X1).
5. If C is a 2 curve on X1, then C is not r small or r-1 big.
Proof. Wemay assume that the conclusions of Theorem 13.7 hold onX . Let {D1, . . . , Dn}
be the curves D in X which intersect a r-1 big or r small 2 curve at a 2 point such
that D is r big there. By assumption, D1, . . . , Dn are r big.
Let σ1 : W1 → X be the blowup of D1. By Theorem 13.8 and Lemma 8.8 Ar(Z1)
holds. σ−11 (D1) contains no bad 2 points. If q1 ∈ σ−11 (D1) is a 3 point with ν(q1) =
r− 1, then q1 ∈ σ−11 (q) where q is a bad 2 point. In this case, 2. (b) of Theorem 13.8
holds at q1.
Let {D2, . . . , Dn} be the strict transforms of {D2, . . . , Dn} on W1. These curves
are all r big, and are the curves D in Z1 which intersect a r-1 big or r small curve at
a 2 point such that D is r big there.
We can blowup successively the strict transforms of D2, . . . , Dn by a map λ :W →
X to get a W such that Ar(W ) holds, the exceptional locus of λ contains no bad 2
points, and if q is an exceptional 3 point with ν(q) = r− 1 then q must satisfy 2. (b)
of Theorem 13.8.
Furthermore, if C is an r-1 big or r small 2 curve onW , and p ∈ C is a bad 2 point,
then there does not exist a curve D ⊂ Sr(W ) such that D is r big at p.
By Theorem 13.8, after performing a sequence of quadratic transforms X1 → Z
over bad 2 points p ∈ X such that if C is the 2 curve containing p ∈ X then C is r-1
big or r small, we have
1’.: The conclusions of 1. - 2. of Theorem 13.7 hold.
2.’: Suppose that C is a 2 curve such that C is r-1 big or r small. If p ∈ C is a 2
point, then p is good.
3’.: If p is a 3 point such that ν(p) = r − 1, then either
(a): p satisfies the assumptions of (145) and (146) of Theorem 12.4. If Dp
is the 2 curve containing p, with local equations y = z = 0 at p, in the
notation of Theorem 12.4, then Fq is resolved for all p 6= q ∈ Dp. or
(b): p satisfies the assumptions of (147) and (148) of Theorem 12.4. If Dp
is the 2 curve containing p, with local equations y = z = 0 at p, in the
notation of Theorem 12.4, then Fq is resolved for all p 6= q ∈ Dp. or
(c): p satisfies (151) or (152) of Theorem 13.7.
Let {p1, . . . , pn} be the 3 points of X1 which satisfy 3’. (a) or 3’ (b). By Theorem
12.4, there exist sequences of permissible monodial transforms, over sections of Dpi
for 1 ≤ i ≤ n,
λpi : Ypi → spec(OX1,pi)
such that the conclusions of Theorem 12.4 hold.
Since Dpi is resolved at points pi 6= q ∈ Dpi , the only obstruction to extending
λpi to a permissible sequence of monodial transforms of sections over Dpi in X1 is
if the corresponding sections over Dpi in X1 do not make SNCs with 2 curves. This
difficulty can be resolved by performing quadratic transforms at the points where the
section does not make SNCs with 2 curves, since these points are necessarily resolved.
We can thus extend the
Ypi → spec(OX1,pi)
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to a sequence of permissible monoidal transforms
λ : Y → X1
such that Y ×X1 spec(OX1,pi) ∼= Ypi for 1 ≤ i ≤ n, Ar(Y ) holds, 1’. and 2’. hold
on Y − λ−1({p1, . . . , pn}), and if q ∈ Y − λ−1({p1, . . . , pn}) is a 3 point such that
ν(q) = r − 1, then q satisfies (151) or (152) of Theorem 13.7. Let
· · · → Zn → · · · → Z1 → Y
be a sequence of permissible monodial transforms such that Zn → Zn−1 is the blowup
of a 2 curve C such that C is r-1 big or r small.
We will show that there exists n < ∞ such that Zn does not contain a 2 curve C
such that C is r-1 big or r small, and that Zn satisfies the conclusions of the Theorem.
By Theorem 12.5, this holds above a neighborhood of λ−1({p1, . . . , pn}). We must
verify this condition over Y = Y − λ−1({p1, . . . , pn}).
Suppose that C is a 2 curve on Y , such that C is r-1 big or r small and p ∈ C is a
3 point. Then all 3 points q on C ⊂ Y have ν(q) = r − 1, and satisfy (151) or (152).
Let π : Y1 → Y be the blowup of C. The assumption that all 2 points of C are
good and Lemma 8.6 imply that q ∈ π−1(C) a 2 point implies ν(q) ≤ r and if ν(q) = r
then either γ(q) = r or τ(q) = 1, q is a good 2 point, C ⊂ Sr(X) and if C is the 2
curve containing q, then C is a section over C such that C ⊂ Sr(X). Lemma 8.6, the
assumption that all 2 points are good, and Lemma 8.7 imply Ar(Y1) holds. Further,
by Lemma 8.6, if C ⊂ π−1(C) is a 2 curve such that C is r-1 big or r small, then C
is a section over C. All 2 points of C are good points.
Suppose that q ∈ C is a 3 point with permissible regular parameters (x, y, z) such
that y = z = 0 are local equations of C and
u = (xaybzc)m
v = P (xaybzc) + xdyezfFq.
Fq ∈ (y, z)r−1.
Suppose that q1 ∈ π−1(q), and q1 has permissible parameters (x, y1, z1) such that
y = y1, z = y1z1
If (151) holds at q,
Fq1 =
Fq
yr−11
= Lq(1, z1) + y1Ω+ xΛ
implies ν(q1) ≤ r − 2. If (152) holds at q we must have βj ≥ j for all j, and
Fq′ = τ + zΩ
′
so that ν(q1) = 0.
Now suppose that q1 ∈ π−1(q) and q1 has permissible parameters (x, y1, z1) such
that
y = y1z1, z = z1
If (151) holds at q,
Fq1 =
Fq
zr−11
= Lq(y1, 1) + z1Ω + xΛ
implies ν(q1) ≤ r − 2. If (152) holds at q, we must have βj ≥ j for all j, and
Fq1 = τy
r−1
1 +
r−1∑
j=1
aj(x, z1)x
αj z
βj−j
1 y
r−1−j
1
so that either ν(q1) ≤ r − 2, or q1 has the form of (152) also, but with βii decreased
by 1.
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By Lemma 13.1 and Lemma 13.2, after a finite number of blowups of 2 curves C
such that C is r small or r-1 big, we reach Y˜ → Y such that Y˜ contains no 2 curves
C such that C is r small or r-1 big. Since all 3 points q of Y˜ with ν(q) = r − 1 must
satisfy (151) or (152), which implies that αj ≥ j for all j or βj ≥ j for all j, so that
there exists a 2 curve through q which is r small or r-1 big, we must have ν(q) ≤ r− 2
if q ∈ Y˜ is a 3 point.
14. Resolution 2
Throughout this section we will assume that ΦX : X → S is weakly prepared.
We define a new condition on X
Definition 14.1. Suppose that r ≥ 2. We will say that Cr(X) holds if:
1. If p ∈ X is a 1 point then ν(p) ≤ r. If ν(p) = r then γ(p) = r.
2. If p is a 2 point then ν(p) ≤ r. If ν(p) = r then γ(p) = r. If ν(p) = r − 1 then
one of the following three cases must hold:
(a) τ(p) > 0 or
(b) γ(p) = r or
(c) r ≥ 3, ν(p) = r − 1, τ(p) = 0, p 6∈ Sr(X), there exists a unique curve D ⊂
Sr−1(X) containing a 1 point such that p ∈ D, and permissible parameters
(x, y, z) at p such that x = z = 0 are local equations of D,
u = (xayb)m
v = P (xayb) + xcydFp
Fp = τx
r−1 +
∑r−1
j=1 aj(y, z)y
djzejxr−1−j
(163)
where τ is a unit, aj are units (or 0). There exists i such that ai 6= 0,
ei = i, 0 < di < i,
di
i
≤ dj
j
,
ei
i
≤ ej
j
for all j, and {
di
i
}
+
{ei
i
}
< 1.
3. If p is a 3 point then ν(p) ≤ r − 2.
4. Sr(X) makes SNCs with B2(X).
Remark 14.2. If Cr(X) holds then there does not exist a 2 curve C on X such that
C is r small or r-1 big.
Theorem 14.3. Suppose that r ≥ 2, Ar(X) holds, p ∈ X is a 2 point such that
ν(p) = r and 2 ≤ τ(p) < r, then either
1. There exists a sequence of quadratic transforms π : Y → X over p such that
(a) Ar(Y ) holds.
(b) If q ∈ π−1(p) is a 1 point then ν(q) ≤ r. ν(q) = r implies γ(q) = r.
(c) If q ∈ π−1(p) is a 2 point then ν(q) ≤ r − 1.
(d) If q ∈ π−1(p) is a 3 point, then ν(q) ≤ r − 2.
(e) If D ⊂ π−1(p) is a 2 curve, then D is not r small or r-1 big.
or
2. There exists a curve C ⊂ Sr(X) such that p ∈ C and C is r big at p. There
exists an affine neighborhood U of p such that the blowup of C ∩ U , π : Y → U
is a permissible monodial transform such that
(a) Ar(Y ) holds.
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(b) If q ∈ π−1(p) is a 2 point, then ν(q) ≤ r − 1.
(c) If q ∈ π−1(p) is the 3 point, then ν(q) ≤ r − 2.
(d) The 2 curve D = π−1(p) is not r small or r-1 big.
In either case, if X satisfies the conclusions of Theorem 13.9, then Y satisfies the
conclusions of Theorem 13.9.
Proof. p has permissible parameters (x, y, z) such that
u = (xayb)m
v = P (xayb) + xcydFp
Fp =
∑
i+j+k≥r aijkx
iyjzk
Suppose that there does not exist a curve C ⊂ Sr(X) such that C is r big at p.
Let π : X1 → X be the blowup of p. We will first show that (a), (b) and (d) of
1. hold on X1 and if q ∈ π−1(p) is a 2 point with ν(q) = r then τ(q) ≥ τ(p). This
follows from Theorem 7.1, Theorem 7.3 and Lemma 7.9. All exceptional 2 curves D
of π contain a 3 point q such that ν(q) ≤ r − 2. (e) thus holds by Lemmas 8.1 and
7.7.
By Lemma 8.1 there are at most finitely many 2 points q ∈ π−1(p) such that
ν(q) = r. Suppose that there exists a 2 point q ∈ π−1(p) and ν(q) = r. After a
permissible change of parameters at p, we have permissible parameters (x1, y1, z1) at
q such that x = x1, y = x1y1, z = x1z1. Lp = Lp(y, z) depends on both y and z.
Supppose there also exists a 2 point q′ ∈ π−1(p) such that ν(q′) = r and q′ has
permissible parameters (x′, y′, z′) such that
x = x′y′, y = y′, z = y′(z′ + α)
for some α ∈ k. Then there exists a form L(x, z − αy) such that
Lp(y, z) =


L(x, z − αy) + cxayb if there exists a, b ∈ N such that
a+ b = r, a(d+ b)− b(c+ a) = 0
L(x, z − αy) otherwise
Thus
Lp = d(z − αy)r + cyr
for some d, c ∈ k with d 6= 0, a contradiction to the assumption that τ(p) < r. Let
· · · → Yn → Yn−1 → · · · → Y1 → X
be the sequence of quadratic transforms πn : Yn → Yn−1 constructed by blowing up
all 2 points q′ on Yn which lie over p and have ν(q
′) = r.
Suppose that this sequence has infinite length. Then there exists qn ∈ Yn such
that πn(qn) = qn−1 and ν(qn) = r for all n. There exists a series φ(x) =
∑
αix
i such
that after replacing z with z − φ(x), qn has permissible parameters (xn, yn, zn) such
that
x = xn, y = x
n
nyn, z = x
n
nzn
and
Fqn = Lq(yn, zn) + xnΩn.
Fqn =
Fq
xnrn
for all n > 0 implies Fq ∈ (y, z)r.
Iˆ
Sr(X),p
⊂ (y, z) by Lemma 6.23. Since Sr(X) makes SNCs with B2(X) at p,
y = z = 0 are local equations at p of a curve C ⊂ Sr(X).
Now suppose that there exists a curve C ⊂ Sr(X) such that p ∈ C and C is r big
at p. There exists an affine neighborhood U of p such that C ∩ U makes SNCs with
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B2(U). Let π : Y → U be the blowup of C ∩ U . There exist permissible parameters
(x, y, z) at p such that y = z = 0 are local equations of C at p,
u = (xayb)m
Fp =
∑
i+j≥r aij(x)y
izj.
At the 3 point q ∈ π−1(p), there are permissible parameters (x, y1, z1) such that
y = y1z1, z = z1
Fq =
Fp
zr1
=
∑
i+j=r
aij(0)y
i
1 + z1G+ xΩ
we have ν(q) ≤ r − 2, since 2 ≤ τ(p).
At a 2 point q ∈ π−1(p), after a permissible change of variables at p, there exist
permissible parameters (x, y1, z1) at q such that
y = y1, z = y1z1
Fq =
Fp
yr1
=
∑
i+j=r
aij(0)z
j
1 + y1G+ xΩ.
ν(q) < r and γ(q) < r since τ(p) < r. Furthermore, if D = π−1(p), then Fq 6∈ Iˆr−1D,q .
There exists a possibly smaller affine neighborhood U of p such that Ar(Y ) holds by
Lemma 8.8.
Theorem 14.4. Suppose that the conclusions of Theorem 13.9 hold on X with r ≥ 2,
p ∈ X is a 2 point with permissible parameters (x, y, z) such that
u = (xayb)m
v = P (xayb) + xcydFp
and ν(p) = r − 1, τ(p) = 0, Lp = f(x, y) depends on both x and y. Then there exists
a sequence of quadratic transforms π : Z → X over p such that
1. q ∈ π−1(p) a 1 point or a 2 point implies that ν(q) ≤ r. ν(q) = r implies
γ(q) = r.
2. q ∈ π−1(p) a 2 point with ν(q) = r − 1 implies that τ(q) > 0 or γ(q) = r.
3. q ∈ π−1(p) a 3 point implies ν(q) ≤ r − 2.
4. The conclusions of Theorem 13.9 hold on Z
Proof. Let
π : X1 → X (164)
be the blowup of p.
If p1 ∈ π−1(p) is a 1 point then ν(p1) ≤ r and ν(p1) = r implies γ(p1) = r by
Theorem 7.1. If p1 ∈ π−1(p) is a 2 point then we must have ν(p1) ≤ r − 2, by our
assumption on f . Suppose that p1 ∈ π−1(p) is the 3 point. Then ν(p1) ≤ r − 1 and
p1 has permissible parameters (x1, y1, z1) such that
x = x1z1, y = y1z1, z = z1
Suppose that ν(p1) = r − 1. Then
Lp1 = f(x1, y1) + z1Ω. (165)
Let
Fp =
∑
i+j+k≥r−1
aijkx
iyjzk.
136 STEVEN DALE CUTKOSKY
Suppose that we can construct an infinite sequence of quadratic transforms
· · · → Xn → · · · → X1 → X
where Xn+1 → Xn is the blowup of a 3 point pn lying over pn−1 with ν(pn) = r − 1.
Then pn has permissible parameters (xn, yn, zn) such that
x = xnz
n
n , y = ynz
n
n , z = zn
and
Fpn =
Fp
z
n(r−1)
n
=
∑
aijkx
i
ny
j
nz
(k+n(i+j−r+1))
n .
Thus aijk = 0 if i+ j < r− 1, which implies that Fp ∈ (x, y)r−1, a contradiction since
the conclusions of Theorem 13.9 hold.
Thus by Theorem 7.1 and Lemma 7.9 there exists a finite sequence of quadratic
transforms
π : Xm → · · · → X1 → X
where Xn+1 → Xn is the blowup of a 3 point pn lying over pn−1 with ν(pn) = r − 1,
such that Ar(Xm) holds, ν(q) ≤ r − 2 if q ∈ π−1(p) is a 3 point, and if q ∈ π−1(p)
is a 1 point then ν(q) ≤ r, ν(q) = r implies γ(q) = r. Suppose that C is a 2 curve
which is exceptional for π. Then C is not r-1 big or r small since C must contain a 3
point q′ with ν(q′) ≤ r − 2. Suppose that q ∈ π−1(p) is a 2 point and ν(q) ≥ r − 1.
Then there exists a largest n such that q maps to a 3 point pn ∈ Xn. The point q is
then a 2 point on Xn+1. pn has permissible parameters (x1, y1, z1) such that
x = x1z
n
1 , y = y1z
n
1 , z = z1
By assumption, ν(pn) = r − 1. Write
f =
∑
i+j=r−1
aijx
iyj .
We then have
u = (xa1y
b
1z
n(a+b)
1 )
m
v = P (xa1y
b
1z
n(a+b)
1 ) + x
c
1y
d
1z
n(c+d+r−1)
1 Fpn
Fpn =
Fp
z
n(r−1)
1
=
∑
i+j=r−1 aijx
i
1y
j
1 +
∑
i+j+k=r−1,k>0 bijkx
i
1y
j
1z
k
1 +Ω (166)
with ν(Ω) ≥ r.
Since q is a 2 point, OˆXn+1,q has regular parameters (x2, y2, z2) of one of the
following forms:
x1 = x2, y1 = x2(y2 + α), z1 = x2z2 (167)
with α 6= 0, or
x1 = x2, y1 = x2y2, z1 = x2(z2 + β) (168)
with β 6= 0, or
x1 = x2y2, y1 = y2, z1 = y2(z2 + β) (169)
with β 6= 0.
First suppose that (168) holds. (169) is symmetrical, and the analysis of that case
is the same. Set
x2 = x2(z2 + β)
− n
n+1 .
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u = (x
(n+1)(a+b)
2 y
b
2)
m = (xa2y
b
2)
m
v = Pq(x
a
2y
b
2) + x
(n+1)(c+d+r−1)
2 y
d
2Fq
Fq = [
∑
i+j=r−1 aijy
j
2
+
∑
k>0,i+j+k=r−1 bijky
j
2(z2 + β)
k + x2Ω
1]−∑ cixai2 ybi2
where (a, b) = 1,
(n+ 1)(a+ b)(bi + d)− b((n+ 1)(c+ d+ r − 1) + ai) = 0.
If some bijk 6= 0 in (166), we have ν(q) ≤ r−1 and ν(q) = r−1 implies that τ(q) > 0.
So suppose that all bijk = 0 in (166). If ν(q) ≥ r − 1, then we must have∑
aijy
j
2 = ai0j0y
j0
2 + a0,r−1y
r−1
2
where a0,r−1 could be zero, 0 < i0, ai0,j0 6= 0 (since f(x, y) depends on x and y) and
(n+ 1)(c+ d+ r − 1)b− (n+ 1)(a+ b)(j0 + d) = 0.
Thus
(c+ r − 1− j0)b− a(d+ j0) = 0 (170)
We then have
xcydf = ai0j0x
c+r−1−j0yd+j0 + a0,r−1x
cyd+r−1
which is normalized, so that ai0,j0 = 0 by (170). This contradiction shows that we
must have that ν(q) ≤ r − 2 in this case.
Suppose that (167) holds. Substitute (167) into (166). Set
x2 = x2(y2 + α)
− b
(n+1)(a+b)
u = (x
(n+1)
2 z
n
2 )
m(a+b)
v = P (x
(n+1)(a+b)
2 z
n(a+b)
2 ) + x
(n+1)(c+d+r−1)
2 z
n(c+d+r−1)
2 G
where
G = (y2 + α)
λ

 ∑
i+j=r−1
aij(y2 + α)
j +
∑
k>0,i+j+k=r−1
bijk(y2 + α)
jzk2 + x2Ω2

 ,
with
λ = − b
a+ b
(c+ d+ r − 1) + d.
The only term which can be removed from the first sum
(y2 + α)
λ

 ∑
i+j=r−1
aij(y2 + α)
j)


of G in obtaining Fq is the constant term. Thus γ(q) ≤ r.
Theorem 14.5. Suppose that r ≥ 2 and the conclusions of Theorem 13.9 hold on X,
so that if C is a 2 curve, then C is not r small or r-1 big. Suppose that p ∈ X is
a 1 or a 2 point and D is a generic curve through p on a component of EX . Then
there exists a sequence of quadratic transforms centered over a finite number of points
on the strict transform of D, but not in the fiber over p, π : X1 → X, such that the
following conditions hold.
1. There exists a neighborhood U of D − p such that Cr(π−1(U)) holds. The case
2. (c) of Cr does not occur in π
−1(U).
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2. Let D′ be the strict transform of D on X1. Suppose that q ∈ D′−p, and (x, y, z)
are permissible parameters at q such that x = z = 0 are local equations of D′ at
q. If q is a 1 point then ν(Fq(0, y, 0)) = 1. If q is a 2 point then ν(q) = 0.
3. The conclusions of Theorem 13.9 hold on X1.
Proof. Suppose that q ∈ D is a 1 point. Then we can find permissible parameters
(x, y, z) at q such that x = y = 0 are local equations of D at q. The multiplicity
φ(q) = ν(Fq(0, 0, z))
is independent of such permissible parameters at q. Furthermore, the set
{q ∈ D ∩ (X −B2(X)) | φ(q) ≥ 2}
is Zariski closed in D∩ (X −B2(X)). By Lemma 6.31, Fq 6∈ IˆD,q if q ∈ D. At most 1
points q on D, φ(q) = 1. Thus there are at most a finite number of points q ∈ D − p
such that the conclusions of the Theorem do not hold at q.
1) Suppose that q ∈ D − p and ν(q) = r. Then q is a generic point on a curve C
of Sr(X). q is a 1 point.
1a) Suppose that C is r big. Then there exist permissible parameters (x, y, z) at q
such that
u = xa
v = P (x) + xbFq
Fq =
∑
i+k≥r,j≥0 aijkx
iyjzk
where x = z = 0 are local equations of C at q, x = y = 0 are local equations of D at
q. γ(q) = r implies a00r 6= 0.
Let π : Y → X be the blowup of q. Then ν(q′) = 0 if q′ is the point on the
intersection of the strict transform of D and π−1(q). Points of π−1(q) satisfy the
condition of Cr by Theorem 7.3 and Lemma 7.9.
1b) Suppose that C is r small. By Lemma 6.25,
Fq =
∑
i+j≥r
aij(y)x
izj + τ(y)xr−1
where x = z = 0 are local equations of C at q, x = y = 0 are local equations of D at
q, (with ν(τ) ≥ 1). Since q is a generic point of C, ν(τ) = 1, and after a permissible
change of parameters, we have τ = y. γ(q) = r implies a0r(y) is a unit. Let π : Y → X
be the blowup of q. Then ν(q′) = 0 if q′ is the point on the intersection of the strict
transform of D and π−1(q). Points of π−1(q) satisfy the condition of Cr by Theorem
7.3 and Lemma 7.9.
2) Suppose that q ∈ D − p, ν(q) = r − 1 and the conclusions of the Theorem do
not hold at q.
2a) Suppose that q is a 1 point and r ≥ 3. Then q is a general point on a curve C
in Sr−1(X). There are permissible parameters (x, y, z) at q such that x = z = 0 are
local equations of D at q.
Let π1 : X1 → X be the blowup of p. Theorem 7.1 implies ν(q′) ≤ r − 1 for all
q′ ∈ π−11 (q) and q′ ∈ π−11 (q) a 2 point with ν(q′) = r − 1 implies τ(q′) > 0.
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At the 2 point q1 ∈ π−11 (q) on the strict transform of D, there are permissible
parameters (x1, y1, z1) such that
x = x1y1, y = y1, z = y1z1
Suppose that ν(q1) = r − 1. We must have τ(q1) > 0. Let π1 : X2 → X1 be the
blowup of q1. By Theorem 7.3, if q
′ ∈ π−1(q1), then if q′ is a 1 point ν(q′) ≤ r − 1.
If q′ is a 2 point, ν(q′) ≤ r − 1, ν(q′) = r − 1 implies τ(q′) > 0. q′ a 3 point implies
ν(q′) ≤ r− 2. Let q2 ∈ π−11 (q) be the 2 point on the strict transform of D. There are
permissible parameters (x2, y2, z2) at q2 such that
x1 = x2y2, y1 = y2, z1 = y2z2.
If ν(q2) = r − 1, then τ(q2) > 0.
Suppose that we can construct an infinite sequence of quadratic transforms
· · · → Xn → Xn−1 → · · · → X1 → X
centered at the point qn on the strict transform of D over q on Xn, where qn are
blown up as long as ν(qn) = r − 1.
By Theorem 7.3, all points q′ on Xn lieing over p satisfy ν(q
′) ≤ r−1, ν(q′) ≤ r−2
If q′ is a 3 point and if q′ is a 2 point with ν(q′) = r − 1. Then τ(q′) > 0.
Suppose that ν(qn) = r−1 for all n. Then qn has permissible parameters (x1, y1, z1)
such that
x = x1y
n
1 , y = y1, z = z1y
n
1
Fq =
∑
i+j+k≥r−1
aijkx
iyjzk
Fqn =
Fq
y
n(r−1)
1
=
∑
i+j+k≥r−1
aijkx
i
1y
j+n(i+k−(r−1))
1 z
k
1
implies aijk = 0 if i+ k < r − 1, so that Fq ∈ (x, z)r−1. This is a contradiction since
Fq 6∈ IˆD,q.
Thus after a finite sequence of quadratic transforms, π : Z → X the strict transform
of D intersects π−1(q) at a 2 point q1 with ν(q1) < r − 1, so we are in case 3) below.
2b) Suppose that q is a 2 point. Suppose that C is the 2 curve through q. By
Lemma 6.26, our assumption that C is not r-1 big, and since q is a generic point of
C, we have τ(q) > 0. There exist permissible parameters (x, y, z) at q such that
u = (xayb)m
v = P (xayb) + xcydFq
Fq =
∑
i+j≥r−1,k≥0 aijkx
iyjzk + zxi0yj0
(171)
with i0 + j0 = r − 2. x = z = 0 are local equations of D at q and τ(q) > 0.
Let π : X1 → X be the blowup of q. Then ν(q1) ≤ r − 1 at all points q1 ∈ π−1(q),
ν(q1) ≤ r−2 if q1 ∈ π−1(q) is a 3 point and all 2 points q1 of π−1(q) with ν(q1) = r−1
satisfy τ(q1) > 0 by Theorem 7.3.
The strict transform of D intersects π−1(q) at a 2 point q′ such that
x = x1y1, y = y1, z = y1z1
Fq1 =
Fq
yr−11
=
∑
i+j≥r−1,k≥0
aijkx
i
1y
(i+j+k)−(r−1)
1 z
k
1 + z1x
i0
1
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x1 = z1 = 0 are local equations of the strict transform of D at q
′. If ν(q′) ≤ r− 2 we
are in case 3). Otherwise, q1 is a 2 point with ν(q1) = r − 1 and τ(q1) > 0 (so that
i0 = r − 2). Let
· · · → Xn → Xn−1 → · · · → X1 → X
be the sequence of quadratic transforms centered at the point qn on the strict trans-
form of D over q on Xn where points qn are blownup as long as ν(qn) = r − 1. By
Theorem 7.3, all points q′ on Xn lieing over p satisfy ν(q
′) ≤ r− 1, ν(q′) ≤ r− 2 if q′
is a 3 point, and if q′ is a 2 point with ν(q′) = r − 1, then τ(q′) > 0.
Suppose that ν(qn) = r − 1 for all n. qn has permissible parameters (x1, y1, z1)
such that
x = x1y
n
1 , y = y1, z = z1y
n
1
Fqn =
Fq
y
n(r−1)
1
=
∑
i+j≥r−1,k≥0
aijkx
i
1y
j+n(i+k−(r−1))
1 z
k
i + z1x
r−2
1
Thus i + k − (r − 1) ≥ 0 whenever aijk 6= 0 and Fp ∈ (x, z)r−1, so that Fp ∈ IˆD,p,
which is a contradiction.
After a finite sequence of quadratic transforms, π′ : X ′ → X , the strict transform
of D thus intersects (π′)−1(q) at a 2 point q′ with ν(q′) ≤ r − 2, so the result follows
from Case 3).
3) Suppose that q ∈ D − p, ν(q) ≤ r − 2, and the conclusions of the Theorem do
not hold at q. q is a 1 point or a 2 point and D makes SNCs with the 2 curve through
C. The result then follows from a similar but slightly simpler argument to that of
Case 2, by Theorems 7.1 and 7.3.
Theorem 14.6. Suppose that X satisfies the conclusions of Theorem 13.9 with r ≥ 2.
Then there exists a sequence of permissible monoidal transforms X1 → X such that
Cr(X1) holds.
Proof. Let T be the finite set of 2 points p on X such that (162) holds at p, and p 6∈ D
for any r big curve D which contains a 1 point.
By 1. of Theorem 13.8, there exists a sequence of quadratic transforms π0 : X0 →
X centered over points p ∈ T such that
1. If p ∈ X0 is a 1 point then ν(p) ≤ r, ν(p) = r implies γ(p) = r.
2. If p ∈ X0 is a 2 point then ν(p) ≤ r. ν(p) = r implies τ(p) ≥ 2, or (162) holds
at p and there exists an r big curve D ⊂ Sr(X0) containing p.
3. If p ∈ X0 is a 3 point, then ν(p) ≤ r − 1. ν(p) = r − 1 implies p satisfies the
assumptions of (145) and (146) of Theorem 12.4. If Dp is the 2 curve containing
p with local equations y = z = 0 at p in the notation of Theorem 12.4, then Fq
is resolved for all p 6= q ∈ Dp.
4. Ar(X0) holds.
5. If C is a 2 curve on X0, then C is not r small. If C is r-1 big, then ν(p) = r− 1
for all p ∈ C.
Let T1 be the 3 points of X0 which satisfy (145) and (146) of Theorem 12.4.
For p ∈ T1, let λp : Yp → spec(OX0,p) be the sequence of monodial transforms
centered over sections of Dp such that the conclusions of Theorem 12.4 hold. By
Theorem 12.5 (or Theorem 12.6 if r = 2), there exists a sequence of monodial trans-
forms Vp → Yp centered at 2 curves C such that C is r-1 big so that Vp satisfies the
conclusions of 1. - 3. of Theorem 12.5 (or Theorem 12.6 if r = 2).
Since Dp is resolved at all points p 6= q ∈ Dp, the only obstruction to extending
λp to a permissible sequence of monodial transforms of sections over Dp in X0 is if
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the corresponding sections over Dp do not make SNCs with 2 curves. This difficulty
can be removed by performing quadratic transforms at the (resolved) points where
the section does not make SNCs with the 2 curves.
By 5. above and Lemmas 8.6, 8.7 and 13.2, we can thus construct a sequence of
permissible monodial transforms π′0 : X
′
0 → X0 such that
X ′0 ×X0 spec(OX0,p) ∼= Vp
for p ∈ T1,
and X ′0 satisfies:
1. p ∈ X ′0 a 1 point implies ν(p) ≤ r. ν(p) = r implies γ(p) = r.
2. p ∈ X ′0 a 2 point implies ν(p) ≤ r. ν(p) = r implies τ(p) ≥ 2 or (162) holds at
p, and there exists a r big curve D ⊂ Sr(X0) containing p.
3. p ∈ X ′0 a 3 point implies ν(p) ≤ r − 2.
4. Sr(X
′
0) makes SNCSs with B2(X
′
0).
5. If C is a 2 curve on X0, then C is not r small or r-1 big.
Let γ1, . . . , γn be the r big curves in Sr(X
′
0). Each γi necessarily contains a 1
point.
Let π : X1 → X ′0 be the sequence of monodial transforms (in any order) centered
at the (strict transforms of) γ1, . . . , γn.
By Lemma 8.8, 2. of Theorem 14.3, and 2. of Theorem 13.8,
1. If p ∈ X1 is a 1 point then ν(p) ≤ r. ν(p) = r implies γ(p) = r.
2. If p ∈ X1 is a 2 point then ν(p) ≤ r. ν(p) = r implies τ(p) ≥ 2. If ν(p) = r and
τ(p) < r, then p does not lie on a r big curve E in Sr(X1).
3. p ∈ X1 a 3 point implies ν(p) ≤ r − 1. ν(p) = r − 1 implies p satisfies the
assumptions of (147) and (148) of Theorem 12.4. If Dp is the 2 curve containing
p with local equations y = z = 0 at p in the notation of Theorem 12.4, then Fq
is resolved for all p 6= q ∈ Dp.
4. Ar(X1) holds.
5. If C is a 2 curve on X0, then C is not r small or r-1 big.
6. There are only finitely many 2 points p ∈ X1 such that ν(p) = r.
6. is a consequence of 5. Let T2 be the set of 3 points on X1 satisfying (147) and
(148) of Theorem 12.4.
By Theorem 14.3, there exists a sequence of quadratic transforms π2 : X2 → X1
centered over the 2 points p of X1 with ν(p) = r and 2 ≤ τ(p) < r such that
1. If p ∈ X2 is a 1 or 2 point then ν(p) ≤ r. If ν(p) = r then γ(p) = r.
2. If p ∈ X2 is a 3 point then ν(p) ≤ r − 1. If ν(p) = r − 1, then p ∈ T2.
3. Ar(X2) holds.
4. If D ⊂ X2 is a 2 curve, then D is not r small or r-1 big.
For p ∈ T2, let
λp : Yp → spec(OX2,p) (172)
be a sequence of permissible monodial transforms over sections of Dp such that the
conclusions of Theorem 12.4 hold.
Since Dp is resolved at all points p 6= q ∈ Dp, the only obstruction to extending λp
to a permissible sequence of monodial transforms of sections over Dp in X2 is if the
corresponding sections over Dp do not make SNCs with 2 curves. This difficulty can
be removed by performing quadratic transforms at the points where the section does
not make SNCs with the 2 curves.
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By Theorems 7.1 and 7.3, we can thus construct a permissible sequence of monodial
transforms π3 : X3 → X2 such that
1. If p ∈ T2, then X3 ×X2 spec(OX2,p) ∼= Yp.
2. If q ∈ X3 − π−13 (T2), and q is a 1 or 2 point then ν(q) ≤ r. If ν(q) = r, then
γ(q) = r.
3. If q ∈ X3 − π−13 (T2) and q is a 3 point then ν(q) ≤ r − 2.
4. Ar(X3) holds.
5. If D ⊂ X3 − π−13 (T2) is a 2 curve, then D is not r small or r-1 big.
By 5. and Theorem 12.5 (or Theorem 12.6 if r = 2), we can perform a sequence of
permissible monodial transforms σ : Z2 → X3 centered at r-1 big 2 curves C to get
that
1. If p ∈ Z2 is a 1 or 2 point, then ν(p) ≤ r. ν(p) = r implies γ(p) = r.
2. If p ∈ Z2 is a 3 point, then ν(p) ≤ r − 2.
3. There are no 2 curves C in Z2 which are r small or r-1 big.
4. Sr(Z2) makes SNCs with B2(Z2).
Since 3. holds, there are only finitely many 2 points {q1, . . . , qm} on Z2 such that
ν(qi) = r − 1 and τ(qi) = 0.
By Theorem 14.4, we can perform a sequence of quadratic transforms σ1 :W1 → Z2
over the finitely many 2 points qi in Z2 such that ν(qi) = r − 1, τ(qi) = 0 and Lq
depends on both x and y (where (x, y, z) are permissible parameters at qi) so that
1. ν(q) ≤ r and ν(q) = r implies γ(q) = r at 1 and 2 points of W1.
2. ν(q) ≤ r − 2 at 3 points of W1
3. If q ∈ W1 is a 2 point with ν(q) = r − 1 and τ(q) = 0, then either γ(q) = r or
there exist permissible parameters (x, y, z) at q such that Lq depends only on
x.
4. There are no 2 curves C on W1 which are r small or r-1 big.
5. Sr(W1) makes SNCs with B2(W1).
Over the (finitely many) points {a1, . . . , an} of W1 which are 2 points with ν(p) =
r − 1, γ(p) > r, τ(p) = 0, and there exist permissible parameters (x, y, z) at ai such
that Lai depends only on x, by Theorem 12.1, there exist sequences of permissible
monodial transforms
Yai → spec(OW1,ai)
where Yai → spec(OW1,ai) is a sequence of blowups of sections over a general curve
through ai, and satisfies the conclusions of Theorem 12.1.
By Theorem 14.5 there exists a sequence of permissible monodial transforms π˜ :
W2 →W1 such that
W2 ×W1 spec(OW1,ai) ∼= Yai
for all i, and for q ∈ π˜−1(W2 − {a1, . . . , an}),
1. ν(q) ≤ r, ν(q) = r implies γ(q) ≤ r if q is a 1 or 2 point.
2. q a 2 point and ν(q) = r − 1 implies τ(q) > 0 or γ(q) = r.
3. ν(q) ≤ r − 2 if q is a 3 point.
4. There are no 2 curves C in π˜−1(W2−{a1, . . . , an}) which are r small or r-1 big.
5. Ar(W2) holds.
Since all 2 curves C ⊂ W2 which are r-1 big must map to some ai by 4., there
exists a sequence of permissible monodial transforms π3 : W3 → W2 centered at 2
curves C which are r-1 big such that
W3 − (π˜ ◦ π3)−1({a, . . . , an}) ∼=W2 − π˜−1({a1, . . . , an})
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and W3 ×W1 spec(OW1,ai) satisfies the conclusions of Vai of Theorem 12.2 (or of Vai
of Theorem 12.3).
Then the sequence of quadratic transforms Wai → Vai of Theorem 12.2 (or of
Wai → Vai of Theorem 12.3) extend to π4 :W4 →W3 such that
W4 − (π˜ ◦ π3 ◦ π4)−1({a1, . . . , an}) ∼=W2 − π˜−1({a1, . . . , an})
and W4 ×W1 spec(OW1,ai) ∼= Wai for 1 ≤ i ≤ n in the notation of Theorem 12.2 (or
of Theorem 12.3).
Now assume that r ≥ 3. Let {D} be the strict transform on W4 of the curves {D}
in Sr(W1) which contain some ai. Each D contains a 1 point and D is r small since D
makes SNCs with B2(W1) and ν(ai) = r− 1. By Theorem 12.2 and Lemma 8.10, and
since by Lemma 6.27 there does not exist a 2 point q ∈ D such that ν(q) = r− 1 and
τ(q) > 0, there exists a finite sequence of quadratic transforms W5 → W4 centered
at points disjoint from any fiber over some ai such that if W6 →W5 is a sequence of
monodial transforms centered at the strict transforms of the D then Cr(W6) holds.
Now suppose that r = 2. Let {D} be the strict transforms on W4 of the curves
{D} in Sr(W1) which contain some ai. Each D contains a 1 point and D is not r
big. By Theorem 12.3, Lemmas 8.10 and 8.11 there exists a sequence of quadratic
transformsW5 →W4 centered at points disjoint from any fiber over some ai such that
if W6 →W5 is a sequence of monodial transforms centered at the strict transforms of
the D, and then followed by a sequence of monodial transforms W7 → W6 centered
at the strict transforms of 2 curves C on W6 which are sections over one of the D
blownup in W6 →W5 and such that C is 1 big, then Cr(W6) holds.
Theorem 14.7. Suppose that Cr(X) holds with r ≥ 2. Then there exists a sequence
of quadratic transforms π : X1 → X such that Cr(X1) holds and if C is a 2 curve on
X1 such that C contains a 2 point p with ν(p) = r and p lies on a curve D in Sr(X1),
then for p 6= q ∈ C − B3(X), ν(q) ≤ r − 1 and ν(q) = r − 1 implies γ(q) = r − 1.
Proof. Let π : X1 → X be the product of quadratic transforms centered at all 2
points q ∈ X such that ν(q) = r and q is on a curve D ⊂ Sr(X).
Suppose that q ∈ X is a 2 point on a 2 curve C such that q ∈ D, for a curve
D ⊂ Sr(X). There exist permissible parameters (x, y, z) at q such that
u = (xayb)m
v = P (xayb) + xcydFq
where x = z = 0 are local equations ofD at q. Suppose that ν(q) = r so that γ(q) = r.
By Lemma 8.5, after a permissible change of variables,
Fq = τz
r +
r∑
i=2
ai(x, y)z
r−i
with τ a unit, ν(ai) ≥ i. At a 1 point q′ ∈ π−1(q) we have ν(q′) ≤ r, ν(q′) = r implies
γ(q′) = r.
The 2 points q′ ∈ π−1(q) have permissible parameters (x1, y1, z1) such that
x = x1y1, y = y1, z = y1(z1 + α)
or
x = x1, y = x1y1, z = x1(z1 + α).
In either case
Fq′ = τ(z1 + α)
r + terms of order ≤ r − 2 in z1
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implies γ(q′) ≤ r, γ(q′) ≤ r− 1 if α 6= 0. Thus each exceptional curve C of π contains
at most one 2 point q′ such that ν(q′) = r. At the 3 point q′ ∈ π−1(q),
x = x1z1, y = y1z1, z = z1
and ν(q′) = 0.
Thus by Lemma 7.9, Cr(X1) holds. Let C
′ be the strict transform of C, D′ the
strict transform of D on X1. C
′ and D′ are disjoint. C′ intersects π−11 (q) at the 3
point q′ with ν(q′) = 0. By Lemma 7.9 there is at most one curve E in Sr(X1) such
that E ⊂ π−1(q), and E intersects each 2 curve in at most one point. If E intersects
an exceptional 2 curve C in a point q′ such that ν(q′) = r, then for q′ 6= q′′ ∈ C,
γ(q′′) ≤ r−1 (by the above analysis). Thus each exceptional 2 curve C for π1 satisfies
the conditions of the conclusions of the Theorem.
The strict transform C′ of a 2 curve C on X1 contains no 2 points q with ν(q) = r
which are contained in a curve D in Sr(X1).
15. resolution 3
Throughout this section we will assume that ΦX : X → S is weakly prepared.
Lemma 15.1. Suppose that C ⊂ X is a 2 curve. Suppose that t is a natural number
or ∞. Then the set
{q ∈ C| q is a 2 point and γ(q) ≥ t}
is Zariski closed in C −B3(X).
Proof. Suppose that p ∈ C is a 2 point. There exist permissible parameters (x, y, z)
at p such that (x, y, z) are uniformizing parameters in an e´tale neighborhood U of p
in X . At p,
u = (xayb)m
v = P (xayb) + xcydF (x, y, z).
Set
w =
v − Pλ(xayb)
xcyd
with λ > c + d. w ∈ Γ(U,OX). If q ∈ C ∩ U , there are permissible parameters
(x, y, zq = z − α) at q for some α ∈ k. There exist ai(q) ∈ k such that
Fq = w −
∞∑
i=0
ai(q)
(xayb)i
xcyd
.
{q ∈ C∩U | ν(Fq(0, 0, zq) ≥ t} =
{
{q ∈ C ∩ U | ∂iw
∂zi
(0, 0, α) = 0, 0 ≤ i < t} if ad− bc 6= 0
{q ∈ C ∩ U | ∂iw
∂zi
(0, 0, α) = 0, 0 < i < t} if ad− bc = 0
is Zariski closed.
Since U is an e´tale cover of an affine neighborhood V of p,
{q ∈ C | q is a 2 point and γ(q) ≥ t} ∩ V
is Zariski closed in V ∩ C.
Lemma 15.2. Suppose that C is a 2 curve and there exists p ∈ C with permissible
parameters (xp, yp, zp) at p such that xp = yp = 0 are local equations of C at p
and ν(Fp(0, 0, zp)) < ∞. If q ∈ C then ν(Fq(0, 0, zq)) < ∞, where (xq , yq, zq) are
permissible parameters at q and xq = 0, yq = 0 are local equations for C at q.
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Proof. If ν(Fq(0, 0, zq)) = ∞, then Fq ∈ IˆC,q so that Fp ∈ IˆC,p for all p ∈ C by
Lemma 8.1. Thus ν(Fp(0, 0, zp)) =∞ for all p ∈ C, a contradiction.
Theorem 15.3. Suppose that Cr(X) holds with r ≥ 2 and the conclusions of Theo-
rem 14.7 hold on X. Then there exists a sequence of permissible monoidal transforms
π : Y → X centered at r big curves C in Sr such that Cr(Y ) and the conclusions of
Theorem 14.7 hold on Y and if D is a curve in Sr(Y ), then D is not r big.
Proof. Suppose that the C ⊂ Sr(X) is r big. C must contain a 1 point. Let π : Y → X
be the blowup of C.
By Lemma 8.8, Cr(Y ) holds and the conclusions of Theorem 14.7 hold on Y . There
is at most one curve D ⊂ Sr(Y ) ∩ π−1(C). If this curve exists it must be a section
over C.
Let p ∈ C be a 1 point. As in (71) of the proof of Lemma 8.8, there exist permissible
parameters (x, y, z) at p such that IˆC,p = (x, z),
u = xa
Fp = τz
r +
∑r
i=2 ai(x, y)z
r−i (173)
where τ is a unit, xi | ai for 2 ≤ i ≤ r.
As shown in the proof of Lemma 8.8, the only point q ∈ π−1(p) which could be in
Sr(Y ) is the 1 point with permissible parameters x = x1, z = x1z1.
u = xa1
Fq = τz
r
1 +
∑r
i=2
ai(x1,y)
xi1
zr−i1
(174)
In this case, (174) has the form of (173) with
min{ j
i
such that xj | ai, xj+1 6 | ai for 2 ≤ i ≤ r}
decreased by 1.
By induction on
min{ j
i
such that xj | ai, xj+1 6 | ai for 2 ≤ i ≤ r}
we can construct a sequence of permissible blowups of r big curves in Sr such that
the conclusions of the Theorem hold.
Theorem 15.4. Suppose that Cr(X) holds with r ≥ 2, the conclusions of Theorem
14.7 hold on X and if C is a curve in Sr(X), then C is not r big. Suppose that
p ∈ Sr(X) is a 1 point, D is a general curve through p. For a 1 point q ∈ D, define
ǫ(D, q) = ν(Fq(0, 0, z))
where (x, y, z) are permissible parameters at q so that IˆD,q = (x, y) and
u = xa
v = P (x) + xcFq.
Then there exists a sequence of blowups of points on the strict transform of D, but
not at p, λ : Z → X such that
1. Cr(Z) and the conclusions of Theorem 14.7 hold on Z.
2. Let D˜ be the strict transform of D on Z. Then ǫ(D˜, q) = 1 for all 1 points q 6= p
on D˜, ν(q) = 0 if q ∈ D˜ is a 2 point, and there are no 3 points on D˜.
3. Suppose that p˜ is a fundamental point of λ.
(a) If q ∈ λ−1(p˜) is a 1 point then ν(q) ≤ r − 1.
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(b) If q ∈ λ−1(p˜) is a 2 point, then ν(q) ≤ r. If ν(q) = r then γ(q) = r. If
ν(q) = r − 1, but τ(q) = 0, then γ(q) = r and q is on the strict transform
of a curve in Sr(X).
(c) If q ∈ λ−1(p˜) is a 3 point then ν(q) ≤ r − 2.
4. There does not exist a curve C ⊂ Sr(Z) such that C is r big.
Proof. The existence of Z and the validity of Cr(Z) and 2. follow from Theorem 14.5.
Suppose that D contains a 1 point q 6= p such that ν(q) = r. Then D intersects a
curve C in Sr(X) transversally at q, and q is a generic point of C. By Lemma 6.25
and Lemma 8.5, since C is not r big, γ(q) = r and q is a generic point of C, there are
thus permissible parameters (x, y, z) at q such that
u = xa
Fq = τz
r +
∑r−1
i=2 ai(x, y)x
αizr−i + xr−1y
where αi ≥ i, τ is a unit and x 6 | ai for 2 ≤ i ≤ r − 1, IˆC,q = (x, z), IˆD,q = (x, y).
Let π1 : X1 → X be the blowup of q.
Suppose that q1 ∈ π−11 (q) and there are permissible parameters (x1, y1, z1) at q1
such that
x = x1, y = x1(y1 + α), z = x1(z1 + β).
Then
u = xa1
Fq
xr1
= τ(z1 + β)
r +
∑r−1
i=2 aix
αi−i
1 (z1 + β)
r−i + (y1 + α)
Thus, after normalizing to get Fq′ , we have that γ(q
′) ≤ r− 1 if β 6= 0, and γ(q′) = 1,
if β = 0.
Suppose that q1 ∈ π−11 (q) and there are permissible parameters (x1, y1, z1) at q1
so that
x = x1y1, y = y1, z = y1(z1 + α)
If α 6= 0, then q′ is a 2 point with γ(q′) ≤ r − 1. If α = 0, then q′ is a 2 point on the
strict transform of C, ν(q′) ≤ r − 1 and γ(q′) ≤ r.
Suppose that q1 ∈ π−11 (q) and there are regular parameters (x1, y1, z1) in OˆX1,q1
so that
x = x1z1, y = y1z1, z = z1
Then q′ is a 2 point with ν(q′) = 0. q′ is the point in π−11 (q) on the strict transform
of D. Thus 3. holds for λ−1(q).
If q ∈ D is a 1 point with ν(q) ≤ r− 1 or a 2 point with ν(q) ≤ r− 2, 3. for λ−1(q)
follows from Theorems 7.1 and 7.3 (or the proof of Theorem 14.5).
If q ∈ D is a 2 point with ν(q) = r − 1, then q is a generic point of a 2 curve
C ⊂ Sr−1(X) (or such that Fq ∈ IˆC,q if r = 2). Since Cr(X) holds, C is r-1 small.
Since q is a generic point of C, we must have τ(q) > 0 by Lemma 6.26. 1. - 3. for
λ−1(q) then follow from Theorem 7.1 and Theorem 7.3.
The conclusions of Theorem 14.7 hold since this condition is stable under quadratic
transforms.
Definition 15.5. Suppose that C is a 2 curve of X. Then C satisfies (E) if For
q ∈ C,
1. ν(q) = 0 if q is a 3 point.
2. γ(q) ≤ 1 at all but finitely many 2 points q ∈ C, where either
(a) ν(q) = γ(q) = r or
(b) ν(q) = r − 1, γ(q) = r and τ(q) = 0.
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Theorem 15.6. Suppose that Cr(X) holds with r ≥ 2, the conclusions of Theorem
14.7 hold on X and C is a 2 curve of X containing a 2 point p such that either
ν(p) = γ(p) = r, or ν(p) = r − 1, γ(p) = r and τ(q) = 0. Then there exists
a sequence of quadratic transforms π : Y → X (over points in C) such that the
following properties hold. Let C˜ be the strict transform of C. Suppose that q is an
exceptional point of π. Then
1. If q is a 1 point, then ν(q) ≤ r − 1.
2. If q is a 2 point, then ν(q) ≤ r − 1. If ν(q) = r − 1 then τ(q) > 0.
3. If q is a 3 point then ν(q) ≤ r − 2
Furthermore, C˜ satisfies (E), Cr(Y ) holds and the conclusions of Theorem 14.7 hold
on Y .
Proof. By our assumption on p, and Lemma 8.1, Fq′ 6∈ IˆC,q′ at all points q′ ∈ C.
There thus cannot exist q′ ∈ C which satisfies (163), since then Fq′ ∈ IˆC,q′ .
Suppose that q ∈ C. Then there exist permissible parameters (x, y, z) at q such
that IˆC,q = (x, y) and Fq 6∈ IˆC,q.
First suppose that q is a 3 point and ν(q) > 0. Suppose that π1 : X1 → X is the
blowup of q. Suppose that q′ ∈ π−11 (q). Since ν(q) ≤ r− 2, we have that ν(q′) ≤ r− 1
if q′ is a 1 point, ν(q′) ≤ r − 1 if q′ is a 2 point, ν(q′) = r − 1 implies τ(q′) > 0, and
ν(q′) ≤ r − 2 if q′ is a 3 point by Theorem 7.1. The strict transform of C intersects
π−11 (q) in a 3 point.
Consider the infinite sequence of blowups of points Xn+1 → Xn, centered at the
points qn on the strict transform of C on Xn over q,
· · · → Xn → · · · → X1 → X
qn has permissible parameters (xn, yn, zn) defined by
x = xnz
n
n , y = ynz
n
n , z = zn
Fqn =
Fq
z
∑
n
i=1
si
n
where si = ν(qi). Since Fq 6∈ (x, y) we have that ν(qn) = 0 for all sufficiently large n.
Let
W = {q ∈ C|q is a 2 point with γ(q) > 1}.
W is a finite set by Lemma 15.1, and since γ(q) ≤ 1 at a generic point of C.
Suppose that q ∈ W is a 2 point. Suppose that either ν(q) ≤ r − 2 or q is such
that ν(q) = r − 1 and τ(q) > 0. Then arguing as in the case when q is a 3 point,
and using Theorems 7.1 and 7.3 we can produce a sequence of blowups of points
π : Xm → X , centered at the points qn on the strict transform of C on Xn over q,
such that ν(qm) = 0, and the conclusions of the Theorem hold in a neighborhood of
π−1(q).
Theorem 15.7. Suppose that Cr(X) holds with r ≥ 2 and the conclusions of Theo-
rem 14.7 hold on X. Then there exists a permissible sequence of blowups π : Y → X
such that for p ∈ Y
1. ν(p) ≤ r − 1 if p is a 1 point or a 2 point.
2. If p is a 2 point and ν(p) = r − 1, then τ(p) > 0 or r ≥ 3 and (163) holds at p.
3. ν(p) ≤ r − 2 if p is a 3 point
Proof. By Theorem 15.3, we can assume that if C is a curve in Sr(X) then C is not r
big. Furthermore, since Cr(X) holds, each curve in Sr(X) contains a 1 point. There
are finitely many 1 points {p1, . . . , pm} in X such that each pi is in Sr(X), and pi is
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either an isolated point in Sr(X), or is a special point of a curve in Sr(X) (A special
1 point on a curve in Sr(X) is a point which is not generic in the sense that the
conclusions of 1. (a) of Lemma 8.10 do not hold). Let Dpi be a general curve through
pi for 1 ≤ i ≤ m. By Theorem 15.4, after possibly performing a finite sequence of
quadratic transforms at points 6= pi on the Dpi , we may assume that ǫ(Dpi , q) = 1
for all 1 points q 6= pi on Dpi , ν(q) = 0 if q ∈ Dpi is a 2 point, and there are no 3
points on any Dpi .
There are no exceptional 1 points in Sr(X) created by the sequence of blowups in
Theorem 15.4.
For each pi, let tpi be the number l computed in Theorem 11.5 (or Theorem 11.6
if r = 2) for pi. By Theorem 11.4, for 1 ≤ i ≤ m, there exist sequences of monoidal
transforms
λpi : X1(i)→ spec(OX,pi)
where X1(i)→ spec(OX,pi) is a sequence of permissible monodial transforms centered
at sections over Dpi , such that the conclusions of Theorem 11.4 hold on X1(i) (with
t ≥ tpi). Since Dpi is resolved at all points pi 6= q ∈ Dpi , the only obstruction to
extending λpi to a permissible sequence of monodial transforms of sections over Dpi
in X is if the corresponding sections over Dpi in X do not make SNCs with the 2
curves. This difficulty can be resolved by performing quadratic transforms at the
points where the section does not make SNCs with the 2 curves.
By Theorem 15.6, we can then perform a sequence of quadratic transforms centered
at 2 points, so that if C is a 2 curve containing a point p such that either
ν(p) = γ(p) = r
or
ν(p) = r − 1, γ(p) = r and τ(p) = 0
then C satisfies (E). There are no exceptional 1 points in Sr(X) in this sequence of
blowups.
We can thus extend the maps X1(i) → spec(OX,pi) to a sequence of permissi-
ble monodial transforms centered at sections over Dpi and points, λ : Y → X .
Cr(Y − λ−1({p1, . . . , pm})) holds and the conclusions of Theorem 14.7 hold on Y −
λ−1({p1, . . . , pm}), there are no special or isolated 1 points in Sr(Y )−λ−1({p1, . . . , pm}),
Y ×X spec(OX,pi) ∼= X1(i)
for 1 ≤ i ≤ m and if q ∈ Sr(Y )− λ−1({p1, . . . , pm}) is a 2 point with
ν(q) = r, γ(q) = r,
or
ν(q) = r − 1, γ(q) = r and τ(q) = 0
then the 2 curve containing q satisfies (E).
Let {q1, . . . , qn} be the 2 points of Y such that ν(qi) = r and qi is contained in a
curve of Sr(Y ). Let Cqi be the 2 curve containing qi for 1 ≤ i ≤ m. Then γ(q) ≤ 1 if
qi 6= q ∈ Cqi is a 2 point, and γ(q) = 0 if q ∈ Cqi is a 3 point since Cqi satisfies (E)
and the conclusions of Theorem 14.7 hold on Y . For each qi, let tqi be the number l
computed in Theorem 11.5 (or Theorem 11.6 if r = 2) for pi. For 1 ≤ i ≤ n, let
λqi : Y1(i)→ spec(OY,qi)
be a permissible sequence of monodial transforms centered at sections over Cqi such
that the conclusions of Theorem 11.4 hold on Y1(i) (with t ≥ tqi).
Since Cqi is resolved at all points qi 6= q ∈ Cqi , the only obstruction to extending
λqi to a permissible sequence of monodial transforms of sections over Cpi in Y is if
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the corresponding sections over Cpi in Y do not make SNCs with the 2 curves. This
difficulty can be resolved by performing quadratic transforms at the points where the
section does not make SNCs with the 2 curves.
We can thus extend the Y1(i)→ spec(OY,qi) to a sequence of permissible monodial
transforms centered at points and sections over Cqi , φ : Z → Y , so that
Z ×Y spec(OY,qi) ∼= Y1(i)
for 1 ≤ i ≤ n, and if
Z0 = Z − φ−1({q1, . . . , qn})− (λ ◦ φ)−1({p1, . . . , pm})
then Cr(Z0) holds and Z0 satisfies the conclusions of Theorem 14.7. Z0 contains no
special or isolated 1 points. If D ⊂ Sr(Z) and D is r big then D ∩ Z0 = ∅. If q ∈ Z0
is a 2 point which does not satisfy the conclusions of the Theorem, then γ(q) = r and
ν(q) = r − 1 or ν(q) = r. If C ⊂ Z is the 2 curve containing q, then C satisfies (E).
If ν(q) = r, then q is not contained in a curve D ⊂ Sr(Z).
By Lemma 8.10 and Theorem 11.5 if r ≥ 3 (or Lemma 8.10, Lemma 8.11 and
Theorem 11.6 if r = 2) there exists a sequence of permissible monodial transforms
ψ : W → Z consisting of a sequence of blowups of r big curves D ⊂ Sr, followed by
a sequence of blowups of r small curves D ⊂ Sr, and finally followed by a sequence
of quadratic transforms if r ≥ 3 (or quadratic transforms and monodial transforms
centered at 2 curves C such that C is 1 big and C is a section over a 2 small curve
blown up in constructing φ if r = 2) such that Cr(W ) holds, Sr(W ) is a finite union of
2 points, and the conclusions of the Theorem hold everywhere in W , except possibly
at a finite number of 2 points p. If C is a 2 curve on W containing a 2 point p where
the theorem fails to hold, then (E) holds on C. In particular, there are no 2 curves
in Sr(W ).
Suppose that C ⊂ W is a 2 curve containing a 2 point such that the conclusions
of the theorem do not hold. Then C satisfies (E).
Let {q1, . . . , qs} be the two points on C such that
1. ν(qi) = r, γ(qi) = r or
2. ν(qi) = r − 1, γ(qi) = r and τ(qi) = 0.
γ(q) ≤ 1 if q ∈ C −{q1, . . . , qs} is a 2 point, and ν(q) = 0 if q ∈ C is a 3 point. No
qi is contained in a curve in Sr(W ), since Sr(W ) is finite.
We will now show that there exists an affine neighborhood U of {q1, . . . , qs} and
uniformizing parameters x˜, y, z˜ on U such that x˜ = y = 0 are local equations of C on
U , and all points of C ∩ U are 2 points.
Let A1 and A2 be the components of EW such that C is a connected component of
A1∩A2. There exist very ample divisorsH1, H2, H3, H4 onW such that A1 ∼ H1−H2,
A2 ∼ H3 −H4 and qi 6∈ Hj for 1 ≤ i ≤ s, 1 ≤ j ≤ 4.
Let U =W − (H1 ∪H2 ∪H3 ∪H4). U = spec(A) is affine and there exist x˜, y ∈ A
such that x˜ = 0 is an equation for A1 ∩ U in U , y = 0 is an equation for A2 ∩ U in
U . After possibly replacing U with a smaller affine neighborhood of {q1, . . . , qs}, we
may assume that U ∩ C = U ∩ A1 ∩ A2 and EW ∩ U = (A1 ∪ A2) ∩ U .
There exists a morphism π : C → P1 such that π is e´tale over π(qi), 1 ≤ i ≤ s, and
π(qi) 6=∞ for any i (We can take π to be a generic projection). Let z be a coordinate
on P1 − {∞}. After replacing U with a possibly smaller affine neighborhood of
{q1, . . . , qs} we have an inclusion π∗ : k[z]→ A, so that U → spec(k[x˜, y, z]) is e´tale.
There exists a component E of DS such that ΦW (A1) ⊂ E and ΦW (A2) ⊂ E
(since ΦW : W → S is weakly prepared). There exists an affine neighborhood V of
{ΦW (q1), . . . ,ΦW (qs)} in S and u ∈ Γ(V ,OS) such that u = 0 is a local equation
of DS . Then u = 0 is a local equation of EW in Φ
−1
W (V ) ∩ U . Thus if we replace U
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with Φ−1W (V ) ∩ U , u extends to a system of permissible parameters at ΦW (p) for all
p ∈ C ∩Φ−1W (V ) ∩ U .
There exist a, b ∈ N such that u = x˜aybγ where γ ∈ A is a unit in A. Let γ = γ 1a ,
B = A[γ], V = spec(B). Then h : V → U is e´tale.
Let x = γx˜. k[x, y, z]→ B defines a morphism g : V → A3. q ∈ g−1(x = 0) if and
only if x ∈ mq which holds if and only if x˜ ∈ mq. Thus g−1(x = 0) = h−1(x˜ = 0).
g is e´tale at all points of g−1(x = 0). Since this is an open condition (c.f. Prop 4.5
SGA1) there exists a Zariski closed subset Z1 of V which is disjoint from h
−1(x˜ = 0)
such that g | V − Z1 is e´tale. Let U1 be an affine neighborhood of {q1, . . . , qs} in U
which is disjoint from h(Z1). Let V1 = h
−1(U1).
After replacing U with U1 and V with V1, we have that V → U is an e´tale cover
and (x, y, z) are uniformizing parameters on V .
There exist vi ∈ OS,ΦW (qi) such that (u, vi) are permissible parameters at ΦW (qi)
and u = 0 is a local equation of EW at qi for 1 ≤ i ≤ s. For each qi there exist zi such
that (x, y, zi) are permissible parameters at qi for (u, vi) for 1 ≤ i ≤ s which satisfy
the conclusions of Lemma 8.5.
The morphism π1 : Yq1 → spec(OˆW,q1 ) of Theorem 11.2 (or Theorem 11.7 if ν(qi) =
r−1) extends to a sequence of permissible monodial transforms π1 : Y˜1 → V centered
at sections over C.
Y˜1 ×spec(OW,q2) spec(OˆW,q2 )→ spec(OˆW,q2)
extends to a sequence of permissible monodial transforms Yq2 → spec(OˆW,q2) of the
form of the conclusions of Theorem 11.2 (or Theorem 11.7).
Yq2 → spec(OˆW,q2) extends to a sequence of permissible monodial transforms
Y˜2
pi2→ Y˜1 − π−11 (h−1(q1))→ V − {h−1(q1)}.
Preceeding inductively, we extend
Y˜s−1 ×spec(OW,qs ) spec(OˆW,qs )→ spec(OˆW,qs)
to a sequence of permissible monodial transforms Yqs → spec(OˆW,qs) of the form of
the conclusions of Theorem 11.2 (or Theorem 11.7).
Yqs → spec(OˆW,qs) extends to a sequence of permissible monodial transforms
Y˜s
pis→ Y˜s−1 − (π1 ◦ · · · ◦ πs−1)−1(h−1(qs−1))→ V − {q1, . . . , qs−1}.
For 1 ≤ i ≤ s, let tqi be the value of l in the statement of Theorem 11.5 (or
Theorem 11.7) for the point qi.
Let ωi ∈ A, 1 ≤ i ≤ s be such that
ωi ≡ γ mod mtqiqi OˆW,qi .
By the Chinese Remainder Theorem, there exists ω ∈ A such that after possibly
replacing U with a smaller affine neighborhood of {q1, . . . , qs}, we have that (ωx˜, y, z˜)
are uniformizing parameters on U and
ωx˜ ≡ x mod mtqiqi OˆW,qi
for 1 ≤ i ≤ s.
We can thus replace x˜ with ωx˜ in (112) of Theorem 11.4 for 1 ≤ i ≤ s. With this
choice of x˜, The map Y q1 → spec(OW,q1 ) of Theorem 11.4 (or Theorem 11.7) then
satisfies the assumptions of Theorem 11.5, and extends to a permissible sequence of
monodial transforms centered at sections over C
λ1 : Yˆ1 → U.
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The map Y q2 → spec(OW,q2) of Theorem 11.4 (or Theorem 11.7) satisfies the
assumptions of Theorem 11.5 (or Theorem 11.7) and extends to a permissible sequence
of monodial transforms centered at sections over C,
Yˆ2
λ2→ Yˆ1 − λ−11 (q1)→ U − {q1}.
Preceeding inductively, the map Y qs → spec(OW,qs) of Theorem 11.4 (or Theorem
11.7) satisfies the assumptions of Theorem 11.5, and extends to a permissible sequence
of monodial transforms centered at sections over C
Yˆs
λs→ Yˆs−1 − (λ1 ◦ · · · ◦ λs−1)−1(qs−1)→ U − {q1, . . . , qs−1}.
Since all points of C − U are resolved, there exists a sequence of permissible
monodial transforms λ˜1 : Y
′
1 → W consisting of quadratic transforms centered at
points over C − U and permissible monodial transforms centered at sections of C
such that all points of λ˜−11 (C − U) are resolved, and Y ′1 ×W U ∼= Yˆ1.
By Theorems 11.5 and 11.7 (or Theorems 11.6 and Theorem 11.8 if r = 2), there
exists a sequence of permissible monodial transforms Z˜1 → Y ′1 (with induced maps
ψ1 : Z˜1 → W ) centered over points and curves which map to q1 such that all points
of ψ−11 (q1) satisfy the conclusions of the Theorem.
By Theorem 7.1 and 7.3,
Yˆ2 → Yˆ1 − λ−11 (q1)
then extends to a sequence of permissible monodial transforms λ˜2 : Y
′
2 → Z˜1 con-
sisting of quadratic transforms centered at points over C − (U − {q1}) and per-
missible monodial transforms centered at sections over C such that all points of
(λ˜1 ◦ λ˜2)−1(C − U) are resolved, all points of (λ˜1 ◦ λ˜2)−1(q1) satisfy the conclusions
of the Theorem and
Y ′2 ×W (U − {q1}) ∼= Yˆ2.
By Theorems 11.5 and 11.7 (or Theorems 11.6 and 11.8 if r = 2), there exists a
sequence of permissible monodial transforms Z˜2 → Y ′2 with induced maps ψ2 : Z˜2 →
W centered at points and curves that map to q2 such that all points of ψ
−1
2 (q2) satisfy
the conclusions of the Theorem.
By induction on s, we can then construct a sequence of permissible monodial
transforms ψs : Z˜s →W centered at points and curves supported over C such that all
points of ψ−1s (C) satisfy the conclusions of the Theorem, and all points of ψ
−1
s (C −
{q1, . . . , qs}) are resolved.
By induction on the number of 2 curves C ⊂W which contain a 2 point which does
not satisfy the conclusions of the Theorem, we can construct a sequence of permissible
monodial transforms W →W such that W satisfies the conclusions of the Theorem.
16. Resolution 4
Throughout this section we will assume that ΦX : X → S is weakly prepared.
Theorem 16.1. Suppose that r ≥ 1 and for p ∈ X,
1. ν(p) ≤ r if p is a 1 point or a 2 point.
2. If p is a 2 point and ν(p) = r, then τ(p) > 0 or r ≥ 2, τ(p) = 0 and there
exists a unique curve D ⊂ Sr(X) (containing a 1 point) such that p ∈ D, and
permissible parameters (x, y, z) at p such that x = z = 0 are local equations of
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D.
u = (xayb)m
v = P (xayb) + xcydFp
Fp = τx
r +
∑r
j=1 aj(y, z)y
djzejxr−j
(175)
where τ is a unit, aj are units (or 0), there exists i such that ai 6= 0, ei = i,
0 < di < i,
di
i
≤ dj
j
,
ei
i
≤ ej
j
for all j and {
di
i
}
+
{ei
i
}
< 1.
3. ν(p) ≤ r − 1 if p is a 3 point
Then there exists a sequence of permissible monoidal transforms π : X1 → X such
that Ar(X1) holds. That is,
1. ν(p) ≤ r if p ∈ X is a 1 point or a 2 point.
2. If p ∈ X is a 1 point and ν(p) = r, then γ(p) = r.
3. If p ∈ X is a 2 point and ν(p) = r, then τ(p) > 0.
4. ν(p) ≤ r − 1 if p ∈ X is a 3 point
Proof. If p is a 1 point such that ν(p) = 1, then γ(p) = 1. Thus Ar(X) holds if r = 1.
For the rest of the proof we will assume that r ≥ 2.
Let
W (X) = {p ∈ 1 points of X |ν(p) = r and γ(p) > r}.
W (X) is Zariski closed in the open subset of 1 points of X . Let W (X) be the Zariski
closure of W (X) in X .
Suppose that p ∈W (X) is a point where W (X) does not make SNCs with B2(X).
Then p can not satisfy (175). Let π : X1 → X be the quadratic transform with center
p. By Theorems 7.1 and 7.3, all points of π−1(p) satisfy the assumptions of Theorem
16.1, and there are no points of π−1(p) which satisfy (175). If p is a 1 point, x | Lp
implies ν(q) ≤ r−1 if q ∈ π−1(p) is a 1 point, so π−1(p) contains no curves ofW (X1).
By Theorems 7.1 and 7.3, π−1(p) contains no curves of W (X1) if p is a 2 or 3 point.
Thus there exists a sequence of quadratic transforms π : X1 → X such that
W (X1) is a disjoint union of nonsingular curves and isolated points, X1 satisfies the
assumptions of Theorem 16.1, and W (X1) makes SNCs with B2(X1). By Theorems
7.1 and 7.3 and Lemma 7.9, we can further assume that Sr(X1) makes SNCs with
B2(X1), except possibly at some 3 points of X1, and if C ⊂ Sr(X1) is a curve which
contains a 2 point satisfying (175), then C contains no 3 points. We can then without
loss of generality assume that X = X1.
Suppose that C ⊂ W (X) is a curve. C makes SNCs with the locus of 2 curves.
We either have that C is r big or r small.
For a curve C, or isolated point p in W (X), We will show that we can construct
a sequence of monoidal transforms π : Y → X , centered at points and curves over
C (or over p), such that the assumptions of the theorem hold on Y , and 2. of the
conclusions of the theorem hold at points over C (over p).
We can then iterate this process to obtain Z → X such that the assumptions of
the theorem hold on Z, and if p ∈ Z is a 1 point with ν(p) = r, then γ(p) = r.
Suppose that C is r small Since C is r small, (175) cannot hold at any p ∈ C.
By Lemma 8.9, we can construct a sequence of monoidal transforms π : Y → X ,
centered at points on C and the strict transform of C, such that the assumptions of
the theorem hold on Y , and the conclusions of the theorem hold at points of π−1(C).
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Suppose that C is r big
Let π : X1 → X be the blowup of C. We will show that the assumptions of the
theorem and 2. of then conclusions of the theorem hold at points above C.
Suppose that p ∈ C is a 2 point with τ(p) > 0 or a 1 point. Then all points of
π−1(p) satisfy the conclusions of the Theorem by Lemma 8.8.
Suppose that p ∈ C is a 2 point such that (175) holds. Then x = z = 0 are local
equations of C at p.
Suppose that q ∈ π−1(p) is a 2 point. q has permissible parameters (x1, y, z1) such
that x = x1, z = x1(z1 + α).
u = (xa1y
b)m
v = P (xa1y
b) + xc+r1 y
d Fp
xr1
.
Fp = τx
r + yΩ
implies
Fp
xr1
= τ + y
Ω
xr1
ad− b(c+ r) 6= 0, since Fp is normalized, which implies that ν(q) = 0.
Suppose that q ∈ π−1(p) is the 3 point. q has permissible parameters (x1, y, z1)
such that
x = x1z1, z = z1.
u = (xa1y
bza1 )
m
v = P (xaybza1 ) + x
c
1y
dzc+r1 Fq
where
Fq =
Fp
zr1
= τxr1 +
r∑
j=1
aj(y, z1)y
djxr−j1 z
ej−j
1
By assumption di + r − i+ ei − i < r. Thus ν(q) ≤ r − 1.
Suppose that p is an isolated point in W (X)
There are permissible parameters (x, y, z) at p such that
u = xa
v = P (x) + xcFp
Lp = x
tΩ(x, y, z)
with 0 < t < r, x 6 | Ω.
Let π1 : X1 → X be the blowup of p. If q ∈ π−11 (p) is a 2 point then ν(q) ≤ r
and ν(q) = r implies τ(q) > 0 by Theorem 7.1. If q ∈ π−11 (p) is a 1 point then
ν(q) ≤ r − t < r
We are now reduced to assuming that W (X) = ∅, so that γ(p) = r if p ∈ X is a 1
point with ν(p) = r.
Now suppose that p ∈ X satisfies (175) so that the curve D in Sr(X) that p lies
on satisfies γ(q) = r if q ∈ D is a 1 point.
By our initial reduction, we may assume that D is nonsingular, and makes SNCs
with B2(X). Since Fp ∈ IˆrC,p, C is r big.
Let π : X1 → X be the blowup of D. If p ∈ D is a 2 point with τ(p) > 0 or a
1 point, then all points of π−1(p) satisfy the conclusions of the Theorem by Lemma
8.8. The case when p satisfies (175) is exactly as in the case when C ⊂ W (X) is r
big.
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17. Proof of the Main Theorem
Theorem 17.1. Suppose that ΦX : X → S is weakly prepared, r ≥ 2 and Ar(X)
holds. Then there exists a permissible sequence of monodial transforms Y → X such
that Ar−1(Y ) holds.
Proof. The Theorem follows from successive application of Lemma 13.4 and Theorems
13.9, 14.6, 14.7, 15.7 and 16.1
Theorem 17.2. Suppose that ΦX : X → S is weakly prepared. Then there exists
a sequence of permissible monoidal transforms Y → X such that ΦY : Y → S is
prepared.
Proof. For r >> 0 Ar(X) holds by Zariski’s Subspace Theorem (Theorem 10.6 [3]).
The theorem then follows from successive application of Theorem 17.1, and the fact
that A1(X) holds if and only if ΦX : X → S is prepared.
Theorem 17.3. Suppose that Φ : X → S is a dominant morphism from a 3 fold to a
surface and DS ⊂ S is a reduced 1 cycle such that EX = Φ−1(DS)red contains sing(X)
and sing(Φ). Then there exist sequences of monoidal transforms with nonsingular
centers π1 : S1 → S and π2 : X1 → X such that ΦX1 : X1 → S1 is prepared with
respect to DS1 = π
−1
2 (DS)red.
Proof. This follows from Lemma 6.2 and Theorem 17.2.
18. Monomialization
Throughout this section we will suppose that Φ : X → S is a dominant morphism
from a nonsingular 3 fold to a nonsingular surface, DS is a reduced SNC divisor on
S, EX = Φ
−1(DS)red is a SNC divisor on X .
If p ∈ EX we will say that p is a 1, 2 or 3 point depending on if p is contained in
1, 2 or 3 components of EX . q ∈ DS will be called a 1 or 2 point depending on if q is
contained in 1 or 2 components of DS .
Regular parameters (u, v) in OX,p with q ∈ DS are permissible if:
1. u = 0 is a local equation of DS if q is a 1 point or
2. uv = 0 is a local equation of DS if q is a 2 point.
Definition 18.1. We will say that Φ is Strongly Prepared at p ∈ X (with respect to
DS) if one on the following forms hold.
1. Φ is prepared at p (as defined in Definition 6.6) or
2. There exist permissible parameters (u, v) at q and regular parameters (x, y, z) in
OˆX,p such that one of the following hold:
(a) p is a 2 point and
u = xa, v = yb.
(b) p is a 3 point and
u = xa, v = ybzc
(with a, b, c > 0).
(c) p is a 3 point and
u = xayb, v = yczd
(with a, b, c, d > 0).
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Suppose that p ∈ X is strongly prepared and (u, v) are permissible parameters at
Φ(p). Regular parameters (x, y, z) in OˆX,p are called ∗-permissible parameters at p
for (u, v) if one of the forms of Definition 18.1 holds in OˆX,p. We will also say that
(u, v) are strongly prepared at p. If a form 1. holds at p, ∗-permissible parameters
are permissible as defined in Definition 6.5.
Throughout this section we will assume that Φ : X → S is strongly prepared.
Lemma 18.2. Suppose that OX,p → R is finite e´tale, and there exists x, y, z ∈ R such
that (x, y, z) are regular parameters in Rq for all primes q ⊂ R such that q ∩ OX,p =
mp. Then there exists an e´tale neighborhood U of p such that (x, y, z) are uniformizing
parameters on U .
Proof. There exists an affine neighborhood V1 = spec(A) of p ∈ X and a finite e´tale
extension B of A such that B ⊗A Amp ∼= R. Set U1 = spec(B). Let π : U1 → V1 be
the natural map. There exists an open neighborhood U2 of π
−1(p) such that (x, y, z)
are uniformizing parameters on U2. Let Z = U1 − U2. Set U3 = U1 − π−1(W ).
U3 → V2 = V1 −W is finite e´tale. Thus there exists an e´tale neighborhood U of p
where (x, y, z) are uniformizing parameters.
Lemma 18.3. Suppose that permissible parameters (u, v) for Φ(p) ∈ DS are strongly
prepared at p ∈ EX . Then there exist ∗-permissible parameters (x, y, z) at p such that
(x, y, z) are uniformizing parameters on an e´tale neighborhood of p, and one of the
following forms hold:
1. p is a 1 point, u = 0 is a local equation of EX and
u = xa
v = P (x) + xby
where P (x) is a polynomial of degree ≤ b.
2. p is a 2 point, u = 0 is a local equation of EX and
u = (xayb)m
v = P (xayb) + xcyd
where (a, b) = 1, ad− bc 6= 0, P (t) is a polynomial of degree ≤ [ max { c
a
, d
b
}].
3. p is a 2 point, u = 0 is a local equation of EX and
u = (xayb)m
v = P (xayb) + xcydz
where (a, b) = 1, P (t) is a polynomial of degree ≤ [ max { c
a
, d
b
}].
4. p is a 3 point, u = 0 is a local equation of EX and
u = (xaybzc)m
v = P (xaybzc) + xdyezf
where (a, b, c) = 1, P (t) is a polynomial of degree ≤
[
max { d
a
, e
b
, f
c
}
]
.
5. p is a 2 point, uv = 0 is a local equation of EX and
u = xa, v = yb.
6. p is a 3 point, uv = 0 is a local equation of EX and
u = xayb, v = zc
(with a, b, c > 0).
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7. p is a 3 point, uv = 0 is a local equation of EX and
u = xayb, v = yczd
(with a, b, c, d > 0).
Proof. Suppose there exist regular parameters (x, y, z) in OˆX,p such that
u = xa
v = P (x) + xby.
There exist α ∈ OˆX,p and x ∈ OX,p such that x = αx, and αa ∈ OX,p. Set R =
OX,p[α]. Let L be the quotient field of R. R is finite e´tale over OX,p.
v − Pb(αx) = αby + (P (αx)− Pb(αx)
xb
)xb
implies
y =
v − Pb(αx)
xb
∈ ˆ(Rq) ∩ L = Rq
(by Lemma 2.1 [11]) for all maximal ideals q ⊂ R. Thus y ∈ ∩Rq = R. Choose
z ∈ OX,p such that
z ≡ z mod m2pOˆX,p.
Then mpR = (x, y, z). By Lemma 18.2 there exists an e´tale neighborhood U of p such
that (x, y, z) are uniformizing parameters on U .
Suppose there exist regular parameters (x, y, z) in OˆX,p such that
u = (xayb)m
v = P (xayb) + xcyd
There exists α1, α2 ∈ OˆX,p and x, y ∈ OX,p such that x = α1x, y = α2y. Set
e =
[
max { c
a
,
d
b
}
]
.
u = (αa1α
b
2)
m(xayb)m.
Set γ = αa1α
b
2. Let K be the quotient field of OX,p.
γm =
u
(xayb)m
∈ OˆX,p ∩K = OX,p.
Set R = OX,p[γ]. R is finite e´tale over OX,p. Let L be the quotient field of R. Set
ω = αc1α
d
2 +
P (αa1α
b
2x
ayb)− Pe(αa1αb2xayb)
xcyd
=
v − Pe(αa1αb2xayb)
xcyd
∈ ˆ(Rq) ∩ L = Rq
for all maximal ideals q of R. Thus ω ∈ ∩Rq = R. Set f = ad− bc. Set
x˜ = (γdω−b)
1
f x,
y˜ = (γ−cωa)
1
f y.
u = (x˜ay˜b)m
v = Pe(x˜
ay˜b) + x˜cy˜d.
Choose z˜ ∈ OX,p such that z ≡ z˜ mod m2pOˆX,p. Then
x˜, y˜, z˜ ∈ R1 = R[(γdω−b)
1
f , (γ−cωa)
1
f ]
are regular parameters at all maximal ideals of R1. By Lemma 18.2, there exists an
e´tale neighborhood U of p such that x˜, y˜, z˜ are uniformizing parameters on U .
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Suppose there exist regular parameters (x, y, z) in OˆX,p such that
u = (xayb)m
v = P (xayb) + xcydz.
There exist α1, α2 ∈ OˆX,p and x, y ∈ OX,p such that x = α1x, y = α2y. Set e =[
max { c
a
, d
b
}]. Let K be the quotient field of OX,p.
u = (αa1α
b
2)
m(xayb)m.
Set γ = αa1α
b
2.
γm =
u
(xayb)m
∈ OˆX,p ∩K = OX,p.
Set R = OX,p[γ]. R is finite e´tale over OX,p. Let L be the quotient field of R. Set
z =
v − Pe(αa1αb2xayb)
xcyd
∈ ˆ(Rq) ∩ L = Rq
for all maximal ideals q of R. Thus z ∈ ∩Rq = R. Set x˜ = α1α
b
a
2 x. x˜, y, z ∈ R1 =
R[α1α
b
a
2 ] and (x˜, y, z) = mpR. By Lemma 18.2 there exists an e´tale neighborhood U
of p such that (x˜, y, z) are uniformizing parameters on U .
Suppose there exist regular parameters (x, y, z) in OˆX,p such that
u = (xaybzc)m
v = P (xaybzc) + xdyezf .
There exist α1, α2, α3 ∈ OˆX,p and x, y, z ∈ OX,p such that x = α1x, y = α2y, z = α3z.
Set g =
[
max { d
a
, e
b
, f
c
}
]
.
u = (αa1α
b
2α
c
3)
m(xaybzc)m.
Set γ = αa1α
b
2α
c
3. Let K be the quotient field of OX,p.
γm =
u
(xaybzc)m
∈ OˆX,p ∩K = OX,p
Set R = OX,p[γ]. R is finite e´tale over OX,p. Let L be the quotient field of R. Set
ω =
v − Pg(αa1αb2αc3xaybzc)
xdydzf
∈ ˆ(Rq) ∩ L = Rq
for all maximal ideals q of R. After possibly permuting x, y, z, we can assume that
h = ae− bd 6= 0. Set
x˜ = (γeω−b)
1
hx, y˜ = (γ−dωa)
1
h y.
Set R1 = R[(γ
eω−b)
1
h , (γ−dωa)
1
h ]. x˜, y˜, z ∈ R1.
u = (x˜ay˜bzc)m
v = Pg(x˜
ay˜bzc) + x˜dy˜ezf
(x˜, y˜, z) = mpR1. By Lemma 18.2 there exists an e´tale neighborhood U of p such that
(x˜, y˜, z) are uniformizing parameters on U .
The arguments for the remaining cases 5., 6. and 7. are easier.
Remark 18.4. Suppose that p ∈ X is a prepared 3 point, so that
u = (xaybzc)m
v = P (xaybzc) + xdyezf ,
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u = 0 is a local equation of EX and
rank
(
a b c
d e f
)
= 2.
Then at most one of ae− bd, af − cd, bf − ce is zero.
Proof. By assumption, a, b, c are all nonnegative. Suppose that two of these forms
are zero. After permuting x, y, z, we may assume that ae − bd = 0 and af − cd = 0.
Then e = bd
a
, f = cd
a
and bf − ce = bcd
a
− cbd
a
= 0, a contradiction.
Definition 18.5. Suppose that Φ : X → S is strongly prepared with respect to DS.
Suppose that p ∈ EX We will say that p is a good point for Φ if there exist permissible
parameters (u, v) at Φ(p) and ∗-permissible parameters (x, y, z) at p for (u, v) such
that one of the following forms hold:
p is a 3 point, u = 0 is a local equation of EX at p and
u = xaybzc
v = xdyezf
(176)
with
rank
(
a b c
d e f
)
= 2
p is a 3 point, uv = 0 is a local equation of EX at p,
u = xayb
v = zc
(177)
p is a 3 point, uv = 0 is a local equation of EX at p
u = xayb
v = yczd
(178)
with a, b, c, d > 0.
p is a 2 point, u = 0 is a local equation of EX at p,
u = xayb
v = xcyd
(179)
with ad− bc 6= 0
p is a 2 point, u = 0 is a local equation of EX at p and there exists α ∈ k such that
u = (xayb)m
v = α(xayb)t + (xayb)tz
(180)
with (a, b) = 1.
p is a 2 point, u = 0 is a local equation of EX at p
u = xayb
v = xcydz
(181)
with ad− bc 6= 0
p is a 2 point, uv = 0 is a local equation of EX at p
u = xa
v = yb
(182)
p is a 1 point, u = 0 is a local equation of EX at p and there exists α ∈ k such that
u = xa
v = αxc + xcy
(183)
p ∈ X will be called a bad point if p is not a good point.
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Remark 18.6. (Remark1072) Suppose that p ∈ X is a good point of one of the forms
(176), (177), (178), (179), (180), (181), (182) or (183). Then (as in Lemma 18.3)
there exist ∗-permissible parameters (x, y, z) at p such that (x, y, z) are uniformizing
parameters on an e´tale neighborhood of p, and one of the forms (176), (177), (178),
(179), (180), (181), (182) or (183) hold.
Suppose that p ∈ X is a 1 point and (u, v) are permissible parameters at Φ(p),
(x, y, z) are ∗-permissible parameters at p for (u, v) such that
u = xa
v = P (x) + xcy.
with deg (P ) ≤ c. Set d = ord (P ) ∈ N ∪ {∞}.
Suppose that (u1, v1) are also ∗-permissible parameters at Φ(p) and (x1, y1, z1) are
permissible parameters at p for (u1, v1) such that
u1 = x
a1
1
v1 = P1(x1) + x
c1
1 y1.
with deg (P1) ≤ c1. Set d1 = ord (P1) ∈ N ∪ {∞}.
We will compare a, c, d and a1, c1, d1.
If (u, v) = (u1, v1) then there exists an a-th root of unity ω ∈ k such that x = ωx1,
so that c = c1, and
P1(x1) = P (ωx1).
Thus a = a1, c = c1, d = d1.
Suppose that (u, v) and (u1, v1) are related by a change of parameters of the type
of Case 1.1 of the proof of Lemma 6.8. This case can only occur if Φ(p) is a 2 point.
We have v1 = u and u1 = v. Then d = ord(P ) ≤ c. The analysis of Case 1.1 in
Lemma 6.8 shows that there are ∗-permissible parameters (x, y, z) for (u1, v1) such
that
u1 = v = x
d
v1 = u = P (x) + x
a+c−dy
where ord(P ) = a. Thus a1 = d, c1 = a+ c− d and d1 = a.
Suppose that (u, v) and (u1, v1) are related by a change of parameters of the type
of Case 1.2 of the proof of Lemma 6.8. We have u1 = αu and v1 = v where α(u, v) is a
unit series. The analysis of Case 1.2 in Lemma 6.8 shows that there are ∗-permissible
parameters (x, y, z) for (u1, v) such that
u1 = x
a
v = P (x) + xcy
where ord(P ) = d. Thus a1 = a, c1 = c and d1 = d.
Suppose that (u, v) and (u1, v1) are related by a change of parameters of the type
of Case 1.3 of the proof of Lemma 6.8. We have u1 = u and v1 = αu + βv where
α(u, v), β(u, v) are series, β is a unit series. If Φ(p) is a 2 point then α = 0. The
analysis of Case 1.3 in Lemma 6.8 shows that there are ∗-permissible parameters
(x, y, z) for (u1, v1) such that
u1 = x
a
v1 = P (x) + x
cy
such that
P (x) =
∑
αijx
a(i+1)P (x)j +
∑
βijx
aiP (x)j+1
≡ β00P (x) +
∑
αi0x
a(i+1) mod xd+1.
a1 = a, c1 = c, d1 ≤ d if a 6 | d. If α = 0, we have a1 = a, c1 = c, d1 = d.
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Suppose that E is a component of EX , p ∈ E, f ∈ OˆX,p, x = 0 is a local equation
of E at p. Then define
νE(f) = max {n such that xn | f}.
Definition 18.7. (Def61) Suppose that p ∈ X is a 1 point, and E is the component
of EX containing p. Suppose that (u, v) are permissible parameters at Φ(p) such that
u = 0 is a local equation of E at p. If (x, y, z) are ∗-permissible parameters at p for
(u, v), then there is an expression
u = xa
v = P (x) + xcy.
For fixed (u, v), a, c and νE(v) are independent of the choice of permissible parameters
(x, y, z) for (u, v). Define
A(Φ, p) = min (c− νE(v))
where the minimum is over permissible parameters (u, v) at Φ(p) such that u = 0 is
a local equation of E at p.
If A(Φ, p) > 0, define
C(Φ, p) = min (c− νE(v), νE(v) + a)
where the minimum (in the lexicographic order) is over permissible parameters (u, v)
at Φ(p) such that u = 0 is a local equation of E at p.
Suppose that E is a component of EX , p ∈ E is a 1 point. Suppose that (u, v) are
permissible parameters for Φ(p) = q such that u = 0 is a local equation of E at p,
(x, y, z) are ∗-permissible parameters for (u, v) at p. There is an expression
u = xa
v = P (x) + xcy.
(184)
c > 0 is equivalent to Φ(E) = q. c = 0 is equivalent to Φ(E) is a component of DS
with local equation u = 0 at q.
Suppose that Φ(E) = q is a 1 point on S. By the discussion before Definition 18.7,
A(Φ, p) = c − νE(v) if and only if a 6 | ord(P ) or c = ord(P ). If P (x) =
∑
aix
i, we
can make a permissible change of parameters at q, replacing v with v −∑ aiaui to
achieve A(Φ, p) = c− νE(v).
Suppose that Φ(E) = q is a 2 point on S. By the discussion before Definition 18.7,
A(Φ, p) = c− νE(v).
Suppose that Φ(E) is a component D of DS . This is equivalent to c = 0 in (184).
Then
0 = A(Φ, p) = c− νE(v).
In all these cases, if A(Φ, p) = c− νE(v) > 0, then we have
C(Φ, p) = (c− νE(v), a+ νE(v)).
and there exists an open neighborhood U of p such that A(Φ, p′) = A(Φ, p) for all
p′ ∈ E ∩ U and C(Φ, p′) = C(Φ, p) if A(Φ, p) > 0. Then A(Φ, p′) = A(Φ, p) and
C(Φ, p′) = C(Φ, p) at all 1 points p′ ∈ E. We can then define
A(Φ, E) = A(Φ, p)
and
C(Φ, E) = C(Φ, p)
for p ∈ E a 1 point.
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Lemma 18.8. Suppose that p ∈ X is a 2 point and E1, E2 are the components
of EX containing p. Then there exist permissible parameters (u, v) at q = Φ(p) and
permissible parameters (x, y, z) for (u, v) at p such that, if p satisfies (18) of Definition
6.6,
u = (xayb)k
v = P (xayb) + xcyd
or if p satisfies (19) of Definition 6.6,
u = (xayb)k
v = P (xayb) + xcydz
where x = 0 is a local equation of E1, y = 0 is a local equation of E2, then
A(Φ, E1) = c− νE1(v), A(Φ, E2) = d− νE2(v).
If A(Φ, E1) > 0 then
C(Φ, E1) = (c− νE1(v), νE1(v) + ak).
If A(Φ, E2) > 0 then
C(Φ, E2) = (d− νE2(v), νE2(v) + bk).
Suppose that p ∈ X is a 3 point, p satisifes (20) of Definiton 6.6, and E1, E2,
E3 are the components of EX containing p. Then there exist permissible parameters
(u, v) at q = Φ(p) and permissible parameters (x, y, z) for (u, v) at p such that
u = (xaybzc)m
v = P (xaybzc) + xdyezf
where x = 0 is a local equation of E1, y = 0 is a local equation of E2, z = 0 is a local
equation of E3, and
A(φ,E1) = d− νE1(v), A(Φ, E2) = e − νE2(v), A(Φ, E3) = f − νE3(v).
If A(Φ, E1) > 0, then
C(Φ, E1) = (d− νE1(v), νE1(v) + am),
If A(Φ, E2) > 0, then
C(Φ, E2) = (e− νE2(v), νE2(v) + bm),
If A(ΦE3) > 0, then
C(Φ, E3) = (f − νE3(v), νE3(v) + cm),
Proof. Suppose that p ∈ X is a 2 point satisfying (18), (u, v) are permissible param-
eters at q and (x, y, z) are uniformizing parameters for (u, v) at p such that
u = (xayb)k
v = P (xayb) + xcyd
and (x, y, z) are uniformizing parameters on an e´tale neighborhood of p. Let P (t) =∑
ait
i. If q is a 1 point, then we can replace v with v−∑i aikui, so that k 6 | ord (P ).
If c = 0, then 0 = A(Φ, E1) = c − νE1(v), and if d = 0, then 0 = A(Φ, E2) =
d− νE2(v).
Suppose that c > 0. Then Φ(E1) = q. If p
′ is a 1 point on E1 near p then there
exist ∗-permissible parameters (x, y, z) at p′ such that
u = xak
v = Pp′(x) + x
cy
where Pp′(x) = P (x
a) + αxc for some nonzero α ∈ k.
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If q is a 1 point we have ak 6 | ord (Pp′ ) or c = ord (Pp′). By the discussion before
Definition 18.7, we have that A(Φ, E1) = c− νE1(v), and if A(Φ, E1) > 0, then
C(Φ, E1) = (c− νE1(v), νE1(v) + ak).
A similar argument shows that A(Φ, E2) = d−νE2(v) if d > 0, and if A(Φ, E2) > 0,
then
C(Φ, E2) = (d− νE2(v), νE2(v) + bk).
If p satisfies (19) or (20) then the proof is similar.
Remark 18.9. If p is a 1 point then A(Φ, p) = 0 if and only if p is a good point.
Set
A(Φ) = max {A(Φ, E) | E is a component of EX}.
If A(Φ) > 0, define
C(Φ) = max {C(Φ, E) | E is a component of EX}.
Lemma 18.10. Suppose that p ∈ X is a 1 point, (u, v) are permissible parameters
at Φ(p) such that u = 0 is a local equation of EX at p, (x, y, z) are ∗-permissible
parameters at p for (u, v) such that
u = xa
v = P (x) + xcy
with deg(P ) ≤ c. Set d = ord(P ) ∈ N ∪ {∞}.
1. Suppose that Φ(p) is a 1 point. Then p is a bad point if d < c and a 6 | d.
2. Suppose that Φ(p) is a 2 point. Then p is a bad point if d < c.
Proof. Suppose that (u1, v1) are permissible parameters at q = Φ(p) such that u1 = 0
is a local equation of EX at p, and (u1, v1) realize p as a bad point.
If q is a 1 point then there exist series α, β, γ in u, v such that
u1 = αu
v1 = βu+ γv.
Thus (u1, v1) is obtained by transformations of the form of Case 1.2 and Case 1.3 of
Lemma 6.8. The conclusions of the Lemma now follow from the analysis preceeding
Definition 18.7.
Suppose that q is a 2 point. Then there exist unit series α, β in u, v such that
u1 = αu
v1 = βv
or
u1 = αv
v1 = βu.
In the first case we have, with the notation preceeding Definition 18.7, that a1 = a,
c1 = c and d1 = d so that d1 < c1. In the second case we have a1 = d, c1 = a+ c− d
and d1 = a so that d1 < c1. p is thus a bad point.
Theorem 18.11. Suppose that Φ : X → S is strongly prepared. Then the locus of
bad points in X is a Zariski closed set of pure codimension 1, consisting of a union
of components of EX .
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Proof. We will first show that the good points of X are a Zariski open set in EX .
Suppose that p ∈ X is a good 3 point. Then there exists an open neighborhood
U of p, uniformizing parameters (x, y, z) in an e´tale cover of U such that u = 0 is a
local equation of EX in U and
u = xaybzc
v = xdyezf .
If q ∈ U is a 2 point, then we have (after possibly permuting x, y, z) that (x, y, z1) are
regular parameters at q where z = z1 + α (with α 6= 0). Set x = x1(z1 + α)− ca . Then
(x1, y, z1) are permissible parameters at q, and
u = xa1y
b
v = xd1y
e(z1 + α)
f− cd
a .
If ae− bd 6= 0, we can make a permissible change of variables (x˜, y˜, z˜) at q to get
u = x˜ay˜b
v = x˜dy˜e.
If ae−bd = 0 then f− cd
a
6= 0, so that we can make a permissible change of parameters
to get
u = (xa11 y
b1)k
v = β(xa11 y
b1)t + (xa11 y
b1)tz1.
If q ∈ U is a 1 point, then we have (after possibly permuting x, y, z) that (x, y1, z1)
are regular paramaters at q where y = y1 + α, z = z1 + β (with α, β 6= 0). Set
x = x1(y1 + α)
− b
a (z1 + β)
− c
a . Then (x1, y1, z1) are permissible parameters at q, and
u = xa1
v = γxd1 + x
d
1(γ1y1 + γ2z1 + · · · )
where γ, γ1, γ2 ∈ k, γ 6= 0 and either γ1 6= 0 or γ2 6= 0 since we cannot have both
e− db
a
= 0 and f − dc
a
= 0. Thus all points in U are good points.
Suppose that p ∈ X is a good 2 point and (180) holds at p. Then there exists an
open neighborhood U of p, uniformizing parameters (x, y, z) in an e´tale cover of U
such that u = 0 is a local equation of EX in U and
u = (xayb)k
v = β(xayb)t + (xayb)tz
If q ∈ U is a 2 point, then we have that (x, y, z1) are permissible parameters at q
where z = z1 + α and q is a good point.
If q ∈ U is a 1 point, then we have (after possibly permuting x, y) that (x, y1, z1)
are regular parameters at q where y = y1 + α, z = z1 + β (with α 6= 0). Set
x = x1(y1 + α)
− b
a . Then (x1, y1, z1) are permissible parameters at q, and
u = xak1
v = (β + β)xat1 + x
at
1 z1
Thus all points in U are good points.
Suppose that p ∈ X is a good 2 point, and (179) holds at p. Then there exists an
open neighborhood U of p, uniformizing parameters (x, y, z) in an e´tale cover of U
such that u = 0 is a local equation of EX in U and
u = xayb
v = xcyd
where ad − bc 6= 0. If q ∈ U is a 2 point, then we have that (x, y, z1) are permissible
parameters at q where z = z1 + α, and q is a good point.
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If q ∈ U is a 1 point, then we have (after possibly permuting x, y) that (x, y1, z1)
are regular paramaters at q where y = y1 + α, z = z1 + β (with α 6= 0). Set
x = x1(y1 + α)
− b
a . Set γ = αd−
bc
a , y˜1 = (y1 + α)
d− bc
a − γ. Then (x1, y˜1, z1) are
permissible parameters at q, and
u = xa1
v = γxc1 + x
c
1y˜1
Thus all points in U are good points.
If p is a good point satisfying (177), (178), (179), (181), (182) or (183), a similar
argument shows that there is a Zariski open neighborhood U of p of good points.
We will now show that the bad points of X have pure codimension 1 in X . It
suffices to show that any bad point lies on a surface of bad points.
First suppose that p is a bad 3 point. Then there exists an open neighborhood U
of p, uniformizing parameters (x, y, z) in an e´tale cover of U such that u = 0 is a local
equation of EX in U and
u = (xaybzc)k
v = P (xaybzc) + xdyezf
where (after possibly permuting x, y, z) we have
max{d
a
,
e
b
,
f
c
} = f
c
Thus ord(P ) < f
c
, since ord (P ) ≥ f
c
implies that xdyezf |P (xaybzc), and p is thus a
good point.
If Φ(p) is a 1 point, we can make a permissible change of parameters so that we
have that k 6 | ord (P ).
Let q ∈ U be a 1 point on the surface z = 0. c, f > 0 imply z = 0 is a local
equation of a component of EX which maps to Φ(p). There are regular parameters
(x1, y1, z) at q where x = x1 + α, y = y1 + β with α, β 6= 0. There are permissible
parameters (x1, y1, z1) at q where
z = (x1 + α)
− a
c (y1 + β)
− b
c z1
u = zck1
v = P (zc1) + (x1 + α)
d− fa
c (y1 + β)
e− fb
c zf1
= P (zc1) + α
d− fa
c βe−
fb
c zf1 + z
f
1 (γ1x1 + γ2y1 + · · · )
where γ1, γ2 ∈ k and γ1 or γ2 6= 0.
Suppose that Φ(p) is a 1 point. Then Φ(q) = Φ(p) is a 1 point. q is a bad point
by Lemma 18.10, since ck 6 | c ord(P ) and c ord(P ) < f
Suppose that Φ(p) is a 2 point. Then Φ(q) = Φ(p) is a 2 point. q is a bad point
by Lemma 18.10 since c ord (P ) < f .
Suppose that p is a bad 2 point satisfying (19). There exists an open neighborhood
U of p and uniformizing parameters (x, y, z) on an e´tale cover of U such that
u = (xayb)k
v = P (xayb) + xcydz.
We can (after possibly permuting x, y) assume that ad−bc ≥ 0. Since p is a bad point,
ord (P ) < d
b
. If Φ(p) is a 1 point we can make a permissible change of parameters so
that k 6 | ord (P ). Let q ∈ U be a 1 point on the surface y = 0. b, d > 0 implies y = 0
is a local equation of a component of EX which maps to Φ(p). There are regular
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parameters (x1, y1, z) at q where x = x1 + α, z = z1 + β (with α 6= 0). There are
permissible parameters (x1, y1, z1) at q where
y = (x1 + α)
− a
b y1
u = ybk1
v = P (yb1) + (x1 + α)
c− da
b (z1 + β)y
d
1
= P (yb1) + α
c− da
b βyd1 + z˜1y
d
1
Φ(q) = Φ(p) so that Φ(q) is a 1 point if and only if Φ(p) is a 1 point. Since b ord (P ) <
d and bk 6 | b ord (P ) if Φ(q) is a 1 point, q is a bad point by Lemma 18.10.
A similar argument shows that there is a surface of bad points passing through a
bad point satisfying (18) or (17).
Lemma 18.12. (Lemma62) Suppose that Φ : X → S is strongly prepared, q ∈ DS
and p ∈ Φ−1(q) is such that one of the forms 1. - 7. of Lemma 18.3 hold at p. Then
mqOX,p is not invertible if and only if one of the following holds:
p is a 1 point
u = xk
v = xcy
(185)
with c < k.
p is a 2 point
u = (xayb)k
v = P (xayb) + xcyd
(186)
with a, b > 0, (a, b) = 1, ad− bc 6= 0,
min{ c
a
,
d
b
} < ord (P ) < max{ c
a
,
d
b
},
min{ c
a
,
d
b
} < k.
p is a 2 point
u = (xayb)k
v = xcyd
(187)
with a, b > 0, (a, b) = 1, ad− bc 6= 0,
min{ c
a
,
d
b
} < k < max{ c
a
,
d
b
}.
p is a 2 point
u = (xayb)k
v = P (xayb) + xcydz
(188)
with a, b > 0, (a, b) = 1, ad− bc 6= 0,
min{ c
a
,
d
b
} < ord (P ) < max{ c
a
,
d
b
},
min{ c
a
,
d
b
} < k.
p is a 2 point
u = (xayb)k
v = xcydz
(189)
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with a, b > 0, (a, b) = 1, ad− bc 6= 0,
min{ c
a
,
d
b
} < k.
p is a 2 point
u = (xayb)k
v = (xayb)tz
(190)
with a, b > 0, (a, b) = 1, t < k.
p is a 2 point
u = xa
v = yb
(191)
p is a 3 point
u = (xaybzc)k
v = P (xaybzc) + xdyezf
(192)
with a, b, c > 0, (a, b, c) = 1,
min{d
a
,
e
b
,
f
c
} < ord (P ) < max{d
a
,
e
b
,
f
c
},
k > min{d
a
,
e
b
,
f
c
}.
p is a 3 point
u = (xaybzc)k
v = xdyezf
(193)
with a, b, c > 0, (a, b, c) = 1,
min{d
a
,
e
b
,
f
c
} < k < max{d
a
,
e
b
,
f
c
}.
p is a 3 point
u = xayb
v = zc
(194)
with a, b, c > 0.
p is a 3 point
u = xayb
v = yczd
(195)
with a, b, c, d > 0.
Proof. Suppose that p is a 1 point. Then (185) follows easily.
Suppose that p is a 2 point with
u = (xayb)k
v = P (xayb) + xcyd,
P 6= 0 and e = ord (P ) < max{ c
a
, d
b
}. Set λ2 = max{ ca , db }, λ1 = min{ ca , db}.
u | v if and only if e ≥ k and λ1 ≥ k. v | u if and only if e ≤ λ1 and e ≤ k. Thus
(u, v)OX,p is not invertible if and only if λ1 < k and λ1 < e.
Suppose that p is a 2 point with
u = (xayb)k
v = xcyd
Set λ1 = min{ ca , db}, λ2 = max{ ca , db }. u | v if and only if k ≤ λ1, v | u if and only if
k ≥ λ2. So (u, v)OX,p is not invertible if and only if λ1 < k < λ2.
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Suppose that p is a 2 point with
u = (xayb)k
v = P (xayb) + xcydz
with ad − bc 6= 0, e = ord (P ) < max{ c
a
, d
b
}. Set λ1 = min{ ca , db }, λ2 = max{ ca , db }.
u | v if and only if e ≥ k and k ≤ λ1. v | u if and only if e ≤ k and e ≤ λ1. So
(u, v)OX,p is not invertible if and only if λ1 < k and λ1 < e.
Suppose that p is a 2 point with
u = (xayb)k
v = xcydz
and ad− bc 6= 0. (u, v) is invertible at p if and only if c ≥ ka and d ≥ bk. Thus (u, v)
is not invertible at p if and only if k > min{ c
a
, d
b
}, and we get (189).
Suppose that p is a 2 point with
u = (xayb)k
v = P (xayb) + (xayb)tz
with P 6= 0 and e = ord (P ) ≤ t. We will show that (u, v) is invertible at p. If k ≤ e
then u|v. Suppose that k > e. There are new permissible parameters (x, y, z) such
that
v = (xayb)e
u = P (xayb) + (xayb)t−e+kz
with ord (P ) = k. Thus v|u.
Suppose that p is a 2 point with
u = (xayb)k
v = (xayb)tz
Then (u, v) not invertible at p if and only if t < k, and we get (190).
Suppose that p is a 3 point with
u = (xaybzc)k
v = P (xaybzc) + xdyezf
with P 6= 0 and ord (P ) < max{ d
a
, e
b
, f
c
}. Set
λ2 = max{d
a
,
e
b
,
f
c
}, λ1 = min{d
a
,
e
b
,
f
c
}
u|v is equivalent to ord (P ) ≥ k, k ≤ λ1. v|u is equivalent to ord (P ) ≤ k and
ord (P ) ≤ λ1. That is, (u, v) is not invertible at p if and only if ord (P ) > λ1 and
k > λ1. We thus get (192).
Suppose that p is a 3 point with
u = (xaybzc)k
v = xdyezf
Set
λ2 = max{d
a
,
e
b
,
f
c
}, λ1 = min{d
a
,
e
b
,
f
c
}
u|v is equivalent to k ≤ λ1. v|u is equivalent to k ≥ λ2.
Thus (u, v) is not invertible at p if and only if λ1 < k < λ2, and we get (193).
Lemma 18.13. Suppose that Φ : X → S is strongly prepared. Let S1 be the blowup
of S at a point q ∈ DS. Let U be the largest open set of X such that the rational map
X → S1 is a morphism Φ1 : U → S1. Then Φ1 is strongly prepared.
Proof. This follows from the analysis of Lemma 18.12.
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Theorem 18.14. Suppose that Φ : X → S is strongly prepared, p ∈ X is a 1 point
and the rational map Φ1 from X to the blow up S1 of q = Φ(p) is a morphism in
a neighborhood of p. Then A(Φ1, p) ≤ A(Φ, p). If A(Φ1, p) = A(Φ, p) > 0, then
C(Φ1, p) < C(Φ, p).
Proof. At p we have permissible parameters such that
u = xk
v = P (x) + xcy
and C(Φ, p) = (c− νE(v), νE(v) + k).
First suppose that P 6= 0 and e = ord (P ) ≤ c. If e > k then we have permissible
parameters u1, v1 at q1 = Φ1(p) such that
u = u1, v = u1v1.
Then
u1 = x
k
v1 =
P (x)
xk
+ xc−ky
A(Φ1, p) ≤ (c − k − (e − k)) = A(Φ, p) and if A(Φ1, p) = A(Φ, p) then C(Φ1, p) ≤
(c− k − (e− k), e− k + k) = (c− e, e) < (c− e, e+ k) = C(Φ, p).
If e = k then there exists 0 6= α ∈ k such that P (x) = αxk + · · · . There exist
permissible parameters (u1, v1) at q1 = Φ1(p) such that
u = u1, v = u1(v1 + α).
u1 = x
k
v1 =
P (x)
xk
− α+ xc−ky.
Thus A(Φ1, p) < (c− k)− (e− k) = A(Φ, p).
If e < k then we have permissible parameters u1, v1 at q1 = Φ1(p) such that
u = u1v1, v = v1.
We have permissible parameters (x, y, z) at p such that
v = xe
u = P (x) + xk+c−ey
where ord (P ) = k.
Then
v1 = x
e
u1 =
P (x)
xe
+ xk+c−2ey
A(Φ1, p) ≤ (k + c− 2e− (k − e)) = A(Φ, p)
and if A(Φ1, p) = A(Φ, p) then C(Φ1, p) ≤ (k+ c− 2e− (k− e), (k− e)+ e) < C(Φ, p).
Now suppose that P (x) = 0. Then
u = xk
v = xcy
with c ≥ k. There exist permissible parameters (u1, v1) at q1 = Φ1(p) such that
u = u1, v = u1v1
and
A(Φ1, p) = A(Φ, p) = 0.
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Theorem 18.15. Suppose that Φ : X → S is strongly prepared and q ∈ S. Then
the locus of points Z in X where Φ does not factor through the blowup of q is a pure
codimension 2 subscheme. Z makes SNCs with B2(X) except possibly at 3 points of
the form (192).
Suppose that C is a component of this locus which makes SNCs with B2(X), and
π : X1 → X is the blowup of C, E1 = π−1(C)red, Φ1 = Φ ◦ π. Then Φ1 is strongly
prepared and either A(Φ1) = 0 or
A(Φ1, E1) < A(Φ)
Proof. Suppose that p ∈ X is a 3 point such that mqOX,p is not invertible
and (192) holds at p. We may assume that there exists an open neighborhood U
of p such that (x, y, z) are uniformizing parameters on an e´tale cover of U .
After possibly interchanging x, y, z, we can assume that
d
a
= min{d
a
,
e
b
,
f
c
}
and
f
c
= max{d
a
,
e
b
,
f
c
}.
We will now determine the locus of points in U where mqOU is not invertible.
First suppose that q′ is a 2 point on the curve x = z = 0. q′ has regular parameters
(x, y1, z) where y = y1 + α. Thus q
′ has permissible parameters (x1, y1, z) where x1
is defined by
x = x1(y1 + α)
− b
a
Set λ = (a, c), a1 =
a
λ
, c1 =
c
λ
.
u = (xa11 z
c1)kλ
v = P ((xa11 z
c1)λ) + xd1z
f(y1 + α)
e− db
a .
We have a1f − c1d > 0 and λord (P ) < fc1 . We can make a permissible change of
variables to get
u = (xa11 z
c1)kλ
v = P ((xa11 z
c1)λ) + xd1z
f .
k > d
a
implies λk > d
a1
and ord (P ) > d
a
implies λord (P ) > d
a1
. q thus has the form
of (186), and we see that (u, v) is not invertible on the curve with local equations
x = z = 0.
Now suppose that q′ is a 2 point on the curve y = z = 0. q′ has regular parameters
(x1, y, z) where x = x1 + α. Thus q
′ has permissible parameters (x1, y1, z) where y1
is defined by
y = y1(x1 + α)
− a
b
Set λ = (b, c), b1 =
b
λ
, c1 =
c
λ
.
u = (yb11 z
c1)kλ
v = P ((yb11 z
c1)λ) + (x1 + α)
d− ea
b ye1z
f
First suppose that bf − ce 6= 0. Then bf − ce > 0, and b1f − c1e > 0. Since
λord (P ) < f
c1
, we have by (186) that (u, v) is not invertible at q′ if and only if
λord (P ) > e
b1
and λk > e
b1
so that (u, v) is not invertible at 2 points q′ on y = z = 0
if and only if ord (P ) > e
b
and k > e
b
.
Now suppose that bf − ce = 0, so that b1f − c1e = 0. Since λord (P ) < fc1 , (190)
cannot hold, and we then have that (u, v) is invertible at 2 points q′ on y = z = 0.
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Now suppose that q′ is a 2 point on the curve x = y = 0. q′ has regular parameters
(x, y, z1) where z = z1 + α. Thus q
′ has permissible parameters (x1, y, z1) where x1
is defined by
x = x1(z1 + α)
− c
a
Set λ = (a, b), a1 =
a
λ
, b1 =
b
λ
.
u = (xa11 y
b1)kλ
v = P ((xa11 y
b1)λ) + xd1y
e(z1 + α)
f− dc
a
First suppose that ae− bd 6= 0 and ord (P ) < e
b
. Then a1e− b1d > 0 and λord (P ) <
e
b1
. By assumption λk > d
a1
and λord (P ) > d
a1
. By (186), (u, v) is not invertible at
2 points q′ on x = y = 0.
Now suppose that ae−bd 6= 0 and ord (P ) ≥ e
b
. Then a1e−b1d > 0 and λord (P ) ≥
e
b1
, so that we can choose permissible coordinates at q′ so that
u = (xa11 y
b1
1 )
kλ
v = xd1y
e
1
By assumption λk > d
a1
, so that by (187), (u, v) is not invertible at 2 points q′ on
x = y = 0 if and only if k < e
b
.
Suppose that ae−bd = 0 and ord (P ) < e
b
. Then a1e−b1d = 0 and λord (P ) < eb1 .
Since (190) can then not hold at q′, we have that (u, v) are invertible at 2 points q′
on x = y = 0.
Now suppose that ae−bd = 0 and ord (P ) ≥ e
b
. Then a1e−b1d = 0 and λord (P ) ≥
e
b1
, so that we can choose permissible coordinates at q′ so that
u = (xa11 y
b1
1 )
kλ
v = (β + αf−
dc
a )(xa11 y
b1
1 )
t + (xa11 y
b1
1 )
tz1
where t = e
b
λ, β ∈ k is the degree t coefficient of P . For q′ in a possibly smaller
neighborhood of p1, (190) can then not hold at q
′, so that (u, v) are invertible at 2
points q′ on x = y = 0.
Suppose that q′ is a 1 point in U on z = 0. q′ has regular parameters (x1, y1, z)
where x = x1 + α, y = y1 + β with α, β 6= 0. Thus q′ has permissible parameters
(x1, y1, z1) where z1 is defined by
z = (x1 + α)
− a
c (y1 + β)
− b
c z1
u = zck1
v = P (zc1) + (x1 + α)
d− af
c (y1 + β)
e− bf
c zf1 .
Since by assumption c ord(P ) < f , q′ cannot be in the form of (185), so that (u, v) is
invertible at 1 points on z = 0.
Suppose that q′ is a 1 point in U on y = 0. q′ has regular parameters (x1, y, z1)
where x = x1 + α, z = z1 + β with α, β 6= 0. Thus q′ has permissible parameters
(x1, y1, z1) where y1 is defined by
y = (x1 + α)
− a
b (z1 + β)
− c
b y1
u = ybk1
v = P (yb1) + (x1 + α)
d− ae
b (z1 + β)
f− ec
b ye1
If b ord (P ) < e or b ord (P ) > e then q′ cannot have the form of (185), so that
(u, v) is invertible at all 1 points on y = 0. If k ≤ e
b
, then (u, v) is invertible at all 1
points on y = 0.
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Suppose that b ord (P ) = e and k > e
b
. Then we can write P (t) = γt
e
b + · · · where
γ 6= 0. We have (u, v) is invertible at q′ on y = 0 unless
αd−
ae
b βf−
ec
b + γ = 0
which holds only if (α, β) are on the algebraic curve
βbf−ce = (−γ)bαae−bd.
In this case (u, v) is not invertible on the curve with local equations
y = 0, zbf−ec + (−γ)bxae−bd = 0.
If q′ is a 1 point in U on x = 0, then there are permissible parameters (x1, y1, z1)
at q′ such that
u = xak1
v = P (xa1) + x
d
1(y1 + α)
e− db
a (z1 + β)
f− dc
a
with α, β 6= 0. Thus (u, v) is invertible at 1 points on x = 0 in U since a ord (P ) > d.
If π : X1 → X is the blowup of a 2 curve through p, then Φ1 = Φ ◦ π is strongly
prepared above p. π−1(p) is a 2 curve, so there are no 1 points in π−1(p).
Suppose that p ∈ X is a 3 point such that mqOX,p is not invertible, and
(193) holds at p. We may assume that there exists an open neighborhood U of p
such that (x, y, z) are uniformizing parameters on an e´tale cover of U .
After possibly interchanging x, y, z, we can assume that
d
a
= min{d
a
,
e
b
,
f
c
}
and
f
c
= max{d
a
,
e
b
,
f
c
}
We will determine the locus of points in U where mqOU is not invertible. First
suppose that q′ is a 2 point on the curve x = z = 0. q′ has regular parameters
(x, y1, z) where y = y1 + α. Thus q
′ has permissible parameters (x1, y1, z1) where x1
is defined by
x = x1(y1 + α)
− b
a
Set λ = (a, c), a1 =
a
λ
, c1 =
c
λ
.
u = (xa11 z
c1)kλ
v = xd1z
f
1 (y1 + α)
e− db
a
We have a1f − c1d > 0. da < k < fc implies da1 < kλ <
f
c1
. q′ thus has the form
of (187), and we see that (u, v) is not invertible on the curve with local equations
x = z = 0.
Suppose that q′ is a 2 point on the curve y = z = 0. q′ has permissible parameters
(x1, y1, z) where x = x1+α, y1 is defined by y = y1(x1+α)
− a
b . Set λ = (b, c), b1 =
b
λ
,
c1 =
c
λ
.
u = (yb11 z
c1)kλ
v = (x1 + α)
d− ea
b ye1z
f .
First suppose that bf − ce 6= 0. Then bf − ce > 0 and b1f − c1e > 0. Since kλ < fc1 ,
we have by (187) that (u, v) is not invertible at 2 points q′ on y = z = 0 if and only
if e
b1
< kλ, which holds if and only if e
b
< k.
Now suppose that bf − ce = 0, so that b1f − c1e = 0. Then (u, v) is invertible at
2 points q′ on y = z = 0.
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Now suppose that q′ is a 2 point on the curve x = y = 0. q′ has regular parameters
(x, y, z1) where z = z1 + α. q
′ has permissible parameters (x1, y, z1) where x1 is
defined by x = x1(z1 + α)
− c
a . Set λ = (a, b), a1 =
a
λ
, b1 =
b
λ
.
u = (xa11 y
b1)kλ
v = xd1y
e(z1 + α)
f− dc
a
First suppose that ae − bd 6= 0. Then a1e − b1d > 0. By assumption da1 < kλ. We
have by (187) that (u, v) is not invertible at 2 points q′ on x = y = 0 if and only if
kλ < e
b1
which holds if and only if k < e
b
.
Now suppose that ae − bd = 0. Then a1e − b1d = 0 and (u, v) is invertible at 2
points on the curve x = y = 0.
Suppose that q′ is a 1 point in U on z = 0. q′ has regular parameters (x1, y1, z)
where x = x1 + α, y = y1 + β (with α, β 6= 0). Thus q′ has permissible parameters
(x1, y1, z1) where z1 is defined by z = (x1 + α)
− a
c (y1 + β)
− b
c z1.
u = zck1
v = (x1 + α)
d− af
c (y1 + β)
e− bf
c zf1
Thus (u, v) is invertible at all 1 points of z = 0.
Similarily, (u, v) is invertible at all 1 points of x = 0 and y = 0.
If π : X1 → X is the blow up of a 2 curve C through p, then ΦX1 is strongly
prepared above p. π−1(p) is a 2 curve, so there are no 1 points in π−1(p).
Suppose that p ∈ X is a 2 point such that mqOX,p is not invertible, and
(188) holds at p. We may assume that there exists an open neighborhood U of
p such that (x, y, z) are uniformizing parameters on an e´tale cover of U , and the
conclusions of Lemma 18.8 hold for p. After possibly interchanging x and y we may
assume that ad − bc > 0. We will determine the locus of points in U where mqOU
is not invertible. First suppose that q′ is a 2 point on the curve x = y = 0. q′ has
regular parameters (x, y, z1) where z = z1 + α. Thus q
′ has permissible parameters
(x, y, z) such that
u = (xayb)k
v = P (xayb) + xcyd
Since c
a
< e = ord (P ) < d
b
, and k > c
a
, we are in the form of (186). Thus (u, v) is
not invertible along the curve x = y = 0.
Suppose that q′ is a 1 point near q. q′ has permissible parameters (x1, y1, z1) where
either
x = x1(y1 + α)
− b
a , y = y1 + α, z = z1 + β (196)
with α 6= 0 or
x = x1 + α, y = y1(x1 + α)
− a
b , z = z1 + β (197)
with α 6= 0. If q′ has permissible parameters satisfying (196), then since ord (P ) > c
a
,
u = xak1
v = P (xa1) + x
c
1(y1 + α)
d− bc
a (z1 + β)
= βαd−
bc
a xc1 + x
c
1z
(198)
(u, v) is not invertible at q′ if and only if q′ satisfies (185). Since c < ak by assumption,
this holds if and only if β = 0.
If q′ is a 1 point near p on x = 0 (so that (198) holds) then A(Φ, q′) = 0.
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If q′ has permissible parameters satisfying (197), then
u = ybk1
v = P (yb1) + (x1 + α)
c− da
b yd1(z1 + β)
(199)
(u, v) is invertible at q′, since b ord P < d by assumption, so that q′ cannot satisfy
(185).
If q′ is a 1 point near p on y = 0 (so that (199) holds) then
A(Φ, q′) = d− b ord (P ).
We will now consider the invariant A on the blowup of V (x, y) or V (x, z) over p.
Let π1 : X1 → X be the blowup of C = V (x, y). Φ1 = Φ ◦ π1 is strongly prepared
above p. If q ∈ π−11 (p) is a 1 point, then q has regular parameters (x, y1, z) defined
by
x = x1, y = x1(y1 + α)
with α 6= 0. There are permissible parameters (x1, y,z) at q where x1 is defined by
x1 = x1(y1 + α)
− b
a+b
Thus
u = x
(a+b)k
1
v = P (xa+b1 ) + x
c+d
1 (y1 + α)
d−
(c+d)b
a+b z
If (a+ b)ord(P ) ≥ c+ d, then A(Φ1, q) = 0. Assume that (a+ b)ord p < c+ d. Since
ord (P ) > c
a
, we have that
c+ d− (a+ b) ord(P ) = (d− b ord(P )) + (c− a ord(P )) < d− b ord(P )
Thus
A(Φ1, q) ≤ c+ d− (a+ b) ord(P ) < d− b ord(P ) ≤ A(Φ).
If π1 : X1 → X is the blowup of C = V (x, z), then ΦX1 is strongly prepared above
p, and there are no 1 points in π−11 (p).
Suppose that p ∈ X is a 2 point such that mqOX,p is not invertible, and
(189) holds at p. We may assume that there exists an open neighborhood U of p
such that (x, y, z) are uniformizing parameters on an e´tale cover of U . After possibly
interchanging x and y, we may assume that ad− bc > 0. We will determine the locus
of points in U where mqOU is not invertible. First suppose that q′ is a 2 point on the
curve x = y = 0. q′ has regular parameters (x, y, z1) where z = z1 + α. Thus q
′ has
permissible parameters (x, y, z) such that
u = (xayb)k
v = xcyd
Since c
a
< k, we are in the form of (187), and (u, v) is not invertible along the curve
x = y = 0 if and only if k < d
b
.
Suppose that q′ is a 1 point near p. q′ has permissible parameters (x1, y1, z1) where
either
x = x1(y1 + α)
− b
a , y = y1 + α, z = z1 + β (200)
with α 6= 0 or
x = x1 + α, y = y1(x1 + α)
− a
b , z = z1 + β (201)
with α 6= 0. If q′ has permissible parameters satisfying (200), then
u = xak1
v = xc1(y1 + α)
d− bc
a (z1 + β)
= βαd−
bc
a xc1 + x
c
1z
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(u, v) is not invertible at q′ if and only if q′ satisfies (185). Since c < ak by assumption,
this holds if and only if β = 0.
If q′ is a 1 point near p on x = 0 (so that (200) holds) then A(Φ, q′) = 0.
If q′ has permissible parameters satisfying (201), then
u = ybk1
v = (x1 + α)
c− da
b yd1(z1 + β)
u = ybk1
v = αc−
da
b βyd1 + y
d
1z1
Thus (u, v) is invertible at q′ if β 6= 0, and if β = 0, then (u, v) is invertible at q′ if
and only if d ≥ kb.
If q′ is a 1 point near p on y = 0 (so that (201) holds) then A(Φ, q′) = 0.
We will now consider the invariant A on the blowup of a curve V (x, y), V (y, z) or
V (x, z) where (u, v) is not invertible on the curve.
Let π1 : X1 → X be the blowup of C = V (x, y). Φ1 = Φ ◦ π1 is strongly prepared
over p. If q ∈ π−1(p) is a 1 point, then q has regular parameters (x, y1, z) defined by
x = x1, y = x1(y1 + α)
with α 6= 0. There are permissible parameters (x1, y,z) at q where x1 is defined by
x1 = x1(y1 + α)
− b
a+b
Thus
u = x
(a+b)k
1
v = xc+d1 (y1 + α)
d−
(c+d)b
a+b z
and A(Φ1, q) = 0.
If π1 : X1 → X is the blowup of C = V (x, z) or V (y, z), then Φ1 = Φ ◦ π1 is
strongly prepared over p, and there are no 1 points in π−1(p).
Suppose that p ∈ X is a 2 point such that mqOX,p is not invertible, and
(190) holds at p. We may assume that there exists an open neighborhood U of
p such that (x, y, z) are uniformizing parameters on an e´tale cover of U . We will
determine the locus of points in U where mqOU is not invertible. First suppose that
q′ is a 2 point on the curve x = y = 0. q′ has permissible parameters (x, y, z1) where
z = z1 + α.
u = (xayb)k
v = α(xayb)t + (xayb)tz1
Thus (u, v) is invertible along the curve x = y = 0, if α 6= 0.
Suppose that q′ is a 1 point near p. q′ has permissible parameters (x1, y1, z1) where
either
x = x1(y1 + α)
− b
a , y = y1 + α, z = z1 + β (202)
with α 6= 0 or
x = x1 + α, y = y1(x1 + α)
− a
b , z = z1 + β (203)
with α 6= 0. If q′ has permissible parameters satisfying (202), then
u = xak1
v = xat1 (z1 + β)
Thus (u, v) is invertible at q′ if β 6= 0, and q′ is not invertible along V (x, z) since
t < k by assumption.
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If q′ has permissible parameters satisfying (203), then
u = ybk1
v = ybt1 (z1 + β)
Thus (u, v) is invertible at q′ if β 6= 0, and q′ is not invertible along V (y, z) since t < k
by assumption.
If π1 : X1 → X is the blowup of V (x, z) or V (y, z), then Φ1 = Φ ◦ π1 is strongly
prepared over p and there are no 1 points in π−1(p).
Suppose that p ∈ X is a 2 point such that mqOX,p is not invertible,
and (186) holds at p. After possibly interchanging x and y, we may assume that
ad − bc > 0. We may assume that there exists an open neighborhood U of p such
that (x, y, z) are uniformizing parameters on an e´tale cover of U and the conclusions
of Lemma 18.8 hold for p. We will determine the locus of points in U where mqOU
is not invertible. If q′ is a 2 point on the curve x = y = 0, then q′ has the form of
(186), so that Thus (u, v) is not invertible along the curve x = y = 0.
Suppose that q′ is a 1 point near q′. q′ has permissible parameters (x1, y1, z1)
where either
x = x1(y1 + α)
− b
a , y = y1 + α, z = z1 + β (204)
with α 6= 0 or
x = x1 + α, y = y1(x1 + α)
− a
b , z = z1 + β (205)
with α 6= 0. If q′ has permissible parameters satisfying (204), then
u = xak1
v = P (xa1) + x
c
1(y1 + α)
d− bc
a
= αd−
bc
a xc1 + x
c
1y
for some permissible parameters (x1, y, z), since a ord (P ) > c. Thus (u, v) is invert-
ible at q′, since we have α 6= 0.
A(Φ, q′) = 0 at points q′ near p where (204) holds.
If q′ has permissible parameters satisfying (205), then
u = ybk1
v = P (yb1) + α
c− da
b yd1 + y
d
1x1
(u, v) is invertible at q′ Since b ord(P ) < d by assumption.
At points q′ near p where (205) holds, we have A(Φ, q′) = d− b ord (P ) > 0.
Let π1 : X1 → X be the blowup of C = V (x, y). Then Φ1 = Φ ◦ π1 is strongly
prepared above p. If q ∈ π−11 (p) is a 1 point, then q has regular parameters (x, y1, z)
defined by
x = x1, y = x1(y1 + α)
with α 6= 0. There are permissible parameters (x1, y,z) at q where x1 is defined by
x1 = x1(y1 + α)
− b
a+b
Thus
u = x
(a+b)k
1
v = P (xa+b1 ) + x
c+d
1 (y1 + α)
d−
(c+d)b
a+b
= P (xa+b1 ) + x
c+d
1 α
d−
(c+d)b
a+b + xc+d1 y1
If (a+ b)ord (P ) ≥ c+d then A(Φ1, q) = 0. Assume that (a+ b)ord(P ) < c+d. Since
ord(P ) > c
a
, we have that
c+ d− (a+ b)ord(P ) = (d− b ord(P )) + (c− a ord(P )) < d− b ord(P )
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Thus
A(Φ1, q) ≤ c+ d− (a+ b) ord (P ) < d− b ord (P ) ≤ A(Φ)
Suppose that p ∈ X is a 2 point such that mqOX,p is not invertible,
and (187) holds at p. After possibly interchanging x and y, we may assume that
ad − bc > 0. We may assume that there exists an open neighborhood U of p such
that (x, y, z) are uniformizing parameters on an e´tale cover of U . We will determine
the locus of points in U where mqOU is not invertible. If q′ is a 2 point on the curve
x = y = 0, then q′ has the form of (187), so that (u, v) is not invertible along the
curve x = y = 0.
Suppose that q′ is a 1 point near p. q′ has permissible parameters (x1, y1, z1) where
either
x = x1(y1 + α)
− b
a , y = y1 + α, z = z1 + β (206)
with α 6= 0 or
x = x1 + α, y = y1(x1 + α)
− a
b , z = z1 + β (207)
with α 6= 0. If q′ has permissible parameters satisfying (206), then
u = xak1
v = xc1(y1 + α)
d− bc
a
= αd−
bc
a xc1 + x
c
1y1
(u, v) is thus invertible at q′.
A(Φ, q′) = 0 at points q′ near p where (206) holds.
If q′ has permissible parameters satisfying (207), then
u = ybk1
v = (x1 + α)
c− da
b yd1
= αc−
da
b yd1 + y
d
1x1
Thus (u, v) is invertible at q′.
A(Φ, q′) = 0 at points q′ near p where (207) holds.
The locus of points where (u, v) is not invertible near p is V (x, y).
Let π1 : X1 → X be the blowup of C = V (x, y). Φ1 = Φ ◦ π1 is strongly prepared
above p. If q ∈ π−11 (p) is a 1 point, then q has regular parameters (x1, y1, z) defined
by
x = x1, y = x1(y1 + α)
with α 6= 0. There are permissible parameters (x1, y,z) at q where x1 is defined by
x1 = x1(y1 + α)
− b
a+b .
Thus
u = x
(a+b)k
1
v = xc+d1 (y1 + α)
d−
(c+d)b
a+b
= xc+d1 α
d−
(c+d)b
a+b + xc+d1 y1
and A(Φ1, q) = 0.
Suppose that p ∈ X is a 1 point such that mqOX,p is not invertible, so
that (185) holds at p. We may assume that here exists an open neighborhood U
of p such that (x, y, z) are uniformizing parameters on an e´tale cover of U . We will
determine the locus of points in U where mqOU is not invertible.
Suppose that q′ is a 1 point near p. q′ has permissible parameters (x, y1, z1) where
y = y1 + α, z = z1 + β
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u = xk
v = αxc + xcy1
(u, v) is thus only not invertible on the curve V (x, y).
Let π : X1 → X be the blowup of V (x, y). Φ1 = Φ ◦ π1 is strongly prepared above
p. If q ∈ π−1(p) is a 1 point, then q has permissible parameters (x, y1, z) defined by
x = x1, y = x1(y1 + α)
with α 6= 0.
u = xk1
v = xc+11 (y1 + α)
and A(Φ1, q) = 0.
Suppose that p ∈ X is a 3 point such that mpOX,p is not invertible and
(194) holds at p. We may assume that there exists an open neighborhood U of p
such that (x, y, z) are uniformizing parameters on an e´tale cover of U . The locus of
points in U where mqOU is not invertible is the union of the 2 curves V (x, z), V (y, z)
and V (x, y).
Let π : X1 → X be the blowup of C = V (x, y), Φ1 = Φ ◦ π. If q′ ∈ π−1(p) is a 2
point, then q′ has permissible parameters (x1, y1, z) where
x = x1, y = x1(y1 + α)
with α 6= 0.
u = xa+b1 (y1 + α)
b = xa+b1
v = zc
so that Φ1 is strongly prepared at q
′.
Suppose that q′ ∈ π−1(p) is a 3 point and q′ has permissible parameters (x1, y1, z)
where x = x1, y = x1y1. Then
v = xa+b1 y
b
1
u = zc
so that Φ1 is strongly prepared at q
′. Suppose that q′ ∈ π−1(p) is a 3 point and q′
has permissible parameters (x1, y1, z) where
x = x1y1, y = y1.
Then
u = ya+b1
v = zc
so that Φ1 is strongly prepared at q
′. A similar analysis shows that the blowup of
V (x, z) or V (y, z) composed with Φ is strongly prepared.
Suppose that p ∈ X is a 3 point such that mqOX,p is not invertible and
(195) holds at p.
We may assume that there exists an open neighborhood U of p such that (x, y, z)
are uniformizing on an e´tale cover of U . The locus of points in U where mqOU is
not invertible is the union of the 2 curves V (x, z), V (x, y, ) (if c > b) and V (y, z) (if
b > c). If π : X1 → X is the blowup of a 2 curve through C, and Φ1 = Φ ◦ π, then Φ1
is strongly prepared at points q ∈ π−1(p).
Suppose that p ∈ X is a 2 point such that mpOX,p is not invertible, and
(191) holds at p. We may assume that there exists an open neighborhood U of p
such that (x, y, z) are uniformizing parameters on an e´tale cover of U . The locus of
points in U where mqOU is not invertible is the 2 curve V (x, y).
Let π : X1 → X be the blowup of C = V (x, y), Φ1 = Φ ◦ π. If q′ ∈ π−1(p) is a 1
point, then q′ has permissible parameters
x = x1, y = x1(y1 + α)
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with α 6= 0.
u = xa1
v = xb1(y1 + α)
b.
Set y1 = (y1 + α)
b − αb to get
u = xa1
v = αbxb1 + x
b
1y1
so that A(Φ1, q
′) = 0. Φ1 is strongly prepared at points of π
−1(p).
If α, β are real numbers, define
S(α, β) = max {(α, β), (β, α)}
where the maximum is in the Lexicographic ordering.
Suppose that Φ : X → S is strongly prepared. Suppose that q ∈ DS and C ⊂ X is
a 2 curve such that mqOX is not invertible along C. At a generic point p of C (186),
(187) or (191) holds.
If (186) holds, then Φ(C) is a 1 point q ∈ S. Suppose that P (t) =∑ aiti. Since q is
a 1 point, we can, after possibly replacing v with v−∑ aikuk, assume that k 6 | ord(P )
in (186). With this restriction, define
σ(C) =


S(| c− a ord (P ) |, | d− b ord (P ) |)
if c− ord (P ), d− ord (P ) have opposite signs,
−∞ if they have the same sign.
If (187) or (191) holds, define
σ(C) = −∞.
σ(C) is well defined (independent of choice of permissible parameters (u, v) at q with
the restriction that k 6 | ord(P ) in (186)). This follows from Lemma 18.8.
If mqOX is invertible, define
σ(Φ) = −∞.
If mqOX is not invertible, define
σ(Φ) = max
{
σ(C) | C ⊂ X is a 2 curve
such that mqOX is not invertible along C
}
.
Lemma 18.16. Suppose that X is strongly prepared, q ∈ S is such that mqOX is not
invertible. Then there exists a sequence of blowups of 2 curves X1 → X such that the
induced map Φ1 : X1 → S is strongly prepared, A(Φ1, E) < A(Φ1) = A(Φ) if E is an
exceptional component of EX1 for X1 → X, and the forms (186), (188) and (192) do
not hold at any point p ∈ X where mqOX1,p is not invertible.
Proof. σ(Φ) ≥ 0 if and only if there exists a point p ∈ X such that mqOX1,p is not
invertible, and a form (186), (188) or (192) holds at p.
Suppose that σ(Φ) ≥ 0. Let C be a 2 curve such that σ(C) = σ(Φ). Let π : X1 →
X be the blowup of C. By Theorem 18.15, we need only verify that if C1 ⊂ π−1(C)
is a 2 curve such that mqOX1 is not invertible along C1 then σ(C1) < σ(Φ).
First suppose that C1 is a section over C. Let p1 ∈ C1 be a generic point. Then
p = π(p1) is a generic point of C. There exist permissible parameters (x, y, z) at p
such that
u = (xayb)k
v = P (xayb) + xcyd
with
min{ c
a
,
d
b
} < ord (P ) < max { c
a
,
d
b
}
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and
min{ c
a
,
d
b
} < k, k 6 | ord(P ).
We may assume, after possibly interchanging x and y that
σ(Φ) = σ(C) = (| c− a ord (P ) |, | d− b ord (P ) |).
Assume that p1 has permissible parameters (x1, y1, z) such that
x = x1, y = x1y1
and x1 = y1 = 0 are local equations of C1 at p1.
u = (xa+b1 y
b
1)
k
v = P (xa+b1 y
b
1) + x
c+d
1 y
d
1
k 6 | ord(P ) implies by Lemma 18.8 that
σ(C1) ≤ S(| (c+ d)− (a+ b) ord (P ) |, | d− b ord (P ) |).
If c− a ord (P ) > 0 and d− b ord (P ) < 0 then
0 ≤ (c− a ord (P ) + (d− b ord (P )) < c− ord (P )
so that σ(C1) < σ(C).
If c− a ord (P ) < 0 and d− b ord (P ) > 0 then
0 ≥ (c− a ord (P ) + (d− b ord (P )) > c− ord (P )
so that σ(C1) < σ(C).
Assume that p1 has permissible parameters (x1, y1, z) such that
x = x1y1, y = y1
and x1 = y1 = 0 are local equations of C1 at p1.
u = (xa1y
a+b
1 )
k
v = P (xa1y
a+b
1 ) + x
c
1y
c+d
1
k 6 | ord(P ) implies
σ(C1) ≤ S(| (c+ d)− (a+ b) ord (P ) |, | c− a ord (P ) |).
If c− a ord (P ) > 0 and d− b ord (P ) < 0 then
0 ≤ (c− a ord (P ) + (d− b ord (P )) < c− ord (P )
so that σ(C1) = −∞.
If c− a ord (P ) < 0 and d− b ord (P ) > 0 then
0 ≥ (c− a ord (P ) + (d− b ord (P )) > c− ord (P )
so that σ(C1) = −∞.
Now suppose that C1 ⊂ π−1(C) is an exceptional 2 curve. Then p = π(C1) satisfies
(192). Let q = Φ(p). q is a 1 point. If E1, E2, E3 are the components of EX containing
p, then Φ(E1) = Φ(E2) = Φ(E3) = q. Suppose that P (t) =
∑
ait
i. Since q is a 1
point, we may replace v with v −∑ aikui so that k 6 | ord(P ). We may also assume,
after possibly interchanging (x, y, z) that
| f − c ord (P ) |≥| e− b ord (P ) |≥| d− a ord (P ) | .
If C has local equations x = z = 0, then
σ(C) = (| f − c ord(P ) |, | d− a ord(P ) |)
and a generic point of C1 has permissible parameters (x1, y, z1) where
x = x1, z = x1(z1 + α)
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with α 6= 0, and x1 = y = 0 are local equations of C1. Set x1 = x1(z1 + α)− ca+c .
u = (xa1y
b)λk
v = P ((xa1y
b)λ) + xd+f1 y
e(z1 + α)
f−
(d+f)c
a+c
where λ = (a+ c, b), a+ c = aλ, b = bλ.
If σ(C1) ≥ 0, then λk 6 | λord(P ) implies
σ(C1) = S(| (d+ f)− (a+ c) ord (P ) |, | e− b ord (P ) |).
Similarily, if C has local equations y = z = 0,
σ(C) = (| f − c ord(P ) |, | d− a ord(P ) |)
and if σ(C1) ≥ 0, k 6 | ord(P ) implies
σ(C1) = S(| d− a ord (P ) |, | (e+ f)− (b + c) ord (P ) |).
If C has local equations x = y = 0, then
σ(C) = (| e− b ord(P ) |, | d− a ord(P ) |)
and if σ(C1) ≥ 0, then
σ(C1) = S(| f − c ord(P ) |, | (d+ e)− (a+ b)ord (P ) |).
If one of f − c ord(P ), e− b ord(P ), d− a ord(P ) is zero, then σ(C1) = −∞.
Case 1 Suppose that f − c ord (P ) > 0, e − b ord (P ) > 0, d − a ord (P ) < 0.
Then
σ(Φ) = σ(C) = (| f − c ord (P ) |, | d− a ord (P ) |)
and x = z = 0 are local equations of C.
0 ≤ (d− a ord (P )) + (f − c ord (P )) < f − c ord (P )
implies σ(C1) = −∞.
Case 2 Suppose that f − c ord (P ) > 0, e − b ord (P ) < 0, d − a ord (P ) > 0.
Then
σ(Φ) = σ(C) = (| f − c ord (P ) |, | e− b ord (P ) |)
and y = z = 0 are local equations of C.
0 ≤ (e − b ord (P )) + (f − c ord (P )) < f − c ord (P )
implies σ(C1) = −∞.
Case 3 Suppose that f − c ord (P ) > 0, e − b ord (P ) < 0, d − a ord (P ) < 0.
Then
σ(Φ) = σ(C) = (| f − c ord (P ) |, | e− b ord (P ) |)
and y = z = 0 are local equations of C.
0 ≤ (e − b ord (P )) + (f − c ord (P )) < f − c ord (P )
implies σ(C1) < σ(C).
Case 4 Suppose that f − c ord (P ) < 0, e − b ord (P ) > 0, d − a ord (P ) > 0.
Then
σ(Φ) = σ(C) = (| f − c ord (P ) |, | e− b ord (P ) |)
and y = z = 0 are local equations of C.
0 ≥ (e − b ord (P )) + (f − c ord (P )) > f − c ord (P )
implies σ(C1) < σ(C).
Case 5 Suppose that f − c ord (P ) < 0, e − b ord (P ) > 0, d − a ord (P ) < 0.
Then
σ(Φ) = σ(C) = (| f − c ord (P ) |, | e− b ord (P ) |)
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and y = z = 0 are local equations of C.
0 ≥ (e − b ord (P )) + (f − c ord (P )) > f − c ord (P )
implies σ(C1) = −∞.
Case 6 Suppose that f − c ord (P ) < 0, e − b ord (P ) < 0, d − a ord (P ) > 0.
Then
σ(Φ) = σ(C) = (| f − c ord (P ) |, | d− a ord (P ) |)
and x = z = 0 are local equations of C.
0 ≥ (d− a ord (P )) + (f − c ord (P )) > f − c ord (P )
implies σ(C1) = −∞.
We conclude that if C1 ⊂ π−1(C) is a 2 curve such that mqOX1 is not invertible
along C1, then σ(C1) < σ(Φ).
By Theorem 18.15, induction on the number of 2 curves C ⊂ X such that σ(C) =
σ(Φ), and induction on σ(Φ), we achieve the conclusions of the Lemma.
Lemma 18.17. Suppose that Φ : X → S is strongly prepared, q ∈ S is such that
mqOX is not invertible and the forms (186), (188) and (192) do not hold at any
point p ∈ X where mqOX,p is not invertible.
Then there exists a sequence of blowups of nonsingular curves X1 → X which are
not 2 curves such that the induced map Φ1 : X1 → S is strongly prepared, A(Φ1, E) <
A(Φ1) = A(Φ) if E is an exceptional component of EX1 for X1 → X, the forms (186),
(188) and (192) do not hold at any point p ∈ X1 where mqOX1,p is not invertible,
and if C ⊂ X1 is a curve such that mqOX1 is not invertible along C, then C is a 2
curve.
Proof. Suppose that C is a curve such that mqOX is not invertible along C and C is
not a 2 curve. Suppose that p ∈ C. Then one of the following holds:
1. (185) holds at p, x = y = 0 are local equations of C at p.
2. (189) holds at p and x = z = 0 with c
a
< k or y = z = 0 with d
b
< k are local
equations of C at p.
3. (190) holds at p, x = z = 0 or y = z = 0 are local equations of C at p.
At a generic point p ∈ C (185) holds. Define
Ω(C) = k − c > 0.
Let
Ω(Φ) = max
{
Ω(C) | C is not a 2 curve
and mqOX is not invertible along C.
}
Suppose that Ω(C) = Ω(Φ). Let π : X1 → X be the blowup of C. The forms
(186), (188) and (192) cannot hold at points of X1. By Theorem 18.15, we need only
verify that Ω(C1) < Ω(Φ) if C1 is a curve in π
−1(C) such that mqOX1 is not invertible
along C1 and C1 is not a 2 curve. We then have π(C1) = C.
Let p1 be a generic point of C1, p = π(p1). (185) holds at p since p is a generic
point of C. p1 ∈ π−1(p) is a 1 point. Then p1 has permissible parameters (x1, y1, z1)
such that
x = x1, y = x1(y1 + α).
u = xk1
v = xc+11 (y1 + α).
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mqOX1,p1 is invertible if α 6= 0. If α = 0 and mqOX1,p1 is not invertible, then
x1 = y1 = 0 are local equations of the curve C1 ⊂ X1 through p on which mqOX1 is
not invertible.
0 < Ω(C1) = k − (c+ 1) < Ω(C) = Ω(Φ).
By induction on the number of curves C on X such that Ω(C) = Ω(Φ), we achieve
the conclusions of the Lemma.
Lemma 18.18. Suppose that Φ : X → S is strongly prepared, q ∈ S is such that
mqOX is not invertible, the forms (186), (188) and (192) do not hold at any point
p ∈ X where mqOX,p is not invertible, and if C ⊂ X is a curve such that mqOX is
not invertible along C, then C is a 2 curve.
Then there exists a sequence of blowups of 2 curves X1 → X such that the in-
duced map Φ1 : X1 → S is strongly prepared, A(Φ1, E) < A(Φ1) = A(Φ) if E is an
exceptional component of EX1 for X1 → X and mqOX1 is invertible.
Proof. Suppose that C ⊂ X is a 2 curve such that mqOX is not invertible along C.
Suppose that p ∈ C. Then (187), (193), (191), (194) or (195) hold at p. At a generic
point p ∈ C (187) or (191) holds.
If C is a 2 curve such that at a generic point of C (187) holds, define
ω(C) =


S(| ka− c |, | kb− d |) if ka− c, kb− d have opposite signs
and mqOX is not invertible along C
−∞ otherwise
If C is a 2 curve such that at a generic point of C (191) holds, define
ω(C) =
{
S(a, b) if mqOX is not invertible along C
−∞ otherwise
mqOX is not invertible along C if and only if ω(C) > 0. Set
ω(Φ) = max
{
ω(C) | C is a 2 curve such that
mqOX is not invertible along C
}
Suppose that ω(C) = ω(Φ). Let π : X1 → X be the blowup of C. By Theorem
18.15, we need only verify that ω(C1) < ω(Φ) if C1 ⊂ π−1(C) is a curve such that
mqOX1 is not invertible along C1. We must have that C1 is a 2 curve.
Suppose that C1 is a section over C. Let p1 ∈ C1 be a generic point. Then
p = π(p1) is a generic point on C.
Suppose that there exist permissible parameters (x, y, z) at p such that (187) holds.
u = (xayb)k
v = xcyd
with
min{ c
a
,
d
b
} < k < max{ c
a
,
d
b
}.
After possibly interchanging x and y, we may assume that
ω(C) = (| c− ak |, | d− bk |).
Assume that p1 has permissible parameters (x1, y1, z) such that
x = x1, y = x1y1
and x1 = y1 = 0 are local equations of C1 at p1.
u = (xa+b1 y
b
1)
k
v = xc+d1 y
d
1
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ω(C1) =


S(| (c+ d)− (a+ b)k |, | bk − d |) if (c+ d)− (a+ b)k, d− bk have opposite signs
and mqOX1 is not invertible along C
−∞ otherwise
Suppose that c− ak > 0 and d− bk < 0.
0 ≤ (c− ak) + (d− bk) < c− ak
implies ω(C1) < ω(C).
Suppose that c− ak < 0 and d− bk > 0.
0 ≥ (c− ak) + (d− bk) > c− ak
implies ω(C1) < ω(C).
Assume that p1 has permissible parameters (x1, y1, z) such that
x = x1y1, y = y1
and x1 = y1 = 0 are local equations of C1 at p1.
u = (xa1y
a+b
1 )
k
v = xc1y
c+d
1
ω(C1) =


S(| (c+ d)− (a+ b)k |, | ak − c |) if (c+ d)− (a+ b)k, c− ak have opposite signs
and mqOX1 is not invertible along C
−∞ otherwise
Suppose that c− ak > 0 and d− bk < 0.
0 ≤ (c− ak) + (d− bk) < c− ak
implies ω(C1) = −∞.
Suppose that c− ak < 0 and d− bk > 0.
0 ≥ (c− ak) + (d− bk) > c− ak
implies ω(C1) = −∞.
Suppose that C1 is a section over C, p1 ∈ C1 is a generic point and p ∈ π(p1) is a
generic point on C such that p satisfies (191). Then a similar argument shows that
ω(C1) < ω(C).
Suppose that C1 ⊂ π−1(C) is an exceptional 2 curve. Suppose that p = π(C1)
satisfies (193). Without loss of generality,
| f − ck |≥| e− bk |≥| d− ak | .
If C has local equations x = z = 0 then a generic point of C1 has regular parameters
(x1, y, z1) such that
x = x1, z = x1(z1 + α)
(with α 6= 0) and x1 = y = 0 are local equations of C1. Set x1 = x1(z1 + α)− ca+c .
u = (xa1y
b)λk
v = xd+f1 y
e(z1 + α)
f−
(d+f)c
a+c
where λ = (a+ c, b), a+ c = aλ, b = bλ. ω(C1) ≥ 0 implies
ω(C1) = S(| (d+ f)− (a+ c)k |, | e− bk |).
Similarily, if C1 has local equations y = z = 0 then ω(C1) ≥ 0 implies
ω(C1) = S(| (e + f)− (b+ c)k |, | d− ak |).
If C1 has local equations x = y = 0 then ω(C1) ≥ 0 implies
ω(C1) = S(| f − ck |, | (d+ e)− (a+ b)k |).
If one of d− ak, e− bk, f − ck is zero, then ω(C1) = −∞.
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The analysis of Cases 1 - 6 of Lemma 18.16 (with ord (P ) changed to k and σ to
ω) shows that ω(C1) < ω(C).
A similar argument shows that ω(C1) < ω(C) if p = π(C) satisfies (194) or (195).
We achieve the conclusions of the Lemma by Theorem 18.15, induction on the
number of 2 curves C ⊂ X such that ω(C) = ω(Φ), and by induction on ω(Φ).
Theorem 18.19. Suppose that Φ : X → S is strongly prepared with respect to DS.
Then there exists a finite sequence of quadratic transforms π1 : S1 → S and monoidal
transforms centered at nonsingular curves π2 : X1 → X such that the induced mor-
phism Φ1 : X1 → S1 is strongly prepared with respect to DS1 = π−11 (DS)red, and all
points of X1 are good for Φ1.
Proof. By Remark 18.9, A(Φ) = 0 if and only if all points of X are good. Suppose
that A(Φ) > 0 and E is a component of EX such that C(Φ, E) = C(Φ). A(Φ, E) > 0
implies Φ(E) is a point q.
Let π1 : S1 → S be the blowup of q. By Lemmas 18.16, 18.17, 18.18 there exists a
sequence of blowups of curves X1 → X such that Φ1 : X1 → S is strongly prepared,
C(Φ1) = C(Φ), A(Φ1, E) < A(Φ1) if E is exceptional for Φ1 and Φ2 : X1 → S1 is a
strongly prepared morphism.
By Theorem 18.14, C(Φ2, E˜) < C(Φ), where E˜ is the strict transform of E on X1.
By induction on the number of components E of EX such that C(Φ, E) = C(Φ),
and induction on C(Φ), we get the conclusions of the Theorem.
Definition 18.20. Suppose that Φ : X → Y is a dominant morphism of k-varieties,
(where k is a field of characteristic zero). Φ is a monomial morphism if for all p ∈ X
there exists an e´tale neighborhood U of p, uniformizing parameters (x1, . . . , xn) on U ,
regular parameters (y1, . . . , ym) in OY,Φ(p), and a matrix (aij) of nonnegative integers
such that
y1 = x
a11
1 · · ·xa1nn
...
ym = x
am1
1 · · ·xamnn
Theorem 18.21. Suppose that Φ : X → S is a dominant morphism from a 3 fold X
to a surface S (over an algebraically closed field k of characteristic zero). Then there
exist sequences of blowups of nonsingular subvarieties X1 → X and S1 → S such that
the induced map Φ1 : X1 → S1 is a monomial morphism.
Proof. This follows from Theorem 17.3, the fact that prepared implies strongly pre-
pared, Theorem 18.19 and Remark 18.6.
19. Toroidalization
Throughout this section we will assume that Φ : X → S is strongly prepared with
respect to DS , and all points of X are good.
Definition 19.1. ([18] and [5]) A normal variety X with a SNC divisor EX on X is
called toroidal if for every point p ∈ X there exists an affine toric variety Xσ, a point
p′ ∈ Xσ and an isomorphism of k algebras
OˆX,p ∼= OˆXσ ,p′
such that the ideal of EX corresponds to the ideal of Xσ − T (where T is the torus in
Xσ). Such a pair (Xσ, p
′) is called a local model at p ∈ X.
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A dominant morphism Φ : X → Y of toroidal varieties with SNC divisors DY ,
EX on X, Y and Φ
−1(DY ) ⊂ EX is called toroidal at p, and we will say that p is a
toroidal point of Φ, if with q = Φ(p), there exist local models (Xσ, p
′) at p, (Yτ , q
′) at
q and a toric morphism Ψ : Xσ → Yτ such that the following diagram commutes
OˆX,p ∼← OˆXσ ,p′
Φˆ∗ ↑ Ψˆ∗ ↑
OY,q ∼← OˆYτ ,q′
Φ : X → Y is called toroidal (with respect to DY and EX) if Φ is toroidal at all
p ∈ X.
Remark 19.2. 1. If one of the forms (177), (178) or (182) holds at p ∈ X then
q = Φ(p) is a 2 point.
2. If q = Φ(p) is a 2 point, then (181) cannot hold at p, and if (180) or (183) hold
at p, we must have α 6= 0, since uv = 0 is a local equation of EX .
Lemma 19.3. Suppose that Φ : X → S is a morphism from a nonsingular 3 fold X
to a nonsingular surface S, DS is a SNC divisor on S such that EX = Φ
−1(DS) is a
SNC divisor on X. Then Φ is a toroidal morphism if and only if for all p ∈ EX there
exist regular parameters (x, y, z) in OˆX,p (u, v) in OS,p such that one of the following
forms hold:
1. u = 0 is a local equation for DS.
(a) xy = 0 is a local equation for EX and
u = xayb
v = z
(b) x = 0 is a local equation for EX and
u = xa
v = y
2. uv = 0 is a local equation for DS.
(a) xyz = 0 is a local equation for EX and
u = xaybzc
v = xdyezf
with
rank
(
a b c
d e f
)
= 2.
(b) xy = 0 is a local equation for EX and
u = xayb
v = xcyd
with ad− bc 6= 0.
(c) xy = 0 is a local equation of EX and
u = (xayb)k
v = α(xayb)t + (xayb)tz
with a, b > 0, k, t > 0, 0 6= α ∈ k.
(d) x = 0 is a local equation for EX and
u = xa
v = xc(y + α)
with 0 6= α ∈ k.
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Proof. We will first determine the toroidal forms obtainable from a monomial mapping
Λ : A3 → A2 defined by
u = xaybzc
v = xdyezf
with
rank
(
a b c
d e f
)
= 2.
First suppose that that no column of(
a b c
d e f
)
is zero. Then Λ−1(D) = E, where xyz = 0 is an equation of E, uv = 0 is an equation
of D.
Suppose that p ∈ A3 is a 2 point on y = z = 0. Then there exists 0 6= β ∈ k and
regular parameters (x, y, z) at p such that
u = (x+ β)aybzc
v = (x+ β)dyezf .
If
Det
(
b c
e f
)
6= 0,
we can make a permissible change of parameters to get 2.(b).
Suppose that
Det
(
b c
e f
)
= 0.
There exist natural numbers b, c such that b, c > 0, (b, c) = 1,
u = (x + α)a(ybzc)k
v = (x + α)d(ybzc)t.
After possibly interchanging u and v, we can assume that k > 0 and t ≥ 0. If t > 0
we get the form 2.(c). If t = 0, we get the form 1.(a).
Suppose that p ∈ A3 is a 1 point on z = 0. Then there exist 0 6= α, β ∈ k, and
regular parameters (x, y, z) at p such that
u = (x+ α)a(y + β)bzc
v = (x+ α)d(y + β)ezf .
After possibly interchanging u and v we may assume that c > 0. If f > 0 we get the
form 2.(d). If f = 0 we get the form 1.(b).
Now suppose that a column of (
a b c
d e f
)
is zero.
After possibly interchanging (x, y, z), we may assume that c = f = 0. Then
Λ−1(D) = E where xy = 0 is an equation of E, uv = 0 is an equation of D. We get
the forms 2.(b), 2.(d) or 1.(b).
Conversely, suppose that the forms 1. and 2. hold at all points of EX and p ∈
EX . By Lemma 18.3, there exists an e´tale neighborhood U of p and uniformizing
parameters (x, y, z) on U such that a form 1. or 2. holds at p. Working backwards
through the above proof, we see that Φ is toroidal at p.
We will call a point p ∈ X a non toroidal point if Φ is not toroidal at p.
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Lemma 19.4. The locus of non toroidal points is Zariski closed of pure codimension
1 in X, and is a SNC divisor. The image of the non toroidal points in S is a finite
set of points.
Proof. Suppose that p ∈ X is a non toroidal point. Then q = Φ(p) is a 1 point, and
thus one of the forms (176), (179), (180) with t > 0, (181) or (183) with c > 0 hold
at p.
1. First suppose that p is of the form of (183). We have c > 0, and all points
nearby on x = 0 are non toroidal.
2. Suppose that p has the form (179). Φ is non toroidal on the line x = y = 0.
(a) Suppose that c > 0. Consider the point with regular parameters (x, y˜ +
α, z˜ + β) with α 6= 0. Set x = x(y˜ + α)− ba . Then
u = xa
v = xc(y˜ + α)d−
cb
a = xc(γ + y)
which is non toroidal. Thus Φ is non toroidal on the surface x = 0.
(b) Suppose that d > 0. Then a similar analysis shows that Φ is non toroidal
on the surface y = 0.
3. Suppose that p has the form (181). A point on x = y = 0 with regular parame-
ters (x, y, z˜ + β) with β 6= 0 has the form of (179), and is thus not toroidal.
(a) Suppose that a, c > 0. Consider the point with regular parameters (x, y˜ +
α, z˜ + β) with α 6= 0. Set x = x(y˜ + α)− ba .
u = xa
v = xc(y˜ + α)d−
bc
a (z˜ + β) = xc(γ + y).
Thus Φ is non toroidal on the surface x = 0.
(b) Suppose that b, d > 0. Then Φ is non toroidal on y = 0.
Since a, b > 0 (by assumption) one of the cases (a) or (b) must hold.
4. Suppose that p has the form (180). We have t > 0. Consider a nearby point
with regular parameters (x, y˜ + α, z˜ + β) with α 6= 0. Set x = x(y + α)− ba .
u = xam
v = xat(α+ β + z˜) = xat(c˜+ z).
The non toroidal locus locally contains x = 0 (and y = 0).
5. Suppose that p has the form (176). Since a, b, c > 0, after possibly interchanging
(x, y, z), we may assume that a, d > 0. Suppose that (x, y˜+α, z˜+β) are regular
parameters at a nearby point (with α, β 6= 0). Set x = x(y˜ + α)− ba (z˜ + β)− ca .
u = xa
v = xd(y˜ + α)e−
db
a (z˜ + β)f−
dc
a = xd(γ + y)
In a similar way, we see that nearby 2 points on x = 0 are non toroidal. Thus
the non toroidal locus locally contains x = 0.
Suppose that p ∈ X is a 1 point such that Φ(p) = q is a 1 point. A form (183)
holds at p. c− a is independent of permissible parameters (u, v) at q and (x, y, z) at
p of the form of (183) (since u = 0 must be a local equation of DS). Define
I(Φ, p) = c− a.
I(Φ, p) is locally constant. Thus if E is a component of EX and p1, p2 are two 1
points in E such that Φ(p1) and Φ(p2) are 1 points, then I(Φ, p1) = I(Φ, p2). We can
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thus define
I(Φ, E) = I(Φ, p)
if p ∈ E is a 1 point such that Φ(p) is a 1 point. Let
BΦ = {q ∈ S | q is the image of a non toroidal point by Φ}.
Define
I(Φ) = max{I(Φ, p) | p ∈ Φ−1(BΦ) is a 1 point}.
Remark 19.5. If p ∈ Φ−1(BΦ) is a toroidal point then I(Φ, p) < 0.
Lemma 19.6. Suppose that q ∈ BΦ. Let π : S1 → S be the blowup of q. Let U be the
largest open set of X such that the rational map X → S1 is a morphism Φ1 : U → S1.
Then Φ1 is strongly prepared, and all points of U are good for Φ1.
Suppose that p ∈ U ∩ Φ−1(q) is a 1 point. If I(Φ, p) ≤ 0, then Φ1 is toroidal at p.
If I(Φ, p) > 0, then I(Φ1, p) < I(Φ, p).
The locus of points where mqOX is not invertible is a union of curves which make
SNCs with B2(X). These points have one of the forms (187), (193), (185), (190) or
(189) of Lemma 18.12.
Proof. Φ1 is strongly prepared by Lemma 18.13. All points of U are good for Φ1,
as follows by the analysis in Lemma 18.12. The locus of points where mqOX is not
invertible is a union of curves which make SNCs with B2(X) by Theorem 18.15.
Suppose that p ∈ X is such that mqOX is not invertible at p. p is a good point
and Φ(p) = q a 1 point implies p has one of the forms (176), (179), (180), (181) or
(183). By Lemma 18.12, p must have one of the forms (187), (193), (185), (190), or
(189).
Suppose that p ∈ Φ−1(q) ∩ U is a 1 point. Then
u = xa
v = xc(α+ y)
where u = 0 is a local equation of DS at q, with either a ≤ c or c < a and α 6= 0.
Suppose that I(Φ, p) = c− a ≤ 0.
If c < a, α 6= 0 and we have permissible parameters (u1, v1) at q1 = Φ1(p) such
that
u = u1v1, v = v1
so that q1 is a 2 point. There exists regular parameters (x, y, z) in OˆX,p and 0 6= α ∈ k
such that
u = xa(α + y)
v = xc,
u1 = x
a−c(α+ y)
v1 = x
c
(x, y, z) are thus permissible parameters for (v1, u1) at p, and p is a toroidal point for
Φ1.
If c = a,
u1 = u, v1 =
v
u
− α,
(u1, v1) are permissible parameters for Φ1 at q1 = Φ1(p), and
u1 = x
a
v1 =
v
u
− α = y
so that p is a toroidal point for Φ1.
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Suppose that I(Φ, p) > 0. Then (u1, v1) are permissible parameters at q1 = Φ1(p),
where
u = u1, v = u1v1.
q1 is a 1 point.
u1 = x
a
v1 = x
c−a(α+ y).
Thus I(Φ1, p) = c− 2a < I(Φ, p).
Lemma 19.7. Suppose that C ⊂ X is a 2 curve such that q = Φ(C) is a 1 point,
if p ∈ C then p satisfies (187) or (193) and mqOX is not invertible along C. Let
π : X1 → X be the blowup of C, Φ1 = Φ ◦ π. Then Φ1 : X1 → S is strongly prepared,
all points of X1 are good points for Φ1, and if mqOX1,p1 is not invertible at a point
p1 ∈ π−1(C), then p1 satisfies (187) or (193). If p1 ∈ π−1(C) is a 1 point then
I(Φ1, p1) < I(Φ).
Proof. Suppose that p ∈ C satisfies (187). Then all points of π−1(p) are strongly
prepared and are good points for Φ1. Let p1 ∈ π−1(p) be a 1 point. OˆX1,p1 has
regular parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α)
with α 6= 0.
u = (xa+b1 (y1 + α)
b)k = x
(a+b)k
1
v = xc+d1 (y1 + α)
d = xc+d1 (α+ y)
By (187) c− ak, d− bk have opposite signs.
I(Φ1, p1) = (c+ d)− (a+ b)k
= (c− ak) + (d− bk) < max{c− ak, d− bk}
≤ I(Φ).
If p satisfies (193), then all points of π−1(p) are strongly prepared good points.
Lemma 19.8. Suppose that C ⊂ X is a curve such that q = Φ(C) is a 1 point,
mqOX is not invertible along C, and C is not a 2 curve.
Let π : X1 → X be the blowup of C, Φ1 = Φ ◦ π. Then Φ1 : X1 → S is strongly
prepared and all points of X1 are good points for Φ1. If p1 ∈ π−1(C) is a 1 point,
then
I(Φ, p) < I(Φ1, p1) ≤ 0.
Proof. Suppose that p ∈ C. p satisfies (185), (190) or (189). Φ1 is strongly prepared,
and all points of X1 are good points for Φ1. A generic point p ∈ C satisfies (185),
and x = y = 0 is a local equation of C at p. Suppose that p1 ∈ π−1(p) is a 1 point.
Then p1 has permissible parameters (x1, y1, z) such that
x = x1, y = x1(y1 + α),
u = xk1
v = xc+11 (y1 + α).
I(Φ1, p1) = (c+ 1)− k ≤ 0 since c < k by (185).
Theorem 19.9. Suppose that Φ : X → S is strongly prepared and all points p ∈ X
are good points for Φ. Then there exists a sequence of quadratic transforms S1 → S
and monodial transforms centered at nonsingular curves, X1 → X, such that the
induced map Φ1 : X1 → S1 is strongly prepared, all points of X1 are good for Φ1 and
I(Φ1) ≤ 0.
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Proof. Suppose that I(Φ) > 0. Suppose that E is a component of EX such that
I(Φ, E) = I(Φ). Then Φ(E) is a single 1 point q. Let π1 : S1 → S be the blowup of
q.
By Lemmas 18.17, 19.6 and 19.8, there exists a sequence of blowups of curves C
(which are not 2 curves) X1 → X such that if Φ1 : X1 → S is the induced map, Φ1 is
strongly prepared, all points of X1 are good for Φ1, if mqOX1,p is not invertible then
(187) or (193) holds at p, and all curves in X1 along which mqOX1 are not invertible
are 2 curves. We further have that I(Φ1, E) ≤ 0 if E is exceptional for X1 → X .
By Lemmas 18.18 and 19.7, there exists a sequence of blowups of 2 curves C,
X2 → X1 such that if Φ2 : X2 → S is the induced map, Φ2 is strongly prepared,
all points of X2 are good for Φ2, mqOX2 is invertible, and if E is exceptional for
X2 → X , then I(Φ2, E) < I(Φ).
Let Φ : X2 → S1 be the induced map. By Lemma 19.6, Φ is strongly prepared,
all points of X2 are good for Φ, I(Φ) ≤ I(Φ), and if E is a component of EX2 which
contains a 1 point q such that Φ(p) ∈ π−11 (q), then I(Φ, E) < I(Φ).
The Theorem now follows by induction on the number of components E of X such
that I(Φ, E) = I(Φ), and induction on I(Φ).
Theorem 19.10. Suppose that Φ : X → S is strongly prepared with respect to DS,
EX = Φ
−1(DS)red, all points p ∈ X are good points for Φ and I(Φ) ≤ 0. Then
there exist sequences of quadratic transforms π1 : S1 → S and monodial transforms
centered at nonsingular curves π2 : X1 → X such that the induced map Φ1 : X1 → S1
is toroidal with respect to DS1 = π
−1(DS)red and EX1 = π
−1
2 (EX)red.
Proof. Suppose that E is a component of EX such that Φ is not toroidal along E. If
p ∈ E is a generic point, then at p we have an expression
u = xa
v = xc(α+ y)
with c > 0. Thus there exists a point q ∈ S such that Φ(E) = q. q is necessarily a 1
point.
Let π : S1 → S be the blowup of q. By Lemmas 18.17 and 19.8, there exists a
sequence of blowups of nonsingular curves (which are not 2 curves) X1 → X such
that if Φ1 : X1 → S is the induced morphism, then Φ1 is strongly prepared, all points
of X1 are good for Φ1, I(Φ1) ≤ 0, the locus of points p1 of X1 such that mqOX1,p1 is
not invertible is a union of 2 curves, and if mqOX1,p1 is not invertible, then p1 satisfies
(187) or (193).
Suppose that C is a 2 curve on X1 such that mqOX1 is not invertible along C.
A generic point p of C satisfies (187). Let E1 be the component of EX1 with local
equation x = 0 at p, E2 be the component of EX1 with local equation y = 0 at p.
I(Φ1, E1) = c− ak, I(Φ1, E2) = d− bk.
Since mqOX1,p is not invertible, either 0 < d − bk or 0 < c − ak, a contradiction
since I(Φ1) ≤ 0. Thus mqOX1 is invertible and Φ1 : X1 → S induces a morphism
Φ : X1 → S1. By Lemma 19.6, Φ is strongly prepared, all points of X1 are good for
Φ, and I(Φ) ≤ 0. Further, if p ∈ X1 is a 1 point such that p ∈ Φ−11 (q), then Φ is
toroidal at p.
By induction on the number of components of EX along which Φ is not toroidal,
we achieve the conclusions of the Theorem.
Theorem 19.11. Suppose that Φ : X → S is a dominant morphism from a 3 fold
X to a surface S (over an algebraically closed field k of characteristic 0) and DS is
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a reduced 1 cycle on S such that EX = Φ
−1(DS)red contains sing(X) and sing(Φ).
Then there exist sequences of blowups of nonsingular subvarieties π1 : X1 → X and
π2 : S1 → S such that the induced morphism X1 → S1 is a toroidal morphism with
respect to π−12 (DS)red and π
−1
1 (EX)red.
Proof. This follows from Theorem 17.3, the fact that prepared implies strongly pre-
pared and Theorems 18.19, 19.9 and 19.10.
20. Glossary of Notations and Definitions
ν(p), Definition 6.9.
γ(p), Definition 6.9.
τ(p), Definition 6.9.
Sr(X), Sr(X), After Definition 6.9.
B2(X), B2(X), B3(X), Before Definition 6.18.
SNCs with B2(X), Definition 6.18.
r small, Definition 8.3.
r big, Definition 8.3.
1 point, 2 point, 3 point, Definition 6.5 and before Definition 18.1.
1-resolved, Definition 9.6.
ν(p), After Definition 9.6.
σ(p), Before Lemma 9.9.
δ(p), before Lemma 9.13.
Inv(p), Before Theorem 9.15.
Ar(X), Definition 10.2.
Ar(X), Definition 10.1.
Cr(X), Definition 14.1.
(E), Definition 15.5.
∗-permissible parameters, After Definition 18.1.
νE(f), Before Definition 18.7.
A(Φ, p), Definition 18.7.
C(Φ, p), Definition 18.7.
A(Φ, E), After Definition 18.7.
C(Φ, E), After Definition 18.7.
A(Φ), Before Lemma 18.10.
C(Φ), Before Lemma 18.10.
I(Φ, p), I(Φ, E), I(Φ), Before Remark 19.5.
BΦ, Before Remark 19.5.
SNC divisor, Definition 5.1.
Pt(x), After Definition 5.1.
bad point, Definition 18.5.
e´tale neighborhood, Definition 6.19.
good point, Definition 18.5.
monodial transform, After Definition 5.1.
monomial mapping, Definition 18.20.
non toroidal point, Before Lemma 19.4.
permissible monoidal transform, Definition 10.3.
permissible parameters, Before Definition 6.5 and 6.5.
permissible parameters for C at p, After Lemma 6.17.
prepared, Definition 6.6.
resolved, Definition 6.10.
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strongly prepared, Definition 18.1.
toroidal mapping, 19.1.
toroidal point, Definition 19.1.
weakly permissible monodial transform, Definition 6.32.
weakly prepared, Definition 6.1.
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