This letter improves two adaptive steganographic methods in Refs.
Introduction
Steganography is a technique of hiding information into innocuous-looking cover media, by slightly modifying the cover, without being suspicious [1] . Images are the most popular cover media, and many image steganographic methods are presented. According to the characteristics of human visual system, it is sensitive to some changes in the pixels of the smooth areas, while it is not sensitive to changes in the edge areas. Thus, several adaptive steganographic methods based on pixel-value differencing (PVD) have been proposed, in which the amount of bits to be embedded in each pixel is variable. In 2003, Wu and Tsai proposed a novel steganographic method, in which the number of bits to be embedded in a pixel is decided by the difference value between two neighboring pixels [2] . Chang and Tseng proposed the difference value between the pixel and its upper and left side pixels to determine how many secret bits should be embedded [3] . Wu et al. presented a new steganographic method combining PVD and LSB substitution [4] with PVD and modulus function, utilizing the remainders of two consecutive pixels to record the secret information [5] . In 2010, Jung proposed a steganographic method using PVD, modulus function and LSB substitution, i.e., secret data can be embedded on the edge area by PVD and modulus function, and on the smooth area by LSB substitution [6] . Compared with Wang et al.'s method, it provided higher embedding capacity instead of the quality of stego images. However, the embedding procedures in Refs. [5] , [6] perform mistakenly under some conditions, i.e., the recipient cannot extract the secret messages exactly. In Sect. 3.1, the detailed theoretic analyses are given, and we correct these by enlarging the adjusting range of the remainders of two consecutive pixels.
Furthermore, the readjusting phase in Ref. [6] can also be improved. In Sects. 3.2, by allowing every two-pixel block to be fully modified, the sender can select the best choice that introduces the smallest embedding distortion.
Section 4 gives the experimental comparisons between Jung's method and the improved one. It is shown that the improved method not only extracts secret data exactly but also provides better image quality when concealing with the same embedding capacity.
Literatures Review
In this section we will briefly review two adaptive steganographic methods in Refs. [5] , [6] . Both of them modify the remainders of two consecutive pixels to record the secret data. A gray-value cover image is partitioned into nonoverlapping blocks of two neighboring pixels, and all possible difference values between two neighboring pixels range from 0 to 255. A range table R is designed, consisting of 6 contiguous sub-ranges R k (k = 1, 2, · · · , 6). Each sub-range R k has its upper and lower bound values u k and l k , respectively. The width w k = u k − l k + 1 is designed to be a power of 2.
Embedding Procedure
For each two-pixel block (y i , y i+1 ), the embedding procedure is described as follows. We only execute Step 1,3,4,5 in Wang et al.'s method. In order to increase the embedding capacity in the smooth areas, Jung's method embeds the secret data using LSB substitution in the smooth areas, and still uses Wang et al.'s method in the edge areas. The
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Step 1: Calculate the difference value D = |y i − y i+1 | of two consecutive pixels (y i , y i+1 ).
Step 2: Use the division T to judge the area that the two-pixel block belongs to. If D > T , the block belongs to the edge area, go to Step 3. Otherwise, the block belongs to the smooth area, go to Step 6.
Step 3: Find the optimal sub-range
Calculate the number of secret bits n = log 2 (w k ) that can be embedded in the block. Read n bits from the binary secret messages and transform into decimal value b.
Step 4: Calculate the remainder of the sum of two pixels F rem = (y i + y i+1 ) mod 2 n . Let m = |F rem − b| and m 1 = 2 n − m. The adjusting algorithm is as follows.
Step 5: Revise y i and y i+1 when y i < 0 or y i+1 < 0 or y i > 255 or y i+1 > 255. A detailed implementation was given in Refs. [5] , [6] .
Step 6: Read 3 bits from the binary secret messages, and convert y i , y i+1 to be y i , y i+1 by the 3-bit LSB substitution, respectively.
Step 7: This step is called "the readjusting phase". Calculate the new difference value D = |y i −y i+1 |. If D > T , readjust y i and y i+1 as follows.
Extracting Procedure
We can quickly extract the secret data without the original image. Partition the stego image into two-pixel blocks, which is identical with the embedding procedure. For Wang et al.'s method, calculate the number of secret bits n that can be extracted from the two-pixel block. Calculate the remainder of the sum of two pixels b = (y i + y i+1 ) mod 2 n . Transform b into the binary secret data. For Jung's method, calculate the difference value D. Use the division T to judge the area that the two-pixel block belongs to. If D > T , the block belongs to the edge area, and extract secret data using Wang et al.'s method. Otherwise, the block belongs to the smooth area, and extract 3 secret bits from the 3-bit LSB of y i and y i+1 , respectively.
Theoretic Analyses and Improvement

Improvement for the Adjusting Algorithm
The adjusting algorithm was proposed to alter remainder of the sum of two consecutive pixels so as to record the secret data exactly and reduce the embedding distortion. However, it has a loophole. Here we will show that, under some conditions, the recipient cannot extract the secret data exactly, i.e., the original adjusting algorithm is invalid.
For all the cases 1-8 in Step 4, we find that
In addition, the widths of sub-ranges R i are 8, 8, 16, 32, 64, 128, and the numbers of secret bits n that can be embedded are 3, 3, 4, 5, 6, 7. All the l k are the even numbers. 
In the embedding procedure, the sender modifies the remainders of the sum of two consecutive pixels, such that (y i + y i+1 ) mod 2 n = b. Thus, (y i + y i+1 ) = 2 n × q + b, q ∈ Z. In the extracting procedure, the recipient calculates
He will mistake b − 2 n−1 for the secret data when 2 n−1 ≤ b < 2 n and b ≡ 1 (mod 2).
Q.E.D The original adjusting algorithm makes the difference values smaller under some conditions, resulting in failure to extraction. To avoid this problem, we enlarge the adjusting range of the remainders of two consecutive pixels.
Step 4 should be modified as follows.
Step 4: Let
It is shown that the searching range of each pixel is 2 n+1 , and the maximum choice is 2 8 . Thus, for a M × N grayscale image, the computational costs are not more than 2 8 × M × N, and the computation complexity is O(MN). Table 1 Experimental comparisons based on the same embedding capacity for ten cover images.
Covers Table 2 Experimental comparisons based on the same embedding capacity for two image databases. Usually, the computing complexity is acceptable in image steganographic methods.
Improvement for the Readjusting Phase
The readjusting phase was executed if and only if the new difference value D > T , and there are only two ways of readjusting. In fact, for each two-pixel block, the readjusting phase can be executed, regardless of whether D > T or not. The modification directions can also be exploited fully, other than two original ways.
In the improved one, we execute the readjustment for every pixel pair and allow nine different ways of modification, so the sender can select the best choice that introduces the smallest distortion.
Step 7 is modified as follows.
Step 7:
It is shown that the searching range of each pixel is 3. For a M × N grayscale image, the computational costs are not more than 3 × M × N. The computation complexity is also acceptable.
Experimental Results
In this section, experimental results are presented to demonstrate the correctness and effectiveness of the improved method. Random bit streams and ten grayscale images are used as the secret data and cover images. The peak signal to noise ratio (PSNR) and image fidelity (IF) are utilized to evaluate the quality of stego images [7] . For a M × N grayscale image, the PSNR and IF values are defined as follows:
where p i, j and q i, j denote the pixel values in row i and column j of the cover image and the stego image, respectively. Table 1 shows the comparisons results of ten cover images based on the same embedding capacity, where the divisions T = 15 and T = 31. It is shown that our improved method can obtain higher PSNR and IF values.
To further evaluate the performance, two image databases are used in the experiments. 2000 test images include (but not limited to) landscapes, plants, animals, people and buildings.
(1) UCID Database [8] : randomly download 1338 color images with size of 384 × 512 or 512 × 384.
(2) Ground Truth Database [9] : randomly download 662 color images, and resize them to 756×504 or 504×756. Table 2 shows the comparisons results of two images databases based on the same embedding capacity, where the divisions T = 7, 15, 31, 63. It is shown that the improved method is effective.
Conclusion
In this letter, two adaptive steganographic methods based on modulus function are improved. Firstly, we point out the recipient in Refs. [5] , [6] cannot extract the secret data exactly under some conditions, and then correct these by enlarging the adjusting range of the remainders of two consecutive pixels. Furthermore, the readjusting phase in Ref. [6] is improved by fully exploited the modification of pixels.
The improved method majors in more significant promotions in the terms of correctness and effectiveness. In future, besides the merits achieved in this letter, we will attempt to modify it to achieve stronger security.
