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Questo lavoro di tesi ha richiesto molto tempo e molto impegno. So
bene che in certi momenti di stanchezza sono un po’ orso, quindi
ringrazio di cuore per la sopportazione e per il sostegno Mamma, i
miei pazienti coinquilini Nicola, Giammateo ed Alessio, gli amici
di sempre Said, Sara (l’una e l’altra), Caterina, Riccardo, Stefania,
Jacopo (il toscano e il campano), Antonio, Veronica, Claudia, il
circolo Korakhanè in cui mi rilassavo dopo lunghe giornate di
lavoro e tutti gli altri che in questi anni di Università mi sono stati
amici.
Introduzione
“Ubiquitous computing names the third wave in computing, just now
beginning. First were mainframes, each shared by lots of people. Now
we are in the personal computing era, person and machine staring
uneasily at each other across the desktop. Next comes ubiquitous
computing, or the age of calm technology, when technology recedes
into the background of our lives. Alan Kay of Apple calls this Third
Paradigm computing. ”[2]
[Ubiquitous computing è il nome della terza ondata nell’informatica, che sta appena cominciando. Al-
l’inizio c’erano i mainframe, ciascuno condiviso da più persone. Adesso siamo nell’era dei personal
computer: l’uomo e la macchina che si fissano con difficoltà attraverso un desktop. La prossima è l’u-
biquituos computing, o l’era della tecnologia silenziosa, cioè quando la tecnologia si nasconde nello
sfondo delle nostre vite. Alan Kay, di Apple, la chiama Terzo Paradigma dell’informatica].
Nel 1998 nascevano le prime idee sull’ubiquitous computing, auspicanti l’i-
dea di un’informatica più facile da usare: l’informatica silenziosa perché non da
problemi ed è in grado di gestirsi da sola. Questo concetto non è solo affascinante
da un punto di vista della ricerca, è anche un passo necessario nell’evoluzione del-
l’informatica: la complessità dei computer e dei software sta aumentando sempre
più, quindi è necessario trovare nuovi modi per gestirla. Questa rosea previsione
si sta pian piano avverando. Siamo circondati da così tanti computer che quasi
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non ce ne rendiamo conto: nell’auto, nei telefoni cellulari, negli elettrodomesti-
ci, etc. Tutti questi dispositivi diventano ogni anno più piccoli, più potenti e più
facili da usare. Tuttavia siamo ancora lontani da quella visione. L’interazione
con i computer, nonostante numerosi progressi, è ancora difficile, necessita molto
apprendimento ed è spesso poco intuitiva. Se davvero stiamo per entrare in una
nuova era, adesso, per fortuna o sfortuna, ci troviamo nel periodo di transizione in
cui si sperimenta e si lascia spazio alla creatività.
In questo lavoro di tesi si è progettato e sviluppato un sistema di interazione fra
computer e oggetti che sfruttasse il dispositivo che la maggior parte della gente
sa usare con più facilità: il telefono cellulare. Negli ultimi due-tre anni questi
dispositivi sono diventati dei veri computer, di sempre maggiore potenza. Da qui
nasce l’idea di utilizzare il telefono cellulare come una sorta di bacchetta magica
per interagire con tutto ciò che si trova intorno a noi. L’obiettivo è quello di
spostare tutta l’interazione sul cellulare, con cui tutti abbiamo confidenza, che
tutti sappiamo utilizzare e che può essere sempre portato con sè.
Le tecnologie per raggiungere questo obiettivo ci sono: Bluetooth per la con-
nessione con dispositivi nel raggio di prossimità, GPRS e UMTS per accedere
ad Internet, porte di comunicazione ad infrarossi. Inoltre ogni nuovo modello di
cellulare include qualche nuovo accessorio: fotocamere, altoparlanti, sistemi di
posizionamento. Con queste risorse è possibile creare piccole reti intorno alla
persona, collegarsi con la rete globale e raccogliere qualsiasi tipo di informazio-
ne, ma anche vedere l’ambiente circostante e sapere dove ci si trova. Il problema
è tutto nell’integrazione di queste tecnologie e nel creare del software che sia in
grado di rendere semplice la costruzione di applicazioni. Ad esempio, è vero che
bluetooth può servire per scambiare dati fra un computer e un cellulare, ma è an-
che vero che se si tenta di farlo in un ambiente con molti dispositivi di questo tipo,
sarà necessario capire quale è il computer con cui volevamo comunicare ed even-
tualmente compiere altre operazioni che saranno sempre diverse, da un cellulare
all’altro e da un computer all’altro. Risultato: pochi appassionati perdono tempo
a capire come funziona ed a usarlo. Nel mondo reale, quando si vuole interagire
con qualcosa, la si individua visivamente e poi si interagisce. Questo paradigma
potrebbe essere adattato ai cellulari usando la fotocamera che oggi la maggior-
parte di essi ha. Il cellulare “vede” attraverso l’obiettivo ciò con cui vogliamo
interagire, lo riconosce e fornisce varie opzioni di interazione.
Esistono vari esempi di studio di questo tipo di meccanismo (vedi capitolo 2).
In ogni caso bisogna ricordare che i telefoni cellulari, nonostante diventino sem-
pre più potenti, sono dei dispositivi con capacità limitate in termini di potenza di
calcolo e autonomia energetica. È quindi difficoltoso mettere in atto delle tecni-
che di riconoscimento diretto dell’ambiente circostante, che mimino i meccanismi
del cervello umano. Per facilitare l’operazione, si possono utilizzare delle etichet-
te (tag) molto semplici, facili da identificare nell’ambiente circostante che, poste
sugli oggetti, possano essere fotografate e facilmente comprese da un software.
In questo modo l’utente individuerà l’oggetto con cui vuole interagire, scatterà
una foto al tag e il cellulare farà il resto. Usando questa tecnica si può interagire
praticamente con tutto e si possono creare delle esperienze di augmented reality,
in cui ad oggetti che normalmente non hanno delle funzionalità informatiche, se
ne associano alcune generate da un computer. Ad esempio un libro non ha fun-
zionalità informatiche: è solo carta. Però con questa tecnica, dopo aver scattato
la foto può andare in esecuzione un’applicazione che per quel particolare libro
fornirà informazioni sull’autore, critiche, informazioni di acquisto e molto altro.
Chiaramente l’utente vede solo il libro ed il suo telefono, ma ha l’illusione che
il libro, con il suo tag, fornisca queste funzionalità. Dietro a tutto questo c’è un
lavoro di gruppo compiuto dal dispositivo mobile, alcuni server che forniranno le
informazioni e che permetteranno di identificare l’oggetto. Tutto ciò deve rima-
nere nascosto: tutta questa tecnologia deve appunto rimanere sullo sfondo e non
farsi notare, deve pervadere l’ambiente ma non interferire con esso o con l’intera-
zione dell’utente, un po’ come un albero mostra il tronco e la chioma, ma le radici,
invisibili, pervadono tutto il suolo intorno. Usando un po’ di fantasia si possono
escogitare mille e più applicazioni del genere. Quindi l’obiettivo di questo lavo-
ro è quello di creare un framework che sfrutti dei tag e metta a disposizione dei
mattoni di base per creare applicazioni.
Per raggiungere l’obiettivo sarà necessario addentrarsi nelle problematiche di
analisi e processing delle immagini, della creazione di software per dispositivi
mobili dalle ridotte capacità e delle tecnologie di rete da usare. Il tutto in modo
da rendere ogni operazione il più semplice ed intuitiva possibile.
Capitolo 1
Esempi di tecnologie pervasive
esistenti
1.1 Introduzione
Il Visualtag si basa sull’idea di usare delle etichette stampate a cui scattare delle
foto in formato digitale. Questo permette di aver subito a disposizione l’imma-
gine in un formato facile da processare ed analizzare, in modo da poter estrarre
l’informazione tramite metodologie informatiche. Inserendo questa capacità in un
contesto di ubiquitous computing, si ha a disposizione un sistema rapido per ren-
dere funzionanti numerose applicazioni e per sperimentare nuovi paradigmi. Non
stupisce quindi che ci siano già numerosi studi su questo tipo di tecnologia.
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1.2 Le ricerche di NTT DoCoMo
Una delle aziende che ha mostrato maggiore interesse per questo paradigma di
interazione è stata sicuramente l’azienda Giapponese di telefonia mobile NTT
DoCoMo che ha eseguito numerosi studi e testato alcune implementazioni, fra
cui una funzionante che si inserisce nel sistema iMode [6]. Questi esperimenti
sono parte di una ricerca molto ampia “Platform Technology for Ubiquitous Ser-
vices”[9], dalla quale questo progetto trae maggior ispirazione. Questa ricerca
descrive molto bene le necessità architetturali di un sistema basato su Visualtag .
Sono infatti necessarie le seguenti funzionalità:
Funzione di riconoscimento : una funzione che permetta di distinguere fra loro
gli oggetti con cui l’utente ha intenzione di interagire.
Funzione di ricerca dei servizi : una volta che è stato determinato l’oggetto del
mondo reale con cui l’utente ha intenzione di interagire, si devono identifi-
care e rendere disponibili i servizi ad esso associati.
Una delle particolarità di questo studio è l’approccio al problema dell’estra-
zione dei dati contenuti in un Visualtag . Come si può vedere dalla figura 1.1
l’idea è quella che il dispositivo mobile non compia alcuna elaborazione di persè,
ma invii l’immagine scattata ad sistema centrale di elaborazione che si occupi di
eseguire la decodifica. Questo approccio semplifica la realizzazione del decodifi-
catore, visto che sarà scritto per una macchina molto potente e non sarà necessario
preoccuparsi delle limitazioni del dispositivo mobile, sia in termini di potenza di
elaborazione, sia in relazione all’ambiente software con cui si realizzerà l’appli-
cazione (infatti funzionerà con tutti i dispositivi mobili, indipendentemente da
architettura, sistema operativo, etc.).
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Figura 1.1: L’architettura dell’applicazione di NTT DoCoMo
Tuttavia questo approccio è evidentemente poco scalabile. All’aumentare del
numero degli utenti è necessario aggiungere sempre più server centrali che si oc-
cupino delle decodifiche; operazioni molto dispendiose (è facile immaginare uno
scenario in cui è necessario aumentare a dismisura il numero di macchine dedicate
a questo compito). In questo progetto si è preferito usare le capacità di elabora-
zione di ogni dispositivo mobile, capacità che sono sempre maggiori e nel nostro
caso sufficienti a portare a termine questo lavoro.
1.3 Uso di tag per l’accesso a funzioni relative ad
una locazione
Un’altra interessante ricerca sull’uso di tag visuali appare sulla rivista IEEE Per-
vasive Computing[10], con il titolo Using Smart Phones to Access Site-Specific
Services. L’idea di base è sempre la stessa: scattare una foto con uno smart pho-
ne ad un simbolo codificato in maniera opportuna e decodificarne l’informazione,
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per accedere a particolari servizi. La cosa interessante di questa pubblicazione
è che l’informazione del simbolo non è solo un indirizzo per scaricare contenuti
video o audio, come nel caso di NTT DoCoMo, ma è un sistema per accedere a
delle funzioni specifiche di ciascuna locazione. C’è un caso d’uso che riguarda
un ristorante e ben spiega questo concetto (Figura 1.2): due amici arrivano ad un
ristorante e trovano la classica “coda” di gente che aspetta perché si liberi un ta-
volo. Invece di rimanere davanti al locale ad aspettare, sfruttano il visual tag che
si trova all’ingresso del ristorante: scattano una foto con il loro smartphone, che
grazie all’informazione contenuta nel simbolo carica un’applicazione che rende
possibile effettuare una prenotazione. A questo punto possono tranquillamente
andare a passeggio: un sms li contatterà quando sarà libero un tavolo. Come si
nota, alla locazione “Ristorante” vengono associate delle funzionalità aggiuntive,
o più tecnicamente ne vengono aumentate le funzionalità, rispetto a quelle che
dovrebbe tradizionalmente avere un ristorante. In pratica viene creato un servizio,
gestito da degli elaboratori con cui si interagisce solo in maniera indiretta, l’uten-
te ha l’illusione di interagire direttamente con il ristorante a mezzo del proprio
cellulare.
Un’altro aspetto interessante è l’approccio usato per la codifica delle informa-
zioni. Viene infatti usato un tag dalla forma concentrica (Figura 1.3) che contiene
63 bit. Questo dato è poi usato per ricavare un indirizzo di rete IP o un MAC
address Bluetooth con la convenzione di figura 1.3. È un approccio concreto che
permette di collegarsi a numerosi tipi di servizi. Inoltre è molto interessante l’idea
di associare il mac address di un dispositivo bluetooth ad un tag. Infatti collegarsi
ad un dispositivo bluetooth non conosciuto è una cosa complessa: non se ne cono-
sce il nome e al momento della ricerca potrebbero esseci più dispositivi nel raggio
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Figura 1.2: L’applicazione di esempio “Virtual Queue”
di rilevamento. In questo caso probabilmente sarebbe sufficiente leggere il nome
associato al dispositivo, ma non è detto che questo sia sempre possibile. Inoltre
dei dispositivi configurati in maniera “maliziosa” potrebbero spacciarsi per altri,
assumendo lo stesso nome, per portare l’utente a collegarsi con loro. Invece trami-
te una codifica visuale del mac address del dispositivo è possibile evitare questa
serie di operazioni, con i rischi associati e la difficoltà d’uso per un utente ine-
sperto. L’altra soluzione, l’indirizzamento IP diretto, è invece poco flessibile e da
evitare. Infatti è sempre più comune che gli host e i server abbiano un indirizzo IP
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Figura 1.3: I tag concentrici ed il sistema di indirazzamento
dinamico e si basino su un nome simbolico fisso per essere raggiunti. Ad ogni con-
nessione il server determina l’indirizzo IP assegnato dal provider, lo comunica al
server che gestisce la redirezione a partire dal nome simbolico e si rende così rag-
giungibile. Mettere nel visualtag direttamente un indirizzo numerico non è quindi
una buona idea, anche da un punto di vista applicativo. Supponiamo che il solito
ristorante distribuisca dei volantini con il visualtag sopra impresso per effettuare
la prenotazione di un tavolo senza dover raggiungere prima il posto. I frequenta-
tori assidui del locale conserveranno questo volantino per sfruttarne la comodità
d’uso. Se nel frattempo, per qualche motivo, l’indirizzo IP del server che gestisce
questo servizio dovesse cambiare, tutti i volantini pubblicati sarebbero inutili. È
quindi molto più conveniente non usare informazioni numeriche, ma stringhe di
caratteri che contengano dei nomi simbolici. Questo renderà necessario usare dei




Questa tesi si inserice nel contesto del progetto FIRB-Vicom[1]: uno studio su
tecnologie per comunicazioni immersive virtuali. Il progetto intende sviluppare
un framework per la creazione di applicazioni immersive, in grado di sfruttare le
capacità delle tecnologie di nuova generazione come la connettività 3G, WI-FI,
le reti di sensori etc. Inoltre uno dei propositi dello studio è di investigare anche
nuovi paradigmi di interazione e di comunicazione. Il framework è sviluppato nei
blocchi di figura 2.1. Ciascuna applicazione si basa sulle funzioni Shared Context
e Context Based Presentation Adaptation: la prima fornisce connettività e dati sul
contesto in cui si trova l’utente, la seconda determina il modo in cui sono presenta-
ti i vari contenuti. Visualtag si inserirà nei blocchi Shared Context e Presentation
Adaptation. Nel primo fornirà il riconoscimento visuale dell’oggetto con cui si
interagisce, mentre nel secondo sarà responsabile di creare un’interfaccia utente
adatta al contesto. In particolare il blocco Context Sensing coinciderà con il letto-
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Figura 2.1: Il framework Vicom
re di tag, mentre un’infrastruttura di rete (di cui parleremo in seguito) si occuperà
di fornire la Context Data Fusion.
2.2 Analisi e specifica dei requisiti
2.2.1 Introduzione
Idealmente la definizione di ubiquitous computing ha come obiettivo quello di
creare un ambiente saturo di dispositivi informatici[2]. Questo è possibile in un
contesto in cui sia disponibile un’infrastruttura in grado di fornire un supporto a
tutti i dispositivi. Chiaramente questa possibilità non è presente in tutti gli am-
bienti ed è anche dispendioso crearne una. Tuttavia si può pensare di scostarsi
da questo modello classico: se invece di presuppore che ogni oggetto abbia la ca-
pacità di creare un’interfaccia adatta alla sua fruizione e si immagina che questa
funzionalità sia affidata ad un componente che l’utente ha sempre con se, comune
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a tutti gli oggetti, allora si apre uno scenario un po’ meno costrittivo e le possi-
bilità progettuali sono più ampie. Infatti ci sono situazioni in cui non sarà mai
possibile dotare tutti gli oggetti in un abiente di dispositivi informatici, sia per le
capacità tecnologiche, sia per le caratteristiche di certi contesti: nelle zone rurali,
per esempio, l’operazione sarebbe ardua, dal momento che le fonti energetiche e
di comunicazione sono scarse, la densità di popolazione è bassa, quindi è poco
conveniente investire risorse nel rendere questo tipo di ambiente “attivo” (sempre
che davvero ce ne sia la necessità).
Partendo da questo presupposto si possono pensare di sfruttare le sempre più
numerose funzionalità offerte dai dispositivi mobili. Le ragioni sono semplici:
innanzitutto una gran parte della popolazione ha un telefono cellulare, quindi è
una buona approssimazione associare a ciascun individuo le funzionalità proprie
di questi terminali. Inoltre l’infrastuttura di rete a cui i cellulari possono accedere
è molto sviluppata e per quanto riguarda il problema delle fonti di alimentazio-




Figura 2.2: Oggetto attivo realizzato da due entità
composto da due entità: il dispositivo mobile e un oggetto qualsiasi, di persè privo
di capacità di interfacciamento, ma che può possedere capacità di elaborazione.
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In questo modello, l’oggetto in questione può anche non avere alcuna capacità
propria: fornirle sarà compito del dispositivo mobile. Quello che quindi è neces-
sario è stabilire un sistema intuitivo e comodo affinchè il dispositivo mobile possa
riconoscere gli oggetti con cui ha a che fare e sfruttarne le funzionalità.





Figura 2.3: Una semplice interazione
La figura 2.3 mostra la più semplice delle interazioni fra un utente ed un qual-
siasi oggetto. Ogni volta che interagiamo con un oggetto, l’azione si può sud-
dividere in due fasi: l’identificazione visiva (ma ci sono anche altre situazioni,
ad esempio tattile) dell’oggetto e l’interazione vera e propria. Vorremmo che nel
contesto in cui l’oggetto è mediato da un dispositivo mobile, sia possibile ricalcare
questa sequenza di azioni.
Si possono pensare di utilizzare i seguenti passi, in cui gli attori sono 2:
l’utente e il dispositivo mobile, che svolge un ruolo attivo (figura 2.4):
• l’utente riconosce l’oggetto con cui vuole interagire;
• l’utente agisce sul dispositivo mobile;










Figura 2.4: Interazione utente-oggetto mediata da un dispositivo mobile
• ll dispositivo mobile riconosce l’oggetto;
• ll dispositivo mobile media l’interazione fra utente ed oggetto.
In questa ottica il dispositivo mobile si comporta un po’ come una lente attra-
verso la quale l’utente guarda il mondo. Tramite questa lente l’utente può vede-
re negli oggetti circostanti funzionalità che altrimenti non avrebbero o sarebbero
irraggiungibili.
Appare quindi chiaro che il sistema deve innanzitutto fornire due funzionalita:
un sistema per permettere al dispositivo mobile di riconoscere l’oggetto con cui
l’utente vuole interagire ed un sistema per interagire con l’oggetto e l’utente.
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2.2.3 Requisiti di interazione fra dispositivo mobile, utente e
oggetto
Gli oggetti con cui l’utente vorrà interagire potranno essere di due tipi: oggetti che
possiedono delle funzionalità accessibili tramite un sistema di comunicazione, ad
esempio uno sportello bancario automatico, oppure oggetti che non posseggono
alcuna funzionalità di tipo informatico, ad esempio un quadro in un museo. Nel
primo caso l’obiettivo è creare un’adeguata interfaccia di accesso, nel secondo
caso dobbiamo creare delle funzionalità che siano associate al contesto identifi-
cato dall’oggetto. Per esempio se l’oggetto in questione è un quadro, si potrà
creare un’interfaccia per accedere al database del museo che lo ospita e mostrare
all’utente informazioni sull’autore, lo stile, etc.
È possibile identificare tre elementi:
Interfaccia utente : un sistema interattivo tramite il quale l’utente può accede-
re ai metodi che l’oggetto propone. Nell’esempio precedente può essere
costituita da un browser web.
Sorgente di funzioni : questa può essere sia l’oggetto stesso, sia un entità estra-
nea all’oggetto che sfrutta il contesto ad esso associato.
Contesto funzionale : l’insieme di oggetto, dispositivo mobile, interfaccia utente
ed utente. Insieme formano una situazione alla quale saranno associate varie
possibilità operative.
Questa tripletta permette l’interazione con l’oggetto da parte dell’utente. Il dispo-
sitivo mobile deve quindi essere in grado di procurarsi e gestire tali elementi.









Figura 2.5: Dispositivo mobile, contesto
Requisiti per le interfacce utente
L’interfaccia utente che viene messa a disposizione dal dispositivo mobile deve es-
sere in grado di sfruttare a pieno le funzionalità messe a disposizione dal contesto.
Quindi i requisiti delle interfacce utente sono:
Modularità : le interfacce devono essere realizzate in modo tale che il disposi-
tivo mobile sia in grado di recuperarle quando si rendono necessarie in un
particolare contesto.
Adattabilità : le interfacce devono essere realizzate usando tecniche che permet-
tano di accedere a tutte le funzionalità messe a disposizione dal contesto in
maniera comoda e potente.
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Requisiti per l’identificazione del contesto funzionale
Volendo ricalcare la forma di interazione che prevede un’identificazione visuale
dell’oggetto con cui interagire, l’identificazione del contesto deve essere basata su
un sistema visivo. Questo requisito crea anche una limitazione sul tipo di disposi-
tivi utilizzabili, ovvero solo quelli che abbiano apparati di cattura ed elaborazioni
di immagini.
Un altro requisito di questa componente del sistema è la possibilità di poter
ricavare tutte le informazioni associate al contesto funzionale: quelle necessa-
rie al recupero dell’interfaccia grafica ad esso associata e quelle necessarie allo
sfruttamento delle sorgenti di funzionalità.
Requisiti per la sorgente di funzionalità
La sorgente di funzionalità, che può essere costituita sia dall’oggetto stesso, sia
da una fonte ad esso associata, deve mettere a disposizione interfacce di comuni-
cazione adatte ad essere accedute da un dispositivo mobile.
2.2.4 Requisiti di sistema
Requisiti del software
Nel modello che abbiamo deciso di sfruttare, abbiamo scelto come piattaforma
di interazione un telefono cellulare. Quindi tutto il software che implementerà il
riconoscimento del contesto, il recupero delle interfacce utente e la gestione delle
sorgenti funzionali dovrà essere in grado di funzionare su questo tipo di disposi-
tivo, tenendo conto delle innumerevoli differenze architetturali e realizzative dei
dispositivi mobili in commercio.
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Requisiti dei dispositivi mobili
I dispositivi mobili devono essere in grado di mettere in atto il paradigma di rico-
noscimento visivo del contesto funzionale, perciò dovranno essere dotati di appa-
racchiature adeguate alla cattura di immagini e della potenza di calcolo necessa-
ria alla loro elaborazione. Inoltre dovranno possedere interfacce di comunicazio-
ne adeguate ad una c omunicazione su reti di tipo IP in modalità wireless.
Requisiti dell’infrastruttura di rete
Le interfacce di comunicazione devono essere realizzate in modo da essere acces-
sibili almeno nel raggio visivo dell’oggetto a cui è associato il contesto funzionale,
poichè la sua identificazione avviene in maniera visuale e quindi ad una distanza
dall’oggetto limitata. Dal momento che il dispositivo mobile deve “mimare” un
oggetto attivo, è necessario che l’interazione sia possibile nei pressi dell’oggetto
stesso.
Requisiti del descrittore di contesto funzionale
Per descrittore di contesto funzionale si intende una struttura visiva che contiene
tutte le informazioni associate al contesto funzionale. Tale struttura visiva dovrà
essere facilmente leggibile ed identificabile, sia dall’utente che dagli apparati di
cattura di immagini del dispositivo mobile. Dovrà inoltre possedere una capacità
di memorizzazione adeguata.












Figura 2.6: Schema a blocchi dell’architettura di sistema
2.3 Descrizione concettuale del sistema
Partendo dalle componenti concettuali sopra discusse, si può pensare di realizzare
il sistema tramite i seguenti blocchi (figura ??):
Riconoscitore di contesto funzionale : un componente in grado di riconoscere
il contesto funzionale in cui si trova l’oggetto con cui l’utente vuole intera-
gire. Questo componente ha il compito di raccogliere tutte le informazioni
necessarie ad identificare tale contesto, a recuperare l’interfaccia utente e a
contattare, tramite la rete di comunicazione, la sorgente di funzionalità.
Application Broker : questo blocco si basa sulle informazioni raccolte dal ri-
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conoscitore di contesto funzionale, necessarie per recuperare l’interfaccia
utente e per contattare la sorgente di funzionalità associata al contesto.
Interfaccia Utente : permette l’interazione fra l’utente e la sorgente funzionale
associata all’oggetto. Dal momento che per ogni contesto si vuole un’inter-
faccia utente su misura e che il sistema sia abbastanza generico, è necessario
un meccanismo a caricamento dinamico.
Sorgente di funzionalità : può fornire delle funzionalità che non appartengono
all’oggetto con cui l’utente vuole interagire, oppure esserne il tramite. In
ogni caso funge da adattatore fra l’interfaccia utente e le funzionalità. La
comunicazione con l’interfaccia utente può avvenire in maniera diretta o
tramite l’Application Broker, comunque sempre tramite la rete di comuni-
cazione. La comunicazione con l’oggetto, se è necessaria, avvera tramite
metodi da definire di volta in volta.
2.3.1 Scelte tecnologiche
Piattaforma software
L’Application Broker, le interfacce utente e il riconoscitore di contesto funzionale,
devono essere eseguite sul dispositivo mobile. Osservando il panorama di questi
oggetti, se ne nota subito l’eterogeneità: ci sono diversi sistemi operativi e tec-
nologie, quindi incompatibilità hardware e software. Nell’ottica di voler rendere
disponibile questa piattaforma alla maggioranza degli utenti di dispositivi mobili,
sarebbe quindi un errore scegliere un determinato sistema operativo e/o l’architet-
tura usata da uno specifico produttore. Conviene orientarsi verso standard ampia-
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mente adottati: le piattaforme più comuni per i cellulari sono il sistema operativo
Symbian OS e Java 2 Micro Edition.
Symbian OS [3] è un vero e proprio sistema operativo, comprensivo di kernel,
driver delle periferiche e numerosi servizi standard che sono offerti alle applica-
zioni tramite un nutrito set di API. Quindi i programmi scritti per Symbian OS
sono dei programmi nativi per l’archittettura su cui gira il sistema operativo. Que-
sto rappresenta un pregio ed un limite. Il pregio è che c’è la possibilità di eseguire
programmi sfruttando tutta la potenza di elaborazione del dispositivo mobile, che
essendo poca è meglio non sprecare. Lo svantaggio è che Symbian funziona solo
su processori ARM della serie V5t e 9. Pur essendo dei chip molto comuni, non
sono adottati da tutti i produttori, quindi attualmente Symbian non è la scelta che
permette di raggiungere il maggior numero possibile di utenti.
Java Micro Edition (J2ME)[4] è l’ambiente Java adattato ai dispositivi mo-
bili. J2ME fornisce un’astrazione hardware e di sistema a tutte le applicazioni
sviluppate per questa piattaforma. Questo permette di dimenticarsi di ogni aspet-
to di basso livello, anche perché Java è un linguaggio ad oggetti molto evuluto e
completo, con una libreria di API ampia e ben documentata. Purtroppo però, per
ottenere questi vantaggi, Java fa ricorso all’emulazione di una macchina virtuale:
la Java Virtual Machine. Questo componente, che permette ad un programma di
girare su qualsiasi architettura per cui sia disponibile un interprete, consuma mol-
te risorse e rallenta l’esecuzione. Per quanto riguarda la diffusione, l’ambiente
Java è presente nella quasi totalità dei telefoni cellulari oggi in commercio (anche
grazie al fatto che Symbian OS supporta Java). Inoltre un vantaggio ulteriore è
costituito dal fatto che Java mette a disposizione la Mobile Media API (MMAPI):
un framework per accedere alle funzionalità multimediali del dispositivo mobile
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su cui si trova. Avendo intenzione di usare la funzionalità di cattura di immagini,
con questa API abbiamo a disposizione uno strumento potente e utile.
Sistema di riconoscimento del contesto funzionale
Uno degli obiettivi è che il dispositivo mobile riconosca visualmente gli oggetti
con cui l’utente ha intenzione di interagire: scatterà una foto all’oggetto e sarà
necessario applicare una tecnica di riconscimento. I modi per eseguire questo
compito sono diversi: si può cercare di creare un sistema esperto basato su rete
neurale o logica fuzzy per il riconoscimento degli oggetti, ad esempio. Questo
approccio ha lo svantaggio di essere difficoltoso nella realizzazione e comunque
poco preciso nei risultati. Inoltre anche essendo preciso, non potrebbe mai essere
adatto al compito che vogliamo affidargli: quello di cui abbiamo bisogno è asso-
ciare ad ogni oggetto un contesto funzionale in maniera univoca. Questo significa
associare ad un oggetto un certo quantitativo di informazioni che identificheranno
l’oggetto, la sorgente funzionale a cui è associato e un aggregato di informazioni
per recuperare l’interfaccia utente adatta alla fruizione. Ora partendo dal presup-
posto che un sistema esperto deve essere in grado di mimare capacità umane, si
capisce bene che nessuno è in grado di associare queste informazioni ad ogget-
ti che non ha mai visto. Sopratutto se sono costituite da stringhe di caratteri e
indirizzi di rete. Quindi è una soluzione da scartare a priori.
Vista la necessità di associare all’oggetto delle informazioni testuali o numeri-
che si può pensare di usare un segnale visivo in grado di memorizzare dei dati. Le
soluzioni sono numerose: si può ad esempio usare il riconoscimento diretto di te-
sto scritto su etichette che si possono attaccare ai vari oggetti. Tale soluzione, che
è concettualmente molto semplice, è però di difficile realizzazione. Le tecniche
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di riconoscimento del testo sono ancora non molto sviluppate e spesso richiedono
una gran potenza di calcolo, che nel nostro caso non abbiamo. Inoltre c’è un altro
problema con il testo leggibile: l’occupazione di spazio. Esiste un’altra via per
la codifica visuale di informazioni: le simbologie stampate, cioè codici a barre
e simili. Queste sono tecniche studiate per venire incontro alle problematiche di
leggere un simbolo con un dispositivo elettronico in tempi molto brevi, quindi so-
no particolarmente adatte al nostro scopo. La scelta è decisamente ampia, tuttavia
si è preferito orientarsi subito verso le simbologie bidimensionli, poichè sono in
grado di ospitare una quantità di informazione superiore ai normali codici a barre.
Figura 2.7: Alcune simbologie bidimensionali [5]
Nella figura 2.7 abbiamo alcuni esempi di simbologie bidimensionali, da sini-
stra a destra: Maxicode, Datamatrix, QRCode e PDF417.
PDF417 : è una simbologia bidimensionale “a pila”, cioè consiste in più codici
a barre sovrapposti fra loro. É decisamente potente in quanto può conte-
nere dai 1000 ai 2000 caratteri per simbolo. Tuttavia sono necessari dei
dispositivi laser ad alta risoluzione per la scansione e delle stampanti ad
alta risoluzione per la stampa.
Maxicode : questa simbologia è composta da esagoni invece che da moduli qua-
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drati o rettangolari. Questo rende possibile una maggior densità di informa-
zione. Tuttavia anche in questo caso sono necessarie costose apparecchia-
ture di stampa (stampanti thermal transfer o laser) e di scansione. Inoltre
non è di pubblico dominio.
QRCode : QRCode ha varie caratteristiche che lo rendono molto adatto allo sco-
po per cui vogliamo usarlo. É strutturato in modo da essere facilmente rico-
noscibile, grazie ai quadrati bianchi e neri annidati che hanno la funzione di
identificatori. Inoltre può contenere un gran numero di caratteri alfanumeri-
ci (fino a 4436) e ed è studiato in modo da essere adatto a codifiche di testo
internazionali: QRCode è infatti sviluppato da Nippodenso ID Systems Inc.
Japan e le specifiche prestano particolare attenzione alla codifica di caratteri
giapponesi (Kanji e Kana). Non ha bisogno di particolari apparecchiature
di stampa e lettura ed è stato usato in un’applicazione di lettura da cellulari
da NTT DoCoMo [6]. Sfortunatamente le specifiche sono disponibili esclu-
sivamente in Giapponese. Questa è la ragione fondamentale per cui è stata
scartata questa simbologia.
Datamatrix : Molto simile a QRCode, invece dei pattern di riconoscimento qua-
drati usa delle barre perpendicolari nere per identificare il simbolo e dei
pattern alternati per recuperare il timing dei moduli. É particolarmente faci-
le da decodificare e probabilmente è il più resistente a danni ed errori, grazie
alla caratteristica di usare un algoritmo di piazzamento del contenuto che lo
sparpaglia per tutta l’immagine e all’uso dei codici di correzione di Reed-
Solomon. Anche se una parte del Datamatrix è completamente danneggiata,
sarà possibile leggerne il contenuto. Ha una potenza di memorizzazione di
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circa la metà rispetto a QRCode (max. 1500 alfanumerici) tuttavia intro-
duce una resistenza al disturbo maggiore. Le specifiche sono disponibili
presso AIM (Association for automatic identification and mobility) e sono
di pubblico dominio.
La scelta è ricaduta su Datamatrix, per la robustezza, la semplicità di decodi-
fica e le numerose informazioni disponibili su questo formato. Questa simbologia
inoltre ha a disposizione numerose codifiche dati: ASCII, BYTE (buffer di bytes),
etc.
Dispositivi mobili
Può sembrare una contraddizione fare una scelta tecnologica dei dispositivi mo-
bili, visto che finora uno degli obiettivi è stato quello di allargare al massimo la
compatibilità del sistema. Il problema tuttavia è che MMAPI (JSR-135) è un
pacchetto opzionale, quindi è necessario che i produttori del dispositivo mobile
abbiano implementato questa funzionalità. Questo requisito è facilmente verifica-
bile dalle informazioni che si trovano sui siti dei produttori per ciascun modello. I
problemi non sono comunque del tutto risolti: anche se MMAPI è implementata,
la specifica non pone alcun requisito su certe capacità. Ad esempio nel caso della
cattura di immagini non viene detto a quale risoluzione debbano essere catturate;
questo fa si che molto spesso i cellulari vengano forniti con questa funzionalità
limitata (basse risoluzioni, poco utili per elaborazioni), o addirittura assente. Su
questo aspetto le specifiche per i vari modelli sono molto fumose e incomplete,
l’unico modo per verificare correttamente le capacità del dispositivo è provarle
direttamente.
Oltre a questo si è reso necessario usare l’aritmetica a virgola mobile nei vari
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algoritmi di decodifica dei simboli. Tale funzionalità è supportata solo a partire
dalla versione 1.1 del profilo CLDC [7] ed è quindi necessario che i dispositivi
mobili siano compatibili.
2.4 Architettura software
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Figura 2.8: Diagramma a blocchi delle componenti di sistema
In figura 2.8 sono rappresentati i blocchi funzionali del sistema. Il riconosci-
mento del contesto è affidato al blocco detto Tag Reader, il recupero dell’interfac-
cia utente all’Application Broker; ciascuna applicazione custom che può essere
caricata quando viene riconosciuto un contesto sarà composta da un’interfaccia
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utente e da un modulo in grado di gestire connessioni al fornitore di funzionali-
tà. Infine il fornitore di funzionalità sarà un blocco che verrà definito di volta in
volta, su cui non ci sono particolari requisiti se non quello di essere raggiungibile
tramite una rete.
Per spiegare meglio il funzionamento del sistema è utile usare un diagramma
di sequenza che mostri un’interazione tipo fra i vari blocchi (Figura 2.9)













Figura 2.9: Tipica sequenza di funzionamento delle componenti di sistema
2.4.1 Applicazione sul terminale mobile - Visual Tag Reader
Per permettere l’accesso al sistema sarà necessaria un’applicazione in grado di
leggere i simboli Datamatrix, riconoscere il contesto funzionale e recuperare le
applicazioni costumizzate. Questa applicazione dovrà girare sul terminale mobile
e sarà necessaria per l’accesso al sistema. In figura 2.10 abbiamo i package fonda-
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mentali, se ne aggiungeranno poi alcuni necessari a creare un’adeguata interfaccia
utente che permetta di sfruttare tutte le funzionalità.
J2ME 
MMAPI
Accesso alle funzionalità della fotocamera
tagDecoder
Decodifica dei simboli datamatrix
Application 
Broker
Recupera l'applicazione associata al contesto
Javax.microedition.io
Figura 2.10: I package che costituiscono il Visual Tag reader
Il visual tag reader (VTR d’ora in poi) è il requisito affinchè l’utente abbia
accesso al sistema. L’istallazione di questa componente sarà a carico dell’utente e
non potrà essere effettuata in maniera automatica, questo per motivi di sicurezza
imposti dall’ambiente J2ME[8]. In seguito grazie alla componente VTR sarà pos-
sibile installare tutte le applicazioni che di volta in volta si renderanno necessarie
all’accesso ai vari oggetti attivi. Vediamo più in dettaglio ciascuna componente di
sistema:
tagDecoder : decodificatore di simboli che sfruttano il formato Datamatrix. Es-
senzialmente ad ogni simbolo è associata una stringa in formato ASCII dalla
quale è possibile ricavare la seguente tupla di informazioni:
identificatore applicativo : una stringa che identifica l’applicazione asso-
ciata al contesto.
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URL dell’applicazione : indirizzo per scaricare l’applicazione tramite il
protocollo HTTP.
identificatore del contesto applicativo : sono informazioni dipendenti da
ciascuna applicazione che servono per permettere la fruizione dell’og-
getto attivo: un indirizzo di rete, un identificativo numerico, etc.
E’ quindi necessario che il simbolo sia in grado di contenere la necessaria
quantità di caratteri ASCII. Questo in realtà può essere evitato supponen-
do che l’applicazione VTR sia stata associata ad una particolare situazione.
In questo caso si deve supporre l’esistenza di un server ben conosciuto che
preso un breve identificatore di contesto applicativo, ad esempio un intero,
fornisca la sopracitata tupla. Questa soluzione, anche se necessita di un’ul-
teriore connessione HTTP per l’interrogazione del server, è utile nel caso
in cui il simbolo non sia in grado di contenere tutte le informazioni neces-
sarie. Ad esempio durante la realizzazione di una demo del progetto si è
notato che i dispositivi che si avevano a disposizione non erano in grado di
ottenere immagini con una risoluzione adeguata e quindi non era possibile
inserire tutte le informazioni necessarie in ogni simbolo. La soluzione del
server “di contesto” risolve quindi questa situazione. Tuttavia, se si vuole
che VTR funzioni in ogni possibile ambiente e senza l’aiuto di un server
centralizzato si deve aver un’adeguata capacità di memorizzazione da parte
dei simboli. Figura 2.11 mostra un diagramma di queste alternative
Application Broker : tramite l’application broker, una volta che è nota la tupla
di contesto, sarà possibile eseguire le seguenti operazioni:















Figura 2.11: Interazione fra dispositivo mobile e i server
• Si controlla se l’applicazione è già stata recuperata in una precedente
occasione.
• Se è necessario, recupero dell’applicazione tramite il protocollo HTTP
da un repository (Passo 2 figura 2.11)
• Lancio dell’applicazione custom. All’applicazione dovranno essere
passati i parametri relativi al contesto applicativo.
L’Application Broker può idealmente essere suddiviso in due componenti,
una che si occupa del recupero dell’applicazione, Application Retriever, ed
una che di occupa della sua esecuzione e del passaggio degli argomenti, Ap-
plication Deployer (figura 2.12). Queste due operazioni però non possono
essere eseguite in maniera diretta, infatti per motivi di sicurezza le MIDlet
per J2ME non possono nè scrivere nello spazio dove sono memorizzate le
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applicazioni, nè lanciare un’altra MIDlet [8]. È comunque possibile fare
in modo che l’Application Management System si occupi dello scaricamen-
to della nuova applicazione. Per quanto riguarda il passaggio dei parame-
tri, che non possono essere passati direttamente alla nuova applicazione,
per esempio come argomenti d’avvio, si può sfruttare il sottosistema RMS

















Figura 2.12: Blocchi funzionali dell’Application Broker
2.4.2 Applicazione Custom
La struttura di un’applicazione custom può essere decisa liberamente dal program-
matore, in funzione del contesto applicativo in cui deve essere impiegata. Tuttavia,
dal momento che devono essere in grado di leggere il contesto applicativo dal da-
tabase dei record locali, dovranno fare riferimento ad una struttura dati standard,
condivisa con il VTR, che chiameremo Visualtag Register (vtagReg d’ora in poi,
figura 2.14). Per spiegare meglio questa struttura partiamo da una breve panorami-
ca sul sistema Record Management System del J2ME. I dispositivi in cui possono
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girare le midlet generalmente possiedono un qualche tipo di memoria di massa (in
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Figura 2.13: Struttura dell’RMS
stesse applicazioni java. Quest’ultime tuttavia non possono vedere direttamen-
te il filesystem in questione, ma solo uno spazio gestito dall’ambiente Java che si
chiama Record Management System (RMS, figura 2.13). Questo è costituito non
da file, bensì da dei Record Store e dei Record. Ciascun Record Store può conte-
nere vari Record che sono dei veri e propri file, con la differenza che non hanno
alcun attributo, se non un identificatore numerico. I Record Store invece posso-
no avere un nome e sono associati ad una Midlet. Generalmente una Midlet può
leggere e scrivere solo nei propri record store, a meno che non abbia definito un
record store come condiviso. In quel caso le altre midlet possono leggere e scri-
vere quel record store. Questa struttura è utile per il passaggio di informazioni fra
il VTR e la generica midlet custom. Il vtagReg sarà quindi costituito da una serie
di Record Store, ciascuno che avrà la denominazione VTAG_REG_<Nome appli-
cazione>. Ogni volta che il VTR legge il nome dell’applicazione da un simbolo,
provvederà a creare un Record Store con il nome appropriato. In questo creerà







Figura 2.14: La struttura vtagReg
uno o più record necessari a contenere le informazioni che descrivono il contesto.
In questo modo l’applicazione custom può richiamare per nome il record store ad
essa associato e leggere le informazioni necessarie.
2.4.3 Applicazione dimostrativa
Vediamo come si può strutturare un’applicazione dimostrativa che si basi sul let-
tore visualtag per offrire un servizio attivo. Supponiamo di avere un proiettore per
computer, questa periferica non ha alcuna funzionalità aggiunta se non quella di
proiettare su schermo quello che viene fornito dall’ingresso VGA. Se un utente
vuole usufruire di un proiettore che, per esempio, si trova in un’aula dell’universi-
tà deve portarsi dietro un computer, che abbia memorizzati i contenuti da mostrare
e sia in grado di creare il segnale video adatto. Se invece vogliamo che il proiettore
sia un oggetto autonomo potremmo desiderare le seguenti funzionalità:
Nessuna configurazione : l’utente deve essere in grado di poter proiettare i pro-
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pri contenuti senza dover configurare il proiettore. Questa funzionalità in
realtà è già disponibile di per sè, per la maggior parte dei proiettori basta
che vengano collegati alla presa VGA di un computer e funzionano come
un normale monitor.
Nessuna necessità di harware aggiuntivo : è necessario che non ci sia più biso-
gno di portare con se il computer da collegare al proiettore. Questo si può fa-
cilmente risolvere facendo in modo che ci sia un computer sempre collegato.
In questo modo sarà possibile evitare di portare con se una macchina.
Recupero automatico dei contenuti da presentare : l’utente non ha bisogno di
portare con se alcun dispositivo di memorizzazione che contenga ciò che
vuole mostrare sul proiettore (presentazioni, filmati, immagini, etc.). Il si-
stema dovrà essere in grado di recuperarli da solo in base a un’indicazione
da parte dell’utente su dove trovarli. Chiaramente abbiamo come requisito
che l’utente abbia fatto in modo che questi contenuti siano recuperabili da
remoto, per esempio pubblicandoli su un sito web, oppure usando una del-
le funzioni di file-sharing incluse nei vari sistemi operativi (FTP, windows
shares, Samba, etc...).
Interazione minima ed intuitiva : si vuole che l’interazione sia il più intuiti-
va possibile e che il tempo necessario per imparare a usare il sistema sia
minimo.
Idealmente abbiamo la seguente situazione d’uso: il proiettore mostra sullo
schermo un simbolo datamatrix che lo identifica. L’utente scatta una foto al sim-
bolo con l’applicazione Visualtag , il simbolo viene decodificato, quindi viene
46 CAPITOLO 2. ARCHITETTURA DEL SISTEMA
Figura 2.15: Interazione utente proiettore
scaricata un’applicazione associata alla risorsa proiettore. Tramite tale applica-
zione (che chiameremo Beamer) l’utente è in grado di indicare al proiettore dove
trovare i documenti da visualizzare e di controllare la presentazione dei contenuti.
È chiaro che l’interazione non avviene direttamente col proiettore, ma con una
macchina che lo gestisce. Si possono identificare diversi vantaggi: non è più ne-
cessario trasportare un computer, quindi è più facile spostarsi, inoltre si possono
ridurre dei costi, poichè non è più necessario possedere una macchina portatile da
collegare al proiettore. In figura 2.16 abbiamo i blocchi che costituiscono l’ap-
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Figura 2.16: Diagramma blocchi dell’applicazione dimostrativa
plicazione Beamer. Il blocco Context Information Retrieval è responsabile del
recupero delle informazioni di contesto lasciate nell’RMS dall’applicazione Vi-
sualtag . Queste, nel caso specifico del proiettore, consisteranno nell’indirizzo di
rete che permette di raggiungere il computer che effettua la presentazione. Non
rimane che fornire il file che forniscono la presentazione. Non è necessario portar-
lo con sè: si può pubblicare su una pagina web e poi fornire l’indirizzo di questa
pagina. Lo stesso programma che mostra la presentazione su schermo si occuperà
di fare il download, salvarlo in locale e mandarlo su schermo. A questo punto il
blocco User Interface mostrerà una lista dei documenti disponibili, permetterà di
sceglierne uno e controllarne la visualizzazione con comandi interattivi (pagina
avanti, indietro, etc.). I comandi saranno instradati verso Remote Control che li
adetterà al protocollo di rete più conveniente fra quelli disponibili per contattare
il computer che gestisce il proiettore.




L’applicazione Visualtag è stata realizzata per la piattaforma J2ME, versione MIDP
2.0 con configurazione CLDC 1.1 e MMAPI (JSR 135). Avendo usato Java, lin-
guaggio ad oggetti, si può ben schematizzare la struttura delle classi e dei package
che costituiscono il programma (Figura 3.1).
Intruduciamoli uno per uno:
Visualtag : è la classe principale del programma. Estende la classe base Midlet
ed include le classi splashCanvas e CameraCanvas. Questa classe base
ha un ruolo di collegamento fra le varie funzionalità degli altri elementi.
Si occupa inoltre di lasciare nel RMS le informazioni di contesto per le
applicazioni custom, di scaricare queste applicazioni ed eventualmente di
contattare il server di contesto. È inoltre la classe che crea le istanze di
tagDecoder, fornisce l’immagine raster e invoca i metodi per la decodifica.
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Figura 3.1: Package e classi che costituiscono l’applicazione Visualtag
splashCanvas : è una ridefinizione della classe Canvas di J2ME. Questa si occu-
pa di mostrare le varie schermate che accompagnano l’utente attraverso il
processo di decodifica del tag e download dell’applicazione.
cameraCanvas : un altro canvas, specializzato nel mostrare un un’immagine
ripresa dalla fotocamera. Contiene i comandi per scattare la foto.
package tagReader : contiene tutte le classi necessarie alla decodifica del tag.
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L’uso di questo package è molto semplice: basta fornire una bitmap (la foto)
al costruttore della classe symRec e chiamarne il metodo go() che ritorna una
stringa estratta dal tag.
package RSClasses : un set di classi necessarie alla decodifica e codifica tramite
l’algoritmo di Reed-Solomon.
package Henson Midp : contiene alcune classi che forniscono alcune operazioni
sui numeri in virgola mobile che non sono direttamente supportate dalla
piattaforma MIDP 2.0.
Come è facile intuire l’elemento più complesso è tagReader. Qui infatti sono
stati implementati alcuni algoritmi di image processing che non erano disponibili
per piattaforma J2ME.
Per capire meglio il funzionamento dell’applicazione, vediamo un diagramma
di sequenza di un tipico ciclo d’uso:
Descriviamo passo passo quello che succede:
• l’applicazione parte e vengono mostrate varie schermate introduttorie che
ne spiegano il funzionamento;
• viene chiamato un metodo di cameraCanvas che mostra l’immagine inqua-
drata dalla fotocamera, in modo che sia possibile fotografare il simbolo in
maniera corretta;
• quando l’utente scatta, cameraCanvas ritorna una bitmap a Visualtag , que-
sto la passa a tagReader e ne invoca il metodo symRec.go() che inizia la
decodifica;
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Figura 3.2: Sequence diagram di un tipico ciclo di funzionamento di VisualTag
• se la decodifica va a buon fine tagReader.go() ritorna una stringa a Visual-
tag ;
• Visualtag , tramite un metodo di splashCanvas, mostra un’avvertimento;
• se l’utente da il suo assenso, viene scaricata l’applicazione e vengono inse-
riti i dati nell’RMS; Visualtag termina;
3.1.1 Il package tagReader
Il package tagReader è responsabile dell’estrazione e della decodifica dei simboli
Datamatrix. Le classi contenute nel package sono numerose: classi per la manipo-
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lazione geometrica (line, segment, etc...), classi per il trattamento di bitmap (by-
teImageBW, shortImageBW), classi specifiche per l’image processing (symRec,
symSample, decoder) ed altre. Di queste l’unica pubblica e visibile all’esterno è
symRec. L’uso è molto semplice: si inizializza il costruttore con la bitmap che
contiene la foto, più alcuni parametri e si chiama il metodo go(), che fa partire l’e-
laborazione. Il risultato ritornato da go() è una stringa che contiene l’informazione
decodificata. Se la decodifica non è andata a buon fine verranno sollevate alcu-
ne eccezioni del tipo tagDecoderException contenenti un messaggio che indica
il problema incontrato. In figura 3.3 vediamo le tre fasi principali dell’algoritmo
DecodersymSampleSymrec
Allineamento contorni Campionamento Decodifica
Figura 3.3: L’algoritmo di decodifica suddiviso in blocchi di alto livello e le classi
che si occupano di ciascuna operazione
di decodifica. Abbiamo una fase di allineamento ai contorni del simbolo, in si
crea un poligono che coincida il più possibile con i bordi del simbolo in figu-
ra. Segue una fase di campionamento in cui vengono campionati i moduli che
costituiscono il simbolo, da cui si ottiene una sequenza di byte che verrà poi deco-
dificata nella fase di decodifica. In figura è mostrato come ciascuna fase è gestita
da una delle tre “grandi classi” del pacchetto tagReader. Uno dei principali requi-
siti nell’implementazione dell’algoritmo è stato quello di rendere possibile il suo
funzionamento su un dispositivo mobile di ridotte capacità. Spesso nella descri-
54 CAPITOLO 3. REALIZZAZIONE
zione si noterà che è stata prestata molta attenzione a due fattori: l’occupazione
di memoria e la complessità computazionale, cercando di minimizzare entrambe.



































Figura 3.4: Allineamento ai contorni
Il primo passo per poter decodificare il simbolo è “agganciarlo” con precisione
all’interno dell’immagine che si è ottenuta dalla fotocamera. Partiamo dal presup-
posto di aver a disposizione un’immagine true color, ovvero un’immagine in cui
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Figura 3.5: Immagine truecolor(a) Immagine a scala di grigi(b) e soglia adattiva(c)
ad ogni pixel sono associati tre byte: uno per il rosso, uno per verde ed uno per
il blu. Questa configurazione permette di rappresentare circa 16 milioni di colori
(Figura 3.5 (a)). A partire da questa immagine sarà necessario eseguire un certo
numero di operazioni.
Conversione a scala di grigi : l’informazione di colore non ci è di nessuna uti-
lità. Quindi si passa a una rappresentazione a scala di grigi (1 Byte per
pixel, con 256 livelli di grigio). Oltre che un passo necessario a proseguire
le elaborazioni, questo permette di ridurre l’occupazione di memoria di 1/3
(Figura 3.5 (b)).
Soglia adattiva : prima di poter procedere all’etichettatura delle componenti con-
nesse dell’immagine è necessario applicare l’operatore soglia. Questo con-
siste nello stabilire un valore da 0 a 255 e impostare come bianchi tutti i
punti che stanno sopra questo valore e neri quelli che stanno sotto. Un pro-
blema che può sorgere durante qusto passo è che è possibile perdere dettagli,
l’immagine può essere molto scura e tutto può diventare nero, oppure può
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anche accadere il contrario. È quindi opportuno usare una soglia adattiva
che funziona nel seguente modo: si scandisce l’immagine e si cercano il
massimo e il minimo valore di luminosità, se ne calcola il valor medio e si
prende quest’ultimo come soglia. Questo permette di operare correttamente
sia su immagini molto scure che su immagini molto chiare (Figura 3.5 (c))
Etichettamento componenti connesse : dopo aver applicato la soglia abbiamo
un’immagine che è composta da aree nere o bianche. Essendo il simbolo
nero e stampato su uno sfondo bianco, le aree nere faranno parte del sim-
bolo. Tramite l’algoritmo Connected Components Labeling, nella variante
riga-per-riga e usando la struttura Union Find per risolvere le dipendenze
[11], si identificano tutti quei gruppi di punti dello stesso colore che sono
direttamente a contatto. Ciascuno di questi insiemi si chiama componente
connessa ed è identificato con un numero. Il risultato di questo algoritmo
è simile ad un’immagine, nel senso che è un buffer di memoria, tuttavia
per ogni punto sono necessari tanti bit quanto potrà esser grande il numero
delle differenti componenti connesse. Nel nostro caso si è scelto di usare
16 bit (signed) per ogni punto, per un totale di 32768 aree. Chiaramente
questo numero non è detto che sia sempre sufficiente. Il numero delle aree
dipende dalle caratteristiche dell’immagine e dalla sua dimensione, quin-
di può diventare anche molto più grande. Tuttavia viste le ridotte capacità
dei dispositivi sui quali girerà questo algoritmo si è scelto di limitarci a
questo numero. Oltretutto nelle prove, con immagini 480x640, è risulta-
to più che sufficiente, visto che le aree, al termine dell’elaborazione, erano
mediamente nell’ordine del migliaio.
Giunti a questo punto si ha un buffer di memoria che rappresenta l’immagine,
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dove per ogni pixel, invece del colore, è indicata l’area di appartenenza. Questo
buffer si chiama “mappa delle aree” (figura 3.6). A questo punto è necessario
scegliere l’area che conterrà le cosidette “handles”, ovvero due righe nere, dello
spessore di un modulo, perpendicolari fra loro. Sicuramente questi due oggetti
sono nella stessa area, in quanto connesse, ma non è detto che questa area connes-
sa rappresenti l’intero simbolo, anzi nella maggiorparte dei casi non è così poichè
risulta suddiviso in varie sezioni. È comunque possibile identificare la regione che
contiene le handle grazie ad alcune informazioni statistiche [13]:
• supponendo che la foto sia stata scattata bene, l’area non tocca i bordi
dell’immagine;
• è contenuta nell’area bianca di maggiore estensione;
• l’area che contiene le handle è nera;
• è l’area con un perimetro più lungo delle altre.
Si nota, sperimentalmente, che usando questi criteri nell’ordine indicato, si rie-
sce sempre (nessun errore riscontrato) ad identificare la porzione di simbolo che
contiene gli handle. Queste operazioni sono suddivise nelle seguenti fasi:
Estrazione caratteristiche : vengono estratte varie caratteristiche necessarie alla
scelta in base ai criteri statistici. Si crea una tabella che indichi la relazione
di inclusione fra le varie aree. Questa proprietà è una relazione di parentela
con un solo genitore, quindi si rappresenta con un array che indica il nume-
ro che identifica l’area superiore, oppure un valore che indica la condizione
di “orfano”. Le aree senza genitore sono solo quelle che toccano i bordi del-
l’immagine. Non è necessario alcun processing dell’immagine per ottenere
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Figura 3.6: Mappa delle componenti connesse (ciascuna gradazione di grigio è
un’etichetta differente) e contorno di un’area (in viola)
queste informazioni, infatti sono deducibili manipolando alcune strutture
residue dall’etichettamento a componenti connesse. Si calcola il perime-
tro di ciascuna area: per eseguire questa operazione è necessario seguire il
contorno fra le aree di colore diverso, usando una versione riadattata del-
l’algoritmo Neighbor tracing di Moore [12] (figura 3.6). Infine si calcola
l’area di ciascuna componente connessa. Questo si ottiene semplicemen-
te creando un array della dimensione del numero delle aree, scandendo la
mappa delle aree e incrementando di uno l’elemento corrispondente ad ogni
valore incontrato.
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Scelta del miglior candidato : si applicano nell’ordine i criteri sopra elencati.
Dapprima si seleziona l’area bianca di maggiore estensione, che rappresenta
il foglio su cui è stampato il simbolo; successivamente fra tutte le aree nere
in essa contenute si sceglie quella con il maggior perimetro.
La parte del simbolo che contiene gli handle è stata riconosciuta. Quello che
ora interessa è ricavare un poligono che incornici il simbolo in modo preciso. Si
procede secondo i seguenti passi:
Segmentazione dei contorni : il contorno dell’area d’interesse è stato ricavato
nel penultimo passo, grazie all’algoritmo di Moore. Tuttavia è necessario
identificare con precisione gli handle (i segmenti più lunghi del perimetro
dell’area). Il contorno ricavato tramite l’algoritmo di Moore è solo una
insieme di punti consecutivi e questo rende necessario applicare un’appros-
simazione al set di punti in modo da suddividerlo in segmenti rettilinei. Per
ottenere questo risultato si sfrutta il seguente algoritmo:
1. si parte da un punto a caso sul bordo e si imposta come punto iniziale
PI e come punto di partenza PP;
i punti del bordo sono ordinati dal senso di percorrenza del bordo stes-
so. Se si parte da PI, esso sarà il primo dell’insieme dei punti del
contorno, mentre il punto che precedeva PI in senso di percorrenza,
sarà l’ultimo;
2. si imposta il punto corrente PC alla posizione di PI. Per ora questo è
l’unico elemento dell’insieme dei punti correnti IPC;
3. si assegna a PC il punto che viene immediatamente dopo e si aggiunge
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a IPC questo nuovo punto, se PC supera o raggiunge PP nell’ordine di
percorrenza del bordo, si passa al penultimo passo e si considera E>S;
4. si calcola la retta che passa attraverso PI e PC e si calcola la somma
delle distanze 1di ciascun punto di IPC da questa retta. Si ottine così
l’errore attuale E;
5. se E è inferiore a una soglia S si torna al passo 3. Altrimenti si ag-
giunge all’insieme dei segmenti IS il segmento che va da PI a PC. PI
assume la posizione di PC e in IPC rimane solo PC;
6. se PC precede PP si torna al passo 3. Altrimenti si aggiunge un seg-
mento che va da PC al secondo estremo del primo segmento in IS, si
cancella il il primo segmento di IS e si termina.
Con questa procedura si ottiene la segmentazione dei contorni dell’area
(Figura 3.7).
Scelta dei segmenti più lunghi : uno dei risultati del passo precedente è anche
1non si può usare la classica retta geometrica y=mx+q. Infatti su un’immagine raster la ret-
ta viene approssimata sulla griglia dei pixel. Quindi se si usasse la semplice retta geometrica
l’errore crescerebbe sempre anche per segmenti perfettamente retti. Inoltre non si può usare la
classica distanza euclidea:la distanza fra i punti, che sono su una griglia, va calcolata tramite la
box-distance
BoxDist = max(|Ax−Bx|, |Ay−By|)
con A=(Ax, Ay) e B=(Bx, By) le coordinate dei punti.
Quindi operativamente per calcolare le distanze di ciascun punto dalla retta: si calcola la proie-
zione del punto A sulla retta geometrica, che chiamiamo P; le coordinate di P sono approssimate
agli interi più prossimi, otteniamo Pi. Si calcola la box distance fra Pi e A.
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Figura 3.7: Contorno segmentato dell’area. In verde sono evidenziati i due
segmenti più lunghi. I punti blu sono gli estremi di ciascun segmento
la lunghezza dei segmenti. Basta scegliere i due segmenti più lunghi e si
ottengono i due handle.
Allineamento di precisione : l’algoritmo di segmentazione sopra descritto è fun-
zionale ma poco preciso. Quello che si vuole sono due segmenti che segua-
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no il bordo delle handle nel modo più fedele possibile. Per ottenere questo
risultato si prendono come riferimento gli estremi di ciascun segmento, tra-
mite questi si prendono i punti ottenuti con l’algoritmo di Moore fra i due
estremi. A questo punto si calcola la retta di interpolazione fra tutti questi
punti. Questa è la miglior approssimazione del bordo.
Può capitare che sia presente un effetto “occhio di pesce”: una deforma-
zione dell’immagine che la fa apparire come se fosse adagiata su una gros-
sa sfera. Questa aberrazione ottica è dovuta alla piccola dimensione degli
obiettivi delle fotocamere dei cellulari ed è presente sopratutto nel caso di
foto molto ravvicinate. Nonostante il fenomeno sia in genere di lieve entità,
può capitare che sia sufficiente a frammentare le handle e a non coprirle con
un segmento solo. Visto che nella maggiorparte dei casi si riesce comunque
ad identificare i segmenti che si trovano su ciascuna handle, è necessario un








Figura 3.8: Approssimazione degli estremi delle handle
certa distanza D e si cominciano a scorrere i bordi dell’area tramite l’al-
goritmo di Moore. Per ogni punto se ne calcola la distanza dalla retta di
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interpolazione del lato.Se questa è minore di D, se ne calcola la proiezio-
ne sulla retta di interpolazione. Dopo aver percorso tutto il contorno, le due
proiezioni più distanti rappresenteranno gli estremi dell’handle (Figura 3.8).
Questo procedimento ha senso in quanto è noto che il simbolo è quadrato.
Allineamento al pattern alternato : adesso che i segmenti delle handle sono no-
ti è necessario incorniciare il resto del simbolo, ovvero è necessario po-
sizionare due segmenti che costeggino perfettamente il pattern alternato.
In questo caso non si può ricorrere alle tecniche usate per gli handle, vi-
sto che abbiamo a che fare con delle “linee immaginarie” che non ci sono
nella realtà. Si usa un approccio totalmente diverso: di questi segmenti
sappiamo il punto di partenza, individuato con il passo precedente, basta
calcolarne la direzione, i punti finali saranno dati dall’intersezione dei loro
prolungamenti. Si procede nel seguente modo (figura 3.9):
1. si considera il punto finale P di una delle handle e si setta αmax = 0;
si cominciano a scorrere i punti del bordo di tutte le aree del simbolo,
come al solito con l’algoritmo di Moore;
2. per ogni punto si traccia una retta che passa per tale punto e P;
3. si calcola l’angolo α fra la retta trovata e quella ottenuta dall’estensio-
ne del segmento che approssima le handle;
4. se α > αmax allora ad αmax viene assegnato α;
5. se ci sono ancora punti si torna al passo 2.
Probabilmente ci si è accorti che manca qualcosa. Infatti non si sa quali
siano le altre aree che compongono il simbolo. Prima di applicare il prece-
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α
Figura 3.9: Algoritmo per incorniciare il pattern alternato
dente algoritmo è necessario eseguire un po’ di operazioni: sappiamo che
il simbolo è di forma quadrata e l’utente, scattando la foto, farà il possibile
per inquadrarlo dritto. L’unica area nota è quella che contiene le handle del
simbolo, quest’area ha la caratteristica di contenere i due lati del simbolo
quadrato. Consideriamo i Bounding Box di tutte le aree, cioè dei rettango-
li che le incorniciano perfettamente. Partendo dal bounding-box dell’area
delle handle, si cercano tutti i bounding-box che lo toccano. Dal momento
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che la specifica datamatrix impone un’area bianca intorno al simbolo, si ha
la garanzia che se il simbolo non è troppo inclinato non ci saranno “interfe-
renze”. In questo modo si riescono ad ottenere tutte le aree che fanno parte
del simbolo (figura 3.10).
Figura 3.10: I bounding box per determinare le aree che fanno parte del simbolo
Con questo abbiamo ottenuto un poligono che incornicia molto fedelmente il
simbolo (Figura 3.11).
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Figura 3.11: Il simbolo è agganciato perfettamente, nonostante i numerosi
“disturbi”
Campionamento
Ora che la posizione del simbolo nell’immagine è nota, bisogna determinare il
numero e la dimensione dei moduli, i loro centri e successivamente campionare
nei punti centrali di ciascun modulo. La classe che si occupa di queste operazioni
è symSample. Vediamo le fasi principali di questa operazione (figura 3.12):
Allineamento al pattern : per poter creare la griglia di campionamento si de-
vono determinare i centri dei moduli alternati che rappresentano il pattern
alternato del simbolo. Per trovarli verrà scandito un segmento di immagine
che passa sul pattern alternato e se ne troveranno i centri. Le posizioni non
sono comunque tutte buone, sviluppando il programma si è notato subito





Figura 3.12: I passi del processo di campionamento
che questa operazione è molto delicata e occorre ottimizzare il posiziona-
mento del segmento lungo il quale effettuare la scansione. Per ottenere
questo si è sviluppato una metrica che misura la “qualità” di un particolare
segmento di immagine:
Badness=VarLunghezzaBianchi+VarLunghezzaNeri
Spieghiamone il significato. Quando verrà scandito il pattern alternato si ot-
terrà un vettore che conterrà i valori in scala di grigi dei punti sul segmento
scelto. Come si ricorderà, l’immagine è stata filtrata tramite soglia, quindi
i possibili valori saranno 0 e 255. In questo vettore si guarda quali sono i
segmenti bianchi e neri e per ciascuno se ne calcola la lunghezza. Poi si cal-
colano le varianze delle lunghezze per ciascuno dei due gruppi. La metrica
per quel particolare segmento è la somma di queste due varianze. Il motivo
di questa metrica è il seguente: si vuole che l’alternanza fra moduli bianchi
e neri sia la più regolare possibile, calcolando le metriche su vari segmenti si
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cerca quello che ne minimizza il valore. Poi si applicherà il campionamento
proprio su quello. La bontà di questa metrica è dimostrata da svariate pro-
ve, nella quasi totalità dei casi infatti il segmento che minimizza la metrica
è anche quello che fornisce il timing corretto.
A questo punto abbiamo a disposizione un poligono che incornicia perfet-
tamente il simbolo. Inoltre sappiamo a priori (dal processo di allineamento
ai contorni) quali sono i lati degli handle e quali quelli dei pattern alternati
(d’ora in poi Sync). Se il simbolo fosse su una superficie perfettamente pa-
rallela al piano visivo, l’unica deformazione prospettica sarebbe un fattore
di scala. Purtroppo non è quasi mai così. In genere il piano è inclinato e il





Figura 3.13: Prospettiva del simbolo
Per risolvere i problemi, si prendono i lati del poligono opposti fra loro e si
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trovano i punti di incontro dei loro prolungamenti. Il risultato saranno i pun-
ti di fuga del simbolo. Quindi per ciascun lato del poligono corrispondente
ad una Sync si eseguono le seguenti operazioni:
Figura 3.14: Test sui vari segmenti di scansione
1. Si definisce una “zona di scansione” dove cercare il miglior pattern
allineato (Figura 3.14) . La dimensione di questa zona è determinata
in base alle dimensione del lato del simbolo. Tale zona sarà delimitata
dal lato del poligono che incornicia il simbolo, dalla retta che parte
dal punto di fuga e dagli altri due lati del simbolo opposti fra loro. Il
risultato è un poligono a quattro lati. Si suddivide uno dei lati più corti
in un certo numero di parti e si traccia una retta attraverso il punto
di fuga di quella sync e ciascun punto di divisione. Ciascuna retta
interseca il lati più corti del poligono della zona di divisione in due
punti. Questi saranno gli estremi di ciascun segmento che andremo a
scandire. Così proveremo la metrica di bontà delle sync su ciascuno
di questi segmenti.
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2. Per ogni segmento scandito si calcola la metrica di valutazione e si
confronta con la minima ottenuta finora.
3. Si sceglie la retta che ha fornito la metrica più bassa.
Il risultato di questo processo è in figura 3.15.
Figura 3.15: Risultato del processo di allineamento al pattern. In viola sono
evidenziati i segmenti sui quali si andrà ad estrarre il timing
Estrazione timing :
A questo punto non resta che estrarre il timing. Si scandiscono i segmenti
che abbiamo scelto con il passo precedente, quello che otteniamo è il solito
vettore di valori al quale si applicheranno i seguenti passi:
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1. Si determina la lunghezza del segmento con Len = BoxDist(start,end)
2. In modo da eliminare degli errori derivati dal filtraggio a soglia (un
punto bianco in un segmento nero o viceversa), si applica un filtro a







che pur togliendo un po’ di precisione elimina eventuali disturbi.
3. Si segmenta il vettore. Per fare questa operazione si sfruttano i passag-
gi attraverso il valore 128 (valor medio fra 0 che è il minimo e 255 che
è il massimo). Notare che se per esempio c’è un punto solo di colore
diverso (bianco, 255) all’interno di un segmento uniforme (nero, 0), il
suo valore, per effetto del filtraggio, andrà a 85, che è sotto la soglia e
quindi non genera errore.
4. Si calcolano i centri si ciascun segmento
5. Si riscalano i centri in base alla lunghezza del segmento e se ne calcola
la posizione.
Queste operazioni si effettuano per ciascuna sync.
Creazione della griglia :
Adesso si possono usare i centri di campionamento sulle sync per ricavare
tutta la griglia di campionamento. Per ogni centro si traccia una retta che
passa attraverso il punto di fuga dell’altra sync e il centro stesso. Si trac-
cia un’altra retta attraverso il punto di fuga della sync e un centro dell’altra
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sync. L’intersezione fra queste due rette da un centro della griglia di cam-
pionamento. Ripetendo questa operazione per ogni coppia di punti sulle due





Figura 3.16: Processo geometrico per ottenere i punti della griglia
Campionamento Infine si possono campionare tutti i punti della griglia. Il risul-
tato andrà in una matrice che poi sarà passata al decoder.2
Usando la tecnica dei punti di fuga si ottiene il campionamento dei centri indi-
pendentemente dalla deformazione prospettica del simbolo e dalla sua rotazione.
Se l’immagine ha una risoluzione sufficiente e se il simbolo è stato agganciato
correttamente, è sempre possibile ottenere un buon campionamento (Figura 3.17).
Decodifica
Il processo di decodifica è effettuato dalla classe Decoder.
2La matrice non includerà i punti delle handle e delle sync esterne, mentre includerà quelli
delle handle interne che si trovano nei simboli con sottosimboli
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Figura 3.17: Il risultato del processo di campionamento
È prima necessario dire che si è scelto si supportare solo i simboli che seguono
la specifica ECC200. Esistono infatti due specifiche per i simboli datamatrix:
ECC 000-140 ed ECC200. Queste differiscono sotto diversi aspetti: l’algoritmo
usato per posizionare i dati nella matrice, le dimensioni standard e la tecnica di
correzione usata. Il motivo per cui si è scelto il secondo è semplicemente dettato
dalle stesse specifiche, infatti ECC 000-140 è considerato obsoleto e va evitato,
rimangono alcune applicazioni che lo sfruttano perché sono state progettate prima
di ECC200. Quindi tutte le tecniche che seguono si riferiscono alla specifica di
ECC200.







Figura 3.18: Le fasi del processo di decodifica
Dal precedente processo di campionamento si sono ricavate: una matrice che
rappresenta i valori dei moduli nel simbolo e le dimensioni del simbolo. Seppur
le specifiche prevedono simboli rettangolari si è scelto di supportare solo quelli
quadrati.
Creazione della mapping matrix Il simbolo datamatrix, se ha una dimensione
superiore a 24x24 moduli (esclusi handle e sync), sarà composto da dei
sottosimboli [13]. Questo significa che all’interno del simbolo ci saranno
delle ulteriori suddivisioni tramite delle sync e degli handle. In figura 3.17
c’è un esempio di simbolo composto da quattro sottosimboli. Le sync e le
handle aggiuntive vanno rimosse, prima di passare alla fase di decodifica,
in modo da creare la mapping matrix, cioè una matrice risultante dall’elimi-
nazione delle strutture dei sottosimboli. Chiaramente se il simbolo ha una
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dimensione inferiore a 24x24 questa operazione non è necessaria.
Per eliminare le sync e le handle dei sottosimboli sfruttiamo il fatto che le
dimensioni dei simboli sono fissate dallo standard e lo sono anche il numero
di sottosimboli per una certa dimensione: se ho un simbolo 26x26 avrò 4
sottosimboli e così via. Quindi, nota la dimensione del simbolo, si sa in che
posizione sono i sottosimboli che si possono facilmente estrarre e mettere
nella mapping matrix.
Creazione del buffer di byte Ciascun modulo (quadrati bianchi e neri) che com-
pone la mapping matrix corrisponde ad un bit di una stringa di byte. In fase
di codifica, questi bit sono posizionati sul simbolo secondo un certo schema
a “zig zag”, che parte dall’angolo in alto a sinistra fino all’angolo in basso a
destra. Questo algoritmo è anch’esso nelle specifiche sotto forma di codice
C [15]. Applicando, al contrario, questo algoritmo alla mapping matrix si
ottiene un buffer di codeword. Le codeword sono delle parole di 8 bit in cui
è suddiviso lo stream.
Correzione errori Lo standard datamatrix ECC 200 prevede di inserire dei co-
dici a correzione di errore che usino l’algoritmo di Reed-Solomon. Tramite
questa tecnica si possono aggiungere bit di ridondanza ad un messaggio
esistente, in modo che se ci sono errori nella decofica verranno rilevati e,
entro un certo limite, corretti. Per specificare la codifica usata con Reed-
Solomon (RS d’ora in poi), si usa la dicitura RS(n,k) che vuol dire che dato
uno stream di k simboli, tutti composti da s bit, verranno aggiunti simboli
di “parità” in modo da formare uno stream finale di n simboli. In questo
modo sarà possibile correggere al più t errori, con t tale che 2t = n− k. In
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parole povere, se si vogliono correggere t errori, sarà necessario aggiungere
2t simboli a quelli di base. Quindi una volta specificati il numero di bit s
che compone ciascun simbolo, n e k, si è stabilito univocamente come si è
codificato uno stream.
Nel nostro caso s è 8 bit, che sono il numero di bit per codeword. Per quanto
riguarda n e k, questi dipenderanno dalla dimensione del simbolo e sono
indicati nelle specifiche [14]. Tanto per fare un esempio, un simbolo 10x10,
con mapping matrix 8x8, che quindi può contenere 64 bit, cioè 8 codeword,
conterrà 5 codeword di correzione. Si osserva che nei simboli più piccoli
lo standard specifica una percentuale maggiore di simboli di correzione,
mentre in quelli più grandi una minore.
Le funzionalità di codifica e decodifica sono ottenute usando il package
RSClasses, che è un wrapper alle librerie scritte da Benjamin Barras[16].
La funzionalità del package è gestita dalla classe RS, la quale presenta il
costruttore:
public RS(int n, int t)
che permette di specificare il numero finale di codeword n e il numero mas-
simo di errori t. Questo permette di intuire che il simbolo 10x10 dell’esem-
pio sopracitato, non è supportato. Infatti t sarebbe dovuto essere 2,5. La
limitazione di questa libreria sta proprio nel fatto di dover specificare t in-
vece di k. Tuttavia le dimensioni non usabili sono solo due: 10x10 e 12x12,
che sono le più piccole e che sarebbero state usate raramente, visto che il
nostro obiettivo è quello di codificare lunghe stringhe di caratteri. Il van-
taggio è che è una libreria in grado di girare su J2ME senza quasi nessuna
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modifica.
Rs presenta altri due metodi:
public byte[] decode(byte[] encoded)
e
public byte[] encode(byte[] buffer)
Il primo serve per decodificare un buffer di byte secondo i parametri inseriti
nel costruttore. Il secondo per codificare. Questa classe wrapper è voluta-
mente poco flessibile in modo da essere più semplice da usare nel contesto
di Datamatrix. Con le librerie di Barras è anche possibile specificare il
numero di bit per simbolo.
Decodifica Lo standard datamatrix permette numerose codifiche (Appendice A).
Anche se nel caso di indirizzi internet sarebbe sufficiente usare la codifica
Text, si è preferito usare ASCII per una maggiore praticità d’uso.
Una volta ottenuta una stringa di byte codificata in ASCII, viene convertita
in una String Java. Questo è il risultato del processo di decodifica ed è ciò
che viene restituito dal metodo symRec.go().
Resto del package
Uniche funzionalità pubbliche del package sono quelle descritte, ovvero il costrut-
tore
public symRec(byte []rawImmData, int width, int height)




Se per qualche motivo la decodifica fallisce viene lanciata un’eccezione del
tipo tagDecoderException, che può contenere i seguenti messaggi:
Error detecting syncs : non si è riusciti a trovare le sync con l’algoritmo descrit-
to nella sezione “Allineamento al pattern alternato”. Molto probabilmente
il simbolo non è inquadrato bene.
No timing detected : non si riesce ad estrarre un timing adeguato dalle sync.
Probabili cause possono essere scarsa risoluzione della foto o eccessivo
disturbo.
Can’t create sampling grid : non si riesce a creare la griglia di campionamento.
Questo accade se a monte si sono verificati degli errori e non sono stati
rilevati.
Unsupported symbol size : dimensione del simbolo non supportata. È il caso
dei simboli non supportati, vedi la sezione “decodifica”.
Can’t correct, too many errors : si sono trovati degli errori, ma sono troppi ed
è impossibile correggerli.
Unsupported Encodation : si è usato una codifica diversa da quella ASCII.
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Wrong symbol size : la dimensione del simbolo non è fra quelle standard. Que-
sto accade perché c’è un errore nel riconoscimento del timing o perché il
simbolo è ECC 000-140.
Unknown encoding error : errore sconosciuto generico.
3.1.2 VisualTag, cameraCanvas e splashCanvas
Il resto dell’applicazione consiste nella gestione dell’interfaccia grafica, nel down-
load delle applicazioni associate ai contesti e nel salvataggio delle informazioni
nell’RMS.
Il seguente state diagram ne mostra il funzionamento:
























Figura 3.19: State diagram che rappresenta il funzionamento dell’applicazione
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splashCanvas splashCanvas è la classe che si occupa della presentazione su scher-
mo di istruzioni e comandi ad ogni passo dell’applicazione. È strutturata co-
me una macchina a stati con varie scheramate predefinite più alcune generi-
che (ad esempio quella di errore, in cui si deve solo specificare il messaggio
che compare in una schermata con un’icona).
Figura 3.20: Alcune scheramte di splashCanvas
Ciascuna schermata, con i relativi controlli, è invocata da una funzione pub-
blica di splashCanvas. Ad esempio public void showMessage(String mess)
, mostra una schermata con un messaggio. Il layout di presentazione è a
schermo intero, simile a quello dei giochi.
cameraCanvas è un’estensione del semplice Canvas, strutturata in modo da mo-
strare un VideoControl, cioè una classe specifica della MMAPI che ha lo
scopo di mostrare un flusso video (figura 3.21), in questo caso quello che
proviene dalla fotocamera digitale. L’oggetto VideoControl è molto partico-
lare, infatti possiede l’attributo USE_DIRECT_VIDEO che, se specificato nel
costruttore, farà in modo che il contenuto del VideoControl sia disegnato,
frame per frame, da un gestore anche esterno alla virtual machine. Questo
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Figura 3.21: Esempio di videocontrol
fa si che le prestazioni siano molto alte e che il video mostrato sia fluido
ed aggiornato a quello che sta riprendendo la fotocamera. In sostanza ab-
biamo realizzato un mirino per scattare la foto. Oltre a mostrare il video,
cameraCanvas si occupa anche di fornire i comandi per l’acquisizione di un
fotogramma.
visualTag è la classe principale della Midlet e coordina tutte le altre. All’inizio
del suo ciclo di vita crea un’istanza di splashCanvas e la mostra su schermo.
Successivamente, quando si rende necessario, mostrerà cameraCanvas e at-
tenderà l’acquisizione di un fotogramma. In alcuni casi si è riscontrato che
la cattura dei fotogrammi avveniva tramite immagini in formato PNG. In ta-
le circostanza Visualtag si occupa anche della decodifica di questo formato
e della sua conversione in un buffer di byte in formato RGB, da passare a
symRec.
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Una volta che symRec ha terminato, con successo, il processo di decodifica
si possono presentare due situazioni:
• Il tag datamatrix conteneva tutte le risorse necessarie ad interagire con
l’oggetto. Questo significa che conteneva una tupla completa nella
forma:
AppName=xxx;Msg=yyy;URL=zzz
dove tipicamente AppName è il nome dell’applicazione che da scari-
care, Msg è un qualsiasi messaggio da passare all’applicazione tramite
RMS. In genere nel messaggio è contenuto l’indirizzo di rete del calco-
latore che fornisce il servizio. Infine Url è l’indirizzo da cui scaricare
l’applicazione tramite il protocollo HTTP.
• È possibile che non si riesca a inserire nel tag tutte le informazioni
di cui sopra, per esempio, i dispositivi che si sono utilizzati per i test
erano in grado di scattare foto a soli 120x160 pixel. Questa risoluzio-
ne è sufficiente solo per tag molto piccoli, al massimo 20x20. In tag
così piccoli entrano solo una decina di caratteri, insufficienti per tutte
le informazioni necessarie. Per risolvere il problema si è introdotto
un ulteriore soggetto nel processo di acquisizione delle informazio-
ni necessarie ad interegire con gli oggetti, ovvero un server specifico
per il contesto applicativo in cui ci troviamo. La configurazione di
cui sopra è generica e può funzionare in qualsiasi ambiente. Se però
supponiamo di restringere le funzionalità dell’applicazione in un certo
ambiente, si possono associare degli identificatori numerici a ciascun
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oggetto e sfruttare il server per associare a ciascun oggetto le infor-
mazioni necessarie all’interazione. Questo presuppone che visualTag
sappia a priori l’indirizzo del server da contattare. Per non dover ri-
compilare l’applicazione per ogni contesto in cui vogliamo farla fun-
zionare, si possono inserire questi dati nel file .jad. Ciascuna Midlet
possiede infatti un file .jad che è usato per pubblicarla su di un sito. In
questo file ci sono numerose informazioni, fra le quali alcune defini-
bili dall’utente nel formato a coppia chiave-valore. Per inserirle basta
semplicemente scrivere una riga nel file nella forma:
chiave=valore
Tali valori possono essere letti dall’applicazione a tempo di esecuzio-
ne. Si stabilisce che nel caso in cui l’applicazione debba funzionare
nella modalità con server, si insersce la coppia {APP_DOMAIN=url server}
nel file .jad. Il valore è l’URL di un servizio che fornisce come risposta
una stringa di contesto completa. Abbiamo prodotto un implementa-
zione di tale servizio nella forma di una servlet a cui viene passato tra-
mite il metodo GET l’identificatore numerico dell’oggetto. La risposta
è la stringa di contesto.
Se il valore di APP_DOMAIN è nullo o non è presente, la midlet
funzionerà nella modalità completa. In questo modo è facile adattare
la midlet ai propri bisogni ed alle capacità delle periferiche con cui
viene usata.
Dopo queste due fasi sono in ogni caso note le informazioni sulla nuova
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midlet da installare (la custom application), che saranno mostrate all’utente
in modo che possa decidere se proseguire o no. Successivamente si inseri-
ranno nell’RMS le informazioni di contesto per la nuova applicazione. Per
fare ciò si crea un Record Store con nome:
APP_NAME_nome_applicazione
contenente un solo record con il messaggio per l’applicazione che era nella
stringa di contesto.. Questo record ha la particolarità di essere un record
condiviso, in cui possono leggere e scrivere midlet differenti. Normalmente
infatti i record di ciascuna midlet è isolato dai record delle altre.
A questo punto parte il processo di download dell’applicazione. Il processo
è gestito interamente dall’AMS al quale si passa l’URL dove scaricare la
midlet (che consiste nell’URL del file JAD ad essa associato).3
3.2 Applicazione di esempio Beamer
Vediamo come è realizzata l’applicazione di esempio Beamer. L’applicazione è
costituita da due componenti ben distinte:
• la midlet Beamer per il controllo remoto;
• la servlet BeamerServ che opera come fornitore di funzionalità ed è eseguita
sul computer collegato al proiettore dove gestisce la visualizzazione della
presentazione.
3A seconda dell’implementazione il processo può assumere varie forme. Inoltre una volta con-
cluso potrebbe seguire vari comportamenti: AMS potrebbe terminare visualtag e lanciare la nuova
midlet, oppure continuare con l’esecuzione di visualtag. Questo comportamento non specificato è
la ragione per cui il download è proprio alla fine di tutte le operazioni.
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Il motivo per cui si è scelto si usare una servlet come server, richiedendo
che sul computer collegato al proiettore sia installato un server web, è che molti
dispositivi CLDC-MIDP 2.0 supportano solo il protocollo HTTP.
Prima di descrivere le componenti dell’applicazione vediamone in figura 3.22












Figura 3.22: Interazioni fra le varie componenti
1. il proiettore mostra il tag che lo identifica sullo schermo. L’utente scatta una
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foto che viene decodificata e se ne ricava un numero identificativo. Questo
numero è inviato al server di contesto che fornisce la tupla
AppName=xxx;Msg=yyy;URL=zzz
2. Visualtag scarica l’applicazione custom dalla repository delle applicazioni,
che in questo caso è un semplice server web;
3. va in esecuzione la MIDlet beamer. Questa chiede all’utente di specifica-
re l’URL della pagina su cui sono pubblicate le presentazioni che intende
mostrare. La MIDlet contatta il server web personale e scarica la pagina,
dopodichè mostra una lista delle presentazioni disponibili in modo che sia
possibile scegliere quale proiettare;
4. la MIDlet comunica questo URL alla del proiettore;
5. la servlet del proiettore scarica la presentazione e la mostra su schermo.
A questo punto sullo schermo del telefono cellulare appaiono i controlli di
presentazione;
6. Ogni volta che viene impartito un comando dall’utente, si traduce in una
richiesta http alla servlet del proiettore, che provvede a mostrare la pagina
desiderata.
3.2.1 Midlet Beamer
Vediamo, tramite uno state diagram, il ciclo di vita tipico della Midlet beamer:
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Caricamento informazioni di contesto




















Stati che corrispondono a schermate
Invio richiesta con comando al server
Figura 3.23: State diagram del funzionamento di beamer
La midlet comincia leggendo il suo RecordStore, che in questo caso sarà
APP_NAME_Beamer. Qui è memorizzato il messaggio ricavato dal tag che contie-
ne l’URL della servlet associata al proiettore a cui si è scattata la foto. Quindi la
midlet chiede all’utente di inserire l’URL della pagina Web sulla quale sono pub-
blicate le presentazioni in formato PDF. Dalla pagina vengono estratti tutti i link
a file PDF tramite un parsing: si individuano tutti i tag ANCHOR e si controlla
quali effettivamente puntano ad un file .pdf.
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L’elenco così ricavato viene mostrato in una schermata di scelta tramite la qua-
le l’utente seleziona la presentazione. A questo punto parte una richiesta HTTP
che usa il metodo GET per specificare l’indirizzo della presentazione:
http://...../BeamerServ?flash=1&fileURL=xxx&fileName=yyy
dove flash=1 indica che si deve scaricare e mostrare la presentazione, fileURL=xxx
l’URL del file PDF con la presentazione e fileName=yyy il nome del file PDF.
Dopo aver ricevuto la risposta (che per questi comandi è sempre priva di cor-
po), viene mostrata un’interfaccia contenente l’indicazione della pagina corrente-
mente visualizzata e i comandi di controllo della presentazione (Figura 3.24).
Figura 3.24: La schermata di scelta della presentazione e di controllo
Ad ogni comando (pagina avanti e pagina indietro) segue sempre una richiesta
HTTP, in questo caso nella forma:
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http://...../BeamerServ?fileName=xxx&page=yyy
con fileName che specifica il nome del file e page che specifica la pagina. È
poi possibile uscire dalla presentazione corrente e sceglierne un’altra.
3.2.2 Servlet BeamerServ
La servlet di controllo delle diapositive è molto semplice. Serve solo per chiamare
degli script per la shell Bash che si trovano sul server. Questi script invocano vari
programmi Unix: wget e xpdf.
Il programma wget serve per effettuare il download di un file tramite HTTP,
direttamente da riga di comando. Con il comando
wget URL
si fa si che wget scarichi la risorsa desiderata, nel nostro caso un file PDF.
Il programma xpdf è un visualizzatore di file PDF opensource per il sistema
X-Windows, in questo caso per Linux. Tramite questo programma si riesce a
realizzare il controllo remoto con grande facilità poichè prevede una modalità
server: tramite
xpdf -remote nome pluto.pdf -fullscreen
si manda in esecuzione xpdf che mostra il file pluto.pdf a schermo intero.
L’opzione remote fa si che l’istanza di xpdf si comporti come un server con il
nome specificato. Usando poi
xpdf -remote nome pluto.pdf NUMERO_PAGINA
viene comunicato all’istanza di xpdf di andare alla pagina NUMERO_PAGINA,
senza ripartire.
Usando questi semplici mezzi si sono creati alcuni script per shell che coman-
dano tutto il processo di presentazione. Ecco lo script che scarica e mostra la
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presentazione:
#/bin/bash
#il primo argomento è l’indirizzo del file, il secondo è il nome del
#file
wget $1
/usr/bin/xpdf $2 -remote beam -fullscreen -display:1.0&
In maniera del tutto simile c’è anche uno script che cambia pagina. La funzio-
ne della servlet è solo quella di ricevere i parametri tramite il metodo HTTP GET
ed invocare gli script tramite Runtime.exec().
Capitolo 4
Conclusioni
Osservando la figura 3.22 del capitolo precedente, si nota il subito il gran nume-
ro di interazioni fra le componenti dell’applicazione Beamer. Tuttavia grazie al
framework Visualtag si è potuto nascondere all’utente tutta questa complessità,
lasciandolo libero di preoccuparsi solo della sua presentazione. Chiaramente era
possibile fare la stessa cosa usando tecnologie esistenti e sapendo quali connes-
sioni effettuare tramite il browser del cellulare, ma non era certo un’operazione
alla portata di tutti. Quindi quello che si è ottenuto non è stato di fornire nuove
funzionalità al dispositivo mobile, ma di rendere quelle già esistenti accessibili in
una veste nuova e di alto livello.
Grazie a questo framework è quindi possibile realizzare delle applicazioni per-
vasive che funzionano e, cosa più importante, che permettano di nascondere la
complessità del sistema sottostante in un modello “inquadra e scatta”, del tutto
intuitivo e di istantanea comprensione. Inoltre l’applicazione Visualtag si occupa
di tutte le problematiche relative al riconoscimento di immagine ed al download
delle nuove applicazioni, permettendo agli sviluppatori di concentrarsi solo sui
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servizi che vogliono offrire.
Figura 4.1: Interazione “inquadra e scatta”
Dal punto di vista tecnico le maggiori difficoltà si sono incontrate nello svilup-
po del decodificatore, sia per le ridotte capacità dei dispositivi mobili, che hanno
richiesto un lavoro di ottimizzazione ad hoc, sia per lo scarso supporto alle API
Java da parte dei produttori dei modelli che erano a disposizione. Ad esempio,
anche se i cellulari erano in grado di scattare foto ad una risoluzione di 480x640,
nell’ambiente Java era possibile ottenerle solo a 120x160. Questo ha costretto
ad usare simboli piccoli, con una modesta capienza informativa e quindi a com-
plicare il sistema con un ulteriore “server di contesto”, che fornisse tutti i dati
necessari alle applicazioni. D’altra parte Java si è rivelato un ottimo ambiente per
lo sviluppo di un’applicazione di Image Processing. Se da un lato sono ben note
le scarse performance che si hanno su questa piattaforma, dall’altro è stata molto
utile la facilità con cui si possono creare delle applicazioni grafiche, necessarie ad
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ottenere dei riscontri visivi degli algoritmi sviluppati. Oltre a questo con Java è
stato molto semplice sviluppare applicazioni in grado di funzionare in ogni am-
biente: dispositivi mobili, server http, etc. Il tutto basandosi sempre sulle stesse
API, ricchissime di funzionalità. Si può dire che, nonostante il limiti che impone,
Java è un ambiente molto adatto allo sviluppo di applicazioni immersive, poichè
fornisce un framework ampio e semplice da usare, con il quale si può realizzare
quasi tutto.
Questa tesi, tramite un modello di interazione nuovo ed intuitivo, ha esplora-
to la possibilità di creare degli ambienti immersivi, in cui all’utente, attraverso i
dispositivi mobili, viene offerta un’esperienza arrichita degli oggetti che lo cir-
condano. Questi stanno diventando sempre più potenti ed intelligenti. Forse nel
futuro saranno come dei servitori: ci seguiranno quotidianamente e si faranno ca-
rico di dialogare con le macchine ogni giorno più avanzate, preoccupandosi di
impararne i complessi linguaggi e lasciandoci la libertà di comunicare nel modo
che ci è più proprio e naturale. Un domani magari avremo una società dove una
tecnologia intelligente, schiva e silenziosa serve e cura l’uomo, un essere che ha
creato un mondo che stenta a capire, controllare e nei confronti del quale si sente
sempre più debole e fragile.
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Appendice A
Mobilità del codice tramite
datamatrix
Come sappiamo (appendice A) Datamatrix ha la capacità nativa di codificare delle
informazioni in binario. Dal momento che si è usata la piattaforma Java per tutto
il progetto e che è possibile effettuare il caricamento dinamico di una classe già
compilata in formato binario (bytecode), si può effettuare un interessante esperi-
mento: inserire una classe già compilata nel datamatrix e caricarla ed eseguirla
a partire dal simbolo decodificato tramite una foto. Precisiamo subito che questa
tecnica non è destinata ai telefoni cellulari, infatti per effettuare questa operazione
si deve usare il meccanismo della reflection e del dynamic class loading, che pur-
troppo non sono disponibili per il profilo CLDC che si usa con i cellulari. Tuttavia
questi meccanismi sono implimentati in CDC (il profilo di J2ME che si usa con
dispositivi portatili un po’ più potenti, come i palmari), J2SE e J2EE. Nel nostro
caso il test è stato effettuato su J2SE 5.0 .
Esaminiamo in dettaglio quello cha abbiamo intenzione di fare. Innanzitutto
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Figura A.1: Schema concettuale del class loading da Datamatrix
è necessario il file di una classe compilita .class. Tuttavia non è possibile usare
qualunque classe, poichè abbiamo dei grossi limiti di spazio: al massimo sarà pos-
sibile memorizzare fino a 1556 byte. Supponiamo di usare la classe bcode.java
di cui segue il semplicissimo listato:
public class bcode{





Questa classe, una volta compilata con il comando javac bcode.java, produce
un file bcode.class di 415 byte, quindi “entra” in un simbolo. Adesso usiamo un
codificatore di datamatrix che supporta la codifica BYTE. Il risultato è il simbolo
di figura A.2.
Come si vede abbiamo ottenuto un simbolo piuttosto grande. Ora basta solo
fare una foto al simbolo (nel test, per comodità, abbiamo dato al decoder diretta-
mente il file .png in cui c’era l’immagine) e decodificarlo con un decodificatore
che supporti la codifica BYTE. Ci è voluto poco ad aggiungerla al decodifica-
tore che abbiamo scritto, l’unica particolarità è che i dati binari non sono messi
“in chiaro”, ma passano attraverso un algoritmo di randomizing descritto nelle
specifiche [17]. A questo punto siamo in grado di estrarre un buffer di byte che
contiene il file .class. Per ottenere un oggetto Class dobbiamo estendere la classe
base ClassLoader; questa è una classe astratta che ha lo scopo di caricare altre
classi. Ridifinendola è possibile usare vari modi per caricare classi a runtime: si
può far in modo di caricare una classe da un sito web, oppure dal filesystem, o
come nel nostro caso da un datamatrix. Usando il metodo defineClass si ot-
tiene l’oggetto Class. Dalla questo oggetto è possibile ottenere un’istanza e poi
chiamarne il metodo main, che appunto stamperà il messaggio Ciao mondo A.3.
Come si vede il procedimento funziona. È chiaro che la tecnica è molto
limitata, però può tornare utile nel caso di piccole funzioni.
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Figura A.2: bcode.class codificato
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Figura A.3: output del decoder e della classe scaricata
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Appendice B
Introduzione a Datamatrix
Figura B.1: Un simbolo datamatrix che codifica la stringa “Ciao, come va?”
Datamatrix è uno standard di codifica tramite simboli strutturati in due dimen-
sioni. L’idea è analoga a quella del codice a barre: una codifica software genera
delle caratteristiche grafiche che conterranno l’informazione. Successivamente,
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dopo aver acquisito l’immagine del simbolo ed averla trattata con alcuni algorit-
mi se ne ottiene una certa quantità di dati. La differenza rispetto ad un codice a
barre è il fatto che le caratteristiche grafiche del simbolo sono strutturate su due
dimensioni su una struttura a matrice, composta da quadrati bianchi e neri.
Questo è uno standard ANSI/AIM (un’associazione mondiale di produttori e
fornitori di prodotti per il riconoscimento e la raccolta dati automatica) del 1996
[13] ed ha numerose applicazioni, fra cui:
• Etichettatura di parti meccaniche, tramite incisione del simbolo direttamen-
te sul materiale.
• Sistemi postali (attualmente è usato dalle Poste Italiane per un sistema di
affrancatura).
• Etichettatura di prodotti chimici e farmaceutici
Tutta la specifica ruota intorno ai simboli, che vengono tecnicamente detti Sim-
bologia bidimensionale a matrice. Ce ne sono due tipi:ECC 000-140 e ECC200.
ECC 000-140 non è consigliata e differisce da ECC200 per una specifica meno
rigorosa e per uno schema di correzione degli errori diverso.
In ciascun simbolo si possono inserire:
• Fino a 2335 caratteri alfanumerici
• Fino 1556 byte
• Fino a 3116 caratteri numerici decimali.
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Come si nota sono simboli molto capienti. Tuttavia un maggior quantitativo
di informazioni necessita una maggiore dimensione del simbolo in termini di qua-
drati bianchi e neri, che sono detti moduli. Un modulo Nero è un 1 binario, un
modulo bianco è uno 0 binario. Il simbolo presenta inoltre delle strutture ideate
per rendere più semplice il meccanismo di processing. In figura B.2 sono mostrate
in viola le handle e in verde le sync. Le prime servono per un corretto allineamento
al simbolo durante la fase di riconoscimento, le seconde servono per individuare
la griglia di posizionamento dei moduli. Se il simbolo è più grande di 26x26 mo-
duli (incluse handle e sync) conterrà delle handle e delle sync aggiuntive che lo
suddivideranno in sottosimboli (figura B.3). Tali strutture sono utili per una più
fine determinazione della griglia di posizionamento.
Figura B.2: Handles (viola) e sync (verde) nel datamatrix
Lo standard Datamatrix permette di usare più codifiche all’interno di ciascun
simbolo. In particolare per ECC200 sono permesse le seguenti:
ASCII : permette di inserire normali valori ASCII da 0 a 127, coppie di nu-
meri (00..99) secondo la formula Val = num + 130 (quindi 2 numeri per
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Figura B.3: Matrice 32x32 con 4 sottosimboli
codeword) e valori ASCII estesi da 128 a 255, usando un carattere di escape
(Shift 235) che precede il valore.
C40 : caratteri alfanumerici maiuscoli. 5,33 bit per carattere circa.
Text : caratteri alfanumerici minuscoli. 5.33 bit per carattere.
X12 : Il set ANSI X12 EDI. 5,33 bit per carattere.
EDIFACT : valori ASCII da 32 a 94. 6 bit per carattere.
BASE256 : stream binario. Si ottiene inserendo uno shift alla codifica (231),
seguito dal numero dei byte che seguono e dallo stream. Inoltre lo stream
deve essere passato attraverso un processo di “randomizing” descritto da un
algoritmo nelle specifiche [17].
Come si nota lo standard è molto flessibile e permette di usare la codifica che
più fa comodo per ogni applicazione.
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Figura B.4: Piazzamento dei moduli
Ai dati codificati ed eventualmente “randomizzati”, sarà poi applicato un codi-
ce a correzione di errore di Reed-Solomon. Questa è applicata eseguendo i calcoli
su un campo di Galois di 28, con polinomio caratteristico x8 + x5 + x3 + x2 + 1.
Per ciascun simbolo il numero byte di correzione e di informazione è specificato.
Ad esempio per un simbolo 16x16 si hanno 12 byte di dati e 12 di correzione, per
un simbolo 72x72 ci sono 368 byte di dati, 144 di correzione e così via.
Una volta ottenuta la stringa di byte corretta, si dispongono i moduli corri-
spondenti a ciascun byte secondo un algoritmo di piazzamento [15] che segue
un’andatura a “zig-zag” nel simbolo (figura B.4)
Il simbolo può essere ora stampato su una superficie (è previsto anche lo
stampaggio in negativo) o inciso, come spesso accade per contrassegnare le parti
meccaniche.
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