of atmospheric CO 2 (hereafter [CO 2 ]) controls not only stomatal opening (Young et al., 2006) but also stomatal frequencies (SF, eg, Woodward, 1987; Beerling et al., 1998) . As shown by recent investigations, SFs are very likely regulated via systemic geneticsignalling pathways (Gray et al., 2000; Lake et al., 2002).
Introduction
Stomata are small pores located on the surface of plant leaves and they play an important role in the regulation of the uptake of CO 2 for photosynthesis and the loss of water during transpiration. Although the roles of plant-growth regulators and environmental signals in regulating stomatal number are still largely unexplored (Bergmann and Sack, 2007) , evidence shows that the concentration 1995; McElwain et al., 2002; Rundgren and Björck, 2003; Kouwenberg et al., 2005; Garcia-Amorena et al., 2006) . As summarized in a review paper by Wagner et al. (2004) , Holocene stomatal-based [CO 2 ] reconstructions are highly comparable in terms of amplitude of changes. In addition, their higher amplitude changes may be reconciled with smaller amplitude changes from ice-core [CO 2 ] records after smoothing the former timeseries (McElwain et al., 2002; Van Hoof et al., 2005) . This result supports the idea that in addition to using SF records for exploring greenhouse-gas dynamics over pre-Quaternary times (Jansen et al., 2007) , ie, for periods not covered by ice-core [CO 2 ] records, such records may be also used over more recent timescales.
Even though SFs have been successfully applied as [CO 2 ] indicators for pre-Quaternary, Lateglacial and Holocene times, very few attempts have been made to compare inferences with ice-core and instrumental records. The most powerful means of validation is to compare the reconstructions, at least for the recent past, against known recorded historical environmental records (Birks, 1998) . Validations are increasingly performed for assessing the prediction uncertainty of quantitative palaeoclimate reconstructions based on proxy records (eg, Finsinger et al., 2007; Vermaire and Gregory-Eaves, 2008; Larocque et al., 2009) . A first independent methodical assessment of the [CO 2 ] prediction quality of SF data with herbarium training-sets and historical SF records for three subtropical species showed significant differences in prediction accuracy . Although these results were promising, they also showed the importance of validating SF-inferred [CO 2 ] reconstructions. However, the Wagner et al. (2005) study covered a shorter gradient (310-370 ppmv) than the [CO 2 ] increase during the past 150 years (290-370 ppmv), ie, the time span used for the calibration of most transfer functions.
Here another validation is attempted using the dwarf birch (Betula nana), a common element in the sub-Arctic vegetation whose leaves are occasionally sufficiently well preserved in Quaternary sediments for stomatal counts to be made (eg, Beerling, 1993; Rundgren and Björck, 2003) . We assess the predictive ability of inference models using a two-step method of independent validation. (1) Calibration: a training set of modern leaves grown between Ad 1843 and 2002 is used to generate inference models that express mathematically the species' response to changes in [CO 2 (Rundgren and Beerling, 1999) . By contrast, a more recent study by Kouwenberg et al. (2005) inferred a prominent [CO 2 ] maximum centred at around Ad 1750, suggesting that [CO 2 ] could have served as a forcing factor for climate change also prior to the mid-nineteenth century. The time interval Ad 1700-1850 is particularly important because radiative forcing calculations usually take the ice-core [CO 2 ] value at Ad 1750 as the pre-industrial level (Forster et al., 2007) and climate models exploring the influence of natural forcings alone use it as the preindustrial value of [CO 2 ] (eg, Tett et al., 2007 
Material and methods

Training-set leaves
The training set combines 23 B. nana and 14 Betula pubescens leaf samples, and covers a total of 34 years from the period 1843 to 2007.
B. nana leaves collected in years 1919-1965 originate from specimens stored in the Nationaal Herbarium Nederland (NHN, Utrecht Universiteit branch) and leaves collected in years 1997-2002 originate from mature specimens growing at the Rassejohka garden of the Forest Line Arboretum near the subArctic Research Station Kevo (69°45′N, 27°E, Finland) . In addition, B. nana leaves picked from a peat monolith that was cut from a mire surface near Kevo and sampled contiguously and at highresolution (Hicks et al., 2004) were used to fill the gap between 1965 and 1997. The 14 C dating of individual B. nana leaves and Sphagnum leaves, stems and branches from this peat monolith have been wiggle-matched with the atmospheric 14 C content across the 1960s bomb peak (Goslar et al., 2005) . Based on this, the rate of peat accumulation in the uppermost layers is in excess of 5 mm/yr, so each 2 mm slice is less than 1 year's accumulation. B. nana collected from the Kevo peat monolith are dated to years Ad 1976 to 1996.
B. pubescens leaves are either herbarium specimens from the National Museum of denmark (growing between Ad 1843 and 1964), or modern leaves collected in northern Fennoscandia during Ad 1997 to 2001. All training-set leaves originate from lowland sites (< 200 m a.s.l.) in Fennoscandia between 54°and 69°N. For each year (n = 34), three to ten leaves were analysed.
For the modern training-set herbarium specimens of B. nana and B. pubescens were combined to test the comparability of the response rate and limit of these two species, which commonly hybridize to the mountain birch B. pubescens ssp. czerepanovii in northern Scandinavia (Wiegolaski, 2005) . The likely presence of leaf fragments of mountain birch in the subfossil assemblages can be counterbalanced by using the training set developed on the parent species of B. pubescens ssp. czerepanovii (Wagner et al., 2000) .
Long stomatal density and stomatal index record determination of the age of samples in the Kiruna profile is based on radiocarbon-dated samples consisting of Sphagnum stems (Barnekow et al., 2007) . Six of the ten samples analysed were deposited immediately prior to, or following, the atomic weapons testing of the 1960s, enabling us to assign calendar ages to the radiocarbon dates with high levels of precision. Based on these control points, an age-depth model was constructed (after Goslar et al., 2005) that was used to subsequently subsample the frozen monolith at an 'annual' resolution, assuming uniform peat accumulation between the control points ( Figure 1a ). The resulting sample-integration times vary from~1 year (Ad 2003 (Ad -1955 to 3-7 years (Ad 1954 (Ad -1721 (Figure 1a ).
Cuticle analysis
Subfossil leaf fragments of B. nana were separated from peat and identified by leaf and cuticle characteristics under a light microscope. For microscopic analysis, all leaf fragments were bleached in a cold 2-4% NaClO solution, washed in water and mounted on slides. Microscopic, computer-aided analysis of epidermal parameters was performed according to standard procedures on a Leica Quantimet 500C/500+ image-analysis system on seven digital images with a field size of 0.035 mm 2 (Wagner et al., 1996) . On stomata-bearing alveoles epidermal cell density (Ed (n/mm²)) and stomatal density (Sd (n/mm²)) were analysed and the areaindependent stomatal index (SI(%) = Sd/(Sd + Ed) × 100) was calculated, following Salisbury (1927 
Inference models and statistical analyses
Inference models were developed by formalizing the relation between stomatal frequencies and historical [CO 2 ] at the year of growth. We used two different methods to develop inference models. In order to account for the non-linear response of stomatal frequencies to changing [CO 2 ] (eg, Kürschner et al., 1997) , Sd T , SI T and the historical [CO 2 ] values were log-transformed before fitting a linear response curve through the data sets (models SI log and Sd log ) (Figure 2A and B). In addition, since the logtransformation and regression tends to underestimate the extremes, thus reducing the amplitude of changes in the reconstruction, we scaled (mean and variance equalization) the Sd T and SI T timeseries to the same mean and variance of the historical [CO 2 ] record used for calibration (models SI sca and Sd sca ) ( Figure 2C and d).
The performance of the models is evaluated based on (i) their root-mean-squared error (RMSE), (ii) the RMSE of the validation and (iii) the Reduction of Error statistic (RE). The latter was used to estimate the strength of the linear relationship between validation and observation. The RE statistic, which ranges from −∞ to +1, compares the mean-square error (MSE) of the reconstruction to the MSE of a reconstruction that is constant in time with a value equivalent to the sample mean for the calibration data. If the reconstruction has any predictive value, one would expect it to do better than just the sample average over the calibration period; that is, one would expect RE to be greater than zero (see North et al., 2006) .
Results
Modern training set
The mean Sd and SI of the training set (Sd T and SI T ) over the [CO 2 ] range from 284 ppmv to 373 ppmv changed by almost 50% from 280 n/mm² (14 SI%) to 148 n/mm² (6.7 SI%). These changes largely exceed the mean standard deviation of sampled leaves from individual years, reflecting (i) the plastic response of the two species studied to changes in [CO 2 ] and (ii) the potential of the training set to serve for reconstructions of past [CO 2 ]. The smallest RMSE was found for the Sd log model (16.71 ppmv CO 2 ) while other models (SI log , SI sca and Sd sca ) are characterized by RMSEs in the range of 18-19 ppmv CO 2 (Table 1) .
Subfossil record
Over the period Ad 1850-2003, subfossil B. nana leaves show a successive long-term reduction in fossil-stomatal frequencies (Sd F and SI F ) (Figure 2b and c) . Mean Sd F (SI F ) in the validation period (Ad 1850-2002) range from 312 n/mm² (12.0%) to 86 n/mm² (5.6%). Before Ad 1850, few data points of SI F are available because of the poor preservation of subfossil cuticles and only Sd F were measured. Sd F values before Ad 1850 range from 174 n/mm² to 293 n/mm². (Figure 3) . However, the low reconstruction skill is indicated by higher RMSEs than in the calibration set and by negative RE values (Table 1) . In an attempt to investigate the performance of the inference models in capturing longer-term trends of [CO 2 ] changes, n-point running means (n = 3 and n = 5) were calculated and predictions compared with the unsmoothed observed values. By doing this, RMSEs of smoothed reconstructions obtained with the Sd log and Sd sca models substantially decreased (Table 1) . Notably, RMSEs of Sd models were similar or even lower than those of inference models and REs considerably improved. (Figure 3 ).
Reconstruction of past [CO 2 ]
Because of the lack of SI F values before Ad 1850 and the better reconstruction skill of Sd log and Sd sca models, an attempt was made to reconstruct [CO 2 ] for the period Ad 1850-1700 using the Sd F record. Sd F values in the reconstruction period range from 174 n/mm² to 293 n/mm², ie, within the range of Sd T values used for the development of inference models (280 n/mm² to 148 n/mm²). Thus, reconstructions are not based on extrapolation of the models into the unknown, which may increase the reconstruction uncertainty (North et al., 2006) . In an attempt to estimate reconstruction uncertainties, two types of error were identified: uncertainty arising from (i) the different calibration methods that can be chosen for modelling the relationship between SF and historical [CO 2 ] (method error), and (ii) the unexplained variance in the reconstructions derived from validation against historical [CO 2 ] (validation error). The range between the maximum and minimum values for the reconstructions during the validation period is utilized to represent the method error. The validation error is estimated by means of the RMSE. These two error terms were quantified separately and combined (Figure 4 ) to allow for an estimation of the overall error of the historical [CO 2 ]. The combined uncertainty is represented by the square root of the summed and squared individual errors, following Esper et al. (2007) . For the unsmoothed validation data set, the combined uncertainty is about ± 68 ppmv and decreases with increasing smoothing. For example, with a three-point smoothed data set the combined uncertainty reduces by c. 50% and equals c. ± 36 ppmv.
Reconstructed [CO 2 ] is characterized by high-amplitude variability (average amplitude is 70-100 ppmv). Lowest values are inferred with the Sd sca model that does not overestimate low [CO 2 ] as the Sd log does (Figures 3 and 4) . 
Discussion
[CO 2 ] controls both stomatal opening (Young et al., 2006) and stomatal numbers (Sd and SI) in a wide variety of plants (Woodward, 1987; Beerling et al., 1998) . However, Sd also changes with light intensity (Salisbury, 1927; Tichà, 1982; Poole and Kürschner, 1999 ) and water stress (Tichà, 1982) through lateral cell expansion of the epidermal cells surrounding the stomata.
Thus, when the effects of epidermal size are taken into account in the area-independent SI the effects of light intensity and water stress may largely disappear (Salisbury, 1927; Poole and Kürschner, 1999) . Hence, SI is generally preferred to Sd for studying the plants' response to changing [CO 2 ] (eg, Royer, 2001 ). In our records, however, changes in Sd were similar to changes in SI over the calibration period (training-set samples: r 2 = 0.51; subfossil record: r 2 = 0.55), indicating that the effect of [CO 2 ] was on stomatal development. We may, in addition, exclude the influence of light conditions for B. nana because this shade-intolerant plant grows in open tundra heath environments (de Groot et al., 1997) and self-shading is very limited (Niinemets et al., 2002) . In addition, water availability is unlikely to be an issue because the plants analysed in this study were growing on a mire. In fact, a testateamoebae record from the Kiruna peat profile indicates that from Ad 1700 to 1900 the bog was mostly characterized by wet conditions (K. Schoning, personal communication, 2007) .
Validation of stomatal-based [CO 2 ] reconstructions: are high-amplitude signals reliable?
To produce absolute quantitative measures of environmental changes it is necessary to place considerable reliance on the accuracy and precision of reconstructions (Briffa and Osborn, 1999) . It is notable that the inference-model uncertainties (RMSE) are fully comparable with models based on similar numerical techniques from other plant species (16.4-13.9 ppmv; Wagner et al., 2005) . They are, however, larger than those obtained with training sets of Ilex cassine (8.9 ppmv) and with combined training sets of Quercus robur/petraea and Betula pendula/pubescens (10.2 and 9.6 ppmv, respectively) (Wagner et al., 2004; , while they are lower than the RMSE of a training set for Tsuga heterophylla (42.8 ppmv) (Wagner et al., 2004) .
The evaluation and validation of palaeoenvironmental reconstructions is an important step to be taken prior to proxy-based reconstructions of a variable of interest because all (palaeoenvironmental) reconstruction procedures will produce a result in the form of computer output (Birks, 1998 (Figure 3 ) corresponds well to the industrial [CO 2 ] increase seen in instrumental and ice-core records (Keeling and Whorf, 2005; MacFarling Meure et al., 2006) . This corroborates the accuracy of the reconstruction in broadly capturing the long-term trend over the past c. 150 years. In addition, SF F -inferred [CO 2 ] obtained with the SF sca models are not biased by over-or underestimation of reconstructed [CO 2 ] values as is common with SF log models (eg, Wagner et al., 2005) . On the other hand, lower RMSEs and higher REs of smoothed SF F -inferred [CO 2 ] time series in the validation (Table 1) indicate that the apparent highamplitude signals in the unsmoothed time series are less reliable. The higher variability of the unsmoothed SF F -inferred [CO 2 ] time series may have three potential causes: first, the inherent variability in the phenotypic plasticity of the plants may contribute a stochastic error in the reconstruction (eg, RMSE of inference models). Second, the [CO 2 ] record used to develop the inference models (Law dome record) is in itself partly a smoothed record (smoothing resulting from enclosure of air in the ice is about 10 years at dE08, Law dome, Trudinger et al., 2003; MacFarling Meure et al., 2006) . However, Sd F -inferred [CO 2 ] would suggest a higher variability of [CO 2 ] changes than the annual instrumental record of Mauna Loa (Keeling and Whorf, 2005) . This clearly indicates that the higher amplitude of our Sd F -inferred [CO 2 ] record in comparison with icecore records can not be related to the smoothing effect of processes involved in air trapping but also to uncertainties in the SF F -based reconstructions, as was previously suggested (eg, McElwain et al., 2002; Van Hoof et al., 2005) . Third, the variability of the Sd F timeseries is higher than that of the Sd T series. We may hypothesize that the variability in the training set is lower because within-leaf variation of SF was minimized by means of a well-defined sampling strategy (Poole et al., 1996) . Subfossil leaves from the Kiruna profile were rarely complete and fragments analysed could not always be assigned to the central leaf area. This potentially influences the estimate of the combined reconstruction uncertainty, which appears to be c. three times as large as the RMSE of the inference models. Siegenthaler et al., 2005) and Law dome (MacFarling Meure et al., 2006) ) indicate that between Ad 1000 and 1850 variations of up to 12 ppmv occurred. Therefore it is generally assumed that climate changes prior to c. Ad 1850 (eg, the 'Little Ice Age', Ad 1300-1860) were mainly caused by changes in solar radiation and stratospheric-reaching aerosols from volcanic eruptions (eg, Crowley, 2000; denman et al., 2007) .
SD-inferred [CO 2 ] changes AD 1700-1850
It is well known that ice-core [CO 2 ] records are naturally affected by smoothing because of enclosure of air in the ice that removes high frequency variations from the record, so the true atmospheric variation may have been slightly larger than represented in ice core-air records (Trudinger et al., 2003; MacFarling Meure et al., 2006) . In fact, air in a sample of ice does not correspond to a single time in the past, but is a mix of air parcels that left the atmosphere over a range of times (Trudinger et al., 2003) . The main processes involved in the air trapping are (1) diffusion through the firn layer and (2) the gradual trapping of air into bubbles in ice in the lock-in zone (Trudinger et al., 2003; Siegenthaler et al., 2005) . The age spread from bubble close off is largely determined by the snow-accumulation rate, with higher accumulation-rate sites having narrower age distributions than low accumulation-rate sites. For three high-resolution ice-core records spanning the time interval Ad 1700-present, the accumulation rate is highest at dE08 (Law dome record Ad 1844 -1973 , Etheridge et al., 1996 MacFarling Meure et al., 2006) . At dE08 the smoothing corresponds broadly to a 10-year running mean (Trudinger et al., 2003) and at the dSS site (Law dome record: Ad 1-1884, MacFarling Meure et al., 2006 ) the age distribution for [CO 2 ] in ice is almost certainly wider than at dE08 (Trudinger et al., 2003) . In comparison with the dSS site, the accumulation rate at EdML is assumed very low (Siegenthaler et al., 2005 McElwain et al. (2002) , who related the discrepancy to (i) problems with the transfer functions used to predict [CO 2 ] from past SF changes or to (ii) the influence of environmental variables on Sd. We can exclude that high [CO 2 ] in the reconstruction are due to the transfer function alone because lowest values were correctly predicted with the use of the Sd log model in the validation (possibly underestimated with the Sd sca model). The influence of other environmental factors (eg, changing light intensity and water stress) are minimized (see discussion above).
In addition to generally higher values in comparison with icecore [CO 2 ] records, our Sd F -inferred reconstruction also shows two maxima of larger magnitude (c. 60-70 ppmv) and of short duration (less than 100 years) centred between Ad 1700 and 1800 (Figure 4) . A prominent maximum (within uncertainty bands) similar in timing (considering age uncertainties, Figure 1 ) and in magnitude centred at around Ad 1750 was recorded in an Sdinferred [CO 2 ] reconstruction based on T. heterophylla needles from northeastern America by Kouwenberg et al. (2005) (Figure 5 ). Because the [CO 2 ] variation also shows similarities with terrestrial air temperature trends, Kouwenberg et al. (2005) (Rundgren and Beerling, 1999) . In the latter record, reconstructed values were within the 95% confidence limits of the reconstruction (c. ± 20 ppmv). In our new Sd Finferred [CO 2 ] record, reconstruction uncertainties are larger than that (combined reconstruction uncertainty is c. ± 67 ppmv), and can therefore not confirm the conclusion of significantly higher [CO 2 ] values during the period Ad 1700-1850 with any level of confidence (Figure 4) . The reconstruction uncertainty is almost as large as the [CO 2 ] changes that occurred during glacial terminations as revealed by analysis of CO 2 trapped in Antarctic ice cores (Lüthi et al., 2008) . It is essential to reduce the reconstruction uncertainty. This may be achieved in at least two ways: (i) the reduction of the uncertainty of our inference models by adding more samples used in the calibration of the proxy (eg, Lucy et al., 2008) , and (ii) with a subfossil record characterized by lower variability in the SF time series over the validation period. The latter may be achieved if a record with higher abundance of well-preserved cuticles and complete leaves can be found. In addition, a higher datapoint density in the reconstruction period would enable the smoothing of the record thereby reducing the uncertainties of the high-frequency record.
Conclusions
With ever-increasing interest in past climate changes, it is important to assess the confidence in the quality of proxy-based reconstructions of environmental variables. Here we attempt to investigate the performance of inference models for the prediction of [CO 2 ] changes based on subfossil stomata of Betula nana leaves. We generated a training set with leaves collected from herbariums and from a short peat section and historical [CO 2 ] records from instrumental and ice-core records. Subsequently, inference models were applied to an independent subfossil SF record. The latter was obtained from a sediment core deposited over the time span from Ad 1700 to 2003 that was accurately sampled allowing for a nearannual resolution between Ad 1950 and present and a c. 5 year resolution for older samples. This well-dated record enabled the independent validation of SF-based [CO 2 ] reconstructions by comparison between observed versus predicted [CO 2 ] values showing that (i) scaling-based inference models perform better than regression-based models, (ii) the reconstruction uncertainty is larger (by a factor of two) than the uncertainty arising from the training set, and (iii) that the long-term (decadal-to centennial-scale) changes are better retained than the higher frequency changes. Hence, although our Sd F -inferred [CO 2 ] reconstruction resembles in its long-term temporal pattern another SF-inferred [CO 2 ] record from northeastern America (Kouwenberg et al., 2005) , it is clearly essential to reduce the reconstruction uncertainty to enhance the accuracy and precision of stomatal-based [CO 2 ] reconstructions.
Figure 5
Normalized SF-inferred [CO 2 ] records (zero mean and unit standard deviation) from Jay Bath (Kouwenberg et al., 2005) and from the Kiruna record (see Figure 4) 
