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Abstract— In this study the software TELEMAC-2D 
(www.opentelemac.org) is used with the OpenTURNS library 
(www.openturns.org) to quantify the uncertainty on a real 
hydraulic case. The used approach is based on the chaining of 
OpenTURNS and TELEMAC-2D using the SALOME 
platform (www.salome-platform.org) in order to implement a 
Monte Carlo-like algorithms. Each uncertain parameter (inlet 
discharge, friction coefficient) is associated to a statistical 
distribution (defined using OpenTURNS). A sufficient number 
of TELEMAC-2D runs are achieved with respect to the pre-
defined random entries in order to guarantee the convergence 
of the studied Monte Carlo-like algorithms. EDF’s cluster has 
been used to run the simulations. 
Indeed, to handle the uncertainty with the Monte Carlo 
method, it is important to run a lot of simulations in order to 
have reliable results. The obtained results are analysed 
twofold: On one hand, the effect of variability of random 
inputs is assessed at some specific points (assumed to be around 
a fictive point of interest). On the other hand, a global 
statistical analysis all over the domain is done. A spatial 
distribution of the mean water depth and its variance is 
obtained. These results are of utmost importance for 
dimensioning of protecting dykes. Furthermore, they are very 
useful when establishing scenarios for flood managing. 
However, Monte Carlo technique that while generic and robust 
is also computationally expensive. Ways to lower the cost 
typically require to replace the pure random sampling that 
form the backbone of the Monte Carlo method by alternative 
sampling methods such as the Latin Hypercube Sampling 
approach and the quasi-Monte Carlo method based on low 
discrepancy sequence. The present work aims to compare the 
behavior of these Monte Carlo-like algorithms. 
This work shows that, thanks to the availability of important 
computer resources and to an optimized software, we are able 
to consider Monte Carlo-like algorithms for uncertainty 
quantification of real hydraulic models. This critical conclusion 
was, even an unfeasible dream, couple of years ago.  
I. INTRODUTION 
Water resource management and flood forecasting are 
crucial societal and financial stakes that require a solid 
capacity of flow depth estimation that is often limited by 
uncertainties in hydrodynamic numerical models. In order to 
overcome these limits, uncertainties should be analyzed. 
Uncertainty analysis means the quantification of the 
uncertainty in the model outputs due to uncertainty in the 
input data, parameters, model structure and modelling 
assumptions.  
In this study, we investigate the effect of two uncertainty 
sources on water level calculation for extreme flood event, 
the roughness coefficient and the upstream discharge. 
Indeed, the hydraulic roughness is uncertain because flow 
measures are not available or reliable for calibration and 
validation. Discharge is also uncertain because it results 
from extrapolation of discharge frequency curves at very 
low exceeding probabilities. 
A variety of statistical methods can be used to propagate 
input uncertainties through the model into output 
uncertainties. Most classical method to propagate the 
uncertainty through the dynamical model is the Monte Carlo 
technique. This approach requires random generation of the 
ensemble of inputs from their probability distributions and 
successive deterministic model simulations to generate a lot 
of realizations of the output. The main drawback of this is 
the computational cost. A way to lower the computationally 
demanding is to replace the pure random sampling that form 
the backbone of the Monte Carlo method by alternative 
sampling methods such as the Latin Hypercube sampling 
approach and the quasi-Monte Carlo method based on low 
discrepancy sequence of Sobol. The present work aims to 
compare the behaviour of these Monte Carlo-like 
algorithms. 
This work has been carried out using the SALOME 
platform in which the hydraulic software TELEMAC-2D is 
coupled with the uncertainty library OpenTURNS. 
The paper is organized as follows: in the first section, the 
numerical tools used during the study are presented.  In 
section 3, the model is presented with a description of the 
study area, the hydraulic model and the uncertainty study. 
Then the results of the simulations are described in the 
section 4. Finally, in the last section we discuss the results 
and we draw some conclusions. 
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parameter of a model. The variance-based methods aim at 
decomposing the variance of the output to quantify the 
participation of each variable. Generally, these techniques 
compute sensitivity indices called Sobol indices. In practice, 
these sensibility indices are calculated using the Monte 
Carlo simulation. However, as for the uncertainty 
propagation, this technique requires a lot of computation 
time. So, in order to decrease the computational cost, some 
techniques such as the polynomial chaos method and 
derivative-based global sensitivity measures can be tested: 
• The polynomial chaos method is a spectral method 
which gives a representation of the random response of 
the experiment. Based on this technique, it is possible 
to obtain sensitivity indices [10].  
• When the derivatives of a computer program are 
known (Adjoint code for example), it is possible to 
apply the derivative-based global sensitivity measures 
(DGSM) [6] to perform sensitivity analysis. 
These methods reduce drastically the number of runs needed 
for the sensitivity indices estimation and should be 
applicable to more complicated studies. Therefore, in the 
same way as this work, the sensitivity analysis can be 
optimized as well with further research. 
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