Variants of general-purpose programming languages, like SystemC, are increasingly used to specify system designs that have both hardware and software parts. The system-level languages allow a flexible partitioning in the design of the hardware and software. Moreover, many properties depend on the combination of hardware and software and cannot be verified on either part alone. Existing tools either apply non-formal approaches or handle only the low-level parts of the language.
Introduction
System designs have both hardware and software parts. Traditionally, the software component of a system design is written in a programming language like C or C++, while the hardware part is written in a hardware description language such as Verilog or VHDL.
This approach has several disadvantages. First of all, the designer is forced to learn and understand several languages. Second, at the beginning of the design process, it is often unclear which parts of the functionality are to be implemented in hardware or in software. If the partitioning of the design into hardware and software is to be changed later on, expensive and time consuming re-design becomes necessary. Furthermore, two different design languages usually break the verification tool flow. Many properties of the design only hold on the combination of particular software and hardware parts, and cannot be verified on either part alone.
This motivates the idea of using uniform systemlevel design languages. These languages offer various levels of abstraction, down from netlists up to highly abstract descriptions which hide low-level implementation details. As part of this process, an abundance of C-like system design languages has emerged. They promise to allow joint modeling of both the hardware and software components of a system using a language that is well-known to engineers.
Several different projects have undertaken the task of extending the C language to support hardware specification. The earliest C-like hardware description language is HardwareC [29] from Stanford University, which is aimed at a rather low hardware-level, resembling synthesizable RTL. The SpecC language [1], developed at the University of California, Irvine, is based on ANSI-C and adds constructs for state machines, concurrency (pipelines in particular), and arbitrarylength bit-vectors. It also provides a way to modularize the design by a construct that resembles classes as offered by C++. Channels are used for synchronization and communication between modules. Handel-C [34] , developed at Oxford University, is very similar to SpecC, including the syntax for most of the extensions. As SpecC, it offers concurrency, arbitrary-length bit-vectors, and channels.
The languages mentioned above are all based on ANSI-C and share most of their features. All of them start with a high level of abstraction and bridge the gap to the lower levels by adding constructs like bit-vectors.
unique features such as four state logic signals (0, 1, Z, X) and multiple drivers for a single signal. The main motivation is efficient circuit simulation. The netlist of a SystemC model is obtained by synthesis in a similar manner as from synthesizable Verilog. SystemC also offers features not found in HDLs, such as fixed-point arithmetic. Hardware in SystemC is typically designed for synchronous execution. All components perform an action (event) at each execution step, synchronized by means of global clock signals.
The SystemC 2.0 standard aims at levels of abstraction above the RTL level, including parts that are implemented as concurrent software. Concurrent software systems typically use an asynchronous model of execution. The concurrent actions of the threads are executed in an arbitrary ordering, unless a particular ordering is enforced by the user. Thus, SystemC 2.0 adds constructs for the synchronization between concurrent threads. These constructs are based on events.
Formal Verification of System-Level Designs
Concurrent software is notoriously error-prone. Approaches based on testing are usually fail to find important concurrency bugs. Model Checking [10, 15] is a formal verification technique which is now-days commonly used in the hardware design industry. It has been shown to be especially useful in verifying concurrency.
In order to support a hardware/software co-design, it is common to use interface constructs. In essence, an interface is modeled as a process that reads and writes communication signals from the hardware part. The coordination of an interface process with software is handled by the software communication mechanism, for example, message exchange via buffers. When hardware verification methods (based on synchronous execution models as in SMV, COSPAN, etc.) are used, the interface process not only uses the communication signals as synchronization events between hardware and software parts, but also performs a function of a scheduler. The scheduler is designed to model software asynchrony by self-looping, using nondeterminism as proposed in [30] .
Traditionally, formal verification of hardware and software is done using different techniques, i.e., tools based on different algorithms, representations and principles. The tight coupling of hardware and software in a system model precludes verification of the hardware and software separately. Another problem is that for a single step in a software execution, there could be hundreds of steps done by the hardware. This difference makes traditional co-simulation inefficient. Thus, an efficient formal verification technique for designs that have both a hardware and a software part is highly desirable.
Related Work In [19] , Drechsler and Große describe how to convert a gate-level model given in SystemC into BDDs. The BDD is used for forward reachability analysis. In [31] , a very similar method is used to check equivalence between SystemC designs. Again, the design is synthesized using the SystemC compiler into a netlist represented using BDDs. Neither project supports any of the higher abstraction levels for description of system designs.
In [27] , Bounded Model Checking (BMC) [5, 4] is applied to both a circuit and an ANSI-C program. The approach is restricted to sequential ANSI-C programs, no support for concurrency is provided. Furthermore, no attempt is made to abstract the program or the circuit, which limits the capacity of the method. Also, Bounded Model Checking only shows the absence of inconsistencies up to a given bound. In order to guarantee the absence of any inconsistencies, the bound has to be larger than the Completeness Threshold [28] , which is too large for many industrial designs.
Sakunkonchak and Fujita verify the synchronization mechanisms of a SpecC program in [36] . The data is encoded using difference decision diagrams. No hardware-level constructs are supported.
In [26] , the authors apply SAT-based predicate abstraction to the equivalence checking problem. The high-level language used is ANSI-C, not a system level language, and no concurrency is supported.
This paper builds on work described in [23] , where SAT-based predicate abstraction is applied to a SpecC design. Abstraction is a principal method to combat the state space explosion problem. Abstraction techniques reduce the program state space by mapping the set of states of the actual system to an abstract, and smaller, set of states in a way that preserves the relevant behaviors of the system. Predicate abstraction [20, 16] is one of the most prominent techniques used in software verification. It is implemented by all major software model checking tools [6, 21, 3] . It abstracts data by only keeping track of certain predicates. Each predicate is represented by a Boolean variable in the abstract model, while the original variables are eliminated. The abstract program is created using Existential Abstraction [9] , which is a conservative abstraction for reachability properties. If the property holds on the abstract model, it also holds on the original program.
The drawback of a conservative abstraction is that when model checking of the abstract program fails, it may produce a counterexample that does not corre-spond to a concrete counterexample. This is called a spurious counterexample. When a spurious counterexample is encountered, refinement is performed by adjusting the set of predicates in a way that eliminates this counterexample. This is automated by Counterexample Guided Abstraction Refinement [30, 3, 8] .
Predicate abstraction tools used to employ theorem provers that implement a logic based on natural numbers in order to compute the abstraction. System-level languages like SystemC, however, require an accurate modeling of the program variables as bit-vectors. A SAT-based method that supports bit-vector semantics has been proposed in [13] . There are now versions of both Slam [17] and ComFoRT [22] , the successor to MAGIC [6] , with support for SAT as a decision procedure.
In [23] , the whole SpecC program is treated as a single software program, no attempt is made to optimize the verification of the hardware part.
This paper uses the state/event-based notation introduced in [7] for modeling SystemC programs. The modeling framework consists of labeled Kripke structures (LKS), which are directed graphs in which states are labeled with atomic propositions and transitions are labeled with actions. The combined state-based and event-based notation has been explored by a number of researchers. De Nicola and Vaandrager [33] , for instance, introduce 'doubly labeled transition systems', which are very similar to our LKSs. Kindler and Vesper [25] use a state/event-based temporal logic for Petri nets.
Contribution We formalize the semantics of SystemC by means of labeled Kripke structures. We use a model that allows labeling both states (with propositions) and the transitions (with actions for synchronization). In contrast to prior work, we automatically partition the design into a hardware and a software part. The resulting design performs fewer transitions and can be analyzed more efficiently by means of an automated and thread-modular abstraction refinement loop.
Outline We provide background information on SystemC, the computational model we use, and abstraction in section 2. We formalize the semantics of the subset of SystemC we handle in section 3. Our partitioning heuristic is described in section 4. Section 5 provides details on how to abstract the partitioned model and how to verify the abstract model. Experimental results are reported in section 6.
Background

SystemC
SystemC was originally developed for specification of low-level designs. The main motivation of SystemC is that a circuit model can be compiled using a regular C++ compiler, and then simulated efficiently. Synthesis tools can generate net-lists from SystemC. The SystemC language includes all constructs allowed in C++, albeit a very small subset is actually synthesizable.
Similar to the approach used by SpecC, modularization in SystemC is implemented by means of C++ classes: the SystemC construct SC MODULE is simply a pre-processor macro for a class definition. Communication between the modules is done by means of pointers to shared variables. These pointers are set within the constructors and expected not to change during the runtime.
SystemC allows all C++ data types. In addition to that, types for arbitrary width bit-vectors and infinite precision fixed-point values are defined.
The behavior of a module is specified by defining one or more Processes. A process is either a Method, a Thread, or a Clocked Thread. Both methods and clocked threads are special cases of threads. We therefore focus the presentation on threads only (the SystemC standard makes this distinction for greater simulation and synthesis efficiency).
Syntactically, a process is a method of a module class. Similar to VHDL or Verilog, a process has a list of events that activate the process. This list of events is called the sensitivity list of the process. As soon as the event occurs, the process is activated and executes until the process terminates or suspends its execution by means of the wait() statement. The SystemC methods are special cases of processes that do not call wait().
Events may either be generated explicitly by a thread (using the notify() statement or method), or implicitly by changing signal values. As an example, the positive edge of a clock signal is typically used as an activation event for processes that model clocked circuits.
These concepts are illustrated by an example in Figure 1: The listing shows a module m with two input ports of type bool and two threads. The first thread is sensitive to a change in the input value, and thus, could be used to model combinational circuitry. The second thread is sensitive to a positive clock edge, and thus, could be used for modeling a clocked circuit. ning, waiting, and runnable. A running thread may generate more events. Similar to SpecC, events that are generated are recorded. This is done by changing the state of any thread sensitive to the event to runnable. A single event may trigger the execution of multiple threads.
Semantics of Thread Execution
A running thread may become a waiting thread by executing the wait statement. The scheduler chooses a thread among the runnable threads to resume execution. As in Verilog, the ordering in which the runnable threads are activated is chosen non-deterministically. It is important to note that no interleavings are done between the threads unless a wait() statement is executed. This is a major difference between SystemC and other system-level modeling languages such as SpecC, which allows arbitrary interleavings between the threads [1]. In particular, there is no need to consider data races as it done for SpecC in [23] . It is important to note that the synchronization does not happen upon the generation of the event, but only upon calling wait.
Delayed Notification An event is delivered as soon as it occurs. If the thread that is meant to receive it is already in the runnable state, the event is ignored. This can result in a deadlock, as illustrated in event, and thus, the event is lost. The scheduler will execute thread b next, which will deadlock.
As an easy solution for such situations, the delivery of an event can be delayed. The example is changed as follows:
e.nodify delayed();
In this case, the event is not delivered until all threads are in the waiting state, which fixes the deadlock. This can be implemented by adding a flag bit for each event, similar as described in [23] .
Computational Model
A labeled Kripke structure [7] (LKS for short) is a 7-tuple (S, Init, P, L, T, Σ, E) with S a finite set of states, Init ⊆ S a set of initial states, P a finite set of atomic state propositions, L : S → 2 P a state-labeling function, T ⊆ S × S a transition relation, Σ a finite set (alphabet) of events (or actions), and E : T → (2 Σ \{∅})
a transition-labeling function. We often write s A −→ s to mean that (s, s ) ∈ T and A ⊆ E(s, s ).
1 In case A is a singleton set {a} we write s a −→ s rather than s {a} −→ s . Note that both states and transitions are 'labeled', the former with sets of atomic propositions, and the latter with non-empty sets of actions.
A path π = s 1 , a 1 , s 2 , a 2 , . . . of an LKS is an alternating infinite sequence of states and actions subject 1 In keeping with standard mathematical practice, we write E(s, s ) rather than the more cumbersome E ((s, s ) ). 
Abstraction
In other words,M is an abstraction of M if the 'propositional' language accepted byM contains the 'propositional' language of M , when restricted to the atomic propositions ofM . This is similar to the well-known notion of 'existential abstraction' for Kripke structures in which certain variables are hidden [8] . Two-way abstraction defines an equivalence relation ∼ on LKSs: M ∼ M iff M M and M M . We shall only be interested in LKSs up to ∼-equivalence.
Parallel Composition
We modify the notion of parallel composition in [7] to allow communication through shared variables.
Let
2 ) be two LKSs. We assume M 1 and M 2 share the same state space, i.e., S = S 1 = S 2 , P = P 1 = P 2 , and L = L 1 = L 2 . We denote by s A −→ i s the fact that M i can make a transition from s to s .
The parallel composition of M 1 and M 2 is given by In other words, components must synchronize on shared actions and proceed independently on local actions. This notion of parallel composition is similar to the definition used for CSP; see also [2] .
Formal Semantics
Preparation
Similar as in [23] , we pre-process the SystemC program. As most synthesis tools, we ignore the sc main function and assume that there is a designated top-level module. We assume the set of threads can be determined statically, i.e., the module constructors must not contain non-trivial control flow, and the object (i.e., module) instances can be determined by finite unwinding. This is similar to what most synthesis tools expect [38] . Objects which are not SystemC modules may be constructed dynamically using new, however, and thus, we support designs with a true software part that is not synthesizable.
We support C++ templates by flattening: the template code is replicated, and the template parameters are substituted by the arguments given by the instance. Object construction and destruction is replaced by corresponding calls to the construction and destruction methods, respectively. Side effects are removed by syntactic transformations, the control flow statements (if, while and so on) are transformed into guarded goto statements. We currently do not support explicit exceptions using the throw statement. We support multiple inheritance and virtual member functions by adding function pointers to the compound type.
Transformation into an LKS
We formalize the semantics of SystemC using an LKS M i for each thread. Let n denote the number of threads. The behavior of the whole SystemC program is given by the parallel composition M 1 || . . . ||M n .
In SystemC, the only point of synchronization of threads and interleaving between the threads is the wait statement. Thus, we assume n global actions Ω := {ω 1 , . . . , ω n } ⊆ Σ i that are shared among all LKSs, and n local actions τ i ∈ Σ i with ∀i = j.τ i ∈ Σ i , i.e., τ i is unique to M i . If the thread is clear from the context, we simply write s τ −→ s for a local transition of the tread.
Notation The global state space S = S 1 = . . . = S n is spanned by the variables of all modules, a program counter P C i for each thread, and the status σ i ∈ {waiting, runnable, running} of each thread. Thus, a state s ∈ S is a three-tuple (V , P C, σ) consisting of a vector V for the program variables, a vector P C for the PCs, and a vector σ for the status. Given a state s ∈ S, we denote the projection of the value of P C i or σ i from s as s.P C i and s.σ i , respectively.
v
The execution of a statement by thread i increases the PC of thread i, while the other PCs remain unchanged. Let ν i (σ) be a shorthand for P C with P C i = P C i+1 and P C j = P C j for j = i.
Initialization The SystemC 2.0 specification changed the initialization semantics. In the new version, all threads are initialized (i.e., started) once, but with no particular ordering. Thus, we define the set of initial states Init as the set of states s ∈ S such that the PCs are set to the start of each thread and that one thread is running while the remaining threads are runnable.
Transition Relation The transition relation of LKS M i is defined by splitting on the thread status. Let s denote the state from which the transition is made. If i is the running thread, i.e., s.σ i = running, assume P i (P C) denotes the instruction pointed to by P C in thread i. We do a case-split on the instruction, and thus, let I be a shorthand for P i (s.P C i ).
• If I is a notify statement, the thread i makes a τ -transition and changes the global state accordingly. Note that no synchronization with other threads is performed. The set of threads that is activated by events caused by I is denoted by A(I). Formally,
with s .V = s.V , s .P C = ν i (s.P C), s .σ j = runnable for j ∈ A(I), and s .σ j = s.σ j for j ∈ A(I).
• If I is a statement that assigns the value of the expression e to the variable x, the thread i makes a τ -transition and changes the global state accordingly. Let s(e) denote the value of the expression e evaluated in state s.
with s .x = s(e), s .y = s.y for y = x, s .P C = ν i (s.P C), s .σ j = runnable for j ∈ A(I), and s .σ j = s.σ j for j ∈ A(I). If the modification of x triggers events that other threads are sensitive to, this can be realized by an implicit notify statement after the assignment.
• If I is a guarded goto statement with guard g and target t, the thread i makes a τ -transition and changes its PC accordingly: If i is not the running thread, the only transition LKS M i is allowed to make is an Ω transition to synchronize with the wait statement of the running thread. If the action ω i is performed, the thread transitions into the running state. This is only allowed to happen if thread i is actually in the runnable state. Formally,
If action ω j with j = i is performed, the thread remains in its current state, i.e., The transitions between the states of thread i are illustrated in Figure 3. vi Before computing the abstraction, we try to identify hardware-like threads of the SystemC program. We then synthesize a transition relation which combines multiple instructions into one transition. We syntactically distinguish three different categories of threads: combinational threads, clocked threads, and unrestricted threads.
Combinational Threads Combinational threads are required to satisfy the following requirements:
1. The thread must be sensitive to all input values.
2. The thread must not be sensitive to either positive or negative edges of signals.
3. The thread must not call wait().
The thread must not contain unbounded loops.
Note that the thread does not need to be synthesizable according to the requirements of a synthesis tool; e.g., the thread may dynamically create or destroy objects. We transform combinational threads into a formula f by running Bounded Model Checking (BMC) on it as described in [27] . The thread is then removed from the model. Whenever variables that are outputs of the combinational thread are read in another thread, we add f as the constraint.
Clocked Threads Clocked threads are required to satisfy the following:
1. The thread must be sensitive to a positive or negative edge of a designated clock signal.
2. The thread must not call wait() with arguments.
3. Inside any unbounded loop, the thread must call wait().
Clocked threads are transformed into a state machine. We add a state for the beginning and end of the thread and each wait() location. The transitions between the states are the paths between the corresponding program locations. The new thread performs one transition with each step of the state machine.
Unrestricted threads are threads that are neither combinational nor clocked. They are considered to be the software part of the design, and not changed.
Model Checking with Abstraction
For verification of the SystemC program we first construct its abstract model. We employ the predicate abstraction method for the automated computation of the abstract models. We use LKSs for modeling of SystemC threads, and labels on the LKSs states correspond to predicates that we use for predicate abstraction. Abstraction with SAT System-level languages make extensive use of bit-vector constructs. As done in [23] , we therefore use SAT in order to compute the abstraction of SystemC programs. The SAT-based approach allows handling the bit-vector constructs. This section provides a short overview of the algorithm. For more information on the algorithm, we refer the reader to [13, 23] .
Recall that S denotes the (global) set of concrete states. Let α(s) with s ∈ S denote the abstraction function. The abstract model can make an A-transition from an abstract stateŝ toŝ iff there is an A-transition from s to s in the concrete model and s is abstracted tô s and s is abstracted toŝ . LetT denote this abstract transition relation. Formally,
This formula is transformed into CNF by replacing the bit-vector arithmetic operators by arithmetic circuits. Due to the quantification over the abstract states this corresponds to an all-SAT instance. For efficiency, one over-approximatesT by partitioning the predicates into clusters [24] . The use of SAT for this kind of abstraction was first proposed in [11] .
Thread-modular Abstraction The abstract models are built separately for each LKS corresponding to an individual SystemC thread. The advantage of this approach is that the individual threads are much smaller than the overall program. After abstracting the thread separately, we form the parallel composition of the abstract LKSs that then can be verified.
The following formalizes our modular abstraction approach.
Let M 1 and M 2 be two LKSs, and let π = s 1 , a 1 , . . . be an alternating infinite sequence of states and actions of M 1 M 2 . The projection π M i of π on M i consists of the (possibly finite) subsequence of s 1 , a 1 , . . . obtained by simply removing all pairs a j , s j+1 for which a j / ∈ Σ i . In other words, we keep vii from π only those states that belong to M i , and excise any transition labeled with an action not in M i 's alphabet. We now record the following claim, which extends similar standard results for the process algebra CSP [35] and LKSs [7] .
Claim 1
1. Parallel composition is (well-defined and) associative and commutative up to ∼-equivalence. Thus, in particular, no bracketing is required when combining more than two LKSs.
2. LetM i denote the abstraction of M i , and letM || denote the abstraction of the parallel composition of M 1 , . . . , M n . ThenM 1 || . . . ||M n ∼M || . In other words, the composition of the abstract machines (M 1 , . . . ,M n ) is an abstraction of the composition of the concrete machines (M 1 , . . . , M n ).
The correctness of the claim follows from the fact that only one of the threads M i can make a transition in each step. For detailed related proofs of the compositional approach, we refer the reader to [35] .
Claim 1 formalizes our thread-modular approach to abstraction. Simulation and refinement can also be performed without building the transition relation of the product machine. This is justified by the fact that the program visible state variables (V and P C) are only changed by one thread on shared transitions. Thus, abstraction, counterexample validation and abstraction refinement can be conducted one thread at a time.
Abstraction-refinement Loop Once the abstract model is constructed, it is passed to the model checker for the consistency check against the properties. In this project, we use the SatAbs model checker [14] , which implements the SAT-based predicate abstraction approach for verification of ANSI-C programs. It employs a full counter-example guided abstraction refinement verification approach. Following the abstractionrefinement loop, this project iteratively refines the abstract model of the SystemC program if it is detected that the counterexample produced by the model checker can not be simulated on the original program. Since spurious counterexamples are caused by existential abstraction and since SAT solvers are used to construct the abstract models, we also use SAT for the simulation of the counterexamples. Our verification tool forms a SAT instance for each transition in the abstract error trace. If it is found to be unsatisfiable, it is concluded that the transition is spurious. As described in [12] , the tool then uses the unsatisfiable core of the SAT instance for efficient refinement of the abstract model.
Clearly, the absence of individual spurious transitions does not guarantee that the error trace is real. Thus, our model checker forms another SAT instance. It corresponds to Bounded Model Checking (BMC) [5] on the original SystemC program following the control flow and thread schedule given by the abstract error trace. If satisfiable, our tool builds an error trace from the satisfying assignment, which shows the path to the error. A similar approach is used in [18] for DSP software. The counterexample trace includes values for all concrete variables that are assigned on the path. If unsatisfiable, the abstract model is refined by adding predicates using weakest preconditions. Again, we use the unsatisfiable core in order to select appropriate predicates.
Pointers and Dynamic Memory Allocation SystemC programs, based on C++, make frequent use of dynamically allocated objects using the new operator. We support such constructs by the following means:
• We allow pointers and pointer dereferencing operators within the predicates.
• For each pointer that is assigned a dynamic object, we have special predicates that keep track of the size and an active bit, which is set upon calling new, and cleared upon calling delete. Each time the pointer is dereferenced, we assert that the active predicate holds. We denote the predicate by α(o), for any object o.
• During the construction of Equation (1), we employ a standard, but control flow-sensitive pointsto analysis in order to obtain the set of variables a pointer may point to. This is used to perform a case-split in order to replace the pointer dereferencing operators. Dynamic objects are handled as follows: We generate exactly as many instances as there are different points that may alias to the same dynamic object.
This approach not only allows handing pointers and pointer arithmetics of SystemC programs, but also efficiently manages the size of the generated CNF equations since it avoids handling data that pointers do not point to.
Example Figure 4 shows an example of predicate abstraction in the presence of dynamically allocated objects. The left hand side shows the code to be abstracted, the right hand side shows the predicates viii struct s { s *n; int i; } *p; ... *p=new s; α( * p) p->n=new s; α( * p), α( * (p->n)) p->n->i=p->i+1; p->n->i = p->i + 1 Figure 4 . Example of Abstraction in Presence of Dynamic Objects.
that hold after the execution of the code. In order to show the last predicate, the equality of the two integer fields, the following formula is built, where D 1 and D 2 denote the two dynamic objects, and b 3 denotes the Boolean variable corresponding to the predicate p->n->i = p->i + 1:
This formula is only valid for b 3 = true, which shows the predicate.
Experimental Results
In our evaluation of the software/hardware partitioning technique, we used ZChaff [32] for the abstraction, simulation, and as Core-extractor. We used NuSMV for checking the abstract models. The experiments were performed on machine with a 2.8 GHz Intel processor with 4GB RAM.
Interrupts are a common mechanism to implement efficient data-transfer between a hardware and a software component of a system. It avoids the overhead of a polled-I/O implementation. As an example for a hardware/software Co-design, we used SystemC to model an UART together with system software that reads the data from the UART upon arrival.
The system has two modules: 1) the hardware module reads data from the environment and stores it in a register. Simultaneously, an Interrupt Service Request (IRQ) signal is raised for one cycle. 2) The interrupt service routine (ISR) is a thread of the second module. It is sensitive to the positive edge of the IRQ signal.
The property we checked was that no data that arrived at the UART was lost. We specified this property by adding a short counter to both the ISR and the UART, denoted by sw.counter and uart.counter. We verified that both counters were at most one apart.
AG uart.counter = sw.counter ∨ uart.counter = sw.counter + 1
Without partitioning, we obtained a model with a total of 25 threads. NuSMV failed to complete on even the initial abstract model with this number of threads within the one hour time limit. This large number of threads was mainly caused by threads that model combinational logic. Upon removal of these threads using the technique described in section 4, we obtained only 2 threads. The property above could be verified with a total of 25 refinement steps in 450 seconds.
After transforming the single clocked thread as described in section 4, the number of refinement steps was reduced to 4, and the property was verified in a total runtime of 35 seconds.
Conclusion
This paper formalizes the semantics of SystemC by means of labeled Kripke structures (LKSs). The LKS notation labels both states and the transitions of the model. The labels on the states allow an efficient treatment of the program data, whereas the transition labels are used to model the synchronization between the threads. The SystemC program modeled as a set of LKSs is partitioned automatically into a hardware and a software part by syntactically identifying combinational and clocked threads. Combinational threads are removed, and the transitions of clocked threads are compressed, which altogether simplifies the verification problem.
Future Work As future work, we plan to perform more aggressive simplifications of the thread structure by analyzing the abstract models. Thus, the hardware/software partitioning would no longer be static, but dependent on the abstraction, and would change during the abstraction refinement.
