Abstract: Bias due to unobserved confounding can seldom be ruled out with certainty when estimating the causal effect of a nonrandomized treatment. the instrumental variable (iV) design offers, under certain assumptions, the opportunity to tame confounding bias, without directly observing all confounders. the iV approach is very well developed in the context of linear regression and also for certain generalized linear models with a nonlinear link function. However, iV methods are not as well developed for regression analysis with a censored survival outcome. in this article, we develop the iV approach for regression analysis in a survival context, primarily under an additive hazards model, for which we describe 2 simple methods for estimating causal effects. the first method is a straightforward 2-stage regression approach analogous to 2-stage least squares commonly used for iV analysis in linear regression. in this approach, the fitted value from a first-stage regression of the exposure on the iV is entered in place of the exposure in the second-stage hazard model to recover a valid estimate of the treatment effect of interest. the second method is a so-called control function approach, which entails adding to the additive hazards outcome model, the residual from a first-stage regression of the exposure on the iV. Formal conditions are given justifying each strategy, and the methods are illustrated in a novel application to a Mendelian randomization study to evaluate the effect of diabetes on mortality using data from the Health and retirement Study. We also establish that analogous strategies can also be used under a proportional hazards model specification, provided the outcome is rare over the entire follow-up. (Epidemiology 2015;26: 402-410) U nmeasured confounding is an important possible source of bias when estimating the effect of a nonrandomized intervention, treatment, or exposure, such as in epidemiologic observational studies. in recent years, epidemiologists have slowly expanded their analytic toolbox to address unobserved confounding, by adopting the instrumental variable (iV) design, an approach for analyzing nonexperimental data. the iV approach has historically been favored by economists but has until recently received less attention in epidemiology.
U nmeasured confounding is an important possible source of bias when estimating the effect of a nonrandomized intervention, treatment, or exposure, such as in epidemiologic observational studies. in recent years, epidemiologists have slowly expanded their analytic toolbox to address unobserved confounding, by adopting the instrumental variable (iV) design, an approach for analyzing nonexperimental data. the iV approach has historically been favored by economists but has until recently received less attention in epidemiology.
1,2 a valid iV is a pre-exposure variable associated with the exposure of interest and only associated with the outcome through its association with the exposure. thus, a valid iV must not influence the outcome through a pathway other than through the exposure (the exclusion-restriction assumption), and although correlated with the exposure, the iV must be independent of unobserved confounders of the exposure-outcome association. a valid iV may be hard to find in practice, but when successfully selected to meet these criteria, an iV can sometimes be used to account for unobserved confounding bias. [1] [2] [3] [4] iV methods are particularly well developed in the context of linear models, 4, 5 and similar methods are likewise well developed for regression analysis with certain nonlinear link functions (eg, log, logit, and probit). [5] [6] [7] right-censored survival outcomes are common in epidemiologic practice, and hazard regression is typically used to model such outcomes. the cox proportional hazards model is perhaps the most popular regression framework for survival data. 8 aalen's 9 additive hazards model offers a flexible alternative for modeling associations on the hazard scale. an important appeal of additive hazards models is that unlike proportional hazards, a hazards difference is a collapsible effect measure. Specifically, collapsing over a continuous regressor in an additive hazards model can under fairly reasonable assumptions, recover a marginal additive hazards model (see eappendix, http://links.lww.com/eDe/a893, for a detailed discussion of collapsibility of the aalen model). in this article, we exploit the collapsibility of additive hazards to develop 2 straightforward approaches for iV estimation with a censored survival outcome. the first approach is a straightforward 2-stage regression approach analogous to 2-stage least squares commonly used for iV estimation in linear models. the exposure on the iV is substituted for the exposure in a second-stage additive hazards model, rather than in a standard linear regression model. the second proposed approach is a so-called control function approach, 5 which entails adding to the additive hazards regression model for the exposure effect, the residual from a first-stage regression of the exposure on the iV also known as a control function. Formal conditions are given justifying each strategy, and several extensions of the methods are also given. the new methods are illustrated below in a novel application to a Mendelian randomization study of the causal association between diabetes diagnosis and mortality using data from the Health and retirement Study. 10 Several additional results are relegated to the eappendix, http://links. lww.com/eDe/a893. there, we establish that when the disease outcome is rare, in the sense that its cumulative incidence remains low over the follow-up period under consideration, then analogous 2-stage regression and control function strategies may be used under a cox proportional hazards model. We also describe a straightforward sensitivity analysis technique to assess the extent to which a violation of the exclusion restriction might affect the proposed methods to make iV inferences under an additive hazards model, and the methods are easily extended to the cox model when appropriate.
TWO-STAGE REGRESSION APPROACH
Suppose that one has observed independent and identically distributed data on T A Z to introduce the causal model of interest, suppose that the effect of the iV Z on the outcome T is unconfounded, but the effect of A on T remains confounded whether one conditions on Z or not. let U denote the unobserved confounder of the effect of A on T, so that conditioning on U recovers the causal effect of A on T. to further ground ideas, we will suppose that the data are generated under the aalen additive hazards model:
where the model is quite flexible in the unobserved confounder association with the outcome b u ⋅ ⋅ ( ) , , which is allowed to remain unrestricted at each time point t and across time points. in the Mendelian randomization study, we will consider below, A represents binary diabetes status measured at baseline (1 if diabetic and 0 otherwise), T is time to death, and Z is a genetic risk score for diabetes, which combines several genetic variants previously established to predict diabetes risk. the approach is described in additional detail below. Finally, the right-hand side of equation (1) does not depend on Z, even though the left-hand side of the equation conditions on Z, so that the model encodes explicitly the assumption that Z and T are conditionally independent given (U, A), ie, the exclusion-restriction condition, necessary for a valid iV analysis. 11 in practice, additional pre-exposure covariates X (eg, age, sex, and education) may be observed, and one may wish to account for such covariates in an iV analysis. in order to ease the presentation, we will first describe the proposed methodology without covariates, so as to more easily focus on key ideas; later, we will describe how the methods can be modified to incorporate such covariates.
Until otherwise stated, suppose that A is continuous, eg, BMi. then, in addition to equation (1) , one may specify a standard linear model for A:
where Δ is mean zero residual error independent of Z. We do not further specify the distribution of Δ, and we allow for U and Δ to be conditionally associated given Z, ie, COV U Z ∆ ( ) ≠ , , 0 inducing confounding by U. throughout, we will assume that c z ≠ 0 so that there is a nonnull association between Z and A. However, just as with the usual iV analyses, c z may not have a causal interpretation, in the event of unobserved confounding of the effect of Z on A. We must, however, assume that any unobserved common cause of Z and A is independent of U. (2) is also easily accommodated in tiMereg. 12, 13 However, some care is generally required to obtain valid inferences about the regression parameter B(t), because one must acknowledge in computing standard errors and confidence intervals (cis), the additional uncertainty due to the first-stage estimation of M. Standard errors obtained in r will fail to appropriately account for this extra variability and thus might understate uncertainty. a simple remedy is to perform either the jackknife or the nonparametric bootstrap, either of which will produce more accurate estimates of standard errors.
14 For completeness, we also provide (in the eappendix, http://links.lww.com/eDe/a893) an analytic expression of a consistent estimator of the corrected standard error of B t * ( ). Occasionally, the first-stage ordinary least-squares estimate ˆ,ĉ c z 0 ( ) may be obtained from a sample that is independent of that used for the second-stage estimation of (4) . in this type of split-sample iV design, 15 uncertainty in the first-stage estimation can essentially be ignored, but inferences must be interpreted conditional on the external sample. a major issue in iV estimation appears when the association between the iV and the treatment is weak, the so-called problem of weak instruments. 16 When the iV is weak, standard cis may not have adequate coverage and estimates may be sensitive to small violations in the exclusion restriction. 17, 18 For this reason, it is important in practical situations to assess the strength of the first-stage association between Z and X. in case of a weak iV, split sample iV is well known to be robust to weak iV bias in the context of linear models in the sense that the bias is guaranteed to be toward the null of no causal effect. 15 the split sample iV may also be as effective to address weak iV bias in the present context.
CONTROL FUNCTION APPROACH
in this section, we consider an alternative approach to 2-stage regression. consider the submodel of (1) that further specifies the influence of the unobserved confounder U on the hazard function:
where Δ is the residual error defined in (3), ε t ( ) is a random error independent of (Δ, Z), which may not have mean zero, and the unknown function ρ 0 t ( ) is a priori unrestricted.
the model makes explicit the dependence between Δ and U, encoded in a nonnull value of ρ 0 0 t ( ) ≠ , and induces confounding bias. the residual error ε(t) introduces additional variability to ensure that the relation between U and Δ is not assumed deterministic; other than independence with (Δ, Z), the distribution of ε(t) is otherwise unrestricted (up to certain regularity conditions provided in the appendix). let h t A Z ,
( )
denote the observed hazard function of T given (A, Z), evaluated at t. then, we have the following result: RESULT 2: Under assumptions (1), (3), and (5), one has that
result 2 provides an explicit parameterization of the hazard function of T conditional on A and Z, under assumptions (1), (3), and (5). the censoring assumption can be relaxed somewhat, in that we now only require that censoring is independent of T given (A,Z). this result shows that an appropriate model specification of h t A Z , akin to the control function sometimes used in iV estimation of linear and nonlinear models. 5, 23 For estimation, we propose to use ∆ = − A M as an estimate of the unobserved residual Δ that we use to fit an additive hazards model, with regressors A, ∆ ( ) under (8) . Such an additive hazards model can be estimated using the methods and statistical software described in the previous section, and the nonparametric bootstrap applies equally as an approach to appropriately account for uncertainty due to in-sample estimation of ∆ . in situations where a split-sample iV design is adopted, the first sample estimation uncertainty can essentially be ignored. Furthermore, as in the previous section, the first-stage sample does not need to include outcome data. However, unlike in the previous section, the second-stage sample must have data collected on the iV, the exposure and the outcome for all observations, because it is necessary in the control function approach to calculate the residual A− M .
BINARY EXPOSURE
the control function approach can also be used in the context of a binary or discrete exposure. in the simple case of binary A, the methods described in the previous section apply upon estimating M using binary regression, eg, log log . 
where ε(t) is an independent mean zero error, and A and Z are binary. the assumption is best understood if
is linear in U, in which case the assumption amounts to a location shift model for the density of U conditional on A and Z, ie, (A, Z) are associated with U only on the mean scale. the assumption is certain to hold, say, if U were normal with constant variance, but the model also allows for a more flexible distribution.
RESULT 3: Assuming Z is a valid binary IV and both assumptions (1) and (5) hold, one has that
for b t 0 ( ) a baseline hazard function, and
the model of equation (8) is again an aalen additive hazards model, which can be estimated in a manner analogous to the control function approach described in the previous section for a continuous exposure. although the result assumes binary Z, we may nonetheless use model (8) 
COVARIATE ADJUSTMENT
Suppose that one has collected a vector of pre-exposure confounders X of the effects of (Z, A) on Y. in this section, we show how the proposed iV methods are easily modified to incorporate X. Formal justification for the approach is relegated to the appendix. the first-stage regression model can be formulated as followed to make explicit the dependence on X,
where c x encodes the regression association of X with A conditional on Z, and Δ is assumed to be independent of Z given X. in the appendix, we show that, under certain assumptions, the second-stage regression obtained in result 1 can be modified to account for X using the more general aalen model ( ) encoding the effect of X on the hazard of T at t, conditional on M on the additive hazards scale. two-stage estimation using the above regression models can be implemented in r using the same procedure as previously described, without additional difficulty. the control function approach can also be modified along the same lines, by fitting the regression model
instead of (8) . Formal justification for this modification can be obtained for continuous A by replacing assumption (5) with
where ε t ( ) is a random error independent of (Δ, Z, X). Our previous assumption that censoring is independent of T conditional on A and Z will need to be extended to require that censoring is independent of T conditional on A, Z, and X. in the eappendix, http://links.lww.com/eDe/a893, we formally establish that, under a rare-disease condition, analogous 2-stage regression and control function methods likewise apply in the context of cox proportional hazards model. intuitively, when the outcome is rare, the joint distribution of the iV, the unobserved confounder and the exposure in view, is nearly stable across risk sets, so that the iV assumptions are ensured to hold within each risk set, and the exclusion restriction is satisfied within each risk set. then, a cox regression analysis is essentially equivalent to a loglinear regression for the risk of the outcome performed repeatedly over the follow-up period, among persons who remain at risk for the outcome. the framework then essentially reduces to iV for loglinear regression analysis, for which 2-stage regression has previously been shown to apply under analogous assumptions as considered here.
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EMPIRICAL ILLUSTRATION
the prevalence of type 2 diabetes mellitus is increasing across all age groups in the United States possibly as a consequence of the obesity epidemic. 21, 22 in addition, no decline has been observed in the excess mortality among persons suffering from diabetes relative to persons without diabetes. 23 Obtaining an unbiased estimate of the mortality risk associated with diabetes is key to predicting the future health burden in the population and to evaluating the effectiveness of possible public health interventions.
in order to illustrate the proposed iV approach for survival analysis, we used data from the Health and retirement Study (HrS), a cohort initiated in 1992 with repeated assessments every 2 years. We used externally validated genetic predictors of type 2 diabetes as iVs to estimate effects on mortality among HrS participants. the Health and retirement Study is a well-documented nationally representative sample of persons ages 50 years or older and their spouses. 10 24 From the 12,123 participants for whom genotype data were available, we restricted the sample to 8446 non-Hispanic white persons with valid self-reported diabetes status at baseline. Self-reported diabetes in the Health and retirement Study has been shown to have 87% sensitivity and 97% specificity for Hemoglobin a1c defined diabetes among non-Hispanic white HrS participants. 25 For deaths occurring between 1998 and 2008, the date of death was confirmed through the national Death index. Mortality status for 2008-2010 was obtained by interviewing surviving relatives. Follow-up was determined as years since sampling of Dna (2006 or 2008, respectively) . the current analysis was determined exempt by the institutional review Board at the Harvard School of Public Health.
We used the control function approach discussed previously to estimate the relation between diabetes status (coded 1 for diabetic and 0 otherwise) and mortality. as genetic instruments, we used 39 independent single-nucleotide polymorphisms (SnPs) previously established to be significantly associated with diabetes. 26 For comparison, we first performed an observational analysis, which entailed fitting a standard aalen additive hazards model for diabetes. next, we implemented the proposed control-function iV approach, which is appropriate for binary endogenous variables, while the 2-stage approach is strictly justified only for continuous endogenous variable. in addition to the first-stage residual, we also adjusted for possible effect heterogeneity of the degree of selection bias by including an interaction between the first-stage residual and the first-stage risk score. all regression models further adjusted for age, sex, and the top 4 genomewide principal components to account for possible population stratification. inferences were based on 5000 nonparametric bootstrap samples.
Participants were, on average, 68.5 years old (standard deviation [SD] = 10.4 years old) at baseline and 1891 selfreported that they had diabetes (22.4%). the average followup time was 4.10 years (SD = 1.10). in total, we observed 644 deaths over 34,035 person-years. the 39 SnPs jointly included in a first-stage logistic regression model to predict diabetes status explained 3.4% (nagelkerke R 2 ) of the variation in diabetes in the study sample and were strongly associated as a set with the endogenous variable (likelihood ratio test chi-square statistic = 176.75 with 39 degrees of freedom, which corresponds to a significance value <10 −6 ). table shows results from both observational and iV analyses. in the observational analysis, being diabetic was associated with an increase in the hazard rate of beta = 0.03 (95% ci = 0.025, 0.035) per person-year. this means that over the course of the follow-up, an average of 3 additional deaths occurred for each year of follow-up in each 100 persons with diabetes alive at the start of the year, compared with each 100 diabetes-free persons alive at the start of the year, conditional on age and sex. the genetic iV approach produced a notably larger effect associated with diabetes, with a diabetes-associated increase in the mortality rate of beta = 0.08 (95% ci = 0.075, 0.090) per person-year, nearly 3 times the rate estimated by the observational additive hazards model. We obtained further evidence of negative confounding bias reflected in the observed association between the first-stage residual and mortality rate (beta = −0.023 [95% ci = −0.028, −0.017], as well as with marginal evidence of confounding bias heterogeneity (beta = −0.024 [−0.052, 0.001]). We also note that a split-sample iV analysis was obtained using external first-stage regression coefficients, 26 the results were essentially identical and are therefore omitted.
the assumption that all 39 SnPs that define the iV affect a person's time from baseline to death only through baseline diabetes status may not be entirely credible, even if all 39 SnPs only affect mortality through diabetes. this is because there is likely to be a nonnegligible direct effect from one of the SnPs to diabetes incidence among persons who are diabetes free at baseline. this would constitute a violation of the exclusion restriction and therefore would invalidate our genetic iV for assessing the mortality effects of baseline diabetes. nonetheless, although possibly positively biased under the alternative hypothesis, the 2-stage regression estimator could still be interpreted as a valid test of the null hypothesis of no association between diabetes disease (whether baseline or time-updated) and mortality. in addition, there may be further pleiotropic effects of at least one of the SnPs through a pathway not involving diabetes, which would constitute an even more serious violation, as it would also invalidate our iV analysis as a test of a causal association between diabetes and death. in light of these possible limitations, the reader should interpret these analyses with care and only as a pedagogical illustration of the methods. in the eappendix, http://links.lww.com/eDe/a893, we provide r code used to implement the HrS analysis. 
DISCUSSION
a well-known result about standard 2-stage least squares for iV estimation in linear models is that the approach is completely robust to a misspecified model for the first-stage regression. 5 in contrast, in principle, the first-stage regression in the current setting must be correctly specified in order for either of the proposed methods to be valid. this highlights the importance of performing routine regression diagnostics for the first-stage model. an important exception occurs for 2-stage regression under the null hypothesis of no causal effect of A, in which case model misspecification of the first-stage regression does not directly impact the validity of iV inferences about the causal effect of A. this local robustness property, however, does not apply to the control function approach. in the eappendix, http://links.lww.com/ eDe/a893, we further describe a straightforward modification of the 2-stage regression approach, which is guaranteed to be consistent even when the first-stage regression is misspecified and whether the null hypothesis of no causal effect of A holds or not. We briefly describe the approach, which entails substituting an estimate of the risk set-specific first-
for M in the second-stage aalen regression model. note that under independent censoring
in the eappendix, http://links.lww.com/eDe/a893, we formally establish that, after making this substitution, the second-stage aalen estimator will be consistent for the causal effect of A whether the first-stage model is correct or not, provided a separate linear model is used to estimate m Z t , , ( ) using standard ordinary least-squares analysis among person at risk at time t. Furthermore, if the cumulative risk for the failuretime outcome remains low over the follow-up, one may pool the first-stage regression across all person-time contributions to estimate a common regression model independent of t. this is because the rare-disease assumption would ensure that the regression fit remains relatively stable over the follow-up, therefore reducing to the approach described in the article. in certain settings, both A and Z may be time-updated, in which case, the methods described above may not directly apply. iV estimation of the joint effects of time-updated exposures presents several challenges, and methods to appropriately handle such challenges are beyond the scope of the article. to the best of our knowledge, methodology is currently lacking for such settings under either an additive hazards model or a cox proportional hazards model. However, iV methods to evaluate the joint effects of a time-updated exposure are available for the semiparametric accelerated failure time model of robins. 27 Unfortunately estimation of semiparametric accelerated-failure-time models can be computationally burdensome in practice, because they often require artificial censoring of subjects with observed event time. in the point-exposure case, alternative iV methods have been proposed under a structural proportional hazards model, 28, 29 which do not require artificial censoring and which do not rely on a rare-disease assumption.
However, in contrast with the methods developed herein for a proportional hazards model, earlier proposals are limited to either binary iV or binary exposure variable. 28, 29 Furthermore, existing methods for cox regression are primarily aimed at estimating a so-called complier causal effect and rely for identification on a monotonicity assumption about the effect of the iV on the exposure, an assumption we do not make in the current article (also see nie et al 30 for a related approach for estimating the complier survival curve).
the methods proposed here address an important gap in the iV literature. Previous, motivations of iV for hazard regression appropriate for binary or continuous exposures and iV have relied on less plausible assumptions or placed overly stringent restrictions and thus may be less relevant for routine application. For example, in a recent proposal, MacKenzie and colleagues 31 use an iV to estimate a cox proportional hazards model subject to additive unobserved confounding. Specifically, they focus on a so-called additive multiplicative hazards model: 32, 33 
with the key restriction
where T(a) is the potential outcome of T under treatment a. the model combines features of both the cox model and the aalen model, as it includes both an additive effect of U and a multiplicative effect of A. the restriction (14) imply that the density of T conditional on (A, U) is made to depend explicitly on the parameters µ σ , U 2 ( ) of the density of the covariate U. Such a parameterization is nonstandard and somewhat artificial in the sense that it would not naturally be entertained by an analyst if U were in fact observed. Furthermore, for inference, the authors propose an estimating equation that is only approximately unbiased provided the iV and the unmeasured confounder are nearly independent within each risk set of follow-up. this requirement will only hold provided the outcome in view is rare throughout the entire follow-up. this is a similar assumption to that we required for our iV methods to apply in a cox proportional hazards model; however, no such rare outcome assumption is needed for our methods under the aalen additive hazards model. the control-function approach described in this article may also be seen as an extension of the 2-stage residual inclusion approach of terza et al. 34 in order to ease a comparison between the 2 methods, it is helpful to restate the key assumption underlying their approach using our notation. this is best achieved by simply replacing equation (5) with the more restrictive model:
obtained by setting ε(t) ≡ 0 for all t, thus essentially assuming the relation between U and Δ is deterministic. this assumption may be unrealistic in most health-related applications, as it essentially rules out the existence of any other (unobserved) cause of A, that, like Z, may not be directly related to the outcome, ie, that Z includes all existing iVs. allowing for ε(t) in equation (5) avoids this type of restriction. it is also notable that assumption (15) may be overly restrictive for binary (or discrete) A, as the distribution of the residual Δ is completely determined by the mean M = m(Z) of A given Z, and therefore, the iV assumption that Z is independent of U is not compatible with the model. in this article, we have provided an alternative formulation of the control function approach for binary A, which circumvents this difficulty. Very recently, li et al 35 published an article in which they independently derive the special case of result 1, under the additional assumption of a constant hazards difference (2) . therefore, the current article provides a number of generalizations beyond the result of li et al, who not only considered a more restrictive additive hazards model but also formally addressed only the situation of a continuous endogenous variable. 
