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Abstract: We consider quantum quench by a time dependent double trace coupling in a
strongly coupled large N field theory which has a gravity dual via the AdS/CFT correspon-
dence. The bulk theory contains a self coupled neutral scalar field coupled to gravity with
negative cosmological constant. We study the scalar dynamics in the probe approximation
in two backgrounds: AdS soliton and AdS black brane. In either case we find that in equi-
librium there is a critical phase transition at a negative value of the double trace coupling κ
below which the scalar condenses. For a slowly varying homogeneous time dependent coupling
crossing the critical point, we show that the dynamics in the critical region is dominated by
a single mode of the bulk field. This mode satisfies a Landau-Ginsburg equation with a time
dependent mass, and leads to Kibble Zurek type scaling behavior. For the AdS soliton the
system is non-dissipative and has z = 1, while for the black brane one has dissipative z = 2
dynamics. We also discuss the features of a holographic model which would describe the
non-equilibrium dynamics around quantum critical points with arbitrary dynamical critical
exponent z and correlation length exponent ν. These analytical results are supported by
direct numerical solutions.
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1 Introduction and Summary
There has been a lot of interest in understanding the problem of thermal or quantum quench
[1, 2] using gauge-gravity duality [3]. One set of works concentrate on the question of ther-
malization by horizon formation [4]-[8] and possible resolutions of spacelike singularities [9].
Recently there have been several studies of holographic quench which involve critical points.
In [10] two of us initiated the study of holographic quench across finite temperature and
finite chemical potential critical points, and found hints of a mechanism which gives rise
to Kibble-Zurek scaling in critical dynamics [1, 11]. This mechanism was confirmed for a
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zero temperature but nonzero chemical potential quantum critical point in [12]. In slightly
different directions [13, 14] studied relaxation dynamics following a thermal quench from a
broken symmetry phase and [15] studied scaling behavior of final values of observables due
to a thermal quench. Quantum quench in solvable large-N field theories without the use of
gauge-gravity duality has been studied in [16–19].
In [10] and [12] the quench was due to a homogeneous time dependent source for a scalar
order parameter which translates to a time dependent Dirichlet boundary condition on the
strongly self-coupled bulk scalar field. The other parameters in the theory were tuned such
that in the absence of a source the theory is critical. The dynamics was then studied in the
probe approximation by considering a source which is slowly varying at early and late times
and which crosses zero (i.e. the location of the critical point) at some intermediate time. In
this setup scaling behavior appears due to a few key facts
• At the equilibrium critical point the linearized bulk equation of motion for the scalar
has a zero mode. This results in a breakdown of adiabaticity when the source becomes
small characterized by a power law in the rate of change of the source v.
• In the critical region, and only in this region, there a new expansion for small v. This is
an expansion in fractional powers of v, with exponents determined by the equilibrium
critical exponents.
• In the lowest order of this expansion in fractional powers of v, the bulk dynamics is
dominated by the zero mode. This zero mode then satisfies an ordinary differential
equation which is basically the dynamics of the order parameter. In this equation, the
boundary condition appears as a source term. This equation has a scaling solution
displaying Kibble-Zurek scaling.
The setup in [10] and [12] involved a nonzero chemical potential and/or nonzero temper-
ature. The background in [10] is a charged black brane with a neutral self coupled scalar [20],
while that in [12] is an AdS soliton with a constant gauge field and a self coupled scalar - a
variation of the setup of [21]. In both cases the resulting dynamics of the order parameter
is non-relativistic with dynamical critical exponent z = 2, even though the underlying bulk
dynamics is relativistic. It is possible that the zero temperature limit of the setup of [10] may
lead to a z = 1 dynamics. However the zero temperature limit the phase transition found in
[20] and probed in [10] becomes a Berezinski-Kosterlitz-Thouless transition and we were not
able to get any analytic handle on the dynamics.
So far all studies of quantum or thermal quench using holographic methods have dealt
with time dependent external sources. A useful example to keep in mind is a magnet in
the presence of a time dependent magnetic field. Critical dynamics can be then studied by
tuning the temperature to the critical value. In a Landau-Ginsburg language this corresponds
to a time dependent inhomogeneous term in the LG equation. In many situations, this is
not a natural thing to do. For example in a superconductor an external source for the
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order parameter is not very natural, though it can be achieved by considering junctions. On
the other hand, the standard tuning parameter in a critical transition is the term in a LG
hamiltonian which is quadratic in the order parameter: we will call this a LG mass term.
In this paper we initiate the study of quench by such a time dependent LG mass using
holographic techniques. While studying holographic quench with time dependent external
source is straightforward because it maps to a time dependent boundary condition for the dual
field, a time dependent LG mass quench would involve addition of a double trace deformation
with a time dependent coefficient, κ(t). As is well known this implies a modified boundary
condition for the bulk scalar [25]. In equilibrium [22] found that for a class of scalar potentials,
there is a critical phase transition at κ = κc where κc < 0. Naively, from the field theory
viewpoint, a deformation with negative κ appears to lead to an instability. However it has
been shown in [22] and [23] this is not necessarily correct - typically there is a stable ground
state with scalar hair for κ < κc. For vanishing temperature and vanishing chemical potential
κc = 0, while for a nonzero temperature (i.e a black hole background) T one has κc ∝ T .
In the following we will show, not surprisingly, that there is a similar transition when the
background is a AdS soliton.
We consider the simplest situation where such a transition occurs. The bulk action is
given in LAdS = 1 units
S =
∫
dd+2x
√
g
[
1
8piGN
(R+ d(d+ 1))− 1
λ
(
(∇φ)2 +m2φ2 + V (φ))] (1.1)
where φ is a neutral bulk scalar. We will consider the limit λ  GN so that the scalar can
be treated as a probe field whose dynamics does not affect the gravity background. We will
consider potentials V (φ) which have a power series expansion in φ. As will become clear
soon, the critical behavior is determined by the leading nonlinearity in V (φ), so it would be
sufficient to consider monomials.
First we study the equilibrium transition in three such backgrounds. The first is pure
AdSd+2, which is the relevant geometry when all the spatial directions are noncompact,
ds2 = r2(−dt2 + d~x2 + dw2) + dr
2
r2
(1.2)
The second is a AdSd+2 soliton which is the relevant geometry when one of the spatial
directions, w is compact with some radius R0,
ds2 = r2(−dt2 + d~x2 + fs(r)du2) + dr
2
r2fs(r)
fs(r) = 1−
(r0
r
)d+1
, r0 =
4pi
(d+ 1)R0
(1.3)
The third is a AdSd+2 black brane with all boundary directions non-compact. The metric is
ds2 = −r2fb(r)dt2 + r2(d~x2 + dw2) + dr
2
r2fb(r)
fb(r) = 1−
( r¯0
r
)d+1
, r¯0 =
4piT
(d+ 1)
(1.4)
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In all these cases the asymptotic form of the solution for the scalar has the form
φ(r, ~x, t, u)→ r−∆−A(~x, u, t) (1 +O(1/r2))+ r−∆+B(~x, u, t) (1 +O(1/r2)) (1.5)
provided the solution becomes small near the boundary. In (1.5)
∆± = (d+ 1)/2±
√
(d+ 1)2/4 +m2 (1.6)
We will work in the mass range −(d + 1)2/4 ≤ m2 ≤ −(d + 1)2/4 + 1 so that we have
two possible quantizations [24]: the standard quantization with A as the source and the
alternative quantization with B as the source. The dimensions of the dual operator O in
these two quantizations are ∆+ and ∆− respectively.
It is also possible to impose boundary conditions
B(~x, u, t) = κ(~x, u, t)A(~x, u, t) (1.7)
As is well known, this corresponds to addition of a term [25]∫
dd+1x κO2 (1.8)
to the field theory action.
We will first show explicitly for suitable potentials that for a constant κ all these back-
grounds admit critical points. For AdSd+2 the critical value is κ = 0 : for κ < 0 there is a
nontrivial solution of the equations of motion which is regular everywhere and satisfies the
specified boundary conditions. This means that for the dual operator 〈O〉 6= 0. Near the
critical point we verify that
〈O〉 ∼ (−κ)∆−/(∆+−∆−) (1.9)
as required by scale symmetry. The scaling behavior is independent of the nature of the
potential whose properties enter only in the overall coefficient.
For the AdSd+2 soliton as well as the AdSd+2 black brane, the critical value of κ is at
some finite value κc < 0 and the condensate appears for κ < κc. This is shown by a direct
numerical solution. It turns out that the value of κc can be determined analytically in closed
form, following the treatment of [22] and is independent of the nature of the non-linearity.
As is usual in such situations, there is a zero mode of the linearized equation at κ = κc : here
the zero mode has a closed form in terms of hypergeometric functions. We verify that our
numerical solution for φ4 and φ6 potentials agrees with this. The critical exponent can be
also determined analytically. When the leading nonlinearity is φn+1 , one gets
〈O〉 ∼ (κc − κ)1/(n−1) (1.10)
Note that in standard notation the critical exponent β is given by
β = 1/(n− 1) (1.11)
– 4 –
Our numerical results are consistent with the behavior (1.10). We also verify numerically
that the critical behavior is indeed determined by the leading non-linearity.
We then consider the response of the system to a time dependent but homogeneous κ(t)
for the AdSd+2 soliton and AdSd+2 black brane backgrounds, staying in the probe approx-
imation. For these backgrounds, the radius of the compact dimension (for the soliton) or
the temperature (for the black brane) provides a scale, so that we can meaningfully talk
about slow and fast quenches. We concentrate on slow quench starting deep in the ordered
phase, crossing the critical point κc at some intermediate point and asymptoting to some
other constant value at late times. Following the lines of [10, 12] we study the breakdown of
adiabaticity and show that in a way similar to these works the critical region is characterized
by an expansion in fractional powers of the rate and by the dominance of the zero mode. For
a fast quench we expect a chaotic behavior to set in [27]. Unlike these previous works, the
function κ(t) now appears as a time dependent mass term in the effective LG dynamics of
the zero mode and hence the order parameter. This is consistent with the fact that in the
field theory, κ(t) is indeed the coefficient of O2.
The ensuing critical dynamics for the soliton and the black brane are different. For the
soliton, the dynamics is relativistic and non-dissipative. This is expected since in the field
theory is at zero temperature and there is no chemical potential. The dynamics in the black
brane background has z = 2 and is dissipative, as would be expected for a finite temperature
situation.
Finally we solve the time evolution numerically and provide evidence for the scaling
behavior discussed above.
In Section 2 we set up the equilibrium problems, show the existence of the critical point
for negative constant κ and derive the critical exponents. Sections 3 and 4 deal with quantum
quench due to a time dependent κ(t) for the soliton and black brane backgrounds respectively.
In section 5 we present our numerical results. In section 6 we discuss arbitrary critical
exponents z and ν and the relationship of our scaling solutions with standard Kibble-Zurek
scaling. Section 7 contains brief remarks and the appendix discusses the solution of a toy
model which justifies some key ingredients in our discussion of section 4.
2 The equilibrium critical point
In the probe approximation the only relevant equation we need to solve is the scalar field
equation. For the backgrounds (1.2) or (1.3) and fields which depend only on t and r this
equation is
− 1
h(r)
∂2t φ+
1
rd−2
∂r(r
dg(r)∂rφ)−m2r2φ− r2V ′(φ) = 0 (2.1)
where
g(r) =

r2, for AdSd+2
r2fs(r) for AdSd+2 soliton
r2fb(r) for AdSd+2black brane
(2.2)
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and
h(r) =
{
1 for AdSd+2and AdSd+2 soliton
fb(r) for AdSd+2 black brane
(2.3)
We first need to find static solutions of (2.1) which are regular in the interior and which
satisfy the boundary condition (1.7) at the boundary (with constant A,B, κ).
2.1 Pure AdSd+2
For pure AdSd+2 and a φ
4 potential regularity means that the value of the field at r = 0 is
fixed to the attractor value
φ(r = 0)AdS =
√
−m2 (2.4)
To find a solution to the non-linear equation consider integrating the equation by imposing
the condition at small 
φ() = φ(r = 0)AdS − c∆v c > 0 ∆v =
√
(d+ 1)2/4− 2m2 − (d+ 1)/4 (2.5)
This form is dictated by the solution near r = 0 where the departure from the attractor value
is small so that the equation can be linearized. The solution to the full nonlinear equation
may be therefore written as φ(r, c), which gives us a one parameter class of solutions. However
the equation has a scaling symmetry under
r → λr φ→ φ (2.6)
which immediately implies that the solution satisfies
φAdS(r, c) = φAdS(rc
−1/∆v , 1) (2.7)
The solution near the boundary r = ∞ is of the form (1.5) with constant A and B - the
scaling symmetry then implies
|A| ∼ c
∆−
∆v |B| ∼ c
∆+
∆v =⇒ |κ| ∼ c
∆+−∆−
∆v (2.8)
In alternative quantization, A is the expectation value of the dual operator and the above
relations immediately implies (1.9).
The solution φ(r, c) can be found easily by numerically solving the nonlinear equation.
We find that there is a nonsingular solution for any negative κ which satisfies the above
scaling behavior.
Note that the scaling argument given above does not depend on the potential being φ4,
and is valid for an arbitrary potential V (φ). The value of the attractor is generally given by
m2φ+ V ′(φ) = 0 (2.9)
and the behavior for small r becomes a bit complicated, though still determined by a linear
equation. Nevertheless the same scaling behavior (1.9) would follow. The numerical coefficient
will of course depend on the details of the potential.
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2.2 AdSd+2 soliton
For the AdSd+2 soliton (1.3) regularity at the tip r = r0 = 1 implies that the field can attain
any value φ0 at r = r0 while the derivative is given by
dφ
dr
(r = r0) =
1
d+ 1
[
m2φ0 + V
′(φ0)
]
(2.10)
The static solution may be now obtained by starting at some φ0 and integrating out to
r = ∞. As we will see below, straightforward numerical integration then shows that a non-
trivial regular solution exists only when κ < κc where the critical value κc is a negative
number to be determined shortly.
In the rest of the paper we will use r0 = 1 units
As is usual in such cases (e.g. for holographic superconductors [26] ) the trivial solution
with φ = 0 is in fact unstable for κ < κc. To see this, let us write the linearized equation of
motion as
− ∂2t φ = D˜φ
D˜ ≡ −r2−d ∂
∂r
(
rd+2fs(r)
∂
∂r
)
+m2r2 (2.11)
This equation can be cast into a Schrodinger form by changing coordinates to ρ
ρ(r) =
∫ ∞
r
ds
s2f
1/2
s (s)
(2.12)
and redefining the field to ψ(ρ, t)
φ(r, t) =
1
[r(ρ)]
d
2
−1
(
dρ
dr
)1/2
ψ(ρ, t) (2.13)
Note that
ρ ∼ 1/r r →∞
ρ ∼ ρ? + 2
√
r − 1√
d+ 1
r → 1 (2.14)
where ρ? is finite. For d = 3 we get ρ? = 1.311. Using the explicit form of fs(r) the equation
(2.11) becomes
− ∂2t ψ = Dψ (2.15)
where
D = −∂2ρ + V0(ρ)
V0(ρ) = m
2r2 +
4d[(d+ 2)r2d+2 − (d+ 3)rd+1]− (d− 1)2
16rd−1(rd+1 − 1) (2.16)
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This operator appeared in [12] where it was shown that with boundary conditions correspond-
ing to either standard or alternative quantization this has a positive spectrum. However with
the modified boundary condition B = κA with κ < 0 this is no longer true. In fact there is
a specific value of κ where the operator D has a zero mode. The equation D˜φ = 0 (which is
equivalent to Dψ = 0) is in fact the same as equation (B.1) in [22] and we can borrow the
results. The solution which is regular at r = 1 is given by
φ0(r) = A
(
r−∆−F 21
[
∆−
d+ 1
,
∆−
d+ 1
,
2∆−
d+ 1
, r−(d+1)
]
+Br−∆+F 21
[
∆+
d+ 1
,
∆+
d+ 1
,
2∆+
d+ 1
, r−(d+1)
])
(2.17)
where
B = − Γ(
2∆−
d+1 )[Γ(1− ∆−d+1 ]2
Γ(2− 2∆−d+1 )[Γ( ∆−d+1)]2
. (2.18)
The asymptotic expansion of this solution at r = ∞ can be read off trivially. Clearly the κ
for this solution is κ = B. This must be the critical value, κc which is thus determined to be
κc = −B (r0)d+1−2∆− (2.19)
where we have restored factors of r0. The zero mode φ0 will play a key role in what follows.
For κ < κc the operator has negative eigenvalues which implies that the trivial solution
is unstable.
In the following we will also need the behavior of the lowest eigenvalue λ0 of D for κ < κc.
Generically one would expect that this would vanish linearly,
λ0(κ) = −c0(κc − κ). (2.20)
We have checked this numerically for d = 3 and m2 = −15/4 and obtained c0 = 0.762589.
We also checked that κc = −0.495 which is consistent with (2.19) and 2.18). This behavior
will be important in the dynamics.
2.2.1 Effect of non-linearity
We now consider the effect of non-linearity in the static solution. Consider a Z2 invariant
potential of the form 1
V (φ) =
∞∑
q=2
λqφ
2q. (2.21)
For simplicity we will assume all the λq’s to be positive. We want to find solutions of the full
nonlinear equation with specified boundary conditions at r = ∞ and regular in the interior.
Such solutions can be constructed by numerical integration starting with a given value of
φ0 and obtaining the solution φ(r;φ0) from which the leading and subleading terms in the
asymptotic expansion, A and B can be calculated, thus determining κ(φ0). In all the cases
1See [31] for a discussion of scalar effective potential in AdS background.
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we have studied, the solution is trivial for any κ > κc while for κ < κc there is a nontrivial
solution, leading to a nonzero order parameter in the boundary theory. It is expected (and
we can also verify numerically) that κc is only a function of m
2 and it is independent of
λq. Furthermore, as is usual in mean field theory, the critical exponent is determined by
the leading nonlinearity. For example, if lowest nonvanishing term is V (φ) = 14φ
4 then one
expects
〈O〉soliton ∼ (κc − κ)1/2. (2.22)
This is standard mean field behavior. The exponent should not be affected by the presence
of nonvanishing λq with q > 2.
Figure (1) shows the result of a numerical solution of the static equations of motion for
d = 3,m2 = −15/4 for two potenitals : (i) λ2 = 1 with all the other λq vanishing and (ii)
λ2 = 1, λ3 = 20 with the other λq vanishing
-0.498 -0.497 -0.496
Κ
0.05
0.10
0.15
<O>
Φ
4 and Φ4+ Φ6 Theory
Figure 1. The order parameter as a function of κ for φ4 (blue) and φ4 +φ6 (red) theory. The critical
value is around -0.495129
The critical coupling κc is found to be κc = −0.495129 which is the same for both
potentials and consistent with (2.18) and (2.19) for this value of d,m2. Clearly the behavior
of the order parameter near the critical point is the same for both potentials while the behavior
differs far away from the critical point. Figure (2) shows the determination of the critical
exponent for bth potentials.
If the leading non-vanishing non-linear term is of O(φn+1), i.e. V (φ) = 1n+1φ
n+1 + · · · ,
then we get,
〈O〉soliton ∼ (κc − κ)β (2.23)
where β = 1(n−1) . This is standard mean field multicritical behavior (for a numerical verifica-
tion see Fig 4).
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Log@Κ_c-ΚD-4.5
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-3.5
-3.0
-2.5
-2.0
Log@OD
Φ
4 and Φ4+ Φ6 Theory
Figure 2. Plot of log〈O〉 versus log(κc − κ) for φ4 (blue) and φ4 + φ6 (red) theory. The fit for
blue line is, log〈O〉 = 1.01802 + 0.500572 log(κc − κ) and that for the red line is log〈O〉 = 0.96698 +
0.495077 log(κc − κ)
The critical exponent in fact follows from the equation itself. In terms of the redefined
field ψ(ρ, t) ( see Eqs. (2.11) - (2.16)), the static equation of motion is
Dψ +G(ρ)ψn = 0 (2.24)
where
G(ρ) ≡ r
2−d
fs(r)1/2
(2.25)
Near κ = κc the solution itself is small and may be expanded as
ψ(ρ;κ) = β
(
ψ(0)(ρ) + ψ(1)(ρ) + 2ψ(2)(ρ) + · · ·
)
(2.26)
where
 ≡ (κc − κ) (2.27)
where the number β has to be determined by substituting the expansion in (2.25) and equating
terms order by order in . This may be easily seen to determine β = 1(n−1) .
2.3 AdSd+2 Black Brane
The equilibrium solutions for the AdSd+2 black brane are identical to those for the AdSd+2
soliton with the replacement r0 → r¯0. This is clear from the full equation (2.1) and the form
of the functions fb(r) and fs(r) in (1.3) and (1.4).
However, the passage to the Schrodinger form of the equations is different, which leads to
a different dynamics. As explained below, it is useful to use Eddington-Finkelstein coordinates
which are regular at the horizon,
u = ρ¯− t dρ¯ = − dr
r2fb(r)
(2.28)
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Κ
0.05
0.10
0.15
<O>
Φ
6 Theory
Figure 3. The order parameter as a function of
κ for φ6 theory. The critical value is around -
0.495129.
-20 -18 -16 -14 -12
Log@Κ_c-ΚD-4.5
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-2.5
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Φ
6 Theory
Figure 4. Plot of log〈O〉 versus log(κc − κ)
for φ6 theory. The fit is log〈O〉 = 1.07161 +
0.250041 log(κc − κ)
so that the metric becomes
ds2 = r2(d~x2 + dw2)− 2dudr − r2fb(r)du2 (2.29)
In terms of fields
χ(u, ρ¯) = rd/2φ(r, t) (2.30)
The full equation of motion becomes
− 2∂u∂ρ¯χ = Pχ+ G¯(ρ¯)χ3 (2.31)
where
P ≡ −∂2ρ¯ + V¯0(ρ¯)
V¯0(ρ¯) ≡ r2fb(r)
[
d
2
r∂rfb(r) +
d(d+ 2)
4
fb(r) +m
2
]
G¯(ρ¯) ≡ fb(r)
rd−2
(2.32)
In the following we will use this form of the equations of motion to examine the dynamics.
The discussion of multicritical points is exactly the same as that in the AdS soliton
background in the previous section and will not be repeated here.
3 Slow Quench with a time dependent κ in AdSd+2 soliton background
We now study the response of the system in the AdSd+2 soliton background to a time de-
pendent κ which starts off slowly at early times in the ordered phase κi < κc, crosses κc and
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asymptotes at late times for some other value κf > κc. The details of the protocol are not im-
portant - however the manner in which the coupling crosses the critical value is relevant. We
consider a quench which is linear near κ ∼ κc, though all the considerations can be trivially
extended to nonlinear quenches. For concreteness we consider the protocol
κ(t) = κc + a tanh(vt) (3.1)
with v  1. Note that we are using units r0 = 1 so what we really mean is that v  r0.
3.1 Breakdown of Adiabaticity
At early times, the response of the system is adiabatic. The solution to the equation of motion
(2.24) can be then obtained in an adiabatic expansion
ψ(ρ, t;κ) = ψ0(ρ;κ(t)) + ψ1(ρ, t;κ) + 
2ψ2(ρ, t;κ) + · · · , (3.2)
where the static solution is denoted by φ0(r;κ) and  is the adiabaticity parameter. In the left
hand side of equation (2.24) we now need to replace ∂t → ∂t and equate terms with the same
power of . The n-th order contribution to the solution, φn satisfies a linear, inhomogeneous
equation with the source being determined by the φm with m < n.
For the φ4 theory the two lowest order corrections satisfy[D + 3G(ρ)ψ20]ψ1 = 0[D + 3G(ρ)ψ20]ψ2 = −∂2t ψ0 − 3G(ρ)ψ21ψ0 (3.3)
Note that ψn for n > 0 satisfy vanishing boundary conditions at infinity and regularity
conditions in the interior. Since ψ1 satisfies a homogeneous equation there is no nontrivial
solution. The lowest order correction to the adiabatic solution is therefore ψ2
ψ2(ρ, t;κ) = −
∫ ρ?
0
dρ′G(ρ, ρ′)∂2t ψ0(ρ′, κ(t)) (3.4)
where G(ρ, ρ′) is the Green’s function of the operator [D + 3G(ρ)ψ20].
Exactly at κ = κc the operator D has a zero mode. At this point the Green’s function
diverges and adiabaticity fails. As found in the previous section, the smallest eigenvalue for
a κ close to κc is proportional to (κ− κc). Furthermore we also found that ψ0 ∼ (κc − κ)1/2.
Thus the lowest eigenvalue of the entire operator
[D + 3G(ρ)ψ20] is proportional to (κc − κ).
This gives an estimate of ψ2 as we approach the critical point,
ψ2 ∼ 1
κc − κ(t)∂
2
t
√
κc − κ(t) = 1
2(κc − κ)3/2
[
∂2t κ(t) +
(∂tκ)
2
κc − κ(t)
]
(3.5)
The adiabatic expansion breaks down once ψ2 ∼ ψ0 which leads to the condition[
∂2t κ(t) +
(∂tκ)
2
κc − κ(t)
]
∼ (κc − κ)2 (3.6)
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For the protocol like (3.1), or any other protocol which is linear in time as it crosses κc this
leads to the estimate for the time when adiabaticity fails, tad
tad ∼ v−1/3 (3.7)
At this time the value of the order parameter is then
〈O〉 ∼ (vtad)1/2 ∼ v1/3 (3.8)
This analysis can be easily repeated for multicritical points - this will be discussed in detail
in a separate section.
3.2 Dynamics in the critical region
Once adiabaticity is broken there is no power series expansion in v. We will now show that
there is nevertheless an expansion for small v, but in fractional powers of v. To see this let
us rescale
ψ(ρ, t) = v1/3ϕ(ρ, t) t = v−1/3η (3.9)
The equation of motion (??) now becomes
Dϕ = v2/3 (−∂2ηϕ−G(ρ)ϕ3) (3.10)
Now decompose the field in terms of eigenfunctions of D
ϕ(ρ, η) =
∑
n
χn(ρ)ξn(η)
Dχn = λn(κ)χn (3.11)
The eigenvalues of course depend on the boundary conditions. We have expressed this ex-
plicitly by denoting them by λn(κ). The equation (3.10) becomes
λn(κ)ξn(η) = v
2/3
(−∂2ηξn − Cnm1,m2,m3ξm1ξm2ξm3) (3.12)
where
Cnm1,m2,m3 ≡
∫ ρ?
0
dρG(ρ)ϕ?n(ρ)ϕm1(ρ)ϕm2(ρ)ϕm3(ρ) (3.13)
In the previous section we showed explicitly that the lowest eigenvalue of D is of order (κc−κ).
In fact generically for theories with ν = 1/2
λn(κ) = λn(κc)− cn(κc − κ) +O[(κc − κ)2] cn > 0 (3.14)
Using the fact that
κc − κ(t) ∼ −a(vt) = −av2/3η (3.15)
in the critical region, the equation (3-12) becomes
λn(κc)ξn(η) = v
2/3
(−∂2ηξn − acnηξn − Cnm1,m2,m3ξm1ξm2ξm3) (3.16)
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The boundary condition gives rise to a time dependent mass term in the equation for the
mode functions. Recall that λ0(κc) = 0. The dominance of this zero mode for small v is
manifest in this equation. All the other modes are at least O(v2/3). The zero mode satisfies
an effective Landau-Ginsburg dynamics,
∂2ηξ0 + c0η + C
0
000ξ
3
0 = 0 (3.17)
The order parameter, which is given in terms of the asymptotic behavior of the field, also
satisfies this equation to lowest order. Reverting to the original variables we see that the
order parameter as a function of time has the scaling behavior
〈O〉(t; v) = v1/3〈O〉(tv1/3; 1) (3.18)
The dynamics is relativistic and, as will be discussed in a later section, consistent with z = 1
Kibble Zurek scaling.
Once again the scaling solution for multicritical points follow along similar lines, as
discussed below.
4 Slow quench with a time dependent κ: AdSd+2 black brane
The analysis for the response to a slow quench in a black brane background is quite similar
to above, but the results are rather different. We will not detail the analysis, but give the
essential equations, highlighting the results. The key difference arises from the presence of
a horizon in this geometry. We need to impose ingoing boundary conditions at the horizon.
Equivalently, in the ingoing Eddington-Finkelstein coordinates we are using we need to impose
a regularity at the horizon r = 1 (in r¯0 = 1 units) [28].
The time coordinate is now u, so that the protocol is
κ(u) = κc + a tanh(vu) (4.1)
Note that on the boundary u becomes the same as the usual time t and in fact for any r
we have ∂t|r = ∂u|r, so that on the boundary this represents a time dependence identical to
(3.1).
4.1 Breakdown of Adiabaticity
Let us first discuss usual critical points (φ4 potential). Since the equation of motion (2.31) is
first order in u derivatives the first order correction to the adiabatic result is non-vanishing.
In the expansion
χ(ρ¯, u;κ) = χ0(ρ¯, κ(u)) + χ1(ρ¯, u) + · · · (4.2)
the first order correction χ1 satisfies[P + 3G¯(ρ¯)χ20]χ1 = −2∂u∂ρ¯χ0 (4.3)
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An analysis identical to the one between equations (3.3) and (3.5) then leads to
χ1 ∼ 1
κc − κ(u)∂u
√
κc − κ(u) (4.4)
The condition χ0 ∼ χ1 then leads to the adiabaticity breaking time
uad ∼ v−1/2 (4.5)
while the expectation value of the operator at this time is
〈O〉 ∼ v1/4 (4.6)
The extension of these results to multicritical points with the leading term in the potential
being φn+1 is straightforward, leading to
uad ∼ v−1/2 〈O〉 ∼ v
1
2(n−1) = vβ/2 (4.7)
We will show below that these results are consistent with the general Kibble-Zurek relations.
4.2 Dynamics in The Critical Region
For the φ4 theory we first rescale
χ(ρ¯, u) = v1/4χ¯(ρ¯, η) u = v−1/2η (4.8)
so that the equation (2.31) becomes
Pχ¯ = −v1/2 [2∂ρ¯∂ηχ¯+ G¯(ρ¯)χ¯3] (4.9)
Unlike the soliton, the spectrum of P is now continuous. Therefore the mode decomposition
(3.11) is replaced by
χ¯(ρ¯, η) =
∫
dk χ¯k(ρ¯;κ)ξ¯
k(η) (4.10)
where
Pχ¯k(ρ¯;κ) = λ¯(k;κ)χ¯k(ρ¯;κ) (4.11)
so that instead of (3.12) we get
λ¯(k;κ)ξ¯k = −v1/2
[∫
dk′B¯kk′∂η ξ¯k
′
(η) +
∫
dk1dk2dk3 C¯
k
k1k2k3 ξ¯
k1 ξ¯k2 ξ¯k3
]
(4.12)
where
B¯kk′ =
∫
dρ¯ χ¯k(ρ¯)∂ρ¯χ¯k′(ρ¯)
C¯kk1k2k3 =
∫
dρ¯ G¯(ρ¯)χ¯k(ρ¯)χ¯k1(ρ¯)χ¯k2(ρ¯)χ¯k3(ρ¯) (4.13)
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Since the operator P is related to the operator D in (2.11) by a similarity transformation
(with the replacement r¯0 → r0) the behavior of the eigenvalues λ¯(k;κ) near κ = κc is the
same as that of λn in (3.14)
λ¯(k;κ) = λ¯(k;κc)− c¯(k)(κc − κ) +O((κc − κ)2) (4.14)
and using the time dependence of κ(u) near κc we get
λ¯(k;κc)ξ¯k = −v1/2
[
ac¯(k)ηξ¯k +
∫
dk′B¯kk′∂η ξ¯k
′
(η) +
∫
dk1dk2dk3 C¯
k
k1k2k3 ξ¯
k1 ξ¯k2 ξ¯k3
]
(4.15)
Recall that there is a zero mode at κ = κc where the left hand side of (4.15) vanishes. If the
spectrum of λ¯(k;κc) were discrete it is clear from (4.15) that the zero mode dominates the
dynamics. This is what happens for the AdS soliton in the previous section. However the
operator P with κ = κc has a continuous spectrum and one has to careful. This analysis is,
however, identical to that of [10].
The equation (4.15) suggests a solution which is an expansion in v1/2 as follows
ξ¯k(η) = δ(k)ξ˜0(η) + v1/2ξ˜k(η) +O(v) (4.16)
where again to lowest order in small v
0 = B00∂η ξ˜0(η) + ac¯0ηξ˜0(η) + C¯0000(ξ˜0)3
ξ˜k = − 1
λ¯(k;κc)
[
Bk0∂η ξ˜0(η) + ac¯kηξ˜0(η) + C¯k000(ξ˜0)3
]
(4.17)
Combining the two equations in (4.17) one has
ξ˜k = − 1
λ¯(k;κc)
[
(Bk0 − B00)∂η ξ˜0(η) + a(c¯k − c¯0)ηξ˜0(η) + (C¯k000 − C¯0000)(ξ˜0)3
]
(4.18)
We know that all the eigenvalues λ¯(k;κc) are positive except the one which is zero. Since these
positive eigenvalues form a continuum we can, without loss of generality, write λ(k;κc) = k
2.
This means that our expansion (4.16) is valid only if the quantities (Bk0−B00), (c¯k−c¯0), (C¯k000−
C¯0000) go to zero at least as fast as k
2. In a way quite similar to [10] it turns out that this is
indeed true - precisely when κ = κc. This is shown in detail for a toy model which is quite
similar to our case in the appendix.
We therefore conclude that the dynamics in the critical region is again dominated by the
zero mode which now satisfies a Landau-Ginsburg equation with a first order time derivative
- the first equation in (4.17). This clearly yields a dissipative time evolution. The dissipation
is of course due to a finite temperature and is caused by inflow into the horizon. Reverting
to the original variables and noting that on the boundary u = t, the time of the field theory,
we get a scaling solution
〈O〉(t; v) = v1/4〈O(tv1/2; 1)〉 (4.19)
This will be shown to be consistent with Kibble-Zurek scaling with z = 2, ν = 1/2.
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5 Numerical Results
5.1 Soliton background
After suitable changes of variables and field redefinitions for simplification, we solved the
resulting equation of motion on a Chebyshev grid using pseudo-spectral derivative method.
The k-th lattice point on a Chebyshev grid is defined in the following way,
ρk = ρ?
(
1− cos kpi
N
)
(5.1)
where, N denotes the total number of points on the grid. At the center of the soliton we put
a regularity condition on the field φ.
We dealt with a specific case of the AdSd+2 soliton, taking d = 3 and m
2 = −15/4 on a
grid with total number of points, N = 61. Setting the mass parameter at the conformal value
simplifies the numerics. The numerical calculation of the critical exponent involves following
steps :
• First we calculated κc using the linear static equation and obtained κc ≈ −0.495129.
• Next, we solved the non-linear static equation on the Chebyshev grid iteratively using
a κ = κc−a in the boundary condition. a is an arbitrary constant chosen to be a = 0.1.
• The above field configuration was used to specify the initial conditions at some early
time t = −tmax in the full dynamic equation, which was solved using a time dependent
κ-profile of the form κ(t) = κc + a tanh(vt). Near the phase transition point (i.e. t = 0)
κ behaves linearly like κ ≈ κc + a vt.
• This was done for various values of v. Using small numerical values of v we expect to
find the system in a scaling regime. At time t = 0 the value of the order parameter, 〈O〉
was numerically calculated from the solution and then the suitable plot [see Figure(5)]
was made to check the scaling.
The above fit clearly confirms our analytical expectation, viz.,
〈O(0)〉 ∼ v1/3 (5.2)
We also checked that changing dκ and N does not significantly change the exponent. To
understand the full time dependence and the scaling of time (Eq. 3.18) one can plot the
scaled response (Fig 6).
5.2 Black Brane background
Here we solve the PDE’s by slightly different method by calculating finite difference derivative
on a lattice. We choose lattice size to be npoints = 500. The resulting discretized equations
are again solved by method of lines. Near the black hole horizon we impose an ingoing
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Figure 5. The scaling behavior of the order parameter O as a function of v in in a φ4 theory in AdS
soliton geometry. The fit gives, ln〈O〉 = −0.791971 + 0.332643 ln v.
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Figure 6. The scaling behavior of the order parameter O as a function of t in in a φ4 theory in AdS
soliton geometry. Plots from the top are for v = 0.03, 0.024. These plots show scaling consistent with
Eq. 3.18.
boundary condition. The main steps of the numerics, including the value of κc and the time
dependent profile k(t), are identical to the soliton case : we do not repeat the details. The
best fit here [see Figure(7)] is given by, ln〈O〉 = 0.253967 ln(v) − 0.195079 which conforms
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with our analytic result,
〈O(0)〉 ∼ v1/4. (5.3)
Like the soliton case, we have also checked that the temporal scaling matches with Eq. 4.19.
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Figure 7. The scaling behavior of the order parameter O as a function of v for a φ4 theory in the
AdS blackhole background. The fit gives, ln〈O〉 = 0.253967 ln(v)− 0.195079.
In the probe approximation the late time behavior of the scalar field in black hole and
soliton backgrounds are very different due to presence of the horizon in a black hole back-
ground. Any excess energy in bulk is gradually engulfed by the black hole and at very late
time we have a almost static scalar profile. The late time decay of excitations of the scalar
is determined by the quasi-normal modes. In a soliton background, the excess energy does
not dissipate once the quenching is stopped and the scalar field shows temporal oscillation at
late time. Our numerics confirm these assertions.
6 Arbitrary exponents and Kibble-Zurek Scaling
In this section we discuss the connection of the holographic derivation for scaling behavior in
critical dynamics with the standard arguments leading to Kibble Zurek scaling.
The standard argument for Kibble-Zurek scaling for a quantum critical point proceeds
as follows [1, 11]. In the vicinity of such a transition the energy gap ∆ depends on the
control parameter λ (with the critical value of λ chosen to zero without loss of generality)
as ∆ ∼ λzν , where z is the dynamical critical exponent and the ν the correlation length
exponents. Consider quenching this control parameter across this transition so that near the
critical point λ ∼ (vt)α. Then the instantaneous value of the energy gap in this region is given
by ∆inst ∼ (vt)αzν . The criteria for the breakdown of adaibaticity during such a quench is [1]
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d∆/dt ∼ ∆2. Substituting the expression for ∆ and noting that the critical point is reached
at t = 0, one finds that the time spent by the system in the non-adiabatic regime is
T ∼ v−αzν/(αzν+1) (6.1)
Next one makes the important assumption that the time evolution after the breakdown of
adiabaticity is diabatic. This means that one can then argue that the order parameter is
determined by the instantaneous value at time T . Furthermore, for slow quenches, the break-
down of adiabaticity occurs in the critical region sufficiently close to the critical point so that
one can assume standard critical scaling holds. Since in this region the order parameter O
varies with the control parameter λ as O ∼ λβ we get
〈O >∼ (vT )αβ ∼ vαβ/(αzν+1) (6.2)
The adiabatic-diabatic assumption is rather drastic. In contrast, the holographic treat-
ment of the present paper as well as that in [10] and [12] we derived a set of scaling relations
from the properties of the solutions to the bulk equations of motion without any assump-
tion about the nature of time evolution after breakdown of adiabaticity. The physics of the
bulk is essential in this derivation, which is not at all transparent in the boundary field the-
ory description. We will now show that the scaling relations we obtained are, nevertheless,
consistent with the standard Kibble Zurek results described above.
There are several critical exponents involved in these relations. First, the static exponent
β follows from the leading nonlinearity of the bulk potential, as argued in section 2. If the
leading term in the potential is φn+1 the value of β is given by equation (2.23), β = 1/(n−1).
To find the values of z and ν we need to look at the dispersion relation of small fluctuations
around the static solution. The linearized fluctuations would satisfy an equation of the form
∂mt δψ =
[Q+ nF (ρ)ψn−10 ] δψ (6.3)
where ψ0 is the static solution, and in the examples described in this paper we have m =
2,Q = D, F (ρ) = G(ρ) for the soliton and m = 1,Q = P, F (ρ) = G¯(ρ¯) for the black hole.
The control parameter is λ = (κc − κ). The second term on the right hand side is therefore
always of the order O(λ). The dependence of the first term on λ is determined by the nature
of the background. Suppose the smallest eigenvalue of Q is O(λ1/p). In both the soliton and
the black hole we had p = 1 : here we have allowed for the possibility of other backgrounds
with arbitrary p. Then the energy of excitations E is given by
Em ∼ λ1/p p > 1
Em ∼ λ p < 1 (6.4)
From the definition of the standard exponents we therefore have
zν =
1
pm
p > 1
zν =
1
m
p < 1 (6.5)
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Now consider the condition for breakdown of adiabaticity. This again involves a solution of
an equation of the form
∂mt ψ0 =
[Q+ nF (ρ)ψn−10 ]ψ′ (6.6)
where ψ′ denotes the leading correction to the adiabatic result. It is then clear that the
condition ψ′ ∼ ψ0 leads to an adiabaticity breaking time tad
tad ∼ (v)−
α
α+pm p > 1
tad ∼ (v)−
α
α+m p < 1 (6.7)
With the value of (zν) obtained in (6.5) this reproduces the relation (6.1). The instantaneous
value of ψ, and therefore the order parameter at this time is then clearly seen to be
〈O〉(tad) ∼ (v)
mα
(n−1)(α+m) = Oad p > 1
〈O〉(tad) ∼ (v)
mpα
(n−1)(α+mp) = Oad p < 1 (6.8)
The value of z requires knowledge of the way space derivatives appear in the equation of
motion. In the examples we have discussed in this paper (as well as in [10, 12]) the bulk
equation of motion contains two space derivatives. Thus with m time derivatives we have
z = 2/m. It is then clear that (6.8) reproduces (6.2) with β = 1/(n− 1) as derived above.
Once the scalings of tad and O are known the rescaling of fields and time required to
expose the dynamics in the critical region after breakdown of adiabaticity is clear - we need
to perform
t→ η = t
tad
ψ → χ = ψOad (6.9)
The analysis of sections (3.1) and (4.2) can be carried out in a straightforward fashion leading
to a scaling solution
〈O〉(t, v) = (v)
mpα
(n−1)(α+mp) 〈O〉(t/tad, 1) (6.10)
which agrees with the Kibble-Zurek solution obtained earlier.
In the above discussion we have indicated what should be the nature of the bulk theory
which leads to nontrivial values of z and ν. In a relativistic bulk theory, we always start with
two time derivatives in the equations of motion. However the presence of a gauge field and/or
a black hole horizon effectively leads to m = 1. Values of m ≥ 3 would be rather pathological
in a bulk theory.
7 Remarks
As in [10] and [12] we have demonstrated the emergence of a scaling solution in the critical
region in the probe approximation for a quench which is more natural from the boundary
field theory point of view. The next obvious step is to study this issue with gravitational
backreaction, particularly for the soliton background. Pretty much like global AdS we expect
that for a slow quench which does not come close to a critical point, a black hole is not formed
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immediately [29]. A black hole may, however, form a late times [30]. However near the critical
point we expect that a breakdown of adiabatic evolution leads to a black hole formation at
early times, and it would be interesting to look for critical behavior in this collapse. This
would involve coupled partial differential equations - nevertheless we expect that the zero
mode will continue to play a key role and dominate critical dynamics. In the full problem,
however, it is important to consider potentials which follow from a superpotential [22, 23] so
that the static solution is stable. However once again we expect that near the critical point
the leading non-linearity determines the dynamics. These issues are being explored at the
moment.
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9 Appendix : Validity of the small v expansion
To argue for the small v expansion of ξ¯k(η) (4.16)) we need to consider the eigenvalue problem
[−∂2ρ¯ + V0(ρ¯)]χk = k2χk (9.1)
The above potential V0(ρ¯)→ −e−ρ¯ as ρ¯→∞.
The basic features of the eigenfunctions can be understood from a simpler problem in
which we replace the potential by the following potential which has the same qualitative
features.
U(ρ¯) =

V0 for ρ¯ = 0
−U0 for 0 ≤ ρ¯ ≤ 1
0 for 1 ≤ ρ¯ ≤ ∞
(9.2)
with U0, V0 > 0. The eigenfunctions of the Schrodinger operator with eigenvalue k
2 > 0 are
ψk(ρ¯) =
A(k)√
pi
(
sin(
√
k2 + U0 ρ¯) + κ cos(
√
k2 + U0 ρ¯)
)
0 ≤ ρ¯ ≤ 1
ψk(ρ¯) =
1√
pi
sin(kρ¯+ θ(ρ¯)) 1 ≤ ρ¯ ≤ ∞ (9.3)
Here κ plays the role of the double trace deformation of our original problem, in the spirit
that here too it dictates the modified boundary condition at ρ¯ = 0. The constants A(k) and
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θ(k) are determined by matching at ρ¯ = 1,
A(k) =
k√
k2(1 + κ2) +
(
cos(
√
k2 + U0)− κ sin(
√
k2 + U0)
)2
U0
θ(k) = cos−1

(
cos(
√
k2 + U0)− κ sin(
√
k2 + U0)
)√
k2 + U0√
k2(1 + κ2) +
(
cos(
√
k2 + U0)− κ sin(
√
k2 + U0)
)2
U0
− k. (9.4)
The solution for k = 0 is
ψ0(ρ¯) =
B√
pi
(
sin(
√
U0 ρ¯) + κ cos(
√
U0 ρ¯)
)
0 ≤ ρ¯ ≤ 1
ψ0(ρ¯) =
1√
pi
(aρ¯+ b) 1 ≤ ρ¯ ≤ ∞ (9.5)
The matching conditions at ρ¯ = 1 now yield
B
(
sin(
√
U0) + κ cos(
√
U0)
)
= a+ b
B
√
U0
(
cos(
√
U0)− κ sin(
√
U0
)
= a (9.6)
For any a 6= 0 the solution blows up at ρ¯ =∞. Thus regular solutions require a = 0. However
the second equation in (9.6) then imply that√
U0 = cot
−1 κ (9.7)
These are the zero modes. In the context of our model this is the potential where we have a
critical point.
The small k behavior of A(k) and θ(k) can be read off from the expressions (9.4). For a
generic U0 these are
A(k) ∼ k(
cos(
√
U0)− κ sin(
√
U0
)√
U0
+O(k3)
θ(k) ∼ k[ κ+ tan
√
U0√
U0
(
1− κ tan√U0
) − 1] +O(k3) (9.8)
whereas for critical potentials we have
A(k) ∼ 1√
1 + κ2
(
1− k
2
8
+O(k4)
)
θ(k) ∼ pi
2
− k
2
(9.9)
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This has implications for the coefficients like (Bk0−B00) and (C¯k000−C¯0000) of equation(4.18).
Consider the quantity, Bk0. We have,
Bk0 =
∫
dρ¯ χ¯k(ρ¯)∂ρ¯χ¯0(ρ¯)
If we replace the true eigenfunctions by those of our simplified problem, we get
Bk0 = A(k)
∫ 1
0
dρ¯
(
sin(
√
k2 + U0 ρ¯) + κ cos(
√
k2 + U0 ρ¯)
)
B
√
U0
×
(
cos(
√
U0ρ¯)− κ sin(
√
U0ρ¯)
)
(9.10)
Using (9.8) and (9.9) we therefore see that
Bk0 − B00 ∼ k k → 0 (9.11)
for generic potentials, whereas
Bk0 − B00 ∼ k2 k → 0 (9.12)
for critical potentials. The behavior for (C¯k000 − C¯0000) is similar.
Going back to (4.18) we therefore see that the small v expansion is generically not valid
since the corrections diverge at small k. However for the critical potential, ξ˜k remain finite
as k → 0 and the expansion in powers of v1/2 makes sense.
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