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Abstract
In this thesis, I present spectroscopic studies on the family of Kagomé staircase compounds
M 3 V2 O8 (M =Ni and Co). These materials display extremely rich and complex temperaturemagnetic field phase diagrams. Although the compounds have identical space group and
atom-atom connectivity, they present small differences in the local structure, opening the
door to potential tunability of the physical properties. Each displays a unique H-T phase
diagram and distinctive magnetic ordering-induced lattice distortions that set important
differences among the analogs. I measured the temperature dependence of vibrational properties of Ni3 V2 O8 and Co3 V2 O8 to elucidate local structure changes through the series of
low-temperature magnetic ordering transitions. Magnetoelastic coupling is evidenced by
frequency shifts of the vibrational modes at different magnetic ordering temperatures. I
analyzed the frequency shift trends in concert with displacement patterns determined by dynamics calculations. Ni3 V2 O8 shows a significant pre-transitional effect attributed to large
superexchange fluctuations due to Ni center displacements. The PM → HTI transition
affects the highest frequency a-polarized mode; which is the driver of the transition and
involves large oxygen c-directed displacements. The transition to the LTI phase involves a
complex local distortion of both Nispine and Nicrosstie centers. I found that one mode with
B2u symmetry and two modes with B3u symmetry are the most relevant. The B2u mode was
expected based on a previous theoretical model. However, participation of B3u modes in the
transition to the ferroelectric phase is new, and opens the door to consideration of new mechiii

anisms for spin-phonon coupling. My work on Co3 V2 O8 shows that it has a softer lattice
and less strong spin-lattice coupling than Ni3 V2 O8 . Within our sensitivity limit, b-polarized
modes do not show significant frequency shifts in the low-temperature range. Comparison
with Ni3 V2 O8 suggests that this could be a reason for no multiferroic behavior in Co3 V2 O8 .
I also measured the phonons as a function of the magnetic field. Two b-polarized modes,
b4 at ∼280 cm−1 and b11 at ∼880 cm−1 , show a remarkably strong applied magnetic field
dependence; on the order of 20 % at 18 T for the b4 mode. Through frequency shifts and
spectral weight, I show how these modes are sensitive to the magnetic state when increasing
the field.
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Chapter 1
Introduction: Emerging Problems on
Kagomé Staircase Compounds
With Prof. Janice Musfeldt as my mentor, my research has been conducted in the interdisciplinary area of materials chemistry. My work has dealt primarily with investigations of the
vibrational, optical, magneto-infrared, and magneto-optical properties of frustrated magnetic
materials and multiferroics. I had the opportunity to work with several different materials
including the family of Kagomé staircase compounds M 3 V2 O8 (with M =Ni, Co, and Mn),
and the geometrically frustrated multiferroic DyMn2 O5 . I also studied the electronic properties of the so-called Mn4 molecular magnet (pyH)3 [Mn4 O3 Cl7 (OAc)3 ]·2MeCN [1–7]. These
projects enabled me to collaborate with researchers from Houston, Princeton, Wayne State,
Ames Laboratory, Oak Ridge National Laboratory, National High Magnetic Field Laboratory, and the National Institute of Standards and Technology, among others. Because the
Kagomé staircase oxides are the center of my most intensive investigations, I therefore focus
on them in this thesis.
Geometrically frustrated magnetic materials are under intense study due to the wide
variety of magnetic, electric, and structural properties, and phenomena they display. Com1

?
AFM

AFM
+

-

AFM
(a) collinear frustration

(b) compromise non-collinear arrangement

Figure 1.1: (a) The frustration implicit in the combination of antiferromagnetism and three-fold
symmetry. (b) For spins constrained to lie within the triangular plane and whose interactions are
antiferromagnetic, these two arrangements are the lowest energy states possible for three such spins,
each with an opposite sense of rotation, or chirality.

pounds with geometrically frustrated spin systems are based on placing interacting transition metal atoms at the corner of equilateral triangles (Fig. 1.1(a)). If the spins are coupled
antiferromagnetically, neighboring spins tend to point in opposite directions. With local triangular coordination, it is impossible for a third spin to be antiparallel to both of its nearest
neighbors. The result of this geometrical frustration is often a complicated ordered magnetic structure where the spins and their frustrating interactions reach a compromise. For
spins residing on triangles and confined to a plane, the best compromise is a non-collinear
structure in which neighboring magnetic moments are oriented 120 degrees relative to each
other, as shown in Fig. 1.1(b). Spins can rotate by either +120 degrees or 120 degrees as
one moves clockwise about the triangle.
The case described above is common for both edge- and corner-sharing triangular arrangements. The latter is know as the Kagomé-net and is the configuration of interest here.
If a collinear magnetic structure is required, it is not possible for the lattice to adopt the compromise magnetic structure. Long-range ordering of antiferromagnetically interacting spins
is frustrated because there is no possible configuration where all spins can be surrounded by
near neighbor spins aligned in the opposite direction, as represented in Fig. 1.2(a). Com-

2

(b)

(a)

AFM
AFM

AFM

?
Figure 1.2: (a) Kagomé-net formed by corner-sharing triangles. The competition among nearestneighbor spins arises from the shared property of triangular site coordination. (b) Kagomé-staircase
geometry formed via buckling of the Kagomé plane, showing an example of complex spin frustration.

pounds with this structure are of particular interest because of the very high degeneracy of
energetically equivalent magnetic ground states.
Breaking the ideal triangular symmetry of the Kagomé-net typically favors one particular
magnetically ordered state above others. However, when the symmetry breaking occurs via
buckling of the Kagomé plane, as in the case of the Kagomé-staircase geometry (Fig. 1.2(b)),
an exquisitely close competition between different magnetically ordered states is observed,
resulting in complex temperature-magnetic field phase diagrams. The Kagomé-staircase
lattice is actually quite rare but observed in the transition metal vanadates M 3 V2 O8 (with
M = Co, Ni, Mn, Cu, and Zn) [8,9]. The unpaired electrons in the d orbitals of the transition
metals open the door to the large variety of magnetic behaviors, ranging from the familiar
ferromagnetism and antiferromagnetism to much more exotic spin states.
The Ni and Co variants have been widely studied, and in less extent the Mn analog
[3, 10–19]. Fig. 1.3 shows the crystal structure and the complex phase diagram (with H k b)

3

of the quasi-isostructural compounds Ni3 V2 O8 [3, 9], Co3 V2 O8 [9, 18], and Mn3 V2 O8 [8, 19],
which are the three Kagomé staircase materials studied during this thesis work. As observed
in Fig. 1.3, the M 3 V2 O8 family displays extremely rich and complex temperature-magnetic
field phase diagrams. Although the compounds have identical space group and atom-atom
connectivity, they also present small differences in the local structure (see Fig. 1.4), opening
the door to potential tunability of the physical properties. It is the magnetoelastic response
that is of interest here. Each displays a unique magnetic field dependence for several vibrational modes and a distinctive magnetic ordering-induced lattice distortion that sets important differences among the analogs. Enormous physical property changes can be achieved
by small chemical and physical perturbations. For instance, under certain conditions of
temperature and magnetic field, Ni3 V2 O8 displays simultaneous long-range ferroelectric and
magnetic order [10–12], allowing its classification as a multiferroic compound, concept that
will be discussed in Chapter 3.
Previous investigations have only partially succeeded in elucidating magneto-elastic coupling and structural anomalies through the different magnetic ordering transitions in these
complex frustrated oxides. For instance, thermal expansion measurements demonstrate
changes in the lattice constants and average structure [15, 16]. However, this bulk technique is not sensitive to the microscopic aspects of the distortion. In this thesis, we exploit
the sensitivity of vibrational spectroscopy to establish connections between magnetic states
and the lattice structure. By means of vibrational spectroscopy we can extract specific information on which particular vibrational excitations could be involved and how each mode
changes with magnetic state. Our work on Ni3 V2 O8 and the Co analog is summarized in
Table 1.1.
We investigated the infrared response of Ni3 V2 O8 as a function of temperature to elucidate magnetoelastic interactions and local structure changes through the series of magnetic
ordering transitions. From a detailed analysis of frequency shift trends and displacement
4

(a)

(b)

(c)

(d)

(e)

(f)

Figure 1.3: Crystal structure and the complex phase diagram of (a) and (b) multiferroic Ni3 V2 O8
(after Ref. [14]); (c) and (d) geometrically frustrated Co3 V2 O8 (after Ref. [18]); and (e) and (f)
Mn3 V2 O8 (after Ref. [19]). H k b in all shown phase diagrams.
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Figure 1.4: Comparison of bond lengths and angles for the 300 K crystal structures of Co3 V2 O8
and Ni3 V2 O8 [9].
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Table 1.1: Scientific problems and my contribution to the field.
Compound Scientific Problems

Our Scientific Findings
_ Flexible lattice
_ Phonons sensitive to magnetic ordering transitions

Ni3V2O8

Spin-phonon coupling

_ Pre-transitional effect: superexchange fluctuations

Local lattice distortions

_ PM o HTI: mainly driven by crosstie motion
_ HTI o LTI: primarily driven by spine-polarized modes
_ Strong effect on a2 and a7 in LTI phase: new and unexpected

Chemical tuning
Co3V2O8

Spin-lattice coupling
Magneto-infrared effects

_ Vibrational excitations comparable to Ni- analog
_ Softer lattice than Ni3V2O8
_ Overall weaker lattice-coupling in Co3V2O8
_ Remarkably strong magnetic field dependence of b4 and b11 modes

patterns we demonstrated that the phonons are sensitive to different magnetic states, indicating that the lattice is flexible, coupling strongly to the spin system. We found that there is
a pre-transitional effect, attributed to large Nispine -O-Nispine and Nispine -O-Nicrosstie superexchange fluctuations, originated by Ni center displacements. The transition from the PM to
HTI phase involves many c-polarized modes plus the highest frequency a-polarized mode.
The latter is the driver of the transition and involves large oxygen c-directed displacements.
The transition to the ferroelectric LTI phase involves local distortion of both Nispine and
Nicrosstie centers, with large frequency shifts of three vibrational modes, the b-polarized mode
at ∼ 290 cm−1 (b4 ) and the a-polarized modes at ∼ 240 cm−1 (a2 ) and ∼ 785 cm−1 (a7 ). The
effect on b4 was expected based upon previously articulated symmetry considerations [13],
but significant effect on a2 and a7 is a new and striking result.
For the Kagomé staircase compound Co3 V2 O8 , we investigated the infrared active phonons
as a function of temperature and magnetic field. Magnetic ordering-induced lattice distortions in this geometrically frustrated material are evidenced by frequency shifts of various
vibrational modes at the different magnetic ordering temperatures. By comparison with
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the Ni- analog, we demonstrated that Co3 V2 O8 has a softer, more flexible lattice, and also,
less strong spin-lattice coupling. Within our sensitivity limit, no response of B2u modes in
Co3 V2 O8 was observed across the series of magnetic transitions. This sets an important
difference with Ni3 V2 O8 . We also measured the infrared active phonons as a function of the
magnetic field. In this case, two b-polarized modes, b4 at ∼280 cm−1 and b11 at ∼880 cm−1 ,
show a remarkably strong applied magnetic field dependence, on the order of 20 % at 18 T
for the b4 mode. Through frequency shifts or spectral weight, we demonstrate that these
modes are sensitive to the magnetic state when increasing the field.
We also carried out preliminary measurements on Mn3 V2 O8 as a function of the magnetic
field, data that is going to be published elsewhere along with a discussion of structureproperty effects.
The remainder of this thesis is organized as follows. The second chapter discusses the
sample preparation and characteristics, infrared and optical techniques, and the fundamentals of the interaction of light with solids. Chapter 3 gives a literature survey of important
ideas and findings in the field of multiferroics and frustrated oxides. Chapter 4 presents our
investigations of vibrational properties of Ni3 V2 O8 , focusing on magnetoelastic effects and
local structure changes. Chapter 5 is devoted to the studies on Co3 V2 O8 , focusing on spinphonon coupling, magnetic excitations, and chemical tuning. Finally, chapter 6 summarizes
my work.
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Chapter 2
Methods
2.1

Introduction

In this chapter we describe the single crystal growth of the two staircase materials studied in
this work, Ni3 V2 O8 and Co3 V2 O8 , the sample preparation for transmittance measurements,
fundamentals behind the experimental techniques employed, and a general description of the
instruments and experimental procedure, including variable temperature and magnetic field
measurements.

2.2

Crystal Growth

The Kagomé staircase materials Ni3 V2 O8 and Co3 V2 O8 were provided by Robert Cava’s
group from Princeton University, and Bernd Lorenz’ group from the University of Houston. Each group prepared these staircase materials through different methods. In one
case, Ni3 V2 O8 and Co3 V2 O8 were prepared from a BaO-V2 O5 flux and K2 O-V2 O5 flux, respectively [10, 16]. For both compounds, the optimum condition for growing crystals were
achieved by mixing together NiO or Co3 O4 with the corresponding fluxes and placing the
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Figure 2.1: (a) as-grown Ni3 V2 O8 single crystal and (b) cut Ni3 V2 O8 sample exposing the b axis.
Both crystals were used in all reflectance measurements for this thesis.

mixture in a dense alumina crucible. Typically, the mixture was heated in a vertical tube
furnace in air for one hour at 1100 ◦ C. The melt was cooled slowly to 900 ◦ C at 0.1 ◦ C/min,
and then left to cool in the furnace to room temperature. The dark-colored plate-like crystals
were then separated from the flux. Here, the single crystals present a large and shiny face
(a few square millimeters) exposing the ac-plane (Fig. 2.1(a)).
In the second method, crystals were grown through the floating zone furnace method
[15, 18]. The obtained boules were cut in different pieces to get samples oriented along the
three principal crystallographic axes. Pieces exposing the b-axis were our main interest here.
In Fig. 2.1(b) we can see that in the case of the cut crystal exposing the b axis, surface
quality is poorer. This issue caused some broadening of phonon linewidths and also slight
leakage of a and c related features into the vibrational spectrum. However, we elected not to
polish to avoid damage or polishing-induced stress on the crystal. Despite these challenges,
b-polarized phonon positions are highly reliable for both compounds, Ni3 V2 O8 and Co3 V2 O8 ,
as will be discussed later in this thesis.
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KCl and Paraffin Pellets For unpolarized transmittance measurements, small pieces
of Ni3 V2 O8 and Co3 V2 O8 single crystal were mixed with paraffin or KCl powder to form
isotropic pellets for the far- and middle- infrared regimes, respectively. In the case of middleinfrared pellets, the material mixed with the KCl powder was pressed at 20,000 psi under
vacuum. The compounds were evenly suspended in the KCl matrix. Different loading levels
were employed as needed to obtain optimum sensitivity over the full energy range of our
investigation. Loading and thickness of each used pellet are given in Table 2.1.

2.3
2.3.1

Optical Properties of Solids
Maxwell’s Equation and Optical Constants

When a solid is subject to electromagnetic radiation of intensity I0 , the intensity of this
beam is attenuated after passing through the sample. Several processes, such as absorption,
reflectance, and scattering, contribute to the attenuation. Infrared and optical spectroscopies
analyze reflectance or transmittance of the sample as a function of photon energy. If infrared
and optical reflectance are done over a wide frequency range, a Kramers-Kronig analysis can
correlate the measured data to the dielectric function, ²(ω) [20]. At the same time, the
Table 2.1: Sample conditions of the Ni3 V2 O8 and Co3 V2 O8 paraffin and KCl pellets for
transmittance measurements.
Material

Matrix

Pellet Weight

Loading

Thickness

Ni3 V2 O8

KCl
paraffin

0.20505 g
0.21301 g

0.4 %
4.5 %

0.90 mm
0.55 mm

Co3 V2 O8

KCl
paraffin

0.20869 g
0.16467 g

0.3 %
6.4 %

0.90 mm
0.60 mm
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dielectric response is directly related to the electronic structure and lattice dynamics of a
solid. From ²(ω), we can extract the optical constants including optical conductivity, σ1 (ω),
oscillator strength, S, plasma frequency, ωp , effective mass, m∗ (ω), and relaxation time, τ (ω).
These parameters often provide insight on the intrinsic properties of solids. Experimentally,
the reflectance R(ω) and/or transmittance T (ω) are often carried out with combination
of several light sources, spectrometers, and detectors. In what follows, we describe the
experimental and theoretical techniques used in our spectroscopic work.
The theoretical description of the interaction of radiation with matter and the analysis of the experimental results are based on Maxwell’s equations and on their solution for
time-varying electric and magnetic fields. In the long wavelength limit, the propagation of
electromagnetic wave can be described by the macroscopic Maxwell’s equations [20]:
∇ · D = 4πρext

(2.1)

1 ∂B
c ∂t

(2.2)

∇·B=0

(2.3)

1 ∂D 4π cond 4π ext
J
+
J ,
+
c ∂t
c
c

(2.4)

∇×E=−

∇×H=

where E and H are the electric and magnetic fields, D and B are the displacement field
and magnetic induction, Jcond is the free-current density, and Jext and ρext are the current
and charge density induced by an external force. In an anisotropic medium, the polarization
and induced currents generally lie in a direction different from that of the electric field. We
can represent the dielectric function as a tensor to solve this problem. For simplicity, in an
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isotropic medium and within the linear approximation, we can assume:

D = ²E

(2.5)

B = µH

(2.6)

Jcond = σE,

(2.7)

where ² is the dielectric function, σ is the optical conductivity, and µ is the magnetic permeability. Here, for the isotropic and homogeneous media, ² and σ are scalar quantities rather
than tensors.
The complex refraction index is given by:

N (ω) = n(ω) + iκ(ω)

where n and κ are the refractive index and the extinction coefficient, respectively.
The complex dielectric function is given by [20]:

²(ω) = ²r (ω) + i²i (ω).

These two quantities are related by the following equation [20]:

N (ω) =

p
²(ω).

(2.8)

Finally, solving Maxwell’s equation 2.1-2.4 for a plane wave

E = E0 exp[i(q · x − ωt)]
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(2.9)

gives the following relation:
²(ω) = 1 +

iσ(ω)
,
ω²0

(2.10)

or
²(ω) = ²1 (ω) + i²2 (ω) = ²1 (ω) +

4πiσ1 (ω)
ω

(2.11)

where σ1 (ω) is the frequency dependent (optical) conductivity. In the case of weak absorption, ²1 = n2 − k 2 ≈ n2 , and v ≈ c/n, the absorption coefficient α can be written as [20]:

α=

2.3.2

4πσ
4πσ
=
²1 v
nc

(2.12)

Kramers-Kronig Analysis and Sum Rules

The dielectric function can be derived by a Kramers-Kronig transformation of the reflectance
spectrum. The reflectivity is defined as:

r=

Na − Nb
Er
=
,
Ei
Na + Nb

(2.13)

where Na and Nb are the refraction indices of medium a and b. In the case of normally
incident light from vacuum onto a sample surface (Na =1 and Nb =N =n+iκ), the power
reflectance is given by:
R(ω) = rr∗ =

(1 − n)2 + κ2
.
(1 + n)2 + κ2

(2.14)

The power reflectance R(ω) and phase-dispersion shift φ(ω) are related by the KramersKronig transformation [20]:
ω
φ(ω) =
π

Z

∞
0

0

lnR(ω) − lnR(ω ) 0
dω .
ω02 − ω2
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(2.15)

Reflectivity and power reflectance are related by:

r=

√ iφ
Re .

(2.16)

Then, combining Eqs. 2.14, 2.15, and 2.16, n and k can be determined by R(ω) and φ(ω).
From Eqs. 2.8 and 2.11, the real part of the dielectric function and the real part of the
optical conductivity can be determined:
²1 = n2 − k 2

σ1 =

ωnk
ω²2
=
.
4π
2π

(2.17)

(2.18)

In Eq. 2.15, the integration is from zero to ∞. Since our optical measurements usually cover
the frequency range from 20 - 50000 cm−1 (far-infrared to ultraviolet), a proper extrapolation
should be used. In this work, the low-frequency reflectance was extrapolated as a constant,
and the high-frequency optical response was mimicked by R ∼ ω −E , with E = 2.0 and E =
2.2 for Ni3 V2 O8 and Co3 V2 O8 , respectively [21].
Together with physical arguments about the behavior of the response in certain limits,
the Kramers-Kronig relation can also be used to derive sum rules [20]. That is:
Z

∞
0

ω 0 Im(−1/²(ω 0 ))dω 0 = 1/2πωp2 .

(2.19)

In the present work, we are mostly interested in the optical conductivity σ 1 (ω) and the
absorption coefficient α(ω). From these two functions we extract all the physical information
of our systems.
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2.3.3

Lorentz and Drude Models

The dielectric function can be modeled by three parts:

² = ²∞ + ²f ree + ²bound ,

(2.20)

where ²f ree is the contribution from free electrons, and ²bound is the contribution from bound
carriers. The model used to describe the contribution from free carriers to the dielectric
function is called the Drude model, and the contribution of bound electrons is modeled with
a Lorentz oscillator. Both models are essentially derived from the dielectric function of a
harmonic oscillator with frequency ω0 responding to an electromagnetic field [20].
The form of the Lorentz dielectric function is:

² = ²∞ +

X

where the plasma frequency is:

2
ωpj
,
ωj2 − ω 2 − iωγj

r
ωp =

4πN e2
,
m

(2.21)

(2.22)

and ωj and γj are the resonant frequency and damping constant, respectively, of the j-th
Lorentzian oscillator.
From Eq. 2.21, taking ωj =0, we obtain the Drude dielectric function:
ωp2
²D (ω) = ²∞ − 2 iω
ω + τ
where τ =1/γ is the mean free time between collisions.

16

(2.23)

Figure 2.2: Optical layout of the Bruker 113V FTIR spectrometer. A. Source Chamber: aTungsten lamp, Hg-arc lamp, Globar; b- automated aperture. B. Interferometer Chamber: coptical filter; d- beamsplitter changer; e- two-sided moving mirror; f- control interferometer; greference laser; h- remote control alignment mirror. C. Sample Chamber: i- sample and j- reference
focus. D. Detector Chamber: k- far- and middle infrared deuterated triglycerine sulfate (DTGS)
detector, far-infrared Si bolometer detector.

2.4
2.4.1

Spectrometers
Bruker 113V FTIR Spectrometer

The majority of the far-infrared (20-600 cm−1 ) and middle infrared (450-5000 cm−1 ) reflectance spectra in this work were obtained by using a Bruker 113V Fourier Transform
Infrared (FTIR) spectrometer. The schematic of the optical components of the Bruker 113V
FTIR spectrometer is illustrated in Fig. 2.2. The spectrometer is divided into four chambers:
source, interferometer, sample, and detector. Light from the source chamber is focused on
the beamsplitter at a small angle of incidence, and is split into two beams, i.e., one reflected
and one transmitted. Both reflected and transmitted beams go to a moving two-side mirror,
which gives a path length difference. Then, the two beams are recombined at the beamsplitter and directed through the sample chamber to the detector. The entire system is operated
under vacuum.
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Interferometer and Beamsplitter
The Bruker 113V uses a Genzel-type interferometer, which is similar to the Michelson interferometer illustrated in Fig. 2.3. Here, the incident beam is split into two parts by a
beamsplitter. Half of the radiation transmitted by the beamsplitter is reflected by the movable mirror and the other half is reflected onto the fixed mirror. Both beams are recombined
at the beamsplitter and recorded by the detector. The intensity I(x) of the recombined
beams depends on the path difference between the fixed and the moving mirrors. The plot
of I(x) as a function of the path difference x is known as an interferogram. If the moving
mirror travels at a constant velocity, the relationship between the interferogram function
I(x) and the source intensity B(ω) is given by:
Z

∞

B(ω)cos2πωdx,

I(x) = 1/2
0

where ω is the frequency in wavenumbers. I(x) is the cosine Fourier transform of B(ω),
and contains complete information about the spectrum. Thus, the Fourier transform of
the interferogram gives the single beam infrared spectrum. The typical transmittance or
reflectance spectrum is the ratio between the sample and the reference spectra.
In the Bruker 113V, a secondary laser/white light interferometer, physically attached to
the main Genzel-type interferometer as shown in Fig. 2.2), provides an “optical marker” to
initiate the start of spectrum data acquisition and also to precisely determine the optical
path difference and speed of the main moving mirror. The design is essential for accurate
Fourier transformation.
Source, Beamsplitter, Detector, and Accessories
In order to obtain the best far- and middle-infrared spectrum, we have to choose the appropriate combination of sources, beamsplitters, detectors, and polarizers. Table 2.2 lists
18

Figure 2.3: Schematic diagram of the Michelson interferometer.
the typical operating parameters. Typically, an external He-cooled Si bolometer detector
made by Infrared Laboratory Inc. is used for far-infrared measurements. The intensity of a
blackbody source becomes very weak in the far-infrared region, and the room-temperature
DTGS detector does not have sensitivity to provide sufficiently high signal-to-noise ratio.
The Infrared Laboratory Inc. bolometer provides a much higher sensitivity (100 times better than DTGS) and lower noise level (less than 1% at liquid helium temperature). In the
middle-infrared range, the DTGS detector has enough sensitivity to provide good signal-to
noise for most samples. However, when needed, an external He-cooled photocell detector
made by Infrared Laboratory Inc. can be used to improve signal-to-noise ratio 100 times.
This capability was particularly important to perform measurements on the b axis for the
Ni3 V2 O8 and Co3 V2 O8 single crystals.
The spectra taken with different beamsplitters are merged together to give the whole
spectrum in the far- and middle- infrared. The spectrum can be merged with the data taken
with the Perkin-Elmer λ-900 spectrometer, if necessary.
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Table 2.2: Bruker 113V FTIR Operating Parameters.
Range (cm−1 )

Beamsplitter

Opt. Filter

Source

Polarizer

Detector

20-50
30-120
50-240
100-600
450-5000

Mylar 50µ
Mylar 23µ
Mylar 12µ
Mylar 3.5µ
KBr

Black PE
Black PE
Black PE
Black PE
open

Hg arc
Hg arc
Hg arc
Hg arc
Globar

1
1
1
1
2

bolometer, DTGS
bolometer, DTGS
bolometer, DTGS
bolometer, DTGS
photocell, DTGS

PE = polyethylene, Polarizer 1 = wire grid on oriented PE, Polarizer 2 = Al grid on KRS-5

2.4.2

Bruker Equinox 55 IR Microscope

The Bruker IRscope II is designed for accurate measurement of micro samples, or small areas
on large samples. In our lab, Bruker IRscope II combined with Bruker Equinox 55 FTIR
spectrometer can be used to obtain the spectrum from the middle-infrared to visible range.
It is ideal for small crystals, small edges of a crystal, and also for checking the absolute
reflectance level obtained on the other instruments.
Bruker Equinox 55 FTIR spectrometer is equipped with a Globar source, two beamsplitters, and a DTGS detector. It has an external port to transfer the incident light to
the IRscope II. The latter has three objectives (4×, 15×, and 30×), and several detectors
(MCT, InSb, and Si diode) to cover the energy range from 600-16000 cm−1 . Reflectance or
transmission mode, and also infrared or visible range and the corresponding detector, can be
selected by flipping different mirrors in the system. Table 2.3 lists the operating parameters
of Bruker Equinox 55 FTIR spectrometer combined with IRscope II. The spectrometer is
operated under N2 purge.
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Table 2.3: Bruker IRscope II Operating Parameters.

2.4.3

Beamsplitter

Detector

Range (cm−1 )

KBr
Quartz
Quartz

MCT
InSb
Si diode

600-8000
7500-12500 with near-infrared polarizer
12300 -16000 with visible polarizer

Perkin-Elmer λ-900 Spectrometer

The near-infrared (NIR)/Visible (Vis)/Ultraviolet (UV) spectra in this dissertation were
measured on the Perkin-Elmer λ-900 Spectrometer. This spectrometer features an allreflecting, double-monochromator, double-beam optical system. The energy range covered
by the λ-900 Spectrometer is 3300-190 nm (≈ 3000-52000 cm−1 ). The spectrometer is operated under nitrogen purging. The optical system is depicted schematically in Fig. 2.4.
There are two radiation sources, a deuterium lamp (DL) and a halogen lamp (HL). The
halogen lamp is used for NIR and Vis ranges, and the deuterium lamp is used for UV range.
Source change is controlled by flipping mirror M1. The radiation of the source is reflected
by mirrors M2 and M3, and passes the optical filter FW. Then, the beam is brought into
monochromator I through M4, slit SA, and M5. Depending on the desired wavelength range,
the collimated radiation beam strikes either the 2400 lines/mm grating or the 1200 lines/mm
grating. The rotation position of the grating effectively selects a segment of the spectrum,
reflecting this segment to mirror M5, to go through the exit slit, and enter monochromator
II. The advantage of the double-monochrometer is to maintain high spectral purity with
an extremely low stray radiation content. The automatic grating change during monochromator slewing avoids the time-consuming re-alignment of the optics pathway due to the
monochromator change.
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Figure 2.4: Optical layout of Perkin-Elmer λ-900.
The double beam is achieved via the chopper assembly C. As the chopper rotates, a mirror
segment, a window segment and two dark segments are brought alternately into the radiation
beam. When a window segment enters the beam, the radiation passes through to mirror
M9 and is then reflected via mirror M10 to create the reference beam (R). When a mirror
segment enters the beam, the radiation is reflected via mirror M100 to form the sample beam
(S). When a dark segment is in the beam path, no radiation reaches the detector, permitting
the detector to create the dark signal (D). Then, the measured spectrum is expressed as:

spectrum = (S − D)/(R − D).

Two detectors are used in the Perkin-Elmer λ-900 spectrometer. A photomultiplier (PM)
is used in the UV/Vis range while a lead sulfide (PbS) detector is used in the NIR range.
Detector change is automatic by rotating mirror M14 during scans. Table 2.4 lists the typical
operating parameters.
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Table 2.4: λ-900 Operating Parameters.

2.4.4

Monochromator

Source

Detector

Range (cm−1 )

Holographic Gratings
Holographic Gratings
Holographic Gratings

Halogen Lamp
Halogen Lamp
Deuterium Lamp

PbS
Photomultiplier
Photomultiplier

3100-14250
11240-31330
31330-52000

Reflectance Stage and Polarizers

To measure the absolute reflectance spectrum, a reflectance stage (as shown in Fig. 2.5) is
used to bring the near normal incident (< 6◦ ) light to a solid sample or reference mirror.
An aluminum mirror is usually used as a reference material to obtain a baseline scan, then
the reflectance spectrum of the sample is measured relative to the baseline. The absolute
reflectance spectrum of the sample is obtained by renormalizing the measured spectrum with
absolute Al mirror reflectance.
The optical theory outlined in Section 2.3 is based on Maxwell’s equations 2.1–2.4 and
Eqs. 2.5–2.7. the last three being the material equations for an isotropic medium. In an

(a)

(b)

Figure 2.5: Reflectance set-up for (a) Bruker 113V FTIR and (b) Perkin-Elmer λ-900.
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~ and E
~ are related by the following form:
anisotropic crystal, D

Dx = ²xx Ex + ²xy Ey + ²xz Ez ,

(2.24)

Dy = ²xy Ex + ²yy Ey + ²yz Ez ,

(2.25)

Dz = ²zx Ex + ²zy Ey + ²zz Ez .

(2.26)

The nine quantities ²xx ²xy , ...are constants of the medium, and constitute the dielectric
tensor. It is always possible to find a set of axes, the principal dielectric axes, such that the
complex dielectric tensor can be put into diagonal form, i.e.:
¯
¯
¯ ²xx 0
0
¯
¯
²(q, ω) = ¯¯ 0 ²yy 0
¯
¯
0 ²zz
¯ 0

¯
¯
¯
¯
¯
¯.
¯
¯
¯
¯

(2.27)

~ and E
~ have the same direction. To find the dielectric tensor
Along the principal axes, D
~ is
along the principle axes of the single crystals, a polarized electric field of the light E
required. The polarized light is obtained by inserting a polarizer in the path of the beam.
Several polarizers are used to cover the spectral range from far-infrared to UV, and are
summarized in Table 2.5. In the far-infrared range the polarizers used are made of a wire
grid on polyethlylene matrix. In the middle-infrared range, the polarizers used are made of
0.12 µm wide aluminum strips on a KRS-5 substrate (thallium compounds). A set of plastic
Polaroid film polarizers are used for the IR microscope. In the NIR/Vis/UV range, dichroic
Glan-Thompson and Glan-Taylor polarizers are used for Perkin-Elmer λ-900.
Figure 2.6 shows the polarizers used in Bruker 113V FTIR, which are mounted on a
rotating dial. This mounting allows us to determine the principal axes of single crystals by
measuring the polarization dependence of the reflectance response.
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Table 2.5: Polarizer used in each part of the spectral range.

2.5

Polarizer

Instrument

Range (cm−1 )

Polyethlylene
KRS-5
Polaroid film
Glan-Thompson
Glan-Taylor

Bruker 113V
Bruker 113V
Microscope
λ-900
λ-900

10 - 600
450 - 5000
600 - 14000
3000 - 30000
10000 - 50000

Low-Temperature Measurements

The low-temperature measurements were carried out with an open-flow cryostat. For the
low-temperature experiments with the Bruker 113V, an APD LT-3-110 Heli-Tran Liquid
Transfer Refrigeration System with dual temperature sensors, together with a Lakeshore
Model 330 temperature controller, were adapted. Cooling is accomplished by a controlled
liquid-He transfer through a highly efficient transfer line to a heat exchanger adjacent to the
sample interface. A needle valve at the end of the transfer line permits precise control of the
flow rate. The cooling rate can be regulated by changing the pressure of the supply dewar,
adjusting the flow-meter and optimizing the position of the needle valve. It often takes 25
minutes to precool the system, and the lowest stable temperature reached is ∼ 4.5 K.

(a)

(b)
Figure 2.6: (a) Commercial polarizers similar to the ones used in Bruker 113V FTIR, and (b)
close-up view of the Polyethlylene polarizer mounted on the goniometer.
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(a)
(b)

Figure 2.7: Variable temperature experiment setup in the (a) Bruker 113V and (b) λ-900 spectrometer.

To improve the thermal contact, crycon grease is placed between the cold stage of the
cryostat and the sample holder, and the sample is mounted on the sample holder with
GE Varnish and silver paint. There are two thermal sensors inside the cryostat, one is
embedded in the tip of the cold stage, the other one is mounted on the sample holder. In
this configuration, the temperatures provided by the two sensors allow us to estimate the real
sample temperature. In Fig. 2.7 we can see the real setup during a variable temperature
experiment en the Bruker 113 V and λ-900 spectrometer. One end of the transfer line
goes into the liquid-He dewar, and the other end goes to the cryostat, where the sample is
mounted.

2.6

Magnetic Field Measurements

The National High Magnetic Field Laboratory (NHMFL) provides a great opportunity to
do magnet-related research. The world record magnets and magneto-optics facilities at
NHMFL make it possible to investigate the unusual nature of low-dimensional solids in very
high magnetic fields. The information in this section comes largely from NHMFL website,
http://www.magnet.fsu.edu/, and Refs. [22–24].
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Figure 2.8: Schematic of (a) IR set-up in the superconducting magnet at NHMFL and (b) of the
transmittance probe used in the superconducting magnet (after Ref. [22]).

Figure 2.8 (a) shows a schematic of the infrared set-up for the transmission measurement
in the 18 T superconducting magnet, where we performed the magneto-infrared transmittance measurements showed in this thesis. The infrared radiation provided by a Bruker
66V FTIR spectrometer is reflected out of the back sample chamber by an off-axis parabolic
mirror. Another mirror in the light pipe further diverts the beam by 90◦ and focuses the
beam onto the sample which is located in the middle of the probe. The transmitted light is
finally collected by a Si-doped Bolometer and transformed into an electric signal. The signal
is amplified and sent back to the Bruker to be processed by the computer. Figure 2.8 (b) displays the schematic representation of the transmittance probe used in the superconducting
magnet.
Field-induced changes are generally studied by taking the ratio of the transmittance at
high field and the transmittance at zero field, i.e., T (ω,H)/T (ω,0 T). The high-field absolute
transmittance spectra are calculated by renormalization of high-field transmittance ratios to
the zero-field absolute transmittance spectrum. The absorption coefficient is calculated as:

α(ω, H) = −

1
· lnT (ω, H),
hd
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(2.28)

where h is the loading of Ni3 V2 O8 or Co3 V2 O8 in the pellet, d is the pellet thickness, and
T is the absolute transmittance. Specific values used in this work are shown in Table 2.1.
To emphasize the changes with magnetic field, we also calculate the absorption difference
spectra:
∆α =

α(ω, H) − α(ω, 0T)
.
α(ω, 0T)

(2.29)

One way to quantify field-induced changes in the absorption difference is through:
Z

ω1
ω0

¯ ∆α ¯
¯dω,
¯
α

(2.30)

where ω0 and ω1 define the frequency range of interest. Applications of these analysis methods will be shown in following chapters.

2.7

Dynamics Calculations

Complimentary first-principles lattice dynamics calculations were carried out by Brooks Harris from the University of Pennsylvania and Taner Yildirim from the National Institute of
Standards and Technology, to determine frequencies and displacement patterns of vibrational modes for Ni3 V2 O8 [1, 13]. Methods and output are going to be discussed in following
chapters.
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Chapter 3
Multiferroic and Geometrically
Frustrated Materials: Literature
Survey
3.1

Multiferroic and Magnetoelectric Materials

A ferroelectric crystal exhibits a stable and switchable electrical polarization that is manifested in the form of cooperative atomic displacements. A ferromagnetic crystal exhibits
a stable and switchable magnetization that arises through the quantum mechanical phenomenon of exchange. Multiferroic materials that exhibit both of these properties also exist,
but are rare [25–27]. The reason is simply that the two order parameters are nearly always
mutually exclusive. For instance, most ferroelectrics are transition metal oxides, in which
transition ions have empty d shells. These positively charged ions like to form molecules
with one or more of the neighboring negative oxygen ions. This collective shift of cations
and anions inside a periodic crystal induces bulk electric polarization. The mechanism of the
covalent bonding, or electronic pairing, in such molecules is the virtual hopping of electrons
29

Magnetically polarizable
Ferromagnetic
Electrically polarizable
Ferroelectric
Multiferroic
Magnetoelectric

Figure 3.1: Relationship between multiferroic and magnetoelectric materials. The intersection
between ferroelectrics and ferromagnets represents materials that are multiferroic.

from the filled oxygen shell to the empty d shell of a transition metal ion [26]. Magnetism,
on the other hand, requires transition metal ions with partially filled d shells, as the spins
of electrons occupying completely filled shells add to zero and do not participate in magnetic ordering. The exchange interaction between uncompensated spins of different ions,
giving rise to long-range magnetic ordering, also results from the virtual hopping of electrons between the ions [26]. The difference in d shells filling required for ferroelectricity and
magnetism makes these two ordered states mutually exclusive [25]. Magnetoelectric coupling
of magnetic and electrical properties is an independent phenomenon that can arise in any
of the materials that are both electrically and magnetically polarizable. The relationship
between these properties is diagramed in Fig. 3.1.
A single-phase multiferroic material is one that possesses at least two of the so-called
ferroic properties: ferroelectricity, ferromagnetism, ferroelasticity, and ferrotoroidicity (Table 3.1) [27, 28]. Moreover, the classification of a multiferroic has been broadened to include
antiferroic order.1 Magnetoelectric coupling, on the other hand, may exist whatever the nature of magnetic and electrical order parameters, and can for example occur in paramagnetic
ferroelectrics (Fig. 3.1) [29]. Magnetoelectric coupling may arise directly between the two
order parameters, or indirectly via strain.
1

Dipole or magnetic moments in the material cancel each other.
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Table 3.1: Definition, spatial-inversion and time-reversal symmetry in ferroics [27].
Spatial-inversion
symmetry?

Time-reversal
symmetry?

the material possesses a spontaneous deformation that is stable and can be switched
hysteretically by an applied stress

Yes

Yes

the material possesses a spontaneous polarization that is stable and can be switched
hysteretically by an applied electric field

No

Yes

the material possesses a spontaneous
magnetization that is stable and can be
Ferromagnetic
switched hysteretically by an applied
magnetic field

Yes

No

Ferrotoroidic

the material possess a stable and spontaneous order parameter that is taken to be
the curl of a magnetization or polarization

No

No

Multiferroic

the material possesses at least two of
the ferroic properties:
ferroelectricity,
ferromagnetism, ferroelasticity, and ferrotoroidicity

No

No

Name

Definition

Ferroelastic

Ferroelectric

The current high level of interest in magnetoelectrics and multiferroics is driven by the
prospect of controlling charges by applied magnetic fields and spins by applied voltages, and
using this to construct new forms of multifunctional devices and develop a better technology.
The goals here include transducers, magnetic field sensors, and more importantly, the information storage industry. For instance, it was initially suggested that both magnetization
and polarization could independently encode information in a single multiferroic bit.
Coupling of the two order parameters could in principle permit data to be written electrically and read magnetically [30, 31]. This is attractive because it would exploit the best
aspects of ferroelectric random access memory (FeRAM) and magnetic data storage, while
avoiding the problems associated with reading FeRAM and generating the large local mag-
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netic fields needed to write [27]. Unfortunately, significant materials development will be
required to generate magnetoelectric materials that could make a real contribution to the
data storage industry. Because of this, the study of novel materials remains vital if new
technologies are pursued.

3.1.1

Magnetoelectric Coupling

The magnetoelectric effect in a single-phase crystal is traditionally described in Landau
theory by writing the free energy F of the system in terms of an applied magnetic field H
whose i -th component is denoted Hi , and an applied electric field E whose i-th component
is denoted Ei [27]. For a non-ferroic material, where there is no hysteresis and both the
temperature-dependent electrical polarization Pi (T ) and the magnetization Mi (T ) are zero
in the absence of applied fields, F can be written under the Einstein summation convention
as:
1
βijk
γijk
1
Ei Hj Hk +
Hi Ej Ek + .... (3.1)
−F (E, H) = ε0 εij Ei Ej + µ0 µij Hi Hj + αij Ei Hj +
2
2
2
2
The first term describes the contribution resulting from the electrical response to an
electric field, where ε0 is the permittivity of free space, and the relative permittivity εij (T ) is
a second-rank tensor that is typically independent of Ei in non-ferroic materials. The second
term is the magnetic equivalent of the first term, where µij (T ) is the relative permeability and
µ0 is the permeability of free space. The third term describes linear magnetoelectric coupling
via αij (T ); the third-rank tensors βijk (T ) and γijk (T ) represent higher-order (quadratic)
magnetoelectric coefficients.
Under this scheme, all magnetoelectric coefficients incorporate the field independent material response functions εij (T ) and µij (T ). The magnetoelectric effects can then be established in the form Pi (Hj ) or Mi (Ej ). Pi (Hj ) is obtained by differentiating F with respect to
32

Ei , and then setting Ei =0:2

Pi = αij Hj +

βijk
Hj Hk + ....
2

(3.2)

A complementary operation involving Hi establishes Mi (Ej ):

µ0 Mi = αij Ej +

γijk
Ej Ek + ....
2

(3.3)

In ferroic materials, the above analysis is less rigorous because εij (T ) and µij (T ) display
field hysteresis. Moreover, ferroics are better parameterized in terms of resultant3 rather
than applied fields [27]. This is because it is then possible to account for the potentially
significant depolarizing/demagnetizing factors in finite media, and also because the coupling
constants would then be functions of temperature alone, as in standard Landau theory.
A multiferroic that is ferromagnetic and ferroelectric is likely to display large linear magnetoelectric effects. This follows because ferroelectric and ferromagnetic materials often (but
not always) possess a large permittivity and permeability respectively, and αij is bounded
by the geometric mean of the diagonalized tensors εii and µjj such that [27]:
αij 2 ≤ε0 µ0 εii µjj

(3.4)

Equation 3.4 is obtained from Eq. 3.1 by forcing the sum of the first three terms to be
greater than zero, that is, ignoring higher-order coupling terms. It represents a stability
condition on εij (T ) and µij (T ), but if the coupling becomes so strong that it drives a phase
transition to a more stable state, then αij , εij and µij take on new values in the new phase.
2

In S.I. units, the electrical polarization Pi (T ) has units of µC cm−2 , and the magnetization Mi (T ) has
units of µB per formula unit, where µB is the Bohr magneton.
3
The resultant is the magnetic output either of the magnet or the combination of the magnet and the
applied field.
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3.1.2

Nonlinear Coupling

Most materials have small values of εij and/or µij , and consequently the linear magnetoelectric effect will also be small because the permittivity and permeability appear as a product in
Eq. 3.4. However, no such restriction applies to higher-order coupling terms, such as those
described by βijk and γijk . For example, in some materials, terms like βijk Hj Hk can dominate
the linear term αij Hj in Eq. 3.2. In order to achieve large magnetoelectric effects at room
temperature through higher-order terms, magnetic materials with reduced dimensionality
are good candidates [27]. For instance, two-dimensional spin order associated with β(T ) can
persist to a temperature T2D higher than the temperature T3D at which three-dimensional
spin order associated with α(T ) is destroyed. This effect is observed at low temperature in
BaMnF4 [32].

3.1.3

Indirect Coupling

The effects of strain on the magnetoelectric coupling could be significant and even dominant
in some systems [27]. For example, the inclusion of piezomagnetism4 or magnetostriction5
would generate cross terms in Eq. 3.1 that are proportional to strain and vary linearly or
quadratically with Hi , respectively. Analogous expressions would arise from piezoelectricity
or electrostriction. In two-phase materials, magnetic and electrical properties are straincoupled by design in the quest for large magnetoelectric effects. The strength of this indirect
coupling is not restricted by Eq. 3.4, and enhancements over single-phase systems of several
orders of magnitude have been achieved [33].
4

Piezomagnetism describes a change in strain as a linear function of applied magnetic field, or a change
in magnetization as a linear function of applied stress.
5
Magnetostriction describes a change in strain as a quadratic function of applied electric field.
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3.1.4

Determination of Coupling Constants

To determine the magnetoelectric behavior of a material, its magnetic point group symmetry
has to be known [27]. This is because the magnetoelectric coefficients αij , βijk and γijk
contains the symmetry of the material [28, 34]. For example, αij can only be nonzero for
materials that do not have a center of symmetry and time-reversal symmetry (see Table
3.1) [27]. Conversely, information on the magnetoelectric coefficients based on electrical or
optical experiments can help with the determination of the magnetic point group symmetry
[35]. Direct measurements of magnetoelectric coupling are challenging. They record either a
magnetic response to an applied electric field or an electrical response to an applied magnetic
field. The first case typically requires application of an electric field to the sample in a
magnetometer. In the second scenario, the electrical response can be measured in terms
of current or voltage. The time-integrated current per unit area directly represents the
magnetically induced change of polarization in Eq. 3.2, that is, α = ∂P /∂H, ignoring
higher-order terms.

3.2

Ferroelectricity in Frustrated Magnets

Ferroelectricity and magnetism in solids have different origins: whereas magnetism is related
to ordering of spins of electrons in incomplete ionic shells, ferroelectricity results from the
shifting of negative and positive ions inducing surface charges. In some materials, electric
polarization appears as part of a complex lattice distortion; in others, it appears as an accidental consequence of some sort of magnetic ordering [26]. Examples are RMnO3 (R=rare
earth) [36, 37], LuFe2 O4 [38], DyMn2 O5 [39], and Ni3 V2 O8 [11], among others. All these
materials are frustrated magnets, in which competing interactions between spins preclude
simple magnetic orders. Now, the question is: how is it possible that magnetic ordering can
induce ferroelectricity and what is the role of frustration? The coupling between electric
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Figure 3.2: Spatial-inversion and time-reversal symmetry in ferroics. (a) Ferroelectrics: the local
dipole moment p may be represented by a positive point charge that lies asymmetrically within a
crystallographic unit cell that has no net charge. There is no net time dependence, but spatial inversion reverses p. (b) Ferromagnets: the local magnetic moment m may be represented classically
by a charge that dynamically traces an orbit, as indicated by the arrowheads. A spatial inversion
produces no change, but time reversal switches the orbit and thus m. (c) Multiferroics that are
both ferromagnetic and ferroelectric possess neither symmetry.

polarization and magnetization is governed by the symmetries of these two order parameters
(see Table 3.1 and Fig. 3.2). The electric polarization P or dipole moment p change sign
on the inversion of all coordinates, r → -r, but remain invariant on time reversal, t → -t. The
magnetization M or magnetic moment m transform in precisely the opposite way: spatial
inversion leaves them unchanged, whereas the time reversal changes sign. Because of this
difference in transformation properties, the linear coupling between P and M is only possible
when these vectors vary both in space and in time: for example, spatial derivatives of E are
proportional to the time derivative of H and vice versa (see Maxwell’s equations).
The coupling between static P and M can only be nonlinear. Nonlinear coupling results
from the interplay of charge, spin, orbital and lattice degrees of freedom. It is always present
in solids, although it is usually weak. If it can induce polarization in a magnetically ordered
state, or not, crucially depends on its form. This is where frustration comes into play. Its
role is to induce spatial variations of magnetization. A simple example is schematically
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(a)

(b)

Figure 3.3: (a) Spin chain with ferromagnetic (FM) interaction between neighboring spins and (b)
frustrated spin chain with the nearest-neighbor FM and next-nearest-neighbor AFM interaction, J
and J ’, respectively.

represented in Fig. 3.3. A spin chain with a ferromagnetic interaction J < 0 between
neighboring spins has a uniform ground state with all parallel spins (Fig. 3.3 (a)). Now, an
antiferromagnetic next-nearest-neighbor interaction J 0 > 0 frustrates this simple ordering,
and when sufficiently strong, stabilizes a spiral magnetic state (Fig. 3.3 (b)). The spiral
ordering spontaneously breaks time-reversal and inversion symmetry [26, 40]. Thus, the
symmetry of the spiral state allows electric polarization to appear simultaneously.

3.3

Crystal Structure and Magnetic Properties of Multiferroic Ni3V2O8

Ni3 V2 O8 displays an orthorhombic Kagomé staircase structure [9] with layers of edge sharing
NiO6 octahedra separated by nonmagnetic VO4 tetrahedra (Fig. 3.4 (a)). The Ni2+ (S=1)
centers reside in two distinctly different local symmetry environments, often referred to as
“spine” and “crosstie” sites. The spine sites form chains that run along the a axis (Fig.
3.4 (b)). The chains are connected in the c direction by the crosstie sites. Buckling of
the quasi-Kagomé planes gives rise to high degree of magnetic anisotropy and leads to a
complex magnetic-temperature (H-T ) phase diagram [10–12,14]. The latter is characterized
by a series of magnetic phase transitions with decreasing temperature (Fig. 3.5 (a)).
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(a)

(b)

cross-tie
sites

a
c

spine sites

Figure 3.4: (a) 300 K crystal structure of Ni3 V2 O8 [9]. Nickel occupies inequivalent spine and
cross tie sites. The polyhedra indicate the packing arrangement. NiO6 with cross-tie Ni sites: dark
color octahedra; NiO6 with spine Ni sites: light color octahedra; and grey VO4 tetrahedra. (b)
Spine chains run along the a axis and are connected in the c direction by the crosstie sites.

Ni3 V2 O8 is paramagnetic (PM) above 10 K. Two incommensurate phases are observed at
lower temperatures. The high temperature incommensurate (HTI) phase displays a collinear,
sinusoidal modulation, with long-range order mostly on the spine sites with their spins
parallel to a (Fig. 3.5 (b)). The low temperature incommensurate (LTI) phase has a spiral
spin structure [11], where the spine and crosstie spins rotate within an a-b plane as shown
in Fig. 3.5 (c). The latter displays ferroelectricity with a spontaneous polarization along
the b direction, P b ∼ 100 µC/m2 [11, 15]. Below the LTI phase, commensurate canted
antiferromagnetism is observed (Fig. 3.5 (d)).
In recent dilatometry experiments [15], small anomalies of the lattice parameters were
detected when crossing PM → HTI at 9.4 K and HTI → LTI at 6.5 K (Fig. 3.6). However,
the transition from the LTI phase into the antiferromagnetic CAF phase at 3.9 K exhibits
large anomalies in form of sizable abrupt changes of the lattice parameters a, b, and c,
with a relative volume change of ∆V/V= -2.62 ∗ 10−5 [15]. The fact that a and b expand
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Figure 3.5: (a) Ni3 V2 O8 H-T phase diagram for Hkb (after Ref. [14]). (b)-(d) Schematic representation of spin arrangement in the antiferromagnetic HTI, LTI, and CAF phases (after Ref. [11]).

but c contracts shows the strongly anisotropic character of the spin-lattice coupling in this
material. The small size of the changes demonstrates the need for structural probes that are
both sensitive and local.

3.4

Crystal Structure and Magnetic Properties of Geometrically Frustrated Co3V2O8

Co3 V2 O8 (S = 3/2) is quasi-isostructural with Ni3 V2 O8 [9]. As we described for the Ni
analog, in the Kagomé staircase structure of Co3 V2 O8 there are two different Co2+ sites,
one on the spines of the structure and the other one on the crosstie sites (Fig. 3.7 (a)).
The magnetic phase diagram of Co3 V2 O8 along the three crystallographic orientations is
shown in Fig. 3.7 (b) [18]. Co3 V2 O8 initially orders at 11.4 K into an incommensurate
magnetic phase with spins along the a-direction. For 7.0 < T < 8.9 K, the system locks into
a commensurate antiferromagnetic structure. In this phase, there is a ferromagnetic layer
where the spine and crosstie sites have ordered moments of 1.39 µB and 1.17 µB , respectively,
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Figure 3.6: Lattice strain along a, b, and c axes below 10 K. The reference length Lo is the lattice
parameter at 10 K (after Ref. [15]).

and an antiferrromagnetic layer where the spine site has an ordered moment of 2.25 µB , while
the crosstie sites are fully frustrated and have no observable ordered moment [16] as a result
of trying to satisfy interactions with the two antiparallel Cospine chains, which the Cocrosstie
sites link. A schematic representation of this spin model is shown in Fig. 3.8 (a). Below
7.0 K, the magnetic structure becomes incommensurate again. For 6.2 < T < 6.6 K, the
system locks into another commensurate phase. At Tc =6.2 K, Co3 V2 O8 undergoes a strongly
first-order transition to the ferromagnetic ground state (Fig. 3.8 (b)). The ferromagnetism
partially relieves the crosstie site frustration. In this phase, the direction for all spins on the
spine chains is along the a-axis. While Co3 V2 O8 displays a small static dielectric anomaly
at the 6.2 K transition, ferroelectricity has not been observed in any of the low temperature
magnetic phases [16, 18].
Measurements of the lattice parameters as a function of temperature (Fig. 3.9) [16]
show that a and b decrease monotonically with decreasing temperature, showing a change
in slope, first near the commensurate antiferromagnetic transition at 8.9 K, and then near

40

(a)

(b)

Figure 3.7: (a) 300 K crystal structure of Co3 V2 O8 [9]. Cobalt occupies inequivalent spine and
cross tie sites. The polyhedra indicate the packing arrangement. CoO6 with cross-tie Co sites: dark
color octahedra; CoO6 with spine Co sites: light color octahedra; and grey VO4 tetrahedra. (b)
Magnetic phase diagram of Co3 V2 O8 along the three crystallographic orientations (after Ref. [18]).
The five phases are: paramagnetic (PM), incommensurate AFM (IC-AFM), first commensurate
phase (CM1), second commensurate phase (CM2), and weak ferromagnetic phase (w-FM). The
inset in the Ha phase diagram shows details at lower magnetic fields.

the ferromagnetic transition at 6.2 K. The c axis shows a negative thermal expansion with
a step only near the ferromagnetic ordering temperature. The unit cell volume V shows no
anomalous change and increases monotonically with temperature. Hence, there is no change
in symmetry of the structure that can be observed when the system orders magnetically [16].
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Cocrosstie
Cospine

Figure 3.8: (a) Commensurate antiferromagnetic and (b) ferromagnetic structure models of
Co3 V2 O8 (after Ref. [16]). In both cases all Co moments are aligned along the a axis.

Figure 3.9: (a) a and b lattice parameters and (b) c lattice parameter and volume of the unit cell
of Co3 V2 O8 as a function of temperature (after Ref. [16]).
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Chapter 4
Magnetoelastic Coupling in
Multiferroic Ni3V2O8
In order to elucidate magnetic ordering-induced lattice distortions and spin-lattice coupling in a magnetically-driven multiferroic material, we investigated the infrared response of
Ni3 V2 O8 as a function of temperature. Magnetoelastic coupling is evidenced by frequency
shifts of several vibrational modes at different magnetic ordering temperatures. A detailed
analysis of frequency shift trends and displacement patterns demonstrates that the phonons
are sensitive to different magnetic states, indicating that the lattice is flexible, coupling
strongly to the spin system. Observation of significant pre-transitional effects due to large
fluctuations of the superexchange interactions, plus evidence of local distortion of both Nispine
and Nicrosstie sites across the different transitions will be discussed in what follows.

4.1

300 K Vibrational Properties

Figure 4.1 displays the 300 K polarized optical conductivity of Ni3 V2 O8 . The spectra are
characteristic of an anisotropic material, with vibrational excitations that are strongly depen-
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dent on the polarization direction.1 Peak assignments were carried out based upon existing
first-principle calculations [1, 13] and are summarized in Table 4.1. Since phonon modes
in Ni3 V2 O8 are very collective, first-principles calculations results are much better than an
analysis based on chemical building block motion [3]. The phonon spectra basically consist
of two well separated frequency regimes. The low frequency regime between 120-500 cm−1
contains the rigid motion of the NiO6 octahedra and VO4 tetrahedra plus O-V-O and O-NiO bending, causing small distortion of the polyhedra. The high frequency regime between
500-900 cm−1 involves mainly the vibration of the O atoms along the V-O bonds. Since all
oxygen atoms are also connected to Ni atoms, these modes cannot be described as purely
V-O stretching modes because they are always mixed with some Ni-O bond stretching or
with O-Ni-O bending. Animations of these displacement patterns are available in Ref. [41].

4.2

Magnetoelastic Coupling -Temperature Effects

The temperature dependence of the infrared active phonons in Ni3 V2 O8 is interesting and
provides specific information about lattice contraction in complex oxides. Initially, all modes
harden with decreasing temperature (Fig. 4.2). For most features, the temperature dependence of the mode frequency is well described as [42]:

ωj =

ωoj

·
· 1−

cj
Θ

eT − 1

¸
,

(4.1)

where ωoj indicates the frequency of the j -th mode in absence of spin-phonon coupling at 0
K, c j is a mode dependent scale factor of the anharmonic contributions, and Θ is the Debye
temperature for the material, estimated as Θ = 600 K for Ni3 V2 O8 [3]. Between 50 and 100
1

In the case of the cut crystal exposing the b axis, surface quality issues broadened phonon linewidths
and caused slight leakage of a and c related features into the spectrum. However, we elected not to polish
to avoid damage or polishing-induced stress on the crystal. Despite these challenges, b-polarized phonon
positions are highly reliable.
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Figure 4.1: 300 K optical conductivity of Ni3 V2 O8 for light polarized along the a, b, and c directions. For better visualization, in panels (a) and (c), modes intensities above 550 cm−1 were
reduced by a factor of three.
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Table 4.1: Comparison of calculated phonon modes [1] and experimental peak frequencies
in cm−1 for Ni3 V2 O8 . The last column contains a brief description of the mode motion.
−
→
E ka
calc. exp.

−
→
E kb
calc. exp.
b11
b10

a7

a5
a4

c8

816.2 786.8

676.1 630.6
449.1 452.9

b7

405.2 407.4

c7

665.5 628.7

c6

376.0 373.5

V-O stretch
+
O-Ni-O bend
V-O +
Ni-O stretch

375.9 370.5
337.5 335.4
326.8 328.8
320.4 323.5
c5

314.7 322.6

c4

302.2 303.5

c3

253.0 257.2

c2

213.6 218.7

313.6 309.2

mix of
O-V-O and
O-Ni-O
bending

290.8 290.4

243.0 240.1
b3

a1

833.6 825.5

829.2 809.9

b8

b4
a2

c9

424.9 423.8

b6
b5
a3

Description

892.2 881.6

808.3 786.8
b9

a6

→
−
E kc
calc. exp.

220.9 224.5

197.2 202.9
b2

196.2 200.8

b1

171.9 174.1

c1
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rigid motion
of NiO6
& VO4
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Figure 4.2: Peak position as a function of temperature showing typical behavior for modes along
the crosstie direction. The solid line is a fitting with a model dependent on the Debye temperature.

K, several modes reveal significant deviations from anharmonic behavior, with the strongest
effects along the spine direction, a. Anomalous phonon shifts taking place at much higher
temperature than the magnetic ordering transition temperature have been reported for other
multiferroic compounds [5, 43], although in this case, it seems to be a precursor effect rather
than evidence for a new energy scale.
In order to distinguish the natural anharmonic contribution from more subtle temperature
effects that occur when Ni3 V2 O8 is tuned through the series of magnetically ordered phases,
we analyze frequency shifts of the modes in the low temperature range. One way to analyze
these shifts is through the relative frequency change, i.e., through a comparison of the peak
positions at consecutive temperatures:
ω(Tlow ) − ω(Thigh )
∆ω
=
.
ω
ω(Tlow )

(4.2)

A positive difference indicates that the mode in question is hardening across the magnetic
phase boundary. A negative difference indicates that the mode is softening, or relaxing,
through the phase boundary. A typical example is shown in Fig. 4.3. If |∆ω/ω| ≤ 0.02 %,
it is considered that there is no frequency change; sensitivity limit determined after using
peak fit techniques plus visual confirmation of shifts. Over the small temperature intervals
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Figure 4.3: Close-up view of the a2 vibrational mode of Ni3 V2 O8 (a) on approach to the series
of magnetic transitions, (b) across the PM to HTI, and (c) through the HTI to LTI transition.
The intensity changes are typical of what is observed for several features [44]. (d) and (e) Relative
frequency change for a2 and b4 modes, respectively. The shaded area with |∆ω/ω|≤ 0.02 % displays
our sensitivity limit determined via peak fit techniques and visual confirmation of shifts.

studied here, no substantial anharmonic contribution is anticipated. Thus, observed mode
softening or hardening demonstrates lattice sensitivity to the magnetically ordered state. Of
course, these measured frequency shifts capture both local lattice distortions and changes in
spin-phonon coupling. Both are discussed below, although emphasis is placed on analysis of
local distortions. In Ni3 V2 O8 , the observed frequency shifts are on the order of 0.03 - 0.12
%. Displacements that lower the structural symmetry in RMn2 O5 materials (with R = rare
earth center) are also small [5, 45].
We perform this frequency shift analysis on all observed a, b and c-polarized vibrational
modes of Ni3 V2 O8 , focussing on three different stages of the cooling process: (i) the approach
to the series of magnetic transitions, (ii) the PM to HTI phase transition, and (iii) the HTI
to ferroelectric LTI magnetic phase transition. Here, we compare spectra at 20, 12, 8 and
4.5 K, temperatures selected to be at the heart of each magnetic phase. Our detailed results
are summarized in Table 4.2.
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Table 4.2: Summary of the vibrational trends through the series of magnetic transitions
in Ni3 V2 O8 . Peak fitting techniques and visual confirmation were used to establish these
trends.
Hardening
indicates
0.02
%.of magnetic transitions in Ni3 V
TABLE
I: Summaryorofsoftening
the vibrational
trends|∆ω/ω|
through≥
the
series
Approaching the Series of Low Temperature Magnetic Transitions
→

→

→

E ka
E kb
E kc
high
low freq.
high freq.
low freq.
high freq.
low freq.
a7 a6 a5 a4 a3 a2 b11 b10 b9 b6 b5 b4 b3 b2 b1 c9 c8 c7 c6 c5 c4 c3 c2
hardening
•
•
•
• • • • •
no change
• • • •
•
• • • •
• • •
softening
•
•
•
Paramagnetic to High Temperature Incommensurate Phase Transition
→

→

→

E ka
E kb
E kc
high
low freq.
high freq.
low freq.
high freq.
low freq.
a7 a6 a5 a4 a3 a2 b11 b10 b9 b6 b5 b4 b3 b2 b1 c9 c8 c7 c6 c5 c4 c3 c2
hardening •
•
no change
• • • • • •
• • •
• • • • • •
softening
•
• • • • •
High Temperature to Low Temperature Incommensurate Phase Transition
→

→

→

E ka
E kb
E kc
high
low freq.
high freq.
low freq.
high freq.
low freq.
a7 a6 a5 a4 a3 a2 b11 b10 b9 b6 b5 b4 b3 b2 b1 c9 c8 c7 c6 c5 c4 c3 c2
hardening
• •
• •
no change
•
•
• • • • •
• • •
softening
•
• • • • •
•
•
•

On approach to the series of magnetic ordering transitions, the high-frequency modes
a7 , b11 , and b9 , soften. These modes involve large oxygen center displacements, mainly
due to VO4 stretching. All low-frequency modes along the crosstie direction (c6 , c5 , c4 ,
c3 , and c2 ) harden.2 Hardening of b6 , b1 , and a2 is also observed. To identify the most
important local distortions, we focus on the modes which show the largest frequency shift
on approach to the series of magnetic ordering transitions. We find c3 , c5 , c6 , and b1 to
be the most relevant. Our analysis indicates (a+c)-directed displacement of Nispine and
(c+b)-directed displacement of Nicrosstie . This is illustrated in Fig. 4.4 (a). Although with
a smaller frequency shift (0.09 %), a7 mode participates by relaxing the oxygen motion, in
order to accommodate the Ni centers displacements. The Nicrosstie and Nispine shifts cause
2

Here, bold designates modes with largest frequency shifts. On the approach to the series of magnetic
transitions: largest frequency shift of 0.15 %. For the PM → HTI transition and for the HTI → LTI
transition: 0.13 %.
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Figure 4.4: Schematic representation of Ni displacements in Ni3 V2 O8 (a) on the approach to the
series of magnetic transitions, (b) across the PM to HTI boundary and (c) through the HTI to LTI
transition, determined by vibrational measurements and analysis of displacement vectors. Aqua
and teal atoms represent the initial and displaced position of the nickel center. Oxygen centers are
static for clarity in this rendering.

significant modification of the Nispine -O-Nispine and Nispine -O-Nicrosstie angles, affecting the
corresponding superexchange interactions. An example of this angle change is shown in
Fig. 4.5 (a). Taken together, we attribute the pre-transitional effect in Ni3 V2 O8 to large
amplitude superexchange fluctuations due to significant modification of both the Nispine O-Nispine and the Nispine -O-Nicrosstie angles. Unpublished inelastic neutron scattering work
reveals significant precursor effects in this regime as well [46].
The transition from the PM to HTI phase is mainly driven by modes with significant
crosstie motion. This includes softening and hardening of many c-polarized modes (c6 , c5 ,
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(b)

(a)
Ni
motion

Nispine

Nispine

V-O stretch

Nispine
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Figure 4.5: Schematic representation of Ni-O-Ni angle change, which affects the superexchange
interaction. This change can occur either by (a) Ni center displacement or (b) oxygen motion.

c4 , c3 , and c2 ), hardening of c7 , hardening of a7 , and softening of b5 . The largest frequency
change is observed for a7 (0.13 %), which involves substantial oxygen displacements driven
by VO4 stretching, with consequent modification of the Nispine -O-Nicrosstie angle, affecting
the associated Nispine -O-Nicrosstie superexchange (Fig. 4.5 (b)). If we broaden our criteria
and consider the effect of modes that undergo a medium frequency change in this PM
→ HTI transition (0.06 - 0.08 %), we observe that both Nispine and Nicrosstie centers are
displacing along c. This is illustrated in Fig. 4.4 (b). Nicrosstie motion is observed for the
majority of these modes, whereas Nispine displacement is observed only in c3 . The Ni centers
displacements distort the NiO6 octahedra inducing changes in the Ni-O-Ni angles. The
Nispine -O-Nicrosstie superexchange interaction dominates in this transition.

The HTI to ferroelectric LTI phase transition is complex and involves several modes.
All spine-directed modes: a7 , a6 , a5 , a4 , a3 , and a2 , plus b10 , b4 , and c7 , soften. b6 , b5 ,
c3 , and c2 harden. To identify the most important local lattice distortions, we group the
modes based upon the magnitude of the frequency shift across the HTI → LTI boundary.
We find a2 , b4 , and a7 to be the most relevant. The high-frequency a7 mode involves large
oxygen displacement along the spine direction due to VO4 asymmetric stretch. b4 and a2
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show significant Ni center displacements, with frequency shifts on the order of 0.10 and
0.13 %, respectively. b4 involves diagonal Nicrosstie motion along b and c plus Nispine motion
along b. a2 involves Nicrosstie motion along a and a slight (almost negligible) displacement
of Nispine along c. Combining these results, Nicrosstie moves along a, b, and c, whereas Nispine
displaces mainly along b, perpendicular to the chain (Fig. 4.4 (c)). At the same time, oxygen
motion accommodates the strong Ni displacements mandated by b4 and a2 . We can test this
conclusion by relaxing our criteria to include b5 , a6 , a5 , and c3 in the analysis. These modes
display more modest frequency shifts (between 0.06 and 0.08 %). b5 and a6 indicate slightly
(a+b+c)-directed Nicrosstie motion, a result that reinforces that extracted from analysis of
a2 and b4 alone. The remaining modes involve oxygen motion driven by bending and tilting
of the VO4 tetrahedra, without substantial Ni displacements. The Nicrosstie and Nispine shifts
cause significant modification of the Ni-O-Ni angles, affecting mostly the Nispine -O-Nicrosstie
superexchange interactions, and the Nispine -O-Nispine to a much lesser extent.
Theoretical studies based on symmetry considerations predicted b4 to be one of the most
important modes in establishing the b-directed spontaneous polarization in the LTI phase
[1, 11, 13], which is the effect that defines Ni3 V2 O8 as multiferroic. Consequently, finding in
our experiments that b4 shifts its frequency considerably when crossing the magnetic phase
boundary is a nicely consistent result. Now, the above mentioned theoretical model does not
include possible effect of modes with symmetry different than B 2u . Consequently, the present
significant effect observed on a2 and a7 mode is new, and opens the door to consideration
of new mechanisms for spin-phonon coupling. A model to make estimations of spin-phonon
coupling constants both on the approach and across the series of magnetic transitions is
under development in collaboration with theorist from the University of Pennsylvania and
the National Institute of Standards and Technology.
The aforementioned local lattice distortion scenarios are consistent with overall average
structure trends observed by bulk dilatometry measurements [15]. Examination of the crystal
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Figure 4.6: bc-plane view of the crystal structure of Ni3 V2 O8 showing layers of edge-sharing NiO6
octahedra separated by V5+ ions.

structure (Fig. 4.6) shows that b is, on average, perpendicular to the axial bonds of NiO6
octahedra, and bisects the equatorial bonds. c is, on average, parallel to the axial bonds
of NiO6 octahedra. The b-axis expansion and c-axis contraction determined by dilatometry
measurements point toward a magnetic state-induced compression of the octahedra.3 This
scenario is in agreement with the conclusion drawn from the combined analysis of frequency
shifts of the vibrational modes and their respective displacement patterns. Nispine chains
are constrained along c but “free” to move along b. Since the octahedra are edge sharing,
the vibrational modes are very collective. Nicrosstie centers are pulled by the Nispine chains,
displaying a more isotropic displacement.
Summarizing, we have employed vibrational spectroscopy to investigate spin-phonon coupling and local structure changes through the series of low temperature magnetic ordering
transitions in Ni3 V2 O8 . The phonons are sensitive to different magnetic states, evidence of a
flexible lattice that couples strongly to the spin system. This magnetically-driven multiferroic
shows a significant pre-transitional effect, which is attributed to large Nispine -O-Nispine and
3

The VO4 tetrahedra do not present clear orientation along a, b, or c, making less evident the effect of
the lattice contraction or expansion on them. Also, they are harder or stiffer than NiO6 octahedra, and
consequently, less susceptible to expansion or contraction.
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Nispine -O-Nicrosstie superexchange fluctuations. The transition to the LTI phase is particularly interesting. Analyzing the frequency shift trends in concert with displacement patterns
determined by dynamics calculations, we find that there is complex local distortion of both
Nispine and Nicrosstie centers. The observation that local structure is sensitive to the magnetic
state in Ni3 V2 O8 has important consequences for other functional oxides where many exotic
properties derive from the interplay between charge, structure, and magnetism.

54

Chapter 5
Magnetoelastic Coupling in Kagomé
Staircase Co3V2O8
We investigate the infrared active phonons of Kagomé staircase Co3 V2 O8 as a function of
temperature and magnetic field to elucidate changes in magnetoelastic coupling through the
series of low temperature magnetic transitions. Magnetic ordering-induced lattice distortions
in this geometrically frustrated material are evidenced by frequency shifts of the modes at
the magnetic ordering temperatures, and magnetic field dependence of several modes, as we
will show in the following discussion.

5.1

300 K Vibrational Properties

Figure 5.1 displays the 300 K optical conductivity of Co3 V2 O8 . The vibrational excitations
are strongly dependent on the polarization direction.1 Since the spectra resembles that of
1

The cut sample exposing the b-axis presented some surface quality issues, with a broadening of phonon
linewidths caused by slight “leakage” of a and c features into the infrared spectrum. However, since we
were searching for small changes in the vibrational modes, we elected not to polish to avoid damage or
polishing-induced stress on the crystal. Despite these challenges, b-polarized phonon positions are highly
reliable.
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the quasi-isostructural Ni analog, we extend the comparison between the two. The goal is
to gain further understanding of the chemical structure-vibrational property relationships
of quasi-isostructural Kagomé staircase materials M 3 V2 O8 . Fig. 5.2 shows the 300 K optical conductivity of Co3 V2 O8 and Ni3 V2 O8 , concentrating in the low frequency range. As
anticipated for quasi-isostructural compounds, qualitatively similar vibrational excitations
and intensity patterns are observed, although the peak positions are different. Experimental
peak frequencies of Co3 V2 O8 and Ni3 V2 O8 are summarized in Table 5.1 for the complete
frequency range analyzed. All Co3 V2 O8 modes are redshifted compared with those of the
Ni analog, ∼ 1 - 2 % in the high frequency range and ∼ 5 - 8 % in the low frequency range.
Since Co and Ni have nearly the same atomic weight, this redshift cannot be a mass effect.
Instead, the comparison demonstrates that Co3 V2 O8 has a softer, more flexible lattice, consistent with previous observations that the Debye temperature of Co3 V2 O8 is about 10 %
lower than that of Ni3 V2 O8 (θD =550 K vs. θD =600 K) [3].
Peak assignments are made by comparison with the Ni- analog [1,2] and are summarized
in Table 5.1. Essentially, the phonon spectra consist of two well separated frequency regimes.
The low frequency regime between 100-500 cm−1 contains the rigid motion of the CoO6
octahedra and VO4 tetrahedra plus O-V-O and O-Co-O bending, causing small distortion
of the polyhedra. The high frequency regime between 500-900 cm−1 involves mainly the
vibration of the O atoms along the V-O bonds. Since all oxygen atoms are also connected
to Co atoms, these modes cannot be described as purely V-O stretching modes because they
are always mixed with some Co-O bond stretching or with O-Co-O bending.

5.2

Magnetoelastic Coupling -Temperature Effects

In order to investigate the magnetoelastic coupling and local structure changes in this frustrated magnetic material, we measured the infrared active phonons of Co3 V2 O8 as a function
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Figure 5.1: 300 K optical conductivity of Co3 V2 O8 for light polarized along the a, b, and c direction.

For better visualization, in panels (a) and (c) the intensities of the modes above 550 cm−1 were
reduced by a factor of three.
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Table 5.1: Experimental peak frequencies in cm−1 for Co3 V2 O8 and Ni3 V2 O8 . The peak assignment and description of the mode motion was carried out based upon first principle calculations
for the Ni-compound in Ref. [1]. Peaks in the Co-compound are redshifted: 1-2 % in the high
frequency range and 5-8 % in the low frequency range.

−
→
E ka
Co- Ni-

→
−
E kb
Co- Nib11
b10

a7

a5
a4

c8

760.8 786.8

c7

628.2 628.7

c6

349.1 373.5
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789.2 786.8
b9

a6

−
→
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Co- Ni-

208.8 224.5

—— 202.9
b2

198.8 196.2
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—— 187.7

rigid motion
of M O6
& VO4
polyhedra

Figure 5.2: Close-up view of the 300 K optical conductivity of Co3 V2 O8 and Ni3 V2 O8 for light
polarized along the a, b, and c direction, in the low frequency range.

of temperature. The low-frequency and high-frequency vibrational modes exhibit strikingly
different behavior with decreasing temperature. Examples are shown in Fig. 5.3 for the
low-frequency a2 and high-frequency c7 mode. Starting at 300 K, most of the low frequency
modes (below 500 cm−1 ) harden with decreasing temperature (Fig. 5.3 (a)). For these
features, the temperature dependence of the mode frequency is well described as [42]:

ωj =

ωoj

·
· 1−

cj
Θ

eT − 1

¸
,

(5.1)

where ωoj indicates the frequency of the j -th mode in absence of spin-phonon coupling at 0
K, c j is a mode dependent scale factor of the anharmonic contributions, and θD is the Debye
temperature for the material (θD =550 K for Co3 V2 O8 ) [3].
Phonons in the high-frequency regime show a completely different behavior (Fig. 5.3
(b)). They soften from the beginning of the cooling. A similar effect was observed in
geometrically frustrated magnet ZnCr2 O4 [47]. The frequency change tends to get smoother
when approaching the series of magnetic ordering temperatures (below ∼ 20 K). The different
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Figure 5.3: Peak position as a function of temperature showing typical behavior for modes in the
(a) low- and (b) high-frequency range. The solid line is a fitting with a model dependent on the
Debye temperature, whereas the dotted line is a guide to the eye.

behavior for the low- and high-frequency modes indicates that the lattice is trying to balance
or compensate effects during the cooling process.
On the approach to the series of magnetic transitions, Co3 V2 O8 shows new temperature
effects that go beyond the natural anharmonic contribution and the surprising red shift of
high-frequency modes described above, and may be related to magnetic interactions. One
way to analyze these changes is through the relative frequency change of the vibrational
modes, i.e., through a comparison of the peak positions at consecutive temperatures:
ω(Tlow ) − ω(Thigh )
∆ω
=
.
ω
ω(Tlow )

(5.2)

A positive difference indicates that the mode in question is hardening across the magnetic
phase boundary. A negative difference indicates that the mode is softening, or relaxing,
through the phase boundary. If |∆ω/ω| ≤ 0.02 %, it is considered that there is no frequency
change; sensitivity limit determined after using peak fit techniques plus visual confirmation
of shifts. Over the small temperature intervals studied here, no substantial anharmonic
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contribution is anticipated. Thus, vibrational mode softening or hardening demonstrates
sensitivity to the magnetically ordered state. In the low temperature range, b-polarized
modes did not show frequency shifts larger than our sensitivity limit. Consequently, we
do not include this data in the tables below, and we focus our discussion on the a and c
directions. Lack of significant response from B2u phonons marks an important difference
with the Ni-analog. Moreover, in Co3 V2 O8 , the largest frequency shift is of the order of
0.12 %, smaller than for Ni3 V2 O8 (0.15 %) [2], indicating an overall less strong spin-phonon
coupling in the Co compound.
We focus the analysis of peak frequency shift on four different stages of the cooling
process: (i) the approach to the series of magnetic transitions, (ii) the PM to IC-AFM
phase transition, (iii) the IC-AFM to CM1 phase transition, and (iv) CM1 to w-FM phase
transition.2 Here, we compare spectra at 20, 12, 10, 8 and 4.5 K, respectively. These
temperatures were selected since they are at the heart of each magnetic phase. Results are
summarized in Table 5.2.
On approach to the series of magnetic ordering transitions: The approach to the
series of magnetic ordering transitions is dominated by modes with significant oxygen motion. It involves hardening of the high-frequency crosstie-directed modes c9 , c8 , and c7 , and
softening of spine-directed modes a7 , a5 , and a2 , plus softening of c4 .3 To identify the most
important local distortions, we focus on the modes that display largest frequency shifts. We
find c8 , a7 , a2 , and c4 to be the most relevant. a7 and c8 , with shifts of the order of 0.10
%, involve large oxygen center displacements driven by VO4 asymmetric stretch. a7 induces
2

Between CM1 and w-FM phases, there is another commensurate phase (CM2) but the temperature
range is so narrow that we are not able to stabilize the temperature within that phase in order to get a
reliable characteristic vibrational spectrum for that particular phase.
3
Here, bold designates modes with largest frequency shifts. On the approach to the series of magnetic
transitions and at the IC-AFM → CM1 transition, the largest frequency shift is on the order of 0.10 %, at
the PM → IC-AFM transition is on the order of 0.08 %, and at the CM1 → w-FM transition is on the order
of 0.12 %.
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substantial changes in the Cospine -O-Cocrosstie angle, whereas c8 modifies the Cospine -O-Cospine
angle, both affecting the associated superexchange interactions. The low-frequency a2 and c4
modes show substantial Co center displacements. The largest effect is for Cocrosstie , displacing along a+b+c. More modest Cospine movement along a and c is also implied from these
modes. These Co center displacements also modify the Co-O-Co angles, contributing to
changes in both Cospine -O-Cospine and Cospine -O-Cocrosstie superexchange interactions. Taken
together, we attribute the pre-transitional effect in Co3 V2 O8 to large magnetic superexchange
fluctuations dominated by oxygen motion, and with contribution from Co center shifts. In
particular, Cocrosstie shifting along a+b+c, and Cospine shifting along a+c, to a lesser extent.
Pre-transitional effects were also observed in Ni3 V2 O8 over a comparable temperature
range [2]. There, the precursor effect involved mainly hardening of low-frequency crosstie directed modes, whereas in Co3 V2 O8 the dominant effect is relaxation of spine-directed modes,
with significant involvement of oxygen motion. Participation of c8 , plus no effect on the bpolarized modes (within our sensitivity limit) in Co3 V2 O8 , sets an interesting difference with
the Ni-analog [2]. Further analysis to asses the implications of this and its correlation with
the lack of multiferroicity in Co3 V2 O8 , is being performed and will be presented elsewhere.
PM → IC-AFM transition: Between 12 and 10 K, Co3 V2 O8 crosses the first magnetic phase boundary from the paramagnetic into the IC-AFM phase. The low-frequency
c-polarized modes, c6 , c5 , c4 , c3 , and c2 , plus the highest and lowest frequency spine-directed
modes, a7 and a2 , participate (Table 5.2). These modes harden, with exception of c4 , which
shows a strong softening. To identify the most important local distortions, we select the
modes with largest frequency shifts: a7 , c3 , and c4 . The high-frequency mode a7 involves
large oxygen displacement driven by VO4 stretching, with a strong effect on the Cospine O-Cocrosstie angle, which in turn affects the superexchange interaction. On the other hand,
c3 and c4 involve large Cospine displacement along c and large Cocrosstie displacement along
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Table 5.2: Vibrational trends of Co3 V2 O8 (i) on approach to the series of magnetic transitions, (ii)
from the paramagnetic into the incommensurate-antiferromagnetic phase (IC-AFM), (iii) from the
IC-AFM to the commensurate CM1 phase, and (iv) from CM1 to the weak-ferromagnetic phase,
w-FM.
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b + c, respectively. Hardening of c3 seems to restrict the transverse Cospine chain movement, whereas softening of c4 indicates more flexibility of Cocrosstie centers. Oxygen motion
becomes more rigid to compensate for the c-directed Cocrosstie displacement.
Although this PM → IC-AFM transition in Co3 V2 O8 has no formal counterpart in
Ni3 V2 O8 , strong similarities with the PM → HTI transition exist. The most striking point is
that almost the same group of modes participates in the transition for both materials. This
includes: c6 , c5 , c4 , c3 , c2 , and a7 . The interesting twist is that trends are almost exactly
counterwise; modes that harden in Co3 V2 O8 soften in Ni3 V2 O8 , and viceversa. The highfrequency a7 mode is the main participant in both compounds. It hardens in both cases,
although the size of the frequency shift is smaller in the Co compound (0.08 % vs. 0.13 %).
Overall, |∆ω/ω| is always smaller for Co3 V2 O8 , indicative of less strong spin-lattice coupling.
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IC-AFM → CM1 phase transition: The IC-AFM to commensurate CM1 phase transition involves softening of several crosstie-directed modes (c9 , c8 , c4 , c3 , and c2 ) plus the
low-frequency spine directed a2 mode. a6 and a5 modes harden. The largest contribution
comes from c2 , a low-frequency shearing mode with strong transverse Cocrosstie displacement
and fixed Cospine centers. Due to the Cocrosstie movement, the Cospine -O-Cocrosstie superexchange interaction is largely affected. Although with a more modest frequency shift (0.08 %),
hardening of a6 is also observed. It involves large oxygen displacements driven by VO4 asymmetric stretch. Oxygen motion becomes more rigid to compensate for the strong c-directed
Cocrosstie displacement.
CM1 → w-FM phase transition: This transition into the ferromagnetic state shows
hardening of many low-frequency c-directed modes (c6 , c5 , c3 , and c2 ) plus hardening of a2
and a4 modes. Softening of a6 and a7 is also observed. Coincident with the previous transition, c2 is the most relevant mode. However, in this case, it manifests a strong hardening
(0.12 %), rather than softening. The Cocrosstie center movement along c becomes very rigid.
c3 , c5 , and a2 modes, with more modest frequency shifts of 0.08 %, indicate some additional
displacement of the crosstie site along a, and movement of the spine chains along a+c. Softening of a7 , involving large oxygen displacement driven by VO4 asymmetric stretch, occurs
in order to accommodate the rigidity presented by the Co centers. Overall, the Cospine -OCocrosstie superexchange interaction is the most affected in this transition.

5.3

Magneto-Infrared Effects

To obtain more information on the magnetoelastic coupling and local structure changes in
Co3 V2 O8 , we measured the infrared active phonons as a function of applied magnetic field.
Figure 5.4 (a) displays the magneto-infrared absorption of Co3 V2 O8 at 4.2 K, in the low
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frequency range, for different applied magnetic fields. To emphasize changes, we calculate
the absorption difference spectra [α(ω,H) - α(ω,0 T)]/α(ω,0 T) (Fig. 5.4 (b)). The 0 and 1.5
T spectra are practically indistinguishable, as evidenced by the flat absorption difference.
With increasing field, however, several phonon modes display field dependence of the order
of few percent, with a complex derivative-like structure indicative of frequency shifts.
The strongest magnetic field dependence is observed for the vibrational mode at ∼ 280
cm−1 in the absorption spectra, which we assign as the b4 mode (Fig. 5.1 and 5.2). The
change with applied field is of the order of ∼ 20 % at 18 T. This response is surprisingly
strong. For instance, geometrically frustrated DyMn2 O5 , known to display large magnetoinfrared effects, shows a maximum change of 10 % [5]. Moreover, our preliminary results on
the analogs Ni3 V2 O8 and Mn3 V2 O8 indicate maximum changes of 3 and 12 %, respectively.
A close-up view of the b4 peak and its evolution with applied field are shown in Fig. 5.4
(c) and (d). With increasing field, b4 starts to soften. At ∼ 4 T, there is a change in the
trend: the mode hardens slightly until ∼ 10 T. Above 10 T, the b4 mode softens again,
monotonically up to an applied magnetic field of 18 T. Comparing with the magnetic phase
diagram, the change in the vibrational response at ∼ 4 T is coincident with the transition
from the w-FM phase into the PM phase (see Fig. 3.7 (b) for H kc). An extrapolation of
the IC-AFM → PM transition at 11.2 K for H kb, which shows a slight curvature towards
lower temperatures, would explain the frequency shift trend at ∼ 10 T. This extrapolation
is consistent with the Co3 V2 O8 high-magnetic field phase diagram reported by Wilson et
al. [48].
Fig. 5.5 shows the magneto-infrared response of Co3 V2 O8 in the high frequency regime.
Two features display significant magnetic field dependence, a combination of peaks around
730 cm−1 and the peak at ∼ 880 cm−1 . Spectral changes at 880 cm−1 are clearly assigned to
modifications of the b-polarized peak b11 (see Table 5.1 and Fig. 5.1). Changes around 730
cm−1 , on the other hand, are the result of combined effects. This is because the leading edge
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Figure 5.4: (a) Absolute absorption spectra of Co3 V2 O8 at 4.2 K in the low-frequency range for 0,
1.5, and 18 T; (b) absorption difference spectra [α(ω,H )-α(ω,0T)]/α(ω,0T) calculated from spectra
shown in (a); (c) close-up view of the absorption difference spectra of Co3 V2 O8 near 280 cm−1 .
The data are shown for H =1.5, 3, 5, 6.5, 8, 10, 12, 14, 16, and 18 T; and (d) frequency shift of
the peak under analysis as a function of applied magnetic field. The grey vertical lines highlight
positions of possible magnetic phase boundaries.
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of a7 , b10 , and c8 , overlap in this frequency region, making the analysis less straightforward.
Consequently, we are not going to analyze them further, and instead, focus on b11 that
presents a much clearer trend.
A close-up view of the absorption difference spectra for the b11 mode is shown in Fig. 5.5
(c). Results for several magnetic fields are plotted to illustrate the systematic evolution of
the changes, which are of the order of 2 - 3 %. b11 does not show evident frequency shift with
applied field. Consequently, the field effects are quantified by integrating the area under the
peak. The spectral weight (Fig. 5.5 (d)) shows a sharp increase near 4 T, demonstrating
that the b11 vibrational mode participates, together with b4 , in the w-FM → PM field-driven
transition (Fig. 3.7 (b) for H kc).
From our displacement pattern analysis, we find that the main difference between b4 and
b11 is on the Co center motion. Analysis of the b4 mode shows large Co center displacements involving diagonal Cocrosstie motion along b+c and Cospine motion along b. b11 , on the
other hand, is a very simple mode where only the oxygen atoms move due to the asymmetric stretch of the VO4 tetrahedra. Here, no Co displacement is observed. Although both
cause significant fluctuations in the Cospine -O-Cospine and Cospine -O-Cocrosstie superexchange
interactions, the Co center participation seems to be critical at higher magnetic fields. More
extensive analysis on this subject is under development and will be published elsewhere.
Summarizing, we have employed vibrational spectroscopy to investigate changes in magnetoelastic coupling and local structure changes through the series of magnetic transitions
in Co3 V2 O8 as a function of temperature and magnetic field. Magnetic ordering-induced
lattice distortions in this geometrically frustrated material are evidenced by frequency shifts
of various vibrational modes at the different magnetic ordering temperatures. We found that
Co3 V2 O8 has a softer lattice than quasi-isostructural Ni3 V2 O8 , and also, less strong spinphonon coupling. Within our sensitivity limit, b-polarized modes do not show significant
frequency shifts in the low-temperature range. Comparison with Ni3 V2 O8 suggests that this
67

Figure 5.5: (a) Absolute absorption spectra of Co3 V2 O8 at 4.2 K in the high-frequency range
for 0, 1.5, and 18 T; (b) absorption difference spectra [α(ω,H )-α(ω,0T)]/α(ω,0T) calculated from
spectra shown in (a); (c) close-up view of the absorption difference spectra of Co3 V2 O8 near 880
cm−1 . The data are shown for H =1.5, 3, 5, 8, 12, 16, and 18 T; and (d) integrated area of the peak
under analysis as a function of applied magnetic field. The grey vertical lines highlight a possible
magnetic phase boundary.
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could be a reason for no multiferroic behavior in Co3 V2 O8 . We also measured the infrared
active phonons as a function of the magnetic field. In this case, two b-polarized modes, b4 at
∼280 cm−1 and b11 at ∼880 cm−1 , show substantial magnetic field dependence. The effect is
remarkably strong on b4 : ∼ 20 % at 18 T. Through frequency shifts and spectral weight, we
demonstrate the sensitivity of these modes to the magnetic state when increasing the field.
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Chapter 6
Summary
In this thesis, I present a spectroscopic investigation of magnetoelastic coupling and local
structure changes through the series of low-temperature magnetic ordering transitions of
two Kagomé staircase compounds: Ni3 V2 O8 and Co3 V2 O8 . Ni3 V2 O8 is multiferroic at low
temperature. My analysis concentrates on magnetoelastic coupling, local lattice distortions,
and chemical tuning.
In order to elucidate local structure changes through the series of low-temperature magnetic ordering transitions in multiferroic Ni3 V2 O8 , we investigated the infrared response as a
function of temperature. Magnetoelastic coupling is evidenced by frequency shifts of several
vibrational modes at different magnetic ordering temperatures. Analyzing the frequency
shift trends in concert with displacement patterns determined by dynamics calculations, we
find that Ni3 V2 O8 shows a significant pre-transitional effect, which is attributed to large
Nispine -O-Nispine and Nispine -O-Nicrosstie superexchange fluctuations, originated by Ni center
displacements. The transition from the PM to HTI phase involves many c-polarized modes
plus the highest frequency a-polarized mode. The latter is the driver of the transition and involves large oxygen c-directed displacements. The transition to the LTI phase is particularly
interesting. I demonstrate that b4 , a2 , and a7 modes (B2u , B3u , and B3u symmetry, respec70

tively) are the most relevant in this transition. The frequency shifts of these modes across the
magnetic phase boundary indicate complex local distortions where Nicrosstie displaces along
a+b+c and Nispine displaces mainly along b, perpendicular to the chain. These distortions
point toward a slight compression of the octahedra, in line with the overall b-axis expansion
and c-axis contraction found in bulk dilatometry measurements [15]. Participation of the b4
mode was expected based on a previous theoretical model [1, 13]. However, the significant
effect on a2 and a7 modes in the transition to the ferroelectric phase is new and unexpected.
This finding opens the door to consideration of new mechanisms for spin-phonon coupling.
A theoretical model to estimate spin-phonon coupling constants is under development.
To gain further insight on the potential tunability of the magnetoelastic response in
quasi-isostructural Kagomé staircase materials, I studied Co3 V2 O8 , and compared with my
results for Ni3 V2 O8 . I investigated changes in magnetoelastic coupling and local structural
distortions through the series of magnetic transitions as a function of temperature and magnetic field. Magnetic ordering-induced lattice distortions are evidenced by frequency shifts
of vibrational modes at the different magnetic ordering temperatures. I demonstrate that
Co3 V2 O8 has a softer lattice than its analog Ni3 V2 O8 , and also, less strong spin-lattice coupling. Within our sensitivity limit, b-polarized modes do not show significant frequency
shifts in the low-temperature range. Comparison with Ni3 V2 O8 suggests that this could be a
reason for no multiferroic behavior in Co3 V2 O8 . I also measured the infrared active phonons
in the magnetic field. Two b-polarized modes, b4 at ∼280 cm−1 and b11 at ∼880 cm−1 ,
show a remarkably strong magnetic field dependence, on the order of 20 % at 18 T for the
b4 mode. Through frequency shifts and spectral weight, I demonstrate that the modes are
sensitive to the magnetic state when increasing the field.
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