A linear arrangement of an n-vertex graph is a one-to-one mapping of its vertices to the integers f1; : : : ; ng. The bandwidth of a linear arrangement is the maximum di erence between mapped values of adjacent vertices. The problem of nding a linear arrangement with smallest possible bandwidth in NP-hard. We present a randomized algorithm that runs in nearly linear time and outputs a linear arrangement whose bandwidth is within a polylogarithmic multiplicative factor of optimal. Our algorithm is based on a new notion, called volume respecting embeddings, which is a natural extension of small distortion embeddings of Bourgain and of Linial, London and Rabinovich.
Introduction
We consider the problem of minimizing the bandwidth of an undirected connected graph G(V; E), where n = jV j and m = jEj. One needs to nd a linear arrangement of the vertices, namely, a one-to-one mapping f : V ?! f1; 2; : : : ng, for which the bandwidth, i.e. max (i;j)2E jf(i) ? f(j)j, is minimized. A prime motivation for the bandwidth problem is its equivalence to the problem of minimizing the bandwidth of a sparse symmetric square matrix M. That is, nding a permutation matrix P such that the nonzero entries of PMP T all lie on a narrow band along the diagonal. Minimizing the bandwidth of matrices helps in their storage and manipulations, including Gaussian elimination. See 6, 12, 29] for more information.
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On special families of graphs, the bandwidth can be computed in polynomial time 1, 17] . However, computing the bandwidth on general graphs is NP-hard 25], even on some subfamilies of trees 11, 24] . Deciding whether the bandwidth of a graph is at most 2 can be done in linear time 11] . For any xed value k, deciding whether the bandwidth is at most k can be done in time O(n k ) 28, 14] , but apparently not much faster, as the problem is hard for any xed level of the xed parameter tractability hierarchy, even for trees 4].
In practice, heuristics for minimizing the bandwidth appear to work rather well 9]. Some theoretical justi cation for the success of heuristics is given in 30] , where their performance on random graphs is investigated.
Algorithms for approximating the bandwidth in special classes of graphs are presented in 15, 18, 16] . However, for general graphs, there were no known algorithms giving nontrivial approximation ratios (such as n for some < 1) for the bandwidth, not even for trees. We note that there are known graphs on which the heuristics studied in 30] fail to give approximation ratios better than (n= log n).
A known lower bound on the bandwidth is obtained via the local density bound. Let N(v; ) be the set of vertices at distance at most from v. Then the local density of a graph is D = max v; jN(v; )j=2 ], and the optimal bandwidth B satis es B D.
Previous research suggests the conjecture that B = O(D log n). There are families of graphs with local density bounded above by a universal constant, whereas their bandwidth can be arbitrarily large 8, 7] . A gap of (log n) between local density and bandwidth can be demonstrated on trees 8] and on expander graphs.
We present a randomized algorithm that produces a linear arrangement with bandwidth B = O(D(log n) 3 p log n log log n). This implies a polylogarithmic approximation of the optimum bandwidth. Our algorithm runs in time O((n+m)(log n) c ), for some small integer c > 0.
Independently of our work, Blum, Konjevod, Ravi and Vempala 3] obtained an algorithm based on semi-de nite relaxation that approximates the bandwidth within a ratio of p n=B log n.
Recently, Blache, Karpinski and Wirtgen 2] announced that it is NP-hard to approximate the bandwidth within a ratio better than 3/2. This was later improved by Unger to every constant factor 31].
A preliminary version of our work appeared in the Proceedings of the 30th Annual ACM Symposium on the Theory of Computing, 1988, 90{99. The current version gives tighter analysis of our algorithm, improving the bound on the approximation ratio by a factor of nearly log n.
Overview
Our algorithm was inspired by the work of Linial, London and Rabinovich 22] , who studied the geometry of graphs and its algorithmic applications. They considered embeddings of the vertices of a graph in a normed space, with small distortion of distances. Namely, if the distance between two vertices in a graph is d, then the distance of their images is between d and d=c, where c 1 is the distortion factor. In 5, 22] it was shown how to obtain embeddings of small distortion (typically, c ' log n), and how these embeddings can be used in the design of algorithms.
For the purpose of approximating the bandwidth we generalize small distortion embeddings to volume respecting embeddings. Rather than require small distortion only for the embeddings of pairs of vertices, we require small distortion for the embeddings of sets of k vertices, for values of k up to log n. For sets of k vertices, we replace the notion of distance by a notion of volume. Roughly speaking, we want to embed the graph in Eulidean L-dimensional space, such that distances between pairs of vertices do not increase, and for any set of k vertices, the (k ?1)-dimensional volume of the convex hull of their images is as large as possible, up to some distortion factor c. Observe that for k = 2, volume coincides with distance. (For exact de nitions, see Section 3.) We note that for an embedding to be volume respecting for sets of size k, the host space must have dimension at least (k ? 1) .
In Theorem 5 we show that known small distortion embeddings of 5, 22] can be modied to have the additional property of being volume respecting with only polylogarithmic distortion c.
Our algorithm PLOGBAND for the bandwidth can be viewed as having two major steps. The rst step is a volume respecting embedding of the input graph G in Euclidean L-dimensional space. The second step is a projection on a random line`. The algorithm outputs a linear arrangement that agrees with the ordering of the projections of the vertices on`.
The analysis of our algorithm is based on the following principles. Consider any vertex u and edge (u; v). As both the volume respecting embedding and the projection are contractions, the distance between the images of u and v on`is at most one. Now consider any other vertex w, whose distance (in G) from u is d. Then by the fact that is volume respecting, the distance between (u) and (w) is at least d=c, for some distortion factor c. Thereafter, if the line`is chosen at random, the probability that w is projected to a point of distance at most one from the image of u on`is inversely proportional to d=c. Using this observation it is easy to show that the expected number of vertices that fall between the projections of u and v (the stretch of edge (u; v)) is O(cD log n), where D is the local density of G. If this bound on the stretch of an edge happens to hold simultaneously for all edges, then the approximation ratio of the algorithm is O(c log n).
However, in addition to having bounds on the expected stretch of an edge, we need to
give bounds on the deviation from expected stretch. Small distortion embeddings of 22] give conditions on pairs of vertices, and from this we can derive bounds on the variance of the stretch. This leads to a provable approximation ratio of roughly O( p n(log n)
5=4
). However, analysis based on the variance alone cannot give approximation ratios that are o( p n). (See Proposition 13.) This is where the property of being volume respecting comes into play. By our requirements that sets of k vertices have large volumes under the embedding, we can get hold of the kth moment of the stretch. The key lemma in this respect is that the probability that all k vertices are projected to points at distance at most one from the image of u on`is inversely proportional to their volume. Using kth moment analysis, we can obtain approximation ratios of roughly n 1=k . When k = log n, the approximation ratio becomes polylogarithmic in n.
Roadmap
In Section 2 we describe algorithm PLOGBAND in a combinatorial fashion. In Section 3 we develop the theory of volume respecting embeddings. In Section 4 we use the theory of volume respecting embeddings to show that algorithm PLOGBAND approximates the bandwidth within polylogarithmic ratios. Section 5 contains the proofs missing from Section 3. Some open questions are presented in Section 6.
Notation
Let G(V; E) be an input graph, with jV j = n and jEj = m. G is always assumed to be connected. R denotes the set of real numbers. Natural logarithms are denoted by ln and logarithms in base 2 are denoted by log.
The term with high probability is used for probabilities that are above 1=2 in cases that we do not care about exact bounds on the probability. The normal distribution with mean zero and standard deviation one, denoted by N 0; 1], is given by the density function 
The algorithm
Our algorithm for approximating the bandwidth is described below. The parameter L in uences both the running time of the algorithm and the approximation ratio. Our analysis (Theorem 1) assumes L = ((log n) 4 log log n), but lower values of L may give better results in practice.
Algorithm PLOGBAND:
1. For 1 j L, let p j be spread evenly between (1 ?1= log log n) and 1=n. Namely, all ratios p j =p j+1 are (approximately) the same. We note that algorithm PLOGBAND is relatively simple to implement and runs in time roughly mL.
Step 4 requires sampling from the normal distribution. For methods of doing so, see 19], for example. The standard deviation of the normal distribution is irrelevant for our purpose, as long as it is the same standard deviation for all r j . Having a mean of zero is important. For the analysis of the algorithm to work, log(nL) bits of precision su ce.
log k), then with high probability, the linear arrangement output by algorithm PLOGBAND has bandwidth that is within a ratio of O(k(log n) 2 n 1=k p log n + k log k) from the local density bound. In particular, if k = log n, then the approximation ratio is O((log n) 3 p log n log log n).
The proof of Theorem 1 appears in Section 4. Euclidean nite metric space. S is a set of k points in the plane, where the distance d(i; j) between two points i; j 2 S is the Euclidean distance between them. More generally, S may be a set of k points in R n equipped with Euclidean norm (or with some other norm such as l 1 or l 1 ), and the distance between two points is the distance induced by the norm. Graphical metric space. S is the set of n vertices of an undirected graph G(V; E) (i.e., S = V ), and the distance between two points is the length of the shortest path connecting them. In fact, every nite metric space can be represented as an undirected graph, if we allow for variable edge lengths. This is done by identifying the points of S with the vertices of a complete graph on jSj vertices, and setting the length of edge (i; j) to d(i; j) (where d(i; j) is as given by the nite metric space). Subgraph metric space. S is a subset of k vertices in an undirected graph G(V; E), and the distance d(i; j) between two vertices i; j 2 S is the length of the shortest path connecting i and j in G. Here the whole graph G is used in order to deduce the distance function for the nite metric space, even though the nite metric space contains only some of the vertices of G.
Throughout we shall assume that all nite metric spaces are connected (all distances are nite), and that all graphs are connected.
We shall now de ne a notion of volume of arbitrary nite metric spaces. As a motivating example, consider the Euclidean nite metric space (S; d) consisting of k points in R k?1 , equipped with l 2 (Euclidean) norm. In Euclidean spaces in general, there is a well known notion of volume. For R 1 , this notion coincides with length, for R 2 it coincides with area, and for R 3 it coincides with three dimensional volume. This can be generalized to any dimension via integration. In general, for an object to have nonzero volume in R k?1 , it must have dimension k ? 1. The nite set S of points has dimension zero. Hence it by itself has volume zero. Our notion of volume also takes into account the arrangement of the points of S in space (which gives rise to the distances d). To obtain a \natural" k ? 1 dimensional object from S, we consider the convex hull of S. Namely, we treat the points of S as vertices of a k ? 1 dimensional simplex, and consider the volume of this simplex.
Though the above gives a natural de nition of volume of Euclidean nite metric spaces, it still does not capture our notion of volume, not even for the special case of Euclidean nite metric spaces. Intuitively, we would like our notion of volume to have the property that if points in the nite metric space get further apart, the volume grows. However, this is not captured by just considering the convex hull of S, because we can simultaneously push the points of S further apart and bring them all to a k ? 2 dimensional subspace of R k?1 . This causes the volume to shrink to zero, rather than grow.
To handle such matters, we rst relocate the points of S, subject to the constraint that for any pair of points in S, their distance does not grow (but it may shrink). Such a relocation is called a contraction. By applying a contraction, one may get out of degeneracies, and ensure that the volume is always positive. The volume of (S; d) is the maximum of the volumes of all simplexes that can be obtained by contractions.
We are now ready to de ne volumes of arbitrary nite metric spaces, and not just of Euclidean nite metric spaces. This is done by mapping the arbitrary nite metric space to an Euclidean nite metric space, and then taking volumes. In general, not all nite metric spaces can be mapped onto Euclidean nite metric spaces in a way that preserves distances. However, this will not cause a problem, as we allow for mappings that are contractions. We give some examples of volume for nite metric spaces. In all examples, the nite metric space is an undirected graph, and we give an embedding that maximizes the volume. 
Tree volume
Recall that a nite metric space can be represented as an undirected graph. In this section we characterize the volume of a nite metric space in terms of more familiar graph properties.
We consider rst the special case of tree metric spaces. Let the graph G(V; E) be a tree with arbitrary positive edge lengths. Let V = fv 1 ; : : : ; v n g, let v 1 be the root of the tree, and for i 2, let i denote the length of the edge connecting vertex v i to its parent vertex. Consider (S; d), the tree metric space with S = V and d being the shortest path distance along the tree edges. We wish to compute Vol(S). For the tree G (and hence for the tree metric space (S; d)), we introduce a notion of tree volume that is de ned as Tvol(S) = n i=2 i . Namely, the tree volume is the product of the lengths of the tree edges. , use a contraction that maps S to R n?1 by placing the root of the tree at the origin, and then placing each new vertex v i at distance i from its parent vertex, in a direction orthogonal to all previously used directions. This mapping is a contraction because l 2 distances are never longer than l 1 distances. The volume obtained is ( n i=2 i )=(n ? 1)!, as desired. We now prove by induction on n that Tvol(S) (n ? 1)!Vol(S). When n = 2, then When the graph representing a nite metric space is not a tree, we do not get an exact characterization of Vol(S), but we can get a very good estimate. A spanning tree of S is a set of jSj ? 1 edges between points of S that makes the set S connected. The length of each edge in the spanning tree is taken to be the distance between the respective vertices according to the metric on S. A minimum spanning tree on S is one in which the sum of the edge lengths in minimized. It is well known that the greedy algorithm (sorting edges by edge length and greedily adding low weight edges to construct a spanning tree) produces a minimum spanning tree. It follows that the minimum spanning tree also minimizes the product of the edge lengths (e.g., by applying the greedy algorithm on the logarithms of the lengths).
De nition 4 The tree volume of a nite metric space (S; d), Tvol(S; d) (or just Tvol(S), when d is clear from the context), is the product of the edge lengths in a minimum spanning tree for S.
Theorem 2 does not necessarily hold when the nite metric space is not induced by a tree. For example, for the triangle with unit edge lengths, its tree volume is 1, whereas its volume is p 3=4 (Theorem 2 would imply volume 1=2). Nevertheless, for every metric space on k points, tree volume characterizes volume up to a factor of 2 The proof of Theorem 3 is given in Section 5.1.
Computing volumes
Theorem 3 shows that Vol(S) can be approximated within a factor of 2 (jSj?2)=2 in polynomial time, by computing Tvol(S). We do not know whether Vol(S) can be computed exactly in polynomial time (note in particular that Vol(S) may be irrational even if all distances are rational { the triangle example). However, there is a polynomial time algorithm that approximates Vol(S) within arbitrary precision.
Let ( 
Volume respecting embeddings
Let G(V; E) be an undirected graph on n vertices. The reader may assume for simplicity that all edges have unit length, though the results presented apply also to the case of arbitrary positive length edges (and hence, to every nite metric space). By selecting a set S of k < n vertices in G, we obtain a subgraph metric space on k points, where the distance between two points is the distance between the respective vertices in G. There are ? n k subgraph metric spaces induced by the graph G. Each such metric space has a volume, which is determined by an optimal contraction that maps the points of S to Euclidean space. One may ask whether there is a collection of ? n k optimal contractions, one for each k-set S V , such that all contractions are mutually consistent. Namely, if some vertex v belongs both to S and to S 0 , then v is mapped to the same point in Euclidean space under the two optimal contractions and 0 associated with S and S 0 . Equivalently, one may ask whether there is a single contraction : V ! R n?1 such that for every k-set S V , Vol(S) = Evol( (S)). The answer to this question is negative.
Consider for example a tree composed of a root and three leaves (where edges have unit length). This is a graph on four vertices. Let k = 2. Hence we are interested in a contraction that maps the vertices of the tree to R 3 , such that the volumes of all 2-sets (i.e., distances between pairs of points), are preserved. W.l.o.g., assume that the root is mapped to the origin. Then the three leaves must be mapped to points at distance one from the origin. But then, there is no way of arranging the leaves in Euclidean space such that the distance between any two of them is two. This demonstrates the known fact that some graphs do not have an isometric embedding in Euclidean space.
An additional type of problem that may arise is the following. Consider the graph above and the set S of three leaves. The volume of S is p 3, obtained by embedding the leaves as vertices of an equilateral triangle with side length 2. However, there is no contraction of the whole graph in which the leaves form such a triangle, because this would imply that the root of the tree is at distance greater than one from at least one of the leaves.
The above discussion leads us to the consideration of contractions that do not produce maximal volume.
De nition 5 For a nite metric space (S; d) and contraction , the distortion ( ; S) is de ned as (Vol(S)=Evol( (S))) 1=(jSj ?1) . If Evol( (S)) = 0, then ( ; S) = 1. Now we come to the central de nition of this section.
De nition 6 For an undirected graph G(V; E), a contraction : V ! R L is (k; )-volume respecting if for every set S V of k vertices, the distortion ( ; S) is at most .
The notion of volume respecting embedding is a generalization of the small distortion embeddings of Bourgain 5] and of Linial, London and Rabinovich 22]. They consider only the distortion of distances (the case k = 2), whereas we consider volumes. It is shown in 5, 22] that every n-vertex connected graph has a (2; O(log n))-volume respecting embedding : V ! R O(log n) , and that for some graphs (expanders) a distortion of (log n) is unavoidable.
The geometry of low distortion embeddings was used in 22] to obtain algorithms for various graph partitioning problems. The geometric properties of the embeddings are easier to use when the host space is of low dimension. Hence one of the goals of 22] is to obtain small distortion embeddings in R L where L is as small as possible, preferably a constant independent of n. We note that our generalization to k > 2 (we shall take k = log n) con icts with keeping the dimension L small, because we must have L k ? 1 to keep the distortion of volumes nite.
We now present a randomized algorithm for constructing volume respecting embeddings : V ! R L . For k = 2, Bourgain 5] shows that a similar algorithm achieves a distortion of O(log n). For a di erent choice of parameters in this algorithm (a larger value of L), we show that the k-volume distortion of this algorithm is bounded by a polynomial in k and log n. The dimension of the embedding is L = (k PLOGBAND simple, whereas we wanted to describe the random subsets embedding in a way that facilitates its analysis.
Theorem 5 For every connected undirected graph G(V; E) and L = (k 2 log 2 n log k), the random subsets embedding : V ! R L has high probability of being (k; )-volume respecting, with = O( p log n p log n + k log k).
The proof of Theorem 5 appears in Section 5.3. The random subsets embedding provides a randomized algorithm and an existence proof for embeddings with low distortion. However, it does not necessarily give an embedding with smallest possible distortion. The following theorem can be useful when one seeks an embedding with optimal distortion. Theorem 6 For every xed k and every > 0, there is a polynomial time algorithm that for every input graph computes a (k; (1 + ) )-volume respecting embedding, where is the least distortion for which the input graph has a (k; )-volume respecting embedding.
For the proof of Theorem 6 see Section 5.2, which also addresses the case of nonconstant k.
Large volumes have large projections
Volume respecting embeddings are introduced in this work as an algorithmic tool. For certain graph problems, such as estimating the bandwidth of a graph, it is proposed to rst embed the graph in Euclidean space using a volume respecting embedding, and then to use the geometry of the embedding so as to solve the underlying graph problem. In volume respecting embeddings, k-subsets of vertices of the graph form simplexes with large volumes. In this section we show implications that can be derived from the fact that an object has large volume. They concern the length of the projection of the object on a random line.
In our analysis, we shall use the following notation and facts. For a unit ball in R i , let V i denote its volume, and let A i denote its surface area. Then V i = 2 i=2 =i?(i=2) and A i = 2 i=2 =?(i=2), where ?(1=2) = p , ?(1) = 1, and ?(n + 1) = n?(n).
Let us rst consider a one dimensional object, namely, a unit vector, lying in R L . Taking an arbitrary orthonormal basis for R L , the unit vector decomposes into vectors v 1 ; : : : ; v L such that P jv i j 2 = 1. It follows that the expectation of the square of the length of the projection of a unit vector on a random subspace R k is k=L. Intuitively, we then expect the length of the projection to be roughly p k=L. The following proposition bounds the probability of large deviations from this estimate.
Proposition 7 Let r be a random unit vector in R L chosen with spherical symmetry, and let R k be a subspace of R L . Let`denote the length of the projection of r on R k . Then:
Small projection: for every 0 < < 1 The proof of Proposition 7 appears in Section 5.4. Consider a full dimensional convex body K in R k . Its projection on a line is an interval. We show that if the line is chosen at random, then the probability that this interval is short is inversely proportional to the volume of K.
Lemma 8 Let K be a convex body in R k , and let r be a unit vector in R k . Consider the projection of K on the line passing through the origin in the direction of r, given by the inner products hv; ri, for points v 2 K, and let P(K; r) = max v2K hv; ri ? min v2K hv; ri.
(P (K; r) is the length of the segment covered by the projection of K on a line in the direction of r.) If the direction of r is chosen uniformly at random, then Pr P(K; r) 1 
Observe that P(K; r) 1 i the radius of (K ? K) in the direction r is at least one (i.e., if r 2 (K ? K) ). This can be veri ed as follows. Assume that P(K; r) 1 The measure of directions in which the radius of (K ? K) is of length at least one is at most Evol((K ? K) )=V k . Hence Pr P(K; r) 1] V k =Evol(K). Using V k = 2 k=2 =k?(k=2) (where ?(1=2) = p , ?(1) = 1, and ?(n + 1) = n?(n)), the proof of the lemma is completed. 2 We now generalize Lemma 8 to the situation in which K is a k-dimensional convex body embedded in R L , where L > k, and the unit vector r is chosen at random in R L . Lemma 8 does not apply in this case, because the part of r that K sees (the projection of r to R k ) is in general shorter than a unit vector. Hence it is now more likely that the projection of K on r is short. Theorem 9 handles this case.
Theorem 9 Let K be a k-dimensional convex body in R L , where L > k, and let r be a unit vector in R L . Consider the projection of K on the line passing through the origin in the direction of r, given by the inner products hv; ri, for v 2 K, and let P(K; r) = max v2K hv; ri ? min v2K hv; ri. If the direction of r is chosen uniformly at random, then
The proof of Theorem 9 appears in Section 5.4. Scaling K in Theorem 9 by 1=c, we obtain that
3.6 A local density bound on volumes
Consider a graph G(V; E) with unit edge lengths and in it select a random subset S of k vertices. This de nes a nite metric space, with the distance between two points in S being their respective distance in G. How large can we expect Vol(S) to be? In graphs, it is easier to deal with tree volume, so the above question can be rephrased in terms of Tvol(S).
Recall that the local density D of a graph is D = max v; jN(v; )j=2 ], where N(v; ) is the set of vertices at distance at most from v. Hence there are at most n=k vertices at distance at most n=2kD from v. Intuitively (and nonrigorously), when we select a set of k vertices at random, the distance from v 2 S to the closest other vertex in S is expected to be (n=kD), and then the tree volume of S is expected to be ((n=kD) k?1 ). For our purposes (applications such as those in section 3.5), it is more convenient to consider the expectation of 1=Tvol(S) rather than of Tvol(S). If it were true that the expectation of 1=T (S) is the inverse of the expectation of T(S), we would then get where summation is taken over all subsets S V of cardinality k.
The proof of Theorem 10 appears in Section 5.5.
Analysis of algorithm PLOGBAND
Let us describe algorithm PLOGBAND in geometric terms.
Algorithm PLOGBAND { Geometric version.
1. Embed G in Euclidean space using a (log n; )-volume respecting embedding with polylogarithmic distortion . More speci cally, use the random subsets embedding to embed the input graph G in R L , where L = (log 4 n log log n) = (k 2 log 2 n log k), and k = log n. We now prove Lemma 12.
Proof:(Lemma 12.) For simplicity, we shall ignore multiplicative terms of the form (O(1)) k?1 throughout the proof. These terms a ect only the constant in Lemma 12.
The choice of h 0 can be decomposed to a choice of which is volume respecting, and a projection on a random unit vector r. We combine the following facts:
1. Thm. 3: for every k-subset S, Vol(S) ' Tvol(S)=(k ? 1)! 2. Thm. 5: with high probability over the choice of , for every k-subset S, Evol( (S)) Vol(S)=(log n(log n + k log k))
. Hence
Evol( (S)) Tvol(S)=(k 2 log n(log n + k log k))
3. Thm. 9: for k vertex simplex (S) and random r, Pr P( (S); r) 2 p log n=L] log(Evol( (S))( p log n) k?1 =k k?1 Evol( (S)). As S is a set of vertices in an undirected graph in which edges have unit length, we obtain that log(Evol( (S))) < log(n k?1 ) < k log n. Ignoring the term k (O(1)) k?1 we conclude that Pr P( (S); r) 2 q log n=L] log n(log n p log n + k log k) k?1 =Tvol(S) 4 . Thm. 10: for k-sets S, X S 1=Tvol(S) n(D log n) k?1
Recall that P( (S); r) 2 p log n=L means that S is bad in the sense of Theorem 1. From fact 3, the expected number of bad sets is at most log n(log n p log n + k log k) k?1 P S 1=Tvol(S). Using fact 4 this expectation is at most n log n((log n) 2 D p log n + k log k) k?1 . To obtain a high probability upper bound on N k , use Markov's inequality. 2 
Volumes versus distances
Our algorithm for approximating the bandwidth has two conceptual steps: a volumerespecting embedding, and a random projection. As discussed earlier, volume respecting embeddings are generalizations of small distortion embeddings of 5, 22], which only respect distances. Could we have used small distortion embeddings rather than volume respecting embeddings in algorithm PLOGBAND? Consider the following algorithm.
1. Embed G in Euclidean space using a (2; O(log n))-volume respecting embedding (i.e., a small distortion embedding). Proof: Consider a 2 by n=2 grid, in which each vertex is connected to its grid neighbors.
This graph has bandwidth 2 (by interleaving the top path with the bottom path). It can be embedded in R 2 with only constant distortion by bending the grid so that it becomes half of a circle centered at the origin. The graph now looks like a railroad track making a half-circle, where the outer rail has radius roughly n=2 and the inner rail has radius roughly n=2 ? 1. We now show that for any choice of line`passing through the origin, the linear arrangement that results from orthogonal projection on`has bandwidth ( p n). Let p 1 be the vertex of G closest to where`crosses the inner circle, and let p 2 be the vertex of G closest to where`crosses the outer circle. These two vertices are adjacent in G. From p 2 , one must rotate by an angle of (1= p n) to get a point on the outer circle whose projection on`is smaller than 2 =n ? 1. Hence ( p n) vertices on the outer circle are projected to points between the projections of p 1 Using Pythagoras' theorem it can be seen that this embedding is a contraction with respect to tree edges. To see that it is also a contraction with respect to other intervertex distances, use the fact that any nontree edge (v; v 0 ) closes a cycle in which all other edges are tree edges. Each of these tree edges is not longer than edge (v; v 0 ). Let u be the highest index common ancestor of v and v 0 with respect to the minimum spanning tree. Let be the length of the longest tree edge between u and v, and let 0 be the length of the longest tree edge between u and v 0 . W.l.o.g., assume that 0 . Then it can be veri ed that the l 1 distance between (v) and (v 0 ) is at most Rather than nd M directly, we can rst nd the matrix Q = MM T , and then obtain M from Q, using (for example) Cholesky decomposition 29].
To show that Vol(S) W, for some W > 0, the matrix Q has to satisfy several constraints. Finding a matrix Q that satis es the above conditions can be solved using the Ellipsoid algorithm with a polynomial time separation oracle 13]. For any matrix X, we can check in polynomial time whether one of the above constraints is violated. Finding a separating hyperplane for constraints 3 and 4 is straightforward, as the constraints themselves de ne a separating hyperplane. A separating hyperplane for constraint 1 is standard in positive de nite programming: for a matrix X that is not positive de nite, nd an eigenvector y that corresponds to a nonpositive eigenvalue of X, and add the constraint y T Qy > 0. The following separating hyperplane for constraint 2 was suggested by Lovasz. The set of order k ? 1 matrices satisfying the constraint Det(Q) ((k ? 1)!W ) 2 is not convex, but with the additional requirement that Q is positive de nite the set of feasible solutions is convex. Given a matrix X that satis es constraints 1, 3, and 4, but not constraint 2, The above arguments can be generalized to prove Theorem 6, nding an embedding with near optimal distortion .
Proof:(Theorem 6.) We need to nd a matrix M n that has n rows and L columns, where row i gives the embedding of vertex v i in R L . Rather than nd M n directly, we shall nd Q = M n (M n ) T , and obtain M n by Choleskey decomposition. Use the Ellipsoid algorithm with a separation oracle to nd an n by n matrix Q with the following properties:
1. The matrix Q is positive semide nite. , where Q S is the k by k submatrix of Q in which rows and columns are indexed by members of S. ( Recall that p Det(Q S )=(k ?1)! is the volume of the simplex that is de ned by the origin and the points (S). This is a factor of n 2 =k larger than Evol( (S)), when the origin is at distance n 2 from the hyperplane containing (S).) Property 4 gives a set of ? n k volume constraints, and this number is polynomial in n for any xed k. If any of the above constraints is violated, a separating hyperplane can be found in polynomial time in a way similar to that for computing Vol(S), described above.
2
Remark: When k is not constant, it is not possible to list out explicitly in polynomial time all ? n k volume constraints. In this case we do not know if it is possible to nd in polynomial time a volume respecting embedding with distortion (1 + ) for every k-subset. However, it is possible to use an algorithm as in Theorem 6 to nd in random polynomial time an embedding that has distortion (1 + ) for most k-subsets. Given an embedding , we select a random k-set S and compute Vol(S)=Evol( (S)). If this ratio is larger than ((1 + ) ) k?1 , we have found a violated volume constraint and can do one more iteration of the Ellipsoid algorithm to obtain a new embedding. If this ratio is smaller than ((1+ ) ) k?1 for su ciently many randomly sampled k-subsets, we stop. We note that the random ksubset S need not be chosen from the uniform distribution. Depending on the intended application, we may choose S from a di erent distribution. For example, in the context of running an algorithm similar to PLOGBAND, it is better to choose S only from those subsets whose projection happens to be small. Using such an approach, the Ellipsoid algorithm can replace the random subsets embedding in algorithm PLOGBAND even when k = log n.
The random subsets embedding
Let S V be a set of k vertices in graph G. For vertex v and a nonnegative integer t, let (v; t) be the distance (in G) between v and its tth nearest neighbor in G. We set (v; 0) = 0, and note that (v; 1) = 1, as the nearest neighbor of v is at distance one from v. We use the above elimination order in the proof of Theorem 5, that the random subsets embedding is volume respecting.
Proof: (Theorem 5.) Let S be a set of k vertices in the graph G, and let be a random subsets embedding. Let K be the simplex given by (S), and recall that K is a (k ? 1)-dimensional simplex lying in a space of dimension L, where L ' (k log n) 2 log k. We bound Evol(K) from below. Our method of doing this is as follows.
We consider a sequence of simplexes, K 1 ; K 2 ; : : : ; K k , where K i is the (i?1)-dimensional simplex composed of the vertices u 1 ; : : : ; u i in the elimination order for S. Let Evol(K 1 ) = 1.
Lemma 15 For arbitrary S and 2 i k, and using the notation above (including that of the elimination order). With probability at least 1 ? n ?k (over the choice of ) Evol(K i ) 2q i Evol(K i?1 ) (i ? 1) where is as in Theorem 5.
The proof of Lemma 15 appears shortly. We now show that Lemma 15 implies Theorem 5.
From Lemma 15 it follows that with probability at least 1 ? (k ? 1)=n k , Evol(K) 2 k?1 q 2 : : : q k =(k ? 1)! k?1 . >From Proposition 14 it follows that then Evol(K) Tvol(S)=(k ? 1)! k?1 . >From Theorem 3 it follows that then Evol(K) Vol(S)= k?1 . As this event happens with probability at least 1 ? (k ? 1)=n k , and there are only ? n k n k =2(k ? 1) di erent choices of S, we have that with probability at least 1=2 the volume distortion for every S is simultaneously less than The proof of Proposition 16 will be given shortly. We now show that Proposition 16 implies Lemma 15.
Recall that is a contraction. Then d(u i ; u 1 ) < n implies j (u i ) ? (u 1 )j < n. Hence the point y closest to (u i ) in the subspace of K i?1 is at distance at most n from (u 1 ). Consider a large ball of radius n centered at u 1 and lying in the (k?2)-dimensional subspace of K i?1 . In the large ball we can pack at most ( n) i?2 < n 2k small balls of radius 1= (when n is large enough so that < n). Now rather than consider one x, let the center of each small ball be a potential x. From Proposition 16 it follows that with probability at least 1?n ?k , the distance of (u i ) from each such center is at least 3q i = . Hence for an arbitrary point y in the large ball, j (u p L in the de nition of . The index i is reserved throughout the proof to be that of the vertex u i referred to in the statement of Proposition 16. We shall be sloppy in our treatment of constants (e.g., not making distinctions between log and ln), so that minor technical errors are left in the proof. However, it should be clear to the reader that these errors are easily corrected by a more pedantic treatment of the constants. For the proof of the proposition, we would like to view the location of x as xed, and the embedding of u i is random. Then (u i ) is not likely to be located at the same location as x. A quantitative version of this argument would say that (u i ) is \far away" from x. However, the location of x itself also depends on , as x = P i?1 j=1 j (u j ). Hence care is needed in bounding the correlation between the locations of x and (u i ).
To determine the location of x, it su ces to rst determine (u 1 ); : : : ; (u i?1 ). We shall show that even after (u 1 ); : : : ; (u i?1 ) are determined, there is su cient randomness left in to send u i away from x.
Recall that speci es L coordinates. For a coordinate l, l (v j ) = d(S l ; v j ), where S l V is a random subset of vertices, each chosen independently with probability p l . In determining S l , we shall think of the vertices of V as being listed in the order w 1 ; w 2 ; : : :, where for z = a(i ? 1) + j (where 1 j i ? 1), w z is the ath closest vertex to u j (where the 0th closest vertex is u j itself). We shall go over the sorted list of vertices one by one, and for each vertex independently decide with probability p l whether it belongs to S l or not. (The list may contain each vertex i ?1 times. Inclusion in S l is determined at the rst time the vertex is encountered. The rest of its occurrences are ignored.) To determine l completely, we must go over the whole sorted list. However, as a thought experiment, we shall only partially determine l . The rule is that we stop going over the list once all the values l (u 1 ); : : : ; l (u i?1 ) are determined. This will happen when for each j there is some a such that w a(i?1)+j 2 S l .
Repeating this process for every l we get (u j ) for every 1 j i ? 1, and hence the location of x is xed. The value of (u i ) is not necessarily xed by this process, because the vertices left unscanned in the lists may well be those closest to u i , and their inclusion/noninclusion in the respective S l s e ects the value of l (u i ).
Recall the value of t associated with u i in the de nition of the elimination order. There are t vertices (including u i ) at distance less than q i from u i , all other vertices are at distance at least q i from u i , and the t vertices nearest u i are disjoint from the t vertices nearest u j , for all j < i.
Recall that with each coordinate of we associated a value t l . We shall call a coordinate eligible if t l t. Our lower bound on the distance between (u i ) and x is based only on eligible coordinates. An eligible coordinate l is good if when we partially determined l we did not look at any of the t vertices nearest u i .
Claim 1 For an eligible coordinate, the probability that it is good is at least 1=2.
Proof: Observe that an eligible coordinate is good if for every j i ? 1, at least one of the t vertices nearest u j was put in S l . For a speci c u j , the probability of this happening is at least 1 ? (1 ? p l ) t 1 ? (1 ? p l ) t l 1 ? 1=2k. Hence the probability that this fails for at least one u j is at most (i ? 1)=2k < 1=2. 2
Recall that in the random subsets embeddings we arranged the coordinates in blocks sharing the same value of t l . As each such block has (k 2 log n) coordinates, Cherno bounds imply that with probability at least 1 ? n ?4k , at least one third of the coordinates of an eligible block are good.
Consider now l for which the respective t l is the largest satisfying t l t.
Claim 2 For a good coordinate with t l as above, l (u i ) q i with probability at least 1=5k, where the probability is taken over the random completion of the partial l to a complete l .
Proof: Observe that t t l (1 + 1= log k). Hence the probability that l (u i ) q i is
1+1= log k 1=5k
proving the claim. 2
Now our analysis breaks into two subcases. We start with the simpler of the two. coordinates in the block, (k log n) will be lucky (with probability at least 1 ? n ?4k ). In this case we shall have (after also putting back the missing factor of 1= p L) that j (u i ) ? xj = (q i q k log n=L) = (q i = p k log k log n) Case 2: Pr l (u i ) q i =2] 1=5k. The analysis of Case 2 is more complicated than that of Case 1. In order to get best possible bounds, we shall consider several blocks of coordinated, rather than just one block. In fact, we shall consider several superblocks. The lower bound on the distance between u i and x will be obtained as a sum of distances in several superblocks. Let t 0 denote the number of vertices of V that are at distance up to q i =2 from u k . Then by the assumption of Case 2, (1 ? p l ) t 0 1 ? 1=5k. As (1 ? p l ) t l 1=2k, this implies that t 0 < t l =k log k.
Recall that the coordinates of are partitioned into log n log k blocks. Merge every consecutive log k blocks into one superblock. Hence we now have log n superblocks of coordinates, and within each superblock, the values of the respective t l s are within a factor of two of each other. Let B be a superblock for which the largest of its log k de 
Volumes of random projections
We rst prove proposition 7, which gives bounds on the length of the projection of a random unit vector.
Proof: (Proposition 7.) Our proof follows the techniques in 10].
Let A i denote the surface area of the unit sphere in R i . Then for L > k > 0,
The above formula (for which a formal proof is given in 10]) can be understood intuitively as follows. Consider R L as the product of two orthogonal subspaces, R k and R L?k . Consider an arbitrary unit vector r in R L (i.e., a point on the unit sphere in R L ). 
We now set cos = 
Putting all the above together we obtain:
for some universal > 0. This completes the proof of the rst part of the proposition. Inequalities such as the second part of the proposition (upper bound on the probability of a large projection when k = 1) are well known. See Chapter 2 in 23], for example. A nice proof is given in 3], which we repeat here for completeness.
We choose a random point on the unit sphere in R L and want to bound the probability of the event that its projection on R 1 is larger than p c=L. This event implies that the projection on the orthogonal subspace R L?1 is of length at most p 1 ? c=L. Cut from the unit ball the two caps that correspond to points where this event happens, and join them together. The convex body that we get is entirely contained in a ball of radius p 1 ? c=L, and has smaller surface area than this bounding ball. As surface area of a ball is proportional to its radius taken to the power of L ? 1, the measure of points giving a large projection on R 1 is at most
When L is large, the above probability tends to (1=e) c=2 . 2
We can now prove Theorem 9, which bounds the length of the projection of a convex body on a random line.
Proof: (Theorem 9.) Let R k be the subspace of R L that contains K. The projection r 0 of the random unit vector r on R k remains spherically symmetric, though r 0 is no longer a unit vector. We observe that if the length of r 0 is`, then by scaling K by a factor ofẁ e can use Lemma 8 to conclude that Pr P(K; n(2D(1 + ln(n=D))) k?1 and then the theorem follows from Lemma 17.
To prove the above inequality we use induction on k, the cardinality of S. The base case for k = 1 reads n n. For the inductive step, observe that when going from k to k + 1 the right hand side of the inequality increases by a factor of (2D(1 + ln(n=D))). To see by how much the left hand side increases, consider an arbitrary k-set S and an arbitrary permutation . When increasing to k + 1, this contributes n ? k terms to the left hand side, one for each possible choice of v k+1 . Quantitatively, the increase is by a factor of To obtain some intuition, consider the following simple case in which there is a kdimensional cube K in R 2k , the projection of K on the rst k coordinates gives a cube K 1 with sidelength 1, and the projection of K on the last k coordinates gives a cube K 2 with sidelength 1. Then Evol(K 1 ) = Evol(K 2 ) = 1. From Pythagoras' theorem one can infer that the side length of K is p 2, and hence the volume is ( p 2) k . This shows that the volume of K is very much larger (a factor of 2 k=2 ) than each of its two projections, and suggests the equality (Evol(K)) . It can be veri ed that whenever K, K 1 and K 2 are k-dimensional cubes then the above equality is correct. We note that when k is 1, a cube becomes a line segment, and the equality becomes Pythagoras' theorem.
Motivated by the above discussion, we have the following lemma.
Lemma 18 Let T 1 ; : : : ; T t be t subspace R L , where each T i is of (k ? 1) dimensions and every two subspaces T i and T j are orthogonal. Let K be a k-point simplex in R L , and let K i be the projection of K on subspace T i , for 1 i t. Then (Evol(K)) Remark: Exact equality in Lemma 18 is obtained only if K is contained in the subspace that is the direct sum of the T i s (namely, the projection of K outside of the T i s is a single point), and all K i are similar (can be obtained from K by scaling). This follows by checking which conditions make all inequalities into equalities in the proof above.
Discussion
Volume respecting embeddings were developed as a tool for obtaining algorithms that approximate the bandwidth within polylogarithmic factors. They can also be used for some other vertex ordering problems (see 3]), and for problems related to VLSI layout (see 32]). Preliminary experiments were made so as to compare the bandwidth output by algorithm PLOGBAND to the bandwidth output by known heuristics that order the vertices by breadth rst search numbering. On most graphs tried, known heuristics outperformed algorithm PLOGBAND. However, on some graphs designed speci cally so as to fool the known heuristics, algorithm PLOGBAND found linear orders that had bandwidth a factor of ten smaller than the bandwidth found by known heuristics. It is fair to point out that on graphs with thousands of vertices, algorithm PLOGBAND is order of magnitudes slower than known heuristics, as it runs breadth rst search several hundred times, rather than just once. (A more detailed report may perhaps be available at a later date.)
Many questions remain open. We present several open problems on which we believe it is possible to make progress.
Determine the best possible approximation ratio for the bandwidth. A similar problem, of a combinatorial rather than computational nature, is to determine the worst possible ratio between bandwidth and local density. As an intermediate step, one may try to shave o a factor of ( p log n) from our analysis for algorithm PLOGBAND.
Determine the smallest possible distortion for k-volume respecting embeddings. For the random subsets embedding we proved that the distortion is O(log n) whenever k = O(log n= log log n). For k = log n, the distortion proved here is O(log n p log log n), and it would be nice to get rid of the p log log n factor. For large values of k, the term p k begins to dominate our bounds. Rao 26] outlines an embedding for which one can prove bounds on the distortion that are better than those proved in the current manuscript, whenever k = ((log n) 2 ) (and also for smaller values of k, for some special families of graphs). Let P n be a path on n vertices. Embed P n in R 3 via a contraction that minimizes area distortion. Can the area distortion be polylogarithmic in n? In other words, is there a (3; O((log n) c ))-volume respecting embedding of P n in R 3 ? Rao, Yuri Rabinovich, Gideon Schechtman and Oded Schramm helped in bringing this work to its current form. The separation oracle used in the proof of Theorem 4 was suggested by an oracle { Laci Lovasz. Algorithm PLOGBAND was programmed and experimented with by Tzvika Hartman. Part of this work was done while the author was visiting Compaq Systems Research Center, Palo Alto, California.
