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Résumé
Dans cet article, nous considérons le problème de la re-
construction de surfaces à partir d’images. Notre contri-
bution principale est le calcul des dérivées exactes de la
fonctionnelle exprimant l’erreur de reprojection ou bien, la
photoconsistance. Ceci permet, pour la première fois, de la
minimiser de manière rigoureuse par une descente de gra-
dient. La difficulté principale a été de correctement prendre
en compte les changements de visibilité qui apparaissent
lors de l’évolution de la surface estimée. Une étude géo-
métrique et analytique de ces changements est présentée et
utilisée pour le calcul des dérivées.
Notre analyse révèle la forte influence du mouvement
des générateurs de contours sur l’erreur de reprojection.
Par conséquent, la minimisation rigoureuse de l’erreur
de reprojection place les générateurs de contours de la
surface automatiquement aux bons endroits relativement
aux images. Ainsi, des approches prenant en compte des
contraintes basées sur des silhouettes ou des contours ap-
parents afin d’assurer ce placement, peuvent maintenant
être expliquées et justifiées par un seul critère : l’erreur de
reprojection.
Mots Clef
Reconstruction 3D, erreur de reprojection, photoconsis-
tance.
Abstract
This paper addresses the problem of image-based surface
reconstruction. Our main contribution is the computation
of the exact derivative of the reprojection error functional.
This allows, for the first time, its rigorous minimization via
gradient descent surface evolution. The main difficulty has
been to correctly take into account the visibility changes
that occur when the surface moves. A geometric and ana-
lytical study of this changes is presented and used for the
computation of derivative.
Our analysis shows the strong influence that the movement
of the contour generators has on the reprojection error.
As a consequence, during the proper minimization of the
reprojection error, the contour generators of the surface
are automatically moved to their correct location in the
images. Therefore, current methods adding additional sil-
houettes or apparent contour constraints to ensure this ali-
gnment can now be understood and justified by a single
criterion : the reprojection error.
Keywords
3D reconstruction, reprojection error, photoconsistency.
1 Introduction
Reconstruire une scène à partir d’images est le problème de
l’inversion du processus de formation d’images. Beaucoup
de scènes peuvent être représentées par une surface et des
quantités supplémentaires décrivant, par exemple, des pro-
priétés de reflectance, des conditions d’illumination ou des
paramètres des caméras. Un tel modèle permet de décrire
précisément comment les images de la surface ont été gé-
nérées. Cependant, retrouver la surface à partir des images
reste un problème non complètement résolu de la vision
par ordinateur.
Dans ce contexte, une solution de ce problème serait une
surface Γ telle que les images générées soient les plus
semblables aux images observées, c’est-à-dire les données.
Ceci mène naturellement vers une formulation du pro-
blème consistant en la minimisation d’une mesure d’erreur
entre les valeurs observées et prédites des pixels. Il est im-
portant de souligner que cette minimisation doit être effec-
tuée sur tous les pixels de toutes les images d’entrée. Cette
tâche n’est pas triviale, comme il sera montré dans la suite.
Pour beaucoup de modèles de formation d’images, la va-
leur prédite d’un pixel u ne dépend que de la position du
point 3D π−1Γ (u) qui est vu par ce pixel et éventuellement
de la normale associée n(π−1Γ (u)). Ce point 3D est la pre-
mière intersection de la ligne de vue de u avec la surface
Γ ou, si elle n’existe pas, un point du fond B (le fond étant












où I est l’ensemble de tous les pixels dans une image, du
est la mesure de l’aire sur le plan de l’image du capteur et1
g : R3 × S → R donne la mesure d’erreur pour le pixel u.
Nous appelons (1) la fonctionnelle de l’erreur de reprojec-
tion et le but de cet article est de trouver une méthode pour
la minimiser.
La classe des fonctions (1) est suffisamment grande pour
couvrir beaucoup de problèmes de reconstruction de sur-
faces à partir d’images. Dans la section 6, nous illustrons
un exemple d’application en vision stéréoscopique multi-
images, où g mesure la différence entre la couleur obser-
vée d’un pixel et celle prédite par la reconstruction. Un
autre exemple serait la reconstruction de surfaces à partir
de cartes de profondeur bruitées [26], où g mesurerait la
différence entre la profondeur mesurée en u et la profon-
deur de π−1Γ (u).
Ces dernières années, des avancées significatives en mi-
nimisation de fonctionnelles définies sur des surfaces ont
été faites. Plusieurs travaux considèrent la minimisation de
fonctionnelles basées sur une pondération de la surface,




g(x,n(x)) dσ , (2)
où g est intégré sur la surface et dσ est la mesure de l’aire
de la surface. La dérivée de cette fonctionnelle a été trou-
vée, permettant ainsi sa minimisation par une évolution du
type descente de gradient [5, 7, 22]. Il a également été mon-
tré comment trouver le minimum global de certaines de ces
fonctionnelles par les approches des graph-cuts [2, 13] ou
emphmax-flow continu [1].
La différence entre les fonctionnelles (1) et (2), provient
du fait que le premier type repose sur une intégrale sur
l’image, c’est-à-dire les données, tandis que pour l’autre
il s’agit d’une intégrale sur la surface.
Afin de bénéficier des connaissances existantes sur les
fonctionnelles du type (2), nous pouvons essayer de ré-
écrire la fonctionnelle (1) comme une intégrale sur la sur-








νΓ (x) dσ , (3)
où νΓ est la fonction de visibilité (qui vaut 1 pour un x





νΓ (x) dσ a été utilisé. Bien sûr, en calculant
l’intégrale sur la surface, nous ne comptons pas les pixels
qui ne sont pas couverts par la projection de la surface.
Néanmoins, ceci peut être compensé rigoureusement en
modifiant g tel que (1) et (3) soient égaux à une constante
près [27].
1S représente la sphère unitaire, i.e. l’espace des normales.
Nous observons que l’intégrant obtenu par cette transfor-
mation dépend et de x et de n(x) comme dans (2), mais
en plus de la surface entière Γ , à cause du terme de visibi-
lité. Ainsi, la fonctionnelle de l’erreur de reprojection n’est
pas basée sur une pondération de la surface et les méthodes
de minimisation bien connues, mentionnées ci-dessus, ne
peuvent pas être utilisées.
La contribution principale de cet article est le calcul de
la dérivée de la fonctionnelle de l’erreur de reprojection
(section 5), permettant ainsi sa minimisation par une des-
cente de gradient par exemple. Pour ce faire, nous étudions
d’abord les changements de visibilité qui sont causés par
des mouvements ou évolutions d’une surface (section 4).
Nous allons observer tout particulièrement que les généra-
teurs de contours ont une influence forte sur ces change-
ments. Quand un générateur de contours bouge, des parties
cachées de la surface ou du fond apparaissent et en même
temps de parties qui étaient visibles peuvent devenir occul-
tées. La rétro-projection π−1Γ (u) des pixels sur les contours
apparents associés aux générateurs de contours ń saute ż
d’une partie de la surface sur une autre. Ceci a une effort
très fort sur la valeur prédite de ces pixels et par conséquent
sur l’erreur de reprojection et sa dérivée.
Une conséquence de ces observations est qu’une évolution
de la surface par une descente de gradient de l’erreur de re-
projection va automatiquement aligner les contours appa-
rents de la surface reconstruite avec des discontinuités pré-
sentes dans les images. Cet alignement automatique consti-
tue donc par ailleurs une généralisation du concept d’en-
velope visuelle, prenant en compte tous les contours appa-
rents et non seulement les silhouettes (contours apparents ń
externes ż). Les expériences de la section 6 démontrent cet
alignement à l’aide d’une application de la fonctionnelle de
l’erreur de reprojection à la stéréovision multi-caméras.
2 Travaux et résultats précédents
La plupart des algorithmes de reconstruction de surfaces
correspondant à l’état de l’art [19], à un moment donné,
utilisent des fonctionnelles de surface pondérée. Le coût
d’un point de la surface est défini par une mesure de photo-
cohérence utilisant les images où le point est visible. La
visibilité ne pouvant pas être incluse dans la fonctionnelle,
elle doit alors être déterminée en amont avant de faire
évoluer la surface. Ceci peut être fait une fois pour toute
[9, 16, 25] ou itérativement, en alternant le calcul de la vi-
sibilité avec l’optimisation de la fonctionnelle [5, 17, 23].
Toute autre méthode ne prenant pas en compte la visibilité
dans la fonctionnelle pâtit d’un biais de réduction de sur-
face [1, 28] dont un des effets les plus considérable est que
la surface vide ait un coût nul et soit donc un minimum
global. Ce biais se traduit aussi par une tandence à faire
disparaître les parties fines et amincies de la surface.
Différents palliatifs ont été proposés. Les “forces ballon”
[25] gonflent la surface afin d’éviter le rétrécissement, mais
introduisent un autre biais qui aboutit à des résultats sur-
gonflés [28]. Les méthodes d’évolution de surfaces [5, 17]
reposent implicitement sur le fait que, pour les surfaces suf-
fisamment texturées, un minimum local assez large existe
proche d’une bonne reconstruction. Ainsi l’évolution sera
stoppée avant de trop rétrécire. Les approches basées sur
les enveloppes visuelles contraignent les surfaces à rem-
plir les silhouettes de l’objet dans les images [9, 6, 20] ; le
biais est ainsi réduit, mais seulement sur les parties non-
concaves de la surface.
La segmentation stéréoscopique [27] utilise le concept de
visibilité orientée [13] pour inclure la visibilité dans une
fonctionnelle de surface pondérée. Le rétrécissement est
ainsi évité et la surface résultante est automatiquement co-
hérente avec les silhouettes dans les images, sans que cela
ne nécessite aucune contrainte additionnelle. Cependant, la
caractérisation des zones visibles à partir de la “visibilité
orientée” est uniquement valide pour les objets convexes et
l’évolution dérivée dans [27] ne gère pas correctement les
occultations de la surface par elle même.
Les contraintes basées sur les enveloppes visuelles ont été
généralisées pour prendre en compte non seulement les sil-
houettes, mais aussi tous les générateurs de contours appa-
rents, en les forçant à être alignés avec les forts gradients
des images [4, 11]. De la même façon que la segmen-
tation stéréoscopique arrive à reconstruire les enveloppes
visuelles sans introduire et utiliser des contraintes de sil-
houettes, la minimisation propre de l’erreur de reprojection
que nous présentons dans cet article, effectue l’alignement
de tous les contours apparents, naturellement, sans aucune
contrainte additionnelle.
3 Cadre mathématique et notations
Le cadre mathématique de cet article est celui défini par
Solem et Overgaard [22] dans lequel les formes sont im-
plicitement représentées par des fonctions de lignes de ni-
veaux [14, 15]. Par souci de commodité pour le lecteur,
nous rappelons ici les notions et notations requises.
3.1 Fonctions de lignes de niveaux et fonc-
tions caractéristiques
Etant donnée une fonction de lignes de niveaux φ : R3 →
R, l’ensemble des points Ω = {x : φ(x) ≤ 0} est une
forme solide [12] et son bord Γ = {x : φ(x) = 0} est une
surface orientée, voir figure 1. Nous disons que φ est une
représentation implicite de Ω et que Ω est l’intérieur de
Γ . Le vecteur normal à la surface pointant vers l’extérieur
peut être calculé à partir de la représentation implicite par
n = ∇φ/|∇φ|.
La fonction caractéristique de la forme, χΩ, vaut 1 à l’in-
térieur de la forme et 0 en dehors. Elle peut être facilement
exprimée en fonction de φ et de la fonction d’Heaviside,
H , par χΩ = 1 − H(φ). Le gradient ∇χΩ de la fonc-
tion caractéristique peut seulement être défini dans le sens
des distributions [10, 18]. Pour tous les champs de vecteurs
tests w : R3 → R3,
∫
R3
∇χΩ · w dx ≡ −
∫
Ω
∇ · w dx = −
∫
Γ
w · n dσ , (4)
FIG. 1 – Fonction de lignes de niveaux et fonction caracté-
ristique d’une forme.
où le dernier terme résulte du théorème de la divergence de
Gauss. En d’autres termes, la distribution ∇χΩ calcule le
flot de w qui entre dans la forme. Une expression en terme
de φ peut être obtenue par le théorème de dérivation des
fonctions composées :
∇χΩ = −∇φ δ(φ), (5)
où δ est la distribution de Dirac.
3.2 Dérivées de fonctionnelles
Soit M , la variété des surfaces admissibles définie par So-
lem et Overgaard [22]. Dans cet espace, les points sont des
surfaces. Les vecteurs tangents à cette variété en un point
Γ sont les vitesses normales par lesquelles la surface peut
évoluer. L’espace tangent TΓM est l’ensemble de toutes
ces vitesses normales.
La variation φs = φ+ sψ de φ, décrit une courbe Γ (s) =
{x : φs(x) = 0} dans M . Sa vitesse normale (ou vecteur





Aussi n’importe quel vecteur tangent peut être obtenu de
cette façon.
Considérons une fonctionnelle de surface E : M → R.
Lorsque la fonction E(Γ (s)) est dérivable à s = 0, nous















w(x) v(x) dσ , (8)
avec w dans l’espace tangent, nous disons que w est le gra-
dient de E. Ceci permet de faire évoluer la surface dans la
direction, −w, qui assure la décroissance de la fonction-
nelle. En effet, si Γ (t) satisfait ∂
∂t
Γ = −w, alors nous
FIG. 2 – Vue d’une forme de banane. Les horizons sont
représentés par des lignes vertes et les terminateurs par des
lignes rouges en pointillé. Les rayons de point de vue, en




E(Γ (t)) = −
∫
Γ
w · w dσ ≤ 0. Ainsi, une évolu-
tion dans la direction −w permet de faire décroitre le coût
de la fonctionnelle.
4 Comprendre la Visibilité
Cette section présente une analyse de la visibilité et de son
évolution. Cette analyse se base sur l’étude de Tsai et al.
[24], qui décrit la dynamique des régions visibles lorsque
l’observateur se déplace. Notre but ici est au contraire de
calculer la dérivée de la fonction de visibilité par rapport
aux variations de la surface.
4.1 Description Géométrique
Etant donné une forme solide et un point d’observation,
un point est dit visible si aucun point de la forme ne se
trouve entre lui même et le point d’observation. L’ensemble
des points visibles sera appelé le volume visible, V , et son
complémentaire, Vc, le volume occlus. Ces volumes sont
respectivement colorés en vert et rouge dans la figure 3.
La frontière entre ces deux volumes, ∂V , est une surface et
sera appelée l’interface de visibilité, voir figures 2 et 3.
L’interface de visibilité est composée de deux parties de
nature différente : une qui est visible (les courbes vertes
dans la figure 3) et l’autre qui est occluse (les rouges). On
peut montrer que la partie visible de l’interface et la partie
visible de la surface coïcident. Ainsi, nous référerons cette
partie comme la surface visible. La partie occluse de l’in-
terface est principalement dans l’espace libre. Elle est for-
mée de morceaux de cônes généralisés joignant différentes
parties de la surface visible. En analogie avec l’optique at-
mosphérique, nous appellerons cette partie cône crépuscu-
laire (cf. aussi la figure 2).
Le frontière entre la surface visible et le cône crépuscu-
laire est une courbe fermée sur la surface Γ . Là encore,
cette courbe contient à la fois des points visibles et des
points occlus. La partie visible est l’horizon ou le géné-
rateur de contours (courbes vertes dans la figure 2). C’est
une courbe (éventuellement ouverte) de points de la sur-
FIG. 3 – Coupe de la forme de banane. Les surfaces et vo-
lumes visibles sont en vert ; le cône crépusculaire et le vo-
lume occlus sont en rouge.
face qui sont visibles et dont la normale est orthogonale
au rayon d’observation. Sa projection dans l’image coïn-
cide avec les contours apparents. La partie occluse consti-
tue les terminateurs (courbes rouges dans la fig. 2). Elle
contient les points sur lesquels les ombres des points de
l’horizon se projètent. Les segments joignant les points de
l’horizon et leurs terminateurs sont les rayons crépuscu-
laires qui forment eux même le cône crépusculaire. Tous
les points du cône crépusculaire sont occlus part l’horizon.
4.2 Formulation Mathématique
Soit νΓ : R3 → {0, 1} (fonction de visibilité) la fonction
caractéristique du volume visible, i.e. la fonction binaire
valant 1 aux points visibles et 0 ailleurs. Dans cette sec-
tion nous écrivons cette fonction en terme de la fonction de
lignes de niveaux φ dans le but de dériver une expression
analytique pour ses dérivées spatiales et temporelles dans
la prochaine section. Ensuite, ces résultats seront utilisés
pour calculer les dérivées de Gâteaux de la fonctionnelle
d’erreur de reprojection.
Nous supposons que le point d’observation est l’origine.
Soit φ une représentation implicite de la surface. La visibi-
lité d’un point x peut être déterminée à partir des valeurs
de φ sur le segment connectant l’origine à x. Si une de ces
valeurs est négative alors x est occlus.
Soit yφ(x) le point du segment où φ admet son minimum
(voir la figure 4), i.e. yφ(x) = αφ(x)x avec
αφ(x) = arg min
α∈[0,1]
φ(αx) . (9)
Si le minimum n’est pas unique, nous prenons le plus
proche de l’origine. Nous observons que φ(yφ(x)) est né-
gatif à l’intérieur du volume occlus et positif à l’intérieur
du volume visible (cf. figure 4). On peut montrer que φ◦yφ
est une fonction continue [24], donc, φ(yφ(x)) = 0 pour
tous les points sur l’interface de visibilité indépendamment
de leur visibilité.
Ceci implique que pour tous les points x sur l’interface de
visibilité, yφ(x) est un point sur la surface. Si x est lui-
même sur la surface visible alors nécessairement yφ(x) =
x, sinon x serait occlus. Si x est sur un rayon crépusculaire,
FIG. 4 – Position de yφ(x) selon la position de x. Si x
est dans le volume visible alors φ(yφ(x)) est positif, sinon
φ(yφ(x)) est négatif.
FIG. 5 – Graphe de la restriction de φ sur le rayon pas-
sant par le point d figurant sur la figure 4. φ ◦ yφ est une
représentation implicite du volume occlus.
alors yφ(x) est son occulteur (i.e. le point placé sur l’ho-
rizon où le rayon crépusculaire démarre). Tous les points
sur un rayon crépusculaire partagent le même occulteur,
yφ. Ce fait attribue un rôle important à l’horizon et a des
conséquénces que nous exploiterons dans les sections sui-
vantes.
Il découle ainsi que φ ◦ yφ est une représentation implicite
de l’intérieur du volume occlus et que
νΓ (x) = H(φ(yφ(x))) (10)
presque partout (partout à l’exception de l’interface de vi-
sibilité). Aussi, en tant que distribution, νΓ = H ◦ φ ◦ yφ.
4.3 Dérivée spatiale de la Visibilité
Le gradient de la visibilité, ∇νΓ , est une distribution qui
calcule l’intégrale du flot traversant l’interface de visibilité
∫
∇νΓ ·wdx = −
∫
∂V
w · dσ (voir la section 3.1). Il peut
être vu comme un champ de vecteur qui est nul partout
excepté sur l’interface de visibilité, où il est aligné avec la
normale à la surface et est de norme infinie.
Pour dériver une expression analytique du gradient ∇νΓ ,
remarquons tout d’abord que
∇(φ ◦ yφ) = ∇φ(yφ)αφ (11)
FIG. 6 – Tracés des contours de φ◦yφ. Le gradient de φ◦yφ
sur l’interface de visibilité est représenté par des flèches
noires. Notons que le gradient sur le cône crépusculaire est
proportionnel au gradient du point sur l’horizon où le rayon
commence et est orthogonal au rayon d’observation.
presque partout. En particulier (11) est vérifiée pour tous
les points sur l’interface de visibilité excepté pour les ter-
minateurs où φ ◦ yφ n’est pas dérivable. Ce fait peut se
démontrer en distinguant deux cas. Lorsque yφ est dans
l’intérieur du segment joignant le point d’observation et
x, nous savons, par les multiplicateurs de Lagrange, que
∇φ(yφ(x)) ·x = 0. La conclusion suit alors grâce au théo-
rème de dérivation des fonctions composées. Lorsque yφ
est un extremum de ce segment, nous avons de manière gé-
nérale yφ(x) = x et αφ(x) = 1 dans un voisinage de x, et
l’égalité (11) est trivialement vérifiée.
Maintenant, en observant que −φ ◦ yφ est une représenta-
tion implicite de V , il suit de (5) que le gradient recherché
est
∇νφ(x) = δ(φ(yφ)) ∇φ(yφ) αφ . (12)
Pour alléger les notations, nous n’écrivons pas les dépen-
dances en x de yφ et αφ.
4.4 Dérivée temporelle de la visibilité
Considérons une variation φs = φ+ sψ de φ. Soit Γ (s) la
surface déformée associée. La fonction visibilité νΓ (s)(x)
est maintenant une fonction spatio-temporelle. Sa dérivée
par rapport au temps est une distribution scalaire concen-
trée sur l’interface de visibilité. Elle mesure la variation de
la quantité intégrée sur le domaine visible. Intuitivement,
c’est la différence entre la quantité de masse qui entre et
la quantité de masse qui sort du volume visible lorsque la
surface évolue.









où ẏφ est la dérivée temporelle de yφs at s = 0. Si yφ est
dans l’intérieur du segment, alors ẏφ et x sont colinéaires
FIG. 7 – Représentation des changements de la visibilté
lors d’un mouvement de la surface. Quatre régions de la
surface se déplacent : deux dans à l’intérieur de la surface
visible et deux autres autour de l’horizon. Les mouvements
localisés à l’intérieur de la surface visible produisent des
changement de visibilité locaux. Seuls les points que la sur-
face balaye change de visibilité. Les mouvements situés au
niveau de l’horizon changent quant à eux la visibilité glo-
balement. Un mouvement de l’horizon produit en effet un
mouvement des rayons crépusculaires situés derrière lui.
Aussi, tout point traversé par le mouvement du rayon cré-
pusculaire change sa visibilité.
et orthogonaux à ∇φ(yφ). Sinon, si yφ = x alors ẏφ = 0.








= δ(φ(yφ)) ψ(yφ) . (14)
4.5 Dérivée temporelle d’une quantité inté-
grée sur le volume visible
Nous avons maintenant les outils nécessaires pour calcu-
ler les dérivées de Gâteaux d’une fonctionnelle F qui est
l’intégrale d’une quantité f sur le volume visible,
F (Γ ) =
∫
R3
f(x)νΓ (x)dx . (15)
Cette dérivée sera utilisée dans la section suivante pour
dériver facilement la dérivée de la fonctionnelle d’erreur
de reprojection. La principale difficulté est contenue dans
cette section.









































en remarquant que dσ = |∇(φ ◦ yφ)|δ(φ(yφ))dx. Idéa-
lement, nous voudrions écrire la dérivée comme une inté-
grale sur la surface Γ et non pas comme une intégrale sur
l’interface de visibilité (voir la section 3.2). Dans ce but,
nous séparons l’intégrale en une somme de deux intégrales,
une sur chacune des parties de l’interface de visibilité.








(ii) Sur le cône crépusculaire, yφ est l’occulteur de x et
est un point de l’horizon de la surface. Tous les points sur
un rayon crépusculaire partagent le même occulteur sur
l’horizon. L’idée, ici, est d’attribuer toute la masse d’un
rayon crépusculaire à l’origine du rayon sur l’horizon. De
cette façon, l’intégrale sur le cône crépusculaire sera écrite
comme une intégrale sur l’horizon et donc sur la surface Γ .
Etant donnée une paramétrisation d’arc de l’horizon, γ :
I → R3 : t 7→ γ(t), le cône crépusculaire peut être pa-
ramétré par x(r, t) = rγ(t) avec t ∈ I et r dans l’in-
tervalle (1, Tγ(t)) ; où pour tout t, x(r, t) couvre le rayon
crépusculaire de l’horizon γ(t) au terminateur associé. En
utilisant cette paramétrisation, l’équation (11) et le fait que
yφ(x(r, t)) = γ(t), l’intégrale de surface (17) sur le cône








r2|γ(t) × γ′(t)| dr dt .
(19)




f(rx)r2dr, qui cumule la masse de f le long
des rayons crépusculaires. Par ailleurs, notons η(t) le vec-
teur normal à l’horizon, tangent à la surface et pointant







(γ(t) · η(t)) dt . (20)
C’est le flot du champ de vecteursL ψ|∇φ|x traversant l’hori-
zon de la surface visible vers le cône crépusculaire. Conver-
tissons maintenant cette intégrale comme une intégrale sur
la surface Γ .
Considérons l’ensemble des points de la surface dont la
normale est orientée vers la caméra, O = {x · n(x) ≤ 0 :
x ∈ Γ}. Le bord de cet ensemble comme sous-ensemble
de la surface, ∂O, est une courbe sur la surface. L’horizon
correspond exactement à la partie visible de cette courbe.
En exploitant (4) sur la variété Riemanienne Γ (à la place
de R3), nous avons
∫
Γ
∇ΓχO · w dσ = −
∫
∂O
w · η dτ , (21)
2
γ
′ et η forment une base orthonormale du plan tangeant à γ. Dans
cette base, γ = (γ · γ′)γ′ + (γ · η)η et ainsi |γ × γ′| = γ · η.
où ∇Γ est le gradient intrinsèque dans Γ et χO = 1−H(x·
n) est la fonction caractéristique de O. En considérant le
champ de vecteurs w(x) = νΓ (x)L(x)
ψ(x)
|∇φ(x)|x, qui est
nul pour tous les points de ∂O excepté à l’horizon, nous






(x · ∇Γ [H(x · n)]) dσ . (22)
Comme ∇[H(x ·n)] est sur le plan tangent de Γ , il corres-
pond à ∇Γ [H(x · n)]. Ainsi par (5) nous pouvons réécrire
x · ∇Γ [H(x · n)] comme xtDnx δ(x · n). Enfin, joignant
les deux intégrales (18) et (22), la dérivée de Gâteaux de F
est





f +L xtDnx δ(x·n)
]
νΓ v dσ. (23)
Remarque : Comme espéré dans la section 3.2, nous avons




Cependant, exceptionnellement ici, w n’est pas une fonc-
tion, mais une distribution. Les distributions sont des opé-
rateurs linénaires continus, donc la fonctionnelle est Fré-
chet différentiable et sa différentielle est w. Cependant, le
gradient défini dans l’espace tangent comme dans [22] et
[3] n’existe pas pour cette fonctionnelle carw n’est pas une
déformation admissible de Γ . En d’autres termes, pour ef-
fectuer une évolution par descente de gradient, w doit être
approché par une déformation admissible. En pratique, ceci
se traduit simplement par approcher la distribution delta
par une fonction régulière.
5 Différentielle de la fonctionnelle de
l’erreur de reprojection
À partir des résultats obtenus dans les sections précédentes,
dans cette section nous allons calculer la différentielle de la








Comme, pour tous les points x de la surface visible, la nor-
male n∂V(x) à l’interface de visibilité ∂V coïncide avec la
normale n(x) à la surface Γ , et comme x ·n∂V(x) = 0 sur







· n∂V(x) dσ . (25)
5.1 Cas où g ne dépend pas de la normale
Considérons le cas où g ne depend pas de la normale,
g(x,n(x)) = g(x). La fonctionnelle (25) correspond au




traversant l’interface de visibilité
∂V . Par le théorème de la divergence de Gauss, ce flot est
l’opposé de la quantité de divergence du champ de vecteurs













νΓ (x) dx . (26)
Maintenant, en utilisant le résultat (23) développé dans la





nons immédiatement la dérivée de Gâteaux de cette fonc-
tionnelle. Nous observons que, dans ce cas, L a une forme
simple car l’intégrale récapitule, les variations de g le long














où T (x) est le terminateur de x. Enfin, notant g◦T par g′, la









δ(x · n)νΓ . (28)
5.2 Avec les normales
Nous décrivons ici la dérivation de la différentielle dans le
cas général où g peut dépendre de la normale à la surface.
En raison de la limitation de l’espace, nous esquisserons
seulement le calcul et présenterons le résultat final.
Tout d’abord, en utilisant (4) avec l’interface de visibilité
∂V (à la place de Γ ), nous reformulons (25) comme une
intégrale sur R3. Ensuite, dérivant le résultat par rapport à









































|∇φ| . Pour se débarrasser du terme ∇ψ et faire ap-
paraître ψ à la place, nous devons intégrer par parties sur
∇ψ, comme dans [22], section 5. La seconde intégrale,














dx et donc, comme n ne dépend
pas de s, nous pouvons appliquer le résultat de (28) dé-
montré dans le cas le plus simple, lorsque g ne dépend pas
de la normale.














δ(x · n)νΓ .
(29)
5.3 Comparaison avec le gradient des fonc-
tionnelles de surfaces pondérées















]. Donc la différentielle (29)










δ(x·n)νΓ qui est dû aux changements
de visibilité causés par le mouvement de l’horizon.
FIG. 8 – Le champ de vecteurs g(x, n)x/x3z est parallèle aux rayons crépusculaires, donc son flot à travers le cône crépuscu-
laire est nul. L’erreur de reprojection peut alors être écrite comme l’intégrale de la divergence négative du champ de vecteurs
à l’intérieur du volume visible.
FIG. 9 – Haut : deux images d’entrée du jeux de données des boules et trois visualisations de la reconstruction obtenue
avec le terme d’horizon. Bas : deux images d’entrée du jeux de données du bol et la reconstruction obtenue avec le terme
entier, le terme d’horizon et le terme intérieur.
6 Application à la stéréovision multi-
vue
Dans cette section nous présentons un exemple d’appli-
cation de la fonctionnelle de l’erreur de reprojection à la
stéréovision multivue. Pour garder l’exemple simple, nous
supposons que la scène est Lambertienne et que l’illumi-
nation est statique. Notons cependant qu’un modèle de ré-
flectance plus élaboré mène toujours à un même type de
fonctionnelle de l’erreur de reprojection.
Le modèle de formation d’image est le même que celui
de la segmentation stéréoscopique [27]. Dans ce modèle,
les images sont expliquées par une surface Γ , la radiance
des points de cette surface et par le fond. Soit C : R3 ∪
B → R3 la fonction radiance qui associe une couleur aux
points de l’espace 3D et à ceux du fond. Idéalement, la
couleur I(u) observée à un pixel u de l’image I devrait être
égale à la couleur C(π−1Γ (u)) du point correspondant de la
surface, donné par la projection inverse. Ainsi, l’erreur de





I(u) − C(π−1Γ (u))
)2
du . (30)
L’erreur de reprojection pour un ensemble d’images est la
somme des erreurs de reprojections individuelles. Un terme




ailleurs aussi nécéssaire pour assurer que les surfaces re-
construites soient lisses.
L’optimisation de C et Γ est alors effectuée en alternance.
Pour une surface fixée, la radiance optimale d’un point peut
être explicitée comme une somme pondérée des couleurs
observées à ses projections (visibles) sur l’image. Pour une
radiance fixée, à partir de (29), la différentielle de l’erreur











où C ′ est la radiance au terminateur de x, qui peut être un
point de la surface ou du fond.
Intuitivement, cela signifie que pendant l’évolution, les
points visibles seront déplacés selon le premier terme de
(31) de fa̧con à ce que C corresponde à I dans la zone
de l’image où se projette l’intérieur de l’objet. De ma-
nière complémentaire, le second terme déplacera les ho-
rizons de la surface, et les horizons seulement à cause du
facteur δ(x · n)νΓ . Ce terme compare le coût d’un point
dans l’horizon avec celui de son terminateur et déplace
l’horizon en fonction, de façon à ce que son terminateur
devienne visible ou occlus selon le résultat de la comparai-
son. Par conséquent, les contours apparents de la surface
sur l’image se placeront sur leur position exacte, comme
nous le montrerons dans la partie expérimentale.
6.1 Résultats expérimentaux
Nous avons implémenté l’évolution de surface (31) en uti-
lisant la méthode des lignes de niveaux en multirésolu-
tion. La visibilité est calculée en synthétisant les images de
la surface en utilisant la carte graphique et en comparant
la profondeur des points avec le “Z-buffer”. Les horizons
sont obtenus en approchant la distibution Delta avec une
Gaussienne. La radiance aux terminateurs est calculée en
re-synthétisant la surface sans les horizons.
Nous présentons ici, des expériences effectuées sur deux
scènes synthétiques spécialement conçues et sur deux jeux
d’images réelles.
Le but de ces expériences est de montrer l’impact de notre
bonne gestion de la visibilité et non pas d’évaluer l’énergie
(30) présentée ci-dessus.
Le premier jeux de données appelé “boules” (figure 9) est
constitué de 20 images de trois boules flottant sur un plan.
Il n’y a pas de texture n’y d’ombrage dans aucune partie de
la scène. La seule information présente dans l’image sont
donc les contours apparents. De plus, à cause des auto-
occultations entre les boules et le plan, les silhouettes ne
sont pas suffisantes pour distinguer que les boules sont trois
objets séparés.
Le flot minimisant l’erreur de reprojection (31) a été exé-
cuté trois fois. D’abord, en utilisant le flot dans son inté-
gralité, ensuite, en utilisant seulement le second terme (le
terme d’horizon), et enfin, en utilisant seulement le pre-
mier terme (le terme intérieur). Les deux premières exécu-
tions réussirent avec succès à séparer les trois balles et ob-
tinrent une reconstruction correcte. La troisième ne sépara
pas les boules durant le processus d’évolution et, à cause
du manque de texture, se rétracta et disparut. Ce compor-
tement resta le même lorsque l’on initialisa la surface avec
la surface à l’origine des données (le “ground truth”).
Nous avons répété ces expériences sur la scène du bol (fig.
9). La scène contient une balle verte à l’intérieur d’un bol
jaune, le tout étant Lambertien. L’exécution avec le flot
dans son intégralité reconstruisit correctement la concavité
du bol ainsi que la forme des boules. L’exécution utilisant
seulement le terme d’horizon ne réussit pas du tout à creu-
ser la concavité. L’exécution avec le terme intérieur réussit
à creuser la concavité mais pas complètement, laissant des
connexions entre la balle et le bol. Ceci montre comment
le terme intérieur et le terme d’horizon agissent ensemble,
le premier creuse la concavité quand le second force les
contours apparents de la boule sur les images.
Enfin, nous avons testé l’évolution sur les bases de don-
nées spécifiques de stéréovision multivue du dino et du
temple [19]. La figure 10 montre l’évolution obtenue pour
le temple. L’évolution prend 30 minutes ; la surface ne va-
riant quasiment pas les 20 dernières minutes. La résolu-
tion finale de la grille est 150 × 200 × 100. La figure
11 montre la reconstruction finale obtenue à partir de la
base de données Dino visualisée à partir de plusieurs points
de vue. Les résultats sont sous évaluation et apparaîteront
à http://vision.middlebury.edu/mview/. Une soumis-
sion préliminaire donne une précision de 1,05 mm et un
remplissage de 81,9% pour la base de données du temple.
7 Conclusion
Dans cet article nous calculons la dérivée de la fonction-
nelle de l’erreur de reprojection. La partie difficile a été de
prendre en compte correctement les changements de la vi-
sibilité qui se produisent lorsque la surface se déplace, ce
qui est un des problèmes les plus importants en reconstruc-
tion de surface à partir d’images. La récompense est que,
maintenant, il est possible de minimiser l’erreur de repro-
jection par une évolution de surface.
Cette minimisation a pour avantage que la surface re-
construite est celle qui reproduit le mieux les images ob-
servées. En particulier, comme démontré dans nos expé-
riences, l’évolution déplace les générateurs de contours
de la surface de façon à ce que les contours apparents
soient localisés correctement dans les images. Ceci est une
conséquence directe de la minimisation correcte de l’erreur
de reprojection elle même. En conséquence, les méthodes
utilisant des contraintes additionnelles de silhouettes et
contours apparents peuvent maintenant être comprises et
justifiées par un unique critère : l’erreur de reprojection.
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