Abstract. We consider the one-dimensional initial value problem for the viscous transport equation with nonlocal velocity
Introduction
In this work, we study the large time behavior of solutions to the one-dimensional initial value problem u t = u xx − (u(K ′ * u)) x for x ∈ R, t > 0, (1.1) u(x, 0) = u 0 (x) for x ∈ R, (1.2) where the aggregation kernel K ′ ∈ L 1 (R) is a given function (the symbol " * " denotes the convolution with respect to the variable x) and the initial datum u 0 ∈ L 1 (R) is nonnegative. Such models have been used to describe a collective motion and aggregation phenomena in biology and mechanics of continuous media. In this case, the unknown function u = u(x, t) ≥ 0 is either the population density of a species or the density of particles in a granular media. The kernel K ′ in (1.1) can be understood as the derivative of a certain function K, that is, K ′ stands for dK/dx. We use this notation to emphasize that cell interaction described by equation (1.1) takes place by means of a potential K (see [7] for derivation of such equations). Equation (1.1) and its generalizations, considered either in the whole space or in a bounded domain, have been studied in several recent works. First, notice that in the particular case of K(x) = e −|x| /2, equation (1.1) corresponds to the one-dimensional parabolic-elliptic system of chemotaxis (1.3) u t = u xx − (uv x ) x , −v xx + v = u, x ∈ R, t > 0.
Indeed, since K(x) = e −|x| /2 is the fundamental solution of the operator −∂ 2 x + Id, one can rewrite the second equation in (1.3) as v = K * u. Now, it suffices to substitute this formula into the first equation in (1.3) to obtain (1.1). We refer the reader to the works [3, 4, 12, 6, 17, 22] (this list is far from being complete) for mathematical results and for additional references on systems modeling chemotaxis.
Next, one should mention the inviscid aggregation equation u t + ∇ · (u∇K * u) = 0, describing the evolution of a cell density, which was derived as a macroscopic equation from the so-called "individual cell-based model" [29, 7] . Here, the reader is referred to [1, 2, 7, 8, 18] for recent results on the existence and the blowup of solutions to the initial value problem for the inviscid aggregation equation.
To handle diffusion phenomena, equations describing aggregation are supplemented with additional terms. One possible approach is to add a nonlinear term modeling a degenerate diffusion as in the porous medium equation, see e.g. [32] . Results and other references on the chemotaxis model with a degenerate diffusion can be found in [30, 5] and on more general aggregation equations in [15, 31, 20] .
In several cases, the mechanism of spreading out of organisms resembles a Lévy flight, hence, the anomalous diffusion is better modeled by nonlocal pseudodifferential operators. Recent works [3, 4, 11, 19] contain several mathematical results on a chemotaxis system and on an aggregation equation with either the fractional Laplacian or a more general Lévy operator.
In our recent work [16] , we have studied the multidimensional version of problem (1.1)-(1.2) and we have answered questions how singularities of the gradient of the aggregation kernel K influence on the existence and the nonexistence of global-in-time solutions. In this paper, we complete those results in the one-dimensional case by proving the existence of global-in-time solutions for every K ′ ∈ L 1 (R), and by studying their large time asymptotics. We show that asymptotic profiles, as t → ∞, of solutions to (1.1)-(1.2) with general K ′ ∈ L 1 (R) are given either by the fundamental solution of the linear heat equation or by self-similar solutions of the viscous Burgers equation. Moreover, under another set of assumptions (which are satisfied e.g. by the kernel K(x) = e −|x| ), we prove a certain concentration property solutions to (1.1)-(1.2) which can be observed on an initial time interval.
Notation. In this work, the usual norm of the Lebesgue space L p (R) is denoted by · p for any p ∈ [1, ∞] and W k,p (R) is the corresponding Sobolev space. C ∞ c (R) denotes the set of smooth and compactly supported functions. The constants (always independent of x and t) will be denoted by the same letter C, even if they may vary from line to line. Sometimes, we write, e.g., C = C(α, β, γ, ...) when we want to emphasize the dependence of C on parameters α, β, γ, ....
Results and comments
We begin our study of properties of solutions to the initial value problem (1.1)-(1.2) by showing that it has a unique and global-in-time solution for a large class of initial conditions and aggregation kernels. The results on the global-in-time existence and regularity of solutions from the following theorem are more-or-less standard and we state them for the completeness of the exposition. They are also not surprising because it is well-known that solutions to the one-dimensional Patlak-Keller-Segel model of chemotaxis do not blow up in finite time (see e.g. [26, 13, 11] ). On the other hand, the fact that all solutions to problem (1.1)-(1.2) are uniformly bounded in time as the L p -valued functions (see Proposition 3.2, below) seems to be new and is a first step towards the understanding of the large time behavior of solutions.
Theorem 2.1 (Existence of global-in-time solution). Assume that
Suppose also that u 0 ≥ 0. Then the initial value problem (1.1)-(1.2) has a unique, nonneg-
. This solution has the following regularity property
. Moreover, the solution conserves the integral ("mass")
and for each t 0 > 0 and all p ∈ (1, ∞) we have sup t>t 0 u(t) p < ∞.
In our work [16] , we have proved that nonnegative solutions to (1.1)-(1.2) exist globallyin-time, in the case of "mildly singular" kernels satisfying 
. This result holds true, in particular, for every "strongly singular" kernel [16] satisfying K ′ ∈ L 1 (R) \ L q (R) for any q > 1. Next, we state conditions on K ′ under which solutions to (1.1)-(1.2) decay as t → ∞.
Theorem 2.2 (L p -decay of solutions). Assume that u = u(x, t) is a nonnegative solution to problem (1.1)-(1.2) with K ′ and u 0 satisfying (2.1) and (2.2), respectively. There exists
Remark 2.3. In the proof of Theorem 2.2, we choose D = 1/C GN S , where C GN S is the optimal constant in the Gagliardo-Nirenberg-Sobolev inequality (4.2).
We do not know if the decay estimate (2.4) holds true for every nonnegative solution which does not necessarily satisfy the condition K
Reasons that such decay estimates may fail for certain kernels K ′ and for initial conditions with large mass can be found below in Theorem 2.6 and in the discussion following it. Now, however, we prove that estimates (2.4) hold true for each solution of problem (1.1)-(1.2) which tends to zero as t → ∞ without a priori assumed decay rate. 
The main goal of this work is to derive an asymptotic profile as t → ∞ of those solutions from Theorem 2.1 which satisfy the L p -decay estimates (2.4). 
is the heat kernel.
ii. On the other hand, if A ≡ R K ′ (x) dx = 0, we have
, 1 is the so-called nonlinear diffusion wave and is defined as the unique self-similar solution of the initial value problem for the viscous Burgers equation
, for x ∈ R, t > 0, (2.7)
where δ 0 is the Dirac measure.
Let us recall properties of solutions to (2.7)-(2.8) which will be useful in the proof of Theorem 2.5. It is well-known that the Hopf-Cole transformation allows us to solve this initial value problem to obtain the following explicit solution
where C M,A is a constant which is determined uniquely as a function of M and A by the condition R U M,A (η, 1) dη = M. The important point to note here is that for every M ∈ R the function U M,A is a unique solution to equation (2.7) in the space C((0, ∞); L 1 (R)) having the properties
. Such a solution is called a fundamental solution in the linear theory and a source solution in the nonlinear case (cf. [9, 10, 21] ).
In the proof of Theorem 2.5, we study the behavior, as λ → ∞, of the rescaled family of functions (2.10) u λ (x, t) = λu(λx, λ 2 t) and K ′ λ (x) = λK ′ (λx), for every λ > 0, which satisfy the initial value problems
Notice that if u = u(x, t) is a nonnegative solution of problem (1.1)-(1.2) obtained in Theorem 2.1, then by (2.3) and by a simple change of variables, the following identities
hold true for all t > 0 and all λ > 0.
Let us now emphasize that we obtain an asymptotic profile of all solutions to problem (1.1)-(1.2) which tend to zero as t → ∞. Additional assumptions on the kernel K ′ and on initial conditions (as those in Theorem 2.2) seem to be necessary to prove the decay of solutions because, in our next theorem, we show a concentration phenomenon for some solutions to (1.1)-(1.2). Here, in order to understand our result, one should keep in mind that if a solution u = u(x, t) behaves for large t either as the heat kernel or the nonlinear diffusion wave, one should expect that u(t) ∞ decreases and the first moment R u(x, t)|x| dx increases in t. Here, we find a large class of kernels and initial conditions such that corresponding solutions have different behavior, at least, on a certain initial time interval.
Theorem 2.6 (Concentration phenomenon). Assume that the kernel
Let u 0 ∈ C ∞ c (R) be nonnegative, nontrivial, and even. For every P > 0, set u 0,P (x) = P 3 u 0 (P x) and denote by u P = u P (x, t) the corresponding solution of problem (1.1)-(1.2) with the kernel K ′ and u 0,P as the initial datum. If P > 0 is sufficiently large, then the first moment I P (t) = R u P (x, t)|x| dx is a strictly decreasing function of t ∈ [0, T ] for some T = T (P ) > 0. Some remarks on Theorem 2.6 are in order.
Remark 2.7. By the uniqueness, the solution u P (x, t) considered in Theorem 2.6 is an even function of x for every t > 0. Hence, it is expected that, for suitable initial conditions, we have u P (0, t) = max x∈R u P (x, t). It follows from the proof of Theorem 2.6 that the quantity u P (0, t) has to increase on an interval [0, T ], however, we do not know if it increases monotonically. This phenomenon is in perfect agreement with numerical simulations of spikes in the one-dimensional Keller-Segel model, which are reported in [13] .
Remark 2.8. Assumptions on the kernel K, as those stated in Theorem 2.6, were imposed in [4, 16] to show the finite-time blowup of solutions to aggregation equations either in the dimension n ≥ 2 or with an anomalous diffusion modeled by the fractional Laplacian. In this work, however, solutions are global-in-time by Theorem 2.1, but they have a tendency to form spiky-like structures as those discussed e.g. in [12] .
Hence, the concentration phenomenon described in Theorem 2.6 appears only if mass of a solution is sufficiently large. This result should be compared with Theorem 2.2, where solutions are shown to decay for sufficiently small masses. Moreover, in that case, by the inspection of the proof of Theorem 2.2, one can show that the L 2 -norm of solutions decays monotonically for all t > 0.
Remark 2.10. It is shown in Theorem 2.6 that the first moment I P (t) is strictly decreasing on a certain initial time interval, however, it cannot converge to zero when t → ∞. Indeed, such a decay of I P (t) cannot be true because of the inequality (see e.g. [3, Remark 2.6])
the conservation of mass (2.3), and the boundedness of the L p -norm of solutions to (1.1)-(1.2), shown in Proposition 3.2, below.
Remark 2.11. It is not clear for us what is the large time behavior of solutions to problem (1.1)-(1.2) which concentrate initially in the sense described in Theorem 2.6. Our numerical simulations of solutions to equation (1.1) on a finite interval and with the Neumann boundary conditions show their convergence towards nonconstant stationary solutions (these results will be published in our subsequent paper). The large time behavior of solutions to problem (1.1)-(1.2) on the whole line x ∈ R seems to be more complicated, because one can easily shown that equation (1.1) has no non-zero stationary solutions which decay at infinity sufficiently fast. Indeed, the equation w xx −(wK ′ * w) x = 0 implies w x − wK ′ * w = C, and the constant C has to vanish. Hence, for v(x) =
, hence, relation w = Ce v can be true for C = 0 and w ≡ 0, only.
Remark 2.12. In [24, 25] , the authors study the large time behavior of solutions to the Cauchy problem for the so-called parabolic-parabolic model of chemotaxis (2.14)
Their results can be summarized as follows. If the solution (u(x, t), v(x, t)) of (2.14)
, then u(x, t) decays as a solution to the linear heat equation and its large time behavior is described by the heat kernel. Moreover, a higher order term of the asymptotic expansion of u is calculated. Here, however, because of a technical obstacle, we cannot apply methods from [24, 25] to show a decay of solutions to (1.1)-(1.2).
Existence of solutions -proof of Theorem 2.1
The proof of the existence of local-in-time solutions to (1.1)-(1.2) is standard, hence, we only sketch that reasoning.
Step 1. Local-in-time solutions. We construct local-in-time mild solutions of (1.1)-(1.2) which are solutions of the following integral equation
with the heat kernel G(x, t) = (4πt) −1/2 exp − |x| 2 /(4t) . In our reasoning, we use the following estimates which result immediately from the Young inequality for the convolution:
Proof. Here, it suffices to follow the reasoning from [16, Theorem 2.3] , where local-in-time existence of solutions to the equation (3.1), written as u(t) = G(·, t) * u 0 + B(u, u)(t) with the bilinear form
are constructed in the space Y T supplemented with the norm u Y T = sup 0≤t≤T u 1 + sup 0≤t≤T u q . Notice that G(·, t) * u 0 ∈ Y T by (3.2). To apply ideas from [16, Theorem 2.3], one should prove the following estimates of the bilinear form (3.4).
First, for every u, v ∈ Y T , using (3.2)-(3.3) and the Young and the Hölder inequalities, we obtain
In a similar way, we prove the following L q -estimate
Summing up these inequalities, we obtain the following estimate of the bilinear form
Obviously, by an interpolation inequality, the solution of the integral equation
) for all q < p ≤ ∞, it is sufficient to note that G(t) * u 0 belongs to this space by (3.2). Moreover, for every u, v ∈ Y T ,
for each p ∈ (q, ∞] by estimates similar to those in (3.5).
Step 2. Regularity of mild solutions. Results on regularity of mild solutions to (1.1)-(1.2) are standard and well-known, see e.g. the monograph by Pazy [27] . In particular, by a bootstrap argument, one can show that any mild solution
Step 3. Positivity and mass conservation. If the initial condition is nonnegative, the same property is shared by the corresponding solution. Obviously, this fact holds true for the viscous transport equation u t + u xx + (b(x, t)u) x = 0. Now, it suffices to substitute b = K ′ * u to show that solutions to (1.1) are nonnegative if initial conditions are so. Next, integrating equation (3.1) with respect to x, using the Fubini theorem, and the identities R G(x, t) dx = 1 and R ∂ x G(x, t) dx = 0 for all t > 0, we obtain the conservation of the integral and the L 1 -norm of nonnegative solutions stated in (2.
Proof. It follows from Lemma 3.1 that for every t 0 ∈ (0, T ] we have
Hence, without loss of generality, we can assume that u 0 ∈ L p (R) and t 0 = 0. Moreover, the regularity of solutions discussed in Step 2 allows us to justify our calculations below.
We proceed by induction to show the uniform bound for the L p -norm with p = 2 n , n ∈ N ∩ {0}. The estimates for other p ∈ [1, ∞) are a simple consequence of the Hölder inequality.
For p = 1, we have u(t) 1 = u 0 1 because u is nonnegative and because the integral of u is conserved in time, see (2.3). Now, let ε > 0 be small and we fix it at the end of this proof. For p = 2 n with n ≥ 1, we multiply equation (1.1) by u p−1 and integrate over R to obtain 6) where the auxiliary kernel
The second term on the right-hand side of (3.6) is estimated by the ε-Young inequality ab ≤ εa 2 + C(ε)b 2 and by (2.3) as follows
Concerning the third term on the right-hand side of (3.6), it follows from the identity
, from the Hölder inequality, and from the Young inequality that
Moreover, applying the induction hypothesis for p/2 = 2 n−1 , we have u p/2 (t) 1 = u(t) p/2 p/2 ≤ C with C > 0 independent of t and T > 0. Hence, coming back to inequality (3.8) we obtain
with C = C(p, K ′ ∞ , u 0 1 ) independent of t and T . Since κ(p) ≡ 4(p + 1)/3p ≤ 2 for all p ≥ 2, using the elementary inequality s κ(p) ≤ C(s 2 + 1) for all s ≥ 0 and fixed C > 0 independent of s, we deduce from (3.9) that (p − 1)
Now, by estimates (3.7) and (3.10), we obtain from (3.6) the following inequality
where C = C(p, K ′ 1 , K ′ ∞ , u 0 1 ) denotes various constants independent of ε, u, t, and T . Now, we require ε < C −1 in the fist term on the right hand side of (3.11). Using the Nash inequality
, and applying the inductive hypothesis (notice that p/2 = 2 n−1 ), we have
where C is independent of u, t, and T . Hence, applying estimate (3.13) in (3.11) we obtain the following differential inequality for u(t)
where C = C(p, K ′ , u 0 1 ) > 0 is independent of ε, u, t, and T . We leave for the reader the proof that any nonnegative solution of the differential inequality f ′ ≤ −C(1 − εC)f 3 + Cf + εC is bounded, provided ε > 0 is sufficiently small. Hence, by the recurrence argument, u(t) p p is bounded for any p = 2 n , n ∈ N ∪ {0} and this completes the proof of Proposition 3.2.
Remark 3.3. Notice that we do not control the growth in p of the constants C in Proposition 3.2, hence we are not able to pass to the limit p → ∞ to obtain the global-in-time bound of the L ∞ -norm of the solution. However, in Theorem 2.2, we show a decay estimate of u(t) ∞ under additional assumptions on the kernel K ′ .
Proof of Theorem 2.1. Steps 1-4, described above, contain all details of the proof.
Optimal L p -decay of solutions
We are in a position to prove the decay estimates from Theorem 2.2 and we do it in two steps. First, we obtain the optimal decay estimate of L 2 -norm using GagliardoNirenberg-Sobolev inequalities. Next, estimates of other L p -norms are shown by applying the integral formulation (3.1) of the initial value problem (1.1)-(1.2).
Proof of Theorem 2.2. Let p = 2. Multiplying equation (1.1) by u and integrating the resulting equation over R we have
By the Hölder inequality, the Young inequality, the following Gagliardo-Nirenberg-Sobolev inequality
and identity (2.3), the second term on the right-hand side of (4.1) is estimated as follows
Coming back to (4.1) we see that 
after applying inequalities (3.2)-(3.3). Hence, by the L 2 -decay estimate, we have
To deal with the case p = ∞, we use the already proved decay estimate for any p > 2. Proceeding in a way similar to that in (4.6), we obtain
for all t > 0. This completes the proof of Theorem 2.2.
In the proof of Theorem 2.4, we need the following auxiliary result.
Hence, the proof is the immediate consequence of the integration by parts and of the Schwartz inequality in view of the following identities
Proof of Theorem 2.4. Without loss of generality, we can assume that u(t) 2 → 0 as t → ∞, because this is the immediate consequence of the Hölder inequality, Proposition 3.2, and the assumption on the decay of the L p 0 -norm. To show the optimal decay of the L 2 -norm, we use the following equality (cf. (3.6))
where
≤ ε with ε > 0 to be chosen later on. It follows from the Hölder inequality, the Young inequality, and from the GagliardoNirenberg-Sobolev inequality (4.2) (see the calculations which lead to (4.3)) that
(4.8)
Next, notice that R u 2 u x dx = 0 for all u ∈ W 1,2 (R), hence, for A = R K ′ (y) dy, the last term on the right-hand side of (4.7) is estimated as follows
(4.9)
Now, we apply both estimates (4.8) and (4.9) in equality (4.7). Using, moreover, Lemma 4.1 to deal with the last term on the right-hand side of (4.9), we deduce the following inequality
(4.10)
Hence, for sufficiently small ε > 0 and for sufficiently large T 0 > 0, since u(t) 2 → 0 if t → ∞, we obtain the estimate 1 2
for all t ≥ T 0 and C > 0 independent of t and u. Now, it remains to repeat the reasoning from the proof of Theorem 2.2 for p = 2 (see inequalities (4.4)-(4.5)) to obtain the required decay of the L 2 -norm. To show the decay estimate for other L p -norms, one should copy the corresponding arguments from the proof of Theorem 2.2.
Self-similar large time behavior
Our goal in this section is to prove Theorem 2.5. Here, we always assume that u = u(x, t) is the nonnegative global-in-time solution of the initial value problem (1.1)-(1.2) with K and u 0 satisfying (2.1) and (2.2), respectively. Moreover, we assume that this solution satisfies the following decay estimates
for each p ∈ [1, ∞], all t > 0, and C independent of t.
The proof that the large time behavior of the solution u = u(x, t) is described either by the fundamental solution of the heat equation or by the self-similar solution of the viscous Burgers equation is based on the so-called scaling method which is often use in the study of asymptotic properties of solutions to nonlinear evolution equation (see e.g. the review article [32] for some applications of this method to the porous media equation). Here, for every λ > 0, we denote by u λ (x, t) = λu(λx, λ 2 t) the solution of the initial value problem (2.11)-(2.12). In the following, we systematically use identities (2.13) as well as the decay estimate (5.1). Now, we prove a series of technical lemmas which usually should be obtained to apply the scaling method.
for all t > 0 and all λ > 0.
Proof. By the change of variables and estimate (5.1) we obtain Proof. Here, we use the the following counterpart of the integral equation (3.1)
Hence, computing the L p -norm and using (3.2), (3.3), (2.13) we obtain
Next, we use inequality (5.2) with p = ∞:
Applying the singular Gronwall lemma (see e.g. [14, Ch. 7] ), we conclude that
, for all t > 0, where the right-hand side of this inequality is independent of λ. In particular, for t = 1, there exists C = C( K ′ 1 , u 0 1 ) independent of λ such that ∂ x u λ (2) p ≤ C for all λ > 0. Next, using the definition of u λ , we obtain
2 ) p .
Hence, after substituting λ = t/2, we arrive at ∂ x u(·, t) p ≤ Ct
The proof of our next lemma relies on a form of Aubin-Simon's compactness result that we recall below. 
Then F is relatively compact in L p (0, T ; B) (and in C(0, T ; B) if p = ∞).
Proof. We apply Theorem 5.3 with p = ∞, F = {u λ } λ>0 , and
where R > 0 is fixed and arbitrary, and Y is the dual space of W 
) are bounded. To check the second condition of Aubin-Simon's compactness criterion, it is suffices to show that there is a positive constant C which independent of λ > 0 such that sup t∈[t 1 ,t 2 ] ∂ t u λ Y ≤ C. Let us show this estimate by a duality argument. For every φ ∈ C ∞ c ((−R, R)) and t ∈ [t 1 , t 2 ] we have
by virtue of Lemma 5.1. Hence, Lemma 5.4 is proved.
Proof. Let ψ ∈ C ∞ (R) be nonnegative and satisfy ψ(x) = 0 for |x| < 1 and ψ(x) = 1 for |x| > 2. Put ψ R (x) = ψ(x/R) for every R > 0. Since u is nonnegative, in view of Lemma 5.4, using a standard diagonal argument, it suffices to show that
Multiplying the both sides of equation (2.11) by ψ R and integrating over R and from 0 to t, we obtain
because u λ (s) 1 = u 0 1 . Now, notice that, by the change of variables, we have
for all λ ≥ 1. Moreover, it follows from Lemma 5.1 that u λ (s) ∞ ≤ Cs −1/2 with C independent of λ. Hence, we see for all t ∈ [t 1 ,
Lemma 5.6 (Initial condition). For every test function
Proof. Following the calculations which lead to estimates (5.4) with ψ R replaced by φ ∈ C ∞ c (R) we obtain
where C > 0 is independent of λ. Now, we are in a position to prove our main result on the large time behavior of solutions to problem (1.1)-(1.2).
Proof of Theorem 2.5. By Lemma 5.5, for every 0 < t 1 < t 2 < ∞, the family {u λ } λ>0 is relatively compact in C([t 1 , t 2 ], L 1 (R)) for any 0 < t 1 < t 2 < ∞. Consequently, there exists a subsequence of {u λ } λ>0 (not relabeled) and a functionū ∈ C((0, ∞), L 1 (R)) such that
Passing to a subsequence, we can assume that
almost everywhere in (x, t) ∈ R × (0, ∞). Now, multiplying equation (2.11) by a test function φ ∈ C ∞ c (R×(0, ∞)) and integrating the resulting equation over R × (0, ∞), we obtain the identity
dy for all λ > 0, hence, by the well-known property of an approximation of the identity, we have K
Consequently, by the Young inequality, (2.13), and (5.6), we have
− Aū(t) 1 → 0 as λ → ∞ for every t > 0. Therefore, passing to the limit λ → ∞ in equality (5.8) and using the properties of the sequence {u λ } λ>0 stated in (5.6) and (5.7), we obtain that u(x, t) is a weak solution of the equation
with A = R K ′ (x) dx. Now, notice that, by the change of variables and the dominated convergence theorem, we obtain R u 0,λ (x)φ(x) dx = R u 0 (x)φ(x/λ) dx → Mφ(0) as λ → ∞. Hence, it follows from Lemma 5.6 thatū(x, 0) = Mδ 0 in the sense of bounded measures. Thus,ū is a weak solution of the initial value problem
Since problem (5.9)-(5.10) has a unique solution (see e.g. [10, Sec. 4]), the whole family {u λ } λ>0 converge toū in C((0, ∞), L 1 (R)). Obviously, if A = 0, this limit function is the multiple of Gauss-Weierstrass kernel
For A = 0, we obtain the self-similar solutionū = U M,A of the viscous Burgers equation, given by the explicit formula (2.9). Hence, by (5.6), we have lim
and, after setting λ = √ t and using the self-similar form ofū(x, t) = t
The convergence of u(·, t) towards the self-similar profile in the L p -norms for p ∈ (1, ∞) is the immediate consequence of the Hölder inequality, the decay estimate (5.1) with p = ∞, and (5.12). Indeed, we have
To complete the proof of Theorem 2.5, it remains to show the convergence in the L ∞ -norm. Here, however, it suffices notice the decay estimate u x (t) 2 ≤ Ct −3/4 , provided by Lemma 5.2 with λ = 1, and the identity ū x (t) 2 = t −3/4 ū x (1) 2 resulting from the explicit formulas (5.11) and (2.9). Hence, by the Gagliardo-Nirenberg-Sobolev inequality and by (5.13) with p = 2, we obtain u(t) −ū(t) ∞ ≤ C u x (t) 2 + ū x (t) 2 1/2 u(t) −ū(t)
as t → ∞.
Concentration phenomenon
Proof of Theorem 2.6. First, notice that equation equation (1.1) is invariant under the transformation x → −x because, by the assumptions, the kernel K ′ is an odd function. Hence, by the uniqueness of solutions to problem (1.1)-(1.2), the solution u P corresponding to the even and nonnegative initial datum u 0,P satisfies u P (x, t) = u P (−x, t) ≥ 0 for all x ∈ R and t > 0.
We study the evolution of the first moment I P (t) = R u P (x, t)|x| dx following ideas from the recent papers [4, 16] . First, notice that integrating by parts we have R |x|∂ 2 x u P (x, t) dx = 2 ∞ 0 x∂ 2 x u P (x, t) dx = −2 ∞ 0 ∂ x u P (x, t) dx = 2u P (0, t), because ∂ x u P (0, t) = 0 for all t > 0 in the case of the even function u P (·, t). Next, by the assumptions, we have K ′ (x) = = sign x. Hence, using equation (1.1), we obtain d dt I P (t) = R ∂ t u P (x, t)|x| dx
x u P (x, t) − ∂ x (u P (x, t)K ′ * u P (x, t)) |x| dx = 2u P (0, t) + R R u P (x, t)u P (y, t) x |x| x − y |x − y| K ′ (|x − y|) dxdy = 2u P (0, t) + 1 2 R R u P (x, t)u P (y, t) x |x| − y |y| x − y |x − y| K ′ (|x − y|) dxdy which are valid for all x, y ∈ R \ {0}. Moreover, using the properties of K ′ stated in Theorem 2.6, we deduce from (6.1) that d dt I P (t) ≤ 2u P (0, t) + 1 2 |x|<δ/2 |y|<δ/2 u P (x, t)u P (y, t) 1 − x |x| · y |y| K ′ (|x − y|) dxdy ≤ 2u P (0, t) − γ 2 |x|<δ/2 |y|<δ/2 u P (x, t)u P (y, t) 1 − x |x| · y |y| dxdy ≤ 2u P (0, t) − γ 2 R R u P (x, t)u P (y, t) 1 − x |x| · y |y| dxdy + γ R |y|>δ/2 u P (x, t)u P (y, t) 1 − x |x| · y |y| dxdy.
(6.2)
Note now that R u P (x, t) x |x| dx = 0 and |x|≥δ/2 u P (x, t) x |x| dx = 0 because u P (x, t) = u P (−x, t). Hence, denoting M P = R u P (x, t) dx it follows from (6.2) that d dt I P (t) ≤ 2u P (0, t) − γ 2 M 2 P + γM P |y|>δ/2 u P (y, t) dy ≤ 2u P (0, t) − γ 2 M 2 P + 2γ δ M P I P (t). if P > 0 is sufficiently large. Hence, for such P , the right hand side of inequality (6.3) is negative for t = 0 . Consequently by the continuity of the functions u P and I P , the right hand side of inequality (6.3) is negative for every t ∈ [0, T ] with some T = T (P ) > 0. This completes the proof of Theorem 2.6. 
