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A L2 TO L∞ APPROACH FOR THE LANDAU EQUATION
JINOH KIM, YAN GUO, AND HYUNG JU HWANG
Abstract. Consider the Landau equation with Coulomb potential in a periodic box. We develop a
new L2 → L∞ framework to construct global unique solutions near Maxwellian with small L∞ norm.
The first step is to establish global L2 estimates with strong velocity weight and time decay, under the
assumption of L∞ bound, which is further controlled by such L2 estimates via De Giorgi’s method [10]
and [19]. The second step is to employ estimates in Sp spaces to control velocity derivatives to ensure
uniqueness, which is based on Holder estimates via De Giorgi’s method [10], [11], and [19].
1. introduction
We consider the following generalized Landau equation:
∂tF + v · ∇xF = Q(F,F ) = ∇v ·
{ˆ
R3
φ(v − v′)[F (v′)∇vF (v) − F (v)∇vF (v′)]dv′
}
,
F (0, x, v) = F0(x, v),
(1.1)
where F (t, x, v) ≥ 0 is the spatially periodic distribution function for particles at time t ≥ 0,
with spatial coordinates x = (x1, x2, x3) ∈ [−pi, pi]3 = T3 and velocity v = (v1, v2, v3) ∈ R3. The
non-negative matrix φ is
φij(v) =
{
δi,j − vivj|v|2
}
|v|−1. (1.2)
As in the Boltzmann equation, it is well-known that Maxwellians are steady states to (1.1). Let µ
be a normalized Maxwellian
µ(v) = e−|v|
2
, (1.3)
and set
F (t, x, v) = µ(v) + µ1/2(v)f(t, x, v). (1.4)
Then the standard perturbation f(t, x, v) to µ satisfies
ft + v · ∂xf + Lf = Γ(f, f), (1.5)
f(0, x, v) = f0(x, v), (1.6)
where f0 is the initial data satisfying the conservation laws:ˆ
T3×R3
f0(x, v)
√
µ =
ˆ
T3×R3
vif0(x, v)
√
µ =
ˆ
T3×R3
|v|2f0(x, v)√µ = 0. (1.7)
The linear operator L and the nonlinear part Γ are defined as
L = −A−K, (1.8)
Af := µ−1/2∂i
{
µ1/2σij[∂jf + vjf ]
}
= ∂i[σ
ij∂jf ]− σijvivjf + ∂iσif,
(1.9)
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Kf := −µ−1/2∂i
{
µ
[
φij ∗
{
µ1/2[∂jf + vjf ]
}]}
, (1.10)
Γ[g, f ] := ∂i
[{
φij ∗ [µ1/2g]
}
∂jf
]
−
{
φij ∗ [viµ1/2g]
}
∂jf
− ∂i
[{
φij ∗ [µ1/2∂jg]
}
f
]
+
{
φij ∗ [viµ1/2∂jg]
}
f,
(1.11)
σiju (v) := φ
ij ∗ u =
ˆ
R3
φij(v − v′)u(v′)dv′, (1.12)
σ = σµ, σ
i = σijvj . (1.13)
To get L∞ estimates, we rearrange (1.5) as follows:
ft + v · ∇xf = A¯ff + K¯ff, (1.14)
A¯gf := ∂i
[{
φij ∗ [µ + µ1/2g]
}
∂jf
]
−
{
φij ∗ [viµ1/2g]
}
∂jf −
{
φij ∗ [µ1/2∂jg]
}
∂if
=: ∇v · (σG∇vf) + ag · ∇vf,
(1.15)
K¯gf := Kf + ∂iσ
if − σijvivjf
− ∂i
{
φij ∗ [µ1/2∂jg]
}
f +
{
φij ∗ [viµ1/2∂jg]
}
f.
(1.16)
Define the weighed norm and weighted energy associated with (1.5):
w := (1 + |v|), |f |pp,ϑ :=
ˆ
R3
wpϑfpdv, ‖f‖pp,ϑ :=
ˆ
T3×R3
wpϑfpdxdv. (1.17)
|f |2σ,ϑ :=
ˆ
R3
w2ϑ
[
σij∂if∂jf + σ
ijvivjf
2
]
dv, (1.18)
‖f‖2σ,ϑ :=
¨
T3×R3
w2ϑ
[
σij∂if∂jf + σ
ijvivjf
2
]
dvdx, (1.19)
|f |∞,ϑ = sup
R3
wϑ(v)f(v), ‖f‖∞,ϑ = sup
T3×R3
wϑ(v)f(x, v). (1.20)
|f |2 := |f |2,0, ‖f‖2 := ‖f‖2,0,
|f |σ := |f |σ,0, ‖f‖σ := ‖f‖σ,0,
|f |∞ := |f |∞,0, ‖f‖∞ := ‖f‖∞,0,
〈f, g〉 :=
ˆ
R3
fgdv, (f, g) :=
ˆ
T3×R3
fgdxdv, (1.21)
〈f, g〉σ :=
ˆ
R3
[
σij∂if∂jg + σ
ijvivjfg
]
dv, (1.22)
(f, g)σ :=
¨
T3×R3
[
σij∂if∂jg + σ
ijvivjfg
]
dvdx, (1.23)
Eϑ(f(t)) := 1
2
‖f(t)‖22,ϑ +
ˆ t
0
‖f(s)‖2σ,ϑds. (1.24)
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Remark 1.1. If g ∈ C1v , f ∈ C2v , and ϕ ∈ C2v with a compact support in R3, thenˆ
R3
(
A¯g(f) + K¯g(f)
)
ϕ = −〈f, ϕ〉σ −
ˆ
R3
σµ1/2g∂if∂jϕ− (ag · ∇vϕ)f
+
(
Kϕ+ ∂iσ
iϕ− ∂i
{
φij ∗ [µ1/2∂jg]
}
ϕ+
{
φij ∗ [viµ1/2∂jg]
}
ϕ
)
fdv.
We first consider the linearized Landau equation with a given g:
∂tf + v · ∇vf + Lf = Γ(g, f). (1.25)
If f satisfies (1.25), then for every ϑ ∈ R, fϑ := wϑf satisfies
∂tf
ϑ + v · ∇xfϑ = A¯ϑgfϑ + K¯ϑg f,
fϑ(0) = wϑf0 =: f
ϑ
0 ,
where
K¯ϑg f = w
ϑK¯gf +
(
2
∂iw
ϑ∂jw
ϑ
w2ϑ
σijG −
∂ijw
ϑ
wϑ
σijG −
∂jw
ϑ
wϑ
∂iσ
ij
G −
∂iw
ϑ
wϑ
aig
)
fϑ, (1.26)
A¯ϑg := A¯g − 2
∂iw
ϑ
wϑ
σijG∂j. (1.27)
Note that A¯0g = A¯g and f
0 = f . Later we will derive an energy estimate for the equation:
ht + v · ∇xh = A¯ϑgh (1.28)
Here we introduce the main result.
Definition 1.2. Let f(t, x, v) ∈ L∞((0,∞) × T3 × R3, wϑ(v)dtdxdv) be a periodic function in x ∈
T
3 = [−pi, pi]3 satisfying ˆ t
0
‖f(s)‖2σ,ϑds <∞. (1.29)
We say that f is a weak solution of the Landau equation (1.5), (1.6) on (0,∞) × T3 × R3 if for
all t ∈ (0,∞) and all ϕ ∈ C1,1,1t,x,v
(
(0,∞) × T3 × R3) such that ϕ(t, x, v) is a periodic function in
x ∈ T3 = [−pi, pi]3 and ϕ(t, x, ·) is compactly supported in R3, it satisfies¨
T3×R3
f(t, x, v)ϕ(t, x, v)dxdv −
¨
T3×R3
f0(x, v)ϕ(0, x, v)dxdv
= −(f, ϕ)σ +
˚
(0,t)×T3×R3
f(s, x, v)
(
∂sϕ(s, x, v) + v · ∇xϕ(s, x, v) + af (s, x, v) · ∇vϕ(s, x, v)
+Kϕ(s, x, v) + ∂iσ
i(s, x, v)ϕ(s, x, v) − ∂i
{
φij ∗ [µ1/2∂jf ]
}
(s, x, v)ϕ(s, x, v)
+
{
φij ∗ [viµ1/2∂jf ]
}
(s, x, v)ϕ(s, x, v)
)
− σµ1/2f (s, x, v)∂if(s, x, v)∂jϕ(s, x, v)dsdxdv.
(1.30)
Theorem 1.3 (Main results). There exist ϑ′ and 0 < ε0 ≪ 1 such that for some ϑ ≥ ϑ′ if f0
satisfies
‖f0‖∞,ϑ ≤ ε0, ‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ <∞, (1.31)
where f0t := −v · ∇xf0 + A¯f0f0.
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(1) Then there exists a unique weak solution f of (1.5), (1.6) on (0,∞) × T3 × R3.
(2) Let F (t, x, v) = µ(v) +
√
µ(v)f(t, x, v). If F (0) ≥ 0, then F (t) ≥ 0 for every t ≥ 0.
(3) Moreover for any t > 0, ϑ0 ∈ N, and ϑ ≥ ϑ′, there exist C, Cϑ,ϑ0, l0(ϑ0), and 0 < α < 1
such that f satisfies
sup
0≤s≤∞
Eϑ(f(s)) ≤ C22ϑEϑ(0), (1.32)
‖f(t)‖2,ϑ ≤ Cϑ,ϑ0Eϑ+ϑ0/2(0)1/2
(
1 +
t
ϑ0
)−ϑ0/2
, (1.33)
‖f(t)‖∞,ϑ ≤ Cϑ,ϑ0(1 + t)−ϑ0‖f0‖∞,ϑ+l0 , (1.34)
‖f‖Cα(Ω) ≤ C (‖f0t‖∞,ϑ + ‖f0‖∞,ϑ) , (1.35)
and
‖Dvf‖L∞((0,∞)×T3×R3)) ≤ C (‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ + ‖f0‖∞,ϑ) . (1.36)
Motivated by the study of global well-posedness for the Landau equation in a bounded domain
with physical boundary conditions, our current study is the first step to develop a L2 → L∞
framework with necessary analytic tools in a simpler periodic domain. There have been many
results for Landau equations in either a periodic box or whole domain [2], [3], [6], [7], [8], [13], [15],
[16], [17], [21], [22], [24], [25], and [26], in which high-order Sobolev norms can be employed. On
the other hand, in a bounded domain, even with the velocity diffusion, the solutions can not be
smooth up to the grazing set [18]. New mathematical tools involving weaker norms are needed to
be developed. In the case for Boltzmann equations, a L2 → L∞ framework has been developed to
construct unique global solutions in bounded domains [14].
Our work can be viewed as a similar L2 → L∞ approach for the Landau equation. Our techniques
are inspired by recent remarkable progresses of [10], [11], and [19], in which a general machinery
in the spirit of De Giorgi, has been developed to the Fokker-Planck equations, even to the Landau
equation [19], to bootstrap L∞ and Holder space C0,α from a L2 weak solution. Unfortunately, to
our knowledge, there is still no construction for L∞ global weak solutions to the Landau equation.
Our paper settles the global existence and uniqueness for a L2 weak solution with a small weighted
L∞ perturbation of a Maxwellian initially. Our method is an intricate combination of different tools.
Our starting point is a design of an iterating sequence
(∂t + v · ∇x)fn+1 = −Lfn+1 + Γ(fn, fn+1)
≡ Afn(fn+1) +Kfn(fn+1),
where Afn(f
n+1) contains all the derivatives and Kfn(f
n+1) has no derivative of fn and fn+1, so
that fn appears in the coefficients of the Landau operator for fn+1. The crucial lemma states that
if ||fn||∞ is sufficiently small, the main part of Afn(fn+1) retains the same analytical properties of
the linearized Landau operator A.
We first establish global energy estimates and time-decay under the assumption fn is small, in
Section 4.
Theorem 1.4. Suppose that ‖g‖∞ < ε. Let ϑ ∈ 2−1N ∪ {0} and f be a classical solution of (1.6),
(1.7), and (1.25). Then there exist C and ε = ε(ϑ) > 0 such that
sup
0≤s<∞
Eϑ(f(s)) ≤ C22ϑEϑ(0), (1.37)
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and
‖f(t)‖2,ϑ ≤ Cϑ,k
(Eϑ+k/2(0))1/2
(
1 +
t
k
)−k/2
(1.38)
for any t > 0 and k ∈ N.
It is important to note that, thanks to the nonlinearity, the velocity weight can be arbitrarily
strong. The proof of this step is a combination of energy estimates with positivity estimates for
Pf [9], [13] and a time-decay estimate [24], but in the absence of high-order Sobolev regularity.
We next bootstrap such a L2 bound to a L∞ bound.
Theorem 1.5. Suppose that ‖g‖∞ < ε. Let f be a weak solution of (1.6), (1.7), and (1.25) in a
periodic box and ϑ ∈ N ∪ {0}, ϑ0 ∈ N. Then there exist ε, l0(ϑ0) > 0 and Cϑ,ϑ0 such that
‖f(t)‖∞,ϑ+ϑ0 ≤ Cϑ,ϑ0(1 + t)−ϑ0‖f0‖∞,ϑ+l0 . (1.39)
It is important to note that even though there is a finite loss of velocity weight, we are still able
to close the estimates thanks to the strong gain of velocity weight in (1.38). The proof of such a L∞
estimate locally in x and v is an adaptation of recent work of [11], [19]. It is well-known that the
Landau operator is delicate to study and estimate for large velocities. Together with the maximum
principle of the Landau operator as well as strong time decay for L2 norm in (1.38), we are able to
control the ‘tails’ of solutions for large velocities, and obtain global (in x and v) L∞ estimate.
Unfortunately, unlike in the Boltzmann case (see [14]), in order to establish the convergence of
{fn} and more importantly, uniqueness of our solution, such a L∞ bound is not sufficient due to
the presence of velocity derivative in the nonlinear Landau equation. We need to further control
||∇vfn||∞ as in Lemma 8.2, which follows from Sp estimates established in [23]. One crucial re-
quirement for such Sp estimates (as the classical W
2,p estimate in the elliptic theory), is the C0,α
estimate (uniform in x and v) for the coefficients containing fn. We establish
Theorem 1.6. Let f be a solution of (1.6), (1.7), and (1.25). Then there exist ε, ϑ′, C, α > 0
such that if g satisfies (2.4), then we have
‖f‖Cα(Ω) ≤ C(f0),
where
C(f0) = C (‖f0t‖∞,ϑ + ‖f0‖∞,ϑ) . (1.40)
Again, we follow the methods in [10], [11], and [19] to establish such an estimate locally in (x, v),
and use a delicate change of coordinates (6.16) locally to capture precisely the isotropic behavior of
the Landau operator, thanks to Lemma 2.4 and our strong weighted L∞ estimates to obtain uniform
C0,α estimate. It is well-known that the Landau equation is degenerate for |v| → ∞ and our strong
energy estimate provides the control of velocity (tails) of the Landau solutions. An additional
regularity condition ||f0t||∞,θ < +∞ is needed for such a Holder estimate, but no smallness is
required. A further bound ||f0v||∞,θ < +∞ is needed to apply the Sp theory in a non-divergent
form.
Such a L2 → L∞ framework is robust and is currently being applied to the study of several other
problems in the kinetic theory.
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2. Basic Estimates
For the reader’s convenience, we summarize and modify some basic estimates. We will adapt
techniques in [13].
For every v, ν ∈ R3, define
Du(ν; v) := ν
Tσu(v)ν (2.1)
and Pv is the projection onto the vector v as
Pvg :=
∑
〈gj , vj〉 vi|v|2 , 1 ≤ i ≤ 3. (2.2)
Proposition 2.1. There exists a uniform constant C such that for every function f and a constant
ϑ ∈ R, we have
‖f‖2,ϑ ≤ C‖f‖∞,ϑ+2.
Proof.
‖f‖22,ϑ =
¨
T3×R3
(wϑ(v)f(x, v))2dxdv
=
¨
T3×R3
w−4(v)(wϑ+2(v)f(x, v))2dxdv
≤ ‖f‖∞,ϑ+2
¨
T3×R3
w−4(v)dxdv
≤ C‖f‖∞,ϑ+2,
for some constant C > 0. 
Lemma 2.2 (Lemma 2 in [13]). Let ϑ > −3, a(v) ∈ C∞(R3) and b(v) ∈ C∞(R3 \ {0}). Assume
for any positive multi-index β, there is Cβ > 0 such that
|∂βa(v)| ≤ Cβ |v|ϑ−|β|,
|∂βb(v)| ≤ Cβe−τβ |v|2 ,
with some τβ > 0. Then there is C
∗
β > 0 such that
|∂β [a ∗ b](v)| ≤ C∗β[1 + |v|]ϑ−β .
Lemma 2.3 (Lemma 3 in [13]). If u = µ or
√
µ, then
Du(ν; v) = λ1(v)|Pvν|2 + λ2(v)|(I − Pv)ν|2. (2.3)
Moreover, there exists C such that
1
C
(1 + |v|)−3 ≤ λ1(v) ≤ C(1 + |v|)−3,
and
1
C
(1 + |v|)−1 ≤ λ2(v) ≤ C(1 + |v|)−1.
We can derive upper and lower bounds of eigenvalues for σ+σ√µg by adapting ideas in the proof
of Theorem 3 in [13].
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Lemma 2.4. Let g be a given function in L∞((0,∞) × T3 × R3) and G = µ+√µg. Let σG be the
matrix defined as in (1.12). Then there exists 0 < ε≪ 1 such that if g satisfies
sup
0≤s≤∞
‖g(s)‖∞ ≤ ε (2.4)
then
DG(ν; v) ≥ 1
2C
(
(1 + |v|)−3|Pvν|2 + (1 + |v|)−1|(I − Pv)ν|2
)
,
DG(ν; v) ≤ 2C
(
(1 + |v|)−3|Pvν|2 + (1 + |v|)−1|(I − Pv)ν|2
)
,
for every v ∈ R3. Thus σG(v) has three non-negative eigenvalues. Moreover, λ(v), eigenvalue of
σG(v), has the following estimate
1
C
(1 + |v|)−3 ≤ λ(v) ≤ C(1 + |v|)−1,
for some constant C > 0.
Proof. Let u =
√
µg. Then we claim that there exists C ′ > 0 such that
|Du(ν; v)| ≤ C ′‖g‖∞
(
(1 + |v|)−3|Pvν|2 + (1 + |v|)−1|(I − Pv)ν|2
)
. (2.5)
Consider
Du(ν; v) =
∑
i,j
ˆ
2|v′|>|v|
νiνjφ
ij(v − v′)√µ(v′)g(v′)dv′ +
∑
i,j
ˆ
2|v′|≤|v|
νiνjφ
ij(v − v′)√µ(v′)g(v′)dv′
= (I) + (II).
Note that for 2|v′| > |v|, √µ(v′) ≤ C ′µ(v′/4)µ(v/4). Therefore,
|(I)| ≤ C ′µ
(v
4
)
‖g‖∞|ν|2
ˆ
R3
φij(v − v′)µ
(
v′
4
)
dv′
≤ C ′−1µ
(v
4
)
‖g‖∞|ν|2.
(2.6)
To control (II), we expand φij(v − v′) to get
φij(v − v′ij(v)−
∑
k
∂kφ
ij(v)v′k +
1
2
∑
k,l
∂klφ
ij(v¯)v′kv
′
∗,
for some v¯ in a line segment of v and v − v′. Then we have
(II) =
∑
i,j
νiνjφ
ij(v)
ˆ
2|v′|≤|v|
√
µ(v′)g(v′)dv′
−
∑
i,j
νiνj
∑
k
∂kφ
ij(v)
ˆ
2|v′|≤|v|
v′k
√
µ(v′)g(v′)dv′
+
1
2
∑
i,j
ˆ
2|v′|≤|v|
νiνj
∑
k,l
∂klφ
ij(v¯)v′kv
′
∗
√
µ(v′)g(v′)dv′
= (II)1 + (II)2 + (II)3.
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Since ∑
i
φij(v)vi =
∑
j
φij(v)vj = 0,
we have
|(II)1| =
(
(I − Pv)ν
)T
φ(v)
(
(I − Pv)ν
) ˆ
2|v′|≤|v|
√
µ(v′)g(v′)dv′
≤ C‖g‖∞(1 + |v|)−1|(I − Pv)ν|2.
(2.7)
Note that ∑
i,j
∂kφ
ij(v)vivj = 0.
Therefore
|(II)2| ≤
∣∣∣∣∣
∑
k
(
(I − Pv)ν
)T
∂kφ(v)
(
(I − Pv)ν
) ˆ
2|v′|≤|v|
v′k
√
µ(v′)g(v′)dv′
∣∣∣∣∣
+ 2
∣∣∣∣∣
∑
k
(Pvν)
T∂kφ(v)
(
(I − Pv)ν
) ˆ
2|v′|≤|v|
v′k
√
µ(v′)g(v′)dv′
∣∣∣∣∣
≤ C‖g‖∞(1 + |v|)−2
(|(I − Pv)ν|2 + |Pvν||(I − Pv)ν|)
≤ C‖g‖∞
(
(1 + |v|)−3|Pvν|2 + (1 + |v|)−1|(I − Pv)ν|2
)
.
(2.8)
Since v¯ is in (v, v − v′) and 2|v′| ≤ |v|, we have |v|/2 ≤ |v¯| ≤ 3|v|/2. Therefore, ∂klφij(v¯) ≤ C ′|v|−3.
Thus we have
|(II)3| ≤ C ′‖g‖∞(1 + |v|)−3|ν|2. (2.9)
Combining (2.6) - (2.9), we have (2.5).
Now we can compute DG(ν; v). Since ε > 0 is a given small enough constant, from (2.3), (2.5),
we have
DG(ν; v) ≥ 1
2C
(
(1 + |v|)−3|Pvν|2 + (1 + |v|)−1|(I − Pv)ν|2
)
,
DG(ν; v) ≤ 2C
(
(1 + |v|)−3|Pvν|2 + (1 + |v|)−1|(I − Pv)ν|2
)
.
Therefore,
1
2C
(1 + |v|)−3 ≤ λ ≤ 2C(1 + |v|)−1.

Lemma 2.5 (Corollary 1 in [13]). There exists c = cϑ > 0, such that
|g|2σ,ϑ ≥ c
{∣∣∣wϑ[1 + |v|]−3/2 {Pv∂ig}∣∣∣2
2
+
∣∣∣wϑ[1 + |v|]−1/2 {[I − Pv]∂ig}∣∣∣2
2
+
∣∣∣wϑ[1 + |v|]−1/2g∣∣∣2
2
}
.
A L2 TO L∞ APPROACH FOR THE LANDAU EQUATION 9
Lemma 2.6 (Lemma 5 in [13]). Let L, K, and σi be defined as in (1.8), (1.13), and (1.10). Let
ϑ ∈ R. For any m > 1, there is 0 < C(m) <∞, such that
|〈w2ϑ∂iσig1, g2〉|+ |〈w2ϑKg1, g2〉|
≤ C
m
|g1|σ,ϑ|g2|σ,ϑ + C(m)
{ˆ
|v|≤C(m)
|wϑg1|2dv
}1/2{ˆ
|v|≤C(m)
|wϑg2|2dv
}1/2
.
Moreover, there is δ > 0, such that
〈Lg, g〉 ≥ δ|(I −P)g|2σ .
Lemma 2.7 (Lemma 6 in [13]). Let L, A, and K be defined as in (1.8), (1.9), and (1.10). Let
ϑ ∈ R and |β| ≥ 0. For small δ > 0, there exists Cδ = Cδ(ϑ) > 0 such that
−〈w2ϑAg, g〉 ≥ |g|2σ,ϑ − δ|g|2σ,ϑ − Cδ|µg|22,
|〈w2ϑKg1, g2〉| ≤ {δ|g1|σ,ϑ +Cδ|µg1|2} |g2|σ,ϑ.
Thus we have
1
2
|g|2σ,ϑ − Cϑ|g|2σ ≤ 〈w2ϑLg, g〉 ≤
3
2
|g|2σ,ϑ + Cϑ|g|2σ .
For the nonlinear estimate in Theorem 3 [13], they estimated(
w2ϑΓ[g1, g2], g3
)
in terms of ‖gi‖2,ϑ and ‖gi‖σ,ϑ for i = 1, 2, 3 and ϑ ≥ 0. To get such a L2 estimate, they need a
higher-order regularity like ‖Dαβ gi‖2,ϑ and ‖Dαβgi‖σ,ϑ for i = 1, 2, 3, ϑ ≥ 0, |α|+ |β| ≤ N and N ≥ 8.
The following lemma is a refinement of Theorem 3 in [13]. First, the range of ϑ is extended to R.
Second, we estimate the nonlinear term in terms of ‖ · ‖∞, ‖ · ‖2,ϑ, and ‖ · ‖σ,ϑ without a higher-order
regularity.
Theorem 2.8. Let Γ be defined as in (1.11).
(1) For every ϑ ∈ R, there exists Cϑ such that
〈w2ϑΓ[g1, g2], g3〉| ≤ Cϑ|g1|∞|g2|σ,ϑ|g3|σ,ϑ, (2.10)
and ∣∣∣(w2ϑΓ[g1, g2], g3)∣∣∣ ≤ Cϑ‖g1‖∞‖g2‖σ,ϑ‖g3‖σ,ϑ. (2.11)
(2) There exists ϑ¯ < 0 such that for any ϑ ≤ ϑ¯,∣∣∣(w2ϑΓ[g1, g2], g3)∣∣∣ ≤ Cϑmin{‖g1‖2,ϑ, ‖g1‖σ,ϑ}(‖g2‖∞ + ‖Dvg2‖∞)‖g3‖σ,ϑ. (2.12)
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Proof. (1) By the integration by parts, we have
|〈w2ϑΓ[g1, g2], g3〉| ≤ |〈∂iw2ϑ{φij ∗ [√µg1]}∂jg2, g3〉|
+ |〈w2ϑ{∂jφij ∗ [√µg1]}g2, ∂ig3〉|
+ |〈∂iw2ϑ{∂jφij ∗ [√µg1]}g2, g3〉|
+ |〈∂iw2ϑ{φij ∗ [vj√µg1]}g2, g3〉|
+ |〈w2ϑ{∂jφij ∗ [vi√µg1]}g2, g3〉|
+ |〈w2ϑ{φij ∗ [∂j{vi√µ}g1]}g2, g3〉|
+ |〈w2ϑ{φij ∗ [vi√µg1]}∂jg2, g3〉|
+ |〈w2ϑ{φij ∗ [vj√µg1]}g2, ∂ig3〉|
+ |〈w2ϑ{φij ∗ [√µg1]}∂jg2, ∂ig3〉|
= (I) + (II) + · · ·+ (IX),
(2.13)
where φ is the matrix defined as in (1.2). Clearly, |∂iw2ϑ| ≤ Cϑ(1+ |v|)−1w2ϑ and by Lemma
2.2, we have
|φij ∗ [√µg1]|+ |φij ∗ [vi√µg1]|+ |φij ∗ [vj√µg1]|+ |φij ∗ [∂j{vi√µ}g1]| ≤ C(1 + |v|)−1‖g1‖∞,
|∂jφij ∗ [√µg1]|+ |∂jφij ∗ [vi√µg1]| ≤ C(1 + |v|)−2‖g1‖∞.
Therefore, by Lemma 2.5 and the Ho¨lder inequality,
(I) ≤ Cϑ|g1|∞|〈wϑ(1 + |v|)−3/2∂jg2, wϑ(1 + |v|)−1/2g3〉|
≤ Cϑ|g1|∞|g2|σ,ϑ|g3|σ,ϑ,
(II) ≤ C|g1|∞|〈wϑ(1 + |v|)−1/2g2, wϑ(1 + |v|)−3/2∂ig3〉|
≤ C|g1|∞|g2|σ,ϑ|g3|σ,ϑ,
(III) + (IV ) + (V ) + (V I) ≤ Cϑ|g1|∞|〈wϑ(1 + |v|)−1/2g2, wϑ(1 + |v|)−1/2g3〉|
≤ Cϑ|g1|∞|g2|σ,ϑ|g3|σ,ϑ.
By (2.5) and the Ho¨lder inequality,
(V II) ≤ C|g1|∞
ˆ
w2ϑ
∣∣∣(1 + |v|)−3/2|Pv∂jg2|+ (1 + |v|)−1/2|(I − Pv)∂jg2|∣∣∣ (1 + |v|)−1/2|g3|dv
≤ C|g1|∞|g2|σ,ϑ|g3|σ,ϑ,
(V III) ≤ C|g1|∞
ˆ
w2ϑ(1 + |v|)−1/2|g2|
∣∣∣(1 + |v|)−3/2|Pv∂jg3|+ (1 + |v|)−1/2|(I − Pv)∂jg3|∣∣∣ dv
≤ C|g1|∞|g2|σ,ϑ|g3|σ,ϑ,
and
(IX) ≤ C|g1|∞
ˆ
w2ϑ
∣∣∣(1 + |v|)−3/2|Pv∂jg2|+ (1 + |v|)−1/2|(I − Pv)∂jg2|∣∣∣
×
∣∣∣(1 + |v|)−3/2|Pv∂jg3|+ (1 + |v|)−1/2|(I − Pv)∂jg3|∣∣∣ dv
≤ C|g1|∞|g2|σ,ϑ|g3|σ,ϑ.
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Thus we obtain (2.10). By applying the Ho¨lder inequality to (2.10),∣∣∣(w2ϑΓ[g1, g2], g3)∣∣∣ =
ˆ
|〈w2ϑΓ[g1, g2], g3〉|dx
≤
ˆ
Cϑ|g1|∞|g2|σ,ϑ|g3|σ,ϑdx
≤ Cϑ‖g1‖∞‖g2‖σ,ϑ‖g3‖σ,ϑ.
Thus we have (2.11).
(2) By the integration by parts again, we have
|〈w2ϑΓ[g1, g2], g3〉| := |〈w2ϑ{φij ∗ [µ1/2g1]}∂jg2, ∂ig3〉|
+ |〈w2ϑ{φij ∗ [viµ1/2g1]}∂jg2, g3〉|
+ |〈w2ϑ{φij ∗ [µ1/2∂jg1]}g2, ∂ig3〉|
+ |〈w2ϑ{φij ∗ [viµ1/2∂jg1]}g2, g3〉|
+ |〈∂iw2ϑ{φij ∗ [µ1/2g1]}∂jg2, g3〉|
+ |〈∂iw2ϑ{φij ∗ [µ1/2∂jg1]}g2, g3〉|
= (i) + (ii) + · · ·+ (vi).
(2.14)
By the Ho¨lder inequality and the integration by parts, we have
|〈{φij ∗ [µ1/2g1]}〉| + |〈{φij ∗ [viµ1/2g1]}〉| + |〈{φij ∗ [µ1/2∂jg1]}〉|+ |〈{φij ∗ [viµ1/2∂jg1]}〉|
≤ Cϑ(1 + |v|)−1min{|g1|2,ϑ, |g1|σ,ϑ}.
Let ϑ¯ := −2, then by applying the Ho¨lder inequality to (i) and Lemma 2.5, we have
(i) ≤ Cϑmin{|g1|2,ϑ, |g1|σ,ϑ}
∣∣∣∣
ˆ
R3
w2ϑ(1 + |v|)−1∂jg2(v)∂ig3(v)dv
∣∣∣∣
≤ Cϑmin{|g1|2,ϑ, |g1|σ,ϑ}|∂jg2|∞
(ˆ
R3
(1 + |v|)2ϑ+1dv
)1/2 (ˆ
R3
w2ϑ(1 + |v|)−3|∂ig3|2dv
)1/2
≤ Cϑmin{|g1|2,ϑ, |g1|σ,ϑ}|Dvg2|∞|g3|σ,ϑ.
Similarly,
(ii) + (iii) + · · ·+ (vi) ≤ Cϑmin{|g1|2,ϑ, |g1|σ,ϑ}(|g2|∞ + |Dvg2|∞)|g3|σ,ϑ.
Therefore, by the Ho¨lder inequality again, we have∣∣∣(w2ϑΓ[g1, g2], g3)∣∣∣ =
ˆ
|〈w2ϑΓ[g1, g2], g3〉|dx
≤
ˆ
Cϑmin{|g1|2,ϑ, |g1|σ,ϑ}(|g2|∞ + |Dvg2|∞)|g3|σ,ϑdx
≤ Cϑmin{‖g1‖2,ϑ, ‖g1‖σ,ϑ}(‖g2‖∞ + ‖Dvg2‖∞)‖g3‖σ,ϑ.

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Lemma 2.9. Let K¯ϑg be defined as in (1.26). Suppose that g satisfies the assumption in Lemma
2.4. Then there exists C = Cϑ > 0 such that for every N,M > 0,
‖K¯ϑg f‖L∞(T3×R3) ≤ C‖fϑ‖L∞(T3×R3), (2.15)
‖K¯ϑg 1|v|>Mf‖L∞(T3×R3) ≤ C(1 +M)−1‖fϑ‖L∞(T3×R3), (2.16)
and
‖K¯ϑg f‖L2(T3×R3) ≤ CN2‖fϑ‖L2(T3×R3) +
C
N
‖fϑ‖L∞(T3×R3). (2.17)
Proof. Since
K¯ϑg f = w
ϑK¯gf +
(
2
∂iw
ϑ∂jw
ϑ
w2ϑ
σijG −
∂ijw
ϑ
wϑ
σijG −
∂jw
ϑ
wϑ
∂iσ
ij
G −
∂iw
ϑ
wϑ
aig
)
fϑ
= wϑKf + ∂iσ
ifϑ − v · σvfϑ − ∂i
{
φij ∗ [µ1/2∂jg]
}
fϑ +
{
φij ∗ [viµ1/2∂jg]
}
fϑ
+
(
2
∂iw
ϑ∂jw
ϑ
w2ϑ
σijG −
∂ijw
ϑ
wϑ
σijG −
∂jw
ϑ
wϑ
∂iσ
ij
G −
∂iw
ϑ
wϑ
aig
)
fϑ,
where φ, K, σG, σ
i are defined as in (1.2), (1.10), (1.12), and (1.13) with G = µ+µ1/2g, by Lemma
2.2 and 2.3, we have
|∂iσi(v)| + |v · σv|+
∣∣∣∂i {φij ∗ [µ1/2∂jg](v)}∣∣∣+ ∣∣∣{φij ∗ [viµ1/2∂jg](v)}∣∣∣ ≤ C(1 + |v|)−1,∣∣∣∣2∂iwϑ∂jwϑw2ϑ σijG
∣∣∣∣+
∣∣∣∣∂ijwϑwϑ σijG
∣∣∣∣+
∣∣∣∣∂jwϑwϑ ∂iσijG
∣∣∣∣+
∣∣∣∣∂iwϑwϑ aig
∣∣∣∣ ≤ C(1 + |v|)−1.
Thus it is sufficient to show that wϑKf also satisfies (2.15) - (2.17).
After the integration by parts, we have
wϑKf = −wϑµ−1/2∂i
{
µ
[
φij ∗
{
µ1/2[∂jf + vjf ]
}]}
= 2wϑviµ
[
φij ∗
{
µ1/2[∂jf + vjf ]
}]
− wϑµ1/2
[
∂iφ
ij ∗
{
µ1/2[∂jf + vjf ]
}]
= 2wϑviµ
[
φij ∗ (vjµ1/2f)
]
− 2wϑviµ
[
φij ∗ (∂jµ1/2f)
]
+ 2wϑviµ
[
∂jφ
ij ∗ (µ1/2f)
]
− wϑµ1/2
[
∂iφ
ij ∗ (vjµ1/2f)
]
+ wϑµ1/2
[
∂iφ
ij ∗ (∂jµ1/2f)
]
−wϑµ1/2
[
∂ijφ
ij ∗ (µ1/2f)
]
= 4wϑviµ
[
φij ∗ (vjµ1/2f)
]
+ 2wϑviµ
[
∂jφ
ij ∗ (µ1/2f)
]
− wϑ2µ1/2
[
∂iφ
ij ∗ (vjµ1/2f)
]
− wϑµ1/2
[
∂ijφ
ij ∗ (µ1/2f)
]
= 4wϑviµ
[
φij ∗ (vjw−ϑµ1/2fϑ)
]
+ 2wϑviµ
[
∂jφ
ij ∗ (w−ϑµ1/2fϑ)
]
− wϑ2µ1/2
[
∂iφ
ij ∗ (vjw−ϑµ1/2fϑ)
]
− wϑµ1/2
[
∂ijφ
ij ∗ (w−ϑµ1/2fϑ)
]
= (I) + (II) + (III) + (V I).
Applying Lemma 2.2 to (I) + (II) + (III), we have (I) + (II) + (III) ≤ C‖fϑ‖L∞(T3×R3). Note
that ∂ijφ
ij ∗ (µ1/2f) = −8piµ1/2f . Thus we also have (V I) ≤ C‖fϑ‖L∞(T3×R3). Therefore, we have
(2.15).
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Since every convolution term of Kf contains µ1/2, we have (2.16).
For (2.17), clearly we have
‖1|v|≥NwϑKf‖2 ≤
C
N
‖wϑf‖∞. (2.18)
Now we will estimate ‖1|v|<NwϑKf‖2. First, consider
∥∥1|v|<Nviwϑµ [∂jφij ∗ w−ϑµ1/2fϑ)]∥∥L2(T3×R3).∥∥∥1|v|<Nviwϑµ [∂jφij ∗ w−ϑµ1/2fϑ)]∥∥∥2
2
=
ˆ
T3
ˆ
|v|<N
(ˆ
∂jφ
ij(v − v′)viwϑ(v)µ(v)µ1/2(v′)w−ϑ(v′)fϑ(v′)dv′
)2
dvdx
≤ C
(ˆ
T3
ˆ
|v|<N
(ˆ
1/N<|v−v′|<2N
dv′
)2
dvdx
+
ˆ
T3
ˆ
|v|<N
(ˆ
|v−v′|>2N
dv′
)2
dvdx
+
ˆ
T3
ˆ
|v|<N
(ˆ
|v−v′|<1/N
dv′
)2
dvdx
)
= (i) + (ii) + (iii).
Since |∂jφij(v − v′)| ≤ C|v − v′|−2, by the Minkowski and Ho¨lder inequality,
(i) ≤
ˆ
T3

ˆ
|v′|<3N
(ˆ
1/N<|v−v′|<2N
|v − v′|−4w2ϑ(v)v2i µ2(v)w−2ϑ(v′)µ(v′)(fϑ)2(v′)dv
)1/2
dv′


2
dx
=
ˆ
T3

ˆ
|v′|<3N
w−ϑ(v′)µ1/2(v′)fϑ(v′)
(ˆ
1/N<|v−v′|<2N
|v − v′|−4w2ϑ(v)v2i µ2(v)dv
)1/2
dv′


2
dx
≤ C
ˆ
T3
(ˆ
|v′|<3N
µ1/2(v′)(fϑ)2(v′)dv′
)(ˆ
|v′|<3N
ˆ
1/N<|v−v′|<2N
|v − v′|−4w2ϑ(v)v2i µ2(v)dvdv′
)
dx
≤ CN4‖fϑ‖22.
Note that if |v| < N and |v − v′| > 2N , then |v′| > N . Since the integrand of (ii) contains a
Maxwellian and |v′| > N , for every β > 0 we have
(ii) ≤ Cβ
N2β
‖fϑ‖2∞.
Finally,
(iii) ≤ C‖fϑ‖2∞
¨
T3×[0,∞)
ˆ
R3
µ(v)
(ˆ
|v−v′|<1/N
|v − v′|−2dv′
)2
dvdxdt ≤ C 1
N2
‖fϑ‖2∞.
So we have ∥∥∥1|v|<Nwϑµ1/2 [∂ijφij ∗ w−ϑµ1/2fϑ]∥∥∥
2
≤ CN2‖fϑ‖2 + C
N
‖fϑ‖∞. (2.19)
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In a similar manner,∥∥∥1|v|<Nwϑµ1/2 [∂iφij ∗ (vjw−ϑµ1/2fϑ)]∥∥∥
2
≤ CN2‖fϑ‖2 + C
N
‖fϑ‖∞ (2.20)
and ∥∥∥1|v|<Nviwϑµ [φij ∗ (vjw−ϑµ1/2fϑ)]∥∥∥
2
≤ CN‖fϑ‖2 + C
N2
‖fϑ‖∞. (2.21)
Note that
wϑµ1/2
[
∂ijφ
ij ∗ (w−ϑµ1/2fϑ)
]
= wϑµ1/2
[
−8piw−ϑµ1/2fϑ
]
= −8piµfϑ.
Thus, ∥∥∥1|v|<Nwϑµ1/2 [∂ijφij ∗ (w−ϑµ1/2fϑ)]∥∥∥
2
≤ C‖fϑ‖2. (2.22)
From (2.18) - (2.22), we have (2.17)
So the proof is complete. 
3. Maximum Principle
In this section, we first define a weak solution for (1.28) and obtain the well-posedness and the
maximum principle of the weak solution for (1.28). Due to the lack of regularity, we cannot use a
direct contradiction argument for the weak solution as in the case of strong solutions. Therefore, we
first construct a smooth approximated solution and then pass to the limit to obtain the maximum
principle for the weak solution.
Definition 3.1. Let h(t, x, v) ∈ L∞((0,∞) × T3 × R3, wϑ(v)dtdxdv) be a periodic function in x ∈
T
3 = [−pi, pi]3 satisfying ˆ t
0
¨
T3×R3
(
σij∂ih∂jh
)
(s, x, v)dxdvds <∞,
where σ is defined as in (1.13). We say that h is a weak solution of (1.28), with h(0) = h0 on
(0,∞) × T3 × R3 if for all t ∈ (0,∞) and all ϕ ∈ C1,1,1t,x,v
(
(0,∞) × T3 × R3) such that ϕ(t, x, v) is a
periodic function in x ∈ T3 = [−pi, pi]3 and ϕ(t, x, ·) is compactly supported in R3, it satisfies¨
T3×R3
h(t, x, v)ϕ(t, x, v)dxdv −
¨
T3×R3
h0(x, v)ϕ(0, x, v)dxdv
=
˚
(0,t)×T3×R3
h(s, x, v)
(
∂sϕ+ v · ∇xϕ−
(
ag + 2
∇wϑ
wϑ
σG
)
· ∇vϕ
)
(s, x, v)
−∇vh(s, x, v) · (σG∇vϕ)(s, x, v)dsdxdv, (3.1)
where σG is defined as in (1.12) with G = µ+ µ
1/2g.
Lemma 3.2. Assume (2.4). Let σG be the matrix defined as in (1.12) with G = µ + µ
1/2g. Let
ϑ ∈ N ∪ {0}, δ ≥ 0, and h be a classical solution of (1.28). Then there exist C = C(ϑ), 0 < ε≪ 1
such that if ‖g‖∞ < ε, then
sup
0≤s≤t
‖h(s)‖2L2 +
ˆ t
0
¨
T3×R3
(
σij∂ih∂jh
)
(s, x, v)dxdvds ≤ C(t)‖h(0)‖2L2 . (3.2)
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Proof. Multiplying (1.28) by h and integrating both sides of the resulting equation, we have¨
T3×R3
1
2
(
h2(t, x, v) − h2(0, x, v)) dxdv = ˆ t
0
¨
T3×R3
(A¯ϑgh(s, x, v))h(s, x, v)dxdvds. (3.3)
By Lemma 2.4, we have
C−1σij∂ih∂jh ≤ σijG∂ih∂jh ≤ Cσij∂ih∂jh, (3.4)
for some C. By Lemma 2.4 and the Young inequality, we have∣∣∣∣∂iwϑwϑ σijG(∂jh)h
∣∣∣∣ ≤ C(1 + |v|)−1(σijG∂ih∂jh)1/2(σijGh2)1/2
≤ εσijG∂ih∂jh+ Cε(1 + |v|)−1σijGh2
≤ εσij∂ih∂jh+ Cεh2.
(3.5)
In a similar manner, by (2.5) and the Young inequality, we have∣∣∣{φ ∗ [viµ1/2g]} (∂ih)h∣∣∣ ≤ C‖g‖∞Dµ(∇vh; v)1/2(σijh2)1/2
≤ εσij∂ih∂jh+ εh2
(3.6)
and ∣∣∣{φij ∗ [µ1/2∂jg]} ∂ihh∣∣∣ ≤ εσij∂ih∂jh+ εh2. (3.7)
Thus from (3.3) - (3.7), we have
¨
T3×R3
h2(t, x, v)dxdv +
ˆ t
0
¨
T3×R3
(
σij∂ih∂jh
)
(s, x, v)dxdvds
≤
¨
T3×R3
h2(0, x, v)dxdv+ε
ˆ t
0
¨
T3×R3
(
σij∂ih∂jh
)
(s, x, v)dxdvds+Cε
ˆ t
0
¨
T3×R3
h2(s, x, v)dxdvds.
Absorbing the second term of the RHS to the LHS and applying the Gronwall inequality to the
resulting equation, we have (3.2). 
Lemma 3.3. Assume (2.4). Then there exists a unique weak solution to (1.28) which satisifes (3.2)
Proof. We approximate g by gδ ∈ C∞ and h0 by hδ0 ∈ C∞ such that ‖gδ‖∞ ≤ ‖g‖∞, ‖hδ0‖∞ ≤ ‖h0‖∞
and
lim ‖gδ − g‖∞ = 0, lim ‖hδ0 − h0‖1 = 0.
Consider
∂th
δ + v · ∇xhδ = A¯ϑgδhδ (3.8)
hδ(0, x, v) = hδ0(x, v).
By Lemma 2.4, σG ≥ 0. Since σG ≥ 0, it is rather standard (for instance, by adding regularization
ε(∇x,v)2m, for some large integer m, then letting ε→ 0, if necessary) that there exists a solution hδ
to the linear equation (3.8). Since gδ and hδ0 are smooth, we can derive a similar energy estimate for
the derivatives of hδ by taking derivatives of the above equation and multiplying by the derivatives
of hδ and integrating both sides of the resulting equation as in [13]. For more details, see [13].
Therefore, hδ is smooth.
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By (3.2), ‖hδ(s)‖2L2 is uniformly bounded on 0 ≤ s ≤ t. Therefore, there exists h such that
hδ → h weakly in L2. Multiplying (3.8) by a test function ϕ, integrating both sides of the resulting
equation, and taking the integration by parts, we have
¨
T3×R3
hδ(t, x, v)ϕ(t, x, v)dxdv −
¨
T3×R3
hδ0(x, v)ϕ(0, x, v)dxdv
=
˚
(0,t)×T3×R3
hδ(s, x, v)
(
∂sϕ(s, x, v) + v · ∇xϕ(s, x, v) −
(
agδ + 2
∇wϑ
wϑ
σGδ
)
· ∇vϕ
+∇v · (σGδ∇vϕ)dsdxdv,
(3.9)
where Gδ = µ+
√
µgδ. Since hδ → h weakly in L2, taking δ → 0 in (3.9) we have (3.1). Therefore h
is a weak solution of (1.28). The second assertion is an analogue of Lemma 3.2. Let h and h˜ be weak
solutions to (1.28). Then h − h˜ is also a weak solution to (1.28) with zero initial data. Therefore,
we have sup0≤s≤t ‖(h− h˜)(s)‖2L2 = 0. Thus we obtain the uniqueness. 
Before we derive the maximum principle for weak solutions, we establish the maximum principle
for strong solutions. We first derive the maximum principle for strong solutions in bounded domains.
The following technique is similar to that in [18].
Lemma 3.4. Assume (2.4). Let h ∈ C1,1,2t,x,v
(
[0, T ]× T3 ×B(0;M)) be a periodic function satisfying
Mϑgh ≤ 0. Then h attains its maximum only at t = 0 or |v| =M .
Proof. Let us assume that max(t,x,v)∈[0,T ]×T3×B(0;M) h(t, x, v) > 0 and Mϑgh < 0. Suppose that h
attains its maximum at an interior point (t, x, v) ∈ [0, T ] × T3 × B(0;M) or at (T, x, v) with (x, v)
lying in the interior. Since σG ≥ 0 by Lemma 2.4, we have ∂th ≥ 0, ∇xh = 0, and ∇vh = 0 while
σijG∂ijh ≤ 0 and h(t, x, v) > 0. Thus Mϑgh(t, x, v) ≥ 0 and this gives a contradiction. Suppose h
attains its maximum at |x| = pi. Since h is periodic in x, we can assume that h attains its maximum
at x = pi, v ≥ 0 or x = −pi, v ≤ 0. Then ∂th = 0, v · ∇xh ≥ 0, and ∇vh = 0 while σijG∂ijh ≤ 0 and
h(t, x, v) > 0. Thus Mϑgh(t, x, v) ≥ 0 which makes a contradiction too.
In the case of Mϑgh ≤ 0, define hk := h− kt for k > 0, then Mϑghk < 0. Thus we have
sup
(t,x,v)∈[0,T ]×T3×B(0;M)
hk(t, x, v) = sup
t=0 or |v|=M
hk(t, x, v).
Taking k → 0, we complete the proof. 
Lemma 3.5. Assume (2.4). There exists ϕ ∈ C1,1,2 ([0, T ]× T3 × R3) with ϕ ≥ 0, which satisfies
Mϑgϕ ≥ 0 and ϕ→∞ as |v| → ∞ uniformly in t ∈ [0, T ].
Proof. Define,
ϕ(t, x, v) := ϕ(t, v) = α1(t) + α2(t)|v|2. (3.10)
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Then
Mϑgϕ = α′1(t) + α′2(t)|v|2 − 2α2(t)∇v · (σGv)
− 2α2(t)ag · v − 2α2(t)∂iw
ϑ
wϑ
σijvj
= α′1(t) + α
′
2(t)|v|2 − 2α2(t)∂iσijGvj − 2α2(t)σiiG
− 2α2(t)ag · v − 2α2(t)∂iw
ϑ
wϑ
σijvj.
Note that
|∂iσijG | ≤ C‖g‖∞(1 + |v|)−2, |σiiG| ≤ C‖g‖∞(1 + |v|)−1,
|ag| ≤ C‖g‖∞(1 + |v|)−1, and ∂iw
ϑ
wϑ
σijvj ≤ C‖g‖∞(1 + |v|)−3.
Choose α1(t) = α2(t) := exp(kt). Then ϕ ≥ 0. Moreover,
Mϑgϕ ≥ ekt
(
k(1 + |v|)2 − C(1 + |v|)−1 − C(1 + |v|)−1(1 + |v|)) ≥ 0
for a sufficiently large k. 
Lemma 3.6. Assume (2.4). Let h ∈ C1,1,2t,x,v
(
[0, T ]× T3 × R3) be a periodic function satisfying
Mϑgh ≤ 0. Then h attains its maximum only at t = 0.
Proof. Fix λ > 0. Let ϕ be a barrier function obtained in Lemma 3.5. Define ηλ(t, x, v) := h(t, x, v)−
λϕ(t, x, v), then Mϑgηλ ≤ 0. Thus we can apply Lemma 3.4 on the domain [0, T ] × T3 × B(0;M).
Then we have
ηλ(t, x, v) ≤ sup
t=0 or |v|=M
ηλ(t, x, v), for (t, x, v) ∈ [0, T ]× T3 ×B(0;M).
Note that
ηλ(0, x, v) = h(0, x, v) − λϕ(0, x, v) ≤ h(0, x, v) ≤ sup
x,v
h(0, x, v).
For a sufficiently large M , we have
ηλ(t, x, v) = h(t, x, v) − λϕ(t, x, v) = h(t, x, v) − λ(α1(t) + α2(t)M2) ≤ sup
x,v
h(0, x, v)
for |v| =M . Thus
ηλ(t, x, v) ≤ sup
x,v
h(0, x, v), for (t, x, v) ∈ [0, T ]× T3 ×B(0;M).
Since M is an arbitrary large enough constant, we can take M →∞. Then we have
ηλ(t, x, v) ≤ sup
x,v
h(0, x, v), for (t, x, v) ∈ [0, T ]× T3 × R3.
Taking λ→ 0, we have
h(t, x, v) ≤ sup
x,v
h(0, x, v).
Thus we complete the proof. 
Now we will derive the maximum principle for weak solutions.
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Lemma 3.7. Assume (2.4) and g ∈ C0 and ||h0||∞ <∞. Then the weak solution to (1.28) satisfies
sup
t
‖h(t)‖∞ ≤ ‖h0‖∞ (3.11)
Proof. Approximating g by gδ ∈ C∞ and h0 by hδ0 ∈ C∞ as in Lemma 3.3, we can obtain a smooth
solution hδ to (1.28). Thus by Lemma 3.6, we have
sup
t
‖hδ(t)‖∞ ≤ ‖hδ0‖∞ ≤ ‖h0‖∞.
In a similar manner to Lemma 3.2 we can derive an energy estimate for hδ − hδ′ and we can show
that hδ is a Cauchy sequence in L2. Therefore there exists h such that ‖hδ −h‖L2 → 0. In a similar
manner to Lemma 3.3, we can show that h is a weak solution. Since supt ‖hδ(t)‖∞ ≤ ‖h0‖∞ and
‖hδ − h‖L2 → 0, we can obtain (3.11). 
4. L2 decay
In this section, we will establish a weighted L2 estimate for (1.25). We will adapt techniques
in [9], [13], and [24].
As a starting point, we prove that (1.25) has a unique weak solution globally in time.
Definition 4.1. Let f(t, x, v) ∈ L∞((0,∞) × T3 × R3, wϑ(v)dtdxdv) be a periodic function in x ∈
T
3 = [−pi, pi]3 satisfying ˆ t
0
‖f(s)‖2σ,ϑds <∞. (4.1)
We say that f is a weak solution of the Landau equation (1.6), (1.25) on (0,∞) × T3 × R3 if for
all t ∈ (0,∞) and all ϕ ∈ C1,1,1t,x,v
(
(0,∞) × T3 × R3) such that ϕ(t, x, v) is a periodic function in
x ∈ T3 = [−pi, pi]3 and ϕ(t, x, ·) is compactly supported in R3, it satisfies¨
T3×R3
f(t, x, v)ϕ(t, x, v)dxdv −
¨
T3×R3
f0(x, v)ϕ(0, x, v)dxdv
= −(f, ϕ)σ +
˚
(0,t)×T3×R3
f(s, x, v)
(
∂sϕ(s, x, v) + v · ∇xϕ(s, x, v) + ag(s, x, v) · ∇vϕ(s, x, v)
+Kϕ(s, x, v) + ∂iσ
i(s, x, v)ϕ(s, x, v) − ∂i
{
φij ∗ [µ1/2∂jg]
}
(s, x, v)ϕ(s, x, v)
+
{
φij ∗ [viµ1/2∂jg]
}
(s, x, v)ϕ(s, x, v)
)
− σµ1/2g(s, x, v)∂if(s, x, v)∂jϕ(s, x, v)dsdxdv.
(4.2)
Let f(t) = U(t, s)f0 be a solution of the following equation
ft + v · ∂xf = A¯gf, (4.3)
f(s) = U(s, s)f0 = f0,
where A¯g is defined as in (1.15). Then by the Duhamel principle, the solution of (1.25) is
f(t) = U(t, 0)f0 +
ˆ t
0
U(t, τ)K¯gf(τ)dτ. (4.4)
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Lemma 4.2. Assume (2.4). Then there exists a unique weak solution f to (1.25) in the sense of
Definition 4.1 with f(0) = f0, which satisfies
sup
0≤s≤t
‖f(s)‖∞ ≤ C(t)‖f0‖∞.
Sketch of proof. It is clear from (4.4) and by the Gronwall inequality. 
For any real-valued function f(v), we define the projection onto the span{√µ, v√µ, |v|2√µ} in
L2(R3) as
Pf :=
(
af (t, x) + v · bf (t, x) + (|v|
2 − 3)
2
cf (t, x)
)√
µ, (4.5)
where
af :=
〈f,√µ〉
|〈√µ,√µ〉|2 ,
bif :=
〈f, vi√µ〉
|〈vi√µ, vi√µ〉|2 ,
cf :=
〈f, (|v|2 − 3)√µ/2〉
|〈(|v|2 − 3)√µ/2, (|v|2 − 3)√µ/2〉|2 .
We will prove the positivity of L. By Lemma 2.6, L is only semi-positive;
(Lf, f) ≥ C‖(I −P)f‖2σ.
Now we will estimate Pf in terms of (I − P)f . The following lemma is an adaptation of Lemma
6.1 in [9].
Lemma 4.3 (Lemma 6.1 in [9]). Assume (2.4). Let f be a weak solution of (1.6), (1.7), (1.25).
Then there exist C and a function η(t) ≤ C‖f(t)‖22, such that
ˆ t
s
‖Pf(τ)‖2σ ≤ η(t)− η(s) + C
ˆ t
s
‖(I −P)f(τ)‖2σ .
Proof. For every periodic test fundtion ψ, f satisfies,
−
ˆ t
s
¨
T3×R3
v · ∇xψf −
ˆ t
s
¨
T3×R3
∂tψf
= −
¨
T3×R3
ψf(t) +
¨
T3×R3
ψf(s) +
ˆ t
s
¨
T3×R3
−ψL(I −P)f + ψΓ(f, f). (4.6)
By convention, we denote a(t, x) = af (t, x), b(t, x) = bf (t, x), and c(t, x) = cf (t, x), where af , bf ,
and cf are defined as in (4.5). We note that, with such choices η(t) = −
´ ´
T3×R3 ψf(t)dxdv, and
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ψ = p(v)φ(t, x) for some |p(v)| ≤ exp(−|v|2/4) and ‖φ(t)‖2 ≤ C(‖a(t)‖2 + ‖b(t)‖2 + ‖c(t)‖2). Thus,
|η(t)| ≤ ‖f(t)‖2
(ˆ
T3×R3
p(v)|φ(t, x)|2dxdv
)1/2
= C‖f(t)‖∞
(ˆ
T3
|φ(t, x)|2dx
)1/2
≤ C‖f(t)‖2‖φ(t)‖2
≤ C‖f(t)‖22.
Without loss of generality, we can take s = 0.
Step 1. Estimate of ∇x∆−1∂ta = ∇x∂tφa. Choosing a test function ψ = φ√µ with φ dependent
only on x, we have (Note that
ˆ √
µLf =
ˆ √
µΓ(f, f) = 0)
√
2pi
ˆ
T3
[a(t+ ε)− a(t)]φ(x) = 2pi
√
2pi
ˆ t+ε
t
ˆ
T3
(b · ∇x)φ(x).
Therefore, ˆ
T3
φ∂ta =
√
2pi
ˆ
T3
(b · ∇x)φ.
First, take φ = 1. Then, we have
´
T3
∂ta(t)dx = 0 for all t > 0. On the other hand, for all
φ(x) ∈ H1(T3), we have ∣∣∣∣
ˆ
T3
φ(x)∂tadx
∣∣∣∣ . ‖b‖2‖φ‖H1 .
Therefore, for all t > 0, ‖∂ta(t)‖(H1)∗ . ‖b(t)‖2. Since
´
T3
∂tadx = 0 for all t > 0, we can
find a solution of the Poisson equation with the Neumann boundary condition −∆Φa = ∂ta(t),
∂Φa
∂n = 0 at ∂T
3. Let φa be a solution of the Poisson equation with the Neumann boundary condition
−∆φa = a(t), ∂φa∂n = 0 at ∂T3. Then Φa = ∂tφa. Moreover, we have
‖∇x∂tφa‖2 = ‖Φa‖H1 . ‖∂ta(t)‖(H1)∗ . ‖b(t)‖2. (4.7)
Step 2. Estimate of ∇x∆−1∂tbj = ∇x∂tφjb. Choosing a test function ψ = φ(x)vi
√
µ, we have
2pi
√
2pi
ˆ
T3
[bi(t+ ε)− bi(t)]φ
= 2pi
√
2pi
ˆ t+ε
t
ˆ
T3
∂iφ[a+ c] +
ˆ t+ε
t
¨
T3×R3
d∑
j=1
vjvi
√
µ∂jφ(I −P)f
+
ˆ t+ε
t
¨
T3×R3
φviΓ(f, f)
√
µ.
Therefore,
ˆ
T3
∂tbi(t)φ =
ˆ
T3
∂iφ[a(t) + c(t)] +
1
2pi
√
2pi
{¨
T3×R3
d∑
j=1
vivj
√
µ∂jφ(I −P)f(t)
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+
¨
T3×R3
φviΓ(f, f)(t)
√
µ
}
.
By the Ho¨lder inequality and Theorem 2.8
¨
T3×R3
d∑
j=1
vivj
√
µ∂jφ(I −P)f(t)
≤ C‖(1 + |v|)−1/2(I −P)f(t)‖22
∥∥∥∥∥∥(1 + |v|)−
−1
2
d∑
j=1
vivj
√
µ∂jφ
∥∥∥∥∥∥
2
≤ C‖(I −P)‖σ‖φ‖2
and ∥∥∥∥
¨
T3×R3
φviΓ(f, f)(t)
√
µ
∥∥∥∥ ≤ C‖f‖∞‖f‖σ‖φviµ‖σ ≤ ‖f‖∞‖f‖σ‖φ‖2.
For fixed t > 0, we choose φ = Φib, where Φ
i
b is a solution of the Poisson equation with the Dirichlet
boundary condition −∆Φib = ∂tbi(t), Φib|∂T3 = 0. Let φib be a solution of the Poisson equation with
the Dirichlet boundary condition −∆φib = bi(t), φib(t)|∂T3 = 0. Then Φib = ∂tφib. By the Poincare`
inequality,
ˆ
T3
|∇x∂tφib(t)|2dx =
ˆ
T3
|∇xΦib|2dx = −
ˆ
T 3
∆xΦ
i
bΦ
i
bdx
≤ ε{‖∇xΦib‖22 + ‖Φib‖22}
+ Cε{‖a(t)‖22 + ‖c(t)‖22 + ‖(I −P)f(t)‖2σ + ‖f(t)‖2∞‖f(t)‖2σ}
≤ Cε‖∇xΦib‖22 + Cε{‖a(t)‖22 + ‖c(t)‖22 + ‖(I −P)f(t)‖2σ + ‖f(t)‖2∞‖f(t)‖2σ},
for every ε > 0. Now, we choose small ε, such that Cε ≤ 1/4. Then we can absorb the first term in
RHS to the LHS. Then we have for all t > 0,
‖∇x∂tφib(t)‖2 ≤ Cε{‖a(t)‖2 + ‖c(t)‖2 + ‖(I −P)f(t)‖σ + ‖f(t)‖∞‖f(t)‖σ}. (4.8)
Step 3. Estimate of ∇x∆−1∂tc = ∇x∂tc. Choosing a test function ψ = φ(x)
( |v|2−3
2
)√
µ, we have
3pi
√
2pi
ˆ
T3
φ(x)[c(t + ε)− c(t)]
= 2pi
√
2pi
ˆ t+ε
t
ˆ
T3
b · ∇xφ−
ˆ t+ε
t
¨
T3×R3
(I −P)f
( |v|2 − 3
2
)√
µ(v · ∇x)φ
+
ˆ t+ε
t
¨
T3×R3
φΓ(f, f)
( |v|2 − 3
2
)√
µ.
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Therefore,
ˆ
T3
φ(x)∂tc(t)
=
2
3
ˆ
T3
b(t) · ∇xφ+ 1
3pi
√
2pi
¨
T3×R3
(I −P)f(t)
( |v|2 − 3
2
)√
µ(v · ∇x)φ
+
1
3pi
√
2pi
¨
T3×R3
φΓ(f, f)(t)
( |v|2 − 3
2
)√
µ.
Similarly to step 2,
¨
T3×R3
(I −P)f(t)
( |v|2 − 3
2
)√
µ(v · ∇x)φ ≤ C‖(I −P)‖σ‖∇xφ‖2
and
∥∥∥∥
¨
T3×R3
φΓ(f, f)(t)
( |v|2 − 3
2
)√
µ
∥∥∥∥ ≤ ‖f‖∞‖f‖σ‖φ‖2.
For fixed t > 0, we choose φ = Φc, where Φc is a solution of the Poisson equation with the Dirichlet
boundary condition −∆Φc = ∂tc(t), Φc|∂T3 = 0. Let φc be a solution of the Poisson equation with
the Dirichlet boundary condition −∆φc = c(t), φc(t)|∂T3 = 0. Then Φc = ∂tφc. By the Poincare`
inequality,
ˆ
T3
|∇x∂tφc(t)|2dx =
ˆ
T3
|∇xΦc|2dx = −
ˆ
T3
∆xΦcΦcdx
≤ ε{‖∇xΦc‖22 + ‖Φc‖22}
+Cε{‖b(t)‖22 + ‖(I −P)f(t)‖2σ + ‖f(t)‖2∞‖f(t)‖2σ}
≤ Cε‖∇xΦc‖22 + Cε{‖b(t)‖22 + ‖(I −P)f(t)‖2σ + ‖f(t)‖2∞‖f(t)‖2σ}.
Therefore, for all t > 0,
‖∇x∂tφc(t)‖2 ≤ Cε{‖b(t)‖2 + ‖(I −P)f(t)‖σ + ‖f(t)‖∞‖f(t)‖σ}. (4.9)
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Step 4. Estimate of c. Choosing a test function ψ = (|v|2 − 5)√µv · ∇xφc, we have
−10pi
√
2pi
ˆ t
0
ˆ
T3
∆xφcc = −
¨
T3×R3
ψf(t) +
¨
T3×R3
ψf(0)
+
d∑
i=1
ˆ t
0
¨
T3×R3
(|v|2 − 5)vi√µ∂t∂iφcf
−
ˆ t
0
¨
T3×R3
ψL(I −P)f +
ˆ t
0
¨
T3×R3
ψΓ(f, f).
= −
¨
T3×R3
ψf(t) +
¨
T3×R3
ψf(0)
+
d∑
i,j=1
ˆ t
0
¨
T3×R3
(|v|2 − 5)vivjµ∂t∂iφcbj
+
d∑
i=1
ˆ t
0
¨
T3×R3
(|v|2 − 5)vi√µ∂t∂iφc(I −P)f
−
ˆ t
0
¨
T3×R3
ψL(I −P)f +
ˆ t
0
¨
T3×R3
ψΓ(f, f).
Note that
ˆ
(|v|2 − 5)vivjµ = 0. Therefore, the third term of RHS is zero. Moreover,
d∑
i=1
¨
T3×R3
(|v|2 − 5)vi√µ∂t∂iφc(I −P)f
≤ C‖∇x∂tφc‖2‖(I −P)f‖σ
≤ C(Cε{‖b‖2 + ‖(I −P)f‖σ + ‖f‖∞‖f‖σ})‖(I −P)f‖σ
≤ ε‖b‖22 + Cε{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ},¨
T3×R3
ψL(I −P)f =
¨
T3×R3
Lψ(I −P)f
≤ C‖∇xφc‖2‖(I −P)f‖σ
≤ C‖c‖2‖(I −P)f‖σ
≤ ε‖c‖22 + Cε‖(I −P)‖2σ
and ¨
T3×R3
ψΓ(f, f) ≤ C‖f‖∞‖f‖σ‖c‖2 ≤ ε‖c‖22 + Cε‖f‖2∞‖f‖2σ.
For a small ε > 0, we can absorb ‖c‖22 on the RHS to the LHS. By (4.9), we haveˆ t
0
‖c(s)‖2ds ≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ}+ ε‖b‖22ds. (4.10)
Step 5. Estimate of b. We will estimate (∂ijφ
j
b)bi for all i, j = 1, ..., d, and (∂jjφ
i
b)bi for i 6= j.
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We first estimate (∂ijφ
j
b)bi. Choosing a test function ψ = [(vi)
2 − 1]√µ∂jφjb, we have
−
∑
l
ˆ t
0
¨
T3×R3
v∗[(vi)2 − 1]√µ∂ljφjbf −
ˆ t
0
¨
T3×R3
(v2i − 1)
√
µ∂t∂jφ
j
bf
= −
¨
T3×R3
ψf(t) +
¨
T3×R3
ψf(0)
−
ˆ t
0
¨
T3×R3
ψL(I −P)f +
ˆ t
0
¨
T3×R3
ψΓ(f, f).
(4.11)
Note that for i 6= k ˆ
[(vi)
2 − 1]µ =
ˆ
[(vi)
2 − 1](vk)2µ = 0,
and ˆ
[(vi)
2 − 1](vi)2µ = 2
√
2pi.
Therefore,
∑
l
ˆ t
0
¨
T3×R3
v∗[(vi)2 − 1]√µ∂ljφjbf
=
∑
l
ˆ t
0
¨
T3×R3
(v∗)2[(vi)2 − 1]µ∂ljφjbbl
+
∑
l
ˆ t
0
¨
T3×R3
v∗[(vi)2 − 1]√µ∂ljφjb(I −P)f
= 2
√
2pi
ˆ
T3
∂ijφ
j
bbi +
∑
l
ˆ t
0
¨
T3×R3
v∗[(vi)2 − 1]√µ∂ljφjb(I −P)f,
(4.12)
and ∣∣∣∣∣
∑
l
ˆ t
0
¨
T3×R3
v∗[(vi)2 − 1]√µ∂ljφjb(I −P)f
∣∣∣∣∣ ≤ C
ˆ t
0
‖b‖2‖(I −P)f‖σ
≤ ε‖b‖22 + Cε‖(I −P)f‖2σ .
(4.13)
Moreover
ˆ t
0
¨
T3×R3
(v2i − 1)
√
µ∂t∂jφ
j
bf =
ˆ t
0
¨
T3×R3
(v2i − 1)µ∂t∂jφjb
|v|2 − 3
2
c
+
ˆ t
0
¨
T3×R3
(v2i − 1)
√
µ∂t∂jφ
j
b(I −P)f.
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By (4.8),∣∣∣∣
ˆ t
0
¨
T3×R3
(v2i − 1)
√
µ∂t∂jφ
j
bf
∣∣∣∣ ≤
ˆ t
0
Cε {‖a‖2 + ‖c‖2 + ‖(I −P)f‖σ + ‖f‖σ‖f‖σ}
× {‖c‖2 + Cϑ‖(I −P)f‖σ}
≤
ˆ t
0
Cε
{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ + ‖c‖22}+ ε‖a‖22.
(4.14)
In a similar way to step 4,¨
T3×R3
ψL(I −P)f ≤ ε‖b‖22 + Cε‖(I −P)‖2σ . (4.15)
and ¨
T3×R3
ψΓ(f, f) ≤ ε‖b‖22 +Cε‖f‖2∞‖f‖2σ. (4.16)
Combining (4.11) - (4.16),ˆ
∂ijφ
j
bbi
≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ + ‖c‖22}+ ε{‖a‖22 + ‖b‖22}.
(4.17)
Now we estimate (∂jjφ
i
b)bi. Choose test function ψ = |v|2vivj
√
µ∂jφ
i
b for i 6= j. Then
−
∑
l
ˆ t
0
¨
T3×R3
v∗|v|2vivj√µ∂ljφibf −
ˆ t
0
¨
T3×R3
|v|2vivj√µ∂t∂jφibf
= −
¨
T3×R3
ψf(t) +
¨
T3×R3
ψf(0)−
ˆ t
0
¨
T3×R3
ψL(I −P)f +
ˆ t
0
¨
T3×R3
ψΓ(f, f).
(4.18)
Note that ∑
l
ˆ t
0
¨
T3×R3
v∗|v|2vivj√µ∂ljφibf
=
ˆ t
0
¨
T3×R3
|v|2(vi)2(vj)2√µ[∂ijφibbj + ∂jjφibbi]
+
∑
l
ˆ t
0
¨
T3×R3
v∗|v|2vivj√µ∂ljφib(I −P)f.
(4.19)
From (4.17),∣∣∣∣
ˆ t
0
¨
T3×R3
|v|2(vi)2(vj)2√µ∂ijφibbj
∣∣∣∣
≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f‖2σ,ϑ + ‖f‖2∞‖f‖2σ,ϑ + ‖c‖22}+ ε{‖a‖22 + ‖b‖22},
(4.20)
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and ∣∣∣∣∣
∑
l
ˆ t
0
¨
T3×R3
v∗|v|2vivj√µ∂ljφib(I −P)f
∣∣∣∣∣ ≤
ˆ t
0
C‖b‖2‖(I −P)f‖σ
≤
ˆ t
0
ε‖b‖22 + Cε‖(I −P)f‖2σ.
(4.21)
Moreover, by (4.8)∣∣∣∣
ˆ t
0
¨
T3×R3
|v|2vivj√µ∂t∂jφibf
∣∣∣∣ =
∣∣∣∣
ˆ t
0
¨
T3×R3
|v|2vivj√µ∂t∂jφib(I −P)f
∣∣∣∣
≤
ˆ t
0
Cε {‖a‖2 + ‖c‖2 + ‖(I −P)f‖σ + ‖f‖∞‖f‖σ} ‖(I −P)f‖σ
≤
ˆ t
0
Cε
{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ}+ ε{‖a‖22 + ‖c‖22} .
(4.22)
Similarly to (4.15) and (4.16),¨
T3×R3
ψL(I −P)f ≤ ε‖b‖22 + Cε‖(I −P)‖2σ . (4.23)
and ¨
T3×R3
ψΓ(f, f) ≤ ε‖b‖22 +Cε‖f‖2∞‖f‖2σ. (4.24)
Combining (4.18) - (4.24) yieldsˆ
∂jjφ
i
bbi
≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ + ‖c‖22}+ ε{‖a‖22 + ‖b‖22}.
(4.25)
From (4.17) and (4.25) for small ε, we can absorb ‖b‖22 term on RHS to the LHS. Then we can
conclude thatˆ t
0
‖b(s)‖2ds ≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f‖2σ + ‖f‖2∞‖f‖2σ + ‖c‖22}+ ε‖a‖22ds. (4.26)
Step 6. Estimate of a. Choosing a test function
ψ = (|v|2 − 10)v · ∇xφa√µ,
we have
−
ˆ t
0
¨
T3×R3
(|v|2 − 10)vivj∂ijφa√µf −
ˆ t
0
¨
T3×R3
(|v|2 − 10)vi∂t∂iφa√µf
= −
¨
T3×R3
ψf(t) +
¨
T3×R3
ψf(0)−
ˆ t
0
¨
T3×R3
ψL(I −P)f +
ˆ t
0
¨
T3×R3
ψΓ(f, f).
(4.27)
Note that ˆ
(|v|2 − 10) |v|
2 − 3
2
(vi)
2µ = 0.
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Therefore,ˆ t
0
¨
T3×R3
(|v|2 − 10)vivj∂ijφa√µf
=
ˆ t
0
¨
T3×R3
(|v|2 − 10)(vi)2µ∂iiφaa+
ˆ t
0
¨
T3×R3
(|v|2 − 10)vivj∂ijφa√µ(I −P)f
(4.28)
and ∣∣∣∣
ˆ t
0
¨
T3×R3
(|v|2 − 10)vivj∂ijφa√µ(I −P)f
∣∣∣∣ ≤
ˆ t
0
C‖a‖2‖(I −P)f‖σ
≤
ˆ t
0
ε‖a‖22 + Cε‖(I −P)f‖2σ.
(4.29)
Moreover, by (4.7)∣∣∣∣
ˆ t
0
¨
T3×R3
(|v|2 − 10)vi∂t∂iφa√µf
∣∣∣∣ ≤
∣∣∣∣
ˆ t
0
¨
T3×R3
(|v|2 − 10)(vi)2µ∂t∂iφabi
∣∣∣∣
+
∣∣∣∣
ˆ t
0
¨
T3×R3
(|v|2 − 10)vi∂t∂iφa√µ(I −P)f
∣∣∣∣
≤
ˆ t
0
C‖b‖2 {‖b‖2 + C‖(I −P)f‖σ}
≤
ˆ t
0
C{‖b‖22 + ‖(I −P)f‖2σ}.
(4.30)
Similarly to step 4 and 5, we have¨
T3×R3
ψL(I −P)f ≤ ε‖a‖22 + Cε‖(I −P)‖2σ (4.31)
and ¨
T3×R3
ψΓ(f, f) ≤ ε‖a‖22 + Cε‖f‖2∞‖f‖2σ. (4.32)
Similarly, from (4.27) - (4.32) for a small ε, we can absorb ‖a‖22 on the RHS to the LHS. Then we
haveˆ t
0
‖a(s)‖2ds ≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f(s)‖2σ + ‖f(s)‖2∞‖f(s)‖2σ + ‖b(s)‖22} ds. (4.33)
Combining (4.10), (4.26), and (4.33), we haveˆ t
0
‖Pf‖2σ ≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f(s)‖2σ + ‖f(s)‖2∞‖f(s)‖2σ} ds
+
ˆ t
0
ε‖Pf(s)‖2σds
≤ C(η(t)− η(0)) +
ˆ t
0
Cε
{‖(I −P)f(s)‖2σ + ‖f(s)‖2∞‖(I −P)f(s)‖2σ} ds
+
ˆ t
0
(Cε‖f(s)‖2∞ + ε)‖Pf(s)‖2σds.
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Note that Cε = Cε
−1. Choosing ε0 = ε, we have Cε‖f(s)‖2∞ ≤ Cεε2 = Cε ≤ 1/4 so that ‖Pf‖2σ
term on the RHS can be absorbed to the LHS. Thus we complete the proof. 
Corollary 4.4. Assume (2.4). Let f(t, x, v) be a weak solution of (1.5) - (1.7) in the sense of
Definition 4.1. Then there exist a constant 0 < δ′ ≤ 1/4 and a function 0 ≤ η(t) ≤ C‖f(t)‖22, such
that ˆ t
s
(L[f(τ)], f(τ))dτ ≥ δ′
(ˆ t
s
‖f(τ)‖2σdτ − {η(t) − η(s)}
)
. (4.34)
Proof. By Lemma 2.6 and Lemma 4.3,
ˆ t
s
(L[f(τ)], f(τ))dτ ≥ δ
ˆ t
s
‖(I −P)f(τ)‖2σdτ
≥ δ C
1 + C
ˆ t
s
‖(I −P)f(τ)‖2σdτ + δ
1
1 +C
ˆ t
s
‖(I −P)f(τ)‖2σdτ
≥ δ C
1 + C
ˆ t
s
‖(I −P)f(τ)‖2σdτ + δ
1
1 +C
C
(ˆ t
s
‖Pf(τ)‖2σdτ − {η(t)− η(s)}
)
=
Cδ
1 + C
(ˆ t
0
‖f(τ)‖2σdτ − {η(t)− η(s)}
)
.

Remark 4.5. Note that in Lemma 2.6, we can take δ > 0 sufficiently small. Therefore we can also
take δ′ small enough.
Now we will prove Theorem 1.4. The proof is a modification of Theorem 5.1 in [24].
Proof of Theorem 1.4. We will prove
∑
0≤ϑ¯≤2ϑ
(
C ∗¯
ϑ
2
{‖f(t)‖22,ϑ¯/2 − ‖f(s)‖22,ϑ¯/2}+ δϑ¯,2ϑ
ˆ t
s
‖f(τ)‖2σ,ϑ¯/2dτ
)
− δ′{η(t)− η(s)}
≤ Cϑ
ˆ t
s
‖g(τ)‖∞‖f(τ)‖2σ,ϑdτ
(4.35)
by the induction on ϑ.
Basis step(ϑ = 0). Multiplying (1.25) by f , integrating both sides of the resulting equation, by
Theorem 2.8 and Corollary 4.4, we have
1
2
{‖f(t)‖22 − ‖f(s)‖22}+ δ′
(ˆ t
s
‖f(τ)‖2σdτ − {η(t)− η(s)}
)
≤ C
ˆ t
s
‖g(τ)‖∞‖f(τ)‖2σdτ.
Inductive step. Suppose that (4.35) holds for ϑ − 1/2. Multiplying (1.25) by w2ϑf , integrating
both sides of the resulting equation, by Lemma 2.7 and Theorem 2.8, we have
1
2
{‖f(t)‖22,ϑ−‖f(s)‖22,ϑ}+
ˆ t
s
(
1
2
‖f(τ)‖2σ,ϑ − Cϑ‖f(τ)‖2σdτ
)
≤ Cϑ
ˆ t
s
‖g(τ)‖∞‖f(τ)‖2σ,ϑdτ. (4.36)
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Multiply (4.36) by
δ0,2ϑ−1
2Cϑ
and add it to (4.35). Then we have
∑
0≤ϑ¯≤2ϑ−1
(
C ∗¯
ϑ
2
{‖f(t)‖22,ϑ¯/2 − ‖f(s)‖22,ϑ¯/2}+ δϑ¯,2ϑ−1
ˆ t
s
‖f(τ)‖2σ,ϑ¯/2dτ
)
− δ′{η(t) − η(s)}
+
δ0,2ϑ−1
2Cϑ
[
1
2
{‖f(t)‖22,ϑ − ‖f(s)‖22,ϑ}+
ˆ t
s
(
1
2
‖f(τ)‖2σ,ϑ − Cϑ‖f(τ)‖2σdτ
)]
≤ Cϑ−1/2
ˆ t
s
‖g(τ)‖∞‖f(τ)‖2σ,ϑ−1/2dτ +
δ0,2ϑ−1
2
ˆ t
s
‖g(τ)‖∞‖f(τ)‖2σ,ϑdτ.
Note that ‖ · ‖2,ϑ−1/2 ≤ ‖ · ‖2,ϑ, ‖ · ‖σ,ϑ−1/2 ≤ ‖ · ‖σ,ϑ. Choosing sequences of C∗2ϑ, δϑ¯,2ϑ, and Cϑ such
that
C∗0 = 1, δ0,0 = δ
′, C0 = C,
C∗ϑ =
δ0,2ϑ−1
2Cϑ
, (4.37)
δϑ¯,2ϑ =


δ0,2ϑ−1
2 , if ϑ¯ = 0
δϑ¯,2ϑ−1, if 2¯ϑ = 1, · · · , ϑ− 1,
δ0,2ϑ−1
4Cϑ
, if ϑ¯ = 2ϑ,
(4.38)
and
Cϑ = Cϑ−1/2 +
δ0,2ϑ−1
2
, (4.39)
we have (4.35) for all ϑ.
Note that from (4.37) - (4.39), we have
δ0,k =
δ′
2k
, for k = 1, 2, · · · , 2ϑ.
C < Cϑ = C +
∑
0≤ϑ¯≤2ϑ−1
δ0,ϑ¯
2
< C + δ′ < C + 1,
δ′
22ϑ(C + 1)
< C∗ϑ <
δ′
22ϑC
,
and
δ2ϑ,2ϑ =
δ0,2ϑ−1
4Cϑ
=
C∗ϑ
2
.
Let ε =
δ2ϑ,2ϑ
2Cϑ
. By Remark 4.5, we can choose δ′ small enough such that
δ′η(t) ≤ C
∗
0
4
‖f(t)‖22 =
1
4
‖f(t)‖22. (4.40)
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From (4.35), we have
C∗ϑ
2
‖f(t)‖22,ϑ +
δ2ϑ,2ϑ
2
ˆ t
s
‖f(τ)‖2σ,ϑdτ ≤
1
4
‖f(s)‖22 +
∑
1≤ϑ¯≤2ϑ
C ∗¯
ϑ
2
‖f(s)‖22,ϑ¯/2
≤
(
1
4
+
δ′
C
)
‖f(s)‖22,ϑ
≤ 1
2
‖f(s)‖22,ϑ.
(4.41)
Taking s = 0 and dividing by
δ2ϑ,2ϑ
2 both sides of (4.41), we have
2‖f(t)‖22,ϑ +
ˆ t
0
‖f(τ)‖2σ,ϑdτ ≤
2
C∗ϑ
‖f(0)‖22,ϑ. ≤ C22ϑ‖f(0)‖22,ϑ.
Therefore, we have (1.37).
Fix ϑ, k ≥ 0, by the Ho¨lder inequality and (1.37),
‖f‖22,ϑ =
ˆ
w2ϑf2
=
ˆ (
w2(ϑ−
1
2)f2
) k
k+1
(
w2(ϑ+
k
2 )f2
) 1
k+1
≤
(ˆ
w2(ϑ−
1
2)f2
) k
k+1
(ˆ
w2(ϑ+
k
2 )f2
) 1
k+1
≤ ‖f‖2
k
k+1
2,ϑ−1/2
(
C22ϑ+kEϑ+k/2(0)
) 1
k+1
.
(4.42)
By Lemma 2.5,
‖f‖σ,ϑ ≥ ‖(1 + |v|)−1/2f‖2,ϑ = ‖f‖2,ϑ−1/2. (4.43)
Combining (4.35), (4.42), and (4.43), we have
∑
1≤ϑ¯≤2ϑ
C ∗¯
ϑ
2
(
‖f(t)‖22,ϑ¯/2 − ‖f(s)‖22,ϑ¯/2
)
+
{
1
2
‖f(t)‖22 − δ′η(t)
}
−
{
1
2
‖f(s)‖22 − δ′η(s)
}
≤ −δ2ϑ,2ϑ
2
ˆ t
s
‖f(τ)‖2σ,ϑdτ
≤ −δ2ϑ,2ϑ
2
ˆ t
s
‖f(τ)‖22,ϑ−1/2dτ
≤ −δ2ϑ,2ϑ
2
ˆ t
s
(
C22ϑ+kEϑ+k/2(0)
)− 1
k ‖f(τ)‖2
k+1
k
2,ϑ dτ.
(4.44)
Let
y(t) :=
{
1
2
‖f(t)‖22 − δ′η(t)
}
+
∑
1≤ϑ¯≤2ϑ
C ∗¯
ϑ
2
‖f(t)‖22,ϑ¯/2.
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Then
C∗ϑ
2
‖f(t)‖22,ϑ ≤ y(t) ≤

1
2
+
2ϑ∑
ϑ¯=1
C ∗¯
ϑ
2

 ‖f(t)‖22,ϑ ≤ ‖f(t)‖22,ϑ. (4.45)
Combining (4.44), (4.45), we have
y(t)− y(s) ≤ −δ2ϑ,2ϑ
2
ˆ t
s
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
(y(τ))
k+1
k dτ.
Therefore, we have
y′(t) ≤ −1
2
δ2ϑ,2ϑ
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
y(t)
k+1
k ≤ − 1
22ϑC
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
y(t)
k+1
k . (4.46)
Multiplying (4.46) by − 1ky−
k+1
k , we have
∂t
(
y(t)−
1
k
)
≥ 1
22ϑCk
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
.
Integrating above over [0, t] yields
y(t)−
1
k ≥ t
22ϑCk
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
+ y(0)−
1
k
≥ t
22ϑCk
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
+
(‖f(0)‖22,ϑ)− 1k
≥
(
C22ϑ+kEϑ+k/2(0)
)− 1
k
22ϑC
(
t
k
+ 1
)
.
Therefore,
‖f(t)‖22,ϑ ≤
2
C∗ϑ
y(t) ≤ Cϑ,kEϑ+k/2(0)
(
1 +
t
k
)−k
,
where we use (4.45) in the first inequality. Thus we complete the proof. 
Theorem 4.6. Assume (2.4). Let ϑ ∈ 2−1N ∪ {0} and f be a classical solution of (1.7), (4.3).
Then there exist C, ε(ϑ) > 0 such that if ‖g‖∞ < ε, then
sup
0≤s<∞
Eϑ(f(s)) ≤ C22ϑEϑ(0), (4.47)
and for any t > 0, k ∈ N,
‖f(t)‖2,ϑ ≤ Cϑ,kEϑ+k/2(0)
(
1 +
t
k
)−k/2
. (4.48)
Sketch of proof. The proof can be done by choosing Γ = 0 in Theorem 1.4. 
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5. L2 − L∞ estimate
5.1. Local L2 − L∞ estimate. In this subsection we will derive a local L∞ estimate for h.
Mϑgh := (∂t + v · ∇x − A¯ϑg )h, (5.1)
where A¯ϑg is defined as in (1.27).
Here we will refine the results about the L2-L∞ estimate in [19]. Comparing with [19], we have
an additional term; ag · ∇vf − 2∂iwϑwϑ σ
ij
G∂jf and a diffusion matrix of Mϑg is not uniformly elliptic.
Moreover, to get a L2-L∞ estimate for T3 × R3, we need to know the local L2-L∞ estimate more
explicitly.
Define Qn := [−tn, 0]×T3×B(0;Rn), for tn ≥ tn+1 and Rn ≥ Rn+1. The following estimates are
refinements of Lemma 4 - 6 and Theorem 2 and Theorem 7 in [19].
Lemma 5.1 (Lemma 4 in [19]). Assume (2.4). Let h be a nonnegative periodic function in x
satisfying Mϑgh ≤ 0. Then h satisfies ˆ
Q1
|∇vh|2 ≤ C
ˆ
Q0
h2 (5.2)
‖h‖2L2tL2xLqv(Q1) ≤ C
ˆ
Q0
h2 (5.3)
‖h‖2L∞t L2xL2v(Q1) ≤ C
ˆ
Q0
h2. (5.4)
for some q > 2 and C = C¯(R0)
(
1 + 1t0−t1 +
1
R0−R1 +
1
(R0−R1)2
)
.
Proof. Consider a test function Φ ∈ C∞(R×T3×R3), periodic with respect to x and Φ(t, x, v) = 0
for |v| > R0. Multiplying (5.1) by 2hΦ2 and integrating the resulting equation over R := [−t0, s]×
T
3 ×B(0;R0) for some s ∈ [−t1, 0], thenˆ
R
∂t(h
2)Φ2 +
ˆ
R
v · ∇x(h2)Φ2
≤ 2
ˆ
R
∇v · (σG∇vh)hΦ2 +
ˆ
R
ag · ∇v(h2)Φ2 − 2
ˆ
R
∇v(wϑ)
wϑ
· σG∇v(h2)Φ2,
where σG is defined as in (1.12) with G = µ+µ
1/2g. Using the integration by parts and the positivity
of σG, we haveˆ
R
∂t(h
2Φ2) + 2
ˆ
R
(∇vh · σG∇vh)Φ2
≤
ˆ
R
h2
(
∂t(Φ
2) + v · ∇x(Φ2)−∇v · (Φ2ag) + 2∇v ·
(
Φ2σG
∇v(wϑ)
wϑ
))
− 4
ˆ
R
hΦ∇vΦ · σG∇vh
≤
ˆ
R
h2
(
∂t(Φ
2) + v · ∇x(Φ2)−∇v · (Φ2ag) + 2∇v ·
(
Φ2σG
∇v(wϑ)
wϑ
))
+
ˆ
R
(∇vh · σG∇vh)Φ2 + C
ˆ
R
(∇vΦ · σG∇vΦ)h2.
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Thus we haveˆ
R
∂t(h
2Φ2) + min(1, (1 +R0)
−3)
ˆ
R
|∇vh|2Φ2
≤ C¯(d)max(1, (1 +R0)−1)
(
‖∂tΦ‖∞‖Φ‖∞ +R0‖∇xΦ‖∞‖Φ‖∞
+ ‖Φ‖∞‖ag‖∞‖∇vΦ‖∞ + ‖Φ‖2∞‖∇v · ag‖∞
+ ‖∇vΦ‖2∞ + ‖Φ‖∞‖∇vΦ‖∞
∥∥∥∥σ∇v(wϑ)wϑ
∥∥∥∥
∞
+ ‖Φ‖2∞
∥∥∥∥∇v ·
(
σ
∇v(wϑ)
wϑ
)∥∥∥∥
∞
)ˆ
R
h2.
Choosing Φ such that Φ(−t0, x, v) = 0 and Φ = 1 in Q1, we haveˆ
T3×B(0;R1)
h2(s)dxdv +
ˆ
R
|∇vh|2 ≤ C¯(R0)
(
1 +
1
t0 − t1 +
1
R0 −R1 +
1
(R0 −R1)2
)ˆ
R
h2. (5.5)
Especially,
sup
s∈[−t1,0]
ˆ
T3×B(0;R1)
h2(s)dxdv ≤ C¯(R0)
(
1 +
1
t0 − t1 +
1
R0 −R1 +
1
(R0 −R1)2
)ˆ
Q0
h2.
Therefore, we prove (5.4). Choosing s = 0 in (5.5), we haveˆ
Q1
|∇vh|2 ≤ C¯(R0)
(
1 +
1
t0 − t1 +
1
R0 −R1 +
1
(R0 −R1)2
)ˆ
Q0
h2,
so we obtain (5.2). Moreover, the Sobolev inequality implies (5.3) 
Lemma 5.2 (Lemma 5 in [19]). Assume (2.4). If h is a weak solution of (1.28), then
‖D1/3x h‖2L2(Q1) ≤ C‖h‖2L2(Q0)
‖D1/3t h‖2L2(Q1) ≤ C‖h‖2L2(Q0)
(5.6)
for some C = C¯(R0)
(
1 + 1t0−t1 +
1
R0−R1 +
1
(R0−R1)2
)
.
Proof. Let R 1
2
= R1+R22 and Q 12
= QR 1
2
. Define truncation functions χ1 and χ1/2 such that
χ1 =
{
1, if (t, x, v) ∈ Q1
0, if (t, x, v) ∈ Qc1
2
,
χ 1
2
=
{
1, if (t, x, v) ∈ Q 1
2
0, if (t, x, v) ∈ Qc0.
Let hi = hχi, for i = 1,
1
2 . Then we have
(∂t + v · ∇x)h1 = ∇v ·H1 +H0 in (−∞, 0]× R6,
H1 = χ1σG∇vh 1
2
,
H0 = −∇vχ1 · σG∇vh 1
2
+ α1h 1
2
+ χ1ag · ∇vh1/2 − 2χ1
∇v(wϑ)
wϑ
· σG∇vh1/2,
α1 = (∂t + v · ∇x)χ1,
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where σG is defined as in (1.12) with G = µ+ µ
1/2g. By Lemma 5.1,
‖H0‖L2(R7) + ‖H1‖L2(R7) ≤ C‖h‖L2(Q0)
with C as in the statement. Applying Theorem 1.3 in [4] with p = 2, r = 0, β = 1, m = 1, κ = 1
and Ω = 1 yields (5.6). 
Lemma 5.3 (Lemma 6 in [19]). Under the assumptions of Lemma 5.1, there exists p > 2 such that
‖h‖2L2tLpxL2v(Q1) ≤ C‖h‖
2
L2(Q0)
(5.7)
with the same C as in Lemma 5.1.
Proof. The proof is exactly the same as in the proof of Lemma 6 in [19]. We omit the proof. 
The following Lemma is a consequence of Lemma 5.1, 5.2. We omit the proof.
Lemma 5.4. Under the assumptions of Lemma 5.2, we have
‖h‖Hsx,v,t(Q1) ≤ C‖h‖L2(Q0)
with the same C as in Lemma 5.1 and s = 1/3.
Lemma 5.5 (Theorem 2 in [19]). Under the assumptions of Lemma 5.1, there exists q > 2 such
that
‖h‖2Lq(Q1) ≤ C‖h‖2L2(Q0) (5.8)
with the same C as in Lemma 5.1.
Proof. The proof is exactly the same as in the proof of Theorem 2 in [19]. We omit the proof. 
Lemma 5.6 (Theorem 7 in [19]). Assume (2.4). Let h be a nonnegative periodic function in x
satisfying Mϑgh ≤ 0. Then, there exists m > 1 such that
‖h‖L∞(Q∞) ≤ C¯(R0)m
(
1 +
1
min(t0 − t∞, (R0 −R∞)2)
)m
‖h‖L2(Q0),
where Q0 = [−t0, 0] × T3 × [−R0, R0] and Q∞ = [−t∞, 0]× T3 × [−R∞, R∞].
Proof. Let κ := q/2 > 1. Since |h|qn , qn > 1, is also a sub-solution of (1.28), by Lemma 5.5
‖|h|qn‖2Lq(Qn+1) ≤ Cn‖|h|qn‖2L2(Qn),
where Cn = C¯(R0)
(
1 + 1tn−tn+1 +
1
Rn−Rn+1 +
1
(Rn−Rn+1)2
)
. Changing ‖ · ‖q to ‖ · ‖2 yields
‖|h|κqn‖2L2(Qn+1) ≤ Cκn‖|h|qn‖2κL2(Qn).
Let qn := κ
n, then after iteration we have
‖|h|qn‖2L2(Qn) ≤
n∏
j=1
Cκ
j
n−j‖h‖2κ
n
L2(Q0)
.
Changing ‖ · ‖2 to ‖ · ‖2qn , we have
‖h‖2L2qn (Qn) ≤
n∏
j=1
Cκ
j−n
n−j ‖h‖2L2(Q0) =
n−1∏
j=0
Cκ
−j
j ‖h‖2L2(Q0).
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Choosing tn − tn+1 = α(t0 − t∞)n−4 and Rn −Rn+1 = β(R0 −R∞)n−2, we have
Cκ
−j
j ≤ C¯κ
−j
(
C ′
(
1 +
1
min(t0 − t∞, (R0 −R∞)2)
))j4κ−j
.
Thus,
∞∏
j=0
Cκ
−j
j ≤ C ′mC¯(R0)m
(
1 +
1
min(t0 − t∞, (R0 −R∞)2)
)m
for some m > 1. So the proof is complete. 
Lemma 5.7. Assume (2.4). If h+ = max {h, 0}, where h is a subsolution of (1.28), then h+ is a
subsolution.
Proof. Approximate a convex function Q (h) → h+ and then use the convexity of Q (h) such that
Q′ (h) > 0 and Q′′ (h) > 0. Applying Q (h) to the equation (1.28), we complete the proof. 
Let h be a weak solution. Then since |h| = h+ − h− and h+ = max {h, 0} are subsolutions
(maximum of two subsolutions is a subsolution) and h− = min {−h, 0} is a supersolution (minimum
of two supersolution is a supersolution), we can apply Lemma above to both h+ and −h−. Thus we
obtain:
Lemma 5.8 (Theorem 7 in [19]). Assume (2.4). Let h be a sub-solution of (1.28). Then, there
exists m > 1 such that
‖h‖L∞(Q∞) ≤ C¯(R0)m
(
1 +
1
min(t0 − t∞, (R0 −R∞)2)
)m
‖h‖L2(Q0),
where Q0 = [−t0, 0] × T3 × [−R0, R0] and Q∞ = [−t∞, 0]× T3 × [−R∞, R∞].
5.2. L2−L∞ estimate for (1.25). We now consider (1.25) and let f be a solution of (1.25). Then
we split f into two parts:
f = f1{|v|≤M} + f1{|v|≥M} =: f1 + f2.
Let U (t, s) h be a solution of (1.28) corresponding to the initial times s with the initial data h.
Then
f1(t, x, v) = 1{|v|≤M}U(t, 0)f0 + 1{|v|≤M}
ˆ t
0
U(t, τ)K¯ϑg f(τ)dτ
= 1{|v|≤M}U(t, 0)f0 +
ˆ t
0
1{|v|≤M}U(t, τ)K¯ϑg f(τ)dτ.
Then we first obtain the L∞estimates for f1:
Lemma 5.9. Assume (2.4). Let f be a weak solution of (1.6), (1.7), and (1.25) in a periodic box
in the sense of Definition 4.1, then there exist C, β > 0 satisfying the following property: for any
Z, s, k > 1, and ϑ, l ∈ N ∪ {0}, there exists Cϑ,l such that∥∥∥1|v|<Zskfϑ(s)∥∥∥∞
≤ Cϑ,l
(
Zsk
)β
(1 + s)−l‖f0‖2,ϑ+l + C
1 + Zsk
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞.
(5.9)
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Proof. By the Duhamel principle,
‖1|v|<Zskfϑ(s)‖L∞ ≤ ‖1|v|<ZskU(s, s− 1)fϑ(s− 1)‖L∞
+
ˆ 1−ε
0
‖1|v|≤ZskU(s, s− 1 + τ)K¯ϑg f(s− 1 + τ)‖∞dτ
+
ˆ 1
1−ε
‖1|v|≤ZskU(s, s− 1 + τ)K¯ϑg f(s− 1 + τ)‖∞dτ
= (i) + (ii) + (iii),
where K¯ϑg is defined as in (1.26) and ε is a constant which will be chosen later. By Lemma 5.8,
there exists m > 0 such that
(i) ≤ C
(
Zsk
)m(ˆ 1
0
‖U(s′, s− 1)fϑ(s − 1)‖22ds′
)1/2
.
By Theorem 1.4 and Lemma 3.3, for every integer l, there exists Cl such that
‖U(s′, s− 1)fϑ(s − 1)‖2 ≤ C‖fϑ(s− 1)‖2 = C‖f(s− 1)‖2,ϑ
≤ Cϑ,l
(
1 +
s− 1
l
)−l
‖f0‖2,ϑ+l.
≤ Cϑ,l(1 + s)−l‖f0‖2,ϑ+l.
Thus
(i) ≤ Cϑ,l
(
Zsk
)m
(1 + s)−l‖f0‖2,ϑ+l.
By the maximum principle and (2.15),
(iii) ≤ Cε sup
s′∈(s−1,s)
‖fϑ(s′)‖∞.
By Lemma 5.8,
‖1|v|≤ZskU(s, s− 1 + τ)K¯ϑg f(s− 1 + τ)‖∞
≤ C
(
Zsk
)m(
1 +
1
1− τ
)m(ˆ s
s−1+τ
‖1|v|<2ZskU(s′, s− 1 + τ)K¯ϑg f(s− 1 + τ)‖22ds′
)1/2
.
By (2.17) and Theorem 1.4, for any N > 0,
(ii) ≤ C
ˆ 1−ε
0
(
Zsk
)m(
1 +
1
1− τ
)m(ˆ s
s−1+τ
‖K¯ϑf f(s− 1 + τ)‖22ds′
)1/2
dτ
≤ C
(
Zsk
)m(
1 +
1
ε
)m ˆ 1
0
(
N2‖fϑ(s − 1 + τ)‖2 + 1
N
‖fϑ(s− 1 + τ)‖∞
)
dτ
≤
(
Zsk
)m(
1 +
1
ε
)m(
Cϑ,lN
2(1 + s)−l‖f0‖2,ϑ+l + C
N
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞
)
.
Choose ε−1 = 1 + Zsk and N = (1 + Zsk)2m+1. Then
(i) + (ii) + (iii) ≤ Cϑ,l
(
Zsk
)β
(1 + s)−l‖f0‖2,ϑ+l + C
1 + Zsk
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞,
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where β = 6m+ 2 > 0. 
Based on the above results, we will prove Theorem 1.5.
Proof of Theorem 1.5. Choose ε as in Lemma 2.4. By Lemma 5.9, there exists l such that∥∥∥1|v|<Zskfϑ(s)∥∥∥
L∞
≤ Cϑ,l,Z(1 + s)−2‖f0‖2,ϑ+l + C
1 + Zsk
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞.
Therefore by the Duhamel principle, the maximum principle, and (2.16),
‖fϑ(n+ 1)‖L∞ ≤ ‖U(n+ 1, n)fϑ(n)‖L∞
+
ˆ 1
0
∥∥∥U(n + 1, n + s)K¯ϑg (1|v|<Z(n+s)kf(n+ s) + 1|v|>Z(n+s)kf(n+ s))∥∥∥
L∞
ds
≤ ‖fϑ(n)‖L∞ + Cϑ,l,Z
ˆ 1
0
(1 + n+ s)−2‖f0‖2,ϑ+l
+
C
1 + Z(n+ s)k
sup
s′∈(n+s−1,n+s)
‖fϑ(s′)‖∞ds
+
ˆ 1
0
(1 + Z(n+ s)k)−1‖fϑ(n + s)‖∞ds
≤ ‖fϑ(n)‖L∞ + Cϑ,l,Z(1 + n)−2‖f0‖2,ϑ+l + C(Znk)−1 sup
s′∈[n−1,n+1]
‖fϑ(s′)‖∞,
where K¯ϑg is defined as in (1.26). After iteration,
‖fϑ(n+ 1)‖L∞ ≤ ‖fϑ(1)‖L∞ + Cϑ,l,Z
n∑
n¯=1
(1 + n¯)−2‖f0‖2,ϑ+l
+ CZ−1
n∑
n¯=1
n¯−k sup
s∈[0,n+1]
‖fϑ(s)‖∞.
Choose large k and Z such that −k < −1 and CZ−1∑∞n¯=1 n¯k(−1) ≤ ε0, where ε0 will be determined
later. Then
‖fϑ(n+ 1)‖L∞ ≤ ‖fϑ(1)‖L∞ + Cϑ,l,Z‖f0‖2,ϑ+l + ε0 sup
s∈[0,n+1]
‖fϑ(s)‖∞.
Since n is an arbitrary integer,
sup
s=1,2,...n+1
‖fϑ(s)‖L∞ ≤ ‖fϑ(1)‖L∞ + Cϑ,l,Z‖f0‖2,ϑ,+l + ε0 sup
s∈[0,n+1]
‖fϑ(s)‖∞.
By the Duhamel principle, the maximum principle, and (2.16).
‖fϑ(n+ t)‖L∞ ≤ ‖U(n+ t, n)fϑ(n)‖L∞ +
ˆ t
0
∥∥∥U(n+ t, n+ s)K¯ϑg f(n+ s)∥∥∥
L∞
ds
≤ ‖fϑ(n)‖L∞ +
ˆ t
0
∥∥∥K¯ϑg f(n+ s)∥∥∥
L∞
ds
≤ ‖fϑ(n)‖L∞ + C
ˆ t
0
∥∥∥fϑ(n+ s)∥∥∥
L∞
ds,
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for t ∈ [0, 1]. By the Gronwall inequality,
‖fϑ(n+ t)‖L∞ ≤ C‖fϑ(n)‖∞, for all t ∈ [0, 1].
Therefore,
sup
s∈[0,n+1]
‖fϑ(s)‖L∞ ≤ C‖fϑ0 ‖L∞ + Cϑ,l‖f0‖2,ϑ+l + Cε0 sup
s∈[0,n+1]
‖fϑ(s)‖∞.
Now, we choose a small ε0 satisfying Cε0 < 1/2, and then absorb the last term on the RHS to the
LHS. Then, we have (1.39) in case of ϑ0 = 0 by taking l0(0) = l.
By (5.9), there exist C, l1(ϑ0) such that
‖1|v|<(1+t)ϑ0 fϑ(t)‖∞ ≤ C(1 + t)−ϑ0(‖f0‖2,ϑ+l1(ϑ0) + ‖f‖∞,ϑ).
Thus, by Proposition 2.1, we have
‖f(t)‖∞,ϑ ≤ ‖1|v|<(1+t)f(t)‖∞,ϑ + ‖1|v|≥(1+t)f(t)‖∞,ϑ
≤ C(1 + t)−ϑ0
(
‖f0‖2,ϑ+l1(ϑ0) + sup
0≤s≤t
‖f(s)‖∞,ϑ
)
+ C(1 + t)−ϑ0‖1|v|≥(1+t)f(t)‖∞,ϑ+ϑ0
≤ C(1 + t)−ϑ0
(
‖f0‖2,ϑ+l1(ϑ0) + sup
0≤s≤t
‖f(s)‖∞,ϑ+ϑ0
)
≤ C(1 + t)−ϑ0(‖f0‖2,ϑ+l1(ϑ0) + ‖f0‖2,ϑ+ϑ0+l0(0) + ‖f0‖∞,ϑ+ϑ0)
≤ C(1 + t)−ϑ0‖f0‖∞,ϑ+l0(ϑ0),
where l0(ϑ0) = max{l1(ϑ0), ϑ0 + l0(0)} + 2. 
Lemma 5.10. Assume (2.4). Let f be a strong solution of (1.6), (1.7), and (1.25) in a periodic
box. Let β > 0 and p > 2 be given constants. Then there exist l ∈ N and Cβ,l such that
(ˆ t
0
‖f(s)‖pp,βds
)1/p
≤ Cβ,l0‖f0‖2/p2,β+l (‖f0‖∞,β + ‖f0‖2,β+l)(p−2)/p
≤ Cβ,l0 (‖f0‖∞,β + ‖f0‖2,β+l) .
(5.10)
Proof. By Theorem 1.4 and Theorem 1.5, there exist l ∈ N and Cβ,l such that
‖f(s)‖2,β ≤ Cβ,l0(1 + s)−l‖f0‖2,β+l
‖f(s)‖∞,β ≤ Cβ,l0 (‖f0‖∞,β + ‖f0|2,β+l) .
By the interpolation, we have
‖f(s)‖pp,β ≤ (Cβ,l0)p(1 + s)−2l‖f0‖22,β+l (‖f0‖∞,β + ‖f0‖2,β+l)p−2 .
Taking the integral over s ∈ (0,∞), we have the first inequality of (5.10). The second inequality of
(5.10) comes from the Young inequality, then we complete the proof. 
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5.3. L2 − L∞ estimate for (4.3). We will derive another type of L2 − L∞ estimate to obtain a
uniform Ho¨lder estimate for a weak solution of (1.25) in the sense of Definition 4.1. The proof is
similar to the case of Section 5.2.
Let us multiply (4.3) by wϑ, then h := wϑf = fϑ satisfies
(∂t + v · ∇x − A¯ϑg )h = K˜ϑg h, (5.11)
where
K˜ϑg h =
(
2
∂iw
ϑ∂jw
ϑ
w2ϑ
σijG −
∂ijw
ϑ
wϑ
σijG −
∂jw
ϑ
wϑ
∂iσ
ij
G −
∂iw
ϑ
wϑ
aig
)
h. (5.12)
Similar to Definition 4.1, we can define a weak solution of (5.11).
Then we split fϑ into two parts:
fϑ = fϑ1{|v|≤M} + fϑ1{|v|≥M} =: f1 + f2.
Let Uϑ(t, s)f0 be a weak solution of (5.1) in the sense of Definition 3.1 corresponding to the initial
data f0 with the initial time t = s, then we have
f1(t) = 1|v|≤MUϑ(t, 0)fϑ0 + 1|v|≤M
ˆ t
0
Uϑ(t, τ)K˜ϑg f
ϑ(τ)dτ
= 1|v|≤MUϑ(t, 0)fϑ0 +
ˆ t
0
1|v|≤MUϑ(t, τ)K˜ϑg f
ϑ(τ)dτ.
Lemma 5.11. Assume (2.4). There exists C = Cϑ > 0 such that
‖K˜ϑg fϑ‖L∞(T3×R3) ≤ C‖fϑ‖L∞(T3×R3), (5.13)
‖K˜ϑg 1|v|>Mfϑ‖L∞(T3×R3) ≤ C(1 +M)−1‖fϑ‖L∞(T3×R3), (5.14)
and
‖K˜ϑg fϑ‖L2(T3×R3) ≤ C‖fϑ‖L2(T3×R3). (5.15)
Proof. Since
K˜ϑg f
ϑ =
(
2
∂iw
ϑ∂jw
ϑ
w2ϑ
σijG −
∂ijw
ϑ
wϑ
σijG −
∂jw
ϑ
wϑ
∂iσ
ij
G −
∂iw
ϑ
wϑ
aig
)
fϑ
and by Lemma 2.2,∣∣∣∣2∂iwϑ∂jwϑw2ϑ σijG
∣∣∣∣+
∣∣∣∣∂ijwϑwϑ σijG
∣∣∣∣+
∣∣∣∣∂jwϑwϑ ∂iσijG
∣∣∣∣+
∣∣∣∣∂iwϑwϑ aig
∣∣∣∣ ≤ C(1 + |v|)−1.
So the proof is complete. 
Lemma 5.12. Assume (2.4). Let f be a weak solution of (4.3) in a periodic box in the sense of
Definition 3.1, then there exist C, β > 0 satisfying the following property: for any Z, s > 1, ϑ, and
k > 0, and l ∈ N, there exists Cϑ,l such that∥∥∥1|v|<Zskfϑ(s)∥∥∥∞
≤ Cϑ,l
(
Zsk
)β
(1 + s)−l‖f0‖2,ϑ+l + C
1 + Zsk
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞,
(5.16)
for any s ≥ 1.
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Proof. By the Duhamel principle,
‖1|v|<Zskfϑ(s)‖L∞ ≤ ‖1|v|<ZskUϑ(s, s− 1)fϑ(s− 1)‖L∞
+
ˆ 1−ε
0
‖1|v|≤ZskUϑ(s, s− 1 + τ)K˜ϑg fϑ(s− 1 + τ)‖∞dτ
+
ˆ 1
1−ε
‖1|v|≤ZskUϑ(s, s− 1 + τ)K˜ϑg fϑ(s− 1 + τ)‖∞dτ
= (i) + (ii) + (iii).
By Lemma 5.8, there exists m > 0 such that
(i) ≤ C
(
Zsk
)m(ˆ s
s−1
‖Uϑ(s′, s− 1)fϑ(s− 1)‖22ds′
)1/2
.
By Theorem 4.6 and Lemma 3.3, for every integer l, there exists Cl such that
‖Uϑ(s′, s− 1)fϑ(s − 1)‖2 ≤ C‖fϑ(s− 1)‖2 = C‖f(s− 1)‖2,ϑ
≤ Cϑ,l
(
1 +
s− 1
l
)−l
‖f0‖2,ϑ+l
≤ Cϑ,l(1 + s)−l‖f0‖2,ϑ+l.
Thus
(i) ≤ Cϑ,l
(
Zsk
)m
(1 + s)−l‖f0‖2,ϑ+l.
By the maximum principle and (5.13),
(iii) ≤ Cε sup
s′∈(s−1,s)
‖fϑ(s′)‖∞.
By Lemma 5.8,
‖1|v|≤ZskUϑ(s, s− 1 + τ)K˜ϑg f(s− 1 + τ)‖∞
≤ C
(
Zsk
)m(
1 +
1
1− τ
)m(ˆ s−1+τ
s
‖1|v|<2ZskUϑ(s′, s− 1 + τ)K˜ϑg f(s− 1 + τ)‖22ds′
)1/2
.
By (5.15) and Theorem 4.6, for any N > 0,
(ii) ≤ C
ˆ 1−ε
0
(
Zsk
)m(
1 +
1
1− τ
)m(ˆ 1−τ
0
‖K˜ϑg fϑ(s− 1 + τ)‖22ds′
)1/2
dτ
≤ C
(
Zsk
)m(
1 +
1
ε
)m ˆ 1
0
C‖fϑ(s− 1 + τ)‖2dτ
≤
(
Zsk
)m(
1 +
1
ε
)m
Cϑ,l(1 + s)
−l‖f0‖2,ϑ−l.
Choose ε−1 = 1 + Zsk. Then
(i) + (ii) + (iii) ≤ Cϑ,l
(
Zsk
)β
(1 + s)−l‖f0‖2,ϑ−l + C
1 + Zsk
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞,
where β = 2m+ 1. 
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Theorem 5.13. Assume (2.4). Let f be a weak solution of (1.7), (4.3) in a periodic box in the
sense of Definition 3.1. Then there exists l such that for every ϑ > 0,
‖fϑ(t)‖L∞ ≤ C‖fϑ0 ‖L∞ + Cϑ,l‖f0‖2,ϑ+l ≤ C‖f0‖∞,ϑ+l0 , for any t > 0, (5.17)
where l0 = l + 2.
Proof. By Lemma 5.12, there exists l0 such that for l > l0,∥∥∥1|v|<Zskfϑ(s)∥∥∥
L∞
≤ Cϑ,l,Z(1 + s)−2‖f0‖2,ϑ+l + C
1 + Zsk
sup
s′∈(s−1,s)
‖fϑ(s′)‖∞.
Therefore by the Duhamel principle, the maximum principle, and (5.14),
‖fϑ(n+ 1)‖L∞ ≤ ‖Uϑ(n+ 1, n)fϑ(n)‖L∞
+
ˆ n+1
n
∥∥∥Uϑ(n, n− 1 + s)K˜ϑg (1|v|<Z(n+s)kfϑ(n+ s) + 1|v|>Z(n+s)kfϑ(n+ s))∥∥∥
L∞
ds
≤ ‖fϑ(n)‖L∞ +Cϑ,l,Z
ˆ 1
0
(1 + n+ s)−2‖f0‖2,ϑ+l
+
C
1 + Z(n+ s)k
sup
s′∈(n+s−1,n+s)
‖fϑ(s′)‖∞ds
+
ˆ 1
0
(1 + Z(n+ s)k)−1‖fϑ(n + s)‖∞ds
≤ ‖fϑ(n)‖L∞ +Cϑ,l,Z(1 + n)−2‖f0‖2,ϑ+l
+ C(Znk)−1 sup
s′∈[n−1,n+1]
‖fϑ(s′)‖∞.
After iteration,
‖fϑ(n+ 1)‖L∞ ≤ ‖fϑ(1)‖L∞ + Cϑ,l,Z
n∑
n¯=1
(1 + n¯)−2‖f0‖2,ϑ+l
+ CZ−1
n∑
n¯=1
n¯k(−1) sup
s∈[0,n+1]
‖fϑ(s)‖∞.
Choose large k and Z such that k(−1) < −1 and CZ−1∑∞n¯=1 n¯k(−1) ≤ ε, where ε will be determined
later. Then
‖fϑ(n+ 1)‖L∞ ≤ ‖fϑ(1)‖L∞ + Cϑ,l,Z‖f0‖2,ϑ+l + ε sup
s∈[0,n+1]
‖fϑ(s)‖∞.
Since n is an arbitrary integer,
sup
s=1,2,...n+1
‖fϑ(s)‖L∞ ≤ ‖fϑ(1)‖L∞ + Cϑ,l,Z‖f0‖2,ϑ,+l + ε sup
s∈[0,n+1]
‖fϑ(s)‖∞.
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By the Duhamel principle, the maximum principle, and (5.14)
‖fϑ(n+ t)‖L∞ ≤ ‖Uϑ(n+ t, n)fϑ(n)‖L∞ +
ˆ n+t
n
∥∥∥Uϑ(n+ t, n+ s)K˜ϑg fϑ(n+ s)∥∥∥
L∞
ds
≤ ‖fϑ(n)‖L∞ +
ˆ t
0
∥∥∥K˜ϑg fϑ(n+ s)∥∥∥
L∞
ds
≤ ‖fϑ(n)‖L∞ + C
ˆ t
0
∥∥∥fϑ(n+ s)∥∥∥
L∞
ds.
By the Gronwall inequality,
‖fϑ(n+ t)‖L∞ ≤ C‖fϑ(n)‖∞, for all t ∈ [0, 1].
Therefore,
sup
s∈[0,n+1]
‖fϑ(s)‖L∞ ≤ C‖fϑ0 ‖L∞ + Cϑ,l‖f0‖2,ϑ+l + Cε sup
s∈[0,n+1]
‖fϑ(s)‖∞.
Now, we choose small ε satisfying Cε < 1/2, and then absorb the last term on the RHS to the LHS.
Thus, we obtain the first inequality of (5.17). The seconds inequality of (5.17) is a consequence of
Proposition 2.1. 
6. L∞ to Ho¨lder Estimate
6.1. Local Ho¨lder estimate. In this subsection, we will derive a local Ho¨lder estimate for (4.3).
We redefine QR(z0) := (t0−R2, t0]×B(x0;R3)×B(v0;R), z0 = (t0, x0, v0), and QR := QR((0, 0, 0)).
Since we consider the local properties of the solution on the interior part, we can use the technique
in [10] for our modified operator A˜g. In this subsection, we assume that g satisfies the conditions in
Lemma 2.4.
First, we introduce a De Giorgi-type lemma.
Lemma 6.1 (Lemma 13 in [10]). Assume (2.4). Let Qˆ := Q1/4(0, 0,−1). For any (universal)
constants δ1 ∈ (0, 1) and δ2 ∈ (0, 1) there exist ν > 0 and ϑ ∈ (0, 1) (both universal) such that for
any solution f of (4.3) in Q2 with |f | ≤ 1 and
|{f ≥ 1− ϑ} ∩Q1/4| ≥ δ1|Q1/4|,
|{f ≤ 0} ∩ Qˆ| ≥ δ2|Qˆ|,
we have
|{0 < f < 1− ϑ} ∩B1 ×B1 × (−2, 0]| ≥ ν.
Proof. The proof is exactly the same as [10]. We omit the proof. 
Lemma 6.2 (Lemma 17 in [10]). Assume (2.4). Let Qˆ := Q1/4(0, 0,−1) and f be a weak solution
of (4.3) in Q2 in the sense of Definition 3.1 with |f | ≤ 1. If
|{f ≤ 0} ∩ Qˆ| ≥ δ2|Qˆ|,
then
sup
Q1/8
f ≤ 1− λ
for some λ ∈ (0, 1), depending only on dimension and the eigenvalue of σ.
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Proof. The proof is exactly the same as [10]. We omit the proof. 
The following lemma can be derived by the previous lemma.
Lemma 6.3. Assume (2.4). Let f be a weak solution of (4.3) in Q2 in the sense of Definition 3.1
with |f | ≤ 1. Then
sup
Q1/8
f − inf
Q1/8
f ≤ 2− λ
for some λ ∈ (0, 2), depending only on dimension and the eigenvalue of σ.
By the scaling argument, Q2 and Q1/8 can be replaced by Q2r and Qr/8.
Lemma 6.4. Assume (2.4). Let f be a weak solution of (4.3) in Q2r in the sense of Definition 3.1
with |f | ≤ 1. For any subset Q ⊂ R7, define
Osc
Q
f := sup
(t′,x′,v′)∈Q
f(t′, x′, v′)− inf
(t′,x′,v′)∈Q
f(t′, x′, v′),
Then for every r ≤ 1
Osc
Qr/8
f ≤
(
1− λ
2
)
Osc
Q2r
f
for some λ ∈ (0, 2), depending only on dimension and the eigenvalue of σ.
Proof. Define
F¯ (t, x, v) :=
2
Osc
Q2r
f
(
f(r2t, r3x, rv)− supQ2r f + infQ2r f
2
)
.
Then F¯ satisfies
F¯t + v · ∂xF¯ = A˜grF¯
A˜g
r
F¯ (t, x, v) := ∇v(σG(r2t, r3x, rv)∇vF¯ (t, x, v)) + rag(r2t, r3x, rv) · ∇vF¯ (t, x, v).
and then apply Lemma 6.3. 
Now we establish the Ho¨lder continuity at v = 0.
Lemma 6.5 (Holder continuity near v = 0). Assume (2.4). Let f be a weak solution of (4.3)
in ΩR(t0, x0, 0) in the sense of Definition 3.1. Then there exist a uniform constant C > 0 and a
constant α ∈ (0, 1) depending only on dimension and the eigenvalue of σG such that
‖f‖Cα(QR/128(t0,x0,0)) ≤
C
R3α
‖f‖L∞(QR(t0,x0,0)),
for every R < 1.
Proof. We first prove
sup
(s,y,w)∈QR/16
|f(s, y, w)− f(0, 0, 0)|
(|s|+ |y|+ |w|)α ≤
C
R3α
‖f‖L∞(QR).
Define Osc
Q
f as in Lemma 6.4 and
ϕ(r) := r−α0Ocs
Qr
f,
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where α0 > 0 can be chosen later. By Lemma 6.4,
Ocs
Qr/16
f ≤
(
1− λ
2
)
Ocs
Qr
f. (6.1)
Choose α0 such that 16
α0
(
1− λ2
)
< 1. Then by (6.1),
ϕ
( r
16
)
= r−α016α0 Ocs
Qr/4(t,x,v)
f
≤ 16α0
(
1− λ
2
)
r−α0Ocs
Qr
f
< ϕ(r).
Therefore, we have
sup
0<r≤R/16
ϕ(r) ≤ sup
R
16
<r≤R
ϕ(r)
≤ 216
α0
Rα0
sup
(t,x,v)∈QR
|f(t, x, v)|.
(6.2)
If (t, x, v) ∈ ∂Qr then |t|+ |x|+ |v| ≥ r3. Therefore, for 3α = α0 and r ≤ R/16, by (6.2)
sup
(s,y,w)∈QR/16
|f(s, y, w) − f(0, 0, 0)|
(|s|+ |y|+ |w|)α = sup(s,y,w)∈∂Qr,r∈(0,R/16)
|f(s, y, w)− f(0, 0, 0)|
(|s|+ |y|+ |w|)α
≤ sup
(s,y,w)∈Qr,r∈(0,R/16)
|f(s, y, w)− f(0, 0, 0)|
rα0
≤ sup
r∈(0,R/16)
ϕ(r)
≤ C
Rα0
sup
(t,x,v)∈QR
|f(t, x, v)|.
(6.3)
Now we consider the general case. For any (t∗, x∗, v∗) ∈ QR/32(t0, x0, 0), define the translated
function
F (T,X, V ) = f(t, x, v),
T = t− t∗, X = x− x∗ − Tv∗, V = v − v∗.
Then F satisfies,
∂TF + V · ∇XF = ∇V · (ΣG(t, x, v)∇V F ) + ag(t, x, v) · ∇V F.
Therefore, by (6.3),
sup
(s,y,w)∈QR1/16
|F (s, y, w) − F (0, 0, 0)|
(|s|+ |y|+ |w|)α ≤
C
R1
α0
sup
(t,x,v)∈QR1
|F (t, x, v)|
for every R1 < 1. Since |v∗| ≤ R/128,
(t, x, v) ∈ QR/64(t∗, x∗, v∗) implies (T,X, V ) ∈ QR/32
and
(T,X, V ) ∈ QR/2 implies (t, x, v) ∈ QR(t∗, x∗, v∗).
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Therefore, by (6.3)
sup
(t,x,v)∈QR/64(t∗,x∗,v∗)
|f(t, x, v) − f(t∗, x∗, v∗)|
(|t− t∗|+ |x− x∗|+ |v − v∗|)α
≤ (1 + |v∗|)α sup
(t,x,v)∈QR/64(t∗,x∗,v∗)
|f(t, x, v)− f(t∗, x∗, v∗)|
((1 + |v∗|)|t− t∗|+ |x− x∗|+ |v − v∗|)α
≤ C sup
(T,X,V )∈QR/32
|F (T,X, V )− F (0, 0, 0)|
((1 + |v∗|)|T |+ |X + v∗T |+ |V |)α
≤ C sup
(T,X,V )∈QR/32
|F (T,X, V )− F (0, 0, 0)|
(|T |+ |X|+ |V |)α
≤ C
Rα0
sup
(T,X,V )∈QR/2
|F (T,X, V )|
≤ C
Rα0
sup
(t,x,v)∈QR
|f(t.x.v)|.
So the proof is complete. 
6.2. Global Ho¨lder estimate. In this subsection, we will derive a Ho¨lder continuity for the solu-
tion of (1.25). Let f(t, x, v) be a weak solution of (1.25) in the sense of Definition 4.1. Then
f˜(t, x, v) :=
{
f(t, x, v), if t ≥ 0,
f0(x, v), if − 1 ≤ t < 0,
satisfies
f˜t + v · ∇xf˜ − A¯gf˜ = S˜(t, x, v),
where A¯g and K¯g is defined as in (1.15), and (1.16),
S˜(t, x, v) =
{
(v · ∇x − A¯f0)f0(x, v), if t ≤ 0,
K¯gf(t, x, v), if t > 0.
Since U(t, s) is the solution operator of (4.3). Then f satisfies
f(t) = U(t,−1)f0 +
ˆ t
−1
U(t, s)S˜(s)ds.
Fisrt, we will obtain a uniform Ho¨lder continuity of U(t, s)f . Finally, we will derive a uniform
Ho¨lder continuity of f(t).
As a starting point, we introduce a technical lemma to obtain a uniform Ho¨lder continuity of
U(t, s)f .
Lemma 6.6. Let (t∗, x∗, v∗) ∈ R+ × R3 × R3, N − 1/2 ≤ |v∗| ≤ N + 1/2, m > 9 and O be an
orthonormal matrix. Define
D :=

(1 + |v∗|)−3/2 0 00 (1 + |v∗|)−1/2 0
0 0 (1 + |v∗|)−1/2

 , (6.4)
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X := D−1OT (x− v∗(t− t∗)), X∗ := D−1OTx∗, V := D−1OT (v − v∗),
r0 := (2 +N)
−m, r1 := (2 +N)−
2m
3
+ 5
6 , r2 := (2 +N)
− 4m
9
+ 13
18 .
Then if (t, x, v) ∈ Qr0(t∗, x∗, v∗), then (t,X, V ) ∈ Qr1(t∗,X∗, 0). Moreover, if (t,X, V ) ∈ Q128r1(t,X∗, 0),
then (t, x, v) ∈ Q128r2(t∗, x∗, v∗).
Proof. If (t, x, v) ∈ Qr0(t∗, x∗, v∗), then
|t− t∗| ≤ r20 ≤ r21,
|X −X∗| = |D−1OT (x− x∗ − v∗(t− t∗))|
≤ (2 +N)3/2(r30 +Nr20)
≤ (2 +N)3/2 ((2 +N)−3m +N(2 +N)−2m)
≤ (2 +N)3/2(2 +N)1−2m
≤ r31,
and
|V | = |D−1OT (v − v∗)|
≤ (2 +N)3/2r0
≤ r1.
Conversely, if (t,X, V ) ∈ Q128r1(t,X∗, 0), then
|t− t∗| ≤ (128r1)2 ≤ (128r2)2
and
|v − v ∗ | = |ODV | ≤ (1/2 +N)−1/2r1 ≤ 128r2.
Since 128r1 ≤ 1 and (1/2 +N)−1/2(1 +N) ≤ 128(2 +N)1/2, we have
|x− x∗| = |OD(X −X∗) + v∗(t− t∗)|
≤ (1/2 +N)−1/2(r31 +Nr21)
≤ (1/2 +N)−1/2(1 +N)r21
≤ (128)3(2 +N) 12− 4m3 + 53
≤ (128r2)3.
So the proof is complete. 
Lemma 6.7 (Uniform Ho¨lder for (4.3)). Assume (2.4). Let f be a solution of (4.3) in Q1(t0, x0, v0).
Then there exist ϑ > 0, ϑ0 > 0, Cϑ, and α ∈ (0, 1) depending only on dimension such that
sup
(t,x,v),(t′,x′,v′)∈Q1(t0,x0,v0)
|f(t, x, v) − f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α ≤ C‖f‖∞,ϑ ≤ Cϑ‖f0‖∞,ϑ+ϑ0 . (6.5)
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Proof. By the integration by parts,
ag · ∇vf = −
{
φij ∗ [viµ1/2g]
}
∂jf −
{
φij ∗ [µ1/2∂jg]
}
∂if
= −
({
φij ∗ [viµ1/2g]
}
+
{
φij ∗ [µ1/2∂ig]
})
∂jf
= −
(
2
{
φij ∗ [viµ1/2g]
}
+
{
φij ∗ [∂i(µ1/2g)]
})
∂jf
= −
(
2
{
φij ∗ [viµ1/2g]
}
+
{
∂iφ
ij ∗ [µ1/2g]
})
∂jf
= −2v · (σ√µg∇vf)− ∂iσij√µg∂jf.
Let N := |v0|.
To obtain (6.5), we split the proof in two cases; |(t, x, v)− (t′, x′, v′)| ≤ (2 +N)−3m or |(t, x, v)−
(t′, x′, v′)| > (2 + N)−3m for some m > 0 to be determined later. For the first case, we will
consider a new center (t∗, x∗, v∗) ∈ Q1, such that (t, x, v), (t′, x′, v′) ∈ Q(2+N)−m(t∗, x∗, v∗). Note
that N − 1/2 ≤ |v∗| ≤ N + 1/2.
Therefore, it is enough to prove that for every (t∗, x∗, v∗) ∈ Q1(t0, x0, v0),
sup
(t,x,v),(t′,x′,v′)∈Q(2+N)−m (t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v) − f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α ≤ C‖f‖∞,ϑ (6.6)
and
sup
(t,x,v),(t′,x′,v′)∈Q1(t0,x0,v0)
|t−t′|+|x−x′|+|v−v′|>(2+N)−3m
|f(t, x, v) − f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α ≤ C‖f‖∞,ϑ. (6.7)
We first focus on (6.6). Consider the the following translation
f¯(t, y, w) := f(t, x, v),
where x = y + v∗(t− t∗), v = v∗ + w. Then it is easy to check that f¯ satisfies
∂tf¯ + w · ∇yf¯ = ∇w · (σ¯G∇wf¯) + (v∗ + w) · (σ¯√µg∇wf¯)−
∑
ij
∂iσ¯
ij√
µg∂j f¯ ,
where σ¯G(t, y, w) := σG(t, x, v), σ¯µ(t, y, w) := σµ(t, x, v), and σ¯√µg(t, y, w) := σ√µg(t, x, v). Let O
be an orthonormal constant matrix which will be determined later. Next consider
f˜(t, ξ, ν) := f¯(t, y, w),
where y = Oξ, w = Oν. Then we have
∂tf¯(t, y, w) = ∂tf˜(t, ξ, ν).
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w · ∇y f¯(t, y, w) =
∑
i
wi∂yi(f˜(t, ξ, ν))
=
∑
i,k
wi∂ξk f˜(t, ξ, ν)
∂ξk
∂yi
=
∑
i,k
Oikwi∂ξk f˜(t, ξ, ν)
=
∑
k
(OTw)k · ∂ξk f˜(t, ξ, ν)
= ν · ∇ξ f˜(t, ξ, ν).
(6.8)
where Oik is the i, k component of O. We use the following formula to derive the third equality in
(6.8)
∂ξk
∂yi
=
∂
∑
l Olkyl
∂yi
= Oik.
Similarly,
σ¯G(t, y, w)∇w f¯(t, y, w) =
∑
j
σ¯ijG(t, y, w)∂wj f˜(t, ξ, ν)
=
∑
j,k
σ¯ijG(t, y, w)Ojk∂νk f˜(t, ξ, ν).
(6.9)
Define σ˜G(t, ξ, ν) := O
T σ¯G(t, y, w)O. Note that
Oσ˜G(t, ξ, ν) = σ¯G(t, y, w)O. (6.10)
Then by (6.9) and (6.10), we have
∇w · (σ¯G(t, y, w)∇w f¯(t, y, w)) =
∑
i,j
∂wi(σ¯
ij
G(t, y, w)∂wj f˜(t, ξ, ν))
=
∑
i,j,k
∂wi(Ojkσ¯
ij
G(t, y, w)∂νk f˜(t, ξ, ν))
=
∑
i,j,k
∂wi(Oij σ˜
jk
G (t, ξ, ν)∂νk f˜(t, ξ, ν))
=
∑
i,j,k,l
OilOij∂ν∗(σ˜
jk
G (t, ξ, ν)∂νk f˜(t, ξ, ν))
=
∑
k,l
∂ν∗(σ˜
lk
G (t, ξ, ν)∂νk f˜(t, ξ, ν))
= ∇ν · (σ˜G(t, ξ, ν)∇ν f¯(t, ξ, ν)).
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In the next to the last equality, we use OTO = I. Similarly, define σ˜√µg(t, ξ, ν) := OT σ¯√µg(t, y, w)O,
then
v∗ · (σ¯√µg(t, y, w)∇w f¯(t, y, w)) = v∗ · (Oσ˜√µg(t, ξ, ν)∇ν f˜(t, ξ, ν))
= (OT v∗) · (σ˜√µg(t, ξ, ν)∇ν f˜(t, ξ, ν))
= ν∗ · (σ˜√µg(t, ξ, ν)∇ν f˜(t, ξ, ν)),
where ν∗ = OT v∗,
w · (σ¯√µg(t, y, w)∇w f¯(t, y, w)) = w · (Oσ˜√µg(t, ξ, ν)∇ν f˜(t, ξ, ν))
= (OTw) · (σ˜√µg(t, ξ, ν)∇ν f˜(t, ξ, ν))
= ν · (σ˜√µg(t, ξ, ν)∇ν f˜(t, ξ, ν)),
and ∑
ij
∂wi σ¯
ij√
µg(t, y, w)∂wj f¯(t, y, w) =
∑
ijk
∂wi σ¯
ij√
µg(t, y, w)∂wj f˜(t, ξ, ν)
=
∑
ijk
∂wi σ¯
ij√
µg(t, y, w)Ojk∂νk f˜(t, ξ, ν)
=
∑
ijkl
Oil∂ν∗ σ¯
ij√
µg(t, y, w)Ojk∂νk f˜(t, ξ, ν)
=
∑
lk
∂ν∗ σ˜
lk√
µg(t, ξ, ν)∂νk f˜(t, ξ, ν).
Therefore f˜ satisfies
∂tf˜ + ν · ∇ξ f˜ = ∇ν · (σ˜G∇ν f˜) + (ν∗ + ν) · (σ˜√µg∇ν f˜)−
∑
lk
∂lσ˜
lk√
µg∂kf˜ .
We split σ˜G(t, ξ, ν) in three parts.
σ˜G(t, ξ, ν) = O
T σ¯µ(0)O
+OT (σ¯µ(w)− σ¯µ(0))O
+OT σ¯√µg(t, y, w)O
= σ˜1 + σ˜2 + σ˜3.
Choose orthonormal vectors o1 = v∗/|v∗|, o2, o3 and
O :=
[
o1 o2 o3
]
.
Note that
ν∗ = OT v∗ =

|v∗|0
0

 .
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Moreover σ¯µ(0) has a simple eigenvalue λ1(v∗) associated with the vector v∗, and a double eigenvalue
λ2(v∗) associated with v⊥. Therefore,
σ˜1 =

λ1(v∗) 0 00 λ2(v∗) 0
0 0 λ2(v∗)

 .
Note that λ1(v∗) and λ2(v∗) satisfy
1
C
(1 +N)−3 ≤ λ1(v∗) ≤ C(1 +N)−3,
1
C
(1 +N)−1 ≤ λ2(v∗) ≤ C(1 +N)−1.
(6.11)
Since ∂vk(σµ)
ij(v) ≤ C(1 + |v|)−2, by the mean value theorem,
|(σ¯µ)ij(w) − (σ¯µ(0))| ≤ C(1 +N)−3+1(2 +N)−m.
Therefore,
|(σ˜2)ij | ≤ C(1 +N)−2(2 +N)−m.
Define
Du(ν, ν
′; v) := νTσu(v)ν ′.
Then we can easily check that
|Du(ν, ν ′; v)| ≤ |Du(ν, ν; v)|1/2|Du(ν ′, ν ′; v)|1/2.
Since |v − v∗| < (2 +N)−m and o1 = v∗/|v∗|, we have
|(I − Pv)o1| = |(I − Pv)v∗||v∗|
=
| − v + v∗ + v − Pvv∗|
|v∗|
≤ |v − v∗| − |v − Pvv∗||v∗|
=
|v − v∗| − |Pv(v − v∗)|
|v∗|
= 2
|v − v∗|
|v∗| ≤ C(2 +N)
−m.
(6.12)
Note that
(σ˜3)
ij = oTi σ
√
µg(v)oj . (6.13)
Therefore, by (2.5),
|(σ˜3)11| = |D√µg(o1; v)|
≤ C‖g‖∞
(
(1 + |v|)−3|Pvo1|2 + (1 + |v|)−1|(I − Pv)o1|2
)
≤ C‖g‖∞
(
(1 +N)−3 + (1 +N)−1(2 +N)−2m
)
≤ C‖g‖∞(1 +N)−3,
(6.14)
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and for (i, j) ∈ {(1, 2), (1, 3), (2, 1), (3, 1)},
|(σ˜3)ij | ≤ |D√µg(o1; v)|1/2|D√µg(ok; v)|1/2
≤ C‖g‖∞(1 +N)−3/2
(
(1 + |v|)−3|Pvok|2 + (1 + |v|)−1|(I − Pv)ok|2
)1/2
≤ C‖g‖∞(1 +N)−3/2(1 +N)−1/2
= C‖g‖∞(1 +N)−2,
where k = 2 or 3. Finally, for i, j = 2 or 3,
|(σ˜3)ij | ≤ |D√µg(oi; v)|1/2|D√µg(oj ; v)|1/2
= C‖g‖∞
(
(1 + |v|)−3|Pvoi|2 + (1 + |v|)−1|(I − Pv)oi|2
)1/2
× ((1 + |v|)−3|Pvoj |2 + (1 + |v|)−1|(I − Pv)oj |2)1/2
≤ C‖g‖∞(1 +N)−1.
Finally, consider the dilation matrix D as in (6.4) and the dilated function
F (t,X, V ) := f˜(t, ξ, ν),
where ξ = DX, ν = DV . Then we can easily check that F satisfies
∂tF + V · ∇XF = ∇V · (Σ∇V F ) + (νl + ν)TDΣ3∇V F +
∑
lk
∂VlΣ
lk
3 ∂VkF,
where Σ = Σ1 +Σ2 +Σ3, Σi(t,X, V ) = D
−1σ˜i(t, ξ, ν)D−1 for i = 1, 2, 3. Then by (6.11), we have
1
C
≤ (Σ1)ii ≤ C, (Σ1)ij = 0 for i 6= j
and
|(Σ2)ij | ≤ C(1 +N)(2 +N)−m,
|(Σ3)ij | ≤ C‖g‖∞.
Moreover, since |ν| ≤ (2 +N)−m,
|D(ν∗ + ν)| ≤ |Dν∗|+ |Dν|
≤ (1 +N)−1/2 + C(1 +N)−1/2(2 +N)−m,
and since ∂νk σ˜3(ν) ≤ C‖g‖∞(1 +N)−2, we have
|∂VlΣlk3 | = |d−1l d−1k ∂Vl σ˜3(ν)|
≤ d−1k |∂νl σ˜3(ν)|
≤ ‖g‖∞(1 +N)−1/2,
where dk’s are the kth diagonal element ofD. Choosem > 4 such that |(Σ2)ij |, |(ν∗+ν)TDΣ3| ≤ ε≪
1. If ‖g‖∞ ≤ ε, then any eigenvalue of Σ is bounded above and below uniformly in N . Therefore,
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by Lemma 6.5, there exist a constant C > 0 uniformly in N and a constant α ∈ (0, 1), depending
only on dimension such that
sup
(t,X,V ),(t′,X′,V ′)∈Qr1(t∗,X∗,0)
|F (t,X, V )− F (t′,X ′, V ′)|
(|t− t′|+ |X −X ′|+ |V − V ′|)α
≤ C
(r1)3α
‖F‖L∞(Q128r1 (t∗,X∗,0)),
(6.15)
where X∗ = D−1ξ∗, ξ∗ = OT yl, yl = x∗ − v∗t∗ and r1 is defined as in Lemma 6.5. Note that
1
(1 +N)α
sup
(t,x,v),(t′,x′,v′)∈Qr0 (t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v) − f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α
≤ sup
(t,x,v),(t′,x′,v′)∈Qr0(t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v)− f(t′, x′, v′)|
((2 +N)|t− t′|+ |x− x′|+ |v − v′|)α ,
(6.16)
where r0 and r1 are defined as in Lemma 6.6. Moreover, we have
(2 +N)|t− t′|+ |x− x′|+ |v − v′|
= (2 +N)|t− t′|+ |ODX + v∗(t− t∗)− (ODX ′ + v∗(t′ − t∗))|+ |ODV + v∗ − (ODV ′ + v∗)|
≥ (2 +N)|t− t′|+ |OD(X −X ′)| − |v∗||t− t′|+ |OD(V − V ′)|
≥ |t− t′|+ |OD(X −X ′)|+ |OD(V − V ′)|
≥ (1 +N)−3/2(|t− t′|+ |(X −X ′)|+ |(V − V ′)|).
(6.17)
By (6.15), (6.16), (6.17), and Lemma 6.6, we have
sup
(t,x,v),(t′,x′,v′)∈Qr0 (t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v) − f(t′, x′, v′)|
((2 +N)|t− t′|+ |x− x′|+ |v − v′|)α
≤ sup
(t,X,V ),(t′,X′,V ′)∈Qr1 (t∗,X∗,0)
|F (t,X, V )− f(t′,X ′, V ′)|
(1 +N)−3α/2(|t− t′|+ |(X −X ′)|+ |(V − V ′|)α .
(6.18)
Combine (6.15), (6.16), and (6.18). Then we have
sup
(t,x,v),(t′,x′,v′)∈Qr0(t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v)− f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α
≤ (2 +N)α sup
(t,x,v),(t′,x′,v′)∈Qr0(t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v)− f(t′, x′, v′)|
((2 +N)|t− t′|+ |x− x′|+ |v − v′|)α
≤ (2 +N)
α
(1 +N)−3α/2
sup
(t,X,V ),(t′,X′,V ′)∈Qr1 (t∗,X∗,0)
|F (t,X, V )− f(t′,X ′, V ′)|
(|t− t′|+ |X −X ′|+ |(V − V ′|)α
≤ C(2 +N)
α
(1 +N)−3α/2(r1)3α
‖F‖L∞(Q128r1 (t∗,X∗,0)).
(6.19)
By the Lemma 6.6,
‖F‖L∞(Q128r1 (t∗,X∗,0)) ≤ ‖f‖L∞(Q128r2 (t∗,x∗,v∗)). (6.20)
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Choose m > 9 such that 128r2 < 1. Then we have
‖f‖L∞(Q128r2 (t∗,x∗,v∗)) ≤ C(1 +N)
−ϑ‖(1 + |v|)ϑf‖L∞(Q128r2 (t∗,x∗,v∗))
≤ C(1 +N)−ϑ‖(1 + |v|)ϑf‖L∞ ,
(6.21)
for every ϑ > 0. Finally combining (6.19) - (6.21), we have
sup
(t,x,v),(t′,x′,v′)∈Qr0 (t∗,x∗,v∗)∩Q1(t0,x0,v0)
|f(t, x, v)− f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α
≤ C(1 +N)
α−ϑ
(1 +N)−3α/2(r1)3α
‖(1 + |v|)ϑf‖L∞
≤ C(1 +N)α−ϑ+ 3α2 +2mα− 5α2 ‖(1 + |v|)ϑf‖L∞
= C(1 +N)−ϑ+2mα‖(1 + |v|)ϑf‖L∞ ,
(6.22)
where ϑ > 0 will be determined later.
To prove (6.7),
sup
(t,x,v),(t′,x′,v′)∈Q1(t0,x0,v0)
|t−t′|+|x−x′|+|v−v′|>(2+N)−3m
|f(t, x, v)− f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α
≤ 2(2 +N)3αm‖f‖L∞(Q1(t0,x0,v0))
≤ 2C(1 +N)3αm−ϑ‖(1 + |v|)ϑf‖L∞(Q(t0,x0,v0;1))
≤ 2C(1 +N)3αm−ϑ‖(1 + |v|)ϑf‖L∞ .
(6.23)
Now choose
ϑ > 3αm. (6.24)
Then from (6.22) - (6.24), we prove (6.6) and (6.7). Therefore, we have
sup
(t,x,v),(t′,x′,v′)∈Q1(t0,x0,v1)
|f(t, x, v)− f(t′, x′, v′)|
(|t− t′|+ |x− x′|+ |v − v′|)α ≤ C‖f‖∞,ϑ.
By Theorem 5.13, we have (6.5). 
Now we will prove Theorem 1.6.
Proof of Theorem 1.6. Since f satisfies (1.25), we have
ft + v · ∇xf − A¯gf = K¯gf. (6.25)
Define
f˜(t, x, v) =
{
f(t, x, v), if t ≥ 0,
f0(x, v), if − 1 ≤ t < 0.
Consider S˜(t, x, v) = (∂t + v · ∇x − A¯g)f˜ . Then for t ≤ 0,
S˜(t, x, v) = (∂t + v · ∇x − A¯g)f˜
= (v · ∇x − A¯f0)f0(x, v)
= −f0t,
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where f0t was defined in Theorem 1.3. Since f is a weak solution of (1.25) in the sense of Definition
4.1, for t > 0, S˜(t, x, v) = K¯gf(t, x, v). Thus, f˜ satisfies,
f˜t + v · ∇xf˜ − A¯gf˜ = S˜(t, x, v).
Since U(t, s) is the solution operator for ∂t + v · ∇x − A˜g = 0. Then f˜ satisfies
f˜(t) = U(t,−1)f0 +
ˆ t
−1
U(t, s)S˜(s)ds.
Let 0 < ε¯ ≪ 1 be given. Note that by Lemma 6.5, there exists α > 0 such that U(t,−1)f˜ (−1) is
uniformly Ho¨lder continuous on (0,∞) × T3 × R3.
For every 0 ≤ t2 ≤ t1, |t1 − t2|+ |x2 − x1|+ |v2 − v1| = ε¯,
|f(t1, x1, v1)− f(t2, x2, v2)|
≤ |(U(t1,−1)f0)(x1, v1)− (U(t2,−1)f0)(x2, v2)|
+
∣∣∣∣
ˆ t1
t2
(U(t1, s)S˜(s))(x1, v1)ds
∣∣∣∣
+
∣∣∣∣
ˆ t2
t2−ε¯α
(
(U(t1, s)S˜(s))(x1, v1)− (U(t2, s)S˜(s))(x2, v2)
)
ds
∣∣∣∣
+
∣∣∣∣
ˆ t2−ε¯α
−1
(
(U(t1, s)S˜(s))(x1, v1)− (U(t2, s)S˜(s))(x2, v2)
)
ds
∣∣∣∣
≤ (I) + (II) + (III) + (IV ).
By Lemma 6.7, there exist ϑ, l, C and Cϑ,l such that
(I) ≤ (C‖f0‖∞,ϑ + Cϑ,l‖f0‖2,ϑ+l)ε¯α.
By Lemma 3.7, (1.39), and (5.13), there exists l0 such that
(II) ≤ ε¯ sup
s>0
‖K˜gf(s)‖∞ ≤ Cε¯ sup
s>0
‖f(s)‖ ≤ Cε¯(‖f0‖∞ + ‖f0‖2,l0).
Note that for s ≤ 0,
‖S˜(s)‖∞,ϑ ≤ C‖f0t‖∞,ϑ, (6.26)
‖S˜(s)‖2,ϑ ≤ C‖f0t‖2,ϑ, (6.27)
and for s ≥ 0, by Lemma 2.9 and Theorem 1.4, 1.5 there exists l0 such that
‖S˜(s)‖∞,ϑ ≤ C(1 + s)−2(‖f0‖2,ϑ+l0 + ‖f0‖∞,ϑ+l0) (6.28)
and
‖S˜(s)‖2,ϑ+l ≤ C(1 + s)−2(‖f0‖2,ϑ+l0 + ‖f0‖∞,ϑ+l0). (6.29)
Therefore, by (6.26) and (6.29), we have
(III) ≤ ε¯α sup
s∈(t2−ε¯α,t2)
‖S˜(s)‖∞
≤ Cε¯α(‖f0t‖∞ + ‖f0‖2,l0 + ‖f0‖∞,l0).
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For −1 ≤ s ≤ t2 − ε¯α, we have
|t1 − (t2 + 1− ε¯α)|+ |x1 − x2|+ |v1 − v2|
= |t1 − t2 − 1 + ε¯α|+ |x1 − x2|+ |v1 − v2|
≤ 1− ε¯α + |t1 − t2|+ |x1 − x2|+ |v1 − v2|
≤ 1,
|t2 − (t2 + 1− ε¯α)|+ |x2 − x2|+ |v2 − v2| = 1− ε¯α ≤ 1.
Therefore,
(ti, xi, vi) ∈ Q1(t2 + 1− ε¯α, x2, v2) ⊂ (s,∞)× T3 ×R3,
for each i = 1, 2. Therefore by Lemma 6.7, there exist ϑ, l, C and Cϑ,l such that
(U(t1, s)S˜(s))(x1, v1)− (U(t2, s)S˜(s))(x2, v2)
≤ (C‖S˜(s)‖∞,ϑ + Cϑ,l‖S˜(s)‖2,ϑ+l)ε¯α,
for −1 ≤ s ≤ t2 − ε¯α. Therefore, by Lemma 6.7, (6.26), (6.28), and (6.27), (6.29), we have
(IV ) ≤
∣∣∣∣
ˆ 0
−1
(
(U(t1, s)S˜(s))(x1, v1)− (U(t2, s)S˜(s))(x2, v2)
)
ds
∣∣∣∣
+
∣∣∣∣
ˆ t2−ε¯α
0
(
(U(t1, s)S˜(s))(x1, v1)− (U(t2, s)S˜(s))(x2, v2)
)
ds
∣∣∣∣
≤ Cε¯α
(
sup
s∈[−1,0]
(‖S˜(s)‖∞,ϑ + ‖S˜(s)‖2,ϑ+l +
ˆ ∞
0
‖S˜(s)‖∞,ϑ + ‖S˜(s)‖2,ϑ+lds
)
≤ Cε¯α
(
‖f0t‖∞,ϑ + ‖f0t‖2,ϑ+l + (‖f0‖2,ϑ+l0 + ‖f0‖∞,ϑ+l0)
ˆ ∞
0
(1 + s)−2ds
)
≤ Cε¯α (‖f0t‖∞,ϑ + ‖f0t‖2,ϑ+l + ‖f0‖2,ϑ+l0 + ‖f0‖∞,ϑ+l0) .
Now we update ϑ to ϑ+ 2 +max{l, l0}. Then, by Proposition 2.1, we have
|f(t1, x1, v1)− f(t2, x2, v2)| ≤ (I) + (II) + (III) + (IV )
≤ Cε¯α (‖f0t‖∞,ϑ + ‖f0‖∞,ϑ) .
Thus we complete the proof. 
7. Holder estimate and Sp bound
Let f be a weak solution of (1.25) in the sense of Definition 4.1. Define
f¯(t, x, v) =
{
f(t, x, v), if t ≥ 0
f0(x, v), if − 1 ≤ t < 0.
Then f¯ satisfies
∂tf¯ + v · ∇xf¯ − σijG∂vi,vj f¯ =
{
−∂viσijG∂vjf + ag · ∇vf +K1f + Jgf, if t ≥ 0,
(v · ∇x − σijµ+µ1/2f0∂vi,vj )f0, if − 1 ≤ t < 0,
=
{
−∂viσijG∂vjf + ag · ∇vf +K1f + Jgf, if t ≥ 0
−f0t + ∂viσijµ+µ1/2f0∂vjf0, if − 1 ≤ t < 0,
(7.1)
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where σG is defined as in (1.12) with G = µ+ µ
1/2g and
K1f = −µ−1/2∂i
{
µ
[
φij ∗
{
µ1/2[∂jf + vjf ]
}]}
= 2viµ
[
φij ∗
{
µ1/2[∂jf + vjf ]
}]
− µ1/2
[
∂iφ
ij ∗
{
µ1/2[∂jf + vjf ]
}]
,
(7.2)
and
Jgf = −v · σvf − ∂i
{
φij ∗ [µ1/2∂jg]
}
f +
{
φij ∗ [viµ1/2∂jg]
}
f. (7.3)
Lemma 7.1. For every β > 0 and p > 3,
‖K1f‖Lp(n≤|v|≤n+1) ≤
Cp,β
nβ
(‖f‖Lp + ‖Dvf‖Lp) , (7.4)
where K1 is defined as in (7.2)
Proof. Since K1 is defined as in (7.2), It is enough to show that∥∥∥∥µ(v)
ˆ
R3
|v − v′|ϑµ(v′)h(v′)dv′
∥∥∥∥
Lp
≤ ‖h‖Lp .
By the Ho¨lder inequality,ˆ
(0,∞)×T3×R3
µp(v)
(ˆ
R3
|v − v′|ϑµ(v′)h(v′)dv′
)p
dvdxdt
≤
ˆ
(0,∞)×T3×R3
µp(v)
(ˆ
R3
|v − v′|ϑp′µp′(v′)dv′
)p/p′ (ˆ
R3
hp(v′)dv′
)
dvdxdt
≤
ˆ
R3
µp(v)(1 + |v|)ϑpdv
ˆ
(0,∞)×T3
(ˆ
R3
hp(v′)dv′
)
dxdt
= Cp‖h‖pLp .

Clearly, we have
‖Jgf‖Lp(n≤|v|≤n+1) ≤ (C + ‖g‖∞)(‖f‖Lp(n≤|v|≤n+1)) ≤ Cn−β(‖(1 + |v|)βf‖Lp(n≤|v|≤n+1)). (7.5)
Theorem 7.2 (Theorem 1.5 in [23]). Let Ω be a bounded open set in R7 and let f be a strong
solution in Ω to the equation
3∑
i,j=1
σij(t, x, v)∂vi ,vjf + Y f = h,
where Y = −∂t − v · ∇x. Suppose that σ is uniformly elliptic,
‖σij‖Cα(Ω) ≤ C, (7.6)
and f, h ∈ Lp.
Then ∂vi,vjf ∈ Lploc, Y f ∈ Lploc and for every open set Ω′ ⊂⊂ Ω there exists a positive constant c1
depending only on p,Ω′,Ω, α, C and elliptic constant of σ such that
‖∂vi,vjf‖Lp(Ω′) ≤ c1(‖f‖Lp(Ω) + ‖h‖Lp(Ω)),
‖Y f‖Lp(Ω′) ≤ c1(‖f‖Lp(Ω) + ‖h‖Lp(Ω)).
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Remark 7.3. Especially, from [5]
c1 = c2(λ1, λ2)c3(dist(Ω
′,Ω), α, C, p),
where λ1, λ2 are the smallest and the largest eigenvalue respectively. More precisely, there exist
C > 0 and α′ > 0 such that
c2(λ1, λ2) := max|x|2+|v|2+|t|2=1
|Γ0vi,vj(x, v, t)| ≤ C(λ−11 + λ2)α
′
,
where Γ0(ζ−1 ◦ z) is a fundamental solution of
3∑
i,j=1
σij(τ, ξ, ν)∂vi,vjf + Y f = 0 (7.7)
and ◦ is a Lie group operation corresponding to (7.7) for some C > 0.
Remark 7.4. Since f(t, ·, v) is a periodic function on T3, we extend it to a periodic function on (3T)3.
Note that
‖f‖p
Lp(3T3)
= 27‖f‖p
Lp(T3)
.
Define
‖f‖Sp(Ω) := ‖f‖Lp(Ω) + ‖Dvf‖Lp(Ω) + ‖Dvvf‖Lp(Ω) + ‖Y f‖Lp(Ω),
where Y = −∂t − v · ∇x.
Lemma 7.5. Assume (2.4). Let f be a weak solution of (1.6), (1.7), and (1.25) in the sense of
Definition 4.1. Suppose that g satisfies ‖g‖Cα((0,∞)×T3×R3) ≤ C ′ for some 0 < α < 1 and C > 0.
Then there exist ϑ > 0, p > 3, Cϑ,α,C′,p such that
‖f‖Sp((0,∞)×T3×R3) ≤ C (‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ + ‖f0‖∞,ϑ) . (7.8)
Proof. Since ‖g‖Cα((0,∞)×T3×R3) ≤ C, σG satisfies (7.6). Apply (7.1) to Theorem 7.2 with Ω′ = Ω′n
and Ω = Ωn, where
Ω′ = Ω′n := {t ≥ 0, x ∈ T3, n ≤ |v| ≤ n+ 1},
Ω = Ωn := {t ≥ −1, x ∈ 3T3, n − 1/2 ≤ |v| ≤ n+ 3/2}.
Let σG, K1, and Jg are defined as in (1.12), (7.2), (7.3). Then, we have
‖f‖pSp(Ω′n) ≤ (c1)
p
(
‖∂viσijG∂vjf‖pLp(Ω′n) + ‖ag · ∇vf‖
p
Lp(Ω′n)
+ ‖K1f + Jgf‖pLp(Ω′n)
+ ‖(v · ∇x − σijG∂vi,vj )f0‖pLp((−1,0)×3T3×B(0;n−1/2,n+3/2))
)
,
where B(z; r1, r2) := B(z; r2) \B(z; r1). By Lemma 2.3 and Remark 7.3,
c2(λ1, λ2) = Cn
a
for some a > 0 and
c3(dist(Ω
′,Ω), α, C, p) = Cα,C,p.
Therefore,
c1 = Cα,C,pn
a
for some a > 0. Let
Ω˜′n = {t ≥ 0, x ∈ T3, n− 1/2 ≤ |v| ≤ n+ 3/2}.
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Then by Remark 7.4,
‖f‖pSp(Ω′n) ≤ (Cα,C,pn
a)p
(
‖∂viσijG∂vjf‖pLp(Ω˜′n) + ‖ag · ∇vf‖
p
Lp(Ω˜′n)
+ ‖K1f + Jgf‖pLp(Ω˜′n)
+ ‖(v · ∇x − σijG∂vi,vj )f0‖pLp((−1,0)×T3×B(0;n−1/2,n+3/2))
)
,
(7.9)
where Ω˜′n = {t ≥ 0, x ∈ T3, n − 1/2 ≤ |v| ≤ n + 3/2}. Note that by the standard interpolation, we
have
‖Dvf‖pLp(Ω˜′n) ≤ ε
′‖Dvvf‖pLp(Ω˜′n) +
C
ε′
‖f‖p
Lp(Ω˜′n)
. (7.10)
Let β > 2a + 4 and ε′ = ε0 which can be determined later. Then by (7.4), (7.5), and (7.10), we
have∑
(Cα,C,pn
a)p‖K1f + Jgf‖pLp(Ω˜′n)
≤
∑
(Cβ,α,C,p)
pnp(a−β)
(
‖f‖p
Lp
(
(0,∞)×T3×R3)
) + ‖Dvf‖p
Lp
(
(0,∞)×T3×R3)
) + ‖(1 + |v|)βf‖p
Lp(Ω˜′n)
)
≤ (Cβ,α,C,p)p
(
‖(1 + |v|)βf‖p
Lp
(
(0,∞)×T3×R3)
) + ‖Dvf‖p
Lp
(
(0,∞)×T3×R3)
))
≤ (Cβ,α,C,p,ε0)p‖(1 + |v|)βf‖p
Lp
(
(0,∞)×T3×R3)
) + ε0‖Dvvf‖p
Lp
(
(0,∞)×T3×R3)
).
(7.11)
for some ε0. Similarly,∑
(Cα,C,pn
a)p‖(v · ∇x − σijG∂vi,vj)f0(x, v)‖pLp((−1,0)×T3×B(0;n−1/2,n+3/2))
≤
∑
(Cα,C,p)
pnp(a−β)‖(1 + |v|)β(v · ∇x − σijG∂vi,vj )f0(x, v)‖pLp(T3×B(0;n−1/2,n+3/2))
≤ (Cα,C,p)p‖(v · ∇x − σijG∂vi,vj )f0‖pp,β.
(7.12)
Choose ε′ = εn−p(a+2) small enough. Since ‖∂viσijG‖∞ < C, ‖ag‖∞ ≤ C, we have∑
(Cα,C,pn
a)p
(
‖∂viσijG∂vjf)‖pLp(Ω˜′n) + ‖ag · ∇vf‖
p
Lp(Ω˜′n)
)
≤
∑
(Cα,C,p)
p
(
εn−2p‖Dvvf‖pLp(Ω˜′n) + ε
−1n2p(a+1)‖f‖p
Lp(Ω˜′n)
)
≤
∑
(Cα,C,p)
p
(
εn−2p‖Dvvf‖pLp(Ω˜′n) + n
p(2a+2−β)‖(1 + |v|)βf‖p
Lp(Ω˜′n)
)
≤ (Cβ,α,C,p)p
(
ε‖Dvvf‖p
Lp
(
(0,∞)×T3×R3)
) +Cε‖(1 + |v|)βf‖p
Lp
(
(0,∞)×T3×R3)
)) .
(7.13)
Combining (7.9) - (7.13) and absorbing ‖Dvvf‖ term on RHS to the LHS, we have
‖f‖p
Sp
(
(0,∞)×T3×R3)
)
≤ (Cβ,α,C,p)p
(
‖(1 + |v|)βf‖p
Lp
(
(0,∞)×T3×R3)
) + ‖(v · ∇x − σijF ∂vi,vj )f0‖pp,β
)
≤ (Cβ,α,C,p)p
(
‖(1 + |v|)βf‖p
Lp
(
(0,∞)×T3×R3)
) + ‖f0t‖pp,β + ‖Dvf0‖pp,β−2
)
.
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Finally, by Lemma 2.4, Lemma 5.10, the standard interpolation, and Proposition 2.1, we have
(7.8). 
Here we introduce some regularity results in Sp norm.
Theorem 7.6 (Theorem 2.1 in [23]). Let f ∈ Sp(R7), with 1 < p <∞.
(1) If 2p > 14 and p < 14, then f ∈ Cγ(R7), with γ = 2p−14p ;
(2) if p > 14, then ∂vif ∈ Cδ(R7), with δ = p−14p .
Define |||(t, x, v)||| = ρ, where ρ is a unique positive solution to the equation
t2
ρ4
+
|x|2
ρ6
+
|v|2
ρ2
= 1
and
(τ, ξ, ν)−1 ◦ (t, x, v) = (t− τ, x− ξ + (t− τ)ν, v − ν).
Now we can deduce the following lemma.
Lemma 7.7. Assume (2.4). Let f be a weak solution of (1.6), (1.7), and (1.25) in the sense of
Definition 4.1. Suppose that g satisfies ‖g‖Cα((0,∞)×T3×R3) ≤ C for some 0 < α < 1 and C > 0.
If 2p > 14 then, letting α1 = min
{
1, 2p−14p
}
, there exist ϑ > 0 and C = Cϑ,α,C,p such that
|f(t, x, v) − f(τ, ξ, ν)|
|||(τ, ξ, ν)−1 ◦ (t, x, v)|||α1 ≤ C (‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ + ‖f0‖∞,ϑ) .
for every (t, x, v), (τ, ξ, ν) ∈ (0,∞) × T3 × R3, (t, x, v) 6= (τ, ξ, ν).
If p > 14 then, letting α2 =
p−14
p , there exist ϑ > 0 and C = Cϑ,α,C,p such that
|∂vif(t, x, v) − ∂vif(τ, ξ, ν)|
|||(τ, ξ, ν)−1 ◦ (t, x, v)|||β
≤ C (‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ + ‖f0‖∞,ϑ) .
for every (t, x, v), (τ, ξ, ν) ∈ (0,∞) × T3 × R3, (t, x, v) 6= (τ, ξ, ν).
Proof. It immediately follows from Lemma 7.5 and Theorem 7.6. 
Remark 7.8. If τ = t and ξ = x, then
∣∣∣∣∣∣(t, x, ν)−1 ◦ (t, x, v)∣∣∣∣∣∣ = |v − ν|.
By Remark 7.8 and Lemma 7.7, we have
Lemma 7.9. Assume (2.4). Let f be a weak solution of (1.6), (1.7), and (1.25) in the sense of
Definition 4.1. Suppose that g satisfies ‖g‖Cα((0,∞)×T3×R3) ≤ C for some 0 < α < 1 and C > 0. Let
p = 14, then there exist ϑ > 0 and C = Cϑ,α,C,p such that
‖Dvf‖L∞((0,∞)×T3×R3))C (‖f0t‖∞,ϑ + ‖Dvf0‖∞,ϑ + ‖f0‖∞,ϑ) .
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8. Proof of Theorem 1.3
In this section we will use an iteration argument to prove the existence and the uniqueness of the
weak solution of (1.5) - (1.7) in the sense of Definition 1.2. We first construct the function sequence
as follows. Define f (0)(t, x, v) := f0(x, v). Since f0(x, v) satisfies (1.31), by Lemma 4.2, we can define
f (1) as a solution of (1.6), (1.7), and (1.25) with g = f (0). Moreover, by Theorem 1.5, f (1) satisfies
the assumption in Lemma 2.4. Thus we can also define f (2) as a solution of (1.6), (1.7), and (1.25)
with g = f (1). Inductively we can define a function sequence f (n) for n ≥ 0.
Lemma 8.1. There exist C, ϑ0 > 0, and 0 < ε0 ≪ 1 such that if f0 satisfies
‖f0‖∞,ϑ ≤ ε0,
then
sup
n∈N,t≥0
‖f (n)(t)‖∞,ϑ ≤ C‖f0‖∞,ϑ+ϑ0 .
Sketch of proof. It is clear by applying Theorem 1.5 to f (n) inductively on n. 
Lemma 8.2. Let f0 be a given function satisfying (1.31). Let f1 and f2 be weak solutions of (1.6),
(1.7), and (1.25) in the sense of Definition 4.1 with g = g1, g = g2 respectively. Suppose that g1 and
g2 are uniformly Ho¨lder continuous functions satisfying (2.4). Then we have
1
2
‖(f1 − f2)(t)‖22,ϑ¯ +
(
1
2
− Cε
)ˆ t
0
‖(f1 − f2)(s)‖2σ,ϑ¯ds
≤
ˆ t
0
C(‖f2‖∞ + ‖∇vf2‖∞)min
{
‖(g1 − g2)(s)‖22,ϑ¯, ‖(g1 − g2)(s)‖2σ,ϑ¯
}
ds +C
ˆ t
0
‖(f1 − f2)‖22,ϑ¯ds,
(8.1)
where ϑ¯ < 0 is a constant defined as in Theorem 2.8. Therefore by the Gronwall inequality for every
t0 > 0,
sup
t∈(0,t0)
1
2
‖(f1 − f2)(t)‖2,ϑ¯ ≤ eCt0Cεt0 sup
s∈(0,t0)
‖(g1 − g2)(s)‖2,ϑ¯. (8.2)
Proof. Note that f1, f2, g1, and g2 satisfy
∂t(f1 − f2) + v · ∇x(f1 − f2) + L(f1 − f2) = Γ(g1, f1 − f2) + Γ(g1 − g2, f2).
Multiplying the above equation by w2ϑ¯(f1− f2) and integrating both sides of the resulting equation
yields
1
2
‖(f1 − f2)(t)‖2,ϑ¯ +
ˆ t
0
(
w2ϑ¯L(f1 − f2)(s), (f1 − f2)(s)
)
ds
=
ˆ t
0
(
w2ϑ¯Γ(g1(s), (f1 − f2)(s)), (f1 − f2)(s)
)
ds+
ˆ t
0
(
w2ϑ¯Γ((g1 − g2)(s), f2(s)), (f1 − f2)(s)
)
ds
=
ˆ t
0
(I) + (II)ds.
(8.3)
By Lemma 2.7, we have(
w2ϑ0L(f1 − f2)(s), (f1 − f2)(s)
)
≥ 1
2
‖(f1 − f2)(s)‖2σ,ϑ¯ − C‖(f1 − f2)(s)‖22,ϑ¯.
A L2 TO L∞ APPROACH FOR THE LANDAU EQUATION 61
Since g1 satisfies (2.4), by Theorem 2.8, we have
(I) ≤ C‖g1(s)‖∞‖(f1 − f2)(s)‖2σ,ϑ¯
≤ Cε‖(f1 − f2)(s)‖2σ,ϑ¯.
Since we want to control (II) in terms of ‖g1 − g2‖2,ϑ¯, ‖g1 − g2‖σ,ϑ¯, and ‖(f1 − f2)(s)‖σ,ϑ¯, we have
to show that
‖∇vf2‖∞ <∞.
Since g2 is uniformly Ho¨lder continuous by Lemma 7.9, Dvf2 is uniformly bounded. Therefore by
Theorem 2.8, Theorem 1.5, Lemma 7.9, and Young’s inequality, we have
(II) ≤ C (‖f2‖∞ + ‖∇vf2‖∞)min{‖(g1 − g2)(s)‖2,ϑ¯, ‖(g1 − g2)(s)‖σ,ϑ¯}‖(f1 − f2)(s)‖σ,ϑ¯
≤ Cε (‖f2‖∞ + ‖∇vf2‖∞)
(
min
{
‖(g1 − g2)(s)‖22,ϑ¯, ‖(g1 − g2)(s)‖2σ,ϑ¯
}
+Cε‖(f1 − f2)(s)‖2σ,ϑ¯
)
.
Then we have
1
2
‖(f1 − f2)(t)‖22,ϑ¯ +
1
2
ˆ t
0
‖(f1 − f2)(s)‖2σ,ϑ¯ds− C
ˆ t
0
‖(f1 − f2)(s)‖22,ϑ¯ds
≤
ˆ t
0
Cε‖(f1−f2)(s)‖2σ,ϑ¯+Cε (‖f2‖∞ + ‖∇vf2‖∞)min
{‖(g1 − g2)(s)‖22,ϑ0 , ‖(g1 − g2)(s)‖2σ,ϑ0} ds.
Therefore we have (8.1). 
Proof of 1.3. Proof of (1)
• Existence
Let t0 be a given positive constant and ϑ¯ < 0 be a constant defined as in Theorem
2.8. Since f0 satisfies (1.31), by Theorem (1.6), f
(n) is Ho¨lder continuous uniformly in n.
Therefore, by (8.1) we have,
‖(f (n+1) − f (n))(t)‖22,ϑ0
≤ C ′
ˆ t
0
‖(f (n) − f (n−1))(s)‖22,ϑ0ds +C
ˆ t
0
‖(f (n+1) − f (n))(s)‖22,ϑ0ds.
for some C and C ′. Then we will show that
‖(f (n) − f (n−1))(t)‖22,ϑ0 ≤
eCnt0(C ′t)n
n!
(8.4)
for every t ∈ (0, t0) and n ≥ 1 by the induction on n. Suppose that (8.4) holds for n = k,
then
C ′
ˆ t
0
‖(f (k) − f (k−1))(s)‖22,ϑ0ds ≤
eCkt0(C ′t)k+1
(k + 1)!
for t ∈ (0, t0). Therefore, we have
‖(f (k+1) − f (k))(t)‖22,ϑ0 ≤
eCkt0(C ′t)k+1
(k + 1)!
+ C
ˆ t
0
‖(f (k+1) − f (k))(s)‖22,ϑ0ds
for every t ∈ (0, t0). Then by the Gronwall inequality, we have
‖(f (k+1) − f (k))(t)‖22,ϑ0 ≤
eCkt0(C ′t)k+1
(k + 1)!
eCt ≤ e
C(k+1)t0(C ′t)k+1
(k + 1)!
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for every t ∈ (0, t0). Thus we have (8.4) for every n ∈ N. Moreover, we have
lim
N→∞
∑
n>N
sup
0≤t≤t0
‖(f (n) − f (n−1))(t)‖2,ϑ0 = 0.
Thus f (n) is a Cauchy sequence in L2([0, t0] × T3 × R3, wϑ0dtdxdv). Let f = limn→∞ f (n).
Then by (8.2), f is a weak solution of (1.5) - (1.7) in the sense of Definition 1.2.
• Uniqueness
Suppose that f and g are weak solutions of (1.5) - (1.7) in the sense of Definition 1.2.
Then by (8.1), we have
1
2
‖(f − g)(t)‖22,ϑ0 +
(
1
2
− Cε
)ˆ t
0
‖(f − g)(s)‖2σ,ϑ0ds ≤ C
ˆ t
0
‖(f − g)(s)‖22,ϑ0ds.
Since Cε′ < 1/4, we have
1
2
‖(f − g)(t)‖22,ϑ0 ≤ C
ˆ t
0
‖(f − g)(s)‖22,ϑ0ds.
Therefore, by the Gronwall inequality, we have
‖(f − g)(t)‖22,ϑ0 = 0
for every t ∈ (0, t0).
Since t0 is arbitrary, we conclude that the weak solution of (1.5) - (1.7) in the sense of Definition
1.2 uniquely exists globally in time.
Proof of (3)We can apply f to Theorem 1.4, Theorem 1.5, Theorem 1.6, and Lemma 7.9. Then
we have (1.32) - (1.36).
Proof of (2) Let F = µ +
√
µ + f , where f is the weak solution of (1.5) - (1.7) in the sense of
Definition 1.2. Consider
∂tF + v · ∇xF = Q(F,F ) = σijF ∂vivjF + 8piF 2. (8.5)
Similar to Definition 1.2, we can define a weak solution to (8.5) and we can easily check that F is a
weak solution to (8.5). Since f satisfies (1.34), by Lemma 2.4, σF is a non-negative definite matrix.
Therefore, in a similar manner to Section 3, we can obtain a weak minimum principle for (8.5).
Thus, if F (0) ≥ 0, then F (t) ≥ 0.

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