Several empirical studies report violations of the asset-pricing model of Sharpe (1964 ), Lintner (1965 ), and Black (1972 . But, there is no consensus on specification in this literature, as such studies typically consider only a limited number of explanatory variables and do not satisfactorily control for previous findings. Extreme bound analysis (EBA), an imperfect but useful remedy for model uncertainty, suggests that comparatively few factors are robust. Given the cross-section of expected stock returns from July 1963 through December 2000, three of 23 variables -market size as well as short and medium run lagged return -pass the traditional EBA decision rule given all possible 3-, 4-, and 5-factor models of monthly stock returns. This paper also explores several potential improvements to EBA, including explicit consideration of possible multicollinearity, which largely does not affect the results, as well as sample divisions, which suggest that fewer variables are sturdy correlates of returns.
Introduction
A vast literature produces empirical findings that violate the asset-pricing model of Sharpe (1964) , Lintner (1965) , and Black (1972) (SLB) . Rather than endeavour to classify such violations as either risk factors consistent with the efficient markets hypothesis or anomalies inconsistent with market efficiency, this study focuses on the statistical significance of previous findings. In short, the issue is that researchers too commonly consider only a very limited number of explanatory variables and do not satisfactorily control for previous work. This specification bias and model uncertainty raise suspicion that there are few commensurable results in the literature, and our understanding of the determinants of stock returns is therefore limited.
This study attempts to advance the literature on model uncertainty and empirical asset pricing studies in several ways. For example, previous applications of "extreme bound analysis" (EBA) use index-level return data (Durham (2000 (Durham ( , 2001 ), but the initial tests of the capital asset pricing model (CAPM) and the vast proportion of subsequent studies that report anomalies use firm-or portfolio-level data. Therefore, this study closely follows the research design of Fama and French (1992) and uses the cross-section of expected stock returns of NYSE, AMEX, and NASDAQ firms from the CRSP and COMPUSTAT data files from July 1963 through December 2000 (450 months). In addition to the application of EBA to more relevant data, this study explores several possible improvements to EBA. For example, EBA justifiably provokes concern about multicollinearity, and the following analyses incorporate a simple diagnostic indicator, the variance inflation factor (VIF), directly to the decision rules. Also, previous applications of EBA do not satisfactorily consider sample divisions, which is particularly germane to this research question. Division of the sample address two issues -the significance of robust factors in the complete sample to sub-samples and, conversely, whether "true" anomalies are robust in sub-samples but arbitraged away over the 450-month total sample to produce an overall fragile result. Moreover, this paper addresses the concern in the EBA literature regarding the a priori distinction between "free" and "doubtful" variables (McAleer et al. (1985) ), and the EBA in this paper also considers alternative dimensions of the model space and includes 3-, 4-, and 5-factor models for all variables and 6-factor models for those variables that are robust to smaller specifications.
The results suggest that few results are robust to alternative specification assumptions.
Using the complete sample from July 1963 through December 2000, only three of 23 variables pass the traditional EBA criterion with the hypothesized signs, including short run lagged return, medium run lagged return, and market size. More lenient EBA criterion suggest that long run lagged return and sales to market equity (S/ME) are robust, and, given a subset of specifications that considers a simple measure of multicollinearity, book equity to market equity (BE/ME) and total assets to market equity (A/ME) passes the least restrictive EBA decision rule. With respect to sample divisions, the five 90-month sub-periods indicate that only one factor, short run lagged return, is robust in each sample division. Also, very few factors that are insignificant in the complete 450-month sample are robust to any EBA decision rule in any 90-month sub-sample, which generally suggests that few factors are arbitraged away. Consideration of the McAleer et al. (1985) critique produces mixed results, and expansion of the model space to 6-factor models indicates that short run lagged return, medium run lagged return, and market size are still robust to the traditional EBA decision rule.
The next section outlines the motivation for EBA and cites the model uncertainty across the empirical literature on stock market anomalies. Section II reviews EBA decision rules, and Section III discusses the data design and identifies the variables used in the EBA. Section IV presents the traditional EBA results and discusses modifications to EBA. Section V concludes.
I. Model Uncertainty in Asset Pricing Studies
As Leamer (1983 Leamer ( , 1985 suggests, the choice of right-hand side variables in a multivariate regression equation is necessarily based on an assumption. 1 Leamer argues that inferences are robust only if the specification assumptions are broad enough to be credible -that is, the assumptions include a wide set of possible independent variables based on previous literature -and the interval of inferences is narrow enough to be useful -that is, the coefficient estimates should be statistically significant given some conventional decision rule. Of course, a parameter estimate, however statistically significant, does not advance understanding of the dependent variable if the researcher must unduly narrow the conditioning information set and neglect alternative explanations. A finding that is statistically significant only under limited specifications assumptions is subject to specification bias.
As argued elsewhere, most empirical asset pricing studies that attempt to establish an empirical relation between a particular factor of interest and stock returns only consider a small number of select explanatory variables. In fact, the practitioner literature on index level returns includes several studies that do not control for any competing explanation (Durham (2000 (Durham ( , 2001 ). Academic and practitioner studies that use multivariate models but nonetheless exclude other key variables are still potentially susceptible to specification bias. These narrow 1 The motivation for EBA appeals to the design of scientific experiments. Establishment of the ceteris paribus condition is crucial. If all things are not equal in an experimental design, then researchers cannot draw compelling inferences. Financial econometricians of course cannot conduct controlled experiments, but partial statistical correlations, controlling for competing explanations, approximate ceteris paribus.
specification assumptions have produced a diverse and confusing literature that collectively reports that a legion of variables violates the SLB model using firm-or portfolio-level data.
A thorough review of the conditioning information sets of every study that reports such significant results is not feasible, but perhaps a specific example among the vast number of studies will suffice to illustrate the issue. Consider, say, the path-breaking and careful study of Fama and French (1992, p. 439) . They examine the statistical significance of six factorsmarket b, size, BE/ME, A/ME, leverage, and earnings-to-price -and test univariate to 5-factor models. A sizeable empirical literature addresses these six variables, but nevertheless, Fama and French still omit other variables that previous studies indicate affect stock returns. For example, they do not consider, among other variables, any price-history factors (DeBont and Thaler (1985) ), and a researcher sympathetic to the contrarian view of stock market behaviour would therefore likely find their results incommensurable and thus unconvincing. In turn, subsequent studies that report statistically significant coefficients for price history variables also do not control for some key factors. For example, in another influential study, Jegadeesh and Titman (1993) control for size, market b, calendar phenomenon, and earnings announcement effects, but they do not consider, again among other factors, accounting-based variables such as BE/ME, which Fama and French (1992) find to be significant. Moreover, some variables are absent from both studies. For example, neither Fama and French (1992) nor Jegadeesh and Titman (1993) control for economic variables in the arbitrage pricing theory (APT) literature (Chen et al. (1986) ). In short, the varying specification assumptions across these two studies, 2 and indeed the 2 Fama and French (1996) subsequently consider a broader set of factors, including those in Jegadeesh and Titman (1993) 
II. The Mechanics of EBA
The rudiments of EBA can be found elsewhere (Levine and Renelt (1992) ), Sala-i-Martin (1997a , 1997b ), but a brief review of the basic decision rules is necessary. EBA evaluates the sensitivity of a variable in question to alternative conditioning information sets. The procedure entails regressions of the form
where Y is the dependent variable, z is the "doubtful" variable of interest, f is the set of "free"
variables that appear in every regression, and x includes k variables from a set of other doubtful variables, c. The EBA entails running M regressions covering every possible linear combination of a set number of variables from c in x, as the researcher must stipulate the total number of factors in the underlying regression equations following (1). For each model j, there is an estimate, b zj , and a standard error of the estimate, s zj . Assuming that all models are of the same factor size, n, the total possible number of regressions for the M n-factor models is
All scientific disciplines subject inferences to fragility tests (Leamer (1983 (Leamer ( , 1985 ), and of course, specification bias besets empirical studies in other areas of economics. Economists have routinely applied EBA to the study of the demand for money (Cooley and LeRoy (1981) , Hess et al. (1998) ) and economic growth (Levine and Renelt (1992) , Sala-i-Martin (1997a , 1997b ).
Given the estimates from (1), this paper uses three alternative decision rules. The traditional criterion (Levine and Renelt (1992) ) essentially states that each b zj should have the same sign, and each t-statistic among the M regressions should be greater than some predetermined value for a variable to be "robust." Otherwise, the "doubtful" variable is "fragile." Equivalently, the upper and lower extreme bounds among the M regressions follow (3) b zj ± ts zj where t is the stipulated t-statistic, and the extreme bounds must have the same sign. The precise value of t is somewhat arbitrary but follows conventions in hypothesis testing. Levine and Renelt set t equal to 2 (confidence at 4.55 percent), and this study also refers to 1.645 (confidence at 10 percent).
A more lenient criterion (Granger and Uhlig (1990) ), the "R 2 decision rule," stipulates that the extreme bounds be chosen from a subset of the M models that meet some threshold of overall fit. The motivation for this alternative is that the particular models that produce the extreme bounds in the traditional criterion (3) might be inferior or flawed in some way to other specifications among all possible M regressions. The rule stipulates that only models that satisfy
-where R 2 max is the highest R 2 value among all M regressions, and 0 ≤ a <1 -inform the determination of the extreme bounds. The chosen parameter, a, determines the particular threshold but is ultimately arbitrary. Of course, if a is equal to zero, then only the model with the best fit among the M regressions informs the estimate. The following application follows models that satisfy (4).
In addition to the arbitrary specification of a, another potential problem with narrowing the bounds based on overall fit measures concerns multicollinearity, discussed in greater detail in Section IV. Regressions that have comparatively high R 2 values but no statistically significant independent variables often exhibit multicollinearity. The R 2 decision rule, based simply on the overall fit measure, would by definition include such regressions in the subset of models that inform the bounds and therefore increase the likelihood of fragile results.
Finally, the "CDF decision rule" closely follows the test outlined in Sala-i-Martin (1997a , 1997b . This alternative also considers the overall fit of the j th model, but all M regressions still inform the estimates of the bounds. Sala-i-Martin weights the M estimates of b z and s z by some measure of overall fit for the underlying j th regression and uses the cumulative distribution function (CDF), a confidence interval for robustness. The weights, w zj , in this study follow use the (adjusted) R 2 , as in
The weighted estimates follow
The decision rule in this paper is that z is robust if both the weighted normal and non-normal CDFs are greater than or equal to 0.95.
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III. Data and Research Design
This section outlines the data and research design for the EBA and includes details with respect to the composition of c, the particular sample of the cross-section of expected stock returns, the underlying (Fama-MacBeth) regressions that produce the estimates of b zj and s zj , and the factor space of the EBA.
A. The Doubtful Variables
This study examines the robustness of 23 possible correlates of total monthly stock returns.
While these factors are clearly distinct, each can crudely be subsumed under factor groups related to size, accounting-based measures of the price level of the firm, price history or technical patterns, proxies for firm growth potential, and systemic risk. (Additional details are in 4 Sala-i-Martin outlines different calculations of the CDF based on alternative assumptions regarding whether the estimates of b z are normally distributed. In contrast to Durham (2000 Durham ( , 2001 , this application of the CDF tests for the normality of the distribution using the Shapiro-Wilk tests with respect to skewness and kurtosis. These tests largely suggest that the hypothesis that the b z estimates are normally distributed can be rejected. Following Sala-iMartin (1997a , 1997b for non-normal distributions, the aggregate CDF follows
which is the weighted sum of the individual (normal) CDFs for each estimate of b zj and s zj from the M regressions. Appendix I.) Also, following the literature, measurement of each variable is consistent with a realizable investment strategy.
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The size effect is perhaps the most researched empirical anomaly vis-à-vis SLB. In the seminal study, Banz (1981) finds that market equity (ME), a firm's stock price times shares outstanding) explains considerable cross-sectional variation in stock returns. Average returns on stocks with low ME are too high, controlling for market b, and average returns on stocks with high ME are too low. Brown et al. (1983) , Fama (1992, 1993) , Haugen and Baker (1996) and many others subsequently document this correlation. In this study, following Fama and French (1992) , ME in June of year t is matched with returns from July of year t through June of year t -1, and the expected coefficient is negative.
The accounting based measures include six variables in c. A vast empirical literature tests the ratio of a firm's book value of common equity to its market value (BE/ME) (Stattman (1980) , Rosenberg, Reid, and Lanstein (1985) , Fama and French (1992) , Pontiff and Schall (1998) ) and the ratio of earnings to market value (E/P) (Basu (1983) ). Also, the doubtful set includes the dividend yield (D/P) and the ratios of cash flow (Lakonishok et al. (1994) ), sales, and assets to market equity (CF/ME, S/ME, and A/ME, respectively). The expected coefficients on all six variables are positive.
The accounting based ratios essentially represent alternative ways to scale stock prices (Keim (1983) ). Following Fama and French (1992) , to ensure that market participants know the accounting variables before the returns are realized, the COMPUSTAT accounting data for all fiscal yearends in calendar year t -1 are matched with the CRSP returns for July of year t to June of year t + 1. As Fama and French (1992) suggest, the 6-month minimum gap is conservative. The firm's ME at the end of December of year t -1 is the denominator of the accounting ratios. 6 Technical analyses are based on the assumption that past stock returns contain information about future returns, and such chartist strategies based on price history are numerous (Malkiel (1996) ). c includes proxies for contrarian strategies in the short and long run as well as momentum (relative strength) strategies in the medium run. De Bondt and Thaler (1985) posit a negative correlation between past and future returns and argue that stock markets tend to overreact with excessive pessimism (optimism) following series of poor (exceptional) returns.
The long run proxy in this study is the average monthly return from the 25-through the 60-month lagged return, and the expected sign is negative. With respect to the short run, Jegadeesh (1990) suggests that large orders create price pressure that causes returns to reverse direction. The proxy is the one-month lagged return, and the expected sign is negative. Relative strength strategies exploit medium run inertia in stock returns, and Jegadeesh and Titman (1993) find evidence of lagged reactions to earnings reports and therefore a positive correlation. The medium run proxy is the average monthly return from the 7-through the 12-month lagged return, and the expected sign is positive.
Factors that purport to capture firm profitability include profit margin, capital turnover, the return on assets (ROA), and the return on equity (ROE) (Haugen and Baker (1996) ). Similar to the numerator of the accounting-based factors, data for these variables are measured for fiscal year t -1 from COMPUSTAT and matched with returns from July of year t through June of year t + 1. The expected coefficient for these four variables is positive. Sales growth (Lakonishok et al. (1994) ), measure as the percentage rank among all firms in the COMPUSTAT database during fiscal year t -1, 7 and a "glamour" proxy (Lakonishok (1994) ), the interaction between the sales rank and the (percentage) rank of CF/ME, are also included in c with expected positive and negative signs, respectively.
Finally, c also includes seven alternative measures of risk. First and foremost, these include the post-ranking market b to test the CAPM, and the post-ranking procedure closely follows Fama and French (1992) . That is, all NYSE stocks in CRSP are sorted on ME for each year using the June value. NYSE, AMEX, and NASDAQ stocks that have the required CRSP and COMPUSTAT data for the remaining doubtful variables are then allocated to five size portfolios based on the NYSE breakpoints for each year. Each size quintile is then divided into five portfolios on the basis of pre-ranking bs for individual stocks, estimated from 60 monthly returns in the five years before July of year t. Variables associated with arbitrage pricing theory (APT) are also included in c. These factors comprise bs with respect to industrial production, the total return spread between 3-due to market-wide variation in the ratio during the year (Fama and French (1992, p. 430) )." 7 Given data limitations, this proxy differs from the 5-year (weighted) sales growth rankings in the literature (Lakonishok (1994) ). 8 Following Fama and French (1992) , the b breakpoints for each size quartile are set with respect to NYSE stocks. 9 Fama and French (1992) form 100 portfolios. Given the limited number of firms for which data on all doubtful variables are available, this study uses two quintile divisions on size and pre-ranking b to produce 25 size-b portfolios.
month Treasury bills and long-term government bonds, the total return spread between long-term corporate and government bonds (Chen et al. (1986) ), and inflation (Haugen and Baker (1996) ).
The calculation of the bs follows Fama and French (1992) , as the pre-ranking bs are formed with respect to economic state variables instead of the market proxy. Similar to the market b, the expected sign is positive.
Additional variables under the broad rubric of risk include firm leverage, total firm assets to the book value of total equity (A/BE) (Fama and French (1992) ), and the interest coverage ratio (times interest earned), net operating income divided by interest expense (Haugen and Baker (1996) ). The expected signs are positive and negative, respectively.
B. The Sample
The EBA covers all firms for which there are data in the intersection of the NYSE, AMEX and NASDAQ return files from CRSP and the merged COMPUSTAT annual industrial files of income-statement and balance-sheet data.
11 Following Fama and French (1992) , the analysis uses COMPUSTAT data beginning in fiscal year 1962, and the data for all variables extend through December 2000.
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Given the requirement that firms in the sample have data on all 23 doubtful variables, the underlying M models typically include fewer cases than studies with more restricted 10 A stock's b is not necessarily constant -"a stock can move across portfolios with year-to-year changes in the stock's size (ME) and in the estimates of its b for the preceding 5 years (Fama and French (1992, p. 432) )." 11 CRSP data cover almost 90 percent of all firm-years for which COMPUSTAT data are available for all variables in the analysis. A dataset of firm-years for which there are no CRSP data is available on request. 12 As Fama and French (1992, p. 429) explain, some series, including the book value of common equity, are not generally available prior to 1962. Also, COMPSTAT data before 1962 have considerable selection bias.
specification assumptions. The average number of firms in the monthly cross-sectional regressions for the 450-month sample is 646.
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C. Data Design: Fama-MacBeth Regressions
The purpose of this study is not to propose alternative estimation procedures for the underlying regressions that produce b z and s z but to expand the specification assumptions and assess the sensitivity of previous findings to alternative conditioning information sets.
Therefore, the estimation methods follow common convention in the literature, and the organization of the underlying regressions is similar to Fama and French (1992) . The M models follow the familiar Fama-MacBeth (FM) procedure -b zj and s zj are FM coefficients and standard errors, respectively, based on time-series averages of the monthly cross-sectional regression estimates.
Also similar to Fama and French (1992, given data constraints and, more importantly, that each variable in c (besides of course the post-ranking market b and the APT bs) are measured precisely for individual stocks, there is no reason to waste information in these variables by forming portfolios. Therefore, the unit of analysis in the monthly regressions is the individual (firm) monthly stock return from CRSP. 13 The average number of stocks in the monthly regressions in Fama and French (1992, p. 439 ) is 2267. In this study, the number of observations in the cross-section increases for more recent sample periods. 
D. EBA Design
Description of the details on this particular application of EBA is necessary. For example, the EBA does not follow (1) precisely because the underlying FM regressions include no f set. That is, the models resemble
where Y is the one-month stock return, and z and x are from c. Therefore, (8) 
IV. EBA Results
The section outlines four sets of results based on the 9086 estimates of b z and s z . The first is the application of EBA to the cross-section of expected stock returns with no restrictions on the underlying regressions. The remaining results address improvements to EBA, including a restricted EBA based on an indicator of multicollinearity, sample divisions that examine the stability of the estimates over time, and a relaxation of the assumption of an empty f set. In addition, this section considers 6-factor models for those variables that are robust to the traditional EBA decision rule using 3-, 4-, and 5-factor models.
A. Total (450-month) Sample of M Regressions: Traditional, R 2 , and CDF Criteria
As Table IA indicates, ME is robust to every decision rule, including the traditional criterion, as the lower and upper bounds (columns 3 and 4) among the 9086 regressions (column 1) are both negative and consistent with the hypothesis that returns decrease with ME. The lower and upper bounds (columns 7 and 8) for the subset of 123 regressions (column 10) that produce comparatively high R 2 values are necessarily also both negative, and ME also passes the CDF decision rule, as both the weighted (column 11) and non-weighted (column 12) CDF values are greater than 0.95.
Only one of the six accounting-based variables of the price level of the firm are robust to at most one EBA decision rule. For example, BE/ME is significant in approximately 67 percent (column 5) of the 9086 regressions, and the weighted coefficient (column 1) 14 is positive as hypothesized, but the upper and lower bounds have the opposite sign. As column 9 indicates, about 75 percent of the 32 regressions that have a comparatively high R 2 values produce statistically significant estimates, and therefore BE/ME also fails the R 2 decision rule. Similarly, the non-normal CDF is 0.947, and the factor thus narrowly fails the CDF criterion. The robustness of BE/ME seems particularly sensitive to whether x includes A/ME or S/ME. For example, column 6 (7) in Table IB , which examines the sensitivity of the estimates to the inclusion of each remaining variable in c, indicates that only approximately 1.5 (15.1) percent of the regressions that include A/ME (S/ME) produce statistically significant estimates. 15 To the 14 The weighted coefficient follows (6). 15 The issue of potential multicollinearity between these variables is addressed shortly.
other extreme, BE/ME is significant in about 82.3 percent of the regressions that include ROE (Table IB, column 14) .
E/P is clearly fragile and passes no EBA criterion. In fact, the weighted coefficient is perversely negative, and the estimate is significant with 10 percent confidence in only approximately 1.6 percent (column 6) of the 9086 regressions. D/P has a perversely negative weighted coefficient and is not robust to any decision rule, as about 19.3 percent of the M regressions produce significant estimates. The estimates for CF/ME produce a positive weighted coefficient as expected, but the parameters are only significant in about 37.2 percent of the M regressions, and the CF/ME is not robust to any EBA criteria. Also, A/ME has the expected positive weighted coefficient, but is only significant in about 65.2 percent of the 9086 regressions, and the CDF only passes the threshold under the normality assumption.
S/ME is robust to the CDF decision rule with a non-normal CDF of 0.990 and is therefore the only accounting based variable to pass an EBA decision rule. The factor does not pass the traditional criterion, as 87.3 percent of the M regressions are significant, or the R 2 decision rule, as 85.7 percent of the 28 regressions with comparatively greater R 2 values are significant. Table   IB (column 2) indicates that S/ME is somewhat more sensitive to inclusion of BE/ME, as only 51.1 percent of the specifications that include BE/ME produce significant results.
The price history variables are largely robust to EBA. For example, one-month lagged return is significant with the expected negative sign in all 9086 regressions, and the variable passes every EBA decision rule. The weighted coefficient suggests that a one percentage point increase in returns in the previous month produces about a 6.1 basis point decrease in returns in the current month, and the bounds range from -7.7 to -4.2 basis points. 16 The EBA also supports the hypothesis of medium run inertia in stock returns. Medium run lags returns are robust to the three EBA decision rules, and the weighted coefficient suggests that a one percentage point increase in average 7-to 12-month lagged return leads to an approximate 5.5 basis point increase in contemporaneous returns. The extreme bounds range from 1.8 to 9.9 basis points. Finally, some data support the long run contrarian hypothesis. For example, long run lagged return is robust to the CDF and R 2 decision rules, but the factor is not robust in all 9086 regressions, as about 82.9 percent produce significant estimates. As Table IB indicates, the factor is comparatively more sensitive to specifications that include either BE/ME or S/ME.
Long run lagged return is only significant in 59.8 percent of these regressions.
The six factors that broadly relate to firm profitability are not robust. The results for profit margin, capital turnover, ROA, ROE, sales rank, and the glamour proxy do not pass any respectively. Also, each variable is significant in every regression that has a comparatively high R 2 value, but the lower and upper bounds do not have the same sign, and therefore these factors do not pass any decision rule.
The remaining risk proxies are clearly not robust to EBA. A/BE is only significant in about 2.2 percent of the M regressions with 10 percent confidence, and the interest coverage ratio is only significant, again with 10 percent confidence, in about 2.7 percent of the 9086 regressions.
B. Multicollinearity and the VIF Restriction
EBA understandably elicits some concern with multicollinaerity, 17 and previous applications with respect to index-level stock returns (Durham (2000 (Durham ( , 2001 ) as well as other research questions do not satisfactorily addresses the problem. Again, EBA entails all possible linear combinations of n-variables from c, and some specifications are likely to be more problematic in this regard than others. Consider the extreme example of the 5-factor model that includes the accounting based variables BE/ME, E/P, D/P, CF/ME, and A/ME on the right-handside (as either z or in x). All of these factors scale price and are positively correlated with one another. Nonetheless, this model is one of the 9086 regressions that inform the traditional decision rule. The R 2 and CDF decision rules might exclude this specification on the basis of McCloskey and Ziliak (1996) ). 17 Leamer (1985, 312) argues that the complaint that EBA "does not deal with serial correlation, nonnormality, etcetera, is quite irrelevant…it is hardly reasonable to complain that brain surgery can't cure a hangnail." That said, overall fit. But as discussed in Section II, these two EBA criteria do not exclude models with comparatively high overall fit but possibly severe multicollinearity. Therefore, failure to consider multicollinearity, which inflates s z and therefore widens the extreme bounds, increases the risk that the EBA will erroneously reject a variable as fragile.
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To address this issue, this section examines a modification of EBA that excludes regressions that exhibit a degree of multicollinearity based on the variance inflation factor (VIF) of the corresponding j th specification. 19 The objective is to isolate instances in which multicollinear specifications, rather than specification bias, disqualifies an otherwise robust correlate. Indicators of multicollinearity are somewhat arbitrary, but most rule of thumb measures suggest that a VIF equal to 10 indicates a problematic degree of multicollinearity (Belsley et al. (1980) ). The VIF restriction for the M models is more aggressive -a specification with a VIF greater than 5 does not inform the estimates. The EBA decision rules only apply to the subset of regressions that produce VIFs below the threshold. Goldberger (1991) , multicollinearity ultimately reflects the fact that there are insufficient data to produce statistically significant relations among a set of imperfectly collinear variables. The problem is secondary to satisfactory specification -multicollinearity is not a sufficient excuse for ignoring competing factors. 19 The VIF is equal to
b, the industrial production b, the yield curve b, the inflation b, and the interest coverage ratio.
Of course, the EBA results for those variables are identical to those in Table IA. Considering the variables for which multicollinearity is potentially problematic, 83 of the regressions summarized in Table IA for ME produce VIFs that exceed the threshold. But again, ME is nonetheless robust to all 9086 possible 5-factor models. Perhaps as expected, the VIF restriction indicates that the specifications for accounting-based variables produce the most severe multicollinearity. For example, the proportion of M regressions in Table IA that exceed the VIF threshold ranges from approximately 17 percent (BE/ME) to about 32 percent (E/P, D/P, and CF/ME). 20 But, even with the VIF restriction, E/P, D/P, and CF/ME do not pass any EBA decision rule, and S/ME similarly fails the extreme and R 2 decision rules. However, BE/ME and A/ME, which are fragile according to the results in Table IA , are robust to the CDF decision rule according to Table IB , as the weighted non-normal CDF values (column 12) are greater than 0.95. However, neither BE/ME nor A/ME pass the traditional or R 2 decision rules, as only 80.9
and 81.0 percent of the 7501 and 7316 regressions produce statistically significant estimates, respectively.
Also, about 3 percent of the M regressions for the post ranking corporate yield spread b exceed the VIF threshold, but the factor still fails all decision rules among the subset of 8837
regressions. Approximately 2 percent of the regressions for leverage (A/BE) exhibit multicollinearity, but the factor fails every EBA decision rule given the remaining 8875 regressions.
In sum, models that produce VIFs > 5 for z inform 21 of the EBA tests that indicate fragility in Table IA (across the eight variables). The VIF restriction indicates that only two of these results -the (non-normal) CDF decision rules for BE/ME and A/ME -are sensitive to multicollinearity. And again, the EBA for 14 of the 23 variables is not based on any regression that produces a VIF greater than the threshold. Therefore, while the issue is potentially problematic, the results in Table IA do not seem particularly beset by multicollinearity. More generally, multicollinearity need not preclude EBA of doubtful variables, and the VIF restriction can accommodate any threshold of concern.
C. Division of the Sample
Another shortcoming of previous applications of EBA regards satisfactory consideration of the stability of the decision rules over different sample periods, which is particularly germane to the study of expected stock returns. 21 Again, the EBA in Tables 1A and 2A refer particularly ME, short run lagged return, medium run lagged return -in the complete sample also sturdy given sub-periods of the data? Second, are some anomalies (or risk proxies) robust in such sub-samples but arbitraged away over the remaining months of the total sample, producing fragile results in Tables 1A and 2A? To address this issue, Tables 3-7 Therefore, insignificant results might partially reflect the decrease in degrees of freedom rather than sample bias. Table IA, the factor passes the CDF decision rule for the period, and the weighted coefficient is negative as expected. The data indicate that one month lagged return passes the extreme and the R 2 decision rules. The weighted coefficient, -6.5 basis points per percentage increase in returns, is consistent with the hypothesis. Also, the glamour proxy passes the CDF decision rule, but only 57.2 percent of the M regressions are significant, and only about 6.5 percent of the 46 regressions with comparatively greater R 2 values produce significant estimates of b z . Moreover, the weighted coefficient is positive, which contradicts the hypothesis.
C.1. July 1963-December 1970
C.2. January 1971-June 1978
As Table IV indicates, seven of the 23 factors pass at least one decision rule, but only two variables pass the traditional criterion using the sub-period from January 1971 through June 1978. Similar to the previous period, the weighted coefficient for ME is negative, as expected, and the estimate passes the CDF decision rule, but only about 30.2 percent of the regressions produce statistically significant estimates. Some data suggest that three accounting variables - 22 Of course, anomalies can be arbitraged away within the 90-month sub-periods.
BE/ME, CF/ME, and A/ME -are robust, at least according to the CDF decision rule. Also, this sub-period is consistent with the results in the complete sample regarding price history patterns.
One-month lagged return as well as medium run lagged return pass all decision rules with negative and positive weighted coefficients, respectively. Long run lagged return is robust to the CDF decision rule and has a negative weighted coefficient. None of the profitability or risk factors passes any decision rule.
C.3. July 1978-December 1985
According to Table V , four of the 23 variables pass at least one decision rule using data from July 1978 through December 1985. ME has the expected negative sign and is significant in 99.7 percent of the regressions and very narrowly fails the extreme criterion. However, ME is robust to the R 2 and CDF decision rules for the period. Also, consistent with the overall results, S/ME produces a positive coefficient as hypothesized and the result is robust to the CDF decision rule. The data from July 1978 through December 1985 also confirm the robustness of one-month lagged return, as the weighted coefficient is negative and statistically significant in all M regressions and therefore passes each decision rule. Medium run lagged return has the hypothesized positive coefficient and passes the R 2 and CDF decision rules. None of the profitability or risk factors pass any decision rule.
C.4. January 1986-June 1993
Table VI indicates that four of the 23 variables pass at least one EBA decision rule using data from January 1986 through June 1993. Again, S/ME has a positive weighted coefficient, is significant in about 60.0 percent of the M regressions, and passes the CDF decision rule. One-month lagged return has a negative weighted coefficient and is robust to each decision rule, and medium run lagged return has a positive weighted coefficient and is also robust to each criteria.
Long run lagged return is significant in 77.5 percent of the regressions and is robust, at least according to the CDF decision rule. None of the profitability or risk factors pass any decision rule.
C.5. July 1993-December 2000
Finally, Table VII indicates that five of the 23 factors are robust to at least one EBA decision rule using data for the most recent period. For example, D/P is significant in 48.3 percent of the M regressions and passes the CDF decision rule. But, the weighted coefficient is perversely negative. Turning to price history variables, one-month lagged return is again robust to each decision rule. The weighted coefficient is still negative, but the estimate of about -3.1 basis points is the smallest among the sub-sample estimates. Average medium run lagged return has the expected positive weighted coefficient, but the factor passes only the CDF decision rule.
Two of the profitability variables pass the CDF decision rule. ROA is significant in 38.3 percent of the regressions, but the weighted coefficient is negative and contradicts the hypothesis. Also, the glamour proxy is significant in about 44.8 percent of the M regressions, and the weighted coefficient is negative as hypothesized. None of the risk factors is robust to any EBA decision rule.
C.6. Summary of Sample Divisions
In general, these results suggest that the results for the complete sample are somewhat sensitive to sample divisions. For example, eight of the 23 variables in Table IIA pass at least one EBA decision rule with the VIF restriction, but only seven of these variables are robust to at least one EBA criterion in at least one 90-month sub-sample. Also, among the three variables that pass the traditional criterion in Tables 1A and 1B , only one-month lagged return is robust to all decision rules with the hypothesized negative sign in the five sub-periods. Average medium run lagged return is not robust to any decision rule in the July 1963 through December 1970 period, and some evidence suggests that the size effect has vitiated over time -ME is not robust to any decision rule using the two sub-periods after January 1986.
Also, few data indicate that anomalies are arbitraged away in the complete sample.
Among the 15 variables that do not pass any EBA decision rule in Table IIB , none passes either the traditional or R 2 decision rules using any sub-period of the total sample. Only CF/ME passes the CDF decision rule with the expected weighted coefficient using data from January 1971 through June 1978. ROA and D/P pass the CDF rule using the most recent sample, but the weighted coefficients contradict the hypotheses, and while the glamour proxy is robust to the CDF rule in the first and most recent sub-samples, the weighted coefficients are alternatively positive and negative, respectively.
D. The McAleer et al. (1985) Critique
Some argue that the a priori decision to place a variable in f as opposed to c and vice versa is problematic for EBA (McAleer et al. (1985) ). Again, the preceding application of EBA does not make the potentially problematic distinction between "free" and "doubtful" variables.
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But, to consider this critique more fully, this section examines the related argument that if some variables in c are indeed robust, perhaps all M specifications that exclude such variables are therefore mis-specified, and such specifications should not inform the extreme bounds.
Again, Tables 1A and 2A indicate that three factors pass the traditional criterion -ME, short run lagged return, and medium run lagged return. To address the question of whether (8) is mis-specified, Table VIII presents EBA that includes these three factors in f. The results refer to 5-factor models that include z, f, and one of the remaining variables in c (which therefore exclusively includes variables that are not robust to the traditional criteria). All regressions that inform the bounds satisfy VIF zj ≤ 5, and therefore there are no more than 19 estimates of b zj and
The results are somewhat mixed. For example, as Table VIII indicates, long run lagged return is significant with the expected negative sign in all 19 possible specifications. The factor therefore passes the traditional, R 2 , and CDF decision rules. The post-ranking corporate spread b is also significant in all possible models, but the upper and lower bounds are curiously negative, in contrast to the hypothesis and the weighted coefficients in Tables 1A and 2A . Similarly, the remaining APT variables with respect to industrial production, the yield curve, and inflation pass the R 2 and CDF decision rules. However, the weighted coefficients and (restricted) extreme bounds are negative and perversely suggest a negative relation between risk and return.
Table VIII also suggests that some accounting variables are robust, at least according to the most lenient CDF decision rule. BE/ME, CFME, A/ME, and S/ME pass the criterion and have the expected positive weighted coefficients. The remaining 12 variables are not robust to any EBA decision rule using f.
D. EBA and Model Space: N-factor Models
Similar to the McAleer et al. (1985) critique, some suggest that EBA problematically fails to provide guidance on underlying model space (Temple (2000) ). The researcher must stipulate whether (1) or (8) is an n-factor model, and in the absence of formal guidelines, the preceding EBA follows convention in the literature and includes estimates of b z and s z from 3-, 4-, and 5-factor equations. Of course, while perhaps not generally representative of the literature, factor models of greater space are possible given the number of variables in c.
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Consideration of additional models can only widen the extreme bounds. Therefore, the question is whether the robust variables in Tables 1A and 2A -ME, short run lagged return, and long run lagged return -pass the EBA decision rule under broader assumptions about the model space. To address this issue, Table IX presents the EBA results for these variables using 6-factor models. In short, the data suggest that each factor is robust according to the traditional decision rule. The upper and lower bounds for ME, short run lagged return, and long run lagged return have the same sign, considering up to 26,334 6-factor models for each variable. Also, the weighted coefficients are of very similar magnitude to those listed in Tables IA and IIA .
V. Conclusions
The vast empirical literature on stock returns produces several contradictions of the SLB model but no consensus on specification. EBA, which has been extensively applied to other econometric issues, can usefully address such model uncertainty and specification bias. There is no reason why empirical studies of the cross-section of expected stock returns should be less rigorous than empirics of economic growth or the demand for money.
24 Concern with multicollinearity grows with an increase in the model space. However, the VIF restriction can be applied to any n-factor model and address the issue.
That said, in contrast to previous applications, EBA should not be applied mechanically without transparent presentation of the underlying regressions. Toward that end, Section IV explores several possible improvements to EBA. These include consideration of specifications that produce wide bounds (Tables 1B and 2B ), explicit incorporation of VIFs to address multicollinearity, divisions of the sample, alternative compositions of f and c, and broad assumptions with respect to model space.
Given these addenda, perhaps particularly including the exclusion of models that exhibit multicollinearity, the results generally suggest that few factors are robust to alternative specification assumptions using the cross-section of expected stock returns. All 23 variables are significant in at least one 5-factor model with 10 percent confidence, but only three variables pass the traditional EBA decision rule, and four additional factors are robust to more lenient criteria. Moreover, the sample divisions suggest that only one variable, short run lagged return, is robust in each 90-month sub-period, and little evidence suggest that anomalies are arbitraged away over the complete sample.
Additional sensitivity analyses would be instructive. For example, the list of 23 doubtful variables is not exhaustive. While data availability is a formidable practical issue, EBA of other factors, including for example liquidity measures such as bid-ask spreads, 25 would be instructive.
Regarding a related issue, some variables in c have alternative measures, including most prominently the technical factors given numerous chartist strategies. Also, EBA could address other measures of the dependent variable and consider stock returns over a longer period, in addition to monthly returns. Finally, perhaps additional "global sensitivity analyses" (Leamer 25 Bid-ask spreads were not included in c given that the CRSP series does not extend to July 1963.
(1985)) would be useful and address issues such as sample selection 26 in addition to specification bias.
26 Issues related to sample selection might include exclusive EBA of firms with certain characteristics with respect to the variables in c, such as size or value. For example, a researcher might explore whether there are robust correlates of small cap stocks (using some threshold of ME). 
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