Abstract. This paper presents a filled function algorithm for constrained global minimization problems. The devised filled function contains only one parameter which could be adjusted easily during the iterations. The properties of the proposed filled function are discussed, and a filled function algorithm is given. At the end of the paper, a few numerical examples are included to show the effectiveness of the filled function algorithm.
Introduction
A variety of problems arising from science and engineering fields can be modelled as a nonlinear global minimization problems, and lots of existing effective optimization methods can be used to solve these problems, including both stochastic methods and deterministic methods. For general global optimization program without specific structure, filled function method [1, 2, 3, 4] is one of the efficient deterministic methods. The filled function method was proposed originally by Ge [1] for unconstrained or box-constrained smooth global optimization problem. With the emergence of more and more practical problems which can be modelled as constrained global optimization programs, it is necessary to extend the extant filled function methods and set up a new filled function method for constrained global optimization program. Motivated by the spirits of filled function method for unconstrained global optimization program, in this paper, we propose a new filled function method which is applicable to both smooth and non-smooth constrained global optimization program. The idea of this filled function method is that the objective function tries to escape from the extant optimizer via the constructed filled function to find out a better optimizer. The proposed filled function method contains two phases. The first phase searches for one minimizer of the original constrained global minimization problem via any efficient local constrained minimization algorithm., such as penalty function method. After this phase finished, filled function method switches to phase two. Phase two constructs a filled function and minimizes it, and obtains an better initial point for the first phase The two phases are done repeatedly, until no improved optimizer be found.
This paper is organized as follows: Following this introduction, in Section 2, we introduce some basic knowledge which will be used in the subsequent sections, and then propose a new filled function and investigate its properties. In Section 3, we present one filled function method. And in Section 4, we give a few numerical examples to show the effectiveness of the proposed filled function algorithm.
A Novel Filled Function and Its Properties
In this paper, we consider the following constrained non-smooth global minimization problem (P): min ( ),
simplicity, we let L(P) be the set of local optimizers of the problem ( ) P and let * ( ). x L P ∈ The main tools used by the filled function method for non-smooth global minimization is Clark generalized gradient. For more details of the Clark generalized gradient, please refers to [8] .
Now, we give a definition of the filled function for non-smooth global minimization problem (P) as follows: Definition. A function * ( , ) P x x is said to be a filled function of the problem (P) at
In the following, we give our proposed filled function below:
where \ n c R X ∈ is a preset point. The following theorems prove that * ( , , ) P x x r is a filled function.
and therefore it holds that 
Since Closure(S)=Closure(int S),there exists an another feasible point x f x f < . The proof of the theorem is completed.
Filled Function Algorithm for Constrained Global Minimization (FCGM)
Based on the properties of the proposed filled function in the previous section, we give a filled function algorithm below.
Filled function algorithm

Initialization step
Set a prefixed point X R c n \ ∈ satisfying ( , ) min 1. x of the problem ( ) P with
x x = and go to 2;
Else if x as a global minimizer of the problem ( ) P and the algorithm stops.
Remarks
(1) From the proof of the properties of the filled function for non-smooth global optimization problem, we see that the proposed filled function method are also applicable to both unconstrained and smooth constrained global optimization problem.
(2) The proposed filled function method contains two phase: local minimization and filling. Phase 1 aims at finding one local optimizer for the problem ( ), P and Phase 2 tries to locate a better starting point for the constructed filled function problem. The two phases repeat until no any better optimizer can be identified.
(3)In the phase 1, for non-smooth constrained global minimization problem, we can use any nonsmooth local minimization algorithm, such as Hybrid Hooke and Jeeves-Direct Method for Nonsmooth Optimization [7] , Mesh Adaptive Direct Search Algorithms for Constrained Optimization [6] , Bundle methods, Powell's method, etc. And for smooth constrained global minimization problem, we can use penalty function method to search for its local optimizer. In phase 2, the minimization of the constructed smooth filled function can be implemented by any local minimization procedure, such as conjugate gradient method.
Numerical Experiment
In this section, we implement numerical tests for three examples. All these tests are programmed in Fortran 95. To find a local optimizer, in non-smooth case, we use Hybrid Hooke and JeevesDirect Method for Non-smooth Optimization [7] and the Mesh Adaptive Direct Search Algorithms for Constrained Optimization [6] Table 1 and Table 2 . 
