Fluctuations in alongshore wind stress r calculated from Fleet Numerical Oceanography Center geostrophic winds along the west coast of North America are relatively energetic at alongshore wave numbers III -< 1.1 x 10 -3 cpkm and frequencies 0.025 < co < 0.5 cpd, and they effectively drive a coastal sea level (0 response within this (l, co) band. Equatorward propagation (l < 0) dominates the winter r fluctuations for co < 0.35 cpd, and poleward propagation (l > 0) dominates the summer r fluctuations for co < 0.1 cpd. In contrast, poleward propagation strongly dominates the • fluctuations in both seasons, but more so in summer. The largest coherence between • and r is observed in that part of (l, co) space where z is most energetic: i.e., for 0 < I < 1.1 x 10 -3 cpkm in summer and -1.1 x 10 -3 •< I < 0 cpkm in winter. Results are compared with predictions from theoretical models for wind-driven coastally trapped waves. The observed transfer functions show evidence for near-resonant ( response in both seasons, with the largest gain found along a single ridge of approximately constant poleward phase speed, along which the response is approximately in phase with r. This behavior is consistent with a response dominated by one coastally trapped wave mode governed by a forced, first-order wave equation with a linear friction term. The maximum gain tends to decrease along this ridge with increasing I and co in summer, and at least with increasing co in winter, during which we could not resolve the I dependence. This observed decrease in maximum gain is not predicted by a single wave equation. The contribution of higher wave modes to the total ( response may explain a part of this observed decrease.
Cn-1rnt -1t-rny -1t-(cnrfn)
(1) was added in an ad hoc manner in these early studies. Brink [1982] showed that if friction is sufficiently strong, each mode becomes frictionally coupled to all other modes. In previous studies where one mode was assumed to dominate the response, (1) was found to predict the • response at a given location along the coast with reasonably good accuracy [Hamon, 1976; Clarke, 1977; Halliwell and Allen, 1984] . It was also found to predict the nature of certain observed statistical relationships between the response and r [Allen and Denbo, 1984] . In the present study, we determine that a single wave equation ( Tables 1 through 3. observed properties of the • response to r in wave numberfrequency space. We show that the properties not predicted by a single wave equation can at least in part be explained by the contribution of higher modes to the total response.
We first describe the z and c• data sets and discuss certain properties of these sets that may affect our analyses (section 2). We then discuss the basic statistical properties of the z and • fields in summer and winter, comparing them to observations reported by Halliwell and Allen [1984] for summer 1973 and to properties predicted from (1) by Allen and Denbo [1984] (section 3). We then present the • and r wave numberfrequency autospectra (section 4) and discuss the observed Table 1 ). Grid point 7 is located at y = 0 km, and the alongshore spacing of the points is Ay = 180 km. Our common analysis domain for both • and r includes grid points 2 through 17 (-900 < y < 1800 km) since no coastal sea level data were available from point 1 south. However, r is also available at grid points south to central Baja California (grid point 32; y = -1800 km). We study the following four spring- summer ( We compute r time series using geostrophic winds obtained from FNOC [Bakun, 1975; Halliwell and Allen, 1987 ] and interpolated to the CODE analysis grid. Hereinafter, we refer to this field as calculated r. The coarse spatial resolution of calculated r effectively restricts its use to represent fluctuations with wavelengths greater than several hundred kilometers. Calculated r is used for the 4-year study interval because the highest-quality CODE large-scale measured wind data set spans the interval 1981-1982 and because calculated winds are readily obtainable over a larger alongshore domain than measured winds. The properties of, and relationships between, the calculated and measured wind fields are discussed by Halliwell and Allen [1987] . To assess the effects of using calculated r in the present analysis, we study properties of wave numberfrequency auto-spectra and cross-spectra of calculated r, measured r, and • using measured winds from several stations (Figure 1 and Table 3 Wind velocity usually varies in the across-shore direction over the continental shelf, and may also be directly influenced by local topography at the coast. The measured wind set consists of a mixture of coastal land stations and offshore buoys. Because of these factors, the variance of measured and calculated alongshore winds differs substantially at many locations along the coast. Halliwell and Allen [1987] found that it was not possible to adjust measured coastal land winds to represent winds over the outer continental shelf within the CODE large-scale domain in a consistent manner. They also found, however, that properties of wave number-frequency autospectra and cross-spectra of alongshore wind were not sensitive to the distribution of wind variance along the coast. Since
• is a nonlinear function of V 1 o, and since the drag coefficient is a function of wind speed if it exceeds 11 m s-•, any differences in alongshore wind variance along the coast will be amplified in z. We therefore felt that it was necessary to repeat these tests in this paper for the z field. We do this by including analysis results for adjusted measured z wherever we compare analysis results for calculated r to those of measured z. To form adjusted measured z, we simply scale the amplitude of measured z so that its variance equals the calculated z variance at that alongshore location. (We do not intend to imply by this choice that the calculated z field represents the alongshore distribution of z variance more accurately than the measured z field.) Comparison of results obtained from the different r fields allows us to assess the effects of errors in measuring the alongshore distribution of r variance.
BASIC STATISTICAL PROPERTIES OF THE r AND _• FIELDS

Means and rms Amplitudes
In all analyses presented in this paper, summer and winter statistics refer to statistics averaged over the four summer and four winter seasons. We will always use z to refer to calculated r and will use the phrase "calculated z" only when it must be distinguished from measured z. Equatorward of the CODE site, the amplitude of r is between 1 and 1.6 times larger, and the amplitude of • is between 1.35 and 1.5 larger, in winter than in summer. Poleward of the CODE site, the ratio for • increases slightly to values typically between 1.6 and 1.75, but the ratio for r increases very sharply, reaching 5.0 at a relative maximum at y = 1080 km, and then reaching 7.4 at y--1800 km. Therefore the increases in r and • rms amplitudes in winter over summer have similar magnitudes equatorward of the CODE site, but the r increase becomes much larger than the • increase poleward of the CODE site. This winter increase depends substantially on the choice of C a. Calculated wind speeds exceeding 11 m s -•, above which C a from (3) increases with wind speed, are uncommon in summer but occur more frequently in winter, especially to the north of the CODE site. The ratio plotted in Figure 3 for z decreases by about 50% at grid point 17 (y --1800 km) if a constant Ca is used. This winter increase is statistically significant whether C a is constant or increases with wind speed, but the magnitude of the ratio does depend on Ca. We address possible causes of this y-dependent seasonal change in our discussion of the wave number-frequency spectrum analyses.
Correlation/Coherence Scales and Alongshore Propagation
We estimate the correlation space and times scales, plus the alongshore propagation properties, of the z and • fluctuations using the spatially averaged, space-time auto-correlation and cross-correlation functions R**(rln, tl), R;;(q n, tl), and Rc,(rln, tl), From the phase function 0c,, we can quantify the local phase lag of • to r in units of time or degrees. In summer, the local time lag (Figure 6 ) is near 1 day for co < 0.26 cpd. In winter, however, the local lag time decreases substantially with increasing co, from about 2 days to <0.5 days over the entire co band. It is interesting to note that the constant local time lag in summer corresponds to a local phase lag in degrees that increases with increasing co, an effect predicted by Allen and Denbo [1984] from (1). In winter, however, the decreasing local time lag with increasing co corresponds to a local phase lag that is approximately constant near 60 ø over all co except more red. The c0 autospectra for • are more red than those for r in both seasons, which was predicted from (1) by Allen and Denbo [1984] . In winter, the autospectrum for • is more red for c0 < 0.15 cpd than it is for larger (Table 5 ). We noted earlier that this winter increase is a function of y (section 3.1, Figure  3 ).
Interannual Variability in the Autospectra
The I autospectra illustrate the dominance of large wavelengths for the r and • fluctuations. In summer, 93.7% (93.5%) of the r (cj) variance is at Ill < 1.1 x 10 -3 cpkm (Table 5) (Table 5 ).
Comparison of Measured and Calculated z Autospectra
We test the reliability of calculated r autospectra by comparing them to measured r autospectra for summers 1981 and 1982, plus winter 1981-1982 (Figure 12 ), calculated over grid points 4 through 13 only. Since calculated and measured r have substantially different variance at many locations along the coast, it is important to assess how much this problem will contribute to observed differences between calculated and measured z autospectra. We therefore also compare autospectra of measured r to autospectra of adjusted measured r (section 2). Similar distributions of variance density in (/, co) space are observed for both measured and adjusted measured r ( Figure  12) . If the differences in total variance are taken into account, then based on the statistical F test as described by Halliwell We can compare calculated z autospectra directly to those of either measured or adjusted measured r to characterize similarities and differences between (l, co) autospectra of the calculated and measured r fields. Significant differences do exist between the distributions of calculated and measured r variance densities in (l, co) space. Comparing the calculated and adjusted measured r autospectra in Figure 12 , calculated r variance density decreases much more rapidly with increasing III than it does for measured r. This difference is observed more clearly in the integrated l autospectra in Figure 13 . The adjusted measured z spectrum estimates are smaller than the calculated z estimates at I-0 in all seasons, but more so in both summers. These estimates are about equal at the smallest nonzero Ill resolved (0.55 x 10 -3 cpkm) in all seasons, but for larger III the estimates for calculated r decrease much more rapidly with increasing III than those for adjusted measured z. For III-2.2 x 10 -3, the differences are about a factor of 5 in summer 1981, a factor of 3.5 in winter 1981-1982, and a factor of 10 in summer 1982. Typically, between 75% and 80% of measured and adjusted measured z variance, and over 90% of calculated r variance, is due to fluctuations with I11 <-1.1 x 10 -3 cpkm (Table 6 ). In contrast, the distributions of variance density as a function of co are very similar for both calculated and adjusted measured r (Figure 13 The corresponding phase functions for both summer and winter change sign on either side of an approximately straight line that roughly follows the ridges of maximum gain in (1, co) space, so the ( response is nearly in phase with z at those I and co where the largest gain is observed. The zero-phase contour is not as well defined in winter as it is in summer, but this is largely because the winter coherence is small in that part of (1, co) space. The largest possible response for a given z disturbance will therefore occur if that disturbance propagates alongshore at speed d = coil as defined by the ridge of large gain, and this response will be nearly in phase with the forcing. Most z and ( variance is found in that part of (1, co) space where the phase is negative, so that the ( response at a given y will lag the z forcing in time.
Integrated I and co coherence squared, gain, and phase functions (Figure 16 ) are calculated from the (1, co) autospectra and cross-spectra that have been integrated over co and 1, respectively. The integrated I coherence is larger for positive I in summer and negative 1 in winter and is relatively small for I1[ > 1.1 x 10-3 cpkm. In contrast, the gain is larger for positive I in both seasons, relatively more so in summer, and is substantially larger for all 1 in summer. For 1 _< 0, the phase generally ranges between -45 ø and -90 ø (( lags z) in both seasons. As 1 increases from 0, the phase increases rapidly to exceed 0 ø (( leads z) in summer and to appoximately equal 0 in winter. The integrated co coherence tends to decrease with increasing co (Figure 16 ). The strong bias toward small co in the ( response is evident in the gain for both seasons. In summer it decreases rapidly with co to 0.35 cpd and then is approximately constant for larger co. In winter it decreases rapidly with co to 0.23 cpd and then is approximately constant for larger co. The phase for both seasons is generally negative over all co, tends to decrease with increasing co to 0.19 cpd, and is roughly constant for larger co. In summer it is near 0 ø at the smallest co resolved (0.025 cpd). 
Interannual Variability in the Response
The Response of ( to Measured and Calculated z
We test if the observed response properties are significantly biased in any manner because we use calculated z as the forcing function. We compare the ( response to calculated r with the ( response to both measured and adjusted measured z for three seasons, which also allows us to determine if differences in the alongshore distribution of r variance influences the observed response properties. The coherence squared, gain, and phase functions are computed from autospectrum and crossspectrum functions for grid points 4 through 13. These func- (Figures 20 through 22) . The decrease in gain along the ridge for increasing I and co exists whether calculated or measured • is used as the forcing function, and the decrease tends to be larger for measured wind. This decrease is therefore not an artifact of using calculated r as the forcing function, and if anything, the decreases observed for both summer and winter (Figure 15 ) are underestimated by using calculated r. The phase functions for calculated and measured z also have qualitatively similar patterns in each season. We conclude that the results of our analyses have not been seriously distorted by using calculated r to represent the forcing.
PREDICTED • RESPONSE PROPERTIES IN
(1, co) SPACE
Response Properties Predicted by for One Mode
The fundamental properties of the • response to space predicted from basic coastally trapped wave theory can be studied using a transfer function derived by Fourier transformation of (1) If the long-wave assumption is not made, the dispersion curve will not be straight, but the deviation from a straight line is small within that part of (/, co) space resolved in this study [Brink et al., 1987) ].
The fundamental properties of the predicted response can be elucidated by considering the response generated by a r disturbance at a particular Ill > 0 and co > 0 (a pure sine wave that propagates alongshore). The • response is also a pure propagating sine wave with the same I and co as the forcing. The largest response will occur for a -c disturbance that propagates alongshore at speed coil = c,-c, and this response will be exactly in phase with the -c disturbance. If c, differs from c, the phase, which can be characterized as either a space or time lag, will be nonzero. Positive (negative) phase indicates that the response wave is displaced alongshore from the -c wave in the direction toward (opposite from) which the r wave is propagating, resulting in the • response leading (lagging) r in time at a given y. Positive phase is observed for 0 < c, < c, representing poleward propagation of the ß wave at a speed slower than the free-wave phase speed and corresponding to the shaded regions of the phase plots in Figure Figure 15 ). In addition, the observed maximum winter gain decreases only slightly from to-0.066 cpd to to = 0.025 cpd. Consequently, offshore propagation of energy due to Rossby waves apparently does not have a clearly identifiable effect on the observed response.
We attempt to estimate free-wave parameters in (1) by comparing the observed transfer functions (Figure 15 ) to the theoretical transfer functions, but as we show in Appendix D, the presence of noise in the data limits our ability to do this. In particular, the observed gain functions are reduced in magnitude by the presence of noise in the r data set only. Therefore observed and theoretical gain functions should be compared only in those parts of (1, to) space where calculated r is reasonably accurate, i.e., where calculated and measured r are highly coherent with each other (Figure 14 ). This noise bias may be a major reason why the region of relatively large gain along the dispersion line is confined to smaller I and to in winter, since the winter coherence between measured and calculated z decreases rapidly with increasing I and to along this line (Figure 14) . In contrast, noise in the z and • data sets has no effect on the observed phase functions (Appendix D), so direct comparisons of observed and theoretical phase functions will probably be more useful. Because of this noise effect, we do not try to obtain estimates of the parameters of (1) by statistically fitting the predicted to observed transfer functions. Instead, we make rough estimates by visual comparison of the phase functions in Figures 15 and 23. In summer, d 2, Figure 4) . We show later that the phase gradients can be substantially altered if more than one mode is present, so we cannot consider these estimates of T s to be accurate. We do not estimate b because we lack confidence in how well calculated r represents r variance along the coast. that could at least partly explain this y-dependence of the seasonal change in gain. One major difference between the observed and predicted response properties does exist' The maximum predicted gain is constant along the dispersion curve co/1 = c, while the observed gain decreases substantially along this line as 1 and increase. This decrease is observed in parts of (l, co) space where coherence is large, so we believe that this phenomenon is real and does not depend on the noise effect. 
Response Predicted by (1) for More Than One Mode
We consider the properties of the total [ response in (l, m) space that result if more than one coastally trapped wave contributes significantly to this response. Parameters of (1) for [ as the response variable, calculated using the model of Brink [1982] for the CODE site (K. H. Brink, personal communication, 1986) and also averaged along the west coast of the United States between San Diego (y =-938 km) and the CODE site (y-0) [Chapman, 1987] , are listed in Table 7 along with the maximum gain for each mode. In calculating these parameters, Brink and Chapman used a bottom friction coefficient r -0.05 cm s-x at all locations along the coast. For the CODE site, the maximum gain of modes 2 through 4 are 33%, 11%, and 6% of the maximum gain of mode 1. For the west coast, the corresponding percentages for modes 2 and 3 are 32% and 17%. These estimates indicate that modes 2 and 3 may make a substantial contribution to the total observed [ response in the CODE large-scale domain.
The predicted response properties for multiple uncoupled modes can be readily studied since the (/, co) transfer function of the total response is simply the sum of the individual transfer functions. These total transfer functions are calculated for the CODE site and the west coast using the parameters for all modes listed in Table 7 The raw spectrum estimates are Z 2 random variables with approximately 2 degrees of freedom. We must therefore average these estimates to increase their statistical stability.
The averaged estimates are also Z 2 random variables, but with 2N s degrees of freedom, where N s is the total number of raw estimates that are averaged [-Bendat and Piersol, 1971 ]. The raw estimates may be band averaged over wave number, band averaged over frequency, and/or ensemble averaged over two or more realizations (or in our case, seasons). The number of degrees of freedom will then be given by ndo f --2ntn,on r (B6) where n t is the number of wave number bands, n o is the number of frequency bands, and n r is the number of realizations over which spectrum estimates are averaged. Because of limited resolution, we do not band average over wave number. To generate the average summer and winter spectrum estimates, we ensemble average over four seasons. We also corrected for leakage effects by prewhitening and postcoloring. Frankignoul [1974] noted that if a time series was relatively short compared to the dominant period of an energetic signal in the data, leakage could substantially distort the calculated autospectrum function at higher frequencies. If the series is long compared to this strong signal, leakage effects will be small, and the calculated spectrum will approximate the shape of the true spectrum. As the length of the series decreases, the slope of the calculated spectrum will asymptotically approach co -2 as the length becomes of the same order as or smaller than the period of the strong signal, no matter what the slope of the true spectrum is. We were therefore concerned that this could be a problem in the wave number domain, since the length of the domain is comparable to the horizontal scales of synoptic atmospheric systems (cyclones and anticyclones). This concern was heightened because the initial wave number autospectra of both -r and • that we calculated had slopes close to 1-2 in most of the wave number domain that we resolved. Because of this, we prewhitened -r and cj in the alongshore domain only using the first-difference method prior to calculating spectrum functions, and then postcolored these functions in the wave number domain, as described by Frankignoul [1974] for frequency domain spectrum functions. We tested how prewhitening in the space domain affected the shapes of wave number autospectra of both r and • and found that it made little difference. (Prewhitening was not performed in the (1, co) spectrum analyses of the wind fields presented by Halliwell and Allen [1987] , but test calculations indicate that prewhitening had very minor effects on these spectra.) Apparently, the slopes of the true spectrum functions are close to 1-2 in most of the wave number domain.
We also tested if prewhitening in the time domain had a significant effect on frequency spectra. Since the time series were long with respect to the periods of synoptic wind fluctuations, we did not expect frequency domain leakage to be a serious problem, and this was confirmed by the tests. (We also note that the one-dimensional spectrum functions in Figures 26 
