The lack of consistency of much medical judgment and decision making has long been appreciated. This is now recognised as an important source of error, and attempts to quantify it have been enhanced by an increasingly sophisticated statistical toolbox at the disposal of the clinical investigator. Variability in measurement and classification may arise from two sources, (a) a lack of consistency within an individual observer (or measuring process) when carrying out successive recordings, and (b) a lack of consistency between observers. Assessing lack of consistency between observers is important for two reasons. Firstly, in any single study using more than one observer an assessment of the variation between them is essential in interpreting the data derived. Secondly, the observer variation seen in one study may be extrapolated to other studies of the same technique but using different observers-that is, the origin of the variation may be inherent in the method itself. This review attempts to summarise in simple terms the statistical techniques available to quantify the variation within and between observers. response by both rheumatologists, as shown by the marginal totals of 80%, is much higher than previously. This results in a greater level of expected agreement between the rheumatologists, the data in table III resulting in a x value of only 0-06. Therefore, in interpreting agreement a more intuitive approach is required with this relation between a high prevalence and a high level of expected agreement being borne in mind. This relation should not be seen to detract from the usefulness of the x statistic. In effect it penalises against populations in which there is little discrimination and which should therefore be easier to agree on. Also as x is dependent on the prevalence of the outcome in the population under study values generated from different populations are not easily comparable. Use of xw has been criticised, given that the choice of weights which largely determines the result is subjective. If different weights are used the results from similar studies are rarely comparable,'0 and standard weighting systems have been proposed. However, the subjective approach has the advantage that clinicians can select the weights appropriate for a particular situation. In addition, comparisons of x values from different study populations are often invalid owing to the variation in prevalence of the attribute studied. One strength of the weighted x is its ability to determine where the largest source of disagreement is occurring. This is achieved by weighting out various disagreements, effectively considering them as agreements by giving them a weight of 1. The resulting increase from the unweighted x is a relative measure of the seriousness of that particular disagreement. In However, to draw conclusions from this regarding the variation between the rheumatologists would be incorrect. This is because r simply assesses the association between the two observers. This association, however, is constant under deviations of scale or bias-for example, r would be the same if the first consistently records twice the value of the second observer. It is therefore not applicable as a measure of between observer variability. This point was made clearly by Bland and Altman in their important paper on the subject.'2 A summary of the more appropriate methodology which they proposed is given below.
AGREEMENT AND BIAS Figure 2 shows the difference between each of the observers' two readings (B -A) plotted against the corresponding mean for each patient ((A+B)/2) and gives a more meaningful representation of the level of variability. We see that the differences between the two observers lie between +10 and -4 mm, with a tendency for observer B to rate higher than observer A. A more accurate assessment of the magnitude of these discrepancies is now desirable.
As shown by figure 2 the level of precision is not related to the patient's mean score-that is, higher mean (average) readings do not result in larger discrepancies. This point is important as the analytical procedures discussed assume a constant level of error. The proposed measure for the level of agreement between the two observers is the calculation of the range within which most of their disagreements occurred. This range is based on the mean difference between the observers (d) and the standard deviation of these differences (Sdiff). A range can therefore be defined as d±tn1SdifM, where t,,-is the appropriate probability point of the t distribution on n-1 degrees offreedom. (For large samples (n>50) the 95% range= d±2sdiff. For smaller sample sizes it is more accurate to use the t distribution with the appropriate number of degrees of freedom.)
In the example shown the mean difference between the observers was +3 0 (sdiff 3-6, Thus from the data above, the 95% confidence interval for d (d±tn-ISE) is 1-3 to 4-7. As zero lies outside this interval it is concluded that there seems to exist bias between the two observers.
An important cause of the variation between the two observers depicted in figure 2 was due to bias. A different problem is depicted in figure 3 , where the difference between the two observers increases with the mean level of grip strength. When such a relation between the mean and the variation occurs the calculation of confidence intervals and ranges of agreement from the data are not appropriate. This is because such procedures assume a constant variance with increasing mean level. An alternative approach is to transform the data so that this relation between the mean and variance no longer exists. Figure 4 represents the corresponding plot of the above data after they have been logarithmically transformed with the relation between mean and variance now no longer being so apparent. The mean and standard deviation of the logarithmic differences were -0 01 and 0-08 respectively. This results in a range of agreement of -0-18 to 0-16 on the logarithmic scale or transforming back by taking antilogs (0-84 to 1-18) . The interpretation of this range is not that the differences between the first and second observer lie between -0-84 and 1-18 (95% of the time) but, instead, that the first observer usually gives a reading between 84% and 118% of the second observer's reading-that is, between 16% below and 18% above. The most likely need for transforming data will be increasing discrepancies with increasing mean. The logarithmic transformation will usually be able to help correct this, although its appropriateness should still be checked.
Extensive variation between observers will usually be partly explained by variation within an observer, as explained above. A more comprehensive design could therefore be incorporated to consider both within observer and between observer variation, this achieved by each observer repeating the readings. A measure of the within observer variation for each may be gained using the methods described above, although bias should not be ofconcern. Also by considering the mean value for each patient by each observer an assessment of the variability between the observers may be carried out. However, this approach, by not taking into account the fact that repeated measurements were used, will result in too small a standard deviation and hence result in limits of agreement which are too conservative. An approximate correction for the standard deviation is to multiply it by V/2. No such correction is necessary for the standard error of the mean difference between the two observers, as this is unaffected. 13 
Conclusion
It should be recognised that there exist similarities between studies assessing variation whether data are of a categorical or a continuous form, both entailing a consideration of agreement and bias. They differ in that the question of "How variable is a certain measure?" is more easily answered when considering continuous data through the use of 95% ranges of agreement. With categorical data this is not as easily answered simply by calculating values ofthe x statistic. A more pragmatic approach is often necessary, which may involve placing more weight on the raw data than on any summary measure.
