We present a new paradigm for real-time objectoriented SLAM with a monocular camera. Contrary to previous approaches, that rely on object-level models, we construct category-level models from CAD collections which are now widely available. To alleviate the need for huge amounts of labeled data, we develop a rendering pipeline that enables synthesis of large datasets from a limited amount of manually labeled data. Using data thus synthesized, we learn categorylevel models for object deformations in 3D, as well as discriminative object features in 2D. These category models are instance-independent and aid in the design of object landmark observations that can be incorporated into a generic monocular SLAM framework. Where typical object-SLAM approaches usually solve only for object and camera poses, we also estimate object shape on-the-fly, allowing for a wide range of objects from the category to be present in the scene. Moreover, since our 2D object features are learned discriminatively, the proposed object-SLAM system succeeds in several scenarios where sparse feature-based monocular SLAM fails due to insufficient features or parallax. Also, the proposed categorymodels help in object instance retrieval, useful for Augmented Reality (AR) applications. We evaluate the proposed framework on multiple challenging real-world scenes and show -to the best of our knowledge -first results of an instance-independent monocular object-SLAM system and the benefits it enjoys over feature-based SLAM methods.
I. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) finds various real-world applications such as autonomous navigation, visual inspection, mapping, and surveillance. Monocular cameras have evolved as popular choices for SLAM, especially on platforms such as hand-held devices and Micro Aerial Vehicles (MAVs). Most state-of-the-art monocular SLAM systems [1] operate on geometric primitives such as points, lines, and planar patches. Others operate directly on images, without the need for expensive feature extraction steps [2] . However, both these sets of approaches lack the ability to provide a rich semantic description of the scene.
Recognizing and keeping track of objects in a scene will enable a robot to build meaningful maps and scene descriptions. Object-SLAM is a relatively new paradigm [3] - [5] towards achieving this goal. Summarized in one sentence, object-SLAM attempts to augment SLAM with object information so that robot localization, object location estimation (in some cases, object pose estimation too), and mapping are achieved in a unified framework.
There are two dominant paradigms in object-SLAM research, depending on the way objects are characterized in Fig. 1 : Sample output of the proposed object-SLAM system. Given RGB images from a monocular camera (here from a quadrotor), we estimate the trajectory of the camera, as well as the poses and shapes of various objects in the scene. The proposed category-specific models can be used either in an incremental setting for online SLAM, or in a batch setting for offline factor-graph optimization. the SLAM framework. In the first paradigm [4] , [6] , objectlevel (instance-specific) models are assumed to be available beforehand. However, the very nature of monocular SLAM with scale ambiguity coupled with the loss in information due to projection onto the image plane renders this paradigm infeasible for monocular object-SLAM systems. The second paradigm [7] , [8] , assumes a generic model, regardless of the object category. For instance, [8] models all objects as ellipsoids, and [5] , [9] model all objects as cuboids. Both these approaches suffer a few disadvantages. Relying on object-level models will result in the need to have precise object models for all instances of an object category. On the other hand, generic models do not give much information about an object beyond the object category label. In many applications, such as manipulation for instance, it is advantageous to know the object pose.
In this paper, we propose a new paradigm for monocular object-SLAM, that combines the best-of-both-worlds. To enjoy the expressive power of instance-specific models yet retain the simplicity of generic models, we construct category-specific models, i.e., the object category is modeled as a whole. We employ the widely used linear subspace model [10] - [12] to characterize an object category and define object observations as factors in a SLAM factor graph [13] , [14] . In our object-SLAM formulation, we do not assume any knowledge about the instance (interchangeably referred to as shape) of the object. Rather, we explicitly solve for the object shape in a joint formulation. The object-SLAM backend estimates robot trajectory and map, as well as poses and shapes of all objects in the scene.
Naturally, one would expect that a lot of data will be needed to learn category-specific models that generalize well across object instances, and rightly so. Datasets such as ShapeNet, SceneNet, ObjectNet have made available CAD collections of various object categories. We exploit the ready availability of such CAD collections to construct our category models. These category models capture the deformation modes of objects in 3D. Correspondingly, we leverage recent successes of Convolutional Neural Networks (CNNs) in keypoint localization [10] , [15] - [17] to train 2D object feature extractors. To alleviate the need for large amounts of manually annotated training data, we design a render pipeline, along the lines of RenderForCNN [18] , to synthesize enormous amounts of training data for category model learning. The presented render pipeline takes in a small volume of manually annotated data and synthesizes a large dataset that can be used to efficiently train a 2D object feature extraction network. We show that feature detectors learned from the render pipeline are more precise compared to ones that are learned over real data alone, which corroborates claims in [18] . We evaluate our object-SLAM system on multiple challenging real-world sequences and present -to the best of our knowledge -first steps towards instance-independence in monocular object-SLAM. Since we use discriminative 2D features on objects, our system is robust to conditions such as strong rotation, where monocular SLAM approaches usually face catastrophic failure. We present both incremental and batch versions of our object-SLAM pipeline and demonstrate its advantages qualitatively and quantitatively over featurebased visual SLAM approaches [1] . Finally, we show that, using our category-level models, one can perform object instance retrieval and this can be used in many Augmented Reality (AR) applications for overlaying object models in a scene. Fig. 1 illustrates an output from our pipeline. Objects are consistently embedded onto the robot's trajectory and their 3D models are rendered.
II. RELATED WORK
Nearly all state-of-the-art SLAM systems [1] , [2] , [19] rely on pose-graph (or other factor graph) optimization [20] , [21] . In this section we review related work on object-SLAM, and outline certain limitations in them that form motivating factors for the proposed approach.
A. Object-SLAM
With recent advances and subsequent stabilization of SLAM systems, the community has been devoting attention to incorporating objects into the SLAM framework. To this end, some recent approaches for object-oriented SLAM have been proposed [3] - [5] , [7] - [9] .
Most of these works rely on depth information from RGB-D or stereo sensors [4]- [7] . In [4] , [6] , assume an instancelevel model of the objects are known a priori. In [4] , a real-time 3D object detection algorithm is applied on an RGB-D image stream and these objects are fused along with odometry information in a pose graph optimization scheme. Similarly in [6] , a framework for multi-robot object-SLAM is proposed. Again, each robot is equipped with an RGB-D sensor and object models are available a priori.
There is another paradigm in which no instance-level models are available a priori. In [5] , association and object poses are solved for jointly, in a factor graph framework, using data from RGB-D cameras. Among monocular object-SLAM/SfM approaches, [8] , [9] fall under this paradigm. In such approaches, objects are modeled as bounding boxes [7] , [9] or as ellipsoids [8] .
Our method hence falls under a third paradigm, where we assume category-models, and not instance-level models.
B. Object-Category Models
Over the last few years, object-category models have been applied to several problems in monocular vision. In [10] - [12] , category-level models are employed to obtain object reconstructions from single images. These approaches demonstrate that the loss of information in the monocular imaging process can be compensated for by incorporating priors on shapes of objects belonging to a particular category.
We use these category models and exploit them to design object observation factors that can be easily incorporated into monocular SLAM, and also generalize across several instances from the category, without the need for modeling all possible instances from the category.
C. Keypoint Localization Using CNNs
Convolutional Neural Networks (CNNs) have been the driving reason behind recent advances in object detection [22] , [23] and object keypoint localization [15] - [17] , [24] . When run on a GPU, these CNNs are capable of processing image frames with latencies of about 100-300 milliseconds and form important components of our pipeline.
D. Render Pipelines for Data Synthesis
With the advent of CAD model collections such as [25] , 3D data is now in abundance. In [18] , image synthesis using a rendering engine is proposed as an alternative to training on real images annotated manually. Models trained for the task of object viewpoint prediction on rendered data (and subsequently finetuned on a smaller dataset comprising real data) are shown to outperform models that have been trained on (larger) real datasets alone. Our experiments corroborate this fact for the task of object keypoint prediction as well.
We build on several of the components described here, however we craft the outputs to create object factors that can be augmented to factor graphs [13] constructed using monocular SLAM approaches. The entire pipeline is summarized in Fig. 2 and is explained in the subsequent sections.
III. CONSTRUCTING CATEGORY-SPECIFIC MODELS
In this section, we describe the category-level models that we employ in our object-SLAM system. Our key insight is that shapes of objects from the same category are not arbitrary. Instead they all follow a set pattern that can be learned by examining several instances. We adopt the widely used linear subspace model [10] - [12] , [15] and represent objects as 3D wireframes.
Fig. 2: Complete pipeline for learning and incorporating category-level models for object-SLAM

A. Category-Level Model
In the proposed approach, we lay an emphasis on the use of category-level models as opposed to instance-level models for objects. To construct a category level model, each object is first characterized as a set of 3D locations of salient points that are common across all instances of the category. For example, such salient points for the chair category could be legs of the chair, corners of the chair backrest, and so on. These points are common across all instances of the category. We denote by S the 3K-vector comprising of an ordered collection of 3D locations of these K salient points, which we refer to as keypoints for that object category. Keypoints for the chair category which we use throughout this work, are shown in Fig. 2 .
According to the linear subspace model [10] , the space of actual shapes of a category are confined to a much lower dimensional subspace of R 3K . This is easy to see, since there are several dependencies that exist among the K keypoints, such as subsets of the keypoints being planar, symmetric, etc. Any object can then be expressed as a mean shape that can be deformed along linearly independent directions (basis vectors) using shape parameters (coefficients of the linear combination).
Mathematically, ifS is the mean shape of the category, and V i s are a deformation basis obtained from PCA over a collection of aligned ordered 3D CAD models (such as [25] ),
where B is the number of basis vectors (the top-B eigenvectors after PCA). Here, V represents the learnt 3K ×B deformation modes.Λ is a K-vector containing the deformation coefficients. Varying the deformation coefficients produces various shapes from the learnt shape subspace, as shown in Fig. 2 (panel: Category Level Shape Priors).
B. Discriminative Feature Extraction
Since our category-level models rely on keypoints for that category, we need reliable discriminative feature extractors that localize the corresponding keypoints in 2D images. For the same, we adopt the stacked hourglass model introduced in [17] and subsequently modified in [15] .
C. Render Pipeline
Inspired by RenderForCNN [18] , we implement our customized render pipeline for generating huge amounts of synthetic keypoint annotated chair images using a small set of 3D annotated keypoints. We briefly summarize the steps in our render pipeline, and how we exploit its advantages for learning 3D category-models as well as discriminative 2D feature extractors.
Render Pipeline for 3D Category-level Models: First, we choose a collection of CAD models of chairs, comprising of about 250 chairs sampled from the ShapeNet [25] repository. For each chair, we synthesize a few (typically 8) 2D images with predetermined viewpoints (azimuth, elevation, and camera-tilt angles). Keypoints in these images are then annotated (in 2D) manually, and then triangulated to 3D to obtain 3D keypoint locations on the CAD model.
Since the models are already assumed to be aligned, performing a Principal Component Analysis (PCA) over the (mean-subtracted) 3D keypoint locations results in the deformation basis (eigenvector obtained from PCA). This constitutes the category-level model learning phase.
Render Pipeline for 2D Feature Extraction
For training 2D feature extractors, we use the 3D keypoint annotated CAD models to synthesize 2D images with Blender [26] as the rendering engine. Apart from using the RenderForCNN [18] framework to randomly sample view parameters and generate 2D images with overlaid backgrounds, we also perform a projection of the 3D keypoints to 2D using the same view parameters to obtain 2D keypoint annotations for training the stacked hourglass architecture [15] - [17] for keypoint localization.
Advantages of the Proposed Render Pipeline
• Only 2D annotation is required. Annotation on 3D CAD models requires expensive labeling effort. We, however, perform annotations on a small set of rendered 2D images and triangulate them to 3D. • Keypoint annotations will be available even for occluded parts. This is one major drawback of keypoint localization architectures trained over real data. Since there are no reliable estimates of keypoint locations for occluded parts, these labels are not present in the ground-truth in datasets such as PASCAL3D+ [27] . We demonstrate that our models perform much better due to the availability of occluded keypoint locations as well. • Using only small volumes of labeled data, we can generate millions of training examples for the keypoint localization CNN. An overview of the render pipeline developed is illustrated in Fig. 2 .
IV. OBJECT MEASUREMENT FACTORS USING CATEGORY-MODELS
In this section, we describe how the category-models thus learned can be incorporated into a monocular SLAM backend. We first introduce the notation we use throughout the section. T ij ∈ SE(3) denotes a rigid-body transform that takes a 3D point expressed in the camera frame at time i and expresses it with respect to the camera frame at time j. Hence, T ij = T j T i −1 (T * denotes a transformation matrix that transforms points from frame * to the world frame W ). Each such matrix T ij is a 4×4 matrix and takes the following form.
Each camera frame i is related to camera frame j in the following manner. If i X denotes the 3D coordinates of a world point w X in the ith camera frame, j X is given by j X = T ij i X. We use π : R 4 → R 2 that projects 3D homogeneous coordinates to 2D Euclidean coordinates. We subsume the camera intrinsics f x , f y , c x , c y into the function π.
We use Log(.) to denote the logarithm map that maps an element of the group SE(3) to a corresponding element in the exponential coordinates of its tangent space se (3) .
A. 3D Pose-SLAM
We formally define the 3D pose-SLAM problem as follows. Given a set Z of relative pose measurementsT ij among robot poses i, j, where i, j ∈ {1..N }, estimate T i for all i ∈ {1..N } such that the log-likelihood of the observations (relative pose measurements) is maximized. This reduces to the problem of minimizing the observation errors (minimizing the negative log likelihood). We assume that each relative-pose measurementT ij has an associated uncertainty Σ ij . min Ti,i∈{1..N }
One popular approach of minimizing the error in (4) is the use of factor graphs [13] , [21] . We adopt this approach since it naturally extends to an incremental optimization framework that enables online processing.
B. Object Observation Factors
Using the linear subspace model illustrated in (1), we now design object observation factors that are suitable for instance-independent monocular object-SLAM. Given 2D locations of object keypoints s, we use the pose and shape adjustment scheme proposed in [10] to lift the 2D keypoints to 3D, thereby estimating the shape and pose of the object from just a single image.
We assume that, from the i th pose, the robot observes M objects (M could also be zero). The set of object observations in frame i is denoted O i , and each observation in the set is indexed asT Om i . We denote the number of keypoints of the object category by K. The k th keypoint of the m th object observed are denoted by s m k . The pose and shape of each object can then be computed by minimizing the following keypoint reprojection error (see [10] for details). 2 +ρ(Λ m ) (5) In the above equation, ρ(Λ m ) denotes an appropriate regularizers (such as an L2 norm, for instance) to prevent shape parameter (Λ) estimates from deviating too much from the category-model.
We estimate each object's shape (Λ) and pose (T Om i ) in each frame i by alternating minimization of the error term in (5) , with respect to the pose and shape parameters. If the same object has been associated successfully across multiple frames, we also exploit temporal consistency [15] for more precise estimates.
C. Object-SLAM
The object pose observations arising from (5) now form additional factors in the SLAM factor graph. IfT Om i denotes the pose of object m with respect to the i th camera frame, for each object node in the factor graph, the following pose error is to be minimized. Finally, the object-SLAM error that jointly estimates robot poses as well as object poses from relative pose observations is given by
V. IMPLEMENTATION DETAILS
We use the publicly available GTSAM [21] framework for constructing and optimizing the proposed factor graph model. Robot pose observations are obtained from a visual odometry/SLAM approach. We use odometry information published by ORB-SLAM [1] for this purpose. However, monocular SLAM inherently suffers from scale ambiguity, i.e., the absolute scale of reconstruction cannot usually be recovered. To recover actual scale, we use information from a range sensor to estimate the height of the drone (camera) above the ground. Thereby, using objects that lie on the ground plane (chairs, for instance), we can compute the absolute scale factor by backprojection via the ground plane [10] , [28] . Moreover, ShapeNet [25] CAD models for the categories we use are available in metric scale. Hence, a rough prior on object dimensions is available and can be used to initialize the solution for faster convergence [10] .
A. Object Detection and Data Association
We use the YOLO9000 [22] object detector to detect objects of interest and perform non-maximum suppression. Each bounding box detection is then passed to the keypoint localization network.
Between successive frames, objects are tracked using a greedy tracker based on the Hungarian algorithm. For longterm tracking and for Object Loop Closure detection (OLC), we use the estimated shape and pose parameters as costs in the Hungarian algorithm. This has shown to be an extremely simple, yet effective data association method in [29] .
The object shape and pose are optimized using Ceres solver [30] and are cast as observations into the factor graph. The factor graph can be optimized in incremental or batch mode, and with or without object loop closures. 
VI. RESULTS
A. Object-SLAM Evaluation
In this section, we present experimental results upon evaluating various modes of operation of the proposed object-SLAM approach and the render pipeline on multiple real-world sequences. By explicitly modeling objects in a SLAM framework, we achieve substantially lower object localization errors over feature-based SLAM [1] . Also, we highlight the use of discriminatively learned features that enable us to obtain trajectory and object pose estimates even in scenarios where monocular SLAM approaches fail, such as strong rotational motion.
B. Dataset
To demonstrate object SLAM in a real-world setting, we collected a dataset comprising of 4 monocular video sequences from robots operating in office and laboratory environments. These sequences were collected from a micro aerial vehicle (MAV) flying at a constant height above the floor. For one of the sequences, fiducial markers were placed in the environment and were used to estimate ground truth camera pose and object locations. For two other sequences, no markers were placed in the environment, to deny any undue advantage enjoyed by monocular SLAM. In these sequences, all object locations were measured a priori and this is used in evaluating the object localization accuracy. There was a rotation-only run, where the MAV rotates more-or-less in-place. In all these runs, we evaluate object localization precision for ORB-SLAM [1] and for various flavors of the proposed object-SLAM approach.
A brief description of the dataset is as follows.
• Sequence 1 : An elongated loop with two parallel sides exhibiting dominant straight motion (7.6 meters) (fiducial markers were used for acquiring ground-truth). • Sequence 2 : Smaller run with smoother turns (no fiducial markers). • Sequence 3 : 360 • Rotation in place without any translation from origin. • Sequence 4 : 2 meters forward, sharp 90 • rotation towards left, 4.2 meters forward In all these sequences we consider chairs as the objects of interest. For a fair evaluation, and to demonstrate the efficacy of the proposed object-SLAM system, we ensure that most of the frames in the sequence contain various chair instances.
C. Render Pipeline
For the task of training CNNs to detect keypoints for the chair category, we use our render pipeline to synthesize a little over a million keypoint annotated images of various models of chairs. We train the stacked hourglass [15] , [17] architecture on this synthesized dataset. We then finetune the CNN on a smaller dataset that comprises of real chair images from the PASCAL3D+ [27] dataset.
Keypoint localization accuracies for several configurations of the hourglass network are shown in TABLE I. We see that CNNs trained on synthetic data alone fail to generalize to real data from our sequences. Similarly, training on real data (from the PASCAL3D+ dataset) alone performs fairly well on test samples from the same dataset, but fails to generalize to other kinds of data, such as our sequence. However, finetuning the CNN on a combination of both real and synthetic data leads to better generalization. Fig. 4 shows the decrease of loss with time when the best performing approach from TABLE I is trained using our render pipeline.
D. Discussion
On the collected dataset, we evaluate the several variants of the proposed object-SLAM approach, viz. batch mode (the factor graph is constructed for the entire scene and is optimized in one go), incremental mode (observations are processed as they arrive). We also evaluate object-SLAM with and without object-based loop closures. TABLE II summarizes the results of these experiments.
For each of the approaches, we evaluate object localization error (in meters), and also the accumulated drift in the trajectory in the X and Z directions. The accumulated drift is computed only in cases where the robot returns to the starting position at the end of the run. Significant drifts in the Z-direction occur in sequence 1 for ORB-SLAM [1] , but these are corrected by the object-SLAM system, regardless of the presence or absence of object loop closures. In sequence 4, there is a strong rotation (a perpendicular turn), where ORB-SLAM performs poorly.
Our discriminative features enjoy an advantage over tracked features [1] in that they need to be visible in just a II: Quantitative analysis of several variants of the proposed object-SLAM approach. Here, the best and worst object localization errors refer to the errors in the most accurately localized and the most erroneously localized object respectively. We also show the average object localization error and accumulated endpoint drifts, wherever applicable. single image to enable object measurements. We demonstrate this in sequence 3 (cf. Fig. 6 ). In this sequence the robot purely rotates about its origin. While ORB-SLAM [1] fails to initialize for this sequence, the object-SLAM proposed here is able to accurately localize all chairs in the scene. The circle traced out by our object-SLAM systems has a radius roughly equal to that of the drone used in the run.
The incremental version performs competitively, and in cases, better, than the batch-mode object-SLAM. Loop closures based on object observations further boost the accuracy of the proposed approach. For batch mode, we perform a chordal initialization before optimizing the factor graph. Fig. 5 shows plots of the trajectories estimated by ORB-SLAM [1] , as well as from object-SLAM. We also show object location estimates overlaid on ground-truth object locations for the sequence. Sequences 1 and 2 are plotted with and without incorporating object loop closure constraints, to show that object loop closure further reduces endpoint drift.
E. Instance Retrieval
The proposed category-level model certainly achieves instance independence, but instance retrieval itself may be of use in several scenarios, such as Augmented Reality (AR). The shape parameters estimated by our approach can be used to guide an instance search over the keypoint annotated CAD collection. Given a query image (2D), we run a K-Nearest Neighbors search to retrieve the closest instance possible from the CAD collection. In Fig. 3 , we present results from running a 5-nearest neighbor search and manually choosing the closest instance.
These instances can then be used to render the objects in the scene as well as the robot trajectory. One such rendering for Sequence 3 is shown in Fig 6. VII. CONCLUSIONS In this paper, we have presented an approach for monocular object-SLAM that relies on category-specific models, rather than relying on instance-specific models or generic models. This is a new paradigm in the nascent field of object-SLAM research. The proposed category-specific models can be adopted to many other such rigid objects, as long as data for the corresponding category is available in the form of aligned CAD models (See Fig. for an example) . Future work could focus on further reducing the extent of supervision required to learn such category-specific models.
