Item-based collaborative filtering is one of the most popular techniques in the recommender system to retrieve useful items for the users by finding the correlation among the items. Traditional item-based collaborative filtering works well when there exists sufficient rating data but cannot calculate similarity for new items, known as a cold-start problem. Usually, for the lack of rating data, the identification of the similarity among the cold-start items is difficult. As a result, existing techniques fail to predict accurate recommendations for cold-start items which also affects the recommender system's performance. In this paper, two item-based similarity measures have been designed to overcome this problem by incorporating items' genre data. An item might be uniform to other items as they might belong to more than one common genre. Thus, one of the similarity measures is defined by determining the degree of direct asymmetric correlation between items by considering their association of common genres. However, the similarity is determined between a couple of items where one of the items could be cold-start and another could be any highly rated item. Thus, the proposed similarity measure is accounted for as asymmetric by taking consideration of the item's rating data. Another similarity measure is defined as the relative interconnection between items based on transitive inference. In addition, an enhanced prediction algorithm has been proposed so that it can calculate a better prediction for the recommendation. The proposed approach has experimented with two popular datasets that is Movielens and MovieTweets. In addition, it is found that the proposed technique performs better in comparison with the traditional techniques in a collaborative filtering recommender system. The proposed approach improved prediction accuracy for Movielens and MovieTweets approximately in terms of 3.42% & 8.58% mean absolute error, 7.25% & 3.29% precision, 7.20% & 7.55% recall, 8.76% & 5.15% f-measure and 49.3% and 16.49% mean reciprocal rank, respectively.
Introduction
For the easy access of the internet through different smart objects, the world wide web (WWW) has become a vast information pool. Nowadays, achieving required information from this information pool is an onerous job because of the complexity of searching required information is also high. To resolve this problem, the recommender system (RS) has been introduced in the World Wide Web and ease internet users by suggesting them with their required information, items or services [1] . The recommender system (RS) is broadly used in e-commerce and amusement based websites. Amazon,
Motivation
Usually, the users' behavior is a complicated process and is not constant to every user so it is too arduous to define uniformity between users by using a single correlation determination method. Some correlation determination method wouldn't work well in all circumstances. Different methods work well in different scenarios. Moreover, the performance of traditional correlation or similarity methods is not up to the mark for the case of the sparse dataset and cannot predict recommendation for cold-start users or items. As most of the real-life applications deal with the sparse dataset so this problem should be handled efficiently. Thus, here, a new fast and efficient item-based CF method have been proposed with better prediction accuracy to overcome the existing issue of cold-start items.
The novelty of the proposed method is, firstly, that the direct asymmetric similarity is calculated between items based on the genre of items on the basis of the asymmetric characteristic of the trust relationship. Secondly, the relative similar relation between items is calculated based on the transitive property of items' trust values. Again, defining the similarity between items by using the item's genre is a new approach in this domain, which is not addressed earlier. When a new item enters the system, it might belong to any genre. In addition, an item that is rated hardly must belong to at least one genre. As the information of genre is available previously, the similarity between the items can be defined by taking the help of genre which is the key to alleviating the problem of the cold-start item. However, the genre-based items similarity method may treat a new item as equally similar to the highly-rated item of the system for their presence in more common genres. However, as one of the items is new and another one may be highly popular in the system and contains users' rating information, so the degree of similarity between them should not be uniform. By taking account of the corresponding item's rating data, the asymmetric similar relationship is incorporated in the genre-based items' similarity. Furthermore, an enhancement of the prediction method has been proposed to increase the accuracy of the recommender system performances.
Paper Contribution
The key purpose of this paper is to design a new item-based collaborative filtering model by calculating the similarity of items based on items' genre and also improve the prediction accuracy of recommendation. The contribution of this paper is classified as fourfold and these are:
• A single asymmetric similarity method has been proposed by taking account of items' genre with the reliability between them which defines the direct asymmetric similar relation of items.
• Another new similarity method has been defined by identifying the correlations of items based on the transitive relations of reliability between them.
• A prediction algorithm is proposed to increase the accuracy of recommendation.
• A detailed experiment is done to prove our statement that the proposed methodology outperforms existing methods.
The organization of the paper is as follows: Section 2 demonstrates an overview of the related works with the explanation of previous works' issues and also the aim of the paper. Section 3 describes the proposed approach to serve the aim of the paper by getting rid of the existing cold start problem. Section 4 presents the list of datasets on which the proposed approach will be tested and the methods that are used to validate proposed approach's performance. In Section 5, experimental results and evaluation are reported and, finally, Section 6 concludes the presented work with the future direction.
Related Works
Nowadays, the recommender system (RS) has become one of the most trendy and interesting areas of study for the researchers that cover the mass zone of computer science. As RS is a multifaceted sphere, it is researched in the field of statistics [13] , calculative trust with or without social network association [14] [15] [16] [17] , machine learning [18] , agent-based artificial networks [19] , human-computer interaction [20] , and more. Basically, a filtering algorithm has been used in RS to take account of the important and required information. The first filtering system called Tapestry, which was introduced in the early 1990s, allows its users to add explicit feedback by commenting to the e-mail messages so that other users could find them by filtering through any related queries which match with the comments [21] . Later, many improvements have been done in the filtering approach to performing RS efficiently and accurately. On the basis of the filtering approach, RS could be classified in many forms, but collaborative filtering (CF) is the most efficient approach nowadays.
Defining similarity between subjects is the core feature of the collaborative filtering (CF) approach and the performance of CF-based RS closely depends on it. Based on the way of defining similarity, CF is classified as a model or memory based CF. In model-based CF, the model construction process for calculating similarity is done by utilizing different machine learning methods such as a genetic algorithm [22] , Bayesian network [23] , neural network [24] , or rule-based approaches [25] , whereas memory-based CF used some of the known similarity measures like a Pearson correlation coefficient (PCC), constrained Pearson correlation coefficient (CPCC), weighted Pearson correlation coefficient (WPCC), Jaccard similarity, mean square distance (MSD), Jaccard similarity with mean square distance (JMSD), cosine (COS), etc. [26] . Furthermore, memory-based CF is divided as the user and item-based CF on the basis of determining the correlation of subjects where a subject could be either user or item [12] . However, item-based CF performs better than user-based CF in the case of a high quantity of items that exists with the low amount of ratings in the RS [27] .
Item-based CF first came up with Amazon's item recommendation and afterward ratified by other service-based websites like Youtube [28, 29] . In item-based CF, the similarity of each pair of items is defined based on the ratings that are given by the users and then suggests a new set of items to a target user that is not rated yet by the target user but correlated with the target user's rated items [28] . For Cosine-based Similarity, Pearson correlation based Similarity, Adjusted Cosine Similarity, etc., similarity measures are used to identify the degree of correlations between items [27] . Many researchers have proposed different approaches to construct a better version of item-based CF. Li et al. [30] have proposed a privacy-preserving item-based CF by taking account of users' privacy of ratings from others. They recommend an unsynchronized protocol called UnsyncSum to attain secure multi-party computation. After that, they have modified two popular similarity computation methods without affecting RS' performance and proposed PrivateCosine and private person correlation method with the protection of users' privacy. Dakhel et al. [31] have defined a new method to compute the degree of correlation between items by modifying the traditional cosine similarity method named as Item Asymmetric Correlation (IAC). Then, the asymmetric correlation is used as additional information in matrix factorization to incorporate with item-based CF. However, there still exist some problems and most of them are sparsity, scalability, and cold-start [6, 27] .
Later, trust is introduced in the RS as a solution to existing data sparsity and cold-start problem. Based on the way of defining trust, it is classified as an explicit and implicit trust. In an explicit trust approach, trust is expressed in binary format by the users, whereas implicit trust is calculated from the degree of similarity between subjects [12] . Implicit trust based similarity between subjects is determined by applying either weighted similarity measures [4, 12, 32, 33] or using a probabilistic technique [34] or incorporating a social trust network [16, 35] or integrating fuzzy logic [36, 37] in the recommender system. Different researchers have also researched the cold-start problem and proposed solutions. Ebesu et al. [38] have used the deep neural network and implicit user feedback to conclude the semantic representation of items to solve the cold-start problem. Barjasteh et al. [39] have proposed a matrix factorization approach to explicitly utilize the correlated data of items with the knowledge of existing rating information, which is applied as side data for cold-start items. In addition, Blerina et al. [40] have introduced a classification algorithm along with a traditional correlation determination metric to cure the problem of cold-start but which is not sufficient.
In this paper, our aim to mitigate the cold-start item problem by defining the degree of direct and relative inter-connectivity between items with the help of items' genre and trust value between the items' correlation. That is why our proposed system performs better even in the case of a sparse dataset.
Proposed Method
In this section, an item-based correlation determination metric has been proposed on the basis of the items' genre. Afterwards, a prediction algorithm has been proposed to increase the prediction accuracy. Existing CF-based methods cannot recommend items for the users with convenient reliability for the sparseness of the dataset. Most of the time, they produce ambiguous results, especially for the cold-start. To resolve this problem, we proposed to define the correlation between items by using items' genre data which results positive in successful correlation determination between cold-start items without any error in the sparse environment.
Genre Based Correlation Determination
The output of this section is an item based correlation metric which is calculated from the items' genre. In this section, the classification of items has been done according to their genre and, after that, the similarity between items have been calculated on the basis of genre classification. Whenever a new item enters the system, it does not contain any rating but it must belong to some genre. On the other side, if there exists an item in the system with a low amount of users' ratings, then traditional item-based CF fails to predict recommendation for that item. Thus, by taking account of items' existence to any genre, we construct Table 1 where we demonstrate a sample of items with its genre. Here, items denote as movies and "1" refers to the movie's existence to that specific genre. On the basis of Table 1 , we can deduce that an item may belong to more than one genre. The existence of an item to a particular genre indicates the item's affiliation to that genre. As here we denote movie as the item and when the movie "Wrong Turn" is chosen from Table 1 , it has been seen that only belongs to the "Horror" genre. According to our assumption, it is surmised that the entire movie is affiliated to the horror genre. Furthermore, the movie "Stardust" can be classified as "Romantic" and "Adventure" genres based on the movie plot. Thus, again on the basis of our assumption, the inference can be drawn that 50% of this movie is affiliated to romantic and 50% to adventure. Again, "Wolf Girl" movie as 33% of the whole movie is affiliated to romantic, 33% to horror and 33% to adventure genre can be concluded by identifying the movie plot. Thus, based on this classification, a bipartite graph has been built which is shown in Figure 1 where each edge of the graph denotes the degree of affiliation of a movie to the specific genre. In Figure 1 , I x denotes list of items and C x defines list of genres. Based on the bipartite graph, the degree of correlations between different items or movies according to their genres can be calculated. However, it could be claimed that two movies are highly correlated in terms of genres when they both follow the features of genre one (C 1 ) and genre two (C 2 ) concurrently. The correlations that are computed from the above statement have been shown in Table 2 . Thus, there exist some possibilities of two movies to be highly correlated to each other when the items belong to more than one common genre. For this reason, a sigmoidal activation function is used here to boost up the correlation factor of the items as the nature of the sigmoidal activation function is shown in Figure 2 . Thus, the correlation between items can be determined by using Equation (1) and can be denoted the correlation as Sim(I x , I y ): 
Here, I x,a and I y,a denote the probability of item I x and I y belonging to genre a and N represent the number of common genre belongs to items I x & I y , respectively.
Confidence with Laplace Correction
Confidence manifests the degree of trustworthiness of coupling between items on the basis of the number of users who rate the items and impacted when the co-rated items' amount has been changed [32] . Confidence is not constant and could vary based on the amount of co-rated items. The confidence of items is calculated by using the following Equation (2):
Here, the confidence value of target item I x on the recommender item I y in the system is denoted as Con f idence(I x , I y ). The common ratings between items x & y are defined by I x ∩ I y and I y , which denotes the total amount of ratings given to item y by the system users. As the total amount of ratings of the item could vary from item to item, thus the confidence value between each pair of items is not symmetric which implies that the values of Con f idence(I x , I y ) and Con f idence(I y , I x ) are asymmetric. Since confidence is multiplied to get the final correlation measures, Laplace correction has been introduced to eschew the zero value.
Direct Inter-Connectivity Detection: Genre Based Item-Item Asymmetric Similarity
In this section, genre-based item-item similarity and degree of reliability of items' association have been integrated by taking account of both cold-start and highly-rated items in the system. As only taking consideration of genre-based item-item similarity could produce a high degree of uniform similarity between cold-start and highly-rated items without accounting users' rating information of the rated items which may lead unsatisfactory results in prediction. For example, a cold-start item might be n% similar to any of the highly-rated items in the system on the basis of belonging the same genres where n is any numeric number. However, any highly-rated item could not be n% similar to the cold-start item as it not only belongs to the same genres but also contains users' preference data which is users' rating. Thus, the direct inter-connectivity between items has been ensured as asymmetric as their confidence values are not symmetric and the confidence values take account of co-rated items' amount. The final similarity for the items has been given in Equation (3) . Here, the integrated method is denoted by DiSim(I x , I y ) and the degree of direct asymmetric similarities between items have been represented using Table 3 : 
Relative Inter-Connectivity Detection: Inferring Transitivity of Reliable Correlation of Items
By using the transitive property of the trust, the relative similarity between items can be built whose are not directly similar to the target items. It is known as trust propagation [32] . Trust propagation is done by combining consecutive direct correlations within all in-between items. The trust propagation length, which is a variable, should be finite to define how many consecutive direct associations need to combine for inferring relative inter-connectivity [32] . In our system, variable-length for trust propagation is set to 2, where 1 defines the direct association between the target and recommended items. Finally, the average composition is utilized to calculate relative similarity which is denoted by RelSim(I x , I y ). Here, a sample of relative similarity of items has been demonstrated in Table 4 .
Here, N denotes the variable length of the trust propagation that items x & y have been utilized and z denotes the intermediate item which is correlated with items x & y, respectively. 
Proposed Prediction Algorithm
Here, an enhanced prediction algorithm has been proposed. In order to compute the predicted rating p u,x for user u of an item x, Algorithm 1 is used. A direct similarity value between item x and item y has been utilized to calculate the predicted rating of item x for user u. The relative similarity value is used when there exists no direct similarity between the item x and the item y.
Algorithm 1 : Enhanced Prediction Algorithm
Input: A list of users, u ∈ U and items, x & y ∈ I and similarity values of items, sim(x, y) Output: A list of predicted ratings p u,x 1: Begin 2: U ← set o f u users, I ← set o f items x and y 3: dividend ← 0, divisor ← 0, temp ← 0 4: list o f Quotient x ← 0 5: for each item y ∈ I do 6: if (r u,y = 0) then 7: temp ← r u,y −r y 8:
divisor ← divisor + sim(x, y) A rounding operation for the predicted rating has been proposed to boost up the prediction. For example, 5 is taken as the final rating when the predicted rating is in between 4.5 to 5. Again, 4 is taken as the final rating when the predicted rating is in between 3.5 to 4.49. The implementation is the same for the rest of the cases.
Experimental Setup and Evaluations

Dataset
To demonstrate the effectiveness of the proposed approach, we choose offline analysis which uses pre-compiled offline datasets. Though there exist three types of offline datasets which are true-offline-datasets, user-offline-dataset, and expert-offline-datasets [41] , we used true-offline-datasets for our experiment. Because true-offline-datasets are introduced in the area of collaborative filtering based RS where users express their like and dislike to any item by giving ratings and this kind of datasets commonly used for the evaluation of collaborative filtering algorithm. Thus, we choose two popular true-offline-datasets for our proposed methodology and those are Movielens and MovieTweets dataset.
The first dataset, MovieLens, is called ML-1M and commonly used in maximum research of a collaborative filtering algorithm to validate proposed system performance. It contains 6040 users and 3952 movies with 1,000,209 ratings and 19 genres. The rating range is 1 to 5 and the density of the user-item matrix is 4.10%.
The MovieTweets dataset also contains movies' ratings and it is constructed by expertly organized tweets on Twitter. This dataset is the outcome of the investigation coordinated by Simon Dooms [42] . According to 2016's data, this dataset includes 43,357 users and 25,193 items. The rating range belongs to 1 to 10. The main parameters of the datasets, which are used in the experiments, are illustrated in Table 5 . 
Evolution Metrics
The most commonly used evaluation metrics in the collaborative filtering based recommender system is mean absolute error (MAE), precision, recall, f-measure and mean reciprocal rank (MRR) and these metrics are used for the evaluation of the proposed method's performance. At the time of evaluation, items' prediction is done by using the proposed methodology and, after that, the proposed method's performance is measured by comparing the predicted and actual ratings of the items in terms of MAE, precision, recall, f-measure, and MRR.
Mean Absolute Error
Mean absolute error (MAE) [43] is a metric that is used to detect the accuracy of the system by comparing the predicted ratings against the actual ratings of the items. The average absolute difference between the estimated and the user's true rating is termed as the mean absolute error. The relationship between the metrics measure and the system's performance is inverse, which implies better performance of the system, and the value of MAE should be lower:
Here, r u,x determines the actual rating that user u rates item x and p u,x denotes the predicted rating of item x for user u which is predicted by the proposed methodology. In addition, N u denotes the amount of user u's rated items.
Precision
Precision defines the segment of suggested items that are identical to the users' preferences in the testing dataset [43] . It is also known as positive predictive value and measures the relevancy of the result. Assuming that, in the system, items ratings belong to 3-5 are positive ratings and 1 and 2 are negative ratings. Thus, when the item's real rating exists within 3-5 and the item's predicted rating is 3-5, then we can conclude that it is like the true positive prediction (TPP), whereas, when the item's real rating belongs to 1 and 2, but the item's predicted rating belongs to 3-5, then we can declare this as false positive prediction (FPP). Thus, the precision is computed as follows:
Recall
The recall is the mean quantity of items of the testing dataset that exists among the ranked list from the training dataset. It also called sensitivity and measures the amount of truly relevant results that are identified. Based on the above precision's hypothesis, an item's real rating exists within 3-5 and the item's predicted rating belongs to 3-5; then, we can call it a true positive prediction (TPP); on the other hand, when the item's predicted rating belongs to 1-2, then it is classified as a false negative prediction (FNP). Hence, the equation of the recall computation, on the basis of our assumption, is as follows:
F-Measures
It has been seen that, when the precision and recall cannot anticipate decent results, then f-measure is used as a weighted harmonic mean of the precision and recall to ensure better evaluation of the test system:
Mean Reciprocal Rank
The mean reciprocal rank (MRR) is a popular evaluation metric that is used to calculate the average of reciprocal of the rank in which the first correct item was retrieved at each prediction [44] . It will match the recommended list with the predicted recommended list. It will give a higher score if the match is found at the top of the list. The MRR is computed as follows:
Results and Discussion
Prediction Accuracy
In this section, we evaluate our proposed method's performance on the basis of prediction accuracy for recommendation by comparing with some benchmark methods. For comparison, Pearson correlation coefficient (PCC), cosine similarity (COS), Jaccard similarity (Jaccard) and mean squared distance (MSD) are selected as the benchmark methods, as these are the most popular similarity measure's methods. In addition, we have used 10-fold cross-validation to split the dataset for evaluation. Cross-validation is a process to verify the proposed methodology's performance by splitting the dataset into two sub-datasets [45] . One of the sub-datasets is a training dataset to train the proposed method and another one is a testing dataset to evaluate it. For 10-fold cross-validation, each dataset is randomly split into 10 equal sub-datasets. After that, at each sub-dataset, 90% of data are randomly selected as train data and the rest of the data are used as test data. At the test phase, the proposed method generates a list of predicted ratings by using test data that are compared with actual ratings in terms of MAE, precision, recall, f-measures, and MRR. The cross-validation process is then repeated 10 times and the outputs of all folds are averaged to generate a single output of the whole process.
Here, the results that are evaluated by using the mentioned datasets (Table 5 ) have been presented. Figures 3 and 4 represent the results that are obtained with Movielens and Movietweet datasets, respectively. In addition, the results are compared with the traditional similarity metrics by using MAE, precision, recall, f-measures, and MRR. It is proved that the proposed method outperforms with the existing traditional methods.
Performance Evaluation: Movielens DataSet
Usually, the range of items' ratings in a Movielens dataset is 1 to 5. Thus, for calculating precision and recall, ratings of items that belong to 3-5 are chosen as positive ratings and the ratings that belong to 1 and 2 are treated as negative ratings. The results of the MAE, precision, recall, f-measures and MRR are generated by using the benchmark and proposed methods are shown in Figure 3 . In Figure 3 , the proposed similarity measure method is denoted as PSM. Regarding the prediction accuracy, PSM surpasses all other benchmark methods in every neighborhood size of the dataset. For the maximum number of neighborhoods, PSM achieved a significant accuracy on average in terms of (Figure 3a ) MAE 3.42%, (Figure 3b ) precision 7.25%, (Figure 3c ) recall 7.20%, (Figure 3d 
Here, I A denotes improved accuracy and BM defines the benchmark method. In addition, N determines the number of benchmark methods used for evaluation. 
Performance Evaluation: MovieTweets Dataset
Again, in the MovieTweets dataset, the rating range varies between 1 to 10. Thus, here, rating range 5-10 have selected as the positive ratings and rating between 1-4 is selected as the negative rating. The MAE, precision, recall, f-measures, and MRR that are calculated from the Movietweets dataset are manifested in Figure 4 by using the same benchmark methods that are mentioned in Section 
Performance Evaluation: MovieTweets DataSet
Again, in the MovieTweets dataset, the rating range varies between 1 to 10. Thus, here, rating range 5-10 have selected as the positive ratings and rating between 1-4 is selected as the negative rating. The MAE, precision, recall, f-measures, and MRR that are calculated from the Movietweets dataset are manifested in Figure 4 by using the same benchmark methods that are mentioned in Section 5.1.1. Again, it is proved that our PSM comes up with a better result than the state of artworks even in the case of the Movietweets dataset also. Further regarding maximum neighborhood size, PSM improved marginal accuracy with respect to (Figure 4a ) MAE 8.58%, Figure 4b ) precision 3.29%, (Figure 4c ) recall 7.55%, (Figure 4d 
Conclusions
In this paper, a new approach has been proposed to integrate items' genre data in the item-based CF as a solution of cold-start items problem. The main contribution of this paper is to generate items' similarity by utilizing an items' genre as an item must belong to some specific genre. To determine items' similarities, two types of inter-connectivity of items have been calculated. One of them is the direct asymmetric inter-connectivity based on the item's genre with the reliability of items' similarity. Again, another one is the relative inter-connectivity based on the reliability of direct 
In this paper, a new approach has been proposed to integrate items' genre data in the item-based CF as a solution to the cold-start items problem. The main contribution of this paper is to generate items' similarity by utilizing an items' genre as an item must belong to some specific genre. To determine items' similarities, two types of inter-connectivity of items have been calculated. One of them is the direct asymmetric inter-connectivity based on the item's genre with the reliability of items' similarity. Again, another one is the relative inter-connectivity based on the reliability of direct asymmetric inter-connectivity between items. Furthermore, an enhancement of a prediction algorithm has been proposed to increase the prediction accuracy of the system. To verify our proposed similarity measures' performance, four popular similarity measures have been used which are PCC, Cosine, Jaccard, and MSD. It is also validated that the proposed technique performs better while comparing with the similarity measures mentioned in reference to prediction accuracy. For the future work, we are interested in conducting further analysis on how to integrate an item's genre to the user-based collaborative filtering to also overcome the cold-start user problem. 
