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ON THE IRREDUCIBILITY OF THE DIRICHLET POLYNOMIAL OF AN ALTERNATING GROUP
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Abstract. Given a finite group G the Dirichlet polynomial of G is
where μ G is the Möbius function of the subgroup lattice of G. This object is a member of the factorial domain of finite Dirichlet series. In this paper we prove that if G is an alternating group of degree k and k ≤ 4.2 · 10 16 or k ≥ (e e 15 + 2) 3 , then P G (s) is irreducible. Moreover, assuming the Riemman Hypothesis, we prove that P G (s) is irreducible in the remaining cases.
An important object in number theory is the Riemann Zeta function
In the literature there are many generalizations of this object, also connected with the Euler expansion associated to ζ(s), i.e. A generalization was introduced by Mann ([Man96] ). Given a finitely generated group G, Mann defined the Dirichlet series of G in the following way:
k s , where a k (G) =
H≤G,|G:H|=k
where μ G is the Möbius function of the subgroup lattice of G, which is defined inductively by μ G (G) = 1, μ G (H) = − K>H μ G (K). In particular we have that
So, the Dirichlet series 1/P G (s) was called the probabilistic Zeta function of G.
The term probabilistic is due to the probabilistic interpretation of the values of the function at the natural numbers (see [Man96] for further references).
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In this paper, we deal with the finite case, so we assume that G is a finite group. Hence P G (s) is an element of the ring of finite Dirichlet series (also called Dirichlet polynomials) with integer coefficients, i.e. which is a factorial domain (see [DLM04] ). Hence it is interesting to understand the factorization of P G (s) in R. Indeed, we wish to find some information about the structure of the group (e.g. the chief factors) from the knowledge of the factorization of P G (s).
The irreducible factors of P G (s) are usually called the generalized Euler factors, and their analysis could be the beginning for a number theoretical interpretation of these Dirichlet polynomials.
There are some results on the factorization of P G (s). Let 1 = G 0 · · · G k = G be a chief series of G. The Dirichlet polynomial of G factors in the following way:
where, for a normal subgroup N of G, we have
By [DL03] , the factors of ( †) are independent on the choice of the chief series. Nevertheless, in general, these factors are not irreducible. It is easy to see that if P G (s) is irreducible, then G/Frat(G) is simple (see for example [DLM04, Corollary 7] ; Frat(G) denotes the Frattini subgroup of G). But the converse is not true: for instance, P PSL2(7) (s) is reducible. The question of the irreducibility of the Dirichlet polynomial of a simple group was proposed by N. Boston (see [Bos96] ), and the first significant results were obtained in [DLM04] , where it was proved that if p is a prime number greater than 3, then P Altp (s) is irreducible, and P PSL2(p) (s) is reducible if and only if p = 2 e − 1 with e ≡ 3 (mod 4). In a recent paper ([Pat09]), we proved that given a simple group G of Lie type, P G (s) is reducible if and only if G = PSL 2 (p) with p = 2 e − 1 a prime number and e ≡ 3 (mod 4).
In this paper we study the case when G is an alternating simple group, i.e. G = Alt k and k ≥ 5, and we prove the following.
Theorem 1. Assume that k ≥ 5.
If k ≤ 4.2 · 10 16 or k ≥ (e The factors of the factorization ( †) can be described in terms of Dirichlet polynomials of monolithic primitive groups. We recall that a group G is monolithic primitive if there exists a maximal subgroup M such that g∈G M g = 1 and G has a unique minimal normal subgroup. Let G be a finite group, and let N be a minimal normal subgroup of G. It is possible to define a monolithic primitive group associated with N in the following way (see [DL03] ):
Clearly N is (isomorphic to) the unique minimal normal subgroup of L, so N = soc(L N ) (i.e. N is the socle of L N ). Under these assumptions, there exists an integer α such that
The above remark shows that the study of the irreducibility of the factors in ( †) is strictly connected with the study of the irreducibility of P G,soc(G) (s), where G is a monolithic primitive group.
Thanks to a result of [Ser08] , we obtain the following. 10 or Aut(Alt 6 )), we have not enough information to decide whether P G,soc(G) (s) is irreducible or not. However, direct computations show that P G,soc(G) (s) is irreducible if G ∼ = PGL 2 (9), M 10 or Aut(Alt 6 ).
The result we obtain has an interesting consequence, as the following theorem shows.
Theorem 3. Let G and H be two finite groups such that P G (s) = P H (s). Assume that the composition factors of G and H are alternating groups which satisfy the hypothesis of Theorem 2. Then G and H have the same non-Frattini chief factors.
In Section 1, we outline the strategy of the proof and we introduce notation and lemmas that we shall use throughout the paper.
In Section 2, we state and attack a number theoretical conjecture, which we believe to be true. This conjecture is crucial in order to prove our main result.
Section 3 is devoted to the proof of Theorem 2. In Section 4 we prove that it is possible to recognize the number of factors of the socle of a primitive monolithic group L from the knowledge of the Dirichlet polynomial P L,soc(L) (s).
Finally, in Section 5, we prove Theorem 3. 
Strategy of the proof, some definitions and lemmas
In the sequel, we outline the strategy of the proof in the simple case, i.e. G = Alt k , k ≥ 5. Let π be a set of primes, and let π be the set of prime numbers that does not lie in π.
The first ingredient is the ring homomorphism given by
n s , where b n = a n if n is a π number, 0 o t h e r w i s e , π is a set of prime numbers, and R π is the image of R through η π .
By [DLM04, Lemma 2], in order to prove that a Dirichlet polynomial f (s) is irreducible, it is enough to find a prime number r such that
(1) f (r) (s) is irreducible; (2) if r|n and a n (f (s)) = 0, then |n| r = |f (s)| r (where |f (s)| r = max{|m| r :
It turns out that the most difficult condition to check is the third. However, if f (r) (s) is irreducible, it is easy to see that the following condition, (3') the inequality
holds, where m(g(s)) = min{k : a k = 0} and M (g(s)) = max{k :
The second ingredient is a remark. Let r be a prime number such that
2 (see Lemma 19 and Proposition 20 for a precise justification). Let l be a positive integer. We say that a Dirichlet polynomial is of type T l if the index of the non-zero coefficient are of the form ( * ) and the maximum value of a sum i 1 + · · · + i j is l. It turns out that P (r) G (s) is of type T k−r . Now, assume that there exists two prime numbers p 1 , p 2 such that k/2 < p 2 < p 1 < k − 2. We construct two finite sequences {r i } i≤ι (of prime numbers) and {a i } i≤ι (of natural number) such that r i |k − a i + 1, r ι = p 2 and a 1 ∈ {3, 4}. This determines a sequence {T a i −1 (s)} i≤ι of Dirichlet polynomials of type (respectively)
Our aim is to prove that 
Some information on the alternating groups show that the above inequality is equivalent to
By the above discussion, in order to construct the sequences {r i } i≤ι and {a i } i≤ι , it is sufficient to find for each pair (k, a) of natural number, with 3
(k−a−h+1)! , and the largest prime divisor of (k−a)! (k−a−h)! is greater than a + h. This is the number theoretical problem we try to attack in Section 2 (see Conjecture 7). For the precise argument see the proof of Theorem 23.
When we know that P
G (s) is irreducible, the proof of the irreducibility of P G (s) can be easily completed (see the end of the proof of Theorem 23). Now, we introduce some notation we shall use throughout the paper.
• Let
which is a subring of R. Let R π = R ∩ R π . We define the map
given by Ψ(p 1−s ) = x p for each p ∈ π, where X π is the set of commuting indeterminates {x r : r ∈ π}. Clearly, Ψ is a ring isomorphism, hence R π and R are factorial domains.
• Let k be a positive integer. We let p(k) be the set of prime numbers that divides k. If H is a finite group, we let p(H) = p(|H|). If p is a prime number, then we let |k| p be the p-part of k, i.e. |k| p = p i where
k s be an element of R, and let r be a prime number. We let
We will use repeatedly, often without mention, the following results on the Möbius function of the subgroup lattice of a finite group G.
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Finally, another useful result is the following, which shows a connection between the Dirichlet polynomial of a primitive monolithic group and the Dirichlet polynomial of an almost simple group.
Theorem 6 (See [Ser08] , Theorem 5). Let G be a primitive monolithic group with a simple component S.
for each prime divisor r of the order of S.
A number theoretical result
This section is devoted to the attack on Conjecture 7. Indeed we will prove it in many cases.
For the rest of the paper, let k be a positive integer, let p 1 be the largest prime number less than or equal to k − 3, and let p 2 be the largest prime number less than p 1 . Moreover assume that
, there exists a prime number in the interval [x, We say that a pair
Now we can state the conjecture we want to attack.
Conjecture 7. Let (k, a) be an admissible pair. Then there exists a positive integer
h ≤ a such that
Let us introduce some definitions. If (k, a) is an admissible pair, we say that ) ) satisfies both (C1) and (C2), we say that k (resp. (k, a)) satisfies (C).
In the next two lemmas we prove some sufficient conditions for (k, a, h) to satisfy (C1) and (C2). Our aim is to obtain a result of this type: suppose that (k 0 , a 0 ) satisfies (C) under some conditions, then also (k, a 0 ) satisfies (C) if k ≥ k 0 (see Corollary 10 and Proposition 11).
Lemma 8. Let k and a be positive integers and let
.
k−a+1 , the previous inequality is equivalent to
Now we prove (8.1) by induction on k. If k = 2, then a = 1 and the claim is clear. Assume that k ≥ 3. By induction, we have that
In order to complete the proof, it is enough to show that the function
, which holds since the map y → (1 + 1 y ) y+1 is decreasing for y > 0. Proof. Let us prove (1). Assume that max p(
Lemma 9. Let k, a, h be positive integers such that
hence we have (1). Now we prove (2). The inequality
In order to prove (9.1) it is enough to show that
which is equivalent to
By the Bernoulli inequality, we obtain
Corollary 10. Let (k, a) be an admissible pair, and let
Proposition 11. Let (k, a) be an admissible pair, and let θ 0 ∈ (0, 1) be the solution of the equation 2−x is increasing for 0 < x < 1. So, it turns out that θ 0 ≈ 0.068. Moreover we have a(1 − θ) > 1, since
Moreover, using the definition of θ 0 , we get θ −
, and it follows that
By Lemma 9, in order to prove that (k, a, h) satisfies (C2), it is enough to show that f (k, a, a(1 − θ )) > 0. So it remains to show that
Since we assumed that a > 
By [Dus10] and some direct computation, we have that
Combining the last inequality with (11.2) we obtain (11.1). Note that the inequality (11.1) implies that
When a is small, we can check the conjecture directly. Proof. Note that 4 ≤ a + h ≤ 26, since 1 ≤ h ≤ a. For a contradiction, assume that (k, a) does not satisfy (C2). Then we have that p Table 1A ], an explicit list of n ∈ N such that p(n(n − 1)) ⊆ p(m!) for m ≤ 42 is given. A direct computation shows that the result holds.
The next three results concern the distribution of prime numbers in short intervals. . By Theorem 14,
Lemma 13. Let
2 , we get that there are at least two prime numbers in the interval [ Proof. A direct computation shows that the result holds for k ≤ 10000.
Let p 1 and p 2 be as in the beginning of the section. By Proposition 15, we have that there exists a constant k 0 such that Assuming the Riemann Hypothesis, we have that k 0 < 10000, hence we obtain the claim.
. , 1020}, we find the least positive integer k(a) such that f (k(a), a, h(k(a), a)) > 0 and h(k(a), a) ≥ π(h(k(a), a)+a). By Corollary 10, we have that the admissible pair (k, a) satisfies (C) if k ≥ k(a)
The irreducibility of the Dirichlet polynomial
In this section we assume that n is a fixed positive integer. Let G be a primitive monolithic group with a simple component isomorphic to Alt k and let soc(G) ∼ = Alt 
Then there exists a prime divisor
Proof. This is left to the reader: just apply [Lan02, Chap. VI, Theorem 9.1].
Proposition 18. Let f (s) be a Dirichlet polynomial in R . Let r be a prime number and l a positive integer such that
with g (r) (s) = g(s) and h (r) (s) = h(s). Assume that 
(s) divides h(s). Thus, there exists k(s)
against (2). So we conclude that GCD(a, b) = 1. Now we prove the claim of the proposition. For a contradiction, assume that f (s) is reducible. Since GCD(a, b) 
Proof. This is well known; for the second statement, see [Sta97, p.128] . Let m be a natural number, and let Λ m be the set
2 . Let π be a set of prime numbers satisfying the following:
• there exists r ∈ π such that k/2 < r < k − 2. Let c be an l+1×l! matrix with integer coefficients such that c 0,1 = 1 and c m,1 = −1 for m ∈ {1, . . . , l}. We define the Dirichlet polynomial (which is an element of R )
. Clearly, T l,c (s) also depends on n, but throughout this section we assume that n is a fixed constant. Proof. Let h and m be natural numbers such that k = 2 m h and h > 1 is odd. We get T 2,c (s) = 1 − g(s)h n(1−s) , where
For a contradiction, assume that T 2,c (s) is reducible. Since h > 1 and (2 m h − 1, h) = 1, by Proposition 17, we have that g(s) is a non-trivial power. This is impossible.
Lemma 22. Let k ≥ 8. The Dirichlet polynomial T 3,c (s) is irreducible for each c.
Proof. Let h and m be natural numbers such that k = 2 m h and h is odd. Assume that h > 1. We get T 3,c (s
For a contradiction, assume that T 3,c (s) is reducible. Since h > 1 and ((k − 1)(k − 2), h) = 1, by Proposition 17, we have that g(s) is a non-trivial power. This is impossible.
, where Proof. Using the notation of Conjecture 7, for each a ∈ {3, . . . , k − p 2 + 1}, let γ(k, a) be the minimum h such that (k, a, h) satisfies (C).
We construct a finite sequence {r i } 1≤i≤ι of prime numbers and a finite sequence {a i } 1≤i≤ι of positive integers, for some ι ∈ N − {0}.
Let r 1 be a prime number greater than 4 such that r 1 ∈ p((k − 2)(k − 3)) (it is easy to see that such r 1 exists provided that k = 5, 6, 11). In particular, if k = |k| 2 , then take r 1 ∈ p(k − 3) such that r 1 > 4 (it always exists). Let a 1 = j + 1 where j is the unique number such that j ∈ {2, 3} and r 1 divides k − j (in particular, if |k| 2 = k, then a 1 = 4). Note that 2 < a 1 ≤ 4, the prime r 1 does not divide exists since (k, a i−1 , γ(k, a i−1 ) ) satisfies (C2)). Set a i = j + 1 where j is the unique number
Without loss of generality, we may assume that r ι = p 2 , hence ) (X, S) = 0. By the above argument and Theorem 6, we have that
and
, for some α i ∈ Z, some matrices c i and c, and some b i (s) ∈ R such that b 
. Thus condition (2) of Proposition 18 holds. Hence we conclude that P (r i ,...,r ι ) (s) is irreducible.
In particular, we have that P (r ι ) (s) = P (p 2 ) (s) is irreducible. Now, assume that P (s) = f (s)g(s) for some Dirichlet polynomials f (s) and g(s).
is irreducible, without loss of generality, we may assume that
. By Lemma 19, we have that Proof. We let P (s) = P G,soc(G) (s). Assume that P (s) = f (s)g(s). Case k = 5, 6, 7, 10, 11, 12. Let r and π be as in Table 1 . Using [GAP] , we have that P (r) (s) is irreducible. So we may assume that f (r) (s) = P (r) (s) and g (r) (s) = 1.
, but P (π) (s) = 1. This concludes the proof.
Case k = 8. Using [GAP] , we have that P (2) (s) and P (5) (s) are irreducible. So we may assume that f (2) (s) = P (2) (s) and g (2) (s) = 1. Note that |P (2) (s)| r = |P (s)| r for r ∈ {3, 5}, hence |f (s)| r = |P (s)| r , |g(s)| r = 1 and g (r) (s) = g(s) for r ∈ {3, 5}. From now on, assume that S is a group of Lie type over a field of characteristic p. Let B be a Borel subgroup of S. Let ρ be the symmetry of the Dynkin diagram which defines S: if S is untwisted, then ρ is trivial, otherwise ρ has order 2 or 3. In Table 2 , given a simple group of Lie type S, we describe two ρ-invariant sets of roots K 1 and K 2 , referring to Figure 1 . In the second column we give some conditions, in particular referring to the graph automorphisms contained in X: when we write no graph, we mean that X does not contain a non-trivial graph automorphism; when we write graph, we mean that X contains a non-trivial graph automorphism. Sometimes we specify the order of the graph automorphism (for instance, we write 3-graph in the case when S = D 4 (q) and X contains a graph automorphism of order 3). If P is a parabolic subgroup of S, we denote by L P the Levi factor of P . For i ∈ {1, 2}, we let K i be the set of the ρ-orbits which are in K i . Using the notation of [Pat09, Section 2], we associate to each set of ρ-orbits K i a parabolic subgroup P K i of S. Now, let K i be as in Table 2 . We have that N X (P K i ) is subgroup of X such that N X (P K i )S = X, and if Q is another subgroup of X such that |X : Q| = |X : N X (P K i )| and QS = X, then Q ∩ S and P K i have the same | is not a non-trivial power for some i ∈ {1, 2}, whenever (a) does not hold. In Table 3 , we report the index |P : B|, where P is a parabolic subgroup, given the Levi factor L P (see [Pat09, Section 3]). Table 2 . Some Levi factors of a simple group of Lie type.
S
Conditions
In the sequel we repeatedly use Lemma 25 to show that a certain expression is not a non-trivial power.
Assume that L P K 1 = A 2 (q). Since (q + 1)(q 2 + q + 1) = |P Let k = 6 and assume that X Sym 6 . By Theorem 26 we have that {2, 3, 5} ⊆ p(Z). By [GAP] , if Z is a primitive group of degree k such that {2, 3, 5} ⊆ p(Z) and the minimal index of a proper subgroup is 10, then soc(Z) ∼ = Alt 6 .
Assume that if k = 6, then X ≤ Sym 6 . Let k ∈ {5, 6, 7}. By Theorem 26 we have that p(k!) ⊆ p(Z). By [GAP] , if Z is a primitive group of degree k such that p(k!) ⊆ p(Z) and the minimal index of a proper subgroup is k, then soc(Z) ∼ = Alt k .
Assume that k ≥ 8. By [Nag52] , we have that there exists a prime number p such that k/2 < p < k − 2. By Theorem 26, we have that p divides |Z|, hence Z contains a cycle of order p. Since Z is a primitive group of degree k containing a cycle of order p, by [Jor73, Théorème I] we have that Z ≥ Alt k or k ≤ p + 2. Since p < k − 2 we get that Z contains Alt k and the proof is complete. 
