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Partial Matching (PPM) [8]などが挙げられる．本論文で扱う圧縮法もこれらの圧縮法と
同様に可逆圧縮法の一種である．この圧縮法は部分文字列数え上げ圧縮法 (Compression







































また，f0; 1gの要素をバイナリ文字列と呼ぶ．文字列 v; wについて，vがwに比べ辞書
順に大きい場合，v  wと表記する．ある文字列 x = uvwについて，uを接頭辞，vを
部分文字列，wを接尾辞と呼ぶ．文字列 xが反復であるとは，x = uiとなる文字列 uお
よび 2以上の自然数 iが存在することをいい，文字列 xが非反復であるとは，x = uiと
なる文字列 uおよび 2以上の自然数 iが存在しないことをいう．文字列に対する巡回シ
フトとは，文字列 xについて xの接尾辞を先頭に移動させる操作のことである．例えば，
長さ nの文字列 x = a1a2a3:::anについて，巡回シフト後の文字列はある整数 jについて
aj+1aj+2 : : : ana1a2 : : : ajとなる．文字列 xと yについて，xと yが双方とも同じ文字列を
巡回シフトして得られる場合，xと yを巡回同値であるという．右端と左端が繋がった文
字列を巡回文字列と呼ぶ．以下の式 2.1を満たす場合に部分文字列 wが xを巡回文字列
とみなした場合の位置 pに出現すると言う．




Cw = jfp 2 N j w 2 Dp(x); 0  p < jxjgjと定義する．つまり，w =2 D(x)の場合，
Cw = 0となる．このとき，空文字列 "の出現数は C" = jxjとなる．以下に例を示す．
x = 001011010に対し，C" = 8, C0 = 5, C1 = 4, C00 = 2, C01 = 3, C10 = 3, C11 = 1,
C000 = 1 となる．また文字列 0110について，0110 2 D3(x)が成立する．



































また，文字 a; bと任意の集合A  nfagとB  nfbgについて，jwj  jxj   2とすると
以下の等式が成立する．











































と定義すると，Cawbの取りうる値について，jwj  jxj   2とすると以下の式 2.6が成立
する．
lowerA;B(awb)  Cawb  upperA;B(awb) (2.6)
7ここでxが未知のときにCawbの値について推定することを考える．fCwcgc2, fCcwgc2,








ることとなる．特に upperA;B(awb)   lowerA;B(awb) = 0ならば，式 (2.6)によって Cawb
の値が一意に定まるため Nawb = 0となる Cawbについては保存する必要が無い．また，
A = ;かつ B = ;のとき，いずれの c; d 2 についても Ccwdの値が既知でない場合，
jwj  jxj   2とすると，
upperA;B(awb)  lowerA;B(awb) = minfCaw; Cwb; Cw   Caw; Cw   Cwbg (2.7)
が成り立つ．よって，U(x), V (x), I(x)を
U(x) = fw 2  j 9a; b 2 ; a 6= b; Caw  1; Cbw  1g (2.8)
V (x) = fw 2  j 9a; b 2 ; a 6= b; Cwa  1; Cwb  1g (2.9)
I(x) = U(x) \ V (x) (2.10)
と定義すると，w 62 I(x)ならば upperA;B(awb)  lowerA;B(awb) = 0となる．したがって，
w 2 I(x)となるCawbのみを保存すればよいことがわかる．
ここで，集合 A;B について，A = fc j c  agかつ B = fc j c  bgが成立する場
合，lowerA;B(awb); upperA;B(awb)を単に lower(awb); upper(awb)と表す．また，Nawb =





1 n := jxj
2 Encode n; /* xの文字数を符号化 */
3 Encode Rank; /* 巡回同値な文字列の中での xのランクを符号化*/
4 Encode jj; /* アルファベットサイズを符号化 */　
5 Encode fCaga2; /* x中の各文字の出現数を符号化 */
6 for l := 0 to jxj   2 do
7 for w 2 f0; 1gl \ I(x) do
8 for a 2 ; b 2  do















例として = f0; 1; 2g上の文字列 x = 011021を対象としてAlgorithm 1の動きを説明
する．最初に， 2行目で xの長さに相当する C" = 6をガンマ符号を用いて符号化する．
続いて 5行目でそれぞれの文字の出現数を適切な符号化を用いて符号化する．文字列 x




すなわちCabの符号化を行う．この順序は abの辞書順であるので，まずC00 = 0につい
て考える．その範囲は式 (2.6)でA = ;かつB = ;なので，0C002であることがわか
る．よって，この範囲で C00の符号化を行う．続いて C01 = 2について，その範囲は式
(2.6)でA = ;, B = f0gより 1C012であり，この範囲でC01の符号化を行う．続いて，
C02について，その範囲はA = ;, B = f0; 1gより，0C020である．よって，上界と下
界が一致するため C02の符号化は行わない．これを C22まで順に繰り返し，全ての作業
を終えた後，w = 0の場合に着手する．しかしながら，0 62 I(x) = f"; 1; 10gであるので
Ca0bについては全く符号化を行わない．続いて w = 1; 2; 00; 01; : : :の場合について順に
処理を繰り返し，jwj  jxj   2なる全てのwを考慮し終えたところで終了する．
最後に，xのランクを保存する．x = 011021はこれと巡回同値な文字列110210, 102101,














長を cのフェーズと呼ぶ．例えば，ブロックサイズ k = 4の文字列 x = 0101 2111にお
いて，左端の 0のフェーズは 0でその右隣の 1はフェーズ 1，続く 0はフェーズ 3，1は





まず，巡回文字列 xの中に現れる部分文字列 wの出現数 Cwの定義を，フェーズごと
に区別したものに更新する．k-フェーズ文字列 xと p = 0; 1; : : : ; k   1に対し，フェーズ
pを先頭として出現する部分文字列wの出現数をCpwと表す．例えば，x = 0101 2111に
対してC00 = 1, C11 = 2, C2012 = 1 である．
p  = (p+ ) mod kとすると，フェーズを区別した文字列の出現数Cpwに関して，等
式 (2.2), (2.3), (2.4)は次のように拡張される．任意のフェーズ p (0  p < k)と任意の文




























































Input: 文字列 x と 非負整数 k
1 n := jxj
2 Encode n; /*xの文字数を符号化 */
3 for : p = 0 to k   1 do
4 Encode fCpaga2;
5 /* x中の各文字の出現数をフェーズを区別して符号化 */
6 for l := 0 to jxj   2 do
7 for p := 0 to k   1 do
8 for w 2 l \ I(x) do
9 for a 2 ; b 2  do
10 if Npawb 6= 0 then
11 Encode Cpawb;
12 Encode Rank;
と定義すると，Cpawbの取り得る値は不等式 (2.6)と同様に,jwj  jxj   2とすると
lowerpA;B(awb)  Cpawb  upperpA;B(awb) (2.11)
に限定される．よって，通常の多値アルファベット版CSE法と同様に，既知であるfCp1wc gc2,
fCpcwgc2, fCpcwbgc2A, fCpawcgc2Bを利用することでCpawbの推定を行うことができる．
ここでA = ; かつ B = ;のとき，等式 (2.7)と同様に，jwj  jxj   2とすると
upperpA;B(awb)  lowerpA;B(awb) = minfCpaw; Cp1wb ; Cp1w   Cpaw; Cp1w   Cp1wb g
が成り立つ．ここで，集合A;Bについて，A = fc j c  agかつB = fc j c  bgが成立


















1. 各辺は文字 c 2 でラベル付けされている．
2. 頂点 uと文字 c 2 について，uは uの子へ向かう cでラベル付けされた辺を高々
1つもつ．
上記のトライ木を，文字列の接尾辞を列挙するために使用したものが接尾辞トライで











を模倣するために文字列 xを 2つ連結し x2とした文字列の重み付きの接尾辞トライを変
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図 2.1: x = 00110に対するCST
形した，重み付きの有向グラフである．CSTの元となる重み付きの接尾辞トライにおい








に CSTの例を示す．図 2.1中では後退辺を点線で表している．例えば，図 2.1で a = 0，
w = 11の場合を考えると，接尾辞トライにおいては node(11)と node(011)の双方が存在















文字列を各行にもち，Mの i行の文字列をM[i]と表した際に，M[i   1]  M[i] (i =
1; 2; :::; n   1)が成立する行列のことである．長さ nの文字列 xの BWT行列Mの各行
については，M[i] 2 D(x)が成り立つ．なお，実際のアルゴリズムでは BWT行列自体
は構築せず，各行の先頭の文字の，元の文字列中におけるインデックスを格納した配列
Posを構築する．この配列をBWT配列と呼ぶ．
また，BWT行列の最長共通接頭辞（Longest Common Prex, 以降 LCP）を考える．
LCPとは，2つの文字列について先頭から一致している接頭辞のうち最長のもののこと
である．文字列 xのBWT行列Mのある行の文字列について，1行前の文字列とのLCP





 1 (i = 0; n)
maxfl j M[i  1][0; :::; l   1] =M[i][0; :::; l   1]g (1  i  n  1)
ここでは後に本節で紹介するアルゴリズムの簡単のため，本来の LCP配列では定義さ
れない n番目の要素 (i = n)についても定義している．配列 LCPについて，もし xが非
反復ならば LCP[i] < n (i = 0; 1; :::; n)が成立する．また，説明のためにMの i行の文字
列と i  1行の文字列の LCPを，
`[i] =M[i][0; :::; LCP[i]  1] (i = 1; 2; :::; n  1)
と定義する．
ここで，バイナリ文字列 xについて，配列 `と式 (2.9)中の集合 V (x)の間に以下の式
が成立する．
f`[i] j i = 1; 2; :::; n  1g = V (x)
このことは以下のように証明できる．バイナリ文字列xのBWT行列のLCP配列について，
定義より，M[i 1][LCP[i]] 6=M[i][LCP[i]]が成り立つ．また，M[i 1][0; 1; :::; LCP[i]] 
M[i][0; 1; :::; LCP[i]]かつM[i   1][0; 1; :::; LCP[i]   1] = M[i][0; 1; :::; LCP[i]   1]である
ことからM[i  1][LCP[i]] M[i][LCP[i]]が成り立つ．よって，xがバイナリ文字列であ
ることからM[i  1][LCP[i]] = 0;M[i][LCP[i]] = 1が成り立つ．よって，`[i]1 2 D(x)か
つ，`[i]0 2 D(x)が成り立つ．よって，f`[i] j i = 1; 2; :::; n  1g  U(x)である．
また，w 2 U(x)について，Mの各行は xを巡回シフトしたものであるため，巡回文字
列とみなした文字列 x中に出現する長さ n  1以下の任意の部分文字列wは，Mのある
行の先頭から出現する．よってw0 2 D(x)とw1 2 D(x)の双方が成立する場合，双方と
もMのいずれかの行の先頭に出現する．この時，必ずw0とw1が先頭に出現する隣り
合う行が存在し，この隣り合う行のうちw1が出現する 行を j行目とする．LCP[j] = jwj
であるためw = `[j]となり，
16
図 3.1: x=000110101に対するBWT配列 Posと配列 LCP, S, E, R. (BWT行列Mと配
列 `も説明のために併記している．)
w 2 U(x)ならば w 2 f`[i] j i = 1; 2; :::; n   1gである．よって，U(x)  f`[i] j i =
1; 2; :::; n  1gである．







る．これら 3つの配列を S;E;Rと表し，0  i < jxjについて以下の通り定義する．
S[i] = minfs j M[s][0 : LCP[i]  1] = `[i]g (3.1)
E[i] = maxfe j M[e][0 : LCP[i]  1] = `[i]g (3.2)





C`[i] = E[i]  S[i] + 1 (3.4)
である．また，LCP配列の定義より，M[i][LCP[i]] = 1であり，M[i 1][LCP[i]] = 0であ
るため，M[i][LCP[i]] 6=M[i  1][LCP[i]]である．また，M[i][LCP[i]] >M[i  1][LCP[i]]
であることから，M[i][LCP[i]] = 1;M[i  1][LCP[i]] = 0である．よって以下の式が成り
立つ．
C`[i]0 = (i  1)  S[i] + 1 = i  S[i]　 (3.5)
また，Rを用いると，C0`[i]とC0`[i]0を以下の式で求めることができる．
C0`[i] = R[E[i]]  R[S[i]  1] (3.6)
C0`[i]0 = R[i  1]  R[S[i]  1] (3.7)
以上の式を用いれば，補助的に用意した 3つの配列を使用することで符号化の際に必要
な部分文字列の出現数を求めることができる．
まとめると，C0`[i]0; C0`[i]; C`[i]0は以上の式から求められ，また，C1`[i]; C`[i]1は以下の式
より求めることができる．
C1`[i] = C`[i]   C0`[i] (3.8)




2. 配列 S[1::n  1];E[1::n  1];R[ 1::n  1]の作成，(2行目)
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Algorithm 3: BWT行列を用いたCSE法
1 Compute Pos; LCP from x;
2 Compute S;E;R from Pos; LCP; n;
3 for i := 0 to n  1 do
4 push Pos[i] into Bucket[LCP[i]];
5 Encode n; Encode Rank; Encode C0;
6 for i := 0 to n  2 do
7 for j := 0 to size of Bucket[i] do
8 w := x2[Bucket[i][j]; :::;Bucket[i][j] + j];
9 Encode C0w0;
3. i = 1; 2; :::; n  1について LCP値の安定昇順に整列，(3{4行目)





ズムがいくつか提案されている [5] [16]．ステップ 2に関しては，Asanoら [3]の考え方
を用いたAlgorithm 4とAlgorithm 5を用いて計算することで，O(n)の計算時間で行う
ことができる．
Algorithm 4: 配列 Sの計算
Input: LCP,n
Output: S[i]
1 Q := ;;//スタック
2 for i := 1 to n  1 do
3 while Q 6= ; && LCP[i] LCP[top(Q)] do
4 pop(Q);







Algorithm 5: 配列 Eの計算
Input: LCP,n
Output: E[i]
1 Q := ;;//スタック
2 for i := n  1 to 1 do
3 while Q 6= ; && LCP[i] LCP[top(Q)] do
4 pop(Q);
5 if Q = ; then




























 子頂点が 0個存在 : 現在の頂点の接尾辞リンクを辿った先の頂点に移動する．
 子頂点が 1個存在 : 子頂点に移動する．








1 Decode n;Rank; C0;
2 Create node("); node(0); node(1); //初期状態として頂点 3つを作成
3 //node("):重みC"を格納．子として node(0); node(1)を持つ
4 //node(0):重みC0を格納．node(")に向かう接尾辞リンクを持つ
5 //node(1):重みC"   C0を持ち，node(")に向かう接尾辞リンクを持つ
6 node pair queue := [(node(0); node(1))];
7 while node pair queue is not empty do
8 node pair = top(node pair queue);
9 pop(node pair queue);
10 L := left node of node pair; R := right node of node pair;
11 w :=(Rを node(aw)とした際のw); l := jwj;
12 (Cw0; C0w; Cw1; C1w) := calc substring occurrence(L;R);
13 if N0w0 = 0 then
14 C0w0の値を計算;
15 else
16 if code word stream is empty then
17 Terminate;
18 else
19 Read Codeword Stream and get C0w0;
20 Prev Depth = jwj; C1w0 = Cw0   C0w0; C1w0 = C0w   C0w0;
C1w1 = C1w   C1w0;
21 for (node; a) := (L; 0) to (R; 1) do
22 for b := 0 to 1 do
23 if Cawb > 0 then
24 if Cawb = Cwb then






28 if C0w0 > 0 AND C1w0 > 0 then
29 push(node pair queue, (Lの 0の子頂点, Rの 0の子頂点));
30 if C0w1 > 0 AND C1w1 > 0 then
31 push(node pair queue, (Lの 1の子頂点, Rの 1の子頂点));
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Algorithm 7: calc substring occurrence
Input: L;R
Output: (Cw0; C0w; Cw1; C1w)
1 w :=(Rを node(aw)とした際のw); l := jwj;
2 C0w := node(L); C1w := node(R);
3 if Lの接尾辞リンクが指す頂点 node(w)が 0の子頂点を持たない then
4 Cw0 := 0;
5 else
6 Cw0 := weight(Lの接尾辞リンクが指す頂点 node(w)の 0の子頂点);
7 if Lの接尾辞リンクが指す頂点 node(w)が 1の子頂点を持たない then
8 Cw1 := 0;
9 else










(1) 配列 Rの代わりにウェーブレット行列 [7](またはウェーブレット木 [11])を用いる．
(2) それぞれの部分文字列の出現数の算出方法を変更する．










図 4.1: x = 010120211に対するBWT配列Posと配列 LCP, S, E. (BWT行列Mと配列
`も説明のために併記している．)




多値アルファベットの文字列に対する配列 Sと Eを図 4.1に示す．
次に，前章で示した式 (3.4){式 (3.9)について多値アルファベット版に拡張する．多値
アルファベットの文字列についても f`[i] j i = 1; 2; :::; n  1g = V (x)  I(x) が成立する
ことから，符号化の対象を Ca`[i]bの形に限定することができる．バイナリ文字列の場合
はさらに a = b = 0, すなわちC0`[i]0の形に限定できたが，一般にはそうはいかない．ま
た，Ca`[i]bの上界 upper(a`[i]b)と下界 lower(a`[i]b)を求めるために，c  a,d  bについ
て，C`[i], C`[i]c, Cc`[i], Cc`[i]d, の値を求める必要がある．






LCP[i]以上となる．すなわち S[i]  t  E[i]を満たす任意の tについて，LCP[i]  LCP[t]
が成立する．この範囲の第 LCP[i]列に現れる文字M[t][LCP[i]]に着目すると，S[i]行か
ら E[i]行にかけての昇順に整列されており，LCP[t] = LCP[i]のとき，またそのときに
限り前後の文字が異なる，すなわち以下の等式が成立する．
M[t][LCP[i]]  M[t  1][LCP[i]]
したがってC`[i]bを求めるためには，M[t][LCP[i]] = bとなる区間の始点と終点を求めれ
ばよい．ここで t0 = S[i]とし，LCP[t] = LCP[i]を満たす S[i] < t  E[i]を小さい順に t1,
t2; : : : ; tT とし，また tT+1 = E[i] + 1とすると，次の等式が成り立つ．
C`[i]b =
8>><>>:
tk+1   tk (if 9tk, M[tk][LCP[i]] = b)
0 (otherwise)
(4.1)
特にバイナリ文字列において b = 0とした場合，t0 = S[i], t1 = iであり，M[t0][LCP[i]] = 0
であるためC`[i]0 = t1   t0 = i   S[i]が成立し，等式 (3.5)と一致することが確かめられ
る．なお，事前に LCP配列のインデックスを LCP値でソートしておくことにより，t0,




Ca`[i] = rank(a;E[i])  rank(a; S[i]  1) (4.2)









1 圧縮対象の文字列 xに対するBWT配列 Posと配列 LCPを構築する．
2 配列 Sと Eを構築する．
3 BWT行列Mの右端の列に対するウェーブレット行列Wを作成する．
4 配列LCPをその値で昇順に安定整列する．このことにより 0 = LCP[i1] < LCP[i2] 
LCP[i3]     となる．
5 j = 1; 2;    の順に，Ca`[ij ]bの上界と下界を計算し，一致しない場合は符号化する．
以上の時間計算量について考察する．ステップ 1, 2, 4は通常のBWT行列を用いたCSE
法の実現と同様に O(n)の時間で計算可能である．またステップ 3のウェーブレット行
列の算出はO(n log jj)時間で可能である．ステップ 5において考慮すべきCa`[i]bの `[i]
は高々n種類であり，各 Ca`[i]bの上界と下界を算出するために必要な情報は fCc`[i]gca,
fC`[i]cgcb, そして fCc`[i]dgca;dbである．ステップ 4で LCP配列が安定昇順に整列され
ているため，各 iに対して式 (4.1)の計算に必要な t0, t1 : : : ; tT は t0 = S[i]から連続し
た領域に並んでおり，T  jj であることからそれを順に調べていくことで式 (4.1)の
条件を満たす tkをO(jj)時間で見つけることができる．こうして各 iに対して Cc`[i]は
O(jj)時間で求まる．また，C`[i]cについてはウェーブレット行列を用いて式 (4.2)より
O(jj log jj)時間で求めることができる．Cc`[i]dも同様に式 (4.3)の条件を満たす tkを見
つけ，ウェーブレット行列を用いることでO(jj2 log jj)時間で計算できる．以上をまと
めると，ステップ 5全体はO(njj2 log jj)時間で実行できる．よって，すべてのステッ
プを合計すると，アルファベットサイズ jjを固定した場合の時間計算量はO(n)である．




















LCP, S, E, Rをフェーズ毎に作成することである．Pos[i] mod k = pとなる行のみから
構成されたBWT配列を Pospとし，これに対して配列 LCPpと Sp, Ep, Wpをこれまでと
同様に定義する．また説明のためにMpと `pも同様に用いる．例として，図 4.1で用い
たものと同じ x = 010120211を, ブロックサイズ k = 3の文字列として構築した各配列を
図 4.3に示す．これら 2つの図を見比べればわかるとおり，まず Pospは Posから，p = i
mod kとなる行のみを順に抽出するだけで容易に得られる．また，いったんPospと LCPp





1 Decode n; jj;Rank;
2 Create node(");
3 node list := []；
4 foreach a in  do
5 Decode Ca; /* 各文字の出現数をデコード*/　
6 Create node(a); /* 重みCaを持ち，node(")への接尾辞リンクを持つ．親頂点に
node(")を持つ */
7 push(node list; node(a));
8 node list queue := [node list];
9 while node list queue is not empty do
10 node list = top(node list queue)； pop(node pair queue);
11 w := (node list中の頂点が示す文字列を awとした際のw) right wing; left wing =
calc substring occ multi(node list); /* Algorithm9 */
12 foreach c in  do
13 foreach d in  do
14 if Ncwd = 0 then
15 Ccwdの値を計算;
16 else
17 if Codeword stream is empty then
18 Terminate;
19 else
20 Read Codeword Stream and get Ccwd
21 Prev Depth = l;
22 foreach node in node list do
23 a := (nodeが示す文字列のうち，awの形であるものの先頭の 1文字)
24 foreach b in  do
25 if Cawb > 0 then







30 foreach b in  do
31 if jfaja 2 ; Cawb > 0gj  2 then
32 for a in faja 2 ; Cawb > 0g do
33 push(new node list,(node list中の node(aw)の bの子頂点));
34 push(node list queue, new node list);
29
Algorithm 9: calc substring occ multi
Input: node list
Output: right wing, left wing
1 w := (node list中の頂点を node(aw)とした際のw); foreach c in  do
2 Ccw := 0; Cwc := 0;
3 foreach node(cw) in node list do
4 Ccw := weight(node(cw));
5 foreach d in  do
6 if node(cw)を示す頂点の接尾辞リンクが指す頂点が dの子頂点を持つ then
7 Cwd :=weight(node(cw)を示す頂点の接尾辞リンクが指す頂点の dの子頂点)
8 foreach c in  do
9 push(left wing, Ccw); push(right wing, Cwc);







 1 (i = 0)
minfLCP[t] j Pos 1(Posp[i  1]) < t  Pos 1(Posp[i])g (i  1):
(4.4)
以上の式において，Pos 1(i)は配列 Pos上の iが出現するインデックスを示している．
フェーズ pから開始する部分文字列awbの出現数の上界と下界は，Mp+1, LCPp+1, Sp+1,
Ep+1, Wp+1 を用いて前章と同様に求めることができる. k-フェーズCSE法をBWT行列
を用いた実現の枠組みは次の通りである．
1 圧縮対象の文字列 xに対するBWT配列 Posと配列 LCPを構築する．
2 Posと LCPから fPospg0p<kと fLCPpg0p<kを構築する．
3 LCPpから配列 Sp, Epを構築する．また，Pospの表すBWT行列Mpの右端の列に
対しウェーブレット行列Wpを作成する．
4 各フェーズ pごとに fLCPpg0p<kを昇順に安定整列する．
30


























Input: サイズ nの配列 LCPと Pos，およびブロックサイズ k
1 サイズ kの整数配列 Idxの初期値をすべて 0とする．
2 サイズ kの整数配列 Lminの初期値をすべて1とする．
3 サイズ (n=k)の配列 LCP1, LCP2, . . . , LCPk 1を用意する．
4 for i := 0 to n  1 do
5 for p1 := 0 to k   1 do
6 Lmin[p1] := minfLmin[p1]; LCP[i]g;
7 p := Pos[i] mod k;
8 if Idx[p] = 0 then
9 LCPp[0] :=  1;
10 else
11 LCPp[Idx[p]] := Lmin[p]; /*LCPpの末尾に値を代入*/





されている [6]．これを LCP配列に対し作成することで，式 (4.4)の計算を定数時間で行



















と配列 LCP, S, E,そしてウェーブレット行列の作成を行う．このうち，配列 S,Eについ
ての省メモリ化について考察する．まず，整数配列に対する 2つの操作を定義する．
1つめの操作は前方自己未満最近位置 (Previous-Smaller-Value,以降PSV)である．これ
はある整数配列Xにおいて指定されたインデックス iに対し，X[j] < X[i]かつ j < iなる
最大の jを返す操作であり，これをPSV(i)と表す．2つめの操作は後方自己未満最近位置
(Next-Smaller-Value,以降NSV)である．これはある整数配列Xにおいて指定されたイン
デックス iに対し，X[j] < X[i]かつj > iなる最小のjを返す操作であり，これをNSV(i)と
表す．例えば，整数配列X = [3; 5; 10; 9; 11; 8; 4; 2; 7]に対してPSV(3) = 1とNSV(3) = 5


































図 5.1: 文字 \mississippi"に対する bi-gram統計
も行うことができる．
長さ kの部分文字列の出現数を数え上げるアルゴリズムは以下の通りである．
1. 圧縮されたデータを元に先頭から読み n;Rank, 各文字の出現数の情報を復号する．
2. CST圧縮されたデータを読み込みながらCSTを構築する．この時，Prev Depth >
k   2が成立した時点でCSTの構築を打ち切る．
3. 構築されたCSTを根から深さ kの頂点まで探索し，長さ kの部分文字列の出現数
を数え上げる．
















1. BWT行列を用いたバイナリ文字列に対するのCSE法 (CSEbin) Kanaiら [15]
2. BWT行列を用いたバイナリ文字列に対するk-フェーズCSE法 (CSEphase)第4.1.1節










らなる，データ圧縮法のベンチマークとしてよく用いられている Calgary Corpus [1]を
用いる．各手法を用いた圧縮後のCalgary Corpusの各データをのサイズを比較する．
圧縮速度の比較実験では，圧縮対象のデータとして，CalgaryCorpus中のテキストデー









各実験では，上記の 3種類の手法をC++を用いて実装し，Intel Xeon CPU E5-2609 @
2.40GHz (8 cores・8 threads)，メモリ 256GBのマシンを用いて計測した．
6.1.2 実験結果と考察































































表 6.1: CalgaryCorpusに対する圧縮速度比較 (sec)
File jj jxj gzip bzip2 CSEbin CSEphase CSEmulti
bib 81 890,088 0.0175 0.0252 0.3335 0.3663 0.5863
book1 82 6,150,168 0.0972 0.1222 2.7735 2.9426 3.8475
book2 96 4,886,848 0.0628 0.1094 2.0686 2.2207 3.2493
geo 256 819,200 0.0326 0.0309 0.3285 0.3384 0.5340
news 98 3,016,872 0.0431 0.0717 1.2267 1.3213 2.0399
obj1 256 172,032 0.0078 0.0139 0.0731 0.0871 0.4181
obj2 256 1,974,512 0.0329 0.0437 0.7090 0.7730 1.6264
paper1 95 425,288 0.0113 0.0184 0.1713 0.1720 0.2955
paper2 91 657,592 0.0164 0.0245 0.2362 0.2687 0.4184
pic 159 4,105,728 0.0259 0.0349 1.0518 1.3311 12.3498
progc 92 316,888 0.0096 0.0159 0.1231 0.1342 0.2343
progl 87 573,168 0.0111 0.0209 0.2025 0.2156 0.4295
progp 89 395,032 0.0093 0.0152 0.1435 0.1784 0.3113
trans 99 749,560 0.0112 0.0231 0.2611 0.2810 0.5933
また，CalgaryCorpusの各データに対する圧縮速度を表 6.1に示す．











表 6.2: CalgaryCorpusに対する圧縮率比較 (bit/byte)
File jj jxj gzip-b bzip2-9 ppmD5 CSEbin CSEphase CSEmulti
bib 81 890,088 2.51 1.97 1:89 2.05 1.95 2.49
book1 82 6,150,168 3.25 2.42 2:34 2.51 2.49 2.98
book2 96 4,886,848 2.70 2.06 1:98 2.12 2.08 2.64
geo 256 819,200 5.34 4:45 4.96 6.05 5.24 11.50
news 98 3,016,872 3.06 2.52 2:42 2.66 2.56 3.67
obj1 256 172,032 3.84 4.01 3:70 5.37 4.32 11.64
obj2 256 1,974,512 2.63 2.48 2:35 2.83 2.55 5.24
paper1 95 425,288 2.79 2.49 2:36 2.65 2.51 3.44
paper2 91 657,592 2.89 2.44 2:34 2.54 2.46 3.17
pic 159 4,105,728 0.82 0:78 0.95 2.01 1.49 1.30
progc 92 316,888 2.68 2.53 2:40 2.70 2.51 3.62
progl 87 573,168 1.80 1.74 1:69 1.79 1.71 2.17
progp 89 395,032 1.81 1.74 1:72 1.87 1.72 2.49
trans 99 749,560 1.61 1.53 1:50 1.75 1.56 2.27
することは，圧縮速度と同様に難しいと考えられる．
圧縮率の比較実験の結果を表 6.2に示す．表内の値は圧縮前のファイルにおける 1 バイ
ト，つまり 8ビットを圧縮後に何ビットで示しているかを表している．なお，比較対象



















て，Large Corpus [2]内のデータを用いた．Large Corpusは Calgary Corpusと同様に
データ圧縮のテストのベンチマークとしてよく用いられるデータセットである．比較対




















































































































































































 佐久間俊平, 成澤和志, 篠原歩:\部分文字列数え上げ圧縮法の効率的な実現の一般
化|多値化とフェーズの導入|"コンピュテーション研究会　 2015年 9月.
 Shumpei SAKUMA, Kazuyuki NARISAWA, and Ayumi SHINOHARA: \Gener-
alization of Ecient Implementation of Compression by Substring Enumeration",
Data Compression Conference 2016 (poster) .
 Shumpei Sakuma, Kazuyuki Narisawa, Ayumi Shinohara: \Ecient Implementa-
tion and Application for CSE with Finite Alphabet", Workshop on Compression,
Text and Algorithms 2016.
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