Abstract. We propose a discontinuous finite element approximation for a model of quasi-static growth of brittle fractures in linearly elastic bodies formulated by Francfort and Marigo, and based on the classical Griffith's criterion. We restrict our analysis to the case of anti-planar shear and we consider discontinuous displacements which are piecewise affine with respect to a regular triangulation.
Introduction
In this paper we formulate a discontinuous finite element approximation for a model of quasi-static growth of brittle fractures in linearly elastic bodies proposed by Francfort and Marigo [11] . Their model is based on the classical Griffith's criterion which involves a competition between bulk and surface energies. To be precise, let Ω ⊆ R 3 be an elastic body, ∂ D Ω be a part of its boundary and let g : ∂ D Ω → R 3 be the spatial displacement of Ω at the points of ∂ D Ω. According to Griffith's theory, given a preexisting crack Γ 1 ⊆ Ω, the new crack Γ and the displacement u : Ω \ Γ → R 3 associated to g at the equilibrium minimizes the following energy Here Ev denotes the symmetric part of the gradient of v, and H 2 denotes the two dimensional Hausdorff measure, while µ and λ are the Lamé coefficients. The boundary condition is required only on ∂ D Ω \ Γ because the displacement in a fractured region is assumed not to be 1 transmitted. Let us indicate by E(g, Γ) the minimum value of (1.1) among all v : Ω \ Γ → R 3 with v = g on ∂ D Ω \ Γ. Supposing that the boundary displacement g varies with the time t ∈ [0, 1], the quasi-static evolution t → Γ(t) proposed in [11] requires that:
(1) Γ(t) is increasing in time, i.e., Γ(t 1 ) ⊆ Γ(t 2 ) for all 0 ≤ t 1 ≤ t 2 ≤ 1 (irreversibility of the process);
(2) E(g(t), Γ(t)) ≤ E(g(t), Γ) for all cracks Γ such that ∪ s<t Γ(s) ⊆ Γ (equilibrium condition);
(3) the total energy E(g(t), Γ(t)) is absolutely continuous in time and (conservation of energy)
d dt E(g(t), Γ(t)) = 2µ
A precise mathematical formulation of this model has been given by Dal Maso and Toader [9] in the case of anti-planar shear in dimension two assuming that the fractures are compact sets with a finite number of connected components. Recently Francfort and Larsen [10] , using the framework of SBV -functions, proved the existence of a quasi-static growth of brittle fractures in the case of generalized anti-planar shear and without assumptions on the structure of the fractures which are dealt with the set of jumps of the displacements. To be precise, they consider as elastic body an infinite cylinder whose section Ω ⊆ R N is subject to a displacement u ∈ SBV (Ω) in the direction orthogonal to Ω. The crack at time t on the section Ω is defined as Γ(t) := s<t S u(s) ∪ (∂ D Ω ∩ {u(s) = g(s)}) ,
where S u denotes the set of jumps of u. Moreover the pair (u(t), Γ(t)) is such that: (a) for all v ∈ SBV (Ω)
(b) the total energy E(t) := Ω |∇u(t)| 2 dx + H N −1 (Γ(t)) is absolutely continuous and
The aim of this paper is to discretize the model using a suitable finite element method and to a give a rigorous proof of its convergence to a quasi-static evolution in the sense of Francfort and Larsen. We restrict our analysis to a two dimensional setting considering only a polygonal reference configuration Ω ⊆ R 2 . The discretization of the domain Ω is carried out, following [12] , considering two parameters ε > 0 and a ∈]0, triangulation T obtained after this division as the discretization of Ω. The family of all such triangulations is denoted by T ε,a (Ω).
The discretization of the energy functional is obtained restricting the total energy to the family of functions u which are affine on the triangles of some triangulation T(u) ∈ T ε,a (Ω) and are allowed to jump across the edges of T(u). We indicate this space by A ε,a (Ω). The boundary data is assumed to belong to the space AF ε (Ω) of continuous functions which are affine on every triangle T ∈ R ε .
Given the boundary data g ∈ W 1,1 ([0, 1], H 1 (Ω)) with g(t) ∈ AF ε (Ω) for all t ∈ [0, 1], we divide [0, 1] into subintervals [t δ i , t δ i+1 ] of size δ > 0 for i = 0, . . . , N δ , we set g δ i = g(t δ i ), and for all u ∈ A ε,a (Ω) we indicate by S The definition of the discrete fracture ensures that Γ δ,i ε,a ⊆ Γ δ,j ε,a for all i ≤ j, recovering in this discrete setting the irreversibilty of the growth given in (1) . The minimality property (1.4) is the reformulation in the finite element space of the equilibrium condition (2) .
In order to perform the asymptotic analysis of the discrete evolution {u δ,i ε,a : i = 0, . . . , N δ }, we make the piecewise constant interpolation in time u δ ε,a (t) = u δ,i ε,a and Γ δ ε,a (t) = Γ δ,i ε,a for all t δ i ≤ t < t δ i+1 . The main result of the paper is the following theorem. Theorem 1.1. Let g ∈ W 1,1 ([0, 1], H 1 (Ω)) be such that g(t) ∞ ≤ C for all t ∈ [0, 1] and let g ε ∈ W 1,1 ([0, 1], H 1 (Ω)) be such that g ε (t) ∞ ≤ C, g ε (t) ∈ AF ε (Ω) for all t ∈ [0, 1] and
Given the discrete evolution {t → u δ ε,a (t)} relative to the boundary data g ε , let Γ δ ε,a and E δ ε,a be the associated fracture and total energy. Then there exist δ n → 0, ε n → 0, a n → 0, and a quasi-static evolution {t → (u(t), Γ(t)), t ∈ [0, 1]} relative to the boundary data g, satisfying (1.2) and (1.3), and such that setting u n := u δn εn,an , Γ n := Γ δn εn,an , E n := E δn εn,an , the following hold:
and
We conclude that we have the convergence of the total energy at each time t ∈ [0, 1], and the separate convergence of bulk and surface energy for all t ∈ [0, 1] except a countable set.
In order to prove Theorem 1.1, we proceed in two steps. Firstly, we fix a and let δ → 0 and ε → 0. We obtain an evolution {t → u a (t) : t ∈ [0, 1]} such that ∇u δ ε,a (t) → ∇u a (t) strongly in L 2 (Ω; R 2 ) for all t up to a countable set and such that the following minimality property holds: for all v ∈ SBV (Ω)
where µ :]0,
[ is a function independent of ε and δ, such that µ ≥ 1, lim a→0 µ(a) = 1 and Γ a (t) :
The minimality property (1.9) takes into account possible anisotropies that could be generated as δ and ε → 0: in fact, since a is fixed, we have that the angles of the triangles in T ε,a (Ω) are between fixed values (determined by a), and so fractures with certain directions cannot be approximated in length. In the second step, we let a → 0 and determine from {t → u a (t) : t ∈ [0, 1]} a quasi-static evolution {t → u(t) : t ∈ [0, 1]} in the sense of Francfort and Larsen. Then, using a diagonal argument, we find sequences δ n → 0, ε n → 0, and a n → 0 satisfying Theorem 1.1.
The main difficulties arise in the first part of our analysis, namely when δ, ε → 0. The 
where g δ ε (t) := g ε (t δ i ) for t δ i ≤ t < t δ i+1 . The main difference with respect to Lemma 1.2 of [10] is that we have to find the approximating functions v δ ε,a in the finite element space A ε,a (Ω). This can be regarded as an interpolation problem, so we try to construct triangulations T ε ∈ T ε,a (Ω) adapted to v in order to obtain (1.10) and (1.11) . In all the geometric operations involved, we need to avoid degeneration of the triangles of T(u δ ε,a (t)) which is guaranteed from the fact that a is constant: this is the principal reason to keep a fixed in the first step. A second difficulty arises when u a (·) is extended from D to the entire interval [0, 1]: indeed it is no longer clear whether ∇u δ ε,a (t) → ∇u a (t) for t ∈ D. Since the space A ε,a (Ω) is not a vector space, we cannot provide an estimate on ∇u δ ε,a (t) − ∇u δ ε,a (s) with s ∈ D and s < t: we thus cannot expect to recover the convergence at time t from the convergence at time s. We overcome this difficulty observing that ∇u δ ε,a (t) → ∇ũ a withũ a satisfying a minimality property similar to (1.9) and then proving ∇ũ a = ∇u a (t) by a uniqueness argument for the gradients of the solutions.
The plan of the paper is the following. In Section 2 we give the basic definitions and prove some auxiliary results. In Section 3, we prove the existence of a discrete evolution. In Section 4 we prove the convergence of the discrete evolution to a quasi-static evolution of brittle fractures in the sense of Francfort and Larsen. The proof of minimality property (1.9) requires a careful analysis to which is dedicated Section 5. In Section 6 we show that the arguments of Section 4 can be used to improve the convergence results for the discrete in time approximation considered in [10] .
Preliminaries
In this section we state the notation and prove some preliminaries employed in the rest of the paper.
Basic notation. We will employ the following basic notation:
-Ω is a polygonal open subset of R 2 ; -L p (Ω; R m ) with 1 ≤ p < +∞ and m ≥ 1 is the usual Lebesgue space of p-summable R m -valued functions, and
-for all A ⊆ R 2 , |A| denotes the Lebesgue measure of A; -if µ is a measure on R 2 and A is a Borel subset of R 2 , µ A denotes the restriction of
Special functions of bounded variation. For the general theory of functions of bounded variation, we refer to [4] ; here we recall some basic definitions and theorems we need in the sequel. Let A be an open subset of R N , and let u : A → R n . We say that u ∈ BV (A; R n ) if u ∈ L 1 (A; R n ), and its distributional derivative is a vector-valued Radon measure on A. We say that u ∈ SBV (A; R n ) if u ∈ BV (A; R n ) and its distributional derivative can be represented as
where ∇u denotes the approximate gradient of u, S u denotes the set of approximate jumps of u, u + and u − are the traces of u on S u , ν x is the normal to S u at x, and H N −1 is the (N − 1)-dimensional Hausdorff measure. The space SBV (A; R n ) is called the space of special functions of bounded variation. Note that if u ∈ SBV (A; R n ), then the singular part of Du is concentrated on S u which turns out to be countably H N −1 -rectifiable. The space SBV is very useful when dealing with variational problems involving volume and surface energies because of the following compactness and lower semicontinuity result due to L.Ambrosio (see [1] , [2] , [3] , [4] ). 
for every k ∈ N. Then there exists a subsequence (u k h ) and a function u ∈ SBV (A; R n ) such that
In the rest of the paper, we will say that u k → u in SBV (A; R n ) if u k and u satisfy (2.1). It will also be useful the following fact which can be derived from Ambrosio's Theorem: if 
among all v ∈ SBV (Ω) (inequalities on ∂ D Ω are intended for the traces of v and g);
Furthermore, the total energy
is absolutely continuous and satisfies 
The main tool in the proof of Theorem 2.2 is the following result [10, Theorem 2.1], which is useful also in our analysis. Theorem 2.3. Let Ω ⊆ Ω ′ , with ∂Ω Lipschitz, and let for r = 1, . . . , i (u r n ) be a sequence in
Hausdorff metric on compact sets. Let A ⊆ R 2 be open and bounded, and let K(A) be the set of all compact subsets of A. K(A) can be endowed by the Hausdorff metric d H defined by
It turns out that K(A) endowed with the Hausdorff metric is a compact space (see e.g. [13] ).
Triangulations. Let Ω ⊆ R 2 be a polygonal set and let us fix two positive constants 0 < c 1 < c 2 . By a regular triangulation of Ω of size ε we intend a finite family of (closed) triangles T i such that Ω = i T i , T i ∩ T j is either empty or equal to a common edge or to a common vertex, and each T i contains a ball of diameter c 1 ε and is contained in a ball of diameter c 2 ε.
We indicate by R ε (Ω) the family of all regular triangulations of Ω of size ε. It turns out that there exist 0 < ϑ 1 < ϑ 2 < π such that for all T belonging to a triangulation T ∈ R ε (Ω), the inner angles of T are between ϑ 1 and ϑ 2 . Moreover, every edge of T has length greater than c 1 ε and lower than c 2 ε.
Let us fix a triangulation R ε ∈ R ε (Ω) for all ε > 0 and let a ∈]0, 1 2 [. Let us consider a new triangulation T nested in R ε obtained dividing each T ∈ R ε into four triangles taking over every edge [x, y] of T a knot z which satisfies
We will call these new vertices adaptive, the triangles obtained joining these points adaptive triangles, and their edges adaptive edges (see Fig.1 ).
Adaptive edge Adaptive triangulation 
Adaptive vertex
We denote by T ε,a (Ω) the set of all triangulations T constructed in this way. Note that for all T ∈ T ε,a (Ω) there exists 0 < c a 1 < c a 2 < +∞ such that every T i ∈ T contains a ball of diameter c a 1 ε and is contained in a ball of diameter c a 2 ε. Then there exist 0 < ϑ a 1 < ϑ a 2 < π such that for all triangles T belonging to a triangulation T ∈ T ε,a (Ω), the inner angles of T are between ϑ a 1 and ϑ a 2 . Moreover, every edge of T has length greater than c a 1 ε and lower than c a 2 ε. We will often use the following interpolation estimate (see [7, Theorem 3.1.5] ). If u ∈ W 2,2 (Ω) and T ∈ R ε , let u T denote the affine interpolation of u on T . We have that there exists K depending only on c 1 , c 2 such that
Estimate (2.3) holds also for T ∈ T ε,a (Ω): in this case K depends on a.
Some elementary constructions.
The following lemmas will be used in Section 4.
Lemma 2.4. Let T ∈ T ε,a (Ω), and let l ⊆ Ω be a segment with extremes p, q belonging to edges of T. There exists a polyhedral curve Γ with extremal points p and q (see Fig.2 ) such that Γ is contained in the union of the edges of those T ∈ T with T ∩ l = ∅, and such that the following properties hold:
where γ is union of edges of T and γ p , γ q are segments containing p and q respectively, and each one is contained in an edge of T;
(2) there exists a constant c independent of ǫ (but depending on a) such that 
We have to analyze two possibilities, namely D i is a triangle, or D i is a trapezoid. Suppose that D i is a triangle and that m i is an edge of D i . Let α be the angle of D i opposite to l i . It is easy to prove that H 1 (l i ) ≥ H 1 (m i ) sin α, and so
Since ϑ a 1 ≤ α ≤ ϑ a 2 , sin α is uniformly bounded from below, and hence inequality (2.4) follows.
is a triangle such that its edges different from l i have length greater than 1 2 c a 1 ε. Let α be the inner angle of T i \ D i opposite to l i . We have that
By (2.4), we deduce that
moreover, since k i=1 ∂D i is arcwise connected and contains p, q, we conclude that there exists a curve Γ ⊆ k i=1 ∂D i which satisfies the thesis. Lemma 2.5. There exists a constant c > 0 such that for every segment l ⊆ Ω there exists ε 0 with the following property: for every ε ≤ ε 0 , setting R(l) := {T ∈ R ε : T ∩ l = ∅}, we have
, and hence there exists a positive constant ε 0 such that, for every ε ≤ ε 0 , we have that
We have that R(l) ⊆ N ε (l), and
where ♯R(l) denotes the number of triangles of R(l). Then, we have
and so the proof is concluded.
A density result. Let A ⊆ R 2 be open. We say that K ⊆ A is polygonal (with respect to A), if it is the intersection of A with the union of a finite number of closed segments. The following density result is proved in [8] . 
Theorem 2.6. Assume that ∂A is locally Lipschitz, and let
Proof. Using a partition of unity, we may prove the result in the case
We set w h (x, y) := u(x, y − h), and let ϕ h be a cut off function with
In order to conclude the proof, let us apply Theorem 2.6 obtainingṽ h with polyhedral jumps
, we obtain the thesis.
The discontinuous finite element approximation
In this section we construct a discrete approximation of quasi-static evolution of brittle fractures in linearly elastic bodies: the discretization is done both in space and time.
From now on we suppose that Ω is a polygonal open bounded subset of R 2 , and that ∂ D Ω ⊆ ∂Ω is open in the relative topology. For all ε > 0, we fix a triangulation R ε ∈ R ε (Ω), and suppose that ∂ D Ω is composed of edges of R ε for all ε; we indicate the family of these edges by S ε .
We consider the following discontinuous finite element space. We indicate by A ε,a (Ω) the set of all u such that there exists a triangulation T(u) ∈ T ε,a (Ω) nested in R ε with u affine on every T ∈ T(u). For every u ∈ A ε,a (Ω), we write ∇u for the L 2 -norm of ∇u and we indicate by S u the family of edges of T(u) inside Ω across which u is discontinuous. Notice that u ∈ SBV (Ω) and that the notation is consistent with the usual one employed in the theory of functions with bounded variation. Let us also denote by AF ε (Ω) the set of affine functions in Ω with respect to the triangulation R ε . Finally, given any g ∈ AF ε (Ω), for all u ∈ A ε,a (Ω) we set
denotes the edges at which the boundary condition is not satisfied. Moreover we set 
Proof. The proof is carried out through a variational argument. Let u δ,0 ε,a be a minimum of the following problem
We set Γ ε,a be a minimum for (3.6) min
We claim that problems (3.5) and (3.6) admit a solution u
We prove the claim for problem (3.6), the other case being similar. Let (u n ) be a minimizing sequence for problem (3.6): since g δ i is an admissible test function, we deduce that for n large
Moreover, we may modify u n in the following way. If π denotes the projection in R over the
, where x 1 , x 2 and x 3 are the vertices of T . Note that by construction we have for all n
so that (ũ n ) is a minimizing sequence for problem (3.6). We conclude that it is not restrictive to assume u n ∞ ≤ g δ i ∞ . Since T(u n ) ∈ T ε,a (Ω), we have that the number of elements of T(u n ) is uniformly bounded. Up to a subsequence, we may suppose that there exists an integer k such that T(u n ) has exactly k elements T 1 n , . . . , T k n . Using a diagonal argument we may suppose that, up to a further subsequence, there exists T = {T 1 , . . . , T k } ∈ T ε,a (Ω) such that T i n → T i in the Hausdorff metric for all i = 1, . . . , k. Let us consider T i ∈ T, and letT i be contained in the interior of T i . For n large enough,T i is contained in the interior of T i n and (u n ) |T i is affine with T i |∇u n | 2 dx ≤ C with C independent of n. We deduce that there exists a function u i affine onT i such that up to a subsequence u n → u uniformly onT i . SinceT i is arbitrary, it turns out that u i is actually defined on T i and
On the other hand, it is easy to see that S g δ i (u) is contained in the Hausdorff limit of S g δ i (u n ), and that
We conclude that u is a minimum point for the problem (3.6) with u ∞ ≤ g δ i ∞ . We have that point (a) is proved.
Concerning point (b), by construction we get (3.3); for i ≥ 1 we have
, and this proves point (b). remain fixed. We just penalize their possible changes if they are used to create new fracture: in fact in this case, the surface energy increases at each change of a quantity at least of order aε. As a consequence, during the step by step minimization, it could happen that some triangles T ∈ T ε,a (Ω) contain the fracture Γ δ,i ε,a in their interior. This is in contrast with the interpretation of the triangles as elementary blocks for the elasticity problem, but being this situation penalized in the minimization process, we expect that it occurs rarely.
The following estimate is essential for the study of asymptotic behavior of the discrete evolution. 
Proof. For all 0 ≤ j ≤ N δ − 1, by construction of u δ,j+1 ε,a
we have that
Notice that
where
From (3.9), we obtain that for all 0
and so the proof of point (c) is complete choosing
The convergence result
This section is devoted to the proof of Theorem 1.1. As in Section 3, let Ω be a polygonal open bounded subset of R 2 , and let ∂ D Ω ⊆ ∂Ω be open in the relative topology. For all ε > 0, let R ε ∈ R ε (Ω) be a regular triangulation of Ω such that ∂ D Ω is composed of edges of R ε . As in the previous section, let AF ε (Ω) be the family of continuous piecewise affine functions with respect to R ε , and let A ε,a (Ω) be the family of functions which are affine on the triangles of some triangulation T ∈ T ε,a (Ω) nested in R ε and can jump across the edges of T.
In the following, it will be useful to treat points at which the boundary condition is violated (see (3.1)) as internal jumps. Thus we consider Ω D polygonal open bounded subset of R 2 such that Ω D ∩ Ω = ∅ and ∂Ω ∩ ∂Ω D = ∂ D Ω up to a finite number of points; we set
(Ω) and g ∈ AF ε (Ω), we may extend g to a function of H 1 (Ω ′ ) and u to a functionũ ∈ SBV (Ω ′ ) settingũ = g on Ω D . In this way, recalling (3.2), we have S g (u) = Sũ, so that the violation of the boundary condition of u can be read in the set of jumps ofũ. Analogously, given u ∈ SBV (Ω) and g ∈ H 1 (Ω), we set
where γ denotes the trace operator on ∂Ω. We may assume g ∈ H 1 (Ω ′ ) using an extension operator. We can then considerũ ∈ SBV (Ω ′ ) such thatũ = u on Ω, andũ = g on Ω D . In this way we have S g (u) = Sũ up to a set of H 1 -measure 0.
, and for ε → 0
We indicate by {u
ε,a , i = 0, . . . , N δ } the discrete evolution relative to the boundary data g ε given by Proposition 3.1, and we denote by E δ,i ε,a its total energy as in Proposition 3.3. We assume that g(·) and g ε (·) are defined in H 1 (Ω ′ ) (we still denote these extensions by g(·) and g h (·)), in such a way that (4.2) and (4.3) hold in Ω ′ . Let us moreover set g δ ε (t) := g ε (t δ i ) for all t δ i ≤ t < t δ i+1 with i = 0, . . . , N δ − 1 and g δ ε (1) := g ε (1). Let us make the following piecewise constant interpolation in time: and the discrete total energy at time t as
We have for all t ∈ [0, 1]
and for all t ∈]0, 1] and for all v ∈ A ε,a (Ω)
where t δ i ≤ t < t δ i+1 , s δ i ≤ s < s δ i+1 and
For s = 0 we obtain the following estimate from above for the discrete total energy
where t δ i ≤ t < t δ i+1 . We study the behavior of the evolution {t → u δ ε,a (t), t ∈ [0, 1]} varying the parameters in the following way. We let firstly ε → 0 and δ → 0 obtaining an evolution {t → u a (t), t ∈ [0, 1]} relative to the boundary data g with the minimality property (4.17); then we let a → 0 obtaining a quasi-static evolution of brittle fractures {t → u(t) , t ∈ [0, 1]} relative to the boundary data g. Finally, by a diagonal argument we deal with (δ, ε, a) at the same time.
In order to develop this program, we need some compactness, and so we derive a bound for the total energy E δ ε,a . By (3.4), we have that for all t ∈ [0, 1] ∇u δ ε,a (t) ≤ ∇g δ ε (t) ≤C withC independent of δ, ε and t. We deduce for all t ∈ [0, 1]
Notice that E δ ε,a (0) is uniformly bounded as δ, ε vary. Moreover, by (4.4) and since g ε (t) ∞ ≤ C for all t ∈ [0, 1], we have that u δ ε,a (t) is uniformly bounded in L ∞ (Ω) independently of δ, ε and a. Taking into account (4.3), we conclude that there exists C ′ independent of δ, ε, a such that for all t ∈ [0, 1]
Formula (4.10) gives the desired compactness in order to perform the asymptotic analysis of the discrete evolution. Let now consider δ n → 0 and ε n → 0: by (4.3) we have Lemma 4.1. For all t ∈ D there exists u a (t) ∈ SBV (Ω) such that up to a subsequence independent of t u δn εn,a (t) → u a (t) in SBV (Ω).
Moreover for all t ∈ D we have
Proof. Let us consider t ∈ D. By (4.10), we can apply Ambrosio's Compactness Theorem 2.1 obtaining u ∈ SBV (Ω) such that, up to a subsequence, u δn εn,a (t) → u in SBV (Ω). Let us set u a (t) := u. Using a diagonal argument, we deduce that there exists a subsequence of (δ n , ε n ) (which we still denote by (δ n , ε n )) such that u δn εn,a (t) → u a (t) in SBV (Ω) for all t ∈ D. In order to obtain inequality (4.13), we extend u δn εn,a (t) and u a (t) to Ω ′ setting u δn εn,a (t) := g δn εn (t) and u a (t) := g(t) on Ω D ; since g δn εn (t) → g(t) on Ω D strongly in H 1 (Ω D ), we have that u δn εn,a (t) → u a (t) in SBV (Ω ′ ), so that we can apply Ambrosio's Theorem, and derive (4.13) from (4.10).
The following result is essential for the sequel: its proof is postponed to Section 5.
We now extend the evolution {t → u a (t) : t ∈ D} to the entire interval [ 
where N a is the set of discontinuities of the function λ a defined in (4.12).
Proof. Let t ∈ [0, 1] \ D and let t n ∈ D with t n ր t. By (4.13), we can apply Ambrosio's Theorem to the sequence (u a (t n )) obtaining u ∈ SBV (Ω) such that, up to a subsequence, u a (t n ) → u in SBV (Ω). Let us set u a (t) := u. Let us extend u a (t n ) and u a (t) to Ω ′ setting u a (t n ) := g(t n ) and u a (t) := g(t) on Ω D : we have u a (t n ) → u a (t) in SBV (Ω ′ ). Since H 1 S ua(tn) ≤ H 1 Γ a (t) for all n, as a consequence of Ambrosio's Theorem, we deduce that
, so that (4.15) holds. Moreover, for all v ∈ SBV (Ω), by (4.14) we may write
so that, since by definition of Γ a (t) we have H 1 (Γ a (t) \ Γ a (t n )) → 0, we obtain that (4.17) holds; choosing v = u a (t) and taking the limsup in (4.18), we obtain that lim sup
and so the convergence ∇u a (t n ) → ∇u a (t) is strong in L 2 (Ω, R 2 ). Notice that ∇u a (t) is uniquely determined by (4.15) and (4.17) since the gradient of the solutions of the minimum problem min ∇u 2 : S g(t) (u) ⊆ Γ a (t) up to a set of H 1 -measure 0 is unique by the strict convexity of the functional: we conclude that ∇u a (t) is well defined. The same arguments prove that ∇u a is left continuous at all t ∈ [0, 1] \ D. Finally (4.16) is a direct consequence of (4.13) and of Ambrosio's Theorem, and so points (a), (b), (c) are proved. Let us come to point (d). Let us consider u δn εn,a (t) with t ∈ N a ; we may suppose that t ∈ D, since otherwise the result has already been established. By Proposition 4.2 with D ′ := D ∪{t} in place of D, we have that, up to a subsequence, u δn εn,a (t) → u in SBV (Ω) such that
for all v ∈ SBV (Ω) and ∇u δn εn,a (t) → ∇u strongly in L 2 (Ω; R 2 ). Let s < t with s ∈ D; by the minimality of u δn εn,a (s) and by (4.10) we have
Passing to the limit for n → +∞, recalling that g δn εn (τ ) → g(τ ) strongly in H 1 (Ω) for all τ ∈ [0, 1], we deduce
so that, since t is a point of continuity for λ a , ∇u a is left continuous at t, and g is absolutely continuous, we get for s → t ∇u a (t) 2 ≤ ∇u 2 .
We conclude that u a (t) is a solution of min{ ∇v 2 : S g(t) (v) ⊆ Γ a (t) ∪ S g(t) (u) up to a set of H 1 -measure 0}, so that ∇u = ∇u a (t) by uniqueness of the gradient of the solution. We deduce that ∇u δn εn,a (t) → ∇u a (t) strongly in L 2 (Ω; R 2 ), and so the proof is complete.
We can now let a → 0.
Lemma 4.4.
There exists a n → 0 such that, for all t ∈ D, u an (t) → u(t) in SBV (Ω) for some u(t) ∈ SBV (Ω) such that for all v ∈ SBV (Ω) we have
Moreover, ∇u an (t) → ∇u(t) strongly in L 2 (Ω; R 2 ) and
Proof. By (4.16), applying Ambrosio's Theorem to the extensions of u a (t) to Ω ′ by setting u a (t) := g(t) on Ω D , and using a diagonal argument, we find a sequence a n → 0 such that, for all t ∈ D, u an (t) → u(t) in SBV (Ω) for some u(t) ∈ SBV (Ω) such that (4.20) holds. We now prove that u(t) satisfies property (4.19). Let v ∈ SBV (Ω). Let us fix t 1 ≤ t 2 ≤ . . . ≤ t k = t with t i ∈ D. We extend v and u an (t i ) to Ω ′ setting v := g(t) and u an (t i ) :
By (4.14) we obtain
so that passing to the limit for n → +∞ and recalling that µ(a) → 1 as a → 0, we obtain
Thus we get
Since t 1 , . . . , t k are arbitrary, we obtain (4.19). Choosing v = u(t), taking the limsup in (4.22) and using (4.21), we obtain ∇u an (t) → ∇u(t) strongly in L 2 (Ω; R 2 ).
In order to deal with δ, ε and a at the same time, we need the following lemma.
Lemma 4.5. Let {u(t) : t ∈ D} be as in Lemma 4.4 . There exist δ n → 0, ε n → 0, and a n → 0 such for all t ∈ D we have
Finally, we have that for all v ∈ SBV (Ω) (4.24)
Proof. Let (a n ) be the sequence determined by Lemma 4.4. By Lemma 4.1, for all n there exists (δ n m , ε n m ) such that for all t ∈ D and m → +∞ we have u δ n m ε n m ,an (t) → u an (t) in SBV (Ω), and ∇u
Moreover by Lemma 4.3 we have that ∇u ,a 1
and ∇u
Let m n be such that
We may suppose that δ n mn → 0, ε n mn → 0. Then (δ n mn , ε n mn , a n ) is the sequence which satisfies the thesis. In fact by construction and taking into account (4.10), for all t ∈ D we have u δ n mn ε n mn ,an (t) → u(t) in SBV (Ω); moreover the set B n satisfies (4.23). Notice that u δ n mn ε n mn ,a n mn (0) satisfies (4.5) and so (4.24) and (4.25) follow by the Γ-convergence result of [12] .
Let (δ n , ε n , a n ) be the sequence determined by Lemma 4.5. For all t ∈ [0, 1] let us set λ n (t) := H 1 Γ δn εn,an (t) . By Helly's theorem, we may suppose that there exist two increasing functions λ and η such that up to a subsequence λ n → λ pointwise in [0, 1], and (4.26)
where λ an is defined as in (4.12). We now extend the evolution {t → u(t) : t ∈ D} to the entire interval [0, 1]. Let us set for all t ∈ [0, 1]
and let N be the set of discontinuities of H 1 (Γ(·)). Notice that for all t ∈ [0, 1]
where we assume that u δn εn,an (t i ) = g δn εn (t i ) on Ω D . We have w n → w := (u(t 1 ), . . . , u(t k )) in SBV (Ω ′ ; R k ), where u(t i ) = g(t i ) on Ω D . Note that for all n we have
Passing to the limit for n → +∞ and applying Ambrosio's Theorem we get
we thus have
and taking the sup over all t 1 , . . . , t k , we obtain (4.27) in D. The case t ∈ D follows since H 1 (Γ(·)) is left continuous by definition.
Lemma 4.6. For every t ∈ [0, 1] there exists u(t) ∈ SBV (Ω) such that the following hold:
and for all t ∈ [0, 1] and for all v ∈ SBV (Ω)
(c) ifÑ is the set of discontinuities of the function η defined in (4.26), for all t ∈ [0, 1]\Ñ we have that
Proof. The definition of u(t) is carried out as in Lemma 4.3 considering t ∈ [0, 1] \ D, t n ∈ D with t n ր t, and the limit (up to a subsequence) of u(t n ) in SBV (Ω): (4.28) and (4.29) hold, so that point (a) is proved. It turns out that ∇u(t) is uniquely determined and that it is left continuous in
, and let t n ց t. By Ambrosio's Theorem, we have that there exists u ∈ SBV (Ω) with such that, up to a subsequence, u(t n ) → u in SBV (Ω). Since t is a continuity point of H 1 (Γ(·)), we deduce that S g(t) (u) ⊆ Γ(t) up to a set of H 1 -measure 0. Moreover by the minimality property for u(t n ) and the fact Γ(t) ⊆ Γ(t n ), we have that for all v ∈ SBV (Ω) with
and so we deduce that (4.29) holds with u in place of u(t), and that ∇u(t n ) → ∇u strongly in L 2 (Ω; R 2 ). We obtain by uniqueness that ∇u = ∇u(t), and so ∇u(·) is continuous in Let us come to the proof of (4.30). Given t ∈ [0, 1] and k > 0, let
, it is easy to see that
where o k → 0 as k → +∞. Since ∇u is continuous with respect to the strong topology of L 2 (Ω; R 2 ) in [0, 1] up to a countable set, passing to the limit for k → +∞ we deduce (4.30).
We are now ready to prove the main result of the paper.
PROOF OF THEOREM 1.1. Let D be a countable and dense set in [0, 1] such that 0 ∈ D, and let (δ n , ε n , a n ) and {t → u(t) ∈ SBV (Ω) : t ∈ [0, 1]} be the sequence and the evolution determined in Lemma 4.5 and Lemma 4.6. Let us set 
In fact, since t ∈ ∞ h=k B h for some k, by Lemma 4.5 we have lim n ∇u δn εn,an (t) − ∇u an (t) = 0;
for t ∈ N , by Lemma 4.6 we have that ∇u an (t) → ∇u(t) strongly in L 2 (Ω; R 2 ) and so (4.31) holds.
Since E n (0) → E(0) by (4.25) and o δn εn → 0, by semicontinuity of the energy and by (4.9) we have that for all t ∈ D (4.32)
In view of (4.30), we conclude that for all t ∈ D
and since ∇u(·) and H 1 (Γ(·)) are left continuous at t ∈ D and so E(·) is, we conclude that the equality holds for all t ∈ [0, 1]. As a consequence {t → u(t) , t ∈ [0, 1]} is a quasi-static evolution of brittle fractures. Let us prove that (4.32) is indeed true for all t ∈ [0, 1]. In fact, if t / ∈ D, it is sufficient to prove
Considering s ≥ t with s ∈ D, by (4.7) we have
Letting s ց t, since E(·) is continuous, we have (4.33) holds. By (4.32) we deduce that E n (t) → E(t) for all t ∈ [0, 1], so that point (b) is proved. We now come to point (a). Since λ(t) ≥ H 1 (Γ(t)) for all t ∈ [0, 1], by (4.31) and point (b), we deduce that λ = H 1 (Γ(·)) in [0, 1] up to a set of measure 0. Since they are increasing functions, we conclude that λ and H 1 (Γ(·)) share the same set of continuity points [0, 1] \ N , and that λ = H 1 (Γ(·)) on [0, 1] \ N . In view of (4.31), point (a) is thus established for all t except t ∈ (B ∪N )\N . In order to treat this case, we use the following argument. Considering the measures µ n := H 1 Γ n (t), we have that, up to a subsequence, µ n * ⇀ µ weakly-star in the sense of measures, and as a consequence of Ambrosio's Theorem we have H 1 Γ(t) ≤ µ as measures. Since t / ∈ N we have µ n (R 2 ) → H 1 (Γ(t)), and so we deduce H 1 Γ(t) = µ. Let us consider now u n (t); we have up to a subsequence u n (t) → u in SBV (Ω) for some u ∈ SBV (Ω). Setting u n (t) := g δn εn (t) and u := g(t) on Ω D , we have u n (t) → u in SBV (Ω ′ ), and as a consequence of Ambrosio's Theorem, we get that H 1 S g(t) (u) ≤ µ = H 1 Γ(t), that is S g(t) (u) ⊆ Γ(t). By Theorem 2.3, we deduce that u is a minimum for min{ ∇v 2 : S g(t) (v) ⊆ Γ(t) up to a set of H 1 -measure 0 }, and by uniqueness of the gradient we get that ∇u = ∇u(t), so that the proof is concluded.
Piecewise Affine Transfer of Jump and Proof of Proposition 4.2
The proof of Proposition 4.2 is based on the following proposition, which is a variant of Theorem 2.3 in the context of piecewise affine approximation.
Proposition 5.1. Given ε n → 0, let g r n ∈ H 1 (Ω) be such that g r n ∈ AF εn (Ω) and g r n → g r strongly in
where µ : ]0; 
In fact, taking the sup over all possible t 0 , . . . , t i , we get (4.14).
We apply Proposition 5.1 considering g r n := g δn εn (t r ), g r := g(t r ), u r n := u δn εn,a (t r ), and u r := u a (t r ) for r = 0, . . . , i. There exists µ : ]0; 1 2 [→ R with lim a→0 + µ(a) = 1 such that for v ∈ SBV (Ω), there exists v n ∈ A εn,a (Ω) with ∇v n → ∇v strongly in L 2 (Ω; R 2 ) and
Comparing u δn εn,a (t) and v n by means of (4.6), we obtain
so that, passing to the limit for n → +∞, we obtain that (5.2) holds. Moreover, we have that choosing v = u a (t), and taking the limsup in (5.3), we get that ∇u δn εn,a (t) → ∇u a (t) strongly in L 2 (Ω; R 2 ).
The rest of the section is devoted to the proof of Proposition 5.1. It will be convenient, as in Section 4, to consider Ω D polygonal open bounded subset of R 2 such that Ω D ∩ Ω = ∅ and ∂Ω ∩ ∂Ω D = ∂ D Ω up to a finite number of vertices; we set Ω ′ := Ω ∪ Ω D ∪ ∂ D Ω. We suppose that R ε can be extended to a regular triangulation of Ω ′ which we still indicate by R ε .
We need several preliminary results. Let us set z r n := u r n − g r n , and let us extend z r n to zero on Ω D . Similarly, we set z r := u r − g r , and we extend z r to zero on Ω D .
Let σ > 0, and let C be the set of corners of ∂ D Ω. Let us fix G ⊆ R countable and dense: we recall that for all r = 0, . . . , i we have up to a set of H 1 -measure zero
where E c (r) := {x ∈ Ω ′ : z r (x) > c} and ∂ * denotes the essential boundary (see [4] ). Let us consider Fig.3 ), we can find a finite disjoint collection of closed cubes {Q k } k=1,...,K with center x k ∈ J j , edge of length 2r k and oriented as the normal
Moreover for all k = 1, . . . , K there exists r(k) ∈ {0, . . . , i} and c 1 (r(k)), c 2 (r(k)) > 0 such that
and the following hold
where H k denotes the intersection of Q k with the straight line through x k orthogonal to ν(x k );
Let us indicate by R k the intersection of Q k with the strip centered in H k with width 2σr k , and let us set V ± k := {x k ± r k e(x k ) + sν(x k ) : s ∈ R} ∩ R k , where e(x k ) is such that {e(x k ), ν(x k )} is an orthonormal base of R 2 with the same orientation of the canonical one.
For all B ⊆ Ω ′ , let us set
In the following, we will often indicate with the same symbol a family of triangles and their support in R 2 , being clear from the context in which sense has to be intended. We will consider z r(k) n defined pointwise in Ω ′ \ S z r(k) n and so the upper levels of z r(k) n are intended as
where ∂ Rn(Q k ) denotes the boundary operator in R n (Q k ), and o σ → 0 as σ → 0.
Proof. Note that for n large we have
By Hölder inequality and since ∇z r n ≤ C ′ for all r = 0, . . . , i, it follows that
Following [10, Theorem 2.1], we can apply coarea-formula for BV-functions (see [4] ) taking into account that z r(k) n belongs to SBV (Ω ′ ) so that the singular part of the derivative is carried only by S z r(k) n : since for n large the R n (Q k )'s are disjoint, we obtain (5.7)
n (x) > c}, and so
Notice that we can use the topological boundary instead of the reduced boundary of E c,n (r(k)) in (5.7) since z r(k) n is piecewise affine, and so ∂E c,n (r(k)) \ ∂ * E c,n (r(k)) = ∅ just for a finite number of c's. By the Mean Value Theorem we have that there exist c k n ∈ [c 1 (r(k)), c 2 (r(k))] such that
and taking the limsup for n → +∞, we get (5.5). Let us come to (5.6). Since
by (5.4) we have that for n large
and so, since |R n (Q k ) \ Q k | → 0, we conclude that (5.6) holds.
Fix k ∈ {1, . . . , K}, and let us consider the family T k n (E k n ). Let us modify this family in the following way. Let
Proof. We have that (5.13) follows from (5.8) and (5.12), and the fact that K k=1 r k ≤ c, with c independent of σ. Let us consider the case x k ∈ ∂ D Ω with Q + k \ R k ⊆ Ω (the other case being similar). From (5.13) we have that for n large We are now in position to prove Proposition 5.1.
Proof of Proposition 5.1. We work in the context of Ω
where we suppose that u r n and u r are extended to Ω ′ setting u r n := g r n , and u r := g r on Ω D respectively.
We set v = g i + w, where w ∈ SBV (Ω ′ ) with w = 0 on Ω D . By density, it is sufficient to consider the case w ∈ L ∞ (Ω ′ ). Up to reducing U , we may assume that ∇g i L 2 (U ;R 2 ) < σ and ∇w L 2 (U ;R 2 ) < σ. Let R ′ k be a rectangle centered in x k , oriented as R k , and such that
In fact, by Proposition 2.7, there exists w m ∈ SBV (Ω ′ ) with 
and lim sup m H 1 (Sw m ∩(R k \R ′ k )) ≤ 2H 1 (S w ∩(R k \R ′ k )) ≤ 2σr k . Then we can take w σ :=w m for m large enough.
Let S wσ \ K k=1 Q k := m j=1 l j , where, by capacity arguments, we can always assume that l j are disjoint segments with closure contained in Ω \ K k=1 Q k . We define a triangulation T n ∈ T εn,a (Ω ′ ) specifying its adaptive vertices as follows. Let us consider the families R n (Q k ) and R n (l j ) for k = 1, . . . , K and j = 1, . . . , m. Note that for n large enough, R n (Q k 1 ) ∩ R n (Q k 2 ) = ∅ for k 1 = k 2 , R n (l j 1 ) ∩ R n (l j 2 ) = ∅ for j 1 = j 2 , and R n (Q k ) ∩ R n (l j ) = ∅ for every k, j. We consider inside the triangles of R n (Q k ) the adaptive vertices of T(z r(k) n ). Passing to R n (l j ), by density arguments it is not restrictive to assume that l j does not pass through the vertices of R εn and that its extremes belong to the edges of R εn . Let ζ := [x, y] be an edge of R n (l j ) such that l j ∩ ζ = {P }. Proceeding as in [12] , we take as adaptive vertex of ζ the projection of P on {tx + (1 − t)y : t ∈ [a, (1 − a)]}. Connecting these adaptive vertices, we obtain an interpolating polyhedral curvel j with (5.15)
where µ is an increasing function such that lim a→0 µ(a) = 1. Finally, in the remaining edges, we can consider any admissible adaptive vertex, for example the middle point. Let us define w n ∈ SBV (Ω ′ ) in the following way. For all Q k , let w n be equal to w σ on R n (Q k )\R k , equal to the reflection of w σ |Q are defined as in Lemma 5.5. On the other elements of T n , let us set w n = w σ . Notice that w n = 0 on Ω D and that inside each R n (Q k ), all the discontinuities of w n are contained in ∂ Rn(Q k )Ẽ k,+ n ∪ V k ∪ P k wσ , where P k wσ is the union of the polyhedral jumps of w σ in R n (Q k ) and of their reflected version with respect to H k (±σ). By Lemma 5.5 and since We now want to define an interpolationw n of w n on T n . Firstly, we setw n = 0 on all regular triangles of Ω D . Passing to the triangles in R n (Q k ) (see fig.4 ), by Lemma 2.5, we know that for n large enough, we have
, with c independent of n. If T ∈ R n (V k ) ∪ R n (P k wσ ), we setw n = 0 on T ; otherwise, we definẽ w n on T as the affine interpolation of w n .
Since ∇w n is uniformly bounded on R n (H k (±σ)), |R n (H k (±σ))| → 0 and since w n is uniformly bounded in W 2,∞ on the triangles contained in R n (Q k ) \ R n (V k ∪ P k wσ ∪ H k (±σ)) we have by the interpolation estimate (2. Let us come to the triangles not belonging to R n (Q k ) for k = 1, . . . , K. For all j = 1, . . . , m, we denote byR n (l j ) the family of regular triangles that have edges in common with triangles of R n (l j ). For n large we have thatR n (l j 1 )∩R n (l j 2 ) = ∅ for j 1 = j 2 . On every regular triangle T ∈ K k=1 R n (Q k ) ∪ m j=1R n (l j ), we definew n as the affine interpolation of w σ . Since w σ is of class W 2,∞ on T and T is regular, we obtain by the interpolation estimate (2.3) (5.19) w n − w σ 2 W 1,2 (T ) ≤ Kε n w σ W 2,∞ .
Let us consider now those triangles that are contained in the elements of m j=1R n (l j ). Following [12] , we can definew n on every T in such a way thatw n admits discontinuities only onl j , and ∇w n L ∞ (T ) ≤ ∇w σ ∞ . Since |R n (l j )| → 0 as n → ∞, we deduce that We are now ready to conclude. Let us considerŵ n ∈ A εn,a (Ω) defined asŵ n := g i n +w n . We haveŵ n → g i + w σ strongly in L 2 (Ω ′ ). By Letting now σ → 0, using a diagonal argument, we conclude that Proposition 5.1 holds.
Revisiting the approximation by Francfort and Larsen
In this section we show how the arguments of Section 4 may be used to deal with the discrete in time approximation of quasi-static growth of brittle fractures proposed by Francfort and Larsen in [10] . More precisely, we prove that there is strong convergence of the gradient of the displacement (in particular convergence of the bulk energy) and convergence of the surface energy at all times of continuity of the length of the crack; moreover there is convergence of the total energy at any time.
