ABSTRACT. We give a modern proof of Stiffler's classical results describing the pseudovarieties of R -trivial semigroups and locally R -trivial semigroups as the wreath product closures of semilattices, respectively semilattices and right zero semigroups. Our proof uses the derived category of a functor developed by the author with B. Tilson. We prove a more general result describing functors between finite categories which are injective on coterminal R -equivalent elements.
INTRODUCTION AND MAIN RESULTS
In this paper all monoids, semigroups, and categories are finite. Recall that a semigroup is called Rtrivial if each principal right ideal has a unique generator. Stiffler showed in the early seventies [13] that the R -trivial semigroups are precisely the divisors of wreath products of the form
where U 1 = ({0, 1}, ·) is the two element semilattice (a divisor is a quotient of a subsemigroup). He also showed that the locally R -trivial semigroups are precisely the divisors of wreath products of the form
where R 1 is the two element right zero semigroup. Recall that a semigroup is locally R -trivial if all it submonoids are R -trivial. In modern terminology, the first result states that the pseudovariety R of R -trivial semigroups is the smallest pseudovariety closed under semidirect product containing U 1 . The second says that the equation
is valid where LR is the pseudovariety of locally R -trivial semigroups, * is the semidirect product operator on pseudovarieties [3] and D is the pseudovariety of semigroups whose idempotents form a right zero semigroup. The fact that D is the smallest pseudovariety of semigroups closed under semidirect product containing R 1 is a straightforward exercise [3, 13] . It is also straightforward to verify that the pseudovariety generated by U 1 is the pseudovariety Sl of all semilattices (idempotent-commutative semigroups).
We remark that Stiffler's first result is equivalent to stating that every R -trivial monoid divides a wreath product of copies of U 1 since U 1 is a monoid and adding an identity does not change whether a semigroup is R -trivial.
Tilson's seminal paper [14] introduced pseudodvarieties of categories, generalizing the definition of division to this context. He obtained a strong connection between the semidirect product operator and pseudovarieties of categories. Let V be a pseudovariety of monoids. Then gV denotes the pseudovariety of all categories dividing a monoid in V. One denotes by V the pseudovariety of all categories which are locally in V; a category C is locally in V if all its endomorphism (or local) monoids C(c, c) belong to V. A pseudovariety of monoids is called local if gV = V. For instance Sl is local by a result of Simon [2] . Tilson's Derived Category Theorem says that a monoid M divides a semidirect product V * N with V ∈ V if and only if there is a relational morphism ϕ : M → N with derived category D ϕ ∈ gV [14] . This was extened to relational morphisms of categories in [12] .
Tilson's delay theorem [14] relates the two senses in which we have used the word local.
Theorem 1.1. A pseudovariety of monoids V is local if and only if
Since it is easy to verify that a wreath product of semilattices is R -trivial and since every R -trivial monoid can be viewed as a one-object locally R -trivial category, to prove both of Stiffler's theorems it suffices to prove the following theorem which is our main result. Our proof uses the theory of derived categories of relational morphisms of categories developed by the author with Tilson in [12] . The proof also makes use of an extension of the results of Rhodes [7, 4, 8, 9, 10] on maximal proper surmorphisms to the setting of categories to prove the result by induction.
Stiffler's result can, in fact, be deduced from the following more general result: 
where each derived category D ϕ i divides a semilattice.
However, we prefer to prove Theorem 1.2 directly, since to deduce it from Theorem 1.3 requires the Composition Theorem [12] and the result that g(V * W) = gV * gW [11, 12] , both of which are non-trivial.
That is, ϕ is injective when restricted to coterminal R -equivalent elements. We shall see below that D ϕ ∈ R if and only if ϕ is R -faithful. In particular, Theorem 1.3 applies to monoid homomorphisms which are injective on R -classes. Since a homomorphism of inverse monoids is injective on R -classes if and only if it is idempotent-pure, this result can be viewed as a generalization of the classical factorization results for inverse monoids [5] .
We mention that Stiffler's original proof [13] (see also [3] ) involves a classification of the prime transformation semigroups and direct construction of the divisions. A syntactic approach can be found in [1] .
2. THE PROOFS OF THEOREMS 1.2 AND 1.3 2.1. Maximal proper quotients. In this paper, we shall find it convenient not to distinguish notationally between a category and its arrow set. We shall used d, r for the functions that select the domain and range of an arrow.
Let ϕ : C → D be a quotient morphism [6, 14] of categories. We say that ϕ is a maximal proper quotient (MPQ) if the associated congruence (ϕ) is not the identity congruence and contains only the identity congruence. In this case (ϕ) is called a minimal non-trivial congruence. An MPQ between monoids is often called an MPS (maximal proper surmorphism) [7, 4, 8, 9, 10] .
One could study MPQ's by imitating the arguments of [7, 4, 8, 9 , 10], but we find it more expedient to deduce the results for categories from the monoid case. To do this, we shall need to make use of the following construction called the consolidation. If C is a category, we can define a monoid C cd = C ∪ {0, 1} where 0 is a zero, 1 is an identity and all undefined products in C are by fiat 0.
Let Cat Q be the category of categories with quotient morphisms. Then C → C cd is the object part of a functor to the category Mon Q of monoids with surjective morphisms. A quotient morphism ϕ : C → D induces a surjective homomorphism ϕ cd : C cd → D cd by defining 0ϕ cd = 0, 1ϕ cd = 1. Proving that ϕ cd is a homomorphism uses that ϕ is a quotient morphism. The key observation is that, for x, y ∈ C, xy is defined if and only if xϕyϕ is defined.
Note that ϕ : C → D ∈ Cat Q is an MPQ if and only if, for each factorization ϕ = ϕ 1 ϕ 2 in Cat Q , exactly one of ϕ 1 or ϕ 2 is an isomorphism.
Here is the connection between MPS's and MPQ's.
Proposition 2.1. Let ϕ : C → D be a quotient morphism of categories. Then ϕ is an MPQ if and only if ϕ cd is an MPS.
Proof. Suppose (ϕ) is a congruence on C and (σ) ⊆ (ϕ cd ). Define an equivalence relation (σ ) on C by
Since (σ) ⊆ (ϕ cd ), it follows that c 1 (σ ) c 2 implies c 1 and c 2 are coterminal. It is then straightforward to verify that (σ ) is a congruence on C. Evidently (σ ) ⊆ ϕ and (σ cd ) = (σ). It follows that (ϕ) is minimal non-trivial if and only if (ϕ cd ) is minimal non-trivial, establishing the result.
To make use of these results, we need to consider Green's relations H , R , L, and J on categories (the obvious generalizations of the definitions are left to the reader). We shall also have occasion to use the J -preorder, denoted ≤ J . We also extend the notions of regular and null elements and J -classes [4] to the setting of categories. The following proposition is a direct calculation which we omit. Let ϕ : C → D be a quotient morphism of categories. We define a J -class J of C to be J -singular for ϕ if ϕ| C\J is injective and x > J J implies xϕ / ∈ Jϕ. This definition generalizes the notion of J -singularity used in [8] , but is stronger than the definition used in [9, 10] .
An immediate consequence of Proposition 2.2 is the following proposition.
Proposition 2.4. Let ϕ : C → D be a quotient. Then a J -class J of C is J -singular for ϕ if and only if it is
for ϕ cd .
Rhodes established the following facts for MPS's ϕ : M → N of semigroups [7, 4, 8, 9 , 10]:
(1) ϕ has a J -singular J -class; (2) ϕ either separates H -classes or is injective on H -classes.
Hence we can deduce the following:
Proposition 2.5. Let ϕ : C → D be an MPQ of categories. Then ϕ has a J -singular J -class. Moreover, ϕ either separates H -classes or is injective on H -classes.
In fact, the whole classification scheme of MPS's from [9] can be extended to categories via the consolidation functor. Note though that our definition of J -singular is stronger than the one used in [9] and so, for instance, only Q is J -singular in our sense for class III MPQ's. Proof. It is clear that the composition of R -faithful morphisms is R -faithful. If ϕ is R -faithful, it is clear that ϕ 1 is R -faithful. Let ϕ 1 : C → C , ϕ 2 : C → D. Suppose x, y ∈ C are coterminal with x R y and xϕ 2 = yϕ 2 . Let J be the J -class of x, y. Then, by Lemma 2.3, there is a ≤ J -minimal J -class J of Jϕ
with Jϕ 1 = J. Suppose xu = y. Choose x ∈ J with xϕ 1 = x and choose u ∈ C with u ϕ 1 = u. Since ϕ 1 is a quotient, xu is defined and coterminal with x. Clearly xu ≤ J x. Since xu ϕ 1 = xu = y, we see xu J x by minimality of J and so xu R x. Since
we see that xu = x by R -faithfulness of ϕ. Hence x = y and ϕ 2 is R -faithful.
We remind the reader of the definition of the derived category of a morphism of categories [12] . If ϕ : C → D is a morphism of categories, the category Der(ϕ) can be described as follows:
The identity arrow at (n, c) is (n, 1 c ) . One can define a functor σ : Der(ϕ) → Set by
The derived category of ϕ is then D ϕ = Der(ϕ)/(σ).
Proposition 2.7. Let ϕ : C → D be a morphism of categories. Then ϕ is R -faithful if and only if
Since σ doesn't identify arrows emanating from objects of the form (1 cϕ , c) [12] , we see that 
The equalities
Since m ∈ (n, c )σ, we see that
as desired.
We now prove our main technical result, namely that the derived category of an R -faithful MPQ divides a semilattice. This generalizes the case of R -injective MPS's [8, 10] . Proof. Since gSl is contained in R, we just need to prove the only if statement. Since Sl is local, it suffices to show that each local monoid of D ϕ is a semilattice. Since ϕ is a quotient morphism an object (n, c) is determined by n and so we drop c from the notation. Also nσ = nϕ −1 in this context.
Since a monoid is a semilattice if and only if it satisfies the identities x 2 = x and xy = yx, we need only show that:
Let J ⊆ C be a J -singular J -class for ϕ (such exists by Proposition 2.5). If |nϕ −1 | ≤ 1, then (19) clearly holds. So we need only consider the case that |nϕ −1 | > 1. Since ϕ is injective on C \ J, we conclude that there is at most one element x ∈ C \ J with xϕ = n. Also, by definition of J -singularity, we have that x ≯ J J.
Since xm i ≤ J x (whence xm i / ∈ J) and xm i ϕ = n(m i ϕ) = n for i = 1, 2, we see that 2.3. Proof of Theorem 1.2. Suppose C ∈ R. We prove that C divides an iterated semidirect product of copies of U 1 by induction on the size longest chain of congruences on C. If the longest chain of congruences on C is of length 1, then the congruence which identifies all coterminal arrows is the identity congruence; that is each hom set of C has at most one element. But then C divides the trivial monoid [14] .
Suppose the result has been proven when the longest chain has length n and let C ∈ R have a longest chain of congruences of length n + 1. Let (τ) be a minimal non-trivial congruence in such a longest chain. Then D = C/(τ) ∈ R and the longest chain of congruences on D has length n since the lattice of congruences on D is order isomorphic to the lattice of congruences on C containing (τ). Hence, by induction, D divides an iterated semidirect product W of semilattices.
The projection τ : C → D is an MPQ by choice of (τ). Since Der(τ) divides C via (n, m) → m, we see that D τ ∈ R and so τ is R -faithful. Hence, by Theorem 2.8, D τ ∈ gSl and so, by the Derived Category Theorem [12] , C divides a wreath product U D with U a semilattice. Hence C divides U W as desired.
2.4.
Proof of Theorem 1.3. As usual, ϕ factors as ϕ Im ϕ F with ϕ Im a quotient and ϕ F faithful. Since ϕ F is a division D ϕ F divides the trivial monoid [12] . By finiteness ϕ Im factors ϕ 1 · · · ϕ n−1 where ϕ 1 , . . . , ϕ n−1 are MPQ's. If ϕ is a monoid morphism, so are all the ϕ i . By Proposition 2.6, the ϕ i are all R -faithful. Hence, by Theorem 2.8, D ϕ i ∈ gSl, all i. The result follows by taking ϕ n = ϕ F .
To prove Theorem 1.2 from Theorem 1.3, one considers the collapsing morphism γ C : C → 1. By the above results γ C = ϕ 1 · · · ϕ n with D ϕ i ∈ gV. The Composition Theorem [12] then states that C ∼ = D γ C ∈ gSl * · · · * gSl.
But this latter is g(Sl * · · · * Sl) by the results of [11, 12] .
