In this paper the asymptotic behaviour of the maximum likelihood and Bayesian estimators of a delay parameter is studied. The observed process is supposed to be the solution of a linear stochastic di erential equation with one time delay term. It is shown that these estimators are consistent and their limit distributions are described. The behaviour of the estimators is similar to the behaviour of corresponding estimators in change-point problems. The question of asymptotical e ciency is also discussed.
Introduction and Auxiliary Results
In this paper we deal with the linear stochastic di erential equation dX t = bX t;# dt + dW t 0 t T (1) where b is a known negative parameter and the delay parameter # is unknown to the observer. We have to estimate # by the observation fX t 0 t T g.
The properties of estimators will be studied in the situation of large samples:
T ! 1 . The integral representation of the observed process X t = X 0 + Z t 0 b X s;# ds + W t shows that the process X t is as smooth with respect to time t as the Wiener process W t therefore the trend coe cient b X t;# is not di erentiable with respect to #, even the rst derivative of the trend with respect to unknown parameter does not exist and the usual regularity conditions in this problem are not satis ed. The similar model of delay estimation was considered in 7] (see also 9], section 2. t;2# dt where x t 0 t T is the solution of the observed equation (2) with " = 0 .
In the present work we consider the same process and the same estimators but in another asymptotics and it is in certain sense surprising that the properties of the estimators are entirely di erent. The maximum likelihood and Bayesian estimators have di erent limit distributions, the rate of convergence is T (not p T as in regular problems) and asymptotically e cient arethe Bayesian estimators only. These results are similar to one of change-point problems see, e.g. 3], section 7.2 or 9], chapter 5. The proofs are carried out by a method of .
We are interested in stationary solutions of the equation (1) . Their existence is given by the following Lemma 1.1 If b < 0 then a stationary solution of (1) exists if and only if # 2 (0 ; = (2b)).
Proof see e.g. 5], Lemma 2.9.
De nitions and Results
We observe the trajectory X T = fX t 0 t T g of the di usion-type process (X t ) given by dX t = bX t;# dt + dW t X s = X 0 (s) 2b 
Below w e suppose that the true value # is an interior point of , i.e., # 2 0 .
We will see later that the function L(# # 1 X T ) # 2 is continuous with probability o n e . Hence the MLE b # T exists and belongs to . If the equation (4) has more than one solution than we take any one as MLE.
To i n troduce the Bayesian estimator we suppose that # is a random vari- 
The limit distributions of these estimators can be expressed through the following stochastic process If we prove that
then the distributions of all continuous functionals of Z T ( ) will also converge.
Therefore for the functional (z) = sup u<x z(u) ; sup u x z(u) we have
To prove the convergence (5) we establish the convergence of nitedimentional distributions and two estimates on the increments of Z T ( ) and on the tails of Z T ( ) then according to 3], Theorems 1.10.1 and 1.10.2 we will have the desired properties of the MLE and BE. The same theorem and condition (7) Note that for b < 0 and # ;(e b ) ;1 the solution of the equation (10) because for all u we have the obvious estimate juj < T (;(e b ) ;1 ). Hence we obtained (9) with corresponding > 0 a n d C 1 .
The properties of the likelihood ratio established above allow to use the Theorems 1.10.1 and 1.10.2 of 3] to nish the proofs of the Theorems 2.2 and 2.3 above.
The proof of the Theorem 2.1 follows from the properties of the Bayes estimators established above and the Theorem 1.9.1 in 3].
