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The technique is illustrated with data derived are good enough to meet the are good enough to meet the are good enough to meet the are good enough to meet the over the normal over the normal over the normal over the normal one step ahead one step ahead one step ahead one step ahead suggested training a set of ANN with data for different season. This paper presents an approach whereby daily seasonal indices are first computed for a whole year and the indices are then used to improve the accuracy of another network in predicting the daily loads in the year that will follow. The computation of the indices stems from the fact one step ahead prediction with neural network is more accurate when the predicted variables are in close neighborhood with the data used in training the network. As the variables to be predicted diverge, the accuracy of the prediction drops. The indices are generated based on the separation between the one step ahead predicted value and the actual value in such a way that when an index is inputted into the main prediction network, it will shift the predicted value towards the actual, that is, it reduces the forecast error. Here, simple ratio indices are used. Calculating the indices starts by predicting the daily demand for a whole year that the actual load demand is available. Daily indices are computed as the ratio of the predicted load to the actual load. An index is negative whenever the predicted value is greater than the actual so that inputting it to the ANN with seasonal index (ANNSI) will make the predicted value to drop. Likewise whenever the predicted value is less than the actual load, the index is positive and inversed. The variations in the indices are in close resemblance to the actual load variations, that is, seasonal. An index computed for a particular date is used as an additional input to the ANNSI when predicting for the same date in the subsequent year. The indices computation scheme is shown in Figure 1 and the load forecasting using the ANNSI is implemented as in Figure 2 . [10] . It is basically an attempt to simulate the behaviour of the human neural system. It is composed of non linear computational elements called artificial neurons operating in parallel (1) The output of the second hidden layer, Zk, is (4) A tolerable limit of this error is usually set before training and until this limit is obtained, the training continues recursively. The error in the output layer due to any r th node δr is calculated as (7) The changes in the weights between the input layer and the first hidden layer, the first hidden layer and the second hidden layer and the second hidden layer and the output layer are, respectively, given by;
The weights are then updated in all the layers as;
and L`` are the weights obtained one step ane two steps respectively before the one being updated. To make the error convergence faster, the change in weights∆L are adjusted by the learning rate (e) and the momentum term (^) as; Figure 1 is trained off line using Neural Network Toolbox package in MATLAB with the first thirteen load data as inputs (n=13) and the fourteenth load as the desired output. After training, the desired output of the trained net is taken to the input and the other inputs are shifted one step back to start prediction for the fifteenth day of 2008 for the purpose of indices computation. The index for the fifteenth day is calculated as the ratio of the predicted load for the fifteenth day to the actual load for the same day. The inputs are shifted one step back and the sequence is repeated until a complete set of daily indices are generated for the year. For the purpose of predicting the daily peak load in the following year (2009), a two hidden layer network as shown in Figure 2 is trained, also off line, with the first thirteen load data of 2009 and the index for the fifteenth day of 2008 in the previous year as inputs (m=14 in Figure 2 ) and the desired output is the actual load for the fourteenth day of 2009. The desired output is shifted to the input and the other inputs are shifted one step back to start prediction for the fifteenth day. To predict for the sixteenth day, the inputs to the trained network are the third to fifteenth actual load data and the sixteenth index. In this manner, the daily load for any length of period is predicted. This is the ANNSI prediction.
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For the purpose of comparison, a network with the same structure as the forecasting network is trained with first fourteen load data as inp the fifteenth load data as desired output. The desired output is shifted to the input and the other inputs shifted one step back to start prediction for the sixteenth day. This is the normal one step ahead prediction with ANN. All the inputs and the desired outputs to all neural networks are first normalized between 0.2 and 0.8 using the relation N OfUghiMjkl = mnm oPp m oqr nm oPp
where x is the raw training set and x are the maximum and minimum inputs in the training set.
To evaluate the effectiveness of this prediction with ANNSI, three extremely distinct seasons Nigeria are considered. These are the extremely hot period around March to May when the power demand is at its peak, the moist rainy season with its peak in August when the power demand is moderate and the cold dry period around the end of the year when energy consumption is relatively low. The results for one month each in these extreme cases are presented. Figures 3, 4 and April, August and November respectively. 5 5 5 5 C C C Conclusion onclusion onclusion onclusion An artificial neural network based daily peak load forecasting technique that takes into account seasonality in the load consumption pattern has been presented. Back networks have been used to show the effectiveness of this technique over the normal prediction with ANN. This the data base of the Nigerian electric power system. Forecast results for three months selected from extremely different seasons show that maximum forecast error drop from 11.32% for the ANN to 7.16% for the ANNSI. Correspondingly the absolute mea from 3.58% for the ANN to 2.76% for the ANNSI. This shows the overall effectiveness of the ANNSI over the normal prediction using ANN. An artificial neural network based daily peak load forecasting technique that takes into account seasonality in the load consumption pattern has been presented. Back propagation neural networks have been used to show the effectiveness of this technique over the normal This has been shown using the data base of the Nigerian electric power system. Forecast results for three months selected from extremely different seasons show that maximum forecast error drop from 11.32% for the ANN to 7.16% for the ANNSI. Correspondingly the absolute mean error drops from 3.58% for the ANN to 2.76% for the ANNSI. This shows the overall effectiveness of the ANNSI over the normal prediction using ANN. World Academy of Sciences, Engineering and
