Abstract. In the paper, a nonlinear filtering problem of stochastic differential equations driven by correlated Lévy noises is considered. Firstly, the Kushner-Stratonovich and Zakai equations are proved through martingale problems and the Kallianpur-Striebel formula. Secondly, we show pathwise uniqueness and uniqueness in joint law of the Zakai equation. Finally, uniqueness in joint law of the Kushner-Stratonovich equation is investigated.
Introduction
Given T > 0 and a completed filtered probability space (Ω, F , {F t } t∈[0,T ] , P). Let B, W be d-dimensional and m-dimensional Brownian motions defined on it, respectively. Besides, let (U, U ) be a finite dimensional, measurable normed space with the norm · U . And let ν 1 be a σ-finite measure defined on it. Fix U 1 ∈ U with ν 1 (U \ U 1 ) < ∞ and dX t = b 1 (t, X t )dt + σ 0 (t, X t )dB t + σ 1 (t, X t )dW t + U 1 f 1 (t, X t− , u)Ñ p (dt, du), 0 t T.
The mappings
and f 1 : [0, T ] × R n × U 1 → R n are all Borel measurable. It is well known that the solution X t of the above equation is well defined under some certain assumptions. However, it is too abstract to know its information and then estimate it directly. To master it, a usual method is to introduce an observation process Y t containing X t and extract information of X t from Y t . Concretely speaking, the observation process is given by dY t = b 2 (t, X t , Y t )dt + σ 2 (t, Y t )dW t + U 2 where the mappings
m are all Borel measurable, and N λ (dt, du) is an integer-valued random measure and its predictable compensator is given by λ(t, X t− , u)dtν 2 (du). That is,Ñ λ (dt, du) := N λ (dt, du) − λ(t, X t− , u)dtν 2 (du) is its compensated martingale measure. Here ν 2 is another σ-finite measure defined on U with ν 2 (U \ U 2 ) < ∞ and U 2 u 2 U ν 2 (du) < ∞ for U 2 ∈ U . And λ(t, x, u) : [0, T ] × R n × U 2 → (0, 1) is Borel measurable.
The optimal nonlinear estimate of X t with respect to {Y t , 0 t T } is closely related to E[F (X t )|F Y t ], where F Y t is the σ-algebra generated by {Y s , 0 s t} and F is a Borel measurable function with E|F (X t )| < ∞ for t ∈ [0, T ]. The nonlinear filtering problem of X t with respect to {Y t , 0 t T } is to evaluate the 'filter' E[F (X t )|F Y t ]. If σ 1 = 0, the type of nonlinear filtering problems has been studied in [11, 13, 14, 18] .
In the paper, we solve the nonlinear filtering problem of X t with respect to {Y t , 0 t T } under σ 1 = 0. The type of models is usually called as feedback models. That is, the observation Y t is fed back to the dynamics of the signal X t . And feedback models have appeared in many applications (especially in aerospace problems). Note that our model is different from one in [2, 3] , where σ 1 = 0 and B t and W t are corelated each other. Next, the Kushner-Stratonovich and Zakai equations are deduced. And then we look like them as stochastic differential equations with jumps and define strong and weak solutions, pathwise uniquenesses and uniquenesses in joint law. Finally, two types of uniquenesses for the two equations are investigated.
It is worthwhile to mentioning our methods. First of all, since the driving processes of the signal X t are not independent of Y t , the method of measure transformations does not work. Therefore, we make use of martingale problems and the Kallianpur-Striebel formula to obtain the Kushner-Stratonovich and Zakai equations. About uniquenesses for the two equations, there are two methods-a filtered martingale problem ( [2, 18] ) and an operator equation ([17] ). Specially, in [18] , Prof. Duan and the author required that λ in the driving processes of the observation process Y t is independent of x. And we assumed that the driving processes of the signal process X t has no jumps term in [17] . Here we prove two types of uniquenesses for the two equations by an operator without any assumption on driving processes. That is, our result is more general. Besides, note that in [12] three authors showed uniquenesses of the Kushner-Stratonovich and Zakai equations by the same method. However, they did not give the clear definitions of solutions and uniquenesses for the two equations. We warn that all the solutions of the KushnerStratonovich equation can not be defined.(See Remark 4.4)
The paper is arranged as follows. In Section 2, we deduce the Kushner-Stratonovich and Zakai equations by martingale problems and the Kallianpur-Striebel formula. Pathwise uniqueness and uniqueness in joint law of the Zakai equation are placed in Section 3. In Section 4, we investigate uniqueness in joint law of the Kushner-Stratonovich equation.
The following convention will be used throughout the paper: C with or without indices will denote different positive constants (depending on the indices) whose values may change from one place to another.
Nonlinear filtering problems
In this section, we introduce the nonlinear filtering problem for a non-Gaussian signalobservation system with correlated noises, and derive Kushner-Stratonovich and Zakai equations.
2.1. The framework. Consider the following signal-observation system (X t , Y t ) on R n × R m :
The initial value X 0 is assumed to be a square integrable random variable independent of Y 0 , B t , W t , N p , N λ . Moreover, B t , W t , N p , N λ are mutually independent. We make the following hypotheses:
hold for p ′ = 2 and 4, where | · | and · denote the Hilbert-Schmidt norms of a vector and a matrix, respectively. Here L 1 0 is a constant and κ i is a positive continuous function, bounded on [1, ∞) and satisfies
t , the Doléans-Dade exponential of M, is an exponential martingale. Define a measureP via dP dP = Λ
−1
T .
By the Girsanov theorem for Brownian motions and random measures(e.g.Theorem 3.17 in [8] ), one can obtain that under the measureP,
is a F t -Poisson martingale measure, and the system (1) becomes
. Furthermore, the σ-algebra F Y 0 t generated by {Y s , 0 s t}, can be characterized as 
Although the result in the above lemma has appeared, we haven't seen its proof. Therefore, to the readers' convenience, the detailed proof is placed in the appendix. 
Since the proof of the above lemma is only based on the tower property of the conditional expectation, we omit it. Now, it is the position to state and prove the KushnerStratonovich equation.
where the operater L s is defined as
Proof. Applying the Itô formula to X t , we have
where M t is a F t -local martingale. And then, by taking the conditional expectation with respect to F Y t on two hand sides of the above equality, one can obtain that
and furthermore
Based on Lemma 2.3 and 2.4, it holds that the right hand side of the above equality is a F Y t -local martingale. Thus, by Corollary III 4.27 in [8] , there exist a m-dimensional
So, we have that
Next let us firstly determine E t . On one side, by the Itô formula on (2) (6), it holds that for j = 1, 2, · · · , m,
Taking the conditional expectation with respect to F Y t , by the measurability ofW j t with respect to F Y t we get that
On the other side, one can apply the Itô formula to
Since the left side of (8) is the same to that of (9), bounded variation parts of their right sides should be the same. Therefore,
In the following we search for D(t, u). Take
On one side, it follows from the Itô formula for F (X t )Z t that
Taking the conditional expectation with respect to F Y t , by the measurability of Z t with respect to F Y t we get that
On the other side, by making use of the Itô formula one can obtain that
Comparing (11) with (12), we know that
where
Finally, we attain (5) by replacing E s and D(s, u) in (7) with (10) and (13) . Thus, the proof is completed. 
The Zakai equation. Set
Proof. Note that by the Kallianpur-Striebel formula it holds that
Therefore, P t (F )P t (1) =P t (F ) and then the equation which P t (F )P t (1) satisfies is exactly the Zakai equation.
First of all, we search for the equation whichP t (1) satisfies. Note that
And then by the Itô formula, one can obtain that
Taking the conditional expectation with respect to F 
i.e.
Next, applying the Itô formula to P t (F )P t (1), one can get that
where E s and D(s, u) are given by (10) and (13), respectively. And then rewriting the above equation, by (15) we finally obtain (14) . The proof is over.
Pathwise uniqueness and uniqueness in joint law of the Zakai equation
In the section we firstly define strong solutions, weak solutions, pathwise uniqueness and uniqueness in joint law of the Zakai equation. And then we show uniqueness for strong solutions to the Zakai equation by means of a family of operators, and state uniqueness in joint law for weak solutions to the Zakai equation.
Let P(R n ) denote the set of the probability measures on R n and M + (R n ) denote the set of positive bounded Borel measures on R n . Let M(R n ) denote the set of finite signed measures on R n . For a process π valued in P(
Definition 3.1. A strong solution for the Zakai equation (14) is a F
Y t -adapted, càdlàg, M + (R n )-valued process {µ t } t∈[0,T ] such that {µ t } t∈[0,T ] solves the Zakai equation (14), that is, for F ∈ C ∞ c (R n ) < µ t , F > = <P 0 , F > + t 0 < µ s , L s F > ds + t 0 < µ s , ∂F (·) ∂x i σ il 1 (s, ·) > dW l s + t 0 < µ s , F h l (s, ·, Y s ) > dW l s + t 0 U 2 < µ s− , F (λ(s, ·, u) − 1) >Ñ (ds, du), t ∈ [0, T ]. (16) Definition 3.2. {(Ω,F , {F t } t∈[0,T ] ,P), (μ t ,Ŵ t ,
N(dt, du))} is called a weak solution of the Zakai equation (14), if the following hold: (i) (Ω,F , {F t } t∈[0,T ] ,P) is a complete filtered probability space; (ii)μ t is a
M + (R n )-valuedF t -adapted càdlàg process andμ 0 =P 0 ; (iii)Ŵ t is a m-dimensionalF t -
adapted Brownian motion; (iv)N(dt, du) is a Poisson random measure with a predictable compensator dtν(du);
(v) (μ t ,Ŵ t ,N(dt, du)) satisfies the following equation
whereÑ(dt, du) :=N(dt, du) − dtν(du).
By the deduction in Section 2, it is obvious thatP t is a strong solution of the Zakai equation (14) , and {(Ω, F , {F t } t∈[0,T ] ,P), (P t ,W t , N λ (dt, du))} is a weak solution of the Zakai equation (14) .
Definition 3.3. Pathwise uniqueness of the Zakai equation (14) means that if there exist two weak solutions
{(Ω,F , {F t } t∈[0,T ] ,P), (μ 1 t ,Ŵ t ,N(dt, du))} and {(Ω,F , {F t } t∈[0,T ] ,P), (μ 2 t ,Ŵ t ,N (dt, du))} withP{μ 1 0 =μ 2 0 } = 1, then µ 1 t =μ 2 t , t ∈ [0, T ], a.s.P. Definition 3.4
. Uniqueness in joint law of the Zakai equation (14) means that if there exist two weak solutions
Next, we introduce a space. Let H be the collection of all square-integrable functions on R n with the norm
And we define a family of operators on H. For ε > 0, set
and then one can justify S ε µ, S ε F ∈ H. Moreover, we collect some needed properties of S ε in these following lemmas.
Lemma 3.5. For µ ∈ M(R n ), ε > 0 and F ∈ H, (i) S 2ε |µ| H S ε |µ| H , where |µ| stand for the total variation measure of µ.
Then there exists a positive constant C 2 such that
(ii) Suppose that ψ i : R n → R, i = 1, 2, satisfy
Then there exists a positive constant C 4 only depending on ψ 1 , ψ 2 such that
and ξ ∈ M(R n ). Then there exist two positive constants C 7 , C 8 depending on Ψ 1 , Ψ 2 , respectively, such that
The proof of the first above lemma is direct, and then we omit it. Since the proofs of the second and third above lemmas are similar to that in [10, Lemma 3.2] and [12, Lemma 3.5], respectively, we also omit them.
Next, we observe a moment property of a strong solution for the Zakai equation (14) .
Lemma 3.8. Assume that {µ t } t∈[0,T ] is a strong solution for the Zakai equation (14) . Set Z ε t = S ε µ t , and then it holds that
We prove Lemma 3.8 in the appendix. Next, to obtain uniqueness for strong solutions to the Zakai equation (14), we also need following stronger assumptions:
0 and a function G 2 :
There exists a function G 3 :
where J f 1 denotes the Jacobian matrix of f 1 (t, x, u) with respect to x.
There exists a constant L 3 0 such that for t ∈ [0, T ], x 1 , x 2 ∈ R n and y ∈ R m ,
Next, we furthermore investigate the moment property of the strong solution {µ t } t∈[0,T ] for the Zakai equation (14) under the above assumptions.
Lemma 3.9. Suppose that (H
and
Since the proof of the above lemma is too long, we place it in the appendix. Now, it is the position to state and prove the result on uniqueness for strong solutions to the Zakai equation.
Theorem 3.10. Suppose that (H
) are satisfied and µ 0 ∈ H. If {µ t } t∈[0,T ] is a strong solution for the Zakai equation (14) , then µ t =P t , a.s. for any t ∈ [0, T ].
Proof. Set D t := µ t −P t , and then D t satisfies Eq.(16) due to linearity of the Zakai equation. By the same deduction to that in Lemma 3.9, it holds that
As ε → 0, we have thatẼ
Thus, it follows from the Gronwall inequality that µ t =P t , a.s. for any t ∈ [0, T ]. The proof is completed.
) hold and µ 0 ∈ H. Then weak solutions of the Zakai equation (14) have uniqueness in joint law.
Since the proof of the above theorem is similar to that of Theorem 4 (ii) in [17] , we omit it.
Uniqueness in joint law of the Kushner-Stratonovich equation
In the section, we introduce weak solutions and uniqueness in joint law for the KushnerStratonovich equation (5) . And then, uniqueness in joint law for the Kushner-Stratonovich equation (5) ) is a Poisson random measure with a predictable compensator π t (λ(t, ·, u)) dtν(du);
(v) (π t , I t , U(dt, du)) satisfies the following equation
called a weak solution of the KushnerStratonovich equation (5).
By the deduction in Section 2, it is obvious that {(Ω, F , {F t } t∈[0,T ] , P), (P t ,W t , N λ (dt, du))} is a weak solution of the Kushner-Stratonovich equation (5).
Definition 4.2. Uniqueness in joint law of the Kushner-Stratonovich equation (5) means that if there exist two weak solutions
Here, we give out the main result in the section. 
Theorem 4.3. Suppose that (H
We begin with the left side of the above equality. By the expression ofÑ(dt, du), it holds that
For
ds is a F t -martingale. So, it follows from the tower property of the conditional expectation that
where the measurablity of N λ ((0, v] × A) with respect to F Y v is used in the last equality. For I 2 , again by the tower property of the conditional expectation we have that
Combining (22) (23) with (21), one can obtain
The proof is completed. The proof of Lemma 3.8.
Step 1. We prove that Z ε t satisfies the following equation
By Definition 3.1, we know that for Replacing F by S ε F and using Lemma 3.5, we obtain that < S ε µ t , F > H = < S εP0 , F > H + 
where in the last equality the formula for integration by parts is used. And then for I 2 , it follows from Lemma 3.5 that 
