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In this work we address the problem of realizing a reliable quantum memory based on zero-
energy Majorana modes in the presence of experimental constraints on the operations aimed at
recovering the information. In particular, we characterize the best recovery operation acting only on
the zero-energy Majorana modes and the memory fidelity that can be therewith achieved. In order
to understand the effect of such restriction, we discuss two examples of noise models acting on the
topological system and compare the amount of information that can be recovered by accessing either
the whole system, or the zero-modes only, with particular attention to the scaling with the size of
the system and the energy gap. We explicitly discuss the case of a thermal bosonic environment
inducing a parity-preserving Markovian dynamics in which the memory fidelity achievable via a
read-out of the zero modes decays exponentially in time, independent from system size. We argue,
however, that even in the presence of said experimental limitations, the Hamiltonian gap is still
beneficial to the storage of information.
PACS numbers: 03.65.Yz, 03.67.Pp
I. INTRODUCTION
Notwithstanding the impressive progress in the experi-
mental control of genuine quantum systems [1–9], the re-
liable storage of quantum information over long times re-
mains a problem of exceptional difficulty [10–12]. Among
the ideas which have been put forward to solve this issue,
proposals based on systems featuring topological order
are among the most intriguing [13–15]. Central to these
protocols is the encoding of one or more qubits in the de-
generate ground states that appear in these models. Pro-
tection follows from the fact that such ground states are
locally indistinguishable, and the information can be ma-
nipulated through some localized boundary modes, which
may even feature non-Abelian statistics.
Due to their experimental relevance, topological super-
conductors featuring localized and unpaired Majorana
modes have attracted considerable attention [16, 17]. In-
deed, several reports accounting for the observation of
experimental signatures of zero-energy Majorana modes
have been recently published [18–22]. At the same time,
many proposals have discussed the possibility of observ-
ing them in cold atomic gases [23–31]. The problem of as-
sessing the robustness of quantum information protocols
based upon these systems is now becoming of the high-
est relevance, and several works have already discussed
many aspects of the problem [32–46].
In this work we consider the following scenario: the
experimentalist is able to create and cool a topological
superconductor, but can only manipulate the degrees of
freedom related to the Majorana fermions which appear
∗ matteoi@princeton.edu
in the system. This assumption is motivated by realistic
implementation proposals for Majorana qubits and quan-
tum memories [47–50], and seems to be the mildest for
discussing the near-future developments in the field. On
one hand, experiments on many-body quantum systems
have so far shown control over only a limited number of
quantum degrees of freedom. On the other hand, if some
quantum information has to be manipulated, it seems in-
evitable to assume some degree of control over the zero-
energy Majorana modes; for the sake of simplicity, here
we assume this control to be total. The upper bounds
we derive apply a fortiori to more realistic situations of
limited and imperfect control over the zero-modes. The
question we address is the following: how can one real-
ize a reliable quantum memory in the presence of such
constraints?
Assuming that the noise model is local, we explicitly
characterize the best recovery operation [36] to be ap-
plied after the action of noise and determine the asso-
ciated fidelity, both in general and under the aforemen-
tioned constraints. In the latter case, which for clarity we
dub decoding rather than recovery, we present an explicit
recipe to be used in experiments in order to achieve the
optimal fidelity. It is worth stressing that in this work
we do not consider possible protection operations to be
applied during the action of noise, but rather consider
noise as given and optimize the read-out.
In order to understand the effect of the experimental
limitations, we discuss examples where an appropriate
recovery operation acting over the whole topological sys-
tem can retrieve the encoded information with 100% fi-
delity even if some form of noise has affected the system.
We show that a limited access to the Majorana modes of
the system can compromise such possibility but we argue
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2that in such cases information may still be protected by
the presence of a significant energy gap in the topological
Hamiltonian.
While the lack of protection of information in the
constrained “decoding” case is in line with the general
paradigm of quantum error correction, such behavior de-
fies the expectationthat parity preservation should auto-
matically protect information by making the Majorana
modes immune to errors in the first place, which would
make quantum error correction unnecessary. Our study
highlights the fact that a control over the whole many-
body system is indeed usually necessary.
Our study comprises two other additional results which
we want to highlight here. The first is about a topo-
logical system immersed in a thermal bosonic environ-
ment which induces a Markovian dynamics that does not
change the parity of the number of fermions of the sys-
tem. Notwithstanding this requirement, we find that the
auto-correlation of a logical Pauli operator decays expo-
nentially in time, with a time-scale given by the micro-
scopic details of the system-environment coupling.
The latter result comprises some exact relations for
the case of a topological qubit encoded into two fully-
decoupled Kitaev chains which are perturbed by a noise
that conserves the parity of the number of fermions in
each chain. In particular, we characterize the maximal
amount of information which can still be recovered from
the system after the action of the noise, thus generalizing
the results in Ref. [36].
The work is organized as follows. In Sec. II we present
some introductory remarks about the encoding of a
qubit in a topological system with zero-energy Majorana
modes. In Sec. III we discuss the action of the noise on
the system and address the problem of its mathematical
modeling, characterizing some of its general features. Us-
ing these results, we are able to characterize the best de-
coding operation and in particular its fidelity. In Sec. IV
we discuss the first example, namely the case of a quan-
tum quench in the system. The second example is pre-
sented in Sec. V, where a master equation for a topolog-
ical system in a bosonic environment is derived. In both
cases, we explicitly compare the optimal recovery fidelity
obtained by acting only on the zero modes (decoding) to
that obtained by acting on the whole system (full recov-
ery). Finally in Sec. VI we present our conclusions.
II. ENCODING A QUBIT IN MAJORANA
ZERO-MODES
In this section we review some general aspects concern-
ing the encoding of a qubit in Majorana zero-modes [34,
44]. We consider a generic topological superconductor
with N fermionic modes, without any assumption about
the setup geometry. We assume that the Hamiltonian is
quadratic in the fermionic fields, and that the eigenmodes
of the Hamiltonian include a group of four Majorana
zero-modes {mˆi : i = 1, 2, 3, 4} that satisfy the Clifford
algebra {mˆi, mˆj} = 2δi,j and are localized very far away
from one another, enough to make their overlap negligi-
ble for all practical purposes. The remaining fermionic
operators are assumed to be arranged in gapped eigen-
modes represented by N − 2 canonical annihilation (cre-
ation) Fermi operators {bˆ(†)i : i = 1, . . . , N − 2} which
satisfy {bˆi, bˆ†j} = δi,j and {bˆi, bˆj} = 0. Sometimes it
will be convenient to use the related Majorana opera-
tors: γˆi,1 = bˆi + bˆ
†
i and γˆi,2 = −i(bˆi − bˆ†i ). Analogously,
the Majorana zero-modes can be algebraically combined
to form non-local Dirac zero-modes gˆ0 + 12 (mˆ1 + imˆ2),
dˆ0 + 12 (mˆ3 + imˆ4). At this level, the pairing choice is
entirely arbitrary.
A qubit can be stored in a well defined parity sec-
tor of the zero-energy two-fermion system, e.g. the two-
dimensional space spanned by the logical vectors |0L〉 =
|Ω〉, |1L〉 = dˆ†0gˆ†0 |Ω〉. Here |Ω〉 is the vacuum state of
the fermionic system: bˆi |Ω〉 = 0 for i = 1, . . . , N − 2,
gˆ0 |Ω〉 = dˆ0 |Ω〉 = 0. We remark that four Majorana
modes are necessary to store a non-trivial qubit: with a
single pair of Majorana modes (i.e. a single “bi-localized”
Dirac mode) one can only encode a classical bit, as the
fermionic parity superselection rule forbids coherent su-
perpositions of the two degenerate ground states.
Denoting by ΠˆG the projector on the ground-space of
the system, ΠˆG +
∏
i bˆibˆ
†
i , our prescription for the qubit
encoding yields the following logical operators:
σˆL0 =
1
2
(1ˆ− mˆ1mˆ2mˆ3mˆ4)ΠˆG ,
σˆL1 =
i
2
(mˆ2mˆ3 + mˆ1mˆ4)ΠˆG ,
σˆL2 = −
i
2
(mˆ1mˆ3 − mˆ2mˆ4)ΠˆG ,
σˆL3 = −
i
2
(mˆ1mˆ2 + mˆ3mˆ4)ΠˆG ,
(1)
which play the role of effective Pauli operators for our
encoded qubit. The σLj s can be rewritten in a more com-
pact way by introducing the fermionic parity operator
PˆGf for the ground-space,
PˆGf + (−1)gˆ
†
0 gˆ0+dˆ
†
0dˆ0 = −mˆ1mˆ2mˆ3mˆ4 , (2)
and letting Πˆ+G + 12 (1ˆ+PˆGf )ΠˆG denote the projector onto
the even parity sector of the ground space. Then, Eq. (1)
re-writes as
σˆL0 = Πˆ
+
G , σˆ
L
1 = Πˆ
+
G(imˆ2mˆ3) ,
σˆL2 = Πˆ
+
G(−imˆ1mˆ3) , σˆL3 = Πˆ+G(−imˆ1mˆ2) ,
(3)
where Πˆ+G commutes with the imˆjmˆk monomials. This
formalism makes the Pauli algebra more evident. It is
worth stressing that the projector cannot generally be
dropped in the qubit encoding operators {σˆLi }: indeed,
an initial qubit encoding which goes as σˆL1 7→ imˆ2mˆ3
et cetera physically corresponds to a fully mixed (i.e.,
3infinite-temperature) state of the gapped modes, which
also has mixed fermionic parity, and is a sub-optimal en-
coding choice.
From now on we assume that the experimentalist is
able to create one such topological superconductor and
to cool it to one of the two ground subspaces with
fixed fermionic parity, e.g. Πˆ+G. We further assume that
via control over the Majorana modes mˆi, it is possible
to initialize the system in a desired pure state ρˆ(0) =
1
2
(
σˆL0 + ~v · ~ˆσL
)
, where |~v| = 1. Note that we can write
ρˆ(0) = ρˆ0ΠˆG, where ρˆ0 is a function of the zero-modes
{mˆi} only.
As already mentioned, here and in the following we
neglect the energy splitting which is associated to the
overlap of the wavefunctions of the Majorana zero-modes
[46]. This energy splitting has the consequence that the
localized Majorana modes are not exactly eigenmodes of
the system and the logical operators in Eq. (1) evolve
in time. However, since the Majorana wavefunction de-
cays exponentially, the energy splitting scales exponen-
tially in the distance between the zero modes, and it can
be made arbitrarily small by increasing the system size.
The time-scale associated to the evolution of the logical
operators can be made arbitrarily long and in this arti-
cle we consider the physical situation in which it can be
safely neglected.
III. DYNAMICS UNDER NOISE AND
DECODING OF INFORMATION
Once the qubit is initialized, the system is set free and
noise and perturbations start acting on it. This drives
the setup out of equilibrium by inducing a non-trivial
and non-unitary dynamics, which may have disruptive
effects on the encoded information. In order to describe
these disturbances, we introduce the decoherence chan-
nel Dt, which returns the state of the global system at
time t: ρˆ(t) = Dt(ρˆ(0)). The action of Dt includes the
coherent evolution ruled by the topological Hamiltonian
but does not entail any other additional passive protec-
tion mechanism. For each value of t, Dt is a quantum
channel, namely a completely-positive trace-preserving
(CPTP) map on the states of the system [53, 54]. This
class of linear maps is known to describe the most general
physical transformations of quantum states, so that our
formalism is completely general. One additional physical
requirement that we pose is that the dynamics must orig-
inate from a system-environment interaction that is local
in space.
After a time t, the experimentalist attempts to “de-
code” the qubit, i.e. to recover the initially encoded in-
formation by reading only the four Majorana zero-modes.
This limitation is physically relevant, since any protocol
that allows the encoding in Eq. (1) implies the ability
to control the zero-modes; on the other hand, a generic
global recovery operation may be significantly harder (or
technically impossible) to carry out.
Since the decoding operation can only involve the zero-
modes, the full decoherence channel Dt contains much
more information than what is necessary for our pur-
poses. As we shall wee below, we only need to know its
restriction to the ground space, D˜t, which is obtained by
tracing out the gapped modes {bˆi}:
D˜t(ρˆ0) + tr{bˆi} [Dt(ρˆ(0))] = tr{bˆi}
[
Dt(ρˆ0ΠˆG)
]
. (4)
The trace over the gapped modes of an operator Oˆ can
be computed as follows: (i) expand Oˆ over the Hilbert-
Schmidt orthogonal basis given by the monomials Mˆαβ in
all the Majorana modes of the system, defined as follows:
Mˆαβ + mˆα11 · · · mˆα44 γˆβ1,11,1 γˆβ1,21,2 · · · γˆβN−2,1N−2,1 γˆβN−2,2N−2,2 , (5)
where the αi and βi,j coefficients can take values 0 or
1; (ii) discard the monomials which contain at least one
of the γˆi,j ; (iii) multiply all the remaining monomials by
2N−2, which is the trace of the identity operator on the
space of states of the gapped {bˆi} modes.
Let us now motivate the introduction of the D˜t chan-
nel. A general qubit recovery operation is a channel which
maps a state of the superconductor ρˆ to an abstract qubit
state; it generally reads (see e.g. [36]):
R(ρˆ) = 1
2
(
σˆ0 +
3∑
i=1
tr
[
ρˆHˆi
]
σˆi
)
. (6)
The qubit is defined in terms of the abstract Pauli ma-
trices σˆi, i = 1, 2, 3 and of the identity σˆ0, while the
three coefficients which characterize the components of
the Bloch vector are related to the measurement of three
properly-selected (Hermitian) observables Hˆi (the re-
quest that R is a CPTP map imposes constraints on the
{Hˆi}) [36, 65]. The physical constraint that the exper-
imentalist can only manipulate the zero-energy modes
{mˆi} translates mathematically into the fact that the
{Hˆi} cannot be generic operators on the whole system;
instead they must be polynomials in the zero-modes only.
One thus gets
tr
[
HˆiDt(ρˆ0ΠˆG)
]
= tr{mˆj}
[
Hˆitr{bˆi}(Dt(ρˆ0ΠˆG))
]
+ tr{mˆj}
[
HˆiD˜t(ρˆ0)
]
, (7)
so that D˜t(ρˆ0) becomes the relevant object to study un-
der this constraint. The goal of this Section is to charac-
terize the three observables Hˆi which define the optimal
operation R in Eq. (6) within the class of decodings.
A. Constraints on the dynamics from locality and
preservation of fermionic number parity
In the Hamiltonian setting, the existence of Majorana
zero-modes is linked to the fact that perturbations (i)
4are local and (ii) do not break the symmetry of the
parity of the number of fermions [55, 56]. It has often
been suggested that similar constraints should also guar-
antee the robustness of information encoded into such
modes [57, 58], although limitations have been pointed
out [46]. Leaving for later the discussion on the symme-
try of the perturbation, let us here focus on the properties
that a noise model should satisfy in order to be consid-
ered local.
In order to introduce the concept of locality in our
discussion, we shall consider decoherence channels which
satisfy a Lieb-Robinson bound (LRB) for all pairs of
fermionic (i.e. odd-degree monomials in the fermionic
fields and combinations thereof) operators with support
in distant regions A, B,
{D∗t (OˆA), OˆB} ' 0 , (8)
and the clustering property
D∗t (OˆAOˆB) ' D∗t (OˆA) · D∗t (OˆB) , (9)
where D∗t is the adjoint channel which describes time-
evolution in the Heisenberg picture. From now on, the
approximation sign means that equality only holds up to
LRB corrections, and thus in particular only for times
t  dAB/v, where dAB is the distance between regions
A and B and v is an effective group velocity. Intuitively,
Eq. (8) and (9) imply that operators with distant, non-
overlapping supports will take a long time to develop
significant overlap and correlations.
The time interval within which the LRB corrections
are negligible can be made arbitrarily long by increasing
the size of the system and the distance between zero-
modes dAB . As a consequence, the approximation can be
made arbitrarily accurate. The following results on the
dynamics of the Majorana modes will be derived within
this framework and thus are valid only up to a finite time.
These points are quantitatively clarified in Appendix A.
Properties (8) and (9) can be used to prove that D˜t is
approximately diagonal in the basis given by the mono-
mials {Mˆα +
∏4
j=1 mˆ
αj
j , α ∈ {0, 1}4}. In particular, we
will show that:
D˜t(mˆi) ' λi(t) mˆi; i = 1, 2, 3, 4; (10a)
D˜t(Mˆα) '
4∏
j=1
λ
αj
j (t) Mˆα; α ∈ {0, 1}4 (10b)
up to LRB corrections, where λj(t) are time-dependent
scalar quantities. The result identifies the constraints on
the dynamics of the ground states imposed by (i) the
locality of the noise and (ii) the localization of the Ma-
jorana modes. As an interesting corollary, the average
parity in the ground-space is simply estimated by
〈PˆGf 〉t = tr[PˆGf ρˆ(t)] =
4∏
i=1
λi(t). (11)
Moreover, the proof will return the proper definition of
the adjoint channel:
D˜∗t (Oˆ) = tr{bˆi}[ΠˆGD∗t (Oˆ)] (12)
[notice the different position of the projector ΠˆG in
definitions (4) and (12)]. The proof follows below; the
reader uninterested in the technicalities can go directly
to Sec. III B.
Proof of Eqs. (10) and (11). In order to present
the demonstration, we shall introduce the adjoint (or
Heisenberg-picture) reduced channel D˜∗t : if Aˆ and Bˆ are
polynomials in the zero-modes, then
tr{mˆi}[D˜t(Aˆ)Bˆ] = tr{mˆi}[tr{bˆi}(Dt(Aˆ · ΠˆG))Bˆ]
= tr[Aˆ · ΠˆGD∗t (Bˆ)]
= tr{mˆi}[Aˆ · tr{bˆi}(ΠˆGD∗t (Bˆ))] , (13)
which implies the definition in Eq. (12).
Let us now prove Eq. (10a): the LRB (8) implies that
D∗t (mˆj) ' mˆj · Qˆj(t) + Qˆ′j(t), where Qˆj(t) and Qˆ′j(t) are
polynomials in the gapped modes supported (approxi-
mately) in the region of radius vt centered around mˆj .
Notice that, sinceDt is a physical evolution,D∗t (mˆj) must
be a fermionic operator, i.e. a linear combination of odd-
degree monomials. This forces Qˆj(t) to be bosonic (i.e.
even-degree) and Qˆ′j(t) to be fermionic. Therefore,
D˜∗t (mˆj) = tr{bˆi}[ΠˆGD∗t (mˆj)]
' mˆjtr{bˆi}[ΠˆGQˆj(t)] + tr{bˆi}[ΠˆGQˆ′j(t)]
+ λj(t)mˆj ; (14)
where we have used that tr{bˆi}[ΠˆGQˆ
′
j(t)] = 0 because
ΠˆGQˆ
′
j(t) is a fermionic operator, and thus is traceless.
By the same reasoning, applying the clustering prop-
erty (9), one sees that D˜∗t (Mˆα0) = Γα(t)Mˆα0, where
Mˆα0 are monomials in the zero-energy modes only [see
Eq. (5)]. The eigenvalue Γα(t) is given by
Γα(t) + tr{bˆi}
[
ΠˆG(Qˆ1(t))
α1 · · · (Qˆ4(t))α4
]
. (15)
Let us recall that ΠˆG =
∏
i bˆibˆ
†
i is the ground-state pro-
jector: since the system (with the exception of the zero-
modes) is gapped, correlations drop exponentially, and
thus
Γα(t) = 〈Qˆ1(t)α1 · · · Qˆ4(t)α4〉 ' 〈Qˆ1(t)α1〉 · · · 〈Qˆ4(t)α4〉.
Recalling that tr{bˆi}(ΠˆGQˆi(t)) = 〈Qˆi(t)〉 + λi(t), this
yields Γα(t) = (λ1(t))
α1 · · · (λ4(t))α4 and proves that the
reduced channel D˜∗t inherits the clustering property (9)
from the full channel D∗t : D˜∗t (
∏
j mˆj) '
∏
j D˜∗t (mˆj).
Finally, since the {Mˆα0} monomials form a basis of
the space of operators on the zero-modes and are Hilbert-
Schmidt orthogonal, we have that D˜∗t is (up to LRB cor-
rections) diagonal in an orthogonal basis, and thus self-
adjoint. Therefore all the conclusions we derived for D˜∗t
apply equally to D˜t.
5Using this result and the definition of the fermionic
parity operator in Eq. (2), it is now easy to prove the
corollary (11):
〈PˆGf 〉t = tr[ρˆ(t)PˆGf ] = tr[D˜t(ρˆ(0))PˆGf ] = tr[ρˆ(0)D˜∗t (PˆGf )]
'
4∏
i=1
λi(t)tr[ρˆ(0)Pˆ
G
f ] =
4∏
i=1
λi(t) . (16)
This concludes the proof. 
B. Recovery fidelity and average parity
After a time t has elapsed, and noise and perturbations
have acted on the system, the experimentalist attempts
to recover the information previously encoded by apply-
ing a recovery operation (6) to the system. We define the
fidelity of a recovery operation in the following way [36]:
F [R] =
∫
dµφ 〈φ|R ◦ Dt( |φ〉〈φ| ) |φ〉 (17)
Here dµφ is the integration measure over the pure states
of a qubit (i.e. the Bloch sphere). By optimizing over
the whole set of recovery operations R, we define the
optimal recovery fidelity, an operational measure of the
total amount of information left in the system [36]:
Fopt + maxR∈RF [R] . (18)
In particular, given a decoherence channel, we are inter-
ested in the best recovery fidelity that can be attained
under the constraint that R only involves the manipula-
tion of the Majorana zero-modes {mˆi}. We thus limit the
optimization to the set of “decoding operations” R˜ that
act on the zero-modes only (see the previous discussion),
and define
F˜opt + max
R∈R˜
F [R] . (19)
Note that because of the maximization procedure in (19),
F˜opt provides a measure of the information which can be
retrieved by manipulating the Majorana zero-modes only.
More information is generally available by accessing the
whole system (Fopt ≥ F˜opt).
The use of Fopt as a figure of merit is an important
difference between our discussion and previous work in
which a specific physically-motivated class of recovery
operations is considered (e.g. stabilizer codes, minimal
weight perfect matching) [11, 12]. The optimal recovery
fidelity represents a general upper limit to the perfor-
mance of any possible recovery protocol, including all
schemes previously considered in the literature. Thus, it
might be used to test whether the known recovery op-
erations are optimal or not, and it is ideally suited to
discuss general limitations of quantum memory models.
On the other hand, the recovery operation which achieves
F [R] = Fopt does not generically have an interpretation
in terms of known error-correction schemes. The intro-
duction of F˜opt is exactly motivated by the problem of
giving a related figure of merit to which an operation can
be associated.
Let us consider a scenario in which the λj(t) from (14)
are all equal to λ(t): in this simple symmetric case one
can immediately compute the optimal decoding fidelity
because D˜t is effectively a simple qubit channel (see Ap-
pendix B):
F˜opt ' 1 + λ(t)
2
2
, (20)
which implies a relation between the decoding fidelity
and the average parity in the ground-space: F˜opt '
1
2
(
1 +
√
〈PˆGf 〉t
)
.
Moreover, at the end of this section we will show that
this relation has a more general validity: if the λj(t) are
distinct, the following is true:
F˜opt &
1
2
(
1 +
√
〈PˆGf 〉t
)
, (21)
with the approximate equality sign only holding when
λj(t) = λ(t) ∀ j. To the best of our knowledge, this is the
first mathematical relation linking the amount of infor-
mation that can be stored in a system with zero-energy
Majorana fermions and the parity of the fermionic num-
ber.
Note that the previous results for F˜opt are true only up
to LRB corrections. They are thus optimal only for times
such that the effective light-cones originating from the
Majorana zero-modes have not met yet. After such time,
the value in Eq. (20) is not guaranteed to be achievable.
It is worth stressing that a decoherence channel Dt
that preserves the fermionic parity of the whole system
Pˆf = Pˆ
G
f · (−1)
∑
i bˆ
†
i bˆi does not necessarily preserve the
ground-space parity PˆGf . Even if no tunneling of individ-
ual fermions to or from the environment is allowed, tran-
sitions between the zero-modes and the gapped modes
may take place. Since in general the conservation of the
fermionic parity of the system Pˆf is conjectured to be a
necessary condition for the preservation of the informa-
tion, Eq. (21) points out that a limited control over the
system might not be enough to benefit from it.
Nonetheless, since the Dirac modes bˆi are gapped, one
may argue that the transition of fermions from an ex-
cited mode bˆi to e.g. gˆ0, or vice-versa, should be strongly
suppressed by the gap energy scale. In parallel, within
an open system setting, as long as the noise strength
or environment temperature are small compared to the
gap scale, one may also envision some form of protection.
In Sec. IV and V we will discuss examples where these
mechanisms are highlighted.
On the contrary, if no parity conservation is enforced
on the noise model, then 〈Pˆf 〉t 6= 〈Pˆf 〉t=0 because e.g.
of tunneling of fermions from the environment, and it is
6difficult to envision protection at any level [32, 33, 35–
40, 42, 43].
The proof of Eq. (21) follows below; the reader unin-
terested in the technicalities can go directly to Sec. III C.
Proof of Eq. (21). For simplicity, within this proof we
use the notation λj instead of λj(t); the time-dependence
is implicitly assumed. We have, for any permutation
{a, b, c, d} of {1, 2, 3, 4}, that
D˜t(imˆamˆb+imˆcmˆd) ' λaλb imˆamˆb+λcλd imˆcmˆd . (22)
Now, assuming without loss of generality that the λj are
such that λ1 ≥ · · · ≥ λ4, let us compute the recovery
fidelity for the operation R ∈ R˜ defined in Eq. (6) with
Hˆ matrices given by:
Hˆ1 =
i
2
(mˆ2mˆ3 + mˆ1mˆ4), (23a)
Hˆ2 = − i
2
(mˆ1mˆ3 − mˆ2mˆ4) , (23b)
Hˆ3 = − i
2
(mˆ1mˆ2 + mˆ3mˆ4) . (23c)
These matrices are related to the logical Pauli operators
introduced in Eq. (1) and describe an operation which
simply attempts to decode the initially encoded informa-
tion. The associated recovery fidelity is
F˜ [R] = 1
2
+
1
12
3∑
i=1
tr
[
HˆiD˜t(σˆLi )
]
' 1
2
[
1 +
λ1λ2 + λ3λ4 + λ2λ3 + λ1λ4 + λ1λ3 + λ2λ4
6
]
.
The first line follows from the definitions (6) and (17), for
a proof see e.g. [36]; the second line comes from apply-
ing (22). The optimal fidelity will be at least as large as
F˜ [R]. Now, invoking the inequality between arithmetic
and geometric mean, one has
2F˜opt[D˜t] ≥ 1 + (λ31λ32λ33λ34)1/6 = 1 + (λ1λ2λ3λ4)1/2 .
Recalling Eq. (11), we get Eq. (21). Moreover, if λj =
λ ∀j, then the inequality is saturated and the choice of
matrices in (23) is optimal. 
C. Best decoding operation
The formalism which we developed also allows us to
give a clear recipe for the best recovery operation to be
performed by manipulating the Majorana zero-modes.
Assuming for simplicity to be in the case λj(t) = λ(t)
discussed in Eq. (20), its operative definition is the fol-
lowing:
R(ρˆ) = 1
2
(
σˆ0 +
3∑
i=1
tr[ρˆ Hˆi]σˆi
)
, (24)
γˆ1,1 γˆ1,2
bˆ1
γˆ2,1 γˆ2,2
bˆ2
γˆ3,1 γˆ3,2
bˆ3
aˆ1 aˆ2 aˆ3 aˆ4
mˆ1 mˆ2
FIG. 1. (Color Online) Our notation for the Kitaev chain. We
set length L = 4 for simplicity. The large ellipses represent
site modes aˆi; the smaller spheres represent the Majorana
modes. Paired Majorana modes are labeled γˆ, and the result-
ing bond eigenmodes (horizontal lines) are called bˆi. Unpaired
Majorana modes (at the edges) are labeled mˆ.
where the {Hˆi} are defined in Eq. (23) and the {σˆi}
are abstract Pauli matrices which describe the recovered
qubit.
Eq. (24) describes a simple decoding through opera-
tors related to the logical encoding in Eq. (1). R thus
requires the same experimental access to the Majorana
modes which is initially used to perform the encoding.
More importantly, this puts on a sound ground the ex-
tent and the limitations of previous studies which have
quantified information via looking at the fidelity of the
logical qubits at different times [32, 33, 35, 40, 42, 43].
The generalization of Eq. (24) to the case in which the
λj(t) are distinct requires that rather than using the {Hˆi}
defined in Eq. (23), one uses the monomial imˆamˆb that
yields the largest λaλb. For instance, if at time t we have
λ1 > λ2 > λ3 > λ4 and λ2λ3 > λ1λ4, then the optimal
choice is Hˆ ′1 = imˆ1mˆ2, Hˆ
′
2 = imˆ2mˆ3, Hˆ
′
3 = imˆ3mˆ1.
We remark that the operators Hˆi do not mutually com-
mute, and hence are not compatible observables. There-
fore, the decoding operation (24) cannot be implemented
as a straightforward sequence of three measurements, but
rather the output qubit state has to be reconstructed
by quantum state tomography [51], which requires a re-
dundant encoding of the qubit. Experimental schemes
to measure the bi-localized operators imˆamˆb have been
proposed in various settings, including the top-transmon
qubit [48], as well as the scalable Random Access Majo-
rana Memory[47].
IV. KITAEV CHAIN AFTER A QUANTUM
QUENCH
Let us now study some explicit examples of decoher-
ence channels Dt, which in light of the previous discus-
sion are chosen among those that preserve the parity of
the number of fermions in the system. Our goals are
(i) to compare the performance of recovery operations
that act on the whole topological system to the perfor-
mance of decodings of the zero modes, and (ii) to high-
light the physical mechanisms which lead to protection
of the information. As a first simple example, in this Sec-
tion we study the case of a perturbation represented by
a quantum quench. The second example, which concerns
a bosonic Markovian dynamics, is discussed in Sec. V.
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FIG. 2. (Color Online) Evaluation of λ(t) in Eq. (29) for the
quantum-quench perturbation (27), for L = 100, ζ = 1/2 and
several values of the gap of HˆK, ∆. The inset highlights that
increasing ∆ the steady value λst approaches 1 as (/∆)
2.
We consider a pair of Kitaev chains in the topological
phase [17]. Each chain is described by a Hamiltonian HˆK
and hosts two Majorana zero-modes at its edges; these
modes can be combined as described in Sec. II to store a
single qubit. The two chains are assumed to be identical
and well separated, i.e. fully decoupled.
The Hamiltonian of a single chain of length L is:
HˆK = ∆
L−1∑
i=1
(
−aˆ†i+1aˆ†i + aˆ†i+1aˆi + H.c.
)
, ∆ > 0 (25)
where the {aˆ(†)i : i = 1, . . . , L} are canonical Fermi opera-
tors representing the annihilation (creation) of a fermion
at the site i of the chain. Hamiltonian (25) is the Ki-
taev model with the parameters tuned to the so-called
“sweet point” [17]; this peculiar choice represents an ide-
alized situation which allows for simple calculations but
being in the middle of a topological phase captures all
the general features of the dynamics. The Hamiltonian
is diagonalized by a Bogolubov transformation, yield-
ing L − 1 eigenmodes with eigenenergy ∆, denoted by
{bˆi : i = 1, . . . , L − 1} and two unpaired Majorana edge
modes {mˆ1, mˆ2}:
HˆK = E0 + ∆
L−1∑
i=1
bˆ†i bˆi = E
′
0 +
∆
2
L−1∑
j=1
iγˆj,1γˆj,2 . (26)
The bˆi are the gapped modes of the system with energy
∆ and are defined by bˆi =
1
2 (γˆi,1 + iγˆi,2) in terms of the
original Majorana modes (see Fig. 1 for a sketch). ∆ is
the gap between the ground-space, spanned by |Ω〉 and
1
2 (mˆ1 − imˆ2) |Ω〉, and the rest of the spectrum.
At time t = 0 the Hamiltonian is abruptly changed by
adding a perturbation ζHˆ1: the system is thus set out
of equilibrium and starts evolving according to a non-
trivial unitary dynamics. Mathematically, the Dt channel
is defined as:
Dt (ρˆ(0)) = e−i(HˆK+ζHˆ1)tρˆ(0)ei(HˆK+ζHˆ1)t. (27)
For earlier work on this model, see Refs. [34, 36].
We assume that Hˆ1 does not couple the two chains: it
thus suffices to focus on only one of them. Such closed-
system dynamics does not modify the parity of the num-
ber of fermions and moreover does not cause any informa-
tion loss: the backward time evolution can in principle be
used to restore the initial condition. In order to engineer
such operation, however, it is necessary to control the
whole system; if the experimentalist has limited access
to the system, a non-trivial fraction of the information
may not be recoverable. Here we characterize this type
of information loss for a decoding operation acting only
on the zero-energy Majorana modes.
As a simple example of perturbation, we consider:
Hˆ1 = 
L∑
j=1
aˆ†j aˆj ;  > 0. (28)
In this case, it is well-known that as long as |ζ| < 2∆/
the system remains topological, with zero-energy bound-
ary Majorana modes. We will restrict ourselves to such
a case.
In order to evaluate the optimal fidelity F˜opt, we need
to compute the λj coefficients. Given the symmetry of the
noise model, all the λj coefficients are equal, therefore:
λj(t) ≡ λ(t) = 1
4
tr
[
D∗t (mˆ1)mˆ1ΠˆG
]
, (29)
where D∗t (mˆ1) = ei(HˆK+ζHˆ1)tmˆ1e−i(HˆK+ζHˆ1)t. In Fig. 2
we plot the value of λ(t) in Eq. (29), computed by ex-
ploiting the properties of quadratic time evolutions, for
several values of ∆ > . We consider finite system sizes,
L ∼ 100, and finite times such that correlations arising
from one edge have not yet reached the other one. λ(t)
then displays a clear steady behavior λst, which we inter-
pret as the value of the limit limt→∞ limL→∞ λ(t). With
the help of Eq. (20) it is possible to relate the best decod-
ing fidelity F˜opt to the value of λst. The fact that λst < 1
implies that the decoding is not perfect even in the limit
L → ∞. In presence of self-correction [52], the steady-
state fidelity should scale as 1−e−cL. Since in the regime
considered here we find finite fidelity loss at infinite size,
we can conclude that a simple decoding does not display
self-correcting behavior. However, the figure highlights
the protecting effect of the gap ∆: |λst − 1| ∼ (/∆)2.
Moving away from unitary dynamics, we can consider
the case in which the parameter ζ is taken randomly from
a distribution g(ζ) and the time evolution results from a
classical average over such distribution:
D∗t (mˆ1) =
∫
g(ζ)ei(HˆK+ζHˆ1)tmˆ1e−i(HˆK+ζHˆ1)tdζ (30)
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FIG. 3. (Color Online) Evaluation of λ(t) in Eq. (29) for
the averaged quantum-quench perturbation in Eq. (30) for
L = 100, and several values of the gap of HˆK, ∆. The time
evolution is generated by HˆK + ζHˆ1 and the average is per-
formed over 50 equispaced values of ζ between 0.02 and 1.
The inset highlights that increasing ∆ the steady value λst
approaches 1 as (/∆)2.
In Fig. 3 we show the results, which are qualitatively
analogous to those obtained without averaging. Note that
the possibility of benefiting from full topological protec-
tion when acting on the whole system has been shown
for this case in Ref. [36].
Summarizing, the examples discussed in this Section
show that a decoding of the zero-modes only does not
enjoy any topological protection. The system is however
stabilized by the gap of the topological Hamiltonian, with
a protection that scales as a power law in the gap ampli-
tude.
V. KITAEV CHAIN IN THERMAL BOSONIC
ENVIRONMENT
We now consider a Markovian decoherence channel
which arises from a thermal bosonic environment (i.e.,
an environment that conserves the parity of the number
of fermions in the system). We begin deriving the master
equation from first principles (see Refs. [39, 65] for the
case of fermionic environment). Subsequently, we char-
acterize the noise it induces in the system and discuss
the optimal recovery fidelity, both with and without the
experimental limitation of acting on the zero-modes only.
A. Definition of the master equation
The system considered in this example is analogous
to that discussed in Sec. IV, namely it consists of two
Kitaev wires which are separated and completely decou-
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FIG. 4. (Color Online) Schematic of the system-environment
coupling considered in section V, for a given site i in the Ki-
taev chain (central ellipse, aˆi). The arrows represent environ-
ment spins σ
(1)
i , . . . ,σ
(M)
i (the case M = 6 is shown; ideally
M  1). Dashed lines represent the dephasing interactions
−η(aˆ†i aˆi − 1ˆ/2)X(n)i . Thick lines represent pairing between
Majorana modes.
pled. Each Kitaev wire is surrounded by its own envi-
ronment, so that even the noise dynamics cannot induce
any correlation between the two chains. Similarly to the
previous example, we assume that also the Hamiltonian
does not couple the wires, so that it suffices to focus on
the dynamics of a single chain.
Let us first define the environment: we assume that
every site i = 1, . . . , L of the chain is coupled to a large
number of spins, M , via an interaction term which de-
pends on whether the fermionic site is occupied. We thus
introduce a collection of spin-1/2 σˆ
(n)
i = (Xˆi,n, Yˆi,n, Zˆi,n)
and the Hamiltonian Hˆenv =
∑L
i=1
∑M
n=1 ωi,n
1
2 (I+Zˆi,n);
the interaction with the chain is given by
Hˆint = −2η
∑
i,n
(aˆ†i aˆi − 1ˆ/2)Xˆi,n . (31)
While the coupling η is homogeneous, the energy split-
ting of the spin levels, ωi,n, differs for each environment
spin. The {ωi,n} energy gaps define an environment with
density of states f(ω) [59]. The situation is illustrated in
Fig. 4.
In Appendix C we derive an effective master equation
for this model in the weak-coupling limit η → 0 and M →
∞, while Mη2 is kept constant with value g2/pi. This,
together with the assumption that there are no system-
environment correlations in the initial state, ensures the
Markovianity of the time evolution. For generality, the
environment is assumed to be at inverse temperature β.
The associated Lindbladian defines the time evolution
∂tρˆ(t) = L[ρˆ(t)] and the decoherence channel Dt[ρˆ(0)] =
etL[ρˆ(0)]. It consists of three parts:
L = L0 + L∆ + L2∆ , (32)
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FIG. 5. (Color Online) Schematic of the three parts of the
Lindbladian (32). (a) L0 moves an excitation from an occu-
pied bond to a neighboring empty bond; no energy is ex-
changed between system and environment. (b) L∆ creates (or
destroys) an excitation in the first or last bond; a quantum of
energy ∆ (Hamiltonian gap) is transferred to the system from
the environment (or vice versa). (c) L2∆ creates (or destroys)
a pair of excitations in two neighboring bonds; two quanta of
energy ∆ are transferred to the system from the environment
(or vice versa).
which are described here below, and also schematically
represented in Fig. 5. The situation is analogous to that
discussed in Refs. [41, 44] for the Kitaev chain and in
several works for the toric code coupled to a thermal
environment [11, 12].
The term L0 is given by processes that do not ex-
change energy between the system and the environment.
Those include the closed-system Hamiltonian dynamics
H (which, as we argue in Appendix C, generally gets a
“Lamb-shift” correction, HˆLS , due to the environment),
and the incoherent propagation of an existing excitation
from an occupied bond to a neighboring empty bond,
Lˆ(0):
Hˆ = ∆
L−1∑
i=1
bˆ†i bˆi + HˆLS ; (33a)
Lˆ
(0)
i =
√
2φ(0)(bˆ†i bˆi−1 + bˆ
†
i−1bˆi) . (33b)
The coefficient
φ(ω) + 1
2
g2f(|ω|)[1 + tanh(βω/2)] (34)
is introduced in Appendix C in the derivation of the mas-
ter equation, and represents an effective coupling that
takes into account the environment density of states and
thermal occupation number. Note that it satisfies the
detailed-balance equation φ(ω)/φ(−ω) = eβω [59]. The
Hamiltonian correction HˆLS is given in Eq. (C19) and
does not gap the zero-modes.
The term L∆ is given by dissipative processes that re-
quire the exchange of a unit ∆ of energy from the system
to the environment, or vice versa. These are:
Lˆ
(∆)
1 =
√
φ(∆) imˆ1bˆ1 , Lˆ
(−∆)
1 =
√
φ(−∆) imˆ1bˆ†1 ,
Lˆ
(∆)
2 =
√
φ(∆) imˆ2bˆL−1 , Lˆ
(−∆)
2 =
√
φ(−∆) imˆ2bˆ†L−1 .
(35)
These operators describe the incoherent creation or an-
nihilation of an excitation next to an edge, and involve
explicitly the Majorana zero-modes.
Finally, the term L2∆ represents dissipative processes
that require the exchange of two units of energy ∆ be-
tween the system and the environment. These processes
are represented by Lindblad operators
Lˆ
(2∆)
i =
√
φ(2∆) bˆi−1bˆi , Lˆ
(−2∆)
i =
√
φ(−2∆) bˆ†i−1bˆ†i .
These describe the incoherent creation of a pair of exci-
tations in neighboring empty bonds, or the annihilation
of a pair of excitations in neighboring occupied bonds.
Note that the Lˆ
(0)
i and the Lˆ
(2∆)
i do not depend on the
zero-energy modes.
As a final consistency check, we can easily see that all
the Lindblad operators we derived are quadratic in the
Majorana modes (and thus bosonic). As we prove in Ap-
pendix D, this is equivalent to having a master equation
that preserves fermionic number parity.
As anticipated earlier in the work, the gap of the Ki-
taev Hamiltonian can protect the information if it is large
compared to temperature. If we set ∆  1/β, the pro-
cesses that pump energy from the environment into the
system are suppressed exponentially in β∆. Additionally,
processes that drain energy from the system or that do
not exchange energy act trivially because there are no
excitations to move or annihilate in the ground space.
In Sec. V C we consider a super-Ohmic density of states
f(ω) ∝ ω2 [59] and, resorting to numerical techniques, we
discuss the temperature-dependence of the typical mem-
ory time-scale.
Before doing so, we analyze a model which allows for an
interesting preliminary analysis obtained setting β = 0
and f(2∆)  f(∆)  f(0). This latter assumption
implies the relation φ(0)  φ(−∆)  φ(−2∆), which
mimics the low-temperature regime, in which high-energy
states become unavailable. However, setting β = 0, the
asymmetry between φ(∆) and φ(−∆) characteristic of fi-
nite temperatures is not introduced, and thus no qualita-
tive analogy should be in principle expected. We discuss
this case because, thanks to several algebraic simplifi-
cations, it is possible to obtain analytical results. Simi-
larly to the full thermal case, we obtain that in the limit
f(∆), f(2∆)→ 0 the information is fully recoverable, as
expected. In the following subsections we study the re-
coverability of the information when acting on the zero-
modes or on the whole system for both cases.
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B. Analytical model: β = 0 and f(2∆) f(∆) f(0)
1. Decoding fidelity
Let us discuss the properties of the channel D˜t re-
lated to the Markovian dynamics et(L0+L∆+L2∆) just in-
troduced, for β = 0. In particular, we are interested in
the behavior of the optimal decoding fidelity in the L 1
limit. Starting from the formula in Eq. (20), we compute
the λ1(t) coefficient:
λ1(t) =
1
2
tr{mˆi}(mˆ1D˜t(mˆ1)) =
1
2
tr
(
mˆ1Dt[mˆ1ΠˆG]
)
=
=
1
2
tr
(
D∗t [mˆ1]mˆ1ΠˆG
)
=
1
2
tr
(
etL
∗
[mˆ1] mˆ1ΠˆG
)
.
(36)
Since the channel considered here does not couple the
two chains, we can focus on a single wire. In particu-
lar, Eq. (36) refers to a single chain and the normalizing
factor of 2 is such that 12 trΠˆG = 1.
Since β = 0, we have φ(ω) = φ(−ω), and thus Lˆ(ω)† =
Lˆ(−ω) for all Lindblad operators. Therefore L∗ is equal
to L, except for the sign of the Hamiltonian term (the
only anti-Hermitian term in L). As mˆ1 commutes with
Hˆ, L∗ acts on mˆ1 just like L:
L∗[mˆ1] = mˆ1L0[1ˆ]+L∆[mˆ1]+mˆ1L2∆[1ˆ] = −g2f(∆)mˆ1 ,
(37)
Thus etL
∗
[mˆ1] = e
−g2f(∆)tmˆ1, and
λ1(t) =
1
2
tr(e−g
2f(∆)tmˆ1 · mˆ1ΠˆG) = e−g2f(∆)t . (38)
It is easy to see that the exact same argument applies to
mˆ2, and thus to both zero-modes of the other chain, so
that all four λi(t) coefficients are the same. The optimal
decoding fidelity (20) is therefore:
F˜opt(t) =
1 + e−2g
2f(∆)t
2
. (39)
A number of remarks are in order. First, let us stress
that the formula for F˜opt(t) in Eq. (39) does not depend
on the size of the system, L, as it is derived assuming the
L→∞ limit. This implies the absence of self-correcting
behavior, which would give F˜opt(t)→ 1 as system size is
increased.
Second, in the limit f(∆) → 0, we observe perfect
recoverability. Since Fopt ≥ F˜opt, in this limit no error
occurs in the system because, independently from the
complicated dynamics which may arise in the bulk, the
zero-energy modes are unperturbed. The corruption of
information is thus due to the Lindbladian term L∆.
2. Comparison with full recovery operations
Let us now compare the optimal decoding fidelity (39)
with the optimal recovery fidelity achievable by acting on
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FIG. 6. (Color online) Optimal recovery fidelity for a system
of two Kitaev wires, for several values of the wire length L. We
set ∆ = 1 as the unit of energy (and inverse time), g2f(0) = 4,
f(∆) = 0.3f(0), f(2∆) = 0.32f(0). The inset shows the linear
scaling of coherence time t∗ with the chain length L. We define
t∗ as the time at which Fopt(t∗) = 0.99.
the whole system. In Appendix E we prove that in the
presence of a decoherence channel which (i) does not cou-
ple the two Kitaev chains and (ii) preserves the fermionic
parity of each chain, the optimal recovery fidelity is:
Fopt(t) =
2
3
+
1
12
(
‖Dt(mˆ1ΠˆG)‖1
)2
. (40)
The formula is a simple generalization of the optimal
recovery fidelity provided in Ref. [36] for the case of two
Kitaev chains with noise acting on only one of them.
Interestingly, the fact that the quantum channel Dt acts
in a product way on the two chains yields a significant
advantage, as for the computation of Fopt(t) one only
needs to consider a single chain. From a numerical point
of view, this is crucial for obtaining some meaningful size
scaling in the cases in which the methods of fermionic
linear optics cannot be applied (such as this one).
We numerically compute the optimal recovery fidelity
with a Runge-Kutta (RK) integration of the differential
equation ∂tAˆ = L[Aˆ]. The exponential scaling of the di-
mension of the Hilbert space limits our computation to
sizes of order L = 11 (length of a single chain). Results
are reported in Fig. 6, where it is shown that the value
of Fopt(t) depends on the size.
In order to quantify how the memory properties of the
system depend on the size L, we fix an arbitrary threshold
value Fthr < 1 and define the memory time t
∗(L) as the
first time at which Fopt(t) crosses such value. In the inset
in Fig. 6 we take Fthr = 0.99 and demonstrate that the
scaling of t∗(L) is linear in L. The increase of coherence
time with system size represents a form of protection,
even though t∗(L) does not show the exponential scaling
with L which is considered a signature of self-correcting
behavior.
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The obtained linear behavior t∗(L) ∼ L is rather sur-
prising because at the single particle level the master
equation induces a diffusive dynamics for the excitations,
which yields a scaling t∗(L) ∼ L2. In order to under-
stand the discrepancy between the expected diffusive be-
havior and the seemingly ballistic behavior we observe,
we have studied the problem in some significant limits.
The quadratic (diffusive) scaling has been recovered by
restricting the dynamics to the subspace of states with
energy smaller than 2∆ (and thus no more than two bˆi
excitations in the chain) [not shown]. Additionally, set-
ting the rate of creation and annihilation of excitation
pairs to zero, φ(2∆) = φ(−2∆) = 0, the full many-body
calculation shows a quadratic scaling t∗(L) ∼ L2 [not
shown]. Both cases agree with the intuitive picture of fi-
delity being lost when an excitation created by L∆ at one
edge is diffused through the bulk by L0 until it can anni-
hilate with an excitation coming from the opposite edge.
This shows that the transition from diffusive to ballistic
regime (i) is due to the possibility of creating pairs of
excitations in the bulk, and (ii) it is a many-body prob-
lem which cannot be recast in terms of simple unbiased
random walks. We leave the development of a simple mi-
croscopic model giving rise to this unexpected ballistic
behavior for future work.
3. Comparison with other figures of merit
Before concluding the study of this setup, we consider
two figures of merit which are defined independently from
recovery operations and have already been discussed in
the relevant literature.
The first figure of merit is related to the temporal re-
silience of the Majorana fermions, and was employed for
instance in Ref. [43]:
θ1(t) = tr[imˆ1mˆ2 ρˆ(t)]
Here, ρˆ(t) = etL[(1+ imˆ1mˆ2)ΠˆG/2]. Recalling Eq. (7) we
obtain:
tr
[
imˆ1mˆ2Dt(ρˆ0ΠˆG)
]
= tr{mˆj}
[
imˆ1mˆ2D˜t(imˆ1mˆ2/2)
]
.
We thus obtain:
θ1(t) = λ(t)
2 = e−2g
2f(∆)t.
As a second figure of merit, we consider the autocor-
relation time of the Majorana fermions, which was con-
sidered for example in Ref. [32]:
θ2(t) = |tr[imˆ1mˆ2D∗t (imˆ1mˆ2)ρˆ0]|
Here the trace is over two chains and the initial state is
taken to be |0L〉: ρˆ(0) = 12 (σˆL0 + σˆL3 ) = 14 (1ˆ − imˆ1mˆ2 −
imˆ3mˆ4−mˆ1mˆ2mˆ3mˆ4)ΠˆaGΠˆbG. Chain b can be traced out,
yielding
θ2(t) =
∣∣∣∣12tra[(1ˆ− imˆ1mˆ2) imˆ1mˆ2D∗t (imˆ1mˆ2)ΠˆaG]
∣∣∣∣
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FIG. 7. (Color Online) Fidelity loss at t = 1/∆ as a function of
inverse temperature β, for several values of the noise param-
eter g2f(∆). ∆ is kept constant. We assume f(ω) ∝ ω2e−ω/Ω
with the cutoff Ω + 5∆, so that f(2∆) = 4e−1/5f(∆) '
3.3f(∆) and f(0) = 0. We show both the case of a globally
optimized recovery operation (triangles) and that of a de-
coding of the zero-modes (circles). Though in both cases the
fidelity loss is exponentially suppressed in β, the performance
of the unconstrained recovery operation is significantly better
than that of the constrained one: the fidelity loss drops as
∼ e−1.8β∆ in the former case, and as e−0.4β∆ in the latter.
Finally, the calculation of D∗t (mˆ1mˆ2) simply follows from
Eq. (37):
θ2 =
∣∣∣∣12tra[mˆ1mˆ2 e−2g2f(∆)tmˆ1mˆ2ΠˆG]
∣∣∣∣ = e−2g2f(∆)t.
The similarity between these results and the con-
strained optimal fidelity F˜opt (39) underpins with
information-theory techniques the methods which have
been previously proposed. Additionally, this shows that
even a bosonic environment can represent a danger for
the quantum information encoded in Majorana zero-
modes if control over the system is experimentally lim-
ited.
C. Environment at finite temperature
Let us now turn to the study of the temperature ef-
fects on the memory efficiency. As an example, we con-
sider f(ω) ∝ ω2e−ω/Ω, which describes a super-Ohmic
bath [59], where Ω is a high-energy cutoff necessary to
make the integrals (C18) in the “Lamb shift” Hamilto-
nian (C19) convergent. For consistency, we work in the
regime Ω ∆ and Ω 1/β.
We then assume β > 0, so that there is an asymmetry
between processes that pump energy into the system and
those that drain it out of the system. Because of this
asymmetry, mˆ1 is no longer eigenmode of the Lindbladian
12
L∗, and thus the analytical argument that we used to
prove Eq. (39) breaks down. Thus, both fidelities Fopt
and F˜opt must be computed numerically.
We thus consider a pair of chains of length L = 8
and we compute both kinds of optimal recovery fidelity
at time t = 1/∆. Given the chosen functional form
for f(ω), the relevant noise parameters obey f(0) = 0
and f(2∆) = 4e−∆/Ωf(∆). Note that in Refs [41, 44]
a slightly different thermal environment is considered.
We then vary independently β and the noise intensity
g2f(∆), while ∆ is kept constant, and plot the resulting
fidelity loss 1− Fopt(t = 1/∆).
We remark that the exact vanishing of f(0), while
rather unrealistic and fine-tuned, is a useful limiting case
to study: since it completely inhibits one of the diffu-
sion mechanisms in the chains (the other being L2∆), it
should improve the memory performance with respect to
the f(0) 6= 0 case. Thus, any negative results obtained in
this scenario will hold a fortiori for generic case.
The results are represented in Fig. 7. As expected, a
low environment temperature ensures the protection of
information: as T → 0 (i.e. β → ∞), there is no energy
in the environment nor in the initial state of the chain,
so the system state is confined to the zero-energy sec-
tor, where no local interaction couples mˆ1 and mˆ2; thus
information survives indefinitely. This ideal regime is ap-
proached exponentially in 1/T , what is usually called an
Arrhenius activation law [12]; however, we observe that
the characteristic energy scale is different depending on
whether one has full access to the system or is confined
to the zero-modes. Once again, most of the information
loss observed when acting on the edge modes only would
actually be recoverable via a global operation, and only
a tiny fraction is fatally lost to the environment. The ra-
tio between the information lost by looking only at the
edge modes and that really unrecoverable is expected to
increase exponentially in β∆.
Another significant result that emerges from Fig. 7 is
that at a fixed time the fidelity loss scales only polyno-
mially with the noise intensity g2f(∆), while it is sup-
pressed exponentially in β∆. Note the difference with
Eq. (39), where at fixed time the scaling with g2f(∆) is
exponential (no comparison with the temperature scaling
is possible because there we set β = 0). This means that
increasing ∆, the gap of the Hamiltonian, leads to an
exponential suppression of the thermal fluctuations, and
to a polynomial increase in the noise (g2f(∆) ∼ ∆2):
the result is an Arrhenius scaling typical of Hamiltonian
protection.
As we already mentioned, in the finite-temperature
case the analytical arguments we used for the β = 0 case
break down, so we cannot obtain a simple generalization
to (38) for λ(t). Nonetheless, it is possible to evaluate
λ(t) perturbatively for short times. Going back to the
definition (36) and expanding to first order in t yields
λ(t) = 1 +
t
2
tr
[L∗(mˆ1)mˆ1ΠˆG]+O(t2) ; (41)
it is easy to verify that
L∗(mˆ1) = −2g2f(∆)mˆ1 1ˆ+ tanh(β∆/2)iγˆ1,1γˆ1,2
2
, (42)
so that
λ(t) = 1− g2f(∆)
(
1− tanh
(
β∆
2
))
t+O(t2) . (43)
Let us stress that this results returns the correct short-
time expansion of (39) for β = 0. In the β∆  1 limit,
it yields:
λ(t) ' 1− 2g2f(∆)e−β∆t
Thus, as long as f(∆) is polynomial in ∆ [59], setting
∆  kBT , i.e. increasing the Hamiltonian gap, leads
to an Arrhenius-type protection of information in both
the recovery and decoding scenarios, with different ac-
tivation energies. This is a size-independent effect that
shows, again, the absence of self-correction. This conclu-
sion would only be reinforced by removing the constraint
f(0) 6= 0 from the bath spectral density.
VI. CONCLUSIONS
In this article we have discussed the realization of a re-
liable quantum memory based on a topological supercon-
ductor hosting unpaired zero-energy Majorana modes.
Motivated by the current technical limitations in the ma-
nipulation and control of such quantum fluids, we have
addressed the problem of understanding whether a re-
liable storage of quantum information in such systems
is possible with minimal assumptions regarding read-out
capabilities. In particular, we have characterized the best
recovery operation to be applied after the action of the
noise when the control over the system is strictly limited
to the zero-energy Majorana modes where the informa-
tion is initially encoded. We have identified the fidelity
of such operation, quantifying the information which re-
mains in the initial encoding degrees of freedom, and pro-
vided experimental recipes for the optimal decoding.
Explicit calculations for two examples of noise models
are also presented. The examples (a quantum quench in
the Kitaev Hamiltonian and a bosonic thermal environ-
ment) are chosen because in those cases it is possible to
prove that a recovery operation acting on the whole sys-
tem is substantially more effective than a simple decod-
ing of the Majorana zero-modes only. Thus their analysis
best highlights the handicap introduced by the minimal
experimental requirements.
While in both examples a decoding of the zero-modes
does not enjoy any topological protection (i.e. finite fi-
delity loss persists even in the ideal infinite-size limit),
we have highlighted that it benefits from the presence of
the Hamiltonian energy gap, displaying Arrhenius-type
behavior. This is true even when the environment has
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a density of states which increases with the energy (we
have explicitly considered a super-Ohmic behavior).
More generally, our results rely on the existence of a
LRB in local unitary and open Markovian dynamics. Al-
though in this article we have not entered the paradigm of
non-Markovian dynamics, the employed formalism might
still be used for such situations. It is rather intriguing to
speculate that a LRB might exist also in those cases,
as even non-Markovian dynamics should originate from
a unitary dynamics in the larger system-environment
setup: if such underlying unitary dynamics is local, it
must obey the rule of light-cone propagation of correla-
tions. Thus, we expect our findings to extend to more
general scenarios.
Finally, in order to bridge our article to the previous
literature, we have compared our results to figure of mer-
its different from the best recovery fidelity. Remarkably,
the open-system dynamics studied in this work provides
a non-trivial example of bosonic environment where all
the considered figures of merits display an exponential
decay over time without size protection. This feature is
thus not due to any fine-tuning in the figures of merit,
and raises interesting questions about the role of parity
in protecting the information stored in the system. Our
study stresses that parity-conservation is not sufficient
to protect information if the system cannot be properly
manipulated. The precise conditions under which the en-
coding into Majorana fermions can protect information
from a parity-preserving noise require further investiga-
tions.
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Appendix A: Local noise models
In this Appendix we discuss some properties of local
Markovian noise models, which are used throughout the
paper. We start from the original Lieb-Robinson bound
(LRB) [60], an inequality which bounds the propagation
of correlations in closed spin systems with local interac-
tions:
‖[OˆA(t), OˆB(0)]‖op ≤ cV ‖OˆA‖op ‖OˆB‖ope−(dAB−vt)/ξ .
(A1)
Here OˆA, OˆB are operators supported in distant regions
A and B, respectively; dAB is the distance between such
regions; V is the volume of the largest such region; c, v
and ξ are model-dependent constants. This means that
there is an effective light cone, with “speed of light” v,
that describes the propagation of correlations from a local
region A. Correlations are not strictly zero outside the
light cone, but rather fall off on a distance scale ξ.
Since Eq. (A1) deals with closed systems, the time-
evolved operator (in the Heisenberg picture) is OˆA(t) =
Uˆ†(t)OˆAUˆ(t). However, it was shown by Poulin [62] that
the same result holds if the unitary evolution is replaced
by a Markovian channel (again in the Heisenberg picture)
OˆA(t) = D∗t (OˆA), provided the Markovian dynamics is
local. Locality in this context means that the Lindbla-
dian L can be decomposed as ∑X⊂Λ LX , where X are
subregions of the system with diameter at most d and
each LX has Lindblad operators supported in X.
We observe that the same reasoning that leads to the
LRB (A1) for spin systems can be mapped exactly to a
fermionic setting [61], provided the Markovian dynamics
is parity-preserving: by the result of Appendix D, parity
preservation implies bosonic Lindblad operators, so that
the commutation between distant operators (the key in-
gredient for the proof in the spin case) is recovered. One
can thus prove that
[D∗t (OˆbA), OˆbB ] ' 0 , {D∗t (OˆfA), OˆfB} ' 0 , (A2)
where OˆbA, Oˆ
b
B are distant bosonic operators, Oˆ
f
A, Oˆ
f
B
are distant fermionic operators, and the approximation
symbol is meant as a shorthand for the right hand side of
the inequality (A1), i.e. it holds up to LRB corrections.
Finally, one last useful property of local, Markovian,
parity-preserving noise models that we use is the follow-
ing:
D∗t (OˆAOˆB) ' D∗t (OˆA)D∗t (OˆB) , (A3)
where the approximation again means “up to LRB cor-
rections”. We call (A3) a clustering property, as it implies
the clustering of correlations for distant operators on un-
correlated (product) initial states:
〈OˆAOˆB〉t ' 〈OˆA〉t〈OˆB〉t , (A4)
where 〈Oˆ〉t + tr[OˆDt(ρˆAρˆB)] = tr[D∗t (Oˆ)ρˆAρˆB ], for all
states ρˆA (ρˆB) supported in region A (B). Property (A4)
was proven by Poulin [62] for all local Markovian chan-
nels of spin systems; however, the same arguments are
straighforwardly mapped to fermion systems, provided
the dynamics is parity-preserving (i.e. all Lindblad op-
erators are bosonic – see Appendix D), as that ensures
the commutation between parts of the Lindbladian sup-
ported in distant regions, which is the key argument used
in the proof. In [62], Eq. (A3) is actually proven as an
intermediate step towards Eq. (A4).
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Appendix B: Optimal single-qubit recovery
operation
Here we prove a formula for the optimal recovery fi-
delity of a single qubit exposed to noise. It is known that
a general single qubit noise can be expressed as follows
[63]:
1ˆ+ n · σ
2
D−→ 1ˆ+ (Λn+ b) · σ
2
, (B1)
where Λ is a matrix with singular values υ1, υ2, υ3 ∈
[0, 1], namely: Λ = R · D · S, with D = diag(υ1, υ2, υ3)
and R, S ∈ O(3). The S rotation can be eliminated
by a suitable unitary redefinition of the Pauli matrices:
σ 7→ Sσ, n 7→ Sn, b 7→ Sb preserves n · σ and b · σ,
while it yields
(Λn) · σ = nTSTDRTσ 7→ nTDRTSTσ . (B2)
We can then simply call SR + R and effectively get rid
of S.
The optimal recovery operation is now the unitary gate
that undoes the last rotation R:
1ˆ+ n · σ
2
R−→ 1ˆ+ (R
Tn) · σ
2
, (B3)
which gives an average recovery fidelity
F [R] =
∫
d2n tr
(
1ˆ+ n · σ
2
1ˆ+RT (Λn+ b) · σ
2
)
=
=
1
2
∫
d2n [1 + nT (RTΛn+RTb)] =
=
1
2
[
1 +
∫
d2n nTdiag(υ)n
]
=
=
1
2
(
1 +
υ1 + υ2 + υ3
3
)
. (B4)
As discussed in Ref. [36], the fidelity of a recovery op-
eration must obey the following inequality:
Fopt ≤ 1
2
+
1
12
3∑
i=1
‖D(σi)‖1 . (B5)
Since by definition υi = ‖D(σi)‖1/2, the recovery opera-
tion in Eq. (B3) saturates the upper bound and therefore
is optimal. In the case discussed in the text, υi = λ
2, as
it can be explicitly verified:
i
2
D˜t(mˆ2mˆ3 + mˆ1mˆ4) = λ2 i
2
(mˆ2mˆ3 + mˆ1mˆ4), (B6)
(similar results hold for all qubit operators).
Appendix C: Microscopic derivation of a Markovian
master equation for a Kitaev chain in bosonic
environment
In this appendix we present a weak-coupling derivation
of a Markovian master equation for the system and en-
vironment setup discussed in Section V. The derivation
follows the general approach presented in [64] for spin sys-
tems. The discussion applies unchanged to our fermionic
system, as all relevant operators are bosonic (i.e. even-
degree monomials of Fermi fields and linear combinations
thereof), and thus effectively behave like spins for our
purposes. Similar results have been recently presented
for master equations with Lindblad operators linear in
the fermionic fields in Ref. [39] (see also Ref. [65]).
1. Generalities
We start from an uncorrelated system-environment
state ρˆ(0), and assume that the environment is in a ther-
mal state at a generic inverse temperature β, i.e. ρˆ(0) =
ρˆS(0)ρˆE(0) with ρE(0) = ρ
th
E (β) + e−βHenv/tr
[
e−βHenv
]
.
The evolution equation in the interaction picture is
d
dt
ρˆ(t) = −i[HˆI(t), ρˆ(t)] ; (C1)
integrating it for ρ(t) and plugging the result again into
the right-hand side yields
d
dt
ρˆ(t) = −i[HˆI(t), ρˆ(0)]−
∫ t
0
ds
[
HˆI(t), [HˆI(s), ρˆ(s)]
]
.
(C2)
The interaction Hamiltonian has the following structure:
HˆI(0) =
∑
α AˆαBˆα, where the {Aˆα} are system opera-
tors and the {Bˆα} are environment operators, such that
AˆαBˆα is bosonic ∀α (i.e. for a given α, Aˆα and Bˆα are
either both bosonic or both fermionic). This represents
no loss of generality, since the fermionic parity supers-
election rule forces all observables to be bosonic oper-
ators, and HˆI is an observable. Since the Hamiltonian
must be Hermitian, one can always choose Bˆα to be
Hermitian, while Aˆα is either Hermitian (bosonic case)
or anti-Hermitian (fermionic case), so that (AˆαBˆα)
† =
(Bˆα)(±Aˆα) = AˆαBˆα. We remark that both the Aˆα and
the Bˆα can be taken traceless, up to a redefinition of the
system and environment Hamiltonians. This implies that,
when the environment is traced out in Eq. (C2), the first
term vanishes. Then tracing out the environment and in-
voking the Born approximation to replace ρˆ(s) by the
instantaneous value ρˆ(t) yields
d
dt
ρˆ(t) = −
∫ ∞
0
ds trE
[
HˆI(t), [HˆI(t− s), ρˆ(t)]
]
. (C3)
We also removed the dependence on the initial time by
integrating over the entire past history s → ∞; it is
part of the assumptions of Markovianity that this does
not change the result significantly. Introducing a Fourier
decomposition of the {Aˆα} system operators such that
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Aˆα(t) =
∑
ω Aˆα(ω)e
−iωt allows us to write
d
dt
ρˆ(t) = −
∑
α,ω
∑
α′,ω′
∫ ∞
0
ds e−iωte−iω
′(t−s)
trE
[
Aˆα(ω)Bˆα(t), [Aˆα′(ω
′)Bˆα′(t− s), ρˆ(t)]
]
.
(C4)
At this point we invoke the rotating wave approximation
to argue that all terms with ω+ω′ 6= 0 cancel. Introducing
the environment correlation function
Γαβ(ω) +
∫ ∞
0
ds eiωs
trE
[
Bˆα(t)Bˆβ(t− s)e−βHenv
]
trE
[
e−βHenv
]
(C5)
(which does not depend on t because all involved Hamil-
tonians are time-independent), we have
d
dt
ρˆ = −
∑
α,β,ω
Γαβ(ω)
(
Aˆα(ω)Aˆ
†
β(ω)ρˆ− Aˆ†β(ω)ρˆAˆα(ω)
− Aˆα(ω)ρˆAˆ†β(ω) + ρˆAˆ†β(ω)Aˆα(ω)
)
. (C6)
By finally introducing γαβ(ω) + Γαβ(ω)+Γβα(−ω) and
Sαβ(ω) + 12i (Γαβ(ω) − Γβα(−ω)), we can recast (C6) in
the form
d
dt
ρˆ = −
∑
α,β,ω
γαβ(ω)
(
Aˆα(ω)ρˆAˆ
†
β(ω)−
1
2
{
Aˆ†β(ω)Aˆα(ω), ρˆ
})
+ iSαβ(ω)
[
Aˆα(ω)Aˆ
†
β(ω), ρˆ
]
(C7)
Here
∑
α,β,ω Sαβ(ω)Aˆα(ω)Aˆ
†
β(ω) + HˆLS is the “Lamb
shift” Hamiltonian, which renormalizes the system
Hamiltonian. As for the other terms, they contribute to
the dissipative part of the dynamics the Lindblad op-
erators are obtained upon diagonalizing the Hermitian
matrices γαβ(ω):
Lˆα,ω =
∑
β
√
dαα(ω)cαβ(ω)Aˆβ(ω) , (C8)
where for each ω, c(ω) is the unitary which diagonalizes
γ(ω) into d(ω): γ(ω) = c(ω)†d(ω)c(ω). ω ranges over all
the possible gaps in the system Hamiltonian, and the
Fourier component Aˆα(ω) is constructed as
Aˆα(ω) =
∑
E1, E2:E1−E2=ω
Πˆ(E1)AˆαΠˆ(E2) , (C9)
E1, E2 being energy levels for the system Hamilto-
nian and Πˆ(E) being the projector on the E-energy
eigenspace.
2. Derivation of the master equation studied in
Sec. V
The decomposition of the interaction Hamiltonian (31)
is as follows: Hˆint =
∑
i AˆiBˆi, with Aˆi = 2aˆ
†
i aˆi − 1ˆ and
Bˆi = −η
∑
n Xˆi,n. The time evolution induced by the
environment Hamiltonian Hˆenv =
∑
i,n
1
2ωi,nZˆi,n on the
Bˆi operators yields
Bˆi(τ) = −η
M∑
n=1
e−i
1
2ωi,nτZˆi,nXˆi,ne
i 12ωi,nτZˆi,n
= −η
M∑
n=1
(
cos(ωi,nτ)Xˆi,n + sin(ωi,nτ)Yˆi,n
)
.
(C10)
With this information, and by factoring the thermal state
as a product of one-spin operators and using the identity
e−αZˆ = cosh(α)1ˆ− sinh(α)Zˆ, one can prove that
Γij(τ) =
tr
[
Bˆi(τ)Bˆj(0)e
−βHˆenv]
tr
[
e−βHˆenv
]
= η2δij
M∑
n=1
[cos(ωi,nτ)− i sin(ωi,nτ) tanh(βωi,n/2)] .
(C11)
Hence, by Fourier-transforming and averaging over the
environment spectra,
Γij(ω) = Mη
2δij
∫ ∞
0
dτ eiωτ
∫
dE f(E)×
× [cos(Eτ)− i sin(Eτ) tanh(βE/2)] (C12)
and finally, adding the conjugate transpose,
γij(ω) = Mη
2δij
∫ ∞
−∞
dτ eiωτ
∫
dE f(E)[cos(Eτ)− i sin(Eτ) tanh(βE/2)] =
=
pi
2
Mη2δij
∫
dE f(E)
[
δ(ω − E)
(
1 + tanh
(
βE
2
))
+ δ(ω + E)
(
1− tanh
(
βE
2
))]
; (C13)
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as f(E) is a density of state supported in E > 0, only
one of the two delta functions will contribute, depending
on the sign of ω, therefore the result is
γij(ω) = g
2δij

f(|ω|) 1+tanh(β|ω|/2)2 if ω > 0
f(0) if ω = 0
f(|ω|) 1−tanh(β|ω|)/2)2 if ω < 0
(C14)
where g2 + piMη2 is the effective coupling constant,
which is assumed to stay finite as M → ∞ and η → 0.
This matrix is already diagonal in the Aˆi operators,
so that the resulting set of Lindblad operators is given
by Lˆi,0 = g
√
f(0)Aˆi(0) and (for ω 6= 0) Lˆi,±|ω| =
g
√
f(|ω|) 1±tanh(β|ω|)2 Aˆi(±|ω|). For notational ease, let us
introduce the function φ(ω) via γij(ω) + φ(ω)δij , i.e.
φ(ω) + g2f(|ω|)1 + tanh(βω/2)
2
. (C15)
It is easy to determine the Fourier decomposition of
the Aˆi operators: one just needs to write them in terms
of bˆ(†) operators, and count the energy quanta introduced
into the system. Namely,

Aˆ1 = imˆ1γˆ1,1 = imˆ1(bˆ1 + bˆ
†
1) ,
Aˆ1<i<L = iγˆi−1,2γˆi,1 = (bˆi−1 − bˆ†i−1)(bˆi + bˆ†i ) ,
AˆL = mˆ2γˆL−1,2 = imˆ2(bˆL−1 − bˆ†L−1) .
(C16)
This leads to the following list of Lindblad operators:

L
(0)
i =
√
2φ(0)
(
bˆibˆ
†
i−1 + bˆi−1bˆ
†
i
)
L
(+∆)
1 =
√
φ(∆) imˆ1bˆ1
L
(−∆)
1 =
√
φ(−∆) imˆ1bˆ†1
L
(+∆)
L =
√
φ(∆) imˆ2bˆL−1
L
(−∆)
L =
√
φ(−∆) imˆ2bˆ†L−1
L
(+2∆)
i =
√
φ(2∆) bˆi−1bˆi
L
(−2∆)
i =
√
φ(−2∆) bˆ†i bˆ†i−1
(C17)
where i ranges from 2 to L− 1.
As for the correction to the Hamiltonian, it can be seen
by a computation analogous to the one leading to (C13)
that the S term in Eq. (C7) is
Sij(ω) =
g2
pi
δijP
∫ ∞
0
dE
|ω| − Ef(E)
ω + E tanh(βE/2)
|ω|+ E
(C18)
with P denoting the Cauchy principal part of the inte-
gral. Therefore, letting Sij(ω) + S(ω)δij , we have, up to
additive constants,
HˆLS = (S(∆)− S(−∆)− S(0) + S(2∆))(bˆ†1bˆ1 + bˆ†L−1bˆL−1)
+ 2(S(2∆)− S(0))
L−2∑
i=2
bˆ†i bˆi
+ (2S(0)− S(2∆)− S(−2∆))
L−1∑
i=2
bˆ†i−1bˆi−1bˆ
†
i bˆi .
(C19)
This renormalizes the energy gap by an amount that
differs between the edge bonds and the interior bonds,
and adds quartic interactions between nearest-neighbor
bonds. The picture simplifies considerably when one
takes β = 0 (i.e. T = ∞), since in that case S(ω) +
S(−ω) = 0 ∀ω; thus no interactions emerge and one only
has a renormalization of the Hamiltonian gaps:
HˆLS = (2S(∆)− S(2∆))(bˆ†1bˆ1 + bˆ†L−1bˆL−1)
+ 2S(2∆)HˆK . (C20)
Appendix D: Parity-preserving noise models
In this Appendix we prove a lemma that character-
izes all parity-preserving Markovian noise models. Parity
preservation (PP) for a generic channel Dt is stated as
follows:
〈Pˆf 〉t = 〈Pˆf 〉0 ∀ t , (D1)
which is equivalent to
∂t〈Pˆf 〉t = tr
[
Pˆf∂tρˆ
]
= tr
[
PˆfL(ρˆ)
]
= tr
[
ρˆL∗(Pˆf )
]
= 0 ,
(D2)
for any state ρˆ. We shall prove that a Markovian noise
model is PP if and only if its associated Lindblad opera-
tors are all bosonic (BL).
(PP) =⇒ (BL): A state ρˆ is a bosonic operator and
as such it can be written as ρˆ+ Pˆf ρˆPˆf . Thus PP implies
that tr
[
ρˆ(L∗(Pˆf )+PˆfL∗(Pˆf )Pˆf )
]
= 0 for any state ρˆ, i.e.
PˆfL∗(Pˆf ) + L∗(Pˆf )Pˆf = 0 . (D3)
Decomposing the Lindblad operators in their fermionic
and bosonic parts, Lˆi = Lˆ
f
i + Lˆ
b
i , and exploiting the fact
that [Lˆbi , Pˆf ] = 0 while {Lˆfi , Pˆf} = 0, one gets∑
i
(
(Lˆbi − Lˆfi )†(Lˆbi + Lˆfi ) + (Lˆbi + Lˆfi )†(Lˆbi − Lˆfi )
− Lˆ†i Lˆi − (Lˆbi − Lˆfi )†(Lˆbi − Lˆfi )
)
= 0 , (D4)
whose trace yields
∑
i tr[(Lˆ
f
i )
†Lˆfi ] = 0. Now, since
tr(Oˆ†Oˆ) = ‖Oˆ‖2HS is the squared Hilbert-Schmidt norm
of operator Oˆ,
∑
i ‖Lˆfi ‖2HS = 0 implies Lˆfi = 0 ∀ i, i.e. all
Lindblad operators are purely bosonic (BL).
17
(BL) =⇒ (PP): From (D2) we have that the noise is
(PP) if L∗(Pˆf ) = 0. But using (BL) to commute Pˆf with
all Lindblad operators, we have that L∗(Pˆf ) = PˆfL∗(1ˆ),
and L∗(1ˆ) = ∑i(Lˆ†i Lˆi − 12{1ˆ, Lˆ†i Lˆi}) = 0; thus average
parity is constant (PP).
Appendix E: Best recovery operation of two
decoupled Kitaev chains in presence of
parity-preserving noise
In this Appendix we prove a generalization of a result
presented in Ref. [36]. We consider a system composed
of two Kitaev wires as discussed in Sec. IV and V; the
noise model Dt is parity-preserving and does not couple
the two wires. Under these assumptions it is possible to
characterize the best recovery operation and its fidelity.
Let us start from the general relation:
F (Rt) ≤ 1
2
+
1
12
∑
α=x,y,z
‖Dt(σˆLα)‖1 (E1)
The decoherence channel acts on two Kitaev chains,
which are separated and decoupled; the noise does not
couple them and conserves the parity of the fermionic
number on each chain. Decoupling the chains has tremen-
dous importance: for all times t > 0, the following holds:
‖Dt(σˆLz )‖1 = ‖Dt(|0L〉〈0L|)−Dt(|1L〉〈1L|)‖1 = 2 . (E2)
Proof: As the decoherence channel is parity preserv-
ing and does not couple the chains, Dt(|0L〉〈0L|) and
Dt(|1L〉〈1L|) have an even (odd, respectively) number of
particles in each chain. Therefore they are supported in
orthogonal subspaces, and the trace norm is thus addi-
tive:
‖Dt(σˆLz )‖1 = ‖Dt(|0L〉〈0L|)‖1 + ‖Dt(|1L〉〈1L|)‖1 . (E3)
Now, Dt(|0L〉〈0L|) is a quantum state, and in particular
a positive matrix; so its trace norm is simply its trace. As
Dt is trace-preserving, one has ‖Dt(|0L〉〈0L|)‖1 = 1. The
same holds for Dt(|1L〉〈1L|), which concludes the proof of
(E2). 
Now let us determine the form of the optimal recovery
operation. In the process, we shall also determine the
value of ‖Dt(σˆL1 )‖1 and ‖Dt(σˆL2 )‖1.
In the notation introduced in (6), one needs to deter-
mine the optimal {Hˆi} matrices. A set of recovery ma-
trices that saturates the upper bound (E1) is given by
Hˆi = sign(Dt(σˆLi )), where the sign of a Hermitian ma-
trix is defined as sign(A) =
√
A2 · A−1. Unfortunately,
this set is not guaranteed to induce a physical map, i.e.
the upper bound (E1) might be unattainable. However,
we shall argue, following [36], that in our case the matri-
ces {Hˆi} obey the Pauli matrix algebra HˆjHˆk = ijklHˆl,
and this guarantees that the induced recovery map is
physical.
For the operator σˆL3 , we have
Hˆz = sign(Dt(σˆL3 )) = Πˆ+a Πˆ+b − Πˆ−a Πˆ−b , (E4)
where Πˆ±a is the projector on the ± fermionic number
parity sector of the first chain, dubbed a, and Πˆ±b is the
same operator for the second chain, dubbed b. It is easy
to verify that tr
[
HˆzDt(σˆL3 )
]
= ‖Dt(σˆL3 )‖1.
Let us now consider the action of the decoherence chan-
nel on the operator σˆL1 , which is best analyzed through
the the operators Rˆa and Rˆb:
Rˆa = Dt(|0a〉〈1a|) , Rˆb = Dt(|0b〉〈1b|) . (E5)
where |0j〉 and |1j〉 denote states of the chain j such that:
|0L〉 = |0a〉 ⊗ |0b〉. In terms of these operators, one has
Dt(σˆL1 ) = Dt(|0L〉〈1L|+|1L〉〈0L|) = RˆaRˆb+Rˆ†bRˆ†a . (E6)
Let us take the square of this operator:
(Dt(σˆL1 ))2 =(RˆaRˆb + Rˆ†bRˆ†a)2 = −Rˆ2aRˆ2b − Rˆ†2b Rˆ†2a +
+ RˆaRˆ
†
aRˆbRˆ
†
b + Rˆ
†
aRˆaRˆ
†
bRˆb ; (E7)
This holds because Rˆa and Rˆb are fermionic operators
with disjoint supports, and thus anti-commute. Since
by definition Rˆa = Πˆ
+
a RˆaΠˆ
−
a , it squares to zero Rˆ
2
a =
Πˆ+a RˆaΠˆ
−
a Πˆ
+
a RˆaΠˆ
−
a = 0; thus (E7) simplifies to
(Dt(σˆL1 ))2 = RˆaRˆ†aRˆbRˆ†b + Rˆ†aRˆaRˆ†bRˆb , (E8)
where we note that the first and second terms are positive
Hermitian operators on the subspaces Πˆ+a Πˆ
+
b and Πˆ
−
a Πˆ
−
b
respectively. Taking the operator square root now yields
|Dt(σˆL1 )| =
√
RˆaRˆ
†
a
√
RˆbRˆ
†
b +
√
Rˆ†aRˆa
√
Rˆ†bRˆb , (E9)
and the operator
√
RˆaRˆ
†
a coincides the positive Her-
mitian operator Pˆa defined by the polar decomposition
Rˆa = UˆaPˆa (the same holds for chain b). Finally, we can
compute the trace norm via the definition ‖A‖1 = tr|A|:
‖Dt(σˆL1 )‖1 = 2tra(Pˆa)trb(Pˆb) , (E10)
Now we have that |Dt(σˆL1 )| = |Dt(σˆL2 )| , as can be
seen by plugging σˆL2 = −i |0a0b〉〈1a1b| + h.c. instead of
σˆL1 = |0a0b〉〈1a1b| + H.c. into equation (E8). Therefore
‖Dt(σˆL1 )‖1 = ‖Dt(σˆL2 )‖1, and the optimal fidelity upper
bound (E1) in our case where the noise has the same
action on both chains reads
Fopt ≤ 2
3
+
1
3
(
trPˆ
)2
, (E11)
where Pˆ is meant as an operator on a single chain, and
the trace goes over a single chain as well.
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Let us now identify the optimal recovery operation,
and check that the upper bound (E1) is indeed attain-
able. The recovery matrix for σˆL1 is
Hˆ1 =(RˆaRˆb + Rˆ
†
bRˆ
†
a) · |RˆaRˆb + Rˆ†bRˆ†a|−1 =
= Rˆa(Rˆ
†
aRˆa)
−1/2Rˆb(Rˆ
†
bRˆb)
−1/2+
+ Rˆ†b(RˆaRˆ
†
a)
−1/2Rˆ†a(RˆbRˆ
†
b)
−1/2 ; (E12)
now, since Rˆa = UˆaPˆa, we have Rˆa(Rˆ
†
aRˆa)
−1/2 =
Πˆ+a UˆaΠˆ
−
a and Rˆ
†
a(RˆaRˆ
†
a)
−1/2 = Πˆ−a Uˆ
†
aΠˆ
+
a (and the same
for chain b). Putting it all together, we get
Hˆ1 = Πˆ
+
a Πˆ
+
b UˆaUˆbΠˆ
−
a Πˆ
−
b + Πˆ
−
a Πˆ
−
b Uˆ
†
b Uˆ
†
aΠˆ
+
a Πˆ
+
b . (E13)
The same reasoning applied to σˆL2 yields
Hˆ2 = −iΠˆ+a Πˆ+b UˆaUˆbΠˆ−a Πˆ−b + iΠˆ−a Πˆ−b Uˆ†b Uˆ†aΠˆ+a Πˆ+b .
(E14)
Both matrices are Hermitian and by construction they
have operator norm equal to 1.
At this point, recalling the form of the third recovery
matrix (E4), a simple computation exploiting the proper-
ties of unitary matrices and orthogonal projectors shows
that the {Hˆi} matrices obey the Pauli algebra, and thus
by following the discussion presented in [36] one can prove
that the recovery map is CPTP, and the fidelity upper
bound (E11) is attainable.
Finally, let us recast the optimal fidelity (E11) in a
form that is more convenient for numerical computations.
Let us consider a single chain (we drop the subscript
a for convenience). We have tr
[
Pˆ
]
= ‖Rˆ‖1; now, as Rˆ
and Rˆ† act on orthogonal subspaces (Rˆ = Πˆ+RˆΠˆ− and
Rˆ† = Πˆ−Rˆ†Πˆ+), the trace norm is additive and thus
‖Rˆ‖1 = 12‖Rˆ+ Rˆ†‖1 . The formula is convenient because:
Rˆ+ Rˆ† = Dt(|0〉〈1|+ |1〉〈0|) = Dt
(
(dˆ0 + dˆ
†
0)ΠˆG
)
, (E15)
where dˆ0 is the bi-localized Dirac zero mode and by defi-
nition dˆ0 + dˆ
†
0 = mˆ1. Therefore, tr
[
Pˆ
]
= 12‖Dt(mˆ1ΠˆG)‖1,
and the optimal fidelity can be rewritten as
F optt =
2
3
+
1
12
(
‖Dt(mˆ1ΠˆG)‖1
)2
, (E16)
which proves Eq. (40).
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