Graphons are infinite-dimensional objects that represent the limit of convergent sequences of discrete graphs. This paper derives a theory of Graphon Signal Processing centered on the notions of graphon Fourier transform and linear shift invariant graphon filters. These two objects are graphon counterparts of graph Fourier transforms and graph filters. It is shown that in convergent sequences of graphs and associated graph signals: (i) The graph Fourier transform converges to the graphon Fourier transform when considering graphon bandlimited signals. (ii) The spectral and vertex responses of graph filters converge to the spectral and vertex responses of graphon filters with the same coefficients. These theorems imply that for graphs that belong to certain families -in the sense that they are part of sequences that converge to a certain graphon-graph Fourier analysis and graph filter design have well defined limits. In turn, these facts extend applicability of graph signal processing to graphs with large number of nodes -because we can transfer designs from limit graphons to finite graphs-and dynamic graphs -because we can transfer designs to different graphs drawn from the same graphon.
I. INTRODUCTION
Graph signal processing (GSP) provides an array of tools to process signals supported on graphs [2] - [4] but suffers from limitations in the case of graphs with large number of nodes or dynamic topologies. In both these cases just the acquisition of the graph may be challenging, and GSP problems like filtering [5] , [6] and graph neural network design [7] take the graph structure as a given. Some other GSP problems like sampling [8] - [10] are precisely about acquiring compact representations of graph signals but the design of sampling sets [11] requires not only access to the graph but the computation of an eigendecomposition that can be very costly for large matrices [12] , [13] . Challenges are most acute when the graph is large and dynamic. In such cases costly numerical computations must, in principle, be repeated as the graph changes because the effect of graph perturbations is understood only in the case of relabelings [14] or small perturbations that induce small changes on the original eigenspace [15] .
Yet, large graphs can be often identified as being similar to each other, in the sense that they share structural properties. For instance, Figures 1b and 1c show two instances of a random graph with n = 20 nodes and Figure 1d a random graph with n = 50 nodes. These three graphs look similar and one can therefore foresee that analyzing signals supported on either of them should be more or less equivalent. This would mitigate the challenge of dynamic variation because we could design a filter for the graph in Figure 1b and utilize it in the graph in Figure 1c . Similarly, it would mitigate the challenge of large size because we could design a filter for the graph in Figure 1b and utilize it in the graph in Figure 1d . This paper shows that this is possible if the graphs belong to the same family in a sense that we formalize using a common random graph model known as graphon [16] , [17] ; Figure 1a .
Graphons are infinite-dimensional representations of graphs with an uncountable number of nodes. They have been used, for instance, to estimate random graph models in mathematics and statistics [18] - [23] ; to stabilize large-scale networks of linear systems in controls [24] ; and to perform graph partitioning [25] , [26] , node centrality [27] and network game equilibria computations [28] in very large networks. In addition to being a powerful representation of large graphs, graphons are also the limit objects of convergent graph sequences. Hence, the "graph families" that they define are good models in practice for networks that grow or change through processes that preserve graph structure in the sense that the density of certain "motifs" is preserved. This property of convergent graph sequences, together with the spectral properties of graphons, allow us to derive a centralized framework for the analysis of graph signals and the design of information processing architectures on families of graphs of arbitrary size. We call this framework graphon signal processing (WSP).
There are three technical contributions in this paper: (i) We define graphon signals and their graphon Fourier transform (Def. 3) , which is the continuous counterpart of the graph Fourier transform. (ii) We build upon the results of [29] -where the spectra of Erdös-Rényi (ER), stochastic block model (SBM) and exponential graphons was derived-to show that for all sequences of graphs converging to a non-derogatory graphon (Def. 5), the graph Fourier transform converges to the graphon Fourier transform (Theorem 1) as long as the graphon signal is bandlimited (Def. 4). (iii) We define linear-shift-invariant (LSI) graphon filters (Def. 2) that are the graphon equivalents of LSI graph filters, and prove that the output of LSI graph filters converges to the output of the LSI graphon filter with same coefficients in both the spectral (Theorem 2) and vertex domains (Theorems 3 and 4). These theorems constitute a powerful set of tools for signal analysis and filter design on graphs belonging to a common "graph family" described by a graphon. If the graphon is known, we can trade the design of multiple filters in different graphs by the centralized design of a single graphon filter from which graph filters can later be sampled.
Our findings are illustrated in three experiments that analyze different scenarios where graphon signal processing can be useful. We compare filter responses on a graphon and on a graph sampled from this graphon, which is illustrated by going from (a) to (b) in Figure 1 . In this case, the filter is a simple diffusion filter applied to a gaussian Markov random field (GMRF). Despite being the simplest example of a graph filter, the graph diffusion (or shift) is the basic building block of all LSI filters, so the fact that the shifted graph signals converge should indicate that any other LSI filter designed on the graphon will generalize well on graphs sampled from it. This provides a parallel with classical signal processing, where even if the application is digital, it is usually easier to design and study filters in continuous time. In another scenario, we perform signal analysis in different graphs of same size drawn from a common graphon. This is illustrated by going from (b) to (c) in Figure 1 . We consider two different n-node air pollution sensor networks and, for growing n, compare the Fourier transforms of the same air pollution signal on top of them. This example alludes to cases in which we want to understand some behavior on a network without having access to the true graph, e.g., where the graph is a perturbed version of the real network due to measurement noise. In the last experiment, we design filters for small networks and apply them on large networks. This is illustrated by going from (c) to (d) in Figure 1 . ErdösRényi (constant) graphon with probability p = 0.2 and three n-node graphs sampled from it, illustrating scenarios where WSP can be useful. We can analyze signals and design systems on a graphon, to apply them on a graph sampled from it ((a) → (b)); on a graph, to apply on another graph of same size ((b) → (c)); and on a small graph, to apply on a larger graph ((c) → (d)).
from the MovieLens dataset, we calculate the optimal coefficients of a rating prediction filter on networks containing only a subset of all users, and then use it to predict movie ratings on the full user network. The purpose of this experiment is to illustrate a more practical application of our results-transferability-on graphs that, although inherently close in nature, are built from model-free data and are not related through any common generating graphon.
II. GRAPHS AND GRAPHONS Graphs are triplets G = (V, E, W) where V is a set of n nodes, E ⊆ V × V is a set of edges and W : E → R is a weight function assigning weights W(i, j) = w ij to edges (i, j) in E. The graph G can be equivalently represented by a number of matrix representations, which in the context of graph signal processing (GSP) are generically termed graph shift operators (GSOs). In this paper, GSOs are denoted by S ∈ R n×n and they represent adjacency matrices with nonzero entries S ij = w ij if and only if (i, j) ∈ E. We restrict our attention to symmetric graphs, so that S = S T . We will also use the notations G = (V, E, W) and G = (V, E, S) interchangeably.
A graphon is a bounded symmetric measurable function
which represents a graph with an uncountable number of nodes [16] , [18] . By construction, graphons can also be interpreted as probability distributions on the unit square. Associating sample points u i ∈ [0, 1] to nodes i ∈ {1, 2, . . . , n}, we can use them to sample n-node graphs G n where the edges are defined either by assigning edge weight W(u i , u j ) to (i, j) or by connecting i and j with probability
In the latter case, the G n are unweighted. If, additionally, the u i are sampled independently and uniformly at random, these graphs are called W-random graphs. Three examples of graphons and W-random graphs sampled from them are shown in Figure  2 . The one in Figure 2a is a stochastic block model (SBM) graphon with two balanced communities having intra-community probability 0.8 and inter-community probability 0.2. The one in Figure 2b is also a SBM graphon with the same inter-and intra-community probabilities, but with unbalanced communities. The one in Figure 2c is an exponential graphon with expression
. It generates graphs where nodes are connected if their labels u i and u j are close.
A second and perhaps more interesting interpretation of graphons is as the limit objects of convergent graph sequences. A sequence of graphs {G n } is said to converge if and only if the density of homomorphisms between any finite, undirected and unweighted graph (or finite simple graph) F = (V , E ) and the G n converges [17] . Homomorphisms between F and an arbitrary graph G = (V, E, S) are adjacency preserving maps from V to V, i.e., a map β : V → V is an homomorphism if, for every (i, j) ∈ E , (β(i), β(j)) ∈ E. The graph F can thus be interpreted as a motif that we want to "identify" in G. We denote hom(F, G) the number of homomorphisms between F and G. Since there are a total of |V| |V | possible maps between the vertices of F and G but only a fraction of them are homomorphisms, we define the density of homomorphisms from F to G as
This is easiest to understand in the case where G is unweighted, where t(F, G) is simply the total number of ways in which the motif F can be mapped into G.
The concept of homomorphism densities can also be generalized to graphons. We define the density of homomorphisms between the motif F and the graphon W as
Then, a sequence of undirected graphs {G n } converges to the graphon W if, for all finite simple graphs F,
in which case W is said to be the limit graphon of the sequence. This form of convergence is called "convergence in the homomorphism density sense". An example of convergent graph sequence that is easy to visualize is that of a sequence of W-random graphs. The sequence of graphs {G n } generated by sampling {u i } n i=1 uniformly at random as n → ∞ can be show to converge in the homomorphism density sense with probability 1 [16] . Further note that, just like W-random graphs can be sampled from a graphon W, every undirected graph G n = (V n , E n , S n ), where |V n | = n and S n is normalized by n, admits graphon representations W G obtained by constructing partitions I 1 ∪ . . . ∪ I n of [0, 1] and setting
We refer to W G as the graphon induced by G. Induced graphons will be of importance in the analyses carried out in Section IV.
A. Graph Signal Processing
GSP deals with signals defined on top a graph G. Formally, a graph signal is a map from the vertex set V onto the real numbers, which we write as the pair (G, x) and where the ith component x i is the value of the signal at node i. The three fundamental concepts of GSP are shift operations, LSI filters and graph Fourier transforms (GFT). We say that z is the result of shifting x on the graph S if z = Sx. Shifts can be composed to produce k-order shifted signals S k x and, as in the case of time signals, a weighted 
In (7), the weights h 0 , . . . , h k are called graph filter taps [5] . The filter H(S) is said to be shift-invariant because, if y = H(S)x and we shift the input to x = Sx, the output y = H(S)x is simply the shifted version of y, y = Sy. The LSI filter H(S) is sometimes referred to as a graph convolutional filter. Since S is symmetric, it is diagonalizable as S = VΛV H , where Λ is the diagonal matrix of eigenvalues and the columns of V are the graph eigenvectors. We define the graph Fourier transform (GFT) of the graph signal (G, x) aŝ
This operation has the effect of decomposing (G, x) in the eigenbasis of the graph, which makes sense if we interpret the eigenvalues as frequencies. The inverse graph Fourier transform (iGFT) is defined as
Since V H V = I, the iGFT is a proper inverse and can recover x fromx without loss of information. Like graph signals, the LSI filters from (7) admit a spectral representationĤ(Λ),Ĥ
which is important because if we consider the action of the filter H(S) in the frequency domain, we see thatŷ =Ĥ(Λ)x. Graph filters are thus pointwise operators in the GFT domain. An interesting observation here is that for any set of filter taps we can define the frequency response [30] 
Comparing (10) and (11), we see that using the same set of coefficients on different graphs induces different responses depending on the eigenvalues of S. Indeed, if we let λ i denote the ith eigenvalue of S andx i andŷ i the ith components of the GFTŝ x andŷ, we have thatŷ i = h(λ i )x i . The goal of this paper is to generalize the definitions of graph signals, GFTs and convolutional graph filters to define graphon signals, graphon Fourier transforms and convolutional graphon filters (Section III). We will show that for sequences of graphs that converge to a graphon in the sense of (5), corresponding sequences of GFTs and graph filters converge to the respective graphon Fourier transforms and graphon filters (Section IV).
III. GRAPHON SIGNAL PROCESSING
Graphon signals are defined as pairs (W, φ) where the function φ : [0, 1] → R maps points of the unit interval onto the real numbers. The graphon signals that we consider have finite energy, i.e., φ is a function in L 2 [0, 1]. As with graphons, graphon signals can be induced by graph signals. The signal (W G , φ G ) induced by an n-node graph signal (G, x) is defined as
where {I j } n j=1 is a partition of the unit interval and W G is the graphon induced by G [cf. (6) ].
Given that there are sequences of graphs that converge to graphons, we can analogously define sequences of graph signals that converge to graphon signals.
Definition 1 (Convergent sequences of graph signals). A sequence of graph signals (G n , x n ) is said to converge to the graphon signal (W, φ) if there exists a sequence of permutations {π n } such that, for any simple graph F,
i.e., G n converges in the homomorphism density sense, and
where (W πn(Gn) , φ πn(Gn) ) is the graphon signal induced by the permuted graph signal (π n (G n ), π n (x n )) [cf. 12].
A sequence of graph signals is thus convergent if (i) the underlying graphs converge and (ii) the graphon signals induced by some permutation of the graph signals converge in L 2 .
Every graphon W induces an integral operator T W : L 2 [0, 1] → L 2 [0, 1], which maps a signal (W, φ) to the signal (W, γ) given by
We refer to T W as the graphon shift operator (WSO) because the WSO induces a diffusion of (W, φ) on the graphon analogous to the diffusion of x on the graph when we apply the GSO to produce the signal Sx. Building upon this parallel, we define LSI graphon filters as follows.
Definition 2 (LSI graphon filters). Let (W, φ) be a graphon signal. A LSI graphon filter T H :
and T (0) W = I. The h k are the filter coefficients or taps. Because W is a bounded symmetric function, T W is a selfadjoint Hilbert-Schmidt operator. As such, it can be decomposed in the operator's basis as
We separate positive and negative eigenvalues by reordering them with indices j ∈ Z\{0} according to their sign and in decreasing order of absolute value, such that
The eigenfunctions form an orthonormal basis of L 2 [0, 1], and λ j and ϕ j are countable with λ j converging to 0 for |j| → ∞, as depicted in Figure 3 for positive j. Zero is the only possible point of accumulation, which implies that all λ j = 0 have finite multiplicities [31] .
Equation (18) allows writing T W as
where the integral terms 1 0 ϕ j (u)φ(u)du are in fact inner products φ, ϕ j between the signal values φ and the eigenfunctions ϕ j . Since the ϕ j form a complete orthonormal basis of L 2 [0, 1], the inner products φ, ϕ j for every ϕ j provide a complete representation of (W, φ) on the graphon basis. Although there is an infinite number of eigenfunctions, they are nonetheless countable, so the change of basis can always be defined. We call this change of basis operation the Graphon Fourier Transform.
Definition 3 (Graphon Fourier Transform). Consider the graphon signal (W, φ), and let {λ j } j∈Z\{0} and {ϕ j } j∈Z\{0} be the eigenvalues and eigenfunctions of T W . The Graphon Fourier Transform (WFT) of (W, φ) is defined as
The inverse Graphon Fourier Transform (iWFT) is Figure 3 . Graphon eigenvalues. A graphon has an infinite number of eigenvalues λj but for any fixed constant c the number of eigenvalues |λj| > c is finite. Thus, eigenvalues accumulate at 0 and this is the only accumulation point for graphon eigenvalues.
Orthonormality of the {ϕ j } j∈Z\{0} ensures that the iWFT is indeed the inverse transformation of the WFT.
Def. 3 allows defining graphon signals that are bandlimited.
Definition 4 (Graphon bandlimited signals). A graphon signal
Because all nonzero eigenvalues have finite multiplicities, the GFT of a graphon bandlimited signal is finite-dimensional.
The spectral decomposition of T W (18) further allows rewriting the LSI graphon filters from (16) as
We conclude that T H has frequency responsê
which, for the graphon W, is obtained by evaluating h(λ) at each λ j . Note that expressions (11) and (24) are the finite and infinite counterparts of one another and that, because the frequency response of a LSI graphon filter is polynomial on the graphon's eigenvalues, LSI graphon filters can approximate any filter with smooth filter function h(λ) arbitrarily well. Formally, a graphon filter with frequency responseT H (λ) = h(λ), h ∈ C ∞ , can be written as a LSI graphon filter (Def. 2) provided that h(λ) is infinitely differentiable at {λ j } j∈Z\{0} . In and of themselves, graphon bandlimited signals are important because, since they only depend on a finite number of graphon eigenfunctions, their WFT can be computed analytically. Although countability of the ϕ j allows us to write the definition of the WFT (Def. 3) for any graphon signal, calculating all inner products φ, ϕ j is infeasible because the graphon basis is infinitedimensional. In practice, however, most of the graphon signals that we consider are finite and thus bandlimited.
Another important remark is that Defs. 2 and 3, as well as the definition of a graphon signal, are not realizable in the way that graph signals, graph filters and the GFT are. Unlike graphs, graphons are intangible objects. But their value lies in that they are useful representations of random graph models (eg. [18] , [32] ) and of very large graphs whose properties converge towards those of the graphon [16] . The definitions in this section should thus be interpreted as extensions of concepts from GSP to graphons and graphon signals which will be helpful in the characterization of convergence of graph signals, GFTs and graph filters.
IV. GSP CONVERGES TO WSP
In this section, we analyze the properties of convergent graph sequences and show that graph and graphon signal processing meet 0 λ 1 W Gn Figure 4 . Comparison of graphon eigenvalues (blue) and eigenvalues of a graph Gn taken from a convergent graph sequence (red). As the number of nodes n grows, the eigenvalues of Gn converge to the eigenvalues of W. However, the accumulation of graphon eigenvalues close to λ = 0 means that the GFT converges to the WFT only for graphon bandlimited signals. as graphs grow large. Our first convergence result is presented in Section IV-A and concerns the limit behavior of the GFT for convergent sequences of graph signals. We show that, for sequences of graph signals converging to graphon signals that are bandlimited, the GFT converges to the WFT under mild conditions (Theorem 1). This is an important result because, by relating the spectral representations of graph and graphon signals, it allows us to make assumptions about the spectra of graph signals when only the graphon signal spectrum is known.
In Section IV-B, we show that the spectral responses of graph filters converge (Theorem 2), and use this fact as a stepping stone to our main result: convergence of the graph signal and graph filter implies convergence of the filter response in the vertex domain. This result is presented with increasing levels of generality in Corollary 1, which applies to graphon bandlimited signals and follows directly from Theorems 1 and 2; and Theorems 3 and 4, which eliminate the bandlimited and non-derogatory assumptions respectively. These findings, particularly the more general Theorem 4, are the main results of this paper. They provide theoretical pretext to designing filters on the graphon and applying them on the graph, and show that these filters are increasingly transferable with the size of the graphs for which they are designed.
A. Convergence of the GFT
When a sequence of graph signals converges to a bandlimited graphon signal, we can show that the GFT converges to the WFT as long as the limit graphon is non-derogatory (Def. 5). This is stated and proved in Theorem 1.
Theorem 1 (Convergence of Fourier Transform for graphon bandlimited signals). Let {(G n , x n )} be a sequence of graph signals converging to the c-bandlimited graphon signal (W, φ) in the sense of Def. 1, where W is non-derogatory. Then, there exists a sequence of permutations {π n } such that GFT{(π n (G n ), π n (x n ))} → WFT{(W, φ)} (25) and iGFT{x n } → iWFT{φ}.
Theorem 1 relates the GFT, a "discrete" transform under the probabilistic interpretation of graphons, to the WFT, a "continuous" Fourier transform for graphon signals. This makes for an interesting parallel with the relationship between the discrete Fourier transform (DFT) and the continuous Fourier transform (CFT) in time. It also allows drawing conclusions about the spectra of immeasurable or corrupted graph signals through analysis of the spectrum of the generating graphon signal when the latter is known. This is a consequence of both Theorem 1 and the fact that sampled sequences of graph signals converge to the generating graphon signal in probability.
We proceed to the proof of Theorem 1.
Proof of Theorem 1. Although the GSOs S n of the graphs G n have a finite number of eigenvalues λ n j , we still associate the eigenvalue sign with its index and order the eigenvalues in decreasing order of absolute value. The difference is that the indices j are now defined on some finite set L ⊆ Z \ {0}. Without loss of generality, we will consider the graphon W Gn induced by G n [c.f. (6) ] and the graphon signal φ Gn induced by x n [c.f. (12) ]. It is then important to formalize the relationship between the spectral properties of (W Gn , φ Gn ) and (G n , x n ).
where λ j (S) are the eigenvalues of the graph. For j / ∈ L,
Proof. Refer to the appendices.
We now show that WFT(W πn(Gn) , π n (φ Gn )) → WFT(W, φ) since L → Z \ {0} as n → ∞. To make notation less cumbersome, we will leave the dependence on π n (G n ) implicit and write W n = W πn(Gn) and φ n = π n (φ Gn ). Next, we use the eigenvector convergence result from the following lemma, whose proof can be found in the appendices. Theorem 1 then follows from the fact that inner products are continuous in the product topology that they induce. 
Starting at the eigenvectors with indices in C, for any > 0 it holds from Lemma 2 and from the convergence of x n in L 2 that there exist n 1 and n 2 such that
Recall that ϕ j (T Wn ) ≤ 1 for all n and j ∈ C because the graphon spectral basis is orthonormal. Since the sequence {φ n } is convergent, it is bounded and φ < ∞. Let m = max {n 1 , n 2 }. Then, it holds that
For j / ∈ C, the eigenfunctions ϕ j (T Wn ) may not converge to ϕ j (T W ), but they do converge to some function Ψ ∈ S. Given that the graphon signal (W, φ) is bandlimited with bandwith c, we have φ, ϕ j (T W ) = 0 for j / ∈ C, so that φ must be orthogonal to all functions in S. Using the same argument as for j ∈ C yields that the remaining GFT coefficients also converge to the WFT. Explicitly,
To conclude, we point out that the requirement that the graphon be non-derogatory is not very restrictive: as stated in the following proposition, the space of non-derogatory graphons is dense in the space of graphons.
Proposition 1 (Density of the space of non-derogatory graphons). Let W denote the space of all bounded symmetric measurable functions W : [0, 1] 2 → R, that is, the space of graphons. The space of non-derogatory graphons is dense in W.
Proposition 1 tells us that, even if a graphon is derogatory, there exists a non-derogatory graphon arbitrarily close to it for which the GFT convergence result from Theorem 1 holds.
B. Convergence of graph filter responses in the spectral and vertex domains
Our second convergence result involves the frequency response of graph filters. As we have already noted, the frequency responses of graph filters [cf. (11) ] and of their graphon counterparts [cf. (24) ] have the same expression as long as the filter function h is the same. Herein, we will show that these frequency responses actually converge to one another as n goes to infinity. This result is stated and proved in Theorem 2.
Theorem 2 (Convergence of graph filter frequency response). On the graph sequence {G n }, let H n (S n ) be a sequence of filters of the form H n (S n ) = V n h(Λ n (S n )/n)V H n ; and, on the graphon W, define the filter T H :
Proof. This is a direct consequence of an eigenvalue convergence result due to [16] and restated here as Lemma 3.
Lemma 3 (Eigenvalue convergence). Let {G n } be a sequence of graphs with eigenvalues {λ j (S n )} j∈Z\{0} , and W a graphon with eigenvalues {λ j (T W )} j∈Z\{0} . Assume that, in both cases, the eigenvalues are ordered by decreasing order of absolute value and indexed according to their sign. If {G n } converges to W,
Lemma 3 tells us that, in any convergent graph sequence, the eigenvalues of the graph converge to the eigenvalues of the limit graphon. This is illustrated in Figure 4 . In the following, we use this result to show that the transfer functions of arbitrary graph filters H n (S n ) converge to the transfer function of the graphon filter T H with same filter function h(λ).
Let (W, φ) be a graphon signal. Applying T H to (W, φ) as in (16), we get
where we have omitted the dependence on T W by writing λ j = λ j (T W ). The WFT of (W, γ) is given by
from which we concludeT H (λ k ) = h(λ k ).
We now determine the frequency response of H n (S n ). Let (G n , x n ) be a graph signal. Applying H n (S n ) to (G n , x n ), we get
The GFT of (G n , y n ) is given by
from which we concludeĤ n (λ k (S n )) = h(λ k (S n )/n).
Since G n → W, from Lemma 3 it holds that λ k (S n )/n → λ k . Because h is continuous, this implies h(λ k (S n )/n) → h(λ k ), which completes the proof.
In convergent graph sequences, the spectral or frequency response of a graph filter thus converges to that of the corresponding graphon filter. To understand the importance of this result, suppose that we design a filter with a certain spectral behavior on the graphon; Theorem 2 tells us that the same spectral behavior can be expected from the application of this filter (or, more precisely, of the graph filter with same filter function h) on sequences of graphs sampled from the graphon. But Theorem 2 does not give account of the limit behavior of the graph filter response in the vertex domain. This can be readily analyzed in the case of bandlimited signals by putting together Theorems 1 and 2.
Corollary 1 (Convergence of graph filter response for graphon bandlimited signals). Let {(G n , y n )} be the sequence of graph signals obtained by applying filters H n (S n ) = V n h(Λ n (S n )/n)V H n to the sequence {(G n , x n )}, and let (W, γ) be the graphon signal obtained by applying the graphon filter Proof. The WFT of (W, γ) is given by [γ] j =T H (λ j )[φ] j , and the GFT of (G n , y n ) is [ŷ n ] j =Ĥ n (λ j (S n )/n)[x n ] j . By Theorem 1, [x n ] j → [φ] j , and by Theorem 2,Ĥ n (λ j (S n )) → T H (λ j ). This implies [ŷ] j → [γ] j . Because of the continuity of inner products, using Theorem 1 once again for the iGFT/iWFT completes the proof.
Corollary 1 extends upon Theorem 2 by showing that, provided that the sequence of input signals {(G n , x n )} converges to a bandlimited graphon signal, the output signals obtained by applying the filters H n (S) converge in the same sense as {(G n , x n )} in the vertex domain. The requirement that the graphon signal be bandlimited arises from the difficulty of matching the GFT and WFT coefficients associated with small eigenvalues, i.e., eigenvalues λ j for which |j| is large. This can be seen in Figure 4 , where the eigenvalues of a graph taken from a convergent graph sequence are depicted in red and those of the limit graphon are depicted in blue. Note that, as the eigenvalues approach 0 (from λ 8 onward, to be precise), it is hard to tell which graph eigenvalue converges to which graphon eigenvalue, as the eigenvalue difference λ j − λ j+1 also tends to zero as j → ∞.
This requirement can be eliminated by considering Lipschitz graph and graphon filters whose function h(λ) is Lipschitz con-
This is equivalent to bounding dh/dλ by L in absolute value. A Lipschitz continuous filter is shown in Figure 5 . For filter functions satisfying (36), we can show that the filter response converges for any graphon signal.
Theorem 3 (Convergence of filter response for Lipschitz continuous graph filters). Let {(G n , y n )} be the sequence of graph signals obtained by applying filters H n (S n ) = V n h(Λ n (S n )/n)V H n to the sequence {(G n , x n )}, and let (W, γ) be the graphon signal obtained by applying the graphon filter Proof. Once again, our derivations use the graphon signals (W Gn , φ Gn ) and (W Gn , γ Gn ) induced by the graph signals (G n , x n ) and (G n , y n ) to facilitate comparison with (W, φ) and (W, γ). We simplify notation by writing W n = W Gn , φ n = φ Gn , γ n = γ Gn and λ n i = λ i (T Wn ). We will also drop the subscript L 2 when writing the L 2 norm as · L2 ≡ · .
Without loss of generality, consider the normalized filter functionh(λ) = h(λ)/ max λ∈[0,1] h(λ). The signal (W, γ) obtained by applying TH to (W, φ) can be written as
and the graphon signal (W n , γ n ) induced by y n =H(S n )x n as
where we make the dependence of the eigenfunctions ϕ i (T Wn ) on T Wn explicit to differentiate between them and ϕ i . To show that (W n , γ n ) converges to (W, γ), we start by writing their norm difference using (37) and (38) ,
where µ n i = λ n i /n. Defining the set C = {i | |λ i | ≥ c}, where c = (1 − h min ) /L φ with > 0 and h min = min [0,c]h (λ), these sums can be split up between i ∈ C and i / ∈ C such that
We first derive a bound for (i) by noticing that this expression corresponds to the difference between two bandlimited graphon signals. By Corollary 1, there exists n 0 such that, for all n > n 0 ,
For (ii), we use the filter's Lipschitz property to derive
Note that because {ϕ i } and {ϕ i (T Wn )} form complete bases of L 2 , i / ∈Cφ (λ i )ϕ i and i / ∈Cφ n (µ n i )ϕ i (T Wn ) can be written as
Using these identities, we once again leverage the fact that φ n converges to φ in L 2 and Corollary 1 to show that there exists n 1 such that, for all n > n 1 ,
Applying the Cauchy-Schwarz and triangle inequalities and substituting (46) in (43), we arrive at a bound for (ii),
Putting (42) and (48) together, we have thus proved that for all n > max {n 0 , n 1 }, γ − γ n < 2
i.e., the output ofH(S n ) converges to the output of TH.
Theorem 3 broadens the scope of Corollary 1, extending the filter response convergence result to sequences of graph signals converging to any finite energy graphon signal, which is not necessarily bandlimited. This is warranted by the Lipschitz condition on the filter h, which bounds the variability of the filter response for signal components associated with eigenvalues smaller than some c ∈ [0, 1], which can be arbitrarily small [cf. Figure 5 ]. Theorem 3 can be made more general to include any graphon as opposed to only non-derogatory ones. The main difference in the case of derogatory graphons is that the WFT cannot be defined, which means that Theorem 1 cannot be used in the proof of Theorem 4. However, this is extenuated by Proposition 2. As long as eigengaps between adjacent eigenspaces can be defined, this proposition ensures convergence not only of the eigenvectors of a graph sequence, but also of the finite-dimensional eigenspaces associated with the repeated eigenvalues of an arbitrary graphon.
Proposition 2 (Graphon subspace convergence). Consider a sequence of graphs {G n } with normalized eigenvalues µ n i = λ i (S n )/n, and let this sequence converge to the graphon W with eigenvalues λ i . If λ i has multiplicity m i and {µ n i k } mi k=1 are the eigenvalues of G n converging to λ i , then
where W n is the graphon induced by G n and E T ({λ}) denotes the spectral projection onto the subspace associated with the eigenvalues {λ}.
We conclude by presenting our most general result: filter response convergence for Lipschitz continuous graph filters and arbitrary graphons. This result is stated in Theorem 4, whose proof we defer to the appendices.
Theorem 4 (Convergence of filter response for Lipschitz continuous graph filters). Let {(G n , y n )} be the sequence of graph signals obtained by applying filters H n (S n ) = V n h(Λ n (S n )/n)V H n to the sequence {(G n , x n )}, and let (W, γ) be the graphon signal obtained by applying the graphon filter Proof. Refer to the appendices. Theorems 2 through 4 constitute a powerful set of tools for signal analysis and filter design on graphs pertaining to some common class described by a graphon (e.g. W-random graphs). The main takeaway from these theorems is that if the limit graphon is known, we can trade the design of multiple filters in different graphs by the centralized design of a single graphon filter from which graph filters can be sampled. This is especially useful when graphs are inherently large or grow in size, in which case repeated eigenvalue computations can come out costly. Even if the graphon is unknown, simply identifying that two graphs belong to the same class (i.e., have the same generating graphon) allows replicating a filter designed for one of these graphs in the other to obtain the desired behavior. This important property, usually referred to as transferability [30] , [33] , will be illustrated in the numerical experiments of Section V.
V. NUMERICAL EXPERIMENTS
In this section, we present numerical experiments that illustrate the results of Theorems 1 through 4. In the first experiment, we compare the WFT of pollutant dispersion signals drawn from the same model on two geometric graphs of equal size, which are used to emulate pollution sensor networks in different locations. In the second, we sample graph signals from a Gaussian Markov Random Field (GMRF) on ER, SBM and random geometric graphs of growing size and compare the outcomes of the graph diffusion of these signals as the number of sensors increases. The third and final experiment consists on optimizing a linear graph filter's coefficients for movie recommendation on a user similarity network, and then testing the same filter on a user network of larger size.
A. Spectral analysis of graph pollution dispersion on sensor networks
The objective of this experiment is to compare the spectral representations of air pollution signals collected at the nodes of two distinct sensor networks of same size to illustrate GFT convergence (Theorem 1). This problem can be interpreted as comparing the spectra of graph pollution data in two cities, for instance, New York and Philadelphia. The air pollution sensor networks are modeled as soft random geometric graphs [34] where, given nodes i and j and their coordinates (x i , y i ) and (x j , y j ), the probability of connecting i and j is
(51)
Fixing the x coordinate at x i = x j = x and normalizing y as u = y/y max , we can rewrite p(i, j) to fit the expression of the graphon W(u i , u j ) = exp(−β (u i − u j ) 2 ).
In the cross-wind direction and at fixed altitude, the simplest model for air pollution dispersion is a Gaussian on the distance, in the cross-wind direction, between a point of interest and the source of pollution. Having fixed x, we assume the cross-wind direction to be y. The air pollution dispersion model is then
where s(y) is the concentration of pollutants at the coordinate y and the variance σ 2 represents the cross-wind mixing [35] . If we assume y source = 0 and once again normalize y as u = y/y max , this dispersion model can be interpreted as a signal φ(u) ∝ exp(−u 2 /2σ 2 ) on the graphon associated with the soft random geometric graph model of the sensor networks.
For multiple values of n and using coordinates {u (1) i } n i=1 and {u (2) i } n i=1 sampled uniformly at random from the unit line, we sample two distinct n-node graphs G 1 and G 2 from (51). In each of these graphs, the graph signals are the pollutant concentrations [s 1 ] i = s(u (1) i ) and [s 2 ] i = s(u (2) i ). We then compute the GFTŝ s 1 andŝ 2 , and sort them to find the minimum norm difference min ŝ 1 −ŝ 2 over different permutations of the labels of these graphs. After repeating the experiment 50 times for each n in n = 5, 10, 20, 50, 100, 200, 500, 1000, we graph the 68%, 95% and 99.7% quantile curves of the GFT norm difference (normalized by ŝ 1 ) in Figure 6 . All confidence intervals shrink consistently around the mean as n increases, indicating that the GFTs of the air pollution signals in G 1 and G 2 indeed converge as expected from Theorem 1.
B. GMRF diffusion
In this experiment, we simulate a GMRF measured and diffused on different sensor networks to analyze convergence of the filter H(S) = S in networks of growing size. A graph signal (G, x) is a GMRF on G if x ∼ N (µ x , Σ x ) and Σ x is given by [36] 
where the covariance matrix is calculated after sampling G from a random graph model for the sensor network, from which we obtain S. Three random graph models, or graphons, are considered. They are an Erdös-Rényi (ER) [cf. Figure 1a] , a stochastic block model (SBM) [cf. Figure 2a] , and a soft random geometric graph [cf. Figure 6 . Quantiles (68%, 95%, 99.7%) of the minimum normalized difference between GFTs of air pollution signals on graphs drawn from the same geometric model (G1 and G2) for n = 5, 10, 20, 50, 100, 200, 500, 1000, over 50 iterations for each n.
Table I: Expression of W(u i , u j ) for the different graphon models in subsection V-B. Figure 2c ]. Their mathematical expressions are presented in Table  I .
To compare the diffusion outcomes of graph and graphon signals, we first need to define a graphon signal equivalent of the GMRF. We work with its approximation, which is obtained by approximating the graphons as matrices S W . These matrices are calculated by evaluating W(u i , u j ) on 10 4 × 10 4 regularly spaced points of the unit square. Then, the graphon GMRF is obtained by sampling x W ∈ R 10 4 from the zero-mean multivariate Gaussian with covariance matrix given by (53) for S = S W .
In order to observe convergence, we compare the outcome of the diffusion of the graphon GMRF with the outcome of the diffusion of a n-node graph signal sampled from it for increasing n. This is done by uniformly sampling points {u i } n i=1 from the unit line and generating graphs G n where the edges (i, j) are Bernoulli random variables with success probability W(u i , u j ), i.e, [S n ] ij = [S n ] ji ∼ Bernoulli(W(u i , u j )). The graph signals x n are obtained by interpolating x W at each u i .
We calculate the diffused graph signals y n = S n x n and interpolate the approximation of the diffused graphon signal y W = S W x W at {u i } n i=1 , then compare them by computing their norm difference for increasing values of n. The average normalized norm difference is shown in Figure 7 for 100 realizations of the graphon GMRF x W . We observe that, for all graphon models, the norm differences decrease with n. This indicates that the vertex response of H(S) = S converges as the graphs G n grow, as expected from Theorem 3.
C. Movie rating prediction via user-based graph filtering
Given U users and M movies, movie rating prediction consists of completing a U ×M incomplete rating matrix by predicting the ratings users would give to movies that they have not yet rated. We interpret this problem as a GSP problem by considering movie ratings (i.e., the columns of the rating matrix) to be graph signals on a network connecting similar users. A number of graph-based Figure 7 . Norm difference between GMRF graphon signals diffused on ER, SBM and geometric graphons and the corresponding graph signals diffused on sample graphs of increasing size. The diffusion outputs have been normalized by n. models for movie rating prediction have been proposed in the literature [14] , [37] , [38] . For this experiment, we will consider one of the methods in [37] , which completes the rating matrix by first solving an optimization problem to obtain the optimal coefficients of a linear graph filter, and then applying it to the graph signals corresponding to each movie's rating vector on the user network. Our objective is to calculate this graph filter in subnetworks corresponding to small cohorts of users, and observe how well it generalizes when applied to the full user network.
The dataset we use is the MovieLens 100k dataset [39] , which contains 100,000 ratings by U = 943 to M = 1582 movies. The user similarity network is built from the data by computing pairwise correlations from ratings given by each pair of users to movies that they both have rated and, then, keeping only the top-40 nearest neighbors to each user. Although these are networks built from real data, i.e, to which we cannot attribute a common generative model or graphon, the goal of this section is to illustrate how our results can be implicitly observed even in graphs that are not related by a common probability model, but that are "similar" in some other empirical or statistical sense. This is illustrated in Figure 8 , where user networks with 100 and 400 users are depicted. Even if the user network on the right has 4 times more users than the one on the left, we can see that the large-scale structure of these networks is similar.
The filter coefficients of filters with K = 1, 2 and 3 filter taps are optimized on networks of size 50, 100, 200, 400, 600, 800 and 943 nodes. We then compare the root mean square error obtained by predicting ratings using the filters calculated on the smaller networks and the filters calculated on the full user network. The relative RMSE differences and the base RMSE (obtained from the filter calculated on the full user network) are shown in Table II . For a network with n users, the reported RMSE difference corresponds to that of the average among filters trained on 943/n different networks, where users were picked at random. We observe that, for all filter orders, the RMSE difference gets steadily smaller as the network size increases. In particular, for K = 1 and K = 3 the relative RMSE difference is less than 1% for filters obtained on networks with under half the number of total users in the dataset.
VI. CONCLUSIONS
In this paper, we have introduced a simple and efficient framework for analyzing signals and designing filters on very large and dynamic networks. At the center of this framework are graphons, which are both limit objects of convergent graph sequences and Figure 8 . User networks built from the ratings of 100 (left) ad 400 (right) users in the MovieLens 100k dataset. The signals on these graphs correspond to the ratings given to the movie "Toy Story". The darker the node, the higher the rating, and the darker the edge, the higher the rating difference between the endnodes. random models from which stochastic graph realizations can be drawn. We have defined graphon signals to which convergent sequences of graph signals converge, the graphon Fourier transform and LSI graphon filters. Using the properties of convergent graph sequences, we have additionally shown that graphon filters and the WFT are the limit objects of graph filters and of the GFT. These are important contributions in the context of problems involving very large or dynamic networks-in transferring the signal analysis and system design efforts to the graphon, the computational cost associated with these tasks can be largely reduced. GFT and graph filter convergence were demonstrated in two experiments involving graphs drawn from the same graphon, and, in a third experiment, we illustrate how graph filter behavior can be transferred even in situations where graphs are built from model-free data and can only empirically or statistically be said to belong to the same "class".
APPENDIX A PROOF OF LEMMA 1
The proof follows by direct computation. For j ∈ L,
If j / ∈ L, then ϕ j , ϕ k = 0 for all k ∈ L. In this case, we can trivially write T W G (ϕ j )(u) = 0 = λ j (T W G )ϕ j (u). Note that since the v k are orthonormal, so are the {ϕ k (T W G )} and therefore a basis completion {ϕ j } can always be obtained. To conclude, compute for j ∈ L
If j / ∈ L, recall that since the {v j } form a basis of R n , we can write x = k∈L c k v k . Hence,
APPENDIX B PROOF OF LEMMA 2
To prove Lemma 2, we will need Lemma 3, whose statement we repeat below.
Lemma 3 (Eigenvalue convergence). Let {G n } be a sequence of graphs with eigenvalues {λ j (S n )} j∈Z\{0} , and W a graphon with eigenvalues {λ j (T W )} j∈Z\{0} . Assume that, in both cases, the eigenvalues are ordered by decreasing order of absolute value and indexed according to their sign. If {G n } converges to W, then, for all j
Proof. The proof is essentially the one for [40, Theorem 6.7], but we reproduce it here using our notation.
Recall that since the sequence {G n } converges to W, the density of homomorphisms for any finite graph also converges. The result then follows by choosing a homomorphism connected to the eigenvalues of their induced operators, namely the k-cycle C k . Indeed, notice that for any graphon W and k ≥ 2, we have, by definition, that t(C k , W ) = i∈Z\{0} λ i (T W ) k . Hence, we obtain that lim n→∞ i∈Z\{0}
It now suffices to show that (55) implies λ i (T Wn ) → λ i (T W ). We start by bounding the eigenvalues of any graphon W in terms of its density of homomorphisms. In particular, for k = 4 we obtain that
Since t(C 4 , W n ) is a convergent sequence, it has a bound B [40] , which implies that
Then, observe that for k ≥ 5, we can take the limit in (55) term-byterm since |λ i (T Wn ) k | ≤ (B/|i|) k/4 and the series i (B/|i|) k/4 is convergent for k > 4. We therefore obtain from (55) that lim n→∞ i∈Z\{0}
for k ≥ 5, where ζ k i = lim n→∞ λ i (T Wn ) k . To conclude, we proceed by induction over an ordering of the sequence of eigenvalues λ i (T W ), namely over i , = 1, 2, . . . , such that |λ i1 (T W )| ≥ |λ i2 (T W )| ≥ · · · ≥ |λ i (T W )|. Suppose that ζ i = λ i (T W ) for < * and let λ i * (T W ) be of multiplicity a and appear b times in the sequence {ζ i } and −λ i * (T W ) be of multiplicity a and appear b times in {ζ i }. The identity in (57) then reduces to
where we divided both sides by λ i * (T W ) k . Due to the ordering of the λ i , for k → ∞ through the even numbers we get b+b = a+a and through the odd numbers we get b − b = a − a . Immediately, we have that a = a and b = b , so that ζ i * = λ i * . Although this argument assumes ζ i < λ i * for all > * , applying the same procedure to an ordering of the sequence {ζ i } yields the same conclusion.
We will also require the following well known result about the perturbation of self-adjoint operators. For σ a subset of the eigenvalues of a self-adjoint operator T , define the spectral projection E T (σ) as the projection onto the subspace spanned by the eigenfunctions relative to those eigenvalues in σ. Then, Proposition 3. Let T and T be two self-adjoint operators on a separable Hilbert space H whose spectra are partitioned as σ ∪ Σ and ω ∪ Ω respectively, with σ ∩ Σ = ∅ and ω ∩ Ω = ∅. If there exists d > 0 such that min x∈σ, y∈Ω |x − y| ≥ d and min x∈ω, y∈Σ |x − y| ≥ d, then
Proof. See [41] .
Lastly, we also need two final results related to the graphon norm. The first, presented in Lemma 4, states that if a sequence of graphs converges to a graphon in the homomorphism density sense, it also converges in cut norm, where the cut norm of a graphon W : [0, 1] 2 → [0, 1] is defined as [16] 
The second, here presented as Proposition 4, is due to [16] and bounds the L 2 norm of the graphon operator by is cut norm.
Lemma 4 (Cut norm convergence [16] ). If {G n } is a sequence of graphs converging to the graphon W in the homomorphism density sense, then the there exists a sequence of permutations {π n } such that
where W Gn is the graphon induced by the graph G n . This is a direct consequence of [42, Theorem 3.7(a)] and of the fact that t(C 2 , W) is the Hilbert-Schmidt norm of T W , which dominates the L 2 -induced operator norm.
We can now proceed with the proof of our lemma:
where E j and E jn are the spectral projections of T W and T Wn with respect to their j-th eigenvalue and
where we omitted the dependence on W by writing λ j = λ j (T W ). Fix > 0. From Lemma 3, we know we can find n 1 such that |d jn − δ j | ≤ δ j /2 for all n > n 1 , where
Since W is non-derogatory, δ j > 0. Additionally, the cut norm convergence of graphon sequences (Lemma 4) together with Proposition 4 implies there exists n 2 such that T Wn − T W ≤ δ j /π. Hence, for all n > max(n 1 , n 2 ) it holds from (63) that
Since is arbitrary, (64) proves that the projections onto the eigenfunctions of the same eigenvalue converge. In other words, the eigenfunction sequence ϕ j (T Wn ) itself converges weakly. To proceed, let us apply Proposition 3 to the subspace spanned by the remaining eigenfunctions with indices not in C. Explicitly,
where E and E n are the projections onto the subspaces given by S = span ({ϕ i (T W )} i / ∈C ) and S n = span ({ϕ i (T Wn )} i / ∈C ) respectively and d n = inf i / ∈C (|c − λ i (T Wn )|). Since the graphon W is non-derogatory, there exists an n 0 such that d n > 0 for all n > n 0 and we can use the same argument as above to obtain that E n → E in operator norm.
To see how this implies that ϕ i (T Wn ) → Ψ ∈ S for all i / ∈ C, suppose this is not the case. Then, Ψ − E (Ψ) ≥ > 0 since Ψ / ∈ S. Without loss of generality, we assume that Ψ = 1 (if not, simply normalize Ψ: since S is a subspace Ψ / ∈ S ⇔ KΨ / ∈ S for any K > 0). Notice, however, that there exists n such that ϕ i (T Wn ) − Ψ ≤ /8 and E (Ψ) − E n (Ψ) ≤ /4 for all n > n , which implies that Ψ − E (Ψ) ≤ /2, contradicting the hypothesis. Indeed,
Then, using Cauchy-Schwarz and the fact that E n is an orthogonal projection, i.e., E n = 1, yields
which for all n > n reduces to
contradicting the fact that Ψ / ∈ S and concluding the proof.
APPENDIX C THE SPACE OF NON-DEROGATORY GRAPHONS IS DENSE Proposition 5. Non-derogatory graphons are dense in the space of graphons with respect to the cut norm.
Proof. This is due to the fact that the operators induced by nonderogatory graphons are dense in the topology induced by the L 2 operator norm on the space of compact, self-adjoint operators, cf. Proposition 6 below. Since this topology is equivalent to the one induced by the cut norm, this implies that non-derogatory graphons are also dense in the space of graphons with respect to the cut norm. Proposition 6. The set of operators induced by non-derogatory graphons is dense in the space of linear, compact, self-adjoint operators with respect to the L 2 -induced norm.
Proof. This is a direct consequence of the fact that every compact, self-adjoint operator is the limit of a sequence of finite rank operators. To see why this is the case, recall that the eigenfunctions {ϕ i } form an orthonormal basis of L 2 [0, 1] [31, Chapter 28, Theorem 3]. Hence, since W ∈ L 2 [0, 1] 2 , the induced T W has finite L 2 -norm and the sequence i∈Z\{0} | T W (φ), ϕ i | 2 is convergent and can be arranged so that for every > 0, there exists n 0 such that
, for all n > n 0 .
Fix a graphon W. We now show that for any > 0, there exists a non-derogatory graphon W such that T W − T W ≤ . To do so, define the graphon W n through its operator as in
where the δ i are chosen so that λ i +δ i = λ j +δ j for all |i|, |j| ≤ n and |δ i | ≤ /(2 √ n). In other words, the δ i are small perturbations chosen to guarantee that T Wn is non-derogatory. Since the {ϕ i } form an orthonormal basis, we obtain that
Using (66) and taking W = W n0 , we conclude that T W − T W ≤ .
APPENDIX D PROOF OF PROPOSITION 2
Let µ n i = λ i (S n )/n denote the normalized eigenvalues of the graphs G n (and thus the eigenvalues of W n ), and λ i the eigenvalues of W. Now suppose that λ i and λ j , λ i > λ j , are any two different eigenvalues of W with multiplicities m i and m j ; and that {µ n i k } mi k=1 and {µ n j l } mj l=1 are the eigenvalues of W n converging to λ i and λ j . Replacing σ by λ i and ω by {µ n i k } in Lemma 3, we get
where δ i,j = min (i,l),(j,k) {|λ i − µ n j l |, |λ j − µ n i k |}. The denominator δ i,j has limit lim n→∞ δ i,j = λ i − λ j > 0, so E T W (λ i ) → E T Wn ({µ n i k }) follows from convergence of {G n } to W and Lemma 4 together with Proposition 4.
APPENDIX E PROOF OF THEOREM 4
Proof of Theorem 4. In the following, we consider the normalized filter functionh(λ) = h(λ)/ max λ∈[0,1] h(λ) to simplify our derivations. We also consider the graphon signals (W n , φ n ) induced by the graph signals (G n , x n ) interchangeably, recalling that their spectral properties are preserved per Lemma 1. The L 2 norm is written as · L2 ≡ · to make notation less cumbersome.
In order to prove filter output convergence for sequences of graphs converging to arbitrary (possibly derogatory) graphons, we must separate the convergence analysis between spectral components associated with eigenvalues with multiplicity m i = 1 and eigenvalues with multiplicity m i > 1. We thus write the output graphon signal (W, γ) as γ = γ (1) + γ (2) , with γ (1) = i∈M=1h (λ i )φ(λ i )ϕ i and (69)
and where M =1 = {i | m i = 1} and Π(φ, λ i ) denotes the projection of (W, φ) onto the eigenspace associated with λ i . As for the graphon signals (W n , γ n ), their spectral decomposition is split between eigenvalues converging individually to different eigenvalues of W, and eigenvalues that are part of a set converging to a common eigenvalue of W, i.e., γ n = γ 
and where M =1 = {i | µ n i → λ j , m j = 1} and µ n i = λ i (T Wn ). From Theorem 3, we conclude that γ (1) n → γ (1) as n → ∞. It remains to show that γ (2) n → γ (2) . Using (69) 
From Proposition 2 and Theorem 2, there exists n 0 such that
