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INTRODUCTION 
As defense budgets are reduced, military aircraft are being flown well beyond their 
expected lifetimes. An example ofthis is the Boeing B-52 bomber. Introduced in 1954, 
the B-52 is still one ofthe Air Force's primary borober aircraft, as evidenced in Desert 
Storm. Currently, it is expected to fly until the year 2024, well pastisoriginal design goal. 
Because ofthis extended duty, fatigue crack growth in the airframe has become a concem, 
and methods to detect these defects are being implemented. 
Inspection techniques such as uhrasonies (UT) and eddy current have been used for 
some time for detection of crack growth, but require scanning of the part and can miss 
flaws ifthe orientation ofthe flaw does not interact with the UT beam or the eddy current 
field. Also, many cracks begin in areas that are inaccessible to these techniques without 
disassembly of the aircraft, an expensive proposition, especially if no defects are found. 
A technique that requires no scanning and uses the energy produced by the growing 
crack for detection is modal acoustic emission (MAE). Prior work [1-3], has shown that 
this method can positively identify crack growth signals in plates, based on the theoretical 
wave propagation for this media. This method has been extended to crack detection in lap 
joints by the authors [4]. While this work illustrated several advantages ofthe technique, 
such as noise discrimination, it also revealed shortcomings of the technique when applied 
to more realistic structures. The most glaring of these is analysis of the data. MAE can 
result in the capture of thousands of waveforms during a test, of which only a few will be 
signals from crack growth. This results in data throughput, storage and analysis problems 
that could be avoided if signal processing routines were implemented to reject signals that 
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are due to noise sources, such as rnechanical fretting of joints, and spurious signals, such as 
electrornagnetic interference (EMI). 
This paper discusses several digital signal processing approaches for these signals, and 
shows the results of the application of these routines. 
MAE SIGNAL ANALYSIS REQUIREMENTS 
MAE signals are the digitized representations of surface displacernents of propagating 
disturbances due to transient forces acting on the structure. Typical signals contain 
frequencies frorn 20 kHz to 3 Mhz, with arnplitudes ranging over 60 dB. The nurnber of 
sarnples per waveform can vary anywhere frorn 256 to 4096. To accurately locate events, 
the nurnber of channels of acquisition rnay range frorn two to eight. Event rates can be 
anywhere frorn hundreds of events per second to only several events per hour. With these 
wide variations, MAE signals represent sorne of the rnost difficult to analyze. They are 
randorn and non-stationary, but at least can be considered causal. 
Current analysis rnethods require the user to have an understanding of the effect between 
the source and the resulting waveform characteristics, and then analyze the signals by hand 
to sort the data. While this approach is viable for srnall test specirnens since the nurnber of 
signals is usually srnall, when the technique is applied to larger structures with rnore 
cornplex geornetries, the arnount of can data increase drarnatically. Thus, rnethods that can 
autornatically analyze the data and extract information about the source, e.g., crack or 
noise, source location, source orientation, defect size, etc., need to be irnplernented. 
The basic approach to signal analysis for MAE is to l) reject obvious noise signals due 
to rnechanical sources and EMI, thus reducing the arnount of data and subsequent analysis 
time, 2) determine, based on frequency content, if any of the rernaining signals could have 
been produced by the source of interest, since the source controls the frequency content of 
the signal, 3) determine the wave propagation characteristics, once again these are 
controlled by the source, and last but not least, 4) locate the source. The source location 
gives the final piece of information to the user if the signal is originating frorn a possible 
darnage site. 
DSP TECHNIQUES 
Noise Rejection - Most defect growth occurs at fasteners, due to the stress 
concentrations created by these devices. While this narrows the area of interest, the 
rnechanical fasteners can also create acoustic sources due to ruhhing and fretting. Thus, 
rnany of the signals acquired are due to noise events. These signals tend to be of rnuch 
larger arnplitude and lower frequency than defect growth signals, and normally will saturate 
the analog to digital (A/D) electronics. Figure 1 shows a typical noise signal, 1(a), and a 
signal caused hy a growing crack, 1 (h ). 
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Figure 1. Figure l(a), typical noise signal, l(b), typical crack signal. 
Because of the saturation, the frequency content and wave shape information in the 
signal in l(a) have been altered, so these types ofwaveforms should be excluded from 
further analysis, and not stored. Routines have been written that determine the number of 
saturated points, and if the percentage of saturated points is too high, the waveform is 
rejected. The routine is very fast, and based on testing in aircraft structures, reduces the 
amount of captured data by 50-90%. Other routines have been developed (see reference 
[4]) that sort noise signals based on amplitude and signal duration. 
Frequency Analysis - The frequency content of captured signals is dependent on the 
force-time function of the source. Thus, simple analysis techniques such as Discrete 
Fourier Transforms (DFT) or Power Spectral Densities (PSD) can provide additional 
information about the source. Figure 2 shows the frequency response ofthe signals in 
Figure 1. Because ofthe much shorter time response ofthe crack source, it contains much 
higher frequency content than the noise signal. By analyzing the energy content in specific 
frequency bands, it is possible to further sort the captured signals. 
3-D Analysis Techniques- Plate modes exhibit predictable time-amplitude-frequency 
characteristics [l]. While the DFT can show what frequencies are contained in the signal, it 
does not show how these frequencies are varying as a function of time. The ability to 
detect these characteristics is important, since the different modes provide information 
about source orientation [2]. Also, the modes propagate with different velocities, thus it is 
important to identify the mode if accurate source location is to be performed. The 
transform to be used must be fast yet provide high enough resolution to differentiate 
between the wave modes. Several transforms were tested on MAE signals from defect 
growth, with varying degrees of success. The short time Fourier transform (STFT) [5], was 
computationally fast, but lacked the frequency resolution required for the analysis. 
Wavelet [6] and Wigner-Ville [7] transforms provided better frequency resolution, but 
required large amounts of time to perform the computations. 
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Figure 2. Frequency spectrum of noise and crack signals. 
Toshorten computation times, Gaussian cosine signals ofvarious frequencies were 
cross correlated with the signal, and the envelopes of the resulting cross-correlations plotted 
as a function offrequency. While this method is not mathematically rigorous, it does 
provide the necessary frequency resolution, while still being computationally fast. To show 
the comparison ofthe cross-correlation method with the STFT, an extensional modewas 
excited in an aluminum plate with a point source (0.3 mm Pentel 2H lead break), and is 
shown in Figure 3. Figure 4(a) shows a contour plot ofthe STFT, Figure 4(b) shows the 
cross-correlation output. 
The STFT was performed by dividing the signal into 16 sections (64 samples/section), 
with each additional section overlapping the prior by 3/4 ofthe 64 samples. The 64 
samples were then zero padded to 512 samples to increase the frequency resolution. The 
Gaussian cross-correlation technique zero padded the signal from 1 024 samples to 2048 
samples, then performed 256 cross-correlations in frequency steps of 2700 kHz, from 100 
kHz to 800kHz. While both techniques were able to display the time-amplitude-frequency 
characteristics ofthe extensional mode (frequency increasing as time increases), the 
resolution ofthe STFT is notashigh as the cross-correlation technique. Similar results as 
the cross-correlation output were obtained with the wavelet and Wigner-Ville transform 
outputs. 
If an actual crack growth signal is used in the analysis, the results are as shown in Figure 
5. The inherent Iimitation in frequency resolution ofthe STFT begins to become more 
apparent, Figure 5(a), as the contour degenerates and no conclusion as to the time-
frequency relationship can be made. However, the cross-correlation plot shows the 
frequency characteristics ofthe extensional mode in the waveform very clearly, Figure 
5(b }, providing the information required to determine the wave mode that has been 
captured. 
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Figure 3. Extensionalmode in 0.125" thick aluminum plate. 
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Figure 5. Comparison of STFT, (a) and cross-correlation (b). From the crack growth 
signal, Figure 1 (b ). 
Another method of determining the wave propagation mode is to compute the 
waveform's instantaneous frequency in the time domain. This computation is described in 
Reference [11]. The computation involves formation ofthe analytic signal from the original 
waveform. The instantaneous frequency is then computed by taking the time-derivative of 
the phase of the analytic signal. The entire procedure is significantly faster than three-
dimensional transforms and produces information of equal value. Figures 6 and 7 show 
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waveforms, and their instantaneous frequency for two lead breaks on a thin plate. Figure 6 
is the result ofbreaking the lead on the plate's edge, thus generating a waveform that is 
predominantly extensional. Figure 7 is the result ofbreaking the Iead on the plate's surface, 
generating a waveform that is predominantly flexural. It is interesting to note that a very 
small extensional wave precedes the flexural wave in Figure 7. This feature shows up 
nicely in the instantaneous frequency result. 
The final step of source location will not be discussed in this paper, since the methods 
and algorithms are discussed in detail in other sources [8-10]. However, after the mode 
identification step has been performed using the 3-D transforms, the time information in 
these plots can then be used for the arrival times needed for source location. 
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Figure 6. Instantaneous frequency of extensional mode waveform 
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CONCLUSIONS 
Modal acoustic emission shows promise as a method for the detection of growing cracks 
in plate-like structures. Because the method is based on the wave propagation in the media 
being tested, analysis routines can be developed with the physics in mind. Several digital 
signal processing routines have been developed for the MAE waveforms, and application of 
the routines to fatigue test data have resulted in significant reductions in the data, while still 
providing information about the defect growth. 
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