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BOUNDARY VALUE PROBLEMS OF ELLIPTIC AND PARABOLIC TYPE
WITH BOUNDARY DATA OF NEGATIVE REGULARITY
FELIX HUMMEL
Abstract. We study elliptic and parabolic boundary value problems in spaces of mixed
scales with mixed smoothness on the half space. The aim is to solve boundary value prob-
lems with boundary data of negative regularity and to describe the singularities of solutions
at the boundary. To this end, we derive mapping properties of Poisson operators in mixed
scales with mixed smoothness. We also derive R-sectoriality results for homogeneous
boundary data in the case that the smoothness in normal direction is not too large.
1. Introduction
In recent years, there were some efforts to generalize classical results on the bounded
H∞-calculus ([5, 6, 11, 12]) and maximal regularity ([6, 7, 9, 10, 18]) of elliptic and
parabolic equations to cases in which rougher boundary data can be considered. The main
tool in order to derive these generalizations are spatial weights, especially power weights
of the form
w∂Or (x) := dist(x, ∂O)r (x ∈ O),
which measure the distance to the boundary of the domain O ⊂ Rn. Including weights
which fall outside the Ap-range, i.e. weights with r < (−1, p − 1), provides a huge flexi-
bility concerning the smoothness of the boundary data which can be considered. We refer
the reader to [29] in which the bounded H∞-calculus for the shifted Dirichlet Laplacian
in Lp(O,w∂Or ) with r ∈ (−1, 2p − 1) \ {p − 1} has been obtained and applications to equa-
tions with rough boundary data are given. One even obtains more flexibility if one studies
boundary value problems in weighed Besov and Triebel-Lizorkin spaces. Maximal regu-
larity results for the heat equation with inhomogeneous boundary data have been obtained
in [27]. In [19] similar results were shown for general elliptic and parabolic boundary
value problems.
The elliptic and parabolic equations we are interested in are of the form
λu − A(D)u = f in Rn
+
,
B j(D)u = g j on R
n−1 ( j = 1, . . . ,m),
(1-1)
and
∂tu − A(D)u = f in R × Rn+,
B j(D)u = g j on R × Rn−1 ( j = 1, . . . ,m),
(1-2)
where A, B1, . . . , Bm is a homogeneous constant-coefficient parameter-elliptic boundary
system, f is a given inhomogeneity and the g j ( j = 1, . . . ,m) are given boundary data.
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Of course, f and the g j in (1-2) may depend on time. We will also study the case in which
(1-2) is supplemented by initial conditions, i.e.
∂tu − A(D)u = f in [0, T ] × Rn+,
B j(D)u = g j on [0, T ] × Rn−1 ( j = 1, . . . ,m),
u(0, · ) = u0
(1-3)
for some T ∈ R+. The focus will lie on the systematic treatment of boundary conditions g j
which are only assumed to be tempered distributions. In particular, boundary data of nega-
tive regularity will be included. However, we still have some restrictions on the smoothness
in time of the boundary data for (1-3).
One reason for the interest in the treatment of rougher boundary data is that they naturally
appear in problems with boundary noise. The fact that white noise terms have negative
pathwise regularity (see for example [2, 14, 39]) was one of the main motivations for this
work. It was already observed in [4] that even in one dimension solutions to equations with
Gaussian boundary noise only have negative regularity in an unweighted setting. By intro-
ducing weights, this issue was resolved for example in [1]. We also refer to [3] in which
the singularities at the boundary of solutions of Poisson and heat equation with different
kinds of noise are analyzed.
One drawback of the methods in [1, 3, 4] is that solutions are constructed in a space which
is too large for traces to exist, i.e. the operators
tr∂O B j(D) ( j = 1, . . . ,m)
are not well-defined as operators from the space in which the solution is constructed to the
space of boundary data. This problem is avoided by using a mild solution concept, which
is a valid approach in the classical setting and therefore, it seems reasonable to accept mild
solutions as good enough, even though tr∂O B j(D)u does not make sense on its own.
In this paper, we propose a point of view which helps us to give a meaning to tr∂O B j(D)u
in a classical sense. We will exploit that solutions to (1-1), (1-2) and (1-3) are very smooth
in normal directions so that taking traces will easily be possible, even if the boundary data
is just given by tempered distributions. This can be seen by studying these equations in
spaces of the form Bk(R+,A
s(Rn−1)), where A and B denote certain scales of function
spaces with smoothness parameters s and k, respectively. The parameter k corresponds
to the smoothness in normal direction and will be taken large enough so that we can take
traces and the parameter s corresponds to smoothness in tangential directions and will be
taken small enough so that A s contains the desired boundary data. This way, we will not
only be able to give a meaning to tr∂O B j(D)u, but we will also obtain tools which help us
to analyze the singularities of solutions at the boundary. This supplements the quantitative
analysis in [19, 27, 29].
The idea to use spaces with mixed smoothness is quite essential in this paper, even if one
refrains from using mixed scales. We refer to [34, Chapter 2] for an introduction to spaces
with dominating mixed smoothness. It seems like these spaces have not been used in the
theory of partial differential equations so far. Nonetheless, we should mention that they
are frequently studied in the theory of function spaces and have various applications. In
particular, they are a classical tool in approximation theory in a certain parameter range,
see for example [38, Chapter 11].
This paper is structured in the following way:
3• Section 2 briefly introduces the tools and concepts we use throughout the paper.
This includes some notions and results from the geometry of Banach spaces, R-
boundedness and weighted function spaces.
• In Section 3 we study pseudo-differential operators in mixed scales with mixed
smoothness. This will be important for the treatment of Poisson operators, as
we will view them as functions in normal direction with values in the space of
pseudo-differential operators of certain order in tangential directions.
• Section 4 is the central part of this paper and the basis for the results in the subse-
quent sections. Therein, we derive various mapping properties of Poisson opera-
tors with values in spaces of mixed scales and mixed smoothness.
• In Section 5 we study equation (1-1) in spaces of mixed scales and mixed smooth-
ness with homogeneous boundary data, i.e. with g j = 0. We derive R-sectoriality
of the corresponding operator under the assumption that the smoothness in normal
direction is not too high. As a consequence, we also obtain maximal regularity for
(1-3) with g j = 0.
• Finally, we apply our techniques to the equations (1-1), (1-2) and (1-3) in Section
6. We will be able to treat (1-1) and (1-2) for arbitrary regularity in space and
time. However, for the initial boundary value problem (1-3) we still have some
restrictions concerning the regularity in time of the boundary data.
We should emphasize that we do not address questions of localization or perturbation in
this work. Thus, we do not yet study what kind of variable coefficients or lower order
perturbations of the operators we can allow. We also do not yet study how our results can
be transferred to more general geometries than just the half space.
Notations and Assumptions. We write N = {1, 2, 3, . . .} for the natural numbers starting
from 1 andN0 = {0, 1, 2, . . .} for the natural numbers starting from 0. Throughout the paper
we take n ∈ N to be the space dimension and write
R
n
+
:= {x = (x1, . . . , xn) ∈ Rn : xn > 0}.
If n = 1 we also just write R+ := R
1
+
. Given a real number x ∈ R, we write
x+ := [x]+ := max{0, x}.
We will frequently use the notation with the brackets for sums or differences of real num-
bers. Oftentimes, we split x = (x′, xn) ∈ Rn−1×R or in the Fourier image ξ = (ξ′, ξn) where
x′, ξ′ ∈ Rn−1 refer to the directions tangential to the boundary Rn−1 = ∂Rn
+
and xn, ξn ∈ R
refer to the normal directions. Given x ∈ Rn or a multi-index α ∈ Nn
0
we write
|x| :=
( n∑
j=1
|x j|2
)1/2
or |α| =
n∑
j=1
|α j|
for the Euclidean length of x or the ℓ1-norm of the multi-indexα, respectively. Even though
this notation is ambiguous, it is convention in the literature and we therefore stick to it. We
write
xy := x · y :=
n∑
j=1
x jy j (x, y ∈ Cn)
for the usual scalar product. The Bessel potential will be denoted by
〈x〉 := (1 + |x|2)1/2 (x ∈ Rn).
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Given an angle φ ∈ (0, π] we write
Σφ := {z ∈ C : arg z < φ}.
Throughout the paper E will denote a complex Banach space on which we impose ad-
ditional conditions at certain places. The topological dual of a Banach space E0 will be
denoted by E′
0
. By S (Rn; E) and S ′(Rn; E) we denote the spaces of E-valued Schwartz
functions and E-valued tempered distributions, respectively. Given a domain O ⊂ Rn, we
write D(O; E) and D ′(O; E) for the spaces of E-valued test functions and E-valued distri-
butions, respectively. If E = C in some function space, then we will omit it in the notation.
On S (Rn; E) we define the Fourier transform
(F f )(ξ) :=
1
(2π)n/2
∫
Rn
eixξ f (x) dx ( f ∈ S (Rn; E)).
As usual, we extend it to S ′(Rn; E) by [Fu]( f ) := u(F f ) for u ∈ S ′(Rn; E) and f ∈
S (Rn).
By σ(T ) and ρ(T ) we denote the spectrum and the resolvent set, respectively, of a linear
operator T : E ⊃ D(T ) → E defined on the domain D(T ). We write B(E0, E1) for the set
of all bounded linear operators from the Banach space E0 to the Banach space E1 and we
set B(E) := B(E, E).
If f , g : M → R map some parameter set M to the reals, then we occasionally write f . g
if there is a constant C > 0 such that f (x) ≤ Cg(x) for all x ∈ M. If f . g and g . f , we
also write f h g. We mainly use this notation in longer computations.
Now we formulate our assumptions on the operators A(D), B1(D), . . . , Bm(D): Let
A(D) =
∑
|α|=2m
aαD
α, B j(D) =
∑
|β|=m j
b
j
β
Dβ ( j = 1, . . . ,m)
for some m,m1, . . . ,mm ∈ N with m j < 2m ( j = 1, . . . ,m) and aα, b jβ ∈ B(E).
Assumption 1.1 (Ellipticity and Lopatinskii-Shapiro condition). There is a φ′ ∈ (0, π]
such that
(a) ρ(A(ξ)) ⊂ Σφ′ for all ξ ∈ Rn \ {0}.
(b) The equation
λu(xn) − A(ξ′,Dn)u(xn) = 0 (xn > 0),
B j(ξ
′,Dn)u(0) = g j ( j = 1, . . . ,m)
has a unique continuous solution u with limx→∞ u(x) = 0 for all (λ, ξ′) ∈ Σφ′ × Rn−1
and all g = (g1, . . . , gm) ∈ Em.
We take φ ∈ (0, φ′). If time-dependent equations are considered, we assume that φ > π/2.
Assumption 1.1 will be a global assumption which we assume to hold true without
explicitly mentioning this every time. As we also consider mixed scales in this paper, there
will be a lot of different choices of the precise spaces. Moreover, for the Bessel potential
scale we will need different assumptions on the weights and the Banach space E than for
the Besov scale, Triebel-Lizorkin scale, or their dual scales. Thus, it will be convenient
to introduce a notation which covers all these different cases. Some of the notation and
notions in the following assumption will be introduced later in Section 2. For the moment,
we just mention that H denotes the Bessel potential scale, B the Besov scale, B its dual
scale, F the Triebel-Lizorkin scale and F its dual scale.
5Assumption 1.2. Let E be a Banach space, s0, s1, s2 ∈ R, p0, p1, p2 ∈ [1,∞) and q0, q1, q2 ∈
[1,∞]. Let further w0,w1,w2 be weights and Ixn , Jt ⊂ R intervals. In the following • is a
placeholder for any suitable choice of parameters. Moreover, by writing Jt, Ixn andR
n−1
x′ we
indicate with respect to which variable the spaces should be understood. Here, t denotes
the time, xn the normal direction and x
′ the tangential directions.
(a) We take
A
• ∈ {H•p0(Rn−1x′ ,w0; E), B•p0,q0(Rn−1x′ ,w0; E), F•p0,q0(Rn−1x′ ,w0; E),
B•p0,q0(Rn−1x′ ,w0; E),F •p0,q0(Rn−1x′ ,w0; E)}.
If A • belongs to the Bessel potential scale, we assume that p0 ∈ (1,∞), that E is a
UMD space and that w0 is an Ap(R
n−1) weight. If A • belongs to the Besov or Triebel-
Lizorkin scale, we assume that w0 is an A∞(Rn−1) weight. If A • belongs to the dual
scale of Besov or Triebel-Lizorkin scale, we assume that w0 is an [A∞(Rn−1)]′p weight,
p0, q0 ∈ (1,∞) and that E is a UMD space.
(b) We take
B
•(Ixn ;A
•) ∈ {H•p1 (Ixn ,w1;A •), B•p1,q1(Ixn ,w1;A •), F•p1,q1(Ixn ,w1;A •),
B•p1,q1(Ixn ,w1;A •),F •p1,q1(Ixn ,w1;A •)}.
We impose conditions onw1, p1, q1 and E which are analogous to the ones forw0, p0, q0
and E in part (a).
(c) We take
C
•(Jt;A •) ∈ {H•p2(Jt,w2;A •), B•p2,q2(Jt,w2;A •), F•p2,q2(Jt,w2;A •),
B•p2,q2(Jt,w2;A •),F •p2,q2(Jt,w2;A •)}.
We impose conditions onw2, p2, q2 and E which are analogous to the ones forw0, p0, q0
and E in part (a).
(d) We take
C
•(Jt;B•(Ixn ;A
•)) ∈ {H•p2(Jt,w2;B•(Ixn ;A •)), B•p2,q2(Jt,w2;B•(Ixn ;A •)),
F•p2 ,q2(Jt,w2;B
•(Ixn ;A
•)), }.
We impose conditions onw2, p2, q2 and E which are analogous to the ones forw0, p0, q0
and E in part (a).
Most of the time, we just writeA s,Bk(A s) andC l(Bk(A s)) instead ofA sp0,q0(R
n−1
x′ ,w0; E),
Bkp1,q1(Ixn ,w1;A
s(Rn−1
x′ ,w0; E)) andC
l
p2 ,q2
(Jt,w2;B
k
p1,q1
(Ixn ,w1;A
s(Rn−1
x′ ,w0; E)). Wemainly
do this in order to keep notations shorter. Moreover, most of the time we only work with
the smoothness parameter so that adding the other parameters to the notation would be
distracting. However, at some places we will still add some of the other parameters if more
clarity is needed.
Also Assumption 1.2 will be global and we use this notation throughout the paper.
Remark 1.3. (1) Assumption 1.2 is formulated in a way such that we can always
apply Mikhlin’s theorem, Theorem 2.15, and its iterated versions Proposition 3.7
and Proposition 3.8. If E has to satisfy Pisier’s property (α) for some results, we
will explicitly mention it.
(2) Note that every f ∈ S ′(Rn−1) is contained in one of the spaces A • with certain
parameters, see for example [23, Proposition 1].
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2. Preliminaries
2.1. Some Notions from the Geometry of Banach Spaces. We refer the reader to [20,
21] for an extensive treatment of the notions in this subsection.
2.1.1. UMD spaces. A Banach space E is called UMD space if for any probability space
(Ω,F , P) and any p ∈ (1,∞) martingale differences are unconditional in Lp(Ω; E). This is
equivalent to E being a Banach space of class HT , which is defined by the boundedness
of the Hilbert transform on Lp(R; E). UMD spaces are always reflexive. Some important
examples of UMD spaces are:
• Hilbert spaces, in particular the scalar fields R,C,
• the space Lp(S ; E) for p ∈ (1,∞), a σ-finite measure space (S ,A, µ) and a UMD
space E,
• the classical function spaces such as Bessel potential spaces H sp, Besov spaces Bsp,q
and Triebel-Lizorkin spaces F sp,q in the reflexive range as well as their E-valued
versions if E is a UMD space.
2.1.2. Cotype. Let (Ω,F , P) be a probability space. A sequence of random variables
(εk)k∈N is called Rademacher sequence if it is an i.i.d. sequence with P(εk = 1) = P(εk =
−1) = 1
2
for k ∈ N. A Banach space E is said to have cotype q ∈ [2,∞] if there is a constant
C > 0 such that for all choices of N ∈ N and x1, . . . , xN ∈ E the estimate( N∑
k=1
‖xk‖q
)1/q
≤ C
(
E
∥∥∥ N∑
k=1
εkxk
∥∥∥q)1/q
holds with the usual modification for q = ∞. We want to remark the following
• Every Banach space has cotype∞.
• If a Banach space has cotype q ∈ [2,∞), then it also has cotype q˜ ∈ [q,∞].
• No nontrivial Banach space can have cotype q ∈ [1, 2) since even the scalar fields
R and C do not satisfy this.
• If the Banach space E has cotype qE , then Lp(S ; E) has cotype max{p, qE} for
every measure space (S ,A, µ).
• If the Banach space E has cotype qE , then H sp(Rn; E) has cotype max{p, qE} and
Bsp,q(R
n; E) and F sp,q(R
n; E) have cotype max{p, q, qE}. The same also holds for
the weighted variants we introduce later.
2.1.3. Pisier’s property (α). Finally, we also need Pisier’s property (α) at some places
in this paper. A Banach space E has Pisier’s property (α) if Kahane’s contraction prin-
ciple also holds for double random sums, i.e. if for two Rademacher sequences (ε′
i
)i∈N,
(ε′′
j
) j∈N on the probability spaces (Ω′,F ′, P′) and (Ω′′,F ′′, P′′), respectively, there is a
constant C > 0 such that for all M,N ∈ N, all (ai j)1≤i≤M,1≤ j≤N ⊂ C with |ai j| ≤ 1 and all
(xi j)1≤i≤M,1≤ j≤N ⊂ E the estimate
EP′EP′′
∥∥∥∥∥
M∑
i=1
N∑
j=1
ai jεiε jxi j
∥∥∥∥∥2 ≤ C2EP′EP′′
∥∥∥∥∥
M∑
i=1
N∑
j=1
εiε jxi j
∥∥∥∥∥2
holds. This property is often used if one wants to derive R-boundedness of operators by
vector-valued versions of Mikhlin’s multiplier theorem. Even though Pisier’s property (α)
is independent of the UMD property, the examples of spaces with Pisier’s property (α) we
have in mind are similar:
• Hilbert spaces, in particular the scalar fields R,C,
7• the space Lp(S ; E) for p ∈ [1,∞), a measure space (S ,A, µ) and a Banach space
E with Pisier’s property (α),
• the classical function spaces such as Bessel potential spaces H sp, Besov spaces Bsp,q
and Triebel-Lizorkin spaces F sp,q in the reflexive range as well as their E-valued
versions if E has Pisier’s property (α).
2.2. R-bounded Operator Families. We refer the reader to [6, 21] for introductions to
R-bounded operator families.
Let E0, E1 be Banach spaces. A family of operators T ⊂ B(E0, E1) is called R-bounded
if there is a constant C > 0 and p ∈ [1,∞) such that for a Rademacher sequence (εk)k∈N
on a probability space (Ω,F , P) and all N ∈ N, x1, . . . , xN ∈ E0 and T1, . . . , TN ∈ T the
estimate ∥∥∥∥∥∥∥
N∑
k=1
εkTkxk
∥∥∥∥∥∥∥
Lp(Ω;E1 )
≤ C
∥∥∥∥∥∥∥
N∑
k=1
εkxk
∥∥∥∥∥∥∥
Lp(Ω;E0 )
holds. The least admissible constant such that this estimate holds will be denoted by R(T )
or, if we want to emphasize the dependence on the Banach spaces, by RB(E0 ,E1)(T ). By
the Kahane-Khintchine inequalities, the notion of R-boundedness does not depend on p.
R-boundedness trivially implies uniform boundedness, but the converse does not hold true
in general. For Hilbert spaces however, both notions coincide.
An equivalent characterization of R-boundedness can be given by using the Radp(E)-
spaces. They are defined as the space of all sequences (xk)k∈N ⊂ E such that ∑∞k=1 εkxk
converges in Lp(Ω; E). Radp(E)-spaces are endowed with the norm
‖(xk)k∈N‖Radp(E) = sup
N∈N
∥∥∥∥∥∥∥
N∑
k=1
εkxk
∥∥∥∥∥∥∥
Lp(Ω;E)
.
Given T1, . . . , TN ∈ B(E0, E1) we define
diag(T1, . . . , TN) : Radp(E0) → Radp(E1), (xk)k∈N → (Tkxk)k∈N
where Tk := 0 for k > N. Then, a family of operators T ⊂ B(E0, E1) is R-bounded if and
only if
{diag(T1, . . . , TN) : N ∈ N, T1, . . . , TN ∈ T } ⊂ B(Radp(E0),Radp(E1))
is uniformly bounded.
Proposition 2.1. Let E be a Banach space with cotype q ∈ [2,∞), (εk)k∈N a Rademacher
sequence on the probability space (Ω,F , P) and let (S ,A, µ) be a σ-finite measure space.
For all q˜ ∈ (q,∞] there exists a constant C > 0 such that for all N ∈ N, f1, . . . , fN ∈ Lq˜(S )
and x1, . . . , xN ∈ E it holds that∥∥∥∥∥∥∥
N∑
k=1
εk fkxk
∥∥∥∥∥∥∥
Lq˜(S ;L2 (Ω;E))
≤ C sup
1≤k≤N
‖ fk‖Lq˜(S )
∥∥∥∥∥∥∥
N∑
k=1
εkxk
∥∥∥∥∥∥∥
L2(Ω;E)
. (2-1)
If q ∈ {2,∞}, then we can also take q˜ = q.
Proof. This is one of the statements in [22, Lemma 3.1]. 
Remark 2.2. (a) It was already observed in [22, Remark 3.3] that if q˜ < ∞, then Propo-
sition 2.1 can also be formulated as follows: The image of the unit ball BLq˜(S )(0, 1) in
Lq˜(S ) under the embedding Lq˜(S ) →֒ B(E, Lq˜(S ; E)), f 7→ f ⊗ ( · ) is an R-bounded
subset of B(E, Lq˜(S ; E)).
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(b) If (S ,A, µ) is nonatomic and if (2-1) holds for all N ∈ N, f1, . . . , fN ∈ Lq˜(S ) and
x1, . . . , xN ∈ E, then E has cotype q˜. This is follows from the statements in [22,
Lemma 3.1].
(c) Let (A,Σ, ν) be a σ-finite measure space. Let further 2 ≤ q < q < ∞ and let E be a
Banach space with cotype q. If E = Lq(A; E), then (2-1) also holds with q˜ = q. This
was shown in [22, Remark 3.4].
Proposition 2.3. Let (E0, E1) and (F0, F1) be interpolation couples, Σ ⊂ C and f : Σ→ C.
Let further (T (λ))λ∈Σ ⊂ B(E0 + E1, F0 + F1) be a collection of operators such that
RB(E0 ,F0)({T (λ) : λ ∈ Σ}) < M0, RB(E1 ,F1)({ f (λ)T (λ) : λ ∈ Σ}) < M1
for some M0,M1 > 0. We write Eθ = [E0, E1]θ and Fθ = [F0, F1]θ with θ ∈ (0, 1) for the
complex interpolation spaces. Then we have that
RB(Eθ ,Fθ)({ f (λ)θT (λ) : λ ∈ Σ}) < M1−θ0 Mθ1.
Proof. It suffices to show that
{diag( f (λ1)θT (λ1), . . . , f (λN)θT (λN) : N ∈ N, λ1, . . . , λN ∈ Σ}
is a bounded family in B(Radp(Eθ),Radp(Fθ)). Let
S := {z ∈ C : 0 ≤ Re z ≤ 1}.
For fixed N ∈ N and λ1, . . . , λN ∈ Σ we define
Tλ1,...,λN : S → B(Radp(E0) ∩ Radp(E1),Radp(F0) + Radp(F1)),
z 7→ diag( f (λ1)zT (λ1), . . . , f (λN)zT (λN)).
For fixed (xk)k∈N ∈ Radp(E0) ∩ Radp(E1) the mapping
Tλ1,...,λN ( · )(xk)k∈N : S → Radp(F0) + Radp(F1), z 7→ ( f (λk)zT (λk)xk)k∈N.
is continuous, bounded and analytic in the interior of S . Again, we used the convention
T (λk) = 0 for k > N. Moreover, by assumption we have that
sup
t∈R
‖Tλ1,...,λN ( j + it)‖B(Radp(E j),Radp(F j )) < M j.
Thus, it follows from abstract Stein interpolation (see [40, Theorem 2.1]) that
‖Tλ1,...,λN (θ)‖B(Radθp(E0 ,E1),Radθp(F0 ,F1)) < M
1−θ
0 M
θ
1,
where we used the shorter notation Radθp(E0, E1) = [Radp(E0),Radp(E1)]θ in the subscript.
But it was shown in [24, Corollary 3.16] that
[Radp(E0),Radp(E1)]θ = Radp(Eθ)
so that
‖Tλ1,...,λN (θ)‖B(Radp(Eθ ),Radp(Fθ)) < M1−θ0 Mθ1.
Since N ∈ N and λ1, . . . , λN ∈ Σ were arbitrary, we obtain the assertion. 
Remark 2.4. The proof of Proposition 2.3 was inspired by the proof of [17, Lemma 6.9].
Note that [17, Example 6.13] shows that Proposition 2.3 does not hold true if the complex
interpolation functor is replaced by the real one.
9Lemma 2.5. Let ψ ∈ (0, π) and let E0, E1 be Banach spaces. Let further N : Σψ →
B(E0, E1) be holomorphic and bounded on Σψ and suppose that N|∂Σψ has R-bounded
range. Then the set
{λk d
dλ
N(λ) : λ ∈ Σψ′}
is R-bounded for all ψ′ < ψ and all k ∈ N0.
Proof. For k = 0 and k = 1 the proof is contained in [26, Example 2.16]. However, using
Cauchy’s formula for higher derivatives, the proof for k = 1 carries over to arbitrary k ∈ N.
Note that the boundedness of N is necessary since Poisson’s formula, which is used for
k = 0, only holds for bounded functions. 
Definition 2.6. Let (X, d) be a metric space and E0, E1 be Banach spaces. Let further
U ⊂ Rn be open and k ∈ N0.
(a) We say that a function f : X → B(E0, E1) is R-continuous, if for all x ∈ X and all ε > 0
there is a δ > 0 such that we have
RB(E0 ,E1)({ f (y) − f (x) : y ∈ B(x, δ)}) < ε.
WewriteCRB(X,B(E0, E1)) for the space of allR-continuous functions f : X → B(E0, E1)
with R-bounded range.
(b) We say that a function f : X → B(E0, E1) is uniformly R-continuous, if for all ε > 0
there is a δ > 0 such that for all x ∈ X we have
RB(E0 ,E1)({ f (y) − f (x) : y ∈ B(x, δ)}) < ε.
We write BUCR(X,B(E0, E1)) for the space of all uniformly R-continuous functions
f : X → B(E0, E1) with R-bounded range.
(c) We write CkRB(U,B(E0, E1)) for the space of all f ∈ Ck(U,B(E0, E1)) such that ∂α f ∈
CRB(U,B(E0, E1)) for all α ∈ Nn0, |α| ≤ k. Analogously, we write BUCkR(U,B(E0, E1))
for the space of all f ∈ Ck(U,B(E0, E1)) such that ∂α f ∈ BUCR(UB(E0, E1)) for all
α ∈ Nn
0
, |α| ≤ k.
Definition 2.7. Let U ⊂ Rn be open, E0, E1 Banach spaces and k ∈ N0. Let further
T ⊂ CkRB(X,B(E0, E1)) or T ⊂ BUCkR(X,B(E0, E1)).
(a) We say that T is bounded, if
sup
f∈T
R( f ( j)(U) : j ∈ {0, . . . , k}) < ∞.
(b) We say that T is R-bounded, if
R({ f ( j)(x) : x ∈ U, f ∈ T , j ∈ {0, . . . , k}}) < ∞.
2.3. Weighted Function Spaces. Let O ⊂ Rn be a domain. A weight w on O is a func-
tion w : O → [0,∞] which is locally integrable and which takes values in (0,∞) almost
everywhere with respect to the Lebesgue measure. We mainly work with the classes Ap
(p ∈ (1,∞]). A weight w on Rn is an element of Ap for p ∈ (1,∞) if and only if
[w]Ap := sup
Q cube in Rn
(
1
λ(Q)
∫
Q
w(x) dx
)(
1
λ(Q)
∫
Q
w(x)
− 1
p−1 dx
)p−1
< ∞.
The quantity [w]Ap is called Ap Muckenhoupt characteristic constant of w. We define
A∞ :=
⋃
1<p<∞ Ap. Moreover, we write [A∞]′p for the space of all weights w such that
the p-dual weight w
− 1
p−1 is in A∞. We refer to [16, Chapter 9] for an introduction to these
classes of weights.
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For p ∈ (1,∞), a domainO ⊂ Rn, a weightw and a Banach space E the weighted Lebesgue-
Bochner space Lp(O,w; E) is defined as the space of all strongly measurable functions
f : O → E such that
‖ f ‖Lp (O,w;E) :=
( ∫
O
‖ f (x)‖p
E
w(x) dx
)1/p
< ∞.
We further set L∞(O,w; E) := L∞(O; E). As usual, functions which coincide on a set of
measure 0 are considered as equal.
One has to be cautious with the definition of weighted Sobolev spaces. One would like
to define them as spaces of distributions such that derivatives up to a certain order can be
represented by functions in Lp(O,w; E). But for some weights, the elements of Lp(O,w; E)
might not be locally integrable and thus, taking distributional derivatives might not be
possible. Ho¨lder’s inequality shows that Lp(O,w; E) ⊂ Lloc1 (O, E) if w−
1
p−1 ∈ Lloc
1
(O). We
refer to [25] for further thoughts in this direction.
Definition 2.8. Let O ⊂ Rn be a domain, E a Banach space, m ∈ N0, p ∈ [1,∞) and w a
weight on O such that w− 1p−1 ∈ Lloc
1
(O).
(a) We define the weighted Sobolev spaceWmp (O,w; E) by
Wmp (O,w; E) := { f ∈ Lp(O,w; E) | ∀α ∈ Nn0, |α|1 ≤ m : ∂α f ∈ Lp(O,w; E)}
and endow with the norm ‖ f ‖Wmp (O,w;E) :=
(∑
|α|1≤m ‖ f ‖pLp (O,w;E)
)1/p
. With the usual
modifications, we can also defineWm∞(O,w; E).
(b) As usual, we define Wm
p,0
(O,w; E) to be the closure of the space of test functions
D(O; E) inWmp (O,w; E).
(c) Let E be reflexive, w ∈ Ap and p, p′ ∈ (1,∞) conjugated Ho¨lder indices, i.e. they
satisfy 1 = 1
p
+
1
p′ . Then we define the dual scaleW
−m
p (O,w; E) := (Wmp′ (O,w−
1
p−1 ; E′))′.
We further define weighted Bessel potential and Triebel-Lizorkin spaces. Since we use
the Fourier analytic approach, we already define them as subsets of tempered distributions.
Definition 2.9. Let E be a Banach space, s ∈ R, p ∈ [1,∞] and w a weight on Rn. Then,
we define the weighted Bessel potential space H sp(R
n,w; E) by
H sp(R
n,w; E) := { f ∈ S ′(Rn; E) | 〈D〉s f ∈ Lp(Rn,w; E)}
and endow it with the norm ‖ f ‖H sp(Rn,w;E) := ‖〈D〉s f ‖Lp (Rn,w;E).
Definition 2.10. (a) Let ϕ0 ∈ D(Rn) be a smooth function with compact support such that
0 ≤ ϕ0 ≤ 1 and
ϕ0(ξ) = 1 if |ξ| ≤ 1, ϕ0(ξ) = 0 if |ξ| ≥ 3/2.
For ξ ∈ Rn and k ∈ N let further
ϕ(ξ) := ϕ0(ξ) − ϕ0(2ξ),
ϕk(ξ) := ϕ(2
−kξ).
We call such a sequence (ϕk)k∈N0 smooth dyadic resolution of unity.
(b) Let E be a Banach space and let (ϕk)k∈N0 be a smooth dyadic resolution of unity. On
the space of E-valued tempered distributions S ′(Rn; E) we define the sequence of
operators (S k)k∈N0 by means of
S k f := F
−1ϕkF f ( f ∈ S ′(Rn; E)).
The sequence (S k f )k∈N0 is called dyadic decomposition of f .
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By construction, we have that F (S k f ) has compact support so that S k f is an analytic
function by the Paley-Wiener theorem, see [15, Theorem 2.3.21]. Moreover, it holds that∑
k∈N0 ϕk = 1 so that we have f =
∑
k∈N0 S k f , i.e. f is the limit of a sequence of analytic
functions where the limit is taken in the space of tempered distributions. Elements of
Besov- and Triebel-Lizorkin spaces even have convergence in a stronger sense, as their
definition shows:
Definition 2.11. Let (ϕk)k∈N0 be a smooth dyadic resolution of unity. Let further E be a
Banach space, w a weight, s ∈ R, p ∈ [1,∞) and q ∈ [1,∞].
(a) We define the weighted Besov space Bsp,q(R
n,w; E) by
Bsp,q(R
n,w; E) := { f ∈ S ′(Rn, E) : ‖ f ‖Bsp,q(Rn,w;E) < ∞}
where
‖ f ‖Bsp,q(Rn,w;E) := ‖(2skF−1ϕkF f )k∈N0‖ℓq(Lp (Rn,w;E)).
(b) We define the weighted Triebel-Lizorkin space F sp,q(R
n,w; E) by
F sp,q(R
n,w; E) := { f ∈ S ′(Rn; E) : ‖ f ‖Fsp,q (Rn,w;E) < ∞}
where
‖ f ‖Fsp,q (Rn,w;E) := ‖(2skF−1ϕkF f )k∈N0‖Lp(Rn,w;ℓq(E))) .
It is well-known, that these spaces do not depend on the choice of the dyadic resolution
of unity if w is an A∞-weight. In this case, different choices lead to equivalent norms, see
for example [30, Proposition 3.4]. In fact, the condition on the weight can be weakened: In
[33] it was shown that one also obtains the independence of the dyadic resolution of unity
in the case of so-called Aloc∞ weights.
Definition 2.12. Let E be a reflexive Banach space, w ∈ [A∞]′p, s ∈ R and p, q ∈ (1,∞).
We define the dual scales of Besov and Triebel-Lizorkin scale by
Bsp,q(Rn,w; E) := B−sp′,q′ (Rn,w−
1
p−1 ; E′)′, F sp,q(Rn,w; E) := F−sp′ ,q′(Rn,w−
1
p−1 ; E′)′,
where p′, q′ denote the conjugated Ho¨lder indices.
Remark 2.13. The main reason for us to include the dual scales in our considerations is
the following: If w is additionally an admissible weight in the sense of [34, Section 1.4.1.],
then we have Bsp,q(Rn,w) = Bsp,q(Rn,w) and F sp,q(Rn,w) = F sp,q(Rn,w). Therefore, we can
also treat weighted Besov- and Triebel-Lizorkin spaces with weights that are outside the
A∞ range. Formulating this in terms of dual scales allows us to transfer Fourier multiplier
theorems without any additional effort just by duality. The main example we have in mind
will be w(x) = 〈x〉d with arbitrary d ∈ R. We will make use of this in a forthcoming paper
on equations with boundary noise.
Proposition 2.14. Recall that Assumption 1.2 holds true and suppose that E has cotype
qE ∈ [2,∞). Let further (S ,Σ, µ) be a σ-finite measure space, (εk)k∈N a Rademacher
sequence on the probability space (Ω,F , P), s ∈ R and p0, q0 ∈ (1,∞). Consider one of
the following cases:
(a) A • stands for the Bessel potential scale and p ∈ (max{qE , p0},∞). Moreover, we
allow p = max{qE , p0} if qE < p0 or if E is a Hilbert space and p0 = 2.
(b) A • stands for the Besov scale and p ∈ (max{qE , p0, q0},∞). Moreover, we allow
p = max{qE , p0, q0} if qE < p0 ≤ q0 or if E is a Hilbert space and p0 = q0 = 2.
(c) A • stands for the Triebel-Lizorkin scale and p ∈ (max{qE , p0, q0},∞). Moreover, we
allow p = max{qE , p0, q0} if qE < q0 ≤ p0 or if E is a Hilbert space and p0 = q0 = 2.
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Then the images of balls with finite radius in Lp(S ) under the embedding
Lp(S ) →֒ B(A s, Lp(S ;A s)), f 7→ f ⊗ ( · )
are R-bounded. More precisely, there is a constant C > 0 such that for all N ∈ N,
g1, . . . , gN ∈ A s and all f1, . . . , fN ∈ Lp(S ) we have the estimate∥∥∥∥∥∥∥
N∑
k=1
εk fk ⊗ gk
∥∥∥∥∥∥∥
Lp(Ω;Lp(S ;A s))
≤ C sup
k=1,...,n
‖ f ‖Lp (S )
∥∥∥∥∥∥∥
N∑
k=1
εkgk
∥∥∥∥∥∥∥
Lp(Ω;A s)
.
Proof. The cases p ∈ (max{qE , p0},∞) in the Bessel potential case and p ∈ (max{qE , p0, q0},∞)
in the Besov and Triebel-Lizorkin case follow from the result by Hyto¨nen and Veraar,
Proposition 2.1, as in these cases A s has cotype max{qE , p0} and max{qE , p0, q0}, re-
spectively, see for example [21, Proposition 7.1.4]. The Hilbert space cases follow di-
rectly since uniform boundedness and R-boundedness coincide. The other cases in which
p = max{qE , p0} or p = max{qE , p0, q0} are allowed follow by Fubini’s theorem together
with the Kahane-Khintchine inequalities as in [22, Remark 3.4]. 
For the mapping properties we derive later on, it is essential that we can use Mikhlin’s
multiplier theorem. There many versions of this theorem available. For our purposes, the
following will be sufficient.
Theorem 2.15. (a) Let E be a UMD space, p ∈ (1,∞), s ∈ R and let w be an Ap weight.
Let m ∈ Cn(Rn \ {0};B(E)) such that
κm := R({|ξ||α|Dαm(ξ) : ξ ∈ Rn \ {0}, |α|1 ≤ n}) < ∞.
Then we have that
‖F−1mF ‖B(H sp (Rn,w;E)) ≤ Cκm
with a constant C > 0 only depending on n, p and E.
(b) Suppose that E is a UMD space with Pisier’s property (α). Let p ∈ (1,∞) and w ∈
Ap(R
n). Let furtherT ⊂ Cn(Rn\{0},B(E)). Then there is a constantC > 0 independent
of T such that
R({F−1mF : m ∈ T }) ≤ CκT
where
κT := R({|ξ||α|Dαm(ξ) : ξ ∈ Rn \ {0}, α ∈ Nn0, |α| ≤ n,m ∈ T }) < ∞
and where the R-bounds are taken in B(H sp(Rn,w; E)).
(c) Let E be a Banach space, p ∈ (1,∞), q ∈ [1,∞] and s ∈ R. Let further w be an A∞
weight, m ∈ C∞(Rn,B(E)) and A sp,q(Rn,w; E) ∈ {Bsp,q(Rn,w; E), F sp,q(Rn,w; E)}. Then
there is a natural number N ∈ N and a constant C > 0 not depending on m such that
‖F−1mF ‖B(A sp,q(Rn,w;E)) ≤ Cκm
where
κm := sup
|α|≤N
sup
ξ∈Rn
‖〈ξ〉|α|Dαm(ξ)‖B(E) .
The same holds if E is reflexive, p, q ∈ (1,∞), w ∈ [A∞]′p and A sp,q(Rn,w; E) ∈
{Bsp,q(Rn,w; E),F sp,q(Rn,w; E)}.
(d) Let E be a Banach space, p ∈ (1,∞), q ∈ [1,∞] and s ∈ R. Let further w be an A∞
weight, T ⊂ C∞(Rn,B(E)) and A sp,q(Rn,w; E) ∈ {Bsp,q(Rn,w; E), F sp,q(Rn,w; E)}. Then
there is an N ∈ N and a constant C > 0 independent of T such that
R({F−1mF : m ∈ T } ≤ CκT
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where
κT := sup
|α|≤N
R({〈ξ〉|α|Dαm(ξ) : ξ ∈ Rn,m ∈ T }).
The same holds if E is a UMD space, p, q ∈ (1,∞), w ∈ [A∞]′p and A sp,q(Rn,w; E) ∈
{Bsp,q(Rn,w; E),F sp,q(Rn,w; E)}.
Proof. Part (a) with s = 0 is contained in [13, Theorem 1.2]. The general case s ∈ R
follows from s = 0 by decomposing m(ξ) = 〈ξ〉−sm(ξ)〈ξ〉s and by using the definition
of Bessel potential spaces. Part (b) can be derived as [26, 5.2 (b)]. The scalar-valued,
unweighted version of part (c) is contained in [37, Paragraph 2.3.7]. But the proof therein
can be transferred to our situation by using [30, Proposition 2.4]. Part (d) is the isotropic
version of [19, Lemma 2.4]. The statements concerning the dual scales follow by duality.
In the R-bounded case we refer the reader to [21, Proposition 8.4.1]. 
Remark 2.16. In Theorem 2.15 (d) it is actually not necessary to assume that E is a UMD
space. Instead [21, Proposition 8.4.1] shows that K-convexity is good enough. We refrain
from introducing K-convexity in order not to overload this paper with geometric notions.
Note however that UMD spaces are K-convex, see [21, Example 7.4.8]
Remark 2.17. Later on, we sometimes want to apply Mikhlin’s theorem for m taking
values in B(EN , EM) with certain N,M ∈ N instead of B(E). Note however that we can
identify B(EN , EM) ≃ B(E)M×N . Hence, one can apply Mikhlin’s theorem for each com-
ponent and the statements of Theorem 2.15 transfer to the case in which m takes values in
B(EN , EM).
Later on, we will also use parameter-dependent versions of our function spaces:
Definition 2.18. Recall that Assumption 1.2 holds true. Let µ ∈ C and s, s0 ∈ R. Then we
define the parameter-dependent weighted spaces
A
s,µ,s0(Rn,w; E) := 〈D, µ〉s0−sA s0(Rn,w; E), ‖ · ‖A s,µ,s0 (Rn,w;E) := ‖〈D, µ〉s−s0 · ‖A s0 (Rn,w;E),
where 〈D, µ〉 := F−1〈ξ, µ〉F = F−1(1 + |ξ|2 + |µ|2)1/2F .
Lemma 2.19. Let µ ∈ C and s, s0 ∈ R. We have the estimates
‖ · ‖A s,µ,s0 h ‖ · ‖A s + 〈µ〉s−s0‖ · ‖A s0 if s − s0 ≥ 0,
‖ · ‖A s,µ,s0 . ‖ · ‖A s . 〈µ〉s0−s‖ · ‖A s,µ,s0 if s − s0 ≤ 0.
Proof. Assumption 1.2 is formulated in a way such that we can apply our versions of the
Mikhlin multiplier theorem, Theorem 2.15 (a) and (c). Let first s ≥ s0. Note that the
function
m : Rn × C→ R, (ξ, µ) 7→ 〈ξ, µ〉
s−s0
〈ξ〉s−s0 + 〈µ〉s−s0
satisfies the condition from Theorem 2.15 uniformly in µ. Indeed, by induction it follows
that ∂α
ξ
m(ξ, µ) (α ∈ Nn
0
) is a linear combination of terms of the form
pβ,i, j,k(ξ, µ) = ξ
β〈ξ, µ〉s−s0−i〈ξ〉(s−s0−2) j−k(〈ξ〉s−s0 + 〈µ〉s−s0)−1− j
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for some β ∈ Nn
0
and i, k, j ∈ N0 such that |α| = i + 2 j + k − |β|. But each of these terms
satisfies
〈ξ〉|α| |pβ,i, j,k(ξ, µ)| = m(ξ, µ)〈ξ〉|α| |ξβ|〈ξ, µ〉−i〈ξ〉(s−s0−2) j−k(〈ξ〉s−s0 + 〈µ〉s−s0)− j
. m(ξ, µ)〈ξ〉|α|+|β|−i−2 j−k+(s−s0) j−(s−s0) j
. m(ξ, µ)
. 1.
Hence, (m(·, µ))µ∈C is a bounded family of Fourier multipliers. Using this, we obtain
‖u‖A s,µ,s0 = ‖〈D, µ〉s−s0u‖A s0 =
∥∥∥m(D, µ)(〈D〉s−s0 + 〈µ〉s−s0)u∥∥∥
A s0
.
∥∥∥(〈D〉s−s0 + 〈µ〉s−s0)u∥∥∥
A s0
≤ ‖u‖A s + 〈µ〉s−s0‖u‖A s0 =
∥∥∥∥∥ 〈D〉s−s0〈D, µ〉s−s0 〈D, µ〉s−s0u
∥∥∥∥∥
A s0
+
∥∥∥∥∥ 〈µ〉s−s0〈D, µ〉s−s0 〈D, µ〉s−s0u
∥∥∥∥∥
A s0
. ‖〈D, µ〉s−s0u‖A s0 = ‖u‖A s,µ,s0
for s − s0 ≥ 0 and
‖u‖A s,µ,s0 = ‖〈D, µ〉s−s0u‖A s0 =
∥∥∥∥∥ 〈D, µ〉s−s0〈D〉s−s0 〈D〉s−s0u
∥∥∥∥∥
A s0
. ‖〈D〉s−s0u‖A s0
= ‖u‖A s =
∥∥∥∥∥ 〈D〉s−s0〈D, µ〉s−s0 〈D, µ〉s−s0u
∥∥∥∥∥
A s0
. 〈µ〉s0−s‖u‖A s,µ,s0
for s − s0 ≤ 0. 
In this paper, we also consider function spaces on open intervals I. In this case, we can
just define them by restriction.
Definition 2.20. Let be I ⊂ R an open interval. Then we define (A •(I,w; E), ‖ · ‖A •(I,w;E))
by
A
•(I,w; E) = { f |I : f ∈ A •(I,w; E)}, ‖g‖A •(I,w;E) := inf
f∈A •(R,w;E), f |I=g
‖ f ‖A •(R,w;E).
We use the same definition for B• and C •.
Remark 2.21. Recall that we definedW−mp (O,w; E) as the dual of (Wmp′ (O,w−
1
p−1 ; E′))′ and
not by restriction. In the scalar-valued unweighted setting both definitions coincide, see
[36, Section 2.10.2]. We believe that the same should hold true under suitable assumptions
in the weighted vector-valued setting. But since this is not important for this work, we do
not investigate this any further.
Lemma 2.22. Let s ∈ R, p ∈ (1,∞), r ∈ (−1, p − 1) and l ∈ N. Suppose that A s is
reflexive. Then we have the continuous embeddings
Lp(R
n
+
, | prn |r+lp;A s) →֒ W−lp (R+, | prn |r;A s)
Proof. We should note that almost the same proof was given in [27]. By duality, it suffices
to prove
W lp′ ,0(R+, | prn |r
′
; (A s)′) →֒ Lp′ (Rn+, | prn |r
′−lp′ ; (A s)′)
where r′ = − r
p−1 and p
′
=
p
p−1 . But this is a special case of [29, Corollary 3.4]. 
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3. Pseudo-differential Operators in Mixed Scales
Now we briefly introduce some notions and notations concerning pseudo-differential
operators. Since we only use the x-independent case in the following, we could also formu-
late our results in terms of Fourier multipliers. However, parameter-dependent Ho¨rmander
symbol classes provide a suitable framework for the formulation of our results. In the case
of parameter-dependent symbols, we oftentimes consider spaces of smooth functions on an
open set U ⊂ Rn × C. In this case, we identify C ≃ R2 and understand the differentiability
in the real sense. If we want to understand it in the complex sense, we say holomorphic
instead of smooth.
Definition 3.1. Let Z be a Banach space, d ∈ R, Σ ⊂ C open and ϑ : Σ→ (0,∞) a function.
(a) The space of parameter-independent Ho¨rmander symbols S d(Rn; Z) of order d is the
space of all smooth functions p ∈ C∞(Rn; Z) such that
‖p‖(d)
k
:= sup
ξ∈Rn ,
α∈Nn
0
,|α|≤k
〈ξ〉−(d−|α|)‖Dαξ p(ξ)‖Z < ∞
for all k ∈ N0.
(b) The space of parameter-dependent Ho¨rmander symbols S d,ϑ(Rn × Σ; Z) of order d is
the space of all smooth functions p ∈ C∞(Rn × Σ; Z) such that
‖p‖(d,ϑ)
k
:= sup
α∈Nn
0
, γ∈N2
0
|α|+|γ|≤k
sup
ξ∈Rn,µ∈Σ
ϑ(µ)−1〈ξ, µ〉−(d−|α|1−|γ|1)‖DαξDγµp(ξ, µ)‖Z < ∞
for all k ∈ N0. If ϑ = 1, then we also omit it in the notation.
Actually, if one omits the weight function ϑ, then the latter symbol class is the special
case of parameter-dependent Ho¨rmander symbols with regularity ∞. Usually, one also
includes the regularity parameter ν in the notation of the symbol class, so that the notation
S d,∞(Rn × Σ; Z) is more common in the literature. But since the symbols in this paper
always have infinite regularity, we omit∞ in the notation.
For the Bessel potential case, R-bounded versions of these symbol classes are useful.
Definition 3.2. Let E be a Banach space, N,M ∈ N, d ∈ R, Σ ⊂ C open and ϑ : Σ→ (0,∞)
a function.
(a) By S dR(R
n;B(EN , EM)) we denote the space of all smooth functions p ∈ C∞(Rn;B(EN , EM))
such that
‖p‖(d)
k,R := R
{〈ξ〉−(d−|α|1)Dαξ p(ξ) : ξ ∈ Rn, α ∈ Nn0, |α| ≤ k} < ∞
for all k ∈ N0.
(b) By S d,ϑR (R
n ×Σ;B(EN , EM)) we denote the space of all smooth functions p ∈ C∞(Rn ×
Σ;B(EN , EM)) such that
‖p‖(d,ϑ)
k,R := R
{
ϑ(µ)−1〈ξ, µ〉−(d−|α|−|γ|)DαξDγµp(ξ, µ) : ξ ∈ Rn, µ ∈ Σ, α ∈ Nn0, γ ∈ N20, |α|+|γ| ≤ k
}
< ∞
for all k ∈ N0. If ϑ = 1, then we also omit it in the notation.
Remark 3.3. (a) It seems likeR-bounded versions of the usual Ho¨rmander symbol classes
have first been considered in the Ph.D. thesis of Sˇtrkalj. We also refer to [32].
(b) It was observed in [8] that also the R-bounded symbol classes are Fre´chet spaces.
(c) Since uniform bounds can be estimated by R-bounds, we have the continuous embed-
dings
S dR(R
n;B(EN , EM)) →֒ S d(Rn;B(EN , EM)), S d,ϑR (Rn×Σ;B(EN , EM)) →֒ S d,ϑ(Rn×Σ;B(EN , EM)).
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(d) Since uniform boundedness and R-boundedness for a set of scalars are equivalent, we
have that
S d(Rn;C) →֒ S dR(Rn;B(EN)), S d,ϑ(Rn × Σ;C) →֒ S d,ϑR (Rn × Σ;B(EN)).
(e) Given d1, d2 ∈ R, ϑ1, ϑ2 : Σ → (0,∞) and N1,N2,N3 ∈ N we have the continuous
bilinear mappings
S d2(Rn;B(EN2 , EN3)) × S d1(Rn;B(EN1 , EN2)) → S d1+d2(Rn;B(EN1 , EN3)), (p2, p1) 7→ p2p1,
S d2,ϑ2(Rn × Σ;B(EN2 , EN3)) × S d1,ϑ1(Rn × Σ;B(EN1 , EN2))
→ S d1+d2,ϑ1·ϑ2(Rn × Σ;B(EN1 , EN3)), (p2, p1) 7→ p2p1.
The same properties also hold for the R-bounded versions.
(f) The differential operator ∂α with α ∈ Nn
0
is a continuous linear operator
S d(Rn;B(EN , EM))→ S d−|α|(Rn;B(EN , EM)), p 7→ ∂αp,
S d,ϑ(Rn × Σ;B(EN , EM)) → S d−|α|,ϑ(Rn × Σ;B(EN , EM)), p 7→ ∂αp.
The same properties also hold for the R-bounded versions.
(g) One could also view parameter-independent symbol classes as a subset of a parameter-
dependent symbol classes with bounded Σ ⊂ C which consists of those symbols which
do not depend on the parameter µ. Hence, the statements we formulate for parameter-
dependent symbol classes in the following also hold in a similar way in the parameter-
independent case.
Definition 3.4. Let E be a Banach space, d ∈ R and Σ ⊂ C open. Let further p ∈
S d(Rn × Σ;B(EN , EM)). Then we define the corresponding pseudo-differential operator
by
(Pµ f )(x) := (op[p( · , µ)] f )(x) := [F−1p( · µ)F f ](x) = 1
(2π)n/2
∫
Rn
eixξp(ξ, µ) f̂ (ξ) dξ.
for f ∈ S (Rn; EN).
Since we only consider x-independent symbols, the mapping properties of such pseudo-
differential operators are an easy consequence of Mikhlin’s theorem.
Proposition 3.5. Let N,M ∈ N, s, s0, d ∈ R, Σ ⊂ C open and ϑ : Σ → (0,∞) a function.
Consider one of the following two cases
(a) A • belongs to the Bessel potential scale and S d,ϑ
A
(Rn × Σ;B(EN , EM)) = S d,ϑR (Rn ×
Σ;B(EN , EM)).
(b) A • belongs to the Besov or the Triebel-Lizorkin scale and S d,ϑ
A
(Rn × Σ;B(EN , EM)) =
S d,ϑ(Rn × Σ;B(EN , EM)).
Then the mapping
S
d,ϑ
A
(Rn×Σ;B(EN , EM))×A s+d,µ,s0(Rn,w0, EN) → A s,µ,s0(Rn,w0, EM), (p, f ) 7→ op[p( · , µ)] f
defined by extension from S (Rn, EN) to A s+d,µ,s0(Rn,w0, E
N) is bilinear and continuous.
Moreover, there is a constant C > 0 independent of ϑ such that
‖ op[p( · , µ)] f ‖A s,µ,s0 (Rn,w0,EN ) ≤ Cϑ(µ)‖p‖(d,ϑ)N ‖ f ‖A s+d,µ,s0 (Rn,w0,EM ).
Proof. It is obvious that the mapping is bilinear. For the continuity, we note that
S d
A
(Rn × Σ;B(EN , EM))→ S 0
A
(Rn × Σ;B(EN , EM)), p 7→ [(ξ, µ) 7→ p(ξ, µ)〈ξ, µ〉−d]
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is continuous. Hence, by Mikhlin’s theorem there is an N′ ∈ N such that
‖ op[p( · , µ)] f ‖A s,µ,s0 (Rn,w0,EM ) = ‖ op[〈·, µ〉s0−s] op[p( · , µ)〈·, µ〉−d] op[〈·, µ〉d+s−s0] f ‖A s,µ,s0 (Rn,w0,EM )
= ‖ op[p( · , µ)〈·, µ〉−d] op[〈·, µ〉d+s−s0] f ‖A s0 (Rn,w0,EM )
. ϑ(µ)‖p‖(d,ϑ)
N′ ,A ‖ op[〈·, µ〉d+s−s0] f ‖A s0 (Rn,w0,EN )
= ϑ(µ)‖p‖(d,ϑ)
N′ ,A ‖ f ‖A s+d,µ,s0 (Rn,w0,EN ).
This also shows the asserted estimate. 
We can also formulate an R-bounded version of Proposition 3.5 without the parameter-
dependence of the function spaces.
Proposition 3.6. Let N,M ∈ N, s, d ∈ R, Σ ⊂ C open and ϑ : Σ → (0,∞) a function.
Consider one of the following two cases
(a) A • belongs to the Bessel potential scale and E satisfies Pisier’s property (α) in addi-
tion to the assumptions in Assumption 1.2.
(b) A • belongs to the Besov or the Triebel-Lizorkin scale.
Then the mapping
S d,ϑR (R
n × Σ;B(EN , EM)) ×A s+d(Rn,w0; EN) → A s(Rn,w0; EM), (p, f ) 7→ op[p( · , µ)] f
defined by extension from S (Rn, EN) to A s,µ,s0(Rn,w0; E
N) is bilinear and continuous.
Moreover, there is a constant C > 0 independent of ϑ such that
RB(A s+d (Rn,w0;EN ),A s(Rn,w0;EM ))
({ϑ(µ)−1〈µ〉−d+ op[p( · , µ)] : µ ∈ Σ}) ≤ Cσ‖p‖(d,ϑ)N
for all µ ∈ Σ.
Proof. Note that [ξ 7→ 〈µ〉−d+ 〈ξ, µ〉d〈ξ〉−d] satisfies Mikhlin’s condition uniformly in µ.
Indeed, by induction on |α| one gets that ∂α〈µ〉−d+〈ξ, µ〉d〈ξ〉−d is a linear combination of
terms of the form
p j,k(ξ, µ) = ξ
β〈ξ, µ〉d−2 j〈ξ〉−d−2k〈µ〉−d+
for some β ∈ Nn−1
0
, j, k ∈ N0 with |α| = 2 j + 2k − |β|. For such a term we obtain
〈ξ〉|α| |p j,k(ξ, µ)| = m(ξ, µ)|ξβ|〈ξ, µ〉−2 j〈ξ〉−2k
≤ m(ξ, µ)〈ξ〉|α|+|β|−2 j−2k
. 1.
Hence, by Mikhlin’s theorem there is an N′ ∈ N such that
RB(A s+d(Rn−1 ,w0;EN ),A s(Rn−1,w0;EM ))
({ϑ(µ)−1µ−d+ op[p( · , µ)] : µ ∈ Σ})
= RB(A s+d(Rn−1,w0;EN ),A s(Rn−1,w0;EM ))
({ϑ(µ)−1 op[p( · , µ)〈·, µ〉−d] op[µ−d+〈·, µ〉d] : µ ∈ Σ})
.σ RB(A s(Rn−1,w0;EN ),A s(Rn−1,w0;EM ))
({ϑ(µ)−1 op[p( · , µ)〈·, µ〉−d] : µ ∈ Σ})
. ‖p‖(d,ϑ)
N′ .

Proposition 3.7 (Iterated version ofMikhlin’s theorem). Let s, k ∈ R and let E be a Banach
space. Consider one of the following cases with Assumption 1.2 in mind, B being defined
on Ixn = R and with m ∈ L∞(Rn;B(E)) being smooth enough:
(a) Neither A nor B stands for the Bessel potential scale. For N ∈ N0 we define
κm,N := sup
{〈ξ′〉|α′ |〈ξn〉αn‖∂αξm(ξ′, ξn)‖B(E) : α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
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(b) A stands for the Bessel potential scale and B does not stand for the Bessel potential
scale. For N ∈ N0 we define
κm,N := sup
ξn∈R,αn∈N0,αn≤N
R{|ξ′||α′ |〈ξn〉αn∂αξm(ξ′, ξn) : α′ ∈ Nn−10 , |α′| ≤ N, ξ′ ∈ Rn−1}.
(c) B stands for the Bessel potential scale and A does not stand for the Bessel potential
scale. For N ∈ N0 we define
κm,N := R{〈ξ′〉|α′ ||ξn|αn∂αξm(ξ′, ξn) : α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
(d) Both A and B stand for the Bessel potential scale and E satisfies Pisier’s property
(α). For N ∈ N0 we define
κm,N := R{|ξ′||α′ ||ξn|αn∂αξm(ξ′, ξn) : α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
There is an N ∈ N0 and a constant C > 0 such that
‖ op[m]‖B(Bk(A s)) ≤ Cκm,N .
Proof. First, we note that op[∂
αn
ξn
m( ·, ξn)] = ∂αnξn op[m( ·, ξn)], αn ∈ N, if m is smooth
enough. Indeed, let ε > 0 be small enough and h ∈ (−ε, ε). Then we have∥∥∥ op [ 1
h
(m( ·, ξn + h) − m( ·, ξn)) − ∂nm( ·, ξn)]∥∥∥B(A s ,A s)
≤ C sup
α′∈Nn−1
0
,|α′ |≤N′
sup
ξ′∈Rn−1
‖〈ξ′〉|α′ |∂α′ξ′ [ 1h (m(ξ′, ξn + h) − m(ξ′, ξn)) − ∂nm(ξ′, ξn)]‖B(E)
= C sup
α′∈Nn−1
0
,|α′ |≤N′
sup
ξ′∈Rn−1
∥∥∥∥∥〈ξ′〉|α′ |∂α′ξ′ [
∫ 1
0
∂nm(ξ
′, ξn + sh) − ∂nm(ξ′, ξn) ds
]∥∥∥∥∥B(E)
≤ C sup
α′∈Nn−1
0
,|α′ |≤N′
sup
ξ′∈Rn−1
sup
s∈[0,1]
〈ξ′〉|α′ |‖∂α′ξ′ ∂n[m(ξ′, ξn + sh) − m(ξ′, ξn)]‖B(E)
Now we can use the uniform continuity of
R
n−1 × (−ε, ε)→ B(E), (ξ′, h) 7→ 〈ξ′〉|α′ |∂α′ξ′ ∂nm(ξ′, ξn + h))
to see that we have convergence to 0 as h → 0 in the above estimate. The uniform continu-
ity follows from the boundedness of the derivatives (ifm is smooth enough). For derivatives
of order αn ≥ 2 we can apply the same argument to ∂αn−1ξn m.
The idea is now to apply Miklhin’s theorem twice. For example in case (d) one obtains
‖ op[m]‖B(Bk(A s))) . RB(A s,A s)
({|ξn|αn∂αnξn op[m( ·, ξn)] : αn ∈ N, αn ≤ Nn, ξn ∈ R})
= RB(A s,A s)({op[|ξn|αn∂αnξn m( ·, ξn)] : αn ∈ N, αn ≤ Nn, ξn ∈ R})
. κm,N
by Theorem 2.15 (b) for Nn,N ∈ N0 large enough. The other cases are obtained analo-
gously. 
There also is an R-bounded version of Proposition 3.7
Proposition 3.8 (IteratedR-bounded version of Mikhlin’s theorem). Let s, k ∈ R and let E
be a Banach space. Consider one of the following cases with Assumption 1.2 in mind and
withM ⊂ CN˜(Rn \ {0};B(E)) with N˜ ∈ N0 being large enough:
(a) Neither A nor B stands for the Bessel potential scale. For N ∈ N0 we define
κM,N := R{〈ξ′〉|α′ |〈ξn〉αn∂αξm(ξ) : m ∈ M, α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
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(b) A stands for the Bessel potential scale, B does not stand for the Bessel potential scale
and E satisfies Pisier’s property (α). For N ∈ N0 we define
κM,N := R{|ξ′||α′ |〈ξn〉αn∂αξm(ξ) : m ∈ M, α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
(c) B stands for the Bessel potential scale,A does not stand for the Bessel potential scale
and E satisfies Pisier’s property (α). For N ∈ N0 we define
κM,N := R{〈ξ′〉|α′ ||ξn|αn∂αξm(ξ) : m ∈ M, α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
(d) Both A and B stand for the Bessel potential scale and E satisfies Pisier’s property
(α). For N ∈ N0 we define
κM,N := R{|ξ′||α′ ||ξn|αn∂αξm(ξ′, ξn) : m ∈ M, α ∈ Nn0, |α| ≤ N, ξ ∈ Rn}.
There is an N ∈ N0 and a constant C > 0 such that
R({op[m] : m ∈ M}) ≤ Cκm in B(Bk(A s)).
Proof. This follows by the same proof as 3.7. One just has to use the R-bounded versions
of Mikhlin’s theorem. 
Lemma 3.9 (Lifting Property for Mixed Scales). Let s, k, t0, t1 ∈ R. Then
〈Dn〉t0〈D′〉t1 : Bk+t0 (A s+t1) ≃→ Bk(A s)
is an isomorphism of Banach spaces
Proof. IfA • orB• belongs to the Bessel potential scale, then it follows from the definition
of Bessel potential spaces that
〈D′〉t1 : A s+t1 ≃→ A s or 〈Dn〉t0 : Bk+t0 (A s) ≃→ Bk(A s),
respectively. In the other cases, this is the statement of [30, Proposition 3.9]. Composing
the two mapings yields the assertion. 
Proposition 3.10. Let s, k ∈ R and t ≥ 0. Suppose that E has Pisier’s property (α) if both
A and B belong to the Bessel potential scale. Then
〈D〉t : Bk+t(A s) ∩Bk(A s+t) ≃→ Bk(A s)
is an isomorphism of Banach spaces.
Proof. By the assumptions we imposed on B•(A •), we can apply Mikhlin’s theorem. We
define
f : Rn → R, ξ 7→ 〈ξ〉
t
〈ξ′〉t + 〈ξn〉t
which satisfies the assumptions of Proposition 3.7. Indeed, by induction we have that ∂α
ξ
f
is a linear combination of terms of the form
ξβ〈ξ〉t−i′−in〈ξ′〉(t−2) j′−k′〈ξn〉(t−2) jn−kn(〈ξ′〉t + 〈ξn〉t)−1− j′− jn
for some β ∈ Nn
0
, i′, in, j′, jn, k′, kn ∈ N0 such that αn = in + 2 jn + kn − βn and |α′| =
i′ + 2 j′ + k′ − |β′|. But for such a term we have that
|〈ξ′〉|α′ |〈ξn〉αnξβ〈ξ〉t−i′−in〈ξ′〉(t−2) j′−k′〈ξn〉(t−2) jn−kn(〈ξ′〉t + 〈ξn〉t)−1− j′− jn |
= | f (ξ)〈ξ′〉|α′ |〈ξn〉αnξβ〈ξ〉−i′−in〈ξ′〉(t−2) j′−k′〈ξn〉(t−2) jn−kn(〈ξ′〉t + 〈ξn〉t)− j′− jn |
≤ f (ξ)[〈ξ′〉|α′ |+|β′ |−i′−2 j′−k′〈ξn〉αn+βn−in−2 jn−kn][〈ξ′〉t j′〈ξn〉t jn(〈ξ′〉t + 〈ξn〉t)− j′− jn]
≤ f (ξ)
≤ 1.
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This shows that f satisfies the assumptions of Proposition 3.7. Therefore, we obtain
‖〈D〉tu‖Bk(A s) = ‖ f (D)(〈D′〉t + 〈Dn〉t)u‖Bk(A s) . ‖(〈D′〉t + 〈Dn〉t)u‖Bk(A s)
. max{‖u‖Bk+t (A s), ‖u‖Bk(A s+t)}
as well as
max{‖u‖Bk+t (A s), ‖u‖Bk(A s+t)} ≤ ‖〈Dn〉tu‖Bk(A s) + ‖〈D′〉tu‖Bk(A s)
=
∥∥∥∥∥ 〈D′〉t〈D〉t 〈D〉tu
∥∥∥∥∥
Bk(A s)
+
∥∥∥∥∥ 〈Dn〉t〈D〉t 〈D〉tu
∥∥∥∥∥
Bk(A s)
. ‖〈D〉tu‖Bk(A s).
This proves the assertion. 
Proposition 3.11. Let s, k, d ∈ R. Let
S d
B,A (R
n,B(E)) :=
S
d(Rn,B(E)) if neither A nor B stands for the Bessel potential scale,
S dR(R
n,B(E)) otherwise.
Suppose that E has Pisier’s property (α) if both A and B belong to the Bessel potential
scale
(a) If d ≤ 0, then
S d
B,A (R
n,B(E)) ×Bk(A s) → Bk−d(A s) ∩Bk(A s−d), (p, u) 7→ op[p]u
is bilinear and continuous.
(b) If d ≥ 0, then
S d
B,A (R
n,B(E)) × (Bk−d(A s) ∩Bk(A s−d))→ Bk(A s), (p, u) 7→ op[p]u
is bilinear and continuous.
Proof. By writing p(ξ) =
p(ξ)
〈ξ〉d 〈ξ〉d and using Proposition 3.10 we only have to treat the case
d = 0. But this case is included in the iterated version of Mikhlin’s theorem, Proposition
3.7. Indeed, for a symbol p ∈ S 0(Rn,B(E)) we have
sup
ξ∈Rn
α∈Nn
0
,|α|1≤k
〈ξ′〉|α′ |〈ξn〉|αn |‖∂αξ p(ξ)‖B(E) ≤ sup
ξ∈Rn
α∈Nn
0
,|α|≤k
〈ξ〉|α|‖∂αξ p(ξ)‖B(E) < ∞
for all k ∈ N0. If p ∈ S 0R(Rn,B(E)) we can use Kahane’s contraction principle in order to
obtain
R{〈ξ′〉|α′ |〈ξn〉|αn |∂αξ p(ξ) : α ∈ Nn0, |α| ≤ k, ξ ∈ Rn}
≤ R{〈ξ〉|α|∂αξ p(ξ) : α ∈ Nn0, |α| ≤ k, ξ ∈ Rn}.

4. Poisson Operators in Mixed Scales
Consider equation (1-1) with f = 0, i.e.
λu − A(D)u = 0 in Rn
+
,
B j(D)u = g j on R
n−1.
Recall that we always assume that the ellipticity condition and the Lopatinskii-Shapiro
condition are satisfied in the sector Σφ′ \ {0} with φ′ ∈ (0, π) and that φ ∈ (0, φ′). In this
case the solution to such an equation can be represented by
u(x) = pr1[Poi(λ)g](x)
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where
• pr1 : E2m → E, x 7→ x1 is the projection onto the first component,
• g = (g1, . . . , gm)T and the operator Poi(λ) : Em → E2m is given by
[Poi(λ)g](x) :=
[
(F ′)−1eiρA0(b,σ)xnM(b, σ)gˆρ
]
(x′).
• F ′ is the Fourier transform along Rn−1, i.e. in tangential direction,
• A0 is a smooth function with values in B(E2m, E2m) which one obtains from λ −
A(ξ′,Dn) after a reduction to a first order system,
• M is a smooth function with values in B(Em, E2m) which maps the values of the
boundary operators applied to the stable solution v to the vector containing its
derivatives at xn = 0 up to the order 2m − 1, i.e.
(B1(D)v(0), . . . , Bm(D)v(0))
T 7→ (v(0), ∂nv(0), . . . , ∂2m−1n v(0))T ,
• ρ is a positive parameter that can be chosen in different ways in dependence of ξ′
and λ. In our case, it will be given by ρ(ξ′, λ) = 〈ξ′, |λ|1/2m〉 = (1+ |ξ′|2 + |λ|1/m)1/2,
• b = ξ′/ρ, σ = λ/ρ2m and gˆρ = ((F ′g1)/ρm1 , . . . , (F ′gm)/ρmm)T ,
For this representation, we refer to the classical work [6] by Denk, Hieber and Pru¨ss.
Therein, this formula is derived as part of Proposition 6.2. We want to emphasize that b,
σ, and ρ depend on ξ′ and λ. We only neglect this dependence in the notation for the sake
of readability.
Another operator that we will use later is the spectral projection P− of the matrix A0 to the
part of the spectrum that lies above the real line. This spectral projection has the property
that P−(b, σ)M(b, σ) = M(b, σ).
For our purposes, we will rewrite the above representation in the following way: For j =
1, . . . ,m we write
Mρ, j(b, σ)gˆ j := M(b, σ)
gˆ j ⊗ e j
ρm j
and
[Poi j(λ)g j](x) :=
[
(F ′)−1eiρA0(b,σ)xnMρ, j(b, σ)gˆ j
]
(x′)
so that we obtain
u = pr1 Poi(λ)g = pr1
m∑
j=1
Poi j(λ)g j. (4-1)
In the following, we oftentimes substitute µ = λ1/2m for homogeneity reasons. If λ is above
the real line, then we take µ to be the first of these roots, and if λ is below the real line, we
take µ to be the last of these roots. If λ > 0, then we just take the ordinary positive root.
Definition 4.1. A domain O is called plump with parameters R > 0 and δ ∈ (0, 1], if for
all x ∈ O and all r ∈ (0,R] there exists a z ∈ O such that
B(z, δr) ⊂ B(x, r) ∩ O
Lemma 4.2. Let E0, E1 be a Banach spaces. As described above, we take µ = λ
1/2m so
that ρ(ξ′, µ) = 〈ξ′, µ〉, b = ξ′/ρ and σ = µ2m/ρ2m. Let U ⊂ Rn−1 × Σφ be a plump and
bounded environment of the range of (b, σ). Then the mapping
BUC∞(U,B(E0, E1))→ S 0R(Rn−1 × Σφ/2m,B(E0, E1)), A 7→ A ◦ (b, σ)
is well-defined and continuous.
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Proof. A similar proof was carried out in [19, Proposition 4.21]. We combine this proof
with [21, Theorem 8.5.21] in order to obtain the R-bounded version.
Let A ∈ BUC∞(U,B(E0, E1)). By induction on |α′|+ |γ|we show that Dα′ξ′ Dγµ(A◦ (b, σ)) is a
linear combination of terms of the form (Dα˜
′
ξ′ D
γ˜
µA)◦(b, σ)· f with f ∈ S −|α
′ |−|γ|
R (R
n−1×Σφ/2m),
α˜′ ∈ Nn−1
0
and γ˜ ∈ N0. It follows from [21, Theorem 8.5.21] that this is true for |α′|+|γ| = 0.
So let j ∈ {1, . . . , n − 1}. By the induction hypothesis, we have that Dα′
ξ′ D
γ
µ(A ◦ (b, σ)) is a
linear combination of terms of the form (Dα˜
′
ξ′ D
γ˜
µA)◦(b, σ)· f with f ∈ S −|α
′ |−|γ|
R (R
n−1×Σφ/2m),
α˜′ ∈ Nn−1
0
and γ˜ ∈ N0. Hence, for Dξ jDα
′
ξ′ D
γ
µ it suffices to treat the summands separately,
i.e. we consider Dξ j ((D
α˜′
ξ′ D
γ˜
µA) ◦ (b, σ) · f ). By the product rule and the chain rule, we have
Dξ j ((D
α˜′
ξ′ D
γ˜
µA) ◦ (b, σ) · f )
= (Dα˜
′
ξ′ D
γ˜
µA) ◦ (b, σ))(D j f ) +
( n∑
l=2
Dξ j (
ξ′
l
ρ
) · f · [(DlDα˜′ξ′ Dγ˜µA) ◦ (b, σ)]
)
+ Dξ j (
µ2m
ρ2m
) · f · [(DlDα˜′ξ′ Dγ˜µA) ◦ (b, σ)]
By the induction hypothesis and Remark 3.3 (e) and (f) we have that
(Dξ j f ), (Dξ j
ξ′
1
ρ
) f , . . . , (Dξ j
ξ′
n−1
ρ
) f , (Dξ j
µ2m
ρ2m
) f ∈ S −|α′ |−|γ|−1R (Rn−1 × Σφ/2m).
The same computation for Dµ1 and Dµ2 instead of Dξ j also shows the desired behavior and
hence, the induction is finished.
Now we use [21, Theorem 8.5.21] again: Since U is plump we have that A and all its
derivatives have an R-bounded range on U. Together with Remark 3.3 (e) this shows the
assertion. 
Corollary 4.3. (a) There is a constant c > 0 such that the mapping
R+ → S 0R(Rn−1 × Σφ/2m;B(E2m)), y 7→ [(ξ′, µ) 7→ ecyeiA0(b,σ)yP−(b, σ)]
is bounded and and uniformly continuous.
(b) There are constants C, c > 0 such that
R({ecρxneiρA0(b,σ)xnP−(b, σ) : (ξ′, µ) ∈ Rn−1 × Σφ/2m}) < C
for all xn ≥ 0
Proof. (a) By Lemma 4.2 it suffices to show that there is a plump environment U of the
range (b, σ) such that
R+ → BUC∞(U,B(E2m)), y 7→ [(ξ′, µ) 7→ ecyeiA0(ξ,µ)yP−(ξ, µ)]
is bounded and continuous. We can for example take
U =
{( θξ′
ρ
,
θµ2m
ρ2m
)
: ξ′ ∈ Rn−1, µ ∈ Σφ/2m, θ ∈ ( 12 , 2)
}
.
Obviously, this set contains the range of (b, σ) and it is smooth and relatively compact.
By this compactness, it follows as in [6, Section 6] (mainly because of the spectral gap
(6.11)) that there is a constant c > 0 such that
sup
y≥0, (ξ′ ,µ)∈U
‖e2cyeiA0(ξ′ ,µ)yP−(ξ′, µ)‖B(E2m ) < ∞.
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Now, we show by induction on |α′| + |γ| that ∂α′
ξ′ ∂
γ
µe
iA0(ξ
′ ,µ)yP−(ξ′, µ) is a linear combi-
nation of terms of the form
f (ξ′, µ)eiA0(ξ
′ ,µ)y
P−(ξ′, µ)g(ξ′, µ)yp (4-2)
where f , g : Rn−1 × Σφ/2m → B(E2m) are holomorphic and p ∈ N0. Obviously this
is true for |α′| + |γ| = 0. For the induction step, we can directly use the induction
hypothesis and consider a term of the form (4-2). Since
eiA0(ξ
′ ,µ)y
P−(ξ′, µ) = eiA0(ξ
′ ,µ)y
P−(ξ′, µ)2
= P−(ξ′, µ)eiA0(ξ
′ ,µ)y
P−(ξ′, µ) = P−(ξ′, µ)eiA0(ξ
′ ,µ)y
one can directly verify that the derivatives ∂ξ j∂
α′
ξ′ ∂
γ
µe
iA0(ξ
′ ,µ)yP−(ξ′, µ) ( j = 1, . . . , n−1)
and ∂µi∂
α′
ξ′ ∂
γ
µe
iA0(ξ
′ ,µ)yP−(ξ′, µ) (i ∈ {1, 2}) are again a linear combination of terms of
the form (4-2). But for such a term we have
‖ f eiA0yP−gyp‖BUC(U,B(E2m )) ≤ Ce−cy
for some constant C > 0 and all y ≥ 0. This shows that(
[(ξ′, µ) 7→ ecyeiA0(ξ,µ)yP−(ξ, µ)])y≥0
satisfies the assumptions of Lemma 4.2 uniformly in y so that the boundedness follows.
The continuity follows from applying the same argument to
(eiA0(ξ,λ)h − idE2m )eiA0(ξ,λ)yP−(ξ′, µ)
for small |h|, h ∈ R. Note that (ξ, λ) only runs through a relatively compact set again
so that eiA0(ξ,λ)h − idE2m → 0 in BUC∞(U) as h→ ∞.
(b) This follows from the first part by substituting y = ρxn.

Lemma 4.4. Let n1, n2 ∈ R and c > 0. Moreover, let f0 ∈ S n1R (Rn−1×Σφ/2m,B(E2m)) and g ∈
S
n2
R (R
n−1×Σφ/2m,B(E, E2m)). Then for all α ∈ Nn+10 we have that ∂αξ′,µ f0ecρxn+iρA0(b,σ)xnP−(b, σ)g0
is a linear combination of terms of the form
fαe
cρxn+iρA0(b,σ)xnP−(b, σ)gαxkn
where fα ∈ S n1−d1R (Rn−1×Σφ/2m,B(E2m)), gα ∈ S n2−d2R (Rn−1×Σφ/2m,B(E, E2m)) and k+d1+
d2 = |α|.
Proof. This can be shown by induction on |α|. Using Lemma 4.2, the proof of [19, Lemma
4.22] carries over to our setting. 
Proposition 4.5. Let ζ, δ ≥ 0, k ∈ N0 and ϑ(c, xn, µ) = x−δn |µ|−ζe−c|µ|xn c, xn, µ ∈ R+.
(a) For all l ∈ N0 there are constants C, c > 0 such that
‖(ξ′, µ) 7→ DkxnecρxneiρA0(b,σ)xnM j(b, σ) 1ρmj ‖
(k+ζ−m j−δ,ϑ(c/2,xn,· ))
l,R < C (4-3)
for all xn ∈ R+.
(b) The mapping
R+ → S k+ζ−m j−δR (Rn−1×Σφ/2m;B(E, E2m)), xn 7→ [(ξ′, µ) 7→ xδnecρxnDkxneiρA0(b,σ)xnM j(b, σ) 1ρmj ]
is continuous.
(c) If f ∈ BUC(R+,C) with f (0) = 0, then
R+ → S k+ζ−m j−δR (Rn−1×Σφ/2m;B(E, E2m)), xn 7→ [(ξ′, µ) 7→ f (xn)xδnecρxnDkxneiρA0(b,σ)xnM j(b, σ) 1ρmj ]
is uniformly continuous.
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(d) If ε ∈ (0, δ], then
R+ → S k+ζ+ε−m j−δR (Rn−1×Σφ/2m;B(E, E2m)), xn 7→ [(ξ′, µ) 7→ xδnecρxnDkxneiρA0(b,σ)xnM j(b, σ) 1ρmj ]
is uniformly continuous.
Proof. (a) By Lemma 4.4, we have that Dα
′
ξ′ D
γ
µe
iρxneiρA0(b,σ)xnM j(b, σ)
1
ρ
mj is a linear com-
bination of terms of the form
fα′ ,γe
cρxn+iρA0(b,σ)xnP−(b, σ)gα′,γx
p
n
where fα′ ,γ ∈ S −d1(Rn−1 ×R+,B(E2m, E2m)), gα′,γ ∈ S −m j−d2(Rn−1 ×R+,B(E, E2m)) and
p + d1 + d2 = |α′| + |γ|. But for such a term, we have that
R({ϑ( c
2
, xn, µ)
−1ρ−k−ζ+m j+δ+|α
′ |+|γ|Dkxn fα′ ,l(ξ
′, µ)ecρxneiρA0(b,σ)xn
P−(b, σ)gα′,l(ξ′, µ)x
p
n : (ξ
′, µ) ∈ Rn−1 × Σφ/2m})
≤ C
k∑
k˜=0
R({ϑ( c
2
, xn, µ)
−1ρ−k−ζ+m j+δ+|α
′ |+|γ| fα′ ,l(ξ′, µ)ecρxneiρA0(b,σ)xn
P−(b, σ)[cρ + iρA0(b, σ)]k−˜kgα′ ,l(ξ′, µ)x
[p−˜k]+
n : (ξ
′, µ) ∈ Rn−1 × Σφ/2m})
≤ C
k∑
k˜=0
R({ϑ( c
2
, xn, µ)
−1ρ−ζ+δ−˜k−d1−d2+|α
′ |+|γ|e−cρxn x[p−˜k]+n : (ξ
′, µ) ∈ Rn−1 × Σφ/2m})
≤ CR({ϑ( c
2
, xn, µ)
−1x−δn |µ|−ζρ−d1−d2−p+|α
′ |+|γ|e−
c
2
ρxn : (ξ′, µ) ∈ Rn−1 × Σφ/2m})
≤ C
From the second to the third line we used Lemma 4.2 and Corollary 4.3 (b). This gives
(4-3).
(b) Again, we consider a term of the form
fα′ ,γe
iρA0(b,σ)xnP−(b, σ)gα′,γx
p
n
where fα′ ,γ ∈ S −d1(Rn−1 ×R+,B(E2m, E2m)), gα′,γ ∈ S −m j−d2(Rn−1 ×R+,B(E, E2m)) and
p + d1 + d2 = |α′| + |γ|. By the same computation as in part (a) we obtain
R({ϑ( c
2
, xn, µ)
−1ρ−k−ζ+m j+δ+|α
′ |+|γ|Dkxn fα′ ,l(ξ
′, µ)[ecρ(xn+h)+iρA0(b,σ)(xn+h) − ecρxn+iρA0(b,σ)xn ] :
(ξ′, µ) ∈ Rn−1 × Σφ/2m})
≤ CR({ϑ( c
2
, xn, µ)
−1x−δn |µ|−ζρ−d1−d2−p+|α
′ |+|γ|[ecρh+iρA0(b,σ)h − idE2m ]e−
3c
4
ρxn : (ξ′, µ) ∈ Rn−1 × Σφ/2m})
= CR({[ecρh+iρA0(b,σ)h − idE2m ]e− c4 ρxn : (ξ′, µ) ∈ Rn−1 × Σφ/2m})
≤ CR({[ecρh+iρA0(b,σ)h − idE2m ]e− c4 ρxn : (ξ′, µ) ∈ Rn−1 × Σφ/2m, ρ ≤ 1√
h
})
+CR({[ecρh+iρA0(b,σ)h − idE2m ]e− cxn4√h : (ξ′, µ) ∈ Rn−1 × Σφ/2m, ρ ≥ 1√h }).
From Corollary 4.3 (a) it follows that the first R-bound tends to 0 as h → 0. By
Corollary4.3 (b) it holds that
R({ecρh+iρA0(b,σ)h − idE2m : (ξ′, µ) ∈ Rn−1 × Σφ/2m, ρ ≥ 1√
h
}) < ∞
and and since xn > 0 also the second R-bound tends to 0 as h → 0. This shows the
desired continuity.
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(c) This follows by the same computation as in part (b). However, without f there would
be no continuity at xn = 0 as the second R-bound
R({[ecρh+iρA0(b,σ)h − idE2m ]e− cxn2√h : (ξ′, µ) ∈ Rn−1 × Σφ/2m, ρ ≥ 1√
h
})
does not tend to 0 as h → 0 for xn = 0. By adding f though, we obtain the desired
continuity.
(d) This follows from part (c) with f (xn) = x
ε
n.

Given a topological spaces Z0, Z1 and z ∈ Z0, we now write
evz : C(Z0; Z1) → Z1, f 7→ f (z)
for the evaluation map at z.
Corollary 4.6. Let k ∈ N0, p0 ∈ (1,∞), q0 ∈ [1,∞], ζ ≥ 0 and s0, s, t˜ ∈ R.
(a) There are constants C, c > 0 such that for all xn > 0 and all λ ∈ Σφ we have the
parameter-dependent estimate
‖[Dkxn Poi j(λ) f ](·, xn)‖A t˜+mj−k−ζ,|λ|1/2m ,s0 (Rn−1,w,E2m)
≤ Cx−[˜t−s]+n |λ|−ζ/2me−c|λ|
1/2mxn‖ f ‖
A s,|λ|1/2m ,s0 (Rn−1,w,E) ( f ∈ S (Rn−1, E)).
(b) There is a constant c > 0 such that for all λ ∈ Σφ we have that
K(λ) := [xn 7→ x[˜t−s]+n |λ|
ζ−[−[˜t−s]+−mj+k+ζ]+
2m ec|λ|
1/2mxn evxn D
k
xn
Poi j(λ)]
is an element of
CRB(R+;B(A s(Rn−1,w; E2m),A t˜+m j−k−ζ(Rn−1,w; E2m)).
Moreover, for all σ > 0 we have that the set {K(λ) : λ ∈ Σφ, |λ| ≥ σ} is R-bounded in
CRB(R+;B(A s(Rn−1,w; E2m),A t˜+m j−k−ζ(Rn−1,w; E2m)).
(c) Let f ∈ BUC([0,∞),C) such that f (0) = 0. There is a constant c > 0 such that for all
λ ∈ Σφ we have that
K f (λ) := [xn 7→ f (xn)x[˜t−s]+n |λ|
ζ−[−[˜t−s]+−mj+k+ζ]+
2m ec|λ|
1/2mxn evxn D
k
xn
Poi j(λ)]
is an element of
BUCR(R+;B(A s(Rn−1,w; E2m),A t˜+m j−k−ζ(Rn−1,w; E2m)).
Moreover, for all σ > 0 we have that the set {K f (λ) : λ ∈ Σφ, |λ| ≥ σ} is R-bounded in
BUCR(R+;B(A s(Rn−1,w; E2m),A t˜+m j−k−ζ(Rn−1,w; E2m)).
(d) Let ε > 0 and let K(λ) be defined as in Part (b). Then K(λ) is an element of
BUCR(R+;B(A s(Rn−1,w; E2m),A t˜+m j−ε−k−ζ(Rn−1,w; E2m)).
Moreover, for all σ > 0 we have that the set {K f (λ) : λ ∈ Σφ, |λ| ≥ σ} is R-bounded in
BUCR(R+;B(A s(Rn−1,w; E2m),A t˜+m j−ε−k−ζ(Rn−1,w; E2m)).
Proof. (a) By Proposition 4.5 we have that
(
Dkxne
iρA0(b,σ)xn
M j(b, σ)
ρm j
)
xn>0
⊂ S ζ+k−m j−[t−s]+R (Rn−1 × Σφ/2m;B(E, E2m))
⊂ S ζ+k−m j−˜t+sR (Rn−1 × Σφ/2m;B(E, E2m)).
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Therefore, it follows from (4-3) together with the mapping properties for parameter-
dependent pseudo-differential operators, Proposition 3.5 that evxn D
k
xn
Poi j(λ) maps
A s,|λ|
1/2m,s0(Rn−1,w, E) into A t˜+m j−k−ζ,|λ|
1/2m,s0(Rn−1,w, E2m) with a bound on the opera-
tor norms which is given by Cx
−[˜t−s]+
n |λ|−ζ/2me−c|λ|1/2mxn for all t˜, s ∈ R, xn > 0 and all
ζ ≥ 0.
(b) We use Proposition 4.5 (a) together with Proposition 3.6. Then we obtain
RB(A s(Rn−1,w;E2m),A t˜+mj−k−ζ (Rn−1,w;E2m)
({x[˜t−s]+n |λ| ζ−[−[˜t−s]+−mj+k+ζ]+2m ec|λ|1/2mxn
evxn D
k
xn
Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ})
≤ RB(A t˜−[˜t−s]+ (Rn−1,w;E2m),A t˜+mj−k−ζ (Rn−1,w;E2m))
({x[˜t−s]+n |λ| ζ−[−[˜t−s]+−mj+k+ζ]+2m ec|λ|1/2mxn
evxn D
k
xn
Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ})
≤ Cσ.
This shows that
R({[K(λ)](xn) : xn ≥ 0, λ ∈ Σφ, |λ| ≥ σ}) < ∞
in B(A s(Rn−1,w; E2m),A t˜+m j−k−ζ(Rn−1,w; E2m)) it remains to show that the K(λ) are
R-continuous. But this follows from the continuity statement in Proposition 4.5 (b)
together with Proposition 3.6.
(c) This follows as Part (b) but with Proposition 4.5 (c) instead of Proposition 4.5 (b).
(d) This follows as Part (b) but with Proposition 4.5 (d) instead of Proposition 4.5 (b).

Proposition 4.7. Consider the situation of Corollary 4.6 and let p ∈ [1,∞), r ∈ R. In order
to shorten the formulas, we write γ1 = r− p[˜t− s]+ and γ2 = pζ− p[−[˜t− s]+−m j+k+ζ]+.
Suppose that γ1 > −1. Then, for all σ > 0 and all there is a constant C > 0 such that for
all λ ∈ Σφ with |λ| ≥ σ and all f ∈ A sp (Rn−1,w; E) it holds that
‖Poi j(λ) f ‖Wkp(R+,| prn |r ,A t+mj−k−ζ (Rn−1,w;E2m)) ≤ C|λ|
−1−γ1−γ2
2mp ‖ f ‖A sp (Rn−1,w;E).
Proof. We use Corollary 4.6 and obtain
‖Poi j(λ) f ‖p
Wkp(R+ ,|prn |r,A t+mj−εk−ζ (Rn−1,w;E2m))
=
k∑
l=0
∫ ∞
0
‖[Dlxn Poi j(λ) f ]( · , xn)‖
p
A
t+mj−εk−ζ (Rn−1,w;E2m)
xrn dxn
≤ C‖ f ‖p
A
s
p (R
n−1,w;E)
k∑
l=0
|λ|
p[−[t−s]+−mj+εl−ζ]+−pζ
2m
∫ ∞
0
x
γ1
n e
−cp|λ|1/2mxn dxn
≤ C|λ| −γ22m ‖ f ‖p
A sp (R
n−1,w;E)
∫ ∞
0
x
γ1
n e
−c|λ|1/2mxn dxn
≤ C|λ| −1−γ1−γ22m ‖ f ‖p
A
s
p (R
n−1,w;E)
∫ ∞
0
y
γ1
n e
−cyn dyn
≤ C|λ| −1−γ1−γ22m ‖ f ‖p
A
s
p (R
n−1,w;E)
for all f ∈ A sp (Rn−1,w; E). 
Proposition 4.8. Consider the situation of Corollary 4.6 and let p ∈ [1,∞), r ∈ R. Again
we write γ1 = r − p[˜t − s]+ as well as γ2 = pζ − p[−[˜t − s]+ − m j + k + ζ]+. Suppose that
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γ1 > −1 and take ε ∈ (0, 1+ γ1). Then, for all σ > 0 and all there is a constant C > 0 such
that for all ε ≥ 0
R({|λ| 1+γ1+γ2−ε2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C,
where theR-bounds are taken inB(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t˜+m j−k−ζ(Rn−1,w; E2m))).
Proof. Let (εl)l∈N be a Rademacher sequence on the probability space (Ω,F , P) and let N ∈
N, λ1, . . . , λN ∈ Σφ and f1, . . . , fN ∈ A s(Rn−1,w; E). Using Corollary 4.6 and Kahane’s
contraction principle we obtain∥∥∥∥∥∥∥
N∑
l=1
εl|λl|
1+γ1+γ2−ε
2mp Poi j(λl) fl
∥∥∥∥∥∥∥
Lp(Ω;W
k
p(R+ ,|prn |r,A t˜+mj−k−ζ (Rn−1,w;E2m )))
h
∥∥∥∥∥∥∥
N∑
l=1
εl|λl|
1+γ1+γ2−ε
2mp Poi j(λl) fl
∥∥∥∥∥∥∥
Wkp(R+,| prn |r ;Lp(Ω;A t˜+mj−k−ζ (Rn−1,w;E2m)))
h
k∑
k˜=0
∥∥∥∥∥∥∥
N∑
l=1
εl|λl|
1+γ1+γ2−ε
2mp Dk˜xn Poi j(λl) fl
∥∥∥∥∥∥∥
Lp(R+ ,| prn |r ;Lp(Ω;A t˜+mj−k−ζ (Rn−1,w;E2m)))
.σ
∥∥∥∥∥∥∥xn 7→
N∑
l=1
εl|λl|
1+γ1−ε
2mp x−[˜t−s]+n e
− c
2
|λl|1/2mxn fl
∥∥∥∥∥∥∥
Lp(R+ ,| prn |r ;Lp(Ω;A s(Rn−1,w;E)))
.
(∫ ∞
0
max
l=1,...,N
{|λl|
1+γ1−ε
2m e−p
c
2
|λl|1/2mxn xγ1n } dxn
)1/p ∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1,w;E))
.
(∫ ∞
0
max
l=1,...,N
{e−p c3 |λl |1/2mxn x−1+εn } dxn
)1/p ∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1,w;E))
≤
(∫ ∞
0
e−p
c
3
σ1/2mxn x−1+εn dxn
)1/p ∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1 ,w;E))
≤ C
∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1,w;E))
for all N ∈ N, all λ1, . . . , λN ∈ Σφ and all f1, . . . , fN ∈ A s(Rn−1,w; E). This is the desired
estimate. 
Remark 4.9. Comparing Proposition 4.7 and Proposition 4.8 one might wonder if one can
omit the ε in Proposition 4.8. After having applied Kahane’s contraction principle in the
proof of Proposition 4.8 it seems like the ε is necessary. Roughly speaking, taking (λl)l∈N
such that this sequence is dense in Σφ \ B(0, σ) will cause maxl=1,...,N{|λl|
γ1+1
2m e−p
c
2
|λl|1/2mxn xγ1n }
to have a singularity of the form x−1n at xn = 0 if N → ∞. Indeed, taking |λl|1/2m
close to x−1n yields that |λl|
γ1+1
2m e−p
c
2
|λl|1/2mxn xγ1n is close to x−1n e
−pc/2. Hence, the integral(∫ ∞
0
maxl=1,...,N{|λl|
γ1+1
2m e−p
c
2
|λl|1/2mxn xγ1n } dxn
)1/p
will tend to∞ as N → ∞. Thus, if one wants
to remove the ε, it seems like one should not apply Kahane’s contraction principle as it is
applied in the proof of Proposition 4.8. This can for example be avoided under a cotype
assumption on E together with a restriction on p, as Proposition 4.10 shows. However,
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there are some cases in which the ε can not be removed. We will show this in Proposition
4.12
Proposition 4.10. Consider the situation of Corollary 4.6 and let r ∈ R. Suppose that E
has finite cotype qE . Suppose that the assumptions of Proposition 2.14 hold true. Again,
we define γ1 = r − p[˜t − s]+ as well as γ2 = pζ − p[−[˜t − s]+ −m j + k + ζ]+. Suppose that
γ1 > −1. Then for all σ > 0 there is a constant C > 0 such that
R({|λ| 1+γ1+γ22mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C,
where R-bounds are taken in B(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t˜+m j−k−ζ(Rn−1,w; E2m))).
Proof. Let (εl)l∈N be a Rademacher sequence on the probability space (Ω,F , P) and let N ∈
N, λ1, . . . , λN ∈ Σφ and f1, . . . , fN ∈ A s(Rn−1,w; E). Using Corollary 4.6 and Proposition
2.14 we obtain∥∥∥∥∥∥∥
N∑
l=1
εl|λl|
1+γ1+γ2
2mp Poi j(λl) fl
∥∥∥∥∥∥∥
Lp(Ω;W
k
p(R+ ,| prn |r ,A t˜+mj−k−ζ (Rn−1,w;E2m)))
h
∥∥∥∥∥∥∥
N∑
l=1
εl|λl|
1+γ1+γ2
2mp Poi j(λl) fl
∥∥∥∥∥∥∥
Wkp(R+,| prn |r ;Lp(Ω;A t˜+mj−k−ζ (Rn−1,w;E2m )))
h
k∑
k˜=0
∥∥∥∥∥∥∥
N∑
l=1
εl|λl|
1+γ1+γ2
2mp Dk˜xn Poi j(λl) fl
∥∥∥∥∥∥∥
Lp(R+,| prn |r ;Lp(Ω;A t˜+mj−k−ζ (Rn−1,w;E2m)))
.σ
∥∥∥∥∥∥∥xn 7→
N∑
l=1
εl|λl|
1+γ1
2mp x−[˜t−s]+n e
− c
2
|λl|1/2mxn fl
∥∥∥∥∥∥∥
Lp(R+ ,| prn |r ;Lp(Ω;A s(Rn−1,w;E)))
. max
l=1,...,N
(∫ ∞
0
|λl|
1+γ1
2m e−p
c
2
|λl|1/2mxn xγ1n dxn
)1/p ∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1,w;E))
=
(∫ ∞
0
e−p
c
2
yyγ1 dxn
)1/p ∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1,w;E))
≤ C
∥∥∥∥∥∥∥
N∑
l=1
εl fl
∥∥∥∥∥∥∥
Lp(Ω;A s(Rn−1,w;E))
for all N ∈ N, all λ1, . . . , λN ∈ Σφ and all f1, . . . , fN ∈ A s(Rn−1,w; E). This is the desired
estimate. 
Lemma 4.11. Let A˜ s be defined by
A˜
s := {u ∈ A s : suppFu ⊂ B(0, 1)}
where B(0, 1) denotes the ball with center 0 and radius 1. We endow A˜ s with the norm
‖ · ‖A s . Then A˜ s is a Banach space and has cotype not less than 2.
Proof. The statement concerning the cotype is trivial as even the scalar fields have cotype
2. So let (un)n∈N ⊂ A˜ s be a Cauchy sequence. Since A s is a Banach space, we only have
to prove that the limit u := limn→∞ un satisfies suppFu ⊂ B(0, 1). But since
F : A s → S ′(Rn; E)
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is continuous, it follows that
[Fu]( f ) = lim
n→∞
[Fun]( f ) = 0
for all f ∈ S (Rn) such that supp f ⊂ B(0, 1)c. This shows the assertion. 
Proposition 4.12. Let σ > 0, r ∈ R and p ∈ [1,∞). For λ ≥ σ and g ∈ A s let uλ :=
Poi∆(λ)g be the solution of
λuλ(x) − ∆uλ(x) = 0 (x ∈ Rn+),
uλ(x
′, 0) = g(x′) (x′ ∈ Rn−1) (4-4)
which is decaying in normal direction. If the set of operators
{|λ| 1+r2p Poi∆(λ) : λ ≥ σ} ⊂ B(A s, Lp(R+, | prn |r;A s))
is R-bounded, then p ≥ 2.
Proof. Applying Fourier transform in tangential direction to (4-4) we obtain
∂2nuˆ(ξ
′, xn) = (λ + |ξ′|2)uˆ(ξ′, xn),
uˆ(ξ′, 0) = gˆ(ξ′).
The stable solution of this equation is given by e−〈ξ
′ ,λ1/2〉xn gˆ(ξ′) so that the decaying solution
of (4-4) is given by
uλ(x
′, xn) = Poi∆(λ)g = [F−1x′→ξ′e
−〈ξ′,λ1/2〉xnFx′→ξ′g](x′).
Let χ ⊂ D(Rn−1) be a test function with χ(ξ′) = 1 for ξ′ ∈ B(0, 1) and suppχ ⊂ B(0, 2).
It holds that χ(ξ′)e(〈ξ
′ ,λ1/2〉−|λ|1/2)xn satisfies the Mikhlin condition uniformly in λ ≥ σ and
xn ≤ 1. Hence, we have that
{op[χ(ξ′)e(〈ξ′,λ1/2〉−|λ|1/2)xn] : λ ≥ σ, xn ∈ [0, 1]} ⊂ B(A˜ s)
isR-bounded. Using these observations together with theR-boundedness of {|λ| 1+r2p Poi∆(λ) :
λ ≥ σ}, we can carry out the following calculation: Let (εl)l∈N be a Rademacher sequence
on the probability space (Ω,F , P), λl = (σ2l)2 (l ∈ N), N ∈ N and g1, . . . , gN ∈ A˜ s. Then
we obtain∥∥∥∥∥∥∥
N∑
l=1
εlgl
∥∥∥∥∥∥∥
Lp(Ω;A˜ s)
&

∫
Ω
∫ σ−1
0
∥∥∥∥∥
N∑
l=1
εlλ
1+r
2p
l
[Poi∆(λl)gl]( ·, xn)
∥∥∥∥∥p
A s
xrn dxn dP

1/p
=

∫
Ω
∫ σ−1
0
∥∥∥∥∥
N∑
l=1
εlλ
1+r
2p
l
op[χ(ξ′)e−〈ξ
′,λ1/2〉xn]gl
∥∥∥∥∥p
A s
xrn dxn dP

1/p
&

∫
Ω
∫ σ−1
0
∥∥∥∥∥
N∑
l=1
εlλ
1+r
2p
l
e−|λl|
1/2xngl
∥∥∥∥∥p
A s
xrn dxn dP

1/p
&

∫
Ω
N∑
m=1
∫ σ−12−m+1
σ−12−m
∥∥∥∥∥
N∑
l=1
εlλ
1+r
2p
l
e−|λl|
1/2xngl
∥∥∥∥∥p
A s
xrn dxn dP

1/p
&

∫
Ω
N∑
m=1
∫ σ−12−m+1
σ−12−m
λ
1+r
2
m e
−p|λm |1/2xn‖gm‖pA s xrn dxn dP

1/p
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&
 N∑
m=1
‖gm‖pA s

1/p
.
This shows that A˜ s has cotype p which in turn implies p ≥ 2. 
Remark 4.13. Depending on what one aims for, it can also be better to substitute t =
t˜+m j−k−ζ in Proposition 4.7, Proposition 4.8 or Proposition 4.10. In this case, we obtain
the estimates
‖Poi j(λ)‖ ≤ C|λ|
−1−γ1−γ2
2mp , (Proposition 4.7),
R({|λ| 1+γ1+γ2−ε2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C, (Proposition 4.8),
R({|λ| 1+γ1+γ22mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C, (Proposition 4.10),
where
γ1 = r − p[t + k + ζ − m j − s]+, γ2 = pζ − p[−[t + k + ζ − m j − s]+ − m j + k + ζ]+.
and where the operator norms and the R-bounds are taken in
B(A s(Rn−1,w; E),Wkp((ε,∞), | prn |r;A t(Rn−1,w; E2m))).
If we now choose ζ := [m j + s − k − t]+, then we obtain
γ1 = r − p[t + k − m j − s]+, γ2 = p[m j + s − k − t]+ − p[s − t]+.
From this it follows that
−γ1 − γ2 = −r + p(k − m j) + p([s − t]+ + t − s) = −r + p(k − m j) + p[t − s]+
This yields the following result:
Theorem 4.14. Recall Assumption 1.1 and Assumption 1.2. Let k ∈ N0, r, s, t ∈ R and
p ∈ [1,∞). Suppose that r − p[t + k − m j − s]+ > −1.
(a) For all σ > 0 there is a constant C > 0 such that
‖Poi j(λ)‖ ≤ C|λ|
−1−r+p(k−mj )+p[t−s]+
2mp
for all λ ∈ Σφ such that |λ| ≥ σ where the operator norms are taken in the space
B(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t(Rn−1,w; E2m))).
(b) Let ε ∈ (0, γ1 + 1). Then for all σ > 0 there is a constant C > 0 such that
R({|λ| 1+r−ε−p(k−mj )−p[t−s]+2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where theR-bounds are taken inB(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t(Rn−1,w; E2m))).
(c) Suppose that the assumptions of Proposition 2.14 hold true. Then for all σ > 0 there
is a constant C > 0 such that
R({|λ| 1+r−p(k−mj )−p[t−s]+2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where theR-bounds are taken inB(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t(Rn−1,w; E2m))).
Proof. This follows from Proposition 4.7, Proposition 4.8 and Proposition 4.10 together
with the observations in Remark 4.13. 
Corollary 4.15. Let k ∈ Z, s, t ∈ R, p ∈ (1,∞) and r ∈ (−1, p − 1). Suppose that
r − p[t + k − m j − s]+ > −1 and that A s is reflexive.
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(a) For all σ > 0 there is a constant C > 0 such that
‖Poi j(λ)‖ ≤ C|λ|
−1−r+p(k−mj )+p[t−s]+
2mp
for all λ ∈ Σφ such that |λ| ≥ σ where the operator norms are taken in the space
B(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t(Rn−1,w; E2m))).
(b) Let ε ∈ (0, γ1 + 1). Then for all σ > 0 there is a constant C > 0 such that
R({|λ| 1+r−ε−p(k−mj )−p[t−s]+2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where theR-bounds are taken inB(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t(Rn−1,w; E2m))).
(c) Suppose that the assumptions of Proposition 2.14 hold true. Then for all σ > 0 there
is a constant C > 0 such that
R({|λ| 1+r−p(k−mj )−p[t−s]+2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where theR-bounds are taken inB(A s(Rn−1,w; E),Wkp(R+, | prn |r;A t(Rn−1,w; E2m))).
Proof. The case k ∈ N0 is already contained in Theorem 4.14. Hence, we only treat the
case k < 0. In this case it holds that
(r − pk) − p[t − m j − s]+ ≥ r − p[t + k − m j − s]+ > −1.
Hence, Theorem 4.14 holds with a weight of the power r − pk and smoothness 0 in normal
direction. Combining this with Lemma 2.22 yields the assertion. 
Corollary 4.16. Let s, t ∈ R, k ∈ (0,∞) \N, p ∈ (1,∞), r ∈ (−1, p− 1) and q ∈ [1,∞]. We
write k = k − θ with k ∈ N0 and θ ∈ [0, 1). Suppose that r − p[t + k − m j − s]+ > −1.
(a) For all σ > 0 there is a constant C > 0 such that for all λ ∈ Σφ with |λ| ≥ σ we have
the estimate
‖Poi j(λ)‖ ≤ C|λ|
−1−r+p(k−mj )+p[t−s]+
2mp
where the norm is taken in B(A s(Rn−1,w; E),Hkp(R+, | prn |r;A t(Rn−1,w; E2m))) or in
B(A s(Rn−1,w; E), Bkp,q(R+, | prn |r;A t(Rn−1,w; E2m))).
(b) Let ε ∈ (0, γ1 + 1). Then for all σ > 0 there is a constant C > 0 such that
R({|λ| 1+r−ε−p(k−mj )−p[t−s]+2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where the R-bounds are taken inB(A s(Rn−1,w; E),Hkp(R+, | prn |r;A t(Rn−1,w; E2m))).
(c) Suppose that the assumptions of Proposition 2.14 hold true. Then for all σ > 0 there
is a constant C > 0 such that
R({|λ| 1+r−p(k−mj )−p[t−s]+2mp Poi j(λ) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where the R-bounds are taken inB(A s(Rn−1,w; E),Hkp(R+, | prn |r;A t(Rn−1,w; E2m))).
Proof. This follows from Theorem 4.14 together with real and complex interpolation, see
[30, Proposition 6.1, (6.4)] together with a retraction-coretraction argument, [28, Propo-
sition 5.6] and Proposition 2.3. Note that the power weight | prn |r is an Ap weight, since
r ∈ (−1, p − 1), see [16, Example 9.1.7].

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From now on, we use the notation
Dk,˜k,sr (I) := H
k
p(I, | prn |r,A s+˜k) ∩ Hk+˜kp (I, | prn |r,A s),
Dk,2m,s
r,B
(I) := {u ∈ Hkp(I, | prn |r,A s+2m) ∩ Hk+2mp (I, | prn |r,A s) :
trxn=0 B j(D)u = 0 for all j = 1, . . . ,m}
(4-5)
for p ∈ (1,∞) k, k˜ ∈ [0,∞), s ∈ R, r ∈ (−1, p − 1) and I ∈ {R+,R}. Moreover, we endow
both spaces with the norm
‖u‖
D
k,˜k,s
r (I)
= max{‖u‖
Hkp(I,| prn |r ,A s+˜k), ‖u‖Hk+˜kp (I,| prn |r ,A s)},
‖u‖Dk,2m,s
r,B
(I) = max{‖u‖Hkp(I,| prn |r ,A s+2m), ‖u‖Hk+2mp (I,| prn |r ,A s)},
respectively, so that (Dk,˜k,sr (I), ‖ · ‖Dk,˜k,sr (I)) and (D
k,2m,s
r,B
(I), ‖ · ‖Dk,2m,s
r,B
(I)) are a Banach spaces.
Proposition 4.17. Let s ∈ R, p ∈ (1,∞), r ∈ (−1, p− 1) and k ∈ N0 such that k ≤ min{βn :
b
j
β
, 0} Let further u ∈ Dk,2m,sr (R+) and θ ∈ [0, 1] such that 2mθ ∈ N0. Then for all σ > 0
there is a constant C > 0 such that we have the estimate
R({λθ Poi j(λ) trxn B j(D) : λ ∈ Σφ, |λ| ≥ σ}) ≤ C
where the R-bound is taken in
B(Dk,2m,sr (R+),Dk,2m(1−θ),sr (R+)).
Proof. The proof uses an approach which is sometimes referred to as Volevich-trick. This
approached is already standard in the treatment of parameter-elliptic and parabolic bound-
ary value problems in classical Sobolev spaces, see for example Lemma 7.1 in [6] and
how it is used to obtain the results therein. The idea is to use the fundamental theorem
of calculus in normal directions and to apply the boundedness of the Hilbert transform on
Lp(R,R), i.e.
H : Lp(R,R) → Lp(R,R), f 7→ 1
π
p.v.
∫
R
f (x − y)
y
dy ( f ∈ Lp(R,R)),
where the integral is understood as a principal value integral. We refer the reader to [15,
Section 4] and [21, Section 5] for more details on the Hilbert transform. Using these ideas
in connection with Corollary 4.6 we can carry out the following computation: Let (εn)n∈N
be a Rademacher sequence on the probability space (Ω,F , P), N ∈ N, λ1, . . . , λN and
u1, . . . , uN ∈ Hk(R+, | prn |r;A s+2m) ∩ Hk+1(R+, | prn |r;A s+2m−1). Then we obtain∥∥∥∥∥∥∥
N∑
l=1
εlλ
θ
l Poi j trxn=0 B j(D)ul
∥∥∥∥∥∥∥
Lp(Ω;D
k,2m(1−θ),s
r (R+))
.
k∑
k˜=0
∥∥∥∥∥∥∥
N∑
l=1
εlλ
θ
lD
k˜
xn
Poi j trxn=0 B j(D)ul
∥∥∥∥∥∥∥
Lp(Ω;Lp (R+,| prn |r ;A s+2m(1−θ))
+
k+(1−θ)2m∑
k˜=0
∥∥∥∥∥∥∥
N∑
l=1
εlλ
θ
lD
k˜
xn
Poi j trxn=0 B j(D)ul
∥∥∥∥∥∥∥
Lp(Ω;Lp (R+,| prn |r ;A s)
≤
k∑
k˜=0

∫
Ω
∫
R+
∥∥∥∥∥
∫
R+
N∑
l=1
εlλ
θ
l [∂ynD
k˜
xn
evxn+yn Poi j][B j(D)ul]( · , yn) dyn
∥∥∥∥∥p
A s+2m(1−θ)
dxn dP

1/p
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+
k∑
k˜=0

∫
Ω
∫
R+
∥∥∥∥∥
∫
R+
N∑
l=1
εlλ
θ
l [D
k˜
xn
evxn+yn Poi j][∂ynB j(D)ul]( · , yn) dyn
∥∥∥∥∥p
A s+2m(1−θ)
dxn dP

1/p
+
k+(1−θ)2m∑
k˜=0

∫
Ω
∫
R+
∥∥∥∥∥
∫
R+
N∑
l=1
εlλ
θ
l [∂ynD
k˜
xn
evxn+yn Poi j][B j(D)ul]( · , yn) dyn
∥∥∥∥∥p
A s
dxn dP

1/p
+
k+(1−θ)2m∑
k˜=0

∫
Ω
∫
R+
∥∥∥∥∥
∫
R+
N∑
l=1
εlλ
θ
l [D
k˜
xn
evxn+yn Poi j][∂ynB j(D)ul]( · , yn) dyn
∥∥∥∥∥p
A s
dxn dP

1/p
.
In order to keep the notation shorter, we continue the computation with just the first of
the four terms. The steps we would have to carry out for the other three terms, are almost
exactly the same with just minor changes on the parameters. We obtain
k∑
k˜=0

∫
Ω
∫
R+
∥∥∥∥∥
∫
R+
N∑
l=1
εlλ
θ
l [∂ynD
k˜
xn
evxn+yn Poi j][B j(D)ul]( · , yn) dyn
∥∥∥∥∥p
A s+2m(1−θ)
dxn dP

1/p
≤
k∑
k˜=0

∫
Ω
∫
R+
( ∫
R+
∥∥∥∥∥
N∑
l=1
εlλ
θ
l [∂ynD
k˜
xn
evxn+yn Poi j][B j(D)ul]( · , yn)
∥∥∥∥∥
A s+2m(1−θ)
dyn
)p
dxn dP

1/p
.

∫
Ω
∫
R+
( ∫
R+
∥∥∥∥∥
N∑
l=1
εl
1
xn + yn
[B j(D)ul]( · , yn)
∥∥∥∥∥
A
s+k+2m−mj
dyn
)p
dxn dP

1/p
.

∫
Ω
∫
R+
∥∥∥∥∥
N∑
l=1
εl[B j(D)ul]( · , xn)
∥∥∥∥∥p
A
s+k+2m−mj
dxn dP

1/p
≤
∑
|β|=m j
∥∥∥∥∥b jβ∂βnn ∂β′x′
N∑
l=1
εlul
∥∥∥∥∥
Lp(Ω;Lp(R+ ,| prn |r ;A s+k+2m−mj ))
.
m j∑
βn=k
∥∥∥∥∥
N∑
l=1
εlul
∥∥∥∥∥
Lp(Ω;H
βn
p (R+ ,|prn |r;A s+k+2m−βn ))
.
From the second to the third line we used Corollary 4.6, from the third to the fourth
line we used the boundedness of the Hilbert transform and in the last step we used that
k ≤ min{βn : b jβ , 0}. The other three terms above can either also be estimated by
m j∑
βn=k
∥∥∥∥∥
N∑
l=1
εlul
∥∥∥∥∥
Lp(Ω;H
βn
p (R+ ,| prn |r ;A s+k+2m−βn ))
or by
m j∑
βn=k
∥∥∥∥∥
N∑
l=1
εlul
∥∥∥∥∥
Lp(Ω;H
βn+1
p (R+ ,| prn |r ;A s+k+2m−βn−1))
if the derivative ∂yn is taken of g j instead of Poi j. Since m j < 2m, we obtain the estimate∥∥∥∥∥∥∥
N∑
l=1
εlλ
θ
l Poi j trxn=0 B j(D)ul
∥∥∥∥∥∥∥
Lp(Ω;D
k,2m(1−θ),s
r (R+))
.
∥∥∥∥∥∥∥
N∑
l=1
εlul
∥∥∥∥∥∥∥
Lp(Ω;D
k,2m,s
r (R+))

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5. Resolvent Estimates
Now we study the resolvent problem, i.e. (1-1) with g j = 0. We show that the corre-
sponding operator is R-sectorial and thus has the property of maximal regularity. But first,
we prove the R-sectoriality in Rn.
Theorem 5.1. Let m ∈ N and k, s ∈ R. Suppose that E satisfies Pisier’s property (α) if one
of the scales A ,B belongs to the Bessel potential scale. Then for all σ > 0 the realization
of A(D) − σ in Bk(A s) given by
A(D) − σ : Bk(A s) ⊃ Bk+2m(A s) ∩Bk(A s+2m) → Bk(A s), u 7→ A(D)u − σu
is R-sectorial in Σφ and there is a constant C > 0 such that the estimate
‖u‖Bk+2m(A s)∩Bk(A s+2m) ≤ C‖(λ + σ − A(D)u‖Bk(A s) (5-1)
holds for all λ ∈ Σφ.
Proof. It was shown in [19, Lemma 5.10] that
R({〈ξ〉|α|Dαξ (s1 + s2λ + s3|ξ|2m)(λ + 1 − A(ξ))−1 : λ ∈ Σφ, ξ ∈ Rn}) < ∞ in B(E) (5-2)
holds for all α ∈ B(E) and all (s1, s2, s3) ∈ R3. Note that the authors of [19] use a different
convention concerning the sign of A. Taking (s1, s2, s3) = (0, 1, 0) shows together with the
iterated R-bounded versions of Mihklin’s theorem, Proposition 3.8, show that
R({λ(λ + 1 − A(D))−1 : λ ∈ Σφ}) < ∞.
Thus, it only remains to prove that Bk+2m(A s) ∩ Bk(A s+2m) is the right domain and that
(5-1) holds. But (5-2) with (s1, s2, s3) = (1, 0, 1) shows that
[ξ 7→ (1 + |ξ|2m)(λ + 1 − A(ξ))−1] ∈ S 0R(Rn;B(E))
so that
[ξ 7→ (λ + 1 − A(ξ))−1] ∈ S −2mR (Rn;B(E))
uniformly in λ ∈ Σφ. Now the assertion follows from Proposition 3.11. 
Remark 5.2. (a) If both A and B belong to the Bessel potential scale, then Theorem
5.1 can be improved in the following way: Lemma 3.9 together with Fubini’s theorem
yields that
〈D′〉−s〈Dn〉−kLp(Rnx,w0 ⊗ w1; E)
h→ Hkp(Rxn ,w1;H sp(Rn−1x′ ,w0, E)).
Moreover, we have
〈D′〉−s〈Dn〉−kH2mp (Rnx,w0 ⊗ w1; E)
= Hk+2mp (Rxn ,w1;H
s
p(R
n−1
x′ ,w0, E)) ∩ Hkp(Rxn ,w1;H s+2mp (Rn−1x′ ,w0, E)).
But it is well-known that the realization of A(D) even admits a boundedH∞-calculus
in Lp(R
n
x,w0 ⊗ w1; E) with domain H2mp (Rnx,w0 ⊗ w1; E) no matter whether Pisier’s
property (α) is satisfied or not (recall that the weights in the Bessel potential case are
in Ap). This can be derived by using the weighted versions of Mihklin’s theorem in the
proof of [6, Theorem 5.5]. Since 〈D′〉−s〈Dn〉−k is an isomorphism, A(D) also admits a
boundedH∞-calculus in Hkp(Rxn ,w1;H sp(Rn−1x′ ,w0, E)) with domain
Hk+2mp (Rxn ,w1;H
s
p(R
n−1
x′ ,w0, E)) ∩ Hkp(Rxn ,w1;H s+2mp (Rn−1x′ ,w0, E)),
even if Pisier’s property (α) is not satisfied.
35
(b) In the proof of Theorem 5.1, one can also use Proposition 3.7 instead of Proposition
3.8 if one only need sectoriality. In this case, we can again drop the assumption that E
has to satisfy Pisier’s property (α).
Theorem 5.3. Recall Assumption 1.1 and Assumption 1.2. Suppose that E satisfies Pisier’s
property (α). Let kmax := min{βn| ∃ j ∈ {1, . . . ,m}∃β ∈ N0, |β| ≤ m j : b jβ , 0}, k ∈ [0, kmax],
p ∈ (1,∞), r ∈ (−1, p − 1) and s ∈ R. We define the operator
AB : H
k
p(R+, | prn |r;A s) ⊃ D(AB) → Hkp(R+, | prn |r;A s), u 7→ A(D)u
on the domain
D(AB) := {u ∈ Hkp(R+, | prn |r;A s) :ABu ∈ Hkp(R+, | prn |r;A s)
trxn=0 B j(D)u = 0 for all j = 1, . . . ,m}
Then for all σ > 0 we have that AB − σ is R-sectorial in Σφ. Moreover, there is a constant
C such that for all λ ∈ Σφ with |λ| ≥ σ we have the estimate
‖u‖Dk,2m,s
r,B
(R+)
≤ C‖(λ − A(D))u‖Hkp(R+ ,| prn |r ;A s). (5-3)
In particular, it holds that Dk,2m,s
r,B
(R+) = D(AB).
Proof. Consider
R(λ) f = r+(λ − A(D))−1RnE f −
m∑
j=1
pr1 Poi j(λ) trxn=0 B j(D)(λ − A(D))−1RnE f , (5-4)
where λ ∈ Σφ, f ∈ Hkp(R+, | prn |r;A s), (λ − A(D))−1Rn denotes the resolvent on Rn as in
Theorem 5.1, r+ denotes the restriction of a distribution on R
n to Rn
+
and E denotes an
extension operator mapping Htp(R+, | prn |r;A s) into Htp(R, | prn |r;A s) for arbitrary t ∈ R.
E can for example be chosen to be Seeley’s extension, see [35].
Combining Proposition 4.17 with θ = 1 and Theorem 5.1 yields that the set
{λR(λ) : λ ∈ Σφ, |λ| ≥ σ} ⊂ B(Hkp(R+, | prn |r;A s)) (5-5)
is R-bounded. Next, we show that R(λ) is indeed the resolvent so that we obtain R-
sectoriality. To this end we show that
R(λ) : Hkp(R+, | prn |r;A s)→ D(AB)
is a bijection with inverse λ − AB. Let f ∈ Hkp(R+, | prn |r;A s). Since
trxn=0 Bk(D) pr1 Poi j(λ) = δk, j idA
by construction, it follows from applying B j(D) to (5-4) that trxn=0 B j(D)R(λ) f = 0 for all
j = 1, . . . ,m. Moreover, we have (λ − A(D)) pr1 Poi j(λ) = 0 by the definition of Poi j(λ).
This shows that
(λ − A(D))R(λ) = idHkp(R+ ,|prn |r;A s) (5-6)
and therefore
A(D)R(λ) f = λR(λ) f − (λ − A(D))R(λ) f = λR(λ) f − f .
But it is already contained in (5-5) that λR(λ) f ∈ Hkp(R+, | prn |r;A s). This shows that R(λ)
maps Hkp(R+, | prn |r;A s) into D(AB). In addition, (5-6) shows the injectivity of R(λ). But
also
(λ − A(D)) : D(AB)→ Hkp(R+, | prn |r;A s)
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is injective as a consequence of the Lopatinskii-Shapiro condition. Hence, there is a map-
ping
T (λ) : Hkp(R+, | prn |r;A s) → D(AB)
such that T (λ)(λ − A(D)) = idD(AB). But from this we obtain
T (λ) = T (λ)(λ − AB)R(λ) = R(λ)
so that
R(λ)(λ − AB) = idD(AB), (λ − AB)R(λ) = idHkp(R+ ,| prn |r ;A s),
i.e. R(λ) = (λ − AB)−1 is indeed the resolvent and we obtain the R-sectoriality.
It remains to show that the estimate (5-3) holds. To this end, we can again use the formula
for the resolvent (5-4) in connection with Proposition 4.17 (θ = 0) and Theorem 5.1. Then
we obtain for u ∈ D(AB) that
‖u‖Dk,2m,s
r,B
(R+)
≤ ‖r+(λ − A(D))−1RnE (λ − AB)u‖Dk,2m,s
r,B
(R+)
+
m∑
j=1
‖ pr1 Poi j(λ) trxn=0 B j(D)(λ − A(D))−1RnE (λ − AB)u‖Dk,2m,s
r,B
(R+)
. ‖(λ − AB)u‖Hk(R+ ,| prn |rA s) +
m∑
j=1
‖r+(λ − A(D))−1RnE (λ − AB)u‖Dk,2m,s
r,B
(R+)
. ‖(λ − AB)u‖Hk(R+ ,| prn |rA s)
This also implies that D(AB) = D
k,2m,s
r,B
(R+). Indeed, it follows from Proposition 3.11 that
‖(λ − AB)u‖Hk(R+,| prn |rA s) . ‖(λ − A(D))E u‖Hk(R,| prn |rA s) . ‖E u‖Dk,2m,sr,B (R) . ‖u‖Dk,2m,sr,B (R+)
for u ∈ Dk,2m,s
r,B
(R+). Hence, we have
D
k,2m,s
r,B
(R+) →֒ D(AB) →֒ Dk,2m,sr,B (R+).

Two canonical applications of Theorem 5.3 are Dirichlet and Neumann Laplacian.
Corollary 5.4. Let E = C, p ∈ (1,∞), r ∈ (1, p − 1) and s ∈ R.
(a) We consider the Laplacian with Dirichlet boundary conditions
∆D : Lp(R+, | prn |r;A s) ⊃ D(∆D) → Lp(R+, | prn |r;A s)
on the domain D(∆D) given by
D(∆D) := {u ∈ H2p(R+, | prn |r;A s) ∩ Lp(R+, | prn |r;A s+2m) : trxn=0 u = 0}.
For all σ > 0 it holds that ∆D − σ is R-sectorial in any sector Σψ with ψ ∈ (0, π).
(b) Let k ∈ {0, 1}. We consider the Laplacian with Neumann boundary conditions
∆N : H
k
p(R+, | prn |r;A s) ⊃ D(∆D) → Hkp(R+, | prn |r;A s)
on the domain D(∆N) given by
D(∆N) := {u ∈ Hk+2p (R+, | prn |r;A s) ∩ Hkp(R+, | prn |r;A s+2m) : trxn=0 ∂nu = 0}.
For all σ > 0 it holds that ∆N − σ is R-sectorial in any sector Σψ with ψ ∈ (0, π).
Proof. Both statements follow directly from Theorem 5.3. 
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6. Application to Boundary Value Problems
Theorem 6.1. Let s1, . . . , sm ∈ R and g j ∈ A s j ( j = 1, . . . ,m). Then the equation
λu − A(D)u = 0 in Rn
+
,
B j(D)u = g j on R
n−1
has a unique solution u ∈ S ′(Rn
+
; E) for all λ ∈ Σφ. This solution satisfies
u ∈
m∑
j=1
⋂
r,t∈R, k∈N0 , p∈[1,∞)
r−p[t+k−mj−s j ]+>−1
Wkp(R+, | prn |r;A t).
Moreover, for all σ > 0, t, r ∈ R, p ∈ [1,∞) and k ∈ N0 such that r−p[t+k−m j− s j]+ > −1
for all j = 1, . . . ,m there is a constant C > 0 such that
‖u‖Wkp(R+ ,| prn |r ;A t) ≤ C
m∑
j=1
|λ|
−1−r+p(k−mj )+p[t−s j]+
2mp ‖g j‖A s j
for all λ ∈ Σφ with |λ| ≥ σ
Proof. All the assertions follow directly from Theorem 4.14 (a). 
Remark 6.2. (a) Note that the smoothness parameters k and t of the solution in Theorem
6.1 can be chosen arbitrarily large, if one accepts a strong singularity at the boundary.
On the other hand, if t is chosen small enough, then the singularity can be removed.
(b) In Theorem 6.1 we can take k = 1 + max j=1,...,mm j, r = 0 and t such that r − p[t +
k − m j − s j]+ > −1 for all j = 1, . . . ,m. This means that the boundary conditions
B j(D)u = g j can be understood in a classical sense. Indeed, [30, Proposition 7.4] in
connection with [30, Proposition 3.12] shows that
Wkp(R+;A
t) →֒ BUCk−1(R+;A t).
Hence, trxn=0 B j(D)u can be defined in the classical sense.
(c) One can again use interpolation techniques or one can directly work with Corollary
4.16 in order to obtain results for the Bessel potential or the Besov scale in normal
direction. Note however that this comes with some restrictions on the weight | prn |r.
Theorem 6.3. Let s ∈ R, p ∈ (1,∞), r ∈ (−1, p − 1), kmax := min{βn| ∃ j ∈ {1, . . . ,m}∃β ∈
N0, |β| ≤ m j : b jβ , 0}, k ∈ [0, kmax] ∩ N0 and f ∈ Wkp(R+, | prn |r;A s). Let further
s j ∈ (s + 2m + k − m j − 1+rp ,∞) and g j ∈ A s j ( j = 1, . . . ,m). Then the equation
λu − A(D)u = f in Rn
+
,
B j(D)u = g j on R
n−1
has a unique solution
u ∈ Wk+2mp (R+, | prn |r;A s) ∩Wkp(R+, | prn |r;A s+2m)
and for all σ > 0 there is a constant C > 0 such that for all λ ∈ Σφ with |λ| ≥ σ we have
the estimate
‖u‖Wk+2mp (R+ ,| prn |r ;A s)+‖u‖Wkp(R+,| prn |r ;A s+2m) + |λ| ‖u‖Wkp(R+ ,| prn |r ;A s)
≤ C
‖ f ‖Wkp (R+ ,|prn |r;A s) +
m∑
j=1
|λ|
−1−r+p(k+2m−mj )
2mp ‖g‖A s j
 .
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Proof. By Theorem 5.3 we have a unique solution
u1 ∈ Wk+2mp (R+, | prn |r;A s) ∩Wkp(R+, | prn |r;A s+2m)
to the equation
λu1 − A(D)u1 = f in Rn+,
B j(D)u1 = 0 on R
n−1
which satisfies the estimate
‖u1‖Wk+2mp (R+,| prn |r ;A s) + ‖u1‖Wkp(R+ ,| prn |r ;A s+2m) + |λ| ‖u1‖Wkp(R+,| prn |r ;A s) ≤ C‖ f ‖Wkp (R+,| prn |r ;A s).
By Remark 5.2 (b), we do not need Pisier’s property (α) for this. Moreover, by Theorem
6.1 the unique solution u2 to the equation
λu2 − A(D)u2 = 0 in Rn+,
B j(D)u2 = g j on R
n−1
satisfies the estimates
‖u2‖Wk+2mp (R+ ,|prn |r;A s) ≤ C
m∑
j=1
|λ|
−1−r+p(k+2m−mj )
2mp ‖g‖A s j ,
‖u2‖Wkp(R+,| prn |r ;A s+2m) ≤ C
m∑
j=1
|λ|
−1−r+p(k−mj )
2mp ‖g‖A s j ,
‖u2‖Wkp(R+ ,|prn |r;A s) ≤ C
m∑
j=1
|λ|
−1−r+p(k−mj )
2mp ‖g‖A s j .
Note that by our choice of s j, we have
r − [s + 2m + k − m j − s j]+ > r − (s + 2m + k − m j − s − 2m − k + m j + 1+rp ) = −1
for s + 2m + k − m j − 1+rp < s j ≤ s + 2m + k − m j and
r − [s + 2m + k − m j − s j]+ = r > −1
for s j ≥ s + 2m + k − m j. The unique solution u of the full system is given by u = u1 + u2
and therefore summing up yields the assertion. 
Theorem 6.4. Let σ > 0, s1, . . . , sm, l1, . . . , lm ∈ R and g j ∈ C l j (R+,w2;A s j). Let
P j = {(r, t0, l, k, p) : t0, l ∈ R,r ∈ (−1,∞).k ∈ N0, p ∈ [1,∞),
r − p[t0 + k − m j − s j]+ > −1,
r − 2mp(l − l j) − p(k − m j) − p[t0 − s j]+ > −1}
Then the equation
∂tu + σu − A(D)u = 0 in R × Rn+,
B j(D)u = g j on R+ × Rn−1,
(6-1)
has a unique solution u ∈ S ′(R × Rn
+
; E). This solution satisfies
u ∈
m∑
j=1
⋂
(r,t0,l,k,p)∈P j
C
l(R,w2;W
k
p(R+, | prn |r;A t0))
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and for all (r, t0, l, k, p) ∈ ⋂mj=1 P j there is a constant C > 0 independent of g1, . . . , gm such
that
‖u‖C l(R,w2;Wkp(R+ ,| prn |r ;A t0 )) ≤ C
m∑
j=1
‖g j‖C l j (R,w2;A s j ).
Proof. We apply the Fourier transform Ft 7→τ in time to (6-1) and obtain
(σ + iτ)uˆ − A(D)uˆ = 0 in R × Rn
+
,
B j(D)uˆ = gˆ j on R+ × Rn−1.
(6-2)
Hence, the solution of (6-1) is given by
u(t, x) =
m∑
j=1
F
−1
t→τ Poi j(σ + iτ)Ft→τg j.
From Theorem 4.14 together with Lemma 2.5 it follows that
[τ 7→ Poi j(σ + iτ)] ∈ S
−1−r+p(k−mj )+p[t0−s j ]+
2mp
+ε
R (R,B(A s j ,Wkp(R+, | prn |r;A t0)))
for arbitrary ε > 0 if the parameters satisfy r − p[t0 + k − m j − s j]+ > −1. Hence, the
parameter-independent version Proposition of 3.6 (as in Remark 3.3 (g)) yields
F
−1
t→τ Poi j(σ + iτ)Ft→τg j ∈ C l j−ε+
1+r−p(k−mj )−p[t0−s j ]+
2mp (R,w2;W
k
p(R+, | prn |r;A t0))
as well as the estimate
‖F−1t→τ Poi j(σ + iτ)Ft→τg j‖
C
l j−ε+
1+r−p(k−mj )−p[t0−s j ]+
2mp (R,w2;W
k
p(R+,| prn |r ;A t0 )
≤ C‖g j‖C l j (R,w2;A s j ).
But the condition
r − 2mp(l − l j) − p(k − m j) − p[t0 − s j]+ > −1 (6-3)
implies
l ≤ l j − ε +
1 + r − p(k − m j) − p[t0 − s j]+
2mp
. (6-4)
if ε > 0 is chosen small enough. Therefore, we obtain
F
−1
t→τ Poi j(σ + iτ)Ft→τg j ∈ C l(R,w2;Wkp(R+, | prn |r;A t0 ))
and the estimate
‖F−1t→τ Poi j(σ + iτ)Ft→τg j‖C l(R,w2;Wkp(R+ ,|prn |r;A t0 ) ≤ C‖g j‖C l j (R,w2;A s j ).
if (r, t0, l, k, p) ∈ P j. Taking the sum over all j = 1, . . . ,m yields the assertion. 
Remark 6.5. (a) IfC does not stand for the Bessel potential scale or if p > max{p0, q0, qE}
where qE denotes the cotype of E, then the parameter set P j in Theorem 6.4 can po-
tentially be chosen slightly larger, namely
P j = {(r, t0, l, k, p) : t0, l ∈ R,r ∈ (−1,∞).k ∈ N0, p ∈ [1,∞),
r − p[t0 + k − m j − s j]+ > −1,
r − 2mp(l − l j) − p(k − m j) − p[t0 − s j]+ ≥ −1}.
Indeed, if p > max{p0, q0, qE}, then
[τ 7→ Poi j(σ + iτ)] ∈ S
−1−r+p(k−mj )+p[t0−s j ]+
2mp
R (R,B(A s j ,Wkp(R+, | prn |r;A t0)))
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by Theorem 4.14. If one continues the proof of Theorem 6.4 with this information,
then one will find that the ε in (6-4) can be removed so that the inequality (6-3) does
not have to be strict. The same holds for Besov and Triebe-Lizorkin scale, as in this
case
[τ 7→ Poi j(σ + iτ)] ∈ S
−1−r+p(k−mj )+p[t0−s j ]+
2mp (R,B(A s j ,Wkp(R+, | prn |r;A t0)))
is good enough and holds without restriction on p.
(b) As in Remark 6.2 we can take the trace trxn=0 B j(D)u in the classical sense if k is large
enough and if l and t0 are small enough.
(c) Again, we can use interpolation techniques to extend the result in Theorem 6.4 to
the case in which the Bessel potential or Besov scale are taken in normal direction.
However, this can only be done for r ∈ (−1, p − 1).
Theorem 6.6. Let α ∈ (0, 1), T > 0, s, t0 ∈ R, p ∈ (1,∞), r ∈ (−1, p − 1), µ ∈ (−1,∞),
vµ(t) = t
µ (t ∈ (0, T ]) and s1, . . . , sm, l1, . . . , lm ∈ R. Assume that µ ∈ (−1, q2) if C belongs
to the Bessel potential scale. Let again kmax := min{βn| ∃ j ∈ {1, . . . ,m}∃β ∈ N0, |β| ≤ m j :
b
j
β
, 0} and k ∈ [0, kmax] ∩ N0. We further assume that
l j >
1 + µ
q2
− 1 + r
2mp
+
k − m j + [t0 − s j]+
2m
and s j > t0 + k − m j − 1 + r
p
(6-5)
for all j = 1, . . . ,m. Suppose that E satisfies Pisier’s property (α).
Then for all u0 ∈ Lp(R+, | pr |r;A t0), all f ∈ Cα((0, T ); Lp(R+, | pr |r;A t0)) and g j ∈
C l j ([0, T ], vµ;A
s j ) there is a unique solution u of the equation
∂tu − A(D)u = f in [0, T ] × Rn+,
B j(D)u = g j on [0, T ] × Rn−1,
u(0, · ) = u0
(6-6)
which satisfies
u ∈ C([0, T ];Hkp(R+,xn , | pr |r;A t0)),
u ∈ C l∗ ((0, T ], vµ;Hk+2mp (R+,xn , | pr |r;A t0−2m)),
u ∈ C1((0, T ];Hkp([δ,∞)xn , | pr |r;A t0)),
u ∈ C((0, T ];Hk+2mp ([δ,∞)xn , | pr |r;A t0) ∩ Hkp([δ,∞)xn , | pr |r;A t0+2m))
for all δ > 0 and some l∗ ∈ R.
Proof. First, we substitute v(t, · ) = e−σtu(t, · ) for some σ > 0. Since we work on a
bounded time interval [0, T ], this multiplication is an automorphism of all the spaces we
consider in this theorem. Hence, it suffices to look for a solution of the equation
∂tv + σv − A(D)v = f˜ in [0, T ] × Rn+,
B j(D)v = g˜ j on [0, T ] × Rn−1,
v(0, · ) = u0,
where f˜ (t) = e−σt f (t) and g˜ j(t) = e−σtg j(t). We split v into two parts v = r[0,T ]v1+v2 which
are defined as follows: v1 solves the equation
∂tv1 + σv1 − A(D)v1 = 0 in R × Rn+,
B j(D)v1 = E g˜ j on R × Rn−1,
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where E is a suitable extension operator and r[0,T ] is the restriction to [0, T ]. Moreover, v2
is the solution of
∂tv2 + σv2 − A(D)v2 = f˜ in [0, T ] × Rn+,
B j(D)v2 = 0 on [0, T ] × Rn−1,
v2(0, · ) = v0 − v1(0, · ).
(6-7)
For v1 it follows from Theorem 6.4 that
v1 ∈
m∑
j=1
⋂
(r′ ,t′,l′ ,k′,p′)∈P j
C
l′ (R, vµ;W
k′
p′ (R+, | prn |r
′
;A t
′
))
and for all (r′, t′, l′, k′, p′) ∈ ⋂mj=1 P j there is a constant C > 0 independent of g1, . . . , gm
such that
‖v1‖C l′ (R,vµ;Wk′p′ (R+ ,| prn |r′ ;A t′ )) ≤ C
m∑
j=1
‖E g˜ j‖C l j (R,vµ;A s j ).
In particular, if l′ > 1+µ
q2
we have v1 ∈ BUC([0, T ];Wk′p′(R+, | prn |r
′
;A t
′
)) so that we can
take the time trace v1(0), see [30, Proposition 7.4]. If condition (6-5) is satisfied, then we
can choose l >
1+µ
q2
small enough such that (r, t0, l, k, p) ∈ ⋂mj=1 P j. Hence, under this
condition we obtain
v1(0) ∈ Wkp(R+, | prn |r;A t0)
is well defined. But since we have r ∈ (−1, p− 1), it follows from Theorem 5.3 that AB−σ
generates a holomorphic C0-semigroup (T (t))t≥0 in Wkp(R+, | prn |r;A t0 ). In addition, v2 is
given by
v2(t) = T (t)[v0 − v1(0, · )] +
∫ t
0
T (t − s) f (s) ds.
It follows from standard semigroup theory that
v2 ∈ C((0, T ];D(AB)) ∩ C1((0, T ]; X)∩ C([0, T ]; X),
where
X = Hkp(R+,xn , | pr |r;A t0 ), D(AB) = Dk,2m,sr,B (R+) →֒ Hk+2mp (R+,xn , | pr |r;A t0)∩Hkp(R+,xn , | pr |r;A t0+2m),
see for example [31, Chapter 4, Corollary 3.3]. Since also v1 ∈ BUC([0, T ];Wkp(R+, | prn |r;A t0 )),
we obtain
u ∈ C([0, T ];Hkp(R+,xn , | pr |r;A t0)),
and, since v1 is arbitrarily smooth away from the boundary, also
u ∈ C1((0, T ];Hkp([δ,∞)xn , | pr |r;A t0)),
u ∈ C((0, T ];Hk+2mp ([δ,∞)xn , | pr |r;A t0) ∩ Hkp([δ,∞)xn , | pr |r;A t0+2m))
for all δ > 0. Concerning the value of l∗, we note that if (r, t0, l, k, p) ∈
⋂m
j=1 P j, then also
(r, t0 − 2m, l − 1, k + 2m, p) ∈ ⋂mj=1 P j. Hence, we just have to take l∗ ≤ l − 1 such that
C((0, T ];Hk+2mp (R+,xn , | pr |r;A t0)) →֒ C l
∗
((0, T ], vµ;H
k+2m
p (R+,xn , | pr |r;A t0−2m)).
Altogether, this finishes the proof. 
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Remark 6.7. While we can treat arbitrary space regularity of the boundary data in Theo-
rem 6.6, it is important to note that (6-5) poses a restriction on the time regularity of the
boundary data. Even if we take t0 ≤ min j=1,...,m s j, k = 0, r very close to p − 1 and q2 very
large, we still have the restriction
l j > −
1 + m j
2m
.
In the case of the heat equation with Dirichlet boundary conditions, this would mean that
the boundary data needs to have a time regularity strictly larger than − 1
2
. Having boundary
noise in mind, it would be interesting to go beyond this border. It would need further
investigation whether this is possible or not. In fact, (6-5) gives a restriction on the time
regularity only because we do not allow r ≥ p − 1, otherwise we could just take r very
large and allow arbitrary regularity in time. The reason why we have to restrict to r < p−1
is that we want to apply the semigroup to the time trace v1(0). However, until now we can
only do this for r ∈ (−1, p− 1). Hence, if one wants to improve Theorem 6.6 to the case of
less time regularity, there are at least two possible directions:
(1) One could try to generalize Theorem 5.3 to the case in which r > p − 1. In fact,
in [29] Lindemulder and Veraar derive a bounded H∞-calculus for the Dirich-
let Laplacian in weighted Lp-spaces with power weights of order r ∈ (−1, 2p −
1) \ {p − 1}. It would be interesting to see whether their methods also work for
Lp(R+, | pr |r;A s) with r ∈ (p − 1, 2p − 1).
(2) One could try to determine all initial data u0 which is given by u0 = u˜0 + v1(0)
where u˜0 ∈ Hkp(R+, | prn |r;A t) and v1 is the solution to
∂tv1 + σv1 − A(D)v1 = 0 in R × Rn+,
B j(D)v1 = g˜ j in R × Rn+,
for some g˜ j ∈ C l j (R, vµ;A s j) satisfying g˜ j|[0,T ] = g j. For such initial data, the
initial boundary value problem can be solved with our methods for arbitrary time
regularity of the boundary data. Indeed, in this case we just have to take the right
extension of g j so that u0 − v1(0) ∈ Hkp(R+, | pr |r;A t). Then we can just apply the
semigroup in order to obtain the solution of (6-7).
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