Measurements of the differential cross section for the Drell-Yan process, based on proton-proton collision data at a centre-of-mass energy of 13 TeV, collected by the CMS experiment, are presented. The data correspond to an integrated luminosity of 2.8 (2.3) fb −1 in the dimuon (dielectron) channel. The total and fiducial cross section measurements are presented as a function of dilepton invariant mass in the range 15 to 3000 GeV, and compared with the perturbative predictions of the standard model. The measured differential cross sections are in good agreement with the theoretical calculations.
Introduction
Drell-Yan (DY) production of same-flavour, oppositely charged lepton pairs in proton-proton collisions occurs via the s-channel exchange of γ * /Z bosons. Current theoretical predictions for the cross section are accurate up to next-to-leading order (NLO) in the electroweak (EW) coupling and up to next-to-next-to-leading order (NNLO) in perturbative quantum chromodynamics (QCD) [1] [2] [3] [4] . Hence, a precision measurement of the differential cross section for the DY process at the LHC provides an important test of the perturbative framework of the standard model (SM). In a complementary way, the experimental results can also be used to constrain the parton distribution functions (PDFs). DY production of dileptons is also a major source of background for rare SM processes as well as searches for physics beyond the SM. Hence, it is important to measure the DY production rate accurately up to the largest accessible energy.
The single-and double-differential cross sections, dσ/dm and d 2 σ/dmd|y|, where m is the dilepton invariant mass and |y| is the absolute value of the dilepton rapidity, were previously measured by the ATLAS [5] [6] [7] and CMS [8-10] Collaborations in proton-proton (pp) collisions for the centre-of-mass energy √ s = 7 and 8 TeV at the LHC. Using early data collected in 2015 at √ s = 13 TeV and corresponding to an integrated luminosity (L) of 81 pb −1 , the ATLAS Collaboration measured the Z production cross section times branching ratio of Z → + − near the resonance region [11] . This paper presents the first measurement of the DY spectrum dσ/dm over a wider invariant mass range using 2015 pp collision data collected by the CMS Collaboration at √ s = 13 TeV at the LHC, corresponding to L = 2.8 (2.3) fb −1 in the dimuon (dielectron) channel.
The cross section as a function of invariant mass for a specific bin i is determined by the following relation:
where N i denotes the signal yield in a given bin i after subtracting the background. It is obtained using an unfolding technique to correct for the detector resolution effects and final-state photon radiation (FSR). The acceptance A i and the experimental efficiency ε i are obtained from the Monte Carlo (MC) simulation. A scale factor ρ i accounts for any difference in the efficiency between data and simulation.
The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a fine-grained and hermetic crystal electromagnetic calorimeter (ECAL), and a sampling hadron calorimeter, each composed of a barrel and two endcap sections. Extensive forward calorimetry with lead and quartz-fibre Cherenkov detectors complement the coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionisation detectors using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers embedded in the steel flux-return yoke outside the solenoid.
The ECAL consists of about 76k lead tungstate crystals, which provide a coverage in pseudorapidity |η| < 1.479 in the barrel region and 1.566 < |η| < 2.5 in two endcap regions (EE). A preshower detector consisting of two planes of silicon sensors interleaved with a total of 3X 0 of lead is located in front of EE. The momentum of an electron candidate is estimated by combining the measurements in the ECAL and tracker. The resolution of transverse momentum (p T ) for electron candidate with p T about 45 GeV, ranges from 1.7% for nonshowering electrons in the barrel region to 4.5% for showering electrons in the endcaps [12] .
Muons are measured in the range |η| < 2.4. Matching the track of a muon candidate to that measured in the silicon tracker results in a p T resolution of 1.3-2.0% in the barrel and better than 6% in the endcaps for muons with 20 < p T < 100 GeV. The resolution is better than 10% for muons with p T up to about 1 TeV [13] .
The first level of the CMS trigger system [14] , composed of custom hardware processors, uses information from the calorimeters and the muon detector to select the most interesting events at a level of 1 in 10 4 within 4 µs. The high-level trigger, consisting of processor farms, uses the complete information from the detector to reconstruct the event and discriminate further to reduce the selection rate to less than about 1 kHz, before data storage. A more general description of the CMS detector with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [15] .
Data sets and simulated event samples
The collision data used in this analysis is collected with an inclusive single-muon (electron) trigger. The events in the dimuon channel are triggered by the presence of at least one muon candidate with p T > 20 GeV and |η| < 2.4. The events for the dielectron channel are triggered by an electron with p T > 23 GeV and |η| < 2.5, satisfying loose identification and isolation criteria.
Various MC samples are used to simulate the DY signal and background processes. The MAD-GRAPH5 aMC@NLO v2.2.2 [16] event generator is used to simulate the signal and W production in association with one or more jets (W+jets) events at NLO accuracy in the QCD coupling constant, α S . Pair production of top quarks (tt) and single top quark production in association with a W boson (tW and tW) are generated at NLO using POWHEG v2.0 and v1.0 respectively [17] [18] [19] [20] [21] . Diboson processes (WW, WZ, and ZZ) are simulated at leading order with PYTHIA v8.212 [22] . All samples are generated with the PDF package of NNPDF3.0 [23, 24] . The PYTHIA generator with the underlying event tune CUETP8M1 [25] is used for the showering and hadronisation in all samples. For simulations at NLO, jets from matrix element calculations and parton showering are merged using the FxFx prescription [26] . The total production rate for each process is normalised using the most accurate theoretical cross section value available. The DY process is normalised to the predicted cross section calculated using the MAD-GRAPH5 aMC@NLO. The tt rate is normalised to the predicted cross section using a calculation performed with NNLO+NNLL (next-to-next-to-leading logarithm) accuracy [27] . The normalisations for the single top quark and diboson samples use cross section values available at NLO accuracy [28, 29] .
In all the MC samples, the detector response is simulated using a detailed description of the CMS detector based on the GEANT4 [30] package. The simulated events are reconstructed using the same software as the real data. Minimum bias events are superimposed on the simulated physics processes to emulate the effects of multiple interactions per bunch crossing (pileup); typically an average number of 11. All MC samples are reweighted to provide the same pileup distribution observed in the data.
Event selection
Each reconstructed offline muon candidate is required to meet identification criteria that are based on the number of hits found in the tracker, the response of the muon detectors, and a set of criteria based on the matching between the muon track parameters as measured by the inner tracker and muon detectors. Furthermore, the two muon candidates are required to share a well-defined common vertex. To reject cosmic ray muons that can appear to be back-toback muon pairs, the transverse impact parameter with respect to the centre of the interaction region is required to be small and the opening angle between the two candidates should be differ from π by more than 5 mrad. In order to suppress nonprompt muon candidates from heavy flavour decays, muons are required to be well-isolated within a cone of size ∆R = 0.3, where ∆R = √ (∆η) 2 + (∆φ) 2 . More details on the muon reconstruction, identification and isolation criteria used in this analysis can be found in Refs. [13] .
The offline reconstructed electron candidates are required to pass identification criteria that are based on electromagnetic shower shape variables. Electron candidates originating from photon conversions are suppressed by requiring that they have at most two missing inner tracker hits and that they are not consistent with being part of a conversion pair. The isolation of an electron candidate is defined by measuring the sum of energy deposits associated with the photons as well as with the charged and neutral hadrons reconstructed by the particle-flow (PF) algorithm [31] with the same cone size as for the muons. The electron selection is based on the ratio of the PF isolation to the p T of the electron candidate. More details about electron reconstruction and identification criteria used in this analysis are given in Refs. [12, 32] .
For the offline analysis the leading muon (electron) candidate in the event is required to have p T > 22 (30) GeV and the subleading candidate p T > 10 GeV. All muon candidates are required to satisfy |η| < 2.4, and all electron candidates should satisfy |η| < 2.5, while excluding the barrel-endcap transition region of the ECAL (1.44 < |η| < 1.57). The two muon candidates are required to have opposite charges, and the pair with the best fit of the dimuon vertex is selected if there is more than one candidate pair in the same event. No opposite-charge and same-vertex requirements are applied in the dielectron channel to avoid a selection inefficiency. At least one of the two candidate leptons, selected in the event, is required to match the object that triggered the events.
The reconstructed dilepton invariant mass distribution can be affected by an imperfect measurement of the momentum and energy of the lepton candidates. Momentum scale corrections for the muons are applied using the procedures described in Refs. [10, 33] . The electron energy deposits, as measured in ECAL, are subject to a set of corrections involving information from both the ECAL and tracker [12, 32] .
The measurements are performed in 43 bins of dilepton invariant mass. The binning at m < 600 GeV is identical to that used in the earlier measurement [10] , although the highest bin is extended to 3000 GeV. The highest mass events observed in the data set are about 2.3 TeV in both channels.
Background estimation
The background composition varies across the dilepton invariant mass range, with the dominant backgrounds over the entire mass range being tt, tW, and tW production, except for the region below the Z boson peak, where DY production of τ + τ − pairs and their subsequent decays to electron and muon pairs constitute a significant background. In the dimuon channel, the QCD multijet background is relatively large at low mass, below about 60 GeV. However, in the dielectron channel, it contributes significantly in the high mass region as well.
The main backgrounds are estimated from data using control samples to reduce the systematic uncertainty due to the imperfect knowledge of the theoretical cross sections for the SM processes. For tt, tW, tW, τ + τ − , and WW production, the contributions are estimated from a large data sample containing electron-muon pairs of opposite charge; the identification criteria used to select this sample are the same used to select the signal samples (described in the previous section). The rates are twice as large as those for dimuon or dielectron events; however, the contributions of the same-flavour final states are scaled after correcting for the relevant detector acceptance and efficiency.
The QCD multijet and W+jets processes contribute to the background mainly when one or more jets are misidentified as electron or (less likely) as muon candidates; the contributions are estimated using the "misidentification rate" method described in Refs. [9, 34] . The misidentification rate is measured as a function of muon and electron p T in the barrel and endcap regions separately. Subsequently, the misidentification rate is applied to events with loosely isolated leptons, after subtracting the contributions of genuine dilepton events. The contributions from genuine lepton candidates from DY and tt production are subtracted using a lepton distribution fit obtained from the simulation. The misidentification rate in the dimuon channel is defined as the ratio of the number of isolated muon candidates passing the muon identification criteria and the number of muon candidates passing the muon identification with no isolation requirement. For this measurement a data sample selected with the single-muon trigger is used. The definition of the misidentification rate in the dielectron channel is slightly different and is calculated by measuring the probability of a jet passing the final electron selection criteria described above. For this measurement, a large unbiased event sample has been used, selected with a combination of single-photon triggers rather than electron triggers. The fraction of misidentified lepton backgrounds is generally less than 1% across the entire mass range in the dimuon channel and up to 3% (5%) below (above) the Z boson peak in the dielectron channel.
The contribution from WZ and ZZ processes are evaluated using simulation. The photoninitiated (PI) production of same-flavour lepton pairs is estimated with the FEWZ 3.1 package [35, 36] , using the LUXqed photon PDF [37] . Events generated with PYTHIA are used in the MRST2004qed PDF set as a cross-check [38] . The contributions from PI production are negligible, except in the high mass region [39] . Figure 1 presents the dilepton invariant mass distributions in dimuon and dielectron channels. The cumulative yields from the signal and the background discussed above are superimposed on the data.
Corrections
To compare the measured distributions with the theoretical predictions, various experimental corrections need to be applied after subtracting the total expected background from the observed number of events in each mass bin. The correction for the detector resolution effects is implemented using an unfolding technique, similar to that used in the previous measurement [10] . The event acceptance and selection efficiency are estimated using simulation and are used to correct the data. Any difference in the selection efficiency between the data and simulation is corrected for using a scale factor. Finally, the correction required to account for the effects of FSR on the invariant mass of the lepton pair is applied, using so-called "dressed leptons" and further unfolding. The details of the correction procedures are discussed below. The observed dimuon (top) and dielectron (bottom) invariant mass spectra within the detector acceptance. The "EW" label indicates the contributions from the DY production of τ + τ − , WW, WZ, and ZZ processes. The "Misid." label corresponds W+jets and QCD multijet backgrounds. Each MC process is normalised using the most accurate theoretical cross section value available. The error bars on the data points represent the statistical uncertainty only.
Detector resolution effects
The detector resolution occasionally leads to migration of events from mass bin i of the generator level distribution to another bin k of the reconstructed distribution. This effect is corrected by unfolding using the iterative D'Agostini method [40] with a response matrix. The iteration is terminated when the difference between the result and the previous one is less then 0.1% in the entire mass bin. The validity of the unfolding method is tested on simulated events.
The elements of the detector response matrix, T ik , are calculated using the DY simulation sample. Each element contains the fraction of events that migrated from the i-th bin of the generator level (the post-FSR level, described in Section 6.4) mass distribution to the kth bin of the reconstructed mass distribution, such that
The effect of the unfolding on the differential cross section is largest in the Z boson peak region because of the narrow width, where the effect on the signal yield is observed as large as 30 and 40% in the dimuon and dielectron channels, respectively.
Acceptance and efficiency
The acceptance is defined as the fraction of simulated signal events with both leptons passing the nominal p T and η requirements of the analysis mentioned in Section 4, with respect to the full phase space. The efficiency is defined as the fraction of simulated signal events that lie within the acceptance and that satisfy all the event selection criteria. The following equation defines the acceptance and efficiency for a given mass bin:
where N gen is the total number of generated signal events, N A is the number of events passing the acceptance criteria, and N ε is the number of reconstructed events passing the full event selection. Figure 2 shows the variation of the acceptance and efficiency as functions of the dilepton invariant mass in the dimuon and dielectron channels. The acceptance correction is not applied to the fiducial cross section, but it is applied to the result in the full phase space, as described in Section 8.
Efficiency correction
To correct for the difference in efficiencies between data and simulation for lepton reconstruction, identification, isolation, and trigger, scale factors are determined from the data using the "tag-and-probe" method [41] . Events are selected that contain a dilepton pair near the resonance region where the background is very small. One lepton is required to satisfy the tight selection and the other is used as the probe lepton. The efficiency is then determined from the number of probe leptons that also pass the required selection criteria. The measured efficiency using the tag-and-probe method is parametrised as a function of lepton p T and η and is then factorised into the reconstruction, identification, and isolation related components. The overall efficiency is then given by
where ε The scale factor between data and simulation is determined by the ratio ε data (event)/ε MC (event). The scale factors are measured to be 0.92-0.97 (0.94-0.97) in the dimuon (dielectron) channel; the values are dependent on the data-taking period. The scale factors are then applied to the simulation to correct for the observed differences.
Final-state photon radiation effects
The FSR from a lepton shifts the measured invariant mass of the dilepton pair to lower values, which significantly affects the distribution below the Z boson peak, especially in the dielectron channel. The definition of "dressed lepton" accounts for the required correction for a given flavour so that the results from the individual channels can be combined subsequently for comparison with the theoretical predictions. The four-momentum of the "dressed lepton" is defined as
where the four-momenta of all the simulated photons originating from the leptons are summed within a cone of ∆R < 0.1 around the candidate lepton, where ∆R is the separation of the photon from the lepton in η-φ space. This enables to correct the lepton momentum to compensate missing momentum due to the FSR.
The FSR correction is estimated separately using an unfolding technique from a signal MC sample where the FSR is simulated by PYTHIA. The response matrix is produced using the information about dressed and post-FSR leptons in the simulation. The correction to the cross section, defined in terms of dressed leptons using data corresponding to a post-FSR lepton, is in the range of 0.78-1.09 (0.58-1.27) in the dimuon (dielectron) channel. The FSR correction is not applied to the fiducial cross section, but it is applied to the result in the full phase space described in Section 8.
Systematic uncertainties
Systematic uncertainties are the dominant source of the total uncertainty in this measurement for m < 400 GeV.
In the dimuon channel, the efficiency scale factor (which includes muon reconstruction, identification, isolation, and trigger selection) is the most significant component of the systematic uncertainty below the Z boson peak. A variety of possible contributions to the efficiency scale factor are listed:
• statistical uncertainty associated with the tag-and-probe procedure;
• binning in muon p T and η;
• shape hypotheses for the signal and the background in the fit model;
• other minor sources, such as the number of mass bins chosen, the selected mass range, and the kinematic selection criteria.
Uncertainties for all the sources are evaluated separately and are combined in quadrature.
Detector resolution effects, including the muon momentum scale correction, are major sources of systematic uncertainty in the dimuon channel. Both data and simulation are smeared by varying the muon momentum scale within its uncertainty. The difference between the cross section values obtained with and without the smearing is assigned as a systematic uncertainty in each mass bin. In addition, contributions to the uncertainty relating to the unfolding of the detector resolution are:
• the statistical uncertainty in the response matrix due to the finite size of the MC sample;
• the systematic uncertainty in the response matrix arising from the differences in the MC modeling, as determined by comparing two different MC generators: POWHEG and MADGRAPH5 aMC@NLO.
In the dielectron channel, the dominant systematic uncertainty below the Z boson peak is the efficiency scale factor, as in the dimuon channel. Though the method to calculate this uncertainty is therefore similar, the possible sources are slightly different from those in the dimuon channel:
• difference between the NLO and LO MC samples;
• different selection applied to the tag electron.
Detector resolution effects, including the electron energy scale and smearing corrections, are another significant systematic uncertainty in the dielectron channel. This uncertainty is determined with a method similar to that used in the dimuon channel, where the simulation is varied by the electron energy scale correction and smeared with the uncertainties. The difference between the central value and the smeared result for the cross section is assigned as the uncertainty. In addition, two other sources of systematic uncertainty in the detector resolution unfolding are considered for the dielectron channel: the statistical uncertainty in the response matrix and the difference between MC models. The uncertainty in the MC modeling is derived by comparing the results based on MADGRAPH5 aMC@NLO with those based on events reweighted with FEWZ package.
In both channels, the statistical uncertainty in the data sample, used for the background estimation, is one of the sources of systematic uncertainty; it is the dominant component in the higher mass region, above 200 GeV.
The difference between the background contributions estimated using control samples in data and the predictions from the MC simulation is one of the systematic uncertainty sources. In the cases where the background rates are estimated from MC simulation, the corresponding uncertainty in the predicted cross section is included as a systematic uncertainty although the contribution is negligible compared with other uncertainty components in the entire mass range.
The systematic uncertainty related to the acceptance is dominated by the theoretical component, which originates mainly from imperfect knowledge of nonperturbative effects, such as the PDFs. The PDF uncertainties are estimated using the NNLO version of FEWZ package and the FSR correction is applied in the calculation by using the dressed-lepton definition.
The difference between MADGRAPH5 aMC@NLO and FEWZ in the prediction of the DY differential cross section is assigned as an additional uncertainty in the acceptance. The uncertainty in the cross section due to the variation of the strong coupling constant, α S , is estimated by varying the input value for the NNLO PDF used along with FEWZ.
The model-dependent FSR simulation is another source of uncertainty and it is evaluated by comparing the results from the PYTHIA and PHOTOS 3.56 [42] generators. The difference in the cross section, after the FSR correction using dressed leptons, between the unfolding procedures of the PYTHIA and PHOTOS generators is assigned as a systematic uncertainty.
The uncertainty on the integrated luminosity measurement, based on pixel cluster counting in the silicon pixel detector, is 2.3% [43] . Figure 3 shows the estimated systematic uncertainties obtained in each mass bin; these are also summarised in Table 1 (2) for the dimuon (dielectron) channel. The uncertainty due to the acceptance and the PDFs originates from incomplete theoretical knowledge and is categorised separately from the other components, which are experimental in nature and are labelled "Total".
Results
The differential cross section, in the full phase space, is estimated by extrapolation from the measurement within the fiducial region after the application of the set of corrections described in the previous sections. The detector fiducial volume is defined by the p T and η requirements for the muons and electrons after FSR. The results are presented in Fig. 4 as a function of the dimuon and dielectron invariant mass covering the range 15 to 3000 GeV. They are compared with the NNLO theoretical predictions from FEWZ with NLO EW correction, as well as those from MADGRAPH5 aMC@NLO. Both predictions are calculated using the NNPDF3.0 PDF set. The ratios of the NLO and NNLO predictions to data are shown in the lower panels. The measurements are in good agreement, within uncertainties, with both theoretical predictions. Tables 3 and 4 show the summary of the results for the dimuon and dielectron channels, respectively.
In addition to the fully corrected total cross section, the fiducial cross section is also measured within the detector acceptance and without the FSR correction. Because of the fact that the acceptance correction, as shown in Fig. 2 , is very large below the Z boson peak, the shape of the fiducial distribution is different in this mass region. Figure 5 shows the results in the dimuon and dielectron channels compared to the prediction from MADGRAPH5 aMC@NLO. Tables 5 and 6 present the summary of the fiducial cross section measurements (with no FSR correction applied) for the dimuon and dielectron channels, respectively. The results are in good agreement, within the uncertainties, with the theoretical prediction.
The differential cross section measurements obtained in the dimuon and dielectron channels are in good agreement with each other and therefore the results in the two channels are combined using the method described in Ref. [44] . The uncertainties are considered to be uncorrelated between the two channels, with the exception of the integrated luminosity and the acceptance uncertainties. Systematic uncertainties are treated as additional uncorrelated uncertainties in the individual measurements. Statistical uncertainties are propagated to the covariance matrices of the measurements in the dimuon and dielectron channels before the combination.
The differential DY cross section for the full phase space, after the combination of the dimuon and dielectron channels, is presented in Fig. 6 . The data point abscissas are computed according to Eq. (6) in Ref. [45] . Table 7 shows the summary of the combined results. Figure 7 shows a magnified ratio plot for the comparison of the theoretical prediction with experimental result in two mass ranges, 15 < m < 200 GeV and 200 < m < 3000 GeV. In the bottom plot of the figure, an additional theoretical prediction, containing the photon-induced contribution calculated using FEWZ with the LUXqed PDF set, is included. There is a sizable effect from this contribution in the high-mass region. The level of agreement between data and theory is very good as indicated by the p-value of 0.98, determined from the χ 2 comparison between the combined result and NNLO prediction. Stat. unc. Tot. unc.
Theo. unc. (FEWZ)
Figure 4: The differential cross section as a function of the dimuon (upper) and dielectron (lower) invariant mass, measured in the full phase space, with FSR correction applied. The spectra are compared with the NNLO theoretical prediction of FEWZ (blue) and the NLO prediction of MADGRAPH5 aMC@NLO (red). The NNPDF3.0 PDF set is used in both cases. In the middle and lower panels, the coloured bands denote the theoretical uncertainty and the hatched bands denote the total uncertainty, which is the combination of statistical, systematic, and integrated luminosity components. Stat. unc. Tot. unc. Theo. unc. (aMC@NLO) Figure 5 : Comparison between the measured fiducial cross section (with no FSR correction applied) and the NLO theoretical prediction using MADGRAPH5 aMC@NLO in the dimuon (upper) and dielectron (lower) channels. In the bottom panels, the red band represents the theoretical uncertainty and the hatched band represents the total uncertainty, which is the combination of the statistical, systematic, and integrated luminosity components. 8.9 × 10 −6 3.3 × 10 −6 1.8 × 10 −6 3.8 × 10 −6 1500-3000 2.1 × 10 −7 2.1 × 10 −7 3.2 × 10 −7 3.8 × 10 −7 The bottom plot also shows the ratio with the photon-induced contribution (red dashed lines), which has a sizable effect in the high-mass region.
Summary
This paper presents measurements of the total and fiducial Drell-Yan differential cross sections dσ/dm in the dimuon and the dielectron channels as well as their combination, in the dilepton invariant mass range 15 < m < 3000 GeV, using data collected by the CMS experiment, in proton-proton collisions at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of up to 2.8 fb −1 . The data are corrected for detector resolution effects, the differences in the efficiency between data and Monte Carlo simulation, and the acceptance. Additionally the final-state photon radiation effects, which are most pronounced below the Z boson peak, are included. The results are in good agreement with the theoretical predictions of the standard model.
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