Isotropic moments over integer lattices  by Fickus, Matthew & Mixon, Dustin G.
Appl. Comput. Harmon. Anal. 26 (2009) 77–96
www.elsevier.com/locate/acha
Isotropic moments over integer lattices
Matthew Fickus a,∗, Dustin G. Mixon b
a Department of Mathematics and Statistics, Air Force Institute of Technology, 2950 Hobson Way, Wright-Patterson AFB, OH 45433, USA
b Radio Frequency Radiation Branch, Directed Energy Bioeffects Division, Human Effectiveness Directorate, Air Force Research Laboratory,
Brooks City-Base, TX 78235, USA
Received 25 October 2007; revised 23 February 2008; accepted 28 February 2008
Available online 13 March 2008
Communicated by M.V. Wickerhauser
Abstract
Many modern edge and corner detection algorithms use moment transforms, which convolve images with tensor-valued filters,
namely the product of a window function with a monomial. Over continuous domains, one may easily show that such transforms
are isotropic. We generalize these continuous results to digital images, that is, to functions over the canonical integer lattice in a
finite-dimensional real space. In particular, we first introduce a mathematically well-behaved method for the dilation and rotation
of digital images, and then show these operations commute with discrete moment transforms in a manner consistent with the
continuous results.
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1. Introduction
Following the groundbreaking work in [4,8], moment transforms have been instrumental to many image processing
applications, such as image registration [12]. Modeling images as functions f ∈ L2(R2), the zeroth, first and second
moment transform of f are the scalar-, vector- and matrix-valued convolutions:(W0gf )(x1, x2) := ∫∫
R2
f (x1 + y1, x2 + y2)g(y1, y2)dy1 dy2, (1)
(W1gf )(x1, x2) := ∫∫
R2
f (x1 + y1, x2 + y2)g(y1, y2)
[
y1
y2
]
dy1 dy2, (2)
(W2gf )(x1, x2) := ∫∫
R2
f (x1 + y1, x2 + y2)g(y1, y2)
[
y21 y1y2
y1y2 y
2
2
]
dy1 dy2. (3)
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when f and g are nonnegative but g is not necessarily Gaussian, one may consider the local density functions:
p(x1,x2)(y1, y2) := f (x1 + y1, x2 + y2)g(y1, y2) (4)
whose centroids are μgf := W1gf/W0gf and whose covariance matrices are
covgf :=
[(W0gf )]−2[(W0gf )(W2gf )− (W1gf )(W1gf )′], (5)
where the prime denotes a matrix transpose. The Harris edge/corner detection algorithm uses the eigenvalues of
(covgf )(x1, x2) to determine whether f is either relatively uniform, has an edge, or has a corner in a neighborhood
of (x1, x2). A similar idea has been exploited in the frequency domain [5,6].
Though much of the past research on such transforms has focused on the magnitudes of μgf and the eigenvalues of
covgf , we note that the directions of μgf and the eigenvectors of covgf are also significant. For example, a histogram
of the angles of such vectors can help determine the axes along which an image’s edges are aligned. Moreover, these
transforms provide such angle-dependent image features at a relatively low cost of computation, namely, the cost of
evaluating the six distinct scalar-valued filters given in (1), (2) and (3).
As certain applications involve three-dimensional data as well as density functions (4) whose third and higher
moments are significant, we consider a generalization of (1), (2) and (3). Specifically, we consider the tensor-valued
moment transform WKg f :Rd → CdK of any f ∈ L2(Rd), explicitly given as(WKg f )(x) := ∫
Rd
f (x + y)g(y)yK dy, (6)
where d is a positive integer, the moment K is a nonnegative integer, and g :Rd → R is sufficiently well-behaved.
Here, yK and CdK denote the tensor products of the vector y and space Cd with themselves K times, respectively. As
such, yK may be regarded as a K-dimensional array, each side of which is of length d , and each of whose dK entries
are of the form
∏K
k=1 yjk , where {jk}Kk=1 is any sequence in {1, . . . , d}. Equivalently, we may regard (WKg f )(x) as a
K-linear functional, letting
(WKg f )(x){uk}Kk=1 := ∫
Rd
f (x + y)g(y)
K∏
k=1
(y · uk)dy, (7)
for any sequence {uk}Kk=1 ⊂ Rd .
Many important image features, such as edges and corners, are preserved under translations, dilations and rotations.
As such, transforms intended to detect these features, such as the moment transform (6), should be isotropic, that is,
should preserve the geometry of the underlying image. In particular, when translation, dilation and rotation over
L2(Rd) are defined as
(Txf )(y) := f (y − x), (Daf )(y) := a− d2 f
(
a−1y
)
, (RQf )(y) := f (Q′y), (8)
where x ∈ Rd , a > 0, Q is a d × d matrix of the orthogonal group O(d), and Q′ is the transpose of Q, one may easily
show [7] that these operations commute with (6) according to
WKg Tx = TxWKg , (9)
WKg Da = aK+
d
2 DaWKDa−1g, (10)(WKg RQf )(x){uk}Kk=1 = (WKRQ′gf )(Q′x){Q′uk}Kk=1. (11)
We note that one may restate (11) as WKg RQ = RQWKRQ′g , provided the right-hand side here is appropriately in-
terpreted as the rotation of a tensor field. In particular, if the analysis window g is itself rotation-invariant, then the
moment transform commutes with rotations. As rigid transformations such as (8) also preserve textures, they must
also be considered in the field of biomedical image segmentation [1], which has led to the development of isotropic
wavelet frames [2,3].
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digital image processing, in which images are regarded as functions of the canonical integer lattice Zd . Rather, in this
setting, one considers the discrete version of (6), that is, for any f ∈ 2(Zd), one considers WKg f : Zd → CdK ,(
WKg f
)
(m) :=
∑
n∈Zd
f (m + n)g(n)nK, (12)
where g :Zd → C has sufficient decay, as explicitly defined in the third section. Unfortunately, the simple, change-
of-variables-based proofs [7] of the identities (10) and (11) do not generalize to the discrete case. As such, the valued
isotropic properties of moment transforms are not guaranteed to hold in the setting in which they are most often
applied. Indeed, this problem is complicated by the lack of consensus on the proper method for the dilation and
rotation of digital images; spline interpolation methods perform well in applications [10], but are not well-suited for
the proving of relations such as (10) and (11). At the same time, as (12) approximates (6) when the sampling density
is large, one expects discretized versions of (10) and (11) to nearly hold for high resolution images. Our goal is to
formally justify this intuition.
To be precise, the purpose of this paper is to introduce mathematically proper methods for the rotation and dilation
of digital images, and to then verify that these definitions satisfy identities parallel to (10) and (11) in the case of the
discrete moment transform (12). In the following section, we define and derive the basic properties of these discrete
dilation and rotation operators. Next, in the third section, we use generalized Hankel transforms and sampling theory
to help construct window functions g for which the corresponding discrete moment transform (12) is well-behaved. In
the final section, we then show how these discrete moment transforms indeed satisfy the isotropic properties of their
continuous cousins. Our main result is Theorem 8, the proof of which depends heavily upon Theorem 7, which, in
turn, relies on Theorems 2, 4 and 5.
2. Discrete dilations and rotations
In order to study the isotropic properties of the discrete moment transform, that is, to generalize (10) and (11)
so as to apply to (12), we must first establish a mathematically well-behaved method for the dilation and rotation
of digital images. Though there are no universally agreed upon definitions of such operators in the literature, many
algorithms [9–11] implement some version of the following process: digital images over Zd are first extended to
analog images over Rd via interpolation, which are then dilated and rotated as usual, and finally sampled over Zd to
obtain new digital images. Though ostensibly following this approach, our definitions of discrete dilation and rotation
involve a specific type of interpolation, which is best motivated by a Fourier transform-based perspective.
To be precise, recall the continuous Fourier transform F :L2(Rd) → L2(Rd),
(Ff )(x) :=
∫
Rd
f (y)e−2π ix·y dy. (13)
The continuous translation, dilation and rotation defined in the previous section satisfy the Fourier-conjugate relations:
Tx = F∗M−xF , Da = F∗Da−1F , RQ = F∗RQF , (14)
where (M−xg)(y) = e−2π ix·yg(y) is the modulation of g by −x. Our definition of discrete translation, dilation and
rotation is inspired by (14) and the fact that the classical Fourier series of f ∈ 2(Zd), namely
fˆ (x) :=
∑
n∈Zd
f (n)e−2π ix·n, (15)
is a function over the continuum. We note, however, that the x in (15) is an element of the torus Td = Rd/Zd , a set
upon which dilations and rotations are not easily defined. As such, we modify (15), and instead consider the restricted
Fourier series operator F :2(Zd) → L2(Rd),
(Ff )(x) := χ[− 12 , 12 ]d (x)
∑
d
f (n)e−2π ix·n, (16)
n∈Z
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1
2 ,
1
2 ]d . We note that (16) is not invertible, but is nevertheless left-
unitary, that is, F∗F = I, where
(F∗g)(m) =
∫
[− 12 , 12 ]d
g(x)e2π im·x dx (17)
for all g ∈ L2(Rd), m ∈ Zd . Moreover, note we also have FF∗g = g for all g ∈ L2(Rd) such that supp(g) ⊆ [− 12 , 12 ]d .
We now define discrete versions of continuous translations, dilations and rotations by replacing the classical Fourier
transforms in (14) with the restricted Fourier series (16). That is, we define Tx,Da,RQ : 2(Zd) → 2(Zd) as
Tx := F∗M−xF, Da := F∗Da−1F, RQ := F∗RQF, (18)
for any x ∈ Rd , a > 0, and Q ∈ O(d). Note that here and throughout, a roman font distinguishes these new operators
over 2(Zd) from their classical counterparts over L2(Rd). As expected, and as we shall see below, the properties
of the convolution-based discrete moment transform (12) are more easily analyzed in the frequency domain. For
this reason, more than any other, we have defined discrete translation, dilation and rotation in terms of the Fourier
transform, as opposed to using any of the alternative definitions given in the literature [10].
Continuing, we note that as the hypercube [− 12 , 12 ]d is not preserved by dilations and rotations, some of the energy
in Da−1Ff and RQFf will be annihilated by the action of F∗. As such, the dilation and rotation operators of (18) are
not unitary. Indeed, one may quickly see that a certain f ∈ 2(Zd) satisfies ‖RQf ‖ = ‖f ‖ for all Q ∈ O(d) if and
only if Ff is supported on a ball of radius 12 centered at the origin. This in mind, we consider the Paley–Wiener space
of bandlimited functions:
PW(rB) := {f ∈ 2(Zd): supp(Ff ) ⊆ rB}, (19)
where r ∈ (0, 12 ] and B is the unit ball in Rd , that is, rB = {x ∈ Rd : |x| r}. An analogous Paley–Wiener subspace of
L2(Rd) is studied in [2]. Restricted to spaces of the form (19), the operators (18) may indeed be shown to be unitary.
Specifically, we have Tx,RQ : PW(rB) → PW(rB) are unitary for any x ∈ Rd and Q ∈ O(d), while Da : PW(rB) →
PW(a−1rB) is unitary for any a  2r , as only for such a do we have a−1rB ⊆ [− 12 , 12 ]d .
Numerical experimentation confirms that rotating a digital image f ∈ PW(rB) using (18) appears reasonable to
the human eye provided r is sufficiently small. However, the converse also seems to be true; as illustrated in Fig. 1, the
evaluation of (18) on high-frequency images, such as those obtained by downsampling a high resolution image, may
differ greatly from the rotation one intuitively expects to appear. As our intuitive grasp of the operators given in (18)
is incomplete, the remainder of this section is devoted to formally deriving and proving their properties. We begin
with a trivial, but useful lemma that provides simple criteria for simplifying compositions of these operators. Here and
throughout, the restrictions on the dilation parameter a are essential; though PW(rB) is preserved by translations and
rotations, too great of an inward dilation will result in a loss of energy in the image.
Lemma 1. For any r ∈ (0, 12 ], a  2r and f ∈ PW(rB):
FTxDaRQf = M−xDa−1RQFf.
Proof. We first note that having supp(Ff ) ⊆ rB with r  12 implies supp(RQFf ) ⊆ rB ⊂ [− 12 , 12 ]d . Thus,
FF∗RQFf = RQFf. (20)
Next, as a  2r , we also have supp(Da−1RQFf ) ⊆ a−1rB ⊂ [− 12 , 12 ]d , which, together with (20), implies:
FF∗Da−1 FF∗RQFf = FF∗Da−1RQFf = Da−1RQFf. (21)
To conclude, note that as the support of M−xDa−1RQFf is also contained in a−1rB ⊂ [− 12 , 12 ]d , (21) gives:
FTxDaRQf = FF∗M−xFF∗Da−1FF∗RQFf = FF∗M−xDa−1RQFf = M−xDa−1RQFf. 
We now give a Shannon sampling-type mechanism for the explicit, spatial-domain evaluation of the discrete trans-
lation, dilation and rotation operators on 1-functions:
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Fig. 1. The application of our rotation operator (18) to increasingly low resolution versions of “camera man.” As the resolution decreases, the
evaluation of RQ looks increasingly unlike one’s intuitive expectation of such a rotation. In particular, (d) intuitively looks like an actual rotation
of (a), whereas (f) looks little like an actual rotation of (c). Indeed, some of fine details of camera man, such as his head and the legs of his tripod,
still barely visible in (c), appear nondistinguishable in (f). Despite this fact, RQ is nevertheless unitary, and so the 2-norms of (a), (b) and (c) are
exactly equal to those of (d), (e) and (f), respectively.
Theorem 2. Let r ∈ (0, 12 ] and take w ∈ L2(Rd) such that Fw is bounded and for which (Fw)(x) = 1 when |x| r
and (Fw)(x) = 0 when |x| > 12 . Then,
(TxDaRQf )(n) = a− d2
∑
m∈Zd
f (m)w
(
a−1Q′(n − x) − m)
for any f ∈ PW(rB), x ∈ Rd , a  2r , Q ∈ O(d) and any n ∈ Zd .
Proof. By applying F∗ to both sides of the result of Lemma 1, and noting that f ∈ PW(rB) implies
supp(Da−1RQFf ) ⊆ a−1rB where a  2r , we have:
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Fig. 1. (continued)
(TxDaRQf )(n) = (F∗M−xDa−1RQFf )(n) =
∫
[− 12 , 12 ]d
(M−xDa−1RQFf )(y)e2π in·y dy
=
∫
a−1rB
(Da−1RQFf )(y)e2π i(n−x)·y dy = a
d
2
∫
a−1rB
(Ff )(aQ′y)e2π i(n−x)·y dy
for any n ∈ Zd . To continue, let z = aQ′y, and note that since (Fw)(z) = 1 on rB while supp(Ff ) ⊆ rB and
supp(Fw) ⊆ B ,
(TxDaRQf )(n) = a d2
∫
rB
(Ff )(z)e2π i(n−x)·a−1Qz
∣∣det(a−1Q)∣∣dz = a− d2 ∫
rB
(Ff )(z)e2π ia
−1Q′(n−x)·z dz
= a− d2
∫
B
(Fw)(z)(Ff )(z)e2π ia−1Q′(n−x)·z dz = a− d2 〈Ff ,g〉,
where g(z) = (Fw)(z)e−2π ia−1Q′(n−x)·z for all z ∈ Rd . Again using the fact that supp(Fw) ⊆ B ⊂ [− 12 , 12 ]d , we
obtain the result:
(TxDaRQf )(n) = a− d2 〈f,F∗g〉 = a− d2
∑
m∈Zd
f (m)(F∗g)(m) = a− d2
∑
m∈Zd
f (m)
∫
[− 12 , 12 ]d
g(z)e−2π im·z dz
= a− d2
∑
m∈Zd
f (m)
∫
B
(Fw)(z)e2π i[a−1Q′(n−x)−m]·z dz
= a− d2
∑
m∈Zd
f (m)w
(
a−1Q′(n − x) − m). 
We note that the series in Theorem 2 still converges when f is not bandlimited; in the ideal case w = F−1χrB , the
series converges to the translated–rotated–dilated version of the projection of f onto PW(rB). In addition, Theorem 2
gives a way to interpret the operators of (18) in terms of their continuous counterparts. To be precise, Theorem 2 states
that a discrete translation–rotation–dilation of f ∈ PW(rB) is equivalent to taking integer samples of the correspond-
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where
fc(y) :=
∑
m∈Zd
f (m)w(y − m).
As such, Theorem 2 states that despite their Fourier-based definitions, the operators of (18) indeed belong to the
broad class of interpolation-based methods for the translation, dilation and rotation of digital images discussed at the
beginning of the section. However, unlike many real-world implementations of these methods, which rely on spline
interpolation, etc., our method of interpolation, as expressed in Theorem 2, has sacrificed computational efficiency for
the sake of accuracy and mathematical simplicity. For example, there is no known finite interpolation-based method
for the rotation of digital images that perfectly satisfies the property that the composition of any two rotations produces
a third. Indeed, the quality of a given rotation algorithm is sometimes measured [11] by comparing an image to its
rotation N times by an angle of 2π
N
. A numerical comparison of this sort is presented in Fig. 2, using a 128 × 128
downsampled version of the canonical “camera man” image. Though a similar comparison may be made using the
original 256×256 image, the higher frequency content of the downsampled image accentuates the differences between
traditional methods for digital rotation and the interpolation formula given in Theorem 2.
Our method of rotation requires an infinite interpolation, as dictated by the bandlimitedness of the window w of
Theorem 2, but perfectly satisfies the classical commutation relations of rotations. In particular, one may show:
Theorem 3. For any r ∈ (0, 12 ] and any f ∈ PW(rB),
(i) TxTyf = Tx+yf , DaDbf = Dabf and RP RQf = RPQf ,
(ii) TxDaf = DaTa−1xf , RQTxf = TQxRQf and RQDaf = DaRQf ,
for all x, y ∈ Rd , a, b 2r and P,Q ∈ O(d).
As Theorem 3 follows easily from well-known relations of modulation, dilation and rotation in the frequency do-
main, its proof is omitted here. We conclude this section by noting that in many applications, dilations and rotations
arise implicitly during acquisition, due to the zoom, resolution and perspective of the imaging platform. This acqui-
sition is often immediately followed by edge detection, using tools such as the discrete moment transform (12). As
such, our most pressing concern is not the study of the numerical implementation of digital dilations and rotations, but
rather, the ways in which such transforms, serving to mathematically model the camera’s orientation, interact with the
moment transform. To this end, we now turn our focus on (12) itself, beginning with a study of the analysis window g.
3. Rotation-invariant windows
As detailed in the following section, our proof of the isotropic properties of the discrete moment transform (12)
uses an analysis window g that is sufficiently well-behaved. In this section, we explicitly define our requirements
upon g, prove that such windows indeed exist, and suggest a particular window for use in applications.
To begin, we note that for the continuous moment transform (6), one usually assumes that the window function
is of sufficient smoothness and decay. Over the discrete domain, the smoothness requirement is replaced with an
assumption on the support of the Fourier transform. Specifically, for any r ∈ (0, 12 ] and any nonnegative integer K ,
we shall consider those analysis windows g which are members of the class
GK(rB) :=
{
g ∈ PW(rB):
∑
n∈Zd
|n|K ∣∣g(n)∣∣< ∞}, (22)
where |n| denotes the Euclidean norm of the multi-integer n. We note that the 1-type condition of (22) guarantees
that the restricted Fourier series of any g ∈ GK(rB) is K-times continuously differentiable. In particular, for r < 12 ,
the partial derivatives of Fg are given by the absolutely and uniformly convergent Fourier series
∂K(Fg)
∂xj1 . . . ∂xjK
(x) = (−2π i)Kχ[− 12 , 12 ]d (x)
∑
d
g(n)
(
K∏
njk
)
e−2π ix·nn∈Z k=1
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Fig. 2. Comparing three methods for the rotation of a 128 × 128 downsampled version of “camera man,” as given in (a). Specifically (b) and (c)
are the results of rotating (a) eight times by a factor of π4 using MATLAB’s imrotate command for bilinear and bicubic interpolation, respectively.
Meanwhile, (d) is the result of rotating (a) eight times by angle π4 using the interpolation formula given in Theorem 2, where w(x) was taken to
be (2|x|)−1J1(π |x|). All three rotations were evaluated in larger 256 × 256 windows, in which the initial image was taken to be a zero-padded
version of (a). Though the fine details in (a) appear to best preserved in (d), this method also suffers from ringing due to the truncation of the series
in Theorem 2 to a bounded set of indices m and n.
for any sequence of indices {jk}Kk=1 ⊆ {1, . . . , d}. Alternatively, the K th total derivative of Fg, written as a K-linear
functional evaluated on the vector sequence {uk}Kk=1 ⊂ Rd , is:
(∇Kg)(x){uk}Kk=1 = (−2π i)Kχ[− 12 , 12 ]d (x) ∑
n∈Zd
g(n)
(
K∏
k=1
(n · uk)
)
e−2π ix·n. (23)
Such a relation provides the first glimpse of a connection between moment transforms and the class GK(rB), and will
play an important role in the following section.
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our main results, namely a discrete version of (11), has a greater relevance to real-world applications in the special
case where g is rotation-invariant. To be clear, we define g ∈ 2(Zd) to be rotation-invariant when RQg = g for all
Q ∈ O(d). Equivalently, we have g ∈ 2(Zd) is rotation-invariant when its restricted Fourier series Fg ∈ L2(Rd) is
rotation-invariant in the classical sense.
The remainder of this section is dedicated to proving the existence of rotation-invariant elements of GK(rB), and
suggesting a particular example g of such a window to be used in applications. Our tool for doing such is the d-
dimensional Hankel transform, namely the transform that arises by first radially extending a function over [0,∞) to
a rotation-invariant function over Rd , then subjecting this function to a classical Fourier transform (13), and finally
taking a radial sampling of the result. To be precise, for any ψ : [0,∞) → C such that
∞∫
0
(∣∣ψ(p)∣∣+ ∣∣ψ(p)∣∣2)pd−1 dp < ∞
the d-dimensional Hankel transform of ψ is
(Hψ)
(|x|) := ∫
Rd
ψ
(|y|)e2π ix·y dy. (24)
We note that by (14), the Fourier transform of a rotation-invariant function is itself rotation-invariant, and thus (24) is
well defined over [0,∞). Moreover, by explicitly evaluating (24) through the use of hyperspherical coordinates, one
may rewrite the d-dimensional Hankel transform of ψ as
(Hψ)(p) = 2πp1− d2
∞∫
0
ψ(q)J d
2 −1(2πpq)q
d
2 dq, (25)
where Jα is the αth Bessel function of the first kind.
We note that our formulation of the d-dimensional Hankel transform (25) is different than the classical definition
of the d th-order Hankel transform, though the two transforms may be expressed in terms of each other. As an example
of this Hankel transform, we note that the well-known identity ddx [xαJα(x)] = xαJα−1(x) implies that for any r > 0,
the Hankel transform of χ[0,r] is:
(Hχ[0,r])(p) = 2πp1− d2
r∫
0
Jd
2 −1(2πpq)q
d
2 dq = (2π)− d2 p−d
2πpr∫
0
u
d
2 Jd
2 −1(u)du =
(
r
p
) d
2
Jd
2
(2πrp). (26)
In particular, we note that the rotation-invariant function
w(x) =
Jd
2
(π |x|)
(2|x|) d2
, (27)
obtained by letting p = |x| and r = 12 in (26), is the inverse Fourier transform of χ 12 B , and thus satisfies the hypothesis
of Theorem 2. Moreover, in the special case where d = 1, (27) is a sinc function, and Theorem 2 reduces to a known-
method for noninteger translations of digital signals via Shannon interpolation.
The following result is a precise, d-dimensional Hankel formulation of the classical idea that smoothness in the
frequency domain begets spatial decay; in addition to helping show that GK(rB) is nonempty, this result is needed for
the proofs of our main results in the following section.
Theorem 4. If L  0 is an integer and ψ ∈ CL+1([0,∞)) satisfies ψ(p) = 0 for all p  12 and ψ(l)(0) = 0 for all
l = 1, . . . ,L, then the d-dimensional Hankel transform of ψ decays according to |(Hψ)(p)|  Ap1− d2 −L for some
A 0.
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change of variables r = 2πpq:
(Hψ)(p) = 2πp1− d2
1
2∫
0
ψ(q)J 1
2 −1(2πpq)q
d
2 dq = (2π)− d2 p−d
πp∫
0
ψ
(
r
2πp
)
Jd
2 −1(r)r
d
2 dr. (28)
By making repeated use of the identity ddr [rαJα(r)] = rαJα−1(r), we may integrate (28) by parts L times to obtain
(Hψ)(p) = (−1)L(2π)− d2 p−d
πp∫
0
[(
d
r dr
)L
ψ
(
r
2πp
)]
Jd
2 +L−1(r)r
d
2 +L dr. (29)
To justify the lack of boundary terms in (29), we note since ψ ∈ CL([0,∞)) and ψ(p) = 0 for all p  12 , then
ψ(l)( 12 ) = 0 for all l = 0, . . . ,L, causing the boundary term at r = πp to vanish. Meanwhile, the term at r = 0
vanishes due to the fact that Jα(r) decays as rα when r is small. Continuing, an inductive argument shows that for
any L-times differentiable function f of the real line,(
d
r dr
)L
f (r) =
L∑
l=1
(−1)L+lcL,l rl−2Lf (l)(r) (30)
where the cL,l’s satisfy the recurrence relation
cL+1,l = (2L − l)cL,l + cL,l−1
for l = 1, . . . ,L and cL+1,L+1 = 1. Applying (30) when f (r) = ψ( r2πp ), we may continue simplifying (29),
(Hψ)(p) = (−1)L(2π)− d2 p−d
πp∫
0
L∑
l=1
(−1)L+lcL,l
ψ(l)( r2πp )
(2πp)lr2L−l
J d
2 +L−1(r)r
d
2 +L dr
= (2π)− d2 p−d
L∑
l=1
(−2πp)−lcL,l
πp∫
0
ψ(l)
(
r
2πp
)
Jd
2 +L−1(r)r
d
2 −L+l dr. (31)
We now estimate the magnitude of the integrals in (31) by first returning to the original variable q = (2πp)−1r ,
and then bounding the remaining terms using the fact that |Jα(r)|  1 for all α and r and, as ψ(l)(0) = 0 for all
l = 1, . . . ,L, using Taylor’s theorem to find A˜ 0 such that |ψ(l)(q)| A˜qL−l+1 over [0, 12 ]:∣∣∣∣∣
πp∫
0
ψ(l)
(
r
2πp
)
Jd
2 +L−1(r)r
d
2 −L+l dr
∣∣∣∣∣
1
2∫
0
∣∣ψ(l)(q)∣∣∣∣Jd
2 +L−1(2πpq)
∣∣(2πpq) d2 −L+l2πp dq
 (2πp)d2 −L+l+1
1
2∫
0
A˜qL−l+1q
d
2 −L+l dq
= A˜
( d2 + 2)2
d
2 +2
(2πp)
d
2 −L+l+1, (32)
for all l = 1, . . . ,L. Finding an upper bound of (31) using (32) gives the result:
∣∣(Hψ)(p)∣∣ (2π)− d2 p−d L∑
l=1
(2πp)−l |cL,l | A˜
( d2 + 2)2
d
2 +2
(2πp)
d
2 −L+l+1
=
[
A˜(2π)1−L
(d + 2)2 d2 +2
L∑
|cL,l |
]
p1−
d
2 −L. 2 l=1
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members.
Theorem 5. For any nonnegative integer K and any r ∈ (0, 12 ], take any L > d2 + K + 1, and let ψ ∈ CL+1([0,∞))
satisfy ψ(p) = 0 for all p  r and ψ(l)(0) = 0 for l = 1, . . . ,L. Then g(n) = (Hψ)(|n|) is rotation-invariant and in
GK(rB).
Proof. Let ϕ :Rd → C be the radial extension of ψ , that is, ϕ(x) = ψ(|x|). As supp(ϕ) ⊆ rB ⊂ [− 12 , 12 ]d , the Fourier
transform-based definition of the Hankel transform (24) and the definition of the restricted Fourier series (17) imply:
g(n) = (Hψ)(|n|)= ∫
rB
ψ
(|y|)e2π in·y dy = ∫
[− 12 , 12 ]d
ϕ(y)e2π in·y dy = F∗ϕ(n),
that is, g = F∗ϕ. As such, the fact that supp(ϕ) ⊂ [− 12 , 12 ]d further implies that Fg = FF∗ϕ = ϕ. In particular,
supp(Fg) ⊆ rB and Fg is rotation-invariant in the classical sense, implying g ∈ PW(rB) and that g is rotation-
invariant in the discrete sense.
Next, by applying Theorem 4 to ψ , we see that there exists some A 0 such that |g(n)| A|n|1− d2 −L. Next, we
use the fact that the series
∑
n∈Zd ,n=0 |n|−p converges whenever p > d ; this follows from the integral comparison test
and the use of hyperspherical coordinates:∑
n∈Zd
n=0
|n|−p =
∑
n∈Zd
n=0
(
1 +
√
d
2|n|
)p(
|n| +
√
d
2
)−p

(
1 +
√
d
2
)p ∑
n∈Zd
n=0
min
|x−n|
√
d
2
|x|−p

(
1 +
√
d
2
)p ∑
n∈Zd
n=0
∫
n+[− 12 , 12 ]d
|x|−p dx 
(
1 +
√
d
2
)p
Sd
∞∫
1
2
q−pqd−1 dq < ∞, (33)
where Sd is the “surface area” of the unit hypersphere in Rd . As L > d2 +K +1, then the particular p = d2 −1+L−K
satisfies p > d , and so:∑
n∈Zd
n=0
|n|K ∣∣g(n)∣∣A ∑
n∈Zd
n=0
|n|− d2 +1−L+K < ∞. (34)
As g ∈ PW(rB) and satisfies (34), then g ∈ GK(rB). 
Theorem 5 provides but one method for obtaining a rotation-invariant g ∈ GK(rB); an alternate method of con-
struction uses a radially-symmetric generalization of B-splines. Indeed, as the window of the continuous moment
transform (6) is often taken to be a Gaussian, the Central Limit Theorem inspires one to consider the Gaussian-like,
rotation-invariant g ∈ GK(rB) whose restricted Fourier series is the repeated convolution of the characteristic function
of a ball with itself.
Theorem 6. For any K  0, r ∈ (0, 12 ] and L > 2( d+Kd+1 ), the function
g(n) =
(Jd
2
(
2πr|n|
L
)
|n| d2
)L
(35)
is rotation-invariant and in GK(rB).
Proof. From (26), the inverse Fourier transform of the characteristic function of a ball of radius L−1r is explicitly
given as:
(
F−1χL−1rB
)
(n) = (Hχ[0,L−1r])
(|n|)= ( r ) d2 Jd
2
(
2πr|n|)
.
L|n| L
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L−1rB denote the convolution of χL−1rB with itself L times, we have:
(
F−1χ∗L
L−1rB
)
(n) =
[(
r
L|n|
) d
2
Jd
2
(
2πr|n|
L
)]L
=
(
r
L
) dL
2
g(n).
Thus, Fg = (L
r
)
dL
2 χ∗L
L−1rB , and so the fact that χ
∗L
L−1rB is rotation-invariant and supported on rB implies that g is
rotation-invariant and g ∈ PW(rB), respectively. To conclude, note that the classical bound |Jα(x)| Ax− 12 and the
previously noted fact (33) that ∑n∈Zd ,n=0 |n|−p < ∞ if p > d , imply:
∑
n∈Zd
n=0
|n|K ∣∣g(n)∣∣= ∑
n∈Zd
n=0
|n|K− dL2
∣∣∣∣Jd2
(
2πr|n|
L
)∣∣∣∣L  (A2L2πr
)L
2 ∑
n∈Zd
n=0
|n|K−L2 (d+1) < ∞.
Here, the assumption L > 2( d+K
d+1 ) guarantees p = L2 (d + 1) − K > d . 
We note that when L is even, the values of the window (35) are nonnegative, which lends itself well to the
probability-based inspiration (4) for the moment transforms (6) and (12). As such, in a real-world application that
involves the analysis of two-dimensional images using zeroth, first and second-order moments, that is, when d = 2
and K = 0,1,2, we suggest taking L = 4 in (35), despite the fact that L = 3 satisfies the hypotheses of Theorem 6.
In such applications, we further apply the identity Jα−1(x) + Jα+1(x) = 2αx−1Jα(x) so as to explicitly remove the
singularity in (35), and permit a quick and stable numerical computation of g using only canned Bessel function
evaluations.
Having given several methods to construct analysis windows in GK(rB), we now turn to the significance of this
class. In particular, the next section shows how the specific assumptions (22) of GK(rB) suffice to imply that the
discrete moment transform is indeed a well-defined, bounded linear operator, and is furthermore isotropic, in the
sense that it commutes with the discrete dilation and rotation operators of the previous section.
4. Isotropic discrete moment transforms
In order to prove our main result, namely the isotropic properties of the discrete moment transform as given in
Theorem 8, we must first show that the class GK(rB) is preserved by the discrete dilation and rotation operators
of (18). Note that, unlike our previous results which held for any r ∈ (0, 12 ], our proof of the next result requires that
r is strictly less than 12 .
Theorem 7. If K is a nonnegative integer, r ∈ (0, 12 ), and g ∈ GK(rB), then DaRQg ∈ GK(a−1rB) for all a  2r and
Q ∈ O(d).
Proof. First note that since supp(Fg) ⊆ rB , Lemma 1 gives:
supp(FDaRQg) = supp(Da−1RQFg) ⊆ a−1rB,
and so DaRQg ∈ PW(a−1rB). To prove DaRQg ∈ GK(rB), we need only to show∑
n∈Zd
|n|K ∣∣(DaRQg)(n)∣∣< ∞. (36)
Fix any L > d2 +K + 1, and let ψ be an (L+ 1)-times continuously differentiable, real-valued piecewise polynomial
function such that ψ(p) = 1 for 0 p  r2 while ψ(p) = 0 for 12  p. Letting w :Rd → R be the radial extension of
the d-dimensional Hankel transform of ψ , note that Theorem 4 gives some constant A 0 such that∣∣w(y)∣∣= ∣∣(Hψ)(|y|)∣∣A|y|1− d2 −L (37)
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transform of w is:
(Fw)(x) =
∫
Rd
(Hψ)
(|y|)e2π ix·y dy = (H 2ψ)(|x|)= ψ(|x|). (38)
In particular, (38), along with the manner in which ψ was constructed, imply that w satisfies the hypotheses of the
interpolating function of Theorem 2. Moreover, as g ∈ GK(rB) immediately implies g ∈ PW(rB) ∩ 1(Zd), we may
take the function f of Theorem 2 to be g, yielding
(DaRQg)(n) = a− d2
∑
m∈Zd
g(m)w
(
a−1Q′n − m). (39)
We now use the interpolation formula (39) along with the decay estimate (37) to prove the summability require-
ment (36). In particular,∑
n∈Zd
|n|K ∣∣(DaRQg)(n)∣∣= ∑
n∈Zd
|n|K
∣∣∣∣a− d2 ∑
m∈Zd
g(m)w
(
a−1Q′n − m)∣∣∣∣
 a− d2
∑
m∈Zd
∣∣g(m)∣∣ ∑
n∈Zd
|n|K ∣∣w(a−1Q′n − m)∣∣
= aK− d2
∑
m∈Zd
∣∣g(m)∣∣ ∑
n∈Zd
∣∣a−1Q′n∣∣K ∣∣w(a−1Q′n − m)∣∣
 aK− d2
∑
m∈Zd
∣∣g(m)∣∣ ∑
n∈Zd
(∣∣a−1Q′n − m∣∣+ |m|)K ∣∣w(a−1Q′n − m)∣∣
= aK− d2
K∑
k=0
(
K
k
) ∑
m∈Zd
|m|K−k∣∣g(m)∣∣ ∑
n∈Zd
∣∣a−1Q′n − m∣∣k∣∣w(a−1Q′n − m)∣∣. (40)
Also note that the assumption that g ∈ GK(rB) implies∑
m =0
|m|K−k∣∣g(m)∣∣∑
m =0
|m|K ∣∣g(m)∣∣< ∞, (41)
for all k = 0, . . . ,K . In light of (41), note that in order to prove (36) using the inequality (40), it suffices to show:
sup
m∈Zd
∑
n∈Zd
∣∣a−1Q′n − m∣∣k∣∣w(a−1Q′n − m)∣∣< ∞ (42)
for all k = 0, . . . ,K . To prove (42), we use the fact that w is rotation-invariant, and write the argument of the supremum
in terms of a periodization:
sup
m∈Zd
∑
n∈Zd
∣∣a−1Q′n − m∣∣k∣∣w(a−1Q′n − m)∣∣= sup
m∈Zd
∑
n∈Zd
∣∣a−1(n − aQm)∣∣k∣∣w(a−1(n − aQm))∣∣
 sup
x∈Rd
∑
n∈Zd
∣∣a−1(n − x)∣∣k∣∣w(a−1(n − x))∣∣
= sup
x∈[− 12 , 12 ]d
∑
n∈Zd
∣∣a−1(n − x)∣∣k∣∣w(a−1(n − x))∣∣. (43)
We next split the argument of the supremum in (43) into two pieces, bounding all but a finite number of terms of the
series using the upper bound (37):∑
n∈Zd
∣∣a−1(n − x)∣∣k∣∣w(a−1(n − x))∣∣

∑
n∈Zd√
∣∣a−1(n − x)∣∣k∣∣w(a−1(n − x))∣∣+ Aa−k−1+ d2 +L ∑
n∈Zd√
|n − x|k+1− d2 −L, (44)
|n|< d |n| d
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√
d :
|n − x| |n| − |x| |n| −
√
d
2
 |n|
2
. (45)
Moreover, as L > K + d2 + 1, then k + 1 − d2 − L < k − K − d < 0. As such, combining (43), (44) and (45) yields:
sup
m∈Zd
∑
n∈Zd
∣∣a−1Q′n − m∣∣k∣∣w(a−1Q′n − m)∣∣ sup
x∈[− 12 , 12 ]d
∑
n∈Zd
|n|<√d
∣∣a−1(n − x)∣∣k∣∣w(a−1(n − x))∣∣ (46)
+ A(2a)−k−1+ d2 +k
∑
n∈Zd
|n|√d
|n|k+1− d2 −L. (47)
We now note that w is continuous over Rd , being the Fourier transform of an L1 function. As such, the supremum
in (46) is finite. To conclude, we use the fact, proven above in (33), that ∑n∈Zd ,n=0 |n|−p < ∞ if p > d . In particular,
as −k − 1 + d2 + L > −k + K + d  d , the series in (47) converges, implying (42) and, in turn, (36). 
We now use Theorem 7 to show that the isotropic properties (9), (10) and (11) of the continuous moment trans-
form indeed generalize to the discrete moment transform (12) provided the discrete translation, dilation and rotation
operators are defined in the Fourier-conjugate manner of (18). Here, we shall assume that the digital image f lies in
PW(rB), while the analyzing window g is perhaps a very low pass filter, that is, lying in GK(sB) ⊆ PW(sB), where
s is perhaps much smaller than r . Regardless, once r and s are fixed, the dilation parameter a must be restricted so
as to be neither too small nor too large. In particular, as seen in the proof of our main result below, such a restriction
ensures neither the dilated image Daf nor the dilated analysis window Da−1g are overly contracted, as otherwise,
energy would be lost. We note that whenever r  12 and s <
1
2 , the dilation parameter a = 1 is permitted, implying
that our relations for rigid motions, namely translations and rotations, hold for a broad range of both r and s.
As in the continuous case, we shall have occasion to write the tensor (WKg f )(m), defined in (12), as a K-linear
functional. Specifically, for K  1 and for any {uk}Kk=1, we let:(
WKg f
)
(m){uk}Kk=1 :=
∑
n∈Zd
f (m + n)g(n)
K∏
k=1
(n · uk). (48)
More succinctly, we let (WKg f ){uk}Mk=1 denote the scalar-valued function:[(
WKg f
){uk}Mk=1](m) = (WKg f )(m){uk}Mk=1.
Theorem 8. For any integer K  0, any r, s ∈ (0, 12 ], and any g ∈ GK(sB), the discrete moment transform (48) is
a well-defined, bounded linear operator from 2(Zd) into the space 2(Zd ,CdK ) of square-summable sequences of
tensors over the integer lattice. Moreover, for any f ∈ PW(rB):(
WKg Txf
){uk}Kk=1 = Tx[(WKg f ){uk}Kk=1], (49)(
WKg Daf
){uk}Kk=1 = Da[(WKD
a−1g
f
){auk}Kk=1], (50)(
WKg RQf
){uk}Kk=1 = RQ[(WKRQ′gf ){Q′uk}Kk=1], (51)
for all x ∈ Rd , 2r  a < (2s)−1, Q ∈ O(d) and {uk}Kk=1 ⊂ Rd .
Proof. We begin by showing that WKg is a well-defined, bounded linear operator into 2(Zd ,Cd
K
), noting that for any
fixed f ∈ 2(Zd) and m ∈ Zd , we have defined the norm of the K-tensor (WKg f )(m) as the square root of the sum of
the squares of its entries, that is, as the Hilbert–Schmidt norm. In particular, the 2-norm of the tensor-valued function
WKg f is:∥∥WKg f ∥∥2 = ∑
d
∥∥(WKg f )(m)∥∥2 = ∑
d
∑ ∣∣(WKg f )(m){ejk }Kk=1∣∣2, (52)
m∈Z m∈Z {jk}⊆{1,...,d}
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taken from {1, . . . , d}, of which there are dK in total. Interchanging summations in (52), we note that for any particular
such sequence of indices, applying Hölder’s inequality with respect to the measure |g(n)||n|K gives
∑
m∈Zd
∣∣(WKg f )(m){ejk }Kk=1∣∣2 = ∑
m∈Zd
∣∣∣∣∣∑
n∈Zd
f (m + n)g(n)
K∏
k=1
njk
∣∣∣∣∣
2

∑
m∈Zd
( ∑
n∈Zd
∣∣f (m + n)∣∣∣∣g(n)∣∣|n|K)2

∑
m∈Zd
( ∑
n∈Zd
∣∣f (m + n)∣∣2∣∣g(n)∣∣|n|K)( ∑
n∈Zd
12
∣∣g(n)∣∣|n|K)
=
( ∑
n∈Zd
∣∣g(n)∣∣|n|K)2( ∑
m∈Zd
∣∣f (m)∣∣2)= A2‖f ‖2, (53)
where, since g ∈ GK(rB), the bound A is finite:
A =
∑
n∈Zd
∣∣g(n)∣∣|n|K < ∞.
In particular, we may bound (52) with (53) as ‖WKg f ‖ d
K
2 A‖f ‖, and so WKg is indeed well defined and bounded.
Next, we turn to proving (49), (50) and (51) using the classical fact that the Fourier transform of a convolution is a
pointwise product of Fourier transforms. Specifically, for any f1 ∈ 1(Zd) and f2 ∈ 2(Zd), one may show f1 ∗ f2 ∈
2(Zd), and furthermore, that (f1 ∗ f2)(m) = F∗[(Ff1)(Ff2)](m) for all m ∈ Zd . We note that these results, though
parsed in terms of the nontraditional restricted Fourier series operator (16), may be proven with traditional techniques
involving Hölder’s inequality and Lebesgue’s Dominated Convergence Theorem.
In particular, for any f ∈ PW(rB) and m ∈ Zd , the evaluation of the K-linear functional (WKg TxRQDaf )(m) on
an arbitrary sequence of K vectors {uk}Kk=1 ⊂ Rd is:
(
WKg TxDaRQf
)
(m){uk}Kk=1 =
∑
n∈Zd
(TxDaRQf )(m + n)g(n)
K∏
k=1
(n · uk)
=
∑
n∈Zd
(TxDaRQf )(m − n)(−1)Kg(−n)
K∏
k=1
(n · uk)
= [(TxDaRQf ) ∗ h](m), (54)
where the function h is defined as
h(n) = (−1)Kg(−n)
K∏
k=1
(n · uk).
Suppressing the dependence on m, (54) becomes:(
WKg TxDaRQf
){uk}Kk=1 = (TxDaRQf ) ∗ h. (55)
We claim h ∈ G0(sB) = PW(sB) ∩ 1(Zd). In particular, since g ∈ GK(sB),
∑
d
∣∣h(n)∣∣= ∑
d
∣∣g(−n)∣∣ K∏ |n · uk|
(
K∏
|uk|
) ∑
d
∣∣g(n)∣∣|n|K < ∞,
n∈Z n∈Z k=1 k=1 n∈Z
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is (23), implying
(Fh)(y) = χ[− 12 , 12 ]d (y)
∑
n∈Zd
(−1)Kg(−n)
(
K∏
k=1
(n · uk)
)
e−2π iy·n = (−2π i)−K(∇Kg)(y){uk}Kk=1.
In particular, the fact that g ∈ PW(sB) implies h ∈ PW(sB) as well. Having proved our claim that h ∈ G0(sB), we
now note that since f ∈ PW(rB) and h ∈ 1(Zd), we may write (55) as(
WKg TxDaRQf
){uk}Kk=1 = F∗[(FTxDaRQf )(Fh)]= F∗[(M−xDa−1RQFf )(Fh)], (56)
with the second equality following from Lemma 1. We next continue simplifying (56), by factoring out M−x and
using the fact that rotations and dilations of pointwise products may be written as products of rotations and dilations:(
WKg TxDaRQf
){uk}Kk=1 = F∗M−xDa−1RQ[(Ff )(DaRQ′Fh)]. (57)
Next, note that as h ∈ PW(sB) with a−1 > 2s, Lemma 1 also implies DaRQ′Fh = FDa−1RQ′h. Moreover, as h ∈
G0(sB) with a−1 > 2s, Theorem 7 gives Da−1RQ′h ∈ G0(asB) ⊆ 1(Zd). In particular, the rightmost portion of (57)
may be written as
(Ff )(DaRQ′Fh) = (Ff )(FDa−1 RQ′h) = F
[
f ∗ (Da−1 RQ′h)
]
. (58)
As (58) also gives
supp
(
F
[
f ∗ (Da−1RQ′h)
])⊆ supp(Ff ) ∩ supp(DaRQ′Fh) ⊆ rB,
we may again use Lemma 1 along with (58) to simplify (57) as(
WKg TxDaRQf
){uk}Kk=1 = F∗M−xDa−1RQF[f ∗ (Da−1 RQ′h)]= TxDaRQ[f ∗ (Da−1RQ′h)]. (59)
To further simplify (59), note that the restricted Fourier series of Da−1RQ′h is
(FDa−1RQ′h)(y) = (DaRQ′Fh)(y) = a−
d
2 (Fh)
(
a−1Qy
)
= a− d2 χ[− 12 , 12 ]d
(
a−1Qy
) ∑
n∈Zd
h(n)e−2π i(a−1Qy)·n. (60)
Recalling the definition of h in terms of g, and again using the derivative formula (23), we write (60) as follows:
(FDa−1RQ′h)(y) = a−
d
2 χ[− 12 , 12 ]d
(
a−1Qy
) ∑
n∈Zd
(−1)Kg(−n)
(
K∏
k=1
(n · uk)
)
e−2π i(a−1Qy)·n
= a− d2 χ[− 12 , 12 ]d
(−a−1Qy) ∑
n∈Zd
g(n)
(
K∏
k=1
(n · uk)
)
e−2π i(−a−1Qy)·n
= a− d2 (2π i)−K(∇KFg)(−a−1Qy){uk}Kk=1. (61)
We now recognize the derivative expression in (61) as the result of applying the Chain Rule to the function
(DaR−Q′Fg)(y) = a− d2 g(−a−1Qy). To be precise, for any sequence of vectors {vk}Kk=1 ⊂ Rd , we have(∇KDaR−Q′Fg)(y){vk}Kk=1 = a− d2 (∇KFg)(−a−1Qy){−a−1Qvk}Kk=1. (62)
In particular, choosing vk = −aQ′uk in (62) and substituting the result into (61), and applying Lemma 1 again gives
(FDa−1RQ′h)(y) = (2π i)−K
(∇KDaR−Q′Fg)(y){−aQ′uk}Kk=1 (63)
= (2π i)−K(∇KFDa−1R−Q′g)(y){−aQ′uk}Kk=1. (64)
To proceed, note that as g ∈ GK(sB) with a−1 > 2s, Theorem 7 gives Da−1R−Q′ g ∈ GK(asB) with as < 12 , and
so (23) may be applied to (64):
(FDa−1RQ′h)(y) = χ[− 12 , 12 ]d (y)
∑
d
(Da−1R−Q′g)(n)
(
K∏
(−n · aQ′uk)
)
e−2π in·y. (65)n∈Z k=1
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Fig. 3. An illustration of the consequences of Theorem 8. An aerial image (a) is translated, dilated and rotated (b). The edge maps of (a) and (b) are
then computed in terms of the first order moment transform, yielding (c) and (d), respectively. As ensured by Theorem 8, the edges of the translated,
dilated and rotated version are equal to a translation, dilation and rotation of the edges of the original.
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(d)
Fig. 3. (continued)
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(Da−1 R−Q′h)(n) = (Da−1 R−Q′g)(n)
K∏
k=1
(−n · aQ′uk). (66)
With (66), we simplify the argument of the right-hand side of (59) as follows:
[
f ∗ (Da−1 RQ′h)
]
(m) =
∑
n∈Zd
f (m − n)(Da−1RQ′h)(n) =
∑
n∈Zd
f (m − n)(Da−1 R−Q′g)(n)
K∏
k=1
(−n · aQ′uk)
= aK
∑
n∈Zd
f (m + n)(Da−1RQ′g)(n)
K∏
k=1
(n · Q′uk)
= aK(WKD
a−1 RQ′g
f
)
(m){Q′uk}Kk=1. (67)
In particular, substituting (67) into (59) gives(
WKg TxDaRQf
){uk}Kk=1 = TxDaRQ[aK(WKD
a−1 RQ′g
f
){Q′uk}Kk=1]. (68)
Letting one of the parameters x, a or Q in (68) be arbitrary while the others are fixed at either x = 0, a = 1 or Q = I
gives the result. 
We conclude with an example which illustrates the consequences of Theorem 8. Let f be the aerial image depicted
in Fig. 3(a). A translated, dilated and rotated version of f , namely TxDaRQf , is given in Fig. 3(b). Here, a = 54 and Q
is the 2×2 rotation matrix corresponding to angle π6 . A Canny edge map for f , namely the function |(W1gf )| where the
first-order tensor (W1gf )(n) is regarded as a vector, is depicted in Fig. 3(c). Here, g was taken in a manner consistent
with Theorem 6, that is, g has form (35) where d = 2, L = 4 and r = 13 . Note that in the parlance of Theorem 8, we
therefore have g ∈ G2(sB) where s = 13 satisfies a = 54 < 32 = (2s)−1. As such, the results of Theorem 8 will hold,
provided f ∈ PW( 12B). In particular, if f ∈ PW( 12B), then the Canny edge map for TxDaRQf , as seen in Fig. 3(d), is∣∣(W1Dagf )TxDaRQf ∣∣= a∣∣TxDaRQ(W1gf )∣∣,
as g is rotation-invariant. That is, Fig. 3(d) is a translated, rotated and dilated version of Fig. 3(c). We note that the
above equality does depend upon the fact that f is analyzed in terms of g while Daf is analyzed in terms of Dag, a
window which is also of form (35), but whose scale parameter is a−1s = 415 . Essentially, the purpose of Theorem 8
is to take the relatively simple geometric idea illustrated in Fig. 3, and ensure that it indeed holds in the discrete case,
even for higher-order moments and images in higher dimensions.
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