A. Subcritical Hopf bifurcation and Weak Chaos 
displays the bifurcation diagram of the subcritical Hopf bifurcation in the absence of an external stimulus [1] :
The condition determining the modulus r = |z| is given by r(µ + Ar 2 − Br 4 ) = 0. The solution r = 0 corresponds to the quiescent state, and the roots of µ+Ar 2 −Br 4 correspond to finite-amplitude harmonic oscillations. The quiescent state is stable if µ < µ + = 0 (bottom solid line in Fig. 1a) , and the oscillatory state is stable for µ > µ − = −A 2 /4B (top solid line in Fig. 1a ). Dashed lines indicate unstable solutions. In Figs. 1b-d, we plot the phase portrait of Eq. 1 for selected fixed values of the control parameter µ. For the full model equations, with the control parameter obeying the feedback equation
the system switches between the quiescent and oscillatory states, as indicated by the arrows in Fig.1a . The intervals of time spent in the oscillatory and the quiescent state are approximately T o = 2∆µ/| k | and T q = 2∆µ/k on respectively, where ∆µ = µ + −µ − , and k is the average rate of decrease during one oscillation cycle:
Note that the bursting behavior is robust to parameter variation, the only conditions being that k is negative, A is positive, and 1/ω 0 is the fastest timescale in the system. We study the variation in the number of cycles during an oscillatory interval, also called a 'burst'. As explained above, T o gives the approximate period of the oscillatory state; hence, T o ω 0 /(2π) is the approximate number of cycles per burst. As was shown in the main text (Fig.  1d) , this number can vary from burst to burst, with some oscillation intervals longer than others. T o affects both the average and the variation in the number of cycles per burst. For example, starting with T o = 28, we find that there are five oscillations per burst, indicated by the five points in the top branch of the Poincaré map shown in Fig. 2a . As T o increases eventually a burst that contains a higher number of oscillations has to appear. Indeed, for T o = 30, the number of oscillations per burst varies between 5 and 6 in a periodic way. Identifying the period of the system T in the usual way z(t) = z(t + T ), we find that the period for the latter case (T o = 30) is approximately double that of the first (T o = 28). This can be seen in the Poincaré map (Fig. 2b) , where for each point in the first case, there are two points in the second. Using the Poincaré map, we find that the periodicity for T o = 30.3 is approximately four times that for T o = 28. Increasing T o further, we find a regime where there is no pattern to the alternation between 5 and 6 oscillations per burst. In Fig. 2d , we show the Poincaré map for T o = 30.5, where the system has a long period (T T o ). This change in the periodicity of the system exhibits characteristics of a period-doubling bifurcation, which is a route to chaos. Calculating numerically the highest Lyapunov exponents [2] , we find them to be small and positive, in the range of 0 − 0.05. 
B. Variation in the number of cycles per burst
To characterize the variability in the bursting characteristics of hair bundles [3] , we obtained long recordings of spontaneous oscillation and used software developed in MATLAB to detect the occurrence of oscillations and bursting intervals [4] . After band-pass filtering (0.3-150 Hz), all local maxima (X mx (t) when X(t − 1) < X(t) > X(t + 1)) and minima (X mn (t) when X(t − 1) > X(t) < X(t + 1)) were found. A local maximum was considered to be a bundle oscillation if it corresponded to a change in position of 20 or more nanometers, and if the maximum velocity attained to reach (and leave) this local maximum exceeded 0.8 nm/ms. The histogram of pre-oscillation intervals was bimodal (not shown), and cluster analysis was used to calculate the minimum interval (98 ms) that separated groups of individual oscillations into bursts. In Fig. 3a , we show a portion of a long record with color shadings indicating the oscillations (top) and the bursting intervals (bottom). Histograms shown in Fig. 3b show the distribution of the number of oscillations per burst and the quiescent intervals, respectively.
Variability in the number of cycles per burst and the duration of the quiescent interval is larger in the experimental records than that predicted by our deterministic model. This difference in the degree of variation is expected, since there are a number of stochastic processes in the cell that influence the dynamics of the oscillation, including thermal noise, attachment and detachment of myosin motors to the actin filaments, stochasticity in calcium concentration, etc. To account for stochastic processes in our model, we include additive stochastic noise terms
where D x , D y and D µ set the magnitude of the stochastic processes.
The results of the simulation are shown in Fig. 3c , which displays the calculated trace of the bundle movement (top) and control parameter (bottom), with the stochastic terms included. Histograms of the number of cycles per burst and the duration of the quiescent interval are extracted from the computed trace and shown in Fig. 3d . The experimental results yield an average of 3 cycles per burst and a standard deviation (SD) of 1.1. The theory is in good agreement with the data, with a mean value of 3.3 cycles per burst and a SD of 1.1. The mean duration of the quiescent interval is 191 ms with a SD of 23 ms in experiments, compared to a mean value of 318 ms and SD of 81 ms in the theory, where we used the natural frequency of ∼10 Hz, to introduce a time scale into the dimensionless value. We find that the model with noise captures the variation in the number of cycles per burst and the variation in the length of the quiescent interval.
C. Phase diagram for a DC offset
If a DC load f D is added to the equations of motion, the bifurcation diagram for a fixed control parameter acquires the structure shown in Fig.4 . As f D increases, the bistable interval first shrinks and then vanishes. For f D > 1, the appearance of spontaneous oscillation is characterized by the fusion of a saddle point and an unstable fixed point on a limit cycle, corresponding to a form of infinite period bifurcation, the SNIC (saddle node on an invariant circle) shown with a solid blue line. Near the SNIC bifurcation, the spontaneous oscillations take the form of a spike train, with a frequency that goes to zero along the bifurcation line. If feedback is included, then for low DC loads, the system switches between the quiescent and oscillatory states, as indicated by the wavy red line. For high DC loads, the control parameter is increasingly localized along the line of infinite-period bifurcations. We turn to examine the effect of an AC drive, on the subcritical Hopf bifurcation, in the absence of an imposed offset. Inserting a solution of the form z(t) = r(z) exp(i(ω f t + φ(t))) into Eq. 1 and separating the real and the imaginary part, we get two autonomous equations for r and φ. Analyzing the fixed points of those equations, we find the 1:1 mode-locked solutions. In Fig.  5 we plot the mode-locking bifurcation diagram. The region where the response is mode-locked to the drive adopts the form of an Arnold Tongue [5] . Note that for fixed control parameter µ, the subcritical Hopf bifurcation does not support higher-order mode-locking.
E. Recovery time
A consistent effect of strong (> 1µm) stimulus on hair bundle dynamics is a temporary suppression of the active oscillatory motion [4] . We measured the dependence of the recovery time (RT), defined as the interval between cessation of the stimulus and the occurrence of the first oscillation, as a function of the stimulus duration. The duration of the recovery time shows a positive correlation with stimulus duration for all recordings.
To calculate the recovery time from our model, we note that μ = −k of f /2 + k on during the oscillatory motion of the hair bundle, where indicates time average, and where the amplitude of the oscillation is assumed to be large compared to x 0 . Following arguments outlined in Part A, this result holds as long as the term proportional to µ in Eq. 1 is subdominant. Integrating this equation over the duration of the stimulus T stim , letting µ 0 denote the value of the control parameter at the initiation of stimulus, we find that µ = T stim (−k of f /2 + k on ) + µ 0 . We obtain the following expression for the recovery time: RT = T stim (k of f /2k on − 1) − µ 0 /k on ). This result leads to several predictions. First, stimulus of short duration T stim < µ 0 /(k of f /2 − k on ) does not suppress the oscillations. Second, the recovery time above this threshold increases linearly with T stim , and third, the recovery time is independent on the applied frequency. After prolonged stimulation the recovery time reaches saturation. To estimate this time we note that while for short time stimulus |z| ≈ 5 f A /B as µ become dominant |z| ≈ f A /|µ|. The reduction in µ cease as |z| ≈ x 0 , assuming µ decrease linearly in time we find the saturation time to be ≈ (
The linear regime is shown in Figure 4 of the main text and conforms to the theoretical prediction. In Fig. 6a of this section, we explore the recovery of oscillation after longer stimulus durations. While a full plateau is not reached, the recovery time begins to saturate with durations longer than ∼10 seconds. Durations longer than ∼50 seconds were not be applied, as they were seen to cause irreversible rundown in the cells. We note however that this regime is out of the scope of our model, as the approximation that the rates of change in Eq. 2 are µ independent is no longer valid.
Further, we varied the frequency of the stimulus, while keeping the duration constant. The recovery time did not exhibit dependence on the stimulus frequency (Fig.  6b) . This is consistent with our model which predicts a recovery time that is independent of frequency, as can be seen from the analytical expression of RT . We can understand this behavior by taking the limit x 0 → 0 for large amplitude oscillation. In this limit half of the time period of the stimulus the theta function in Eq. 2 is on and off, independently of the frequency. Therefore the average change in the control parameter is frequency independent.
F. Multi-mode locking with the full model
If the drive frequency is significantly below that of the natural frequency, then 1:1 mode-locking is negligible both in the experimentally measured response and in the model predictions. Fig. 7 demonstrates that intervals of oscillation and quiescence mode-lock to the drive. Positive deflection (towards channel opening) coincides with the oscillatory state, and negative deflection with the quiescent state shown on more than 10 cells [6, 7] . Fig. 7a shows the measured bundle response (blue) with the frequency of the AC drive (red) increasing from 1 Hz (top left) to 20 Hz (bottom right). Fig. 7b shows the corresponding response calculated from the model equations for similar variations of applied frequencies.
G. Synchronization index
The synchronization index is calculated using the same method described in [8] . We use a computational algorithm to identify the duration of each hair bundle oscillation, see Fig. 3a . The time at which the oscillation starts, indicate by t k , corresponds to zero phase. The phase is then interpolated using linear recursion
where φ(t) is the hair bundle phase. In the model we identify t k as the time when the position coordinate x become larger then x 0 . We then follow the same process as in [8] both for the experiment and the theory. 
