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Abstract
Here, we represent a general hypergraph by a matrix and study its spectrum. We extend the
definition of equitable partition and joining operation for hypergraphs, and use those to compute
eigenvalues of different hypergraphs. We derive the characteristics polynomial of a complete m-
uniform m-partite hypergraph Kmn1,n2,...,nm . Studying edge corona of hypergraphs we find the
complete spectrum of s-loose cycles Cm
L(s;n) for m ≥ 2s + 1 and the characteristics polynomial
of a s-loose paths P
(m)
L(s;n). Some of the eigenvalues of P
(m)
L(s;n) are also derived. Moreover, using
vertex corona, we show how to generate infinitely many pairs of non-isomorphic co-spectral
hypergraphs.
1 Introduction
Spectral graph theory is a well-known devolved area of research in mathematics where one of the
interests is to investigate the relationship between the spectrum of different matrices representing
graphs with their structure. We also propose various graph operations, for example, graph joining,
etc., and find the eigenvalues of newly generated graphs by those operations. Here we explore the
same for hypergraphs.
As graphs, hypergraphs also have a vertex set and an edge set, but, unlike a graph, an edge of
a hypergraph is a nonempty subset of its vertex set. Hypergraphs can be represented by different
hypermatrices or tensors [4, 16] as well by various matrices [22, 27]. Here we consider a matrix rep-
resentation of hypergraphs suggested in [1] and find the spectrum of hypergraphs formed by joining
operations. In graph theory, graph joining [9] plays an important role in constructing certain graphs.
Here we define a general hypergraph joining operation and extend it in different scenarios, such as
a weighted or un-weighted joining of a set of weighted or un-weighted hypergraphs, the building of
a hypergraph of hypergraphs, etc. We reframe the concept of equitable partition defined on graphs
[18, 24, 26], for hypergraphs to investigate the spectrum of different joins of hypergraphs. A hy-
pergraph consists of only the edges with the same cardinality m, is called m-uniform hypergraph.
An m-uniform hypergraph (on n vertices) having all possible edges is called a complete m-uniform
hypergraph and is denoted by Kmn . Furthermore K
m
n is called the complement of K
m
n which is also a
complete m-uniform hypergraph with n vertices such that e is an edge of K
m
n if and only if it is not
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an edge of Kmn . A graph is known as complete multi(k)-partite if the vertex set is partitioned into
more than one (k) parts and the edge set consists of only the all possible edges with one terminal
vertex is in one partite and another terminal vertex is in a different partite. Complete multipartite
graphs contain a class of integral graphs [20, 25, 21]. It is still challenging to find all the eigenvalues
of a complete multipartite graph, although its characteristic polynomial is known [25]. Now, a com-
plete m-uniform k-partite hypergraph, Kmn1,n2,...,nk, with the vertex set V partitioned into k parts say
{V1, V2, . . . , Vk}, is called complete m-uniform weak(strong) k-partite hypergraph if m ≥ k(m ≤ k)
and the edge set E = {e ⊆ V : |e| = m, |e ∩ Vi| ≥ (≤)1, for all i = 1, 2, . . . , k.}. Here, we are
interested to compute the characteristic polynomial of a complete m-uniform m-partite hypergraph
Kmn1,n2,...,nm. The concept of corona of two graphs was introduced by R. Fruchut and F. Harary [3].
Here we also defined the generalized corona of hypergraphs. Vertex corona of two graphs can provide
infinitely many pairs of non-isomorphic co-spectral graphs [6, 5, 10, 12]. We derive the same for two
hypergraphs. Edge corona, which is an interesting graph operation [11, 8], is defined for hypergraphs
and is applied to find the eigenvalues of s-loose paths and s-loose cycles. Generalized s-loose path
P
(m)
L(s;n) is an m-uniform hypergraph with the vertex set V = {1, 2, . . . , m+ (n− 1)(m− 1)} and edge
set the E = {{i(m−s)+1, i(m−s)+2, . . . , i(m−s)+m} : i = 0, 1, . . . , n−1} [19]. For s = 1, P
(m)
L(1;n)
is known as loose path. Similarly, generalized s-loose cycle CmL(s;n) is an m-uniform hypergraph with
the vertex set V = {1, 2, . . . , n(m − s)} and the edge set {{i(m − s) + 1, . . . , i(m − s) +m} : i =
0, 1, . . . , n−1}∪{n(m − s)− s+ 1, n(m− s)− s+ 2, . . . , n(m− s), 1, 2, . . . , s}. In spectral study of
hypergraphs, using hypermatrix, it is not easy to find the eigenvalues of P
(m)
L(s;n), C
(m)
L(s;n), hyper-cubes.
In [17], the authors considered oriented hypergraphs and proved some results on the spectrum of
adjacency matrices of P
(m)
L(s;n), C
(m)
L(s;n). They also posed some open questions regarding the spectrum
of P
(m)
L(s;n), C
(m)
L(s;n). Here we find the spectrum of C
(m)
L(s;n) for m ≥ 2s+ 1. We also compute some
eigenvalues of an s-loose path and the remaining eigenvalues are shown as the zeros of a polynomial.
In this article, the Perron-Frobenius theorem for nonnegative irreducible matrices has been ex-
tensively used.
Lemma 1 (Perron-Frobenius Theorem, Chapter 8, [23] ). Let A be a non-negative irreducible matrix.
Then
• A has a positive eigenvalue λ with positive eigenvector.
• λ is simple and for any other eigenvalue µ of A, |µ| ≤ λ.
This positive eigenvalue known as Perron eigenvalue and others as non-Perron eigenvalue.
2 Adjacency Matrix for Hypergraphs
Let H(V,E,W ) be a hypergraph with the vertex set V = {1, 2, . . . , n}, the edge set E and with an
weight function W : E → R≥0 defined by W (e) = we for all e ∈ E. The adjacency matrix AH of H
is defined as
(AH)ij :=
∑
e∈E;i,j∈e
we
|e| − 1
.
This definition is adopted from the definition of the adjacency matrix of an unweighted non-uniform
hypergraph defined in [1]. The valency of a vertex i ofH is given by di :=
∑
e∈E,i∈e
we =
∑
j(6=i)∈V
∑
e∈E;i,j∈e
we
|e| − 1
.
Thus for an m-uniform hypergraph H we have (AH)ij =
1
m− 1
∑
e∈E,i,j∈e
we. If we take we = 1, then
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(AH)ij =
dij
m− 1
where dij is the codegree of the vertices i, j, i.e., the number of edges containing both
the vertices i and j1. If the vertices i and j belong to an edge we call, they are adjacent and denote
as i ∼ j, otherwise, i ≁ j. For unweighted hypergraph we take W (e) = 1 for all e ∈ E and then the
hypergraph H is denoted by H(V,E). For an unweighted hypergraph H the valency di of a vertex
i is the degree of i, i.e., the number of edges containing the vertex i. A hypergraph is (r-)regular if
all the degrees of vertices are equal( to r). A hypergraph is connected if for any two vertices v0, vl
there is an alternating sequence v0e1v1e2v2 . . . vl−1elvl of distinct vertices v0, v1, v2, . . . , vl and distinct
edges e1, e2, . . . , el, such that, vi−1, vi ∈ ei for i = 1, . . . , l. For an r-regular connected hyperghraph
H, with n vertices (r, 1t) is always an eigenpair of AH and by Lemma 1, r is a simple eigenvalue of
AH. Moreover, since AH is real symmetric matrix, thus we can have an orthogonal set of eigenvectors
for AH.
2.1 Equitable Partition for Hypergraphs
Let H(V,E,W ) be an m-uniform hypergraph. We say a partition pi = {C1, C2, . . . , Ck} of V is an
equitable partition of V if for any p, q ∈ 1, 2, . . . , k and for any i ∈ Cp,∑
j,j∈Cq
(AH)ij = bpq,
where bpq is a constant depends only on p and q. Note that any two vertices belonging to the same
cell of the partition have the same valency. For an equitable partition with k-number of cells we
define the quotient matrix B as (B)pq = bpq, for 1 ≤ p, q ≤ k.
Proposition 1. Let H(V,E,W ) be anm-uniform hypergraph. Then orbits of any subgroup of Aut(H)
form an equitable partition.
Proof. Let Γ be a subgroup of Aut(H) acts on the vertex set V = {1, 2, . . . , n}. We consider the
orbits as pi = {V1, V2, . . . , Vk}. For any i ∈ Vp there exists ϕ ∈ Γ such that ϕ (i) = j ∈ Vp. Now we
have ∑
s,s∈Vq
(AH)is =
∑
s,s∈Vq,s≁i
(AH)is +
∑
s,s∈Vq,s∼i
(AH)is
=
∑
ϕ(s),ϕ(s)∈Vq,
ϕ(s)≁ϕ(i)
(AH)ϕ(i)ϕ(s) +
∑
ϕ(s),ϕ(s)∈Vq ,
ϕ(s)∼ϕ(i)
(AH)ϕ(i)ϕ(s)
=
∑
ϕ(s),ϕ(s)∈Vq,
ϕ(s)≁j
(AH)jϕ(s) +
∑
ϕ(s),ϕ(s)∈Vq,
ϕ(s)∼j
(AH)jϕ(s)
=
∑
t,t∈Vq ,t≁j
(AH)jt +
∑
t,t∈Vq ,t∼j
(AH)jt
=
∑
t,t∈Vq
(AH)jt = constant.
This completes the proof.
1In 2002 Rodriguez defined the adjacency matrix and corresponding Laplacian matrix for uniform hypergraphs and
which is the matrix (m− 1)AH [27].
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Let H(V,E) be an m-uniform weighted hypergraph with n vertices. For an equitable partition pi
with k cells {C1, C2, . . . , Ck} we define the characteristic matrix P of order n× k as follows
(P )ij =
{
1 if vertex i∈ Cj,
0 otherwise.
Thus AHP = PB. The column space of P is AH-invariant. It is easy to show that B is also
diagonalizable as AH and for each λ ∈ spec(B) with the multiplicity r, λ ∈ spec(AH) with the
multiplicity atlest r.
3 Weighted Joining of Hypergraphs
3.1 Weighted Joining of a Set of Uniform Hypergraphs
First we consider the joining of two hypergraphs. Let H1(V1, E1,W1) and H2(V2, E2,W2) be two
m-uniform hypergraphs. The join H(V,E,W ) := H1 ⊕
w12 H2 of H1 and H2 is the hypergraph with
the vertex set V = V1 ∪ V2, edge set E = ∪
2
i=0Ei, where E0 = {e ⊆ V : |e| = m, e∩ Vi 6= φ, ∀i = 1, 2}
and the weight function W : E → R≥0 is defined by
W (e) =


W1(e) if e ∈ E1,
W2(e) if e ∈ E2,
w12 otherwise,
where w12 is a real non-negative constant.
Now, we define the same operation for a set of m-unoform hypergraphs. Let S = {Hi(Vi, Ei,Wi) :
1 ≤ i ≤ k}, |Vi| = ni, be a set of m-uniform hypergraphs, k ≤ m. Using the set S, of hypergraphs
we construct a new m-uniform hypergraph H(V,E,W ) where V = ∪mi=1Vi, E = ∪
m
i=0Ei, E0 = {e ⊆
V : e ∩ Vi 6= φ, ∀i = 1, 2, . . . , k, |e| = m} and W : E → R≥0 defined by
W (e) =
{
Wi(e) if e ∈ Ei for i = 1, 2 . . . , k,
ws otherwise,
where ws is a real non-negative constant. The resultant hypergraph H is called the join of a set S of
m-uniform hypergraphs Hi’s and it is denoted as H := ⊕
ws
Hi∈S
Hi.
Now we write the adjacency matrix of the join, H. Let p, q ∈ {1, 2, . . . , k} and l1, l2 ∈ Vp. Let
dS(m)pp : =
1
m− 1
(number of new edges containing two fixed vertices l1, l2 from Vp)
=
1
m− 1
∑
ip≥0,ij≥1,(j 6=p)
i1+i2+···+ik=m−2
(
n1
i1
)(
n2
i2
)
. . .
(
np−1
ip−1
)(
np − 2
ip
)(
np+1
ip+1
)
. . .
(
nk
ik
)
.
For p 6= q, i ∈ Y = {1, 2, . . . , k}\{p, q}, we take two fixed vertices l1, l2 such that l1 ∈ Vp, l2 ∈ Vq and
define
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dS(m)pq :=
1
m− 1
(number of new edges containing two fixed vertices one from Vp and another from Vq)
=
1
m− 1
∑
ip,iq≥0,ij≥1,(j 6=p,q)
i1+i2+···+ik=m−2
(
n1
i1
)(
n2
i2
)
. . .
(
np−1
ip−1
)(
np − 1
ip
)(
np+1
ip+1
)
. . .
(
nq−1
iq−1
)(
nq − 1
iq
)(
nq+1
iq+1
)
. . .
(
nk
ik
)
.
Therefore the adjacency matirx AH of H can be expressed as
(AH)ij =


(
AHp
)
ij
+ wsd
S(m)
pp if i, j ∈ Vp, i 6= j,
0 i = j,
wsd
S(m)
pq if i ∈ Vp, j ∈ Vq, p 6= q.
3.1.1 Weighted Joining of Uniform Hypergraphs on a Backbone Hypergraph
Let H(V,E,W ) be an m-uniform hyperghraph. We call the hypergraph Hb(Vb, Eb,Wb), Vb =
{1, 2, . . . , n} as a backbone of H if H can be constructed by a set S = {Hi(Vi, Ei,Wi): i = 1, 2, ..., n},
of m-uniform hypergraphs, (m ≥ max{|e| : e ∈ Eb}) with the following operations :
1. Replace vertex i of Hb by Hi, for i = 1, 2, . . . , n.
2. For each edge e = {j1, j2, . . . , jk} ∈ Eb, take Se = {Hji : i = 1, 2, . . . , k} and apply the operation
⊕
Wb(e)
Se
defined above.
We call the hypergraphs Hi’s as participants on the backbone Hb to form the hypergraph H. Thus
the adjacency matrix for H can be written as
(AH)ij =


(AHp)ij +
∑
e∈Eb,p∈e
Wb(e)d
Se(m)
pp if i, j ∈ Vp, i 6= j,
0 if i = j,∑
e∈Eb,p,q∈e
Wb(e)d
Se(m)
pq if i ∈ Vp, j ∈ Vq, p 6= q.
Theorem 3.1.1. Let Hb(Vb, Eb,Wb) be a hypergraph with the vertex set Vb = {1, 2, . . . , n} and let
{Hi(Vi, Ei,Wi) : i = 1, 2, . . . , n} be a collection of regularm-uniform hypergraphs (m ≥ {|e| : e ∈ Eb}).
Let H(V,E,W ) be the m-uniform hypergraph constructed by taking Hb as backbone hypergraph and
Hi’s as participants. Then for any non-Perron eigenvalue λ of AHp with multiplicity l, λ −∑
e∈Eb,p∈e
Wb(e)d
Se(m)
pp is an eigenvalue of AH with the multiplicity atleast l.
Proof. Let (λ, f) be an eigenpair of AHp, such that f is orthiogonal to the constant vector [1, 1, 1, . . . , 1]
t.
We define f ∗ : V → R by
f ∗(v) =
{
f(v) if v ∈ Vp,
0 otherwise.
Thus f ∗ is an eigenvector of AH corresponding to the eigenvalue λ −
∑
e∈EB,p∈e
wed
Se(m)
pp . Since∑
i∈Vp
f(i) = 0, thus the proof folows.
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When Hi(Vi, Ei,Wi)’s are regular, the partition pi = {V1, V2, . . . , Vn} forms an equitable partition
for H. In particular if Hi’s are ri regular then the quotient matrix B is as follows
(B)pq =


rp + (np − 1)
∑
e∈Eb,p∈e
Wb(e)d
Se(m)
pp if p = q,
nq
∑
e∈Eb,p,q∈e
wb(e)d
Se(m)
pq otherwise.
(1)
The remaining n eigenvalues of AH can be obtained from B.
Example 3.1.1. Take Hb = K
m
k , k ≥ m and Hi = K
m
ni
(Vi, Ei), i = 1, 2, . . . , k. Consider Hb as
the backbone and Hi’s as the participants. Then we get the complete m-uniform k-partite hypergraph
Kmn1,n2,...,nk . By the above theorem we have 0 is an eigenvalue of AKmn1,n2,...,nk with the multiplicity
atleast
k∑
i=1
ni − k. The quotient matrix (B)k×k is given by
(B)p,q =
{
0 if p = q,
nqspq otherwise,
where spq =
∑
{i1,i2,...,il}⊆{1,2,...,k}\{p,q},
|{i1,i2,...,il}|=m−2
ni1ni2 . . . nil for p, q = 1, 2, . . . , k and p 6= q.
Corollary 3.1.1. Let S = {Hi(Vi, Ei,Wi) : 1 ≤ i ≤ k ≤ m} be a set of m-uniform hypergraphs
where Hi are ri-regular. Let H = ⊕
ws
Hi∈S
Hi. Then for any non-perron eigenvalue λ of AHi with the
multiplicity l, λ− wsd
S(m)
ii is an eigenvalue of AH with multiplicity atleast l.
Note that the remaining k eigenvalues can be obtained from the quotient martrix B defined as
(B)pq =
{
rp + (np − 1)wsd
S(m)
pp if p = q,
nqwsd
S(m)
pq otherwise.
Corollary 3.1.2. Let Gb(V0, E0) be an undirected weighted graph with the adjacency matrix (wij)k×k
and Hi(Vi, Ei)’s be ri-regular m-uniform hypergraphs, for 1 ≤ i ≤ k = |V0|. Let H(V,E) be the m-
uniform hypergraph constructed by taking Gb as the backbone graph and Hi’s as the participants. Then
for any non-perron eigenvalue λ of AHp with multiplicity l, λ−
∑
e∈E0,p∈e
wpqd
Se(m)
pp is an eigenvalue of
AH with the multiplicity atleast l.
If we consider Gb = K2 as the backbone and H1,H2 as the participants to construct the hyper-
graph H then H is written as H1 ⊕H2.
Example 3.1.2. Take Hi = K
m
ni
, 1 ≤ i ≤ k ≤ m, S = {Hi : i = 1, 2, . . . , k} and ws = 1.
Then ⊕1Hi∈SHi = K
m
n1,n2,...,nk
, which is the weak m-uniform k-partite complete hypergraph. Using
the above corollary we get that for any i = 1, 2, . . . , k; −d
S(m)
pp is an eigenvalue of AKmn1,n2...,nk
with
the multiplicity atleast (ni − 1) for i = 1, 2, . . . , k. The remaining eigenvalues of AKmn1,n2,...,nk are the
eigenvalues of the quotient matrix B, defined as
(B)pq =
{
(np − 1)d
S(m)
pp if p = q,
nqd
S(m)
pq otherwise.
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In the above two examples, if we take k = m, we have 0 as an eigenvalue of AKmn1,n2,...,nm with
the multiplicity atleast
m∑
i=1
ni − m. Here, the quotient matrix formed by the equitable partition
pi = {V1, V2, . . . , Vm} and which is given by
B =
1
m− 1


0 s1 · · · s1 s1
s2 0 · · · s2 s2
...
...
. . .
...
...
sm sm · · · sm 0

 ,
where si =
m∏
j=1,j 6=i
nj .
Note that α( 6= 0) ∈ spec(Kmn1,n2,...,nm) if and only if r
m−1α ∈ spec(Kmrn1,rn2,...,rnm) for r ∈ N.
Using (1) from [7], we have the characteristic polynomial of Q′B := (m − 1)B
T is φB(x) =
xm −
m∑
i=2
(i− 1)σi(s1, s2, . . . , sm)x
m−i, where σi(s1, s2, . . . , sm) =
∑
1≤j1<j2<···<ji≤m
sj1sj2 . . . sji.
We may consider Kmn1,n2,...,nm as the generalization of complete bipartite graphs. Now we have the
following proposition
Proposition 2. Characteristic polynomial of Kmn1,n2,...,nm is x
n−m
(
xm−
m∑
i=2
i− 1
(m− 1)i
σi(s1, s2, . . . , sm)x
m−i
)
where n =
m∑
i=1
ni, si =
m∏
j=1,j 6=i
nj and σi(s1, s2, . . . , sm) =
∑
1≤j1<j2<···<ji≤m
sj1sj2 . . . sji.
From the above proposition it is clear that the quotient matrix B is non-singular. Hence the
multiplicity of eigenvalue 0 of Kmn1,n2,...,nm is n−m.
Remark 1. Note that spec(Km1,1,...,1) = {1,−
1
m− 1
,−
1
m− 1
, . . . ,−
1
m− 1
}. Thus the non-zero
eigenvalues of Kmn,n,...,n are {n
m−1,
m−1︷ ︸︸ ︷
−
nm−1
m− 1
,−
nm−1
m− 1
, . . . ,−
nm−1
m− 1
}.
Note: Let H be the m-uniform m-partite hypergraph Kmn1, n1, . . . , n1︸ ︷︷ ︸
l1
,n2, n2, . . . , n2︸ ︷︷ ︸
l2
, where l1 +
l2 = m. Then the quotient matrix B for the equitable partition formed by the m-parts of H can be
written as B =
1
m− 1
B′, where B′ is given by
[
s1(Jl1 − Il1) s1Jl1×l2
s2Jl2×l1 s2(Jl2 − Il2)
]
,
where s1 = n
l1−1
1 n
l2
2 , s2 = n
l1
1 n
l2−1
2 . Now using the Lemma 2, we have the characteristic polynomial
of B′ as follows
fB′(x) = det(B
′ − xI)
= det
(
s2Jl2 − (s2 − x)I
)
det
(
s1Jl1 − (s1 + x)I − s1s2Jl1×l2(s2Jl2 − (s2 + x)I)
−1Jl2×l1
)
= (−1)m−2(x+ s1)
l1−1(x+ s2)
l2−1(x− a+)(x− a−),
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where a± =
1
2
[
s1(l1 − 1) + s2(l2 − 1) ±
√
{s1(l1 − 1) + s2(l2 − 1)}2 + 4s1s2(l1 + l2 − 1)
]
. Thus the
eigenvalues of H are
−si
m− 1
with the multiplicity li − 1 for i = 1, 2 and
a±
m− 1
with the multiplicity
1.
3.2 Weighted Joining of a Set of Non-Uniform Hypergraphs
Let S = {Hi(Vi, Ei,Wi) : i = 1, 2, . . . , k} be a set of hypergraphs with |Vi| = ni. Now for Ts ⊆
{k, k + 1, . . . ,
k∑
i=1
ni}, we define the join HTs = ⊕
Ts
Hi∈S
Hi as a hypergraph with the vertex set V =
∪ki=1Vi, the edge set E = ∪
k
i=0Ei, where E0 = {e ⊆ V : e ∩ Vi 6= φ, ∀i = 1, 2. . . . , k, |e| ∈ Ts} and the
weight function W : E → R≥0 defined by
W (e) =
{
Wi(e) if e ∈ Ei,
wm if e ∈ E0 and |e| = m,
where wm are non-negative constants for each m ∈ Ts. The adjacency matirx AHTs of the hypergraph
HTs is given by
(AHTs )ij =


(
AHp
)
ij
+
∑
m∈TS
wmd
S(m)
pp if i, j ∈ Vp, i 6= j,
0 i = j,∑
m∈TS
wmd
S(m)
pq if i ∈ Vp, j ∈ Vq, p 6= q.
WhenHi’s are regular, pi = {V1, V2, . . . , Vk} forms an equitable partition forHTs . IfHi’s are ri-regular
then the quotient matrix B is given by
(B)pq =


rp + (np − 1)
∑
m∈TS
wmd
S(m)
pp if p = q,
nq
∑
m∈TS
wmd
S(m)
pq otherwise.
3.2.1 Weighted Joining of Non-Uniform Hypergraphs on a Backbone Hypergraph
Let H(V,E,W ) be a hypergraph. We consider the hypergraph Hb(Vb, Eb,Wb), with the vertex set
Vb = {1, 2, . . . , n} as a backbone of H if there exist a set S = {Hi(Vi, Ei,Wi) : i = 1, 2, . . . n}
of hypergraphs and for each e ∈ Eb there exists a subset Te ⊆ {|η| : η ∈ E} such that H can be
constructed by following steps
1. Replace vertex i of Hb by the hypergraph Hi.
2. For each edge e = {j1, j2, . . . , jk} ∈ Eb, take Se = {Hji : i = 1, 2 . . . , k} and consider the
operation ⊕TeHi∈SeHi
3. Consider wm as edge weight for every new edge of cardinality m.
Here Hi’s are participants and we write H = (Hb, S, T ) where T = {Te : e ∈ Eb}. The adjacency
matrix AH of H can be written by using the adjacency matrices of Hi as follows
(AH)ij =


(AHp)ij +
∑
e∈EB ,p∈e
∑
m∈Te
wmd
Se(m)
pp if i, j∈ Vp, i 6= j,
0 if i = j,∑
e∈EB,p,q∈e
∑
m∈Te
wmd
Se(m)
pq if i ∈ Vp, j ∈ Vq, p 6= q.
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Now we have a theorem similar to the Theorem 3.1.1.
Theorem 3.2.1. Let Hb(Vb, Eb,Wb) be a hypergraph with |Vb| = n. Let S = {Hi(Vi, Ei) : i =
1, 2, . . . , n} be a collection of regular hypergraphs and H = (Hb, S, T ). Then for any non-perron
eigenvalue λ of AHp with the multiplicity l, λ−
∑
e∈Eb,p∈e
∑
m∈Te
wmd
Se(m)
pp is an eigenvalue of AH with the
multiplicity atleast l.
The remaining n eigenvalues of AH are the eigenvalues of the quotient matrix B formed the
equitable partition pi = {V1, V2, . . . , Vn}. If Hi’s are ri regular, then B can be written as
(B)pq =


rp + (np − 1)
∑
e∈EB,p∈e
∑
m∈Te
wmd
Se(m)
pp if p = q,
nq
∑
e∈EB ,p,q∈e
∑
m∈Te
d
Se(m)
pq otherwise.
4 Generalized Corona of Hypergraphs
Let H(V,E) be an m-uniform hypergraph. A subhypergraph induced by V
′
⊂ V is the hypergraph
H[V
′
] with the vertex set V
′
and edge set E
′
= {e : e ∈ E, e ⊂ V
′
}. Now for V
′
⊂ V and a
hypergraph H′′(V ′′, E ′′), we denote V
′
⊕H
′′
as the hypergraph with the vertex set V
′
∪V
′′
and edge
set E(H[V
′
]⊕H
′′
) ∪ E(H).
4.1 Vertex Corona
Let H0(V0, E0) be an m-uniform hypergraph and pi = {V
(1)
0 , V
(2)
0 , . . . , V
(k)
0 } be a partition of V0 =
{1, 2, . . . , n(= pk)} with V
(i)
0 = {(i − 1)p + 1, (i − 1)p + 2, . . . , ip} for i = 1, 2, . . . , k. Also let
{Hi(Vi, Ei) : 1 ≤ i ≤ k} be a set ofm-uniform hypergraphs with |Vi| = ni. For each i = 1, 2, . . . , k, we
take p copies, {H
(j)
i (V
(j)
i , E
(j)
i ) : j = 1, 2 . . . , p}, of Hi(Vi, Ei). Then we consider V
(i)
0 ⊕H
j
i (V
(j)
i , E
(j)
i )
for all i = 1, 2, . . . , k, j = 1, 2, . . . , p. This gives us an m-uniform hypergraph Hpi(V,E) which is
called generalized corona of hypergraphs and we write Hpi = H0 ◦
k
p Hi.
Here, we consider the case when ni = n1 and Hi’s are r1-regular. Now to find the characteristic
polynomial we have the following theorem. We denote a =
p
m− 1
[(
n+n1−2
m−2
)
−
(
n
m−2
)]
, b =
(
n+n1−2
m−1
)
,
c =
1
m− 1
[(
n+n1−2
m−2
)
−
(
n1−2
m−2
)]
, Di = AHi + c(Jn1− In1), D = diag(Ip⊗D1, Ip⊗D2, . . . , Ip⊗Dk) and
S = Ik⊗Jp×pn1. The kronecker product A⊗B between two matrices A = (aij) andB = (bpq) is defined
as the partition matrix (aijB). For matrices A,B,C and D we have AB ⊗ CD = (A⊗ C)(B ⊗D),
when multiplication makes sense. Now we use the following lemma to prove the next theorem.
Lemma 2 (Schur complement, [2]). Let A be an n× n matrix partitioned as
A =
[
A11 A12
A21 A22
]
where A11 and A22 are square matrices. If A11 and A22 are invertible, then
det(A) = det(A11)det(A22 − A12A
−1
11 a21) (2)
= det(A22)det(A11 − A21A
−1
11 A12). (3)
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Theorem 4.1.1. Characteristic polynomial of AHpi can be expressed as
fHpi(x) =
( k∏
i=1
det(Di − xIn1)
)p
det
(
AH0 + Ik ⊗ ((a−
b2pn1
r1 + (n1 − 1)c− x
)Jp − (a + x)Ip)
)
. (4)
Proof. The adjacency matrix of Hpi is given by
AHpi =
[
AH0 + aIk ⊗ (Jp − Ip) bS
bST D
]
.
Using Lemma 2 we have
fHpi(x) = det(AHpi − xI)
= det(D − xI)det{AH0 + aIk ⊗ (Jp − Ip)− b
2S(D − xI)−1ST}. (5)
Again,
(D − xI)ST = diag(Ip ⊗ (D1 − xIn1), Ip ⊗ (D2 − xIn1), . . . , Ip ⊗ (Dk − xIn1))(bIk ⊗ Jpn1×p)
= b{r1 + c(n1 − 1)− x}(Ik ⊗ Jpn1×p)
= b{r1 + c(n1 − 1)− x}S
T .
Therefore,
ST =
1
r1 + (n1 − 1)c− x
(D − xI)ST . (6)
Also
SST = pn1Ik ⊗ Jp. (7)
Using the Equations (6) and (7) in the Equation (5) we get the Equation (4).
Remark 2. For two regular hypergraphs H1,H2, we can find eigenvalues of H := H1 ⊕ H2 by
using Theorem 3.1.1. Again we can find the characteristic polynomial of H. If spec(AHi) =
{λ
(i)
1 , λ
(i)
2 , . . . , λ
(i)
ni (= ri)} for i = 1, 2 then the characteristic polynomial of AH is given by
fH(x) = fB(x)
n1−1∏
i=1
(λ
(1)
i − d
11
(m) − x)
n2−1∏
i=1
(λ
(2)
i − d
22
(m) − x),
where fB(x) = det(B − xI).
Corollary 4.1.1. Let p=1 and spec(AH0) = {µi : i = 1, 2 . . . , n}, spec(AHi) = {λ
(i)
1 , λ
(i)
2 , . . . , λ
(i)
n1(=
r1)}. Then the adjacency eigenvalues of Hpi = H0 ◦
n
1 Hi are λ
(i)
j − c with the multiplicity one
for i = 1, 2, . . . , n j = 1, 2, . . . , n1 − 1 and α
±
i with the multiplicity one for i = 1, 2, . . . , n where
α±i =
1
2
[
r1 + (n1 − 1)c+ µi ±
√
{r1 + (n1 − 1)c− µi}2 + 4b2n1
]
.
Proof. For p = 1, k = n, we have,
AH0 + Ik ⊗ ((a−
b2pn1
r1 + (n1 − 1)c− x
)Jp − (a + x)Ip) =: X(say)
= AH0 +
x2 − (r1 − (n1 − 1)c)x− b
2n1
r1 + (n1 − 1)c− x
In.
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Now, spec(X) = {µi +
x2 − (r1 − (n1 − 1)c)x− b
2n1
r1 + (n1 − 1)c− x
: i = 1, 2, . . . , n}.
Thus,
det(X) =
n∏
i=1
{µi +
x2 − (r1 − (n1 − 1)c)x− b
2n1
r1 + (n1 − 1)c− x
}
=
n∏
i=1
(x− α+i )(x− α
−
i )
{r1 + (n1 − 1)c− x}n
. (8)
Again for each i = 1, 2, . . . , n
spec(Di − xIn1) = {λ
(i)
j − c− x : j = 1, 2 . . . , n1 − 1} ∪ {r1 + (n1 − 1)c− x}.
We have
n∏
i=1
det(Di − xIn1) = {r1 + (n1 − 1)c− x}
n
n∏
i=1
n1−1∏
j=1
(λ
(i)
j − c− x). (9)
Using the Equations (8) and (9) in the Equation (4) we have our desired result.
Note that for two non-isomorphic hypergraphs H0 and G0 we get the hypergraphs H = H0 ◦
k Hi
and G = G0 ◦
k Hi which are also non-isomorphic. So by using the Corollary 4.1.1, for any two non-
isomorphic co-spectral hypergraphs H0 and G0, we can find infinitely many pair of non-isomorphic
co-spectral hypergraphs. To start with, first we can construct a pair of non-isomorphic co-spectral
hypergraphs using the procedure similar to the Godsil-McKay switching [13, 14] as follows:
Let H(V,E) be an m-uniform hypergraph. Also let ρ = {V1, V2, . . . , Vk, D}, (where|D| = m −
1, |Vi| = 2t, t ∈ N, for all i = 1, 2, . . . , k) be a partition of V satisties the following conditions
1. Let p, q ∈ {1, 2, . . . , k}. Then for any i, j ∈ Vp∑
l∈Vq
Ail =
∑
l∈Vq
Ajl = B
′
pq.
Also for any i, j ∈ Vq, ∑
l∈Vp
Ail =
∑
l∈Vp
Ajl = B
′
qp
and B′pq = B
′
qp.
2. Let D = {u1, u2, . . . , um−1}. For each e ∈ E, |e∩D| = 0 or m− 1. Also |N(u1, u2, . . . , um−1)∩
Vp| = 0, t or 2t; where N(u1, u2, . . . , um−1) = {v ∈ V : {u1, u2, . . . , um−1, v} ∈ E}.
Now we consider p ∈ {1, 2, . . . , k} for which |N(u1, u2, . . . , um−1) ∩ Vp| = t. Suppose that Vp =
{v
(p)
1 , v
(p)
2 , . . . , v
(p)
2t } andN(u1, u2, . . . , um−1)∩Vp = {v
(p)
1 , v
(p)
2 , . . . , v
(p)
t }. We remove the edges {u1, u2, . . . ,
um−1, v
(p)
i } for i = 1, 2, . . . , t and consider {u1, u2, . . . , um−1, v
(p)
j } for j = t + 1, t + 2, . . . , 2t as new
edges. In this way, from H we get a new m-uniform hypergraph Hρ.
Proposition 3. Let H and Hρ be the m-uniform hypergraphs as described above. Then H and Hρ
are cospectral.
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Proof. After labeling the vertices as in the partition ρ we can write the adjacency matrix of H as
AH =
1
m− 1


M11 M12 · · · M1k D11
MT12 M22 · · · M2k D21
...
...
. . .
...
...
MT2k M
T
2k · · · Mkk Dk1
DT11 D
T
21 · · · D
T
k1 D0

 ,
where for i ∈ {1, 2, . . . , k},Di1 = J2t×(m−1) orDi1 = [X
(i)
1 , X
(i)
2 , . . . , X
(i)
m−1], whereX
(i)
j (j = 1, 2, . . . , m− 1)
are the same column vector consisting t-zeros and t-ones and D0 = α(J − I) for some α ∈ N.
We take X = diag(X2t, X2t, . . . , X2t, Im−1) where X2t =
2
2t
J2t−I2t. Note that for Di1 = J2t×(m−1), we
have DTi1X2t = D
T
i1 and when Di1 = [X
(i)
1 , X
(i)
2 , . . . , X
(i)
m−1], we have D
T
i1X2t = J(m−1)×2t −D
T
i1. Also,
each Mij has constant row sum and column sum and thus X2tMijX2t = Mij . Hence XAHX = AHρ ,
where X2 = In and which implies AH, AHρ are similar.
Take a regular hypergraph H1(V1, E1) with V1 = {v1, v2, . . . , v2t} and D = {u1, u2, . . . , um−1}. For
any subset V2 ⊂ V1 with |V2| = t we suppose E2 = {ei : ei = {u1, u2, . . . , um−1, vi}, vi ∈ V2}, E3 =
{e′i : e
′
i = {u1, u2, . . . , um−1, vj}, vj ∈ V1\V2}. Now the Proposition 3, implies that H(V1∪D,E1∪E2)
and Hρ(V1 ∪D,E1 ∪ E3) are cospectral.
Example 4.1.1. Let V0 = {1, 2, . . . , 8}, E
(1)
0 = {{1, 2, 3}, {3, 4, 5}, {5, 6, 1}, {2, 4, 6}, {7, 8, 3}, {7, 8, 4},
{7, 8, 5}} and E
(2)
0 = {{1, 2, 3}, {3, 4, 5}, {5, 6, 1}, {2, 4, 6}, {7, 8, 1}, {7, 8, 2}, {7, 8, 6}}. ThenH0(V0, E
(1)
0 )
and G0(V0, E
(1)
0 ) are non-isomorphic cospectral 3-uniform hypergraphs. Here we take H1(V1, E1) as
V1 = {1, 2, 3, 4, 5, 6}, E1 = {{1, 2, 3}, {3, 4, 5}, {5, 6, 1}, {2, 4, 6}}, D = {7, 8}, V2 = {3, 4, 5}.
Now we have another corollary of the Theorem 4.1.1.
Corollary 4.1.2. Let k = 1 andH0 be r0-regular. Let spec(AH0) = {µ1, µ2, . . . , µn(= r0)}, spec(AH1) =
{λ1, λ2, . . . , λn1(= r1)} and Hpi = H0 ◦
1 H1. Then the adjacency eigenvalues of Hpi are given by
r1 + (n1 − 1)c with the multiplicity n − 1, λi with the multiplicity n for i = 1, 2, . . . , n1 − 1, µj
with the multiplicity one for j = 1, 2, . . . , n − 1 and α± with the multiplicity one where α± =
1
2
[
r1 + (n1 − 1)c+ r0 + (n− 1)a±
√
{r1 − r0 + (n1 − 1)c− (n− 1)a}2 + 4b2nn1
]
.
Proof. For p = n, k = 1, we have
AH0 + Ik ⊗
(
(a−
b2nn1
r1 + (n1 − 1)c− x
)Jp − (a+ x)Ip
)
=: Y
= AH0 +
(
a−
b2nn1
r1 + (n1 − 1)c− x
)
Jn − (a+ x)In.
Now spec(Y ) = {µi − a− x : i = 1, 2, . . . , n− 1} ∪ {µ}, where
µ = r0 + n
(
a−
b2nn1
r1 + (n1 − 1)c− x
)
− (a+ x)
= r0 + (n− 1)a−
b2nn1
r1 + (n1 − 1)c− x
− x
=
x2 − {r1 + (n1 − 1)c+ r0 + (n− 1)a}x+ (r1 + (n1 − 1)c)(r0 + (n− 1)a)− b
2nn1
r1 + (n1 − 1)c− x
=
(x− α+)(x− α−)
r1 + (n1 − 1)c− x
.
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Therefore,
det(Y ) =
(x− α+)(x− α−)
r1 + (n1 − 1)c− x
n−1∏
i=1
(µi − a− x). (10)
We also have
det(D1 − xIn1) = {r1 + (n1 − 1)c− x}
n1−1∏
i=1
(λi − c− x). (11)
From the Equation (4) we get
fHpi(x) = {det(D1 − xIn1)}
ndet(Y ).
This completes the proof.
4.2 Edge Corona
Let H0(V0, E0) be an m-uniform hypergraph with the edge set E0 = {e1, e2, . . . , ek} and |V0| = n0.
Also let Hi(Vi, Ei) (i = 1, 2, . . . , k) be m-uniform hypergraphs. For each i = 1, 2, . . . , k we consider
ei ⊕ Hi. The new hypergraph is known as the edge corona of hypergraphs and we write it by
H = H0
kHi. When |Vi| = n1 for all i = 1, . . . , k, we write Di = AHi + c(Jn1 − In1), take
D = diag(D1, D2, . . . , Dk), R = vertex-edge incidence matrix, for H0, 1n1 = [1, 1, . . . , 1] row vector
of length n1, a =
(
m+n1−2
m−2
)
− 1, b =
1
m− 1
(
n+n1−2
m−2
)
, c =
(
m+n1−2
m−2
)
−
(
n1−2
m−2
)
. Now using Lemma 2 we
have the following theorem
Theorem 4.2.1. Let H0(V0, E0) be anm-uniform hypergraph with |V0| = n, |E0| = k. Let {Hi(Vi, Ei) :
1 ≤ i ≤ k, |Vi| = n1} be a set of m-uniform hypergraphs. Then the the characteristic polynomial of
AH for the edge corona H = H0
kHi is as follows
fH(x) = det(D − xIkn1)det({(a+ 1)AH0 − xIn − b
2(R⊗ 1n1)(D − xIkn1)
−1(RT ⊗ 1Tn1)}). (12)
Corollary 4.2.1. Let Hi’s be r1-regular hypergraphs and spec(AHi) = {λ
(1)
i , λ
(2)
i , . . . , λ
(n1)
i (= r1)}.
Then the characteristic polynomial of H can be given by
fH(x) = {r1 + (n1 − 1)c− x}
k−ndet
(
β1(x)AH0 − b
2n1Dd + β2(x)In
) k∏
i=1
n1−1∏
j=1
(λ
(j)
i − c− x), (13)
where Dd = diag(d1, d2, . . . , dn) where di denote the degree of vertices of AH0, β1(x) = (a + 1){r1 +
(n1 − 1)c− x} − (m− 1)b
2n1, β2(x) = x{x− r1 − (n1 − 1)c}.
Proof. Note that (D−xIkn1)(R
t⊗1tn1) = (r1+(n1−1)c−x)(R
t⊗1tn1) and RR
T = Dd+(m−1)AH0.
Therefore
(R ⊗ 1n1)(D − xIkn1)
−1(RT ⊗ 1Tn1) =
n1
r1 + (n1 − 1)c− x
[Dd + (m− 1)AH0 ].
Then we have
det
(
(a+ 1)AH0 − xIn − b
2(R⊗ 1n1)(D − xIkn1)
−1(RT ⊗ 1Tn1)
)
=
det
(
β1(x)AH0 − b
2n1Dd + β2(x)In
)
{r1 + (n1 − 1)c− x}n
.
(14)
13
Again
det(D − xIkn1) =
k∏
i=1
det(Di − xIn1)
=
{ k∏
i=1
n1−1∏
j=1
(λ
(j)
i − c− x)
}
{r1 + (n1 − 1)c− x}
k. (15)
Using the Equations (14) and (15) in the Equation (12) we have the Equation (13).
Corollary 4.2.2. Let Hi’s be the hypergraphs mentioned in the above corollary and H0 be r-regular
with spec(AH0) = {µ1, µ2, . . . , µn(= r)}. Then the adjacency eigenvalues of H are r1 + (n1 − 1)c
with the multiplicity k − n, λ
(j)
i with the multiplicity one, for all i = 1, 2, . . . , k, j = 1, 2, . . . , n1 − 1
and β±j with the multiplicity one for j = 1, 2, . . . , n, where βj
± =
1
2
[
r1 + (n1 − 1)c + (a + 1)µj ±√
{r1 + (n1 − 1)c− (a+ 1)µj}2 + 4b2n1{(m− 1)µj + r}
]
.
Proof. Here we have, Dd = rIn. Thus
det
(
β1(x)AH0 − b
2n1Dd + β2(x)In
)
= det({β1(x)AH0 + (β2(x)− b
2rn1)In})
=
n∏
j=1
{β1(x)µj + β2(x)− b
2rn1}.
Again β1(x)µj + β2(x)− b
2rn1 = (x− βj
+)(x− βj
−) and hence the result follows.
4.2.1 Loose Cycles and Loose Paths
Recently loose cycles and loose paths attract interest of many researchers ([15], [17]). In [17] the
authers consider oriented hypergraphs and they aim to find the spectra of loose cycles and loose
paths, where the concept of hypergraph duality is used. They consider −(m−1)AH as the adjacency
matrix of an m-uniform hypergraph H. The adjacency eigenvalues of C
(2s)
L(s,n) and C
(s+1)
L(s,s+1) have been
derived. They also poses the question: “What are the adjacency eigenvalues of C
(m)
L(s;n) other than the
above two cases ?”. Thus here we are ineterested to find the eigenvalues of our adjacency matrix of
C
(m)
L(s;n) when m ≥ 2s.
Theorem 4.2.2. The adjacency eigenvalues of an s-loose cycle C
(m)
L(s;n), are
1.
−2
2s− 1
with the multiplicity n(s − 1) and
2
2s− 1
(s − 1 + s cos
2pii
n
) with the multiplicity one,
for i = 1, 2, . . . , n, when m = 2s and
2.
−1
m− 1
with the multiplicity atleast n(m− 2s− 1),
−2
m− 1
with the multiplicity atleast n(s− 1)
and γ+i , γ
−
i with the multiplicity atleast one, where,
γ±i =
1
2
[
m− 3 + 2s cos
2pii
n
±
√
(m− 3 + 2s cos
2pii
n
)2 + 8(m− s− 1 + s cos
2pii
n
)
]
,
for i = 1, 2, . . . , n, when m ≥ 2s+ 1.
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Proof.
1. Case m = 2s: Let H = C
(2s)
L(s;n). In the Corollary 3.1.2 take Gb = Cn, the cycle graph
over n vertices, and Hi = Ks, the complete graph with s-vertices with each edge weight
two. Then the resultant hypergraph is a graph, G(say). Hence AH =
1
2s− 1
AG. Thus
−2
2s− 1
is an eigenvalue of AH with the multiplicity atleast n(s − 1). The quotient matrix is
B =
1
2s− 1
{sACn +2(s−1)In}. The remaining eigenvalues of AH are
2
2s− 1
(s−1+s cos
2pii
n
)
for i = 1, 2, . . . , n.
2. Case m ≥ 2s + 1: Let Gb = Cn
nK1 and H = C
(m)
L(s;n). We take the vertices of Gb as
V (Cn) = {1, 2, . . . , n} and V (Gb)\V (Cn) = {n+ 1, n+ 2, . . . , 2n}. For i = 1, 2, . . . , n, we take
Gi = Ks, the complete graph with s vertices with edge weight 1, and for i = n + 1, . . . , 2n,
take Gi = Km−2s with edge weight 2. Considering GB as backbone graph with each edge
weight one and Gi’s as participants, we get a graph G (say). Then AH =
1
m− 1
AG. Now
using the Corollary 3.1.2 we get the eigenvalues of AG which are -1 with the multiplicity atleast
n(m− 2s− 1) and −2 with multiplicity n(s− 1).
Next using Equation (1) we have the remaining 2n eigenvalues are the eigenvalues of the
quotient matrix B given by
(B)pq =
1
m− 1


rq if p = q,
nq if p ∼ q in GB,
0 otherwise,
where rq = 2s−2, nq = s for q = 1, 2, . . . , n and rq = m−2s−1, nq = m−2s for q = n+1, . . . , 2n.
We write
B =
1
m− 1
[
(2s− 2)In + sACn t(In + Y )
s(In + Y
t) (t− 1)In
]
,
where t = m− 2s, ACn is the adjacency matrix of an n-cycle Cn and Y is the n× n circulant
matrix with the first row [0, 0, . . . , 1]. We suppose B =
1
m− 1
B′. Then using Lemma 2 and
the fact (In + Y )(In + Y
t) = 2In +ACn we have the cahracteristic polynomial of B
′, as follows
fB′(x) = det(B
′ − xIn)
= det({(t− 1− x)In})det({sACn + (2s− 2− x)In −
st
t− 1− x
(In + Y )(In + Y
t)})
= det({x2 − (2s+ t− 3)x− (2s+ 2t− 2)}In − (s+ sx)ACn). (16)
The eigenvalues of ACn are µi = 2 cos
2pii
n
, i = 1, 2 . . . , n. Thus from the Equation (16) we have
fB′(x) =
n∏
i=1
{x2 − (2s+ t− 3 + sµi)x− (2s+ 2t− 2 + sµi)}
=
n∏
i=1
(x− γ+i )(x− γ
−
i ). (17)
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In the second case of the Theorem 4.2.2, if we take s = 1, we get the adjacency eigenvalues of
loose cycle CmL(1;n) and which are
−1
m− 1
with the multiplicity n(m− 3) and
1
2
[
m− 3 + 2 cos
2pii
n
±
√
(m− 3 + 2 cos
2pii
n
)2 + 8(m− 2 + cos
2pii
n
)
]
with the multiplicity one for i = 1, 2, . . . , n. We can also prove this result by using edge corona. For
that, let H = CmL(1;n) and G = CnKm−2. Then AH =
1
m− 1
AG. We know that spec(Cn) = {µi =
2 cos
2pii
n
: i = 1, 2 . . . , n}. We also have spec(Km−2) = {m − 3,−1,−1, . . . ,−1}. Now using the
Corollary 4.2.1 for graphs we have the eigenvalues of AG and hence the eigenvalues of AH which are
the same as given above.
First part of the Theorem 4.2.2 provides an alternative prove of the part (1) of the Theorem 3.6
in [17]. Now we pose the following question.
Question 1. What are the adjacency eigenvalues of CmL(s;n) for m ≤ 2s− 1?
Lemma 3. For a square matrix A we have
det(A +
∑
i=1,n
uiiEii) = det(A) +
∑
i=1,n
uiidet(A(i|i)) + u11unndet(A(1, n|1, n)), (18)
where A(i|j) is the matrix obtained from A by deleting the i-th row and j-th column, respectively,
and Ei,j is the matrix with 1 in (i, j)-th position and zero elsewhere.
Theorem 4.2.3. The adjacency eigenvalues of an s-loose path PmL(s,n) are
1.
−1
m− 1
with the multiplicity atleast n(m − 1) − 2s(n − 1),
−2
m− 1
with the multiplicity atleast
(n− 1)(s− 1) and
αi
m− 1
with the multiplicity one, for i = 1, 2, . . . , 2n− 1, where αi’s are the
zeros of the polynomial
(m− s− 1− x)2f1(x) + 2s
2(1 + x)(m− s− 1− x)f2(x) + s
4(1 + x)2f3(x)
m− 2s− 1− x
,
where
fj(x) =
n−j∏
i=1
{x2 − (m− 3 + 2s cos
pii
n− j + 1
)x− 2(m− s− 1− x+ s cos
pii
n− j + 1
)}.
for j = 1, 2, 3, when m ≥ 2s+ 1 and
2.
−1
m− 1
with the multiplicity 2(s − 1),
−2
m− 1
with multiplicity (n − 1)(s − 1) and
βi
2s− 1
with
the multiplicity one, where βi are the zeros of the polynomial (x − s + 1)
2t1(x) + 2s
2(x − s +
1)t2(x)+ s
4t3(x), where tj(x) =
n−j∏
i=1
(2s− 2−x+2s cos
pii
n− j + 1
), for j = 1, 2, 3 when m = 2s.
Proof.
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1. Case m ≥ 2s + 1: Let G0 = Pn−1K1 and H = P
(m)
L(s;n). We label the veretices of G0 as the
vertices of Pn−1 are labelled as {1, 2, . . . , n− 1} and V (G0\V (Pn−1)) = {n, n+ 1, . . . , 2n− 3}.
Now we join the vertex 2n − 2 with the vertex 1 and the vertex 2n− 1 with the vertex n − 1
by an edge respectively. Let Gb(Vb, Eb) be the new resulting graph. We also take
Gi =


Ks with each edge weight 2, for i = 1, 2, . . . , n− 1,
Km−2s with each edge weight 1, for i = n, n+ 1, . . . , 2n− 3,
Km−s with each edge weight 1, for i = 2n− 2, 2n− 1.
Now considering Gb as the backbone and Gi’s as the participants we get a graph G(say). Here
AH =
1
m− 1
AG. Using Corollary 3.1.2 we have −1 and −2 are the eigenvalues of G with the
multiplicities atleast n(m−1)−2s(n−1) and atleast (n−1)(s−1) respectively. The remaining
eigenvalues of AG are the eigenvalues of the quotient matrix B which is given by
B =

sAn−1 + 2(s− 1)In−1 (m− 2s)Y (m− s)ZsY t (m− 2s− 1)In−2 0
sZt 0 (m− s− 1)I2

 ,
where Al is the adjacency matrix of the path graph Pl, Y =


1 0 0 · · · 0 0
1 1 0 · · · 0 0
0 1 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 1
0 0 0 · · · 0 1


n−1×n−2
and
Z =
[
1 0 · · · 0
0 0 · · · 1
]t
. Since ZZt = E11 + En−1n−1 and Y Y
t = 2In−1 − E11 − En−1n−1 + An−1,
using Lemma 2 we get the characteristic polynomial of B as
fB(x) = det(B − xI)
= (m− s− 1− x)2(m− 2s− 1− x)n−2det({sAn−1 + (2s− 2− x)In−1−[
(m− 2s)Y (m− s)Z
]
diag(
1
m− 2s− 1− x
In−2,
1
m− s− 1− x
I2)
[
sY t
sZt
]
})
= (m− s− 1− x)2(m− 2s− 1− x)n−2det({sAn−1 + (2s− 2− x)In−1−
s(m− s)
m− s− 1− x
ZZt −
(m− 2s)s
m− 2s− 1− x
Y Y t)}
= (m− s− 1− x)2(m− 2s− 1− x)n−2det({sAn−1 + (2s− 2− x)In−1
−
s(m− s)
m− s− 1− x
(E11 + En−1n−1)−
(m− 2s)s
m− 2s− 1− x
(2In−1 − E11 − En−1n−1 + An−1))}
= (m− s− 1− x)2(m− 2s− 1− x)n−2det({t1An−1 + t2In−1 + t3E11 + t3En−1n−1})
= (m− s− 1− x)2(m− 2s− 1− x)n−2h(x),
where t1 =
−s(1 + x)
m− 2s− 1− x
, t2 = 2s−2−x−
2(m− 2s)s
m − 2s− 1− x
, t3 =
s2(1 + x)
(m− 2s− 1− x)(m− s− 1− x)
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and h(x) = det({t1An−1 + t2In−1 + t3E11 + t3En−1n−1}). Now using the Lemma 3 we have
h(x) = det({t1An−1 + t2In−1 + t3E11 + t3En−1n−1})
= det(t1An−1 + t2In−1 + t3E11) + t3det({t1An−1 + t2In−1 + t3E11}(n− 1|n− 1))
= det(t1An−1 + t2In−1) + t3det({t1An−1 + t2In−1}(1|1))+
t3det({t1An−1 + t2In−1}(n− 1|n− 1)) + t
2
3det({t1An−1 + t2In−1}(1, n− 1|1, n− 1))
= det(t1An−1 + t2In−1) + 2t3det({t1An−2 + t2In−2}+ t
2
3det({t1An−3 + t2In−3}. (19)
Again we know that the adjacency eigenvalues of a path Pl of length l are {2 cos
pii
l + 1
: i =
1, 2, . . . , l}. Thus we get
h(x) =
n−1∏
i=1
(t2 + 2t1 cos
pii
n
) + 2t3
n−2∏
i=1
(t2 + 2t1 cos
pii
n− 1
) + t23
n−3∏
i=1
(t2 + 2t1 cos
pii
n− 2
)
= h1(x) + 2t3h2(x) + t
2
3h3(x), (20)
where hj(x) =
fj(x)
(m− 2s− 1− x)n−j
for j = 1, 2, 3.
Now, h(x) =
(m− s− 1− x)2f1(x) + 2s
2(1 + x)(m− s− 1− x)f2(x) + s
4(1 + x)2f3(x)
(m− 2s− 1− x)n−1(m− s− 1− x)2
.
Therefore
fB(x) =
(m− s− 1− x)2f1(x) + 2s
2(1 + x)(m− s− 1− x)f2(x) + s
4(1 + x)2f3(x)
m− 2s− 1− x
.
2. Case m = 2s: Let H = P
(2s)
L(s;n) and Gb = Pn+1. We take the vertices of Gb as V (Gb) =
{1, 2, . . . , n+ 1} with the end vertices 1 and n + 1. Here we take
Gi =
{
Ks with each edge weight 2, for i = 2, 3, . . . n,
Ks with each edge weight 1, for i = 1, n+ 1.
Now, considering Gb as the backbone and Gi’s as the participants we get a graph G(say). Then
AH =
1
2s− 1
AG. The quotient matrix B is given by
B =
[
sAn−1 + 2(s− 1)In−1 sZ
sZt (s− 1)I2
]
,
where Z is the matrix defined in first part of this theorem. Using Lemma 2 we have the
characteristic polynomial of B as
fB(x) = det(B − xI)
= (s− 1− x)2det({sAn−1 + (2s− 2− x)In−1 −
s2
s− 1− x
(E11 + En−1n−1)}).
Now, the result folows by using the similar technique of computation shown in part one.
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We consider a special case of the Theorem 4.2.3 by taking s = 1. Let H = P
(m)
L(1,n)
be the m-
uniform loose path with n-edges. Let G = Pn+1
nKm−2. Then AH =
1
m− 1
AG. Using the Corollary
4.2.1 we have the characteristic polynomial of AG as
fG(x) = det(AG − xI)
=
(−1 − x)n(m−3)
m− 3− x
det({(m− 3− x)An+1 − (m− 2)Dd + x(x−m+ 3)In+1}) (21)
=
(−1 − x)n(m−3)
m− 3− x
g(x), (say)
where Dd = diag(1, 2, 2, . . . , 2, 1) and An+1 is the adjacency matrix of the path graph Pn+1 over n+1
vertices. Again, Dd = 2In+1 − E11 − En+1n+1. So we have
g(x) = det({(m− 3− x)APn+1 − (m− 2)Dd + x(x−m+ 3)In+1})
= det({(m− 3− x)APn+1 − (m− 2)(2In+1 − E11 −En+1n+1) + x(x−m+ 3)In+1})
= det({uAPn+1 + vIn+1 + (m− 2)E11 + (m− 2)En+1n+1}),
where u := m− 3− x, v := x(x−m+ 3)− 2(m− 2)
= det({uAPn+1 + vIn+1 + (m− 2)E11}) + (m− 2)det({uAPn+1 + vIn+1 + (m− 2)E11}(n + 1|n+ 1))
= det({uAPn+1 + vIn+1}) + (m− 2)det({uAPn+1 + vIn+1}(1|1))
+ (m− 2)det({uAPn + vIn + (m− 2)E11})
= det({uAPn+1 + vIn+1}) + 2(m− 2)det({uAPn + vIn}) + (m− 2)
2det({uAPn−1 + vIn−1})
=
n+1∏
i=1
(2u cos
pii
n + 2
+ v) + 2(m− 2)
n∏
i=1
(2u cos
pii
n+ 1
+ v) + (m− 2)2
n−1∏
i=1
(2u cos
pii
n
+ v)
= g1(x) + 2(m− 2)g2(x) + (m− 2)
2g3(x).
gj(x) =
n−j+2∏
i=1
(2u cos
pii
n− j + 3
+ v)
=
n−j+2∏
i=1
{(x−m+ 3)(x− cos
pii
n− j + 3
)− 2(m− 2)},
where for j = 1, 2, 3.
Thus we find the eigenvalues of the graph G as the zeros of the polynomial
fG(x) =
(−1− x)n(m−3)
m− 3− x
{g1(x) + 2(m− 2)g2(x) + (m− 2)
2g3(x)}. (22)
From the Theorem 4.2.3 we have (x+ 1)2 is a factor of g(x).
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