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High voltage Li-ion battery materials are being developed for high energy density applications, 
such as electric vehicles, and grid scale storage [1], [2]. However, high voltage cathode materials, 
such as LiCoPO4, typically undergo severe capacity loss during cycling [3]–[5], preventing 
commercialisation.  
Degradation within high voltage cathode electrodes can occur due to parasitic surface reactions 
with the electrolyte at the electrode/ electrolyte interface [4], [6], and via structural degradation 
within individual cathode particles. Parasitic reactions at the electrode/ electrolyte interface can 
result from a lack of passivation by a cathode electrolyte interphase (CEI) layer [6] when operating 
outside the electrolyte stability window. Structural degradation within individual primary particles 
can occur due to defect formation, or unstable phase formation [5], [7]. If unstable phases form 
near the electrode/ electrolyte interface degradation can be accelerated by parasitic reactions 
from the electrolyte. 
Improving the electrochemical properties of high voltage cathodes requires detailed 
understanding of the underlying degradation mechanisms. However, characterising degradation 
in Li-ion cathode materials is difficult because Li is hard to detect, and complex local environments 
exist within a single electrode. Ideally, techniques used to characterise degradation should 
correlate the underlying electrode microstructure with degradation induced chemical and 
structural changes.  
Here, novel electron and ion microscopy techniques are developed to study degradation 
phenomena at the electrode surface, within individual primary particles, and during cycling. The 
techniques aim to correlate chemistry and microstructure, and enable understanding of the role 
of local environment in degradation behaviour. The techniques are validated by conducting a 
comprehensive study of degradation in high voltage Li-ion battery material LiCoPO4. 
The CEI layer is challenging to image and characterise because the CEI layer is thinner (10-20 nm) 
than the anode equivalent SEI layer (up to 1 µm), and CEI layers typically contain Li. He-ion 
microscopy (HIM) and secondary ion mass spectrometry (SIMS), a mass spectrometry technique 
integrated into some helium ion microscopes, are suited to CEI layer studies because HIM is a 
highly surface sensitive imaging technique, and SIMS is capable of detecting Li. Here, He-ion 
microscopy (HIM) and in-situ Ne-ion time-of-flight secondary ion mass spectrometry (SIMS) has 
been used for the first time to study CEI formation resulting from electrolyte oxidation on the 
cathode. 
HIM is used to image the CEI layer on LiCoPO4 at length scales enabling the thickness and 
morphology of the CEI to be related to the underlying microstructure. HIM imaging showed that 
the CEI forms on LiCoPO4 agglomerates. SIMS mapping and depth profiling characterisation 
identified that the CEI layers are composed of oxyfluorophosphates, and a layer of uncycled Li 
exists on the surface of charged electrodes. Using HIM SIMS to analyse cathodes at different states 
of charge and after different cycle numbers, enabled direct imaging of the partial dissolution of 
the CEI layers across the electrode. Partial CEI dissolution is most significant on larger LiCoPO4 
agglomerates. The HIM SIMS technique provides new opportunities for correlating underlying 
electrode microstructure with heterogeneous CEI formation. 
Li is hard to detect with most chemical spectroscopy techniques. Co in LiCoPO4 oxidised from 
Co(II)-Co(III) as Li is removed. Electron Energy Loss Spectroscopy has been previously used to 
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measure the change in Fe valence state in LiFePO4 to study lithiation mechanisms [8]. Here, the 
de-lithiation mechanisms of LiCoPO4 are visualised post-mortem using an electron energy loss 
spectroscopy (EELS) technique to map changes in the valence state of Co across the electrode.  
Using Co valence state EELS, the shrinking-core de-lithiation mechanism of LiCoPO4 was directly 
visualised. The unstable CoPO4 phase forms on the outside of LiCoPO4 particles, leaving it 
susceptible to damage from the electrolyte. Damage from the electrolyte is observed as a layer of 
Co(II) on the outside of particles, along with a region of trapped Li on the surface of electrodes 
charged to 5.1 V vs. Li/ Li+. Results from valence state EELS characterisation, in conjunction with 
the HIM SIMS results indicate that the cyclability of LiCoPO4 could be improved by improving the 
stability of CoPO4, or developing methods to shield CoPO4 from electrolyte degradation. 
To prevent the impact of sample damage, and ensure transient states during charging could be 
characterised, an in-operando TEM technique was investigated to image changes in primary 
particle microstructure during cycling of active materials. The initial set-up aimed to create a Li-
ion half-cell in the TEM. LiCoPO4 was successfully isolated on the nano-cell working electrode, 
however, plating of Li from the electrolyte onto the reference electrode was unsuccessful. The 
results presented suggest a pseudo-reference electrode cell, using Pt as the reference electrode, 
would be a better set-up for in-operando TEM. 
As part of the in-operando TEM set-up, the electrolyte was irradiated with the electron beam. It 
was found that the electrolyte formed a series of precipitates with increasing electron dose, which 
post-mortem energy dispersive X-ray spectroscopy identified as consisting of carbon, fluorine, 
oxygen, and phosphorous. The precipitates formed as a result of electrolyte reduction from the 
electron beam. The results present an opportunity to use a closed liquid cell set-up in the TEM to 
study reduction mechanisms of different lithium ion battery electrolytes.  
The novel electron microscopy techniques presented in this thesis offer future routes to 
characterising complex degradation mechanisms in high voltage Li-ion battery materials. The 
methods enable correlation of chemical and structural changes with electrochemical history, 
whilst maintaining an understanding of the complex local environment.  
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1.1 MOTIVATIONS AND AIMS 
For a more sustainable future there has recently been a drive to develop electric vehicles and grid-
scale energy storage, with the government pledging to fully decarbonise transport by 2050 [1], 
[2]. Li-ion batteries are currently being used and are being developed for electric vehicles, 
however, for sufficient driving ranges to compete with petrol vehicles, high energy density Li-ion 
battery materials are required [1], [3].  
A method of increasing the energy density of a Li-ion battery is to increase the operating potential 
of the cathode material, leading to the development of high voltage Li-ion cathode materials 
(cathodes where redox occurs over 4.5 V vs. Li/ Li+) [4]. However, high voltage cathode materials, 
such as LiCoPO4 undergo severe degradation during cycling [5], preventing commercialisation. 
At high potentials, standard electrolytes oxidise causing electrode-electrolyte interface 
degradation [6]–[8]. At anode operating potentials, electrolyte reduction forms a passivating solid 
electrolyte interphase (SEI), which protects the anode from further degradation from the 
electrolyte. However, the equivalent film in cathodes, the cathode electrolyte interphase (CEI), 
can be unstable preventing electrode passivation [6]–[8]. Structural degradation within cathode 
particles can also occur through the formation of anti-site defects, and unstable de-lithiated 
phases which can be particularly susceptible to electrolyte attack [9]–[11]. 
Understanding of degradation processes is further complicated by the complexity of 
environments within Li-ion battery electrodes. The composite nature of binder, active material, 
conductive additive, and electrolyte within electrodes, together with variations in potential, stress 
and temperature, leads to multiple degradation environments. 
Characterisation of degradation within Li-ion batteries is challenging. Li is difficult to detect with 
most spectroscopies due to its low binding energies. The complex environments present within 
Li-ion batteries also make a comprehensive picture of degradation difficult to obtain. The majority 
of techniques used to characterise Li-ion battery degradation are bulk averaging techniques, such 
as X-ray diffraction, and spectroscopies, missing understanding of heterogeneous local 
microstructure, and correlation of local chemical environment with microstructure. 
Recently new X-ray microscopy techniques have been developed, such as X-ray computed 
tomography, in combination with X-ray diffraction [12], and scanning transmission X-ray 
microscopy in combination with X-ray absorption spectroscopy to correlate microstructure with 
local chemistry [13]. X-ray techniques are useful for probing micron-size local environments; 
however, electron microscopies are better suited to probe nano to atomic-scale phenomena.  
CEI layers, and lithiation mechanisms are particularly difficult to characterise because both are 
nano-scale phenomena, and require detection of Li for full characterisation. Microscopy 
techniques, such as Helium ion microscopy, and secondary ion mass spectrometry [14], [15], and 
scanning transmission electron microscopy and electron energy loss spectroscopy [16] have the 
potential to correlate microstructures with chemistry, and provide an understanding of local 
environment. 
The aim of this project is to develop different advanced microscopy techniques to characterise 
degradation in high voltage Li-ion battery materials. The techniques should be able to allow the 
user to understand how electrochemical cycling leads to microstructural evolution of electrodes, 
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including changes in local chemistry, phases, electrode structure and distribution/mobility of Li 
ions. 
Another aim of the project is to apply the techniques developed to the high voltage battery 
material LiCoPO4, in order to identify reasons for its known severe degradation so the 
performance can be improved. Applying the techniques to LiCoPO4 will also validate the 
techniques so they could be applied to other Li-ion battery materials with similar degradation 
issues. 
1.2 THESIS NOVELTY 
High voltage cathode materials undergo both surface degradation from degradation of the 
electrolyte at the electrode-electrolyte interface, forming cathode electrolyte interphase [7], [6], 
and structural degradation within the individual cathode particles [9], [10], [17]. The techniques 
demonstrated in this thesis characterise (1) poor formation of passivating cathode electrolyte 
interphase (CEI) layers, and (2) chemical and crystallographic structural degradation within 
individual LiCoPO4 particles. A technique which could characterise degradation within primary 
particles in-operando was also developed using in-operando TEM. 
Helium ion microscopy (HIM) and in-situ Ne-ion secondary ion mass spectrometry (SIMS) is 
developed, for the first time, as a methodology to directly image, and chemically characterise CEI 
layers on LiCoPO4. He-ion microscopy enables highly surface sensitive secondary electron imaging. 
The He+ beam interaction with the surface produces improved surface resolution compared with 
scanning electron microscopy. HIM imaging is compared with SEM imaging to confirm improved 
surface resolution. SIMS is one of the few chemical characterisation techniques which can directly 
detect Li so is used within the He-ion microscope as a chemical characterisation technique for CEI 
layers. 
An electron energy loss spectroscopy (EELS) Co L-edge mapping technique is developed as a 
method to map the Co(II), and Co(III)-rich regions of LiCoPO4. As Co is redox active during de-
lithiation of LiCoPO4, mapping the Co(II), and Co(III) valence states is analogous to mapping the 
lithiated, and de-lithiated regions within individual LiCoPO4 particles, allowing the de-lithiation 
mechanisms to be investigated with the STEM-EELS technique. Sample preparation using 
microtome sectioning is also shown to improve the resolution of lithiated and de-lithiated phases 
within LiCoPO4 samples. 
Both the HIM-SIMS, and EELS techniques are performed ex-situ. Ex-situ techniques can result in 
sample damage from transfer into microscopes, and can miss transient processes which occur 
during cycling. To counter this and potentially enable CEI layer, and structural characterisation of 
LiCoPO4 during cycling, an in-operando TEM technique was developed. Unfortunately, a number 
of obstacles were experienced during set-up of the in-operando TEM technique, so the strategy 
used to set-up the technique is shown, and methods of improvement on the strategy used here 
suggested. 
1.3 THESIS STRUCTURE 
This thesis is presented using the self-contained results chapter structure, with the aims, 
objectives, introduction, experimental, results, discussion, and conclusions relevant to each 
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results chapter being presented within a single chapter rather than in the traditional thesis format. 
A general literature review is presented at the start of the thesis to introduce and discuss literature 
relevant to all chapters. As all the chapters required electrode manufacturing as part of the 
methods, a standalone electrode, and cell manufacturing experimental chapter is presented prior 
to the results chapters. The main findings of all chapters are summarised in the conclusions 
chapter, and the further work chapter proposes future work which can be built on the work 
presented in all chapters. 
The results of the thesis work are split into four distinct Chapters as listed below: 
Chapter 4 introduces He-ion microscopy (HIM), and in-situ time of flight secondary ion mass 
spectrometry (ToF SIMS) as new techniques to image and chemically characterise nano-scale 
cathode electrolyte interphase (CEI) formation and its distribution across the electrode at the 
macro-scale. The Chapter discusses why HIM-SIMS is useful for characterising CEI layers by 
comparing the HIM technique to SEM, and identifies CEI layer formation mechanisms on LiCoPO4 
during cycling. The HIM-SIMS technique is used to correlate CEI formation with underlying 
microstructure for the first time. Work presented in this chapter has been accepted by ACS 
Applied Energy Materials (ACS Appl. Energy Mater. 2020, 3, 9, 8822-8832).  
Chapter 5, and Chapter 6 are partner chapters where an EELS Co L-edge oxidation state mapping 
technique is developed, and used to identify the lithiated, and de-lithiated regions within 
individual LiCoPO4 particles and understand the evolving chemical structure of LiCoPO4. The EELS 
oxidation technique development is presented in Chapter 5, and the technique is used to directly 
image the de-lithiation mechanisms of LiCoPO4 in Chapter 6. 
Chapter 5 presents the development of the EELS Co L-edge oxidation state mapping technique. 
The chapter discusses how EELS Co L-edge mapping standards were extracted, and uses diffraction 
techniques to identify the standards. O K-edge extractions were also performed to identify regions 
of Co-O hybridisation. The significance of the shapes of the extracted Co L-edge, and O K-edge 
EELS spectra are discussed. The importance of sample preparation is explained by comparing 
sectioned, and non-sectioned samples. 
Chapter 6 uses the EELS Co L-edge mapping technique developed in Chapter 5 to spatially resolve 
the lithiated and de-lithiated regions within individual LiCoPO4 particles. The technique was 
applied to the first cycle at different states of charge on the first cycle to image the de-lithiation 
mechanism. The technique was also applied to later cycles to understand how the de-lithiation 
mechanism varies as LiCoPO4 degrades. The later cycles work is discussed in context with the HIM-
SIMS results to have a comprehensive understanding of degradation with LiCoPO4. 
Chapter 7 presents work performed to develop an in-operando TEM technique to characterise Li-
ion battery materials. Unfortunately, equipment issues were experienced during the course of the 
project so the technique was not developed to completion. Chapter 7 presents the work 
performed towards developing the in-operando TEM technique, including understanding the 
effects of the electron beam on electrolytes, and setting up the in-operando cell as a half-cell in 
the TEM. The chapter presents an extensive literature review on previous in-operando TEM 
methods, and perspectives on in-operando TEM as a technique based on experiences in this 
project. 
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imaging was performed by T. Tran, in collaboration with L. Wheatcroft. EELS data analysis, and 
image interpretation was performed by L. Wheatcroft with advice from T. Tran, D. Özkaya, and 
B.J. Inkson. XRD, TEM imaging, and SAED (selected area electron diffraction) were performed by 
L. Wheatcroft. Data analysis for XRD, TEM, and SAED was also performed by L. Wheatcroft. 
Chapter 7 
Major contributors were: Dr Muhammed Sajid Ali Asghar, University of Sheffield, Dr Vitor Leite 
Martins, University of Sheffield, Dr Doğan Özkaya, Dr Beata Layla Mehdi, and Dr Juhan Lee, 
University of Liverpool. 
Electrolyte irradiation experiments were performed by L. Wheatcroft, and M. S. A. Asghar. 
Electrolyte Li deposition experiments in the in-situ holder were performed by L. Wheatcroft, with 
advice from V. L. Martins. Post-mortem SEM experiments were performed by L. Wheatcroft. 
Microtome and electrode position experiments were performed by D. Özkaya, and L. Wheatcroft. 
Help and advice on the best use of the in-operando TEM set-up was given by B. L. Mehdi, and J. 
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Lee. Although not presented here, further ex-situ electrolyte cycling experiments were performed 
at the University of Liverpool by L. Wheatcroft, and J. Lee, with help and advice from B. L. Mehdi. 
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2 LITERATURE REVIEW 
2.1 INTRODUCTION TO LITHIUM ION BATTERIES 
Batteries are devices made up of a connected series of electrochemical cells which store chemical 
energy and release electrical energy [1]. All electrochemical cells are based on redox reactions 
where electrons are transferred between species resulting in the reduction (gain of electrons) and 
oxidation (loss of electrons) of the reactants and products. Energy in electrochemical cells is stored 
by spatially separating the oxidation and reduction processes allowing them to occur on 
electrodes (the anode and cathode) (see Figure 2.1) [1]. On discharge the two electrodes are 
electrically connected allowing the redox reaction to occur spontaneously. Electrons can be 
collected and used for useful work whilst ions are transferred across a liquid electrolyte. In lithium 
ion batteries the charge carrying species are Li+ ions [1]. 
 
Figure 2.1: Diagram showing the operating principle of a Li-ion battery. The redox equations shown are reactions which 
occur in a LiCoO2/ graphite Li-ion cell during discharge. During discharge oxidation occurs at the anode (dark grey), 
releasing electrons which flow around the circuit to perform useful work. Oxidised Li at the anode forms Li+ ions which 
migrate across the electrolyte towards the cathode (purple) to balance the charge difference. The reaction completes 
via reduction of Li+ ions at the cathode.  The overall cell reaction equation (the overall redox equation) is also shown. 
For the discharge reaction to occur spontaneously, the reaction chemical potential on the cathode 
side must be less than the reaction chemical potential on the anode side [2]–[4]. In practical terms 
the chemical potential requirement results in anodes having a redox potential closer to Li/ Li+ vs. 
SHE (standard hydrogen potential), than cathodes [2].  
The main components of a Li-ion cell are the electrodes (the anode and the cathode), the 
electrolyte, the separator, and the current collectors (see Figure 2.1 and Figure 2.2).  
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The electrolyte is a medium which allows Li+ ions to be transferred from one electrode to the 
other. The electrolyte can be a liquid (Li salt dissolved in a solvent), or a solid (polymer or Li-ion 
conducting ceramic) [5]. All the cells in this thesis use liquid electrolytes.  
The separator is an electrically insulating physical barrier that prevents the anode and cathode 
from touching but allows transfer of Li+ ions through it. Separators are typically polymer 
membranes, such as microporous polyolefin materials, or fibre glass [5]. 
The electrodes are where the Li oxidation and reduction reactions occur to produce current. The 
principle components of the electrode are shown in Figure 2.2. The principle components are the 
active material, where the Li oxidation and reduction reactions occur (see Figure 2.1), the 
conductive additive which provides an electronic conduction pathway from the current collector 
to the active material, binder which holds the particles together into a composite porous 
structure, and finally the current collector which acts as a conductor for electrons in and out of 
the electrode [6]. As the electrical conductivity of the carbon additive is higher than the cathode 
particles [6], electron conduction to different parts of the cathode film can vary based on the 
coverage of conductive additive around electrode components, and the size of cathode 
agglomerates. As electrons are required for oxidation and reduction, variations in electrical 
conductivity through the film can alter the lithiation and de-lithiation of cathode particles. 
Electrodes are designed to optimise the surface area of active material which touches electrolyte, 
but still provide a conduction pathway for electrons to the current collector. Therefore, they are 
designed to be porous architectures [5], [6].  Increased resistance can occur if areas are not porous 
enough for electrolyte ion penetration and/ or flow. 
 
Figure 2.2: Schematic of a typical Li-ion half-cell. The electrode is a composite of active material, conductive additive 
and binder. The electrode is porous to allow electrolyte to make contact with active material. 
2.1.1 Lithium Ion Battery Metrics 
One of the potential applications for high energy lithium ion batteries is electric vehicles. The US 
advance battery consortium (USABC) listed the ideal requirements, at cell level, of a battery for 
an electric vehicle [7]: 
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Useable specific energy at C/3 rate: 350 Wh kg-1 
Useable energy density at C/3 rate: 750 Wh l-1 
Peak specific discharge power (80 % depth of discharge over 30 s): 700 W kg-1 
Peak power density (80 % depth of discharge over 30 s): 1500 W l-1 
Cycle life: 1000 cycles 
Calendar life: 15 years 
Cost: $100 kW-1 h-1 
The C-rate (specified as C/3 rate in the ideal requirements list) is a measure of the rate a battery 
is discharged relative to its maximum capacity. C/3 indicates the battery is discharged using a 
current which causes full discharge in 3 hours [8]. 
Cycle life: The number of charge and discharge cycles a battery can undergo before it fails to meet 
performance criteria [8] 
Specific energy: nominal energy per unit mass of the cell. Often in lab based scenarios, 
gravimetric, or specific energy and capacity is defined per unit mass of active material in the 
electrode of interest (eg. the cathode) [8], [9]. 
Energy density: nominal energy per unit volume of the cell [8]. 
Depth of discharge: the proportion of battery capacity which has been discharged expressed as a 
percentage of the maximum capacity [8] 
Peak specific discharge power/ density: the peak power (energy/ time) experienced when the 
cell is discharged to 80 % depth of discharge over 30 s per unit mass or per unit volume 
respectively [8]. 
Calendar life: number of years the cell operates within its requirements [8] 
Another metric regularly used in lab-based environments is the specific capacity, defined as the 
total Amp-hours available per mass of the cell (in industry typically), or active material (in 
laboratories) when the battery is discharged at a specified C-rate from 100 % state of charge to a 
specified cut-off voltage [8]. Practically this specific capacity is measured as the product of the 
discharge current and discharge time divided by the mass of active material in the electrode [3]. 
The specific energy is the product of the cell voltage and the specific capacity [3]. 
To date, no lithium ion battery chemistry has met the electric vehicle requirements outlined by 
the USABC [7]. For example, a comparison of cell energy density achieved by a number of 
commercial Li-ion batteries, showed the Samsung Galaxy S Li-ion battery cell had the highest 
energy density, with an energy density of ~290 Wh kg-1 [9]. 
The electric vehicle requirements demonstrate a few challenges for Li-ion battery development: 
(1) increasing the overall cell specific capacity, (2) increasing the energy, and power density, (3) 
developing materials that do not severely degrade at high C-rates for fast charging, and (4) 
balancing the anode and cathode capacities. Therefore, there is currently a research focus on 
improving the 3 challenges. It should be noted a number of these criteria are being solved by 
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beyond Li-ion battery technologies, such as solid state batteries, and Li-metal anodes [4], [7], [9]. 
This review covers Li-ion battery technology, as the primary focus of this thesis is on advanced 
characterisation methods to determine degradation mechanisms, rather than developing the best 
battery material. 
Battery energy and power densities are typically improved by manipulating the thickness of the 
electrode [9]. This is beyond the scope of this review, but mentioned for completeness. 
Anode and cathode chemistries can be grouped depending on their redox reaction mechanisms 
into conversion electrodes, and intercalation electrodes [2]. Intercalation electrodes, such as 
graphite anodes, layered structured cathodes such as lithium nickel manganese cobalt oxide, and 
polyanions cathodes, such as LiFePO4, and LiCoPO4, can store guest ions within the lattice (eg. Li+) 
[2]. In contrast, conversion electrodes, such as Si anodes, and BiF2 cathodes, undergo a solid state 
redox reaction during discharge where a crystal structure change occurs, accompanied by 
breaking and recombination of bonds [2]. 
Figure 2.3 shows the potential vs. specific capacity trends for intercalation, and conversion 
materials. For materials with a high specific energy density, ideally a high specific capacity would 
be required (such as a conversion cathode and anode) [2].  
Figure 2.3 demonstrates that typically anode specific capacities, in particular conversion anodes, 
such as Si, have higher specific capacities than most cathode materials. Part of the challenge in Li-
ion battery design is load balancing, where enough active cathode mass is added to the cell to 
intercalate all the Li+ released from the anode [9]. If load balancing is not achieved, the excess 
material adds to the weight of the cell, decreasing the specific energy and power density. Figure 
2.3 demonstrates part of the challenge for lithium ion batteries is to develop higher capacity 
cathode materials [2], [9]. 
High energy densities, and in particular high power densities, require an increased potential 
difference between the anode and the cathode, so an intercalation cathode with a high nominal 
voltage, paired with a conversion anode would be useful (see Figure 2.3). To date the majority of 
commercialised cathode materials, such as LiCoO2, and LiFePO4 operate with an operating 
potential of 3.5- 4.0 V vs. Li/ Li+ [2]. Therefore, to achieve a higher potential difference between 
the anode and cathode for high energy, and power density applications, higher redox potentials 
are required.  
High voltage cathode materials have a number of degradation challenges, leading to low cycle life 
due to rapid capacity loss. This thesis, and review, focusses on characterising degradation of 
cathode microstructures, and determining the underlying degradation mechanisms in high 
voltage lithium ion cathode materials. 
 




Figure 2.3: Potential vs. Li/ Li+ against specific capacity of intercalation, and conversion anode and cathode materials. 
Republished with permission from Materials Today, 18, 5 (2015) 252-264 [2]. Copyright Elsevier. 
2.2 HIGH VOLTAGE CATHODE MATERIALS 
The operating principle of a Li-ion battery can also be viewed in terms of an open circuit energy 
level diagram (see Figure 2.4) [10], [11]. Differences in the chemical potential (µC- cathode 
chemical potential, µA- anode chemical potential) of redox processes occurring on either side of 
the electrochemical cell produce a cell voltage, Vcell as shown in Equation 1.  F is the Faraday 
constant. 




Equation 1 [12] 
There is currently a drive to increase the energy density stored in Li-ion cells for high energy 
devices such as electric vehicles (as discussed in 2.1.1). The total stored energy (Estored) is defined 
by the Equation 2, where Qcell is the cell charge capacity and Vcell is the cell voltage defined in 
Equation 1. 
𝐸𝑠𝑡𝑜𝑟𝑒𝑑 =  𝑄𝑐𝑒𝑙𝑙  ×  𝑉𝑐𝑒𝑙𝑙 
Equation 2 [12]  
Equation 2 highlights two methods to increase the energy stored by a Li-ion cell: (1) by increasing 
the cell charge capacity or (2) by increasing the overall cell voltage [2], [12]. Increasing the cell 
charge capacity can be achieved by choosing anode and cathode materials which allow more Li to 
be inserted and removed on charge and discharge per mass of material. An example of using a 
material with a greater gravimetric capacity would be to replace graphite (carbon) anodes (372 
mAh g-1) with a material with a higher theoretical capacity, such as Si (3579 mAh g-1) [2]. However, 
as stated above in 2.1.1, increasing the anode capacity would also require balancing with 
increased mass of cathode material. Increasing the cathode mass could decrease the gravimetric 
energy density of the whole cell, and increase the cost per energy as the cathode is the most 
expensive component [13]. 
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Equation 1 suggests that increasing Vcell can be achieved by increasing the chemical potential 
difference between µC and µA. There is a requirement that  𝜇𝐴 >  𝜇𝑚𝑒𝑡𝑎𝑙
𝐿𝑖  in order to prevent Li 
plating and dangerous short circuiting of the cell leading to thermal runaway [12], hence most 
commercial Li-ion cells use carbonaceous materials as anodes which have an anode potential 
(𝑉𝐿𝑖
𝑎𝑛𝑜𝑑𝑒/𝐿𝑖+) of ~0 V vs. Li/Li+ [12].  
Another method of increasing VCell is to increase µC, leading to the development of high voltage 
cathode materials [12], [14], where redox occurs at potentials greater than 4.5 V vs. Li/ Li+. 
 
Figure 2.4: Schematic of an open-circuit energy level diagram of a Li-ion battery cell. ΦC and ΦA – Work functions of the 
cathode and anode respectively. µC and µA- electrochemical potentials of the cathode and anode respectively. LUMO- 
lowest unoccupied molecular orbital of the anode. HOMO- highest unoccupied molecular orbital of the cathode. Eg- 
electrolyte energy separation window required for thermodynamic stability of the electrolyte. VOC- open circuit potential. 
If µA is greater than LUMO and µC is less than HOMO, reduction and oxidation of the electrolyte will occur respectively. 
The oxidation and reduction reactions can be kinetically stabilised if a passivation layer is formed on the electrode 
surfaces. The passivation layer is called the solid electrolyte interphase (SEI) at the anode and the cathode electrolyte 
interphase (CEI) at the cathode. Adapted with permission from Chem. Mater., 22, 3, 2010, 587-603 [10]. Copyright 2010 
the American Chemical Society. 
High voltage lithium ion battery cathodes are defined as cathodes with a nominal operating 
potential greater than 4.5 V vs. Li/ Li+ [12], [15]. The 3 main classes of cathodes are defined by 
their crystal structure: layered oxides, spinels, and polyanion materials with the olivine structure 
[2], [12], [15]. One strategy of increasing the redox potential, and hence µC, of a cathode is to 
substitute the transition metal ions for ions which have higher redox potentials vs. Li/ Li+ [15]. For 
example LiFePO4 operates at 3.5 V vs. Li/ Li+, whereas the redox potentials for Mn, Co, and Ni are 
4.1, 4.8, and 5.1 V vs. Li/ Li+ respectively [16]. Mn, Co, and Ni have greater filling of d-orbital states 
and more protons than Fe, thus the energy cost required to remove an electron from Mn, Co, and 
Ni  is greater due to an increased force of attraction between the nucleus and the d-shell electrons 
resulting in a higher redox potential [16].  
PhD Thesis- Laura Wheatcroft 
21 
 
Although high voltage cathodes offer higher operating potentials, and hence higher energy 
densities, to date none have been successfully commercialised. High voltage cathodes suffer from 
severe degradation processes, often related to the electrolyte. Electrolyte induced dissolution of 
high voltage cathodes has been reported, particularly in lithium-manganese-oxide spinels [15].  
Figure 2.4 shows that if the cathode operates outside of the electrolyte window, cathode 
electrolyte interphase (CEI) layers can begin to form [15]. CEI layers have been reported on high 
voltage cathode materials in LiPF6 electrolytes in ethylene carbonate, and dimethyl carbonate 
[17]–[19]. CEI layers can act like a solid electrolyte interphase (SEI) layer (which form on anodes), 
and be passivating, but in cathodes they are typically reported as unstable and not passivating 
[17]–[19], [20]. 
Overall, high voltage cathode materials have promise for high energy density applications, 
however, they present added degradation challenges. 
2.3 LICOPO4 
The increased demand for high Li-ion batteries in high power, and high energy applications, such 
as electric vehicles, has led to the development of high voltage cathode materials [12]. LiFePO4 
(LFP) is an olivine-structured lithium transition –metal orthophosphate material which has been 
successfully commercialised due to high cycling performance, and safety characteristics, and 
relative cheapness [21], [22]. LiFePO4 has a theoretical capacity of 170 mAh g-1, however redox 
potential (3.45 V vs. Li/ Li+) is comparatively low compared to other cathodes (see Figure 2.5), 
leading to lower gravimetric energy densities.  
 
Figure 2.5: Average discharge potential vs. Li/ Li+ verses specific capacity of different cathode materials: LCP- lithium 
cobalt phosphate, LMO- lithium manganese oxide, LCO- lithium cobalt oxide, NCM-  nickel manganese cobalt oxide, 
LFSF- lithium iron fluorosulfate, LTS- lithium titanium sulphide, NCA- nickel cobalt aluminium oxide. Reprinted with 
permission from Materials Today, 18, 5, 2015 252-264 [2]. Copyright 2015 Elsevier. 
For olivine materials, a method of increasing the redox potential is to change the M in LiMPO4 to 
transition metals which have a redox couple at higher potentials (M= Mn, Co, or Ni) [14], [23]. 
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LiCoPO4 was first synthesised by Amine et al. in 2000 [24], substituting Fe for Co in the olivine 
crystal structure. LiCoPO4 has a theoretical capacity of 167 mAh g-1, and a redox potential of 4.8 V 
vs. Li/ Li+ [23], [24], hence compared to LiFePO4, the specific capacity is similar, but the redox 
potential is higher (see Figure 2.5). 
Despite Co being more expensive than other transition metals [25], some research suggests the 
higher energy density of LiCoPO4 compared with LiFePO4 results in a lower cost per energy (142 
vs. 158 $ kW-1 hr-1 respectively) [26], [27], heading towards the ideal cost per energy listed in 2.1.1. 
It should be noted the particular research papers referenced are relatively old (2007, and 2018), 
and the price of Co has since increased so this may not be accurate anymore [2]. The cost per 
energy is mentioned as a driver for the initial development of LiCoPO4. LiCoPO4 was chosen to be 
studied in this thesis for reasons other than cost (discussed later in this section). 
Figure 2.6 shows the unit cell of LiCoPO4. LiCoPO4 has an orthorhombic Pnma crystal structure 
consisting of CoO6 octahedra, LiO6 octrahedra, and PO4 tetrahedra. The structure forms 1-
dimensional channels Li along the [0 1 0] direction, along which Li migration occurs preferentially 
[28]–[30]. On de-lithiation, LiCoPO4 maintains Pnma symmetry [31]–[34], in the form of CoPO4 
(cobalt (III) phosphate). Specific lithiation mechanisms and structure changes are discussed in 
detail in 2.3.1. 
The (PO4)3- polyanion network helps to stabilise oxygen at full charge (full de-lithiation) in LiFePO4 
due to the strong covalent P-O bonds, limiting O2 release [23], [35]. However in LiCoPO4 oxygen 
release has been reported at full charge [36], [37], although this is mitigated by the presence of 
carbon coatings [36]. 
 
Figure 2.6: LiCoPO4 unit cell (green- Li), Red- oxygen, linked to CoO6 octahedra (blue), and PO4 tetrahedra (purple). CoPO4 
maintains the Pnma structure on de-lithiation. Reproduced from J. Mater. Chem. A, 2018, 6, 14483-14517 [23] with 
permission from The Royal Society of Chemistry (2018). 
Despite its initial promise, LiCoPO4 suffers from a number of challenges [23], in part resulting from 
its crystal structure. Firstly, the corner shared CoO6 octahedra are separated by oxygen atoms of 
the PO4 tetrahedra (see Figure 2.6), hence the CoO6 network cannot form a continuous network. 
Electron delocalisation is therefore difficult, resulting in poor electronic conductivity [35] (10-9 S 
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cm-1 [38], [39], compared with 10-3 S cm-1 for LiCoO2 [23]). Other than ion doping [23], some 
strategies for improving the poor electronic conductivity have included carbon coating the 
LiCoPO4 particles [38], [40], [41], and decreasing the size of the LiCoPO4 particles to nm-particles 
[23], [40], [41]. 
One of the principle reasons LiCoPO4 has not been commercialised is that it suffers from poor 
cycling stability [23], [34], [42], which is a significant hindrance given the ideal battery 
characteristics listed in 2.1.1. Fully de-lithiated LiCoPO4 (CoPO4 in Figure 2.6) is unstable as the 
octahedrally co-ordinated Co3+ is in high spin state and thus is unstable in contact with air and 
moisture leading CoPO4 to amorphise [32], [43]. As Li migrates along the [010] direction, LiCoPO4 
is susceptible to defects blocking the lithiation channels, such as anti-site defects [29], [44]. The 
high operating voltages also leave the material vulnerable to electrolyte-electrode interface 
instability [19], [45]–[47]. Moreover, cracking has been previously observed in LiCoPO4, allowing 
fresh surface to be exposed to electrolyte for further degradation [19]. The degradation, and 
lithiation mechanisms are discussed in full in 2.3.1, and 2.3.2. 
LiCoPO4 was selected as the material of interest for this thesis because it undergoes severe 
degradation. One of the primary aims of the thesis is to demonstrate new methods of 
characterising Li-ion battery materials, therefore a material which degrades so the differences 
between pristine, partial lifetime degradation, and ‘dead’ within a week or two was preferential 
to one which would take months of cycling to image phenomena. Moreover, as a high voltage 
battery material, it is likely some of the degradation imaging would be applicable to other high 
voltage battery materials, which are a current major research focus [12]. 
LiCoPO4 was also chosen because material was available where the active particle size is small (to 
counter the poor electronic conductivity). In the chosen material the LiCoPO4 particles were 
between 200 and 300 nm (see Chapter 3). Therefore, the LiCoPO4 could fit into the in-situ 
transmission electron microscopy (TEM) holder, which forms part of the research presented in 
this thesis (see Chapter 7). 
2.3.1 Lithiation Mechanisms and Structural Degradation 
The galvanostatic charging curve of LiCoPO4 contains 2 plateaus (see Figure 2.7), which have been 
linked to 2 phase transitions during charge by a number of research papers [31]–[34], [43], [48].  




Figure 2.7: First charge and discharge galvanostatic charging profile at C/6 of a LiCoPO4 cell, and (the insert) the 
gravimetric capacity (Q) decay on cycling. Reprinted with permission from Chem. Mater. 2007, 19, 4, 908-915 [31]. 
Copyright 2007 the American Chemical Society. 
Potentiostatic, and galvanostatic intermittent titration techniques (GITT, and PITT) performed by 
[31] suggested the two plateaus in Figure 2.7 were likely the equilibrium potentials of two, 2-
phase regions. In-situ neutron diffraction confirmed that LiCoPO4 retains Pnma symmetry 
throughout charging, but the 2-pateaus result from changes in unit cell parameters (shrinking 
during charge), and Li content decreasing during charge [23]. The unit cell parameter changes 
during de-lithiation result in an overall ~7 % volume shrinkage based on XRD calculated unit cell 
parameters [23]. The phase regions were identified as LiCoPO4 → LixCoPO4 for plateau 1, and 
LixCoPO4 → CoPO4 for plateau 2 [31]. 
Most literature studies agree that the charging end phase is CoPO4, with a Pnma space group [31]–
[34], [43], [48]. However, as will be discussed later in this section, there is discrepancy about the 
identity of the end phase due to its instability [33], and X-ray absorption results which dispute 
complete oxidation of Co(II) in LiCoPO4 to Co(III) in CoPO4 [49], [50]. 
Considering the intermediate phase LixCoPO4, an initial estimate of x in LixCoPO4 used Vegard’s 
law (the linear relationship between Li content and unit cell size), and determined x to be 0.7 [31]. 
However, Ehrenberg et al. suggested x to be 0.6, using neutron diffraction to calculate Li content 
[32]. A later study involving ex-situ 31P, and 7Li nuclear magnetic resonance imaging to investigate 
the local Li and P environments, along with X-ray absorption near-edge structure (XANES), and in-
situ XRD suggested a composition of Li2/3CoPO4 as the mid-phase [50]. Li2/3CoPO4 was later 
confirmed using similar techniques [43]. Thus, to date the best understanding of the phase 
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transitions which occur upon de-lithiation of LiCoPO4 is: LiCoPO4 → Li2/3CoPO4 → CoPO4 [33], [34], 
[43], [50]. 
Strobridge et al. conducted a detailed study of the structure of Li2/3CoPO4, and found Li was 
distributed around a superlattice (a x 3b x c) [43]. Li in Li2/3CoPO4 was distributed between two 
types of Li sites in the superlattice, 4 Liα sites are surrounded by 6 Co2+ ions, and 8 Liβ sites are 
surrounded by 3 Co2+, and 3 Co3+ ions [43]. Vacancies (6 possible vacancy combinations) within 
the Li superlattice form a disordered superlattice leading overall to Li2/3CoPO4 stoichiometry [43]. 
Despite CoPO4 being confirmed as the end phase by a number structural of studies (using neutron, 
and X-ray diffraction) [33], [34], [43], [50], [51], electronic structure studies using electron energy 
loss spectroscopy (EELS), and X-ray absorption spectroscopy (XAS) suggest Co(II) does not fully 
oxidise to Co(III) during charging of LiCoPO4 [49], [50]. X-ray absorption spectroscopy (XAS) studies 
by Lapping et al. have previously found that the oxidation state of Co will not shift completely to 
Co(III), but residual Co(II) remains, indicated by the existence of Co(II) multiplicities on the Co L-
edge XAS spectrum [49]. 
XAS is a bulk technique, and the studies using XAS, under Ar to prevent contamination from air, 
to investigate Co-edges did not determine the spatial origin of the spectra [49], [50]. Lapping et 
al. also used both surface sensitive XAS (total electron yield- TEY), and bulk sensitive XAS (total 
fluorescence yield- TFY) in their XAS studies [49]. TEY is more surface sensitive as it detects ejected 
photoelectrons from the X-ray absorption process, whilst TFY detects radiated photons due to 
fluorescence processes [49]. Lapping found using TEY XAS that the surface of charged LiCoPO4 was 
Co(II)-rich, which may explain the lack of Co(III) signal [49]. Other studies ([19], [33], [43], [52]) 
suggested partial self-discharge, and spontaneous electron re-incorporation into the lattice from 
the electrolyte, which would result in a Co(II)-rich surface. To date nobody has spatially resolved 
the Co valence states in partially de-lithiated LiCoPO4 to confirm if Co(III) from CoPO4 forms in the 
centre of particles, with a Co(II) edge from either Li re-incorporation into the lattice, or electron 
re-incorporation. 
The structure of CoPO4 is unstable as Co(III) is octahedrally co-ordinated and in a high spin 
configuration [33], [43]. Some research papers have suggested detailed refinements when 
LiCoPO4 is in the CoPO4 state are difficult because of failure of the material to achieve long-range 
order [33], [43]. To date nobody has successfully synthesised CoPO4 via a route other than 
electrochemically de-lithiating LiCoPO4. Wolfenstine et al. attempted chemical de-lithiation, but 
was unsuccessful in complete de-lithiation [53]. Therefore, it is likely some Li remains intercalated 
in the lattice, even when the material is ‘fully charged’. 
The phase transition mechanism: LiCoPO4 → Li2/3CoPO4 → CoPO4 suggests that as Li is removed 
from the lattice, the LiCoPO4 structure charge compensates for Li removal by increasing the 
oxidation state of Co. As discussed, Co XAS studies have found that across the whole sample Co(II) 
does not fully oxidise to Co(III). However, further studies considering the O K-edge have also 
noticed a pre-edge feature on XAS O K-edge spectra consistent with Co-O hybridisation [49]. O K-
edge hybridisation results from O 2p hybridisation with Co 3d states due to an increase in the 
unoccupied density of states in the uncharged electrode above the fermi level (compared to the 
uncycled electrode) [49], [54]. The potential for O hybridisation suggests O is also redox active. 
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Lapping et al. also combined XAS studies with density functional theory (DFT) of the oxygen states, 
and found increased oxygen charge compensation in the charged state of LiCoPO4 which 
suggested depletion of O at high potentials [49]. Oxygen loss has been directly imaged using 
HRTEM (high resolution TEM) by Ikuhara et al. [29]. Loss of oxygen induced structural deformation 
which could be a contributing factor to the severe capacity loss observed during cycling of LiCoPO4 
(see Figure 2.7 in-set). However, it is unclear if the oxygen loss is intrinsic to LiCoPO4 to CoPO4 
structural transformation or if it results from electrolyte surface reactions. 
Despite the O K-edge discrepancy and the uncertainty about complete de-lithiation of LiCoPO4, 
the Co oxidation state changes as Li is extracted from LiCoPO4. Therefore, it should be possible to 
track Co oxidation state changes using spectrum imaging techniques to enable spatial resolution 
of the oxidation states as a function of cycling and local microstructure. A study such as this may 
aid understanding of the formation of CoPO4, and the efficacy of phase changes as a function of 
cycling of LiCoPO4. Spatial resolution of spectrum data is discussed further in 2.4. 
A second mechanism for capacity loss in LiCoPO4 discussed in literature is anti-site defect 
formation [29], [44], [55]. Anti-site defects in LiCoPO4 are Co3+ (in the unstable octahedrally co-
ordinated state in the M2 position) moving to Li (M1) positions in the lattice, causing blockage of 
the 1-dimension Li+ diffusion pathways (see Figure 2.6) [29]. Ikuhara proposed that the anti-site 
defect formation occurred most easily at the surface region due to greater depletion of Li at the 
surface [29], however, this and the LiCoPO4 lithiation mechanism have yet to be confirmed. 
For anti-site defects to occur near the surface, Li depletion must occur near the surface. A number 
of lithiation mechanisms exist in literature, however, the two dominant models for olivine 
materials such as LiCoPO4, and LiFePO4 are domino cascade, and shrinking-core [33], [34], [56], 
[57]. In the domino-cascade model the LiMPO4- MPO4 reaction (where M is a transition metal) 
occurs particle by particle rapidly, where Li is removed almost instantaneously across a single 
particle [33], [56]. Thus, the XRD patterns can look like a solid solution, due to LiMPO4, and MPO4 
particles co-existing in a single electrode. In the shrinking-core model, Li is extracted from the 
edge of the particle, resulting in 2 phases within the same particle. The core is described as the Li-
rich, or Li poor zone in the centre of the particle [33]. 
Strobridge et al. identified using in-situ XRD that LiCoPO4 did not undergo domino cascade, but 
de-lithiation was more likely to proceed via a shrinking-core type model, with a coherent phase 
boundary between the LiCoPO4 phases [33]. Palmer et al. found a similar de-lithiation mechanism, 
also using in-situ XRD, proposing CoPO4 nucleates in the centre of the LiCoPO4 particles (see Figure 
2.8) [34].  




Figure 2.8: Shrinking-core de-lithiation mechanism of LiCoPO4 proposed by Palmer et al. Phase A- LiCoPO4, Phase B- 
Li2/3CoPO4, Phase C- CoPO4. Reprinted from Chem. Commun., 2016, 52, 14169-14172 [34] with permission from the 
Royal Society of Chemistry (2016). 
Neither the Strobridge study, or the Palmer study spatially resolved the phases. If CoPO4 first 
forms in the centre of the particle, as suggested by [34], this would influence where anti-site 
defects are more likely to form. LiCoPO4 would be subject to both electrolyte-based degradation 
[46] (discussed in 2.3.2) on the outside, and anti-site defect formation from within [29]. Greater 
understanding of the lithiation mechanisms, and phase formations would thus aid cathode designs 
to improve the cyclability of LiCoPO4. 
Overall, detailed studies on the structural degradation of LiCoPO4 have been performed, but 
studies which spatially resolve phases enabling imaging of de-lithiation mechanisms are limited. 
2.3.2 Electrolyte Induced Challenges 
Surface degradation and passivation layer formation was previously a phenomenon studied in 
anode materials, as the redox potentials of anode materials lie above the electrolyte reduction 
potential for most common Li-ion battery materials [10], [11]. Recently, surface degradation and 
SEI/ CEI (cathode electrolyte interphase) formation has been widely reported in high voltage Li-
ion batteries [17]–[19], [46], [47], [52], [58], [59] due to high voltage cathode materials operating 
above the electrolyte oxidation potential [11] of most standard electrolytes, such as LiPF6 in 
ethylene carbonate and dimethyl carbonate. 
Surface degradation of electrode materials and SEI/ CEI film formation can lead to battery capacity 
and performance loss for a number of reasons. Surface degradation can consume Li by dissolution 
into the electrolyte, resulting in capacity loss [46], whilst SEI formation can lead to capacity loss 
from Li consumption into un-mobile state, and an increase in overall cell impedance (particularly 
if the SEI thickens) [60]. SEI formation is typically considered a good thing in anode materials, as 
the layer acts as a passivation layer to further attack from the electrolyte [10]. However, if the 
passivation layer is unstable, either by dissolution or cracking during cycling, fresh active material 
can be exposed to electrolyte resulting in increased degradation [17], [59], [61], [62]. 
Electrolyte induced surface degradation has been previously reported for LiCoPO4 using LiPF6 in 
ethylene carbonate (EC) and dimethyl carbonate (DMC) electrolytes [46], [47], [58]. Upon de-
lithiation, LiCoPO4 forms the less stable CoPO4 phase [33], [34], [43], [63]. Markevich et al. 
determined that HF formation in LiPF6, formed from trace presence of water in LiPF6 electrolytes 
[64], resulted in nucleophilic attack of F- on the P-O bonds in the PO43- tetrahedra of near-surface 
CoPO4 (see Figure 2.6) via the following proposed mechanism: 
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PO43- + HF + H+ ↔ PO3F2- + H2O 
PO3F2- + HF + H+ ↔ PO2F2- + H2O 
PO2F2- + HF + H+ ↔ POF3 + H2O 
POF3 and Li salts of the fluorophosphates ions (LiPO2F2, and Li2PO3F) are known to be soluble in 
electrolyte solutions [65], resulting in mass dissolution of charged LiCoPO4 [46]. Similar HF attack 
mechanisms have been proposed by [19], [47] for LiCoPO4, and high voltage lithium nickel 
manganese cobalt oxide materials [18]. 
A second surface degradation mechanism noted in literature is spontaneous transfer of electrons 
from the electrolyte to the unstable octahedrally co-ordinated Co3+ in CoPO4 [19], [33]. It is unclear 
if the spontaneous re-incorporation of electrons is accompanied by re-intercalation of Li on the 
surface of the particles or due to Co incorporation into the CEI, as some papers report detecting 
less Co3+ on the surface [19], whilst others report spontaneous self-discharge, implying Li re-
incorporation into the lattice [52]. 
Finally, CO2 gas formation has also been reported as a result of accumulation of electrolyte 
decomposition-by-products on the LiCoPO4 surface, and oxidation of electrolyte solvents [52]. Gas 
formation has been previously reported in high voltage LiNi0.5Mn1.5O4 [66]. Gassing can cause 
further degradation of electrode materials, including dissolution of metal ions, and growth of 
resistive SEI layers [67] (neither phenomena have been deeply studied for LiCoPO4). 
CEI layers have also been reported to form on LiCoPO4, resulting from oxidation of electrolyte 
species, detected using TEM imaging [19], and electrochemical impedance studies [68]. Given the 
severe capacity fading which occurs on cycling in LiCoPO4, it is unlikely the CEI layer is passivating 
[23]. [68] reported CEI formation resulted in an increased cell impedance, whilst [61] suggested 
dissolution of the CEI on discharge which would allow increased electrolyte attack on the surface 
(although dissolution was not imaged in this case). Moreover, [19] suggested the porous, and 
partially reactive nature of the CEI on LiCoPO4 aided Co2+ formation by spontaneous 
reincorporation of electrons from the electrolyte on the surface of LiCoPO4 particles. 
If the CEI layer continues to thicken, increasing Li consumption can result in reduced capacity [18]. 
CEI thickening has been observed in LiCoPO4 by post-mortem transmission electron microscopy 
analysis [69]. If the CEI layer becomes too thick, it can become detrimental to battery performance 
due to the need for lithium ions to diffuse through the layer resulting in increased cell resistance. 
Thickening also indicates an inability to easily stabilise the CEI layer. 
A number of papers have studied the surface chemistry using techniques such as X-ray 
photoelectron spectroscopy (XPS) and Raman spectroscopy [19], [46], [47], [58]. Typical 
components found on the surface of LiCoPO4 post-cycling in LiPF6 in EC and DMC have included 
Li2CO3, HC-F, CF2 [19], oxyfluorophosphates, such as PO2Fy [46], and other organics.  
To date, the structure, and morphology of the LiCoPO4 CEI has not been discussed in literature. 
[19], [52] reported a porous CEI structure, suggesting this aided Co3+ reaction with the electrolyte, 
and self-discharge. A mosaic CEI structure has previously been proposed for lithium nickel 
manganese cobalt oxides (NMC) (see Figure 2.9) [18]. Multiple CEI compounds form a mosaic 
structure in the NMC CEI, with organic, and fluoro- phosphate compounds (similar to those found 
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on LiCoPO4 surfaces [19], [46], [47]) on the top-surface, and metal fluoride compounds, where the 
CEI has reacted with the cathode, towards the cathode surface [17], [18]. 
The structure, and chemistry of the CEI are important because they influence the stability of the 
CEI, and therefore the ability of the CEI to passivate the electrode. For example, the 
polycarbonate, and fluoro-phosphate compounds found on the surface of the NMC CEI in Figure 
2.9, are more susceptible to dissolution [65]. Similar electron Co(III) disproportionation to LiCoPO4 
[19] has been reported in LiCoO2, however, once a stable passivating CEI forms, the 
disproportionation stops [70], suggesting a structural difference between the passivating layers in 
LiCoPO4, and LiCoO2.  
 
Figure 2.9: Composite mosaic CEI structure of high voltage NMC. Reprinted from Nature Communications, 8, 2017, 
14589 [18] with permission from the Nature Publishing Group (2017). 
There has also been debate on which parts of the electrode are effected by CEI formation in 
LiCoPO4. [19] reported CEI formation on both the LiCoPO4 particles, and the conductive additive, 
suggesting the conductive additive could influence CEI formation. However, [69] found CEI layer 
only on LiCoPO4. 
A number of strategies have been employed to improve the cyclability, and stability of LiCoPO4 in 
the electrolyte. Some strategies have involved using different electrolyte additives which form 
stable CEI layers on LiCoPO4 by oxidising at lower potentials [58], [69], [71]. For example, 
thiophene (TPN) oxidises at 4.4 V vs. Li/ Li+, lower than the oxidation onset of LiPF6 in EC/ DMC 
(~4.9 V vs. Li/ Li+), hence TPN can form a passivating polymer film on LiCoPO4 [71]. 
Most of the strategies involve increased HF scavenging. Sharabi et al. reported the use of fibre 
glass silica separators improved the cyclability of LiCoPO4 as silica is a better HF scavenger than 
polypropylene [47]. Similarly, Kim et al. reported the use of HF scavenging binders, such as sodium 
carboxymethyl cellulose (CMC) rather than typical polyvinylidine fluoride (PVDF), aided the 
cyclability of LiCoPO4 [72]. The influence of the binder coverage has also previously been reported 
to influence the surface chemistry of high voltage NMC cathodes [73]. 
Overall, the literature shows a detailed understanding of the chemistry, and degradation 
mechanisms which occur on LiCoPO4 particles. However, phenomena, such as CEI layer 
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dissolution, has only previously been suggested to explain EIS data [61] without direct microscopy-
based evidence. Moreover, the influence of electrode components on CEI formation has been 
alluded to [72], [73],  but not previously studied in detail, likely due to difficulties imaging CEI layer 
morphology changes at fields of view which would allow conclusions comparing CEI formation 
with underlying electrode morphology to be drawn. CEI characterisation techniques are discussed 
in detail in 2.4.  
2.4 CHARACTERISATION OF LITHIUM ION BATTERY DEGRADATION MECHANISMS  
2.4.1 Need for Correlative, and Multiscale Characterisation Techniques for Lithium Ion 
Batteries 
The move towards high voltage cathodes for high energy applications, such as electric vehicles, 
has required the development of materials which exhibit more complex degradation processes. 
Electrodes consist of a range of complex interfaces, such as conductive additive/ electrolyte, active 
material/ electrolyte, and active material/ binder, which can lead to different degradation 
mechanisms so degradation in Li-ion batteries happens in a number of different complex 
environments (see Figure 2.10).  For example, CEI layer formation on LiCoPO4 particles has been 
reported by Manzi et al. [19], but Kim et al. have noted the binder type can influence the stability 
of the CEI layer [72], therefore the proximity of the binder to the particle may influence the CEI 
formation.   
Further complex environments exist within the entire 3D electrode array. Figure 2.10 illustrates 
the system complexity of two primary particles of LiCoPO4. LiCoPO4 electrodes consist of a 3D 
array of particles, primary particles, or secondary agglomerates of primary particles, electrically 
connected by conductive additive particles, and glued together using binder (see Figure 2.2).  
So far the majority of degradation studies have used a range of different ex-situ techniques to 
study the different phenomena, usually in conjunction with electrochemical techniques [12], [19], 
[58], [72], [74], [75], [23], [33], [34], [44]–[47], [52], and some techniques used in LiCoPO4 research 
are listed in Figure 2.10. Electrochemical techniques can provide quantify battery performance, as 
well as track changes in distinct degradation mechanisms across multiple length scales [74], [76], 
although other techniques are required to confirm observations. 
The degradation mechanisms illustrated in Figure 2.10 have been colour coded based on the 
primary characterisation technique used to investigate the mechanism in the research articles 
referenced. The techniques have been split into categories based on the physical aspect the 
techniques probe: spectroscopy techniques, structural investigations, and electron-based 
microscopy techniques.  
Spectroscopy techniques probe the local chemistry, and techniques such as X-ray photoelectron 
spectroscopy (XPS), Raman spectroscopy, fast-fourier transform infrared spectroscopy (FTIR), and 
X-ray absorption spectroscopy (XAS) have been used to probe various LiCoPO4 degradation 
mechanisms in literature [19], [45]–[47], [52], [58], [69]. Structural investigation techniques, such 
as X-ray diffraction (XRD), and neutron diffraction, have been used to probe crystal structure 
changes such as phase change mechanisms [31], [33], [34], [43]. Microscopy techniques have been 
used to study morphological changes in LiCoPO4, such as transmission electron microscopy (TEM) 
[19], or scanning electron microscopy (SEM) for CEI layer growth [58]. Other techniques, such as 
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secondary ion mass spectrometry [18] have also been used to probe CEI layers, however the focus 
of Figure 2.10 is to demonstrate the techniques used for LiCoPO4 research. 
 
Figure 2.10: Summary of some of the degradation mechanisms of LiCoPO4 reported in literature [12], [19], [58], [72], 
[74], [75], [23], [33], [34], [44]–[47], [52]. The different degradation mechanisms have been colour coded based on the 
type of characterisation method primarily used to investigate the phenomenon in the research articles referenced. Grey 
circles (CA)- conductive additive. Yellow circles- Li, Purple diamonds- Co, light blue coating- CEI layer, purple hexagons- 
LiCoPO4 particles. 
The complexity of the electrode environment makes full characterisation and understanding of 
the consequences of the degradation mechanisms challenging. The use of the techniques shown 
in Figure 2.10 can often only tell part of the story. For example, XPS has been used by a range of 
studies to characterise the local chemistry of CEI layers in LiCoPO4 [46], [58], and SEI layers on 
other materials [77]–[79]. Although XPS is useful for providing information on the local chemistry, 
it does not provide information on the CEI morphology [79], so information on aspects such as the 
thickness, and porosity is missed. 
Mapping of spectroscopic data can provide some information on the distribution of chemical 
species across the electrode [78]. However, without correlating spectroscopic date with 
microscopy data, the impact of morphology, and the local environment can still be difficult to 
define.  
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The complexity issue can be overcome by correlating multiple techniques looking at the same 
area, although re-finding a 1 µm feature on a 1 cm2 sample can be challenging, and moving battery 
materials between different instruments can potentially damage features [80].   
Exposure to air for LiCoPO4 can be detrimental to characterisation. Malmgren et al. reported 
changes to both the morphology, and chemistry of SEI layers on graphite anodes [80]. Given 
LiCoPO4 CEI layers consist of similar lithium, and fluoro-phosphate species (depending on the 
electrolyte) to SEI on graphite [19], [45], it is highly likely LiCoPO4 CEI layers will undergo similar 
degradation on air exposure. The charged state phase CoPO4, has also been reported to amorphise 
as a consequence of air exposure [33], [43]. It is therefore important to minimise air exposure, 
preferably to no air exposure, during characterisation. 
Due to the need to understand degradation processes in next generation battery materials, and 
the issues caused by traditional ex-situ characterisation techniques, there has been a drive to 
develop correlative microscopies for Li-ion battery characterisation. Correlative microscopies are 
techniques which apply different characterisations to the same area of sample [81]–[83]. For 
lithium ion battery research, preferably the techniques should be contained within the same 
instrument to minimise sample damage [80]. 
Correlative microscopy has been used for a number of years in biological applications which 
involve complex reactions across a variety of different environments, similar to batteries [83]–
[85]. Correlative microscopies have four aims: (1) identify the specific region of interest (eg. the 
CEI layer), (2) put the feature in the context of the larger region (eg. does the CEI form on LiCoPO4 
only, and does the electrode microstructure play a role), (3) identify information using different 
methodologies (eg. investigate CEI layer chemistry with XPS, and morphology with AFM), and (4) 
improve the resolution using higher resolution techniques (such as TEM) [83].   
Examples of correlative microscopy for lithium ion batteries exist in literature which have 
correlated SEI chemistry with morphology. Lee et al. combined low acceleration voltage, extreme 
high resolution scanning electron microscopy, and XPS to investigate the SEI surface morphology 
and chemistry on graphite anodes , finding that it consisted of both dense films and fine particles 
[86]. Similarly, AFM and Raman spectroscopy have been combined to investigate surface layers 
on LiCoO2 [87]. Manzi et al. investigated CEI formation using TEM, and XPS [19]. 
The majority of techniques used for CEI investigations have correlated imaging the CEI feature 
(aim (1)), with methods which can detect chemistry (aim (3)). However, for LiCoPO4 CEI layers a 
number of key questions exist, as discussed in 2.3.2.; (1) does the CEI layer only form on LiCoPO4 
[19], [69], (2) does the CEI remain stable [46], [61], and (3) given potential contributions from the 
binder [72] and separator [45], does the electrode microstructure influence CEI layer formation.  
In part, CEI layer formation questions exist because the majority of the techniques used have been 
constrained to certain length scales, such as TEM for nm-scale (1 LiCoPO4 particle) analysis [52], 
or bulk surface techniques such as XPS, which don’t link to phase morphology [46]. Techniques 
which could investigate CEI layers across multiple length scales would be beneficial, bringing in 
aim (2), and (4). 
A similar visualisation, and length scale problem exists for lithiation mechanism studies. So far the 
majority of lithiation mechanism discussions for LiCoPO4 have involved using in-situ or ex-situ XRD 
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techniques [33], [34], [43]. XRD is excellent at providing averaged structural information about the 
crystal, however, it is difficult to draw conclusions about the spatial distribution of the phases 
formed which is very important. For example, if the unstable CoPO4 phase forms on the outside 
of LiCoPO4 particles during charging, rather than nucleating on the inside, as suggested by [34] 
using XRD, strategies for mitigating electrolyte degradation of the CoPO4 phase, reported by [43], 
[46], may change. 
Moreover, the XRD studies [31], [33], [34], [43], and TEM studies [44], [49] do not provide 
information on the impact of the electrode 3D microstructure, and the relation of other 
components of the cell (electrolyte, binder, conductive additive, and current collector) on the 
primary/ secondary particle phase changes. 
A problem with commonly used characterisation techniques for lithium ion batteries is that very 
few chemical, and morphological investigative techniques are able to observe phenomena over 
multiple different length scales. For example, a method of detecting anti-site defects in LiCoPO4 is 
STEM [44], [55]. The STEM method can detect anti-site defect clustering within individual primary 
particles [44], however, it is more difficult to do this on larger length scales (such as electrode 
scale), as STEM techniques can measure features from nm-µm length scales. 
As shown in Figure 2.10, the ability to correlate morphology and chemistry across multiple length 
scales is critical for understanding degradation mechanisms, as the electrode components 
produce different local environments. Currently, modelling and electrochemical characterisation 
techniques are capable of measuring degradation process over multiple length scales [76]. 
However, currently there are very few microscopy techniques capable of multi-scale, correlative 
microscopy using the same instrument. The ability to observe phenomena across different length 
scales would aid the development of future methods to prevent degradation, as it would enable 
further correlation with models and electrochemical techniques. 
The length scale characterisation issue is further exacerbated by the difficulties detecting Li. Li is 
difficult to detect as most elemental spectroscopies, such as energy dispersive X-ray spectroscopy 
(EDS), rely on characteristic X-ray energies or inelastic scattering energies (eg. EELS). The Li K-edge 
occurs at 55 eV, and the low energy X-rays generated have a high absorption probability [88]. 
Mass spectrometries, such as secondary ion mass spectrometry (SIMS) can detect sputtered Li 
ions as they rely on the separation of masses for elemental detection [18], [89]. Previously SIMS 
has been used in SEI layer studies [18]. Given Li-ion battery chemistry is centred around Li, 
difficulties detecting Li creates a characterisation challenge. 
This thesis specifically focusses on electron and ion microscopy characterisation methods which 
can aid understanding of lithiation mechanisms, and CEI layers in LiCoPO4 by enabling correlating 
morphological, and chemical characterisation methods across different length scales. The 
developed methods should be able to be expanded to other materials. The following sections 
discuss characterisation methods currently used for characterisation of the SEI/ CEI, and lithiation/ 
de-lithiation mechanisms.  
2.4.2 Characterisation of CEI Layers 
CEI/ SEI layer morphology characterisation has typically focussed on characterisation at the nm 
length scale as this is the length scale of the SEI feature [79]. Theoretically, CEI layers form on all 
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particles, but as shown by Figure 2.10, the growth may differ across the electrode due to different 
environments, so visualisation of the CEI/ SEI on the µm scale would be beneficial. 
Currently there are very few methods which can image CEI layers on the µm-scale, unless CEI 
layers are thick (~1 µm). Theoretically AFM could measure CEI layers across a wide surface area, 
however a long measurement time would be required, and images are impacted by the surface 
roughness of the electrode surface [79]. SEM is the most user accessible technique for C/SEI 
visualisation over multiple length scales, as SEM is a common instrument in most research 
facilities, and can image surfaces from the mm length scale to the nm length scale [90]. Moreover, 
unlike transmission electron microscopy, relatively little sample preparation is required for 
surface imaging [90]. 
A detailed discussion of the contrast mechanisms and operating principles of SEM is presented in 
section 4.3.1. A brief discussion is presented here to aid the literature discussion of electron 
microscopy as a technique for S/CEI layer characterisation. 
SEM produces images by rastering an electron beam across a surface causing the incident electron 
beam to interact with atoms on the surface [90], and down into the sample to a depth dependent 
on the incident beam energy and sample material. The incident beam interactions produce 
secondary electrons (SE), via inelastic scattering of the incident electron beam, and secondary 
electrons generated near the surface (typically <20 nm depth) can escape the sample and reach a 
detector [90].  
Contrast (C) is defined as: 




Where ΔS is the change in signal collected at a point in the image, and S is the maximum signal 
collected in the imaged area. Signal in electron microscopy images is typically measured as 
greyscale [90], [91]. Secondary electrons typically generate topographical contrast [90]. 
Backscattered electrons (BSE) can also be produced when incident electrons are scattered through 
high angles by coulombic interactions with atomic nuclei, and re-emerge at the surface [91]. 
Backscattered electrons provide compositional contrast [90], [91]. 
SEM secondary electron imaging has been previously used to image S/CEI layers [86], [92]–[96]. 
An issue with SEM imaging of the SEI layer is the surface contrast can be minimal [79], [94]–[96] 
due to the thinness of the surface film, particularly on cathodes the CEI layer can be very thin (0.3-
4 nm for layered oxide cathodes [18], [59]). Therefore, the secondary electron SEM images can 
often indicate the SEI layer exists, but provide no further information on the morphology, 
chemistry, or location.    
Several imaging strategies have been employed to circumvent the thickness issue. SEI layer images 
can be obtained by taking cross-sections of the electrode, using broad beam (Ar+) ion-milling, or 
focussed ion beam (FIB) sectioning [79], [86], [94], [97], [98]. The cross-section technique has a 
particular advantage of enabling thickness measurement, and morphology observation [86]. 
However, the field of view is limited, and ion implantation/ sputtering has the potential to damage 
the surface film. 
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Staining using osmium tetroxide, to enhance the contrast of the organic component, has allowed 
µm length scale surface imaging of the SEI [92]. Staining has an advantage of enhancing the 
chemical composition differences of the surface of the electrode, enabling the SEI to be visualised. 
However, analysing the chemical composition with other techniques would be difficult post-
staining.  
To avoid sample damage through staining methods, previous studies have used low dosage 
secondary electron SEM (low voltage), in order to reduce the depth of the electron interaction 
volume allowing more surface sensitive imaging [86], [93]. The electron interaction volume is the 
volume in which electron scattering events happen within the sample [90]. Lowering the beam 
energy reduces the penetration depth of the incident electrons (depth of the interaction volume), 
increasing the surface yield of SE, and causing the images to have increased surface contrast (as 
shown by the monte-carlo simulations in Figure 2.11 (a-c)). The SEI produces enhanced contrast 
in secondary electron images when the beam voltage is lowered from 10 kV to 1 kV (Figure 2.11), 
however ion milling is required for SEI thickness analysis [86], and chemical characterisation is not 
possible in the SEM.  
 
Figure 2.11: (a-c) Monte-carlo simulations of the electron interaction volume in graphite using (a) 10, (b) 5, and (c) 1 kV 
incident electron beams. (d-f) secondary electron images at (1) 10, (b) 5, and (c) 1 kV beam voltages of the graphite 
surface containing SEI layers. The SEI layer in (f) is visible by the lighter contrast. The layers are 25-30 nm thick. Reprinted 
with permission from J. Power Sources, 247, 2014, 307-313  [86]. Copyright (2014) Elsevier. 
Lowering the beam voltage is a useful method of reducing the electron interaction volume, 
enhancing surface contrast. However, as reported by [86], lowering the beam voltage may 
decrease the electron dose reaching the detector, making focussing difficult. Another strategy to 
increase the surface sensitivity of an SEM image, which to the best of the author’s knowledge has 
so far not been widely reported in the battery research field, is to use different SEM detectors 
[90], [99]. An in-lens detector (ILD) (where the secondary electron detector is positioned in the 
electron beam source column) collects a different angular distribution of SE compared to a typical 
Everhart-Thornley detector (positioned to the side of the beam source) [90]. In-lens detectors 
detect more ‘SE1’ electrons which originate from the surface interaction zone of the incident 
primary electrons, whereas the Everhart-Thornley detector collects both SE1 and SE2 electrons. 
SE2 electrons originate around the point of exit of BSE electrons, which can be some distance from 
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the incident beam spot, and therefore decreasing the surface resolution. A full explanation of In-
lens detector vs. Everhart-Thornley detector SEM contrast is discussed in 4.3.1. 
A further method to enhance the surface sensitivity of secondary electron images is to use 
different incident beam sources. Focussed ion beam microscopy (FIB) can produce highly surface 
sensitive ion-induced secondary electron (iSE) or secondary ion (iSI) images, and as a result has 
been widely employed in the semi-conductor industry [100], [101]. It should be noted that FIB iSE 
or iSI imaging may result in significant specimen damage from the incident ions compared to SEM 
SE imaging, dependant on ion species, energy, dose, and sample material. Figure 2.12 shows the 
simulated sputter yield, and implantation paths of different 30 keV ion species used in FIB 
microscopes. The Helium source produces the lowest sputter yield (0.01 atoms), so would produce 
the least sample sputtering damage in the SEI context. Figure 2.12 also shows the lateral width of 
the ion interaction volume at the surface (near the red line) is the smallest for He+ ions. Therefore, 
the escape region for He+ induced secondary electrons is the smallest out of the FIB ion sources, 
leading to the most surface sensitive imaging [102]. 
 
Figure 2.12: Simulated sputter yield (SY) and implantation paths of different ion sources at 30 keV beam energies. 
Reprinted with permission from J. Vacuum Science and Technology B, 26, 6, 2010, C6F15 [103]. Copyright (2010) the 
American Vacuum Society. 
Microscopy which uses a He+ gas field ion source for secondary electron generation is called 
Helium ion microscopy (HIM) [102]. Compared to SEM, the lateral width of the SE escape volume 
(leading to increased surface resolution), is smaller for the HIM [104]. A full discussion on the 
contrast mechanisms, and operational principles of HIM is in section 4.3.2. Despite its potential 
advantage for surface sensitive imaging, currently the He-ion microscope has not been used for 
C/SEI studies on battery materials. 
Chemical analysis of SEI layers is difficult in the SEM as SEM relies predominantly on energy 
dispersive X-ray spectroscopy (EDS) for chemical analysis. EDS has a couple of disadvantages for 
SEI layer characterisation (1) Li is very difficult to detect with EDS due to the low K-edge absorption 
energy (55 eV) [88], and (2) higher beam energies (generally >10 kV) are required to excite all the 
X-ray lines of interest, limiting the surface sensitivity of the technique [105]. To circumvent the 
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EDS issue, authors often use other techniques, such as XPS, or FTIR, in combination with SEM for 
full characterisation of the SEI layer. As described above, transfer to different instruments risks 
sample damage, although new vacuum transfer chambers are recently becoming available. 
Gas field ion microscopy offers the potential to use secondary ion mass spectrometry (SIMS) as a 
chemical characterisation technique using the gas-field ion source produced focussed ion beam 
as the incident beam [102], [106]–[108]. SIMS is a technique which bombards a sample with 
primary ions (eg. Ar+, Ga+, or Cs+), sputtering secondary particles from the surface [109]. Particles 
which ionise during sputtering can be detected and analysed using a mass spectrometer [109]. 
SIMS has previously been widely used for chemical characterisation of SEI layers in lithium ion 
batteries, and has an advantage of being able to detect Li [18], [80], [89], [110]. Cs+ SIMS mapping, 
and depth profiling (where the ion beam is used to mill through the sample whilst collecting mass 
spectra) has generated 3-dimensional chemical imaging of nickel-rich layered titanium oxide. The 
technique offers multi-scale chemical mapping of the electrode, however imaging morphology 
can be difficult as historically SIMS instruments have had high current sources which have not 
been optimised for focussed ion beam imaging. 
It should be noted that unlike XPS or FTIR, SIMS does not offer information on bonding states, and 
hence is limited to elemental mapping [79]. This is a disadvantage of the SIMS technique as the 
chemical bonding states within SEI layers can provide information about whether the layer is an 
organic layer formed on the surface, or if it is causing destruction to the sub-surface electrode 
[79]. 
Combining FIB microscopy with SIMS offers interesting prospects for surface sensitive, imaging 
combined with chemical composition mapping. The earliest FIB machines all used Ga+ ion sources 
and enabled the first FIB-SEM analysis. Sui et al. [111] mapped the lithium distribution in charged 
NMC electrodes using a gallium ion source FIB-SEM with an installed TOF-SIMS system.  
Figure 2.12 illustrates that He+ ions are likely to produce the most surface sensitive imaging of 
current gas-field ion microscopy systems, however for effective SIMS analysis the ion yield can be 
too low and other ion sources may be more effective (see Chapter 4). Recently SIMS systems have 
been added to He-ion microscopes to enable chemical characterisation in the HIM using Ne+-ions 
[106], [107], [112], [113]. For battery research a HIM SIMS set-up has produced high resolution 
lithium maps of lithium titanate [113], however, so far there is no reported literature on SEI layer 
studies in the HIM. 
Overall, the complex environment of a lithium ion electrode, and the potential for sample damage 
when transferring samples for correlative imaging, demonstrates a need for a technique capable 
of imaging SEI layers at multiple scales which can correlate in-situ the images with chemical 
characterisation. A HIM SIMS set-up offers prospects for both multiscale imaging and chemical 
characterisation. However, as SIMS is a mass spectrometry technique, the chemical correlation 
would be limited to ion fragment mapping (elemental mapping) rather than a detailed map of the 
bonding states provided by complementary techniques such as FTIR, or XPS. 
2.4.3 Characterisation of Lithiation Mechanisms 
For LiCoPO4 research to date, the majority of research into lithiation mechanisms has involved 
XRD for phase analysis [31]–[34], [43], XAS [49], [50], and NMR [33], [43], [50] for electronic 
PhD Thesis- Laura Wheatcroft 
38 
 
structure analysis, and S/TEM [29], [44], and detailed XRD refinements [51] for crystal structure 
defect analysis. Apart from S/TEM, the majority of the techniques used have been ‘bulk’ analysis 
techniques, where the phases, or electronic structure features have not been spatially resolved.  
Non-spatially resolved XAS studies on the Co K-edge, and L-edge by [49], [50] suggest Co(II) does 
not oxidise completely to Co(III). However, XRD studies by [31]–[34], [48] shows the CoPO4 phase 
nucleates in Li2/3CoPO4 particles, with [34] suggesting the nucleation of CoPO4 occurs at the centre 
of the particle. A spatially resolved study would aid understanding in this area. 
Spatially resolved studies have proved invaluable for understanding the de/lithiation mechanisms 
in LiFePO4. Initially, the shrinking-core model was used to describe the de/lithiation mechanisms 
of LiFePO4 based on electrochemical results, in combination with in-situ XRD [114]–[116], 
proposing that  a core of LiFePO4 forms as Li exits the particle. However, phase mapping using 
TEM showed the analysed particles were all either LiFePO4, or FePO4, suggesting a domino-
cascade de/lithiation model [57]. 
A few methods exist for spatially resolving phases within active material particles. Scanning 
Transmission X-ray microscopy in combination with fluorescence yield XAS can spatially resolve 
oxidation states [117]. Electron microscopy techniques have also previously been used for spatial 
mapping of phases in LiFePO4. The electron microscopy techniques can be split into spectral 
techniques, where mapping is performed based on chemical information from energy spectra, 
such as electron energy loss spectroscopy (EELS) [118], [119], or energy filtered TEM (EFTEM) 
[119], [120], or diffraction based techniques, such as automated crystal orientation mapping 
(ACOM)-TEM [57], [119]. Spectrum imaging (a spectra collected at each pixel), allows 2-
Dimensional mapping of spectroscopic data [118], [119] (see Figure 2.13). 
 
Figure 2.13: Comparison between an ACOM-TEM phase map of LiFePO4 (green), and FePO4 (red) (a), and an EFTEM-
spectrum image of the Fe-L3,2 edge (b). Reprinted with permission from Ultramicroscopy, 170, 2016, 10-18 [119]. 
Copyright (2016) Elsevier. 
EFTEM spectrum collection uses a parallel beam, whilst EELS collection typically uses a convergent 
beam in scanning transmission electron microscopy mode (STEM). To generate spectra in EFTEM, 
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the energy-selecting slit is moved by an energy ∆E until the whole required energy range is 
collected. In STEM-EELS the beam scans across the sample, collecting spectra at each pixel [120]. 
EFTEM is beneficial as the collected signal can be less noisy than EELS. However, EFTEM data 
collection is subject to more data artefacts than EELS, such as dark current drift, ghosting on the 
CCD, spatial drift, and energy drift, which will affect the acquired spectra [120]. Moreover, 
specimen thickness can cause issues with both EFTEM, and EELS data acquisition due to increased 
likelihood of multiple inelastic scattering events and electron absorption, with EFTEM imaging 
being more effected by thickness than EELS [119].  
ACOM diffraction mapping is less affected by thickness, but data acquisition currently takes longer 
(eg. 45 mins for ACOM, compared with 13 mins for Li-K edge, and Fe-M edge EFTEM [119]). Given 
Li-ion battery materials are susceptible to electron beam damage (discussed in detail in 7.2.2) the 
potential for high electron beam dosages from long acquisition times could be detrimental. 
In 2.4.1 the need for multi-scale imaging, in combination with correlative microscopy, and 
spectroscopy was discussed. Recently, techniques have been developed which are capable of 
characterising features across different length scales. X-ray computed tomography (XCT) has been 
combined with XRD to provide phase analysis throughout the 3D network of an electrode [121]. 
Energy dispersive X-ray spectroscopy (EDS) in cross-sectional SEM has been combined with XCT to 
observe chemical changes throughout the electrode [122]. However, XCT has a lower resolution 
for sub-micron features than S/TEM techniques, so drawing conclusions about intra-particle 
phases is difficult. 
TEM sample preparation, and the requirement that TEM samples must be < 1 µm thick to be 
electron transparent, can limit understanding of the position of analysed particles within the 
electrode, compared to XCT methods. A common method of TEM Li-ion battery sample 
preparation is to scrape electrode particles from the electrode directly onto the TEM support grid 
[119], [120]. This limits air exposure sample damage, as sample preparation can be performed in 
a glove box, however, the particles are no longer in their original positions in the electrode. 
Moreover, particle thickness can cause issues with EFTEM and EELS due the thickness effect on 
plural scattering, particularly in the centre of particles. 
[119], [120] used ultramicrotomy to preserve the position of particles in the electrode during 
S/TEM analyses. Ultramicrotomy is a specimen preparation technique which uses a sharp blade to 
cut ultra-thin slices of a sample. The benefits of mechanically sectioning the sample are that 
specimen thickness uniformity is improved, and the original position of electrode particles within 
the electrode is preserved for TEM imaging. Therefore, conclusions can be drawn about the 
position of the particles relative to the current collector, aiding understanding of the impact of 
local environment. However, ultramicrotomy specimens may exhibit mechanical deformation. 
Additionally, a large limitation of imaging in the TEM is that only 2-Dimensional projection imaging 
can be produced, without TEM tomography (imaging at multiple tilt angles) which can require 
large electron doses [123] potentially damaging the active material.  
Overall, S/TEM based spectroscopies show promise for correlating chemistry with morphology in 
lithium-ion battery materials. The techniques have been used extensively for LiFePO4, but have 
not so far been used for LiCoPO4. A portion of the thesis focusses on STEM-EELS for LiCoPO4. A 
further literature review discussing the technique is presented in 5.2. 
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2.4.4 In-situ Techniques for Li-ion Battery Characterisation 
So far only ex-situ techniques have been discussed, where samples are removed from cells and 
then characterised post-mortem. The ex-situ approach creates a number of problems (1) exposure 
of electrodes to air, or other atmospheres, may cause changes to the surface, valence states, and 
interfacial reactions [80], [124], and (2) batteries are dynamic systems, so by studying systems ex-
situ detailed structural changes and intermediate stages of charge and discharge can be lost. For 
example, metastable phases have been observed during the de-lithiation of LiFePO4 using in-
operando XRD, which have not been previously observed using ex-situ techniques [125], [126]. 
Moving away towards in-situ/ in-operando techniques for characterisation is important for 
correlating theoretical models with electrochemical technique observations [76], aiming to 
evaluate dynamic processes in much more detail than the current state-of-the-art.  
Alternatives to ex-situ techniques are in-situ, or in-operando techniques [124], [127]. In-situ 
techniques describe techniques ‘in the natural or original position or place’ [124]; for example, 
this would entail characterising LiCoPO4 in the presence of electrolyte. In-operando implies the 
material is behaving as it would in the device [124]; for a battery this would require charging and 
discharging of the material in a half or full-cell configuration [128], [129]. 
For LiCoPO4 studies specifically, there have been a few in-operando studies considering the 
lithiation mechanisms using XRD or operating cells, but minimal in-operando studies to evaluate 
CEI layer formation and electrolyte degradation. The majority of the in-operando de-lithiation 
mechanism studies have employed in-operando X-ray diffraction [31], [33], [34], [43], [50]. In-situ 
XAS has also been used for lithiation mechanism studies [50]. The in-operando XRD studies have 
enabled observation of the intermediate Li2/3CoPO4 phase [31], [33], [34], [43], [50] which may be 
more difficult to observe using ex-situ techniques given the partial self-discharge reported by [52]. 
In-situ XAS results have enabled observation of incomplete oxidation of Co [50], indicating the 
electrode is not completely charging during the charge cycle, and similar to ex-situ XAS results 
[49]. 
So far none of the in-operando studies on the de-lithiation mechanisms of LiCoPO4 have allowed 
spatial resolution of the results as they have employed bulk techniques, such as XRD, or XAS [31], 
[33], [34], [43], [50]. As stated above in 2.4.3 a lack of spatial resolution risks incomplete 
understanding of the mechanism. 
A few in-operando techniques exist which can spatially resolve phases during charge and 
discharge. Synchrotron in-operando liquid fluorescence yield X-ray microscopy, in combination 
with fluorescence yield XAS has been used to spatially resolve the oxidation state changes of Fe in 
LiFePO4 to enable spatial mapping of the charged and discharged states of LiFePO4 [117]. Spatial 
resolution enabled the differences in the lithiation mechanisms of ellipsoidal, and platelet nano 
particles to be observed [117]. Open cell In-situ TEM has also allowed spatial resolution of the 
phases, as well as the development of mid phases during lithiation of spinel Fe2O4 [130]. 
So far the studies on electrolyte induced degradation of LiCoPO4 have employed ex-situ 
techniques [19], [45], [52], [58]. Ex-situ studies risk not observing the nature of the instability of 
the electrolyte/ electrode interface and CEI layer, suggested by [46], [61]. Moreover, the S/CEI 
layer on battery materials in general is known to be sensitive to atmosphere change which occurs 
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on removal from the cell, particularly if air exposure occurs [80]. Consequently, in-situ or in-
operando characterisation of the S/CEI layer would be beneficial. 
A number of different techniques have been employed in literature to observe SEI formation in-
situ. SEI growth has previously been observed using sealed liquid cell in-situ TEM [131], [132], and 
liquid cell in-situ SEM [133]. 
As high voltage battery materials, such as LiCoPO4, undergo degradation both within the material, 
and as a result of exposure to unstable electrolytes at high voltages [19], [44], [46], [59], a 
technique which can observe changes in both regions of interest would be beneficial. In-situ TEM 
is unique as it has previously been used for both SEI growth formation studies [131], [132], and 
for structural change studies of electrode particles during charge and discharge [130]. In-situ TEM 
is able to make use of the many structural and chemical imaging modes of S/TEM microscopes to 
provide local information on SEI, and structural change mechanisms, as the mechanisms occur on 
the nanoscale. 
So far the review has discussed the benefits of in-situ and in-operando techniques for Li-ion 
battery research. However, there are a number of challenges, unique to each technique, involved 
in collecting the data, setting up an in-situ, or in-operando cell, and being able to correlate the 
results to a cell in normal operation [124]. Many challenges exist in particular for in-situ TEM, 
where the significant size limitation of specimens, and high energy incident electron beam, can 
cause significant deviations from representative battery environments. This thesis focusses on the 
development of an in-situ liquid TEM technique for Li-ion battery research (Chapter 7). The full 
review on the development of in-situ TEM techniques, and the challenges associated with the 
techniques is presented in section 7.2. 
2.5 SUMMARY 
Overall, a number of challenges exist for the use of LiCoPO4 cathodes in Li-ion batteries, due to 
microstructural changes during use which result in severe degradation of LiCoPO4. The challenges 
include understanding of the phases which form during cycling, and the interplay of electrolyte 
degradation and the intrinsic LiCoPO4 degradation mechanisms resulting from an unstable 
charged state. These challenges are enhanced by the use of LiCoPO4 in complex electrode 
environments, which change the reaction conditions across the whole electrode.  
To date, most studies have considered a small portion of electrodes, such as single particles, or 
bulk surface studies, without considering the underlying heterogeneous electrode 
microstructures. This is likely due to a lack of techniques for studying degradation of electrodes at 
different length-scales (eg. multiple fields of view in a microscope), whilst correlating chemical, 
and structural changes. Moreover, lithium ion battery reaction mechanisms are time-dependent, 
so all characterisation ideally needs to be carried out at different states of charge and cycle 
number.  
Therefore, there is room for the development of new characterisation techniques which can meet 
these challenges. This thesis aims to demonstrate this by using LiCoPO4 as the material of interest 
to prove new insights can be made with novel techniques. The specific techniques developed in 
the thesis are He-ion microscopy and in-situ HIM-SIMS for CEI layer detection, STEM-EELS to study 
the lithiation mechanisms of LiCoPO4, and the development of an in-operando TEM technique.  
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As discussed in 2.4.2 He-ion microscopy is highly surface sensitive, high resolution imaging 
technique, and in this thesis it will be combined with SIMS, a chemical characterisation technique 
which can detect Li. Despite the advantages for CEI layer characterisation HIM-SIMS could provide, 
to date no detailed study of CEI formation has been performed using a HIM-SIMS instrument. 
STEM-EELS has previously been used to successfully map the Fe(II), and Fe(III) regions of LiFePO4 
to aid understanding of the de-lithiation mechanisms [118], [119]. No detailed study de-lithiation 
study for LiCoPO4 has been performed using the STEM EELS techniques, so this thesis presents an 
adaptation of the LFP STEM-EELS technique. Microtoming has also been investigated as a method 
to improve knowledge of the original location of analysed particles and hence understanding of 
the local environment on de-lithiation, and to improve the resolution of the STEM-EELS mapping. 
Both the HIM SIMS and STEM-EELS techniques provide ex-situ analysis of cathodes. In-operando 
studies offer major benefits reducing sample damage, and allowing intermediate changes to be 
observed. Therefore, an in-operando TEM technique was also developed. 
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3 EXPERIMENTAL: MANUFACTURE OF ELECTRODES AND CELLS 
3.1 MATERIAL CHOICE 
3.1.1 Electrode Materials 
Carbon coated LiCoPO4 (C-LiCoPO4) was used as the active material in this work. The C-LiCoPO4 
powder (Johnson Matthey) consisted of 200- 300 nm LiCoPO4 particles (as measured by SEM and 
TEM), with an amorphous carbon coating. The carbon coating was 3-8 nm thick (as measured by 
TEM). LiCoPO4 is often coated with carbon to increase the electrical conductivity of LiCoPO4 
electrodes and to act as a barrier to further electrolyte degradation [1], [2].  
Nano particle C-LiCoPO4 was chosen for two reasons, (1) nano-sized particles helps improve 
electrical conductivity [1], and (2) the in-situ TEM holder, used in this thesis, had a maximum 
particle size limit of 500 nm. Thinner materials are also better for imaging in TEM. 
Polyvinylidene fluoride (MTI) (PVDF) was used as the binder for the electrodes. The purpose of 
the binder is to hold the electrode components together. PVDF was selected as the binder as it is 
a common binder used in battery electrodes, and is inert to reaction in most electrolyte solutions 
[3]. N-methyl 2-pyrrolidone (NMP) (Sigma Aldrich) was chosen as the solvent for the slurry as it is 
capable of dissolving NMP, and regularly used in battery slurry making [3].  
Carbon black, super C65 (C.Nergy TIMCAL) was chosen as the conductive additive. The Super C65 
consisted 65 nm carbon black nanoparticles. LiCoPO4 has poor electronic conductivity, so 
nanoparticle carbon black was added to aid conductivity [3]. 
The electrodes were coated onto carbon coated Al foil (MTI) as the current collector. Al was 
chosen as it is electrochemically inert at high potentials [4]. Both non- coated and C-coated Al foil 
were used as current collectors during the project. However, it was found that electrode adhesion 
improved using C-coated Al, particularly post-calendaring. C-coated Al foil was used as the current 
collector for the results presented in this thesis. 
3.1.2 Electrolyte 
1.0 M LiPF6 in a 50/ 50 volume ratio of dimethyl carbonate (DMC), and ethylene carbonate (EC) 
(LP-30) (Sigma-Aldrich) was used as the electrolyte. The trace H2O content was 5 ppm, and the 
trace HF content was 14 ppm [5]. LP-30 has been previously used by other authors for LiCoPO4 
[6]–[8], so the use in this work makes the results comparable. Cycling with LP-30 is known to 
present poor cyclability in LiCoPO4 [9]. Other electrolytes, such as those with additives such as 
fluoro-ethylene carbonate (FEC) are known to improve the cyclability of LiCoPO4 [9]. The purpose 
of the thesis is to present novel methods of characterising degradation, so the priority was to 
choose an electrolyte more widely studied with LiCoPO4, than an electrolyte which would improve 
the cyclability. 
1.0 M LiPF6 in 100 % DMC (Sigma Aldrich) was also used in order to confirm the CEI layer was not 
being influenced by the presence of ethylene carbonate [10]. The electrolyte is stated where 1.0 
M LiPF6 in 100 % DMC was used, otherwise all the cells in this thesis used 1.0 M LiPF6 in a 50/ 50 
volume ratio of DMC and EC. 
3.1.3 Separators 
Whatman GF/ F fibre glass separators were used to ensure sufficient pressure in the cell for 
cycling. Fibreglass has also previously been shown to aid cyclability of LiCoPO4 [8]. Celgard 2325 
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was also used to prevent fibre glass from attaching to the electrode, which could have made 
electron microscopy of the electrodes more difficult as fibre glass is insulating.  
Celgard 2325 is a porous polymer separator film consisting of 3 layers: polypropylene-
polyethylene-polypropylene (PP-PE-PP). Whatman GF/F fibre glass separators are a type of fibre 
glass filter paper. Both separators are miscible to LP-30.  
To ensure the results were not influenced by the separator choice, cells containing Celgard 2325, 
and Whatman GF/F separators, and just Whatman GF/F separators were cycled and imaged post-
mortem. All the cells in the thesis used both the fibreglass, and PP-PE-PP separators unless stated 
otherwise where only the fibre glass separator was used. 
3.1.4 Coin Cell Components 
A half-cell set-up was used with Li foil (Sigma-Aldrich), rather than using a full-cell with graphite. 
A half-cell set-up was used to ensure an infinite supply of Li for cycling, so theoretically 
degradation would not be further enhanced by chemistry beyond the cathode. 
The results presented used Cambridge Energy Solutions CR2016 304 stainless steel coin cells, with 
a 0.5 mm 304 stainless steel spacer. 2016 refers to the coin cell dimensions- 20 mm diameter, and 
16 mm thickness.  
It has been previously reported that stainless steel coin cells can degrade at high potentials [4]. Al 
coated MTI CR2032 (20 mm diameter, 32 mm thickness) coin cells were tested to confirm if an 
improvement in cyclability occurred. To ensure the cell pressure was maintained, an MTI Al wavy 
spring, and 2 0.5 mm spacers were used for 2032 coin cells. 
No notable improvement was noticed when using Al coated coin cells against stainless steel coin 
cells so stainless steel coin cells were used for the results presented in the thesis for availability 
and ease of assembly. 
3.2 ELECTRODE MANUFACTURE 
3.2.1 Electrode Slurry 
Composite electrodes with a composition of 90 wt. % C-LiCoPO4 (Johnson Matthey), 5 wt. % 
polyvinylidene fluoride (PVDF) binder (MTI) and 5 wt. % Super C65 conductive additive (C.Nergy 
TIMCAL) were manufactured using a tape casting method. 90 wt. % active material was used to 
maximise the amount of active material in the electrode. 
A slurry of C-LiCoPO4, PVDF and C65 with N-methyl-2-Pyrrolidone (Sigma Aldrich) as a solvent was 
mixed with an orbital mixer (Thinky). A number of mixing steps were used to prevent the 
formation of large agglomerates which could otherwise increase the resistance as less LiCoPO4 
would be connected to the conductive carbon network [3]. De-bubbling is a setting on the orbital 
mixer which helps prevent bubble formation. The mixing steps are outlined below. 
• 10 wt. % PVDF in NMP solution was made prior to mixing the slurry to prevent clumps of 
unmixed binder forming in the slurry, and to aid dissolution of the PVDF. 
• C65 was mixed with NMP at 500 rpm for 30 s, 2000 rpm for 2 mins and 2200 rpm de-
bubbling for 2 mins. The mixing process was performed twice. 
• C-LiCoPO4 and NMP were added to the C65 and NMP slurry and mixed at 500 rpm for 30 
s, 2000 rpm for 2 mins and 2200 rpm de-bubbling for 2 mins. The mixing process was 
performed twice. The purpose of adding C-LiCoPO4 at this step was to ensure the C65 
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coated the C-LiCoPO4 particles. NMP was added to help prevent the formation of 
agglomerates. 
• The 10 wt. % PVDF/ NMP solution was added to the slurry mix with extra NMP, and the 
slurry mixed at 500 rpm for 30 s, 2000 rpm for 2 mins, and 2200 rpm de-bubbling for 2 
mins. The mixing process was performed twice. Extra NMP was added to help the PVDF 
solution fully coat the particles. 
• NMP was added to the slurry and the slurry mixed at 2000 rpm for 2 mins, and 2200 rpm 
for 30 s twice to ensure the slurry was viscous enough to self-level when spread, but not 
run off the doctor blade table. 
The slurry was spread to a nominal 200 µm thickness using a doctor blade on carbon coated Al 
(MTI) (see Figure 3.1) and dried at 80 °C.  
 
Figure 3.1: (a) Thinky orbital mixer, and (b) doctor blade and spreader 
3.2.2 Calendaring 
The electrode sheets were calendared using a hot roller (MTI) sandwiched between 2 stainless 
steel sheets and Al foil (Al foil touching the electrode surface) at room temperature to obtain 
electrode densities between 1.7 g cm-3 and 1.9 g cm-3.  
The electrode densities were chosen based on calendaring tests performed early in the project, 
which showed 1.7 g cm-3 to 1.9 g cm-3 to be the optimal electrode density (see Figure 3.2) as the 
initial specific capacity increased, and the electrode degradation was less severe over 10 cycles. 
Calendaring also improved the overall cell resistance. 




Figure 3.2: Specific capacity against cycle number for cells cycled at 0.1C for 10 cycles between 2.5 V vs. Li/ Li+, and 5.1 
V vs. Li/ Li+. The cells were calendared to different densities. 
The electrodes were punched into 12 mm diameter discs ready for assembly into cells. 
3.3 CELL MANUFACTURE 
The electrodes were assembled into half cells using Li metal (0.38 mm thickness) (Sigma Aldrich) 
as a counter electrode with a Whatman GF/F separator and Celgard 2325 separator, or just a GF/ 
F separator with 160 µL of LiPF6 in 50/ 50 volume ratio of ethylene carbonate and dimethyl 
carbonate (Sigma Aldrich) electrolyte. The cells were sealed in CR2016 coin-cells (Cambridge 
Energy Solutions) in an argon filled glove box. The atmosphere was controlled to contain <0.1 ppm 
O2 and H2O. Prior to cycling the cells were rested for 12 hours to ensure the electrolyte fully wetted 
the separators and electrode. 
A diagram showing the coin cell assembly is shown in Figure 3.3. 
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Figure 3.3: Schematic of the coin cell assembly using (a) Celgard, and fibreglass separator, and (b) only a fibreglass 
separator. 
3.4 SUMMARY 
The experimental presented here is the coin cell manufacturing process. Where coin cell cycling 
results are presented in the thesis, the manufacturing process described here was used. The 
specific cycling conditions, and post-mortem analysis sample preparation, and techniques are 
described in the relevant chapters. 
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4 DEGRADATION AT THE ELECTRODE SURFACE: NEW METHODS TO 
UNDERSTAND THE FORMATION OF CATHODE ELECTROLYTE 
INTERPHASE 
4.1 INTRODUCTION 
Development of high voltage Li-ion battery materials has been hindered by undesired reactions at 
the electrolyte-electrode interface. The undesired reactions can result in the formation of cathode 
electrolyte interphase layers on the surface of cathodes due to oxidation of the electrolyte under 
high voltages [1].  
Very few techniques are capable of combining microstructural characterisation of the whole 
electrode (included both primary particles, and agglomerates), with in-situ chemical 
characterisation to correlate morphology of CEI layers with chemistry. This is likely due to the 
difficulty imaging thin films and characterising species containing lithium.  
For LiCoPO4, there is currently debate about where the CEI layers form on the cathode; either 
solely on LiCoPO4 [2], or also involving the conductive additive [3]. Despite the acknowledgement 
of a link between microstructure and local CEI layer occurrence on LiCoPO4 electrodes due to 
different local environments, to date, most cathode electrolyte interphase studies of LiCoPO4 have 
focussed on bulk chemical characterisation of the CEI layer [3]–[5]. Common techniques used to 
study CEI layer chemistry are X-ray photoelectron spectroscopy, and Raman spectroscopy [3]–[5].  
Helium ion microscopy (HIM) is a recently introduced type of gas-ion focussed ion beam (FIB) 
microscopy which produces images via He+ or Ne+ ion induced secondary electrons (He/ Ne-iSE). 
Other types of FIB imaging include Gallium, and Xenon ion beams [6]. Helium ion microscopy can 
provide more surface sensitive imaging with higher spatial resolution compared to SEM [7], [8], 
[9], and other types of ion beam source [6], as a result of a reduced electron escape volume and 
higher secondary electron yield. In this thesis HIM is used for the first time to attempt to image 
CEI due to its increased surface sensitivity over other microscopies. 
Time-of-flight secondary ion mass spectrometry (ToF-SIMS) for HIM, using an incident He+ or Ne+ 
beam, has been developed by Klingner and co-workers [10], [11], which allows surface sensitive 
chemical characterisation, including the detection of high spatial resolution Li+, ideal for battery 
electrode and CEI research. The combination of high-resolution surface imaging and Li detection 
is ideal for CEI layer characterisation. 
4.2 AIMS AND OBJECTIVES 
One of the aims of the thesis was to find a technique which could image CEI layer formation on 
LiCoPO4 with high resolution, and chemically characterise the layer, as a function of 
electrochemical history, in order to identify degradation mechanisms. The combination of high-
resolution imaging and chemical characterisation, provided by a HIM-SIMS technique, is used to 
correlate the morphology and chemistry of the CEI layer on LiCoPO4 with local cathode 
microstructure.  
Here, the process of cathode electrolyte interphase (CEI) formation in LiCoPO4, is investigated for 
the first-time using Helium Ion Microscopy (HIM), and in-situ secondary ion mass spectrometry 
(SIMS). Imaging with helium ion microscopy is compared with more common scanning electron 
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microscopy techniques to confirm if similar imaging could be achieved with more readily available 
imaging techniques. Chemical characterisation with Ne-ion secondary ion mass spectrometry is 
performed with mass spectra mapping, to correlate the helium ion imaging with local chemistry, 
and via depth profiling to understand the formation of CEI layers on the electrode surface.  
4.3 INTRODUCTION TO TECHNIQUES USED 
4.3.1 Scanning Electron Microscopy 
Scanning electron microscopy is a technique which uses electrons, originating from a primary 
electron beam scanned across the sample, which have interacted with the sample surface, by 
being scattered by the surface or ejecting a sample electron, to form an image. The use of 
electrons for image formation results in high spatial resolution images. The high resolution and 
surface sensitivity has meant SEM is a popular technique for material science applications [12]. 
4.3.1.1 Sample-Electron Interactions: Contrast Formation 
The operating principle of a scanning electron microscope is dependent on electron interactions 
with the sample. The two most commonly detected types of electron are backscattered electrons 
and secondary electrons. The primary electron beam, from the electron gun impacts the sample. 
Scattered primary electrons which return to a detector are called backscattered electrons (BSE), 
and sample electrons which are ejected from the surface by the primary beam are called 
secondary electrons (SE) [12].  
Backscattered electrons are electrons from the incident beam (the electron beam which hits the 
sample) which have been predominantly elastically scattered by the sample. Elastic scattering 
occurs due to coulombic interaction of the incident electrons with the charged nucleus 
(Rutherford scattering) of atoms in the sample [13]. This type of scattering causes the electron to 
deviate from its initial path. As Rutherford scattering occurs due to interactions with the nucleus, 
the atomic number influences the scattering probability. Therefore, backscattered electrons 
provide compositional contrast in SEM imaging, higher atomic numbers yielding greater BSE 
emission intensity [12].    
Secondary electrons are specimen electrons which form when an incident beam is inelastically 
scattered by the material transferring some of its energy to the electrons in the sample. If the 
electrons, which have gained energy, gain enough energy to escape the sample, they are termed 
secondary electrons  [12]. Detected secondary electrons can be split into 3 categories depending 
on the origin of the incident beam. 
• SE1- secondary electrons which are formed by inelastic scattering of the incident beam. 
As they form from the incident beam, the escape area is mainly spatially localised to the 
incident beam, leading to high spatial resolution (Figure 4.1) [12].  
• SE2- secondary electrons which are formed from backscattered electrons inelastically 
scattering with the sample as they escape the sample surface. As the scattered electrons 
originate, in this case, from a backscattered electrons from deeper within the sample, the 
escape area is not as localised as SE1 electrons, leading to lower spatial resolution (Figure 
4.1) [12]. 
• SE3- secondary electrons formed from backscattered electrons which hit and inelastically 
scatter with the chamber (such as the objective lens). As SE3 electrons are also formed 
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Figure 4.1: Schematic showing the electron-sample interactions which occur at an interaction distance, R, below the 
sample surface and the possible paths to a chamber secondary electron detector upon escape from the surface. SE1, SE2 
and SE3 are the different types of detected secondary electron. SE1 electron provide more spatially localised information 
(σ1) than SE2 and SE3 electrons (σ23). BSE denotes backscattered electrons which escape from deeper within the sample 
than secondary electrons (SE). Republished with permission from Elsevier [12]. 
Secondary electrons produce predominantly topographical contrast as secondary electron 
emission is proportional to the surface tilt [12], and enhance by edge-contrast.  
Resolution in an SEM is dependent on the escape area of electrons from the sample. This can be 
influenced by a number of factors such as the landing energy of the incident beam, the incident 
beam diameter, the beam shape, and the size of the interaction volume [12].  
The size of the interaction volume is dependent on the beam energy, which is influenced by the 
incident beam voltage. Decreasing the beam voltage and current decreases the size of the 
interaction volume, increasing the surface resolution. However, lowering the landing energy also 
lowers the yield of secondary and backscattered electrons, decreasing the signal intensity. A 
compromise must be found between resolution and intensity [12].  
4.3.1.2 SEM Detectors 
SE1 electrons are the optimal secondary electrons to detect for topographic analysis as they have 
only interacted with the surface of the sample and have the highest spatial resolution. The most 
common type of secondary electron detector used commercially is the Everhart-Thornley detector 
and is typically placed at an angle to the sample (Figure 4.2). However, it is not possible for an 
Everhart-Thornley detector to distinguish between SE1, SE2 and SE3 electrons [12].  
Decreasing the working distance should theoretically increase the resolution of the image as 
smaller spot sizes are possible at lower working distances. However, with a typical Everhart-
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Thornley set-up decreasing the working distance would increase the ratio of detected SE3s to SE1 
and SE2s, hence this type of set-up is unable to access the high resolution advantages of smaller 
probe sizes [12].  
A solution to the working distance problem is to put the detector within the objective lens (Figure 
4.2). This type of detector is called an In-lens detector (ILD). As the detector is within the lens it 
reduces the SE3 issue described above and takes advantage of being where the highest yield of 
SE1 electrons occurs (see Figure 4.1). Therefore ILDs have much greater resolution than Everhart-
Thornley based systems [12]. 
 
Figure 4.2: Schematic of the detector set-up in an SEM. 
4.3.2 Helium Ion Microscopy 
Helium ion microscopy (HIM) is a type of focussed ion beam microscopy which produces images 
via He+ or Ne+ ion induced secondary electrons (He-iSE). HIM was developed in order to take 
advantage of an ion beam source with a high brightness, and low energy spread, allowing ion 
beams to be focussed to a small probe size, and negligible sputtering effect on the sample [14].  
4.3.2.1 Sample-Ion beam Interactions, and Secondary Electron Generation: Contrast 
Formation 
Contrast in HIM is generated from a number of different mechanisms. Compared to SEM the 
contrast mechanisms in HIM result in (i) more surface sensitive imaging, (ii) higher resolution 
imaging of insulating samples, and (iii) composition contrast with secondary electrons, and (iv) 
voltage contrast resulting from sub-surface features (static capacitive contrast) [8] [7]. 
HIM images are more surface sensitive than SEM images because the yield of SE1 is relatively 
much greater than SE2 electrons [14], [8], [15]. The secondary electron escape volume is laterally 
much smaller in HIM than in SEM because the ion beam entering the surface scatters fewer 
electrons than an electron beam entering the surface (see Figure 4.3) [15]. A low population of 
SE2 electrons is generated due to the small secondary electron escape volume. No backscattered 
electrons are generated, as the incident beam is a He+ ion beam. Some backscattered ions can 
occur, leading to the formation of a low yield of SE2 electrons, however the majority of the 
secondary electron population produced by He+ ion beam scattering are SE1 electrons [8].  




Figure 4.3: Schematic of the electron interactions in an SEM (primary electron beam) and a HIM (primary helium ion 
beam). Republished with permission from IOP Publishing, Ltd [15].  
HIM is capable of high resolution imaging insulating samples if a low energy electron flood gun is 
used to suppress positive charge build-up on the surface [8]. HIM uses a beam of positively 
charged He+ ions (or Ne+ ions) as the incident beam. A positively charged incident beam results in 
a build-up of positive charge on the surface of an insulating sample, suppressing the yield of 
secondary electrons. The result of secondary electron yield suppression is charging samples will 
appear dark in a HIM, in contrast to SEM where charging samples appear brighter [8]. Use of an 
electron flood gun during imaging can suppress positive charge build-up, increasing the yield of 
secondary electrons [8]. 
Compositional contrast in SEM is maximised when using back-scattered electrons. However, in 
HIM secondary electrons have been found to produce measurable compositional contrast [8], 
[16], [7]. Compositional contrast extends to sub-surface contrast (if an insulating film is on the 
surface) as charging effects (the surface field) generated by insulating samples can be reduced by 
a conducting sub-surface, leading to a higher secondary electron yield [7]. 
Ne+ ions can also be used as an incident beam in most helium ion microscopes. Ne+ ions are heavier 
than He+ ions so generate a higher sputtering yield (up to 30 % at the same energy) than He+ ions 
[17]. The increased sputtering rate of Ne+ makes it the preferred ion in the HIM for milling 
applications [17]. However, typically variable incident beam intensity occurs in Ne+ ion induced 
secondary electron images due to current fluctuations in the gas field ionization source which can 
create variable intensity across a raster scan, and the surface imaging resolution can therefore be 
lower when using a Ne+ ion incident beam [18].  
4.3.2.2 Operating Principles: He+ gas field ionization source 
A brief discussion about the gas field ionization source (GFIS) is presented here as the set-up 
impacts the capabilities of SIMS depth profiling work presented. 
In a helium ion microscope, a He+ or Ne+ ion beam is raster scanned across the sample. Ion beam 
interactions with the sample can produce secondary electrons. The electrons are extracted, and 
detected by an Everhart-Thornley Detector (ETD) to produce a grey-scale image [14]. 
The He+ and Ne+ beam is generated by a gas field ionization source (GFIS). The GFIS consists of a 
cryogenically cooled tip, with a tip radius of 100 nm. The tip is positively biased so that He or Ne 
gas injected in the vicinity of the tip is ionised by the strong electric field around the sharp tip. At 
the optimal sharpness, the 3-atom trimer tip can produce very high brightness. The resulting 
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ionisation of gas ions by the tip produces 3 beamlets known as a trimer. One atom from the trimer 
is selected as the primary emitter producing a high brightness GFIS (4 × 109 A cm-2 sr-1) [7], [9].  
If the trimer is ‘lost’ due to atom rearrangement the brightness of the incident beam reduces, 
decreasing image quality. The use of heavier gas elements, such as Ne+ can reduce the lifetime of 
the trimer due to effects such as adatoms (where atoms are affixed to the trimer) [17]. The 
instability of the trimer for heavier elements limits the Ne+ ion milling duration in the HIM. 
4.3.3 Secondary Ion Mass Spectrometry 
Secondary ion mass spectrometry (SIMS) is a technique which can be used to investigate the 
chemistry of a surface. SIMS instruments use a primary ion beam to sputter the surface of a 
sample. Sputtering of the sample surface produces secondary ions which can be extracted and run 
through a mass spectrometer to determine sputtered ion number and mass.  
The yield of negative or positive ion fragments can be enhanced by changing the primary ion beam 
source. In the case of conventional SIMS, an O2+ beam increases the yield of positive ions and a 
Cs+ beam increases the yield of negative ions. The difference occurs due to changes in ionisation 
efficiency due to the electronegativity of the primary ion beam.  
Relative sensitivity factors (RSF) are a measure of the likelihood of a particular ion being sputtered 
from a surface. The tables in Figure 4.4 and Figure 4.5 show the relative sensitivity factors of 
secondary ions sputtered from a silicon matrix. The RSF factors are important to consider when 
evaluating SIMS spectra. 
 
Figure 4.4: RSF factors of positive ions with an O2+ primary bombardment beam from a silicon matrix. Ions at the orange 
end of the spectrum have higher RSF factors, and hence the yield will be increased. Atom/ cc- atoms per cubic centimetre, 
E21- 1021 atom/cc  Figure from [19], made using tables from [20] Data republished with permission from Elesevier.  
 






Figure 4.5: RSF factors of negative ions with an Cs+ primary bombardment beam from a silicon matrix. Ions at the orange 
end of the spectrum have higher RSF factors, and hence the yield will be increased. Atom/ cc- atoms/ cubic centimetre, 
1.0E22- 1.0 × 1022 atom/ cc. Figure from [19], made using tables from [20]. Data republished with permission from 
Elsevier. 
4.3.3.1 Time of Flight Secondary Ion Mass Spectrometry for the Helium Ion Microscope 
Chemical analysis in the HIM can be challenging as the low velocity of the low energy incident ions 
is too low to produce the X-rays required for energy dispersive X-ray spectroscopy [21]. As a result, 
alternative methods have been pursued to enable chemical characterisation, such as secondary 
ion mass spectrometry (SIMS) [7], [21], [11], [10], [22].  
SIMS in the HIM uses He+ or Ne+ beams as a primary ion beam which penetrates the sample, 
creating collision cascades which lead to the sputtering of sample atoms and molecules. The 
sputtered material can ionise during the sputtering process producing secondary ions [11]. Ne+ is 
often used for SIMS in the HIM as the sputtering yield from He+ is much smaller. The secondary 
ions can be separated and detected using a time-of-flight [11], [10], or magnetic mass 
spectrometer [7], [22]. Mass spectra can be collected to generate lateral distribution maps, or 
depth profiles can be measured [10]. 
As the HIM typically only has He+ and Ne+ as ion sources for SIMS, it is not possible to use the 
electropositive advantages of Cs+ or electronegative advantages of O2+ to enhance negative and 
positive secondary ion yield respectively. In the HIM, stage biasing is used to increase the yield of 
positive secondary ions, or negative secondary ions at the detector [10]. 




4.4.1 Electrochemical Testing 
90wt. % LiCoPO4, 5 wt. % C65, and 5 wt. % PVDF electrodes were manufactured into coin cells as 
described in the ‘Experimental: Electrode and Cell Manufacture’ chapter. Galvanostatic cycling up 
to 10 cycles, at 0.1C between 2.5 and 5.1 V vs. Li/ Li+ was performed using a Maccor galvanostat. 
After each Galvanostatic charge step, the cell was charged potentiostatically at 5.1 V vs. Li/ Li+ to 
ensure complete charging.  After each discharge the cell was left to rest for 1 hour. 
After cycling the coin cells were disassembled in an argon filled glove box using an MTI de-crimping 
machine. The electrodes were rinsed with dimethyl carbonate (DMC- Sigma Aldrich) to remove 
liquid electrolyte, and were mounted onto SEM stubs in the glove box. The samples were sealed 
into mylar bags for transport to the HIM in Germany. On transfer into the HIM the electrodes were 
briefly exposed to air (~ 1 min) as there was no access to a vacuum transfer chamber. 
4.4.2 HIM-SIMS Analysis of the CEI Layer 
HIM analysis of cycled electrodes was performed in a Zeiss Orion NanoFab Helium Ion Microscope 
at the Helmholtz-Zentrum Dresden-Rossendorf. Imaging was performed with a He+ beam at 25 
keV as the incident focussed ion beam, and the ion-induced secondary electrons (iSE) detected 
with an Everhart-Thornley Detector (ETD).  
In-situ ToF-SIMS measurements were performed with a ToF-SIMS detector (ToF-SIMS for the HIM) 
designed and built by Klingner et al. [11], [10]. Secondary ions were sputtered using 25 keV Ne+ 
ions as the incident ion beam. Site-specific mass spectra, lateral ion distribution maps and depth 
profiles of both positive and negative secondary ions were collected on different areas of the 
cycled electrodes.  
ToF-SIMS measurements were enabled by pulsing the primary ion beam, biasing the sample to 
either plus or minus 500 V for positive and negative SIMS, respectively. The stage was tilted by 54 
° to position the sample surface perpendicular to the extraction optics, therefore all Ne+ ion 
images appear tilted compared to He+ images. Sputtered ions with the same polarity as the bias 
voltage are accelerated into the ToF SIMS spectrometer, where they were separated due to 
differing mass to charge ratios, and velocities allowing [10]. Ions were detected on a multichannel 
plate (MCP). Spectra were collected by applying 30 pulses per pixel with a pulse length of 50 to 
150 ns. For SIMS depth profiling the measured area was over-scanned by 100 % with an un-
blanked beam for ~100 µs per pixel. The depth profiling region of interest field of views were 
between 0.5 and 1.5 µm depending on the feature size. 
The raw SIMS data was collected as counts against channel number (where channel number 
referred to different parts of the detector). Depending on the exact set-up of the extraction optics 
relative to the sample, different m/z ratios can be represented by counts on different channels. 
The SIMS spectra were calibrated using software developed by Klingner et al. [10] to identify the 
the m/z ratio represented by ion counts on the detector channels. Calibration was performed so 
each peak correlated to within 0.2 u of an integer (as mass/ charge ratios must be integers, 0.5, 
or 0.33 depending on the ion charge). To identify the m/z ion fragments, the SIMS spectra were 
compared with previous Cs+ SIMS by Manthiram et al. on high voltage Li-ion battery electrodes 
using the same electrolyte (LP-30) [23]. The results were also compared with previous XPS studies 
on C-LiCoPO4 to help identify the composition of the CEI layer [4], [24]. 
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4.4.3 SEM and TEM Microstructural Analysis 
The samples were prepared for SEM by mounting the washed electrodes to an SEM stub using 
carbon tape. SEM images of the cycled electrodes were taken with a FEI Helios NanoLab G3 UC 
using the in-lens detector (ILD) and ETD for electron induced secondary electron imaging (eSE), 
and a backscattered electron (BSE) detector. The images were detected at different beam currents 
and voltages.  
Scanning Transmission Electron Microscopy (STEM) High Angle Annular Dark Field (HAADF) and 
Bright Field (BF) images were taken with a JEOL JEM F200 at 200 kV using Gatan HAADF and JEOL 
BF detectors. Samples were prepared by scraping and grinding dried electrode onto a TEM grid, 
in an Ar filled glove box, and transferring into the microscope. The samples were briefly exposed 
to air on transfer to the microscope (~ 2 mins). This chapter contains 1 example of a micro-tomed 
electrode. The process for micro-toming is described in the ‘Degredation within LiCoPO4 particles’ 
chapter. 
4.5 RESULTS 
4.5.1 Experiments Presented 
To confirm the LiCoPO4 electrodes cycled experienced degradation, likely to result from 
electrolyte degradation, the specific capacity drop, cell resistance, and coulombic efficiency 
changes were measured. The cycling results are presented in section 1.1.1. 
One of the objectives of this chapter was to identify if HIM was capable of imaging CEI layers. To 
confirm if HIM was capable of imaging CEI layers the results must prove, (1) HIM can image a 
surface film which extends through the electrode cross-section, and (2) the surface film chemistry 
must differ from the uncycled electrode surface chemistry, and regions where the surface film is 
not present. 
An uncycled electrode, and 10th cycle discharged electrode were imaged using HIM to confirm if 
CEI layers were visible using HIM. The electrode was imaged from the top surface (the electrode-
electrolyte-separator interface), and on the cross-section by imaging cracks generated by tearing 
the electrode prior to imaging to ensure surface features existed throughout the electrode 
structure. The initial HIM imaging results are presented in section 4.5.3. 
In order to confirm the thickness of surface features imaged using HIM, Stopping Range of Motion 
in Matter monte-carlo simulations were carried out. The model details are presented in section 
4.5.3.1.1. 
To show the capabilities of surface imaging and chemical characterisation of a helium ion 
microscope, compared with standard scanning electron microscopy, electrodes were imaged 
using the HIM, and SEM under different imaging conditions. SEM imaging was performed using 
the Everhart Thornley, and In-lens detector at different voltages, and beam currents to simulate 
the surface sensitivity achieved using HIM. The SEM imaging results are presented in section 
4.5.3.2. 
Ne+-ion ToF SIMS spectra, and lateral mapping were performed on cycled, and uncycled electrodes 
to confirm differences in chemistry between imaged surface films, and regions without the film. 
Initial chemical characterisation using SIMS is presented in section 4.5.4. 
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The second objective was to use HIM-SIMS to investigate surface degradation phenomena in 
LiCoPO4 by correlating microstructural changes imaged using HIM, with chemical changes 
investigated with SIMS. To investigate degradation phenomena in LiCoPO4, HIM imaging, and SIMS 
depth profiling were performed on cells cycled for different cycle numbers, and to different states 
of charge. In order to confirm the macro-scale changes observed using HIM resulted from nano-
scale features, STEM imaging was also performed. The cycle-life induced degradation results are 
presented in section 4.5.5. 
As the binder/ conductive additive rich- regions, and LiCoPO4-rich regions potentially behaved 
differently, HIM, SIMS depth profiling, and STEM imaging were performed on both regions. HIM, 
SIMS depth profiling, and STEM imaging were performed on binder, conductive additive-rich 
regions, and on LiCoPO4-rich regions to determine if the surface chemistry varied with local 
chemistry. The cycle-life induced degradation results in section 4.5.5 are split into observations 
from LiCoPO4-rich regions (4.5.5.1), and observations from binder/ conductive additive-rich 
regions (4.5.5.3). 
To ensure surface features were not a result of cathode and separator interactions, the 
separators, and electrodes were also imaged post-mortem using SEM. The separator difference 
results are presented in section 4.5.5.5. 
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Table 4.1: LiCoPO4 half-cell cycling conditions for the electrodes analysed post-mortem in this chapter, and the post-mortem analysis performed. SIMS analysis is split into spectra, mapping, 
and depth profiling (DP). Y- experiment performed. 
Experi-ment Electrode Cycle History Separator HIM SIMS S/ TEM SEM 
Sec-
tion 
    Spectra Map DP    
Imaging the 
surface using HIM 
Uncycled - Y      
4.5.3 




Uncycled - Y     Y 
4.5.3
.2 10 full cycles (2.5-5.1 V) Fibreglass + Celgard Y     Y 
Surface chemical 
characterisation 
Uncycled Fibreglass + Celgard Y Y Y    
4.5.4 
10 full cycles (2.5-5.1 V) Fibreglass + Celgard Y Y Y    
Effect of Cycle life 
Uncycled - Y   Y Y  
4.5.5 
1 full cycle (2.5-5.1 V) 
1 charge (2.5- 5.1 V) 
Fibreglass + Celgard Y   Y   
2 full cycles (2.5-5.1 V) Fibreglass + Celgard Y   Y   
4 full cycles (2.5-5.1 V) 
1 charge (2.5-5.1 V) 
Fibreglass + Celgard Y      
5 full cycles (2.5-5.1 V) Fibreglass + Celgard Y      
9 full cycles (2.5-5.1 V) 
1 full charge (2.5-5.1 V) 
Fibreglass + Celgard Y   Y   
10 full cycles (2.5-5.1 V) Fibreglass + Celgard Y   Y Y  
Separator Effect 
10 full cycles (2.5-5.1 V) Fibreglass + Celgard Y     Y 4.5.5
.5 10 full cycles (2.5-5.1 V) Fibreglass Y      
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4.5.2 Electrochemical Testing 
Typical electrochemical characteristics of a C-LiCoPO4 half-cell are shown in Figure 4.6. The 
calculated electrochemical property values are averages for all the cells measured in the SIMS 
experiments. The errors reported are the standard deviation of the property for all the cells 
measured. Specific capacity was calculated using: 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 =
𝐶ℎ𝑎𝑟𝑔𝑒 𝑜𝑟 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑡𝑖𝑚𝑒 × 𝐶ℎ𝑎𝑟𝑔𝑒 𝑜𝑟 𝐷𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝐶𝑢𝑟𝑟𝑒𝑛𝑡
𝑀𝑎𝑠𝑠 𝑜𝑓 𝐶 − 𝐿𝑖𝐶𝑜𝑃𝑂4
 
Coulombic efficiency for each cycle was calculated using: 




The overall cell resistance was calculated by multiplying the current by the initial voltage drop 
when the cell finished charging and began discharging. 
All cells tested and analysed ex-situ displayed similar characteristics. The average initial specific 
discharge capacity of the electrodes imaged post-mortem in this chapter was 118 ± 3.8 mAh g-1; 
lower than the theoretical capacity of C-LiCoPO4 (167 mAh g-1) [25]. 3.8 mAh g-1 is the standard 
deviation of the initial discharge specific capacities. By the 10th cycle the cells had on average lost 
79 % of their initial capacity (Figure 4.6 (a)), indicating severe degradation similar to previous 
studies on C-LiCoPO4 in LiPF6 EC/ DMC electrolytes [4]. 
Cell resistance was measured from the voltage drop in the Galvanostatic cycling curves. Overall 
cell resistance increased as the capacity dropped but stabilised at cycle 8 (Figure 4.6 (a) and (b)). 
A low initial coulombic efficiency (64 %) was observed on the first cycle indicating Li consumption. 
This behaviour has been previously attributed to the formation of CEI layer on the first cycle ([3]). 
Coulombic efficiency stabilised to 96 %, lower than needed for a commercial cell and a further 
indicator of degradation processes which prevent Li insertion and de-insertion in the electrode 
occurring. 




Figure 4.6: Representative electrochemical behaviour of C-LiCoPO4 electrodes at 0.1C. (a)- variation of specific capacity 
with cycle number, (b)- Galvanostatic charge and discharge curve on the second cycle, (c)- coulombic efficiency and 
overall cell resistance calculated from the voltage drop on the galvanostatic charge and discharge curves. Reproduced 
with permission from [26]. Copyright 2020, the American Chemical Society. 
4.5.3 Microstructural Characterisation with HIM 
4.5.3.1 Imaging electrodes using HIM 
To confirm whether degradation induced surface features, such as CEI films, could be imaged using 
HIM, an uncycled electrode, and an electrode cycled for 10 cycles were imaged using HIM. 
The uncycled electrode (Figure 4.7 (a)) exhibited two types of morphology, smooth round regions 
with rougher regions in-between, corresponding to C-LiCoPO4 agglomerates and C65, and binder-
rich regions respectively.  
Changes to the surface microstructure were observed after 10 complete cycles using HIM (Figure 
4.7 (b), (c) and (d)). Distinct regions of dark contrast were observed, indicating regions of low He+-
ion induced secondary electron yield (He-iSE) (Figure 4.7 (b)). The low He-iSE yield regions were 
not present on the surface of uncycled electrodes using comparable incident He+-ion beam 
conditions (Figure 4.7 (a)).  
Higher magnification imaging (Figure 4.7 (d)) shows that the particles in the dark contrast region 
are less well defined. Lower particle definition potentially indicates the presence of a film on the 
electrode surface results in low He-iSE yield. To confirm the low He-iSE yield regions resulted from 
surface films, the He+ beam was used to mill through the layer for 45 s. The area contrast changed 
from dark at the start of milling (Figure 4.7 (e)), to similar contrast to the LCP agglomerates in 
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Figure 4.7 (a) after milling for 45 s (Figure 4.7 (f)), confirming the low He-iSE yield resulted from 
the presence of a surface film.  
Figure 4.7 (c) is an image of a crack on the electrode surface, showing a cross-section through the 
electrode. The large crack formed as a result of tearing the electrode after de-crimping. Patches 
of dark contrast, low He-iSE yield film extend through the cross-section of the electrode (Figure 
4.7 (c)), as well as the top surface. 
Low contrast regions, similar to those seen on the He-iSE images (Figure 4.7 (b)), are also visible 
through detection of electron induced secondary electrons (eSE) with an In-lens detector (ILD) in 
an SEM (Figure 4.7 (f)). ILD images are eSE images with a majority yield of SE1 electrons; He-iSE 
images are also majority SE1 yield images which explains the contrast similarity [12] (see 4.3.1.2). 
Using SEM backscattered electron (BSE) imaging (Figure 4.7 (g)) C-LiCoPO4 agglomerates can be 
clearly distinguished from binder-rich regions as C-LiCoPO4 appears bright on BSE images. BSE 
images provide compositional contrast, hence as Co in LiCoPO4 is a heavier element than C, and F 
in the binder, LiCoPO4 agglomerates appear brighter. The C65 particles are not clearly visible on 
the backscattered image (Figure 4.7 (g)), but are visible on the secondary electron ILD, eSE SEM 
image (Figure 4.7 (h)). C65 is more clearly visible on the ILD image (Figure 4.7 (h)) because edge 
contrast is stronger from secondary electrons than backscattered electrons [12]. 
Figure 4.7 (b) and (c) show the low He-iSE yield film coverage is heterogeneous across the 
electrode surface. The low He-iSE yield film is also present in mostly circular regions (Figure 4.7 
(b) and (c)). Using thresholding analysis in Image J, the average area of the low He-iSE yield regions 
on the 10th cycle discharged electrode was calculated as 5.7 ± 34. 8 µm2. The areas of the low He-
iSE yield regions ranged from 321 µm2 to 0.2 µm2. 
Comparison between the eSE ILD image (Figure 4.7 (h)) with the BSE image of the same region 
(Figure 4.7 (g)) shows that the low secondary electron yield film forms on C-LiCoPO4 agglomerates. 
C-LiCoPO4 agglomerates are also round (as shown in (Figure 4.7 (g)), which explains the shape of 
the low He-iSE yield regions in the He-iSE image (Figure 4.7 (b)) and the SEM ILD image (Figure 4.7 
(h)). 
Comparison between BSE and ILD eSE electrode imaging (Figure 4.7 (h) and (g)) also shows that 
that the secondary electron yield is not consistent across all the C-LiCoPO4 agglomerate. The large 
~20 µm C-LiCoPO4 agglomerate in Figure 4.7 (h) exhibits regions of both low and high eSE yield. 
The mottled eSE contrast in the predominantly bright contrast outer edge of the large 
agglomerate in Figure 4.7 (h) may indicate the low eSE yield film is thinner in this region. The 
differences in electron yield suggest heterogeneous formation of the low secondary electron yield 
surface film.  




Figure 4.7: HIM He-iSE images of (a) uncycled electrode surface tilted to 54 °, (b) electrode surface of a 10th cycle 
discharged electrode, (c) a crack in the surface of the 10th cycle discharged electrode, showing the cross-section 
through the electrode, and (d) a higher magnification image of the top surface of the 10th cycle discharged electrode. 
(e), (f)- He-iSE images of the surface after 0.5 s He+ milling (e), and 45 s He+ milling (f). SEM images of the top surface 
of a 10th cycle discharged electrode using (g) a backscattered electron image and (h) in-lens secondary electron image. 
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The fibre in (b) originates from the fibre-glass separator. Adapted with permission from [26]. Copyright 2020, the 
American Chemical Society. 
4.5.3.1.1 Estimating the Thickness of the low He-iSE yield film 
A surface film was detected on cycled electrodes by both He-iSE imaging, (Figure 4.7 (b), (c), and 
(d)), and SEM ILD-eSE imaging (Figure 4.7 (h)). For the 10th cycle discharged electrode, the 
thickness of the low He-iSE yield layer was estimated by milling through the low He-iSE yield layer 
until bright contrast was found. The milling was performed by imaging the area with a dwell time 
of 2 µs per pixel and a He+ beam energy of 25 keV. For each image the beam current was recorded. 
Images of the low He-iSE yield layer at the start of milling, after 18 s milling and at the end of 
milling are shown in Figure 4.8. At the start of milling Figure 4.8 (a), the film on the surface has 
low He+-iSE yield. After milling for 18 s (Figure 4.8 (b), edges of the film have lighter contrast than 
the centre, indicating the film is thinner. After milling for 45 s the low He+-iSE yield film has been 
removed Figure 4.8 (c), revealing the underlying LiCoPO4 agglomerate. 
The He+ beam mill calculation presented here aims to estimate the thickness of the low He+-ISE 
yield region. 
 
Figure 4.8: Images of the electrode surface after different He+ ion milling time. The times shown are the total He+ ion 
milling time for the whole image (product of the dwell time and number of pixels). The images show the surface after 
(a) 0.5 s milling, (b) 18 s milling, and (c) 45 s milling. Adapted with permission from [26]. Copyright 2020, the American 
Chemical Society. 
For each frame the total ion fluence (the number of He+ ions received by the area milled per 
second) was calculated using: 
𝐼𝑜𝑛 𝐹𝑙𝑢𝑒𝑛𝑐𝑒 =
𝐵𝑒𝑎𝑚 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 × 𝐷𝑤𝑒𝑙𝑙 𝑇𝑖𝑚𝑒 × 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠
𝐼𝑚𝑎𝑔𝑒 𝐴𝑟𝑒𝑎 × 𝐶ℎ𝑎𝑟𝑔𝑒 𝑜𝑛 1 𝐻𝑒+ 𝑖𝑜𝑛 (1.6 × 10−19 𝐶)
 
For a frame of 36 µm2 area, with 262144 pixels, 2 µs beam dwell time per pixel, and a beam current 
of 34.3 pA, the ion fluence was calculated as 3.12 × 1014 ions cm-2. 
In order to calculate the milling depth, the sputter fluence (atoms removed per area by the 
incident He+ ion beam) was calculated. Sputter fluence was calculated using: 
𝑆𝑝𝑢𝑡𝑡𝑒𝑟 𝑓𝑙𝑢𝑒𝑛𝑐𝑒 = 𝑆𝑝𝑢𝑡𝑡𝑒𝑟𝑖𝑛𝑔 𝑌𝑖𝑒𝑙𝑑 × 𝐼𝑜𝑛 𝐹𝑙𝑢𝑒𝑛𝑐𝑒 
The sputtering yield was calculated using Stopping and Range of Ions in Matter (SRIM) software 
by J. F. Ziegler [27]. SRIM is based on the Monte Carlo simulation method and can calculate the 
sputter yield (number of atoms ejected from a surface by an ion hitting the surface with a certain 
energy). The software requires (1) the incident beam ion, (2) the incident beam energy, (3) the ion 
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angle, and (4) the sputtering target material. For the estimation of the thickness of the low He-iSE 
yield film the following parameters were used: 
(1) The incident beam ion: He+ 
(2) The incident beam energy: 25 keV 
(3) The ion angle: 0 ° (perpendicular to the surface) 
(4) Sputtering target material: SRIM in-built amorphous carbon on ionic-bonded LiCoPO4. 
The low He-iSE yield region was assumed to be amorphous carbon-rich as subsequent 
depth profiling in presented in 4.5.5 showed a high yield of C2- and C+ at the surface of the 
electrode. It is also known that carbon containing compounds which form as a result of 
electrolyte degradation are typically amorphous [23]. As the chemistry of the electrode 
surface is more complex, the thickness value calculated using the SRIM method is an 
estimate. 
SRIM modelling estimated the sputtering yield of amorphous carbon on LiCoPO4 as 0.0497 atoms/ 
ion. From this the sputter fluence for the example frame described above was found to be 1.55 × 
1013 atoms cm-2 
The depth sputtered could be estimated using: 
𝐷𝑒𝑝𝑡ℎ 𝑆𝑝𝑢𝑡𝑡𝑒𝑟𝑒𝑑 =
𝑆𝑝𝑢𝑡𝑡𝑒𝑟 𝐹𝑙𝑢𝑒𝑛𝑐𝑒
𝐴𝑡𝑜𝑚𝑖𝑐 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝐴𝑚𝑜𝑟𝑝ℎ𝑜𝑢𝑠 𝐶𝑎𝑟𝑏𝑜𝑛
 
The atomic density of amorphous carbon was 5.03 × 1022 atoms cm-3, which was calculated 
assuming the density of amorphous carbon was 1 g cm-3.  
The total depth sputtered was calculated using: 
𝑇𝑜𝑡𝑎𝑙 𝑑𝑒𝑝𝑡ℎ 𝑆𝑝𝑢𝑡𝑡𝑒𝑟𝑒𝑑 =  
𝑆𝑝𝑢𝑡𝑡𝑒𝑟 𝑓𝑙𝑢𝑒𝑛𝑐𝑒
𝐴𝑡𝑜𝑚𝑖𝑐 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝐴𝑚𝑜𝑟𝑝ℎ𝑜𝑢𝑠 𝐶𝑎𝑟𝑏𝑜𝑛
 × 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒𝑠 
For the example frame, the depth sputtered was 0.003 nm. The total depth sputtered was 
calculated over 130 frames imaged and found to be 0.2 nm. 
0.2 nm suggests the film was 1 atomic layer thick. As the contrast of the film varies, but does not 
reveal the microstructure underneath with increasing milling time (Figure 4.8 (b)), this estimate is 
incorrect as 1 atomic layer thickness is unlikely to result in contrast differences in HIM and ILD 
SEM (Figure 4.7 (b) and (f)). The error most likely occurred because the system is more 
complicated than amorphous carbon on top of LiCoPO4 using SRIM. As will be shown in 4.5.4, the 
layer does not only consist of carbon, and the SRIM used here assumes only single ions are 
sputtered, negating the possibility of sputtering clusters of ions. 
The film is visible on in-lens eSE detector images (Figure 4.9). The resolution limit of an SEM is 2 
nm [12], suggesting the film is at least greater than 2 nm thick. 
4.5.3.2 Influence of Microscope Type and Beam Conditions on Microstructure 
Characterisation 
Imaging of electrodes cycled for 10 complete cycles was performed in an SEM with ILD and ETD 
detectors to compare the detection of the low He-iSE yield layer when imaging with an incident 
He+, and electron beam. The same area of electrode was imaged using He+-iSE signals using an 
ETD detector, and SEM eSE signals using ETD and ILD detectors (Figure 4.9).  
PhD Thesis- Laura Wheatcroft 
75 
 
Figure 4.9 (b) shows that the surface film has low secondary electron yield using an ILD detector, 
similar to HIM imaging in Figure 4.9 (c). However, the edges of the film are sharper using higher 
resolution He-iSE imaging compared with ILD electron induced secondary electron (eSE) imaging. 
The film has similar contrast to the binder- C65- rich regions when using an ETD (Figure 4.9 (a)), 
making it more difficult to distinguish. 
 
Figure 4.9: Images of the top surface of a 10th cycle discharged C-LiCoPO4 electrode taken with different incident beam 
and electron detectors; (a)- ETD-eSE- Everhart Thornley detector electron induced secondary electron image, (b)- ILD-
eSE- In-lens detector electron induced secondary electron image, (c)- He+- iSE- Helium ion induced secondary electron 
image with a negative stage bias. Reproduced with permission from [26]. Copyright 2020, the American Chemical 
Society. 
It should be noted that the ETD and ILD images in Figure 4.9 (a) and (b) were taken after the HIM 
resulting in 1 week of air exposure due to travel from Germany, and a lack of access to glove boxes 
for sample storage.  
Figure 4.10 shows an SEM ETD eSE image, and an SEM ILD eSE image of the same area of a 10th 
cycle discharged electrode taken with 1 min of electrode air exposure. The ILD eSE image clearly 
shows a low electron induced secondary electron yield film, similar to Figure 4.9 (b), however, a 
film is not visible on the electrode surface when using ETD eSE imaging. By contrast, the ETD image 
of the electrode exposed to air for 1 week in Figure 4.9 (a) shows evidence of a clear surface film. 
The air exposure likely caused the low He-iSE film to oxidise, causing the film to appear thicker in 
the images. Therefore, the film imaged in Figure 4.9 (a) did not result from electrochemical cycling. 




Figure 4.10: SEM eSE images of a 10th cycle discharged electrode exposed to air for 1 min, taken using at 5 kV, and 0.4 
nA beam current with (a) and in-lens detector, and (b) an Everhart Thornley Detector. The circled regions represent the 
same region on each micrograph. Adapted with permission from [26]. Copyright 2020, the American Chemical Society. 
Figure 4.11 shows SEM ILD eSE images at different beam currents and incident beam voltages. As 
stated in 4.3.1.1, increasing the beam voltage, increases the electron penetration depth and 
electron interaction volume. 
The images in Figure 4.11 are of the same area on the 10th cycle discharged electrode as the BSE, 
and ILD eSE in Figure 4.7 (g), and (h), and the ILD, and ETD eSE images in Figure 4.10 (a), and (b). 
The region consists of a large, ~ 20 µm diameter C-LiCoPO4 in the bottom right hand corner of the 
images. The large C-LiCoPO4 agglomerate is surrounded by smaller C-LiCoPO4 agglomerates (1- 10 
µm in diameter). C65 and binder-rich clusters exist in-between the C-LiCoPO4 agglomerates. Low 
eSE yield films are present on the C-LiCoPO4 agglomerates. However, on the large C-LiCoPO4 
agglomerate, the film is concentrated at the centre of the agglomerate, with mottled contrast on 
the outside of the particle. 
Comparing the ILD eSE image of the large agglomerate in the bottom right hand corner in Figure 
4.10 (a), with the ILD eSE images of the same agglomerate in the bottom right hand corner in 
Figure 4.11 shows initially the low eSE film covered the whole agglomerate. The image in Figure 
4.10 was taken prior to the images in Figure 4.11. The disappearance of the layer implies the 
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electron beam damaged the layer. The remaining low eSE region on the large agglomerate in the 
images in Figure 4.11 was likely thicker than the layer on the outside of the agglomerate. 
The image of the low eSE layers on all the agglomerates is crispest at 1 kV beam voltage and 50 
pA beam current (Figure 4.11 (f)). At 1 kV, and 50 pA detail can be observed in the low eSE yield 
region on the large agglomerate. Lowering the beam voltage reduced the penetration depth, 
making imaging more surface sensitive, whilst lowering the beam current reduced charging effects 
as fewer eSEs are generated. 
At higher beam currents (100- 200 pA) at 1 kV the surface layer contrast difference is less 
pronounced and the images are brighter (Figure 4.11 (d) and (e)). The higher electron beam 
current SEM images appear brighter due to more incident electrons resulting in a higher eSE yield.  
For a given beam current at 5 kV beam voltage (Figure 4.11 (a), (b) and (c)), the film eSE yield is 
lower than the 1 kV images (Figure 4.11 (d), (e), and (f)). However, due to a deeper electron escape 
depth the edges of the dark regions are not well defined, and also appear streaky, blurring the 
edges of the surface layer (Figure 4.11 (a), (b) and (c)). The streakiness of the low secondary 
electron yield regions layer is a charging effect and implies the surface layer is in the positive 
charging regime, potentially because the layer is insulating. The presence of an insulating surface 
layer may help explain the rise in overall cell resistance shown in Figure 4.6 (c).  
The HIM imaging and ILD voltage variations presented demonstrate the importance of optimising 
microscope settings to study microstructure of the electrode and CEI layer. 




Figure 4.11: SEM ILD-eSE images of the same region of a 10th cycle discharged C-LiCoPO4 electrode top surface using 
different incident electron beam currents (200 pA, 100 pA and 50 pA) and voltages (5 kV and 1 kV). 
4.5.4 Chemical Characterisation with Ne+ ion ToF SIMS 
Ne-ion ToF SIMS is used here as a new method to enable site-specific chemical characterisation of 
the electrode surface in the HIM.  Calibration of the SIMS spectra is described in 4.5.4.1. The ToF 
SIMS, positive and negative mode spectra of uncycled and cycled electrodes are presented in 
4.5.4.2. and justification for identification of the ion fragments is detailed in 4.5.4.3. 
4.5.4.1 Calibration of the SIMS spectra 
Ne+ ion ToF SIMS spectra collected from the HIM are recorded as ion counts against channel 
number. The channel number refers to the channel on the microchannel plate (MCP) at the end 
of the extraction which the ions impact. The set-up is detailed in [10], [11], and shown in Figure 
4.10. Due to ion separation resulting from different relative velocities, heavier ions will hit 
different channels on the MCP than lighter ions. Calibration of the channel number with the mass 
to charge ratio of some known ions allows the mass to charge ratios of other ions detected by the 
MCP to be know, provided the milling rate is uniform and the sample is homogeneous. Given that 
the electrodes weren’t polished of the sample, and the milling rates vary depending on whether 
the region is binder or agglomerate rich, the intensity counts from the ToF-SIMS spectra are not 
used as precise measures of ion fragment concentration in these experiments. 




Figure 4.12: Schematic of a helium ion microscope showing 1. The source and gas chamber, 2. Extractor, 3. Einzel lens I, 
4. Quadrupole, 5. Column isolation valve, 6. Aperture, 7. Blanking unit, 8. Faraday cup, 9. Octopole, 10. Einzel lens II, 11. 
The micro-channel plate (MCP) at the end of the ToF SIMS extraction tube, and 12. The sample holder. Red indicates the 
beam path. The ions from the sample holder (12) to the MCP plate at (11) are the sputtered secondary ions. Reprinted 
with permission Ultramicroscopy, 162, 2016, 91-97. Copyright (2016) Elsevier,  [11]. 
A negative and positive SIMS spectra of ion yield against channel number for the uncycled 
electrode is shown in Figure 4.13. The ion counts per channel were an order of 10 greater for the 
positive SIMS spectrum, compared with the negative SIMS spectrum (Figure 4.13 (a), and (b)). The 
positive SIMS collection area was 375 µm2. The spectrum collection area was not recorded for the 
negative SIMS spectrum. Given the ion counts are similar to the ion counts per channel of the 
depth profiles, it is likely the sample area was ~ 1 µm2. The purpose of this section of the thesis is 
to demonstrate calibration of the SIMS spectra. The impact of the collection area error will be 
discussed in 4.5.4.2, and 4.5.4.3. 




Figure 4.13: ToF SIMS Spectra showing Ion Counts per Channel against Channel number for (a) negative SIMS, and (b) 
positive SIMS. The Channel numbers of peaks used in calibration are displayed.  
In order to identify the ion fragments, channel number must be converted to mass to charge ratio 
by calibrating each spectra to peaks with known mass to charge ratios. In this work, the identity 
of each peak was deduced based on knowledge of what elements were contained within the 
uncycled electrode and what elements are likely to appear in positive or negative mode SIMS given 
the relative sensitivity factors of each element (Figure 4.4 and Figure 4.5).  
It is known that uncycled cell components contain the following species: 
• Active material: LiCoPO4 
• Active material carbon coating: C 
• Conductive additive: (Carbon black) C 
• Binder: -(C2H2F2)n- 
Table 4.2 details the cell components, the associated single element ion components which may 
form and whether they will be more likely detected in positive or negative SIMS mode based on 
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Table 4.2: Cell components, the associated single element ion fragment, the mass to charge ratio of the fragment, 
whether the fragment is most likely to occur in positive or negative SIMS mode and the peak guess channel number.  
Component Ion Mass to Charge (m/ 
z) ratio (u) 
Positive or 
Negative SIMS 
Peak guess Channel 
Number 
LiCoPO4 Li+ 6 or 7 Positive Li-7: 1720, Li-6: 1856 
O- 16 or 18 Negative O-16: 2832 
P- 31 Negative  
Co+ 59 Positive  
Conductive 
Additive 
C- 12 or 14 Negative C-12: 2440 
C- 12 or 14 Negative  
Binder H+ or 
H- 
1 or 2 Positive or 
Negative 
H-1: 720,  
F- 19 Negative F-19: 3088 
 
Single element ion fragments were considered because lower channel counts result from lower 
mass to charge ratio fragments. The RSF values shown in Figure 4.4 and Figure 4.5 show that Li+ 
ions will occur in positive SIMS spectra, and O-, and F- ions will occur in negative SIMS spectra (see 
Table 4.2). Therefore, as the majority of the elements present in LiCoPO4 electrodes occur within 
the first 20 elements of the periodic table, the potential identities of the lower channel number 
peaks were limited, allowing their identities to be deduced. For example, on both the positive and 
negative SIMS spectra (Figure 4.13 (a) and (b)), the first peak which occurs is a high intensity peak 
at 720 and 744 in the positive and negative spectra respectively.  The lowest mass to charge ratio 
which could be present is for H+ and H- (1 u). Therefore, the first peak is identified as to be 1 u. 
Different mass guesses for the peaks were attempted until the peak channel numbers in the 
spectra calibrated to within ± 0.2 u of an integer mass to charge ratio (m/z). The accuracy of within 
± 0.25 u of an integer was chosen because ion fragments must have an integer value due to mass 
number being based on the number of protons and neutrons in the nucleus (unless the ion 
fragments have a +2 or +3 charge, when the value will be .5 or .3333). The ± 0.25 u value was 
chosen as an accuracy marker based on previous calibration work by Klingner et al. [11]. 
Figure 4.14 shows ∆m/z against channel number for the positive and negative SIMS 10th cycle 
discharged spectra in Figure 4.13. ∆m/z is the difference between the calculated m/z ratio and the 
integer m/z ratio of each peak. Figure 4.14 shows that for all the peaks (except one peak in the 
positive SIMS spectrum at channel number 4447 (41 u), the peak fitting errors were within the 
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acceptable error limits (± 0.2 u). It is possible the channel number 4447 peak in the positive SIMS 
spectra is an ion with a m/z ratio of 41.5 u. 
 
Figure 4.14: m/z charge ratio error (∆m/z) against the channel number for (a) the positive, and (b) the negative SIMS 
spectra in Figure 4.13. 
For calibration, the calibration software developed by Klingner et al. [11] required the identity of 
at least 4 of the peaks to be deduced, and the maximum of the peak to be known. Maxima were 
calculated by fitting each peak to a Gaussian curve for each peak in the calibration software. As 
demonstrated by the broadness of the peaks in Figure 4.13, calibration was less accurate for 
broader peaks.  
Another error which affected calibration included peak doublets, caused by poor alignment of the 
spectrometer with the sample, hence ions of the same mass to charge ratio took slightly different 
time to reach the MCP. Doublets occurred on the low m/z ratio fragments of some of the spectra. 
The occurrence of doublets caused the true maxima to be inaccurate.  
The doublet error on some of the SIMS spectra resulted in the calibration of the lower m/z ratio 
ion (up to 19 u) to have a calibration with an error of ±0.5 u. As not all the spectra contained 
doublets, and no extra peaks occurred on spectra containing doublets, the identities of the peaks 
could be deduced from mass spectra which did not have the doublet error. 
4.5.4.2 Ne-ion ToF SIMS spectra and mapping of cycled and uncycled electrodes 
Figure 4.15 shows the positive (a) and negative (b) Ne+ ion SIMS spectra of an uncycled C-LiCoPO4 
electrode, and an electrode at the 10th cycle in the discharged state.  
The concentrations of the ions sputtered have not been calculated because the beam conditions 
varied (the current dropped) when acquiring the spectra. Moreover, the electrode surface was 
rough which may have influenced sputtering yield of some ions. As the conditions were not 
identical when collecting the spectra, it is difficult to attribute small changes in peak intensity to 
phenomena such as absolute concentration. The analysis of the SIMS spectra will therefore be 
qualitative. 
The positive spectra in Figure 4.15 (b) show that no new mass to charge ratio peaks appear on the 
surface of the cycled electrode compared to the uncycled electrode. On both the uncycled and 
the 10th cycle discharged SIMS spectra, the most intense peaks occur at 6 u, 7u and 59 u. The 59 u 
peak shape is broader than the 6 u and 7 u peaks. 
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The negative spectra in Figure 4.15 (a) shows that a number of new mass to charge ratio peaks 
appeared on the cycled electrode, compared to the uncycled electrode. Both the uncycled and 
cycled electrode surfaces had peaks at 12 u, 16 u, 19 u, 24 u, 31 u, 63 u and 79 u. However, the 
peaks at 63 u and 79 u were more intense on the cycled electrode SIMS spectra compared to the 
uncycled spectra. A series of new peaks formed on the cycled electrode, the most intense being 
at 35 u, 37 u, 45 u, 82 u and 85 u. 
The overall ion count of the uncycled C-LiCoPO4 negative spectrum is an order of magnitude lower 
than the other SIMS spectrum in Figure 4.15. As stated in 4.5.4.1 the lower ion counts on the 
uncycled SIMS spectrum likely occurred because the collection area was smaller than the 
collection area of the other SIMS spectra (375 µm2). The uncycled SIMS collection area was not 
recorded, but estimated as ~1 µm2. 
The area difference error may result in some peaks not occurring because the signal is contained 
within the background noise, making the qualitative observations invalid. Higher sampling areas 
result in a higher secondary ion yield, and hence less noise, so for lower secondary ion yield peaks, 
such as 82 u, and 85 u, the peaks may have occurred within the noise of the uncycled SIMS spectra.  
However, comparison with other SIMS spectra collected show that the yield of 82 u, and 85 u 
significantly increased on cycling. The depth profiles presented in subsequent chapters were also 
checked for 82 u, and 85 u peaks. Depth profiles were taken over 0.5- 1.5 µm2 sample (depending 
on the feature size). 82 u, and 85 u did not occur in the uncycled depth profile spectra, but did 
occur on cycled spectra taken closer to the surface of cycled electrodes. 
 
Figure 4.15: Ne-ion secondary ion mass spectra of the top surface of an uncycled electrode and the 10th cycled 
electrode in (a) negative and (b) positive mode. SIMS spectra are an average over 375 µm2 for the positive SIMS 
spectra (b), and the Negative cycled spectra (a), and hence encompass the low He-iSE yield layer, C-LiCoPO4 
agglomerates and binder/ C65. The area of the uncycled negative SIMS collection area is unknown. The m/z ratios for 
peaks used in the discussion are identified. Reproduced with permission from [26]. Copyright 2020, the American 
Chemical Society. 
The unique advantage of using ToF-SIMS in the HIM for chemically characterising the electrode 
surface is the direct high spatial resolution correlation of microstructure changes with chemistry 
using ToF SIMS mapping, including detection of Li (Figure 4.16). The SIMS maps in Figure 4.16 (a-
f) are of the same region as the He-iSE image in Figure 4.16 (g), and the Ne-iSE image in Figure 
4.16  (h) on a 10th cycle discharged electrode. It should be noted the contrast inverts for the Ne-
iSE image, so the low surface film appears lighter than the surrounding areas. 
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The maps in Figure 4.16 were constructed by plotting the total yield intensity of the area under 
the peaks in Figure 4.15. The peak minimum and maximum m/z values were defined by the 
intersections of the fitted Gaussian curve with the m/z axis. If it was obvious the program defined 
maximum included a neighbouring peak, the minima and maxima were manually adjusted so the 
counts included in the map did not include neighbouring peaks. As a result, the channel widths 
defining the peaks varied depending on the broadness of the peak in the total SIMS spectra. 
The maps show that the low He-iSE yield layer regions are rich in 59 u, 63 u, 7 u and 16 u ions 
compared to the binder and C65-rich regions. Ion fragments with 19 u m/z are more concentrated 
in the binder-rich regions compared to the low He-iSE yield layer, but are still present in the low 
He-iSE yield layer. Ion fragments with 12 u m/z ratio appear marginally more concentrated on the 
low He-iSE yield layer regions than in the binder- C65-rich regions.  
 
Figure 4.16: SIMS maps of the electrode top surface of a 10th cycle discharged C-LiCoPO4 electrode imaged at a tilt 
angle of 54 °. The colour gradient scales are secondary ion counts per pixel. The maps presented are (a) 7 u (Li+), (b) 12 
u (C-), (c) 16 u (O-), (d) 19 u (F-), (e) 59 u (Co+), (f) 63 u (PO2-). The white dotted circle represents the low He-iSE yield 
layer region circled on the He-iSE image in (g), and the Ne-iSE image in (h). Reproduced with permission from [26]. 
Copyright 2020, the American Chemical Society. 
4.5.4.3 Identification of the mass fragments 
Comparing the spatial distribution maps in Figure 4.16 to the spectra in Figure 4.15 allows the ion 
fragments to be identified. For multiple element fragments, the SIMS spectra were also compared 
to previous work using SIMS on cycled electrodes. As this is the first example of Ne+ ion ToF-SIMS 
on LiCoPO4 electrodes, the results were also compared to Cs+ ion SIMS work on high voltage 
electrodes using the same electrolyte [23] 
The identities of the peaks which change significantly in the spectra, or are an area of interest for 
depth profiling are detailed in Table 4.3. Table 4.3 also shows the supporting evidence for the 
identity of the ions resulting in the peaks in Figure 4.15. 
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Table 4.3: Table showing the mass to charge (m/z) ratio, the identified ion fragment, origin of fragment and the 













12 C- C-coating or 
Binder 
C expected on the surface as part of carbon coating, 
and binder. 12 u is present across the whole surface 
(Figure 4.16 (b)) 
16 O- LiCoPO4 O expected from LiCoPO4. 16 u found on the LiCoPO4 
agglomerates (Figure 4.16 (c)) 
19 F- Binder F expected from binder areas. 19 u found on binder 
rich regions of the electrode (Figure 4.16 (d)). 
24 C2- C-coating or 
binder 
Previously found from carbon additive and binder 
components with Cs+ SIMS [23].  
31 P- LiCoPO4 P expected on the surface from LiCoPO4. Peak was too 
weak to confirm via mapping. Presence on uncycled 
electrodes means it is unlikely to be electrolyte 
degradation fragments, such as CH3O- [23]. 
35 OF- Degradation 
product 
35 u is only found on cycled electrodes so is a fragment 
from degradation on the surface. Similar fragments 
were found by Manthiram et al. [28]. Mass fragment at 
37 u, likely to be O18 isotope of OF-. 
37 O18F- Degradation 
product 
O-18 is an isotope of O [29]. Product is similarly only 
found on surface of cycled electrodes. 
45 LiF2- Degradation 
product 
A typical fragment found on high voltage electrodes 
cycled with LiPF6 electrolytes. Forms from LixPO7Fz, or 
LiF [23]. 
63 PO2- LiCoPO4/ 
Degradation 
product 
Could originate from PO4 tetrahedra in LiCoPO4, or 
from LixPOyFz components. Previously found on LiPF6 
electrolyte high voltage cathodes using Cs+ SIMS [23]. 
79 PO3- LiCoPO4/ 
Degradation 
product 
Could originate from PO4 tetrahedra in LiCoPO4, or 
from LixPOyFz components. Previously found on LiPF6 
electrolyte high voltage cathodes using Cs+ SIMS [23]. 
Depth profiles in Figure 4.19 (a, b, and c) show 79 u 
follows 63 u trend, so likely both are likely to be similar 
products. 
85 POF2- Degradation 
product 
Could originate from LixPOyFz components. Previously 
found on LiPF6 electrolyte high voltage cathodes using 
Cs+ SIMS [23]. Similarities with F- trend in the negative 
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depth profiles imply the fragment contains F Figure 




6 Li(6)+ LiCoPO4 Li-6 is an isotope of Li with an isotopic abundance 
(mole fraction) of 0.019- 0.078 [29].  
Lowest mass number expected (aside from H-1, and H-
2). 
Expected on SIMS spectra, but with less intensity than 
Li-7. 
7 Li(7)+ LiCoPO4 Li-7 is an isotope of Li with an isotopic abundance of 
0.922-0.981 [29]. 
Expected on SIMS spectra, but with greater intensity 
than Li-6. 
59 Co+  LiCoPO4 59 u is the only stable isotope of Co [29]. 
Co+ could originate from LiCoPO4. The broadness of the 
Co+ peak in Figure 4.15, suggests the ion originates 
from the bulk due to the broad energy distribution of 
ions sputtered from a bulk material. 
Co+ is less mobile than Li+, so it is Surprising Co+ is 
visible on the surface of electrodes when mapping 
(Figure 4.16 (e)), through a 2- 8 nm carbon layer on the 
electrodes, unless it is in the layer. 
59 Li3F2+ Degradation 
Product 
Previous Bi+ SIMS analysis of high voltage materials 
cycled with LiPF6 in EC/ DMC identified 59 u as Li3F2+ 
[30]. 
Li3F2+ fragments form cathode electrolyte interphase 
(CEI) components [30].  
59 u peak in Figure 4.15 (a) is broad, possibly due to Li-
7 and Li-6 isotopes present in Li3F2+ (6Li27LiF2+, 6Li7Li2F2+, 
and 7Li3F2+) [30], although no other significant Li and F 
containing fragments were identified. 
If 59 u is Li3F2+, it is surprising it is present on uncycled 
electrodes (Figure 4.15 (b)) as Li3F2+ forms as a 
fragment of CEI layer species which form when the 
electrode is cycled [30]. 
 
4.5.5 Cycling Behaviour of the Electrodes  
He-iSE images of the C-LiCoPO4 electrode surfaces were taken under comparable imaging 
conditions at different cycle numbers to assess how the electrode microstructure varies with cycle 
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life (Figure 4.17). After being charged to 5.1 V vs. Li/ Li+ on the 2nd, 5th and 10th cycles a low He-iSE 
yield layer is present (Figure 4.17 (a), (b) and (c)), indicating that the layer forms at high voltages.  
There are no low He-iSE yield regions (dark contrast regions) on the surface of the discharged 
electrode after the second cycle (Figure 4.17 (d)), indicating the layer is either not present or very 
thin. Given all the electrodes in Figure 4.17 had the same pre-imaging treatment, the lack of layer 
on the 2nd cycle discharged electrode (Figure 4.17 (d)) implies dissolution of the layer during 
cycling. 
After the 5th cycle, the low He-iSE yield layer is visible in the discharged state (Figure 4.17 (e)), 
however regions of variable contrast indicate the thickness of the layer is in-homogeneous. In-
homogenous thickness suggests partial dissolution of the low He-iSE layer dissolution on 
discharge. 
On the 10th cycle electrode, in the discharge state (Figure 4.17 (f)), there is less contrast variability 
of the low He-iSE yield regions compared with the 5th cycle discharged cycle electrode (Figure 4.17 
(e)). Increased homogeneity of the low He-iSE layer at later cycles correlates with the increase in 
resistance and loss of capacity in Figure 4.6.  
 
Figure 4.17: He+-iSE images of the top surface of cycled electrodes showing the variation in microstructure with cycle 
number and state of charge. Dark contrast corresponds to the low He-iSE yield surface layer and light contrast 
corresponds to binder/ C65- rich regions. ‘Charged’ samples (a-c) were charged to 5.1 V vs. Li/ Li+ and de-crimped on the 
cycle number shown. Similarly, ‘Discharged’ samples (d-f) were discharged to 2.5 V vs. Li/ Li+ on the cycle number shown. 
The white dotted line on the images represents the line used to quantify the contrast differences in Figure 4.18. 
Reproduced with permission from [26]. Copyright 2020, the American Chemical Society. 
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In order to quantify the changes in signal collected from low He-iSE yield regions, and high He-iSE 
yield regions, the normalised signal collected across a single image was collected (Figure 4.18). 
The normalised grey scale represents the signal (measured in grey scale) at a point in the image, 
divided by the highest grey scale signal measured on that image. For the charged samples, the low 
He-iSE yield layer regions have 0 grey scale signal, indicating no detectable helium ion induced 
secondary electron emission. For the discharged samples, the signal does not drop to zero. The 
results may indicate secondary electron emission from the low He-iSE regions results from the 
underlying C-LiCoPO4 due to a thinner surface layer. 
The regions showing inhomogeneous He-iSE yield in Figure 4.17 (e) and (f) (the discharged 
samples) are predominantly on larger agglomerates, consistent with the presence of residual CEI 
at the centre of the large agglomerate in Figure 4.11.  
 
Figure 4.18: Normalised grey scale signal line profiles of the images in Figure 4.17. The white dotted line on the images 
in Figure 4.17 indicate the regions the line profiles were taken from. The grey scale has been normalised to the maximum 
value for each image. The grey boxes indicate low He-iSE surface layer regions on the image. Reproduced with 
perimission from [26]. Copyright 2020, the American Chemical Society. 
4.5.5.1 Ne-SIMS Depth Profiles of the C-LiCoPO4 Agglomerates 
Ne-SIMS chemical depth profiling (Figure 4.20) was performed on cycled C-LiCoPO4 primary 
particle agglomerates with a low He-iSE yield surface layer present (see Figure 4.17) to investigate 
the variation in surface chemistry with cycling [26]. A schematic of the microstructure of the cycled 
C-LiCoPO4 agglomerate electrode surface is shown in Figure 4.19. Cycled electrode agglomerates 
consist of 300 nm carbon coated LiCoPO4 primary particles, binder, and CEI layer. Ne-SIMS depth 
profiles of the C-LiCoPO4 agglomerates contain sputtered ion fragments originating from all three 
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components throughout milling (Figure 4.19).  The lateral width of the scanned areas was larger 
than one LiCoPO4 primary particle (between 0.5 and 1.5 µm field of view, depending on the region 
of interest), hence up to 3 regions were sampled on each sample. The trends discussed in this 




Figure 4.19: Schematic of a C-LiCoPO4 agglomerate as the Ne+ ion beam mills through the sample. The arrow indicates 
the milling direction. As the ion milling area is larger than a single C-LiCoPO4 particle, multiple components are 
scanned during a SIMS depth profile as the ion beam mills through the sample. Reproduced with permission from [26]. 
Copyright 2020, the American Chemical Society. 
The SIMS depth profiles in Figure 4.20 are presented as measured ion intensities normalised to 
the maximum count measured for the individual fragment to qualitatively compare changes in 
surface layer chemistry between different cycle numbers post-mortem [26]. It was not possible to 
quantify the sputtered ion yield as sample concentration because the cathode surface is too 
complex to be modelled with SRIM due to surface roughness and the presence of multiple 
different components with different sputtering yields. Standard depth profiles were not taken as 
in [31].  
The normalised ion yields are plotted against Ne+ ion fluence in Figure 4.20. Ne+ ion fluence is the 
product of the beam current and milling time, divided by the milling area [26]. The ion yields are 
not plotted against depth as quantifying the Ne-SIMS sputtering depth and sputtering rate is 
difficult for an electrode. Sputtering depth can be calculated by measuring the depth of the 
sputtering crater and calculating a sputtering rate. Surface roughness makes post-measurement 
optical profiling to measure the sputter crater depth difficult. A crater deep enough to be 
measured with post-milling optical profiling could be created using long milling times [23]. 
However, in Ne-SIMS in the HIM long milling times are difficult due to the instability of the Ne-FIB 
trimer, as discussed in 4.3.2.2. 
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The ions analysed in the negative SIMS depth profiles in Figure 4.20 (a), (b), and (c) are 16 u (O-), 
19 u (F-), 24 u (C2-), 63 u (PO2-), 79 u (PO3-) and 85 u (POF2-) [26]. Table 4.4 identifies where the 
fragments originate. O-, and F- were chosen as these are the most intense peaks on the spectra in 
Figure 4.15 (a). C2- was chosen to represent carbon as the O- peak overlapped with the C- peak 
when the O- peak intensity increased during depth profiling, resulting in an inaccurate depth 
profile for the 12 u ion. PO2-, PO3-, and POF2- were chosen as their ion yields were significantly 
higher on cycled electrode surfaces compared to the uncycled electrode (see Figure 4.15 (a)). 
On the cycled electrodes, a surface layer is present on the C-LiCoPO4 agglomerates (as identified 
in the He+ iSE images, Figure 4.17 (a, b, and c)). The Ne-SIMS depth profiles of the 20th cycle 
discharged electrodes (Figure 4.20 (b) and (c)) show POF2- on the surface. POF2- was not present 
on the surface (or through the depth profile) of the uncycled electrode (Figure 4.20 (a)), consistent 
with the results in Figure 4.15 (a). A 85 u (POF2-) peak was also detected on the second cycle 
charged electrodes. The depth profile is not plotted in Figure 4.20 (b) because the relative intensity 
of the 85 u peak for the second cycle charged electrode was small. 
The yield of F- and POF2- follow similar trends on the 10th cycle discharged electrode depth profiles 
(Figure 4.20 (b), and (c)), with both fragments exhibiting relatively constant concentrations 
throughout the milling. The presence of POF2- at the surface of cycled electrodes is consistent with 
the layer forming as a result of electrolyte oxidation. 
Ne-SIMS depth profiling shows the transitions between different components of the LiCoPO4 
agglomerates (detailed in Figure 4.20 (g)) based on the appearance of maximum counts from 
different fragments during milling. Sputtering into the uncycled electrode (Figure 4.20 (a), initially 
F- is high, indicating a thin layer of surface binder. The C2- yield remains high as the F- yield drops 
indicating milling progress into the carbon coating layer on the LiCoPO4 particles. O-, PO2- and PO3- 
have the highest yield towards the end of the depth profile, representing milling into the LiCoPO4-
rich region bulk. The yields of the ion fragments of binder and carbon layer do not drop to zero as 
the agglomerates are porous, and particles randomly distributed within the milling area (see 
Figure 4.19).    
In the depth profile of the 2nd cycle charged electrodes, the Ne-SIMS depth profiles (Figure 4.20 
(b)) show that the highest yields of F-, C2-, and O-, PO2- and PO3- occur in a similar sequence to the 
uncycled electrode. However, the yields of O-, PO2-, and PO3- increase, and C2- yield decreases, 
after less Ne+ ion fluence (after less depth) during depth profiling on the second cycle charged 
sample (Figure 4.20 (b)) compared to the uncycled electrode (Figure 4.20 (a)). The increase in O-, 
PO2-, and PO3-, and decrease in C2- yield after less Ne+ ion fluence implies changes (potentially 
chemical intermixing) to the carbon coating layer during cycling.  
The transition between the highest yield of O-, PO2-, and PO3- and the lowest C2- yield occurs after 
more Ne+ ion fluence on the 2nd cycle charged electrode (Figure 4.20 (b)) compared with the 10th 
cycle discharged electrode (4.20 (c)). The occurance of the transition after less milling implies 
further chemical changes to the carbon coating, and a shifting of interfaces with increased cycling. 
The ions analysed in the positive Ne-SIMS depth profiles of the C-LiCoPO4 agglomerates (Figure 
4.20 (d), (e), (f)) are 7 u (Li+), 12 u (C+) and 59 u (Co+) (see Table 4.4). Li+ was analysed to confirm Li 
presence in the CEI layer. C+ was measured to represent the carbon-coating layer. The ionisation 
efficiency of C in positive SIMS is less than in negative SIMS, so the C+ trends in the positive SIMS 
depth profiles (Figure 4.20 (d), (e), and (f)) do not match the C2- trends in the negative depth 
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profiles (Figure 4.20 (a), (b), and (c)). As discussed previously in 4.5.4.3, 59 u ion fragments could 
originate from either Co+, or Li3F2+, or be a contribution from both. 
Lithium is expected near the surface of uncycled electrodes and any discharged electrodes 
because the discharged state of LiCoPO4 is LiCoPO4 [32]. Ne-SIMS depth profiling of the uncycled 
C-LiCoPO4 agglomerate shows that initially the Li+ yield increases (Figure 4.20 (d)). The depth 
profile of the 10th cycle discharged electrode, known to have a surface layer, also exhibits an initial 
increase in Li+ yield, but the maximum yield of Li+ occurs deeper into the agglomerate (Figure 4.20 
(f)). 
Sputtered Li+ ions are detected at all sputtered depths, corresponding to both the carbon-coating 
in the uncycled electrode, and the surface layer in the 10th cycle discharged electrode (Figure 4.20 
(d), (e), and (f)). 
If the electrode was fully charged, lithium is not expected to be present on the charged electrodes 
(Figure 4.20 (e), and (f)), as the charged state of LiCoPO4 is CoPO4 [32]. However, a Li+-rich region 
is present on the surface of the 2nd cycle charged electrode, as shown by an increase in Li+ yield 
with depth, reaching a maximum after milling with 3.59  × 109 ions µm-2 (Figure 4.20 (e)). The Li+ 
yield then steadily decreases with depth away from the surface, indicating a layer of uncycled Li. 
Lithium was also detected on the surface of the 10th cycle charge electrode (Figure 4.20 (f)). The 
increase to the maximum yield of Li occurred after further ion milling (1.0 × 1010 ions µm-2) 
compared with the 2nd cycle charged electrode (3.59 × 109 ions µm-2).  The maximum Li+ yield 
occurred after an initial spike in 59 u yield after an ion fluence of 1.35 × 109 ions µm-2. 
Considering the positive Ne-SIMS depth profiles of the 59 u ion fragments (Co+ or Li3F2+), the 59 u 
yield steadily increases with Ne+ ion fluence/depth in both the uncycled electrode (Figure 4.20 (d)) 
and the 10th cycle discharged electrode (Figure 4.20 (f)). However, the 59 u maximum occurs after 
more Ne+ ion fluence in the 10th cycle discharged electrode (Figure 4.20 (g)). The gradual increase 
in the yield of 59 u is consistent with 59 u representing Co+ ions, as LiCoPO4 represents the bulk 
(as shown on Figure 4.19).  
The Ne-SIMS depth profile from the 2nd cycle charged electrodes both has the maximum yield of 
59 u at the outer surface of the electrode (Figure 4.20 (e)). The yield of 59 u decreases after milling 
further into the electrode surface. A similar trend was observed in the 10th cycle charged electrode 
(Figure 4.20 (f). The high yield of 59 u at the surface of charged samples is surprising if the 59 u 
signal originates solely from Co+, ions, since the Co+ yield should increase to a maximum when ion 
milling reaches the LiCoPO4-rich and CoPO4-rich bulk regions in the discharged and charged 
samples respectively. The high yield of 59 u at the outer surface of the charged electrodes could 
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Table 4.4: Table showing the m/z ratios, the associated ions, and their origin for the ions tracked in the depth profiles 
in Figure 4.20. 
Negative SIMS Depth Profiles 
m/z Ion Origin 
16 u O- LiCoPO4 
19 u F- Binder/ Surface Layer 
24 u C2- C65/ Binder/ Surface Layer/ C-coating 
63 u PO2- LiCoPO4/ Surface Layer 
79 u PO3- LiCoPO4/ Surface Layer 
85 u POF2- Surface Layer 
Positive SIMS Depth Profiles 
7 u Li+ 
12 u C+ 
59 u Co+/ Li3F2+ 
  




Figure 4.20: Depth profiles of C-LiCoPO4 agglomerates. (a), (b) and (c)- negative SIMS depth profiles of an uncycled, a 
second cycle, charged and a 10th cycle, discharged respectively. (d), (e), (f) and (g)- positive SIMS depth profiles of an 
uncycled, a second cycle, charged, a 10th cycle, charged and a 10th cycle, discharged electrode respectively. Positive and 
negative SIMS were not performed at the same point. The ion fragment intensities have been normalised to the highest 
intensity of each ion fragment in the depth profile. The ion fragments are: 16 u- O-, 19 u- F-, 24 u- C2-, 63 u- PO2-, 79 u- 
PO3-, 85 u- POF2-, 7 u- Li+, 59 u- Co+/ Li3F2+. Reproduced with permission from [26]. Copyright 2020, the American Chemical 
Society. 
4.5.5.2 S/TEM imaging of the C-LiCoPO4 Agglomerates 
To establish if the composition of the carbon layer had changed, STEM high angle annular dark 
field (HAADF) and bright-field (BF) imaging was performed (Figure 4.21).  
LiCoPO4 appears bright in the HAADF images (Figure 4.21 (c), (e), (g), and (i)), and dark in the bright 
field images (Figure 4.21 (b), (d), (f), and (h)). Carbon coating is visible on all the uncycled electrode 
TEM and STEM images (Figure 4.21 (a), (b), (c), (d), (e), and (f)). In the HAADF images the carbon 
coating has darker contrast than LiCoPO4, but brighter in the HAADF images. However, there is 
variation in thickness and contrast of the carbon coating between the images. 
TEM imaging of the uncycled electrode (Figure 4.21 (a)) shows the carbon coating (as an 
amorphous region) on the surface of the crystalline LiCoPO4. The electrode in this sample had 
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been micro-tomed so the image is of a cross-section of the particle. The carbon coating ranges 
from 5 nm to 8 nm thickness. 
The STEM images in Figure 4.21 are of non-micro-tomed electrode particles; the electrodes were 
prepared as described in 4.4.3. The carbon coating on the uncycled particles in Figure 4.21 (b) and 
(c) shows uniform contrast and is 2- 5 nm thick. The carbon coating on the uncycled particles 
Figure 4.21 (d), and (e) is also 2- 3 nm thick, however, a bright band of contrast is visible at the 
boundary between LiCoPO4 and the carbon coating. 
The variation in thickness of the carbon coating between the uncycled electrode TEM images and 
STEM images in Figure 4.21  is possibly due to the TEM image in Figure 4.21 (a) being of a cross-
section, and the images in Figure 4.21 (b), and (c) being of whole particles. The images are taken 
in transmission mode, so variations in sample thickness could confuse the thickness of a coating 
on the edges of the particles. 
The STEM images of the 10th cycle discharged electrode (Figure 4.21 (f), (g), (h), and (i)) show a 
coating on the edge of LiCoPO4. The coating in Figure 4.21 (f), and (g) is 6 nm, whilst in Figure 4.21 
(h), (i) the coating is 8 nm thick. 6- 8 nm is thicker than the carbon coating thickness measured for 
the uncycled electrode particles in Figure 4.21 (b), (c), (d), and (e) (2-3 nm), but similar to the 
carbon coating thickness measured in the TEM image in Figure 4.21 (a) (5- 8 nm). It is therefore 
difficult to determine if the coating is the carbon coating or a cycling effect, like the low He-iSE 
yield layer in Figure 4.17. 
A bright band of contrast is visible at the interface between the coating and LiCoPO4 on the 10th 
cycle discharged electrode HAADF image in Figure 4.21 (g), similar to the bright contrast visible on 
the uncycled electrode in Figure 4.21 (e). These contrast changes are consistent with local 
variations in composition, composed of a higher concentration of heavy element (Co dissolved 
from the adjacent LiCoPO4 ) consistent with the surface Co detected in the Ne-SIMS (Figure 4.20 
(d), (e), (f), and (g)). In addition, the local variations in coating thickness may also contribute to 
increased local scattering. 
On the BF and HAADF images of the cycled electrode in Figure 4.21 (f), and (g) darker regions (~ 2 
nm in diameter) on the BF image, and a corresponding bright region in the HAADF image, is visible 
at the coating/ LiCoPO4 interface and at the edge of the coating. As the contrast differences are 
visible on both the BF and HAADF images, it is likely this is a region of different composition, 
composed of a higher concentration of heavy element. This may imply heavy element, such as Co, 
dissolution. No evidence of similar behaviour was seen on the uncycled electrode images (Figure 
4.21 (b), (c), (d), and (e). 
 




Figure 4.21: TEM (a), STEM Bright Field (BF) (c, d, f, and h), and High Angle Annular Dark Field (HAADF) images (b, e, g, 
and i) of the uncycled electrode (a, b, c, d, and e), and 10th cycle discharged electrode (f, g, h, and i). Adapted with 
permission from [26]. Copyright 2020, the American Chemical Society. 
4.5.5.3 Depth profiling of the binder and conductive additive-rich regions in LiCoPO4 
electrodes 
The He-iSE images in Figure 4.17 indicate that the binder and C65 rich regions do not form a low 
He-iSE yield layer when cycled. In order to understand if the binder and C65 regions are affected 
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chemically when cycled, SIMS spectra (Figure 4.22) (Ne-SIMS depth profiling (Figure 4.23) and 
STEM imaging (Figure 4.24) of the C65 and binder-rich regions were performed. 
Comparing the negative SIMS spectra in Figure 4.22 (a), on cycling for 10 complete cycles PO2-, 
PO3-, and POF2- peaks increase in intensity. A peak at 101 u also occurred, but was not identified. 
The intensity of the O- peak relative to the F- peak also increased. The presence of PO2-, PO3-, and 
POF2- on cycled electrodes is similar to the electrode SIMS spectra in Figure 4.15 (a).  
Comparing the positive SIMS spectra in Figure 4.22 (b), on cycling for 10 complete cycles the 
spectra did not change significantly. The relative intensity of the 7 u (Li+) increased compared to 
the 12 u (C+) peak after cycling for 10 cycles, suggesting an increased Li+ surface concentration.  
The presence of 59 u (Co+) on both the positive uncycled, and cycled spectra in Figure 4.22 (b) is 
surprising as Co originates from LiCoPO4. The presence of Co suggests the spectra areas may have 
included LiCoPO4 primary particles. The He-iSE image in Figure 4.7 (d) shows some LiCoPO4 just 
below the Conductive additive-binder-rich layer, hence taking SIMS spectra of the area likely 
included LiCoPO4 particles. Observations on the negative SIMS spectra in Figure 4.22 (a) were also 
likely contaminated by contribution from the C-LiCoPO4 primary particles. 
 
Figure 4.22: Negative (a) and positive (b) SIMS spectra of binder and C65-rich regions of a 10th cycle discharged electrode 
(red), and an uncycled electrode (black). The positive SIMS spectra were taken over a 2.25 µm2 (10th cycle discharged 
electrode), and 0.25 µm2 area (uncycled electrode), and the negative SIMS spectra were taken over a 0.25 µm2 (10th cycle 
discharged electrode), and 100 µm2 area (uncycled electrode). 
Similar to the C-LiCoPO4 agglomerate depth profiles in Figure 4.20, the depth profiles of the 
binder- C65- rich regions have been plotted as normalised ion counts against Ne+ ion fluence 
(Figure 4.23). The results are therefore described qualitatively and the trends compared. The ion 
fragments analysed in the depth profiles in Figure 4.23 are identified in Table 4.5. 
24 u in Figure 4.23 is representative of C2- which can originate from C65 or binder. The 24 u trend 
is similar for the uncycled (Figure 4.23 (a)) and 2nd cycle discharged sample (Figure 4.23 (b)). The 
lowest yield of C2- occurs at the start, but remains relatively constant throughout the milling 
period. 24 u on the 10th cycle discharged cycle is also low at the start of milling (Figure 4.23 (c)), 
but gradually increases over the milling period. 
The F- trend is similar across all the samples (Figure 4.23 (a), (b), and (c)). The yield of F- is highest 
at the surface and drops to a relatively constant yield after 1.38 × 109 ions µm2 of Ne+ ion fluence 
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for the uncycled, 2nd cycle charged, and 10th cycle discharged samples. F- typically originates from 
the binder, implying a coating of binder around the C65 particles.  
O-, PO2-, and PO3- are present in the uncycled, and cycled SIMS depth profiles (Figure 4.23 (a), (b), 
and (c). The presence of O-, PO2-, and PO3- can be attributed to either cycling effects or LiCoPO4 (as 
shown in Figure 4.13 and Table 4.3). The presence of O-, PO2-, and PO3- in the uncycled binder- 
C65- rich region is surprising, as in the uncycled electrodes these components originate from 
LiCoPO4. It is possible the area depth profiled had some C-LiCoPO4 is present under the C65 and 
binder. The binder-rich region circled on backscattered electron SEM image Figure 4.7 (e) had 
some bright regions in the binder-rich area, implying the presence of C-LiCoPO4 under the binder 
and C65. 
O-, PO2-, and PO3- have their highest yield on the surface of the cycled electrodes (23004, 1941, 
576 ions per channel respectively) (Figure 4.23 (b), and (c)) which drops after 1.37 × 109 Ne+ ions 
µm-2. In contrast the highest yield of O-, PO2-, and PO3- on the uncycled electrode occurs after 1.89 
× 1010 Ne+ ions µm-2. The high yield of O-, PO2-, and PO3- on the cycled electrodes is unlikely to be 
from LiCoPO4 as the yield should have increased as milling moved into more concentrated regions 
of LiCoPO4 deeper in the surface. However, if LiCoPO4 particles, and the associated surface layer 
are exposed to the beam by gaps in the conductive additive particles, O-, PO2-, and PO3- yield would 
be high at the start. The high yield on the surface of O-, PO2-, and PO3- of the cycled electrodes may 
be the result of cycling effects. 
85 u (POF2-) was not present on the uncycled electrode depth profile (Figure 4.23 (a), but present 
on the cycled electrode depth profiles (Figure 4.23 (b), and (c)). This trend is similar to the surface 
SIMS spectra in Figure 4.22. For the cycled samples (Figure 4.23 (b), and (c)), the POF2- depth 
profile yield is highest at the surface and drops after 1.37 × 109 Ne+ ions µm-2, similar to the O-, 
PO2-, and PO3- trends.  
However, the yield of 85 u (POF2-) is more scattered than O-, PO2-, and PO3-, potentially because 
the ion count is much lower for POF2- compared with O-, PO2-, and PO3-. For the 10th cycle 
discharged electrode, the initial ion yield of O-, PO2-, and PO3- was 23,004, 1941, and 1156 ions per 
channel respectively, whilst the initial yield of POF2- was 576 ions per channel.   
Table 4.5: m/z ratios and the associated ion for the depth profiles in Figure 4.23. 
m/z Ion 
16 u O- 
19 u F- 
24 u C2- 
63 u PO2- 
79 u PO3- 
85 u POF2- 
 




Figure 4.23: Negative SIMS depth profiles of the binder-rich regions (high He-iSE yield regions on the HIM images), 
within the C-LiCoPO4 electrodes. (a)- Uncycled electrode, (b)- 2nd cycle electrode charged to 5.1 V vs. Li/ Li+, (c)- 10th 
cycle electrode discharged to 2.5 V vs. Li/ Li+. 
4.5.5.4 S/TEM of the binder and conductive additive-rich regions 
Due to the possible presence of small amounts of LiCoPO4 in the C65- and binder- rich regions 
indicated by Figure 4.7 (e) and Figure 4.23 (a), it is not possible to determine if the presence of 
POF2- is not forming due to the presence of LiCoPO4. To understand if any surface layers are 
forming on the C65-, and binder-rich regions, STEM BF and HAADF images of C65 binder were 
taken before and after cycling (Figure 4.24). The samples in Figure 4.24 were prepared as 
described in 4.4.3 (they were not micro-tomed). 
The STEM BF images in Figure 4.24 (a), (c), and (e) show that C65 is a crystalline solid, with 
concentric fringe contrast arising from a graphitic onion structure. Bright regions on the HAADF 
images (Figure 4.24 (b), (d), and (f)) are present within the C65 particles. The bright HAADF regions 
correspond to dark regions on the BF image (Figure 4.24 (a), (c), and (e)). The bright regions on 
the HAADF indicated composition differences in the C65, and may result from trace amounts of 
Iron 2 ppm, Nickel 1 ppm, Vanadium (<1 ppm), Chromium (<1 ppm) and Copper (<1 ppm) in the 
initial carbon black powder [33]. Binder is also present as an amorphous layer adhering the C65 
particles (Figure 4.24 (c)). 
The microstructure of the C65 particles from the uncycled electrode (Figure 4.24 (a) and (b)) and 
the 10th cycle discharged particle in Figure 4.24 (c), and (d) is similar, with no discernible surface 
films other than binder. However, the C65 particle in Figure 4.24 (e), and (f) has a crystalline film 
with a similar crystal structure to the C65 particles. The HAADF image of the film in Figure 4.24 (f) 
has similar contrast differences to the uncycled C65 in Figure 4.24 (b), so the film is likely to be an 
overlapping C65 particle.   




Figure 4.24: STEM BF (a), (c), and (e) and STEM HAADF (b), (d), and (f) of uncycled C65 electrode components (a), and 
(b), and 10th cycle C65 electrode components discharged to 2.5 V vs. Li/ Li+ (c), (d), (e) and (f).  
4.5.5.5 Influence of other cell components on surface film formation 
In order to understand if other cell components could have an influence on the formation of the 
low He-iSE yield regions in Figure 4.17, the coin cells were cycled using different separators and 
with LiPF6 electrolytes with a different solvent mix. 
The results presented in 1.1.1, 4.5.3, 4.5.4, 4.5.5.1, and 4.5.5.3 used both a Celgard 2325 separator 
(polypropylene, polyethylene, polypropylene separator) and a Whatman GF/F glass fibre 
separator for cycling, with the face of the celgard separator in contact with the electrode (as 
shown in Figure 4.25 (a)). A polypropylene separator was inserted in order to prevent fibre glass 
contamination on the surface causing charging issues during imaging. However, to confirm the 
surface film present on cycled electrodes in Figure 4.17, was not caused by the degradation of the 
separator, cells with a fibre glass only separator (as shown in Figure 4.25 (b)) were also cycled and 
imaged using He-iSE imaging (Figure 4.26). 10th cycle charged electrodes were imaged (Figure 4.26 
(a), and (c)), as 10th cycle charged electrodes had the starkest contrast changes between the low 
He-iSE yield films and the C65- binder-rich regions (Figure 4.18).  




Figure 4.25: Schematics of the 2016 coin-cell set-up with (a) both Celgard 2325 (PP-PE-PP), and Whatman GF/F 
fibreglass separators,  and (b) with just a fibre glass separator (b). In both cases, the separators are soaked with 
electrolyte. 
Low He-iSE yield films were found on the electrode surfaces of electrodes cycled with both a 
polypropylene-polyethylene-polypropylene separator and a fibre glass separator (Figure 4.26 (a), 
and (c)) when cycled with LiPF6 in a 50/50 volume ratio of DMC and EC. The low He-iSE film is 
forming on C-LiCoPO4 agglomerates, given the circular shape of the low He-iSE yield regions in 
(Figure 4.26 (a), and (c)). 
Despite both electrodes forming low He-iSE yield surface layers, there are some differences 
between the low He-iSE films in Figure 4.26 (a) and (c).  The low He-iSE surface layers formed on 
the surface of 10th cycle charged electrodes in contact with a PP-PE-PP separator (Figure 4.26 (a)) 
have homogenous, dark contrast in this region, however, some larger agglomerates have 
heterogenous contrast (see Figure 4.17). 
The low He-iSE yield films on the electrode surface in contact with fibreglass separator (Figure 
4.26 (c)) have mostly heterogeneous contrast, similar to the heterogeneous contrast on the 
discharged electrodes in Figure 4.17 (e), and (f). The heterogeneous contrast also occurs on larger 
single agglomerates on the charged electrode in contact with fibreglass separator in Figure 4.26 
(c). 
Given the differences between the low He-iSE regions on 10th cycle charged electrodes shown in 
Figure 4.26 (a), and (c), the surface of the polypropylene, polyethylene, polypropylene separator 
in contact with the electrode during cycling was imaged using SEM ILD imaging (Figure 4.26 (b)). 
Prior to imaging the separator was washed with DMC (as described in 4.4.2 and 4.4.3), and a gold 
coating applied to limit charging effects during SEM imaging.  
Pores are visible on the surface of the cycled electrode (Figure 4.26 (b)). The pores are present as 
part of the separator design and allow electrolyte to flow through the separator [34]. However, a 
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region with less signal with a linear shape is visible on the surface of the separator (Figure 4.26 
(b)). The lower signal region does not contain pores and has evidence of micro-cracking Figure 
4.26 (b). It is likely the region is a film on the separator surface, however, it is not the same shape 
as the low He-iSE regions in Figure 4.26 (a), so is unlikely to be the same film. The film on the 
separator is either an electrolyte degradation film, or thicker regions of gold coating. Particles 
from the electrode are visible on the surface of the separator Figure 4.26 (b). Overall, there is 
evidence of degradation on the separator surface, but it is different from the electrode surface.  
 
Figure 4.26: He-iSE images of the top surface of 10th cycle electrodes charged to 5.1 V vs. Li/ Li+ using (a) a PP-PE-PP 
and a fibreglass separator (as in Figure 4.25 (a)) and (c) only a fibreglass separator (c) (as in Figure 4.25 (b)). An SEM 
ILD image of the electrode surface of a polypropylene separator which had contact with the electrode during cycling 
(b). The separator in (b) was gold coated prior to imaging.  
The results shown in sections 1.1.1, 4.5.3, 4.5.4, 4.5.5.1, 4.5.5.3, and Figure 4.26 used LiPF6 in a 
50/ 50 volume ratio of ethylene carbonate (EC) and dimethyl carbonate (DMC). To confirm that 
the electrolyte solvents used did not influence the formation of the low He-iSE yield surface film, 
He-iSE images were taken of the electrode surface of electrodes cycled 10 times and discharged 
to 2.5 V vs. Li/ Li+ using LiPF6 in 100 % DMC, and 50/50 volume ratio of EC and DMC solvents (Figure 
4.27 (a), and (b)). 
Low He-iSE yield regions are present on the surface of electrodes cycled with LiPF6 in 100 % DMC, 
and 50/50 volume ratio of EC and DMC solvents (Figure 4.27 (a), and (b)). The regions are circular 
on both electrodes (Figure 4.27 (a), and (b)), corresponding to the morphology of the C-LiCoPO4 
agglomerates.  
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The contrast of the low He-iSE yield films on the LiPF6 in 50/50 volume ratio of EC and DMC cycled 
electrode (Figure 4.27 (b)) is lighter than the low He-iSE yield films in  Figure 4.27 (a) because the 
image in Figure 4.27 (b) is tilted. The tilt angle is unknown as the image is on the edge of a flake in 
the electrode surface caused by pre-imaging scratching of the electrode surface to aid location 
finding. 
Comparing Figure 4.27 (a), and (b), the surface of both electrodes in Figure 4.27 ((a), and (b)), 
show lighter contrast within the low He-iSE yield regions, indicating heterogeneous film coverage 
on the C-LiCoPO4 with and without ethylene carbonate.  
 
Figure 4.27: He-iSE imaging of the electrode surface of electrodes cycled for 10 times and discharged to 2.5 V vs. Li/Li+ 
using LiPF6 electrolytes with just dimethyl carbonate (DMC) (a) or a 50/ 50 volume mix of ethylene carbon (EC), and 
DMC) (b). The cells contained used both Celgard and fibre glass separators.  The electrode surface image in (b) is taken 
on the edge of a flake in the surface, so the surface is tilted relative to the He ion probe. 
4.6 DISCUSSION 
4.6.1 Origin of the low He-iSE yield layer 
Helium ion imaging and scanning electron microscopy using an in-lens detector revealed a low 
He+- and e-- iSE yield layer on the surface of LiCoPO4 agglomerates on cycled electrodes (Figure 
4.7, and Figure 4.11). There are a few possibilities for the origin of the low He+-iSE film: 
(1) A film formed as a result of surface reaction of the separator with electrolyte. Pore 
blocking films were observed on the surface of cycled polypropylene-polyethylene 
separators (Figure 4.26 (b)). Due to the compression of the electrode against the 
separator in the cell, the film may also have deposited on the electrode. Trace amounts 
of HF can cause degradation on the surface of polypropylene separators, forming pore 
blocking films [35]. 
(2) A film formed as a result of air exposure of the electrode prior to microscopy. Comparison 
between samples exposed to air for 1 week and 1 minute indicate the layer becomes 
thicker as a result of air exposure (Figure 4.10). It is known that exposure to air can affect 
the morphology and composition of cycled Li-ion battery electrodes [36], [37]. 
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(3) Cathode electrolyte interphase (CEI) layers formed due to electrolyte reactions with the 
LiCoPO4. Figure 4.17 indicates that the presence of low He-iSE yield layers is dependent 
on the cycle number. Cathode electrolyte interphases are known to form on LiCoPO4 after 
prolonged cycling [4], [3].  
The low He-iSE yield layers are most likely to be cathode electrolyte interphase layers as they form 
on regions in contact with electrolyte, and when the potential is outside the electrolyte window 
for thermodynamic stability of LiPF6 in EC and DMC (4.8 V vs. Li/ Li+) [1]. The layers form on LiCoPO4 
agglomerates (Figure 4.7 and Figure 4.8), and are present both on the electrode surface and within 
electrode cross-sections exposed by cracks in the electrode surface (Figure 4.7 (d)). Therefore, the 
film formed on regions which likely had contact with electrolyte, as the porous structure of the 
electrode allows electrolyte to penetrate the electrode. Figure 4.17 (a), (b), and (c) show that the 
film forms after the electrode is charged to 5.1 V vs. Li/ Li+, which is greater than the upper 
potential limit for thermodynamic stability of LiPF6 in EC and DMC (4.8 V vs. Li/ Li+) [1]. 
Comparing separators suggest that the separator type may have impacted the morphology of the 
low He-iSE yield layer, as the presence of glass fibre separators resulted in greater thickness 
inhomogeneity of the low He-iSE yield region (Figure 4.26 (c)). However, the separator type is 
likely an effect limiting the formation and growth of a CEI layer rather than deposition of separator 
reaction layers onto the electrode, as the layers found on the electrode are a different shape 
(round- Figure 4.26 (a)) compared to the layers found on the separator (striped- Figure 4.26 (b)), 
and the low He-iSE yield layers are found on regions not in contact with separator (Figure 4.7 (d)). 
The effect of the separator type is discussed in greater detail in 4.6.4. 
Figure 4.10 clearly indicates air exposure causes the low He-iSE yield layers to thicken, likely due 
to oxidation of the layer. As the samples were all exposed to air, albeit for a minimum of 1 min, it 
is not possible to definitively conclude that the low He-ISE yield regions would be visible if the 
samples had been handled without air exposure. However, the occurrence of the low He-iSE yield 
layer is strongly dependent on the cycle life, and state of charge (Figure 4.17). The results 
therefore indicate the layers are a cycling effect (CEI layers), although the air exposure may have 
impacted the morphology slightly.  
Overall, the results demonstrate the first use of He-ion microscopy as a technique for imaging CEI 
layers on LiCoPO4. 
4.6.2 HIM Imaging of electrodes 
He and Ne-gas ion microscopy offers a new route to imaging of CEI layers in battery electrodes, 
both by high spatial resolution helium ion imaging and neon ion SIMS analysis of the surface 
chemistry. He-iSE imaging provides clearer imaging of the electrode surface microstructure than 
ILD or ETD SEM imaging (Figure 4.7, and Figure 4.9). This is because He-iSE images are formed 
mostly of SE1 electrons which are generated by direct interaction of the ion beam with the 
electrode surface, and the incident He+ beam has a smaller spot size than an incident e- beam [7]. 
In general, the CEI layer on He-iSE images had low He-iSE yield, appearing dark compared to non-
CEI covered areas (Figure 4.7). The CEI layer on charged electrodes was found to have a secondary 
electron yield low enough that it was undetectable by the detector, resulting in black contrast on 
the image (Figure 4.18). In general, thicker regions of the CEI appear darker on He-iSE imaging 
compared with thinner regions- as demonstrated by the lightening contrast as the layer was milled 
with the He+ beam (Figure 4.8). Very thin CEI layers enable some SE1 electrons to escape from the 
underlying material, resulting in lighter contrast (Figure 4.8 (b)). 
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There are a several of possibilities why the CEI layer has darker contrast compared with uncycled 
LiCoPO4 agglomerates (Figure 4.7).  
Firstly, the CEI layer, being composed of mostly organic compounds (Table 4.3)  is likely to be a 
poor electronic conductor, given the overall cell resistance increases with increasing cycle life as 
the CEI thickens (Figure 4.6 (c)) [4], [3]. In HIM, charging during imaging results in dark contrast as 
the build-up of He+ ions on the surface attracts the secondary electrons which would otherwise 
escape to the detector [7]. In regions where the CEI is thinner, the charging effect would be less 
as the underlying LiCoPO4, although a poor conductor [38], is potentially more conductive than 
the organic CEI layer, resulting in a higher He-iSE yield from these regions. Secondly, the darker 
contrast could result from compositional contrast which can occur when using secondary electron 
imaging in a helium ion microscope, as the top surface is rich in Li (Figure 4.15). Modelling would 
be required to confirm this. 
SEM-ILD and He-iSE imaging are both capable of imaging the CEI on the surface of LiCoPO4 
electrodes, and in both cases the CEI layer is imaged as low secondary electron yield regions 
(Figure 4.9). However, imaging of the CEI layer is crisper in the He-iSE images compared with the 
SEM ILD images (Figure 4.7, and Figure 4.9), due to the very small He-ion spot size and highly 
localised SEI escape volume resulting in highly surface sensitive imaging. 
ILD SEM imaging of CEI layers can be improved by reducing the incident e- beam voltage using an 
in-lens detector making the CEI layer sharper (Figure 4.11). Reducing the incident e- beam voltage 
causes the interaction volume depth to decrease [12], hence the yield of surface SE1 electrons 
increasing causing the surface sensitivity of the image to increase.  
Increasing the beam current in SEM ILD imaging, increases the electron dose causing the image to 
appear brighter, but risks damaging the CEI layer faster (Figure 4.10, and Figure 4.11). However, 
the surface feature resolution also decreases with increased beam current. A compromise must 
be found between surface resolution, by decreasing the beam voltage, and brightness of the 
image without rapidly damaging the sample. 
SEM backscattered electron imaging was used to identify that the CEI layers were forming on C-
LiCoPO4 agglomerates (Figure 4.7 (e)). Backscattered electrons have a deeper interaction volume 
than SE1 electrons (Figure 4.1), and produce Z-contrast [12], allowing LiCoPO4 to be identified 
under the CEI layer. Unlike the SEM-ILD images, backscattered electron imaging was not effective 
in imaging C65 in the binder as BSE imaging has Z contrast, and minimal topographic contrast 
(Figure 4.7 (e) and (f)), therefore correlation between the imaging techniques is required for full 
understanding of the system. 
In this study, the SEM Everhart-Thornley detector was capable of imaging the CEI layer which 
formed after 10 cycles after the electrode had undergone air exposure for 1 week (Figure 4.9 (a)). 
Air exposure of only 1 minute meant the CEI could not be resolved using an ETD (Figure 4.10 (b)), 
but could be with an eSE ILD which collects a higher ratio of SE1 electrons (Figure 4.10 (a)). Air 
exposure caused the CEI layer to oxidise and thicken, allowing imaging with less surface sensitive 
SE2 electrons, otherwise the CEI layer after 10 cycle was too thin to be imaged with an ETD. 
Previous studies have been able to image the CEI on LiCoPO4 agglomerates using SEM ETD imaging 
after 50 cycles [2]. This study demonstrates that low-voltage SEM-ILD and He-iSE imaging were 
capable of imaging the layer at earlier cycles, after two cycles when the layer was forming (Figure 
4.17). This demonstrates the need to optimise imaging conditions to enhance the surface sensitive 
properties imaging with SE1 electrons could provide. 
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Overall the results demonstrate that HIM is an optimal technique for imaging CEI layers with 
improved surface sensitivity over SEM. Similar CEI imaging is possible using, more common, low-
voltage SEM-ILD detection, but optimising the imaging conditions by using low-voltage SEM-ILD 
detection is essential to study CEI layers on C-LiCoPO4.  
4.6.3 Chemical Composition of the CEI Layer 
The use of Ne-SIMS in the HIM here enables direct correlation of local chemistry with the observed 
microstructural changes on cycling (Figure 4.16). Negative Ne-ion SIMS on cycled electrodes 
indicated an increased yield of C2-, PO2-, PO3-, and POF2-, compared to the uncycled electrode 
(Figure 4.15 (a)). Mapping of the electrode indicated that PO2- was most concentrated on the CEI 
layer regions (Figure 4.16 (f)). These findings are consistent with the formation of surface PO2Fy 
oxyfluorophosphates as a CEI component found by [3], and [4]. Oxyfluorophosphates result from 
nucleophilic attack of F- anions from degraded electrolyte on the P atoms of LiCoPO4, resulting in 
the breaking of P-O bonds and formation of oxyfluorophosphates and LiPO2F2 [4]. The presence of 
CEI layer on electrodes cycled with LiPF6 in DMC only indicates the formation of the CEI results 
from LiPF6 and DMC, rather than EC (Figure 4.27), supporting the premise that the layer contains 
oxyfluorophosphates from nucleophilic attack by F- ions in the electrolyte. 
For LiCoPO4 agglomerates, Figure 4.20 (d), (e), (f), and (g) show that the top surface of the 
agglomerates (the CEI layer) is rich in Li+, C+ and C2-. Li+ and C+ on the surface of the cathode could 
be ascribed to R-OCO2Li, or Li2CO3, or organic components resulting from the degradation of 
electrolyte solvent [23]. Li2CO3 was found on the surface of LiCoPO4 after prolonged self-discharge 
by [39], whilst R-OCO2Li is a typical degradation product of high voltage degradation of LiPF6 in EC 
and DMC electrolytes [23]. SIMS does not provide information about the bonding states of the 
mass fragments, limiting the ability to identify the originating CEI component. For information on 
bonding states, other techniques such as X-ray photoelectron spectroscopy [24], or fast-Fourier 
transform infrared spectroscopy (FTIR) analysis [39] would be required. However, the formation 
of Li2CO3, ROCO2Li or organic components are all consistent with the oxidation of electrolyte in 
high voltage environments [23], and would be expected on the top surface of the CEI layer after 
cycling (Figure 4.20). 
It should be noted that the samples were exposed to air for up to 2 mins before loading into the 
microscope. There is a strong likelihood that the surface chemistry will have been impacted by the 
exposure to air, hence most studies employ transfer chambers to mitigate this [23], [36]. For this 
study, a transfer chamber facility was not available so the samples were briefly air exposed prior 
to loading into the chamber. The impact of air exposure will be discussed qualitatively as the effect 
on chemistry depends on how dry the electrode was, and if residual electrolyte salts were present 
[36]- neither of which were measured prior to SIMS. 
For SIMS depth profiling, air exposure affects the outer layer the most. The effect on the sample 
is strongly dependent on the pre-treatment of the sample prior to air exposure [36]. Chemistry on 
the surface can change as a result of residual LiPF6 salt on the sample surface decomposing to form 
HF gas. Malmgren et al. found that on graphite samples this caused Li2CO3, lithium alkyl carbonate, 
lithium oxide, and lithium alkoxide components in the SEI to convert to LiF. Further attack can 
break ether linkages forming POF3 gas which hydrolyses to form OPF2OH and OPF(OH)2 [36]. 
However, the effect is likely limited as the process is relatively slow and can take up to a few days 
to equilibrate. P and F containing fragments in the SIMS spectra (Figure 4.15) could have been 
affected by the LiPF6 break down process, but as the samples were exposed for up to 2 mins, this 
effect was likely limited. 
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Volatile components on the surface of the electrode can cause more severe SEI layer 
contamination on graphite [36], compared to LiPF6 breakdown. In particular water contamination 
(from moisture in the air) of residual ethylene carbonate on the surface can react with the SEI 
layer to form LiOH and Li2O. In this case, air exposure could have increased the secondary ion 
yields of fragments containing O, C and H [37].   
The volatile component effect, and LiPF6 breakdown effect can be limited if the electrode is 
completely washed and dried prior to analysis [36]. In this case the samples were dried for 4 days 
under argon, prior to loading into the SIMS instrument which may have limited the effects of air 
exposure. However, further work would be to repeat the SIMS analysis with a sealed transfer 
chamber set-up to mitigate the air exposure error completely.  
Overall SIMS analysis of the LiCoPO4 CEI layer chemistry identified similar oxyfluorophosphate 
components to other researchers, however, the results would be improved if air exposure could 
be mitigated. 
4.6.4 Cycling Behaviour of the C-LiCoPO4 Half Cells using LiPF6 in EC and 
DMC Electrolyte 
Considering the 3D spatial distribution of CEI growth on the LiCoPO4 electrodes, imaging of the CEI 
layer with helium ion microscopy has identified that the CEI forms on C-LiCoPO4 agglomerates 
exposed to the electrolyte, including penetration into the porous channels and cracks (Figure 4.7). 
CEI formation on the LiCoPO4 particles is in agreement with [3], and [2], and is consistent with the 
HF attack on P-O bonds in LiCoPO4 mechanism proposed by [4]. Manzi et al. [3] have previously 
observed that the CEI layer can form on the carbon conductive additives.  
Here, no evidence of a detectable CEI layer forming on the conductive additive, and binder-rich 
region has been observed through imaging with HIM, SEM or STEM in this instance (Figure 4.7, 
and Figure 4.24). This is in contrast to work by Manzi et al. who imaged CEI developing on 
conductive additive regions using post-mortem TEM [3].  
Depth profiling of the binder-rich areas found some chemical changes similar to those found on 
LiCoPO4 agglomerates on cycling (Figure 4.20, and Figure 4.23). POF2-, PO2-, and PO3- was found on 
the surface of the binder-rich area of the electrodes on cycling (Figure 4.20 (b), and (c)). However, 
the presence of PO2-, and PO3- detected within the uncycled electrode indicates that non-
agglomerated LiCoPO4 may be within the binder rich regions.  
The backscattered electron image in Figure 4.8 (e) shows that LiCoPO4 can be present just under 
the surface of the binder-rich zones, which wasn’t identified on the in-lens detector image  Figure 
4.7 (h) in the same location as ILD imaging contrast results from near surface topographical surface 
features. He-iSE imaging is highly surface sensitive, so may not identify the presence of LiCoPO4 
under the binder/ C65-rich regions. The presence of CEI layer and LiCoPO4 ion fragments in the 
depth profiles may have occurred due to unidentified LiCoPO4 in the binder and C65-rich regions. 
Using Ne-SIMS depth profiling on the surface of C-LiCoPO4 agglomerates, the surface of charged 
electrodes was found to be rich in Li+ (Figure 4.20 (e)). The mill time to complete the mill through 
the Li+-rich region was 120 s, which was longer than the mill-time required to mill through the 
carbon coating, and into LiCoPO4 on the uncycled electrode in Figure 4.20 (a) (65 s). The Li+ region 
on the charged samples is therefore likely to be uncycled Li within the LiCoPO4 particle and carbon 
layer, as well as the CEI layer. The region of ‘dead’ uncycled lithium would result in capacity loss 
observed in Figure 4.6 (a). 
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The presence of Li on the surface of charged electrodes is surprising as the charged state of 
LiCoPO4 is CoPO4, so there should not have been Li present. However, Manzi et al. previously found 
evidence for spontaneous reincorporation of Li into the lattice as a result of the instability of an 
octahedrally co-ordinated Co3+ ion in the lattice [3].  
Alternatively, the Li could be a Li-rich layer on the surface of the electrode. Li is likely to have a 
different sputtering rate compared to other ions sputtered from the electrodes. Normalised yield 
of ions is being used here as an indicator of Li concentration (ie. greater normalised yield, more 
concentrated Li), as sputtering yield is correlated to the concentration of a component in the 
matrix. However, sputtering yield is also correlated to the angle of escape incidence, so the 
roughness of the sample surface may cause Li (or other ions) to have a higher yield than they 
should, leading to edge effect errors [31]. Figure 4.19 demonstrates that depth profiling was 
performed on regions with edges of LiCoPO4 particles present, leading to this potential error in 
these samples. Other researchers have avoided the edge effect error by disregarding edges in the 
analysis by correlating images with confocal microscopy [31].  In this instance, the edge effect may 
have caused the Li yield to appear artificially high for longer, but given the Ne+ ion fluence taken 
for Li to drop to zero, and the fact that theoretically there should not be Li on the surface of 
charged LiCoPO4 particles, qualitatively it is likely that uncycled Li is present on the surface of 
LiCoPO4. 
There is some uncertainty regarding the identity of 59 u. 59 u could either be Co+ from LiCoPO4, 
or Li3F2+, an ion fragment previously reported in Bi+ ToF SIMS analysis of high voltage cathode 
materials [30].  Depth profiles on LiCoPO4 agglomerates Figure 4.20 (d), (e), (f) and (g), and positive 
SIMS spectra (Figure 4.15 (b)) showed the presence of 59 u which could be identified as Co+. The 
presence of 59 u on the uncycled electrode makes Co+ the likely candidate and it follows depth 
profiling pattern on the expected pattern for the uncycled and discharged electrodes (greater 
yield deeper in the sample) (Figure 4.20 (d)). 
The greater yield of Co+ deeper in the sample would also account for the bright contrast HAADF 
images observed on the LiCoPO4/ layer interface in Figure 4.21 (f), and (g) which may indicate Co 
dissolution. Co dissolution in other high voltage cathode materials is usually identified with ToF 
SIMS by finding CoF3+ fragments due to reaction of Co with the electrolyte, [23]. CoF3+ was not 
found in this instance (Figure 4.15 (b)). However, it has been previously reported that Co 
dissolution in LiCoPO4, can result from the formation of Co2P2O7 (cobalt pyrophosphate), which 
occurs due to the breakdown of the olivine LiCoPO4 structure [5]. CoF3+ fragments would not form 
from Co2P2O7, but PO- fragments found on the negative SIMS spectra in Figure 4.15 (a) are 
possible. 
Alternatively, 59 u could also be Li3F2+ from LiPO2F2 [30]. On the positive depth profiles in Figure 
4.20 (d), (e), and (g), the 59 u trend followed the 7 u (Li+) trend. However, the 59 u peak is broad, 
suggesting the 59 u ion results from a bulk ion fragment rather than a surface ion fragment as 
broad peaks can result from the broad energy distribution of ions sputtered from a bulk material. 
Co+ would be a bulk material ion fragment originating from LiCoPO4. A scan with a greater mass 
resolution (M/ ∆M ~ 1000) would help differentiate the 59.93 u fragment contribution from Co+, 
from the potential 58.82 Li3F2+ fragment, or the use of another technique, such as XPS. 
The C-LiCoPO4 agglomerate negative depth profiles in Figure 4.20 (a), (b), and (c), and STEM 
images in Figure 4.21 (f), (g), (h), and (i) also suggest composition and/ or morphology changes to 
the carbon layer on the LiCoPO4 particles. The depth profiles show PO2-, and PO3- fragments 
occurring with less Ne+ ion fluence on charged electrodes, whilst the C2- signal, an indicator of the 
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carbon layer, yield drops with less Ne+ ion fluence with increased cycling Figure 4.20 (b), and (c). 
A layer is also present on the LiCoPO4 after cycling for 10 times, which is either CEI layer or carbon 
coating or a mixture. There could be 3 possible scenarios which could cause the PO2-, PO3-, and C2- 
yield drops observed in  Figure 4.20 (a), (b), (c). These are detailed in Figure 4.28. 
(i) The CEI layer grows on the carbon coating. In this scenario the earlier occurrence of 
PO2-, and PO3- would result from the formation of CEI components, such as 
oxyfluorophosphates [4]. 
(ii) The carbon layer is exfoliated and the CEI layer grows on top of the carbon coating. 
The earlier drop in C2- yield would be due to a thinner C-coating, whilst the PO2-, and 
PO3- ions would occur due to milling into LiCoPO4. Exfoliation of the C-coating has been 
previously proposed by Manzi et al. [3]. 
(iii) Ion migration of Co+, and PO2- ions into the carbon coating and growth of a CEI layer. 
This scenario would support the bright contrast observed on the STEM HAADF image 
in Figure 4.21 (g). 
Further work is needed to confirm the scenario occurring on the samples studied. 
 
 
Figure 4.28: Schematic showing the possible scenarios the carbon coating undergoes during cycling. The uncycled 
scenarios are drawn as binder on coating (a),  and incomplete binder coverage on carbon coating (b) as binder 
fragments were found on sample surface in the uncycled negative depth profile Figure 4.20 (a). The layer is likely to be 
very thin as binder was not identified on the He-ion images of SEM images (Figure 4.8) 
Work presented imaging electrodes cycled with different separators (Figure 4.26) was performed 
to confirm the low He-ISE layer on the images did not originate from the separator, discussed in 
4.6.1. It is worth noting briefly that there are minor differences in the morphology of the layer 
after cycling with a fibre glass separator, verses a polypropylene, polyethylene, polypropylene 
separator (Figure 4.26 (a), and (c)). The layer on a charged LiCoPO4 electrode cycled with a fibre 
glass separator showed mottled contrast, compared to the Celgard separator, indicating the layer 
is likely thinner when using a fibre glass separator. It has been previously reported that separators 
can influence the cycle life of LiCoPO4 [40]. Sharabi et al. found that the use of HF scavenging 
materials as a separator limited the nucleophilic attack by F- ions by the electrolyte [40]. The CEI 
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layer may be thinner on the fibre glass separator sample in the zone adjacent to the separator 
because limited nucleophilic attack by F- may have resulted in a more stable CEI, compared to the 
Celgard separator, hence the layer is thinner. Further work would be required to confirm the 
mechanisms of this.    
Considering the dependence of the CEI layer on electrochemical history, the CEI layer was found 
consistently on the charged electrode samples, but is found to dissolve on discharge (Figure 4.17). 
CEI formation is expected at high potentials (where electrolyte breakdown occurs). The dissolution 
of the CEI layer observed on discharge is likely the dissolution of soluble LiPO2F2 discussed in [4], 
[40], and [24]. Dissolution of CEI layer would result in fresh LiCoPO4 being exposed to further 
breakdown from parasitic reactions due to a lack of passivating layer. Exposed LiCoPO4 at high 
potentials could lead to consumption of LiCoPO4 by the electrolyte leading to capacity drop 
(observed in Figure 4.6). 
An important result of the high spatial resolution He-ion imaging of the CEI layers is the 
determination that the CEI dissolution is not consistent across the electrode, resulting in variations 
in the thickness of the CEI layer (Figure 4.17). A porous and unstable CEI layer was reported by 
Manzi et al. using TEM [3]. However here, high resolution imaging of the CEI has idenitified an 
inhomogenous CEI across the whole electrode. Inhomogeneous formation of CEI layers has been 
proposed for other cathode materials using techniques such as EIS [41], but He-ion microscopy 
allows direct imaging of the inhomogeneous CEI layer. 
The He-ion imaging results have shown that there can be disparity between the CEI thickness on 
larger and smaller LiCoPO4 agglomerates (Figure 4.17). This has not been previously reported, 
likely due to the difficulty observing CEI layers clearly at field of view which can image electrode 
microstructure. A possible reason may be faster action by F- anions in the local presence of more 
LiCoPO4. It has been previously observed that binder materials can act as an HF scavenger [42], 
which could help prevent further attack, although the PVDF used here is inefficient at this.  
Overall, the results demonstrate a requirement for high resolution imaging of CEI layers and local 
microstructure, coupled with chemical correlation, using techniques such as helium ion 
microscopy and in-situ Ne-ion ToF-SIMS, to fully understand degradation mechanisms and hence 
optimise electrode design.  
4.7 CONCLUSIONS 
This study used Helium ion microscopy for the first time to achieve high resolution images of CEI 
layers on LiCoPO4 at a field of view which allows comparison with the electrode microstructure. 
CEI layers were imaged as low SE-yield regions on He-ISE images. Similar contrast was found when 
using SEM-ILD imaging, however, the resolution of the CEI layer is better using He-ISE imaging as 
the smaller spot size and high SE1 yield allows for greater surface sensitivity. 
In-situ Ne-ion ToF SIMS analysis in the HIM allowed site-specific chemical characterisation, 
allowing coupling of the observed morphological changes with chemical changes. Using in-situ Ne-
ion ToF SIMS mapping, the CEI layers were found to be rich in C-, PO2-, and Li+ compared to 
surrounding areas.  
The Helium ion imaging and in-situ Ne-ion SIMS demonstrated that the degradation of C-LiCoPO4 
is partly caused by the formation of an unstable CEI layer on C-LiCoPO4 agglomerates. Ne-ion ToF 
SIMS analysis found the CEI layer is rich in oxyfluorophosphates, in agreement with literature 
sources [3], [4]. 
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Ne-ion SIMS depth profiling highlighted changes in the 59 u peak ion yield. This may result from 
Co dissolution into the CEI layer or LiCoPO4 structure degradation into CoP2O7. Alternatively, 59 u 
could be Li3F2+ from LiPO2F2, a typical high voltage CEI layer component. Further work is required 
to confirm if one or both of the mechanisms is occurring. 
Ne-ion SIMS depth profiling also highlighted changes to the carbon layer surrounding the primary 
LiCoPO4 particles. Reduction in the Ne+ ion fluence required to reach LiCoPO4-rich regions, and the 
presence of PO2-, and PO3- ion fragments in the carbon layer of cycled electrodes implied changes 
to the carbon layer resulting from cycling. Potential mechanisms of surface evolution include, 
exfoliation of the C-layer, ion migration from the LiCoPO4 occurring into the carbon layer, or the 
CEI layer thickening with increased cycling. 
Ne-ion ToF SIMS and He-ISE HIM imaging is one of the few techniques enabling chemical 
characterisation and imaging of CEI layers on a scale that allows full characterisation of the 
electrode microstructure. Using this advantage, helium ion imaging of electrodes at different 
points in the cycle life, showed for the first time that the CEI layer is unstable, forming on charge 
and partially dissolves on discharge. Moreover, it was found that the CEI layer forms in-
homogenously across larger electrodes, and shows evidence of thinning.  
The in-homogenous formation of the CEI layer, and partial dissolution on discharge could help 
account for the severe degradation experienced by LiCoPO4 cells. Partial dissolution of the CEI 
layer would expose fresh LiCoPO4 to further electrolyte degradation, whilst in-homogenous 
formation of the CEI may imply poor passivation of the electrode by the CEI. The increased 
inhomogeneity of CEI formation on larger agglomerates highlights a need to control the electrode 
microstructure to help decrease electrode degradation. 
Overall, the results highlight the importance of understanding how the electrode microstructure 
affects degradation, and the need for techniques which are capable of high resolution imaging 
and chemical characterisation of electrode surface degradation phenomena. 
4.8 FURTHER WORK 
Further work is generally split into methods to improve the accuracy, reliability, and information 
gained from the current, and potential future research avenues which could be explored using the 
HIM SIMS technique. 
All the samples analysed were briefly exposed to air as transfer chamber facilities were not 
available. As discussed in 4.6.3 this could have impacted the results, in particular, the CEI layer 
could appear thicker than it would be post-cycling, and the SIMS chemical analysis of compounds 
containing P-O bonds, C, O, and H could have been effected. Further work would be to repeat the 
study using a transfer chamber to allow samples to be protected from air exposure prior to 
analysis. 
The depth profiles in Figure 4.20, and Figure 4.23 were plotted against Ne+ ion fluence rather than 
correlating to a depth. Ideally the depth profiles would be plotted against depth, which would help 
confirm the thickness of the CEI layer. As discussed in 4.6.4, milling time could not be correlated 
to milling depth as the conventional methods of achieving this were not possible. One potential 
method to measure the depth of the Ne sputter crater (and hence correlate milling time to depth) 
may have been to Ga mill the Ne sputter crater and measure the crater depth using SEM.  This 
does not account for potential further sputtering by the Ga beam. A method would need to be 
developed to correlate milling time to sputtering depth.  
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The 59 u fragment should be identified. This is either Co+, or Li3F2+, or a mixture of both (as 
discussed in 4.6.4). X-ray photoelectron spectroscopy (XPS) may have helped to identify the 59 u 
fragment as this is a surface sensitive technique capable of looking at bond structures. If Co was 
present due to CoP2O7, Co-P band should be present on the surface, and measurable with XPS. 
Alternatively, if 59u was Li2F2+ an Li-F signal would be present. 
The results identified that changes to the carbon coating occurred as a result of cycling (Figure 
4.28). The three scenarios suggested in 4.6.4, were thickening CEI growth on the carbon coating, 
exfoliation of the carbon coating, and ion migration of Co, and PO2 into the carbon coating. It was 
difficult to distinguish between the carbon coating and CEI layer on the STEM images in Figure 
4.21 (g, and i) so post-mortem S/TEM was not reliable for establishing if exfoliation or chemical 
changes had occurred. However, if EELS could be performed at the magnification where the layer 
is visible, without damaging the sample, understanding if one of the scenarios had occurred may 
be possible. X-ray photoelectron spectroscopy may also be able to distinguish between carbon 
bonding present in the carbon coating layer and carbon from the CEI layer, enabling better 
understanding. 
The He-ISE imaging identified that local microstructure played a key part in the CEI morphology- 
larger agglomerates having greater variation in CEI thickness. This suggests further research 
avenues considering different agglomerate sizes, or ratios of LiCoPO4, C65, and binder and the 
influence of CEI formation and cycle life. 
Finally, the results presented show a method of high resolution imaging and chemical 
characterisation of the CEI on LiCoPO4 using helium ion microscopy, and Ne-ion SIMS. As a 
potential mechanism for the CEI layer appearing dark on He-ISE images is due to contributions 
from the sub-surface LiCoPO4 (static capacitive contrast), it would be interesting to understand 
the influence of other materials. For example, the technique could be repeated on SEI forming 
materials, such as C, or Si, to understand the influence of local microstructure on SEI formation. 
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5 DEGRADATION WITHIN LICOPO4 PARTICLES: DEVELOPMENT OF 
THE EELS OXIDATION STATE MAPPING TECHNIQUE 
5.1 AIMS AND OBJECTIVES 
The aim of this section of the thesis was to develop a technique which could map the lithiated and 
de-lithiated regions within individual LiCoPO4 particles. Mapping the lithiated regions could help 
identify the lithiation mechanisms, and subsequently aid understanding of capacity fade in 
LiCoPO4 electrodes. 
Transmission electron microscopy, and the associated chemical characterisation technique 
electron energy loss spectroscopy (EELS) are useful for probing features on the nm scale (the scale 
of LiCoPO4 particles). Unfortunately, Li is difficult to detect using EELS. However, as Li is extracted 
from LiCoPO4, the oxidation state of Co also changes as a charge compensating mechanism. Co 
oxidation states can be detected using EELS. 
Here an EELS-based lithiation mapping technique was developed by using changes in the Co 
oxidation state to detect localised changes in lithiation. The Co oxidation states were mapped by 
MLLS fitting of EELS spectra to Co(II), and Co(III)-rich Co L-edge standards.  
The Co(II), and Co(III)-rich EELS L-edge standards were collected from uncycled LiCoPO4, and CoPO4 
made by charging LiCoPO4 to 5.1 V vs. Li/ Li+. X-Ray Diffraction (XRD), and selected area electron 
diffraction (SAED) were used to confirm the presence of CoPO4. 
The O K-edge was also extracted, and changes mapped in order to identify potential Co-O 
hybridisation [1]. 
The effects of sample preparation on the effectiveness of EELS mapping are also demonstrated by 
microtoming and imaging whole particles. 
Once the lithiation mapping technique was developed, it was used to understand the de-lithiation 
mechanisms of LiCoPO4 on the first cycle, and to understand differences in lithiation content in 
the charged state of later cycles. 
5.2 INTRODUCTION 
5.2.1 Electron Energy Loss Spectroscopy and Oxidation State Mapping Techniques for Li-ion 
Battery Research 
Transmission electron microscopy (TEM) is a technique in which an electron transparent material 
is imaged by transmitting an electron beam through the sample. TEM allows high resolution 
microstructural imaging, electron diffraction, crystallographic analysis, and chemical spectroscopy 
to be carried out and correlated on the same volume of material. 
Scanning transmission electron microscopy (S/TEM) is a transmission electron microscopy 
technique where the electron beam is focussed into a probe and rastered across the sample. 
Different imaging modes are achievable due to the smaller probe size than TEM. Electrons which 
are scattered through the material produce contrast in bright field images. Electrons which are 
scattered strongly from interactions with high Z-number components can be collected to generate 
high angle annular dark field (HAADF) images. 
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Electron energy loss spectroscopy (EELS) is a chemical characterisation technique used in STEM 
mode. EELS spectrometers analyse electrons that are inelastically scattered by the sample when 
passing through. Most of the electrons are elastically scattered due to coulomb interactions with 
atomic nuclei, generating a large peak in EELS spectra at 0 eV energy loss, called the zero loss peak 
[2]. Some electrons undergoing transmission through a material lose energy due to inelastic 
scattering, where the incident electrons are scattered due to coulomb interactions with the 
atomic electrons. Core-loss excitations (where energy of incident primary electrons is transferred 
to electrons in the material to change energy level) allow for chemical characterisation with EELS 
[2].  
EELS is one of the few chemical characterisation techniques capable of detecting Li. However, 
most battery electrodes have other components, such as carbon additive and binder materials, 
which generate enough inelastic energy loss (background signal) to mask the Li signal which occurs 
at a low energy (Li K-edge at 55 eV) [3]. It is therefore very difficult to directly detect Li using EELS 
in battery electrodes.  
As detection of lithium is difficult, a number of studies on battery materials such as LiFePO4 
(analogous to LiCoPO4) have focussed on observing changes in the oxidation state of  the transition 
metal ion and oxygen [4] [5] [6] to fully understand the redox process occurring in the cell. It is 
possible to use EELS to detect changes in transition metal oxidation states by analysing the energy 
loss near edge structure (ELNES) of the energy loss spectrum [7].  
Transition metals in EELS spectra typically appear as 2 peaks known as the L2, 3 white lines (see 
Figure 5.1). The white lines originate from the dipole allowed 2p → 3d band transitions in 
transition metals. The separation of the 2 lines occur due to spin-orbit splitting from ground states 
of the transition (2p3/2 → 3d and 2p1/2 → 3d) [8], [1].  
 
Figure 5.1: Transition metal L2, 3 white lines (Fe and Co), L2 is the first peak and L3 the second, and the oxygen K-edge. 
Reused with permission from Cambridge University Press [8] 
There are a number of different methods to determine transition metal oxidation states from EELS 
spectra, including the white line ratio (the ratio in height between the 2 white lines), or the O- K 
edge onset and the energy distance from the L-edge onset and the O- K onset [8]. An alternative 
method involves using standards and fitting the spectra to the standards of known oxidation states 
using multiple linear least squares fitting (MLLS) [9].  
Accurate oxidation state quantification relies on good signal to noise signal from the EELS 
spectrum when using methods which require measuring peak height ratios and distances between 
edge onsets. In cycled electrodes conductive additives and binder materials are present, which 
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can diminish the signal to noise ratio of the EELS transition metal signal, and mask higher energy 
loss peaks (such as the M-edges) [4] [5].  
To avoid interference from binder and conductive additives, previous studies have chemically de-
lithiated LiFePO4, using reagents such as NO2BF4 in acetonitrile to study changes in the oxidation 
state of Fe as LiFePO4 is de-lithiated [4] [5]. Chemical de-lithiation allowed Kobayashi et al. to 
observe the Li K-edge, which is usually masked by carbon background [5]. 
Chemical de-lithiation also offers control of the degree of de-lithiation, allowing the oxidation 
state of Fe to be directly compared with the degree of delithiation. Chemical delithiation of 
LiFePO4 allowed Sigle et al. to quantify oxidation states using the O K-edge method [4], and 
allowed  
However, chemical de-lithiation does not occur in real cells. A more realistic method to 
understand the redox processes in Li-ion cells would be to study transition metal oxidation 
changes using electrochemical delithiation. Laffont et al. performed valence state EELS analysis on 
electrochemically de-lithiated LiFePO4 [6]. Quantification difficulties due to the lower signal-to-
noise ratios were overcome by synthesising end group standards (LiFePO4 and FePO4) and 
comparing these to the electrochemically de-lithiated samples. This study found similar results to 
a chemical de-lithiation study by Sigle et al. [4], where fully electrochemically de-lithiated LiFePO4 
consists of a core of FePO4 surrounded by a shell of LiFePO4- contrary to bulk studies on LiFePO4 
at the time [6]. 
EELS spectra from known standards can be used to quantify the oxidation state of transition metal 
L-edges by using multiple linear least squares (MLLS) fitting analysis to fit the standards to the 
measured transition metal L-edge [6], [9]. MLLS fitting takes known standards and fits acquired 
spectra, F(E), to a linear combination of their standards, where Sa(E), and Sb(E) are reference 
models with respect to energy loss E, and Ba, and Bb are scaling coefficients [10]. 
𝐹(𝐸) = 𝐴𝐸−𝑟 +  𝐵𝑎𝑆𝑎(𝐸) +  𝐵𝑏𝑆𝑏(𝐸)+ . .. 
The principle of MLLS fitting is shown in Figure 5.2. 
 
Figure 5.2: Principle of MLLS fitting [10] 
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Similar to LiFePO4, as LiCoPO4 charges, theoretically the oxidation state of Co changes from Co(II) 
to 2/3 Co(II), 1/3 Co(III), and finally Co(III) due to phase changes as the material de-lithiates 
(charges):  
LiCoPO4 (Co(II)) → Li2/3CoPO4 (2/3 Co(II), 1/3 Co(III)) → CoPO4 (Co(III)) [11]. 
The changing Co oxidation state experienced by LiCoPO4 as it delithiates suggests it is possible to 
understand lithiation mechanisms by measuring oxidation state changes of Co using EELS. 
For oxidation state quantification with MLLS fitting, standards with known oxidation states are 
required. For LiCoPO4, the ideal standards are Co(II)- LiCoPO4, 2/3 Co(II) and 1/3 Co(III)- Li2/3CoPO4, 
and Co(III)- CoPO4. As variation in the degree of de-lithiation across LiCoPO4 particles is expected 
on charging, ideally the standards should be synthesised using chemical de-lithiation, and the 
standards subsequently compared with electrochemically de-lithiated samples. Due to the 
unstable octahedrally co-ordinated CoPO4 [11], it is difficult to synthesis the end group standards 
as done for LiFePO4 studies [6]. Work by Wolfenstine et al. found that chemical oxidation of 
LiCoPO4 (extraction of Li using a strong oxidizing agent- NO2BF4 in acetonitrile) did not completely 
de-lithiate LiCoPO4 to form CoPO4, whereas chemical oxidation of LiFePO4 resulted in only FePO4 
[12]. Therefore, the CoPO4 standard in this study is synthesised electrochemically in this study.  
X-ray absorption spectroscopy (XAS) studies by Lapping et al. have previously found that the 
oxidation state of Co will not shift completely to Co(III), but residual Co(II) remains particularly on 
the surface of the electrode on charging [1].  The partial oxidation of Co on charging has been 
attributed to a stronger contribution from the O electronic states in LiCoPO4 towards oxidation of 
the Li, compared with contribution from the Co electronic states [1]. Despite the discrepancy, the 
oxidation state of Co changes with respect to lithiation content, so tracking changes in Co 
oxidation state could yield information about the lithiation mechanisms. However, the difficulty 
in fully achieving Co(II) → Co(III) may impede quantification when using the MLLS fitting approach 
as the Co(III) standard may be extracted from a region which is still partially lithiated (a Co(III) 
majority, Co(III)/ Co(II) mixture). 
So far most studies have focussed on either quantifying and making observations of the electronic 
structure [1], or making bulk oxidation state and phase change observations using methods such 
as nuclear magnetic resonance imaging (NMR) [11], or X-ray diffraction (XRD) [13]. If MLLS fitting 
is applied across a spectrum image of LiCoPO4, a spatial map showing Li-rich verses Li-poor areas 
could be generated, allowing better understanding of the lithiation mechanisms. 
5.3 EXPERIMENTAL 
5.3.1 Cell Testing 
In order to study the structural degradation using EELS and XRD, LiCoPO4 half cells were 
galvanostatically cycled to different potentials on the 1st cycle, 5th cycle, and 10th cycle. 
Coin cells were assembled in an Ar filled glove box with the O2, and H2O levels at <0.1 ppm. 12 mm 
diameter, 90 wt. % C-LiCoPO4, 5 wt. % C65 conductive additive, and 5 wt. % PVDF electrode discs 
were assembled into 2016 stainless steel coin cells (Cambridge Energy Solutions), using Li metal 
(Sigma Aldrich) as the anode. 16 mm diameter, Whatman GF/F fibre glass filter paper, and 16 mm 
diameter Celgard 2325, polypropylene-polyethylene-polypropylene (PP-PE-PP) were used as 
separators. A 0.5 mm stainless steel spacer was inserted to increase the internal cell pressure. 
PhD Thesis- Laura Wheatcroft 
119 
 
LiPF6 in a 50/ 50 volume ratio of ethylene carbonate (EC), and dimethyl carbonate (DMC), also 
known as LP-30 (Sigma Aldrich), was used as the electrolyte. Figure 5.3 shows the coin cell set up. 
 
Figure 5.3: Schematic of the 2016 coin cell set up. 
Prior to cycling, the half-cells were rested at open circuit potential for 12 hours in order to allow 
electrolyte to fully penetrate the pores in the electrode. The coin cells were galvanostically cycled 
at 0.1C. A single, complete, cycle consisted of cycling between 2.5 V vs. Li/ Li+, and 5.1 V vs. Li/ Li+, 
with a 30 min constant voltage step at the highest potential on each charge step and an hour rest 
after discharge. Details on specific cycling of cells for the experiments are presented in 5.4.1.  
5.3.2 S/TEM Sample Preparation 
After cycling, the coin cells were de-crimped and washed with 1 ml of DMC (Sigma Aldrich), and 
allowed to dry. De-crimping and drying were performed in an Ar filled glove box, with the O2, and 
H2O levels <0.1 ppm, in order to prevent oxidation of the cycled electrodes. CoPO4 (the charged 
state of LiCoPO4), is particularly susceptible to oxidation due to air exposure due to the instability 
of the octahedrally co-ordinated Co3+ [11]. 
Samples were prepared for S/TEM using one of two methods; (1) scraping, or (2) microtoming. 
(1) Electrode material (C-LiCoPO4, C65, and PVDF) was scraped from the aluminium current 
collector and ground in a mortar and pestle in an argon filled glove box. For samples 
described as air exposed in the results section, the resulting ground powder was 
suspended in ethanol and sonicated. The suspension was pipetted onto holey carbon 
copper TEM grids (EM Resolutions), and allowed to dry. Sonication was performed in 
order to prevent large clusters of particles on the TEM grid. For all other scraped samples, 
the ground powder was dry mounted onto copper, holey carbon grids by brushing powder 
onto the grid in an Ar filled glove box. The electrodes were transported to the microscope, 
sealed in bags in an Ar atmosphere. 
In the case of the dry mounted samples, air exposure occurred for a maximum of 2 mins 
(the time taken to mount the grid onto the TEM holder and insert into the microscope 
vacuum). 
 
(2) Electrodes were prepared for microtoming by being cut into strips in an Ar filled glove 
box, and sealed into Al coated bags (Mylar) under Ar. A resin was prepared using 5 ml 
dodecenyl succinic anhydride (DDSA), 5 ml of araldite resin (CY212), and 5 drops of 
benzyldimethyl amine (BDMA) (TAAB). The strips were deposited into the resin, and the 
resin cured at 65 °C for 3 days. The resin mounted electrodes were microtomed using a 
Reichert-Jung Ultracut E ultromicrotome with a diamond blade. The electrodes were 
microtomed to 80 nm thickness into water. The microtomed electrodes were mounted 
onto copper, lacey carbon TEM grids (EM resolutions). After microtoming, the electrodes 
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were dried, put back into the Ar filled glove box, and transported to the microscope in Al-
coated, Mylar bags under Ar. Air exposure to the electrodes occurred for 30 s when being 
positioned in the resin, and parts of the sample cut by the microtome are exposed to air 
during the microtoming process if they are not shielded by residual resin. 
All electrodes prepared for high resolution imaging and electron diffraction were prepared using 
the microtoming method. The method used for the EELS samples is stated in the results section.  
5.3.3 STEM-EELS Oxidation State and Elemental Characterisation 
STEM-EELS characterisation was performed at 200 kV with a JEM ARM200F TEM and EELS spectra 
were collected using a Gatan Model 965 GIF Quantum ER spectrometer. High and low energy loss 
EELS spectra were collected simultaneously using DualEELS to allow energy drift to be corrected 
by aligning the spectrum images to the zero loss peak. The total measurement time was between 
5 and 10 mins depending on the measurement area.  
Co valence states were measured with EELS by maximising the energy resolution of the Co L2, 3 
edges. Spectra were obtained between 765 and 811 eV with an energy dispersion of 0.025 eV 
using a collection semi-angle between 42 mrad and 55 mrad. The spot size, and dwell time per 
pixel were selected by scanning the LiCoPO4 samples, and ensuring the Co L2, 3 edge remained at 
a constant energy loss throughout the scan (once the zero-loss was aligned), whilst maintaining a 
good signal-to-noise ratio. 
O K-edge spectra were obtained using a 0.025 eV, or 0.01 eV dispersion. 
5.3.4 STEM-EELS Oxidation State and Elemental Characterisation Data Processing 
All EELS and EDS results were analysed using Gatan Microscopy Suite 3 (GMS3, Digital 
Micrograph). Co valence state maps were created, and quantification of the proportion of Co(II) 
and Co(III)-rich phases was performed from EELS spectrum images using multiple linear least 
squares (MLLS) fitting between the extracted signal and reference standards for Co(II) and Co(III)-
rich areas. 
To correct the energy drift as the spectrum was corrected, and allow comparison of the Co-L2, 3 
edges with standards, the spectrum images were calibrated to the zero-loss peak (ZLP) by shifting 
the ZLP at each pixel to 0 eV. This was possible as the low- and high-loss EELS spectra were 
collected simultaneously for each image using DualEELS. The calibration method is shown in Figure 
5.4 (a).  
The background signal was removed from the spectrum image and the summation signal used for 
quantification to allow comparison with Co(II), and Co(III)-rich standards. The inbuilt GMS3 
background removal function was used to extract the signal using the power law background 
function (as shown in Figure 5.4 (b). The background removal was applied to the summed spectra 
of the whole spectrum image, and subsequently applied to each pixel on the spectrum image to 
produce a ‘signal only’ spectrum image. 




Figure 5.4: (a) Example zero-loss peak showing the need for calibration as the ZLP is not at 0 eV. (b) Co L2, 3 edges showing 
the background extraction (red) using the power law function and the subsequent Co L2, 3 signal (green) 
The reference standard for Co(II) was uncycled LiCoPO4, whilst the Co(III)-rich reference standard 
was a charged region from a LiCoPO4 electrode charged to 5.1 V vs. Li/ Li+. The ideal reference 
standard for Co(III) would have been CoPO4 (the end phase when LiCoPO4 is charged [11]), 
however, this does not exist outside of a LiCoPO4 cell. Therefore, MLLS fitting was initially 
performed between the spectrum images and Co(II)O and Co3O4 to identify the Co(III)-rich regions. 
The Co(III)-rich signal was extracted from these regions on the charged 5.1 V vs. Li/ Li+ sample to 
provide the Co(III)-rich reference. The results for this are described in 5.4.2. 
For quantification of the proportion of Co(II), and Co(III)-rich phases present in the spectrum 
image, MLLS fitting was performed on the background subtracted summed spectrum from the 
spectrum image. The summed spectrum was used to maximise the signal to noise ratio. MLLS 
fitting was performed across the entire energy range of the summed signal between the acquired 
standards using the signal integral function method. The MLLS fit signal integral function returns 
the integral of the MLLS fit fitted using the Co(II), or the Co(III)-rich standard. The proportion of 
Co(II) and Co(III)-rich phases present were calculated using:  
𝐶𝑜(𝐼𝐼)/ 𝐶𝑜(𝐼𝐼𝐼) − 𝑟𝑖𝑐ℎ % =
𝐶𝑜(𝐼𝐼)/ 𝐶𝑜(𝐼𝐼𝐼) − 𝑟𝑖𝑐ℎ 𝑀𝐿𝐿𝑆 𝑓𝑖𝑡 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙
𝑇𝑜𝑡𝑎𝑙 𝑀𝐿𝐿𝑆 𝑓𝑖𝑡 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙
 
The residual represents the proportion of unfitted signal (proportion of the collected signal which 
was not fitted to either reference). Residual signal could either be entirely Co(II), entirely Co(III), 
or a mixture of the two, thus representing the fitting error. Other fitting errors were not 
calculated, as the proportion of unfitted signal was considered to be the largest error. The residual 
was calculated using: 
𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 =




To map the Co(II) and Co(III)-rich regions, MLLS fitting was performed on the spectrum image 
across the entire energy range collected. The output of the mapping were maps where the 
intensity of each pixel correlated to the integral of the MLLS fit fitted using the Co(II), the Co(III)-
rich standard, or residual (misfit) signal.  
To produce a map containing the Co(II), and Co(III)-rich regions, the Co(II), and Co(III)-rich maps 
were overlaid. The EELS spectra were collected on sample areas which were over holes in the TEM 
grid. However, on some images some of the spectra were collected where some TEM grid was 
present and on most of the images, background signal was detected in areas which were at 
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vacuum (regions with no specimen). It is unknown why signal was detected in vacuum, however, 
detector chip noise and energy spread in the beam may contribute to the presence of background 
in the vacuum. Resin may also have been present in these areas. The MLLS fitting algorithm in 
GMS3 version used does not remove negative fitting coefficient results, so the program will assign 
any area with an EELS signal detected a Co(II), or Co(III)-rich colour, including the vacuum which 
should not be fitted to either Co(II), or Co(III)-rich standards (as shown in Figure 5.5). To correct 
this error in the mapping, the brightness and contrast of the combined image were adjusted to 
ensure the background vacuum regions were black. 
 
Figure 5.5: (a) Overlaid Co(II) and Co(III)-rich signal integral maps showing Co(II), and Co(III)-rich standard fitting in the 
background (vacuum) areas of the sample. (b) Contrast corrected map of the area in (a) where the background is black. 
Elemental mapping EELS processing was also performed using GMS3. As with the Co valence state 
maps, the spectrum images were aligned using the zero loss peak. The background after each peak 
was removed by selecting the appropriate background function for each peak, so the signal was 
maximised. As the signal-to-noise ratio of the fluorine K-edge was very small, the spectra were 
deconvolved with the zero-loss peak, using the built-in deconvolution function, in order to identify 
the F K-edge peak. 
5.3.5 S/TEM high resolution imaging and diffraction  
TEM high resolution imaging was performed on microtomed samples using a JEOL JEM F200 at 
200 kV with a OneView camera. The samples were tilted towards a zone axis by using the objective 
aperture in bright field mode to find the highly diffracting grains/ particles (dark contrast 
particles). The microscope was switched into diffraction mode and the sample tilted until the 
diffraction pattern indicated a zone-axis. Diffraction patterns were taken at this point. The 
microscope was switched back into TEM imaging mode, and the objective aperture removed, for 
high resolution imaging of the particles on the zone axis.   
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5.3.6 X-ray Diffraction Characterisation  
Samples were prepared for XRD by scraping the electrode off the current collector, grinding with 
a mortar and pestle, and loading into glass capillary tubes in an Ar filled glove box. The capillaries 
were sealed with wax to prevent air exposure during XRD pattern collection. 3 electrodes were 
mounted per capillary as the capillaries were too long to be filled with 1 electrode. 
XRD was performed using a Panalytical Empyrean diffractometer, with a GalliPIX3D X-ray detector, 
using Ag Kα radiation in transmission, capillary spinner mode. Initially XRD was attempted with Cu 
Kα radiation, but the signal-to-noise ratio was found to be too low due to fluorescence. Mo Kα 
radiation was also attempted, but issues with the Mo X-ray mirror impacted the reliability of the 
results. 
XRD results were refined using the Rietveld method using Highscore software. 
5.4 RESULTS: DEVELOPMENT OF THE OXIDATION STATE MAPPING TECHNIQUE 
5.4.1 Experiments presented 
The scope of this section is to demonstrate the development of the oxidation state mapping 
technique used to identify lithiation mechanisms in LiCoPO4. To ensure oxidation state mapping 
could be accurately used to study lithiation mechanisms in LiCoPO4 the following steps were taken: 
(1) Identification and extraction of appropriate EELS Co L-edge, and O K-edge standards for 
LiCoPO4, Li2/3CoPO4, and CoPO4.  
(2) Confirmation that the sample preparation method, and any potential air exposure, caused 
minimal damage to the sample. 
LiCoPO4 as-received powder was used as the Co(II) standard. The standards for Li2/3CoPO4, and 
CoPO4 were synthesised electrochemically, therefore appropriate charging potentials to form the 
standards were selected based on the presence of plateaus in the galvanostatic charging curve. 
Structural characterisation using SAED, and XRD was performed to confirm the presence of the 
standard phases in samples charged to the potentials chosen to extract Co L-edge standards. 
Exposure to air is known to amorphises CoPO4 (the charged state of LiCoPO4), but the effect on 
the Co L-edge is unknown. Therefore, the Co L-edge of samples containing CoPO4 exposed to air 
for 3 days, and 2 mins were compared. 3 days was the longest transit time between Sheffield and 
Harwell for microscopy, and 2 mins was the time required to remove samples from sealed bags 
and insert them into the microscope. 
Microtoming, as described in section 5.3.2, requires mounting and curing the electrodes in resin. 
To confirm the microtoming process did not cause changes in the Co L-edge, Co L-edges were 
extracted from both microtomed, and non-microtomed samples. 











Table 5.1: Table outlining the experiments presented in this chapter, and the sections where they are detailed 
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Effect of 
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the Co L-edge 
Charged to 5.1 V vs. 
Li/ Li+ on the first 
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5.4.2 Identifying Appropriate Standards 
5.4.2.1 Selecting potentials to collect standards 
The ideal standards for EELS spectra analysis using MLLS fitting would be pure samples of the 
phases which form during cycling, LiCo(II)PO4, Li2/3Co(II,III)PO4, and Co(III)PO4. In order to identify 
the Co L-edge standards, the galvanostatic charging characteristics were observed to identify the 
potentials when phase changes were occurring. Ideally the phase changes would be matched with 
a specific capacity in order to maintain consistency between samples, however, likely due to 
contributions from the electrolyte, the cell capacities were not consistent enough for this. 
Figure 5.6 shows representative 0.1C galvanostatic charge and discharge curves, and the 
differential capacity curve of the first cycle of a lithium ion half-cell. The differential capacity (Q) 
in Figure 5.6 (b) was calculated as the integral of the time vs. current curve divided by the active 
mass of LiCoPO4. 
The galvanostatic charge curve in Figure 5.6 (a) shows the presence of 2 voltage plateaus at 4.8 V 
and 4.9 V vs. Li/ Li+. On discharge there at 2 plateaus are 4.7 V vs. Li/ Li+ and at 3.5 V vs. Li/Li+. The 
total charging capacity is 223 mAh g-1 which is greater than the theoretical capacity of LiCoPO4 
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(167 mAh g-1 [11]), potentially due to contributions from the electrolyte forming CEI layers on 
charge (discussed in the degradation at the electrode surface chapter). 
The differential capacity is the first order differential of capacity (Q) against voltage (V) curve 
(dQ/dV). Peaks in a differential capacity curves correspond to physical processes occurring in the 
cell. In Figure 5.6 (b) there are 2 large peaks during charge, corresponding to the voltage plateau 
potentials on the galvanostatic cycling curve (at 4.84 V vs. Li/Li+ and 4.91 V vs. Li/Li+). These peaks 
are both above the electrolyte break-down potential of LiPF6 in 50/50 vol. EC/ DMC (4.5- 5.0 V vs. 
Li/Li+ [14]). The integral of a differential capacity peak gives the capacity gained during the physical 
process represented by the peak. The specific capacity represented by total integral under the 2 
peaks is 154 mAh g-1, less than the theoretical maximum of LiCoPO4 (167 mAh g-1).  As the specific 
capacity resulting from the peaks is less than the theoretical maximum, the peaks are likely a result 
of material processes within the LiCoPO4 particles, hence reference standards are needed at 
potentials after the peaks (uncharged, 4.89 V vs. Li/ Li+ and, 5.1 V vs. Li/ Li+). 
 
Figure 5.6: Representative 0.1C (a)- galvanostatic charge (blue dashes) and discharge curves (pink solid), and (b)- 
differential capacity curves of a LiCoPO4 half-cell. Q- specific capacity. dQ/dV = differential capacity 
5.4.2.2 Extracting the Co L-edge standards from collected EELS spectrum images 
MLLS fitting methodology requires standards to act as a model to fit to the EELS signal. The ideal 
standards to study lithiation mechanisms in LiCoPO4 would be Co(II), 2/3 Co(II) + 1/3 Co(III) and 
Co(III) L2, 3 edges extracted from LiCo(II)PO4, Li2/3Co(II, III)PO4 and Co(III)PO4 respectively. Uncycled 
LiCoPO4 was used as a standard for Co(II)-rich regions. However for Co(III), CoPO4 amorphises on 
contact with air [11] and does not exist outside of a charged LiCoPO4 cell.  
The Co(III) standard was extracted from a 5.1 V vs. Li/ Li+ sample (fully charged as per the 
differential capacity curve in Figure 5.6 (b). The Co L-edge Co(III)-rich standard was extracted by 
MLLS fitting a 5.1 V vs. Li/ Li+ charged LiCoPO4 sample to Co(II)O, and Co3(II, III)O4 Co L-edge 
standards to identify which regions were Co(II)-rich, and which regions were Co(III)-rich. The 
Co(III)-rich reference standard was extracted from regions identified as Co(III)-rich after mapping 
with Co(II)O and Co3(II, III)O4. Li2/3CoPO4 will be discussed in a later section. 
CoO and Co3O4 are common oxides with different oxidation states (Co(II) for CoO and 2/3 Co(III), 
1/3 Co(II) for Co3O4). The L2, 3 edge spectra of Co(II)O and Co3(II, III)O4 are shown in Figure 5.7. The 
shape of the L2, 3 edges for CoO and Co3O4 are different, consistent with Co in different oxidation 
states. There is a shift in the peak and edge onset of the L2 edge from Co(II) to Co(III) by 1.475 eV 
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and the ratio between the peak heights of the L2 and L3 edges is greater for CoO than Co3O4, 
consistent with literature on transition metal oxide L2, 3 edge shapes [8]. 









         Co(II)
 Co3O4 




Figure 5.7: Co(II) and Co(III)-rich L-edge EELS signals extracted from Co(II)O (dark red) and Co3(II,III)O4 (dark green) 
respectively. Co L3-edge is the first peak, Co L2-edge is the second peak. 
The Co(III)-rich EELS signal was extracted from Co(II, III)-rich regions of the 5.1 V vs. Li/ Li+ sample 
(as indicated by the yellow box in Figure 5.8 (b)). The Co(II)O and Co3O4 Co L-edge signals were 
also fitted to an uncycled LiCoPO4 electrode to confirm the presence of Co(II) (Figure 5.8 (a)). 
Figure 5.8 (a) shows that fitting the Co(II)O to an uncharged LiCoPO4 EELS spectrum image causes 
the MLLS fit result to be Co(II) (red) for most of the particle area. A region of the particles near the 
top of Figure 5.8 (a) is slightly green, this was due to thickness complications described in 5.4.4. 
The region chosen for extraction was completely red, indicating that the resulting LiCoPO4 Co L-
edge signal would be mostly Co(II). 
Figure 5.8 (b) shows a 5.1 V vs. Li/ Li+ charged electrode spectrum image fitted to the Co(II)O, and 
Co3(II, III)O4 EELS spectra in Figure 5.7. Regions which fitted to the Co3(II, III)O4 reference signal 
better than to the Co(II)O reference signal are more Co(III)-rich (indicated by mostly green regions 
of Figure 5.8 (b)). The Co(III)-rich reference signal for de-lithiated LiCoPO4 was extracted from a 
mostly green region of Figure 5.8 (b), as indicated by the yellow box in Figure 5.8 (b). The extracted 
Co(III)-rich edge from the 5.1 V vs. Li/ Li+ electrode is shown in Figure 5.9. In order to confirm this 
was the most ‘Co(III)-rich’ region, signals were extracted from other green mixed regions. The 
same edge shape as the Co(III)-rich edge in Figure 5.9 was found from other mixed red and green 
areas.  
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Figure 5.8 (b) shows that the Co3O4 reference signal did not map well to a 5.1 V vs. Li/ Li+ as the 
map is a mixture of red and green across the whole sample. The poor mapping of the charged 
sample with the cobalt oxide references in Figure 5.8 (b) is likely because Co(III) bonded to a PO4 
group has a different Co L-edge shape to a Co(III) bonded to a O group. Co in Co3O4 consists of 
tetrahedrally co-ordinated Co(II), and octahedrally co-ordinated Co(III) [15], whereas Co in CoPO4 
is octahedrally co-ordinated [11], hence the electron densities are likely to be different. 
 
Figure 5.8: EELS maps of (a)- uncycled LiCoPO4, and (b)- 5.1 V vs. Li/ Li+ charged LiCoPO4 created by MLLS fitting the 
acquired spectrum image to: green regions- Co3O4 Co(III)-rich, and red- Co(II)O Co(II)-rich L edge signals shown in 
Figure 5.7. 
The extracted EELS reference signals from the yellow box regions of the charged LiCoPO4 sample 
in Figure 5.8 are shown in Figure 5.9 (red- Co(II)-rich, green- Co(III)-rich). As the 5.1 V vs. Li/ Li+ 
signal was matched to a mixed oxidation-state oxide, the standard is referred to as Co(III)-rich.  
The extracted LiCoPO4 electrode Co(III)-rich and Co(II)-rich signals in Figure 5.9 have distinctly 
different shapes. The peak on the L2 edge for the Co(III)- rich sample (green line) has a higher 
energy loss than the Co(II)-rich L2 edge (780.7 eV vs. 779.4 eV respectively). There is a hip on the 
L3 edge at 782.6 eV, and on the L2 edge at 797.2 eV on the Co(II)-rich signal (red line), but not on 
the Co(III)-rich signal. The different edge shapes indicate the presence of different Co oxidation 








Figure 5.9: Extracted Co L-edge EELS standards: red- Co(II) standard extracted from uncycled LiCoPO4, green- Co(III)-
rich standard extracted from LiCoPO4 charged to 5.1 V vs. Li/ Li+ as shown in Figure 5.8. 
Figure 5.10 shows a comparison of the Co L-edges extracted from the LiCoPO4 samples, and Co L-
edges extracted from the cobalt oxide samples. The shape the Co(II) edges are similar for both the 
oxide, and phosphate compounds, however the Co(III)-rich LiCoPO4 Co L-edges are different to the 
equivalent oxide Co L-edges. The ratio between the L2 and L3 edges heights (intensities) of the 
Co(III) extracted (red) and Co(III)-rich extracted signals (green) in Figure 5.10 are smaller (Co(II)- 
2.9, Co(III)- 3.4) compared with CoO and Co3O4 (CoO- 2.8, Co3O4- 1.9) in Figure 5.10. The 
comparatively small height ratio would make the L-edge height ratio method of quantifying 
oxidation state more difficult for LiCoPO4 samples. 
 
Figure 5.10: Comparison of the cobalt oxide and lithium cobalt phosphate (a) Co(II)-rich, and (b) Co(III)-rich EELS edges. 
In (a) the Co(II)-rich oxide edge (black) was extracted from Co(II)O, and the Co(II)-rich LiCoPO4 edge (red) was extracted 
from uncycled LiCoPO4. In (b) the Co(III)-rich oxide edge was extracted from Co3(II, III)O4 (blue), and the Co(III)-rich 
LiCoPO4 edge was extracted from a LiCoPO4 electrode charged to 5.1 V vs. Li/ Li+ (green). 








 Uncharged  
         Co(II)-rich
 5.1 V vs. Li/Li+  
         Co(III)-rich
Co L2
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The Co(III) reference should represent fully de-lithiated regions of LiCoPO4 (CoPO4). However, the 
extracted Co(III)-rich phosphate reference can only be called Co(III)-rich and not Co(III) as the 
Co(III)-rich signal was extracted from an area selected on the basis the EELS signal from this region 
fitted better to mixed Co valence state Co3(II, III)O4 than Co(II)O.  
Figure 5.6 (b) shows the specific capacity resulting from the redox peaks was 154 mAh g-1, less 
than the theoretical capacity of LiCoPO4 (167 mAh g-1), suggesting the 5.1 V vs. Li/ Li+ charged 
sample was not be fully de-lithiated. Therefore, the Co(III)-rich standard could be a Co L-edge from 
a partially de-lithiated region of sample, rather than a fully de-lithiated region of sample.  
To confirm that the Co(III)-rich reference is pure Co(III) and not a mixed 2/3 Co(III), 1/3 Co(II), the 
L2, 3 edge shape was compared to the L2, 3 edge from Co3(PO4)2 (Figure 5.11). Co in Co3(PO4)2 is in a 
Co(II) oxidation state in the presence of phosphate groups, but without the presence of Li. The 
shape of the Co3(PO4)2 L2, 3 edge (purple) matches the Co(II) LiCoPO4 edge.  
As the Co3(PO4)2 edge matches the Co(II)-rich signal, this confirms the Co(II)-rich signal is Co(II). If 
the shape of the Co3(PO4)2 had been a mix between the Co(III)-rich reference and Co(II)-rich 
reference, this would imply partial filling of electron states due to the presence of Li is having an 
impact on the shape of the L2, 3 edge. As this is not the case, the shape of the L2, 3 edge is more 
likely to be due to the oxidation state of the Co. At 5.1 V vs. Li/Li+ the only Co(III)-rich phase that 
should be present is CoPO4 (pure Co(III)). As the Co3(PO4)2 matches the Co(II) reference, by process 
of elimination the Co(III)-rich reference must represent Co(III)-rich areas.   












Figure 5.11: Purple- Co L-edge EELS signal extracted from Co3(PO4)2 (Co(II) cobalt attached to phosphate groups) 
compared to extracted Co L-edge standards: red- Co(II) standard  extracted from uncycled LiCoPO4, green- Co(III)-rich 
standard extracted from 5.1 V vs. Li/ Li+ as shown in Figure 5.8. 
The Co3(PO4)2 argument ignores the potential for O-Co bond hybridisation effects on the Co(III)-
rich edge [1]. To confirm the identity of the Co(III)-rich edge, X-ray diffraction, and electron 
diffraction were performed. 
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5.4.2.3 Confirming the phases using XRD and selected area electron diffraction (SAED) 
The EELS analysis confirms a difference in the Co L-edge shape between charged and discharged 
regions of LiCoPO4 electrodes but does not prove the identity of the phases detected. XRD was 
performed on uncycled electrodes, and electrodes charged to 5.1 V vs. Li/ Li+ to confirm the 
identity of the Co(II), and Co(III)-rich regions (Figure 5.12, Figure 5.13, and Figure 5.14). 
The acquired XRD pattern for the uncycled electrode is shown in Figure 5.12. An amorphous hump 
is observed at 8 ° 2θ, which results from the glass capillary tube used to collect the XRD pattern. 
The refinement results are shown in Figure 5.12. To correct for the amorphous component of the 
background, the pattern was refined with a Chebychev background model. 
Due to the use of hard Ag radiation, the lower angle peaks have a pre-peak sloping asymmetry 
associated with axial divergence. The patterns were collected using the smallest possible soller slit 
configuration (0.02 °) to minimise the axial divergence error. To correct for the asymmetry, the 
pseudo-voigt peak shape components were refined with a split peak shape, width and height. The 
difference plot shows large fitting errors on the more intense peaks ((111), and (311)). 



























Figure 5.12: Collected XRD pattern (black), calculated intensity profile (red), calculated background using the 
Chebychev model (green), and the difference plot (blue) of rietveld refined uncycled electrodes. The red dashes indicate 
peak positions for LiCoPO4. Reproduced with permission from [16]. Copyright 2020, the American Chemical Society. 
The acquired XRD pattern and rietveld refinement for LiCoPO4 electrodes charged to 5.1 V vs. Li/ 
Li+ is shown in Figure 5.13. The refinement fitting was performed using CoPO4, and Li2/3CoPO4 
phases due to the presence of peaks attributed to both phases (shown in Figure 5.14). The 
refinement was performed by fitting the unit cell of both CoPO4, and Li2/3CoPO4 to the measured 
peak positions, and then refining the atomic co-ordinates and the atomic displacement, Biso values. 
The occupancy factor of the atomic positions was not refined. 
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The overall measured intensity of the 5.1 V vs. Li/ Li+ pattern (Figure 5.13) is less than the 
measured intensity for the uncycled electrode in Figure 5.12 because less electrode powder used 
to collect the pattern.  
Due to the lower overall intensity of the 5.1 V vs. Li/ Li+ pattern (Figure 5.13), there is a higher 
contribution of background towards the intensity of the pattern. An amorphous hump at 7 ° 2θ is 
observable and results from the use of glass capillaries as a sample holder, similar to the uncycled 
electrode in Figure 5.12. The background was modelled using user defined basepoints, as the 
Chebychev background model was unable to accurately model the background for the pattern in 
Figure 5.13. 
Another possibility for the amorphous hump in Figure 5.13 is partial amorphisation of CoPO4, due 
to accidental air exposure. It was still possible to ascertain the unit cell values of CoPO4 from the 
pattern (shown in Table 5.2), required to calculate d-spacings for phase identification with SAED.  


























Figure 5.13: Collected XRD pattern (black), calculated intensity profile (red), calculated background using user defined 
points (green), and the difference plot (blue) of rietveld refined 5.1 V vs. Li/ Li+ charged electrodes. The blue dashes 
indicate peak positions for CoPO4, and the pink dashes indicate the peak positions for Li2/3CoPO4. 
The XRD patterns in Figure 5.14 have had the background removed in order to analyse the peak 
positions. The patterns for both the 5.1 V vs. Li/ Li+ charged electrodes, and the uncycled 
electrodes were normalised by the (111) plane, as this reflection had the highest intensity 
regardless of the phase present. The phase percentages (weight fractions) shown on Figure 5.14 
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Wp- weight fraction of phase p, S- scale factor, Z- number of formula units per unit cell, M- 
molecular weight of the formula unit, V- unit cell volume, i- index running over all phases. 
The error on the weight fraction was calculated based on: 









ΔWP- error on weight fraction, WP- weight fraction, ΔV- estimated standard deviation of the unit 
cell volume, ΔS- estimated standard deviation of the phase scale factor, S- scale factor, and V- unit 
cell volume, χ- goodness of fit parameter. 
The peak reflections for high intensity peaks, and those which vary between phases are labelled 
to aid discussion. The space group of all 3 phases (LiCoPO4, Li2/3CoPO4, and CoPO4) was found to 
be P n m a. 
The uncycled XRD pattern of LiCoPO4 electrodes was found to contain 100 % LiCoPO4 (Figure 5.14). 
Therefore the Co(II) EELS signal extracted from the uncycled electrode shown in Figure 5.9 is 
LiCoPO4. 
The 5.1 V vs. Li/ Li+ electrodes were found to be a mix of Li2/3CoPO4, and CoPO4 (Figure 5.14). As 
the electrode was charged the (200) reflection shifted to higher 2θ values (6.3 ° for LiCoPO4, for 
6.4 ° Li2/3CoPO4, and 6.7 ° for CoPO4). A shift also occurred for the (210) reflection, the (301) 
reflection, and the (311) reflection. The peak shifts occurred due to the removal of Li causing unit 
cell volume shrinkage due to a decrease in a the ‘a’ unit cell parameter (defined in Figure 2.6). 
Removal of Li+ allows attraction between transition metal and polyanions layers in the structure, 
causing shrinkage. A broad shoulder was detected on the 020 reflection (as the reflection shifted 
to lower 2θ values) associated with the presence of Li2/3CoPO4, in agreement with work by Palmer 
et al. [13]. 
Phase analysis found that the electrodes charged to 5.1 V vs. Li/ Li+ contained 28.6 % Li2/3CoPO4, 
and 71.4 % CoPO4. Therefore, from bulk analysis of the electrodes using XRD there is some 
uncertainty in the identity of the Co(III)-rich standard in Figure 5.9 as the distribution of the 28.6 
% Li2/3CoPO4 within the bulk sample is unknown. 
PhD Thesis- Laura Wheatcroft 
133 
 
















* Li2/3CoPO4 (28.6 %)



































Figure 5.14: Ag kα  XRD patterns of (b) Uncycled (red), and (a) 5.1 V vs. Li/ Li+ (green)  electrodes. Each pattern was 
collected using with 3 electrodes mounted in capillaries. The intensities have been normalised by the (111) plane. The 
crystallographic planes associated with selected reflections are labelled. The peaks on the uncycled pattern are LiCoPO4. 
On the 5.1 V vs. Li/ Li+ pattern, Li2/3CoPO4 reflections are labelled with a blue *, and CoPO4 reflections are labelled with 
a black !. The proportion of Li2/3CoPO4 proportion was found to be 28.6 %, and the proportion of CoPO4 was 71.4 %. The 
PDF cards used for refinements were: LiCoPO4- 01-089-6192, Li2/3CoPO4- 04-014-7340, and CoPO4- 04-014-7341. 
Reproduced with permission from [16]. Copyright 2020, the American Chemical Society.  
The results of the refinements shown in Figure 5.12 and Figure 5.13 are shown in Table 5.2. Rwp is 
the weighted R-value (fitting parameter) defined by: 
𝑅𝑤𝑝 = √(




Yio- original pattern intensity at position i 2θ 
Yic- calculated pattern intensity at position i 2θ 
wi- weighted factor defined by 1/ESD2, where ESD is the estimated standard deviation at position 
i 
The results in Table 5.2 show a decrease in the overall unit cell volume as Li is removed, with the 
lattice parameter decreasing in a and b. The lattice parameter increases in direction c as de-
lithiation occurs.  
The weighted R-value fitting parameters indicate a reasonable fit between the calculated model, 
and the original parameters. As the main purpose of XRD was to find the lattice parameters to 
calculate the d-spacings for SAED indexing, the accuracy of the lattice parameters was the most 
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important aspect, which could be observed by checking the calculated peak positions against the 
original peak positions. 
The numbers in brackets in the unit cell parameters reported in Table 5.2 represent the estimated 
standard deviation multiplied by the χ (goodness of fit) value for the lattice parameter. The 
estimated standard deviation and goodness of fit parameter (χ) were calulcated using Highscore 
Plus. χ is given by (Rwp/Rexp). Rwp is as defined above, and Rexp is the expected R-factor, representing 
the best possible Rwp. Since the χ parameter for both the uncycled, and 5.1 V vs. Li/ Li+ was greater 
than 1 (2.62 and 2.46 respectively), the estimated standard deviations are an underestimate of 
the true error, so they were multiplied by χ as a correction. For a more accurate error estimation, 
multiple samples should have been scanned and refined. The unit cell error estimation method 
described was performed for all other XRD refinement results presented in this thesis. Some unit 
cell values do not have a quoted error as the error calculated lay outside the significant figures. 
Table 5.2: Refinement results for the rietveld refinements shown in Figure 5.12 and Figure 5.13 
Sample Phase Unit Cell Rwp 
a (Å) b (Å) c (Å) % 
Uncycled LiCoPO4 10.203(1) 5.9205 4.6985 5.049 
5.1 V 
Li2/3CoPO4 10.07(1) 5.853(7) 4.704(6) 4.81 
CoPO4 9.565(3) 5.778(2) 4.7597  
5.4.2.3.1 Indexing SAED Patterns 
As the 5.1 V vs. Li/ Li+ electrode was found to contain a phase mix of CoPO4, and Li2/3CoPO4 via XRD 
(Figure 5.14), selected area electron diffraction (SAED) was required to identify phases within the 
particles. However, as the space group does not change between the 3 phases, the electron 
diffraction patterns will not be significantly different. However, the unit cell volume decreases, 
hence the d-spacing changes between the 3 phases. Therefore, the SAED patterns were indexed 
and the closest matching d-spacing to the respective phases used to identify the phase present.  
To index the SAED patterns the d-spacings were measured by measuring the reciprocal lattice 
distances on the diffraction patterns across multiple spots (at least 4), and finding the inverse of 
the average reciprocal lattice distance. The measurement was averaged to minimise the centre 
spot distance error, particularly between larger spots in the diffraction patterns. d-spacings were 















h, k, l- miller indices 
a, b, c- lattice parameters 
The errors for measured d-spacing for each diffraction spot are shown in Table 5.4. As the d-
spacings were calculated by measuring distances between diffraction spots, the width of the 
diffraction spots was the largest source of error when indexing. Therefore, the d-spacing error 
(Δd) was calculated as: 
∆𝑑 = 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑑 𝑠𝑝𝑎𝑐𝑖𝑛𝑔 ×  (
𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑑𝑖𝑓𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑠𝑝𝑜𝑡 𝑤𝑖𝑑𝑡ℎ
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 000 𝑡𝑜 𝑑𝑖𝑓𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑠𝑝𝑜𝑡
) 
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The measured d-spacings were matched to calculated d-spacings, by matching the ratio of 
neighbouring measured d-spacings to ratios between the calculated d-spacings for each hkl miller 
index.  
To phase identify the diffraction patterns a few assumptions were made: 
(1) The SAED patterns collected were orientated along a high order zone axis, therefore only 
planes (1 0 0) to (2 2 4) were checked. The zone axis sites were found using the objective aperture, 
picking out grains with high levels of elastic scattering, and hence are likely close to the zone axis. 
(2) The only phases considered were CoPO4, Li2/3CoPO4, and LiCoPO4 with the same lattice 
parameters as those measured by XRD. This discounts the possibility of further partial de-lithiation 
as the Li occupancy was not refined. Therefore, the analysis only confirms the presence of a phase 
with a similar unit cell to the phases found using XRD refinement (Figure 5.12 and Figure 5.13). 
(3) Only allowed reflections of P n m a lattices occurred: 
 0kl: k + l = 2n 
 hk0: h = 2n 
 h00: h = 2n 
 0k0: k = 2n 
 00l: l = 2n [17] 
The reflection index did not vary with phase. Therefore, if a spot had been identified as 2 0 0, the 
spot could be 2 0 0 for LiCoPO4, Li2/3CoPO4, and CoPO4. The phase was identified based on the 
lowest average difference between the calculated d-spacing of LiCoPO4, Li2/3CoPO4, and CoPO4, 
and the measured d-spacing. The reflection index not varying assumption was made because no 
extra reflections occurring on modelled SAED patterns in Crystal Maker software, and in the XRD 
patterns in Figure 5.12, Figure 5.13, and Figure 5.14. The difference in d-spacing value at a given 
reflection for each phase was smaller than the difference between the d-spacing values for the 
next reflection (see Table 5.3), so d-spacing differences were more likely due to lattice parameter 
shift rather than re-labelling of the diffraction spot. 
Calculated d-spacing errors shown in Table 5.3, and Table 5.4 were calculated using:  
















Where a, b, and c are the lattice parameters for LiCoPO4, Li2/3CoPO4, and CoPO4 calculated from 
XRD patterns (see Table 5.2). Δa, Δb, and Δc are the estimated standard deviations multiplied by 
χ shown in Table 5.2. 
Table 5.3: Comparison of calculated miller indices for allowed reflections for LiCoPO4, Li2/3CoPO4, and CoPO4. The d-
spacings were calculated using the d-spacing formula, and the lattice constants calculated from XRD in Table 5.2. 
Reflection 
Calculated d-spacing (nm) 
LiCoPO4 Li2/3CoPO4 CoPO4 
2 0 0 0.510 ± 1.80 × 10-5 0.504 ± 2.02 × 10-4 0.478 ± 4.47 × 10-5 
1 0 1 0.427 ± 1.51 × 10-5 0.426 ± 1.71× 10-4 0.426 ± 3.98 × 10-5 
2 1 0 0.387 ± 1.37 × 10-5 0.382 ± 1.53 × 10-4 0.368 ± 3.44 × 10-5 
0 1 1 0.368 ± 1.30 × 10-5 0.367 ± 1.47 × 10-4 0.367 ± 3.44 × 10-5 
2 0 1 0.346 ± 1.22 × 10-5 0.343 ± 1.38 × 10-4 0.337 ± 3.16 × 10-5 




As the XRD patterns in Figure 5.14 indicate that electrodes charged to 5.1 V vs. Li/ Li+ contain 
CoPO4, and Li2/3CoPO4, the patterns were indexed using different unit cell values for different 
phases to calculate the d-spacings. Table 5.4 shows the average differences found between 3 
measured d-spacings and calculated d-spacings of each possible phase for the diffraction patterns 
collected. The smallest average d-spacing was used to identify the phase present (see Table 5.4). 
Average d-spacing differences were calculated using: 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑑 𝑠𝑝𝑎𝑐𝑖𝑛𝑔 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒
=
|𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑑1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑑1| + |𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑑2 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑑2| + |𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑑3 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑑3|
3
 
The average differences error was calculated as: 
𝐴𝑣𝑔 𝑑 𝑑𝑖𝑓𝑓 𝑒𝑟𝑟𝑜𝑟 = 𝐴𝑣𝑔 𝑑 𝑑𝑖𝑓𝑓 × √(∑(
𝑚𝑒𝑎𝑠 𝑑 𝑒𝑟𝑟𝑜𝑟𝑠𝑝𝑜𝑡 𝑖
𝑚𝑒𝑎𝑠 𝑑𝑠𝑝𝑜𝑡 𝑖
)2 +  ∑(
𝑐𝑎𝑙𝑐 𝑑 𝑒𝑟𝑟𝑜𝑟𝑠𝑝𝑜𝑡 𝑖
𝑐𝑎𝑙𝑐 𝑑𝑠𝑝𝑜𝑡 𝑖
)2) 
Avg d difference - average d spacing difference, spot i- all the indexed diffraction spots in a given 
diffraction pattern, calc/ meas d errorspot I- calculated/ measured d spacing error for diffraction 
spot I, calc/ meas dspot I – calculated/ measured d spacing for diffraction spot i. 
The average differences presented in Table 5.4 show that the regions SAED patterns were 
collected for the 5.1 V vs. Li/ Li+ charged particles were identified as CoPO4, and Li2/3CoPO4, in 
agreement with the XRD patterns in Figure 5.14. LiCoPO4 was found in the uncycled electrodes 
(Table 5.4), although for the [2 1 -1] zone axis, the LiCoPO4, and Li2/3CoPO4 average differences 
were the same. The phase is identified as LiCoPO4 as no Li2/3CoPO4 was found in the XRD patterns, 
and LiCoPO4 should not have de-lithiated without cycling. 
Table 5.4 shows the measured and calculated d-spacings were not a perfect match for all the 
phases. This was likely due measurement error when measuring between diffraction spots. The 
accuracy of the phase ID could be improved by measuring and comparing more diffraction spots. 
Given the results matched the XRD pattern results in Figure 5.14, it was assumed the indexing 
phase identification was correct with 3 measured spots. 
However, the Lithium occupancy was not refined from the XRD patterns in Figure 5.13 so it is not 
possible to confirm that the electrode was fully de-lithiated using SAED as the phase identification 
process was based on lattice parameter changes. The charged standard will continue to be 
referred to as Co(III)-rich.
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Table 5.4: Comparison between calculated d-spacings, measured d-spacings, and average d-spacings across the measured reflections for the different regions SAED patterns were collected, 

















Calculated d-spacing (nm) 
Average d-spacing difference for all 
planes (nm) Phase 












] (-2 -1 0) 0.385 ± 0.054 0.386 ± 1.36 × 10
-5  0.382 ± 1.54 × 10-4 0.368 ± 3.44 × 10-5 2.67 × 10-3 
±  
6.44 × 10-4 
4.00 × 10-3   
±  
9.64 × 10-4 
9.33 × 10-3   
±  
2.25 × 10-3 
LiCoPO4 
(-1 0 1) 0.432 ± 0.060 0.427 ± 1.51 × 10-5 0.426 ± 1.71 × 10-4 0.426 ± 3.98 × 10-5 





] (0 1 -1) 0.367 ± 0.053 0.368 ± 1.30 × 10
-5 0.367 ± 1.48 × 10-4 0.367 ± 3.43 × 10-5 1.67 × 10-3   
±  
3.06 × 10-4 
1.67 × 10-3  
±  
3.06 × 10-4 
3.00 × 10-3  
±  
5.49 × 10-4 
LiCoPO4 
(1 0 2) 0.226 ± 0.016 0.229 ± 8.09 × 10-6 0.229 ± 9.21 × 10-5 0.231 ± 2.16 × 10-5 














] (0 2 0) 0.291 ± 0.029 0.296 ± 1.05 × 10
-5 0.293 ± 1.17 × 10-4 0.289 ± 2.70 × 10-5 4.85 × 10-3   
±  
7.09 × 10-4 
3.37 × 10-3  
±  
4.93 × 10-4 
2.62 × 10-3   
±  
3.83 × 10-4 
CoPO4 
(2 2 1) 0.224 ± 0.015 0.225 ± 7.95 × 10-6 0.223 ± 8.96 × 10-5 0.220 ± 2.06 × 10-5 





] (-1 1 1) 0.341 ± 0.049 0.346 ± 1.22 × 10
-5 0.345 ± 1.39 × 10-4 0.343 ± 3.20 × 10-5 3.35 × 10-3   
±  
8.94 × 10-4 
2.23 × 10-3  
±  
5.95 × 10-4 
6.72 × 10-3  
±  
1.79 × 10-3 
Li2/3CoPO4 
(1 2 1) 0.241 ± 0.026 0.243 ± 8.58 × 10-6 0.241 ± 9.69 × 10-5 0.239 ± 2.23 × 10-5 





] (0 1 1) 0.360 ± 0.039 0.368 ± 1.30 × 10
-5 0.367 ± 1.46 × 10-4 0.367 ± 3.43 × 10-5 5.69 × 10-3   
±  
1.25 × 10-3 
4.73 × 10-3 
±  
1.04 × 10-4 
5.07 × 10-3  
±  
1.12 × 10-3 
Li2/3CoPO4 
(1 0 2) 0.226 ± 0.015 0.229 ± 8.09 × 10-6 0.229 ± 9.21 × 10-5 0.231 ± 2.16 × 10-5 
(1 -1 1) 0.340 ± 0.061 0.346 ± 1.22 × 10-5 0.345 ± 1.39 × 10-4 0.343 ± 3.20 × 10-5 
 
  




Figure 5.15 shows a TEM image (a), and 2 indexed diffraction patterns taken from uncycled 
LiCoPO4 particles. The TEM studies, for example the image in Figure 5.15 (a), indicate that the 
uncycled LiCoPO4 particles are crystalline with an amorphous C coating surrounding the particles. 
The diffraction patterns, such as examples in Figure 5.15 (b), and (c), confirm the lattice is 
crystalline LiCoPO4. 
 
Figure 5.15: (a) TEM image of an uncycled LiCoPO4 particle, and indexed diffraction patterns taken from different 
particles (b) [-1 2 -1]ZA , and (c) [2 1 -1]ZA. (b) is the diffraction pattern of the area in TEM image (a). The zone axis 
direction and phase identified is indicated in the top left hand corner of the diffraction patterns. Reproduced with 
permission from [16]. Copyright 2020, the American Chemical Society.  
The sample SAED patterns of the 5.1 V vs. Li/ Li+ electrode in Figure 5.16 (a, and b) were indexed 
to CoPO4, and Li2/3CoPO4 respectively, indicating a mix of Li2/3CoPO4 and CoPO4, consistent with 
the XRD pattern in Figure 5.14.  
Figure 5.16 (a) shows a TEM image of a 5.1 V vs. Li/ Li+ charged electrode particle identified as 
CoPO4 with SAED. The plane labelled corresponds to the CoPO4 (-2 0 -1) plane. The (-2 0 -1) plane 
had the same d-spacing across the whole lattice in the region of particle imaged in Figure 5.16 (a), 
indicating the particle was CoPO4 across the imaged region. The presence of CoPO4 across a wide 
area suggests the Co(III)-rich EELS spectra in Figure 5.9, collected from the most Co(III)-rich regions 
of the 5.1 V vs. Li/ Li+ electrode originated from CoPO4. 





Figure 5.16: TEM image of a 5.1 V vs. Li/ Li+ charged LiCoPO4 particle, and indexed diffraction patterns taken from 
different particles (b), and (c). (b) is the diffraction pattern of the area in TEM image (a). The zone axis direction and 
phase identified is indicated in the top left hand corner of the diffraction patterns.  
5.4.2.4 Mapping the third phase: Li2/3CoPO4 
Electrochemical cycling Figure 5.6, and XRD patterns in Figure 5.14 indicate that a third phase 
Li2/3CoPO4 (referred to as phase B) should be present. So far EELS spectra standards have only 
been collected from an uncycled electrode, for Co(II) (LiCoPO4), and an electrode charged to 5.1 V 
vs. Li/ Li+ (CoPO4). To fully understand the lithiation mechanisms and structural changes occurring 
in LiCoPO4 during cycling, ideally an EELS standard for Li2/3CoPO4 should be collected. 
A couple of strategies were employed to extract the phase B EELS standard: 
(1) Extraction from red Co(II) areas of the 5.1 V vs. Li/ Li+ map. Li2/3CoPO4 is 2/3 Co(II), and 1/3 
Co(III), therefore the corresponding Co-L edge signal is likely to be fitted to the Co(II) signal 
during the MLLS fitting procedure. The 5.1 V vs. Li/ Li+ XRD pattern in Figure 5.14 suggests 
that the only Co(II)-rich component present is Li2/3CoPO4. 
(2) Extraction from a 4.89 V vs. Li/ Li+ charged sample. Assuming that the two larger peaks in 
the galvanostatic discharge curve in Figure 5.6 correspond to the LiCoPO4 -> Li2/3CoPO4, 
and Li2/3CoPO4-> CoPO4 phase transitions, the electrode should consist of Li2/3CoPO4 after 
charging to 4.89 V vs. Li/ Li+. 
This section demonstrates the phase B EELS standard extraction using the above methods, and 
the EELS mapping capability using the standard. The extracted Li2/3CoPO4 standard in the 
extraction results and discussion is referred to as Li2/3CoPO4, however, SAED was not performed 
in the area where the extractions were performed. 
Figure 5.17 shows a Li2/3CoPO4 standard extracted from red regions of a 5.1 V vs. Li/ Li+ sample (ie. 
Co(II)-rich regions of the 5.1 V vs. Li/ Li+ electrode). The extracted L2/3CoPO4 edge is a mix between 




the LiCoPO4 (Co(II)-rich) standard, and the CoPO4 (Co(III)-rich) standard. The Li2/3CoPO4 contains 
maxima on the Co-L3 edge at 782 eV, and 781 eV. The CoPO4 maxima is at 782 eV, and the LiCoPO4 
maxima is at 781 eV. The Co L-edge onset of the Li2/3CoPO4 edge occurs at the same energy loss 
as the LiCoPO4 (Co(II)-rich) edge (779 eV). The shape of the Li2/3CoPO4 Co L2 edge is a similar shape 
to the LiCoPO4 Co(II)-rich L-edge.  












Figure 5.17: EELS standards: blue-  Li2/3CoPO4 Co L-edge extracted from the red regions of the 5.1 V vs. Li/ Li+ microtomed 
sample in Figure 5.35. Red- Co(II) standard representing LiCoPO4, Green- Co(III) standard representing CoPO4 from Figure 
5.9. The structures have been labelled as the assumed structures based on the XRD and SAED patterns presented in 
5.4.2.3.  
The EELS Li2/3CoPO4 Co L-edge shown in Figure 5.17 is noisier than the CoPO4, and Li2/3CoPO4 Co L-
edges because it was extracted from a smaller region of sample due to limited red regions on 5.1 
V vs. Li/ Li+ charged LiCoPO4 samples. Ideally the edge should have been extracted from a purer 
sample of Li2/3CoPO4. Therefore, a Co L-edge extraction from mixed green and red regions (a mix 
of Co(II)-rich, and Co(III)-rich sample) on spectrum image maps of the 4.89 V vs. Li/ Li+ charged 
LiCoPO4 MLLS fitted with the Co(II), and Co(III)-rich standards in Figure 5.9 for reasons outlined 
above. 
Figure 5.18 shows a comparison between the 5.1 V vs. Li/ Li+ extracted and the 4.89 V vs. Li/ Li+ 
extracted Co L-edge for Li2/3CoPO4. Figure 5.18 shows that the edges are nearly identical regardless 
of the voltage the electrode was charged to, indicating the Co-L edge likely originated from a 
similar phase. A notable difference is a slight shift in the first maxima on the Co L3 edge from 780.6 
eV on the 4.89 V sample to 781.0 eV on the 5.1 V sample. 












 5.1 V- Li2/3CoPO4
 4.89 V- Li2/3CoPO4
 
Figure 5.18: Li2/3CoPO4 potential EELS Co L-edge spectra extracted from a 5.1 V vs. Li/ Li+ sample (dark blue), and a 4.89 
V vs. Li/ Li+ sample (light blue). 
Figure 5.19 shows a Mo Kα XRD pattern of electrodes charged to 4.89 V vs. Li/ Li+. The XRD pattern 
matches to LiCoPO4, with no Li2/3CoPO4 present. The lattice volume change from LiCoPO4 to 
Li2/3CoPO4 was a shrinkage of 2.27 % which should result in peak shifts, as indicated by the XRD 
patterns in Figure 5.14. The dominant change in lattice parameter is in a for LiCoPO4 as it de-
lithiates, therefore the (2 0 0), (2 1 0), (3 0 1), and (3 1 1) reflections should shift if the phase has 
shifted from LiCoPO4 to Li2/3CoPO4. In this case, no shift was detected. This is discussed in full in 
the lithiation mechanisms of LiCoPO4 chapter. 
The lack of SAED collected at the extraction regions makes it difficult to confirm whether the 
extracted patterns are Li2/3CoPO4, or are regions of uncycled LiCoPO4. However, given that the 5.1 
V vs. Li/ Li+ XRD pattern in Figure 5.14 shows the presence of Li2/3CoPO4 and LiCoPO4 only, it is 
unlikely this is the case for the 5.1 V vs. Li/ Li+ sample. 








































Figure 5.19: Mo K-α XRD pattern of 4.89 V vs. Li/ Li+ electrodes. The pattern shows 100 % LiCoPO4. 
The purpose of collecting the Li2/3CoPO4 standard is to use it to map the presence of Li2/3CoPO4 
using MLLS fitting of collected spectra to understand the lithiation mechanisms in LiCoPO4. Figure 
5.20 shows a comparison between MLLS fitting of EELS mapping performed using the Co(II)-rich, 
and Co(III)-rich standards in Figure 5.9, and the Li2/3CoPO4 standards Figure 5.17. 
The maps in Figure 5.20 show that Li2/3CoPO4 (blue) is spatially distinguishable from CoPO4 (green), 
however, it is not possible to spatially distinguish LiCoPO4 from Li2/3CoPO4 in Figure 5.20 (a), and 
(d),  as blue Li2/3CoPO4 regions are mixed with red LiCoPO4 regions in a similar way to the Co(II), 
and Co(III)-rich regions in Figure 5.20 (b), and (e). This is likely due to the similarity between the 
Li2/3CoPO4 and LiCoPO4 L2 edges causing the MLLS fitting to over-fit to Li2/3CoPO4.  
The lattice parameter shift from LiCoPO4 to Li2/3CoPO4 (-2.27 %) was smaller than the shift from 
Li2/3CoPO4 to CoPO4 (-5.14 %) (Table 5.2), suggesting a larger bond length shift from Li2/3CoPO4 to 
CoPO4 as well as reduced Li content. The small change in lattice parameter may explain the 
similarity between the LiCoPO4 (Figure 5.17), and Li2/3CoPO4 EELS edges, and subsequent 
overfitting of Li2/3CoPO4 when performing mapping (Figure 5.20). 





Figure 5.20: Comparison between MLLS fitting Co L-edge maps using LiCoPO4, Li2/3CoPO4, and CoPO4 standards shown 
in Figure 5.17 and Figure 5.18, Co(II)-rich and Co(III)-rich standards shown in Figure 5.9, and the corresponding HAADF 
images for an electrode charged to 4.89 V vs. Li/ Li+ (a, b, and c respectively), and an electrode charged to 5.1 V vs. Li/ 
Li+ (d, e, and f). 
As fitting could not be meaningfully performed with a Li2/3CoPO4 standard, the rest of the MLLS 
fitting is performed using the Co(II)-rich and Co(III)-rich standards only. Co(II)-rich represent more 
lithiated regions, and Co(III)-rich regions represent less lithiated regions. It is likely that the 
Li2/3CoPO4 phase would be MLLS fit to red Co(II) due to the similarity between the EELS LiCoPO4 
Co L-edge, and the Co L-edge Li2/3CoPO4 edge shown in Figure 5.17. 
5.4.2.5 The EELS O-K Edge 
The O-K edge was mapped to check for Co-O bond hybridisation [1]. O-K edge standards were 
collected from Co(III)-rich and Co(II)-rich areas in order to perform O-K edge mapping in a similar 
way to the Co-L edge mapping. 
The effects of sample thickness on the EELS O-K edge were analysed as the O-K edge is more prone 
to changes due to sample thickness due to occurring at a lower energy loss (532 eV) than Co (779 
eV). Figure 5.21 shows the variation in the O-K edge signal with t/λ on an uncycled sample where 
t is sample thickness, and λ is the local electron inelastic mean free path. t/λ is a relative measure 







Io is the total transmitted zero-loss (elastically scattered) electrons, and It is the total transmitted 
intensity (inelastically scattered electron intensity). t/λ is the mean number of scattering events 
per incident electron, therefore the thicker the sample, the higher t/λ. Figure 5.21 (a) shows three 
different regions of a microtomed uncycled electrode sample, and their associated t/λ, from which 
the O-K edge spectra were extracted. 
A method of removing the effects of plural scattering (scattering events enhanced due to sample 
thickness as incident electrons are inelastically scattered more than once) is fourier-ratio 




deconvolution [18]. Fourier-ratio deconvolution of high loss spectra requires a low loss zero loss 
peak acquired via DualEELS, and can be run as a sub-routine in digital micrograph software.  
In order to understand the effects of plural scattering on the O-K edge, the extracted O-K edges 
were taken from signal extracted spectrum images (where the background had been removed 
using the power law background function), and from spectrum images which had been 
deconvolved. Figure 5.21 (b) shows the extracted signal O-K edges. This is the non-deconvolved 
O-K edge signal. There is little variation in the peak position and shape of the O-K edge peak at 
538 eV. However, a shoulder on the O-K edge occurs at 542 eV on the t/λ= 0.86, and t/λ = 0.50 
samples. The shoulder is more prominent on the t/λ= 0.86 sample, than the t/λ= 0.50 sample. 
For the deconvolved standards in Figure 5.21 (c) the first peak at 538 eV appears identical to the 
signal only standards in Figure 5.21 (b). Therefore, deconvolution cannot be used to remove the 
extra shoulder feature on the thicker samples. 
The second peak in Figure 5.21 (b) t/λ at 565 eV increases with intensity with increasing t/λ. 
However, on the deconvolved spectrum in Figure 5.21 (c) the spectra are identical regardless of 
the t/λ value. As the spectra appear identical after deconvolution (apart from the shoulder at 541 
eV), all O K-edge processing is performed on deconvolved spectrum images. 
 
Figure 5.21: (a) HAADF image showing the O-K edge extraction regions of the uncycled sample at t/λ = 0.40, 0.50, and 
0.86. (b) EELS O-K edge signals extracted from the t/λ = 0.40, 0.50, and 0.86 regions in (a). (c) Deconvolved O-K edge 
signals extracted from the t/λ = 0.40, 0.50, and 0.86 regions in (a). The t/λ = 0.86 region represents two overlapping 
particles. 




The sample in Figure 5.21, and Figure 5.22 was prepared using the microtoming method 
described in 5.3.2. Microtoming requires the sample to be mounted in resin, and sectioned. EELS 
spectra were taken of the resin and of a LiCoPO4 particle in the resin to determine if the resin 
has any effect on the shape of the O K-edge. Figure 5.22 (b) shows deconvolved O K-edge 
spectra of the resin region, and a LiCoPO4 and resin region shown in Figure 5.22 (a). The resin 
spectrum in Figure 5.22 (b) is mostly noise, whilst the LiCoPO4 and resin spectra clearly shows 
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Figure 5.22: (a) HAADF image showing the resin and LiCoPO4 + resin only regions chosen for O-K edge extraction. (b) 
EELS O-K edge extractions from the resin region (pink), and LiCoPO4 + resin extraction regions (black) 
O K-edge standards were acquired for Co(II)-rich regions from an uncycled sample (Figure 5.23), 
and for Co(III)-rich regions from a 5.1 V vs. Li/ Li+ sample (Figure 5.25). In order to map the O K-
edge, Co L-edge mapping was performed on the area using the standards in Figure 5.9 (Figure 
5.23). The Co(II)-rich O K-edge was extracted from a Co(II)-rich (red) region on the uncycled 
sample, indicated by the red box in Figure 5.23 (b).  
Regions of mixed green (Co(III)-rich) and red (Co(II)-rich) are visible on the uncycled map in Figure 
5.23 (b), however comparison with the corresponding HAADF image in Figure 5.23 (a) shows that 




the mixed regions correspond to thicker sample areas. The effect of thickness on Co-oxidation 
state mapping is discussed further in 5.4.4. 
 
Figure 5.23: (a) HAADF image of an uncycled LiCoPO4 sample, and (b) corresponding EELS  Co-L edge map of the area 
used to extract the Co(II) O-K edge standard. Red- Co(II)-rich, Green- Co(III)-rich. 
The EELS Co L-edge was also extracted from the same sample region where the O K-edge was 
extracted in Figure 5.23 (b) to ensure the edge has not changed compared to previous samples. 
Figure 5.24 shows a comparison between the Co(II) L-edge shown in Figure 5.9 (Co(II) Old), and 
the Co(II) L-edge extracted from Figure 5.23 (Co(II) aged). The Co(II) Co L-edge in Figure 5.24 was 
collected 2 years prior to the Co(II) new edge, but from the same LiCoPO4 material. Fresh 
electrodes were made for the collection of both edges, and the LiCoPO4 was stored throughout in 
an argon filled glove box to protect the material. 
The Co(II)-rich Co L-edges in Figure 5.24 are almost identical. However, the edge onset for the 
Co(II) aged sample occurs at 778.8 eV, whilst the edge onset of the Co(II) sample occurs at 779 eV. 
It is not clear if this is a material difference, a zero-loss alignment issue, or a statistical spread 
issue. At the point of measurement, only one Co L-edge map was collected of the uncycled sample 
as it was assumed the uncycled Co L-edge would not shift, so the statistical spread could not be 
examined. 











Figure 5.24: Comparison of Co(II) standard extracted from the fresher LiCoPO4  samples in Figure 5.9 (ed), and Co(II) 
standard extracted from the older sample in Figure 5.23 used for O-K edge extraction (black). 




The Co(III)-rich O K-edge spectrum was extracted from a green, Co(III)-rich, region on a Co 
oxidation state map of a 5.1 V vs. Li/ Li+ charged electrode made using the aged LiCoPO4 powder 
(Figure 5.25 (b)). The Co oxidation state map in Figure 5.25 (b) was fitted using the standards in 
Figure 5.9. The map shows the chosen particle is mostly Co(III)-rich (green), with Co(II)-rich 
regions on the edge, similar to the specimen maps in Figure 5.20. 
 
Figure 5.25: (a) HAADF image of a 5.1 V vs. Li/ Li+ electrode, and (b) corresponding Co-L edge map of the area used to 
extract the Co(III) O-K edge standard. Red- Co(II)-rich, Green- Co(III)-rich. 
Comparison of the Co(III) edges extracted from LiCoPO4 electrodes charged to 5.1 V vs. Li/ Li+ made 
using fresh LiCoPO4 powder, and aged powder (Figure 5.26) shows that the Co(III) rich standard 
has changed. Similar to Figure 5.24, Co(III) aged is the sample the O K-edge is extracted from, and 
Co(III)-rich is the Co(III)-rich standard in Figure 5.9. The Co(III) aged was made 2 years after Co(III) 
old from LiCoPO4 stored in an argon glove box.  
The Co L2 edges for the Co(III) aged and Co(III)-rich samples are the same in Figure 5.26.  However, 
the Co L3 edges have different shapes. The Co L3 edge onset occurs at 778.9 eV for both samples, 
and the maximum occurs at 781.8 eV for both samples. However, the edge tapers to the maximum 
more gradually for the Co(III) aged sample, than the Co(III) old sample. It is unclear why a change 
in the Co L-edge was seen.  

















Figure 5.26: Comparison of the original Co(III)-rich standard (green), and the new Co(III)-rich standard extracted from 
the O-K edge standard sample made with aged LiCoPO4 powder (navy). Both edges were extracted from electrodes 
charged to 5.1 V vs. Li/ Li+.  
To attempt to explain the difference in the Co L-edge signal between the aged Co(III) standard, 
and the old Co(III) standard in Figure 5.26, the 1st cycle differential capacity curves of the two 
electrodes were compared (Figure 5.27). Figure 5.27 shows that the aged Co(III) differential 
capacity curve contained 3 peaks, present in the original Co(III) differential capacity curve, 
however, the second peak was broader, and the second peak occurred at a higher potential (4.95 
V vs. Li/ Li+ compared to 4. 91 V vs. Li/ Li+). The overall specific capacity was also less for the aged 
sample, compared with the fresher sample (Figure 5.27). 
The first peak at 4.6 V vs. Li/ Li+ has previously been reported in literature [11], and attributed to 
reactions with the electrolyte. The shift in the third redox peak from 4.91 V vs. Li/ Li+ to 4.95 V vs. 
Li/ Li+ may explain the shift in the Co(III) L-edge, and implies further de-lithiation occurred in parts 
of the material compared to the fresher sample. It is unclear why the shift in redox peak occurred 
in the aged sample. 
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Figure 5.27: Comparison between the differential capacity curves for the electrodes which the aged Co(III) standard 
(cycle 1 aged- black), and the original Co(III) standard Co L-edges in Figure 5.26 were collected (cycle 1- green). 
Figure 5.28 shows the O K-edge spectra extracted from the uncycled (Figure 5.23) and 5.1 V vs. Li/ 
Li+ charged electrode (Figure 5.25). The large O K-edge peak has an edge onset at 535.6 eV, and a 
maximum at 539.0 eV for both the Co(II)-rich, and Co(III)-rich.  
However, there are a few distinctive features of the Co(III)-rich O K-edge compared with the Co(II)-
rich O K-edge. A pre-edge peak occurs at 532.3 eV on the Co(III)-rich O K-edge which is not present 
on the Co(II)-rich O K-edge. The pre-edge feature is not purely Gaussian as it has a shoulder at 
530.4 eV. The peak 539.0 eV maximum is broader for the Co(III) O K-edge compared to the Co(II) 
O K-edge. It is unclear why the pre-edge is not purely Gaussian. 











Figure 5.28: Green- EELS O-K edge standard extracted from a Co(III)-rich area, and red- O-K edge standard extracted 
from a Co(II)-rich area. 




Overall, the O K-edge extraction shows there is a difference in the O K-edge on charging. However, 
as this is an aged LiCoPO4 specimen where the Co L2-edge are had a modified shape, it is not clear 
if the difference would have arisen on samples analysed prior to the O K-edge study. The O K-edge 
was not collected in the original study. 
5.4.3 Investigating the Effects of Air Exposure 
It is known that CoPO4 amorphises on contact with air due to the instability of the octahedally co-
ordinated Co3+ in the structure [11]. However, there is no literature on the expected oxidation 
state of Co post-amorphisation of CoPO4. To test the impact of air exposure on the samples, 
samples charged to 5.1 V vs. Li/Li+ were exposed to air for 3 days (representing transfer from 
Sheffield to Harwell without air protection), and 3 mins (a sample opened from air-proof 
packaging and transferred directly into the microscope). 
The experiments in this section, and the following sample preparation section were performed on 
electrodes made from the non-aged LiCoPO4 powder. 
The EELS Co L2 and L3 edges of an uncharged Co(II)-rich sample, a sample charged to 5.1 V vs. Li/ 
Li+ and exposed to air for 3 mins, and a sample charged to 5.1 V vs. Li/ Li+ and exposed to air for 3 
days are shown in  Figure 5.29. The samples charged to 5.1 V vs. Li/ Li+ have a similar shaped Co L2 
and L3 edges. The peak on the Co L3 edge appears on the higher energy loss edge on both the 5.1 
V vs. Li/ Li+ samples, whilst the peak appears on the lower edge on the Co(II)-rich sample. As 
previously observed, there are 2 peaks on the Co(II)-rich Co L2 edge collected from the uncycled 
sample, whereas there is only 1 peak on the 5.1 V vs. Li/ Li+ samples. 
Despite the similarity in edge shape between the Co(III)-rich 5.1 V vs. Li/ Li+ charged samples, the 
Co-L edge of the 3 mins air exposed sample occurs at a higher energy loss (779.1 eV), compared 
to the 3 mins air exposed sample (778.8 eV). The L3 edge peak is also shifted to higher energy 
losses on the 3-day air exposed sample compared to the 3 min air exposed sample (782.3 eV and 
781.9 eV respectively). The shifts to higher energy loss indicate oxidation of the sample due to 
exposure to air. 
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Figure 5.29: EELS Co-L edge spectra of red: Co(II)-rich region from an uncharged sample, light green: Co(III)-rich region 
from a dry mounted sample (preparation described in 5.3.2), charged to 5.1 v vs. Li/ Li+, exposed to air when loaded 
into the microscope (~3 mins), dark green Co(III)-rich region from a 5.1 V vs. Li/ Li+ sample exposed to air for 3 days 
after it was de-crimped and taken to atmosphere for sample preparation. 
0.4 eV is a small energy loss shift. However, in terms of how well the MLLS fit fitted the original 
signal, using the 3 days air exposed Co(III)-rich signal in place of the 3 mins significantly improved 
the MLLS fitting. The MLLS fitting spectra using the 3 mins air exposed spectrum caused the fit to 
shift to 0.3 eV  lower energy losses (see Figure 5.30), thus the contribution from Co(II) is over-fit 
using the original 3 mins air exposed reference. 





Figure 5.30: Comparison between MLLS fitting using the oxidised Co(III)-rich standard (red), and the 3 mins air exposed 
Co(III)-rich standard (blue). The MLLS fitting sum spectra are overlaid on the original extracted signal from the region 
mapped. 
To examine the changes to Co(III)-rich oxidation state distribution within the sample due to 
exposure to air, oxidation state maps of the 3 day air exposed sample, and 3 min air exposed 
sample charged to 5.1 V vs. Li/ Li+ were produced (Figure 5.31). For the examined regions, the 3 
days air exposed sample showed more green Co(III) rich regions than the 3 min air exposed sample 
charged (Figure 5.31 (a) and (b) respectively).  
 
Figure 5.31: Oxidation state maps of (a) a sample charged to 5.1 V vs. Li/ Li+ and exposed to air for 3 days after de-
crimping, and (b) a sample charged to 5.1 V vs. Li/ Li+ prepared by dry mounting and exposed to air for 3 mins whilst 
loading into the microscope. 
Overall a shift in the electron energy loss of the Co(III)-rich regions were observed when the 
samples were exposed to air for longer periods of time. The results imply that the samples must 
be kept as air proof as possible in order to make accurate observations of Co oxidation state 
changes across the electrode. 
5.4.4 Optimising Sample Preparation 
Initially the LiCoPO4 samples were prepared using the glove box dry mounting method described 
in 5.3.2. The advantage of this was that it limited the air exposure experienced by the particles 




before transfer into the microscope and the consequences of air exposure described in 5.4.2.5. 
However, there were problems with the dry mounting sample preparation method. 
Figure 5.32 (a) shows a STEM HAADF image of dry mounted particles charged to 4.98 V vs. Li/ Li+. 
The bright particles visible in the image are C-LiCoPO4 particles. Variation in the image brightness 
of the particles indicates thicker regions of the particles along the incident electron beam 
direction, due to imaging through the centre of particles, or from multiple particles overlapping 
(the regions ringed in gold in Figure 5.32). 
Figure 5.32 (b) shows an oxidation state map of the area represented by the HAADF image in 
Figure 5.32 (a). Single particles on the edge of the agglomerate appear green (Co(III)-rich), with 
local Co(II)-rich regions on the edge. Mixed oxidation states are present in the regions circled in 
gold, where the corresponding HAADF image in Figure 5.32 (a) shows overlapping of C-LiCoPO4 
particles, and increased thickness making it is difficult to distinguish one particle from another on 
the oxidation state map in Figure 5.32 (b).  
 
 
Figure 5.32: (a) HAADF image of dry mounted LiCoPO4 charged to 4.98 V vs. Li/ Li+, and (b) the oxidation state map 
corresponding to the HAADF image in (a).  
In order to counter the particle thickness, and particle overlap effects apparent in the EELS maps, 
sample microtoming was attempted in order to keep the sample thickness approximately constant 
and prevent overlapping of particles (see 5.3.2). A HAADF image of microtomed electrode particles 
charged to 5.1 V vs. Li/ Li+ and the corresponding oxidation state map are shown in Figure 5.33 
(b). 
A representative microtomed section of an electrode charged to 5.1 V vs. Li/ Li+ is shown in Figure 
5.33. Compared to the HAADF image in Figure 5.32 (a), the contrast across the particles in Figure 
5.33 (a) is more uniform, indicating greater thickness uniformity. In Figure 5.33 (a), the particles 
on the right side of the image in Figure 5.33 (b) are brighter than those on the left, indicating they 
are thicker. This may have resulted from slicing through an agglomerate. 
Blurring across the particles is also evident in the image of the microtomed particles (Figure 5.33 
(a)), along with fragments of particles on the outside of the main particles due to brittle fracture. 
This indicates damage to the edges of the C-LiCoPO4 particles caused by microtoming. 




The oxidation state mapping of the microtomed particles (Figure 5.33 (b)) shows that the 
microtoming allows individual particles to be distinguished. Moreover, clearly defined regions of 
green Co(III)-rich and Co(II)-rich areas are also present, making it easier to identify lithiation 
mechanisms compared to the dry mounted particle method in Figure 5.32 (b). 
Where the particles are thicker in the HAADF image (Figure 5.33 (a)), mixed oxidation states are 
also observed in the oxidation state map as a mixed green and red region (Figure 5.33 (b)). On the 
smaller particles, however, mixed oxidation states may have occurred as the sectioning is cutting 
off the edge of a C-LiCoPO4 particle. This is discussed further in 5.5.4.  In order to appropriately 
analyse microtomed sample oxidation state maps, the particle diameters should be between 100-





Figure 5.33: (a) HAADF image of microtomed LiCoPO4 electrode particles, and (b) Corresponding oxidation state map 
of the t area in (a) (red- Co(II)-rich, green- Co(III)- rich).  
As shown in 5.4.3, exposure to air can cause the EELS Co L-edge to shift. When microtoming the 
samples were exposed to air for 30 s when placing into resin for curing, and for an hour during 
sectioning before being stored in an Ar filled glove box, and for 3 mins prior to loading into the 
microscope vacuum. To ensure the exposure to air during the microtoming sample preparation 
did not affect the samples, the Co L2 and L3 edges of Co(III)-rich areas of 5.1 V vs. Li/ Li+ samples 
which had been microtomed, dry mounted and exposed to air for 3 mins, and dry mounted and 
exposed to air for 3 days were compared (Figure 5.34).  
Figure 5.34 shows the shape of the EELS Co L-edge on charged samples exposed to air for 3 mins, 
for an hour when microtomed, and for 3 days had similar Co L-edge shapes. However, the Co L2-
edge onsets differ. The Co L3 edge onset increases to slightly higher energy losses with increased 
air exposure (779.0 eV for the 3 mins air exposed sample, 778.8 eV for the 1-hour air exposed, 
microtomed sample, and 779.1 eV for the 3 days’ air exposed sample). The peak of the Co L3 edge 
does not shift from 781.9 eV after exposure air exposure for an hour during microtoming, but 
shifts to 782.3 eV after air exposure for 3 days.  
The results indicate the air exposure during the microtoming process caused a shift in the Co L-
edge, but the shift was not as significant as 3-days air exposure. In terms of using MLLS fitting, the 
small shifts were found to be significant for incorrect fitting of the spectra if a 3 mins air exposed 
standard was used as the Co(III)-standard for microtomed samples exposed to air for 1 hour. 
Minimal differences were noted in the mapping results between the 3 mins air exposed samples, 




and 1-hour air exposed samples. Therefore, Co(III)-rich standards collected from micro-tomed 
samples should be used with micro-tomed samples. 








 Co(III)-rich Dry Mounted (3 mins air)
 Co(III)-rich Microtomed (~1 hr air)
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Figure 5.34: EELS Co L-edge of 5.1 V vs. Li/ Li+ charged electrodes prepared via: Co(III)-rich Old- particles scraped onto 
TEM grids with 2 mins air exposure, Co(III)-rich New- microtomed electrodes, Air exposed Co(III)-rich-  
An advantage of microtoming samples is that the lithiation of particles closer and further away 
from the aluminium foil current collector could be compared (Figure 5.35). Care must be taken 
when measuring distances in micro-tomed samples as sample buckling and compression can 
occur. The HAADF images do not show any evidence of sample buckling, and compression 
deformation, however there are pores present which could have been compressed. It is possible 
to say certain regions are relatively closer to the Al current collector than others, but difficult to 
quantify distances. The distances are described qualitatively as the distance from the image region 
to the Al foil was not measured when taking the image, and finding the Al foil relies on the Al foil 
not delaminating from the electrode during microtoming (which occurs frequently). 
The HAADF and oxidation state map images of in Figure 5.35 (e), (f), (g), and (h) correspond to 
regions highlighted on the lower magnification HAADF image in Figure 5.35 (b). Figure 5.35 (c), 
and (d) were taken further from the Al foil. The oxidation state mapping images in Figure 5.35, 
and the quantification shown in Figure 5.35 (a) indicate that the particles become more Co(III)-
rich as the position is further from the Al foil (ie. closer to the separator facing edge of the 
electrode and electrolyte source). However, the Co(II)-rich particles in Figure 5.35 (f), and (h) are 
~50 nm wide. The Co(II)-rich areas may have occurred due to the particle grazing effect. 





Figure 5.35: (a) Quantification of Co(II), and Co(III) proportions taken from regions on a micro-tomed electrode charged 
to 5.1 V vs. Li/ Li+. The distance of the analysed regions from the Al current collector are described qualitatively as they 
weren’t measured when imaging. (b)- HAADF image overview of the microtomed electrode showing the electrode and 
aluminium foil current collector. (c), (e), and (g) HAADF images taken at increasing distances away from the HAADF 
current collector, and (d), (f), and (h) the corresponding oxidation state maps. Green- Co(III)-rich, Red- Co(II)-rich. 
Overall, specimen preparation using microtoming has the potential to identify the relationship 
between 3D particle position and lithiation behaviour, although further work is required to 
determine this. As there was limited effect from air exposure, and an improvement in particle 
definition using oxidation state mapping on microtomed particles, the electrode sample 
preparation method was changed to microtoming for all subsequent samples. 
5.5 DISCUSSION: DEVELOPMENT OF THE OXIDATION STATE MAPPING TECHNIQUE 
The LiCoPO4 oxidation state mapping technique was developed to use changes in Co oxidation 
state as a fingerprint for lithiation and de-lithiation, in a similar manner to work previously 
performed for LiFePO4 [4], [6]. This section assesses the pros and cons of the developed technique, 
and how they will affect the lithiation mechanisms study. Details on the shape of the EELS edges, 
and the interpretation of the lithiation mechanisms are the lithiation mechanisms chapter. 
5.5.1 Co L-edge EELS standards 
It is important to confirm that the EELS Co L-edge standards collected in Figure 5.9 are 
representative of octahedrally co-ordinated Co(II) in LiCoPO4, and octahedrally co-ordinated 
Co(III) in CoPO4, so the lithiation mechanisms can be accurately studied from the fitted EELS maps. 
The Co(II) standard in Figure 5.9 had similar features to Co(II) L-edge standards collected on 
uncycled samples in literature for LiCoPO4 [1], with a hip present on the Co L2 and L3 edges. The 
XRD pattern of the uncycled sample was refined to 100 % LiCoPO4 (Figure 5.14), and SAED patterns 




were indexed to LiCoPO4 (Figure 5.15). Overall the Co(II) EELS edge in Figure 5.9 is likely to 
represent octahedrally co-ordinated Co2+. 
The Co(II) spectra collected from LiCoPO4 powder of different ages (Figure 5.24) differ slightly, 
with the sample collected most recently having an edge onset at 781 eV, rather than 782 eV for 
the original standard. The LiCoPO4 powder was stored in an Ar filled glove box so should not have 
undergone atmospheric degradation. It is possible the microscope alignment was slightly 
different, implying that a Co(II) and Co(III)-rich standard would need to be collected prior to each 
experiment. 
The Co(III)-rich standard is different to the Co(II)-rich standard (Figure 5.9), making oxidation state 
mapping possible (Figure 5.20). The Co(III)-rich standard does not contain any shoulder features 
present on the Co(II)-rich standards, and the maximum peak occurs at a higher energy loss (781 
eV for Co(III) and 779 eV for Co(II)). An EELS literature example of the Co(III) Co L-edge could not 
be found for comparison.  
The shape of the EELS Co(III)-rich L3 edge contains similar features to the X-ray absorption 
spectrum (XAS) collected L3 edge by Lapping et al. [1] (Figure 5.36). However, the charged LiCoPO4 
XAS spectrum in [1] contains a multiplet (shoulder) feature on the side of the L3 edge, which is 
present on the EELS Co(II) L3 edge in this study, but not the Co(III)-rich L3 edge (Figure 5.36).  [1] 
attributed the shape of the charged LiCoPO4 edge to Co3+ with some Co2+ character due to the 
existence of some multiplet features (shoulders on the side of the L3 edge) (Figure 5.36). As the 
XAS multiplet feature is not present on the EELS Co(III)-rich Co L-edge standard in Figure 5.9, this 
suggests the edge has more Co3+ character, than Co2+ character. The XAS technique is not site 
specific, so the Co2+ character could arise from signal contamination with Li2/3CoPO4 in Lapping et 
al.’s study, which may explain the discrepancy. 
Lapping et al. also presented a XAS spectra of doped LiCoPO4 which did not contain the shoulder 
multiplet feature, leading to the conclusion that the Co had oxidised to Co3+ for this compound. 
The lack of multiplet features on the Co(III)-rich signal in Figure 5.9 suggests that it is Co3+. The site 
specific nature of EELS analysis allowed for the observation of Co3+ regions in LiCoPO4. 





Figure 5.36: Comparison between collected Co L-edge EELS spectra (a), and LiCoPO4, and 
Li0.25Co0.084Fe0.10Cr0.05Si0.01(PO4)1.025 XAS spectra from [1] P- pristine (uncycled), I- intermediate charged, Ch- fully charged 
to 5.3 V vs. Li/ Li+ for LiCoPO4, and 5.0 V vs. Li/ Li+ for Li0.25Co0.084Fe0.10Cr0.05Si0.01(PO4)1.025 adapted with permission from 
Chem. Mater. 2018, 30, 6, 1898-1906. Copyright (2018) American Chemical Society. 
In order to prove the Co(III)-rich EELS standard originated from octahedrally co-ordinated Co3+ in 
CoPO4, XRD and SAED were performed on 5.1 V vs. Li/ Li+ electrodes (Figure 5.14 and Figure 5.16). 
XRD and SAED patterns were refined and indexed to CoPO4 implying that the Co(III)-rich standard 
was Co3+. However, the lithium occupancy was not refined as Li does not interact with X-rays in 
XRD easily, hence the Li lattice positions and occupancy is not calculated. It is known Li occupancy 
changes the lattice parameter (Table 5.2), but the degree of Li occupancy associated with the 
lattice parameter changes could only be estimated from the reference standards used in the 
refinements. 
The SAED patterns were indexed by comparing the d-spacing values for each phase, which rely on 
variations in the unit cell parameters as the lithium occupancy changes for discrete phases, 
LiCoPO4, Li2/3CoPO4, and CoPO4. The assumption that only LiCoPO4, Li2/3CoPO4, and CoPO4 form 
during de-lithiation of LiCoPO4 ignores the possibility of partial lithiation within single particles 
between these phases (for example, Li0.01CoPO4). Therefore, although the Co(III)-rich standard 
collected in Figure 5.9 was the edge most shifted to higher energy losses (implying a higher 
oxidation state) it cannot be confirmed that the edge represents octahedrally co-ordinated Co3+ 
from CoPO4.  
Similar lithium occupancy issues when identifying the Li2/3CoPO4 phase standard were also 
experienced. Li2/3CoPO4 phase standards were extracted from Co(II)-rich areas of a 5.1 V vs. Li/ Li+ 
electrode as XRD showed that Li2/3CoPO4 was found in 5.1 V vs. Li/ Li+ electrodes (Figure 5.14), and 
also from a 4.89 V vs. Li/ Li+ charged sample as this voltage occurred after the first large peak in 
the galvanostatic charge curve (Figure 5.6 (b)). Li occupancy was not refined in Figure 5.14 so it is 
not certain the phase is Li2/3CoPO4.  
XRD of the 4.89 V vs. Li/ Li+ electrodes showed the sample was 100 % LiCoPO4 (Figure 5.19). This 
was surprising given 4.89 V vs. Li/ Li+ occurred after the first red-ox peak at 4.8 V vs. Li/ Li+ (Figure 




5.6), and Li2/3CoPO4 was expected to from after this peak [11], [13]. The error is discussed in the 
lithiation mechanisms chapter discussion as the comprehensive EELS analysis during the first 
charge of LiCoPO4 aids the discussion. 
Despite the uncertainty in the identity of the Li2/3CoPO4 standard, mapping was attempted. It was 
found that Co(III)-rich regions could be separated from Li2/3CoPO4, but Li2/3CoPO4 could not be 
separated from Co(II) LiCoPO4 (Figure 5.20). Principal component analysis may have aided the 
separation of the Li2/3CoPO4 from LiCoPO4 signals, however this was not performed here. 
Therefore, mapping will be performed using the Co(III)-rich and Co(II)-rich standards. 
Overall, the uncertainty of the identity of the EELS Co L-edge being used as a standard was caused 
by an inability to quantify the lithium occupancy using XRD or SAED to confirm the extracted EELS 
edge correlated with CoPO4, and not partially de-lithiated LiCoPO4. A better technique may have 
been X-ray absorption spectroscopy (XAS), which has been used to quantify oxidation in LiCoPO4 
previously [1], although XAS is not site-specific. Neutron diffraction could also have been used to 
refine the Li occupancy. 
The unknown identity of the Co(III)-rich standard makes analysis of the different Co(III) edge shape 
in Figure 5.26 difficult. Given Co L-edge shifts towards higher energy losses typically results from 
higher oxidation states, it is likely the Co(III)-rich Co L-edge in Figure 5.26 was collected from a 
more de-lithiated region of sample than the Co(III)-rich Co L-edge in Figure 5.9. It is possible other 
influence on the electron density of states, such as Co-O hybridisation also effects the shape of 
the Co L-edge. Without knowing the Li occupancy of the regions of sample the Co L-edge standards 
were collected it is not possible to fully interpret the differences in the Co(III)-rich EELS Co L-edge 
spectra. 
As discussed in the introduction, previous studies on LiFePO4 have used chemically delithiated 
LiFePO4 to form FePO4 to collect the end group standard [6], which enabled a more comprehensive 
analysis of the EELS Fe L-edges than presented here for Co L-edges. A controlled method of de-
lithiating LiCoPO4 could aid understanding of the Co L-edges collected in this study. 
Electrochemical de-lithiation here was controlled using galvanostatic charge and discharge, 
stopping at particular voltages where the Li2/3CoPO4, or CoPO4 phases should have formed due to 
the completion of the phase change peaks in the differential capacity curve. However, using 
voltage as a stopping method does not confirm the same amount of lithium has entered the cell 
as voltage can be varied by other influences. A better method would have been to charge the cells 
to different specific capacities as theoretically this would have ensured similar lithium occupancy 
in the electrodes.  
A technique such as cyclic voltammetry (CV) may be a better technique for a voltage control 
experiment, as voltage in CV testing is the independent variable. Moreover, peaks in CV curves 
are known to correspond to oxidation state changes. 
Overall, the Co(II) standard is reliably Co2+ from LiCoPO4. The charged standard is likely to be 
Co(III), however there is uncertainty regarding the identity of the Co(III) standard. Therefore, the 
standards collected can be used to demonstrate where de-lithiation has occurred in the sample, 
rather than quantifying the de-lithiation, and it is referred to as Co(III)-rich. 
5.5.2 The EELS O K-edge standards 
For uncycled LiCoPO4, the O K-edge is affected by the thickness of the sample (Figure 5.21). 
Fourier-ratio deconvolution was performed on all O K-edge spectrum images to enable improved 




mapping. In particular, fourier-ratio deconvolution caused the edge (at maximum 564 eV) to occur 
at the same intensity regardless of the t/λ ratio, suggesting the maximum at 564 eV is affected as 
a result of plural scattering. 
For regions with a t/λ ratio greater than 0.40, a small shoulder at 541 eV was observed on the O 
K-edge on uncycled electrodes. Fourier-ratio deconvolution did not remove the shoulder feature 
at 541 eV. There is no correlation between the presence of the shoulder and whether the region 
is Co(II), or Co(III)-rich. It is not clear what causes the shoulder feature at 541 eV. The lack of 
deconvolution influence suggests the shoulder feature does not result from plural scattering. 
Density functional theory (DFT) modelling would be required to fully understand the shape of the 
O K-edge. 
The resin used for preparing microtome specimens did not contribute to the O K-edge signal 
(Figure 5.22), so the signal contribution did not need to be removed.  
When the electrode is charged to 5.1 V vs. Li/ Li+ the pre-edge feature at 532 eV in Figure 5.29 
occurs, and is also visible on O K-edge XAS spectra collected by Lapping et al. from charged 
electrodes [1]. Lapping et al. suggested the pre-edge feature occurred due to O 2p hybridisation 
with Co 3d states [1].  
Several studies on LiFePO4 also observed the O K-edge pre-edge feature at 532 eV in the charged 
state of LiFePO4 (FePO4) [19]–[21]. Suntivich et al. performed a comparison of DFT modelled, and 
EELS collected O K-edges for LiFePO4 [19]. Suntivich interpreted the pre-edge as the transition 
from O 1s to the O2p component of the Fe 3d-O2p states in the conduction band of LiFePO4 (Fe-
O hybridisation) [19]. Hybridisation is only observed in the charged state (when Co is in the Co(III) 
oxidation state) as the oxidation of the transition metal (either Fe, or Co) on charging, results in 
an increase in the density of unoccupied states in the O-2p band above the Fermi level, allowing 
promotion of transition metal 3d electrons to the O-2p band [1], [19]. Given the similarities 
between the LiCoPO4, and LiFePO4 systems, and Lapping et al. finding the O K-edge on charged 
LiCoPO4 using XAS, it is likely the pre-edge feature observed at 532 eV results from Co-O 
hybridisation in the charged state of LiCoPO4 (in the presence of CoPO4).  
The O K-edge charged spectra were collected from aged LiCoPO4, when this material was 
charged the EELS Co L-edge region contained modified edge features compared to the fresh 
LiCoPO4 (Figure 5.26) (the aged standard has less intensity on the Co(II)-maximum side of the Co 
L3 edge compared to the original standard). As the new Co(III) L-edge in Figure 5.26 also does not 
contain the Co(II) L3 multiplet features, it is likely this aged Co L-edge has more Co3+ character.  
Figure 5.27 shows the Li2/3CoPO4 → CoPO4 differential capacity peak occurred at a higher potential 
for the aged Co L-edge, compared to the fresh Co L-edge in Figure 5.26. The higher potential for 
the phase change may have resulted in a difference in the extent of Li diffusion out of the LiCoPO4 
particles, with local Co environment modifying the EELS Co L-edge, however further studies would 
be required to prove this was the cause of the Co L-edge having more Co3+ character. 
The O K-edge experiment was the last to be performed in the PhD, so it is possible the powder 
had undergone some degradation, despite being stored in an Ar filled glove box. The experiment 
should be performed with fresher powder to ensure the pre-edge feature always occurs, and is 
not a result of ageing materials. 
XRD (Figure 5.14) and SAED (Figure 5.16) of the 5.1 V vs. Li/ Li+ showed the presence of CoPO4 in 
the charged electrode. Given literature states that the O K-edge hybridisation pre-edge only 




occurs in the presence of CoPO4, or FePO4, due to the available O2p states created by oxidation 
[1], [19], it is likely the pre-edge would have occurred in the fresh LiCoPO4 samples as well. 
Overall, for the later cycle experiments described in the lithiation mechanisms chapter, the O K-
edge will be mapped to look for evidence of Co-O hybridisation by observing the pre-edge feature 
on the O K-edge. 
5.5.3 Effects of air exposure 
It has been previously reported that CoPO4 amorphises on contact with air [11]. However, there 
are no previous reports on the effect of amorphisation on the Co L-edge. Figure 5.29 shows that 
on air exposure for 3 days the Co L-edge shifted by 0.3 eV to higher energy losses. 0.3 eV was a 
significant enough difference that the oxidised Co(III)-rich standard had to be used to accurately 
fit the Co(II), and Co(III)-rich regions using MLLS fitting on oxidised samples (Figure 5.30). Once 
fitting was complete, the MLLS fitting maps show that a higher proportion of the 5.1 V vs. Li/ Li+ 
electrode is fitted to Co(III)-rich (Figure 5.31). 
Without modelling the electrode transitions using, for example, density functional theory, it is not 
possible to determine why the Co L-edge shifts to higher energy losses when the sample is exposed 
to air. However, as amorphisation has been previously reported on exposure of CoPO4 to air [11], 
it is likely the bond lengths change as a result of the amorphisation, leading to a difference in 
electron density of states and the shift in the Co L-edge position. The effect on Co(II) was not 
tested, but as LiCoPO4 has not been reported to amorphise in air at room temperature and 
confirmed by XRD pattern collection in air in this project (results not shown), it was assumed the 
Co(II) L-edge would be unaffected. Future work should confirm the LiCoPO4 Co L-edge does not 
shift as a result of air exposure for completeness.  
However, as higher energy loss onsets are associated with higher oxidation states, it is possibly 
due to Co shifting to a higher energy loss.  
For the purposes of this study, the effect of air on the MLLS fitting maps, and the Co L-edge spectra 
demonstrate that air contact must be minimised to remove errors resulting from air exposure. 
5.5.4 Microtoming 
For TEM samples made by spreading dry powder onto a TEM support grid, Figure 5.32 
demonstrates that particle overlap causes the Co(II)-rich and Co(III)-rich regions to be less well 
defined. The consequence is that it is difficult to draw conclusions about the lithiation mechanisms 
within the individual particles, counter to the primary aim of developing the oxidation state 
mapping technique. Figure 5.37 demonstrates why particle overlap causes poor definition 
between Co(II) and Co(III)-rich areas. MLLS fitting relies on the features Co(II), and Co(III)-rich 
features of the Co L2 and L3 edges being clearly separated in the STEM projection direction. If the 
sample is too thick, electrons can undergo plural scattering, reducing the signal and causing the 
signal to noise ratio of the EELS Co-L edge to be too high to define the shape of the Co(II), and 
Co(III) edges. Alternatively, if the beam passes through both Co(II), and Co(III)-rich regions before 
hitting the detector due to overlapping particles, the Co-L edge will have mixed Co(II) and Co(III) 
characteristics. 





Figure 5.37: Schematic of the STEM electron beam rastering direction effects through dry mounted particle samples, 
and the effect on the MLLS fitting results on partially de-lithiated LiCoPO4. Co(II)-rich is red, and Co(III)-rich is green. 
Thickness complication in the schematic is represented as white, although the program will attempt to assign red, or 
green. 
Figure 5.33 demonstrated that by microtoming the particles, the particle overlap was reduced as 
the specimen thickness is smaller, more uniform, and contains fewer overlapping particles. This is 
demonstrated by the schematic in Figure 5.38 for partially de-lithiated LiCoPO4 particles sliced by 
microtoming. However, thickness complications can still arise if the microtoming blade is not 
perfectly parallel to the sample. Moreover, Figure 5.33 demonstrates some ‘blurring’ of edges 
with small fragments visible, which suggests fracture damage from the microtome blade. 
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Figure 5.38: Schematic of the geometry as the STEM e- beam rasters across the micro-tomed sample, and the 
corresponding MLLS fit result. 
A downside of microtoming is there is no control over the region of particle the blade sections, 
although within a given cross-section there will be a spread of particles sectioned differently. 
Therefore, if the section contains only the edge of a partially de-lithiated particle, the MLLS fitting 
may suggest that the particle is predominantly Co(II), when it may be predominantly Co(III)-rich. 
The issue is demonstrated in Figure 5.39, and may explain some of the presence Co(II)-rich 
particles in Figure 5.35. A solution to this error is to consider the size of the particle chosen for 
EELS analysis. Ideally analysed particle diameters should be 100-200 nm, as this is the diameter of 
a LiCoPO4 particle and would suggest the section contains most of the original particle. 
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Figure 5.39: Schematic demonstrating how a microtomed electrode section does not contain the whole LiCoPO4 particle, 
and can contain the sliced off edges of particles.  
Investigations here suggest that the air exposure issue when microtoming is minimal, as the Co L-
edge either did not shift, or only shifted slightly towards higher energy losses Figure 5.34. Air 
exposure of the particles can occur during resin mounting, and during sectioning. Slight variations 
in the oxidation of the particles may have been caused by sectioning, or resin mounting taking 
longer. To avoid further air exposure, the samples were stored in the glove box after sectioning. 
However, ideally the samples would be mounted in resin in the glove box, and sectioned under an 
inert atmosphere in the future. The Co(III)-rich standard for microtomed particles was also 
extracted from a microtomed sample. 
Overall, microtoming demonstrated significant improvements in the mapping of LiCoPO4 particles. 
Therefore, all the samples analysed for the lithiation mechanisms study have been microtomed. 
5.6 CONCLUSION 
A method of mapping the charged and discharged region of LiCoPO4 has been developed for the 
first time. Mapping was achieved by MLLS fitting Co L-edge EELS spectra from spectrum images to 
a Co(II), and Co(III)-rich reference as the valence state of Co changes as LiCoPO4 de-lithiates. 
Similar mapping was previously performed on LiFePO4 samples [4], but this is the first 
demonstration in LiCoPO4. 
Standards for the O K-edge when LiCoPO4 was de-lithiated, and lithiated were also collected. 
Similar to Lapping et al. it was found that at high levels of de-lithiation (as Co approaches Co(III)), 
O 2p hybridisation with the Co 3d states occurs, suggesting O is red-ox active at high potentials in 
LiCoPO4 [1]. Collection of O K-edge standards should enable a comprehensive analysis of Co-O 
hybridisation during de-lithiation of LiCoPO4. 
Mapping of the Co L-edge, and O K-edge was improved by microtome sectioning the samples, 
allowing the phases present within individual LiCoPO4 particles to be clearly distinguished. 
The ability to map the lithiated and de-lithiated regions of LiCoPO4 electrodes enabled greater 
understanding of the de-lithiation mechanisms, and electronic structure behaviour of LiCoPO4 




electrodes which may enable suggestions for performance improvement. The results for the de-
lithiation mechanism are described in chapter 6. 
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6 DEGRADATION WITHIN LICOPO4 PARTICLES: UNDERSTANDING 
THE LITHIATION MECHANISMS OF LICOPO4 
6.1 AIMS AND OBJECTIVES 
LiCoPO4 undergoes severe degradation during cycling , as has been shown previously in this thesis, 
and in literature, [1], [2]. To date most studies investigating the de-lithiation, and degradation 
mechanisms of LiCoPO4 have used bulk techniques which do not spatially resolve changes in 
crystal, or electronic structure of the material [3]–[6]. Spatially resolving the phases formed during 
de-lithiation could be used to find the de-lithiation mechanisms of LiCoPO4, and aid understanding 
of the contribution of proximity to electrolyte at high potentials, or instability of phases (such as 
CoPO4) to the degradation of aLiCoPO4. 
The aim of this section of the thesis was to use the EELS Co L-edge, and O K-edge mapping 
techniques developed in the previous chapter to understand the de-lithiation mechanisms, and 
electronic structure changes of LiCoPO4 electrodes during cycling. EELS Co L-edge valence state 
maps were used to identify Co(II), and Co(III)-rich regions of electrode, analogous to lithiated, and 
de-lithiated regions respectively. The O K-edge was mapped to understand Co-O hybridisation in 
LiCoPO4 electrodes, found in chapter 5, and previously reported by [6]. 
The Co valence states were mapped at different potentials on the first cycle in order to understand 
the de-lithiation mechanism of LiCoPO4. O K-edge mapping and extractions were also performed 
on electrodes charged on the first cycle to understand distribution of Co-O hybridisation, the 
presence of de-lithiated LiCoPO4, and proximity to the LiCoPO4- electrolyte interface. 
The Co valence, and O K-edges were also extracted from electrodes cycled to the 5th, and 10th 
cycles to understand the effect of de-lithiation, and electronic structure change at later cycles 
when capacity has been lost. This work presents the first detailed crystallographic, and electronic 
structural study of LiCoPO4 at later cycles. 
X-ray diffraction (XRD), and selected area electron diffraction (SAED) were also performed to 
confirm the phases present on both the first cycle, and later cycle experiments. 
Greater understanding of the degradation mechanisms of LiCoPO4 could aid development of 
strategies to improve the cyclability of LiCoPO4. 
6.2 RESULTS: INVESTIGATING THE LITHIATION MECHANISMS OF LICOPO4 
6.2.1 Experiments Performed 
The scope of this section is to investigate the de-lithiation mechanisms of LiCoPO4 in detail on the 
first cycle, and at later cycles. Co-O hybridisation was also investigated. 
To investigate the first cycle de-lithiation mechanisms using the ex-situ EELS technique shown in 
chapter 5, potentials for ex-situ testing were chosen based on peaks in the differential capacity 
curve. EELS Co L-edge mapping was performed to identify the Co(II), and Co(III)-rich regions of 
electrodes charged to different potentials on the first cycle, analogous to the lithiated and de-
lithiated regions of the electrodes. The potentials are shown in Table 6.1.  XRD, and SAED were 
performed to identify the phases present in the electrodes at potentials corresponding to the EELS 
Co L-edge mapping potentials. 




In a similar manner to the first cycle experiments, the de-lithiation mechanisms of electrodes at 
later cycles were assessed by performing EELS Co L-edge mapping on electrodes cycled to different 
cycles, and charged to 5.1 V vs. Li/ Li+ (see Table 6.1). Electrodes were assessed in the charged 
state as this is where the most changes should be observed. 
Co-O hybridisation was also assessed by mapping, and extracting the EELS O K-edge. Hybridisation 
experiments were performed on electrodes charged to 5.1 V vs. Li/ Li+ at different cycles to assess 
whether hybridisation increased with increased cycle life. The experiment details are presented 
in Table 6.1. 
The experiments in this section used the same methods described in 5.3 to prepare, and to 
characterise the samples using XRD, EELS, and SAED. Full details of the Co L-edge, and O K-edge 
mapping processes are detailed in 5.3, and 5.4, including the standards used for mapping. For 
STEM imaging, and EELS characterisation, the samples in this chapter were all microtomed to 
ensure changes could be resolved in each individual particle. 
The full cell making, and cycling regimen is described in 5.3.1, but is summarised here. The 
electrodes consisted of 90 wt. % LiCoPO4, 5 wt. % C65, and 5 wt. % PVDF. The electrode 
manufacturing, and cell making process are detailed in Chapter 3. The electrodes galvanostatically 
cycled at 0.1C between 2.5 V vs. Li/ Li+ and 5.1 V vs. Li/ Li+, unless otherwise stated. At the end of 
each charge, the electrodes were held at the final potential for 30 mins to ensure equilibrium. In 
between each cycle, the cells were rested for 1 hour. Table 6.1 shows the electrode cycling history 




















Table 6.1: Outline of the experiments performed in this chapter, the electrode cycling history, the characterisation 
techniques used, and the section where the results can be found. Whether the electrodes were fresh or aged as 
described in Chapter 5 is also stated. 






SAED XRD Section Notes 
De-lithiation 
mechanisms on 
the first cycle 
Uncycled 
Electrodes charged 
on the first cycle to: 
4.8 V vs. Li/ Li+ 
4.89 V vs. Li/ Li+ 
4.98 V vs. Li/ Li+ 
5.1 V vs. Li/ Li+ 
























 Y   6.2.3 Aged 
LiCoPO4 
 
6.2.2 Valence state and structural characterisation of the first cycle 
Specific points during the LiCoPO4 electrode cycling curve had to be chosen for electrode 
microstructural characterisation as the oxidation state mapping technique is an ex-situ 
characterisation technique.  
Figure 6.1 shows a representative galvanostatic charge curve (a) and the associated differential 
capacity curve (b) of the first LiCoPO4 charge cycle. The galvanostatic charge curve in Figure 6.1 
(a) is plotted as voltage against specific capacity. The specific capacity was calculated by taking the 
integral under the current-time trace obtained during the galvanostatic charge and discharge 
testing. 
2 voltage plateaus at 4.8 V and 4.9 V vs. Li/ Li+ are visible on the galvanostatic charge curve in 
Figure 6.1 (a), similar to results observed by [7]. The total charging capacity for the sample 
represented in Figure 6.1 was 223 mAh g-1 which is greater than the theoretical capacity of LiCoPO4 
(167 mAh g-1). The charging capacity being greater than the theoretical capacity is consistent with 
contributions from electrolyte degradation on the first cycle, or O-redox observed in the previous 
chapter. 
The differential capacity is the first order differential of specific capacity (Q) against voltage (V) 
(dQ/dV). Peaks on a differential capacity curve correspond to physical processes occurring in a 
cell. Figure 6.1 (b) shows 3 peaks on the differential capacity curve, corresponding to 4.4 V, 4.8 V, 
and 4.9 V vs. Li/ Li+ (the voltage plateau potentials on Figure 6.1 (a)). The integral of the differential 
capacity of the larger peaks (4.8 V and 4.9 V vs. Li/ Li+) corresponds to the specific capacity 




associated with the change creating the peak. The total integral of the 2 peaks in 154 mAh g-1 is 
154 mAh g-1, less than the theoretical capacity of LiCoPO4 (167 mAh g-1), consistent with the peaks 
arise due to physical changes within the LiCoPO4 particles. 
The LiCoPO4 cells were charged to voltages after the peaks in the galvanostatic charge curve, 
indicated by the coloured triangles in Figure 6.1, as the peaks are likely to represent structural 
changes in the LiCoPO4 particles which can be examined by EELS mapping. As voltage control is 
less reliable than specific capacity control, the differential capacity curves were checked prior to 
ex-situ testing to ensure the peak had occurred. 
 







































Figure 6.1: (a)- 0.1C galvanostatic charge curve of a LiCoPO4 electrode, and (b) the corresponding differential capacity 
curve, showing the potentials where oxidation state mapping was performed on different electrodes: purple- 4.8 V, 
blue- 4.89 V, green- 4.98 V, and yellow- 5.1 V. Q- specific capacity. 
After charging to each potential, XRD was performed on the electrodes to check the phases 
formed. Figure 6.2 shows Mo Kα XRD patterns collected on uncycled electrodes, and after 
electrodes were cycled to 4.89 V, 4.98 V, and 5.1 V vs. Li/ Li+. The XRD patterns in Figure 6.2 have 




been refined to LiCoPO4, Li2/3CoPO4, and CoPO4 using PDF cards 04-014-7339, 04-014-7340, and 
04-014-7341 respectively. 
Figure 6.2 shows that the uncycled electrode is 100 % LiCoPO4, and the XRD peaks remain 100 % 
LiCoPO4 until 4.89 V vs. Li/ Li+ (after the second differential capacity peak in Figure 6.1). After 
charging to 4.98 V vs. Li/ Li+, LiCoPO4 peaks were undetectable. 
CoPO4 is present on the 4.98 V vs. Li/ Li+, and the 5.1 V vs. Li/ Li+ (Figure 6.2). This is consistent with 
4.98 V vs. Li/ Li+, and 5.1 V vs. Li/ Li+ occurring after the final differential capacity peak in Figure 
6.1 (b). 
XRD shows that Li2/3CoPO4 is present at 4.98 V vs. Li/ Li+, and remains present at 5.1 V vs. Li/ Li+ 
(Figure 6.2). The presence of Li2/3CoPO4 in the 5.1 V vs. Li/ Li+ sample indicates the examined 
electrodes were not fully charged.  











































Figure 6.2: Mo kα XRD patterns of electrodes cycled to 5.1 V, 4.98 V, 4.89 V vs. Li/ Li+ on the first cycle, and an uncycled 
electrode. The XRD patterns have been normalised by the (111) reflection (labelled). The reflections corresponding to 
the different phases have been labelled as follows: !- CoPO4, *- Li2/3CoPO4, +- LiCoPO4. 
The phase proportions (weight fractions) in Table 6.2, and for all other XRD results tables, were 
calculated using Highscore plus using the same method as the previous chapter. Unfortunately, 
there was an issue with the focussing mirror for the Mo Kα source, which resulted in Si 640e 
standard peaks occurring in the wrong positions. Therefore the data in Figure 6.2 was not reliable 
enough for Rietveld refinement, or unit cell calculations. However, as the error was consistent 
between all the patterns, the phase proportions can be compared but the exact value is incorrect 
due to the reliance on unit cell volume for the weight fraction calculation. The error resulting from 
the Mo Kα source was not quantified. Calculated unit cell values can be found for Ag Kα XRD in 
Table 5.2 in Chapter 5. 
Table 6.2 shows that the de-lithiated phases have formed at 4.98 V vs. Li/ Li+. As the potential 








increases. However, the proportion of CoPO4 never reaches 100 %, suggesting the 5.1 V vs. Li/ Li+ 
electrodes in Figure 6.2 were not fully charged. 
Table 6.2: Phase proportions and unit cell values calculated from the Mo kα XRD patterns in Figure 6.2 for each 
potential. 
Potential 





5.1 CoPO4 79.5(3) 4.13 
 Li2/3CoPO4 20.5(2)  
4.98 CoPO4 58.1(3) 5.62 
 Li2/3CoPO4 41.9(3)  
4.89 LiCoPO4 100.0(2) 3.02 
Uncycled LiCoPO4 100.0(1) 5.29 
 
In order to understand the lithiation mechanisms occurring during the first charge cycle of 
LiCoPO4, EELS Co oxidation state mapping was performed at the potentials marked by coloured 
triangles in Figure 6.1. Oxidation state maps of an uncycled sample, and samples charged to 4.8 
V, 4.89 V, 4.98 V, and 5.1 V vs. Li/Li+ are shown in Figure 6.3, along with the corresponding STEM-
HAADF images. The Co(II)-rich standard used for mapping was extracted from uncycled LiCoPO4 
particles (Figure 5.9). The Co(III)-rich oxidation state mapping standard in Figure 6.3 was the 
microtomed electrode Co(III)-rich standard in Figure 5.34. As explained in 5.4.4 microtomed 
electrodes were exposed to air for 1 hour during the resin mounting, and sectioning processes, 
and when loading the sample into the TEM vacuum. The air exposure effects on the Co L-edge are 
shown in 5.4.3, and 5.4.4 in Chapter 5. The EELS experiments shown here were performed on non-
aged (fresh) LiCoPO4, therefore the galvanostatic profile shown in Figure 6.1 reflects the behaviour 
of the samples in Figure 6.4.  
The uncycled Co-oxidation state map in Figure 6.3 (i) is mostly Co(II)-rich (red). XRD patterns in 
Figure 6.2 and Table 6.2 show that the bulk electrode consists of 100 % LiCoPO4 in the uncycled 
state, which correlates with the Co(II)-rich mapping in Figure 6.3 (i). 
Green Co(III)-rich regions are present on the uncycled oxidation state map, at the top of the 
imaged region in Figure 6.3 (i), despite no evidence of CoPO4 being present on the XRD patterns 
in Figure 6.2. Comparison with the HAADF image in Figure 6.3 (j) shows that the green regions 
correspond to brighter contrast in the HAADF image, hence the region is thicker. It should be 
noted that the sample in Figure 6.3 (i), and (j) has not been microtomed. 
4.8 V vs. Li/ Li+ occurs after the first peak in the differential capacity curve in Figure 6.1 (b). The 
oxidation state map of the 4.8 V vs. Li/ Li+ sample in Figure 6.3 (g) shows the sample is mostly Co(II) 
(red). Although no XRD patterns of a 4.8 V vs. Li/ Li+ are presented in Figure 6.2, as the 4.89 V vs. 
Li/ Li+ sample was 100 % LiCoPO4, it can be assumed that a 4.8 V vs. Li/ Li+ XRD pattern is also likely 
to be 100 % LiCoPO4. The first peak at 4.4 V vs. Li/ Li+ on the galvanostatic curve in Figure 6.1 could 
be from partially de-lithiated LiCoPO4, or a result of electrolyte reaction at high potentials. The 
origin of the 4.4 V vs. Li/ Li+ peak is discussed in 6.3.1. 
4.89 V vs. Li/ Li+ is after the second peak in the differential capacity curve in Figure 6.1 (b). The 
EELS oxidation state map of the 4.89 V vs. Li/ Li+ charged particles in Figure 6.3 (e) shows that the 
majority of the particles are mixed Co(II), and Co(III) oxidation states as the map shows regions of 




mixed red and green. Co(III)-rich regions (green) are also present on the 4.89 V vs. Li/ Li+ sample 
and form on the edge of particles.  
The 4.89 V vs. Li/ Li+ XRD pattern in Figure 6.2 shows 100 % LiCoPO4 which does not correlate to 
the localised particle oxidation states observed in Figure 6.3 (e). Given that the sample was 
stopped from charging after the second differential capacity peak, and the oxidation state map 
shows the presence of mixed oxidation states, it was expected the XRD pattern should show the 
presence of Li2/3CoPO4. It is unclear why the XRD pattern does not correlate with the observed 
oxidation state changes. 
The 4.98 V vs. Li/ Li+ Co-oxidation state map in Figure 6.3 (c) shows that the Co(III)-rich green 
regions on the edge of particles (visible on the 4.89 V vs. Li/ Li+ sample in Figure 6.3 (e)) have either 
thickened to fill the entire particle, or have grown in towards the centre of the particle. Red Co(II)-
rich regions remain in the centre of the particles where the Co(III)-rich regions have not 
penetrated the entire particle. Smaller particles (30 nm) are also red Co(II)-rich. This correlates 
with the XRD pattern in Figure 6.2 which shows 41.9 % Li2/3CoPO4, and 58.1 % CoPO4, and with 
4.98 V vs. Li/ Li+ occurring after the second peak on the differential capacity curve in Figure 6.1 (b). 
The 5.1 V vs. Li/ Li+ sample has the highest state of charge, and occurs after the second peak in the 
differential capacity curve in Figure 6.1 (b). The particles in the 5.1 V vs. Li/ Li+ oxidation state map 
in Figure 6.3 (a) are almost entirely Co(III)-rich (green). This correlates well with the XRD pattern 
result in Figure 6.2, which shows 79.5 % CoPO4, and 20.5 % Li2/3CoPO4 present in a 5.1 V vs. Li/ Li+ 
sample. 
A particle in the top right hand corner of the oxidation state map in Figure 6.3 (a) is red, however 
comparison with the HAADF image in Figure 6.3 (b) shows that it is resting on some TEM carbon 
grid, creating thickness issues.  
Red Co(II)-rich regions are visible on the surface of some particles in the 4.98 V vs. Li/ Li+ sample 
in Figure 6.3 (c) and the 5.1 V vs. Li/ Li+ sample in Figure 6.3 (a). 





Figure 6.3: EELS Co L-edge oxidation state maps (a, c, e, g, and i), and the corresponding HAADF images (b, d, f, h, and 
j) for electrodes cycled to different potentials. Red regions are best fit to the Co(II)-rich standard; green regions are best 
fit to the Co(III)-rich standard. All samples are micro-tomed except for the uncycled sample (i, and j). 
The EELS oxidation state maps in Figure 6.3 represent the Co(II)-rich and Co(III)-rich regions which 
form in particles during cycling of LiCoPO4. Figure 6.4 shows a schematic summary of the 




observations in Figure 6.3. Initially, when the sample is uncycled, the sample is Co(II)-rich. Charging 
past the first peak in the differential capacity curve in Figure 6.1 (b), retains the Co(II)-rich sample. 
Co(III)-rich regions start to form after the second peak in the differential capacity curve, at 4.89 V 
vs. Li/ Li+ curve, and continue to grow towards the centre of the particles at 4.98 V vs. Li/ Li+. 
Finally, at high potentials (4.98 V vs. Li/ Li+, and 5.1 V vs. Li/ Li+), a Co(II)-rich region begins to form 
on the surface of the particles.  
 
Figure 6.4: Schematic showing the lithiation mechanism trends shown by the EELS oxidation state maps in Figure 6.3. 
Green- Co(III)-rich (the charged state), red- Co(II)-rich (the discharged state). 
Quantification of the Co(II) and Co(III)-rich regions was performed using the method described in 
5.3.4 and is shown in Table 6.3. The averages shown in Table 6.3 were calculated across 3 areas of 
sample. Errors quoted in Table 6.3 are the standard deviations of the Co(II) %, Co(III) %, and 
average residual of the sampled regions. Only one region of uncycled electrode was analysed, 
hence standard deviation was not calculated for this sample. The average residual represents the 
unfitted signal, and represents the largest error produced by MLLS fitting. The average residuals 
in Table 6.3 are low, and have a low spread, indicating that the MLLS fitting results are reliable. 
Table 6.3 clearly shows that the proportion of Co(III)-rich areas increases with increasing charging 
potential.  
Comparing the values in Table 6.3 to the XRD phase proportions in Table 6.2, the proportion of 
Co(III)-rich and Co(II)-rich areas are similar, and within the error limits. XRD is a bulk sample 
technique, therefore it is appropriate to use the standard deviation of the Co(III), and Co(II)-rich 
proportions calculated from different sample regions to aid comparison to XRD data as the 
standard deviation represents the spread across the sample. For example, 58.1(3) % of the sample 
was found to be CoPO4 by XRD, whereas 55 ± 6 % of the sample was found to be Co(III)-rich using 
oxidation state mapping quantification for the 4.98 V vs. Li/ Li+ sample.  
Table 6.3: Quantification of the proportion of Co(II) and Co(III)-rich regions on EELS Co-oxidation state maps 




Average Residual (%) 
Uncycled 98 2 12 
4.8 84 ± 2 16 ± 2 10 ± 1 
4.89 74 ± 2 26 ± 2 3 ± 3 
4.98 45 ± 6 55 ± 6 4 ± 1 
5.1 38 ± 10 62 ± 10 7 ± 1 
As there were dissimilarities between the XRD data in Figure 6.2, and the EELS oxidation state 
mapping data in Figure 6.3, SAED was performed to better correlate microstructural changes with 
Co oxidation 
state within a 
particle 




the observed oxidation state changes. As shown by Figure 6.2, no new XRD reflections occur for 
the Li2/3CoPO4, and CoPO4 phases compared with LiCoPO4, therefore different phases indexed 
using SAED were indexed based on lattice parameter changes. The phases will be referred to as 
LiCoPO4, Li2/3CoPO4, and CoPO4, but as the pdf cards refinements were performed with 
corresponded to these phases, (explained in 5.4.2.3), Li occupancy was not refined. The 
crystallographic phase was identified using the lattice parameter method described in 5.4.2.3.1. 
Figure 6.5 (a) shows a TEM image of the uncycled electrode on the [-1 2 -1] zone axis. The planes 
associated with the diffraction spots in Figure 6.5 (b) are labelled. The planes were labelled by 
measuring the interplanar distances in Figure 6.5 (a), and comparing them to the d-spacings 
measured on the SAED pattern in Figure 6.5 (b). This method was repeated for the images in Figure 
6.6, and Figure 6.7. 
Figure 6.5 (a) shows the amorphous carbon coating on the outside of the LiCoPO4 particles. The 
SAED pattern in  Figure 6.5 (b) has been indexed to LiCoPO4 [-1 2 -1] zone axis. 3 other SAED 
patterns taken on the sample were also indexed to LiCoPO4. The result correlates with the XRD 
pattern in Figure 6.2 uncycled electrode being 100 % LiCoPO4. The presence of LiCoPO4 confirms 
the red Co(II)-rich oxidation state mapping in Figure 6.3 (g), is due to LiCoPO4. The interplanar 
distance (0.42 nm, dhkl (-1 0 1)) measured in the TEM image in Figure 6.5 (a) remain constant across 
the crystal, indicating the particle is a single crystal of LiCoPO4, with a carbon coating. 
 
Figure 6.5: (a)- High resolution TEM image of an uncycled LiCoPO4 electrode particle, and (b) the indexed SAED 
associated with (a). Images reproduced with permission from [8]. Copyright, 2020, the American Chemical Society. 
A TEM image of a 4.89 V vs. Li/ Li+ charged particle is shown in Figure 6.6 (a). The particle was 
indexed using the fast fourier transform (FFT) in Figure 6.6 (b) to the [2 -5 1]ZA zone axis, and 
identified as LiCoPO4, agreeing with the XRD pattern in Figure 6.2 which shows 100 % LiCoPO4 
reflections.  
Indexing using the FFT can be unreliable as any astigmatism in the image can cause the d-spacings 
calculated from the FFT to be incorrect as the FFT is stretched. The FFT in  Figure 6.6 (b) is slightly 
stretched (shown by the central ring being oval-shaped), so it is likely there is some error in the d-
spacings. The zone axis is likely to be correct as the pattern correlated with crystal maker 
modelling of the expected [2 -5 1]ZA SAED pattern. 




Figure 6.6 (d) shows a SAED pattern taken from a different region of the 4.89 V vs. Li/ Li+ charged 
particle, indexed to the [-2 4 6]ZA zone axis and identified as Li2/3CoPO4. Figure 6.6 (e) shows a SAED 
pattern of a 4.91 V vs. Li/ Li+ indexed to the [-2 0 4]ZA, and also identified as Li2/3CoPO4. Although 
not shown in Figure 6.2, XRD patterns collected at 4.91 V vs. Li/ Li+ contained 100 % LiCoPO4 
reflections.  
The presence of Li2/3CoPO4 is in disagreement with the XRD pattern in Figure 6.2 which shows 100 
% LiCoPO4 reflections. However, the 4.89 V vs. Li/ Li+ oxidation state map in Figure 6.3 (e) shows a 
mixed oxidation state for the bulk of the particles imaged. The results suggest trace amounts of 
Li2/3CoPO4 were present at 4.89 V vs. Li/ Li+, and 4.91 V vs. Li/ Li+, but the proportion of Li2/3CoPO4 
was not high enough to be reflected in the XRD patterns.  
Figure 6.6 (b) is a blown up TEM image of the edge of the LiCoPO4 particle in the TEM image in 
Figure 6.6 (a) (from an electrode charged to 4.89 V vs. Li/ Li+). The blown-up image shows the 
carbon coating, and a layer with a slightly different contrast to the bulk. The structure is less well 
defined in the layer (Figure 6.6 (b)). Figure 6.3 (e) shows a Co(III)-rich layer on the outside of the 
4.89 V vs. Li/ Li+ particles, although the lattice spacing does not vary across the particle. It is 
possible less well defined structure is evidence of a new phase forming, correlating with the Co(III)-
rich layer in Figure 6.3 (e), and the presence of extra spots in the FFT pattern (circled red in Figure 
6.6 (c)) which do not index to the [2 -5 1]ZA suggests a different sub-structure within the particle.  
However, the recombination of elastically scattered beams to form TEM images can result in 
contrast changes due to thickness variation, so the layer may result from the section being thinner 
at the edges. 
The planar spacing (dhkl: ( 2 1 1), 0.31 nm) does not change across the particle in Figure 6.6. Table 
5.4 shows that for some planes, the difference in d-spacing between the 3 phases, LiCoPO4, 
Li2/3CoPO4, and CoPO4 can be as low as 0.001 nm for the LiCoPO4 to Li2/3CoPO4 transition, 
depending on the plane. 0.001 nm is smaller than the resolution of the TEM images shown here. 
Therefore, it is difficult to discern crystallographic structure changes based on the TEM images.  
The presence of extra spots in the SAED patterns in Figure 6.6 (d), (e), and the FFT in  Figure 6.6 
(c) suggests a lack of long range order in particles charged to 4.89 V vs. Li/ Li+, and 4.91 V vs. Li/ 
Li+. The majority of the spots could not be indexed, however, a forbidden reflection (0 1 0) is 
present in the [-2 0 4]ZA in Figure 6.6 (e), suggesting incomplete destructive interference, or 
vacancies in the Li positions due to a partially de-lithiated sample (the Li de-lithiation direction is 
the [0 1 0] direction).  





Figure 6.6:  (a)- High resolution TEM image of 4.89 V vs. Li/ Li+ LiCoPO4 electrode particle, (b) blown up portion of (a), 
showing the edge of the particle, the carbon coating, and a layer showing poor definition of crystal structure at the 
surface, and (c) the fast fourier transform of the particle in the bottom right of (a) indexed to [2 -5 1]ZA, the FFT spots 
circled in red are not part of the [2 -5 1]ZA pattern. (d) SAED pattern of a 4.89 V vs. Li/ Li+ particle indexed to the [-2 4 
6]ZA and identified as Li2/3CoPO4. (e) SAED pattern of a 4.91 V vs. Li/ Li+ indexed to the [-2 0 4]ZA. Forbidden reflections 
are labelled in red.   
The SAED patterns in Figure 6.7 (b) and (d) show particles charged to 5.1 V vs. Li/ Li+ are Li2/3CoPO4, 
and CoPO4 respectively. This is in agreement with the XRD patterns in Figure 6.2, consistent with 
the green Co(III)-rich regions in Figure 6.7 (a) originating from CoPO4.  
The red 010 plane in Figure 6.7 (d) represents a forbidden reflection, suggesting incomplete 
destructive interference occurred during SAED collection. 
The TEM image in Figure 6.7 (c) suggests that the CoPO4 particles are uniform, with similar lattice 
spacings across the entire particle.  
However, the TEM image in Figure 6.7 (a) shows some variation in contrast near the edge of the 
particle, which may indicate the formation of a surface phase, such as CoPO4. At the 
magnifications imaged in Figure 6.7 (a), the difference between d(2 -1 0) of Li2/3CoPO4, and CoPO4 is 
too small (0.014 nm- see Table 5.4) to identify whether CoPO4 is forming based on differences in 
lattice spacing. 




The variation in intensity measurement requires the intensities to be reliable in the measurement 
region. As discussed above, where samples are thinner at the edge of particles, intensity can vary. 
Moreover, if 2 phases are present in the particle in Figure 6.7 (a), the corresponding diffraction 
pattern in  Figure 6.7 (b) should contain secondary diffraction spots. Only one set of diffraction 
spots is visible on the [1 -2 3] diffraction pattern in Figure 6.7 (b). 
 
Figure 6.7: (a), and (c) High resolution TEM images of particles in a 5.1 V vs. Li/ Li+ electrode, (b) the indexed SAED 
pattern associated with (a), and (c) the indexed SAED pattern associated with (c).  
6.2.3 Valence state and structural characterisation of LiCoPO4 at cycle 1-10 
The previous results have considered the first charging cycle. However, Figure 6.8 (a) 
demonstrates that the gravimetric capacity of LiCoPO4 cells drops significantly from 128 mAh g-1 
to 14 mAh g-1 after 10 cycles. The purpose of this section is to use oxidation state mapping to 
establish why LiCoPO4 experiences such a large drop in capacity after only 10 cycles. 
Previously, the differential capacity curves were used to advise which potentials to halt charging 
at for EELS oxidation state mapping. To compare if the cells are undergoing similar phase 
transitions at later cycles, the differential capacity curves are compared (Figure 6.8 (b)). 




Figure 6.8 (b) shows the differential capacity curves of the LiCoPO4 samples used for oxidation 
state mapping. The first charge cycle on Figure 6.8 (b) has 2 clear peaks at 4.85, and 4.91 V vs. Li/ 
Li+.  
By the 5th charge cycle, 2 peaks occur on the charge differential capacity curve at 4.85, and 4.95 V 
vs. Li/ Li+, however, the overall capacity is significantly lower. The area under peaks was found by 
integrating under the peaks, giving a gravimetric capacity of 23 mAh g-1 for the first peak, and 38 
mAh g-1 for the second peak. The gravimetric capacities of the 5th cycle peaks are lower than the 
1st cycle peaks (45 and 86 mAh g-1). 
Unlike the 1st cycle, and 5th cycle, the 2 peaks are not distinguishable on the 10th cycle gravimetric 
capacity curve. A small peak occurs at 5.0 V vs. Li/ Li/+, however given the lack of peaks at 4.85, 
and 4.91 V vs. Li/ Li+, it is unlikely this is a result of similar electrochemical processes. 
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Figure 6.8: (a) Gravimetric capacity against cycle number, and (b) differential capacity curves for the samples mapped 
in Figure 6.10. 




The changes in the differential capacity curves in Figure 6.8 imply the phases present at the end 
of charging may differ at longer cycle numbers. Ag Kα XRD patterns of uncycled electrodes, and 
electrodes charged to 5.1 V vs. Li/ Li+ on the 1st, 5th, and 10th cycle (shown in Figure 6.9) were taken 
to investigate if the phases differ. The phases responsible for each reflection are marked on  Figure 
6.9, and the phase proportions are shown in Table 6.4. 
Initially the uncycled electrodes are 100 % LiCoPO4 (Figure 6.9). As the cycle number increases, the 
proportion of CoPO4 (the de-lithiated phase), decreases until only LiCoPO4 is present in the 
charged electrode. The observations in the XRD patterns correlate with the differential capacity 
curves in Figure 6.8 as the CoPO4 transition peak isn’t present in cycle 10, the Li2/3CoPO4, and 
CoPO4 transition peaks have similar values for cycle 5, and the CoPO4 transition peak is much larger 
in cycle 1. 








































Figure 6.9: Ag K-α XRD patterns of an uncycled electrode (red), and electrodes charged to 5.1 V vs. Li/ Li+ on the 1st 
cycle, 5th cycle, and 10th cycle. + - reflections due to LiCoPO4, * - reflections due to Li2/3CoPO4, ! – reflections due to 
CoPO4. 
Table 6.4 shows the phase proportions, and unit cell dimensions calculated from the refinements 
of the XRD patterns in Figure 6.9. Errors were calculated using the methods described in 5.4.2.3. 
As stated above the uncycled, and 10th cycle electrodes diffraction peaks were 100 % LiCoPO4. 
However, the unit cell of the 10th cycle electrode had longer unit cell dimensions in the a (0.03 %), 
and c (0.096 %) directions, and a slightly shorter b length (0.03 %). However, the changes are small. 
CoPO4, and Li2.3CoPO4 were present at the 1st and 6th cycles. The proportion of Li2/3CoPO4 increased 
from 41.9 % to 84.4 % from electrodes charged to 5.1 V vs. Li/ Li+ on the 1st cycle to the 5th cycle. 
Similarly, the proportion of CoPO4 decreased from 58.1 % on the 1st cycle, to 15.6 % on the 5th 
cycle electrode. 
Similar to LiCoPO4 from the uncycled electrode to the 10th cycle electrode, the unit cell dimensions 
increased for both Li2/3CoPo4 and CoPO4 from the 1st cycle to the 5th cycle. The slight increase in 
unit cell volume may indicate an increase in defect formation, such as anti-site defects [9], atomic 








Table 6.4: Table showing the phase, phase proportions, and unit cell dimensions of phases in Figure 6.9. 
Cycle Phase Phase 
Proportion 
(%) 
Unit cell Dimensions (Å) Rwp (%) 
a b c 
10th  LiCoPO4 100.0(1) 10.206(2) 5.919(1) 4.703(1) 5.140 
       
5th  CoPO4 15.6(3) 9.57(2) 5.78(1) 4.76(2) 6.74 
 Li2/3CoPO4 84.4(5) 10.087(9) 5.859(5) 4.711(4)  
1st  CoPO4 58.1(03) 9.565(3) 5.778(2) 4.7597 4.81 
 Li2/3CoPO4 41.9(3) 10.07(1) 5.853(7) 4.704(6)  
Uncycled LiCoPO4 100.0(1) 10.203(1) 5.9205 4.6985 5.049 
 
To study the differences in lithiation mechanism between electrodes cycled to different cycle lives, 
EELS oxidation state maps were taken of electrodes charged to 5.1 V vs. Li/ Li+ on the 1st, 5th, and 
10th cycle (Figure 6.10). Green areas in Figure 6.10 are Co(III)-rich, whilst red are Co(II)-rich. The 
Co(III)-rich standard used was the Co(III)-rich oxidised standard in Figure 5.34 for the 1st cycle 
sample (Figure 6.10 (a)), and the Co(III)-rich new standard in Figure 5.26 for the 5th and 10th cycles. 
Different standards were used as the 5th cycle, and 10th cycle samples came aged samples made 
from older LiCoPO4 powder. The XRD patterns collected in Figure 6.9 were also collected using 
electrode samples made from older LiCoPO4 powder to ensure comparison. 
Similar to Figure 6.3 (a) (an EELS oxidation state map of a different area, on the same sample), the 
oxidation state map of the electrode charged to 5.1 V vs. Li/ Li+ on the first cycle shows a Co(III)-
rich bulk, with red Co(II)-rich regions on the particle edges. A Co(III)-rich bulk is consistent with the 
XRD pattern in Figure 6.9 showing CoPO4 present in a 1st cycle sample, and with the completion of 
the 2 differential capacity peaks in Figure 6.8. 
The 5th cycle, and 10th cycle oxidation state maps in Figure 6.10 (d), and (f) are mostly red, 
indicating they are mainly Co(II)-rich. The presence of Co(II)-rich particles is consistent with the 
majority presence of Li2/3CoPO4 in the 5th cycle XRD pattern in Figure 6.9, and the presence of 
LiCoPO4 in the 10th cycle XRD pattern, and with the lower capacity experienced by a 5th and 10th 
cycle electrode. 





Figure 6.10: STEM HAADF images (a, c, and e), and the corresponding Co L-edge oxidation state maps (b, d, f), for 
electrodes charged to 5.1 V vs. Li/ Li+ on the 1st cycle (a, and b), the 5th cycle (c, and d), and the 10th cycle (g, and f). 
Green- Co(III)-rich, red- Co(II)-rich. 
However, the particles examined in the 10th cycle electrode in Figure 6.10 (f) have a greater 
proportion of green Co(III)-rich mixing than the 5th cycle electrode in Figure 6.10 (d). To confirm 
the proportion mismatch was not isolated to one region of sample, EELS Co L-edge oxidation state 
maps were taken from 4 different regions of sample and the proportions of Co(II), and Co(III)-rich 
regions in each map averaged using the quantification method outlined in 5.3.4. The aged Co(III)-
rich reference in Figure 5.26 was used for quantification in Table 6.5. 
The residual for the 5th, and 10th electrodes in Table 6.5 is higher compared to the 1st cycle 
residuals in Table 6.3. This is likely because the Co(III)-rich aged reference did not cover the entire 
EELS spectra collected during mapping.  
Quantification demonstrates the proportion of Co(III) was greatest for the 1st cycle (51 ± 32 %), 
consistent with XRD peaks in Figure 6.9. However, the Co(III) proportion is greater for the 10th 
cycle (9 ± 6 %), compared with the 5th cycle (15 ± 3 %). This is surprising as the XRD patterns in 
Figure 6.9 suggest the 5th cycle electrode should contain a greater proportion of Co(III)-richer 
compounds (Li2/3CoPO4, and CoPO4) than the 10th cycle electrode (LiCoPO4). 




Quantification was done by averaging 3 different regions, and the errors calculated by finding the 
standard deviations of Co(III), and Co(II) percentages, and the average residual percentage 
calculated from the 3 different regions (as described in 5.3.3). The standard deviations represent 
the spread across different regions. A standard deviation of 32 % on the first cycle indicates a large 
variation in de-lithiation across the electrode analysed, which was made from aged LiCoPO4. This 
is consistent with the poor cyclability of aged LiCoPO4 (see Figure 6.8 and Figure 5.27). Depending 
on the proximity to the current collector, Li diffusion may have been poorer to some regions of 
the electrode resulting in a wide variation in lithiation.  
The average residual represents the unfitted signal, and is therefore an indicator of the quality of 
the fit for the regions analysed. The average residuals are larger for the aged samples, compared 
with the un-aged samples in Table 6.3, suggesting the fitting was poorer for the aged samples. The 
larger fitting error for the aged samples suggests the standards used for fitting may have required 
improvement. For example, a fresh Co(II) standard should have been collected from an uncycled 
aged LiCoPO4 electrode.  
The Al foil on the 1st, 5th, and 10th cycle samples was not imaged as it was not contained in the 
microtomed section, so it is not possible to investigate if a lower proportion of Co(III)-rich areas in 
the 5th cycle electrode (9 %) compared with the 10th cycle electrode (15 %) in Table 6.5, is due to 
the position of the particles relative to the current collector. As demonstrated in Figure 5.35, the 
position of the particles can influence the oxidation state mapping. 
Table 6.5: Table showing the proportions of Co(II), and Co(III) in oxidation state maps taken from the 1st, 5th and 10th 
cycle electrodes, and the residual, unfitted signal. 




Average Residual (%) 
1st cycle 49 ± 32 51 ± 32 13 ± 5 
5th cycle 91 ± 6 9 ± 6 23 ± 9 
10th cycle 85 ± 3 15 ± 3 19 ±4 
To check that the changes in Co oxidation state mapping were also associated with changes to the 
Co L-edge, Co L-edges were extracted from Co(III)-rich regions on the samples in Figure 6.10 (see 
Figure 6.11). Figure 6.11 also includes the uncycled, Co(II)-rich standard (red), and the Co(III)-rich 
standards, collected from electrodes charged to 5.1 V vs. Li/ Li+ on the 1st cycle for comparison 
with the 5th, and 10th cycle Co L-edges. The 1C aged standard was used for mapping of Figure 6.10 
(f), and (d), and 1C fresh was used to map Figure 6.10 (b). The 1C aged, 1C fresh, and the uncycled 
standards have been discussed previously in 5.4.2.5, and 5.4.2.2. 
The Co L-edge onset of the Co(III)-rich area signals for the 5th cycle (5C) and 10th cycle (10C) charged 
samples occurs at the same energy loss as the uncycled Co(II)-rich reference (at 779 eV) (see Figure 
6.11). Moreover, both the 5C, and 10C samples have the multiplet hips on the L3, and L2 edges, 
present in the uncycled Co(II)-rich Co L-edge signal. 
Despite both the 10C, and 5C samples containing Co(II)-rich characteristics, the 5C Co L-edge in 
Figure 6.11 contains more Co(II)-rich character than the 10C sample. The 5C sample contains a 
greater amount of intensity on the Co(II) maximum side of the Co L3-edge (at 781 eV), than the 
10C sample in Figure 6.11. The 10C sample, in contrast, has a similar intensity to the 1C fresh 
standard (Co(III)-rich) at 781 eV.  
The 5C, and 10C samples also have Co(III)-rich characteristics. The maximum on the Co L3-edge 
occurs the same energy loss as the 1C standards (at 782 eV) for both the 5C, and 10C samples.  




The mixture between Co(III), and Co(II)-rich characteristics is consistent with the presence of 
Li2/3CoPO4 in the 5C sample, found using XRD (Figure 6.9). However, it is surprising the analysed 
particles from the 10C sample do not appear fully red Co(II)-rich, as diffraction peaks from the XRD 
(in Figure 6.9) found 10C samples to be 100 % LiCoPO4. Moreover, it is surprising that the 5C Co L-
edge, appears closer to the Co(II)-rich standard as the Li2/3CoPO4, and CoPO4 (found in the 5C XRD 
pattern in Figure 6.9), contain more Co(III) than LiCoPO4 found in the 10C XRD pattern in Figure 
6.9. The results indicate that XRD does not pick up small regions of de-lithiation due to averaging 
across the bulk. The STEM-EELS analysis allows for analysis of small regional variation in lithiation. 














Figure 6.11: Co L-edge extractions from a Co(II)-rich area on an uncycled electrode (red), and Co(III)-rich areas of 
electrodes charged to 5.1 V vs. Li/ Li+ on the 1st cycle (1C- dark green, and 1C- light green), the 5th cycle (5C- pink), and 
the 10th cycle (10C- blue). 1C new is the Co(III)-rich standard extracted from the sample made with older C-LiCoPO4  
powder sample in Figure 5.26, 1C old is the original Co(III)-rich edge in Figure 5.9. The samples mapped in Figure 6.10 
required mapping with 1C new. 
6.2.4 EELS O K-edge analysis 
To confirm if Co-O bond hybridisation had occurred during cycling, the EELS O K-edge was also 
examined for the cycled electrodes. Figure 6.12 shows the O K-edge collected at 0.1 eV/ ch energy 
resolution across the entire spectrum image. The O K-edge intensities have been normalised to 
the 5C edge intensity (the least intense spectrum). As the O K-edges in Figure 6.12 are sum spectra 
over the entire spectrum images, they contain O K-edge signals from both Co(III)-rich and Co(II)-
rich regions of sample. 
Figure 6.12 shows that a pre-edge feature occurs before the O K-edge on the 1st cycle charged (1C) 
sample, which does not occur on any of the other charged samples. The pre-edge feature is also 
visible on the O K-edge standard collected from a first cycle Co(III)-rich area, shown in Figure 5.28. 
The 5C, and 10C O K-edges appear identical to the uncycled electrode O K-edge. Unlike the O K-
edge standard for the Co(II)-rich area in Figure 5.28, the uncycled, 5C, and 10C O K-edges in Figure 
6.12 contain a shoulder at 541 eV. The shoulder at 541 eV was also observed on an uncycled 
electrode O K-edge in Figure 5.21 (b), where the particle was thicker. 




















Figure 6.12: O K-edge spectra at 0.1 eV/ ch energy resolution extracted from an uncycled electrode, and electrodes 
charged to 5.1 V vs. Li/ Li+ on the 1st cycle (1C- green), 5th cycle (5C- magenta), and the 10th cycle (10C- blue). The 
extractions were taken over the whole spectrum image so include signals from Co(II)-rich, and Co(III)-rich regions. 
To check if the presence of the pre-edge feature on the O K-edge was exclusively associated with 
Co(III)-rich areas, O K-edge maps were generated and compared to Co L-edge maps (Figure 6.13). 
The Co L-edge standards used were the Co(III)-rich new standard, and the uncycled electrode 
Co(II)-rich standard in Figure 6.11. The O K-edge mapping was performed using the standards in 
Figure 5.28, where the green region represents a standard containing the pre-edge feature, and 
the red regions were better fit to a standard without the pre-edge feature shown in Figure 6.12, 
and Figure 5.28. 
The maps in Figure 6.13 show that Co(III)-rich areas on different regions of a 5.1 V vs. Li/ Li+ charged 
sample on the 1st cycle, correlate to regions which were fitted to an O K-edge standard containing 
the pre-edge peak. As the cobalt oxidation state in the samples in Figure 6.13 were fitted using 
the new Co(III)-rich standard (1C aged in Figure 6.11), it is unclear if the Co(III) match to the O K-
edge pre-edge feature arises due to the greater Co(III) character of the new standard, or if the 
observation would have occurred for the older mapping shown in Figure 6.3. Previous literature 
modelling has found the available state for Co-O hybridisation to increase when Co is in the Co(III) 
valence state in LiCoPO4 [6]. The green contrast in Figure 6.13 (b) appears darker due to the 
presence of one bright pixel. An X-ray spike on the EELS spectrum for the bright pixel caused a 
skew towards Co(III) for that pixel. 





Figure 6.13: HAADF images (a, and d), and the corresponding Co L-edge maps (b, and e), and O K-edge maps (c, f), of 
different areas of an electrode charged to 5.1 V vs. Li/ Li+ on the 1st cycle. On the Co L-edge maps: green- Co(III)-rich, 
red Co(II)-rich. On the O K-edge maps: green- O K-edge signal including the pre-edge feature extracted from Co(III)-rich 
regions of an electrode, red- O K-edge signal without the pre-edge feature extracted from Co(II)-rich regions of an 
electrode (standards in Figure 5.28). 
As the EELS O K-edge pre-edge was not observed on the 5C, and 10C samples in Figure 6.12, it was 
expected that 5C O K-edge maps would appear entirely red. Figure 6.14 shows a Co L-edge map 
(b), and an O K-edge map of a region on the 5th cycle electrode (c). The maps were created using 
the same standards as the maps in Figure 6.13, hence green regions on the Co L-edge maps fit 
better to a Co(III)-rich standard, and green regions on the O K-edge maps fit better to an O K-edge 
standard containing the O K-edge pre-edge feature. 
The green regions in the O K-edge map in Figure 6.14 (c), contains particles with a mixed green 
and red bulk, implying better fitting to a standard containing the O K-edge pre-edge feature. 
Comparing the O K-edge map to the Co L-edge map in Figure 6.14 (b), the green ‘pre-edge’ regions 
in Figure 6.14 (c), do not correlate to the green Co(III)-rich areas in Figure 6.14 (b). 
The lack of correlation between the O K-edge, and Co(III)-rich maps may imply that mapping may 
be preferentially fitting to the larger O K-edge, rather than the pre-edge. O K-edge extractions 
from the greener regions  in Figure 6.14 (c) show that the O K-edge pre-edge feature at 532 eV 
was not observed in any of the greener areas. Therefore the map in Figure 6.14 (c), was a poor fit 
to the O K-edge standards in Figure 5.28.  
Despite the green occurring in the map in Figure 6.14 (c), the O K-edge signal correlates to the 
overall O K-edge signal for the 5C sample in Figure 6.12, which matches with the uncycled O K-
edge signal. 





Figure 6.14: (a)- STEM-HAADF image, and the corresponding Co L-edge map (b), and O K-edge map (c) of a 5th cycle 
charged electrode. For the Co L-edge map: red- Co(II)-rich, and green- Co(III)-rich. O K-edge map uses the standards in 
Figure 5.28. Green- O K-edge signal extracted from a Co(III)-rich area, red- O K-edge signal extracted from a Co(II)-rich 
area. (d) the O K-edges extracted from the light blue, magenta, and dark blue regions in the HAADF image in (a).  
To confirm the same mapping error did not occur for the first cycle O K-edge maps in Figure 6.13, 
O K-edge extractions are shown in Figure 6.15, and the pre-edge can be observed the regions 
corresponding to Co(III)-rich on the oxidation state maps. The extracted O K-edges are noisy, 
particularly in the region of the pre-edge. The sum spectrum in Figure 6.15 (b) is the sum of the O 
K-edge signals in the spectrum image in  Figure 6.15 (a) which has been scaled to have the same 
intensity as the zone 2 O K-edge extraction. The O K-edge pre-edge is clearly visible on the sum 
spectrum, as well as the individual zone extractions in Figure 6.15 (b). 
Compared to the pre-edge in Figure 5.28, the relative intensity of the pre-edge to the O K-edge is 
less in Figure 6.15 (b), indicating a lower degree of Co-O hybridisation in this region of sample. The 
O K-edge in Figure 5.28 was extracted from the region in Figure 6.13 (b). The proportion of Co(III) 
was higher in Figure 6.13 (b) (100 %, residual 19 %) compared with Figure 6.15 (a) (67 %, residual 
9 %), suggesting the degree of Co-O hybridisation is associated with how Co(III)-rich a region is. 
A split in the O K-edge peak at 542 eV energy loss is present on the extracted O-K edges from 
zones 1-4, resulting in a shoulder on the sum spectrum at 543 eV. It is not clear what the origin of 
the shoulder is, but literature has suggested that for octahedrally co-ordinated transmission metal 
ions, shoulders on the O K-edge in the 541-543 eV region can result from transitions to the 
unoccupied t1u orbital [10]. Without further work modelling the O K-edge, and characterisation 
with XAS, or XANES it is not possible to confirm the origin of the shoulder. The focus here is on the 
presence of the pre-edge indicating Co-O hybridisation. 





Figure 6.15: (a) Co L-edge map from Figure 6.13 (red- Co(II), green- Co(III)-rich), and the corresponding O K-edge 
extractions from the Co(III)-rich regions outlined in coloured boxes. The sum spectrum is the total O K-edge of the entire 
spectrum image. 
Overall, if a pre-edge feature occurs in the O K-edge, the sample, and region of the sample, is more 
likely to be Co(III)-rich.  
6.3 DISCUSSION: LITHIATION MECHANISMS OF LICOPO4 
6.3.1 Phase Changes during the first cycle 
The first cycle discharge capacity for the LiCoPO4 electrodes was 128 mAh g-1 at 0.1C. 128 mAh g-1 
is similar to capacities reported by [7], [11], [12].  
In the first cycle 3 plateaus occur on the galvanostatic charge curve (Figure 6.1 (a)), accompanied 
by 3 peaks on the differential capacity curve (Figure 6.1 (b)). The peaks in Figure 6.1 (b) occurred 
at 4.4 V, 4.8, and 4.9 V vs. Li/ Li+. 
Peaks on differential capacity curves typically indicate electrochemical processes occurring in the 
cell, such as redox It is unlikely the first peak in the differential capacity curve in Figure 6.1 (b) 
contributes to the de-lithiation induced capacity change. The oxidation state map taken on 
electrodes charged to 4.8 V vs. Li/ Li+ (a potential after the first peak in the differential capacity 
curve in Figure 6.1 (b)) is Co(II)-rich (Figure 6.3 (f)), suggesting that the electrode is either LiCoPO4 
or Li2/3CoPO4-rich. However, the XRD patterns show that electrodes charged to 4.89 V vs. Li/ Li+, 
are have 100 % LiCoPO4 diffraction peaks (Figure 6.2), suggesting that electrodes charged to lower 
potentials are also 100 % LiCoPO4. 
Strobridge et al. noticed a similar plateau on 0.1C LiCoPO4 galvanostatic charge curves at 4.4-4.8 
V vs. Li/ Li+ [13]. Using in-situ XRD Strobridge et al. also noticed no obvious crystallographic change 
resulting from the plateau, suggesting that the plateau may result from slight de-lithiation, with 
no accompanying phase change, or from electrolyte reactions [13]. No crystallographic phase 
changes were noticed in this work (as shown by XRD in Figure 6.2). However, quantification of the 
Co L-edge signal extracted from oxidation state maps showed the Co L-edge at the 4.8 V vs. Li/ Li+ 
was proportionally less Co(II)-rich (84 %) than the uncycled electrode (98 %) (Table 6.3). The Co L-
edge shifting to slightly more Co(III)-rich character suggests some de-lithiation occurred by 4.8 V 




vs. Li/ Li+, without an accompanying crystallographic phase change, resulting in the peak in the 
differential capacity curve in Figure 6.1 (b) at 4.4 V vs. Li/ Li+. 
The specific capacity calculated by integrating under the 4.8 V, and 4.9 V vs. Li/ Li+ differential 
capacity peaks in Figure 6.1 (b) was 154 mAh g-1, near to the theoretical capacity of 167 mAh g-1 
[2], indicating that the 2 peaks are likely to result from de-lithiation phase change mechanisms 
[13]. Palmer et al. Strobridge et al. and Bramnik et al. noticed plateaus in the charge curve at 
similar potentials to those observed in Figure 6.1 (a), and used in-situ XRD techniques to associate 
the plateaus with phase changes [7], [13], [14]. 
[7], [13], [14] suggested that the plateau at 4.8 V vs. Li/ Li+ results from the LiCoPO4 → Li2/3CoPO4 
phase transition. The oxidation state map of the electrode charged to 4.89 V vs. Li/ Li+ in Figure 
6.3 (e) shows that the bulk of the electrode have a mixed Co(III), Co(II) oxidation state (consistent 
with the formation of Li2/3CoPO4). Quantification of the Co L-edge extracted from 3 oxidation state 
spectrum images of different regions on the 4.89 V vs. Li/ Li+ electrode showed the Co L-edge was 
74 ± 2 % Co(II)-rich, with an average residual (representing un-fitted signal) of 3 ± 3 %. 66.6 % is 
the theoretical proportion of Co(II) in the Li2/3CoPO4 phase. 66.6 % is within the error margins of 
74 ± 2 % when the residual unfit signal of 3 ± 3 %, which could be either Co(II), or Co(III), is 
considered. The quantification using EELS may be improved by not quantifying regions with 
negative fitting coefficients as either Co(II), or Co(III).  
The discrepancy between the Co(II) proportion of Li2/3CoPO4, and the proportion calculated from 
the measured Co L-edges could be explained by uncertainty of the purity of the Co(III) reference 
discussed in 5.5.1. Moreover, potential partial discharging prior to cell disassembly (consequence 
of an ex-situ technique) may have resulted in the cell becoming more Co(II)-rich. Self-discharging 
of LiCoPO4 electrodes has been previously noted in the literature [15], [14]. 
The XRD pattern of electrodes charged to 4.89 V vs. Li/ Li+ shows that the electrodes are 100 % 
LiCoPO4 (Table 6.2, and Figure 6.2). The SAED, and FFT patterns of electrodes charged to 4.89, and 
4.91 V vs. Li/ Li+ (after the 4.8 V specific capacity peak), are a mixture of LiCoPO4, and Li2/3CoPO4 
(Figure 6.6 (c), (d), and (e)) suggesting trace Li2/3CoPO4 is present after the 4.8 V vs. Li/ Li+ peak.  
The lack of Li2/3CoPO4 peaks in the XRD pattern in Figure 6.2 may also have been because the 
experiment was controlled by stopping the electrodes from charging once a specific potential was 
reached. However, comparison between the different ex-situ characterisation techniques used 
was difficult. As discussed in 5.5.1, stopping the electrodes once a specific lithium content 
(measured by specific capacity) had been reached may have resulted in more consistent results 
between the different ex-situ characterisation techniques, as self-discharge, and different cell 
resistances may have caused the lithium content to differ. 
Refinement results presented in this theses show the LiCoPO4 to Li2/3CoPO4 phase transition 
involves lattice parameter shrinkage in the a, and b direction of 1.3 %, and 1.1 % respectively, and 
a growth of 0.1 % in the c direction (Table 5.2). The calculated unit cell values in Table 5.2 were 
similar to those in literature [7], [14]. LiCoPO4 maintained pnma symmetry throughout de-
lithiation Figure 6.9. Li occupancy was not refined here, however Strobridge et al. presented 
detailed work identifying the structure of Li2/3CoPO4. Li in Li2/3CoPO4 is distributed among 2 Li sites 
in a superlattice (a x 3b x c), the 4 Liα sites are surrounded by 6 Co2+ ions, and the 8 Liβ sites are 
surrounded by 3 Co2+, and 3Co3+ ions [13]. The stoichiometric composition is Li2/3Co(2/3 Co2+, 1/3 
Co3+)PO4 [13]. Li is distributed among the Li sites as a disordered sub-lattice of 6 different vacancy 
environments [13]. The presence of the forbidden reflection (0 1 0) in the Li2/3CoPO4 pattern in 




Figure 6.6 (d) may be evidence of the disordered Li sub-lattice as Li diffuses out of the [0 1 0] 
direction, hence Li sites are present on the (0 1 0) plane. 
The XRD patterns in Figure 6.2 showed that Li2/3CoPO4, and CoPO4 were present in electrodes 
charged to 4.98 V vs. Li/ Li+, and 5.1 V vs. Li/ Li+. Li2/3CoPO4, and CoPO4 were also found at 5.1 V vs. 
Li/ Li+ using SAED (Figure 6.7 (b), and (d)). 4.98 V vs. Li/ Li+, and 5.1 V vs. Li/ Li+ occurs after the 4.9 
V vs. Li/ Li+ peak in the differential capacity curve in Figure 6.1 (b), suggesting the peak results from 
the Li2/3CoPO4 → CoPO4 phase transition. [7], [13], [14] also found the plateau at 4.9 V vs. Li/ Li+ to 
result from the Li2/3CoPO4 → CoPO4 phase transition. 
Table 6.2 shows that the proportion of CoPO4 increases as at higher potentials (from 58.1 % at 
4.98 V vs. Li/ Li+ to 79.5 % at 5.1 V vs. Li/ Li+). The oxidation state map in Figure 6.3 (a) shows Co(II)-
rich regions on a 5.1 V vs. Li/ Li+ electrode. The XRD, and oxidation state mapping results indicate 
the electrodes were not fully charged at 5.1 V vs. Li/ Li+. Moreover, the increase in the proportion 
of CoPO4 at higher potentials shown in Table 6.2 suggests that greater overpotentials help to drive 
the Li2/3CoPO4 → CoPO4 phase change. Similar results have been noted in literature. Lapping et al. 
found LiCoPO4 had to be charged to 5.3 V vs. Li/ Li+ for phase pure CoPO4 [6], and Bramnik similarly 
noted that an overpotential had to be applied to achieve phase pure CoPO4 [5]. 
Overall, the results indicate that phase transitions occur at the 4.8 V vs. Li/ Li+, and the 4.9 V vs. 
Li/ Li+. The results show the 4.8 V vs. Li/ Li+ plateau resulted from the LiCoPO4 → Li2/3CoPO4 
transition, and the 4.9 V vs. Li/ Li+ plateau resulted from the Li2/3CoPO4 → CoPO4 phase transition. 
XRD refinement of the charged phases (Li2/3CoPO4, and CoPO4) was difficult as the overall intensity 
of the XRD patterns decreased for the charged phases. This may have occurred due to different 
packing densities in the XRD capillary tubes. [3] also noted a decrease in the intensity of charged 
phases of LiCoPO4, causing refinement difficulties, and attributed the phenomenon to reduced 
long-range order. The presence of extra spots in the FFT, and SAED patterns in Figure 6.6 (c), (d), 
and (e) suggest a reduction in long-range order. For the SAED pattern, the extra spots may result 
from diffraction from more than one particle, however, the FFT in Figure 6.6 (c) was extracted 
from 1 particle specifically, with poor lattice contrast at the edges in Figure 6.6 (b). The TEM 
images of the charged particles in Figure 6.7 (a), and (c) show poor lattice contrast at the particle 
surfaces, possibly resulting from reduced long-range order within the particles, but more likely a 
result of thinner sample at the electrode surface. 
Indexing the SAED patterns in Figure 6.7 (b), and (d), was also challenging due to the existence of 
forbidden reflections in the SAED patterns, for example the 010 spot in Figure 6.7 (d). Crystal 
maker modelling showed the presence of more, or less, lithium does not influence the appearance 
of the forbidden reflections. The forbidden reflections likely occurred because SAED was 
performed on microtomed electrodes which were very thin (80 nm), and therefore may have 
caused double diffraction.  
However, [13] suggested that Li in the partially de-lithiated states of Li2/3CoPO4 is distributed 
around a super-lattice, consistent with the presence of (0 1 0) on the Li2/3CoPO4 SAED pattern in 
Figure 6.6 (d). The 010 spot on the CoPO4 SAED pattern in Figure 6.7 (b) is possibly the result of a 
super-lattice reflection due to Li remaining in the lattice [5], [6]. The alternating contrast may 
therefore be evidence of partial de-lithiation. Li occupancy was not refined here, so CoPO4 (the 
fully de-lithiated phases) was identified purely based on lattice parameter changes. 
As already discussed in 5.5.1, the phases were identified using SAED by comparing calculated d-
spacings, which could be very small (for example, the 102 spot has a calculated d-spacing of 0.229, 




0.229, and 0.231 nm for LiCoPO4, Li2/3CoPO4, and LiCoPO4 respectively) as Pnma symmetry was 
maintained throughout de-lithiation. The d-spacing similarity was particularly problematic for 
identifying Li2/3CoPO4 from LiCoPO4 as the unit cell values are similar (Table 5.2). The SAED error 
may have led to difficulties identifying the Li2/3CoPO4 phase after the 4.8 V plateau on the 
differential capacity curve in Figure 6.1 (b). 
6.3.2 First Cycle de-Lithiation Mechanisms 
As the phase changes and electrochemistry correlated well with literature, the Co oxidation state 
maps in Figure 6.3 were used to investigate the LiCoPO4 de-lithiation mechanisms during the first 
charge cycle. 
For the first cycle oxidation state maps in Figure 6.3, red regions represent Co(II)-rich regions, and 
green regions represent Co(III)-rich regions. As Li2/3CoPO4 was confirmed as the only Co(II)-rich 
phase present in the 4.98 V, and 5.1 V vs. Li/ Li+ charged samples, Co(II) regions (red) on the 4.98 
V, and 5.1 V vs. Li/ Li+ maps in Figure 6.3 (a), and (c), are likely to be Li2/3CoPO4. Li2/3CoPO4 could 
not be distinguished from LiCoPO4 due to the Co L-edge (Figure 5.17) signal being too similar to 
LiCoPO4 for accurate MLLS fitting (see section 5.4.2.4). 
Figure 6.3 shows that Co(III)-rich regions form on the outside of particles from 4.89 V vs. Li/ Li+ 
(Figure 6.3 (e)), and grows inward toward the centre of the particle (Figure 6.3 (c)), until the bulk 
of the particle is Co(III)-rich at 5.1 V vs. Li/ Li+ (Figure 6.3 (a)). This implies lithium is leaving the 
particles from the outside of the particles, leaving a Li-rich centre. 
To check changes in Co oxidation state, mapped in Figure 6.3, correlated with structural changes, 
TEM images of the charged particles were taken. The TEM image of a 4.89 V vs. Li/ Li+ charged 
particle indexed to LiCoPO4 in Figure 6.6 (a) shows a region of differing contrast on the outside of 
particle, accompanied by extra spots on the fast fourier transform Figure 6.6 (b). Differing contrast 
on the edges of particles can be due to recombination of the elastically scattered electron beam 
in thinner regions of sample. However, the presence of extra spots in the FFT suggests a separate 
crystal structure, although they could not be indexed to confirm the phase, and the TEM image 
was not at high enough resolution to determine differences in lattice spacing. If the area of 
differing contrast is an extra phase in Figure 6.6 (b), the presence of an extra phase on the outside 
of particles correlates with Figure 6.3 (e) which suggests the outside of 4.89 V vs. Li/ Li+ particles 
should be Co(III)-rich, and therefore have smaller lattice spacings. Further high resolution imaging 
and nano-diffraction would be required to confirm if an extra phase is forming on the outside of 
particles. 
The 5.1 V vs. Li/ Li+ charged particles are identified as Li2/3CoPO4 (Figure 6.7 (c)), or CoPO4 ((Figure 
6.7 (a)). The 100 % Li2/3CoPO4 particle is surprising as the oxidation state map of the 5.1 V vs. Li/ 
Li+ electrode in Figure 6.3 (a) has a green Co(III)-rich bulk. The microtoming technique does mean 
there is uncertainty over whether particles have been fractured into smaller pieces, or the position 
of the particle- particles nearer the current collector have been shown to be more Co(II)-rich on 
5.1 V vs. Li/ Li+ electrodes (Figure 5.35), which may explain the discrepancy. 
The TEM image in Figure 6.7 (a) of a Li2/3CoPO4 particle with smaller lattice spacing on the outside 
of the particle, 0.39 nm is the d-spacing dhkl(2 -1 0) of Li2/3CoPO4, and 0.37 nm is the d-spacing 
dhkl(2 -1 0) of CoPO4, suggesting further de-lithiation from the edges of the particle. Further de-
lithiation on the edges of the particle is consistent with Co(III)-rich regions forming on the edges 
of particles, shown by the oxidation state maps in Figure 6.3. However, the lattice spacings were 
measured based on the distance between intensity maxima. As explained, at edges of particles in 




TEM images contrast variations can occur due to the recombination of elastically scattered 
electron beam which may have led to errors in lattice spacing measurement. Given the spacing 
difference is 0.02 nm the error is likely. Nano-diffraction would be required to confirm the 
presence of CoPO4 on the outside of particles. 
Anti-site defects could not be imaged (known to form in LiCoPO4 [16]). Atomic resolution may help 
identify the structural changes causing shifts in Co oxidation state, particularly if it could be 
correlated with the oxidation state maps by performing both spectroscopy, and imaging in the 
same area. 
Strobridge et al. reported that the LiCoPO4/ Li2/3CoPO4/ CoPO4 interface was coherent, suggesting 
the de-lithiation mechanism was a 2-phase formation mechanisms, along a coherent interface 
within a single LiCoPO4 particle [3], rather than a domino cascade mechanism like in LiFePO4 [17]. 
In a domino cascade model, the whole primary particle would be expected to rapidly shift from 
Co(II) to Co(III)-rich [3]. The existence of Co(III)-rich regions, and Co(II)-rich regions within the same 
particle, suggest the 2-phase coherent interface mechanism has also occurred in this study. 
As the Co(III)-rich region forms on the edge of the particle, forming a lithium-rich region in the 
middle of the particle Figure 6.3, the LiCoPO4 particles are de-lithiating with a shrinking-core 
mechanism with a coherent interface between the phases. Palmer et al. also proposed a shrinking-
core mechanism for LiCoPO4 using measurements with in-situ XRD [7]. However, this study 
presents direct imaging of the shrinking-core mechanism for the first time. 
Figure 6.16 compares the shrinking-core mechanism proposed by Palmer et al. [7] with the de-
lithiation trends observed using EELS oxidation state mapping in Figure 6.3. Figure 6.16 shows that 
for lower potentials, the shrinking-core mechanism proposed by Palmer is similar to that proposed 
in this study- lithium leaves from the outside of the particles causing them to transition from 
LiCoPO4 to Li2/3CoPO4. However, at higher potentials, Palmer et al. propose that phase C (CoPO4) 
nucleates in the Li2/3CoPO4 particles, forming a core of CoPO4, as Li+ migrates to the edge of the 
particle. In-situ XRD data from Palmer et al. suggested a CoPO4 core nucleates, rather than forming 
on the edge as Li diffuses out of the particle because Vegard shifts (changes in lattice constant 
proportional to changes in composition) are consistent with a phase conversion mechanism, 
rather than a concentration polarisation [7]. A concentration polarisation mechanism would have 
resulted in CoPO4 forming from the outside of a single particle. 
The lithiation mechanism observed in the oxidation state maps in Figure 6.3, however show that 
CoPO4 forms on the outside of the particles along a coherent interface, as a result of de-lithiation 
from the outside into the electrolyte. XRD is a bulk technique, therefore, although it can detect 
the formation of CoPO4, the phases cannot be spatially resolved. Co L-edge mapping enables the 
phases to be spatially resolved, leading to a difference in the proposed mechanisms.  
Li+ in LiCoPO4 diffuses along [010] [13] so differences in crystallographic direction may also have 
caused the discrepancy. XRD is a bulk averaging technique, and EELS was not done on zone axis 









(a) Shrinking Core de-lithiation mechanims proposed in this study 
 
(b) Shrinking Core de-lithiation mechanism proposed by Palmer et al. 
 
Figure 6.16: Comparison between the de-lithiation mechanisms proposed in this study using EELS Co L-edge oxidation 
state mapping (a), and by Palmer et al. using in-situ XRD. Adapted from Chem. Commun., 2016, 52, 14169, [7]- Published 
by The Royal Society of Chemistry. In (b) Phase A- LiCoPO4, Phase B- Li2/3CoPO4, and Phase C- CoPO4. 
Figure 6.3 (a) also shows that a red Co(II)-rich region forming on the surface of the CoPO4 particles 
at 5.1 V vs. Li/ Li+. This is represented in Figure 6.16 (a) as a thin red region on the surface of the 
particle at 5.1 V vs. Li/ Li+. SIMS depth profiling work in Figure 4.20 also shows a region of uncycled 
Li on the surface of charged particles which correlates to the presence of Co(II) on the surface of 
5.1 V vs. Li/ Li+ particles. SAED and TEM imaging do not identify if the Co(II) region on the surface 
results from the re-formation of Li2/3CoPO4. Manzi et al. noted in a study using XRD and fast fourier 
transform infra-red spectrometry (FTIR), that at high voltages, reaction with the electrolyte causes 
spontaneous re-incorporation of Li into the LiCoPO4 lattice. Spontaneous reincorporation is likely 
in this case as the Co(II) surface feature is only observed at electrodes charged to 4.98 V, and 5.1 
V vs. Li/ Li+, around the breakdown potential of the LiPF6 in EC/ DMC electrolyte [18].  
Figure 4.20 also suggested Co diffusion into the C-coating. The presence of the Co(II)-rich band at 
the surface may also be further evidence for diffusion of Co into the C-coating, although it is 
unknown what valence state Co would take in this case. 
Overall, Co L-edge mapping has, for the first time, spatially resolved the phases formed during de-
lithiation of LiCoPO4, demonstrating the material undergoes a shrinking-core de-lithiation 
mechanism. At high voltages, electrolyte degradation can cause re-incorporation of Li into the 
lattice, causing the Co oxidation state to shift from Co(III)-rich to Co(II)-rich. 
6.3.3 Cycles 2- 10 De-lithiation Mechanisms 
LiCoPO4 underwent severe gravimetric capacity loss from 128 mAh g-1 to 14 mAh g-1 after 10 cycles 
at 0.1C (Figure 6.8 (a)). Severe capacity loss has also been previously reported in literature by [7], 




[19]. The aim of the later cycles oxidation state mapping was to establish a cause for the severe 
capacity loss using oxidation state mapping.  
The gravimetric capacity loss in demonstrated Figure 6.8 (a) was also associated with a loss of 
capacity under both peaks in the differential capacity curves in Figure 6.8 (b). By the fifth cycle, 
the gravimetric capacity contributed by the LiCoPO4 → Li2/3CoPO4 had dropped from 45 mAh g-1 
to 23 mAh g-1, whilst the Li2/3CoPO4 → CoPO4 peak had dropped from 86 mAh g-1 to 38 mAh g-1. 
Moreover, by the 10th cycle, Figure 6.8 (b) shows that the 2 differential capacity peaks no longer 
occur. The loss of capacity by both differential capacity peaks over 10 cycles indicates that 
microstructural changes may have blocked phase transitions from occurring causing the capacity 
drop. 
XRD showed that the capacity drop over 10 cycles was associated with a drop in the proportion of 
CoPO4 present at 5.1 V vs. Li/ Li+ (Figure 6.9, and Table 6.4). CoPO4, and Li2/3CoPO4 were found at 
5.1 V vs. Li/ Li+ after charging for 1 cycle, and charging for 5 cycles, however the proportion of 
CoPO4 dropped from 58.1 % to 15.6 %. This correlates with the presence of 2 smaller differential 
capacity peaks in Figure 6.8 (b), and the loss of capacity described above.  
After 10 cycles XRD found that CoPO4 and Li2/3CoPO4 no longer formed after charging to 5.1 V vs. 
Li/ Li+ as the diffraction peaks were 100 % LiCoPO4. This correlates with the lack of differential 
capacity peaks for the 10th cycle electrode in Figure 6.9 (b). Overall, the XRD results suggest a 
mechanism which prevents phase changes occurring in the material during cycling. 
Comparison of the unit cell parameters of the phases after different cycles (1, 5, and 10) in Table 
6.4 shows that the unit cell parameters increase at later cycles. The volume of CoPO4 increased 
from 263.1 Å3 to 263.5 Å3, whilst the Li2/3CoPO4 cell volume increased from 277.4 Å3 to 278.4 Å3. 
There is some uncertainty in the unit cell values as a Si standard was not used during the XRD 
pattern so there is uncertainty about the refinement of the displacement parameter, which would 
impact the unit cell parameter values. The volume expansion of the individual phases was very 
small, potentially indicating the formation of defects, consistent with the formation of anti-site 
defects described in [9], [20]. 
The slight volume expansion of CoPO4, and Li2/3CoPO4 in the charged samples may indicate slightly 
greater Li content in the charged state after 5 cycles, as higher lithium content results in larger 
unit cell parameters [7], [14].  This is evidenced by the lower gravimetric capacity in Figure 6.8 (a), 
and the red, Co(II)-rich oxidation state map in Figure 6.10 (d) for the 5th cycle. 
The Co L-edge extractions from Co(III)-richer regions of the oxidation state maps show that the Co 
L-edges extracted from the 5th, and 10th cycle charged electrodes, have more Co(II) character than 
the 1st cycle charged electrode Co L-edge. The greater Co(II)-rich character is evidenced by the 
multiplet shoulder feature at 784 eV, which is present on the uncycled electrode Co L-edge, and 
by the Co L-edge onsets occurring at the same energy loss as the uncycled electrode (779 eV). The 
greater Co(II)-rich character of the 5th and 10th cycle electrodes Co L-edges are consistent with the 
XRD pattern and capacity results, and suggests issues with Li diffusion out of the particles. 
The Co L-edge oxidation state maps of the 5th and 10th cycle charged electrodes in Figure 6.10 also 
agree with the XRD, and galvanostatic capacity loss results, as the Co oxidation state maps of the 
5th and 10th electrodes are red Co(II)-rich. This implies either the presence of LiCoPO4, or Li2/3CoPO4 
in both cases as Li2/3CoPO4 contributions cannot be separated from LiCoPO4 using oxidation state 
mapping. 




It should be noted that the 5th cycle oxidation state map in Figure 6.10 (d) is more red Co(II)-rich 
than the 10th cycle oxidation state map in Figure 6.10 (f). Moreover, the 5th cycle Co L-edge has 
more Co(II) character than the 10th cycle Co L-edge in Figure 6.11. It is unclear why this occurred 
given XRD suggests the 5th cycle electrode should contain CoPO4, whilst the 10th cycle electrode 
should only contain LiCoPO4 (Figure 6.9). However, the oxidation state maps for the 5C sample 
may have been taken closer to the current collector (Figure 5.37).  
Overall, the presence of LiCoPO4 in 10th cycle electrodes shown by XRD in Figure 6.10, and 
decreased proportion of Co(III)-rich regions in later cycle electrodes (Figure 6.10 and Table 6.5) 
suggests the amount of active material is decreasing with increased cycles. Active material 
decreasing with increased cycles explains the drop in specific capacity shown in Figure 6.8. 
Active material may have decreased due to damage from the electrolyte, and thickening of the 
CEI decreasing the Li diffusion kinetics. HIM imaging of the CEI layer shows thickening of the CEI 
in Figure 4.17 at the 5th and 10th cycles, and depth profiling in Figure 4.20 shows uncycled Li at the 
surface of 10th cycle charged electrode, consistent with the presence of Li in the CEI and CEI 
thickening, or Li in the active material at the surface, suggesting damage from the electrolyte. 
Given the CEI was no more than a few nm thick, it is unlikely CEI thickening was the cause of severe 
active material loss. 
An alternative explanation for the loss of active material, is structural degradation of the active 
material preventing Lithiation. The XRD patterns (Figure 6.9), and Co L-edge oxidation state 
mapping quantification Table 6.5 show the proportion of CoPO4, and Co(III)-rich regions decrease 
with increased cycling. The oxidation state maps of the 5th and 10th cycles (Figure 6.10) show the 
entire particles have shifted to be more Co(II)-rich, this was consistent across multiple areas of 
sample although not shown, hence unlike in the 1st cycle, Co(II)-rich regions are not isolated to the 
surface. If the decrease in active material was purely due to electrolyte induced decomposition it 
would be expected that the Co(II)-rich regions would be isolated to the surface. Evidence for 
electrolyte surface decomposition was present by the Co(II)-rich region on the surface of first cycle 
electrodes charged to 5.1 V vs. Li/ Li+ (Figure 6.3 (a)), however by the 5th and 10th cycle, all of the 
particles are Co(II)-rich (Figure 6.10). The results therefore suggest degradation in LiCoPO4 is a 
result of both electrolyte surface decomposition, and structural changes in the material 
preventing de-lithiation.  
Literature has shown that degradation in LiCoPO4 can occur due to the formation of anti-site 
defects when LiCoPO4 is in the charged state [16]. Anti-site defects were not imaged here, 
however, the decrease in unit cell evidenced by XRD in Table 6.4 may be evidence of defect 
formation. High resolution TEM would be required to image the anti-site defects. 
Overall, the results show that a process had occurred in the electrodes which caused the phase 
changes to not occur during cycling, and/ or due to prolonged exposure to electrolyte at high 
potentials causing Co dissolution and Li reincorporation into the lattice [15].  
6.3.4 Cycling behaviour of the O K-edge 
The O K-edge was assessed in order to confirm whether Co-O hybridisation had occurred, as 
proposed by Lapping et al. using XAS [6], and to consider the effects of cycle life on Co-O 
hybridisation. Section 5.5.2 discusses the origin of the features of the O K-edge in Figure 6.12 in 
detail. 
The O K-edge pre-edge feature associated with Co-O hybridisation occurs at 5.1 V vs. Li/ Li+ the 1st 
cycle (Figure 6.12). Comparing Co L-edge mapping of the 1st cycle charged electrode with O K-edge 




mapping, using standards with and without the pre-edge feature shows that Co(III)-rich regions 
matched better with the O K-edge containing the pre-edge feature (Figure 6.13). The mapping 
result suggests that Co-O hybridisation occurs when the Co is in the Co(III) oxidation state (CoPO4). 
The Co-O hybridisation result is consistent with hybridisation [8], and [19]. 
For the sample charged to 5.1 V vs. Li/ Li+ on the first cycle, Figure 6.13 (c), and (f) show that the 
MLLS fitting is closer to the pre-edge standard within the bulk of the particles, rather than the 
edge of the particles. This indicates Co-O hybridisation in the bulk. As stated above, the 
hybridisation correlates with the presence of Co(III)-rich regions. Lapping et al. found that 
hybridisation occurred on the surface of electrode particles using XAS [6], and therefore 
associated the hybridisation with oxygen loss. The discrepancy is unclear, however, Lapping et al. 
did not spatially resolve the Co(III)-rich and Co-O areas of the particles using XAS [6], as done in 
this study. 
Comparison of the pre-edge feature in Figure 5.27 (extracted from the 5.1 V vs. Li/ Li+ 1st cycle 
charged sample in Figure 6.13 (c)), and the pre-edge feature in Figure 6.15 (c) (extracted from the 
5.1 V vs. Li/ Li+ 1st cycle charged sample in Figure 6.13 (f)) show the relative intensity of the O K-
edge pre-edge can differ across the sample. The specific proportions of Co(II), and Co(III)-rich 
regions were calculated for spectrum images of the same region as O K-edge mapping (averaged 
in Table 6.5). The Co L-edge of the spectrum image in Figure 6.13 (f), where the hybridisation pre-
edge intensity was less contained less Co(III)-rich character (68 %) than the region where the 
hybridisation pre-edge was more intense (100 %) Figure 6.13 (c). The intensity of the O K-edge 
pre-edge has previously been shown to represent the degree of covalency with hybridised 
transition metals [22], therefore the results indicate hybridisation increases with increased Co(III)-
rich character. This is consistent with Co-O hybridisation occurring in CoPO4 due to an increase in 
the unoccupied density of states in the O2p band above the Fermi level in Co(III)PO4 [6]. 
Strobridge and Manzi found that spontaneous reincorporation of the Li from the electrolyte is 
caused by the instability of the octahedrally co-ordinated Co3+ in the CoPO4 crystal structure [13], 
[15]. As Co(II)-rich regions were also found on the surface of 5.1 V vs. Li/ Li+ charged electrodes in 
this study (Figure 6.3 (a) and Figure 6.13 (b) and (d)), it was suggested in 6.3.2 that a similar 
mechanism may be occurring in this study. Spontaneous reincorporation of Li would cause the 
density of states available for Co-O hybridisation to decrease, as the Co oxidation state decreases, 
leading to a less hybridisation on the surface. DFT modelling would be needed to confirm the 
density of states theory. 
The Co-O hybridisation pre-edge did not occur at 5.1 V vs. Li/ Li+ on the 5th or the 10th cycles (Figure 
6.12). Moreover, the 5th and 10th cycle O K-edges were almost identical to the uncycled electrode 
O K-edge (Figure 6.12). The Co L-edges in Figure 6.11 show that the 5th and 10th cycle Co L-edges 
have more Co(II) character than the 1st cycle Co L-edge, indicating a higher Li occupancy and lower 
Co oxidation state. The lack of O K-edge pre-edge feature on the 5th and 10th cycled electrodes in 
Figure 6.12 is consistent with the lack of Co(III)-rich regions, and hence further evidence of Co-O 
hybridisation being a feature of CoPO4.  
It was expected from XRD in Figure 6.9 that the 5th cycle electrode would contain CoPO4, and 
therefore would show Co-O hybridisation. However, the 5th cycle electrode in Figure 6.12 did not 
demonstrate this, potentially due to the location of the TEM sample cut by microtome, and self-
discharge issue discussed in 6.3.3. 




O K-edge extractions (Figure 6.14 (d)) from the ‘hybridised’ regions of the spectrum image in 
Figure 6.14 (c) show that a pre-edge feature was not present, indicating that the mapping in Figure 
6.14 was inaccurate. It should be noted that the pre-edge hybridisation feature was present in the 
Co-O hybridised regions of the 1st cycle maps in Figure 6.13. MLLS fitting works by summing the 
standards until they fit the collected signal (as shown by Figure 5.2). As the pre-edge signal is 
comparatively less intense to the main O K-edge feature, it is likely the mapping over-fit the O K-
edge feature. This was not a problem for the 1st cycle maps as the O K-edge feature also changed 
slightly in the presence of the pre-edge (Figure 5.28), and the standard was extracted from a 1st 
cycle 5.1 V vs. Li/ Li+ sample. 
Overall, the EELS maps of the 2-10 later cycles, and the extracted EELS edges show no evidence of 
Co-O hybridisation at later cycles. The results indicate that Co-O hybridisation occurs in the 
presence of Co(III), and therefore can be used as an additional marker for the presence of CoPO4. 
Similar to the Co L-edge oxidation state mapping, the O K-edge mapping did not offer any addition 
information regarding the degradation mechanisms of LiCoPO4 other than offering further proof 
of CoPO4 not forming at later cycles. 
6.4 CONCLUSION 
A Co L-edge valence state EELS technique has been developed, enabling mapping of Co(II)-rich and 
Co(III)-rich across LiCoPO4 for the first time. XRD and SAED proved that the Co(II), and Co(III)-rich 
regions were representative of lithiated and de-lithiated regions of the electrode. 
MLLS fitting to Co(II), and Co(III)-rich standards was used to fit collected EELS spectra from 
spectrum images of LiCoPO4 to enable Co oxidation state mapping. Microtoming the electrode 
enabled differentiation of the Co(II), and Co(III)-rich regions of the electrode particles, with 
minimal damage to the electrode as a result of the sample preparation and mapping. 
Overall, the EELS Co L-edge valence state mapping technique enabled the lithiated, and de-
lithiated regions of the electrode to be spatially resolved allowing studies of the de-lithiation 
mechanisms. The statistical fitting uncertainties were not calculated as the residual, un-fitted, 
signal was the largest source of error. However, fitting was performed across all spectra with an 
average residual of 12 ± 6 %.  
Galvanostatic charging, in combination with XRD revealed that LiCoPO4 undergoes 2 phase 
changes during charging: LiCoPO4 → Li2/3CoPO4, and Li2/3CoPO4 → CoPO4, in agreement with a 
number of literature studies [3], [7], [13], [14]. 
The de-lithiation mechanisms of the first charge cycle were studied using the oxidation state 
mapping technique. Oxidation state mapping revealed a shrinking-core de-lithiation mechanism. 
Lithium diffused out of the edges of the LiCoPO4 particles with increasing potential, shrinking a 
lithium-rich core with increased charging.  
Palmer et al. previously reported a shrinking-core mechanism based on in-situ XRD [7], but 
suggested the Li-poor phase, CoPO4, nucleates in the centre of the particles. This study represents 
the first direct visualisation of the shrinking-core mechanism in LiCoPO4, where the de-lithiated 
phases form along the outside of the particles as the state of charge increases. 
Direct visualisation of the Co oxidation states, also showed Co(II)-rich regions forming on the edge 
of the particles at potentials above 4.98 V vs. Li/ Li+. It was concluded that this was evidence of 
spontaneous re-incorporation of Li into the lattice from the electrolyte. 




O K-edge analysis revealed Co-O hybridisation in the Co(III)-rich phase CoPO4, suggesting O is 
partially re-dox active in LiCoPO4. 
Further cycling of the LiCoPO4 up to 10 cycles revealed severe capacity fade, consistent with 
previous studies [7], [19]. Oxidation state mapping revealed the electrodes remained Co(II)-rich 
after charging to 5.1 V vs. Li/ Li+ at later cycles, correlating with the decrease in CoPO4 phase 
formation detected by XRD in particles charged to 5.1 V vs. Li/ Li+ at later cycles. O K-edge 
characterisation revealed a lack of Co-O hybridisation at later cycles, indicating CoPO4 had not 
formed. Overall, the later cycles results indicate a mechanism blocking the phase changes required 
for charging of LiCoPO4. 
Overall, the EELS oxidation state mapping technique proved a powerful technique for visualising 
the Co(II) and Co(III)-rich regions of LiCoPO4, allowing direct visualisation of the de-lithiation 
mechanism. The technique could be further applied to later cycles of LiCoPO4 to understand why 
the de-lithiation mechanism is breaking down, and hence reasons for severe capacity fading. 
6.5 FURTHER WORK 
Although the EELS oxidation state mapping technique was able to visualise the lithiation 
mechanism in LiCoPO4, the technique could be refined. 
There was uncertainty about the identity of the Co(III)-rich phase due to a lack of a pure Co(III) 
standard. XAS could be used to help quantify the Co(III)-rich phase. Knowing the true oxidation 
state of the Co(III)-rich standard would help accurately quantify the Co L-edges, and enable 
improved conclusions about the phases present. 
The MLLS fitting method used in this study was unable to differentiate the Li2/3CoPO4 phase from 
LiCoPO4. If the two phases could be differentiated, this would enable conclusions to be drawn 
about the Co(II)-rich layer which forms on the surface of the particles at 5.1 V vs. Li/ Li+.  
Mapping of Li2/3CoPO4 couldn’t be performed because the Co L-edge was too similar to the 
LiCoPO4 Co L-edge for MLLS fitting to differentiate the signals. Principal component analysis (PCA) 
is a technique which finds significant features in the spectrum [23] (for example the high maximum 
at 782 eV for the Li2/3CoPO4). PCA could be attempted in the future to help map Li2/3CoPO4. 
There were some issues regarding air contamination causing the Co L-edges of the Co(III)-rich 
phase to shift to higher energy losses. To completely eliminate the contribution from air, the 
technique should be completed in an air proof environment, using a vacuum transfer TEM holder, 
and microtoming in an inert atmosphere. 
For the lithiation mechanism study, atomic resolution images, and nano diffraction could help 
identify the phase transitions better than the TEM images presented, as the lattice spacing 
changes were small between the different phases. This was particularly true for LiCoPO4, and 
Li2/3CoPO4. 
The oxidation state mapping of the 5th and 10th cycles revealed that the charged electrodes were 
entirely Co(II)-rich. The advantage of oxidation state mapping over other techniques is being able 
to spatially resolve the Co(II), and Co(III)-rich areas in individual particles. As the particles were 
uniformly Co(II)-rich it was difficult to gain extra conclusions, using the mapping technique, about 
reasons for capacity fade other than it is caused by structural degradation within the particle, and 
electrolyte interactions with the sample. The technique should ideally be applied to earlier cycles 




(eg. cycle 2, and 3), to understand how the shrinking-core mechanism, and electrolyte induced 
lithiation of the lattice at high potentials is influenced by the capacity fade. 
Overall, the oxidation state mapping technique could be further applied to LiCoPO4 of different 
shapes, such as the hedgehog shaped particles by [19], with different coatings [2], or doping 
materials [6], to understand why the different techniques improved capacity fade. 
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7 TIME DEPENDENT DEGRADATION CHARACTERISATION: 
DEVELOPMENT OF AN IN-OPERANDO TEM TECHNIQUE FOR 
STUDYING LICOPO4 DEGRADATION 
7.1 AIMS AND OBJECTIVES 
This chapter presents work performed to set-up an in-operando transmission electron microscopy 
(TEM) method of characterising Li-ion battery electrodes. An in-operando set-up, cycling active 
material within a TEM, could avoid the sample contamination, and the loss of transient 
information experienced by the ex-situ characterisation techniques presented in previous 
chapters. 
The objective was to set-up a Li-ion half-cell in the TEM using a Protochips P-500 liquid stage. The 
Protochips set up consists of 2 silicon chips with electron transparent windows. A counter, 
reference and working electrode are patterned onto one of the chips. Liquid electrolyte can be 
flowed in-between the chips creating a 3 electrode electrochemical cell in the TEM. The aim was 
to create LiCoPO4 Li-ion half-cell by positioning Li on the counter electrode, and LiCoPO4 on the 
working electrode, whilst flowing electrolyte through the cell.  
However, the set-up is challenging as the electrode array is very small (with electrodes ranging 
from 2500 µm2 to 260000 µm2), and the entire thickness of the cell is 500 nm at room pressure. 
Moreover, the electron beam itself causes damage to the materials in-situ TEM, potentially 
causing erroneous observations for an in-operando set-up.  
As the work is very different to the other ex-situ characterisation methods used to explore 
lithiation mechanisms, the chapter begins with a literature review on in-situ TEM methods for 
battery research. After this, methods to set-up the in-operando TEM set-up are demonstrated. 
A method to position LiCoPO4 onto the working electrode is demonstrated by microtoming the 
LiCoPO4 and positioning it with nano-manipulators. The success was evaluated using SEM. A 
method plating Li from the electrolyte onto the electrodes is demonstrated and assessed using 
cyclic voltammetry (CV), and post-mortem SEM.  
The effects of electron beam damage on the electrolyte are assessed by performing an in-situ TEM 
experiment on LiPF6 in EC DMC, and imaging the effects post-mortem in SEM.  
Unfortunately, during the work to set-up the in-operando TEM system, the TEM holder required 
by the experiment suffered a severe breakage resulting in an extended period of down time. The 
work presented in this chapter is the work completed up until the breakage. The final section 
suggests some improvements to the approach attempted here which could be attempted in the 
future. 
7.2 LITERATURE REVIEW 
So far this thesis has demonstrated that LiCoPO4 is a complex system which suffers from multiple 
degradation mechanisms during operation. Degradation mechanisms occur within the crystal 
structure, including bond hybridisations and phase changes (see the ‘degradation within LiCoPO4 
particles’ chapter), and as a result of electrolyte breakdown and surface reaction leading to the 
formation of CEI layers (see the ‘degradation at the electrode surface’ chapter). 




The previous characterisation techniques demonstrated in this thesis have been ex-situ 
techniques. A common theme with both the EELS technique (‘degradation within LiCoPO4 
particles’ chapter), and the HIM SIMS technique (‘degradation at the electrode surface’ chapter) 
has been the potential for errors resulting from sample handling and air exposure. Both 
techniques provide a snapshot of the state of degradation in a given moment, requiring the 
assembly and disassembly of multiple cells to understand the changes that take place across a 
single cycle, and over the lifetime of the cell. This is not only inefficient, but may also have resulted 
in the loss of information on transient processes, such as detailed structural changes, or 
intermediate phases [1] [2]. 
In-situ and in-operando techniques can avoid the issues associated with ex-situ techniques [2], 
namely that cycled cells are dismantled and then their evolved microstructures characterised 
post-mortem. In-situ techniques refer to the characterisation of the material in the original place, 
under the reaction conditions, or conditions relevant to reaction conditions [1], [3]. For a battery 
system, in-situ characterisation may be in the presence of electrolyte, or under biasing conditions. 
In-operando refers to techniques which characterise a ‘working’ material [3], for batteries this 
would involve charge and discharge of the material in the presence of an electrolyte and anode. 
In-situ and in-operando techniques provide a potential route to avoid the issues associated with 
ex-situ techniques, and aid understanding of the system as a whole [2], as they avoid changes to 
the system from post-mortem sample handling, and allow observation of transient processes. For 
LiCoPO4, a system which could combine observation of electrolyte effects with crystallographic 
changes could be useful as there is some evidence of dependence between the two degradation 
mechanisms.  
A range of in-situ/ in-operando techniques have been developed for battery research, depending 
on the length scale, or chemical or physical nature of the degradation mechanism. In-situ Atomic 
force microscopy (AFM) has been used for studies on the morphology of SEI layer formation in the 
LiNi0.5Mn1.5O4 system [4]. Structural and chemical changes to electrode phases have been studied 
through the development of in-situ/ in-operando XRD, and X-ray absorption spectroscopy (XAS) 
[1]. All the in-operando techniques require the development of specific cells to allow the material 
to be charged or discharged within the confines of the experimental set-up [1], [2]. 
This study focusses on the development of an in-operando TEM technique to study Li-ion battery 
degradation. TEM provides site-specific high-resolution imaging and diffraction on features down 
to the atomic scale, allowing analysis of phase changes, and electrode/ electrolyte interface 
studies as demonstrated ex-situ earlier in this thesis (see ‘degradation within LiCoPO4 particles’ 
chapter). Chemical changes can also be analysed with high spatial resolution in the TEM using 
electron energy loss spectroscopy (EELS) and energy dispersive X-ray spectroscopy (EDS). The <1 
nm spatial resolution of TEM microstructural analysis is ideal for studying battery processes such 
as charge/ discharge mechanisms and cathode/ solid electrolyte interphase formation [5]. 
This review focusses on in-operando cell design and challenges associated with performing in-
operand/ in-situ TEM experiments on battery materials.  
7.2.1 In-operando TEM techniques for Li-ion Battery Research 
TEM requires electron transparent samples (typically <200 nm thick), is performed under high 
vacuum, and the high energy electron beam itself can cause sample damage. In-operando/ in-situ 
cells must address these limitations for effective operation.  




To date, most in-operando TEM techniques for battery studies can be split into 3 categories, based 
on the in-situ cell configuration: (1)- solid-state battery configurations, (2) closed liquid cell 
configurations, and (3) open cell configurations [1]. Schematics of the configurations are shown in 
Figure 7.1. 
(1) The solid state battery configuration typically consists of a focussed ion beam (FIB) section 
of a thin film consisting of layers of electrode and solid electrolyte [6]. Electrical 
connections to an external galvanostat are created using a Pt metal contact with an in-
situ biasing holder [6]. 
(2) The open cell configuration is completely exposed to the vacuum. The cell consists of an 
anode and cathode (typically nanowires) with either a low vapour pressure or solid LiO2 
electrolyte making point contact between the nano-wire electrodes [7], [8]. 
(3) The closed liquid cell consists of enclosed cells where the cell is isolated from the vacuum, 
allowing high vapour pressure electrolytes to be used. Often the system consists of 2 
chips, one with electrodes patterned on it, with a thin liquid layer compressed between 
them. The electrodes are fully immersed in electrolyte [9]–[11].  
 
 
Figure 7.1: (a)- Solid state battery configuration (adapted from [6]), (b) Closed liquid cell configuration (adapted from 
[11]), (c) Open-cell configuration (adapted from [7]) 
The first example of a Li-ion electrochemical cell in a TEM was in 2010 by Huang et al. using the 
open cell configuration. SnO2 nanowires were grown on an in-situ TEM electrical biasing holder, 
separated from bulk LiCoO2 by an ionic liquid electrolyte and biased to induce charge and 
discharge, allowing the lithiation mechanisms to be observed [8]. 
The open-cell set-up allows for good spatial resolution (atomic scale) and the ability to perform 
chemical characterisation using EELS, due to the electron beam predominantly interacting with 
the sample of interest rather than the electrolyte in the closed cell configuration. More recently 
Niu et al. have taken advantage of this to observe the formation of a random solid solution zone 
in LiFePO4 during the cycling by biasing pre-cycled LiFePO4 nanowires, against a Si nanowire in-situ 
TEM [7]. Residual LiPF6 in the binder covering the LiFePO4 nanowire was used as an electrolyte/ 
separator in the in-situ set-up. Chen et al. studied the lithiation and de-lithiation of FeS nanosheets 
using FeS nanowires cycled against metallic lithium with a Li2O layer as a solid electrolyte to create 




an in-operando set-up [12]. The open cell configuration allowed for electron diffraction and high 
resolution imaging. 
The point contact set-up shown in Figure 7.1(c) can modify the diffusion pathways and does not 
mimic a real cell. To compensate for this, and to investigate novel solid state battery systems, the 
solid-state battery configuration was developed (Figure 7.1(a)). Wang et al. created a nano battery 
by focus ion beam (FIB) milling a slice of LiCoO2/ LiPON/ Si and galvanostatically charging the 
sample in-situ TEM [13]. Using EELS they mapped Co(III), and Co(II) rich regions allowing lithiation 
mechanisms to be assessed, similar to work presented in this thesis. However, this approach only 
allows for the use of weak currents due to the sample dimensions, and gallium contamination can 
occur from the FIB [13], [14]. 
Overall there are limitations to open-cell set-up- (1) the set-up is exposed to the 10-4 -10-7  Pa 
vacuum, limiting electrolytes to low vapour pressure liquids excluding most standard battery 
electrolytes such as LiPF6 in ethylene carbonate and dimethyl carbonate [15]. (2) there is only 
point contact between the anode, electrolyte, and cathode (see Figure 7.1(c)), potentially 
changing the charging mechanisms. (3) If ionic liquids are used they can polymerise under the 
electron beam, and (4) the use of solid electrolytes can create large overpotentials [1].  
In terms of in-situ characterization of phenomena presented in this thesis (oxidation state 
mapping for lithiation mechanisms, and CEI formation), the open-cell configuration could provide 
the best environment for an in-situ lithiation mechanism study, but CEI layer growth would not be 
possible. Aside from the solid-state battery system, most open-cell configurations do not mimic a 
real cell. LiCoPO4 experiments typically use liquid electrolytes (LiPF6 in EC and DMC in this thesis) 
which cannot be exposed to a TEM vacuum, so the open-cell configuration would not suit studies 
involving CEI layer formation. 
The closed liquid-cell set-up (Figure 7.1(b)) was first developed by Ross and co-workers in 2003 
who combined the electrical biasing technique with in-situ liquid TEM to image the 
electrochemical deposition of copper from copper sulfate solution [9]. This technique has since 
been expanded to Li-ion battery based systems by using battery electrolytes (such as LiPF6 in EC/ 
DMC [16]) as the liquid. Sacci et al. achieved direct visualization of initial SEI morphology when 
plating Li onto Au from LiPF6 in EC/ DMC by running cyclic voltammetry with Au pseudo electrodes 
[16]. Mehdi et al. observed the morphology of plated and stripped Li onto patterned Pt from LiPF6 
solutions [17]. 
Since the earlier plating systems, current research has developed to better mimic ‘real’ battery 
systems by depositing anode and cathode materials onto the patterned current collectors within 
the sealed liquid cells. Using this technique, Unocic and co-workers observed SEI formation on 
graphite [18]. Holtz et al. used valence energy loss spectroscopy to observe phase contrast 
between LiFePO4 and FePO4, using deposited activated carbon as the anode and deposited LiFePO4 
particles on the working electrode [11]. Systems such as these would be ideal for studying the CEI 
formation on LiCoPO4 and the phase distribution of LiCoPO4, and CoPO4 to compare in-situ work 
with ex-situ work.  
However, compared to the open-cell configuration, the sealed liquid-cell also has a few 
limitations. Firstly, the spatial resolution is significantly lower due to the presence of the liquid 




layer and the SiNx membrane in the electron path reducing the electron transparency, limiting the 
ability to perform structural and chemical evolution studies [15], [19]. In terms of mimicking a real 
cell, despite the ability to precisely coat nano-scale electrodes [11], [18] with anode and cathode 
materials, the electrolyte must still be flowed around the system in order to prevent the non-
infinite diffusion issue caused by having a nano-scale thin layer of liquid electrolyte. The rest of 
this review will consider the challenges associated with sealed-liquid cell in-situ TEM 
configurations. 
7.2.2 Challenges in-operando TEM 
7.2.2.1 Electron Beam Effects 
One of the key challenges in liquid cell TEM is the effect of the high energy electron beam (typically 
200 keV) on the sample. It is important to quantify the effects of beam damage, as it can affect 
the interpretation of results, cause interference with lithium exchange at the electrode/ 
electrolyte interface, and the electrolyte stability [20]. 
Electron beam damage is a well-documented phenomenon in electron microscopy. In general 
S/TEM, beam damage can occur via 3 main mechanisms: 
• Radiolysis 
Breaking of chemical bonds caused by inelastic scattering of electrons (typically via 
electron-electron mechanisms such as ionisation). 
• Knock-on damage or sputtering 
Creation of point defects via the displacement of atoms from their lattice positions 
(knock-on damage) and the ejection of atoms from the sample surface (sputtering). 
The effect is induced by inelastic scattering of electrons. 
• Heating 
Heat is generated by phonons in the sample [21]. 
Battery cathode materials are predominantly ionic crystals and therefore typically undergo 
radiolysis. Inelastic scattering electron-electron interactions can cause the formation of new 
compounds [21], which may have adverse effects on the operation of the material in-operando. 
Lin et al. found that a 300 keV STEM beam decomposed LiNi0.4Mn0.4Co0.18Ti0.02O2 to a phase with a 
higher impedance structure [22]. No literature could be found on the decomposition of LiCoPO4 
during electron beam irradiation. It is possible Li and O could be removed by interaction with the 
electron beam, similar to other Li and O containing compounds. Moreover, the behaviour of post-
cycled LiCoPO4 could be different as surface reaction layers can react differently under irradiated 
conditions [21].  
For liquid cell TEM, phonon generation can be mitigated due to heat dissipation by the liquid [23]. 
Battery electrolytes tend to be a lithium containing salt dissolved in a solvent. The electron beam 
has previously been shown to cause radiolysis in salt solutions [20], [24]–[26]. Woehl and co-
workers observed the electron beam induced nucleation of Ag nanoparticles from silver salts in 
water [25], whilst Jungjohann and co-workers observed the growth on Pd on Au seeds in water to 
form Au-Pd [26]. Aqueous electrons generated by electron beam radiolysis of water caused metal 
ions in the solution to reduce and nucleate as metal nanoparticles. 
Similar phenomena have been observed in battery electrolytes. Abellan et a. conducted a study 
of the behaviour of a number of electrolyte solutions irradiated by a 300 kV electron beam. The 
solutions tested included common salts such as LiAsF6, LiPF6, and LiTf in carbonate solvents such 




as DMC, EC, 1,3-dioxolane (DOL) and dimethyl sulfoxide (DMSO) [24]. Initial electron irradiation 
of LiAsF6 in EC and DMC caused the formation of LiF particles (see Figure 7.2(a)) followed by the 
formation of carbonates (the large darker particles in Figure 7.2(a)). 
The proposed mechanism for radiolysis induced electrolyte damage was the formation of highly 
reactive lewis acids (AsF6-) due to the reduction of LiAsF6 by solvated electrons [24]. 
Recombination of the Li+ and F- ions led to the formation of LiF, followed by polymerisation of the 
organic solvents [24]. LiPF6 in EC and DMC (the electrolyte system used in this thesis) decomposed 
in a similar way to LiAsF6 [24]. 
 
Figure 7.2: Electron beam induced electrolyte breakdown. (a) Formation of particles formed by irradiation of LiAsF6 in 
DMC using a 300 kV STEM beam. Small primary particles are visible in all images. The white arrows in 121 s and 138 s 
indicate the seeding of larger secondary particles visible in 162 s – 322 s. (b) growth of primary and secondary particles 
with increasing electron dose time. Reprinted with permission from Nano Lett. 2014, 14,3, 1293-1299. Copyright 2014, 
the American Chemical Society  [24]. 
The effects of beam damage can be mitigated by changing microscope parameters, as well as the 
solvent-salt system. 
Microscope Parameters 
• Accelerating voltage: Increasing the accelerating voltage (beam energy) increases the volume 
of elastic scattering and hence decreases inelastic scattering. Radiolysis is induced by 
inelastically scattered electrons, so radiolysis can be reduced if the sample volume is small, or 
the accelerating voltage is increased, although other knock-on effects such as sample damage 
events and heating may be increased.  Abellan conducted beam induced effect experiments 
on nucleated Ag nanoparticles from Ag salt (Ag+ → Ag0). The expectation was that the increase 
in acceleration voltage would decrease the number of nucleated Ag nanoparticles, however, 




an increase in nucleated Ag nanoparticles was observed [20]. This was likely due to the 
formation of other radicals. As demonstrated above, battery electrolytes are more complex, 
so the accelerating voltage and would need to be optimised. Magnification and electron flux 
have minimal effect on the inelastic and elastic cross-section, however knock-on effects may 
be effected by these factors as well [27].  
• Electron Dose: In Ag+ and Au+ solution nanoparticle nucleation experiments, it has been found 
that a threshold does is required to induce nucleation of metal nanoparticles [25], [28], [29]. 
This is likely due to an activation energy requirement for nucleation of metal nanoparticles 
[27]. However, if the electron dose can be kept under the threshold for a particular system, 
electrolyte beam damage may be mitigated. Currently lowering the electron flux to the order 
of less than 1 e-/ Å2s is seen as a method of reducing radiolysis damage [30]. 
• Imaging Mode (STEM or TEM): The electron beam in STEM mode is a focussed beam ~1 Å 
scanned across the sample with a pixel dwell time of 0.5 – 5 µs, leading to a total exposure 
time of ~500 ms per image. The high dose rate can lead to supersaturation of electrons needed 
for nucleation, leading to increased nucleation [20], [27]. However, the scanning ability allows 
for greater control over where the dose is delivered to the sample [28]. TEM imaging in 
contrast, can have less exposure (25 ms or greater), but the overall higher beam dose per 
second can lead to gas bubble formation due to increased reduction of solvents in a liquid 
(causing electrochemistry issues, and potential breakage of the window). The parallel beam 
can also result in sample region irradiation outside of the viewing frame, leading to less 
controlled radiolysis [20], [27].  
Solution Composition 
The stability of a solution undergoing radiolysis is determined by the number of radicals that form, 
and the stability of any solvated electrons, es- that form [30]. One method of reducing the effect 
of radicals and es- is to flow fresh electrolyte or solution into the system, but the timescale which 
radiolysis can occur can be as short as 10-12 s, mitigating the benefit of electrolyte flow as a 
preventative measure [30], [31]. A method of reducing the number of radicals that form is to 
introduce radical scavenging species to the solution, such as isopropanol to scavenge OH. radicals 
[32]. However, given the purpose of the in-situ TEM experiments is to replicate the bulk Li-ion cell 
system as closely as possible, adding scavengers is not ideal. 
Some solvents are more likely to generate es- than other systems. es- species are generated when 
a beam driven ionisation event liberates an electron. Immediately after ionisation, the solvent 
does not immediately polarise in response to the increased charge density, creating a ‘dry’ 
electron- which is highly unstable and likely to recombine with surrounding solvent molecules 
[30]. If the solvent molecules reorient to compensate for the increased charge density created by 
the electron, a potential well is created, stabilising the electron to create a solvated electron. 
Solvated electrons are more stable, hence have longer lifetimes and can cause more damage 
compared to the dry electron state [30].  
The ability of a solvent to stabilise solvated electrons is determined by the dielectric constant of 
the solvent, and the kinetic ability, and the energy barrier required of the solvent molecules to re-
orientate to charge compensate for the electron beam liberated electrons  [30]. Highly polarisable 
solvents, such as water, have a high reorganisation energy barrier, so are less able to stablilise 
solvated electrons, whilst low polarising solvents such as ammonia are able to re-orient and 
stabilise es-  [30]. 




For battery electrolytes previous work by Abellan and co-workers has observed the addition of EC 
to DMC reduced the number of precipitates formed [24], this is likely due to EC having a higher 
dielectric constant than DMC (89 compared to 3.107 [33]). Moreover, LiTf in highly polarisable 
DMSO was found to be stable under the electron beam for up to 7 minutes [24]. 
However, Abellan et al. also found that EC and DMC without the presence of a salt were stable 
under the electron beam, indicating the need for a salt for the cascading process to occur [24], 
moreover the damage was less using LiPF6 as a salt, compared with LiAsPF6.  
It has been proposed the increased stability of LiPF6 was due to a LiPF6 having a lower bimolecular 
rate constant Ke (rate constant of e-s + electron scavenger → product [34]) than LiAsF6. Therefore, 
for beam damage to occur in battery electrolytes, the critical step appears to be the formation of 
the lewis acid PF6- as a result of reaction with solvated electrons. The bimolecular rate constant 
effects the kinetics of this occurring for a particular salt, whilst the ability to stabilise the solvated 
electrons by the solvent system to allow the reaction to occur will also effect degradation. 
Overall, the beam damage phenomenon is not ideal for replicating battery systems as either the 
beam dosage must be lowered to levels where resolution can be compromised (1 e-/ Å2s) [30], or 
the electrolyte system must be adjusted to increase stability from radiolysis [24]. For the LiCoPO4 
experiments, the in-situ results need to reflect observations found ex-situ therefore, the electron 
beam control method will be employed in this set-up to reduce electrolyte damage. 
The formation of SEI layers in standard LP30 electrolyte is instigated by the decomposition of the 
electrolyte to form LiF and LiPFx followed by further decomposition resulting in the formation of 
LiCO3 [35], similar to the beam damage radiolysis mechanisms suggested for liquid cell TEM [24]. 
Liquid cell TEM presents an interesting opportunity to control the electron dose acting on the 
electrolyte, and therefore investigate the specific mechanisms forming SEI layers in anodes, and 
CEI layers in cathodes. 
7.2.2.2 Setting up the cell to mimic real cell processes: Protochips Liquid Cell Set-up 
The electrochemical biasing holder available at the University of Sheffield is a sealed liquid cell 
set-up (Figure 7.1(b)). A diagram of the set-up is shown in Figure 7.3. As the set-up is a sealed 
liquid cell, the goal would be to understand how LiCoPO4 reacts under biasing conditions in the 
presence of electrolyte, preferably in a similar way to work performed by [11], essentially creating 
a Li-ion half-cell in the TEM.  
This section discusses literature methods of setting up the sealed liquid cell to be a Li-ion half-cell 
in a TEM. 
The sealed liquid cell set-up used in this project is a Poseidon P500 liquid stage designed by 
Poseidon Protochips. A schematic of the cell is shown in Figure 7.3. The cell consists of a thin film 
layer of liquid electrolyte (LiPF6 in EC and DMC) (~500 nm) sandwiched between 2 silicon chips. 
The silicon chips both contain a SiNx surface coating, allowing an electron transparent SiNx viewing 
window which enables material to be imaged using transmission electron microscopy. An 
electrolyte reservoir, external to the TEM, is connected to a syringe pump and allows electrolyte 









Figure 7.3: Schematic of the Protochips liquid cell set-up. 
The top chip contains patterned electrodes- platinum counter (CE) (260000 µm2), and reference 
(RE) (7500 µm2) electrodes, patterned on the Si chip, and a glassy carbon working electrode (WE) 
(2500 µm2), patterned onto the SiNx window. The electrode arrangement is shown in Figure 7.4. 
The electrodes are connected to an external Gamry potentiostat which is used for cycling or 
electrochemical impedance spectroscopy. 
There are experimental conditions where the function of the electrodes is switched (eg. the CE 
will act as a WE). For clarity, throughout this chapter of the thesis, the large Pt circular electrode 
will be referred to as the counter electrode (CE), the Pt smaller oval electrode the reference 
electrode (RE), and the glassy carbon electrode on the SiNx as the working electrode (WE). Where 
relevant, if the function has been switched this will be made clear. 
 





Figure 7.4: Schematic of the electrode array on the top chip of the liquid cell, showing the electrode materials and 
areas, and the bottom chip showing the SiNx window dimensions. Top and bottom have been labelled as the set-up is 
assembled. In the microscope, the chips will reverse [36]. 
In order to create a half-cell, LiCoPO4 would need to be cycled against Li in the presence of 
electrolyte. Therefore, Li would need to be positioned on the counter electrodes, whilst LiCoPO4 
would need to be positioned on the working electrode. For the in-situ work to be comparable to 
bulk cell work shown earlier in this thesis, the electrochemistry must be quantifiable. The exact 
area of electrode material on any electrode must be known in order to calculate current densities. 
Given the small size of the electrodes in Figure 7.4 attaching material to the electrodes in a 
controlled manner is challenging. 
A number of different methods have been used in literature to position active material onto the 
working electrode. The simplest method is to drop suspended particles in a solvent onto the 
electron transparent window and hope some of the particles touch the working electrode. This 
method was demonstrated by Unocic et al. who dropped suspended graphite onto the electrodes 
[18]. There are a few issues with this method, (1) the particles may fall off the electrode when the 
cell is flooded with electrolyte, (2) it is not possible to control the amount of particles dropping 
onto the electrode, making the electrochemistry difficult to quantify. 
More recently, authors have worked towards deposition methods with greater precision. Holtz et 
al. used a Dimatrix printer to print a suspension of LiFePO4 in isopropanol onto the working 
electrode [11], whilst Leenheer et al. used dielectrophoresis to deposit LiFePO4, where an 8V AC 
voltage was applied between electrodes submerged in a suspension of LiFePO4 [37]. Both of these 
methods still have an adhesion problem. In order to help improve adhesion onto the electrodes 
Zeng et al. heated the chip to 80 °C for 20 mins [38].  
A final method that has been used to deposit and attach precise volumes of active material to the 
electrodes is to take a focus ion milled slice of active material and attach it to the electrode on the 
in-situ cell. This method has been demonstrated by Protochips [39] and Fawey et al. [40]. The 
precise active material volumes and areas achievable by this method improves the control over 
the electrochemistry. However, the method is difficult and time consuming as the active material 
would need to be deposited without breaking the SiNx window, which involves careful tilting in 
order to avoid ion milling a hole through the SiNx window when the sample is attached.  
Earlier in this thesis, microtoming was demonstrated as a method to thinly slice active material. 
The active material could then be precisely positioned using a nanomanipulator. This method 
could decrease the complications experienced by the FIB slicing method. 




In order to act as a half cell, the deposited active material on the working electrode would need 
to be cycled against metallic Li. This would involve positioning Li onto the counter electrode. 
Unocic et al. circumvented this challenging by attaching metallic Li to a Ni wire submerged in 
electrolyte external to the in-situ cell. Tubing was used to allow flow of electrolyte between the 
in-situ cell and Li. This method is advantageous as it avoids the complication of having to attach Li 
to the small electrode on the in-situ cell. However, the cell resistance is likely to increase.  
An alternative method is to not use Li as the counter electrode at all, but use the Pt metal as a 
pseudo-electrode, whilst flowing electrolyte around the circuit to provide sufficient Li+ for 
lithiation, delithiation and any SEI formation. This method was demonstrated by Mehdi et al. [10], 
but it is difficult to control the voltage and it is not directly comparable to a bulk half-cell. 
A final option is to directly plate Li onto the counter electrode from the electrolyte solution. Li 
plating from the electrolyte was demonstrated in-situ TEM by Mehdi et al. [17] and Sacci et al. 
[41] directly onto the working electrode. Although the plated Li in these experiments were not 
intended to be used as half-cell counter electrodes, it demonstrates the possibility of plating Li 
directly from the LiPF6 in EC/ DMC solution. The advantage of this method is that the system would 
be completely sealed prior to Li deposition, avoiding any issues associated with air contact. This 
method was attempted for this set-up. 
The limited in-situ TEM battery studies so far have  used constant potentials potential sweeps or 
cyclic voltammetry using potentials of known electrochemical processes to link the in-operando 
observations to bulk electrochemical cells [11], [17]. So far in this review, the bulk coin cell half-
cell has been treated as being directly comparable to the in-situ TEM geometry. This is incorrect 
as the nature of the in-situ thin film electrolyte and electrode geometry used will change the 
electrochemistry as the diffusion processes change. The infinite diffusion assumptions required 
by bulk electrochemistry are no longer valid in this case.  
Unocic et al. used the [Fe(CN)6]3-/4- system to study the impact of a thin film electrochemical cell 
on the electrochemistry [42]. In order to prevent complete electrolysis of the system, electrolyte 
had to be flowed around the system for sufficient Li+ ions. Moreover, for the experiments to be 
repeatable, the precise electrochemically active area had to be known for quantification.  
Overall, for repeatable experiments, and comparison with bulk coin-cell behaviour, it is important 
to set-up the in-situ cell so that active material is adhered, and electrically connected, to the 
working electrode, and the precise amount of active material on the working electrode is known 
7.2.2.3 In-situ TEM Set-up Strategy 
The overall aim on the in-situ TEM set-up is to create a reliable method of setting up a Li-ion half-
cell in the TEM using LiCoPO4 as the working electrode, and Li as the counter. Once the half-cell 
was set-up, the aim was to use the system to explore the effects of CEI formation and the 
electrode/ electrolyte interface on the LiCoPO4 system. Theoretically the system could also be 








Table 7.1: In-situ TEM Set-up Strategy 
Goal Justification Experiments 
Understanding electron 
beam effects on the 
electrolyte 
It is known that LiPF6 in EC 
and DMC undergoes 
electrolyte degradation [24]. 
The precise electron dose 
threshold where degradation 
will start must be known to 
prevent interference from 
radiolysis induced beam 
damage on the experiment. 
Irradiate electrolyte in-situ 
TEM using the electron beam. 
Positioning material onto the 
working electrode 
A precise amount of active 
material must be positioned 
onto and adhered to the 
working electrode for 
quantitative 
electrochemistry. 
Attempt cryo microtoming of 
LiCoPO4 electrodes, and 
positioning with a 
nanomanipulator. 
Positioning Li onto the 
counter electrode 
Li is needed on the counter 
electrode for the in-situ cell 
to act as a Li-ion half-cell in-
situ TEM. 
Investigate the plating 
potentials of Li from LiPF6 in 
EC/ DMC using the in-situ 
TEM cell set-up. 
7.3 INFLUENCE OF THE ELECTRON BEAM ON THE ELECTROLYTE 
7.3.1 Experimental 
Preparation of the E-chips and holder loading 
Poseidon Protochips top and bottom E-chips (ECT-24CO, and ECB-39A- shown in Figure 7.4) were 
cleaned of photoresist (the E-chips are shipped with a layer of photoresist to protect the surface) 
by swirling in acetone for 2 mins, followed by 2 mins in methanol. After removal of the photoresist, 
the E-chips were plasma cleaned for 13 s at 6540 W to ensure complete removal of photoresist, 
and complete wetting of the SiNx windows by electrolyte. 
The E-chip array was loaded onto the tip of a Poseidon Protochips P500 sealed liquid cell 
electrochemical TEM holder inside an Ar glovebox, to ensure no contamination from air. The TEM 
holder was connected to a syringe containing LiPF6 in a 50/ 50 volume ratio of EC and DMC (Sigma 
Aldrich) using PEEK tubing and IDEX PEEK fittings. Using the syringe, electrolyte was flooded into 
the TEM holder tip. To ensure the tip region was fully flooded with electrolyte, tubing was 
connected to the exit port and electrolyte flooded into the holder until electrolyte could be seen 
coming out of the exit port. After flooding with electrolyte, the tubing was disconnected and the 
holder tubing capped. The irradiation experiment was performed in static mode (no electrolyte 
flowing around the circuit whilst the holder was in the TEM). 
Electrolyte Irradiation 




Prior to loading into the TEM the holder was vacuum leak checked using a pumping station. The 
holder had to achieve 10-5 mbar in the pumping station, to ensure proper assembly of the tip prior 
to insertion into the TEM. 
Electrolyte irradiation experiments were performed in a JEOL 3010 at 300 keV beam energy in 
TEM mode. Due to the presence of liquid, the TEM could not be aligned independent of the sample 
prior to imaging, limiting the resolution and magnifications available. Focussing was performed 
with the objective lens. 
Different regions of the electrolyte filled cell were irradiated and images taken at a beam current 
density of 1.5 pA cm-2. 
Post-mortem Analysis 
After imaging, the Poseidon Protochips set-up was flooded with DMC to ensure complete removal 
of electrolyte. The E-chips were removed from the tip and washed further with DMC. The 
disassembly process was performed in an Ar filled glove box. The TEM holder was further cleaned 
with ethanol outside the glovebox. 
Post-mortem SEM imaging of the was performed using an FEI Helios NanoLab G3 UC in secondary 
electron mode at 5 keV beam energy with an Everhart Thornley detector. Energy Dispersive X-ray 
Spectroscopy (EDS) was also performed using an Oxford Instruments EDS detector.  
7.3.2 Results 
Electrolyte Electron Beam Irradiation 
Figure 7.5 shows the effects of electron beam irradiation at 1.5 pA cm-2 with a 300 kV beam. Within 
the first 10 s of irradiation, no visible precipitation of particles occurs (Figure 7.5 (f)). It should be 
noted that precipitation may have occurred, but deeper in the liquid than the focus region, 
although nucleation is more likely on the SiNx window.  
Figure 7.5 (f) is of a different region of sample than Figure 7.5 (a)- (e). Figure 7.5 (a)- (e) were not 
taken as a video so a delay occurred in taking the first image allowing some precipitation, however, 
no nucleation was observed at the start of electron beam irradiation. 
After 20 s of irradiation (Figure 7.5 (a)), small particles with light contrast (100- 200 nm diameter) 
nucleate, as well as the nucleation of some larger particles with darker contrast (600 – 800 nm 
diameter). The imaging was performed in TEM mode, darker contrast typically results from thicker 
particles, however, in liquid cell microscopy contrast interpretation is more difficult as particles 
which form deeper in the solution typically appear lighter than those closer to the focal plane. In 
this case the boundary of the 100-200 nm particles is in focus so the lighter contrast is more likely 
due to the particles being thinner. 
The region of slightly darker contrast on Figure 7.5 (a) occurred due to the beam drifting across 
the same area of sample prior to the image being taken. Therefore, the region within the slightly 
darker contrast on the left hand side of Figure 7.5 (a) had slightly higher beam dose than the right 
hand side of the image. The electron beam irradiation times recorded are the highest beam dose 
experienced by regions of the images in Figure 7.5 (a)-(e). 
The darker strip on the left hand side of (Figure 7.5 (a), (b) and (c)) is the glassy carbon electrode. 
Nucleation and growth of particles is clearly visible on the edge of the electrode.  




Particle growth of all the nucleated particles occurs between Figure 7.5 (a) and (Figure 7.5 (b)) and 
continues until 196 s (Figure 7.5 (c)). 
After 309 s of electron beam irradiation (Figure 7.5 (d)), the particles continue to increase in 
diameter, with the lighter contrast particles forming a film. The film visible in (Figure 7.5 (d)) has 
a round edge as it is the edge of the electron beam from (Figure 7.5 (c)), so regions which have 
formed a film will have experienced greater electrolyte irradiation. Electron beam (focal) drift 
resulted in the beam moving between Figure 7.5 (c), and Figure 7.5 (e). After 391 s (Figure 7.5 (e)), 
the film regions form darker contrast, potentially because it is thickening. 
It should be noted that a faint round region of darker contrast is visible in Figure 7.5 (a), a similar 
shape to the film in Figure 7.5 (d), but with lighter contrast. The nucleated particles within the 
slightly dark region of contrast are larger (100 – 800 nm) than those which have nucleated outside 
of the slightly dark region of contrast (60 – 80 nm). This implies some beam drift prior to imaging, 
hence the electrolyte on the left hand side of Figure 7.5 (a), is likely to have experience more 
irradiation than the region on the right. It is not possible to quantify the degree of extra irradiation. 
In order to track the rate of particle growth with increased electron beam irradiation, the area of 
particles labelled 1 and 2 on Figure 7.5 (a)- (e) were measured using ImageJ, and plotted against 
irradiation time (Figure 7.5 (g)). Particles 1 and 2 were chosen as they remained within the 
irradiation zone throughout imaging. The growth rates were calculated by drawing a line of best 
fit (shown by the dotted lines on Figure 7.5 (g)), and calculating the gradient. 
Figure 7.5 (g) shows that particle 1 is smaller than particle 2 throughout the growth period, 
however, both particle 1 and particle 2 experience similar changes in growth rate. From 20 s to 
196 s the growth rate for particle 1 was 1180 nm2 s-1, and for particles 2 was 1860 nm2 s-1. After 
309 s of irradiation there was an acceleration in particle growth rate to 4610 nm2 s-1 for particle 1, 
and 5910 nm2 s-1 for particle 2.  
It should be noted the particle diameters measured in Figure 7.5 are larger than the nominal 
thickness of the liquid cell spacer (500 nm). Under the TEM vacuum the SiN windows bow, hence 
the thickness between the windows is thicker than 500 nm.  





Figure 7.5: (a)-(e) in-situ electron beam irradiation TEM images of LiPF6 in EC/ DMC electrolyte  from (a) 20 s, (b) 137 s, 
(c) 196 s, (d) 309 s, and (e) 391  s irradiation using a 300 kV e-beam. (f) in-situ TEM image of a different region of 
electrolyte after 10 s. (g) particle area variation with electron irradiation time of the particles marked 1, and 2. 




It was not possible to perform any in-situ chemical characterisation in the TEM due to a lack of 
EELS, EDS, and STEM capability in the JEOL 3010. Therefore, in order to study any chemical 
changes, the top (electrode) E-chip was examined post-TEM electron beam irradiation in a 
scanning electron microscope using secondary electron imaging (Figure 7.6) and EDS (Figure 7.7). 
As noted in 7.3.1, the E-chip was washed with DMC prior to SEM imaging. 
Figure 7.6 (a) is a low magnification image of the SiNx window and the glassy carbon electrode. It 
should be noted that the SiNx window in the secondary electron images has very dark contrast 
because it is electron transparent. The large trapezium shaped region to the left of the image is 
part of the electrode insulation (SU-8 polymer), patterned onto the E-Chips.  
Figure 7.6 (a) clearly shows two circular regions of differing morphology (material deposition) on 
the surface of the glassy carbon electrode and the SiNx window. These are the residual films 
deposited by the electron irradiation of the electrolyte imaged in Figure 7.5. The electron beam 
has a circular projection through the sample, and hence the films have a similar shape to those 
imaged in  Figure 7.5 (d) and (e). Evidence of a third irradiation region is present on the upper ring 
(as an arc of thicker deposition). It is likely the third deposition was short as the film does not 
extend, hence during the third deposition, the beam enhanced deposition from the top film, but 
the dose was not high enough to nucleate material in other areas. 
As this is a post-mortem experiment, the effects of multiple irradiation events undergone by the 
E-chip during the TEM experiment are present. Movement of the irradiation area due to beam 
drift, or sample drift, observed in Figure 7.5, and movement of the sample to look at different 
areas likely caused the differences in electron beam irradiation, and hence differences in material 
deposition. 
The lower residual e- beam damage region is not as round because there is a crack in the SiNx 
window which occurred post-TEM and has resulted in the spalling of part of the SiN membrane 
and attached deposited film. 
Higher magnification images of the residual e- beam damage regions show the morphology of the 
electron beam induced film Figure 7.6 (b) and (c). The films are not uniform, containing particle 
ridges and tooth-like particle structures. It should be noted that the thicker regions are in an arc 
shape, or where the two beam-damage regions have overlapped, implying that these areas may 
have experienced a greater degree of electrolyte damage due to experiencing a higher electron 
dose because of the reasons stated above. The e- dose can also be enhanced at the perimeter of 
the beam spot, leading to thicker regions at the edges of the films. In the TEM the glassy carbon 
electrode is not electron transparent so it is possible to overlap previously irradiated regions of 
electrolyte without realising. 
Figure 7.6 (c) shows a higher magnification image of the right hand side of the upper round region 
in Figure 7.6 (b). The thicker arc region is visible, however the film also consists of smaller spherical 
particles (150 – 200 nm), the same size as the initial nucleated particles in Figure 7.5 (a). The larger 
bulbous type structures consist of particles ranging from 600 – 1000 nm), similar to the large dark 
particles in Figure 7.5 (e). The remainder of the film is relatively featureless, similar to the 
background film visible on Figure 7.5 (d) and (e).  
Small salt crystals (30- 80 nm) are visible on the surface of the glassy carbon electrode (Figure 7.6 
(c)). The small crystals are also visible on the surface of the e- beam induced film, implying they 
are likely a drying effect. 





Figure 7.6: SEM images of the electrode chip post-electrolyte electron beam irradiation. (a)- overview of the electron 
transparent window with a central glassy carbon electrode, (b)- magnified image of the TEM electron beam damage 
region, (c)- further magnified image of the TEM electron beam damage region. 
In order to chemically characterise the e- induced film EDS was performed (Figure 7.7 (b)). Figure 
7.7 (b) shows the EDS map corresponding to the secondary electron image in Figure 7.7 (a). P is 
present all over the sample, but particularly concentrated on the surrounding glassy carbon 
electrode, and SiNx window regions. This implies the salt crystals visible on Figure 7.6 (c) are likely 
residual LiPF6 salt. 
The e- beam damage residue regions are rich in C and O, with some P present as well. F is detected 
across the sampling area, likely due to the salt crystals shown in Figure 7.6 (c). This implies the e- 
beam damage residue regions are likely polymerised solvent (DMC and EC). EDS cannot detect Li 
so it was not possible to detect any Li salts. In order to make more deductions about the surface 
chemistry, backscattered imaging at low potentials should have been performed. 
 
Figure 7.7: SEM image (a), and corresponding EDS map (b) of the TEM electron beam deposition onto the electrode 
chip after irradiation of LiPF6 in DMC/ EC. 





The results of the electron irradiation of LiPF6 in EC and DMC electrolyte experiment in Figure 7.5 
show that above a threshold dose, precipitation of particles ranging from 100- 800 nm occurs, 
followed by an increased growth rate in particles and the formation of films after 391 s irradiation 
at 1.5 pA cm-1. The films remained on the electrode after the experiment (Figure 7.6), with EDS 
confirming they are rich in carbon and oxygen (Figure 7.7). Abellan et al. in their experiment 
irradiating LiPF6 in EC and DMC, noted similar results, identifying initial 100 nm precipitates as LiF, 
formed from nucleophilic attack on LiPF6, followed by the precipitation and growth of carbonate 
due to decomposition of the electrolyte solvents [24]. As in Abellan et al. the precipitates in Figure 
7.5 (a)-(d) also grew in a bulbous manner suggesting similar chemistry. 
Figure 7.5 (f) indicates there is an electron dose under which no damage to the electrolyte will be 
visible (after 10 s irradiation at 1.5 pA cm-1). It is possible the nucleated particles are too thin to 
give detectable contrast in Figure 7.5 (f). However, a lack of nucleated particles is similar to other 
work, suggesting a threshold activation energy, and minimum electron dose is required to begin 
nucleation of precipitates from electron beam irradiation[24], [43]. 1.5 pA cm-1 was the current 
density measured on the CCD detector during data collection, however it is not necessarily the 
electron dose received by the electrolyte as scattering mechanisms, such as scattering by the SiN 
window, occur before the electrons hit the detector. 
Conclusions around activation energy for precipitation, and comparison with literature and future 
experiments are not possible without knowing the electron dose. Silver nanoparticle formation 
can be used as a method of calibrating dose  as recombination of silver ions in solution with a 
solvated electron results in the formation of silver nanoparticles [20]. The effect of dose can then 
be visualised. Further work would require calibration of the dose to be able to compare to 
literature, and to control the dose for future experiments.  
After 20 s of electron beam irradiation, precipitates of 100- 800 nm formed Figure 7.5(a). Due to 
a lack of EELS equipment available in the JEOL 3010, it was not possible to chemically characterise 
the precipitates in this experiment. However, the smaller precipitates in Figure 7.5(a) were the 
same size as those measured by Abellan et al. (100 nm) [24], suggesting these are likely to be LiF.  
As the liquid thickness is at least 500 nm thick (the spacer thickness, not accounting for the window 
bowing thickness [19]) it is possible the smaller particles are deeper in the solution, presenting 
focussing issues as the particles may be out of the focal plane, leading to an error in the particle 
size due to poor resolution [43]. Given the particles in Figure 7.5 don’t move relative to the 
electrode, it is likely they are attached to the SiN window. Examples of the precipitates growing 
on the windows are shown in Figure 7.6. 
The larger particles in Figure 7.5 (d), and (e) have diameters larger than 500 nm. Window bowing 
likely provided more room for particle growth. The precipitates may also have touched the bottom 
window constraining growth towards the other chip. In practical terms, this behaviour is risky as 
the SiN windows could fracture, exposing electrolyte to the TEM, if precipitate growth is too large. 
Figure 7.5 (g) shows that there is a rapid change in growth rate of the precipitates after 196 s of 
irradiation, coupled with the formation of a film in the area of electron beam irradiation (Figure 
7.5 (d) and (e)). This suggests the possibility of a two-step damage mechanism, in agreement with 
Abellan et al. [24]. Initially LiPF6 forms LiF due to the recombination of Li+ and F- following on from 
the es- formation of PF5- lewis acid. The lewis acid attacks solvent molecules, leading to the 
precipitation of polycarbonate films (such as the film visible in Figure 7.5 (d) and (e)). 




Post-mortem EDS of the residual film in Figure 7.7 (b) shows that residual films on the electrode 
surface contain C and O, supporting the identity of the film in Figure 7.5 (d) and (e) as 
polycarbonate resulting from solvent breakdown. Moreover, charging was evident by the bright 
streaking on the residual film in the SEM images in Figure 7.6, implying an insulating layer and 
further supporting the polycarbonate film argument. It should be noted that it is not clear if the 
region imaged in the SEM images in Figure 7.6 was the same as the region imaged using in-situ 
TEM in Figure 7.5 as multiple irradiations were run on the same sample. 
The post-mortem SEM images in Figure 7.6 show that the film grown is not uniform. The arc 
shaped ridge and the thicker bulbous region Figure 7.6 (a) is likely due the region being irradiated 
by the TEM beam for longer periods of time. The round shape of the arc suggests this is the edge 
of the electron beam, and the bulbous region is where the two films overlap. This is in agreement 
with prolonged exposure to the electron beam, causing further damage to the electrolyte [24]. 
Given the precipitate formation sequence shown in Figure 7.5 (a)- (e), it is likely the nucleated 
particles coalesce into a film. The larger bulbous regions are potentially nucleation regions which 
have yet to coalesce into the film. Further work is required to clarify this. 
The higher magnification images in Figure 7.6 (b) and (c) show that the film on the E-chip surface 
also consists of small spherical particles (150- 200 nm), and larger bulbous type particles (600 – 
1000 nm). The sizes are similar to the sizes of the particles precipitated in Figure 7.5, suggesting 
they might be residual particles left on the electrode surface. As discussed above, the particles 
could be LiF. F was found all over the surface of the E-chip by EDS (Figure 7.7 (b)), and attributed 
to residual electrolyte salt. In order to fully identify the particles on Figure 7.6 (b) and (c), EDS 
should have been performed at higher magnifications, coupled with backscattered imaging. 
Overall, the initial electrolyte beam irradiation tests indicate that there is a threshold electron 
beam dose under which electrolyte damage would be minimal. For experiments involving in-
operando cycling of LiCoPO4 imaging would need to be performed under this dose. As the electron 
dose itself was not calibrated, currently the suggested imaging conditions would be 1.5 pA cm-1 
for 10 s. The electron beam dose would need to be calibrated for greater accuracy and control. 
7.4 SETTING UP THE PROTOCHIPS CELL AS A 3 ELECTRODE CELL 
7.4.1 The Ideal Set-Up 
The aim of this section is to detail the different methods attempted to position LiCoPO4 (active 
material) on the working electrode, and Li on the counter electrode (as shown in Figure 7.8).  
It should be noted that Figure 7.8 shows LiCoPO4 as particles on the working electrode. In the 
initial stages of the process, a powder suspension drop method was attempted, which resulted in 
powder on the working electrode, isolated from the counter electrode.  Unfortunately, this 
process also resulted in contamination of the reference electrode with LiCoPO4 powder, which 
would lead to inaccurate potential readings, so a more precise method was attempted. The more 
precise method developed here is a microtoming method. 





Figure 7.8: Schematic of the initially targeted nano-cell set-up. Lithium is plated onto the Pt counter electrode, and 
LiCoPO4 is isolated on the glassy carbon working electrode. 
7.4.2 Placing Electrode Active Materials on the Working Electrode 
7.4.2.1 Experimental 
Electrodes of composition 0.9 wt. % C-LiCoPO4, 0.05 wt. % C65, and 0.05 wt. % PVDF were 
manufactured using the slurry tape casting method described in the previous two chapters of this 
thesis. The electrodes were calendared to between 1.8 g cm-3 and 2 g cm-3 density. 
The electrodes were cryo-microtomed onto a Si wafer to 100 nm thickness. Cryo microtoming was 
performed using a Leica EM UC6 microtome. In order to cryo-microtome the electrodes, the 
electrodes were cut into a small 2 mm x 2 mm triangles and mounted onto a stub using Tissue-
Tek glue. Hexanol was dropped onto the tip of the triangle, and the temperature of the cryo-
microtome dropped until the hexanol froze. The previous microtoming work in this thesis 
mounted the electrodes in resin so that the slices would not crumple during microtoming. The 
hexanol was intended to act in a similar way, except melt and eventually evaporate so only the 
electrode was left on the E-chip electrode. 
The electrode slices were positioned onto the working electrode of the E-chip from the Si 
collection wafer using bench top micromanipulators. The micromanipulators transferred the 
LiCoPO4 section from the Si collection wafer to the E-chip using electrostatic forces. An optical 
microscope enabled accurate position of the LiCoPO4 section. 
After positioning the electrode slices onto the working electrode, the samples were imaged using 
a Helios Nanolab G3 UC FIB-SEM, and a Pt tab deposited to attach the slices to the working 
electrode, using electron beam ion beam deposition (EBID). 
7.4.2.2 Results and Discussion 
Figure 7.9 (a) shows that electrode slices were successfully sliced from the main electrode and 
positioned onto the glassy carbon working electrode of the in-situ cell. However, there was a risk 
that the slices could move off the electrode prior to transfer into the SEM, and during imaging 
(Figure 7.9 (b)). 
In terms of viability for an in-situ TEM experiment, the sample in Figure 7.9 (a) would not have 
worked in a TEM imaging experiment as no part of the sample is sitting over the electron 
transparent window. However, the sample could have been viable for ex-situ testing.  




The SEM imaging of the slices in Figure 7.9 (a) show that the electrode slice had curled. The 
electrodes were microtomed to 100 nm set thickness, because the spacer on the top chip is 500 
nm thick. Any sample positioned into the in-situ TEM holder has to be less than 500 nm thick, or 
risk breaking the SiNx windows when the E-chips are assembled into the TEM holder. The thickness 
tolerance increases during TEM imaging as the TEM vacuum causes the SiNx windows to bow, 
however, sample loading occurs at room pressure so the bowing advantage is not available. 
Curling electrode pieces risked the electrodes becoming greater than 500 nm thick, and breaking 
the SiNx windows. 
Additionally, Figure 7.9 (a) shows that the slices of electrode positioned onto the working 
electrode were different sizes. This reduces the ability to repeat the experiment and quantify any 
electrochemistry, as the active material area is not known. If the slice is adjacent to the glassy 
carbon electrode, the section size could be measured during the in-situ TEM experiment. 
However, the experiment would not be repeatable as micro-toming does not allow for repeatable 
section sizes. 
 
Figure 7.9: SEM images of microtomed electrode sections positioned (a) onto the working electrode (GC electrode) or 
(b) near the working electrode. 
The SEM images in Figure 7.9 demonstrate a few problems with the microtoming method. 
However, there is a further electrical contact problem detailed in the schematic in Figure 7.10. 
Microtoming was performed on electrodes containing binder, conductive additive, and LiCoPO4. 
In a bulk electrode, the particles are randomly distributed in a 3D array, creating many different 
conduction pathways, in spite of using an electrically insulating binder to hold the electrode 
together. When the electrode is microtomed to 100 nm thickness, there are fewer electrical 
conduction pathways, within the limited volume, to the LiCoPO4. In the microtomed section the 
binder can act as an insulating barrier between the LiCoPO4 particles and the working electrode. 
Therefore, knowledge and the control over the volume of active material being used and hence 
the current density is lost.  
To circumvent the binder induced conductive pathway issue, a green body of compressed LiCoPO4 
particles should have been microtomed. Alternatively, the FIB sectioning method should have 
been used on a LiCoPO4 green body as this would have allowed greater control over the volume 
and dimensions of LiCoPO4 positioned onto the E-chip. However, the FIB slice would likely be 
contaminated with Ga. 





Figure 7.10: Schematic outlining the problem of electrical isolation associated with microtoming composite electrodes, 
and positioning the slices onto the working electrode (WE). 
7.4.3 Plating Li onto the Counter electrode 
7.4.3.1 Experimental 
Lithium Plating on to the counter electrode 
The goal of the plating experiments was to understand how to plate Li from LiPF6 in EC and DMC 
on to the Pt counter electrode of the top chip (Figure 7.4), with the aim to create Li-ion half-cell 
in the TEM. 
The Poseidon Protochips P500 TEM holder tip assembly was set-up using the dry loading method 
described in 7.3.1 in an Ar filled glove box using LiPF6 in 50/ 50 volume ratio of EC and DMC (Sigma 
Aldrich).  
Unlike the experiment described in 7.3.1, the plating experiment required electrolyte flow through 
the E-chip array (see Figure 7.3). A syringe of electrolyte was attached to a Harvard syringe pump 
connected to the TEM holder inlet tube using PEEK tubing and IDEX fittings. The outlet tube led 
into a beaker sealed with parafilm. After assembly in the Ar filled glove box, the TEM holder rig 
was removed from the glove box and placed on the lab bench for electrochemistry experiments 
outside of the TEM. 
Work by Mehdi et al. showed that Li can be plated onto Pt electrodes from LiPF6 in propylene 
carbonate (PC) electrolyte [10] using the Poseidon in-situ TEM holder (see Figure 7.11). The 
parameters in [10] were used as initial starting parameters for finding the plating potential of Li 
from LiPF6 in 50/ 50 EC and DMC. 





Figure 7.11: Literature example cyclic voltammetry (CV) plating Li onto Pt electrodes using Poseidon in-situ TEM cell. 
Reprinted with permission from Nano Lett. 2015, 15, 3, 2168-2173. Copyright 2015, the American Chemical Society 
[10] 
For cyclic voltammetry (CV) experiments, the Poseidon P500 holder was connected to a Gamry 
Reference 600 potentiostat using the connections shown in Figure 7.12. It should be noted that 
the plating electrode (the Pt counter electrode) is referred to as the Pt counter electrode in this 
section, although it is acting as a working electrode in this experiment. 
Cyclic voltammetry was performed from 0 V vs. Pt to different potentials (-4.3 V vs. Pt, -4.7 V vs. 
Pt, and -5 V vs. Pt) to 0 V vs. Pt at 5 mV s-1. The end potential was dropped to lower potentials 
from -4.3 V vs. Pt until plating was evident from the cyclic voltammetry curve (when the voltage 
sweep to positive potentials overlapped the voltage sweep to negative potentials in the negative 
current density regime). To prevent the solution from fully electrolysing, the electrolyte was 
flowed at a rate of 600 µL h-1 using a Harvard syringe pump to refresh the electrolyte through the 
cell. 
 
Figure 7.12: Gamry potentiostat Electrode connection to the Liquid cell electrodes for the Li and Cu plating 






Glassy Carbon Working 
Electrode 
Pt Counter Electrode 
Pt Reference Electrode 
Liquid Cell Electrode Potentiostat 
Connection 




Once Li plating was evident on the cyclic voltammetry curve, a linear sweep potential at 5 mV s-1 
to the plating potential (-5 V vs. Pt) was performed in order to plate the Pt counter electrode 
with Li. 
After plating the Pt counter electrode, the TEM holder assembly was taken back into an Ar filled 
glove box, and the E-chip array disassembled and cleaned with DMC using the method described 
in 7.3.1. After cleaning the E-chips were removed from the glove box and imaged using an 
Inspect F SEM using both secondary electron imaging, and backscattered electron imaging. 
CuSO4 Solution Plating Experiment 
In order to test the metal plating without the air exposure issues associated with Li electrolytes, 
the plating experiment was also performed with copper sulphate solution, aiming to plate copper 
onto the counter electrode via the half-cell reaction: 
Cu2+ + 2e- → Cu 
A solution of 0.1 M CuSo4(aq) in 0.1 M H2SO4(aq) was made up for plating. 
In order to estimate the voltage window required to plate copper in the liquid cell, initially Cu 
plating was performed using a benchtop 3 electrode cell, where the solution was placed into a 
beaker. The electrode array used was a Pt working electrode, a Pt reference electrode, and a glassy 
carbon electrode. This set-up is referred to as the bulk cell. 
Different maximum potentials were applied using a 20 mV s-1 voltage sweep, until Cu plating was 
achieved. Plating was checked visually by inspecting to see if the silver coloured Pt working 
electrode had a layer of Cu. 
The liquid cell E-chip array was dry assembled as described above, and CuSO4 solution flooded into 
the cell at 600 µL h-1 using a Harvard syringe pump. 
Cyclic voltammetry was performed on the CuSO4(aq) solution using the electrode connections 
shown in Figure 7.12. Cyclic voltammetry from 0 V to -1 V, to 0.5 V to 0 V vs. OCP (open circuit 
potential) was performed at a scan rate of 5 mV s-1. 
CuSO4 was flowed at 600 µL h-1 during CV to prevent total electrolysing of the solution. Lower flow 
rates were attempted, but cell overload occurred.  
In order to leave Cu on the counter electrode for inspection with the SEM, a linear sweep 
voltammetry at 5 mV s-1 from 0 V to -1V vs. OCP was carried out. 
The E-chip assembly was disassembled and the top E-chip imaged using an SEM (Inspect F) to look 
for evidence of Cu plating on the Pt electrode. 
7.4.3.2 Results and Discussion: Li Plating onto in-situ chips 
Figure 7.13 shows the cyclic voltammetry (CV) curves acquired when attempted to plate Li onto 
the Pt counter electrode from LiPF6 in 50/ 50 EC and DMC, and a linear sweep voltammetry (LSV) 
curve used to plate Li onto the large Pt counter electrode in Figure 7.4 (a) for post-mortem SEM. 
The CV and LSV curves in Figure 7.13 are plotted against current density, calculated by dividing 
the measured current by the counter electrode area (260000 µm2). 
The light blue dash-dot curve in Figure 7.13 is a cyclic voltammetry curve swept to -4.3 V vs. Pt. 
The curve is a banana shape, with no observable reduction or oxidation peaks observed. The 




banana shape of the CV is likely due to capacitive behaviour of the electrolyte. Minimal noise was 
recorded on the -4.3 V vs. Pt curve. 
The -4.7 V vs. Pt sweep curve (dark blue dotted) has a similar shape to the -4.3 V vs. Pt (light blue 
dash-dot), indicating some capacitive behaviour. However, unlike the -4.3 V vs. Pt curve, some 
small reduction and oxidation peaks are observed at -4.25 V vs. Pt, -4.58 V vs. Pt, and -2.08 V vs. 
Pt respectively. It is unclear what is causing the small oxidation and reduction peaks, however the 
lack of sudden increase in negative current density (as seen on the pink curve), the associated 
overlap, and the dissimilarity between the shape of the dark blue dotted curve and the CV curves 
in [10] (Figure 7.11) suggests this is not Li plating. 
The -5 V vs. Pt curve in Figure 7.13 (pink solid line) has a significantly different shape to the -4.3, 
and -4.7 V vs. Pt curves. Firstly, as the cell is taken to negative potentials, a sudden negative 
increase in current is observed at -4.3 V vs. Pt, with a reduction peak occurring at -4.76 V vs. Pt. 
An oxidation peak was observed at -2.14 V vs. Pt. Significant noise was also observed at -4.8 V vs. 
Pt which is discussed later. Ignoring the significant noise evident at -4.8 V- 5 V vs. Pt, the shape of 
the -5 V vs. Pt curve is similar to the Li plating curves in [10] (Figure 7.11), with observable 
oxidation and reduction peaks, and overlap of the trace on current reversal in the reduction 
region. This suggests that Li plating occurred on the -5 V vs. Pt sweep. 
The slight difference in reduction and oxidation peak between the measured data in Figure 7.13, 
and the literature example in Figure 7.11 may have occurred as the counter electrode in this 
experiment was glassy carbon, whereas all the electrodes reported in [10] were Pt. Changes in the 
H2O content of the electrolyte, which was not measured here, may also influence the oxidation 
and reduction potentials due to increased HF presence.  
The -5 V vs. Pt sweep was the final CV performed in this set of experiments. The variations in the 
-4.7 V vs. Pt sweep curve (Figure 7.13 dark blue dotted line) suggest the potential for some changes 
to the Pt electrode surface prior to the eventual plating observed on the -5 V vs. Pt sweep (Figure 
7.13 solid pink line), hence the plating may not have been directly onto a Pt surface. Mehdi et al. 
noted the observation of solid electrolyte interphase on the surface of the Pt electrodes during 
the plating process. SEI layers should theoretically form before Li plating [44], so it is also possible 
that Li plating is occurring onto an SEI layer. 
Despite plating being achieved on the -5 V vs. Pt sweep, significant noise occurred at between -
4.8 and 5 V vs. Pt (Figure 7.13 solid pink line). It is unclear what caused this noise to occur. The 
noise only occurred when the voltage sweep was greater than -4.8 V vs. Pt (Figure 7.13), so it is 
unlikely to be an earthing problem. Given the very small current measured in the experiment (µA), 
it is possible that external vibrations, may have caused a degree of noise. Bubble formation in the 
electrolyte may also cause noise. 
The noise occurred after plating, and stopped when the potential is shifted towards 0 V vs. Pt, 
suggests the cause may be electrochemical in nature. Further breakdown of the electrolyte may 
have started causing gas bubbles to form, particularly if any water was present in the electrolyte 
[45]. It is likely moisture contamination of the electrolyte occurred as the electrolyte outflow was 
into a beaker, sealed with parafilm, opening the system to atmosphere. The electrolyte injected 
into the cell was uncycled prior to being flowed into the cell. Electrolyte also contains trace 
amounts of water. 




In terms of repeating experiments in the TEM, bubbles create a large risk to the experiment.  The 
TEM requires a high vacuum to operate, and bubble formation inside the liquid cell could risk 
breaking the SiNx window and hence loss of vacuum in the TEM. 
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Figure 7.13: Cyclic voltammagrams plating Li onto the large, liquid cell counter electrode. The CVs were run to -4.3 
(light blue dash-dot), -4.7 (dark blue dots), and -5.0 V vs. glassy carbon (GC) (pink solid line). The linear sweep 
voltammetry (LSV) (orange dash-dot) was run to -5.0 V vs. Pt, but was paused at -3.8 V vs. Pt due to noise. Plating 
occurred on the -5.0 V vs. Pt cycle, circled on the graph. 
To confirm whether Li plating had occurred, SEM was performed on the E-chip after a linear sweep 
voltammetry (LSV) to -5 V vs. Li/ Li+. The linear sweep voltammetry was performed after the cyclic 
voltammetry experiments in Figure 7.13, therefore the SEM images in Figure 7.14 and Figure 7.15 
are of plating onto an already contaminated Pt surface. The samples were also exposed to air prior 
to insertion into the SEM, so any Li which did form is likely to have oxidised. 
The LSV in Figure 7.13 was originally programmed to sweep to -5 V vs. Pt to ensure Li plating. 
Figure 7.13 shows the LSV was stopped at -3.8 V vs. Pt due to noise being recorded and worries 
over damaging the in-situ TEM cell if the sweep was completed. Given the drop to more negative 
current densities at -3 V vs. Pt, it is likely a reduction process occurred, however, given the sweep 
did not continue to the full plating potential, it is unclear if the reduction process was due to Li 
plating. 
Figure 7.14 shows SEM images of the surface of the electrode array using (a) secondary electrons, 
and (b) backscattered electrons. The secondary electrode image shows an in-homogenous 
distribution of surface deposits on the surface of the E-chip. The deposits are not isolated on the 
Pt counter electrode, but extend across the surface of the electrode region. The deposits are 
mostly contained within the spacer defined electrode array region, however, some deposits can 
be seen on the spacer surface. This is indicative of some leaking of the electrolyte between the 
edges of the two chips. 




Comparing the secondary electron image Figure 7.14(a) to the backscattered electron image 
Figure 7.14(b), shows that the deposit regions have a comparatively low Z to the platinum and the 
SU-8 spacer. SU-8 is an epoxy based photoresist, consisting of carbon and oxygen chains. The 
average Z number of the deposits is therefore likely to be lower, suggesting the deposits are either 
Li, or lithium based salts. Li is not detectable using EDS, so EDS could not be performed to confirm 
the presence of Li. 
The backscattered electron image in  Figure 7.14(b) shows that there is less coverage by the Li 
based deposit on the Pt reference electrode compared to other areas. This is likely due to the Pt 
reference electrode, acting as the reference electrode in the experiment (see Figure 7.12), and 
therefore having minimal current. In terms of SEM imaging, the underlying Pt may contribute to a 
higher yield of backscattered electrodes on the electrode, compared to the SU-8. 
The secondary electron image in Figure 7.14(a) shows a 500 µm dendrite shape extending across 
the surface of the electrode array. It is possible that this is a Li dendrite growing in the direction 
of the electric field (towards the centre). However, it is surprising that the dendrite does not touch 
the Pt electrode which should be where the electric field is strongest. Finite element modelling of 
the electric fields on the electrode set-up was not performed, so it is difficult to draw conclusions 
from this. 
 
Figure 7.14: (a)- secondary electron image of the electrode array post-Li plating, (b)- the corresponding backscattered 
electron image of the area. Both images were taken at 5 kV. 
Higher magnification images of the electro-deposits on the Pt electrode are shown in Figure 
7.15(a), (c), and (d). It is clear that the deposits consist of spheres covering the surface of the 
electrode array. Initially it was thought that the spheres were a result of dried electrolyte salt. 
However, closer inspection of regions away from the electrode array Figure 7.15(b) revealed salt 
crystals of a different shape to the spheres in Figure 7.15(a). The salt crystals in Figure 7.15(b) are 
likely to be dried LiPF6 salt, hence the spheres in Figure 7.15(a) likely result from electrochemical 
activity. 
Figure 7.15(a) shows that the spherical formations are not distributed evenly across the surface. 
Some of the gaps are random shapes, however, some gaps are circular. The circular gaps are likely 
evidence of bubble formation from electrolyte reduction, potentially shown by the noise in the 
LSV curve in Figure 7.13 (orange). The gaps may also have arisen from cracking as the surface dried 
post-mortem.  




Figure 7.15(c) and (d) show higher magnification images of the spheres.  Figure 7.15(c) shows that 
as the nanoparticle layer thickens the spherical formations form a crust and can coalesce into a 
film. The film contains dots of darker contrast on the surface. Figure 7.15(c) is a secondary electron 
image, so the dots on the surface are likely a result of surface topology. 
Figure 7.15(c) also shows a distinct circular gap in the film. Within the hole globule type shapes on 
the surface suggest there is a layer on the surface, before reaching the underlying Pt electrode. 
This is likely originates because the multiple cycling of the TEM chip cell left residue on the surface 
of the Pt electrode (such as SEI layer), similar to results observed in [10]. 
Figure 7.15(d) shows that the deposited nano-spheres are very uniform, and approximately 160 
nm in diameter. 
 
Figure 7.15: Secondary electron 5 kV images of (a) the Pt CE electrode/ spacer interface, (b)- a region on the spacer 
away from the electrode array showing residual salt crystals, (c)- Region of the Pt CE electrode surface with spheres 
coalescing into a film, (d)- high magnification image of the spheres. 
The chemical composition of the spheres cannot be identified by SEM. As discussed above the 
backscattered image (Figure 7.14(b)) suggests that they are either Li, or Li containing salts. Further 
work involving chemical characterisation techniques, such as SIMS or XPS would be required to 
fully identify the nano-spheres. Without further testing, it is not possible to identify the origin of 
the nano-spheres in Figure 7.15, however there are a few possibilities for the identity of the nano-
spheres: 
(1) Plated Li 




(2) SEI layer formation nano-particles, similar to the in-situ TEM experiment in Figure 7.5.  
In both cases, the morphology, and chemistry, has likely been changed by oxidation of the electro-
deposits by air prior to loading into the SEM.  
There are several different types of Li dendrite morphologies observed in literature, whiskers, 
moss, dendrites, globules, trees, and cracks (where Li forms on cracks in the electrode) [46]. The 
closest morphology the spheres in Figure 7.15 resemble is the moss morphology which is 
electrodeposited lithium presented as solid, interconnected pebbles. However, none of the 
standard morphologies in [46] show spherical formations of Li. Air exposure may have changed 
the morphology of the electro-deposit due to oxidation. 
The LSV in Figure 7.13 did not sweep to the Li plating potential over concerns of damage to the 
cell due to the noise. The formation of nano-spheres due to reduction of LiPF6 in 50/ 50 EC and 
DMC is similar to the formation of spheres by electrolyte irradiation by the electron beam in Figure 
7.5, and [24]. [24] noted the nucleation of LiF nano-spheres of 100 nm upon electron beam 
irradiation of the electrolyte. The LSV to low potentials here is also induces reductive processes 
(shown by the drop to more negative current densities at -3 V vs. Pt in Figure 7.13).  In this instance 
the spheres are 160 nm, the discrepancy between the measured 160 nm and 100 nm diameter 
nano-spheres measured by [24] could have occurred due to oxidation of the layer. Figure 7.15 (c) 
also shows the nano-spheres coalescing into a film, which also occurred in-situ TEM in Figure 7.5, 
suggesting similar processes.  
In terms of using this electrochemical method to plate Li onto the Pt counter electrode for use as 
a half cell, given the coverage of the entire electrode array by deposits (shown in Figure 7.14), it 
is likely the uncontrolled plating technique would contaminate any sample of interest positioned 
on the working electrode. Therefore, greater control is needed for the Li plating method to be a 
viable method of position Li onto the Pt electrodes. 
7.4.3.3 Results and Discussion: Cu Plating onto in-situ chips 
Plating Li from electrolyte had many uncontrollable variables, such as the effect/ stability of the 
solvent, and air exposure during and after the plating experiment. To try to gain a better 
understanding of the system, plating was attempted using a simpler, and better understood 
system Cu from aqueous CuSO4 solution. 
Initially Cu plating was performed using a bulk cell to find the Cu plating potentials (the blue 
dashed line in Figure 7.16. The bulk cell showed a Cu plating reduction peak at -0.67 V vs Pt, and 
a stripping oxidation peak at -0.27 V vs. Pt. After a linear sweep voltammetry to 0.8 V vs. Pt, Cu 
was visually observed on the Pt CE electrode. 
Bulk electrochemical cell cycling was performed to estimate a voltage window for cycling the 
nano-cell. A recording error meant the area of the Pt electrode was not recorded, so the Cu-bulk 
cell CV is plotted against measured current in Figure 7.16. Due to the lack of known current 
density, the bulk-cell results are only used to compare plating potentials with the nano-cell set-
up. 
The nano cell CV curves are plotted against current density. Current density was calculated by 
diving the measured current by the area of the electrode (260000 µm2). When applying the same 
CV voltage sweep limits in the TEM set-up (Figure 7.16 nano cell solid red curve), the Cu plating 
reduction peak was observed at similar potentials (-0.64 V vs. Pt) to the bulk cell.  




A second potential sweep to -0.9 V vs. Cu caused the plating reduction peak to be observed at -
0.73 V vs. Pt. The shift in plating potential may have been caused by changes to the Pt surface 
after the first plating event. 
The oxidation stripping potential occurred at a higher potential in the nano-cell (0.13 V vs. Pt for 
the Figure 7.16 orange and red lines) compared to the bulk cell electrochemistry (-0.27 V vs. Pt for 
the dark blue dashed line in Figure 7.16). Moreover, the signal is noisier for the nano cell CVs (solid 
red, and orange dash-dot) compared with the bulk cell (blue dashed line). 
It is not clear why the nano cell CVs are so noisy in Figure 7.16. Some of the noise may be due to 
bubble formation, as discussed regarding the Li plating noise observed after the plating potential 
in Figure 7.13. Unlike the Li CV curves in Figure 7.13, noise was recorded on every Cu CV curve 
performed in the nano-cell in Figure 7.16. 
Bubble formation would not explain the reduction peak at -0.08 V vs. Pt, observed on both the -
0.8 V and -0.9 V vs. Pt CV traces in Figure 7.16. The smoothness of the bulk electrochemical cell 
trace, and the consistent noise recorded during Cu plating in Figure 7.16, and not Li plating in  
Figure 7.13 suggests the noise issue is related to the nano cell set-up rather than the solution. It is 
possible contamination was present on the liquid cell array, such as polymer in proper removal of 
the SU-8 polymer. 
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Figure 7.16: Cyclic voltammagrams plating Cu onto: green dash- bulk Cu electrode, red solid line- liquid cell Pt counter 
electrode to -0.9 V vs. Pt, and blue dashed line- liquid cell counter electrode to -0.8 V vs. Pt. The nano cell LSV to -0.8 V 
vs. Pt (light blue dash-dot) was used to coat the platinum electrode for SEM. The Cu plating potential is marked on the 
CV curves. Nano cell CV and LSV curves are plotted against current density (i). The bulk cell is plotted against measured 
current (I). 




To check whether Cu plating had occurred at -0.64 V vs. Pt, the E-chip was imaged using an SEM 
after a linear sweep voltammetry to -0.8 V vs. Pt. (see Figure 7.16). The LSV was done to -0.8 V vs. 
Pt as Cu plating was recorded when the CV was performed to -0.8 V vs. Pt, with less noise than 
the CV to -0.9 V vs. Pt. 
The LSV to -0.8 V vs. Pt in Figure 7.16 drops to more negative current densities at -0.55 V vs. Pt, 
indicating the start of a reductive process such as Cu plating. 
Figure 7.17 shows images of the Pt counter electrode after the linear sweep voltammetry. It is 
clear from both Figure 7.17 (a), and (b) that Cu coverage of the Pt counter electrode was 
incomplete. However, unlike the Li plating experiment (Figure 7.14), there deposits did not fully 
cover the electrode array (Figure 7.17). 
Figure 7.17 (a) shows the formation of dendrites on the inner edge of the counter electrode, along 
with an unidentified film. The dendrites are likely Cu formed from nucleation during 
electroplating. Cu formed on the edges of the counter electrode, either because this is where the 
electric field is strongest, or because edges provided a nucleation point for Cu as heterogeneous 
nucleation has a lower energy cost than homogenous nucleation. 
 
Figure 7.17: SEM (secondary electron) images of the Pt electrode, post-Cu plating. (a)- corner of the Pt electrode 
showing Cu dendrite formation on the edges. (b)- larger field of view image showing in complete Cu coverage and 
drying residue on the Pt electrode. Images were taken at 5 kV. 
7.4.3.4 Summary of Benchtop Electroplating 
Overall, the electroplating of Li onto the electrode experiment succeeded in plating Li onto the in-
situ cell counter electrode. However, the process resulted in complete coverage of deposits across 
the electrode array region (including non-electrode regions), which would be detrimental to any 
in-operando experiments. For accurate electrochemical readings, the counter electrode, 
reference electrode, and working electrode must be electrically isolated from each other. If any 
deposition resulted in Li dendrite formation, the circuit would be shorted, and in-operando results 
invalidated. 
Moreover, a large amount of noise was noted on the CV traces, potentially due to bubble 
formation, or contamination of the in-situ cell prior to cycling. Greater control would be required 
to make the plating work as a method to position Li on the counter electrode. Modelling of the 
electric field induced by the electrodes may aid future experiment design, as the Cu electroplating 




results suggest the field is stronger, particularly on the edges, which may affect the uniformity of 
any successful plating attempt. 
7.5 PERSPECTIVES ON IN-OPERANDO TEM FOR STRUCTURAL DEGRADATION STUDIES ON 
LI-ION BATTERIES: SUGGESTIONS FOR A BETTER APPROACH 
As demonstrated by the above results and discussion sections, attempts to set-up the in-situ TEM 
rig for in-operando TEM came across a number of issues. As the in-situ cell required major repairs 
during the PhD process, unfortunately these issues could not be resolved in the PhD. This section 
of the report serves to suggest a better approach to the in-situ TEM set-up, informed by the issues 
found by our attempt. 
The electron beam irradiation experiments demonstrated that there is a threshold beam dose 
where no electrolyte damage would occur or be measurable here for LiPF6 in EC and DMC. This 
beam dose would need to be fully calibrated and imaging performed under the threshold for any 
in-operando experiments. 
The ultimate goal of the in-operando TEM set-up was to create a Li-ion half-cell in the TEM. This 
would involve having a controlled volume of LiCoPO4 (active material) attached to the working 
electrode of the top E-chip (see Figure 7.4). A number of techniques were attempted to isolate 
LiCoPO4 onto the working electrode. Drop casting resulted in LiCoPO4 being located on both the 
working electrode and the reference electrode, which would have caused issues measuring the 
voltage in-operando.  
The LiCoPO4 attachment method presented here demonstrates the methodology of microtoming 
electrodes and positioning the sections onto the working electrodes with nano-manipulators. 
However, because the microtoming was performed on electrodes containing binder, neighbouring 
particles could become electrically isolated, affecting the quantification of electrochemistry 
(Figure 7.10). If the microtoming could be performed on a non-binder containing LiCoPO4, this 
issue could be reduced.  
Microtome sectioning is typically used for soft materials; as hard materials can blunt the diamond 
knife. However, microtoming of a green body of LiCoPO4 powder (compressed in a pellet die) could 
be attempted. Alternatively, microtoming a sintered pellet could also be attempted, although this 
would risk blunting the diamond blade.  
Little control over the volume and area of the microtomed sections has been achieved so far with 
the preliminary microtoming work in this thesis. Therefore, it may be better to use a method such 
as FIB sectioning and positioning to achieve precise area and volume sections required for 
quantitative electrochemistry.  
The initial goal of this work was to create a Li-ion half-cell in the TEM, requiring Li plating onto the 
counter electrode of the in-situ TEM chip. This was attempted by plating Li directly from LiPF6 in 
EC and DMC, as demonstrated in 7.4.3. The plating demonstrated here was uncontrolled, 
however, modelling of the electric fields, and careful experiments adjusting the plating times, 
improved electrode design, and methods could control this. However, there are a couple of 
fundamental issues regarding plating Li from electrolyte onto the counter electrodes:  
(1) It is unlikely that pure Li will ever be plated onto the in-situ chip electrode, as Li in the presence 
of electrolyte will form a SEI layer, which on the scale of the E-chip set-up, will cause resistance 
issues. The results in 7.4.3 suggest the nano-spheres formed may be electrolyte reduction 




products, which may lead to SEI formation, however full analysis was difficult because air exposure 
damaged would affect any SEI layer that may have formed. 
(2) Plating Li onto the counter electrode would be unlikely to aid the electrochemistry as the 
potential difference of the working electrode is measured against the Pt reference electrode. 
Applying Li to the counter electrode would in theory provide an infinite source of Li ions for 
diffusion, however, given the constrained nature of the in-situ set-up it is unlikely Li plated on the 
counter electrode would provide an ‘infinite’ source of Li. 
Previous authors have noted that an SEI layer forms on Li in the presence of electrolyte [17], [18]. 
Using the Li as a counter electrode may cause resistance issues, as compared to the very thin Li 
plating, the SEI layer may be comparatively thick. However, SEI layers form on Li in bulk Li-ion half-
cells, so the issue could increase the similarity between the in-situ TEM set-up and bulk Li-ion half 
cells. 
Bulk LiCoPO4 Li-ion half cells consist of a LiCoPO4 electrode cycled against metallic Li. The LiCoPO4 
is the working electrode, whereas the metallic Li acts as both the counter electrode, and the 
reference electrode. Voltage is measured against the LiCoPO4 working electrode, and the Li metal 
counter/ reference electrode. The use of lithium metal provides a stable voltage to measure the 
potential difference at the working electrode against.   As shown by Figure 7.4, the electrode array 
on the E-chip consists of a 3 electrode array, so potential difference at the working electrode is 
measured against the reference electrode, not the counter electrode. For electrochemistry 
experiments, Li should be positioned onto the reference electrode, not the counter electrode. 
It should be noted that the Protochips array has a counter sense (voltage measuring cable for the 
counter electrode) connection, so it is possible to set-up the in-situ TEM cell as a 2 electrode Li-
ion half-cell.  
The area of the counter electrode (260000 µm2) is much larger than the working electrode, which 
likely led to issues with the plating in 7.4.3. The reference electrode is 7500 µm2, which is closer 
to the 2500 µm2 working electrode, so Li plating onto the reference electrode may be more 
controlled as the working electrode could act as a more appropriate counter electrode to plating 
on the reference electrode. 
However, given the SEI layer issues, it may be a better approach to simplify the experiment and 
use the Pt reference electrode as the reference electrode, instead of plating Li onto it, as done by 
Mehdi et al. [17]. Therefore, the Pt electrode would act as a pseudo reference electrode. Flowing 
electrolyte around the system would provide a constant supply of Li+ ions for reactions at the 
LiCoPO4 interface, and the Pt counter electrode interface. 
The in-situ set-up is difficult to compare to bulk cell electrochemistry as the system is small. The 
infinite diffusion assumptions, which form the basis of electrochemistry, are no longer valid [47]. 
In this work initial attempts at CV were made without flowing electrolyte through the cell (results 
are not presented). The CV traces were not measured until electrolyte was flowed around the cell 
so the fresh electrolyte could act as an infinite source of new Li+ ions.  Instead of trying to 
completely replicate a bulk electrochemical cell, the in-situ cell should be set-up to optimise 
electrochemistry in a nano-volume environment. 
A schematic showing the proposed improved set-up, including the FIB sectioned LiCoPO4 on the 
working electrode, and the use of the patterned Pt electrodes as pseudo-electrodes is shown in 
Figure 7.18. 





Figure 7.18: Schematic of a potentially improved in-operando TEM set-up. Li is not plated onto the counter electrode. 
Pt electrodes are used as a pseudo-reference electrode, whilst electrolyte is flowed through the cell. Consolidated (e.g. 
Sintered) LiCoPO4 is FIB sectioned and attached with a Pt tab. 
So far the discussion has involved attempts to set-up an in-operando TEM experiment to image 
materials and their microstructural changes while cycling in the TEM. As discussed, in-operando 
TEM of cathode/ anode materials involves a number of set-up challenges. The in-situ imaging of 
the formation and post-mortem imaging of the residual polycarbonate film on the E-chip after 
electron beam irradiation presents an interesting opportunity to study CEI/ SEI formation 
mechanism. 
As discussed in the previous thesis chapter, CEI layers form as a result of breakdown of the 
electrolyte due to reduction induced by the potential [44]. The in-situ TEM environment is similar 
in that the solvated electrons are causing reduction of the electrolyte, analogous to reduction of 
electrolyte, resulting in the formation of thin polycarbonate films, observed in the electron beam 
irradiation experiments in 7.3.. The fact that the polycarbonate layer formed by electron beam 
damage remained on the window surface post-mortem (Figure 7.6), suggests the polycarbonate 
films are similar to a CEI/ SEI layer.  
A disadvantage of using the in-situ TEM set-up to study C/SEI formation mechanisms by electron 
beam irradiation would be that it ignores the potential for involvement by other cell components, 
such as the active material and conductive additives. The results in the degradation at the 
electrode surface chapter suggested Co involvement from the LiCoPO4. Moreover, the kinetics 
may differ as the electron energy delivered by the beam may be different to the electron energy 
delivered by cycling. 
The TEM set-up is unique as the electron dose can be tightly controlled, and the effects imaged 
and characterised. Therefore, the in-situ TEM set-up presents an interesting opportunity to study 
the mechanisms of electrolyte reduction, analogous to SEI formation. The experiment shown in 
7.3, could be expanded (once the dose rate is calibrated), to electrolyte solutions containing 
different additives. This experiment would avoid the complicated set-up involved in creating a 
half-cell in the TEM, but still gaining interesting information, unique to a TEM set-up. 




Overall, although the work on the liquid cell was halted due to equipment failure, the results found 
present a number of avenues to investigate battery materials in-situ TEM. 
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This PhD project had two aims. (1) Develop new electron and ion microscopy techniques to 
characterise degradation in high voltage Li-ion battery materials, enabling understanding of the 
impact of local environment, and correlation of chemical and structural changes with 
electrochemical history. (2) Apply the techniques to LiCoPO4 to investigate cathode degradation 
processes, and use successful investigations to validate the efficacy of the techniques developed. 
Ex-situ He-ion microscopy and Ne-ion ToF SIMS, was successfully developed to image and 
chemically characterise CEI layers. Ex-situ EELS Co valence state electron energy loss spectroscopy 
electron microscopy was successfully developed to identify the lithiated, and de-lithiated regions 
within individual LiCoPO4 primary particles. 
He-ion microscopy and in-situ Ne-ion ToF SIMS have been shown, for the first time, to be capable 
of imaging and chemically characterising CEI layers on LiCoPO4 electrodes. He-ion microscopy 
enabled imaging of CEI layers on the electrode scale, allowing the CEI morphology and thickness 
to be correlated with the underlying electrode microstructure, thus enabling the impact of local 
environment on CEI layer formation to be understood. In HIM iSE imaging, the CEI layers appear 
as regions of dark contrast on electrodes due to charge build-up of the He-ion beam on the non-
conducting CEI layer, with variations in contrast indicating local CEI thickness variations.  
In-situ Ne-ion ToF SIMS allowed chemical mapping of the electrode surface, and depth profiling of 
the primary particles from the surface CEI layers and carbon coating down into the internal 
structure of the particle. Comparison with HIM imaging enabled correlation of CEI chemistry and 
morphology with the underlying electrode microstructure. The location of the SIMS spectrometer 
on the HIM also prevented further sample degradation generated by moving between equipment 
for imaging and chemical characterisation. 
He-ion microscopy was shown to provide higher resolution imaging of the CEI compared with SEM. 
He-ion microscopy ion-induced secondary electron imaging uses predominantly surface sensitive 
SE1 electrons to form the image, and the smaller spot size allowed higher resolution imaging of 
the CEI layers. The ability of ToF SIMS to detect Li in combination with the advantages of HIM 
imaging made the HIM-SIMS technique a powerful new method of characterising CEI layers in high 
voltage Li-ion battery materials. 
An EELS Co L-edge mapping technique was applied to LiCoPO4 electrodes to map the Co(II), and 
Co(III)-rich regions within single particles of LiCoPO4. Co(II), and Co(III) are analogous to the 
lithiated and de-lithiated regions of LiCoPO4. Microtome sectioning was shown to improve the 
resolution of the Co(II), and Co(III)-rich regions of electrode as slices through large particles can 
be obtained, and the overall sample thickness uniformity improves on sectioning. In a given slice, 
microtome sectioning maintained electrode particles within their original position in the 
electrode, thus enabling further information of local environment within the electrode to be 
obtained during S/TEM imaging. However, retaining the soft Al current collector within the section 
proved difficult. 
Development of an in-operando TEM technique to image microstructural changes in Li-ion battery 
materials primary particles during cycling was attempted by forming a Li-ion half-cell within the 
TEM. LiCoPO4 was successfully isolated on the working electrode. However, efforts to develop the 
in-operando technique showed that plating Li from the electrolyte onto the micron-sized 
electrodes within the in-operando cell to form the half-cell was an uncontrolled method of forming 




a half-cell. It is suggested that a better approach would be to use the already patterned Pt as a 
pseudo electrode. 
Electrolyte irradiation experiments to understand the influence of the electron beam on the 
electrolyte, and to find a safe electron dose threshold, indicated that irradiation of LiPF6 in EC and 
DMC by a 300 kV beam electrolyte beam resulted in the formation of precipitates. Precipitate 
formation indicates electrolyte breakdown which would make in-operando analysis difficult. 
However, as irradiation by the electron beam is analogous to electrolyte reduction, the study 
presents an interesting opportunity to study the reduction processes within Li-ion battery 
electrolytes. 
LiCoPO4 in this study was found to undergo severe capacity loss over the course of 10 cycles. To 
validate the efficacy of the techniques developed, the techniques were used to study the 
degradation processes of LiCoPO4 during cycling. 
Post-mortem XRD, and SAED on cycled cathodes, found that LiCoPO4 de-lithiated with a 3 phase 
de-lithiation mechanism: LiCoPO4 → Li2/3CoPO4 → CoPO4, consistent with previous studies [1]–[3]. 
EELS Co L-edge mapping was used to image and quantify the shrinking-core de-lithiation 
mechanism of LiCoPO4 for the first time. EELS Co L-edge mapping found that LiCoPO4 de-lithiates 
first from the outside of the LiCoPO4 particles, hence CoPO4 first forms at the electrode/ 
electrolyte interface. 
EELS O K-edge extraction and mapping indicated Co-O hybridisation when LiCoPO4 was charged 
to 5.1 V vs. Li/ Li+. The Co-O hybridised regions correlated with Co(III)-rich regions, indicating 
hybridisation occurs in CoPO4. The presence of hybridisation in CoPO4 indicates the instability of 
the phase during de-lithiation. By the 10th cycle CoPO4 no longer forms, and a lack of de-lithiation 
is evident across entire LiCoPO4 particles. The results indicate severe structural degradation 
accompanying the electrochemical degradation during cycling.  
The formation of CoPO4 on the outside of particles caused the unstable CoPO4 to be exposed to 
degradation from the electrolyte. Active material dissolution had previously been reported by [4] 
at high potentials. At high potentials (5.1 V vs. Li/ Li+), a Co(II)-rich layer formed on the outside of 
particles indicating partial re-lithiation at the electrode/ electrolyte interface, consistent with [5]. 
This was supported by SIMS depth profiling indicating surface Li rich regions at the electrode 
surface. 
HIM-SIMS imaging and characterisation of CEI layers on LiCoPO4 showed formation of CEI layers 
at 5.1 V vs. Li/ Li+. The CEI layers consisted of Li and oxyfluoro phosphates consistent with [4], [6], 
suggesting they were reduction products of LiPF6 in EC and DMC electrolyte. 
CEI layer formation can be passivating, helping to reduce electrolyte surface degradation. 
However, HIM imaging of LiCoPO4 electrodes at different cycle numbers, and at different states of 
charge showed partial dissolution of the CEI when the electrodes are discharged to 2.5 V vs. Li/ Li+ 
for the first time. Partial dissolution of the CEI indicated that the CEI forming on LiCoPO4 was not 
passivating, thus exposing the unstable CoPO4, which forms on the surface of particles during de-
lithiation, to continued degradation from the electrolyte. 
Across the LiCoPO4 electrode, HIM-SIMS characterisation showed that the partial CEI dissolution 
was most significant on larger agglomerates, resulting in an inhomogenous CEI layer. The result 
indicates that the local electrode environment influences CEI formation. 




The use of HIM-SIMS and EELS techniques provide a comprehensive picture of degradation within 
LiCoPO4 particles, and electrodes by correlating electrochemically driven chemical changes with 
specific features of the underlying cathode microstructure at different length scales. The 
techniques show how the local environment is linked to specific degradation mechanisms. The 
results from the project indicate that methods to stabilise the CoPO4 phase, stabilisation of the 
CEI layer, methods to protect the particles from degradation from the electrolyte, and control of 
the electrode microstructure, could improve capacity fade in LiCoPO4 electrolytes. The techniques 
applied developed here could be expanded to other materials to gain an understanding of 
degradation mechanisms in Li-ion battery materials. 
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9 FURTHER WORK 
The results in this thesis present a number of interesting opportunities for future work. 
Chapter 4 presents a novel methodology for imaging and chemically characterising CEI layers on 
LiCoPO4 using He-ion microscopy, and in-situ ToF SIMS. The HIM SIMS technique could be applied 
to other lithium ion battery materials which form organic C/ SEI layers to understand how the 
electrode microstructure affects C/ SEI formation. For LiCoPO4 degradation studies, the results in 
chapter 4 showed that the size of the agglomerates affects the dissolution of CEI layer and that no 
CEI layer was observed on the conductive additive particles. The effects of cathode microstructure 
on CEI formation, such as particle/agglomerate size and cohesion, or binder type, and the efficacy 
of CEI passivation, could be further studied on LiCoPO4, and other Li-ion battery materials. 
A particularly interesting future avenue for the HIM SIMS technique would be to create an in-
operando HIM SIMS technique, potentially using similar methodologies to in-operando SEM [1]. 
An in-operando HIM-SIMS technique would remove sample transfer contamination issues, 
although outgassing from ionic liquid electrolytes may cause contamination. An in-operando HIM-
SIMS technique could also potentially provide the opportunity to study S/CEI formation and 
dissolution across an electrode. 
Chapter 5 and 6 presented a STEM-EELS study of the de-lithiation mechanisms of LiCoPO4, directly 
imaging the shrinking-core de-lithiation mechanism by spatially resolving the Co(II), and Co(III)-
rich regions of LiCoPO4. Ideally the technique should be refined to spatially resolve the 3 phases 
which form during cycling of LiCoPO4 (LiCoPO4, Li2/3CoPO4, and CoPO4) potentially by using nano 
diffraction to identify the phases in the TEM. In terms of understanding the degradation 
mechanisms of LiCoPO4, earlier cycle numbers could be investigated to determine if the surface 
degradation from electrolyte reactions, or structural degradation within the primary particles 
were the overriding factor leading to capacity loss. 
In terms of the STEM-EELS technique, using microtomed prepared electrode cross-sections could 
potentially be applied to any other transition metal containing Li-ion battery electrode material to 
study de-lithiation, as has been previously demonstrated using LiFePO4 [2].  
Chapter 7 presented routes to setting up an in-operando TEM set-up by setting up a Li-ion half-
cell in the TEM. The microtome method of positioning LiCoPO4 onto the working electrode could 
be improved by microtoming consolidated LiCoPO4. The cell should also use the pre-patterned Pt 
as a pseudo reference electrode for cycling in order to simplify the set-up. However, as outlined 
in the perspectives section, based on electrolyte electron beam irradiation results an interesting 
avenue for the closed-liquid-cell TEM set-up could be to use it as a method of understanding the 
reduction mechanisms of electrolyte solutions containing different electrolyte additives. C/ SEI 
layers form on electrodes as a result of reduction and oxidation of electrolyte [3], so the in-situ 
electrolyte irradiation experiment provides an opportunity to control the electron dose in the 
electrolyte and study reduction mechanisms which would be relevant to C/ SEI formation. 
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