ABSTRACT A functional brain network has attracted much attention due to its capability of characterizing the functional connectivity patterns of the brain. The existing methods for network construction usually rely on the conventional measures such as Pearson correlation to determine the pairwise similarity between each pair of brain regions, thus ignoring the global structure relationship and the information communication flow among different brain regions. To this end, this paper proposes a directional brain network construction method based on effective distance. Specifically, the effective distance can capture the hidden relevance pattern among all the brain regions and provide a directional functional network reflecting information propagation paths among the functional brain areas simultaneously. When estimating the probability of the direction and the strength of the connectivity between two regions, the structure information characterized by their neighbors is also considered in our method. The functional brain network produced by our method is more flexible in uncovering physiological mechanisms of the brain compared with the conventional undirected network. The experiments on two fMRI data analysis tasks, i.e., disease diagnosis and cognitive state detection, show that our method outperforms the conventional functional brain network approaches, including Pearson correlation, structural equation modeling, and sparse representation-based method.
I. INTRODUCTION
The human brain can be modeled as a complex, topological network, where billions of neurons are organized into circuits or functional areas precisely [1] . The brain network can reveal the interaction among the areas of human brain, and many brain network analysis methods have been developed to investigate the structural/functional properties of brain.
Functional brain network measures temporal connectedness among the activities of different brain areas or voxels to interpret the functional connectivity pattern. Its effectiveness has been proved in many tasks such as brain disease identification and cognitive states detection [2] - [7] . For instance, Shafiei et al. [2] , Pachou et al. [3] , and Rubinov et al. [4] discovered the difference between schizophrenia and normal brains by comparing their corresponding functional brain networks. It has been revealed that schizophrenia patients usually have reduced clustering and small-worldness, reduced probability of high-degree hubs, and increased robustness of functional networks, compared to the control group. Stam et al. [5] , [6] proposed an approach to construct the connectivity networks by weighted phase lag index, and suggested the changes of some topology properties may be at risk in Alzheimer's disease. Zhu et al. [8] proposed a discriminative brain connectivity selection method for identifying the alternation of functional networks of schizophrenia. In addition, the brain network based methods have been employed for cognitive states detection [9] , [10] . Although most of the cognitive activities are usually unobservable by human, functional brain networks are capable of uncovering underlying properties of human brain activity, delivering improved understanding of the brains' physiological activities. For instance, Zhu et al. [9] investigated the spatial-temporal patterns in functional magnetic resonance imaging (fMRI) data by using functional brain networks, and developed the classification model that can decode the cognitive states of subjects. Haynes and Rees [10] utilized the multivariate approach to decode what an individual is thinking from fMRI data. Some machine learning based methods have been proposed to identify the conscious activities and states from high dimensional data.
It is worth noting that most existing methods for functional network analysis are derived from conventional measurements like Pearson correlation or statistical association between each pair of brain regions. The undirected graph or network [11] constructed by these measures may ignore the dynamic characteristics of brain regions, with each region corresponding to a specific node in a graph. In addition, various mathematical models such as structural equation modeling [12] , [13] , dynamic causal modeling [14] and granger causality [15] have been applied for brain network analysis. For instance, dynamic causal modeling (DCM) [16] method was proposed to investigate the modulatory effect of dynamic presentation between brain areas. It has been studied for analyzing the special pattern of the brain network in individuals with autism spectrum disorders (ASD), by its transformation from experimental paradigm to Blood Oxygen Level Dependent (BOLD) signals of brain regions. Granger causality [17] can analyze the information transfer between two regions by using multiple linear regressions. Recently, transfer entropy [18] was proposed to measure the strength of the directional functional connectivity. Each brain area usually interacts with many other areas rather than a single region [19] . The topological and physical distances between defined areas in brain networks are often intricately related [11] . As suggested by the computational neuroanatomy approaches [20] , the hierarchical structure of the brain has biological asymmetry. The brain network often has high clustering property, where the nearest neighbors of a brain region, i.e. node, are likely to be cliquishly connected to each other [21] . This suggests that the simple pairwise relationship is unable to describe the activation pattern of brain connectivity networks precisely. In addition, it is proven to be critical to distinguish the forward and backward connectivity of brain regions. This separation has been achieved by constructing directed brain networks for describing the interchange between each pair of brain functional areas [22] - [29] . In clinical research, the analysis of bi-directional networks aiming at finding neural drivers is also important for the identification of brain structures, which is particularly performed when determining whether the structure is involved in the origin or in the control of pathological activities, such as focal epilepsy [30] .
The existing methods in the literature have at least one of the following disadvantages. (1) These methods only consider the pairwise relationship of the brain functional areas. (2) The brain network construction is generally based on undirected graph, without considering the dynamic communication structure of functional networks. Therefore, it is highly desired to construct flexible brain functional networks to model the complex relationship among different brain regions.
In order to solve the abovementioned two problems together, this paper proposes a novel directed functional brain network construction method, effective functional brain network (EFBN), by introducing effective distance [31] , [32] . The effective distance can better capture the global structure of data. It has already shown promising performance in certain real-world problems, such as contagion phenomena [31] and investigating soil bacterial community structures [33] . We first initialize the connectivity matrix with Euclidean distance or sparse representation method. Then, we estimate the probability of the information transmissions from region y to region x, in which all the neighbors of region y are considered in our model. To the best of our knowledge, this is the first attempt to exploit effective distance in brain network construction.
Our method can construct a directed functional network considering the signal cause and effect between functional brain areas, which can better utilize underlying information of fMRI data and meet the biological basis of brain. Additionally, since the calculation of each directed connectivity in our method is based on several neighbors of a specific brain region, the produced network can capture the hidden global relevance pattern in brain, whereas the conventional methods always only evaluate the relevance between a pair of regions.
The remainder of this paper is arranged as follows. We briefly introduce related studies on Pearson correlation and effective distance in Section II. Next, we propose the effective functional brain network in Section III. In Section IV, we conduct the experiments on two fMRI datasets. We discuss the results of our experiments in Section V. We finalize the paper with a discussion and the relevant future research plans in Section VI.
II. RELATED WORKS A. PEARSON CORRELATION BASED BRAIN NETWORK
Functional brain network is constructed by a set of neuronographic measurements on fMRI, electroencephalography (EEG), or magnetoencephalography (MEG). Particularly, fMRI can obtain assessment of orientation and fluctuation of local blood flow which represents local neural processing from billions of distinct neuroanatomical regions [34] . In the study of fMRI brain network analysis, many correlational analysis methods, such as Pearson correlation and structural equation modeling, are used to construct the network.
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Pearson correlation based functional network analysis typically starts by defining a set of functional nodes, e.g., brain regions or voxels, and then attempts to estimate the correlation or connectivity between each pair of nodes [35] . Assume x and y are two arbitrary vectors. The Pearson correlation coefficient of x and y is defined as follows:
where Cov(x, y) denotes the covariance of x and y. Var(x) and Var(y) denote the variance of x and the variance of y, respectively. There exist many studies on the Pearson correlation based brain networks, which have been widely used in investigating the multi-scale neural activation mechanisms and identifying brain disease diagnosis [36] , [37] . The Pearson correlation based method only considers the simple pairwise relationship of the brain functional nodes. It may ignore the underlying structure as the limited regions are involved in modeling the connectivity. The construction of this method is generally based on undirected graph. This may cause the loss of directional information of brain network. For addressing this problem, we propose the effective functional brain network presented in the next section.
B. SPARSE INVERSE COVARIANCE METHOD
The sparse inverse covariance method [38] is regarded as a tool for analyzing functional connectivity to predict mental disorders. The fundamental idea is to estimate the partial correlations between the brain regions by imposing l1-norm constraint to deal with the small-sample problem. Let X be the sample matrix composed of the features from brain regions. We can obtain its inverse covariance matrix denoted by . Then the sparse inverse covariance method solves the following problem:
where S is the sample covariance matrix estimated from X. The symbol · 1 denotes the sum of the absolute values of all items in a matrix, and λ is the regularization parameter.
The sparse inverse covariance method can capture the structure information in fMRI data by utilizing of partial correlations. The partial correlations are based on the assumption that other subjects are stable when calculating the correlations of two variable subjects. In addition, it only offers the estimation of undirected Gaussian graphical models without considering the bi-directional information of human brain.
C. EFFECTIVE DISTANCE
The effective distance based method has been delivered to discover the underlying structure [31] , [32] , [39] by utilizing the directional flow and has strong ability to capture the latent connectivity among multiple samples. Let P(x|y) be the probability of the information or influence transferred from node y to node x, which can be calculated by the ratio of number of the paths from node y to x to the number of all the paths from y. The black arrows indicate the directional connectivity between nodes x and y, as shown in Fig. 1 . The probability P(x|y) represents the information transferring from sample B to sample A is 1/2, where the numerator means the number of the paths from y to x, and the denominator means the number of the paths from sample y to the other samples, respectively. Similarly, the probability P(y|x) is 1/4 using the same calculation criterion. It shows that there exist two different connectivities between nodes x and, whereas the Pearson correlation between these two nodes is unique. Thus, the probability matrix among all the nodes is asymmetric.
The main idea of effective distance is assuming that the dynamic process of information or influence transmission is dominated by a set of most probable trajectories derived from the initial connectivity matrix. This can reveal the underlying connectivity with directional flow among functional brain regions while describing the global structure of brain network.
III. MATERIALS AND METHOD

A. RESTING-STATE DATA AND PREPROCESSING
We tested our method for two independent fMRI analysis tasks, including 1) schizophrenia identification, and 2) cognitive states, i.e. pictures versus sentences, detection. In the following subsection, we will briefly introduce these two datasets, as well as the image pre-processing procedures.
1) FMRI DATA OF SCHIZOPHRENIA
In this study, all the participants were recruited from the department of psychiatry, affiliated with the Nanjing brain hospital of Nanjing Medical University. There are 24 schizophrenia patients and 21 healthy control (HC) subjects with matched age, gender, and average education. The resting-state fMRI (rs-fMRI) data of each participant were acquired with the following parameters: flip angle=90 • , TR/TE=2000/30ms, imaging matrix=64×64, FOV=256×256mm, 36 slices, 180 volumes, and voxel thickness=3mm. During scanning, all the subjects were instructed to keep their eyes open and stare at a fixation cross in the middle of the screen for 5 minutes. VOLUME 6, 2018 For each participant in this dataset, the image prepossessing step is as follows. The first 10 volumes of functional time series were discarded because of the instability of fMRI signal. Then, the remaining volumes were slice acquisition corrected, head-motion corrected, normalized to the SPM5 Montreal Neurological Institute template, and resampled to 3mm3 voxels. After linear detrending, data were filtered using typical temporal bandpass (0.01-0.08 Hz), slow-5 bandpass (0.01-0.027 Hz), and slow-4 bandpass (0.027-0.073 Hz), respectively. Next, the motion parameters, the global mean signal, white matter (WM), cerebrospinal fluid (CSF) as nuisance covariates were used to reduce the effects of head motion and non-neuronal BOLD fluctuations. We divided the whole brain of each individual into 90 regions using the AAL atlas. Then, we employed the effective functional brain network construction method descripted in the next subsection to measure the level of correlations between the fMRI time-series of regions.
2) FMRI DATA OF PICTURES VERSUS SENTENCES
This dataset was originally collected by Marcel Just and his colleagues in the Carnegie Mellon University. In this fMRI study, the subjects experienced a collection of trials. During each trial, they were shown in sequence a sentence and a simple picture, then answered whether the sentence correctly described the picture. The MRI Images were collected every 500ms. The pictures or sentences were shown in an 8-second interval. Only a fraction of the brain of each subject was imaged. The average number of cortex voxels per subject was approximately 10,000, and varied significantly by the subject [40] .
For the subjects in this dataset, the image prepossessing step was performed as follows. We reserved the time period when a participant sees a sentence or picture. There were 80 samples in total, from each subject, i.e. 40 samples of seeing pictures and 40 samples of seeing sentences. The data are marked up with 25 anatomically defined regions-of-interest (ROIs). Note that in our experiment, we determined 23 related defined regions, including left dorsolateral prefrontal cortex (LDLPFC), right dorsolateral prefrontal cortex (RDLPFC), calcarine sulcus (CALC), etc.
In this study, we regard these brain regions as functional nodes and construct the functional brain network based on effective distance, with the given details below.
B. EFFECTIVE FUNCTIONAL BRAIN NETWORK CONSTRUCTION
In this paper, we propose an effective functional brain network construction method (EFBN). EFBN can capture the underlying connectivity pattern of multiple brain regions and utilize the directional information of brain network simultaneously. EFBN was motivated by the contagion transmission model [31] . Firstly, instead of only considering two brain areas each time as in Pearson correlation, we consider all the functional brain areas jointly for better revealing the brain connectivity.
T (j = 1, 2, . . . , m) denotes the feature vector of j-th functional brain region, where x ji (i = 1, 2, . . . , n) denotes the i-th feature of the j-th functional brain region. We can obtain the initial similarity matrix A = {A ij } m i,j=1 of all functional brain areas:
where · 2 denotes the Euclidean distance. The diagonal elements of the similarity matrix are all zeros. Then, we use effective distance to represent the similarity of the functional brain areas. Specifically, the probability of the information or influence transferred from the brain region x i to another brain region x j is defined as A ij / 
Then, we can get a new effective distance-based similarity matrix S = {S ij } m i,j=1 , where S ij (i, j = 1, 2, . . . , m) represents the similarity among different functional brain areas and its value can be computed as follows:
where λ is a bandwidth parameter. the effective distance based similarity matrix represents the connectivity of functional brain areas from a global perspective. This matrix can efficiently capture the underlying structure of brain network by utilizing the directional information and considering all brain regions. Finally, we construct the brain functional network EG = {EG ij } m i,j=1 as follows:
where γ is the connectivity threshold.
C. EFFECTIVE FUNCTIONAL BRAIN NETWORK CONSTRUCTION
The effective functional brain network uses the Euclidean distance for the initial similarity matrix. We also provide another approach with sparse representation to construct the initial similarity matrix, i.e. SR-EFBN. Sparse representation is derived from dictionary learning [41] - [44] , which has been widely used in machine learning and pattern recognition [45] - [48] . Sparse representation has been proved to be practical for improving the robustness of algorithms [49] regarding its preservation of significant features.
Here, we present another method of constructing functional brain network based on effective distance with sparse representation.
There are m brain areas in each subject, and
T . With the assumption that one brain region always has strong connectivities with a few regions, we seek 78068 VOLUME 6, 2018 a sparse reconstructive vector w i for the region x i through minimizing the objective function:
where
, and w ij denotes the weight of region x j in representing region x i . Above optimization problem can be modified as follows:
In this way, we can obtain the initial similarity matrix W = {w ij } m i,j=1 of all functional brain areas. We denote that the diagonal elements of W as zero to eliminate the influence of a brain region itself. Then we can compute the effective distance matrix D = {D ij } m i,j=1 as follows:
The remaining steps of sparse representation based effective functional brain network construction, with the similarity matrix calculation and thresholding, are same as Eq. (5) and Eq. (6).
D. FEATURE SELECTION AND CLASSIFICATION
In the functional network based classification tasks, the number of subjects is usually limited and the number of brain connectivities is usually extremely large. The studies [11] and [38] indicate brain network contains a large number of redundancy and task-irrelevant connectivities. They additionally point out the necessity to map the functional networks into low dimensional space for finding the significant features for specific task. Considering that the main contribution of this paper is in the construction of brain network, we use nonnegative discriminative brain functional connectivity extraction proposed in our previous work [8] for feature selection, based on our effective functional brain networks. That feature selection method aims to solve the following objective function:
where EG is the network matrix set produced by our method, y is the class label vector of each subject, a is the coefficient vector and a i represents the weight of the i-th feature. On one hand, the method utilizes the connectivities and class label to construct the non-negative elastic-net on brain networks data which have the ability to reveal the global structure of brain network and rank the significance of the connectivities in a uniform criterion. On the other hand, it is capable for alleviating the small sample size problem, especially when multiple features are associated with another feature. It tends to select the significant features from the data for reaching a global optimum solution due to its convex optimization problem.
After feature selection, we apply a nonlinear method kernel discriminant analysis (KDA) for classification, because most of the brain network data are linearly inseparable. It has been proved in [8] that the classification method combining the non-negative elastic-net and KDA is much efficient compared to other classification methods, including multi-threshold brain network based classification (MTNC) and the frequent sub-graph based brain network classification (FSGNC).
E. METHOD ANALYSIS
Although the pairwise connectivity is able to identify relationship between brain areas, it is unable to describe the latent activation pattern and the complex interflow among all the brain areas. Actually, the brain areas are generally connected to each other in an directional and complicated interactive network. The general graph based methods depending on undirected graph and computation of simple pairwise connection are limited by their attribution. Our proposed methods can better meet the necessity of functionality of human brain by using the effective distance.
The time complexity of our proposed methods is composed of two parts, i.e., the initialization of similarity matrix A and the computation of constructing the effective functional brain network. In our first method, we exploit the Euclidean distance to initial A in eq. (3). Its time complexity is O(nm 2 ), where n denotes the number of the dimensionality of each functional defined brain region and m denotes the number of brain regions, respectively. In our second method, sparse representation is applied in the initialization of similarity matrix in eq. (8) 
IV. EXPERIMENT A. EXPERIMENT SETTING
In our experiments, we compare our proposed method with other functional brain network methods, including Pearson correlation based method (PC), Kendall correlation based method (KC), Spearman correlation based method (SC), sparse inverse covariance (SIC) [50] , group lasso (GL) and structural equation modeling (SEM). The comparison methods mentioned above except structural equation modeling (SEM) are all graph theory method, the aim of which are constructing undirected graph. The key idea of our proposed methods is effective distance, that is the basis of constructing the brain network. To validate the superiority of effective distance, we utilize other distance computation methods for comparison, i.e. Euclidean distance, Mahalanobis distance, Manhattan distance (cityblock), cosine, and Chebyshev distance.
There are two fMRI data analysis tasks, including 1) schizophrenia vs. HC classification, and 2) pictures vs. sentences classification. In the experiments, we use leave-oneout cross-validation framework shown in Fig. 2 .. We notice that the proposed method has the bandwidth parameter λ in Eq. 5, the regularization parameter α for l 1 -regularization in Eq. 8, the connectivity threshold γ in Eq. 6, and the elastic-net parameters (i.e., β 1 and β 2 ) in Eq. 10. The parameter values of our method and the comparison methods are determined by using cross-validation.
We imposed leave-one-out method which applied one sample as test sample, and the rest of samples as training samples on training and classification task. Firstly, we constructed the brain network by using our proposed methods. Then leaveone-out method was applied in classification. The entire progress is shown in Fig .2 .
The classification performance is evaluated based on classification accuracy (ACC), F1 score (the harmonic average of the precision and recall), receiver operating characteristic (ROC) and area under curve (AUC), respectively.
B. CLASSIFICATION PERFORMANCE 1) SCHIZOPHRENIA VS. HC CLASSIFICATION
In the task of schizophrenia vs. HC classification, the performances achieved by different methods are summarized in Table 1 . We further plot the ROC curves for these methods in Fig. 3 . As shown in Table 1 and Fig. 3 , our proposed methods achieve the best performance in all the measures. The proposed methods, including EFBN and SR-EFBN, yield a classification accuracy of 97.78% and 95.56%, respectively, with at least 6.67% and 4.45% improvements over other comparison methods. Also, the F1 scores (0.979 and 0.957 by EFBN and SR-EFBN) suggest that our methods can yield balanced classification accuracies. Furthermore, our EFBN and SR-EFBN methods achieve an AUC of 0.984 and 0.944, respectively, indicating the powerful diagnostic ability for schizophrenia classification task.
To validate the robustness of effective distance, we also compared our proposed methods with other distance computation methods. Experiments show that our effectivedistance-based method outperformed the compared approaches in accuracy, sensitivity, specificity and ROC curve. The classification performances for these methods are summarized in Table 1 .
2) PICTURES VS. SENTENCES CLASSIFICATION
In the cognitive states detection task, we compare our methods with other functional brain network methods, including Pearson correlation based method, Kendall correlation based method, Spearman correlation based method (SC), sparse inverse covariance (SIC) [50] , group lasso (GL) and structural equation modeling (SEM). The classification performances for different methods are detailed in Table 2 . Fig 3 plots the ROC curves for these methods. As shown in Table 2 . and Fig 3, our methods achieve the best performance in classification accuracy and AUC. Our methods yield a classification accuracy of 97.5% and 95%, respectively, which are at least 6.25% and 3.75% improvements, over the competing methods. Besides that, the F1 score achieved by our methods are 0.974 and 0.957, respectively. Also, our methods achieve AUC of 0.968 and 0.958, respectively, which indicates the our brain networks have higher diagnostic performance.
For evaluating the performance of the effective distance, we also compared the proposed methods with other distance computation methods. The classification performances for these methods are summarized in Table 2 . As shown in Table 2 , our methods achieve the best performance both in classification accuracy and AUC, with at least 3.75% and 1.25% improvements, respectively, against the other tested algorithms. The empirical results indicate that effective distance can improve the diagnostic performance, which may be because it can capture the global information of the brain.
3) ROBUSTNESS TESTING
This subsection discusses the performance of our methods under different parameter settings to validate their robustness. We also achieve the accuracy of our method with 10-fold cross-validation on above two tasks, which is also higher than the other methods. Three parameters, i.e. the bandwidth parameter λ, the regularization parameter α and the threshold value γ , are tuned in robustness testing. We set λ from 10 to 100 with a step of 10, α from 0.06 to 0.23 with a step of 0.01 and γ from 0.02 to 0.3 with a step of 0.02 manually. The results given in Fig 3 show that our effective distance based brain network construction methods are not sensitive to these parameters.
V. DISCUSSION
Concerning the reported experimental analysis, our methods deliver the best performance in both classification accuracy and AUC. In addition, we verify the robustness of our methods against parameter variation. The promising performance VOLUME 6, 2018 may come from that the effective distance based constructing method can utilize the global structure and directional flow information of functional brain network. Besides the classification performance, the significant alternation of connectivities and the topology property of the network by our method are also discussed.
A. SIGNIFICANT ALTERNATION OF CONNECTIVITIES
In the first task, we calculated the weight of the alteration of connectivity of brain network between schizophrenic group and control group. We list 30 top significant connectivities in Table 3 and draw top 15 in Fig 4. As shown in Table 3 , the connectivity between Thalamus and other brain regions altered visibly. The connectivity between Angular gyrus and other brain regions and the connectivity between Inferior frontal gyrus and other brain regions also have visible alteration. We also find that there exists decrease between the hippocampus and other regions in schizophrenia, which shows a damaged anatomical connectivity. And work of Zhou et al. [51] also supports our finding. Such results are in correspondence with existing clinic outcome, which is predictable corollary and indicate an apparent specification in identifying people in schizophrenia. Our results can provide further evidence for the schizophrenia 'disconnection hypothesis'. These results gave further evidence supporting the viewpoint that the resting-state functional network is potentially useful in revealing the pathophysiology of schizophrenia.
In the second task, we were able to discover the underlying connectivity between 23 defined brain areas by using fMRI data with psychomotor test. We find that there exist differences when people performing different tasks. Specifically, the change of connectivity between calcarine sulcus (CALC), left frontal eye fields (LFEF), left inferior temporal lobule(LIT), left opercularis (LOPER), left triangularis (LTRIA), right dorsolateral prefrontal cortex(RDLPFC) are visible. Those regions are related with visual center and optic cortex. By analyzing the functional brain network, it is likely to find the specific feature of related regions for recognizing 
B. TOPOLOGY PROPERTIES
We also investigate the topology properties of the proposed networks. We exploit the following measures, i.e., strength, diversity, clustering coefficient, overlap coefficient, average path length and closeness centrality, to investigate the difference of the topology properties between the proposed functional network and Pearson based network. The results are summarized in Table 4 . Due to the complexity of human brain, the topology properties are used to provide significant criterion in related tasks, including disease diagnosis and cognitive states detection. Thus, it is important to obtain better separating capacity among the topological structure of different subjects. The results show that the brain network obtained by our proposed method generally has better discrimination in patient and healthy control groups, compared with Pearson based network. The p-value of topology measurements by the proposed method are below 0.05 except Closeness centrality. On the contrary, the p-value of topology measurements computing by Pearson based method are above 0.05. In addition, we found that the mean strength of functional connectivities of control group is 16.3907 and the patient group is 13.4773 by using our effective functional brain network method, resulting in decreased functional connectivities by 2.9134 compared to the control group [52] . The functional connectivity and network topology measures were highly correlated in general. One novel aspect of the study is that both connectivity and topological measures can report a pathophysiological profile for schizophrenia [53] . For example, the connectivity strength and closeness centrality are correlated with small-worldness. Greater clustering coefficient indicates a higher probability of high-degree hubs [54] . We find that there has visible decreased connectivity strength in schizophrenia group in the proposed network, allowing easier classification performance for our method. Also, our observation of negative correlation between clustering coefficient and closeness centrality gives a clear representation of small-world property. Functional networks consistently interpreted small-world and other topological properties that have previously been described in normal human and animal brain networks, and are able to reveal underlying principles of brain network architecture [55] .
We suggest that effective distance can be utilized to reveal the characteristics of brain activities. It is widely known that a large number of elements in functional brain network only connect with few other brain regions, referred as the scalefree network [11] . Such a property of functional brain network implies that there are always a small and finite number of brain areas having straight and wide access to most other brain regions [6] . The scale-free character requires further study. For this reason, the study of 'scale-free' brain network has wide prospect in biology, especially in medical field and recognition of consciousness. But it is hard to recognize such broad 'access' of brain area by using the conventional methods of constructing functional brain network, such as Pearson based method. As explained in Section III, the graph theory based methods have their own limitation by only considering simple pairwise correlation between brain areas. Thus, they can hardly express the property of 'scale-free'. Our proposed methods come with effective distance to construct the functional brain network. Due to the befitting attribution of effective distance, our methods can reveal the underlying feature of brain network. The facility can valid the 'scale-free' brain network, which is helpful for investigating the human brain.
In addition, the brain network usually has small-world architectures. The 'small-world' property combines local clustering among brain regions and short paths that can connect brain regions globally [11] . This means the most brain areas solely need to maintain a few directed connectivities. The 'small-world' property has been applied in identifying diseases and recognizing different tasks of brain. The variation of 'small-world' topological by analyzing the functional brain network can give interpretation of transitions between normal, bursting and seizing behaviors [11] . For example, our approach provides further support for the existence of 'smallworld' property of functional brain network and proves that schizophrenia group can be characterized by a reduction of small-world network characteristics [6] . The proposed method takes all brain areas into consideration when defining the connectivities of brain areas, and can distinct the 'smallworld' property of brain network. Actually, the 'scale-free' feature and 'small-world' property are usually indivisible. In summary, the functional brain network produced by the proposed method has better diagnostic performance than conventional networks.
VI. CONCLUSION
In this paper, we have presented a simple yet effective functional brain network construction method for disease diagnosis and cognitive states detection. We adopt the effective distance to measure the strength and orientation of functional brain network construction method, by considering global information of the brain. In addition, the proposed method can produce direction information of the brain connectivity. This characteristic meets the biological basis of brain compared to the undirected brain network methods like Pearson correlation. The experiments on two fMRI data sets demonstrate that our methods usually outperform the conventional brain construction approaches. In other words, the proposed method can provide discriminative brain networks for diseases analysis and cognitive states detection tasks. Due to the complexity of human brain, the ways embedding more prior clinical information in the proposed functional brain network will be our future work. 
