This paper presents the application of a viscous continuous adjoint method for the optimization of a low-aspectratio turbine blade row through endwall contouring. A generalized wall-function method is implemented in a NavierStokes flow solver with Menter's shear-stress transport k-ω turbulence model to simulate the secondary flow with reduced requirements on grid density. Entropy production through the blade row combined with a flow turning constraint is used as the objective function in the optimization. With the viscous adjoint method, at each design cycle, the complete gradient information needed for optimization can be obtained by solving the flow governing equations and their corresponding adjoint equations only once for each cost function, regardless of the number of design parameters. Flow loss through the blade row is minimized while maintaining the same mass-averaged flow turning at the design condition. The performance of the optimized blade at off-design conditions is also evaluated and compared with that of the original blade. = unit normal vector in the computational domain Pr = Prandtl number R = gas constant R = flow governing equations s = entropy production u = velocity u τ = friction velocity γ = specific heat ratio δy = normal distance away from the wall ζ = kinetic energy loss ζ p = profile loss ζ s = secondary loss ζ t = total loss θ = fifth component of Ψ λ = second viscosity μ t = turbulent viscosity ν = kinematic viscosity; μ∕ρ, where μ is the molecular viscosity ξ i = coordinates in the computational domain ρ = density σ ij = shear stress τ w = Wall shear stress ϕ 1;2;3 = second, third, and fourth components of Ψ Ψ = costate vector fψ; ϕ 1 ; ϕ 2 ; ϕ 3 ; θg T ψ = first component of Ψ
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Besides the flow solver, the optimizer plays another important role in the aerodynamic design optimization. An acceptable optimization method should have excellent performance on 1) obtaining the global optimal, and 2) optimization efficiency. The design optimization by using either RSM or GAs is able to support the global optimal. However, the number of flow calculations required in each design cycle increases quickly with the number of design parameters. For the design of complex configurations with a large number of design parameters by using either RSM or GAs, the optimization efficiency is low and, consequently, it may demand the use of a supercomputer. For many engineering applications, one is often requested to seek an optimal design starting with an existing "good" design based on a previous model or experience. In such situations, a gradient-based optimization method can be very useful. Its efficiency, however, greatly depends on the number of design parameters and the method for determining the gradient of the cost function to the design parameters. If a conventional finite difference method is used, the number of solutions of the flow equations will be directly proportional to the number of design parameters; therefore, the cost of the optimization can be insurmountable for large threedimensional problems. An alternative approach, the adjoint method advocated by Jameson [7, 8] via the control theory of partial differential equations, is used to calculate the gradient in the present work. In each design cycle, the adjoint method requires about twice the computational effort of one flow solution to obtain the complete gradient information of each cost function, regardless of the number of design parameters.
The adjoint method may be categorized into two kinds: the continuous and the discrete adjoint methods. There are various discussions on the differences, advantages, and disadvantages of the two approaches [9] [10] [11] . We note here only the following. The continuous adjoint method derives the analytical form of the adjoint equations and their corresponding boundary conditions to the original flow equations, i.e., the Navier-Stokes equations in the present case. Both of them are in the form of continuous partial differential equations (PDEs). These continuous PDEs are then discretized and solved numerically using methods of the user's choice. Often, similar methods are used. The solutions to the adjoint equations are then approximate. The discrete adjoint method, however, derives and solves the exact adjoint equations to the discretized (algebraic) Navier-Stokes equations after a numerical method for the Navier-Stokes equations has been applied and boundary conditions implemented. The derivation, however, may be lengthy but can be assisted by using an automatic differentiation software package [12, 13] . The resulting code in general requires more memory and computer time compared to the original flow solver. Boundary conditions of the adjoint equations are directly built in. As such, the adjoint equations and, consequently, the adjoint solutions may be said to be exact to the discrete Navier-Stokes equations; and since the cost function in an optimization problem is ultimately evaluated based on the solution to the discrete NavierStokes equations, the gradient information obtained by the discrete adjoint method is conceptually more accurate than that obtained by the continuous adjoint method. The difference, however, should approach zero as the discretization error in solving the continuous adjoint equations goes to zero on refined grids. The continuous adjoint method, however, offers the flexibility of adopting an efficient numerical method of the user's choice using proven acceleration techniques. We refer the reader to more elaborate discussions and comparisons of the two methods in the literature [9] [10] [11] [12] [13] but present in the present paper an approach and results by using the continuous adjoint method.
Because of its high efficiency in calculating the gradient information needed in the optimization design, much research work has been done on the adjoint approach. It has been used in the aerodynamic design optimization for airfoils, wings, and wing-body configurations [7, 8, 14, 15] . The adjoint method was applied to turbomachinery design optimization by Dreyer and Martinelli [16] , Yang et al. [17] , and Wu and Liu [18] . In recent years, aerodynamic optimization of multistage blade rows and optimization of aeroelastic performances based on the adjoint method were successfully achieved [19] [20] [21] . Corral and Gisbert [22] performed endwall profile optimization by using the adjoint method with the cost function defined as the secondary kinetic energy. Walther and Nadarajah [23] studied the aerodynamic shape optimization of a single stage by using a discrete adjoint method. Multipoint and multiobjective design optimization of a transonic compressor rotor by using the adjoint method were studied by Luo et al. [24] and Luo and Liu [25] . Following the previous success of an adjoint optimization method for a three-dimensional turbine blade by Luo et al. [26, 27] , a continuous viscous adjoint method is used to study the feasibility of aerodynamic optimization through endwall contouring in this paper.
For the turbulent flow through the passage with a low Mach number, the flow loss may be categorized as profile loss and secondary loss, which can influence the entire flowfield along the spanwise direction for a low-aspect-ratio blade. The theory of secondary flow was described by Horlock and Lakshminarayana [28] , and much experimental work on secondary flow has been done by Perdichizzi [29] , Perdichizzi and Dossena [30] , and Dossena et al. [31, 32] . They investigated the effects of exit Mach number, incidence flow angle, pitch-chord ratio, endwall contouring, and stagger angle. Koiro and Lakshminarayana [33] and Hermanson and Thole [34] presented CFD simulation and validation of the effects of different flow conditions and geometries on secondary flow. Since the pressure gradient can significantly influence the generation of secondary vortices (including the horseshoe vortex, passage vortex, etc.), many geometric treatments were studied to suppress the secondary flow. Sauer et al. [35] imposed a bulb on the endwall near the leading edge and successfully confined the pressure-side horseshoe vortex. Zess and Thole [36] imposed a fillet on the endwall near the leading edge to confine the horseshoe vortex, and the downstream flow loss was reduced. Becz and Majewsk [37] investigated the influence of the bulb and fillet on the secondary flow and found that, compared with the bulb treatment, the fillet treatment is more favorable for the reduction of secondary loss, whereas the profile loss usually increases and the flow turning decreases.
The aforementioned endwall treatments focus on reducing the secondary loss due to the horseshoe vortex. In the secondary flow, the loss induced by the passage vortex takes a considerable part of the total secondary loss. Contouring the endwall profile is an effective treatment to confine the crossflow in the passage. Dossena et al. [31] and Ingram et al. [38, 39] studied the influence of endwall profiling on the secondary flow feature. Corral and Gisbert [22] redesigned the endwall profile by using the adjoint method and significantly reduced the secondary kinetic energy. The work in the present study focuses on the reduction of secondary loss through contouring the endwalls of a low-aspect-ratio turbine blade row. Unlike the work by Corral and Gisbert [22] , who used the secondary kinetic energy as the cost function in the optimization, the present work uses entropy increase of the flow through the complete blade row as the cost function. Entropy reduction directly corresponds to reduction of total flow loss. As we only change the endwall profiles in the present study, the total loss reduction is mostly due to the reduction of secondary flow loss.
Endwall contouring contributes to the acceleration or deceleration of the flow in the axial direction and changes the pressure gradient in the pitchwise direction. In the present paper, the cost function is defined as the summation of entropy production per unit mass flow rate and a penalty function used to enforce the constraint of fixed flow turning. The formulas of the objective function, constraint, and design parameters are presented. The boundary conditions of the adjoint equations and the gradient formula are proposed for the design optimization based on Navier-Stokes equations. The effects of endwall profiles on the flow loss are discussed. It will be shown that the modification of endwall profiles favors the reduction of pressure gradient in the pitchwise direction, which can effectively suppress the crossflow. These changes can influence the generation of secondary vortices and, consequently, the secondary loss of the blade row.
II. Viscous Adjoint Method
The adjoint method may be elucidated conceptually below. Let Iw; F be the cost function that depends on the flowfield w and the geometry of the design F and that is to be minimized by proper choice of F . The variation of the cost function δI in its original explicit form consists of two parts: one due to the variation of flowfield δw, and the other due to the modification of the solid boundaries δF . In the meantime, δw depends implicitly on δF through the flow governing equation
which in the present study is the Navier-Stokes equations. By introducing a series of costate variables Ψ and subtracting the product of Ψ T and δRw; F 0 to the variation of the cost function, we get
The key idea of the adjoint method is to eliminate the explicit contribution of δw to δI to avoid having to calculate δw for each δF . This is achieved by requiring Ψ to satisfy the adjoint equation
So that Eq. (2) becomes δI GδF , where
is the gradient of I with respect to δF , which can be calculated once the flow variables and the costate variables are obtained by solving the flow equation (1) and the adjoint equation (3) . The cost of solving the adjoint equation is about the same as the flow equation, and the computer time cost by geometric variation is trivial compared with solving the flow equation, which indicates that the complete gradient information can be calculated by about twice the computational effort of one flow solution for each cost function, regardless of the number of design parameters.
The particular formulation and implementation of the adjoint method may be complex, depending on the governing equations and the choice of the cost function, which determine the form of the adjoint equations and the needed boundary conditions. In this paper, the cost function is defined as an integral over the exit plane of the blade row:
where C is a scalar function of both flow variables and geometric variables and depends on the definition of the cost function, and B O represents the boundary surface at the outlet. As presented by Jameson et al. [14] , a weak form of the Navier-Stokes equations is
where (6) to the variation of the cost function, we have
The variation terms δC, δF i , and δF vi in the preceding equations can be divided into two parts: one due to the variation of the flow variables, and the other due to the variation of the geometry. The coefficients in front of the variations of the flow variables are set to zero to obtain the adjoint equations and their corresponding boundary conditions from the field integral part and the boundary integral part, respectively. They are listed in Appendix A. The detailed derivation procedure has been described in [8] . On condition that the adjoint equations with their corresponding boundary conditions are solved, the variation of the cost function in Eq. (7) will then be left with only the part due to the geometry, i.e.,
where the subscript IOP denotes the inlet, the outlet, and the periodic boundaries; δC g denotes the geometric variation term of the given scalar function; and
In this paper, the viscous terms of the adjoint equations are derived under the assumption that the variations of the eddy viscosity μ and thermal conductivity coefficients k can be neglected within each design cycle. This may result in slight errors in the computed gradient value if μ and k vary significantly from the changes in the design parameters. Notice, however, that μ and k values are allowed to change as the flow is updated between design cycles. When the design approaches the optimal, we anticipate the flow to be relatively well behaved, and thus away from conditions with significant separation and strong shocks. Under such conditions, variations of the turbulent eddy viscosity and heat conductivity coefficient should not be large to the changes of the design. Thus, the errors due to the assumption of temporary freeze of μ and k within each design cycle are expected to decrease as one approaches the optimized (opt) solution. A quantitative assessment of this assumption remains to be investigated in the future.
III. Design Optimization Problem
Optimization is performed relative to the reference (ref) design geometry. The inlet and outlet boundary conditions are not changed from the base design. The optimization seeks to minimize the entropy production through the blade row. The cost function is defined as a combination of entropy production per unit mass flow and a penalty function being used to enforce an averaged total flow turning. Thus, we choose
where s gen and β are entropy production per unit mass flow rate and the mass-averaged flow turning, respectively:
where s is the entropy production; β 0 is the mass-averaged flow turning of the reference blade, and is here selected as the target; and β is the flow turning on each cell face at the exit, which is computed as the inverse tangent of the tangential velocity to the axial velocity. A proper value of the coefficient Λ in front of the penalty function must be selected to enforce the exit flow turning constraint. The boundary conditions of the adjoint equation coupled with the presented cost function are given in Appendix A.
We seek reduction in the total loss represented by the entropy production by contouring the endwall profiles of the reference blade. This approach can support significant gain in the reduction of secondary loss, whereas the improvement of profile loss might be small or unchanged, since the blade profile is fixed.
Perturbations are added to the base endwall contours in the form of a Fourier summation of four harmonics in the pitchwise direction, on top of which eight bump functions [40] are uniformly distributed in the axial direction from about 10% axial chord upstream of the leading edge to about 50% axial chord downstream of the trailing edge:
where s p is the pitchwise displacement; s 0 is the local pitch; V 1ij , V 2ij , and V 3i are design parameters, and there are a total of 72 design parameters in the design; b i x are the bump functions; gx is a blending function defined as
AIAA Early Edition / LUO, LIU, AND MCBEAN and x LE and x TE denote the locations of leading edge and trailing edge, respectively. The parameterization method, as shown by Eq. (12) , allows the interfaces between the blade surfaces and the endwalls to be almost freely modified in the spanwise direction. The use of a combination of the harmonic functions and bump functions is to provide a wider spectrum of representation of the geometric design space by combining the global and local natures of the harmonic and bump functions, respectively. The geometrical periodicity on the periodic boundaries is strictly enforced through the blending function. As presented in a previous publication [24] , the optimization chain starts by imposing a small perturbation on each of the design parameters. The endwall profiles can be updated by Eq. (12), and then the mesh deformation can be achieved by a finite difference method. On obtaining the flow solutions and the adjoint solutions, the adjoint gradient can then be calculated by Eq. (8) . A simple steepest descent method is used as the optimization method, in which the variation of each design parameter is determined in the opposite direction of the adjoint gradient by using an appropriate step, which is usually determined by trial and error. Then, the endwall profiles are updated by Eq. (12) for the next design cycle.
IV. Wall Function and Grid-Independence Study

A. Wall Function
In turbulent flow, the shear stress on a solid wall can be accurately resolved by a finite difference method if the grid has sufficient resolution of the boundary layer and the first grid point away from the wall is within y < 1. This demands a mesh with a large number of cells, and thus large computational resources. In a design optimization study, the flow solver is executed repeatedly to evaluate the cost function and the gradient information needed for the optimization. Therefore, any savings in computational time spent on the flow solver is important. The use of a properly formulated wall function allows us to accurately obtain the wall skin friction and heat transfer rate on coarse meshes without fully resolving the turbulent velocity and temperature profiles. A good wall function method should show little dependence on the wall distance of the first grid point within a range.
Most of the early wall functions were developed based on the "law of the wall" [41, 42] , which accounts for the flow structure in the logarithmic layer. However, the entire boundary in a fully turbulent flow can be subdivided into three parts: a viscous sublayer, a buffer layer, and a logarithmic layer. In using the early wall function methods, the first grid point away from the solid wall must be placed in the logarithmic layer, which cannot be guaranteed in complex flows. To overcome such drawbacks, wall functions that account for the entire boundary layer are needed. Kalitzin et al. [43] proposed a generalized wall function via tables for the velocity distribution in a boundary layer. Knopp et al. [44] developed another wall function via a near-wall grid adaptation technique.
In the present paper, a wall function method for the velocity and turbulence model equations is proposed and implemented. The details of the formulation are presented in Appendix B. To validate the wall function approach, a flat-plate flow with Re 7.8 × 10 6 and Mach 0.3 is investigated by using Menter's shear-stress transport (SST) k-ω turbulence model [45] . The flow calculations are performed on four different grids: Grid 1, Grid 2, Grid 3, and Grid 4 with 32, 64, 128, and 256 grid points in the normal direction, respectively. The first grid point away from the wall of Grid 4 satisfies y < 1.0; hence, the solution on Grid 4 without the application of any wall function is regarded as the "exact" solution. Figures 1-3 present the flow quantities of computed solutions. The symbols marked with the "wall" subscript are those computed with the wall function. As the grid density increases, the results on the sequence of grids converge to that on Grid 4, which matches Spalding's velocity profile [46] well. On the coarse grids, Grid 1 through Grid 3, the solutions without wall function show significant deviations because the first grid point away from the wall is outside the viscous sublayer. With the use of the proposed wall function, the wall shear stress, velocity profile, and turbulent eddy viscosity profiles are all well captured and closely match those on the finest grid, even though the first grid point falls outside the viscous sublayer.
The wall function is based on the semi-empirical law of the wall of the turbulent velocity profile over a flat plate. It is therefore most appropriate to validate our computational results against the exact law of the wall for the flat plate. Use of the wall function is extended to other general wall-bounded turbulent boundary layers, but no such exact velocity profiles are available for comparison. Therefore, in the next subsection, we validate our computations of general cascade flows by refining the grid to include solutions on grids of which the y of the first grid point is less than one when, at that grid level, it is generally accepted that no wall function is needed.
B. Grid-Independence Study on the Secondary Flow of a Turbine Blade Row
The test case for design optimization in the present study is the subsonic linear cascade investigated experimentally by Perdichizzi and Dossena [30] . The isentropic exit Mach number is 0.7. Following the experiments investigated by Perdichizzi and Dossena [30] , a uniform spanwise distribution of flow angle is specified at the entrance and a nonuniform distribution of total pressure is introduced to represent the influence of upstream blade rows. The geometric data of the blade were given in the paper by Perdichizzi and Dossena [30] .
The flow solution is calculated with Menter's SST k-ω turbulence model coupled with a third-order Roe scheme. As shown in Perdichizzi's paper [29] , the local kinetic energy loss coefficient at the cell y; z can be defined as ζy; z p sy;z ∕p t2y;z γ−1∕γ − p sy;z ∕p t1y;z γ−1∕γ
where the subscript MS denotes midspan; p t1 and p t2 denote the total pressure at inlet and exit, respectively; p s denotes static pressure at exit; and the bar indicates mass averaging. The secondary loss in the spanwise direction is defined as the difference between the massaveraged kinetic energy loss on each blade section and that on the midspan.
Eight different grids numbered from 1 to 8 are studied. Twodimensional flow calculations without any wall function are performed on the first five grids to obtain grid-independent solutions in the axial and pitchwise directions. The grid densities and the corresponding flow solutions are shown in Table 1 , where p t and p 0 denote the massaveraged total pressure at the outlet and the maximum total pressure at the inlet, respectively; and ζ p denotes the profile loss defined as the mass-averaged kinetic energy loss at the midspan. The flow solutions on Grids 2, 3, 4, and 5 are very close, although quite different from that on Grid 1. On the conservative side, Grid 4 with 160 cells in the axial direction and 48 cells in the pitchwise direction is determined to support the two-dimensional grid-independent solutions.
After achieving grid convergence in the axial and pitchwise directions, three-dimensional flow calculations are performed on the latter three grids to obtain grid-independent solutions in the spanwise direction. The grid densities and the corresponding flow solutions of the three-dimensional grids are shown in Table 2 . The total loss and the secondary loss are denoted by ζ t and ζ s , respectively. With the wall function, the solutions on the rather coarse grid (Grid 6) approach those on the finest grid (Grid 8). Figure 4 shows the pitchwise mass-averaged secondary loss distributions along the span at two different axial locations: the trailing edge and the measurement plane in the experiments. The secondary loss distributions exhibit a loss peak around 16 and 22% spans at the trailing edge and the measurement plane, respectively. The high flow loss is contributed by the secondary flow in the passage. The secondary loss distribution on the fine grid (Grid 8) matches well with the experiment. Those on Grid 6 show noticeable and significant discrepancies. Through the use of the proposed wall function, however, solutions on both Grid 6 and Grid 7 approach those on Grid 8. Figure 5 shows the axial variation of the circumferentially averaged total pressure ratio from the inlet to the exit of the blade row. The solutions demonstrate similar convergence on Grid 6 and Grid 7 with the use of the wall function.
The computations on the eight grids demonstrate an acceptable level of grid convergence in all the axial, pitchwise, and spanwise directions on Grid 6 and Grid 7 with the wall function. The optimization studies in the following part of the present study are performed on Grid 6 with the wall function in order to save computer time. 
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C. Grid-Independence Study on Adjoint Gradient
Grid independence of the flow solutions was previously determined by using the empirical wall function for the flow variables in a turbulent boundary layer. A similar "wall function" approach for the adjoint equations has been proposed in the turbulent flow modeled through the k-ϵ turbulence model [47] . Such an approach has not been implemented. Instead, we resort here to direct grid refinement without use of a wall function to demonstrate grid independence of the solution of the adjoint equations by comparing the computed gradients.
With the cost function given by Eq. (10), the gradients computed by the adjoint method on Grids 6, 7, and 8, and those by the finite difference method on Grid 6, are calculated at the first design cycle. The wall function for the flow equations is used on Grid 6 and Grid 7. Figure 6 presents the gradients of the bump functions combined with the first sine harmonic, i.e., j 1 in Eq. (12) . In this picture, FDM and AD represent the finite difference method and the adjoint method, respectively. As the resolution of Grid 7 and Grid 8 is high enough, the corresponding adjoint gradients almost overlap and agree well with those by the finite difference method. These results demonstrate grid independence of the solution of the adjoint equations without the need of the use of a wall function.
V. Optimization Through Endwall Contouring
Much research has shown that the secondary loss contributes a considerable part to the total loss of low-aspect-ratio blades, and contouring the endwall profile is effective in reducing the secondary loss [22, 31, 38] . The basic idea is to modify the pressure gradient in the pitchwise direction, as was presented by Sonoda et al. [6] and Dossena et al. [31] . This design case focuses on contouring the endwall profiles of both the hub and the casing. The coefficient of the penalty function Λ used in Eq. (10) is set to 2.0 in the following studies. Table 3 shows the computed total pressure ratio, the adiabatic efficiency, the flow turning, and the normalized mass flow rate at the outlet of the reference blade. The mass flow rate is normalized by that of the reference blade. Within 33 design cycles, the total pressure ratio increases by about 0.20% and the adiabatic efficiency increases by about 0.61%. The definition of the adiabatic efficiency of the turbine stator used in the present study is given as
where p t and p s denote the mass-averaged total pressure and massaveraged static pressure, respectively; the subscripts 1 and 2 represent the inlet and the outlet of the blade row, respectively. Figure 7 shows the convergence history of the entropy production per unit mass flow rate normalized by that of the reference blade, and the exit flow angle versus design cycles. The exit flow angle fluctuates around the reference value with deviations no greater than 0.04 deg, demonstrating the effectiveness of the penalty function approach in enforcing the fixed flow turning constraint. Figure 8 shows the total pressure ratio and adiabatic efficiency distributions in the spanwise direction for both the reference and the optimized blades at the outlet plane. The total pressure ratio and efficiency of the optimized blade increase at the spanwise locations from hub to 8% and from 20 to 40% of the blade height. Notice that the total pressure ratio of the optimized blade remains nearly the same at the midspan. This implies that the profile loss is nearly the same as that of the reference blade row. Figure 9 shows the exit flow angle and swirling angle distributions along the span at the outlet plane. The exit flow angle increases from 15 to 30% of the blade height and near the hub but decreases around the midspan to maintain an unchanged averaged exit flow angle. The swirling angle defined as the difference between the circumferentially mass-averaged flow turning on each blade section and that at the midspan can be used to represent the deviation of the crossflow away from the main flow. In this figure, the swirling angle distribution exhibits an increase near the endwalls and from 15 to 40% of the blade height away from the endwalls, and it remains more or less unchanged for the rest of the blade height. Figure 10 shows the three-dimensional contoured endwall profile of the hub, where the left picture is viewed from the outlet and the right one is viewed from the inlet. Figure 11 shows the modified endwall profile on five different specified pitchwise locations. The J 01 line corresponds to the pressure surface, whereas the J 49 line corresponds to the suction surface of the blade. The other grid lines are distributed in the flow passage between the pressure and the suction surfaces. The endwall profile is contoured to result in a convex bump near the blade pressure surface and a concave expansion near the blade suction surface. In a subsonic blade row, such a modification of the endwall profile accelerates the flow near the pressure surface and decelerates the flow near the suction surface, which favors reducing the cross-passage pressure gradient. AIAA Early Edition / LUO, LIU, AND MCBEAN Figure 12 shows the distributions of static pressure ratio near the blade surfaces. The pressure on the hub near the pressure surface of the optimized blade keeps almost unchanged, whereas that on the suction surface significantly increases compared with that of the reference blade. Thus, the cross-passage pressure difference is significantly decreased from about 20% to the trailing edge. The influence of the contoured endwalls weakens as one moves toward the midspan. The loading at 5% span of the optimized blade is closer to that of the reference blade.
The decrease of entropy production per unit mass flow rate indicates that the performance of the turbine blade is improved and the secondary flow through the subsonic blade row is effectively suppressed by contouring the endwall profiles. Secondary kinetic energy (SKE) defined as
2is;MS (16) by Perdichizzi [29] is introduced to reflect the strength of secondary flow in turbomachinery studies. In Eq. (16), v s and w s denote the secondary velocity components and q 2is;MS denotes the isentropic speed determined by the isentropic Mach number and sound speed at the midspan of the outlet. The secondary velocity can be defined as the projection of the flow velocity onto the plane normal to the massaveraged flow.
To visualize the development of the secondary flow for both the reference and the optimized blades, the contours of streamwise vorticity and SKE on planes normal to the local axial flow direction located at three different axial locations are examined. Figure 13 presents the contours of vorticity and SKE in the planes located at 60% axial chord. P.S. and S.S. in the figures denote the pressure and the suction sides, respectively. The positive vorticity identifies the passage vortex, the strength of which decreases for the optimized blade compared to that of the reference blade passage. The peak of the SKE shows a similar decrease. From the results listed in Table 4 , where c represents the chord, the secondary loss is reduced by about 6.3% for the optimized blade. Figure 14 presents the contours of vorticity and SKE in the planes located at the trailing edge. The secondary flow is fully developed at this location. Compared with Fig. 13 , the passage vortex identified by the positive vorticity in Fig. 14 stretches in the crossflow direction. For the optimized blade, the passage vortex is less stretched and its strength and size are reduced. The vortex located above the passage vortex identified by a negative vorticity is known as the wall-induced vortex [48] . Through endwall contouring, the strength and size of the wall-induced vortex are significantly reduced. The peak value of the SKE for the optimized blade is much less, which indicates that the secondary flow is confined for the optimized blade. As shown in Table 4 , the secondary loss of the optimized blade decreases by about 36.4%. Figure 15 presents the contours of vorticity and SKE in the planes located at 150% axial chord, which is the measurement location in the experiment. Since it is far away from the trailing edge, the secondary kinetic energy has been considerably dissipated at this location. The vortices move toward the midspan with increased stretching. Through endwall contouring, the strength and size of the wallinduced vortex are significantly reduced, whereas the passage vortex keeps almost the same with a slight increment of SKE comparing with those of the reference blade. At the measurement location, the secondary loss decreases by about 24.3%, as shown in Table 4 . Table 5 presents the total loss at the selected three different axial locations. The reduction of the total loss, which consists of mainly profile loss and secondary loss, at all of the three locations show that the contoured endwall profiles can effectively reduce the secondary flow with fixed averaged flow turning while having almost no effect on the profile loss. Figures 16 and 17 show the spanwise distributions of the SKE and secondary loss at two different axial locations, where 100% corresponds to the trailing edge and 150% corresponds to the measurement plane. The experimental data available at the 150% axial location are from [30] . The secondary kinetic energy significantly decreases from the trailing edge to the measurement plane due to dissipation. For the optimized blade, the secondary kinetic energy is slightly higher than that of the reference blade near the endwall but lower in the rest of the blade span. However, compared with the reference blade, the secondary loss is reduced in almost the whole span of the optimized blade, even near the endwall.
The performance disagreements between the secondary kinetic energy and secondary flow loss were reported by Langston [49] and Hartland et al. [50] . They attributed this unreliable correlation to an inadequate turbulence model and stated that the secondary kinetic energy could not be sufficiently translated into accurate losses. Corral and Gisbert [22] performed a design optimization by selecting the SKE as the design objective. The secondary kinetic energy was significantly reduced, whereas the total pressure was only slightly improved in the design. Taylor [51] and Denton [52] addressed the general means to calculate the flow loss, and Denton favored the use of entropy to measure flow losses. In the present study, the more direct and important measure, i.e., the entropy production, is selected as the design objective. Table 6 shows that both the total pressure and the secondary kinetic energy are significantly improved. The secondary kinetic energy listed in Table 6 is normalized by that of the reference blade at the measurement plane.
The aforementioned optimization is performed on the relative coarse grid 6 described in Sec. IV.B based on the grid-independence study performed on the original blade. To further verify the improved performance, computations are performed of the optimized blade on two additional refined grids, i.e., Grid 7 and Grid 8 of Sec. IV.B. Figure 18 presents the spanwise distributions of secondary loss of the reference and the optimized blades. The wall function method is used on Grid 6 and Grid 7 of the optimized blade. Compared with the reference blade, the secondary loss of the optimized blade is effectively reduced and the passage vortex locates closer to the endwalls, even on the finest grid. The total pressure ratio of the optimized blade obtained from Grid 6, Grid 7, and Grid 8 is 0.9807, 0.9799, and 0.9796, respectively, whereas the total pressure ratio of the reference blade is 0.9787, 0.9782, and 0.9783, respectively, as shown in Table 2 . The results demonstrate sufficient grid independence and consistent improvement over the reference blade on all grids.
The aforementioned design optimization is performed at the design condition. The performance of the optimized blade must be checked at off-design conditions. Perdichizzi [29] and Perdichizzi and Dossena [30] showed that different inlet boundary conditions can Fig. 18 Spanwise secondary loss distributions of the reference and the optimized blades on different grids.
significantly influence the secondary loss. Hereby, a series of computations are performed for both the reference and the optimized blades. Figure 19 shows the performance of the blades with different exit isentropic Mach numbers and different incidence angles. The total loss and the secondary loss of the blades decrease as the outlet isentropic Mach number increases. On the other hand, they increase with increasing incidence angle. Increase of the exit isentropic Mach number signifies an increase in Reynolds number. As the Reynolds number increases, the thickness of the boundary layer and the skin friction decrease, which leads to decreased profile loss. In the meantime, the position of the passage vortex is closer to the endwalls, which leads to reduced secondary loss. As the incidence angle increases, the pressure gradient in the pitchwise direction increases, which subsequently increases the secondary loss. The behavior of the optimized blade follows the same trends.
But, compared with the reference blade, the total loss and the secondary loss of the optimized blade are reduced at all of the offdesign conditions. Although these data are obtained with only one given inlet profile of total pressure and without the consideration of validation in inlet flow directions and leakage flow, we expect the optimized blade to outperform the original design within a reasonable range of flow conditions, demonstrating the usefulness of the proposed viscous adjoint optimization method and the effectiveness of endwall contouring in reducing the secondary flow loss.
VI. Conclusions
A continuous adjoint method based on the Navier-Stokes equations is presented for the aerodynamic design optimization of turbomachinery blade rows. At each design cycle, gradient information of the cost function is obtained by solving the NavierStokes equations and their corresponding adjoint equations only once, independent of the number of design parameters. The steepest descent method using the gradient obtained by the adjoint method is used to perform the optimization. A generalized wall function method independent of the location of the first grid point is implemented for the Navier-Stokes equations and Menter's SST k-ω turbulence equations in order to relieve the stringent grid requirement near walls. The flow solver with the use of the wall function is validated through the turbulent flow over a flat plate and through the flow of the linear cascade under consideration for the optimization by comparing the computed profile and secondary losses with measured data from experiments and the solutions on successively finer grids with and without the wall function.
The design optimization is performed with the objective of minimizing entropy production through the blade row while maintaining a fixed mass-averaged turning angle. The design optimization through endwall contouring is studied for this blade row. The influence of contoured endwall profiles on the reduction of secondary loss and secondary kinetic energy has been presented and analyzed. The reduction of secondary loss is due to the decreased pressure gradient in the pitchwise direction.
The performance of the blade optimized at the design condition is also computed and compared with that of the original blade at a series of off-design conditions. The optimized blade passage shows superior performance at both the design and the off-design conditions. By selecting the entropy production at the outlet as the design objective, not only the flow loss but the secondary kinetic energy can be reduced. 
A1 Adjoint Equation
The pseudo-unsteady form of the adjoint equations corresponding to the Navier-Stokes equations is
where A i are the Jacobian matrices, Y LΨ, and L is the primitive adjoint operator. As the variation of shear stress depends on the velocity gradient ∂u i ∕∂x j , the conservative variables w needed to be transformed into primitive variables w, and M is defined as the transformation matrix, which satisfies 
A2 Inlet and Outlet Boundary Conditions of the Adjoint Equation
The cost function and the boundary conditions at the inlet and the outlet are the same as those in [26] . The first adjoint variable ψ is determined by a simple interpolation/ extrapolation approach.
A3 Viscous Wall Boundary Conditions
