We develop the cavity method for the spherical Sherrington-Kirkpatrick model at high temperature and small external field. As one application, we carry out the second moment computations for the overlap and the magnetization.
Introduction.
We consider a spherical SK model with the classical SK Hamiltonian
where β > 0 is the inverse temperature, (g ij ) are i.i.d. Gaussian and spin configuration σ ∈ S N -a sphere of radius √ N in R N centered at 0, i.e. |σ| = √ N. This model was studied in [1] and rigorously in [4] where the limit of the free energy
was computed for arbitrary inverse temperature β > 0 and external field h ∈ R. Here λ N denotes the uniform probability measure on S N . In fact, the results in [4] were derived for a more general multi-p spin Hamiltonian and when applied to the case of (1.1) these results yield the following picture. First of all, let us note that the covariance i is the overlap of two configurations σ 1 and σ 2 and where we introduced the function ξ(x) = β 2 x 2 . We will not repeat the definition of the general Parisi formula for the limit of the free energy in [4] but only mention that in the case of the Hamiltonian (1.1) due to Proposition 2.2. in [4] The critical point equation for the infimum on the right hand side is
(
1.4)
It is easy to check that when h = 0 the infimum above is achieved at q = 0 for β ≤ 1 and at q = 1 − β −1 for β ≥ 1. When h = 0, the infimum is achieved at the unique solution of (1.4) in [0, 1] . Theorem 1.2 in [4] suggests that the distribution of the overlap R 1,2 with respect to the Gibbs measure is concentrated at this unique q for h = 0, it is concentrated at 0 for h = 0 and β ≤ 1, and it is symmetric concentrated at ±q = ±(1 − β −1 ) when h = 0 and β > 1 (due to the symmetry of the model). In this paper we will consider only the case h = 0 since our main results can be derived much easier for the case h = 0, using the so-called second moment method. In the case h = 0, as we mentioned above, the overlap is concentrated near the unique solution q of (1.4) and, by analogy with the Ising SK model when the spins take only two values ±1 (see Chapter 2 of [3] ) one would expect that the distribution of √ N (R 1,2 − q) converges to some Gaussian distribution. The approach to proving such result in [3] was based on the cavity method and the main goal of the present paper is to develop the analogue of the cavity method for the spherical SK model. As we shall see, the cavity method in the spherical method will be much more involved due to the fact that the measure λ N on the sphere S N is not a product measure and, as a result, it takes much effort to decouple one coordinate from the others. The cavity computations will also be more involved and instead of proving the central limit theorem for the overlap we will only carry out the second moment computations for √ N(R 1,2 − q) (and other related quantities) analogous to the computations of the Section 2.6 in [3] . We believe that pushing the techniques presented in this paper one can prove the central limit theorems as well.
The rest of the paper is organized as follows. The main object of the paper -the cavity method -is presented in the next section where we introduce the interpolating Hamiltonian and state some of the properties that one expects from this interpolation, namely, control of the derivative and the way to compute certain moments at the end of the interpolation. In Section 3 we describe one application of the cavity method -the so called second moment computations, which constitute the first (and main) step toward proving the central limit theorems for the overlap and magnetization. Most of the technical proofs are carried out in Sections 5 and 6.
Cavity method.
From now on we assume that h = 0 and q is the unique solution of (1.4) in [0, 1] . Given a configuration σ ∈ S N , we will denote ε = σ N and for i ≤ N − 1 denotê
where (ĝ ij ) are i.i.d. Gaussian independent of (g ij ). Clearly,
2)
i . We define the central object in the cavity method, the interpolating Hamiltonian
where z is a Gaussian r.v. independent of (g ij ) and (ĝ ij ) and
H t (σ) interpolates between the original Hamiltonian with external field that appears in (1.2) for t = 1, H 1 (σ) = H N (σ) + h i≤N σ i , and the cavity Hamiltonian for t = 0
where we introduced the notation
It will gradually become clear why this interpolation achieves what is expected from the cavity method but, as we mentioned above, the main reason why it is more complicated then the cavity method in the Ising SK model is that the uniform measure λ N on S N is not a product measure and it takes some effort to decouple the last coordinate ε = σ N from the rest of the coordinates. This is also why in (2.5) the terms that do not depend on ε depend on the rest of the coordinates only throughσ ∈ S N −1 , so that the integration over S N can be represented, for proper choices of functions, as the integration over ε and integration over σ ∈ S N −1 .
and, for a function f : S n N → R, define the Gibbs average of f with respect to the Hamiltonian (2.3) by
and let ν t (t) = E f t . For q in (1.4) we define
Also, byR we will denote (N − 1)
i≤N −1σ i . The following Theorem holds.
This finishes the proof of Theorem 1.
The goal of the above interpolation is to relate ν(f ) to ν 0 (f ) because for proper choices of the function f one can compute (or accurately estimate) ν 0 (f ) due to the special form of the Hamiltonian (2.5) at t = 0. Therefore, in order for this interpolation to make sense, the derivative (2.9) should be small which is, indeed, the case as implied by the following two results.
Theorem 2 If β and h are small enough, we can find a constant L > 0 such that
Theorem 3 If β and h are small enough then for any K > 0 we can find L > 0 such that
18)
We will prove Theorem 2 in Section 4 and Theorem 3 in Section 5. It is rather clear that they will provide the necessary control of each term in the derivative (2.9), which will be demonstrated in the next section. Next we will explain what happens at the end of the interpolation at t = 0. Let us start by writing the integration over S N as a double integral over ε and (σ 1 , . . . , σ N −1 ). Let λ Then, (2.20) where
as can be seen by taking f = 1. In particular, if
Since the Hamiltonian (2.5) decomposed into the sum of terms that depend only on ε or only onσ, (2.21) implies that
where
23)
and
24)
Using (2.22), (2.23), we will be able to compute the moments ν 0 (ε k 1 1 . . . ε kn n ) for integer k i ≥ 0, which is an important part of the second moment computations and of the cavity method in general. This is done as follows. Let us recall (2.4), (2.6) and define γ 0 = 1, γ 1 = a/(b + 1) and, recursively, for k ≥ 2
The following Theorem holds.
Theorem 4 For small enough β > 0,
where a constant L is independent of N.
This Theorem will be proved in Section 4 below.
3 Second moment computations.
Let us introduce the following seven functions
and let v N = (ν(f 1 ), . . . , ν(f 7 )). In this section we will compute a vector Nv N up to the terms of order o(1). As we mentioned above, it is likely that with more effort one can prove the central limit theorem for the joint distribution of
so the computation of this section identifies the covariance matrix of the limiting Gaussian distribution. To describe our main result let us first summarize several computations based on Theorem 4. The definition (2.25) implies that
The definition (2.4) and (1.4) imply that
Therefore,
3)
where we used (1.4) again, and
For simplicity of notations let us write
Then it is trivial to check that Theorem 4 and (3.2) -(3.6) imply the following relations:
Let us recall the definitions
Using relations (3.7) it is now straightforward to compute the following nine quantities
Let us define a 7×7 matrix M that consists of four blocks
where O 1 is a 3×2 matrix and O 2 is a 4×3 matrix both entirely consisting of zeros,
Finally, we define a vector v = (v 1 , . . . , v 7 ) by
We are now ready to formulate the main result of this section.
Theorem 5 For small enough β and h we have
Here v T denotes the transpose of vector v. Notice that each entry in the matrix M has either a factor of β 2 or h and, therefore, for small enough β and h the matrix (I − M) will be invertible, in which case Theorem 5 implies
In the remainder of this section we will prove Theorem 5.
For each function f l in (3.1), we will definef l by replacing each occurrence of R byR, i.e.
As in the classical cavity method in [3] , the reason to introduce these functions is because, first of all, by symmetry
and, second of all, emphasizing the last coordinate in f ′ l is perfectly suited for the application of the cavity method. As above, for each function f ′ l we will definef ′ l by replacing each occurrence of R byR, i.e.f
To simplify the notations we will write x ≈ y whenever
14)
The proof of Theorem 5 will be based on the following.
Theorem 6 For small enough β and h, for all l ≤ 7,
We will start with a couple of lemmas.
Proof. The derivative ν ′ t (f ) in (2.9) consists of a finite sum of terms of the type ν t (f p ε g) where p ε is some polynomial in the last coordinates (ε l ) and g is one of the following:
Theorem 2 and Chebyshev's inequality imply
and combining this with Theorem 3 yields that for any g in (3.17),
Therefore, one can control the derivative
and (3.16) follows by integration.
Lemma 2 For small enough β and h and all l ≤ N we have
Proof. We will only consider the case l = 1, f 1 = (R 1,2 − q) 2 , since other cases are similar. We have
where in the second line we used (3.18) and then (3.16). Since by (2.12)
squaring both sides and using (2.13) yields
by Theorems 2 and 3. Thus, (3.20) , implies the first part of (3.19). To prove the second part of (3.19) we notice that
by (2.12) and (2.13). Since each term in the derivatives ν
) will contain another factor from the list (3.17), Theorems 2 and 3 imply the result.
Proof of Theorem 6. We start by writing
If we can show that sup
and, thus, ν(f
, then Lemma 2 and (3.13) will imply
which is precisely the statement of Theorem 6. To prove (3.22) we note that by (2.9) the second derivative ν ′′ t (f ′ l ) will consist of the finite sum of terms of the type f ′ l p ε g 1 g 2 where g 1 , g 2 are from the list (3.17). Clearly,
and since each f ′ l contain another small factor (R l,l ′ − q) or (R l − r), Theorems 2 and 3 imply (3.22).
We are now ready to prove Theorem 5. Proof of Theorem 5. Let us first note that ν 0 (f l ) is define exactly the same way as ν(f l ) for N − 1 instead of N. In other words,
and, therefore, it is enough to prove that
Replacing 1/N by 1/(N − 1) on the right hand side is not necessary since the difference is of order N −2 . Each equation in the system of equations (3.23) will follow from the corresponding equation (3.15) . Namely, we will show that
However, since the definition (3.14)
means that the error in each equation is of order o(N −1 + ν 0 (f 1 ) + ν 0 (f 6 )), this system of equation can be rewritten as
where the matrix E N is such that E N = o(1). Therefore, whenever the matrix I − M is invertible (for example, for small β and h) we have for N large enough
Hence, to finish the proof we need to show (3.24). We will only carry out the computations for l = 1 since all other cases are similar. Let us start by proving that ν 0 (ε 1 ε 2 −q)(R 1,2 −q) ≈ v 1 . Using (3.21) and (2.22), we write
Using (2.13), one can bound the last term by
by Theorems 2 and 3. The term
by Theorem 3 and the second relation in (3.7), i.e. ν 0 (ε 1 ε 2 − q) ∼ 0. Finally, we use
by symmetry and, therefore,
by using (3.7) and comparing with the definition of v 1 in (3.10). Next, we need to show the second part of (3.24) for l = 1, i.e.
We use (2.9) for n = 2 to write ν
where in second to last line we used (3.8) and the last line follows by comparison with the definition of M in (3.9). Finally, since clearly ν 0 (f In this section we will prove Theorems 2 and 4. We start with the following.
Lemma 3 If c 0 < 1 then for β small enough,
Proof. By (2.22) and using 1 − x ≤ exp(−x), exp c 0 ε
since for c 0 < 1 we have b + 1 − 3N −1 − c 0 > 0 for large enough N. On the other hand, one can show that
Indeed, using that 1 − x ≥ exp(−Lx) for x ≤ 1/2,
When |a| ≤ L √ N + 1, this implies that Z 1 ≥ 1/L. Otherwise, say, when a ≥ L √ N + 1, we can use the well known estimates for the Gaussian tail to write
which proves (4.2). Finally, (4.1) and (4.2) imply that
if β is small enough, Lβ 2 2q < 1/2.
We are now ready to prove Theorem 2. Proof of Theorem 2. Let us apply (2.9) to f = ε 2k for integer k ≥ 1. Since factors a l and a l,l ′ are second degree polynomials in the last coordinates and |R l,l ′ −q| ≤ L, |R l −r| ≤ L we can bound the derivative by
Since ε 2 l ≤ N, for a polynomial p(ε 1 , ε 2 , ε 3 ) of the fourth degree we have 1
Using this, we can write
If we take c 0 < 1 and let
Integrating this over t yields
for small enough β, by Lemma 3. If β 2 + h is small enough then c(t) > c 0 /2 and this finishes the proof of Theorem 2.
Proof of Theorem 4 Let us denote
Then, using (2.22) as in (4.1), we can write
by integration by parts. Moving the last integral to the left hand side of the equation,
If we rewrite
Dividing both sides by Z 1 gives
where we denoted S k = ε k 0 and where
Comparing (4.5) with (2.25), it should be obvious that S k = γ k +r k , wherer k is a polynomial in a and (r l ) l≤k where each term contains a least one factor r l . Therefore,
where r is a polynomial in a and (r l ) l≤k 0 for k 0 = max(k 1 , . . . , k n ) and each term contains at least one factor r l . Therefore, each term in r will have at least one factor 1/N and if we can show that for any k, m > 0
then, by Hölder's inequality, E|r| ≤ L/N and this finishes the proof of Theorem 4. To prove (4.6), we write that for any polynomial p(ε), by (2.22),
Repeating the argument of Lemma 3 one can show that for small enough β > 0 the right hand side is bounded by some L > 0 which proves (4.6).
Control of the overlap and the magnetization.
We finally turn to the proof of Theorem 3. We will start the following result. Given a set A ⊆ S n N −1 , let us denote
Then the following Lemma holds.
Lemma 4 If A ⊆ S
n N −1 is symmetric with respect to the permutation of the coordinates, then for small enough β and h,
We will apply (5.1) to the sets of the type
and Lemma 4 states that their Gibbs measure does not change much, in some sense, along the interpolation (2.3).
Proof of Lemma 4. For a set A ⊂ S n N −1 , let us consider
and Lemma 4 follows from the following.
Lemma 5
For small enough β and h we have
If we denote
then integration by part as in Theorem 1 gives,
The Gibbs average in the last term is defined on two copies (σ 1 , . . . , σ 2 ) and (σ n+1 , . . . , σ 2n ). Since
where in the last inequality we used the fact that E ε 2 l t,A does not depend on l due to the symmetry of A. One can now repeat the proof of Theorem 2 to obtain the analogue of (4.3): To apply Lemma 4 to the sets of the type (5.2), we need to control N −1 E log I A 0 . Let us notice that I A 0 for the sets in (5.2) is defined exactly in the same way as I A (i.e. for t = 1) for the sets of the type
only for N − 1 instead of N. Therefore, for simplicity of notations, we will show how to control N −1 E log I A for A in (5.7) and then apply it to (5.2).
Forq ∈ [0, 1] consider a Hamiltonian where the right hand side depends onq through (5.8). We will show that a solution exists and is close to q. Givenq that satisfies (5.9) we definē
Lemma 6 For small enough β, h there exists a solution of (5.9) such that
We will also prove the following.
Lemma 7 For small enough β we can find α > 0 such that forq,r as in Lemma 6,
Before we prove Lemmas 6 and 7, let us first show how they together with Lemma 4 imply Theorem 3.
Proof of Theorem 3. Lemma 7 implies that
Using this for N − 1 instead of N yields
and by Lemma 4 1
Gaussian concentration of measure (as in Corollary 2.2.5 in [3] ) implies that
. with probability at least 1
by choosing L in the definition of x sufficiently large. Therefore, with probability at least 1 − LN −K ,
and, thus,
and this proves the first part of Theorem 3. The second part is proved similarly.
Proof of Lemma 6. If we denote
If O is an orthogonal transformation such that Ov = (0, . . . , 0, |v|) then making a change of variables σ
and by (2.21)
since the last integral is equal to zero by symmetry. Therefore,
and using (2.21) again
By making a change of variable ε = √ Nx we can rewrite the right hand side as
(5.14)
Let x 0 denotes the point where ϕ(x) achieves its maximum which satisfies
Since |ε|/ √ N ≤ 1 and |x 0 | ≤ 1,
For c in (5.14) and c ′ > 2h 2 ,
where L can be made arbitrarily large by increasing c ′ .
Let us now assume that the event {c ≤ c ′ } occurs. Then (5.15) implies that |x 0 | ≤ 1 − δ for some δ > 0 that depends on c ′ only. Let us define
for L large enough and write We have
2 for x ∈ Ω and, therefore,
On the other hand, by (5.18), ϕ(x) ≤ ϕ(x 0 ) − (x − x 0 ) 2 /2 and, thus,
where K can be made arbitrarily large by a proper choice of L in the definition of Ω. The denominator in (5.16) can be bounded from below by
Next, we write
We control IV by
To control III we use that for
We have
The lower bound can be carried out similarly and, thus,
Combining this with (5.16), (5.17), (5.19) and (5.21) proves
By (5.11), we proved that
If we denote It is easy to check that the first two derivatives of y(x) = 1/(1 + √ 1 + 4x) are bounded by an absolute constant for x ≥ 0 and, therefore,
Taking expectations proves that
If we denote or, equivalently,
Comparing with (1.4), it is now a simple exercise to show that |q − q| ≤ L log 2 N N and this proves the first part of Lemma 6. The computation ofr is slightly different. If
where O is the orthogonal transformation as above. Note that the last row of O is v/|v|. Next, we use (2.20) to write
and, therefore,
and making the change of variable ε = √ N x we get
exp Nϕ(x)dx.
Repeating the argument following to (5.22) one can now show that 
