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We present a mean field theory for excited states that is broadly analogous to ground state Hartree-
Fock theory. Like Hartree-Fock, our approach is deterministic, state-specific, applies a variational
principle to a minimally correlated ansatz, produces energy stationary points, relaxes the orbital
basis, has a Fock-build cost-scaling, and can serve as the foundation for correlation methods such
as perturbation theory and coupled cluster theory. To emphasize this last point, we pair our mean
field approach with an excited state analogue of second order Møller-Plesset theory and demonstrate
that in water, formaldehyde, neon, and stretched lithium fluoride, the resulting accuracy far exceeds
that of configuration interaction singles and rivals that of equation of motion coupled cluster.
In a nutshell, Hartree-Fock (HF) theory [1] applies
the ground state variational principle to a wave func-
tion ansatz that includes only those correlations that
are absolutely necessary to produce a qualitatively cor-
rect description of the electrons in a simple molecular
ground state. Indeed, HF theory’s Slater determinant
hews as closely as possible to a classical mean field state,
in which the particles would be completely uncorrelated,
while accommodating the Pauli correlations that must be
included when describing electrons. This simplicity keeps
HF theory (relatively) affordable as it proceeds to min-
imize its variational principle and make the energy sta-
tionary with respect to changes in the molecular orbital
basis. That HF theory has for decades been the central
platform on which high-accuracy weak correlation treat-
ments are built [2, 3] is a reminder of how valuable a qual-
itatively correct, minimally correlated wave function with
relaxed orbitals can be. For strongly correlated ground
states in which an unambiguous minimal active space ex-
ists, the story is much the same, but with complete active
space self consistent field (CASSCF) [4–7] and its descen-
dants [8–15] replacing HF theory as the basic platform
upon which weak correlation methods are built. [16–30]
In this paper, we develop an affordable mean field plat-
form for simple excited states while also providing an ini-
tial weak correlation treatment and a discussion of how
the approach can be generalized to strongly correlated
excitations.
Unlike the situation for ground states, even zeroth or-
der descriptions of most excited states require more than
Pauli correlations. For example, consider the open shell
singlet of a simple HOMO→LUMO excitation. In this
state, two opposite-spin electrons are strongly correlated
with each other so as not to occupy the same orbital
at the same time, implying that a minimally correlated
excited state ansatz must incorporate correlations not
present in a Slater determinant. An obvious candidate
for this job is a configuration interaction singles (CIS)
ansatz [31] which, to stay in line with ground state mean
field methods like HF and CASSCF, has had its energy
made stationary with respect to relaxations of the molec-
ular orbital basis. While this direction has of course
been explored before, previous approaches have tended
to approximate the orbital relaxation in order to sup-
press cost. [32–35] For example, Subotnik’s OO-CIS ap-
proach [32] achieves its efficiency by employing an incom-
plete and HF-approximated Newton-Raphson optimiza-
tion. Inspired by the need for fully-relaxed excited state
orbitals in situations like charge transfer and core spec-
troscopy, we seek here to achieve them at the same cost-
scaling as CIS by combining recent progress in excited
state variational principles [36–39] with a compound ap-
plication of automatic differentiation. To demonstrate
the efficacy of this approach as a mean field platform on
which to build excited state correlation methods, we use
it as the basis for an excited state analogue of second
order Møller-Plesset (MP2) theory. [3]
As we are looking to describe an excited state, mini-
mizing the energy
E =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉
(1)
in pursuit of the ground state variational principle will
not guarantee convergence to the desired state. Instead,
we will seek to minimize the Lagrangian
L =W + ~µ ·
∂E
∂~ν
(2)
in which the excited state variational principle [40]
W =
〈Ψ|(ω − Hˆ)2|Ψ〉
〈Ψ|Ψ〉
(3)
guarantees that a sufficiently flexible wave function will
converge to the exact (excited) energy eigenstate with en-
ergy closest to ω while the Lagrange multipliers ~µ guar-
antee that an energy stationary point with respect to
the wave function variables ~ν will be achieved even when
working with an approximate ansatz. While we could
have done without W if we merely wished to ensure an
energy stationary point was reached, its presence guaran-
tees that in the limit of a sufficiently flexible wave func-
tion, the global minimum of L will be the stationary point
2corresponding to the desired excited state. Although we
do not pursue it here, one can imagine augmenting W
with functions of the dipole moment or other observables
in order to differentiate between states that are energet-
ically degenerate.
To make the minimization of this Lagrangian afford-
able, we must deal both with the difficulty of the Hˆ2 term
and with the fact that derivatives of L with respect to
the variational parameters ~ν (e.g. the CI coefficients and
the orbital rotation variables) lead to second derivatives
of the energy. To avoid Hˆ2, we can resolve an identity in
the basis of Slater determinants
W =
1
〈Ψ|Ψ〉
∑
I
〈Ψ|(ω − Hˆ)|I〉〈I|(ω − Hˆ)|Ψ〉 (4)
and, following the approach of coupled cluster (CC) the-
ory, [2] make an approximation in which we restrict our
attention (and the range of the sum) to the most chem-
ically relevant corner of Hilbert space, in this case the
span of the closed shell “ground state” determinant and
the singles excitations. Note that W need not be evalu-
ated exactly for the theory to operate correctly, as its role
is merely to guide the optimization into the correct sta-
tionary point. So long asW provides a sufficiently strong
nudge to get us close, the Lagrange multiplier term in Eq.
(2) will ensure convergence to the stationary point. This
type of “nudged” convergence to a stationary point has
been seen before in the application of full configuration
interaction quantum Monte Carlo to excited states, [41]
where a heavily approximated projection operator that
could only serve to nudge the state propagation away
from the lower states was sufficient to converge the imag-
inary time evolution onto excited states. When an ap-
proximate nudge is insufficient, our formulation allows
for a systematic retreat to safety via increasingly accu-
rate evaluations of W , but we stress that in our initial
testing this has yet to prove necessary. Indeed, in all cases
tested so far, the even more aggressive approximation
W ≈ (ω − E)2 (5)
leads the minimization of L to converge on to the same
stationary point as when truncating the sum in Eq. (4). If
this equivalence is maintained after more extensive test-
ing in the future, there would be a strong simplicity ar-
gument in favor of employing Eq. (5).
Unlike the Hˆ2 terms, the challenge of second energy
derivatives can be overcome by a compound use of au-
tomatic differentiation (AD), [42] which ensures that all
of the derivatives of a many-input-single-output function
can be evaluated for a small constant multiple of the cost
of evaluating the function itself. As AD’s use in quan-
tum chemistry is still in its infancy, [43–45] let us briefly
explain the principles so that its usefulness for our pur-
poses is clear. First, consider that many complicated
functions, such as the CIS energy, can be written as a
TABLE I. Expressions for the derivatives of the four basic
arithmetic functions in terms of the (presumably stored) val-
ues of their inputs a and b and output f .
f(a, b) a+ b a− b ab a/b
∂f/∂a 1 1 b 1/b
∂f/∂b 1 −1 a −f/b
graph in which each node is one of the four basic binary
operations shown in Table I in which two input quantities
a and b go in and the output quantity f that comes out
may then become one of the inputs for one or more of
the other nodes in the graph. One can compute the over-
all function value g(~x) by traversing the graph, starting
from the dangling edges that are the inputs ~x and moving
forward through all the nodes until the final output g(~x)
is reached. Now, if one can afford to store the outputs of
each node in the graph, it becomes possible to evaluate
all of g’s first derivatives with respect to the elements
of ~x for a cost that is a small constant multiple of the
evaluation cost of g via a sort of reverse traversal of the
graph. [42] Crucially, if one considers a given node and
assumes that they already know the partial derivative of
g with respect to the output f of that node, then the
chain rule and the simple derivative formulas in Table I
ensure that the partial derivatives of g with respect to
the node’s inputs a and b can be evaluated via three or
fewer binary arithmetic operations. Starting at the final
node and working backwards, one finds that the number
of operations required to get all the derivatives of g with
respect to all the intermediates and all the elements of ~x
is not worse than four times the number of nodes in the
graph, and so the cost to get all the derivatives ∂g/∂~x is
a small constant multiple of the cost to evaluate g itself.
This approach, known as reverse accumulation, pro-
vides a straightforward if tedious recipe for constructing
a low cost implementation of analytic derivatives, and
we may for example apply it to the CIS energy E to ob-
tain an efficient function for the energy first derivatives
that appear in Eq. (2). Folding this logic over on itself,
we recognize that thanks to the dot product of these effi-
cient derivatives with ~µ, L itself can be implemented as a
many-input-single-output function of the variables ~ν and
~µ whose cost is a small constant multiple of that of E. By
a second, compound application of reverse accumulation
we may thus arrive at an implementation that delivers
analytic derivatives of L with respect to both ~ν and ~µ
for a cost that is also a small constant multiple of that
of a CIS energy evaluation and with an additional mem-
ory requirement for intermediate storage that scales only
as the square of the system size. Note that, in practice,
setting up reverse accumulation is tedious work that can
and has been automated in many software packages. In
the present study, we have leveraged the machine learn-
3ing community’s rapid progress in reverse accumulation
software by employing the TensorFlow [46] framework to
evaluate our Lagrangian’s derivative vector, the norm of
which we minimize by a quasi-Newton approach. [47] As
the cost of a CIS energy evaluation scales as the cost of a
Fock matrix build, so does evaluation of L and the nec-
essary derivatives, leading our excited state mean field
approach to have the same cost scaling as CIS.
While we have motivated this Lagrangian approach
with the prospects of relaxing the orbitals in CIS, the
logic supporting its construction is much more general,
and indeed L can in principle be employed efficiently with
any ansatz for which E and a reasonable approximation
to W can be efficiently evaluated. L could, for exam-
ple, be used as a more rigorous alternative to maximum
overlap methods [48] when optimizing a CASSCF wave
function for an individual excited state. Although we
are quite curious about this possibility, we do not pursue
strongly correlated excited state treatments in this study.
Instead, we focus on delivering a fully orbital-relaxed CIS
wave function and testing its ability to act as a platform
for excited state correlation treatments in the same way
HF theory does for ground states.
To this end, we employ the CIS-like ansatz
|Φ〉 = eXˆ
(
c0|0〉+
∑
ia
cia|
a
i 〉+
∑
i¯a¯
ci¯a¯|
a¯
i¯
〉
)
, (6)
in which excitations are labeled by alpha (i,a) or beta
(¯i,a¯) indices and the closed shell determinant |0〉 is in-
cluded to help the orbital-relaxed excited state better
maintain orthogonality to the RHF ground state. The
vector of variables ~ν that we optimize via L includes the
coefficients c0, cia, and ci¯a¯, as well as the elements of the
matrix X that defines the orbital rotation operator,
Xˆ =
∑
p<q
Xpq
(
aˆ+p aˆq − aˆ
+
q aˆp
)
, (7)
which for the present study we constrain so as to keep
the orbitals spin-restricted. Although we do not explore
the possibility in the present study, this approach could
be generalized to work with a CASSCF wave function by
replacing the CIS expansion in Eq. (6) with the CASSCF
CI expansion. Given the much greater size of such CI
expansions, it may in that case be more effective to use L
only for the orbital rotation optimization and to instead
rely on modern CI solvers to keep the energy stationary
with respect to the CI coefficients.
While the excited state mean field (ESMF) ansatz |Φ〉
is more flexible than CIS and might therefore be expected
to be more accurate, one should remember that, due to
the significant effect of weak correlation on energetics,
HF theory itself is quite poor quantitatively even when
it is qualitatively a good zeroth order wave function. By
the same reasoning, total energies and energy differences
from ESMF wave functions (which revert to RHF when ω
targets the ground state) are not likely to be competitive
in accuracy with methods that incorporate correlation
effects, such as equation of motion coupled cluster singles
and doubles (EOM-CCSD). [49]
As in the ground state, we are interested in the ESMF
wave function not as a destination in and of itself,
but rather as a reliable platform upon which to con-
struct correlation treatments that can reasonably hope
to achieve more quantitative accuracy. Considering first
the prospects for a coupled cluster theory, we note that
due to the natural termination of the Baker-Campbell-
Hausdorff (BCH) expansion in traditional, similarity-
transformed CC singles and doubles (CCSD), [2] the
usual approach of projecting the CC eigenvalue equation
(e−Tˆ HˆeTˆ − E)|Φ〉 = 0 (8)
into the space of low order (in this case internally con-
tracted) excitations from the reference will, as in the
ground state theory, lead to a polynomially complex sys-
tem of equations for the cluster amplitudes. However,
due to the fact that bare triples excitations would be
present within the internally contracted doubles, the cost
scaling of such an approach would, although still polyno-
mial, be substantially higher than in ground state CCSD.
More enticing is the prospect of leveraging the fact that
the potentially long-range nature of the excitation and
the orbital relaxations it induces should already be ac-
counted for in the ESMF reference state, allowing lower-
cost local CC approaches [50–53] to focus on what they
do best: treating short-ranged weak correlation.
As intriguing as CC methods may be, the principle
of Occam’s razor suggests that an analogue of the much
simpler MP2 theory would be a wiser starting point for
investigations into post-ESMF correlation methods. We
can arrive at just such a method, which we will denote
as ESMP2, by applying standard Rayleigh-Schro¨dinger
perturbation theory to the zeroth order Hamiltonian
Hˆ0 = Rˆ(Fˆ − Hˆ)Rˆ + Pˆ HˆPˆ + QˆFˆ Qˆ (9)
where Fˆ is the Fock operator with respect to the ESMF
one-body density matrix, Rˆ = |Φ〉〈Φ|, Pˆ is the projector
to the span of |0〉 and the singles excitations in the ESMF
orbital basis, and Qˆ = 1− Pˆ . Note that Pˆ |Φ〉 = |Φ〉 and
Qˆ|Φ〉 = 0. This choice of Hˆ0 leads to the MP2-like zeroth
order relationship
Hˆ0|Φ〉 = E0|Φ〉 = 〈Φ|Fˆ |Φ〉|Φ〉 (10)
and indeed we see that when we set ω so as to target the
ground state, |Φ〉 becomes the RHF state and ESMP2
simplifies to MP2. In the excited state case, as in tra-
ditional MP2, the first order wave function contains no
determinants with fewer than two excitations, which is a
consequence of including the Pˆ HˆPˆ term in Hˆ0. We also
4TABLE II. Comparisons for singlet excitations. For EOM-CC(2,3) we report excitation energies in eV, with other methods’
results reported as excitation energy errors in eV relative to EOM-CC(2,3) and summarized in terms of mean unsigned error
(UE) and maximum UE. For stretched LiF, transitions are relative to the closed shell ionic state and are labeled by the F→ Li
orbitals involved (the bond is aligned along the z axis). For other cases, transitions are relative to the ground state. Traditional
methods were evaluated with Molpro [54] and QChem. [55]
EOM EOM
State CC(2,3) CIS OO-CIS CIS(D) ESMF ESMP2 CCSD
H2O, cc-pVDZ, r = 0.9614 A˚, a = 104.4
◦
n → σ∗ 8.22 0.96 -0.35 -0.18 -0.74 -0.01 -0.08
n → pi∗ 10.25 0.70 -0.32 -0.11 -0.77 0.00 -0.06
σ → σ∗ 10.86 0.94 -0.26 -0.17 -0.73 -0.05 -0.06
σ → pi∗ 12.93 0.65 -0.26 -0.10 -0.83 -0.03 -0.04
pi → σ∗ 14.82 0.18 -0.47 -0.06 -0.82 -0.04 -0.01
CH2O, cc-pVDZ, geometry: B3LYP/cc-pVTZ
n → pi∗ 4.22 0.40 -0.14 0.01 -0.98 -0.09 -0.05
pi → pi∗ 10.02 0.26 -0.30 0.46 -1.12 -0.06 0.12
n → σ∗ 8.70 1.68 0.50 -0.46 -0.71 0.09 -0.08
LiF, cc-pVDZ, r = 8.0A˚
2px → 2s -2.68 1.49 -3.03 -1.44 -1.02 0.10 -0.22
2pz → 2s -2.68 1.44 -1.24 -1.31 -1.02 0.10 -0.22
2pz → 2pz -0.84 1.48 -3.20 -1.48 -1.02 0.10 -0.22
Ne, cc-pVTZ
2s → 3p 64.32 2.66 1.74 0.41 1.36 0.34 0.06
Mean UE 1.07 0.98 0.51 0.93 0.08 0.10
Max UE 2.66 3.20 1.48 1.36 0.34 0.22
maintain the relationship EESMF = E0 + E1 in direct
analogy to the MP2 relationship EHF = E0+E1. As the
Fock operator is not diagonal for excited states, the first
order amplitudes on doubles and triples are found by in-
verting Fˆ −E0 via the minimal residual Krylov subspace
method, for which the MP2-style denominators are an
excellent preconditioner. Note that this approach pro-
duces a fully excited-state-specific first order wave func-
tion, as opposed to the CIS(D) method where the triples
are a product of the CIS coefficients and the ground state
MP2 amplitudes. [56, 57]
While we have, for the sake of simplifying development
and testing, written our pilot ESMP2 implementation in
a fully uncontracted form whose triples part has an N7
cost scaling, multiple avenues exist for recovering the N5
scaling of traditional MP2. On the one hand, we could
exploit sparsity in the ESMF coefficient matrix, which we
observe to have only a handful of elements that are not
small. Indeed, we have tested this idea by setting all but
three of the elements to zero when solving the ESMP2
linear equation and evaluating its second order energy for
the molecules discussed below and found that excitation
energy predictions are not strongly affected. On the other
hand, we could follow the internally contracted approach
of Evangelista and coworkers. [58]
Table II reveals that, like its HF cousin in the ground
state, the ESMF approximation does not confer quanti-
tative accuracy. This behavior can be understood as a
direct consequence of our design goal of hewing as closely
as possible to a classical mean field theory. By including
only those correlations that are absolutely necessary to
realize a fermionic excited state (namely Pauli correla-
tions and the open shell correlation), ESMF is missing
all weak correlations and so, like HF, does not produce
quantitative energies. The fact that ESMF tends to un-
derestimate excitation energies can also be understood
in terms of what correlations are included. Indeed, in
creating their open-shell arrangements, ESMF gives each
excited state roughly one pair’s worth of electron corre-
lation, and so these states’ energies are biased low com-
pared to that of the closed shell ground state. Thus,
in direct analogy to HF theory, the simplicity and mean
field nature of ESMF prevents it from delivering accu-
rate energetics on its own, but this of course was not
the intention. What is more important is the question of
whether ESMF can match HF theory’s ability to act as a
foundation for correlation methods, a question that our
early results appear to answer strongly in the affirmative.
The data reveal that in water, formaldehyde, stretched
lithium fluoride, and neon, ESMP2 rivals EOM-CCSD
in accuracy. Its errors are typically at least a factor of
five smaller than CIS, and it substantially outperforms
CIS(D) in the charge transfer states of stretched LiF.
Our primary explanation for this success is that the ref-
5erence wave function’s mean-field quality of having fully
relaxed orbitals places it at a similar “distance” from
the correct wave function as for HF in the ground state,
with the subtle effects of weak electron correlation be-
ing all that is missing. In contrast, CIS(D), which is
also inspired by and closely entwined with MP2 theory,
is asking its perturbation to capture both correlation ef-
fects and orbital relaxation. While the former are typ-
ically small in systems that are not strongly correlated,
the size of the latter is much more system dependent.
Table II shows that in the low lying transitions of water,
in which the overall spatial distribution of electrons is
not greatly changed, both CIS(D) and ESMP2 are highly
accurate. In stretched LiF, however, the transitions con-
vert between ions and neutral atoms, and as one would
expect these large charge density changes lead to strong
orbital relaxation effects, as revealed by comparing the
CIS and ESMF energies. These relaxations are much
more difficult to treat perturbatively, and, to make mat-
ters worse, cause the closed-shell-state MP2 amplitudes
that all CIS(D) states rely on to be less appropriate for
the open-shell states. Looked at from this perspective,
it is not surprising that ESMP2, thanks to its orbital-
relaxed reference and fully state-specific perturbation,
delivers more uniform accuracy across charge-transfer,
valence, and Rydberg states alike. Indeed, when com-
pared to the high-level benchmark of EOM-CC(2,3), [59]
the maximum unsigned error of ESMP2 is less than the
mean unsigned error for CIS(D).
We can also compare our results with more recent at-
tempts to provide orbital relaxations for CIS. The OO-
CIS method, for example, provides relaxations via a sin-
gle Newton-Raphson orbital optimization step in which
the HF Hessian is used as an approximation to the CIS
orbital Hessian. [32] As OO-CIS lacks a treatment for
weak correlation, it is not surprising that in H2O, CH2O,
and Ne, its accuracy is for most states better than CIS
(which has neither orbital relaxation nor a weak corre-
lation treatment) but worse than CIS(D), EOM-CCSD,
and ESMP2, as shown in Table II. The large errors that
OO-CIS makes in LiF can be understood as a conse-
quence of its Hessian approximation, as LiF’s smallest
HF Hessian eigenvalues are about an order of magnitude
smaller than those in the other molecules, and so when
this Hessian is inverted to get the OO-CIS orbital relax-
ation, the resulting Newton-Raphson step is much too
large. In this system at least, it appears that the HF
Hessian is not an effective surrogate for the CIS Hes-
sian. Unlike OO-CIS and our approach, the variationally
orbital-adapted CIS (VOA-CIS) method seeks to provide
orbital relaxations through specially chosen expansions of
the configuration interaction space. [34] However, there
is at present no single prescription for defining the expan-
sion (the developers explore at least eight possibilities in
their initial paper [34]) and so instead of making an ex-
tensive and hard-to-interpret direct comparison, we will
point out the developers’ conclusion that “most of the
time, VOA-CIS closely follows CIS(D)” and their data
that shows that it is not unusual for VOA-CIS to be in
error by between 0.5 eV and 1 eV for single excitation
energies. [34] In summary, our preliminary testing shows
ESMP2, with its inclusion of both orbital relaxation and
state-specific correlation, to be closer in its behavior to
EOM-CCSD than to previous attempts at augmenting
the CIS wave function.
We have presented an excited state mean field theory
and investigated its potential as a platform on which to
build excited state correlation treatments. Like HF the-
ory, the method relies on making a minimally correlated
wave function’s energy stationary with respect to orbital
relaxations. While HF does this for a Slater determinant,
we do so for a CIS-like wave function in order to accom-
modate the basic structure of simple excitations, and so
the cost of our mean field optimization has the same scal-
ing with system size as CIS. Unlike HF theory, our ap-
proach incorporates an excited state variational principle
into its Lagrangian so that ground and excited states are
treated equally. In exploring the method’s potential as a
platform for correlation treatments, we have constructed
an excited state analogue of MP2 theory and found that,
in initial tests, its accuracy rivals that of EOM-CCSD.
Looking to the future, there are a number of impor-
tant questions to consider about this excited state mean
field approach. First, how will it fare when applied to
larger and more complicated charge transfer systems,
core excitations, and Rydberg states? Second, will its
advantages be maintained when paired with more com-
plex and expensive methods such as coupled cluster and
the complete active space self-consistent field? Finally,
can this minimally-correlated, excited-state-specific wave
function be usefully employed as a replacement for the
Slater determinant in an excited-state-specific generaliza-
tion of the Kohn-Sham approximation? We look forward
to exploring these and other questions that will undoubt-
edly arise in the context of excited state mean field the-
ory.
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