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Abstract
Dans cette the`se, nous pre´sentons notre travail sur la gestion des
pannes dans les syste`mes distribue´s, avec comme motivation princi-
pale le suivi de fautes et de changements brusques dans de grands
syste`mes informatiques comme la grille et le cloud. Au lieu de constru-
ire une connaissance comple`te a priori du logiciel et des infrastructures
mate´rielles comme dans les me´thodes traditionnelles de de´tection ou
de diagnostic, nous proposons d’utiliser des techniques spe´cifiques pour
effectuer une surveillance de bout en bout dans des syste`mes de grande
envergure, en laissant les de´tails inaccessibles des composants implique´s
dans une boˆıte noire. Pour la surveillance de pannes d’un syste`me
distribue´, nous mode´lisons tout d’abord cette application base´e sur
des sondes comme une taˆche de pre´diction statique de collaboration
(CP), et de´montrons expe´rimentalement l’efficacite´ des me´thodes de
CP en utilisant une me´thode de la max margin matrice factorisation.
Nous introduisons en outre l’apprentissage actif dans le cadre de CP
et exposons son avantage essentiel dans le traitement de donne´es tre`s
de´se´quilibre´es, ce qui est particulie`rement utile pour identifier la class
de classe de de´faut de la minorite´. Nous e´tendons ensuite la surveil-
lance statique de de´fection au cas se´quentiel en proposant la me´thode
de factorisation se´quentielle de matrice (SMF). La SMF prend une
se´quence de matrices partiellement observe´es en entre´e, et produit des
pre´dictions comportant des informations a` la fois sur les feneˆtres tem-
porelles actuelle et passe´. L’apprentissage actif est e´galement utilise´
pour la SMF, de sorte que les donne´es tre`s de´se´quilibre´es peuvent eˆtre
traite´es correctement. En plus des me´thodes se´quentielles, une ac-
tion de lissage pris sur la se´quence d’estimation s’est ave´re´e eˆtre une
astuce pratique utile pour ame´liorer la performance de la pre´diction
se´quentielle. Du fait que l’hypothe`se de stationnarite´ utilise´e dans le
surveillance statique et se´quentielle devient irre´aliste en pre´sence de
changements brusques, nous proposons un framework en ligne semi-
supervise´ de de´tection de changement (SSOCD) qui permette de de´tecter
des changements intentionnels dans les donne´es de se´ries temporelles.
De cette manie`re, le mode`le statique du syste`me peut eˆtre recalcule´
une fois un changement brusque est de´tecte´. Dans SSOCD, un proce´de´
hors ligne non supervise´ est propose´ pour analyser un e´chantillon des
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se´ries de donne´es. Les points de changement ainsi de´tecte´s sont utilise´s
pour entraˆıner un mode`le en ligne supervise´, qui fournit une de´cision
en ligne concernant la de´tection de changement a` parti de la se´quence
de donne´es en entre´e. Les me´thodes de de´tection de changements de
l’e´tat de l’art sont utilise´es pour de´montrer l’utilite´ de ce framework.
Tous les travaux pre´sente´s sont ve´rifie´s sur des ensembles de donne´es
du monde re´el. Plus pre´cise´ment, les expe´riences de surveillance de
panne sont effectue´es sur un ensemble de donne´es recueillies aupre`s de
l’infrastructure de grille Biomed faisant partie de l’European Grid Ini-
tiative et le framework de de´tection de changement brusque est ve´rifie´
sur un ensemble de donne´es concernant le changement de performance
d’un site en ligne ayant un fort trafic.
1 Introduction
Les syste`mes ne sont pas fiables aujourd’hui: le syste`me distribue´ a` grand
e´chelle du monde re´el est bien e´tabli en infrastructures modernes technolo-
gies de l’information, et le caracte´ristique de telle syste`me est de´crit comme
la suite “la de´faillance d’un ordinateur que vous ne savez pas peut laisse
votre propre ordinateur inutilisable”.
Dans cette the`se, nous soulignons notre travail sur une aspect de la
surveillance des fautes: la de´couverte des fautes. Plus concre`tement, deux
modalite´s du comportement de fautes sont conside´re´s dans notre situation:
d’une part, la fonction de la service est en binaire. C’est-a`-dire, si une ser-
vice est disponible ou non disponible. D’autre part, la performance de la
service est conside´re´e. Quand une performance quantitative est descente,
on dit il y a une faute. Dans le premier cas, les composants d’un grand
syste`me distribue´ sont mode´lise´es comme les entite´s de la ligne et colonne
dans une matrice d’e´tat. Et leur e´tats d’interconnexion sont entre´es dans
cette matrice. La taˆche principale est donc de pre´dire l’ensemble de la ma-
trice d’e´tat avec un ensemble d’entre´e partiellement observe´ en entre´e. Dans
le cas de suivi de la performance, l’objectif est de de´tecter les changements
de la performance des services d’une manie`re en ligne. La performance de
diffe´rents types de´crivant le comportement en temps re´el d’un service sont
recueillies et analyse´es en ligne, et nous prenons les de´cisions pour savoir si
il y a un changement et quand le changement a eu lieu a` partir de ce flux
de donne´es de performance.
L’objectif final de la de´couverte du de´faut est d’ame´liorer la disponi-
bilite´ et la fiabilite´ du syste`m. Cela permet aux utilisateurs ou le niveau
plus e´leve´ du syste`me de surveillance d’obtenir les informations pre´cises et
utiles sur les de´fauts existants ou possibles. L’approche la plus direct est
alors de de´tection et / ou de diagnostic, ou` un mode`le interne de´taille´e
du syste`me est exploite´ pour identifier les composants de´fectueux ou au
moins les possibilite´s de failles. Les motifs e´le´mentaires des de´fauts peuvent
eˆtre diagnostique´s graˆce a` diverses techniques comme l’infe´rence statistique,
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l’analyse de la causalite´ base´e sur le fichier log ou de rediffusion de´terministe.
Ce diagnostic de de´faut peut eˆtre conside´re´ comme le processus de recon-
naissance de l’explication la plus probable pour les symptoˆmes base´s sur
certains mode`les de causalite´ et d’effet parmi les propositions d’inte´reˆt dans
le domaine du proble`me.
Bien que ces approches de maximiser le profit des donne´es de surveil-
lance, ils sont confronte´s a` quelques limites pratiques potentiellement impor-
tants. La premie`re est simplement l’e´volutivite´. De plus, le mode`le de´cent
du syste`me disponible peut souvent eˆtre irre´aliste. En conse´quence, ce tra-
vail pose le proble`me de de´couverte de de´faut dans un mode boˆıte noire:
nous avons uniquement les donne´s de l’entre´e et la sortie.
Dans ce cadre, l’infe´rence doit s’adresser a` deux difficulte´s spe´cifiques
afin eˆtre re´aliste. Tout d’abord, il faut prendre en compte les distribu-
tions fortement de´se´quilibre´es, comme des de´fauts sont moins fre´quents que
le comportement nominal; cela appartient a` l’aspect spatial de l’infe´rence.
Deuxie`mement, dans le domaine temporel, nous avons une hypothe`se que les
mesures ne pourraient pas eˆtre mise a` jour comple`tement, car l’environnement
est tre`s dynamiques.
La meˆme strate´gie a e´te´ applique´e avec de succe`s dans diffe´rents con-
textes de traiter les deux distributions de´se´quilibre´es et information bruyant:
Apprentissage actif se´lectionne des e´chantillons plus d’information afin d’ame´liorer
au mieux la pre´cision de la pre´diction. D’autre part, et toujours en con-
side´rant la re´alisme, l’apprentissage actif pre´sente les inconve´nients de ralen-
tir le processus de de´couverte de de´faut et de le rendre plus complique´.
Un objectif en paralle`le de ce travail est donc d’e´valuer la contribution de
l’ingre´dient d’apprentissage actif dans le domaine de faute d’infe´rence que
nous proposons.
La motivation de cette the`se est la gestion de faute dans de grands
syste`mes comme la grille et le cloud. La grille est conside´re´ en quelque
sorte a` l’ancienne, donc quelques mots sur leur pertinence pourraient eˆtre
ne´cessaires. Les technologies spe´cifiques qui ont e´te´ utilise´s pour construire
des grilles dans les anne´es 2000 ont bien suˆr e´te´ remplace´s par ceux lie´s aux
cloud. Cependant, le paradigme essentiel de la grille est: des ressources
mate´rielles et en toute se´curite´ assez fe´de´rateur, logiciels et donne´es de
plusieurs fournisseurs inde´pendants. Ainsi les grilles illustrent a` la fois les
proble`mes physiques de syste`mes a` grande e´chelle a` travers le monde, et
les autres questions et les principaux associe´s a` un syste`me multi-ope´re´ et
multi-proprie´te´.
Base´ sur les motivations ci-dessus, cette the`se s’attache au syste`me de
surveillance de fautes et le changement de performance dans un syste`me a`
grand e´chelle avec l’approche de l’apprentissage automatique. Les contribu-
tions principales sont:
1. Pour la surveillance de fautes de composants interconnecte´es dans un
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syste`me distribue´, nous le conside´rons comme une application de la
pre´diction collaborative. Cette strate´gie profite de la me´thode de
la factorisation de la matrice en maximisant le marge qui montre
l’efficacite´. En plus, nous introduisons l’apprentissage actif dans la
me´thode de la pre´diction collaborative et cela signifie une avantage
critique dans la surveillance de faute. [2, 1].
2. La deuxie`me contribution concerne l’extension de la surveillance de
faute statique dans le cas se´quentiel. La me´thode de la factorisation
de matrice se´quentiel (SMF) que nous proposons, prend une se´quence
partiel de matrice observe´e comme l’entre´e, et une pre´diction infor-
mative ge´ne´re´e en temps courant et passe´. L’extension de SMF avec
l’apprentissage actif (SMFA) est propose´e dans le cas se´quentiel, qui
est adapte´ pour les donne´es de´se´quilibres. En plus, un lissage sur la
se´quence d’estimation de chaque algorithme a montre´ un apporte de
meilleures performances de la pre´diction.
3. La troisie`me contribution concerne la de´tection de changement dans
les donne´es d’une se´quence de temps. Un formalisme de la de´tection
de changement semi-supervise´ est propose´. Les e´tiquettes pre´fe´re´es
sont appris hors ligne par un algorithme de segmentation, et le mode`le
de la de´tection est appris en ligne d’une manie`re en ligne. Ensuite, ce
mode`le est utilise´ pour la de´tection de changement en ligne.
4. La dernie`re contribution n’est pas le moins importante. Nous ap-
pliquons les me´thodes propose´es aux donne´es dans le monde re´el. Plus
pre´cise´ment, pour la surveillance de fautes, la me´thode collaborative
est teste´ avec les donne´es de infrastructure de Biomed grille dans le
cadre de European Grid Initiative, i.e., la pre´diction de la disponi-
bilite´ fonctionnelle entre les e´le´ments de calcul (CE) et des e´le´ments de
me´morisation (SE). Pour la performance de la surveillance, les donne´es
sont recueillis dans un site avec une grande quantite´ de l’utilisateurs
de trafic, i.e., la de´couverture des mode`les de changement de la per-
formance d’un site.
2 Surveillance de fautes collaborative
Cette partie du manuscrit pre´sente l’e´tape de la construction de connais-
sances, une boucle de la surveillance et la formulation de l’infe´rence de fautes.
Cet ensemble de taˆches est conside´re´ commme un proble`me de la Pre´diction
Collaborative (PC). Notre but est de surligner la direction d’appliquer le
formalisme PC dans ce nouveau domaine.
2.1 Infe´rence de faute par la Pre´diction Collaborative
Le proble´matique de la se´lection de serveur est lie´ a` l’infe´rence de faute de
bout-a`-bout: nous nous inte´ressons a` la performance de la capacite´ pour
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Figure 1: Illustration of matrix recovery
fournir une demande. Ensuite, l’infe´rence de faute de bout-a`-bout est for-
malise´e comme un proble`me de la comple´tion de matrice e´galement, ou`
chaque entre´e de la matrice repre´sente l’e´tat de bout en bout fonctionnalite´
de service entre le fournisseur de service correspondant et demandeur. Dans
la taˆche de la comple´tion de matrice, la infrastructure globale est traite´e
comme une boˆıte noire. Nous mettons en exergue les deux point (l’entre´e et
la sortie) sur l’infe´rence de faute sans la connaissance a` priori.
Dans la plupart de cette section, une hypothe`se de base est statisme.
C’est-a`-dire, la partie physique qui ge´ne´rer des fautes ne change pas au fil
du temps. Et puis, une taˆche d’infe´rence est formalise´e comme un proble`me
de comple´tion de matrice: Si X est une matrice (creuse) observe´e, le but
d’un proble`me PC est de retrouver une matrice comple`te et a` valeurs re´elles
Y , qui est une approximation de X de la meˆme taille, i.e., ce qui permet de
minimiser la mesure de la contradiction entre Y et X. Lorsque Y est e´gal a`
X sur les entre´es connues, le proble`me est appele´ comple´tion exact, et sinon
approximation.
Pour l’infe´rence de fautes, X est une sonde choisie et Y est la matrice
pre´dite. Une illustration de la matrice choisi et pre´dit est donne´e dans la
Fig. 1.
La matrice inconnue Y sera suppose´ d’eˆtre de´terministe; puis, les donne´es
disponibles pour la pre´diction peuvent eˆtre conside´re´s comme un e´chantillon
des e´le´ments de cette matrice inconnue de´terministe comple`te. La distribu-
tion d’e´chantillonnage est de´fini par Le processus de se´lection de sonde.
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2.2 But et approches
2.2.1 Objectives
Suite a` la description ci-dessus, le but est de minimiser le nombre de sondes,
pour une pre´diction en qualite´. Il y a deux proble´matique distinct pour la
minimisation de nombre de sondes: la se´lection intelligente de sonde, et une
algorithme efficace pour la comple´tion de la matrice. Nous conside´rons trois
approches pour la se´lection de sondes.
Algorithm 1: Generic active probing algorithm
input : Initial partially observed binary(-1/+1) matrix M0,
threshold λ, max # of new samples N , active-sampling
heuristic h
output : Full binary-valued matrix MTi predicting unobserved
entries of M0
initialize: Initialize the vars
S(T0) = S(M0) /*currently observed entries set*/ ;1
i = 0 /*current iteration times*/ ;2
n = 0 /*current number of new samples*/ ;3
while (n < N) do4
MTi = StandardMC(S(Ti)) /*Prediction based on observed5
entries via standard matrix completion (MC) procedure*/ ;
S′(Ti) = ActiveSampling(MTi , h, λ) /*Actively choose the next6
set of new samples and query their labels*/ ;
S(Ti+1) = S(Ti) ∪ S′(Ti) ;7
n = n+ #S′(Ti);8
i = i+ 1 ;9
• Uniforme-Statique. Les sondes sont choisis uniforme´ment au hasard
parmi tous les (CE, SE) paires. Dans ce contexte, le choix de la
sonde et la pre´diction sont comple`tement inde´pendantes: l’e´tape de
pre´diction n’a aucune influence sur le choix des sondes. Ce ne serait
pas re´aliste dans les syste`mes de recommandation (les utilisateurs
ne se´lectionnent pas uniforme´ment les produits qu’elles notent parmi
tous les projets), mais peut eˆtre pleinement mis en œuvre dans la
se´lection de la sonde. En outre, pour la taˆche de pre´diction ulte´rieure,
e´chantillonnage uniforme fournit des limites the´oriques sur l’erreur de
ge´ne´ralisation MMMF.
• Sondage actif. L’approche d’apprentissage actif ge´ne´ral est instancie´e
par la sondage actif: l’apprentissage est construit progressivement en
interrogeant la source d’information pour exemples e´tiquete´s. Ce pro-
cessus est illustre´ dans Algorithm 1: une matrice pre´dite est donne´e
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par la comple´tion de matrice standard (MC) base´ sur d’e´chantillons
pre´-se´lectionne´s (e´tape 5). Ensuite des heuristiques sont utilise´es pour
filtrer la prochaine sous-ensemble d’e´chantillons, qui sont e´tiquete´s
en exe´cutant effectivement les sondes et l’observation de leur re´sultat
(e´tape 6). A la fin de l’ite´ration de ce programme, une pre´diction fi-
nale est calcule´e. Dans notre contexte, la me´thode CP pour MC a une
impact sur la se´lection de sondes. En plus, le min-marge heuristique
[5] est utilise´ pour se´lectionner des sondes supple´mentaires.
• Re´compense diffe´rent. Dans les deux me´thodes pre´ce´dentes, la
meˆme pe´nalite´ est associe´e a` tous les types de mauvaises pre´dictions.
On pourrait faire valoir que un faux ne´gatif (pre´dire le succe`s tandis
que le re´sultat re´el est un e´chec) est plus nocif que d’un faux positif
(pre´dire l’e´chec tandis que le re´sultat re´el est un succe`s), parce-que la
nature fe´de´re´ des ressources de calcul offre de multiples options pour
les utilisateurs. Couˆts asyme´triques (dans les deux sens) se posent
dans de nombreux autres contextes, par exemple, des tests me´dicaux
[3], et peut eˆtre inte´gre´e dans l’e´tape d’apprentissage de base, comme
indique´ dans la section suivante.
2.2.2 Max margin matrice factorisation
L’approche max margin matrice factorisation (MMMF) [4] exploite la meˆme
approche que dans la re´cupe´ration exacte pour re´cupe´ration approxima-
tive. Au lieu de prendre une approximation de faible rang (e.g., SVD),
MMMF minimise l’e´cart de la norme de trace de la matrice estime´e Y entre
l’estimation et l’observation sous la contrainte de non (dur-marge), ou faible
(soft-marge). Cette formule est convexe, alors une solution optimal glob-
ale est garantie. Soit S l’ensemble de entre´ connu dans X, deux fonctions
objectives sont conside´re´es.
• Dur-marge: minimise ‖Y ‖Σ sous les contraintes
YijXij ≥ 1 for all ij ∈ S;
• Faible-marge: minimise
||Y ||Σ + C
∑
ij∈S
max(0, 1− YijXij). (1)
Comme la sortie de la proce´dure de minimisation est une matrice a`
valeurs re´elles, un seuil de de´cision (par exemple, +1 pour les valeurs pos-
itives, -1 pour les valeurs ne´gatives) est se´lectionne´ pour la matrice binaire
pre´dite finale.
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3 Surveillance de faute se´quentielle
L’objectif global de controˆle se´quentiel de fautes est exactement la meˆme que
dans la section 2 : La pre´diction de comportement de fautes de l’information
de la sonde limite´e. La diffe´rence est de prendre en compte le fait que le
syste`me e´volue dynamiquement a` diffe´rentes e´chelles de temps.
3.1 Motivation
Dans la Section 2, la me´thode statique est de´crit pour manipuler la surveil-
lance de fautes dans un syste`me distribue´. L’entre´e de cette me´thode est un
seul matrice statique sans information passe´e.
Il y a deux limites de cette me´thode. D’abord, c’est plus approprie´
pour obtenir un instantane´ du syste`me a` temps court; par contre, suite a` la
variabilite´ des e´tats du syste`me, il est limite pour une taˆche a` long terme. En
plus, fautes transitoires sont syste´matiquement observe´es: transitoires sont
les fautes qui varient a` haute fre´quence et devraient eˆtre conside´re´s comme
du bruit; les praticiens n’ont pas d’explication claire, et ils pourraient aussi
bien eˆtre des failles dans le logiciel de surveillance lui-meˆme. Bien suˆr, le
proble`me est de les dissocier de fautes re´els, mais de courte dure´e.
Un autre motivation est d’explorer la me´thode sans l’apprentissage actif.
Dans la section pre´ce´dente, l’apprentissage actif est une pre´diction efficace
dans le cas “curated”. D’autre part, l’apprentissage actif n’est pas pratique:
il est ne´cessaire d’utiliser une boucle de re´troaction et des logiciels plus
complique´ que le re´glage passive. A l’e´chelle de la grille, une source de
complexite´ inutile doit eˆtre e´limine´. Ainsi, nous explorons l’hypothe`se que
le passe´ fournit suffisamment d’informations pour eˆtre e´quivalent a` celui
obtenu en interrogeant de fac¸on se´lective le pre´sent.
3.2 Description de proble`me
Tout d’abord, nous pre´sentons les formulations et les notions utilise´es dans
cette section.
• Xt ∈ BM×W de´signe la matrice partiellement observe´e au moment t.
• Yˆt ∈ RM×W est le re´sultat de l’algorithme de pre´diction.
• Yt ∈ BM×W est la version binaire de Yˆt prenant un seuil binaire ρ.
3.3 Factorisation de matrice se´quentielle
3.3.1 Algorithme SMF
Il y a deux sorte d’informations dans la surveillance se´quentielle: l’information
spatiale et l’information temporelle. L’information spatiale peut eˆtre ex-
ploite´e par la me´thode de la pre´diction collaborative comme MMMF, En
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Figure 2: An illustrative example of sequential fault prediction problem
plus, l’information temporelle concerne le caracte´ristique d’e´volution dans
le temps. Cela permet d’ajouter des opportunite´s supple´mentaires afin
d’ame´liorer la performance de pre´diction.
Dans cette section, nous proposons un algorithme, la factorisation de ma-
trice se´quentielle (SMF), afin d’utiliser l’information spatiale et temporelle.
Cela permet d’exploiter les e´tats en terme long et court. Dans la partie
suivante, Su, Sc et Sr sont l’ensemble d’indices dans la matrice X, pour
repre´sente l’ensemble le plus incertain, le plus confident, et les e´chantillon
au hasard. Nous rappelons la fonction objective de MMMF est:
arg min
Y
||Yt||Σ + CLh(Yt(Sr), Xt(Sr)), (2)
C repre´sente la coefficient de la re´gularisation, Sr est un ensemble d’e´chantillon
au hasard dans Xt, et Lh(Yt(Sr), Xt(Sr)) est hinge loss entre Y et X de´fini
comme:
Lh(Yt(Sr), Xt(Sr)) =
∑
ia∈Sr
max(0, 1− YiaXia). (3)
La fonction objective (Enq. 2) est compose´e en deux termes. Le premier
est le norme de la trace de la matrice estime´e Yt et la deuxie`me terme est
l’e´cart entre l’estimation et l’observation. Ensuite, nous allons de´velopper
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la fonction objective de SMF en ajoutant l’information la plus incertaine et
la plus confident a` l’e´quation 2 progressivement.
Dans un premier temps, nous conside´rons l’information le plus incer-
tain. Dans le cas se´quentiel, l’ensemble de la pre´diction le plus incertain
Su (entre´es avec petite marge a` l’hyper-plan de la classification) est capable
d’ˆ’etre de´rive´ de Yt−1 et leur e´tiquettes au moment t peut eˆtre interroge´e a`
partir du syste`me. Donc la ve´rite´ de ces pre´visions plus incertaines de Yt−1
sont disponibles dans l’e´chantillon Xt. On la note Xt(Su).
La deuxie`me information est les pre´dictions les plus confiantes cache´s
dans l’estimation de l’histoire. Au lieu d’e´chantillonner leurs vrai e´tiquettes
au moment t pour Sc, les pre´dictions pre´ce´dentes peut eˆtre utilise´es pour
la prochaine exe´cution. Plus pre´cise´ment, dans SMF nous choisissons les
pre´diction les plus confiants de Yt−1 et supposons que leurs e´tats demeurent
inchange´es au temps t avec un niveau de cohe´rence γ. γ est calcule´ en termes
de diffe´rence entre Yt−1 et Xt, i.e., la diffe´rence entre l’estimation pre´ce´dente
et l’observation au courant. Les crite`res de la classification typique comme la
sensitivite´ (TPR) ou FSCORE peut eˆtre utilise´ pour la mesure de cohe´rence.
L’ensemble observe´ dans X est l’union de la pre´diction les plus incertaines
Su et l’ensemble d’e´chantillon au hasard Sr, i.e., X(Su ∪ Sr). Le niveau de
la cohe´rence γ est e´value´ entre Xt(Su ∪Sr) et Yt−1(Su ∪Sr) comme la suite:
γ = TPR(Yt−1(Su ∪ Sr), Xt(Su ∪ Sr)), (4)
TPR(A,B) est une fonction pour calculer la sensitivite´ (taux de vrais
positifs) de A en fonction de l’ensemble de l’ensemble ve´rite´ B. Dans la
pre´diction, γ est utilise´ comme un ratio de couˆt adaptatif qui ajuste le poids
(pe´nalite´) de l’information heuristique dans la fonction objective (similaire
au coefficient C dans Eqn. 2).
En plus de l’ensemble le plus incertain Su et l’ensemble le plus confi-
ant Sc, nous introduisons e´galement un ensemble ale´atoire Sr dans la fonc-
tion objective de SMF. Il est pour e´viter la sur-montage dans les informa-
tions d’historique, ou` le changement brusque entre la dernie`re estimation et
l’observation en cours peut se produire. Pour re´sumer, la SMF est de´crite
comme la suivante:
arg min
Y
||Yt||Σ + CLh(Yt(S)−Xt(S)) + CγLh(Yt(Sc)− Yt−1(Sc)), (5)
S = Su ∪ Sr est l’ensemble d’e´chantillon au moment t par interrogation
d’e´tiquettes et Sc est la pre´diction le plus confiant he´rite´ de t − 1. La
diffe´rence entre Eqn. 2 and 5 est pre´sente´e par la se´lection de Su et la
pre´sence de Sc. Eqn. 5 est convexe comme Eqn. 2, et la me´thode dans
Section 2 sert a` retrouver la minimum globale directement. Le pseudo code
de SMF est pre´sente´ dans Algorithm 2.
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Algorithm 2: Sequential Matrix Factorization (SMF)
Input: Yˆt−1, last prediction;
Nu, number of most uncertain samples from Yt−1;
Nc, number of most confident samples from Yt−1;
Nr, number of random samples;
C, slack penalty.
Output: Full real-valued matrix Yˆt
Initialize: Init h1, h2, h3, /*Initialize the most uncertain, most
confident and random sampling heuristic, respectively*/;
Su ← Sample(h1, Nu, Yˆt−1) /*select Nu most uncertain sample1
indexes from Yˆt−1*/;
Sr ← Sample(h2, Nr), /*select Nr random sample indexes*/;2
S ← Su ∪ Sr ;3
Xt(S) ← QueryLabels(S), /*query the true label for entries in S*/ ;4
γ ← TPR(Xt(S), Yt−1(S)) /*given Xt(S) (true labels for entries in5
S), compute the sensitivity of Yt−1(S)*/;
Sc ← Sample(h3, Nc, Yt−1), /*select Nc most confident samples from6
Yt−1*/;
Yˆt ← arg minY ||Yˆt||Σ+CLh(Yˆt(S)−Xt(S))+CγLh(Yˆt(Sc)−Yˆt−1(Sc))7
/*find an estimation that minimizes the objective function*/;
return Yˆt8
3.3.2 Factorisation de matrice se´quentielle avec l’e´chantillonnage
actif
Une autre approche intuitive est de se´lectionner l’e´chantillon activement
et ite´rative-ment dans Xt afin d’ame´liorer la performance de la pre´diction.
L’information heuristique comme la pre´diction la plus incertaine et la plus
confiante est dans Y 1t ou les estimation suivante Y
i
t , i = 2, 3, .... Cela permet
de be´ne´ficier d’estimation en exploitant proprement.
Dans cette section, nous proposons la factorisation de matrice se´quentielle
avec l’apprentissage active base´e sur SMF ite´rative. Tous les e´tapes sont il-
lustre´es dans Algorithm 3. Pour la simplicite´, la matrice estime´e au moment
t de ie`me ite´ration est de´crite comme Y it . Au de´but, nous appliquons SMF
pour une estimation initiale Y 0t de Yt−1 (ligne 4). Ensuite, une estimation
ite´rative est employe´ a` la se´quence de pre´diction Y it , i = 1, 2, ... jusqu’a le
maximum de l’e´chantillon (ligne 5 a` 9). Dans la se´lection d’e´chantillon ac-
tif, les pre´dictions les plus incertaines et les plus confiantes sont choisies de
l’estimation pre´ce´dente par l’algorithme SMF.
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Algorithm 3: Sequential Matrix Factorization with Active sampling
(SMFA)
Input: N , max # of new samples;
Yˆt−1, last prediction;
P0, initial sample rate for the 1st prediction;
Pa, active sample rate at each iteration;
ρ, ratio of random samples and most uncertain samples for
Pa;
C, slack penalty.
Output: Full real-valued matrix Yˆt
initialize: Init(Nc) /*Initialize the number of most confident
samples to select in each iteration*/;
i = 0 /*current iteration index*/ ;1
n = N × P0 /*current number of new samples*/ ;2
[Nu, Nr]← getSampleSize(n, ρ) /*Get random and most uncertain3
sample size for the initial prediction*/;
Yˆ it ← SMF (Yˆt−1, Nu, Nc, Nr, C);4
while (n < N) do5
[Nu, Nr]← getSampleSize(N × Pa, ρ) /*Get random and most6
uncertain sample size according to ρ and Pa*/;
Yˆ i+1t ← SMF (Yˆ it , Nu, Nc, Nr, C);7
n = n+Nu +Nc +Nr ;8
i = i+ 1 ;9
Yˆt = Yˆ
i
t ;10
return Yˆt11
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4 De´tection de changement se´quentielle
4.1 Introduction
Les sections pre´ce´dentes font deux different hypothe`ses sur le comportement
de donne´e temporel. Dans Section 2, l’information temporelle est inutile
(hypothe`se statique), parce-que tous les donne´es dans une pe´riode donne´e ont
e´te´ regroupe´es en une seule matrice observe´e. Dans Section 3, l’hypothe`se
implicite e´tait stationnaire. C‘est-a`-dire l’information passe´e est pertinente
pour la future. Ensuite, tous les informations passe´es sont inte´gre´es dans
le mode`le de comportement (possible faible). Une autre approche est de
conside´rer que des ruptures se produisent, et que le mode`le devrait eˆtre
reconstruit a` ces points de changement. Parce que la non-stationnarite´ est
de plus en plus reconnu comme un phe´nome`ne omnipre´sent, la de´tection de
point de changement a pris des recherches approfondies dans divers domaines
et les domaines d’application.
En conse´quence, nous conside´rons le proble`me de la de´tection de point de
changements. Cette section ne propose pas d’ajouter un nouvel algorithme
pour l’e´norme corps de me´thodes de de´tection de changement existants,
mais pour de´finir et e´valuer un nouveau cadre, le la de´tection des change-
ments semi-supervise´ en ligne (SSOCD). SSOCD inte`gre de la de´tection des
changements de point en ligne et hors ligne et les exploite efficacement.
4.2 Formalisme de la de´tection de changement semi-supervise´e
en ligne, SSOCD
Notre contribution dans cette section est la proposition d’un formalisme de
la de´tection de changement en ligne de la manie`re semi-supervise´, SSOCD.
Par rapport a` notre connaissance, c’est la premie`re essaie pour combler
la segmentation non supervise´e hors ligne et les me´thode de la de´tection
de changement supervise´e en ligne, tels que des changements peuvent eˆtre
de´tecte´s en ligne. Dans Fig. 3, le formalisme SSOCD est divise´ en deux
e´tape: l’e´tape hors ligne et l’e´tape en ligne. Dans l’e´tape hors ligne, la seg-
mentation non supervise´e est utilise´e pour e´tiqueter les points de changement
dans la se´quence d’apprentissage. Ensuite, ces donne´es e´tiquete´s sont ap-
pris pour construire le mode`le de la de´tection de changement d’une manie`re
supervise´e. Avec cette mode`le, les donne´es sont pre´ce´de´s se´quentiels et
les changements cache´s dans le flux de donne´es qui sont capture´s par les
me´thodes habituellement hors ligne sont de´tecte´s d’une manie`re en ligne.
Algorithm 4 pre´sente le pseudo code de ce formalisme.
4.3 Re´sume´
Dans cette section, nous nous inte´ressons le proble`me de la de´tection des
changements en ligne. Nous proposons notre me´thode de combler des me´thodes
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Figure 3: Supervised change point detection framework
Algorithm 4: Semi-Supervised Online Change Detection, SSOCD
Input: Xtrain, train set; ;
Xtest, sequentially arriving test data; ;
ρ, significance threshold. ;
Output: Monline, online change detection model learned from oﬄine
methods;
τ , detected change points;
Oﬄine Stage:;1
τoffline ← stand oﬄine segmentation(Xtrain) //segment the training2
data oﬄine;
τ
′
offline ← significance test(Xtrain, τoffline) //test the significance of3
oﬄine result;
Monline ← supervised train(Xtrain, τ ′offline, ρ) //train the online4
CPD model;
Online Stage:;5
τ ← stand online CPD(Monline, Xtest) //detect change point online;6
return τ ;7
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hors ligne et en ligne dans le cadre de SSOCD, dans lequel les approches
hors ligne non supervise´ sont utilise´s pour e´tiqueter les points de change-
ment afin d’apprendre un mode`le baye´sien d’une manie`re supervise´ en ligne.
Ce mode`le est alors engage´ dans la de´tection des changements en ligne.
5 Conclusions
Fiabilite´ des grands re´seaux et des nuages a` grande e´chelle est toujours
la pre´occupation principale a` la fois de l’administration du syste`me et de
l’utilisateur. Au lieu de construire une connaissance a priori comple`te du
logiciel et des infrastructures mate´rielles dans les plupart de me´thode pour
la de´tection et la diagnostique, nous proposons d’utiliser les techniques ap-
proprie´es pour effectuer une surveillance de fautes de bout-en-bout pour les
syste`mes a` grande e´chelle, en laissant les de´tails de composants implique´s
dans une boˆıte noire. Une se´rie d’hypothe`ses concernant le comportement
temporel des donne´es sont: 1)statique, 2)stationnaire, 3)non stationnaire,
chaque hypothe`se correspond aux travaux dans la section 2, 3 et 4, respec-
tivement. Ensuite, nous re´sumons les proble`mes principaux aborde´s dans
les sections pre´ce´dentes dans l’ordre.
• Statique Section 2 conside`re le comportement temporel des donne´es
sous la forme d’un facteur non pertinent pendant une pe´riode donne´e,
et effectue la taˆche de pre´diction sur une matrice d’observation replie´e.
Plus pre´cise´ment, la pre´diction de collaboration est utilise´ comme
une strate´gie prometteuse e´volutive et pour extraire des informations
cache´es dans les donne´es de surveillance avec une intrusion limite´e
au syste`me de cible. Efficacite´ d’une combinaison de pre´vision de
collaboration et d’apprentissage actif a e´te´ de´montre´e sur un vaste
ensemble de donne´es recueillies a` partir d’une grille de production
(EGI). Fondamentalement, deux questions cle´s dans le proble`me de
pre´diction de de´faut sont minutieusement explore´es avec une strate´gie
active base´e sur min marge pre´diction heuristique: le de´se´quilibre des
exemples positifs et ne´gatifs (dans les syste`mes re´els de´fauts sont tou-
jours le groupe minoritaire), et les fautes transitoires. Le mode`le
de pre´vision interne d’Active palpage est mis a` jour avec les acqui-
sitions d’adaptation de nouvelles connaissances, de telle sorte que
l’information cache´e des donne´es de surveillance est de´couverte de
manie`re ite´rative et progressive.
• Stationnaire Section 3 suppose un mode`le stationnaire implicite sur
le comportement temporel des donne´es, a` savoir l’information du passe´
peut be´ne´ficier la pre´diction pour l’avenir. Plus pre´cise´ment, les corre´lations
entre les observations successives de donne´es conse´cutifs sont explore´es
en utilisant la matrice se´quentielle factorisation de la me´thode (SMF).
En outre, l’apprentissage actif est e´galement utilise´ en combinaison
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du SMF (SMFA) dans le but d’alle´ger le proble`me de de´se´quilibre de
donne´es et le proble`me de fautes transitoires. Par la comparaison de
SMF/SMFA avec plusieurs me´thodes de base comme l’EWMA, DEP,
FMA et TENSOR sur un vaste de donne´es se´quentielle, nous avons
expose´ les avantages de SMF/SMFA.
• Non-stationnaire Dans le but de de´tecter des changements brusques
dans une se´quence d’observation de la surveillance de bout-en-bout,
Section 4 donne une hypothe`se d’un mode`le non-stationnaire sur le
comportement temporel des donne´es. Un formalisme semi-supervise´
de la de´tection des changements en ligne, c’est a` dire la SSOCD, est
propose´ pour combler les approches non supervise´s et supervise´s. Plus
pre´cise´ment, dans SSOCD les approches de segmentation non super-
vise´ hors ligne sont utilise´s pour la ge´ne´ration d’e´tiquettes de point de
changement pour construire un mode`le baye´sien en ligne, et le mode`le
forme´ est alors engage´ dans la de´tection des changements en ligne. De
cette manie`re, deux types de changement dans la de´tection supervise´e
en ligne sont: le manque d’e´tiquette de points de changement et les
fautes de la de´tection de changement.
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