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Malaria is a very serious infectious disease caused by a peripheral blood parasite 
of the genus Plasmodium. According to the World Health Organization statistics, it 
causes more than 1 million deaths arising from approximately 300-500 million infections 
every year. Microscopy examination of the blood films is currently "the gold standard" 
for the malaria diagnosis. However, this method has not been changed since the late 
19th century. 
Manual microscopy diagnosis of the blood film is subjective and time consuming. 
The aim of this work has been to investigate the potential of performing this task 
without human intervention and to provide an objective, reliable, and efficient tool to 
do so. 
Diagnosis of malaria infection is enhanced using a chemical process called stain- 
ing. Staining highlights parasites but also some other regular blood components. Mi- 
croscopy diagnosis requires examination of stained blood films and detection of para- 
sites in the case of an infection. An automatic diagnosis tool must provide a method for 
detecting parasites by differentiating between parasites and regular peripheral blood 
components. 
Earlier studies on the topic provided many auxiliary tools to extract the stained 
objects by applying or developing techniques based on general image processing and 
mathematical morphology. They also investigated the possibility of identifying life- 
stages of parasites using heuristic rules. However, the most important problem -parasite 
detection- was not addressed. Hence, diagnosis of any reliable sort and consequently a 
fully automated one could not be performed. 
This work investigates the application of machine learning and statistical pattern 
recognition perspectives to the problem. It proposes a method for parasite detection 
based on K-Nearest Neighbour classification. Parasite detection is the fundamental 
function of automated diagnosis. 
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This work extends the proposed parasite detection method to provide species and 
life-stage recognition which are also necessary functions. Species recognition enables 
identification of the Plasmodium species for appropriate treatment. Life-stage recog- 
nition aids assessing the parasite development in infected blood. 
This work proposes a successful method for colour normalisation of thin blood film 
images. This enables processing of the images regardless of their acquisition character- 
istics. The normalisation method is not specific for Plasmodium therefore can be used 
as a pre-process in other peripheral thin blood film analysis methods. 
It also proposes two new methods in the field of mathematical morphology: the 
Minimum Area Watershed Transform and the Radon Transform-based Marker Extrac- 
tion algorithms. These are then applied to the thin blood film image segmentation 
problem. 
This work provides a complete set of solutions for thin blood film malaria diagnosis. 
However, some of the solutions such as colour normalisation or stained pixel/object 
detection are not specific to the characteristics of Plasmodium, or its appearance in 
a particular set of images. Hence, they can be incorporated in any thin blood film 
analysis problem. In addition, the classification methodologies for parasite detection, 
species and life-stage recognition are generalised solutions. This is a very positive 
attribute of the overall methodology that it is not limited to Plasmodium but it is 
equally and effectively applicable to diagnosis of other blood parasites. Moreover, it 
is anticipated that an automated system based on the proposed methodology will be 
expandable and thus will be able to perform differential diagnosis, provided that the 
same features are representative and discriminative. 
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Chapter I 
Introduction 
Computerised Diagnosis of Malaria (CDM) should not be thought of as a newly discov- 
ered medical diagnosis technique. Instead, it tries to translate the medical expertise 
and knowledge of microscopy diagnosis of malaria to a computer platform. By this 
translation one can provide constant medical expertise and reliability wherever the 
technique is employed. 
To provide some information and set the scene about the problem of malaria diagno- 
sis, the first three sections of this chapter explain the malaria disease, malarial parasite 
and current diagnosis techniques. Then, a general view of computerised diagnosis of 
malaria is presented. Sections 1.5,1.6, and 1.7 present research aims, contributions, 
and an outline of this thesis. The final two sections provide brief explanations about 
the methodology used in this study. 
1.1 Malaria Disease 
Malaria is a very serious infectious disease caused by a protozoan parasite of the genus 
Plasmodium. Despite it being preventable and curable, it causes more than I million 
deaths arising from approximately 300-500 million infections every year. While in 
total 107 countries have areas at risk from malaria, it is mainly active in Sub-Saharan 
Africa because the environmental conditions are suitable for mosquitoes and the poor 
socio-economic conditions make access to health and prevention resources difficult [1]. 
The estimated annual cost of malaria for African countries is US$12 billion [2]. The 
World Health Organization (WHO) estimates the annual minimum cost for the cffective 
control of malaria is around US$3.2 billion [1]. However, in reality only a small fraction 
of this is available to fight against malaria. The Roll Back Malaria Partnership initiative 
aims to increase annual global spending on malaria prevention, treatment, and research 
I 
to US$4.1 billion by 2010 [3]. 
Many information resources about malaria is readily available on the internet, the 
major ones being the WHO [4], Roll Back Malaria [3], Center for Disease Control and 
Prevention (CDC) [5], and the Malaria Journal [6]. 
1.2 Plasmodium: The Malarial Parasite 
Malaria is transmitted by infected female Anopheles mosquitoes which carry Plas- 
modium sporozoites in their salivary glands. The complete life cycle has separate 
development stages in the human and mosquito body. When an infected mosquito 
feeds on a person's blood, the sporozoites enter the blood stream and move to the liver 
where they multiply asexually for a period. Then they produce merozoites to enter 
the peripheral blood stream again to invade Red Blood Cells (RBCs) [5,7]. Within 
the RBC the parasite either grow until it reaches a mature form and break the cell to 
release more mcrozoites into the blood stream to invade new RBCs, or alternatively, it 
may grow to reach a sexual form named gametocyte (female and male) to be in taken 
by a mosquito where it sexually reproduces to produce sporozoites. The illustrations 
of the life cycle of malaria can be found in various online sources (e. g. [4,5]). 
1.2.1 Parasite Species and Life-Stages 
Genus Plasmodium has 4 species that can cause human infection. These are Plasmod- 
ium Falciparum, Plasmodium Vivax, Plasmodium Ovale, and Plasmodium MaIaHae. 
There are other species which infect animals [7,81. During the life cycle in periph- 
eral blood, different species may be observable in the five different life-stages which 
are generally morphologically distinguishable (Figures 1.1,1.2,1.3, and 1.4). Some 
of the life-stages may be observable together. Life-stagcs common to all species are 
merozoite, ring, trophozite, schizont (which are all asexual) and gametocytes which 
are the sexual forms. Asexual stages can be further sub-categorised by their maturity 
2 
and gametocytes are generally sub-categorised by the genre (female or male). Fig- 
ure 1.1 illustrates various life-stages of Plasmodium Falciparum that are observable in 
peripheral human blood. Different species usually have different morphology in the 
same life-stage category while in some life-stages it may be hard to distinguish be- 
tween species. For example, the first 10 illustrations of P. Falciparum in Figure 1.1, 
the first 5 illustrations of P. Vivax in Figure 1.2, the first 5 illustrations of P. Ovale in 
Figure 1.3 and the first 5 illustrations of P. Malariae in Figure 1.4 correspond to ring 
stages of the species which are not easily distinguishable. The illustrations presented 
here are taken from CDC's malaria website [5] with written permission and was first 
published in [7]. There are other illustrations which can be used as guides for species 
and life-stage morphologies [9,10]. 
1.3 Diagnosis Techniques 
There are two classical techniques used for malaria diagnosis, and there is a new group 
of Rapid Diagnosis Tests (RDT), which have become available recently. A widely used 
approach is clinical diagnosis based on the symptoms. The clinical examiner makes a 
decision based on the symptoms such as high fever, headache, severe chills and body 
pain (9]. Since these symptoms are not specific to malaria, the accuracy of the clinical 
diagnosis can be very low [11]. This approach is often preferred in the field where 
access to the second classic approach (microscopy diagnosis) is not available or not 
efficient because it requires a specially trained examiner. Provided that the sample 
is well prepared and the examiner is trained, microscopy diagnosis is very reliable. It 
is sensitive and specific, which enables the determination of the type of the malaria 
infection [11). 
Diagnosis using a microscope requires special training and considerable expertise. 
Various studies have aimed to assess the accuracy of the microscopy diagnosis. It 
has been shown that what is known as "field microscopy" is not an effective malaria 
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Figure 1.1: Plasmodium Falciparum life-stages in thin films. 1: Normal red cell, 2-10: 
ring-stage trophozoites, 11-18: 'ftophozoites, 19-26: Schizonts (26 is a ruptured schizont): 
27-28: Macrogametocytes (female); 29-30: Microgametocytes (male). Reproduced with 
permission [5]. 
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Figure 1.2: Plasmodium Vivax life-stages in thin films. 1: Normal red cell, 2-6: Ring 
stage trophozoitesý 7-18: Trophozoites, 19-27: Schizonts, 28-29: Macrogametocytes (fe- 
male), 30: Microgametocyte (male). Reproduced with permission [5]. 
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Figure 1.3: Plasmodium Ovale life-stages in thin films. 1: Normal red cell, 2-5: Ring 
stage trophozoites, 6-15: Trophozoites, 16-23: Schizonts: 24: Macrogametocytes (fe- 
male), 25: Microgametocyte (male). Reproduced with permission [5] 
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Figure 1.4: Plasmodium Malariae life-stages in thin films. 1: Normal red cell, 2-5: Ring 
stage trophozoites; 6-13: Trophozoites, 14-22: Schizonts, 23: Developing gametocyte, 24: 
Macrogametocyte (female), 25: Microgametocyte (male). Reproduced with permission 
[5]. 
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Microscopy RDTs 
Requirements Electricity (optional) 
Special Training 
Staining chemicals 
None 
Basic Training 
None 
Time -60 minutes 15-20 minutes 
Cost US$ 0.12-0.40 US$ 0.60-2.50 
Specifications 
Detection Threshold 50 par/pl -100 par/pl 
Detection of all species Yes Some brands 
Quantification Yes None 
Species Identification Yes None 
Life-Stage Identification Yes None 
Table LI: Comparison of Microscopy Diagnosis and Rapid Diagnosis Tests [111 
screening method as expert laboratory microscopy [12]. A field study shows that the 
agreement rates among clinical examiners for a set of samples are below expectations 
[13] (i. e. ranges from 66%-93%). Moreover, in [14) the authors state that most of the 
clinical examiners in rural areas in Ghana are not trained and experienced enough to 
produce accurate results. 
On the other hand, the recently introduced RDTs provide an alternative for malaria 
diagnosis [11,15]. RDT-based products can perform diagnosis in about 15-20 minutes 
and require no special training., equipment or electricity. Detection sensitivities of 
RDTs are comparable to microscopic diagnosis for higher levels of parasitemia (i. e. 
parasite density). However, they do not provide quantitative results and the speci- 
ficity for differentiating the species. Currently the cost of one examination is several 
times greater than the cost of microscopy examination. Table 1.1 provides a general 
comparison of microscopy diagnosis to RDTs. 
There are methods other than those mentioned above, such as molecular analysis 
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Polymerase Chain Reaction (PCR) which is more accurate than microscopy but is more 
expensive, needs a specialised laboratory and takes days to produce a result [5,161. The 
PCR is known as the most sensitive parasite detection method; it can detect 5 or less 
parasites/pI of blood [17]. However, it is difficult to test the sensitivity of the PCR 
because the reference (i. e. expert manual microscopy) is not as sensitive as the test. A 
recent comparison shows that the PCR is clearly more accurate than expert laboratory 
microscopy for malaria at parasite densities > 500/jd [181. Other techniques which rely 
on fluorescence microscopy need more expensive microscopes than the conventional 
ones [19,20]. More reviews on the diagnosis techniques can be found in [17,21-23]. 
1.3.1 Microscopy Diagnosis 
Microscopy diagnosis of malaria is performed by examining Giemsa stained peripheral 
blood slides using a conventional light microscope. The slides for examination can be 
prepared in two different forms: thin and thick films. In thick films 3 drops of blood 
from the patient are concentrated in ICM, 2 area on the slide while in thin films 1 drop 
of blood is spread to form a single layer of cells. Additionally, thin films are fixed 
with methanol to preserve RBCs whereas in thick films the blood is de-hemoglobinised 
in water which results in the only observable components being White Blood Cells 
(WBCs) and parasites (or stained structures). Because of the concentration in a small 
area, the thick film examination provides more sensitivity for the parasite detection. 
However, because the RBCs are destroyed, species differentiation is more difficult than 
the thin film examination. The average sensitivity thresholds for thick and thin films 
are reported as 50 parasites//Ll (0.00017c) and 500 para. 9ites/pl, (0.0017c) of blood, 
respectively (11LI of a normal blood sample contains -5 million RBCs). According to 
a recent WHO report [17], an experienced laboratory examiner can detect parasites on 
thick films in concentrations as low as 5-10 parasites per jil of blood. However, this 
depends on the skill of the technician and the time spent for the examination. For 
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P. Falciparum P. Vivax P. Ovale P. Malariae 
Size Not enlarged Enlarged Enlarged Not Enlarged 
Shape Round 
crescent gametocyte 
Round or oval Round, 
oval amoeboid 
Round 
Dots Large red spots Small red dots Small red dots Few tiny dots 
Table 1.2: Some Rules for Species Identification 
example, a study in the UK for the sensitivity of routine malaria diagnosis showed the 
sensitivity is on average 500 parasites/Ml [24]. 
If malaria parasites are detected, species identification is essential for appropriate 
treatment [25]. There are published rules which take into account some visual proper- 
ties such as the changes of the infected RBC shape or some specific dots which enables 
differentiation between different species (see Table 1.2) [5,9]. However, there is no 
guarantee that every parasite example will exhibit the morphological characteristics. 
Figure 1.5 demonstrates this with 3 different ring stage trophozoites of P. Vivax where 
the small red dots (Schuffner dots), and RBC enlargement is clearly observable in RI 
and R2, yet it is difficult to say the same for the third (R3). If the gametocyte G2 
wa, s not there, R3 can be difficult to specify. For these reasons species recognition is a 
complicated task., which may require examination of other parasites in the same speci- 
men. Parasites can be more distinctive in the more mature life-stages compared to the 
ring life-stage. For example, the identification of P. Falciparum can be simpler if some 
gametocytes exist and are observable in the smear. Additionally, mixed infections (i. e. 
more than one species) are not rare which implies a thorough examination is required 
to be certain. 
The life-stage categorisation is mainly concerned with maturity of the parasites or 
establishing whether it is a gametocyte or not. Identification of parasite life-stage aids 
assessing the parasite development in infected blood. However, since the parasite is a 
biological and growing form, maturity has no clearly divided boundaries. It is possible 
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Figure 1.5: P. Vivax parasites RI, R2, R3 are ring stage trophozoites, GI and G2 are 
gametocytes. Image on the left is from University of Westminster malaria image set, the 
image on the right is from [10]. 
to be confused with a transition stage parasite, e. g. a mature ring-early trophozoite 
(Figure 1.1 9-14), a mature trophozoite-carly schizont (Figure 1.2 18-19), or a mature 
trophozoite-early gametocyte (Figure 1.4 9-23) parasite. 
1.4 Computerised Diagnosis 
Computerised diagnosis of malaria is a microscopy diagnosis technique. It can be used 
as an aid or a complete automated diagnosis technique, which replaces the manual 
microscopy examination. Obviously, its ability to replace an expert depends on the 
accuracy of its diagnosis performance. A computerised diagnosis system can be used 
in various areas such as research, clinical diagnosis, evaluation of the treatments, blood 
screening or in any place where Plasmodium should be observed, counted or linked to 
other clinical data. 
Before starting a discussion of the methodology, we can discuss possible advantages 
and disadvantages of the computerised microscopy diagnosis. As listed in Table 1.3. 
the requirements for computerised microscopy diagnosis would be similar to those for 
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manual diagnosis. It could reduce the training needs for examiner significantly; how- 
ever, it would require a computer and imaging equipment, which can makes it less 
accessible in rural areas. The imaging and analysis of a specimen can be performed in 
constant time with computers. More importantly, the computerised diagnosis can pro- 
vide more consistent and objective results compared to manual microscopy. However, 
the usability of a diagnostic test depends on its specifications. The overall framework 
that is developed in this thesis shows that computer microscopy can achieve a compa- 
rable Plasmodium detection sensitivity to the manual microscopy diagnosis, detect all 
four Plasmodium species, and provide species and life-stage information. 
A computerised microscopy diagnosis technique can be designed by understanding 
the microscopy diagnosis expertise and representing it by specifically tailored image 
processing/analysis, and pattern recognition algorithms. However, in order to be prac- 
tical, the complete system will require some additional functions such as positioning 
of the slides, report generation; and a database of the diagnosis records and the de- 
mographic data of the patients. However, the study and research in this thesis is only 
concerned with the problem from the computer vision point of view, which is seen as 
the most essential part. A basic computer vision system to perform the fully automated 
diagnosis has to provide solutions for the sub-problems listed below: 
Image Acquisition: This is an essential task, which requires interfaces between 
the camera, the microscope and the computer. There are expensive pre-built 
systems commercially available, which already have this functionality. However, 
considering the relationship of the disease with regions with poor resources, a 
better alternative can be a modular low-cost configuration, which is a combination 
of a consumer camera with an ordinary microscope. However, an image acquired 
with an unknown setup may have various characteristics, which may result in very 
different image appearances. Therefore, the ideal system should be designed to 
cope with images acquired under various uncontrolled conditions and perform 
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Manual microscopy Computer Microscopy 
Requirements 
Electricity (optional) 
Special Training 
Staining chemicals 
Yes 
Basic Training 
Same+ Computer+ Camera 
Time Subjective Constant 
Accuracy Subjective Constant& Consistent 
Cost US$ 0.12-0.40 Similar 
Specifications 
Detection Threshold Thick Films 50 par/pl 
Detection Threshold Thin Films 500 par/pl 690* par/pl 
Detection of all species Yes Yes 
Quantification Yes Yes 
Species Identification Yes Yes 
Life-Stage Identification Yes Yes 
Table 1.3: Comparison of Manual and Computerised Microscopy Diagnosis Require- 
ments and Specifications. *This thesis studies thin film analysis. However, due to con- 
strictions of data, the study could not include per-specimen tests; -690 par/yl thin film 
sensitivity threshold is based on a hypothetical comparison (see Section 8.4). 
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the same processing on them. This can be achieved using either of two different 
strategies: providing a calibration procedure for the acquisition setup or a robust 
method for the pre-processing of the images to reduce the effects. This thesis 
provides a detailed methodology for the latter which is explained in Chapters 3 
and 5. 
Field Selection: A single blood slide can have thousands of separate fields (im- 
ages) at the required magnification for the diagnosis. Moreover, the blood is not 
homogeneously distributed among these fields. It may be necessary (e. g. for seg- 
mentation) to automate the selection of the fields to be analysed. This requires 
full control of the microscope functions such as focus and x-y table movement. 
If we assume the microscope provided is fully controllable, an algorithm can be 
developed according to some criteria (e. g. thickness, number of cells, spreading) 
to decide suitability of fields for succeeding processes. This is not a complicated 
problem and there is a study in the literature that proposes a solution based 
on mathematical morphology [26]. In this thesis, we propose a method, which 
can process images regardless of the field density, which removes the necessity of 
employing a field selection procedure (Chapter 6). 
Segmentation: Segmentation of the image aims to separate blood cells into sepa- 
rate regions. With segmentation, the blood cells in a thin film can be partitioned 
and labelled uniquely for further processes. Since thick films do not have resolv- 
able RBCs, this type of segmentation is not possible or required. Segmentation 
of thin film images can be useful because usually the degree of infection (para- 
sitemia) is calculated as the ratio of the number of infected cells to the healthy 
ones. However, segmentation is not the only solution for estimating the number 
of red blood cells or parasiternia. In addition, the counting of RBCs may be 
unnecessary if the process can provide the parasite count against the number of 
white blood cells or a fixed blood volume. This thesis provides a more detailed 
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discussion on the thin blood film image segmentation problem in Chapter 4. 
Parasite Detection: To enable the observation of parasites, a blood sample is 
stained prior to the examination. While almost all of the components are affected 
by the staining, the parasites, WBCs and platelets are significantly highlighted. 
Detection of parasites requires the detection of stained pixels. Then the detected 
stained pixels should be further processed to define the objects. These stained 
objects should then be classified to determine if they are parasites. This classi- 
fication requires the definition of the parasite together with the definition of the 
non-parasite. By the parasite we are referring to Plasmodium species which infect 
human (P. Falciparum, P. Vivax, P. Ovale, and P. Malariae), however it must 
be noted that there are other peripheral blood parasites which are responsible 
for other diseases such as Babosiosis, Filariasis, and Leishmaniasis, Trypanoso- 
miasis [27) or animal malaria [7,8]. By the non-parasite we are referring to the 
WBCs, platelets and artefacts, however there may be other anomalies, which 
can enlarge the class definition. We will discuss the properties of parasite and 
non-parasite objects and parasite detection problem in more detail in Chapters 
7 and 8. 
Identification of parasite species and life-stages: The difficulties of species identi- 
fication (or recognition) were mentioned earlier (Section 1.3.1). Species recogni- 
tion, which is required for the detected parasites, is a further pattern classifica- 
tion problem that has four target classes: P. Falciparum, P. Vivax, P. Ovale, P. 
Malariae. The distinctive properties of different species were given in Table 1.2. 
Species recognition can be performed according to these rules. However, since 
certain species have distinctive morphologies in certain life-stages, it may be pos- 
sible to combine two separate problems of species and life-stage recognition. For 
example, the classification can be performed using sixteen target classes (i. e. four 
species x four life-stages) instead of four. We will discuss these in Chapter 9. 
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Calculating parasitemia and reporting: A complete diagnosis should first report 
if parasites are observed in the blood slide (smear). Then, if the blood is infected, 
the ratio of the infected cells to healthy ones and species (and life-stages) should 
be reported. The ratio of infected cells to healthy ones calculated over a stan- 
dard blood volume is called parasitemia. It is a common practice for experts to 
count parasiternia for only P. Falciparum since other species do not reach intense 
populations. For computer diagnosis, provided all previous tasks arc complete, 
producing a parasitemia report for all malaria species is straightforward. Para- 
siternia in a thin film is calculated as the ratio of the total number of the ring, 
trophozite and schizont stage parasites to the number of red blood cells (com- 
monly per an average of 1000 RBCs). However, depending on the efficacy and 
speed of the analysis, other measures can be calculated such as the ratio of the 
number of parasites to the WBCs or the complete categorised parasite and WBC 
count. 
1.5 Research Aims and Methodology 
As discussed above, the computerised diagnosis problem consists of many sub-problems. 
Due to the size of the problem, the scope of this thesis is focused on achieving only the 
following listed aims: 
1. Image acquisition 
2. Colour normalisation of images 
3. Segmentation of images 
4. Plasmodium detcction in thin films 
5. Plasmodium species and lifo-stage, recognition in thin films 
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There are many different paradigms for image analysis and pattern recognition in 
computer vision, which can be utilised to achieve these goals. However, we exten- 
sively use mathematical morphology for image analysis and statistical learning based 
approaches for pattern analysis. Section 1.8 provides a general description of mathe- 
matical morphology and gives definition of some morphological operators, which are 
extensively used in this research. Section 1.9 provides a brief definition of general pat- 
tern recognition terms (e. g. feature, classifier, and training). More detailed information 
can be found in [28] and [29] for mathematical morphology and in [30-33] for statistical 
pattern recognition. 
1.6 Contributions 
The automated diagnosis of malaria has been the subject of two earlier research studies 
at the University of Westminster. First, Dr. Cecilia Di Ruberto [341 and later on 
Dr. K. N. R. Mohano Rao [351 have studied the thin film examination. These studies 
focused mostly on processing of blood cell images to provide the basis for parasite 
analysis. They have also developed some rule-based methods for life-stage analysis. In 
Di Ruberto's work [34] the presence of regular blood components in images such as 
WBCs and platelets were briefly addressed. In Rao's work [35] the presence of regular 
blood components was not considered at all. Every stained object in the thin film 
images was considered as parasites. For automated diagnosis, this approach would 
diagnose every possible sample (and consequently the patient) as infected even though 
they may be completely healthy. 
Automated microscopy diagnosis of malaria essentially requires a function, which 
can differentiate between regular blood components (also artefacts) and parasites. The 
significance of this thesis study is that it defines the computerised "diagnosis of malaria" 
directly and thoroughly. It proposes a novel method to perform this fundamental 
function (i. e. parasite detection). 
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Species and life-stage analysis must be performed only on the detected (i. e. identi- 
fied) parasites. The study in this thesis proposes a method to perform these secondary 
functions. 
This work also reinvestigates some of the auxiliary functions (e. g. segmentation and 
stained object detection) which were also investigated during the previous research. 
This was necessary to allow processing of all the fields of thin films regardless of their 
cell concentration (i. e. thickness). 
The main contributions and related publications resulted from this research are 
listed below: 
This work proposes a novel method for parasite detection based on the K-Nearest 
Neighbour classification rule. The proposed method was presented in British 
Machine Vision Conference (Edinburgh, 2006) [36], and Medical Image Under- 
standing and Analysis Conference (Manchester, 2006) [37] . 
This work proposes and compares three alternative classification schemes for the 
species and life-stage recognition problems based on the K-Nearest Neighbour 
classification rule. A comprehensive article including the species and life-stage 
recognition results is currently under preparation. 
This work proposes a novel method for colour normalisation of thin blood film 
images. This enables processing of the images regardless of their acquisition char- 
acteristics. The normalisation method is not specific for Plasmodium therefore 
can be used as a pre-processing stage in any peripheral thin blood film analysis 
method. The method was presented by the author in 15th Signal Processing and 
Applications Conference (Antalya, 2006) [39]. 
This work contributes to the field of mathematical morphology by proposing the 
minimum area watershed transform and Radon transform based marker extrac- 
tion algorithms. These were applied to the thin blood film image segmentation 
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problem and were presented at the International Symposium of Mathematical 
Morphology (Paris, 2005) [401. 
In addition to the above contributions, in this study, many of the proposed meth- 
ods were comprehensively evaluated and validated. To perform various experiments a 
significant number of images (peripheral thin blood film images) were acquired from a 
setup, which was physically built during this study. 
This study approaches the computerised diagnosis of malaria problem from a pat- 
tern classification perspective. The set of solutions proposed in this thesis provides a 
well-defined basis for computerised diagnosis of malaria. It proposes gencralised solu- 
tions for the sub-problems which avoid heuristics and rule based algorithms. As an 
outcome, it is possible to design a generalised diagnosis tool simultaneously covering 
other peripheral blood parasites since the methodology does not depend on the char- 
acteristics of Plasmodium, or its appearance in a particular set of images. This is very 
important because a diagnosis tool would be more powerful if it can identify other 
parasites. This is discussed and emphasised throughout the thesis. 
1.7 Outline of Thesis 
The rest of this chapter (Sections 1.8 and 1.9) give brief explanations of widely used 
mathematical morphology tools and pattern classification notions. Readers who arc 
familiar may prefer to skip them and return for reference when necessary. 
Chapter 2 presents a literature review of the studies that are directly related to 
the diagnosis of malaria. Additionally, it discusses some other studies, which are not 
directly related to malaria but are related to the analysis of the blood cell images or 
have completely different subjects but share some common techniques with this thesis. 
Chapter 3 explains our research related to the image acquisition and data collection. 
It discusses the problem of uneven illumination and highlights the possible solutions. 
Chapter 4 presents a novel method for the segmentation of the blood cell images 
19 
and discusses the problems associated with segmentation. 
Chapter 5 presents a novel method for the colour normalisation of the thin blood 
film images. 
Chapter 6 explains our approach to the stained pixel detection problem and presents 
a new solution for stained pixel detection using a Bayesian pixel classifier. Additionally, 
it proposes an algorithm for the post-processing of the stained pixels to extract the 
stained objects. 
Chapter 7 presents our methodology for malaria diagnosis from the statistical pat- 
tern recognition perspective. 
Chapter 8 presents our experimental study for parasite detection. It includes a 
comprehensive set of experiments pointing to the features, classifier details and scale- 
invariance. 
Chapter 9 presents our experimental study of the species and life-stage recognition 
problems. The species and life-stage recognition tasks are seen as extensions to parasite 
detection. However, the study considers the three tasks as both consecutive and joint. 
It proposes and compares different classification schemes for the tasks. 
Chapter 10 gives a summary of the thesis, marks the achievements and contributions 
to the field and provides conclusions and some future directions. It discusses the study 
in terms of fully automated malaria diagnosis. 
1.8 Mathematical Morphology 
Mathematical morphology (MM) is a theory concerned with morphology or spatial 
analysis of images. It is based on set theory and lattice algebra [41]. It provides many 
powerful techniques for image analysis which are particularly useful for general blob 
image analysis tasks such as blood cell image analysis. The suitability of MM to such 
tasks stems from the advantage of set (object) level manipulation of images. Many 
of the functions provided within mathematical morphology are based on nonlinear 
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transformations in which the output is given as the relation between input set and a 
transforming set which is defined by an attribute. This attribute can be based on an 
increasing measure such as width, size, basic shape (square, circle etc. ) or can be non- 
increasing measure such as circularity, elongation, or contrast. Some key definitions and 
functions, which are extensively used in this study, are presented here. The theoretical 
details and more information can be found in texts (28,29]. 
Connectivity 
Connectivity in a digital image can be explained with graphs. A connected graph 
is the graph in which any two of its vertices can be linked by a path. For example, 
if two sample points [(xl, yl), (x2, y2)] in a digital image are taken as vertices: 
these vertices are said to be 4-connected if Jx1 - x2l + lyl - y2l = 1, whereas 
they are said to be 8-connected if max(lxl - x2j, lyl - y2j) = 1. The connectivity 
definition is required to define the neighbourhood of a specific coordinate in 
the image plane. Almost all the MM operations can produce different results 
according to the different connectivity definition. We have shown in [38] that in 
watershed segmentation the difference can be significant for noisy images. In this 
thesis, all the MM operations use 8-connected connectivity definition. 
Structuring Element 
A structuring element can be defined as a set which modifies a morphological 
operation's behaviour with a defined attribute (e. g. shape, size). In its simplest 
form, a structuring element will consist of a pattern specified by discrete coor- 
dinates relative to an origin. By choosing the coordinates, specific shapes can 
be formed. More complex structuring elements can include defined values for 
each specified coordinate. In some operations the structuring elements can be 
implicitly defined in an adaptable manner according to an attribute instead of 
predefined set of coordinates. 
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9 Erosion and Dilation 
These are the basic operations of MM which are used in derivation of the higher 
level operations. Suppose X denotes the set of coordinates x corresponding to 
the input image A, S is the set of coordinates defined by the structuring element, 
and Sx denotes the translation of S so that its origin is at x. Then the erosion 
of A by S is defined as the set of points x such that Sx is a subset of X (29]: 
A6S = {x: S g XI (1.1) 
This can also be formulated by intersection of set of translations (i. e. Minkowski 
subtraction), that the translation is determined by S can be defined as: 
Aes =nx., 
BES 
(1.2) 
The erosion is a translation, order invariant and increasing operation [29]. The 
opposite (dual) of erosion is dilation which is defined as set of all points x such 
that the intersection of Sx with X is non-empty [29]: 
AEDS = fx:. ý, nX 7ý 01 
Here, again the definition can be made by union of set of translations (i. e. 
Minkowski addition), that the translations being determined by the S can be 
defined as: 
AEDS U Xs 
SES 
(1.4) 
The extension of morphological operations to grey scale images is done by per- 
cciving the image as a topological surface. Binary set operations intersection and 
union are replaced by the minimum and maximum operations respectively. For 
a grey scale image (f), grey scale erosion and dilation operations can be defined 
as in [29], respectively. 
es(f) =min f (x+ s) 
,' ES 
ds(f max f (x + s) 
SES 
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Opening and Closing 
The combination of dilation and erosion operations produces two new operations. 
These are opening and closing depending on the order which operation is applied 
first. Opening is erosion followed by dilation: 
-ts (f )= JS (Es (f )) 
And closing is the opposite (dual) of the opening: 
OSW = IEWSM) (1.8) 
Opening and closing are also dual operations and they are translation invari- 
ant, increasing and idempotent. While opening is anti-extensive, closing is an 
extensive operation [29]. 
Area opening and Area closing 
Area opening is an opening operation which defines a locally adaptable struc- 
turing element based on an area attribute instead of providing a fixed width 
structuring element (42]. The area opening operation removes an object if its 
area is below a defined threshold X Again area closing is defined as the dual 
operation of area opening. In grey scale images area opening removes a plateau 
and area closing fills a hole if its area is below a defined threshold. Area opening 
for binary images is defined as follows [42]: 
{x E X1Area(Cx(X» >AJ (1.9) 
where C., (X) the connected opening or simply connected component of X. Area 
closing is defined by duality [42]: 
Oa (X) = [, a AX 
(XC)]C (1.10) 
where Xc denotes the complement of set X. Grey level extensions can be defined 
by the union of different area operations in consecutive thresholded sets [42]. 
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Granulornetry and Area Granulornetry 
Granulometry is a useful tool for obtaining a pHori information about the size 
of the objects in the image. Granulometric size distributions are computed via 
a family of openings which have increasing, anti-extensive, idempotence prop- 
erties [43,44]. Since the area opening attribute (area) has the above-mentioned 
properties, the granulometry can be computed with successive area openings [451: 
GA (f )=1: 7, '\i (f )-E -(, '\j_ý (f )A= jAli A2 i Aj (1.11) 
where -yAa, (f ) is area opening of image f (binary or grey) with area threshold Ai - 
Top-hats 
The arithmetic difference between an image and its opening or closing is referred 
as morphological top-hats. Top-hats by opening (white top-hat, WTH) and by 
closing (black top-hat, BTH) are defined as below [29]: 
IVTH(f )=f- -tB (f ) (1.12) 
BTH(f) = OBW -f (1.13) 
Since opening and closing operations arc anti-extcnsivc and extensive operations 
respectively, the white or black top-hat is always greater than or equal to zero. 
The white top-hat extracts the brighter content of the image which is removed by 
opening. On the contrary the black top-hat extracts the darker content which is 
removed by closing. The extension to white area top-hats and black area top-hats 
is performed by using area opening and closing operations respectively [42]. 
Reconstruction 
The reconstruction operation can be easily understood after introducing the 
markers. Many MM operations are extended to operate by an additional set 
(image) which marks particular components in the input (i. e. geodesic transfor- 
mations). Thus, instead of one input, with two input images operations can 
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provide selective or conditional behaviours for elementary operations. For exam- 
ple, a marker controlled dilation operation (i. e. geodesic dilation) is defined as 
follows [46]: 
Jg(f) = J(f) (1.14) 
where the elementary dilation operation is applied to the marker image (f) and 
then its point-wise minimum is calculated with the mask image (9). Therefore, 
the mask image limits the dilation operation. Since, they are limited by the mask 
image geodesic operations can be iterated to reach stability which leads to the 
definition of the morphological reconstruction. The reconstruction by dilation 
operation is defined by iteration of elementary dilations until stability [46]: 
R96 (f 6g(i) (f where (1.15) 9 69(i) 
(f 69(i+ 1) (f ) 
The reconstruction by erosion is defined in a similar basis [29,461. 
Regional Minima and Maxima 
A regional maximum (RMAXh) in a given value (h) of an image (f ) is the 
connected components of pixels that have neighbour pixel values strictly lower 
than h. Thus, it is different than the local maximum that is defined by a pixel 
p that neighbours have values which are lower or equal to f (p). The regional 
maximum of all h values, in an image is referred as regional maxima can be 
computed with reconstruction by dilation as follows [46]: 
RAIAX(f) =f- R3(f - f (1.16) 
In a similar way, the regional minimum (RMINh) in a given value (h) of an 
image (f) is the connected components of pixels that have neighbour pixel values 
strictly higher than h. The regional minima can be computed with reconstruction 
by erosion as follows [46]: 
RMIN(f) = R(f + 1) -f f 
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The further details of derivation and proofs can be found in [29,46]. 
Watershed Segmentation 
The watershed transformation is a powerful morphological image segmentation 
tool. In a topographic representation of an image, the grey level value of each 
pixel can be perceived as an elevation at this point [47]. The watershed trans- 
formation, in an analogy to flooding simulations, tends to create partitions of 
the image corresponding to catchment basins. When the objects in the image 
correspond to minima, and the object boundaries are presented, the output of 
the transform divides the image plane into unique regions (influence zones of 
minima) associated with the objects. 
Here, we include Soille's watershed definition in terms of flooding simulations 
briefly, see [29] for a complete description. 
The watersheds of an input grey level image f correspond to the boundaries 
of catchment basins of f. Let rntin denote a regional minimum of f and let 
show CB(rmin) the catchment basin associated with this rmin. The points of 
CB(rmin) which are on or below grey level h can be shown using its intersection 
with the threshold set at level h: 
CBh(rmin) = CB(rmin) n Tt: 5h(f) 
where Tt<h(f) denotes threshold result of f at level h. The subset of all catchment 
basins which have grey scale value less than or equal to h can be shown as: 
Xh U CBh (rmini) 
i 
where the subset of regional minima at level h can be denoted by RMINh. Hence, 
at the lowest grey scale value hmin, the set of catchment basins is equal to the 
threshold set and also to the regional minima at this level, i. e. 
Xhmi,,, = Th,, i,, (f) = 
RMINhmin(f) 
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The catchment basins in the next level can be found using the union of the newly 
emerged minima and influence zones of the previous minima: 
Xhmin+l = RM INhmin+l (f )U 
'ZTt<hmiyt+l 
(f) (Xhmin) 
where 
ZTt<hmin+1W(Xhnjn) 
are influence zones of the catchment basin subset 
Xhmin in the grey level threshold set Tt<hmin+1W- Influence zone IZA(Ki) of a 
connected component Ki in A is the connected set of points of A whose geodesic 
distance to Ki is smaller than their distance to any other component (see [29]). 
The set of all catchment basins of f is equal to the set Xhn. ý where hmax is the 
maximum grey level of f, and therefore can be calculated iteratively: 
Xhmin 
-': -- 
Thmin(f)i (1.22) 
Vh [hmin, hmax - 1], (1.23) 
Xh+l = RM INh+j (f )U IZT,., h+l (f) 
(Xh) 
Finally, the watershed lines are defined as the boundaries Of Xhmax- 
1.9 Pattern Recognition 
Pattern recognition which drives machine perception is a field in the broader paradigm 
named Machine Learning, which is concerned with learning of the computers. Machine 
perception has a wide range of application areas such as manufacturing, medical exam- 
ination, authentication, surveillance, astronomy or military applications. It has active 
research areas such as object recognition, speech recognition, face recognition, optical 
character recognition, DNA sequence analysis and many more. Basically many of these 
recognition tasks only differ in the subject of study but are related by a similar set 
of mathematical notions which are pattern classification techniques. Below, some key 
definitions and functions are provided that are common among the most classification 
techniques. More information can be found in various sources, e. g. [30-33]. 
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9 Feature 
Suppose we want to automate a classification task which is performed manually. 
First thing we need to define is a set of observations or measurements which 
characterise and discriminate the entities (e. g. objects, faces, sound) that we want 
to classify. This set is called the feature and may be comprised of many individual 
features. A process or function that analyses the signal coming from the object 
and producing a set of features is a feature extractor. Suppose a classification of 
circular and square like objects is to be performed, and the object signal is a 2-d 
binary image, a feature extractor may produce the area (A) and perimeter (P) 
measurements as the features to be used in the classifier. 
Classifier 
A classifier is a function which assigns a given feature vector associated with the 
object to one of the classes that are defined in the problem. The simplest classifier 
can be a rule-based or heuristic-based function which performs the decision based 
on an if-then logic. If we use our last example, a classifier would be a statement 
such as: If 41rA/p2 ratio is 1 then assign object to circular objects class, otherwise 
assign object to square objects class. However, in practice the problems are more 
complicated for simple heuristic decisions. Instead most classifiers are designed 
to perform decisions based on more complex functions which are statistically 
justified on a set of observations (training samples). 
Training Samples and Learning 
More complex problems require bigger feature vectors comprised of more features 
which result in a higher dimensional feature space. Therefore classifier decisions 
require complicated evaluations. Usually the task of the classifier transforms into 
calculation of the conditional probability of a given feature vector for the classes. 
In general, learning is an operation to reduce the classification error with an 
algorithm based on a mathematical model which rcfincs the decision function. 
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This is often performed using a set of pre-labelled (supervised) examples (training 
samples) which the decision function can be optimized on. The optimisation of 
the classifier decision function parameters with a labelled set of examples is often 
referred as supervised learning. In some problems it may be impossible to provide 
label information (supervision) for the training samples. A classifier to solve such 
a problem would perform a clustering on the training set. This process is called 
unsupervised learning or clustering. 
If we have a metric feature space the decision function defines a decision boundary 
in feature space which is a partition for the classes. In simpler problems the 
decision boundary can be a linear hyperplane, however in practice most problems 
require non-linear and more complex decision surfaces. A simple decision function 
can be based on the histogram of the features (class conditional distributions) 
calculated for the each of the target classes. The classifier can use the histograms 
of the features (density estimation) to produce a likelihood ratio. If we have the 
a primi probabilities of the classes the decision can be made according to the 
Bayesian decision rule: Decide w, if P(wllx) > P(W21X) where P(wjlx) denotes 
the posterior probability of the state of being wj given that feature value x [33]. 
" Generalisation 
By leaxning, a classifier aims to improve a decision capability for previously un- 
seen samples. This is known as generalisation. The learning process using train- 
ing samples tends to reduce the classification error on training samples. However, 
training samples may not be optimal representatives to provide a good generalisa- 
tion. Also a poor generalisation can occur if an iterative learning model over-fits 
to the training samples. Hence there is an approach named validation which can 
control the fitting. 
" Validation 
While iteratively reducing the classification error on a training set, the valida- 
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tion is performed by evaluating the trained classifier on previously unseen set of 
samples (validation set). The training is stopped when the error on validation 
samples starts to increase. This prevents over-complex models from over-fitting. 
Evaluation and Error Measures 
Testing aims to evaluate and report the generalisation capability of the classifier 
for the problem. It can also provide a comparison of different factors such as 
discrimination capability of the features and may suggest possible improvements. 
An average classification error value on the testing set can represent the success of 
the classifier. However, in most problems more detailed error analysis is required 
for the analysis of the performance. In binary classification tasks the number 
of true classifications versus false classifications can be used to plot Receiver 
Operating Characteristics Curve (ROC) [33]. ROC analysis is a useful tool for 
comparing and visualising the classification performances [48,49]. 
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Chapter 2 
Literature Review 
In this chapter we will present the related literature on the basics of automated 
microscopy imaging, blood image analysis, and Computerised Diagnosis of Malaria 
(CDM). CDM is not a highly active research area due to the narrow focus on the 
disease which requires interdisciplinary research. However, there are a remarkable 
number of studies concentrated on processing of blood cell images, mainly aiming at 
White Blood Cell (WBC) analysis. Some of these studies which investigate the use of 
different features and classifiers are included in this review. 
2.1 Processing of Blood Cell Images 
1.1 Imaging 
The importance of digital imaging has grown in medical applications recently. In 
addition to computer aided diagnosis, it enables various applications such as remote 
intervention [50], telemedicine/telepathology [51,52] or education [53]. 
A full automated CDM system requires complete digital control of the microscope 
while remote control can have applications in a semi-automated system. In [54] the 
authors report a successful method to control a microscope using a digital control 
board and 3 stepper motors to enable remote observing of an expert microscopist of 
a slide prepared ba technician. However, even when full control of the microscope y 
is provided, the required time for capturing a whole slide could be too much to be 
feasible. The number of images required to completely capture a blood slide is a 
function of field of view of the imaging system. In [55] the required number of images 
to capture a 2CM2 area specimen at 20x magnification is calculated to be nearly 1300 
images using a 1300x1O3O pixel 2/3 inch CCD camera. CDM requires 100x objective 
magnification, so the number of captured images would be twenty five times higher. 
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Hence, it corresponds to over 30000 slide movements, focus and CCD sensor shutter 
operations. To reduce time requirements they [551 propose to capture the images while 
the slide is continuously moving which introduces another problem of image blurring. 
They propose to use Xenon strobe lights instead of conventional lights to solve this 
problem, which raises the cost of the system dramatically. 
Finding a fast image capture technique for a low cost configuration system remains 
unsolved, but probably a human expert will require more time to manipulate a slide 
and focus the microscope to observe 30000 of fields. Hence, the number of fields the 
expert would examine is smaller. In WHO malaria microscopy tutorial [9], examination 
of only 100 fields is recommended before giving a negative decision. Additionally, if a 
parasite is observed in a field, 100 more fields (or 200 WBCs, 0.025111 of blood) would 
be sufficient to calculate the parasiternia in thick films. Since it is time consuming 
and the sensitivity threshold is high, routine examination of thin blood films is not 
recommended for the positive/negative type of diagnosis. However, if parasites are 
found, examination of 25 fields (average 200 RBC per field yields 5000 red blood cells) 
would be sufficient to calculate the parasiternia in thin blood films. 
In CDM the observed fields can be limited with 200 fields or alternatively with the 
number of fields to capture a fixed number of Red Blood Cells (RBCs) (WBCs in thick 
films). For example, with a 100x objective, capturing the images of 200 fields with an 
average 200 RBCs (depends on the CCD size and the total magnification between Spec- 
imen and CCD) may collect 40000 RBCs which corresponds to approximately 0.008PI 
of blood in a thin film. This could provide a sufficient number of cells for the sen- 
sitivity threshold of the expert examination (0.004pl) (manual microscopy threshold: 
in Section 1.3.1). However, the blood smear is not homogeneously distributed on the 
thin blood film which suggests that a systematic approach would be necessary for field 
selection. In [261 a method was proposed to enable automatic detection of the appropri- 
ate fields for the post-processing. The estimation of "appropriateness" was established 
following the criteria of a good field in the practice of manual microscopy: RBCs are 
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just contacting. This was achieved by an algorithm composed of MM operations such 
as granulometry and distance transform. In this study, we propose a method which 
can process images regardless of the field density, and thus removes the necessity of 
employing a selection procedure (see Chapter 6). 
2.1.2 Colour Constancy 
It is very common for automated classification methods to employ an initial stage to 
reduce the effect of some expected variations. Various properties of the microscope 
imaging setup can cause variations in observed colour, intensity of the image or size of 
the cells. These variations that can be easily tolerated by an expert microscopist may 
not be tolerated by a computer algorithm. If there is only one imaging setup or if the 
system can be calibrated for colour variations, this would be a minor concern. However, 
images acquired from different setups may have negative effects on the accuracy of a 
computer classification. 
Yagi et al. [56] discuss the issue of image standardisation for pathology in tele- 
medicine. According to the authors, a medical imaging standard can enable the systems 
to share the image files. However, the current obstacles are human and imaging factors. 
The human factor is related to the differences in preparation of the specimens (i. e. 
staining) while imaging factors are related to the sensor characteristics, lighting or 
different calibration. 
There are various studies addressing the calibration and colour constancy issue in 
imaging for general machine vision purposes [57,58]. However, it is difficult to say the 
same for microscope imaging which requires special approaches. 
In machine vision, an intuitive method for colour calibration is to use a reference 
colour chart and then tune the system according to the differences in the observed 
colours. There are some colour calibration methods in the literature which are specifi- 
cally proposed for medical applications. In [59] authors proposed a method for colour 
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normalisation for tongue images comparing the response to a reference colour chart. 
The calibration was performed using a support vector regression classifier [33] which 
assigns the colours to appropriate bins on the colour reference chart. Similar reference 
colour chart comparison methodologies were followed for calibrating skin images for 
dermatology imaging in [60,611. A more comprehensive method was proposed in [62] 
a method for calibration again with response to a reference colour chart. They have 
gencralised the image formation model based on Lambertian surface assumptions and 
estimated the illumination spectrum while spectral surface reflectivities were deter- 
mined by Wiener inverse estimation [631. 
However, there is an important condition of microscope imaging which impedes 
calculations based on the Lambertian surface model and use of the reference colour 
charts. The surface reflectance models are not appropriate because the sensor (or hu- 
man eye) does not receive light reflecting from a surface. The light reaching the sensor 
is the attenuated light which is left from object's absorption. In fact, image formation 
of the slides under light microscopes more appropriately should be modelled with the 
"Beer-Lambert Law" which states that there is a linear relationship between the con- 
centration and thickness of illuminated media and the "absorbance" [63]. Additionally, 
the reference colour patches which have to be in a transparent form with a perfectly 
homogeneous colour are not practical for microscopes. Even it was possible to man- 
ufacturc them; there is still the previously mentioned human factor in preparation of 
the slides which results in non-standard and inhomogencous staining concentrations. 
The problem of non-standard preparation of the slides was addressed in [64,65]. To 
correct under/over staining conditions of the slide, they obtained the spectral trans- 
mittance by a multispectral camera: a camera equipped with different band filters to 
capture the spectral reflectance on separate bands. They mathematically modelled the 
relation between the transmittance and the amount of stain (dye) for each pixel using 
the Beer-Lambert Law and Wiener inverse estimation [63]. If we overlook the cost of 
a multispectral camera, it [64] is an important study providing a mathematical model 
34 
of the staining concentration-transmittance relation which enables digital correction 
of non-ideal stain concentrations. However, the variations due to the different camera 
parameters and light sources were not addressed which leaves the camera side of the 
problem unresolved. Nevertheless, for the CDM application, we may not have the lux- 
ury of adding the cost of a multispectral camera to the system; it is not practical to 
capture many (e. g. 10) different bands of the same field to estimate the amount of dye. 
In this thesis, we propose a very practical method ensuring the colour constancy on 
the images captured from various (unknown) sources. The method exploits the special 
characteristics of the peripheral blood images. It is explained in detail in Chapter 5. 
A final issue that could be appropriate to mention here is the choice of colour space. 
Most imaging devices produce a colour image in RGB colour space. Many studies such 
as [34,66,67] suggest a transformation into alternative colour spaces such as LUV, CIE, 
HSV in which they claim easier interpretation or lower correlation between separate 
channels [681. However, there is no evaluated study that demonstrates one colour space 
is more favourable to the other for the purpose of any particular blood image processing 
problem. 
2.2 Size of the Cells 
Average sizes of healthy human peripheral blood components have known limits. Nor- 
mally, the diameter of a red blood cell and platelet is between 6-8mm, 2-3/im, respec- 
tively. WBC size can vary between 8-20pm depending on the type. However, there is 
a normal tolerance of the size deviation on the averages values. For example, normal 
size deviation for RBC is between 10-15% in healthy blood [69]. 
If known, the CCD pixel resolution and the magnification (between specimen and 
CCD) can be used to calculate expected sizes of the blood cells that are present in 
the image. Additionally, in normal healthy blood RBCs can be expected to have a 
regular circular shape. However, there are some conditions (i. e. anaemia) which result 
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Figure 2.1: Examples of abnormal cell size and shape (a) anisocytosis (b) sickle cell [71] 
in abnormal shapes and sizes. For example., in anisocytosis RBC size can greatly vary 
and in sickle cell disease the shape of the red blood cells are deformed. Figure 2.1(a) 
and 2.1(b) show examples of anisocytosis and sickle cell, respectively. Similarlyi there 
are various disorders affecting other blood components which result in abnormal shapes 
and sizes [70]. 
Therefore a prior analysis may be essential to estimate the size or the shapes of the 
cells. As mentioned earlier in Section 1.8, mathematical morphology provides useful 
functions which can be used in object level processing of images. One of the most useful 
functions is granulometry (pattern spectrum) which can provide the size distribution 
of the image. Granulometric size distributions are computed via a family of openings 
which have increasing, anti-extensive, idempotence properties [43,44]. Though the 
definition of granulometry does not suggest any special type of opening operation, in 
practice it is usually implemented via a set of increasing width structuring elements of 
a pattern (e. g. square, disk, and hexagon). 
Granulometry with circular structuring elements has been employed in some stud- 
ies as a pre-processing stage to estimate the average size of the cells [26,34,72-741. 
However, the abnormal conditions as shown in Figure 2.1 and the holes inside the cells 
degrade the accuracy of a granulometric size distribution calculation when calculated 
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with fixed structuring elements. 
In [751, Breen and Jones extended the definition of granulometry to be calculated 
with any set of attribute openings or non-increasing (e. g. area) opening like operations: 
thinnings [29]. Based on the generalised attribute granulometries defined by Breen 
and Jones [75] and connected set filtering using Max-Tree representation [76], it was 
possible to practically implement granulometries by non-increasing attributes. In [77] 
the authors proposed an implementation of shape pattern spectrum which was later 
extended to the calculation of 2-d granulometries (shape X size) in [781 and to the 
vector granulometries in [79]. 
To cover deformed non-circular shapes of cells, Rao et al. [45] proposed the utili- 
sation of area granulometry instead of granulometry calculation with fixed structuring 
elements. Area granulometry was then used in different studies as an improved size 
estimator for the blood cell images [35,39,40]. In these studies, area granulometry was 
calculated with a series of openings which is not efficient. A method for fast compu- 
tation was proposed earlier in [80] based on a connected sets tree (i. e. Max-Tree [76]) 
representation. Figure 2.2 shows the plots of granulometry and area granulometry cal- 
culations on the grey level negative of the sickle cell image that is shown in Figure 2.1. 
In this image, RBC diameter changes between 20-35 pixels. Since RBCs are not all 
circular and homogeneous (have holes), granulometry is confused; area granulometry 
is more accurate. 
In this thesis, area granulometry is used to obtain size distribution for the suggested 
methods of segmentation and colour normalisation (Chapter 4 and 5, respectively). 
Moreover, in the classification experiments, the local area granulometry is employed 
as a shape descriptor feature for stained object classification (Le, parasite detection) 
(Section 7.2.3). 
37 
Granulometry Dtsk Shape SE 
(a) (b) (c) 
Figure 2.2: Granulometry vs. Area Granulometry: (a) Negative of the grey level sickle 
cell image, (b) granulometry, (c) area granulometry 
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Figure 2.3: White blood cell components and types: (a) an illustration of WBC showing 
individual components. Examples of 5 main WBC types: (b) Neutrophil, (c) Eosinophil, 
(d) Basophil, (e) Monocyte, and (f) Lymphocyte 
2.3 Segmentation 
Segmentation is the common basic task in blood cell analysis applications. There are 
a huge number of references to blood cell segmentation in the literature. Due to its 
popularity in haernatology applications, most of these only refer to WBC segmentation 
and related tasks (e. g. counting, classification). Since the WBCs are present in the 
peripheral blood images and they are also highlighted like malaria parasites with the 
Giemsa stain, the methods that are developed to segment, identify, and classify them 
are important for this survey. 
WBC consists of three main structural components: nucleus, cytoplasm, and cell 
membrane (Figure 2.3(a)). WBC segmentation most commonly refers to first locating 
the WBCs (on the stained image) then segmenting to locate their components for 
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further analysis. 
A common approach for locating the WBC nucleus is the thresholding [81-84]. 
Though there are various general thresholding methods [851 the most popular method is 
Otsu's [86] in which image histogram is analysed to obtain a threshold that maximizes 
the separability of the resultant classes (i. e. foreground and background regions or 
stained and non-stained pixels). An alternative method to thresholding is to use a 
k-means clustering [31] or mean shift clustering to obtain separate regions representing 
the different structural components of the WBCs and other components [66,67]. 
After locating the nuclei or identifying individual component regions the boundary 
information (membrane) has to be extracted. One popular approach is to fit a bound- 
ary to the region by using snakes (active contour models) [87-91]. Snakes provide 
satisfactory bases for boundary detection; however the calculation is time consuming 
(since snakes are optimised on every cell) and sensitive to the initialisation. 
For the CDM and similar applications, the important segmentation task is to find 
the unique regions associated with individual blood cells (RBC, WBC, and platelet). 
In other terms, it corresponds to locating each cell in the image independent of their 
type. In [821, the authors propose a method that is using trainable Gaussian boundary 
models for cell image segmentation which they have tested on the images taken for 
cancer screening. However, calculating each cell boundary, fitting a Gaussian model 
and matching can take a significant amount of time. 
On the contrary, again mathematical morphology provides very practical tools for 
segmentation of blob like objects. One simple method is to use watershed transfor- 
mation which was described in Section 1.8. In watershed segmentation the image is 
seen as a topographic surface. In an analogy to the flooding simulations, watershed 
transform calculates unique regions associated with each regional minimum (catch- 
ment basins) which results in excessively over-segmented objects. In (92] the authors 
proposed estimating the quality of watershed segmentation on the object based on the 
calculation of a Mahalanobis distance to a cell model which then used to exclude under 
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qualified segmented objects from further processing. In [93] the authors have proposed 
to merge of initially found catchment basins based on their depths and areas to find 
actual object regions. 
For a simple blob image segmentation problem, watershed transformation can be 
used together with binary image distance transform to mark and segment only the 
important minima (corresponding to objects) [47]. Yet, the distance transform do 
not solve the problem completely. In [94] the authors proposed to filter the distance 
transform to improve the watershed segmentation. They have evaluated the counting 
performance of the system, however, the results were not correlated with manual count- 
ing. In [72], Di Ruberto et al. proposed a method assuming the RBCs are circular. 
They suggested that overlapping can be separated by a structuring element of fixed size 
which was obtained from the granulometry. As we have seen in the previous section, 
the circularity assumption always does not hold. However, they have addressed the 
presence of the white blood cells which was affecting granulometry. They have detected 
WBCs and parasites using a threshold on the image histogram and excluded prior to 
granulometry calculation to improve the size estimation for RBCs. 
Later, in several publications [35,95] Rao et al. addressed the over-segmentation 
under-segmentation problem. In [95], they proposed an iterative segmentation using 
the distance transform in which the under-segmented cells were detected by checking 
their area ratio to the estimated average cell area. Average cell area was estimated by 
area granulometry (i. e. peak index). In [35], they proposed to use area top hats for 
the marker extraction instead of distance transform. However, the presence of WBCs 
(which are larger than RBCs) were neglected that resulted in over-segmented WBC 
regions. 
In this thesis, to overcome the over-segmentation in the watershed transform a 
modification is proposed. By this modification a new MM tool is introduced: attribute 
watershed transform in an analogy to the attribute openings and thinnings [751. A novel 
cell image segmentation method is proposed by employing this attribute watershed 
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transform incorporating the Radon transform [96] to extract markers. The cell counting 
performance was evaluated by comparing to manually prepared ground-truth data. 
The presence of WBCs was taken into account and they were marked to prevent over- 
segmentation. The details of the method can be found in Chapter 4. 
2.4 WBC classification 
As mentioned in previous section, WBC analysis is a popular research subject. WBCs 
are one of the components affected by Giemsa staining and they are in the non-parasite 
object class for CDM. Hence, the methods developed for automatic classification of 
WBCs arc highly relevant to CDM and to this survey. The main contribution of 
reviewing WBC classification methods is to deduce the motivation of choosing the 
features and classifying methodologies which can be incorporated into the CDM. Ad- 
ditionally, some studies that are reviewed below aim the classification of RBC, WBC, 
and platelet into separate sets which are also important for CDM. 
WBCs (leukocytes) are categorised into 5 main types: Neutrophil, Eosinophil, Ba- 
sophil (polymorphonuclear); Monocyte, Lymphocyte (mononuclear). Figure 2.3 shows 
an example for each category of leukocyte. The different types of WBCS are distin- 
guishable by their nucleus shapes, sizes, cytoplasm or presence of granular stippling 
when observed on a Giemsa stained thin blood film slide [70]. It is possible but harder 
to distinguish them on the thick film slides due to the de-hemoglobinisation of the 
cytoplasm during staining process. 
In [97] the authors propose using cell size (number of pixels inside the cell bound- 
ary), and average value of the red, green, blue colour channels to classify RBCs, WBCs, 
and platelets into separate classes. They have trained a back-propagation neural net- 
work (BPNN) [32] using these features that are extracted from 100 cells and report 
0% error on the training set. However, neural networks have a well known property 
of converging to any decision function provided they have enough number of neurons 
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and layers [33]. Hence, the 0% training error without any evaluation on a separate set 
does not suggest any generalisation. 
Aiming at the same classification, in [981, the features were extracted by calculating 
a discrete wavelet transform, then training with a BPNN and ALOPEX [99] algorithm 
separately and performances were compared. The recognition rate on a test set which 
was a portion of 11 images was reported to be 49% and 89%, respectively. The cells 
were manually labelled and pre-processed. However, the wavelet transform provides 
direction sensitive features (rotation variant) which may demonstrate poor performance 
in cell classification. 
In [831 a classification accuracy of 91% was reported on a set of 71 WBCs. The 
classification was done based on the mean values of 10 features (no reference was given 
to a classifier description). Features included measurements such as nucleus area, 
cytoplasm area, average colour, compactness etc. 
In [100], the authors proposed eigencells in an analogy to the eigenfaces [101] which 
is known to be size and rotation sensitive. They suggested that the direction of the 
cell can be found on the line connecting the cytoplasm and nucleus centre of masses. 
However, this assumption may not hold when the WBC does not exhibit clear regions 
of cytoplasm and nucleus. Even if a way can be found for calculating direction for the 
WBCs it is not applicable for Plasmodium, platelets or artefacts. 
Hence, there exist more popular features which are rotation or scale invariant. 
In [102) the authors presented a WBC image indexing and retrieval system (outputs 
the closest match from a database) using a K-Nearest Neighbour (KNN) classifier on 
the several features extracted from the nucleus. The features were comprised of Fourier 
boundary coefficients, nucleus area and a texture feature. The system was not intended 
to perform automatic (WBC disorder) diagnosis but provide decision support for the 
pathologist. 
In [103] a system was proposed to perform the automated differential count of 
WBCs. They have calculated a 57 element feature vector including several measure- 
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ments on the colour, shape, texture of the cytoplasm and nucleus. The feature set 
included affine invariant moments, colour co-occurrence histogram, colour histogram, 
area, perimeter, compactness etc. They implemented three different classifiers: KNN, 
learning vector quantization (LVQ), BPNN and support vector machine (SVM). On an 
image set containing 258 WBCs (train-test 7/3), they have reported test set accuracies 
of 81%, 83%, 90%, 91% respectively for the KNN, LVQ, BPNN, and SVM classifiers. 
In an earlier study [104], shape features of cytoplasm (area, perimeter etc. ) were 
found to be not discriminative (and excluded): only the chromatic features (colour 
based) were extracted. However, for the nucleus they have used both types of features. 
The chromatic features included statistical measurements such as standard deviation 
of the nucleus and cytoplasm of the values in colour channels or the ratio of channel 
averages; the morphological features included measurements such as nucleus area and 
compactness. Several BPNNs were trained with the feature vector of 7 elements; the 
overall class decision was given by majority of votes. They have reported 98% accuracy 
on a test set including 662 WBCs obtained by two different imaging systems. 
In [105] a set of 23 features (similar to the previously mentioned ones) were used 
to train KNN, BPNN, and parallel BPNN classifiers. A mean classification error was 
reported to be 0.08% with the combination 5 parallel BPNN classifiers where errors for 
the KNN and single BPNN were 0.14% and 0.18%, respectively. However, they have 
used a total of 134 WBCs and the accuracy of the method was measured with 10-fold 
cross validation: the training was performed on 9/10 of total images by validating on 
the rest of the set. 
In [106], besides area and circularity, some innovative features such as curvature, 
skeletons and multiscale fractal dimension were proposed for automatic Icukaemia di- 
agnosis (WBC disorder, i. e. type of blood cancer). However, they have only analysed 
the feature relevancies checking the scatter plots on set of 75 healthy WBCs; there 
were no evaluations for classification to suggest the performance of the new features 
(e. g. skeletons, fractal dim. ). 
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In [1071 different classifiers were compared. A set of 25 features composed of five 
nuclear area and perimeter measurements and 20 colour based features measuring min- 
imum, maximum, and mean of RGB channels and their ratios (e. g. mean R/ mean G) 
were extracted. Using 200 WBC images, 7 different classifiers were trained including 
BPNN and Naive Bayes. The best recognition performances were obtained by BPNN 
(1.95%) and Naive Bayes (4.0%) on the tests of 206 WBC images. 
In [108], a total set of 62 individual features were used to train a SVM classifier to 
classify 5 different types of leukocytes and the malignant type of lymphocytic leukemic 
cells. They compared the classification performances of SVM to the Naive Bayes and 
concluded the former was superior. The dataset included over 900 images: 600 were 
used for training and 300 were used for testing. 
In order to finalise the review on WBC classification the feature choices and clas- 
sifier performances can be summarised. The most common features can be divided 
in two categories: morphologic (shape) and chromatic (colour). A common choice for 
morphological (shape) features is the area and perimeter of the nucleus and derived 
measurements based on their ratios such as compactness. On the contrary there is no 
common choice for colour based features; however they are extracted from histograms 
or statistical measurements of the separate channels. However, there is no study re- 
viewed here comparing individual feature performances that can motivate selection of 
a subset of features from the overall features used among the different experiments. 
On the classifier side, it is again difficult to suggest one will provide more general- 
isation than the other due to the fact that separate datasets were used in evaluation. 
Though some studies compare the classifier performances, different classifiers can be 
tuned with their parameters to achieve better results. Or some simple classifiers such 
as KNN are highly dependent on the choice of distance metric: there can be significant 
performance difference between a KNN using Euclidean distance and another using 
city block distance metric (see Section 7.4.1.3). As a matter of fact, a theorem of 
general pattern recognition suggests that there is no superior classifier [33]. However, 
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performance of a classifier in a specific task can be evaluated: by comparing to the 
classification of an expert (manual); or the compared classifiers should be trained (i. e. 
estimate own parameters) automatically. 
Interpreting the classification results on their own, it would be too optimistic to con- 
clude automated WBC classification on the stained images can be done with accuracies 
over 90%. Most of the studies presented here do not take into account immature cells, 
platelets or artefacts. Some of the results were produced using small sample sets which 
may be over simple compared to an actual diagnosis scenario. Moreover, the problem 
of colour constancy was rarely addressed, which may hinder practical implementations. 
2.5 Diagnosis of Malaria 
In this section we will review the studies aiming at CDM. The topic has been subject to 
other research studies in the University of Westminster. First, Dr. Cecilia Di Ruberto, 
later Dr. K. N. R. Mohano Rao has studied on automated thin film examination with 
Dr. Andrew Dempster. Previously under the size estimation (Section 2.2) or the 
segmentation sections (Section 2.3), some of their contributions were reviewed. Apart 
from these auxiliary tools they also investigated parasite analysis. 
In [73], Di Ruberto et al. proposed an automatic thresholding method to extract 
malaria parasites based on granulometry and regional extrema. The method converted 
RGB images to HSV (Hue, Saturation, Value) colour space, then employed morpholog- 
ical operations on hue and saturation channels. They suggested that the markers for 
the parasites together with the WBCs can be detected by calculating the intersection 
of the regional maxima obtained from the two separate channels. Then they refined the 
detection process by using a further thresholding using the mean values of pre-detected 
pixels as thresholds. A feature extraction or classifying strategy was not proposed that 
could discriminate between parasites and WBCs. Moreover the platelets and artefacts 
were not considered. This method had two central assumptions that hinder its use as 
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an algorithm for malaria parasite detection in peripheral blood images: 
1. The regional maxima operator detects parasites and WBCs: The regional maxima 
operator finds the pixels on the image which have all neighbour pixel values lower 
or equal to its value. Even when the image has no stained pixels or parasites, 
regional maxima will clearly mark some pixels according to its definition. 
2. Stained pixels belong either to the parasites or WBCs: All the stained (high- 
lighted-saturated) pixels stemming from different components: parasites, WBCs, 
platelets, artefacts will exhibit the same nature in the saturation image. 
Later in [34], Di Ruberto et al. published a more comprehensive report on the 
subject. They used the same procedure as above to detect stained pixels. Then they 
proposed two different classification methods to analyse life-stages. Again platelets and 
artefacts were not considered, nor were the different properties of the different species. 
However, they eliminated the WBCs by applying a disk shape opening bigger than 
the average cell size and also detected and isolated schizonts by checking separated 
stained regions that are close to each other. For the first classification method, they 
proposed the use of the number of morphological skeleton end points as the features. 
The life stages were correctly classified in one image using the relation of circularity 
(estimated by the number of endpoints) of the cell and parasite maturity: more end- 
points indicates non-circular objects; immature trophozoites (ring shapes) are circular; 
mature trophozoites are irregular; the gametocytes are more irregular. In the second 
classification approach, they have used cell region histograms as features and modelled 
the immature trophozoite and the mature trophozoite by calculating the histograms of 
1 parasite for each class. They compared the counting performance of the system to 
the expert biologist markings and reported that the classification results on 12 images 
were more close to the both of the experts than the results of the experts were to each 
other. However, the evaluations were performed on the Plasmodium species which in- 
fects only rodents. In addition to the assumptions in their previous report, there were 
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two more assumptions which we can discuss here: 
1. WBCs can be detected by their size; schizonts can be detected by checking stained 
regions close to each other: It is plausible to use the fact that WBCs arc larger 
than normal red blood cells; however it is not safe to remove every stained object 
that is bigger than average RBC size. For example, in P. Vivax infection a mature 
schizont can be enlarged up to 2.5 times the size of a healthy RBC. Secondly, 
schizonts are not artefacts that should be removed from the analysis. Moreover, 
removing the stained objects that are close to each other would probably remove 
many other parasites. For example, in P. Falciparum infections it is very common 
that two separate parasites occupy the same cell. 
2. Immature parasites are circular, mature parasites are more irregular: The illus- 
trations presented in Figures 1.1- 1.4 show that this assumption will not always 
hold. If a categorisation could be based on the circularity of the infected cell, it 
would be appropriate to state: all life stages of P. Malariae and P. Falciparum 
(except the gametocyte stage) are more circular than P. Vivax and P. Ovale 
life-stages. 
In his doctorate thesis [35], K. N. R. Mohano Rao addressed various issues of CDM. 
The stained pixel extraction method was improved by calculating the image bias and 
subtracting from the image before marking the stained pixels. This prevented mis- 
detections when the images do not contain stained objects. However, though Di Ru- 
berto et al. addressed the presence of WBCs and proposed an area threshold to remove 
them, Rao did not consider the presence of other stained objects: all the stained ob- 
jects were assumed to be parasites. Therefore, all the stained objects were passed 
to the analysis of life-stage without checking if they are parasites. This assumption 
may hold on the in vitro samples (blood culture) but not for peripheral blood smears 
which are for diagnosis. The parasites (stained objects) were analysed to extract the 
nuclei count, nucleus area, parasite pigment to identify the life-stages. A rule based 
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classification scheme was developed for the P. Falciparum in vitro (not the peripheral 
blood) samples. The rules were based on area, the presence of the malarial pigment 
(Hemozoine) and nuclei count criteria [35,109]: 
merozoite: If the radius of the circle of the parasite shape is less than 10% of the 
radius of the circle of the average cell and no pigment. 
immature trophozoite: If the area of the parasite is less than 70% of cell area and 
pigmentation does not exist. 
mature trophozoite: If the area of the parasite is less than 70% of cell area and 
pigmentation exists. 
schizont: If the area of the parasite is more than 70% of cell area and pigmentation 
exists. Mature-immature differentiation was made by nuclei count: if it was below 
8 it was labelled as early schizont; between 8-16 as mid-stage schizont; above 16 
as mature schizont. 
9 gametocyte: was not implemented. 
The pigment presence and the nuclei count criteria follow the manual microscopy 
diagnosis practice of life-stage identification. However, the area threshold value 70% 
is difficult to generalise. Because it does not consider the major characteristic of P. 
Falciparum: more than one parasite can be present in the same RBC. For example, 
the area of two trophozoites can exceed 70%. The rules were only developed for the P. 
Falciparum. Other species were not studied. 
The primary aim of CDM is to identify if there is any Plasmodium in the patients 
blood sample. A healthy person's peripheral blood has around 8000 WBCs and 150,000 
to 450,000 platelets per pl blood. Any method which does not address the presence 
of other components (WBC, platelet) in the blood will clearly diagnose every patient 
as positive if these are identified as parasites. Furthermore, even if it is possible to 
use some heuristics for WBC and platelet elimination, artefacts are still a problem. It 
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is difficult to define an "artefact". Basically any stained object that is not associated 
with regular blood components or a disease can be named as an artefact: this includes 
RBC anomalies (e. g. Howell-Jolly bodies, iron deficiency), bacteria, spores, crystallised 
stain chemicals, and particles due to dirt. 
However, a very recent publication [741 has addressed the problem. Ross et al. have 
proposed a two stage method for detecting the parasites. First, they extract all the 
stained pixels by thresholding (Otsu method [86]) by obtaining threshold values from 
the green channel histogram. They applied morphological operations similar to the ones 
in [731 (Di Ruberto et al. ) to identify the objects that are stained. In the classification 
stage they proposed to use two different sets of features for parasite detection and 
species recognition. Using principal component analysis they reduced the set of features 
to 37,38 which were including 75,117 individual features respectively for parasite 
detection and species recognition. They have trained a two level BPNN for parasite 
detection and species recognition consecutively. The results for parasite detection were 
as follows: sensitivity (SE) 85.1% with a positive prediction value (PPV) of 80.8%. 
The specificity value or false detection rate was not reported. See Section 7.5 for 
descriptions of these measures, note that PPV is a population dependent performance 
measure. For the species recognition task the SE-PPV results were reported as follows: 
P. Falciparum M-81%, P. Vivax 64%-54%, P. Ovale 85%-56%, P. Mala7iae 29%- 
28%. The life-stage recognition problem was not investigated. 
A more recent study [1101 (Jan 2007) proposed "parasite counting" software. Sim- 
ilar to Rao's study [35,109], they have experimented only on P. Falciparum in vitro 
images where the parasites are grown in a controlled environment (i. e. culture). Other 
regular blood components and artefacts, which are the main problems of diagnosis, 
are not present in in vitro samples. Thus, the proposed program counted the stained 
objects and compared the results to manual counting. They stated that the program 
was intended for research purposes; however, not applicable to diagnosis. The species 
and life-stages recognition problems were not studied. 
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Chapter 3 
Data Collection 
Unlike many visual pattern recognition studies concerned with ordinary subjects, the 
study of Computerised Diagnosis of Malaria (CDM) requires inter-disciplinary research. 
Visual recognition of familiar objects (e. g. face, car, and scene) can be studied by 
computer vision techniques without expert knowledge or special equipment. Some 
subjects such as medical image segmentation, research can also be performed without 
special knowledge. However, in CDM, the imaging study must be supported by medical 
expertise. There are two possible ways to research such problems. 
The first obvious option is to cooperate with experts who have access to equipment; 
this was done in the early studies on the topic at University of Westminster (UoW). The 
images of thin blood films that contain parasites were externally supplied by National 
Institute for Medical Research (NIMR), UK. The research was not concerned with the 
pre-imaging setup such as blood slides or imaging conditions. The task was to develop 
algorithms which can perform an automatic analysis on the supplied images. However, 
the image collection was not sufficient to perform research on all the sub-problems in 
CDM. For example, as explained in Section 2.5, the presence of other stained objects 
was not considered in the earlier, since there was no additional data accompanying the 
images to locate/mark the parasites. Moreover, the images mainly contained parasite 
samples which infect only rodents and some P. Falciparum in vitro samples that are 
produced in a controlled environment. 
The second option is to access the materials, equipment and knowledge directly. 
The materials are the blood samples and staining chemicals, the equipment includes 
a microscope and a digital camera, and the knowledge is the ability to identify the 
parasites using a conventional light microscope. 
In the early stages of this research, the aim was to produce a low cost prototype 
CDM system incorporating a computer and microscope. Subsequently, a conventional 
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light microscope and camera were purchased for the project. In the mid-stages of 
this PhD program, the author attended a course on malaria which was intended and 
prepared for routine blood specimen examiners. The short course Update on Blood Par- 
asites was presented by the University of Westminster (UoW), School of Biosciences 
(Jan-Feb 2005 [111]). This course taught staining methods for thin and thick blood 
films; thin and thick blood film screening for parasite detection; identification of species; 
calculation of parasitemia and identification of other blood parasites such as Microfi- 
laria or Trypanosoma. Slides Prepared during the course were then available for later 
use. After 8 weeks of laboratory practice, the author's diagnostic ability was assessed 
by the instructors along with other attendees and was found to be acceptable, at the 
average standard for the class. 
Hence, slides used in this study that contain thin and thick blood films were mainly 
prepared as part of that course. Images of slides (apart from the ones supplied by 
NIMR) were acquired using the UoW microscope-computer setup (Figure 3.2(c)). The 
parasites and other structures in the images were manually identified and marked by the 
author but the parasite species that are present in the individual slides were confirmed 
during the training course. In the following sections the steps in this data collection 
procedure are explained. 
3.1 Image Acquisition Setup 
The overall scheme of the acquisition system is shown in Figure 3.1. It comprised a 
microscope, a digital camera and a computer. The computer is linked with the camera 
which enables remote viewing and capturing of the slide fields. The link is provided 
by a USB interface and TWAIN [112] software drivers. TWAIN is a popular camera 
driver interface which is supported by the usual operating systems and implemented 
in most of the consumer type cameras (e. g. web cam, digital compact). In the current 
system there are no motors on the microscope and no automatic control is possible 
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USB/TWAIN 
Camera 
Microscope Computer 
Figure 3.1: Irriagingo systern componcnt., -, 
for the slide positioning table or focus. Hence, there is no control link h0ween flic 
microscope and the computer. 
The microscope used in t his st udy is a Bruncl SP200 Rcscarch Alicmscopc (Briinel. 
UK). It is a low cost microscope (under i1000) but provides sufficient magnification 
(with 100x objective and IN eyepieces: up to WON) and illumination (20 Witts) 
for the screening of malaria slides. It is equipped with Li full field iris (aperture) 
which enables full control for the Kohlur i1humnatzon setup. Kohler illumination is 
an important standard to set up microscopes to provide indforin 111111111nation I 1131. 
The importance of uniform illumination is explained in more detail in the following 
subsection. The microscope is shown in Figure 3.2(a). 
Attached to this microscope, 1 1111111 cifflIel"I is, fitted into Ihe ndcroscope e. vepiece, 
without any additional equipment. The caincra is cquippcd Nvith a 1/3 Inch CNIOS 
sensor and can capture colour iniages of 583 x, 138 pixels. It lias it VSH link and provides 
TWAIN compliant images. It is a low cost cainera (under Cl()O) and very practical 
for use with the microscope since it can fit directI. N. into the 1111croscope 1101e. 
However, as will be seen later on some exaniple,,. (fit(, to the 1()w (iii; tlily ()f the iinýiw, 
sensor. the acquired images ýverc not suitaldc for CDNIL Figure 3.2(b) shows, the iiiiiii 
camera when it is attached to the one of the e. vcpieces. 
Apart front this iiiiiii caniera. Nve have also obtained some sMiple adapters which 
enable us to attach a consumer digital compact canicra Canoll AM (at it total cost of' 
100) to the inicroscope. The adapters consist of , III optical coupler Undink (linuiel. 
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UK) and a standard Canon LA-DC52C lens adapter for the camera which extends 
the lens and enables attaching to the Unilink optical coupler. Canon provided the 
Software Development Kit (SDK) of the camera which permits full control of the camera 
functions for later integration with any software in the development stage. The Canon 
camera is also TWAIN compliant and is supported by remote capture software. Figure 
3.2(c) shows the Canon A60 camera with the Unilink adapter used to attach it to the 
camera tube of the microscope. This configuration can also be used in the microscope 
eyepiece as the mini camera. 
Earlier work by Rao [35] produced software that could read the malaria slide images 
from disk and process the images. During the earlier stages of this study, we imple- 
mented a TWAIN interface for this software to eliminate the necessity of an external 
process for acquiring images. Currently, this interface can work with both the mini 
camera and the Canon A60; however, it does not support the full functionality (e. g. 
remote capture, focus, and colour controls) of the latter. 
3.1.1 Quality of the Images 
There are several conditions of the acquisition setup that affect the quality of the 
images. Some of these conditions originate from the quality of the individual compo- 
nents; hence they are difficult to control. However, some of them were related to the 
calibration of the components. 
The noise and pixel resolutions of the cameras: 
Camera noise can be related to the various built-in electronic or optic components, 
but it is mainly due to the quality of imaging sensors. The mini eyepiece (1/3 inch 
CMOS with 583 x 438 pixels) camera has a significant temporal noise due to its 
low quality CMOS sensor. In the case of still objects, an intuitive approach which 
can reduce temporal noise can be an averaging of the successive images. Also, 
more sophisticated algorithms can be developed based on statistical variation of 
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(a) 
(c) (d) 
(b) 
Figure 3.2: UoW Image acquisition setup: (a) Brunel microscope, (b) Mini eyepiece 
camera, (c) Canon A60 attached to the trinocular microscope tube, (d) Canon A60, lens 
adapter and Unilink coupler. 
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the noise. However, these operations would require additional time. Figure 3.3 
demonstrates mean and standard deviation images of ten subsequent images of 
the same thin film field taken using the eyepiece camera and Canon A60. It can 
be seen that both cameras have high standard deviation coinciding with the edges 
of the structures. This may be related to the inevitable slight movements between 
the fields. In addition, the JPEG compression that is default in Canon A60 may 
boost this errors. However, the eyepiece camera has a patterned noise structure 
(see grid lines in the standard deviation image Figure 3.3(c)), and some flawed 
pixels (bright dots in the middle). Since we had an alternative in the Canon 
A60, we did not put our efforts to enhance the quality of the eyepiece camera. 
However, as can be observed on the mean images (Figure 3.3(a) and 3.3(b)) can 
produce brighter images than Canon A60, which may be due to its direct fitting 
capability to the eyepiece of the microscope. 
Additionally, there is the issue of resolution. Most single chip colour cameras pro- 
vide the colour image with patented (U. S. patent No. 3,971,065 (20 July 1976)) 
Bayer colour filter arrays which is named after its inventor Dr. Bryce E. Bayer 
of Eastman Kodak. In this scheme, individual pixel sensors are designed tofilter 
(and respond to) different colours (i. e. Red, Green, Blue) of the light. Usually the 
number of colour pixel sensors is not equally distributed among different colours: 
green is the most populated. Then the colour image is produced by de-mosaicing 
algorithms which interpolate the actual 3 colour values of the pixels according to 
the colour values of the neighbour pixels. Due to the use of these algorithms the 
information on the separate colour channels is usually correlated in single-chip 
cameras. Moreover, because of the dominant number of green colour pixel sen- 
sors, the quality of the green channel is better than the red and blue channels. 
Hence, the actual resolution of a single chip camera is different among different 
channels and not more than 1/3 of the overall number of pixels. The best al- 
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Figure 3.3: Temporal noise in the eyepiece and Canon A60 cameras: (a, b) Mean images 
obtained from ten images taken from the same field using the eyepiece and Canon A60, 
respectively (c, d) standard deviation images of the same group of images, respectively 
for the eyepiece and Canon A60. The brighter pixel values indicate higher standard 
deviation. 
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(a) (b) (c) 
4' (d) (e) (f) 
Figure 3.4: Comparison of the cameras: Red, Green, Blue channels respectively from 
the (a), (b), and (c) eyepiece camera (d), (e), and (f) Canon A60. 
ternative is a three chip camera that produces the three separate colours with 
different associated pixel sensors; it is more expensive however usually preferred 
in the medical imaging. 
Both of the eyepiece camera and Canon A60 have single chip image sensors. Thus, 
the individual colour channels are highly correlated and actual pixel resolution 
is less than the overall resolution. We did not measure and compare the noise 
levels between the cameras but Figure 3.4 visually demonstrates and compares 
the separate channels (i. e. Red, Green, Blue) of the same thin film field for the 
two cameras. Clearly the visual comparison is in favour of the Canon A60, i. e. 
there are less noise and less correlation between colour channels. Therefore the 
Canon A60 was used for the subsequent experiments. 
9 Non-uniform Illumination 
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Figure 3.5: Non-uniform Illumination: (a) The input image, (b) the input image as 
topographical surfacc. 
Uniform illumination is important for microscopes. Most microscopes are equip- 
ped with components to provide uniform (or close to uniform) illumination. Uni- 
form illumination needs a calibration of the microscope. A common illumina- 
tion calibration standard is Kohler Illumination named after its inventor August 
Kohler [113]. In this method transmitted illumination from the light source 
is aligned and focused for examination of a parallel and uniformly illuminated 
specimen. Thus, it requires an adjustable condenser height and a variable field 
diagram (i. e. on top of field iris) on the microscope (as shown in Figure 3.2). 
This is often neglected by microscopists since the human vision system is adap- 
tive to local illumination changes. In the early stages of this study, though the 
microscope was equipped to adjust Kohler illumination, because the author was 
unaware of this method., the results did not benefit from it. 
However, for general microscopy imaging and particularly for the CDM applica- 
tion non-uniform illumination can produce serious problems in various stages of 
the process. Figure 3.5 shows an example colour image and its surface plot to 
demonstrate the uneven illumination (see the different elevation on the corners). 
One simple intuitive way of dealing with the non-uniform illumination is to ac- 
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quire the image of the illumination separately and subtract it from the specimen 
images. Subtraction also has the advantage of removing the constant artefacts 
which are due to the dust or other particles located on the microscope optics. 
Hence, this method was preferred and applied to the images acquired in this 
study. The process is demonstrated with an example in Figure 3.6. However, the 
illumination intensity bias should be calculated and removed from the illumina- 
tion image prior to the subtraction. The bias value for each colour channel can 
be simply calculated by the first non-zero entry of the corresponding histogram 
as shown in Figure 3.6(c). 
An alternative method is to filter the images to remove the variation in the il- 
lumination. If there is a smooth varying illumination in the image, a high pass 
filtering operation may reduce the potential effects. In mathematical morphol- 
ogy (MM) there is a simple solution to achieve such a filtering: "top-hats" [29]. 
Depending on the input image condition, black top-hats (for dark objects-bright 
background) or white top hats (for bright objects-dark background) or both of 
them can be used (for mixed images., see [29]). For the blood slide images that 
are obtained with conventional light microscopes, the low pass content can be 
calculated with closing (on the grey scale) by a sufficiently large (bigger than 
objects) structuring element. Sufficiently large structuring element size can be 
determined using granulometry or area granulometry [351. Then the input grey 
scale image can be subtracted from the closed image to obtain a high-pass filtered 
image. In an image with opposite conditions (bright objects-dark background) 
opening of the image must be subtracted from the input image. For colour im- 
ages, closing and subtraction operation should be performed in different colour 
channel images separately. In addition, as in the case of the illumination image 
subtraction method explained in the previous paragraph, the global bias in each 
channel can be calculated from the histogram to avoid an undesired darkening 
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Figure 3.6: Non-uniform Illumination - illumination image subtraction method: 
(a) 
Input image, (b) binary output of thresholding at grey level 150, (c) the illumination 
image and (d) histograms of separate channels in the illumination image showing the 
bias values, (e) the difference between the input and illumination image after removing 
the bias values, (f) the result of thresholding at grey level 150. 
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effect on the images. Note that after removing the bias values from the closed 
channel images, they will have smaller grey scale values than the originals; and 
they should be subtracted from the originals. Figure 3.7 demonstrates this pro- 
cess with an example. Note that the dust particles which are shown by the arrows 
remained on the image. 
In this study, the illumination image subtraction was used to reduce the effects of 
non-uniform illumination for all of the images acquired from our setup. This oper- 
ation also removes the effects due to the dust on the microscope optics. However, 
the images acquired from different setups are not (may not be) accompanied by 
their illumination images. Hence, the illumination correction via morphological 
top-hats [291 can be used an alternative. 
3.2 Data Collection 
Two different sources of images were used in this study. Most of the images were 
acquired from the UoW microscope-camera (Brunel SP200-Canon A60) setup. The 
slides containing thin or thick blood films were obtained from the short course on 
Blood Parasites as explained in the previous section. These slides contain infections of 
all four types of malaria species that infect humans. Hence, they are used for parasite 
detection, species recognition, and life stage recognition experiments. In total there are 
9 slides that are used for acquiring images. The number of images acquired from these 
slides and the species contained on them are listed in Table 3.1. There are a total of 
630 images; some of the images contain more than one parasite some contain none at 
all. The life stages of the parasites on different slides are different. For example, in the 
first slide (no. 2) of the P. Vivax some ring forms were observable; in the second (no. 4) 
there were some mature trophozoites and gametocytes. The images of each blood slide 
were acquired at different times. Hence, they also do not have the exact same imaging 
conditions. 
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Figure 3.7: Non-uniform Illumination - Filtering with morphological top-hat operation: 
(a) Original input image, (b) binary output of thresholding at grey level 150, (c) Closing 
with a large square structuring element, (d) its histograms indicating the global bias 
values, (e) (c) subtracted from (a) after removing the bias values from separate channel 
images, and (f) the filtered image thresholded at the same grey level. 
62 
50 loo Lever" 
200 250 
(d) 
Smear Species Num. Images 
1. Ovale 72 
2. Vivax 92 
3. Falciparum 28 
4. Vivax 70 
5. Falciparum 152 
6. Malariae 40 
7. Falciparum 20 
8. Vivax 56 
9. Ovale 101 
Table 3.1: UoW thin blood film set: Smears (slides), Plasrnodium species, and number 
of acquired images. 
A second set of images were the ones supplied by NIMR. Some of these images 
contain parasite species that infect only rodents. Parasite species that infect the rodents 
are different from the parasites that infect humans but they are useful to scientists 
studying the disease. In this study, these were only used in segmentation tasks. Some 
others contain culture (i. e. in vitro not peripheral blood) examples of P. Falciparum. 
The parasites in the blood culture can be developed under control. Hence, these images 
also serve research purposes. Parasites in the culture images are similar to the ones 
in the peripheral blood film images; however Red Blood Cells (RBCs) are slightly 
distorted. In this study, these images were mainly used in the development and testing 
of the blood cell image segmentation or colour normalisation algorithms. 
As mentioned before, by data we refer to images accompanied by supervised infor- 
mation. The information for an object detection task can simply be the location of 
the objects (parasites in this case) on the image. In computer vision jargon this infor- 
mation is the ground-truth of images; as it is referred to henceforth in this thesis. In 
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the following section the preparations of different ground-truth data (for the different 
experiments) are explained. 
3.2.1 Segmentation Ground-Truth 
Different type of ground-truth information can be created to perform quantitative 
experiments for the segmentation performance. Since the aim of the segmentation task 
is to locate individual cell regions, the ideal information can be the manual marked 
cell borders. However, this requires a significant amount of time and it is difficult to 
estimate the actual border when two or more cells are touching each other. Simpler 
information is the cell count. However, the segmentation algorithms extract and count 
the homogeneous regions. Hence, a performance evaluation can be error prone when the 
total number of the regions is compared with the total number of cells. An alternative 
piece of information which is more complex than cell count but requires less labour than 
marking the cell borders can be the cell centre locations: manually marked locations 
can be checked if they reside in the automatically found regions. We have used the 
cell centre location information to assess the performance of the segmentation method. 
In order to perform manual cell centre marking in the images we have developed a 
simple program which displays the image and stores mouse clicked coordinates in a 
text file (Figure 3.8). This program was also intended to assist the manual marking 
of the parasites and their life stages; however it was not used for this purpose since it 
was replaced by a more comprehensive program which is explained in Section 3.2.3. 
3.2.2 Stained Pixel Detection Ground-Truth 
As mentioned before, the Giemsa-stain affects parasites, White Blood Cells (WBCs) 
and some artefacts. The RBCs are also affected and change their colour; however the 
stained pixels which belong to the former group are much more obvious (i. e. chro- 
matically saturated) pixels in the image. Hence, the stained pixel detection means 
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Figure 3.8: The user interface of the segmentation ground-truth preparation program. 
See the text for details. 
detection of these highlighted pixels (pixel groups) in the image. The necessary ground- 
truth information for stained pixel detection experiments is similar to the segmentation 
ground-truth. However, in this case we would like to locate only the stained pixels. 
Marking individual pixels one by one in an average size image (e. g. 640A80) is highly 
impractical. The alternative information can be the binary masks obtained by manual 
thresholding operations. In order to provide manually chosen thresholds in every image, 
we have developed a simple Matlab program with a basic user interface (Figure 3.9(a)). 
With this program the user can open an image, observe the stained pixels both in the 
grey level and saturation image (after converting the image to Hue-Saturation-Value 
colour space) and manipulate two threshold sliders to see the effect of thresholding 
on the image (Figure 3.9(b)). Two different threshold value choices were provided to 
perform morphological double thresholding on the grey level image [29]. As explained 
later in Chapter 4, in this method, the first value performs a rough threshold while the 
65 
second is used to refine the former. However, this operation is global; hence the images 
should be corrected against locally varying illumination prior to this operation. This 
was performed by the illumination image subtraction method which of the previous 
section. 
Since the threshold values operate on a trade-off basis between stained and un- 
stained pixels there is no perfect choice for threshold values. Therefore, another issue 
to point out here is the subjective assessments of the thresholds. The threshold ad- 
justment slides are operating between 0 and 255 grey values. Selection of even very 
close values of threshold can slightly affect the binary output of stained pixels. To 
evaluate the performance, the number of stained pixels can not be just compared with 
algorithm results. Hence, we provide and store the number of connected stained pixel 
groups (components) together with an image locating the manually located pixels with 
threshold values. 
In this thesis, we propose a stained pixel detection method based on the conditional 
density distributions and Bayesian decision making (see Chapter 6). Therefore the 
method requires training samples to estimate the density distributions. By storing 
manually thresholded images which mark the stained pixels we provide data to be 
used in both training and performance evaluations. 
3.2.3 Parasite Detection Ground-Truth 
The automatic parasite detection algorithm takes a stained object in the image as an 
input and decides whether it is a parasite or not. In order to develop and evaluate the 
parasite detection algorithm, we have to identify and locate the parasites. However, 
we have not directly taken the images and labelled the parasites and other objects. To 
provide coherent information with the preceding tasks such as stained pixel detection, 
we have developed a simple program to supervise their outputs (candidate stained 
objects). Thus, we have aimed not only to show the parasites location, but to obsme 
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Figure 3.9: The stained pixel ground-truth preparation program: (a) user interface, 
(b) output stained pixel map after manual selection of the thresholds. 
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and supervise potential inputs to the parasite detector. For this task, we have developed 
another simple Matlab program (Figure 3.10). In this program, after an image is 
loaded, the program performs all the required tasks to obtain and label the stained 
objects. Then one by one the program shows (marks) the stained objects and magnifies 
them (Figure 3.10 right top and bottom images). The user is asked to provide (by a 
mouse click) the correct category of the object (Figure 3.10 left top). Since, this 
task requires identification of the parasites among other stained objects, there are 
corresponding classes provided for non-parasite objects. The program is also intended 
to serve species and life-stage recognition experiments. Hence, the parasite classes 
are divided to four species and four life-stages under them. The non-parasites are 
also supplied with four different classes. Although the WBC and Platelet classes 
refer to actual blood components, the Artefact class refers to any unidentified stained 
object; the last non-parasite class Partial designates partially found (by the algorithm 
explained in Chapter 6) regions which can not be labelled as a whole object for other 
classes. There is no hierarchy among the classes, each class being labelled and stored 
individually. 
3.3 Summary 
A low-cost camera-microscope setup was implemented (-X1000). A significant number 
of images (representing all four Plasmodium species) were acquired. The problem of 
non-uniform illumination was discussed. Two simple and effective solutions were imple- 
mented: the illumination image subtraction and morphological top-hats based filtering 
as proposed in [29]. In addition to image acquisition, the ground-truth data collec- 
tion has been explained. Three programs were implemented to aid manual markings 
which are used in the segmentation, stained pixel detection, and object classification 
experiments. 
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Chapter 4 
Segmentation 
4.1 Introduction 
Probably one of the most common shared tasks in image analysis systems is segmen- 
tation. Segmentation aims to partition the image plane into meaningful regions. The 
definition of the meaningful regions and partitioning method is usually application spe- 
cific. For example, the methods can be aimed at separating foreground-background, 
moving-still regions or objects with specific properties. The segmentation strategy can 
be a hierarchical partitioning that operates deductively to define first a higher level 
of object plane, then sub-structural components of the objects or the opposite: as it 
first defines objects of interest with a specific property then it performs higher levels 
of partitioning. 
In Computerised Diagnosis of Malaria (CDM) either inductive or deductive ap- 
proaches can be followed. In Di Ruberto's research [34] first the stained objects were 
identified by their colour properties; then only the Red Blood Cell (RBC) regions 
containing the stained objects were segmented. In Rao's research [35] the deductive 
strategy was followed: the image was first segmented into foreground and background 
regions; then foreground regions were segmented to obtain individual RBC regions; 
then RBCs were further segmented for parasite analysis. 
In the early stages of this study, it was planned to extend CDM research based 
on Rao's segmentation method. The initial assumption was that the segmentation 
algorithm was providing satisfactory results for further analysis. However, after some 
results were obtained from several now input images, it was observed that the algo- 
rithm was sometimes produced over-segmented regions, particularly for stained objects. 
Hence, further study of the segmentation process was required and needed novel de- 
velopment. 
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Avoiding repeat of the literature review in Chapter 2, the relevant literature can be 
briefly summarised here. It was explained before that the term "blood cell segmenta- 
tion" has been used to refer to different notions in the literature. In White Blood Cell 
(WBC) analysis studies such as [84,88,114], "blood cell segmentation" refers to the 
localisation of WBCs and segmentation of the WBC into the structural components 
such as cytoplasm and nucleus. Here, the "segmentation" refers to the partitioning of 
a peripheral thin blood film image of mainly RBCs into separate labelled regions each 
representing an individual blood component for further analysis. 
Some methods exist which are directly related to blood cell image segmentation 
as described in this study [26,34,35,73,94,95]. The common problem associated 
with this task is the under/over-segmentation of the cells. Under-segmentation is usu- 
ally caused by unresolvable cell boundaries of contacting or overlapped blood cells. 
Over-segmentation on the other hand has several causes. They can be related to in- 
homogeneity of the cell region or algorithm specific problems. Several techniques have 
been proposed for segmentation and preventing under-segmentation: granulometries 
and regional extrema, analysis [34,73]; distance transform and area tophats [35,95]; 
Bayesian colour segmentation and watershed segmentation improved by discrete cham- 
fer distance [94]. However, most of the studies do not provide detailed evaluation of 
the segmentation performance nor do they solve the under/over-scgmcntation prob- 
lems completely. In blob segmentation tasks, a common technique to reduce under- 
segmented regions is to utilize the distance transform on the binary image [29]. In [95], 
this method was utilised in an iterative method to reduce the under-segmented regions. 
In this study, a new thin blood film image segmentation method is presented. Fig- 
ure 4.1 shows the flowchart of the algorithm. The method defines a new MM tool, 
minimum area watershed transformation (MAWT) and applies it to perform an ini- 
tial segmentation using area information. This modified watershed transformation 
introduces a solution for the over-segmentation problem associated with the classi- 
cal watershed algorithm [47]. It eliminates the necessity of marker calculation prior 
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Figure 4.1: The proposed segmentation algorithm. 
to watershed segmentation. However, the initial segmentation result contains under- 
segmented regions. To reduce the number of these regions, cells (actually cell centres) 
have to be located and a new segmentation must be performed. For this task, a circular 
object centre locater algorithm has been derived using the Radon transform [96]. The 
final result is produced by applying the marker controlled watershed transform [29] 
with markers obtained from the circle Radon transform. The proposed method can be 
applied to similar blob object segmentation problems by adapting RBC characteristics 
to the new blob objects. 
In order to assess the method's segmentation performance, a benchmark test set 
with segmentation ground-truth data was prepared as explained in Chapter 3. The 
method has been tested on the benchmark set and scored a successful correct seg- 
mentation rate of 93.7%. In addition. the segmentation performances of the proposed 
algorithm and the earlier algorithm by Rao et al. [35,951 were compared. 
Most of the steps in the proposed method use average blood cell area as an attribute 
(Figure 4.1). The average cell area is estimated using area granulometry (area pattern 
spectrum) [45]. The method developed by Rao [35] for the image binarisation is also 
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used here for foreground/background segmentation. The area estimation with area 
pattern spectrum and the image binarisation technique using average cell area infor- 
mation are utilised and referred in other methods which are introduced throughout this 
thesis study. Hence, it may be appropriate to include a brief discussion about these 
methods (in Sections 4.2 and 4.3) prior to present the segmentation method. These 
methods, which were developed by Rao et al. in [451 and [351 are briefly explained here, 
more details can be found in the respective publications. 
The contributions of this study are explained in Sections 4.4-4.7. The main contri- 
butions can be listed as follows: 
eA new MM tool -minimum area watershed segmentation- is developed. 
9A new marker extraction method based on the Radon transform is developed. 
9 These two tools are applied to the thin blood film segmentation problem. 
The performance of the overall segmentation method is evaluated on a manual 
marked test set. 
This study was presented in International Symposium On Mathematical Mor- 
phology (April, 2005) and published in the proceedings [40]. 
4.2 Cell Area and Radius Estimation 
A literature review about the size estimation was presented in Section 2.2. In [75], 
Breen and Jones extended the definition of granulometry to be calculated with any set 
of attribute openings or non-increasing opening operations. To cover deformed non- 
circular shapes of cells, Rao el al. [451 proposed the utilisation of area granulometry 
instead of granulometry. In this thesis, many of the proposed methods utilise area 
granulometry to obtain the size distribution which is used for average cell area estima- 
tion. Moreover, in the classification experiments, area granulometry is employed as a 
shape descriptor feature (Section 7.2.3). 
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The area granulometry of a grey level image can be calculated as follows: 
A=f Al 7 A2) ... ý Anl 
where yAa, (X) is area opening of image X with area threshold Ai. See Section 1.8 for a 
description of area opening. Since area opening operates on the bright regions in the 
image, the objects of the interest should have brighter grey values than the background. 
For the images with the opposite properties (i. e. objects dark, background bright) area 
granulometry can be calculated using the negative image. 
The blood cells appear in the grey level image (1) as darker, curved and convex 
regions (Figure 4.2(a)). Calculating area granulometry (area pattern spectrum) on 
the negative of I (Figure 4.2(b)) gives a good estimate of the average cell area (A) 
and the pseudo-radius (r = 
V-7, ) [451. Figure 4.2(c) shows area distribution of the 7r 
bright objects in the negative of the image in Figure 4.2(a). It can be seen that area 
granulometry plot has a peak at a particular area index. This area index A, (and 
pseudo-radius rl) is due to the RBCs since most of the image area is covered by the 
RBCs of similar size. 
The area granulometry is a powerful tool to extract size of the objects, however, it 
has limitations. As explained in Section 2.2, in some anomaly conditions (e. g. aniso- 
cytosis, sickle cell) RBCs have irregular shapes (e. g. areas, radius). In Figure 2.1 an 
example of this condition was shown. In highly overlapping cell fields or in conditions 
that cause irregular size/shape of cells the area granulometry function still reflects the 
area distribution of the image however estimating the average cell area (using the max- 
imum index) can be difficult. Simply, there can be other peak values (due to WBCs, 
enlarged RBCs due to the parasites, and touching RBCs with very weak boundaries, 
e. g. see Figure 4.6) and thus the pseudo-radius calculation can produce poor results 
(Figure 2.2). The image binarisation technique and the MAWT algorithm utilise only 
the area information; however the circle Radon transformation uses pseudo-radius. 
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4.3 Image Binarisation 
The aim of image binarisation is to partition an image into two separate regions. For 
the processing of blood cell images, initially, foreground and background regions must 
be separated. The simplest approach to perform this task is thresholding. However, 
the threshold value should be automatically calculated to avoid human intervention, 
despite being data-specific. There are various methods to perform thresholding [851. 
However, the most intuitive approach to calculate threshold value(s) is to extract the 
image histogram and search for two peaks corresponding to foreground and background 
regions; the threshold value can be chosen as the minimum point between them. Figure 
4.2(d) shows the grey level histogram for the image in Figure 4.2(a) and demonstrates 
the threshold value selection with two histogram peaks. 
When the image histogram is not bimodal (as in Figure 4.3(a), 4.3(b), and 4.3(c)) 
finding two peak values is not easy. However, in thin blood film images foreground and 
background segmentation is usually possible and efficient with MM operations using 
the average area of the cells. The thin blood film thresholding method developed by 
Rao [35] utilised average cell area information to extract a rough estimation of fore- 
ground and background regions; then threshold values for foreground and background 
regions were found from separate histograms calculated from these regions' pixel values. 
This method is employed to obtain foreground/ background segmentation in this thesis. 
Here, it is briefly explained with a new simpler formulation. The original procedure 
can be found in [35]. 
Using cell area information an initial foreground/ background separation can be 
calculated by area opening operation (see Section 1.8): 
(A (A (4.2) B =(-f('Aý -,, ) 
(49) 
- 'Y('Aý +,, ) 
(1119)) >0 
where two different area openings with A, - el and A, + C2 represent less and more than 
the estimated average cell area value, respectively. A, - el value should eliminate very 
small structures on the image which may not be related with cells, whereas A, + IE2 
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bounds the area opening threshold with a value slightly higher than the estimated cell 
area value. The area openings are performed on the negative of the grey level image 
(I,, g). Then the non-zero difference provides a rough binary estimate of foreground 
objects. If B is then used as a mask on the grey level image (1g), the two separate 
foreground and background images and their histograms can be obtained. Let us denote 
the pixel-wise multiplication operator as .* and the histogram operation on a general 
image as Hi--l 11111, then the calculation is as follows: 
lfg = Ig. *B 1bg = Ig. * B' 
hif 
, --L 
h 1,,, --2- 
" lbg" (4.3) 
E(B) E(Bc) 
where Bc denotes B complement in the image plane, and hl,, and hj,,, are the nor- 
malised histograms for the foreground and background regions. Figure 4.3(c) and 
4.3(d) show the histogram of the whole image (I, hj) and the foreground mask (B), 
respectively. The foreground (Ifg, hjf,, ) and background (Ibg, hl,,, ) grey level images 
are shown in Figure 4.4(a) and 4.4(b), respectively. In Figure 4.4(c), it can be seen 
that peak indices ((pfg, pbg)) for the foreground and background histograms are clearly 
separated. A "pseudo-histograrrC [35] can be obtained by merging the two individual 
histograms: 
argmax(hif,, hl,, ) (4.4) 
A threshold that is calculated (e. g. tý (Pfq + Pbg)12)) from these two peak indices 
can be used directly to obtain a binary image (i. e. T= Ig > t). However, in MM there 
is a more efficient thresholding technique: the morphological double threshold [29]. For 
a grey level image (I. ) this method is described as follows: 
TT[tl! 
5t2: 5t3: 5t4l(, g) = 
[T[t2h)(Ig)] 
(4.5) 
where T is the threshold, R8 is the morphological infinite reconstruction operator [291, 
and 
[t 
11 t4l i 
[t2 
7 
t3l are the wide and narrow threshold intervals respectively. 
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A refined binary representation of the image foreground (output of the binarisation 
process Figure 4.4(d)) can be obtained when TT is calculated on the Ig with threshold 
values t1, t2 ---: Oj t3 : --: (3 * pfg + pbg)14, t4 ý-- (Pfg + Pbg)12 (Figure 4.4(c)). 
However, contrary to its original aim and presentation in [35] , due to the global 
thresholding (4.5) operation even this method is not able to cope with local variations 
in illumination. Figure 4.5 shows an image which is acquired from UoW imaging set- 
up and its histogram (low contrast and locally varying illumination). It is essential to 
correct the illumination variation prior to binarisation using either method discussed in 
Section 3.1. Figure 4.5(c) shows the output of the binarisation method when the illumi- 
nation variation is not corrected; Figure 4.5(d) shows the output when the illumination 
variation is corrected by subtraction as explained in Section 3.1. 
0 4.4 Minimum Area Watershed Transformation 
The watershed transformation is a powerful morphological image segmentation tool 
initially introduced by [115]. In the watershed transformation the input image is seen 
as a topographical surface. In the output, watershed lines divide the image plane into 
regions associated with regional minima. There are several watershed algorithms in 
the literature [47,115,116] which differ in the flooding realisation and computation. 
However, common to all is that every regional minimum will be associated with a 
unique region (label) in the output. Applying a watershed transform on the image 
directly is generally useless unless the objects are flat or at least smooth grey level 
regions. Hence, a marker controlled transform is usually preferred which basically 
replaces the regional minima with the externally supplied markers. This technique 
transforms the watershed segmentation problem to one of marker extraction (115]. 
Some marker extraction techniques can be found in [29,117,118]. 
The minimum area watershed transformation (MAWT) is a modification to the clas- 
sical watershed transformation [29,47], which ensures the areas of the labelled regions 
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are above a given threshold. The same concept is studied in [93] with a progressive 
merging strategy called an "attribute-based absorptions" (ABA) method. In [88] an 
area constrained watershed is briefly mentioned to overcome the over-segmentation 
problem. Here, the modification is formulated, an efficient algorithm is developed, the 
relation to the morphological area closing operator is discussed, and a generalisation 
towards attribute watershed transformation is provided. 
4.4.1 Definition 
It is easy to represent the minimum area watershed by the definition in terms of flooding 
simulations as presented by Soille in [29]. Here, it is necessary to include Soille's 
watershed definition in terms of flooding simulations (see Section 1.8 for details): 
Xh 
.. j, 
RMINh,,, 
i. 
(f) 
Vh E [hmin, hmax - 11 1 (4-6) 
Xh+l = RMINh+, (f) U IZT,: S,, +, (f)(Xh) 
where f is a grey scale image, h is the grey level value, Th is threshold operator at 
level h, Xh is the set of the catchment basins up to level h, RMINh(f) is the set of 
all regional minima at the level h, and IZT,,,,.,, (fý(Xh) 
denotes the geodesic influence 
zones of Xh at the new threshold level h+1. The set of all catchment basins Xh,,,.. 
are formulated recursively. Beginning from the minimum grey level h"j", in successive 
threshold levels, catchment basins Xh+j are updated according to the union of the 
geodesic influence zones of basins and newly emerged minima. 
The minimum area modification substitutes every regional minimum (rmin) be- 
longing to minima at level h (RMINh(f)) with the rmin': 
rmin a 
rmin if AREA(rmin) >a (4.7) 
0 else 
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4.4.2 Algorithm 
The implementation is realised from Soille's watershed transformation algorithm [29) 
by modifying the last section about the new minima. 
The three boxed lines (i. e. 5,11, and 12) in Algorithm 1 show the modification 
for the minimum area watersheds. In the first line a simple counter (A-counter) is 
initialized for measuring area and an auxiliary queue is initialized by cleaning previous 
entries (AQ-clean). In the second boxed line, the pixel added to the FIFO is also 
added to the auxiliary queue for later use and the area counter is increased. When the 
process reaches the third boxed line, the pixels belonging to the current label are a 
registered in the auxiliary queue and the area is stored in the counter. Comparing the 
counter with the threshold (A-th), the algorithm resets the labels to the MASK if the 
area is not sufficient. Resetting the pixel labels to the MASK passes them to the next 
grey level (h + 1). That they will be regarded as being the same as pixels of level It + 1. 
This process is iteratively repeated at successive grey levels until A-th is met. 
To summarize, a region is not recognised as distinct until it has achieved a certain 
size (area). In order to ensure this, an area measuring step and a control statement is 
added to the Soille's algorithm. If the area of the newly emerged minimum is greater 
than the specified threshold it is labelled, else it is left unlabelled and tested again 
at the next grey level. The output of the original watershed algorithm is the same if 
the threshold is chosen as A-th = 1. The MAWT algorithm reduces the number of 
calculated regions as the threshold is increased. 
4.4.3 Relation to Area Closing and Extension to Other At- 
tributes 
As proved in [42], the relation between area opening and regional maxima can be stated 
as: 
-y, a, (f) --+ AREA(RMAX(f))>, \ 
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Algorithm 1 MAWT algorithm in pseudo-code 
fi: (GREY SCALE INPUT IMAGE), fo: (OUTPUT IMAGE), A-th: (AREA THRESHOLD) 
h: (GREY LEVEL VALUE), A-counter: (AREA COUNTER) 
fifo-add: (ADD PIXEL TO TOP OF FIFO QUEUE), 
fif o-empty: (RETURN 1 IF FIFO EMPTY), 
f if o-retrieve: (RETRIEVE LAST PIXEL AND DELETE FROM QUEUE) 
AQ-clean: (EMPTY AUXILIARY QUEUE), AQ-add: (ADD PIXEL TO AUXILIARY QUEUE), 
AQ-remask: (RELABEL ALL PIXELS IN AUXILIARY QUEUE AS MASK) 
Icheck for new minimal 
1. V pixel p such that fi(p) h1 
2. if f, (p) = MASK j 
3. current-label+ 1; 
4. fifo-add(p); fo(p)+-current-label; 
5. JA-counter+-1; AQ-cleano; Aý7-add(p)-, 
6. while fif o-emptyo = false 1 
7. PI -f if o-retrieveo; 
8. V pixel P" E NG (P') { 
9. if fo(P 'I )= MASK I 
10. fifo-add(p"); fo(ý')4-current-label; 
ii. I AQ-add(p /I ); A-counter+ = 11, 
Inow check the area} 
12.1 if A-counter < A-th AQ-remasko; I 
0 
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and by duality the relation between area closing and regional minimum is such: 
, \(f) --+ 
AREA(RMIN(f))>A oa 
The area closing (0a) operation on a grey level image (f) ensures the area of every A 
regional minimum in RAIIN(f) is greater than or equal the closing parameter A. 
Therefore every regional minimum rmin will be equal to rmina as in (4.7). This 
suggests the area closing (0a) followed by the watershed transform is equivalent to the A 
MAWT with area threshold (A-th) equal to A. This is valid for all values including 
A=I. 
As stated earlier, MAWT checks the area of every regional minimum against the 
parameter A and passes them to the next grey level (h + 1) if the area is smaller. 
Passing to next grey level causes the pixel to be processed as it is in It + 1. This shows 
that the MAWT algorithm performs as an embedded area closing operation in the 
watershed transformation. 
The connection between the area closing and the MAWT leads us to think about 
more attributes which are already used in attribute closings or openings [75). The in- 
creasing attributes such as depth, volume or area of the minimum enclosing rectangle 
can be useful [93], and can be implemented by applying direct substitutions in Algo- 
rithm 1. A generalised attribute watershed transform covering non-increasing attribute 
functions (ATT) such as circularity or compactness can be obtained by introducing a 
generalised attribute criterion (Criterion) which is checking a given set of attributes 
(att) instead of the MAWT comparison of the area against a threshold: 
rmin'= 
rmin if Criterion(ATT(rmin), att) =TRUE (4.8) 
else 
4.4.4 Application 
An initial segmentation (Si) is calculated on the morphological image gradient using 
the MAWT algorithm. Since we can calculate the area distribution and A, from the 
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Figure 4.6: Initial segmentation using MAWT - area granulometry calculation: (a) 
Input image (b) the area granulometry 
area granulometry, it is possible to use it as a threshold for the regional minima area. 
Figure 4.6 shows an input thin blood film image and the calculated granulometry that 
identifies peak area and the corresponding pseudo-radius. 
However, the blood cells are not flat, detached regions. Instead of using & using 
a fraction (e. g. -A-) of it can be sufficient for the initial segmentation. In Figure 4.7(a) 2 
the morphological gradient of the input image (Figure 4.6(a)) is shown. The labelled 
output images are presented in Figure 4.7(b), 4.7(c), and 4.7(d), respectively for the 
original, MAWT with A-th = 10, and A-th = -A-'-. Figure 4.7(d) represents the labelled 2 
initial segmentation image (Si) which will be used in the next steps of the method. 
The S, is not a binary or a grey level image: all pixels on the watershed lines have 
label zero and all other regions have unique labels greater than zero. 
Although MAWT reduces the number of regions and calculates useful boundaries, 
it is not sufficient to complete the segmentation. As can be seen in Figure 4.7, the 
output also contains background regions and under-segmented regions. These problems 
must be solved with further processing. Background regions are simple to eliminate 
by using the binary foreground mask that is obtained with the image binarisation 
method explained in Section 4.3. Simply the pixel-wise multiplication S1. *B can 
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(a) 
(c) 
(h 
(d) 
Figure 4.7: Initial segmentation using MAWT - comparison with original watershed 
algorithm: (a) Image gradient (b) watershed labels with the original algorithm and (c) 
watershed labels with the MAWT algorithm A-th 10 applied to gradient, (d) water- 
shed labels (Si) with the MAWT algorithm A-th -AIL applied to gradient. Note both 2 
foreground and background regions are labelled. 
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Figure 4.8: Background elimination using binary mask: (a) foreground mask, (b) its 
pixel-wise multiplication by S1. 
provide the labels corresponding to only foreground regions (see Figure 4.8). However, 
under-segmented regions have to be processed further. In the next Section, a possible 
application of the Radon transform to this problem is explained. 
4.5 Radon Transform and Marker Extraction 
4.5.1 Definition 
Generally, parameterised shape detection studies utilise the mathematical formalism 
of the Hough transform instead of the Radon transform. However, a recent study 
has shown that the two methods are equivalent [96]. The difference is simply in their 
computational interpretations. If the data is not sparse, the Hough transform is com- 
putationally more expensive than the Radon transform. However, there are several ap- 
plications and realisations of the Hough transformation in the literature [ 119-123] while 
far fewer for Radon transformation [124-1261. The contour integral description that 
exists in the Radon transformation enables the implementation via convolution [96]: 
R, (p) III (P) =f I(x) dx =f 6(C(x; p)) I(x)dx, (4.9) 
C(P) RD 
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where R, (p) III (p) : Radon transform, x: spatial coordinates, p: N-dimensional 
shape parameter vector, c(p): contour of the shape having parameter p, I(x) :D 
dimcnsional imagc, C(x; p): parameterised shapc, J: delta-dirac function. 
The C(x; p) can be any generalised function with parameter set p. In case of a 
circle p can be written in ((xo, yo), ro) form, where (xo, yo) is the centre and the ro is 
the radius of the circular contour. Thus for a circle and an image of I(x, y) the formula 
can be written as follows: 
j((X _ XO)2 + (y _ yo)2 ,r 
2) I(x, y)d. T dy (4.10) 0 
R2 
If the transformation is to produce a response on every pixel (every possible (xo, yo)), 
the above continuous integral can be transformed to a convolution with a shift-invariant 
circle kernel having radius ro. Excluding (xo, yo) from our parameter vector, p reduces 
to variable r. Thus, we can rewrite the formula as: 
III =I* 
where K, = J(x 
2+y27r 2). 
(4.11) 
Generally the image I in (4.11) is a binary edge representation of the original image. 
The edge image (EI) can be obtained by calculating the difference between S, and the 
erosion of S, (i. e. the erosion gradient) with structuring element B. 
EI ý Sl - CB(S1) (4.12) 
Since S, is labelled, the edge image E, provides the region contours with unique 
labels. Label information can be useful if we incorporate it into our formula. However, 
there is no direct substitution between E, and I for (4.11) such that: R(r) JI} = 
El * K,. Instead, each labelled contour's R should be calculated separately: 
N 
L=j11712)13)---ilNj, RL(r)=UIEI(')*ICl 
1=1 
(4.13) 
where Ii denotes the ith label and EI(l) connected edge pixels belonging to the ith label 
in the edge image. 
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To summarise, a labelled circle Radon transformation is derived which can be calcu- 
lated on the labelled contour representation. Instead of searching for resolvable circles 
and detecting the correct radius, the main interest here is to find contres of the objects 
with radius closer to the value r, which was estimated by the area granulometry. In 
case of more than one radius, we can calculate a circularity map in labels by calculating 
argmax of the R' for the individual radius in the set r= rl, r2 ,..., rk - 
L 
argmax,, (R (r)) (4.14) 
The above calculation provides a 2-d mapping for the circular region centres and reduces 
calculations of different r to a single concern. 
4.5.2 Application 
The labelled circle Radon transformation is used to calculate the centres of labelled 
boundary regions obtained from the initial segmentation of the foreground objects. 
Figure 4.9(a) shows the labelled edge image Er computed according to (4.12). The 
circularity map (RL, ) calculated for ri (4.13) on the Er in Figure 4.9(b). An unlabelled 
calculation of the transformation (R) (by direct convolution with thresholded El, i. e. 
E, > 0) is presented for comparison in Figure 4.9(c). The latter is noisier due to the 
effect of the adjacent region boundaries. 
After RL, is calculated, markers (M) can be extracted by searching for the regional 
maxima, Regional maxima are calculated with a structuring element defined a's a disk 
of radius EL then dilated to unite very close points (Figure 4.9(d)). 41 
4.6 Under/ Over-Segmented Regions 
To finalise the segmentation, we apply the marker controlled watershed transformation 
using the markers calculated in the previous step Al. For the input, morphological 
image gradient is used again (Figure 4.7(a)). 
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Figure 4.9: Radon transform based marker extraction and comparison: (a) The la- 
belled edge image (EI) for S1 (b) Unlabelled Radon Transform by direct convolution for 
L thresholded E, (Le Er > 0) with disk radius ri, (c) labelled circle Radon transform Rri 
on EI, (d) Markers extracted from RL shown superimposed on the grev level image. 
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Figure 4.10: Watershed lines calculated with the extracted markers: (a) Watershed 
lines corresponding to markers, (b) over- and under-segmented regions, (c) final seg- 
mentation output (d) final segmentation output when the stained objects are marked 
beforehand. 
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In Figure 4.10(a) the markers and the watershed lines corresponding to these mark- 
ers are shown. However, the marker extraction algorithm in the marker extraction stop 
depends on the regional maxima, and the size of the structuring element used in cal- 
culation. Hence, it can still result in under-segmented or over-segmented regions. To 
detect under-segmentations an area opening is applied by size 1.5 * irr2. To separate 
these regions, another regional maximum extraction process is applied by a disk struc- 
turing element of r=0.7 * ri. Then the marker controlled watershed is employed again 
to find the correct regions. In a similar way, the over-segmented regions are detected 
by area opening by size A', and recovered by dilation. Figure 4.10(b) shows the under- 2 
segmented and over-segmented regions. Finally, there are some cells connected to the 
edges of the image frame. The number of these is reduced by calculating the image 
frame and reconstructing the frame contacting regions as described in [29]. The final 
result can be seen in Figure 4.10(c). 
4.7 Experimental Results 
The algorithm was compared with the algorithm employing marker (area top hats) 
controlled watersheds and the distance transform in combination [35,95]. A benchmark 
image set was prepared with 25 blood cell images obtained from thin blood film slides. 
The set contained 11 new images from UoW microscope imaging setup in addition to 
14 images that were supplied by NIMR which were used in the previous studies [35,95]. 
The images were chosen from fields which are not very concentrated and contained 2450 
resolvable cells including RBCs, WBCs and RBCs infected by malaria parasitcs. The 
cells were manually marked to provide the ground truth data as explained in Section 
3.2.2. The comparison was done by evaluating the "locating" and the "counting" 
performances. 
The missed and under-segmentation rates were calculated directly by comparing 
labelled cell locations to manual markers. The over and redundant segmentation rates 
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were calculated from all labelled regions which did not coincide with a manuallY marked 
cell (Figure 4.11 (a)) (Algorithm 2). 
Algorithm 2 Segmentation performance evaluation algorithm 
P: SET OF THE MANUALLY MARKED SET OF POINTS B: THE LA13ELLED OUTPUT IMAGE 
OF THE SEGMENTATION N,,, : NUMBER OF MISSED CELLS Nc : NUMBER OF LOCATED CELLS 
Nu : NUMBER OF UNDER-SEGMENTED CELLS N,: NUMBER OF OVER-SEGMENTED CELLS 
AND REDUNDANT SEGMENTS 
Init(counters) 
1-Vp EP{ 
2. if (B(p) = 0) 
3. N,,, +-- Nm + 1; 
4. elseif (Vp' E P, p' =h p, BB (p)) 
5. N,, (.. -N, + 1; 
6. elseif (3p' E P, p' j4 p, BB (p)) 
7. Nu4-Nu + 1; 1 
8. N, 4- number of unclassified remaining labels in B 
Fur every manually marked point p, a corresponding label is checked in the output. 
If the corresponding label is 0 (background), the segmentation has missed the cell 
marked by p. Else if the corresponding label is not 0, and no other p'E P which has the 
same corresponding label, the segmentation is correct for p. Else if there is at least 
one other p'(=-P has the same corresponding label, p is under-segmented. After all pE P 
have been classified, the remaining labels in the output are counted as over&redundant 
segmentations. 
Table 4.1 shows evaluated results in four categories. The evaluated segmentation 
performance rates of the proposed method are shown in the first row. Additionally a 
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(a) (b) 
Figure 4.11: Segmentation Evaluation example: (a) Evaluation marks: correct (pink 
'C'), under (green 'U'), missed (red 'M'), over and redundant (blue 'R') segmentations. 
(b) The same evaluation for the result obtained by Rao's method [35,951. 
(a) (b) 
Figure 4.12: Segmentation Evaluation example: (a) Evaluated output for an input 
image (Figure 6.2(b)) of the proposed method, (b) Rao's method [35,95]. 
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Method correct % missed % under % overkredundant 
MAWT+Radon 90.8 6.2 2.9 4.2 
MAWT+Radon* 91.1 5.6 3.3 3.8 
Rao et al. [35] 86.9 6.4 6.6 5.5 
Table 4.1: Comparison of the segmentation algorithms 
minor modification is applied to the whole process: all the stained objects are detected 
early and excluded from the marker extraction process by the circle Radon transform. 
This protects the WBCs and other stained objects from being over-segmented. Figure 
4.10(d) shows the output of the segmentation process when the stained objects are 
marked and excluded from the marker extraction process. The results demonstrated 
in the second row of Table 4.1 were obtained by this modified algorithm. It can be 
observed the resulting rates were improved when the stained objects were marked prior 
to segmentation (the second row): the correct segmentation rate increased; the over- 
segmentation rate decreased. The difference is significant if we consider the fact that 
the images (in general blood samples) are dominated by regular size RBCs rather than 
big stained objects such as WBCs. The last row in Table 4.1 shows the same evaluation 
for the earlier method which uses the area-tophats and distance transform [35,951. It 
can be observed that the proposed method yields better results. 
The segmentation output evaluations in Figure 4.11 were demonstrated for the 
input image shown in Figures 4.6 to 4.10. Another segmentation result comparison is 
shown in Figure 4.12. 
Finally, to demonstrate the effect of the cell concentration of the image to the 
segmentation, two input images and corresponding segmentation results of the proposed 
method and the earlier method are shown in Figure 4.13. It can be observed that there 
are many under-segmented regions; it is hard to suggest that the segmented regions 
correspond to the actual cells in both of the methods. As a consequence, for the first 
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input image, the infected cell located in the centre is incorrectly merged to a bigger 
group (Figures 4.13(c) and 4.13(e)). However, for the second image, the infected cell 
is successfully found because it is isolated on the background (Figures 4.13(d) and 
4.13(f)). 
4.8 Conclusions and Discussions 
In this study, a new thin blood film image segmentation method has been presented. 
The method defines a new MM tool -minimum watershed transformation (MAWT)- and 
applies it to perform an initial segmentation. This modified watershed transformation 
introduces a solution for the over-segmentation problem associated with the classical 
watershed algorithm [47]. Therefore, it eliminates the necessity for marker calculation 
prior to watershed segmentation. It is possible to extend the MANVT to cover other 
attributes. This is identified as future work. 
If applied to blood cell images, the segmentation result with minimum area water- 
shed transform using the average cell area estimate contains under-segmented regions. 
To reduce these regions, a circular object centre locater algorithm has been derived from 
Radon transform [96]. The final result is produced by applying the marker controlled 
watershed transform [29] with markers obtained from the circle Radon transform. In 
order to prevent over-segmentation of stained objects, they were extracted first and 
excluded from the marker extraction process. 
The proposed method was compared to the method developed by Rao et al. [35,951 
which is the best earlier method. The evaluations of the cell locating and counting 
performances demonstrated that the new algorithm produces better results. 
However, both of the algorithms are not applicable to concentrated fields of thin 
blood film slides. As explained in the introduction the aim of the segmentation process 
demonstrated here is to define the cell regions for the later processes of the CDNI. 
Thus, the segmentation task introduces errors for the further analysis unless the images 
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Figure 4.13: Segmentation in concentrated fields: (ab) input images, (c-d) segmenta- 
tion output of the proposed method, (e-f) Rao's method [35,95]. 
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are selected from only less concentrated fields. It is possible to evaluate an image's 
cell concentration using the method in [261; however this will degrade the diagnosis 
capability of the overall CDM system. 
Another problem associated with the segmentation method that is demonstrated 
here and the one developed earlier by Rao et al. [35,95]: the stained objects, especially 
the large stained objects (e. g. WBCs) must be detected beforehand to avoid over- 
segmcntation. 
However, another purpose of the segmentation for CDM is to count individual 
RBCs. It is possible to estimate the RBC count without performing all the refining 
steps of the proposed method. If the stained objects could be identified without a 
top-down (segmentation) strategy, a segmentation procedure may not be necessary. In 
Chapter 6, this possibility -stained object extraction without segmentation- is investi- 
gated. 
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Chapter 5 
Colour Normalisation 
5.1 Introduction 
Microscopy diagnosis of malaria infection requires recognition of Plasmodium on stained 
blood films. The different Plasmodium species are distinguishable from each other and 
regular blood components or artefacts by their characteristic shapes (morphology) and 
colour properties. For example, the Hemozoinc pigment for P. Falciparum which is 
an identifier of mature stage parasites is described by manual diagnosis experts as a 
brownish or yellowish region inside the parasite: light blue-purple cytoplasm cover- 
ing dark blue nuclei with a species specific shape. This type of colour definition can 
be dcfinitive enough for the human visual system; however, it may be ambiguous for 
computer vision. An intuitive approach to remove the ambiguity could be to define a 
colour space such as RGB and define the term brownish with a subspace defined by 
boundaries. However, some questions would immediately arise such as "what is the 
reference to the brownish" or more technically "where should the origin (0,0,0) of the 
colour space be placed? ". Since it is practically impossible to define an absolute uni- 
versal origin, in computer vision this question is answered by calibration: obtain the 
imaging equipment for which the colour brownish is defined, find its response to a de- 
fined reference (e. g. white patch) and transform the origin of the imaging equipment's 
colour space according to this reference. Then the brownish colour will correspond to a 
specific set of coordinates in this transformed (according to the reference) colour space. 
An image acquired from a stained blood sample (thick or thin) using a conventional 
light microscope can have several conditions which may affect the observed colours of 
the cells, plasma (background), and stained objects. These conditions may be due to 
the microscope components such as: the different colour characteristics of the light 
source, intensity adjustments, or colour filters. They may be due to the use of different 
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Figure 5.1: ExamPle images of the same thin blood film (rodent) field with different 
chromatic filters. 
PH 6-4 6.8 72 76 
. ... . .... *I, *.: z 
Figure 5.2: Effects of different staining (i. e. PH) on an infected cell. reproduced by 
permission [9]. 
cameras or different settings in the same camera: exposure, aperture diagram, or white 
balance settings. The effects of these conditions may be reduced by calibration if 
a reference colour chart is possible. However, colour differences can also be related 
to the differences in the slide preparation process (i. e. the object itself): different 
stain concentrations, different staining durations., or non-uniform staining. Thus, a 
standardisation for the blood film preparation itself is also required. In Figure 5.1 
different images which are acquired from the same field with different camera white 
balance settings can be observed. An illustration in Figure 5.2 from the WHO Basic 
Malaria Microscopy [9] demonstrates the effects of the different PH (i. e. acidity level) 
values (of the Giemsa-stain) on a blood cell occupied by a parasite. It can be observed 
that PH of the stain can affect significantly the appearance. 
The earlier research on Computerised Diagnosis of Malaria (CDM) did not ut. ilise 
all the colour information available on different channels. In Di Ruberto's research 
[34,127], the RGB images were transformed to the HSV colour space and the individual 
channels were used in different steps of analysis, separately. For example, stained pixels 
were separately detected on Saturation and Hue channels of the converted image, and 
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then their intersection was used. In Rao's research [35] the images were processed 
in RGB colour space in separate channels, although some relations between different 
channels were used. For example, the stain colour bias in the images was estimated by 
the peak index differences between blue and red or green channels of the images; the 
grey level image was used for segmentation; the green channel histogram was found to 
be more useful to extract stained objects; the mature parasite pigment Hemozoinc was 
sought in an image formed of blue and red (or green) channel differences. It can be 
difficult to generalise these heuristics. 
In the research conducted during this study, colour information was extensively used 
in the analysis of parasites. The stained pixels were detected according to the RGB 
colour vectors; in the parasite detection and specics/life stage recognition tasks, some 
colour based features were used in classifiers. As explained in Chapter 3, in this thesis, 
many images are used which are acquired from different slides, under different imaging 
conditions. These images are affected by nearly all the factors that are mentioned in 
preceding paragraphs. Hence, it was required to investigate the possibility of reducing 
these effects by using "colour normalisation". The colour normalisation research for 
the peripheral thin blood film images aimed to produce several significant outcomes: 
to remove the necessity of the pre-calibration of the imaging setup; to improve the 
robustness of the system for non-standard slide preparations; to provide the flexibility 
of exchanging images and data between different malaria diagnosis laboratories that 
might use the CDM system in the future. This kind of flexibility can provide the CDM 
system with the ability to update/learn from samples coming from different sources and 
redistribute them to different laboratories to maintain a uniform diagnosis capability. 
In this thesis study, a method is developed to maintain the colour constancy for the 
images captured from various (unknown) sources. The method is very practical and 
exploits the special characteristics of the peripheral thin blood film images. 
The main contribution introduced in this Chapter is a new colour normalisation 
method for thin peripheral blood films. This study was presented in 14th Signal Pro- 
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cessing and Communication Applications Conference (SIU-2006) and published in the 
proceedings [39]. 
5.2 The Colour Normalisation Method 
The primary aim of colour constancy is to obtain the colour characteristics of the object 
independent of the illuminant and imaging sensor. In general, these two factors are 
studied separately: illumination change and sensor (camera) calibration. Sometimes 
the latter is not considered (as in this study) when the sensor is not present or its 
calibration is not possible. 
There are some different models of illumination change in the literature [58]. The 
"diagonal model" is a simple and satisfactory model which assumes that there is a 
diagonal 3x3 linear transformation matrix which maps (p' = Mpl) the RGB response 
under an unknown illuminant p' = (ru, 9u, bu) to the RGB response under a canonical 
known illuminant pc = (r', gc, bl). When the transformation matrix is assumed to be 
diagonal (5.1), its non-zero elements (mij) can be calculated by simple scaling pli/pui 
where iE jr, g, bl. 
Mrr 0 
M0M 
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If the illumination is assumed to be uniform, 
0 
0 
771bb 
(5.1) 
using the diagonal model, an image 
of unknown illumination P with RGB colour vector can be simply transformed to a 
known illuminant space P by multiplying all the pixel values with the diagonal matrix 
(Ic =M P). If the illumination is varying locally, each pixel (Vp E P) has to be scaled 
individually with (II(p) = Mp Iu(p)). 
The most simple colour constancy algorithm is based on the assumption that the 
average value of the scene is stable (e. g. grey) under the same illumination (i. e. grey 
world assumption). In other words, the grey world assumption suggests that the de- 
viation of the average value of the image of the scene reflects the illumination change. 
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The different interpretations of this assumption can lead to different approaches. For 
example, the average value of the scene can be assumed to be actually grey which is 
a portion (e. g. half) of the maximum possible value of each channel. Thus, using the 
diagonal model, the illuminant factors can be calculated as in (5.2): 
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Gi 
i= {r, g, bl (5.2) u Pi NN 
where Gi is the constant (assumed) grey value and the it!, is the mean of the channel 6 
Ii" having N total pixels - 
Alternatively, the grey value(s) can be defined with respect to the average values of 
the scene under a known illurninant. This is called the database grey-world algorithm 
[128,129] and can be represented as in (5.3): 
mi g, (5.3) 
Thus the illumination factors, the non-zero elements of the diagonal matrix, mr, m9g, 
andMbb are calculated by the ratios of the average values of the each channel of the 
reference (pic) to those of unknown 
For ordinary images, the illumination estimation or colour normalisation based 
on the grey world assumption with either of the calculations yields poorer results 
compared with more sophisticated algorithms such as gamut mapping, retinex or colour 
by correlation [58,128,129]. Obviously, the weakness of the grey world algorithm arises 
from the fact that unconstrained physical scenes having limited members of objects do 
not reflect a universal grey value. 
However, the images subject to this study arc constrained: they contain two basic 
components (plasma and the rest which is primarily red blood cells) which can be 
separated by foreground-background segmentation. The plasma of the peripheral thin 
blood film image can be assumed to be a colourless transparent region. It is possible 
to define the constant grey values Gi (5.2) for colourless transparent (expected) pixel 
colour. Hence, an image of unknown illumination can be transformed using these 
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values as shown in (5.2). In fact, we can simply assign the colourless transparent pixel 
colour as the maximum possible value of a pixel (255) for all channels (each channel is 
commonly quantised to 256 discrete levels). 
On the contrary, because of the effects of staining on the foreground objects the 
same assumption can not be made. In other words, we can not simply define or 
assume a universal average value for the cells since they may not be homogeneous due 
to stained components. However, it is possible to define the grey values according 
to a reference (i. e. the database grey world) and to transform the pixels for the cells 
(foreground objects) using (5.3). Thus, the reference which is assumed to taken under 
known illuminant imposes the constant grey values. 
Therefore, the simple grey value assumption can be incorporated into the colour 
normalisation process of thin blood films. However, initially, input images must be 
separated into foreground and background regions. The separation (i. e. binarisation) 
can be performed using the method proposed by [35], which was described in Section 
4.3. This method uses area morphology to estimate size of the cells and then extracts 
foreground objects and estimates individual histograms for the foreground and back- 
ground regions. Then these histograms are used to obtain thresholds to perform a 
morphological double thresholding operation [291. 
After separating the input (Iy) channels (i Efr, g, bl), foreground (If u, I , b) and 
back- 
ground (Ib, ' ) images are obtained and the proposed colour normalisation is performed 
as follows: 
Calculate (10, ) channel averages. CalculateMb: Mý = 
255 
1 ; rb r. 
2. Transform the whole image: Il = Mb P with equation (5.2) 
3. Calculate MI : mif using equation (5.3) with (Ifil) and the reference image fore.. 
ground channels Iff. 
4. Transform only the foreground channels- If2 = MfIf 
1 
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5. Replace the foreground channels of V with If 2 to obtain the final colour nor- 
malised output image V. 
The procedure is demonstrated with an example image in Figure 5.3. Following the 
image binarisation with technique explained in Section 4.3, the background pixels are 
extracted (Figure 5.3(b)). Using the background pixel averages and preset grey values 
(Gi = 1255,255,255} in (5.2), the input image is corrected (Figure 5.3(c)). Then from 
these image foreground pixels are extracted (Figure 5.3(d)) and corrected according 
to the grey values determined by the reference set (Figure 5.3(e)). The final result 
is obtained by replacing the normalised foreground pixels (Figure 5.3(f)). Figure 5.4 
demonstrates the changes in the histograms of each channel during the process. It can 
be seen that as the result of the corrected process, the output histograms are shifted 
(Figure 5.4(d), 5.4(e), 5.4(f)) and aligned to reference set histograms (Figure 5.4(g), 
5.4(h), 5.4(i)). It is also observable that the histograms in the output have zero values 
in some indexes which are introduced by the scaling and replacing of the pixel values 
to integer histogram bins. In fact, these entries (zero) are shifted and accumulated in 
the nearest bin. The same effect is observable in the reference set histograms since 
reference images are also normalised with respect to their background average values 
and preset grey values (Gi = 1255,255,255}). 
5.3 Experimental Results 
As described by the procedure, the colour normalisation is done in two steps. In the 
first step, the input image channels are corrected using the ratio of their background 
average values to the preset background values Gi = 255,255,255. In the next step, 
the resulting image foreground channels are corrected using the ratio of their average 
values to the ones calculated from a reference set. A reference set (including 12 images) 
was prepared from the images supplied by NIMR. However, the images were not chosen 
in terms of quality. Only criterion is that the images have to be acquired with the same 
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illumination and camera settings. The illuminant or camera settings are not known 
and required. This is because the aim here is to correct the images to reflect the same 
colour characteristics instead of obtaining the illuminant characteristics. An image 
from the reference set can be seen in Figure 5.5(d). Since the reference set is only used 
for foreground colour normalisation, all the images in the reference set were divided 
into separate foreground and background regions. Then, after correcting foreground 
pixel values according to background averages, the average foreground values were 
calculated for each channel (it' = 183, ,, c = 189, pc = 214). These average values were rb 
used in the foreground only correction of the input images. 
Some qualitative experiments were done to observe the methods performance to 
the following questions: 
Is the algorithm superior to naive grey world algorithm that assumes avemge value 
of every image in each channel is a constant grey value? Figure 5.5 demonstrates 
a comparison between naive grey world algorithm and the proposed method. 
It can be observed that although the former equalises the differences between 
colour channels, the output images are still preserving their colour characteristics. 
On the other side, in the outputs of the proposed method, both examples are 
reflecting similar colour characteristics. It is possible to perform a quantitative 
experiment by acquiring several images of the same field with different settings 
and comparing the difference (e. g. RMS) in the outputs. This issue is identified 
as future work. 
What is the response of the algorithm to an already corrected input or iterations? 
In this application, the proposed algorithm is used to perform the colour nor- 
malisation in single pass. However, the algorithm can be applied to an already 
corrected image. Hence, it should be investigated if the algorithm converges and 
produces stable results in consecutive corrections. In Figure 5.6(a) root mean 
square (RMS) difference is plotted versus the consecutive iterations. It can be 
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observed the significant difference is obtained in the first run, after few iterations 
algorithm converges as the ratios (i. e. diagonal entries of M) approach to 1. In 
Figure 5.6(b), 5.6(c) foreground and background scaling ratios arc plotted versus 
the iteration number, respectively. It can be observed that the both of the ratios 
are synchronised with RMS; the foreground ratios converge to 1; however, the 
background ratios stabilise above 1. This is due to truncation of values to 255 
that are exceeding 255. Thus, the background average value of the image can not 
reach average 255 unless all background pixels have the same value at the start 
of the iteration. 
Is the algorithm robust against different input colour characteristics? Wc have 
applied the method to all images in our image set including over 700 images ac- 
quired under different unknown conditions. Some of the images were taken from 
UoW microscope-camera setup, some of them were provided by NIMR as ex- 
plained in Chapter 3. It was observed that the method is robust against different 
input characteristics. Some examples of input-output pairs are shown in Figure 
5.7. Note that the input images have clearly different colour characteristics. The 
outputs show that the proposed colour normalisation is quite successful. 
What is the effect of non-uniform illumination? The colour normalisation is per- 
formed globally for the input image. Hence, the illumination is assumed to be 
uniform. Figure 5.8 demonstrates example input-output pairs when the illumina- 
tion is not uniform. It can be observed that there are some errors in the outputs. 
However, the errors in these examples are due to foreground background segmen- 
tation rather than the colour normalisation process itself. If the illumination is 
not uniform one of the two methods described in Section 3.1 can be used as a 
pre-processing step. 
Is the method specific to malaria or any special set of images? The method 
has been developed for peripheral thin blood film images. It assumes the image 
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algorithm (Gi =f 128,128,1281) (a) An input image (b) normalised by naive grey world 
algorithm (c) normalised by the proposed method. (d) An input image from the reference 
image set, (e), (f) the results are in the same order. 
is separable into two foreground and background regions: that the background 
region must be plasma and the foreground region must contain mainly red blood 
cells (because of the reference characteristics). To demonstrate the robustness of 
the algorithm, some random images of other blood parasite types were collected 
from World Wide Web using the Google search engine. Figure 5.9 demonstrates 
some example input-output pairs. The outputs show that the method is very 
effective. 
5.4 Conclusions 
A new colour normalisation method has been presented for peripheral thin blood filin 
images. The method exploits the special characteristics of the images which are separa- 
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ble to foreground and background regions. Then it utilises the grey world assumption 
to provide colour constancy. Mainly qualitative experiments demonstrated that the 
method is very effective. It was shown that it is robust against the different input 
image colour characteristics by examples from both the UoW image set and World 
Wide Web images. 
A colour constancy algorithm must be reliable if applied to an already colour nor- 
malised image. It was demonstrated that the algorithm converges to an idempotent 
state in few iterations (i. e. less than 10); however, provides the significant result after 
the first processing. 
The basics of the proposed colour normalisation method rely on the fact that the 
plasma colour can be used as the response of an expected (and known) scene. The 
method assumes that plasma is observable in the input image. It further assumes the 
plasma (background) is colourless under ideal conditions; it scales the whole image 
to shift the plasma colour towards maximum possible scale. The foreground image 
correction assumes that the foreground scene in the image should have a constant 
average value (which is calculated from a reference image set) under a known illuminant. 
More quantitative experiments can be performed in the future to assess the al- 
gorithm's performance and to compare with other methods. The basic quantitative 
experiment could be to acquire a set of images under different illumination and cam- 
era settings and perform some error measurements (e. g. RMS difference) between the 
outputs. 
One issue which is not addressed by the experiments here is the effects of the 
contents of the foreground image in the output. Because the stained objects are (e. g. 
parasites, white blood cells, platelets, and artefacts) usually darker than red blood cells, 
an image having an excessive number of stained objects may shift the average value 
of the foreground to lower values. Therefore, the content of the reference foreground 
images that are used in calculation of the averages should be similar to the input image 
contents. For this reason, the proposed method can not be directly applied to thick 
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film images, where foreground objects are not guaranteed to be present and RBCs are 
not observable at all. 
The necessity of the colour normalisation came from the colour based classifications 
of the stained objects that are introduced later. In the following chapter, the effect of 
the colour normalisation on the stained pixel classification process will be quantitatively 
evaluated and demonstrated. This method was presented by the author in [39]. 
117 
Chapter 6 
Stained Object Extraction 
6.1 Introduction 
Microscope examination of blood is usually performed on stained samples. Staining is 
a chemical process which highlights the object of interest in the sample; usually it is 
specific to the application. The common staining technique used for malaria diagnosis 
in peripheral blood thin blood films is the Giemsa-stain; however, in thick films Field's 
staining technique is preferred due to its speed. Both these techniques belong to a larger 
group that is referred to as "Romanovsky" stains which are a mixture of polychromc 
methylene blue and eosin [111]. In thin films the blood cells are fixed with methanol 
prior to the staining. Hence, the membranes of the blood cells are preserved. As 
explained in the previous chapter, depending on the imaging conditions, there can be 
various differences in the observed colours of the components. However, if examined 
using a tungsten light microscope (which is common practice), the components that 
have a nucleus (i. e. White Blood Cells (WBCs)), parasites, and some artefacts) will 
appear dark blue-purple, and platelets will have a saturated pink colour if they are 
stained. However, the colours vary according to the lighting and imaging conditions. 
It is appropriate to clarify the terms stained pixels and stained objects before ern- 
barking on the technical discussions. A stained pixel is a pixel in the image which has 
distinctive, saturated colour compared to the colour of the Red Blood Cells (RBCS). A 
stained object can be roughly defined as a connected stained pixel group and the body 
that includes the group (if any). In the case of an infected RBC, the stained object is 
ideally the whole RBC region which includes the stained pixels; in the case of a WBC, 
it is ideally the WBC nucleus and surrounding cytoplasm; in the case of a platelet, it 
is the only connected stained pixel group (since they do not have cytoplasm); in the 
case of an artefact that is caused by a RBC anomaly (e. g. iron deficiency, Howell-Jolly 
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body), it is the whole RBC region that includes the stained pixels; and in the case of 
an artefact that is related to other factors such as stain crystals, dust or bacteria it 
is the connected stained pixel group itself. However, there is a lot of diversity in the 
images that makes it very difficult to process the images (i. e. to extract stained objects) 
based on these expectations. Figures 6.1-6.4 show some example images that contain 
stained pixels. At this stage of the discussion, the categorisation of the stained objects 
is not important; however to visualize the above definitions, the stained objects on 
the images are marked such that: parasites, WBCs, artefacts, and platelets are shown 
with the letters (P), (W), (A), and (T), respectively. Note that, for the parasites (P) 
the parasite shape and maturity is not always the same, hence the infected RBC ap- 
pearance varies from one to another; for the WBCs (W) the cytoplasm is not always 
visible and the shape varies from convex W4 to complex W6; some of the platelets (T) 
are isolated on the plasma while some of them are touching the RBCs; and artefacts 
appear randomly and can be on top of the RBCs. However, the stained pixels have to 
be found and the stained objects have to be extracted and labelled. This process is 
largely unrelated to the blood component which they originate from. 
In Chapter 4, it was explained that in Computerised Diagnosis of Malaria (CDM) 
from thin blood film images both deductive and inductive approaches can be followed. 
In [34], an inductive strategy was followed. First the stained pixels were detected; then 
the objects (i. e. RBCs) which are covering the detected stained pixels were found by 
morphological operations and passed to the parasite life-stage analysis. In [351, the 
approach was first to segment and locate the objects (i. e. RBCs) within the image; 
then after a global threshold to roughly locate the cells that contain stained pixels, the 
inner regions of the cells were analysed further to extract the stained regions. Both 
of the methods employed a thresholding operation to detect stained pixels. In [341 
the stained pixels were detected by histogram thresholds on the top-hats of the Ifue 
and Saturation channel images. The problem with this method is that even when the 
image does not contain any stained pixels the regional maxima and the histogram-based 
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threshold operations can extract some pixels as stained pixels. In [351 this problem was 
addressed: the input image was pre-processed to become suitable for thresholding in 
the blue channel of the image (in the RGB colour space). The pre-proccssing was as 
follows: 
if ((XB - XR) > 
(XB 
- XG)) P : -- fB -A 
else P= fB - fa 
if ((XB - XR) > (XB - XG)) Pl "P- (XB - XR) 
else P1 : --: P- 
(-""LB 
- XG) 
Thus by calculating the differences of the histogram peaks of either the red or green 
channel (XRi XG) and the blue channel histogram peak (XB), the channel having the 
farthest histogram peak value (fR or fc) was subtracted from the blue channel image 
(fB) to obtain the suitable image (P) for the thresholding. However, the thresholding 
operation was performed on P, which is obtained after another subtraction operation 
to remove the stained colour "bias". The global threshold was chosen as the histogram 
index that is the halfway point between 10% and 90% of the histogram volume of P1. 
The process was followed by a local examination of the marked cells (obtained by the 
global threshold) to extract the refined stained objects using segmentation information. 
A discussion on the constrictions of the segmentation process is provided in Chapter 
4. Because segmentation is not applicable to the concentrated fields of the thin blood 
films, error in the post-analysis is inevitable. Throughout this chapter an alternative 
inductive approach which is similar to that of Di Ru. berto [341 is followed to investigate 
the problem of stained pixel detection and extraction of stained objects. Instead of 
histograms and histogram-based thresholds to obtain stained pixels, a Bayesian pixel 
classifier is employed. In order to eliminate the necessity of segmentation information 
(as discussed in Section 4.8), the stained objects were extracted with local morpholog- 
ical operations. The colour normalisation method introduced in the previous chapter 
is used here to improve the efficiency of the Bayesian pixel classifier. A detailed eval- 
uation was performed using the stained pixel ground-truth data obtained by manual 
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thresholding as described in Section 3.2.2. 
The main contributions introduced in this Chapter are: 
A generalised solution is proposed for the problem of stained pixel detection by 
using a supervised learning scheme instead of relying on assumptions such as 
"stained pixels are darker than non-stained pixels". Additionally, there are no 
assumptions about the morphology of the objects in the image. The application 
to thick films is possible. Moreover, it is possible to apply our solution to other 
staining methods and microscope examination tasks by simply replacing the RGB 
samples that are used in the training. 
The stained object extraction method following the stained pixel detection task 
is specific to thin peripheral blood film images. It eliminates the necessity of 
pre-segmentation of the thin film images by proposing an inductive strategy to 
extract stained objects. Hence, it prevents the stained objects from being divided. 
e The methodology that is introduced in this Chapter is published by the author 
in [36,37] with narrower contexts. 
In the following two sections the Bayesian pixel classification and the stained object 
extraction processes are described. In Section 6.5 the evaluation experiments of the 
pixel classification performance and some results of the overall procedure are demon- 
strated. In the conclusion (Section 6.6), the advantages, disadvantages, and possible 
improvements are discussed. 
6.2 Stained Pixel Detection - Bayesian Classifier 
In contrast to the histogram-based thresholding operations which can be regarded 
as unsupervised classification schemes (i. e. clustering), the detection of the stained 
pixels can also be seen as a two class (stained, non-stained) supervised classification 
problem. Supervised classification requires a number of labelled (supervised) samples 
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and a training process to calculate a decision rule. In a problem where there are no 
observations (i. e. samples, features) the only decision rule could be based on a primi 
probabilities. Let, in a two class classification problem, w denote the state of nature 
such that w r/ w, -0 W W2, and W 54 W2 --* Wý W1 then the decision based on the a 
primi will be: 
Decide w, if P(wi) > P(w2); otherwise decide w2 (6.2) 
Bayesian decision theory, which is the fundamental theory for pattern recognition, 
suggests that if any features (i. e. observations, measurements) are present, the decision 
can be based on the a posteHoH probabilities that minimise the decision error. For a 
two class (WI, W2) classification problem the Bayes decision rule for minimum error is 
expressed as follows [33]: 
Decide w, if P(wllx) > P(W21X); otherwise decide w2 (6.3) 
The P(wi Ix) (i E {W1) W21) denotes the a poste7iori probabilities: the probability of 
class wi given the observation x. Normally, these a poste? iori are unknown, however 
according to Bayes' theorem they can be calculated as: 
P(Xlwi)P(wi) (6.4) 
P(X) 
where p(xlwi) is the class-conditional probability density function: probability of ob- 
serving x given the class wi. Because the p(x), the probability of observing x, is 
independent of the classes, the decision rule (6.3) can be rewritten as: 
Decide w, if 
P(XIW2) 
> P(Wl) ; otherwise 
decide w2 (6.5) 
Since the ratio of a priori probabilities is a constant value, in this form the decision rule 
is more focused on the left part of (6.5): the ratio of conditional probability density 
functions p(xjw1)1p(xjw2) which is called the likelihood ratio. The Bayesian decision 
rule as in (6.3), (6.5) results in the minimum (average) classification error, in this sense 
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it is the optimal decision. The details can be read in [31-33). However, there are some 
problems where the error in one class could be more important than the other. Hence, 
there is a slightly different form of (6.5) which considers the class-conditional risks 
(costs) to be taken into account to ensure minimum risk instead of minimum error. 
Decide w, if : ý. 
L12 
; otherwise decide w2 (6.6) P(XIW2) R21 P(Wl) 
where Rj is the cost of mis-classifying x as w, when xE W2- 
In stained/non-stained colour pixel classification, like most of the pattern classifi- 
cation problems, the a priori probabilities and the cost of mis-classi ficat ions are not 
known. Thus, the Bayesian classifier with a feature in the form of rgb = {r, g, b) colour 
vector can be formulated as follows: 
Decide w, if L(rgb) = 
p(rgblw, ) >0; otherwise decide w,,, (6.7) 
p(rgblw,,, ) 
where w, and w,,, denote the stained and non-stained classes, respectively; p(rgblwi) 
(i E Is, nsj) denotes the class-conditional probability density function or more ap- 
propriately class-conditional probability mass function since rgb is formed of discrete 
(integer valued) variables [33]. 0 is a threshold for the likelihood ratio: it represents 
implicitly the application dependent costs for the decision and especially the a priori 
probabilities of classes P(w,, ), P(w,,, ) when they are not easily determinable. 
6.2.1 Density Estimation Using Histograms 
There are parametric and non-parametric approaches for estimating p(rgbJuij). The 
parametric approaches tend to calculate parameters such as mean and covariance to 
represent the densities that are assumed to be in a specific distribution form (e. g. nor- 
mal) [31,33]. However, non-parametric methods can be used to estimate densities with- 
out assuming a particular distribution form. In this study, a non-parametric method 
based on histograms is used [1301. The estimation of p(rgblwi) using histograms can 
be performed as follows: 
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1. Initialise (to zero) 3-d histograms for both stained 11, (r, g, b) and non-stained 
H,,, (r, g, b) classes. Count every occurrence of (r, g, b) to construct the histograms: 
H, (r, g, b)=H,, (r, g, b)+l; if rgbEw. 
if rgbEw,,, 
2. Normalise by the count of total samples (N., N,,, ), respectively. 
p(rgblw. ) = 
H,, (r, g, b) 
p(rgblw,,, ) = 
IIn,, (r, g, b) 
N, N,, s 
(6.8) 
(6.9) 
A known problem with histogram-based density estimation is due to the limited 
number of samples. The problem space is scaled exponentially by the number of feature 
vector elements (i. e. curse of dimensionality [131]). In RGB colour space each colour 
channel is usually quantised to 256 discrete levels; that p(rgblwi) is required to have 
2561 distinct entries (i. e. bins). Hence, the number of training samples and the size of 
histograms are important parameters in the efficiency of the classifier. 
Bayesian colour pixel classifiers that employ histogram-based estimation to obtain 
density functions are widely used in skin colour detection research, e. g. [63,130,132]. 
Usually, the likelihood ratio threshold 0 value is obtained by Receiver Operating 
Characteristics (ROC) analysis. ROC analysis is used to compare different classifica- 
tion algorithms [48], efficiency of colour spaces [63], and also to determine the efficiency 
of the density estimation with respect to number of histogram bins [130]. 
6.3 Receiver Operating Characteristics 
The ROC curve of a classifier is obtained by plotting its true detection (i. e. true pos- 
itive) probabilities versus false detection probabilities (i. e. false positive) with respect 
to a control variable. ROC curve represents the trade-off between the true and false de- 
tection rates of a classifier; curves for different classifiers (or settings) can be compared 
to determine the optimal [48,49]. 
128 
For the proposed classification scheme, the control variable is the 0, the likelihood 
ratio threshold of the classifier; the true detection and false detection probabilities can 
be represented as P(L(rgb) > Olrgb E w, ), P(L(rgb) > Olrgb E w,,, ), respectively. 
The probabilities can be obtained by the ratio of true/false detection counts over total 
number of positive/negative samples. 
In a ROC curve, the points (0,0) and (100,100) correspond to the classifier which 
makes all decisions as negative and positive, respectively. The points (0,100) and 
(100,0) correspond to the most and least desirable classifiers, respectively. The ROC 
plot of a random classifier follows the (0,0) - (100,100) line. By calculating the areas 
under the ROC curves, a non-parametric comparison of different classifiers is possible: 
the curve that has the maximum area is the optimal provided that the curves are not 
crossing [31,48]. If the curves are crossing, the optimal classifier can be searched in 
a limited interval according to the distribution of the samples between positive and 
negative classes. 
In the experiments, we will use ROC analysis to determine the optimal number of 
histogram bins and likelihood ratio threshold 0 of the classifier. 
6.4 Stained Object Extraction 
Stained pixel detection is a global process for an arbitrary image, and for all possible 
images since the likelihood ratio threshold (0) is constant. The pixel classifier defines 
a stained pixel according to its colour pixel vector which is independent on the local 
characteristics of the image that the pixel is included. However, the stained objects 
are locally, contextually defined in that they may include non-stained pixels beside the 
stained pixels. It is difficult to develop any global assumption for the circularity, size or 
resolvable boundaries due to the artefacts (See examples in Figures 6.1- 6.4). Hence, 
the problem of stained object extraction is very challenging. It is also challenging 
because the assumptions based on the regular blood components (i. e. RBC, WBC 
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and platelet) fail due to the almost random appearance of the artefacts. From the 
CDM point of view stained object extraction has a role to define the object that is to 
be classified in the parasitc/non-parasite classifier. Therefore, any enhancement may 
improve the classification performance. On the contrary, the errors introduced here, 
such as dividing a parasite into two parts, may complicate the classification (so the 
diagnosis). 
The segmentation information was used in [35] to extract stained objects which 
were marked by the stained pixels. However, as was explained in Section 4.8 the 
segmentation information is not applicable to all the fields in a stained thin blood 
film. Here, a method is proposed which is an alternative to the use of segmentation 
information to extract stained objects. 
6.4.1 Method 
The stained/non-stained pixel probability scheme that was created for pixel detection 
is further utilised here. In the previous section, the likelihood ratio of a pixel L(rgb) 
was calculated using the ratio of the w,, w,,,, density estimates (6.7). Lot L, represents 
the likelihood image for which all the corresponding pixel likelihood values in the image 
plane I.,, y is calculated: 
LI(x, y) = L(I(x, y» V {x, YI E {Ix, yl (6.10) 
where I(x, y) is rgb colour vector and L, (x, y) is a real valued image in the range [0,00]. 
It would be practical to quantise LI(x, y) to be able to use it in local morphological 
operations. Let us assume that a function that maps the Li (x, y) value to a discrete 
valued and bounded range such as [0,2551: 
L'I(x, y)=m(LI(x, y)) 0: 5m(x)5255 
The function m (x) maps ([0, oo)) range to (q = [0, . .., 255)). To do this, we 
first 
applied a logarithmic mapping, then assigned the result to the nearest integer in a 
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uniformly distributed interval (i. e. [10-5,10+5]). Figure 6.5(a) demonstrates the likeli- 
hood image of the image shown in Figure 6.2, plot of the quantisation transfer function 
(m(x)) (Figure 6.5(b)), and the quantiscd likelihood image (L q (X, Y)) (Figure 6.5(c)). I 
Thus, we have obtained a discrete valued image of "stained-ness": a topological 
surface representation which can be used in morphological operations to extract stained 
objects locally. Note that, more than one stained pixel group may belong to the same 
stained object. Thus, the number of stained pixel groups may be smaller than the 
number of stained objects; the set of the stained pixels is contained in the set of the 
stained objects. Let 1,,, y define the image plane (as a set) and S= IWIJýl sj the set 
of N stained pixels (or connected stained pixel groups) which are detected by the 
pixel classifier, the problem is to find 0= UY, oi (Af : ý, N) that S is a subset of 
(S C0c: 1.,, y). For example, if s is 
from a mature parasite as shown in P8 in Figure 
6.2(b), the stained pixel group may be equivalent to the object. When the parasite is 
immature it does not fill the cell completely, and depending on the species type it may 
be surrounded by some non-stained pixels (Figure 6.1(b) P5,6.2(b) P6 and PT). 
Algorithm 3 (on page 133) provides a procedure to extract stained object using the 
stained pixels as markers. 
The definitions of morphological operations are presented in Section 1.8. The white 
area top-hats (Wi and W2) extract the domes smaller than the chosen areas (a and 
0). However, they provide the binary sets that mark the domes when thresholded by 
0. The reconstruction operator simply calculates the binary set that is connected to a 
particular pixel group (Le. markers) among the others. 
The algorithm suggests a heuristic solution for the problem by using average cell 
area as a basis. The stained pixel groups that arc bigger than the average cell area 
value (estimated by area granulometry of the input image, see Section 4.2) are kept; 
the ones smaller than average cell area are further processed (Line 2). Line 3 gives 
the answer to the question "which is the set oi that marks the dome of the likelihood 
image, that is limited by the average cell area and connected to stained pixel set . 9j. 
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Figure 6.5: Stained object extraction procedure: (a) real valued likelihood image 
LI (x, y), (b) the quantisation transfer function, (c) quantised LI (x, y) (red/bluc regions 
correspond to higher/lower values), (d) area top-hat by ý3, (e) area top-hat by a. (f) 
input labelled stained pixel groups, (g) extracted stained objects. 
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io' log(L, (X, y)) 
Algorithm 3 Stained object extraction algorithm 
Lq: LIKELIHOOD IMAGE (GREY SCALE) 
a ESTIMATED AVERAGE CELL AREA, a>a, 0<p<a, \> 
ISI AREA (I. E. CARDINAL NUMBER) OF THE SET S 
TV, = WTHIII(L 
q) >0 BINARY THRESHOLDED WHITE AREA (Ci) TOPAIAT OF THE Lq 
TV2 = WTIIP(L 
q) >0 BINARY THRESHOLDED WHITE AREA (0) TOP-HAT OF THE Lq 
c(s) : THE LABEL OF THE SET S 
R6(g) : THE RECONSTRUCTION 13Y DILATION OF (g) WITH MARKER f f 
l. Vsj E S, j=i... N 
2. if (Isjl < a) 1 
3. oi = sj U R88J (WI) 
4. sej = sj U R, 5j (W2) 
5. c(oi)+-C(sj) I 
6. VSk E S, k=l... N, k -Aj 
1 
7. if (Skn oi= SO { 
8. C(Sk)4-C(Oi) S "- S- Sk 
9. i4--i+l } 
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Thus, the average cell area is regarded as an upper limit for the small Btained object. 
In Line 4 an enhanced version of sj is calculated in order to merge close stained pixel 
groups within the cell region. In Lines 6 and 8, the algorithm searches for the stained 
pixel groups (Sk) that are subsets of the stained object oi; then changes their label and 
excludes from further processing. 
The large stained objects can be WBCs, artefacts and some mature forms of P. 
Vivax and P. Ovale species. In the case of mature parasites the stained object is 
usually equivalent to the stained pixel group. Therefore, further processing is not 
necessary. In the case of a WBC they can be enhanced by the same approach that is 
followed for small stained objects; however there is no upper limit that can be relied 
on. Moreover, it is not guaranteed that the stained pixel group is a partially found 
WBC: it can be due to an artefact which can be in a random location (e. g. on top of 
RBCs). Hence, the processing of large stained objects to enhance WBC extraction is 
possible but at the cost of enlarging the artefacts which can be on top of RBCs. This 
was implemented but excluded later due to negative effects on the artefacts. 
Figures 6.5(d) and 6.5(e) show the thresholded area top-hats W,, TV2 respectively. 
In Figure 6.5(f) and 6.5(g) the labelled image of the stained pixel groups and corre- 
sponding output can be seen, respectively. Note that in the output some stained pixel 
groups are enlarged, and some of them are merged. 
6.5 Experimental Results 
The experiments and results arc explained in two parts. First the evaluation expCr- 
iments for the Bayesian stained pixel detection method are explained. Later, the 
advantages and disadvantages of the stained object extraction algorithm are discussed 
with some examples. 
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6.5.1 Stained/ Non- Stained Pixel Classification 
The basics of the classifier and the computation of the histograms are explained in 
Section 6.2. In order to realise the Bayesian pixel classifier, the histograms of stained 
(w, ) and non-stained (w,,, ) classes must be computed and the likelihood threshold 0 
must be found. Additionally, since the histograms are estimates of class conditional 
density functions, the optimal histogram size Q for our finite number of samples has 
to be determined. Hence, two separate sets of labelled (i. e. supervised) samples are 
required: a training set and a validation set. The training set Ta is to compute the 
histograms; the To validation set is to estimate the parameters 0 and Q. Finally, a 
separate set of labelled samples Tt is required to assess the generalisation performance 
of the trained classifier with estimated parameters. 
The preparation of the stained pixel ground-truth data was explained in Sec- 
tion 3.2.1. By using a simple program written for the purpose the stained pixel 
components in 200 images were labelled by manual thresholding. The stained pixel 
data were represented by binary masks. The images were then divided into three 
separate sets: training (T,, ), validation (TO), and testing (Tt) that contained (100/- 
211635/ 28080650), (35/86820/9247932), (65/132613/18159323) images/stained/non- 
stained pixels, respectively. The images were pre-processed with the colour normalisa- 
tion method presented in Chapter 5. However, in order to compare the effects of this 
process images were also used without colour normalisation. 
Performance Measures: The distribution of the samples between the two classes 
was unbalanced (i. e. skewed data). There were more than 9 million non-stained pixels 
for only 86820 stained samples in the validation set To. Therefore, average classification 
accuracy (6.13), which is the ratio of the total number of the correct classifications to 
the total number of samples, was not very informative. For example, we can obtain 
99% average accuracy by simply assigning all the pixels to non-stained pixel class. 
Therefore the errors or the accuracies have to be analysed separately. Let Si, Gj, and 
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Gic show the detected pixels by the classifier, the manually marked binary image of 
the stained pixels, and its complement for the ith image (h) in the set (Te or Tt), 
respectively; the true and false detection rates were calculated as follows: 
C ic) T. D 
z (si n ci) F. D = 
EiEI, (Sin 
Ei Ei, Gi , Ei Ei, ci 
The average accuracy measure can be calculated as follows: 
Acc = 1 
Ei Ei, Gi 
Ei Ei, Gi 
(6.12) 
(6.13) 
A true detection refers to a stained pixel that is correctly assigned to the stained 
class; whereas a false detection refers to a non-stained pixel that is incorrectlY assigned 
to the stained class. T. D and ED reflects the probability of these within the sample 
set. 
The skew insensitive accuracy measure which can be an alternative to Acc can be 
calculated as follows [49]: 
T. D + c(l - F. D) 
Acc* = 
T. D + (1 - F. D) 
2 
(6.14) 
For To, c was 9247932/86820 = 106.5. By this ratio, the Acc* measure is in favour 
of the stained class. 
The histograms: The histograms are the count of occurrences of [r, g, b] triples 
separately for the stained and non-stained classes. However, since they are normalised 
respectively by the total count of samples in each class they reflect the conditional 
probabilities which are 3 dimensional real valued matrices. In order to observe the 
distribution of the two classes and the colour normalisation effects, the scatter plots 
of the histograms were produced. Figure 6.6(a) and 6.6(b) show 3-d scatter plots of 
the histograms for the stained and non-stained classes obtained from the samples in 
T,, for two example histograms. Although, the colour channels in the input images are 
normally quantised to 256 discrete levels, the scatter plotted histograms are in 16 and 
32 discrete bins for each channel. This is discussed in more detail in the next paragraph. 
The scatter plots are superimposed: the blue circles represent the non-stained; the red 
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diamonds represents the stained class. The size of the marker (i. e. circle, diamond) 
shows the amplitude. It can be observed that the 323 histogram (Figure G. G(b)) is 
more pronounced. In both cases, it can be observed that the colour normalisation 
separates two clear, clean peaks (i. e. cells, plasma) of non-stained pixels. Therefore, 
the spreading of non-stained pixels is concentrated on the two peaks. The same plots 
are produced for the same pixel samples (Figure 6.7(a) and Figure 6.7(b)); however 
without colour normalisation applied to the images. In the non-normalised case, the 
spread in stained pixels is pronounced; the non-stained pixels are not concentrated into 
two peaks (Le. cells, plasma); stained and non-stained pixels groups are more intricate. 
The histogram size Q and likelihood threshold 0: It is desirable to reduce the number 
of levels (i. e. re-quantisc) so the histogram size is manageable and more efficient for 
the density estimation. The Q value was determined by comparing the ROC curves of 
the different histogram sizes. 
Figure 6.8(a) and 6.8(b) show different ROC curves (for To) of different sizes of 
histograms (quantisation levels : 256,128,64,32,16,8). See Section 6.3 for a brief ex- 
planation of ROC analysis. For the colour normalised case, the ROC plots for the 
different histogram sizes are plotted in Figure 6.8(a). Since the class distributions un- 
equal (i. e. positive/ negative ratio 106.5), we are interested in a limited interval of this 
curve. Figure 6.8(b) shows 0-1% interval of the original ROC curves. Unfortunately, 
the curve for 83 size histogram was crossing the other curves near RD = 0.1 value but 
was below 16', 32 3 164 
3 curves for the rest of the 0- 1% interval. Ignoring this single 
peak value, it can be concluded that most efficient histogram size (for T. ) is 163 with 
the largest area under the curve. The 0 value is determined on the ROC curve points 
by the value that produces the maximum accuracy. 
However, we have plotted both the accuracy (Acc: (6.13)) and skew insensitive 
accuracy (Acc* (6.14)) values versus increasing 0. Then we determined the maximum 
0 indices, for each case, separately (see Figure 6.9(a) and Figure 6.9(b)). For the 16 3 
histogram size, threshold values 0=1 and 0= 177.8 provided the peak values for Acc* 
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Figure 6.6: Scatter plots of the histograms (with colour normal isal ion): (a) 16' bins, 
(b) 32 3 bins. The red (diamonds) and blue (circles) denote stained and non-stained 
classes, respectively. Marker sizes show relative amplitude. 
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classes, respectively. Marker sizes show relative amplitude. 
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and Acc measures, respectively. These 0 values together with the 16 3 bin histogram 
were used for the tests in Tt. 
However, the same procedure was applied to the samples obtained from the images 
that were not colour normalised. The ROC curves are plotted in Figure 6.8(c) and 
0-1% intervals for these curves can be seen in 6.8(d). The same condition can be 
observed again in this case. The single peak value of the 83 sized histogram is ignored, 
and 16 3 was chosen as the most efficient histogram size. The Acc* and Acc values with 
respect 0 are plotted in Figures 6.9(a) and 6.9(b); and the peak indices were calculated 
as 177.8 and 3162.3, respectively. 
It is possible to observe visually the decision surface of the classifier since the number 
of histogram bins and the likelihood ratio threshold parameters arc determined. Figure 
6.10(a) and 6.10(b) plots the scatter plot of the pixel triples that have the likelihood 
value above (red points) and below (blue triangles) the threshold (0), respectively for 
both normalised and non-normalised colour. A previously unseen pixel colour will be 
assigned to the stained pixel class if it corresponds one of the red points in the quantised 
RGB space and to the non-stained class in the opposite case. 
Test Set Evaluation: The final tests on the test set Tt (65 images: 132613 stained, 
and 17901275 non-stained pixels) investigates the generalisation capability of the Bayes- 
ian classifier with the chosen parameters. The tested pixel classifiers (and configura- 
tions) were as follows: Bayesian (B); Bayesian + colour normalisation (BN); threshold 
(T) [35]; threshold + colour normalisation TN. The primary threshold values obtained 
that maximise A& were tested 0=1,0 = 177.8 respectively for B and BN. The 
threshold values that maximise Acc were also tested 0= 177.8,0 = 3162.3. Table 6.1 
presents a comparison of the classifiers with their T. D, F. D, Acc, and Acc* rates. 
Colour Normalisation: It can be seen that in both set of thresholds (Acc and Acco) 
the colour normalisation reduces the false detection rate of the Bayesian classifier and 
increases the true detection rate. If the number of samples for the non-stained class is 
considered, the difference of the false detection rates is quite significant. The difference 
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Figure 6.8: Histogram size selection: (a) ROC curves for different histogram sizes with 
colour normalisation, (b) 0-1% interval of (a), (c) without colour normalisation, (d) 0-1% 
interval of (c). 'rnd" lines denote theoretical random decision. 
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Figure 6.9: Likelihood ratio (0) selection : Acc* and Acc versus 0 curves with (a, b, ' 
colour normalisation and (c, d) without colour normalisation. The peak 0 values arc 
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Figure 6.10: Scatter plots of the likelihood: (a) L, (x, y) >0 red (points), LI (x, y) <=0 
blue (circles) for (0 = 1-0) with colour normalisation (b) without colour normalisation 
(0 = 177.8). 
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Method 0 T-D-% F. D. % Acc Acc' 
B 177.8* 88.40 0.70 99.20 93.88 
B 3162.3 67.80 1 0.03 99.70 1 83.01 
BN 1.0* 94.91 1.80 98.17 96.55 
BN 1 177.8 83.12 0.08 99.80 91.52 
R8BN(BN) 
1 
177.8,1.0 
1 
94.20 
1 
0.74 99.22 
.1 
96. 
T [351 61.35 0.05 99.67 80.65 
TN [35] 64.21 0.25 99.50 81.98 
Table 6.1: Results of the pixel classification on the test set Tt (65 images). T. D: true 
detection, F. D: false detection, Acc: average accuracy, Acc*: skew insensitive accuracy 
rates. The values are rounded to second decimal. 
between true detection rates is relatively small. It can be concluded that the colour 
normalisation improves the Bayesian pixel classifier as expected. 
Acc - Acc* Trade-Off: The distribution of the tested samples in Tt was not uniform 
among two classes in Tt. If the sample distributions were balanced the Acc and Acco 
rates would be equal. The likelihood ratios 177.8 and 3162.3 provide higher average 
accuracy but cause lower true and false detection rates. On the contrary, the ratios 
1.0 and 177.8 selected by the Acc* measure provides lower average accuracy but higher 
true and false detection rates. However, thanks to MM, it is possible to make use of 
positive sides of lower and higher thresholds by double thresholding (see Section 4.3). 
This can be done by calculating morphological reconstruction by dilation between 
higher threshold and lower threshold (i. e. R8 BN(177.8)(BN(1.0)). Thus, by using the 
higher threshold image as the markers for the reconstruction of the lower threshold 
image, some of the false detections may be reduced. This was tested on Tt for colour 
normalised images and achieved considerably better results as shown in Table 6.1. 
The threshold method [35] produced significantly lower true detection rate than the 
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Bayesian classifiers. However, the false detection rate was quite low which suggests a 
moderate performance. The effects of colour normalisation (TN) were opposite: both 
true and false detection rates were increased. The increase in true detection rate was 
not significant. 
Figure 6.11 provides a visual comparison of the different configurations and thresh- 
old settings for the Bayesian classifier together with the results of the threshold method. 
It can be observed that the Bayesian classifier with double thresholding produces the 
closest output to the ground truth than the single threshold classifiers and the threshold 
method. 
Discussion: The decision rule of the Bayesian pixel classifier is learned from pre- 
viously seen samples and so the decision is regardless of the new input image: it uses 
the supervised training samples to divide the RGB colour space. In general, this divi- 
sion is not required to be linear and there is no ordering required between two classes 
(i. e. stained and non-stained sample grey levels). However, the samples used in the 
training, validation and testing of the classifier were produced by manual thresholding 
operations by observing the grey level histogram and the input-thresholded images (see 
Section 3.2-2). Hence, all the samples that are marked are ordered in a particular in- 
put image: the stained pixel samples always have smaller grey value than non-stained 
pixel samples. Thus, the stained pixel ground-truth information put a bias on the 
tests. This contributes to the higher false detection rates. In other words, manual 
thresholding on the grey level images (and so the ground-truth information) assumes 
that the stained pixels are darker (grey level value) than the non-stained pixels in an 
input image; however, Bayesian pixel classifier decides the class of the pixel according 
to its RGB colour vector. Hence, it can assign some colour pixels to the stained pixel 
class even they are not darker than non-stained pixels and (and were not marked in 
the ground truth) in an input image. 
This is issue is demonstrated in Figure 6.12 with an input example. It can be seen 
that not all marked pixels in the output of the Bayesian pixel classifier are not darker 
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Figure 6.11: Comparison of the pixel detection results: (a) colour normalised input im- 
age., (b) manual threshold, (c), (d) Bayesian pixel classifier with thresholds 1.0 and 177.8, 
respectively, (e) Bayesian pixel classifier with double threshold R6BN(177.8)(BN(I. 0)), (f) 
the threshold method [35]. 
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Figure 6.12: Comparison of the pixel detection results: (a) colour normalised input 
image, (b) manual threshold, (c) Bayesian pixel classifier with double threshold, (d) the 
threshold method [351. 
than the non-stained pixels (Figure 6.12(c)). The manual marking (Figure 6.12(b) is 
limited with clearly darker pixels (e. g. does not include top-centre platelet indicated by 
green arrow). The threshold method detects only some of the darker/saturated pixels 
(nearly missing the parasite indicated by red arrow). 
For CDM, missing a single stained pixel may not be critical because the parasites 
appear in our test image resolutions with more pixels (proportional to the maturity of 
the parasite). However, missing a group of pixels (connected) may change the diagnosis 
result of the CDM system: in the case of a parasite, it reduces sensitivity of the system. 
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All the stained pixels and objects that are marked by them are further classified to 
detect the parasites (Chapter 8); on the contrary a missed stained group is excluded 
from further analysis. Therefore, even it is possible to utilise the Bayesian classifier 
with higher thresholds to lower false detection rates, this may not be preferable. 
6.5.2 Stained Object Extraction 
For the stained object algorithm, no quantitative experiments were performed. How- 
ever, based on the visual observations of the input-output relationships, some impor- 
tant aspects are discussed here. The average cell area a is determined by the area 
granulometry (Section 4.2). The parameters for the algorithm (Algorithm 3 on page 
133) were heuristically determined; set to the values a=1.1a, fl = 0.25a. The first 
parameter a is used to detect the RBC regions that contain the stained pixel groups. 
The second parameter # is used to enhance the small stained pixel groups and merge 
if possible. The choice of values are discussed in the next two paragraphs with some 
example input-output pairs which are shown in Figures 6.13-6.16. 
a: If the input image is from a field which is not densely populated, the area 
top-hat calculation by a which has a slightly bigger value than the input image 
average cell area (i. e. a=1-1 a) extracts the actual cell regions that are separated 
from other cells and have resolvable boundaries (Figure 6.13). However, if the 
input image is from a densely populated, concentrated field, the cell boundaries 
may not be totally resolvable. Hence, the area top-hat and the following re- 
construction operation may extract an arbitrary region that is connected to the 
input stained pixel group. Figure 6.14 demonstrates this with an input-output 
image pair. It can be observed that some of the cell borders are not resolvable in 
the input image; hence some of the stained objects' regions are arbitrary aligned. 
These regions correspond to the domes, of the likelihood image Lq (6.11), which 
have smaller area than the average cell area. If the stained pixel group of an arte- 
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fact or platelet is isolated on the background, the extracted stained object region 
is usually correct. However, when it touches to (or it is on top of) a RBC the area 
top-hat propagates through the cells which results in an incorrect region. Since 
the algorithm processes only the stained pixel groups which are smaller than the 
average cell, the larger objects are not affected. For example, the WBCs that are 
located in the centre of the image (Figure 6.16(a)) are left unchanged after the 
process; however the two P. Falciparum (left-top, right-bottom corners) parasites 
are extracted. 
0: The fl parameter controls the enlargement of the partially found stained pixel 
groups. For example, in a cell infected by the immature ring forms, the Bayesian 
pixel detection process sometimes detects only the chromatin dots of the parasites 
(Figures 6.13(b)). By the area top-hat and reconstruction operations (Algorithm 
3) the detected stained pixel group(s) is/are enlarged to define all of the parasite 
region(s) Figure 6.13(c). However, this enlargement is limited by the heuristically 
chosen value 0=0.25a. If a stained pixel group is already bigger than the 
estimated average cell area, it is not affected by this process. 
Alternatively, it was possible to calculate 0 according to the initial stained pixel 
area Isl (e. g. 0.251sl). However, this was not more efficient since there is no 
guarantee that the input stained pixel group is partially found and an enlargement 
may be necessary. On the contrary, by fixing the P value to be 0.25a the enlarged 
region is limited by this value. 
6.6 Conclusions 
The stained pixel detection task is approached as a two class colour pixel classification 
problem. A Bayesian colour pixel classifier is implemented using the non-parametric 
density estimation method using histograms. A training set was used to construct the 
histograms for the stained and non-stained classes. The decision was made according 
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Figure 6.13: Stained object extraction example 1: (a) input image (normalised) from 
an in vitro image containing many P. Falciparum parasites, (b) labelled stained pixels, 
(c) extracted stained objects, red regions (obtained by a) denote the stained objects, 
green regions (obtained by 3) denote enhanced stained pixels and initially found stained 
pixel groups. 
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Figure 6.14: Stained object extraction example 2: (a) input image (normalised) from 
an dense field of peripheral blood slide containing one P. Vivax parasite (centre), (b) 
labelled stained pixels, (c) extracted stained objects, red regions (obtained by (1) denotc 
the stained objects, green regions (obtained by 3) denote enhanced stained pixels and 
initially found stained pixel groups. 
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Figure 6.15: Stained object extraction example 3: (a) input image (normalised) con- 
taining two P. Malariae parasites (center two), (b) labelled stained pixels, (c) extracted 
stained objects, red regions (obtained by a) denote the stained objects, green regions 
(obtained by 0) denote enhanced stained pixels and initially found stained pixel groups. 
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Figure 6.16: Stained object extraction example 4: (a) input image (normalised) contain- 
ing two P. Falciparum gametocytes (up left, bottom right corners), (b) labelled stained 
pixels, (c) extracted stained objects, red regions (obtained by a) denote the stained ob- 
jects, green regions (obtained by 3) denote enhanced stained pixels and initially found 
stained pixel groups. 
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to the likelihood ratio of the pixel colour Qr, g, bl) - The likelihood threshold was deter- 
mined by analysing the Receiver Operating Characteristics (ROC) curve of the optimal 
histogram size. The optimal histogram size was determined by comparing ROC curves 
of different histogram sizes (256,128,64,32,16,8). The optimal size was determined to 
be 161 which happens to correspond to the re-quantisation of the input colour channels 
to 16 discrete levels. There were two performance measures used: the average accu- 
racy and skew insensitive accuracy. The 0 values that maximisc these measures were 
determined as 177.8 - 3162.3,1 - 177.8 for the unnormalised and normalised images, 
respectively. The classifier was tested on a separate test set using these values. The 
results clearly demonstrated that the colour normalisation process improves the per- 
formance of the Bayesian classifier significantly. The true detection and false detection 
rate for two threshold values (1 - 177.8) of colour normalised case were 94.91 - 1.80 and 
83.12 - 0.08, respectively. By using morphological double thresholding it was possible 
to improve the results (94.2 - 0.74). The later experiments will employ the Bayesian 
pixel classifier with these settings. 
It must be noted that the threshold values which correspond to the likelihood ratios 
are not in the ([0,1]) range and do not reflect the true probabilities of the likelihood 
of the pixel colour. The classifier performs a binary decision; hence a calibration is 
not necessary. However, it is possible to calibrate the likelihood threshold to reflect 
the true likelihood probability. This can be performed by constructing a histogram of 
equal sized bins using all the sample likelihood values; then mapping them to a discrete 
sampled interval QO, 11) [133,134]. 
Additionally, the results were compared to the results obtained by a thresholding 
method that was proposed in [35]. It is shown that the now method outperformed the 
threshold method by providing a significantly higher true detection rate: 94.2 - 64.21 
but a slightly higher false detection rate: 0.74 - 0.25. However, as discussed the higher 
false detection rate was also related to ground truth information which was used in the 
tests that was obtained by manual thresholding of the images (see Section 3.2.2). 
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The Bayesian pixel classification process has the advantage of using the supervised 
learning using the samples in the training and validation sets. The disadvantage Is 
that the decision is based on a single pixel colour rather than a joint relation among all 
the pixels in the image, which is possible by histogram-based thresholding operations. 
It may be possible to develop a classifier utilising the input image characteristics. For 
example, two or more statistics from the image histogram could be used together with 
the RGB colour vector as features to produce the decision. However, histogram-based 
density estimation for a Bayesian classifier may not be proper for higher dimensional 
features if the samples are limited. Other classifiers such as Fisher linear discriminant 
or a neural network may be easier to train. This is identified as future work. 
The stained object extraction algorithm is developed as an alternative to the top- 
down segmentation strategy. It does not depend on a top level assumption that all the 
objects in the images are RBCs and are segmentable based on the average cell area 
value. It uses the detected stained pixels as the starting point and tends to enlarge 
them by using area top-hat and reconstruction operations on the likelihood image. 
The algorithm extracts a region even when there are no resolvable object boundaries. 
In some cases this causes an arbitrary connected region to be extracted, however, 
limited by the area top-hat parameters. The values for the parameters were chosen 
heuristically. Thus, it is hard to suggest optimality. 
One problem arises from the difficulty of assessing whether a stained pixel group 
has to be enlarged or not. A more comprehensive analysis is necessary to define the 
stained objects. Other image features such as edges, distance transform, local colour 
histograms can be utilised. However, if stained pixel detection can be improved, it may 
be possible to bypass the morphological operations which rely on the average cell area 
estimate. Therefore, the method would also be applicable to the thick film images and 
also other blood parasites. This is identified as future work. 
The method presented here has been presented by the author in [36,37] within the 
parasite detection framework. 
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Chapter 7 
Diagnosis - Methodology 
An automated malaria diagnosis system requires two essential functions: parasite de- 
tection and species recognition. The parasite detection function analyses the object 
to determine if it is a parasite. The species recognition function analyses a detected 
parasite to determine its species category. In addition, to these, a third function, life- 
stage recognition, analyses a detected parasite to determine its life-stage, which can be 
used to assess the parasite development in blood. It is also important for laboratory 
researches (i. e. non-diagnosis applications) where response to a treatment must be mon- 
itored. This work approaches these problems from a statistical pattern classification 
perspective. 
All the previous chapters discussed auxiliary functions to transform, seek and ex- 
tract the objects for this analysis. Thus, they may be regarded as the tasks required for 
obtaining the object. It should be clear from the previous discussions that the above- 
mentioned tasks (i. e. parasite/non-parasite, species, and life-stage classifications) are 
not simple as the presence of artefacts in the images hinders the use of heuristic ap- 
proaches. 
This chapter explains the methodological basis of the parasite detection, species 
recognition and life-stage recognition experiments which will be introduced in the next 
two chapters (Chapters 8 and 9). 
The following sections are organiscd as follows. Section 7.1 discusses the parasite 
and non-parasite object morphologies and identifies the general needs of the proposed 
classification schemes. Section 7.2 introduces the selected features, their implementa- 
tion details, and some related issues, which are investigated in the classification exper- 
iments. Section 7.3 explains the feature concatenations and sequential forward floating 
feature selection algorithm of Pudil et aL (135]. Section 7.4 discusses some general clas- 
sification schemes and explains the motivations for the selected classification algorithm. 
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Sections 7.5,7.6, and 7.7 explain the performance measures, evaluation methods used 
in the experiments and the issue of the sample independence, respectively. 
Readers who are familiar with these concepts may prefer to skip this chapter and 
return for reference as necessary. 
7.1 Overview 
In previous chapters, many thin blood film images are presented and several issues 
about the parasites and non-parasites are discussed. Avoiding a repeat as much as 
possible, it is still appropriate to define the terms parasite and non-parasite before be- 
ginning this discussion. The human Plasmodium species are referred to as "parasites". 
Since the objects that have reached this level of processing are ideally only the stained 
objects, then by the term "non-parasite" we refer to all the stained objects that are 
not Plasmodium. 
Figure 7.1 demonstrates the sub-classes of the problem, which are subject to species 
and life-stage recognition tasks. It is possible to examine White Blood Cells (WBCs) 
with the sub-categories: Neutrophil, Eosinophil, Basophil, Monocyte, and Lympho- 
cyte. Thus, the capability of the studied system can be extended. However, this is not 
an objective of this study. 
The objects belong to the parasite class do not have a single morphology (i. e. ap- 
pearance): There are four different species (P. Falciparum, P. Vivax, P. Ovale, P. 
Malariae and four different life-stages of interest for each species (ring, trophozoite, 
schizont, gametocyte). For Computerised Diagnosis of Malaria (CDM) applications 
this categorisation is sufficient; however for some other purposes the life-stages may be 
differently categorised (e. g. merozoite, immature trophozoite1schizont, mature tropho- 
zoitelsehizont, female/male gametocytes). Figures 1.1,1.2,1.3, and 1.4 illustrate the 
different Plasmodium species in different life-stages. In the previous discussions, real 
parasite examples in thin blood film images were shown (e. g. Figures 6.1-6.4). 
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Figure 7.1: Hierarchy of classes in stained objcct cl; us:, illcý1111)11 
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classification problems. These are more complex tasks than the classification of a single 
pixel (e. g. stained pixel detection). 
First, an object compriscs of many pixels; hence, there are many colour vectors 
corresponding to these pixels, which demand the analysis of the joint probabilities. 
Secondly, we are not interested in an arbitrary spatial configuration of these pixels 
but the specific configurations (related to object morphology), which adds a spatial 
dimension to these joint probabilities. Finally, the objects are in arbitrary size, scale, 
and rotation, which increase the overall variation in the observations. 
Obviously, pixel level representation is not appropriate for the tasks. However, 
there are some well-known higher-level features that can handle some (or all) of the 
mentioned variations. Hence, they can reduce the dimensionality of the problem and 
simplify the classification process. In this study, some very well known features such 
as histogram, moment descriptors, and colour auto-correlogram are investigated. In 
addition to these, the suitability of the less popular feature, area granulometry, is 
investigated. In the Section 7.2 the features are explained in detail. 
Therefore feature vector dimensions will be higher than the simple RGB pixel colour 
feature vector that was used for the pixel classification task (Section 6.2); it is impracti- 
cal to estimate the class conditional densities using the histogram approach and for the 
decision to rely on the likelihood as was the case for stained/non-stained pixel classi- 
fication. However, it is possible to follow other non-parametric approaches (e. g. I%'. "NN, 
Parzen windows) to estimate the densities [33]. Alternatively, in these classification 
algorithms it is possible to estimate posterior probabilities or make the decision (i. e. 
class label) directly. In this study, the KNN scheme is used as a classifier. It directly 
produces the decision bypassing the density estimations. However, as discussed later, 
it performs implicit density estimation and posterior probabilities can be obtained. 
To provide a comparison some other classification schemes are also examined. The 
classifier architectures are discussed in Section 7.4. 
Evaluating and assessing the gencralisation capability of a classifier in a practical 
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application is not a straightforward task. The performance measures and the evaluation 
methods are discussed in Sections 7.5 and 7.6, respectively. 
7.2 Features 
In the literature Section 2.4 many studies which utilised different features and classifier 
architectures were reviewed for a very similar problem -WBC classification-. It was 
explained that various colour- and shape-based features and most commonly their 
different combinations were utilised as descriptive features for the WBC classification. 
In WBC classification, the problem is to determine the type of WBC (e. g. Neutrophil, 
Eosinophil, Basophil (polymorphonuclear) or Monocyte, Lymphocyte (mononuclear)). 
Hence, it is more similar to the task of the "species recognition" for malaria diagnosis. 
Compared to the parasites WBCs are more composite objects: in the case of most types, 
they can be segmented into sub-components such as cytoplasm and nucleus. Hence, 
ratios of some simple measurements on these two components (e. g. area, perimeter, or 
compactness) can be effective features for distinguishing the WBC categories. However, 
segmenting a parasite into several components is not possible, except for some mature 
stages. 
The parasite is a non-rigid object that can have a large variation in its observed 
morphology (Figure 1.1-1-4). The colour distribution information is valuable but may 
not be adequate to distinguish the parasites from other stained objects. Raw images can 
not be used directly as features due to high variations in morphology, which are coupled 
with arbitrary rotations and scales. A feature to be used in this classification must 
provide translation, rotation, and scale-invariance and must be capable of capturing the 
morphological characteristics. In this study, although some of them are scale-variant, 
five different candidate features were chosen and implemented for this task: colour 
histogram, colour auto-correlogram, area granulometry, Hu moments, and a relative 
shape measurements feature vector. The following sections describe these features. 
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7.2.1 Colour histogram (H) 
The histogram is a widely used descriptor, which is simple to compute and provides 
information about the colour distribution. 
Suppose the input image I is quantised to have N distinct colours. Let ci denote 
a single colour value (ci E {C1 i C2 i---i CN 
1) 
- 
11 is the count of the occurrences of the 
colour ci in image I: 
Il (ci) AII1, 
-i 
II ci EC= (Cli C2v ... s CNI 
II can be normalised by the total number of pixels n to reflect the probability that a 
randomly chosen pixel will have the colour ci: h(ci) = II(ci)/n where h is the probabil- 
ity density function. Thus, H transforms to a scale-invariant feature (h) that represents 
the colour distribution of the object. However, in experiments the performance of both 
plain and normalised versions will be compared to provide a discussion. The length of 
the histogram feature vector is equal to N. 
7.2.2 Colour Auto- Correlogram (C) 
The colour auto-correlogram can be seen as an extended histogram: it carries spatial 
information in addition to colour distribution. It was proposed in [1361 for image index- 
ing and sub-region localisation and was found to be superior to the colour histogram 
feature on fixed size images. A slightly different implementation (i. e. the colour co- 
occurrence histogram) which can be described as the un-normalised correlogram was 
used in [137] for object recognition. 
Correlogram is a joint three dimensional histogram, which considers pairs of colours 
together with their spatial locations on the image. Suppose the input image I is 
quantised to have N distinct colours. Let ci and cj denote colour values (ci, qj E 
JC1) C2) .. *i CNI); and 
let D denote a predetermined distance set (k-j >0ED= 
f ki, k21 .... 
km}). Then r is the count of co-occurrences Of PiXeIS PI i P2 of colour q, cj 
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which are ki distance apart in 1 [1361: 
r(ci, cj, ki)A' 11 I(Pl) = Cii JP2 - PI = kj I(p2) = cj 11 (7.2) 
This count can be normalised to reflect the probability that a randomly chosen pixel 
will have colour ci and co-occur with a cj colour pixel at distance k by dividing by 
(8k H(cj)) which is the total number of pixels in distance k times H(Cj) the number of 
pixels that have the colour ci [136]: 
Ar (ci, cj, ki) C(ci, cj, ki)= 8k II(ci) 
(7.3) 
The 8k is due to the distance calculation with the city block measure (i. e. L, norm). 
For example, a centre pixel has 8 related pixels at distance k=1,16 related pixels at 
k=2. 
The colour auto-correlogram is a special constricted case of the above (general) 
correlogram. definition where ci = cj [136]. This constriction results in a two dimen- 
sional feature. Hence reduces the complexity of the calculation and feature length; and 
according to [136] without much loss in the representation capability. In this study, the 
colour auto-correlogram is implemented. For simplicity, henceforth it will be referred 
as the correlogram and will be denoted by C. The size of the correlogram, feature is 
NxM. 
The correlogram is a rotation- and translation-invariant feature; however it is not 
scale-invariant due to its fixed distance set (D) parameter. This issue is further dis- 
cussed in the Section 7.2.6. 
7.2.3 Area Granulometry (G) 
In addition to the task of obtaining the size distribution of objects in an image, granu- 
lometry by opening with a set of fixed structuring elements has been used as a feature 
in many pattern discrimination applications [138-140]. However, area granulometry 
can be more appropriate as a discriminative feature than granulometry (by structur- 
ing elements) for the parasite detection task since it is not possible to gencralise the 
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morphological structure of the stained objects by fixed geometric shapes (e. g. lines, 
squares, circles) - 
The area granulometry calculation for a grey level image was described as follows 
[45] (also see Section 4.2): 
GA(X)==E^f, a\, (X)-E'Y, a\, 
-1(X) 
A={AliA29---\nj (7.4) 
The area granulometry of a stained object (in the grey level image X) represented by 
the binary mask Sb (see Section 6.4) can be calculated locally as follows: 
A ý-- {Alt A29 ... t 
Anj (7.5) CA(X- * Sb) 1-- 
E lfa\i (X, * Sb) -E lAi , 
(X- * Sb) 
where .* denotes pixel-by-pixel multiplication operation. 
However, the granulometric distribution of the separate colour channels in an 
object may provide valuable information. If CA(Xsc, ) denotes the area granulome- 
try of colour channel c of X. * Sb where cE JR, G, B} then the area granulome- 
try feature of X. * Sb can be simply described as the set of the three calculations: 
G GA( vR), GA(vG) GA (XB)J. dLSb " Sb 1 Sb 
The area granulometry feature (G) is rotation and translation invariant; however 
due to calculation based on the intensity (i. e. differential total intensity), it is sensitive 
to the illumination unless it is normalised. Hence, a normalisation is performed by 
dividing the elements by the total intensity of the input Xc. In the case of the con- 
catenated area granulometry of three separate channels, the granulometry from each 
channel is normalised separately with the sum of the intensities in the corresponding 
channel. 
However, as in the case of the correlogram feature, the area granulometry is scale- 
sensitive because scale plays a part in its calculation. This issue is further discussed in 
the Section 7.2.6. 
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Sb 
Figure 7.2: An example stained pixel group within a stained object: (a) An example 
image (P. Vivax ring), (b) stained pixel group (S, green region(s)) and stained object 
(Sb, red region). In this case, the stained pixel group mask corresponds to the parasite 
and the stained object corresponds to the infected red blood cell. 
7.2.4 Relative shape measurements (I? ) 
The relative shape measurements vector, is formed from simple ineasim, ments to i-vp- 
resent the stained pixel group shape relative to the stained object shape. Let ; denote 
the binary mask for a stained pixel group and Sb the stained object (see Chapter 6.4) 
in which S is contained, a(S), p(S) are the area and the perimeter of S (a(Sb), p(Sb) 
for Sb), m(S) moment of inertia of S, A. average object area in I (peak of the area 
granulometry of the whole image). An example stained pixel group within a stained 
object is shown in Figure 7.2. Note that both S and Sb are binarv. Section 6.4 explains 
in detail how stained pixel groups and stained objects can be extracted from an input 
image. R is a six element vector containing the ratios below: 
RAýa 
(S) a (S) a (Sb) m (S) 4 7r a (S) 4 7r a (St)) (7.6) 
a(Sb)' A 11 
1 At, 'A /A2 
I (p(S))2 ' (P(Sb)) 2 
R is a set of translation, rotation and scale-invariant features: R(l) 16 the ratio of 
S and Sb areas: R(2) and R(3) are the relative ratios of area to the average cell area 
(that is measured by the area granulometry on the whole image). R(4) is the moment 
of inertia of S that is normalised by the square of the average cell area. R(5) and R(6) 
are compactness measures of S and Sb respectively. 
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7.2.5 Hu moments (M) 
Hu's moment invariants are derived from algebraic combinations of the first three 
orders of normalised central moments. The pq order central moment of a digital image 
is defined as 
tlpq -..: E E(x -, t), (y - VAX, Y) (7.7) 
xy 
where t and 9 are centres (mean values). The normalized central moments are derived 
from the central moments: 
Apq 
? 7pq-=; Tl ^I=P+q+l, p+q=2,3.... (7.8) 
00 00 2 
Using nonlinear combinations of the second and third order normalised central mo- 
ments, Hu [141] derived seven moments, which are translation, rotation, and scale- 
invariant. 
Hence, M is a seven element feature vector, which includes these seven invariants. 
A complete description of the moments can be found in Hu's publication [141]. The 
moments of a stained object are calculated only for the stained pixel group binary 
mask S (see Figure 7.2). 
7.2.6 Scale-Invariance 
The distance values (ki E D) of the correlogram and the area threshold parameter 
(A A) of the area granulometry are described in terms of pixel count and are not 
calibrated to reflect real physical measurements. For example, if we upsample an 
image by the factor of 2, the area granulornetry using a chosen area threshold set (e. g. 
A, = 110,20,..., 100} pixels) is not the same as for the initial image. However, a scaled 
set by 4 (e. g. A2 = f40,80,..., 400}) will produce exactly the same curve (neglecting 
the effects of an interpolation). 
One guaranteed way of ensuring scale-invariance is to calibrate the pixel resolution 
according to the imaging system. Then a fixed set of threshold values for the area 
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granulometry or a fixed distance set for the correlogram which reflect physical measures 
can be safely used (e. g. A, = 120,40, .., 
100} jIM2). However, this has to be performed 
in the early image acquisition stage. See the discussion in the Section 2.2. 
An alternative way, which may reduce the effects of arbitrary scale, is to resample 
the images according to the area of a known blood component. An obvious candidate 
would be the area of RBCs: the average cell area measurement calculated by the area 
granulometry of the whole image can be used to estimate the relative resolution with 
respect to a reference image or a predefined value. However, in this case the RBC 
size variation in normal blood and some conditions, which cause abnormal RBC sizes 
would be neglected. Additionally, it must be considered that the thickness of the thin 
film through a slide varies which results in varying focus depths, which may slightly 
change the calculated average cell area. Therefore, the average cell area variation must 
be taken into account. Figure 7.3 shows average area distributions within two separate 
slides that are included in the University of Westminster (UoNV) slide set. The images 
of second slide, which have the distribution shown in Figure 7.3(b) were captured under 
slightly higher magnification. Hence, the mean average radius (26) is slightly higher 
than the first one (21). This is a simple problem and can be corrected by scaling 
all the images from each input slide with respective to a constant radius. However, 
the estimated average radius variations within slides are significant. If every image 
is desired to be normalised (i. e. scaled) independently, the radius estimate should be 
assumed highly accurate. This issue is investigated in the experiments by comparing 
the independently scaled (according to the average RBC area) and un-scaled images. 
7.2.7 Number of Colours 
The colour based features, histogram and correlogram, use quantised fixed colour sets; 
the colours in the set are indexed (e. g. lst colour, 2nd colour, ..., Nth colour). NormallY 
the images used in this study arc quantised to have 256 distinct colours in each channel. 
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Figure 7.3: The variation of area granulometry calculated average object (i. e. cell) area 
in two different slides: (a) and (b) show the area granulometry calculated average cell 
area distributions for two separate slides from the UoW thin blood film slide set. The x 
axis denotes the radius estimated by the average cell area (i. e. Radius = Vý-A-rea), the y 
axis denotes the number of images having the corresponding radius estimate. 
If all colours are used a 256 3 sized histogram or a 256 6 xD sized correlogram would be 
produced. This is impractical for two reasons, Firstly, the feature space will suffer from 
the curse of dimensionality [131]: the limited number of samples will be insufficient 
to represent class distributions in such high dimensional spaces. Secondly, extraction, 
storing and comparing will consume a large amount of computational resources. 
The same problem was faced in the pixel classification experiments: the solution 
was to re-quantise the images in order to reduce the dimensionality of the histogram 
size. The separate colour channels were independentIv re-quantised and new colour 
values were produced by uniformly sampling the original 256 distinct levels. However. 
this may be still insufficient to represent efficiently the colour distribution of a small 
sized object (e. g. 50x5O pixels). Therefore, a more efficient quantisation scheme is re- 
quired. We have used the Matlab function rgb21nd to perform a non-uniform colour 
quantisation. The function implements minimum variance quantisation algorithm of 
Wu [142] to effectively reduce the number of total colours of a given image. An al- 
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ternative method can be k-means clustering [143] which initialises k different colour 
values randomly and searches for optimal locations for the k centres which minimises 
the mean squared distance from each colour data point to its nearest contre. In this 
study, this method is not preferred because the resulting k centres (which are the colour 
indices for the application) may be sensitive to the initial locations. 
For non-uniform quantisation methods (also for rgb2ind implementation) the de- 
sired output (the re-quantised image) is the one which is the closest visually to the 
original. Hence, the colour indices are calculated particularly for an input. However, 
since our task is a classification we have to ensure the same colour indices of training 
samples are used for new queries. The colour indices can not be calculated for every 
image/object separately. Instead they must be calculated only once for the training 
samples and must be applied to all new queries. However, this process can be highly 
sensitive to colour characteristics of the images; and it is not desirable that the same 
colour index in one image refers to a different colour than another. Hence, colour nor- 
malisation is essential and should be performed prior to calculation of colour indices 
and re-quantisation of an input query image. 
An example image and its re-quantised versions (with minimum variance quanti- 
sation [142], rgb2ind) for different numbers of output colours are shown in Figure 7.4. 
The colour-bars beside the images indicate the colour indices. The colour indices used 
to map this image were calculated from a set of objects that arc collected from 20 
different images. It can be seen that although the number of colours is dramatically 
reduced the re-quantised images are noticeably close to the original; it is hard to tell 
the difference between 128 distinct colour version and the original (-16 million). An 
obvious question that immediately arises is how to set the value (number of colours) 
for an efficient classification. This will be investigated in the experiments section. 
It must be noted that indexed colour images are not suitable for mathematical 
morphology operations because the indices, which correspond to actual three dimen- 
sional colours, are not ordered. Therefore, although the area granulometry feature is 
168 
150 
(a) 
(c) 
(e) 
(b) 
100 50 
40 
10 
(d) 
30 14 
All 
25 12 
20 10 
15 
10 
(f) 
Figure 7.4: Image re-quantisation for the colour based features: (a) The original input 
image (16 million colours), re-quantised versions (b) 256, (c) 128, (d) 64, (e) 32, (f) 16 
colours. 
169 
calculated on colour images the same re-quantisation process was not applied. 
7.3 Feature Concatenation and Selection 
The features described above have different discriminative properties. Intuitively, since 
they aim to capture different variations in the objects we may expect them to be un- 
correlated. Hence, combination of them can lead to higher discriminative capabilities. 
The simplest approach could be to concatenate them and observe the classification 
performance. However, there is no guarantee that the combination of two different 
successful features will be more or equally successful. However, each entry in all the 
feature vectors can be seen as an individual feature in a candidate feature pool. This 
leads to a more controlled feature selection where some methodologies exist in the field. 
In general, the aim of feature subset selection is to reduce the dimensionality of the 
feature space while preserving or improving the discriminative power. 
Selection of an optimal feature subset among possible candidates is a difficult prob- 
lem. The simplest approach can be to measure individual feature elements' perfor- 
mances and combine the best features. The best features can be limited by a pre- 
determined (desired) number of features or can be determined according to a selected 
criterion (e. g. class separation, validation test accuracy). However, this approach treats 
individual feature elements independently. This yields poor results for most practical 
applications. The optimal solution is to perform an exhaustive search for every possi- 
ble subset of feature vector. However, this requires a significant number of iterations 
N 
(training-testing): combinatory (C(c)) when the length of final feature of subset is 
limited to c. The branch- and- bound [144] algorithm and its improved faster versions 
(e. g. [145]) preserve the optimality while iterating for only a fraction of possible sub- 
sets; however, they are still not efficient for many practical applications. The known 
alternative solutions are suboptimal. For example, in sequential methods (i. e. Bequen- 
tial forward/backward selection, SFS, SBS) the initial subset is increased/decreased 
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at each iteration by adding/removing the best/least successful feature. SFS can not 
exclude a feature once it is added to the subset whereas SBS can not Include a feature 
once it is excluded. For example, a feature, which was found to be most successful 
and included in the first iteration of SFS may reduce the quality of the subset, which 
is formed in the subsequent iterations. This is known as the nesting problem. A solu- 
tion, which is called plus- I- take- away-r is to use SFS and SBS in a conditional way to 
backtrack inclusions and exclusions as proposed by Kittler in [1461. Later in [1351, the 
method was further improved to provide adaptive selection of I and r values: Sequen- 
tial Forward Floating Search (SFFS). It is empirically shown that SFFS is the most 
reliable suboptimal method so far [1471. 
One critical issue in feature selection is the choice of the criterion, which assesses the 
quality of features. The wrapper models assume the quality of the features are classifier 
dependent [1481; and use the classifier as a part of the feature quality assessment. This 
can be performed by measuring the classification error on a limited set of samples 
for selected feature subsets. Depending on the complexity of the classifier, this can 
be impractical in many applications. On the other hand, the filter models assume 
that the feature quality can be assessed independent of the classifier [149]. Intuitively, 
the optimal set for a linear classifier and non-linear classifier can be expected to be 
different. However, under certain conditions (e. g. normal distribution) some criterion 
functions (e. g. Bhattacharya) are shown to be related to probability of error [150,1511. 
In this study, the concatenations of features are used to investigate whether the 
classification performance can be improved. Moreover, a wrapper model with the SFFS 
algorithm is used to investigate if any performance gain can be achieved by reducing 
the number of features in the concatenated feature vectors by discarding less effective 
and redundant features. 
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7.4 Classifiers 
There are various parametric and non-parametric classification techniques, which can 
be used in the classification of the selected features. The parametric techniques assume 
that data distribution is in a particular form (e. g. normal distribution) and search for 
parameters which fit the data to distribution optimally. 
On the other hand, there are various non-parametric (i. e. they do not assume a 
particular type of distribution) classification schemes. Most of the non-parametric 
methods do not assume a particular type of density but a particular form of a dis- 
criminant function. The discriminant function defines and operates the classification 
rule. For example, a discriminant function that performs the Bayes decision rule (see 
Section 6.2) for a two class problem (i. e. W1 i W2) is in the following form: 
(X) 
--2 P(Wl IX) - P(W2 IX) (7.9) 
Decide w, if f (x) >0 else decide W2 
Thus, the feature x is assigned to the class with the maximum posterior probability 
(P(wilx) iE {1,2}). Most of the statistical pattern recognition techniques can be 
related to the Bayesian decision rule in terms of posterior probabilities. Therefore, 
using (7.8) they can be categorised as discriminant functions. However, we will regard 
the Bayes discriminant function as a special case since it has no explicit suggestion for 
the type of discriminant function. 
A linear classifier (e. g. the Fisher Linear discriminant, perceptron [33]) can be used 
to search for an optimal decision line or hyperplane separating the two classes. A linear 
decision function (for a two class case) can be expressed as follows: 
(X) = WTX + bo (7.10) 
where f (x) =0 defines the decision line in the feature (x) space in the direction w 
with a bias (i. e. shift) value of bo. 
However, real world problems are unlikely to have linearly separable feature spaces. 
A non-linear classifier (e. g. multilayer neural networks) can be trained to estimate a 
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non-linear function, which can divide the feature space non-linearly. For example, 
multilayer neural networks with sufficient hidden layers and units are well known to 
estimate any complex decision function [321. A decision function for a two layer fully- 
connected single output network can be in the following form: 
2 
mN 
(x) = g(E wj g(E wjixi + bio) + bjo) (7.11) 
where g(. ) denotes a non-lincar activation function (e. g. sigmoid, hyperbolic tangent) 
which provides the non-lincarity. The multilaycr structure provides the expressive 
power by first (1) projecting the input feature vector (x: = [XI 9 X2 i ..., XNI) onto each of 
M directions described by (wji) and hidden unit biases bio; followed by the non-linear 
mapping g(. ) which is then projected onto another set of directions described by (wj) 
and the output unit biases (bjo); finally it is mapped non-linearly to the output by g(. ). 
The non-linear activation function (g(. )) can be chosen differently for the different 
layers and units. 
Another approach is to apply a non-linear mapping to feature space which then can 
be divided by a linear discriminant decision function (e. g. kernel methods, non-linear 
support vector machine) [31,33]. A generalised linear discriminant function is linear 
however not in the original feature space: 
(x) =w 
To + bo (7.12) 
where 0 is a vector function which performs a non-linear mapping of x (e. g. 01 = 
2 2). X1702 ý XlX2tO3 ý X2 
A supervised learning or training method for a discriminant function varies depend- 
ing on the type of function: however, the common principle is to search for parameters, 
which minimize the difference between the desired outputs and the function outputs 
for a set of input examples (i. e. the training set). After the training is complete, the 
examples are discarded. The discriminant function with the estimated parameters 
represents the classifier, which is a division of feature space for the decision. 
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7.4.1 K-Nearest Neighbour Classifier 
In the literature, a popular classification method does not assume a particular density 
function form or a discriminant function type: K-Nearest Neighbour rule (KNN) 1152]. 
Usually categorised by text books [31-33] as a non-parametric density estimation 
method. KNN bypasses the density estimation and directly produces the posterior 
probabilities and the decision. 
A simpler form of KNN, the nearest neighbour classifier assigns a query vector to 
the class of the nearest one in the set of the previously seen examples (i. e. training set). 
Hence, it can be shown that the decision boundaries formed by the nearest neighbour 
classifier correspond to Voronoi partition of the feature space [331. An obvious extension 
of the nearest neighbour rule is KNN which assigns a query vector to the class which 
has the majority (most frequently represented) among the K nearest neighbours in the 
set of the previously seen examples. The decision surface formed by a KNN classifier 
(when K> 1) is not fixed; it is formed locally around the query. Hence, it can 
be described as a lazzy leaming approach where the learning/reasoning is performed 
per instance. This is the opposite case of previously described discriminant function 
approaches where the learning is performed before seeing the query. 
Let x show the query vector for a KNN classifier that is built with N labelled 
samples. Suppose a volume V is placed around x and K neighbours are captured 
among which ki are from class wi. Then it can be shown that an estimate for class- 
conditional probability density P(xlwi) and posterior class probability can be written 
as follows [331: 
P(Xlwi) = 
ki 
(7.13) 
NV 
P(wilx) - 
ki 
(7.14) 
K 
The training procedure of a KNN classifier is simply to store the training samples 
together with the corresponding class labels. If a query is presented the decision is 
made by the votes of K nearest neighbours. Intuitively, it can be expected that the 
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accuracy of the classifier will increase as K and the total number of training samples 
(N) increase. Theoretically, it can be shown that X-nearest neighbour rule error rate 
approaches to the theoretical minimum error (Bayes error) as both N and K approach 
to infinity and KIN--+O [33,152]. 
The KNN decision rule has attracted many research studies due to its simplicity and 
its comparable performance to much sophisticated classifier architectures. The ION 
classifier differs from the discriminant function based classifiers in some certain aspects. 
First, the KNN classifier is built (not trained) by training samples which is relatively 
a simple task. However, to produce a decision for each new query the distances for 
all of the training samples have to be calculated which could be impractical for large 
problems. There arc various studies concerned with speeding-up KNN classification by 
either reselecting the data or reorganising them to improve efficiency. For example, by 
condensing and editing operations the samples, which contribute to misclassifications, 
can be removed from the training set to reduce the number and improve efficacy [331. 
Alternatively, the computational load can be reduced by using search trees or partial 
distances [153-155]. 
7.4.1.1 Summary 
In summary, there are several reasons that KNN is chosen as the classifier for the task: 
e It is simple, intuitive and proven to be successful in many practical applications. 
9 It has a single parameter K which is in fact determined by data set itself; it does 
not require exhaustive parameter searches. 
It is a multi-class classifier. The interesting property is that the same classifier 
can be used for binary and multi-class classification. This property enables us to 
perform parasite detection and species recognition by revealing the target class 
sub-labels in the training sets. 
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It is relatively simple to extend the classifier's capability to diagnose different 
diseases, which is a desirable property from the CDM point of view. For example, 
another parasite for a different discase can be included in the future by simply 
adding new samples instead of training the system once again. However, it should 
be provided with the same features as long as they are discriminative for the 
parasites (or elements) of the new disease. 
KNN classification is very simple and it will most likely produce comparable results 
to more complex learning algorithms regardless of settings. However, there are some 
details reviewed below which can slightly affect the performance. 
7.4.1.2 The K value 
In Section 6.2 we have utiliscd histograms for non-paramctric density estimation. The 
histogram bin size was corresponding to a smoothing parameter for the density func- 
tions. In a similar way, the value of K in KNN classifier is a smoothing parameter 
for density estimation. Therefore, larger values of K are desirable to obtain a reliable 
estimate. However, in the finite sample case, as K --+ N the conditional posterior 
probability of the classes will approach the probability of the class itself within a fi- 
nite sample set (i. e. P(wilx) --+ NjIN, where Ni is the number of samples of class 
i in total number of samples N). Hence the K value should be a small fraction of 
N. In practice, the value of K is usually determined empirically by cross-validation. 
In [156] Wettschereck et aL proposed that local, per-class or per-cluster K values can 
be used instead of a single global K value. According to the experiments performed, 
the conclusion was that local K values may improve the KNN on specific datasets. 
7.4.1.3 Distance Measures 
Since the decision for a query is made by votes of the K nearest sample points in 
the feature space, the most important aspect of the KNN decision is the definition 
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of distance. In the simplest case the Euclidean distance metric (L2) can be used to 
calculate distances. Other simple choices for a simple measure can be the L, norm 
(Li), a relative distance measure based on L, norm (RL, ) which is a variant of the 
Canberra metric [31,1361. 
n 
L2(Xi (xi - X' i), (7.15) 
n 
L, (x, ()ýý E Ixi -N (7.16) 
ixi - iil RL1 (X, X') 1: - (7.17) 
i=, ti + Ixil + 1., iil 
The L2 (Euclidean distance) is known to be less robust against outliers than the L, 
(city block distance) [33]. However, both L, and L2 metrics equally weight all dimen- 
sions of the feature space. Therefore, they imply that the feature space is isotropic. 
This is not applicable to many practical problems [1571. For example, a feature vector, 
which is formed of the perimeter and area measurements, is not isotropic, because fea- 
ture axis would be differently scaled. Suppose that the feature pairs are from different 
axes in the feature space, and the first one is scaled by a factor of 100 ((10,20) * 100). 
The result of L, will change (1000) drastically. On the other hand, the RLI result 
would be more stable since it performs a normalisation and reduces the effect non- 
isotropic feature spaces by compensating for relative scale differences. The constant 14 
value in the denominator prevents division by zero but prevents RLI from being com- 
pletely symmetric with respect to origin. It should be set to a value, which is smaller 
than possible feature values. In RL, the contribution of the differences in lower feature 
values is relatively more significant. Suppose we calculate the distance using L, for 
two pairs of feature values: (10,20) and (1000,1010). Although, the difference seems 
much significant for the first pair, the L, result is 10 for both. On the other hand, the 
RL, result is higher for the first pair. A visual demonstration of the different metrics 
is provided in Figure 7.5. 
The above distance measures assume feature vectors are aligned and they only con- 
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sider differences between two corresponding feature elements. In the case of histograms 
or distribution-like feature vectors these may be referred as bin-io-bin difference calcu- 
lations. However, the feature vectors which represent the distributions may be subject 
to quantisation effects in the bin boundaries. Some other distance measures take into 
account these effects and consider the cross-bin differences. For example, in the Earth 
Mover's Distance [1581 the distance between two distributions is defined by the amount 
of "work" needed to change one into the other. The "worle' is defined by a simple dis- 
tance measure such as L, norm. Though there are some variants or approximates of 
EMD, they are still computationally demanding algorithms, which hinders their use in 
a classifier like KNN. A recently proposed diffusion distance measure provides a com- 
parable performance to the EMD [159] with practical efficiency. The diffusion distance 
is the sum of distances (again a simple distance measure) of two feature vectors in 
several subsequent scales. However, the cross-bin distance measures are applicable to 
distribution like features. In case of a feature vector formed of independent features, 
like our relative shape measurements vector, or concatenations they are not practical. 
KNN assumes class conditional probabilities are locally constant and the simple 
distance metrics imply that the feature space is isotropic. In other terms, they regard 
all the features as equally important for the decision. However, if we consider a sim- 
ple example (e. g. apple and orange classification), a feature vector built by size and 
colour measurements may not be equally discriminative in all over the feature space; 
moreover, it may differ for different sorts of apples (e. g. Granny Smith, Pink Lady 
or Gala) and oranges (e. g. Mandarins, Oranges, Tangerines). A simple approach to 
the problem can measure the individual feature performances separately and use the 
results as feature (relevance) weights in the distance calculation. This process may 
reduce the overall error rate; however still it is global and has no solution for an in- 
homogeneous feature space. Alternatively, after K nearest neighbours are calculated, 
a local operation can be used to morph distance calculation locally around the query 
point: promote more relevant, and demote less relevant features. In [160] Hastic et 
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al. performed local linear discriminant analysis to estimate local feature relevancies, 
which are then used for weighting the contribution of elements in the local distance 
calculation. The same approach is followed in some other studies using support vector 
machines [157,161]; learning vector quantisation [1621; and Chi-squared distance [1631. 
The adaptive distance measures are shown to improve KNN classifier performance on 
some common data sets [163]; however, these are not implemented in this study and 
are left for future studies. 
7.5 Performance Measures 
In order to analyse classification performance, general pattern (or signal) detection 
task naming conventions can be followed as for the pixel classification task (Section 
6.2): measure the true detection versus false detection percentages. However, in this 
case, given that users of this work are likely to be medical practitioners or researchers, 
it may be more appropriate to use the medical diagnosis naming conventions to help 
interpretation of the results. 
Independent of the test result (classification) a test sample can be posiiive (infected) 
or negative (not infected), as determined by another (reference) reliable method. There 
can be four different outcomes after the classification: (tp) true positive (the classi. 
fication result is positive for a positive sample); (tn) true negative (the classification 
result is negative for a negative sample); (fp) false positive (the classification result is 
positive for a negative sample); (fn) false negative (the classification result is negative 
for a positive sample). The number of occurrences of these conditions can be used 
to analyse the diagnosis performance: TP, TN, FP, FN for tp, tn, fp, fn, respectively. 
Calculated measures and interpretation of them for our experiments are as follows (see 
also [164]): 
e Sensitivity is the proportion of the samples that are classified as positive among 
all the positive samples. For our task, it is the probability of a positive result 
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among infected RBCs- 
SE = 
TP 
(7.18) 
TP + FN 
which is usually called the true detection rate (in the pattern recognition com- 
munity) for binary pattern detection tasks. The higher the sensitivity, the less 
likely that an infected RBC will be missed. Consequently, an infected person is 
more likely to be diagnosed as sick. 
e Specificity is the proportion of the samples that are classified as negative among 
all the negative samples. It is the probability of a negative result for a negative 
object (regular blood component, e. g. RBC, WBC, platelet, and artefact). 
SP = 
TN 
TN + FP 
The higher the specificity, the less likely that a healthy blood component will 
be classified as a parasite. Consequently, a healthy person is more likely to be 
diagnosed as healthy. Sensitivity and specificity values of a diagnosis test should 
be interpreted together. In theory, for an ideal diagnosis method the values are 
independent and both can be as high as 1.0. However, in practice a trade-off 
is usually observed. A useful diagnosis test should ensure at least one of the 
values is very high (e. g. > 0.95). However, it should be noted that assigning all 
the queries to one of the classes (consider the positive class) can simply achieve 
this (SE = 1.0) but the specificity in this case would be SP = 0.0 which is not 
desirable. 
In general pattern detection tasks, the value (I - SP) is usually called the false 
detection rate, which can be used together with SE (true detection rate) to plot 
the receiver operating characteristics of the classifier (See Section 6.5). 
Positive Prediction Value is the proportion of the positive samples of all that 
are classified as positive. 
PPV = 
TP 
(7.20) 
TP + FP 
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Positive prediction value indicates the reliability of a positive result. It answerz; 
a very intuitive question: what is probability of the patient being sick given the 
diagnosis is positive. 
e Negative Prediction Value is the proportion of the negative samples of all 
that are classified as negative. 
NPV = 
TN (7.21) 
TN + FN 
Negative prediction value is the opposite of PPV. It answers the question: what 
is the probability of the patient being healthy given the diagnosis is negative. 
Sensitivity and specificity values are not affected by the population of positive and 
negative samples among the test set (i. e. sample distribution). However, prediction 
values are sensitive to the sample distribution. 
The average accuracy, which is the total number of misclassificat ions over total 
number of samples, can be expressed as follows: 
Acc = 
TP + TN (7.22) 
TP+FP+TN+FN 
As seen in the pixel classification experiments (Section 6.5), average error or ac- 
curacy is not very informative when the examples among different classes arc not 
equally distributed (i. e. skewed) in the sample set. The skew insensitive accuracy 
measure [49] can be expressed in terms of the sensitivity and specificity measures: 
(Acc* = (SE + SP)12). It can be used as an additional or alternative measure for 
unbalanced sets. In the experiments, both of the measures are utilised. The average 
accuracy is denoted by Acc; skew insensitive accuracy is denoted by Acco. 
7.6 Evaluation Methods 
In practical pattern recognition, we generally would like to estimate the accuracy of 
the overall procedure by performing tests on a concrete set of samples. The choice 
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of the testing procedure and error measures can significantly affect the results (i. e. 
error estimation) [1651. However, the factors affecting the results are complex and 
unfortunately, the true error rate, which may show the accuracy of the estimation, is 
unknown. There are several commonly used testing procedures in pattern recognition. 
In the resubstitution method, a set of samples are used in both training and testing. 
This method is significantly optimistic. However, it can be used to estimate a lower 
bound for error. In the hold-out method, the set of samples is divided into two (training 
and testing). In the m-fold method, the set is randomly divided into m parts and tile 
m-1 parts are used for training while the rest is used for tests. This procedure is 
repeated m times and the results are averaged. In the case that m equals to N (number 
of samples) the method is referred as leave-one-out method. In this method, every 
sample is used once for testing while the remaining data is used for the training. This 
is a more statistically justified method for tuning and testing than the resubstitution 
and hold-out methods. However, it corresponds to performing the training process N 
times for a set of N-1 samples which can be impractical for the most classifiers with 
complex training processes. 
7.7 Sample Independence 
In general, the hold-out or leave-one-out evaluations ensure the independence of the 
training and testing samples. Hence, a success using the independent samples suggests 
a generalisation in real applications. However, the sample independence should be 
more clarified in order to discuss the capabilities of a potential CDM system. Specific 
to the CDM application, we can define different levels of sample independence: 
o Different Samples: The basic and necessary level. The test results may indicate 
a generalisation capability. 
Different Images: Enables varying scales and colour characteristics to be tested. 
The test results may indicate a generalisation capability under different image 
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conditions. 
Different Slides: Enables varying slide preparation conditions such as different 
stain concentration exposures to be tested. The test results may indicate a gen- 
cralisation capability under varying slide conditions. Different blood samples can 
also be seen under this degree of independence. 
Different Imaging Systems: Enables thoroughly independent samples to be tested. 
The test results may indicate an imaging system independent generalisation ca- 
pability. Therefore, the results can be expected to be the same for the different 
places where the system is employed as a diagnostic tool. 
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Chapter 8 
Diagnosis - Parasite Detection 
The most important topic of Computerised Diagnosis of Malaria (CDM) from this 
thesis' point of view is the detection of parasites. It aims directly at the primary task 
for the diagnosis of malaria infection: determining whether a person's blood is infected 
by malaria parasites. However, if the result is positive a further classification is required 
to specify the malarial parasite. 
This chapter investigates the suitability of various colour and shape based features 
and their concatenations for the parasite detection task. Additionally, a feature selec- 
tion algorithm (Sequential Floating Forward Selection (135]) was employed to investi- 
gate whether any improvement can be achieved by reducing the feature vector size. The 
decision rule that is used for the classifications is based on the K-Nearest Neighbour 
(KNN) algorithm [33]. However, a comparison with two other classifier architectures 
(Fisher Linear Discriminant, Back Propagation Neural Network) is provided. 
The methodological explanations of the experiments can be found in Chapter 7. 
The main contributions to the state of the art, introduced in this Chapter can be listed 
as follows: 
The detection problem is comprehensively investigated by highlighting the im- 
portant practical issues for the realisation of the CDM system. 
A classification scheme is proposed for parasite/non-parasite classification (i. e. 
parasite detection). Therefore, a realistic malaria diagnosis tool for thin blood 
film examination is produced. The proposed scheme can differentiate between a 
parasite and regular (stained) blood component. 
9 The findings of the parasite detection study was published by the author in [361 
and [37] with narrower contexts. 
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0 8.1 Intro uction 
In two earlier publications [36,37], we have used 260 images of four thin blood film 
slides including P. Falciparum, P. Vivax, P. Ovale infections. The previously described 
features (i. e. histogram, Hu moments, relative shape measurements, and correlogram) 
except the granulometry feature and a KNN classifier were used to evaluate the par- 
asite detection performance. The individual and concatenated feature performances 
were tested. The shape based features (Hu moments and shape measurements vector) 
showed a poor performance; however they slightly improved the performances of the 
colour based features (correlogram. and histogram) when a concatenated feature vector 
was used. The best hold-out test performance was obtained using the combination of 
the correlogram and shape based features: -74% sensitivity, 98% specificity, -88% 
positive prediction, and -95% negative prediction values for the parasite detection 
(parasite/non-paxasite classification). The performance of the concatenation of the 
histogram and shape based features was similar. Additionally, we have shown that 
the stained pixel detection or stained object extraction as proposed in [34,35,73] does 
not lead to successful parasite detection; parasite detection can also not be performed 
with heuristics based only on area measurements (thresholding based on the area of 
the objects). 
The experiments described in the following sections used an extended data set of 
630 images (including the former set) from 9 slides including P. Afalariae (henceforth, 
Malariae) parasites. The ground-truth information was provided by manually labelling 
the stained objects in the images (outputs from the stained object extraction process, 
see Section 3.2.3). The number of objects in the parasite and non-parasite classes 
was 669 and 3431 respectively; where 336 and 1786 parasite and non-parasite objects 
were used for the training (Ta) and 333 and 1645 objects used for the testing (D), 
respectively. The images were separated to ensure the objects used in the training 
and testing were from different images. However, due to the limited number of slides, 
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different objects from the same thin blood film slide had to be separated into both 
the training and testing sets. See the sample independence discussion In Section 7.7. 
Finally, all of the images were pre-processed with the colour normalisation algorithm 
presented in Chapter 5 to provide colour constancy. 
The experimental methodology is also extended to provide more insight into the 
problem and the proposed method. The feature performances are comprehensively ex- 
perimented; dependences on the feature extraction parameters are investigated. The 
parameter selections were performed according to the skew insensitive average accu- 
racy measure of the leave-one-out evaluations (see Section 7.6) on the training set. As 
explained in Section 7.5, the Acc* measure provides a better (more balanced) accu- 
racy estimate in unbalanced sample sets. However, as will be seen latter, the average 
accuracy measure (Acc) was also used when necessary. 
Exhaustive parameter searches and intensive tuning were avoided since they could 
lead to over-optimised results for the dataset. The strategy for the experiments can be 
summarised as follows: 
The whole set was divided into two separate sets: the training (Ta) and testing 
Tt as described before. 
The leave-one-out tests were performed on Ta to determine feature parameters 
(if applicable) and to test some other classifier conditions, e. g. distance measures, 
scale-dependency, K value. 
For the final classification performance the hold-out tests were performed using 
Ta as the training and Tt as the testing set. 
In the final set of experiments, the Fisher Linear Discriminant (FLD) and Back 
Propagation Neural Network (BPNN) classifiers are trained and the evaluation results 
were compared with KNN. Extended information about these classifiers can be found 
in various texts [31-33]. See Section 7.4 for a general comparison of these classifiers 
with KNN. 
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8.2 Training Set Experiments 
8.2.1 Features: Parameters and Performances 
The histogram and area granulometry feature both have only one parameter: the num- 
ber of colours and area set, respectively; the correlogram feature has two parameters: 
the number of colours and distance set. The shape based features (Ilu moments and 
relative shape measurements vector) have no parameters. The leave-one-out evalua- 
tions on Ta are performed for a set of fixed K values (K = {1,3,..., 151) and the 
results were averaged. See Section 7.4.1.2 for an explanation of K value in KNN clas- 
sification. The parameters for the features (e. g. number of colours, distance sets) were 
chosen according to skew insensitive average accuracy performance (Acc*). 
All feature elements in all feature vectors were independently normalised for zero 
mean and unit variance. This was performed assuming a normal distribution for each 
feature element. A normal distribution empirically would suggest that about 99.7% 
of data lie within 3 standard deviations [166). However, in the distance metric exper- 
iments, it is shown that this procedure is not necessary; it degrades the performance 
if the relative distance RL1 metric is used. See Section 7.4.1.3 for a description of the 
simple distance metrics that are used in this study. 
8.2.1.1 Histogram 
As discussed in Section 7.2, the most important aspect of the histogram feature is 
the number of the distinct colour bins. Hence, the images are ro-quantised to reduce 
the number of possible colours and to observe the efficiency of the histograms for the 
classification. 
Another aspect of the histogram feature is its scale dependency. The normalisa- 
tion with respect to total number of pixels provides a scale-invariant feature of only 
colour distribution (i. e. normalised histogram). However, here the histogram feature 
counts the occurrence of the colours in the arbitrary sized stained objects which are 
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N, 8 16 32 64 128 256 512 
H 77.5 82.7 85.1 82.7 81.6 76.7 70.4 
h 66.5 1 71.9 80.0 1 78.6 1 81.5 82.6 
1 8 
Table 8.1: Feature Evaluations: the normalised and un-normallsed histogram Acc* 
performances (in Ta) for different numbers of colour bins. 
not necessarily of the same scale. Because of this problem, it is not guaranteed that 
the normalised histogram will perform better than the un-normalised (pixel count) his- 
togram. Table 8.1 shows the (Acc*) performances for the different numbers of colours 
tested separately for normalised and un-normalised histogram features (denoted by IL 
and II, respectively). 
The N, 
- 
(number of colour bins) values were chosen from the powers of two. Among 
the tested values (8,16,32,64,128,256,512) 32 demonstrated the best results for un- 
normalised histogram H; and was used in consecutive comparisons. It can be observed 
that the performances were gradually lower for the other (higher/lower) bin values. 
On the other hand, the performances of the normalised histogram (h) were better for 
the higher number of colour bins (i. e. 128 and 256); howevcr, lower than the 32 bin 
un-normalised histogram. It can be stated that the un-normalised histogram is more 
efficient (feature size vs. accuracy). This is due to the arbitrary object size. The 
normalised histogram removes the clear distinction between large and small objects, 
which possibly was used as a discriminatory aspect by the un-normalised histogram 
fcature. 
As discussed in Section 7.2.6, an alternative way to provide scale. -independence is 
to scale the images prior to feature extraction. Hence, the performance of the un- 
normalised histogram feature (N, = 32) was tested with the images that were scaled 
with respect to the average RBC area (calculated by area granulometry of the whole 
image). The performance dropped from 85.1 to 83.1. Note that this value (83.1) is 
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greater than the best (256 bin) normalised histogram performance (82.6). Thus, the 
results suggest that scaling the images with respect to average cell area is better than 
normalising the histogram using the total number of pixels. However, the degraded 
performance suggests that the average cell area measure, which is calculated by the 
area granulometry, is not accurate for image scale normalisation. 
Finally, it must be noted that any discrete value of the number of colours can be 
used for the quantisation; it may be possible to find other values which may be better 
for the training set (Ta). 
8.2.1.2 Correlogram 
The details of the correlogram. feature were given in Section 7.2.2. The correlogram 
feature has two parameters: the number of colours (N, ) and the distance set (D). 
Considering the two parameters might be dependent, the best approach would be to 
perform a search for the different possible combinations. Table 8.2 shows the mea- 
sured Acc* values for several combinations of a limited set of number of colours and 
distance sets. The distance sets were formed of consecutive integer distance values; the 
maximum distance was taken as a parameter. For example, the value 12 in Table 8.2 
corresponds to the distance set D= 12}. Note that, a correlogram vector of a 
bigger maximum distance value includes that of smaller. 
For a fixed value of D, it can be observed that the effect of the number of bins 
parameter (N, ) is similar to that of the histogram feature. The best row of Table 8.2 is 
32, and the best performance was achieved using D= 16. It can be observed that the 
results were more affected by N, than the distance parameter D. As D value increases, 
the calculated feature takes into account more distant colour co-occurrences. Hence, 
we expect that the optimal distance set would be related to the scale and possibly 
the size of the objects. However, Table 8.2 shows that there is no regular pattern 
for the distance set dependency with the exception of the N" = 32 row which shows 
slight increases with D. A possible explanation can be that the objects being both in 
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D 
4 8 12 16 
8 79.4 79.3 79.8 79.1 
16 79.6 80.2 80.6 80.4 
32 82.7 83.2 83.4 83.8 
64 78.5 79.7 79.4 79.1 
128 77.6 78.0 78.0 78. 
Table 8.2: Feature Evaluations: The correlogram. feature Acc* performances (in Ta) 
for different numbers of colours and different distance sets. 
arbitrary size and scale, hinders such an optimal value. Thus, the optimal distance 
set for one scale was not optimal for another. However, according to Nc = 32 row the 
performance could be improved using higher D values. Table 8.3 shows the results of 
N, = 32 for higher D values (i. e. 20,24, and 32). It can be observed the performance 
increases up to D= 24 value. However, the D parameter and scale dependency was 
further tested with the images that were scaled with respect to the average RBC area 
(calculated by area granulometry of whole image as for histogram). Table 8.3 shows 
the results of these tests (32A9 sc). Although, the performances were lower than its 
counterpart, a regular pattern of the D dependency was observable. The performance 
made a peak at the D= 12 value. 
Normally, we should choose the Nc = 32, D= 24 for the following experiments. 
Ilowever, the computational cost of extracting and comparing N, = 32, D= 24 cor- 
relogram is significantly higher than Nc = 32, D= 12. Considering the performance 
increase is not significant, also lower than that of the histogram feature, we set the 
parameters to N, = 32, D= 12. This corresponds to a correlogram of total 384 feature 
elements. 
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D D 
4 8 12 16 20 24 32 
32Un S, 82.7 83.2 83.4 83.8 84.1 84.3 84.2 
32Ag Sc 179.7 80.1 1 80.7 80.2 79.8 79.7 78.8 
Table 8.3: Feature Evaluations - correlogram 2: The correlogram feature Ace* perfor- 
mances (in Ta) for different numbers of colours and different distance sets. The first row 
shows (32u,, s, ) the results when the images were not scaled. The second row (32A9 SO 
denotes the performances obtained using the pre-scaled images with respect to average 
cell area. 
Radius 5 10 15 20 
Un Sc 75.6 80 81.4 79.7 
Ag Sc 1 73.3 173.3 1 74.2 1 
Table 8.4: Feature Evaluations: The area granulometry feature Acc* performance (in 
Ta) for different area sets. The first row shows (u,, s, ) the results when the images 
were not scaled. The second row (Ag s, ) denotes the performances obtained using the 
pre-scaled images with respect to average cell area. 
8.2.1.3 Area Granulometry 
The area granulometry feature has a single parameter: the area set A. The parameter 
is scale dependent. The area sets were formed of consecutive integer radius values 
and the maximum radius was taken as the parameter. We have tested a limited set of 
values: (5,10,15,20). Table 8.4 shows the calculated Acc* values. The best performance 
was obtained by the value 15 which corresponds to an area set of A= 7r {12'..., 152 
and thus a feature vector of 45 elements (15 for each colour channel). 
As for the correlogram, we tested to see whether the performance could be improved 
using the pre-scaled images with respect to the image average RBC area. Again there 
was no improvement; the performance dropped from 81.4 to 74.2 (600 Ag Se in Table 
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M S Rnd 
55.1 63.0 49.9 
Table 8.5: Feature Evaluations: The Acc* performances (in Ta) of the Hu moment8 
(H), relative shape measurements (S), and random (Rnd) features. 
8.4). We set the maximum radius parameter to 15 for the following experiments. 
8.2.1.4 Hu moments and Relative Shape Measurements 
The two shape based features have no parameters. The average results of the tests on 
Ta are shown in Table 8.5. It can be observed that both feature performances were 
lower compared to the previously tested three features. In order to provide a compari- 
son, a random feature of 5 elements was generated and used in the same tests. Acc* of 
the random feature was as expected: -50%. It can be seen that the performance of the 
Hu moments feature M is slightly better than the random feature's; the relative shape 
measurements feature (S) is relatively higher. However, if compared to the colour 
based features they were significantly low. This may be related to two different things: 
the shape of the objects (as in binary form) may not be discriminative; the extracted 
stained binary objects may be too irregular or too noisy for the limited discriminative 
power of features. 
8.2.2 Feature Combinations 
In this stage, we would like to investigate whether the performance can be improved 
by combining the features. The previous tests (above) showed that the feature suc- 
cess order (according to the Acc*) is H, C, G, S, Al. Table 8.6 summarises the results 
according to Acc* but also shows the measured Acc values to observe if there is any 
trade-off which may hinder the best feature conclusion. It can be observed that there is 
a trade-off indeed between the Acc and Acc* results of C and 11. It can be concluded 
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H CI C s At 
Acc 93.0 93.1 89.8 84.2 83.1 
Acc* 85.1 84.3 81.4 G3.0 55.1 
Table 8.6: Feature Evaluations: Summary of the Acc and Acc* performances (in Ta) 
of the individual features. 
CI-IGS HGS CCS HC CG IIS CS GS SFFSPI) 
Acc 93.86 92.98 93.81 92.82 93.53 92.60 93.35 89.41 92.41 
Acc* 86.22 1 86.54 1 86.21 186.40 1 85.57 1 84.65 184.03 1 81.48 86.14 
Table 8.7: Feature Evaluations: I! raining set (Ta) performances (Acc and Acc* of the 
concatenated features and the SFFS reduced CIIGS feature subset. 
that both features C and H perform well; however the former favours the negative 
class more than the latter. Nevertheless, if the additional computational complexity 
of the correlogram feature is considered, the histogram feature is highly efficient and 
preferable. 
The moment feature M was discarded from the remainder of the experiments since 
its performance was quite close to the random feature. Using the remaining four 
features, eight different concatenations were formed: C+ 11 +G+S, Il +G+S, 
C+G+S, II + G, C+G, H+S, C+S, G+S. The numbers of feature elements in the 
concatenated feature vectors were as follows: C+ II +G+S= 384 + 32 + 45 +6= 467l 
II+G+S: 32+45+6 =83, C+G+S= 384+45+6 =435, and so forth. The first 
eight columns of Table 8.7 show the results of the different tested concatenations. It 
can be observed that the concatenations performed slightly better than their individual 
features; HGS and CGS features inherited the previous trade-off of 11 and C features 
for the different accuracy measures. The concatenation of all features (CIIGS) did not 
perform significantly better than HGS and CGS features. 
Note that the every single feature of the feature vectors Nvere independently nor- 
194 
malised and had values in range [0 - 11. Therefore, the impacts on the distance cal. 
culations were equally weighted for every element in the concatenated feature vectors. 
However, the direct concatenation of a large feature vector with a small feature vector 
produces results more affected by the large vector. For example, the CIICS results 
not being significantly better than CGS results can be related to this; also to the 
possibility that the C and H features being correlated. 
As discussed in Section 7.3, concatenation is not an efficient approach to obtain an 
improved set of features since many features might be redundant or correlated. Hence, 
we formed a feature pool using all features in C11GS concatenation. Then we used 
the SFFS (sequential floating forward selection [1351) algorithm to investigate whether 
performance can be improved. Here the KNN misclassification. percentage was used 
as a criterion (i. e. wrapper approach) for SFFS. However, due to computation time 
considerations only the positive examples in Ta were evaluated with the leave-one-out 
approach for SFFS- Thus, the SFSS process on C11GS tried to maximise only the 
positive class accuracy (i. e. true detection rate, sensitivity). The K value for KNN 
and the desired final feature size was set to 5,36 respectively (K value dependence 
is investigated later). Figure 8.1 shows the plots of the leave-one-out Acc and Acc* 
results with respect to the increasing feature size. It can be observed that for several 
values of feature size (Le. >13) the Acc* value is higher than the full set of features 
having total 467 features. The maximum Acc* value was achieved by a subset having 
24 features; however it can be seen that after 15 features the Acc was not significantly 
affected by the increasing feature number. This is because of the criterion used in 
SFFS, which tried to maximise the positive class accuracy (i. e. sensitivity). Hence, 
the features selected after this point increases the sensitivity but reduces the negative 
class' accuracy (i. e. specificity). However, these results were obtained for a specific K 
value (i. e. 5). The averaged Acc and Acc* values over the set of the previously used 
set of K values (i. e. 11,3,..., 151) as done for the other features are shown in Table 
8.7. It can be observed that the Acc and Acc* performances were only slightly below of 
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Figure 8.1: Feature Evaluations - SFFS performance vs. feature size: Arc and Arr- 
versus SFFS selected feature subset sizes 
the most successful concatenation performances although only 24 features were used. 
Moreover, if compared to the individual feature vector performances (see Table 8.6), 
it can be seen that the SFFS calculated subset achieved higher Acc* than all feature 
vectors. The subset of 24 features included 12,6,5, and I feature elements from the 
CI H, G, S feature vectors respectively. 
However, it must be noted that the results shown here do not guarantee it gener- 
alised solution (e. g. a good performance in the test set). Since the KNN accuracy on 
the training set is used as a criterion for SFFS, the results might be too optimistic. 
This can be simply caused by the over-fitting of the selected subset to the training sain- 
ples. The over-fitting is the case where an estimate of, say, a function is- ver. y closely 
fitted to reduce the mean error (i. e. bias) wherprus it results in a high variance and 
as a consequence a poor generalisation. There are practical solutions for over-fitting, 
such as validating the current estimate on a separate set to continue or stop training. 
However., this relies on a monotonic learning scheme, which does not exist in the KNN 
wrapped SFFS. Alternatively, the different subsets calculated by SFFS can be tested 
on a separate validation set; and the best one can be selected for the tests. However. 
this requires a further separation of the training or test set, which complicates our 
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comparisons. Therefore, the resulting subset will be tested on the test samples Tj to 
reveal its success. 
To summarisc, the different concatenations of the features were evaluated on the 
training set Ta. The results showed a small trade-off between the Acc and Acc* values 
of the correlogram and histogram features. In addition, this trade-off was observable in 
the concatenations with two other less successful features (granulometry and relative 
shape measurements vector). Considering the computational complexity and the size 
of the correlogram, its performance was below expectations. On the other hand, the 
SFFS (sequential floating forward selection [135]) algorithm is employed to select a 
reduced subset of features using the pool of all four features. The resulting subset was 
formed by 24 features, which produced comparable results to feature concatenations 
on the training set. The following experiments utilise the IIGS feature and the subset 
of features which was selected by the SFFS algorithm. 
8.2.3 Feature Normalisation and Distance Metrics 
A discussion about the different metrics can be found in Section 7.4.1.3. The results 
shown up to this point used KNN with the relative distance metric (RLI). The per- 
formance of the selected feature concatenation IIGS was assessed once again using 
the different distance metrics in order to see the effect of the distance metrics on the 
classification. The first two rows of Table 8.8 show the averaged Acc and Acc* (on 
Ta) results when the features were normalised to have zero mean and unit variance. 
It can be seen that the performance of L2Euclidean distance is the worst of the three; 
whereas the difference between L, city block and RLI relative city block distance is 
marginal. It can be seen that for the un-normalised 11GS feature the difference be- 
tween RL, and the other is significant. Moreover, compared to the normalised features 
the RL, performance was better. 
RL, is more sensitive to changes between the smaller feature values (see Figure 7-5). 
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norm L2 L, RL, 
Acc 91.95 92.90 92.98 
Acc* 1 84.17 1 86.05 1 86.54 
unnor"t 112 L, 11 t, I 
Ace 90.12 91.06 9.1.09 
CC$ 80.18 1 81.38 1 87.50 
Table 8.8: Feature Evaluations: feature normalisation and different distance metrics: 
The normalised. and un-normalised IIGS feature's Acc and Acc* performances for tile 
different mctrics. 
The normalisation process compresses all feature values to [0,11 range. The results 
showed that the feature normalisation. degrades the RLI performance. However, tile 
same was observed for the other distance metrics. Hence, this implies that the features, 
which have smaller values, are more relevant. If we consider the biggest values, for 
example for the histogram feature, would be due to cell background colour. 
Motivated by these results, the SFFS algorithm. was run once more using the un- 
normalised features using the same settings as before. As expected the Acc, Acc* 
performances were higher than for the normalised feature case: 93.4,87.4 respectively 
(compare to Table 8.7); however, still slightly below that of the 11GS feature (Table 
8.8). The newly selected feature subset size was 33; included 9,5,18,1 features from 
C, H, G, S features respectively. It was surprising to see that 18 features of C were 
included in the best subset given its peer individual performance. 
The following evaluations use un-normalised features with the RLI distance metric. 
8.2.4 K value Dependence and Unbalanced 1ý-aiiiing Data 
It can be noticed that the average accuracy (Acc) results shown so far are all above 85%. 
Also, it can be seen that Acc values of the SFFS selection accuracy in Figure 8.1 starts 
with (Feature Size=1) -85%. In fact, for Ta, the Acc = 84.17 vnlue corresponds to 
classifying every object as non-parasite. This is simply the effect of the unbalanced (i. e. 
skewed, unequally distributed) training set. Since this was an expected condition the 
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alternative measure Acc* was used together to interpret the results and make choices 
among several different conditions. However, in KNN classification and most other 
classifiers the decision is biased towards the majority class because the most populated 
class is favoured to the other one. For KNN, it can be expected that this bias would 
be higher for higher K values. 
Until now, we have considered the accuracy measures which were averaged for a set 
of K values. For the current discussion it will be useful to observe the dependence of 
the different accuracy results on the K values. Figure 8.2 shows the Acc, Acc*, SE, 
SP values calculated for different K values for the 11CS feature. It can be observed 
that although sensitivity SE (i. e. true detection) rate decreases (when Pr > 5) with 
increasing K values, the specificity SP (1-false detection rate) increases slowly. As 
a consequence the skew insensitive accuracy (Acc* = SE + SP) measure is slowly 
decreasing whereas the accuracy is relatively stable. The K=1 value provides the 
highest sensitivity (81.3); the K=5 value is the second best (79.4) with better speci- 
ficity SP (and accuracy Acc). Thus, for any K value it is not possible to obtain a 
sensitivity higher than (81.3) which is a direct cause of the unbalanced training set. 
There are several studies concerned about unbalanced learning or dealing with 
skewed data [167]. The methods include under/over sampling majority/minority class 
samples; varying the decision thresholds; incorporating misclassification costs. in prac- 
tice, they all provide biased classification schemes, which are more conser"Utive for the 
minority class. We followed the approach in [168] which modified the neighbour dis- 
tance calculation to obtain a biased KNN classifier: Let xi show a training sample of 
the class c, the biased distance calculation for a query q can be written as follows: 
Db (q, xi') =D (q, xr) * rc (8.1) 
where r, represents the class specific distance weighting constant. Setting -rc to a value 
smaller than 1 puts a bias in favour of the class c. This is a simple trick to break the 
unbalanced data bias, and to allow KNN to perform on accuracy values other than the 
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FigureS. 2: The K value dependence and ROC analysis of the KNN wit fit he unbalanced 
training set: (a) The dependence of accuracy results on K value. (b) ROC curves for 
different K values, (c) [0-0.2,0.7-1.0] regions of the ROC curves. 
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one that is dominated by majority class accuracy. 
In this way, using the biased KNN classifier detection can be performed in more 
preferred sensitivity-specificity trade-offs. Moreover, as previously implemented for 
stained pixel detection, ROC (Receiver Operating Characteristics) curves can be plot- 
ted and results can be analysed more easily; the choice of the operating character can 
be left to the user. Figure 8.2(b) shows the ROC curve for several different K values 
(i. e. [1,5,9,13,25)) for changing distance bias values 0<r, < 10 (for parasite class). 
It can be observed that the difference between ROC curves for the different K values 
were not significant and crossing. The later condition makes it difficult to compare 
the different K performances (usually, ROC is analysed by area under the curve). The 
different values provide better or worse results in different regions of the ROC space. 
However, using a close up look to upper left corner (Figure 8.2(c)), we can conclude 
that intermediate K values (i. e. [5,9,13]) performed slightly better than the marginal 
values (i. e. [1,251 that were tested. 
8.3 Test Set Experiments 
The previous results used nearly half of the all data (Ta) and performed leave-one- 
out evaluations. Except for the SFFS feature selection there were no optimisations 
performed on Ta. However, we have chosen several feature parameters based on the Ta 
Acc* performances and performed several tests on the same data. Hence, the selected 
conditions had to be once again tested on the remaining data (hold-out evaluation) 
to reveal the generalisation performance. The hold-out evaluation configuration can 
be summarised as follows: the Ta set was used for training whereas the Tt set was 
used for testing; K value of the KNN was set to 5; RL, distance metric was used; 
the data was not normalised (for zero mean and unit variance); KNN denotes the 
basic KNN classifier (i. e. without bias). Here, instead of the skew insensitive accuracy 
measure (Acc* = (SE + SP)12) the sensitivity and specificity measures were reported 
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separately together with the average accuracy (Acc) and positive/negative prediction 
values (PPVINPV). 
Table 8.9 shows the results of HGS and SFFS which selected from CHGS a subset 
of 33 features. KNN was used with the same settings for both features. Additionally, 
Table 8.9 shows two other classifier results acting on the selected features. These 
classifiers were the Fisher Linear Discriminant (FLD) [33] and the Back Propagation 
Neural Network (BPNN). For FLD we have used the implementation of the Statistical 
Pattern Recognition Toolbox for Matlab [169]. In order to build and train a 2-layer 
BPNN we have used the Neural Network Toolbox (Version 4.0) for Matlab distributed 
by Mathworks. BPNN for HGS and SFFS were both constructed with 8-4-1 number 
of neurons in respective layers (i. e. input-hidden-output). The HGS network had 692 
total weights whereas the SFFS network had 300. The employed learning algorithm 
was gradient-descent with momentum [32]. The learning rate and momentum constants 
were set to 0.05 and 0.95, respectively. It was not possible to train the BPNN networks 
using un-normalised features; hence, the features were normalised to have zero mean 
and unit variance assuming a normal distribution. The BPNN networks were trained 
several times (25) with different (random) initialisations; and the mean and standard 
deviation of the results were provided. The batch training iterations were stopped by 
cross validations using 10% of the training data. Table 8.9 shows the results for different 
measures. If we compare the accuracy measures, it can be seen that for both 1IGS 
and SFSS the KNN classifier performed slightly better than the two other classifiers. 
It can be observed that all three classifiers reflected the effects of unbalanced data 
to the results: although the accuracies (Ace) were high, they were dominated by the 
non-parasite class accuracy (SP). However, all feature selections were based on the 
KNN results of Ta. Hence, it is not appropriate to conclude that the KNN performs 
better than the other classifiers for the parasite detection task. We also tested other 
features and concatenations with FLD and BPNN. The classifier accuracy order (KNN- 
BPNN-FLD) was not much different; however, we observed that both FLD and BPNN 
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Classifier-Feature Acc SE SP PPV NPV 
KNN-HGS 93.17 72.07 97.45 85.11 94.52 
KNN-SFFS 93.02 69.97 97.69 85.98 94.14 
FLD-HGS 90.34 73.87 93.68 70.29 94.66 
FLD-SFFS 88.68 69.07 92.64 65.53 93.67 
BPNN-HGS 92.21±0.4 70.45±1.7 96.62±0.4 80.88±1.9 94.17±0.3 
BPNN-SFFS 91.20±0.3_ 1.63.63±1.9 i 96.78±0.2 i 80.03±1.0 i 92.90±0.3 
Table 8.9: Test set results for different classifiers and features. KNN: K Nearest Neigh- 
bour, FLD: Fisher Linear Discriminant, NN: Back Propagation Neural Network, IIGS: 
Histogram, Area Granulometry and Shape measurements feature concatenation, SFFS: 
Sequential Floating Forward Algorithm selected 33 features from the pool of Correlogram, 
Histogram, Granulometry and Shape measurements vector feature. 
performed slightly better with the CHGS feature. It may be possible to tune BPNN 
to achieve even better results than KNN; however the results imply that the difference 
would not be significant. The comparison of a complex classifier like BPNN, which 
depends on many parameters, is complicated task, and beyond the scope of our study. 
The primary aim of the SFFS experiments in this study was to see whether a 
feature selection algorithm could improve the results by reducing the dimensionality 
of the feature space. The SFSS selected subset of CIIGS did not perform better than 
the concatenated feature IIGS. This can be related to the implementation where we 
have limited the maximum number of features to 36. However, as can be expected 
the reduced subset performed best in the KNN (obviously because KNN was used as 
a criterion). Moreover, it can be concluded the feature size was effectively reduced 
without significant accuracy trade-off. The scheme can be useful if the speed of the 
classification is a major concern. 
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Figure 8.3: Biased KNN classifier evaluated on the test set Tt - (a) whole ROC curve, 
(b) [0.5-1.0,0.5-1.01 interval of (a). 
8.3.1 Biased KNN 
In the previous section, it was shown that the parasite/non-parasite class accuracy 
unbalance that is due to the unbalanced training set could be relieved when a bias 
term is incorporated into the KNN distance calculation. This experiment was once 
again repeated for the test set evaluation. Figure 8.3 shows the ROC curve for biased 
RL, distance function (the parasite class bias was varied between 0< 7(, < lo). it 
can be observed that by varying the 7, it is possible to operate KNN in different 
sensitivity-specificity (SE-SP) trade-offs. The operating point of the basic classifier 
is marked on the curve (Figure 8.3(a)). By decreasing the 7- value for the parasite 
class higher sensitivity values can be achieved; however with reduced specificity and 
positive prediction values. For example, if 73% percent specificity (SP) and 43'7c percent 
PPV are acceptable, the classifier can provide 97% sensitivity. Thus, flexible detection 
sensitivity can be provided. 
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8.3.2 Example Results 
Figures 8.4-8.7 show some example image results (from Tt) produced by the proposed 
parasite detector which used the basic KNN classifier with RLI distance metric (K = 
5). The stained objects were extracted by the stained object algorithm (see Section 
6.4). The objects, which were classified as parasites, are marked with red edges whereas 
the non-parasites are marked with green edges. Some of the marked objects are labelled 
by arrows to aid understanding of the results. The labels (TP, FP, TN, FN) denote 
true positive, false positive, true negative, false negative, respectively (see Section 7.5 
for an explanation of the terms). The images are from dense fields, light fields, fields 
with different colour character and different scales. They include examples of P. Vivax 
(Figures 8.5(a), 8.5(b) and 8.6(a)), P. Ovale (Figure 8.4(a)), P. Falciparum (Figures 
8.4(b) and 8.6(b) and 8.7(a)), P. Malariac (Figure 8.7(b)). Overall, it can be observed 
that the classifier is able to detect parasites and reject non-parasites. The errors were 
mostly due to small parasites (i. e. rings) being classified as non-parasites. We will 
analyse the classification errors in more detail in Section 9.1.2. 
8.3.3 Scale-Invariance 
There is one more issue to point here. Although the training and test sets contained 
independent examples from different images, they could belong to the same blood 
slide. In order to test the gencralisation capability of the classifier beyond scope of 
our training and test sets, we have tested the classifier on some images, which were 
not included in the UoW slide set. Figure 8-8(a) shows an example P. Vivax image 
collected from the internet [10]; Figure 8.8(b) shows an example P. Falciparum image 
from the set of images provided by NIMR, London, UK (see Chapter 3). In the first 
image one of the parasites was missed, which can also occur in the test set. However, 
it can be observed that most of the parasites of the second image were missed. It was, 
however, possible to detect these parasites using the biased KNN classifier. However, 
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Figure 8-5: Parasite detection example images from Tt: (ab) P. Vivax. The labels 
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Figure 8.6: Parasite detection example images from Tt: (a) P. Vivax, (b) P. Falcipartim. 
The labels (TP, FP, TN, FN) denote true positive, false positive, true negative, false 
negative, respectively. 
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Figure 8.7. Parasite detection example images from Tt: (a) P. Falcipartim, (b) P. 
Malariac. The labels (TP, FP, TN, FN) denote true positive, false positive, true negative, 
false negative, respectively. 
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the negative results were related to another issue more strongly than just a t3imple 
bias setting: scale variance. Figure 8.9(a) shows the result when the Input Image Is 
manually scaled by a factor of 1.7. 
The scale dependent features (histogram and area granulometry of 11CS) were able 
to cope with the arbitrary scale images in the test set Tt. Possibly, because there were 
objects at a similar scale in the training set Ta. However, as Figures 8.8 and Figure 
8.9 show they are not as successful in images out of the scope of the sample sets. If 
we recall the training set experiments, we tried automatically scaling the images using 
the average cell area estimates (calculated by the area granulometry) of the images. 
Later, we discarded this procedure because the results were negatively affected. The 
degraded performance was possibly related to the inaccuracy of the average cell area 
estimation by the area granulometry. Additionally, it is possible that the objects at 
different scales were more easily distinguished by the scale sensitive features. Since we 
do not hold the real scale (i. e. pixel resolution) of the images, these hypotheses could 
not be tested. 
However, it is possible to test the average cell area based scaling procedure in the 
test set Tt. Prior to the feature extraction every image in the image set was scaled 
with respect to its average cell area to construct the scaled feature sets: 11gsTa, l, g, Tt 
SMS Ta, and sf fsTt - Then these two sets were used together with the unscaled sets 
(HGSTa, HGSTt, SFFSTa, and SFFSTI) to observe the scale dependency. 
Table 8.10 compares the performances of features extracted from the pre-scaled and 
un-scaled images. The same effects can be observed in both IIGS and SFFS features. 
As in the training set experiments the pre-scaling degraded the performance (compare 
HGS-HGS and hgs-h. gs accuracies or SFFS-SFFS and sffs-sffs). The pre-scaling 
procedure reduced the sensitivity of IIGS by 4.2% (3.2% for SFFS). However, it can 
be observed that the unsealed training sets performed worse when the scaled test 
sets were used (see the HGS-hgs and SFFS-sf fs Accs). On the other hand, the 
scaled training sets performed more robust when the unsealed test sets were used (e. g. 
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Figure 8.8: Parasite detection example images from other sources: (a) P. VivaX 
(b) P. Falciparum (NIMR, London, UK). Arrows indicate parasite. s. 
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Figure 8.9: Para-site detection scale dependency: The detection results when the input 
image in Figure 8.8(b) is scaled by a factor of (a) 1.7, (b) with respect to its average cell 
area estimate. 
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Raining Ta-TestTt Acc SE SP PPV NPV 
HGS-IIGS 93.17 72.07 97.45 85.11 94.52 
hgs-hgs 92.67 67.87 97.69 85.61 93.76 
HGS-Itgs 89.13 41.74 98.72 86.88 89.33 
hgs-HGS 92.06 1 63.66 85.48 93.01 
SFFS-SFFS 93.02 69.97 97.69 85.98 94.14 
sffs-sffs 92.32 65.77 97.69 85.21 93.38 
SFFS-sffs 89.89 47.45 98.48 86.34 90.25 
sffs-SFFS 92.11 1 66.67 97.26 1 83.15 93.51 
Table 8.10: Performance comparisons of features extracted from pre-scaled (with re- 
spect to area granulometry calculated average cell area) and unscaled images. IIG I STa, 
HGSTt, SFFSTI, and SFFSTt denote the sets without image prc-scaling whereas 
hgs Ta, h9s Tt, SffSTa, and SffSTt denote the sets with image pre-scaling using the 
average cell area estimates (by area granulometry) of the images. 
compare SFFS-sf fs and sffs-SFFS). NVe have observed the same results with 
different training-test configurations, e. g. Tt training, Ta test set. This strengthens 
the possibility that, in the un-scaled case, the condition of the objects being from 
different scales was used as an (discriminative) utility, which aids distinguishing objects 
of different scales. 
Finally, Figure 8.9(b) shows the result when the pre-scaled feature sets are used to 
detect the parasites in the input image which was also pre-scaled with respect to its 
average cell area estimate. It can be observed that more parasites were detected. 
Although the pre-scaling procedure did not improve the performance, the result 
supports the necessity of a scale-invariant system. A system can still be trained and 
used in the same imaging conditions despite using scale-variant features. However, it 
will not be possible to exchange the images between the systems or more importantly 
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detected parasite signatures (i. e. features). Therefore, the scale information (i. e. pixel 
resolution in physical measures) should be recorded and provided by the Imaging Sys- 
tems to enable accurate image scaling. The area granulometry based scaling can be 
used where this information is not available. 
8.4 Discussions and Conclusions 
9 Sensitivity and Specificity 
Although we could not test the per-specimen (i. e. per-smear) accuracy of the 
proposed system, it is possible to provide a hypothethical comparison to manual 
microscopy. The average sensitivity threshold for manual microscopy (by an ex- 
pert microscopist) of thin blood film examination is reported as 50 parasites/ill 
of blood [17]. According to Warhurst et al. [1701 the sensitivity threshold of thin 
blood film examination is 11 times higher. Let us assume the average sensitivity 
threshold for manual microscopy (by an expert microscopist) of thin blood film 
examination as 500 parasites/lil. This corresponds to 0.01% based on the fact 
that average blood sample contains 5 million RBCs in 11il. This sensitivity figure 
is based on the assumption that expert microscopist works with 100% per-object 
sensitivity, however, can examine only a limited number of fields in a limited 
time. For example, if the microscopist examines 50 fields with average 200 RBCs, 
he/she would be able to examine 10000 RBCs, which should statistically have at 
least 1 infected cell for a specimen that is infected with at least 500 parasites/pl. 
According to the sensitivity result 72.1% of our parasite detector, its sensitivity 
threshold can be calculated as, i. e. approximately 1* 500 ý-- 690. Alternatively, 0.721 
to achieve an equivalent performance to the expert microscopy, the proposed dc- 
tector must examine approximately 69 fields rather than 50. However, it should 
be noted that the routine positive/negative diagnosis is not performed on thin 
blood films. A study of routine malaria diagnosis in the UK showed that the 
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average detection sensitivity for microscopy was around 500 parasites/pI [241. 
This may correspond to 5000 parasites/lil in thin blood films. Therefore, the de- 
tectors per-sample sensitivity suggests a performance comparable to the expert's 
and probably better than the average microscopist's. In addition, although we 
assume that the expert microscopist works with 100% per-object sensitivity, a 
recent study shows that the agreement rate among even expert microscopist's is 
not 100% and affected by the parasiternia level [171]. 
On the other hand, we have to consider specificity of the detector. According 
to medical statistics, 11il of normal adult blood can contain 150,000 to 450,000 
platelets and 4,500-10,000 white blood cells [69]. According to our sample set 
distribution, the number of artefacts can be higher than the platelets (as shown 
in Figure 9-2). Let us roughly assume that a healthy adult specimen of 11d is 
prepared which contained about 1 million non-parasites (platelets + white blood 
cells + artefacts). If only 100 fields are examined, as in the sensitivity example, 
approximately 5000 thousand of these objects will be queried to the detector. 
The proposed detector with a specificity of 97.5 can be expected to produce a 
false positive result for every healthy specimen because it will incorrectly assign 
1250 usual blood components or the artefacts as parasites. Hence, unless the 
specificity is increased, our detector would produce a trivial result: positive. 
It is possible to increase the specificity by using the biased classifier. Thus, by 
reducing the sensitivity to -23%, the detector can work with a specificity as high 
as 99.9% (see the ROC in Figure 8.3). However, this will raise the detector's 
sensitivity threshold to approximately 430 parasites/, ul, which is not desired. 
This trade-off may be relived if some of these false positives can be eliminated by 
a post-interpretation. For example, based on the calculated distances a confidence 
rating scheme may be implemented. In addition, it must be noted that increasing 
number of parasite samples in the training set may improve. 
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Nevertheless, these figures are hypothetical. The method has to be tested and 
tuned on a significant number of both infected and healthy slides prior to deploy- 
ment as a diagnosis tool. It must also be noted that a different application (not 
diagnosis) may require a different operating character. In this case, the variable 
sensitivity-specificity can be adjusted by the operator with the help of detector's 
ROC curve. 
e The effect of the unbalanced training set 
Naturally, parasite detection is an unbalanced problem because there are more 
healthy stained components (i. e. WBC, platelet) than the infected RBCs. In 
addition, it can be expected that there would be more healthy people than in- 
fected. It can be expected that the cost of diagnosing an infected person/sample 
as healthy can be more than diagnosing a healthy person/sample as infected. 
However, although the costs can be proportional, it is not certain that the cost of 
a misclassification for the parasite class is more than the cost of a false detection. 
To diagnose a sample, our parasite detector has to consider hundreds of stained 
objects, not just a single one. Hence, the diagnosis result can be produced with a 
percentage or confidence scheme per slide. In order to reveal the diagnosis perfor- 
mance per slide, more experiments using different slides are necessary. By using 
the biased KNN classifier, which can adjust the sensitivity-specificity trade-off of 
the classifier, the system can be further tuned to produce desirable results for 
per-slide malaria infection diagnosis. 
Scale-variance 
The current evaluations reduced the scale invariance of the system by using scale- 
variant features. The scale normalisation based on the average cell area estimates 
(by area granulometry of the images) did not improve the results. However, it 
was shown that the procedure improves the robustness against scale variations. 
This was confirmed with some example results that were not included in our 
216 
sample sets. 
The area granulometry based average cell area estimate may be inaccurate or in 
some conditions irrelevant as discussed in Sections 7.2.6 and 2.2. For example, in 
images of highly dense fields, RBCs considerably overlap. This makes it difficult 
to resolve an individual cell and estimate an average cell area. The alternative 
(and possibly the best) solution is to record and normalise the scale of the images 
with respect to the capturing imaging systems. The area granulometry based 
scaling should be used where this information is not available. 
Feature selection 
The sequential floating forward feature selection strategy effectively reduced the 
feature size without a significant trade-off of accuracy. When a query is made, the 
KNN classifier calculates distances to all training samples. Hence, as the number 
of training samples grows the speed of the classification can be a concern. In that 
case, the reduced set of features can be used. 
o Sample Independence 
In Section 7.7 we defined four degrees of sample independence for the CDNI 
application. The parasite detection experiments used the samples of the second 
degree, separating the samples of the different images into training and test sets. 
The different slides (i. e. third degree) could not be tested due to a limited number 
of slides. It must be noted the malarial parasite, Plasmodium, is divided into 16 
sub-categories which noticeably differ with their morphological characteristics. It 
would not be possible, for example, to train with P. Falciparum rings, and then 
test with P. Vivax schizonts. However, the different slides were prepared and 
captured at different times. This provided a mix of different slides and imaging 
conditions (scale, colour properties) in the sample sets. 
A KNN classifier was used for the classifications. The choice was inoti%sted by 
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intuitiveness and some practical properties of the KNN classifier. I(NN provides a 
good basis for future expansion of the diagnosis system. Furthermore, it can provide 
easy update schemes by simply adding new classes to the system if the features are 
relevant for the new parasite. A broader system, which can diagnose more than one 
parasite, will certainly be more useful than a system specific to only one parasite. 
For the parasite detection, the most important function of the CDM, a variable 
detection accuracy scheme is proposed. In the per-slide-diagnosis scenario the speci- 
ficity of the parasite detector can be more important than its sensitivity. The variable 
accuracy scheme operates on a sensitivity-specificity trade-off. Therefore, it enables a 
tuning for the per-slide-diagnosis scenario of the proposed detector, which currently 
produces the decision per-object. Hence, an important basis is provided for the reali- 
sation of the CDM. 
The work presented in this chapter was presented and published by the author 
in [36,37]. A comprehensive publication, including the results shown here, is currently 
under preparation, to be submitted to the Journal of Medical Image Analysis (Elsevier). 
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Chapter 9 
Diagnosis - Species and Life-Stage 
Recognition 
Species recognition is the second important task in CDM because the medical treatment 
can differ from one species to the other. In case of a detected infection, usually further 
analysis is essential to determine the species. Determination of the life-stage(s) is also 
required because it can indicate the degree of the sickness. Additionally, the life-stage 
recognition can be useful for scientific studies where parasite development with respect 
to a treatment must be observed. 
In Chapter 1, a general overview of the species and life-stage recognition problem 
has been given. For a microscopy diagnosis expert, the tasks of parasite detection, 
life-stage, and species recognition are not necessarily sequential or independent. A 
microscopy diagnosis expert can perform all these tasks in a single classification or 
sequentially or even partially depending on the discriminative information that exists in 
the observed object. For example, the expert can recognisc a P. Falcipamm ring stage 
parasite directly; or recognise a ring stage parasite and can seek for more discriminative 
parasites to decide the species. Moreover, it is not required to determine the life- 
stage of every single parasite because a thorough examination of the whole slide can 
reveal the most frequent life-stage and the condition of a single/mixed species infection. 
Therefore, if one considers the diagnosis of a whole slide, the species and life-stage 
recognition tasks can be regarded as contextual. 
In this study, due to the limited number of thin blood film slides available, the 
contextual properties of the problem were not investigated. As for parasite detection, 
life-stage and species recognition tasks were considered to be based on a single stained 
object. In other words, the study proposed here does not jointly consider several objects 
in the same image or slide. This is identified as future work. 
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The malaria parasites are growing life forms. They gain more characteristics of the 
species as they mature. Hence, they can be more easily distinguished as they mature. 
Moreover, as explained in the Section 1.3.1, some particular lifc-stages parasites can 
be definitive for the recognition of species. For example, P. Falciparum gametocytes 
usually occur in a crescent shape, which is not seen in the other species. On the other 
hand, a ring stage (immature) parasite of all four species can be relatively similar. 
Hence, the life-stage and species recognition tasks should be investigated as separate 
but also as joint tasks. 
In the previous detection discussions, the subclasses of the parasite classes were not 
considered; all the parasite species and life-stages were treated as a single class (i. e. 
parasite). The same was true for the non-parasite objects. Figure 7.1 demonstrated 
the sub-classes of the problem, which is subject to this discussion. 
In Section 1.3.1, the most common properties of the different species Nvere listed in 
Table 1.3.1 and the illustrations of different life-stages were shown in Figures 1.1-1.4. 
A similar methodology to that for the parasite detection problem is used here. The 
detailed explanations about the methodology can be found in Chapter 7. The same 
data set is used here; however, the data is not divided into two sets. Section 9.1.1 
presents some preliminary information about the sample distribution, which guided 
our experimental methodology. 
9.1 Experiments 
It is possible to perform several different experiments considering the hierarchy of the 
classes (Figure 7-1). 
1.20-Class All Samples Classification: This overrides the parasite detection task 
and it investigates whether the three tasks (i. e. detection-species-lifc-st age) can 
be performed by a single classification. 
2.16-Class Parasite Samples Classification: This assumes the parasite detection is 
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performed already. Therefore, it investigates whether the two tasks (i. e. species/- 
life-stage) can be performed jointly by a single classification. 
3.4-Class Species and 4-Class Life-Stage Samples Classification: In these cases, 
all three tasks are treated separately. Hence, two classifications are performed 
separately for the species and life-stagc categorisations. 
The following section analyses the sample distribution for the classes and discusses 
the appropriateness of the different experiments. 
Preliminary 
The information about the UoW thin blood film slides and existing parasite species 
was provided in Section 3.2. It will be appropriate to look at the species and life. 
stage distributions in the sample set. Here, all of the existing samples (i. e. Ta+Tt, 
see Section 8.1) were used. The histogram in Figure 9.1(a) presents the distribution 
of the samples into the subclasses (see also Figure 7.1). As we were aware from the 
detection problem, the non-parasites were the most populated class in the sample set. 
However, here, the distribution of the parasites and non-parasites can be seen in the 
lowest level (except white blood cell types). The most populated non-parasite class 
was the artefacts followed by the platelets, white blood cells and incomplete extracted 
objects. Figure 9.1(b) shows only the distribution of the parasite subclasses. The 
most populated parasitc-species-(life-stage) class was P. Falciparum-rings followed by 
P. Vivax-rings, P. Ovale-trophozoites. It can be observed that the sample set did 
not contain any P. Vivax-schizonts and P. Malariae-gametocytes. The distribution of 
the samples into species and life-stage classes can be seen in Figures 9.1(c) and 9.1(d), 
respectively. The species distribution was as follows P. Falciparum(335), P. Vivax(206), 
P. Ovalc(97), P. Malariac(31). The life-stage distribution was as follows Rings(436), 
Trophozoites(169), Gametocytes(44), Schizonts(20). 
The unbalanced distribution of the samples and the lack of two life-stages of P. 
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Figure 9.1: Distribution of the samples: (a) All data; sub-labels denote (R: ring, T: 
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Vivax and Malariae is not very satisfying, particularly for the 20-class and 16-class 
experiments. The unbalanced distribution will cause the less frequent classes to be 
dominated by the others. This was faced also in the parasite detection problem; how. 
ever, it was partially solved by using the biased KNN classifier for which the ROC 
analysis provided visual guide to bias selection. However, although we can utilise the 
biased classifier with different bias values for the classes, the ROC analysis for multi- 
class problems is not very practical [481. Without the comfort of a two-class ROC 
analysis it will be difficult to make use of or even interpret the biased classification 
results. Secondly, this condition imposes some constraints on the experimental evalua- 
tion. For example, we cannot perform significant joint species/life-stage tests because 
some classes have fewer than five samples. For example, we can not set aK value 
of the KNN classifier to 5. However, it is still possible to ignore this condition and 
perform 20-class and 16-class experiments in for the species and life-stage recognition 
tasks. 
Due to the same reasons it is not feasible to divide the dataset into two parts as 
done for the parasite detection experiments. Here, we are forced to perform leave-one- 
out evaluations on the whole set. Therefore, we do not have a separate set to make 
choices for the parameters. However, one can argue that the feature parameters were 
optimised for the half of the set for the parasite detection; therefore, leave-one-out 
evaluations can be optimistic. On the other hand, one can argue that the classification 
problems are different; so the use of the same features will be inefficient because features 
should be once again determined for the separate classifications. In fact the second 
argument is stronger: switching between a two-class and a multi-class problem is not 
only about altering the class labels. Provided that the features are the same, the 
samples will be located in the same positions in the Euclidean feature space as the 
two-class problem. However, the classifier decision boundaries are expected to relocate 
for the KNN and most classifiers. However, KNN has a special condition: when K=1 
(i. e. nearest neighbour) multi-class or binary classifications are equivalent. Because 
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when the feature space does not change the nearest neighbour of the query does not 
change. 
Therefore, the best approach can be to re-evaluate the feature performances for 
the current task. However, none of the feature parameter tuning, feature comparison 
procedures were applied here. They were left for future studies where more samples 
available. Experiments were performed on the concatenated IIGS feature using a basic 
KNN classifier with the RL, distance metric. 
A final issue, which is specific to KNN, is the tic (equal "votes") membership 
conditions for a decision. In the case of a binary classification, tie conditions are 
prevented by using odd K values: for an odd K value one of the two classes always 
has more nearest neighbours than the other. However, this is not possible for multi- 
class KNN: inevitably tie conditions occur when the training samples distributed to the 
different 20 classes are considered for a finite set of K neighbour. For a finite sample 
size the tie conditions are expected to increase with the number of different classes; 
however, they can be reduced in number by using large K values. However, large K 
values were not feasible for our sample set because there are few examples of some 
classes. Instead, the tie conditions Nvere solved by assigning the queries to the nearest 
neighbour's class. 
9.1.2 Parasite Detection Misclassifications 
Before beginning the primary experiments, we can perform one more analysis which 
can contribute to the analysis of the misclassifications of the parasite detection task. 
Additionally, we can gain some additional insight in to the overall problem. The binary 
parasite detection experiments ignored the subclasses of tile problem and treated all 
the species and life-stages as the parasite class whereas all the non-parasite samples 
were treated as the non-parasite class. Furthermore, the whole sample set was divided 
into two partitions then used for the hold-out evaluations. The partitioning ensured the 
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training (Ta) and the test (Tt) samples were from different images. However, there was 
no criterion to ensure that the sub-class samples were equally distributed among two 
sets. Figure 9.2(a) shows the distribution of the classes in the training (Tn) and test 
(Tt) sets, respectively. It can be seen that the samples (of sub-classes) were not equally 
distributed between the two sets. Moreover, in some of the sub-classes the test set 
samples were more than the number of the training set samples. This may be critical for 
the sub-classes which have fewer samples. For example, it can be seen that the training 
set did not contain any Malariae trophozoites (M. T). This may be the reason that all of 
the test samples from this sub-class were misclassified (Figure 9.2 (a)). The classifier was 
designed to learn a generalised parasite notion without considering the sub-categories 
by capturing the similarities of the parasite objects and thus discriminating against 
the non-parasite objects. Because there were few samples of Malariae trophozoites, 
we can not conclude directly that all the Malariae trophozoites were classified as non- 
parasites due to lack of generalisation. There might be other factors which could cause 
this, e. g. the unbalanced parasite/non-parasitc sample distribution. However, it is a 
possibility and an important issue to investigate further. If a generalisation problem 
exists, this may indicate that the features were not able to capture the variation of the 
objects successfully to represent the "pamsiteness"/"non-pamsiteness" of the objects, 
or the features were sufficient but the classifier could not develop a gencralisation of 
the parasitenessInon-parasiteness notion. In either case, this may suggest that the 
generalisation should be sought at a different level rather than the highest parasite/- 
non-parasite level. 
9.1.3 20- and 16-Class Classifications 
The 20-Class classification regards every sub-class of the problem as independent. In 
contrast to the parasite/non-parasite binary classification, it seeks a generalisation in 
the lowest level in the hierarchy of the objects (according to our chart Figure 7.1). In 
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Figure 9.2: The parasite detection samples and misclassified samples' distributions 
among the subclasses: (a) All sub-classes, (b) Only the parasite sub-classes. 
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other words, it intends to perform the parasite detection, species recognition and life- 
stage recognition tasks jointly in a single classification. Moreover, It provides discrimi- 
nation within the non-parasite sub-classes (i. e. WBC, platelet, artefact, and incomplete 
objects). 
As explained earlier, due to the few samples of some sub-classes, the experiment 
had to be constrained. We performed leave-one-out evaluations on the whole sample 
set with KNN. The K value of the classifier was set to 3 according to the smallest 
population of the sub-classes in the whole set. Note that K=1 is the lowest possible 
value, however, the results would be equivalent to the binary detection classirication. 
Because, as discussed before, K=1 is a special case of KNN where a two-class or 
multi-class classification selects the same nearest neighbour. Figure 9.3(a) shows the 
distribution of the samples and misclassified samples among the sub-classes. It must 
be noted that, in this case every sub-class had to compete with 19 other sub-classes 
in order to classify the objects. As a consequence, the missed classirications are more 
widely distributed. For example, it can be seen that missed classifications in the 
platelet sub-class were increased compared to the parasite detection case. Examining 
the parasite sub-classes misclassifications alone, it can be better seen that the less 
populated sub-classes had larger missed sample portions. Here a missed classirication 
indicates that a sample was classified to the one of the other 19 sub-classes instead of 
the correct one, but which one? 
The confusion matrix in Figure 9.4 answers this question in detail. The confusion 
matrix can be read as follows: the input samples with respect to the different sub-classes 
are shown in the columns; the outputs of the classifier for these inputs are shown in 
the rows; the diagonal terms show the correct classifications; the rest of the terms show 
with which other sub-class the patterns were confused. It is easy to read it in column 
order. For example, examining P. Vivax rings (the first column, i. e. V. 1t), we can see 
that 112 of the patterns were correctly classified whereas 1,10,2,2, and 5 of the P. Vivax 
rings were incorrectly assigned to the P. Vivax-trophozoite (v. T), P. Falciparuni-ring, 
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P. Falciparum-trophozoite, platelet, and artefact sub-classes respectively. There is a lot 
of detail in the confusion matrix; however, the sample distribution was unfair to treat 
all confusions as significant. Some remarkable observations can be summarised. Most 
of the parasite sub-classes were confused with the artefact sub-class of the non-parasites 
and vice-versa. The ring life-stages were the most confused sub-classes. Within the 
non-parasite sub-classes, most of the confusions occurred between the platelets and 
artefacts; within the parasite sub-classes most of the confusions occurred across the 
different species rings (e. g. V. R-F. R); and the life-stage confusions (e. g. F. R-F. T) within 
the same species were observable. Finally, it is remarkable that within the non-parasite 
sub-classes, confusions were limited by the artefacts and platelets and was not spread 
to the WBCs, which may enable the counting of WBCs. 
In the ideal case, we should report the classification accuracy for each sub-class 
separately. If we consider that some of the sub-classes had few or no samples, the 
results would be far from significant. Additionally, the lowest level accuracies were not 
a major concern here. However, we can still calculate the binary parasite detection, 
species and life-stage recognition accuracies by categorising the errors for the sub- 
classes. These were calculated and compared in the Section 9.1.6. 
The 16-class classification assumes that a binary parasite/non-parasite classifi- 
cation, the detection, is performed previously. It actually performs the same joint 
species/life-stage classification as the 20-class classification; however, the non-parasite 
samples are discarded beforehand by the binary detection process. All the classifier set- 
tings were the same as 20-class classification. Figure 9.5 shows the distribution of the 
samples and misclassified samples among the 16 parasite sub-classes. It can be observed 
the most missed sub-classes were P. Falciparum-trophozoites, P. Falciparum-rings, P. 
Vivax-rings, and P. Ovale-trophozoites, respectively in the order. The confusion matrix 
in Figure 9.6 reveals how these missed classifications were assigned. It can be observed 
that most of P. Falciparum-trophozoites were assigned to the P. Falciparum-rings class. 
There were other within-species confusions such as between P. Ovale-trophozoites and 
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Figure 9.3: 20-Class Classification: Distribution of the samples and missed classifica- 
tions among the sub-classes, (a) All sub-classes, (b) Only the parasite sub-classes. 
229 
20-Class Confusion Matrix 
v. F 
v. 1 
v. S 
V. c 
0. F 
o. 1 
O. s 
0. C- 
f. R 
f. -T 
m. R 
M. T 
M. s 
m. G 
w 
p 
A 
-112 2 
-1 43 
0 
19 
0 1 
2 57 1 4 
1 
10 
184 
2 5 24 
0 
2 
6 
9 
00 
1461 1 
1 
1 
4 1 382 
2 K II 
I 
99 
. 
132 
" 
v. R V. T v. S v. G OR o. T O. S O. G f. R f. T f. S f. G m. Rm. Tm. Sm. G WPAI 
Inputs 
Figure 9.4: 20-Class Classification: Confusion matrix. The first letters v, o, f, and 
m denote P. Vivax, P. Ovale, P. Falciparum, and P. Malariae species respectively. The 
second letters R, T, S, and G denote Ring, Trophozoite, Schizont, and Gametocyte 
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incomplete objects respectively. 
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Figure 9.5: 16-Class Classification: Distribution of the samples and missed classifica- 
tions. 
P. Ovale-gametocytes. The cross-species confusions were mostly observed between P. 
Falciparum-rings and other close sub-classes such as P. Vivax-rings and P. Malariae- 
rings. Note that as expected the confusions were very similar to the 20-class classifi- 
cation. The slight differences were due to the effects of the prior binary classification, 
which produced a different subset of parasites. Again, we were not interested in the 
lowest level accuracies but the species and life-stage discrimination accuracies. These 
were calculated and compared in the Section 9.1.6. 
9.1.4 4-Class Species Classification 
The 4-Class species classification assumes that a binary parasite detection is performed 
beforehand. It seeks a generalisation in the species level. In other words, the classifier 
intends to develop a gencralisation for the species classes (P. Vivax, P. Ovale, P. Falci- 
parum, P. Malariae) and discriminate them. Hence, after the binary parasite detection, 
the original sample labels are reproduced by discarding the lowest life-stage levels and 
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tested in the KNN classifier with the same settings as before. Figure 9.7(a) shows the 
sample and missed classifications' distributions for the set of detected samples by the 
binary parasite detector. The preliminary experiments showed previously the distribu- 
tion of the samples into species classes in the whole sample set. Here, it can be observed 
that the distribution was similar. The distribution of the misclassirications was also 
similar. Figure 9.7(b) shows the confusion matrk It can be seen that the confusions 
occurred mostly between the P. Vivax and P. Falciparum whereas P. Ovale confusions 
were comparable. The confusions of P. Malariae and to P. Vivax were low. However, 
this could be related the unbalance of the sample set. For an equal distribution of the 
samples, P. Malariae confusions can be expected to be similar to other three species 
classes. Here, since the life-stage information was hidden, we can not see the life-stage 
information of the species. However, observing the previous confusion matrices, we 
can expect that most of the P. Vivax-P. Falciparum confusions occurred in the ring 
life-stages as in the previous 20-class and 16-class classifications. 
9.1.5 4-Class Life-Stage Classification 
The 4-Class life-stage classification assumes that a binary parasite detection classifi- 
cation is performed previously. It seeks a generalisation in the lowest life-stage level. 
However, the species differences are ignored. In other words, the classifier intends to 
develop a generalisation for the life-stages (rings, trophozoites, schizonts, and game- 
tocytes) by considering for example P. Vivax-ring and P. Falciparum-ring In a single 
class. Figure 9-8(a) shows the sample and missed classifications' distributions. Note 
that a binary parasite detection classification was applied prior to the classification. 
Again, the distribution of the samples was not equal. Figure 9.8(b) shows the confusion 
matrix. It can be seen that the confusions occurred mostly between the Trophozoite 
(T) and Ring (S) classes. The second most common confusion was the opposite case. 
It was plausible to observe that the confusions between morphologically distant classes 
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Figure 9.7: 4-Class Species Classification: (a) Distribution of the samples and missed 
classifications, (b) confusion matrix. The letters V, 0, F, and M denote P. Vivax, P. 
Ovale, P. Falciparum, and P. Malariae species respectively. 
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(i. e. schizonts(S)-rings(R) or gametocytes (G) -rings (R)) did not occur. The species in- 
formation was hidden, so we do not see the species information of the life-stagc. How- 
ever, observing the similarity of the results to the 20-class and 16-class classification 
confusion matrices, we can assume, for example, the schizont-gametocyte confusions 
occurred within the P. Ovale species. 
9.1.6 Comparison 
As stated earlier, all four classification schemes seek different generalisations. In the 
20- and 16-class classification, the generalisation was sought at the lowest levels. In the 
4-class species and life-stage only classification schemes, the gencralisation was sought 
in different levels. However, we were mainly interested to find an efficient classification 
scheme to perform only species and life-stage recognition. Thus, although the confu- 
sion matrices observed so far give enough evidence to see that there is no significant 
difference, we calculated the life-stage and species recognition performances (i. e. Acc, 
SE, and SP) and compared these numerically for the respective schemes. Table 9.1 
summarises the numerical results. It must be noted all results were obtained by the 
leave-one-out evaluations on the whole set. Hence, the parasite detection performances 
are slightly higher compared to the hold-out (Ta - Tt) evaluations of the parasite de- 
tection experiments. It can be observed that the detection performances of the 20-class 
classification and the binary parasite detector were similar. However, this is related 
to the very low K setting (i. e. 3). The results would be equal in the K=1 case be- 
cause the nearest neighbour to a query does not change. We observed for the higher K 
values the 20-class parasite detection performance degrades. The number of detected 
parasites was close but the detected samples were different. Therefore, the 20-class 
classification scheme is not directly comparable to the other three schemes. However, 
its pre-detection performed equivalent, the 16-class classification, can be compared to 
the 4-class classifications. For both species recognition task, it can be observed that 
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the average accuracy (Acc) values were not significantly different for the three schemes 
(i. e. 20,16, and Spec-4) whereas there were slight differences in the sensitivity (SE) and 
positive prediction values (PPV). A visual comparison of the sensitivity and positive 
prediction values of the different species can be seen in Figure 9.9. For the life-stage 
recognition task, the 4-class life-stage classification performed worst compared to the 
other two (20,16). A visual comparison of the sensitivity and positive prediction values 
of the different life-stage can be soon in Figure 9.10. 
By comparing the sensitivity and positive prediction values of the different clas- 
sification schemes, it can be stated that the species recognition can be performed by 
16-class or 4 class species classification. On the other hand, the life-stage recognition 
task seems to be better performed by the 16-class classification. However, it is also pos- 
sible to perform 20-class classification and perform all three tasks at once with a cost of 
slightly reduced detection performance. However, with larger and equally distributed 
sample sets the difference between the binary detection and 20-class classification may 
be reduced. 
Finally, it can be concluded that sufficient evidence is provided to show that the life- 
stage and species recognition is possible as an extension to parasite detection. However, 
there is an important issue, which may be appropriate to highlight here and may be 
investigated in future studies. The comparisons were performed using the same sample 
set, same feature (HGS) and same classifier settings (KNN, IC = 3, and RL, distance). 
The comparison may produce a different conclusion if the classification schemes could 
be allowed to use different features. In the next section, the significance of the results 
is discussed with a broader comPuterised diagnosis perspective. 
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Binary 20 16 Spec-4 Life-4 
Detection Acc 94.5 94.4 
SE 83.1 82.7 
SP 96.8 96.7 
#Detected Parasites 1 556 553 1 556 
- 
556 1 
_556 -I 
Species Acc 91.0 91.0 90.7 
P. Vivax SE 90.3 90.9 88.8 
P. Vivax PPV 89.4 91.3 92.1 
P. Ovale SE 92.3 92.2 93.3 
P. Ovale PPV 93.3 92.2 87.5 
P. Falciparum SE 93.0 92.7 93.1 
P. Falciparum PPV 91.1 90.8 90.8 
P. Malariae SE 69.6 70.8 70.8 
P. Malariae, PPV 94.1 85.0 89.5 
Life Stages Acc 89.9 89.2 88.7 
Ring SE 96.7 96.5 96.5 
Ring PP 93.4 93.1 92.9 
TTophozoite SE 81.3 81.3 80.6 
Trophozoite PPV 86.1 85.0 83.8 
Schizont SE 58.8 58.8 41.2 
Schizont PPV 90.9 71.4 70.0 
Gametocyte SE 80.0 73.2 75.6 
Gametocyte PPV [--74.4 76.9 75.6 
Table 9.1: Comparison of the 20-class, 16-class, and 4-class (Spec-4 and Lifc-4) clas- 
sification schemes for the species and lific-stage recognition tasks. SE: sensitivity, PPV: 
positive prediction value. 
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Figure 9.9: Comparison of sensitivity (SE) and positive prediction values (PPV) of the 
species recognition task for different classification schemes: (a) 20-class classification, (b) 
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9.2 Discussions and Conclusions 
The species and life-stage recognition tasks were seen as extensions to parasite detec- 
tion. However, the study considered the three tasks as both consecutive and Joint. The 
experimental results have shown that either approach can provide a solution. 
The results for the species recognition task suggest that species recognition can be 
performed with either of the 20-, 16- or 4-class species classification schemes. On the 
other hand, the life-stage recognition results were noticeably better with the 20- and 16- 
class classification schemes than the 4-class lifc-stage classification scheme. Plausibly, 
most of the confused samples were in perceptually similar sub-classes. The species 
confusions mostly occurred between different species ring life-stages where, in general, 
the species specific morphologies are less observable. The life-stage confusions mostly 
occurred between rings and trophozoites where there are no strictly defined boundaries; 
and distinction can be difficult also in manual examination of a single parasite. 
An important point is that the same feature set that was used for the parasite 
detection task was utilised here. Considering the problems were different, feature 
relevancies should have been investigated for each task and each classification scheme 
separately. The sample set conditions and concerns for an equal comparison between 
different classification schemes did not allow such an investigation, and hence this is 
identified as future work. 
The unequal distribution of the species and life-stages in the sample Bet constrained 
the empirical evaluations for the species and IA-stage recognition tasks. Tile coinpar- 
ison of the different classification schemes can be regarded as preliminary. However, 
they have shown promising evidence that species and life-stage recognition tasks can 
be performed as an extension to the parasite detection. It may also be possible to 
perform all three tasks in a single 20-class classification scheme. 
In Section 7.7, we have defined four different degrees of sample independence to 
reveal thoroughly the generalisation for the CDM application. The experiments per- 
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formed leave-one-out evaluations on the whole sample set. Therefore, the training and 
test samples were allowed to be from the same images (i. e. the first degree of sample 
independence). The third degree of sample independence requires training and test 
samples to be from different thin blood film slides. This can reveal more generalised 
performance for all three tasks. However, in order to achieve this, the sample set must 
include a significant number of thin blood film slides. This has been identified as the 
primary future work. 
In manual microscopy examination, the species and lifc-stage recognition tasks can 
be performed contextually for a whole slide. Therefore, the appearance of one parasite 
can be used as a clue for another parasite. Moreover, if a significant number of a 
single species is identified on a test slide, considerably less frequent species can be 
regarded as misclassifications. H owever, mixed infections should be taken into account. 
Unfortunately, due to the limited number of slides this issue could not be investigated. 
It can be investigated when a significant number of slides are available. 
Although it was not one of the main objectives of the study, the 20-class classifica- 
tion experiments showed that also the non-parasite stained objects could be classified 
into the categories such as white blood cells, platelets, and artefacts. White blood cell 
and platelet counts of blood are important measures that are used in clinical analysis 
of many sicknesscs. Despite being taken here as a whole category, the artefact class 
can include some blood anomalies (e. g. iron deficiency). The study can be extended to 
identify these conditions as well. 
A comprehensive publication including the species and life-stage recognition studies 
is currently under preparation. 
9.2.1 On the Related Studies 
In two earlier studies performed by the University of Westminster group, [34,351 the 
parasite detection task was not addressed. The analysis in [341 eliminated the NVBCs 
242 
from the images and performed only life-stage analysis for P. Falciparum species. The 
analysis in [35,109] performed life-stage analysis directly on the stained objects without 
considering the presence of non-parasites. In comparison, the study presented here has 
taken a significant step towards CDM. 
In a more recent publication [741 (April 2006, almost concurrently with our publi- 
cations [36,371) the problem was addressed as a consecutive (detection-species recog. 
nition) problem which is similar to approach taken in this study. The reported results 
were as follows (with our results of binary parasite detection and 16-class species and 
life-stage recognition shown in brackets): The results for parasite detection were re- 
ported as: Sensitivity (SE) of 85.1% (72.1%) with a Positive Prediction Value (PPV) 
of 80.8% (85.1%). The specificity value or false detection rate was not reported. See 
Section 7.5 for descriptions of these measures and note that PPV is a population de- 
pendent performance measure. For the species recognition task the SE-PPV results 
were reported as follows: P. Falciparum 57%-81% (92.7-90.8%), A Vivax 64'7c-54% 
(90.9-91.3%), P. Ovale 85%-56% (92.2-92.2%), P. Afalariae 297c-28% (70.8-85.0%). 
The life-stage recognition problem was not investigated. 
Since the sample sets are different, a comparison of the two methods based only on 
the numerical results alone is unfair. The methods must be trained and tested on the 
same set of images for a fair comparison. However, simple numerical comparison would 
indicate that the methods presented here are comparable to, and possibly better than, 
Ross's. 
However, we can methodologically compare the two approaches. The main differ- 
ences are the pre-processing steps for obtaining stained objects, the choice of features, 
and the classifier algorithm. They followed Di Ruberto et aLs' approach [34] to extract 
stained objects (see Section 2.5). This was subsequently improved by Rao et at 135] 
and further improved within this thesis study (see Section 6.6). In the classirication 
stage, they proposed the use of two different sets of features for parasite detection and 
species recognition. They extracted 75,117 individual features for parasite detection 
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and species recognition. Using principal component analysis (PCA [33]) they reduced 
the set of features to 37,38, respectively. The use of optimised features may improve 
the performance but it degrades the method's expandability towards other parasites or 
blood anomalies. They trained two different two level BPNNs for the parasite detec- 
tion and species recognition consecutively. We have shown in the detection experiments 
that BPNN has no advantage over KNN. Moreover, BPNN is not expandable, and it 
requires a new training (and possibly a new design) if a new function is desired (e. g. 
detection of a new blood parasite). 
A more recent study [110] (Jan 2007) proposed "parasite counting" software. Sim- 
ilar to Rao's study [35,1091, they have experimented only on P. Falciparum in Vitrv 
images where the parasites are grown under a controlled environment. Other regular 
blood components and artefacts, which are the main problems of diagnosis, are not 
present in in vitro samples. Thus, the proposed program counted the stained objects 
and compared the results to manual counting. They stated that the program was in- 
tended for research purposes; however, not applicable to diagnosis. The species and 
life-stages recognition problems were not studied. 
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Chapter 10 
Conclusions 
This work reports the investigation of the diagnosis of malaria infection in peripheral 
thin blood film images. The problem was approached from the general computer 
vision, mathematical morphology, and statistical pattern recognition perspectives. In 
this chapter a summary, concluding remarks and future directions are provided. 
10.1 Summary 
The data collection methods used in this study were explained in Chapter 3. The 
implementation of the UoW microscope-camera setup was described. A set of 630 
thin blood film images were acquired. The set contained examples of all four species 
of Plasmodium, which infect humans. The problem of non-uniform illumination was 
discussed. Two simple and effective solutions were implemented: the illumination 
image subtraction and morphological top-hats based filtering as proposed in [291. In 
addition to image acquisition, the ground-truth data collection methods were explained. 
Three simple programs were implemented to aid manual markings. The collected data 
were then used in the segmentation, stained pixel detection, and object classification 
experiments. 
The segmentation of the thin blood film images was examined in Chapter 4. The 
methods introduced a new modified watershed transform and a cell marker extrac- 
tion technique based on the Radon transform. It also utilised existing tools (i. e. area 
granulometry [451, morphological double thresholding [351). The proposed algorithm 
performed better than the earlier best algorithm [951, but did not overcome the com- 
mon limitation: the segmentation algorithm was not applicable to images of dense 
fields. This study contributes to mathematical morphology by introducing the mini- 
mum area watershed transform. Its application to other increasing attributes such as 
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the area of a minimum enclosing rectangle, volume, or height can use the proposed 
algorithm by replacing the area criterion. Moreover, a gencralised attribute watershed 
algorithm also covering non-incrcasing attributes (e. g. circularity, shape, and colour) 
can be possible. This potential should be investigated further. 
The segmentation approach was not successful for the images of the dense fields 
of the blood film where blood cells do not have resolvable boundaries. Hence, the 
top-down deductive analysis strategy was altered to allow all images to be processed 
successfully. This was performed by searching and segmenting the objects locally in 
the images. The segmentation process was bypassed. This is illustrated in Figure 10.1. 
Therefore, the diagnosis scheme was reduced to three main steps: stained object 
extraction, parasite detection, and species and life-stage recognition. The colour in- 
formation in the RGB vector form was used extensively in all the steps. In order to 
use different images with different colour characteristics, colour constancy (i. e. colour 
normalisation) was studied. 
Chapter 5 introduced a new colour normalisation method for thin blood film im- 
ages. The method first separated the input image into foreground and background 
regions (i. e. image binarisation, [351), then performed the normalisation sequentially. 
The method utilised the simple (and database) grey-world colour normalisation tech- 
nique. However, it exploited simplicity of thin blood film images which are comprised 
of the plasma and cells (i. e. foreground objects). The effectiveness of the approach was 
demonstrated by the experiments. Moreover, examples demonstrated that the method 
could also work with images from unknown sources and images containing other blood 
parasites. Also further tests in the stained pixel detection experiments showed that 
the proposed colour normalisation method improves the Bayesian pixel classifier per- 
formance. It is possible to prepare a set of images (of the same field) under different 
acquisition conditions and compare the proposed method to the other general-purpose 
colour normalisation methods [129]. This is identified as future work. 
Chapter 6 introduced a new local analysis method for detection and extraction of 
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stained objects. The stained pixel detection task was approached as a two-class colour 
pixel classification problem. A Bayesian colour pixel classifier was implemented using 
the non-parametric histogram-based density estimation. The experiments showed that 
the method was successful in detecting stained pixels. The stained object extraction 
algorithm was developed as an alternative to the top-down segmentation strategy. It 
did not rely on a top-level assumption such that all the objects in the images are red 
blood cells and are segmentable. It used the detected stained pixels as the starting point 
and enlarged them by using mathematical morphology operations (i. e. area top-hat and 
reconstruction by dilation). By limiting the enlargement with respect to average cell 
area estimate (calculated by area granulometry [451), the algorithm was able to extract 
the stained cell regions on the lightly populated fields, whereas in the densely populated 
fields the errors due to unresolvable boundaries were limited. 
The proposed Bayesian pixel classification scheme made decisions based on single 
pixel colour and without considering local characteristics or other global input image 
conditions. Hence, it had to be supported by the local examination using morphological 
operations. However, it may be worth investigating whether stained pixel detection 
can be performed by a local analysis. For example, instead of using a single pixel 
colour vector to decide whether it is a stained or non-stained pixel, it may be possible 
to consider the neighbour pixels in a fixed size window. If stained pixel detection can 
be improved, it may be possible to bypass the morphological operations, which rely 
on the average cell area estimate. Therefore, the method would be also applicable to 
thick film analysis or other blood parasites. This is also identified as future work. 
Chapter 7 explained the various aspects of the statistical pattern recognition met- 
hodology that was used in our diagnosis expcriments: parasite detection, species and 
life-stage recognition. 
Chapter 8 investigated parasite detection. It processed stained objects further to 
extract several colour- and shape-based features. It utilised a well-known supervised 
learning algorithm (K-Nearest Neighbour) as a classifier. A thorough experimental 
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study investigated some important aspects of the features and the classifier architec- 
ture. The results (Sensitivity: 72.1, Specificity: 97.5, Positive Prediction Value: 85.1, 
Negative Prediction Value: 94.5) show that parasite detection was possible using KNN 
(with the relative distance metric) with a concatenated feature comprised of colour 
histogram, area granulometry, and some simple shape measurements. 
The scale-variance of the detection method was investigated. The average cell 
area estimate (calculated by area granulometry of the images) was used to perform 
image pre-scaling prior to feature extraction. Although the results were not higher, the 
comparative experiments suggested that the pre-scaling process improves robustness 
against scale changes. The area granulometry based average cell area estimate may be 
inaccurate or in some conditions irrelevant as discussed in Sections 7.2.6 and 2.2. For 
example, in images of highly dense fields, RBCs overlap considerably. This makes it 
difficult to resolve the individual cells and estimate an average cell area. The alternative 
(possibly the best) solution is to record and normalise the scale of the images with 
respect to the capturing imaging systems. However, the area granulometry based pre- 
scaling process should be used where this information is not available. 
The evaluations of the detection method were based on a single stained object clas- 
sification (i. e. per-object). A stained blood film slide contains hundreds of thousands of 
objects to be classified, and a real diagnosis scenario requires a per-smear (i. e. per-slide) 
decision. The per-object-classification results suggest that the per-smear-diagnosis can 
easily be performed. However, it may require a different sensitivity-specificity oper- 
ating characteristic than the one used here. Hence, a variable sensitivity-specificitY 
scheme, which can be used with the help of a ROC (Receiver Operating Characteris- 
tics) curve, was implemented. The variable scheme allows the classifier to adapt to the 
per-smear diagnosis scenario. 
Parasite detection is the most important function for malaria diagnosis. The diag- 
nosis is possible only if the system can differentiate between a parasite and a regular 
blood component. This thesis provided a parasite detection method, which can effec- 
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tively perform this task. However, a recent research study [74] addressed the problem 
with a similar approach to this study. Compared to our results, the reported detection 
sensitivity was higher, the positive prediction value was lower; however, the specificity 
value was not reported. We have shown that the sensitivity value alone is not sufficient 
to suggest acceptable diagnosis performance (see Section 8.4). Moreover, our biased 
KNN classifier allows a variable sensitivity-specificity trade-off. For example, if 73% 
percent specificity (SP) is acceptable, the classifier can provide 97% sensitivity. There- 
fore, a direct comparison based on the numerical results is not fair. The methodological 
differences between the methods were discussed in Section 9.2.1. 
Chapter 9 investigated species and life-stage recognition. These tasks were seen as 
extensions to the parasite detection. The possibility of performing all three tasks in 
single joint classification was also investigated. The unequal distribution of the species 
and life-stages in the sample set constrained the empirical evaluations for the species 
and life-stage recognition tasks. However, the experiments have shown promising ev- 
idence that species and life-stage recognition tasks can be performed as an extension 
to the parasite detection. In addition, it was shown in this thesis that it is possible to 
perform all three tasks in a single joint classification. 
However, the same feature set that was used for the parasite detection task was 
utilised for species and life-stage recognition. Considering the problems were different, 
feature relevancies should have been investigated for each task and each classification 
scheme separately. The sample set conditions and concerns for an equal comparison 
between different classification schemes did not allow such an investigation. This is 
identified as future work. 
Moreover, although it was not one of the objectives of the study, it was shown in 
species experiments that non-parasite objects could also be classified into categories 
such as white blood cells, platelets, and artefacts. White blood cell and platelet counts 
of blood are important measures that are used in clinical analysis of many sicknesses. 
Despite being categorised as a whole category (in our experiments), some blood anoma- 
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lies (e. g. iron deficiency) are included in the artefact class. The proposed classification 
scheme can be extended to identify these conditions as well. 
10.2 Improvements and Extensions 
The possible improvements and extensions for the proposed methods are listed below. 
e The minimum area watershed transformation (described in Section 4.4) can be 
extended to workwith other attributes. Thus, it may be possible to provide a 
generalised attribute watershed transform. 
it is possible to evaluate the colour normalisation method (described in Section 
5.2) by acquiring the same field of a slide with different acquisition settings and 
comparing the difference (e. g. RNIS) of the outputs. 
The stained-pixel detection method (described in Section 6.2) can be improved by 
enhancing the feature and classification scheme (see the summary in the previous 
section). Thus, it may be possible to bypass the morphological operations, which 
rely on the average cell area estimate by axea granulometry. Therefore, the 
method would be applicable to thick film analysis or other blood parasites. 
For the diagnosis tasks KNN classification algorithm was used with simple dis- 
tance metrics. Some adaptive distance measures are known to improve the KNN 
algorithm's performance on some common data sets [1631. This can be investi- 
gated further. The adaptive distance measures usually incorporate more sophis- 
ticated and complex learning algorithms (e. g. support vector machine) to KNN. 
Ilowever, it should be taken into account that the simplicity of KNN provides a 
good flexibility for possible future extensions to the system, e. g. for diagnosis of 
other parasites. 
* The same feature set was used for parasite detection, species and life-stage recog- 
nition tasks. Considering the problems axe different, feature relevancies should 
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have been investigated for each task and each classification scheme separately. 
This issue can be investigated further when a significant number of samples (i. e. 
smears, slides) are available. 
In manual microscopy examination, the species and lifc-stagc recognition tasks 
can be performed contextually for a whole slide. Therefore, the appearance of one 
parasite can be used as a clue for another parasite. This issue can be investigated 
further when a significant number of samples (i. e. smears, slides) are available. 
10.3 Conclusions for CDM and Future Directions 
The set of solutions proposed here provided a well-defined basis for realising the com- 
puterised diagnosis of malaria. It is possible to design a gencralised diagnosis tool 
covering other peripheral blood parasites since the methodology does not depend on 
the characteristics of Plasmodium, or its appearance in a particular set of images. This 
is very important because a diagnosis tool would be more useful if other parasites can 
be recognised too. 
Microscopy examination of the blood film currently is still "the gold standard" 
for malaria diagnosis despite being invented in the late 19th century. The manual 
microscopy requires proper training and has the disadvantage of being subjective. 
The most sensitive technique to detect malaria parasites is PCR (Polymerase Chain 
Reaction) [17]. However, PCR is not suitable for diagnosis due to its complexity and 
slowness. Emerging new technologies such as Rapid Diagnostic Tests (RDT) do not 
require any special equipment and training. Their detection sensitivity is lower but 
comparable to manual microscopy. However, they do not provide quantification of the 
results, species discrimination (for all species) [111, and life-stage identification. 
Computerised Diagnosis of Malaria (CDM) aims to perform automated microscopy 
diagnosis. Its per-slide detection sensitivitY may not be expected to be better than 
an expert microscopist but a result equivalent would be acceptable. However, CDM 
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has certain advantages such as being objective, improvable, and being cheaper when 
the personnel training costs are considered. As a microscopy diagnosis tool, it requires 
stained blood samples (i. e. smear) and a digital camera mounted microscope, with 
an additional computer. The preparation of a single slide takes approximately 30- 
40 minutes. This can be done in batches, however, a potential which may worth 
investigating is whether the diagnosis can be performed (i. e. parasite detection) without 
staining. 
In this work, due to limited number of samples/slides, per-slidc diagnosis tests 
could not be performed. A large-scale per-slide diagnosis test is necessary to reveal 
the actual diagnosis performance of the overall method. This test should include a 
significant number of test smears (slides) (both positive and negative). The positive 
smears (i. e. infected) should include all four species and all life-stages. The results 
should be compared to manual expert microscopy and if possible to RDT results. This 
is the primary future direction of this study. 
It should also be noted that the thick film examination sensitivity in microscopy 
diagnosis is approximately 10 times higher than for thin films [170]. However, species 
recognition is more difficult due to deformed parasites and being performed on thin 
blood films. If the CDM detection sensitivity in thin blood films is found satisfactory 
in large-scale tests, thick blood film analysis may not be essential. However, if it is 
unsatisfactory thick film analysis should be investigated. Some of the tools developed 
in this thesis can be applied to thick films with minor modifications. 
In order to be practical the computerised malaria diagnosis system must be provided 
with automatic slide positioning and image capture facilities. As performing diagnosis 
of a single sample, the slide must be re-positioned at least 100 times, focused, and 
captured. The system would be highly impractical if manual assistance was required. 
Some of the state-of-art microscopes located in well-equipped laboratories already have 
these functions. However, one of the general aims of this study was also to produce a 
cost effective diagnosis system that can be used especially in the economically weaker 
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areas where malaria is endemic and causing a serious number of deaths. The UoW 
microscope-camera setup that was built in this study is comprised of a low cost micro. 
scope and a consumer camera. However, it requires manual positioning of the slides 
and manual capturing of the images. A possible solution to this problem can be a mo- 
torised optical imaging system, which is customised for computerised diagnosis. The 
costs may be significantly reduced since a custornised system will not require many of 
the general-purpose functions and adjustments of both microscope and camera. 
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