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Resumo
Dados um grupo G, uma C*-álgebra A e uma ação parcial α de
G sobre A, construiremos outra C*-álgebra denominada produto cruzado
parcial reduzido de A sobre G. O principal objetivo deste trabalho é estu-
dar a existência de ideais não triviais nesta C*-álgebra no caso particular
A = C0(X ), em que X é um espaço topológico localmente compacto
Hausdorff. Inicialmente, discutiremos os seguintes tópicos: ações parciais,
representações parciais, fibrados de Fell e produtos cruzados parciais. Além
dos tópicos citados, o conceito de esperança condicional é de grande im-
portância na construção da C*-álgebra. Finalmente, quando a ação parcial
é topologicamente livre e minimal, demonstraremos que o produto cruzado
parcial reduzido é simples, isto é, possui apenas ideais triviais.
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Abstract
Given a group G, a C*-algebra A and a partial action α of G on A,
we will construct an other C*-algebra called reduced crossed product of A
on G. The main goal of this study is the existence of nontrivial ideals C*-
algebra in the particular case A = C0(X ), where X is a locally compact
Hausdorff topological space. We will first discuss the following topics:
partial actions, partial representations, Fell bundles and crossed products.
Besides the topics mentioned, the definition of conditional expectation is of
great importance in construction of C*-algebra. Finally, when the partial
action is topologically free and minimal, we will show that the reduced
crossed product is simple, namely, it has only trivial ideals.
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Introdução
Praticamente toda a rica interação entre a teoria de álgebras de ope-
radores e sistemas dinâmicos ocorre por meio de uma construção conhecida
como o produto cruzado. A idéia básica, que foi utilizada pela primeira
vez por von Neumann em 1936 no contexto de automorfismos de espaços
de medida, consiste em fixar uma álgebra de operadores (a W*-álgebra no
caso da construção original de von Neumann) para um dado sistema di-
nâmico cuja estrutura algébrica deva refletir as propriedades dinâmicas do
mesmo. O análogo dessa construção para o caso de C*-álgebras é devido
a I. Gelfand com os co-autores M. Naimark e S. Fomin, que a utilizaram,
mais tarde, em certos sistemas dinâmicos especiais.
A noção de produto cruzado parcial em uma C*-álgebra por uma
ação parcial do grupo Z através de automorfismos parciais foi introduzida
por R. Exel. Em seguida, K. McClanachan generalizou o conceito para
uma ação parcial de grupos discretos e N. Sieben para ações de semigru-
pos inversos. O produto cruzado parcial é uma generalização natural do
produto cruzado em uma C-álgebra por um grupo de automorfismos. Re-
centemente, um número de novas aplicações de produtos cruzados foram
encontrados em análise, bem como em outros campos da matemática e
da física-matemática.
O principal objetivo deste trabalho é construir, a partir de um grupo
G e de uma ação parcial de G sobre uma C*-álgebra A, a C*-álgebra
chamada produto cruzado parcial reduzido e estudar a presença de ideais
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não triviais nessa C*-álgebra no caso particular A = C0(X ), em que X é
um espaço topológico localmente compacto Hausdorff. Esse trabalho está
organizado da seguinte maneira:
No primeiro capítulo, apresentaremos as definições de ação parcial e
representação parcial e ilustraremos as mesmas através de exemplos. Esses
conceitos básicos serão fundamentais para o desenvolvimento do trabalho.
O capítulo 2 contém a definição de fibrado de Fell e a construção da
C*-álgebra envolvente de uma álgebra admissível utilizando o conceito de
C*-seminorma. Além disso, dado um fibrado de Fell, existe uma C*-álgebra
associada a esse fibrado chamada C*-álgebra seccional cheia.
No terceiro capítulo, construiremos um fibrado de Fell a partir de
uma ação parcial. Em seguida, faremos um pequeno estudo sobre álgebras
de multiplicadores para definir o chamado produto cruzado parcial. Final-
mente, o conceito de esperança condicional é fundamental na construção
do produto cruzado parcial reduzido, que é a C*-álgebra mais importante
em nosso estudo.
No capítulo 4, definiremos os conceitos de ação parcial topologi-
camente livre e ação parcial minimal. Além disso, provaremos o principal
resultado deste trabalho. Esse resultado afirma que se G é um grupo, X
é um espaço topológico localmente compacto Hausdorff e α é uma ação
parcial topologicamente livre então os ideais do produto cruzado parcial
reduzido C0(X ) oα,r G intersectam necessariamente C0(X ) de maneira
não trivial. Como consequência desse fato, exibiremos uma condição su-
ficiente que garante a simplicidade do produto cruzado parcial reduzido
C0(X ) oα,r G. Finalmente, através de exemplos, ilustraremos todos os
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conceitos definidos no início do capítulo para o caso particular em que G é
o grupo livre e ainda enunciaremos condições necessárias e suficientes para
que uma ação parcial do grupo livre sobre o espaço topológico compacto
associado a um grafo seja topologicamente livre e minimal.
1 Conceitos básicos
1.1 Ações parciais
O objetivo deste capítulo é apresentar e exemplificar as definições
de ação parcial e representação parcial. Esses conceitos serão essenciais
no desenvolvimento dos próximos capítulos.
Definição 1.1.1: Seja X um conjunto eG um grupo. Uma ação parcial
de G sobre X é um par ({Xt}t∈G, {θt}t∈G) tal que, para todo t ∈ G,
Xt é um subconjunto de X e θt : Xt−1 −→ Xt é uma função bijetora
satisfazendo as seguintes condições:
(1) Xe = X .
(2) θ−1t (Xt ∩ Xs−1) ⊆ X(st)−1 para todo t, s ∈ G.
(3) Se x ∈ θ−1t (Xt ∩ Xs−1) então θs(θt(x)) = θst(x).
Definição 1.1.2: Seja X um espaço topológico e G um grupo. Uma
ação parcial de G sobre o espaço topológico X é uma ação parcial de
G sobre X tal que, para todo t ∈ G, Xt é um conjunto aberto em X e
θt : Xt−1 −→ Xt é um homeomorfismo.
Definição 1.1.3: Seja A uma C*-álgebra e G um grupo. Uma
ação parcial de G sobre a C*-álgebra A é uma ação parcial
({Dt}t∈G, {αt}t∈G) de G sobre A tal que, para todo t ∈ G, Dt é uma
ideal fechado e αt : Dt−1 −→ Dt é um isomorfismo.
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Proposição 1.1.4: Seja ({Xt}t∈G, {θt}t∈G) uma ação parcial de G so-
bre X . As seguintes afirmações são verdadeiras:
(1) θe = IdX .
(2) θ−1t = θt−1 para todo t ∈ G.
(3) θt−1(Xt ∩ Xs−1) = Xt−1 ∩ X(st)−1 para todo t, s ∈ G.
Demonstração.
(1) Considere t = s = e no item (3) da definição de ação parcial. Dessa
forma, para todo x ∈ X , θe(θe(x)) = θe(x). Como θe é uma função
bijetora, segue que θe(x) = x para todo x ∈ X .
(2) Faça s = t−1 no item (3) da definição de ação parcial. Sendo assim,
para todo x ∈ Xt−1 , θt−1(θt(x)) = θe(x) = x. Logo, θ−1t = θt−1 .
(3) Primeiro, faça t = t−1 e s = st no item (2) da definição de ação
parcial. Sendo assim, temos que θ−1t−1(Xt−1 ∩X(st)−1) ⊆ Xt∩Xs−1 ,
ou seja, Xt−1 ∩ X(st)−1 ⊆ θt−1(Xt ∩ Xs−1). Por fim, o item (2)
garante que θt−1(Xt ∩ Xs−1) = θ−1t (Xt ∩ Xs−1) ⊆ Xt−1 ∩ X(st)−1 .
Logo, θt−1(Xt ∩ Xs−1) = Xt−1 ∩ X(st)−1 .

Exemplo 1.1.5: Seja G = Z e X = Cn. Defina, para cada k ∈ Z, Xk
da seguinte forma: Se 0 6 k < n,
Xk = {(0, . . . , 0︸ ︷︷ ︸
k zeros
, ak+1, . . . , an)};
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se − n < k < 0,
Xk = {a1, . . . , an+k, (0, . . . , 0︸ ︷︷ ︸
−k zeros
)}
e se k 6 −n ou k > n, Xk = {(0, . . . , 0︸ ︷︷ ︸
n zeros
)}. Defina também, para cada
k ∈ Z, θk da seguinte maneira:
θk : X−k −→ Xk
(a1, . . . , an−k, 0, . . . , 0) 7−→ (0, . . . , 0, a1, . . . , an−k)
se 0 6 k < n,
θk : X−k −→ Xk
(0, . . . , 0, a1, . . . , an+k) 7−→ (a1, . . . , an+k, 0, . . . , 0)
se −n < k < 0, e
θk :{(0, . . . , 0)} −→ {(0, . . . , 0)}
se k 6 −n ou k > n. Primeiramente, note que θk está bem definida para
cada k ∈ Z. Além disso, θk : X−k −→ Xk é uma bijeção. Vamos provar
que ({Xk}k∈Z, {θk}k∈Z) é uma ação parcial do grupo Z sobre Cn.
(1) Por definição, X0 = Cn
(2) Para esse item, oito casos devem ser considerados:
Caso 1: k > 0, m > 0 e k +m < n. Por definição,
Xk ∩ X−m = {(0, . . . , 0︸ ︷︷ ︸
k zeros
, a1, . . . , an−(k+m), 0, . . . , 0︸ ︷︷ ︸
m zeros
)}.
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Assim,
θ−1k (Xk ∩ X−m) = {(a1, . . . , an−(k+m), 0, . . . , 0︸ ︷︷ ︸
k+m zeros
)}
= X−(k+m) ⊆ X−(k+m).
Caso 2: k > 0, m > 0 e k + m > n. Nesse caso, temos que
Dk ∩ D−m = {(0, . . . , 0)} ⊆ X−(k+m).
Caso 3: k < 0, m < 0 e −(k +m) > n. Análogo ao caso 2.
Caso 4: k < 0, m < 0 e −(k +m) < n. Análogo ao caso 1.
Caso 5: k > 0, m < 0 e |k| 6 |m| < n. Assim, Xk ∩ X−m = X−m.
Portanto,
θ−1k (Xk ∩ X−m) = ( 0, . . . , 0︸ ︷︷ ︸
−(k+m) zeros
, a1, . . . , an+m, 0, . . . , 0︸ ︷︷ ︸
k zeros
)
= X−k ∩ X−(k+m) ⊆ X−(k+m).
Caso 6: k > 0, m < 0 e |m| < |k| < n. Nesse caso,
Xk ∩ X−m = Xk. Assim, α−1k (Xk∩X−m) = X−k ⊆ X−(k+m)
pois −n < −k < −(k +m) < 0.
Caso 7: k < 0, m > 0 e |k| 6 |m| < n. Análogo ao caso 5.
Caso 8: k < 0, m > 0 e |m| < |k| < n. Análogo ao caso 6.
Dessa forma, θ−1k (Xk ∩ X−m) ⊆ X−(k+m) em todas as situações.
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(3) Caso 1:
θm ◦ θk
(
(a1, . . . , an−(k+m), 0, . . . , 0︸ ︷︷ ︸
k+m zeros
)
)
=
= θm
(
(0, . . . , 0︸ ︷︷ ︸
k zeros
, a1, . . . , an−(k+m), 0, . . . , 0︸ ︷︷ ︸
m zeros
)
)
= ( 0, . . . , 0︸ ︷︷ ︸
k+m zeros
, a1, . . . , an−(k+m))
= θm+k
(
(a1, . . . , an−(k+m), 0, . . . , 0︸ ︷︷ ︸
k+m zeros
)
)
Caso 2 e 3: Trivial.
Caso 4: Análogo ao caso 1.
Caso 5:
θm ◦ θk
(
( 0, . . . , 0︸ ︷︷ ︸
−(k+m) zeros
, a1, . . . , an+m, 0, . . . , 0︸ ︷︷ ︸
k zeros
)
)
=
= θm
(
(0, . . . , 0︸ ︷︷ ︸
−m zeros
, a1, . . . , an+m)
)
= (a1, . . . , an+m, 0, . . . , 0︸ ︷︷ ︸
−m zeros
)
= θm+k
(
( 0, . . . , 0︸ ︷︷ ︸
−(k+m) zeros
, a1, . . . , an+m, 0, . . . , 0︸ ︷︷ ︸
k zeros
)
)
pois m+ k > 0.
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Caso 6:
θm ◦ θk
(
(a1, . . . , an−k, 0 . . . , 0︸ ︷︷ ︸
k zeros
)
)
=
= θm
(
(0, . . . , 0︸ ︷︷ ︸
k zeros
, a1, . . . , an−k)
)
= ( 0, . . . , 0︸ ︷︷ ︸
k+m zeros
, a1, . . . , an−k, 0, . . . , 0︸ ︷︷ ︸
−m zeros
)
= θm+k
(
(a1, . . . , an−k, 0, . . . , 0︸ ︷︷ ︸
k zeros
)
)
pois m+ k > 0.
Caso 7: Análogo ao caso 5.
Caso 8: Análogo ao caso 6.
Logo, ({Xk}k∈Z, {θk}k∈Z) é uma ação parcial do grupo Z sobre Cn.
Exemplo 1.1.6: Seja G um grupo, X um espaço topológico localmente
compacto Hausdorff e ({Xt}t∈G, {θt}t∈G) uma ação parcial de G sobre
X . Considere C0(X ) a C*-álgebra das funções contínuas de X em C que
se anulam no infinito. Construiremos uma ação parcial de G sobre C0(X ).
Para cada t ∈ G, defina Dt = {f ∈ C0(X )/f(x) = 0 para todo x 6∈ Xt} e
αt : Dt−1 −→ Dt
f 7−→ αt(f)
com
αt(f)(x) =
f(θt−1(x)), se x ∈ Xt0, se x 6∈ Xt.
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Vamos provar que ({Dt}t∈G, {αt}t∈G) é uma ação parcial do
grupo G sobre C*-álgebra C0(X ). Inicialmente, Dt é um ideal em
C0(X ) (ver exercício 3.2.3 em [1]). Além disso, note que αt está
bem definida e que αt : Dt−1 −→ Dt é um homomorfismo. Para
mostrar que αt é um isomorfismo, seja f ∈ Dt−1 . Sendo assim,
dado x ∈ X , temos dois casos a considerar. Se x ∈ Xt−1 então
αt−1(αt(f))(x) = αt(f)(θt(x)) = f(θt−1(θt(x))) = f(x). Por
outro lado, se x 6∈ Xt−1 então αt−1(αt(f))(x) = 0 = f(x) pois f ∈ Dt−1 .
Portanto, αt−1(αt(f)) = f para todo f ∈ Dt−1 . Como t ∈ G é arbi-
trário, segue que αt : Dt−1 −→ Dt é um isomorfismo com α−1t = αt−1 .
Finalmente, vamos verificar as condições de ação parcial.
(1) Por vacuidade, De = C0(X ).
(2) Seja f ∈ α−1t (Dt∩Ds−1). Nosso objetivo é mostrar que f ∈ D(st)−1 .
Por hipótese, existe g ∈ Dt ∩ Ds−1 tal que f = αt−1(g). Dado
x 6∈ X(st)−1 , temos dois casos a considerar novamente. Se
x 6∈ Xt−1 então f(x) = 0 pois f ∈ Dt−1 . Por outro lado, se
x ∈ Xt−1 então existe y ∈ Xt tal que x = θt−1(y). Sendo assim,
f(x) = αt−1(g)(x) = g(θt(x)) = g(θt(θt−1(y))) = g(y). Como
θt−1(Xt ∩ Xs−1) = Xt−1 ∩ X(st)−1 , segue que x 6∈ θt−1(Xt ∩ Xs−1) e
y 6∈ Xt ∩Xs−1 , portanto, f(x) = g(y) = 0 pois g ∈ Dt ∩Ds−1 . Logo
f ∈ D(st)−1 .
(3) Seja f ∈ α−1t (Dt ∩ Ds−1). Vamos provar que αs(αt(f)) = αst(f).
1.1 – Ações parciais 25
Por definição,
αs(αt(f))(x) =
αt(f)(θs−1(x)), se x ∈ Xs e θs−1(x) ∈ Xt0, caso contrário.
Note que x ∈ Xs e θs−1(x) ∈ Xt se, e somente se, x ∈ θs(Xt∩Xs−1).
Além disso, θs(Xt ∩ Xs−1) = Xs ∩ Xst e θt−1(θs−1(x)) = θ(st)−1(x)
para todo x ∈ θs(Xt ∩ Xs−1). Portanto,
αs(αt(f))(x) =
f(θ(st)−1(x)), se x ∈ Xs ∩ Xst0, se x 6∈ Xs ∩ Xst.
Por outro lado,
αst(f)(x) =
f(θ(st)−1(x)), se x ∈ Xst0, se x 6∈ Xst.
Como f ∈ α−1t (Dt ∩ Ds−1) ⊆ Dt−1 ∩ D(st)−1 , segue que
f(θ(st)−1(x)) = 0 se x 6∈ Xs ∩ Xst. Portanto,
αst(f)(x) =
f(θ(st)−1(x)), se x ∈ Xs ∩ Xst0, se x 6∈ Xs ∩ Xst.
Assim, αs(αt(f)) = αst(f) para todo f ∈ α−1t (Dt ∩ Ds−1). Logo,
({Dt}t∈G, {αt}t∈G) é uma ação parcial de G sobre a C*-álgebra
C0(X ).
Observação 1.1.7: Na verdade, toda ação parcial de G sobre C0(X ) é
induzida por uma ação parcial de G sobre X (ver [1], Exercício 3.2.3).
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Exemplo 1.1.8: Sejam G = {a1, . . . , an} ⊆ Fn os geradores livres do
grupo livre, G−1 = {a−11 , . . . , a−1n } os seus respectivos inversos e X um
espaço topológico. Suponha que, para cada g ∈ G, existam Xg−1 e Xg
subconjuntos abertos de X e θg : Xg−1 −→ Xg um homeomorfismo.
Sendo assim, para cada g ∈ G, defina θg−1 = θ−1g : Xg −→ Xg−1 .
No caso geral, escreva g = y1 . . . yk na sua forma reduzida, isto é,
yi+1 6= y−1i para todo i ∈ {1, . . . , k − 1} em que yi ∈ G ∪ G−1. Além
disso, defina Xg−1 = Xy−1k ∩ θ
−1
yk
(Xy−1k−1)∩ . . .∩ (θy2 ◦ . . . ◦ θyk)
−1(Xy−11 ),
Xg = θy1
(
θy2
(
. . . (θyk(Xg−1)) . . .
))
e θg = θy1 ◦ . . . ◦ θyk : Xg−1 −→ Xg.
Definiremos θe = IdX em que e ∈ Fn é o elemento neutro do grupo livre.
Vamos provar que ({Xg}g∈Fn , {θg}g∈Fn) é uma ação parcial do grupo livre
Fn sobre X . Note que, para todo g ∈ Fn, θg é um homeomorfismo e Xg−1 e
Xg são conjuntos abertos em X . Para mostrar o item (2), sejam g, h ∈ Fn
e x ∈ θh−1(Xg−1∩Xh). Primeiramente, escreva g = y1 . . . ykz1 . . . z` = yz
com y = y1 . . . yk e z = z1 . . . z` e h = z−1` . . . z
−1
1 w1 . . . wp = z
−1w com
w = w1 . . . wp na forma reduzida tal que yk 6= w−11 , k, p ∈ N∗ e ` ∈ N.
Em seguida, como x ∈ θh−1(Xg−1∩Xh), segue que x ∈ Xw−1 . Além disso,
θw(x) ∈ Xy−1 . Logo, x ∈ X(gh)−1 pois gh = y1 . . . ykw1 . . . wp = yw. Fi-
nalmente, para provar o item (3), sejam g = y1 . . . ykz1 . . . z` = yz,
h = z−1` . . . z
−1
1 w1 . . . wp = z
−1w ∈ Fn e x ∈ θh−1(Xg−1 ∩ Xh). Como
x ∈ Xw−1 e θw(x) ∈ Xz, θgh(x) = θy ◦ θw(x) = θy ◦ θz ◦ θz−1 ◦ θw(x) =
θg ◦ θh(x). Logo, ({Xg}g∈Fn , {θg}g∈Fn) é uma ação parcial do grupo livre
Fn sobre X .
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1.2 Representações parciais
Definição 1.2.1: Seja A uma C*-álgebra com unidade e G um grupo.
Uma representação parcial de G sobre A é uma função λ : G −→ A
que satisfaz as seguintes condições:
(1) λ(e) = 1A
(2) λ(t)λ(s)λ(s−1) = λ(ts)λ(s−1) para todo t, s ∈ G
(3) λ(t−1) = (λ(t))∗
No caso em que λ(t)λ(s) = λ(ts) para todo t, s ∈ G , dizemos que
λ : G −→ A é uma representação de G sobre A.
Exemplo 1.2.2: Seja G um grupo e considere o espaço de Hilbert `2(G)
das funções de G em C de quadrado somável. Defina, para cada t ∈ G,
λt : `
2(G) −→ `2(G)
f 7−→ λt(f)
com λt(f)(s) = f(t−1s) para todo s ∈ G. Note que λt está bem definida
pois
∑
s∈G
|λt(f)(s)|2 =
∑
s∈G
|f(t−1s)|2 =
∑
t∈G
|f(r)|2 < ∞. Além disso,
λt é linear e ‖λt(f)‖2 =
∑
s∈G
|f(t−1s)|2 =
∑
r∈G
|f(r)|2 = ‖f‖2, isto é,
‖λt(f)‖ = ‖f‖. Portanto, segue que λt ∈ B(`2(G)) para todo t ∈ G.
Sendo assim, defina
λ : G −→ B(`2(G))
t 7−→ λt
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Vamos provar que λ : G −→ B(`2(G)) é uma representação de G sobre
B(`2(G)). Dados f, g ∈ `2(G) e t, s, r ∈ G, temos:
(1) λe(f)(t) = f(e−1t) = f(t), ou seja, λe = Id(`2(N)).
(2) λt(λs(f))(r) = λs(f)(t−1r) = f(s−1t−1r) = λts(f)(r), ou seja,
λtλs = λts.
(3) 〈λ∗t (f), g〉 = 〈f, λt(g)〉 =
∑
s∈G
f(s)g(t−1s) =
∑
r∈G
f(tr)g(r) =
〈λt−1(f), g〉, ou seja, λ∗t = λt−1 .
Logo, λ : G −→ B(`2(G)) é uma representação de G sobre B(`2(G)).
Essa representação é denominada representação regular à esquerda de
G.
Exemplo 1.2.3: Seja `2(N) o espaço de Hilbert das sequências de qua-
drado somável e {en}n∈N a base canônica de `2(N). Considere S o opera-
dor shift em `2(N), isto é, S(en) = en+1 para todo n ∈ N. Como S é uma
isometria (não necessariamente bijetora), segue que S∗S = Id`2(N). Seja
C∗({S}) a C*-álgebra gerada por S. C∗({S}) é denominada a álgebra
de Toeplitz. Para mais detalhes, ver [5]. Defina
λ : Z −→ C∗({S})
k 7−→ λ(k)
com
λ(k) =
S
k, se k > 0
(S∗)−k, se k < 0.
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Vamos provar que λ : Z −→ C∗({S}) é uma representação parcial de Z
sobre C∗({S}).
(1) λ(0) = S0 = Id(`2(N))
(2) Dados k,m ∈ Z, seis casos devem ser considerados:
Caso 1: m = 0 ou k = 0. Suponha k = 0. Assim,
λ(m)λ(k)λ(−k) = λ(m)Id(`2(N))Id(`2(N))
= λ(m+ 0)Id(`2(N))
= λ(m+ k)λ(−k).
Se m = 0, a verificação é análoga.
Caso 2: m > 0 e k > 0. Por definição, temos que
λ(m)λ(k)λ(−k) = SmSkλ(−k)
= Sm+kλ(−k)
= λ(m+ k)λ(−k).
Caso 3: m < 0 e k < 0. Sendo assim,
λ(m)λ(k)λ(−k) = (S∗)−m(S∗)−kλ(−k)
= (S∗)−(m+k)λ(−k)
= λ(m+ k)λ(−k).
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Caso 4: m < 0 e 0 < |m| 6 k. Nesse caso, temos que
λ(m)λ(k)λ(−k) = (S∗)−mSk(S∗)k
= (S∗)−mS−mSm+k(S∗)k
= (S∗S)−mSm+k(S∗)k
= Sm+k(S∗)k
= λ(m+ k)λ(−k).
Caso 5: m < 0 e 0 < k < |m|. Sendo assim, temos que
λ(m)λ(k)λ(−k) = (S∗)−mSk(S∗)k
= (S∗)−m−k(S∗)kSk(S∗)k
= (S∗)−m−k(S∗S)k(S∗)k
= (S∗)−m−k(S∗)k
= λ(m+ k)λ(−k).
Caso 6: m > 0 e k < 0. Suponha que 0 < |k| 6 m. Nesse caso,
temos que
λ(m)λ(k)λ(−k) = Sm(S∗)−kS−k
= Sm
= Sm+kS−k
= λ(m+ k)λ(−k).
Se 0 < m < |k|, a verificação é análoga.
(3) Suponha k > 0. Sendo assim λ(−k) = (S∗)k = (Sk)∗ = (λ(k))∗.
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Por outro lado, se k < 0 então
λ(−k) = S−k = ((S−k)∗)∗ = ((S∗)−k)∗ = (λ(k))∗.
Logo, λ é uma representação parcial de Z sobre a C*-álgebra C∗({S}).
Definição 1.2.4: Seja ({Dt}t∈G, {αt}t∈G) uma ação parcial de um
grupo G sobre uma C*-álgebra A, λ : G −→ B uma representação parcial
de G sobre uma C*-álgebra B com unidade e pi : A −→ B um homo-
morfismo. O par (pi, λ) é chamado de α-covariante quando as seguintes
condições são satisfeitas:
(1) pi(αt(x)) = λ(t)pi(x)λ(t−1) para todo t ∈ G e x ∈ Dt−1 .
(2) pi(a)λ(t)λ(t−1) = λ(t)λ(t−1)pi(a) para todo t ∈ G e a ∈ A.
Exemplo 1.2.5:
SejaA = {T ∈ B(`2(N))/matriz de T é diagonal e lim ann existe },
B = C∗({S}), λ : Z −→ C∗({S}) a representação parcial do exemplo
1.2.3 e pi : A −→ C∗({S}) a inclusão de A em C∗({S}). Dado k ∈ Z,
defina Dk = A se k 6 0 e Dk = {T ∈ A/a11 = a22 = · · · = akk = 0}
se k > 0. Em seguida, defina α1 : A −→ D1 com α1(T ) = STS∗.
Note que α1 é um isomorfismo de C*-álgebras. Sendo assim, para cada
k ∈ Z, considere as funções αk = (α1)k : A −→ Dk se k > 0 com
(α1)
0 = IdA e αk = (α−11 )
k : Dk −→ A se k < 0. Vamos provar que
({Dk}k∈Z, {αk}k∈Z) é uma ação parcial de Z sobre A. Inicialmente,
para cada k ∈ Z, Dk é um ideal de A. Além disso, note que αk é um
isomorfismo com α−1k = α−k para todo k ∈ Z. Em seguida, verificaremos
as condições de ação parcial.
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(1) Por definição, D0 = A.
(2) Seja T ∈ α−1k (D−m∩Dk). Nosso objetivo é provar que T ∈ D−(m+k).
Caso 1: m > 0 e k > 0. Por definição, T ∈ α−1k (A ∩ Dk) =
α−1k (Dk) = A ⊆ A = D−(m+k).
Caso 2: m 6 0, k < 0 e 0 < |k| 6 m. Nesse caso, temos que
T ∈ α−1k (A) = D−k ⊆ D(−m+k).
Caso 3: m > 0, k < 0 e 0 < m < |k|. Sendo assim, temos que
T ∈ α−1k (A) = D−k ⊆ D−(m+k).
Caso 4: m < 0, k > 0 e 0 < |m| 6 k. Por definição, temos que
T ∈ α−1k (D−(m+k) ∩ Dk) = α−1k (Dk) = A ⊆ A = D−(m+k).
Caso 5: m < 0, k > 0 e 0 < k < |m|. Nesse caso, temos que
T ∈ α−1k (D−(m+k) ∩ Dk) = α−1k (D−m) = D−(m+k).
Caso 6: m < 0 e n < 0. Sendo assim, T ∈ α−1k (D−m) =
D−(m+k) ⊆ D−(m+k).
Portanto, α−1k (D−m ∩ Dk) ⊆ D−(m+k) para todo m, k ∈ Z.
(3) Seja T ∈ α−1k (D−m∩Dk). Provaremos que αm(αk(T )) = αm+k(T ).
Caso 1: Uma vez que α−1k (D−m ∩ Dk) = A então teremos
αm(αk(A)) = αm(Dk) = Dm+k = αm+k(A).
Caso 2: Como α−1k (D−m ∩ Dk) = D−k então temos que
αm(αk(D−k)) = αm(A) = Dm = αm+k(D−k).
Caso 3: Análogo ao Caso 2.
Caso 4: Análogo ao Caso 1.
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Caso 5: Como α−1k (D−m ∩ Dk) = D−(m+k) então temos que
αm(αk(D−(m+k))) = αm(D−m) = A = αm+k(D−(m+k)).
Caso 6: Análogo ao Caso 5.
Logo, ({Dk}k∈Z, {αk}k∈Z) é uma ação parcial de Z sobre A. Finalmente,
vamos demonstrar que o par (pi, λ) é α-covariante.
(1) Seja k ∈ Z e T ∈ Dk. Se k > 0 então pi(αk(T )) = pi(SkT (S∗)k) =
SkT (S∗)k = λ(k)pi(T )λ(−k). Por outro lado, se k < 0 então
pi(αk(T )) = pi((S
∗)−kTS−k) = (S∗)−kTS−k = λ(k)pi(T )λ(−k).
(2) Seja k ∈ Z e T ∈ A. Se k > 0 então pi(T )λ(k)λ(−k) = TSk(S∗)k =
T (SS∗)k = (SS∗)kT = Sk(S∗)kT = λ(k)λ(−k)pi(T ) pois SS∗ ∈ A
e A é uma C*-álgebra comutativa. Por outro lado, se k < 0 então
pi(T )λ(k)λ(−k) = T (S∗)−kS−k = T (S∗S)−k = T = (S∗S)−kT =
(S∗)−kS−kT = λ(k)λ(−k)pi(T ) pois S∗S = IdA.
Logo, o par (pi, λ) é α-covariante.
2 Fibrado de Fell e C*-álgebra seccional cheia
2.1 Fibrado de Fell
O conceito de fibrado de Fell foi introduzido por J. M. G. Fell na
década de 60. Uma de suas principais importâncias está relacionada com
o estudo dos chamados produtos cruzados parciais. Na verdade, o fibrado
de Fell é um passo intermerdiário para a construção dos mesmos. Para
mais detalhes sobre esse assunto, ver [14] e [15].
Definição 2.1.1: Dado um grupo G, um fibrado de Fell é uma tripla
({Bt}t∈G, ∗, ·) em que {Bt}t∈G é uma família de espaços de Banach com
operações
∗ : Bt −→ Bt−1
bt 7−→ b∗t
e
· : Bt × Bs −→ Bts
(bt, bs) 7−→ btbs
que satisfazem as seguintes condições:
(1) Para todo t ∈ G, ∗ : Bt −→ Bt−1 é conjugada linear e isométrica.
Além disso, (b∗t )∗ = bt para todo bt ∈ Bt.
(2) Para todo t, s ∈ G, · : Bt × Bs −→ Bts é associativa e bilinear.
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(3) Para todo bt ∈ Bt e bs ∈ Bs, (btbs)∗ = b∗sb∗t , ‖b∗t bt‖Be = ‖bt‖2Bt e
‖btbs‖Bts 6 ‖bt‖Bt‖bs‖Bs .
(4) Dado bt ∈ Bt, existe a ∈ Be tal que b∗t bt = a∗a.
Cada espaço de Banach Bt é denominado a fibra t do fibrado de
Fell ({Bt}t∈G, ∗, ·).
Observação 2.1.2: As condições da definição 2.1.1 garantem que Be é
uma C*-álgebra.
Exemplo 2.1.3: Seja G = Z e M3(C) a C*-álgebra das matrizes qua-
dradas de ordem 3. Defina
B0 = {A ∈M3(C)/a12 = a13 = a21 = a31 = 0},
B1 = {A ∈M3(C)/a11 = a21 = a22 = a23 = a31 = a32 = a33 = 0},
B−1 = {A ∈M3(C)/a11 = a12 = a13 = a22 = a23 = a32 = a33 = 0}
e, para todo k ∈ Z\{−1, 0, 1}, Bk = {0}. Note que, {Bk}k∈Z é uma
família de espaços de Banach. Por fim, definindo as operações ∗ e · de
maneira natural, ({Bk}k∈Z, ∗, ·) é um fibrado de Fell.
Exemplo 2.1.4: Sejam G = Z e S1 ⊆ C o círculo unitário. Considere
z : S1 −→ C a inclusão de S1 em C. Em seguida, para cada k ∈ Z, defina
Bk = {αzk/α ∈ C} e
‖ ‖ : Bk −→ R+
αzk 7−→ |α|.
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Note que, para cada k ∈ Z, Bk é uma espaço de Banach. Além disso, as
operações
∗ : Bk −→ B−k
αzk 7−→ αz−k
e
· : Bk × Bm −→ Bk+m
(αzk, βzm) 7−→ αβzk+m
satisfazem as condições da definição 2.1.1. Logo, ({Bk}k∈Z, ∗, ·) é um
fibrado de Fell.
2.2 A C*-álgebra envolvente de uma ∗-álgebra admissível
Nesta seção, mostraremos a existência e a unicidade da C*-álgebra
envolvente de uma ∗-álgebra admissível. Para isso, iniciaremos a mesma
com o conceito de C*-seminorma.
Definição 2.2.1: Seja B uma ∗-álgebra. Uma C*-seminorma em B
é uma função s : B −→ R+ tal que, para todo a, b ∈ B e α ∈ C, as
seguintes condições são satisfeitas:
(1) s(αa) = |α|s(a)
(2) s(a+ b) 6 s(a) + s(b)
(3) s(ab) 6 s(a)s(b)
(4) s(a∗a) = (s(a))2
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Proposição 2.2.2: Seja s : B −→ R+ uma C*-seminorma. O conjunto
N = {b ∈ B/s(b) = 0} é um ideal em B e A = (B/N) é uma C*-álgebra
com relação à norma ‖b+N‖ = s(b).
Demonstração. Sejam b, c ∈ N , a ∈ B e α ∈ C. Como s : B −→ R+ é
uma C*-seminorma, s(αb+c) 6 |α|s(b)+s(c) = 0, s(ab) 6 s(a)s(b) = 0
e s(ba) 6 s(b)s(a) = 0. Portanto, N é um ideal em B. Sendo assim,
B/N é uma álgebra. Além disso,
∗ : B/N −→ B/N
b+N 7−→ b∗ +N
é uma involução pois s(b∗) = s(b) para todo b ∈ B. Por fim, a função
‖ ‖ : B/N −→ R+
b+N 7−→ s(b)
é uma norma. Logo, A = (B/N) é uma C*-álgebra. 
Proposição 2.2.3: Se s : B −→ R+ é uma C*-seminorma então existe
uma ∗-representação pi : B −→ B(H) tal que s(b) = ‖pi(b)‖ para todo
b ∈ B.
Demonstração. Como A = (B/N) é uma C*-álgebra então existe uma
∗-representação isométrica ϕ : A −→ B(H) em que H é um espaço de
Hilbert (ver [1], Teorema 3.4.15). Considere a aplicação quociente
ρ : B −→ B/N
b 7−→ b+N.
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Finalmente, defina pi : B −→ B(H) tal que pi(b) = ϕ(ρ(b)) para todo
b ∈ B. Note que pi é uma ∗-representação de B. Além disso, temos que
‖pi(b)‖ = ‖ϕ(ρ(b))‖ = ‖ρ(b)‖ = ‖b+N‖ = s(b). 
Proposição 2.2.4: Se s : A −→ R+ é uma C*-seminorma em uma
C*-álgebra A, então s(a) 6 ‖a‖ para todo a ∈ A.
Demonstração. A proposição anterior garante a existência de uma ∗-
representação pi : A −→ B(H) tal que s(a) = ‖pi(a)‖ para todo a ∈ A.
Como toda ∗-representação em uma C*-álgebra é contrativa (ver [1],
Lema 3.4.2), segue que s(a) = ‖pi(a)‖ 6 ‖a‖. 
Dada uma ∗-álgebra B, considere C∗s (B) o conjunto de todas as
C*-seminorma em B. Em seguida, defina s′ : B −→ R+ ∪ {+∞} tal que
s′(b) = sup
s∈C∗s (B)
s(b). Note que s′ satisfaz todas as condições da definição
de C*-seminorma. Entretanto, não temos a certeza de que s′(b) <∞ para
todo b ∈ B. Esse fato será fundamental para a existência da chamada C*-
álgebra envolvente.
Definição 2.2.5: Seja B uma ∗-álgebra. Uma C*-álgebra envolvente
de B é um par (A, pi) em que A é uma C*-álgebra e pi : B −→ A é um
∗-homomorfismo tal que, para qualquer C*-álgebra C e para qualquer ∗-
homomorfismo ϕ : B −→ C, existe um único ∗-homomorfismo ϕ˜ : A −→ C
tal que ϕ˜ ◦ pi = ϕ, ou seja, que o diagrama abaixo comute.
B
ϕ

pi // A
ϕ˜C
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Definição 2.2.6: Uma ∗-álgebra B é admissível quando s′(b) < ∞
para todo b ∈ B.
Observação 2.2.7: Pela proposição 2.2.4, toda C*-álgebra é admissível.
Proposição 2.2.8: Se B é uma ∗-álgebra admissível então existe um
par (A, pi) tal que (A, pi) é a C*-álgebra envolvente de B.
Demonstração. Seja B uma ∗-álgebra admissível. Como s′(b) < ∞
para todo b ∈ B, segue que s′ : B −→ R+ é uma C*-seminorma.
Considere o ideal N = {b ∈ B/s′(b) = 0}, a C*-álgebra A = (B/N)
e o ∗-homomorfismo pi : B −→ A tal que pi(b) = b + N . Nosso
objetivo é provar que o par (A, pi) é a C*-álgebra envolvente de B.
Seja C uma C*-álgebra e ϕ : B −→ C um ∗-homomorfismo. De-
fina ϕ : B/N −→ C tal que ϕ(b + N) = ϕ(b). Note que ϕ está
bem definido. Além disso, ϕ é um ∗-homomorfismo. Em seguida,
considere s : B −→ R+ tal que s(b) = ‖ϕ(b)‖. Como s é uma C*-
seminorma, segue que ‖ϕ(b+N)‖ = ‖ϕ(b)‖ = s(b) 6 s′(b) = ‖b+N‖.
Portanto, existe ϕ˜ : A −→ C extensão contínua de ϕ. Além disso,
ϕ˜(pi(b)) = ϕ˜(b + N) = ϕ(b + N) = ϕ(b) para todo b ∈ B, isto é,
ϕ˜◦pi = ϕ. Finalmente, se ρ : A −→ C é um ∗-homomorfismo tal que
ρ◦pi = ϕ então ρ(b + N) = ρ(pi(b)) = ϕ(b) = ϕ˜(pi(b)) = ϕ˜(b + N).
Como B/N é denso em A, segue que ρ = ϕ˜. Logo, o par (A, pi) é a
C*-álgebra envolvente de B. 
Definição 2.2.9: Sejam B uma ∗-álgebra, A e C duas C*-álgebras e
ϕ : B −→ A e ρ : B −→ C ∗-homomorfismos. Os pares (A, ϕ) e (C, ρ)
são chamados isomorfos quando existe um ∗-isomorfismo pi : A −→ C tal
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que pi ◦ ϕ = ρ, ou seja, que o diagrama abaixo comute.
B
ρ

ϕ // A
pi
C
Proposição 2.2.10: Sejam B uma ∗-álgebra admissível, A e C duas C*-
álgebras e ϕ : B −→ A e ρ : B −→ C ∗-homomorfismos. Se (A, ϕ) e (C, ρ)
são C*-álgebras envolventes de B então (A, ϕ) e (C, ρ) são isomorfos.
Demonstração. A definição de C*-álgebra envolvente garante a exis-
tência de ∗-homomorfismos ϕ˜ : C −→ A e ρ˜ : A −→ C tal que ϕ˜ ◦ ρ = ϕ
e ρ˜◦ϕ = ρ. Sendo assim, temos que (ϕ˜◦ ρ˜)◦ϕ = ϕ˜◦ (ρ˜◦ϕ) = ϕ˜◦ρ = ϕ.
Por outro lado, IdA ◦ ϕ = ϕ. Portanto, ϕ˜ ◦ ρ˜ = IdA. Analogamente,
ρ˜ ◦ ϕ˜ = IdC . Logo, os pares (A, ϕ) e (C, ρ) são isomorfos. 
Exemplo 2.2.11: Seja `1(Z) = {a = (an)n∈Z/
∑
n∈Z
|an| < ∞}. Defina
em `1(Z) as seguintes operações: (a · b) = c em que cn =
∑
k∈Z
akbn−k
e a∗ = d com dn = a−n. Com essas operações, `1(Z) é uma ∗-
álgebra de Banach comutativa com unidade. Além disso, considere
pi : `1(Z) −→ C(S1) tal que pi(a) =
∑
n∈Z
anf
n com f : S1 −→ C
dada por f(z) = z. Vamos provar que (C(S1), pi) é a C*-álgebra envol-
vente de `1(Z). Primeiramente, note que a sequência δ1 = (δn1 )n∈Z em
que
δn1 =
1, se n = 10, se n 6= 1
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é um elemento unitário em `1(Z). De fato, (δ1)∗ = δ−1 = (δ1)−1 pois
δ1 · δ−1 = δ0 = 1`1(Z). Sendo assim, dados uma C*-álgebra A e um ∗-
homomorfismo ϕ : `1(Z) −→ A , u = ϕ(δ1) é um elemento unitário em
A. Denotando C∗({1A, u}) a C*-álgebra gerada por 1A e u, e σ(u) o
espectro de u, temos que C∗({1A, u}) ∼= C(σ(u)) e σ(u) ⊆ S1 (ver [1],
Proposições 3.3.10 e 3.3.11). Sem perda de generalidade, podemos supor
que A = C(σ(u)). Portanto,
ϕ˜ : C(S1) −→ C(σ(u))
g 7−→ g|σ(u)
é o único ∗-homomorfismo tal que ϕ˜ ◦ pi = ϕ pois, se
ρ : C(S1) −→ C(σ(u)) é tal que ρ ◦ pi = ϕ então ρ(pi(a)) = ϕ˜(pi(a))
para todo a ∈ `1(Z). Portanto, ρ = ϕ˜ uma vez que pi(`1(Z)) = C(S1).
Logo, (C(S1), pi) é a C*-álgebra envolvente de `1(Z).
2.3 C*-álgebra seccional cheia
A partir de um fibrado de Fell, construiremos uma C*-álgebra asso-
ciada a esse fibrado através do conceito de C*-envolvente.
Dado um Fibrado de Fell ({Bt}t∈G, ∗, ·), defina B =
⊕
t∈G
Bt. Em
seguida, considere B com a soma e multiplicação por escalar da maneira
natural. Além disso, defina
∗ : B −→ B
(bt)t∈G 7−→ (b∗t−1)t∈G
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e
· : B × B −→ B
(
(bt)t∈G, (cs)s∈G
) 7−→ (∑
t∈G
btct−1s
)
s∈G
Vamos mostrar que estas operações dão uma estrutura de ∗-álgebra à B.
De fato, B é claramente um espaço vetorial. Sendo assim, basta provar
as propriedades relativas a · e ∗. Dados (bt)t∈G, (cs)s∈G, (dr)r∈G ∈ B e
λ ∈ C, temos que:
(a) (
λ(bt)t∈G
) · (cs)s∈G = (λbt)t∈G · (cs)s∈G
=
(∑
t∈G
(λbt)ct−1s
)
s∈G
=
(∑
t∈G
bt(λct−1s)
)
s∈G
= (bt)t∈G · λ(cs)s∈G
= λ
(
(bt)t∈G · (cs)s∈G
)
(b)
(bt)t∈G ·
(
(cs)s∈G + (ds)s∈G
)
= (bt)t∈G · (cs + ds)s∈G
=
(∑
t∈G
bt(ct−1s + dt−1s)
)
s∈G
=
(∑
t∈G
btct−1s
)
s∈G
+
(∑
t∈G
btdt−1s
)
s∈G
= (bt)t∈G · (cs)s∈G + (bt)t∈G · (ds)s∈G
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A outra demonstração é análoga.
(c)
(
(bt)t∈G · (cs)s∈G
) · (dr)r∈G = (∑
t∈G
btct−1s
)
s∈G
· (dr)r∈G
=
(∑
s∈G
(∑
t∈G
btct−1s
)
ds−1r
)
r∈G
Por outro lado,
(bt)t∈G ·
(
(cs)s∈G · (dr)r∈G
)
= (bt)t∈G ·
(∑
s∈G
csds−1r
)
r∈G
=
(∑
t∈G
bt
(∑
s∈G
csds−1t−1r
))
r∈G
Renomeando os índices de maneira apropriada, segue que
(
(bt)t∈G · (cs)s∈G
) · (dr)r∈G = (bt)t∈G · ((cs)s∈G · (dr)r∈G)
(d) ((
(bt)t∈G
)∗)∗
=
(
(b∗t−1)t∈G
)∗
=
(
(b∗(t−1)−1)
∗)
t∈G = (bt)t∈G
(e)
(
λ(bt)t∈G + (ct)t∈G
)∗
=
(
(λbt + ct)t∈G
)∗
=
(
(λbt−1 + ct−1)
∗)
t∈G
= (λb∗t−1 + c
∗
t−1)t∈G
= λ
(
(bt)t∈G
)∗
+
(
(ct)t∈G
)∗
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(f)
(
(bt)t∈G · (cs)s∈G
)∗
=
((∑
t∈G
btct−1s
)
s∈G
)∗
=
((∑
t∈G
btct−1s−1
)∗)
s∈G
=
(∑
t∈G
(btct−1s−1)
∗
)
s∈G
=
(∑
t∈G
c∗t−1s−1b
∗
t
)
s∈G
=
(∑
s∈G
c∗s−1b
∗
st−1
)
t∈G
= (c∗s−1)s∈G · (b∗t−1)t∈G
=
(
(cs)s∈G
)∗ · ((bt)t∈G)∗
Logo, B é ∗-álgebra.
Proposição 2.3.1: Seja ({Bt}t∈G, ∗, ·) um Fibrado de Fell. A ∗-álgebra
B =
⊕
t∈G
Bt é admissível.
Demonstração. Seja s : B −→ R+ uma C*-seminorma. Para cada
t ∈ G, vamos denotar por B˜t o subconjunto de B cujos elementos são
nulos nas entradas diferentes de t. Além disso, para cada bt ∈ Bt,
considere (b˜t) ∈ B˜t que é igual a bt na entrada de t. Inicialmente, tome
b˜e ∈ B˜e arbitrário.
Como B˜e é isomorfo a Be definindo ‖b˜e‖B˜e = ‖be‖Be , segue da ob-
servação 2.1.2 que B˜e é uma C*-álgebra. Sendo assim, pela proposição
2.2.4, s|B˜e é contrativa. Portanto, B˜e é admissível. Agora, considere
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b˜t ∈ B˜t arbitrário. Como (b˜t)∗b˜t ∈ B˜e, temos que
s(b˜t)
2 = s((b˜t)
∗bt) 6 ‖(b˜t)∗bt‖B˜e .
Dessa forma cada B˜t também é admissível. Finalmente, seja b ∈ B.
Como b =
∑
t∈G
b˜t, segue que
s(b) = s
(∑
t∈G
b˜t
)
6
∑
t∈G
s(b˜t) 6
∑
t∈G
‖(b˜t)∗b˜t‖
1
2
B˜e .
Logo, B =
⊕
t∈G
Bt é uma ∗-álgebra admissível. 
Definição 2.3.2: Seja ({Bt}t∈G, ∗, ·) um fibrado de Fell. A C*-
álgebra seccional cheia do fibrado de Fell ({Bt}t∈G, ∗, ·), denotada
por C∗({Bt}t∈G), é a C*-álgebra envolvente de B.
Observação 2.3.3: No capítulo 3, construiremos um fibrado de Fell a
partir de uma ação parcial. Para esse caso específico, mostraremos que
N = {b = (bt)t∈G ∈ B/s′(b) = 0} = {0}(ver proposição 3.3.19).
3 Fibrado de Fell associado a uma ação parcial e
produtos cruzados parciais
Neste capítulo, construiremos um fibrado de Fell a partir de uma
ação parcial sobre uma C*-álgebra. Em seguida, definiremos o produto
cruzado parcial associado a esse fibrado. Finalmente, o conceito de es-
perança condicional será de grande importância na definição do chamado
produto cruzado parcial reduzido.
3.1 Fibrado de Fell associado a uma ação parcial
Seja ({Dt}t∈G, {αt}t∈G) uma ação parcial de um grupo G sobre
uma C*-álgebra A. Para cada t ∈ G, defina
Bt = {(at, s) ∈ A×G/s = t e at ∈ Dt}.
Em seguida, para cada t ∈ G e para cada at ∈ Dt, denote atδt = (at, t).
Além disso, para cada t ∈ G, defina em Bt as operações de soma e mul-
tiplicação por escalar da maneira natural. Finalmente, para cada t, s ∈ G,
defina
∗ : Bt −→ Bt−1
atδt 7−→ αt−1(a∗t )δt−1 ,
· : Bt × Bs −→ Bts
(atδt, bsδs) 7−→ αt(αt−1(at)bs)δts
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e
‖ ‖ : Bt −→ R+
atδt 7−→ ‖at‖.
Note que a operação · está bem definida pois cada Dt é um ideal em A e
αt(Dt−1 ∩ Dt) = Dt ∩ Dts. No entanto, não temos nenhuma garantia de
que a operação · é associativa. Para provarmos que essa operação é mesmo
associativa, faremos um breve estudo sobre álgebra de multiplicadores.
3.2 A álgebra de multiplicadores
Definição 3.2.1: Seja A uma álgebra. A álgebra de multiplicadores
de A é o conjunto M(A) dos pares ordenados (L,R), em que L e R
são transformações lineares de A tais que, para quaisquer a, b ∈ A, as
seguintes condições são satisfeitas:
(1) L(ab) = L(a)b
(2) R(ab) = aR(b)
(3) R(a)b = aL(b)
A transformação L é denominada um multiplicador à esquerda
de A. Analogamente, R é denominada um multiplicador à direita de A.
Exemplo 3.2.2: Seja A uma álgebra e x ∈ A. Considere
Lx : A −→ A
a 7−→ xa
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e
Rx : A −→ A
a 7−→ ax.
Vamos mostrar que (Lx, Rx) ∈M(A). Claramente Lx e Rx são transfor-
mações lineares. Além disso, dados a, b ∈ A, temos que:
(1) Lx(ab) = x(ab) = (xa)b = Lx(a)b
(2) Rx(ab) = (ab)x = a(bx) = aRx(b)
(3) Rx(a)b = (ax)b = a(xb) = aLx(b)
Dados (L,R), (L′, R′) ∈ M(A) e λ ∈ C, defina em M(A) as
seguintes operações:
(a) (Adição): (L,R) + (L′, R′) = (L+ L′, R+R′)
(b) (Multiplicação por escalar): λ(L,R) = (λL, λR)
(c) (Multiplicação): (L,R) · (L′, R′) = (L ◦ L′, R′ ◦R)
As operações de adição e multiplicação por escalar estão bem defi-
nidas. Vamos provar que a operação de multiplicação também está bem
definida. Dados a, b ∈ A, temos que:
(1) L ◦ L′(ab) = L(L′(ab)) = L(L′(a)b) = L(L′(a))b = (L ◦ L′(a))b;
(2) R′ ◦R(ab) = R′(R(ab)) = R′(aR(b)) = aR′(R(b)) = a(R′ ◦R(b));
(3) (R′ ◦R(a))b = R′(R(a))b = R(a)L′(b) = aL(L′(b)) = a(L ◦ L′(b)).
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Note que, com as operações definidas anteriormente,M(A) é uma álgebra
com unidade pois (IdA, IdA) ∈M(A).
Definição 3.2.3: Uma álgebra A é não degenerada quando para todo
elemento não nulo a ∈ A, existe b ∈ A tal que ab 6= 0 ou ba 6= 0.
Exemplo 3.2.4: Todo ideal I fechado de uma C*-álgebra A é não dege-
nerado. De fato, se a ∈ I é não-nulo então existe a∗ ∈ I tal que a∗a ∈ I
é não-nulo pois, ‖a∗a‖ = ‖a‖2 6= 0.
Sejam x, y ∈ A e (Lx, Rx), (Ly, Ry) ∈ M(A). Para todo a ∈ A,
Ry ◦ Lx(a) = Ry(xa) = (xa)y = x(ay) = xRy(a) = Lx(Ry(a)) =
Lx ◦Ry(a), isto é, Ry ◦ Lx = Lx ◦Ry.
O próximo exemplo ilustra o fato que esta igualdade nem sempre é
verdadeira em M(A).
Exemplo 3.2.5: Seja R3 com a multiplicação trivial, isto é, xy = 0 para
todo x, y ∈ R3. Note que as condições da definição 3.2.1 são satisfeitas por
qualquer par de operadores lineares. Portanto, considere L e R′ operadores
lineares tais que L(e1) = e2, L(e2) = e1, L(e3) = e3, R′(e1) = e1,
R′(e2) = e3 e R′(e3) = e2. Nesse caso, a igualdade não é válida pois
R′ ◦ L(e1) = R′(e2) = e3 6= e2 = L(e1) = L ◦R′(e1).
Definição 3.2.6: Uma álgebra A é (L,R)-associativa quando para
quaisquer (L,R), (L′, R′) ∈M(A) temos que R′ ◦ L = L ◦R′.
Proposição 3.2.7: Se A é uma álgebra não degenerada então A é
(L,R)-associativa.
Demonstração. Sejam (L,R), (L′, R′) ∈ M(A) e a ∈ A. Assim,
R(L′(a))b = L′(a)L(b) = L′(aL(b)) = L′(R(a)b) = L′(R(a))b, para
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todo b ∈ A, ou seja, [R(L′(a)) − L′(R(a))]b = 0. Analogamente,
b[R(L′(a))−L′(R(a))] = 0 para todo b ∈ A. Como A é não degenerada,
segue que R(L′(a))− L′(R(a)) = 0. Logo, A é (L,R)-associativa. 
Proposição 3.2.8: Sejam A e B álgebras. Se pi : A −→ B é um
isomorfismo e (L,R) ∈M(A) então (pi ◦ L ◦ pi−1, pi ◦R ◦ pi−1) ∈M(B).
Demonstração. Inicialmente, note que pi ◦ L ◦ pi−1 e pi ◦ R ◦ pi−1 são
transformações lineares. Além disso, para quaisquer a, b ∈ B temos
que:
(1)
pi ◦ L ◦ pi−1(ab) = pi ◦ L(pi−1(a)pi−1(b))
= pi(L(pi−1(a))pi−1(b))
= pi(L(pi−1(a)))pi(pi−1(b))
= (pi ◦ Lpi−1(a))b.
(2)
pi ◦R ◦ pi−1(ab) = pi(R(pi−1(a)pi−1(b)))
= pi(pi−1(a)R(pi−1(b)))
= pi(pi−1(a))pi(R(pi−1(b)))
= a(pi ◦R ◦ pi−1(b)).
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(3)
(pi ◦R ◦ pi−1(a))b = pi(R(pi−1(a)))b
= pi(R(pi−1(a)))pi(pi−1(b))
= pi(R(pi−1(a))pi−1(b))
= pi(pi−1(a)L(pi−1(b)))
= a(pi ◦ L ◦ pi−1(b)).
Logo, (pi ◦ L ◦ pi−1, pi ◦R ◦ pi−1) ∈M(B). 
Teorema 3.2.9: Seja ({Dt}t∈G, {αt}t∈G) uma ação parcial de um
grupo G sobre uma C*-álgebra. A operação
· : Bt × Bs −→ Bts
(atδt, bsδs) 7−→ αt(αt−1(at)bs)δts
é associativa.
Demonstração. Sejam atδt ∈ Bt, bsδs ∈ Bs e crδr ∈ Br. Sendo assim,
temos que
(
(atδt) · (bsδs)
) · (crδr) = (αt(αt−1(at)bs)δts) · crδr
= αts
(
α(ts)−1
(
αt(αt−1(at)bs)
)
cr
)
δtsr.
Como αt−1(at)bs ∈ Dt−1 ∩ Ds, segue que αt(αt−1(at)bs) ∈ Dt ∩ Dts e
α(ts)−1(αt(αt−1(at)bs)) ∈ D(ts)−1 ∩ Ds−1 . Portanto, pelo item (3) da
definição de ação parcial, trocaremos αs−1t−1 por αs−1 ◦αt−1 e αts por
αt ◦αs. Logo,
(
(atδt) · (bsδs)
) · (crδr) = αt(αs(αs−1(αt−1(at)bs)cr))δtsr.
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Por outro lado,
(atδt) ·
(
(bsδs) · (crδr)
)
= αt(αt−1(at)αs(αs−1(bs))cr)δtsr.
Aplicando αt−1 em ambas as equações, temos que a operação é associ-
ativa se, e somente, se
αs
(
αs−1(αt−1(at)bs)cr
)
= αt−1(at)αs
(
αs−1(bs)cr
)
.
Como αt−1 : Dt −→ Dt−1 é um isomorfismo, substitua αt−1(at) por
at−1 ∈ Dt−1 . Assim, a a operação é associativa se, e somente se,
αs
(
αs−1(at−1bs)cr
)
= at−1αs(αs−1(bs)cr)
para todo r, s, t ∈ G, at−1 ∈ Dt−1 , bs ∈ Ds e cr ∈ Dr. Em particular,
faça t = r = e. Sendo assim, a operação é associativa se, e somente se,
αs
(
αs−1(abs)c
)
= aαs(αs−1(bs)c)
para todo s ∈ G, a, c ∈ A e bs ∈ Ds. Finalmente, note que a equação
acima é igual à
(αs ◦Rc ◦ αs−1) ◦ La(bs) = La ◦ (αs ◦Rc ◦ αs−1)(bs)
em que Rc é um multiplicador à direita de Ds−1 e La é um multiplicador
à direita de Ds. Além disso, pela proposição 3.2.8, αs ◦Rc ◦αs−1 é um
multiplicador à direita de Ds. Como em uma C*-álgebra A todo ideal
é (L,R)-associativo, segue que a operação
· : Bt × Bs −→ Bts
(atδt, bsδs) 7−→ αt(αt−1(at)bs)δts
é associativa. 
3.3 – Produtos cruzados parciais 53
3.3 Produtos cruzados parciais
Agora que já sabemos que a operação · : Bt ×Bs −→ Bts é associ-
ativa, vamos provar que a construção é realmente um Fibrado de Fell.
Proposição 3.3.1: ({Bt}t∈G, ∗, ·) é uma Fibrado de Fell.
Demonstração. Primeiramente, note que cada Bt é um espaço veto-
rial normado. Como os ideais Dt são fechados, segue que {Bt}t∈G é
uma família de espaços de Banach. Além disso, para todo t, s ∈ G,
∗ : Bt −→ Bt−1 é conjugada linear, isométrica e (b∗t )∗ = bt para todo
bt ∈ Bt e · : Bt × Bs −→ Bts é bilinear. Finalmente, mostraremos os
demais axiomas da definição de Fibrado de Fell. Dados atδt, btδt ∈ Bt,
csδs ∈ Bs e λ ∈ C, temos:
(3)
(
(atδt) · (csδs)
)∗
=
(
αt(αt−1(at)cs)δts
)∗
= αs−1t−1
(
(αt(αt−1(at)cs))
∗)δs−1t−1
= αs−1t−1
(
αt((αt−1(at)cs)
∗)
)
δs−1t−1
= αs−1t−1
(
αt(c
∗
sαt−1(a
∗))
)
δs−1t−1
= αs−1(c
∗
sαt−1(a
∗))δs−1t−1
= αs−1
(
αs(αs−1(c
∗
s))αt−1(a
∗
t )
)
δst
= αs−1(c
∗
s)δs−1 · αt−1(a∗t )δt−1
= (csδs)
∗ · (atδt)∗
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‖(atδt)∗ · atδt‖ = ‖αt−1(a∗t )δt−1 · atδt‖
= ‖αt−1
(
αt(αt−1(a
∗
t ))at
)
δe‖
= ‖αt−1(a∗tat)δe‖
= ‖αt−1(a∗tat)‖
= ‖a∗tat‖
= ‖at‖2
= ‖atδt‖2
‖(atδt) · (csδs)‖ = ‖αt(αt−1(at)cs)δts‖
= ‖αt(αt−1(at)cs)‖
= ‖αt−1(at)cs‖
6 ‖αt−1(at)‖‖cs‖
= ‖at‖‖cs‖
= ‖atδt‖‖csδs‖
(4)
(atδt)
∗ · (atδt) = αt−1(a∗t )δt−1 · atδt
= αt−1(αt(αt−1(a
∗
t ))at)δe
= αt−1(a
∗
tat)δe
= (αt−1(at)δe)
∗ · (αt−1(at)δe)
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Logo, ({Bt}t∈G, ∗, ·) é um Fibrado de Fell. 
Observação 3.3.2: Pela proposição 2.3.1, a ∗-álgebra B =
⊕
t∈G
Bt as-
sociada a esse fibrado de Fell é admissível.
Definição 3.3.3: Seja ({Dt}t∈G, {αt}t∈G) uma ação parcial de um
grupo G sobre uma C*-álgebra A. O produto cruzado parcial de A
por G, denotado por AoαG, é a C*-álgebra seccional cheia do fibrado de
Fell ({Bt}t∈G, ∗, ·) construído anteriormente.
Definição 3.3.4: Seja A uma ∗-álgebra e B uma sub-∗-álgebra de A.
Uma esperança condicional de A em B é uma função linear E : A −→ B
satisfazendo as seguintes condições:
(i) E|B = IdB
(ii) E(a) > 0 para todo a > 0
(iii) E(ab) = E(a)b e E(ba) = bE(a) para todo a ∈ A e b ∈ B.
Proposição 3.3.5: Seja E : A −→ B uma esperança condicional. O
conjunto J = {a ∈ A/E(b∗ac) = 0 para todo b, c ∈ A} é um ideal em A
tal que J ∩ B = {0}.
Demonstração. Sejam a, a′ ∈ J , d ∈ A e α ∈ C. Para todo b, c ∈ A,
E(b∗(αa + a′)c) = E(b∗αac) + E(b∗a′c) = αE(b∗a′c) + E(b∗a′c) = 0,
E(b∗(ad)c) = E(b∗a(dc)) = 0 e E(b∗(da)c) = E
(
(b∗d)ac
)
= 0. Logo,
J é um ideal em A. Finalmente, vamos mostrar que J ∩ B = {0}. De
fato, se a ∈ J ∩ B então a = E(a) = E(1∗Aa1A) = 0. 
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Definição 3.3.6: Uma esperança condicional E : A −→ B é fiel quando
a seguinte condição for satisfeita: Dado a ∈ A, se E(b∗ac) = 0 para todo
b, c ∈ A então a = 0. Em outra palavras, uma esperança condicional
E : A −→ B é fiel quando o ideal J = {0}.
Dada uma C*-álgebra A, ({Dt}t∈G, {αt}t∈G) uma ação parcial de
G sobre A, ({Bt}t∈G, ∗, ·) o fibrado de Fell associado e pi : A −→ B(H)
uma representação isométrica de A (ver [1], Teorema 3.4.15), nosso obje-
tivo é construir uma esperança condicional contínua E : AoαG −→ B˜e em
que B˜e é o conjunto dos elementos de
⊕
t∈G
Bt que são nulos nas entradas
diferentes de e. Com um abuso de notação, considere E : AoαG −→ Be
pois B˜e e Be são C*-álgebras isomorfas. Inicialmente, vamos demonstrar
um resultado importante que será utilizado nessa construção.
Proposição 3.3.7: Se ({Dt}t∈G, {αt}t∈G) é uma ação parcial de um
grupo G sobre uma C*-álgebra A, λ : G −→ C uma representação parcial
de G sobre uma C*-álgebra unital C e pi : A −→ C um ∗-homomorfismo
tal que o par (pi, λ) é α-covariante, então existe um único ∗-homomorfismo
(pi × λ) : Aoα G −→ C em que (pi × λ)((atδt)t∈G) =
∑
t∈G
pi(at)λ(t).
Demonstração. Seja ({Bt}t∈G, ∗, ·) o fibrado de Fell associado a ação
parcial ({Dt}t∈G, {αt}t∈G). Defina ( ˜pi × λ) : B =
⊕
t∈G
Bt −→ C dada
por ( ˜pi × λ)((atδt)t∈G) =
∑
t∈G
pi(at)λ(t). Nosso objetivo é mostrar que
˜pi × λ é um ∗-homomorfismo. Uma vez que ˜pi × λ é linear, é suficiente
verificar as propriedades de ∗-homomorfismo em cada fibra Bt. Sendo
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assim, temos que
( ˜pi × λ)((atδt) · (bsδs)) = ( ˜pi × λ)(αt(αt−1(at)bs)δts)
= pi(αt(αt−1(at)bs))λ(ts)
= λ(t)pi(αt−1(at)bs)λ(t
−1)λ(ts)
= λ(t)pi(αt−1(at))pi(bs)λ(t
−1)λ(ts)
= λ(t)λ(t−1)pi(at)λ(t)pi(bs)λ(t−1)λ(ts)
= λ(t)λ(t−1)pi(at)λ(t)pi(bs)λ(t−1)λ(t)λ(s)
= λ(t)λ(t−1)pi(at)λ(t)λ(t−1)λ(t)pi(bs)λ(s)
= λ(t)λ(t−1)pi(at)λ(t)pi(bs)λ(s)
= pi(at)λ(t)λ(t
−1)λ(t)pi(bs)λ(s)
= pi(at)λ(t)pi(bs)λ(s)
= ( ˜pi × λ)(atδt) · ( ˜pi × λ)(bsδs).
Além disso,
( ˜pi × λ)((atδt)∗) = ( ˜pi × λ)(αt−1(a∗t )δt−1)
= pi(αt−1(a
∗
t ))λ(t
−1)
= λ(t−1)pi(a∗t )λ(t)λ(t
−1)
= λ(t−1)λ(t)λ(t−1)pi(a∗t )
= λ(t−1)pi(a∗t )
= (λ(t))∗(pi(at))∗
= (pi(at)λ(t))
∗
= (( ˜pi × λ)(atδt))∗.
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Como ˜pi × λ é um homomorfismo definido em cada fibra Bt então ˜pi × λ
é único. Finalmente, pelo fato de que AoαG é a C*-álgebra envolvente
de B, o resultado segue. 
Iniciaremos a construção da esperança condicional contínua. Seja
`2(G,H) = {f : G −→ H/
∑
g∈G
‖f(g)‖2 <∞}. Considere
λ : G −→ B(`2(G,H))
t 7−→ λt
tal que (λt(f))(g) = f(t−1g), isto é, λ é a representação regular à esquerda
de G sobre B(`2(G,H)). Para cada g ∈ G, defina pig : Dg −→ B(H) tal
que pig(x) = pi(αg−1(x)) e H0 = span{pig(x)ξ/x ∈ Dg e ξ ∈ H}. Note
que pig é uma representação. Além disso, comoH0 é um subespaço fechado
de H, temos que H = H0
⊕
H⊥0 .
Afirmação 3.3.8: H0 é invariante por pig.
Seja η = lim
n∈N
n∑
i=1
pig(xi)ξi ∈ H0. Dado x ∈ Dg, temos que
pig(x)η = pig(x)
(
lim
n∈N
n∑
i=1
pig(xi)ξi
)
= lim
n∈N
n∑
i=1
pig(x)(pig(xi)ξi)
= lim
n∈N
n∑
i=1
pig(xxi)ξi ∈ H0.
Afirmação 3.3.9: Para todo η ∈ H⊥0 , pig(x)η = 0 para todo x ∈ Dg.
De fato, ‖pig(x)η‖2 = 〈pig(x)η, pig(x)η〉 = 〈(pig(x))∗pig(x)η, η〉 =
〈pig(x∗x)η, η〉 = 0 pois pig(x∗x)η ∈ H0.
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Proposição 3.3.10: Seja A uma C*-álgebra, J um ideal em A e
pi : J −→ B(H) uma representação. As seguintes afirmações são equi-
valentes:
(1) Se pi(x)ξ = 0 para todo x ∈ J então ξ = 0.
(2) H = span{pi(x)ξ/x ∈ J e ξ ∈ H}.
Demonstração.
(1)⇒(2) Seja η ∈ H⊥0 . Pela afirmação 3.3.9, pi(x)η = 0 para
x ∈ J . Portanto, η = 0. Logo, H = H0 = span{pi(x)ξ/x ∈ J e ξ ∈ H}.
(2)⇒(1) Seja η = lim
n∈N
n∑
i=1
pi(xi)ξi ∈ H. Se pi(x)ξ = 0 para todo
x ∈ J então
〈ξ, η〉 = 〈ξ, lim
n∈N
n∑
i=1
pi(xi)ξi〉
= lim
n∈N
n∑
i=1
〈ξ, pi(xi)ξi〉
= lim
n∈N
n∑
i=1
〈pi(x∗i )ξ, ξi〉
= 0.
Logo ξ = 0. 
Definição 3.3.11: Seja A uma C*-álgebra e J um ideal em A. Uma
representação pi : J −→ B(H) é não degenerada quando satisfaz as
condições acima.
Proposição 3.3.12: Se A é uma C*-álgebra, J um ideal fechado em A,
pi : J −→ B(H) uma representação e H0 = span{pi(x)ξ/x ∈ J e ξ ∈ H}
então para todo η ∈ H0 existem x ∈ J e ξ ∈ H tal que pi(x)ξ = η.
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Demonstração. Essa proposição é um caso particular do Teorema da
Fatoração de Cohen-Hewitt (Ver [10], Teorema 32.22). 
Corolário 3.3.13: Seja A uma C*-álgebra e J um ideal fechado em
A. Se pi : J −→ B(H) é uma representação não degenerada então existe
p˜i : A −→ B(H) representação de A sobre B(H) tal que p˜i|J = pi.
Demonstração. Como pi : J −→ B(H) é não degenerada, temos que
H = span{pi(x)ξ/x ∈ J e ξ ∈ H}. Além disso, pela proposição an-
terior, para todo η ∈ H existem x ∈ J e ξ ∈ H tal que pi(x)ξ = η.
Sendo assim, defina p˜i : A −→ B(H) da seguinte forma: Dado a ∈ A
e η = pi(x)ξ ∈ H, p˜i(a)η = pi(ax)ξ. Inicialmente, vamos mostrar que p˜i
está bem definida. De fato, se η = pi(x)ξ1 = pi(y)ξ2 e a ∈ A então para
todo z ∈ J temos que
pi(z)(pi(ax)ξ1 − pi(ay)ξ2) = pi(z)(pi(ax)ξ1)− pi(z)(pi(ay)ξ2)
= pi(z(ax))ξ1 − pi(z)(pi(ay)ξ2)
= pi(za)(pi(x)ξ1)− pi(z)(pi(ay)ξ2)
= pi(za)(pi(y)ξ2)− pi(z)(pi(ay)ξ2)
= pi(z)(pi(ay)ξ2)− pi(z)(pi(ay)ξ2)
= 0.
Portanto, pi(ax)ξ1 − pi(ay)ξ2 = 0, ou seja, pi(ax)ξ1 = pi(ay)ξ2. Logo,
p˜i está bem definida. Além disso, p˜i é uma representação de A sobre
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B(H). Com efeito, dados a, b ∈ A e λ ∈ C temos que
p˜i(λa+ b)η = pi((λa+ b)x)ξ
= λpi(ax)ξ + pi(bx)ξ
= λp˜i(a)η + p˜i(b)η
= (λp˜i(a) + p˜i(b))η,
p˜i(ab)η = pi((ab)x)ξ
= pi(a(bx))ξ
= p˜i(a)(pi(bx)ξ)
= p˜i(a)(p˜i(b)η)
= (p˜i(a)p˜i(b))η
e
〈η′, (p˜i(a))∗η〉 = 〈p˜i(a)η′, η〉
= 〈pi(ay)ξ′, η〉
= 〈pi(ay)ξ′, pi(x)ξ〉
= 〈pi(x∗ay)ξ′, ξ〉
= 〈pi(x∗a)η′, ξ〉
= 〈(pi(a∗x))∗η′, ξ〉
= 〈η′, pi(a∗x)ξ〉
= 〈η′, p˜i(a∗)η〉.
Portanto, p˜i é uma representação. Por fim, se a ∈ J e η = pi(x)ξ ∈ H,
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temos que p˜i(a)η = pi(ax)ξ = pi(a)(pi(x)ξ) = pi(a)η. Logo, p˜i é uma
representação de A tal que p˜i|J = pi. 
Com base nos resultados acima, defina
p˜ig : Dg −→ B(H0)
x 7−→ pig(x) |H0 .
Note que p˜ig está bem definida. Além disso, p˜ig é uma representação
não degenerada. Pelo corolário anterior, existe p˜i′g : A −→ B(H0) re-
presentação de A sobre B(H0) que estende p˜ig. Em seguida, defina
pi′g : A −→ B(H) da seguinte maneira: Dado η ∈ H, escreva η = η1 + η2
com η1 ∈ H0 e η2 ∈ H⊥0 . Sendo assim, pi′g(a)η = p˜i′g(a)η1. Clara-
mente, pi′g é uma representação de A sobre B(H). Por fim, considere
p˜i : A −→ B(`2(G,H)) com (p˜i(a)(f))(g) = (pi′g(a))(f(g)).
Afirmação 3.3.14: p˜i : A −→ B(`2(G,H)) é uma representação de A
sobre B(`2(G,H)).
Inicialmente, note que p˜i é linear. Assim, para todo a, b ∈ A,
temos que (p˜i(ab)(f))(g) = (pi′g(ab))(f(g)) = (pi′g(a)pi′g(b))(f(g)) =
pi′g(a)(pi
′
g(b)(f(g))) = pi
′
g(a)((p˜i(b)(f))(g)) = (p˜i(a)(p˜i(b)(f)))(g). Além
disso, ((p˜i(a))∗(g) = (pi′g(a))∗(f(g)) = (pi′g(a∗))(f(g)) = (p˜i(a∗)(f))(g).
Portanto, temos que, (p˜i(a))∗ = p˜i(a∗). Logo, p˜i é uma representação.
Afirmação 3.3.15: O par (p˜i, λ) é α-covariante.
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Dados t ∈ G e x ∈ Dt−1 , temos que(
(λ(t)p˜i(x))(f)
)
(g) =
(
λ(t)(p˜i(x)(f))
)
(g)
=
(
p˜i(x)(f)
)
(t−1g)
= (pi′t−1g(x))(f(t
−1g))
= pi(αg−1t(x))(f(t
−1g))
= pi
(
αg−1(αt(x)))(f(t
−1g))
= pi′g(αt(x))(f(t
−1g))
= pi′g(αt(x))
(
(λ(t)(f))(g)
)
=
(
p˜i(αt(x))(λ(t)(f))
)
(g)
para todo g ∈ G e f ∈ `2(G,H). Portanto, λ(t)p˜i(x) = p˜i(αt(x))λ(t),
isto é, p˜i(αt(x)) = λ(t)p˜i(x)λ(t−1). Além disso,
p˜i(a)λ(t)λ(t−1) =
(
p˜i(a)λ(t)
)
λ(t−1)
=
(
λ(t)p˜i(αt−1(a))
)
λ(t−1)
= λ(t)
(
p˜i(αt−1(a))λ(t
−1)
)
= λ(t)
(
λ(t−1)p˜i(a)
)
= λ(t)λ(t−1)p˜i(a)
para todo t ∈ G e a ∈ A. Logo, o par (p˜i, λ) é α-covariante. Pela
proposição 3.3.7, segue que p˜i : Aoα G −→ B(`2(G,H)) com
(p˜i × λ)((atδt)t∈G) =
∑
t∈G
p˜i(at)λ(t)
é a única representação de A oα G sobre B(`2(G,H)) associada ao par
α-covariante (p˜i, λ).
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A seguir, considere
ie : H −→ `2(G,H)
h 7−→ fh
em que fh(g) =
0, se g 6= eh, se g = e e
i∗e : `
2(G,H) −→ H
f 7−→ f(e).
Defina, pe = iei∗e : `2(G,H) −→ `2(G,H). Note que pe ∈ B(`2(G,H)) é
uma projeção. Finalmente, considere
E˜ : B(`2(G,H)) −→ B(`2(G,H))
T 7−→ pe ◦ T ◦ pe
A aplicação linear E˜ é contínua pois ‖E˜(T )‖ = ‖pe ◦ T ◦ pe‖ 6 ‖T‖. A
partir de E˜ construiremos uma esperança condicional E : AoαG −→ Be.
O resultado seguinte é fundamental para alcançar nosso objetivo.
Proposição 3.3.16: Sejam A uma C*-álgebra, G um grupo,
({Dg}g∈G, {αg}g∈G) uma ação parcial de G sobre A, ({Bt}t∈G, ∗, ·) o
fibrado de Fell associado a ação parcial, pi : A −→ B(H) uma representa-
ção isométrica de A e p˜i × λ : A oα G −→ B(`2(G,H)) a representação
construída acima. Se He = {f ∈ `2(G,H)/f(g) = 0 se g 6= e} então
E˜
(
(p˜i × λ)((atδt)t∈G)
)∣∣
He
= pi(ae) para todo (atδt)t∈G ∈ B =
⊕
t∈G
Bt.
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Demonstração. Inicialmente, defina a função ϕ : B(He) −→ B(H) tal
que (ϕ(T ))(h) = (T (fh))(e). Claramente, ϕ é linear. Além disso,
ϕ−1 = Ψ em que Ψ : B(H) −→ B(He) com
(Ψ(S)(f))(g) =
0, se g 6= eS(f(e)), se g = e.
Portanto, ϕ é um isomorfismo. Sendo assim, basta mostrar que para
todo (atδt)t∈G ∈ B, ϕ
(
E˜
(
(p˜i × λ)((atδt)t∈G)
)∣∣∣
He
)
= pi(ae). Seja
(atδt)t∈G ∈ B e denote T = (p˜i × λ)((atδt)t∈G). Dado h ∈ H, temos
que (
ϕ
(
E˜(T )
∣∣∣
He
))
(h) =
(
pe
(
T (pe(fh))
))
(e)
=
(
pe
(
T (fh)
))
(e)
=
(
T (fh)
)
(e)
=
(∑
t∈G
p˜i(at)
(
λ(t)(fh)
))
(e)
=
∑
t∈G
(
p˜i(at)
(
λ(t)(fh)
))
(e)
=
∑
t∈G
(pi′e(at))
(
(λ(t)(fh))(e)
)
=
∑
t∈G
(
pi′e(at)
)(
fh(t
−1)
)
=
(
pi′e(ae)
)(
fh(e)
)
=
(
pi′e(ae)
)
(h)
=
(
pi(ae)
)
(h)
Logo, ϕ
(
E˜(T )
∣∣∣
He
)
= pi(ae) para todo (atδt)t∈G ∈ B. 
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Proposição 3.3.17: A aplicação E0 : B =
⊕
t∈G
Bt −→ Be em que
E0
(
(atδt)t∈G
)
= aeδe é uma esperança condicional contínua.
Demonstração. Primeiramente, note que E0 é linear. Além disso, E0 é
contínua pois é uma composição de funções contínuas. De fato, temos
que E0
(
b
)
= %
(
pi−1
(
ϕ
(
E˜((p˜i × λ)(b))∣∣∣
He
)))
com
% : A −→ Be
a 7−→ aδe.
Sendo assim, basta verificar as condições da definição de esperança
condicional. Note que E0
∣∣∣
Be
= IdBe . Se (atδt)t∈G ∈ B e (bsδs)s∈G ∈ Be
então
E0 =
(
(atδt)t∈G · (bsδs)s∈G
)
= E0
((∑
t∈G
αt
(
αt−1(at)bt−1s
)
δts
)
s∈G
)
= E0
(((
αs
(
αs−1(as)be
))
δss
)
s∈G
)
= (aebe)δe.
Além disso, E0
(
(atδt)t∈G
) · (bsδs)s∈G = aeδe · (bsδs)s∈G = (aebe)δe.
Portanto, E0
(
(atδt)t∈G · (bsδs)s∈G
)
= E0
(
(atδt)t∈G
) · (bsδs)s∈G para
todo (atδt)t∈G ∈ B e (bsδs)s∈G ∈ Be. De maneira análoga, con-
cluimos que E0
(
(bsδs)s∈G · (atδt)t∈G
)
= (bsδs)s∈G · E0((atδt)t∈G)
para todo (atδt)t∈G ∈ B e (bsδs)s∈G ∈ Be. Finalmente, temos que
E0
((
(atδt)t∈G
)∗
(atδt)t∈G
)
= cδe com c =
∑
t∈G
αt−1(a
∗
tat) é positivo
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pois A e Be são C*-álgebras isomorfas e c =
∑
t∈G
αt−1(a
∗
tat) é um ele-
mento positivo de A. Logo, E0 : B −→ Be é uma esperança condicional
contínua. 
Observação 3.3.18: Como E0 : B −→ Be é linear e contínua e
pela definição de C*-álgebra envolvente A oα G = B/N então existe
E : Aoα G −→ Be contínua.
Proposição 3.3.19: A aplicação E : Aoα G −→ Be é uma esperança
condicional (contínua). Além disso, N = {0}.
Demonstração. A verificação de que E : A oα G −→ Be é uma es-
perança condicional é imediata, uma vez que E0 : B −→ Be é uma
esperança condicional. Sendo assim, vamos provar que N = {0}. Dado
b = (bt)t∈G ∈ B, se s′(b) = sup
s∈C∗s (B)
s(b) = 0, então s′(b∗b) = s′(b)2 = 0.
Como E0 : B −→ Be é contínua, segue que E0(b∗b) = 0. Portanto,
c =
∑
t∈G
b∗t bt = 0 pois E0(b∗b) = cδe. Com isso, temos que b∗t bt = 0 para
todo t ∈ G. Logo, bt = 0 para todo t ∈ G, ou seja, b = (bt)t∈G = 0. 
Definição 3.3.20: Seja A uma C*-álgebra, ({Dt}t∈G, {αt}t∈G) uma
ação parcial de G sobre A, ({Bt}t∈G, ∗, ·}) o fibrado de Fell associado
a ação parcial, E : A oα G −→ Be a esperança condicional definida
acima e J = {a ∈ A oα G/E(b∗ac) = 0 para todo b, c ∈ A oα G}. O
produto cruzado parcial reduzido de A por G, denotado por Aoα,r G
é a C*-álgebra quociente do produto cruzado parcial pelo ideal J , isto é,
Aoα,r G = Aoα G/J .
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Proposição 3.3.21: Seja E : A oα G −→ Be a esperança condicional
contínua construída anteriormente. A aplicação Er : Aoα,rG −→ Be em
que Er(a+ J) = E(a) é uma esperança condicional contínua fiel.
Demonstração. Inicialmente, vamos provar que Er está bem definida.
Se a1 + J = a2 + J então a1 − a2 ∈ J . Portanto, E(a1 − a2) = 0.
Logo, Er(a1 + J) = Er(a2 + J). Além disso, claramente Er é contí-
nua e satisfaz as condições de esperança condicional. Finalmente, seja
a + J ∈ A oα,r G tal que Er
(
(b + J)∗(a + J)(c + J)
)
= 0 para
todo b + J, c + J ∈ A oα,r G. Sendo assim, E(b∗ac) = 0 para todo
b, c ∈ Aoα G. Portanto, a ∈ J , isto é, a+ J = 0 + J . Logo, Er é uma
esperança condicional contínua fiel. 
No capítulo 4, a esperança condicional fiel construída acima será
utilizada na demonstração do principal resultado do trabalho. Com esse
resultado, é possível encontrar condições sob as quais o produto cruzado
parcial reduzido é simples. Para encerrar esse capítulo, apresentaremos a
seguir dois exemplos muito importantes de produto cruzado parcial redu-
zido.
Exemplo 3.3.22:
Seja A = {T ∈ B(`2(N))/matriz de T é diagonal e lim annexiste}
e C∗({S}) a álgebra de Toeplitz. Considere ({Dk}k∈Z, {αk}k∈Z) a ação
parcial de Z sobre A e (pi, λ) o par α-covariante, ambos construídos no
exemplo 1.2.5. Nosso objetivo é mostrar que C∗({S}) ∼= Aoα,r Z, isto é,
que a álgebra de Toeplitz é isomorfa ao produto cruzado parcial reduzido
de A por Z. Como (pi, λ) é um α-covariante, a proposição 3.3.7 garante a
3.3 – Produtos cruzados parciais 69
existência de um ∗-homomorfismo (pi× λ) : Aoα Z −→ C∗({S}) tal que
(pi×λ)((Tkδk)k∈Z) =
∑
k∈Z
pi(Tk)λ(k) =
∑
k∈Z
Tkλ(k). Seja ({Bk}k∈Z, ∗, ·) o
fibrado de Fell associado a ação parcial e E : Aoα Z −→ B0 a esperança
condicional construída neste capítulo. Inicialmente, vamos provar que,
para todo a ∈ Aoα Z, 〈(pi×λ)(a∗a)en, en〉en = (pi×λ)(E(a∗a))en para
todo n ∈ N em que {en}n∈N é a base canônica de `2(N). De fato, se
a = (Tkδk)k∈Z ∈
⊕
k∈Z
Bk então
〈(pi × λ)(a∗a)en, en〉en =
〈
(pi × λ)
(∑
n∈Z
(∑
k∈Z
α−k(T ∗kTk+m)
)
δm
)
en, en
〉
en
=
∑
m∈Z
∑
k∈Z
〈(pi × λ)(α−k(T ∗kTk+m)δm)en, en〉en
=
∑
m∈Z
∑
k∈Z
〈α−k(T ∗kTk+m)[n+m > 0]en+m, en〉en
=
∑
k∈Z
〈α−k(T ∗kTk)en, en〉en
= 〈
∑
k∈Z
α−k(T ∗kTk)en, en〉en
=
∑
k∈Z
α−k(T ∗kTk)en
= (pi × λ)(E(a∗a))en
para todo n ∈ N. Como
⊕
k∈Z
Bk é denso em AoαZ e as funções E e pi×λ
são contínuas, a igualdade é válida para o caso geral. Agora, mostraremos
que se J = {a ∈ A oα Z/E(b∗ac) = 0 para todo b, c ∈ A oα Z}
então (pi × λ)(J) = 0. Com efeito, se a ∈ J então E(a∗a) = 0.
Sendo assim, temos que (pi × λ)(E(a∗a))en = 0 para todo n ∈ N.
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Portanto 〈(pi × λ)(a∗a)en, en〉en = 0 para todo n ∈ N. Como pi × λ
é um ∗-homomorfismo, segue que 〈(pi × λ)(a)en, (pi × λ)(a)en〉 = 0
para todo n ∈ N. Logo, (pi × λ)(a) = 0. Finalmente, uma vez
que (pi × λ)(J) = 0 então existe pi × λ : A oα,r Z −→ C∗({S})
∗-homomorfismo dado por pi × λ(a + J) = (pi × λ)(a). Note
que pi × λ é sobrejetor pois temos que SS∗δ1 + J ∈ A oα,r Z e
pi × λ(SS∗δ1 + J) = (pi × λ)(SS∗δ1) = pi(SS∗)λ(1) = SS∗S = S.
Além disso, pi × λ é injetor. De fato, se a + J ∈ kerpi × λ en-
tão pi × λ((a + J)∗(a + J)) = (pi × λ)(a∗a) = 0. Portanto,
(pi × λ)(E(a∗a))en = 〈(pi × λ)(a∗a)en, en〉en = 0 para todo n ∈ N,
isto é, (pi × λ)(E(a∗a)) = 0. Como (pi × λ)(E(a∗a)) = E(a∗a), segue
que E(a∗a) = 0. Assim, a + J = 0 + J pois a esperança condicio-
nal é fiel no produto cruzado parcial reduzido. Logo, C∗({S}) ∼= Aoα,rZ.
Exemplo 3.3.23: Fixe (nk)k∈N uma sequência de números inteiros
tais que nk divide nk+1 para todo k ∈ N. Dada uma sequência li-
mitada de números complexos a = (ai)i∈N, considere Sa ∈ B(`2(N))
tal que Sa(ei) = aiei+1. No caso em que ai = ai+p, para algum
p ∈ N, dizemos que Sa é p-periódico. Defina, para cada k ∈ N, a
C*-álgebra Ank = C∗({Sa ∈ B(`2(N))/Sa é nk-periódico}). Note que
An1 ⊆ An2 ⊆ An3 ⊆ . . .. Seja A =
∞⋃
k=1
Ank . A C*-álgebra A
é chamada a álgebra de Bunce-Deddens-Toeplitz de (nk)k∈N. Note
que C∗({S}) ⊆ A para qualquer sequência (nk)k∈N. Em particular,
A contém o conjunto K(`2(N)) dos operadores compactos de `2(N)
(ver [5], Teorema 1.1.1). Seja A0 = {T ∈ A/T é diagonal}. Consi-
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dere, com as devidas modificações, a ação parcial ({Dk}k∈Z, {αk}k∈Z)
de Z sobre A0 e o par α-covariante (pi, λ) construídos no exemplo
1.2.5. A proposição 3.3.7 garante a existência de um ∗-homomorfismo
(pi × λ) : A0 oα Z −→ A tal que (pi × λ)((Tkδk)k∈Z) =
∑
k∈Z
pi(Tk)λ(k) =∑
k∈Z
Tkλ(k). Seja ({Bk}k∈Z, ∗, ·) o fibrado de Fell associado a ação par-
cial ({Dk}k∈Z, {αk}k∈Z) e E : A0 oα Z −→ B0 a esperança condici-
onal construída neste capítulo. Novamente, temos (pi × λ)(J) = 0 em
que J = {a ∈ A0 oα Z/E(b∗ac) = 0 para todo b, c ∈ A0 oα Z}.
Além disso, o ∗-homomorfismo pi × λ : A0 oα,r Z −→ A tal que
pi × λ(a + J) = (pi × λ)(a) também é injetor. As demonstrações desses
fatos são análogas as que foram feitas no exemplo anterior. Assim, falta
apenas provar que pi × λ : A0 oα,r Z −→ A é sobrejetor. De fato, basta
mostrar que todo operador Sa nk-periódico pertence a imagem de pi × λ.
Seja Sa um operador nk-periódico e a = (ai)i∈N a sequência nk-periódica
associada a ele. Considere T ∈ A0 tal que t1 = 0 e ti+1 = ai para todo
i ∈ N. Portanto, pi × λ(Tδ1+J) = (pi×λ)(Tδ1) = pi(T )λ(1) = TS = Sa.
Logo, A é isomorfa ao produto cruzado parcial reduzido de A0 por Z.
4 Ideais no produto cruzado parcial reduzido
4.1 Ações parciais topologicamente livres
Neste capítulo, definiremos os conceitos de ação parcial topologi-
camente livre e ação parcial minimal. Além disso, provaremos o principal
resultado deste trabalho e enunciaremos condições necessárias e suficien-
tes para que uma ação parcial do grupo livre sobre o espaço topológico
compacto associado a um grafo seja topologicamente livre e minimal. Este
capítulo teve como base o artigo [2].
Inicialmente, fixaremos um grupo G, um espaço topológico local-
mente compacto Hausdorff X , ({Xt}t∈G, {θt}t∈G) uma ação parcial de
G sobre X , ({Dt}t∈G, {αt}t∈G) a ação parcial de G sobre C0(X ) (Vide
exemplo 1.1.6),({Bt}t∈G, ∗, ·) o fibrado de Fell associado a ação parcial
de G sobre C0(X ) e Er : C0(X ) oα,r G −→ Be a esperança condicional
definida no capítulo 3. Novamente, com um abuso de notação, conside-
raremos Er : C0(X )oα,r G −→ C0(X ) pois C0(X ) e Be são C*-álgebras
isomorfas.
Definição 4.1.1: Uma ação parcial ({Xt}t∈G, {θt}t∈G) de G sobre
X é topologicamente livre quando para todo t ∈ G\{e} o conjunto
Ft = {x ∈ Xt−1/θt(x) = x} tem interior vazio.
Observação 4.1.2: Pela definição acima, note que o conjunto Ft é
fechado em Xt−1 .
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Enunciaremos uma caracterização das ações parciais topologica-
mente livres mais apropriada para os nossos objetivos.
Proposição 4.1.3: Uma ação parcial ({Xt}t∈G, {θt}t∈G) é topologica-
mente livre se, e somente se, para todo subconjunto finito {t1, . . . , tn} de
G\{e} o conjunto ⋃ni=1 Fti tem interior vazio.
Demonstração.
(⇐=) É imediato.
(=⇒) Basta mostrar que para todo t ∈ G\{e}, Ft é raro, isto é,
F t tem interior vazio e usar o fato que a união finita de conjuntos raros
é um conjunto raro. Como Ft é fechado em Xt−1 então Ft = C ∩ Xt−1
em que C ⊆ X fechado. Seja V ⊆ F t um aberto em F t. Sendo
assim, note que V ∩Xt−1 é aberto em Ft. Portanto, V ∩Xt−1 = ∅ pois
({Xt}t∈G, {θt}t∈G) é uma ação parcial topologicamente livre. Como V
e Xt−1 são abertos disjuntos em X , então V ∩ Xt−1 = ∅. Por outro
lado, V ⊆ Ft = C ∩ Xt−1 ⊆ C ∩ Xt−1 ⊆ Xt−1 . Dessa forma, V = ∅.
Logo, Ft é uma conjunto raro. Finalmente,
⋃n
i=1 Fti tem interior vazio
pois
◦⋃n
i=1 Fti =
⋃n
i=1
◦
Fti = ∅. Logo,
⋃n
i=1 Fti também tem interior
vazio. 
Lema 4.1.4: Sejam t ∈ G\{e}, f ∈ Dt e x0 6∈ Ft. Para todo, ε > 0,
existe h ∈ C0(X ) tal que:
(1) h(x0) = 1.
(2) ‖(hf)δth‖ 6 ε.
(3) 0 6 h(x) 6 1 para todo x ∈ X .
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Demonstração. Caso 1: x0 6∈ Xt−1 .
Considere K = {x ∈ Xt−1/|f(x)| > ε}. Note que K é um
conjunto compacto pois f ∈ C0(X ) e x0 6∈ K. Como todo espaço local-
mente compacto Hausdorff possui uma compactificação de Alexandrov
e todo espaço compacto Hausdorff é normal, então existe h ∈ C0(X )
tal que 0 6 h(x) 6 1, para todo x ∈ X , h(x0) = 1 e h(K) = 0. Além
disso, f é limitada por ε fora de K. Portanto, ‖hf‖ 6 ε. Logo, temos
que ‖(hf)δth‖ = ‖αt(αt−1(hf)h)‖ = ‖αt−1(hf)h‖ 6 ‖hf‖ 6 ε.
Caso 2: x0 ∈ Xt−1 .
Como θt(x0) 6= x0 e X é Hausdorff, existem V1 e V2 abertos
disjuntos em X tal que x0 ∈ V1 e θt(x0) ∈ V2. Sem perda de generali-
dade, suponha que V1 ⊆ Xt−1 e V2 ⊆ Xt. Considere V = V1 ∩ θt−1(V2).
Note que x0 ∈ V ⊆ V1 e θt(V ) ⊆ V2. Portanto, V ∩ θt(V ) = ∅. Pelo
mesmo argunto do caso 1, existe h ∈ C0(X ) tal que 0 6 h(x) 6 1
para todo x ∈ X , h(x0) = 1 e h(X\V ) = 0. Falta mostrar que
h ∈ C0(X ) satisfaz a condição (2). De fato, note que o suporte de
αt−1(hf) está contido em θt(V ) e o suporte de h está contido em V .
Logo, ‖(hf)δth‖ = ‖αt−1(hf)h‖ 6 ε. 
Proposição 4.1.5: Se ({Xt}t∈G, {θt}t∈G) é uma ação parcial topologi-
camente livre então para todo c ∈ C0(X )oα,r G e para todo ε > 0 existe
h ∈ C0(X ) tal que:
(1) ‖hEr(c)h‖ > ‖Er(c)‖ − ε.
(2) ‖hEr(c)h− hch‖ 6 ε.
(3) 0 6 h(x) 6 1 para todo x ∈ X .
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Demonstração. Inicialmente, suponha c = (atδt)t∈T ∈ C0(X ) oα,r G
com T ⊆ G subconjunto finito. Defina Er(c) = ae (se e 6∈ T , tome
ae = 0). Seja V = {x ∈ X/‖ae(x)‖ > ‖ae‖ − ε}. Primeiramente, note
que V é um conjunto aberto não-vazio. Pela proposição 4.1.3, existe
x0 ∈ V tal que x0 6∈ Ft para todo t ∈ T\{e}. Além disso, pelo
lema 4.1.4, para cada t ∈ T\{e} existe ht ∈ C0(X ) tal que ht(x0) = 1,
0 6 ht(x) 6 1 para todo x ∈ X e ‖ht(atδt)ht‖ 6 ε|T | com |T | sendo
o número de elementos de T . Assim, seja h =
∏
t∈T\{e}
ht. Claramente
0 6 h(x) 6 1 para todo x ∈ X . Como h(x0) = 1, segue que
‖hEr(c)h‖ > |ae(x0)| > ‖ae‖ − ε = ‖Er(c)‖ − ε.
Finalmente, temos que
‖hEr(c)h− hch‖ 6
∑
t∈T\{e}
‖h(atδt)h‖ 6
∑
t∈T\{e}
‖ht(atδt)ht‖ < ε.
Como os elementos da forma (atδt)t∈T são densos em C0(X ) oα,r G e
Er é contínua, o caso geral segue. 
4.2 Ideais e ações parciais topologicamente livres e minimais
Essa seção é dedicada ao principal resultado deste trabalho, suas
conseqüências e exemplos interessantes.
Teorema 4.2.1: Se ({Xt}t∈G, {θt}t∈G) é uma ação parcial topologica-
mente livre e I é um ideal em C0(X )oα,r G com I ∩C0(X ) = {0} então
I = {0}.
Demonstração. Considere pi : A = C0(X ) oα,r G −→ A/I a aplica-
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ção quociente e sejam a ∈ I, b, c ∈ C0(X ) oα,r G. Dado ε > 0 e
b∗ac ∈ C0(X )oα,r G, existe h ∈ C0(X ) satisfazendo as condições (1),
(2) e (3) da proposição anterior. Dessa forma,
‖pi(hEr(b∗ac)h)‖ = ‖pi(h(Er(b∗ac)− b∗ac)h)‖ 6 ε
2
pois pi(b∗ac) = 0. Além disso, pi é uma isometria em C0(X ) pois
I ∩ C0(X ) = {0}. Portanto, ‖hEr(b∗ac)h‖ 6 ε
2
. Utilizando o item
(1), temos que
‖Er(b∗ac)‖ − ε
2
6 ‖hEr(b∗ac)h‖ 6 ε
2
,
isto é, ‖Er(b∗ac)‖ 6 ε. Assim, Er(b∗ac) = 0. Como a, b, c são arbitrá-
rios e Er é fiel, segue que a = 0. Logo, I = {0}. 
Definição 4.2.2: Seja G um grupo, X um espaço topológico e
({Xt}t∈G, {θt}t∈G) uma ação parcial de G sobre X . Um subcon-
junto Y ⊆ X é denominado θ-invariante quando, para todo t ∈ G,
θt(Xt−1 ∩ Y) ⊆ Xt ∩ Y.
Definição 4.2.3: Seja G um grupo, A uma C*-álgebra e
({Dt}t∈G, {αt}t∈G) uma ação parcial de G sobre A. Um ideal I em A é
denominada α-invariante quando, para todo t ∈ G, αt(Dt−1∩I) ⊆ Dt∩I.
Definição 4.2.4: Uma ação parcial ({Xt}t∈G, {θt}t∈G) em X é mini-
mal quando os únicos subconjuntos abertos θ-invariantes em X são ∅ e
X .
Observação 4.2.5: Note que U ⊆ X aberto em X é θ-invariante se, e
somente se, o ideal I = {f ∈ C0(X )/f(x) = 0 ∀x ∈ X\U} é α-invariante
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em relação à ({Dt}t∈G, {αt}t∈G). Portanto, ({Xt}t∈G, {θt}t∈G) é mini-
mal se, e somente se, os únicos ideais α-invariantes de C0(X ) são os ideais
triviais.
Definição 4.2.6: Uma ação parcial ({Dt}t∈G, {αt}t∈G) em C0(X ) é
minimal quando os únicos ideais α-invariantes de C0(X ) são os ideais
triviais.
Exemplo 4.2.7:
SejaA = {T ∈ B(`2(N))/matriz de T é diagonal e lim ann existe },
I = {T ∈ A/ lim ann = 0} e ({Dk}k∈Z, {αk}k∈Z) a ação parcial de Z
sobre A construída no exemplo 1.2.5. Nosso objetivo é mostrar que a
ação parcial ({Dk}k∈Z, {αk}k∈Z) não é minimal. Primeiramente, note
que I é um ideal em A. Em seguida, vamos provar que I é um ideal
α-invariante em relação à ({Dk}k∈Z, {αk}k∈Z). Seja T ∈ D−k ∩ I. Se
k > 0 então D−k = A. Assim, αk(T ) = SkT (S∗)k ∈ Dk ∩ I. Por outro
lado, se k < 0 então D−k = {T ∈ A/a11 = a22 = · · · = akk = 0}.
Portanto, αk(T ) = (S∗)−kTS−k ∈ Dk ∩ I = I pois Dk = A. Logo, a
ação parcial ({Dk}k∈Z, {αk}k∈Z) não é minimal pois I é um ideal em A
não-trivial α-invariante.
Proposição 4.2.8: Seja ({Dt}t∈G, {at}t∈G) uma ação parcial de um
grupo G sobre uma C*-álgebra A e H um espaço de Hilbert. Existe uma
correspondência biunívoca entre representações α-covariantes de (A, G, α)
sobre B(H) e representações não degeneradas de Aoα G sobre B(H).
Demonstração. Ver [2] (Teorema 1.4). 
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Proposição 4.2.9: Se ({Xt}t∈G, {θt}t∈G) é uma ação parcial topolo-
gicamente livre e minimal então C0(X )oα,r G é simples.
Demonstração. Seja I um ideal em C0(X ) oα,r G e considere
ρ : C0(X ) oα,r G −→ B(H) uma representação de C0(X ) oα,r G
tal que ker ρ = I. Pela proposição 4.2.8, existe (p˜i, λ) α-covariante tal
que ρ = p˜i × λ. Defina J = I ∩ C0(X ). Claramente, J é um ideal
em C0(X ). Além disso, J é um ideal α-invariante. De fato, para todo
f ∈ J ∩ Dt−1 , p˜i(αt(f)) = λ(t)p˜i(f)(λ(t))∗ = 0 pois p˜i(f) = 0. Assim,
αt(f) ∈ J ∩Dt. Como ({Xt}t∈G, {θt}t∈G) é uma ação parcial minimal,
segue que J = C0(X ) ou J = {0}.
Se J = C0(X ) então p˜i = 0. Portanto ρ = 0 e I = C0(X )oα,r G.
Se J = {0}, pelo teorema 4.2.1, segue que I = {0}. Logo, C0(X )oα,rG
é simples. 
Exemplo 4.2.10: Um grafo G é um par (V,A) em que V é um conjunto
não-vazio finito e A é um subconjunto de V × V . Os elementos de V são
chamados vértices do grafo e os elementos e A são chamados arestas do
grafo.
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Dado um grafo G = (V,A), podemos definir uma matriz Bn×n associada
ao grafo G da seguinte maneira: bij = 1 se (i, j) ∈ A e bij = 0 se
(i, j) 6∈ A. Reciprocamente, se Bn×n é uma matriz cujos elementos são
0 e 1 então existe um grafo G = (V,A) associado a essa matriz tal que
V = {1, . . . , n} e A = {(i, j) ∈ V × V/bij = 1}. Dado um grafo
G = (V,A) com V = {1, . . . , n}, defina
XB = {(xi)i∈N ∈ {1, 2, . . . , n}N/bxixi+1 = 1 para todo i ∈ N}.
Em seguida, considere T a topologia produto em XB. Vamos mos-
trar que (XB, T ) é uma espaço topológico compacto. De fato, para cada
k ∈ N, defina X kB = {(xi)i∈N ∈ {1, . . . , n}N/bxkxk+1 = 1} e
fk : {1, . . . , n}N −→ {1, . . . , n} × {1, . . . , n}
(xi)i∈N 7−→ (xk, xk+1).
Além disso, seja
b : {1, . . . , n} × {1, . . . , n} −→ {0, 1}
(i, j) 7−→ bij .
Note que X kB é fechado pois X kB = (b ◦ fk)−1({1}) e b ◦ fk é uma função
contínua. Como XB =
∞⋂
k=1
X kB , segue que XB é um conjunto fechado.
Por fim, o teorema de Tychonov garante que {1, 2, . . . , n}N é compacto
na topologia T . Logo, XB também é compacto pois XB ⊆ {1, . . . , n}N.
Nosso objetivo é construir uma ação parcial do grupo livre Fn em XB
e caracterizar as ações parciais topologicamente livre e as ações parciais
minimais de Fn em XB . Sejam {a1, . . . , an} os geradores livres de Fn
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e {a−11 , . . . , a−1n } os seus inversos. Para cada k ∈ {1, . . . , n}, defina
Xa−1k = {(xi)i∈N ∈ XB/bkx1 = 1}, Xak = {(xi)i∈N ∈ XB/x1 = k},
θak : Xa−1k −→ Xak tal que θak(x1, x2, . . .) = (k, x1, x2, . . .) e ,por fim,
θa−1k
: Xak −→ Xa−1k tal que θa−1k (k, x2, x3, . . .) = (x2, x3, . . .). Note que
para cada k ∈ {1, . . . , n}, θak e θa−1k são bijeções contínuas, Xa−1k e Xak
são conjuntos abertos em XB e θ−1ak = θa−1k . Logo, pelo exemplo 1.1.8,
({Xg}g∈Fn , {θg}g∈Fn) é uma ação parcial do grupo livre Fn sobre XB .
Exemplo 4.2.11: Seja G = (V,A) o grafo abaixo.
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Assim, XB = {(1, 2, 3, 1, 2, 3, . . .), (2, 3, 1, 2, 3, 1, . . .)(3, 1, 2, 3, 1, 2, . . .)}.
Sejam {a1, a2, a3} os geradores livres de F3. Vamos provar que a ação par-
cial ({Xg}g∈F3 , {θg}g∈F3) de F3 sobre XB não é topologicamente livre. De
fato, considere g = a1a2a3 6= e. Note que Xg−1 = {(1, 2, 3, 1, 2, 3, . . .)},
Xg = {(1, 2, 3, 1, 2, 3, . . .)} e θg((1, 2, 3, 1, 2, 3, . . .)) = (1, 2, 3, 1, 2, 3, . . .).
Portanto, Fg = {x ∈ Xg−1/θg(x) = x} = Xg−1 = {(1, 2, 3, 1, 2, 3, . . .)} é
um conjunto aberto em XB . Logo, ({Xg}g∈F3 , {θg}g∈F3) não é uma ação
parcial topologicamente livre.
Definição 4.2.12: Seja G = (V,A) um grafo. Um subconjunto
{n1, . . . , nk} ⊆ V é um circuito de G = (V,A) quando bnkn1 = 1 e
bnini+1 = 1 para todo i ∈ {1, . . . , k − 1}.
Definição 4.2.13: Seja G = (V,A) um grafo. Um subconjunto
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{n1, . . . , nk} ⊆ V é um circuito sem saída quando {n1, . . . , nk} ⊆ V
é um circuito tal que, para cada i ∈ {1, . . . , k − 1}, bnip = 0 para todo
p 6= ni+1 e bnkp = 0 para todo p 6= n1.
O próximo resultado exibe a condição necessária e suficiente
para que a ação parcial ({Xg}g∈Fn , {θg}g∈Fn) de Fn sobre XB seja
topologicamente livre.
Teorema 4.2.14: A ação ({Xg}g∈Fn , {θg}g∈Fn) de Fn sobre XB é to-
pologicamente livre se, e somente se, nenhum circuito do grafo G = (V,A)
é sem saída.
Demonstração.
(=⇒) Suponha que o grafo G = (V,A) possua um circuito sem
saída {n1, . . . , nk} ⊆ {1, . . . , n}. Assim, considere g = an1an2 . . . ank
e x = (n1, n2, . . . , nk, n1, n2, . . . , nk, . . .). Primeiramente, note que
θg(x) = x. Além disso, Xg−1 = {x} pois {n1, . . . , nk} é uma circuito
sem saída. Portanto, Fg = {x ∈ Xg−1/θg(x) = x} = {x} que é um
conjunto aberto em XB . Logo, ({Xg}g∈Fn , {θg}g∈Fn) não é topologica-
mente livre.
(⇐=) Suponha que a ação parcial ({Xg}g∈Fn , {θg}g∈Fn) não é
topologicamente livre. Por definição, existe g ∈ Fn tal que o con-
junto Fg = {x ∈ Xg−1/θg(x) = x} possui interior não-vazio. Va-
mos admitir que g = an1 . . . ank . Os demais casos são tratados
de maneira análoga. Seja x ∈
◦
Fg. Como θg(x) = x, segue que
x = (n1, n2, . . . , nk, n1, n2, . . . , nk, . . .). Portanto, Xg−1 = {x}. As-
sim, para todo i ∈ {1, . . . , k − 1}, temos que bnini+1 = 1, bnkn1 = 1,
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bnip = 0 para todo p 6= ni+1, e bnkp = 0 para todo p 6= n1. Logo,
{n1, . . . , nk} é um circuito sem saída do grafo G = (V,A). 
Exemplo 4.2.15: Seja G = (V,A) o grafo abaixo.
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Sendo assim, XB = {(1, 2, 3, . . .), (2, 3, 1, . . .), (3, 1, 2, . . .), (4, . . .)}. Se-
jam {a1, a2, a3, a4} os geradores livres de F4. Vamos provar que a ação
({Xg}g∈F4 , {θg}g∈F4) de F4 sobre XB não é minimal. De fato, considere
U = {(1, 2, 3, 1, 2, 3, . . .), (2, 3, 1, 2, 3, 1, . . .), (3, 1, 2, 3, 1, 2, . . .)}. Note
que U é um conjunto aberto θ-invariante em XB pois, para todo g ∈ F4,
θg(U ∩ Xg−1) ⊆ U ∩ Xg. Logo, ({Xg}g∈F4 , {θg}g∈F4) não é uma ação
parcial minimal.
Definição 4.2.16: Sejam G = (V,A) um grafo e i, j ∈ V . Um ca-
minho entre os vértices i e j é um subconjunto {n1, . . . , nk} ⊆ V com
n1 = i e nk = j tal que bnini+1 = 1 para todo i ∈ {1, . . . , k − 1}. No
caso em que, para todo i, j ∈ V , existe um caminho entre os vértices i e
j, o grafo G = (V,A) é chamado transitivo.
Definição 4.2.17: Seja G = (V,A) um grafo. Um elemento j ∈ V é
um vértice isolado quando bji = bij = 0 para todo i ∈ V \{j}.
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Observação 4.2.18: Obviamente, se um grafo G = (V,A) possui um
vértice isolado, então G = (V,A) não é transitivo.
O resultado seguinte caracteriza as ações ({Xg}g∈Fn , {θg}g∈Fn) de
Fn sobre XB minimais.
Teorema 4.2.19: A ação ({Xg}g∈Fn , {θg}g∈Fn) de Fn sobre XB é mi-
nimal se, e somente se, o grafo G é transitivo.
Demonstração.
(⇐=) Suponha que a ação parcial ({Xg}g∈Fn , {θg}g∈Fn) não é
minimal. Sendo assim, existe U ⊆ XB aberto não-trivial tal que, para
todo g ∈ Fn, θg(U ∩ Xg−1) ⊆ U ∩ Xg. Sem perda de generalidade,
considere U = Un1...nk = {(xi)i∈N ∈ XB/xs = ns ∀s ∈ {1, . . . , k}}
em que {n1, . . . , nk} ⊆ {1, . . . , n}. Seja j ∈ {1, . . . , n} tal que
bjn1 = 1. Assim, se x ∈ Un1...nk então θaj (x) ∈ Un1...nk . Por-
tanto, j = n1 = n2 = · · · = nk = xk+1 = xk+2 = · · · . Dessa forma,
Un1...nk = {(n1, n1, n1, . . .)}, isto é, (n1, n1, n1, . . .) é um vértice isolado
do grafo. Logo, o grafo G não é transitivo.
(=⇒) Suponha que o grafo G não é transitivo. Por definição, não
existe um caminho entre os vértices i e j. Sendo assim, os conjuntos
U =
⋃
k∈N
Un1...nkj com np ∈ {1, . . . , n} e Ui são disjuntos. Além disso,
note que U é um conjunto θ-invariante. Portanto, existe U ⊆ XB aberto
não-trivial tal que para todo g ∈ Fn θg(U ∩ Xg−1) ⊆ U ∩ Xg. Logo, a
ação parcial ({Xg}g∈Fn , {θg}g∈Fn) não é minimal. 
Observação 4.2.20: Dado um grafo G = (V,A), considere a C*-
álgebra do grafo C∗(G) (Ver [12], proposição 1.20). O Teorema 8.4 em
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[11] afirma que C∗(G) ∼= C(XB)o Fn.
Sendo assim, terminaremos o trabalho com o seguinte resultado.
Teorema 4.2.21: Se G = (V,A) é um grafo transitivo e nenhum cir-
cuito de G é sem saída, então C∗(G) é simples.
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