INTRODUCTION
THE majority of investigations into the inheritance of continuously varying characters using inbred lines have been concentrated exclusively on the F2 and subsequent generations in the selfing series, with the result that the potentialities of backcross generations for quantitative inheritance have never been fully explored. True they are usually more difficult to produce than the F2, but the extra labour required is amply repaid in the form of additional information both on the components themselves and on the linkage relationships of the genes concerned. Although these generations are not commonly included in biometrical experiments, Mather and Vines (1952) have used them in conjunction with the F2, F3 and F4 generations to study the inheritance of flowering time and final height in varieties i and 5 of Xicotiana rustica. Because the experiment containing the recurrent backcross generations gave very heterogeneous second degree statisticsparticularly the covariances-Mather and Vines concluded that their future use in quantitative inheritance must be suspect until such time as further experiments could clarify the situation. Consequently these generations were excluded from their experiments in subsequent years.
Mather and Vines did point out however that the performance of the backcross generations might have been affected in some way by their parents having been raised in a glasshouse during the preceding winter.
They suggested that such conditions could have produced seed which for developmental reasons was more variable than normal. Re-examination of Mather and Vines' data in the light of more recent developments in biometrical genetics makes it possible to glean some further information about the behaviour of recurrent backcrosses. Individual scaling tests similar in nature to the A, B and C tests devised by Mather (1949) reveal only one departure from zero of borderline significance amongst the second backcross generations for flowering time, whereas for height two of them-the B,2 and B22 tests-show highly significant differences from expectation (see tables i and 5). This result lends some support to Mather and Vines' suspicions about these generations, at least for one of the characters under investigation. More precise evidence on this point comes from a joint scaling test (see Cavalli, 1952 Jinks, 1955 in which it is possible to fit a model based on weighted least squares estimates of the mid-parent M, additive and dominance x dominance {l] parameters to the generation means thereby gaining some insight into the type of genetic system controlling the characters in question. It should be mentioned that these parameters are defined around the F0 mean after the mixed metric model devised by Hayman and Mather The goodness of fit of any particular model can be determined by means of ax2 test. Re-analysis of the appropriate data in Mather and Vines' experiment reveals the presence of interactions between non-allelic genes for both characters but especially amongst those genes controlling the expression of height. Considering this character first, if the second backcross generations are excluded from the scaling test a model based only on additive and dominance effects is sufficient to fit the remaining data adequately, a result which would seem to implicate the recurrent backcrosses as the chief source of the apparent non-allelic interactions. Turning to flowering time, a simple additive and dominance model does not fit the data satisfactorily even after omission of the second backcross generations. If, however, these generations are retained and the F3 and BIP generations removed instead, such a model can account for the variation observed between the generation means. Thus for flowering time it is these latter generations, not the recurrent backcrosses, which are responsible for the presence of non-allelic interactions. The high covariances between first backcross plants and their second backcross progenies mentioned by Mather and Vines may conceivably be due to a genotype x environment interaction particularly in view of the fact that the first backcross plants were grown in a glasshouse the preceding winter. Moreover evidence accumulated over the years in connection with other experiments using the backcross generation of IV.. rustica indicate that with few exceptions they behave normally in respect of both final height and flowering time. Clearly therefore there are no compelling reasons for rejecting backcross generations as being of only limited value in experiments on quantitative characters, though more work is obviously required to assess the usefulness of the second backcross generation. For this reason an experiment with X. rustica which included these generations was initiated in ig6o and repeated in 1961 and 1962. The present paper describes these experiments in detail and attempts to determine the part which backcross generations can play in studying the inheritance of continuously varying characters.
THE EXPERIMENTAL DESIGN
The two inbred varieties of JV. rustica used in the present experiment were the same two varieties used by Mather and Vines. In all three years, 1960 , 1961 and 1962 the following generations were grown: F1, F2, B1, B2, B11, B12, B18, B21, B22 and B2,. Individual plants chosen at random from amongst the first backcross generations-B1 and B2-were crossed in turn to both P1 and P2 and selfed to give the second backcross (B11, B12, B21 and B2) and first backcross selfed (B18 and B28) generations. As will be seen later the use of a common female parent yields additional information about the components of variation. The detailed structure of the experiment is given for all three years in table 2. A randomised block design, in which randomisation was at the level of the individual plant, was employed throughout. In 1960 there were 3 replicates, but in 1961 and 1962 there were only 2 giving 3000, 4500 and 3520, as the total number of plants grown in each year respectively. Because of insufficient glasshouse space the 2 blocks of the 1961 and 1962 experiments had to be sown approximately a month apart. This meant that each block became virtually a separate experiment.
Seeds from the various families were sown in appropriately numbered paper pots containing John Innes No. i compost mixture. Two seeds were sown in each pot and after approximately a fortnight the seedlings were thinned out leaving only the centre plant in each pot. This procedure was adopted in order to minimise the risk of conscious selection. Subsequently the plants were transferred to frames and were finally planted in the experimental field, still in their paper pots, in rows set 27 inches apart with 12 inches between plants within rows.
Flowering time in days from an arbitrary date and final height in inches were recorded in all experiments.
THE FIRST DEGREE STATISTICS (I) Analysis of variance
The observed values of all the generation means in all seasons are given together with their standard errors in table 3. An analysis of variance carried out on these means for the two characters will indicate not only if there are differences between years and generations but also whether the generations respond differently to the external environment (cf. Jinks and Mather, 1955) . The error for these analyses is derived from the variation between replicate estimates of a generation mean within years. As expected the characters show significant differences between generations and years ( [y] and [zJ which will be defined more precisely at a later stage. The object of these individual scaling tests is to pick out those generations which are exhibiting non-allelic interactions, although the fact that a particular test does not depart significantly from zero is not necessarily conclusive proof of their absence from a given generation (see tables 5 and 6 Coefficients of:
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• Expectations for the twelve generations in terms of these ten parameters are given in table 7. Clearly the results of the joint scaling tests merely confirm previous results in indicating the presence of non-allelic interactions amongst the genes governing both characters (table 8) .
By successively fitting appropriate models to the data it is possible to gauge the importance of the first order and second order interaction effects in relation to the main effects of the genes concerned. Again the evidence points overwhelmingly to the presence of interacting genes (table 9) . Indeed it appears that even the more complex interactions embracing sets of three genes occur quite frequently. [hi [i] [ii [1] [m] [x] [,1 [i] [ii [1] [w} [x] [y] ** -P ooi-oooi. *** -P = <O•OO1.
to draw firm conclusions on this point, it does appear from the significance levels of these components over the different seasons that non-allelic interactions figure more prominently in the expression of flowering time than they do for height.
(iii) Components of heterosis
From the weighted least squares estimates of the components of the generation means it is possible to predict the effects of heterosis and compare this expectation with the value calculated directly from the mean observed for parental and F1 generations. Adopting the definition of heterosis used by Jinks and Morley Jones (1958) , that is the difference between the mean of the F1 generation and that of its better parent (P0), the measure of heterosis F1 -P0 = [hi +[1i
Previous analysis has already shown that for flowering time the F1 mean is not significantly different from the means of the remaining generations and, moreover, since the F1 mean generally lies within the parental range there can be no heterosis for this character. For height, on the other hand, the F1 is consistently superior to the better parent, although this difference generally fails to reach significance at the 5 per cent. level of probability (table io) . It is noticeable that in 1960, when the effects of heterosis are most marked, non-allelic interactions play a more important part in the expression of this character, thus tending to With regard to the type of genetic systems controlling these two characters it is, as Jinks and Morley Jones point out, difficult to make inferences about the kind of interaction from the magnitude of the estimates. In practice the classification of interacting systems must therefore depend on the relative signs of these components, particularly those which are unaffected by the degree of association (r [1] , that is those depending solely on dominance effects, arc independent of the degree of association. This system can be extended to cover interactions between sets of three genes. Assuming that the parents P1 and P2 differ at k loci and that of these P2 has k' of greater effect then of the k(k -i) (k -2) possible combinations of three genes, *k -k'(k -k' -i)(/c -Ic' -2) sets have 3 genes of increasing effect in P1, *k'(k' -i) (k' -2) sets are between 3 decreasing genes, k'[(k -Ic') (k-k' -i)] are between 2 increasing genes and i decreasing gene and k -k'[(k') (Ic' -i )J are combinations involving i increasing 
If r is put equal to i - Zx+rZy-E.
The coefficients in front of the parameters derive from the fact that in the mixed metric model of Hayman and Mather the interactions are defined around the F2 generation mean. Not surprisingly only [z] amongst the second order parameters remains unaffected by the degree of association.
With sets of 3 interacting genes it is possible to specify the relationships between the components of generation means so as to yield genetic ratios corresponding to those expected on the basis of interactions in the classical Mendelian sense. This classification is merely an extension of the one devised by Hayman and Mather covering interactions between pairs of non-allelic genes. Since the classification of the gene system must depend primarily on the relative signs of the first and second order parameters both in relation to each other and to the main effects, the interacting systems fall into four main categories which can be defined as follows:
d=k= -[i=j=l=(w=x=y=fl and finally (iv)d=h=1{i=j=l==-(w=x=y=)].
Of these four basic types the first is a classical complementary interaction requiring the presence of all three genes and which yields a 27:37 ratio in the F2 generation. The second is a duplicate interaction giving a 63:! ratio in the F2; the third requires that at least two genes be present for an interaction to occur but that the addition of the third gene has no effect. This gives a 54:10 ratio in the F2, whilst the last type yields a duplicate interaction for the first two genes with the third gene having an effect over and above that of the first two thereby giving an F2 ratio of 27:36:!. Indeed it is obvious from table 9 that the interactions as a whole account for a much smaller amount of the variation relative to the main effects than they do for flowering time. At first sight these results may appear to conflict in that despite the prevalence of interactions for flowering time it does not show any heterosis. But heterosis can only arise through the action of dispersed complementary genes, whereas the tests indicate that the interactions are chiefly of a duplicate type for flowering time and duplicate interactions cannot result in heterosis.
To summarise, both characters are controlled by genes which. besides showing additivity and dominance, interact amongst themselves and with the external environment, although the evidence does suggest that height is perhaps less affected by such interactions than flowering time. Heterosis is absent for flowering time, whilst it only proves to be of significance for height in that season when interactions are most widespread even though the F1 generation is consistently taller than the better parent.
THE SECOND DEGREE STATISTICS (i) Non-segregating generations
Variation within non-segregating generations must be environmental in origin and therefore any heterogeneity amongst these variances will reflect a lack of stability on the part of that particular generation in its response to different environments. The homogeneity of these variances within and between seasons can be readily tested by means of a Bartlett test, from which it is apparent that height is the more stable of the two characters (table ii). There is no evidence to suggest that the F1 is any more stable than either of the inbred lines. On the contrary, there is every reason to believe that overall it is less stable than P1 and possibly P2 also. This view supports the conclusions reached byjinks and Mather (1955) namely that in N. rustica flowering time was the least stable of all the characters which they examined and that the F1 was no more stable than the parents.
(ii) Unweighted estimation of the components of variance Thus far we have only been concerned with estimating those components pertaining to generation means. However, to obtain a ioo J. HILL clearer picture of the respective roles of dominance and linkage it is necessary to turn to the components of the second degree statisticsvariances and covariances. Excluding linkage for the moment and assuming the absence of non-allelic interactions, it is possible to define ** -P = <0001.
these statistics in terms of four components, an environmental component (E1) and three genetic components (D), (H) and (F). Of these the former measures additivity, (H) dominance, whilst the latter is a cross-product term in d and h which is the only component to take sign depending upon whether increasing or decreasing alleles are the BACKCROSSING AND QUANTITATIVE INHERITANCE xoi more frequently dominant. Since the presence of non-allelic interactions has already been established, the estimates of these components will be inflated in value because they will each contain some of the variation properly attributable to interactions. Some caution must therefore be exercised in interpreting the estimates obtained. (table z) . Furthermore, these estimates confirm that the suggestion of heterosis for height must stem from non-allelic interactions rather than over-dominance, since nowhere does H quite reach significance at the 5 per cent. level of probability. Thus the ratio V'H/D which measures apparent dominance can never be significantly greater than i here.
To obtain a more comprehensive picture of how flowering time and height are inherited it is necessary to take linkage effects into account. As for significance even when tested against the residual interaction mean square. Yet in 1961 there is not the slightest trace of linkage. Furthermore previous analyses suggest that non-allelic interactions constitute a major source of variation in this character but the item measuring residual disturbances is nowhere significant. The answer to this apparent contradiction lies partly in the fact that the linkage item itself can contain some of the variation due to interactions and partly in the experimental design. The spatial separation of individual plants within families both in the glasshouse and the field; the different sowing dates of the blocks in the two seasons; the environmental instability of the character are all factors which will contribute to and hence tend to increase the estimate of error and thereby decrease the sensitivity of the test of significance. These factors will of course affect height also but to a lesser extent.
Turning to the joint anaiysis of seasons, as expected there is no reason to believe that linkage is affecting the genes controlling height (table i8) . There is, however, evidence for residual disturbances since the main item is significantly larger than the residual interaction >< year item. For flowering time, on the other hand, there is evidence for an overall linkage effect. Analysis reveals D to be the most important of the linkage components since out of a total linkage S.S. of 960 it alone accounts for just over 8oo. This indicates that in the inbred lines coupling and repulsion linkages do not balance, but rather there is a marked excess of one linkage phase over the other. However, this point will be raised again later. It is also evident from these analyses that linkage is not entirely consistent over seasons due 
(ii) (i) (ii) 6 ). Negative values for these components are meaningless and are probably the direct result of the interactions known to exist. Whilst the heterogeneity of the components is greater between than within seasons for both characters this difference does not prove to be significant. Mather and Vines (1952) and Jinks (1956) , however, both found that, whereas for height the components were equally stable within and between After fitting inclusive and exclusive models to the data based on additive, dominance and environmental effects, models were then fitted which depended solely on additive and environmental effects. It is of interest to combine the resultant analyses of the two models as they may shed further light on the inheritance of the characters under investigation. Basically this enables the inclusive and exclusive H and F components to be examined more fully. There can be little doubt that these two components play only an insignificant role in the expression of flowering time, the major genetic component being additive (see  table 19 ). For height, however, the situation is rather different, since the item measuring overall dominance is approaching significance at Ho J. HILL the i per cent. level of probability when tested against the main residual interaction item. Dominance cannot therefore be ignored here, it is not just a reflection of the non-allelic interactions which are known to be present.
In conclusion, the pattern of inheritance emerging from these unweighted analyses differs markedly between the two characters. Flowering time is controlled by genes which are mainly additive in effect and are probably linked whereas height is governed by unlinked genes which exhibit dominance.
(iii) Weighted estimation of the components of variation Hitherto we have considered only the unweighted least squares estimates of the components which, though easy to perform, suffer from the drawback that they take account neither of the correlations which must exist between some of the calculated values of the statistics, nor of the differing precisions with which they are observed experimentally. Adopting a weighted procedure which can take account of both these factors should enable more efficient estimates of the components to be obtained.
A weighted least squares analysis designed to meet these requirements has been programmed for the Elliott 401 computer at Rothamsted, full details of which have been given by Cooke etal. (5962) .
Before the estimation could proceed, however, the data had to be tailored to fit the capacity of the computer. This entailed firstly a reduction in the number of statistics from 22 to i 6; secondly, that the Substantially the same genetic picture emerges from the weighted inclusive and exclusive analyses as was obtained from the corresponding unweighted analyses. Again, however, the interpretation of the results is beset with difficulties since the models are fitted on the assumption of no non-allelic interactions. That several of the models do not fit the data adequately is a clear demonstration that such interactions exist. Consequently to obtain valid estimates of the standard errors of the components in those particular models the elements of the inverted sampling variance matrix have to be scaled up by a factor based on the observed x2 divided by its expected value, i.e. the degrees of freedom. Having done this, it is obvious that the major genetic component for both characters is additive (Table 20) . Equally it is apparent that for height, dominance cannot be entirely disregarded as the H component is either significant or verging on significance on several occasions, a result which is in complete agreement with that obtained from the unweighted analyses. Turning to the exclusive analyses, again there is no suggestion that the genes controlling height are linked. But for flowering time there is evidence both from the component values given in table 21, and from the tests of goodness of fit of particular models (table 22) that the genes concerned are linked. For any one block, the difference between the x2 values of the inclusive and exclusive models provides a measure of linkage, whilst the x2 remaining after having fitted the exclusive model estimates the disturbance due to residual interactions. Dividing by the appropriate degrees of freedom converts the x2 values into mean BACKCROSSING AND QUANTITATIVE INHERITANCE I 55 squares whence it becomes possible from a variance ratio test to determine whether the linkage effect is genuine or merely a reflection of residual interactions. Such a test is only valid however if the interactions affect all the components to an equal extent. Since we have no evidence to the contrary it will be assumed that this requirement is fulfilled. On the basis of this test it is clear that the only real evidence for linkage comes from the 1962 experiment. But since it has already been established that the principal effect of linkage is on the D component, significant differences between the rank estimates of this P ooi-oooi. P = <000I.
component will also indicate to a certain extent the presence of linkage.
After allowing for the correlation between the additive components, D2 is significantly larger than D1 in i g6o, suggesting that the genes are linked in repulsion in the two parental varieties. Finally concerning the questions of the relative efficiencies of the weighted and unweighted analyses, it proves difficult to make a valid comparison since the method evolved by Nelder (1960) assumes that interactions are non-existent. Nelder's method can be used, however, providing only those results known to be largely free of such interactions are considered, namely the height data of 1962. Of the genetic components H is the least efficiently estimated by the unweighted ii6 J. HILL technique, whereas relatively little information about D, F and E1, is sacrificed by this analysis. These results agree with those obtained by Cooke et al. (1962) in an investigation involving inbred lines of Drosophila melanogaster.
5. CORRELATIONS BETWEEN FLOWERING TIME AND FINAL HEIGHT Throughout these analyses the two characters under investigation have been considered separately. It is known, however, that a correlation exists between them in so far as the earlier-flowering plants tend to be the shorter and vice versa. The weighted analyses reveal that there is a correspondence between the total sums of squares for the two characters over blocks and seasons (table 23) . This indicates that the correlation extends beyond the generation means to include the variances and covariances. Moreover this correlation exists for individual statistics such as V112, VB1, etc. This appears to imply that the two characters have genes in common, although differences in the mode of inheritance suggest that some of the genes are at separate though closely linked loci. It would seem, however, that further research is required to elucidate the causes of this correlation.
DISCUSSION
The inheritance of flowering time and final height in the i X 5 cross of X. rustica has been extensively studied from different viewpoints by various workers including Mather and Vines (1952) , Breese (1954) , Jinks and Mather (i) and Opsahl (1956) and it is therefore of some interest to compare and contrast previous results with those presented here. The first two investigations, which used the F2 selfing series of generations, revealed non-allelic interactions in both characters, but were unable to detect dominance for either flowering time or height. Evidence of linkage for flowering time was obtained in both experiments. Jinks and Mather's investigation was concerned primarily with stability in homozygotes and heterozygotes. They found that the
