In this paper, we develop a theory of learning nonlinear input-output maps with fading memory by dissipative quantum systems, as a quantum counterpart of the theory of approximating such maps using classical dynamical systems. The theory identifies the properties required for a class of dissipative quantum systems to be universal, in that any input-output map with fading memory can be approximated arbitrarily closely by an element of this class. We then introduce an example class of dissipative quantum systems that is provably universal. Numerical experiments illustrate that with a small number of qubits, this class can achieve comparable performance to classical learning schemes with a large number of tunable parameters. Further numerical analysis suggests that the exponentially increasing Hilbert space presents a potential resource for dissipative quantum systems to surpass classical learning schemes for input-output maps.
I. INTRODUCTION
We are in the midst of the noisy-intermediate quantum technology (NISQ) era [33] , marked by noisy quantum computers consisting of roughly tens to hundreds of qubits. Currently there is a substantial interest in early applications of these machines that can accelerate the development of practical quantum computers, akin to how the humble hearing aid stimulated the development of integrated circuit (IC) technology [26] . NISQ quantum computing machines will not be equipped with quantum error correction and are thus incapable of performing continuous quantum computation.
Several research directions are being explored for NISQ-class machines. One direction is to demonstrate so-called "quantum supremacy", in which NISQ machines can perform computational tasks that are demonstrably out of the reach of the most powerful digital supercomputers. The computational tasks include sampling problems such as boson sampling [1, 23] , instantaneous quantum polynomial (IQP) computation [7, 23] , and sampling from random quantum circuits [4] . Another direction is the development of variational algorithms on hybrid classical-quantum machines to solve certain classes of optimization problems. Algorithms proposed include the quantum approximate optimization algorithm (QAOA) [11] , the quantum variational eigensolver (QVE) [25, 32] and variations and generalizations thereof, e.g., [27, 37] . Experimental demonstration of QVE for calculating the ground-state energy of small molecules has been reported in [17] , while the application of QAOA for unsupervised learning of a clustering problem can be found in [29] .
An alternative paradigm to the quantum gate-based approaches above is to harness the information processing capability of complex real-time quantum dynamics by introducing the so-called quantum reservoir computers (QRCs) [12, 28] . This approach is essentially a quantum implementation of classical reservoir computing schemes, in which a dynamical system processes an input sequence and produces an output sequence that approximates a target sequence, see, e.g., [16, 22, 24] . The main philosophy in reservoir computing is that the dynamics in arbitrary naturally occurring or engineered dynamical systems could potentially be exploited for computational purposes. In particular, a dynamical system could be used for computation without precise tuning or optimization of its parameters. To possess computational capability, the systems are required to satisfy three properties [24] : the convergence property [30] , the fading memory property [6] and form a family of systems with the separation property. The convergence property ensures that computations performed by a dynamical system are independent of its initial condition, and the fading memory property implies that outputs of a dynamical system stay close if the corresponding inputs are close in recent times. The separation property states that there should be a member in the family of systems with dynamics sufficiently rich to distinguish any two different input sequences. Classical reservoir computing has been realized as simple nonlinear photonic circuits with a delay line [2] and in neuromorphic computing based on nanoscale oscillators [35] , and it has been demonstrated to achieve state-of-the-art performance on applications such spoken digit recognition [35] .
Nonlinear input-output (I/O) maps with fading memory can be approximated by a series expansion such as the well-known Volterra series [6] . They can also be approximated by a family of classical nonlinear dynamical systems that have the three properties introduced in the previous paragraph. Such a family of dynamical systems is said to be universal (or possesses the universality property) for nonlinear I/O maps with fading memory. They include various classical reservoir computing schemes such as liquid state machines [24] , echo-state networks (ESNs) [13] , and non-homogeneous state-affine systems [14] . However, a theoretical framework for the learning of nonlinear fading memory I/O maps by quantum systems is so far lacking. Moreover, an extended investigation into the potential advantage quantum systems offer over classical reservoir computing schemes has not been conducted. The provision of such a learning theory, the demonstration of a class of quantum model that is provably universal, and a study of this model via numerical experiments are the main contributions of this paper.
The paper is organized as follows. In Sec. II, we formally define fading memory maps. In Sec. III, we formulate the theory of learning nonlinear fading memory maps with dissipative quantum systems. Sec. IV introduces a concrete universal class of dissipative quantum systems. Sec. V numerically demonstrates the emulation performance of the proposed universal class in the absence and presence of decoherence. The effect of different input encodings on the learning capability of this class is investigated. An in-depth comparison between this universal class and ESNs is also conducted. We conclude this section by discussing the potential of this universal class to surpass classical schemes when implemented on a NISQ machine. Detailed results and numerical settings are collected in and can be found in the Appendix.
II. FADING MEMORY MAPS
Let Z denote the set of all integers and Z − = {. . . , −1, 0}. Let u = {. . . , u −1 , u 0 , u 1 , . . .} be a real bounded input sequence with sup k∈Z |u k | < ∞. We say that a real output sequence y = {. . . , y −1 , y 0 , y 1 , . . .} is related to u by a time-invariant causal map M if y k = M( u| k ) for all k ∈ Z. Here u| k = {. . . , u k−2 , u k−1 , u k } is the input sequence u truncated after time k.
For a fixed real positive constant L and a compact subset D ⊆ R, we are interested in the set K L (D) consisting of input sequences such that for all k ∈ Z, u k ∈ D ∩ [−L, L]. We say a time-invariant causal map M defined on K L (D) has the fading memory property with respect to a decreasing sequence w = {w k }, lim k→∞ w k = 0 if, for any two input sequences u and v, |M( u| 0 ) − M( v| 0 )| → 0 whenever sup k∈Z − |w −k (u k − v k )| → 0. In other words, if the elements of two sequences agree closely up to some recent past before k = 0, then their output sequences will also be close at k = 0.
III. LEARNING NONLINEAR FADING MEMORY MAPS WITH DISSIPATIVE QUANTUM SYSTEMS
Since fading memory maps are time-invariant, any dynamical system that is used to approximate them must forget its initial condition. Classical dynamical systems with this property are referred to as convergent systems in control theory [30] , and the property is known as the echo state property in the context of ESNs [8, 16] . For dissipative quantum systems, this means that for the same input sequence, density operators asymptotically converge to the same sequence of density operators, independently of their initial values. We emphasize that the dissipative nature of the quantum system is essential for the learning task. Without it the system clearly cannot be convergent. Consider a quantum system consisting of n qubits with a Hilbert space of dimension 2 n undergoing the following discrete-time dissipative evolution:
for k = 1, 2, . . . , with initial condition ρ(0) = ρ 0 . Here, ρ k = ρ(kτ ) is the system density operator at time t = kτ and τ is a (fixed) sampling time, and T (u k ) is a completely positive trace preserving (CPTP) map for each u k . In this setting, the real input sequence {u 0 , u 1 , . . .} determines the system's evolution. The overall input-output map in the long time limit is in general non-linear. Let D(C 2 n ) denote the convex set of all density operators on C 2 n . In Appendix [VII A, Theorem 4] , we show that if the CPTP map T : D ∩ [−L, L] → D(C 2 n ) is mixing and the induced operator norm of T on the hyperplane H 0 of traceless Hermitian operators satisfies T (u k )| H 0 < 1 − ǫ for some ǫ > 0, then it will forget its initial condition and is therefore convergent. This means that for any two initial density operators ρ j,0 (j = 1, 2) and the corresponding density operators ρ j,k at time t = kτ , we will have that
where ← − k j=0 is a time-ordered composition of maps T (u j ) from right to left and · is the Hilbert-Schmidt norm.
We introduce an output sequenceȳ in the form
where h : D(C 2 n ) → R is a real functional of ρ k . Eqs. (1) and (2) define a quantum dynamical system with input u and outputȳ. We now require the separation property. Consider a family F of distinct quantum systems described by Eqs. (1) and (2), but possibly having differing number of qubits n. Let u and u ′ be two input sequences in K L (D) that are not identical, u k = u ′ k for at least one k, and letȳ andȳ ′ be the respective outputs of the quantum system for these inputs. We say that the family F is separating if for any non-identical inputs u and u ′ in K L (D), there exists a member in this family with non-identical outputs y andȳ ′ . As stated in Appendix [VII B, Theorem 9], any family of convergent dissipative quantum systems that implement fading memory maps with the separation property, and which forms an algebra of maps, is universal and can approximate any I/O map with fading memory arbitrarily closely.
IV. A UNIVERSAL CLASS OF DISSIPATIVE QUANTUM SYSTEMS
We now specify a class of dissipative quantum systems that is provably universal in approximating fading memory maps defined on K 1 ([0, 1]). The class consists of systems that are made up of N non-interacting sub-systems, with subsystem K consisting of n K + 1 qubits, n K "system" qubits and a single "ancilla" qubit. We label the qubits of subsystem K by an index i K j that runs from j = 0 to j = n K , with i K 0 labeling the ancilla qubit. The n K + 1 qubits interact via the Hamiltonian
where J j 1 ,j 2 K and α are real-valued constants, while X (i K j ) , Y (i K j ) and Z (i K j ) are Pauli X, Y and Z operators of qubit i K j . The ancilla qubits for all subsystems are periodically reset at time t = kτ and prepared in the input-dependent mixed state ρ K i 0,k = u k |0 0| + (1 −u k )|1 1| (with 0 ≤ u k ≤ 1). The system qubits are initialized at time t = 0 to some density operator. The density operator ρ K k of the K th subsystem qubits evolves during time (k − 1)τ < t < kτ
and Tr i K 0 denotes the partial trace over the ancilla qubit of subsystem K. We now specify an output function h associated with this system. We will use a single index to label the system qubits from the N subsystems, the ancilla qubits are not used in the output. Consider an individual system qubit with index j, with j running from 1 until n = N j=1 n j . The output functional h is defined to be of the general form,
where C is a constant, R is an integer and Z (i) k = Tr(ρ k Z (i) ) is the expectation of the operator Z (i) . We note that the functional h (the right hand side of the above) is a multivariate polynomial in the variables Z (i) k (i = 1, . . . , n) and these expectation values depend on input sequence {u k }. Thus computingȳ k only involves estimating the expectations Z (i) k and the degree of the polynomial R can be chosen as desired. If R = 1 thenȳ k is a simple linear function of the expectations.
This family of dissipative quantum systems exhibits two important properties, see Appendix VII C and VII D for the proofs. Firstly, if for each subsystem, T K is mixing and T K restricted to traceless Hermitian operators satisfies T K (u k )| H 0 < 1−ǫ for all u k ∈ [0, 1] and some ǫ > 0, then this family forms a polynomial algebra consisting of systems that implement fading memory maps. Secondly, a convergent single-qubit system with a linear output combination of expectation values (ie. N = 1 and R = 1), separates points of K 1 ([0, 1]). These two properties and an application of the Stone-Weierstrass Theorem [10, Theorem 7.3.1] guarantee the universality property.
The class specified above is a variant of the QRC model in [28] but is provably universal by the theory of the previous section. The differences are in the general form of the output and, in our model, the ancilla qubit is not used in computing the output. Also, we do not consider time-multiplexing. We remark that time-multiplexing can be in principle incorporated in the model using the same theory. However, this extension is more technical and will be pursued elsewhere.
V. NUMERICAL EXPERIMENTS
We demonstrate the emulation performance of the universal class introduced above in learning nonlinear autoregressive moving average (NARMA) models, a class of models [3] that is often used to benchmark algorithms for learning time-series. NARMA is popular due to its dependency on time-lagged outputs and inputs, specified by the delay τ NARMA . Given τ NARMA = m, the corresponding task is denoted as NARMAm. A randomly generated input sequence in the range [0, 0.2] is applied to all NARMA tasks. For each task, the experiment firstly washes out the contribution of the initial condition, and is followed by a training and an evaluation phase, each consisting of 1000 timesteps.
We focus on quantum systems consisting of only a single subsystem (N = 1) and the number of system qubits is small, n = {2, 3, 4, 5, 6}. We denote this class as SA. For all numerical experiments, the parameters of SA are chosen as follows. We introduce a scale S > 0 such that the Hamiltonian parameters J j 1 ,j 2 /S, h/S = 0.5 and τ S = 1 are dimensionless. As for the QRCs in [12] , we randomly generate J j 1 ,j 2 /S from [−1, 1] and, to ensure convergence, select the resulting Hamiltonians for experiments if the associated CPTP map is convergent. We analyze the performance during the evaluation phase using the normalized mean-squared error NMSE = 1000 k=1 (ȳ k − y k ) 2 / 1000 k=1 y 2 k . For each task and each n, NMSEs of 100 convergent SAs are averaged for analysis.
In practical implementation, computation of the expectations Z (j)
k is offloaded to the quantum subsystem, and classical processing is needed only to optimize the output weights. For this reason, we associate the output weights w r i i in Eq. (3) with (classical) computational nodes, with the number of such nodes being equal to the number of output weights. To avoid confusion, the constant C is not counted as a computational node, although in practice it can be viewed as one. The weight optimization is performed by standard least squares to minimize the mean-squared error k |y k −ȳ k | 2 , where y is the target output sequence. The number of computational nodes for SA can be chosen arbitrarily by varying the degree R in the output, while the actual "dimension" of the state-space is 2 n (2 n+1 + 1) − 2 n+1 = 2 n (2 n+1 − 1). This dimension corresponds to the number of real variables needed to describe the system density operator. On the other hand, for ESNs [16] and the Volterra series [6] , the number of computational nodes and the dimension of the state-space are the same. For an ESN with m reservoir nodes (Em), the number of computational nodes and the dimension of the state-space are m, while for the Volterra series with kernel order k and memory p (Vk, p), they are defined as p k+1 −p p−1 . We select m and (k, p) such that the number of computational nodes are less than 800. This reduces the chance of overfitting for learning a sequence of length 1000 [21] . For detailed experimental settings for the ESNs and Volterra series, see Appendix VII E. We present an overview of SA performance in learning NARMA15 and NARMA20, and compare its performance with ESNs and the Volterra series according to the number of computational nodes. We set R = 1 in Eq. (3) such that the number of computational nodes coincides with the number of system qubits. Fig. 1 shows the typical SA outputs for NARMA15 and NARMA20 during the evaluation phase and Fig. 2 plots the average SA NMSE as n increases. It is observed from Fig. 2 that the SA model with a small number of computational nodes performs comparably as ESNs and the Volterra series with a large number of computational nodes. For NARMA15, 3-qubit SA achieves a comparable performance as V2, 3 with 12 computational nodes, and 6-qubit SA performs better than E30. For NARMA20, 6-qubit SA performs comparably as V2, 21 with 462 computational nodes, and it outperforms E600. Our results are similar to the performance of the QRCs with time multiplexing reported in [12] , where the QRCs are demonstrated to perform comparably as ESNs with a larger number of trainable computational nodes.
It is also observed from Fig. 1 that as the number of system qubit increases, the SA output better approximates the target output. This is quantitatively confirmed in Fig. 2 , which shows the average SA NMSE decreases as n increases. However, for the small number of qubits investigated, this rate of decrease is approximately linear despite the dimension of the Hilbert space increasing exponentially. For both the NARMA tasks, the average NMSEs for 2-qubit and 6-qubit SA are of the same order (10 −3 ). A larger number of additional system qubits is required to substantially reduce the SA task error.
B. SA performance under decoherence
We further validate the feasibility of the SA model in the presence of dephasing and decaying noise. Under dephasing noise, the density operator evolves according to
(l = 0, 1) are the Kraus operators of the amplitude damping channel for qubit j and † denotes the adjoint. We apply noise strengths γ/S = {10 −3 , 10 −2 , 10 −1 }, which are within the experimentally feasible range for systems like NMR ensembles [36] . Fig. 3 indicates that for noise strengths γ/S = {10 −3 , 10 −2 }, both noise types do not significantly degrade SA task performance for the NARMA tasks. However, the impact of the noise strength γ/S = 10 −1 is more pronounced, particularly for a larger number of system qubits. Dephasing noise is shown to degrade the SA learning performance more significantly than decaying noise with the same noise strength. A possible explanation for the behaviour of the SA model under the effect of decoherence is a loss of degrees of freedom, in the sense that off-diagonal elements of the density operator become smaller and the density operator looks more like a classical probability distribution. Alternatively, this could be viewed as the off-diagonal elements contributing less to the overall computation in the dissipative quantum system. To support this explanation, for each n, we sum the modulus of off-diagonal elements in the density operator for the 100 nqubit SA samples simulated above, in the NARMA20 learning task. The average of these 100 sums is plotted for the first 50 timesteps in the evaluation phase in Fig. 4 . That is, Fig. 4 plots 2 ns ns l=1
k,rs |, where n s = 100 is the number of different random SA models sampled and ρ (l) k,rs denotes the element of ρ (l) k in row r and column s (the superscript (l) indexing the SA sample). Fig. 4 shows that as the dephasing noise strength increases, the sum decreases significantly, particularly with the noise strength γ/S = 10 −1 . However, in the presence of the decaying noise, the sum does not vary noticeably as the noise strength changes, confirming that decaying noise has less impact on the learning performance of SA. The observed trend for the average sum persists as the timestep increases to 2500 (see Appendix VII E 2). The results presented in Fig. 4 further indicate that though the output of SA depends solely on the diagonal elements of the density operator (this follows from (3)), nonzero off-diagonal elements are crucial for improving the SA emulation performance. This provides a plausible explanation for the improved performance achieved by increasing the number of qubits, thereby increasing Hilbert space size and the number of non-zero off-diagonal elements. Further investigation into this topic is presented in Sec. V D.
C. Effect of different input encodings
Our proposed universal class encodes the input u k ∈ [0, 1] into the mixed state ρ i 0 ,k = u k |0 0| + (1 − u k )|1 1|. Other input encoding possibilities include the pure state
used in the QRC model [12] , encoding the input into the phase ρ i 0 ,k = 1 2 (|0 + e −iu k |1 )( 0| + e iu k 1|), and encoding the input into non-orthogonal basis ρ i 0 ,k = u k |0 0| + 1−u k 2 (|0 + |1 )( 0| + 1|). We denote these different input encodings as mixed, pure, phase and non-orthogonal. However, we emphasize that for the last three encodings the universality of the associated dissipative quantum system using these encodings has not been proven.
To investigate the impact of input encodings on the computational capability of quantum systems, the Hamiltonian parameters are sampled from the same uniform distribution, and the resulting Hamiltonians are chosen if the associated CPTP map that implements the specified input-dependent density operator ρ i 0 ,k is convergent. For each input encoding, NMSEs of 100 convergent systems are averaged for analysis. Fig. 5 shows that the average NMSEs for different input encodings for both the NARMA tasks are of the same order (10 −3 ). Moreover, as the number of system qubits increases, the errors of different input encodings decrease at roughly the same rate. This comparison indicates that the effect of different input encodings on the learning performance does not appear significant.
D. Further comparison with ESNs
Our numerical results so far and the results shown in [12] both suggest that dissipative quantum systems with a small number of qubits achieve comparable performance to classical learning schemes with a large number of computational nodes. However, these comparisons 
may appear to be skewed favorably towards quantum dynamical systems, since it does not address their exponential state-space size. One can, for example, also increase the statespace size of ESNs and the number of computational nodes of SA, such that the state-space size and the number of computational nodes are the same for both models. Here we present a further comparison between the SA model and ESNs, and provide insights on the possible advantage SA might offer over its classical counterpart. We focus on 4-qubit SA with a state-space size of 496. Setting R = 8 in Eq. (3), the number of computational nodes for SA is 494, approximately the same as its state-space size. We compare this 4-qubit SA average task performance for NARMA15, NARMA20, NARMA30 and NARMA40 with the average E496 task performance. As shown in Table 1 , the task error for both models are of the same order (10 −3 ). However, E496 has a smaller error in each task. This comparison suggests that when the state-space size and the number of computational nodes for both models are similar, ESNs can outperform SA.
We further investigate under what conditions SA might offer a computational advantage. We observe that while the number of computational nodes is kept constant, increasing the state-space size of SA induces a considerable computational improvement To demonstrate this, 4-, 5-and 6-qubit SA are simulated to approximate NARMA15, NARMA20, NARMA30 and NARMA40. For each n-qubit SA, we vary its output degree R such that its number of computational nodes ranges from 4 to 494. The chosen degrees for 4-qubit SA are R 4 = {1, . . . , 8}, for 5-qubit are R 5 = {1, . . . 6}, and for 6-qubit SA are R 6 = {1, . . . , 5}. For each n-qubit SA, the Hamiltonians are the same for all its chosen output degrees, and the task errors of 100 convergent SA models are averaged for analysis.
For comparison, we simulate 100 convergent ESNs with reservoir size 496 to learn the NARMA tasks. For n-qubit SA, let C n (n = 4, 5, 6) denotes the numbers of computational nodes corresponding to its output degrees R n . The number of computational nodes for E496 is set to C 4 ∪ C 5 ∪ C 6 . When the number of computational nodes is smaller than the space-state size of E496, we select the computational nodes corresponding to the most representative state elements. For instance, suppose that we set the number of computational nodes for E496 to be 4. During the training phase, 496 output weights are obtained via standard least squares. Then 4 weights with the largest absolute values and their corresponding elements from the state-space are selected. These 4 state elements are used to re-optimize 4 output weights. During the evaluation phase, 496 state elements evolve, but only the 4 most representative state elements and the 4 output weights are used for computing the E496 output. 4 Fig. 6 plots the 4-, 5-, and 6-qubit SA average NMSEs as the number of computational nodes increases for the NARMA tasks. For comparison, the average E496 NMSE is also plotted. Two important observations are that increasing the number of computational nodes does not improve SA task performance, while increasing the state-space size induces a noticeable improvement in the NMSE. For NARMA20 and 461 computational nodes, the average NMSE for 5-qubit SA is 3.4 × 10 −3 whereas the average NMSE for 6-qubit SA is 2.8 × 10 −3 . This improvement due to the increasing state-space size is more significant as the delay for the NARMA task increases. When comparing to E496, we observe that despite 4-qubit SA performing worse than E496, subsequent increases in the state-space size allows the SA model to outperform E496, without extensively increasing its number of computational nodes.
Contrary to the above observations for the SA model, increasing the reservoir size of ESNs while keeping the number of output weights fixed does not induce a significant computational improvement. To numerically demonstrate this, the reservoir size of ESNs is further increased to {600, 700, 800}. For each reservoir size, the number of computational nodes is set to be the same as that of E496. These computational nodes are chosen and optimized by the method described above for the E496. We average the task errors of 100 convergent ESNs for each reservoir size. As shown in Fig. 7 , noticeable performance improvements for ESNs are only observed as the number of computational nodes increases, but not as the reservoir size varies.
The above observations have several implications. To improve the computational capability of the SA model, one can take advantage of the exponentially increasing state-space size while only optimizing a polynomial number of computational nodes. In contrary, to improve the computational capability of ESNs, one needs to increase the number of computational nodes, which is upper bounded by the reservoir size. Therefore, enhancing emulation performance of ESNs inevitably requires the state-space size to be increased. In the situation when the state-space size increases beyond what classical computers can simulate in a reasonable amount of time and with reasonable resources (such as memory), the computational capability of ESNs saturates, whereas the computational capability of the SA model could be further improved by increasing the number of qubits in a linear fashion. In this regime, the SA model could provide a potential computational advantage over its classical counterpart. To further verify the feasibility of this hypothesis, the learning capability of the SA model would need to be evaluated for a larger number of qubits on a physical quantum system. A possible implementation of this experiment is on NMR ensembles, as suggested in [12] . However, motivated by the availability of NISQ machines, a quantum circuit implementation of the SA model, using the schemes proposed in [5, 15] , would be more attractive. This is another topic of further research continuing from this work.
VI. CONCLUSION AND OUTLOOK
We have developed a general theory for learning arbitrary I/O maps with fading memory using dissipative quantum systems. The attractiveness of the theory studied here is that it allows a dissipative quantum system (that meet certain requirements but is otherwise arbitrary) to be combined with a classical processor to learn I/O maps from sample I/O sequences. We apply the theory to demonstrate a universal class of dissipative quantum systems that can approximate arbitrary I/O maps with fading memory.
Numerical experiments on the NARMA tasks indicate that even with only a small number of qubits and a simple linear output, this class can achieve comparable performance, in terms of the average mean squared error, to classical learning schemes such as ESNs and the Volterra series with a large number of tunable parameters. However, when the state-space sizes of the quantum subsystem and classical learning schemes are the same, and the same number of computational nodes are used, the quantum system does not demonstrate any computational advantage. Moreover, the numerical results for a small number of qubits indicate that increasing the dimension of the Hilbert space of the quantum system while fixing the number of computational nodes can still result in improved prediction performance on the NARMA benchmarking tasks, whereas increasing the state space of ESNs while fixing the computational nodes does not lead to any noticeable improvement. This strongly suggests that the possibly very large Hilbert space of the quantum subsystem presents a potential resource that can be exploited in this approach. That is, for state-space dimensions beyond what can be simulated on a conventional digital computer. It remains to be investigated if this resource can indeed lead to a provable performance advantage over conventional classical learning approaches, and the circumstances where this will be the case.
VII. APPENDIX

A. The convergence property
Recall from the main text that for a compact set D ⊂ R and positive integer L, K L (D) denotes the set of all real sequences {u k } k∈Z taking values in D ∩ [−L, L]. We let K − L (D) and K + L (D) to be subsets of input sequences in K L (D) whose indices are restricted to the sets Z − = {. . . , −2, −1, 0} and Z + = {0, 1, 2, . . .}, respectively. In the following, we write T for both input-independent and input-dependent CPTP maps. If the input u k is specified for an input-dependent CPTP map, we denote it as T (u k ). We now state the definition of a convergent CPTP map with respect to K L (D).
Definition 1 (Convergence). An input-dependent CPTP map T is convergent with respect to K L (D) if for all u ∈ K + L (D), there exists a sequence δ = {δ k } with lim k→∞ δ k = 0 such that for any two density operators ρ j,k (j = 1, 2) satisfying ρ j,k = T (u k )ρ j,k−1 , it holds that ρ 1,k − ρ 2,k ≤ δ k . We call a dissipative quantum system whose dynamics is governed by a convergent CPTP map a convergent system.
A sufficient condition for a CPTP map to be convergent is mixing, a concept from statistical dynamics of noisy quantum channel [34] . One can characterize the mixing condition in terms of the spectral property of a CPTP map acting on L(C 2 n ), the set of all linear operators on C 2 n . In this light, a CPTP map is mixing if and only if eigenvalue λ = 1 is simple and is the only eigenvalue satisfying |λ| = 1 [9, Theorem 7] . We immediately have the following corollary. Proof. Let ρ 1,0 and ρ 2,0 be two arbitrary initial density operators, ρ 1,0 − ρ 2,0 is a traceless Hermitian operator. Since T (u j ) is mixing for all j ∈ Z + , by Corollary 3, ρ 1,0 − ρ 2,0 ∈ P T (u j ) . Therefore,
where the last inequality results from the fact that for all ρ ∈ D(C 2 n ), ρ 2 = Tr(ρ 2 ) ≤ 1.
B. The universality property
We now show the universality property of convergent dissipative quantum systems. Let R Z be the set of all real-valued sequences. For a convergent dissipative quantum system described by Eqs. (1) and (3) in the main text, we define the induced filter as M T h : K L (D) → R Z such that for any initial condition ρ −∞ ∈ D(C 2 n ), when evaluated at time t = kτ , N ) , and the limit is a point-wise limit. This filter is causal since given u, v ∈ K L (D) satisfying
For a time-invariant and causal filter, there is a corresponding functional F T h : [6] ). The corresponding filter can be recovered via
where P truncates u up to 0, that is P (u) = u| 0 . We say a filter M T h has the fading memory property if and only if F T h is continuous with respect to a weighted norm defined as follows.
Definition 5 (Weighted norm). For a null sequence w, that is w : N → (0, 1] is decreasing and lim k→∞ w k = 0, define a weighted norm To emphasize that the fading memory is defined with respect to a null sequence w, we will say that M is a w-fading memory filter and the corresponding functional F is a w-fading memory functional. We state the following compactness result [ Theorem 8 (Stone-Weierstrass). Let E be a compact metric space and C(E) be the set of real-valued continuous functions on E. If a subalgebra A of C(E) contains the constant functions and separates points of E, then A is dense in C(E).
We have the following theorem as a result of the compactness of (K − L (D), · w ) (Lemma 7) and the Stone-Weierstrass Theorem (Theorem 8). Proof. F w is dense follows from Lemma 7 and Theorem 8. To prove the second part of the theorem, since F w is dense in C(K − L (D), · w ), for any ǫ > 0 and any w-fading memory
Since this is true for all k ∈ Z, thus for all
C. Fading memory property and polynomial algebra
Before we prove the universality of the family of dissipative quantum systems introduced in Sec. IV in the main text, we first show two important observations regarding to the multivariate polynomial output in Eq. (3).
We specify h to be the multivariate polynomial as in the right hand side of Eq. (3) in the main text. For the ease of notation, we drop the subscript h in F T h and M T h . Let F = {F T } be the set of functionals induced from dissipative quantum systems given by Eqs. (1) and (3) in the main text. We will show in Lemma 10 that the convergence and continuity of T are sufficient to guarantee the fading memory property of F T , and in Lemma 12 that F forms a polynomial algebra, made of fading memory functionals. Lemma 11. For a CPTP map T : D(C 2 n ) → D(C 2 n ), we have T ≤ √ 2 n .
Moreover, recall that Tr(·) is continuous, that is for any ǫ > 0, given A, B ∈ L(C 2 n ) such that A − B < δ Tr (ǫ), then |Tr(A − B)| < ǫ.
Let w be an arbitrary null sequence. We will show the linear terms L(u) in the functional F T are continuous with respect to · w , and the continuity property of F T follows from the fact that finite sums and products of continuous elements are also continuous.
For any u, v ∈ K − L (D),
Since T satisfies conditions in Theorem 4, for any ǫ > 0, there exists N(ǫ) > 0 such that for all
Choose N ′ = N(ǫ) + 1, bound the first term in the sum of Eq. (4) by rewriting it as a telescopic sum:
where the last inequality follows from Lemma 11. We claim that for any ǫ > 0, if
then |L(u) − L(v)| < ǫ. Indeed, since w is decreasing, the above condition implies that max 0≤l≤N (ǫ)
Since w N (ǫ) > 0, for all 0 ≤ l ≤ N(ǫ),
.
By continuity of T , we bound Eq. (6) by
Since ρ u ≤ 1, Eqs. (4), (5) and (7) give
The result now follows from the continuity of Tr(·). Proof. Consider two dissipative quantum systems described by Eqs. (1) and (3), with n 1 and n 2 system qubits respectively. Let ρ (m) k ∈ D(C 2 nm ) be the state and T (m) be the CPTP map of the m th system. Let j 1 = 1, . . . , n 1 and j 2 = 1, . . . , n 2 be the respective qubit index for the two systems. For any observable Z (jm) of qubit j m , notice that
where I is the identity operator. Therefore, we can relabel the qubit for the combined system described by the density operator ρ
k as running from j = 1 to j = n 1 + n 2 . Using this notation, the above expectations can be re-expressed as
Following this idea, write out the outputs of two systems as follows, y (1)
· · · n 2 jn 2 =j n 2 −1 +1 r j 1 +···+r jn 2 =d 2 w r j 1 ,...,r jn 2 j 1 ,...,jn 2
For any λ ∈ R, let n = n 1 + n 2 and k denotes the qubit index of the combined system running from k = 1 to k = n, and R = max{R 1 , R 2 }, then
· · · n kn=k n−1 +1 r k 1 +···+r kn =dw r k 1 ,...,r kn k 1 ,...,kn
where the weightsw r k 1 ,...,r kn k 1 ,...,kn are changed accordingly. For instance, if all k m ≤ n 1 , then w r k 1 ,...,r kn k 1 ,...,kn = w r i 1 ,...,r in 1 i 1 ,...,in 1 , corresponding to the weights for the outputȳ
· · · n kn=k n−1 +1 r k 1 +···+r kn =dŵ r k 1 ,...,r kn k 1 ,...,kn
Therefore,ȳ
k andȳ
k again have the same form as the right hand side of Eq. (3) in the main text. This implies that for any functionals F T (1) , F T (2) ∈ F , F T (1) + λF T (2) ∈ F and F T (1) F T (2) ∈ F . Thus, F forms a polynomial algebra.
It remains to show that T = T (1) ⊗ T (2) is convergent, this will imply that F T (1) + λF T (2) and F T (1) F T (2) are w-fading memory by Lemma 10, and that F forms a polynomial algebra consisting of w-fading memory functionals. For all k ∈ Z + , consider T (u k ) = T (1) (u k ) ⊗ T (2) (u k ). Let ρ m * be the unique fixed density operator of T (m) (u k ). Since T (u k ) only acts on separable states, ρ * = ρ 1 * ⊗ ρ 2 * is the unique fixed density operator of T (u k ). Furthermore, adopting the proof of [18, Proposition 3] , let A = i A i ⊗Ã i be a traceless Hermitian operator. Without loss of generality, we assume that {Ã i } is an orthonormal set with respect to the Hilbert-Schmidt inner product. Then {A i ⊗Ã i } and {T (1) 
By the Pythagoras theorem, T (1) (u k )| H 0 ⊗ I on the hyperplane of traceless Hermitian operators satisfies
Thus,
Similarly, a symmetric argument shows that I ⊗
Therefore, when restricted to traceless Hermitian operators,
The convergence of T follows from Theorem 4.
D. A universal class
We now prove the universality of the class of dissipative quantum systems introduced in the main text. Recall that this class consists of N non-interacting quantum sub-systems, where the dynamics of subsystem K with n K qubits is governed by the CPTP map:
where
with J j 1 ,j 2 K and α are real-valued constants and Tr i K 0 denotes the partial trace over the ancilla qubit. Let H K = I ⊗ · · · ⊗ H K ⊗ · · · ⊗ I with H K in the K-th position, the total Hamiltonian of N sub-systems is
Writing ρ k = ⊗ N K=1 ρ K k , the overall dynamics and the output are given by
where h is the multivariate polynomial defined by the right hand side of Eq. (3) in the main text.
Proposition 13. Let M S be the set of filters induced from dissipative quantum systems described by Eq. (11) such that each T K (K = 1, · · · , N) satisfies conditions in Theorem 4. Then for any null sequence w, the corresponding family of functionals F S is dense in
Proof. We first show T K (x) is continuous in the operator norm with respect to x for all x ∈ [0, 1]. Let x, y ∈ [0, 1] and Z be the Pauli Z operator. By the definition of induced operator norm,
whereT is an input-independent CPTP map. We therefore have established the continuity condition for T K (x). Now, the same argument in the proof of Lemma 12 shows that T = T 1 ⊗· · ·⊗T N is convergent given the assumptions on each T K . Furthermore, given two convergent systems whose dynamics are describe by Eq. (11) with Hamiltonians H (1) and H (2) , the total Hamiltonian of the combined system is H = H (1) ⊗I +I ⊗H (2) , which again has the form Eq. (10). Therefore, by the above observation and Lemma 12, F S forms a polynomial algebra, consisting of w-fading memory functionals for any null sequence w.
It remains to show F S contains constants and separates points. Constants can be obtained by setting all weights in the output to be zero. To show the family F S separates points, we state the following lemma for later use, whose proof can be found in [19, Theorem 3.2] .
Lemma 14. Let f (θ) = ∞ n=0 x n θ n be a non-constant real power series, having a non-zero radius of convergence. If f (0) = 0, then there exists β > 0 such that f (θ) = 0 for all θ with |θ| ≤ β and θ = 0.
Consider a single-qubit system interacting with a single ancilla qubit whose dynamics is governed by Eq. (11) . Order an orthogonal basis of L(C 2 ) as B = {I, Z, X, Y }. Recall that the normal representation of a CPTP map T and a density operator ρ are given by
where B i ∈ B. Without loss of generality, let τ = 1 and set J j 1 ,j 2 1 = J ∈ R for all j 1 , j 2 in the Hamiltonian given by Eq. (9) . We obtain the normal representation of the CPTP map defined in Eq. (8) as follows
The eigenvalues are independent of input u k :
Choose J = zπ 2 for z ∈ Z such that | cos(2J)| < 1 − ǫ and cos 2 (2J) < (1 − ǫ) 2 for some ǫ > 0. Then λ 4 = 1 is simple and is the unique eigenvalue with |λ| = 1. Furthermore, the map restricted to the hyperplane of traceless Hermitian operators is
with T | H 0 = | cos(2J)|. By Theorem 4, T is convergent and we choose an arbitrary initial density operator ρ −∞ = 1 1 0 0 T . If we only take the expectation Z , then the multivariate polynomial output given by Eq. (3) in the main text induces the functional
where [·] 2 refers to the second element of the vector, corresponding to Z given the order of the orthogonal basis B. Given two input sequences u = v, consider two cases: (i) If u 0 = v 0 , choose J = π 4 such that cos 2 (2J) = 0. Then
Let θ = cos 2 (2J), then given our choice of J, 0 ≤ θ < 1 − ǫ and sin 2 (2J) > ǫ. Consider the power series Finally, the universality property of F S follows from Theorem 9.
E. Detailed experimental settings
In this section, we describe detailed formulas for the NARMA tasks, simulation of decoherence and experimental conditions for ESNs and the Volterra series.
The NARMA task
The general mth-order NARMA I/O map is described as [3] :
where γ ∈ R. In the main text, we consider τ NARMA = {15, 20, 30, 40}. For τ NARMA = {15, 20}, we set γ = 0.1. For τ NARMA = {30, 40}, γ is set to be 0.05 and 0.04 respectively. A randomly generated input sequence in the range [0, 0.2] is deployed for all the NARMA tasks. This range is chosen to ensure convergence of the NARMA tasks.
Decoherence
We consider dephasing and decaying noise, which are of experimental importance. To employ the dephasing noise, we implement single-qubit phase-flip for all n + 1 qubits, including the n system qubits and the ancilla qubit. That is for j = 1, . . . , n + 1 the system density operator undergoes:
where Z (j) denotes the Pauli Z for qubit j. To deploy the decaying noise, all n + 1 qubits undergo the amplitude damping channel whose Kraus operators are given by
For j = 1, . . . , n + 1, the system density operator thus evolves as
where M l . In the numerical experiments, we consider γ/S = {10 −1 , 10 −2 , 10 −3 } which are within the experimentally feasible range for systems like NMR ensembles [36] .
Following the discussion in Sec. V B, Fig. 8 plots the average sum of modulus of offdiagonal elements in the density operator, for the last 50 timesteps of the NARMA20 validation series. For each reservoir size and each number of computational nodes for ESNs, we prepare 100 ESNs with elements of W r randomly generated from the range [−2, 2]. For each of these ESNs, the spectral radius is set to be 20 values evenly spaced between [0.01, 0.99]. For each of the chosen spectral radius, the elements of W i are randomly chosen within [−δ, δ], where δ is set to be 20 values evenly spaced between [0.01, 1]. As an example, for reservoir size 496, 4 computational nodes, spectral radius 0.99 and δ = 1, 100 ESNs are randomly generated by randomly choosing elements W r from [−2, 2]. To obtain the average ESN NMSE as the reservoir size and number of computational nodes vary, we average over the spectral radius and δ. These averaged results are summarized in Fig. 7 in Sec. V D.
The Volterra series
The discrete finite Volterra series with kernel order k and memory p is given by [6] 
where u k−j is the delayed input, h 0 is a real-valued constant, and h j i are real-valued kernel coefficients (or output weights in our context). Notice that when memory p = 1, the Volterra series is a map from the current input u k to the outputŷ k . The kernel coefficients are optimized via linear least squares to minimize the mean-squared error k |y k −ŷ k | 2 in the learning phase, where y is the target output sequence to be learned.
The number of computational nodes, that is the number of kernel coefficients h j i , is given by (p k+1 − p)/(p − 1). We vary the parameters of the Volterra series as follows: for each k = {2, . . . , 8}, choose p from {2, . . . , 27} such that the maximum number of computational nodes does not exceed 800. For any value of k and p beyond their respective ranges, the number of computational nodes will exceed 800. Note that for k = 1, the output of the Volterra series is a linear function of delayed inputs. Since we are interested in nonlinear I/O maps, we choose k ≥ 2. Table 3 summarizes the corresponding number of computational nodes as k and p vary. Fig. 10 shows the Volterra series NMSE according to the kernel order and memory. It is observed in Fig. 10 that as the kernel order increases, the Volterra series task performance does not improve. On the other hand, as the memory increases for kernel order 2, the Volterra series task performance improves. The improvement is particularly significant as the memory p coincides with the delay for the NARMA task, that is p = τ NARMA + 1. For instance, when kernel order is 2, as the memory increases beyond 16 for the Volterra series, the NMSE decreases from 4 × 10 −3 to less than 10 −3 for NARMA15. Similarly, as the memory increases beyond 21, the NMSE decreases from 5 × 10 −3 to approximately 2 × 10 −3 . 
