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RESUMO
Nesse trabalho estudamos a teoria de equivaleˆncia de Morita-Rieffel
para a´lgebra de operadores por uma perspectiva geral e a aplicamos
para entender produtos cruzados para ac¸o˜es de grupos compactos em
C∗-a´lgebras. No´s apresentamos quatro formas diferentes para especi-
ficar um contexto de equivaleˆncia de Morita entre C∗-a´lgebras e con-
sideramos alguns exemplos conhecidos para ilustra´-la. A C∗-a´lgebra
produto cruzado AoαG proveniente de um sistema dinaˆmico (A,G, α)
e´ definida como o completamento de Cc(G,A) com respeito a uma
certa norma universal naturalmente associada ao sistema dinaˆmico.
Mostramos que as representac¸o˜es do produto cruzado esta˜o em corres-
pondeˆncia biun´ıvoca com as representac¸o˜es covariantes do sistema. A
teoria de representac¸o˜es da C∗-a´lgebra produto cruzado caracateriza-a,
a` menos de isomorfismo, mas e´ geralmente dif´ıcil de calcula´-la explici-
tamente. Nosso objetivo principal, nessa direc¸a˜o, e´ apresentar alguns
teoremas de equivaleˆncia de Morita que nos permitira˜o entender pro-
dutos cruzados a menos de equivaleˆncia de Morita em casos especiais.
Em particular, mostramos que o produto cruzado A oα G em que α
e´ ac¸a˜o de um grupo compacto G sobre uma C∗-a´lgebra A e´ Morita
equivalente a` a´lgebra de ponto fixo AG se a ac¸a˜o for saturada. Apli-
camos, apo´s, esse contexto de equivaleˆncia de Morita para provar o
Teorema Sime´trico de Imprimitividade para ac¸o˜es saturadas de grupos
compactos que relaciona, via uma equivaleˆncia de Morita, os produtos
cruzados para ac¸o˜es comutativas de dois grupos compactos.
Palavras-chave: Produtos cruzados; sistemas dinaˆmicos; Morita, im-
primitividade.

ABSTRACT
In this work we study operator algebra Morita-Rieffel equivalence from
a general perspective and apply it to the understanding of crossed pro-
ducts for actions of compact groups on C*-algebras. We present four
different forms to specify a Morita equivalence context between C*-
algebras and consider some standard examples to illustrate it. The
crossed product C∗-algebra A oα G attached to a dynamical system
(A,G, α) is defined as the completion of Cc(G,A) with respect to a
certain universal norm naturally associated to the dynamical system.
The representations of the crossed product are shown to be in bijective
correspondence with covariant representations of the system. The re-
presentation theory of the crossed product C∗-algebra characterizes it
up to isomorphism, but it is generally difficult to compute it explicitly.
Our main goal is this direction is to present some Morita equivalence
theorems that enable us to understand crossed products up to Morita
equivalence in certain special cases. In particular we show that the
crossed product Aoα G for an action of a compact group G on a C∗-
algebra A is Morita equivalent to the fixed point algebra AG provided
the action is saturated. We then apply this Morita equivalence context
to prove the Symmetric Imprimitivity Theorem for saturated compact
group actions which relates, via a Morita equivalence, the crossed pro-
ducts of commuting actions by two compact groups.
Keywords: Crossed products; dynamical system; Morita; imprimiti-
vity.
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1 INTRODUC¸A˜O
A teoria de produtos cruzados esta´ fortemente desenvolvida em
literatura variada e foi impulsionada principalmente devido a trabalhos
de Rieffel, em meados de 1980, quando adaptou a noc¸a˜o de equivaleˆncia
de Morita (RAEBURN; WILLIAMS, 1998) para o contexto de C∗-a´lgebras,
conforme se veˆ em artigos como (RIEFFEL, 1982). Conforme esta´ es-
crito nas primeiras pa´ginas de (WILLIAMS, 2007) a teoria de produtos
cruzados e´ fonte de exemplos interessantes de C∗-a´lgebras. A` grosso
modo, dado (A,G, α) um C∗-sistema dinaˆmico com G grupo local-
mente compacto, constro´i-se a C∗-a´lgebra produto cruzado A oα G,
cujas *-representac¸o˜es esta˜o em correspondeˆncia biun´ıvoca com as re-
presentac¸o˜es covariantes do sistema dinaˆmico, conforme veremos mais a
frente. No caso em queA e´ comutativa (portanto isomorfa a C0(X) para
algum espac¸o Hausdorff localmente compacto X) os sistemas dinaˆmicos
sa˜o aqueles obtidos a partir de uma ac¸a˜o de G em X. Mais ainda, ac¸o˜es
de G em X correspondem bijetivamente a`s ac¸o˜es de G em A.
Ha´ dois objetivos norteadores desse presente trabalho. Primeiro,
o de preencher os detalhes do Teorema 1 do artigo (CURTO; MUHLY;
WILLIAMS, 1984) (que diz que se AEB e´ bimo´dulo de imprimitivi-
dade e G e´ um grupo compacto agindo em A,B e E, enta˜o A o G
e BoG sa˜o Morita Equivalentes) bem como demonstrar uma variac¸a˜o
do Teorema 2, situado no mesmo artigo, tambe´m conhecido como Te-
orema Sime´trico de Imprimitividade, o qual afirma que C0(P/K) o
H, C0(P/H) oK e C0(P ) oH ×K sa˜o Morita equivalentes, em que
H e K sa˜o grupos localmente compactos agindo sobre o espac¸o local-
mente compacto P de forma livre e pro´pria (e portando canonicamente
em C0(P )) e P/H,P/K sa˜o espac¸os orbitais. Em outras palavras,
este teorema e´ pec¸a fundamental para o contexto de ac¸o˜es de grupos
localmente compactos sobre C∗-a´lgebras abelianas. No´s, pore´m, opta-
mos por provar esse mesmo resultado considerando grupos compactos
apenas, e C∗-a´lgebras arbitra´rias (na˜o necessariamente comutativas).
Simplificamos por um lado, trabalhando apenas com grupos compactos,
complexificamos por outro, permitindo a´lgebras na˜o-comutativas. Al-
canc¸amos o primeiro objetivo no cap´ıtulo 5, com o Teorema Sime´trico
de Imprimitividade para o contexto de ac¸o˜es de grupos compactos so-
bre C∗-algebras, onde mostramos que se dois grupos compactos agem
de forma comutativa e saturada numa C∗-a´lgebra enta˜o cada grupo age
na a´lgebra de ponto fixo relativa ao outro grupo e os produtos cruzados
(provenientes dessas novas ac¸o˜es) sa˜o Morita equivalentes. Ainda neste
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cap´ıtulo, provamos uma variac¸a˜o simplificada do Teorema de Stone-
von Neuman (mostrando que o produto cruzado C(G)oG e´ isomorfo
a a´lgebra dos operadores compactos K(L2(G)) quando G e´ grupo com-
pacto e a ac¸a˜o considerada e´ a usual proveniente do grupo de trans-
formac¸a˜o (G,X), para G = X) e mostramos que o produto cruzado
A oα G em que α e´ ac¸a˜o do grupo compacto G na C∗-a´lgebra A e´
Morita equivalente a a´lgebra de ponto fixo AG se a ac¸a˜o for saturada.
Na verdade, esse u´ltimo resultado foi pec¸a fundamental para demons-
trarmos o Teorema Sime´trico de Imprimitividade.
O outro objetivo e´ elencar outras treˆs maneiras de se definir equi-
valeˆncia de Morita ale´m da usual, que diz que duas C∗-a´lgebras sa˜o Mo-
rita equivalentes se existir AEB um A-B bimo´dulo de imprimitividade.
No cap´ıtulo 3 tambe´m descrevemos algumas das principais proprieda-
des que goza um bimo´dulo de imprimitividade, associando a ele uma
C∗-a´lgebra, chamada a a´lgebra de ligac¸a˜o do bimo´dulo, que conte´m
todas as informac¸o˜es relevantes sobre ele. Em particular, a a´lgebra
de ligac¸a˜o determina a equivaleˆncia de Morita inerente ao bimo´dulo.
Ao longo do mesmo cap´ıtulo, enunciamos e demonstramos resultados
concernentes a produto tensorial interno de mo´dulos de Hilbert e pre´-
bimo´dulos de imprimitividade a fim de estudarmos a equivaleˆncia de
Morita e as variadas formas de se caracteriza´-la.
O quarto cap´ıtulo e´ reservado para to´picos iniciais de integrac¸a˜o
em grupos (principalmente localmente compactos), sistemas dinaˆmicos
e produtos cruzados. Na˜o objetivamos ser detalhistas aqui. Nosso
intuito e´ prover ao leitor algumas propriedades e ferramentas que uti-
lizaremos para desenvolver teoremas e exemplos emocionantes. Apesar
de na˜o exibirmos todos os detalhes, chegamos a mostrar que o conjunto
da representac¸o˜es covariantes na˜o-degeneradas de um sistema dinaˆmico
esta´ em correspondeˆncia biun´ıvoca com as *-representac¸o˜es da a´lgebra
produto cruzado a ele associada.
Ja´ no segundo cap´ıtulo, abordamos a teoria de mo´dulos de Hil-
bert, apresentando sua definic¸a˜o, a a´lgebra dos operadores compac-
tos de mo´dulos de Hilbert e a a´lgebra dos operadores adjunta´veis de
mo´dulos de Hilbert.
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2 MO´DULOS DE HILBERT
Neste cap´ıtulo definiremos o que vem a ser mo´dulo de Hilbert,
a´lgebra dos operadores adjunta´veis em mo´dulos de Hilbert e a´lgebra dos
operadores compactos em mo´dulos de Hilbert, bem como elencaremos
propriedades e exemplos nota´veis a respeito da teoria.
Definic¸a˜o 2.1 Sejam E um espac¸o vetorial sobre o corpo C dos com-
plexos e A uma C∗-a´lgebra. E e´ dito um A-mo´dulo (a` direita) (e de-
notado por EA), se existir uma aplicac¸a˜o E ×A→ E, (x, a) 7→ xa, tal
que, para todos x, y, z ∈ E, a, b ∈ A e λ ∈ C, satisfaz:
1. (xa)b = x(ab);
2. λ(xa) = (λx)a = x(λa);
3. x(a+ b) = xa+ xb;
4. (x+ y)a = xa+ xb.
Definic¸a˜o 2.2 Seja EA um A - mo´dulo a` direita. E e´ um A-mo´dulo
com produto interno se existir uma aplicac¸a˜o 〈·, ·〉 : E ×E → A (deno-
minada de produto interno) que, para todos x, y ∈ E, a ∈ A e λ ∈ C
satisfaz:
a) 〈x, λy + z〉A = λ〈x, y〉A + 〈x, z〉A;
b) 〈x, ya〉A = 〈x, y〉Aa;
c) 〈x, y〉∗A = 〈y, x〉A;
d) 〈x, x〉A ≥ 0;
e) 〈x, x〉A = 0⇒ x = 0.
Observac¸a˜o 2.3 Note que as condic¸o˜es a) e c) dizem que 〈·, ·〉A e´
conjugado linear na primeira varia´vel. De fato:
〈λx+ ay, z〉A = 〈z, λx+ ay〉∗A = (λ〈z, x〉A + 〈z, ay〉A)∗
= λ¯〈x, z〉A + a∗〈y, z〉A.
Mais ainda, como 〈x, y〉A〈z, w〉A = 〈x, y〈z, w〉A〉A, segue que
〈E,E〉A := span{〈x, y〉A : x, y ∈ E}
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e´ um ideal (bilateral) de A. Todo A-mo´dulo E que satisfaz 〈E,E〉A = A
e´ dito cheio.
Observac¸a˜o 2.4 Mais geralmente, se A0 ⊂ A e´ uma *-suba´lgebra da
C∗-a´lgebra A, E0 um A0-mo´dulo com uma aplicac¸a˜o 〈·, ·〉 : E0 ×E0 →
A0 que satisfaz as condic¸o˜es de a) a d) da definic¸a˜o anterior (em que
〈x, x〉 ≥ 0 como elemento de A) enta˜o E0 e´ dito um A0 pre´-mo´dulo
com pre´-produto interno.
Exemplo 2.5 Toda C∗-a´lgebra A e´ um A-mo´dulo a` direita com pro-
duto interno (com multiplicac¸a˜o de A) e produto interno dado por
〈a, b〉A = a∗b.
Que A e´ A-mo´dulo a` direita, isso e´ trivial. Verifiquemos as pro-
priedades do produto interno:
(a) 〈a, λb+ c〉A = a∗(λb+ c) = λa∗b+ a∗c = λ〈a, b〉A + 〈a, c〉A;
(b) 〈a, bc〉A = a∗(bc) = (a∗b)c = 〈a, b〉Ac;
(c) 〈a, b〉∗A = (a∗b)∗ = b∗a = 〈b, a〉A;
(d) 〈a, a〉A = a∗a ≥ 0;
(e) 〈a, a〉A = a∗a = 0⇒ 0 = ‖a∗a‖ = ‖a‖2 ⇒ a = 0.
A seguir apresentaremos uma proposic¸a˜o e um corola´rio que sa˜o
u´teis para se verificar a continuidade de aplicac¸o˜es entre mo´dulos de
Hilbert e a equivaleˆncia de Morita em determinados contextos. Para
mais detalhes, ver primeiro cap´ıtulo de (LANCE, 1995).
Proposic¸a˜o 2.6 Seja E um A0 pre´-mo´dulo conforme a Observac¸a˜o
2.4. Se x, y ∈ E, enta˜o:
〈x, y〉∗A0〈x, y〉A0 ≤ ‖〈x, x〉A0‖〈y, y〉A0 .
Corola´rio 2.7 Se E e´ A-mo´dulo com produto interno, enta˜o
‖x‖A := ‖〈x, x〉A‖ 12
define uma norma em E tal que ‖xa‖A ≤ ‖x‖A‖a‖ e ‖〈x, y〉A‖ ≤
‖x‖A‖y‖A. Se E for completo em relac¸a˜o a essa norma, E sera´ dito
A-mo´dulo de Hilbert. Mais ainda, o espac¸o
E〈E,E〉A := span{x〈y, z〉A : x, y, z ∈ E}
e´ ‖.‖A-denso em E.
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Pelo Exemplo 2.5, temos que a norma proveniente daquele pro-
duto interno coincide com a norma inicial da C∗-a´lgebra A.
Tambe´m segue diretamente desse corola´rio, para y ∈ E, a se-
guinte igualdade:
‖y‖ = sup‖z‖≤1{‖〈y, z〉A‖}, (2.1)
pois ‖〈y, z〉A‖ ≤ ‖y‖A‖z‖A ≤ ‖y‖A para todo z ∈ E tal que ‖z‖A ≤ 1,
mas (supondo y 6= 0), podemos escolher
z =
y
‖〈y, y〉‖ 12 =
y
‖y‖
e temos a igualdade.
Em algumas situac¸o˜es precisamos da noc¸a˜o de soma direta de
mo´dulos de Hilbert. Dada {Ei} colec¸a˜o finita de A-mo´dulos de Hil-
bert a` direita, obtemos o espac¸o vetorial ⊕Ei := {(xi), xi ∈ Ei}, com
operac¸o˜es de soma e multiplicac¸a˜o por escalar definidas pontualmente.
Podemos, ainda, enriquecer ⊕Ei com multiplicac¸a˜o por elementos de
A e produto interno com valores em A, respectivamente, por meio de:
(xi)a = (xia),
〈(xi), (yi)〉A =
∑
i
〈xi, yi〉A. (2.2)
Ale´m disso, ⊕Ei torna-se um A-mo´dulo de Hilbert com essas
operac¸o˜es. De fato, tomando (xni ) sequeˆncia de Cauchy em ⊕Ei, temos,
na verdade, para cada i ∈ {1, ..., n}, uma sequeˆncia de Cauchy xni em
Ei, pois vale:
‖xni − xmi ‖2 = ‖〈xni − xmi , xni − xmi 〉‖
≤
n∑
i=1
‖〈xni − xmi , xni − xmi 〉‖
= ‖(xni )− (xmi )‖2.
Assim, xni → xi ∈ Ei, para todo i ∈ {1, ..., n}. Agora, na˜o e´
dif´ıcil ver que (xni )→ (xi).
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Tendo adentrado em diversas especificac¸o˜es dos mo´dulos de Hil-
bert, passemos a entender as principais aplicac¸o˜es nesses espac¸os.
Definic¸a˜o 2.8 Sejam E e F A-mo´dulos de Hilbert a` direita. Defini-
mos o conjunto dos operadores t : E → F adjunta´veis L(E,F ) como
sendo (para todos x ∈ E, y ∈ F );
L(E,F ) = {t : E → F tal que ∃t∗F → E, 〈tx, y〉A = 〈x, t∗y〉A}
E´ poss´ıvel mostrar que no caso em que E = F , L(E) := L(E,E)
e´ uma C∗-a´lgebra, como esta´ feito no primeiro cap´ıtulo de (LANCE,
1995).
Definic¸a˜o 2.9 Sejam E,F A-mo´dulos de Hilbert a` direita. Definimos
o conjunto dos operadores compactos K(E,F ) ⊂ L(E,F ) como sendo:
K(E,F ) = span{θx,y : E → F/ θx,y(z) = x〈y, z〉A, x ∈ F, y, z ∈ E}
Proposic¸a˜o 2.10 Sejam T ∈ L(E) um operador e E um B-mo´dulo de
Hilbert a` direita. Enta˜o 〈Tx, Tx〉B ≤ ‖T‖2〈x, x〉B.
Demonstrac¸a˜o: Como ‖T‖2 − TT ∗ ≥ 0, segue da teoria de C∗-
a´lgebras que ‖T‖2 − TT ∗ = R∗R, para algum R ∈ L(E). Assim:
‖T‖2〈x, x〉B − 〈Tx, Tx〉B = ‖T‖2〈x, x〉B − 〈x, (‖T‖2 −R∗R)x〉B
= 〈Rx,Rx〉B ≥ 0.
Observac¸a˜o 2.11 Essa proposic¸a˜o tambe´m vale para mo´dulos de Hil-
bert a` esquerda, com as devidas alterac¸o˜es.
Proposic¸a˜o 2.12 Sejam K(E,F ) e K(G,F ) conforme definic¸a˜o an-
terior, com E,F e G A-mo´dulos de Hilbert a` direita. Tome x ∈ E,
y, u ∈ F , v ∈ G, t ∈ L(E,F ), s ∈ L(F,G). Enta˜o valem as seguintes
igualdades:
θx,yθu,v = θx〈y,u〉,v
tθx,y = θtx,y
θx,ys = θx,s∗y
Em particular, K(E) e´ um *-ideal de L(E).
Demonstrac¸a˜o: Em relac¸a˜o a primeira igualdade, para z ∈ G, temos:
θx,yθu,v(z) = θx,y(u〈v, z〉) = x〈y, u〈v, z〉〉 = x〈y, u〉〈v, z〉 = θx〈y,u〉,v(z).
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Em relac¸a˜o a segunda, obtemos para w ∈ F :
tθx,y(w) = t(x〈y, w〉) = t(x)〈y, w〉 = θt(x),y(w)
A terceira igualdade segue passos ana´logos aos da demonstrac¸a˜o
da segunda. Agora, assumindo F = G = E, para provarmos que K(E)
e´ *-ideal de L(E), basta notarmos que (θx,y)
∗ = θy,x, pois a partir da
Definic¸a˜o 2.9, K(E) e´ fechado em relac¸a˜o a soma de seus elementos e
por meio das igualdades acima, e´ fechado em relac¸a˜o a multiplicac¸a˜o
por elementos de L(E). Mas, tomando z, w ∈ E, obtemos a simples
constatac¸a˜o:
〈θx,y(z), w〉 = 〈x〈y, z〉, w〉 = 〈z, y〉〈x,w〉 = 〈z, y〈x,w〉〉 = 〈z, θy,x(w)〉
Assim, K(E) e´ de fato um *-ideal de L(E).
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3 EQUIVALEˆNCIA DE MORITA
Nesse cap´ıtulo apresentaremos, pelo menos, quatro formas de
se definir a equivaleˆncia de Morita no contexto de C∗-a´lgebras. Para
isso, precisaremos conceituar bimo´dulos de imprimitividade, a´lgebra de
ligac¸a˜o e produto tensorial interno entre mo´dulos de Hilbert. No final
do cap´ıtulo explicitaremos algumas C∗-a´lgebras Morita equivalentes.
Para mais detalhes, ver (LANCE, 1995) e (RAEBURN; WILLIAMS, 1998).
Definic¸a˜o 3.1 Sejam E espac¸o vetorial complexo e A,B C∗-a´lgebras.
E e´ dito um A-B-bimo´dulo de imprimitividade (e denotado por AEB)
se AE e EB forem mo´dulos de Hilbert tais que
1. AE e EB sa˜o cheios;
2. (Compatibilidade) A〈x, y〉z = x〈y, z〉B, ∀x, y, z ∈ E
Exemplo 3.2 Toda C∗-a´lgebra A e´ um A−A bimo´dulo de imprimiti-
vidade com multiplicac¸a˜o (a` direita e a` esquerda) herdada da estrutura
alge´brica de A e produtos internos definidos por:
A〈a, b〉 := ab∗
〈a, b〉A := a∗b
Teorema 3.3 Todo AEB bimo´dulo de imprimitividade satisfaz
(∀x, y ∈ E, a ∈ A):
a) 〈ax, y〉B = 〈x, a∗y〉B e 〈xb, y〉B = 〈x, yb∗〉B;
b) (ax)b = a(xb);
c) Existe um isomorfismo ϕ : A→ KB(E) tal que ϕ(a)x = ax;
d) 〈ax, ax〉B ≤ ‖a‖2〈x, x〉B e A〈xb, xb〉 ≤ ‖b‖2A〈x, x〉;
e) ‖x‖A = ‖x‖B.
Demonstrac¸a˜o:
a) Note primeiramente que z〈ax, y〉B = z〈x, a∗y〉B , pois
z〈ax, y〉B = A〈z, ax〉y = A〈z, x〉a∗y = z〈x, a∗y〉B ,
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devido 2. da Definic¸a˜o 3.1. Assim, para todos x, y, z, w ∈ E e a ∈ A,
temos:
〈w, z〉B〈ax, y〉B = 〈w, z〉B〈x, a∗y〉B .
Agora, pela condic¸a˜o 1 da Definic¸a˜o 3.1, segue que:
b〈ax, y〉B = b〈x, a∗y〉B
para todo b ∈ B. Como todas as C∗-a´lgebras teˆm unidade apro-
ximada, segue que 〈ax, y〉B = 〈x, a∗y〉B . As contas para A sa˜o
ana´logas.
b) Fixe y ∈ A. Tome a ∈ A e b ∈ B. Pelo que acabamos de fazer,
temos:
A〈(ax)b, y〉 = A〈ax, b∗y〉 = aA〈xb, y〉 = A〈a(xb), y〉.
Como y e´ gene´rico, segue que (ax)b = a(xb).
c) Para fins dessa demonstrac¸a˜o, estamos interpretando E como um B-
mo´dulo de Hilbert a` direita. Para cada a ∈ A, defina ϕ(a) : E → E
por x 7→ ax. Pelo item a) e Definic¸a˜o 2.8, temos que ϕ(a) e´ operador
linear adjunta´vel, cujo adjunto e´ ϕ(a∗). Mais ainda, a seguinte
fo´rmula:
ϕ : A→ L(E)
a 7→ ϕ(a)
define um *-homomorfismo injetivo entre C∗-a´lgebras tal que ϕ(A) =
K(E). A verificac¸a˜o de que ϕ define um *-homomorfismo e´ imedi-
ata. Mostremos a injetividade de ϕ e que ϕ(A) = K(E).
Injetividade:
ϕ(a) = 0⇒ a(A〈x, y〉) = 0,∀x, y ∈ E ⇒ aA = 0⇒ a = 0.
Agora, tome x, y ∈ E. Assim,
ϕ(A〈x, y〉)(z) = A〈x, y〉z = x〈y, z〉B = θx,y(z).
Portanto, pela Definic¸a˜o 2.9 e pelo fato de todo *-homomorfismo
entre C∗-a´lgebras ter como imagem um subespac¸o vetorial fechado,
temos K(E) ⊂ ϕ(A).
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Por outro lado, fixe a ∈ A. Como E e´ A-mo´dulo cheio, podemos
escrever a como um limite de sequeˆncia em A〈E,E〉, digamos a =
limj
∑nj
i=1(A〈xij , yij〉). Assim:
ϕ(a) = ϕ
(
limj
nj∑
i=1
(A〈xij , yij〉)
)
= limj
nj∑
i=1
ϕ((A〈xij , yij〉))
= limj
nj∑
i=1
θxij ,yij ∈ K(E).
Portanto, ϕ(A) = K(E).
d) Por meio do isomorfismo acima, podemos ver a ∈ KA(E). Assim,
pela Proposic¸a˜o 2.10, e´ imediato que 〈ax, ax〉B ≤ ‖a‖2〈x, x〉B .
e) Fixado x ∈ E, temos
‖x‖4A = ‖A〈x, x〉A〈x, x〉‖ = ‖ A〈A〈x, x〉x, x〉‖
= ‖ A〈x(〈x, x〉B) 12 , x(〈x, x〉B) 12 〉)‖
≤ ‖x‖2B‖x‖2A.
Portanto ‖x‖A ≤ ‖x‖B . Analogamente, ‖x‖B ≤ ‖x‖A. E assim,
‖x‖A = ‖x‖B .
Observac¸a˜o 3.4 Mais geralmente, basta que E seja A − B bimo´dulo
com produto interno satisfazendo o item d) para que satisfac¸a tambe´m
o item e). A verificac¸a˜o para isso e´ inteiramente ideˆntica a`quela feita
para o caso de AEB ser bimo´dulo de imprimitividade.
Observac¸a˜o 3.5 Todo B-mo´dulo de Hilbert cheio a` direita EB e´ um
K(E)-B bimo´dulo de imprimitividade, com produto t.x = t(x) e produto
interno K(B)〈x, y〉 = θx,y, para todos x, y ∈ E e t ∈ K(E).
De fato, temos:
a) θλx+y,z(w) = (λx+ y)〈z, w〉 = λθx,z(w) + θy,z(w)
b) θθw,z(x),y(u) = θw,z(x)〈y, u〉 = w〈z, x〉〈y, u〉 = θw,zθx,y(u)
c) (θx,y)
∗ = θy,x (Proposic¸a˜o 2.12);
d) Para verificar essa propriedade, vamos usar a seguinte caracterizac¸a˜o,
que e´ o Lema 2.28 de (RAEBURN; WILLIAMS, 1998):
T ∈ L(E), T ≥ 0⇔ 〈Tx, x〉B ≥ 0,∀x ∈ E.
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Esse lema e´ va´lido tambe´m para mo´dulos a` esquerda.
Voltando para a demonstrac¸a˜o, fixe x ∈ E. Enta˜o:
〈θx,x(y), y〉 = 〈x〈x, y〉, y〉 = 〈x, y〉∗〈x, y〉 ≥ 0,
para todo y ∈ E.
e) θx,x = 0⇒ x〈x, y〉 = 0,∀y. Segue enta˜o que:
‖〈x, x〉‖2 = ‖〈x〈x, x〉, x〉‖ = 0.
Portanto, x = 0.
E´ imediato que KB(E)E e´ cheio. A condic¸a˜o b) da Definic¸a˜o 3.1 segue
assim:
KB(E)〈x, y〉(z) = θx,y(z) = x〈y, z〉B .
Observac¸a˜o 3.6 Se AEB e´ A-B bimo´dulo de imprimitividade e se
A ∼= A′ e B ∼= B′ (isomorfismos entre C∗-a´lgebras) enta˜o A′EB′
tambe´m e´ A′-B′ bimo´dulo de imprimitividade com respeito a` estrutura
induzida pelos isomorfismos, ou seja, se ϕA : A → A′ e ϕB : B → B′
forem os isomorfismos, as operac¸o˜es ficam definidas por:
a′x = ϕ−1A (a
′)x,
xb′ = xϕ−1B (b
′),
A′〈x, y〉 = ϕA(A〈x, y〉),
〈x, y〉B′ = ϕB(〈x, y〉B).
Proposic¸a˜o 3.7 Se AEB e´ A-B bimo´dulo de imprimitividade, pode-
mos definir o seguinte B-A bimo´dulo de imprimitividade:
BE˜A := {x˜, x ∈ E},
cujas operac¸o˜es e produto interno sa˜o definidos a seguir, para todos
λ ∈ C, x, y ∈ E, a ∈ A, b ∈ B:
x˜+ y˜ = x˜+ y; λx˜ = ˜¯λx; x˜a = a˜∗x; bx˜ = x˜b∗;
〈x˜, y˜〉A =A 〈x, y〉; B〈x˜, y˜〉 = 〈x, y〉B
Demonstrac¸a˜o:
Vamos mostrar que E˜ e´ B-mo´dulo a` esquerda. De fato:
1.
B〈λx˜+ y˜, z˜〉 = B〈¯˜λx+ y, z˜〉 = 〈z, λx+ y〉B
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= λ〈z, x〉B + 〈z, y〉B = λ(B〈x˜, z˜〉) + (B〈y˜, z˜〉),
2. B〈bx˜, y˜〉 =B 〈x˜b∗, y˜〉 = 〈xb∗, y〉B = b〈x, y〉B = b(B〈x˜, y˜〉),
3. (B〈x˜, y˜〉)∗ = 〈x, y〉∗B = 〈y, x〉B =B 〈y˜, x˜〉,
4. B〈x, x〉 = 〈x, x〉B ≥ 0,
5. B〈x, x〉 = 0⇒ 〈x, x〉B = 0⇒ x = 0⇒ x˜ = 0˜.
A verificac¸a˜o para E˜A segue o mesmo padra˜o. Na˜o e´ dif´ıcil,
tambe´m, provar que BE˜ e E˜A sa˜o cheios. Falta mostrar a condic¸a˜o 2
da Definic¸a˜o 3.1. Esta se verifica como segue:
B〈x˜, y˜〉z˜ = ˜z(B〈y˜, x˜〉) = ˜z〈y, x〉B = ˜(A〈z, y〉)x = ˜(〈z˜, y˜〉A)x = x˜〈y˜, z˜〉A.

Apresentaremos agora uma nova C∗-a´lgebra, denominada a´lgebra
de ligac¸a˜o, que dentre outras utilidades, auxilia na verificac¸a˜o de poss´ıveis
equivaleˆncias de Morita, como veremos adiante. Mais detalhes po-
dera˜o ser encontrados em (ECHTERHOFF, 2006) e (RAEBURN; WILLI-
AMS, 1998).
Definic¸a˜o 3.8 Seja AEB um A-B bimo´dulo de imprimitividade. A
a´lgebra de ligac¸a˜o de E e sua estrutura alge´brica sa˜o dadas por:
L(E) =
{(
a x
y˜ b
)
/a ∈ A, b ∈ B, x, y ∈ E
}
=
(
A E
E˜ B
)
;
1. (
a x
y˜ b
)
+
(
a′ x′
y˜′ b′
)
=
(
a+ a′ x+ x′
y˜ + y′ b+ b′
)
,
2. (
a x
y˜ b
)(
a′ x′
y˜′ b′
)
=
(
aa′ + A〈x, y′〉 ax′ + xb′
y˜a′ + by˜′ 〈y, x′〉B + bb′
)
.
Teorema 3.9 L(E) e´ uma C∗a´lgebra com involuc¸a˜o e norma dadas,
respectivamente, por: (
a x
y˜ b
)∗
=
(
a∗ y
x˜ b∗
)
e
∥∥∥∥(a xy˜ b
)∥∥∥∥ = sup‖(z,x)‖≤1 ∥∥∥∥(a xy˜ b
)(
z
c
)∥∥∥∥
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= sup‖(z,x)‖≤1
∥∥∥∥( az + xc〈y, z〉B + bc
)∥∥∥∥
Observac¸a˜o 3.10 Note que nas igualdades acima,
(az + xc, 〈y, z〉B + bc)
e´ um elemento de E ⊕ B. Assim, sua norma sera´ sempre calculada
tendo em vista a equac¸a˜o 2.2.
Demonstrac¸a˜o: Na˜o e´ dif´ıcil ver que a soma esta´ bem definida. Ha-
ver´ıa certa dificuldade, talvez, em se mostrar que a multiplicac¸a˜o e´
associativa e distribui na soma. Mostraremos apenas a propriedade
distributiva, pois a associatividade decorre de ca´lculos similares:(
a′′ x′′
y˜′′ b′′
)((
a x
y˜ b
)
+
(
a′ x′
y˜′ b′
))
=
=
(
a′′(a+ a′) + A〈x′′, y + y′〉 a′′(x+ x′) + x′′(b+ b′)
y˜′′(a+ a′) + b′′y˜ + y′ 〈y′′, x+ x′〉B + b′′(b+ b′)
)
=
(
a′′a+ A〈x′′, y〉 a′′x+ x′′b
y˜′′a+ b′′y˜ 〈y′′, x〉B + b′′(b)
)
+
+
(
a′′a′ + A〈x′′, y′〉 a′′x′ + x′′b′
y˜′′a′ + b′′y˜′ 〈y′′, x′〉B + b′′b′
)
=
(
a′′ x′′
y˜′′ b′′
)(
a x
y˜ b
)
+
(
a′′ x′′
y˜′′ b′′
)(
a′ x′
y˜′ b′
)
.
Para provarmos que a norma esta´ bem definida, que a involuc¸a˜o e´
invariante pela norma e que vale o C∗-axioma, mostraremos que existe
um *-homomorfismo natural ϕ : L(E) → L(E ⊕ B) isome´trico, por
meio do teorema a seguir.
Teorema 3.11 L(E) e´ C∗-suba´lgebra de L(E ⊕ B) tal que E e´ A-B
bimo´dulo de imprimitividade e para todos a ∈ A, b ∈ B e x, y ∈ E,
satisfaz:
max{‖a‖, ‖x‖B , ‖y‖B , ‖b‖} ≤
∥∥∥∥(a xy˜ b
)∥∥∥∥ ≤ ‖a‖+ ‖x‖B + ‖y‖B + ‖b‖.
Demonstrac¸a˜o: Definimos o *-homomorfismo ϕ como aquele que leva
cada matriz de L(E) ao respectivo operador de L(E ⊕B), ou seja:
ϕ
(
a x
y˜ b
)(
z
c
)
=
(
az + xc
〈y, z〉B + bc
)
.
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Os seguintes ca´lculos mostram que ϕ esta´ bem definido e que e´
um *-homomorfismo entre C*-a´lgebras (omitiremos apenas os ca´lculos
que comprovam que ϕ e´ linear por terem praticamente o mesmo grau
de dificuldade dos que mostram que ϕ e´ multiplicativo):
a) (ϕ bem definido)
ϕ
(
a x
y˜ b
)[
λ
(
z
c
)
+
(
z′
c′
)
b′
]
=
= ϕ
(
a x
y˜ b
)(
λz + z′b′
λc+ c′b′
)
=
(
a(λz + z′b′) + x(λc+ c′b′)
〈y, λz + z′b〉B + b(λc+ c′b′)
)
= λ
(
az + xc
〈y, z〉B + bc
)
+
(
az′ + xc′
〈y, z′〉B + bc′
)
b′
= λϕ
(
a x
y˜ b
)(
z
c
)
+ ϕ
(
a x
y˜ b
)(
z′
c′
)
b′.
b) (ϕ preserva adjuntos)〈
ϕ
(
a x
y˜ b
)(
z
c
)
,
(
z′
c′
)〉
B
=
=
〈(
az + xc
〈y, z〉B + bc
)
,
(
z′
c′
)〉
B
= 〈az + xc, z′〉B + (〈y, z〉B + bc)∗c′
= 〈a, z′〉B + 〈xc, z′〉B + (〈z, y〉B + c∗b∗)c′
= 〈z, a∗z′〉B + 〈z, y〉Bc′ + c∗〈x, z′〉B + c∗b∗c′
= 〈z, a∗z′ + yc′〉B + c∗(〈x, z′〉B + b∗c′)
=
〈(
z
c
)
, ϕ
(
a y
x˜ b∗
)(
z′
c′
)〉
B
.
c) (ϕ e´ multiplicativo)[
ϕ
[(
a x
y˜ b
)(
a′ x′
y˜′ b′
)]](
z
c
)
=
= ϕ
(
aa′ + A〈x, y′〉 ax′ + xb′
y˜a′ + by˜′ 〈y, x′〉B + bb′
)(
z
c
)
=
(
aa′z + A〈x, y′〉z + ax′c+ xb′c
〈a′∗y + y′b∗, z〉B + 〈y, x′〉Bc+ bb′c
)
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=
(
aa′z + ax′c+ x〈y′, z〉B + xb′c
〈y, a′z + x′c〉B + b〈y′, z〉B + bb′c
)
=
[
ϕ
(
a x
y˜ b
)
ϕ
(
a′ x′
y˜′ b′
)](
z
c
)
.
Provemos agora que ϕ e´ injetivo:
ϕ
(
a x
y˜ b
)
= 0⇒
(
az + xc
〈y, z〉B + bc
)
= 0,∀z ∈ E, c ∈ B.
Assim, para todos z ∈ E, c ∈ B temos:
az = 0 (3.1)
xc = 0 (3.2)
〈y, z〉B = 0 (3.3)
bc = 0. (3.4)
Escolhendo z = y, pela igualdade 3.3 acima, segue que y = 0.
Tambe´m de forma direta, tomando c = b∗, tem-se b = 0 pela igualdade
3.4.
Agora, segue da equac¸a˜o 3.1 que a(A〈z, w〉) = 0 para todos z, w ∈
E. Como AE e´ A-mo´dulo cheio, temos aa
′ = 0 para qualquer a′ ∈ A.
Tomando a′ = a∗, conclui-se que a = 0.
Para vermos que x = 0, tome {ei} unidade aproximada para
B. Pela igualdade 3.2, xei = 0 para todo i. Mas, note que xei → x.
Portanto x = 0 e, de fato, ϕ e´ injetivo. Mais ainda, ϕ e´ isome´trico, por
se tratar de *-homomorfismo injetivo entre C∗-a´lgebras.
Finalmente, demonstremos as desigualdades envolvendo normas.
Para a desigualdade da esquerda, note que:∥∥∥∥(a xy˜ b
)∥∥∥∥ = sup‖(z,c)‖≤1 ∥∥∥∥( az + xc〈y, z〉B + bc
)∥∥∥∥
≥ sup‖(z,0)‖≤1
∥∥∥∥( az〈y, z〉B
)∥∥∥∥
≥ sup‖z‖≤1‖az‖
= ‖a‖.
A igualdade ‖a‖ = sup‖z‖≤1‖az‖ segue do item c) do Teorema
3.3.
Analogamente, teremos:∥∥∥∥(a xy˜ b
)∥∥∥∥ ≥ sup‖c‖≤1‖xc‖ = ‖x‖ (3.5)
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∥∥∥∥(a xy˜ b
)∥∥∥∥ ≥ sup‖z‖≤1‖〈y, z〉B‖ = ‖y˜‖ (3.6)∥∥∥∥(a xy˜ b
)∥∥∥∥ ≥ sup‖c‖≤1‖bc‖ = ‖b‖. (3.7)
Na equac¸a˜o 3.5, vale que ‖x‖ = sup‖c‖≤1‖xc‖ pois ‖xc‖ ≤ ‖x‖
para todo ‖c‖ ≤ 1 e como B tem unidade aproximada, na˜o e´ dif´ıcil ver
que ‖xei‖ → ‖x‖. Portanto a igualdade e´ va´lida.
Na equac¸a˜o 3.6, a igualdade ‖〈y, z〉B‖ = ‖y˜‖ foi provada na
explicac¸a˜o que esta´ logo abaixo do Corola´rio 2.7. Precisava-se ainda
verificar que ‖y˜‖ = ‖y‖, mas isso e´ consequeˆncia imediata da definic¸a˜o
de E˜ na Proposic¸a˜o 3.7.
Ja´ a veracidade da igualdade sup‖c‖≤1‖bc‖ = ‖b‖ decorre do fato
de que toda C∗-a´lgebra possui unidade aproximada.
Provemos agora a desigualdade da direita. Primeiramente note
que: ∥∥∥∥(a 00 0
)∥∥∥∥ = ‖a‖ (3.8)∥∥∥∥(0 x0 0
)∥∥∥∥ = ‖x‖B (3.9)∥∥∥∥(0 0y˜ 0
)∥∥∥∥ = ‖y‖B (3.10)∥∥∥∥(0 00 b
)∥∥∥∥ = ‖b‖. (3.11)
Mostraremos apenas a igualdade 3.10. Para demonstrar as ou-
tras, basta seguir praticamente os mesmos passos. Assim:
∥∥∥∥(0 0y˜ 0
)∥∥∥∥ = sup‖(z,c)‖≤1 ∥∥∥∥(〈y, z〉B0
)∥∥∥∥ ≥ sup‖z‖≤1‖〈y, z〉B‖ = ‖y‖B .
(3.12)
Pore´m, seja z ∈ E tal que existe c ∈ B que satisfaz: ‖(z, c)‖ ≤ 1.
Claro que ‖z‖ ≤ 1 nesse caso. Mais ainda:∥∥∥∥(〈y, z〉B0
)∥∥∥∥ = ‖〈y, z〉B‖ ≤ ‖y‖B . (3.13)
Portanto, as sentenc¸as 3.12 e 3.13 implicam a igualdade 3.10.
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Definic¸a˜o 3.12 Sejam A e B C∗-a´lgebras. A e´ Morita equivalente a
B se existe um A-B bimo´dulo de imprimitividade AEB. Neste caso
escreve-se: A ∼M B
Nosso objetivo agora e´ demonstrar que a equivaleˆncia de Morita
e´ de fato uma relac¸a˜o de equivaleˆncia. Para tal, precisaremos ainda
da noc¸a˜o de produto tensorial interno entre mo´dulos de Hilbert, teoria
sobre a qual desenvolveremos um pouco a partir de agora, iniciando
com a noc¸a˜o de pre´-bimo´dulo de imprimitividade.
Definic¸a˜o 3.13 Sejam A e B C∗-a´lgebras, A0 ⊂ A, B0 ⊂ B *-
suba´lgebras densas. Um A0-B0 pre´-bimo´dulo de imprimitividade e´ um
espac¸o vetorial E0 que e´ um A0-B0 bimo´dulo satisfazendo:
1. E0 e´ um A0 pre´-mo´dulo com pre´-produto interno e um B0 pre´-
mo´dulo com pre´-produto interno (conforme Observac¸a˜o 2.4);
2. A0〈E0, E0〉 e 〈E0, E0〉B0 sa˜o ideais densos em A e B respectiva-
mente;
3. Para todos a ∈ A0, b ∈ B0 e x ∈ E0, valem
〈ax, ax〉B0 ≤ ‖a‖2〈x, x〉B0 e A0〈xb, xb〉 ≤ ‖b‖2A0〈x, x〉;
4. Para todos x, y, z ∈ E0, vale A0〈x, y〉z = x〈y, z〉B0 .
Proposic¸a˜o 3.14 Seja E0 conforme definic¸a˜o anterior. Enta˜o
‖x‖2A0 = ‖A0〈x, x〉‖ = ‖〈x, x〉B0‖ = ‖x‖2B0 .
Demonstrac¸a˜o: Basta repetir os mesmos ca´lculos do item e) do Teo-
rema 3.3. 
As duas proposic¸o˜es que seguem sa˜o relativas ao completamento
de mo´dulos de Hilbert. Na primeira proposic¸a˜o, descreveremos como
ocorre o completamento de um pre´-mo´dulo de com pre´-produto interno
a` direita apenas, enquanto que na segunda detalharemos como se com-
pleta um pre´-bimo´dulo de imprimitividade, levando em considerac¸a˜o
suas estruturas de mo´dulo a` esquerda e a` direita.
Proposic¸a˜o 3.15 Suponha que A0 seja uma *-suba´lgebra densa da C
∗-
a´lgebra A e E0 um A0 pre´-mo´dulo a` direita com pre´-produto interno.
Enta˜o existem um A-mo´dulo de Hilbert E e um homomorfismo q :
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E0 → E entre A0 mo´dulos (isto e´, q e´ linear e q(xa) = q(x)a, para todos
x ∈ E0 e a ∈ A0) tal que q(E0) e´ denso em E e 〈q(x), q(y)〉A = 〈x, y〉A0 .
Denotamos por E o completamento de E0.
Demonstrac¸a˜o:
Sejam N = {x ∈ E0 : 〈x, x〉A0 = 0} e q : E0 → E0/N o mapea-
mento quociente. Pelo Corola´rio 2.7, temos que 〈x, y〉A0 = 0 = 〈y, x〉A0 ,
sempre que y ∈ E0 e x ∈ N . Portanto N e´ na verdade um A0
submo´dulo de E0 e faz sentido construirmos E0/N . Mais ainda, as
seguintes fo´rmulas (esta˜o bem definidas e) fazem de E0/N um A0-
mo´dulo com produto interno:
〈q(x), q(y)〉A := 〈x, y〉A0 e q(x)a := q(xa), ∀x, y ∈ E0, a ∈ A0.
Pelo Corola´rio 2.7, temos que ‖q(x)‖ = ‖〈x, x〉‖ 12 define uma
norma em E0/N e podemos tomar o completamento correspondente,
denotando E0/N
‖·‖A
=: E. O produto interno pode ser estendido a
E simplesmente por 〈x, y〉A := limn〈q(xn), q(yn)〉A em que q(xn)→ x
e q(yn) → y. Na˜o e´ dif´ıcil ver que o produto interno assim definido
independe, da fato, das sequeˆncias convergentes escolhidas. Todas as
propriedades de produto interno sa˜o trivialmente verificadas, exceto a
relacionada com positividade.
O Teorema 3.4.3 de (MURPHY, 1990) diz que um elemento auto-
adjunto a ∈ C, em que C e´ uma C∗-a´lgebra, e´ positivo se e somente se
ϕ(a) ≥ 0 para todo funcional linear postivo de C. Ainda por (MURPHY,
1990), mais especificamente pelo Teorema 3.3.1, todo funcional linear
positivo de uma C∗-a´lgebra e´ cont´ınuo. Levando em conta esses teore-
mas, sejam ϕ funcional positivo de A e x ∈ E qualquer. Se q(xn)→ x,
xn ∈ E0, enta˜o:
ϕ(〈x, x〉) = ϕ(lim〈q(xn), q(xn)〉) = limϕ(〈q(xn), q(xn)〉 ≥ 0
Finalmente, se tivermos 〈x, x〉A = 0, isso quer dizer que existe
sequeˆncia q(xn)→ x com ‖q(xn)‖ → 0. Portanto q(xn)→ 0 e devemos
ter x = 0, completando a demonstrac¸a˜o. 
Proposic¸a˜o 3.16 Sejam A e B C∗-a´lgebras e A0 ⊂ A, B0 ⊂ B *-
suba´lgebras densas. Se E0 for um A0-B0 pre´-bimo´dulo de imprimi-
tividade, enta˜o existe um A-B bimo´dulo de imprimitividade E e um
homomorfismo entre bimo´dulos q : E0 → E (q e´ uma transformac¸a˜o
linear tal que q(axb) = aq(x)b, para todos x ∈ E0, a ∈ A0 e b ∈ B0) tal
que q(E0) e´ denso em E e ainda
〈q(x), q(y)〉B = 〈x, y〉B0 e A〈q(x), q(y)〉 = A0〈x, y〉
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para todos x, y ∈ E0.
Demonstrac¸a˜o:
Pela Proposic¸a˜o 3.14, as normas ‖ · ‖A e ‖ · ‖B coincidem em
E0. Assim, o completamento E de (E0, ‖ · ‖B) e´ simultaneamente A
mo´dulo de Hilbert cheio e B mo´dulo de Hilbert cheio pela Proposic¸a˜o
3.15. Note que aqui na˜o ha´ problema algum em se definir, usando a
mesma notac¸ao da Proposic¸a˜o 3.15,
aq(x) := q(ax) e q(x)b = q(xb)
para todos a ∈ A0, b ∈ B0 e x ∈ E0. Note ainda que pelo fato
das normas relativas A e B coincidirem, o N (tambe´m definido na
proposic¸a˜o mencionada) e´ o mesmo, levando em considerac¸a˜o o A ou o
B. Por isso E esta´ bem definido.
Agora, como o segundo item da Definic¸a˜o 3.1 e o item e) do Teo-
rema 3.3 valem para E0, eles continuam valendo para o completamento,
o que garante que E e´ um bimo´dulo de imprimitividade. 
Tendo em ma˜os a teoria de completamento de mo´dulos de Hil-
bert, abordaremos o produto tensorial alge´brico entre os mo´dulos de
Hilbert E e F (na verdade precisaremos apenas da estrutra vetorial de
ambos nesse n´ıvel) para definirmos o que vem a ser produto tensorial
interno entre eles (aqui sim entra em cheio o fato de serem mo´dulos
de Hilbert, na˜o apenas espac¸os vetoriais) e enta˜o passaremos para o
fechamento dessa nova estrutura.
Definic¸a˜o 3.17 Sejam B e C C∗-a´lgebras, EB e FC mo´dulos de Hil-
bert e ϕ : B → L(F ) um *-homomorfismo. Denote por E ⊗alg F o
produto tensorial alge´brico entre E e F . Definimos o produto tensorial
interno (relativo a ϕ) E ϕ F como sendo o espac¸o quociente
E ϕ F := (E ⊗alg F )/N,
em que N = span{xb⊗ y − x⊗ ϕ(b)(y) : x ∈ E, y ∈ F, b ∈ B}.
Observac¸a˜o 3.18 No caso em que ϕ = IB na definic¸a˜o acima, ou
seja, em que F e´ um B-mo´dulo a` esquerda, denotaremos
E ϕ F = E B F.
Proposic¸a˜o 3.19 O produto tensorial interno acima definido e´ um C-
mo´dulo com produto interno dado por
〈x⊗ϕ y, x′ ⊗ϕ y′〉C = 〈y, ϕ(〈x, x′〉B)y′〉C .
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Demonstrac¸a˜o:
Que E ϕ F e´ C-mo´dulo a` direita, isso segue do fato de F o
ser. Para muni-lo de um produto interno, procederemos da seguinte
maneira: faremos os ca´lculos das propriedades de semi-produto interno
para o produto tensorial alge´brico entre E e F e depois constaremos
que N ′ := span{z ∈ E ⊗alg F : 〈z, z〉C = 0} = N para mostrarmos
que nossa fo´rmula define um produto interno avaliado em C no n´ıvel
do produto tensorial interno.
Fixe x ∈ E e y ∈ F . Note primeiramente que a aplicac¸a˜o
E × F → C, (x′, y′) 7→ 〈y, ϕ(〈x, x′〉B)y′〉C e´ bilinear. Portanto, existe
u´nica aplicac¸a˜o linear Lx,y : E ⊗alg F → C, tal que Lx,y(x′ ⊗ y′) =
〈y, ϕ(〈x, x′〉B)y′〉C . Defina a aplicac¸a˜o L∗x,y por L∗x,y(α) = (Lx,y(α))∗.
Tal func¸a˜o pertence ao espac¸o vetorial CL das transformac¸o˜es conjugado-
lineares de E ⊗alg F em C. Mais ainda, a aplicac¸a˜o E × F → CL,
(x, y) 7→ L∗x,y e´ bilinear. Portanto, novamente, existe u´nica trans-
formac¸a˜o linear L∗ : E⊗algF → CL tal que L∗(x⊗y) = L∗x,y. Podemos
enta˜o definir 〈α, β〉 = (L∗(α)(β))∗, para todos α, β ∈ E ⊗alg F , e essa
e´ justamente a fo´rmula que consta na hipo´tese.
A verificac¸a˜o de que temos um semi-produto interno em E⊗algF
e´ trivial, exceto pela condic¸a˜o de positividade. Tome α =
∑n
i=1 xi ⊗
yi. Portanto 〈α, α〉C = 〈Y, ϕ(n)(X)Y 〉C , em que Y = (y1, ..., yn) ∈
Fn, X e´ a matriz (〈xi, xj〉) ∈ Mn(B). Estamos interpretando aqui
ϕ(n)(X) como o operador em LC(F
n) representado pela matriz n × n
(ϕ(〈xi, xj〉)) e trabalhando com o produto interno usual no cartesiano
de mo´dulos de Hilbert. Como todo *-homomorfismo entre C∗-a´lgebras
e´ completamente positivo e X e´ matriz positiva (ver Lema 2.65 de (RA-
EBURN; WILLIAMS, 1998)), segue que ϕ(n)(X) e´ um operador positivo
e, pelo item d) da Observac¸a˜o 3.5, conseguimos 〈α, α〉C ≥ 0.
Vamos agora provar que N = N ′. Tome xb⊗y−x⊗ϕ(b)(y) ∈ N .
Assim:
〈xb⊗ y − x⊗ ϕ(b)(y), xb⊗ y − x⊗ ϕ(b)(y)〉 =
= 〈xb⊗ y, xb⊗ y〉 − 〈xb⊗ y, x⊗ ϕ(b)(y)〉+
−〈x⊗ ϕ(b)(y), xb⊗ y〉+ 〈x⊗ ϕ(b)(y), x⊗ ϕ(b)(y)〉 =
= 〈ϕ(〈xb, xb〉)y, y〉 − 〈ϕ(〈x, xb〉)y, ϕ(b)y〉+
−〈ϕ(〈xb, x〉)ϕ(b)y, y〉+ 〈ϕ(〈x, x〉)ϕ(b)y, ϕ(b)y〉 = 0.
Isso garante que N ⊂ N ′. Agora, devemos mostrar a outra
inclusa˜o. Para tal verificac¸a˜o usaremos (sem demonstrar) o Lema 4.4
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do livro (LANCE, 1995) que diz que se EB e´ um mo´dulo de Hilbert,
x ∈ E e t e´ um nu´mero real do intervalo (0, 1), enta˜o existe w ∈ E tal
que x = w|x|t.
Seja α ∈ N ′, α = ∑ni=1 xi ⊗ yi. Sabemos que
〈α, α〉C = 〈Y, ϕ(n)(X)Y 〉 = 0.
Considere o operador T = ϕ(n)(X). E´ claro que T
1
2Y = T
1
4Y =
0. Podemos agora olhar En como um Mn(B)- mo´dulo de Hilbert e
nesse caso |x| = X 12 , em que x = (x1, ..., xn). Pelo Lema 4.4 do livro
(LANCE, 1995), existe w ∈ En tal que wX 14 = x. Escrevendo cij para os
elementos da matriz X
1
4 , ficamos com T
1
4 = ϕ(n)(X
1
4 ) e portanto T
1
4 e´
a matriz de elementos (ϕ(cij)). Portanto xj =
∑
i wicij e
∑
j ϕ(cijyj) =
0. Assim, obtemos:
α =
∑
j
xj ⊗ yj =
∑
ij
wicij ⊗ yj =
∑
ij
(wicij ⊗ yj −wi ⊗ϕ(cij)yj).
Conclui-se enta˜o que N ′ ⊂ N e assim N ′ = N . Pela Definic¸a˜o 3.17, mu-
nimos, de fato, EϕF com um produto interno. O seu completamento
(denotado por E ⊗ϕ F ) e´ um C-mo´dulo de Hilbert. 
Proposic¸a˜o 3.20 Suponha que A e B sejam C∗-a´lgebras e que E seja
um A-B bimo´dulo com produtos internos satisfazendo a segunda e a
quarta condic¸o˜es da Definic¸a˜o 3.13. E sera´ um A-B pre´-bimo´dulo de
imprimitividade se satisfizer, para todos a ∈ A, b ∈ B e x, y ∈ E
〈ax, y〉B = 〈x, a∗y〉B e A〈xb, y〉 =A 〈x, yb∗〉.
Demonstrac¸a˜o: Considere a unitizac¸a˜o de A,
A˜ := {a+ λ1 : λ ∈ C, a ∈ A}.
E se torna um A˜-mo´dulo a` esquerda com produto interno com a ac¸a˜o de
A˜ sendo dada por (a+λ1)x = ax+λx e produto interno permanecendo
o mesmo. Note agora que continua valendo:
〈(a+ λ1)x, y〉B = 〈x, a∗y〉B + 〈x, λy〉B = 〈x, (a+ λ1)∗y〉B .
Mais ainda, seja c ∈ A˜ um elemento positivo. Enta˜o c = d∗d
para algum d ∈ A˜ e assim: 〈x, cx〉B = 〈dx, dx〉B ≥ 0
Mas ‖a‖21− a∗a e´ um elemento positivo de A˜. Assim:
‖a‖2〈x, x〉B − 〈ax, ax〉B = 〈x, (‖a‖21− a∗a)x〉B ≥ 0.
Um argumento similar e´ suficiente para o produto interno em A.
Portanto, E e´ um pre´-bimo´dulo de imprimitividade. 
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Proposic¸a˜o 3.21 Sejam A, B e C C∗-a´lgebras, AEB e BFC bimo´dulos
de imprimitividade, x, x′ ∈ E e y, y′ ∈ F . Enta˜o Z = E B F e´ um
A-C bimo´dulo e ha´ u´nicos produtos internos avaliados em A e C, res-
pectivamente dados por:
〈x⊗B y, x′ ⊗B y′〉C = 〈y, 〈x, x′〉By′〉C ,
A〈x⊗B y, x′ ⊗B y′〉 = A〈x, x′B〈y′, y〉〉.
O completamento de Z (denotado por E⊗B F ) segundo a norma
proveniente do produto interno a` valores em C sera´ um A-C bimo´dulo
de imprimitividade.
Demonstrac¸a˜o:
A Proposic¸a˜o 3.19 acima economizou-nos certo trabalho, pois
por ela, temos que Z e´ C-mo´dulo com produto interno e os mesmos
argumentos servem para o contexto de A a` esquerda. Pelo Corola´rio 2.7
e sabendo que 〈E,E〉B = B e B〈F, F 〉 = B, as definic¸o˜es de produtos
internos em A e C claramente nos dizem que A〈Z,Z〉 e 〈Z,Z〉C sa˜o
densos em A e C respectivamente.
Nosso objetivo e´ caracterizar Z de acordo com a Definic¸a˜o 3.13.
Para tal, considere a seguinte constatac¸a˜o:
(x⊗B y)〈z ⊗B w, z′ ⊗B w′〉C = (x⊗B y)〈〈z′, z〉w,w′〉C
= x⊗B y(〈〈z′, z〉w,w′〉C)
= x⊗B (〈y, 〈z′, z〉w〉w′)
= x〈z〈w, y〉, z′〉B ⊗B w′
= A〈x, z(B〈w, y〉)〉(z′ ⊗ w′)
= A〈x⊗B y, z ⊗B w〉(z′ ⊗B w′).
Ate´ aqui verificamos as propriedades 1, 2 e 4 da Definic¸a˜o 3.13
para Z. Para a propriedade 3, note que:
〈ax⊗B y, z ⊗B w〉C = 〈〈z, ax〉y, w〉C = 〈〈a∗z, x〉y, w〉C
= 〈x⊗B y, a∗z ⊗B w〉C .
Segue da Proposic¸a˜o 3.20 que Z e´ um A-C pre´-bimo´dulo de im-
primitividade e que as normas (provenientes de A e C) coincidem. Sem
mais delongas, basta tomar o completamento de Z em relac¸a˜o a C∗-
a´lgebra C (denotado por E ⊗B F ) que obtemos um A-C bimo´dulo de
imprimitividade, segundo a Proposic¸a˜o 3.16. 
Proposic¸a˜o 3.22 Equivaleˆncia de Morita e´ uma relac¸a˜o de equivaleˆncia.
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Demonstrac¸a˜o:
Com o trabalho desenvolvido ate´ aqui, basta-nos reunir os resul-
tados pertinentes. A equivaleˆncia de Morita e´ reflexiva pois dada uma
C∗-a´lgebra A, e´ claro que A e´ A-A bimo´dulo de imprimitividade.
Em relac¸a˜o a propriedade sime´trica, se AEB e´ bimo´dulo de im-
primitividade, enta˜o o adjunto de E, E˜, segundo a Proposic¸a˜o 3.7, e´
um B-A bimo´dulo de imprimitividade. Ja´ a propriedade transitiva e´
obtida diretamente da proposic¸a˜o acima. 
Nosso pro´ximo passo e´ mostrar um dos resultados mais impor-
tantes desse trabalho. Importante por representar a realizac¸a˜o de
um dos objetivos propostos: o de elencar outras poss´ıveis definic¸o˜es
para equivaleˆncia de Morita. Para tal intento, precisaremos conceituar
a´lgebra dos multiplicadores. Faremos isso de forma simples e direta.
Assim como (LANCE, 1995), dada uma C∗-a´lgebra A definiremos a
a´lgebra dos multiplicadores de A como sendo a C∗-a´lgebra dos opera-
dores adjunta´veis L(A), em que A e´ vista como um A-mo´dulo de Hil-
bert a` direita. Usaremos a notac¸a˜o M(A) := L(A) para nos referirmos
a a´lgebra dos multiplicadores de A, ja´ que tal notac¸a˜o e´ bastante difun-
dida na literatura, conforme vemos em (RAEBURN; WILLIAMS, 1998) e
(LANCE, 1995), por exemplo. Ainda por (LANCE, 1995), temos que A e´
isomorfa a a´lgebra dos operadores compactos K(A) ⊂M(A) e portanto
e´ um ideal de M(A).
Proposic¸a˜o 3.23 Sejam A e B C∗-a´lgebras. Sa˜o equivalentes:
1. A ∼M B;
2. Existe EB B-mo´dulo de Hilbert cheio tal que A ∼= KB(E);
3. Existe C∗-a´lgebra C que conte´m um subespac¸o fechado E tal que
B′ = spanE∗E ∼= B, A′ = spanEE∗ ∼= A, A′E ⊂ E e EB′ ⊂ E;
4. Existem uma C∗-a´lgebra L e p, q ∈ M(L) projec¸o˜es complemen-
tares tais que span(LpL) = span(LqL) = L, pLp ∼= A e qLq ∼= B.
Demonstrac¸a˜o:
Seguiremos a seguinte sequeˆncia: 2)⇒ 1)⇒ 4)⇒ 3)⇒ 1)⇒ 2).
2)⇒ 1)
Suponha que exista EB B-mo´dulo de Hilbert cheio tal que A ∼=
KB(E). Pela Observac¸a˜o 3.5, KB(E)EB e´ bimo´dulo de imprimitividade.
Agora, pela Observac¸a˜o 3.6, AEB e´ bimo´dulo de imprimitividade, como
desejado.
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1)⇒ 4)
Suponha que exista AEB bimo´dulo de imprimitividade. Con-
sidere a a´lgebra de ligac¸a˜o de E, L(E) ↪→ L(E ⊕ B) e sejam p, q ∈
M(L(E)) definidos como segue:
p
(
a x
y˜ b
)
=
(
a x
0 0
)
;
(
a x
y˜ b
)
p =
(
a 0
y˜ 0
)
;
q
(
a x
y˜ b
)
=
(
0 0
y˜ b
)
;
(
a x
y˜ b
)
q =
(
0 x
0 b
)
.
Vamos mostrar que, de fato, podemos escolher L = L(E). Mos-
tremos primeiramente que span(LpL) = L. Tome a ∈ A e x, y ∈ E.
Considere ainda {ei} unidade aproximada para A e os seguintes ca´lculos
envolvendo esses elementos:(
a 0
0 0
)
p
(
ei 0
0 0
)
=
(
aei 0
0 0
)
−→i
(
a 0
0 0
)
(3.14)(
ei 0
0 0
)
p
(
0 x
0 0
)
=
(
0 eix
0 0
)
−→i
(
0 x
0 0
)
(3.15)(
0 0
y˜ 0
)
p
(
ei 0
0 0
)
=
(
0 0
y˜ei 0
)
−→i
(
0 0
y˜ 0
)
(3.16)(
0 0
y˜ 0
)
p
(
0 x
0 0
)
=
(
0 0
0 〈y, x〉B
)
(3.17)
Sendo E B-mo´dulo cheio e ainda y˜ei = e˜iy, pelas sentenc¸as
acima segue que:(
a 0
0 0
)
,
(
0 x
0 0
)
,
(
0 0
y˜ 0
)
,
(
0 0
0 b
)
∈ span(LpL),
para todos x, y ∈ E, a ∈ A e b ∈ B. Portanto L = span(LpL). Ana-
logamente, L = span(LqL). Falta-nos apenas mostrar que A ∼= pLp
e B ∼= qLq. Mas isso e´ trivial e segue diretamente dessas duas cons-
tatac¸o˜es:
p
(
a x
y˜ b
)
p =
(
a x
0 0
)
p =
(
a 0
0 0
)
; q
(
a x
y˜ b
)
q =
(
0 0
0 b
)
.
4)⇒ 3)
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Suponha que valha o item 4. Escolha C = L e E = pLq. Na˜o
e´ dif´ıcil ver que E define um subespac¸o vetorial fechado de C. Mais
ainda, temos:
B′ = spanE∗E = span(qLppLq) = span(qLpLq) = qLq ∼= B,
A′ = spanEE∗ = span(pLqqLp) = span(pLqLp) = pLp ∼= A.
Para finalizar essa parte, como pLppLq ⊂ pLq e pLqqLq ⊂ pLq,
garantimos, respectivamente, que A′E ⊂ E e EB′ ⊂ E.
3)⇒ 1)
Suponha que valha o item 3. Vamos provar que o subespac¸o
fechado E ⊂ C e´ um A-B bimo´dulo de imprimitividade. Sejam A′ e B′
as ”co´pias” respectivas de A e B contidas em C. As condic¸o˜es A′E ⊂ E
e EB′ ⊂ E dizem-nos que E e´ A′ mo´dulo a` esquerda e um B′ mo´dulo
a` direita com a multiplicac¸a˜o herdada de C.
Ja´ vimos (Exemplo 2.5) que dados x, y ∈ E, 〈x, y〉B′ := x∗y de-
fine um produto interno avaliado em B′. Analogamente, A〈x, y〉 := xy∗
define um produto interno avaliado em A′. Obviamente, as condic¸o˜es
span(E∗E) = B′ e span(EE∗) = A′ garantem-nos que E e´ cheio (visto
tanto como A′-mo´dulo quanto como B′-mo´dulo). Finalmente, o item
b) da Definic¸a˜o 3.1 segue por meior do simples ca´lculo:
A〈x, y〉z = xy∗z = x〈y, z〉B .
1)⇒ 2)
Seja AEB A-B bimo´dulo de imprimitividade. Pelo Teorema 3.3,
existe ϕ : A → KB(E) isomorfismo entre C∗-a´lgebras, o que finaliza a
demonstrac¸a˜o. 
Encerraremos o presente cap´ıtulo com dois exemplos que ilus-
tram uma classe importante de C∗-a´lgebras Morita equivalentes.
Exemplo 3.24 Sejam A C∗-a´lgebra e m,n nu´meros naturais. Enta˜o
Mn(A) ∼M Mm(A).
Considere o espac¸o vetorial E = Mm×n(A). Vamos muni-lo com
uma estrutura de Mn-mo´dulo de Hilbert cheio a` direita. Para a, b ∈ E
e c ∈Mn(A), sendo
a =
a11 · · · a1n... ...
am1 · · · amn
 , b =
 b11 · · · b1n... ...
bm1 · · · bmn
 e
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c =
c11 · · · c1n... ...
cn1 · · · cnn
 ,
E se torna Mn mo´dulo a` direita com produto interno por meio da
multiplicac¸a˜o usual de matrizes (note que o produto ac e´ uma matriz
de ordem m× n e portanto um elemento de E) e da aplicac¸a˜o 〈, 〉Mn :
E × E →Mn(A) dada por:
〈a, b〉Mn(A) = a∗b =
a
∗
11 · · · a∗m1
...
...
a∗1n · · · a∗mn

 b11 · · · b1n... ...
bm1 · · · bmn
 .
Como a multliplicac¸a˜o usual de matrizes e´ bem comportada, na˜o
e´ dif´ıcil ver que E e´ Mn(A) mo´dulo a` direita, a aplicac¸a˜o 〈, 〉Mn(A)
e´ linear na segunda varia´vel, conjugada-linear na primeira e ainda
〈a, bc〉Mn(A) = (〈a, b〉Mn(A))c. Agora:
(〈b, a〉Mn(A))∗ =

b
∗
11 · · · b∗m1
...
...
b∗1n · · · b∗mn

a11 · · · a1n... ...
am1 · · · amn


∗
=

∑m
i=1 b
∗
i1ai1 · · ·
∑m
i=1 b
∗
i1ain
...
...∑m
i=1 b
∗
inai1 · · ·
∑m
i=1 b
∗
inain

∗
=

∑m
i=1 a
∗
i1bi1 · · ·
∑m
i=1 a
∗
i1bin
...
...∑m
i=1 a
∗
inbi1 · · ·
∑m
i=1 a
∗
inbin

∗
= 〈a, b〉Mn(A).
Para vermos que 〈a, a〉Mn(A) ≥ 0, considere o caso m < n e a
matriz obtida de a preenchendo-a com n−m linhas nulas:
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a′ =

a11 · · · a1n
...
...
am1 · · · amn
0 · · · 0
...
...
0 · · · 0

.
Como a′ pertence a C∗-a´lgebra Mn(A), temos a′∗a′ ≥ 0. Mais ainda,
olhando Mn(A) ∼= B(An), e´ claro que 〈a, a〉Mn(A) = a′∗a′ em B(An).
Portanto 〈a, a〉Mn(A) ≥ 0 para todo a ∈ E. O caso n < m e´ ana´logo.
Suponha agora 〈a, a〉Mn(A) = 0. Enta˜o
∑m
i=1 a
∗
ijaij = 0 para
todo j. Portanto a∗ijaij = 0 para todos i ∈ {1, ...,m}, j ∈ {1, ..., n} e
aij = 0 para todos i, j, o que garante que a = 0.
Tendo provado que a aplicac¸a˜o e´ de fato um produto interno,
mostremos que E e´ Mn(A)-mo´dulo cheio. Seja n×nδkl a matriz n × n
cuja u´nica entrada na˜o nula e´ a entrada kl, ocupada pelo nu´mero 1.
Mas n×mδk1.m×nδ1l = n×nδkl. Isso nos diz que E e´ cheio como mo´dulo
a` direita.
Para vermos que E e´ completo com a norma ‖a‖ = ‖〈a, a〉Mn(A)‖
1
2
basta notar que ‖〈a, a〉Mn(A)‖ = ‖a′∗a′‖ = ‖a′‖2.
Analogamente, E e´ Mm(A)-mo´dulo de Hilbert cheio a` esquerda
por meio da multiplicac¸a˜o usual de matrizes e produto interno dado
por
Mm(A)〈a, b〉 =
a11 · · · a1n... ...
am1 · · · amn

b
∗
11 · · · b∗m1
...
...
b∗1n · · · b∗mn
 .
Finalmente, o seguinte ca´lculo garente-nos que Mm(A)EMn(A) e´
bimo´dulo de imprimitividade (a, b, b′ ∈ E):
Mm(A)〈a, b〉b′ = ab∗b′ = a〈b, b′〉Mn(A).
Exemplo 3.25 Se H e´ espac¸o de Hilbert, enta˜o a a´lgebra dos opera-
dores compactos de H, K(H), e´ Morita equivalente a a´lgebra C dos
nu´meros complexos.
Isso segue diretamente do item 2) da Proposic¸a˜o 3.23. Mais ainda, esse
exemplo engloba o anterior, visto que para todo n ∈ N,
Mn(C) ∼= B(Cn) = K(Cn).
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4 SISTEMAS DINAˆMICOS E PRODUTOS CRUZADOS
4.1 PRELIMINARES - INTEGRAC¸A˜O EM GRUPOS
Descreveremos nessa etapa alguns resultados que usaremos no
desenvolvimento da teoria de representac¸o˜es covariantes de sistemas
dinaˆmicos. Nosso intuito aqui na˜o e´ o de sermos detalhistas, queremos
apenas apresentar algumas propriedades e fatos relacionados a inte-
grac¸a˜o de grupos. O leitor interessado nos detalhes podera´ consultar
(WILLIAMS, 2007).
O primeiro ponto sera´ a topologia do limite indutivo. Seja
Cc(G,D) conjunto das func¸o˜es com suporte compacto de G (grupo lo-
calmente compacto) em D (espac¸o de Hilbert). Diremos nesse trabalho
que uma net fi (em Cc(G,D)) converge para f na topologia do limite
indutivo se fi → f uniformemente e existir K ⊂ G compacto tal que
supp(fi) ⊂ K para todo i suficientemente “grande”. Aqui o s´ımbolo
supp(f) denota o suporte da func¸a˜o f . Nesse caso, na˜o e´ dif´ıcil ver que
fi → f na norma-L1. Mais ainda, nosso interesse nessa topologia reside
no fato de encontrarmos um conjunto de func¸o˜es elementares, de (re-
lativamente) fa´cil manuseio, que povoa densamente o espac¸o Cc(G,D).
E´ exatamente isso que diz o lema a seguir:
Lema 4.1 Suponha que D0 seja um subespac¸o denso de D, espac¸o de
Hilbert. Enta˜o
Cc(G)D0 := {z ⊗ a : z ∈ Cc(G), a ∈ D0}
com z⊗a ∈ Cc(G,D) , z⊗a(s) = z(s)a, e´ subespac¸o denso na topologia
do limite indutivo em Cc(G,D) e portanto na norma-L1.
Mais a frente, trabalharemos com o espac¸o Cc(G,A), em que A e´
uma C∗-a´lgebra e e´ denso (numa certa norma) na a´lgebra denominada
produto cruzado. Portanto, quando quisermos mostrar que certo con-
junto e´ denso nessa nova a´lgebra, bastara´ mostrar que conte´m todas as
func¸o˜es elementares acima.
O pro´ximo resultado apresenta as principais propriedades que
goza a integrac¸a˜o em grupos que utilizaremos nos pro´ximos cap´ıtulos.
Proposic¸a˜o 4.2 Suponha D espac¸o de Banach e G grupo localmente
compacto com medida de Haar µ. Enta˜o existe uma aplicac¸a˜o linear∫
G
: Cc(G,D)→ D
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f 7→ ∫
G
f(s)dµ(s)
que e´ caracaterizada por:
ϕ
(∫
G
f(s)dµ(s)
)
=
∫
G
ϕ(f(s))dµ(s)
para todo ϕ ∈ D∗. Tambe´m valem:
∥∥∥∥∫
G
f(s)dµ(s)
∥∥∥∥ ≤ ‖f‖1,∫
G
z ⊗ a(s)dµ(s) = a
∫
G
z(s)dµ(s)
L
(∫
G
f(s)dµ(s)
)
=
∫
G
L(f(s))dµ(s)(∫
G
f(s)dµ(s)
)∗
=
∫
G
f(s)∗dµ(s)
para todos f ∈ Cc(G,D), z ∈ Cc(G), a ∈ D e L : D → Y operador
linear limitado.
Mais ainda, se pi : A → B(Hpi) e´ uma representac¸a˜o, h, k ∈ Hpi
e a, b ∈M(A), enta˜o:
〈pi (∫
G
f(s)dµ(s)
)
h, k〉 = ∫
G
〈pi(f(s))h, k〉dµ(s);
a
∫
G
f(s)dµ(s)b =
∫
G
af(s)bdµ(s).
4.2 GRUPOS DE TRANSFORMAC¸A˜O
Nesta sec¸a˜o iniciamos nossa abordagem aos sistemas dinaˆmicos,
representac¸o˜es covariantes e produtos cruzados. Um caso que merece
destaque aqui e´ quando consideramos A = C0(X), a C
∗-a´lgebra abeli-
ana das func¸o˜es que se anulam no infinito, em que X e´ espac¸o Haus-
dorff localmente compacto. Para uma definic¸a˜o mais formal, dizemos
que f ∈ C0(X) se e somente se f : X → C e´ cont´ınua e dado ε > 0, o
conjunto K = {x ∈ X : |f(x)| ≥ ε} e´ compacto.
Definic¸a˜o 4.3 Sejam G grupo e X um conjunto. Dizemos que G age
em X se existir uma aplicac¸a˜o G×X → X (s, x) 7→ sx tal que ex = x
e s(rx) = (sr)x, para todos s, r ∈ G, x ∈ X e e ∈ G a identidade do
grupo. Tal aplicac¸a˜o e´ denominada de ac¸a˜o.
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Ainda, se G for grupo topolo´gico e X um espac¸o topolo´gico, a
ac¸a˜o sera´ dita cont´ınua se a aplicac¸a˜o G × X → X anteriormente
explicitada o for. Nessa contexto, X sera´ dito um G-espac¸o a` esquerda
e (G,X) sera´ chamado grupo de transformac¸a˜o. No caso em que G e
X forem ambos localmente compactos, (G,X) sera´ denominado grupo
de transformac¸a˜o localmente compacto e X sera´ G-espac¸o localmente
compacto. Todas as noc¸o˜es a` direita definem-se de forma inteiramente
ana´logas.
Exemplo 4.4 Sejam X espac¸o topolo´gico localmente compacto e h ∈
Homeo(X). Enta˜o Z age em X por meio de nx := hn(x) e (Z, X) e´
um grupo de transformac¸a˜o.
Estamos interessados em estudar como ac¸o˜es de grupos sobre
um espac¸o topolo´gico localmente compacto X podem nos produzir
aplicac¸o˜es em C0(X) com propriedades especiais.
Seja (G,X) um grupo de transformac¸a˜o localmente compacto e
fixe s ∈ G. Assim, φs : X → X, φs(x) = sx e´ um homeomorfismo (com
inverso φs−1). Tambe´m a seguinte aplicac¸a˜o:
α : G→ Aut(C0(X))
s 7→ αs
αs(f)(x) = f(s
−1x)
produz, para cada s ∈ G, um automorfismo de C0(X) (com inverso
αs−1) e α e´ um homomorfismo de grupos. De fato:
1. αsr(f)(x) = f(r
−1s−1x) = αr(f)(s−1x) = αs(αr(f))(x);
2. αe(f)(x) = f(ex) = f(x).
Lema 4.5 Seja (G,X) um grupo de transformac¸a˜o localmente com-
pacto e Aut(C0(X)) munido da topologia pontual. Enta˜o α : G →
Aut(C0(X)) (definida nos comenta´rios acima) e´ cont´ınua.
Demonstrac¸a˜o:
E´ suficiente mostrarmos que si → e⇒ ‖αsi(f)− f‖∞ → 0, para
toda f ∈ C0(X) e {si} net em G convergindo para e. Pois supondo
esse trabalho feito, fixado g ∈ G e tomando {si} net convergente para
g, temos:
si → g ⇒ g−1si → e⇒ ‖αg(αg−1si(f)− f)‖∞ → 0.
Suponha do contra´rio, que existam net si → e e f ∈ C0(X) tais
que ‖αsi(f) − f‖ na˜o converge para 0. Assim, existe ε0 > 0 tal que,
46
sem perda de generalidade,
‖f(s−1i xi)− f(xi)‖ ≥ ε0
para todo i.
Como f ∈ C0(X), K ε0
2
:= {x ∈ X : |f(x)| ≥ ε02 } e´ compacto.
Agora note que devemos ter, sem perda de generalidade, s−1i xi ∈ K ε02
para todo i ou xi ∈ K ε0
2
para todo i. Isso quer dizer que existe uma
vizinhanc¸a compacta de e, V tal que xi ∈ V K ε0
2
para todo i. Portanto
xi → x para algum x ∈ V K ε0
2
. Pela continuidade de f dever´ıamos
ter ‖f(s−1i xi)− f(xi)‖ → 0, o que na˜o ocorre. Portanto, α e´ cont´ınua
como quer´ıamos demonstrar. 
Observac¸a˜o 4.6 A menos que se diga o contra´rio, quando falarmos
de um grupo de transformac¸a˜o (geralmente localmente compacto Haus-
dorff) (G,X) e na˜o mencionarmos a ac¸a˜o α de G em C0(X), fica
subentendido que a ac¸a˜o e´ aquela definida no lema acima.
4.3 C∗-SISTEMAS DINAˆMICOS
Nesta sec¸a˜o definimos C∗-sistemas dinaˆmicos e produtos cru-
zados, bem como desenvolvemos alguns to´picos da teoria de repre-
sentac¸o˜es covariantes e a relacionamos com a teoria de representac¸o˜es
norma-1 decrescentes de produtos cruzados. Iniciemos os preparativos
com o grupo dos *-automorfismos de uma C∗-a´lgebra .
Seja A uma C∗-a´lgebra. Denotaremos por Aut(A) o grupo dos
*-automorfismos de A, com operac¸a˜o de composic¸a˜o. Mais ainda, pelo
Lema 1.3 de (RAEBURN; WILLIAMS, 1998) ao munirmos Aut(A) com a
topologia da convergeˆncia pontual, (aquela em que dada uma net (φi)
de Aut(A), esta converge para φ ∈ Aut(A) se e somente se
‖φi(a)− φ(a)‖ → 0
para todo a ∈ A) obtemos um grupo topolo´gico.
Definic¸a˜o 4.7 Um C∗-sistema dinaˆmico (ou apenas sistema dinaˆmico)
e´ uma tripla (A,G, α) consistindo de uma C∗-a´lgebra A, um grupo lo-
calmente compacto G e um homomorfismo de grupos cont´ınuo α : G→
Aut(A). Nesse caso, tambe´m dizemos que α e´ uma ac¸a˜o de G em A.
Exemplo 4.8 Pelo Lema 4.5, dados (G,X) grupo de transformac¸a˜o
localmente compacto e α : G→ Aut(C0(X)) o homomorfismo de grupos
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dado por αs(f)(x) = f(s
−1x), a tripla (C0(X), G, α) e´ um sistema
dinaˆmico. E´ poss´ıvel mostrar que toda ac¸a˜o (cont´ınua) de G sobre
C0(X) e´ desta forma, como consta na Proposic¸a˜o 2.7 de (WILLIAMS,
2007).
Iniciaremos a abordagem de representac¸o˜es covariantes de um
sistema dinaˆmico com a definic¸a˜o a seguir. Logo apo´s, daremos dois
dos principais exemplos situados nessa teoria. Mais ainda, definiremos
uma nova C∗-a´lgebra partindo da *-a´lgebra Cc(G,A) (em que (A,G, α)
e´ sistema dinaˆmico) e de uma norma especial proveniente das repre-
sentac¸o˜es covariantes.
Definic¸a˜o 4.9 Seja (A,G, α) sistema dinaˆmico. Uma representac¸a˜o
covariante de (A,G, α) e´ um par (pi, U) (em que pi : A→ B(H) e´ uma
representac¸a˜o de A e U : G→ U(H) uma representac¸a˜o unita´ria de G,
sendo H um espac¸o de Hilbert, B(H) a C∗-a´lgebra dos operadores de
H limitados e U(H) o grupo dos operadores unita´rios) tal que:
pi(αs(a)) = Uspi(a)Us−1 (4.1)
para todos a ∈ A e s ∈ G. A equac¸a˜o 4.1 acima e´ chamada condic¸a˜o
de covariaˆncia.
Dizemos que (pi, U) e´ na˜o-degenerada quando pi o for.
Exemplo 4.10 Seja (C0(G), G, α) sistema dinaˆmico conforme o exem-
plo 4.8 para X = G. Considere M : C0(G)→ B(L2(G)),
Mfh(s) = f(s)h(s)
e λ : G→ U(L2(G)) representac¸a˜o regular a` esquerda,
λ(r)f(s) = f(r−1s).
Enta˜o (M,λ) e´ representac¸a˜o covariante de (C0(G), G, α)
Na˜o e´ dif´ıcil ver que as fo´rmulas esta˜o bem postas, M e λ bem
definidos, e que ambos os homomorfismos sa˜o cont´ınuos (cada um em
seu contexto). Vamos provar que M preserva adjuntos, (λr)
∗ = λr−1
e (M,λ) satisfaz a condic¸a˜o de covariaˆncia. Tome f ∈ C0(G), h, j ∈
L2(G) e r, s ∈ G. Enta˜o:
1. (M preserva adjuntos)
〈Mf (h), j〉 =
∫
G
(Mf (h)j
∗)(s)dµ(s) =
∫
G
f(s)h(s)j(s)dµ(s)
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=
∫
G
h(s)f(s)j(s)dµ(s) = 〈h,Mf∗(j)〉.
2. (λr−1 = (λr)
∗)
〈λr(f), h〉 =
∫
G
f(r−1s)h(s)dµ(s)
=
∫
G
f(s)h(rs)dµ(s) = 〈f, λr−1(h)〉.
3. (Condic¸a˜o de covariaˆncia)
Mαs(f)h(r) = f(s
−1r)h(r) = (Mfλs−1h)(s−1r) = λsMfλs−1h(r).
Portanto, (M,λ) e´ uma representac¸a˜o covariante. 
Exemplo 4.11 Sejam (A,G, α) sistema dinaˆmico com G grupo local-
mente compacto e pi : A → B(Hpi) uma representac¸a˜o de A. A repre-
sentac¸a˜o covariante regular (ou simplesmente representac¸a˜o regular) de
(A,G, α) com respeito a pi e´ o par (p˜i, λ) em que p˜i : A→ B(L2(G,Hpi))
e λ : G→ U(L2(G,Hpi)) sa˜o dados por:
p˜i(a)(ξ(r)) = pi(αr−1(a))(ξ(r));
λrξ(s) = ξ(r
−1s)
Com certo trabalho verfica-se que as fo´rmulas esta˜o bem defini-
das. A condic¸a˜o de covariaˆncia e´ dada pelo seguinte ca´lculo:
(λsp˜i(a)λs−1)(h)(r) = (p˜i(a)λs−1)(h)(s
−1r)
= pi(αr−1s(a))(λs−1h(s
−1r)
= pi(αr−1s(a))h(r)
= p˜i(αs(a))h(r).
Nosso objetivo ao introduzir a noc¸a˜o de sistemas dinaˆmicos e´
mostrar sua estreita relac¸a˜o com uma nova C∗-a´lgebra (a qual defini-
remos mais a frente) chamada produto cruzado. Nessa C∗-a´lgebra, as
operac¸o˜es de multiplicac¸a˜o e involuc¸a˜o dependem do grupo e da ac¸a˜o
que esta˜o sendo considerados. A norma sera´ determinada pelas repre-
sentac¸o˜es covariantes do sistema dinaˆmico em questa˜o. Provemos, pri-
meiramente, a seguinte proposic¸a˜o. Resultados referentes a integrac¸a˜o
de grupos sera˜o assumidos aqui para a construc¸a˜o da teoria. A menos
que se diga o contra´rio, denotaremos por ∆ o homomorfismo cont´ınuo
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de grupos ∆ : G → R+ definido no Lema 1.61 de (WILLIAMS, 2007)
que satisfaz a seguinte igualdade para qualquer f ∈ Cc(G) e r ∈ G:
∆(r)
∫
G
f(sr)dµ(s) =
∫
G
f(s)dµ(s),
em que µ e´ uma medida de Haar de G. O leitor interessado podera´
encontrar mais detalhes em (WILLIAMS, 2007).
Proposic¸a˜o 4.12 Sejam Cc(G,A) o conjunto das func¸o˜es cont´ınuas
de suporte compacto de G em A e (A,G, α) um sistema dinaˆmico, com
G grupo localmente compacto e A uma C∗-a´lgebra. Para r ∈ G, as
seguintes operac¸o˜es, respectivamente, de multiplicac¸a˜o e involuc¸a˜o:
f ∗ g(r) = ∫
G
f(s)αs(g(s
−1r))dµ(s);
f∗(r) = ∆(r−1)αr(f(r−1)∗)
e soma pontual de func¸o˜es munem Cc(G,A) com uma estrutura de
*-a´lgebra. A multiplicac¸a˜o assim definida recebe tambe´m o nome de
produto de convoluc¸a˜o.
Demonstrac¸a˜o:
Assumindo que o produto de convoluc¸a˜o esta´ bem definido (Co-
rola´rio 1.104 de (WILLIAMS, 2007)), passemos para os ca´lculos propri-
amente ditos. Sejam f, g e h ∈ Cc(G,A). Enta˜o:
1. (Associatividade da convoluc¸a˜o)
f ∗ (g ∗ h)(r) =
∫
G
f(s)αs
(∫
G
g(t)αt(h(t
−1s−1r))d(t)
)
d(s)
=
∫
G
f(s)
∫
G
αs(g(t))αst(h(t
−1s−1r))d(t)d(s)
=
∫
G
∫
G
f(s)αs(g(s
−1t))αt(h(t−1r))d(t)d(s)
=
∫
G
∫
G
f(s)αs(g(s
−1t))αt(h(t−1r))d(s)d(t)
= (f ∗ g) ∗ h(r).
2. ((f∗)∗ = f)
(f∗)∗(r) = ∆(r−1)αr(f∗(r−1)∗)
= ∆(r−1)αr((∆(r)αr−1(f(s)∗)∗)
= ∆(r−1)∆(r)αr ◦ αr−1(f(r)) = f(r).
50
3. ((g ∗ f)∗ = f∗ ∗ g∗)
(f∗ ∗ g∗)(r) =
∫
G
f∗(s)αs(g∗(s−1r))dµ(s)
=
∫
G
∆(s−1)αs(f(s−1)∗)αs(∆(r−1s)αs−1r(g(r−1s)∗)dµ(s)
= ∆(r−1)
∫
G
αs(f(s
−1)∗)αr(g(r−1s)∗)dµ(s)
= ∆(r−1)
∫
G
αrs(f(s
−1r−1)∗)αr(g(s)∗)dµ(s)
= ∆(r−1)αr
(∫
G
αs(f(s
−1r−1)∗)g(s)∗
)
dµ(s)
= ∆(r−1)αr
((∫
G
g(s)αs(f(s
−1r−1))dµ(s)
)∗)
= ∆(r−1)αr((g ∗ f(r−1)) = (g ∗ f)∗(r).
Observac¸a˜o 4.13 Para cada f ∈ Cc(G,A), a aplicac¸a˜o
‖f‖1 =
∫
G
‖f(s)‖dµ(s)
define uma norma em Cc(G,A), algumas vezes chamada de ”norma-
1”ou norma-L1. Vejamos como tal norma se relaciona com a estrutura
alge´brica que acabamos de impor a Cc(G,A):
1. (Involuc¸a˜o)
‖f∗‖1 =
∫
G
‖f∗(s)‖dµ(s) =
∫
G
‖∆(s−1)αs(f(s−1)∗)‖dµ(s)
= ∆(s−1)
∫
G
‖f(s−1)‖dµ(s) =
∫
G
‖f(s)‖dµ(s) = ‖f‖1.
Usamos acima que a func¸a˜o modular ∆ : G → R+ satisfaz, se-
gundo o Lema 1.67 de (WILLIAMS, 2007),
∆(s−1)
∫
G
f(s−1)dµ(s) =
∫
G
f(s)dµ(s)
para toda f ∈ Cc(G).
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2. (Convoluc¸a˜o)
‖f ∗ g‖1 =
∫
G
∥∥∥∥∫
G
f(r)αr(g(r
1s))dµ(r)
∥∥∥∥ dµ(s)
≤
∫
G
∫
G
∥∥f(r)αr(g(r1s))∥∥ dµ(r)dµ(s)
≤
∫
G
∫
G
‖f(r)‖‖g(r−1s)‖dµ(r)dµ(s)
=
∫
G
‖f(r)‖
(∫
G
‖g(r−1s)‖dµ(s)
)
dµ(r)
= ‖f‖1‖g‖1.
Definic¸a˜o 4.14 Um *-homomorfismo pi : Cc(G,A) → B(H) e´ cha-
mado uma *-representac¸a˜o de Cc(G,A) em H. Esta e´ dita na˜o-degenerada
se span{pi(Cc(G,A))H} = H. Caso ‖pi(f)‖ ≤ ‖f‖1, enta˜o pi e´ dita L1-
norma decrescente.
Enunciaremos a seguinte proposic¸a˜o sem demonstra´-la. O leitor
interessado podera´ encontra´-la em (WILLIAMS, 2007). Ela e´ necessa´ria
pois introduziremos outra norma em Cc(G,A), sobre a qual se embasara´
toda a teoria de produtos cruzados.
Proposic¸a˜o 4.15 Suponha (pi, U) representac¸a˜o covariante de (A,G, α)
em H espac¸o de Hilbert. Enta˜o a aplicac¸a˜o:
pi o U : Cc(G,A)→ B(H)
f 7→ ∫
G
pi(f(s))Usdµ(s)
define uma *-representac¸a˜o L1-norma decrescente de Cc(G,A) em H,
chamada forma integrada de (pi, U). Mais ainda, toda *-representac¸a˜o
L1-norma decrescente de Cc(G,A) e´ da forma acima. A representac¸a˜o
pi o U e´ na˜o-degenerada se pi for na˜o-degenerada.
Exemplo 4.16 Seja (A,G, α) um sistema dinaˆmico e considere a re-
presentac¸a˜o covariante regular (p˜i, λ) sobre L2(G,H) do Exemplo 4.11
associada a` uma representac¸a˜o fiel pi : A → B(H) (observe que toda
C∗-a´lgebra admite uma tal representac¸a˜o pelo Teorema de Gelfand-
Naimark). Enta˜o, utilizando a proposic¸a˜o acima, obtemos um homo-
morfismo p˜io λ : Cc(G,A)→ B(L2(G,H)) entre *-a´lgebras que e´ dado
pela fo´rmula:
(p˜i o λ)(f)ξ|r =
(∫
G
p˜i(f(s))λs(ξ)dµ(s)
)
r
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=
∫
G
pi(αr−1(f(s)))ξ(s
−1r)dµ(s).
O fecho da imagem de p˜ioλ, denotada por Aoα,piG, e´ portanto uma C∗-
suba´lgebra de B(L2(G,H)). Mais ainda, e´ poss´ıvel provar (PEDERSEN,
1979) que A oα,pi G ∼= A oα,ρ G para quaisquer duas representac¸o˜es
pi e ρ fie´is, isto e´, a` menos de isomorfismo, A oα,pi G independe da
escolha de pi. Por esta raza˜o, A oα,pi G e´ simplesmente denotada por
A oα,r G. Esta C∗-a´lgebra e´ chamada o produto cruzado reduzido do
sistema dinaˆmico (A,G, α).
Como um caso particular importante, temos a C∗-a´lgebra redu-
zida do grupo G, denotada por C∗r (G), e definida como o produto cru-
zado reduzido C oα,r G, onde α e´ (necessariamente) a ac¸a˜o trivial de
G sobre C. Note que neste caso podemos tomar a representac¸a˜o identi-
dade pi : C→ C ∼= B(C) na construc¸a˜o acima. Assim C∗r (G) e´ simples-
mente o fecho de λ(Cc(G)) em B(L
2(G)), onde λ : Cc(G)→ B(L2(G))
e´ a (forma integrada da) representac¸a˜o regular dada por λ(f)ξ(r) =∫
G
f(s)ξ(s−1r)dµ(r) = f ∗ ξ(r).
Agora estamos prontos para introduzir uma nova C∗-a´lgebra a
partir de um sistema dinaˆmico (A,G, α) dado. Faremos isso por meio
de uma proposic¸a˜o (que tambe´m na˜o demonstraremos). Mais ainda,
posteriormente explicitaremos a relac¸a˜o existente entre representac¸o˜es
covariantes e *-representac¸o˜es dessa nova C∗-a´lgebra.
Proposic¸a˜o 4.17 Seja (A,G, α) sistema dinaˆmico e para cada f ∈
Cc(G,A) defina:
‖f‖ := sup{‖(pi o U)(f)‖ : (pi, U) ∈ Rep(A,G, α)}
= sup{‖ρ(f)‖ : ρ ∈ Rep(Cc(G,A))},
onde Rep(Cc(G,A)) denota a classe das *-representac¸o˜es L1-norma
decrescentes de Cc(G,A). A norma ‖.‖ e´ chamada norma universal
e Rep(A,G, α) e´ o conjunto de todas as representac¸o˜es covariantes do
sistema dinaˆmico (A,G, α). O completamento de Cc(G,A) com respeito
a essa norma e´ uma C∗-a´lgebra, denominada produto cruzado de A por
G e denotada por Aoα G.
Observac¸a˜o 4.18 Dada uma representac¸a˜o covariante (pi, U) do sis-
tema dinaˆmico (A,G, α), a sua forma integrada pioU e´, por construc¸a˜o,
uma representac¸a˜o de Cc(G,A). Mas por definic¸a˜o da norma universal
podemos estendeˆ-la ao produto cruzado A oα G. A estensa˜o e´ ainda
denotada por pi o U . Pode-se mostrar que a aplicac¸a˜o (pi, U) 7→ pi o U
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e´ uma bijec¸a˜o entre a classe das representac¸o˜es covariantes do sistema
(A,G, α) e a classe das representac¸o˜es da C∗-a´lgebra A oα G – veja
(WILLIAMS, 2007).
Conforme o Exemplo 4.16, o produto cruzado reduzido Aoα,r G
e´ definido como o fecho da imagem de uma representac¸a˜o especial de
Cc(G,A), a representac¸a˜o regular p˜ioλ associada a` uma representac¸a˜o
fiel pi de A. Estendendo p˜i o λ a` uma representac¸a˜o de A oα G como
acima, vemos que a representac¸a˜o regular pode ser vista como um ∗-
homomorfismo
p˜i o λ : Aoα G→ Aoα,r G
que e´ necessariamente sobrejetivo (ja´ que a imagem de uma C∗-a´lgebra
por um ∗-homomorfismo e´ sempre fechada). Em va´rias situac¸o˜es, p˜ioλ
e´ injetiva e assim um isomorfismo. Este e´ o caso se o grupo G for
amenable; veja (WILLIAMS, 2007) para mais detalhes.
Casos especiais de grupos amenable incluem grupos compactos e
abelianos. Como todos os nossos principais resultados no Cap´ıtulo 5 en-
volvem apenas grupos compactos, eles tambe´m podem ser reenunciados
trocando-se os produtos cruzados cheios pelos reduzidos correpondentes.
Exemplo 4.19 Seja G um grupo localmente compacto qualquer. To-
mando A = C com ac¸a˜o α de G (necessariamente) trivial, o produto
cruzado C o G e´ chamado a C∗-a´lgebra do grupo G e denotada por
C∗(G). Observe que C∗(G) e´ a C∗-a´lgebra que e´ o completamento da
∗-a´lgebra Cc(G) munida de convoluc¸a˜o e involuc¸a˜o
f ∗ g(t) =
∫
G
f(s)g(s−1t)dµ(s) e f∗(s) = ∆(s−1)f(s−1)
e com respeito a` norma universal:
‖f‖ = sup{‖U˜(f)‖ : U ∈ Rep(G)} = sup{‖ρ(f)‖ : ρ ∈ Rep(Cc(G))},
onde Rep(Cc(G)) denota a classe das representac¸o˜es L1-norma decres-
centes de Cc(G), e Rep(G) denota a classe das representac¸o˜es unita´rias
de G.
Para U ∈ Rep(G), U˜ denota a forma integrada de U , isto e´,
a representac¸a˜o U˜ ∈ Rep(Cc(G)) dada por U˜(f) =
∫
f(s)Usµ(s) para
toda f ∈ Cc(G). Como observado acima, cada representac¸a˜o L1-norma
decrescente de Cc(G) se estende a` uma representac¸a˜o de C
∗(G) e a
aplicac¸a˜o Rep(G) 3 U 7→ U˜ ∈ Rep(Cc(G)) ∼= Rep(C∗(G)) e´ uma
bijec¸a˜o. Considerando a representac¸a˜o regular λ de G sobre L2(G),
obtemos a C∗-a´lgebra reduzida C∗r (G) de G como imagem de sua forma
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integrada λ˜ : C∗(G) → B(L2(G)). Tambe´m como ja´ observado, se o
grupo e´ amenable, enta˜o λ˜ e´ um isomorfismo e C∗(G) ∼= C∗r (G). Em
particular, este e´ o caso de grupos compactos e abelianos. Pode-se
mostrar que a rec´ıproca tambe´m vale, isto e´, G e´ amenable se e somente
se λ˜ e´ um isomorfismo. No caso de grupos abelianos, pode-se ainda
mostrar que C∗(G) e´ isomorfa a` C∗-a´lgebra comutativa C0(Gˆ) atrave´s
da transformada de Fourier f 7→ fˆ |x :=
∫
G
x(t)f(t)dµ(t) para f ∈
Cc(G) e x ∈ Gˆ, onde Gˆ denota o dual de Pontriagin de G (o grupo dos
homomorfismo cont´ınuos x : G → S1 de G no c´ırculo S1 ⊆ C); veja
(WILLIAMS, 2007) para mais detalhes.
Enunciaremos agora outra propriedade fundamental do produto
cruzado. Dado um produto cruzado A oα G, nem sempre e´ poss´ıvel
mergulhar a C∗-a´lgebra A ou o grupo G nele. Contudo, isso sera´ sem-
pre poss´ıvel quando considerarmos a C∗-a´lgebra dos multiplicadores
M(AoαG). Isso e´ o que mostra a proposic¸a˜o a seguir enunciada. Omi-
tiremos sua demonstrac¸a˜o por se tratar de extenso trabalho te´cnico. O
leitor interessado podera´ encontrar subs´ıdios em (WILLIAMS, 2007) e
(ECHTERHOFF, 2006).
Proposic¸a˜o 4.20 Seja (A,G, α) um sistema dinaˆmico. Enta˜o existe
um homomorfismo fiel na˜o degenerado
iA : A→M(Aoα G)
e uma representac¸a˜o unita´ria de G
iG : G→ UM(Aoα G)
tais que para f ∈ Cc(G,A), r, s ∈ G e a ∈ A, temos:
iA(a)f(r) = af(r),
(fiA(a))(r) = f(r)αr(a),
iG(r)f(s) = αr(f(r
−1s)),
(fiG(r))(s) = ∆(r
−1)f(sr−1).
Tambe´m (iA, iG) e´ covariante, no seguinte sentido:
iA(αr(a)) = iG(r)iA(a)iG(r)
∗.
Mais ainda, se (pi, U) e´ na˜o degenerada, enta˜o
(pi o U)−(iA(a)) = pi(a); (pi o U)−(iG(s)) = Us.
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Em muitas situac¸o˜es e´ mais natural representar C∗-a´lgebras so-
bre mo´dulos de Hilbert ao inve´s de espac¸os de Hilbert. De fato, impli-
citamente isto ja´ ocorreu na proposic¸a˜o acima, quando representamos
o sistema dinaˆmico (A,G, α) em M(A oα G) atrave´s de uma “repre-
sentac¸a˜o covariante universal”, onde aqui consideramos a C∗-a´lgebra
AoαG como mo´dulo de Hilbert sobre si pro´pria. Para tornar esta lin-
guagem mais precisa, apresentamos a seguir uma estensa˜o da teoria de
representac¸o˜es covariantes sobre espac¸os de Hilbert para representac¸o˜es
sobre mo´dulos de Hilbert.
Definic¸a˜o 4.21 Sejam α : G→ Aut(A) um sistema dinaˆmico e E um
B-mo´dulo de Hilbert a` direita (ver Definic¸a˜o 2.1). Um homomorfismo
covariante de (A,G, α) na C∗-a´lgebra dos operadores adjunta´veis L(E)
(ver Definic¸a˜o 2.8) e´ um par (pi, U) tal que pi : A→ L(E) e´ homomor-
fismo entre C∗-a´lgebras, U : G → U(E) e´ uma representac¸a˜o unita´ria
de G, isto e´, um homomorfismo de grupos fortemente cont´ınuo (en-
tre o grupo G e o grupo dos operadores unita´rios U(E) de L(E)) tal
que pi(αs(a)) = Uspi(a)Us−1 . (pi, U) sera´ dita na˜o-degenerada se pi for
na˜o-degenerada.
Definic¸a˜o 4.22 Sejam L(E) o conjunto dos operadores adjunta´veis do
B-mo´dulo de Hilbert a` direita E, {Ti} uma net em L(E) e T ∈ L(E).
Dizemos que Ti converge fortemente para T se e somente se
‖Ti(x)− T (x)‖ → 0
para todo x ∈ E. Dizemos que Ti converge estritamente para T se e
somente se
TiR→ TR e RTi → RT
para qualquer R ∈ K(E).
Proposic¸a˜o 4.23 Seja α : G→ Aut(A) um sistema dinaˆmico e E um
B-mo´dulo de Hilbert para alguma C∗-a´lgebra B. Se (pi, U) e´ homomor-
fismo covariante de (A,G, α) em L(E), enta˜o
pi o U(f) =
∫
G
pi(f(s))Usdµ(s)
e´ operador bem definido em L(E) e pi o U se estende a um homomor-
fismo de AoαG em L(E) que e´ na˜o degenerado se pi o for. Nesse caso,
(pioU)−(iA(a)) = pi(a) e (pioU)−(iG(s)) = Us, em que (pioU)− denota
a estensa˜o de pi o U para a a´lgebra dos multiplicadores M(Aoα G).
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Por outro lado, se L : AoαG→ L(E) e´ um homomorfismo na˜o
degenerado, enta˜o existe um homomorfismo covariante na˜o degenerado
(pi, U) de (A,G, α) em L(E) tal que L = pi o U . De fato, se L e´ a
estensa˜o canoˆnica de L em M(Aoα G) enta˜o Us = L(iG(s)) e pi(a) =
L(iA(a)).
Demonstrac¸a˜o:
Usaremos aqui o Lema 1.97 de (WILLIAMS, 2007): dado U : G→
U(E) homomorfismo unita´rio de grupos, U sera´ estritamente cont´ınuo
se for fortemente cont´ınuo. Assim, s 7→ pi(f(s))Us sera´ estritamente
cont´ınuo para cada f ∈ Cc(G,A) e pi o U(f) sera´ operador em L(E),
pelo Lema 1.101 de (WILLIAMS, 2007).
Considere agora ρ : K(E) → B(Hρ) representac¸a˜o fiel na˜o-
degenerada. Tome ρ˜ : L(E) → B(Hρ) a estensa˜o de ρ. Vamos definir
a seguinte representac¸a˜o covariante (pi, U˜),
pi(a) = ρ˜(pi(a)), U˜s = ρ˜(Us).
Mostremos que s 7→ Us e´ estritamente cont´ınuo. Tome ρ(T )h ∈ Hρ,
h ∈ Hρ e T ∈ K(E). Sendo ρ na˜o-degenerada, basta mostrar que
s 7→ U˜sρ(T )h e´ cont´ınuo. Note que U˜sρ(T )h = ρ(UsT )h, portanto, a
continuidade que queremos segue da continuidade de ρ e do fato de
UsT ser cont´ınua em s. Agora:
pi(αs(a)) = ρ˜(pi(αs(a))) = ρ˜(Uspi(a)Us−1) = U˜spi(a)U˜s−1 .
Portanto (pi, U˜) e´ representac¸a˜o covariante de (A,G, α). Observe
o seguinte ca´lculo:
‖ρ˜(pi o U(f)‖ =
∥∥∥∥ρ˜(∫
G
pi(f(s))Usdµ(s)
)∥∥∥∥
=
∥∥∥∥∫
G
pi(f(s))U˜sdµ(s)
∥∥∥∥ = ‖pi o U˜(f)‖ ≤ ‖f‖.
Enta˜o pioU = ρ˜−1(pioU˜) e´ homomorfismo de Cc(G,A) em L(E)
e se estende para um homomorfismo de AoαG em L(E). Assuma que pi
seja na˜o-degenerada. Provaremos que pioU e´ na˜o-degenerada. Fixe ε >
0 e x ∈ X. Seja {ei} unidade aproximada para A. Assim existe ei0 = u
tal que ‖pi(u)x − x‖ ≤ ε2 . Tambe´m existe V vizinhanc¸a compacta
da identidade e do grupo tal que ‖Usx − x‖ < ε2 , para todo s ∈ V .
Podemos ainda construir φ ∈ Cc(G) , φ ≥ 0 tal que
∫
G
φ(s)dµ(s) = 1 e
supp(φ) ⊂ V . Tome f ∈ Cc(G,A) dada por f(s) = φ ⊗ u(s) = φ(s)u.
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Tome y ∈ X com ‖y‖ ≤ 1. Enta˜o:
‖〈pi o U(f)x, y〉 − 〈x, y〉‖ =
∥∥∥∥〈∫
G
φ(s)pi(u)Usdµ(s)(x)− x, y〉
∥∥∥∥
=
∥∥∥∥∫
G
φ(s)〈pi(u)Us(x)− x, y〉dµ(s)
∥∥∥∥
≤
∫
G
φ(s)‖〈pi(u)Us(x)− x, y〉‖dµ(s)
≤
∫
G
φ(s)‖pi(u)‖‖Us(x)− x‖‖y‖dµ(s)
+
∫
G
φ(s)dµ(s)‖pi(u)x− x‖‖y‖
≤
(ε
2
+
ε
2
)∫
G
φ(s)dµ(s) = ε.
Sendo y gene´rico, como ‖pi o U(f)(x) − x‖ < ε, temos pi o U
na˜o-degenerada. Agora, passando para estensa˜o a a´lgebra dos multi-
plicadores, conseguimos:
(pi o U)−(iA(a)) ◦ (pi o U)−(f) = (pi o U)−(iA(a)f)
= pi o U(iA(a)(f))
=
∫
G
pi(af(s))Usdµ(s)
= pi(a)(pi o U)−(f)
Isso garante que (pi o U)−(iA(a)) = pi(a). Analogamente:
(pi o U)−(iG(s)) ◦ (pi o U)−(f) = (pi o U)−(iG(s)f)
= (pi o U)(iG(s)f)
=
∫
G
pi(αs(f(s
−1r))Urdµ(r)
=
∫
G
Uspi(f(s
−1r)Us−1rdµ(r)
= Us
∫
G
pi(f(r))Ur = Us(pi o U)−(f).
Assim, tambe´m temos que (pi o U)−(iG(s)) = Us.
Agora, seja L : Aoα G→ L(E) homomorfismo na˜o degenerado.
Defina:
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Us = L(iG(s));
pi(a) = L(iA(a)).
Vamos provar que (pi, U) e´ um homomorfismo covariante de (A,G, α)
em L(E). De fato:
pi(αs(a)) = L(iA(αs(a))) = L(iG(s)iA(a)iG(s
−1)) = Uspi(a)Us−1 .
Mostremos que pi e´ na˜o-degenerada e U fortemente cont´ınuo.
Seja {ei} unidade aproximada para A. Queremos mostrar que pi(ei)x→
x para todo x ∈ X. Mas, L e´ na˜o-degenerada (por hipo´tese) e na˜o e´
dif´ıcil ver que iA(ei) → 1 em M(Aoα G). Portanto pi(ei) = L(iA(ei))
converge estritamente para 1E ∈ L(E).
Agora, como iG e´ estritamente cont´ınua e unita´ria, L homomor-
fismo cont´ınuo, teremos:
si → e⇒ iG(si)→ 1M(AoαG) ⇒ L(iG(si))x→ x,
para todo x ∈ E e isso garante que U e´ fortemente cont´ınuo.
Para vermos que L = pi o U trazemos a tona o seguinte ca´lculo:
L(iA(a)iG(z)) = L(iA(a)L(iG(z)) = pi(a)L
(∫
G
z(s)iG(s)dµ(s)
)
= pi(a)
∫
G
z(s)Usdµ(s) = pi o U(iA(a)iG(z)).
Como iA(a)iG(z) = z ⊗ a e span{z ⊗ a : z ∈ Cc(G), a ∈ A} e´ denso em
Aoα G, devemos ter L = pi o U 
Observac¸a˜o 4.24 A partir da proposic¸a˜o acima, podemos provar que
a aplicac¸a˜o (pi, U) 7→ pi o U e´ uma bijec¸a˜o entre o conjunto das repre-
sentac¸o˜es covariantes na˜o-degeneradas de (A,G, α) e as representac¸o˜es
na˜o-degeneradas de AoαG. De fato, mostramos acima que tal aplicac¸a˜o
e´ sobrejetiva. Suponha agora que pi1 o U1 = pi2 o U2. Assim:
pi1(a) = (pi1 o U1)−(iA(a)) = (pi2 o U2)−(iA(a)) = pi2(a);
U1(s) = (pi1 o U1)−(iG(s)) = (pi2 o U2)−(iG(s)) = U2(s)
e a correspondeˆncia e´, de fato, um-a-um.
Exemplo 4.25 Sejam G = Z2 = {0˙, 1˙} (inteiros mo´dulo-2), A uma
C∗-a´lgebra e α ac¸a˜o de G em A. Enta˜o α2
1˙
= IA, ja´ que 1˙ + 1˙ =
0˙. Considere ainda o sistema dinaˆmico (A,G, α). Nesse contexto, o
conjunto C(Z2, A) e´ simplesmente o conjunto de todas as func¸o˜es de
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Z2 em A. Provaremos que AoαG e´ isomorfo a uma C∗-suba´lgebra de
M2(A).
Considere a seguinte C∗-suba´lgebra de M2(A):
D =
{(
a b
α1˙(b) α1˙(a)
)
∈M2(A) : a, b ∈ A
}
.
A verificac¸a˜o de que D e´ espac¸o vetorial que preserva adjuntos e´
trivial. Note agora que:(
a b
α1˙(b) α1˙(a)
)(
a′ b′
α1˙(b
′) α1˙(a
′)
)
=
=
(
aa′ + bα1˙(b
′) ab′ + bα1˙(a
′)
α1˙(b)a
′ + α1˙(a)b
′ α1˙(b)b
′ + α1˙(aa
′)
)
∈ D,
pois
α1˙(b)b
′ + α1˙(aa
′) = α1˙(aa
′ + bα1˙(b
′));
α1˙(b)a
′ + α1˙(a)b
′ = α1˙(ab
′ + bα1˙(a
′)).
Tambe´m na˜o e´ dif´ıcil ver que D e´ fechado em M2(A). Tome
agora a seguinte aplicac¸a˜o:
Φ : C(Z2, A)→ D
Φ(f) =
(
f(0˙) f(1˙)
α1˙(f(1˙)) α1˙(f(0˙)).
)
Na˜o e´ dif´ıcil ver que tal aplicac¸a˜o e´ um *-homomorfismo bijetivo
entre *-a´lgebras, considerando C(Z2, A) com estrutura *-alge´brica pro-
veniente de (A,G, α). Como D e´ fielmente representado num espac¸o de
Hilbert, por definic¸a˜o de norma universal, segue que ‖f‖ ≥ ‖Φ(f)‖. Por
outro lado, fixe L representac¸a˜o de Aoα Z2. Segue, enta˜o, que L ◦Φ−1
e´ *-homomorfismo de D em B(HL) e como todo *-homomorfismo entre
C∗-a´lgebras e´ norma decrescente, segue que
‖L(f)‖ = ‖L(Φ−1(Φ(f)))‖ ≤ ‖Φ(f)‖.
Portanto ‖f‖ = ‖Φ(f)‖ e Φ e´ um isomorfismo de A oα Z2 em
D (no sentido de sendo Φ : C(Z2, A)→ D *-homomorfismo isome´trico
e sobrejetor, este se estende isomorficamente para o produto cruzado
Aoα Z2). 
Nosso objetivo agora e´ demonstrar, inspirados em (PHILLIPS,
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2008), que quando G e´ finito, vale a igualdade
C(G,A) = Aoα G,
em que (A,G, α) e´ sistema dinaˆmico e C(G,A) e´ *-a´lgebra com es-
trutura proveniente desse sistema dinaˆmico. Para tal intento, alguns
preparativos.
Lema 4.26 Seja α : G → Aut(A) uma ac¸a˜o de um grupo discreto
G numa C∗-a´lgebra A. Sejam pi0 : A → B(H0) uma representac¸a˜o
e (pi0, λ) a representac¸a˜o regular de (A,G, α) associada. Tome f ∈
Cc(G,A), ou seja, f =
∑
s∈G f(s)δs, em que f(s) 6= 0 apenas para
uma quantidade finita de elementos de G e δs ∈ Cc(G) e´ a func¸a˜o que
vale 1 em s e 0 caso contra´rio. Para ξ ∈ H = L2(G,H0) temos:
pi0 o λ(f)(ξ)|r =
∑
s∈G
pi0(αr−1(f(s)))(ξ(s
−1r)).
Demonstrac¸a˜o: O resultado segue da ra´pida constatac¸a˜o:
pi0 o λ(f)(ξ)|r =
∑
s∈G
pi0(f(s))(λsξ)|r =
∑
s∈G
pi0(αr−1(f(s)))(ξ(s
−1r)).
Corola´rio 4.27 Considere as hipo´teses do lema anterior e tome f =∑
s∈G f(s)δs tambe´m como la´. Para r ∈ G, seja ur ∈ B(H0, H) iso-
metria que manda h ∈ H0 para a func¸a˜o ξr,h ∈ L2(G,H0) definida por
ξr,h(s) = h se s = r e ξr,h(s) = 0 caso contra´rio. Enta˜o
u∗rpi0 o λ(f)ut = pi0(αr−1(f(rt−1)),∀r, t ∈ G.
Demonstrac¸a˜o: Note que u∗r : L
2(G,H0)→ H0 e´ o operador avaliac¸a˜o
no ponto r ∈ G. Dado h ∈ H0, teremos:
u∗rpi0 o λ(f)ut(h) = pi0 oα λ(f)ut(h)|r
=
∑
s∈G
pi0(αr−1(f(s))ut(h)(s
−1r)
= pi0(αr−1(f(rt
−1)))(h).
pois apenas quando tivermos s = rt−1 a func¸a˜o ut(h) na˜o se anulara´.

Lema 4.28 Seja (A,G, α) um sistema dinaˆmico com grupo finito G e
considere C(G,A) com estrutura *-alge´brica herdada do sistema dinaˆmico.
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Enta˜o para toda f ∈ C(G,A) vale:
‖f‖∞ ≤ ‖f‖ ≤ ‖f‖1,
em que
‖f‖∞ = maxs∈G{‖f(s)‖},
‖f‖ e´ a norma universal;
‖f‖1 =
∑
s∈G ‖f(s)‖.
Demonstrac¸a˜o: Pelas proposic¸o˜es 4.15 e 4.17, temos ‖f‖ ≤ ‖f‖1.
Para a outra desigualdade, seja pi0 : A → B(H0) uma representac¸a˜o
na˜o-degenerada e injetiva. Utilizando a mesma notac¸a˜o do Corola´rio
4.27, teremos:
‖f(r)‖ = ‖pi0(f(r))‖ = ‖u∗epi0 o λ(f)ur−1‖ ≤ ‖pi0 o λ(f)‖ ≤ ‖f‖.
Proposic¸a˜o 4.29 Se G e´ grupo finito e α : G → Aut(A) e´ ac¸a˜o na
C∗-a´lgebra A, enta˜o C(G,A) (com estrutura *-alge´brica proveniente do
sistema dinaˆmico) e´ completo em relac¸a˜o a norma universal. Portanto,
nesse caso, C(G,A) = Aoα G.
Demonstrac¸a˜o: Pelo Lema 4.28 acima, se G e´ finito enta˜o ‖ · ‖1
e ‖ · ‖∞ sa˜o equivalentes e na˜o e´ dif´ıcil ver que C(G,A) e´ completo
considerando qualquer uma das normas. Como ‖f‖∞ ≤ ‖f‖ ≤ ‖f‖1
para toda f ∈ C(G,A), enta˜o C(G,A) sera´ completo em relac¸a˜o a
norma universal e assim, C(G,A) = Aoα G.
Agora, atentemos novamente para o caso A = C0(X). Ha´ si-
tuac¸o˜es em que e´ melhor se trabalhar com uma *-suba´lgebra densa de
Cc(G,C0(X)) para se provar resultados referentes a produtos cruza-
dos. Considere Cc(G × X) *-a´lgebra com operac¸o˜es de convoluc¸a˜o e
involuc¸a˜o dadas, respectivamente, por:
1. (f ∗ g)(r, x) = ∫
G
f(s, x)g(s−1r, s−1x)dµ(s),
2. f∗(r, x) = ∆(r−1)f(r−1, r−1x).
Vamos agora provar que a imagem da inclusa˜o canoˆnica
φ : Cc(G×X) ↪→ Cc(G,Cc(X)) ⊂ Cc(G,C0(X))
que associa f ∈ Cc(G×X) ao elemento φ(f) ∈ Cc(G,Cc(X)) definido
por φ(f)(r)(x) = f(r, x) nos da´ uma *-a´lgebra densa. Mostremos,
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primeiramente, que, de fato, φ define um *-homomorfismo injetivo entre
as duas *-a´lgebras consideradas.
Na˜o e´ dif´ıcil ver a injetividade e linearidade da aplicac¸a˜o φ. Pro-
vemos que φ e´ multiplicativo e preserva adjuntos:
1. (φ preserva adjuntos)
φ(f)∗(r)(x) = ∆(r−1)αr(φ(f)(r−1)∗)(x)
= ∆(r−1)(φ(f)(r−1)∗)(r−1x)
= ∆(r−1)φ(f)(r−1)(r−1x)
= ∆(r−1)f(r−1, r−1x) = f∗(r, x) = φ(f∗)(r)(x).
2. (φ e´ multiplicativo)
φ(f ∗ g)(r)(x) = (f ∗ g)(r, x) =
∫
G
f(s, x)g(s−1r, s−1x)dµ(s)
=
∫
G
φ(f)(s)(x)αs(φ(g)(s
−1r))(x)dµ(s)
=
∫
G
φ(f)(s)(x)αs(φ(g)(s
−1r))dµ(s)(x)
= φ(f) ∗ φ(g)(r)(x).
Para vermos que Cc(G × X) e´ densa em Cc(G,C0(X)) basta
notar que
Cc(G) Cc(X) := span{z ⊗ f : z ∈ Cc(G), f ∈ Cc(X)}
em que (z ⊗ f)(r)(x) = z(r)f(x) esta´ em φ(Cc(G,X)). De fato, dados
z ∈ Cc(G) e f ∈ Cc(X), defina a func¸a˜o z × f : G × X → C, por
z × f(r, x) = z(r)f(x). Na˜o e´ dif´ıcil ver que ela partence a Cc(G×X).
Mais ainda, φ(z × f) = z ⊗ f . Como o espac¸o vetorial gerado pelas
func¸o˜es do tipo z⊗ f e´ denso em Cc(G,C0(X)), (Lema 4.1, em (WILLI-
AMS, 2007)) e´ denso tambe´m em C0(X)oαG. Portanto, pelos ca´lculos
que acabamos de fazer, Cc(G×X) e´ *-a´lgebra densa em C0(X)oα G.
Finalizaremos esta sec¸a˜o com um exemplo de produto cruzado
proveniente do grupo finito G = Z2. Antes disso, uma definic¸a˜o.
Definic¸a˜o 4.30 Suponha que X seja um G-espac¸o a` esquerda e x ∈ X.
A o´rbita em torno de x e´ o conjunto Gx := {sx ∈ X, s ∈ G}. O grupo
de estabilidade de x e´ Gx := {s ∈ G/ sx = x}. A ac¸a˜o de G em
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X e´ dita livre se Gx = {e} para todo x ∈ X. O conjunto das o´rbitas
sera´ denotado por G/X e ao munirmo-lo com a topologia quociente, o
mapeamento orbital natural p : X → G/X torna-se cont´ınuo.
Exemplo 4.31 Suponha X um Z2 espac¸o livre, Hausdorff e compacto
determinado pelo homeomorfismo σ : X → X, com σ2 = IdX . Enta˜o
C(Z2 ×X) e´ completo em relac¸a˜o a norma universal e
Φ(f)(x) =
(
f(0˙, x) f(1˙, x)
f(1˙, σ(x)) f(0˙, σ(x))
)
define um isomorfismo entre C(X)oα Z2 = C(Z2 ×X) e a C∗-a´lgebra
A = {f ∈ C(X,M2) : f(σ(x)) = Wf(x)W ∗}, em que α e´ definida por
α1˙(f)(x) = f(σ(x)) e W e´ a matriz
W =
(
0 1
1 0
)
.
Em nossos ca´lculos, identificaremos L2(Z2) com C2 usando a
base ortonormal{δ0˙, δ1˙} em que δi(j) = 1 se i = j e δi(j) = 0 se i 6= j e
assim veremos operadores sobre L2(Z2) como matrizes complexas 2x2.
Fixe x ∈ X. Considere a representac¸a˜o regular (e˜vx, λ) de
(C(X),Z2, α) com respeito a representac¸a˜o avaliac¸a˜o no ponto x,
evx : C(X)→ C ∼= B(C)
evx(f) = f(x),
conforme definimos no exemplo 4.11. Assim, para cada φ ∈ C(X)
temos que e˜vx(φ) : L
2(Z2) → L2(Z2) e´ o operador que para i = 0˙, 1˙
satisfaz
e˜vx(φ)δi(s) = evx(αs−1(φ))δi(s)
Um ca´lculo simples mostra que
e˜vx(φ)δ0˙ = φ(x)δ0˙ + 0δ1˙;
e˜vx(φ)δ1˙ = 0δ0˙ + φ(σ(x))δ1˙.
Portanto, e˜vx(φ) e´ dado pela matriz:
e˜vx(φ) =
(
φ(x) 0
0 φ(σ(x))
)
.
Observe que C(Z2×X) ∼= C(Z2, C(X)). Para facilitar os ca´lculos,
veremos e˜vx o λ como um homomorfismo entre C(Z2 × X) e M2 da
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seguinte maneira:
e˜vx o λ(f) =
∑
s=0˙,1˙
e˜vx(f(s,−))λs = e˜vx(f(0˙,−))λ0˙ + e˜vxf(1˙,−)λ1˙
=
(
f(0˙, x) 0
0 f(0˙, σ(x))
)
+
(
f(1˙, x) 0
0 f(1˙, σ(x))
)
λ1˙
=
(
f(0˙, x) f(1˙, x)
f(1˙, σ(x)) f(0˙, σ(x))
)
.
pois λ1˙ =
(
0 1
1 0
)
. Mais ainda, o *-homomorfismo
e˜vx o λ : C(Z2 ×X)→M2
e´ sobrejetivo. De fato, dada
(
a b
c d
)
∈ M2, como x 6= σ(x) existem
func¸o˜es cont´ınuas f0, f1 ∈ C(X) tais que
f0(x) = a; f0(σ(x)) = d; f1(x) = b; f1(σ(x)) = c.
Escolha f ∈ C(Z2 ×X) dada por f(s˙, y) = fs(y). Claro que
e˜vx o λ(f) =
(
a b
c d
)
e temos a sobrejetividade.
Tome A = {f ∈ C(X,M2) : f(σ(x)) = Wf(x)W ∗} conforme
hipo´teses desse exemplo. Na˜o e´ dif´ıcil ver que A e´ suba´lgebra fechada
de C(X,M2). Para provarmos que e´ *-suba´lgebra, tome f ∈ A. Enta˜o
temos:
f∗(σ(x)) = (Wf(x)W ∗)∗ = Wf(x)∗W ∗ = Wf∗(x)W ∗
portantoA e´ C∗-suba´lgebra de C(X,M2). Defina o seguinte *-homomorfismo
injetivo ψ : C(Z2 ×X)→ C(X,M2) por
ψ(f)(x) =
(
f(0˙, x) f(1˙, x)
f(1˙, σx) f(0˙, σ(x))
)
.
Pelos nossos ca´lculos, ψ(f)(x) = e˜vx o λ(f). Note que Im(ψ) ⊂ A,
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pois:
ψ(f)(σ(x)) = e˜vσ(x) o λ(f) =
(
f(0˙, σ(x)) f(1˙, σ(x))
f(1˙, σ(x)) f(0˙, σ(x))
)
=
(
0 1
1 0
)(
f(0˙, x) f(1˙, x)
f(1˙, σ(x)) f(0˙, σ(x))
)(
0 1
1 0
)
= Wψ(f)(x)W ∗.
Vamos provar que ψ e´ sobrejetora. Seja a ∈ A,
a(x) =
(
a11(x) a12(x)
a21(x) a22(x)
)
.
Portanto: (
a11(σ(x)) a12(σ(x))
a21(σ(x)) a22(σ(x))
)
=
(
a22(x) a21(x)
a12(x) a11(x)
)
.
Defina f ∈ C(Z2 ×X) por f(k˙, x) = a1,k+1(x). Assim,
f(0˙, x) = a11(x); f(1˙, x) = a12(x);
f(1˙, σ(x)) = a12(σ(x)) = a21(x);
f(0˙, σ(x)) = a11(σ(x)) = a22(x).
e ψ e´ sobrejetora, portanto um isomorfismo entre C∗-a´lgebras, como
quer´ıamos demonstrar.
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5 EQUIVALEˆNCIA DE MORITA PARA PRODUTOS
CRUZADOS
5.1 AC¸O˜ES SATURADAS
Neste cap´ıtulo apresentamos um do principais resultos do traba-
lho, exibindo certos contextos de Morita associados a` sistemas dinaˆmicos
por grupos. O primeiro resultado nos mostrara´ que, dada uma ac¸a˜o α
de um grupo compacto G sobre uma C∗-a´lgebra A, a a´lgebra de pontos
fixos AG = {a ∈ A : αr(a) = a,∀r ∈ G} e´, em determinadas condic¸o˜es,
Morita equivalente ao produto cruzado AoαG. Antes disso, precisamos
de um lema de cara´ter te´cnico.
Lema 5.1 Sejam G grupo compacto e (A,G, α) um sistema dinaˆmico.
Para f, g ∈ Cc(G,A), vale: (fgg∗f∗)(e) ≤ ‖g‖2(ff∗)(e).
Demonstrac¸a˜o: Omitiremos a demonstrac¸a˜o por ser demasiado te´cnica
e extensa. O leitor interessado podera´ encontra´-la em (PHILLIPS, 1987).
Proposic¸a˜o 5.2 Sejam G grupo compacto e (A,G, α) sistema dinaˆmico.
Para a ∈ AG := {a ∈ A : αr(a) = a,∀r ∈ G}, x, y ∈ A e f ∈ Cc(G,A),
defina:
a.x = ax,
xf =
∫
G
α−1s (xf(s))dµ(s),
AG〈x, y〉 =
∫
G
αs(xy
∗)dµ(s),
〈x, y〉AoαG(r) = x∗αr(y).
Por meio dessas operac¸o˜es , E = A
‖.‖AG se torna um AG-mo´dulo
de Hilbert cheio a` esquerda e um A oα G-mo´dulo de Hilbert a` direita.
Mais ainda, E so´ na˜o sera´ AG −Aoα G bimo´dulo de imprimitividade
se na˜o for cheio a` direita.
Demonstrac¸a˜o: Verifiquemos que os produtos internos esta˜o bem de-
finidos. Para o avaliado na C∗-a´lgebra AG, basta a simples constatac¸a˜o:
αr
(∫
G
αs(xy
∗)dµ(s)
)
=
∫
G
αrs(xy
∗)dµ(s) =
∫
G
αs(xy
∗)dµ(s).
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A verificac¸a˜o para o produto interno avaliado em A oα G sera´
feita logo mais. Precisamos antes definir um tipo especial de func¸a˜o.
Para cada x ∈ A, defina a func¸a˜o x¯ ∈ Cc(G,A) ⊂ Aoα G por
x¯(r) := αr(x).
A continuidade de x¯ segue da continuidade pontual de α. Ale´m
disso, a aplicac¸a˜o x→ x¯ e´ trivialmente linear, ou seja, x+ λy = x¯+λy¯,
para todos x, y ∈ A e λ ∈ C. As seguintes constac¸o˜es relacionam tais
func¸o˜es e os produtos internos definidos na hipo´tese:
1.
(x¯ ∗ y¯∗)(e) =
∫
G
αs(x)αs(y¯
∗(s−1))dµ(s) =
∫
G
αs(xy
∗)dµ(s)
= AG〈x, y〉.
2.
x¯∗ ∗ y¯(r) =
∫
G
x∗αs(y¯(s−1r))dµ(s) =
∫
G
x∗αr(y)dµ(s)
= x∗αr(y)µ(G) = 〈x, y〉AoαG(r).
Tais igualdades sa˜o va´lidas pois x¯∗ = x∗, para todo x ∈ A. De
fato, dado r ∈ G, temos:
x¯∗(r) = ∆(r−1)αr(x¯(r−1)∗) = αr(αr−1(x∗)) = x∗.
As igualdades do ı´tem 2. garantem que o produto interno a`
direita esta´ bem definido. Mostremos agora que A e´ tanto AG- mo´dulo
a` esquerda com produto interno quanto Aoα G-mo´dulo a` direita com
produto interno:
1.
AG〈x+ λy, z〉 = [(x+ λy) ∗ z¯∗](e) = [(x¯+ λy¯) ∗ z¯∗](e)
= (x¯ ∗ z¯∗)(e) + λ(y¯ ∗ z¯)(e)
= AG〈x, z〉+ λ(AG〈y, z〉).
2.
AG〈ax, y〉 =
∫
G
αs(axy
∗)dµ(s) =
∫
G
αs(a)αs(xy
∗)dµ(s)
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= a
∫
G
αs(xy
∗)dµ(s) = a(AG〈x, y〉).
3.
(AG〈x, y〉)∗ =
(∫
G
αs(xy
∗)dµ(s)
)∗
=
∫
G
αs(yx
∗)dµ(s)
= AG〈y, x〉.
4.
AG〈x, x〉 =
∫
G
αs(xx
∗)dµ(s) =
∫
G
αs(x)αs(x)
∗dµ(s) ≥ 0;
pois
∫
G
αs(x)αs(x)
∗dµ(s) e´ autoadjunto, αs(x)αs(x)∗ ≥ 0∀s ∈ G
e fixado ϕ ∈ A∗+ funcional positivo de A, temos, pela teoria de
medida para func¸o˜es complexas positivas definidas num espac¸o
de medida:
ϕ
(∫
G
αs(x)αs(x)
∗dµ(s)
)
=
∫
G
ϕ(αs(x)αs(x)
∗)dµ(s)
=
∫
G
ϕ(αs(x))ϕ(αs(x)
∗))dµ(s) ≥ 0.
Sendo ϕ gene´rico, temos de fato que AG〈x, x〉 ≥ 0.
5. AG〈x, x〉 = 0⇒
∫
G
ϕ(αs(xx
∗))dµ(s) = 0,∀ϕ ∈ A∗+.
Agora constatemos as propriedades para o produto interno a`
direita:
1.
〈x, λy + z〉AoαG = x¯ ∗ λy + z = λx¯∗ ∗ y¯ + x¯∗ ∗ z¯
= λ〈x, y〉AoαG + 〈x, z〉AoαG.
2.
〈x, yf〉AoαG(r) = 〈x,
∫
G
α−1s (yf(s))dµ(s)〉(r)
= x∗αr
(∫
G
α−1s (yf(s))dµ(s)
)
=
∫
G
x∗αrs−1(yf(s))dµ(s)
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=
∫
G
x∗αrs(yf(s−1))dµ(s)
=
∫
G
x∗αs(yf(s−1r)dµ(s)
=
∫
G
x∗αs(y)αs(f(s−1r))dµ(s)
= 〈x, y〉AoαGf(r).
3.
(〈x, y〉AoαG)∗(r) = ∆(r−1)αr(〈x, y〉(r−1)∗) = αr((x∗αr−1(y))∗)
= αr(αr−1(y
∗)x) = y∗αr(x) = 〈y, x〉AoαG(r).
4. 〈x, x〉AoαG = x¯∗ ∗ x¯ ≥ 0.
5. 〈x, x〉AoαG = 0⇒ x¯ = 0⇒ αs(x) = 0 ∀s ∈ G.
Escolhendo s = e acima, temos o resultado.
Bem definidos os produtos internos, a simples constac¸a˜o abaixo mostra
que eles sa˜o compat´ıveis:
x〈y, z〉AoαG =
∫
G
αs−1(x〈y, z〉AoαG(s))dµ(s)
=
∫
G
αs−1(xy
∗αs(z))dµ(s) =
∫
G
αs−1(xy
∗)zdµ(s)
=
∫
G
αs(xy
∗)d(s)z =AG 〈x, y〉z.
Precisaremos demonstrar duas desigualdades antes de falarmos
do complemento de A em relac¸a˜o a uma nova norma proveniente dos
produtos internos. Sa˜o elas:
〈ax, ax〉AoαG ≤ ‖a‖2〈x, x〉AoαG, (5.1)
AG〈xf, xf〉 ≤ ‖f‖2(AG〈x, x〉). (5.2)
Para a primeira desigualdade, considere iA : A → M(A oα G)
conforme a Proposic¸a˜o 4.20, a ∈ AG e x ∈ A. Nesse caso, teremos:
x¯∗(iA(a))∗(iA(a))x¯(r) =
∫
G
x¯∗(iA(a))∗αs(iA(a)x¯(s−1r)dµ(s)
=
∫
G
x¯∗(s)αs(a∗)αs(aαs−1r(x))dµ(s)
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=
∫
G
x∗a∗aαr(x)dµ(s)
= x∗a∗aαr(x) = 〈ax, ax〉AoαG.
Portanto, a desejada desigualdade e´ conseguida do seguinte modo:
〈ax, ax〉AoαG = x¯∗(iA(a))∗(iA(a))x¯ ≤ ‖iA(a)‖2x¯∗x¯ = ‖a‖2〈x, x〉AoαG.
Para a segunda parte, note primeiramente que para f ∈ Cc(G,A)
e x ∈ A, temos xf = xf . De fato:
xf(r) = αr
(∫
G
αs−1(xf)dµ(s)
)
=
∫
G
αs(x)αs(f(s
−1r))dµ(s) = xf(r).
Portanto, conseguimos:
AG〈xf, xf〉 = xf ∗ xf∗(e) = xff∗x(e)
Mas, usando o Lema 5.1, obtemos:
(x¯ff∗x¯)(e) ≤ ‖f‖2x¯x¯∗(e) = ‖f‖2(AG〈x, x〉).
Tendo em ma˜os as desigualdades 5.1 e 5.2, estamos prontos para
definir um AG −Aoα G bimo´dulo (possivelmente de imprimitividade)
por meio de um completamento especial da C∗-a´lgebra A. Para tal,
considere a norma ‖x‖ = ‖AG〈x, x〉‖ 12 para A e tome o completamento,
A, relativo a essa norma. A Observac¸a˜o 3.4 nos diz que ‖x‖AG =
‖x‖AoαG, para x ∈ A.
Mais ainda, E torna-se um AG-mo´dulo de Hilbert a` esquerda
cheio. De fato, tomando x ∈ AG e {ei} unidade aproximada de AG,
conseguimos:
AG〈x, ei〉 =
∫
G
αs(xei)dµ(s) = xei −→ x,
e isso garante que AG〈E,E〉 e´ denso em AG e portanto E e´ cheio a`
esquerda.
Gostar´ıamos de definir, para todos x, y ∈ E,
〈x, y〉AoαG := lim〈xn, yn〉AoαG
em que {xn} e {yn} sa˜o sequeˆncias em A tais que xn → x, yn → y na
norma ‖.‖AG . Precisamos verificar que o limite existe e que independe
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das sequeˆncias escolhidas. Para tal intento, perceba que:
‖〈x, y〉AoαG‖ ≤ ‖〈x, x〉AoαG‖
1
2 ‖〈y, y〉AoαG‖
1
2
= ‖(AG〈x, x〉)‖
1
2 ‖(AG〈y, y〉)‖
1
2
= ‖x‖AG‖y‖AG .
Agora, dados x, y ∈ E e sequeˆncias xn → x, yn → y na norma
‖.‖AG em A, temos:
〈xn, yn〉 − 〈xm, ym〉 = 〈xn, yn〉 − 〈xm, yn〉+ 〈xm, yn〉 − 〈xm, ym〉
= 〈xn − xm, yn〉+ 〈xn, yn − ym〉
em que usamos 〈xn, yn〉AoαG = 〈xn, yn〉 para na˜o ”poluirmos” os ca´lculos.
Agora, na˜o e´ dif´ıcil ver que {〈xn, yn〉} e´ sequeˆncia de Cauchy em AoαG
(portanto convergente) e que racioc´ınio similar mostra que nossa de-
finic¸a˜o de produto interno independe das sequeˆncias escolhidas. Isso
nos garante que EAoαG e´ mo´dulo de Hilbert. Mais ainda, a noc¸a˜o de
compatibilidade permanece, ou seja:
AG〈x, y〉z = x〈y, z〉AoαG
vale para todos x, y, z ∈ E. Portanto, se E for cheio como A oα G-
mo´dulo a` direita, temos que AGEAoαG e´ bimo´dulo de imprimitividade
e AG ∼M Aoα G nesse caso.
Definic¸a˜o 5.3 Sejam G grupo compacto e (A,G, α) sistema dinaˆmico.
Dizemos que α e´ saturada se o bimo´dulo E definido na proposic¸a˜o an-
terior for de fato um bimo´dulo de imprimitividade.
Corola´rio 5.4 Seja (A,G, α) sistema dinaˆmico com G compacto. Enta˜o
α e´ saturada se e somente se span{x¯∗y¯ : x, y ∈ A} e´ denso em AoαG.
Demonstrac¸a˜o:
(⇒) Suponha α saturada. Enta˜o EAoαG e´ mo´dulo de Hilbert
cheio. Naturalmente, se olharmos apenas para AAoαG (sem o fecho),
na˜o teremos mais (possivelmente) um mo´dulo de Hilbert, mas ainda
temos um mo´dulo com produto interno tal que
〈A,A〉AoαG = Aoα G,
simplesmente pelo fato de A ser densa em E. Pore´m, conforme foi
visto, 〈x, y〉AoαG = x¯∗y¯, e temos a primeira parte demonstrada.
73
(⇐) Suponha que span{x¯∗y¯ : x, y ∈ A} = AoαG. Trivialmente
α e´ saturada, visto que 〈x, y〉AoαG = x¯∗y¯, para todos x, y ∈ A. 
Uma outra forma de interpretar a saturac¸a˜o e´ dada pelo lema:
Lema 5.5 Seja (A,G, α) sistema dinaˆmico com G grupo compacto.
Enta˜o α e´ saturada se e somente se as func¸o˜es φxy ∈ C(G,A) tais que
φxy(r) = xαr(y) com x, y em A geram um subespac¸o denso de AoαG.
Demonstrac¸a˜o: Esse lema e´ apenas uma abordagem diferente dada
ao corola´rio anterior. Omitiremos a demonstrac¸a˜o. 
5.2 TEOREMA SIME´TRICO DE IMPRIMITIVIDADE
A partir de agora iniciaremos as preparac¸o˜es diretas para provar-
mos o Teorema 1 e uma versa˜o diferenciada do Teorema 2 de (CURTO;
MUHLY; WILLIAMS, 1984), conhecido como Teorema Sime´trico de Im-
primitividade para C∗-a´lgebras comutativas. Nesse sentido, daremos
o conceito de ac¸a˜o compat´ıvel com um bimo´dulo de imprimitividade e
apo´s, empenhar-nos-emos nas demonstrac¸o˜es dos teoremas.
Definic¸a˜o 5.6 Sejam G grupo localmente compacto, AEB um bimo´dulo
de imprimitividade, α e β ac¸o˜es de G em A e B respectivamente.
Uma ac¸a˜o compat´ıvel com o bimo´dulo de imprimitividade E e´ uma
aplicac¸a˜o (r, x) 7→ γr(x), em que para todos r, s ∈ G e x ∈ E tem-
se: γr : E → E e´ linear, γrs(x) = γr(γs(x)), γe(x) = x, a func¸a˜o
fx : G → E, fx(t) = γt(x) e´ cont´ınua para qualquer x ∈ E e ainda
valem (para todos x, y ∈ E, r ∈ G, a ∈ A e b ∈ B):
i) A〈γr(x), γr(x)〉 = αr(A〈x, y〉);
ii) 〈γr(x), γr(y)〉B = βr(〈x, y〉B)
Observac¸a˜o 5.7 Para cada r ∈ G, γr e´ isome´trica, pois:
‖γr(x)‖2 = ‖〈γr(x), γr(x)〉B‖ = ‖βr(〈x, x〉B)‖ = ‖〈x, x〉‖ = ‖x‖2.
Outro ca´lculo simples mostra que se 〈γr(x), γr(y)〉B = βr(〈x, y〉B)
vale para todos r ∈ G e x ∈ E enta˜o tambe´m vale que γr(xb) =
γr(x)βr(x) para todos r ∈ G e x ∈ E. Trocando-se B por A, β por
α e fazendo as devidas alterac¸o˜es, temos o resultado ana´logo.
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Teorema 5.8 Sejam A e B C∗-a´lgebras, G grupo compacto, α e β
ac¸o˜es de G em A e B respectivamente. Se existir um bimo´dulo de
imprimitividade AEB e uma ac¸a˜o τ compat´ıvel com ele, enta˜o
Aoα G ∼M B oβ G.
Demonstrac¸a˜o:
Considere a a´lgebra de ligac¸a˜o L(E) ↪→ L(E ⊕ B) de A e B
segundo AEB conforme Definic¸a˜o 3.8 e Teorema 3.9. Para cada r ∈ G,
defina a aplicac¸a˜o γr : L(E)→ L(E) por:
γr
(
a x
y˜ b
)
=
(
αr(a) τr(x)
τ˜r(y) βr(b)
)
A partir da definic¸a˜o, na˜o e´ dif´ıcil ver que γrs = γrγs e γe =
IL(E). Portanto, cada aplicac¸a˜o γr e´ invers´ıvel, com inversa γr−1 . Pro-
vemos que γ define uma ac¸a˜o de G em L(E):
1. (γr e´ linear)
γr
(
a+ λa′ x+ λx′
y˜ + λy˜′ b+ λb′
)
=
(
αr(a) + λαr(a
′) τr(x) + λτr(x′)
τ˜r(y) + ˜λτ)r(y′) βr(b) + λβr(b′)
)
= γr
(
a x
y˜ b
)
+ λγr
(
a′ x′
y˜′ b′
)
.
2. (γr e´ multiplicativo)
γr
((
a x
y˜ b
)(
a′ x′
y˜′ b′
))
= γr
(
aa′ + A〈x, y′〉 ax′ + xb′
y˜a′ + by˜′ 〈y, x′〉B + bb′
)
=
(
αr(aa
′) + αr(A〈x, y′〉) τr(ax′) + τr(xb′)
τ˜r(a′∗y) + ˜τr(y′b∗) βr(〈y, x′〉B) + βr(bb′)
)
=
(
αr(aa
′) + αr(A〈x, y′〉) αr(a)τr(x′) + τr(x)βr(b′)
τ˜r(y)αr(a
′) + βr(b)τ˜r(y′) 〈τr(y), τr(x′)〉B + βr(bb′)
)
= γr
(
a x
y˜ b
)
γr
(
a′ x′
y˜′ b′
)
.
3. (γr preserva adjuntos)
γr
[(
a x
y˜ b
)]∗
=
(
αr(a
∗) τr(y)
τ˜r(x) βr(b∗)
)
= γr
(
a∗ y
x˜ b∗
)
.
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4. (γ e´ pontualmente cont´ınua)
Fixado k ∈ L(E), devemos provar que r 7→ γr(k) e´ cont´ınua. Seja
{ri} net em G tal que ri → e. Assim, teremos:
k =
(
a 0
0 0
)
⇒
∥∥∥∥(αri(a)− a 00 0
)∥∥∥∥ = ‖αri(a)− a‖ → 0, (5.3)
k =
(
0 x
0 0
)
⇒
∥∥∥∥(0 τri(x)− x0 0
)∥∥∥∥ = ‖τri(x)− x‖ → 0, (5.4)
k =
(
0 0
y˜ 0
)
⇒
∥∥∥∥∥
(
0 0
˜τri(y)− y 0
)∥∥∥∥∥ = ‖τri(y)− y‖ → 0, (5.5)
k =
(
0 0
0 b
)
⇒
∥∥∥∥(0 00 βri(b)− b
)∥∥∥∥ = ‖βri(b)− b‖ → 0. (5.6)
As igualdades envolvendo normas seguem do Teorema 3.11. Pe-
las quatro constatac¸o˜es acima, segue que para k ∈ L(E) gene´rico a
aplicac¸a˜o r 7→ γr(k) e´ cont´ınua como desejado.
Nosso objetivo agora e´ encontrar, por meio de L(E), uma C∗-
a´lgebra que satisfaz o item 4. da Proposic¸a˜o 3.23 para concluirmos que
Aoα G ∼M B oβ G.
Considere p e q projec¸o˜es canoˆnicas de L(E) definidas na Pro-
posic¸a˜o 3.23, iA : A ↪→ L(E) e iB : B ↪→ L(E) imerso˜es dadas por:
iA(a) =
(
a 0
0 0
)
; iB(b) =
(
0 0
0 b
)
.
Na˜o e´ dif´ıcil ver que p+ q = IM(L(E)) e novamente pelos ca´lculos
da Proposic¸a˜o 3.23, obtemos Im(iA) = pL(E)p e Im(iB) = qL(E)q.
Provemos agora que, dado r ∈ G, p e q sa˜o invariantes por γr, ou seja,
γ˜r(p) = p e γ˜r(q) = q.
Primeiramente, podemos interpretar γr : L(E) → M(L(E)).
Pela teoria de C∗-a´lgebras, γr se estende de maneira u´nica ao *-isomorfismo
γ˜r : M(L(E))→M(L(E)) dado por:
γ˜r(µ)(γr(k)k
′) = γr(µk)k′.
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A aplicac¸a˜o γ˜r esta´ bem definida pois γt e´ na˜o degenerada, ou
seja,
span{γr(k)k′ : k, k′ ∈ L(E)} = L(E).
Agora, denotando k =
(
a x
y˜ b
)
, temos
γ˜r(p)(γr(k)k
′) = p
(
αr(a) τr(x)
˜τr(y) βr(b)
)(
a′ x′
y˜′ b′
)
= p(γr(k)k
′).
Isso e´ suficiente para termos p = γ˜r(p) pela condic¸a˜o de na˜o degene-
resceˆncia. Analogamente se mostra que q = γ˜r(q). Tambe´m na˜o e´
dif´ıcil ver que iA e iB sa˜o equivariantes, ou seja, iA ◦ αr = γr ◦ iA e
iB ◦ βr = γr ◦ iB . Assim, existe um *-homomorfismo injetivo iA oG :
A oα G → L(E) oγ G tal que iA o G(f)(r) = iA(f(s)) para toda
f ∈ C(G,A). Mostraremos que tal homomorfismo esta´ bem definido
e que de fato e´ injetivo na Proposic¸a˜o 5.9 a seguir. Do mesmo modo,
existe homomorfismo injetivo iB oβ G : B oβ G→ L(E).
Considere agora a aplicac¸a˜o jL(E) : L(E) → M(L(E) oγ G)
dada por jL(E)(k)f(r) = kf(r). Pode-se ver em (WILLIAMS, 2007) que
ela e´ na˜o degenerada. Portanto, existe u´nica estensa˜o unital j˜L(E) :
M(L(E))→M(L(E)oγ G) tal que j˜L(E)(µ)(jL(E)(k)f) = jL(E)(µk)f
para toda f ∈ C(G,A). A partir de agora, nessa demonstrac¸a˜o, usare-
mos apenas jL(E) = j para simplificar os ca´lculos.
E´ claro que j˜(p) e j˜(q) sa˜o projec¸o˜es complementares. Falta
mostrar que
D := span{(L(E)oγ G)(j˜(p))(L(E)oγ G)} = L(E)oγ G
e
span{j˜(p)(L(E)oγ G)j˜(p)} = iA oG(AoG)
pois o caso para q sera´ ana´logo. Mostraremos apenas a primeira das
igualdades, a outra segue por argumentos similares.
Observe que D ⊂ L(E) oγ G. Para a outra inclusa˜o, note que
fj(k)j˜(p)j(k′)g ∈ L(E) oγ G, para todas f, g ∈ C(G,L(E)) e para
todos k, k′ ∈ L(E). Mas:
fj(k)j˜(p)j(k′)g(r) =
∫
G
f(s)αs(kpk
′g(s−1r))dµ(s) = f ∗ kpk′g(r),
assim, segue que toda func¸a˜o da forma f ∗kg esta´ em D, em que f, g ∈
C(G,L(E)), k ∈ L(E) e visto que span{kpk′ : k, k′ ∈ L(E)} = L(E),
pela Proposic¸a˜o 3.23. Como na˜o e´ dif´ıcil ver que o espac¸o vetorial
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gerado por func¸o˜es daquela forma e´ denso em L(E) oγ G, segue o
resultado. 
Proposic¸a˜o 5.9 Os homomorfismos iA o G e iB o G definidos no
teorema anterior sa˜o injetivos.
Demonstrac¸a˜o: Primeiramente, vamos mostrar que eles esta˜o bem
definidos. Seja (pi, U) representac¸a˜o covariante de (L(E), G, γ). Enta˜o
(pˆi, U) em que pˆi(a) = pi
(
a 0
0 0
)
e´ representac¸a˜o covariante de (A,G, α),
pois:
pˆi(αr(a)) = pi
(
γr
(
a 0
0 0
))
= Urpi
(
a 0
0 0
)
U∗r = Urpˆi(a)U
∗
r .
Ale´m disso, teremos:
‖pi o U(iA oG)(f)‖ =
∥∥∫
G
pi(iA(f(s)))Usdµ(s)
∥∥ = ‖pˆi o U(f)‖
⇒ ‖iA oG(f)‖ ≤ ‖f‖.
Por isso podemos estender iA o G : A oα G → L(E). Analogamente
estendemos iB oG : B oβ G→ L(E).
Vamos mostrar agora que iBoG : BoβG→ L(E)oG e´ injetivo.
Tome pi o U : B oG → B(H) representac¸a˜o de B oG proveniente de
alguma representac¸a˜o covariante (pi, U) de (B,G, β).
Considere a representac¸a˜o covariante (ρ, V ) de (A,G, α) em que
H1 = E ⊗pi H tal que ρ : A→ B(H1) e´ dada por
ρ(a)(x⊗ ξ) = ax⊗ ξ
e V : G→ U(H1) por
Vr(x⊗ ξ) = τr(x)⊗ Ur(ξ).
Na˜o e´ dif´ıcil ver que ρ e´ fortemente cont´ınua e V homomorfismo to-
mando valores unita´rios. A condic¸a˜o de covariaˆncia e´ obtida assim:
(Vrρ(a)Vr−1)(x⊗ ξ) = Vrρ(a)(τr−1(x)⊗ Ur−1(ξ))
= Vr(aτr−1(x)⊗ Ur−1(ξ))
= τr(aτr−1(x)⊗ Ur(Ur−1(ξ)))
= αr(a)x⊗ ξ = ρ(αr(a))(x⊗ ξ).
Agora tome (σ,W ) representac¸a˜o covariante canoˆnica de L(E)
em H1 ⊕H tal que:
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σ
(
a x
y˜ b
)(
ξ
η
)
=
(
ρ(a)ξ + Txη
T ∗y (ξ) + pi(b)η
)
; Wr
(
ξ
η
)
=
(
Vr(ξ)
Ur(η)
)
,
em que Tx : H → H1, Tx(η) = x ⊗ η e T ∗x : H1 → H, T ∗x (y ⊗ η) =
pi(〈x, y〉)η. A condic¸a˜o de covariaˆncia e´ obtida por meio desses ca´lculos:
Wrσ
(
a x
y˜ b
)
Wr−1
(
ξ
η
)
= Wrσ
(
a x
y˜ b
)(
Vr−1(ξ)
Ur−1(η)
)
= Wr
(
ρ(a)Vr−1(ξ) + TxUr−1(η)
T ∗xVr−1(ξ) + pi(b)Ur−1(η)
)
=
(
Vrρ(a)Vr−1(ξ) + VrTxUr−1(η)
UrT
∗
xVr−1(ξ) + Urpi(b)Ur−1(η)
)
=
(
ρ(αr(a))ξ + Tτr(x)(η)
T ∗τrx(ξ) + pi(βr(b))(η)
)
= σ
(
γ
(
a x
y˜ b
))(
ξ
η
)
em que usamos UrT
∗
y Vr−1 = T
∗
τr(y)
. De fato:
UrT
∗
y Vr−1(x⊗ η) = UrT ∗y (τr−1(x)⊗ Ur−1(η))
= Urpi(〈y, τr−1(x)〉)Ur−1η = pi(βr(〈y, τr−1〉))η
= pi(〈τr(y), x〉)η = T ∗τr(y)(x⊗ η).
Logo T ∗τr(y) = UrT
∗
y Vr−1
Para finalizar nossa demonstrac¸a˜o, mostraremos que
P ◦ (σ oW ) ◦ (iB oG) = pi o U,
em que P : B(H1⊕H)→ B(H), pelo vie´s matricial, e´ a transformac¸a˜o
linear canoˆnica:
P (T ) = P
(
T11 T12
T21 T22
)
= T22.
De fato, temos:
P ◦ (σ oW ) ◦ (iB oG)(f) = P ◦ (σ oW )(iB(f))
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= P
∫
G
σ(iB(f(s)))Wsdµ(s)
=
∫
G
P (σ(iB(f(s)))Ws)dµ(s)
=
∫
G
pi(f(s))Usdµ(s) = pi o U(f).
Como toda C∗-a´lgebra tem uma representac¸a˜o fiel, poder´ıamos
ter suposto inicialmente que pi o U era injetora. Assim, iB o G sera´
injetivo. O caso para iA e´ inteiramente ana´logo. 
O seguinte resultado e´ tambe´m conhecido com Teorema Sime´trico
de Imprimitividade.
Teorema 5.10 Sejam G e H grupos compactos e A C∗-a´lgebra. De-
note por α a ac¸a˜o de G em A e por β a ac¸a˜o de H em A. Se as ac¸o˜es
comutarem (isto e´, se αrβs(a) = βsαr(a) para todos a ∈ A, r ∈ G e
s ∈ H) e forem saturadas, enta˜o (AG oβG H) ∼M (AH oαH G).
Observac¸a˜o 5.11 Explicitaremos as ac¸o˜es αH e βG no meio da de-
monstrac¸a˜o que segue.
Demonstrac¸a˜o: Pela Proposic¸a˜o 5.2, existem AGA
〈,〉G
AoαG e AHA
〈,〉H
AoβH
bimo´dulos de imprimitividade. Escolhamos AGA
〈,〉G
AoαG = EG. Quere-
mos encontrar ac¸o˜es βG, β˜ e τ˜ de H em AG, Aoα G e EG respectiva-
mente tais que AG〈τ˜s(x), τ˜s(y)〉 = βGs (AG〈x, y〉) e 〈τ˜s(x), τ˜s(y)〉AoαG =
β˜s(〈x, y〉AoαG) para podermos aplicar o Teorema 5.8.
Para a construc¸a˜o de τ˜ , note que, para x ∈ A:
‖x‖2EG = ‖
∫
G
αr(xx
∗)dµ(r)‖A ≤
∫
G
‖αr(xx∗)‖Adµ(r) = ‖xx∗‖ = ‖x‖2A.
Assim, para todo x ∈ A a func¸a˜o s 7→ βs(x), por ser cont´ınua
segundo a norma ‖.‖A, e´ cont´ınua segundo ‖.‖EG . Podemos definir
enta˜o τ˜ : H → EG por
τ˜s(x) = limβs(xn),
em que o limite e´ tomado segundo norma de EG, x ∈ EG e (xn)n ∈ A
tal que xn → x. Na˜o e´ dif´ıcil provar que τ˜ esta´ bem definida, que
de fato independe da sequeˆncia que se escolhe. Observe tambe´m que
τ˜s(x) = βs(x), para todo x ∈ A.
Para vermos que τ˜ e´ fortemente cont´ınua, fixe ε > 0 e x ∈ EG.
Tome ainda sequeˆncia (xn) em A que converge para x. Seja N ∈ N
tal que n ≥ N ⇒ ‖xn − x‖EG < ε. Seja Ve vizinhanc¸a de e tal que
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s ∈ Ve ⇒ ‖βs(xN )− xN‖ < ε. Portanto, para s ∈ Ve temos:
‖τ˜s(x)− x‖EG ≤ ‖x− xN‖EG + ‖βs(xN )− xN‖EG + ‖xN − x‖EG < 3ε.
Isso garante que τ˜ e´ fortemente cont´ınua.
Defina agora βG : H → Aut(AG), por βGs (a) := βs(a), para todo
a ∈ AG. A fo´rmula faz sentido, pois dado s ∈ G, temos:
βs(a) = βs(αr(a)) = αr(βs(a))⇒ βs(a) ∈ AG.
Tambe´m na˜o e´ dif´ıcil ver que βG e´ fortemente cont´ınua e que define
uma ac¸a˜o de H em AG.
Quanto a` ac¸a˜o β˜ de H em Aoα G, definamos:
β˜s(f)(r) = βs(f(r)).
Cada β˜s e´ trivialmente *-homomorfismo. Mais ainda, valem:
β˜s ◦ β˜s′(f)(r) = β˜s(β˜s′(f(r)) = βss′(f(r)) = β˜ss′(f)(r);
e
β˜e(f)(r) = f(r).
A` priori, para cada s ∈ H, nossa definic¸a˜o nos gera um *-
isomorfismo apenas contemplando β˜s : C(G,A) → C(G,A). Contudo,
dada (pi, U) representac¸a˜o covariante de (A,G, α), tem-se:
pi o U(β˜s(f)) =
∫
G
pi ◦ βs(f(s′))Us′dµ(s′) = (pi ◦ βs o U)(f),
⇒ ‖pi o U(βs(f))‖ = ‖(pi ◦ βs o U)(f)‖.
Mas, e´ claro que (pi ◦ βs, U) e´ tambe´m representac¸a˜o covariante.
Assim:
suppioU‖(pi o U)(β˜s(f))‖ = suppi◦βsoU‖(pi ◦ βs o U)(f)‖ ≤ ‖f‖,
portanto ‖β˜s(f)‖ ≤ ‖f‖.
Procedimentos semelhantes mostram que para toda (pi, U) repre-
sentac¸a˜o covariante de (A,G, α) vale:
‖pi o U(f)‖ = ‖(pi ◦ βs−1 o U)(βs(f))‖.
Assim, cada β˜s e´ *-isomorfismo isome´trico e podemos estendeˆ-lo (com
certo abuso de notac¸a˜o) a β˜s : A oα G → A oα G, que continuara´ *-
isomorfismo isome´trico, visto que C(G,A) e´ ∗-a´lgebra densa em AoαG.
Continuando com a verificac¸a˜o das hipo´teses do Teorema 5.8,
para x, y ∈ A temos:
1.
AG〈τ˜s(x), τ˜s(y)〉 =
∫
G
αr(βs(xy
∗))dµ(r)
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= βs
(∫
G
αr(xy
∗)dµ(r)
)
= βGs (AG〈x, y〉).
2.
〈τ˜s(x), τ˜s(y)〉AoαG(r) = τ˜s(x∗)αr(τ˜s(y)) = βs(x∗)αr(βs(y))
= βr(x
∗αs(y)) = β˜s(〈x, y〉AoαG)(r).
Pelo Teorema 5.8, obtemos: (AG oβG H) ∼M (A oα G) oβ˜ H.
Analogamente (AH oαH G) ∼M (Aoβ H)oα˜ G.
Considere o grupo G×H e a ac¸a˜o α× β em A dada por
α× β(r,s)(a) = αr(βs(a)).
Vamos mostrar que as C∗-a´lgebras Aoα×β (G×H) e (AoαG)oβ˜H sa˜o
isomorfas por meio da estensa˜o de ϕ : C(G ×H,A) → C(H,C(G,A))
em que ϕ(f)(s)(r) = f(r, s), para todos r ∈ G e s ∈ H. Antes de
provarmos que de fato podemos estender ϕ a ϕ˜ : A oα×β (G ×H) →
(Aoα G)oβ˜ H, mostremos que ϕ e´ *-isomorfismo entre ∗-a´lgebras.
1. (ϕ e´ linear)
ϕ(f + λg)(s)(r) = f(r, s) + λg(r, s) = ϕ(f)(s)(r) + λg(s)(r).
2. (ϕ e´ multiplicativo)
(ϕ(f) ∗ ϕ(g))(s)(r) =
∫
H
ϕ(f)(s′)β˜s′(ϕ(g)(s′−1s))(r)dµ(s′)
=
∫
H
∫
G
f(r′, s′)αr′βs′(g(r′−1r, s′−1s))dµ(r′)dµ(s′)
=
∫
G×H
f(r′, s′)α× β(r′,s′)(g(r′−1r, s′−1s))dµ(r′, s′)
= ϕ(f ∗ g)(s)(r).
3. (ϕ preserva adjuntos)
ϕ(f)∗(s)(r) = ∆(s−1)β˜s(ϕ(f)(s−1)∗)(r)
= ∆(s−1)βs(∆(r−1)αr(f(r−1, s−1)∗))
= ∆(s−1)∆(r−1)βs ◦ αr(f(r−1, s−1)
= ∆(r−1, s−1)α× β(r,s)(f(r−1, s−1)∗))
= ϕ(f∗)(s)(r).
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4. (ϕ e´ injetiva) ϕ(f) = 0⇒ f(r, s) = 0,∀r ∈ G, s ∈ H ⇒ f = 0.
5. (ϕ e´ sobrejetiva)
Dada F ∈ C(H,C(G,A)), defina f ∈ C(G ×H,A) por f(r, s) =
F (r)(s). Claro que ϕ(f) = F .
Vamos agora provar que tal ∗-isomorfismo e´ isome´trico encon-
trando uma bijec¸a˜o especial entre o conjunto das representac¸o˜es de
Aoα×β (G×H) e (AoαG)oβ˜H. Seja (pi, U) representac¸a˜o covariante
de (A,G × H,α × β) em B(H) em que H e´ algum espac¸o de Hilbert.
Podemos definir as aplicac¸o˜es UG : G → U(H),UH : H → U(H) tais
que UG(r) = U(r,eH), UH(s) = U(eG,s). Vamos demonstrar agora que
(pi, UG) e (pioUG, UH) sa˜o representac¸o˜es covariantes respectivamente
de (A,G, α) e (A oα G,H, β˜). As u´nicas constatac¸o˜es na˜o triviais sa˜o
as relativas a` condic¸a˜o de covariaˆncia:
1. (Condic¸a˜o de covariaˆncia para (pi, UG))
pi(αr(a)) = pi(α× β(r,eH)(a)) = U(r,e)pi(a)U(r−1,e)
= UG(r)pi(a)UG(r
−1).
2. (Condic¸a˜o de covariaˆncia para (pi o UG, UH))
pi o UG(β˜s(f)) =
∫
G
pi(βs(f(r)))U(r,eH)dµ(r)
=
∫
G
U(eG,s)pi(f(r))U(eG,s−1)U(r,eH)dµ(r)
=
∫
G
U(eG,s)pi(f(r))U(r,eH)U(eG,s−1)dµ(r)
= UH(s)pi o UG(f)UH(s−1).
Obtemos portanto uma aplicac¸a˜o:
ρ : Rep(Aoα×β G×H)→ Rep((Aoα G)oβ˜ H)
pi o U 7→ (pi o UG)o UH
Provemos que ρ e´ bijetora.
1. (ρ e´ injetiva)
(pioUG)oUH = 0⇒ (pioUG)oUH(ϕ(f)) = 0,∀f ∈ C(G×H,A).
Contudo:
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(pi o UG)o UH(ϕ(f)) =
∫
H
pi o UG(ϕ(f)(s))UH(s)dµ(s)
=
∫
H
∫
G
pi(ϕ(s)(r))UG(r)dµ(r)UHdµ(s)
=
∫
G×H
pi(f(r, s))U(r,s)dµ(r, s) = pi o U(f). (5.7)
Portanto, pi o U = 0 e ρ e´ injetora.
2. ( ρ e´ sobrejetiva)
Podemos ver β˜s : A oα G → M(A oα G) da seguinte forma:
β˜s(f)(g) = β˜s(f) ∗ g, para todo g ∈ C(G,A). Como β˜s e´ na˜o de-
generada, podemos passar para estensa˜o (abusando da notac¸a˜o)
β˜s : M(Aoα G)→M(Aoα G)
β˜s(µ)(β˜s(f) ∗ g) = β˜s(µf) ∗ g.
Para mostrarmos a sobrejetividade de ρ, vamos encontrar relac¸o˜es
entre β˜s e iA e iG conforme definimos na Proposic¸a˜o 4.20.
(a)
β˜s(iA(a))(β˜s(f) ∗ g)(r) = β˜s(iA(a)f) ∗ g(r)
=
∫
G
βs(af(r
′))αr′(g(r′−1r))dµ(r′)
= βs(a)
∫
G
βs(f(r
′))αr′(g(r′−1r))dµ(r′)
= iA(βs(a))(β˜s(f) ∗ g).
Logo β˜s(iA(a)) = iA(βs(a)).
(b)
β˜s(iG(r))(β˜s(f) ∗ g)(r′) = β˜s(iG(r)f) ∗ g(r′)
=
∫
G
βs(iG(r)f(r
′′))αr′′(g(r′′−1r′))dµ(r′′)
=
∫
G
βs(αr(f(r
−1r′′))αr′′(g(r′′−1r′))dµ(r′′)
=
∫
G
αrβs(f(r
′′))αrr′′(g(r′′−1r−1r′))dµ(r′′)
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= αr
∫
G
βs(f(r
′′))αr′′(g(r′′−1r−1r′))dµ(r′′)
= iG(r)(β˜s(f) ∗ g)(r′).
Logo β˜s(iG(r)) = iG(r).
Tome agora (pi o U)o V representac¸a˜o de (Aoα G)oβ˜ H em relac¸a˜o
a um espac¸o de Hilbert H. A relac¸a˜o de covariaˆncia nos da´,
(pi o U)(β˜s(x)) = Vspi o U(x)Vs−1
para todos s ∈ H e x ∈ A oα G. Tal relac¸a˜o vale ainda para todo
x ∈M(Aoα G). Assim,
1.
pi(βs(a)) = pi o U(iA(βs(a))) = pi o U(β˜s(iA(a)))
= Vs(pi o U)(iA(a))Vs−1 = Vspi(a)Vs−1 .
2.
Ur = pi o U(iG(r)) = pi o U(β˜s(iG(r)))
= Vspi o U(iG(r))Vs−1 = VsUrVs−1 .
Defina agora U ′ : G × H → B(H), U ′(r,s) = UrVs. Segue que
(pi, U ′) e´ representac¸a˜o covariante de (A,G×H,α× β), pois
pi(α× β(r,s)(a)) = Urpi(βs(a))Ur−1 = UrVspi(a)Vs−1Ur−1
= U ′(r,s)pi(a)U
′
(r−1,s−1).
Agora, pelo ca´lculo 5.7 acima, segue que:
‖ϕ(f)‖ = sup(pioU,V )‖(pi o U)o V (ϕ(f))‖
= sup(pi,U ′)‖pi o U ′(f)‖ ≤ ‖f‖.
Por outro lado, tambe´m por 5.7, temos:
‖f‖ = sup(pi,U)‖pi o U(f)‖ (5.8)
= sup(pioUG)oUH‖(pi o UG)o UH(ϕ(f))‖ ≤ ‖ϕ(f)‖. (5.9)
85
Obtemos assim que ϕ e´ isome´trico e sua estensa˜o e´ um isomor-
fismo, ou seja, Aoα×β (G×H) e (AoαG)oβ˜H sa˜o isomorfas segundo
ϕ. Portanto:
(AG oβG H) ∼M (Aoα G)oβ˜ H ∼= Aoα×β (G×H)
∼= Aoβ×α (H ×G) ∼M (AH oαH G).
Portanto, (AG oβG H) ∼M (AH oαH G), como quer´ıamos demonstrar.

Nosso intuito agora e´ adaptar esse teorema para um caso mais
concreto: A = C0(X), em que X e´ um G-espac¸o topolo´gico Hausdorff
localmente compacto. Para tal intento, precisaremos de um resultado
preliminar, uma definic¸a˜o, dois lemas, um teorema e caracterizar de
forma apropriada a C∗-a´lgebra C0(X)G.
Proposic¸a˜o 5.12 Se ϕ : A → B e´ *-isomorfismo entre C∗-a´lgebras e
(A,G, α) e´ sistema dinaˆmico com G grupo compacto enta˜o a aplicac¸a˜o
α′ : G→ Aut(B)
dada por α′r(b) = ϕ(αr(ϕ
−1(b))) e´ ac¸a˜o de G em B, (B,G, α′) e´ sistema
dinaˆmico e Aoα G ∼= B oα′ G.
Demonstrac¸a˜o: Comecemos com as verificac¸o˜es mais imediatas, por
exemplo, demonstremos que α′ e´ homomorfismo cont´ınuo (com topolo-
gia da convergeˆncia pontual em Aut(B)) de grupos:
α′e(b) = ϕ(αe(ϕ
−1(b))) = b⇒ α′e = IB ;
α′r(α
′
s(b)) = α
′
r(ϕ(αs(ϕ
−1(b)))) = ϕ(αrs(ϕ−1(b))) = α′rs(b).
Agora, se uma net (ri) em G e´ tal que ri → e enta˜o e´ claro que
ϕ(αri(ϕ
−1(b)))→ b para todo b ∈ B, o que garante que α′ e´ homomor-
fismo cont´ınuo e temos, de fato, que (B,G, α′) e´ sistema dinaˆmico.
Considere agora a seguinte aplicac¸a˜o:
ϕ∗ : Cc(G,A)→ Cc(G,B)
ϕ∗(f)(r) = ϕ(f(r)).
Ela e´ um *-homomorfismo isome´trico e sobrejetor entre *-a´lgebras. De
fato:
1. (ϕ∗ e´ linear) ϕ∗(λf + g)(r) = λϕ(f(r)) + ϕ(g(r)) = [λϕ∗(f) +
ϕ∗(g)](r)
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2. (ϕ∗ e´ multiplicativo)
ϕ∗(f) ∗ ϕ∗(g)(r) =
∫
G
ϕ∗(f)(s)α′s(ϕ∗(g)(s
−1r))dµ(s)
=
∫
G
ϕ(f(s))α′s(ϕ(g(s
−1r)))dµ(s)
=
∫
G
ϕ(f(s))ϕ(αs(g(s
−1r)))dµ(s)
= ϕ(f ∗ g(r)) = ϕ∗(f ∗ g)(r).
3. (ϕ∗ preserva adjuntos)
(ϕ∗(f))∗(r) = α′r(ϕ(f(r
−1)∗)) = ϕ(αr(f(r−1)∗) = ϕ∗(f∗)(r).
4. (ϕ∗ e´ sobrejetora)
Dada g ∈ Cc(G,B) defina f(r) := ϕ−1(g(r)). Na˜o e´ dif´ıcil ver
que f ∈ Cc(G,A) e ϕ∗(f) = g.
5. (ϕ e´ isometria, em particular, injetora)
Para provar esse item, precisaremos trabalhar com as representac¸o˜es
covariantes de ambos os sistemas dinaˆmicos, provenientes de A e
de B. Seja (pi, U) representac¸a˜o covariante de (A,G, α). Tome
o par (pi′, U) par tal que pi′(b) := pi(ϕ−1(b)), para todo b ∈ B.
Enta˜o pi′ e´ *-representac¸a˜o de B e vale:
pi′(α′r(b)) = pi(ϕ
−1(α′r(b))) = pi(ϕ
−1(ϕ(αr(ϕ−1(b))))
= pi(αr(ϕ
−1(b))) = Urpi(ϕ−1(b))Ur−1 = Urpi′(b)Ur−1 .
Portanto, (pi′, U) e´ representac¸a˜o covariante de (B,G, α′). Mais
ainda, note que:
pi′ o U(ϕ(f)) =
∫
G
pi′(ϕ(f)(s))Usdµ(s) (5.10)
=
∫
G
pi(f(s))Usdµ(s) = pi o U(f). (5.11)
Por conseguinte, temos uma aplicac¸a˜o
Rep(A,G, α)→ Rep(B,G, α′)
dada por (pi, U) 7→ (pi′, U) e ainda ‖ϕ(f)‖ ≥ ‖f‖ (norma universal, ou
seja, aquela que considera todas as representac¸o˜es covariantes). Vamos
provar que a aplicac¸a˜o entre representac¸o˜es covariantes e´ uma bijec¸a˜o.
87
Se (pi′, U) = (ρ′, V ) enta˜o pi(ϕ−1(b)) = pi′(b) = ρ′(b) = ρ(ϕ−1(b)) para
todo b ∈ B. Portanto, pi = ρ, U = V e aplicac¸a˜o e´ injetora.
Para vermos a sobrejetividade, seja (M,U) representac¸a˜o cova-
riante de (B,G, α′). Considere a representac¸a˜o covariante de (A,G, α)
(pi, U) dada por pi(a) = M(ϕ(a)). A condic¸a˜o de covariaˆncia e´ facil-
mente verificada para (pi, U) e ainda (pi′, U) = (M,U), donde segue que
a aplicac¸a˜o e´ bijetora. Pela constatac¸a˜o 5.10 acima, temos que ϕ e´ *-
isomorfismo isome´trico entre *-a´lgebras, e portanto estende-se para um
isomorfismo no aˆmbito de produtos cruzados, ou seja, AoαG ∼= Boα′G,
como quer´ıamos demonstrar. 
Definic¸a˜o 5.13 Sejam X espac¸o Hausdorff localmente compacto e A
uma C∗-a´lgebra. Dizemos que A e´ uma C0(X)-a´lgebra se existe um
*-homomorfismo na˜o-degenerado C0(X) → M(A) que associa cada f
ao multiplicador a 7→ fa.
Se X e´ um G-espac¸o com β sendo a ac¸a˜o correspondente em
C0(X) e (G,A, α) e´ um sistema dinaˆmico, dizemos que ele e´ uma
(G,C0(X), β)-a´lgebra se A for uma C0(X)-a´lgebra tal que o homomor-
fismo C0(X)→M(A) e´ G-equinvariante, ou seja, satisfaz:
αr(fa) = βr(f)αr(a)
para f ∈ C0(X), a ∈ A e r ∈ G.
Observac¸a˜o 5.14 Todo sistema dinaˆmico (C0(X), G, α) (em que G,
grupo Hausdorff compacto, age em X e α e´ a ac¸a˜o correspondente
canoˆnica em C0(X)) e´ uma (C0(X), G, α)-a´lgebra de maneira canoˆnica.
Lema 5.15 Sejam {ei}i∈I unidade aproximada para a C∗-a´lgebra A e
(A,G, α) um sistema dinaˆmico com G grupo compacto. Enta˜o
P (ei) =
∫
G
αs(ei)dµ(s)
e´ uma unidade aproximada G-invariante para A.
Demonstrac¸a˜o:
Na˜o e´ dif´ıcil ver que para todo a′ ∈ A, P (a′) e´ G-invariante.
Tome, agora, a ∈ A, r ∈ G e ε > 0. Logo, existem ir tal que i ≥ ir ⇒
‖eiαr(a) − αr(a)‖ < ε e uma vizinhanc¸a de r, Vr, tal que s ∈ Vr ⇒
‖αs(a)− αr(a)‖ < ε. Portanto, para s ∈ Vr, i ≥ ir temos:
‖eiαs(a)− αs(a)‖ ≤ ‖eiαs(a)− eiαr(a)‖+ ‖eiαr(a)− αr(a)‖+
88
+‖αr(a)− αs(a)‖
< 3ε.
Sendo G compacto, podemos extrair uma subcobertura finita de⋃
r∈G Vr, digamos
⋃n
i=1 Vri = G. Assim, tomando s ∈ G (portanto
s ∈ Vrj para algum j) e i ≥ max{ir1 , ..., irn}, obtemos:
‖eiαs(a)− αs(a)‖ ≤
‖eiαs(a)− eiαtj (a)‖+ ‖eiαtj (a)− αtj (a)‖+ ‖αtj (a)− αs(a)‖ < 3ε.
Isso quer dizer que eiαs(a) → αs(a) para todo s ∈ G uniforme-
mente. Portanto:
‖P (ei)a− a‖ =
∥∥∥∥∫
G
αr(ei)adµ(r)− a
∥∥∥∥ = ∥∥∥∥∫
G
αr(ei − αr−1(a))dµ(r)
∥∥∥∥
≤
∫
G
‖eiαr−1(a)− αr−1(a)‖dµ(r) < 3ε.
Portanto P (ei) e´ unidade aproximada G-invariante para A.
Lema 5.16 Sejam G grupo compacto e X um G-espac¸o livre (ver De-
finic¸a˜o 4.30) localmente compacto Hausdorff. Enta˜o as func¸o˜es ϕf1f2 ∈
C0(G × X), ϕf1f2(r, x) = f1(x)f2(r−1x) , para todas f1, f2 ∈ C0(X)
geram um subespac¸o denso de C0(G×X).
Demonstrac¸a˜o:
Primeiramente vamos mostrar que span{ϕf1f2 / f1, f2 ∈ C0(X)} =
D e´ uma *-suba´lgebra de C0(G × X). Tome f1, f2, g1 e g2 ∈ C0(X).
Enta˜o:
ϕf1f2ϕg1g2(r, x) = ϕf1f2(r, x)ϕg1g2(r, x)
= f1(x)f2(r
−1x)g1(x)g2(r−1x)
= ϕf1g1 f2g2(r, x)
e
(ϕf1f2)
∗(r, x) = f1(x) f2(r−1x) = ϕf∗1 f∗2 (r, x)
mostram que, de fato, D e´ uma ∗-suba´lgebra de C0(G×X). Vejamos
agora que ela separa pontos. Suponha (s, x) 6= (r, y).
Se x = y (o que implica s 6= r), tome f ∈ C0(X) tal que f(x) = 1.
Note que r−1x 6= s−1x, pois se tive´ssemos r−1x = s−1x, enta˜o x =
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rs−1x e assim rs−1 = e, ja´ que a ac¸a˜o e´ livre. Mas isso contradiz o fato
de termos r 6= s. Assim, existe g ∈ C0(X) tal que g(r−1x) 6= g(s−1x).
Portanto, ϕfg(s, x) 6= ϕf,g(r, x)
Se x 6= y, escolha f ∈ C0(X)/ f(x) 6= f(y) e g ∈ C0(X) tal que
g(K) = 1 para algum compacto K que conte´m Gx ∪Gy. Tambe´m ha´
separac¸a˜o de pontos nesse caso, portanto. 
Teorema 5.17 Sejam G grupo compacto, X um G-espac¸o livre local-
mente compacto Hausdorff e (C0(X), G, β) o sistema dinaˆmico corres-
pondente. Se (G,A, α) e´ uma (C0(X), G, β)-a´lgebra, enta˜o α e´ satu-
rada.
Demonstrac¸a˜o:
Sejam a, b ∈ A, z ∈ C(G), s, r ∈ G. Mostraremos que as func¸o˜es
do tipo z⊗ a(s) := z(s)a podem ser aproximadas em ‖.‖∞ em C(G,A)
por combinac¸a˜o linear de func¸o˜es do tipo s 7→ aαs(b). Isso mostrara´,
devido aos lemas 5.5 e 4.1, que as func¸o˜es do tipo s 7→ aαs(b) geram um
subespac¸o denso segundo ‖.‖∞ (e portanto segundo a norma universal)
em C(G,A). Tome g ∈ C(G), a ∈ A e ε > 0. Considere {ei} unidade
aproximada G-invariante para A e f ∈ C0(X), 0 ≤ ‖f‖ ≤ 1 tais que
existe i0 tal que i ≥ i0 ⇒ ‖a− aei‖ < ε e ainda ‖a− fa‖ ≤ 0. Como a
aplicac¸a˜o (r, x) 7→ g(r)f(x) esta´ em C0(G×X), pelo Lema 5.16, temos
que existem f1k, f2k, k ∈ {1, ..., n} tais que:∣∣∣∣∣g(r)f(x)−
n∑
k=1
f1k(x)f2k(r
−1x)
∣∣∣∣∣ < min
(
1,
ε
‖a‖
)
.
Escolha ak = f1ka; b1k = f2kei0 . Assim, dado r ∈ G, teremos:∥∥∥∥∥g(r)a−
n∑
k=1
akαr(bk)
∥∥∥∥∥ ≤ ‖g(r)a− g(r)fa‖
+
∥∥∥∥∥g(r)fa−
n∑
k=1
f1kaαr(f2kei0)
∥∥∥∥∥
≤ ‖g‖∞‖a− fa‖
+
∥∥∥∥∥g(r)fa−
n∑
k=1
f1kaβr(f2k)αr(ei0)
∥∥∥∥∥
≤ ‖g‖∞ε
+
∥∥∥∥∥g(r)fa−
(
n∑
k=1
f1kβr(f2k)
)
a(ei0)
∥∥∥∥∥
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≤ ‖g‖∞ε+
∥∥∥∥∥g(r)f −
n∑
k=1
f1kβr(f2k)
∥∥∥∥∥ ‖a‖
+
∥∥∥∥∥
n∑
k=1
f1kβr(f2k)‖‖a− aei0
∥∥∥∥∥
< ‖g‖∞ε+ ε+ (1 + ‖g‖∞)ε.
em que f1kβr(f2k)(x) = f1k(x)f2k(r
−1x), para todo k ∈ {1, ..., n}. A
u´ltima desigualdade acima contou com a seguinte constatac¸a˜o:∥∥∥∥∥
n∑
k=1
f1kβr(f2k)
∥∥∥∥∥ ≤
∥∥∥∥∥g(r)f −
n∑
k=1
f1kβr(f2k)
∥∥∥∥∥+ ‖g(r)f‖
< 1 + ‖g‖∞.
Caracterizemos, logo apo´s definir aplicac¸o˜es pro´prias, C∗-a´lgebra
C0(X)
G.
Definic¸a˜o 5.18 Sejam X e Y espac¸os topolo´gicos localmente com-
pactos Hausforff e f : X → Y uma aplicac¸a˜o cont´ınua. f e´ dita
pro´pria se f−1(K) e´ compacto em X sempre que K for compacto em
Y . Mais especificamente, um G-espac¸o localmente compacto (em que
G e´ um grupo localmente compacto) X sera´ dito pro´prio se a aplicac¸a˜o
(s, x) 7→ (sx, x) for pro´pria de G×X em X ×X. Nesse caso, dizemos
ainda que a ac¸a˜o e´ pro´pria ou que o grupo G age propriamente em X.
Observac¸a˜o 5.19 Na˜o e´ dif´ıcil ver que toda ac¸a˜o proveniente de um
grupo topolo´gico compacto e´ pro´pria.
Proposic¸a˜o 5.20 Sejam X G-espac¸o localmente compacto Hausdorff,
G grupo compacto e (C0(X), G, α) sistema dinaˆmico usual, com αr(f) =
f(r−1x). Considere pi : X → G/X, pi(x) = Gx, o mapeamento quoci-
ente. Enta˜o pi∗ : C0(G/X) → C0(X)G, pi∗(f) = f ◦ pi, e´ um isomor-
fismo.
Demonstrac¸a˜o:
O Corola´rio 3.43 de (WILLIAMS, 2007) diz que G/X e´ Hausdorff, ja´ que
X e´ pro´prio. O Lema 3.37 de (WILLIAMS, 2007) nos diz ainda que se
G/X e´ Hausdorff enta˜o T ⊂ G/X e´ compacto se e somente se existe
D ⊂ X compacto tal que D = pi−1(T ). Isso garante que pi e´ uma
aplicac¸a˜o pro´pria.
Vamos agora mostrar que a aplicac¸a˜o pi∗, pi∗(f) = f ◦ pi esta´ de
fato bem definida e se trata de um isomorfismo. Seja r ∈ G e x ∈ X.
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Enta˜o:
αr(f ◦ pi)(x) = f ◦ pi(r−1x) = f(Gr−1x) = f(Gx) = f ◦ pi(x).
O Lema 3.25 de (WILLIAMS, 2007) diz que pi e´ cont´ınua e aberta.
Fixando ε > 0, vale a igualdade:
{x ∈ X, f ◦ pi(x) = f(Gx) ≥ 0} = pi−1({Gx ∈ (G/X) : f(Gx) ≥ ε})
e isso nos garante que f ◦ pi e´ cont´ınua e se anula no infinito.
Na˜o e´ dif´ıcil ver que pi∗ e´ *-homomorfismo injetivo. Para vermos
que e´ sobrejetivo, seja g ∈ C0(X)G. Defina a aplicac¸a˜o f que para cada
Gx ∈ G/X vale f(Gx) := g(x). Tal aplicac¸a˜o esta´ bem definida, pois,
por exemplo, tomando rx ∈ Gx, temos
f(Grx) = g(rx) = αr−1(g)(x) = g(x).
Mais ainda, f e´ cont´ınua, pois dado A conjunto aberto em C ,
temos:
f−1(A) = {Gx ∈ G/X : f(Gx) = g(x) ∈ A} = pi(g−1(A)).
Sendo g cont´ınua e pi aberta, a igualdade acima mostra que f−1(A) e´
aberto, portanto f e´ cont´ınua. 
Tendo em ma˜os os Teoremas 5.10 e 5.17, a Proposic¸a˜o 5.12 e
o *-isomorfismo acima, obtemos o seguinte exemplo, que nada mais e´
do que uma adaptac¸a˜o do Teorema 2 de (CURTO; MUHLY; WILLIAMS,
1984) e conhecido como Teorema Sime´trico de Imprimitividade (versa˜o
para a´lgebras comutativas).
Exemplo 5.21 Sejam X espac¸o Hausdorff localmente compacto e G e
H grupos compactos Hausdorff agindo livremente em X e comutando.
Considere C0(X) e as respectivas ac¸o˜es (provenientes da ac¸a˜o em X)
de G e H em C0(X) denotadas por α e β. Considere β
G e αH ac¸o˜es
conforme o Teorema 5.10 (para A = C0(X)). Enta˜o:
C0(X/G)o(βG)′ H ∼M C0(X/H)o(αH)′ G
em que (βG)′ e (αH)′ sa˜o obtidas por meio dos *-isomorfismos entre
C0(X/G) e C0(X)
G e entre C0(X/H) e C0(X)
H , que sa˜o obtidos a
partir da Proposic¸a˜o 5.20 e da Proposic¸a˜o 5.12.
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Vamos ver agora um exemplo ainda mais concreto, que na ver-
dade e´ uma versa˜o simplificada do Teorema de Stone-von Neumann,
pois consideramos G grupo compacto, ao inve´s de localmente compacto,
como esta´ em (WILLIAMS, 2007) por exemplo. Dentre outras utilida-
des, ele diz que mesmo que a C∗-a´lgebra A de um sistema dinaˆmico
(A,G, α) seja abeliana, o produto cruzado proveniente pode na˜o ser.
Exemplo 5.22 Seja G grupo compacto e escolha X = G, portanto X
e´ um G-espac¸o em relac¸a˜o a translac¸a˜o a` esquerda. Se (C(G), G, τ) e´
sistema dinaˆmico, com τr(f)(s) = f(r
−1s) e G grupo compacto, enta˜o
C(G)oτ G ∼= K(L2(G)).
A ac¸a˜o da hipo´tese e´ livre, pois rx = x ⇒ r = e,∀x ∈ X = G.
Portanto, Gx = {e}. Mais ainda, C0(X/G) ∼= C como C∗-a´lgebras,
pois dados Gx e Gy, por y = yx−1x, tem-se Gx = Gy.
Vimos tambe´m que se G age livremente em X enta˜o τ e´ saturada
(Teorema 5.17). Assim pela Proposic¸a˜o 5.2, obtemos: C0(G/X) ∼=
C0(X)
G ∼M C0(X)oτ G. Portanto: C ∼M C0(G)oτ G.
Pela Proposic¸a˜o 3.23, existeH espac¸o de Hilbert tal que C(G)oτ
G ∼= KC(H). Assim, C(G)oτG e´ C∗-a´lgebra simples (pois KC(H) o e´)
e encontrando uma *-representac¸a˜o sua na˜o-nula, esta tem de ser fiel.
Considere a aplicac¸a˜o
M : C(G)→ B(L2(G))
f 7→Mf
em que Mf (ξ) = f · ξ.
Vamos provar que M define de fato uma *-representac¸a˜o fiel.
Primeiramente note que f ·ξ e´ um elemento de L2(G) pois G e´ compacto
e f cont´ınua. Assim:
1. (Mf ∈ B(L2(G))) ‖Mf‖ = sup‖ξ‖≤1‖f · ξ‖ ≤ ‖f‖ ⇒ ‖Mf‖ ≤ 1,
2. (M e´ homomorfismo) Verificac¸a˜o trivial,
3. (M preserva adjuntos)
〈Mfξ, η〉 =
∫
G
(Mfξ(r))
∗η(r)dµ(r) =
∫
G
ξ(r)f(r)η(r)dµ(r)
=
∫
G
ξ(r)Mf∗η(r)dµ(r) = 〈ξ,Mf∗η〉,
4. (M e´ injetiva) Mf = 0⇒ f(r)ξ(r) = 0,∀ξ ∈ L2(G), r ∈ G. Sendo
G compacto, a func¸a˜o constante ξ ≡ 1 esta´ em L2(G). Portanto
f = 0 e M e´ de fato representac¸a˜o fiel.
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Considere agora λ : G → U(L2(G)); λ(r)f(s) = f(r−1s). E´
claro que λ e´ homorfismo unita´rio de grupos, com ‖λ(r)‖ = 1,∀r ∈ G.
Verifiquemos agora que (M,λ) e´ representac¸a˜o covariante:
λrMfλr−1(h)(s) = Mfλr−1(h)(r
−1s) = f(r−1s)λr−1(h)(r−1s)
= f(r−1s)h(s) = Mτr(f)(h)(s).
Pela teoria de produtos cruzados, temos que M o λ : C(G) o G →
B(L2(G)) e´ uma *-representac¸a˜o, portanto fiel, visto que
C(G)oτ G ∼= K(H)
e que a a´lgebra dos operadores compactos de um espac¸o de Hilbert e´
simples. Mostraremos agora que M o λ(C(G)oτ G) = K(L2(G)).
Fixe θξ,η ∈ K(L2(G)) com ξ, η ∈ C(G). Defina f ∈ C(G×G) ↪→
C(G,C(G)) por f(s, r) = ξ(r)η(s−1r). Assim:
M o λ(f)(g)(r) =
∫
G
Mf(s)λ(s)(g)(r)dµ(s)
=
∫
G
f(s, r)g(s−1r)dµ(s)
=
∫
G
ξ(r)η(s−1r)g(s−1r)dµ(s)
= ξ(r)
∫
G
η(s)g(s)dµ(s) = θξ,η(g)(r).
Portanto, K(L2(G)) ⊂ M o λ(C(G)oG), visto que o conjunto
Moλ(C(G)oG) e´ fechado e elementos da forma θξ,η geram K(L2(G)).
Pelo Lema 5.16, a mesma igualdade mostra que M o λ(C(G)oτ G) ⊂
K(L2(G)). Assim,
M o λ(C(G)oG) = K(L2(G)),
como quer´ıamos demonstrar. 
Para o pro´ximo exemplo, precisaremos de mais alguns prepa-
ros. Primeiro, dada uma C∗-a´lgebra A e u ∈ A, definimos a aplicac¸a˜o
Ad(u) : A→ A, Ad(u)(a) = uau∗. Para mostrar a saturac¸a˜o de ac¸o˜es,
usaremos o seguinte resultado, que e´ o Teorema 7.1.15 de (PHILLIPS,
1987):
Teorema 5.23 Seja (A,G, α) sistema dinaˆmico, com G grupo abeliano
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compacto. Para τ ∈ Ĝ defina:
Aτ := {a ∈ A : αr(a) = τ(r)a,∀r ∈ G}.
A ac¸a˜o α e´ saturada se e somente se
A∗τAτ = span{a∗b : a, b ∈ Aτ} = AG, ∀τ ∈ Ĝ.
Observac¸a˜o 5.24 Mantendo as mesmas hipo´teses do teorema ante-
rior, note que todo τ ∈ Ĝ satisfaz: A∗τAτ ⊂ AG. Dados a, b ∈ Aτ e
r ∈ G, a inclusa˜o segue imediatamente dessas igualdades:
αr(a
∗b) = αr(a)∗αr(b) = τ(r)a∗τ(r)b = a∗b.
Preparados, vamos ao exemplo.
Exemplo 5.25 Sejam M2 a C
∗-a´lgebra das matrizes 2× 2 com entra-
das complexas e G = {e, g1, g2, g1g2} grupo de quatro elementos tal que
g1g2 = g2g1 (observe que G e´ isomorfo ao grupo Z2 × Z2). Defina a
ac¸a˜o α : G→ Aut(M2) por:
αe = I; αg1 = Ad
(
1 0
0 −1
)
;
αg2 = Ad
(
0 1
1 0
)
; αg1g2 = Ad
(
0 1
−1 0
)
.
Enta˜o M2 oα G ∼= M4.
Demonstrac¸a˜o:
Mostremos primeiramente que MG2
∼= C. Tome
a =
(
x y
z w
)
∈MG2 .
Enta˜o, ca´lculos simples mostram que
αg1(a) =
(
w y
y x
)
e αg2(a) =
(
x −y
−z w
)
.
Da´ı segue que
αg1(a) = a⇒
(
w y
y x
)
=
(
x y
z w
)
⇒ w = x
z = y
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e
αg2(a) = a⇒
(
x −y
−y x
)
=
(
x y
y x
)
⇒ y = 0.
Portanto:
MG2 =
{(
x 0
0 x
)
: x ∈ C
}
∼= C.
Agora, usando Teorema 5.23, mostraremos que α e´ saturada pro-
vando que A∗τAτ = A1 para todo τ ∈ Ĝ. Primeiramente observe que
Ĝ = {1, τ1, τ2, τ1τ2}, τi e´ o u´nico caracter satisfazendo τi(gi) = 1 e
τi(gj) = −1 para i 6= j. Note que Ĝ ∼= G como grupos (isto e´ um fato
geral pois Ẑn ∼= Zn e ̂G1 ×G2 ∼= Ĝ1× Ĝ2; veja (HEWITT; ROSS, 1994)).
Vamos agora calcular Aτ para cada τ ∈ Ĝ. Para τ = 1 (o
caracter trivial: τ(r) = 1 para todo r em G), e´ imediato que A1 = A
G.
Vamos agora calcular
Aτ1 = {a ∈ A : αg(a) = τ1(g)a para todo g ∈ G}.
Para g = g1, obtem-se: para a =
(
x y
z w
)
, como acima, αg1(a) =
τ1(g1)a = a implica y = z = 0. Em similarmente, α1(a) = τ1(g2)a =
−a implica w = −x. Logo
Aτ1 =
{(
x 0
0 −x
)
: x ∈ C
}
.
Analogamente, mostra-se que
Aτ2 =
{(
0 y
y 0
)
: x ∈ C
}
e
Aτ1τ2 = Aτ1Aτ2 =
{(
0 y
−y 0
)
: x ∈ C
}
.
Disto segue facilmente que A∗τAτ = A
G para todo τ ∈ Ĝ, com desejado.
Logo a ac¸a˜o em questa˜o e´ saturada. Pela Proposic¸a˜o 5.2, temos C ∼=
MG2 ∼M M2 oα G e pelo segundo item da Proposic¸a˜o 3.23, existe H
espac¸o de Hilbert tal que M2 oα G ∼= K(H). Mas M2 oα G e´ isomorfo
a C(G,M2) como espac¸o vetorial e portanto H tem de ter dimensa˜o 4.
Isso garante que K(H) ∼= M4, donde segue o resultado.
Exemplo 5.26 Seja G grupo compacto e considere a C∗-a´lgebra A =
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K(L2(G)), com ac¸a˜o α = Adρ de G, dada por
αr(x) = ρr ◦ x ◦ ρr−1 ,
em que ρ : G→ B(L2(G)) e´ a representac¸a˜o regular a` direita: ρr(ξ)|s =
ξ(sr), para todos ξ ∈ L2(G) e s, r ∈ G. Enta˜o o produto cruzado AoAdρ
G e´ Morita equivalente a C∗-a´lgebra reduzida do grupo G, denotada por
C∗r (G).
Primeiramente verifiquemos que α define uma ac¸a˜o de G em A:
1. αe(x) = ρe ◦ x ◦ ρe = x,
2. αst(x) = ρst ◦ x ◦ ρt−1s−1 = αs(ρt ◦ x ◦ ρt−1) = αs(αt(x)).
Seja M : C(G) → B(L2(G)) ∼= M(K(L2(G))) a representac¸a˜o
multiplicac¸a˜o Mf (ξ) := f · ξ. Enta˜o, por meio dela, A = K(L2(G))
se torna uma (C(G), G, τ)-a´lgebra, em que τ e´ a ac¸a˜o de translac¸a˜o
a` direita: τt(f)|s := f(st) e definimos fk := Mfk, para todos k ∈
K(L2(G)) e f ∈ C(G). Como na˜o e´ dif´ıcil ver que M e´ *- homomor-
fismo, provemos apenas que Mf e´ G-equivariante:
αr(fk)(ξ)|s = αr(Mfk)(ξ)|s = ρr ◦Mfk ◦ ρr1(ξ)|s
= (Mfk ◦ ρr−1)(ξ)|sr = f(sr)k ◦ ρr−1(ξ)|sr
= f(sr)(ρr ◦ k ◦ ρr−1)(ξ)|s
= Mτr(f)((ρr ◦ k ◦ ρr−1)(ξ))|s
= τr(f)αr(k)(ξ)|s.
Agora, como τ e´ livre, temos que α e´ saturada pelo Teorema
5.17, portanto AG ∼= AoαG. Calculemos agora a a´lgebra de ponto fixo
AG mais explicitamente. Por definic¸a˜o, AG := {a ∈ A : αt(a) = a}.
Note ainda que vale a igualdade AG = {E(a) := ∫
G
αt(a)dt, a ∈ A}.
Mais ainda, sendo E cont´ınuo pela constatac¸a˜o abaixo:
‖E(a)− E(b)‖ = ‖
∫
G
αt(a)− αt(b)dt‖
≤
∫
G
‖αt(a)− αt(b)‖dt ≤ ‖a− b‖,
vale que AG = {E(a) : a ∈ A0} para qualquer *-suba´lgebra densa A0
de A. No nosso caso, queremos aplicar esse fato para
A0 = span{θξ,η : θξ,η(ζ) = ξ〈η, ζ〉}.
97
Pode-se ver em (LANCE, 1995) que A0 e´ de fato *-subalgebra densa de
A = K(L2(G)) (A0 e´ a *-subalgebra dos operadores de posto finito).
Veremos que AG = C∗r (G), a C
∗-a´lgebra reduzida do grupo G (veja
Exemplo 4.16), isto e´, o fecho de λ(C(G)) em B(L2(G)), em que λ :
C(G)→ B(L2(G)) e´ a aplicac¸a˜o λ(f)g = f ∗ g, em que
f ∗ g(t) =
∫
G
f(s)g(s−1t)dµ(s)
e´ o produto de convoluc¸a˜o em C(G) ⊂ C oG. Lembrando da fo´rmula
de involuc¸a˜o em C(G):
f∗(t) = f(t−1),
note que:
E(θξ,η)(ζ)(t) =
∫
G
αr(θξ,η)(ζ)(t)dµ(r)
=
∫
G
ρr ◦ θξ,η ◦ ρr−1(ζ)(t)dµ(r)
=
∫
G
θξ,η ◦ ρr−1(ζ)(tr)dµ(r)
=
∫
G
ξ(tr)〈η, ρr−1(ζ)〉dµ(r)
=
∫
r
ξ(tr)
∫
s
η(s)ζ(sr−1)dµ(s)dµ(r)
=
∫
r
∫
s
ξ(tr)η(s)ζ(sr−1)dµ(s)dµ(r)
=
∫
s
∫
r
ξ(r)η(s)ζ(sr−1t)dµ(r)dµ(s)
=
∫
r
∫
s
ξ(r)η(s−1r)ζ(s−1t)dµ(s)dµ(r)
=
∫
s
∫
r
ξ(r)η(s−1r)ζ(s−1t)dµ(r)dµ(s)
=
∫
s
∫
r
ξ(r)η(s−1r)dµ(r)ζ(s−1t)dµ(s)
=
∫
s
(ξ ∗ η∗)(s)ζ(s−1t)dµ(s)
= λ(ξ ∗ η∗)(ζ)(t).
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Agora, na˜o e´ dif´ıcil ver que o espac¸o vetorial gerado pelas func¸o˜es
do tipo ξ ∗η∗ e´ denso em C(G) e C(G), por sua vez, e´ denso em CoG.
Portanto:
AG = span{E(θξ,η) : ξ, η ∈ C(G)} = span{λ(ξ ∗ η∗) : ξ, η ∈ C(G)}
= λ(CoG) ∼= C∗r (G).
Exemplo 5.27 Seja G grupo abeliano compacto e considere o dual de
Pontriagin Gˆ = {x : G → T : x e´ homomorfismo de grupos} que e´ um
grupo discreto (por (HEWITT; ROSS, 1994)). Seja β uma ac¸a˜o de Gˆ na
C∗-a´lgebra B. Defina A := B oβ Gˆ. Enta˜o a ac¸a˜o α : G → Aut(A)
dada por αr(f)(x) = x(r)f(x) e´ tal que Aoα G ∼M B.
Note que αe = ICc(Gˆ,B) e αrs = αr ◦ αs para todos r, s ∈
G. Tambe´m, fixado r ∈ G, αr : Cc(Gˆ, B) → Cc(Gˆ, B) e´ um ∗-
automorfismo, onde Cc(Gˆ, B) e´ visto aqui como ∗-suba´lgebra de BoβGˆ.
Mais ainda, αr e´ obviamente isome´trica com respeito a` norma L1. Se-
gue que αr se estende a` um ∗-automorfismo de Boβ Gˆ (em particular,
isome´trico com respeito a` norma universal) e sua estensa˜o sera´ ainda
denotada por αr. Observe ainda que, fixada f ∈ Cc(Gˆ, B), a func¸a˜o
r 7→ αr(f) e´ cont´ınua com respeito a` norma L1 e assim tambe´m com
respeito a` norma C∗-norma sobre Boβ Gˆ. Logo α define, de fato, uma
ac¸a˜o de G sobre A = B o Gˆ.
Mais ainda, (A,G, α) e´ uma (C(G), G, τ)-a´lgebra por meio da
aplicac¸a˜o
ψ := i˜Gˆ ◦ φ : C(G)→M(B oβ Gˆ)
z 7→ i˜Gˆ(zˆ)
em que φ : C(G) → C∗(Gˆ) e´ o *-isomorfismo tal que para cada z ∈
C(G) associa a transformada de Fourier zˆ, definido por
zˆ(x) :=
∫
G
x(s)z(s)dµ(s)
e i˜Gˆ : C
∗(G) = CoG→M(B oβ G) e´ o homomorfismo dado por
i˜Gˆ(zˆ) =
∑
x∈Gˆ
zˆ(x)iGˆ(x).
Todas essas constatac¸o˜es se encontram nas pa´ginas 26 e 56 de (WIL-
LIAMS, 2007). Observe que ψ define, de fato, um *-homomorfismo
na˜o-degenerado por ser uma composic¸o˜es de tais aplicac¸o˜es (ja´ que a
99
transformada de Fourier e´ um isomorfismo e i˜Gˆ e´ um ∗-homomorfismo
na˜o-degenerado por (WILLIAMS, 2007)). Para mostrar que ψ e´ G-
equivariante, observe que
αr(ψ(z)f)|x = x(r)(ψ(z)f)(x) = x(r)˜iGˆ(zˆ)(f)|x
= x(r)
∑
y∈Gˆ
zˆ(y)βy(f(y
−1x)).
E por outro lado,
ψ(τr(z))αr(f)|x = i˜Gˆ(τ̂r(z))αr(f)|x
=
∑
y∈Gˆ
τ̂r(z)(y)βy(f(y
−1x))(y−1x)(r)
= x(r)
∑
y∈Gˆ
y(r)τ̂r(z)(y)βy(f(y
−1x)).
Para concluir que as duas expresso˜es acima sa˜o iguais, basta ver que
τ̂r(z)(y) = y(r)zˆ(y) e isso segue do seguinte ca´lculo (onde usamos que
G e´ abeliano e assim unimodular):
τ̂r(z)(y) =
∫
G
y(s)τr(z)(s)dµ(s) =
∫
G
y(s)z(sr)dµ(s)
=
∫
G
y(sr−1)z(s)dµ(s) = y(r)zˆ(y).
Assim (A,G, α) e´ uma (C(G), G, τ)-a´lgebra e portanto A oα
G ∼M AG ja´ que τ e´ livre. Finalmente, vamos mostrar que AG ∼= B
por meio da imersa˜o canoˆnica iB : B → B oβ Gˆ dada por iB(b) = bδ1
(ou seja, bδ1 e´ a func¸a˜o de Cc(Gˆ, B) que vale b em 1 ∈ Gˆ e 0 caso
contra´rio).
Provaremos que AG = iB(B) usando que A
G = span{E(a) : a ∈
A0} em que A0 = Cc(Gˆ, B) ⊂ B oβ Gˆ = A. Primeiramente note que
dado x ∈ Gˆ, temos∫
G
x(t)dµ(t) = δx,1 :=
{
1 se x = 1,
0 caso contra´rio.
De fato, da invariaˆncia da medida de Haar, temos∫
G
x(t)dµ(t) =
∫
G
x(st)dµ(t) = x(s)
∫
G
x(t)dµ(t),
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para todo s ∈ G. Da´ı segue que ∫
G
x(t)dµ(t) = 0 ou x(s) = 1 para todo
s, isto e´, x = 1 e neste caso
∫
G
x(t)dµ(t) = 1 (ja´ que estamos sempre
supondo µ(G) = 1). Da´ı segue que
E(a)|x =
∫
G
αt(a)|xdµ(t) =
∫
G
x(t)a(x)dµ(t) = δx,1a(x) = δx,1a(1),
ou seja E(a) = iB(a(1)) para todo a ∈ Cc(Gˆ, B). Como obviamente
todo elemento de B e´ da forma a(1) para algum a ∈ Cc(Gˆ, B), segue o
resultado. Logo
B o GˆoG = Aoα G ∼M B.
Observac¸a˜o 5.28 A equivaleˆncia de Morita BoGˆoG ∼M B do exem-
plo anterior esta´ relacionada com o Teorema de Dualidade de Takai-
Takesaki, que diz que B o Gˆ o G ∼= B ⊗ K(l2(Gˆ)), veja (WILLIAMS,
2007) para mais detalhes.
5.3 CONSIDERAC¸O˜ES FINAIS
Tomando por base os resultados obtidos nessa dissertac¸a˜o, ha´
muito o que se estudar ainda sobre equivaleˆncia de Morita para C∗-
a´lgebras e produtos cruzados. Alia´s, o presente trabalho na˜o passa
de uma introduc¸a˜o a esses dois temas amplamente desenvolvidos por
Rieffel nas de´cadas de 70 e 80 e porteriormente por muitos outros ma-
tema´ticos. Elencamos aqui algumas perspectivas de continuidade dos
estudos, tendo como ponto de partida a presente dissertac¸a˜o e as re-
fereˆncias usadas.
Apesar de termos elencado quatro formas diferentes de se enun-
ciar equivaleˆncia de Morita para C∗-a´lgebras (na Proposic¸a˜o 3.23), na˜o
discutimos quais as implicac¸o˜es dessa equivaleˆncia. A sec¸a˜o 3.3 de
(RAEBURN; WILLIAMS, 1998) apresenta resultados nesse sentido, mos-
trando, dentre outras coisas, que duas C∗-a´lgebras Morita equivalentes
possuem as mesmas estrutura de ideais e teoria de representac¸o˜es, ele-
mentos evidenciados na Proposic¸a˜o 3.24 desse mesmo livro, em que
alude a chamada Correspondeˆncia de Rieffel. Ainda no campo das im-
plicac¸o˜es da equivaleˆncia de Morita, e´ poss´ıvel mostrar que C∗-a´lgebras
Morita equivalentes possuem grupos de K-teoria isomorfos e uma boa
refereˆncia para essa abordagem, para se aventurar por esse caminho, e´
(PHILLIPS, 1987).
Mudando o foco, o leitor deve ter percebido que a saturac¸a˜o
de ac¸o˜es e´ hipo´tese fundamental para a tese de teoremas importantes,
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como o Teorema Sime´trico de Imprimitividade, ou seja, Teorema 5.10,
e o Teorema de Stone-von Neumann, que para no´s e´ o Exemplo 5.22.
Assim, qualquer esforc¸o no sentido de detectar se determinada ac¸a˜o e´
ou na˜o saturada e´ muito bem vindo. Sobre esse assunto, escrevemos
pouquss´ıma coisa nesse trabalho. O se´timo cap´ıtulo de (PHILLIPS, 1987)
e´ um prato cheio para os que se interessam por essa perspectiva.
Finalmente, ha´ uma variedade imensa de exemplos interessantes
a respeito de produtos cruzados e equivaleˆncia de Morita nesse con-
texto a ser estudada. No presente trabalho elencamos uma quantidade
irriso´ria de exemplos se comparada a encontrada em (PHILLIPS, 2008).
Esse documento e´ uma versa˜o expandida das notas das aulas que o
professor Phillips ministrou na escola de vera˜o de Ottawa em a´lgebra
de operadores no ano de 2007, contendo materiais adicionais de outros
cursos que o professor ministrou pelo mundo. Sem sombra de du´vida,
a resoluc¸a˜o e ana´lise detalhada dos exemplos e exerc´ıcios propostos
por Phillips seria uma ideia no mı´nimo interessante para uma nova
dissertac¸a˜o.
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