Neurodegenerative diseases are a leading cause of death. No diseasemodifying therapies are available, and preclinical animal model data have routinely failed to translate into success for therapeutics. Induced pluripotent stem cell (iPSC) biology holds great promise for human in vitro disease modeling because these cells can give rise to any cell in the human brain and display phenotypes specific to neurodegenerative diseases previously identified in postmortem and clinical samples. Here, we explore the potential and caveats of iPSC technology as a platform for drug development and screening, and the future potential to use large cohorts of disease-bearing iPSCs to perform clinical trials in a dish.
INTRODUCTION
Neurodegenerative diseases (NDDs) are leading causes of death in the United States (1), yet no disease-modifying therapies exist. Clinical trials to identify new drugs for these diseases have famously failed (2, 3) . This failure has led to a lack of therapeutics for most NDDs (4, 5) and has discouraged the pharmaceutical industry from investing in new research in this area. The cost and suffering from these diseases will become even more critical as the aged population most at risk for neurodegeneration increases in the coming years (6) .
The human central nervous system (CNS) is perhaps the most complex organ in the body, and is mostly inaccessible to manipulation and study. Because the basic biology of the CNS is still being worked out, NDDs create special challenges. Furthermore, it is unclear how understanding the basic biology of the CNS will inform us about age-related brain diseases. Many NDDs appear after reproductive age and may be relatively unshaped by evolution. They might result from a toxic gain of function of an offending protein that has no relationship to the protein's normal function. The disease condition may be its own unique state, and insights into the basic biology may be uninformative. Thus, accurate and predictive disease models are essential.
NDDs include Alzheimer's disease (AD), Huntington's disease (HD), frontotemporal dementia (FTD), Parkinson's disease (PD), and motor neuron diseases (MNDs) [e.g., amyotrophic lateral sclerosis (ALS)]. Each disease is characterized by dysfunction and death of a specific subtype of neurons and, at the cellular level, displays pathologies that may include cytoplasmic and nuclear protein aggregation, endoplasmic reticulum stress, neuromuscular junction degradation and synaptic defects, proteasome inhibition, axonal transport defects, mitochondrial dysfunction, neurofilament accumulation, increased oxidative stress, glutamate-mediated hyperexcitability, and microglial and astrocyte activation/toxicity (5, 7) . NDD mechanisms are not fully understood, and diagnoses depend on clinical manifestations of the disease well after the cellular pathology has begun. Many NDDs have a handful of known familial or genetic causes; however, most are of unknown or sporadic origin. Biomarkers are lacking at all stages, and patient heterogeneity is high. Individual and population differences in the disease-causing agent could be due to genetic, epigenetic, or environmental insults, and unidentified modifiers of disease that could contribute to susceptibility and pathophysiology (8) .
Why have so many clinical trials failed? Two primary reasons stand out, and each is a significant challenge. There has been limited success in fully modeling human NDDs; thus, the current preclinical translational pipeline relies heavily on humanized transgenic animal models of disease, which have poor predictive value in a clinical setting. Additionally, a successful trial may require the patient population to be stratified in ways that consider the pathogenic diversity in humans. Both issues highlight the need for human models of NDD that more accurately reflect the disease phenotype in vivo.
Recent advances in stem cell technologies might help to solve these two challenges. Human induced pluripotent stem cells (iPSCs), discovered by Shinya Yamanaka, are particularly exciting. They avoid the cross-species issues of animal models, obviate most ethical concerns with stem cells, and provide a model with a completely human genome and a potentially unlimited source of human subjects. Although iPSCs are not perfect, they provide researchers a tempting method for modeling disease in vitro. Here, we review the potential and challenges of using human iPSCs as a platform for drug development, from the screening of compounds to the use of large cohorts of iPSC lines to perform clinical trials in a dish.
15.2
Haston · Finkbeiner
PATIENT STRATIFICATION
Patient differences are another potential reason that clinical trials fail. Poor phenotyping and endotyping, often because of a lack of robust biomarkers, can lead to the inclusion of patients that do not belong in a trial (9) . Several clinical trials for AD failed while attempting to address the role of β-amyloid protein, and the reason was obscured by including patients with a different disease or who were not expressing the protein at sufficient levels (21, 22) . It is not clear how much the lack of patient stratification contributes to trial failure. Most cases of AD, ALS, and PD are sporadic, and the cause or causes of the diseases are not known. A drug candidate might provide significant benefit in one case, but not in others. Clinical trials are powered on the assumption that all the enrolled patients are potentially responsive; therefore, without some stratification, the trial could be doomed to failure even though the test agent might be efficacious in a subset of participants. Clearly, new tools are needed to weed out inappropriate participants.
HUMAN PLURIPOTENT STEM CELLS
In the past 15 years, the advent of human pluripotent stem cells (hPSCs) brought new methodologies to modeling human development and disease in vitro. Human embryonic stem cells (hESCs) isolated from the inner cell mass of a human embryo (23) are a self-renewing population of stem cells that give rise to any cell type of the body when given the correct set of signals and growth conditions. hESCs can be modified genetically by introducing a disease gene of interest, and preimplantation diagnosis identifies embryos carrying deleterious alleles (24, 25) . However, this approach is hampered by the limited supply and genetic diversity of embryos in the clinic and ethical objections over the destruction of embryos to derive hESCs.
These issues were alleviated to a great extent by the work of Yamanaka and colleagues on somatic cell reprogramming (26) . They showed that human fibroblasts derived from skin samples could be reprogrammed to an embryonic-like state by using viruses to introduce pluripotencyinducing transcription factors. The resulting iPSCs are very similar to hESCs in their self-renewal and pluripotent differentiation potential. Rapid adoption of iPSC technology demonstrated the robust nature of reprogramming, and iPSCs can now be made with many gene combinations and delivery methods, including excisable transposons and adenovirus; importantly, many of these methods do not require genetic integration of the transgenes, such as delivery by RNA, protein, and nonintegrating plasmids (27, 28) . As the field streamlines these protocols and large iPSC banks are created, there will be a potentially unlimited and diverse source of patient lines poised for enrollment in clinical trials in a dish.
iPSC DIFFERENTIATION TO BRAIN CELLS
iPSCs can theoretically be differentiated into essentially any cell type, including CNS cells. Thus, this technology provides the ability to model all forms of a given disease. Familial and sporadic patients can be represented and bring along with them a true representation of the diversity of genetic modifiers in a given population that can never be achieved with mice.
Differentiating iPSCs to CNS cells of interest is a key first step in the development of iPSCs as a tool for in vitro drug development and clinical trials. Protocols have built on lessons from developmental studies that elucidated the combination and timing of instructive queues to drive differentiation of specific lineages. Approaches generally involve growth factors or small molecules to recapitulate the ontogeny of the cell type of interest, for example, neurons (29) and astrocytes (30) (Figure 1 ). This can also be accomplished by directly reprogramming somatic cells with ectopic expression of genetic drivers toward a given lineage, such as neural precursor cells (31) , neurons (32, 33) , and astrocytes (34) (Figure 1) . Microglia, oligodendrocytes, and Schwann cells have been more difficult to derive from hPSCs, but new reports are emerging (35) (36) (37) (38) (39) . Specific subtypes of CNS cells, including layer-specific cortical neurons (40) , dopaminergic neurons (41, 42) , motor neurons (MNs; [43] [44] [45] , striatal neurons (46) , and cortical interneurons (47) , can also be derived (Figure 1) . As these cells are differentially vulnerable in FTD, PD, MNDs, HD, and AD, they are important for disease modeling and drug development.
It is useful to consider MNDs in more depth: Protocols to differentiate iPSCs to MNs are common. They were built on the pioneering work by Wicheterle and Jessell, who derived MNs iPSC differentiation flow chart describing differentiation protocols, from somatic cells through iPSC derivation and differentiation to neural, neuronal, and glial lineages. Growth factors driving differentiation are shown in black, and blue indicates exogenously expressed factors used in direct reprogramming protocols (31-33, 38, 40, 44, 49, 59, 64, 75, 93, 94, 135-150 from mouse ESCs based on embryoid body formation (43, 44, 48) . However, monolayer protocols that allow visualization of all stages of development were strongly desired and followed rapidly (49) . Generally, MN derivation protocols take from 3 to 10 weeks to obtain the maximum number of postmitotic MNs, with a yield of 10-30% (44, 48) , although recent reports indicated 75-80% pure MN derivation in 14-20 days (50, 51) . Characterizations by gene and protein expression and electrophysiological properties suggest these protocols are deriving cells whose maturity roughly corresponds to embryonic or fetal cells in vivo. Thus, the requirements for in vitro maturation might not yet have been fully worked out. This important caveat to iPSC-based disease modeling is discussed in more depth below. Finally, several groups reported derivation of skeletal muscle from iPSCs (52) (53) (54) . This is not a CNS cell type, but skeletal muscle interacts with MNs at the neuromuscular junction (Figure 1) , a point of early vulnerability in several NDDs (55) (56) (57) ; because of this, they are of great interest as a potential model of physiologically relevant coculture systems.
DISEASE-ASSOCIATED PHENOTYPIC END POINTS
The next step in designing a clinical trial in a dish is to determine clinically relevant end points. Current work is focused on determining how well disease-bearing iPSC lines model the cellular phenotypes seen in NDDs in vivo. Most papers reported one or more disease-related phenotypes, such as protein aggregation, defects in neurite growth, axonal transport, protein clearance and electrophysiology, and reduced survival in NDD iPSCs ( Table 1) . Neural precursor cells or neurons have been described for several diseases, including AD (58), FTD (37), HD (59) , and PD (41, 60, 61) ( Table 1) .
In one example, the HD iPSC Consortium used several methods, including gene microarray profiling, to uncover multiple disease-relevant phenotypes that revealed differences in control and disease lines in gene expression as early as the neural precursor cell stage of development. They also described gene expression and survival differences between differentiated iPSCs from patients with early onset of the disease with higher numbers of CAG repeats relative to those from patients with late onset and lower numbers of CAG repeats (59), elucidating potential factors behind the differences in age of onset seen in patients carrying different repeat lengths. Importantly, one study looked at 16 ALS lines (which are representative of ∼90% of the patient population) from sporadic patients. Three had intranuclear aggregates that contained a disease-associated marker, phosphorylated TDP-43, in the iPSC-derived MNs that resembled those in postmortem ALS patients (62, 63) .
Disease modeling in other types of CNS cells has also been reported. iPSC-derived astrocytes have been described with cell autonomous and nonautonomous toxicity and, in one report, a reduction in iPSC-derived astrocytes from an ALS patient (34, 64, 65) . Interestingly, astrocytemediated toxicity was found in control MNs cultured with astrocytes made from iPSC lines of sporadic ALS patients and those with SOD1 mutations (34) . However, a different ALS-associated mutation in the TDP-43 gene did not appear to cause cell nonautonomous toxicity (64) . These findings could be helpful in stratifying patients before clinical trials. However, more models need to be investigated to clarify the contribution of genetics to pathogenesis in vitro.
Early onset childhood diseases, such as spinal muscular atrophy, have very robust survival defects (66) (67) (68) . Adult-onset diseases, such as AD and ALS, although they show many aspects of cellular dysfunction, are more variable in neuronal loss (69) (70) (71) (72) . Because a hallmark of NDDs is loss of a specific neuronal subtype, it would seem to be an important readout. Interestingly, the risk of death of MNs and astrocytes bearing a mutation in the disease-related protein TDP-43 was greater than that of controls in a highly sensitive single-cell longitudinal imaging platform that assessed survival (64, (73) (74) (75) (76) . Thus, in adult-onset diseases, multiple factors may limit our ability to detect disease-related death, such as maturation of the cell at risk; however, these might be overcome with an improvement in technology. maintenance and differentiation to a mature cell of interest. Derivation methods have evolved rapidly, and they include standardization of media formulations, substrates, and small molecules to promote and maintain pluripotency. The field has moved away from the integration-dependent viral system first reported because aberrant expression from integrated transgenes can alter iPSC growth and differentiation characteristics (77); now, transgenes are mainly introduced by episomal plasmids (27) or noncytopathic viral delivery with viruses such as Sendai virus (78) . Derivation is geared toward creating iPSCs in an integration-free manner, which is essential to ensure that iPSCs are reliable in a clinical setting. 15.7 Changes may still occur before final publication online and in print Other iPSC issues include differences in gene expression, self-renewal, differentiation potential, copy number variants, genomic instability, retention of epigenetic signature of the parental somatic cell, and incomplete epigenetic remodeling (79) (80) (81) (82) . These differences are seen in clones from the same individual and across iPSCs, but close examination of a large number of clones (>10) reveals clones with the best pluripotency and differentiation potential (83) . It may be necessary to characterize a large number of clones after derivation to ensure selection of lines with an optimal pluripotency profile. Finally, although many improvements have been made, some problems may be inherent in the starting material or in other stochastic events that are not well understood but are required for reprogramming, and these problems are therefore more difficult to overcome (79) . As our understanding of the reprogramming process improves, we hope that such black-box issues will be clarified.
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Genomic instability is a major concern with iPSCs and their differentiated progeny, as it could affect results in disease modeling and also diminishes the promise of iPSC-derived cells as a transplantation therapy (84) . Instability can be particularly troubling when reprogramming patient samples from diseases, such as HD, spinal-bulbar muscular dystrophy, C9ORF72-associated ALS, and FTD, that are caused by expansion of repeat regions within the disease-causing gene ( Table 1) . In these lines, the repeat region is often not stable during and after reprogramming, and the instability can continue during differentiation (85, 86) . For example, in one study, six iPSC lines with spinal-bulbar muscular atrophy were derived, but only three were used in which the disease associated poly-Q-androgen receptor expansion was stable over multiple passages (86) . Chromosomal abnormalities and novel mutations may be unavoidable with long-term culture of iPSCs regardless of the disease being modeled (87); therefore, early passages of iPSCs must be banked immediately after characterization and continually validated while in use.
Control lines are generally derived from patient-matched samples, such as a relative or a healthy individual from the population. They do not have the disease in question, but genomewide association studies have shown us that everyone carries variants at numerous susceptibility loci (88). We do not fully understand to what extent other loci from the genome contribute to phenotypic differences that arise in disease-bearing iPSCs relative to controls.
One way to address this is to generate isogenic control lines from disease-bearing iPSCs with gene-editing enzymes, such as zinc-finger nucleases (ZFNs), transcriptional activator-like effector nucleases (TALENs), or clustered regulatory interspaced short palindromic repeat (CRISPR)/ Cas-based RNA-guided DNA endonucleases (89) .
These nucleases use the cellular processes of DNA double-strand breaks and their repair to edit targeted regions of interest, such as NDD-causing genetic mutations. Reversal of the disease phenotype is a proof of principle in itself, and it also provides a control line that is a genetic match to the patient line still bearing the disease-associated mutation. A ZFN-mediated correction of a mutation in the gene coding the Tau protein, which is implicated in several NDDs, rescued Tau-associated abnormalities in neurons with the mutation (90) . Furthermore, a ZFN-derived line that was homozygous for the mutation had intensified tauopathies. The technology provided multiple benefits, including a more severe version of the original disease model and genetic rescue of the original lesion while creating a genetically corrected control. However, as mentioned above, there are caveats similar to those with any derivation, as well as the potential for off-target effects to occur (91, 92) , and expensive characterization is needed to avoid these pitfalls. Furthermore, isogenic controls may not always be the best option. It may be necessary to ask what will be more informative for a given question: isogenic pairs of lines that eliminate noise in the system or a large number of unique control and disease lines in which you might capture more genetic diversity and a better sense of the robustness of effects.
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Changes may still occur before final publication online and in print Another difficulty of iPSCs is protocol efficiency, reproducibility, end-product maturation, and heterogeneity at all stages. As outlined above, there are abundant differentiation protocols. Differences have been described in starting material, media and growth factor cocktails, substrates, and monolayer versus suspension cultures. Additional steps can involve purification of specific lineages during differentiation to ensure maximum yield (93, 94) . In new hands, all steps may require optimization, even when the exact protocol and reagents are used (87) . A recent comparison of multiple protocols to derive forebrain neurons found that a neurosphere approach promoted highest yield of the neural lineage, but efficient and timely maturation required coculture with astrocytes (95) . More reports like this are needed, but for now, each group may need to perform a smaller version of this analysis to assess the best method for their question. Standardized yield and end-point maturity must be achieved across iPSCs if in vitro clinical trials are to be successful.
The large-scale production required for drug screening or in vitro drug trials presents other problems. Batch-to-batch variations in the differentiation protocols could affect results. One strategy is to make enough material initially to freeze down batches of cells at specific critical times in the protocol; this would create enough material to make it through multiple experiments or trials from the same starting material. For this approach to be successful, validation of relevant markers of the lineage must be examined on each batch to ensure post-thaw stability of the population of interest.
Many iPSC lines are based on genetic variants of NDDs; however, in the case of AD, ALS, and PD, the majority of the cases are sporadic. Currently, we have no rational way to model sporadic disease in nonhuman systems; therefore, iPSCs offer hope. However, if the environment/aging has a major role in pathogenesis and that role is to impose epigenetic marks, those contributions might disappear during reprogramming. Initial work is promising, as several reports have described phenotypes in sporadic iPSCs (58, 62) .
Finally, most NDDs take decades for disease phenotypes to manifest. Why would anyone think one could model a disease that typically appears in the fifth to seventh decade of life after just a few weeks of reprogrammed stem cell differentiation? Of course, there is tremendous redundancy and plasticity in the CNS. Thus, the age of symptom onset for NDDs is when coping responses that mask symptoms fail, which is much later than when the disease actually begins. In HD, a genetic mutation is expressed from before birth, and evidence suggests that abnormalities can be seen during development (96) . Therefore, symptoms in HD could reflect the cumulative effects of the mutation, posing no conceptual obstacle to the idea that one can measure disease-relevant phenotypes in a dish, even in a relatively immature cell. Indeed, this was described in vitro as seen by the aberrant gene expression in neural precursors derived from HD iPSCs (59) . These findings are promising, but maturity and aging are still concerns. At a minimum, some phenotypes or functions might only be expressed in mature cells, so an immature cell might not be capable of generating a phenotype of interest. Brain cells produced by current protocols generally display characteristics of embryonic and fetal stage development, perhaps mirroring the human developmental timeline (47) , and are difficult to mature. Although strong phenotypes are reported, such as neuronal loss in disease models from childhood-onset diseases [e.g., Spinal muscular atrophy (SMA)] (66), these have been harder to detect in iPSC-derived cells from late-onset diseases unless they were captured by a highly sensitive detection platform (59, 64, 75, 76) . iPSC derivation involves epigenetic processes, and marks of lineage, aging, or the environment may be lost (79, 97) .
These may be problems when modeling a disease that emerges in old age or involves changes to the capacity of homeostatic systems that are reduced with aging. Symptoms or phenotypes may only emerge once the homeostatic capacity is expended. Efforts to age iPSC-derived brain cells have focused on increasing oxidative stress with chemical treatments to mimic aging (58, 60, 98) . These did promote some disease phenotypes and cellular loss, but the effect was variable. 15.9 Changes may still occur before final publication online and in print Another strategy is to use progerin, which induces premature aging in vitro when ectopically expressed (99) . Indeed, when progerin was ectopically expressed in iPSC-derived dopaminergic neurons, it induced age-related characteristics, including condensed nuclei and decreased dendrite length. This occurred in both control and PD lines; however, the effect was more pronounced in PD neurons, which suggests that both age and genetic susceptibility to PD contributed to the phenotype (97) . It remains to be seen if progerin works in all NDDs or in other neurological diseases with adult onset. It is one of the few tools that promote an aged phenotype, but premature aging in a late-onset disease may have other consequences that have not yet been uncovered. For drug development and in vitro clinical trials, the aged population will likely be of high interest, and modeling iPSCs to resemble the age at onset of clinical phenotype, although perhaps not essential for all disease pathologies, is desirable. Future goals in the field will be to lower cost and to improve efficiency of deriving, maintaining, and differentiating iPSCs; this includes the ability to recapitulate the relevant biology and disease state of the cell(s) affected in NDDs. One important step in the attempt to fully model defects in brain biology will be to create coculture and spatial models that mimic the complex interactions and dimensionality seen in normal and diseased brains. Coculture of hPSC-derived neurons with astrocytes has been reported (34, 45, 64) , and it uncovered important pathological relationships; however, most protocols focused on deriving one type of cell. Structures such as the optic cup self-organize during hPSC differentiation (100), and it would be interesting to see if simpler protocols can move toward greater cellular complexity. Lancaster et al. (101) recently used a threedimensional cell culture protocol to make a minibrain that mimicked a young cerebral cortex with the neuronal layering seen in cortical development. Minibrains from microcephalic patient iPSCs were smaller than controls, as expected. Hopefully, these and other techniques will continue to evolve and will provide answers to modeling complex cellular interactions seen in NDDs.
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Although iPSCs have limitations, the field is advancing quickly to improve derivation and differentiation methods while continuing to build and characterize collections of iPSC lines from many individuals, within and across disease (59, 62, 84) . Hundreds of reports detail derivations of iPSCs from many different somatic cell lineages (102) , and many examples of disease-relevant phenotypes, have been reported. The number of validated and characterized iPSC lines is growing exponentially, and they are being banked in centers around the world, with support from government, universities, nonprofit institutes, and private companies (e.g., NIMH Stem Cell Center, Kyoto University Center for iPS Cell Research and Application, Harvard Stem Cell Institute, Corriel Institute, American Type Cell Collection, and Wi-Cell). In 2014, 200-250 lines were banked, and numbers are expected to rise into the tens of thousands within 5 years (103). Therefore, within 10 years of the first report of human iPSCs (26) , investigators will likely have thousands of iPSC lines to select from, and this will provide the material to recruit patients for in vitro clinical trials.
ASSAY DEVELOPMENT
In vitro drug development and clinical trials will also benefit from well-designed methods of data collection. Protocols have been reported for adapting iPSCs for high-throughput screening (HTS) and high-content screening (HCS) (104) . HTS uses automation techniques to quickly interrogate the effects of a large number of compounds, approximately 10,000 or more agents per day, on a relatively simple biological outcome of interest (105) . HCS uses cellular imaging to extract quantitative data from complex biological systems and generally measures multiple end points (106) . HTS can be difficult in hPSCs owing to the amount of material needed to assay thousands of compounds. Therefore, HCS approaches have been more commonly used when uncovering novel disease pathologies and new disease-modifying therapeutics, including treatments that promote cellular fate in iPSCs (106, 107) . However, as systems evolve methods to deal with the heterogeneity of iPSC systems, HTS in iPSCs will become more common as a first pass screening tool to test large libraries of potential therapeutic agents. The focus of iPSC use has been drug discovery, in which a few lines are used to interrogate many potential therapeutics. These assays should translate well as the field shifts to clinical trials that test candidate drugs in many iPSC lines. Drug discovery has been dominated by two approaches: phenotypic and target-based assays. Phenotypic assays measure the effects of drugs against a cellular or disease-related phenotype without necessarily knowing the molecular target(s) of the perturbagens being tested. Targetbased assays measure the effects of compounds on a specific molecular target, often a protein implicated in disease. In recent years, target-based approaches have dominated, but phenotypic screens have been an important player in first-in-kind drug discovery in the past 10 years (108), and are making a strong comeback. Phenotypic assays can identify effects in complex systems, even in a disease setting in which the biology is not fully understood. This may be particularly suitable in iPSC-derived systems that model NDDs, given that much of the etiology in NDDs is unresolved, involves complex interactions, and often has multiple cellular phenotypes (109) (110) (111) (112) .
Phenotypic assays generally interrogate one to several cellular features of interest. They most commonly use chemical or functional genomics approaches. Chemical genomics screens libraries of well-annotated small molecules for alteration of a biological process or disease phenotype after treatment (112) . Functional genomics uses the same approach, but with libraries of nucleic acids, such as small interfering RNAs, that will knockdown genes and that often cover the whole genome (113) . Knockdown of each gene gives information on how loss of that gene impacts a cellular phenotype. These two approaches can identify modifiers of cell fate or survival and disease progression and can lead to the discovery of genes that are good drug targets or even promising compounds that can be developed into drugs. The end-point assay often depends on the cell type in question and includes fluorescence-activated cell sorting (114, 115) , gene expression with reverse transcription polymerase chain reaction, imaged-based immunofluorescence on cells fixed at discrete times, and longitudinal imaging of live cells that contain a fluorescent reporter(s) that identifies the cell and/or disease process that is being followed.
ANALYSIS
Extracting useful information from cell-based assays can be challenging, particularly when those assays are on a scale as grand as in HTS and HCS. These settings generate vast amounts of data, and computerized data management, analysis, and statistical programs are necessary to gain full value and detect phenotypic differences (116, 117) . Careful experimental design starts with consideration of the end-point sensitivity, the effect size, the desired level of confidence, and the rationale behind sample size determination (118) . Assay quality can be determined by the Z factor, which is a statistical measure that combines assay robustness with the variability of signal. Z > 0.5 is optimal, although this applies only to assays with one time point (112) . Many platforms track and quantify cells (74, 117) . In general, data are collected and organized, and then cells are identified relative to the background, often through a user-defined thresholding and segmentation process (110, 119) . Once identified, the cell can be assessed for cellular phenotypes, or live imaging can be used to track the cell's position and status. Cellular phenotypes can be based on survival, morphology, or changes to a marker of biological significance, such as disease-associated protein expression, mislocalization, or aggregation.
The next step is to apply an algorithm to extract a particular feature and to quantify a phenotype. In some cases, such as when there is a decrease in cell number of a particular cell type, the phenotype is relatively easy for a computer to identify. This is even easier when there are very good positive and negative controls to set the relevant parameters. However, in complex disease settings such as NDDs, it may be necessary for experienced biologists to determine and define novel phenotypes caused by the experimental conditions/treatments (116) , and this can be challenging in large data sets. One answer is to use machine learning, in which iterative feedback can be used to hone the system's ability to accurately identify and cluster novel, rare, or subtle phenotypes (120) . The program uses information defined by the researcher's classification of randomly chosen examples and presents a potential rule for classifying cells. Several rounds of feedback on how rules classify a subset of the data set result in a final set of rules for each phenotype of interest that can be applied to the full data set (120) . Tools such as machine learning will provide the analytical support needed to work through large complex data sets generated from in vitro drug testing and clinical trials, and they have the added potential to uncover novel or rare phenotypes undetected by humans.
ROBOTIC MICROSCOPY
Our group developed an automated longitudinal live-cell imaging and analysis system called robotic microscopy (RM) that incorporates the sensitivity and resolution of single-cell analysis with the speed of HTS/HCS (74) . This system allows us to interrogate multiple functions with protein-specific fluorescent markers, creating a live-cell multivariate profile across time that can be related to a cell's fate (109, 110) . Key innovations include an autofocus system to collect many images per well, a fiduciary point that allows the system to find the same cell at different times, and robotics to transfer plates to the microscope from the incubator and back, which allows the system to operate 24/7 without human intervention (110) . In-house software packages collect and organize the image files, stitch them into a montaged image, stack the montages based on time, automatically identify cells of interest (which are often neurons expressing a cell-specific morphological marker), and track them over time (Figure 2 Acquisition, analysis, and modeling in robotic microscopy (RM). (a) Typical flow of data capture, organization, analysis, binning by phenotype, and statistical modeling with RM. (b) Longitudinal imaging of a control induced pluripotent stem cell (iPSC)-derived motor neuron differentiation 8-29 days (d) posttransfection with the neuronal marker MAP2 (red ) and the motor neuron-specific marker Hb9 ( green). Note that cell 2 is positive only for MAP2, and cell 4 is positive for both MAP2 and Hb9. Also note that cell 3 is no longer in the analysis after day 11. Scale bar indicates 25 μm.
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Haston · Finkbeiner Changes may still occur before final publication online and in print Longitudinal analysis of single cells can be thought of as similar to evaluation of an individual in a clinical trial, and we use similar analysis tools (i.e., survival analysis and Cox proportional hazards analysis) (121) . When used in RM, they enable us to develop statistical models that determine how the biological events measured during the experiment predict a particular outcome (74, 110) . We used this approach initially to answer a nagging question in the field of NDD. Are protein aggregations or inclusion bodies in HD protective or pathogenic mechanisms? Indeed, with the increased sensitivity of single-cell longitudinal imaging, we found that diffuse rather than aggregated mutant proteins were toxic to the cell, and the formation of inclusion bodies improved survival (73) .
We also discovered that RM is a particularly powerful tool in heterogeneous cell systems, which is one of the more vexing problems with iPSCs. Using a primary rodent system ectopically expressing disease-associated mutant proteins, we discovered that RM is about 100-1,000-fold more sensitive at detecting disease phenotypes and disease-modifying genes or small-molecule therapeutics than other methods (61, 122, 123 
Figure 3
Clinical trials in a dish. The first column depicts the primary screen, done in a single patient-derived iPSC line from a patient with a particular disease, such as a type of ALS. After additional validation steps (not shown), the agent that emerges as the top candidate moves to the second column, the clinical trial in a dish. The candidate is tested on many iPSCs, each from different people with the same clinical syndrome but possibly with different underlying causes, to identify the subset of responders versus nonresponders. Knowledge of these patients and their response phenotype can be used to create a stratification scheme to enroll patients in the eventual in vivo clinical trials and to improve the chances of demonstrating efficacy in a predefined subset of patients. The third column depicts the hypothetical day when multiple effective medications, resulting from the work done in the first and second columns, can be tailored to a particular patient. In that case, the therapeutic options are tested against the patient's iPSCs, and the safest, most effective one is chosen. This is the concept of personalized/precision medicine. Abbreviations: ALS, amyotrophic lateral sclerosis; iPSC, induced pluripotent stem cell. 15.13 Changes may still occur before final publication online and in print predict the overall performance of a well with about 90% accuracy in some applications. Indeed, with single-cell analysis, we uncovered survival phenotypes in iPSC-derived neurons that others have not, without the use of stressors (59, 61, 64, 75, 76) . This has a significant effect on our ability to conduct HTS/HCS assays in which we interrogate iPSC-derived cultures. As an example, there can be extensive variability in the maturity of differentiated iPSCs within the same well (124) . If aspects of the disease emerge as the cell matures, population-level analysis at discrete times may not capture this shift to a disease phenotype, or the heterogeneity of the culture may make it difficult to parse out differences. RM will capture change as it occurs in an individual cell and will stratify the cells into populations on the basis of protein expression, maturation, survival/disease progression, and even responder/nonresponder classification in the case of drug treatments. RM is therefore an example of a highly sensitive new technology that can be exploited to interrogate complex biological systems derived from iPSCs.
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CLINICAL TRIALS IN A DISH
It is a long journey from iPSC derivation and differentiation to the cell type of interest, disease modeling, drug development, and finally in vitro clinical trials. The ultimate goal is to harness the power of iPSC technology to allow for multiple levels of interrogation, which are outlined in Figure 3 . A primary screen of drug candidates, generally in one iPSC line, can be followed by hit validation, optimization, toxicology, and mechanistic studies in several lines. However, as the numbers of iPSC lines grow, it will be possible to implement clinical trials in a dish and to test the candidate drugs identified in many patient lines. We hope that these studies will bridge the gap between preclinical data and clinical success. By uncovering in vitro efficacy and toxicology across a human population and giving rise to patient stratification schemes, clinical trials in a dish could vastly improve in vivo clinical trial design, which should contribute to better translation of drug candidates in human subjects suffering from NDDs and other devastating diseases.
SUMMARY POINTS
1. NDDs are leading causes of death in the United States, but no disease-modifying therapies exist.
2. Clinical trials to identify new drugs for these diseases have failed, possibly because of poor translation of animal model preclinical data to human patients and failure to properly stratify patients in clinical trials.
3. Human iPSCs provide an in vitro platform to model human development and disease in previously inaccessible cells, such as neurons and glial cells, which make up the brain.
4. Imaging systems, such as RM, are sensitive enough to overcome the heterogeneity of iPSC differentiations and to detect differences in survival and other disease phenotypes between control and disease-bearing iPSC-derived brain cells.
5. iPSCs provide a potentially unlimited and genetically diverse source of patients to use for in vitro drug discovery, patient stratification, and clinical trials in a dish. The goal is to eventually utilize iPSC across the drug development process: from drug screening in one line, to candidate testing in many, and finally back to a single patient and the concept of personalized medicine.
