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RESUMEN
La ingente cantidad de información que existe actualmente 
hace necesario el desarrollo de herramientas, métodos y 
procesos que faciliten el acceso a la información. Las técni-
cas de indexación cuentan con una larga tradición en este 
ámbito. Sin embargo, su aplicación a gran escala y en el 
contexto de la Web no siempre es viable por la magnitud y la 
heterogeneidad de la información presente en ella. En esta 
tesis se presentan dos propuestas para facilitar el proceso 
de indexación de documentos en Internet. La primera se 
caracteriza por el uso de técnicas de indexación semiauto-
máticas basadas en aspectos de posicionamiento web, que 
se aplican a través de una herramienta propia denominada 
DigiDoc MetaEdit. La segunda propone un modelo para la 
actualización de vocabularios controlados a partir del pro-
cesamiento de los logs de las búsquedas formuladas por los 
usuarios en los buscadores.
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ABSTRACT
The vast amount of information that currently exists 
necessitates the development of tools, methods and pro-
cesses that facilitate access to it. Indexing techniques have 
a long tradition of promoting the improvement of these 
systems. However, its application on a large scale and 
in the context of the Web is not always feasible because 
of the magnitude and diversity of the information in it.
This thesis presents two proposals to facilitate the process 
of indexing documents on the Internet. The first is charac-
terized by the use of semiautomatic indexing techniques 
based on aspects of SEO, and applied through a proprietary 
tool called DigiDoc MetaEdit. The second proposes a model 
for updating controlled vocabularies from the processing 
of logs of searches made by users on search engines.
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1. Introducción
Internet es un gran universo de contenidos donde no siem-
pre resulta fácil localizar la información pertinente para cada 
necesidad. Ello se debe principalmente a dos de sus singulari-
dades: la facilidad para la creación de contenidos y la enorme 
cantidad de información disponible. Hay que tener en cuenta 
que actualmente el volumen de información digital se duplica 
cada dos años (IDC, 2014).
A pesar de todo, aún falta un gran camino por recorrer para 
poder satisfacer las necesidades de información más com-
plejas, aunque los motores de búsqueda cada día ofrecen 
una experiencia de búsqueda al usuario más gratificante. La 
solución actual es ofrecer un listado de resultados para que 
el usuario los ojee y elija aquel que considere más relevante 
para resolver su necesidad de información. Probablemente, la 
situación ideal sería proporcionar directamente una respuesta 
o dar una lista acotada de resultados totalmente pertinentes 
para la necesidad de información formulada.
La propuesta de la Web semántica de Berners-Lee (2001) iba 
por este camino. Proponía un cambio de paradigma: trans-
formar la actual web basada en el lenguaje natural en una 
Web estructurada, donde los contenidos sean etiquetados 
semánticamente de forma explícita para conseguir que los 
programas informáticos puedan interpretarlos. De esta forma, 
se facilitaría el procesamiento de los contenidos y la recupe-
ración de información sería más pertinente (Ding et al., 2005). 
La asignación de metadatos es uno de los elementos básicos 
del proyecto de la Web semántica. Implica una nueva forma 
de crear contenidos, donde los metadatos deben incorporarse 
para facilitar su posterior procesamiento. En este contexto 
surge la necesidad de herramientas que faciliten la anotación 
semántica y la asignación de meta-información de calidad.
La representación del contenido de un documento con meta-
datos es una práctica con una larga trayectoria. Desde sus 
inicios, los sistemas de recuperación de información han uti-
lizado este método para facilitar el acceso a la información, ya 
que es una forma compacta y eficiente de representar el con-
tenido de un documento.
Este proceso se conoce con el nombre de indexación o indiza-
ción, y aunque las propuestas de sistemas automáticos están 
presentes desde hace décadas (Spärck Jones, 1974; Stevens, 
1970), aún existe una arraigada tradición de realizar el proceso 
manualmente porque con frecuencia se cuestiona la eficiencia 
de muchas propuestas automáticas.
La investigación presentada en esta tesis intenta fusionar 
estos dos ámbitos, la indexación y la anotación semántica. 
Los dos comparten un mismo objetivo aunque enfocado desde 
distintas perspectivas (Hou, Gu, & Zhou, 2015; Kiryakov, Popov, 
Terziev, Manov, & Ognyanoff, 2004). La anotación semántica 
está vinculada a la lingüística y al procesamiento del lenguaje 
natural (Vàllez, 2009; Vàllez, & Pedraza-Jiménez, 2007). En 
cambio, la indexación está asociada a la disciplina de la Biblio-
teconomía y la Documentación.
Esta tesis tiene por objetivo explorar procedimientos semiau-
tomáticos adaptados al entorno web para:
• mejorar el proceso de indexación
• actualizar los vocabularios controlados utilizados en el 
proceso de indexación
Concretamente, se pretende identificar técnicas que ayuden 
a optimizar el proceso de indexación, así como a mejorar el 
mantenimiento de las principales herramientas que intervie-
nen en el proceso. En este sentido, se exploran técnicas para 
la extracción de palabras clave de documentos web que pue-
dan utilizarse como descriptores. Además, también se formula 
una propuesta para actualizar y mantener los vocabularios 
controlados procesando un conjunto de datos (query logs) 
obtenidos a partir de la interacción de los usuarios con los 
documentos indexados.
Las principales contribuciones que se presentan en esta tesis 
se pueden resumir en:
1. Técnicas para actualizar y mejorar los procesos de ind-
exación teniendo en cuenta las características del entorno 
web.
2. Modelo para actualizar y mejorar los vocabularios contro-
lados a partir del análisis de los logs de consultas.
3. Aportaciones conceptuales al ámbito teórico de la indexa-
ción en el entorno web.
A continuación se citan los cuatro artículos que configuran la 
investigación realizada y que forman la tesis:
1. Vàllez, M., Rovira, C., Codina, L., & Pedraza-Jiménez, R. 
(2010). Procedimientos para la extracción de palabras 
clave de páginas web basados en criterios de posiciona-
miento en buscadores. Hipertext.net, núm.8.
2. Vàllez, M. (2011). Keyword Research: métodos y herra-
mientas para identificar las palabras clave. BiD: textos 
universitaris de biblioteconomia i documentació, núm. 27. 
3. Vàllez, M., Pedraza-Jiménez, R., Blanco, S., Codina, L., & 
Rovira, C. (2015). A semi-automatic indexing system based 
on embedded information in HTML documents. Library Hi 
Tech, 33(2), 195-210.
4. Vàllez, M., Pedraza-Jiménez, R., Blanco, S., Codina, L., & 
Rovira, C. (2015). Updating controlled vocabularies by 
analysing query logs. Online Information Review, 39(7).
La Figura 1 muestra de forma gráfica la conexión que existe 
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entre los diferentes artículos que configuran la tesis y las 
investigaciones anteriores que son los antecedentes.
2. Marco teórico
Partiendo del contexto anterior, el marco teórico en que se 
sustenta la investigación desarrollada en esta tesis se encua-
dra en tres ámbitos diferentes pero estrechamente vinculados 
entre sí: i) el proceso de indexación, ii) la anotación semántica, 
y iii) los vocabularios controlados. 
2.1. El proceso de indexación
La teoría de la indexación intenta establecer cuál es el pro-
ceso de indexación más eficaz, para que éste sea ejecutado 
como una ciencia más que como un arte (Borko, 1977; Hjør-
land, 2011). La literatura divide el proceso de indexación en dos 
etapas principales: primera, la identificación de los temas del 
documento; y segunda, la representación de ellos en un voca-
bulario controlado (Mai, 2001). 
La indexación manual implica un proceso intelectual para 
usar un vocabulario controlado, y por tanto este sistema 
resulta complejo, lento y costoso. Además conlleva un elevado 
número de incongruencias tanto externas, cuando la tarea se 
lleva a cabo por múltiples indexadores, como internas, cuando 
un solo indexador realiza el trabajo en diferentes momentos 
(Olson & Wolfram, 2008; White, Willis, & Greenberg, 2014; 
Zunde & Dexter, 1969).
En cuanto a la indexación automática, ésta se puede abor-
dar principalmente desde dos perspectivas. La primera es 
la extracción de palabras clave, basada en la presencia de 
la palabra clave en el texto y en el conjunto de la colección 
(Frank, Paynter, Witten, Gutwin, & Nevill-Manning, 1999; C. 
Figura 1: Estructura de la investigación realizada en la tesis.
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Zhang, 2008). La segunda técnica es la asignación de pala-
bras clave, basada en la concurrencia entre los términos 
del texto y del tesauro o algún otro vocabulario controlado 
(Moens, 2002; Yang, Zhang, Li, Yu, & Hao, 2014). Ambas pers-
pectivas presentan inconvenientes. La primera técnica, la 
extracción de palabras clave, puede presentar resultados 
erróneos, en especial cuando se trata de palabras formadas 
por varios términos (es decir, cuando los sistemas utilizados 
deben identificar N-gramas). En el caso de la asignación, los 
principales problemas radican en la dificultad de disponer de 
lenguajes controlados que cubran la diversidad temática de 
los documentos, y en la necesidad constante de actualización 
del vocabulario.
2.2. La anotación semántica
La anotación semántica realizada con metadatos es la forma 
de dotar de contenido semántico a los documentos y de con-
seguir que los ordenadores puedan procesar e interpretar la 
información (Aguado de Cea, Álvarez de Mon Rego, & Pare-
ja-Lora, 2002). El primer paso para llevar a cabo la anotación 
semántica es la ‘extracción de información’. Éste es el término 
utilizado en el ámbito del procesamiento del lenguaje natu-
ral para referirse a la actividad de extraer automáticamente 
información específica de textos en lenguaje natural. Exis-
ten diferentes aproximaciones para realizar este proceso, las 
dos principales son: los sistemas de aprendizaje automático 
(machine learning) y los sistemas basados en reglas y patro-
nes (Flynn, Zhou, Maly, Zeil, & Zubair, 2007).
Una vez extraída la información, el siguiente paso es la propia 
anotación. Las herramientas de anotación semántica permiten 
convertir en metadatos el contenido semántico extraído (Liao, 
Lezoche, Panetto, Boudjlida, & Loures, 2015; Uren et al., 2006). 
Existen diferentes aproximaciones para realizar la anotación 
semántica que pueden agruparse en tres categorías: la lin-
güística, la basada en ontologías, y la basada en vocabularios 
controlados. 
2.3. Los vocabularios controlados
La ANSI/NISO Z39.19-2005, revisada en 2010, establece las 
directrices y convenciones para los vocabularios controlados. 
Los agrupa en cuatro niveles según su grado de complejidad: 
lista de descriptores, anillos de sinónimos, taxonomías y tes-
auros (NISO, 2010, p. 16). Los primeros son simplemente un 
conjunto limitado de descriptores que forman una lista alfa-
bética, también denominada “lista de selección”. Los anillos de 
sinónimos incluyen además descriptores equivalentes para un 
concepto. Las taxonomías van un paso más allá, contemplan 
una organización jerárquica de los conceptos (Milne, 2007). Y 
por último, los tesauros que incorporan también las relaciones 
semánticas entre los conceptos (López-Huertas, 1999). 
El uso de los vocabularios controlados evita los problemas 
que conlleva el lenguaje natural en la recuperación de infor-
mación. En concreto, soluciona el problema de la polisemia y 
la homonimia; es decir, cuando un término puede tener más 
de un significado. Y también el de la sinonimia, cuando un con-
cepto puede designarse con diferentes palabras. En el primer 
caso se incrementa la precisión, pues se eluden los problemas 
de ambigüedad y se recuperan sólo los documentos pertinen-
tes. En el segundo, caso se incrementa la cobertura, pues se 
incluyen los contenidos que se designan con términos alter-
nativos.
Además, los vocabularios controlados pueden ser utilizados 
en diferentes fases del proceso de búsqueda de información 
y por ello pueden ser compatibles con la búsqueda por pala-
bras clave. Por ejemplo, permiten acotar los resultados por 
temas o expandir la consulta, e incluso facilitar sistemas de 
recomendación (Murphy et  al., 2003). Actualmente, estas 
funcionalidades están presentes en entornos cerrados de 
búsqueda, donde se requiere un elevado grado de efectividad, 
como pueden ser las bases de datos especializadas (Kharazmi, 
Karimi, Scholer, & Clark, 2014; McKenzie, 2001) o los reposito-
rios (Haniewicz, 2012; White, 2013).
Asimismo, hay que dedicar un apartado a la revisión de las 
diferentes aproximaciones que se utilizan para obtener los 
descriptores de un vocabulario controlado; es decir, las uni-
dades léxicas que se utilizan para designar conceptos en un 
dominio restringido temáticamente. Los métodos de extrac-
ción de terminología se clasifican en tres grupos: lingüístico, 
estadístico e híbrido (Estopà, 1999; Pazienza, Pennacchiotti, & 
Zanzotto, 2005; Chunxia Zhang, Niu, Jiang, & Fu, 2012). 
3. Metodología
La investigación desarrollada en esta tesis es principalmente 
exploratoria, donde el tema central es estudiado desde un 
enfoque multidisciplinar. Además, se ha utilizado el método 
empírico para abordar la investigación. En primer lugar, se ha 
definido el objeto de estudio y el objetivo a alcanzar; después, 
se han establecido las hipótesis y las preguntas de investiga-
ción; y por último, se ha comprobado la validez de la propuesta 
con los resultados obtenidos de los experimentos.
El enfoque metodológico principal es el cuantitativo, ya que es 
el sistema utilizado para evaluar la viabilidad de los sistemas 
propuestos. En algún caso concreto se recurre al método cua-
litativo para valorar la calidad de los resultados obtenidos.
El corpus utilizado está formado por una selección aleato-
ria 100 artículos científicos en formato HTML de la revista 
BiD: textos universitaris de biblioteconomia i documentació, 
indexada en el portal de revistas académicas Temaria. 
Las herramientas utilizadas durante la tesis se clasifican en 
dos grupos: i) programas creados ad hoc para realizar las 
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comparaciones, y ii) software libre que ha permitido procesar 
los corpus. Se han programado una serie de rutinas en Python 
para procesar los documentos y ejecutar las comparaciones. 
Estas rutinas procesan los archivos, identifican las palabras 
coincidentes y presentan los resultados. Para procesar los 
logs de consultas se utilizan dos herramientas de software 
libre: Natural Language Toolkit (NLTK) y Ngram Statistics Pac-
kage (NSP). 
A efectos de la evaluación de los resultados de la indexación, 
se considera que la indexación realizada por los expertos 
humanos es el modelo de referencia ya que identifica las pala-
bras clave que mejor describen los documentos. Asimismo, 
para realizar la evaluación de los procesos de indexación 
automática se utilizan las medidas de exhaustividad, precisión 
y valor-F, que son las empleadas habitualmente en el ámbito 
(Medelyan & Witten, 2005; Verberne, D’hondt, van den Bosch, 
& Marx, 2014): 
Para la propuesta del modelo de actualización de los vocabu-
larios controlados (explicado en 4.4) se procesan los logs de 
las consultas recogidos con Google Analytics. De esta forma 
se identifican qué consultas (palabras clave) se han utilizado 
en los buscadores para acceder al corpus de documentos 
detallado anteriormente. Es decir, se procesan todas las con-
sultas formuladas por los usuarios desde los buscadores para 
acceder a los 100 artículos de la revista BiD: textos universi-
taris de biblioteconomia i documentació que forman el corpus 
estudiado.
4. Resultados 
Los principales resultados de las investigaciones realizadas 
en esta tesis se agrupan en: i) descripción de las herramientas 
Keyword Research; ii) presentación de la herramienta Digi-
Doc MetaEdit desarrollada para experimentar con el proceso 
de indexación; iii) proceso de evaluación al que se somete la 
herramienta para valorar el proceso de indexación semiauto-
mático; y ultimo, iv) modelo para actualizar los vocabularios 
controlados. 
4.1. Características de las herramientas Keyword Research 
En el artículo “Keyword Research: métodos y herramientas 
para identificar palabras clave” (Artículo 2) se ha estudiado 
cómo funcionan este tipo de herramientas y también se han 
analizado las más destacadas. Se trata de herramientas muy 
Figura 2: Estructura de la herramienta DigiDoc MetaEdit.
Precisión =
# PC asignadas correctamente
# PC asignadas
Exhaustividad =
# PC asignadas correctamente
# PC asignadas manualmente
Valor - F = 2
Precisión * Exhaustividad
Precisión + Exhaustividad
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extendidas en el ámbito del SEO y del SEM que ayudan a iden-
tificar palabras clave con las que posicionar un sitio web. Así, 
estas herramientas muestran que los usuarios acostumbran a 
utilizar combinaciones de tres o más palabras cuando realizan 
una búsqueda. Esto implica que se emplean formas diferentes 
y precisas para acceder a los contenidos web. Por lo tanto, la 
identificación de palabras clave alternativas resulta muy útil, 
y de aquí proviene el éxito de estas herramientas. El estudio y 
análisis de estas herramientas ha permitido obtener informa-
ción muy valiosa para definir las prestaciones a incorporar en 
la aplicación DigiDoc MetaEdit. 
4.2. Herramienta DigiDoc MetaEdit 
En los artículos “Procedimientos para la extracción de palabras 
clave de páginas web basados en criterios de posicionamiento 
en buscadores” (Artículo 1) y “A semiautomatic indexing sys-
tem based on embedded information in HTML documents” 
(Artículo 3) se presentan las principales características de la 
herramienta DigiDoc MetaEdit. Esta herramienta desarrollada 
por el grupo de investigación DigiDoc, es el sistema utilizado 
para experimentar con los procesos de indexación semiauto-
máticos. 
DigiDoc MetaEdit es un editor de metadatos (Pedraza-Jiménez, 
Codina, & Rovira, 2008; Vàllez, Rovira, Codina, & Pedraza-Ji-
menez, 2010) que permite la descripción de documentos 
HTML con alto contenido informacional. La herramienta fue 
creada con la misión de ayudar a la asignación de metada-
tos (anotación semántica), aunque la funcionalidad que se ha 
experimentado en esta tesis es la de identificar las palabras 
clave más significativas de un documento web para favore-
cer su indexación. El metaeditor permite definir qué criterios 
aplicar para asignar a un documento palabras clave de un 
vocabulario controlado. Se caracteriza por su gran versatilidad 
para adaptarse a cada contexto. Una vez las palabras clave 
de un documento web han sido identificadas, la herramienta 
genera un informe con todas las palabras clave halladas y 
también un archivo RDF (u otros formatos) con los metadatos. 
En cuanto a las características técnicas, DigiDoc MetaEdit se 
ha desarrollado como una aplicación de software libre con 
licencia GLP. Se ha diseñado en Perl usando MySQL para el 
almacenamiento de datos. Su estructura es modular, lo que 
hace que sea más fácil agregar nuevas funcionalidades. Tiene 
tres módulos principales: 
1. Módulo de personalización: su objetivo es permitir la per-
sonalización de la herramienta en base al vocabulario 
controlado, al formato de los metadatos, a los valores de 
las variables, etc. 
Figura 3: Proceso de evaluación de la herramienta DigiDoc MetaEdit.
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N-grama Frec. Long. Doc. accedidos Visitas 
Duración media 
visitas 
evaluación por competencias 133 3 2 477 633
redes sociales 86 2 5 972 586
identidad digital 30 2 2 159 642
web 2.0 50 2 7 231 590
sistemas de evaluación 19 3 2 42 852
evaluación de competencias 21 3 2 64 488
sistemas de gestión 33 3 6 78 752
instrumentos de evaluación 24 3 5 67 673
repositorios institucionales 32 2 9 109 635
educación superior 24 2 4 68 530
Tabla 1. Lista final de candidatas a incorporarse al vocabulario controlado. 
2. Módulo de extracción: su objetivo es extraer las palabras 
clave y metaelementos de los documentos HTML. 
3. Módulo de salida: su objetivo es presentar los metadatos 
extraídos y generar fragmentos de código con los meta-
datos según diferentes estándares, RDF, Dublin Core o 
XHTML. 
La Figura 2 muestra un resumen de la estructura del DigiDoc 
MetaEdit.
4.3. Sistema de evaluación de la indexación semiautomática 
La evaluación de los resultados de la indexación semiautomá-
tica se presentan en ls artículos “A semi-automatic indexing 
system based on embedded information in HTML documents” 
(Artículo 3) y “Updating controlled vocabularies by analysing 
query logs” (Artículo 4). El proceso de evaluación se divide en 
dos fases: primero, se compara la indexación manual frente a 
la indexación semiautomática obtenida con la herramienta; y 
segundo, se comparan los términos utilizados en el proceso 
de indexación manual y semiautomático frente a las palabras 
clave utilizadas por los usuarios en los buscadores. La Figura 3 
muestra de forma gráfica los elementos que forman parte del 
proceso de evaluación al que se somete la herramienta, donde 
se han identificado las dos fases.
El corpus de documentos está indexado tanto por expertos 
humanos como por la herramienta DigiDoc MetaEdit que uti-
liza tres parametrizaciones diferentes. Además, se cuenta con 
las palabras clave utilizadas por los usuarios para acceder a 
los documentos. De este modo, el proceso de evaluación se ha 
realizado en dos etapas. Primero se ha comprobado el grado 
de solapamiento entre las indexaciones manual y semiauto-
mática (fase 1). Después se han examinado las coincidencias 
entre los descriptores utilizados en el proceso de indexación, 
tanto manual como semiautomático, y las palabras clave utili-
zadas por los usuarios en los buscadores (fase 2). 
4.4. Modelo para actualizar los vocabularios controlados 
El artículo “Updating controlled vocabularies by analysing 
query logs” (Artículo 4) se presenta el modelo para obtener 
términos candidatos a incorporarse al vocabulario contro-
lado. Los N-gramas obtenidos después del procesamiento 
tienen asociada diferente información: frecuencia del término 
en el corpus de consultas, número de palabras que lo forman, 
número de documentos a los que se accede con él, visitas 
generadas, y duración media de las visitas en segundos. 
Esta lista de palabras clave obtenida no pasa diferentes de 
filtrado. Primero se excluyen los unigramas ya que la mayoría 
son demasiado genéricos. Después de descartan los térmi-
nos que se utilizan para acceder a un único documento ya que 
se consideran poco representativos. Por último, se aplica la 
siguiente fórmula para asignar un grado de notoriedad de los 
términos candidatos a partir de la información asociada a cada 
término; es decir, identificar los términos son más relevantes y 
por tanto mejores candidatos.
Los elementos de la fórmula se describen a continuación. La 
primera parte de la fórmula: 
está formada por el número de veces que la palabra clave 
aparece en el corpus de consultas (frecuencia del término) y 
por el número de documentos en los que aparece. Este cálculo 
permite identificar las palabras clave más relevantes para el 
corpus de consultas de los usuarios. De este modo, una alta 
frecuencia de la palabra clave en las consultas denota su 
importancia, aunque ésta es compensada al dividirse por el 
número de documentos a los que permite acceder la pala-
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bra clave. Por tanto, se resta importancia a aquellas palabras 
clave más comunes y que por ello tienen menor poder de dis-
criminación. Se trata de una adaptación de la medida del Tf-idf 
al corpus de documentos utilizado, las consultas de los usua-
rios. 
La segunda parte de la fórmula: 
hace referencia al número de visitas a un documento genera-
das por una palabra clave, y la duración media de las visitas. 
Su objetivo es determinar la relevancia de las palabras clave 
introducidas por el usuario de acuerdo a las ‘necesidades de 
información’. Un alto número de visitas indica que una palabra 
clave es muy relevante. Del mismo modo, se asume que las 
visitas de más duración reflejan un mayor interés de los usua-
rios en el documento visitado. Por tanto, la fórmula multiplica 
el número de visitas generadas por una palabra clave por la 
duración media de cada visita. 
La última parte de la fórmula: 
toma en consideración la relevancia semántica de las palabras 
clave utilizadas por los usuarios. A tal fin se contempla la lon-
gitud de las palabras clave como una variable importante. En 
el ámbito de los vocabularios controlados es requisito básico 
la desambiguación de los descriptores, y esto sólo es posible 
con palabras clave precisas que acostumbran a ser compues-
tas. Por ello en la fórmula se considera un factor de relevancia 
positivo que las palabras clave identificadas estén formadas 
por varios elementos. 
Tras aplicar la fórmula de notoriedad, se obtiene una lista 
final de palabras clave candidatas a incorporarse al vocabula-
rio controlado. La Tabla 1 muestra los diez primeros términos 
candidatos obtenidos con su aplicación. Al revisar esta lista de 
palabras se observan términos candidatos a descriptores que 
hacen referencia a conceptos relativamente nuevos: ‘redes 
sociales’, ‘identidad digital’ o ‘web 2.0’. Por tanto, el modelo 
permite identificar la nueva terminología del ámbito temático. 
Por otro lado, también se localizan diferentes variantes de un 
mismo concepto (‘evaluación por competencias’ o ‘evaluación 
de competencias’) y se ofrece al responsable del vocabulario 
controlado información complementaria para decidir qué des-
criptor incorporar.
5. Conclusiones 
La necesidad de acceder a información relevante y pertinente 
es una de las situaciones más habituales tanto desde un 
punto de vista profesional como de ocio. Por tanto, cada vez es 
más apremiante encontrar mecanismos para facilitar la recu-
peración de información y así cubrir mejor las necesidades de 
información de los usuarios. La investigación presentada en la 
tesis intenta contribuir en la mejora de este panorama. 
A modo de resumen se pueden citar tres aportaciones princi-
pales de la tesis: 
1. El uso del marcado semántico, a través de las etiquetas 
HTML, y de los vocabularios controlados resulta una com-
binación ventajosa para la indexación de contenidos web. 
2. La indexación semiautomática puede utilizarse como una 
herramienta complementaria para el indexador humano. 
3. El uso de la información obtenida de la analítica web debe 
tenerse en cuenta para mejorar los procesos de recupera-
ción de información. 
Estas propuestas se caracterizan por su sencilla implementa-
ción y fácil adaptación al entorno de aplicación, además de su 
eficiencia y eficacia. 
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