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The development of proteomics and metabolomics approaches for evaluation 
of pesticides exposure to green algae was explored in this dissertation.  
The selection of a proper protein extraction method, which is the very first 
step of proteomics study, is of paramount significance for the following 
proteomics analysis. Based on this consideration, different protein extraction 
methods including direct lysis buffer method, trichloroacetic acid (TCA) 
/acetone method, phenol method and phenol-TCA/acetone method were 
applied to algae samples to determine the most efficient one. The evaluation of 
the above protein extraction methods using a combination of shotgun 
proteomics and sequential window acquisition of all theoretical fragment-ion 
spectra (SWATH) approach demonstrated that phenol-TCA/acetone method 
was the most effective regarding protein yields and protein identifications. The 
results offer an insight into the proteomics research on algae species. 
Cypermethrin is one of the most widely used pesticides in large scale for 
agricultural and domestic purposes and the residue could seriously affect 
aquatic system. The determination of the effect of cypermethrin on algal 
proteome regarding its exposure concentrations and durations was performed 
using isobaric tag for relative and absolute quantitation (iTRAQ) approach. A 
total of 162 and 198 proteins were significantly altered after cypermethrin 
exposure for 24 h and 96 h in green algae, respectively. The biological 
interpretation of these altered proteins indicated that cypermethrin could affect 
biological processes in algae including photosynthesis, stress response and 
carbohydrate metabolism. This study offers a comprehensive view of the 
IX 
 
complicated modes of action of algal exposure to cypermethrin and provides 
several potential protein biomarkers for further investigation of plants and 
algae exposed to pollutants in the environment. 
The metabolic response of algae to various diazinon concentrations for 
different durations was investigated using a liquid chromatography-mass 
spectrometry (LC-MS) based metabolomics approach. Multivariate analysis 
results showed that diazinon affects algal metabolome in a dosage-dependent 
pattern and the discrimination patterns among different groups demonstrated 
that algal metabolic changes are more sensitive than growth monitoring, 
highlighting the potential of using a metabolomics approach for early toxicity 
detection. Diazinon mainly affects metabolites like fatty acids, carbohydrates, 
glycerolipids and glycerophospholipids and biological pathways including 
lipid metabolism, glycosylphosphatidylinositol-anchor metabolism and 
inositol phosphate metabolism in green algae. This study indicates that an LC-
MS based metabolomics approach is a powerful tool for risk assessment of 
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Chapter 1 Introduction  
1.1 Water quality monitoring  
1.1.1 General information on water quality monitoring 
Water is the most essential element for every living thing on earth to survive, 
but this valued resource is being threatened because of the growth of human 
population and increasing demand for domestic usage and economic purpose. 
Water quality is important in our lives because it is essential to support 
physiological activities of any biological cells. Therefore water has become a 
national security issue for most countries, especially in Singapore, which has 
limited water resource [1]. The effect of water pollution is damaging not only 
to individual species and population but also to the natural biological 
communities. Metals, organochlorines, polychlorobiphenyls, nanoparticles, 
endocrine disruptors and brominated compounds are commonly found 
pollutants in aquatic system [2]. 
Human and environmental health can be greatly affected by water quality, so 
it is of great significance that water monitoring needs to be conducted 
frequently to recognize and prevent contamination problems. Usually there are 
two types of methods to monitor water quality, traditional physical and 
chemical analysis and bio-monitoring [3]. The first method can help to 
determine the source of water pollution, but it can only indirectly indicate the 
aquatic system health condition at the time of sampling instead of determining 
the biological responses. It is preferred to measure pollutions in bio-indicator 
organisms rather than measuring their concentrations in water samples, 
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because detecting and monitoring water quality anywhere and anytime is not 
possible, but using bio-indicators is one way to indirectly obtain water quality 
information. Physical and chemical analysis using direct sampling provides 
information of water quality at the time of sampling only, while bio-indicators 
could provide a time-independent estimation of past environmental conditions. 
In addition, the harmful effect of contaminants can be determined by using 
bio-indicators and therefore, bio-indicators can act as an early-warning system 
for large-scale effect.  
1.1.2 Bio-monitoring of water quality 
Bio-monitoring is an important tool for aquatic ecosystem condition 
assessment. It involves the use of bio-indicators, which are species that 
provide information on the environment condition [4]. They are not only able 
to reveal the environment conditions in a long-term interaction, but also able 
to indicate a sudden change of the environment.  
A wide range of organisms have been used for aquatic system monitoring, 
including periphyton, fish and benthic macroinvertebrate [4]. Among them, 
algae are an important component of biological monitoring programs for water 
quality assessment. Their short life cycle, rapid reproduction rate and roles as 
elementary producers in ecosystem are suitable for bio-monitoring of aquatic 
system. Once algae consumed the pollutants in water, these harmful pollutants 
enter food chain and ultimately accumulate in human body, which may have 
serious threat to human health. Since algae tend to be the most directly and 
sensitively affected organism by physical, chemical and biological 
environmental variations, they have been extensively used to monitor water 
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conditions in ecosystem, including nutrients [5], organic pollutants [6], and 
metal contamination [7].  
However, currently most of these bio-indicators studies just measure the 
concentrations of pollutants in organisms. If the pollutants concentrations are 
below the detection limits but they still possess harmful effects to the 
environment and human, it would be very challenging to assess the potential 
risk. The analysis of metabolite and protein profiling from organisms provide 
one possible way to investigate molecular changes resulting from exposure. 
More details will be discussed in the following sections.  
1.1.3 Pesticide pollution 
Pesticides are widely used for agricultural and domestic purposes, which 
resulted in the presence of their residues in environment. The contamination of 
pesticides in surface water has constituted increasing concerns globally since 
they have been proven to cause adverse impacts on the health of living beings 
and environment [8]. Pesticide residues enter aquatic ecosystem mainly 
through run-off, leaching, equipment washing and inappropriate disposal of 
empty containers. They can be consumed by primary producers in aquatic 
ecosystem and ultimately lead to accumulation in humans. Therefore, it was 
expected that the presence of these pesticides residues could be detected at an 
early stage in the environment.  
Organophosphate pesticides are a large group of widely used chemicals which 
are an alternative to organochlorine pesticides. They are known to inhibit the 
activity of acetylcholinesterase, an enzyme responsible for inactivation of 
neurotransmitter acetylcholine and thus this inhibition results in paralyses by 
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continuous cholinergic neurons stimulation in the target organs [9]. In addition, 
they can also affect immune system, urinary system and reproductive system 
in the target tissues or organs [10]. Diazinon (o,o-diethyl-o-[2-isopropyl-6-
methyl-4-pyrimidinyl]phoshporothioate) is a widely used organophosphate 
pesticide for the controlling of a variety of pests by inhibiting 
acetylcholinesterase enzyme and thus affect their nervous system. This 
pesticide utilizes its toxicity by binding its oxygen analog to 
acetylcholinesterase, resulting in acetylcholine accumulation in nervous 
tissues [11]. It is easy to wash diazinon into surface water and subsequently 
contaminate the ground water. Eventually, this process lead to large quantities 
of diazinon accumulation in aquatic system [9] and thus may affect various 
non-target organisms. It has been revealed that diazinon is a clear threat to 
aquatic ecosystems and salmon [12]. 
 
Figure 1.1 Chemical structures of diazinon and cypermethrin 
Synthetic pyrethroids are widely used as broad-spectrum pesticides due to 
their non-persistence in the environment but they are highly toxic to aquatic 
organisms even at very low concentrations [13]. They could affect the sodium 
channels of nerve cells by working as neurotoxins, and thus result in repetitive 
firing of neurons [14]. The lipophilicity property of pyrethroid pesticides 
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makes them readily absorb by biological membranes and tissues, leading to 
high toxicity in non-targeted organisms [15]. Cypermethrin ([cyano-(3-
phenoxyphenyl)methyl] 3-(2,2-dichloroethenyl)-2,2-dimethylcyclopropane-1-
carboxylate) is one of the top-ranked pyrethroid pesticides  by extending the 
opening of sodium channels in the central nervous system and modulating 
gamma-aminobutyric acid (GABA) levels [16]. It could induce neurotoxicity 
and motor deficits, which possibly implicates in Parkinson’s diseases 
pathogenesis [16]. Cypermethrin has been found in surface water on a 
worldwide scale and it mainly enters the aquatic system from runoff  [17]. 
1.2 Proteomics in aquatic toxicology 
1.2.1 Overview of proteomics 
Proteomics is the study of the function of all expressed proteins. The initial 
goal of proteomics is to identify all the proteins expressed in a biological 
sample, but it can also explore protein-protein interactions, structure activity, 
location and quantity [18], enabling a systematic overview of expressed 
protein profiles. The main advantages and disadvantages of proteomics 
techniques have been shown in Table 1.1. Mass spectrometry (MS)-based 
proteomics is a powerful tool for protein characterization in large scale over 
the last decade because it allows the analysis and identification of proteins in 
high throughput. This technology is rapidly developing and playing important 
roles in discovery of biomarkers  and disease mechanisms [19].  
The development of MS enabled direct and rapid analysis of complex protein 
mixtures and paved the way for a global shotgun proteomics approach to the 
analysis of complex protein mixtures, including bio-fluids, tissues or cells. 
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Shotgun proteomics allows identification of protein components from a 
biological sample using tandem MS (MS/MS) based identification of 
individual peptide. The complex peptide mixture was separated using 
chromatography column before proceeding to MS/MS data collection. High 
performance liquid chromatography-tandem MS (HPLC-MS/MS) has been 
proven to be an effective methodology for shotgun proteomics analysis [20-
22]. A general workflow of shotgun proteomics is shown in Figure 1.2. Briefly, 
a biological sample of interest is used for protein extraction and then the 
protein mixture is digested enzymatically or chemically to obtain a peptide 
mixture. The peptide separation is performed using multidimensional 
chromatographic techniques and subsequently introduces to a mass 
spectrometer. Usually electrospray ionization (ESI) or matrix-assisted lasers 
desorption/ionization (MALDI) is applied for peptide ionization followed by 
various mass spectrometer analysis. The collection of MS/MS datasets 
containing peptide sequences is searched against protein databases to identify 
proteins present in the biological samples [23].  
Table 1.1 Advantages and disadvantages of gel based and gel free proteomics 
techniques. 
Techniques Advantages Disadvantages 
Gel based proteomics (1DE, 
2DE, 2D-DIGE etc.) 
Allow the comparison 
of two protein samples 
on the same gel 
Low sensitivity 


























Figure 1.2 General workflow of shotgun proteomics 
A great benefit of large-scale proteomics is the capability to obtain a snapshot 
of protein concentrations under different conditions in an organism. 
Quantitative proteomics is one of the most crucial steps toward building a 
functional protein network. The classical protein quantification methods 
utilizing dyes, fluorophores or radioactivity suffer from low-resolution of 
protein separation and lack of underlying of protein identity [24], but these 
problems can be overcome by MS based quantitative proteomics. Therefore, 
MS based quantitative proteomics are widely used to provide absolute 
quantitative information or relative quantitative information of proteins [25].  
Classical MS based shotgun proteomics utilizes data-dependent acquisition 
(DDA) for data collection, which means that the selection of precursors for 
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fragmentation in MS is in real time. The reproducibility of identified peptides 
across samples is not good when the number of sequencing cycles is less than 
that of detected precursors since DDA is a semi-stochastic process [26]. 
However, MS based proteomics using data independent acquisition (DIA) can 
monitor both the presence of any detectable peptide and the peptide abundance 
changes across samples [27] (Figure 1.3). Compared with targeted acquisition 
approaches like selected reaction monitoring (SRM), which could quantify a 
predetermined peptide set with good reproducibility, the method using DIA is 
simpler because SRM requires a complex scheduling to measure beyond ~50 
peptides. However, the fact that DIA based method enables the generation of 
MS/MS spectra for any precursor ion available might reduce the selectivity of 
generated data due to lack of filtering [28].  
 
Figure 1.3 Comparison between data dependent acquisition (DDA) and data 
independent acquisition (DIA). In DDA mode, only the most abundant 
precursors are selected by MS for the following fragmentation. However, in 
DIA mode, all precursors within a pre-determined mass isolation window are 
allowed to proceed for fragmentation. 
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SWATH is an implementation of DIA using a quadrupole-time-of-flight 
(QTOF) mass spectrometer and a new strategy for high throughput, label-free 
protein quantification. It acquires data on a mass spectrometer instrument by 
repeatedly and continuously cycling through sequential isolation windows 
throughout a specified mass range over the entire chromatographic elution 
range [29]. It monitors a windowed mass range in sequential increment instead 
of single peptide monitoring [30] and could achieve essentially complete 
peptide coverage for precursors in the tryptic peptides mass range. All 
precursor ions within a specific mass window are fragmented and the resulting 
fragments are analyzed and recorded by mass spectrometer in each cycle. This 
process is repeated for each sequential overlapping SWATH window across 
the full mass range. Therefore the spectra of all the fragment ions derived from 
all the precursor ions are recorded. The quantitation information of any 
peptides observed in the analysis can be extracted using a strategy which is 
derived from SRM. The performance of SWATH is similar to SRM with 
respect to quantitative accuracy, data collection completeness and wide 
dynamic range without the need of specifying target peptides before data 
acquisition. However, one advantage of SWATH over SRM is that it can 
provide quantification information in spite of the number of target peptides 
with the premise that they have been detected by shotgun MS previously [26]. 
Therefore, SWATH is a powerful label-free alternative for quantitative 
proteomics considering the cost for labeling chemicals and compatibility with 




Figure 1.4 iTRAQ reagent structure, labeling mechanism and workflow. (A) 
The structure of iTRAQ reagents; (B) The scheme of iTRAQ reagents react 
with amine group in peptides; (C) The workflow of iTRAQ labeling. 
Isobaric tag for relative and absolute quantitation (iTRAQ) is a widely used 
isotope labeling approach in relative quantitative proteomics research [31-33]. 
This approach utilizes the peptide reactive group of isobaric reagents to react 
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with the primary amines of peptides for labeling. The reaction happens at the 
N-terminus and the ε side chain of lysine, essentially labeling every peptide in 
the sample. The labeled peptide ions were then selected for fragmentation and 
the sequence and abundance information can be obtained from up to eight 
protein samples [34]. The iTRAQ reagents include an N-methyl piperazine 
reporter group (mass range from 113 to 121 for 8-plex, from 114 to 117 for 4-
plex), a balance group and an N-hydroxy succinimide (NHS) ester group 
which is a peptide reactive group. The function of balance group in each 
iTRAQ reagent is to keep the total mass of reporter and balance group 
identical and make the labeled peptides from each sample isobaric by 







Therefore, no additional complexity is introduced because each peptide 
sequence is eluted at one time and at the same m/z value due to the isobaric 
iTRAQ reagents [35]. The NHS ester group from iTRAQ reagents could form 
an amide linkage to the primary amine groups of peptides upon mixing. The 
quantification information of peptides in each sample could be obtained from 
reporter group analyses that are generated upon fragmentation in the MS/MS 
[31] (Figure 1.4). iTRAQ technology allows for simultaneous identification 
and relative quantitation of proteins from up to eight samples and it could be 
used for comparison of control and treated samples, investigation of time 
effect, biological replicates with the information of relative quantitation. 
However, the accuracy of iTRAQ quantitation is subject to underestimation in 
despite of the MS platform (Orbitrap or QTOF) used, particularly for highly 
complex protein mixtures [36]. It typically reveals fold changes of less than 
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two orders of magnitude, which is a limitation of iTRAQ method for 
quantitative proteomics [37]. 
1.2.2 Aquatic toxicology proteomics  
Proteomics analysis has been used in environment research to investigate the 
response of organisms to a changing environment over the last decade because 
it is capable of detecting simultaneous changes of hundreds and even 
thousands of proteins in organisms after exposure to different environment 
stresses [38]. This approach allows for the investigation of the biological 
effects of various environment stresses, such as temperature, pollutants or light, 
on organisms, identification of potential comprehensive and stresses-specific 
biomarkers in protein level and implication of novel mechanisms of 
physiological and toxic action [39].  
Some recent studies explored the effect of heavy metal pollutants on the 
proteomes of several model aquatic organisms. Proteome from haemolymph 
of Sydney rock oyster Saccostrea glomerate exposed to several heavy metals, 
including cadmium, copper, lead and zinc, was compared to unexposed 
oysters by several studies [40-42]. The results suggested that there were 
unique protein expression profiles for each metal exposure and those 
differentially expressed proteins involved with cell signaling, shell properties, 
cytoskeletal, metabolism/stress response and ribonucleic acid (RNA) 
metabolism/protein synthesis. Wang et al examined the proteomics response 
of medaka (Oryzias melastigma) liver and brain to mercury exposure and the 
results showed that higher accumulation of mercury was detected in brain [43]. 
Mercury exposure induced oxidative stress, cytoskeletal assembly, signal 
transduction, protein modification, metabolism and immune response in 
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medaka, indicating the complex and diverse toxicity of mercury. The effect of 
copper stress on algal proteome was also investigated by Contreras et al [44] 
and Ritter et al [45]. Both studies revealed that copper tolerance in algae 
induced energy production and oxidative stress.  
The effects of pollutants other than heavy metals on the proteome of aquatic 
organisms were also extensively studied. The effect of polycyclic aromatic 
hydrocarbons (PAH) and polychlorobiphenyls (PCB) mixtures contamination 
on fish Platichthys flesus were determined by a proteomics approach to 
understand the molecular mechanism [46]. Oxidative stress and deregulation 
of glutathione metabolism, betaine demethylation pathway and methionine 
cycle related proteins were significantly altered in response to PAH and PCB 
contamination. The same approach was used to investigate the early 
proteomics response and toxic mechanisms of glyphosate-based herbicides 
(GBH) in fish gills [47]. The authors concluded that the presence of GBH 
regulated biological processes including energy metabolism, regulation and 
maintenance of cytoskeleton, nucleic acid metabolism and stress response.  
These studies revealed that pollutants exposure induced significant changes in 
the proteome of aquatic organisms. The altered proteins were generally 
involved in energy metabolism, cell signaling, oxidative stress defense 
mechanisms and metabolism of xenobiotics, but it is difficult to draw general 
conclusions in spite of the model organisms and the property of pollutants. 
Therefore, there are still several major challenges before proteomics can be 
ideally used for environment risk assessment. First, more field studies using 
proteomics analysis should be investigated because currently most proteomics 
analysis of model organisms was utilized in controlled laboratory environment 
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to reduce variations. Second, both the effect of pollutant concentration and 
exposure duration on organisms should be considered when performing 
proteomics analysis. Third, organisms are rarely exposed to a single pollutant. 
The effect of pollutants mixtures on organism proteome is typically complex 
and diverse and thus more efforts are required. 
1.3 Metabolomics in aquatic toxicology 
1.3.1 Overview of metabolomics 
Metabolomics is the identification and quantitation of naturally-occurring, low 
molecular weight metabolites in a biological system and metabolome is the 
complete set of metabolites in an organism [48, 49]. The development of 
metabolomics has provided a new dimension in the study of biological 
systems, enabling the comprehensive monitoring of global metabolites 
networks and their alterations in response to various stimuli [50]. The 
integrative analysis of the responses of a biological system to perturbation at 
genome, transcriptome, proteome and metabolome level provides a better 
understanding of the biochemical and biological mechanism in complex 
biological systems (Figure 1.5). Genome, transcriptome and proteome provide 
information about what can happen while metabolome investigates what really 
happens [51]. Metabolomics is the endpoint of system biology and thus it 
could serve as the link between genome and phenome. This approach can be 
applied for biomarker discovery, risk assessment of ecosystem health and 
ecosystem monitoring in environment science field [49]. Furthermore, 
metabolomics approach is applicable to all species from a technological 
perspective without any knowledge of the genome, which is the case for 





Figure 1.5 The taxonomy of omics sciences. Omics studies describe the 
response of biological systems to stresses. Adapted with permission from ref 
[48]. Copyright 2006 John Wiley and Sons. 
A workflow for typical metabolomics analysis is shown in Figure 1.6. After 
sample collection and metabolites extraction, metabolites are separated and 
quantitated using techniques such as nuclear magnetic resonance (NMR) 
spectroscopy and mass spectrometry (MS) analyzers, which are the most 
common analytical platforms employed in metabolomics as shown in Table 
1.2. Pre-processing of data obtained and multivariate analysis are followed by 




Figure 1.6 General workflow for a metabolomics study 
Table 1.2  Common analytical techniques used in metabolomics 


























High resolution NMR spectroscopy is a robust and reliable analytical method 
that provides identification and quantification information based on atom-
centered nuclear interactions and properties [52]. It can simultaneous detect a 
wide range of structurally diverse metabolites with high reproducibility and 
thus provide a snapshot of metabolome at a particular time point. One great 
advantage of NMR spectroscopy for metabolic profiling is that it provides 
quantitative information and does not require time-consuming sample 
preparation steps, like separation or derivatization for MS based analysis. 
Additionally, no prior knowledge of metabolites present in a biological sample 
is required for this approach and thus it is ideally suited for non-targeted 
metabolomics study [51]. Moreover, the samples can be reused for the 
measurements of other biological endpoints and residual chemicals since 
NMR spectroscopy is a non-destructive method. However, the low sensitivity 
of NMR spectroscopy only allows the detection of medium to high abundance 
metabolites. In addition, the clustering of samples in multivariate analysis is a 
challenging problem for this approach because it identifies individual 
metabolite by chemical shift signals [48]. As a powerful metabolomics 
platform, NMR spectroscopy is extensively used in human disease diagnosis 
[53, 54], environment toxicology investigation [55, 56] and natural products 
research [57]. 
MS has been widely applied in metabolomics study, often using tandem MS 
methods. Hyphenation of MS detectors with chromatographic separation is 
one of the paramount advantages of MS based metabolomics, because it 
simplifies mass spectra in a time dimension, provides isobaric separation and 
offers physicochemical information of metabolites [48]. MS based 
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metabolomics provides quantitative information with the advantages of high 
selectivity and sensitivity and the potential of metabolite identification. 
However, sample preparation step is required in MS based techniques and this 
could lead to metabolites losses and discrimination of specific metabolite 
classes based on sample introduction systems and ionization techniques 
applied. Therefore, the parallel application of gas chromatography-mass 
spectrometry (GC-MS) and liquid chromatography-mass spectrometry (LC-
MS) is usually applied for comprehensive metabolome investigation.  
GC-MS is used for the analysis of volatile and thermally stable compounds 
and typically requires the derivatization of compounds to reduce polarity and 
increase thermal stability and volatility prior to chromatographic separation. 
Chromatographic separation is usually based on a temperature or polarity 
gradient on a capillary column. GC-MS has been widely applied in 
metabolomics as a mature analytical platform due to the easy access to this 
instrumentation and availability of metabolite libraries. Nevertheless, sample 
derivatization step for this technique can introduce variability and bias to 
metabolite quantification. 
LC-MS, another hyphenated technique, requires lower analysis temperature 
and no derivatization step compared with GC-MS and thus it can detect a 
much greater number of metabolites, providing a more comprehensive global 
metabolome. Reverse phase (RP) column and hydrophilic interaction 
chromatography (HILIC) column are commonly used in LC-MS for a wider 
range of metabolite separation. The major concern with this approach is 
metabolite identification. Unlike GC-MS and NMR approach, there is no 
commercially available database for LC-MS. Therefore, metabolite 
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identification can only be performed based on accurate m/z measurement and 
tandem MS to provide collisional induced dissociation (CID) and related mass 
spectra [58].  
 Interpretation of the vast amount of data obtained from metabolomics studies 
is challenging because these datasets have a large number of variables but only 
a portion of the information may be useful. Hence multivariate analysis is the 
central statistical approach for the vast amount of metabolomics data to select 
biomarker candidates and examine separation among different groups using 
those biomarker candidates through a classification model [59]. It is generally 
classified into unsupervised and supervised methods. Unsupervised methods, 
such as hierarchical clustering analysis (HCA), principal component analysis 
(PCA) or independent component analysis (ICA), are used to classify samples 
without prior information of sample identify while supervised methods, like 
principal least square (PLS) or soft-independent method of class analogy 
(SIMCA), aim at biomarker discovery [48]. 
PCA is a valuable tool for overview of datasets and detection of trends and 
outliers in metabolomics study. It reduces a large number of variables into a 
much smaller number of uncorrelated variables. This approach transforms 
metabolic features into a set of linearly uncorrelated (or orthogonal) variables 
known as principal components. The capability of PCA in dimensionality 
reduction, data visualization, clustering and sample group discrimination 
allows it as the starting point of metabolomics investigation [60]. It is also 
generally used to assess data quality because it can identify outliers or reveal 
hidden bias in the study [61] and has been reported to determine technical 
variation impact in metabolic profiling [62, 63]. 
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Partial least square-discriminant analysis (PLS-DA) aims at unraveling hidden 
variables that contribute to the separation of different classes. Thus, it could be 
used for the selection of the most influential variables (metabolites) 
responsible for the discrimination among classes [64]. Orthogonal PLS-DA 
(OPLS-DA) is an extension to the PLS-DA. OPLS-DA splits up the data 
variation into the variance of interest (related to the response) and an 
orthogonal (noise) part which is unrelated to the response. This could simplify 
interpretation of the resulting components and additionally assessment of 
inter- and intra-class variance [60]. These two supervised methods can be 
applied for the discrimination between control and treatment groups and 
biomarker selections in metabolomics studies. 
1.3.2 Aquatic toxicology metabolomics 
Metabolomics in aquatic system is used to investigate the interactions of living 
organisms with their natural environment at the metabolic level. It is widely 
used in biomarker discovery, risk assessment of environment health and 
ecosystem monitoring [49]. It is expected that the development of 
metabolomics studies in combination with toxicological studies could provide 
an in-depth insight into the aquatic system health [64]. 
A number of publications have investigated the effect of heavy metals to the 
metabolome of aquatic organisms. Liu et al compared the metabolic effects of 
mercury exposure across three pedigrees of clam Ruditapes philippinarum 
using tissue samples from gland, adductor muscle and gill, respectively [65, 
66]. Only the metabolome of gill tissues showed common significant increases 
in alanine, arginine, glutamate, aspartate, α-ketoglutarate, glycine and 
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adenosine triphosphate (ATP)/adenosine diphosphate (ADP) and decreases in 
citrate, taurine and homarine. The other tissue samples exhibited unique 
metabolic responses to mercury exposure in three pedigrees of clam. Nagato et 
al applied NMR based metabolomics to examine the effect of arsenic, copper 
or lithium on Daphnia magna [67]. A number of amino acids, nucleobase 
uracil and glycerophosphocholine were responsible for the similar 
metabolome changes upon lithium and copper exposure, indicating a similarity 
in modes of action for these two metals. In this study most significantly altered 
metabolites were involved in energy metabolism and ionoregulation.  
Several studies have analyzed the metabolic response of aquatic organisms to 
toxicants apart from heavy metals exposure. A NMR based metabolomics 
approach was applied to investigate the toxic effects of an herbicide, butachlor, 
on golden fish using tissue samples from different organs [68]. It was revealed 
that butachlor toxicity in golden fish altered metabolic profiling including 
oxidative stress, energy metabolism and amino acid metabolism disorder, 
neurotransmitter balance disturbance. Nagato et al investigated the response of 
Daphnia magna to increasing concentrations of diazinon, malathion or 
bisphenol-A (BPA) [69]. The results of diazinon or malathion exposure 
suggested that they could cause a slowdown in protein synthesis and energy 
stock depletion while BPA exposure led to glucose and lactate decrease. 
The development of metabolomics techniques has provided new insights into 
the function and regulation of metabolic networks and contributed to the 
environment research in biomarker discovery, understanding metabolic 
pathways that are altered in response to biological perturbations and novel 
signaling compounds discovery [49]. Nevertheless, incomplete knowledge of 
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aquatic organisms’ metabolic pathways and lack of uniform analytical 
protocols for metabolomics area make standardization challenging [64].  
Bundy et al suggested that characterizations of metabolites are focused on 
mammalian, in particular human biology [49]. Additional efforts are required 
for metabolite identification in environmental metabolomics.  
1.4 Research scope 
The primary objective of this dissertation is to investigate the optimal protein 
extraction method for green algae and investigate potential protein and 
metabolite biomarkers for pesticides exposure using Chlorella Vulgaris as a 
model organism by proteomic and metabolomics approaches. The workflows 
of the following chapters were shown in Figure 1.7. 
 
Figure 1.7 The workflows of the following chapters. A), chapter 2; B), chapter 
3; C), chapter 4. 
The quality of sample preparation is of paramount importance in order to 
generate high quality mass spectrometric data for proteomics analysis. The 
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efficiency of protein extraction depends on protein extraction methods and 
sample types. Therefore, optimization of protein extraction for green algae 
sample is necessary before proceeding for global protein profiling. For this 
purpose, direct lysis buffer method, trichloroacetic acid (TCA)/acetone 
method, phenol method and phenol-TCA/acetone method were compared 
using shotgun proteomics and SWATH proteomics techniques based on the 
number of protein identified and quantitation information of these proteins.   
To set up a model for proteomics investigation of aquatic system health, the 
toxicity effect of a pyrethroid pesticide, cypermethrin, on the proteome of 
green algae C. Vulgaris was determined using an iTRAQ quantitative 
proteomics approach. Cypermethrin is widely used to prevent and treat pests 
both in agriculture and daily life because of their broad spectrum insecticidal 
capacity and effectiveness [70]. Although its wide application is beneficial for 
increasing agricultural production, the bio-accumulation and residual toxicity 
of cypermethrin through food chain can be a threat to human health. Hence, it 
is better to detect the presence of cypermethrin as early as possible. In this 
study, a primary producer in environment, C. Vulgaris, was used as a model 
organism for proteomics investigation. Briefly, green algae at exponential 
phase were exposed to various concentrations of cypermethrin for 24 h and 96 
h, respectively before proteomics analysis. The aim of this work is to 
investigate the mode of action of cypermethrin, assess the toxicity of 
cypermethrin to green algae at protein level and discover potential protein 
biomarkers for cypermethrin exposure.  
The augment use of pesticides in agriculture and household has resulted in 
aquatic environment contamination, which is mainly due to intensive 
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agriculture combined with surface runoff and subsurface drainage [71].  These 
pesticides ultimately find their way into aquatic system and have been found 
to be highly toxic to non-targeted organisms and eventually affect 
environment and human health. Diazinon is one of the widely used 
organophosphate pesticides acting as acetylcholinesterase inhibitor and 
neurotoxic chemical. It has been reported as a persistent pesticide in aquatic 
environment due to its continual input into the environment [72].  In chapter 4, 
the metabolic response of algae to diazinon exposure was investigated by an 
LC-MS based metabolomics approach. The metabolomics data of algae 
exposed to various concentrations of diazinon and different durations was 
collected and analyzed using multivariate analysis to select potential 
metabolite biomarkers followed by biological interpretation.   
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Chapter 2 Evaluation of sample extraction methods for 
proteomics analysis of green algae 
2.1 Introduction   
Sample preparation is one of the most critical steps in proteomics study. Good 
sample preparation can provide consistent and high-quality results. The 
efficiencies of different protein extraction methods vary depending on the type 
of samples. Hence protein extraction method needs optimization for different 
samples since the amounts and types of non-protein interfering compounds are 
different [73]. Algae comprise proteins, carbohydrates, lipids and nucleic acids 
in varying proportions [74] and the information is limited on the optimal 
protein extraction method from algae species. The proteomics investigations 
of algae are widely used in different fields, mainly including bio-fuel [75, 76], 
bio-monitoring and pollution control [39, 77]. Therefore the development of 
an efficient protein extraction method for algae will assist the proteome 
profiling research on algae.  
Currently most studies focused on evaluation of protein extraction methods 
from plant tissues since they contain recalcitrant interferences 
(polysaccharides, lipids, proteases, oxidative enzymes and other secondary 
metabolites) and the presence of cell wall [78], but only few reports 
investigated protein extraction from algae samples compared with plants. 
There are only two previous studies which evaluated the protein release of 
algae samples in aqueous media from different cell disruption techniques [79, 
80]. However, the investigations only focused on protein releasing in aqueous 
media, whereas some proteins are insoluble in water. 
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Chlorella strains have a great potential to be a good biological model for 
research study due to their faster growth rate and easier cultivation. In this 
study, C. Vulgaris was used to evaluate different protein extraction methods. 
Comprehensive analysis of proteome in this species can provide novel insights 
that can be developed and applied to research in other algae species.  
Proteomics based on high-resolution mass spectrometry provided a powerful 
tool for quantifying thousands of proteins, as well as their modifications, 
localization, turnover and interaction partners [81]. Shotgun proteomics does 
not focus on specific sites or proteins of interest and thus allows global 
characterization of a proteome. This approach produces a mixture of peptides 
after global digestion of a protein sample, and then the peptide mixture is 
separated and analyzed with high performance liquid chromatography coupled 
with tandem mass spectrometry. By using shotgun proteomics, both high-
abundance and low-abundance proteins, proteins with extreme isoelectric 
point (pI) value and molecular mass, as well as membrane proteins can be 
identified and analyzed [82]; thus this method is largely unbiased compared to 
2D electrophoresis based proteomics method.  
SWATH is a data-independent acquisition mass spectrometric method in 
which data are acquired on a fast, high resolution MS instrument by repeatedly 
cycling through sequential isolation windows [30]. Gillet et al revealed that 
SWATH allows quantification of as many as those typically identified by 




Since shotgun proteomics is a DDA based method, the reproducibility of 
precursor ion selection is not very high. SWATH is a DIA based method that 
can record the fragment ion spectra of all the analytes in one sample just in 
single measurement [29] and it aims to complement traditional mass-
spectrometry-based proteomics techniques such as shotgun proteomics. 
Therefore, in this study, SWATH was used as an alternative way for shotgun 
proteomics to identify and quantify proteins from different extraction methods 
including direct lysis buffer method, TCA/acetone method, phenol method and 
phenol-TCA/acetone method. The aim of this study is to evaluate the 
efficiency of different protein extraction methods using both shotgun 
proteomics and SWATH techniques. The evaluation of protein extraction 
methods using both identification and quantitation information has not been 
reported before. Therefore, the investigation of protein quantitation 
information among different methods can provide a new insight into the 
efficiency of protein extraction.  
2.2 Materials and Methods 
2.2.1 Microalgae cultivation condition 
C. Vulgaris (ATCC® 9765
TM
) was cultivated in 2 L glass bottles at room 
temperature with 12/12 light-dark cycle and aerated at an air flow rate of 3.2 
L/min with 0.4 µm filter sterilized air. Bold modified basal freshwater nutrient 
solution (Sigma-Aldrich, Singapore) was used as culture medium with 50 
times dilution. The algae growth was monitored by recording of the cell 
density values (using optical density at 685 nm) at one day intervals until a 
constant reading was obtained, which represented an early stationary growth 
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phase. Harvest of algae was done by centrifugation and lyophilization. Freeze-
dried algae sample was stored under -80 °C until further use.  
2.2.2 Algae protein extraction 
2.2.2.1 Direct lysis buffer method 
1 ml lysis buffer which contains 25 mM triethylammonium bicarbonate 
(TEAB), 8 M urea, 2% triton, 0.1% sodium dodecyl sulfate (SDS) and 
cOmplete
TM
 ethylenediaminetetraacetic acid (EDTA)-free protease inhibitor 
tablet according to the instruction of the manufacture (Roche Diagnostics) was 
added to 100 mg algae sample followed by sonication on ice for 30 min with 
the following parameters: 40% amplitude for 30 s in pulses (5 s on, 25 s off). 
After centrifugation at 18 000 × g for 60 min, the supernatant was stored at -80 
◦C until further use. 
2.2.2.2 TCA-acetone method 
This method was based on a previously published method [83]. 100 mg algae 
sample was re-suspended in 1 ml pre-chilled extraction buffer I containing 10% 
TCA, 1% polyvinylpyrrolidone (PVPP) and 2% 2-mercaptoethanol (2-ME) in 
acetone and sonicated on ice for 30min with the following parameters: 40% 
amplitude for 30 s in pulses (5 s on, 25 s off). The mixture was incubated at -
20 ◦C overnight. After centrifugation at 16 000 × g for 15 min under 4 ◦C, the 
supernatant was discarded and the pellet was rinsed three times with l ml pre-
chilled acetone containing 0.07% 2-ME. Between each rinsing step, the 
mixture was incubated at -20 ◦C for 60 min. Then the pellet was re-suspended 
in appropriate volume of lysis buffer and incubated at room temperature for 60 
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min. After centrifugation at 18 000 × g for 60 min, the supernatant was stored 
at -80 ◦C until further use. 
2.2.2.3 Phenol method 
Phenol extraction was performed according to Wang’s method with some 
modifications [84]. Briefly, 0.5 ml extraction buffer II (30% sucrose, 2% SDS, 
5% 2-ME and 0.1 M Tris, pH8) was added to 100 mg algae sample. The 
mixture was sonicated on ice for 30 min with the following parameters: 40% 
amplitude for 30 s in pulses (5 s on, 25 s off). An equal volume of Tris-
buffered phenol solution was added and the mixture was well mixed followed 
by 5 min incubation. The sample was centrifuged at 16 000 × g for 5 min 
under 4 ◦C and the upper phenolic phase was collected. This procedure was 
repeated on the residual pellet for two more times and the collection of 
phenolic phase was combined. Then the solution was precipitated with five 
volumes of 0.1 M ammonium acetate in 80% methanol at -20 ◦C overnight. 
The mixture was centrifuged and the resulting pellet was rinsed with methanol 
and acetone, respectively. The pellet was re-suspended in appropriate volume 
of lysis buffer and incubated at room temperature for 60 min. After 
centrifugation at 18 000 × g for 60 min, the supernatant was stored at -80 ◦C 
until further use. 
2.2.2.4 Phenol/TCA-acetone method 
Phenol/TCA-acetone method is a combination of TCA-acetone method and 
phenol method and it was based on the work of Wang et al with some 
modifications [85]. Briefly, 100 mg algae sample was re-suspended in 1 ml 
pre-chilled extraction buffer I and sonicated on ice for 30 min with the 
following parameters: 40% amplitude for 30 s in pulses (5 s on, 25 s off). 
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After centrifugation at 16 000 × g for 5 min under 4 ◦C, the supernatant was 
discarded and the pellet was rinsed with 0.1 M ammonium acetate in 80% 
methanol and acetone containing 0.07% 2-ME. Equal volumes of Tris-
buffered phenol solution and extraction buffer II were added and the mixture 
was well mixed followed by 5 min incubation. The sample was centrifuged at 
16 000 × g for 5 min under 4 ◦C and the upper phenolic phase was collected. 
This procedure was repeated on the residual pellet for two more times and the 
collection of phenolic phase was combined. Then the solution was precipitated 
with five volumes of 0.1 M ammonium acetate in 80% methanol at -20 ◦C 
overnight. The mixture was centrifuged and the resulting pellet was rinsed 
with methanol and acetone. The pellet was re-suspended in appropriate 
volume of lysis buffer and incubated at room temperature for 60 min. After 
centrifugation at 18 000 × g for 60 min, the supernatant was stored at -80 ◦C 
until further use. 
2.2.3 Protein quantitation and SDS-PAGE analysis 
Protein concentration in various samples was measured using RC-DC
TM
 
protein assay kit (BioRad Laboratories, Hercules, CA, USA) according to the 
manufacturer’s protocol. Bovine gamma globulin (BGG) was used as standard 
and at least three biological replicates were used to evaluate the protein 
extraction protocols. The protein concentration was expressed as μg/mg fresh 
weight of algae sample and protein yield was presented as mean ± standard 
deviation (SD). 
One dimension sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(SDS-PAGE) was carried out using 12.5% polyacrylamide gel. Proteins were 
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visualized upon staining with silver nitrate. Gel images were digitalized with 
G:Box Chemi-XX8 (Syngene, Cambridge, UK). 
2.2.4 Protein sample preparation 
The protein samples (about 100 μg) from different extraction methods were 
lyophilized and reconstituted with 50 mM TEAB solution. The lysates were 
reduced with tris-(2-carboxyethyl) phosphine (TCEP), alkylated with methyl 
methane-thiosulfonate (MMTS) and diluted 10 times before trypsin digestion 
(w/CaCl2, SCIEX) with a ratio of 1:10 (w/w, trypsin/protein) at 37 ◦C for 16 h. 
To remove the interfering substances with LC-MS/MS analysis such as TEAB, 
TCEP, SDS, CaCl2 and organic solvents, strong cation exchange (SCX) was 
performed for the peptide samples using the cation exchange system provided 
by manufacturer (SCIEX, Foster, California, USA). The eluted fraction was 
desalted using Sep-Pak C18 cartridges (Waters, Milford, Massachusetts, USA), 
lyophilized and then reconstituted with 50 μL of water containing 0.1% formic 
acid and 2% acetonitrile for LC-MS/MS analysis. 
2.2.5 Algal proteome profiling using shotgun proteomics 
Peptide separation was performed on an Eksigent nanoLC Ultra and ChiPLC-
nanoflex (Eksigent, Dublin, CA, USA) in Trap Elute configuration. The 
samples were reconstituted in 50 µL 2% acetonitrile with 0.1% formic acid 
before 5 µL of each was loaded on a 200 µm ×0.5 mm column (ChromXP 
C18-CL, 3 µm) and eluted on an analytical 75 µm × 15 cm column (ChromXP 
C18-CL, 3 µm). Peptides were separated by a gradient formed by mobile 
phase A (2% acetonitrile, 0.1% formic acid) and mobile phase B (98% 
acetonitrile, 0.1% formic acid) at a flow rate of 3 µL/min. The gradients used 
for separation were: maintained at 5% of mobile phase B for 1 min, 5 to 12% 
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of mobile phase B in 29 min, 12 to 30% of mobile phase B in 90 min, 30% to 
90% of mobile phase B in 2 min and maintained at 90% of mobile phase B for 
7 min, 90 to 5% of mobile phase B in 5 min and maintained at 5% of mobile 
phase B for the following 13 min. 
The MS analysis was performed on a TripleTOF (time of flight) 5600 system 
(SCIEX) under information dependent acquisition mode. Mass spectra were 
acquired across the mass range of 400-1800 m/z in high resolution mode 
(>30000) using 250 ms accumulation time per spectrum. The top 20 
precursors per cycle were chosen for fragmentation with 100 ms maximum 
accumulation time for each precursor and dynamic exclusion of 15 s. Tandem 
mass spectra were recorded under high sensitivity mode (resolution >15000) 
with rolling collision energy on.   
Peptide identification was performed with ProteinPilot
TM
 Software 4.5 
(SCIEX) using paragon database search algorithm (4.5.0.0) and integrated 
false discovery rate (FDR) analysis function. The MS/MS spectra obtained 
were searched against a protein sequence database derived from transcriptome 
sequencing of C. Vulgaris (total 43410 entries) with the following search 
parameters: (1) Sample Type: Identification; (2) Cysteine Alkylation: MMTS; 
(3) Digestion: Trypsin; (4) Instrument: Triple TOF 5600; (5) Special Factors: 
None; (6) Species: None; (7) ID Focus: Biological modifications; (8) Database: 
Algae Transcriptome.fasta; (9) Search Effort: Thorough; (10) FDR Analysis: 
Yes; (11) User Modified Parameter Files: Yes.  
A reverse database search strategy was adopted to estimate the FDR for 
peptide identification. For all the shotgun proteomics studies, a strict unused 
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confidence score ≥ 1.3 was used as qualification criteria, corresponding to a 
peptide confidence level of 95%. Then the results were exported into 
Microsoft Excel for manual data interpretation.  
2.2.6 Algal proteome profiling using SWATHTM MS  
Peptide separation was performed on the same reverse phase LC setup. 
Samples were analyzed on a TripleTOF 5600 system (SCIEX) in SWATH 
mode. The cycle time of each acquisition method is 3 s and each method 
consists of 36 acquisition widows of 25 Da with 80 ms accumulation time and 
50 ms TOF/MS survey from 350 to 1250 Da. Each MS/MS acquisition 
window consisted of a scan from 100 to 1800 Da and was performed using 35 
V collision energy with a spread of 15 V.  
An ion library was generated using a pool of all samples in equal proportion 
and analyzed on a TripleTOF 5600 system under information independent 
acquisition mode. Precursor ions were selected across 350-1250 m/z mass 
range using 250 ms accumulation time per spectrum. A maximum of 20 
precursors per cycle from each MS spectra were selected for MS/MS analysis 
with 100 ms accumulation time for each precursor and dynamic exclusion for 
8 s. Tandem MS was recorded across 100-1800 m/z mass range in high 
sensitivity mode with rolling collision energy on.  
Protein identification was performed as described in shotgun proteomics part 
and the parameters for searching are identical. The proteins identified were 
used to generate an ion library for SWATH. Peak alignment and data 
interrogation were done using PeakView software (SCIEX) supplemented 
with MS/MS (ALL) by SWATH Acquisition Microapp add-on with the 
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following filter: Peptide confidence: 99%; Exclude modifications: Yes; 
Excluded Shared: Yes. 
2.3 Results and Discussion  
Currently only few reports [80] on evaluation of algae protein extraction 
methods are available and almost all of them focus on optimization of cell 
disruption methods. Therefore, several commonly used protein extraction 
methods involving different chemicals for plant tissues were determined in 
this study for algae sample, including direct lysis buffer method, TCA/acetone 
method, phenol method and phenol-TCA/acetone method. 
2.3.1 Quantitative comparison of protein yield 
In this study, different protein extraction methods from green algae sample 
were compared. Total protein yields obtained from equal amount of algae 
sample by these four extraction methods were determined using RC DC 
protocol (Table 2.1). The amounts of total protein extracted were method 
dependent. Direct lysis buffer method gave much higher yield of protein 
(33.75±6.62 mg/g) compared to the other three methods (TCA/acetone method, 
4.08±1.27 mg/g; phenol method, 2.00±0.50 mg/g; phenol-TCA/acetone 
method, 5.47±0.70 mg/g). Since direct lysis buffer method is a single-step 
protocol, it avoids protein losses due to additional steps like protein 
precipitation and re-solubilization in the other three methods. However, 
another possible reason is that the total protein in direct lysis buffer method is 
overestimated due to the presence of some impurities which were removed by 
organic solvent wash in the other three methods. The yield of phenol method 
(2.00±0.50 mg/g) is much lower than that of phenol-TCA/acetone method 
(5.47±0.70 mg/g). This is due to the fact that the buffer for protein extraction 
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at the first step is different, indicating that TCA in extraction buffer I is more 
efficient than SDS in extraction buffer II in term of protein extraction from 
algae. It is proposed that TCA precipitated protein by sequestering the protein-
bound water and the acidic property of TCA is important for the 
conformational change which triggers protein precipitation [86]. Moreover, 
TCA can inhibit protease activity, which could also improve protein yield. The 
performance of SDS for protein solubilization in the presence of various 
interfering compounds is not good, which is another reason for low yield of 
phenol method. 







Direct lysis buffer 
method 
5.19 ±1.02 33.75±6.62 
TCA/acetone method 1.36±0.42 4.08±1.27 




a) Mean ± SD, n=3 
As can be seen from Figure 2.1 SDS-PAGE separation of algae protein 
samples prepared by different extraction methods, the total protein intensity of 
direct lysis buffer method is much lower than that of phenol method and 
phenol-TCA/acetone method, suggesting that protein estimation of direct lysis 
buffer is not accurate due to the absence of organic solvent washing steps. 
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Phenol method and phenol-TCA/acetone method showed more protein bands 
than the other two methods. One possible explanation for less protein bands in 
direct lysis buffer method is the presence of impurities. For TCA/acetone 
method, long exposure of protein sample to acidic condition may result in 
protein degradation. Instead, phenol-TCA/acetone method adopted a brief 
TCA/acetone wash followed by basic methanol wash step to neutralize the 
acidic condition.  
 
Figure 2.1 SDS-PAGE separation of algae protein samples prepared by 
different extraction methods. Lane 1-3, direct lysis buffer method; lane 4-6, 
TCA/acetone method; lane 7-9, phenol method; lane 10-12, phenol-
TCA/acetone method. Protein molecular mass standard with size (kDa) was 
indicated on the left.  
2.3.2 Shotgun proteomics results 
To have a better knowledge of different protein extraction methods, shotgun 
proteomics technique was applied to protein samples. For each method, three 
biological replicates were used for proteome profiling, and only proteins 
identified in at least two replicates were counted.  
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As shown in Table 2.2, direct lysis buffer method and TCA/acetone method 
had less number of identified proteins compared to the other two methods, and 
this supports the results of SDS-PAGE. Phenol-TCA/acetone method had 
more identified proteins than phenol method, which may be attributed to the 
fact that the combination of TCA/acetone solution and phenol solution 
precipitated more proteins than phenol solution alone. A subset of 46 proteins 
can be identified in all four methods, and most of them are photosynthesis 
related proteins locating inside chloroplast, which is one of the main sources 
of algae proteins. Phenol and phenol-TCA/acetone methods overlapped for 
408 proteins (Figure 2.2), possibly due to similarity of these two methods. 
Each extraction method isolated a unique subset of the algal proteome, and the 
number of unique proteins identified in phenol/TCA-acetone method and 
phenol method was quite close. Phenol-TCA/acetone method yielded the 
highest absolute number of unique protein IDs. 
Table 2.2. Total number of proteins identified from different protein extraction 
methods. 
Protein extraction method Number of proteins identified 
Direct lysis buffer method 131 
TCA/acetone method 195 
Phenol method 568 
Phenol-TCA/acetone method 617 
 
The coverage of cellular components from different methods was assessed by 
gene ontology terms using ClueGO [87] (Figure 2.3). All methods gave high 
coverage of chloroplast and phenol/TCA-acetone method and phenol method 
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also had high percentage of cytoplasm and plastid annotations. The cellular 
components coverage of direct lysis buffer method and TCA-acetone method 
was too low compared with the other two high coverage methods, since global 
proteome profiling required a wide coverage of cellular components to find 
potential interesting proteins. 
 
Figure 2.2 Venn diagram of identified proteins from four extraction methods 
using Venny tool [88]. PTA: Phenol/TCA-acetone method; P: Phenol method; 
TA: TCA-acetone method; D: Direct lysis buffer method.  
 
Figure 2.3 Gene ontology cellular component of the identified proteins from 
four protein extraction methods. 
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2.3.3 SWATH quantitation of proteins 
Data acquired from SWATH analysis were subjected to similar cutoff criteria, 
which is that only proteins identified in at least two replicates were counted. 
The use of biological replicates and only including proteins identified in at 
least two replicates as part of highly stringent selection criteria facilitated the 
identification of true biological events against background ‘noise’ due to 
biological variation. From a total of 760 proteins identified, an overlap of 622 
proteins was identified compared with all proteins identified using shotgun 
proteomics, demonstrating that most of proteins identified using shogun 
proteomics were validated using SWATH technique.  
 
Figure 2.4 Venn diagram of identified proteins from SWATH and shotgun 
proteomics using Venny tool [88]. 
SWATH also provides quantitation information of proteins and can be used to 
evaluate protein extraction efficiency of different methods. Abundance of 
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proteins from phenol method, TCA-acetone method and direct lysis buffer 
methods were compared with phenol/TCA-acetone method, respectively, to 
investigate the effect of different extraction buffer on protein extraction and 
the result was shown in Figure 2.5. Most proteins in these three methods were 
clustered below the ratio of 0.5, which means phenol/TCA-acetone method 
was more efficient in extracting more protein contents from algae samples 
compared with the other three methods and this conclusion is consistent with 
shotgun proteomics results. Moreover, most proteins from TCA/acetone 
method clustered at lower ratio compared with the other two methods, 
indicating that long exposure of protein to acidic conditions could affect 
protein extraction efficiency. 
 
Figure 2.5 Ratios of protein abundance in phenol method (black square), 
TCA-acetone method (red circle) and direct lysis (blue triangle) buffer method 
compared with phenol/TCA-acetone method. 
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2.4 Concluding remarks 
In this study, protein extraction methods involving phenol were found to be 
superior to the other tested methods (TCA-acetone method and direct lysis 
buffer method) for algal proteome analysis using mass spectrometry-based 
proteomics analysis. Phenol-TCA/acetone method can precipitate more protein 
in terms of the number of protein and quantity of protein. The present study 
shows additional insights into the understanding of protein extraction 
efficiency using different methods. Hence, among the four protein extraction 
methods, phenol/ TCA-acetone method was the most efficient for algae 





Chapter 3 Identification of cypermethrin induced proteins 
changes in green algae by iTRAQ quantitative proteomics 
3.1 Introduction 
Pesticides are widely used for agricultural and domestic purposes but their 
residues often seriously affect aquatic ecosystem. They can be consumed by 
primary producers in aquatic ecosystem and ultimately accumulated in 
humans. Synthetic pyrethroid pesticides became popular as a replacement for 
organophosphate and organochlorine pesticides in the last decade for 
environmental and human health consideration. Although pyrethroid 
pesticides are not persistent chemicals in the environment, they are highly 
toxic to aquatic organisms [89]. Cypermethrin is one of the most used 
pyrethroids pesticides in large scale. It was reported that cypermethrin is 
correlated with oxidative stress, DNA damage and ion channels mechanism, 
and may induce neurotoxicity and motor deficits in animal models [16]. These 
findings have attracted increasing public concerns considering its toxicity 
associated with environmental and human health. 
It is challenging to assess the potential risk of exposure to low dosage of 
chemical contaminants, because usually no obvious clinical symptoms can be 
observed after exposure to these contaminants, and information obtained from 
chemical analysis is not enough to have a better understanding of the health 
risk of these pollutants since chemical analysis only gives information at the 
time of sampling. Proteomics analysis is one possible way to investigate 
molecular changes resulting from exposure before the development of 
apparent diseases [90], so this technique can provide useful information for 
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toxicity assessment and early clinical diagnosis. It was expected that 
proteomics could detect adverse effects at an early stage with improved 
sensitivity when organisms were exposed at low dose, and thus result in 
improved risk assessments [91]. 
Proteomics may provide a comprehensive insight into protein changes upon 
stresses and mode of action, and identify potential biomarkers [92, 93]. 
Quantitative proteomics is one important way of proteomics to identify and 
quantify proteome of an organism. Two-dimensional gel electrophoresis (2DE) 
was commonly used for protein quantitation prior to mass spectrometry 
identification [94]. However, it is difficult to separate hydrophobic proteins 
using 2DE method, and the low sensitivity of stained proteins significantly 
affects protein quantification [35]. iTRAQ is a widely utilized quantitative 
proteomics technique to obtain relative quantification information of peptides 
in up to eight samples simultaneously. This method uses several isobaric tags 
to label peptides from various samples followed by LC-MS/MS analysis to 
perform protein identification and quantitation.  Since iTRAQ can identify and 
quantify protein from up to eight samples simultaneously, it is an appropriate 
method to investigate altered protein expression levels from control and 
diseased or treated samples and determine the effect of time on an organism 
since it can provide relative quantitation information [35, 92, 93]. 
Previous studies showed that cypermethrin could induce oxidative stress [16] 
and carbohydrates metabolism alteration [95, 96]. However, most of these 
studies were focused on animal models and no global approach providing 
insights into altered proteins induced by cypermethrin in green algae has ever 
been reported. In this respect, here a quantitative proteomics technique, 
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iTRAQ, was applied to fully reveal proteins in algae associated with 
cypermethrin toxicity. This study indicates that cypermethrin significantly 
changed the protein expression level in green algae C. Vulgaris compared with 
control sample. The significantly altered proteins were mainly involved in 
photosynthesis, stimulus response and carbohydrates metabolism. 
3.2 Materials and Methods 
3.2.1 Algae cultivation and cypermethrin treatment 
C. Vulgaris (ATCC® 9765
TM
) was cultivated in 2 L glass bottles at room 
temperature with 12/12 light-dark cycle and aerated at an air flow rate of 3.2 
L/min with 0.4 µm filter sterilized air. Bold modified basal freshwater nutrient 
solution (Sigma-Aldrich, Singapore) was used as culture medium with 50 
times dilution. The algae growth was monitored by recording the cell density 
values (using optical density at 685 nm) at one day intervals until a constant 
reading was obtained, which represented an early stationary growth phase. 
During exponential phase of algae growth, 12 bottles of green algae were 
randomly assigned to one control group and three cypermethrin treated groups 
(low dosage, medium dosage and high dosage), each group containing 3 
biological replicates. The concentrations of cypermethrin used in three treated 
groups were 0.001 µg/L as low dosage, 0.01 µg/L as medium dosage and 1 
µg/L as high dosage. These algae samples were exposed to cypermethrin for 
24 h and 96 h, respectively. Harvest of algae was done by centrifugation and 
lyophilization. Freeze-dried algae sample was stored at -80 °C fridge prior to 
protein extraction.  
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3.2.2 Protein extraction 
Protein extraction of green algae was performed using phenol/TCA-acetone 
method based on Wang et al [85] with modifications. Briefly, 100 mg algae 
sample was suspended in 1 ml pre-chilled extraction buffer I containing 10% 
TCA, 1% polyvinylpyrrolidone (PVPP) and 2% 2-mercaptoethanol (2-ME) in 
acetone and homogenized using 0.5 mm glass bead for 30 s with the speed of 
6.60 m/s at 4 ◦C. After centrifugation at 16 000 × g for 5 min at 4 ◦C, the 
supernatant was removed and the pellet was rinsed with 0.1 M ammonium 
acetate in 80% methanol and acetone containing 0.07% 2-ME, respectively. 
Equal volumes of Tris-buffered phenol solution and extraction buffer II (30% 
sucrose, 2% SDS, 5% 2-ME and 0.1 M Tris, pH8) were added and the mixture 
was well mixed followed by 5 min incubation. The sample was centrifuged at 
16 000 × g for 5 min at 4 ◦C and the upper phenolic phase was collected. This 
step was repeated on the residual pellet for two more times and the collection 
of phenolic phase was combined. Then the solution was precipitated with 
about five volumes of 0.1 M ammonium acetate in 80% methanol at -20 ◦C 
overnight. The mixture was centrifuged and the result pellet was rinsed with 
methanol and acetone, respectively. The pellet was re-suspended in 
appropriate volume of lysis buffer and incubated at room temperature for 60 
min. After centrifugation at 18 000 × g for 60 min, the supernatant was 
collected and kept at -80 ◦C until use. Final protein concentrations were 




3.2.3 Protein digestion and iTRAQ labeling 
iTRAQ Reagent 8-Plex kit (SCIEX, Foster, California, USA) was used for 
iTRAQ labeling according to the manufacturer’s protocol with some 
modifications. iTRAQ labeling reagent 113 and 114 were used to label two 
biological replicates from control group, and similarly, 115 and 116 (low 
dosage group), 117 and 118 (medium dosage group),  119 and 121 (high 
dosage group) were used to label two biological replicates from each group, 
respectively (Figure 3.1). Briefly, about 100 µg protein from each sample was 
reduced and alkylated using TCEP and MMTS. For digestion, the samples 
were diluted 10 times using 0.5 M triethylammonium bicarbonate (TEAB) 
firstly and 10 µL trypsin (w/CaCl2, SCIEX)  in water was added to each tube 
and incubated at 37 ºC for 16 h. The next step involved with drying digested 
peptides sample and reconstituting using 0.5 M TEAB. These samples were 
then labeled with iTRAQ labeling reagents and incubated at room temperature 
for 2 h. The eight iTRAQ-labeled peptide samples were then pooled and 
cleaned up using a strong cation exchange column based on manufacturer’s 
protocol (SCIEX) to remove interfering substance such as excess iTRAQ 
reagents, organic solvent and SDS. The sample after clean-up was desalted 
using a C18 Sep-Pak cartridge (Waters, Milford, Massachusetts, USA) and 
lyophilized. The dried sample was reconstituted in 20 mM ammonium formate 




Figure 3.1 Experimental design for iTRAQ labeling showing biological 
replicates. 
3.2.4 LC-MS/MS analysis 
A Prominence high performance liquid chromatography (HPLC) system 
(Shimadzu, Kyoto, Japan) connected to a reverse phase column was used to 
perform the first dimension of peptide separation. Around 100 µg of the 
pooled peptide mixture (via 8 times) was injected into an Xbridge C18 column 
(WATERS Xbridge C18, 3.5 µm, 3.0 mm ×150 mm). Mobile phase A was 20 
mM ammonium formate in water, pH 10 and mobile phase B was 20 mM 
ammonium formate in 80% acetonitrile, pH 10.  The flow rate was set to 0.2 
ml/min. A total of 79 fractions were collected at 1 minute interval using the 
following gradient of mobile phase B: 0% for 5 min, 0-15% for 15 min, 15-40% 
for 40 min, 40-80% for 1 min, held at 80% for 5 min and 80-0% for 1 min and 
continued at 0% for another 17min. The eluted fractions were subsequently 
pooled to 10 fractions and reconstituted with 95% water, 5% acetonitrile 
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containing 0.1% formic acid after lyophilization.  The second dimension 
peptide separation was performed on an Eksigent nanoLC Ultra and ChiPLC-
nanoflex (Eksigent, Dublin, CA, USA) in Trap Elute configuration. The 
samples were loaded on a 200 µm ×0.5 mm column (ChromXP C18-CL, 3 µm) 
and eluted on an analytical 75 µm × 15 cm column (ChromXP C18-CL, 3 µm). 
Peptides were separated by a gradient formed by mobile phase A (2% 
acetonitrile, 0.1% formic acid) and mobile phase B (98% acetonitrile, 0.1% 
formic acid) at a flow rate of 3 µL/min. The following gradient elution was 
used for peptide separation: maintained at 5% of mobile phase B in 1 min, 5 to 
12% of mobile phase B in 19 min, 12 to 30% of mobile phase B in 120 min, 
30 to 70% of mobile phase B in 10 min, 70 to 90% of mobile phase B in 2 min 
and maintained at 90% of mobile phase B for 7min, 90 to 5% in 6 min and 
held at 5% of mobile phase B for 10 min.  
The tandem MS analysis was achieved using a SCIEX 5600 TripleTOF 
system (SCIEX, Foster City, CA, USA) under information dependent 
acquisition mode. The mass ranges of 400-1800 m/z and accumulation time of 
250 ms per spectrum were applied for precursor ions selection. MS/MS 
analysis was performed on the 20 most abundant precursors (accumulation 
time: 100 ms) per cycle with 15 s dynamic exclusion. The recording of 
MS/MS was acquired under high sensitivity mode using rolling collision 
energy.  
3.2.5 Identification and quantification of peptides and proteins 
The MS/MS data was searched against a protein sequence database derived 
from the transcriptome sequencing of C. Vulgaris (total 43410 entries) using 
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PorteinPilot™ software 4.2 (SCIEX) for peptide identification and 
quantification. The Paragon Algorithm (SCIEX) and ProGroup (SCIEX) were 
used to eliminate any redundant hits because of sharing peptides between 
proteins. The MS/MS spectra obtained were searched using the following 
users defined search parameters: Sample Type: iTRAQ 8 plex (Peptide 
Labeled); Cysteine Alkylation: MMTS; Digestion: Trypsin; Instrument: 
TripleTOF5600; Special Factors: None; Species: None; ID Focus: Biological 
Modification; Database: Algae Transcriptome.fasta; Search Effort: Thorough; 
FDR Analysis: Yes; User Modified Parameter Files: Yes.  
The estimation of false discovery rate (FDR) for peptide identification was 
performed using a reverse database search strategy.  For iTRAQ studies, an 
unused confidence score >1.3 (95% peptide confidence level) was used as 
quantification criteria. 
3.3 Results and Discussion 
3.3.1 Effect of cypermethrin on C. Vulgaris growth 
The growth of C. Vulgaris supplemented with 0, 0.001 µg/L, 0.01 µg/L, 0.1 
µg/L and 1 µg/L cypermethrin was assessed during exponential phase using 
optical density to determine the effect of this pesticide (Figure 3.2). The 
presence of cypermethrin in culture medium can decrease algae growth rate 
and the inhibition of 1 µg/L on algae growth was the most obvious, resulting 




Figure 3.2 Growth curve of C. Vulgaris strain without or with different 
concentrations of cypermethrin during exponential growth phase. 
According to United States Environment Protection Agency, the estimated 
acute drinking water of cypermethrin concentration in surface water is 1.04 
µg/L and the chronic drinking water of cypermethrin concentration in surface 
water is 0.013 µg/L. To investigate whether these mentioned cypermethrin 
concentrations will affect algal proteome, 0.001 µg/L, 0.01 µg/L and 1 µg/L 
cypermethrin were added to algal culture medium to investigate the dosage 
effect of this pesticide on algae growth in the following proteomics analysis. 
The effect of exposure duration was also investigated in this study, using 24 h 
exposure as short term study and 96 h exposure as long term study. 
3.3.2 iTRAQ proteomics result overview 
iTRAQ quantitative proteomic technique was used to determine algae protein 
samples from control group and three other cypermethrin treated groups after 
24 h and 96 h, respectively, to investigate altered proteins related with 
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cypermethrin exposure. Proteomics results were correlated to explain 
molecular changes involved with cypermethrin exposure. Data analysis was 
performed using cross comparison among two treated samples and two control 
samples (e.g. low dosage group/control group: 115/113, 115/114, 116/113, 
116/114). A cutoff of unused protein score ≥1.3 (corresponding to 95% 
confidence identification against theoretical database) and proteins identified 
by more than single peptide were applied for further analysis. A total of 2766 
proteins for 24 h cypermethrin exposure set and 2099 proteins for 96 h 
cypermethrin exposure set were identified, respectively. A population statistics 
was applied to these proteins to determine the ratio of significantly changed 
proteins between treated group and control group [97]. Briefly, the variation of 
mean values of four replicates (treated/control) from one was plotted against 
cumulative percentage coverage (Figure 3.3). The results showed that most 
variation falls below the range of 90% and therefore the population beyond 90% 
was considered as significantly altered. Applying this criteria to iTRAQ 
datasets, about 30% variation corresponds to ≥90% coverage of data (Figure 
3.3). Therefore, the cutoff of significantly changed proteins was set to >1.30 
for up-regulation and <0.77 (1/1.30) for down-regulation.  A total of 162 and 
198 proteins (Supplementary Table 1-2) were determined as significantly 




Figure 3.3 Determination of experimental variation using identified proteins 
(unused protein score ≥1.3 and protein identified by more than single peptide) 
in both biological replicates: the horizontal axis represents % variation of 
protein ratio from one; the left vertical axis represents corresponding number 
of proteins (columns) with different % variation range; the right vertical axis 
represents the cumulative % of counted proteins (lines).  
The Venn diagram [88] (Figure 3.4) of cypermethrin dosage dependent altered 
proteins showed that medium dosage of cypermethrin induced the most 
differentially expressed proteins at both 24 h and 96 h, and the significantly 
changed protein lists from various cypermethrin dosages exposure groups is 
quite different, indicating that the influence of cypermethrin exposure on algae 
proteins is dosage-dependent. Surprisingly, medium cypermethrin dosage 
exposure group induced more differentially expressed proteins than high 
dosage group and detected more up-regulated proteins than down-regulated 
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proteins compared with other groups. One possible explanation is that medium 
cypermethrin dosage induced algae defense system to enhance its tolerance to 
cypermethrin stress, while high cypermethrin dosage inhibited most algae 
biological processes, disabling some responses related with algae defense 
functions. A list of some important altered proteins in response to 
cypermethrin exposure in green algae was shown in Table 3.1. 
 
Figure 3.4 Venn diagram showing significantly altered proteins from various 
concentrations of cypermethrin exposure for 24 h and 96 h. A, up-regulated 
proteins after 24h CYP exposure; B, down-regulated proteins after 24h CYP 
exposure; C, up-regulated proteins after 96h CYP exposure; D, down-





3.3.3 Proteins related with photosynthesis and Calvin cycle 
Photosynthesis plays an important role as an energy source for algae 
metabolism, and its efficiency may be drastically affected by environment 
stresses. Photoreaction system includes photosystem II (PS II), photosystem I 
(PS I), light harvesting system, cytochrome b6f and ATP synthase [98]. Light 
harvesting complexes, including chlorophyll and proteins, harvest light energy 
and regulate energy flow to reaction center. The light energy is ultimately 
converted to chemical energy, in the form of nicotinamide adenine 
dinucleotide phosphate (NADPH) and ATP after flowing through PS II and PS 
I. The light-independent Calvin cycle and other cellular metabolism could use 
NADPH and ATP as energy sources [98]. It has been reported that 
cypermethrin exposure resulted in significant reduction in chlorophyll a, 
carotenoids in cyanobacterium and phycobiliprotein content and thus inhibited 
photosynthesis [99]. In our study, the expression levels of several proteins 
involved in photosynthesis varied between the control group and treatment 
groups (Figure 3.5). Upon exposure to cypermethrin, the expression patterns 
for most proteins related with photosynthesis are complicated. 
PS II includes reaction center (D1, D2), main antenna proteins (CP43, CP47), 
oxygen evolving complexes (OEE1, OEE2, OEE3) and other small subunits. It 
uses light energy to channel an electron through acceptors which pump 
protons to generate ATP before transferring the electron to PS I. PS II reaction 
center binds to chlorophylls which play a role in transferring energy from 
proximal antenna complexes (CP43, CP47) to reaction center. The antenna 
proteins also bind to these chlorophylls and transfer excitation energy from PS 
II antenna towards reaction center. The photosynthetic components are 
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functionally linked, so the disturbance of any components may lead to the 
overall reduction of photosynthetic activity [100]. Thus  down-regulation of 
PS II core proteins (D2, CP47 and CP43) upon exposure to cypermethrin 
might affect the efficiency of PS II energy transfer, which may subsequently 
affect PS I efficiency and lead to decreased expression of PS I reaction center 
protein (P700).  
 
Figure 3.5 Schematic representation of photosynthetic network. Photoreaction 
system consists of PS II, PS I, light harvesting system, cytochrome b6f and 
ATP synthase. Light harvesting complexes gather light energy and control the 
flow of energy to reaction center. PS II transfers electrons to cytochrome b6f 
by plastoquinol molecules. Then electrons are transferred by plastocyanin to 
PS I, followed by ferredoxin (Fd) and Ferredoxin-NADP reductase (FNR).The 
light energy is ultimately converted to chemical energy, NADPH and ATP. 
The chemical energy could be used in light-independent Calvin cycle for CO2 
assimilation and other cellular metabolism. The relevant altered proteins 
associated with the systems were highlighted in red. Adapted with permission 
from ref [93]. Copyright 2012 American Chemical Society. 
Oxygen evolving complexes are associated with PS II reaction center and act 
as active sites of water oxidation. It was shown that OEE1 and OEE2 are 
necessary components for photosynthetic oxygen evolution [101, 102] and 
maintaining PS II stability. OEE1 is responsible for oxygen evolution by 
catalyzing water splitting and provides binding sites for OEE2 [103]. The 




 while OEE1 could not be. 
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Sugihara et al [103] concluded that OEE1 is the most vital protein for oxygen 
evolution and PS II stability. The expression levels of these two oxygen 
evolving enhancer proteins (OEE1 and OEE2) were increased compared with 
control sample after short term exposure to cypermethrin, but long term 
exposure only led to down-regulation of OEE2. Up-regulations of OEE1 and 
OEE2 might be required to repair protein damage and stabilize PS II caused 
by short term cypermethrin stress. Long terms exposure to cypermethrin 
reduced photosynthesis efficiency in green algae, resulting in decreased 
expression of OEE2. It was revealed that limited OEE1 is susceptible to 
degrade PS II reaction center proteins, but excess OEE1 does not affect 
reaction-center protein accumulation [104]. Therefore, the observation that PS 
II core proteins (D2, CP43 and CP47) were down-regulated while oxygen 
evolving complexes (OEE1, OEE2) were overexpressed was reasonable. 
 
Figure 3.6 Schematic representation of Calvin cycle. It can be organized into 
three stages: carbon fixation, reduction and regeneration of ribulose. RuBisCO 
incorporates CO2 in to an organic molecule in the first stage.  
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Comparing cypermethrin treated algae protein samples with control sample, 
the most dramatic change observed was ribulose bisphosphate carboxylase 
(RuBisCO).  This enzyme was decreased after short term exposure, followed 
by overexpression after long term exposure. Life on earth is almost 
exclusively dependent on the ability of photosynthetic organisms to sequester 
inorganic carbon dioxide (CO2) in the atmosphere via Calvin cycle (Figure 
3.6). RuBisCO catalyzed the primary photosynthetic CO2 reduction reaction, 
which is the binding of CO2 to the acceptor ribulose-1,5-bisphosphate to form 
3-phosphoglycerate [105]. This protein is a key enzyme in Calvin cycle and 
catalyzes the transfer of carbon from CO2  to organic sugars [106]. Decreased 
RuBisCO might indicate that cypermethrin caused disruption of Calvin cycle 
and thus disturbed PS II. Prolonged exposure to cypermethrin resulted in 
overexpression of RuBisCO, possibly because this enzyme plays an important 
role in stress adaptation.  It was proposed that increased amount of RuBisCO 
can be beneficial for the survival of plants under certain environment stress 
[107].   
3.3.4 Stress responsive proteins 
Altered proteins involved response to stimulus was expected after 
cypermethrin exposure, which is an environment stress to green algae [16]. As 
exposure to cypermethrin represents an environment stress to green algae, the 
common responses cells used to manage stresses were expected [108]. The 
quantitative iTRAQ proteomics analysis showed several proteins related with 
stress response significantly altered between cypermethrin treated and control 
conditions. The result of altered proteins during cypermethrin stress in C. 
Vulgaris revealed that two chaperone proteins (20 kDa chaperonin and 
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chaperone protein dnaJ1) were up-regulated after 24 h. These proteins have 
been intensively investigated and are known to be changed under diverse 
stress conditions [109-111].  It was shown that these proteins were responsible 
for  protein synthesis and the overexpression of these proteins might suggest 
that novel protein synthesis was needed under cypermethrin stress [109].  Our 
study also found that elongation factor receptor was up-regulated after 24 h 
and down-regulated after 96 h by cypermethrin stress. This protein responds to 
elongation factor thermo unstable (Tu) with the induction of defense and 
increased resistance. Elongation factor Tu protein is capable of activating 
innate immune responses and inducing resistance in plant [112]. The increased 
level of elongation factor receptor might enhance the tolerance of algae to 
cypermethrin in a short term exposure, but long term exposure (96 h) might 
seriously disturb algaL immune system, resulting in decreased expression 
level. Heat shock proteins (HSP) are the most commonly detected proteins in 
response to stressful conditions and they can stabilize new proteins to ensure 
correct folding to prevent further damage [93]. HSPs can be divided into five 
sub-families based on molecular weight: HSP100, HSP90, HSP70, HSP60 and 
small HSP [113]. One small HSP in this study (18.1 kDa class I heat shock 
protein) showed increased abundance under long term exposure to 
cypermethrin. Several reports revealed that plant HSPs are induced under 
diverse stress conditions [113, 114] and Heckathorn et al [115] reported that 
small HSPs can decrease the reactive oxygen species level and thereby protect 
PS II reaction under stress conditions possibly by stabilizing the oxygen 
evolving complexes. Therefore, the increased abundance of 18.1 kDa heat 
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shock protein might play a role in restoring OEE1 abundance to normal level 
under long term cypermethrin exposure.  
The reactive oxygen species (ROS) production in cells is low under normal 
growth condition, but environmental stresses usually induce excessive 
production of ROS. The disturbance of the balance between ROS production 
and antioxidant quenching activity results in oxidative damage [116]. 
Excessive ROS can damage many cellular targets, including proteins, DNA 
and lipids [117]. Oxidative stress responses have been described for cells 
under cypermethrin stress as it induces production of high ROS [93]. The 
overexpression of antioxidant enzymes could result in organisms’ tolerance to 
oxidative stress [118]. Our proteomics results showed that cypermethrin also 
induces oxidative stress in C. Vulgaris after long term exposure and these 
differentially expressed antioxidant proteins were up-regulated. Peroxiredoxin 
belongs to antioxidant enzymes and is a component in antioxidant defense 
network [119]. Various stresses could induce changes in peroxiredoxin 
abundance [119-121] and up-regulation of peroxiredoxin might be the cause of 
excessive ROS production due to cypermethrin stress. Superoxide dismutase 
(SOD) catalyzes dismutation of superoxide O2
-
 into oxygen molecules and 
hydrogen peroxide. SODs are found in three isoenzymes characterized by their 
metal cofactors, which are manganese (MnSOD), copper/zinc (Cu/ZnSOD) 
and iron (FeSOD) and they are considered as the first line in plant defense 
response to ROS [118]. In our case, overproduction of FeSOD improved algal 
tolerance to ROS damage caused by cypermethrin stress and might play a role 
in algae survival [117, 122]. Glutathione S-transferases (GST) can detoxify 
organic pollutants and natural toxins in addition to general stress tolerance 
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[123]. Up-regulation of glutathione S-transferase DHAR3 contributes to the 
protection against oxidative stress induced by cypermethrin and thus protects 
algae cells [124]. Methionine sulfoxide reductase B (MSR) is an enzyme that 
repairs oxidative damage proteins because it is capable of specifically 
reducing methionine-R-sulfoxide to methionine [125]. Several studies showed 
that MSRs play important roles in protein protection from oxidative stress 
[125, 126]. Increased abundance of MSR in our proteomics study might also 
indicate a response of algae to cypermethrin stress.  
3.3.5 Proteins involved with carbohydrates metabolism  
Previous studies showed that cypermethrin could induce alterations in 
carbohydrate metabolism [95, 96]. Algae growth can be achieved under 
photoautotrophic (CO2), heterotrophic (acetate) and mixotrophic (CO2 and 
acetate) conditions using different carbon sources, which are usually the most 
critical factors for algae growth [127]. Most plants and microorganisms can 
use acetate as sole carbons sources by glyoxylate cycle [128]. The key 
enzymes involved in this cycle are isocitrate lyase (ICL) and malate synthase 
in our study. This cycle (Figure 3.7) is essential for cell growth and plays an 
important role for gluconeogenesis as it utilizes three of the five enzymes 
associated with tricarboxylic acid cycle in which CO2 is evolved [127]. ICL 
catalyzes the conversion of isocitrate to succinate and glyoxylate. Succinate 
can be used to replenish the tricarboxylic acid cycle or function as precursors 
for the biosynthesis of amino acids or carbohydrates [129]. Thus, glyoxylate 
cycle can serve as a link between catabolic activities and biosynthetic 
capacities and enable cells to utilize fatty acids, ethanol or acetate as sole 
carbon source. Glyoxylate and acetyl coenzyme A (CoA) condense to malate 
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catalyzed by malate synthase. Isocitrate is a branch point metabolite between 
the tricarboxylic acid cycle and the glyoxylate cycle [130]. Overexpression of 
ICL at 24 h cypermethrin exposure might be a strategy for algae survival 
under cypermethrin stress [131]. However, long term cypermethrin exposure 
led to decreased expression level of ICL. Plancke et al [127] revealed that lack 
of ICL resulted in decreased rate of acetate assimilation, finally enabling 
adaptation to oxidative stress, which is corresponding to oxidative stress 
related protein alterations after 96 h cypermethrin exposure. Surprisingly, 
malate synthase was up-regulated at 96 h cypermethrin exposure, which might 
be correlated with overexpression of malate dehydrogenase (MDH). MDH 
catalyzes the conversion of malate into oxaloacetate, which is a key step in 
tricarboxylic acid cycle and this cycle plays a central role for ATP production 
[132]. MDH overexpression could lead to up-regulation of tricarboxylic acid 
cycle, indicating that algae might start adaptation to cypermethrin stress at 96 
h exposure and more energy production is needed for photosynthesis. Since 
malate is produced by canalization of malate synthase, up-regulation of malate 




Figure 3.7 Schematic representation of glyoxylate cycle. Key enzymes 
involved were highlighted in red. This cycle centers on the conversion of 
acetyl-CoA for carbohydrates synthesis.  
Glycolysis (Figure 3.8), an important metabolic pathway found in nearly all 
organisms, provides substrates for energy production in living cells [133]. It 
metabolizes glucose to pyruvate, which is an important intermediate 
compound to tricarboxylic acid cycle to obtain ATP. It was revealed that plant 
cells will depend on an alternative way to produce ATP when oxidative 
phosphorylation, a biological process releasing energy, is limited by 
decreasing oxygen availability [134]. In this study, the results showed that 
excessive ROS production can cause oxygen deprivation [135] and thus affect 
glycolysis. Phosphofructokinase (PFK), pyruvate kinase (PK) and 
glyceraldehyde-3-phosphate dehydrogenase (GAPDH) play important roles in 
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plant glycolysis. PFK catalyzes the reversibly conversion of fructose-6-
phosphate and fructose-1,6-bisphosphate. GAPDH reversibly converts 
glyveraldehyde-3-phospate to 1,3-bisphosphoglycerate. PK, the final enzyme 
of glycolysis, converts phosphoenolpyruvate into pyruvate with the 
concomitant production of ATP, occupying one of the most connected nodes 
in the plant metabolic network. Mutuku et al [136] provided evidence that 
PFK also plays an adaptive role under stress condition within a short time. 
This finding supports our observation that PFK was up-regulated after short 
term exposure. Apart from catalytic activity as part of glycolysis, GAPDH is 
also involved in cellular redox regulation [137]. Increased ROS level might 
lead to down-regulation of GADPH upon long term cypermethrin exposure. 
When photosynthesis is inhibited, ATP produced by glycolysis could be an 
important source of energy. As the final enzyme of glycolysis, overexpression 
of PK could be due to energy demand of algae.  
 
Figure 3.8 Schematic representation of glycolysis pathway. The free energy 
released in this process is used to form high energy compounds, ATP and 




3.4. Concluding remarks 
This study investigated the effect of cypermethrin on the protein expression 
levels of green algae C. Vulgaris by a high throughput iTRAQ quantitative 
proteomics technique. A total of 162 and 198 proteins were significantly 
altered upon exposure to cypermethrin for 24 h and 96 h, respectively. 
Analysis of differentially expressed proteins from various cypermethrin 
concentrations (0.001 µg/L, 0.01 µg/L and 1 µg/L) treated algae samples 
implicated that the influence of cypermethrin on algae protein was dosage-
dependent since most of the changed proteins from these treated groups were 
unique. Altered proteins involved in photosynthesis, response to stimulus and 
carbohydrates metabolism were discussed in detail. Based on the results 
obtained, we proposed that cypermethrin exposure could lead to 
photosynthesis inhibition in green algae. Long term cypermethrin exposure 
induces oxidative stress while short term cypermethrin exposure only induces 
common stress response in green algae. Investigation into carbohydrates 
metabolism related proteins revealed that cypermethrin mainly affects 
glycolysis and glyoxylate cycle, and might subsequently disturb energy 
production in algae. Overall, this study provides a comprehensive view of 
complex modes of action of algae under cypermethrin stress and also 
highlights several potential altered proteins for further investigation of plant 
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Chapter 4 Metabolic responses of green algae after exposure to 
diazinon 
4.1 Introduction 
Algae play important roles in ecosystem since they are the beginning of the 
food chain for many other organisms and they also provide much of oxygen 
on earth by photosynthesis. Usually they are the most directly affected by 
environment stresses (light, heavy metals and organic pollutants etc.). 
Therefore, algae are widely used as bio-monitors for water quality evaluation 
[138, 139]. C. Vulgaris has been used as a model organism to investigate the 
effect of metals [140], environmental stresses [141] and lipid production [142] 
for several years.  
Diazinon is one of the most widely used organophosphate pesticides in 
agriculture and domestication area to control a variety of pests by inhibiting 
acetyl cholinesterase enzyme, and thus affects their nervous systems. In 
addition, recent studies revealed that it also exhibits toxicity to immune system, 
cell and DNA [143, 144]. These results showed that diazinon is toxic and has 
potential threat to human and environmental health. It can enter water system 
as a result of runoff and movement through the soil from areas where diazinon 
is used. The diazinon residues have serious influence on aquatic system [12] 
and they can be consumed by primary producers in ecosystem and ultimately 
accumulated in human body. Hence, the presence of diazinon in water system 
should be carefully monitored.  
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The focus of this study is to investigate the effect of diazinon on algae 
metabolic profiles in terms of exposure durations and dosages using C. 
Vulgaris as a model organism. The toxicity effects of diazinon have been 
explored in several species, including rabbit [11], fish [145], rainbow trout [71] 
and rat [146]. However, few reports regarding the biochemical effects of green 
algae, which are primary producers in ecosystem, exposure to diazinon are 
available. Here we applied an untargeted metabolomics method to detect the 
entire metabolite contents of green algae and thus compare metabolic profiles 
among control and diazinon treatment groups. The recent advance of MS 
technology allows researchers to obtain both identification and quantitation 
information of as many as thousands of metabolites just in a single analysis 
[147], which is advantageous for us to investigate the molecular responses of 
green algae to diazinon. 
There has been an increasing attention paid on environmental metabolomics to 
investigate the response of organisms to environmental stresses (temperature, 
pollutions, salt etc.) at metabolic level [51]. Non-targeted metabolomics are 
capable of generating hypotheses related with complex stresses on organisms, 
especially when there is not much information about the modes of actions 
(MOA) of these stresses [148]. Kouremenos et al [149] investigated biofilms 
and biofilm related problems in water supply networks using Pseudomonas sp 
as a model organism by metabolomics technique. They exposed the bacteria to 
solid and soluble iron at five different growth conditions and identified a list 
of potential metabolite biomarkers, providing insights into the understanding 
of pipe biofilms and microbial related corrosion. Another report studying the 
effect of environment pollution on aquatic organism Mytilusgalloprovincialis 
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revealed that metabolites changes were related with energy metabolism [150]. 
These results demonstrated that metabolomics studies might enable rapid and 
routine monitoring of environment health and thus provide an early warning 
for potential harmful effects.  
In the present study, the metabolome of C. Vulgaris cultivated in various 
concentrations of diazinon at different time points was investigated by LC-MS 
followed by multivariate statistical analysis to reveal the effect of diazinon on 
green algae in term of exposure dosages and durations. A list of potential 
metabolites biomarkers was selected and identified. The possible mode of 
action of green algae upon exposure to diazinon was also discussed in this 
study. These findings offer an insight into the biological influences and 
molecular mechanism of diazinon exposure in the environment.  
4.2 Materials and Methods 
4.2.1 Algae cultivation, diazinon treatment and harvest 
Green algae C. Vulgaris (ATCC® 9765
TM
) were grown in 50 times dilution of 
bold modified basal freshwater nutrient medium (Sigma-Aldrich, Singapore) 
at room temperature with 12/12 light-dark cycle and bubbled with air at an air 
flow rate of 3.2 L/min after flowing through a 0.4 µm membrane filter 
(Millipore, Bedford, MA, USA). The growth condition of green algae was 
determined by detecting the optical cell density (at 685 nm) at one day interval. 
To investigate the effect of diazinon on algae growth, various concentrations 
of diazinon ranging from 0 to 10 mg/L were added to culture medium and the 
optical density of green algae after 96 h under each treatment were recorded. 
In order to make sure that diazinon would affect the growth of algae, a high 
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concentration, 10 mg/L, was selected for treatment. Therefore, treated algae 
were cultivated in culture medium supplemented with diazinon at 0, 0.01 µg/L, 
0.1 µg/L and 10 mg/L for 24 h, 48 h, 72 h and 96 h, respectively. Algae 
harvest was done by centrifugation and lyophillization. Freeze-dried algae 
samples were stored at -80 °C freezer prior to metabolite extraction. 
4.2.2 Sample preparation 
Algae metabolites were extracted from control group and three diazinon 
treatment groups using methanol/acetonitrile/water (40:40:20) containing 0.1 
M formic acid based on Rabinowitz’s work [151] with some modifications. 
Briefly, algae samples were dissolved in ice cold extraction buffer and 
homogenized at 4 ◦C for 15 s using beads ruptor homogenizer (Omni, 
Kennesaw, GA, USA). The mixture was then centrifuged at 16 000 × g for 30 
min at 4 ◦C and the supernatant was collected. The sample was dried and 
reconstituted in 200 µL methanol for the following LC-MS analysis. 
4.2.3 LC-MS based metabolic profiling analysis 
Algae metabolic profiling was performed on a triple TOF 5600 system 
(SCIEX, Framingham, MA, USA) coupled with anUltimate 3000 UPLC 
system (Dionex, Sunnyvale, CA, USA). A Kinetex C18 column (2.1 mm×100 
mm, 2.6 µm, 100 Å, Phenomenex, Torrance, CA, USA) kept at a temperature 
of 40 ◦C was used for chromatographic separation prior to MS detection with a 
binary gradient method (mobile phase A: 100% water with 0.1% formic acid; 
mobile phase B: 100% methanol with 0.1% formic acid).  The flow rate was 
set to 0.3 mL/min and sample injection volume was 5 µL. A 30 min binary 
gradient elution was applied for the separation: 5 to 70% B (0.0-7.0 min), 70 
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to 95% B (7.0-15.0 min), isocratic at 95% B (15.0-25.0 min), 95 to 5% B 
(25.0-25.1 min), isocratic at 5% B (25.1-30.0 min). The reproducibility and 
stability of the LC-MS system were checked by using pooled algae metabolite 
samples as quality control (QC) samples, which were injected after every five 
algae samples. All samples were injected in random sequence and kept in the 
4◦C auto-sampler during analysis.  
Mass detection was achieved over a mass range of 50-1000 m/z. The 
qualitative profiling analysis of algal metabolome was conducted under 
positive and negative modes, respectively. The following optimized MS 
conditions were used: curtain gas flow (CUR), 25 psi; nebulizer gas (GS1), 50 
psi; heater gas (GS2), 50 psi; ion spray voltage floating (ISVF), 5.4 kV for 
positive mode and -4.5 kV for negative mode; turbo spray temperature, 550 ◦C; 
collision energy (CE), 44 eV for positive mode and -44 eV for negative mode; 
declustering potential (DP), 100 V for positive mode and -100 V for negative 
mode. An information dependent acquisition (IDA) mode was applied to 
acquire MS and MS/MS data using Analyst software (SCIEX). 
4.2.4 Data processing and analysis 
Raw data acquired by Analyst software were converted to mzXML format 
using ProteoWizard software [152] and automatic feature detection on these 
datasets was then achieved with XCMS online software 
(https://xcmsonline.scripps.edu) [153]. Obtained peak lists were then 
normalized by total ion intensity using Metaboanalyst online software [154] 
(http://mirror.metaboanalyst.ca/faces/ModuleView.xhtml). A combination of 
analysis of the variance (ANOVA) and multivariate methods including 
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principle component analysis (PCA), orthogonal partial least squares-
discriminant analysis (OPLS-DA) using SIMCA P 12.0 (Umetrics, Umeå, 
Sweden) were used to select potential metabolites which are the most 
responsible for differences between groups. Metabolites identification was 
achieved by database search against their accurate m/z ratio and MS/MS 
spectra based on public databases, including METLIN [155], Human 
Metabolome Database (HMDB) [156] and Lipid Metabolites and Pathways 
Strategy (LIPID MAPS) [157]. It should be noted that this study did not use 
chemical standards to confirm the identified metabolites, so the identification 
is considered as tentative.  
4.3 Results and Discussion 
4.3.1 C. Vulgaris growth 
The growth condition of C. Vulgaris treated with 0.01 µg/L , 0.1 µg/L , 1 µg/L, 
10 µg/L, 100 µg/L, 1 mg/L and 10 mg/L diazinon was monitored during 
exponential phase to assess the effect of diazinon concentration on algae 
growth after 96 h exposure (Figure 4.1). The presence of high diazinon 
concentration in algae culture medium obviously decreased its growth rate. 
According to obtained results, 0.01 µg/L diazinon was defined as no-observed 
effect concentration (NOEC), 0.1 µg/L as lowest-observed effect 
concentration and 10 mg/L as half maximal effective concentration (EC50) of 
diazinon after 96 h exposure. For the following investigation of diazinon effect 
on algae regarding dosages and duration, these three concentrations were 




Figure 4.1 Effect of different diazinon concentrations on the growth of C. 
Vulgaris after 96 h exposure. 
 
4.3.2 Multivariate analysis of algae samples 
The metabolic responses of green algae exposure to various diazinon 
concentrations at different durations were analysed by LC-MS. To select 
potential metabolites that changed in response to stress conditions, high-
throughput and reliable multivariate analysis methods known as PCA and 
OPLS-DA were applied to these datasets. The peak lists from ESI positive 
mode and negative mode were normalized by total ion intensity and Pareto 
scaled before performing multivariate analysis. The PCA score plots for 
various diazinon concentrations exposure for different durations based on the 
LC/MS data are displayed in Figure 4.2 (A&B). The results showed that PCA 
score plots are only able to distinguish the difference between different 
diazinon exposure durations in both ion modes. The samples were basically 
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classified into two clusters: short term exposure (24 h and 48 h) and long term 
exposure (72 h and 96 h), indicating that the metabolite profile of short term 
exposure was quite different from that of long term exposure in spite of 
different diazinon concentrations. However, when only control samples from 
different time points were analysed using PCA plot (Figure 4.2 C&D), similar 
classification was observed. It can be assumed the separation between short 
term exposure and long term exposure might be due to algae growth factor 
instead of just the diazinon effect. During exponential phase, algae cells will 
undergo similar growth rates in a short time period (at the time point of 24 h 
and 48 h in this case), while the growth rate increases very fast after 72 h and 
96 h. Therefore our hypothesis was that the metabolome of green algae is quite 
different between 24 h-48 h and 72 h-96 h of growth because at a certain time 
point between 48 h and 72 h most cells would reproduce next generation. 
Several studies [158-160] also reported that the metabolome of algae varied 
during exponential phase as revealed by PCA score plot, which supported our 
hypothesis.  
However it would be very complicated to investigate the effect of diazinon 
exposure durations to algae. Therefore, only diazinon dosage effects at a given 
time point were discussed for the following analysis and their PCA score plots 
are shown in Figure 4.3. The results showed that 10 mg/L diazinon treatment 
group was well separated from the other three groups (control group, 0.01 
µg/L diazinon treatment group and 0.1 µg/L diazinon treatment group), 
demonstrating that 10 mg/L diazinon had significant influence on algal 
metabolome while the effect of low diazinon concentrations (0.01 µg/L and 




Figure 4.2 PCA score plots of C. Vulgaris exposed to different diazinon 
concentrations for various durations. A: all samples under positive mode; B: 
all samples under negative mode; C: control samples under positive mode; D: 
control samples under negative mode (green = control, yellow = 0.01 µg/L, 
blue = 0.1 µg/L, red = 10 mg/L, ● = 24 h, ▲= 48 h, ■ = 72 h, * = 96 h). 
In order to have a better classification, the supervised multivariate analysis 
method, OPLS-DA, was applied as it can maximize the separation among 
different types of samples (Figure 4.4) [161]. The resulting score plots showed 
distinctive clusters in terms of diazinon concentrations effect, demonstrating 
the feasibility of using OPLS-DA for the separation of algae samples based on 
different exposure conditions. The tight clusters representing each type of 
algae samples indicated high similarity within each type and the difference 
among these groups revealed that the effect of diazinon on algal metabolome 
was dosage dependent. Moreover, the discrimination patterns of these 
different groups indicate that the metabolic changes of algae are more rapid 
than growth monitoring.  
In order to gain more insights into dose-related metabolic variations in each 
group, the groups were analysed with OPLS-DA in pairs (0.01 µg/L vs control, 
0.1 µg/L vs control and 10 mg/L vs control) and potential metabolites 
responsible for the classifications in score plots were selected using S-plot. S-
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plot was widely used in metabolomics studies to identify important metabolite 
since it visualizes the covariance and correlation among metabolites [159, 
162]. In this study, the metabolites with |p| > 0.05 and |p (corr)| >0.5 were 
considered as significantly changed.  
 
Figure 4.3 PCA score plots of C. Vulgaris exposed to various concentrations 
of diazinon at given time point. A: 24 h exposure under positive mode, B: 24 h 
exposure under negative mode, C: 48 h exposure under positive mode, D: 48 h 
exposure under negative mode, E: 72 h exposure under positive mode, F: 72 h 
exposure under negative mode, G: 96 h exposure under positive mode, H: 96 h 
expositive under negative mode (green = control, yellow = 0.01 µg/L, blue = 




Figure 4.4 OPLS-DA score plots of C. Vulgaris exposed to various 
concentrations of diazinon at given time point. A: 24 h exposure under 
positive mode, B: 24 h exposure under negative mode, C: 48 h exposure under 
positive mode, D: 48 h exposure under negative mode, E: 72 h exposure under 
positive mode, F: 72 h exposure under negative mode, G: 96 h exposure under 
positive mode, H: 96 h expositive under negative mode (green = control, 
yellow = 0.01 µg/L, blue = 0.1 µg/L, red = 10 mg/L, ● = 24 h, ▲= 48 h, ■ = 
72 h, * = 96 h). 
4.3.3 Biochemical mechanism of diazinon toxicity 
The toxicities of diazinon were investigated by a LC-MS based metabolomics 
approach combined with multivariate analysis. The full lists of significantly 
altered metabolites can be found in Supplementary Table 3-6. Metabolic 
pathways analysis with Metaboanalyst software revealed that those 
significantly altered metabolites were responsible for lipid metabolism, 




4.3.3.1 Lipid metabolism  
The presence and abundance of lipids is important to some metabolic 
regulations and they are also responsible for cell membrane formation, cell 
signalling and energy storage [163]. Acute and chronic diazinon exposures 
significantly affect the biosynthesis of lipids in green algae. The mainly 
affected pathways in lipid metabolism are glycerophospholipid metabolism, 
triacylglycerol biosynthesis, arachidonic acid metabolism as well as linoleic 
acid metabolism.  
 
Figure 4.5 Biosynthesis of glycerophospholipids. Compounds altered by 
diazinon exposure were highlighted in red color. R and R’ in molecule 
structure represents all possible functional groups derived from fatty acids. 
G3P: glycerol 3-phosphate; LPA: lysophosphatidic acid; PA: phosphatidic 
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acid; DHAP: dihydroxyacetone phosphate; CDP-DAG: cytidine diphosphate-
diacylglycerol; PGP: phosphatidylglycerophosphate; LPE: 
lysophosphatidylethanolamine; PE: phosphatidylethanolamine; PS: 
phosphatidylserine; DAG: diacylglycerol; PC: phosphatidylcholine; LPC: 
lysophosphatidylcholine. 
Glycerophospholipids are the main structure components of cell membranes, 
serving as building blocks of the lipid bilayer [164]. They also play a vital role 
in several cellular functions, including regulation of transport processes, 
protein function and signal transduction involved in developmental and stress 
responses [165].  
Dihydroxyacetone phosphate (DHAP) can be reduced to glycerol-3-phosphate 
(G3P) and reversely, G3P can also be converted to DHAP by dehydrogenation. 
These two compounds are precursors for glycerophospholipid metabolism as 
shown in Figure 4.5. Diazinon exposure resulted in increased level of DHAP 
both for long term exposure and short term exposure and thus affected the 
biosynthesis of glycerophospholipid in this study. Many other intermediates in 
this process were also altered by diazinon exposure, including 
lysophosphatidylcholine (LPC), phosphatidylcholine (PC), diacylglycerol 
(DAG), phosphatidic acid (PA), phosphatidylinositol (PI), 
phosphatidylglycerophosphate (PGP), phosphatidylethanolamine (PE), 
phosphatidylserine (PS), lysophosphatidylethanolamine (LPE), and 
lysophosphatidic acid (LPA). PC and PE are generally considered as the major 
phospholipids, while the others are present in smaller amounts. It has been 
revealed that LPC plays an important role in the regulation of plant immune 
system [166] and acts as a signal compound in the sensing of environment 




 antiporter to regulate the 
cytosolic pH [168]. PC is the major membrane lipid in eukaryotic cell 
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membranes and precursors for glycerolipid synthesis, such as 
monogalactosyldiacylglycerol (MGDG), digalactosyldiacylglycerol (DGDG) 
and sulfoquinovosyldiacylglycerol (SQDG). Moreover, it also serves as a 
reservoir for lipid second messengers, including LPC, PA, DAG and LPA 
[169] and a substrate for acyl-lipids desaturases, playing an important role in 
regulation of membrane fluidity in response to stress [170]. DAG serves as 
substrates for PA formation and precursors for glycolipids, storage lipids and 
the major structural phospholipids [171, 172]. It was also indicated that DAG 
can serve as signalling molecules and the presence of DAG in plant cells is 
necessary for certain developmental processes and the response to particular 
environment stimuli [172]. PA has emerged as a key molecule in cellular 
signalling and membrane biosynthesis in all eukaryotes. Environment stresses, 
such as heat, cold, salinity and pathogens, have been found to induce 
signalling and trigger a rapid PA response in plants to minimize injury. 
Similarly, evidence suggested that environment stresses may also activate PI 
signalling [173, 174]. LPE, a hydrolysis product of PE, is a biologically active 
lipid regulating a certain key process during plant senescence and aging [175]. 
Ozgen et al also revealed that LPE can mitigate adverse effects of fungicide in 
cranberries [176], suggesting that diazinon exposure in our study might also 
induce this effect in algae. LPA is a lipid mediator, serving as an inducer of 
cell proliferation, migration and survival and can activate multiple signal 
transduction [177]. Therefore, those altered intermediates in 
glycerophospholipids biosynthesis pathway suggested that diazinon exposure 
would affect integrity of cell membrane and induce stress response in green 
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algae. Similar results were obtained by a metabolomics investigation of metal 
toxicity in green algae [140]. 
Triacylglycerols are important compounds in eukaryotes to store chemical 
energy in the form of fatty acids to provide metabolic energy for cellular 
maintenance when necessary [127]. It was reported that many algae would  
produce substantial amount of  triacylglycerols to adapt to adverse 
environmental conditions [178]. Triacylglycerols biosynthesis pathway serves 
as carbon and energy storage sources as well as plays a role in stress response. 
This pathway begins with G3P, a dehydrogenation product of DHAP and the 
intermediates in this pathway affected by diazinon exposure includes DAG, 
PA and LPA. Diazinon exposure could inhibit algae photosynthesis [179, 180] 
and thus might results in energy deficiency. Thus, the altered triacylglycerol 
biosynthesis pathway provides an alternative way of energy supply for green 
algae.  
 
Figure 4.6 Pathways of triacylglycerol biosynthesis. Compounds altered by 
diazinon exposure were highlighted in red color. G3P: glycerol 3-phosphate; 




Diazinon exposure resulted in altered levels of 5 (S)-hydroperoxy-6-trans-
8,11,14-cis-eicosatetraenoic acid (5-HPETE) and 5,6-dihydroxyeicosa-
8,11,14-trienoic acid (5,6-DHET), which are intermediates in arachidonic acid 
metabolism. Arachidonic acid in plants can function as elicitors of 
programmed cell death and defence responses [181, 182]. Bigogno et al have 
revealed that the accumulation of arachidonic acid and triacylglycerol in green 
algae Parietochloris incisa is to reconstruct cell membrane during adaptation 
to changed environmental conditions [183]. Therefore, in this study the 
alterations in triacylglycerols biosynthesis and arachidonic metabolism could 
be due to reconstruction of cell membrane and disturbed glycerophospholipid 
metabolism. 
4.3.3.2 Glycosylphosphatidylinositol (GPI)-anchor metabolism 
Cell surface proteins play important roles in intracellular recognition, cell 
adhesion, signalling and ion transport. Glycosylphosphatidylinositol (GPI) 
anchoring is an alternative way for cell wall-localized proteins to attach 
proteins to the cell surface in eukaryotes [184, 185]. Therefore, GPI anchoring 
could dramatically affect protein functions by conferring localized or 
polarized targeting. It has been suggested that disruption in GPI biosynthesis 
would cause conditional lethality of eukaryotic organisms by blocking cell 
growth, cell division or morphogenesis [184]. Hence, the alteration of GPI-
anchor metabolism under diazinon exposure in this study affects the 
attachment of proteins to cell surface due to affected cell membrane integrity 




4.3.3.2 Inositol phosphate metabolism 
Inositol phosphates play many roles in plant growth and development and they 
are components of membranes and responsible for signalling. The metabolism 
of inositol phosphates could affect a wide range of signals, such as light, 
hormones and other stresses [186]. Here the alterations in DAG, DHAP and PI 
upon exposure to diazinon, which are inositol phosphate metabolic 
intermediates, affect the biosynthesis of inositol phosphates. This disruption is 
a response of green algae to diazinon exposure and lead to algae growth 
inhibitions [187]. 
4.4 Concluding remarks 
An unbiased metabolomics approach was developed in this study to determine 
the effect of diazinon on the metabolic profiling of a model organism, C. 
Vulgaris, in term of duration and dosage. Multivariate analysis could 
differentiate between control groups and treatment groups. Changes in algae 
global metabolites under diazinon exposure revealed that this pesticide could 
significantly alter lipid metabolism (including glycerophospholipid 
metabolism, triacylglycerol biosynthesis and arachidonic acid metabolism), 
glycosylphosphatidylinositol-anchor metabolism and inositol phosphate 
metabolism. This study demonstrated that metabolomics can be used to 
investigate metabolic changes related with diazinon at dose-dependent trends 
and provided a tool for assessment of pesticides’ risk to aquatic system and the 




Chapter 5 Conclusion and future work 
This dissertation mainly focused on the investigation of proteome and 
metabolome of green algae, C. Vulgaris, upon exposure to pesticides, which 
were cypermethrin and diazinon. The results indicated that modern analytical 
techniques for proteomics and metabolomics are powerful tools for 
environment research.  
 
Figure 5.1 A brief summary of results and future directions. 
5.1 Summary of results 
First, four different protein extraction methods, including direct lysis buffer 
method, TCA/acetone method, phenol method and phenol-TCA/acetone 
method,  for green algae were evaluated using shotgun proteomics and 
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SWATH proteomics techniques in Chapter 2.  The results of shotgun 
proteomics revealed that each extraction method isolated a unique subset of 
algal proteome and phenol-TCA/acetone method yielded the highest absolute 
number of unique protein identity. Moreover, phenol-TCA/acetone method 
can obtain the highest number of identified proteins. SWATH proteomics 
technique was also applied to protein samples obtained from these extraction 
methods to identify and quantify proteins. Most proteins identified in shotgun 
proteomics were also detectable using SWATH. The quantitation information 
of identified proteins revealed that phenol-TCA/acetone method was more 
efficient in extracting more protein content from algae samples compared with 
the other three methods. Therefore, phenol-TCA/acetone method can 
precipitate more protein in terms of the number of protein and quantity of 
protein, indicating that this method was the optimal method for algae protein 
extraction. This study provides additional insights into the understanding of 
protein extraction efficiency using shotgun proteomics and SWATH 
proteomics. 
Chapter 3 investigated the proteome of green algae exposed to cypermethrin 
for different dosages (0.001 µg/L, 0.01 µg/L and 1 µg/L) at 24 h and 96 h 
using an isobaric labeling technique, iTRAQ quantitative proteomics. A total 
of 162 and 198 proteins were significantly altered after cypermethrin exposure 
for 24 h and 96 h, respectively. Overview of iTRAQ results indicated that the 
influence of cypermethrin on algal proteome might be dosage dependent since 
most of the changed proteins from these treated groups were unique. 
Functional analysis of differentially expressed proteins revealed that 
cypermethrin could affect protein alterations related to photosynthesis, stress 
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responses and carbohydrate metabolism. The results showed that cypermethrin 
could inhibit photosynthesis. Long term cypermethrin exposure induced 
oxidative stress while short term cypermethrin exposure only induced 
common stress response. Investigation into carbohydrate metabolism related 
proteins unraveled that glycolysis and glyoxylate cycle were affected by 
cypermethrin, subsequently disturbing energy production in algae. This study 
provides a comprehensive view of complex model of action of algae under 
cypermethrin stress and highlights several potential protein biomarkers for 
further investigation of plants and algae exposed to pesticides.  
In Chapter 4, green algae were exposed to various concentrations of diazinon 
(0.01 µg/L, 0.1 µg/L and 10 mg/L) for 24 h, 48 h, 72 h and 96 h to investigate 
their metabolic responses analyzed by LC-MS in exponential growth phase. 
Diazinon changed the metabolome of green algae in a dosage-dependent 
pattern and significantly altered the level of metabolites in treated algae, such 
as fatty acids, carbohydrates, glycerolipids and glycerophospholipids. The 
alterations of these metabolites affected lipid metabolism (including 
glycerophospholipids metabolism, triacylglycerol biosynthesis and 
arachidonic acid metabolism), glycosylphosphatidylinositol (GPI)-anchor 
metabolism and inositol phosphate metabolism. This approach provides 
insights into the metabolic profiling alterations in green algae using LC-MS 
technique and proves that metabolomics is a useful tool for assessment of risks 
of pesticides to aquatic system and understanding of related mechanisms. 
5.2 Limitations and future work 
With the work presented in this dissertation, proteomics and metabolomics 
were proven to be powerful tools for the investigation of responses of 
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organisms to environment stresses in environment research area. However, 
several aspects would still need to be improved in future research.  
5.2.1 Measurement of pesticide residues in algae cells 
Cypermethrin and diazinon were found to affect algal proteome and 
metabolome even exposure to a very low concentration in this study, while the 
monitoring of algae growth using optical density did not show obvious 
inhibition. To have a better knowledge of the toxicity mechanisms of these 
two pesticides on algae, the determination of their concentrations in algal cells 
should be performed. The detection of degradation products of these two 
pesticides should also be considered since several studies indicated that algae 
are capable of degrading pesticides [188-190]. Thus the detection of pesticides 
and their residues in algal cells when exposure to various concentrations for 
different duration might provide new information into the metabolome and 
proteome alterations in algae. 
5.2.2 Validation of potential protein and metabolite biomarkers 
The proteomics and metabolomics investigation of green algae upon exposure 
to cypermethrin and diazinon provided lists of potential biomarkers. In the 
next stage of research work, these biomarkers should be validated to better 
understand the effect of pesticide concentrations and exposure durations on 
algae. This should involve measuring the abundance of several candidatures 
proteins, including 20 kDa chaperonin, chaperone protein dnaJ1, superoxide 
dismutase [Fe] and 18.1 kDa class I heat shock protein between control group 
and cypermethrin exposed groups using targeted proteomics techniques, like 
SRM or SWATH. Recent studies have demonstrated that the alterations in 
these protein expression levels were capable of providing an early warning of 
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environment stresses like heavy metal exposure or temperature changes [191, 
192] and the validation of their abundance changes is important for assessment 
of cypermethrin exposure. For metabolomics investigation, the levels of 
DHAP among different diazinon exposure groups should be determined using 
targeted metabolomics technique to have a better knowledge of the effect of 
exposure concentrations and durations.  
5.2.3 Complementary metabolomics investigation 
Given the results obtained from LC-MS based metabolomics investigation, 
most altered metabolites were lipids. Thus the combinations of other 
metabolomics platforms should also be applied for algae samples, such as 
HILIC-MS, GC-MS and NMR to maximize the number of metabolites 
detected for a more comprehensive metabolite profiling studies. HILIC 
enables the separation and detection of strong retention capability for highly 
polar compounds compared with RPLC [193]. The analysis of low-polarity 
volatile metabolites of fats and esters and high-polarity metabolites of amino 
acids and organic acids converted into volatile derivatives can be achieved by 
GC-MS [194]. Moreover, commercial available GC-MS metabolite database 
allows for efficient metabolomics investigation. NMR offers high throughput, 
non-destructive analysis and the ability to investigate intact cells, tissues or 
bio-fluids [195]. Therefore, the combinations of these techniques will be able 
to provide more information on metabolic response of algae to diazinon 




5.2.4 Exploration of pesticides mixture on algal metabolome and proteome 
Proteomics and metabolomics have significantly improved our understanding 
of the effect of environment stresses on ecosystem and human health. 
However, to provide insights in to environmental risk assessment of pollutant 
mixture in ecosystem, more efforts are required for the investigation of 
multiple pollutants exposure on organisms and thus improve the predictive 
environmental toxicology for more effective environmental bio-monitoring 
and human health risk assessment [196].  Hence, it is strongly encouraged to 
conduct investigation of pollutants exposure for metabolomics and proteomics 
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Supplementary Table 1.  Altered proteins in algae after cypermethrin exposure for 24 h as identified by iTRAQ. 
Accession No. Protein Names %Cov Peptides 24L 24M 24H 
O22607 
WD-40 repeat-containing protein MSI4 (Altered cold-
responsive gene 1 protein) 
15.16 3 0.96±0.15 1.54±0.39 1.01±0.17 
O22607 
WD-40 repeat-containing protein MSI4 (Altered cold-
responsive gene 1 protein) 
10.09 2 0.94±0.14 1.58±0.48 0.94±0.24 
O65282 
20 kDa chaperonin, chloroplastic (Chaperonin 10) (Ch-
CPN10) (Cpn10) (Chaperonin 20) (Protein Cpn21) 
71.36 23 0.99±0.16 1.45±0.13 1.06±0.19 
O65282 
20 kDa chaperonin, chloroplastic (Chaperonin 10) (Ch-
CPN10) (Cpn10) (Chaperonin 20) (Protein Cpn21) 
63.64 6 0.91±0.15 1.36±0.07 1.00±0.12 
Q69TY4 
Peroxiredoxin-2E-1, chloroplastic (EC 1.11.1.15) 
(Peroxiredoxin IIE-1) (Thioredoxin reductase 2E-1) 
95.57 68 0.86±0.24 1.49±0.07 1.02±0.29 
Q69TY4 
Peroxiredoxin-2E-1, chloroplastic (EC 1.11.1.15) 
(Peroxiredoxin IIE-1) (Thioredoxin reductase 2E-1) 
81.18 47 0.90±0.19 1.42±0.18 1.06±0.21 
Q8VYN6 
ATP-dependent 6-phosphofructokinase 5, chloroplastic 
(ATP-PFK 5) (Phosphofructokinase 5) (EC 2.7.1.11) 
(Phosphohexokinase 5) 
19.92 4 1.20±0.19 1.48±0.14 1.35±0.10 
Q8VYN6 
ATP-dependent 6-phosphofructokinase 5, chloroplastic 
(ATP-PFK 5) (Phosphofructokinase 5) (EC 2.7.1.11) 
(Phosphohexokinase 5) 
7.092 2 1.57±0.43 1.74±0.33 1.06±0.30 
Q9FPQ6 
Vegetative cell wall protein gp1 (Hydroxyproline-rich 
glycoprotein 1) 




Vegetative cell wall protein gp1 (Hydroxyproline-rich 
glycoprotein 1) 
13.49 4 1.13±0.25 1.37±0.21 1.20±0.15 
P13869 
Chlorophyll a-b binding protein, chloroplastic (LHCI 
type II CAB) 
64.07 71 0.88±0.19 0.74±0.14 0.75±0.12 
P13869 
Chlorophyll a-b binding protein, chloroplastic (LHCI 
type II CAB) 
58.82 83 0.98±0.14 0.74±0.13 0.85±0.12 
P37255 
Photosystem II CP47 reaction center protein (PSII 47 
kDa protein) (Protein CP-47) 
36.52 101 0.84±0.02 0.75±0.16 0.61±0.09 
P37255 
Photosystem II CP47 reaction center protein (PSII 47 
kDa protein) (Protein CP-47) 
64.79 12 0.86±0.03 0.74±0.16 0.65±0.02 
Q1KVY3 
Photosystem I P700 chlorophyll a apoprotein A1 (EC 
1.97.1.12) (PSI-A) (PsaA) 
17.21 14 0.76±0.06 0.79±0.22 0.67±0.10 
Q1KVY3 
Photosystem I P700 chlorophyll a apoprotein A1 (EC 
1.97.1.12) (PSI-A) (PsaA) 
20.12 11 0.78±0.10 0.78±0.22 0.63±0.17 
Q1KVY3 
Photosystem I P700 chlorophyll a apoprotein A1 (EC 
1.97.1.12) (PSI-A) (PsaA) 
10.45 5 0.77±0.05 0.70±0.17 0.52±0.18 
Q9XF43 
3-ketoacyl-CoA synthase 6 (KCS-6) (EC 2.3.1.199) 
(Cuticular protein 1) (Very long-chain fatty acid 
condensing enzyme 6) (VLCFA condensing enzyme 6) 
11.74 3 1.12±0.15 0.63±0.02 1.16±0.34 
Q0INZ4 
Probable solanesyl-diphosphate synthase 3, 
chloroplastic (OsSPS3) (EC 2.5.1.84) (Probable all-
trans-nonaprenyl-diphosphate synthase 3 (geranyl-
diphosphate specific)) (Fragment) 
26.17 2 1.12±0.23 1.08±0.18 1.46±0.40 
P28643 
3-oxoacyl-[acyl-carrier-protein] reductase, 
chloroplastic (EC 1.1.1.100) (3-ketoacyl-acyl carrier 
protein reductase) 




Biotin carboxyl carrier protein of acetyl-CoA 
carboxylase 1, chloroplastic (AtBCCP1) (BCCP-1) 
50.23 15 0.99±0.10 1.55±0.09 1.14±0.17 
Q96375 
Zeaxanthin epoxidase, chloroplastic (EC 1.14.13.90) 
(Beta-cyclohexenyl epoxidase) (Xanthophyll 
epoxidase) 
6.128 2 2.50±0.18 1.66±0.37 3.07±0.24 
P48619 
Omega-3 fatty acid desaturase, chloroplastic (EC 
1.14.19.-) 
43.59 2 1.06±0.23 0.69±0.11 0.99±0.11 
Q1KVV0 
Ribulose bisphosphate carboxylase large chain 
(RuBisCO large subunit) (EC 4.1.1.39) 
90.91 29 0.98±0.03 1.06±0.10 0.74±0.03 
P93110 
Isocitrate lyase (ICL) (EC 4.1.3.1) (Isocitrase) 
(Isocitratsysase) 
27.43 14 0.92±0.23 1.79±0.31 1.29±0.23 
Q3B724 
Callose synthase 5 (EC 2.4.1.34) (1,3-beta-glucan 
synthase) (Protein GLUCAN SYNTHASE-LIKE 2) 
(Protein LESS ADHERENT POLLEN 1) 
12.29 2 1.11±0.13 1.19±0.13 1.41±0.12 
Q43846 
Soluble starch synthase 3, chloroplastic/amyloplastic 
(EC 2.4.1.21) (Soluble starch synthase III) (SS III) 
14.48 3 0.85±0.32 0.66±0.18 0.70±0.20 
Q71H73 Histone H3.3 55.86 12 0.82±0.23 0.66±0.19 0.69±0.19 
Q9M8Y0 
Probable UDP-N-acetylglucosamine--peptide N-
acetylglucosaminyltransferase SEC (EC 2.4.1.-) 
(Protein SECRET AGENT) 
1.871 2 0.74±0.23 1.13±0.57 0.47±0.20 
P38482 
ATP synthase subunit beta, mitochondrial (EC 
3.6.3.14) 
45 34 1.45±0.90 1.84±0.44 1.21±0.42 
P54211 Plasma membrane ATPase (EC 3.6.3.6) (Proton pump) 31.08 35 0.85±0.04 0.76±0.13 0.75±0.02 
Q8LBZ7 
Succinate dehydrogenase [ubiquinone] iron-sulfur 
subunit 1, mitochondrial (EC 1.3.5.1) (Iron-sulfur 
subunit of complex II) (Ip) 




Photosystem II stability/assembly factor HCF136, 
chloroplastic 
79.51 48 0.90±0.15 1.41±0.17 1.01±0.18 
C0LGT6 
LRR receptor-like serine/threonine-protein kinase EFR 
(EC 2.7.11.1) (Elongation factor Tu receptor) (EF-Tu 
receptor) 
37.31 11 1.01±0.15 1.80±0.67 1.15±0.19 
O04235 
FACT complex subunit SSRP1 (Facilitates chromatin 
transcription complex subunit SSRP1) (Recombination 
signal sequence recognition protein 1) 
50 10 0.94±0.16 1.74±0.15 0.94±0.15 
O64517 
Metacaspase-4 (AtMC4) (EC 3.4.22.-) (Metacaspase 
2d) (AtMCP2d) (Metacaspase-7) [Cleaved into: 
Metacaspase-4 subunit p20; Metacaspase-4 subunit 
p10] 
60.05 62 0.99±0.14 1.34±0.09 1.14±0.22 
P93014 30S ribosomal protein S5, chloroplastic 58.65 39 0.99±0.20 1.33±0.15 1.04±0.26 
Q38813 
Chaperone protein dnaJ 1, mitochondrial (AtDjB1) 
(AtJ1) 
11.34 2 1.62±0.52 1.32±0.45 1.33±0.40 
Q7XYY2 
Mediator of RNA polymerase II transcription subunit 
25 (AtMED25) (Phytochrome and flowering time 1 
protein) (Phytochrome and flowering time regulatory 
protein 1) 
5.519 2 1.04±0.21 1.02±0.20 1.46±0.37 
Q9LHG9 
Nascent polypeptide-associated complex subunit alpha-
like protein 1 (NAC-alpha-like protein 1) (Alpha-NAC-
like protein 1) 
55.5 31 1.04±0.37 1.75±0.53 1.13±0.43 
Q9SZN7 
Heavy metal-associated isoprenylated plant protein 26 
(AtHIPP26) (Farnesylated protein 6) (AtFP6) 
66.67 6 0.90±0.14 1.36±0.15 0.97±0.09 
O23628 
Histone H2A variant 1 (H2A.F/Z 1) (H2AvAt) 
(HTA11) 




Protein STRICTOSIDINE SYNTHASE-LIKE 12 
(AtSSL12) (EC 4.3.3.2) (Strictosidine synthase 1) (SS-
1) (Strictosidine synthase 13) (AtSS13) 
21.28 2 1.06±0.28 0.90±0.19 0.66±0.21 
Q7XEY9 
SPX domain-containing protein 3 (Protein SPX 
DOMAIN GENE 3) (OsSPX3) 
7.571 2 0.91±0.09 0.74±0.11 0.73±0.06 
Q9SB67 High-affinity nitrate transporter 3.2 12.45 3 0.96±0.12 1.70±0.57 0.96±0.13 
P25873 50S ribosomal protein L15, chloroplastic (CL15) 53.77 16 0.81±0.16 1.07±0.11 0.72±0.06 
Q9FV50 
Methionine aminopeptidase 1D, 
chloroplastic/mitochondrial (MAP 1D) (MetAP 1D) 
(EC 3.4.11.18) (Peptidase M 1D) 
14.35 2 0.94±0.18 1.09±0.08 0.72±0.05 
Q9M060 Eukaryotic translation initiation factor 6-2 (AteIF-6;2) 12.77 2 1.16±0.23 0.77±0.16 1.64±0.34 
P11471 
Oxygen-evolving enhancer protein 2, chloroplastic 
(OEE2) 
68.4 227 0.86±0.15 1.40±0.09 0.98±0.16 
P12853 
Oxygen-evolving enhancer protein 1, chloroplastic 
(OEE1) 
85.36 468 1.00±0.13 1.94±0.26 1.05±0.35 
P14273 
Chlorophyll a-b binding protein of LHCII type I, 
chloroplastic (CAB) (LHCP) 
95.59 73 0.90±0.24 0.78±0.11 0.67±0.18 
Q1KVW6 
Photosystem II D2 protein (PSII D2 protein) (EC 
1.10.3.9) (Photosystem Q(A) protein) 
67.02 34 0.93±0.15 0.76±0.13 0.64±0.07 
Q1XDD1 
Photosystem II CP43 reaction center protein (PSII 43 
kDa protein) (Protein CP-43) 
26.32 13 0.90±0.21 0.73±0.11 0.83±0.18 
Q6ER94 
2-Cys peroxiredoxin BAS1, chloroplastic (EC 
1.11.1.15) (Thiol-specific antioxidant protein) 
28.57 24 0.82±0.07 0.91±0.10 0.72±0.10 
A3C5A7 
Glycine-rich cell wall structural protein 2 (Glycine-rich 
protein 1) (GRP-1) 
27.92 16 1.08±0.16 1.63±0.57 1.50±0.23 
O22160 
Thylakoid lumenal 15 kDa protein 1, chloroplastic 
(p15) 




Serine/arginine-rich-splicing factor SR34 (At-SR34) 
(At-SRp34) (AtSR34) (Pre-mRNA-splicing factor SF2) 
(SR1 protein) 
41.99 10 1.13±0.11 1.37±0.19 1.26±0.30 
O24581 Luminal-binding protein 3 (BiP3) 49.69 46 1.02±0.25 1.50±0.41 1.05±0.20 
O50048 
(R)-mandelonitrile lyase 2 (EC 4.1.2.10) 
(Hydroxynitrile lyase 2) ((R)-oxynitrilase 2) 
69.87 80 0.96±0.04 1.37±0.06 1.12±0.19 
O81126 
Serine/arginine-rich splicing factor RSZ22 (RS-
containing zinc finger protein 22) (At-RSZ22) (At-
RSZp22) (AtRSZ22) 
13.94 3 1.16±0.09 1.53±0.20 1.41±0.32 
O81742 
Beta-adaptin-like protein C (At-bC-Ad) (At-betaC-Ad) 
(AP complex subunit beta-C) (Adaptor protein 
complex AP subunit beta-C) (Beta-adaptin C) (Clathrin 
assembly protein complex beta large chain C) 
26.25 2 7.12±5.43 5.01±3.74 7.79±5.87 
P02876 Agglutinin isolectin 2 (Isolectin D) (WGA2) 7.509 4 0.97±0.30 1.69±0.62 1.37±0.42 
P07839 Ferredoxin, chloroplastic 66.67 56 1.18±0.58 2.48±1.05 1.10±0.29 
P13934 Late embryogenesis abundant protein 76 (LEA 76) 61.21 8 1.13±0.30 1.31±0.32 1.45±0.25 
P14070 Flavodoxin 91.81 268 0.87±0.14 1.42±0.21 1.11±0.20 
P23400 
Thioredoxin M-type, chloroplastic (Trx-M) 
(Thioredoxin-CH2) 
64 61 0.96±0.25 1.62±0.43 1.37±0.72 
P27484 Glycine-rich protein 2 37.85 13 0.91±0.18 1.34±0.02 0.96±0.04 
P38389 Protein transport protein Sec61 subunit beta 33.33 3 1.14±0.13 1.18±0.18 1.39±0.12 
P43393 Fruit protein pKIWI501 50.89 10 0.93±0.27 1.63±0.43 1.27±0.65 
P43394 Fruit protein pKIWI502 21.29 5 0.94±0.09 1.35±0.12 1.34±0.14 
P54411 
T-complex protein 1 subunit epsilon (TCP-1-epsilon) 
(CCT-epsilon) (TCP-K36) 




Eukaryotic translation initiation factor 5A-4 (eIF-5A-4) 
(eIF-4D) 
59.63 40 0.88±0.25 1.66±0.32 1.24±0.43 
Q39613 
Peptidyl-prolyl cis-trans isomerase (PPIase) (EC 
5.2.1.8) (Cyclophilin) (Cyclosporin A-binding protein) 
(Rotamase) 
89.53 86 1.01±0.14 1.48±0.18 1.27±0.46 
Q43402 
Oleosin-B6 (Oleosin-B11) (Oleosin-B13) [Cleaved 
into: Pollen coat protein B6 (Pollen coat protein B11) 
(Pollen coat protein B13)] 
19.74 11 1.00±0.10 1.34±0.13 1.41±0.07 
Q6Z1C0 Nucleolin 1 (Protein NUCLEOLIN LIKE 1) 8.671 4 1.00±0.14 1.47±0.27 0.92±0.15 
Q7XJS0 
Histone-lysine N-methyltransferase ASHR1 (EC 
2.1.1.43) (ASH1-related protein 1) (Protein SET 
DOMAIN GROUP 37) 
10.74 2 1.25±0.18 1.44±0.30 1.46±0.21 
Q84UQ1 
DEAD-box ATP-dependent RNA helicase 42 (EC 
3.6.4.13) 
26.33 7 1.03±0.21 1.54±0.27 1.34±0.60 
Q8W487 Uncharacterized protein At2g39795, mitochondrial 32.29 3 0.96±0.16 1.47±0.21 1.01±0.24 
Q93W20 
NifU-like protein 2, chloroplastic (AtCNfu2) (AtCnfU-
V) 
50.65 4 0.81±0.13 1.28±0.24 1.72±0.51 
Q9C8Y1 
Probable calcium-binding protein CML23 
(Calmodulin-like protein 23) 
39.47 3 1.87±0.50 1.21±0.25 1.45±0.29 
Q9LM71 
Peptidyl-prolyl cis-trans isomerase FKBP18, 
chloroplastic (PPIase FKBP18) (EC 5.2.1.8) (FK506-
binding protein 18) (AtFKBP18) (Immunophilin 
FKBP18) (Rotamase) 
19.51 4 0.93±0.31 1.55±0.20 0.96±0.16 
Q9LVC8 
2-methoxy-6-polyprenyl-1,4-benzoquinol methylase, 
mitochondrial (EC 2.1.1.201) (Ubiquinone biosynthesis 
methyltransferase COQ5) 




Serine/arginine-rich SC35-like splicing factor SCL33 
(At-SCL33) (AtSCL33) (SC35-like splicing factor 33) 
(Serine/arginine-rich splicing factor 33) 
16.38 3 1.46±0.12 1.55±0.31 1.71±0.36 
Q9SN46 
Leucine-rich repeat extensin-like protein 5 (AtLRX5) 
(LRR/EXTENSIN5) (Cell wall hydroxyproline-rich 
glycoprotein) 
22.96 10 1.11±0.26 1.43±0.08 0.85±0.29 
Q9STD3 Calreticulin 60.81 44 0.91±0.27 1.33±0.18 0.97±0.23 
Q9SU08 Auxilin-related protein 1 51.05 13 1.05±0.19 1.53±0.35 1.42±0.11 
Q9XF42 
Profilin-3 (GD4-5) (Pollen allergen Mal d 4.0101) 
(allergen Mal d 4.0101) 
66.42 16 0.83±0.24 1.38±0.09 1.07±0.13 
F5A894 
Dynein assembly factor 3, axonemal homolog (Dynein 
assembly blocked protein 1) (Paralyzed flagella protein 
22) 
62.31 23 0.66±0.24 1.18±0.36 1.04±0.42 
O24381 Plastidic ATP/ADP-transporter 27.02 29 0.90±0.20 0.85±0.22 0.75±0.18 
P16866 Histone H2A-IV 91.84 7 0.90±0.17 0.63±0.13 0.75±0.20 
P28769 
T-complex protein 1 subunit alpha (TCP-1-alpha) 
(CCT-alpha) (Chaperonin CCT1) 
40.91 3 0.76±0.03 0.79±0.07 0.77±0.02 
P38379 Protein transport protein Sec61 subunit alpha 11.23 5 0.92±0.17 0.74±0.14 0.76±0.09 
P42756 40S ribosomal protein S11 52.56 11 0.75±0.16 0.76±0.17 0.73±0.19 
P46293 40S ribosomal protein S16 46.76 18 0.72±0.20 0.65±0.13 0.72±0.15 
P46302 40S ribosomal protein S28 18.46 3 0.83±0.16 0.53±0.14 0.85±0.25 
P49690 
60S ribosomal protein L23 (Protein EMBRYO 
DEFECTIVE 2171) 
64.03 26 0.85±0.06 0.71±0.05 0.77±0.09 
P56356 50S ribosomal protein L19, chloroplastic 25.68 4 0.76±0.19 0.68±0.13 0.64±0.12 
Q07761 60S ribosomal protein L23a (L25) 46.58 18 0.81±0.26 0.98±0.20 0.58±0.07 
Q08865 Histone H1-II 25.73 11 0.68±0.04 0.79±0.03 0.69±0.01 
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Q1KVV9 30S ribosomal protein S2, chloroplastic 1 55.06 5 0.95±0.08 0.83±0.07 0.73±0.08 
Q32RS1 30S ribosomal protein S16, chloroplastic 45.97 8 0.77±0.17 0.74±0.19 0.75±0.15 
Q41364 
Dicarboxylate transporter 1, chloroplastic (SODIT1) 
(2-oxoglutarate/malate translocator) 
11.98 10 0.88±0.13 0.80±0.12 0.58±0.13 
Q67Y55 
Probable aminotransferase TAT1 (EC 2.6.1.-) 
(Tyrosine aminotransferase 1) 
7.219 2 1.04±0.12 0.72±0.12 0.76±0.22 
Q8LQJ8 
ATP-dependent zinc metalloprotease FTSH 5, 
mitochondrial (OsFTSH5) (EC 3.4.24.-) 
34.69 2 0.66±0.24 0.64±0.14 0.73±0.12 
Q8RXF1 Probable splicing factor 3A subunit 1 8 2 0.73±0.09 0.92±0.10 0.97±0.22 
Q94AU2 25.3 kDa vesicle transport protein (AtSEC22) 35 2 0.85±0.35 0.77±0.24 0.59±0.18 
Q9ASV6 30S ribosomal protein S20, chloroplastic 17.61 20 0.95±0.34 1.06±0.35 0.62±0.20 
Q9FE58 60S ribosomal protein L22-3 55.12 12 0.78±0.22 0.66±0.19 0.68±0.19 
Q9FK53 
H/ACA ribonucleoprotein complex subunit 1-like 
protein 2 
19.21 4 0.71±0.07 0.70±0.15 0.54±0.06 
Q9FMP4 
Splicing factor 3B subunit 6-like protein (Pre-mRNA 
branch site p14-like protein) 
32.28 5 0.71±0.02 0.75±0.01 0.98±0.13 
Q9LRX8 60S ribosomal protein L13a-2 47.28 13 0.76±0.18 0.60±0.13 0.71±0.09 
Q9LTF2 40S ribosomal protein S10-3 51.25 20 0.71±0.25 0.65±0.25 0.70±0.24 
Q9LZH9 60S ribosomal protein L7a-2 47.1 21 0.75±0.12 0.70±0.09 0.72±0.10 
Q9MAR8 Serine carboxypeptidase-like 44 (EC 3.4.16.-) 21.59 3 0.91±0.16 0.89±0.15 0.75±0.10 
Q9SKI2 
Vacuolar protein sorting-associated protein 2 homolog 
1 (AtVPS2-1) (Charged multivesicular body protein 2 
homolog 1) (ESCRT-III complex subunit VPS2 
homolog 1) (SNF7-like protein) 
14.21 3 0.83±0.29 0.56±0.13 0.57±0.11 




Threonine dehydratase biosynthetic, chloroplastic (EC 
4.3.1.19) (Threonine deaminase) (TD) 
4.737 2 0.88±0.05 0.99±0.04 0.70±0.06 
P93395 
Proteasome subunit beta type-6 (EC 3.4.25.1) 
(Proteasome delta chain) (Tobacco cryptogein-induced 
protein 7) (tcI 7) 





Supplementary Table 2.  Altered proteins in algae after cypermethrin exposure for 96h as identified by iTRAQ. 
Accession No. Protein names %Cov Peptides 96L 96M 96H 
P07839 Ferredoxin, chloroplastic 66.67 74 1.21±0.21 1.54±0.29 1.04±0.42 
P07839 Ferredoxin, chloroplastic 13.16 2 1.53±0.40 1.54±0.08 1.04±0.08 
P37255 
Photosystem II CP47 reaction center protein (PSII 47 kDa 
protein) (Protein CP-47) 
36.09 47 0.79±0.32 0.68±0.04 0.87±0.23 
P37255 
Photosystem II CP47 reaction center protein (PSII 47 kDa 
protein) (Protein CP-47) 
28.17 9 0.77±0.32 0.65±0.10 0.84±0.19 
Q1KVY3 
Photosystem I P700 chlorophyll a apoprotein A1 (EC 
1.97.1.12) (PSI-A) (PsaA) 
20.12 9 0.79±0.33 0.64±0.05 0.87±0.22 
Q1KVY3 
Photosystem I P700 chlorophyll a apoprotein A1 (EC 
1.97.1.12) (PSI-A) (PsaA) 
10.45 3 0.84±0.36 0.72±0.07 0.77±0.33 
Q7XPL2 
Oxygen-dependent coproporphyrinogen-III oxidase, 
chloroplastic (Coprogen oxidase) (Coproporphyrinogenase) 
(EC 1.3.3.3) 
57.34 12 0.98±0.11 1.03±0.12 0.77±0.11 
Q7XPL2 
Oxygen-dependent coproporphyrinogen-III oxidase, 
chloroplastic (Coprogen oxidase) (Coproporphyrinogenase) 
(EC 1.3.3.3) 
25.54 4 0.62±0.11 0.76±0.19 0.68±0.00 
Q9FLW9 
Plastidial pyruvate kinase 2 (PKp2) (EC 2.7.1.40) 
(Plastidial pyruvate kinase 1) (PKP1) (Pyruvate kinase III) 
(Pyruvate kinase isozyme B1, chloroplastic) (PKP-BETA1) 
(Plastidic pyruvate kinase beta subunit 1) 
5.477 2 1.49±0.37 1.66±0.42 1.31±0.34 
Q9FZL3 
Probable monogalactosyldiacylglycerol synthase, 
chloroplastic (NtMGD1) (EC 2.4.1.46) (MGDG synthase 
type A) 




Solanesyl diphosphate synthase 3, 
chloroplastic/mitochondrial (EC 2.5.1.85) (All-trans-
nonaprenyl-diphosphate synthase 3 (geranylgeranyl-
diphosphate specific)) (Geranyl diphosphate synthase 1) 
(Trans-type polyprenyl pyrophosphate synthase) (AtPPPS) 
10.78 2 1.68±0.16 0.85±0.33 1.52±0.15 
A6Q0K5 
Calvin cycle protein CP12, chloroplastic (CP12 domain-
containing protein) (Chloroplast protein 12) 
62.96 9 1.40±0.34 1.55±0.13 1.15±0.09 
P13244 Malate synthase, glyoxysomal (EC 2.3.3.9) 9.346 3 1.65±0.12 1.76±0.36 1.38±0.59 
P83373 Malate dehydrogenase, mitochondrial (EC 1.1.1.37) 75.41 8 1.22±0.18 1.43±0.27 1.23±0.19 
Q10N04 
Protein disulfide isomerase-like 5-1 (OsPDIL5-1) (Protein 
disulfide isomerase-like 6-1) (OsPDIL6-1) 
53.54 9 1.02±0.14 1.54±0.17 1.01±0.14 
Q9FKK7 Xylose isomerase (EC 5.3.1.5) 37.02 9 1.43±0.24 0.95±0.11 1.22±0.13 
O81884 
L-galactose dehydrogenase (At-GalDH) (L-GalDH) (EC 
1.1.1.316) 
16.84 2 0.78±0.11 0.71±0.07 0.74±0.14 
P0C586 
Soluble starch synthase 2-3, chloroplastic/amyloplastic (EC 
2.4.1.21) (Soluble starch synthase II-3) (Starch synthase IIa) 
3.349 2 0.47±0.17 0.83±0.21 0.66±0.18 
P32811 
Alpha-glucan phosphorylase, H isozyme (EC 2.4.1.1) 
(Starch phosphorylase H) 
23.58 3 0.90±0.22 0.70±0.03 0.82±0.03 
P93110 
Isocitrate lyase (ICL) (EC 4.1.3.1) (Isocitrase) 
(Isocitratsysase) 
6.796 2 0.73±0.03 1.04±0.25 0.85±0.26 
Q40082 Xylose isomerase (EC 5.3.1.5) 19.51 2 0.75±0.03 0.85±0.10 0.75±0.09 
Q8VXQ8 
Glyceraldehyde-3-phosphate dehydrogenase, cytosolic (EC 
1.2.1.12) (Fragment) 
65.27 24 0.95±0.18 0.87±0.03 0.73±0.02 
Q96252 
ATP synthase subunit delta', mitochondrial (F-ATPase 
delta' subunit) 




ATP synthase subunit alpha, chloroplastic (EC 3.6.3.14) 
(ATP synthase F1 sector subunit alpha) (F-ATPase subunit 
alpha) 
13.59 2 0.88±0.23 0.62±0.23 1.50±0.92 
P54211 Plasma membrane ATPase (EC 3.6.3.6) (Proton pump) 16.99 2 0.76±0.19 0.62±0.22 1.12±0.26 
Q1KVU8 
Photosystem II protein D1 (PSII D1 protein) (EC 1.10.3.9) 
(Photosystem II Q(B) protein) 
24.1 2 1.28±0.51 0.94±0.19 1.63±0.35 
Q01667 
Chlorophyll a-b binding protein 6, chloroplastic (LHCI-
730) (LHCII type III CAB-6) (Light-harvesting complex 
protein Lhca1) 
54.82 106 0.93±0.03 1.32±0.04 0.87±0.11 
P21276 
Superoxide dismutase [Fe] 1, chloroplastic (EC 1.15.1.1) 
(Protein FE SUPEROXIDE DISMUTASE 1) 
55.21 10 1.06±0.11 1.44±0.15 1.22±0.08 
P22302 
Superoxide dismutase [Fe], chloroplastic (EC 1.15.1.1) 
(Fragment) 
55.67 50 1.27±0.10 1.46±0.11 1.18±0.11 
Q949U7 
Peroxiredoxin-2E, chloroplastic (EC 1.11.1.15) 
(Peroxiredoxin IIE) (Thioredoxin reductase 2E) 
70.59 21 1.22±0.10 1.55±0.10 1.26±0.08 
Q9THX6 
Thylakoid lumenal 29 kDa protein, chloroplastic (TL29) 
(EC 1.-.-.-) (LeAPx09) (P29) 
74.92 60 1.02±0.07 1.33±0.02 0.96±0.03 
P19037 
18.1 kDa class I heat shock protein (18.1 kDa heat shock 
protein) (AtHsp18.1) 
62.96 16 1.00±0.19 1.65±0.33 1.04±0.26 
P41151 
Heat stress transcription factor A-1a (AtHsfA1a) (AtHsf-13) 
(Heat shock factor protein 1) (HSF 1) (Heat shock 
transcription factor 1) (HSTF 1) 
7.388 2 1.29±0.22 1.56±0.05 1.36±0.06 
P43333 U2 small nuclear ribonucleoprotein A' (U2 snRNP A') 67.35 2 1.27±0.30 1.46±0.17 1.21±0.08 
P45432 
COP9 signalosome complex subunit 1 (CSN complex 
subunit 1) (Constitutive photomorphogenesis protein 11) 
(Protein FUSCA 6) 




Cysteine proteinase inhibitor 12 (Oryzacystatin XII) (OC-
XII) (Oryzacystatin-12) 
43.82 22 1.13±0.24 1.32±0.06 1.02±0.04 
Q7XYY2 
Mediator of RNA polymerase II transcription subunit 25 
(AtMED25) (Phytochrome and flowering time 1 protein) 
(Phytochrome and flowering time regulatory protein 1) 
8.459 3 1.14±0.07 1.46±0.14 1.22±0.09 
Q9C8M2 
Peptide methionine sulfoxide reductase B1, chloroplastic 
(AtMSRB1) (EC 1.8.4.12) (Peptide-methionine (R)-S-oxide 
reductase) 
30.05 8 1.22±0.21 1.50±0.18 1.23±0.15 
Q9SJ44 
Ubiquitin-conjugating enzyme E2 variant 1C (Ubc enzyme 
variant 1C) (Protein MMS ZWEI HOMOLOG 3) 
59.85 15 1.05±0.17 1.37±0.09 1.04±0.10 
A4S6Y4 Lon protease homolog, mitochondrial (EC 3.4.21.-) 5.14 2 0.62±0.12 0.99±0.22 0.92±0.40 
C0LGT6 
LRR receptor-like serine/threonine-protein kinase EFR (EC 
2.7.11.1) (Elongation factor Tu receptor) (EF-Tu receptor) 
27.98 5 0.81±0.11 0.72±0.08 0.89±0.07 
Q8LE52 
Glutathione S-transferase DHAR3, chloroplastic (EC 
2.5.1.18) (Chloride intracellular channel homolog 3) (CLIC 
homolog 3) (Glutathione-dependent dehydroascorbate 
reductase 3) (AtDHAR3) (ChlDHAR) (GSH-dependent 
dehydroascorbate reductase 3) 
66.82 23 0.95±0.13 1.41±0.04 0.96±0.04 
O22773 Thylakoid lumenal 16.5 kDa protein, chloroplastic 56.4 40 0.97±0.22 1.33±0.03 0.92±0.07 
P93022 
Auxin response factor 7 (Auxin-responsive protein 
IAA21/IAA23/IAA25) (Protein BIPOSTO) (Protein NON-
PHOTOTROPIC HYPOCOTYL 4) (Protein TRANSPORT 
INHIBITOR RESPONSE 5) 
16.52 2 1.20±0.21 1.12±0.16 1.47±0.19 
Q3E875 Uncharacterized Rho GTPase-activating protein At5g61530 31.49 3 1.35±0.14 1.23±0.23 1.46±0.14 
Q94AH6 Cullin-1 9.505 7 1.25±0.25 1.02±0.09 1.47±0.29 




Nudix hydrolase 23, chloroplastic (AtNUDT23) (EC 3.6.1.-
) (ADP-ribose pyrophosphatase) (EC 3.6.1.13) (FAD 
diphosphatase) (EC 3.6.1.18) 
8.365 2 0.64±0.12 1.05±0.22 1.19±0.27 
Q9LTT8 
Enhancer of mRNA-decapping protein 4 (Protein 
VARICOSE) 
12.74 3 0.80±0.18 0.69±0.14 0.89±0.15 
Q9XFD1 
Nuclear cap-binding protein subunit 2 (20 kDa nuclear cap-
binding protein) (NCBP 20 kDa subunit) (AtCBP20) 
17.14 2 1.16±0.51 0.82±0.29 0.76±0.09 
Q9ZNZ7 
Ferredoxin-dependent glutamate synthase 1, 
chloroplastic/mitochondrial (EC 1.4.7.1) (Fd-GOGAT 1) 
4.6 2 0.86±0.26 0.69±0.11 0.94±0.15 
P08475 
Ribulose bisphosphate carboxylase small chain 2, 
chloroplastic (RuBisCO small subunit 2) (EC 4.1.1.39) 
71.02 265 1.29±0.30 1.63±0.32 1.27±0.22 
P82658 Thylakoid lumenal 19 kDa protein, chloroplastic (P19) 72.09 58 1.00±0.19 1.44±0.14 1.05±0.11 
P82715 
PsbP domain-containing protein 5, chloroplastic (OEC23-
like protein 6) (PsbP-related thylakoid lumenal protein 4) 
(Thylakoid lumenal 35.8 kDa protein) 
43.77 11 1.00±0.11 1.35±0.04 1.08±0.10 
Q9LLC6 
Cytochrome b6-f complex subunit petO, chloroplastic 
(Cytochrome b6-f complex subunit V) (suV) (Cytochrome 
b6-f-associated phosphoprotein) 
63.07 37 0.93±0.11 1.35±0.02 0.97±0.03 
Q9LXX5 
PsbP domain-containing protein 6, chloroplastic (OEC23-
like protein 1) 
48.78 6 1.17±0.14 1.41±0.04 1.11±0.10 
Q9SBN5 
Photosystem I reaction center subunit N, chloroplastic (PSI-
N) 
54.29 72 1.16±0.11 1.74±0.14 1.09±0.22 
Q9SZC9 
Copper-transporting ATPase PAA1, chloroplastic (EC 
3.6.3.54) (Protein HEAVY METAL ATPASE 6) (Protein 
glucose insensitive root 1) 
14.29 2 1.19±0.18 1.56±0.20 1.25±0.17 




Photosystem II D2 protein (PSII D2 protein) (EC 1.10.3.9) 
(Photosystem Q(A) protein) 
57.45 22 0.75±0.27 0.67±0.12 0.79±0.25 
Q1XDD1 
Photosystem II CP43 reaction center protein (PSII 43 kDa 
protein) (Protein CP-43) 
26.32 12 0.86±0.34 0.60±0.09 0.91±0.13 
Q32RM5 
Photosystem II D2 protein (PSII D2 protein) (EC 1.10.3.9) 
(Photosystem Q(A) protein) 
18.37 5 0.88±0.10 0.72±0.01 1.20±0.22 
Q5S1S6 
Peroxiredoxin Q, chloroplastic (EC 1.11.1.15) (Thioredoxin 
reductase) 
67.03 30 1.01±0.13 1.43±0.06 1.05±0.03 
P42738 
Chorismate mutase 1, chloroplastic (AtCM1) (EC 5.4.99.5) 
(CM-1) 
11.11 2 0.70±0.06 0.83±0.08 0.89±0.12 
Q6ER94 
2-Cys peroxiredoxin BAS1, chloroplastic (EC 1.11.1.15) 
(Thiol-specific antioxidant protein) 
24.49 17 0.43±0.12 0.45±0.14 0.72±0.44 
B9T3R0 
Cyanate hydratase (Cyanase) (EC 4.2.1.104) (Cyanate 
hydrolase) (Cyanate lyase) 
60.71 27 1.08±0.17 1.51±0.15 1.17±0.12 
O04905 
UMP-CMP kinase 3 (EC 2.7.4.14) (Deoxycytidylate kinase) 
(CK) (dCMP kinase) (Uridine monophosphate/cytidine 
monophosphate kinase) (UMP/CMP kinase) (UMP/CMPK) 
15.22 4 1.42±0.15 1.07±0.11 1.02±0.13 
O22160 Thylakoid lumenal 15 kDa protein 1, chloroplastic (p15) 68.57 18 1.28±0.10 1.50±0.07 1.21±0.22 
O22827 
Molybdopterin synthase catalytic subunit (EC 2.8.1.12) 
(Molybdenum cofactor synthesis protein 2 large subunit) 
(Molybdenum cofactor synthesis protein 2B) (MOCS2B) 
22.88 4 1.02±0.13 1.39±0.18 1.15±0.28 
O22870 
Peptidyl-prolyl cis-trans isomerase FKBP16-3, chloroplastic 
(PPIase FKBP16-3) (EC 5.2.1.8) (FK506-binding protein 
16-3) (AtFKBP16-3) (Immunophilin FKBP16-3) 
(Rotamase) 
80.86 42 1.14±0.05 1.60±0.14 0.95±0.04 
O65049 Thioredoxin H-type (Trx-H) 45 5 1.75±0.12 1.59±0.07 1.59±0.63 
O78424 Uncharacterized protein ycf19 26.53 2 1.13±0.18 1.22±0.20 1.57±0.43 
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O78436 Putative septum site-determining protein MinD 7.572 2 1.33±0.12 1.15±0.09 1.41±0.20 
O81481 
Eukaryotic translation initiation factor 4E-1 (eIF-4E-1) 
(eIF4E-1) (eIF-4F 25 kDa subunit) (eIF-4F p26 subunit) 
(mRNA cap-binding protein) 
29 10 1.06±0.07 1.44±0.08 1.08±0.06 
O82221 
Probable small nuclear ribonucleoprotein G (snRNP-G) 
(Sm protein G) (Sm-G) (SmG) 
17.58 3 1.43±0.26 1.58±0.26 1.36±0.34 
O82533 
Cell division protein FtsZ homolog 2-1, chloroplastic 
(AtFtsZ2-1) (Plastid division protein FTSZ2-1) 
14.43 2 1.51±1.03 1.95±1.01 2.59±1.35 
P13983 Extensin (Cell wall hydroxyproline-rich glycoprotein) 37.97 8 0.92±0.17 1.45±0.12 0.92±0.09 
P23400 
Thioredoxin M-type, chloroplastic (Trx-M) (Thioredoxin-
CH2) 
66 44 1.10±0.13 1.60±0.13 1.16±0.10 
P23444 Histone H1 31.25 2 1.31±0.15 1.08±0.22 1.08±0.13 
P27626 Senescence-associated protein DIN1 37.8 6 1.08±0.25 1.36±0.08 1.06±0.09 
P28342 
Glutathione S-transferase 1 (EC 2.5.1.18) (GST class-zeta) 
(SR8) 
60.39 12 1.61±0.07 2.16±0.20 1.70±0.81 
P28769 
T-complex protein 1 subunit alpha (TCP-1-alpha) (CCT-
alpha) (Chaperonin CCT1) 
36.15 3 1.60±0.30 1.26±0.19 1.28±0.18 
P48261 
Anthranilate synthase component 2 (AS) (EC 4.1.3.27) 
(Anthranilate synthase, glutamine amidotransferase 
component) 
24.39 2 1.14±0.24 1.45±0.36 1.19±0.41 
P49311 Glycine-rich RNA-binding protein GRP2A 47.3 55 1.05±0.17 1.48±0.12 1.06±0.09 
P50256 Elongation factor 1-alpha C (EF-1-alpha C) 14.77 4 1.07±0.05 1.00±0.05 1.46±0.25 
P52420 
Phosphoribosylamine--glycine ligase, chloroplastic (EC 
6.3.4.13) (Glycinamide ribonucleotide synthetase) (GARS) 
(Phosphoribosylglycinamide synthetase) 




T-complex protein 1 subunit epsilon (TCP-1-epsilon) 
(CCT-epsilon) (TCP-K36) 
39.18 3 1.90±0.54 1.68±0.40 1.49±0.40 
P81760 Thylakoid lumenal 17.4 kDa protein, chloroplastic (P17.4) 61.81 31 1.10±0.14 1.43±0.13 1.09±0.11 
P82888 Histone H4 50 13 1.36±0.43 1.32±0.17 1.44±0.36 
Q2QKB4 
Splicing factor U2af large subunit B (U2 auxiliary factor 65 
kDa subunit B) (U2 small nuclear ribonucleoprotein 
auxiliary factor large subunit B) (U2 snRNP auxiliary factor 
large subunit B) 
10.65 4 1.46±0.32 1.04±0.11 1.26±0.13 
Q2QPG9 Probable histone H2AXb 28.17 5 1.38±0.16 1.20±0.07 1.43±0.29 
Q84SL2 
Zinc finger CCCH domain-containing protein 50 
(OsC3H50) (Protein ZF) 
9.738 3 1.05±0.05 1.00±0.23 1.35±0.06 
Q8GXH3 
Protein OSB2, chloroplastic (Organellar single-stranded 
DNA-binding protein 2) (Protein FLORAL ABSCISSION 
ASSOCIATED) (Protein PLASTID 
TRANSCRIPTIONALLY ACTIVE 9) 
65.45 9 1.04±0.19 1.36±0.06 1.06±0.05 
Q8L716 
Splicing factor U2af large subunit B (U2 auxiliary factor 65 
kDa subunit B) (U2 small nuclear ribonucleoprotein 
auxiliary factor large subunit B) (U2 snRNP auxiliary factor 
large subunit B) 
61.49 6 1.13±0.05 1.32±0.08 1.28±0.21 
Q8LFQ6 Glutaredoxin-C4 (AtGrxC4) 48.8 11 1.10±0.20 1.33±0.02 1.15±0.01 
Q8W485 Uncharacterized protein At5g50100, mitochondrial 20.59 2 1.37±0.45 1.70±0.24 1.86±0.60 
Q8W496 
Protochlorophyllide-dependent translocon component 52, 
chloroplastic (ACD1-like protein) (Protein TIC 55-IV) 
(Translocon at the inner envelope membrane of chloroplasts 
55-IV) 




Probable plastid-lipid-associated protein 10, chloroplastic 
(Fibrillin-8) 
18.18 2 1.86±0.47 1.26±0.38 1.80±0.90 
Q9C7F5 Nuclear transport factor 2 (NTF-2) 31.97 6 1.19±0.07 1.43±0.08 1.15±0.09 
Q9LEY9 
H/ACA ribonucleoprotein complex subunit 2-like protein 
(Nhp2-like protein) 




reductase RHM2 (NDP-rhamnose synthase) (Protein 
MUCILAGE-MODIFIED 4) (Protein RHAMNOSE 
BIOSYNTHESIS 2) (Rhamnose biosynthetic enzyme 2) 
(AtRHM2) (UDP-L-rhamnose synthase MUM4) [Includes: 
UDP-glucose 4,6-dehydratase (EC 4.2.1.76); UDP-4-keto-
6-deoxy-D-glucose 3,5-epimerase/UDP-4-keto-L-rhamnose 
4-keto-reductase (EC 1.1.1.-) (EC 5.1.3.-)] 
12.5 2 1.53±0.44 1.35±0.36 1.53±0.37 
Q9LTY6 
Uridine kinase-like protein 5 [Includes: Probable uridine 
kinase (UK) (EC 2.7.1.48); Probable uracil 
phosphoribosyltransferase (UPRTase) (EC 2.4.2.9) (UMP 
pyrophosphorylase)] 
8.929 2 1.36±0.27 1.12±0.23 1.57±0.36 
Q9LZM3 
Phosphopantothenate--cysteine ligase 2 (EC 6.3.2.5) 
(Phosphopantothenoylcysteine synthetase 2) (PPC 
synthetase 2) 
15.42 2 1.39±0.13 1.52±0.12 1.38±0.34 
Q9M4B5 Probable prefoldin subunit 4 (ABI3-interacting protein 3) 49.56 7 0.99±0.07 1.31±0.07 1.07±0.29 
Q9MAT5 
Protein arginine N-methyltransferase PRMT10 (EC 
2.1.1.125) 
21.43 3 1.32±0.20 0.98±0.11 1.14±0.16 
Q9S7I0 
tRNA(adenine(34)) deaminase, chloroplastic (TADA) (EC 
3.5.4.33) (tRNA adenosine deaminase arginine) (tRNA 
arginine adenosine deaminase) 




ATP-dependent Clp protease proteolytic subunit 5, 
chloroplastic (EC 3.4.21.92) (Endopeptidase ClpP5) 
(nClpP5) (nClpP1) 
45.95 22 1.34±0.19 1.45±0.19 1.33±0.19 
Q9SBN3 
Cytochrome b6-f complex iron-sulfur subunit, chloroplastic 
(EC 1.10.9.1) (Plastohydroquinone:plastocyanin 
oxidoreductase iron-sulfur protein) (Rieske iron-sulfur 
protein) (ISP) (RISP) 
75.24 131 0.92±0.13 1.55±0.05 1.00±0.02 
Q9SCY2 
Peptidyl-prolyl cis-trans isomerase FKBP13, chloroplastic 
(PPIase FKBP13) (EC 5.2.1.8) (FK506-binding protein 1) 
(FK506-binding protein 13) (AtFKBP13) (Immunophilin 
FKBP13) (Rotamase) 
48.86 8 1.00±0.11 1.39±0.05 1.05±0.15 
Q9SPE6 
Alpha-soluble NSF attachment protein 2 (Alpha-SNAP2) 
(N-ethylmaleimide-sensitive factor attachment protein alpha 
2) 
29.59 6 1.18±0.10 1.42±0.07 1.14±0.07 
Q9SQT4 
NADH dehydrogenase [ubiquinone] 1 alpha subcomplex 
subunit 8-A 
24.04 2 1.76±0.32 1.44±0.29 1.11±0.15 
Q9SR77 Heme-binding-like protein At3g10130, chloroplastic 43.22 12 1.34±0.19 1.43±0.12 1.23±0.09 
B9DFS6 Sorting nexin 2B 6.372 2 0.97±0.11 0.72±0.10 0.95±0.23 
F5A894 
Dynein assembly factor 3, axonemal homolog (Dynein 
assembly blocked protein 1) (Paralyzed flagella protein 22) 
11.74 2 0.73±0.29 0.66±0.23 1.15±0.33 
O22608 60S ribosomal protein L5 15.17 7 0.84±0.11 0.70±0.09 0.95±0.26 
O48845 
Cytochrome b5 isoform B (AtCb5-B) (Cytochrome b5 
isoform 2) (Cytochrome b5 isoform E) (AtCb5-E) 
45.98 3 0.68±0.04 0.67±0.02 0.67±0.02 
O80874 
Internal alternative NAD(P)H-ubiquinone oxidoreductase 
A2, mitochondrial (EC 1.6.5.9) (Internal alternative NADH 
dehydrogenase NDA2) (NADH:ubiquinone reductase (non-
electrogenic) NDA2) 




Anthranilate synthase alpha subunit 2, chloroplastic (EC 
4.1.3.27) (Anthranilate synthase component 1-2) 
(Anthranilate synthase component I-2) 
7.576 3 0.93±0.11 0.69±0.03 0.81±0.12 
P92965 
Serine/arginine-rich splicing factor RS40 (At-RSp40) 
(AtRS40) 
27.71 3 0.86±0.08 0.95±0.09 0.63±0.12 
Q02166 
Anthranilate phosphoribosyltransferase, chloroplastic (EC 
2.4.2.18) 
13.86 2 0.76±0.05 0.79±0.05 0.81±0.08 
Q41364 
Dicarboxylate transporter 1, chloroplastic (SODIT1) (2-
oxoglutarate/malate translocator) 
9.982 5 0.88±0.32 0.73±0.05 0.80±0.23 
Q42376 Late embryogenesis abundant protein, group 3 (LEA) 6.709 2 1.18±0.14 0.66±0.14 0.74±0.05 
Q5MAU8 Probable inactive purple acid phosphatase 27 2.794 2 0.78±0.11 0.76±0.10 0.73±0.04 
Q8GYX8 Chaperone protein dnaJ 10 (AtDjC10) (AtJ10) 11.76 3 0.78±0.09 0.96±0.09 0.76±0.03 
Q9FIZ7 
5-oxoprolinase (EC 3.5.2.9) (5-oxo-L-prolinase) (5-OPase) 
(Protein OXOPROLINASE 1) (Pyroglutamase) 
5.479 2 0.71±0.14 1.22±0.16 1.16±0.14 
Q9FJH6 
ABC transporter F family member 1 (ABC transporter 
ABCF.1) (AtABCF1) (GCN20-type ATP-binding cassette 
protein GCN1) 
3.559 2 0.66±0.06 0.86±0.26 0.83±0.08 
Q9FNY2 
Transcription factor-like protein DPB (DP-like protein B) 
(AtDPbB) (E2F dimerization partner protein B) 
4.857 2 0.72±0.00 0.93±0.16 0.84±0.08 
Q9FPQ6 
Vegetative cell wall protein gp1 (Hydroxyproline-rich 
glycoprotein 1) 
26.77 5 0.76±0.04 0.95±0.06 0.96±0.22 
Q9LNU4 
26S proteasome non-ATPase regulatory subunit 3 homolog 
A (26S proteasome regulatory subunit RPN3a) (AtRPN3a) 
(26S proteasome regulatory subunit S3 homolog A) (Protein 
EMBRYO DEFECTIVE 2719) (Protein HAPLESS 15) 
18.78 6 0.83±0.04 0.75±0.06 0.89±0.14 




Peptidyl-prolyl cis-trans isomerase CYP20-1 (PPIase 
CYP20-1) (EC 5.2.1.8) (Cyclophilin of 20 kDa 1) 
(Rotamase CYP20-1) (Rotamase cyclophilin-7) 
35.71 8 0.91±0.12 0.83±0.07 0.72±0.08 
P56346 Putative septum site-determining protein MinD 6.608 3 0.99±0.47 0.35±0.22 1.38±0.69 
Q9ZUI6 
AP-1 complex subunit gamma-2 (Adaptor protein complex 
AP-1 large subunit gamma-2) (Adaptor-related protein 
complex 1 subunit gamma-2) (Clathrin assembly protein 
complex 1 gamma-2 large chain) (Gamma-adaptin 2) 




Supplementary Table 3.  Altered metabolites by 24 h diazinon exposure in 




24L 24M 24H 
Glycerophosphoglycerol 245.0432 0.9843 ↑ 
  
Daphnandrine 577.2774 16.8070 ↑ 
  
Doronine 440.1603 7.3604 
  
↑ 
Avermectin A2b aglycone 585.3454 21.5183 
   
Acetylspiramycin 884.5407 27.3472 ↑ 
  
Syringolin A 474.2613 15.0929 
  
↓ 
Maltulose 341.1090 0.9431 ↑ ↑ 
 













313.2725 14.4884 ↓ ↓ ↓ 





































818.5040 19.0642 ↑ ↑ 
 
LysoPC(14:0) 469.3342 10.9992 
  
↑ 








LysoPC(20:1(11Z)) 594.3766 18.3193 ↓ ↓ ↓ 
LysoPC(P-16:0) 498.3783 12.7861 
  
↑ 


















LysoPE(0:0/18:1(11Z)) 479.2970 17.5230 
 
↓ ↓ 















Retapamulin 562.3138 16.2671 
 
↓ ↓ 
Oxprenolol 459.2948 17.5933 
  
↓ 
Ixabepilone 507.2663 14.4987 ↓ ↓ 
 




Mangiferic acid 279.2335 18.3322 ↓ ↓ 
 
(S)-Pterosin A 247.1709 20.0552 
 
↓ ↓ 
















Hexyl heptanoate 619.2528 18.6385 ↓ 
  
Vignatic acid B 519.2902 17.1859 
  
↓ 




Oleacein 321.1017 10.5509 
  
↑ 









Panaxacol 277.2175 19.7798 
 
↓ ↓ 
Salvianolic acid G 399.0449 12.9707 
  
↑ 































PC(19:0/0:0) 518.3680 17.5850 
  
↓ 





784.6008 21.7773 ↓ ↓ 
 




PS(P-16:0/22:0) 786.5959 26.0470 ↓ 
  
PS(19:1(9Z)/0:0) 536.2978 15.8021 
  
↓ 
PS(20:2(11Z,14Z)/0:0) 548.2981 16.0934 
  
↓ 
PS(21:0/0:0) 567.3488 17.4931 
  
↓ 





820.5310 19.2822 ↑ ↑ ↑ 
PG(22:6(4Z,7Z,10Z,13Z,1
6Z,19Z)/18:2(9Z,12Z)) 









763.5117 21.7977 ↑ ↑ ↑ 
PI(18:4(6Z,9Z,12Z,15Z)/1
8:1(9Z)) 












865.5221 20.4585 ↑ ↑ ↑ 
PI(20:5(5Z,8Z,11Z,14Z,1
7Z)/22:1(11Z)) 
939.5979 21.4613 ↑ 
  













Pikromycin 506.3246 17.5012 
  
↓ 
Apiferol 289.1301 9.6694 
  
↑ 









Supplementary Table 4.  Altered metabolites by 48 h diazinon exposure in 
algae. ↑, upregulation; ↓, downregulation. 
Compound m/z Retention 
time (min) 
48L 48M 48H 
DGTS(16:0/18:2(9Z,12Z)) 736.6074 21.7127  ↑ ↑ 
Doronine 440.1594 7.4557   ↑ 
Eudesobovatol A 485.3089 17.6463   ↓ 
Oligomycin A 774.5185 20.4273  ↓  
Chalcomycin 699.3783 17.0455  ↓  
Red chlorophyll catabolite 609.2678 15.9437  ↑ ↑ 
Microcystin RA 951.5105 23.7297   ↓ 
Nonadecanoic acid 279.2321 20.9883  ↓ ↓ 
Alpha-Linolenic acid 277.2166 21.2330 ↓ ↓ ↓ 
Dihydroxyacetone 
phosphate 
169.0106 2.2458   ↑ 
Pristanal 281.2485 18.9128  ↓ ↓ 
5,6-DHET 339.2872 22.0203 ↑ ↑  
Trimethyltridecanoic acid 255.2330 18.7518  ↓ ↓ 
Cholic acid glucuronide 629.3143 19.8111 ↓ ↓  
Docosatrienoic acid 335.2562 22.0172 ↑ ↑  
8(R)-Hydroperoxylinoleic 
acid 
313.2727 14.0582  ↑ ↑ 
24-Hydroxycalcitriol 431.2997 17.6577   ↓ 
Docosa-4,7,10,13,16-
pentaenoyl carnitine 
474.3774 13.7692   ↓ 
Cervonyl carnitine 472.3615 12.4221   ↑ 
21-Hydroxy-5b-pregnane-
3,11,20-trione 
345.2032 17.8698 ↓ ↓ ↓ 
9(S)-HPODE 313.2719 23.1992  ↑  
DG(14:0/18:0/0:0) 569.5452 19.5475 ↓ ↓  
DG(16:0/18:4(6Z,9Z,12Z,1
5Z)/0:0) 
571.4690 21.7327  ↑  
DG(16:1(9Z)/18:4(6Z,9Z,1
2Z,15Z)/0:0) 
569.4539 22.5726 ↑ ↑  
DG(18:2(9Z,12Z)/16:0/0:0) 575.5012 25.5837 ↑ ↑  
DG(18:3(6Z,9Z,12Z)/18:4(
6Z,9Z,12Z,15Z)/0:0) 
593.4536 21.5553  ↑  
DG(18:3(9Z,12Z,15Z)/16:0
/0:0) 
574.4874 27.1331 ↑ ↑  
DG(18:4(6Z,9Z,12Z,15Z)/1
8:2(9Z,12Z)/0:0) 
595.4696 22.7712  ↑ ↑ 
DG(18:4(6Z,9Z,12Z,15Z)/1
8:4(6Z,9Z,12Z,15Z)/0:0) 





571.4698 19.3600 ↑ ↑  
PE(18:1(9Z)/18:3(9Z,12Z,1
5Z)) 
738.5047 22.6823 ↓   
PE(20:4(5Z,8Z,11Z,14Z)/P-
18:0) 
752.5453 18.0460  ↑ ↑ 
PI(16:2(9Z,12Z)/22:3(10Z,
13Z,16Z)) 
885.5498 26.4006  ↑  
PI(18:0/22:5(4Z,7Z,10Z,13
Z,16Z)) 
958.5800 20.8423  ↓  
PI(18:0/22:6(4Z,7Z,10Z,13
Z,16Z,19Z)) 
910.6335 20.2903  ↓  
PS(18:0/22:5(7Z,10Z,13Z,1
6Z,19Z)) 
818.5014 18.8388 ↑ ↑  
11-Oxo-androsterone 
glucuronide 
479.2642 15.8865 ↓   
LysoPC(18:3(9Z,12Z,15Z)) 538.3375 15.8981   ↓ 
PG(18:1(9Z)/22:6(4Z,7Z,10
Z,13Z,16Z,19Z)) 
819.5279 20.0763  ↑ ↑ 
PG(18:2(9Z,12Z)/22:6(4Z,7
Z,10Z,13Z,16Z,19Z)) 
817.5136 23.4617  ↑ ↑ 
PE(P-18:0/22:2(13Z,16Z)) 784.6012 21.8608  ↓  
LysoPE(18:1(11Z)/0:0) 478.2937 17.5717   ↓ 
MG(0:0/18:2(9Z,12Z)/0:0) 337.2722 12.3710   ↑ 
MG(14:1(9Z)/0:0/0:0) 281.2475 21.8298 ↓   
Iloprost 457.3147 17.6557   ↓ 
Retapamulin 562.3135 16.2732  ↓ ↓ 
Molindone 275.2009 19.6882 ↓   
Ixabepilone 507.2665 14.1627   ↑ 
Ceanothine C 451.2679 16.1592   ↓ 
Avenoleic acid 277.2180 17.8792 ↓ ↓ ↓ 
(S)-Pterosin A 247.1706 20.0815 ↓ ↓ ↓ 
Dihydromethysticin 275.0623 8.7180   ↑ 
Ampeloside Bf2 952.5323 19.5727  ↓  
Vignatic acid B 520.3575 13.0898  ↓  
Liensinine 591.2588 18.9078   ↓ 
(E,E)-11,13-Octadecadien-
9-ynoic acid 
275.2010 17.3713   ↓ 
Ganoderic acid A 497.2855 19.0271   ↑ 











509.2886 18.5663   ↓ 
Oleacein 321.1020 10.5507   ↑ 
3'-Deoxyoleacein 305.1071 11.6153   ↑ 
Calendasaponin B 953.5130 23.7402   ↓ 
4'-Methylliquiritigenin 7-
rhamnoside 









397.1332 16.6493 ↑   
Gingerglycolipid B 677.3707 20.2925 ↓   
Prenyl arabinosyl-(1->6)-
glucoside 
379.1225 19.8152 ↓ ↓  
cis-Goniothalamicin 577.4208 17.8713 ↓ ↓  
6'-Sialyllactosamine 613.2395 18.9000 ↓ ↓  
Salvianolic acid G 399.0444 12.9856   ↑ 
DG(15:0/0:0/18:3n3) 577.5153 16.6848  ↑  
DG(14:1n5/0:0/22:5n3) 613.4809 19.7531  ↑ ↓ 
10Z-Heptadecenoic acid 249.1856 20.9851 ↓ ↓ ↓ 
Tetranor 12-HETE 265.1470 20.5087 ↓ ↓  
DG(16:0/18:1(11Z)/0:0) 578.5187 17.9542 ↑ ↑  
DG(12:0/22:6(4Z,7Z,10Z,1
3Z,16Z,19Z)/0:0) 
567.4379 21.1275 ↑ ↑ ↑ 
DG(14:0/22:3(10Z,13Z,16Z
)/0:0)[iso2] 
601.5155 21.7028 ↑ ↑  
PC(O-18:0/3:1(2E)) 544.3828 17.6536   ↓ 
PC(19:0/0:0) 518.3671 17.6364   ↓ 
PC(P-17:0/0:0) 494.3467 11.7276   ↓ 
PE(O-
20:0/20:4(5Z,8Z,11Z,14Z)) 




781.5746 20.0179  ↓  
PS(O-16:0/20:1(11Z)) 758.5869 21.7318 ↓ ↓  
PS(18:3(9Z,12Z,15Z)/0:0) 518.2860 17.1903   ↓ 
PG(18:4(6Z,9Z,12Z,15Z)/2
2:2(13Z,16Z)) 
821.5401 22.0158   ↓ 
PI(18:1(9Z)/22:6(4Z,7Z,10
Z,13Z,16Z,19Z)) 
907.5393 19.8175  ↓  





883.5330 21.0023 ↑ ↑  
PI(18:2(9Z,12Z)/22:6(4Z,7
Z,10Z,13Z,16Z,19Z)) 
905.5235 19.5762 ↓   
PI(16:0/18:3(6Z,9Z,12Z)) 814.4839 27.2525 ↓ ↓  
PI(15:0/18:2(9Z,12Z)) 801.4808 27.8593 ↓   
PI(18:1(9Z)/0:0) 597.3027 18.3968   ↓ 
PA(18:3(9Z,12Z,15Z)/0:0) 431.2185 17.2341   ↓ 
Pikromycin 506.3241 17.5433   ↓ 




443.1389 20.2840 ↓ ↓  
OH-Diaponeurosporene 
glucoside ester 
583.4114 15.9876  ↑  







Supplementary Table 5.  Altered metabolites by 72 h diazinon exposure in 




72L 72M 72H 
Dihydroxyacetone phosphate 169.0105 2.4102 
  
↑ 














Pristanal 281.2481 18.9021 
  
↓ 
Apiferol 289.1300 10.3174 
  
↑ 




















Oleacein 321.1016 11.0400 
  
↑ 
8-HETrE 323.2560 16.5189 ↑ 
  














5,6-DHET 339.2875 20.8279 ↓ 
  








Salvianolic acid G 399.0444 13.0612 
  
↑ 
24-Hydroxycalcitriol 413.2876 17.6703 
  
↓ 
MG(20:0/0:0/0:0) 431.2992 17.6605 
  
↓ 










Iloprost 459.2927 17.6613 
  
↓ 




















477.2779 13.2007 ↑ 
  
LysoPE(0:0/18:1(9Z)) 481.3095 15.0123 ↑ 
  
PC(P-17:0/0:0) 494.3465 13.0081 
  
↓ 




PS(18:3(9Z,12Z,15Z)/0:0) 518.2463 16.6317 ↓ 
  
PC(19:0/0:0) 518.3651 17.6503 
  
↓ 
Vignatic acid B 519.2883 17.2887 
  
↓ 


































Kanokoside D 608.2534 25.3775 ↑ 
  








PC(14:0/16:1(9Z)) 704.5423 19.2132 ↓ 
  
Gingerglycolipid B 723.3779 16.7665 
  
↓ 
Gingerglycolipid C 725.3920 17.3472 
  
↓ 
DGTS(16:0/18:2(9Z,12Z)) 736.6063 21.7983 
  
↑ 
PG(15:1(9Z)/19:1(9Z)) 745.4847 20.4173 
  
↑ 




























780.5711 20.3970 ↓ ↓ 
 
































840.4945 27.9502 ↓ ↓ 
 




907.5303 25.7673 ↑ ↑ ↑ 







Supplementary Table 6.  Altered metabolites by 96 h diazinon exposure in 




96L 96M 96H 
Silicic acid 140.9791 2.5266 
  
↑ 
1-(2-Furanyl)-1-pentanone 151.0884 8.8744 
  
↑ 
Dihydroxyacetone phosphate 169.0106 2.5266 
  
↑ 














Apiferol 289.1293 10.3278 
  
↑ 
3'-Deoxyoleacein 305.1073 11.9849 
  
↑ 





313.2712 19.8462 ↑ ↑ 
 
Oleacein 321.1014 11.0462 
  
↑ 










Salvianolic acid G 399.0445 13.0823 
  
↑ 









MG(20:0/0:0/0:0) 431.2985 17.6713 
  
↓ 
Doronine 440.1589 7.5514 
  
↑ 
PA(20:3(8Z,11Z,14Z)/0:0) 441.2495 17.5009 
 
↓ ↓ 














LysoPE(18:1(11Z)/0:0) 480.3050 15.3049 
  
↓ 
PC(P-17:0/0:0) 494.3461 13.0146 
  
↓ 
Ixabepilone 505.2532 17.2497 
  
↓ 
PS(19:1(9Z)/0:0) 518.2852 17.1687 ↑ 
  















































Gingerglycolipid C 679.3853 17.3608 
  
↓ 
Oceanalin A 717.5261 17.8742 
  
↓ 






































881.5159 27.4080 ↓ ↓ 
 



















Zn-Bacteriochlorophyll a 949.4931 22.5840 
 
↓ ↓ 
Dolastatin 11 983.5897 21.1073 
  
↓ 
 
