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A simple second order cartesian scheme for
compressible Euler flows
Résumé : Nous présentons dans ce rapport un schéma volumes finis pour les
équations d’Euler compressible sur maillage cartésien. Notre méthode, basée
sur la définition d’un problm̀e de Riemann approprié aux interfaces proches
du solide, est simple à implémenter et est d’ordre 2. Les tests de convergence
montrent que la pression est d’ordre 2 localement et globalement, tandis que
l’ordre de convergence en norme L∞ des autres variables se situe entre 1 et 2.
Nous présentons des simulations numériques d’écoulements 2D et 3D.
Mots-clés : Frontière immergé, fluides compressibles, schéma d’ordre deux.
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1 Introduction
The computation of flows in complex geometries is a crucial issue to perform
realistic simulations of physical or biological applications like for instance biolo-
comotion (fish swimming or insect flight), turbomachines, windmills... To this
end several class of methods exist. Here we are concerned with immersed bound-
ary methods, i.e., integration schemes where the grid does not fit the geometry.
These methods have been widely developed in the last 15 years, though the
first methods were designed earlier (see for example [31], [4], [5]). The general
idea behind immersed boundary methods is to take into account the boundary
conditions by a modification of the equations to solve, either at the continuous
level or at the discrete one, rather than by the use of an adapted mesh. The
main advantages of using these approaches, compared to methods using body-
conforming grids, are that they are easily parallelizable and allow the use of
powerful line-iterative techniques. They also avoid to deal with grid generation
and grid adaptation, a prohibitive task when the boundaries are moving.
A recent through review of immersed boundary methods is provided by
Mittal and Iaccarino [26]. They distinguish two different kinds of immersed
boundary methods. In the first category are methods that handle the presence
of boundaries by adding a continuous forcing directly to the flows equations, like
in the original immersed boundary method ([31]). The boundary is represented
by lagrangian markers exerting a forcing in the momentum equations. Also the
penalty method ([1],[2]) and its recent developments ([22],[7],[6]), belong to this
category: the solid is modeled as a porous medium with vanishing porosity,
typically leading to a singular volume force in the momentum equations.
The methods in the second category are usually refered as "cartesian grid
methods", where the forcing accounting for the presence of boundaries is per-
formed at the discrete level. The ghost-cell approach, inspired by the ghost-
fluid method developed by Fedkiw ([14], [13]) for multiphase flows belongs to
this category. The first developments ([23], [12]) were followed by many other
extensions [38], [16], [25]. Ghost cells are cells in the solid with at least one
neighbour in the fluid. The values on these ghost cells are extrapolated from
the values in the fluid in order to impose the appropriate boundary conditions
at the interface. The sub-mesh penalty method introduced by Sarthou et al.
[32] is also related to this family. The immersed interface method is another ap-
proach, developed by Leveque and Li [20] and extended to flow problems in [21].
It is based on Taylor expansions of the solution on each side of the interface.
The "cut-cell" approach belongs also to this class, and was mainly developed
for compressible flows, see for example [30], [40], [24], [10], [17]. These methods
preserve conservation properties near the boundary.
Parallel to this classification, the issue of the accuracy of the immersed
boundary methods, especially near the immersed interface, is worth being raised.
For example, methods such as the original immersed boundary method from Pe-
skin, or the penalty method, are known to be order one accurate in space. For
Navier-Stokes equations, either compressible or incompressible, several types of
methods provide an order two accuracy in space, global as well as local (near
the interface): Tseng and Ferziger [38], testing their ghost-cell method on an
uniform flow past a cylinder, report an order two accuracy in the L∞ norm in
the domain and on the boundary, provided that the values of the ghost cells
are computed with a quadratic extrapolation. Mittal et al. [25] and Ghias et
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al. [16], using a ghost-cell method, also obtained an order two accuracy for
the same kind of test case. Ye et al [40], using a cut-cell method, reported an
order two accuracy for the L1 and L2 norms of the error on the velocity in the
whole domain for a two-dimensional Stokes flow. Kim et al. [18], with a finite
volume approach, for decaying vortices obtained an order two accuracy for the
L∞ norm of the velocity error on the immersed boundary.
However, in the case of the compressible Euler equations, order two accuracy
near the boundary seems more difficult to get. Pember et al. [30] proposed a
cut cell method based on a Godunov algorithm and a correction step for cells
at the boundary inspired by volume of fluid approaches, with a redistribution
step to maintain conservativity. They tested the accuracy of their method on
a Prantl-Meyer expansion wave. They reported for the entropy an order two
of convergence for the L1 norm on the whole domain, and an order one for the
cells at the interface (and smaller convergence rates for the stagnation enthalpy).
Forrer and Jeltsch [15], with a ghost-cell type method reported similar results on
the same test case. Coirier and Powell [9] had similar convergence results too for
the Ringleb flow, with another cut cell method. Colella et al. [10] obtained also
the same kind of accuracy results for the case of a wave propagating in a straight
circular channel, with another cut-cell method generalizing the work of Pember
et al [30]. Hu et al. [17] devised a cut cell method based on a level-set description
of the interface and a mixing procedure to merge small fluid cells with their
neighbours. For a moving wall problem, they obtained an order two accuracy for
the global error, and a slightly superior to one error on the boundary. Sjogreen
et al. [37] presented a ghost-cell method based on a second order interpolation in
the normal direction. They studied the conservativity properties of their scheme
and showed a 1.6 order for mass loss. Chaudhuri et al. [8] coupled a 5th order
WENO scheme to an immersed boundary method where the fluid variables at
the ghost cells are obtained using a local quadratic interpolation. They showed
second order accuracy for shock/obstacle interaction problems. Dadone and
Grossman [11] proposed a ghost-cell method based on an isoentropic pressure
gradient correction at the boundary and obtained an order two accuracy for the
normal velocity on the surface of a spheroid.
At this stage let us notice that ghost-cell methods used for compressible non-
viscous flows are in fact more sophisticated than the ones developed for Navier-
Stokes equations. For example, Forrer and Jeltsch [15] computed integrals of
piecewise constant functions on polygons corresponding to the reflection of the
computational fluid cells along the boundary. Dadone and Grossman [11] used
a corrected pressure value accounting for the curvature of the interface. In
the context of cut-cell methods, the shape of the cut cells must be carefully
identified. This task is non-trivial in two dimensions, and can become very
tedious in three dimensions. Small cell effects can deteriorate the stability of
the method, and strategies developed to cope with this problem increase the
complexity of the programming ([4], [5] and [3]).
In this paper we present a simple globally second order scheme inspired by
ghost-cell approaches to solve compressible inviscid flows. In the fluid domain,
away from the boundary, we use a classical finite-volume method based on
an approximate Riemann solver. At the cells located on the boundary, we
solve an ad hoc Riemann problem taking into account the relevant boundary
condition for the convective fluxes by an appropriate definition of the contact
discontinuity speed. To avoid pressure oscillations near the boundary, we weight
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the boundary condition with a fluid extrapolation, as a function of the angle
between the normal to the boundary and the cartesian mesh. These ideas can be
adapted to reach higher order accuracy. However, here we limit the discussion
to second order accuracy as our objective is to device a method that can easily
be implemented in existing codes and that is suitable for massive parallelization.
The paper is organized as follows: in section 2 we describe the finite volume
scheme that we use to solve the flow equations in the fluid domain, away from
the interface. In section 3 the scheme at the boundary is detailed. In section 4
we present numerical tests to validate the expected order of convergence.
2 Resolution in the fluid domain
We briefly describe how we solve the flow equations in the fluid domain, that
is, on grid cells containing only fluid and whose neighbours contain only fluid
too. The method consists in a classical finite-volume scheme based on a MUSCL
([19]) reconstruction with slope limiters.
2.1 Governing equations
The compressible Euler equations are:
∂ρ
∂t
+∇ · ρu = 0
∂ρu
∂t
+∇ · (ρu⊗ u+ pI) = 0
∂E
∂t
+∇ · ((E + p)u) = 0







ρu2 , p = ρRT and c =
√
γRT
2.2 Discretization in space
We focus for the moment on a two-dimensional setting. The extension to three
dimensions of the interior domain scheme is straightforward. Let i and j be
integers and consider the rectangular lattice generated by i and j, with spacing
∆x and ∆y in the x and y direction, respectively.
Let W be the conservative variables and Fx(W ), Fy(W ) the convective
flux vector in the x and y direction, respectively. By averaging the governing













i j−1/2) = 0
where Wi j is the average value of the conservative variables on the cell consid-
ered, Fxi+1/2 j the average numerical flux in the x direction taken on the right
cell side, and similarly for the other sides.
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The average numerical convective fluxes at cell interfaces are approximated
here using the Osher numerical flux function [29], so for example







A−x (W )dW (1)
where W− and W+ are the values of W at the left and the right of the appropriate
interface retrieved by a MUSCL ([19]) reconstruction of the primitive variables,
Fx
−
= Fx(W−), A−x (W ) is the negative part of Ax(W ) = ∂F
x/∂W and the
integral is taken on a specific path assuming a locally isoentropic Riemann
problem. The choice of a specific Riemann solver to compute the numerical flux
function is inessential to the following developments.
2.3 Time integration
A second order Runge-Kutta scheme is used for the time integration. We denote
by W the cell averages of the conservative unknowns at a given time stage. The
right-hand side of the semi-discrete equations is a non-linear vector function of
the conservative variable averages, −F(W). According to this notation, given
Wn, the second order Runge-Kutta scheme that we employ in the following is:
W(1) = Wn −∆tF(Wn)




3 A second order impermeability condition
The canonical finite-volume scheme described in the previous section is modified
as follows for fluid cells that have one or more neighbouring cells separated by an
interface. The boundary condition on this interface derives from the imperme-
ability assumption, i.e., given normal velocity to the boundary (zero for a steady
wall, but non-zero for a moving wall). We are concerned with recovering second
order accuracy on the impermeability condition, as for convection dominated
flows on slender bodies, i.e. thin boundary layers, this is expected to signif-
icantly affect the computational results near the solid walls at high Reynolds
numbers.
3.1 Level set method
In order to improve accuracy at the solid walls crossing the grid cells we need
additional geometric information. This information, mainly the distance from
the wall and the wall normal, is provided by the distance function. The level set
method, introduced by Osher and Sethian [28], is used to implicitly represent
the interface of solid in the computational domain. We refer the interested
reader to [33], [34] and [27] for recent reviews of this method. The zero isoline
of the level set function represents the boundary Σ of the immersed body. The
level set function is defined by:
ϕ(x) =
{
distΣ(x) outside of the solid
−distΣ(x) inside of the solid
(3)
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A useful property of the level set function is:
n(x) = ∇ϕ(x) (4)
where n(x) is the outward normal vector of the isoline of ϕ passing on x. In
particular, this allows to compute the values of the normal to the interface,
represented by the isoline ϕ = 0. The computation of the distance function
follows state of the art numerical techniques [35].
3.2 Euler equations in one dimension
To make the ideas clear, let us start from a simple one-dimensional configuration.
The typical situation for a grid that does not fit the body is shown in Fig. 1.
The plan is to modify the numerical flux at the cell interface nearest to the
solid boundary, in order to impose the boundary condition at the actual fluid-
solid interface location with a given accuracy. For a steady body, we impose










Figure 1: Mesh points and zero level set. The red segment represents ϕ = 0;
hence the interface lies between the center of cell i (fluid) and the center of cell
i+1 (solid). The numerical flux in i+1/2 has to be modified in order to account
for the boundary conditions.
Let u∗ be the contact discontinuity speed resulting from the solution of the
Riemann problem defined at the interface between cell i and cell i + 1. We
define a fictitious fluid state to the right of i + 1/2 such that u∗ takes into
account, at the desired degree of accuracy, the boundary condition ub = 0 in
xb. In particular, using a second order polynomial with the collocation points
marked by red dots on Fig. 1, we determine the value of u∗ at xi+1/2:
u∗ = P(xi+1/2)






















and where ub is the velocity of the obstacle (= 0 for a steady body). The point
xi is not considered to avoid stability issues in the interpolation when the point
where ϕ = 0 is close to xi.
At xi+1/2 the left fluid state of the Riemann problem U− = (u−, p−, c−) is
computed as usual with the MUSCL reconstruction. The right state is U+ =
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(−u−+2u
∗, p−, c−), so that u∗ is the contact discontinuity speed of the resulting
Riemann problem. The left and right states of the variables p and c are identical
to enforce the continuity of these variables at the interface.
The scheme is non conservative at the numerical interface xi+1/2. However,
the loss of conservativity at this point is negligible compared to all the other
points and the shocks are correctly resolved as shown in the following.
3.3 Euler equations in two dimensions
In two dimensions the flow equations are solved by computing independently
the flux in each direction. Therefore, we apply in each direction the method
employed in one dimension in order to accurately enforce the boundary condi-
tion. When the level set function changes sign between two cells, we modify the
numerical fluxes at the interface between these cells. In particular, we compute
a value of the contact discontinuity velocity at the cell side that will take into
account the boundary condition at a point belonging to the solid-fluid interface.
The interface point naturally appearing in this context is the intersection
between the interface (ϕ = 0) and the segment connecting the two cell centers
concerned by the sign variation of ϕ (for example the points A or B on Fig. 2).
For the numerical flux computation, a fictitious state is created for instance
between the cells (i, j) and (i+1, j) on Fig. 2. This fictitious state will be used
to compute the numerical flux at this cell interface. However, the boundary
condition that we have to impose now is uA.nA = 0, where uA is the speed of
the fluid at the boundary, and nA the outward normal vector of the body.
When nA is parallel to the cell side normal ncell we recover the one-dimensional
case. However, when the scalar product between the normal to the physical
boundary and the normal to the mesh side is close to zero, see Fig. 3 for exam-
ple, we assume that the boundary condition only weakly affects the numerical
flux, as it would happen for a body fitted mesh. The state corresponding to a
cell in the solid is therefore modified compared to the one-dimensional case in
order to take into account this requirement thanks to a convex interpolation.
We compute as before the left state primitive variables u−, p−, c− relative
to the Riemann problem at the concerned numerical interface by a standard
MUSCL reconstruction. According to Fig. 2 and considering the (i + 1/2, j)-









































• α = f(nA.ncell), where f(s) = s−
1
2π
sin (−2π(s− 0.5)); see Fig. 3. Other
choices for f(s) do not significantly influence the results, as it is shown in
Section 4;
• (uf , vf , pf , cf ) is an extrapolated fluid state detailed hereafter.
and U− = (u−, vw, p−, c−).
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Figure 2: Example of geometric configuration at the interface. A is the interface
point located between (i, j) and (i+ 1, j). The flux on cell interface (i+ 1/2, j)
is modified to enforce the boundary condition on A.
The speeds u∗ and v∗ : The normal component of the contact discontinuity
speed u∗ is calculated as in the one-dimensional case. With reference to Fig. 2,
the level set function changes sign between xi,j and xi+1,j at point A. Let
the physical boundary normal point to the fluid side. Thanks to the level set
function ϕ, the normal the the level set is defined at each cell center. If we
assume that the directions of the level-set normal vectors ni,j and ni+1,j are
parallel, we find that the distance between xi,j and A is
d =
∆x|ϕi,j |
|ϕi,j |+ |ϕi+1,j |
(5)
and the normal vector nA is computed by
nA = ni,j +
d
∆x
(ni+1,j − ni,j) (6)
where ni,j is a fourth order centered finite-difference approximation of ∇ϕ at
point (i, j). We determine the value of the contact discontinuity speed u∗,
relative to a Riemann problem defined in the direction normal to the cell side
through xi+1/2,j , consistent at second order accuracy with uA · nA = 0 in A.



























Where nA = (nx, ny)
t and τA = (τx, τy)
t are respectively the normal and tan-
gential vectors to the boundary at point A and Pn(x) = a2x2 + a1x + a0. The
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coefficients of Pn(x) are determined as follows:


x2i−2 j xi−2 j 1


















Where uA is the velocity of the obstacle (= 0 for a steady body). Similarly, Pτ
is determined by the values of the velocity in the direction τA at points (i, j),
(i− 1, j) and (i− 2, j).
Extrapolated fluid state: (uf , vf , pf , cf ) is computed as a linear extrapola-
tion of the fluid variables to the point xi+1/2 j using the variables and the slopes
of the closest upstream fluid cell. For example, considering the velocity direc-
tion is west to east, the extrapolated variables are determined with the variables
and slopes of the closest upwind fluid cell with respect to u (starting cell of the
arrow on Fig. 3), in order to respect the domain of dependence of the entropy
equation. For a (i, j + 1/2)-flux, the same procedure is applied considering the















Figure 3: Cells and stencils used for the extrapolation state, considering u∗n > 0.
3.4 Euler equations in 3D
The method described in the previous sections is easily extended in three dimen-
sions. The interior cells, having all neighbours in the fluid, are treated by the
classical finite-volume method described in Section 2. For the numerical flux at
the mesh interface across two points where the distance function changes sign,
exactly the same procedure described in two dimensions is applied. First of all
the intersection point A between the solid boundary and the segment connect-
ing the cell centers concerned is found. At this point the normal is determined
thanks to the level set function and u∗n is computed thanks to a polynomial
extrapolation in the direction orthogonal to the numerical interface considered
and taking into account the boundary condition at A.
Two vectors τ1 and τ2 are defined in the tangent plane through A. As before,
the speeds in the tangential directions u∗τ1 and u
∗
τ2 are extrapolated from the
fluid side.
The extrapolated fluid state is retrieved in the same as in two dimensions: we
extrapolate starting from the closest upwind fluid cell. When several choices are
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possible, we consider the fluid cell whose velocity component in the extrapolation
direction is higher.
Finally, the same correction based on the scalar product between the normal
to the solid interface and the normal to the cell side is employed for the convex
interpolation described before.
4 Numerical results
In this section, we will compare in some cases our results to two other existing
methods that are comparable in terms of complexity of implementation. The
first one is a simple symmetry technique, and the second one the ghost-cell




Figure 4: Illustration of the determination of ghost-cell variables.
For both methods, two rows of ghost points are computed, and slopes are
calculated independently in each region (fluid or solid). With respect to Fig. 4,
the first step is to determine the value of all the variables UP = (unP , u
τ
P , pP , cP )
at point P , unP and u
τ
P being respectively the velocity component normal and
tangential to the wall at point P . UP is determined with a bilinear interpolation




















































for the ghost cell CCST technique
called GCM in [11].
R is the wall curvature and ∆n the distance between P and G.
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4.1 Ringleb flow
The Ringleb flow refers to an exact solution of Euler equations. The solution is
obtained with the hodograph method, see [36].
The exact solution is formulated in (θ, V ) variables with u = V cos θ, v =
V sin θ and V =
√





































, c2 = 1−
γ − 1
2
V 2 , ρ = c5
In our test case, the computational domain is [−0.5; −0.1] × [−0.6; 0] and we
numerically solve the flow between the streamlines Ψ1 = 0.8 and Ψ2 = 0.9. The
inlet and outlet boundary condition are supersonic for y = −0.6 and y = 0
respectively. The convergence orders are calculated in L2 and L∞ norms on
four different grids 32× 48, 64× 96, 128× 192 and 256× 384.
We start by investigating the effect on the accuracy order of the correction
introduced to take into account the cases where the angle between the physical
interface and the grid lines is small. We compare the solution obtained taking
α = 1, i.e., no upwind extrapolation, to those where α is computed as described
in the previous section. As shown on table 4.1 and 2, the accuracy orders are
significantly improved by the weighting procedure. Also the error amplitude,
not shown, is lower than in the α = 1 case.
L1 L2 L∞
u 2.04 1.68 1.28
v 1.97 1.6 1.13
p 2.0 2.02 1.97
c 1.95 1.58 1.03
s 1.9 1.49 1.08
Table 1: Without extrapolated fluid
state (α = 1).
L1 L2 L∞
u 1.98 1.90 1.30
v 1.91 1.70 1.30
p 1.92 1.94 1.97
c 2.03 1.92 1.60
s 2.03 1.94 1.64
Table 2: With extrapolated fluid
state.
The particular choice of the function f(nA.ncell) that determines the value
of the convex interpolation parameter α does not affect significantly the results.
Computations have been performed with four different functions, see Fig. 5(a),
and the accuracy orders are compared in Fig. 5(b). Symmetric functions lead
to slightly more accurate results.
The results for the L2 and L∞ norm are now compared with the symmetry
technique, and the ghost-cell CCST method [11] in Fig. 6 and Fig. 7. The
symmetry technique requires a special interpolation if one or more cell centers
surrounding point P are in the solid part, see Fig. 4. To avoid any bias, at grid
points not belonging to the fluid we take UP = Uex(xP , yP ), with Uex(xP , yP )
the exact solution of the Ringleb flow at point (xP , yP ). For the CCST method,
we proceed to a bilinear interpolation for all cases, the ghost points being a
smooth extrapolation of the fluid region.
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(b) Order of accuracy for pressure.






























(b) Speed of sound
Figure 6: Comparison of the L∞ accuracy of the classical symmetry technique,
































(b) Speed of sound
Figure 7: Comparison of the L2 accuracy of the classical symmetry technique,
the ghost-cell CCST method [11] and the present method.
The overall results show that the classical symmetry scheme is at most first
order accurate in the L∞ norm, even if the ghost points are based on the reflec-
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tion of the exact solution. In the same norm, the CCST method (which is based
on a locally isoentropic flow extrapolation) is more accurate than the simple
symmetry scheme. The accuracy of the present method is comparable to that
of the CCST scheme in the L2 norm and systematically more accurate in the
L∞ norm.
4.2 Transonic NACA0012 airfoil
The simulation of the flow over a transonic NACA0012 airfoil is performed.
We choose a case with M∞ = 0.8 and angle of attack α = 1.25◦ to test our
method. This test case is classical. However, the precise solution is difficult
to obtain even though the overall pattern of the flow may be recovered with
a low grid resolution (see a recent and complete discussion in [39]). Here the
computation is performed on a 30c×20c domain, where c is the airfoil chord and
with ∆x = ∆y = c100 . A numerical zoom is then performed on [−c, 2c]× [−c, c]
in order to achieve further resolution on the airfoil: the fully converged solution
obtained on the 30c × 20c domain is interpolated on the boundary points of
the [−c, 2c] × [−c, c] domain where ∆x = ∆y = c200 . Pressure, mach, density
contours and the pressure coefficient thus obtained are shown on Fig. 8.














Figure 8: NACA0012, pressure, mach and density contours. Pressure coefficient
on the airfoil surface compared to reference results.
Further resolution was needed for the lift and drag coefficients. The results
obtained with ∆x = ∆y = c400 in [−c, 2c] × [−c, c] are detailed and compared
to [39] on table 4.2. The reference results are obtained with state of the art
schemes on body fitted orthogonal meshes with over 16 million points in the
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whole domain and more than 4000 points on the airfoil. To be remarked that
the last significant digits of the drag coefficient are strongly influenced by the
particular closure of the NACA0012 at the trailing edge.
Min [39] Max [39] Present
Cl 0.348226045 0.356208937 0.34951
Cd 0.022453440 0.022684938 0.02056
Table 3: Drag and lift coefficient.
4.3 Blunt body
This example is relative to a Mach 2 flow around a circular cylinder of radius 1
centered in (0, 0). Because of the symmetry of the problem with respect to axis
y = 0, the computational domain is restricted to [−3 , 0] × [0 , 6]. A reference
simulation, relative to a polar body fitted grid, is performed to compare to the
results obtained on the cartesian mesh. For the reference simulation the com-
putational domain is r ∈ [1, 6] and θ ∈ [π2 , π]. In Fig. 9 the comparison between
the results obtained on the cartesian grid are contrasted to those obtained using
the polar grid. The shock position and the isolines are basically the same for
both methods and coincide on the horizontal axis as the grid is refined.
Figure 9: 20 iso-pressure lines between 0.6 and 4, ∆x = ∆y = 120 on the left
and 140 on the right. The results with the body fitted mesh are on upper half of
the figure, and with the cartesian mesh on the lower half.
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4.4 Mach 10 shock over three spheres
The computation of a planar shock reflecting over three spheres is performed.
The spheres are located at (0,0,0), (-0.75, 1.4,-1.4), (0,-2,0) with radii 1, 0.4, 0.3,
respectively. The size of the domain is [−2.5; 2.5]3. The numerical computation
is performed on a 2563 mesh. Four snapshots are shown on Fig. 10. The
interactions of the bow shocks give rise to complicated flow structures in the
wake of the spheres.
Figure 10: Mach 10 planar shock reflecting on a 3D sphere. 20 iso-pressure
surfaces.
5 Conclusion
In this paper we have presented a cartesian method to solve compressible flows
in complex domains with second order accuracy in smooth regions. Results
show that pressure is locally and globally second accurate, whereas the accu-
racy of other variables is between 1 and 2. This method is based on a classical
finite volume approach, but the values used to compute the fluxes at the cell
interfaces near the solid boundary are determined solving a Riemann problem
where the left and right states are modified so to satisfy the boundary condi-
tions with second order accuracy. The method is therefore non-conservative at
solid boundaries, but shocks are shown to be correctly captured. This method
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is particularly simple to implement, as it doesn’t require any special cell recon-
struction at the solid-wall interface. The extension to three-dimensional cases
is natural as the same procedure at the boundary is repeated in each direc-
tion. Forthcoming work will concern the extension of the present approach to
multi-physics problems.
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