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BOOLEAN NETWORKS WITH MULTI-EXPRESSIONS
AND PARAMETERS
YI MING ZOU
Abstract. To model biological systems using networks, it is de-
sirable to allow more than two levels of expression for the nodes
and to allow the introduction of parameters. Various modeling and
simulation methods addressing these needs using Boolean models,
both synchronous and asynchronous, have been proposed in the lit-
erature. However, analytical study of these more general Boolean
networks models is lagging. This paper aims to develop a concise
theory for these different Boolean logic based modeling methods.
Boolean models for networks where each node can have more than
two levels of expression and Boolean models with parameters are
defined algebraically with examples provided. Certain classes of
random asynchronous Boolean networks and deterministic mod-
uli asynchronous Boolean networks are investigated in detail using
the setting introduced in this paper. The derived theorems provide
a clear picture for the attractor structures of these asynchronous
Boolean networks.
1. Introduction
A Boolean network of n nodes can be represented by a function from
F n2 to F
n
2 , where F2 = {0, 1} is the field of two elements, and F n2 is
the n-dimensional space over F2. When Boolean networks are used
to model biological systems, such as gene regulatory networks, the
dynamics of these biological systems are modeled using the discrete
dynamical systems defined by these Boolean functions via iterations.
Given a Boolean function f : F n2 → F n2 , we call the elements of F n2 the
states, and call the function graph (directed) S(f) of f the state space.
So the nodes of S(f) are the elements of F n2 , and there is a directed
edge from node a to node b, denoted by a −→ b in S(f), if and only
if f(a) = b. We call a directed cycle of S(f) a limit cycle. For a limit
cycle of length 1, we call the unique node that forms the limit cycle a
fixed point or a stable state.
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2 YI MING ZOU
Ideally, one would like to be able to compute these limit cycles from a
given description of the Boolean network, since the limit cycles provide
essential information about a Boolean network and graphical diagrams
can only be drawn for small n’s. However, even the detection of a
stable state of a Boolean network is NP complete in general [22, 23].
Thus, developing new approaches and algorithms to address the need
of modeling complex systems have been the focus of research. We now
have some of the tools capable of finding all stable states of Boolean
networks with about 100 nodes if each of the nodes has only a few
connections [6]. On the other hand, detecting the limit cycles of length
> 1 is usually based on the detection of stable states. Namely, one
computes the stable states of the composition function f ◦ f for limit
cycles of length ≤ 2, then compute the stable states of f ◦ f ◦ f for
limit cycles of length ≤ 3, etc., and then gets the limit cycles of various
lengths by taking the differences. There have been studies devoted to
linking the topology of the dependency graph of a Boolean network
with information on its limit cycles [3, 5, 9, 10, 11, 15, 24], but due
to the nature of the problem, studies in this direction must deal with
special types or particular features of Boolean networks [13, 17, 26].
Simulation methods, in which one runs iterations by starting with some
randomly selected initial states in order to gain information about a
Boolean network’s long term behavior, are still the main tools used
in analyzing biological Boolean models [1, 14, 19], in particular large
Boolean models.
We propose to consider various iteration schemes for Boolean mod-
els as parameterized Boolean networks. From a parameterized Boolean
network, we can construct sequences of functions that define the dy-
namics of different iteration schemes, and thus will allow us to analyze
the long term behaviors of the models using existing analytical tools.
We will consider parameterized Boolean networks under a more general
setting by using vectors to create more than two levels of expressions
for the nodes. We now give some motivations for our work.
Suppose that a Boolean network with n nodes is given by
f = (f1, . . . , fn) : F
n
2 → F n2 ,(1.1)
where f1, . . . , fn are functions F
n
2 → F2 that define the update rules for
the nodes. Depending on the iteration schemes, the Boolean models
derived from f are named differently [4, 12, 20]. The basic model,
called the synchronous model, is based on the formulation that the
states of the nodes at time t+ 1 are given by the value of f at time t,
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i.e., all nodes are updated simultaneously by
xi(t+ 1) = fi(x1(t), . . . , xn(t)), 1 ≤ i ≤ n.(1.2)
If the same function f is used at each iteration step, but the nodes are
not assumed to be updated simultaneously as in (1.2), then we have the
asynchronous models, which vary depending on their updating schemes.
For example, the so-called deterministic moduli asynchronous ran-
dom Boolean networks [4] have two parameters Pi and Qi for each node
i, where Qi < Pi are positive integers generated randomly and remain
fixed throughout the iteration process. Node i will be updated when
t ≡ Qi mod Pi (i.e. the remainder of t divided by Pi is Qi). If, at a cer-
tain time step, there are several nodes fulfill their updating conditions,
then these nodes will be updated from left to right, with any to be
updated node taking into account of the states of the already updated
nodes.
For another example [2], one uses a permutation p = (p1, p2, . . . , pn)
of (1, 2, . . . , n), randomly generated at each time step, to decide the
updating order for the nodes. Node i is the pi-th node to be updated
according to
xi(t+ 1) = fi(x1(tp1), x2(tp2), . . . , xn(tpn)),(1.3)
where tp1 = t if node 1 should be updated later than node i (i.e.
pi < p1), and tp1 = t + 1 if node 1 has been updated already (i.e.
p1 < pi). Other tpj ’s are defined similarly.
These two examples have something in common: the updating schemes
work at one node at each iteration step, the new state of the to be up-
dated node is computed based on the current states of all nodes, and
the entire network is considered as updated when a round of updates
for all nodes is completed. For other asynchronous update schemes
depending on various modeling needs, we refer the readers to the refer-
ences cited. These different Boolean models have a fixed updating rule
f , they only differ by the updating schemes. Since these asynchronous
schemes allow more complexities to be built into a model to address the
needs in applications, it is desirable to investigate how different updat-
ing schemes affect the dynamics of f as a synchronous model, and to
use this information to understand the more complicated asynchronous
models better.
Study based on simulations has revealed some interesting properties
of the effects of updating schemes on the dynamics of f [4], but our un-
derstanding of these modeling schemes is still rather poor in comparison
with the synchronous models. To analyze these models, it is necessary
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to put these descriptive methods into some clearly defined mathemati-
cal formulations. One way to achieve this is to consider these different
updating schemes by starting with parameterized Boolean networks.
For our purpose here, a parameterized Boolean network is a set of
Boolean functions, and, since we are dealing with finite sets, such a
Boolean network can be parameterized by a sequence of integers (see
Section 3 for a detailed definition). This setting will facilitate the anal-
ysis of the long term behaviors these Boolean models.
We remark that the idea of using parameters for Boolean networks
is not new. The so-called random Boolean networks [12] and prob-
abilistic Boolean networks [20] can be considered as certain types of
parametrized Boolean networks. However, the fact that a probabilistic
type Boolean network does not start with a fixed Boolean network cre-
ates extra complexities for the model, which further limits the size of a
network we can analyze [8]. We will not consider probabilistic Boolean
networks here.
There are different methods for handling systems where each node
has expressions not restricted to just “on” or “off”. Among these, one
approach is to use finite fields with more than two elements, and an-
other is to use vector values for the expressions of each node in Boolean
networks [4, 6, 7, 15, 21]. For multi-expression networks, and, in par-
ticular, large size networks, using Boolean networks, if possible, can
still provide computational advantage, since many high performance
algorithms exist for Boolean logic problems such as SAT (see [22, 23],
and the references therein, see also Theorem 3.1 below). Methods of
allowing multi-dimensional vector values for each node using Boolean
networks exist in the literature. For example, [4] suggests clustering
several nodes together to form a single node. In [7], a similar ap-
proach was applied to developing a method of using Boolean networks
to capture the basic properties of biological systems described by delay
differential equations. Instead of using a single variable x to represent a
gene, to capture the delay, x, x1, and xold were used. However, though
this approach is natural, a review of the literature indicates that some
promotion is needed for its application, such as in the increasing im-
portant study of biological systems which exhibit multi-state properties
[16]. This is due, perhaps, to the fact that these methods are hiding in
the literature. In this paper, we consider parameterized Boolean net-
works that allow more than two levels of expression and allow different
numbers of expression levels for different nodes by assigning vector val-
ues to the nodes. For example, control types of nodes in a network can
just have “on” or “off” as their states, while other nodes can have
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more than two states, such as “high”, “partial high”, “partial low”,
and “low”.
We organize this paper as follows. In section 2 and section 3, we de-
fine multi-expression Boolean networks and parametrized multi-expression
Boolean networks. In section 4, we consider the dynamics of the
Boolean networks defined in section 2 and section 3. Several exam-
ples are provided in these sections to explain the concepts. In section
5, we consider the dynamics of certain random asynchronous Boolean
models and give a theorem about the dynamics of these models based
on stochastic matrix theory. In section 6, we prove a theorem which
links the attractor sets of a deterministic moduli asynchronous random
Boolean network to the limit cycles of a synchronous Boolean network.
In section 7, we conclude this paper.
2. Multi-Expression Boolean Networks
We define Boolean networks which can capture different multi-expression
levels in this section. In the next section, we will consider the parametriza-
tion of these Boolean networks. We will use Boolean polynomials to
represent the Boolean functions. Boolean polynomials are elements of
the Boolean ring
F2[x1, · · · , xM ]/(x2i − xi, 1 ≤ i ≤M),(2.1)
i.e., the quotient of the polynomial ring F2[x1, · · · , xM ] by the ideal
generated by x2i − xi, 1 ≤ i ≤ M . The conversion between logical
expressions and Boolean polynomials is given by
xi ∧ xj = xixj, xi ∨ xj = xi + xj + xixj,
¬xi = xi + 1.
We use the following notation:
x = (x1, . . . , xM), x(t) = (x1(t), . . . , xM(t)),
xa = xa11 · · ·xaMM if a = (a1, . . . , aM),
and write B[x] for the Boolean polynomial ring of (2.1).
Definition 2.1. A Multi-Expression Boolean Network (MEBN) with n
nodes is a function
f = (f1, f2, . . . , fn) : F
M
2 −→ FM2 ,(2.2)
where
fi : F
M
2 −→ FMi2 , 1 ≤ i ≤ n,
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for some positive integers Mi such that M1+ · · ·+Mn = M . We denote
the nodes by Vi, 1 ≤ i ≤ n.
This definition of an MEBN allows the possibility of different levels
of expressions for different nodes. If all Mi = 1, then f is just a Boolean
network where each node has only two possible states “on” and “off”
as usual. In this case, we simply use the variables xi for the nodes.
The limit cycles of an MEBN are defined as before. For example, the
fixed points are defined by the equation f(x) = x. We elucidate our
MEBN definition by considering some examples.
Example 2.1. Consider a system with two nodes. The first node can
have 4 possible states: “high” (∼ 100%), “partial high” (∼ 75%), “par-
tial low” (∼ 25%), and “low” (∼ 0%). The second node has only
two states: “on” and “off”. A Boolean network used to describe this
system can then be given by f = (f1, f2), where f1 : F
3
2 → F 22 and
f2 : F
3
2 → F2. The possible states of the first node are given by the
vectors in F 22 = {(00), (01), (10), (11)}, with (11) meaning “high”, (10)
meaning “partial high”, (01) meaning “partia low”, and (00) meaning
“low”. In applications, we can use the second node to control the first
node. For example, the second node being “off” causes the first node’s
expression level to decrease, and the second node being “on” causes the
first node’s expression level to increase. Here is such a network:
f1 = (x1x2 + x1x3 + x2x3, x1x2 + x2x3 + x1x3 + x1 + x3),
f2 = x3.
This Boolean network has two trajectories and two fixed points. The
second node serves as a “switch” between these two trajectories. For
instance, if the system is at the stable state (11), 1 and the second node
changes its status from 1 to 0, then the system changes its state to
(11), 0. If the second node remains at the “off” position, then the sys-
tem will evolve down to the stable state (00), 0 and remain there until
the second node changes its status again. The state space graph of this
Boolean network is given by Fig. 1.
For expression levels other than 2k, one can choose the least k such
that 2k upper bounds the number of levels, then considers grouping
several vectors together and treats all of them as for the same expression
level.
Example 2.2. Suppose an DNA replication switch shows 3 states:
“on”, “intermediate”, and “off”. Then we can use
F 22 = {(00), (01), (10), (11)}
for this switch, and treat both (01) and (10) as intermediate states when
perform analysis of the system using a Boolean model. For 5 levels, we
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Figure 1. The second node, whose states are given by the last
digit, serves as a switch between the two trajectories.
can use F 32 . For example, we can treat (111) and (110) both as “on”,
(101) and (100) both as “high partial”, (011) as “medium”, (010) and
(001) as “low partial”, and (000) as “off”. Of course, these interpreta-
tions depend on the actual modeling needs. Here is a concrete example
of an MEBN, in which the first node has five levels of expressions and
the second node serves as a control switch assuming two states “on”
and “off”:
f1 = (x2x3x4 + x1x4x2 + x1x4x3 + x1x4 + x1x3x2 + x1x3 + x1x2,
x1x3x2 + x1x4x3 + x1x4x2 + x2x3x4 + x1x2 + x2x4
+x1 + x2x3 + x3x4 + x1x4 + x1x3,
x1x2x3x4 + x2x3x1 + x1x4x3 + x1x4x2 + x2x3x4
+x1x2 + x2x4 + x1 + x2 + x4 + x2x3 + x3x4 + x1x4 + x1x3)
f2 = x4
The state space graph of this Boolean network is given by Fig. 2.
It is not hard to see that, in general, the only limit cycles which
always exist and remain the same for the iteration schemes mentioned
in the introduction section are the fixed points. In general, asynchro-
nous schemes can destroy the limit cycles of length ≥ 2 of a Boolean
network f [4] (see examples in section 4). Even for the probabilistic
Boolean networks, the transition probabilities are computed differently
according to whether or not the current state is a fixed point [8]. Thus
as far as modeling is concerned, regardless of the iteration scheme used,
improving our ability to detect the fixed points of a Boolean network is
fundamental in dealing with complex biological systems. We describe
a theorem for this purpose.
For an MEBN f = (f1, . . . , fn), where
fi = (fi1, . . . , fiMi) : F
M
2 −→ FMi2 , 1 ≤ i ≤ n,
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Figure 2. The nodes with the same colors represent the same
expression levels. There are 5 levels. Green stands for “on”,
greenyellow for “high partial”, seagreen for “medium”, gray for
“low partial”, and light for “off”. When the second node is “on”
(“off”), the expression level increases (decreases) until stabilized.
The space graph has one stable state 0000 and a limit cycle of
length 2 given by {1111, 1101}.
the equation f(x) = x that defines the fixed points of f is given ex-
plicitly as
fij(x) = xij, 1 ≤ i ≤ n, 1 ≤ j ≤Mi,
where we identify (x11, . . . , x1M1 , x21, . . . , x2M2 , . . . , xn1, . . . , xnMn) with
x = (x1, x2, . . . , xM). We define the following Boolean function associ-
ated with f
mf = 1 +
∏
1≤i≤n
1≤j≤Mi
(fij + xij + 1) : F
M
2 −→ F2.(2.3)
Then we have the following theorem [26]:
Theorem 2.1. The fixed points of f are the solutions of the equation
mf = 0.
Remark. The above theorem shows that detecting a single fixed
point of a Boolean network is equivalent to the SAT problem and hence
NP complete in general.
From the above theorem, we have the following corollary.
Corollary 2.1. A Boolean network f does not have a fixed point if and
only if mf = 1.
Example 2.3. Consider the MEBN f of Example 2.1. We have
mf = x1x2 + x1x3 + x2x3 + x1 + x2 + x3.
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The solutions of mf = 0 are (000) (set x1 = 0 and then solve the
resulted equation) and (111) as given in Fig. 1.
For certain applications of Boolean networks, especially when asyn-
chronous schemes are applied to model biological systems, it is neces-
sary to consider a more general definition of “limit cycles” for the long
term behavior of a network. We will address this point in section 4.
3. Parametrized Boolean Networks
There are different possible ways to introduce parameters for Boolean
networks. For our purposes, we make the following definition.
Definition 3.1. Given positive integers Mi, 1 ≤ i ≤ n, and M , such
that M1 + · · · + Mn = M , we define a Parametrized Multi-Expression
Boolean Network (PMEBN) to be a set of functions S = {f, g, h, . . .},
where each function is an MEBN as defined by Definition 2.1.
Since for any positive integer M , there are only finitely many (the
number is (2M)2
M
= 2M2
M
) functions FM2 → FM2 , we can always use
a set of positive integers {1, 2, . . . , s} to parametrize the elements of a
PMEBN. If a PMEBN contains only one function, then it is just an
MEBN as in section 2.
Example 3.1. Suppose that we want to use a Boolean network to model
a gene regulatory network which the interactions among the genes are
only partially known. Then we may want to use a parametrized Boolean
network, i.e., instead of picking a single one that fits the known infor-
mation, we can describe a set of Boolean networks, all fit the known
information, and study this set of Boolean networks as a whole to gain
information about the gene regulatory network.
The situations described in Example 3.1 are typical in real world
applications. We give some more detail for a special case when the
Boolean network we are looking for has known values on a given subset
of the state space. The problem is this: we are interested in a Boolean
network f : FM2 → FM2 , whose values on a given subset D ⊂ FM2 , small
in size compare with the whole state space FM2 , are known. Because
the information on f is partial, there are many Boolean networks fit
the profile. Observe the following:
(a) If f fits the profile of the Boolean network we are looking for and
h is a Boolean network that is identically 0 on D, then f + h also fits
the profile.
(b) If two Boolean networks f and g take identical values on the
states in D, then f − g = f + g = (f1 + g1, . . . , fM + gM) (since this is
over F2) is identically 0 (= (0 · · · 0)) on D.
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(c) If h is identically 0 on D and q : FM2 → F2 is arbitrary, then
gh = (gh1, . . . , ghM) is also identically 0 on D.
So if we let the set of Boolean networks that are identically 0 on D
be S, then the Boolean networks that fit the profile are given by the
set f + S = {f + g | g ∈ S}, where f is a fixed Boolean network that
fits the profile. According to our definition, f + S is a PMEBN. One
of the properties that distinguish Boolean networks from polynomial
systems over other fields is that the set S can be described explicitly
by the following theorem [25, 26]:
Theorem 3.1. There exists a unique q : FM2 → F2 such that g =
(g1, . . . , gM) ∈ S if and only if gi = miq for some mi : FM2 → F2,
1 ≤ i ≤M . Furthermore, q can be computed explicitly by
q = 1 +
∑
a∈D
pa,(3.1)
where pa =
∏M
i=1(xi + ai + 1) for a = (a1, . . . , aM) ∈ FM2 .
A special f = (f1, f2, . . . , fM) that fits the profile can also be found
explicitly by using the following formula to construct its component
functions:
fi =
∑
a∈D
fi(a)=1
pa, 1 ≤ i ≤M.(3.2)
These closed formulas exist only in the Boolean case. For other finite
fields, a computation of the generators, such as a Gro¨bner basis, would
be needed. Here is an example.
Example 3.2. Suppose we know that a network f = (f1, f2) : F
3
2 →
F 32 , where f1 : F
3
2 → F 22 and f2 : F 32 → F2, satisfies f(000) = (000)
and f(101) = (111) = f(111) (see Example 2.1). It is easy to see that
one of the networks satisfying these conditions is h = (h1, h2), where
h1 = (x1, x1) and h2 = x1. Here the set D = {(000), (101), (111)} and
q = 1 + p000 + p101 + p111
= 1 + (x1 + 1)(x2 + 1)(x3 + 1) + x1(x2 + 1)x3 + x1x2x3
= x1x2x3 + x1x2 + x2x3 + x1 + x2 + x3.
Compare with the function f = ((f11, f12), f2) of Example 2.1, which
also satisfies the given conditions, we have
f11 = x1 + (x1x2 + x1x3 + x2x3 + x1)q,
f12 = x1 + (x1x2 + x1x3 + x2x3 + x3)q,
f2 = x1 + (x1 + x3)q.
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That is
f = h + q(x1x2 + x1x3 + x2x3 + x1, x1x2 + x1x3 + x2x3 + x3, x1 + x3).
We give another example of PMEBNs.
Example 3.3. Given an MEBN f = (f1, . . . , fn) as in Definition 2.1,
we can construct a PMEBN Pf by setting Pf = {pf1 , . . . , pfn}, where
the functions pfi : F
M
2 → FM2 are defined by
pf1(x1,x2, . . . ,xn) = (f1(x),x2, . . . ,xn),
pf2(x1,x2, . . . ,xn) = (x1, f2(x), . . . ,xn),
...
pfn(x1,x2, . . . ,xn) = (x1,x2, . . . , fn(x)),
where x = (x1,x2, . . . ,xn).
We will see in the next section that the asynchronous Boolean mod-
els considered in this paper can be analyzed as dynamical systems of
PMEBNs under the setting of Example 3.3.
4. Dynamics of Parametrized Boolean Networks
We consider dynamical systems associated with a PMEBN in this
section.
Definition 4.1. Given a PMEBN P and a sequence of functions sP =
{fi}∞i=1, where fi ∈ P are chosen according to some rule s, we define
the corresponding dynamical system of sP by
x, f1(x), (f2 ◦ f1)(x), . . . , (ft ◦ · · · ◦ f1)(x), . . . , ∀ x ∈ FM2 .(4.1)
We consider some Boolean models we have seen according to this
definition.
Example 4.1. Synchronous Boolean Models. If P = {f}, there is
only one sequence that can be formed from P , that is, all fi = f . In this
case, the corresponding dynamical system is just the usual synchronous
model defined by f , where the tth iteration is
f t(x) = (f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
t terms
)(x), t = 1, 2, . . . .
The two asynchronous Boolean models mentioned in the introduction
section can be treated as dynamical systems of PMEBNs.
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Example 4.2. Random Asynchronous Boolean Models. For a
given MEBN f , let Pf = {pf1 , . . . , pfn} be the PMEBN defined in Ex-
ample 3.3. We define a sequence, denoted by srf , as follows. The se-
quence consists of functions gi ∈ Pf , i ≥ 1, such that each block of n
functions
gtn+1, gtn+2, . . . , g(t+1)n, t = 0, 1, 2, . . . ,(4.2)
is a random permutation of the n functions (pf1 , . . . , pfn). Let the dy-
namical system be defined as in Definition 4.1. For any x ∈ FM2 , let
x0 = x, x1 = g1(x), . . . , xm = gm(xm−1), . . . ,
and write (fr)m(x) = xm. Then the dynamics of the random asynchro-
nous Boolean model defined by f can be studied by using the subsequence
{(fr)tn(x)}∞t=0.
Note that we do not use the full sequence {(fr)m(x)}∞m=0 to study
the long term behavior of a random asynchronous Boolean model, since
the whole network is considered as updated only after a full round of
updates is completed, and according to the definition, each gm updates
only one node. Note that the time steps are indexed by t.
Example 4.3. Deterministic Moduli Asynchronous Boolean
Models. Recall that a deterministic moduli asynchronous Boolean
model is defined by a fixed f and pairs of positive integers Qi < Pi, 1 ≤
i ≤ n. Let id be the identity function (i.e. id(x) = x, ∀x), and let
P ′f = {id, pf1 , . . . , pfn}. We define a sequence sdf as follows. The se-
quence consists of functions gi ∈ P ′f , i ≥ 1, such that each block of n
functions
gtn+1, gtn+2, . . . , g(t+1)n, t = 0, 1, 2, . . . ,(4.3)
are defined by gtn+i = pfi if t+1 ≡ Qi (mod Pi), or gtn+i = id otherwise.
As in Example 4.2, for any x ∈ FM2 and m ≥ 1, let
x0 = x, x1 = g1(x), . . . , xm = gm(xm−1), . . . ,
and write (fd)m(x) = xm. Then the dynamics of the deterministic
moduli asynchronous Boolean model defined by f can be studied by using
the subsequence {(fd)tn(x)}∞t=0.
We consider a more general concept than the concept of limit cycles
for the long term behavior of a PMEBN.
Definition 4.2. Given a PMEBN f and an associated sequence of
functions gm(x), m = 1, 2, . . ., that defines the dynamical system hm =
g1 ◦ · · · ◦ gm. Suppose the dynamics of the given system is defined by
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the subsequence hki(x), 0 = k0 < k1 < k2 < · · · . A subset S ⊂ FM2 is
called an attractor set of the dynamical system if
(i) hki(S) ⊂ S, ∀i, and
(ii) for any y ∈ S and any positive integer N , there exists N < ki
such that y ∈ hki(S).
An attractor set S is called stable, if there is a positive integer N
such that for all N < i, hki(S) = S. An attractor set S is called
indecomposable if there is a fixed x ∈ FM2 such that for any y ∈ S and
any positive integer N , there exists i > N such that hki(x) = y.
We give some examples for this definition.
Example 4.4. For any Boolean network f , any limit cycle of the syn-
chronous Boolean model defined by f is an indecomposable stable at-
tractor set, and any union of limit cycles is a stable attractor set. For
asynchronous models defined by f , the stable states are indecomposable
attractor sets, each contains a single state.
Consider a concrete example.
Example 4.5. Let f = (f1, f2, f3), where
f1 = x2, f2 = x3 + 1, f3 = x2 + x3.
The state space graph of this Boolean network is given by Figure 3.
Figure 3. Sate space graph of f .
For this Boolean network, no matter what scheme we use for the
model, the system will end up going into the stable state (001) from the
initial state (101). This is because the updates of the second and the
third nodes do not change their statuses, whereas an update of the first
node will send the network from (101) to (001). However, things are
quite different for the branch with a limit cycle of length 3. Suppose we
use the random asynchronous scheme for the Boolean model given by
f . Then an update may send the system from this branch to the other
branch. For instance, starting from the state (011), if the second node
is updated first, then the system will get into the stable state (001).
Consider the three states that form the limit cycle of length 3. We can
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see that, from (100), the next state of the system remains in the branch
no matter how the updates are carried out. But (111) is special. From
(111), if the second node is updated first, the system will go to (101)
and will end up at the stable state (001). Similarly, from (010), there
is a 1
6
probability that the system will end up in the other branch (the
update order is 3, 2, 1). We can say that by cycling around the limit
cycle of length 3, the probability that the system stays at its current
branch is < 2
3
, and the probability of moving to the other branch is
> 1
3
. Since the probability of staying at the current branch for cycling
around the limit cycle t-times is < (2
3
)t, then as t gets large, the chance
that the system stays in its current branch approaches 0. In fact, for
the 5th round, the probability reduces to about 0.13. Thus, according
to Definition 4.2, as a random model, this Boolean model has only one
attractor set, which is given by the single stable state (001).
We will consider random models in more detail in section 5. Consider
another Boolean network with 3 nodes.
Example 4.6. Let f = (f1, f2, f3), where
f1 = x1, f2 = x1x3 + x1 + x3, f3 = x1x2x3 + x1x3 + x1 + x2 + 1.
The state space graph of this Boolean network is given by Fig. 4. For
Figure 4. Sate space graph of f .
this Boolean network, the fixed point and the limit cycle of length 4 are
simple attractor sets regardless of the iteration schemes used.
We have a sufficient condition for a limit cycle of a MEBN f to be
an attractor set for different iteration schemes.
Proposition 4.1. For a given MEBN f , let Pf = {pf1 , . . . , pfn} be the
PMEBN defined in Example 3.3, and let L be a limit cycle of f (as
a synchronous model). If pfi(L) = L, 1 ≤ i ≤ n, then L is a stable
attractor set for all iteration schemes considered in this paper (i.e. no
flip function is allowed).
Proof. This is self evident. Note however, a limit cycle can decompose
into indecomposable attractor subsets. 
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5. Dynamics of Random Asynchronous Boolean Models
We consider the dynamics of random asynchronous Boolean mod-
els of Example 4.2 in this section. Let f , Pf = {pf1 , . . . , pfn}, and
{(fr)m(x)}∞m=0 be defined as in Example 4.2. Recall that the dynamic
of such a system is defined by {(fr)tn(x)}∞t=0.
For any pair of states x,y ∈ FM2 , we define px,y ∈ [0, 1] as follows.
Let ax,y be the number of permutations {p′f1 , . . . , p′fn} of Pf such that
p′fn ◦ · · · ◦ p′f1(x) = y, and set px,y = ax,y/n!. Consider the stochastic
matrix Pfr with entries px,y. We can label the states such that Pfr has
the following block upper triangular form (see p. 695 of [18]):
Pfr =

P11 · · · P1r
. . .
...
Prr
P1,r+1 · · · P1m
...
...
Pr,r+1 · · · Prm
Pr+1,r+1
. . .
Pmm

,(5.1)
where each P11, . . . , Prr is either irreducible or (0)1×1, and Pr+1,r+1, . . . , Pmm
are irreducible. We may further assume that all (1)1×1, if any (these
correspond to the fixed points of f), are at the low right end conner.
For each 1 ≤ i ≤ m − r, let piTi be the left-hand Perron vector for
Pr+i,r+i. We have the following theorem:
Theorem 5.1. Given a PMEBN f , consider the random asynchronous
Boolean model defined by f , and define the stochastic matrix Pfr as in
(5.1).
(i) For any x ∈ FM2 , there exists a positive integer Nx such that
(fr)tn(x) belongs to one of the indecomposable attractor sets defined by
the subsystems Pr+i,r+i, 1 ≤ i ≤ m− r, for all t > Nx.
(ii) If Si = {si1, . . . , sici} is the attractor set that corresponds to
Pr+i,r+i, 1 ≤ i ≤ m − r, then ci is equal to the size of Pr+i,r+i. If
(fr)tn(x) is eventually in Si, then as t→∞, the fraction of time that
(fr)tn(x) = siu, 1 ≤ u ≤ ci, has the corresponding component of the
vector piTi as its limit.
Proof. This follows directly from the corresponding results in [18]. 
We consider an example.
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Example 5.1. Let f = (f1, f2) be an MEBN, where f1 = (f11, f12) and
f11 = x1x2 + x1x3 + x2 + x3,
f12 = x1x2x3 + x1x2 + x2x3 + x1 + x3,
f2 = x1x2(x3 + 1).
In this network, the first node has four expression levels and the second
node has two expression levels. As a synchronous model, f has 3 limit
cycles (see Fig. 5). If we consider the random asynchronous model
Figure 5. Sate space graph of f .
defined by f and order the states by
111, 001, 110, 011, 101, 100, 010, 000,
then corresponding stochastic matrix
Pfr =

0 0.5
0 0.5
0 0.5
0 0
0
0.5 0
0 0.5
0.5
0.5
0.5
0.5
0.5
0 1
1 0
0
0
1

.
Thus the random asynchronous model has two simple attractor sets
{000} and {010, 100}, the Perron vector for the latter is (1/2, 1/2)T ,
and the subsystem hitting each state in an equal amount of time in the
long run.
Remark. In applications, to reduce the complexity incurred by the
number of permutations needed to be considered in the computation
of the entries of the stochastic matrix in Theorem 5.1, we can employ
the idea of MEBN by grouping the nodes which can be considered as
updated synchronously together. If f = (f1, f2, . . . , fM) and we can
divide the nodes into k (< M) groups such that the nodes in each
group are updated simultaneously, then we only need to work with k!
permutations.
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6. Dynamics of Deterministic Moduli Asynchronous
Boolean Models
We consider attractor set structures of deterministic moduli asyn-
chronous Boolean models in this section. Given a fixed MEBN f =
(f1, . . . , fn) and pairs of positive integers Qi < Pi, 1 ≤ i ≤ n, let
P ′f = {id, pf1 , . . . , pfn}, gm, and (fd)m, m = 0, 1, 2, . . ., be defined as in
Example 4.3. The model is deterministic in addition to the fact that
f , Qi, and Pi are fixed (though they can be randomly generated), the
updating order is also fixed: at a time step if several nodes are to be
updated, then they are updated from left to right.
Recall that the long term behavior of the model, which will be de-
noted by fd, is defined by using the subsequence {(fd)tn}∞t=0. To sim-
plify our writing, let ht = (fd)tn. Let L be the least common multiple
of Pi, 1 ≤ i ≤ n. Since each Pi divides L, we have m ≡ m+L (Pi), 1 ≤
i ≤ n,∀m, and thus gtn+i = g(t+L)n+i. Therefore, the sequence of
functions {gm} can be divided into identical blocks, each consists Ln
functions g1, g2, . . . , gLn. Consider
hL = (fd)Ln = gLn ◦ · · · ◦ g2 ◦ g1 : FM2 → FM2 .(6.1)
Then we have the following theorem.
Theorem 6.1. Notation as above.
(i) The indecomposable attractor sets of fd are given by the fixed
points or cycles of length > 1. The cycles of fd of length > 1, if any, are
extensions of the limit cycles (including fixed points) of the synchronous
Boolean model defined by hL. The extension from a limit cycle of hL to
an attractor cycle of fd is as follows. If x and y are two states (could
be identical) in a limit cycle of hL such that hL(x) = y, then x →
y is extended by the distinct states contained in {h1(x), . . . , hL−1(x)}
naturally.
(ii) Let the fixed point set of f be Z(f), let the fixed point set of fd
be Z(fd), and let the fixed point set of each hi be Z(hi), 1 ≤ i ≤ L.
Then
Z(f) = Z(fd) = Z(h1) ∩ · · · ∩ Z(hL−1) ∩ Z(hL),(6.2)
and hence Z(hL) = Z(fd) if and only if Z(hL) ⊂ Z(h1)∩· · ·∩Z(hL−1).
Proof. (i) Let S be an indecomposable attractor set of fd. Then
ht(S) ⊂ S for any t ≥ 1 by definition, so hL(S) ⊂ S and hence S
contains at least one limit cycle, say CL, for the synchronous model
defined by hL. Let x,y ∈ CL such that hL(x) = y, then
x→ h1(x)→ · · · → hL−1(x)→ hL(x) = y.
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So we can extend the link x → y naturally. Do this for each pair of
x→ y in CL, we then get a cycle which is an indecomposable attractor
set of fd. This cycle must be equal to S. This proves (i).
(ii) If x is a fixed point of f , then gm(x) = x for all m, so ht(x) = x
for all t. If x is a fixed point of fd, then ht(x) = x for all t, hence
Z(f) ⊂ Z(fd) ⊂ Z(h1) ∩ · · · ∩ Z(hL−1) ∩ Z(hL).
On the other hand, we note that if x is a fixed point of hL, then x is a
fixed point of fd if and only if hi(x) = x for 1 ≤ i ≤ L− 1 by part (i).
We also note that if x is a fixed point of fd, then x is a fixed point of
ht implies that x is fixed by each of the fi such that gtn+i = pfi . Since
for any i, pfi must appear in ht such that t + 1 ≡ Qi (mod Pi), x is
fixed by all fi, and hence it is a fixed point for f . Thus we have
Z(f) ⊃ Z(fd) ⊃ Z(h1) ∩ · · · ∩ Z(hL−1) ∩ Z(hL),
and (6.2). 
Remark. Theorem 6.1 gives a clear picture for the attractor sets
of a deterministic moduli asynchronous Boolean model. Additionally,
the results address some of the questions from [4] based on simula-
tion observations, such as what types of attractor structure can such
a Boolean model have. Note however, that the cycles of such a model
are different from the cycles of a synchronous model: the system may
not hit each state in a cycle in an equal amount of time in the long run
since the states in {h1(x), . . . , hL−1(x)} are not necessary distinct.
Example 6.1. We use the Boolean network of Example 4.5 to con-
struct an example of deterministic moduli asynchronous model. We
have f = (f1, f2, f3), where
f1 = x2, f2 = x3 + 1, f3 = x2 + x3.
Assume updating scheme is defined by Pi = 2, 1 ≤ i ≤ 3, and Q1 =
Q3 = 1, Q2 = 0. That is, nodes 1 and 3 are updated at the odd time
steps, and node 2 are updated at the even time steps. Then L = 2,
Ln = 6, and
g1 = Pf1 , g2 = id, g3 = Pf3 , g4 = id, g5 = Pf2 , g6 = id.
So
h1 = Pf3 ◦ Pf1 = (x2, x2, x2 + x3),
h2 = Pf2 ◦ Pf3 ◦ Pf1 = (x2, x2 + x3 + 1, x2 + x3).
Since the synchronous model defined by h2 has only one limit cycle
given by the single fixed point (001) (see Fig. 6) and it is fixed by h1,
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Figure 6. Sate space graph of h2.
the deterministic moduli asynchronous model has only one attractor set
given by the fixed point (001). This is consistent with the observation
in Example 4.5 as one would expect.
7. Concluding remark
We have discussed two practical issues for the applications of Boolean
networks in modeling biological systems: how to construct Boolean net-
work based models in which the expression levels of the nodes can vary
and are allowed to be more than two, and how to introduce parameters
for Boolean models. Our treatment is algebraic and is based on poly-
nomial systems over the field of two elements. One of our motivations
is to extend the formulation of typical Boolean networks so we can
analyze different asynchronous Boolean networks [1, 4] using algebraic
methods [7, 9, 15, 18, 25, 26]. We have applied our approach to perform
analysis for two special types of asynchronous Boolean models, the ran-
dom asynchronous model and the deterministic asynchronous moduli
model. It is possible to combine the treatments of these two types of
asynchronous Boolean models to analyze other asynchronous Boolean
models, such as various asynchronous Boolean models described in [4],
with some more complexity added to the notation and the descriptions
of the associated dynamical systems. We will leave these analyses to a
different report.
We remark that algorithms for the detection of the fixed points of a
Boolean network can be developed based on Theorem 2.1. Note that
(compare with the remark after Theorem 2.1) SAT concerns whether a
solution exists, not how to find all solutions. The author has developed
an algorithm based on Theorem 2.1 for the computation of the fixed
points of a Boolean network. Testing shows that it can handle inter-
esting sizes Boolean networks, such as those having hundreds of nodes
with an average connection > 2 in their dependence graphs. In particu-
lar, this algorithm works well with community-like networks where each
(not too large) community can be densely connected, whereas commu-
nities are sparsely connected. The result will be reported somewhere
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else. We also remark that, though Theorem 5.1 provides a theoreti-
cal description for the long term behaviors of a random asynchronous
PMEBN, the computational complexity limits the sizes of these ran-
dom Boolean networks for which it can apply (see also the remark after
Example 5.1).
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