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In the vast majority of many-body problems, it is the kinetic energy part of the Hamiltonian that is best known
microscopically, and it is the detailed form of the interactions between the particles, the potential energy term,
that is harder to determine from first principles. An example is the case of high temperature superconductors:
while a tight-binding model captures the kinetic term, it is not clear that there is superconductivity with only
an onsite repulsion and, thus, that the problem is accurately described by the Hubbard model alone. Here we
pose the question of whether, once the kinetic energy is fixed, a candidate ground state is groundstatable or
not. The easiness to answer this question is strongly related to the presence or the absence of a sign problem
in the system. When groundstatability is satisfied, it is simple to obtain the potential energy that will lead
to such a ground state. As a concrete case study, we apply these ideas to different fermionic wavefunctions
with superconductive or spin-density wave correlations and we also study the influence of Jastrow factors. The
kinetic energy considered is a simple next nearest neighbor hopping term.
PACS numbers: 71.10.Fd, 74.20.Fg, 02.70.Tt
I. INTRODUCTION
The problem of finding the ground state of a many-particle
Hamiltonian is, in general, a daunting task. The problem is
most severe in the case of fermionic particles, where the in-
famous fermion sign problem plagues solutions via numerical
methods. In contrast, in bosonic systems, Monte Carlo meth-
ods are rather efficient in simulating systems of reasonably
large sizes. Certain methods, such as Density Matrix Renor-
malization Group, avoid the sign problem, but are mainly re-
stricted to 1d or quasi-1d systems.
In this paper we step back from the problem of determin-
ing the ground state of a given many-body Hamiltonian, and
instead pose the following question: fixing the kinetic en-
ergy part of the Hamiltonian, can a given wavefunction be the
ground state for some choice of potential energy? Put simply,
we ask if the wavefunction is groundstatable. The question is
trivial to answer for bosonic system, as we discuss below, but
in the case of fermions it is much more difficult and subtle.
To illustrate this idea, let us start with a very simple exam-
ple: the case of a single spin 1/2 degree of freedom. Consider
a Hamiltonian of the form:
Hˆ = −σˆx + Vˆα, (1)
where σˆx is the usual spin-flip operator and Vˆα is a diagonal
operator in the {| ↑〉, | ↓〉} basis. Here, we will not specify
Vˆα and try to diagonalize Hˆ; instead , we will consider the
wavefunction
|Ψα〉 = 1√
2(1 + α2)
[(1 − α) |↑〉+ (1 + α) |↓〉] (2)
and ask what the condition is on α so that |Ψα〉 is the ground
state of Hˆ, for some a proper choice of Vˆα. To answer that,
the first step is to make |Ψα〉 an eigenstate of Hˆ by imposing
Hˆ |Ψα〉 = 0 (so |Ψα〉 is an eigenstate of Hˆ with energy zero).
The expression of Vˆα follows immediately and we can rewrite
Hˆ in a matrix form as:
Hˆ =
( 1+α
1−α −1
−1 1−α1+α
)
. (3)
The two eigenvalues of this problem are λ1 = 0 and λ2 =
1+α
1−α+
1−α
1+α . Now, it is easy to see that |Ψα〉will be the ground
state of Hˆ if and only if α < 1 (i.e. if the wavefunction ele-
ments are all positive). We will say that |Ψα〉 is groundstat-
able for α < 1. On the contrary, when α > 1, |Ψα〉 is an ex-
cited state of the problem and no longer groundstatable. At the
boundary between the two cases, one component of the wave-
function vanishes at α = 1. Then, the potential energy blows
up and the eigenvalue λ2 goes from +∞ to −∞. Of course,
the property of groundstatability for a given wavefunction is
directly related to the kinetic energy operator we have con-
sidered. Had we chosen a different operator, we would have
reached a different conclusion on α. The point is that once
this operator is fixed, the problem is uniquely defined.
This approach to the single spin Hamiltonian can be ex-
tended to a many-body problem, where the kinetic energy is
often chosen to be a local hopping operator between nearby
sites. Then, from the set of all possible many-body wave-
functions, some are groundstatable and others are not. It is
of crucial importance to establish in which category a given
wavefunction belongs to, since it determines if this state is al-
lowed in nature. In general, for a given kinetic energy term,
the Hilbert space is broken down in regions in which the wave-
function satisfies groundstatability; as we will see below, the
level of complexity of the partitions of the space into such re-
gions is closely related to the presence or the absence of a sign
problem in the Hamiltonian.
The paper is organized as follows. In section II we de-
fine the problem of groundstatability on a finite dimensional
Hilbert space and we show how it can be solved on a par-
ticular case where the Hamiltonian admits a product form.
2Then, we present in section III the main part of our work,
namely how one can build a Hamiltonian for which a given
many-body fermionic wavefunction is the groundstate. The
numerical procedure is also detailed in that section. Results
are shown in section IV. We discuss the case of the wave-
function for non-interacting fermions which allows us to illus-
trate the loss of groundstatability in these systems. We then
present the potentials obtained from mean-field solutions of
the Hubbard model, BCS superconductors and spin-density
waves (SDW). These results are in accordance with mean-
field analysis. By considering additional Jastrow factors, we
also examine partially-projected BCS wavefunctions relevant
for the study of high-Tc superconductors. Finally, a more open
problem, with a class of wavefunctions containing both super-
conductivity and antiferromagnetism, is investigated.
II. THE PROBLEM
A. General considerations
Let us consider a finite dimensional matrix example. Take a
Hamiltonian matrixHC,C′ , whereC,C′ index the states in the
dH -dimensional Hilbert space, for example the spatial config-
urations of fermions on a finite lattice. Suppose that the off-
diagonal elements HC 6=C′ are known, and one wants to de-
termine if the vector (state) with components ΨC can be the
ground state if the matrix elements in the diagonal are prop-
erly picked. There are two steps in the problem: the first is
trivial, to make |Ψ〉 an eigenstate, and the second is the prob-
lem we pose, whether it can be the ground state.
We start by determining the diagonal elements from the
condition that |Ψ〉 is an eigenstate. For simplicity, we shift
again the eigenvalue λΨ to zero, and solve for the dH vari-
ables HCC in the diagonal:
∑
C′
HCC′ ΨC′ = 0 ⇒ HCC = −
∑
C′ 6=C
HCC′
ΨC′
ΨC
,
(4)
so the Hamiltonian can be written as
Hˆ = −1
2
∑
C 6=C′
HCC′
[ΨC′
ΨC
|C〉〈C| + ΨC
ΨC′
|C′〉〈C′| (5)
−|C〉〈C′| − |C′〉〈C|
]
,
which is a sum of projector operators acting on a 2-
dimensional subspace of states C,C′ (one can check that the
operator within brackets squares to a multiple of itself).
The problem of groundstatability is that it is not guaranteed,
with the Hamiltonian HCC′ now determined, that |Ψ〉 is the
ground state, and not an excited state. What are the conditions
on the vector components ΨC for it to be the ground state?
If the off-diagonal matrix elements are all non-positive, then
one can make use of the Perron-Frobenius theorem and the
well-known connection to stochastic dynamics1, or alterna-
tively cast the Hamiltonian as a sum of positive semi-definite
projectors2. Basically, the condition of groundstatability in
this case is that ΨC > 0, ∀C. This is the case of matrix
Hamiltonians for bosonic systems, and the strictly negative
or zero off-diagonal elements is related to the absence of a
sign-problem in the Hamiltonian. The problem of the single
spin 1/2 mentioned in the introduction falls in this category.
Now, one does not have the luxury of the stochastic mapping
to a problem with positive probabilities in general. If some
off-diagonal elements of the Hamiltonian are non positive, we
lack any general theorem to conclude on the groundstatabil-
ity of the wavefunction. Sometimes, it is possible to find a
gauge transformation to come back to the simpler case with all
strictly negative or zero off-diagonal elements; this happens
for some spin models, like the anti-ferromagnetic Heisenberg
Hamiltonian, where the sign structure of the ground state is
given by the Marshall rule 3. However, in fermionic problems
and some frustrated magnets, the problem remains unsolved.
B. Hamiltonians with a separable form
Before going to our main case of interest which is the
fermionic Hamiltonian with neighboring site hopping for ki-
netic energy term, we would like to present another class of
models where the question of groundstatability can be com-
pletely and analytically answered even in the absence of a
Marshall-like rule. The problem of groundstatability is de-
fined for a given choice of kinetic energy operator, and we
will choose here the off-diagonal elements of the Hamilto-
nian H(±)C 6=C′ = ±wCwC′ to be separable into products of
wC , wC′ ∈ R. Notice that these models are highly non-local
problems. However, they are interesting because they display
the fundamental difference between the presence/absence of a
sign problem in the system, mainly, the parameter space can
be separated into disconnected groundstatable regions in the
(+) case, whereas in the (−) case the groundstatable region
is just made of a single block.
Let us consider the two possibilities: H(+)C 6=C′ = +wCwC′
or H
(−)
C 6=C′ = −wCwC′ . Now, given a vector ΨC , we con-
struct the diagonal elements according to Eq. (4) so that ΨC is
an eigenvector with eigenvalue zero. The Schro¨dinger equa-
tion for any eigenstate |ψλ〉 = ∑C ψλC |C〉 with energy λ
reads:
±
∑
C 6=C′
wCwC′ ψ
λ
C′ =

λ± ∑
C 6=C′
wCwC′
ΨC′
ΨC

ψλC (6)
and it is then straightforward to show that all eigenvalues λ
are solutions of the equation:
f±(λ) =
∑
C
w2C
λ± (∑C′ wC′ΨC′)wC/ΨC = ±1. (7)
λ = 0 is indeed, by construction, a solution. The state |Ψ〉 is
the ground state if all other solutions of Eq. (7) are positive.
It follows that solutions of f−(λ) = −1 satisfy λ ≥ 0 if
all poles of the function f−(λ) are positive, and solutions of
f+(λ) = +1 satisfy λ ≥ 0 if one and only one of the poles of
the function f+(λ) is negative (see Figure 1).
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FIG. 1: (color online) Solutions of the Schro¨dinger equation (7) (cir-
cles) for a three dimensional Hilbert space when λ = 0 is the ground
state energy. Notice the positions of the poles with respect to zero in
the two cases.
Notice that in the (−) case, to fix the poles of f−(λ) to be
positive, the signs of groundstatable vectors ΨC are related to
those of wC , and one can thus write ΨC = sgn(wC) |ΨC |,
which is a simple example of a Marshall sign. In this case, the
signs of the wC ’s can be gauged away from the Hamiltonian,
bringing it to the form that satisfy the Perron-Frobenius the-
orem: HC 6=C′ → H˜C 6=C′ = −|wC ||w′C | and ΨC → Ψ˜C =
|ΨC | > 0.
The condition for groundstatability in the (+) case is richer.
The condition that one and only one of the poles of the func-
tion f+(λ) is negative leads to dH distinct sectors in the
Hilbert space, each sector corresponding to the choice of
which of the dH poles is selected to be the negative one.
More explicitly, the condition on the poles is equivalent, for
ΨC 6= 0, to:
wC¯ΨC¯/(
∑
C′
wC′ΨC′) > 0 for C¯ (8)
wCΨC/(
∑
C′
wC′ΨC′) < 0 for C 6= C¯ (9)
Each of these inequalities split the Hilbert space into two
pieces via a hyperplane, and the dH conditions lead to a sim-
plex, and the choices of the C¯ to dH such simplexes (see Fig. 2
for simple examples on 3 × 3 Hamiltonians). In most of the
cases, the edges of the simplexes correspond to the vanishing
of one of the ΨC in the wavefunction. Indeed, coming from a
groundstatable region, if one component ΨC changes sign the
inequalities (9) are violated. On the edge, ΨC = 0, the associ-
ated diagonal elementHCC is infinite [see Eq. (4)] and one of
the positive eigenvalues diverges towards +∞ and reappears
at−∞. Another edge is given by the equation∑wCΨC = 0.
In this case, the whole hamiltonian is reduced to the projec-
tor Hˆ = |w〉〈w| (this corresponds to the diagonal line on Fig.
2) and there are only two eigenvalues: 0 and 1. From this
point of view, boundaries between groundstatable and non-
groundstatable either corresponds to ill-defined Hamiltonians
or to highly degenerate problems, the first case being the most
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FIG. 2: (color online) Examples of the domains where a wavefunc-
tion |Ψ〉 = (Ψ1,Ψ2,Ψ3) is groundstatable: we fix Ψ3 = 1, and
show the regions in the (Ψ1,Ψ2) plane where the wavefunctions
are groundstatable. (−) H(−)
C 6=C′ = −1 (Frobenius case) and (+)
H
(+)
C 6=C′ = +1 (non-Frobenius case), for C,C′ = 1, 2, 3.
common one.
For a Hamiltonian with off-diagonal matrix elements that
cannot be separated into a product as in the example above, the
situation is more complicated. Nonetheless, one should ex-
pect that the feature we encountered in the simple case study
should remain: generically the set of groundstatable wave-
functions within the Hilbert space is largely fragmented into
regions. In the case of the example, there are order dH , the
dimension of the Hilbert space, regions. This is to be con-
trasted to the case where there is no fermion sign problem,
where there is one single region. This fragmentation of the
groundstatable set should be a generic feature of systems with
fermionic sign problems. Moreover, we also expect the diag-
onal part of the Hamiltonian to abruptly change form when it
leaves a groundstatable region and to become singular at the
boundary (the edges of the simplexes). These abrupt changes
in the Hamiltonian can be used as telltales that the wavefunc-
tion, as function of some parameter, exits a groundstatable
region.
It is important to point out that, within a given groundstat-
able region, many phases of matter can exist. Order param-
eters computed from a groundstatable wavefunction can be
used to classify the phases. The groundstatable regions thus
do not delimit single phases; what they do demarcate are the
regions where a wavefunction can possibly correspond to a
state of matter, for a fixed kinetic energy term in the Hamilto-
nian.
III. MANY-BODY FERMIONIC HAMILTONIANS
Let us now turn into a more practical application, and show
how one can implement the procedure of finding the potential
energy term for which a given fermionic many-body state |Ψ〉
is the ground state, given a kinetic energy. We will consider
specifically the case where the kinetic energy comes from a
tight-binding hopping term on a lattice, which is common in
many strongly-correlated electronic problems. We consider
the case of fermions on a square lattice, and detail below the
numerical procedure used to evaluate the potential energy of
the Hamiltonian.
4Shifting the ground state energy to zero, the Hamiltonian
HˆΨ = VˆΨ − t
∑
<ij>
c†iσcjσ +H.c. (10)
that we seek should satisfy
HˆΨ|Ψ〉 = 0 (11a)
HˆΨ|λn〉 = ǫn|λn〉, ǫn ≥ 0, (11b)
for all eigenstates |λn〉. The i, σ label the site and the spin
of the fermions, respectively. (Hereafter we set the energy
scale t = 1.) The potential VˆΨ depends only on the fermionic
occupation operators niσ and is uniquely determined by the
condition Eq. (11a) provided |Ψ〉 is groundstatable. We will
focus here on the general form of this potential, addressing the
question of groundstatability for more specific cases.
We treat this problem in the configuration basis {|C〉},
where a basis element stands for a set of positions of
the 2N fermions, say {R↑l }l=1,...,N for the up spins and
{R↓m}m=1,...,N for the down spins. The anticommutation re-
lations between fermionic operators also require enumerating
the fermions and keeping the same ordering for each config-
uration. The action of the kinetic operator Tˆ on an ordered
configuration C can be understood by introducing a config-
uration C˜′ such that HC′C ≡ 〈C′|Tˆ |C〉 = 〈C′|C˜′〉, where
C′ is another ordered configuration differing from C by the
local hopping of a single electron. If configuration C˜′ is cor-
rectly ordered, HCC′ is equal to −1, otherwise it is equal to
+1. Thus, to determine the sign of 〈C′|Tˆ |C〉 one has to con-
sider the positions of all the fermions in C and C′. This is the
sign problem, which bedevils Monte Carlo simulations on the
Hubbard model in dimensions higher than one.
In this study, the fermionic many-body wavefunctions will
take the form:
|Ψ〉 = 1√N
∑
C
JC det (φC) |C〉, (12)
where JC is a Jastrow factor that depends on the fermion oc-
cupation numbers in configuration C, and φC is a N × N
matrix with elements that depend on the position of the par-
ticles in configuration C, [φC ]lm ≡ ϕ
(
R
↑
l −R↓m
)
, with ϕ
a function characterizing the correlations between pairs of
fermions4,5. This form includes the wavefunction for non-
interacting fermions, BCS and spin density wave (SDW)
wavefunctions and also partial projections of these states4,5.
In the configuration basis, the potential VˆΨ reads:
〈C|VˆΨ|C〉 ≡ VC = −
∑
C′ 6=C
HCC′
JC′
JC
det(φC′)
det(φC)
, (13)
supposing there are no vanishing determinants. Only neigh-
boring configurations, defined so that C and C′ differ by the
hopping of a single fermion, contribute to the sum. To eval-
uate the sum, rather than determining HCC′ for each pair of
configuration C and C′, we can use the fact that det(φC′) =
〈C|C˜′〉 × det(φC˜′) to rewrite the potential VC as a function
of configurations C˜′:
VC = −
∑
C˜′
′ JC˜′
JC
det(φC˜′)
det(φC)
, (14)
where the primed sum is over configurations C˜′ that dif-
fer from C by the hopping of a single electron. We then
compute VC by calculating all the ratios det(φC˜′)/ det(φC˜)
which are easy to calculate since the matrices φC˜′ differ from
φC by the modification of one row or one column, depend-
ing if an up or down spin hopped, respectively – recall that
[φC ]lm ≡ ϕ
(
R
↑
l −R↓m
)
. Notice that, by working directly
with the positions R↑l and R↓m, issues of orderings of config-
urations disappear from the problem.
To evaluate the operator VˆΨ, we first compute VC for a large
number of configurations N . The configurations are chosen
according to their weight |ΨC |2 via a Metropolis algorithm,
using the inverse update method for fermionic Monte Carlo 6.
Then, we search for the best two-body approximation to the
interaction, neglecting three-body and higher order terms:
HˆΨ = H˜ +O(nˆinˆj nˆk) + ...,
H˜ = Tˆ + E + U
∑
i
nˆi↑nˆi↓ +
1
2
∑
i6=j
Vij nˆinˆj (15)
where nˆi ≡ nˆi↑ + nˆi↓. (Notice that for fixed particle num-
ber the onsite potential can be written with Vii = U , with a
constant shift absorbed into E.) The coefficients Vij are eval-
uated through a linear least square method (LLS) and the best
approximated solution is the one minimizing the sum of the
squared residuals S = 〈(HˆΨ− H˜)2〉. This quantity can be re-
lated to the overlap δ between the wavefunction |Ψ〉, ground
state of Hˆ , and the ground state |Ψ˜〉 of H˜ , as follows. Us-
ing perturbation theory on δH = H˜ − HˆΨ, we can write the
(unormalized) ground state wavefunction of H˜ as
|ψ˜〉 = |Ψ〉+
∑
n6=0
|n〉
〈n|
(
HˆΨ − H˜
)
|Ψ〉
En
+ . . . (16)
where |n〉 and En are the eigenstates and eigenvalues of Hˆ.
The norm of this state, 〈ψ˜|ψ˜〉, can be related to the squared
residuals S = 〈Ψ|(HˆΨ − H˜)2|Ψ〉:
〈ψ˜|ψ˜〉 = 1 +
∑
n6=0
∣∣∣〈n|(HˆΨ − H˜) |Ψ〉∣∣∣2
E2n
+ . . .
≤ 1 + 1
E21
∑
n6=0
∣∣∣〈n|(HˆΨ − H˜) |Ψ〉∣∣∣2 + . . .
≤ 1 + 1
E21
∑
n
〈Ψ|
(
HˆΨ − H˜
)
|n〉〈n|
(
HˆΨ − H˜
)
|Ψ〉+ . . .
= 1 + S/E21 + · · · (17)
5Overlapping |Ψ〉with the normalized state |Ψ˜〉 = |ψ˜〉 1√
〈ψ˜|ψ˜〉
yields (up to second order in perturbation theory in δH)
δ = |〈Ψ|Ψ˜〉|2 ≥ 1
1 + S/E21
. (18)
Therefore the squared residualsS = 〈Ψ|(HˆΨ−H˜)2|Ψ〉which
we obtain by approximating the potential energy VΨ by a two-
body interaction are a measure of the overlap between the
ground states of HˆΨ and its two-body approximation H˜. The
smaller S, the closer the overlap is to 1. One can bound the
overlap between the two wavefunctions by noticing that, even
if the system is gapless, the excitation energy E1 should be
controlled by the finite size L of the system, and thus if S is
found to be much smaller than E21 , the overlap will remain
close 1. In estimating the overlap hereafter, we use the worst
case scenario that the system is gapless, with a wavevector
2π/L for the lowest energy excitation. (In the computations
of δ below, we assume linearly dispersing modes with a ve-
locity of order unity.)
We computed the potential and the associated overlap for
several wavefunctions. In each case, we considered a tilted
lattice of size L2 + 1 with odd L and periodic boundary con-
ditions to avoid singularities of d-wave wavefunctions in re-
ciprocal space7. 10000 sweeps are usually considered for
equilibration. Then, up to N = 80000 configurations are
taken for the LLS method. Computations have been made
for various system sizes (L = 13, 15, 17, 19) at half filling
(N = 170, 226, 290, 362). Because one can always change
the constant E by a shift in all the coefficients Vij , we add the
additional constraint
∑
|i−j|>R Vij = 0 such that the last L/2
coefficients average to zero. We checked numerically that the
results do not depend on that specific choice of R.
We would like to emphasize here the difference between
our method and the traditional Variational Monte Carlo
(VMC) method. Given a wavefunction |Ψ〉, the VMC method
provides an upper bound for the ground state energy of a
Hamiltonian Hˆ, i.e., in VMC the Hamiltonian is given, and
a wavefunction is the target. By varying the parameters con-
tained in |Ψ〉, one can find the best choice which minimizes
the energy and then compute other operator averages such as
order parameters or correlations functions. However, it is also
possible that the real ground state of the system is so differ-
ent from |Ψ〉 that it cannot be reached by a variation in the
parameters. This systematic uncertainty is not encountered in
our approach as the Hamiltonian HˆΨ derives uniquely from
|Ψ〉, i.e., we inverted the target to be the Hamiltonian and not
the wavefunction. If |Ψ〉 is groundstatable, it is the ground
state of HˆΨ by construction.
IV. RESULTS
A. Fermions in 1D
The potential obtained from the LLS expansion should give
an adequate description of the Hamiltonian when interactions
are predominantly two-body. Accordingly, when three-body
and higher interactions are totally absent, it should reproduce
the exact form of the Hamiltonian. Hence, to check the consis-
tency of our method, we would like to begin with a fermionic
system with only two-body interactions whose ground state
is known exactly, and try to recover the Hamiltonian starting
from the wavefunction. Unfortunately, we lack any exact re-
sults in two dimensions. So, we will preliminarily step back
to the one dimensional case where exact results are known,
and investigate systems of N interacting fermions on a ring.
An appropriate case is the Hamiltonian with an inverse-square
potential:
Hˆ = −
∑
i
∂2
∂x2i
+
2λ(λ− 1)π2
L2
∑
i<j
1
sin2
(
pi(xi−xj)
L
) . (19)
Depending on the value of λ, the potential can be either at-
tractive (λ < 1) or repulsive (λ > 1), λ = 1 corresponding
to the non-interacting case. The ground state wavefunction of
this Hamiltonian has been found by Sutherland8 to be of the
product form
Ψ(x1, ...xN ) =
∏
j>k
sinλ
(
π(xj − xk)
L
)
. (20)
Let us now apply our procedure to the wavefunction (20).
The configuration basis is the set of positions of N spinless
fermions on a ring of size L. For N configurations |C〉, we
calculate VC using Eq. (4) and then perform the LLS method.
We do not have to worry about groundstatability here, since
the wavefunction is always the groundstate for any λ. The
potential energy we obtain is presented in Fig. 3 for differ-
ent values of λ, L = 302 and N = 80000. We plot the set
of linear coefficients {U, Vij} as function of the distance be-
tween sites |i − j|. As shown, we recover a potential falling
algebraically with the distance. The potential is attractive for
λ < 1, repulsive for λ > 1, and vanishes in between (for
λ = 1). Indeed, the precise dependence of the potential en-
ergy on the distance is found in quantitative agreement with
that in the Hamiltonian 19, with our method returning an ex-
ponent γ = 2.01±0.1 for the power law decay shown in Fig. 3
(bottom panel). For each value of λ studied, the overlap δ is
found to be larger than 99.99%.
B. Fermions in 2D
In two dimensions, things are less simple for two reasons:
first, except for very particular cases, we do not know if a
wavefunction will be groundstatable or if it will be an excited
state. Secondly, there are in general three-body and higher or-
der terms in the potential that makes the expansion (15) not
exact and that will result in a reduction of the overlap δ. A
good way to proceed then is to start from wavefunctions we
know a priori are groundstatable (i.e. by other means) and
then adiabatically deform them. By continuity, the resulting
wavefunctions should also be groundstatable unless a bound-
ary is met. Moreover, as long as the deviation of the overlap
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FIG. 3: (color online)Top: Two-body potentials Vij as function of
the distance |i− j| between sites for the Calogero-Sutherland wave-
function. Bottom: log V as function of log sin(pi(xi − xj)/L) for
different values of λ.
away from δ = 1 is small, the expansion (15) should be rele-
vant. How can we detect a boundary then? Of course, we do
not have any analytical criteria such as the inequalities (9) here
but we can make some basic assumptions guided by what we
learned from the separable case. At a boundary, the diagonal
part of the Hamiltonian is ill-defined so we expect some kind
of singularity in the Hamiltonian (notice that even the simple
spin 1/2 example in the introduction displayed such singular
behavior as one crossed the boundary of groundstatability).
The singular behavior signaling the boundary of a groundstat-
able region can appear in the set {U, Vij} or in the overlap
δ. In a finite system, that means a strong dependance of the
Hamiltonian with the system size. Note the difference with
a phase transition, where it is the wavefunction which dis-
plays singular behavior at a critical point as the Hamiltonian
is smoothly varied; here the problem is inverted, as it is the
Hamiltonian that is singular at the boundary of the ground-
statable region as the wavefunction is smoothly varied.
1. The deformed non-interacting wavefunction
Our starting point will be the Guztwiller wavefunction for
non-interacting electrons. It is defined by JC = 1 and
ϕk(ξk < 0) = 1
ϕk(ξk > 0) = 0 (21)
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FIG. 4: (color online) Representation of the function ϕx in k-space.
The dot line corresponds to the Fermi sea of the non-interacting sys-
tem.
where ϕk is the Fourier transform of ϕ(r) and ξk =
−2t (coskx+cosky)−µ0 , µ0 being the chemical potential9.
It is the ground state of the tight-binding model where the op-
erator Vˆ reduces to a constant. In fact, in one dimension, one
can check, using Eq. (13) and the Vandermonde determinant
formula that VC is a constant independent of C. It can also be
checked numerically in two dimensions. This type of wave-
function is very useful because by changing the shape of the
Fermi sea, one can also generate a set of excited states of the
tight-binding model. These are, by definitition, non ground-
statable. Having at our disposal a groundstatable wavefunc-
tion and a set of non-groundstatable wavefunctions, we can
ask the question how do we go from one to another. This can
be studied by considering the deformed wavefunction |Ψx〉
defined by:
ϕxk = 1 0 ≤ |k| ≤ k1
ϕxk = 1− x k1 < |k| ≤ kF
ϕxk = x kF < |k| < k2 (22)
ϕxk = 0 k2 ≤ |k| ≤ π,
kF being the Fermi momentum. A particular choice of k1 and
k2 is represented in k-space on Fig. 4. By varying x from 0 to
1, we start in the ground state of the tight binding model and
end in an excited state. During the process, we necessarly lose
groundstatability.
We studied the potential obtained from ϕx as function of x
with the LLS method (see Fig. 5). For x 6= 0, the two-body
approximation shows a fast-decaying potential. We focused
on the evolution of the Hubbard term U of this potential. As
x increases from 0, U becomes first more and more negative,
then abruptly changes sign around a critical value xC ≈ 0.55,
becomes largely positive, and finally steps back to zero. In-
creasing the system size, the turnaround of U around xC be-
comes more and more brutal. This behavior is also noticed
in the other coefficients Vij . Another interesting feature is
observable through the evolution of the overlap δ as function
of x (see Fig. 6, left panel). The overlap exhibits a grow-
ing drop around xC , indicating the presence of large 3-body
and higher order terms in the expansion of Vˆ . In the thermo-
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FIG. 5: (color online) Left: Evolution of the potential for the deformed wavefunction (23 with L = 15 and |i− j| < 5 at different values of x.
At large distances, the potential identically vanishes. Full lines denotes potentials for which the wavefunction is the groundstate. Dashed lines
indicate non groundstatable wavefunctions. Right: evolution of the Hubbard term U as function of x for different system sizes.
dynamic limit, the brutal change in the form of the potential
should eventually lead to a singularity in the Hamiltonian as
function of x. We interpret the significant change in the nature
of the potential and the fast increase of the correction to the
overlap with system size near xC as signatures of the bound-
ary of the groundstatable region. Precisely, for x < xC the
state |Ψx〉 is indeed the groundstate of the (attractive) Hamil-
tonian we are constructing, and for x > xC it is just an excited
state of the (repulsive) Hamiltonian.
One can extract additional information on what is happen-
ing near xC by probing the fidelity of the wavefunction10,11.
The fidelity, in this context, is a measure of the overlap be-
tween two adjacent states in parameter space:
F = |〈Ψx|Ψx+δx〉|2, (23)
which has been proposed as a useful quantity to expose phase
transitions11. Indeed, at a critical point, F displays a drop that
increases with system size, because the two states |Ψx〉 and
|Ψx+δx〉 describe two different phases of matter. In the par-
ticular case of a level crossing (first-order quantum phase tran-
sition), the critical point also corresponds to a loss of ground-
statability.
We computed the evolution of the fidelity for |Ψx〉 with
δx = 0.005 (Fig. 6, top right). The fidelity does not dis-
play any drop around xC . This fact suggests that the point
xC cannot be interpreted as a critical point (includying a first
order transition). Instead, the situation appears to be that it
is the Hamiltonian itself that becomes singular at xC (indeed
much similarly to the simple case of the single spin S = 1/2
discussed in the introduction).
We observe two drops of F at x = 0 and x = 1. To un-
derstand this, we measured the superconducting BCS order
parameter:
|〈Φ〉| = 1
N
√∑
rr′
〈c†r′↑c†r′↓cr↑cr↓〉 . (24)
For 0 < x < 1, the system develops superconductivity (Fig. 6,
bottom right). Like the fidelity, the SC order parameter is un-
able to detect the loss of groundstatability at xC ; the wave-
function is continuous (again, it is the derived Hamiltonian
that is not) and thus the order parameter derived from this
wavefunction is non-singular at xC . But with our analysis
of δ, we now know that, for x > xC , |Ψx〉 is not the ground
state of the Hamiltonian that we constructed and so we can-
not conclude on the presence of superconducting order in the
ground state. Finally, note that one could have chosen a dif-
ferent parametrization for the function ϕx and a different final
excited state. For example, we checked several choices of k1
and k2. The evolution of U and δ have been found to be simi-
lar, just with different values for xC .
The analysis of the Guztwiller wavefunction gives us the
basic steps to follow in order to determine if a wavefunction
is groundstatable: start from a wavefunction that is known
to be the ground state of a Hamiltonian with a given kinetic
energy, then change continuously a parameter and observe
whether there is some rapid evolution of the potential and of
the overlap. If no such feature appears, then the potential ob-
tained from the LLS is indeed the potential for which |Ψ〉 is
the ground state of the Hamiltonian HˆΨ.
2. BCS wavefunctions
Introducing BCS pairing correlations between fermions,
one can consider a superconducting wavefunction with
ϕs,dk =
∆s,dk
ξk +
√
ξ2k +∆
s,d
k
2
, (25)
where
∆sk = ∆
∆dk = ∆(cos kx − cos ky),
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FIG. 6: (color online) Left: Evolution of δ as function of x for the
deformed Gutzwiller wavefunction and different system sizes. Top-
Right: evolution of the fidelity F as function of x for L = 15.
Bottom-Right: evolution of the superconducting order parameter
| < Φ > | as function of x
and (as in the Gutzwiller case) ξk = −2t (coskx + cos ky)−
µ0. Here ∆ and µ are parameters (related, but not equal to
the actual gap and chemical potential of the system). At half
filling, we take µ = 0 and vary the parameter ∆. We then
compute {U, Vij} and δ for various system sizes. Let us first
discuss groundstatability in this case. The BCS wavefunctions
can be obtained adiabatically from the Guztwiller wavefunc-
tion starting from ∆ → 0. By adiabatically we mean that we
did not find any singularity in either the Hamiltonian extracted
from the wavefunction or the overlap δ going from this limit
to a finite ∆. This is understandable as we expect to open
a gap by increasing ∆. Starting from a known groundstate
wavefunction, we should remain groundstatable as long as we
do not close the gap. Moreover, in the case of the BCS wave-
functions, groundstatability is further supported by the fact
that these wavefunctions are the ground states of a mean-field
effective Hamiltonian.
The potentials obtained for the s-wave state with L = 15
are presented in Fig. 7 top. It shows a short distance two-body
negative interaction whose strength is rapidly increasing with
∆. The potential vanishes when the fermions are separated
by at least three lattice sites. So we see that the s wavefunc-
tion seems a rather good approximation for the attractive Hub-
bard model. The evolution of the overlap as function of ∆ is
shown in the Inset. We find δ > 0.994 for ∆ ≤ 2.0, so the
two-body approximation seems reasonable for these values.
Surprisingly, the overlap seems to converge to a finite value
as function of ∆(!). The two-body potentials for the d-wave
case are presented in Fig. 7 bottom. The potentials show a
complicate behavior as function of the distance with positive
and negative coefficients in the limit of large ∆. The main
common feature is the presence of a large negative nearest
neighbor interaction term V1, which is consistent with previ-
ous mean-field analysis12. Additional terms on a longer range
are also non-zero due to the symmetry of the wavefunction.
Comparing the magnitude of the potentials in the two cases,
we find that the d-wave potential is always a lot weaker than
the s-wave case. However, the overlap is smaller in the d-
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FIG. 7: (color online) Two-body potentials Vij as function of the dis-
tance |i− j| between sites, evaluated at half filling. Top: the s-wave
superconductor. Bottom: d-wave superconductor. Insets: The over-
lap is always larger than 98.5% for the wavefunctions considered.
wave than in the s wave case which means that the two-body
approximation is less relevant for this symmetry.
3. Partially projected BCS wavefunctions
We also consider the partial Gutzwiller projections of BCS
wavefunctions. These functions are defined (for the d-wave
case) by ϕk = ϕdk and a Jastrow factor
JC =
∏
i
(1− αni↑ni↓) . (26)
For 0 < α < 1 this factor both penalizes double occupancy
and is positive. Recalling the groundstatability conditions (9)
obtained from the separable case, we expect that the wave-
function remains groundstatable as long as the signs in the
wavefunction are not changed. Notice also from (4) that a di-
agonal element of the Hamiltonian becomes ill-defined (cross-
ing from ±∞ to ∓∞) if the wavefunction ΨC for a config-
uration C changes sign. Thus, the groundstatability of this
projected BCS wavefunction is expected from by the fact that
multiplication by a positive Jastrow factor does not change
any signs of the BCS wavefunction.
Figure 8 presents the evolution of the potential Vij for dif-
ferent values of α and ∆ = 0.5. The potential shows a large
positive on-site potential growing with α and a smaller neg-
ative short range interaction also growing with α. Thus, for
values of U ∼ 10 relevant for high-Tc superconductivity, we
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FIG. 8: (color online) Potential Vij as function of distance for par-
tially projected BCS wave function with ∆BCS = 0.5. Inset: evolu-
tion of the overlap as function of α
see that a projected BCS wavefunction is favored by a nearest
neighbor attraction of order V1 ∼ −3. A Hubbard term alone
is not enough. Moreover, from the evolution of the overlap,
we see that as α gets closer to 1, the two-body approximation
is less and less justified. In fact, for α = 1 the wavefunction is
the resonating valence bond state proposed by Anderson13. A
better model to describe such a state would be a t− J model
where interactions are mediated through spin exchange. This
is not allowed in our study since the Heisenberg part of the
t−J model also contains off-diagonal interactions. The point
α = 1 is a boundary where the partially projected wavefunc-
tion loses its groundstatability.
4. SDW wavefunction
A spin-density wave state can be generally found in pres-
ence of repulsive interactions, as expected from a mean-field
solution of the Hubbard model. The SDW wavefunction is
defined by:
ϕSDW(R↑l ,R
↓
m) =
∑
k
θ(−ξk) αk(R↑l ) α−k(R↓l ) (27)
where the sum is restricted to the non interacting Fermi sea
and
αk(R
σ
l ) = uke
ik·Rσl + σ vk e
i(k+Q)·Rσl (28)
with Q = (π, π) and:
u2k =
1
2

1− ξk√
ξ2k +∆
2
SDW


v2k =
1
2

1 + ξk√
ξ2k +∆
2
SDW


Is the SDW groundstatable? Yes, since we can recover the
Gutzwiller limit by letting ∆
SDW
→ 0 without encounter-
ing any singularity. The SDW wavefunction should remain
groundstatable for any finite ∆
SDW
. The potential is pre-
sented in Fig. 9. It shows a repulsive potential with a very
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density wave antiferromagnet. Inset: The overlap is always larger
than 99% The second inset for the SDW wavefunction shows the
best fit for L = 25 and ∆
SDW
= 0.2.
slow decay. The magnitude of the potential grows with ∆
SDW
.
We find that the potential is well fitted by an algebraic decay
V (r) ∼ 1/rβ with β decreasing when ∆
SDW
increases. We
find 0.3 ≤ β ≤ 0.6 for 0.1 ≤ ∆
SDW
≤ 2.0. However, it
is very hard to calculate this exponent with accuracy because
our system is not large enough for the potential to really de-
crease to zero. We also cannot totally exclude the possibility
of a very large but finite range for the potential. The best fit
for a system of size L = 25 with N = 313 and ∆
SDW
= 0.2
is V (r) = exp(−r/5.9)/r0.4 (see second inset of figure 9).
Similarly to what we found in the case of the BCS wavefunc-
tions, the two-body form is a good approximation for the po-
tentials obtained from SDW wavefunctions as long as ∆
SDW
is not too large (the overlap δ > 99% for ∆
SDW
< 2).
Now, the method is not restricted to these simple cases. In-
deed, It can be applied to any parametrization of ϕ(r). For
example, one could search for the Hamiltonian for which a
long-range wavefunction (e.g., with ϕ(r) ∼ 1/rα) is the
ground state. The problem here will be not so much find-
ing the Hamiltonian but knowing if we are actually starting
the procedure from the real groundstate or from an excited
state. Again, we should rely on some adiabaticity argument to
answer this question.
5. Mixed BCS-SDW wavefunction
Several possibilities exist to construct wavefunctions with
both BCS and AF order14,15,16. These in general rely on mean-
field solutions of Hamiltonians having BCS and SDW cou-
plings. Here, we will consider a different wavefunction de-
fined by:
ϕx(R
↑
l ,R
↓
m) = x ϕ
s
BCS
(R↑l −R↓m)+ϕSDW(R↑l ,R↓m). (29)
and we will take ∆
BCS
= ∆
SDW
= 0.5. Although it is not ob-
vious at first, this form also admits a decomposition in terms
of single particle wavefunctions, as shown in the appendix.
We would like to study the groundstatability of this wavefunc-
tion and the evolution of the potential Vˆx as function of x. For
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FIG. 10: (color online) Evolution of the potential as function of x around the pure SDW state
very large positive or negative x, the wavefunction reduces to
the usual s-BCS wave function (25). For x = 0, this is the
pure SDW wavefunction. The potential we obtain for an ar-
bitrary x is presented in Fig. 10. Starting from large negative
values of x, the potential is attractive on a short distance. It
does not vary much as soon as x < −0.3. When x is ap-
proaching zero, the potential becomes more and more repul-
sive. The transition is not smooth (see Fig. 10 left). At some
point, the Hamiltonian displays an attractive long-range po-
tential with a short range repulsion around x = −0.06. This
is quite unexpected since the s wave BCS corresponds to a
short range attractive potential and the SDW to a long-range
repulsion. Then, for a short range of very small and negative
values of x (−0.03 ≤ x < 0), the potential becomes purely
repulsive with a Hubbard term larger than in the pure SDW
case, i.e. U(x = −0.02) > U(x = 0). Finally, from x = 0
to x large and positive, the potential turns from repulsive to
attractive in a very smooth way (see Fig. 10 right).
The evolution of the overlap δ is shown in Fig. 11 left. It
displays a large drop in the whole region −0.2 < x < 0. But
it is large and constant for all positive values of x up to zero.
Another interesting information is given by the fidelity, shown
in Fig. 11 right. The fidelity is very close to 1 for all positive
x. In contrast, it displays a sharp drop around x = −0.06
which grows with the system size.
The fact that nothing happens in both the fidelity and the
overlap δ for x ≥ 0 leads us to the conclusion that the process
of going from x = +∞ to x = 0 preserves the groundstata-
bility of the wavefunction. Therefore, we are able to find an
adiabatic path between the BCS state and the SDW state. In
contrast, for x = −∞ to x = 0, we face a phase transition
near x = −0.06; this transition is probably first-order, given
1) the sharpness in the drop of the fidelity, and 2) the fact that
the states at x = ±∞ are the same (they differ by an overall
sign of the wavefunction) and thus cannot be separated by a
second order transition. This particular evolution is peculiar
to the mixtured considered in (29). For instance, the wave-
function proposed by Giamarchi and Lhuillier in Ref. 14 does
not display this behavior.
To gain some insights from what happens close to the phase
transition, we also measured the two order parameters: the AF
order parameter m defined by
m =
1
N
∑
r
(−1)r(nr↑ − nr↓) (30)
and the SC order parameter (24). The evolution of the order
parameters as function of x are presented in Figure 12. Let
us first discuss the evolution of the AF order parameter. Start-
ing from x large and negative, the magnetization steadily in-
creases from zero. It then displays a maximum at x = −0.06
and finally decreases back to zero for x large and positive. So
we find that the maximum of the magnetization does not cor-
respond to the pure SDW state but rather to the SDW state
with small additional BCS correlations. The study of the
superconducting order is also very interesting: 〈Φ〉 is maxi-
mum for large values of |x| and it vanishes at x = 0.0 as ex-
pected. But It also displays an unexpected local maximum at
x = −0.06. In the range −0.12 < x < 0, both superconduc-
tivity and magnetism are not competing but rather supporting
each other. Notice also that the state with x = −0.12 and
the pure SDW state share the same characteristics: they have
the same value of m and no BCS order at all. What does this
corresponds to in terms of the Hamiltonian? Turning back to
Fig. 10, we see that the maximum of both orders corresponds
to a potential with a short range repulsion and a long-range
attraction. However, It is hard to draw a clear conclusion on
this potential since the variation of the overlap δ is pretty large
near x = −0.06. Nonetheless, it appears that we can trust the
results on the potential for −0.04 ≤ x < 0 where the over-
lap is still large. As we already discussed, this corresponds to
a purely repulsive potential with a Hubbard term larger than
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in the pure SDW case. A more detailed investigation of this
phase could give interesting results on the possibility of hav-
ing BCS order with purely repulsive Hamiltonians.
V. CONCLUSION
In conclusion, although the question here posed of ground-
statability of a given wavefunction for a fixed kinetic energy
term is much harder to address in fermionic than in bosonic
systems, there are cases where it can be answered concretely,
and we gave examples in this paper. Considering exact re-
sults such as the Calogero-Sutherland wavefunction in 1D,
we were able with our method to recover the Hamiltonian
starting from the wavefunction. In 2D, we illustrated the
problem of groundstatability on the Guztwiller wavefunction,
where by slightly deforming the Fermi sea of a non-interacting
fermion system, one can go from the groundstate to an excited
state. Then, we analyzed several mean-field wavefunctions
with different types of superconductivity and antiferromag-
netism. These wavefunctions appeared to be groundstatable
as they can be obtained by a deformation of the Guztwiller
state without losing groundstatability in the process. Starting
from these wavefunctions, we obtained the potential for which
these states are the exact ground states, and we showed that the
two-body approximation to the potential appeared to be valid
in a broad range of parameter space. We found both short-
range and long-range interactions in the Hamiltonian. Finally,
we discussed the case of two non-trivial cases: the partially
projected Guztwiller wavefunction and a state with a mixture
of superconductivity and antiferromagnetism. In the latter, we
were able to find a Hamiltonian favoring both SC and AF at
the same time.
The approach we follow, of constructing the Hamiltonian
starting from the wavefunction and kinetic term, should be
useful in determining whether certain exotic states of matter
– for example non-Fermi liquids in two or higher dimensions,
and RVB states – are permitted in nature. Instead of guessing
Hamiltonians that would realize these states, one can algo-
rithmically determined the target Hamiltonian starting from a
wavefunction and local kinetic terms. Whether such states of
matter exist in nature translates into the question of whether
these wavefunctions are groundstatable or not.
We thank F. Alet and A. Sandvik for enlightening discus-
sions, and GENCI for allocation of CPU time. Simulations
used the ALPS libraries17.
APPENDIX A: BUILDING THE det [ϕ] MANY-BODY
WAVEFUNCTION FROM ONE PARTICLE
WAVEFUNCTIONS
It is possible to generalize the results in Refs.4,5 and write
many-body wavefunctions (built by creating particle pairs)
in terms of a determinant of a matrix built from functions
ϕ(R↑, R↓) of two variables, the positions R↑ and R↓ of up
and down particles. It is actually interesting to ask the reverse
question, and find out the conditions on a function ϕ(R↑, R↓)
so that the determinant of a matrix constructed from this func-
tion corresponds to a many-body wavefunction built by creat-
ing particles in pairs. The reason for addressing this question
is that one can then use such function ϕ(R↑, R↓) to contruct
interesting many-body states where different types of order
co-exist.
Consider the state
|Ψ〉 =
(∑
λ
φλ c
†
λ,↑ c
†
f(λ),↓
)N
|0〉 (A1)
whereN is the number of pairs, and |0〉 is the empty (vacuum)
state. The wavefunction is given by
〈{R↑l }, {R↓m}|Ψ〉 = det[φ] (A2)
where the N×N matrix [φ]lm ≡ ϕ
(
R
↑
l ,R
↓
m
)
, and the func-
tion ϕ is given in terms of the single particle wavefunctions of
the states created by c†λ,↑ and c
†
f(λ),↓ and labeled by λ:
ϕ(R↑,R↓) =
∑
λ
φλ α
↑
λ(R
↑) α↓
f(λ)(R
↓) . (A3)
Now, let us suppose that we want to start with a func-
tion ϕ(R↑,R↓), and determine how to decompose it in terms
of single particle wavefunctions α↑λ(R↑) and α
↓
f(λ)(R
↓) as
above. We will do this construction as follows.
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The positions R↑ and R↓ take values over the Ns lattice
sites Ra, a = 1, . . . , Ns. We can thus consider the function ϕ
as a Ns × Ns matrix ϕab ≡ ϕ(R↑ = Ra,R↓ = Rb). First,
note that the matrices ϕ†ϕ and ϕϕ† are hermitian and thus
diagonalizable:
ϕϕ† α↑λ = ελ α
↑
λ (A4)
ϕ†ϕ α↓λ = ελ α
↓
λ. (A5)
That the indices λ labeling the states and the eigenvalue are
common can be seen as follows:
ϕ† (ϕϕ†) α↑λ = ελ ϕ
† α↑λ (A6)
ϕ†ϕ (ϕ† α↑λ) = ελ (ϕ
† α↑λ). (A7)
and therefore (ϕ† α↑λ) is an eigenstate of ϕ†ϕ with eigenvalue
ελ. Indeed, we can actually pair up the eigenvalues of ϕ†ϕ
and ϕϕ†: α↓λ ∝ (ϕ† α↑λ) and α↑λ ∝ (ϕ α↓λ). More precisely,
we can write (ϕ† α↑λ) = φ∗λα
↓
λ and (ϕ α
↓
λ) = φλα
↑
λ, where|φλ|2 = ελ. (Notice that the phase of φλ can be removed by
choosing the overall phase of the eigenvectors.)
We can thus construct an operator
ϕˆ =
∑
λ
φλ |α↑λ〉〈α↓λ| , (A8)
from which we can write back the function ϕ(R↑,R↓) by
sandwiching ϕˆ between 〈R↑| and |R↓〉:
ϕ(R↑,R↓) =
∑
λ
φλ α
↑
λ(R
↑) α↓λ
∗
(R↓) . (A9)
What we now need is a symmetry α↓λ
∗
(R↓) = α↓
f(λ)(R
↓)
that enables us to identify Eq. (A3) with (A9).
Notice that if ϕ(R↑,R↓) is a real function, and if the spec-
trum of ϕ†ϕ is non degenerate, then its eigenvectors α↓λ are
necessarily real and one has α↓λ
∗
(R↓) = α↓λ(R
↓). So to get
a non trivial function f , it is important that all eigenvalues of
ϕ†ϕ are degenerate (except maybe at some particular point
where f(λ) = λ), and the corresponding eigenvectors reside
in an eigenspace Eλ of dimension 2. For real ϕ it is possi-
ble to write two orthonormal real eigenvectors in Eλ, which
can then be used as real and imaginary parts of new orthogo-
nal eigenvectors α↓λ and α
↓
λ
∗
. We then identify the conjugate
state α↓λ
∗ ≡ a↓
f(λ), where the pair λ, f(λ) labels the two states
in Eλ ≡ Ef(λ), completing the construction.
What do we need to make the spectrum of ϕ†ϕ degener-
ate? Suppose the function ϕ(R↑,R↓) has some symmetry.
For instance, in the case of the BCS and SDW wavefunc-
tions, one can check that ϕ(R↑,R↓) = ϕ(−R↑,−R↓) is
indeed a symmetry. This symmetry operation, in terms of
the matrix ϕ, is implemented through a Hermitian operator
P such that PϕP = ϕ, or equivalently [P, ϕ] = 0. It can be
trivially checked that [P, ϕ†] = 0 as well, and consequently
[P, ϕ†ϕ] = 0. Because P has two different eigenvalues ±1,
the eigenspaces Eλ have dimension 2, which is exactly what
we need to construct the corresponding f(λ) to a given λ with
α↓
f(λ) ≡ α↓λ
∗
. Therefore, under the conditions above, the
identification of Eq. (A3) with (A9) is complete.
Finally, notice that if one assembles a function from a
linear combination of two functions that satisfy the condi-
tions above (for example, a symmetry such as ϕ(R↑,R↓) =
ϕ(−R↑,−R↓) as in the BCS and SDW cases), then the re-
sulting function also satisfy the conditions. In particular, the
combination
ϕx(R
↑
l ,R
↓
m) = x ϕ
s
BCS
(R↑l −R↓m) + ϕSDW(R↑l ,R↓m).(A10)
does lead to a good fermionic wavefunction (built as in
Eq. (A2)); this type of wavefunction is the starting point to
the studies that we carried in section IV B 5.
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