An exact closure is obtained for the 8-moment model of semiconductors based on the maximum entropy principle.
Kinetic model
Semiconductors are characterized by a sizable energy gap between the valence and the conduction bands. The energy band structure of crystals can be obtained at the cost of intensive numerical calculations (and also semi-phenomenologically) by means of the quantum theory of solids. 1 The electrons, which mainly contribute to the charge transport, are those with energy near the lowest conduction band minima, each neighborhood being called valley. In silicon, which is the material we will deal with in this paper, there are six equivalent ellipsoidal valleys along the main crystallographic directions ∆ at about 85 % from the center of the first Brillouin zone, near the X points, which, for this reason, are termed as X-valleys.
In the derivation of macroscopic models, usually, the energy in each valley is represented by analytical approximations. Among these, the most common one is the Kane dispersion relation, which describes the energy E A of the A-valley, measured from the bottom of the valley E A , as
k A is the electron wave vector in the A-valley and k A its modulus, m * A is the effective electron mass in the A-valley and the reduced Planck constant. α A is the non parabolicity parameter. In the sequel, in order to simplify the notation, the valley index is omitted.
The electron velocity v (k) depends on the energy E by the quantum relation
Explicitly, we get in the Kane approximation of the dispersion relation
In the semiclassical kinetic approach the charge transport in semiconductors is described by the Boltzmann equation
where f (x, k, t) is the one electron distribution function and e the absolute value of the electron charge. In a multivalley description one has to consider a transport equation for each valley. The electric field E is calculated by solving the Poisson equation for the electric potential φ
N + and N − being the donor and acceptor density respectively (which depend only on the position) and n the electron number density n = f dk.
C[f ] represents the effects due to scattering of electrons with phonons, impurities and with other electrons. After a collision the electron can remain in the same valley (intravalley scattering) or be drawn into another valley (intervalley scattering).
a Hereafter summation over repeated indices is understood Under the assumption that the electron gas is dilute, the collision operator can be assumed in the linear form
For the sake of brevity, we will consider only electron-phonon scatterings which can be summarized as follows:
• In the elastic case
while for the inelastic scatterings
B is the phonon equilibrium distribution obeying the Bose-Einstein statistics and ω α the phonon energy.
The parameters that appear in the scattering rates can be expressed in terms of physical quantities characteristic of the considered material
where k B is the Boltzmann constant, T L the lattice temperature, Ξ d the deformation potential of acoustic phonons, ρ the mass density of the semiconductor, v s the sound velocity of the longitudinal acoustic mode, (D t K) α the deformation potential relative to the interaction with the α intervalley phonon and Z f α the number of final equivalent valleys for the considered intervalley scattering.
Moment equations
Macroscopic models are obtained by taking the moments of the Boltzmann transport equation. In principle, all the hierarchy of the moment equations should be retained, but for practical purposes it is necessary to truncate it at a suitable order N. Such a truncation introduces two main problems due to the fact that the number of unknowns exceeds that of the equations: i) the closure for higher order fluxes; ii) the closure for the production terms. As in gasdynamics, multiplying eq. (3) by a sufficiently regular function ψ(k) and integrating with respect to k, one gets the generic moment equation
the moment relative to the weight function ψ.
Various models employ different expressions of ψ(k) and numbers of moments.
The maximum entropy principle
The maximum entropy principle (hereafter MEP) leads to a systematic way for obtaining constitutive relations on the basis of information theory (see [3] [4] [5] [6] [7] [8] for a review).
According to the MEP if a given number of moments M A , A = 1, . . . , N , are known, the distribution function which can be used to evaluate the unknown moments of f , corresponds to the extremal, f M E , of the entropy functional under the constraints that it exactly yields the known moments
f M E is the least biased distribution, which can be used to estimate f , when only a finite number of moments of this latter are known.
Since the electrons interact with the phonons which describe the thermal vibrations of the ions placed at the points of the crystal lattice, in principle we should deal with a two component system (electrons and phonons). However, if one considers the phonon gas as a thermal bath at constant temperature T L , only the electron component of the entropy must be maximized. Moreover, by considering the electron gas as sufficiently dilute, one can take the expression of the entropy obtained as limiting case of that arising in the Fermi statistics, that is
If we introduce the Lagrangian multipliers Λ A , the problem of maximizing s under the constraints (10) is equivalent to maximizing
the Legendre transform of s, without constraints, so that the equation δs = 0 has to be solved. This gives
Since the latter relation must hold for arbitrary δf , it follows that
In order to get the dependence of the Λ A 's on the M A 's, one has to invert the constraints (10) . Then by taking the moments of f M E and C[f M E ], one finds the closure relations for the fluxes and the production terms appearing in the balance equations. On account of the analytical difficulties this, in general, can be achieved only with a numerical procedure. However, apart from the computational problems, the balance equations are now a closed set of partial differential equations and with standard considerations in extended thermodynamics 4 it is easy to show that they form a quasilinear hyperbolic system.
When the Kane dispersion relation is used, the solvability of the maximum entropy problem has been proved in. 
The 8-moments model
Let us consider the balance equations for the density, the velocity, the energy and the energy flux, which correspond to the kinetic variables 1, v, E, Ev
∂(nS
The macroscopic quantities involved in the balance equations are related to the one particle distribution function of electrons f (x, k, t) by the following definitions
f dk is the electron density,
f dk is the average electron energy,
dk is the flux of the energy flux,
dk is the velocity production,
dk is the energy production,
is the the energy flux production.
These moment equations do not constitute a set of closed relations because of the fluxes and production terms. Therefore constitutive assumptions must be prescribed.
If we assume as fundamental variables n, V i , W and S i , which have a direct physical interpretation, the closure problem consists of expressing This problem has been overcame in 10,11 upon the ansatz of small anisotropy for f M E since Monte Carlo simulations for electron transport in Si show that the anisotropy of f is small even far from equilibrium.
Here we will show that it is possible to invert the constraints (10) REMARK. The previous assumption is valid in the one dimensional case. In general it is not true. However, apart from the specific interest in semiconductor mathematical modeling, getting exact closure relations is itself of great interest in thermodynamical theories of non equilibrium and in particular gives relevant insights into the influence of the non linear terms.
Closure relations
The constraints (10) in the case under consideration explicitly read
where
λ, λ W , λ V and λ S being the Lagrangian multipliers relative to the density, energy, velocity and energy-flux respectively.
Thanks to the assumption (17),
ϑ being the angle between V and v. By expressing the elementary volume dk as
) is related to the density of states and d Ω is the element of solid angle, the constraints, after some algebra, become
where A(E) = (|λ V |+|λ S | E)|v| and V and S are the relevant component of V and S in the chosen frame (of course here time and position are frozen).
The previous relations define the fields n, V , W and S in terms of the Lagrangian multipliers apart from an integration with respect to E which can be efficiently performed with Gauss-Laguerre quadrature formulas.
Inserting f M E in the definition of fluxes one has
with
A
(E) .
Here U , F , G and H are the relevant components (that is those in the direction of |V |) of the tensors U ij , F ij , G ij and H ij , respectively, .
Similarly inserting f M E in the definition of the production terms, one has for the significant components in the case of elastic phonon scattering
and in the case of inelastic phonon scattering
Comparison of linear and nonlinear closure in the one dimensional bulk case
In the one dimensional homogenous problem the density equals the constant doping, while the balance equations of velocity, energy and energy-flux lead to the following system of ODEs
where the electric field E enters as a parameter. Once all the variables have been expressed in terms of the Lagrangian multipliers, the balance equations (35) -(37) can be rewritten as
with J 0 Jacobian matrix
.
As initial conditions we consider the equilibrium state
We recall that T L is considered as constant. In terms of Lagrangian multipliers the previous conditions read
For the evaluation of the integrals the Gauss-Laguerre formulas with weights e −x and √ x e −x have been adopted. A Runge-Kutta method has been used for the numerical integration of the evolution equations.
In fig. 1 we compare the drift velocity and average energy in bulk silicon versus the electric field, obtained by using respectively the approximated closure based on the small anisotropy ansatz (AM) and the exact closure presented in this paper (EM). As can be seen the results are remarkably different at high fields, moreover if they are compared with the Monte Carlo ones shown in K. Tomizawa 12 (p. 100, figure 3.11) together with the experimental data, it is possible to conclude that the results with the exact closure are considerably better. This shows that the anisotropy effects and the nonlinearity play an important role. 
