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Quantum entanglement and its main quantitative measures, the entanglement entropy and en-
tanglement negativity, play a central role in many body physics. An interesting twist arises when
the system considered has symmetries leading to conserved quantities: Recent studies introduced
a way to define, represent in field theory, calculate for 1+1D conformal systems, and measure, the
contribution of individual charge sectors to the entanglement measures between different parts of a
system in its ground state. In this paper, we apply these ideas to the time evolution of the charge-
resolved contributions to the entanglement entropy and negativity after a local quantum quench.
We employ conformal field theory techniques, the time-dependent density matrix renormalization
group algorithm, and exact solution in the noninteracting limit, finding good agreement between all
these methods.
I. INTRODUCTION
The discussion of entanglement started in the early
days of quantum mechanics by Einstein, Podolsky, and
Rosen1 as well as Schro¨dinger2, yet quantum entangle-
ment remains an active topic of research in several fields
of quantum theory 3–6, and specifically in quantum many
body systems7–9. Entanglement in many body systems
is used for elucidating their physics5,10–12, for under-
standing the limits of simulating quantum systems on a
classical computer13–16, and to characterize their utility
as a resource for various quantum information applica-
tions17–26.
In order to define the entanglement measures we study
in this paper, we introduce the density matrix (DM) for a
state |ψ〉, ρ = |ψ〉 〈ψ|. We also define the reduced density
matrix (RDM): For two subsystems A and B, and a pure
state |ψ〉 of the combined subsystems, the RDM is defined
to be ρA = TrBρ. In this case (pure state of the total
system), the basic measure for the entanglement of the
subsystem A with its environment B is the von Neumann
entanglement entropy (vNEE)27:
SA = −TrρA log(ρA). (1)
We also introduce the auxiliary Re´nyi entropies: The nth
Re´nyi entropy (RE) is defined to be:
S
(n)
A = Trρ
n
A. (2)
The REs obey SA = −∂nS(n)A |n→1. The REs are entan-
glement monotones, but they do not posses all the use-
ful properties that the vNEE does28. However, they are
easier to calculate, and can be measured experimentally
more easily29–40 (although a protocol for the measure-
ment of the spectrum of the RDM of a bosonic system
was proposed in Ref. 41).
When the total state of the two considered subsystems
is not pure, different entanglement measures are needed.
For two subsystems A1 and A2, coupled to an environ-
ment B, a popular entanglement measure is the entan-
glement negativity42:
NA1,A2 =
∣∣∣∣∣∣ρT2A1∪A2 ∣∣∣∣∣∣− 1
2
, (3)
where || · || denotes the trace norm, and the superscript
T2 stands for the partial transpose:
ρA =
∑
i,j,i′,j′
ci,j,i′,j′ |i〉A1 |j〉A2 〈i′|A1 〈j′|A2 →
ρT2A =
∑
i,j,i′,j′
ci,j,i′,j′ |i〉A1 |j′〉A2 〈i′|A1 〈j|A2 ,
where (|i〉A1 , |i′〉A1) and (|j〉A2 , |j′〉A2) are orthonormal
bases for subsystems A1 and A2 respectively. Here too
we define Re´nyi negativities (RNs):
N (n)A1,A2 = Tr
(
ρT2A1∪A2
)n
, (4)
which could be analytically continued from an even
integer n to yield the negativity, using
∣∣∣∣∣∣ρT2A1∪A2 ∣∣∣∣∣∣ =
limn→1/2N (2n)A1,A2 . While the RNs are not even entangle-
ment monotones (as opposed to the REs), they are still
useful indicators of entanglement since (like the REs),
they are experimentally measurable for both bosons43,44
and fermions40, and are easier to calculate.
We study a system that has some conserved charge Nˆ ,
that obeys NˆA + NˆB = Nˆ , for Nˆi the charge on sub-
system i, such as a spin component or particle number.
We assume that the state of the total system has some
fixed value of Nˆ , hence
[
ρ, Nˆ
]
= 0. Performing a par-
tial trace over the equation above, we get
[
ρA, NˆA
]
= 0.
This implies that the RDM is block diagonal, each block
corresponding to some eigenvalue of NˆA and denoted by
ρ
(NA)
A . This allows to define the charge resolved vNEE
and REs45–49:
SA(NA) = −Trρ(NA)A log ρ(NA)A ,
S
(n)
A (NA) = Tr
(
ρ
(NA)
A
)n
.
(5)
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FIG. 1. (a) Geometric representation of the RDM matrix element
〈
ψ(A)(x)
∣∣∣ ρA ∣∣∣ψ(A)′(x)〉 as an infinite Riemann sheet with
a slit corresponding to subsystem A, with the indicated boundary conditions on the fields. (b) Side and Front view of the
geometric representation of the Re´nyi entropy as a complex manifold composed of several copies of the RDM. (c) Inserting an
AB-flux α coupled to the charge Nˆ between the Riemann sheets. Particles living on subsystem A will acquire a phase α, while
particles living on the environment will not be affected by the flux, resulting in a phase NˆAα acquired by the system.
For the case of two subsystems coupled to an envi-
ronment, it is useful to define the charge imbalance:
Qˆ = NˆA1 − NˆT2A2 , since by simple algebra it can be shown
that
[
ρT2A , Q
]
= 0. Note that in a general Fock space,
NˆT2A2 = NˆA2 . We may then define the charge imbalance
resolved negativity and RNs43:
N (Q) =
∣∣∣∣∣∣∣∣(ρT2A )(Q)∣∣∣∣∣∣∣∣− 1
2
,
N (n)A1,A2(Q) = Tr
((
ρT2A
)(Q))n
.
(6)
By definition, S
(1)
A (NA) is the charge distribution in
subsystem A, and N (1)A1,A2(Q) is the charge imbalance
distribution, demonstrating an inherent relation between
entanglement and charge distribution. The charge re-
solved entanglement can be used as an instrument to
study entanglement properties and gain a better under-
standing of the charge block structure of the entangle-
ment spectrum. A particular interest in the relation
between charge distribution and entanglement has risen
for systems after a local quench: We prepare two sub-
systems A and B in the ground state, couple the two
subsystems at t = 0 and study the evolution of entan-
glement between them. In Ref. 50 a relation between
charge distribution (quantum noise) and the entangle-
ment has been derived for noninteracting fermions under-
going this type of quench, and motivated further study of
the relation between entanglement and charge distribu-
tion51–64. With the charge-resolved entanglement mea-
sures just discussed it becomes apparent that one should
not separately address the dynamics of charge and entan-
glement, but rather their combined measures. The goal
of this work is to addresses this question.
In this paper we combine the methods from Refs. 43
and 46 for calculating the time dependent charge-resolved
entanglement in 1+1D conformal field theory (CFT) sys-
tems. We compare them to exact results for the XX
model, as well as to time dependent density matrix renor-
malization group (tDMRG) results for the XXZ model
[Eq. (29)]. We get satisfying results for the dynamics
of the charge resolved vNEE. As for the charge imbal-
ance resolved negativity, the CFT results involve hard-
to-calculate conformal blocks, but we can still derive ap-
proximate expressions which qualitatively match the nu-
merical results.
The rest of the paper is organized as follows: In Sec.
II we present the theoretical background for the calcula-
tion of entanglement entropies and negativities for 1+1D
CFT, and extend this method for calculating the charge
resolved entanglement entropies and charge imbalance re-
solved negativities. We then use this method to calculate
the charge resolved vNEEs and imbalance resolved RNs
after a local quench. In Sec. III we compare the CFT pre-
dictions to numerical results for the XX and XXZ model.
We summarize our findings and outline future directions
in Sec. IV.
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FIG. 2. (a) A geometrical representation of the time dependent RDM element after a local quantum quench. A twist field
operator can be added to simulate the replica trick. (b) We map the cut plane from (a) to the right half plane using the
conformal transformation (10). (c) “Unfolding” of the system from the right half plane to the full plane, doubling the number
of operators.
II. CONFORMAL FIELD THEORY ANALYSIS
A. The Entanglement Entropy
We will first recap the calculation of the total REs
of a 1+1D CFT in the ground state and after a local
quench5, and then show how to generalize these tech-
niques to the charge-resolved REs. The calculation is
based on the replica trick. Space-imaginary time will be
represented by the complex plane, with z = x+ ivτ , with
v the velocity of excitations. Representing the DM as a
path integral, the RDM (when the total system is in its
ground state) is represented as a path integral over the
complex plane with a cut at τ = 0 at subsystem A’s co-
ordinates, different boundary conditions on which giving
different matrix elements of the RDM, see Fig 1a. Sewing
n copies of the RDM together one obtains the nth RE as
a path integral on an n-sheet Riemann surface, see Fig.
1b. The transition between the copies is effected by twist
field operators Tn and T˜n. Tn and T˜n transfer particles
from one copy to the next clockwise and counterclock-
wise, respectively. Hence, the RE is proportional to the
correlation function of these twist fields:
S
(n)
A ∝
〈
Tn(x = xA,L, τ = 0)T˜n(x = xA,R, τ = 0)
〉
, (7)
for x = xA,L and x = xA,R the ends of subsystem A
(taken as a single interval). The scaling dimension of the
twist fields is:
dn = d¯n =
c
24
(
n− n−1) , (8)
and the resulting RE and vNEE are:
S
(n)
A = Trρ
n
A = cn
(
LA
a
)−c(n−n−1)/6
,
SA =
c
3
log
LA
a
+ c′1,
(9)
where LA = |xA,L − xA,R| is the length of subsystem A,
a is a cutoff corresponding to, e.g., a lattice spacing, c is
the conformal central charge, and cn and c
′
1 are constants
that cannot be predicted using CFT.
Let us now go on to the time-dependent local quench
scenario. We prepare two identical systems in the ground
state, and at time t = 0 we couple them at one contact
point. For this time dependent case, the geometry rep-
resenting the RDM is slightly more complicated: The
two halves of the system are not connected before t = 0.
Upon analytical continuation to imaginary time, this is
expressed as slits in each sheet, parallel to the imaginary
time axis. The slits are separated by a small gap , which
serves as a convergence factor. This is shown in Fig. 2a.
We then use the conformal transformation5:
ω(z) =
z

+
√(z

)2
+ 1, (10)
which takes the Riemann sheet with the slits into the
right half plane, as demonstrated in Fig. 2b.
A system living on the right half plane has a bound-
ary on the imaginary time axis, and requires the use of
boundary CFT (BCFT)65: We separate our field into a
holomorphic part and an anti-holomorphic part, and “un-
fold” the anti-holomorphic part into the left half plane.
This also duplicates the operators in our system, turning
an n-point function into a 2n-point function, as demon-
strated in Fig. 2c. For an infinite system with one bound-
ary point between the systems A and B we are then left
with a two-point function for the composite twist fields.
The final result for the entanglement when A and B are
the two parts of the system brought together by the local
quench, is:
S
(n)
A (t) ∝
(
2 + (vt)2
a/2
)−c(n−n−1)/12
,
SA(t) =
c
3
log
vt
a
+ k0,
(11)
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FIG. 3. Exact results for the charge resolved entanglement of the XX model with site number L/a = 3200 sites. In (a) the
boundary between the subsystems A and B is the quench point, and in (b) the boundary is shifted by L/4a from the quench
point. In (c) we present the fit of the flux resolved 1st RE for some generic Jt = 195. Inset: Zoom-in on the region in which
the difference between the results for w1 = 0 and w1 6= 0 (defined in Eq. (19)) is noticeable for α close to −pi.
where the last equation applies for vt , and k0 a non-
universal constant.
For finite subsystems LA = LB = L/2, one may use
the following conformal transformation66:
ω(z) = coth
( pi
2L
) 1 + ζ(z)
1− ζ(z) ,
with ζ(z) =
√
sinh piL (z + )
sinh piL (z − )
.
(12)
Let us now move to the calculation of the charge-
resolved entropy in the ground state. In Ref. 46, the
twist fields are multiplied by a vertex operator V(α). For
a charge Nˆ related to an abelian U(1) symmetry, the ver-
tex operator is coupled to the charge such that a particle
going around V(α) will acquire a phase eiα. If the ver-
tex operators are placed at the edges of subsystem A, as
the twist fields are, the resulting correlation function will
give:
S
(n)
A (α) = Trρ
n
Ae
iNˆAα. (13)
We can think of this vertex operator as introducing a flux
α for the particles, and define the measure in (13) to be
the flux resolved RE, see Fig. 1c. A Fourier transform
will lead us to the charge resolved RE,
S
(n)
A (NA) =
∫ pi
−pi
dα
2pi
e−iNAαS(n)A (α). (14)
For a gapless interacting fermionic system described
as a Luttinger liquid67,68 living on the jth copy with a
bosonic field φj , the vertex operator can be chosen as
V = ei α2piφj , (15)
with a scaling dimension
d(V) =
K
2
(
α2
2pi
)
, (16)
where K is the Luttinger parameter (K < 1, K > 1, and
K = 1 corresponding, respectively, to repulsive, attrac-
tive, or no interaction between the fermions).
One may now derive an expression for the scaling func-
tion of the composite twist field 46:
dn(α) =
c(n− n−1)
24
+
d(V)
n
. (17)
This leads to Gaussian dependence of the charge-resolved
RE on the charge, provided ln(LA/a) 1:
S
(n)
A (NA)
∼= S(n)A (α = 0)
√
pin
2K lnLA/a
e
− pi
2n∆N2A
2K lnLA/a ,
(18)
where ∆NA = NA−
〈
NˆA
〉
,
〈
NˆA
〉
being the expectation
value of NˆA in the ground state.
These results could be extended to smaller subsystems.
We notice that the most general form for V is in fact:
V =
∞∑
m=−∞
w|m|e
i(α+2pim2pi )
2
φ, (19)
where m is integer and w|m| is the corresponding weight.
For a large enough LA, the zeroth order term (w|m| = 0
for m 6= 0) is sufficient, since its correlation function fea-
tures the slowest decay with subsystem size. In the time
dependent case (to be discussed shortly), we often find
it necessary to include the next order w1 6= 0, since its
contribution is becoming important for short times. For
the XX model studied below, the parameter w1 can be
5extracted for the ground state using similar methods to
those employed in Ref. 69. However, in the time depen-
dent case no such results are available, and we resort to
extracting w1 from a fit to our numerical results.
Having laid out all the necessary groundwork, we may
now derive our new results for the charge resolved en-
tropies following a local quench. Combining Eqs. (11),
(16) and (19), we find the following expression for the
dynamics of the flux resolved RE after a local quench:
S
(n)
A (α, t) = S
(n)
A (α = 0, t)×
∞∑
m=−∞
wm
(
(vt)2 + 2
a/2
)− c12 (n−n−1)−Kn (α+2pim2pi )2
.
(20)
Plugging this into Eq. (14) will give us the charge re-
solved RE. For a finite system as studied below, we use
the transformation (12) and get a prediction similar to
(20). For the case where the boundary between subsys-
tems A and B is moved from the quench point, we use
the same conformal transformation (12), but place the
twist fields away from the slits66. We do not write the
results explicitly here since they are too cumbersome.
B. The Entanglement Negativity
The replica trick for the negativity is derived in
Ref. 70. For two adjacent single-interval subsystems
A1 = [xA1,L, xA1,R], A2 = [xA1,R, xA2,R], twist field
operators are added at the three boundary points
xA1,L, xA1,R, xA2,R such that:
N (n)A1,A2 ∝
〈
Tn(xA1,L, 0)T˜ 2n (xA1,R, 0)Tn(xA2,R, 0)
〉
.
(21)
Calculating the negativity for the local quench case,
we are again forced to use BCFT and double the num-
ber of operators. We are left with calculating a 6-point
function. For a j-point function with j ≥ 4, the result
can be predicted by CFT only up to a nonuniversal func-
tion F71, which depends on the full operators content of
the studied theory. We thus restrict ourselves to limits
in which F is approximately constant. It is for this rea-
son that we do not study the case where A1 and A2 are
disjoint — following the arguments above, we will need
to calculate an 8-point function, for which the effect of
nonuniversal function F is expected to be even more sig-
nificant.
In Ref. 72 the RN after a local quench was found to
be:
N (n)A1,A2 =
∏
i
∣∣∣∣dωdz
∣∣∣∣di
zi
〈Tn(ω1)T˜ 2n (ω2)Tn(ω3)〉, (22)
where ω is defined in Eq. (10) or (12). The unfolded
6-point function was found to be:
〈Tn(ω1)T˜ 2n (ω2)Tn(ω3)〉 =
∏
i
1
|ωi − ω˜i|dn,i
ηd(2)n −2dn1,3
ηd
(2)
n
1,2 η
d
(2)
n
2,3
1/2 F ({ηj,k}) , (23)
where d
(2)
n is the scaling dimension of T 2n calculated in
Ref. 70, ω˜i = −ω∗i , ηi,j = (ωi−ωj)(ω˜i−ω˜j)(ω˜i−ωj)(ωi−ω˜j) , and dn,i = dn
for i = 1, 3 and dn,i = d
(2)
n for i = 2. F approaches a
constant value for vt l, vt = l+ 0+, and vt > l for two
identical subsystems LA1 = LA2 = l, which is the case
on which we focus here. We will only consider l  L,
and so neglect corrections due to boundary conditions.
The charge-imbalance resolved RNs are again obtained
from the flux resolved RNs,
N (n)A1,A2(α) = Tr((ρT2A )neiQˆα), (24)
N (n)A1,A2(Q) =
∫ pi
−pi
dα
2pi
N (n)A1,A2(α)e−iαQ. (25)
We obtain the flux resolved RNs by adding vertex oper-
ators at the boundaries between the subsystems43. The
additivity of the scaling dimensions, Eq. (17), results in
N (n)A1,A2(α)
N (n)A1,A2
∝ 〈V(α, xA1,L, 0)V(−2α, xA1,R, 0)V(α, xA2,R, 0)〉 .
(26)
We can now present our new results. Combining Eqs.
(10) and (26), and using the vertex operators correlation
function from Ref. 71, we obtain the flux resolved RN for
two adjacent systems with an infinite environment (we
present the expression for the simple case, w|m|>0 = 0)
N (n)A1,A2(α, t)
N (n)A1,A2(t)
=
∏
i,j
e
− αiαj
(2pi)2
ln(ω′i−ω′j), (27)
where i, j = 1 · · · 6 count the 6 positions of the ver-
tex operators, ω′i = ω1, ω2, ω3, ω˜1, ω˜2, ω˜3 and αi =
α,−2α, α,−α, 2α,−α, respectively. For the first order
in α (taking wm 6= 0 for m = ±1 in Eq. (19)), we get
N (n)A1,A2(α, t)
N (n)A1,A2(t)
=
∑
µ
∏
i,j
e
−α
(µ)
i
α
(µ)
j
(2pi)2
ln(ω′i−ω′j), (28)
where µ = 1 · · · 6 , and α(µ)i = αi + 2piδi,µ − 2piδi+3,µ.
6FIG. 4. (a, b, d, e) tDMRG results for the charge-resolved entanglement of the XXZ model with different values of ∆, for a
system with L/a = 256 sites. For comparison, exact diagonalization results for a system of the same size in the XX model are
presented in (c). In (f) we present the fit of the flux resolved 1st RE for a generic time Jt = 26. Inset: Zoom-in on the region
near α = −pi.
III. NUMERICAL RESULTS
A. Entanglement Entropy
The XXZ model. We compare our CFT predictions to
numerically obtained results for the XXZ spin chain,
H = J
∑
n
(
σ+n σ
−
n+1 + h.c. + ∆σ
z
nσ
z
n+1
)
, (29)
when σ+, σ−, σz are the Pauli matrices. Using the Jordan
Wigner tranformation73
σ+i = f
†
i ,
σ−i = fi,
σzi = 2f
†
i fi − 1,
ci = e
−ipi∑j<i f†j fjfi,
(30)
the XXZ model can be interpreted as a spinless fermionic
chain.
H =J
∑
n
(
c†ncn+1 + h.c.+
∆(2c†ncn − 1)(2c†n+1cn+1 − 1)
)
,
(31)
where the cn annihilation operators obey the fermionic
anti-commutation relations. The system is a gapless Lut-
tinger liquid for −1 < ∆ ≤ 1. Its Luttinger parameter
and velocity can be extracted from the Bethe ansatz74,
K =
pi
2 (pi − arccos ∆) ,
v =
2vF (pi − arccos ∆)
pi
.
(32)
We note that for lower values of ∆, corresponding to
higher values of K, the Gaussian distribution of the
charge resolved entanglement is expected to be wider,
and the effect of higher orders of α smaller, as can be
seen from Eq. (20).
For ∆ = 0 Eq. (31) describes spinless noninteracting
fermions, allowing an exact calculation of the entangle-
ment. Then, the entanglement Hamiltonian HˆA, defined
7FIG. 5. The first imbalance resolved RN. (a-d) tDMRG results for the XXZ model with different values of ∆ for L
a
= 256 and
LAi
a
= 64. (e) Exact results for a system with the same size as the tDMRG results for comparison. (f) The exactly solvable
XX model for a very large system (L
a
= 10, 000), for
LAi
a
= 1000. For t ≈ LAi
v
the conformal approximation is not applicable,
and these region were omitted. (g) A fit of the flux resolved first RN for for some generic Jt = 6 for the XXZ model with
∆ = −0.5. Inset: Zoom-in on the region near α = −pi.
as ρA = e
−HˆA , is quadratic. We follow Ref. 46 (based
on the method introduced in Ref. 75), and obtain exact
results for the entanglement entropies,
S
(n)
A =
∏
n
[
eiα(fl)
n + (1− fl)n
]
, (33)
where fl = 1/ (e
l + 1), and l are the eigenvalues of HˆA.
fl are the eigenvalues of the subsystem correlation ma-
trix Cij =
〈
c†i cj
〉
, i, j = 1 . . . LA, which can be obtained
exactly for the noninteracting case.
Results for the case in which the boundary point be-
tween A and B is the quench point are presented in Fig.
3a, and for the case when the boundary point is moved
away by x = l from the quench point in Fig. 3b. We use
open boundary conditions throughout. In all cases in this
study, a and w1 from Eq. (20) were used as fitting param-
eters. The entanglement is periodic in time, as predicted
by Eq. (12). This is the result of the entanglement being
carried by quasiparticles moving in velocity v, bumping
the ends of the system and coming back to the other
side66. In Fig. 3b, CFT predicts the entanglement to be
constant for mod (vt, L) < l or mod (vt, L) > L − l,
when these quasiparticles are allegedly outside of sub-
system A. The exact results present some tails in these
time regimes, which are caused by excitations moving in
a slower velocity than v, which are not accounted for by
CFT66. We present results both for the zeroth order case,
calculated from Eq. (20) with wm = 0 for m 6= 0, and for
the first order, in which w1 6= 0. The zeroth order seems
to be a satisfying approximation from Figs. 3a and 3b,
but as can be seen in Fig. 3c, it is insufficient for large
values of |α|.
For nonzero values of ∆, we compare the CFT pre-
diction to numerical results obtained by the tDMRG al-
gorithm15,76–79, employing the QSpace tensor library80.
The bond dimension was set to 1,024 and the truncation
error to 10−8 in all tDMRG runs for the entanglement
entropy (in practice the truncation error was 10−10 or
less). We used a second order Trotter approximation
with a timestep of ∆t = 10−2J−1. The extraction of the
charged resolved entanglement spectrum is natural in this
method, thanks to the block diagonal form of the MPS
matrices. In order to stay well within the CFT region,
we chose −0.5 ≤ ∆ ≤ 0.5. Results for several values of ∆
for open boundary conditions are plotted in Fig. 4. Here
too results for both w1 = 0 and w1 6= 0 are presented.
w1 = 0 appears to generally be a satisfactory fit, as in the
noninteracting case. We see oscillations in the numerical
data not predicted by CFT: These are oscillations due to
finite lattice spacing, which are absent in the CFT ap-
proximation and decrease for large t (which is why they
were not seen in Fig. 3, where the system length and
achievable timescales are much longer). We note that
the contribution of the corresponding spatial oscillations
8was calculated for the ground state case of the XX model
in Ref. 69, but these results are not straightforward to
extend to the current time-dependent case.
B. Entanglement Negativity
The numerical method for the exactly solvable XX
model is developed in Ref. 43 and based on the fact that
the partially transposed RDM is a sum of two Gaussian
matrices81,82: ρT2A =
∑
σ=±1 uσ
Oˆσ
TrOˆσ
, where uσ are coef-
ficients and Oˆσ = e
∑
ij c
†
iW
(σ)
ij cj , where the matrices W
(σ)
ij
can be extracted from the correlation matrix Cij defined
in the previous Subsection. In Ref. 43 it was shown that
for a quadratic operator Xˆ =
∑
ij c
†
iXijcj (such as the
charge imbalance Qˆ),
Tr
[
eiXˆ
(
ρT2A
)n]
=
∑
{σ}
u{σ} det
(
1 + eX
∏
i e
W (σi )∏
i(1 + e
W (σi))
)
,
(34)
where u{σ} =
∏
i uσi . Combining the equation above
with Eq. (24), which is of the form of the RHS of Eq.
(34), we can obtain the exact RNs for the XX model.
In this method, the only RNs that are numerically ac-
cessible are N (1)A1,A2 ,N
(2)
A1,A2
, and N (3)A1,A2 , since the matri-
ces in the denominator in Eq. (34) are almost singular,
and only for n ≤ 3 one can explicitly cancel the small
denominator against a corresponding factor in the nu-
merator. For nonzero values of ∆ we used the tDMRG
algorithm and extracted the spectrum of ρT2A following
the method described in Ref. 83. In this method all neg-
ativities are accessible, and we can use the block struc-
ture of the tensor-networks representation for extract-
ing the charge imbalance resolved negativities. However,
the dependence of the runtime on the bond dimension is
stronger for the extraction of the negativity as compared
to the entropy — for bond dimension D the extraction of
the entropy requires O(D3) actions, while the extraction
of the negativity requires O(D6) actions. Thus, we re-
duced the bond dimension to 256, leading to a truncation
error of ∼ 10−5.
By definition, N (1)A1,A2(Q) is simply the probability dis-
tribution of Q. However, it is worthwhile to fit it to the
CFT prediction. The reason is that for n = 1 we do not
apply any twist fields. In this case, our vertex operator
6-point function is just an ordinary free-boson 6-point
function, for which the nonuniversal function F should
be equal to unity71. Fig. 5 presents the fit to Eq. (28) for
the XX model for a very large system using the transfor-
mation (10), and for the interacting case (using tDMRG)
for a finite system using the transformation (12). The fits
are seen to work well in the current n = 1 case.
The second RN is by definition simply the second RE,
or purity, of A = A1 ∪ A2, as mentioned in Ref. 70. We
thus skip to the first non-trivial RN, N (3)A1,A2 . Fig. 6
presents comparisons of the CFT prediction to the ex-
(a)
(b)
FIG. 6. Comparison between numerical results (left) and CFT
predictions (right) for the third imbalance resolved RN. In
(a) the XX model results are presented for a large system
(L
a
= 10, 000), for
LAi
a
= 1000. (b) Results for the XXZ
model with ∆ = −0.5, for L
a
= 256 and l =
LAi
a
= 64.
act (∆ = 0) and tDMRG (∆ 6= 0) results. Here things
get complicated: It looks like the function F modifies
some of the qualitative behavior of the prediction as
well. We see that while the overall size and trends of
the charge-resolved negativities is generally correct for
vt l, the qualitative behavior is not always fully repro-
duced. We are left with the conclusion that the effect of
the non-universal contribution for the vertex operators
6-point function (imbalance-resolved RNs) has a more
pronounced effect than it does for the twist fields 6-point
function (total RNs), similarly to the static case72.
IV. CONCLUSIONS AND FUTURE OUTLOOK
We expanded the understanding of the charge-resolved
entanglement entropies, defined in Ref. 46, and charge-
imbalance-resolved entanglement negativities, defined
in Ref. 43, by studying for the first time the time-
dependence of these quantities following a local quench.
We started by analytically calculating the time depen-
dent charge resolved entanglement for 1+1D CFT: We
added flux-like vertex operators to the time dependent
replica trick following Ref. 46. We then compared the
prediction to exact results for the noninteracting XX
model, as well as tDMRG results for the critical range
9of the XXZ model.
The dependence of the flux-resolved entanglement on
the flux appears to be more complicated for smaller sys-
tems (whether the entire system is small in size, or just
time is short, making the effective length small), and we
needed to amend our expression by expanding the vertex
operator as in Eq. (19). However, the CFT predictions
for the vNEE agrees nicely with the numerical results for
Luttinger liquids, both with and without taking the full
expansion for the vertex operator.
For the charge imbalance resolved negativity, the time-
dependent calculation forced the use of boundary CFT.
In this case, high-order correlation functions appear,
which are non-universal. General CFT arguments are
sufficient for obtaining the qualitative behavior, but the
calculation of the full nonuniversal confromal block re-
mains an interesting question for the future.
Our results pave the way towards studying less trivial
1+1D conformal systems, such as those with non-abelian
symmetries46. It will also be interesting to study the be-
havior of charge resolved entanglement in non-CFT sys-
tems (e.g., topological ones 84–86) or conformal systems
of higher dimension. One possible motivation is that the
charge-resolved entanglement measures are much more
numerically accessible for high values of ∆NA or ∆Q
— these charge or charge imbalance sectors carry less
entanglement and hence their corresponding blocks in
ρA, ρ
T2
A respectively are smaller and easier to diagonal-
ize45. Thus, if the expected ∆NA or ∆Q is known, one
can use calculations in these smaller sectors to character-
ize all sectors.
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