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We propose a simple linear scaling expression in reciprocal space for evaluating the ion–electron
potential of crystalline solids. The expression replaces the long-range ion–electron potential with
an equivalent localized charge distribution and corresponding boundary conditions on the unit cell.
Given that no quadratic scaling structure factor is required—as used in traditional methods—the
expression shows inherent linear behavior, and is well suited to simulating large-scale systems within
orbital-free density functional theory. The scheme is implemented in the ATLAS software package
and benchmarked by using a solid Mg bcc lattice containing tens of thousands of atoms in the
unit cell. The test results show that the method can efficiently model large crystals with high
computational accuracy.
Ab initio modeling of materials has become routine in
recent years, largely due to the success of density func-
tional theory (DFT).1,2 However, DFT is limited to rela-
tively small systems (about 1000 atoms), and is inappro-
priate for modeling many atomistic processes—for exam-
ple fracture or the dynamics of dislocation interactions—
where realism is only achieved by considering millions of
atoms. Such large-scale simulations are beyond DFT,
and require a linear scaling quantum mechanics method.
The inherent quasi-linear scaling of orbital-free DFT
(OF-DFT) makes it the most promising theory for large-
scale simulations.3,4 In general, all the interaction terms
of OF-DFT have linear scaling except for the electrostatic
interaction term for periodic systems.5,6 The evaluation
of the electrostatic potential therefore is the bottleneck
in most OF-DFT programs.5,6
Generally, the electrostatic potential can be written as
the sum of ion–ion, electron–electron, and ion–electron
terms. In a periodic system, each of these terms di-
verges owing to the long-range 1/r nature of the Coulomb
interaction.7–10 Divergences that are conditional conver-
gences of extended lattice summations can be eliminated
by formulating the summations in terms of neutral den-
sities that are well localized in real/reciprocal space.11
The ion–ion term can be transformed to a standard
Ewald summation11 under periodic boundary conditions
(PBCs), which scales as O(M2), where M is the num-
ber of atoms in the system. Owing to the small pref-
actor of this term, the computational cost is acceptable
for OF-DFT calculations of large systems. The electron–
electron term can be convoluted in reciprocal space with
O(N lnN) scaling under PBCs, making its computa-
tional cost also acceptable for large-scale simulation.
However, the computational cost of the ion–electron po-
tential term of crystalline solids scales as O(N · M) in
reciprocal space owing to the evaluation of the structure
factor.5,6,12 Here N is the number of gridpoints. Given
that the number of gridpoints generally scales linearly
with the number of ions, the computational cost of the
ion–electron term is effectively O(N2) scaling. Note that
N is much larger than M . Therefore, the ion–electron
term dominates the computational time in OF-DFT cal-
culations for large systems.5,6,12
Two methods with much better scaling have been pro-
posed to calculate the ion–electron potential in recipro-
cal and real space. In reciprocal-space representation,
the mathematical trick was employed to significantly re-
duce the computational cost of calculating the structure
factor for large periodic systems.12 The method exhibits
linear scaling, and has been successfully applied to sys-
tems containing 1 million atoms in the simulated cell.12
In real space representation, a method has been proposed
to replace the infinite sum of the long-range Coulomb po-
tential by equivalent localized charge distributions and
PBCs. Given the localized charge distributions and the
boundary conditions, the summations of all the terms of
the electrostatic potential can be evaluated by solving
the corresponding Poisson equation.10
Note that the long-range Coulomb potential can be
represented as localized “ion charge” and the corre-
sponding boundary conditions in the real-space based
method.10 Based on this fact, we propose an alterna-
tive linear scaling scheme to evaluate the ion–electron
potential term of crystalline solids in reciprocal space.
Our method can avoid calculation of the structure fac-
tor, and thus the method exhibits much better scal-
ing. In the pseudopotential approximation, the total
ion–electron potential Vi−e of a crystal can be expressed
in real space Vi−e(r) or reciprocal space Vi−e(G). Note
that Vi−e(r) can be simply evaluated by Vi−e(G) with
the fast Fourier transform (FFT), which is an O(N lnN)
operation.13 Therefore, we focus on the expression of
ion–electron potential only in reciprocal space. For a
given periodic system with n atomic species, the total
ion–electron potential Vi−e can be expressed in recipro-
cal space as6,14
Vi−e(G) =
1
Ω
n∑
k=1
Sk(G)V kloc(G), (1)
where Ω is the volume of the unit cell, V kloc is ionic pseu-
dopotential, and the structure factor of the kth atomic
species Sk(G) is given as
Sk(G) =
nk∑
j=1
exp(iG · rk,j), (2)
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FIG. 1. Local pseudopotential and the corresponding local-
ized ionic charge density.
where nk and rk,j are the number of atoms and the posi-
tion of the jth atom of kth atomic species, respectively.
The term G is determined by the primitive vectors of re-
ciprocal space bi (i.e., G = n1b1+n2b2+n3b3, where ni
are integers). The evaluation of the structure factor in
this expression scales as O(N ·M) instead of O(N).
The local ionic potential of the kth atomic species
V kloc(r) can be represented by the localized charge den-
sity ρk(r), which can be used to reproduce the equivalent
long-range ionic potential. The charge density, ρk(r), is
only localized within the cutoff radius, rkc . Fig. 1 shows
a typical local ionic pseudopotential and the correspond-
ing localized ionic charge density of Mg, in which the
cutoff radius is 2.6 a.u. The spherical symmetry makes
the localized charge density
ρk(r) =
1
4pi
(
2
r
∂
∂r
+
∂2
∂r2
)
V kloc(r). (3)
To eliminate the evaluation of the structure factor, the
total long-range ion–electron potential Vi−e(G) can be
obtained by the total ionic charge density, ρI(r), and
the corresponding PBCs. The total ionic charge density
can be estimated by summation of all the localized ionic
charge density in unit cell.
ρI(r) =
n∑
k=1
nk∑
j=1
ρk(Rk,j) (4)
Here, Rk,j = |r − rk,j |. In principle, ρI(r) can be used
to evaluate the total ion–electron potential in real space
Vi−e(r) by solving a Poisson equation with the PBCs.
However, the most convenient way to obtain the ion-
electron potential is in reciprocal-space by
Vi−e(G) =


4piρI(G)
|G|2
(G 6= 0)
Vi−e(G) (G = 0),
(5)
where ρI(G) can be obtained by the FFT
ρI(G) = FFT (ρI(r)). (6)
Just as in the conventional reciprocal method,5,6,14 our
method also shows the divergent problem for evaluat-
ing ion–electron energy for a charge-neutral periodic sys-
tem. The problem can be neglected, because the sin-
gularity at G = 0 is canceled exactly by similar diver-
gences in other electrostatic-interaction terms (the ion–
ion and electron–electron interactions) in the reciprocal-
space representation.5,6,14 The same technique used in
the conventional reciprocal method is employed in our
scheme. Particularly, the Vi−e(G = 0) term in Eq. (1)
can be expressed in reciprocal space as
Vi−e(G = 0) =
1
Ω
n∑
k=1
Sk(G = 0)V kloc(G = 0),
=
1
Ω
n∑
k=1
NkatomV
k
loc(G = 0), (7)
where Nkatom and V
k
loc(G = 0) are the number of atoms
and the local ionic potential of the kth atomic species,
respectively. Note that only the difference between the
pseudopotenial and the pure Coulomb potential is con-
sidered to evaluate the local ionic potential V kloc at G = 0.
Therefore, the local ionic potential, V kloc at G = 0, can
be estimated by
V kloc(G = 0) = 4pi
∫ ∞
0
(
V kloc(r) − (−
Zk
r
)
)
r2dr, (8)
where V kloc(r) and Zk are the local pseudopotential and
the number of the valence electrons of the kth atomic
species, respectively. Because
V kloc(r) = −
Zk
r
(r > rkc ), (9)
the local ionic potential V kloc at G = 0 can be rewritten
as
V kloc(G = 0) = 4pi
∫ rk
c
0
(
V kloc(r) +
Zk
r
)
r2dr. (10)
Therefore, Vi−e(G) can be determined by Eqs. (5) and
(7).
The detailed processes for evaluating Vi−e(G) are sum-
marized as follows.
i) Evaluate ρk(r) and V
k
loc(G = 0) via Eqs.(3) and (10),
and store them in peudopotential files before OF-DFT
calculations.
ii) Estimate the total ionic charge density, ρI(r), by
Eq. (6) with known ρk(r) and structural information.
iii) Calculate Vi−e(G = 0) and Vi−e(G 6= 0) by Eq. (7)
with V kloc(G = 0) and Eq. (5) with ρI(r), respectively.
Once Vi−e(G) is known, the ion–electron potential in
real space, Vi−e(r), can be obtained by an inverse FFT
Vi−e(r) = FFT
′(Vi−e(G)). (11)
To verify the equivalence of the present scheme to
the conventional reciprocal-space method, we coded it
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FIG. 2. Convergence of the total energy of bulk bbc Mg versus
the mesh grid gap.
in Ab initio orbiTaL-free density functionAl theory Soft-
ware (ATLAS)6 and benchmarked it with bulk Mg with a
body-centered cubic (bcc) lattice. The TF+λvW kinetic
energy density functional and the local density approxi-
mation exchange–correlation functional parametrized by
Perdew and Zunger15 are used. The local pseudopoten-
tial of Mg is constructed by our OEPP scheme16, which
considers a valence electronic configuration of 3s13p1.
The core cutoff radius of Mg is set as 2.6 a.u.16 The
ion–ion energy is calculated via Ewald summation.11
Fig. 2 shows that the fourth-order finite-difference ex-
pansion and a grid spacing of 0.17 A˚ are sufficient to
converge the total energy to well within 1 meV/atom.
Therefore, these settings are employed in all the follow-
ing calculations. Note that a time-saving double-grid
technique17 is adopted to accurately estimate the total
localized ionic charge density for each grid in the unit
cell by each ionic localized charge density, which is stored
in peudopotential files. The dense grid-spacing is set as
hdensα = hα/2, and hα(α = x, y, and z) is the coarse grid-
spacing. Ninth-order Lagrangian interpolation is used to
obtain the charge density of the coarse grid.
To validate the new scheme, we compare its calculation
of an ion–electron potential interaction with that of an
exact conventional method. The resulting contour plots
(Fig. 3) show negligible difference in the ion–electron po-
tential of bcc Mg on the (001) and (110) planes calculated
by the two methods, demonstrating the accuracy of the
new scheme relative to an exact conventional method.
The performance of our approach is illustrated through
its calculation of the ion–electron potential of bulk bcc
Mg supercells containing different numbers of atoms (up
to 12,000 atoms). The total calculations times of both
the conventional method and the new method are shown
in Fig. 4. Note the better computational efficiency of the
new approach and its approximately linear scaling with
(a)
(b)
FIG. 3. Contour plots of ion–electron potential calculated
based on the new method (red solid line) and the conventional
method (blue dotted line). (a) (001) and (b) (011) planes of
Mg with 2× 2× 2 bcc unit cells.
system size with a small prefactor due to the advantage
of FFT. In particular, the computational time required
for an Mg supercell containing 12,000 atoms is decreased
substantially from ∼18,000 s for the conventional method
to ∼316 s for the new scheme.
Within this scheme, the computational efficiency of
ATLAS6 is tested further on supercell Mg with a sin-
gle processor. The total time and its contributions from
the time to calculate the ion–electron term and all other
terms throughout the electron density optimizations are
presented in Fig. 5 for systems containing 100 to 12,000
atoms. All terms show approximately linear scaling as
the number of atoms increases owing to the linear scal-
ing method used to calculate the ion–electron potential
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FIG. 4. Total time (wall time) to calculate the ion–electron
potential term for different numbers of atoms with the con-
ventional method (black line) and the new method (red line).
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FIG. 5. Total time (wall time) using the new method with
ATLAS to calculate the total energy during electron-density
optimization for systems of 100 to 12,000 atoms in a simulated
bcc Mg cell. The total time (blue line) is shown as the sum
of the times for the ion–electron potential term (red line) and
for all other potential and energy terms (green line).
term. The proportion of time spent calculating the ion–
electron term is trivial, and does not dominate the to-
tal computational time within the new scheme. In this
regard, our new scheme can greatly improve the compu-
tational efficiency of ATLAS the software, and could be
applied to large-scale OF-DFT simulations.
In summary, an alternative simple expression for cal-
culating the ion–electron potential of crystalline solids is
proposed. Because the expression does not require evalu-
ation of the structure factor for periodic systems, our ap-
proach shows linear scaling and can effectively overcome
the limitation of high computational cost of conventional
approaches. Therefore, it is well suited to simulating
large-scale systems within OF-DFT. The method is im-
plemented in ATLAS software and benchmarked using
bcc Mg containing large numbers of atoms per unit cell
(up to 12,000 atoms). The results show that our method
can achieve high computational accuracy and efficiency.
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