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Training multi-layer perceptron (MLP) is non-trivial due to its
non-linear nature and the presence of large number of local optima.
Meta-heuristic algorithms may solve this problem efficiently. In this
paper, we investigate the use of glowworm swarm optimisation
(GSO) algorithm in training the MLP neural network. The GSO
based trainer is evaluated on five classification datasets, namely
Wisconsin breast cancer, BUPA liver disorders, vertebral column,
exclusive OR (XOR) and balloons. The evaluations are conducted
by comparing the proposed trainer with four other meta-heuristics,
namely biogeography-based optimisation (BBO), genetic algorithm
(GA), bat (BAT) and multi-verse optimiser (MVO) algorithms. The
results show that our proposed trainer achieves better classification
accuracy rate in most datasets compared to the other algorithms.
CCS CONCEPTS
• Computing methodologies → Neural networks; • Theory
of computation→ Bio-inspired optimization;
KEYWORDS
Multi-layer perceptrons; neural network; glowworm swarm opti-
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1 INTRODUCTION
Multi-layer perceptron (MLP) is a type of feed-forward artificial
neural networks (ANNs) [32]. In machine learning algorithms, the
training process is an important step and it can affect the per-
formance of the neural networks. The purpose of training MLP
networks is to find the best set of connection weights to minimise
the prediction (classification or approximation) error. Gradient-
based algorithms such as back-propagation (BP) are considered to
be a conventional choice for MLP training process [17]. However,
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for complex problems, gradient-based algorithms suffer from high
dependency on the initial solution, high probability of local optima
stagnation [13] [21], and slow convergence [9].
The drawbacks of gradient-based algorithms in training MLP
networks motivate researchers to turn to different meta-heuristic
algorithms as an alternative to gradient-based algorithms for train-
ing MLP networks. In addition, it has been validated by the no free
lunch (NFL) theorem that there is no heuristic algorithm that is
able to solve all optimisation problems [33] [15].
Glowworm swarm optimisation (GSO) was introduced by Krish-
nan and Ghose in 2006 [20] and is inspired by the social behaviour
of glowworm. It is based on a swarm of glowwormsmoving through
search space and communicating with each other in order to deter-
mine a search direction. GSO has fewer parameters to tune, which
makes it easier to implement. This paper will apply GSO to train
an MLP network, i.e., to optimise connection weights and biases.
The remainder of this paper is arranged as follows. Section 2
presents literature review on training MLPs using meta-heuristic
algorithms. A brief preliminary on MLP and GSO is given in Section
3. Section 4 puts forward GSO-based MLP training. Experimental
evaluations are discussed in section 5. Finally, Section 6 draws
conclusion and sets future work.
2 LITERATURE REVIEW
Existing studies on meta-heuristic algorithms for training MLPs can
be divided into two categories. (i) To find an appropriate structure
or adjust the parameters for an MLP in a specific problem and (ii) to
optimiseweights and biases that provide theminimum classification
error for an MLP.
2.1 Optimising Structure and Parameters
GA was employed to define the structure of ANN and to tune the
parameters of an ANN [29] [22]. Particle swarm optimisation (PSO)
was employed to define the structure of MLP [37]. In [6], simulated
annealing (SA) was combined with BP for optimising MLP structure
and adjusting its connection weights. It’s showed that the SA based
trainer can build an MLP with sufficient number of hidden neurons
that satisfy performance. In addition, its performance was better
than the GA for the same purpose.
In [39], a hybrid approach combining SA, tabu search (TS), GA
and BP, called GaTSa, was proposed to optimise the structure and
weights of the MLPs. GaTSa trainer can add new neurons in the
structure based on GA, escape from local minima (SA feature) and
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achieve fast convergence by the evaluation of a set of solutions (TS
feature). It’s showed that GaTSa outperforms the other methods
for most problems.
In [38], cat swarm optimisation (CSO) algorithm and optimal
brain damage (OBD) pruning technique were used to simultane-
ously optimise the connection weights and MLP structure. CSO
optimiser trains MLP to learn the input-output relationships of a
given problem and then uses the OBD pruning method to generate
an optimal network structure. It’s showed that a CSO optimiser
with OBD pruning algorithm was able to generate an optimal set
of connection weights and MLP structure for all datasets with low
training error and high classification accuracy.
2.2 Optimising Weights and Biases
Meta-heuristic algorithms have been widely applied for optimising
weights and biases of MLPs. GA is one of the first meta-heuristics
used to train MLPs network [30]. Optimising weights and biases of
MLPs for classification problems has been done by using artificial
bee colony (ABC) [31], artificial fish swarm (AFS) [14], magnetic
optimisation algorithm (MOA) [27], cuckoo search (CS) [18], firefly
algorithm (FA) [8] [5], BBO [26], grey wolf optimiser (GWO) [23],
chaotic shark smell optimisation (CSSO) [1], moth-flame optimiser
(MFO) [35], social spider optimisation (SSO) [28], MVO [11], whale
optimisation algorithm (WOA) [4] and symbiotic organisms search
(SOS) [34].
Hybrid algorithms to enhance the weights and biases of MLP
have also been proposed and evaluated. In [24], a hybrid of PSO
and gravitational search algorithm (GSA) was employed to train
MLP network in order to address the problems of trapping in lo-
cal minima and slow convergence rate. It’s showed that PSOGSA
outperforms both PSO and GSA for training MLPs in terms of
converging speed and local minima avoidance and it has better
accuracy than GSA. In [10], improved monarch butterfly optimisa-
tion (IMBO) algorithm was employed to search for the connection
weights and biases that minimise the prediction error of the net-
work. It’s showed that IMBO improves the training of MLPs. IMBO
provided fast convergence compared to other meta-heuristic al-
gorithms in most of the datasets. In addition, it achieved better
accuracy rates than most of other algorithms.
Using meta-heuristic algorithms for training different types of
neural networks was investigated in [19]. Three types of neural
networks were trained by using the modified PSO (MPSO) to im-
prove the classification performance. It’s showed that the MPSO




A MLP network starts with an input layer followed by hidden
layers and ends with an output layer. Hidden layers provide the
computational processing in the network to produce the network
outputs. Figure 1 illustrates an example of MLP with one hidden
layer. The connections between the layers are called weightsW ,
which are normally defined between 0 and 1. The output value of
each neuron in each layer is calculated in two stages as below.
Figure 1: MLP structure withm inputs, one hidden layer and
n outputs.
In the first stage, the weighted summation of the input values is
calculated as below:
∀l ∈ {1, 2, ..., j},hl =
m∑
i=1
Wil Ii + βl (1)
where Ii is the input variable i ,Wil is the connection weight
between Ii and the hidden neuron l ,m is the total number of inputs
and βl is the bias of the lth hidden neuron.
In the second stage, the output value of each neuron in the
hidden layer is calculated based on a weighted summation using
an activation function, e.g. the sigmoid activation function, to map
the hidden layer to output values. That is,
∀l ∈ {1, 2, ..., j},Hl = siдmoid (hl ) = 11 + e−hl (2)
The final output of the network is calculated as below:
∀k ∈ {1, 2, ...,n},ok =
j∑
l=1
WlkHl + βk (3)
∀k ∈ {1, 2, ...,n},Ok = siдmoid (ok ) = 11 + e−ok (4)
whereWlk is the connection weight between the lth hidden neuron
and the kth output neuron. βk is the bias of the kth hidden neuron.
3.2 Glowworm Swarm Optimisation
GSO is based on the behaviour of glowworms. A glowworm that
produces more light (high luciferin) means that it is closer to an
actual position and has a high objective function value. A GSO algo-
rithm comprises four phases, i.e., initialisation, luciferin updating,
moving and local radial range updating. The GSO algorithm can
be formulated as in Algorithm 1 [2] [3]. GSO algorithm starts by
positioning glowworms randomly in the search space and all the
glowworms contain an equal quantity of luciferin. Each glowworm
y converts the objective function value f (xy (t + 1)) at its current
location xy (t ) to a luciferin value ℓy (t + 1) by using the formula
below.
ℓy (t + 1) = (1 − p)ly (t ) + γ f (xy (t + 1)) (5)
where ℓy (t ) is the luciferin value of glowworm y at time t , p is
the luciferin decay coefficient (0 < p < 1) and γ is the luciferin
enhancement coefficient.
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Algorithm 1: GSO: Glowworm Swarm Optimisation
1 Initialise parameters β , p, s , zt
2 ∀y , set ℓy (0) = ℓ0
3 ∀y , set γyd (0) = γ0
4 while termination condition not met do
5 for y ∈m do
6 ℓy (t + 1) = (1 − p)ℓy (t ) + γ f (xy (t + 1))
7 Zy (t ) = {z : | |xz (t ) − xy (t ) | | ≤ γyd (t ); ℓy (t ) < ℓz (t )}
8 for each z ∈ Zy (t ) do
9 pyz (t ) =
ℓz (t )−ℓy (t )∑
w∈Zy (t ) ℓw (t )−ℓy (t )
10 xy (t + 1) = xy (t ) + s
(
xz (t )−xy (t )




d (t + 1) = min{γs ,max{0,γ
y
d (t ) + β (zt − |Zy (t ) |)}}
12 t = t + 1
13 return Optimal Solution
Then, each glowworm chooses to move toward one of its neigh-
bours z , using probability, that has a higher luciferin value within
the local radial range γd .
Zy (t ) = {z : | |xz (t ) − xy (t ) | | ≤ γyd (t ); ℓy < ℓz (t )} (6)
where Zy (t ) is the neighbour set, z is the index of glowworm close
to y, xz (t ) and xy (t ) are locations of glowworm z and glowworm
y, respectively, ℓy (t ) and ℓz (t ) are luciferin values for glowworm y
and glowworm z, respectively. | |x | | is the Euclidean norm of x , and
γ
y
d (t ) represents the local radial range.
pyz (t ) =
ℓz (t ) − ℓy (t )∑
s ∈Zy (t ) ℓw (t ) − ℓy (t )
(7)
wherepyz (t ) is the probability of glowwormymoving to glowworm
z.
xy (t + 1) = xy (t ) + s
(
xz (t ) − xy (t )
| |xz (t ) − xy (t ) | |
)
(8)
where xy (t + 1) and xy (t ) are the new and current locations of
glowworm, respectively and s is the size of moving step.
Finally, the local radial range γyd is updated as below in order to
formulate the neighbour set.
γ
y
d (t + 1) = min{γs ,max{0,γ
y
d (t ) + β (zt − |Zy (t ) |)}} (9)
where β is the change rate of the neighbourhood range.
4 GSO-BASED MLPS TRAINING
This section puts forward the process of using GSO algorithm as a
trainer for MLP network of one hidden layer. The MLP with initial
settings is employed first to obtain the initial solution and then
GSO optimises the weights and biases to minimise the classification
error rate of the MLP. Two aspects have been taken into account
when designing the approach: (i) the encoding scheme of the search
agents in the GSO and (ii) the fitness function.
Figure 2: Flowchart of the GSO-MLP approach.
(1) Encoding Scheme: Each glowworm (individual) in GSO is
encoded as a vector of real numbers in the range [0, 1] to
represent a candidate MLP network. Vectors include three
parts: the connection weights between the input layer and
the hidden layer, the connection weights between the hidden
layer and the output layer and the biases. The dimension
D of the problem (the length of each vector equals the to-
tal number of weights and biases in the network) can be
calculated as shown below.
D = (m ∗ j ) + (2 ∗ j ) + j (10)
wherem represents the number of input variables (features)
in the dataset, j is the number of neurons in the hidden layer.
(2) Fitness Function: Each glowworm is evaluated according
to its fitness. This evaluation is done by passing the vec-
tor of weights and biases to MLP; then the MSE criterion is
calculated based on the difference between the actual and
predicted values by the generated agents (MLPs) for all train-
ing instances. After the maximum number of iterations is
met, the optimal solution is finally achieved, which is re-
garded as the weights and biases of a MLP network. The aim







k − dtk )2
T
(11)
where T is the total number of instances in the training
dataset, n is the total number of outputs, otk is the actual
output of the kth input when the t th training instance is
used and dtk is the desired output of the k
th input when the
t th training instance is used.
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Table 1: Description of Datasets
Dataset #Instances #Training instances #Test instances #Features MLP structure
Wisconsin breast cancer 699 461 238 8 8-17-1
BUPA liver disorders 345 227 118 6 6-13-1
Vertebral column 310 204 106 6 6-13-1
3-bit XOR 16 16 16 3 3-7-1
Balloons 20 20 20 4 4-9-1
Figure 2 shows the flowchart of GSO based trainer. The process of
the GSO algorithm for training theMLP network can be summarised
in the following steps:
Step 1. A pre-defined number of glowworms are randomly ini-
tialised. Each glowworm represents a candidate MLP network.
Step 2. The MLP network is evaluated using a fitness function
(MSE).
Step 3. The luciferin of glowworm is updated.
Step 4. Each glowworm moves to the neighbour glowworm.
Step 5. The local range of glowworm is updated.
Step 6. Steps 3 to 5 are repeated until the maximum number of
iterations is reached. Finally, the MLP network with the minimum
MSE value is validated on test dataset.
5 EXPERIMENTAL EVALUATIONS
5.1 Datasets
The efficiency of the GSO algorithm for training an MLP network
is tested on five datasets. Datasets are obtained from the university
of California at Irvine (UCI) machine learning repository [7]. The
datasets are listed in Table 1. Each dataset is divided into two parts:
66% of the dataset is used as training data and the remaining 34%
is used as testing data [27] [24] [26] [23] [28] [11] [4] [10]. The
results are compared to four meta-heuristics algorithms namely,
biogeography-based optimisation (BBO), genetic algorithm (GA)
[16], bat (BAT) [36] and multi-verse optimiser (MVO) [25] algo-
rithms.
Wisconsin Breast Cancer. The dataset has 699 instances, 599 train-
ing instances and 100 test instances. Each instance represents a
patient that had undergone surgery for breast cancer. It has 8 fea-
tures and the output is equal to 0 for benign or 1 for malignant
cancers.
BUPA Liver Disorders. The dataset has 345 instances, 227 training
instances and 118 test instances. It includes 6 features and the output
is equal to 1 in case of a positive test for the liver disorder or 0 in a
negative test.
Vertebral Column. The dataset has 310 instances, 204 training
instances and 106 test instances. It consists of 6 features used to
classify orthopaedic patients into two classes (normal or abnormal).
Exclusive-OR (XOR). The N-bit XOR problem is a non-linear
classification problem. 3-bits XOR mapping three binary inputs to
a single binary output. The problem is to recognise the number
of 1 in the input vector. The XOR output should be equal 1 if the
input vector contains an odd number of ’1’s. Otherwise, if the input
vector contains an even number of ’1’s, the output will be 0.
Table 2: Parameter Settings
Algorithm Parameter Value
GSO Luciferin decay coefficient 0.4
Luciferin enhancement coefficient 0.6
Rate of the neighbourhood range 0.08
No. of neighbours 5
Step size of moving 0.3
Initial luciferin 5
BBO Mutation probability 0.05
Number of elites 2






MVO Travelling distance rate [1, 0.2]
Exploitation accuracy 6
Balloons. This dataset is based on different conditions of an
experiment in blowing up a balloon. It has 16 instances with 4
features. The dataset output is a binary number indicates whether
the balloon is inflated or not.
5.2 Algorithm Setup
For all experiments, we used Python to implement the proposed
GSO, BBO and GA trainers. For BAT and MVO algorithms, we mod-
ified EvoloPy open source [12]. All experiments are executed for 10
different runs to minimise the influence of random effects and to en-
sure that the results are statistically acceptable. Four meta-heuristic
algorithms, including BBO, GA, BAT and MVO are presented for
comparison. The parameter settings for all algorithms are shown
in Table 2.
The number of inputs is equal to the number of features of each
dataset and the number of outputs is equal to the number of classes.
One hidden layer is considered. There is no rule to determine the
optimal number of neurons. In our experiments we follow the
method in the literature [27] [24] [26] [23] [28] [11] [4] [10]. That
is, the number of neurons in the hidden layer is 2 ∗m + 1, where
m is the number of inputs (features) in the datasets. Therefore, the
resulted MLP structure for each dataset is illustrated in the last
column in Table 1. The population size of all datasets is 50 and the
maximum number of iterations is 200.
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Table 3: MSE of Algorithms over Datasets
Dataset BBO-MLP GA-MLP BAT-MLP MVO-MLP GSO-MLP
Wisconsin breast cancer AVG 0.0386 0.0345 0.0658 0.0430 0.0400
STD 0.0009 0.0016 0.0277 0.0034 0.0007
BST 0.0369 0.0325 0.0346 0.0358 0.0393
BUPA liver disorders AVG 0.4137 0.3921 0.2126 0.2161 0.2082
STD 0.0664 0.0285 0.0188 0.0060 0.0056
BST 0.3348 0.3392 0.1988 0.2074 0.1966
Vertebral column AVG 0.3225 0.2186 0.1584 0.1565 0.1457
STD 0.0187 0.0246 0.0275 0.0067 0.0054
BST 0.2941 0.1863 0.1266 0.1457 0.1379
3-bits XOR AVG 0.3500 0.2500 0.1478 0.2206 0.0381
STD 0.1149 0 0.1111 0.0188 0.0371
BST 0.2500 0.2500 0.0048 0.1828 0.0014
Balloons AVG 0.1950 0 0.1870 0.0530 0.0167
STD 0.1343 0 0.0820 0.0099 0.0089
BST 0 0 0.0049 0.0384 0.0040
Table 4: Classification Accuracy of Algorithms over Datasets
Dataset BBO-MLP GA-MLP BAT-MLP MVO-MLP GSO-MLP
Wisconsin breast cancer AVG 97.5% 97.3% 64.5% 96.9% 97.2%
STD 0.0052 0.0093 0.3301 0.0060 0.0052
BST 98.3% 98.3% 97.9% 97.5% 97.9%
BUPA liver disorders AVG 56.6% 56.7% 67.8% 68.2% 72.8%
STD 0.0579 0.0129 0.1151 0.0423 0.0162
BST 65.3% 58.5% 77.1% 73.7% 74.6%
Vertebral column AVG 68.5% 71.5% 59.6% 79.2% 83.1%
STD 0.0256 0.0217 0.2690 0.0351 0.0470
BST 70.8% 75.5% 87.7% 84% 89.6%
3-bits XOR AVG 65% 75% 77.5% 68.8% 98.8%
STD 0.1149 0 0.2415 0.1062 0.0395
BST 75% 75% 100% 87.5% 100%
Balloons AVG 80.5% 100% 53.5% 99% 100%
STD 0.1343 0 0.2096 0.0211 0
BST 100% 100% 100% 100% 100%
5.3 Results And Discussions
To measure the performance of the GSO based trainer, two parame-
ters have been considered namely; fitness function value (MSE) and
classification accuracy rates. We consider the average (AVG), stan-
dard deviation (STD) and the best (BST) values of fitness function
and classification accuracy rates.
For MSE, AVG indicates the average of MSE over 10 runs, so
a lower average value is evidence of an algorithm more success-
fully avoiding local optima and finding solutions near the global
optimum. However, considering the AVG only is not enough be-
cause two algorithms can have equal averages, but have different
performance in terms of finding the global optimum in each run.
Therefore, STD can help to determine how the results are close to
each other and reflect the spread. The lower the STD, the lower the
dispersion of results. Moreover, BST value is the lowest MSE value
that each trainer has achieved over 10 runs.
In addition, the average classification accuracy rates are cal-
culated for each trainer based on the testing datasets. This rate
measures the ability of the trainer in producing accurate results.
Classification accuracy rate can be calculated as the total number of
correct classification of each class over the total number of instances
in the dataset. BST value is the highest classification accuracy rate
that each trainer has achieved over 10 runs.
Table 3 represents AVG, STD and BST values of MSE of all train-
ers for all datasets. For Wisconsin breast cancer dataset, the average
MSE value of GSO is 0.0400 which outperforms BAT and MVO algo-
rithms while BBO has the lowest MSE value with 0.0386 followed
by GAwith 0.0345. The lowest STD was obtained by GSO algorithm
by 0.0007. The best MSE value was achieved by GA based trainer
with 0.0325.
For BUPA liver disorders dataset, GSO based trainer outperforms
all other trainers in terms of AVG, STD and BST values of MSE with
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(a) Wisconsin breast cancer (b) BUPA liver disorders (c) Vertebral column
(d) 3-bits XOR (e) Balloons
Figure 3: Convergence curves of algorithms in different datasets
(a) Wisconsin breast cancer (b) BUPA liver disorders (c) Vertebral column
(d) 3-bits XOR (e) Balloons
Figure 4: Boxplot charts of algorithms in different datasets
0.2082, 0.0056 and 0.1966, respectively. The highest MSE value was
obtained by BBO based trainer with 0.4137. For vertebral column
dataset, the average MSE value of GSO is 0.1457 which also out-
performs all algorithms. The lowest STD was obtained by GSO as
well by 0.0054 and the highest was obtained by BAT algorithm with
0.0275. However, the best MSE value was obtained by BAT based
trainer with 0.1266.
For 3-bits XOR dataset, GSO has the lowest average MSE value
by 0.0381 while the highest average yields by BBO with 0.3500.
However, the lowest STD value with 0 was obtained by BBO algo-
rithm and the best MSE value was obtained by GSO based trainer
with 0.0014. For balloon dataset, GA has the best results regards
MSE values followed by GSO based trainer.
Table 4 represents AVG, STD and BST values of classification
accuracy rates of all trainers for all datasets. For Wisconsin breast
cancer dataset, the BBO based trainer is slightly better than GA
and GSO algorithms with an average accuracy of 97.5%. BAT based
trainer has the lowest rank with 64.5%. Moreover, GSO and BBO
have obtained the lowest STD by 0.0052. The best accuracy value
was obtained by BBO and GA algorithms with 98.3%.
For BUPA liver disorders dataset, GSO based trainer outperforms
other trainers with an average accuracy of 72.8% while BBO based
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trainer has the lowest average accuracy of 56.6%. The best accuracy
rate was obtained by BAT with 77.1% and the lowest STD value
was achieved by GA with 0.0129.
For vertebral column dataset, the GSO based trainer also outper-
forms all other trainers with an average accuracy of 83.1% followed
by MVO with 79.2%. Moreover, GSO has the best classification ac-
curacy rate as well with 89.6%. The lowest STD value was achieved
by GA with 0.0217.
For 3-bits XOR dataset, the GSO based trainer competitively
outperforms all algorithms with an average accuracy of 98.8% and
the lowest STD of GA by 0. BBO has the lowest average accuracy
of 65%. The best accuracy value of 100% was obtained by GSO and
BAT algorithms. For balloon dataset, the best accuracy value of
100% was obtained by all algorithms while the highest average
classification rate and lowest STD were obtained by GSO and GA
algorithms.
Figures 3(a)-3(e) depict the convergence curves for all datasets
employed using BBO, GA, BAT, MVO and GSO algorithms. In the
convergence plots, the x axis represents the number of iterations
and y axis represents the average MSE values over 10 runs. Figure
3(a) shows that for Wisconsin breast cancer dataset, BAT has the
slowest convergence rate, while other algorithms have very small
differences in the convergence rates. Figure 3(b) shows that for liver
dataset, BBO followed by GA have the slowest convergence rates,
while other algorithms have very small differences in the conver-
gence rates. Figure 3(c) shows that for vertebral column dataset,
GSO has the fastest convergence rate followed by MVO and BAT
algorithms, while the slowest is obtained by the BBO. Figure 3(d)
shows that for 3 bits XOR dataset, GA has the fastest convergence
rate followed by GSO and BBO has the slowest convergence rate.
Figure 3(e) shows that for balloon dataset, GA has the fastest conver-
gence rate followed by GSO and BAT has the slowest convergence
rate followed by BBO.
Figures 4(a)-4(e) depict the box-plots for all datasets employed
using BBO, GA, BAT, MVO and GSO algorithms. The box-plots
are used to analyse the variability in getting MSE values for 10
MSEs obtained by each trainer in the last iteration. In this plot, the
box relates to the interquartile range, the whiskers represent the
farthest MSEs values and the bar in the box represents the median
value. The box-plots show that GSO algorithm performed well for
training MLP networks.
6 CONCLUSION AND FUTUREWORK
This paper has proposed a new trainer to optimise the weights and
biases of MLP neural network based on GSO algorithm. The objec-
tive function is to minimise the average of MSE. The performance
of our proposed MLP trainer is evaluated on classification problems
over five datasets: Wisconsin breast cancer, BUPA liver disorders,
vertebral column, 3-bits XOR and balloons datasets. Our proposed
trainer are numerically compared to four algorithms: BBO, GA,
BAT and MVO.
The experimental results have showed that our proposed trainer
is efficient in training MLP. According to MSE, GSO has the lowest
average of MSE value in most datasets, which reflects the high local
optima avoidance of this algorithm. The reason for minimum MSE
of the GSO algorithm is the ability of glowworms to identify its
neighbours and compute its movements by exploiting an adaptive
neighbourhood, which leads to a fast convergence towards the
solution.
According to the classification accuracy rate, GSO algorithm has
achieved the highest rate over all other algorithms in all datasets
except the Wisconsin breast cancer dataset with only 0.3% higher
than the best classification value obtained by BBO based trainer.
The reason for high classification rate is that GSO can balance
between the exploitation and exploration. Generally, although the
nature of GSO was designed for solving local optimal solution, the
proposed GSO based trainer has demonstrated the efficiency of
GSO in solving global optimal solution as well.
As to future work, the performance of GSO based trainer using
non-parametric statistical test (i.e., Wilcoxons rank-sum test) need
to be evaluated that whether our proposed algorithm presents a
significant improvement over other meta-heuristic algorithms or
not. In addition, efficiency of the proposed GSO in training other
types of neural networks may be investigated.
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