Abstract-It is challenging to quantitatively assess image quality in real time without a reference image while achieving human-level perception performance. In this paper, we present a no-reference (NR) image quality assessment (IQA) method called BNB (an acronym for blurriness, noisiness, and blockiness). Our BNB method quantifies the blurriness, noisiness, and blockiness of a given image, which are considered as three critical factors affecting users' quality of experience. This method is rooted in the observation that for any image, the difference between any two adjacent pixel values follows a generalized Laplace distribution with zero mean. This Laplace distribution changes differently when the image experiences various types of artifacts, i.e., blurriness, noisiness, and blockiness. To construct a metric for each BNB artifact, we first extract features for each type of artifacting from the changing Laplace distribution and then identify the quantitative relationship between the feature value and the variation of the artifact. Given human perception scores of a popular image database, we use the k-nearest neighbor algorithm to map our three BNB metrics of an image to a human perception score. Experimental results reveal that the image quality score obtained from our BNB method has higher correlation with human perceptual scores in addition to requiring notably less computation compared with existing NR IQA methods.
I. INTRODUCTION

I
N RECENT years, both video and image media modalities have become a widely popular form of Internet traffic as well as a premier media type chosen by media consumers. A users' experience during the consumption of video/image products can be negatively impacted by the distortions induced by compression and/or transmission. With increasing demand for high-quality consumer experiences using increasingly larger quantities of video/image resources, it is critical to measure user-end image quality in order to best select the resources for consumption.
The two kinds of image quality assessment (IQA) methods are subjective and objective. For subjective methods, image quality is evaluated by human observers. While this method can offer accurate scoring, it is inherently noisy and expensive, and can be time consuming to acquire. These drawbacks make this method impractical for real-time applications. For objective methods, the goal is to provide computational models that automatically predict perceptual image quality. Typically, there are two main approaches in conducting objective assessments: 1) content inspection and 2) networkbased measurement [2] . The former operates on the decoded content and can be used to design metrics ranging from simple pixel-to-pixel comparisons to sophisticated human visual system (HVS) frame level artifact analysis. The latter aims to predict the multimedia quality level based on the information gathered from the network conditions and packets without accessing the decoded video.
Decoded frame assessment offers three different methods to judge the image quality based on the availability of the original image: 1) full-reference (FR); 2) reduced-reference (RR); and 3) no-reference (NR). FR methods have access to the original image, which may provide a means to offer certain connections to human visual perception using mean squared error, peak signal-to-noise ratio, or structural similarity index [3] . RR entropic differencing [4] is one example of an RR assessment scheme that only has access to partial information from the original image [5] . Since reference image information is often not available, both FR and RR methods have a limited application range. NR methods handle the instances where information regarding the original image is unavailable. With the rise of scenarios that do not offer a mechanism for access to information from the original video/image, NR IQA is both an essential and urgently needed technique; however, designing NR schemes is no small undertaking. To help overcome this barrier, this paper focuses on expanding the frontier of NR IQA.
NR techniques have been extensively researched in the literature. These methods can be classified into two categories:
1) artifact-specific (AS) methods that measure the effect of specific artifacts such as blockiness [6] , blurriness [7] , noisiness [8] , or ringing [9] on image quality; 2) non-AS (NAS) methods that do not measure the effect of specific artifacts on image quality. NAS methods are based on the idea of natural scene statistics (NSS), which assumes that natural (undistorted) images occupy a small subspace of the space of all possible images. Using NSS, the quality of a test image can be represented by modeling its distance to the subspace of natural images.
AS methods are based on the assumption that distortions of an image are caused by specific artifacts; hence, it is straightforward to take a divide-and-conquer approach, i.e., modeling the effect of each individual artifact on image quality and combining the effects of individual artifacts into a single image quality score (the key idea behind all AS methods). Therefore, the advantage of AS methods lies in directly identifying and quantifying the physical causes of image distortion. However, existing AS methods are not able to characterize the complicated interactions among multiple artifacts. These AS algorithms may perform well if a test image experiences only one type of artifact, but in reality an image may experience a mixture of multiple artifacts. In the HVS, image quality perception is effected by nonlinear interactions among multiple artifacts. Since existing AS methods use a linear weighted sum to combine multiple artifact metrics into one single quality score [10] , their performance is not satisfactory in characterizing these nonlinear relationships.
In contrast, NAS methods are inherently independent of specific types of artifacts since they derive features from different kinds of transformed domains, such as Wavelet [11] , discrete cosine transform (DCT) [12] , Spatial [13] , Curvelet [14] , and Gradient [15] , which are all NAS. In most cases, the features are entropies or statistic parameters of the transformed coefficients. After feature extraction, NAS methods utilize more complex projection techniques when transforming from feature vectors to quality scores, such as Support Vector Regression (SVM) and neural network regression [16] , as opposed to linear weighted-sum methods. Recently, NAS methods are excelling in IQA due to their superior performance on several popular image databases. However, it is still unknown as to whether or not these NAS techniques would work well in other instances, since there is no evidence that the extracted features describe the image space completely. Without a complete description of the total image space, NSS methods still perform with uncertainty.
NAS methods have recently become the forefront of IQA. In [17] , the BIQI method was proposed, which is a twostep NR IQA framework. Given a distorted image, the first step performs the wavelet transform and extracts features for estimation of the presence of a set of distortions that include those introduced by JPEG, JPEG2000, white noise, Gaussian blur, and fast fading. The probability of each distortion in the image is then estimated. This first step is considered a classification step. The second step evaluates the quality of the image across each of these distortions by applying support vector regression on the wavelet coefficients. Although BIQI considers image distortion, the features it uses are derived from NSS. SSEQ [18] , CurveletQA [14] , and DIIVINE [19] also utilize the same type of two-step framework as described in BIQI; however, the features used for each are from the spectral entropy and local spatial domain, curvelet domain, and wavelet domain, respectively. A method proposed in [13] , BRISQUE, derives features from the empirical distribution of locally normalized luminance values and their products under a spatial natural scene statistic model. These features are then used in support vector regression to map image features to an image quality score. Unlike the two-step framework like that of BIQI, BRISQUE belongs to a one-step framework that does not require distortion classification. Other methods such as those in both [12] and [15] are similar to BRISQUE in that regard. The major difference between these three onestep methods is the feature space. Saad et al. [12] extract features from the DCT domain, whereas Xue et al. [15] utilize the joint statistics of two types of commonly used local contrast features: 1) the gradient magnitude map and 2) the Laplacian of Gaussian response. In [20] , image patches are taken as input and a convolutional neural network model is designed to predict the image quality score. This technique works directly in the spatial domain of the input without the need to hand-craft features, as is the case with most existing methods. A blind IQA model was derived in [21] that only makes use of measurable deviations from statistical regularities observed in natural images, without training on human-rated distorted images or having any exposure to distorted images in general. To summarize this, it is safe to state that the various NR methods have different advantages and disadvantages.
In this paper, we propose an NR scheme that combines the best features of both the AS and NAS methods. We accomplish this by developing three AS metrics and nonlinearly combining them. First, we employ the NSS image property that the difference of two adjacent pixel values in an image follows a generalized Laplace distribution with zero mean and variance σ [22] . We observe that although different images may have different values of σ , the effect of a single type of artifact (i.e., blockiness, blurriness, or noisiness) on the Laplace distribution is similar and independent of image content. We leverage this image-content-invariant property to design metrics for our three types of artifacts: blockiness, noisiness, and blurriness, which are considered the three most important types of artifacts induced in image compression and transmission. We call these BNB metrics from the acronym for Blurriness, Noisiness, and Blockiness. Second, when combining these three metrics, we abandon the usual inductive 1 curve-fitting approaches, since we do not possess the required information to determine the exact relationship between these three artifacts and the HVS in general. Instead, we apply the transductive 2 k-nearest neighbor (k-NN) algorithm to map the three BNB metrics of an image to a human perception score. We apply our scheme to the LIVE IQA database [23] , [24] . Our experimental results reveal a high correlation between the quality score obtained by our scheme and the provided subjective quality score.
The main contributions of this paper are as follows. 1) We explore the NSS in the spatial domain and identify four important properties from extensive experimentation, which are very useful for image distortion quantification. 2) We provide an unprecedented capability for mitigating artifacting effects on image content using AS metrics (i.e., BNB) using NSS properties. 3) We combine the three AS metrics by integrating a codebook technique and the k-NN method with a novel weighted Euclidean distance, which incorporates the sensitivity of the HVS to each of the three artifact types, i.e., blurriness, noisiness, and blockiness. We now discuss the organization of the rest of this paper. Section II explores several key properties of the Laplace distribution for natural scene images, which are the basis for the design of our method. In this section, we will use experimental results to show the relationships between the variance of the Laplace distribution and pixel distance, lowpass filter, and high-pass filter, which explain why we use this natural scene property to assess image quality. In Section III, we describe the three BNB metrics. In Section IV, we verify our metrics using two aspects of experimentation and provide detailed results. The algorithm developed and used to perform supervised learning to predict the perceptual value is discussed in Section V. We compare our results from the LIVE database with existing models in Section VI. Finally, Section VII concludes this paper with a discussion of final remarks.
II. LAPLACE DISTRIBUTION CHARACTERIZATION
For any pixel p(i, j ) from a natural grayscale image I with size m × n, where i < m and j < n, we construct two
A difference set D is constructed as the set of all such s. We gather salient features from this difference set toward developing useful metrics. We observe that for different combinations of i and j , two s i, j are independent and follow the same Laplace distribution with zero mean and variance σ when i is not equal to j . Separate images can present different statistical properties (σ in particular). Extensive experimentation support these observations, with Fig. 1 showing one such verification result. There are many properties related to Laplace distribution characterization that are important and useful in assessing image quality. We explore four properties in particular, which are the motivation of the design of our metrics and include representative experimental results. In order to support this property, the following experiment was designed:
For a given image I , we down-sample horizontally into three subimages: 1) I 0 ; 2) I 1 ; and 3) I 2 . We obtain these subimages using (1)- (3) . With these subimages, we create another two data sets I 0 = I 1 − I 0 and I 1 = I 2 − I 1 . The statistical properties of these two sets are approximately the same. Property 2: For any two pixels of a natural scene image, the difference in pixel values follows a Laplace distribution that is related to the spatial distance between the pixels; an increased distance corresponds to a larger variance in the Laplace distribution.
The distance between any two separate pixels p(i, j ) and p(k, l) is defined as the Euclidean distance of the two pixel positions as shown in
In the last experiment, the results are shown for pixel differences when d = 1, or rather, adjacent pixels. Our next experiment further exhibits this property by showing the effects on the variance as you increase this distance. Fig. 3 visualizes the Laplace distributions of some such increases in the spatial distances between pixels d.
Property 3: After convolving a natural scene image with a low-pass filter f 1 , the difference of values of the same pixel in the original image and the processed image will also follow a Laplace distribution as In (5), we introduce f 1 as a simple low-pass filter that can both lessen Gaussian noise and blur an image. Processing an image using this filter causes the variance of the difference of two adjacent pixel values to decrease. As shown in Fig. 4(b) , if we set a threshold λ in the distribution and define P as the probability of the difference of adjacent pixel values being larger than the threshold, P becomes smaller when the image is convolved with f 1 . For a given pixel x 0 of an image I with pixel difference variance σ , processing I with f 1 creates x 0 . The difference between x 0 and x 0 follows a new Laplace distribution with zero mean and variance of approximately (8σ /81).
Property 4: By processing a natural scene image with a high-pass filter f 2 , any pixel value from the processed image will also follow a Laplace distribution as
In (6), f 2 is another very important tool that can be used to find high-frequency content of images. For the structure shown in Fig. 4(a) , the pixel x i is labeled x i after filtering the image I with f 2 . The value of x 0 will follow another Laplace distribution with zero mean and variance (σ/4).
III. NR ARTIFACT METRICS
When testing image quality, we must consider the effects of image content. Many existing methods do not consider these effects when building metrics, which leads to instability and low accuracy. Although some methods try to mitigate this concern, they do so by simply reducing the content using 1D filters. The use of 1D filters causes two issues. 1) They do not remove image content well.
2) They cause a loss of potentially valuable image information for quality assessment. To avoid these issues, we aim to be mindful of the content information by extracting features that are independent of the image content and related to image artifacts.
A. Blurriness Metric
Many existing blurriness metrics are based on the idea that blurring reduces the sharpness of image edges. These metrics usually first find all edge points and their related edge directions, and then calculate their average width [25] . These metrics can be problematic. First, defining an edge is challenging. Different definitions can vary the calculated edge extent, subsequently varying the average width value, and certain definitions may not even yield edges in an image. In addition, blurriness affects more than the high-frequency components of pixels in an image. An example of this would be when the average edge width of a clear image with fewer high-frequency components is smaller than that of a blurred image containing more high-frequency components.
With our method, we propose a framework for utilizing all pixels rather than the edge points within a frame. As previously mentioned in Property 4, for any clear or blurred image filtered using f 2 , the pixel values of this filtered image can be approximately modeled by a Laplace distribution. We now use V to denote the variance of the Laplace distribution. Convolving an image with f 1 blurs the image, decreasing the value of V. The more times an image is processed using f 1 , the blurrier the image becomes and the smaller the value of V. In Fig. 5(a) , different curves are shown for different images with various image content. The horizontal axis represents the blurriness (the number of times the filter f 1 was applied to the image), and the vertical axis signifies the variance V.
As can be observed in Fig. 5(a) , although different image content produces various specific relationships between V and blurriness, we notice a regularity consisting of an increasing blurriness accompanied by a decreasing V . Having identified this regularity, we use V as a feature to model the blurriness of images containing the same content, since it does not necessarily differentiate blurriness well for images with different content. To provide a more robust feature for handling different image content, we adopt an alternative feature: V − V 1 . Given any image I , we blur using f 1 to obtain the blurred image I 1 . We form V 1 by subsequently filtering I 1 with f 2 and calculating the variance of the resulting pixel values.
As shown in Fig. 5(b) , V − V 1 is a better blurriness feature than V since it reduces the scale along the feature axis, however, it is still not robust to image content. Normalizing V − V 1 by V , we obtain our desired blurriness feature, γ 1 , as defined
A visualization of this feature is shown in Fig. 5 . The curves representing different image content have a more regular relationship between blurriness and our blurriness feature. This denser coupling signifies that this feature can help alleviate the image content issue discussed earlier.
In Section IV, we use the LIVE image database to show that our feature provides a better characterization of blurriness. Independent of the content of an image, we observe a decrease in our blurriness feature, γ 1 , as the blurriness of an image increases.
B. Noisiness Metric
We use and improve upon the following intuitive idea to design our noisiness metric for quality assessment. In using an image-denoising method to remove the noise of two separately distorted images containing differing levels of noise from the same original frame, the image with the larger difference between itself and the denoised frame is the noisier of the two.
To utilize and analyze this idea, we still make the assumption that the difference between any two adjacent pixels follows a Laplace distribution and pixel values contain additive, independent Gaussian noise. This assumption follows from Property 2, and for generalization and ease of computing, we maintain the use of the average filter f 1 , which can remove part of the Gaussian noise.
Similar to the blurriness metric, we obtain the variance of the coefficients V by processing a noisy image I with filter f 2 . Further processing I with filter f 1 we get I 1 , a denoised version of I . Again, V 1 is calculated as the variance of the pixel values after processing I 1 with f 2 . Since I 1 has less noise than image I , V will be larger than V 1 . We employ V − V 1 as a noise feature, which maintains a good response to noise for images with the same content. Experimentation verifies that the larger the value of V − V 1 , the noisier the image. For images containing different content, the value of V − V 1 will not always be the same even though images may have the same noisiness or level of human perception. To address this problem, we apply normalization to obtain
After normalization, the value of γ 2 increases as the level of noise increases, or alternatively, as the level of human perception decreases for any type of image content. We verify this property of γ 2 in Section IV by using noisy images from the LIVE image database. Although the blurriness and noisiness metrics are defined in the same fashion, they have different influences on IQA. The distinction will be further elaborated using the experimental results in Section IV.
C. Blockiness Metric
Blockiness appears at a block boundary as a byproduct of encoding, decoding, or transmission. If there appear to be block-like artifacts in a frame, Property 1 states that the statistical relationship between two adjacent pixels in the same block will be different than that of two adjacent pixels from different blocks. To make use of this statistical property, the image is partitioned into b s × b s blocks and sampled in the horizontal and vertical directions as shown in (9) and (10) . Methods for constructing these two types of down-sampling are shown as follows.
1) Horizontally down-sample the frame to get subsampled images I h . Here, k is all the required kth rows in the
2) Vertically down-sample the frame to get subsampled images I v . Here, k is all the required kth columns in the b s × b s block
The size of a block can be adjusted according to application requirements. In our work, we use b s = 8. An example of the vertical sampling structure is shown in Fig. 6 to become larger. Similarly, we can also easily construct this ratio for the horizontal case as well to see that this ratio also increases. We combine these two directional assessment ratios to obtain the following expression for blockiness:
In (11), ζ is introduced as a tuning parameter to allow f blockiness to be tailored for a variety of situations and is chosen to be 1 in our experimentation. For a frame without blockiness, the value of f blockiness should be close to one. Introducing blockiness into a frame will increase the value of f blockiness . In Fig. 7 , the five curves represent five different images. For each image, we randomly add different percentages of blockiness, which we call γ 3 , while measuring the value of f blockiness . We observe that f blockiness increases with respect to increases in γ 3 . The relationship between f blockiness and γ 3 is modeled as a quadratic function, as shown in (12) . The reason for the appearance of noise about the quadratic curve stems from our method of randomly inserting block artifacts. As we increase our probability of insertion, we are inadvertently increasing the probability of spatially coincident block artifacts. The curves appear to converge to a value of 1 as γ 3 approaches 0, which verifies our assumption. Due to the different statistical properties of separate images, each image will have a different quadratic function related to the response of blockiness, which should not be ignored when performing quality assessment. For any image I , we can quickly calculate f blockiness , which we will now refer to as f . We randomly add 5% and 10% blockiness into the original frame separately to obtain two new images and calculate their f as f 5% and f 10% , respectively. The values of the parameters a and b of the quadratic function and γ 3 of I can be obtained by solving (12)- (14), where f , f 5% , and f 10% are known as
IV. METRIC VERIFICATION
In the previous section, we proposed three distortion metrics. We now validate their feasibility through extensive experimentation.
A. Classification Between Clear and Distorted Images
A good distortion metric should offer a delineation between clear and distorted images. For this verification, we collect 85 distortionless images from several image databases. For the distorted images, we employ Gaussian blur, white noise, and JPEG images from the LIVE image database that correspond to blurriness (γ 1 ), noisiness (γ 2 ), and blockiness (γ 3 ) metrics, respectively. The metric values are calculated for both clear and distorted images and displayed in Fig. 8 .
In Fig. 8(a) , the dashed line is the density of γ 1 for 85 clear images, and the solid line is the density of γ 1 for the same number of Gaussian blur images. These two densities are estimated as a Gaussian kernel by using the two γ 1 histograms of clear and Gaussian blur images, respectively. As can be observed in Fig. 8(a) , the overlap of the two densities is relatively small, so our blurriness metric is a good candidate to classify between clear and blurry images. We obtain similar results for our noisiness (γ 2 ) and blockiness (γ 3 ) metrics and show them in Fig. 8(b) and (c), respectively, using dashed lines for the densities of clear images and solid lines for the densities of noisy and blocky images.
B. Relationship Between Blurriness and Noisiness
Previously, we introduced our blurriness and noisiness metrics, and they appeared to be equivalent. The noisiness metric provides a smaller value for a better quality image. However, the blurriness metric offers a larger value for a better quality image. The noisiness (blurriness) metric value of a clear image lies between the metric values of a completely blurred image and completely noisy image. For better use of these two metrics, we first estimate the range (R) of the noisiness (blurriness) metric value for clear images through extensive experimentation and then refine these two metrics into
C. Correlation Between Metric Value and Human Perception
For a distortion metric, it is important to have agreement between the metric value obtained from an image and a human perception score. As a simple verification, we list four images for each distortion and give their related metric values and human perceived scores, as displayed in Tables  I-III . The human perceived scores of an image are in the range [0, 100], with a larger score signifying a poorer quality image.
In Table IV , we calculate the metric values for all blurry, noisy, and blocky images from the LIVE image database and obtain their Spearman Rank Order correlation (SROCC). Farias and Mitra [25] tried to measure the same distortions: noisiness, blockiness, and blurriness, so we compare the 
V. OVERALL PERCEPTUAL VALUE ESTIMATION
If an image is distorted by one or more artifacts, the overall distortion can be measured as a combination of distortions due to individual artifacts. In general, there are many ways to combine features to find a good quality assessment metric. The weighted Minkowski metric used by [10] is shown in (17) . When p = 1, it becomes a linear combination metric
Another metric is given by [26] 
The parameters of these two models can be estimated by using curve fitting and subjective data. One critical problem when using these models is that we do not know the best curve fitting function a priori. Due to the difficulty in determining the interplay between the three artifacts and how they influence human perception, we find reasonable functions greedily (one by one). Since in this scenario the result accuracies are limited, we were not able to find a good parametric method to form a model to provide universally valid results. Due to this realization, we propose the use of nonparametric methods to predict the human perceptual score. We employ the codebook method, creating the following as our algorithm. . Given a training image and matching human perceptual score, we map the score to one element of the codebook using our proposed three artifact metrics to extract the related feature values. In our experiments, we employ the LIVE image database. Because we focus on significant blockiness, blurriness, and noisiness artifacts, we utilize the JPEG, Gaussian blur, and white noise portions of the database to build our codebook. 2) Neighborhood Construction: For any test image I , the artifact metric values (I γ 1 , I γ 2 , and I γ 3 ) are calculated and used to find the k-NNs from the codebook. We define the distance between a test image and the images in the codebook as the weighted Euclidean distance assigning different weights for different artifacts. This distance between the test image I and the image C i from the codebook, where p, q, and r are the weights for the three artifact metric values, is shown in
3) Perceptual Score Prediction: After finding the k-NNs, we use the k perceptual values provided by the codebook to predict the test image perceptual value. Because the distances of the k-NNs are different, it is not necessarily reasonable to simply use the mean of their values to make the prediction. With this consideration, we assign weights related to the distances. Suppose d i is the distance between the test image I and the neighboring image C i , the weight w i of C i is defined in (20) . With these weights, we can predict the test image perceptual value P I using (21)
VI. EXPERIMENTAL RESULTS We use the images from the LIVE database to verify our model. Some examples of images used from this database are shown in Figs. 9-11 . The experimental details and results are given below.
A. Experiment Description
Because our focus is on the three significant artifact types, there are only 581 images from this data set available to test our model. We were unable to divide these images into both a training set and a testing set since building a codebook requires a large number of images to train. Because of this limitation, we apply the one-versus-all model that selects one virgin image as test data, constructs the codebook and trains the model parameters using the rest of the images, predicts the perceptual value of the test data using the codebook and welltrained model, and repeats this process until all the images are used for prediction once. Using this method, we can ultimately have 581 test images, which is much more appealing.
In our codebook model, there are four important parameters: 1) p; 2) q; 3) r ; and 4) k. The first three parameters represent the distance weights for the three artifact types, and the fourth is the number of nearest neighbors used for prediction. We utilize genetic algorithms to find the most suitable parameters in such a large parameter space.
B. Experimental Results
The predicted results for the 581 images are presented in Fig. 12 . This representation allows for the visualization of outliers in the results. We believe the outliers originate from one of three causes.
1) There are only a select amount of images whose perceptual values are in the range [0, 20] in the database.
2) The size of the database is not sufficiently large enough to construct a well-represented codebook. 3) Some perceptual values provided by the database seem unreliable, such as in the JPEG images img28 and img30, which are nearly indistinguishable, however, the difference between the two images' perceptual values is 23. We expect better prediction results from the use of a larger data set, which would help mitigate these three outlier causes.
C. Comparison Study
Ensuring the same computational environment and data sets, we compare the results of our proposed model with the best [13] ; and 4) BIQI [17] . In Table V , SROCC is the Spearman's rank correlation coefficient and PEAR is the Pearson correlation coefficient, where both have the property that the larger the coefficient value, the stronger the correlation. Time is the amount of time in seconds for computation to process an image from feature extraction to quality score prediction. The comparison results in Table V show that our BNB method achieves better correlation with human perception than existing methods. To predict the quality of an image, our BNB method requires the least amount of computation time, better allowing for real-time applications. We can further decrease the algorithm's computation time due to the fact that our method uses statistical information from the rather large pixel space (there are about 400 000 pixels for one experimental image), and using fewer pixels could still provide statistically relevant information without a loss in performance. In other words, we could use much fewer representative blocks to process the assessment.
VII. CONCLUSION
In this paper, we proposed three novel feature metrics and combined them using a supervised learning model to achieve state-of-the-art performance for NR IQA. We first explored the Laplace distribution property of natural scene images for the difference of any two adjacent pixel values. We then verified several related important properties through extensive experimentation. Using these properties, we constructed three feature metrics to characterize three types of distortions: blurriness, noisiness, and blockiness. Further, we combined the three feature values in a nonlinear fashion and predicted the image quality using a codebook. Finally, we compared our algorithm with existing methods that revealed that our method achieves a notably higher correlation with human perceptual scores and takes much less computation time.
Although our algorithm focuses mainly on the three significant artifacts discussed in this paper, it can be extended to handle more types of artifacts. For example, the average filter f 1 is known to be able to remove portions of Salt and Pepper noise. This would allow our algorithm to still perform reasonably well for this artifact. We expect that our approach developed in this paper will open a new research direction for IQA.
