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Abstract
The study of convergence conditions to solve large and sparse linear systems Ax = b by
iterative methods has been discussed by many authors. In this paper, by using the partial order
induced by positivity cone of matrices and conditions on the matrices and splittings, we obtain
the convergence of the iterative method. The usual partial orders of nonnegative matrices and
nonnegative definite matrices satisfy the conditions presented for this new order, and hence,
we unify the theory. Moreover, we also show that the new conditions apply to other partial
orders as well, thus extending the usual convergence theory to a new situation.
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1. Introduction
Consider the large and sparse linear system
Ax = b, (1)
where A is an n × n matrix, b is an n-vector, and x is the unknown vector. If A is a
nonsingular matrix, splitting the matrix A into A = M − N , where M is a nonsingular
matrix, the standard iterative method for solving linear system (1) can be expressed as
x
(k+1) = M−1Nx(k) + M−1b, k = 0, 1, 2, . . . (2)
It is well-known that for each initial vector x(0), the iterative scheme (2) converges
to the unique solution x = A−1b of system (1) if and only if ρ(M−1N) < 1, where
ρ(M−1N) < 1 is the spectral radius of the iteration matrix M−1N .
Many authors such as Varga [14], Csordas and Varga [4], Miller and Neumann [8],
Elsner [5], Song [12,13], Woz´nicki [15], Nabben [9], Climent and Perea [2,3], and
others, have introduced convergence and comparison results for different types of
splittings and matrices. Specifically, the usual matrices studied are: the nonnegative
matrices and the symmetric nonnegative definite matrices. Moreover, to establish the
convergence of the iterative method (2), it is customary to use the partial order induced
by the corresponding kind of matrices.
We say that a matrix B = [bij ] is nonnegative and, we denote it by B  0, if and
only if bij  0. The concept of nonnegativity of matrices induces the following partial
order on the set of matrices: A  B if and only if B − A  0.
For this partial order we can consider the classification that appears in the following
definition (see for example [2,7]).
Definition 1. Let A be a real square matrix. We say that the splitting A = M − N is
• regular if M−1  0, and N  0,
• nonnegative if M−1  0, M−1N  0, and NM−1  0,
• weak nonnegative of the first type if M−1  0 and M−1N  0, and weak nonneg-
ative of the second type if M−1  0 and NM−1  0,
• weak of the first type if M−1N  0, and weak of the second type if NM−1  0.
Observe that a regular splitting is a nonnegative splitting, a nonnegative splitting is a
weak nonnegative splitting of the first and second type, as well as, a weak nonnegative
splitting of the first (respectively, of the second) type, is a weak splitting of the
first (respectively, of the second) type. Many authors (see for example Elsner [5]
and Ortega and Rheinboldt [10]) consider weak regular splittings and nonnegative
splitting respectively, as weak nonnegative splitting of the first type. However, the
introduction of the splittings of second type allow us to establish the convergence
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of the iterative scheme (2) in some cases in which the convergence results for the
splittings of first type cannot ensure it (see Example 8 of [2]).
For weak splitting of the first type we have the following convergence result.
Theorem 1 (Theorem 2 of [2]). Let A be a nonsingular matrix and assume that A =
M − N is a weak splitting of the first type. The following conditions are equivalent:
(1) A−1M  0,
(2) ρ(M−1N) = ρ(A−1M)−1
ρ(A−1M) ,
(3) ρ(M−1N) = ρ(NM−1) < 1,
(4) (I − M−1N)−1  0,
(5) A−1N  0,
(6) A−1N  M−1N,
(7) ρ(M−1N) = ρ(A−1N)1+ρ(A−1N) .
Remark 1 (Remark 1 of [2]). The above theorem also holds if we replace “first type”
by “second type” and matrices A−1M , M−1N and A−1N by MA−1, NM−1 and
NA−1, respectively.
On the other hand, we write A  0 for a symmetric nonnegative definite matrix
A, and A  0 for a symmetric positive definite matrix A. Now we can consider the
Löwner partial order for symmetric matrices A and B defined by A  B if and only if
B − A  0. In this case we can consider the following classification (see for example
[3,14]).
Definition 2. LetA be a complex square matrix. We say that the splittingA = M − N
is
• P-regular if MH + N  0.
• Weak nonnegative definite of the first (respectively, second) type if M−1N  0
(respectively, NM−1  0).
For a nonsingular matrix A and for a weak nonnegative definite splitting of the
first type we have an analogous convergence result to Theorem 1.
Theorem 2 (Theorem 5 of [3]). Let A be a nonsingular matrix and assume that
A = M − N is a weak nonnegative definite splitting of the first type. The following
conditions are equivalent:
(1) A−1M  0,
(2) ρ(M−1N) = ρ(A−1M)−1
ρ(A−1M) ,
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(3) ρ(M−1N) = ρ(NM−1) < 1,
(4) (I − M−1N)−1  0,
(5) A−1N  0,
(6) A−1N  M−1N,
(7) ρ(M−1N) = ρ(A−1N)1+ρ(A−1N) .
A similar remark to Remark 1 (see [3]) holds for Theorem 2.
At this moment, it is evident that the convergence conditions of Theorems 1 and
2 are analogous, although the partial order and the respective proofs of these the-
orems were different (see [2,3]). Specifically, the principal tool to prove Theorem
1 is the Perron-Frobenius theory, while for the proof of Theorem 2 it is used the
quadratic form theory and the properties of Hermitian positive definite matrices are
need.
The aim of this paper is to present sufficient conditions on a general partial order
in such a way that the convergence conditions introduced in Theorems 1 and 2 were
independent of the partial order used. The rest of the paper is organized as follows:
in Section 2 we present the positivity cone of matrices and some associated sets, and
finally, in Section 3 we introduce the main results.
Next, we introduce the following result for further references.
Lemma 1 (Lemma 2.1 of [11]). Let A be a nonsingular matrix and assume that
A = M − N is a splitting, then
M−1NA−1 = A−1NM−1.
Furthermore,
M−1NA−1N = A−1NM−1N and NM−1NA−1 = NA−1NM−1.
That is, matrices M−1N and A−1N commute, and matrices NM−1 and NA−1 also
commute.
2. Positivity cones of matrices and some associated sets
Remember that a cone K of Cn×n is a non-empty subset which is closed under
the addition of matrices and the multiplication of a matrix by nonnegative reals. We
say that a cone K is pointed if P ∈ K ∩ (−K) implies P = 0 (see [1]). On the other
hand, it is well-known that a pointed cone K defines a partial order in Cn×n in the
following way:
P  Q (or Q  P ) if and only if Q − P ∈ K.
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In particular P  0 if and only if P ∈ K. This partial order is compatible with addition
of matrices and multiplication of a matrix by nonnegative reals.
Now, we consider the following concept, introduced by Fiedler and Schneider [6],
which is fundamental to our results.
Definition 3 (Definition 2.1 of [6]). A pointed and closed cone K in Cn×n such that
(1) I ∈ K,
(2) if P ∈ K then P r ∈ K, for r = 1, 2, . . .
will be called a positivity cone of matrices.
In the following K denotes a positivity cone of matrices and we use the symbol 
for the partial order induced by cone K in the linear space Cn×n.
As a consequence of Definition 3 we have: if P  0, then the spectral radius ρ(P )
belongs to the spectrum σ(P ) of P (see [6]).
Furthermore, in everything that follows we will consider that the positivity cone
of matrices K also satisfies the following condition:
(C) If P  0, Q  0 and P and Q commute, then PQ  0.
Associated with a positivity cone of matrices we can consider several sets of matri-
ces. In this paper we will use the following two sets (see Definition 2.2
of [6]):
Z={A ∈ Cn×n | A = sI − P, for some s ∈ R and P  0}
M={A ∈ Z | α(A) > 0} , where α(A) = min{	(λ) | λ ∈ σ(A)},
where 	(λ) is the real part of λ.
If we consider the particular case where K is cone K1 of all nonnegative matrices in
Cn×n, then the sets Z and M are the sets of Z-matrices and M-matrices, respectively
(see [1]). If K is the cone of all nonnegative definite matrices in Cn×n, then Z is the
set of all Hermitian matrices and M is the set of all positive definite matrices. We can
consider other positive cones of matrices, for example let K be the cone of matrices
which maps a proper cone in Rn into itself (i.e. the set of matrices that map the ice
cream cone into itself). Taking into account that we are considering a positivity cone
of matrices K that satisfies condition (C), we have the following characterization of
set M.
Lemma 2 (Lemma 5.1 of [6]). Let A ∈ Z. Then A ∈ M if and only if A is nonsingular
and A−1 ∈ K.
324 J.-J. Climent et al. / Linear Algebra and its Applications 413 (2006) 319–326
3. Main results
In this section, we try to unify the convergence results for the two partial orders con-
sidered in Section 1, in a more general partial order, which contains the convergence
results for nonnegative matrices and definite positive matrices as particular cases.
So, we consider a partial order induced by a positivity cone of matrices K satisfying
condition (C). Firstly, we consider the extension of the concepts of weak splitting of
the first and second type that appear in Definition 1, and the extension of the concept
of weak nonnegative definite splitting of the first and second type of Definition 2.
Definition 4. Let A be a square matrix. We say that the splitting A = M − N is weak
of the first (respectively, second) type if M−1N  0 (respectively, NM−1  0).
Now, in a similar way to the proof of Theorem 2.5 of [3], but using the partial
order  induced by K, we have the following result.
Theorem 3. Let A be a nonsingular matrix and assume that A = M − N is a weak
splitting of the first type. The following conditions are equivalent:
(1) A−1M  0,
(2) ρ(M−1N) = ρ(A−1M)−1
ρ(A−1M) ,
(3) ρ(M−1N) = ρ(NM−1) < 1,
(4) (I − M−1N)−1  0,
(5) A−1N  0,
(6) A−1N  M−1N,
(7) ρ(M−1N) = ρ(A−1N)1+ρ(A−1N) .
Proof. (1)→ (2) SinceM−1N  0, we have thatM−1A = I − M−1N ∈ Z. Further-
more, M−1A is nonsingular and (M−1A)−1 = A−1M  0. So, by Lemma 2, we have
thatM−1A ∈ M. Now, sinceM−1N = (A−1M − I )(A−1M)−1, the eigenvaluesµof
M−1N are of the form µ = λ−1
λ
where λ is an eigenvalue of A−1M and, consequently,
condition (2) holds because ρ(M−1N) ∈ σ(M−1N) and ρ(A−1N) ∈ σ(A−1N).
(2) → (3) Evident.
(3) → (4) From ρ(M−1N) < 1, I − M−1N is nonsingular and (I − M−1N)−1 =∑∞
i=1(M−1N)i . So, by Definition 3, condition (4) holds.
(4) → (5) By writing A−1N = A−1MM−1N and A−1M = I + A−1N , together
with Lemma 1 and condition (C), condition (5) holds.
(5) → (6) As in the previous case, observe that A−1N − M−1N = M−1NA−1N .
Now, taking into account that M−1N  0 and A−1N  0, condition (6) holds by
Lemma 1 and condition (C).
(6) → (7) Similar to (1) → (2).
(7) → (1) Similar to (3) → (4) taking into account that A−1M = (I − M−1N)−1.

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Remark 2. The above theorem also holds if we replace “first type” by “second type”
and matrices A−1M , M−1N and A−1N by MA−1, NM−1 and NA−1, respectively.
Example 1. Consider the nonsingular matrix A =

 1/2 0 0−1/4 5/2 1/2
0 3/4 15/4

, and the
splitting
A = M − N =

 2 0 0−1 2 0
0 0 3

−

 3/2 0 0−3/4 −1/2 −1/2
0 −3/4 −3/4

 .
We have that M−1N =

3/4 0 00 −1/4 −1/4
0 −1/4 −1/4

 is not a nonnegative matrix and
neither does a nonnegative definite matrix. However, M−1N ∈ K3 where K3 is the
positivity cone of matrices that leave invariant the ice cream cone of R3. Finally,
since A−1M =

4 0 00 5/6 −1/6
0 −1/6 5/6

 ∈ K3, we can affirm, by Theorem 3, that the
splitting is convergent.
Finally, let P be an n × n matrix, consider the cone
w(P ) =
{
m∑
r=0
crP
r | cr  0, for r = 0, 1, . . . , m
}
and let w¯(P ) be the closure of w(P ). If w¯(P ) is pointed, then K = w¯(P ) is a positive
cone of matrices that satisfies condition (C) (see [6]). So we have the following result.
Corollary 1. Let A be a nonsingular matrix and assume that A = M − N is a split-
ting. If w¯(M−1N) is pointed, then the splitting is convergent if and only if A−1M ∈
w¯(M−1N).
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