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ПРЕДИСЛОВИЕ 
 
Всех специалистов, профессионально занимающихся обработкой статистических данных , 
условно можно разделить на три категории: 1) приверженцы классической математической 
статистики (объектами их исследований обычно являются некоторые разделы биологии или 
физики); 2) представители школы обработки экспериментальных данных в рамках идеологии 
исследования операций (предметом их разработок чаще всего бывают результаты активных 
экспериментов над сложной технической системой); 3) специалисты по прикладной статистике 
и анализу данных, ориентированные на исследование естественных и социальных систем в 
таких, например, областях, как геология, медицина, экономика и социология. Характер данных 
и методологическое видение проблемного материала во всех трѐх случаях столь различны, что 
в действительности эти три течения статистических исследований следовало бы признать 
самостоятельными. В настоящем пособии авторы придерживаются тематики прикладной 
статистики и анализа данных, окончательно сформировавшейся к концу 80-х годов. Наиболее 
полно эта область прикладной математики изложена в трѐхтомном справочном издании по 
прикладной статистике под редакцией С.А.Айвазяна [1, 2, 3]. В настоящее время это издание 
стало большой редкостью, а равноценная и более доступная литература так и не появилась. 
Поэтому форма подачи материала настоящего пособия соответствует упомянутому выше 
справочнику, при этом упор сделан на технологию исследования и идеи алгоритмов. 
Компьютерные технологии в научных исследованиях непрерывно совершенствуются и 
пополняются новыми разработками в области прикладного программного обеспечения. В 
пособии приводится краткая характеристика особенностей интеллектуального анализа данных 
и современных CASE-средств - инструментария для системных аналитиков, разработчиков и 
программистов, а также методологий структурного анализа и проектирования программного 
обеспечения. 
  
1. ВВЕДЕНИЕ В ПРИКЛАДНУЮ СТАТИСТИКУ 
1.1. Что такое прикладная статистика 
Целесообразность введения термина прикладная статистика наряду с привычным 
понятием математическая статистика объясняется тем, что для внедрения метода 
статистической обработки необходимо дополнительно провести сложную и наукоемкую 
работу. Условно разобьем еѐ на ряд этапов: 1) адекватно «приложить» исходные модельные 
допущения к реальной задаче; 2) представить имеющуюся исходную информации (физические 
сигналы, геологические срезы и др.) в стандартной форме; 3) разработать вычислительный 
алгоритм и его программное обеспечение; 4) организовать удобный режим общения с ЭВМ в 
процессе решения задачи. Весь этот комплекс действий и составляет содержание прикладной 
статистики. 
Исходя из выше сказанного, дадим определение, введенное в 1983г. С.А. Айвазяном [2]. 
Прикладная статистика - это самостоятельная научная дисциплина, разрабатывающая и 
систематизирующая понятия, приемы, математические методы и модели предназначенные для 
организации сбора, стандартной записи, обработки статистических данных с целью их удобного 
представления (в том числе и на ЭВМ), интерпретации и получения научных и практических 
выводов. 
Заметим, что некоторые специалисты, в частности, французские, вместо введенного 
термина «прикладная статистика» используют понятие анализ данных», трактуя его в 
расширительном смысле. 
1.2. Возможные подходы к статистическому 
анализу данных 
Развитие теории и практики статистической обработки данных шло в двух параллельных 
направлениях. Первое включает методы математической статистики, предусматривающие 
возможность классической вероятностной интерпретации анализируемых данных и 
полученных статистических выводов (вероятностный подход). Второе направление содержит 
статистические методы, которые априори не опираются на вероятностную природу 
обрабатываемых данных, т. е. остаются за рамками научной дисциплины «математическая 
статистика» (логико-алгебраический подход). Ко второму подходу исследователь вынужден 
обращаться лишь тогда, когда условия сбора исходных данных не укладываются в рамки 
статистического ансамбля, т.е. в ситуации, когда не имеется практической или хотя бы 
принципиально мысленно представимой возможности многократного тождественного 
воспроизведения основного комплекса условий, при которых производились измерения 
анализируемых данных. С позиции соблюдения условий статистического ансамбля можно 
выделить три типа реальных ситуаций:  
- с высокой работоспособностью вероятностно-статистических методов;  
- с допустимостью вероятностно-статистических приложений (при этом нарушатся 
требования сохранения неизменными условия эксперимента);  
- с недопустимостью вероятностно-статистических приложений (в этом случае идея 
многократного повторения одного и того же эксперимента в неизменных условиях является 
бессодержательной). 
Первое направление развития анализа данных, ориентированное на технические области 
знания, отстаивает идею простоты используемых моделей. В рамках этого направления 
неудовлетворительные результаты объясняют отсутствием информативных признаков.  
Второе направление развития анализа данных ориентировано на социально-
экономическую и социологическую информацию. При ее обработке появилось много новых 
идей, в частности, идея поэтапной группировки и коллектива решающих правил. Разработаны 
методы многомерного шкалирования, экспертных оценок.  
  
Основные отличительные особенности подходов на примере задачи классификации 
представим схематично в таблице 1.1. 
 
Таблица 1.1. Отличительные особенности подходов 
Составляющие Первое направление Второе направление 
Цели 
исследования 
Выделение классов, как 
инвариантов в потоке 
выборочных объектов 
Выяснение 
распределения данных 
в системе 
Объекты и 
признаки. 
Независимы  Зависимость 
предполагается, ее 
нужно обнаружить 
Выделяемые 
классы 
Характеризуются 
эталоном и не 
пересекаются 
Четко не выделяются, 
т.е. пересекаются 
Аппарат 
исследования 
Вероятностный - 
преобразование  
пространства 
признаков (даже в 
одномерную ось) 
Логико-
комбинаторный 
 
Для пояснения сути подходов рассмотрим два примера. 
Пример 1. Исследуется массовое производство. Контролируется брак на изделиях. 
Результаты фиксируются в выборке: 
 x xN1,...,  (1.1) 
где x i 1, если  изделие дефектно, а иначе - x i 0 . Если производство отлажено и действует 
в стационарном режиме, то ряд наблюдений (1.1) естественно интерпретировать как 
ограниченную выборку из соответствующей бесконечной (генеральной) совокупности, которую 
бы мы имели, если бы осуществляли сплошной контроль изделий. В подобных ситуациях 
имеется принципиальная возможность многократного повторения наблюдения в рамках 
одинаковых условий. Такие ситуации могут быть описаны вероятностными моделями. Ряд (1.1) 
интерпретируется как случайная выборка из генеральной совокупности, т.е. как 
экспериментальные значения анализируемой случайной величины. Заметим, что в теории 
вероятностей под случайным явлением понимают явление, относящееся к классу повторяемых, 
обладающих свойством статистической устойчивости при повторении однородных опытов. 
Здесь для статистической обработки применяются классические математико-статистические 
методы. Если основные свойства и характеристики генеральной совокупности не известны 
исследователю, то они оцениваются по соответствующим свойствам и характеристикам 
выборок с помощью этих методов. 
Пример 2. Исследуется совокупность средних городов России (с численностью [100; 500] 
тысяч человек) для выяснения типов городов, сходных или однородных по структуре уровня 
образования жителей, половозрастному составу и характеру занятости [2]. Подробный анализ 
большого числа городов практически не реален, поэтому в фиксированном пространстве 
небольшого числа интегральных параметров города разделяются на типы, выделяются эталоны, 
а для них проводят подробный анализ с целью выявления наиболее характерных черт и 
закономерностей в социально-экономическом облике средних по величине типичных городов. 
Так для N средних городов (например, для России их оказалось 74):  
X X N1   (1.2)  
были зарегистрированы 32 параметра 
X
X
x x
x xn n n
1 1
1
1
32
1 32


  

 , (1.3)  
  
где x i  - параметры, характеризующие среднее число жителей, приходящихся на 1000 человек 
населения города. Причем x
1
... x
4
- параметры, характеризующие уровень образования 
(высшее, незаконченное высшее, среднее специальное, среднее); x
5
... x
16
 - 12 параметров, 
характеризующих половозрастной состав; x
17
... x
21
 - 5 параметров для описания 
социального характера занятости населения; x
22
... x
32
- параметры, характеризующие 
занятость в материальном или нематериальном производстве и источники доходов. 
Если допустить, что геометрическая близость двух точек - городов X i  и X j  в 
соответствующем 32-мерном пространстве означает их однородность (сходство) по 
анализируемым признакам и является основанием для их отнесения к одному типу, то для 
решения задачи надо привлечь методы кластер-анализа и снижения размерности. 
Математический аппарат этих методов предполагает вычисление средних, дисперсий, 
ковариаций, но эти характеристики описывают уже природу и структуру только реально 
анализируемых данных, т.е. статистически обследованную совокупность из n анализируемых 
городов. 
В отличие от первого примера во втором примере невозможно: 
- интерпретировать исходные данные в качестве случайной выборки генеральной 
совокупности (в связи с неприятием главной идеи понятия статистического ансамбля: идея 
многократного повторения одного и того же эксперимента в неизменных условиях теряет 
смысл); 
- использование вероятностной модели для построения и выбора наилучших методов 
статистической обработки; 
- дать вероятностную интерпретацию выводам, основанным на статистическом анализе 
исходных данных. 
Но в обоих случаях выбор наилучшего из всех возможных методов обработки данных 
производится в соответствии с некоторыми функционалами качества метода. Способ 
обоснования выбора этого функционала, а также его интерпретация различны. В первом случае 
выбор основан на допущении о вероятностной природе исходных данных и интерпретация 
тоже. Во втором случае исследователь не пользуется априорными сведениями о вероятностной 
природе исходных данных и при обосновании выбора оптимального критерия качества 
опирается на соображения содержательного (физического) плана - как именно и для чего 
получены данные. Когда критерий выбран, в обоих случаях используются методы решения 
экстремальных задач. На этапе осмысления и интерпретации каждый из подходов имеет свою 
специфику. 
При выборе типа модели следует понимать, что всякая модель является упрощенным 
(математическим) представлением изучаемой действительности. Мера адекватности модели и 
действительности является решающим фактором работоспособности используемых затем 
методов обработки. А так как ни одна модель не может идеально соответствовать реальной 
ситуации, то желательна многократная обработка исходных данных для разных вариантов 
модели. 
1.3. Основные этапы статистической обработки исходных данных 
Опишем общую логическую схему статистического анализа данных в виде семи этапов, 
перечислив их в хронологическом порядке (хотя они могут реализовываться в режиме 
итерационного взаимодействия): 
этап 1) исходный (предварительный) анализ исследуемой системы;  
этап 2) составление плана сбора исходной информации; 
этап 3) сбор исходных данных, их подготовка и введение в ЭВМ; 
этап 4) первичная статистическая обработка данных; 
этап 5) выбор основных методов и алгоритмов статистической обработки данных, 
составление детального плана вычислительного анализа материала; 
  
этап 6) реализация плана вычислительного анализа исходных данных (непосредственная 
эксплуатация ЭВМ); 
этап 7) подведение итогов. 
1.3.1. Этап 1 
На этом этапе определяются: основные цели исследования на неформализованном, 
содержательном уровне; совокупность единиц (объектов), представляющая предмет 
статистического исследования; набор параметров-признаков x x p1 , ,  для описания 
обследуемых объектов; степень формализации соответствующих записей при сборе данных; 
время и трудозатраты, объем работ; выделение ситуаций, требующих предварительной 
проверки перед составлением детального плана исследований; формализованная постановка 
задачи; в каком виде осуществляется сбор первичной информации и введение в ЭВМ. 
Если обработка проводится с помощью существующего пакета статистической обработки, 
то трудоемкость этого этапа бывает сравнима с суммарной трудоемкостью остальных этапов. 
1.3.2. Этап 2  
При составлении детального плана сбора первичной информации необходимо учитывать 
как и для чего данные анализируются, т.е. учитывать полную схему анализа. Этот этап 
называют «организационно-методической подготовкой», так как на нем  планируется: какой 
должна быть выборка - случайной, пропорциональной, расслоенной (если используется аппарат 
общей теории выборочных обследований); объем и продолжительность исследования; схема 
проведения активного эксперимента (в случае, если он возможен) с привлечением методов 
планирования эксперимента и регрессионного анализа для определения некоторых входных 
переменных. 
1.3.3. Этап 3 
Сбор исходных данных и введение их в ЭВМ, а также внесение в ЭВМ полного и краткого 
определения используемых терминов. Существует два вида представления исходных данных: 
матрица ―объект-признак‖ (1.4): 
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где ij t - характеристика попарной близости i-го и j-го объектов (при этом m=N) или 
признаков (при этом m=p) в момент t.  Второй вид представления (1.5) часто используется в 
социологии, где данные собираются с помощью специальных опросников, анкет. Примером 
характеристики попарной близости признаков может служить ковариационная матрица. 
1.3.4. Этап 4 
При первичной статистической обработке данных обычно решаются следующие задачи: 
отображение вербальных переменных в номинальную (с предписанным числом градаций) или 
ординальную (порядковую) шкалу; статистическое описание исходных совокупностей с 
определением пределов варьирования переменных; анализ резко выделяющихся переменных; 
восстановление пропущенных значений наблюдений; проверка статистической независимости 
  
последовательности наблюдений, составляющих массив исходных данных; унификация типов 
переменных, когда с помощью различных приѐмов добиваются унифицированной записи всех 
переменных; экспериментальный анализ закона распределения исследуемой генеральной 
совокупности и параметризация сведений о природе изучаемых распределений (эту 
разновидность первичной статистической обработки называют иногда процессом составления 
сводки и группировки); вычислительная реализация учета сложности задачи и возможностей 
ЭВМ; формулировка задачи на входном языке пакета статистической обработки. 
1.3.5. Этап 5 
Составление детального плана вычислительного анализа. Определяются основные 
группы, для которых будет проводиться дальнейший анализ. 
Пополняется и уточняется тезаурус содержательных понятий. Описывается блок-схема 
анализа с указанием привлекаемых методов. Формируется оптимизационный критерий, по 
которому выбирается один из альтернативных методов. 
1.3.6. Этап 6 
 Исследователь на этом этапе осуществляет управление вычислительным процессом, 
формирует задачу обработки и описания данных на входном языке пакета. Учитываются 
размерность задачи, алгоритмическая сложность вычислительного процесса, возможности 
ЭВМ, и особенности данных (обусловленность операций, надежность используемых оценок 
параметров). 
1.3.7. Этап 7 
 Строится формальный отчет о проведенном исследовании. Интерпретируются результаты 
применения статистических процедур (оценки параметров, проверки гипотез, отображения в 
пространство меньшей размерности, классификации). При интерпретации могут использоваться 
методы имитационного моделирования. 
Если исследование проводится в рамках первого подхода (см. п.1.2), то выводы 
формируются в терминах оценок неизвестных параметров, или в виде отчета о справедливости 
гипотез с указанием количественной степени достоверности. В случае второго подхода 
вероятностная интерпретация не делается. 
Работа завершается содержательной формулировкой новых задач, вытекающих из 
проведенного исследования. 
1.4. Причины малоэффективного использования 
машинных методов анализа данных 
В последние десятилетия для решения многочисленных практических задач стали 
интенсивно использоваться машинные методы анализа данных. Не будучи математиком 
специалист выбирает модель обработки либо по традиции, либо из доступного и легко 
интерпретируемого математического обеспечения. При этом он, как правило, не задумывается: 
соответствует ли его модель природе исходных данных? Подобная некомпетентность 
исследователя обусловлена рядом причин. Приведем наиболее важные из них. 
1. Отсутствие подробных описаний алгоритмов программ, а также информации об 
ограниченности возможностей модельных алгоритмов и ориентиров по их применению (как в 
литературе, так и в сопроводительной документации к программному обеспечению). 
2. Разделение труда специалиста и математика, появление ничейной зоны деятельности. 
Математик ограничен рамками: «Есть множество объектов, описанных признаками...» - 
«В результате получены закономерности, которые неплохо согласуются с представлениями 
специалиста...». Он не задумывается о содержании предложенных признаков, имеет ли смысл 
их совместный анализ, учтены ли все существенные факторы. С другой стороны, специалист не 
вникает в механизм обработки данных, не интересуется, на каком этапе происходит искажение 
информации. Интуитивные соображения привлекает только на этапе интерпретации результата, 
в котором ничего изменить не может. 
  
3. Организационная разобщенность разработчиков алгоритмов и программ; отсутствие 
гибкой системы распространения программного обеспечения анализа данных. 
 
1.5. Измерение признаковых значений в анализе данных 
1.5.1. Измерение 
Рассмотрим способы измерения признаков. Обычно под процедурой измерения какого-
либо свойства понимается приписывание некоторых числовых значений отдельным уровням 
этого свойства в определенных единицах. При этом важно знать в какой мере условность в 
выборе единиц измерения повлияет на значение показателя. Например, если стоимость 
продукции измерить в рублях, а потом в тысячах рублей, то изменится лишь число единиц 
измерения, суть же останется прежней. Здесь возможно умножение, деление на константу, т. е. 
масштабирование. Бессмысленно задавать масштаб для температуры по Цельсию, так как мы не 
можем сказать во сколько раз -5 C  меньше +10 C . Таким образом разные типы признаков 
имеют разное множество допустимых преобразований f x  своих значений, которое 
определяет тип шкалы.  
1.5.2. Шкалы 
Отображение : A R1 , называется шкалой наименований, если его допустимым 
преобразованием является взаимно однозначное отображение 
1
1: ( )A R . Шкальные 
значения играют роль имен объектов. Здесь определено отношение равенства, которое 
соответствует отношению эквивалентности. Оно индуцирует на А разбиение на 
непересекающиеся классы. Эти признаки называют классификационными или номинальными. 
Примеры: профессия, национальность, пол, место рождения. 
Отображение : A R1  называется шкалой порядка, если его допустимым 
преобразованием является монотонно возрастающее непрерывное отображение 
1R)A(:
2
. Определены отношения равенства и порядка. Первое соответствует 
эквивалентности объектов, второе - порядку. Отношение эквивалентности индуцирует 
разбиение А на классы, а отношение порядка задает линейный порядок на множестве классов 
эквивалентности. Соответствующее отношение порядка задает порядок на множестве 
различных значений признака x
j , которые называются градациями шкалы порядка. Эти 
признаки называют порядковыми или ординальными. В строгом смысле примеров шкалы нет. 
Условно примерами шкалы являются: сила ветра в баллах, образование, оценка на экзамене, 
шкала твердости минералов. 
Отображение ( )A R1  называется количественной шкалой: а) интервалов; б) 
отношений; в) разностей; г) абсолютной, если допустимым преобразованием является 
положительное линейное преобразование вида: 
AA:3 , 
где для каждого подвида количественной шкалы а) R R, 1 ; б) R , 0 ; 
в) 1 1, R ; г) 1 0, . Примеры: а) любые показатели, значение которых может быть 
отрицательным: температура по Цельсию, летоисчисление, убытки - прибыль; б) возраст, вес, 
длина; в) квалификационные разряды, балльные оценки; г) количество элементов некоторого 
множества, адрес в памяти ЭВМ. 
 
1.6. Разведочный анализ данных 
1.6.1. Основные особенности разведочного анализа данных  
Основные особенности разведочного анализа данных (термин введен в 1962г. Дж. Тьюки). 
Этап разведочного  анализа данных (РАД) зачастую игнорируется или реализуется 
поверхностно в ходе прикладных статистических исследований. Одна из главных причин - 
  
отсутствие необходимой научно-методологической литературы. Большое внимание этим 
вопросам уделено в 3 томе справочника по прикладной статистике Айвазяна С.А. и др.[1]. 
Методы разведочного (предмодельного) статистического анализа данных, направлены на 
―прощупывание‖ вероятностной и геометрической природы обрабатываемых данных и 
предназначены для формирования адекватных реальности рабочих исходных допущений, на 
которых строится дальнейшее исследование. РАД является необходимым и естественным 
моментом первичной статистической обработки и применяется, когда отсутствует априорная 
информация о статистическом или причинном механизме порождения имеющихся у 
исследователя данных. 
Основная цель РАД - построить некоторую статистическую модель в виде эмпирического 
описания структуры данных, которую необходимо будет потом в ходе статистического 
исследования верифицировать. 
Важнейшим элементом РАД является широкое использование визуального представления 
многомерных данных. Его возможности возросли благодаря появлению динамических форм 
визуального представления. Для этого многомерные данные отображаются в пространство 
низкой размерности с сохранением существенных структурных особенностей. При этом 
структура данных может оказаться такой сложной, что небольшого числа проекций 
недостаточно для их представления. Тогда структуру описывают за счет агрегирования 
информации, содержащейся в большом числе низкоразмерных проекций. 
К РАД относятся методы, дающие наглядное представление о структуре многомерных 
данных в пространствах малой размерности. В случае, если размерность пространства, куда 
отображаются данные, меньше или равно трем, то эти методы относятся к собственно 
разведочному анализу, когда по некоторому критерию при помощи вычислительной процедуры 
оптимизации ищут отображения, дающие наиболее выразительные проекции, а окончательное 
решение принимается визуально путем анализа (в одномерном случае - это гистограмма, на 
плоскости - диаграмма рассеивания). 
К РАД относятся также методы, связанные с линейным проецированием, упрощением 
описания с помощью компонентного анализа и многомерного шкалирования, кластер-анализа, 
анализа соответствий (для неколичественных переменных). 
Основная задача  РАД - переход к компактному описанию данных при возможно более 
полном сохранении существенных аспектов информации, содержащихся в данных. 
1.6.2. Модели  структуры многомерных данных в разведочном анализе данных  
Пусть данные заданы в виде матрицы данных. Объекты можно представить в виде точек в 
многомерном (р- мерном) пространстве. Для описания структуры этого множества точек в РАД 
используется одна из следующих статистических моделей: 
- модель облака точек примерно эллипсоидальной конфигурации; 
- кластерная модель, т.е. совокупность нескольких «облаков» точек, достаточно далеко 
отстающих друг от друга; 
- модель «засорения» (компактное облако точек и при этом присутствуют дальние 
выбросы); 
- эмпирический образ данных в виде покрытия выборочных точек многомерного 
признакового пространства сетью гиперпараллелепипедов с оцененной плотностью 
распределения (многомерный аналог гистограммы); 
- модель носителя точек как многообразия (линейного или нелинейного) более низкой 
размерности, чем исходное: типичным примером является выборка из вырожденного 
распределения; в рамках этой модели можно рассматривать и регрессионную модель, когда 
соответствующие многообразие допускает функциональное представление X F X11 1( ) , 
где Х11- прогнозируемые, 1X -предсказывающие признаки, F X( )1 - функция регрессии, - 
ошибка; 
- дискриминантная модель, когда точки разделены на несколько групп и дана информация 
о их принадлежности к той или иной группе. 
  
1.7. Упрощение описания  
Стремление комплексно, многомерно описать изучаемую систему или процесс 
противоречит желанию делать это сжато, ясно. Т.е. с одной стороны: все больший охват 
количества сторон и связей явлений, а с другой -  выделение базисных узловых. Поэтому и 
возникает вопрос: можно ли проводить статистическую обработку в пространстве меньшей 
размерности, не теряя определенных свойств исходного пространства. Само сокращение 
выгодно в связи с тем, что: 
 выбираются наиболее важные информативные характеристики (в таком пространстве 
результаты устойчивее и надежнее); 
 упрощается содержательное восприятие и анализ;  
 при сокращении до размерности 1-3 возможна визуализация;  
 упрощается вычислительный процедуры.  
При упрощении описания обычно стремятся не исказить геометрическую структуру 
множества. При этом за основу для сравнения принимают исходные свойства совокупности, 
либо выбирают некоторый внешний критерий сокращения размерности. 
Рассмотрим три способа сокращения размерности. 
1. Переход из исходного описания в новое пространство, оси которого составляют 
некоторые комбинации исходных признаков. Наиболее распространенным методом такого типа 
является компонентный анализ, в котором точки проецируются в пространство первых двух 
компонент. Главные компоненты имеют свойства: сумма квадратов евклидовых расстояний от 
исходных точек до пространства натянутого на m первых главных компонент, наименьшая 
относительно любых других подпространств в той же размерности (полученных с помощью 
линейных преобразований исходных признаков); среди всех подпространств размерности 
m m  в пространстве компонент меньше других искажается сумма квадратов евклидовых 
расстояний между объектами; наилучшим образом сохраняется сумма расстояний до центра 
тяжести точек и сумма углов между объектами с вершинами в центре тяжести.  
Недостатки подхода: близость измеряется лишь в евклидовом пространстве и по 
евклидовым расстояниям; первые главные компоненты не всегда хорошо описывают все 
признаки; критерии гарантируют лишь сохранность суммарных характеристик. 
2. Шкалирование - поиск подпространства размерности m m , в котором разница между 
расстояниями в исходном и найденном пространстве была бы минимальной. Критерии 
основаны на оценке отличий матрицы расстояний в двух пространствах: D Dm m . Если 
стремятся точно приблизить матрицы, то шкалирование называют метрическим, если в 
приближении стремятся сохранить порядок в двух пространствах - то неметрическим. В 
шкалировании отыскиваются не новые признаки, а новые пространства. Поэтому его 
результаты интерпретируются как восстановление структуры расположения точек в 
пространстве (при m 2  - на плоскости). 
3. При выборе информативных признаков сокращается размерность без введения новых 
комбинированных признаков. Если в качестве измерителя близости использовать квадраты 
евклидовых расстояний, то структуру данных лучше всего описывают признаки с наибольшими 
дисперсиями.  
Удобна любая визуализация данных, а не только проецирование точек. Остановимся на 
концепции образного анализа. Его идея: представление многомерных данных в виде доступной 
для человека информации. А. Эндрюс разработал способ кодирования каждой многомерной 
точки некоторой кривой, которая выдается на печать. Оригинален метод Г. Чернова [5], 
предполагающий ставить в соответствие объекту черты человеческого лица.  
Методы визуализации внутренне парадоксальны - они используют точные алгоритмы с 
экстремальными свойствами, чтобы впоследствии человек на их основе принял весьма 
приближенное, естественное в его понимании решение. Такая парадоксальность не тормозит 
познание, а способствует его успехам. 
 
  
2. СТАТИСТИЧЕСКОЕ ИССЛЕДОВАНИЕ ЗАВИСИМОСТЕЙ 
2.1. Общая схема взаимодействия переменных при статистическом исследовании зависимостей 
Основная цель статистического исследования зависимостей (СИЗ) состоит в том, чтобы на 
основании частных результатов статистического наблюдения за показателями двух или трех 
различных явлений, происходящих с исследуемым объектом, выявить и описать существующие 
взаимосвязи. В случае численного выражения такие показатели называют переменными.  
Рамки применения аппарата СИЗ определяются двумя условиями: 
- стохастичность интересующей нас взаимосвязи между переменными (т.е. реализация 
явления или события А одной переменной может повлечь за собой событие В другой 
переменной с вероятностью р); 
- взаимосвязь между переменными выявляется на основе статистических наблюдений по 
выборкам из соответствующих генеральных совокупностей событий. 
Опишем функционирование изучаемого реального объекта набором переменных, среди 
которых выделим: 
x
(1)
,..., x
(p)
 - ―входные‖ переменные, описывающие условия или причинные компоненты 
функционирования (поддаются контролю или частичному управлению); для них используются 
такие термины как факторы-аргументы, факторы-причины, экзогенные, предикторные 
(предсказательные), объясняющие; 
y
(1)
,..., y
(m)
 - ―выходные―, характеризующие поведение объекта или результат 
(эффективность) функционирования; обычно их называют отклики, эндогенные, 
результирующие, объясняемые, факторы-следствия, целевые факторы; 
(1)
,..., 
(m)
 - латентные (скрытые, не поддающиеся непосредственному измерению) 
случайные ―остаточные‖ компоненты, отражающие влияние на y(1),..., y(m) неучтенных ―на 
входе‖ факторов, а также случайные ошибки в измерении анализируемых показателей; остатки. 
Используя введенный набор переменных, задача СИЗ может быть сформулирована 
следующим образом: по результатам N измерений  
( ,..., , ,..., ) , ,( ) ( ) ( ) ( )x x y y i Ni i
p
i i
m1 1 1  (3.1) 
исследуемых переменных на N объектах построить такую (векторно-значимую) функцию 
f x x
f x x
f x x
p
p
m p
( ,..., )
( ,..., )
......................
( ,..., )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1
1 1
1
, (3.2) 
которая позволила бы наилучшим образом восстановить значения переменных  
Y y y m( ,..., )( ) ( )1  по заданным значениям объясняющих переменных X x x p( ,..., )( ) ( )1 . 
2.2. Конечные прикладные цели статистического исследования зависимостей 
С выяснения цели должно начинаться всякое СИЗ. От этого зависит план исследования, 
выбор общей структуры математической модели, интерпретация статистических характеристик 
и выводов. Выделим три основных типа: 
Тип 1. Установление самого факта наличия (или отсутствия) статистически значимой 
связи между Y и X и, возможно, оценка степени точности. 
Тип 2. Прогноз (восстановление) неизвестных значений интересующих нас 
индивидуальных или средних значений результирующих показателей Y по заданным значениям 
объясняющих переменных X. 
При  такой постановке статистический вывод включает описание интервала, или области 
AP(X) вероятных значений Y(X) или Yср(X) 
Y(X)  AP(X) или Yср(X)  AP(X) 
с некоторой вероятностью P, гарантирующей справедливость прогноза. 
Исследователя интересуют лишь значения f(x), выбор конкретного вида функции f(x) в 
(3.2) и состава объясняющих переменных X играет подчиненную роль и нацелен на тип ошибки 
  
получаемого прогноза. Существенно используются значения функции f(x) для построения 
прогнозных интервалов (областей) AP(X). Они обычно определяются из  
f x X N Y f x X Np p( ) ( , ) ( ) ( , )  
p X N( , ) - гарантируемая (с вероятностью не менее P) максимальная величина ошибки 
прогноза. 
Тип 3. Выявление причинных связей между объясняющими переменными X и 
результирующими показателями Y, частичное управление Y путем регулирования величин X. 
Эта постановка требует вскрытия ―черного ящика‖ механизма преобразования входных (X), и 
случайных ( ) переменных в результирующие (Y). 
Здесь на первый план выходит задача правильного определения структуры модели (т.е. 
выбора общего вида функции f(x)). Во всей технике СИЗ самым слабым местом является это. 
2.3. Математический инструментарий  статистического исследования зависимостей 
Методы СИЗ составляют содержание отдельных частей многомерного статистического 
анализа, которые можно определить как раздел математической статистики, посвященный 
построению оптимальных планов сбора, систематизации и обработки многомерных 
статистических данных типа (3.1), нацеленных на выявление характера и структуры 
взаимосвязей между компонентами (X,Y) и предназначенных для получения практических и 
научных выводов. Среди p+m компонент могут быть: количественные, порядковые 
(ординальные), классификационные (номинальные). 
Методы СИЗ формировались с учетом специфики моделей, обусловленных природой 
изучаемых переменных. Схематично всю совокупность методов приведем в таблице 3.1. 
 
Таблица 3.1.Математический инструментарий СИЗ 
Природа  
результирующих 
показателей Y 
Природа объясняющих переменных X Названия обслуживающих разделов 
многомерного статистического 
анализа 
Количественная Количественная Регрессионный и кор- 
реляционный анализ 
Количественная Одна количественная переменная, 
интерпретируемая, как время 
Анализ временных рядов 
Количественная Неколичественная (ординальные или 
номинальные переменные) 
Дисперсионный анализ 
Количественная Смешанная (количественные 
и неколичественные переменные) 
Ковариационный анализ, модели 
типологической регрессии 
Неколичественная 
(порядковые 
переменные) 
Неколичественная (ординальные или 
номинальные переменные) 
Анализ ранговых корреляций и таблиц 
сопряженности 
Неколичественная 
(номинальные 
переменные) 
Количественная Дискриминантный анализ, кластер-
анализ, расщепление смесей 
распределения 
Смешанная 
(количественные и 
неколичественные 
переменные) 
Смешанная (количественные и 
неколичественные переменные) 
Аппарат построения логических 
решающих функций  и эмпирического 
образа данных 
 
  
3. ИНТЕЛЛЕКТУАЛЬНЫЙ АНАЛИЗ ДАННЫХ (ИАД) -  НОВОЕ РАЗВИТИЕ 
ИНФОРМАЦИОННЫХ ТЕХНОЛОГИЙ 
 
Наиболее впечатляющий результат в области информационных технологий: к середине 
90-х годов объем накопленной информации удваивался каждые 20 месяцев. Объемы БД росли 
еще быстрее. 
 
3.1. Основные факторы пересмотра технологий анализа данных  
 
Приведем основные факторы, которые привели к пересмотру технологий анализа 
данных (АД): 
1) Фактор реального времени (РВ), управляемость в режиме РВ проявилась особо значимо в 
военной сфере, управлении производственными системами, медицине, экологии, энергетики 
При этом особо жесткие требования (для анализа данных) к методам и моделям выдвинули: 
 - значительные объемы данных, эффективно участвующий в процессе принятия решения 
- разнородный характер данных (числовые и символьные, структурированные, 
неструктурированные, формализованные и в виде текстов на естественном языке) 
- необходимость обрабатывать данные разнотипными средствами, сводя в некоторую 
единую инструментальную среду порождения финального решения 
Возникла острая необходимость в поиске новых подходов, адекватных сложившимся 
потребностям. 
2) Специфика открытых предметных областей выразилась в двух обстоятельствах: 
- возможность хранения больших массивов породила потребность создания средств 
поддержки «открытых» множеств запросов к хранимой информации, причем была 
осознана необходимость отходы от традиционной парадигмы хранения и обработки 
средствами СУБД (из-за дороговизны процесса перепроектирования и реинжиниринга 
информационных БД) 
- осознана потребность создания средств автоматического выделения и анализа скрытых 
зависимостей. 
3) Сложный характер объекта управления (взаимодействие большого множества разнородных 
процессов и подсистем) демонстрирует ограниченность: 
- традиционных моделей и методов теории управления 
- интеллектуальных систем 1-го поколения (экспертных систем продукционного типа). 
Например, оператор при управлении большими современными энергосистемами 
пользуется специальными системами-справочниками (ЭС продукционного типа) вида 
«если (ситуация) то выполняй (действие)», в которых аккумулированы знания 
специалистов, то есть подсистемы автоматического регулирования обеспечивают режим: 
«сохраняй состояние Норма, компенсируй Патологии, понимаемые как отклонения от 
Нормы». Возможные нештатные ситуации можно разделить условно на два типа:  
1) Отклонения от Нормы по отдельным параметрам. 
2) Отклонения одновременно по большому числу параметров 
 
3.2. Характерные особенности задач нового типа в компьютерном анализе данных 
 
В числе основных характерных особенностей задач нового типа в компьютерном 
анализе данных можно назвать следующие: 
1) Объект исследования характеризуется большими объемами данных, требуется анализ в 
ограниченное время; 
  
2) Формальная модель объекта отсутствует (нет полного и непротиворечивого аналитического 
описания) 
3) Необходимо уметь выделять параметры, определяющие поведение (оптимизируемость и 
управляемость) в тех или иных ситуациях; 
4) Необходимо уметь обобщать имеющую информацию, выделяя неявно представленные 
зависимости (то есть те эмпирические правила, которые позволяют оптимизировать и 
предсказывать поведение модели в новых обстоятельствах). 
Особенностью новой парадигмы компьютерной обработки данных и знаний является 
использование: 
- средств поддержки хранения больших пополняющихся объемов информации 
- развитых средств представления знаний и компьютерных моделей рассуждений 
- средств компьютерной аппроксимации психологических аспектов умственной 
деятельности (когнитивная графика и другие средства визуализации, формализация 
эвристических способов решения задач, формализация поиска релевантного знания в 
процессе рассуждения) 
К середине 90-х годов появилась технология Хранилищ информации (Data WareHouse) 
DWH и интеллектуального анализа данных (Data Mining and Knowlelge Discovery in Databases) 
DM. 
DWH & DM 
DWH - Предметноориентированный и интегрированный (объединяющий значения 
различных параметров), неизменяемый и поддерживающий хронологию НД, специфическим 
образом организованный для целей поддержки принятия решения /Bill Inmon/ 
DM - управляемый данными процесс (data driven) извлечения зависимостей из больших БД. В 
этом процессе центральное место занимает автоматическое порождение характеризующих 
анализируемые данные: моделей правил, функциональных зависимостей. Затем они 
предъявляются пользователю для оценки «интересности», релевантности и полезности для 
целей процесса Data Mining. 
 
3.3. Схема эволюции систем анализа данных и систем поддержки принятия решений  
 
Эта схема с учетом роста объемов данных, усложнения и интеллектуализации средств 
анализа, ориентации на фактор РВ может быть охарактеризована следующими основными 
шагами: 
1) Технология БД 
БД - специальная форма организации данных, поддерживаемая СУБД для поиска нужного 
значения параметра в системе формализованных отношений. 
2) Технология OLTP 
Стандарт промышленных СУБД, не способных быстро извлекать нужную информацию в 
режиме РВ был вытеснен с рынка информационных технологий. 
3) Технология OLAP 
Усложнение средств АД в процессе принятия решений потребовало усовершенствований в 
технологиях накопления и обработки данных («расчеты по заранее заданным формулам») 
 
Свойство OLTP OLAP 
Назначение данных Оперативный поиск, 
несложная обработка 
Аналитическая обработка, 
прогнозирование, моделирование 
Уровень агрегации Детализированный Агрегированный 
Период хранения Несколько месяцев - до 1 года Несколько лет - до нескольких. 
десятков лет 
Частота обновления, 
объем 
Высокая, малыми порциями Малая, большими порциями 
  
Критерий 
эффективности 
Мало транзактов в единицу 
времени 
Скорость выполнения сложных 
запросов, прозрачность структуры 
хранения информации для 
пользователей 
 
4) Технология DWH & DM  
Наряду с задачами OLAP-обработки поиск всех релевантных данным и целям их 
обработки функциональных зависимостей. Характерна взаимная согласованность 
технологий накопления данных (представления данных и знаний, эффективного хранения, 
поиска и доставки) и автоматического извлечения из них полезных зависимостей (моделей, 
правил, функциональных отношений). 
На 4-м этапе эволюции технологий анализа данных (АД) и систем поддержки принятия 
решений (СППР) оказался востребованным опыт, методология и инструментальные средства, 
характерные для создания и приложений искусственного интеллекта (НН). Причем, 
основанные, прежде всего, на методах машинного обучения (machine learning) систем 
интеллектуального АД (ИАД), способных: 
1) Выявлять скрытые взаимные влияния различных факторов и вести причинный анализ 
(то есть давать ответы на вопросы «Почему?») 
2) Порождать возможные зависимости в накопленных данных (причем не только заранее 
заданного вида, например, линейные функции) 
3) Анализировать наблюдаемые в накопленных данных аномалии 
4) Прогнозировать (на основе порожденных зависимостей) характер поведения объекта 
исследования. 
 
3.4. Направления интеллектуального анализа данных (DM) 
 
1) Порождение деревьев решений; 
2) Системы, основанные на правилах; 
3) Статистический анализ; 
4) Генетические алгоритмы; 
5) Нейронные сети; 
6) Визуализация (когнитивная компьютерная графика). 
 
Рассмотрим кратко эти направления: 
1) Поиск иерархий признаков, эффективно разделяющих исходно заданное множество на 
иерархии «однородных классов « объектов. 
2) Можно выделить ряд интересных самостоятельных направлений.  
Например, Automated discocery. Программная система BACON стала классикой машинного 
обучения (Machine Learning). Другой подход - рассуждения, основанные на анализе 
прецедентов (Case-Based Reasoning - CBR). Еще алгоритмы АД в задачах распознавания 
образов (алгоритм КОРА) 
3) Используются два вида формализмов: 
- байесовский индуктивный вывод 
- регрессионный анализ 
На статистически значимой подвыборке применяется процедура порождения зависимостей 
и оценивается по остальной выборке. 
4) В процессе специальным образом организованных «мутаций» исходного описания данных 
(кластеров, шаблонов) порождается зависимость. «Малые изменения» текущих групп 
данных контролируются специальными функциями соответствия, они определяют 
«схожесть» кластеров и уровень «достаточности» сходства между данными внутри 
кластеров. Иногда затруднена форма-мутация. 
  
5) В основе нейронных сетей - механизмы адаптивного обучения в многоуровневых 
структурах. Качество зависимостей определяется топологией конкретной задействованной 
сети, объемам обучающей выборки и индивидуальными особенностями объектов. 
Недостаток: невозможен причинный анализ: почему найденные решения имеют именно 
такой вид. 
6) Средства визуализации могут выступить в качестве дополнительных инструментальных 
средств порождения зависимостей и как самостоятельный набор инструментов визуального 
анализа (помогает выдвигать нетривиальные гипотезы). 
 
Проблема согласования средств: представление знаний и обработки данных и знаний 
имеет специфику в ИАД и предполагает возможность получения ответа на вопрос не только 
Что является решением? но и Почему решение имеет такой вид? Поэтому из шести 
формальных средств в DM рассматриваются первые три. 
  
4. КРАТКАЯ ХАРАКТЕРИСТИКА CASE - ТЕХНОЛОГИЙ 
4.1. Два способа улучшения бизнес-процесса: непрерывное усовершенствование и реинжиниринг  
4.1.1. Что такое бизнес-процесс, зачем и как его усовершенствовать... 
Приведем примеры бизнес-процессов: заказ одежды у компании «товары – почтой», регистрация новых 
телефонных услуг на вашей АТС, разработка новых товаров, строительство нового жилища и т. д. Если вы когда-
нибудь стояли в очереди за продуктами, то поймете, что такое необходимость совершенствования процесса. В 
данном случае процесс – это продвижение в очереди, а цель процесса – заплатить за покупку и унести ее с собой. 
Процесс начинается, когда вы занимаете очередь, а заканчивается, когда берете чек и уходите из магазина. Вы – 
клиент (у вас деньги и вы пришли за продуктами), а магазин – поставщик. Этапы процесса – это ваши и продавцов 
действия по проведению указанной операции. 
Таким образом, бизнес-процесс – это комплекс различных действий, преобразующих ряд данных на входе 
в ряд данных на выходе (товары или услуги) для другого человека или процесса, с использованием людей и 
оборудования. Мы все заняты процессами и в разное время исполняем роли то клиента, то поставщика. 
Взгляните на бизнес-процессы, изображенные на рис.4.1 в виде треугольников. Цель схемы – показать 
поставщика и данные на входе, сам процесс и клиента с соответствующими данными на выходе. Кроме того, 
нарисована стрелка обратной связи от клиента к поставщику. 
Рис. 4.1 
 
4.1.2. «Непрерывное совершенствование бизнес-процессов» 
Совершенствование бизнес-процессов имеет первостепенное значение для предприятий, желающих 
сохранить конкурентоспособность на рынке. В течение последних 10-15 лет компании вынуждены 
совершенствовать свои бизнес-процессы, потому что клиенты требуют все лучших товаров и услуг. А если не 
получают от поставщика желаемого, могут выбирать из многих других (отсюда и конкуренция среди 
предприятий). 
На рисунке 4.2 ниже показаны основные этапы улучшения бизнес-процессов. Начинаем с составления 
описи того, что имеем на сегодняшний день; решаем, как оценивать процесс исходя из потребностей клиента; 
выполняем процесс, оцениваем результаты, а затем на основе полученных данных выясняем возможности для 
улучшений. Вносим изменения и анализируем новый процесс. Этот цикл повторяется раз за разом и называется 
«непрерывным совершенствованием процессов», «совершенствованием бизнес-процессов», «функциональным 
совершенствованием процессов» и т. д. 
Рис.4.2. 
 
4.1.3. Реинжиниринг 
Приведенная выше модель совершенствования бизнес-процессов эффективна для постепенных, 
накопительных улучшений. Однако за последние 10 лет в силу ряда причин возникла необходимость ускорить эту 
работу. Наиболее очевидная причина – технологическая. Современные технологии (например, Интернет) 
стремительно открывают новые возможности, тем самым поднимая планку соревнования и требуя коренного 
улучшения бизнес-процессов. 
Другая очевидная тенденция – увеличение открытости мировых рынков и объема свободной торговли. На 
рынок приходит все больше компаний, ужесточается конкуренция. Серьезные перемены нужны уже лишь для 
того, чтобы не сдать позиции. Для многих предприятий это буквально вопрос жизни и смерти. Таким компаниям 
требуются не постепенные изменения, а прорыв, и немедленно. Редкое предприятие может позволить себе 
роскошь постепенных преобразований. Один из новых методов стремительно менять и существенно улучшать 
бизнес-процессы – реинжиниринг (Business Process Reengineering – BPR). 
BRP по своей философии отличается от постоянного совершенствования процессов. В своей радикальной 
форме он вообще не берет в расчет существующие процессы: раз они не работают, значит испорчены – забудь о 
  
них и начни сначала. Такой подход «с чистого листа» позволяет отстраниться от настоящего и сосредоточиться на 
будущем, задать себе вопрос: как должен выглядеть процесс? Каким хотели бы его видеть мои клиенты? Каким 
хотели бы его видеть другие сотрудники? Как это делают первоклассные компании? Чего мы могли бы достичь с 
помощью новой технологии? 
Такой подход изображен на рис.4.3: сначала задается объем и цели проекта по реинжинирингу, затем 
проходит процесс обучения. На этой базе можно выстроить перспективу и разработать новые бизнес-процессы. 
Определив, «как надо», можно создать план действий исходя из разницы между существующими процессами, 
технологиями и структурами и теми, которых нужно достичь. В дальнейшем все зависит от реализации. 
Рис.4.3. 
Таким образом, существуют два полярных способа улучшить бизнес-процессы: непрерывное 
усовершенствование и реинжиниринг. Разница между ними в том, чтo принимается за основу (существующий 
процесс или «чистый лист»), а также в величине и скорости итоговых изменений. 
Со временем эти две крайности, то есть постепенное улучшение и реформа «скачком», дали много 
производных. Все они – попытка решить проблему глобальных преобразований на предприятии. Трудно найти 
единый подход, точно отвечающий конкретным требованиям компании. Задача состоит в том, чтобы понять, какой 
метод в каком случае выбрать и как применить, чтобы достичь искомого результата. 
 
4.2. Понятие консалтинга в области информационных технологий 
Термин консалтинг в России является каким-то аморфным и неконкретным. Практически каждая фирма, 
работающая на рынке информационных технологий, заявляет о предоставлении ею неких консалтинговых услуг. 
Что же следует понимать под консалтингом на самом деле? Какие требования предъявляются к консалтинговым 
структурам? Постараемся ответить на эти вопросы. 
Консалтинг - это деятельность специалиста или целой фирмы, занимающихся стратегическим 
планированием проекта, анализом и формализацией требований к информационной системе, созданием 
системного проекта, иногда - проектированием приложений. Но все это до этапа собственно программирования 
или настройки каких-то уже имеющихся комплексных систем управления предприятием, выбор которых и 
осуществляется на основе системного проекта. И уж ни в коей мере сюда не входит системная интеграция. 
Консалтинг предваряет и регламентирует названные этапы. 
Фактически консультантом выполняется два вида работ. Прежде всего, это элементарное наведение 
порядка в организации: бизнес-анализ и реструктуризация (реинжиниринг бизнес-процессов). Это направление 
получило название «бизнес-консалтинг». В конечном итоге речь, разумеется, идет об автоматизации, однако если 
мы будем автоматизировать существующий хаос, царящий на российских предприятиях, то в итоге получим не что 
иное как «автоматизированный хаос». 
Любая организация - это довольно сложный организм, функционирование которого одному человеку 
понять просто невозможно. Руководство в общих чертах представляет себе общий ход дел, а клерк досконально 
изучил только свою деятельность, уяснил свою роль в . сложившейся системе деловых взаимоотношений. Но как 
организация функционирует в целом, не знает, как правило, никто. И именно деятельность, направленная на то, 
чтобы разобраться б функционировании таких организмов, построить соответствующие модели и на их основе 
выдвинуть некоторые предложения по поводу улучшения работы некоторых звеньев, а еще лучше - бизнес-
процессов (деятельностей, имеющих ценность для клиента) считается бизнес-консалтингом. 
Другой вид работ - собственно системный анализ и проектирование. Выявление и согласование 
требований заказчика приводит к пониманию того, что же в действительности необходимо сделать. За этим 
следует проектирование или выбор готовой системы так, чтобы она в итоге как можно в большей степени 
удовлетворяла требованиям заказчика. 
Кроме того, важный элемент консалтинга - формирование и обучение рабочих групп. Здесь речь идет не 
только о традиционной учебе - любые проекты, модели должны в итоге кем-то сопровождаться. Поэтому 
сотрудники предприятия с самого начала участвуют в проекте, им частично передаются внутрифирменные 
технологии. И по окончании работ они способны анализировать и улучшать бизнес-процессы в рамках 
собственной отдельно взятой организации. 
Исторически консалтинговые компании появляются на рынке последними. Это связано с появлением 
спроса на их услуги, который возникает с переходом от «островковой» к комплексной автоматизации, когда 
предприятие не способно самостоятельно справится с вставшими перед ним проблемами, а следовательно 
рождается понимание, что необходимо платить не только за программное и аппаратное обеспечение, но и за 
отчеты и рекомендации. Консалтинговые структуры характеризуются следующими пятью позициями: 
 знания и информация - главный и единственный их продукт; 
 опыт персонала, приобретаемый годами и десятилетиями при работе над конкретными проектами; 
 наличие методологии выполнения консалтинговых проектов; 
  
 независимость; 
 объективность. 
Понятно, что полной независимости и объективности не бывает да и быть не может. Тем не менее, когда 
консалтинговая структура входит в компанию, занимающуюся собственными разработками или продвигающую 
западную систему автоматизации, внедрение которой стоит сотни тысяч и миллионы долларов - это нонсенс. 
С другой стороны, у каждого специалиста есть свои пристрастия, излюбленные продукты или подходы. 
Так что не стоит думать, что нанимая специалистов по консалтингу, предприятие получает истину в последней 
инстанции. Другое дело, что оно вправе рассчитывать на профессионализм и получение одного из лучших 
решений своей проблемы. 
 
4.3. CASE-технологии - методологическая и инструментальная база консалтинга 
 
За последнее десятилетие сформировалось новое направление в программотехнике - CASE (Computer-
Aided Software/System Engineering). В настоящее время не существует общепринятого определения CASE. 
Содержание этого понятия обычно определяется перечнем задач, решаемых с помощью CASE, а также 
совокупностью применяемых методов и средств. Очень грубо, CASE - технология представляет собой 
совокупность методологий анализа, проектирования, разработки и сопровождения сложных систем программного 
обеспечения (ПО), поддержанную комплексом взаимоувязанных средств автоматизации. CASE - это 
инструментарий для системных аналитиков, разработчиков и программистов, заменяющий им бумагу и карандаш 
на компьютер для автоматизации процесса проектирования и разработки ПО. 
К настоящему моменту дисциплина CASE оформилась в самостоятельное наукоемкое направление в 
программотехнике, повлекшее за собой образование мощной CASE-индустрии, объединившей сотни фирм и 
компаний различной ориентации. Среди них выделяются компании - разработчики средств анализа и 
проектирования ПО с широкой сетью дистрибъютерских и дилерских фирм; фирмы - разработчики специальных 
средств с ориентацией на узкие предметные области или на отдельные этапы жизненного цикла ПО; обучающие 
фирмы, которые организуют семинары и курсы подготовки специалистов; консультационные фирмы, 
оказывающие практическую помощь при использовании CASE-пакетов для разработки конкретных приложений; 
фирмы, специализирующиеся на выпуске периодических журналов и бюллетеней по CASE. Основными 
покупателями CASE-пакетов за рубежом являются военные организации, центры обработки данных и 
коммерческие фирмы по разработке ПО. 
Существует мнение, что CASE является наиболее перспективным направлением в программотехнике. С 
этим, естественно, можно и нужно спорить, но то, что CASE - наиболее бурно и интенсивно развиваемое 
направление, является в настоящее время фактом. Практически ни один серьезный зарубежный программный 
проект не осуществляется без использования CASE-средств. Известная методология структурного системного 
анализа SADT (точнее ее подмножество IDEFO) принята в качестве стандарта на разработку ПО Министерством 
обороны США. Более того, среди менеджеров и руководителей компьютерных фирм считается чуть ли не 
правилом хорошего тона знать основы SADT и при обсуждении каких либо вопросов нарисовать простейшую 
диаграмму, поясняющую суть дела. 
CASE позволяет не только создавать «правильные» продукты, но и обеспечить «правильный» процесс их 
создания. Основная цель CASE состоит в том, чтобы отделить проектирование ПО от его кодирования и 
последующих этапов разработки, а также скрыть от разработчиков все детали среды разработки и 
функционирования ПО. Чем больше деятельности будет вынесено в проектирование из кодирования, тем лучше. 
При использовании CASE-технологий изменяются все этапы жизненного цикла программной системы, 
при этом наибольшие изменение касаются этапов анализа и проектирования. В большинстве современных CASE-
систем применяются методологии структурного анализа и проектирования, основанные на наглядных 
диаграммных техниках, при этом для описания модели проектируемой системы используются графы, диаграммы, 
таблицы и схемы. Такие методологии обеспечивают строгое и наглядное описание проектируемой системы, 
которое начинается с ее общего обзора и затем детализируется, приобретая иерархическую структуру ее все 
большим числом уровней. 
Несмотря на то, что структурные методологии зарождались как средства анализа и проектирования ПО, 
сфера их применений в настоящее время выходит далеко за рамки названной предметной области. Поэтому CASE-
технологии успешно применяются для моделирования практически всех предметных областей, однако устойчивое 
положение они занимают в следующих областях: 
 бизнес-анализ (фактически, модели деятельности предприятий «как есть» и «как должно быть» строятся 
с применением методов структурного системного анализа и поддерживающих их CASE-средств); 
 системный анализ и проектирование (практически любая современная крупная программная система 
разрабатывается с применением CASE-технологий по крайней мере на этапах анализа и проектирования, что 
связано с большой сложностью данной проблематики и со стремлением повысить эффективность работ). 
Следует отметить, что CASE - не революция в программотехнике, а результат естественного 
эволюционного развития всей отрасли средств, называемых ранее инструментальными или технологическими. 
Однако это и не Confuse Array of Software that does Everything, существует ряд признаков и свойств, наличие 
  
которых позволяет классифицировать некоторый продукт как CASE-средство. Одним из ключевых признаков 
является поддержка методологий структурного системного анализа и проектирования. 
С самого начала CASE-технологии развивались с целью преодоления ограничений при использовании 
структурных методологий проектирования 60-70-х годов (сложности понимания, большой трудоемкости и 
стоимости использования, трудности внесения изменений в проектные спецификации и т.д.) за счет их 
автоматизации и интеграции поддерживающих средств. Таким образом, CASE-технологии, вообще говоря, не 
могут считаться самостоятельными методологиями, они только развивают структурные методологии и делают 
более эффективным их применение за счет автоматизации. 
Помимо автоматизации структурных методологий и, как следствие, возможности применения 
современных методов системной и программной инженерии, CASE обладают следующими основными 
достоинствами: 
 улучшают качество создаваемого ПО за счет средств автоматического контроля (прежде всего, контроля 
проекта); 
 позволяют за короткое время создавать прототип будущей системы, что позволяет на ранних этапах 
оценить ожидаемый результат; 
 ускоряют процесс проектирования и разработки; 
 освобождают разработчика от рутинной работы, позволяя ему цели ком сосредоточиться на творческой 
части разработки; 
 поддерживают развитие и сопровождение разработки; 
 поддерживают технологии повторного использования компонент разработки. 
Большинство CASE-средств основано на парадигме методология/метод/нотация/средство. Методология 
определяет руководящие указания для оценки и выбора проекта разрабатываемого ПО, шаги работы и их 
последовательность, а также правила распределения и назначения методов. Метод - это систематическая 
процедура или техника генерации описаний компонент ПО (например, проектирование потоков и структур 
данных). Нотации предназначены для описания структуры системы, элементов данных, этапов обработки и 
включают графы, диаграммы, таблицы, блок-схемы, формальные и естественные языки. Средства - 
инструментарий для поддержки и усиления методов. Эти инструменты поддерживают работу пользователей при 
создании и редактировании графического проекта в интерактивном режиме, они способствуют организации 
проекта в виде иерархии уровней абстракции, выполняют проверки соответствия компонентов. 
 
4.4. BPwin - средство концептуального моделирования бизнес-процессов предприятия  
4.4.1. Общие сведения о работе в среде пакета BPwin  
Чтобы выжить, нужно быстро реагировать на изменение окружающей среды. Эта биологическая истина 
все чаще может быть применима и к фирмам. Однако руководителям предприятий прежде всего необходимо ясно 
понять текущую ситуацию на предприятии, а затем определить характер предполагаемых изменений для 
получения желаемой выгоды. Существует инструмент, способный помочь решению таких сложных задач. Перед 
руководителями предприятий все чаще встает задача реорганизации деятельности. Это может быть пересмотр 
штатной структуры, внедрение новой технологии или информационной системы и т. д. — все то, что должно резко 
повысить эффективность работы и помочь выжить в условиях нестабильного внешнего окружения. Бессмысленно 
планировать изменения и улучшения без понимания того, как в настоящий момент работает предприятие. А это не 
такая простая задача, как может показаться на первый взгляд. Практически невозможно полностью и достаточно 
подробно описать бизнес-процессы организации. Рядовые сотрудники хорошо представляют, что происходит на их 
конкретном рабочем месте, но могут и не знать, как работают их коллеги, и вряд ли представляют себе, как 
работает организация в целом. Руководитель, наоборот, хорошо знает, как работает предприятие в общем, но не в 
состоянии удержать в голове специфику деятельности на каждом рабочем месте. Следовательно, для того чтобы 
получить адекватное описание функций организации, нужно аккумулировать знания многих людей в единой 
модели, которая поможет найти слабые места в производственном процессе. Она же послужит основой при оценке 
стоимости продукции (или обслуживании клиентов) и ляжет в фундамент идеальной модели, т. е. такого конечного 
состояния бизнес-процессов, к которому следует стремиться.  
Не зависимо от того пытаетесь ли вы изучить и изменить существующую систему или создавать 
абсолютно новую, самая большая трудность успешного преобразования заключается в невозможности провести 
анализ и установить связь между огромным количеством взаимодействующих друг с другом процессов, 
происходящих на предприятии. 
Моделирование - один из наиболее эффективных методов изучения и установления связей. В модели 
процесса исключена излишняя детализация, что упрощает и без того сложную систему при анализе. Для 
устранения неоднозначности и выявления важной информации, оставшиеся данные подвергаются 
структурированию. Графики (а именно рамки и дуги) используются для отображения многозначности структуры, 
что и является причиной необходимости графического представления модели процесса. Однако, корректные 
определения объектов, появляющиеся в модели в качестве дополнительной текстовой информации, также 
являются необходимыми для выявления роли модели как инструмента связи. 
  
При моделировании процесса, вы можете рассмотреть представляющую интерес систему на необходимую 
«глубину», что дает возможность подробного анализа и изучения работы вашей организации и что возможно 
наиболее важно, обменяться информацией с другими.  
Как уже говорилось выше пакет BPwin - мощный инструмент моделирования с возможностью анализа, 
документирования и корректирования бизнес процессов. Он поможет устранить лишние или неэффективные 
операции, уменьшить издержки, повысить гибкость и улучшить уровень обслуживания заказчика. Модель BPwin 
обеспечивает интегрированное изображение того, как работает ваша организация. Это изображение, в свою 
очередь, состоит из подмоделей отделов. 
 
4.4.2. BPwin как SADT технология  
BPwin- представляет собой SADT-технологию, являющуюся одной из самых известных и широко 
используемых систем проектирования. SADT-аббревиатура слов Structured Analysis Design Technique (Технология 
структурного анализа и проектирования)-это графические обозначения и подход к описанию систем. SADT-
технология представляет собой иерархическую многоуровневую модельную систему сверху-вниз до нужного 
уровня детализации. Каждый уровень представляет собой  законченную систему(блок), поддерживаемую и 
контролируемую системой(блоком), находящейся над ней. Под словом «система» мы понимаем совокупность 
взаимодействующих компонент и взаимосвязей между ними. Под термином «моделирование» мы понимаем 
процесс создания точного описания системы. SADT является полной методологией для создания описания систем, 
основанной на концепциях системного моделирования. С точки зрения SADT модель может быть сосредоточена 
либо на функциях системы, либо на ее объектах. SADT-модели, ориентированные на функции, принято называть 
функциональными моделями, а ориентированные на объекты системы - моделями данных. BPwin ориентирован на 
построение функциональных моделей с учѐтом особенностей SADT-технологии. Эта модель представляет с 
требуемой степенью детализации систему функций, которые в свою очередь отражают свои взаимоотношения 
через объекты системы. 
Три методологии — IDEF0, DFD и IDEF3, поддерживаемые в пакете BPwin, позволяют посмотреть с 
разных сторон на деятельность предприятия.  
IDEF0 –это функциональная модель, предназначенная для описания бизнес-процессов на предприятии. 
Она позволяет понять, какие объекты или информация служат сырьем для процессов, какие результаты производят 
работы, что является управляющими факторами и какие ресурсы для этого необходимы. Методология 
структурного моделирования предполагает построение модели AS-IS (как есть), анализ и выявление недостатков 
существующих бизнес-процессов и построение модели TO-BE (как должно быть), то есть модели, которая должна 
использоваться при построении автоматизированной системы управлением предприятия.  DFD (Data flow 
diagramming) переводится на русский как «схемы потоков данных». С их помощью описываются документооборот 
и обработка информации. Подобно IDEF0, DFD представляет модельную систему как сеть связанных между собой 
работ. DFD можно использовать как дополнение к модели IDEF0, когда требуется более наглядное отображение 
текущих операций документооборота, описания функций обработки информации, документов, объектов, а также 
сотрудников или отделов, которые участвуют в обработке информационных потоков. Для описания логики 
взаимодействия информационных потоков более подходит IDEF3. Иногда ее называют workflow diagramming 
(моделирование потоков работ)— моделирование с использованием графического описания информационных 
потоков, взаимоотношений между процессами обработки информации и объектами, являющимися частью этих 
процессов. У IDEF3 имеется специфический элемент перекресток. Им описывают последовательность выполнения 
работ, очередность их запуска и завершения. С помощью workflow-схем можно моделировать сценарии действий 
сотрудников организации, например порядок обработки заказа или события, на которые необходимо реагировать 
за конечное время. Каждый сценарий сопровождается описанием процесса и может быть использован для 
документирования любой функции, моделируемой на схеме IDEF0. Если в одной модели необходимо учесть 
специфические стороны бизнес-процессов предприятия, BPwin позволяет переключиться на любую нотацию 
(IDEF0, IDEF3, DFD), находясь на любой ветви схемы, и создать смешанную модель. Пакет BPwin оснащѐн 
мощным инструментом навигации под названием Model Explorer. В нем смешанная модель может быть 
представлена в виде дерева схем, что существенно облегчает навигацию. В пакете BPwin версии 2.5 с помощью 
Model Explorer и техники перетаскивания можно переносить и копировать работы вместе со всеми 
соответствующими стрелками как внутри моделей, так и между ними. Все работы IDEF0 показываются в Model 
Explorer зеленым цветом, DFD — желтым, а IDEF3 — синим. 
 
4.4.3. Основные элементы и понятия методологии  IDEF0  
В основе методологии IDEF0 лежат четыре основных понятия. 
Первым из них является понятие функционального блока (Activity Box). Функциональный блок 
графически изображается в виде прямоугольника (см. рис. 4.4) и олицетворяет собой некоторую конкретную 
функцию в рамках рассматриваемой системы. По требованиям стандарта название каждого функционального 
блока должно быть сформулировано в глагольном наклонении (например, ―производить услуги‖, а не 
―производство услуг‖).  
Каждая из четырех сторон функционального блока имеет своѐ определенное значение (роль), при этом:  
 Верхняя сторона имеет значение ―Управление‖ (Control);  
  
 Левая сторона имеет значение ―Вход‖ (Input);  
 Правая сторона имеет значение ―Выход‖ (Output);  
 Нижняя сторона имеет значение ―Механизм‖ (Mechanism).  
Каждый функциональный блок в рамках единой рассматриваемой системы должен иметь свой 
уникальный идентификационный номер.  
 Рис. 4.4 Функциональный блок. 
Вторым ―китом‖ методологии IDEF0 является понятие интерфейсной дуги (Arrow). Также интерфейсные 
дуги часто называют потоками или стрелками. Интерфейсная дуга отображает элемент системы, который 
обрабатывается функциональным блоком или оказывает иное влияние на функцию, отображенную данным 
функциональным блоком.  
Графическим отображением интерфейсной дуги является однонаправленная стрелка. Каждая 
интерфейсная дуга должна иметь свое уникальное наименование (Arrow Label). По требованию стандарта, 
наименование должно быть оборотом существительного.  
С помощью интерфейсных дуг отображают различные объекты, в той или иной степени определяющие 
процессы, происходящие в системе. Такими объектами могут быть элементы реального мира (детали, вагоны, 
сотрудники и т.д.) или потоки данных и информации (документы, данные, инструкции и т.д.).  
В зависимости от того, к какой из сторон подходит данная интерфейсная дуга, она носит название 
―входящей‖, ―исходящей‖ или ―управляющей‖. В связи с этим существует схема кодирования дуг-―ICOM‖. Эта 
схема   получила название по первым буквам английских эквивалентов слов вход (Input), выход (Output), 
управление (Control) и механизм (Mechanism). Кроме того, ―источником‖ (началом) и ―приемником‖ (концом) 
каждой функциональной дуги могут быть только функциональные блоки, при этом ―источником‖ может быть 
только выходная сторона блока, а ―приемником‖ любая из трех оставшихся.  
Необходимо отметить, что любой функциональный блок по требованиям стандарта должен иметь по 
крайней мере одну управляющую интерфейсную дугу и одну исходящую. Это и понятно – каждый процесс должен 
происходить по каким-то правилам (отображаемым управляющей дугой) и должен выдавать некоторый результат 
(выходящая дуга), иначе его рассмотрение не имеет никакого смысла.  
Обязательное наличие управляющих интерфейсных дуг является одним из главных отличий стандарта 
IDEF0 от других методологий классов DFD (Data Flow Diagram) и WFD (Work Flow Diagram).  
Третьим основным понятием стандарта IDEF0 является декомпозиция (Decomposition). Принцип 
декомпозиции применяется при разбиении сложного процесса на составляющие его функции. При этом уровень 
детализации процесса определяется непосредственно разработчиком модели.  
Декомпозиция позволяет постепенно и структурировано представлять модель системы в виде 
иерархической структуры отдельных диаграмм, что делает ее менее перегруженной и легко усваиваемой.  
Модель IDEF0 всегда начинается с представления системы как единого целого – одного функционального 
блока с интерфейсными дугами, простирающимися за пределы рассматриваемой области. Такая диаграмма с 
одним функциональным блоком называется контекстной диаграммой, и обозначается идентификатором ―А-0‖.  
В пояснительном тексте к контекстной диаграмме должна быть указана цель (Purpose) построения 
диаграммы в виде краткого описания и зафиксирована точка зрения (Viewpoint).  
Определение и формализация цели разработки IDEF0 – модели является крайне важным моментом. 
Фактически цель определяет соответствующие области в исследуемой системе, на которых необходимо 
фокусироваться в первую очередь. Например, если мы моделируем деятельность предприятия с целью построения 
в дальнейшем на базе этой модели информационной системы, то эта модель будет существенно отличаться от той, 
которую бы мы разрабатывали для того же самого предприятия, но уже с целью оптимизации логистических 
цепочек.  
Точка зрения определяет основное направление развития модели и уровень необходимой детализации. 
Четкое фиксирование точки зрения позволяет разгрузить модель, отказавшись от детализации и исследования 
отдельных элементов, не являющихся необходимыми, исходя из выбранной точки зрения на систему. Например, 
функциональные модели одного и того же предприятия с точек зрения главного технолога и финансового 
  
директора будут существенно различаться по направленности их детализации. Это связано с тем, что в конечном 
итоге, финансового директора не интересуют аспекты обработки сырья на производственных станках, а главному 
технологу ни к чему прорисованные схемы финансовых потоков. Правильный выбор точки зрения существенно 
сокращает временные затраты на построение конечной модели.  
В процессе декомпозиции, функциональный блок, который в контекстной диаграмме отображает систему 
как единое целое, подвергается детализации на другой диаграмме. Получившаяся диаграмма второго уровня 
содержит функциональные блоки, отображающие главные подфункции функционального блока контекстной 
диаграммы и называется дочерней (Child diagram) по отношению к нему (каждый из функциональных блоков, 
принадлежащих дочерней диаграмме соответственно называется дочерним блоком – Child Box). В свою очередь, 
функциональный блок - предок называется родительским блоком по отношению к дочерней диаграмме (Parent 
Box), а диаграмма, к которой он принадлежит – родительской диаграммой (Parent Diagram). Каждая из 
подфункций дочерней диаграммы может быть далее детализирована путем аналогичной декомпозиции 
соответствующего ей функционального блока. Важно отметить, что в каждом случае декомпозиции 
функционального блока все интерфейсные дуги, входящие в данный блок, или исходящие из него фиксируются на 
дочерней диаграмме. Этим достигается структурная целостность IDEF0 – модели. Наглядно принцип 
декомпозиции представлен на рисунке 4.5. Следует обратить внимание на взаимосвязь нумерации 
функциональных блоков и диаграмм. Каждый блок имеет свой уникальный порядковый номер на диаграмме 
(цифра в правом нижнем углу прямоугольника). Блоки  никогда не размещаются на диаграмме случайным 
образом. Они размещаются по степени важности, как ее понимает автор диаграммы. В SADT этот относительный 
порядок называется доминированием. Доминирование понимается как влияние, которое один блок оказывает на 
другие блоки диаграммы. Наиболее доминирующий блок обычно размещается в верхнем левом углу диаграммы, а 
наименее доминирующий - в правом нижнем углу. В результате получается «ступенчатая» схема. При самому 
верхнему блоку будет соответствовать цифра 1. Обозначение под правым углом указывает на номер дочерней для 
этого блока диаграммы. Отсутствие этого обозначения говорит о том, что декомпозиции для данного блока не 
существует. В правом верхнем углу всего ―рабочего листа‖ , в поле CONTEXT изображаются блоки уровня, 
подвергшегося декомпозиции, где декомпозируемый блок окрашен в чѐрный цвет.    
Часто бывают случаи, когда отдельные интерфейсные дуги не имеет смысла продолжать рассматривать в 
дочерних диаграммах ниже какого-то определенного уровня в иерархии, или наоборот - отдельные дуги не имеют 
практического смысла выше какого-то уровня, чтобы не перегружать диаграммы и не делать их сложными для 
восприятия. С другой стороны, случается необходимость избавиться от отдельных ―концептуальных‖ 
интерфейсных дуг и не детализировать их глубже некоторого уровня. Для решения подобных задач в стандарте 
IDEF0 предусмотрено понятие туннелирования.  
При построении диаграмм возможны случаи, когда ―входит в туннель‖ или ―выходит из туннеля‖.  
Обозначение ―туннеля‖ (Arrow Tunnel) в виде двух скобок вокруг начала интерфейсной дуги обозначает, 
что эта дуга не была унаследована от функционального родительского блока и появилась (из ―туннеля‖) только на 
этой диаграмме (то есть дуга имеет скрытый источник). В свою очередь, такое же обозначение вокруг конца 
(стрелки) интерфейсной дуги в непосредственной близи от блока – приѐмника означает тот факт, что в дочерней по 
отношению к этому блоку диаграмме эта дуга отображаться и рассматриваться не будет (то есть дуга имеет 
скрытый приѐмник). Чаще всего бывает, что отдельные объекты и соответствующие им интерфейсные дуги не 
рассматриваются на некоторых промежуточных уровнях иерархии – в таком случае, они сначала ―погружаются в 
туннель‖, а затем, при необходимости ―возвращаются из туннеля‖.  
Последним из понятий IDEF0 является глоссарий (Glossary). Для каждого из элементов IDEF0: диаграмм, 
функциональных блоков, интерфейсных дуг существующий стандарт подразумевает создание и поддержание 
набора соответствующих определений, ключевых слов, повествовательных изложений и т.д., которые 
характеризуют объект, отображенный данным элементом. Этот набор называется глоссарием и является 
описанием сущности данного элемента. Например, для управляющей интерфейсной дуги ―распоряжение об 
оплате‖ глоссарий может содержать перечень полей соответствующего дуге документа, необходимый набор виз и 
т.д. Глоссарий гармонично дополняет наглядный графический язык, снабжая диаграммы необходимой 
дополнительной информацией. 
Обычно IDEF0-модели несут в себе сложную и концентрированную информацию, и для того, чтобы 
ограничить их перегруженность и сделать удобочитаемыми, в соответствующем стандарте приняты 
соответствующие ограничения сложности:  
 Ограничение количества функциональных блоков на диаграмме тремя-шестью. Верхний предел 
(шесть) заставляет разработчика использовать иерархии при описании сложных предметов, а нижний предел (три) 
гарантирует, что на соответствующей диаграмме достаточно деталей, чтобы оправдать ее создание;  
 Ограничение количества подходящих к одному функциональному блоку (выходящих из одного 
функционального блока) интерфейсных дуг четырьмя.  
 Количество уровней детализации-9. 
Разумеется, строго следовать этим ограничениям вовсе необязательно, однако, как показывает опыт, они 
являются весьма практичными в реальной работе. 
  
Рис.4.5. Декомпозиция функциональных блоков.  
4.5. Классификация структурных методологий 
Методология структурного анализа и проектирования ПО определяет руководящие указания для оценки и 
выбора проекта разрабатываемого ПО, шаги работы, которые должны быть выполнены, их последовательность, 
правила распределения и назначения операций и методов. 
В настоящее время успешно используются практически все известные методологии структурного анализа и 
проектирования, однако наибольшее распространение получили методологии SADT (Structured Analysis and Design 
Technique), структурного системного анализа Гейна-Сарсона (Gane-Sarson), структурного анализа и 
проектирования Йодана/Де Марко (Yourdon/DeMarko), развития систем Джексона (Jackson), развития структурных 
систем Варнье-Орра (Warnier-Orr), анализа и проектирования систем реального времени Уорда-Меллора (Ward-
Mellor) и Хатли (Hatley), информационного моделирования Мартина (Martin). 
Перечисленные структурные методологии жестко регламентируют фазы анализа требований и 
проектирования спецификаций и отражают подход к разработке ПО с позиций рецептов «кулинарной книги». 
Спецификации требований включают особенности ПО и его прогнозируемые характеристики, проекты 
пользовательских интерфейсов (меню, экраны и формы), критерии работоспособности ПО, программное и 
аппаратное окружение. Полученный документ спецификаций требований в дальнейшем преобразуется в проект 
архитектуры, детализирующий предполагаемую реализацию ПО. Проект архитектуры идентифицирует главные 
модули, маршруты связи по данным и управлению между модулями, основные подпрограммы внутри каждого 
модуля, структуры данных, спецификации форматов входных и выходных файлов. Для ключевых процессов 
проектные спецификации часто включают детали алгоритмов на языке проектирования миниспецификаций. 
Обычно предлагается следующая последовательность шагов при проектировании спецификаций: 
  
1. разделение проекта на 10-50 модулей; 
2. организация иерархии модулей; 
3. определение маршрутов данных между модулями; 
4. определение форматов внешних файлов; 
5. определение способов доступа к внешним файлам; 
6. определение структур данных; 
7. проектирование ключевых алгоритмов;  
8. определение подпрограмм внутри каждого модуля. 
Структурные методологии предлагают методику трансляции проектных спецификации в модель реализации, 
в дальнейшем используемую при кодогенерации. Кодогенерация предполагает наличие кодовых стандартов, 
специфицирующих формат заголовков подпрограмм, ступенчатый вид вложенных блоков, номенклатуру для 
спецификации переменных и имен подпрограмм и т.п. 
Несмотря на достаточно широкий спектр используемых методов и диаграммных техник, большинство 
методологий базируется на следующей «классической» совокупности: 
 диаграммы потоков данных в нотации Йодана/Де Марко или Гейна-Сарсона, обеспечивающие 
анализ требований и функциональное проектирование информационных систем; 
 расширения Хатли и Уорда-Меллора для проектирования систем реального времени, основанные 
на диаграммах переходов состояний,таблицах и деревьях решений, картах и схемах потоков управления; 
 диаграммы «сущность-связь» (в нотации Чена или Баркера) или скобочные диаграммы Варнье-
Орра для проектирования структур данных, схем БД, форматов файлов как части всего проекта: 
 структурные карты Джексона и/или Константайна для проектирования межмодульных 
взаимодействий и внутренней структуры модулей, позволяющие развить модель анализа, построенную на 
базе вышеперечисленных средств, до модели реализации. 
Современные структурные методологии анализа и проектирования классифицируются по следующим 
признакам: 
 по отношению к школам - Software Engineering (SE) и InformationEngineering (IE); 
 по порядку построения модели - процедурно-ориентированные, ориентированные на данные и 
информационно-ориентированные; 
 по типу целевых систем - для систем реального времени (СРВ) и для информационных систем 
(ИС). 
SE является нисходящим поэтапным подходом к разработке ПО, начинающейся с общего взгляда на его 
функционирование. Затем производится декомпозиция на подфункции, и процесс повторяется для подфункций до 
тех пор, пока они не станут достаточно малы для их реализации кодированием. В результате получается 
иерархическая, структурированная, модульная программа. SE является универсальной дисциплиной разработки 
ПО, успешно применяющейся как при разработке систем реального времени, так и при разработке 
информационных систем. IE - более новая дисциплина. С одной стороны, она имеет более широкую область 
применения, чем SE: IE является дисциплиной построения систем вообще, а не только систем ПО, и включает 
этапы более высокого уровня (например, стратегическое планирование), однако на этапе проектирования систем 
ПО эти дисциплины аналогичны. С другой стороны. IE - более узкая дисциплина, чем SE, т.к. IE используется 
только для построения информационных систем, a SE - для всех типов систем. 
Разработка ПО основана на модели ВХОД-ОБРАБОТКА-ВЫХОД: данные входят в систему, обрабатываются 
или преобразуются и выходят из системы. Такая модель используется во всех структурных методологиях. При этом 
важен порядок построения модели. Традиционный процедурно-ориентированный подход регламентирует 
первичность проектирования функциональных компонент по отношению к проектированию структур данных: 
требования к данным раскрываются через функциональные требования. При подходе, ориентированном на 
данные, вход и выход являются наиболее важными - структуры данных определяются первыми, а процедурные 
компоненты являются производными от данных. Информационно-ориентированный подход, как часть IE-
дисциплины, отличается от подхода, ориентированного на данные, тем, что позволяет работать с 
неиерархическими структурами данных. 
Основная особенность систем реального времени заключается в том, что они контролируют и 
контролируются внешними событиями; реагирование на эти события во времени - основная и первоочередная 
функция таких систем. Главные отличия информационных систем от систем реального времени приведены в таблице 
8.1, средствами поддержки этих особенностей и различаются соответствующие структурные методологии. 
 
Таблица 8.1 
Информационные системы Системы реального времени 
Управляемые данными Управляемые событиями 
Сложные структуры данных  Простые структуры данных  
Большой объем данных Малое количество входных данных 
Интенсивный ввод-вывод Интенсивные вычисления 
Машинная независимость Машинная зависимость 
 
  
Таблица 8.2 классифицирует наиболее часто используемые методологии в соответствии с 
вышеперечисленными признаками (данные по частоте использования получены на основе анализа информации по 
127 CASE-пакетам). 
 
Таблица 8.2 
Название  Частота использования, %        
Школа  
Порядок построения  Тип целевых 
систем  
Иодан-Де Марко  36.5              SE  процедурно-ориентированная  ИС, СРВ  
Гейн-Сарсон  20.2               SE  процедурно-ориентированная  ИС, СРВ 
Констан-тайн  10.6               SE  процедурно-ориентированная  ИС, СРВ 
Джексон  7,7                SE  ориентированная на данные  ИС, СРВ 
Варнье-Орр  5.8                SE  ориентированная на данные  ИС  
Мартин  22.1               IE  информационно-
ориентированная  
ИС  
SADT  33                 IE 
 
варианты использования:  
1)процедурно-ориентированная 
2)ориентированная на данные  
ИС  
Stradis  1.9                 IE  процедурно-ориентированная  ИС  
 
Во всех перечисленных методологиях проектирования информационных систем в различных комбинациях 
используются приведенные в таблице 8.3 техники структурных диаграмм. 
 
Таблица 8.3 
название процедуры данные 
1. средства анализа 
− диаграммы потоков данных 
− диаграммы потоков управления 
− таблицы, деревья решений 
− матрицы 
− диаграммы зависимости 
− диаграммы декомпозиции 
− SADT-диаграммы 
 
+ 
+ 
+ 
+ 
+ 
+ 
+ 
 
 
 
 
+ 
 
 
+ 
2. средства проектирования 
− структурные карты 
− диаграммы деятельности 
− диаграммы Варнье-Орра 
− диаграммы переходов состояний 
− языки проектирования спецификаций 
− блок-схемы 
− схемы экранов 
− диаграммы сущность-связь 
 
+ 
+ 
+ 
+ 
+ 
+ 
 
 
 
 
+ 
 
 
 
+ 
+ 
 
Необходимо отметить, что для проектирования систем реального времени используются специальные типы 
структурных диаграмм: диаграммы потоков управления, диаграммы переходов состояний, контекстные графы, 
матрицы состояний/событий, таблицы решений и др. 
Однако многие из них являются вариациями структурных диаграмм для проектирования информационных 
систем. Более того, известные методологии проектирования систем реального времени (в частности, методологии 
Хатли и Уорда-Меллора) базируются на перечисленных методологиях проектирования информационных систем, 
расширяя их соответствующими диаграммными техниками. 
 
  
5. ЗАКЛЮЧЕНИЕ 
В пособии рассмотрены некоторые аспекты, связанные с компьютерными технологиями в 
научных исследованиях. В пособии приводится краткая характеристика особенностей 
интеллектуального анализа данных и современных CASE-средств - инструментария для системных 
аналитиков, разработчиков и программистов, а также методологий структурного анализа и 
проектирования программного обеспечения. 
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