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Abstract
In this work we define a set of corrected Pearson residuals for continuous exponential family
nonlinear models that have the same distribution as the true Pearson residuals up to order
O(n−1), where n is the sample size. Furthermore, we also introduce a new modification of the
Pearson residuals, which we call PCA Pearson residuals, that are approximately uncorrelated.
These PCA residuals are new even for the generalized linear models. The numerical results show
that the PCA residuals are approximately normally distributed, thus improving previous results
by Simas and Cordeiro (2009). These numerical results also show that the corrected Pearson
residuals approximately follow the same distribution as the true residuals, which is a considerable
improvement with respect to the Pearson residuals and also extends the previous work by Cordeiro
and Simas (2009).
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1 Introduction
Residuals are essential to assess the fitting of a regression model, since it contains important information
regarding the assumptions that underlie the statistical regression model being used. One of the main
statistical tools currently in use by practitioners is the regression analysis. By looking at the definition
of a regression model, we observe that they depend on many assumptions, so if one wants to apply a
regression model to a particular data set, one must verify if the assumptions that underlie the statistical
model hold. It is well-known that residuals contain important information on such assumptions, and
therefore play an important role in checking model adequacy. The use of residuals for assessing the
adequacy of fitted regression models is nowadays commonplace due to the widespread availability of
statistical software, many of which are capable of displaying residuals and diagnostic plots, at least for
the more commonly used models.
In the seminal paper by Cox and Snell (1968), they introduced residuals in a fairly general manner,
thus being applicable to a wide class of models. They also discussed briefly the distribution of these
residuals and the complementary aspect of transforming them, so that they have approximately the same
mean and variance as the “true” residuals. Loynes (1969) went further in this direction and provided
a transformation so that the resulting residuals has, approximately, the same distribution as the “true”
residuals. Furthermore, Cox and Snell (1968) provided formulae for the first two moments (including the
covariances) of the residuals up to the second-order. Nevertheless, it is interesting to note that, beyond
special models, relatively little is known about asymptotic properties of residuals in general regression
models. There is a clear need to study second-order asymptotic properties of appropriate residuals to be
used for diagnostic purposes in nonlinear regression models. In this direction Simas and Cordeiro (2009)
provided closed-form expressions for the first two moments of Pearson residuals in exponential family
nonlinear models (EFNLMs), up to the second-order. They thus used these expressions to provide an
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adjusted residual having, up to the second-order, mean 0 and variance 1. This work extended the previous
results by Cordeiro (2004), which provided similar expressions for Pearson residuals in generalized linear
models (GLMs). Going on a different direction, Cordeiro and Simas (2009) applied Loynes’ (1969)
method to Pearson residuals in continuous GLMs and obtained a transformed Pearson residual, which
they called the corrected Pearson residuals, having, up to the second-order, the same distribution as
the “true” residual. One should observe that this last result was obtained only for the linear case, not
holding for the exponential family nonlinear models.
The class of exponential family nonlinear models is a natural extension of the well-known generalized
linear models. This class of models is defined by a set of independent random variables with a distribution
in the exponential family and by a monotonic function that relates the mean response to a nonlinear
predictor involving covariates and unknown regression parameters, and has been introduced by Cordeiro
and Paula (1987). The definition of such models includes a dispersion parameter: for example, the
variance in normal models. The book by Wei (1998) gives a comprehensive introduction to EFNLMs.
The differential geometric framework is presented for these models, and the geometric methods are widely
used in this book. The author also pays more attention to regression diagnostics and influence analysis.
Nelder and Wedderburn (1972) first identified and unified the theory for generalized linear models,
including a general algorithm for computing maximum likelihood estimates (MLEs). Residuals in GLMs
were first discussed by Pregibon (1981), though ostensibly concerned with logistic regression models,
Williams (1984, 1987) and Pierce and Schafer (1986). McCullagh and Nelder (1989) provided an excellent
survey of GLMs, with substantial attention to the definition of residuals. Residuals are used to identify
discrepancies between models and data,so it is natural to base residuals on the contributions made by
individual observations to measures of model fit. Pearson residuals are the most commonly used measure
of overall fit for GLMs and EFNLMs. They are defined as the signed square roots of the components of
the Pearson goodness-of-fit statistic by Ri = (Yi− µ̂i)/V̂ 1/2i , where µ̂i and V̂i are, respectively, the fitted
mean and variance function of Yi. In this paper, we consider only Pearson residuals appropriate to our
particular asymptotic aims when n→∞. Note that the Pearson residuals defined in Cordeiro (2004) are
proportional to
√
φ, although here we follow Simas and Cordeiro (2009) and Cordeiro and Simas (2009)
and define it without the precision parameter φ.
Our goal in this work is twofold. At first, we want to apply Loynes’ (1969) method to the Pearson
residuals in continuous EFNLMs to obtain transformed Pearson residuals having, up to the second-order,
the same distribution as the “true” Pearson residuals, thus extending the previous work by Cordeiro and
Simas (2009). We will follow Cordeiro and Simas (2009) and also call these residuals “corrected Pearson
residuals”. Secondly, we want to introduce a modification of the Pearson residuals in EFNLMs so that the
resulting residuals do form a nearly independent set of random variables having, approximately, mean 0
and variance 1. More precisely, we want to provide a new set of residuals having, up to the second-order,
mean 0, and identity covariance matrix. This new set of residuals are suitable to replace the adjusted
Pearson residuals previously introduced by Simas and Cordeiro (2009), since, as the simulation results
will show, they are better approximated by a standard normal distribution than the adjusted Pearson
residuals introduced by Simas and Cordeiro (2009). Further, they are also suitable to identify violation
of assumptions in the fitted model. We will call these residuals the PCA Pearson residuals, terminology
introduced by Rocha and Simas (2016). The PCA Pearson residuals introduced in this work cannot
be used to check for outlying observations, since they are obtained from a linear transformation of the
ordinary Pearson residuals. Thus, in order to obtain a thorough description of the model, our suggestion
is that both the PCA and corrected Pearson residuals should be used to assess a fitting of an exponential
family nonlinear model, since the second is better to check the model assumptions, as will be seen in the
simulation results, whereas the first can be used to check for outlying observations and also to verify the
model assumptions.
To build a set of independent residuals, we apply the idea introduced in Rocha and Simas (2016)
and use an idea reminiscent of principal component analysis. More precisely, we provide a new set of
residuals that are ranked by their variance, and which are pairwise uncorrelated. The key ingredient is
to work with their covariance matrix. Our results for the PCA Pearson residuals in EFNLMs provide
an approximate result. Nevertheless, the results obtained by Rocha and Simas (2016) for the classical
normal linear models are exact and works as paradigm for defining such residuals.
The remaining of the article unfolds as follows. In Section 2 we provide a brief review on exponential
family nonlinear models. We obtain the corrected Pearson residuals for continuous EFNLMs in Section
2
3. Section 4 introduces the PCA Pearson residuals. In Section 5 we provide simulations results. Finally,
in Section 6 we provide some concluding remarks.
2 Exponential family nonlinear models
In this section we provide a brief review on exponential family nonlinear models. Let Y1, . . . , Yn be
independent random variables, with each Yi having a density function in the linear exponential family
pi(y; θi, φ) = exp{φ[yθi − b(θi)] + c(y, φ)}, (1)
where b(·) and c(·, ·) are known appropriate functions. We assume that the precision parameter φ = σ−2
(σ2 is called the dispersion parameter) is the same for all observations, although possibly unknown. If Y
is continuous, pi is assumed to be a density with respect to the Lebesgue measure, while if Y is discrete,
pi is assumed to be a density with respect to the counting measure. We have E(Yi) = µi = db(θi)/dθi
and var(Yi) = φ
−1Vi, where Vi = dµi/dθi is the variance function.
The EFNLM is defined by equation (1) and by the systematic component
g(µi) = ηi = f(xi;β), (2)
where g(·) is a known one-to-one differentiable link function, xi is a q × 1 vector, β = (β1, . . . , βp)T for
p < n a set of unknown parameters to be estimated, and f(·; ·) a nonlinear function in β assumed to
be continuously differentiable with respect to the vector β such that the n × p derivative matrix of the
nonlinear predictor, namely X˜ = X˜(β) = ∂η/∂β, has rank p for all β. The n× p local model matrix X˜
in general depends on the unknown parameter β. From the previous description it is easy to see that
EFNLM extends both GLMs and the nonlinear normal regression models. For GLMs, we have p = q,
and the function f assumes the form f(xi;β) = x
T
i β, where x
T
i = (xi1, . . . , xip) is a vector of known
variables associated with the ith observable response yi. In many applications, the regression function
f(·, ·) has a linear component describing the experimental or observational conditions under which the
observations were made.
We denote the log-likelihood for a given EFNLM by l(β) and assume that equations (1) and (2)
satisfy the usual assumptions of large-sample likelihood theory (see, for instance, Cox and Hinkley, p.
107). The nonlinear predictors x1, . . . , xq are embedded in an infinite sequence of q×1 vectors that must
satisfy these regularity conditions for the asymptotics to be valid. Further, Lehmann and Casella (Chap.
6) showed that under these assumptions, the MLE βˆ of the vector parameter β has good asymptotic
properties, such as consistency, sufficiency, and normality. Conditions to assure weak consistency and
asymptotic normality of βˆ in GLMs have previously been given by Fahrmeir and Kaufmann (1985).
The score function for β is the p×1 vector U(β) = φX˜TWP (y−µ), where (y−µ) = (y1−µ1, . . . , yn−
µn)
T , W = diag(w1, . . . , wn) is the diagonal matrix of weights wi = V
−1
i µ
′2
i , µ
′
i = ∂µi/∂ηi, and from
now on, primes indicate derivatives of the inverse link function with respect to the nonlinear predictor η;
and P = diag(µ′−11 , . . . , µ
′−1
n ). The information matrix for β is K = E{U(β)U(β)T } = φX˜TWX˜. The
MLE βˆ can be obtained iteratively using standard reweighted least-squares method. The iteration is
X˜(m)
T
W (m)X˜(m)β(m+1) = X˜(m)
T
W (m)t(m),
where t = X˜β+P (y− µ) is an adjusted dependent variable. The approximate covariance matrix of βˆ is
φ−1(X˜TWX˜)−1.
3 The distribution of Pearson residuals
In this section, we will obtain the density of Pearson residuals to order O(n−1). We follow the approach
of Loynes (1969). Since Loynes’ approach only works on continuous random variables, we will assume
that Y is a continuous random variable, and so the density in (1) is with respect to the Lebesgue measure.
We will also adopt the following notation given in Cordeiro and Paula (1989):
(r)i =
∂ηi
∂βr
, (rt)i =
∂2ηi
∂βr∂βt
,
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and so on.
Let li be the log-likelihood contribution from Yi. We have, from equation (1)
li = φ{yiθi − b(θi)}+ c(yi, φ),
and then, the ith term of the rth element of the score function is simply
U (i)r =
∂li
∂βr
= φ(Yi − µi)w1/2i V −1/2i (r)i.
3.1 Conditional moments of Pearson residuals
Let εi = (Yi − µi)V −1/2i be the true Pearson residual corresponding to the Pearson residual Ri =
(Yi − µˆi)Vˆ −1/2i , where µˆi is the MLE of µi.
Suppose we write Ri = εi + δi. We can write the conditional moments given εi = x to order O(n−1)
(Loynes, 1969) as
Cov(βˆr, βˆs|εi = x) = −κrs,
b(i)s (x) = E(βˆs − βs|εi = x) = B(βˆs)−
p∑
r=1
κsrU (i)r (x), (3)
where −κsr is the (s, r)th element of the inverse Fisher information matrix K−1 for β, B(βˆs) is the
O(n−1) bias of βˆs, and U (i)r (x) = E(U (i)r |εi = x) is the conditioned score function. The mean and
variance of the asymptotic distribution of δi, given εi = x are, respectively, to order O(n−1),
θ(i)x = E(δi|εi = x) =
p∑
r=1
H(i)r (x)b
(i)
r (x) −
1
2
p∑
r,s=1
H(i)rs (x)κ
rs, (4)
φ(i)
2
x = Var(δi|εi = x) = −
p∑
r,s=1
H(i)r (x)H
(i)
s (x)κ
rs, (5)
where H
(i)
r = ∂εi/∂βr, H
(i)
rs = ∂2εi/∂βr∂βs, H
(i)
r (x) = E(H
(i)
r |εi = x) and H(i)rs (x) = E(H(i)rs |εi = x).
Let V
(m)
i =
dmVi
dµmi
for m = 1, 2. We obtain by differentiation
H(i)r =
{− V −1/2µ′i − 12V −3/2i V (1)i µ′i(Yi − µi)}(r)i,
and
H(i)rs =
{
− V −1/2i µ′′i + V −3/2i V (1)i µ′2i +
3
4
V
−5/2
i V
(1)2
i µ
′2
i (Yi − µi)
−1
2
V
−3/2
i V
(2)
i µ
′2
i (Yi − µi)−
1
2
V
−3/2
i V
(1)
i µ
′
i(Yi − µi)
}
(r)i(s)i
+
{− V −1/2µ′i − 12V −3/2i V (1)i µ′i(Yi − µi)}(rs)i.
Conditioning on εi = x, we obtain H
(i)
r (x) = ei(x)(r)i and H
(i)
rs (x) = hi(x)(r)i(s)i+ei(x)(rs)i, where
ei(x) = −V −1/2i µ′i −
1
2
V −1i V
(1)
i µ
′
ix, (6)
and
hi(x) = −V −1/2i µ′′i + V −3/2i V (1)i µ′2i +
1
4
{(3V −2i V (1)
2
i − 2V −1i V (2)i )µ′2i − 2V −1i V (1)i µ′′i }x. (7)
For canonical models (θ = η), (6) and (7) become
ei(x) = −V 1/2i −
V
(1)
i
2
x and hi(x) =
1
4
(V
(1)2
i − 2ViV (2)i )x.
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Conditioning the score function U
(i)
r = φV
−1/2
i w
1/2
i (Yi−µi)(r)i on εi = x yields U (i)r (x) = φw1/2i (r)ix,
and then, using (3), we obtain
b(i)s (x) = B(βˆs) + φw
1/2
i xτ
T
s K
−1X˜Tγi,
where K−1 = φ−1(X˜TWX˜)−1, W = diag{wi} is a diagonal matrix of weights, τs is a p-vector with one
in the sth position and zeros elsewhere, and γi is an n-vector with one in the ith position and zeros
elsewhere. Defining M = {msi} = (X˜TWX˜)−1X˜ , we have
b(i)s (x) = w
1/2
i msix+B(βˆs).
The O(n−1) bias B(βˆ) of βˆ was obtained by Paula (1992) and written as a matrix expression:
B(βˆ) = (X˜TWX˜)−1X˜TW (ξ1 + ξ2),
where ξ1 = −(2φ)−1ZdW−1F1, ξ2 = −(2φ)−1D1, 1 is an n × 1 vector of ones, Z = {zij} =
X˜(X˜TWX˜)−1X˜T , Zd = diag{zii}, D = diag{d1, . . . , dn}, di = tr{X˜i(X˜TWX˜)−1}, X˜i is a p× p matrix
with elements ∂2ηi/∂βr∂βs = (rs)i, and F = diag{V −1i µ′iµ′′i }.
We are now in a position to calculate the quantities in (4). The first term is given by
p∑
r=1
H(i)r (x)b
(i)
r (x) = ei(x)
{
xw
1/2
i
p∑
r=1
mri(r)i +
p∑
r=1
B(βˆr)(r)i
}
= ei(x){w1/2i ziix+ γTi X˜B(βˆ)},
whereas the second term is given by
−1
2
p∑
r,s=1
H(i)rs (x)κ
rs =
zii
2φ
hi(x) +
di
2φ
ei(x).
Therefore, the conditional mean θ
(i)
x from equation (4) is a second-degree polynomial in x given by
θ(i)x = {w1/2i ziix+ γTi X˜B(βˆ) +
di
2φ
}ei(x) + zii
2φ
hi(x). (8)
We now compute the conditional variance φ
(i)2
x . From (5), it follows that
φ(i)
2
x =
zii
φ
ei(x)
2. (9)
Hence, φ
(i)2
x is also a second-degree polynomial in x.
3.2 The corrected Pearson residuals
Our goal in this section is to define, for each i = 1, . . . , n, a function ρi(·) in such a way that the corrected
residual R′i given by R
′
i = Ri + ρi(Ri) has the same distribution as εi to order O(n−1).
Let fεi be the density of the true Pearson residual. Loynes (1969) showed that ρi is given, in terms
of the conditional moments, as
ρi(x) = −θ(i)x +
1
2fεi(x)
d{fεi(x)φ(i)
2
x }
dx
. (10)
The density fεi is given by
fεi(x) =
√
Vi exp
{
φ
[√
Viθix+ µiθi − b(θi)
]
+ c
(√
Vix+ µi, φ
)}
,
whereas the density of Ri, namely fRi , is given by
fRi = fεi(x) −
d{fεi(x)θ(i)x }
dx
+
1
2
d2{fǫi(x)φ(i)
2
x }
dx2
,
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Table 1: Densities of the true residuals for some distributions.
Distribution Density in (1) Density of the true residual (fε(x))
Normal 1√
2πσ
exp
{
− (x−µ)22σ2
}
1√
2πσ
exp
{
− x22σ2
}
, x ∈ R
Gamma (φx)
φ−1φ
Γ(φ)µφ
exp
{
−φxµ
}
{φ(1+x)}φ−1φ
Γ(φ) exp {−φ(1 + x)} , x > −1
Inverse Gaussian
√
φ√
2πx3
exp
{
−φ(x−µ)22µ2x
} {
φ
2π(µ1/2+1)3
} 1
2
exp
{
− φx2
2(µ1/2x+1)
}
, x > − 1√µ
where θ
(i)
x and φ
(i)2
x are given in (8) and (9), respectively.
In Table 1 we provide the densities of the true Pearson residuals for the normal, gamma and inverse
Gaussian distributions, where Γ(·) is the gamma function.
Using equation (9), we obtain
1
2fεi(x)
d{fεi(x)φ(i)
2
x }
dx
=
zii
φ
ei(x)
dei(x)
dx
+
zii
2φ
ei(x)
2
{
φ
√
Viθi +
d
dx
c(
√
Vix+ µi, φ)
}
. (11)
Thus, from equations (10), (11) and (8), we obtain
ρi(x) = ei(x)
{
− 1
2φ
V −1i V
(1)
i µ
′
izii − γTi X˜B(βˆ)− w1/2i ziix−
di
2φ
}
−zii
2φ
hi(x) +
zii
2φ
ei(x)
2
{
φ
√
Viθi +
d
dx
c(
√
Vix+ µi, φ)
}
. (12)
The formula obtained in equation (12) is new and is one of the main results of the paper. If we denote
by fR′i the density of the corrected residual. The function ρi(·) is such that fR′i = fεi to order O(n−1).
If the regression function f(·; ·) is linear, given by f(xTi ;β) = xTi β, we have di = 0, B(βˆ) reduces
to the formula obtained by Cordeiro and McCullagh (1991), thus equation (12) agrees with the formula
obtained by Cordeiro and Simas (2009).
In Table 2 we provide the values of ei(x) and hi(x) for the normal, gamma and inverse gaussian
distributions. In Table 3 we provide the values of µ′, µ′′ and w for some link functions. Finally, in Table
4 we provide the values of θ, V, w and ddxc(
√
V x + µ, φ) for the normal, gamma and inverse gaussian
distributions.
Table 2: Values of ei(x) and hi(x) for the normal, gamma and inverse Gaussian distributions.
Distribution ei(x) hi(x)
Normal −µ′i −µ′′i
Gamma −µ−1i µ′i − µ−1i µ′ix −µ−1i µ′′i + 2µ−2i µ′2i − µ−1µ′′i x+ 2µ−2i µ′2i x
Inverse Gaussian −µ−3/2i µ′i − 32µ−1i µ′ix −µ
−3/2
i µ
′′
i + 3µ
−5/2
i µ
′2
i +
15
4 µ
−2
i µ
′2
i x− 32µ−1i µ′′i x
Table 3: Values of µ′, µ′′ and w for some link functions.
Link function Formula µ′ µ′′ w
Linear µ = η 1 0 V −1
Log log(µ) = η µ µ µ2V −1
Reciprocal µ−1 = η −µ2 2µ3 µ4V −1
Inverse of the square µ−2 = η −µ3/2 3µ5/4 µ6V −1/4
One should notice that even though the support of the true residual of the inverse Gaussian distri-
bution depends on the unknown parameter µ, this fact does not have any implication with respect to
the inferential aspect of the model. The regularity assumptions are satisfied since the estimation is done
from the observed values of Yi, i = 1, . . . , n. A discussion regarding the equality of the distribution of
the corrected Pearson residual and the distribution of the true Pearson residual for the inverse Gaussian
case is provided in Section 3 of Cordeiro and Simas (2009).
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Table 4: Values of θ, V, w and ddxc(
√
V x+µ, φ) for the normal, gamma and inverse Gaussian distributions.
Distribution θ V w ddxc(
√
Vix+ µi, φ)
Normal µ 1 µ′2 −(x+ µ)φ
Gamma −1/µ µ2 µ−2µ′2 (φ − 1)/(1 + x)
Inverse Gaussian −1/(2µ2) µ3 µ−3µ′2 − 3µ3/2
2(µ3/2x+µ)
+ φµ
3/2
2(µ3/2x+µ)2
4 Further adjustments on Pearson residuals
In this section we recall the results obtained by Simas and Cordeiro (2009), and use their results to
define a new adjusted residual, which we call PCA Pearson residuals. These residuals are inspired by
the PCA residuals for normal linear models introduced by Rocha and Simas (2016). In the normal
linear models they are independent and identically normally distributed, and can be used to construct
exact Quantile-Quantile plots. The fact that the residuals are uncorrelated provide a sharper method to
check for misspecification of the models. Therefore, we expect our new adjusted residual to have better
asymptotic properties than the adjusted residuals defined by Simas and Cordeiro (2009).
These PCA Pearson residuals are new even for the generalized linear models. So we are introducing
these residuals in a very general fashion.
4.1 Moments of Pearson residuals
Let r = (r1, . . . , rn)
T be the vector of O(n−1) expected values of the Pearson residuals. Simas and
Cordeiro (2009) used Cox and Snell’s (1968) formulae to show that
r = − 1
2φ
(I −H)(Jz +W 1/2d), (13)
where H = W 1/2X˜(X˜TWX˜)−1X˜TW 1/2, J = diag{V −1/2i µ′′i }, I is the identity matrix of order n,
z = (z11, . . . , znn)
T is and n×1 vector with the diagonal elements of Z, and d = (d1, . . . , dn)T is an n×1
vector with the diagonal elements of D.
Now, denote by v = (v1, . . . , vn)
T the vector of variances of the Pearson residuals to order O(n−1).
Then, Simas and Cordeiro (2009) showed that
v =
1
φ
1+
1
2φ2
(QHJ − T )z + 1
2φ2
Q(H − I)W 1/2d, (14)
where Q = diag{V −1/2i V (1)i } and T = diag(2φwi + wiV (2)i + V −1i V (1)i µ′′i }.
Finally, let i 6= j, Simas and Cordeiro (2009) also showed that the covariance of order O(n−1) between
Ri and Rj is given by
Cov(Ri, Rj) = − 1
φ
hij , (15)
where hij is the (i, j)th element of H . Therefore, the covariance matrix of the Pearson residuals R =
(R1, . . . , Rn)
T is given by Σ = Cov(R) = {σij}, where σij = δijvi− 1φ (1−δij)hij , and δij is the Kronecker
delta, which equals one if i = j and zero if i 6= j.
Following Cordeiro (2004), Simas and Cordeiro (2009) defined adjusted Pearson residuals as
R∗i =
Ri − rˆi
vˆ
1/2
i
,
where rˆi and vˆi are obtained from the formulas for ri and vi, respectively, by replacing µi by the fitted
value µˆi.
4.2 The PCA Pearson residuals
We now define new adjusted residuals. The point is that Cordeiro (2004) and Simas and Cordeiro
(2009) argued that R∗i has better normal approximation than Ri, because the convergence to the normal
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distribution is governed by the convergence of the first two moments. Nevertheless, they only used the
asymptotic means and variances, so the second moments were used only marginally, that is, to correct
the marginal distribution of the Pearson residuals. Our goal is to correct their joint distribution to yield
a distribution closer to a multivariate normal distribution with a nearly diagonal covariance matrix.
Thus, observe that the asymptotic covariance matrix of the vector of adjusted residuals R∗ =
(R∗1, . . . , R
∗
n)
T is given by the correlation matrix of the vector of Pearson residuals R, and is given
by
Ψ = diag(v)−1/2Σdiag(v)−1/2.
Following Rocha and Simas (2016), consider the spectral decomposition of Φ:
Ψ = EΛE−1,
where Λ = diag {λ1, λ2, . . . , λn}, and E is an orthogonal matrix of eigenvectors of Ψ.
Using this spectral decomposition we may define the PCA Pearson residuals as
R˜ = E−1R∗, (16)
where R∗ = (R∗1, . . . , R
∗
n)
T is the vector of adjusted Pearson residuals, and E is the matrix in which each
row is an eigenvector of the correlation matrix Ψ. Observe that, since the matrix E is orthogonal, we
have E−1 = ET .
We have directly that, to order O(n−1), E(R˜) = 0 and Cov(R˜) = Λ. First of all, it is expected that
Ψ is not of full rank. Let n −m = rank(Ψ), thus the last m eigenvalues of Ψ are equal to zero. This
means that, since R˜ has approximately zero mean, to order O(n−1), R˜n−m+1 = · · · = R˜n = 0, where
R˜ = (R˜1, . . . , R˜n). A well-specified model should have the remaining eigenvalues approximately equal,
that is λ1 ≈ · · · ≈ λn−m. Since our results are not exact, we follow the exact results by Rocha and Simas
(2016) to suggest taking m = p, thus we study the first n − p residuals, and disregard the remaining p
residuals.
Now, observe that the trace of the correlation matrix Ψ will be approximately n, since all the adjusted
residuals have, approximately, variance 1. Nevertheless, by the above reasoning, inspired by the results
of Rocha and Simas (2016), we will have only n − p nonzero residuals. Since the trace of a matrix is
preserved under linear transformations, the result is that the sum of the variances of the n− p nonzero
PCA residuals will be n. Thus, each of the PCA Pearson residual will have, approximately, variance
n/(n − p), instead of 1. In order to avoid such discrepancy, we introduce the following modification of
the PCA Pearson residuals:
R˘ =
√
n− p
n
R˜. (17)
It is expected that both PCA residuals R˜ and R˘ have better normal approximation than the adjusted
Pearson residuals R∗i , because not only R˜ and R˘ take into consideration the first two moments of Ri, it
also takes into consideration their covariances, and thus, we are approximating the joint distribution of
R˜ and R˘ by a multivariate normal. In this sense, the residuals R˜ and R˘ use more information from the
data, than the adjusted residuals R∗.
The idea for the PCA residuals is the following: the eigenvector of the correlation matrix provides
orthogonal directions with respect to the covariance matrix, thus the PCA residuals will be orthogo-
nal to order O(n−1), that is, they are approximately uncorrelated. If the assumption of approximate
multivariate normal distribution holds, they will also be approximately independent.
Finally, since both residuals R˜ and R˘ are approximately uncorrelated, a quantile-quantile plot of
these residuals against a normal distribution should be more reliable than a Quantile-Quantile plot of
the adjusted residuals R∗.
5 Simulation results
In this section our goal is to study the finite-sample distributions of the Pearson residual Ri, its corrected
version R′i obtained in Section 3, its adjusted version R
∗
i introduced by Simas and Cordeiro (2009), and
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the PCA residuals R˜i and R˘i, defined in Section 4. All simulations were performed using the statistical
software R.
In this simulation experiment we consider a gamma nonlinear model with log link:
logµi = β0 + x
β1
1,i + β2x2,i, i = 1, . . . , n,
where the true parameters were taken as β0 = 1/2, β1 = 1, β2 = 2 and φ = 4. The explanatory variables
x1 and x2 were generated from the uniform U(0, 1) distribution for n = 20, and their values were held
constant throughout the simulations. The total number of Monte Carlo replications was set at 10, 000.
Note also that here the elements of the n× 3 matrix X˜ are X˜(β)i,1 = 1, X˜(β)i,2 = log(x1,i)xβ11,i, and
X˜(β)i,3 = x2,i. The matrix X˜i is given by
X˜i =
0 0 00 (log(x1,i))2xβ11,i 0
0 0 0
 .
In each of the 10, 000 replications, we fitted the model and computed the MLE βˆ, fitted mean µˆ, the
Pearson residual Ri, i = 1, . . . , 15, the functions ρi(·) using formula (12), its corrected version R′i, next
we computed its expected value and covariance matrix from expressions (13), (14) and (15), and then
the adjusted Pearson residual R∗i and the PCA Pearson residuals R˜i and R˘i.
In this case we have ei(x) = −1− x, hi(x) = 1 + x,w = 1, thus
ρi(x) = (1 + x)
{
γTi X˜B(βˆ) +
di
2φ
+
zii
2
x
}
.
Table 5 gives the sample mean, variance, skewness and kurtosis of the residuals Ri, R
′
i and εi out of
10, 000 values, and in this case we may use the figures for εi as benchmark. The theoretical values for
the mean, variance, skewness and kurtosis for the distribution of the true Pearson residuals for φ = 4
(for the density of such distribution see Table 1) are, respectively, 0, 0.25, 1 and 4.5.
Table 5: Moments of the uncorrected (Ri), corrected (R
′
i) and true (εi) Pearson residuals.
i
Mean Variance Skewness Kurtosis
Ri R
′
i εi Ri R
′
i εi Ri R
′
i εi Ri R
′
i εi
1 −0.065 −0.025 −0.001 0.189 0.225 0.249 0.747 0.904 1.007 3.746 4.291 4.699
2 0.074 0.013 0.007 0.258 0.246 0.256 0.836 0.949 1.009 3.953 4.322 4.550
3 0.023 0.004 0.001 0.211 0.238 0.254 0.718 0.913 1.031 3.660 4.274 4.714
4 −0.055 −0.024 −0.003 0.189 0.228 0.249 0.728 0.906 0.998 3.647 4.212 4.529
5 0.038 −0.002 0.004 0.212 0.230 0.253 0.710 0.871 1.041 3.613 3.942 4.800
6 0.029 −0.010 −0.001 0.209 0.223 0.249 0.676 0.815 0.980 3.497 3.747 4.461
7 −0.048 −0.010 0.012 0.195 0.239 0.261 0.751 0.914 1.017 3.636 4.124 4.577
8 0.064 −0.000 0.000 0.240 0.234 0.250 0.798 0.927 1.037 3.912 4.272 4.811
9 −0.021 −0.015 −0.006 0.179 0.226 0.252 0.615 0.873 0.993 3.371 4.136 4.463
10 0.042 0.002 −0.003 0.215 0.229 0.246 0.688 0.852 0.977 3.517 3.972 4.344
11 0.044 0.005 0.000 0.196 0.222 0.242 0.592 0.806 0.923 3.278 3.784 4.204
12 −0.036 −0.016 −0.005 0.195 0.228 0.243 0.739 0.895 0.987 3.702 4.227 4.518
13 0.046 0.003 −0.000 0.226 0.240 0.248 0.740 0.929 0.983 3.654 4.216 4.460
14 −0.082 −0.035 −0.001 0.169 0.217 0.251 0.629 0.848 0.980 3.322 3.905 4.371
15 −0.004 −0.010 −0.010 0.223 0.238 0.248 0.826 0.922 1.022 3.822 4.127 4.572
16 0.055 0.001 0.001 0.237 0.236 0.247 0.751 0.864 0.979 3.579 3.863 4.363
17 −0.001 −0.010 0.003 0.170 0.211 0.239 0.533 0.778 0.897 3.130 3.700 4.102
18 −0.029 −0.005 0.006 0.209 0.239 0.254 0.801 0.920 0.984 3.685 4.108 4.251
19 0.005 −0.000 −0.001 0.219 0.240 0.252 0.836 0.960 1.052 3.812 4.200 4.628
20 −0.079 −0.040 −0.008 0.173 0.208 0.245 0.642 0.803 0.978 3.344 3.738 4.468
The figures in Table 5 show that the distribution of the corrected Pearson residuals is generally closer
to the distribution of the true residuals than the distribution of the Pearson residuals. The correction
function ρ(·) seems to be effective even when the sample size is small. The distribution of all residuals
for the gamma model are positively skewed, as indicated from the theoretical skewness, which is 1. All
four cumulants of the corrected Pearson residuals R′i are generally closer to the corresponding cumulants
of the true Pearson residuals εi than those of the Pearson residuals.
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Table 6 gives the values and respective p-values of the one-sample Kolmogorov-Smirnov (K-S) dis-
tance between the empirical distribution of the uncorrected and corrected residuals and the estimated
distribution of the true residuals (a shifted gamma). The values of the K-S statistic measure the distances
between the estimated distribution of the true residuals εi and the empirical distribution of each set of
10,000 uncorrected Pearson residuals Ri and corrected Pearson residuals R
′
i, for i = 1, . . . , 20. Here, the
estimated distribution is the shifted gamma distribution with dispersion parameter φ estimated by the
sample mean of the estimates of the dispersion parameter at each step of the Monte Carlo experiment.
We are also interested in checking whether the empirical distributions of the uncorrected Ri and
corrected R′i residuals agrees with the empirical distribution of the true residuals εi. Hence, we give
in Table 7 values of two-sample K-S statistic, with their respective p-values, between the empirical
distribution of the uncorrected and corrected Pearson residuals and the empirical distribution of the true
residuals.
Table 6: One-sample K-S statistics and p-values on Pearson and corrected Pearson residuals.
i
K-S Statistic K-S p-values
Ri R
′
i Ri R
′
i
1 0.038 0.012 1.479× 10−13 0.093
2 0.064 0.012 0.000 0.092
3 0.025 0.010 7.066× 10−6 0.226
4 0.061 0.015 0.000 0.013
5 0.073 0.012 0.000 0.093
6 0.043 0.013 1.110× 10−16 0.067
7 0.034 0.008 1.553× 10−10 0.476
8 0.051 0.021 0.000 1.911× 10−4
9 0.068 0.027 0.000 4.468× 10−7
10 0.052 0.020 0.000 5.077× 10−7
11 0.037 0.010 2.306× 10−12 0.252
12 0.055 0.017 0.000 0.005
13 0.045 0.010 0.000 0.227
14 0.060 0.017 0.000 0.005
15 0.060 0.024 0.000 1.464× 10−5
16 0.040 0.009 6.106× 10−15 0.309
17 0.047 0.006 0.000 0.756
18 0.019 0.009 9.379× 10−4 0.369
19 0.066 0.024 0.000 8.580× 10−6
20 0.030 0.012 1.603× 10−8 0.089
Table 7: Two-sample K-S statistics and p-values on Pearson and corrected Pearson residuals.
i
K-S Statistic K-S p-values
Ri R
′
i Ri R
′
i
1 0.051 7.442 × 10−12 0.020 0.025
2 0.071 0.000 0.015 0.198
3 0.045 2.041 × 10−9 0.014 0.216
4 0.043 1.570 × 10−8 0.017 0.111
5 0.054 1.815 × 10−13 0.012 0.395
6 0.057 1.232 × 10−14 0.012 0.405
7 0.048 1.971 × 10−10 0.019 0.052
8 0.072 0.000 0.011 0.568
9 0.039 3.094 × 10−7 0.016 0.144
10 0.065 0.000 0.017 0.084
11 0.072 0.000 0.020 0.025
12 0.032 4.541 × 10−5 0.013 0.348
13 0.063 0.000 0.013 0.339
14 0.071 0.000 0.029 3.525× 10−5
15 0.026 0.001 0.011 0.534
16 0.061 1.110 × 10−16 0.008 0.889
17 0.048 1.626 × 10−10 0.016 0.149
18 0.029 4.201 × 10−4 0.013 0.366
19 0.032 4.541 × 10−5 0.012 0.456
20 0.065 0.000 0.029 3.525× 10−5
The figures in Tables 6 and 7 indicate that the empirical distributions of the corrected residuals R′i are
much closer to the distribution of the true residuals than the empirical distributions of the uncorrected
10
residuals Ri. Indeed, for both the one-sample and two-sample K-S tests, all the p-values regarding the
uncorrected Pearson residuals Ri were smaller than the usual significance level of 5%. Thus indicating
that the uncorrected Pearson residuals do not follow the same distribution as the true residuals. By
looking at the p-values for the corrected Pearson residuals, we observe that for the one-sample K-S test,
we obtained, at the usual significance level of 5%, 12 out of 20 residuals following the shifted gamma
distribution (the theoretical distribution of the true residuals), and for the two-sample K-S test, we
obtained, at the usual significance level of 5%, 16 out of 20 residuals following the same distribution as
the true residual (their empirical distribution). This fact indicates that the corrected residuals represent
a considerable improvement over the uncorrected residuals when the model is well-specified. Indeed,
one should observe that the 8 out of 20 residuals that we assumed not to follow the shifted gamma
distribution, based on the one-sample K-S test, had much smaller distances to such distribution when
compared to the uncorrected residuals. The same phenomenon occurs when we look at the 4 out of
20 residuals that we assumed not to follow the same distribution as the true residuals, based on the
two-sample K-S test.
Furthermore, we will now compute, out of the total of 10,000 simulated data sets, the proportion of the
Kolmogorov-Smirnov tests that did reject the null hypothesis that the residuals follow the shifted-gamma
distribution, based on each simulated dataset of 20 observations. More precisely, for each i, i ranging
from 1 to 10,000, we will obtain the p-value of the Kolmogorov-Smirnov test of the distribution of the set
of 20 residuals against the distribution of the true residual (in this case, a shifted gamma distribution).
Then we will compare each p-value to the following significance levels: 1%, 2.5%, 5%, 7.5%, 10%, 12.5%
and 15%. Afterwards, we compute the proportion of the rejected tests for each significance level and
compare these proportions to their corresponding nominal level. The results are provided in Table 8
below:
Table 8: Proportions of rejected K-S tests based on each simulated dataset for different significance
levels.
Residual 1% level 2.5% level 5% level 7.5% level 10% level 12.5% level 15% level
R 2× 10−4 3 × 10−4 9× 10−4 0.0033 0.0072 0.012 0.0173
R′ 0 2 × 10−4 6× 10−4 0.0026 0.0051 0.0083 0.0133
By looking at the results presented in Table 8 above, we conclude that, for all residuals, the empirical
significance levels are very far from the nominal levels. This result is expected for the uncorrected
Pearson residual, since, as the previous results have shown, their marginal distributions are not shifted
gamma distributions. Thus, one should not expect them to form a random sample of a shifted gamma
distribution. The surprise comes when we observe that the same phenomenon occurs with the corrected
residuals. We do not obtain the corresponding nominal level, indicating that the set of corrected residuals
also do not form a random sample of shifted gamma distributions. But, by looking closely we see that this
comes from the fact that these residuals are not independent, so the dependence among them, cause their
joint distribution to be different from an independent and identically distributed (iid) shifted gamma
sample. The above results show that the K-S test based on both the uncorrected and correct Pearson
residual tend to be too optimistic.
We now move to the analysis of the PCA Pearson residuals R˜i and R˘i along with the adjusted Pearson
residual introduced by Simas and Cordeiro (2009).
Table 9 gives the sample mean, variance, skewness and kurtosis of the residuals R∗i , R˜i and R˘i out
of 10, 000 values. For these residuals we are looking for a good agreement with the normal distribution.
This happens when those figures are close to 0, 1, 0 and 3, respectively.
We begin by recalling the remark made in Section 4 where we argued that one should consider the
first n− p = 17 PCA Pearson residuals and disregard the last p = 3 residuals.
It is noteworthy that the results presented in Table 9 corroborate that remark. Indeed, the last 3
residuals had both mean and variance close to 0, thus suggesting an approximate constant value of zero.
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Table 9: Moments of the adjusted Pearson residual (R∗i ), PCA Pearson residual R˜i and PCA Pearson
residual R˘i.
i
Mean Variance Skewness Kurtosis
R∗i R˜i R˘i R
∗
i R˜i R˘i R
∗
i R˜i R˘i R
∗
i R˜i R˘i
1 −0.030 −0.008 −0.007 0.986 1.445 1.228 0.731 0.230 0.230 3.677 3.140 3.140
2 0.037 0.003 0.002 0.999 1.339 1.138 0.798 0.045 0.045 3.842 3.159 3.159
3 0.016 0.003 0.003 0.999 1.249 1.061 0.693 0.008 0.008 3.577 2.957 2.957
4 −0.031 −0.001 −0.001 1.000 1.250 1.062 0.736 0.006 0.006 3.707 3.145 3.145
5 0.009 −0.001 −0.001 0.984 1.185 1.007 0.650 0.024 0.024 3.372 3.038 3.038
6 −0.009 0.015 0.014 0.951 1.159 0.985 0.626 0.034 0.034 3.291 3.116 3.116
7 0.001 0.010 0.010 1.058 1.174 0.998 0.728 −0.023 −0.023 3.566 3.178 3.178
8 0.010 0.010 0.009 0.961 1.154 0.981 0.749 −0.025 −0.025 3.706 3.154 3.154
9 −0.009 −0.012 −0.011 1.052 1.183 1.006 0.607 0.008 0.008 3.374 3.190 3.190
10 0.017 −0.018 −0.016 0.960 1.102 0.937 0.643 −0.021 −0.021 3.420 3.304 3.304
11 0.031 −0.013 −0.012 0.981 1.129 0.960 0.556 −0.004 −0.004 3.189 3.151 3.151
12 −0.020 −0.005 −0.005 0.976 1.091 0.927 0.725 −0.010 −0.010 3.677 3.229 3.229
13 0.013 0.000 0.000 0.986 1.127 0.958 0.723 −0.065 −0.065 3.622 3.413 3.413
14 −0.029 −0.001 −0.001 1.093 1.100 0.935 0.631 0.112 0.112 3.331 3.269 3.269
15 −0.014 0.016 0.015 0.977 1.095 0.931 0.803 0.130 0.130 3.751 3.505 3.505
16 0.011 0.008 0.008 0.968 1.049 0.892 0.708 0.066 0.066 3.439 3.589 3.589
17 0.004 0.000 0.000 1.018 1.036 0.880 0.512 0.131 0.131 3.163 3.890 3.890
18 −0.000 0.006 0.006 1.005 0.011 0.010 0.794 0.025 0.025 3.731 4.434 4.434
19 0.005 0.003 0.003 0.989 0.016 0.014 0.809 0.161 0.161 3.737 4.146 4.146
20 −0.051 0.000 0.000 0.973 0.021 0.018 0.629 0.042 0.042 3.304 4.907 4.907
The figures in Table 9 show us that: the mean of all residuals are close to zero; the variance of
the adjusted Pearson residuals are generally closer to 1 than those of the PCA Pearson residuals (here,
we disregard the last 3 residuals); the adjusted Pearson residuals are highly positively skewed, thus
indicating a departure of normality, whereas the PCA Pearson residuals are approximately unskewed;
the adjusted Pearson residuals have a high excess kurtosis, more precisely, 14 out of 20 (70%) adjusted
Pearson residuals had kurtosis higher than 3.4, whereas for both PCA Pearson residuals the number of
residuals with kurtosis higher than 3.4 were 4 out of 17 (23.53%).
These figures thus suggest that the adjusted Pearson residual seem to provide a better correction
of the first two moments, nevertheless, its overall normality assumption seems to be inadequate. With
respect to the PCA Pearson residuals, the overall normality assumption seems adequate, but as expected
from its Principal Component Analysis nature, we had a ranking of variances, and, even though those
variances were supposed to be equal, in practice they are slightly different, thus affecting the variances of
the different residuals. Since we are interested in normality approximation instead of simply correcting
the first two moments, we observe that the results in Table 9 suggest that both PCA residuals R˜i and
R˘i should provide a better normal approximation than the adjusted Pearson residuals.
We will now verify that claim that both PCA Pearson residuals provide better normal approximation
than the adjusted Pearson residuals by means of the one-sample Kolmogorov-Smirnov test against a
standard normal distribution.
Table 10 gives the statistics and p-values of the one-sample Kolmogorov-Smirnov test for R∗i , R˜i and
R˘i, for each i = 1, . . . , 20, against the theoretical quantiles of a standard normal distribution, namely
N(0, 1). The values of the K-S statistic measure the distances between the standard normal distribution
and the empirical distributions of each set of 10,000 adjusted Pearson residualsR∗i , PCA Pearson residuals
R˜i, and PCA Pearson residuals R˘i, for i = 1, . . . , 20.
The figures in Table 10 indicate that the empirical distribution of the PCA Pearson residuals R˘i
are much closer to the standard normal distribution than the empirical distribution of both adjusted
Pearson residuals R∗i and PCA Pearson residuals R˜i. Indeed, all the p-values regarding the adjusted
Pearson residuals R∗i were smaller than the usual significance level of 5%. Thus indicating that the
adjusted Pearson residuals do not follow the standard normal distribution. By looking at the p-values
for the PCA Pearson residuals R˘i, we observe that we obtained, at the usual significance level of 5%, 11
out of 17 residuals following the standard normal distribution, and for the PCA Pearson residuals R˜i,
we obtained, at the usual significance level of 5%, 5 out of 17 residuals following the standard normal
distribution. This fact indicates that both PCA Pearson residuals represent a considerable improvement
over the adjusted Pearson residuals in terms of normal approximation when the model is well-specified.
Indeed, one should observe that for each case of both PCA Pearson residuals, the K-S statistic were
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Table 10: One-sample K-S statistics and p-values on adjusted and both PCA Pearson residuals.
i
K-S Statistic K-S p-values
R∗i R˜i R˘i R
∗
i R˜i R˘i
1 0.063 0.056 0.037 0.000 0.000 7.142× 10−13
2 0.042 0.038 0.014 2.220× 10−16 1.458× 10−13 0.045
3 0.043 0.033 0.013 1.110× 10−16 4.776× 10−10 0.054
4 0.062 0.028 0.011 0.000 2.624× 10−7 0.160
5 0.043 0.026 0.008 1.110× 10−16 2.198× 10−6 0.490
6 0.050 0.021 0.010 0.000 1.291× 10−4 0.269
7 0.053 0.020 0.009 0.000 4.527× 10−4 0.298
8 0.049 0.022 0.008 0.000 1.074× 10−4 0.426
9 0.050 0.021 0.013 0.000 2.621× 10−4 0.059
10 0.039 0.012 0.012 5.240× 10−14 0.068 0.072
11 0.031 0.017 0.013 3.695× 10−9 0.005 0.053
12 0.056 0.011 0.012 0.000 0.125 0.069
13 0.045 0.013 0.012 0.000 0.045 0.075
14 0.059 0.013 0.016 0.000 0.040 0.006
15 0.069 0.012 0.021 0.000 0.098 1.636× 10−4
16 0.048 0.007 0.025 0.000 0.637 3.981× 10−6
17 0.038 0.008 0.026 2.664× 10−13 0.399 1.167× 10−6
18 0.060 0.387 0.393 0.000 0.000 0.000
19 0.061 0.375 0.383 0.000 0.000 0.000
20 0.068 0.356 0.365 0.000 0.000 0.000
smaller than those of the adjusted Pearson residual, thus indicating that both PCA Pearson residuals
are closer to the standard normal distribution than the adjusted Pearson residual.
Therefore, our general conclusion up to this point is that the PCA Pearson residual R˘i provides the
best normal approximation among the studied residuals. Thus, we suggest the usage of such residual to
check model assumptions.
Finally, we will now compute, out of the total of 10,000 simulated data sets, the proportion of the
Kolmogorov-Smirnov tests that did reject the null hypothesis that the residuals follow the standard nor-
mal distribution, based on each simulated dataset of 20 observations for the adjusted Pearson residuals,
and 17 observations for the PCA Pearson residuals. More precisely, for each i, i ranging from 1 to 10,000,
we will obtain the p-value of the Kolmogorov-Smirnov test of the distribution of the set of 20 residuals
(and 17 residuals for the PCA residuals) against the standard normal distribution. Then we will compare
each p-value to the following significance levels: 1%, 2.5%, 5%, 7.5%, 10%, 12.5% and 15%. Afterwards,
we compute the proportion of the rejected tests for each significance level and compare these proportions
to their corresponding nominal level. The results are provided in Table 11 below:
Table 11: KS statistics and p-values
Residual 1% level 2.5% level 5% level 7.5% level 10% level 12.5% level 15% level
R∗i 2× 10−4 0.001 0.0039 0.009 0.0152 0.0227 0.0312
R˜i 0.0123 0.0302 0.0552 0.0824 0.1065 0.1317 0.1583
R˘i 0.0099 0.0246 0.0461 0.0705 0.0942 0.1191 0.1428
By looking at the results presented in Table 11 above, we observe that the empirical significance level
of the adjusted Pearson residuals are very far from the nominal level. This is an expected result since,
as the previous results have shown, their marginal distributions are standard normal. Thus, one should
not expect them to form a random sample of standard normal distribution. Nevertheless, when we move
to the empirical significance levels of the PCA Pearson residuals, we see that they are very close to the
nominal levels, with the PCA Pearson residuals R˘i having the best results. Indeed, for each significance
level we considered, the empirical significance levels of the PCA Pearson residuals R˘i were closer to the
nominal level than the PCA Pearson residual R˜i. Thus, this indicates that the PCA Pearson residuals
R˘i do form, jointly, a random sample of standard normal distribution. This comes from the fact that
the PCA Pearson residuals are approximately uncorrelated, and since they are approximately normally
distributed, as seen in the previous results, they are approximately independent. This shows that not only
the Kolmogorov-Smirnov tests using these PCA Pearson residuals are more reliable than the remaining
residuals considered here, but also the Quantile-Quantile plots should also be more reliable, since they
do form, approximately, a random rample of a standard normal distribution.
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6 Conclusions
In exponential family regression models, Pearson residuals are either compared with quantiles of the
standard normal distribution or analyzed with the aid of residual plots with simulated envelopes. How-
ever, the normal approximation is not adequate in small samples, even for the linear case, as seen in
Cordeiro and Simas (2009). To circumvent this issue we tackled the problem from two different direc-
tions. At first, we defined corrected residuals for these models which have the same distribution of the
true residuals to order O(n−1). The setup is similar to the paper by Loynes (1969), and extends the
previous result by Cordeiro and Simas (2009), and thus can also be considered as a sequel to such article.
We provide tables to aid applications to some common models. The performance of the uncorrected
and the corrected Pearson residuals are compared in a simulation study under a well-specified gamma
model. The simulation results show that, as expected, the corrected Pearson residuals can be assumed
to follow the same distribution as the true Pearson residuals, whereas the uncorrected residuals do not
follow such distribution. Secondly, we defined two PCA Pearson residuals, namely, R˜ and R˘. Their per-
formance with respect to standard normal approximation were compared to that of the adjusted Pearson
residuals introduced by Simas and Cordeiro (2009) by simulation under a well-specified gamma model.
The simulation results showed that the PCA Pearson residual R˘ had the best performance. Indeed, as
the simulation results show the PCA Pearson residual R˘ can be assumed to follow a standard normal
distribution, whereas the adjusted Pearson residuals, as can be seen in Simas and Cordeiro (2009), can
be seen as an improvement of the ordinary Pearson residual with respect to normal approximation, but
the simulation results suggest that one cannot assume their distribution to be a standard normal dis-
tribution. Furthermore, when the Kolmogorov-Smirnov test was applied to the each dataset of size n
(sample size), instead of on each sample of size 10,000 of each individual residual, the empirical nominal
level was very close to the theoretical nominal level thus suggesting the residuals R˘ are indeed standard
normally distributed. Such behavior was even better than those of the corrected Pearson residuals. Thus
suggesting that to assess model adequacy one should use the PCA Pearson residual R˘i.
One should notice that the PCA Pearson residual R˘i should not be the only residual used in a
diagnostic analysis of an EFNLM since they are not suitable to identifying outlying observations. The
reason is that they are obtained as linear combinations of the adjusted Pearson residuals and thus they
“lose” the correspondence with the respective response variable. Therefore, our suggestion is that one
uses both the PCA Pearson residuals R˘ and the corrected Pearson residuals when conducting a diagnostic
analysis on an EFNLM. Therefore, we expect these two residuals to become part of the essential toolkit
of a practitioner that uses the exponential family nonlinear models to analyze data.
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