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Évariste Galois was a French mathematician in the beginning of the
19th century. Unfortunately, his story is a tragic one. Unappreciated
by his contemporaries, he struggled to gain recognition for his work and
was denied entry into the top Parisian University to study math. Rel-
egated to a second-tier school and feeling like he would never succeed,
he lost his life in a duel at the age of 20. However, the night before
his duel, he scribbled notes furiously and sketched out a solution to a
central problem in mathematics. It would take more than a decade for
his work to come to light, but he had actually managed to prove the
non-existence of a general radical solution for fifth-order polynomial
equations, a problem that had plagued mathematicians for centuries.
Perhaps the most beautiful part of his work was its success in
demonstrating the unity of different fields of math. His solution an-
swered three seemingly unrelated problems in geometry that had re-
mained unsolved since the time of the ancient Greeks: the duplication
of the cube, trisection of the angle, and quadrature of the circle, which
asked respectively for a cube whose volume is twice the volume of a
given cube, an angle one-third the size of a given angle, and a square
of area equal to the area of a given circle. These three problems, like
fifth-order polynomials, were incredibly simple to formulate but impos-
sible to solve. Galois’ work that settled these questions for good. In
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2 Historical Background
Évariste Galois was a French mathematician, born in Paris in Oc-
tober 1811 at the height of the Napoleonic wars. His childhood saw
France change from an imperial dictatorship under Napoleon Bona-
parte to a monarchy after Napoleon’s first defeat, back to a dictator-
ship when Napoleon returned from his exile on the island of Elba, and
then back to a monarchy (1).
This political instability played out in his own life. A committed
Republican who opposed the monarchy like his parents, he ran into
trouble with the authorities in his teenage years and through his young
adulthood.
At the age of 12, his mother enrolled him in a school of high aca-
demic reputation, the lycée Louis-le-Grand (3). He performed well
there for his first two years, but eventually grew an interest in reading
advanced mathematical texts. After this, he apparently lost interest
in all of his other studies (3). He eventually had to repeat a year at
the school, and many of his teachers considered him unmotivated and
disorganized (1).
At the age of 16, Galois took the difficult entrance exam for the
École Polytechnique, the premier institution for French mathematicians
(1). Without preparation, he failed, and instead entered the École
Normale, which did not have the same level of excellence as the École
Polytechnique. This episode began a series of unfortunate events in
Galois’ life, each tending to leave his genius unrecognized and his work
unappreciated.
At the École Normale, Galois found a mentor, Louis Richard, who
helped him publish his first mathematical paper and even argued that
he should be allowed entrance to the École Polytechnique without hav-
ing to take the examination (3). Even this paper, however, held no
evidence of the subject that Galois was truly working on, solutions to
polynomial equations.
At the age of 17, Galois submitted some of his work on this subject
to the French Academy of Sciences, where it was rejected (possibly out
of self-interest) by the famous mathematician Augustin-Louis Cauchy,
who had been publishing his own work on the subject along similar
lines (3). Later that same year, Galois’ father committed suicide, and
Galois stood for the Polytechnique entrance exam again a few days
later (1). This was his last chance to get in, and he failed. According
to legend, he threw an eraser at his examiner’s face and took issue
with the false assumptions made in the questions he was asked. This
of course could be a retroactively created historical myth. However, its
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believability and survival come from the very real lack of recognition
that Galois faced throughout his life.
The next year, he submitted a more complete version of his research
to the Academy of Science’s competition for the Grand Prize in Math-
ematics (3). As Galois’ terrible luck would have it, the person meant
to examine his work died before doing so, and the papers were never
seen again (3). For Galois, this episode represented the final valida-
tion of his belief that his genius could never be recognized in a world
that rewards mediocrity. According to his journals, he considered this
to be an effect of the French monarchy’s oppression and longed for a
more meritocratic, Republican form of government in the ideals of the
French Revolution (3).
At the age of 18, in the summer of 1830, Galois was expelled from
the École Normale because he wrote a public letter to a newspaper
blatantly criticizing the school’s director (1). Galois felt that it was
wrong that the director had prevented the students from taking part
in the public revolt that resulted in a failed monarchical coup and a
new king of France. In 1831, he tried one final time to submit his work
on polynomials to the Academy of Sciences but received no response for
six months. Finally the famous mathematician Siméon Denis Poisson
responded, saying that Galois’ work was “incomprehensible” and not
“sufficiently developed” (1) During these months he was arrested twice
for his Republican activism and was released each time shortly after-
ward. However, after this final rejection, he was arrested a third time
and put in a prison for six months (4). During his time in prison, he
continued working on his polynomial research, and was finally released
in early 1832 at the age of 20 (3).
The final weeks of Galois’ life remain shrouded in mystery. He was
certainly challenged to a duel in the summer of 1832, but it remains
unclear who the challenger was or what the reason for the challenge
was. Some historians theorize that the duel was somehow caused by
Galois’ pursuit of a romantic relationship with a woman living nearby.
However, this speculation is based entirely on the fact that Galois had
written and crossed out a woman’s name on one of the letters found
after his death (2). There is no real consensus or even leading theory
on the cause of the duel. The day before the duel, Galois expressed his
regret that he was not going to die for his country (3). Additionally,
he took the time to write a letter to his friend that outlined his work
on Galois groups and their connection to polynomial equations, stating
his crucial conclusion that a polynomial equation is solvable by radicals
only if its Galois group is solvable. His decision to write this letter
proved prescient. He was shot in the stomach in the duel and died
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one day later (4). Galois’ letter was later published and vindicated
his life’s work, which had gone entirely unappreciated during his brief
and tragic life. It laid the groundwork for several important insights in
mathematical group theory, a field that did not even exist at the time
of his death, and finally resolved millennia-old seemingly unrelated
problems in the world of geometric ruler-and-compass constructions.
6
3 Introduction to Galois Groups
First, we must cover the primary subject of Galois’s work, radical
solutions to polynomial equations, before getting to how this connects
to ruler-and-compass constructions. In general, the goal of his work
was to discover what characteristics define those special polynomials
that have solutions in terms of radical expressions. Radical Expres-
sions, or formulas (like the quadratic formula for second degree poly-
nomials), are any expression that can be entirely built by combining
the coefficients of the polynomial in any way using only the four ba-
sic operations as well as taking nth roots. For example, the quadratic
equation is the general radical expression that gives the solutions (or
zeros) to any second-degree polynomial. In fact, any third- or fourth-
degree polynomial can also be solved by a general radical expression.
The question for Galois, and for many before him, was whether such an
expression could be found to solve quintics (fifth-degree polynomials)
in general. Galois, in his last writings before his death, used an entirely
new abstract concept now called Galois groups, to prove that no such
expression exists.
In modern times, the Galois Group of a polynomial can be called
the symmetries of that polynomial. The properties of this group of
symmetries determine much about the solutions of the polynomial.
Consider an example:









87, and clearly these come
in intuitively obvious pairs. Call these four zeros a, b, c, d respectively.
But in what sense are they pairs, and what do these pairs tell us? It
turns out that any polynomial equation with rational coefficients that
is solved by any subset of these zeros can also be solved by permuting
the subset through exchanging the members of each or either pair.
For example, the equation c2−87 = 0 is clearly valid, since c =
√
87.
It remains true if c is replaced by d, but not if c is replaced by a or b.
Similarly, consider the fact that ac− bd = 0. Switching either a and b
or c and d gives a different equation that is still valid (switching both
a and b and c and d gives the same exact equation), but the equation
is not satisfied if c is switched with b, for example.
These examples do not serve as a proof of anything but demonstrate
more clearly what the idea of a pair really means. In fact, we will use
the property shown in the previous example to define what a pair is.
We call these special permutations that maintain validity of a poly-
nomial equation the symmetry group or Galois group of the polynomial.
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In the general case of four elements, there are 24 possible permutations.
In the case of the four zeros being considered here, only four of these
permutations appear in the Galois group: the permutation that swaps
a and b but leaves c and d fixed (which we will call P1); the permutation
that swaps c and d, leaving a and b fixed (P2), the permutation that
swaps a and b as well as c and d (P3), and the identity permutation (I)
that leaves all four elements fixed.
It turns out that any equation that is fixed under P1(switching a
and b) and I (the identity permutation) can be written in terms of ab,
a+b, c and d (3, pg. xxviii). For example, a2 +b2 +3cd = −279 (which
is clearly fixed under a permutation of a and b) can be written:
a2 + ((a+ b)2 − a2 − 2ab) + 3cd = −279 = (a+ b)2 − 2ab+ 3cd
This equation can be solved by our four elements in two possible orders:
(a, b, c, d) or (b, a, c, d). Therefore, it can be written in terms of ab, a+b,
c, and d. But (a + b) = 0 and ab = 9, so these terms can always be
eliminated, leaving only 3cd = −261. Similarly, any equation that is
fixed under P2 and I can be written in terms of cd, c+ d, a, and b.
Now, to show how the Galois group and its properties can be useful,
consider a fourth-degree polynomial f(x) with the same Galois group as
the previous example, for which we do not know the zeros. Use the same
notation for the unknown zeros (a, b, c, d) and for the permutations in
the Galois group. Consider this hierarchy of fields: Q ⊆ Q(a, b) ⊆
Q(a, b, c, d). Assume that the following two facts about the properties
of the Galois group are known. 1) The expressions fixed by I and P2
are precisely the expressions in Q(a, b). 2) The expressions fixed by the
entire Galois group are precisely all rational expressions, (Q). These
facts allow us to set up and solve the equation f(x) = 0 (3, pg. xxviii).
More precisely, consider the following: cd and c+ d are fixed by P2
and I. So, they must be in Q(a, b), since Q(a, b) are all expressions
fixed by P2 and I. However, (x − c)(x − d) = x2 − (c + d)x + cd, so
c and d satisfy a quadratic equation that must have coefficients from
Q(a, b). So, the quadratic formula allows us to express c and d as
rational expressions in terms of a and b (3, pg. xxviii).
But we also know that a+ b and ab are fixed by all of the permuta-
tions in the Galois group, so they must be in Q. So, they must satisfy
a quadratic equation with coefficients from Q and therefore must have
radical expressions made up of rational numbers. And, since we know
that c and d can be expressed as radical expressions in terms of a and
b, they must also have radical expressions made up of rational numbers
(3, pg. xxviii).
So, we were able to prove that radical expressions exist for all the un-
known zeros of a fourth-degree polynomial, only given a small amount
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of information about the structure and properties of the polynomial’s
Galois group. This surprising and powerful relationship between a poly-
nomial’s Galois group and its solvability with radicals is what eventu-
ally allowed Galois to prove that fifth-degree polynomials could not be
solved by radicals in general. Unlike that of the fourth-degree poly-
nomials, the Galois group of fifth-degree polynomials has the wrong
structural properties (3, pg. xxix).
The key part of proving this, and of proving the opposite result in
the previous example, is finding the necessary information about the
Galois group. To find and work with this information in the case of the
general fifth-degree polynomial, we must prove various theorems and
work with many definitions. To avoid getting excessively bogged down
in the background details, some of the more tangential theorems will
be presented without proof, especially those that were not proven by
Galois.
While building up to the ultimate result about polynomials, there
will be enough groundwork laid to achieve the three startling geometric
results.
For the geometric results of the classical ruler-and-compass prob-
lems in chapters 6 through 8, some familiarity with fields and linear
algebra is probably sufficient for basic understanding. However, for
chapters 9 through 11, which deal with the solvability of polynomials
by radicals, a deeper background understanding of Group Theory is
recommended, including but not limited to: group actions, quotient
groups, and solvability. Many definitions and background results have
been provided in the main chapters, as well as in the appendix, to help
refresh the memory of the reader, but these results and definitions are
not meant to be exhaustive.
First, we begin the appendix by presenting some definitions with
which some familiarity is assumed, and some theorems that are left
without proof. These are mostly for quick reference and may be skipped
over by readers well-versed in the field. The background theorems and
definitions for the ruler-and-compass constructions are found in the
appendix and comprise Theorems 1.1-1.9. An attempt has been
made there to present a brief example with each definition to help the
unfamiliar reader. Additionally, each time the result of one of these
appendix theorems is used in a proof, it is cited and emboldened.
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4 Ruler-and-Compass Constructions
Showing that something can or cannot be done using ruler-and-
compass constructions requires a clear definition of what these con-
structions are. First, consider the ancient idea, from Plato, that the
only two perfect geometric objects are the straight line and the perfect
circle. As a result, a legal or valid ruler and compass construction can
only use these two ideal forms as building blocks. All ruler and com-
pass construction problems can be phrased in terms of a starting set
P of points in a plane. Two fundamental construction operations arise
naturally on this set P (3, pg. 52).
1. Through any two points in P , we can draw a straight line. (Ruler)
2. Using any point in P as its center, we can draw a circle with a
radius equal to the distance between any two points in P . (Compass)
From these two operations, a natural definition of constructability
arises. An intersection point of any two lines, two circles, or a line and
a circle, can be called constructible in one step if it can be found using
just operations 1 and 2 and the points in P (3, pg. 52). Extending this,
any point is called constructible from P if there is a finite sequence of
points such that each one in the sequence is constructible in one step
from the set of P unified with all the previous points in the sequence.
These two operations can generate a remarkable number of con-
structions. For example, given two points, it is easy to find the exact
midpoint between them using these operations (3, pg. 52). First, draw
a line segment joining the points and then draw circles centered on
each point of a radius equal to the distance between the points. The
line segment we draw between the two intersections of these circles will
intersect our original line segment at its midpoint.
Perhaps the most surprising part of Galois’s work is its eventual suc-
cess in connecting these constructability problems with zeros of poly-
nomials. Certainly, no obvious connection existed for the Greeks. The
first hint of such a connection comes from the fact that the coordinates
of newly constructed points are zeros of polynomials over the set they
were constructed from, once a Cartesian coordinate system is estab-
lished. To prove this, (Theorem 2.1), we must deal with the only
three possible cases. Since newly constructed points must come from
previously constructed points and only lines and circles can be drawn,
these intersection points can be the intersection of: a circle and a line,
two circles, or two lines. These are the only possible cases, so proving
the theorem for all three individually proves it in general (3, pg. 54).
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5 Necessary Theorems for the Three Geometrical
Problems
The relationship between roots of polynomials, like a, b, c, and d
in the previous section, and the extension fields of Q, like Q(a, b), is
the key relationship in understanding Galois Theory. In fact, this rela-
tionship powers the following ruler-and-compass proofs, and eventually
the final result about fifth-degree polynomials. The following theorem
shows directly how field extensions and polynomial roots connect to
ruler-and-compass constructions.
Assume that we start with at least two points. It can be shown that
if we start with two points we define to be one unit apart, it is possible
to construct segments whose lengths are any given rational number.
So, Q can be considered the ground field. The points we start with
make up the set P0. Let Kn be the subfield of Q generated by the x
and y coordinates of the points constructed (Pn). We can define Kn
to be the field obtained by adjoining Kn−1 with the points added to
Pn−1 to create Pn. Clearly K0 < K1 < . . . Kn < R.
Consider the previous example of constructing the midpoint of a
line segment. In that case, we started with just two points in P0. From
there, a line segment between the two points and two circles centered
on the two points could be constructed. The two constructed points
that determine the perpendicular bisector of the original line segment
are found as the intersection points of the newly constructed circles.
Theorem 2.1: Let xi and yi be the coordinates of a newly con-
structed point. Then xi and yi are zeros in Ki of quadratic polynomials
over Ki−1.
Case 1: Circle-Line
Proof. Consider the case of the two intersection points of a line with
a circle. Let A = (Ax, Ay), B = (Bx, By), C = (Cx, Cy) be the coordi-
nates of the two points defining the original line and the center of the
circle respectively. Let the circle have radius w, where w2 is in Ki−1.
This means that Ax, Ay, Bx, By, Cx, and Cy are all in Ki−1. The equa-
tion of the new lineAB is (x−Ax)/(y−Ay) = (Bx−Ax)/(By−Ay) which
can be rewritten as (x−Ax)/(Bx−Ax) = (y−Ay)/(By−Ay). The equa-
tion of the circle is (x−Cx)2 + (y−Cy)2 = w2. Solving for y in the line
AB equation and substituting into the Circle C equation (which solves
for x and y as the coordinates of the intersection points) leaves this ex-
pression: (x−Cx)2 + ((x−Ax)(By−Ay)/(Bx−Ax) +Ay−Cy)2 = w2.
This is a quadratic polynomial of x over Ki−1. The same process can
be repeated by solving for x and substituting that back into the Circle
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C equation, which gives a quadratic polynomial of y over Ki−1. So,
the coordinates of the intersection points are zeros in Ki of quadratic
polynomials over Ki−1 (3, pg. 53).
Case 2: Circle-Circle
Proof. Consider the case of the two intersection points of two circles.
Let A = (Ax, Ay) and B = (Bx, By) be the center points of the two
circles, of radii v and w respectively, where v2 and w2 are in Ki−1. This
means that Ax, Ay, Bx, and By are all in Ki−1. The equations for these
circles are (x−Ax)2 + (y −Ay)2 = v2 and (x−Bx)2 + (y −By)2 = w2
respectively, where (x, y) are the coordinates of one of the intersection
points. Expanding these expressions, multiplying the first by −1, and
then adding them together yields
w2 − v2 = 2x(Ax −Bx) + 2y(Ay −By) + (Bx2 +By2Ax2 − Ay2)
a linear equation in Ki−1. Choosing to isolate either x (or y) and then
substitute the expression back into one of the original circle equations
clearly gives us a quadratic polynomial overKi−1. Solving for y (or x) in
this polynomial shows that again, the coordinates of these intersection
points are zeros in Ki of quadratic polynomials over Ki−1.
Case 3: Line-Line
Proof. Consider the case of an intersection point of two lines. Let
A = (Ax, Ay), B = (Bx, By), C = (Cx, Cy), D = (Dx, Dy) be the two
points defining the first line and the two points defining the second line
respectively. Ax, Bx, Cx, Dx, Ay, By, Cy, Dy are thus in Ki−1. We have
that (y −Ay)/(x−Ax) = (y −By)/(x−Bx) at one of the intersection
points. Rearranging leads to x(By−Ay) = y(Bx−Ax)+(AxBy+AyBx).
Using the other line’s equation gives the same result, with C’s and
D’s replacing A’s and B’s respectively. Either way, we have a linear
equation in Ki−1 that can be solved for either x or y and substituted
into the other linear equation to create a quadratic polynomial in Ki−1.
Clearly, the coordinates of the intersection point of two lines are zeros
in Ki of polynomials over Ki−1. This case was clear without field
extensions, because both equations were linear equations. In any case,
every newly constructed point gives a field extension of degree at most
2.
Combining these three cases proves the theorem.
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Before presenting the proofs of the rest of the background theo-
rems for the ruler-and-compass problems, we present The Tower Law,
without proof, a result which will be used in following proofs.
The Tower Law: If K, L, M are fields and K < L < M , then
[M : K] = [M : L][L : K]. If any individual term equals infinity, the
whole expression does (3, pg. 45).
Theorem 2.2: If r = (x, y) is constructible from a subset P0 of
R2, and if K0 is the subfield of R generated by the coordinates of the
points of P0, then the degrees [K0(x) : K0] and [K0(y) : K0] are powers
of two.
Proof. By Theorem 2.1 and Theorem 2.4, [Ki−1(xi) : Ki−1] = 1 or
2. (2 if the quadratic polynomial over Ki−1 of which xi is a zero is
irreducible, 1 otherwise). Similarly, [Ki−1(yi) : Ki−1] = 1 or 2.
Therefore, by the Tower Law,
[Ki−1(xi, yi) : Ki−1] = [Ki−1(xi, yi) : Ki−1(xi)][Ki−1(xi) : Ki−1] = 1,
2, or 4. (because each factor individually equals 1 or 2).
Therefore, [Ki : Ki−1] is a power of two. By induction, [Kn : K0]
is a power of two. But since [Kn : K0(x)][K0(x) : K0] = [Kn : K0],
it follows that [K0(x) : K0] is a power of two, and similarly, so is
[K0(y) : K0] (3, pg. 55).
Theorem 2.3: Let K(a) : K be a simple algebraic extension, where
a has minimum polynomial m over K. Then any element of K(a) has
a unique expression in the form p(a) where p is a polynomial over K
and deg(p) < deg(m)
Proof. Define K(a) as the set of all rational expressions in a. Then,
every element of K(a) can be expressed in the form f(a)
g(a)
where f , g are
in K(t) and g(a) is not 0 (since the set of all such elements is a field,
contains K and a, and lies inside K(a)). Since g(a) is not 0, m does not
divide g; and since m is irreducible m and g are coprime. By Theorem
1.2, there exist polynomials c, b over K such that cg+ bm = 1. Hence
c(a)g(a) = 1, so that f(a)
g(a)
= f(a)c(a) = h(a) for some polynomial h over
K. Let r be the remainder after dividing h by m. Then r(a) = h(a).
Since deg(r) < deg(m), the existence of such an expression is proved.
To show uniqueness: suppose f(a) = g(a) where deg(f), deg(g) <
deg(m). If e = f − g, then e(a) = 0 and deg(e) < deg(m). By
definition of m we have e = 0, so that f = g (3, pg. 33).
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Theorem 2.4: Let K(a) : K be a simple extension. If it is tran-
scendental, then [K(a) : K] = ∞. If it is algebraic then [K(a) : K] =
deg(m) where m is the minimum polynomial of a over K.
Proof. If K(a) : K is a transcendental simple extension, then there
does not exist a non-zero polynomial p over K such that p(a) = 0.
Clearly, 1, a, a2, a3, . . . are linearly independent over K, because if
they were linearly dependent, then b1a+ b2a
2 + b3a
3 + . . . bna
n = 0 with
bi’s in K would have a solution such that not all of the bi’s were zero.
But this would contradict the fact about the transcendental nature of
the extension, since this would be a nonzero polynomial over K such
that p(a) = 0. So, 1, a, a2, a3, . . . are linearly independent, and thus
the degree of this extension must be infinite.
If K(a) : K is an algebraic simple extension, then there exists a non-
zero polynomial p over K such that p(a) = 0. Let m be the minimal
polynomial of a, known to exist. Let deg(m) = n and consider the
elements 1, a, a2, . . . , an−1. By Theorem 2.3, they span K(a) over
K, and by the uniqueness clause of Theorem 2.3 they are linearly
independent. Therefore they form a basis and [K(a) : K] = n =
deg(m) (3, pg. 47).
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6 Duplication of the Cube
Theorems directly used: 2.2, Eisenstein’s Criterion, 2.4
This ancient problem is postulated as follows: given a cube of any
general size, can we construct a cube of exactly twice the volume of the
original cube? Obviously, ruler-and-compass constructions are done in
the two-dimensional plane, with squares. Every square and cube is
defined entirely by a single line segment. So, the problem reduces to
constructing a line segment of the length desired.
First, take a face of the given cube. Introduce coordinate axes so
that the square becomes the unit square [0, 1] x [0, 1] on the XY plane.
i.e. its four corners have coordinates (0, 0), (0, 1), (1, 1), (1, 0). Then,
by this defining of the XY plane the original cube’s volume is taken
to be one cubic unit. This has not changed the size of the cube, it is
merely a rescaling that can be done with a cube of any size. In other
words, we have defined one cubic unit as being exactly the volume of
the original cube, and now we are trying to construct a cube that has
a volume of two cubic units, by this definition.
As a result, 2 = A3 is the volume formula for this second cube,
where A is the length of any of its edges. If we could construct this
cube, it would mean that we would have points that were a distance A
apart from each other, which would enable us to draw a circle of radius
A around (0, 0), and thus construct the point (A, 0). So, to construct
the cube, we must be able to construct the point (A, 0). Assume, by
way of contradiction, that we are able to construct this point.
We have taken P0 to be (0, 0) and (1, 0), which means that K0 is
equal to Q.
By Theorem 2.2, [Q(A) : Q] must be a power of 2.
But, A is a zero of the polynomial t3−2 over Q and this is irreducible
by Eisenstein’s Criterion.
Hence, t3 − 2 is the minimum polynomial of A over Q, and is
also a non-zero polynomial over Q that has A as a zero, making this
an algebraic extension. Thus, by Theorem 2.4, [Q(A) : Q] = 3,
which is a contradiction, so the desired cube cannot be constructed (3,
pg. 55-6).
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7 Trisection of the Angle
Theorems directly used: 2.2, Eisenstein’s Criterion
This ancient problem is postulated as follows: given an angle, can
we construct an angle exactly one third the value of the original angle?
We will proceed to show that it is not possible for a certain case, that
of the angle π/3, which thus proves that it is not possible in general,
though it may be for certain cases.
Similarly to the last problem, we want to simplify this question and
restate it. We can construct a point on the unit circle if and only
if we can construct its x-coordinate. So, finding this angle is exactly
equivalent to constructing a certain point (A, 0)), given the points (0, 0)
and (1, 0), where A = cos (π/9), (the x-coordinate of the point on the
unit circle determined by the angle π/9). Again, P0 = (0, 0) and (1, 0),
which means that K0 = Q.
So, in this case, let’s assume by way of contradiction, that we can
construct the point (A, 0). Then, we could also construct the point
(B, 0), where B = 2A = 2 cos (π/9). As a consequence of Euler’s
formula, cos (3θ) = 4cos3(θ) − 3 cos(θ). Substituting θ = π/9 means
that cos(3θ) = 1
2
and multiplying the whole expression by 2 to get it
in terms of B yields: 1 = B3 − 3B.
Rewriting this: B3 − 3B − 1 = 0.
Rewriting again: f(x) = x3 − 3x− 1 is irreducible over Q because
f(x+ 1) = (x3 + 2x2 + x+ x2 + 2x+ 1)− 3x− 3− 1 = x3 + 3x2 − 3
is irreducible by Eisenstein’s criterion (since 3 divides 3 and not 1,
and 9 does not divide 3). Therefore, [Q(B) : Q] = 3, a contradiction
of Theorem 2.2. So, the desired angle cannot be constructed (3, pg.
56).
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8 Squaring the Circle
The circle cannot be squared using ruler-and-compass construc-
tions, i.e. we cannot construct a square of the same area as a given
circle using only ruler-and-compass constructions.
Theorems directly used: 2.2, Lindemann’s Theorem
Claim: Such a construction is equivalent to constructing the point
(0,
√
π) from the points (0, 0) and (1, 0). This is because, given any
circle, one can pick any point on its circumference, and define that point
as (1, 0) and define the center of the circle as (0, 0). This standardizes
the radius of the given circle as the unit length. Since the area of the
circle must equal the area of the desired square, π(r2) = d2 where d
is the side length of the square and r is the radius of the circle. As
a result, d = r(
√
π). So, if we could construct the point (0,
√
π), this
point would be a distance r
√
π from the center of the circle (0, 0) since
r has been standardized as 1, and thus a distance d from the center.
Thus, a square with sides of length d would be constructible.
Conversely, if we could construct a square of side length d, then we
could obviously by definition construct a point d = r
√
π away from
any other point, and thus, we could construct the point (0,
√
π).
So, assume, by way of contradiction, that constructing (0,
√
π) is
possible from the points (0, 0) and (1, 0). From this, it is clearly possible
to construct the point (0, π) using the previous result about construct-
ing the square of a given side length.
This would mean, by Theorem 2.2, that [Q(π) : Q] is a power of
2. And, specifically, π is algebraic over Q. But, a well-known result
called Lindemann’s Theorem proves that π is not algebraic over Q, so
the circle cannot be squared using ruler-and-compass constructions (3,
pg. 57).
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9 The Fundamental Theorem of Galois Theory
Now we move towards covering the Fundamental Theorem of Ga-
lois Theory, the set of results that will connect field extensions and
Galois Groups. The proofs of these results require more technical
background than the previous problems. The Fundamental Theorem
includes five different statements, each requiring a separate proof. In-
stead of dwelling on the details of these proofs here, we will work
through an example to show the Fundamental Theorem’s applications.
The proofs of each of the Theorem’s parts are presented in detail in the
second part of the appendix, alongside some background theorems and
a few more basic definitions. The more crucial definitions have been
left in this section and an attempt has been made to give at least one
example for each one. First, we present these crucial definitions, then
give the statement of the Fundamental Theorem, before finally moving
on to the example of its application.
Necessary Background Definitions
A Normal Extension is an algebraic field extension L : K for
which every polynomial that is irreducible over K either has no root
in L or splits into linear factors in L. This property is equivalent to
the property that there exists an irreducible polynomial whose roots,
together with the elements of K, generate L.
Example: Consider the field extension Q(
√
3), made by extending the
rational numbers by the element
√
3. This is a normal field extension





3), together with the elements of Q, clearly
generate L. L is clearly the splitting field for f(x). In fact, since
every polynomial splits in C, C : R is normal.
Example: Now consider the polynomial f(x) = x3 − 3. f(x) is a
polynomial over Q, clearly. However, the extension Q(a) : Q, where a
is the real cube root of 3, is not normal. This is because f(x) is
clearly irreducible, and has a zero in Q(a), a itself, but clearly cannot
split in Q(a), since its complex roots do not appear there.
An irreducible polynomial is Separable over a field K if it has no
multiple zeros in a splitting field.




3) is clearly irreducible
over the field Q, and has a splitting field of Q(
√
3), where it has two
distinct roots, so it is separable.
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A Separable Extension is an algebraic field extension L : K such
that for every a in K, the minimal polynomial of a over L is a separable
polynomial, meaning that its derivative is not zero at any of the roots
of the polynomial.
Example: In fact, all extensions of finite fields or fields with
characteristic zero are separable. The requirement that the minimal
polynomial of a over L is separable is also equivalent to the following
requirements:
1. The constant 1 is the greatest common divisor polynomial of the
original polynomial f and its derivative f ′.
2. If L is an extension of K in which f is a product of linear
factors then no square of these factors divides f in L.
3. Finally, if L : K is a finite extension, then saying that L is
separable over K is equivalent to saying that L = K(a) where a
is a separable element of K.
Suppose that K is a subfield of each of the fields M and L. Then a
K-Monomorphism of M into L is a map f : M → L which is a field
monomorphism such that f(k) = k for every k in K. In other words, a
K-monomorphism fixes every element in a subfield K while mapping
all of the elements of a larger field M into L.
Example: Consider the function that takes the conjugate of complex
numbers. This does nothing to change real numbers that do not have
a complex part. In this case, both M and L are the field of complex
numbers, and K is the subfield of real numbers.
If K is a field and f is a polynomial over K then f Splits over K if
it can be expressed as a product of linear factors f(x) = k(x− a1)(x−
a2). . . (x − an), where k, a1, . . . , an are in K, in which case the a’s are
precisely the zeros of f .




3) clearly splits over R, but
not over Q, since the zeros of f are not in Q.
The field F is a Splitting Field for a polynomial f over the field E
if E is contained in F , f splits over F , and F is equal to the extension
of E by the zeros of f in F .




3) is a polynomial over Q





splitting field for f . In fact, for any polynomial f over any field K,
there always exists a splitting field for f over K.
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If a field F is an extension of a field K and a field L is an extension
of F , F is considered an intermediate field of K and L.
Example: Consider the field of rational numbers Q. Q is clearly
contained in the field of real numbers R, which is clearly contained in
the field of complex numbers C. In this case, real numbers can be
seen as an intermediate field of the field extension from rational
numbers to complex numbers.
Now, with all these theorems and definitions in mind, we can present
Fundamental Theorem:
Let L : K be a finite separable normal field extension of degree
n with Galois Group G, which consists of all K-automorphisms of L.
Let V be the set of all intermediate fields between L and K and let
W be the set of all subgroups G. Define two maps f : V → W and
g : W → V in this way: if M is in V then f(M) is the group of all
M-automorphisms of L. If H is in W then g(H) is the fixed field of
H. The maps f and g reverse inclusions; M is in g(f(M)) and H is in
f(g(H)) (3, pg. 104-5).
The above conditions lead to these five conclusions:
1. The Galois group has order n.
2. The maps f and g are mutual inverses and set up an order-
reversing one-to-one correspondence between V and W .
3. If M is an intermediate field, then [L : M ] = |f(M)| and [M :
K] = |G|/|f(M)|
4. An intermediate field M is a normal extension of K if and only if
f(M) is a normal subgroup of G.
5. If an intermediate field M is a normal extension of K then the Ga-
lois group of M : K is isomorphic to the quotient group G/f(M).
Every one of these statements individually either plays a direct role
in the ultimate polynomial proof or plays a direct role in proving a the-
orem necessary for the ultimate polynomial proof. Taken individually,
each one is insufficient to prove the final result, but together they are
indispensable. The details of how they are proven are not so important
compared to how they are eventually used.
So, we now move to an example of how the theory can be applied
in order to ground these abstract ideas a little further. Rather than
spending too much time showing how every background fact in the fol-
lowing example is deduced, some qualities and facts about the example
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polynomial will be asserted to focus on the use of the Fundamental
Theorem.
Example: The Galois Group of the splitting field of f(x) = x4 − 2
over Q.
First, we must find this splitting field. Let K in C be a splitting
field for f . We see that in C, f can be written f(x) = (x − a)(x +
a)(x−ai)(x+ai), where a = 21/4, and i is the usual imaginary number.
So, the splitting field K over C is given by the extension of Q by a
and i. K = Q(a, i). This extension is a subfield of C, which means it
has characteristic zero, and since K is a splitting field, K : Q must be
normal, finite, and separable (3, pg. 108).
Next, we must find the degree of K : Q. By the Tower Law, we
know that [K : Q] = [Q(a, i) : Q(a)][Q(a) : Q]. Since x2 + 1 is the
minimum polynomial of i over Q(a), [Q(a, i) : Q(a)] = 2. Also, a is a
zero of f over Q, and f is irreducible by Eisenstein’s Criterion. So,
f is the minimum polynomial of a over Q, and [Q(a) : Q] = 4. So, we
conclude that K : Q = 8.
Since K : Q is a finite separable normal field extension of degree
8, we can use part 1 of the Fundamental Theorem, which tells us
immediately that the Galois Group has order 8. So, there are 8 Q-
automorphisms of K that make up the Galois Group of K : Q (3, pg.
109).
Looking at what these automorphisms must do to a = 21/4 and
i allows us to find out the structure of the Galois Group. Any Q-
automorphism of K must send i to some zero of x2 + 1, the minimum
polynomial of i over Q(a). Additionally, it must send a to some zero
of f , (a,−a, ai,−ai). So, there are eight possible Q-automorphisms. A
Q-automorphism of a finitely generated extension of Q is determined
by what it does to the generators.
Consider the Q-automorphisms of K we will call g and h, such
that g(i) = i, g(a) = ai and h(i) = −i, h(a) = a. Applying g four times
yields the identity on a and i. Applying h twice yields the identity on a
and i. In other words, g4 = 1 and h2 = 1. Additionally, note that hg =
g3h. So, there are only eight unique products of these two functions: 1,
(the identity), g, g2, g3, h, gh, g2h, g3h. These eight products correspond
directly to the eight possible combinations of places that a and i can
be sent, so these are the eight Q-automorphisms of K.
So, the Galois Group can be defined entirely by g, h, and the facts
that 1 = g4 = h2 and hg = h3g. As a result, we find that the Galois
Group is the dihedral group of order 8, otherwise known as D8, which
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is isomorphic to the symmetries of a square. Because of this, we can
label the four vertices of a square with the four zeros of f , in clockwise
order a, ai, −a, −ai. So, we can understand g as a clockwise rotation
by ninety degrees and h as a reflection across the axis that runs through
a and −a (3, pg. 109).
The ten subgroups of D8 are well-known: there are 3 of order 4:
(1, g, g2, g3), (1, h, g2, g2h), (1, gh, g2, g2h), 5 of order 2: (1, h), (1, g2),
(1, gh), (1, g2h), (1, g3h). Additionally, there are the two trivial sub-
groups: the identity and the whole group. The normal subgroups are
all three order-4 subgroups and the order-2 subgroup (1, g2). These
normal subgroups can be understood as the sets of combinations of the
rotation g and the reflection h which remain closed under conjugation
by any element in D8.
Application of parts 2 and 3 of the Fundamental Theorem to the
8 proper subgroups of D8 can be used to classify all 8 of the interme-






2), Q(21/4 + i(21/4)), Q(21/4),
Q(i(21/4)), and Q(21/4 − i(21/4)) (3, pg. 111-2). This is an example of
how knowing the structure of the group, which relies on simple geomet-
rical arguments, tells us about the structure of all intermediate fields,
which is, on the surface, less obvious.
Part 4 of the Fundamental Theorem tells us that the only normal
extensions of Q in K come from the normal subgroups of D8, which are
the first four intermediate fields above, together with the trivial fields
K and Q (3, pg. 112).
Finally, we want to apply part 5. Part 5 tells us that if A is a normal
extension of K, then the Galois Group of A : K is isomorphic to the
quotient group G/H, where G is our original Galois Group. Name one
of the normal extensions above: A′ = Q(i,
√
2), which came from the
normal subgroup that we will call H = (1, g2). By part 5, we now know
that the Galois Group of A′ : Q is isomorphic to the quotient group
G/H (3, pg. 112). This comes from the fact that since g2 fixes every
element in A′, for any automorphism f in the Galois Group G, f and
fg2 have the same effect on A′. So, the elements of the Galois Group
of A′ over Q are partitioned into the cosets of H.
This convenient example still required a significant amount of work,
despite the fact that it dealt with well-known and well-understood
groups. Luckily, the importance of the Fundamental Theorem is
not in its application for finding specific groups, but in what it says
about the properties of these groups.
The Fundamental Theorem makes up the backbone of Galois
Theory, but to achieve the final result about radical solutions to poly-
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nomials, one more concept needs to be covered: solvable groups. This
brings us to the next section.
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10 Solvable Groups
Ultimately, the structure of the proof that shows that there is no
general radical solution to fifth-degree polynomials goes like this:
1. If a polynomial equation has a radical solution, its Galois Group
must be solvable.
2. Here is a fifth-degree polynomial that has a Galois Group that is
not solvable.
3. Therefore, fifth-degree polynomials do not have radical solutions
in general.
It will take a lot of work to prove statement 1. By comparison, it will
take relatively little work to find a polynomial that works for statement
2. And, quite clearly, if statements 1 and 2 are the case, statement 3
logically and necessarily follows. The majority of the remainder of this
paper will be dedicated to proving statement 1. As such, it is important
to describe first what a solvable group is, and what Galois showed are
the key properties of these groups. That is what will be done in this
section.
A group G is called Solvable if it has two properties:
1. It has a finite sequence of nested subgroups (the first one of which
is the identity, and the last one of which is the entire group: 1, G1,
G2,. . .Gn=G) such that each one is normal inside the following
one in the sequence.
2. Gi/Gi−1 is abelian for each subgroup in this sequence where i =
1, . . . n.
A group G is called Simple if its only normal subgroups are itself
and the identity.
These definitions allow us to show that S5 is not solvable, a key fact
for later, because this group corresponds to fifth-degree polynomials.
Proof. S5 is non-abelian, so the trivial sequence of normal, nested sub-
groups e, S5 is not sufficient. Consider A5, the only proper normal
subgroup of S5. A5 is well-known as the smallest simple non-abelian
group. So, the only other finite sequence of normal, nested subgroups
in S5 is e, A5, S5. But, A5 is non-abelian, so S5 is not solvable.
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Since third- and fourth-degree polynomials are solvable by radicals,
it should come as no surprise that S3 and S4 are solvable. Without delv-
ing too deeply into group structures, the sequence e, A3, S3 is sufficient
to show solvability for S3, and the sequence e, Kleinfour− group, A4,
S4 is sufficient to show solvability for S4. The solvability of these two
groups and the insolvability of S5 is what makes fifth-degree polynomi-
als fundamentally different from third- and fourth-degree polynomials.
The correspondence between the subgroups Sn and the Galois groups
of nth-degree polynomials is what allows statement 1 above to have so
much power.
Before moving on to the final proof, one more theorem about solv-
able groups is presented here without proof. It is used once later in the
proof of theorem 5.4.
Theorem 4.1: Let G be a group with a subgroup H and a normal
subgroup N . Then:
1. if G is solvable, H is solvable.
2. If G is solvable, G/N is solvable.
3. If N and G/N are solvable then G is solvable (3, pg. 116).
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11 Insolvability of Fifth-Degree Polynomials
So, now that the Fundamental Theorem and solvable groups
have been covered, we can move to their connections to the radical
solutions of polynomials, the final stated goal of this paper.
First, we need a few new definitions to concretize the concept of
“radical solutions.”
An extension L : K is radical if L = K(a1, a2, . . . am) where for
each i = 1, 2, . . .m there exists an integer n(i) such that (ai)
n(i) is
contained in K(a1, a2, . . . ai−1).
The elements ai in the radical extension are said to form a radical
sequence for L : K.
Example: consider the expression d = ((31/4) + (21/7))1/3. Now extend
Q by a = 31/4, b = 21/7, and c = (a+ b)1/3. Clearly Q is contained in
Q(a), which is contained in Q(a, b), which is contained in Q(a, b, c),
and each is a simple extension of the previous field.
Let f be a polynomial over a field K of characteristic zero, and let E be
a splitting field for f over K. We say that f is solvable by radicals
if there exists a field M containing E such that M : K is a radical
extension.
With these new definitions of radical extensions and solvability by
radicals in hand, we simply need three more results/theorems to com-
plete the final proofs:
Theorem 5.1: If L : K is a radical extension and M is a normal
closure of L : K, then M : K is radical (3, pg. 129).
Theorem 5.2: If K has characteristic zero and L : K is normal and
radical, then the Galois group of L : K is solvable. (This theorem took
a long and technical proof from Galois that required the Fundamental
Theorem of Galois Theory) (3, pg. 130).
Theorem 5.3: If L : K is a finite extension with Galois group G
such that K is the fixed field of G, then L : K is normal and separable
(3, pg. 101).
Now, we have everything we need to prove the crucial theorem that
connects radical extensions to Galois groups:
Theorem 5.4: If K is a field of characteristic zero and K is con-
tained in L which is contained in M where M : K is a radical extension,
then the Galois group of L : K is a solvable group.
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For ease of notation in this proof, going forward we will let G(A : B)
denote the Galois group of an extension A : B.
Proof. Let K0 be the fixed field of G(L : K) and let N : M be a normal
closure of M : K0. Then K ⊆ K0 ⊆ L ⊆ M ⊆ N . Since M : K0 is a
radical extension, Theorem 5.1 tells us that N : K0 is a normal radical
extension. Since K0 has characteristic zero and N : K0 is normal and
radical, by Theorem 5.2, G(N : K0) must be solvable. Since L : K0 is
finite and has K0 as the fixed field of its G(L : K0), by Theorem 5.3,
L : K0 is normal and separable, but most importantly normal. By the
fifth part of the Fundamental Theorem, this means thatG(L : K0) is
actually isomorphic to the quotient group of G(N : K0)/G(N : L). So,
since we know that G(N : K0) is solvable, the second part of Theorem
4.1 requires that G(N : K0)/G(N : L) is solvable too. And since this
is isomorphic to G(L : K0), G(L : K0) is also solvable. Finally, since
K0 is the fixed field of G(L : K), G(L : K0) = G(L : K), and thus,
G(L : K) is solvable (3, pg. 132).
Now, we will consider once more how Galois defined the Galois
group with respect to polynomials. Let f be a polynomial over a field
K with a splitting field E over K. We (and Galois) define the Galois
group of f over K as the Galois group of the extension E : K. We know
that with this definition, the Galois group of a polynomial is a group
of special permutations on the zeros of that polynomial. Using this
definition, we can now rephrase Theorem 5.4 in terms of polynomials:
Let f be a polynomial over a field K of characteristic zero. If f
is solvable by radicals then the Galois group of f over K is a solvable
group (3, pg. 133).
This restatement of Theorem 5.4 gives us the first and most diffi-
cult premise of our final proof. For the rest, there is one more theorem
to prove:
Theorem 5.5: Let p be a prime and f an irreducible polynomial
of degree p over Q. If f has precisely two zeros in C, then the Galois
group of f over Q is the symmetric group Sp.
Proof. We know by the Fundamental Theorem of Algebra that C con-
tains a splitting field F for f . Now consider G, the Galois group of
f over Q. As we know, G is a permutation group on the zeros of f ,
which must in fact be distinct since Q has characteristic zero. So, G is
a subgroup of the symmetric group Sp. Furthermore, a splitting field
is created by adjoining an element of degree p, so [F : Q] is divisible by
p. Therefore, by the first part of the Fundamental Theorem of Galois
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Theory, p divides the order of G. This tells us that G has an element
of order p, which in turn tells us that G must contain a p-cycle, (the
only elements of order p in Sp). Additionally, we know that complex
conjugation is a Q-automorphism of C, and thus, a Q-automorphism
of F . So, complex conjugation must fix the p− 2 real zeros of f while
switching the two non-real zeros. So, G also contains a 2-cycle. Now,
we have shown that G is a subgroup of Sp that contains a p-cycle and
a 2-cycle. So, we can simply choose our notation to make this 2-cycle
(12). (12), together with the p-cycle, generate all of Sp. So, G=Sp.
Now, imagine an irreducible fifth-degree polynomial over Q that
has precisely two zeros in C. Clearly by Theorem 5.5 it must have a
Galois Group of S5. And clearly, by work in the previous section, S5 is
not solvable. So, if such a polynomial can be found, then by Theorem
5.3, it must not be solvable by radicals (3, pg. 133-4).
All that remains is to show that such a polynomial exists.
Consider the polynomial f(x) = x5 − 4x + 2. Clearly 2 does not
divide 1, the coefficient on x5, but it does divide -4 and 2, and its square,
4, does not divide 2. So, by Eisenstein’s Criterion, f is irreducible
over Q. All that remains is to show that it must have precisely two
zeros in C. Graphing this function demonstrates clearly that it has
exactly three zeros in R, which can be alternatively verified by taking
its derivative: f ′(x) = 5x4−4. This function has exactly two real zeros,
at x = (4/5)1/4 and x = −(4/5)1/4. Therefore, f(x) has only two local
extrema: a maximum at f(−(4/5)1/4) and a minimum at f(−(4/5)1/4)
because f ′ is negative on the interval between these zeros, and positive
for all x > (4/5)1/4 and x < −(4/5)1/4. Furthermore, since f(2) = 10,
f(1) = −1, f(0) = 2, and f(−2) = −22, f(x) must cross the x-axis
at most three times. And, since f(x) is continuous, it must cross the
x-axis at least three times. So, f(x) has exactly three real zeros. So,
it must have exactly two zeros in C. So, the polynomial in question is
not solvable by radicals.
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12 Conclusion
The proofs that a general fifth-degree polynomial cannot be solved
by radicals or that certain geometric constructions were impossible did
not change the course of mathematical history. The ruler-and-compass
problems had been around for at least two thousand years. The study
of polynomials was not new, either. In all four cases, it was proved
that the action in question could not be done, which merely confirmed
what had long been suspected. These puzzles could finally be put to
rest.
What Galois did in solving these puzzles, however, ended up being
far more important than the puzzles themselves ever were. He devised
and used the concepts of Normal Subgroups, Finite Fields, and Field
Extensions in ways that laid the foundation for entire branches of future
mathematical study. In this way, Galois practically invented (or was
one of the inventors of) what is now known as Group Theory.
Modern Group Theory is an area of mathematics with applications
so wide-ranging that it has spawned entirely new fields of study in
various disciplines as diverse as computer science, chemistry and atomic
physics. It is used in online cryptography keys; it is useful in studying
the natural symmetries of atoms and molecules and can even be applied
in musical set theory. Within the field of mathematics, Group Theory
has become the foundation for Abstract Algebra, Linear Algebra, and
even Number Theory.
In other words, while searching for answers to interesting, but ulti-
mately not very important questions, Galois dug deep enough to dis-
cover the foundational layer of mathematical bedrock upon which more
important questions and answers would be built. Of course, these con-
nections were surprising and did not become obvious for decades after
his death. Nevertheless, the legacy of Galois lives on today and teaches
us the value of solving challenging problems, whether or not they seem
important. As in Galois’ case, the method of solution may prove to be
far more important than the solution itself.
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13 Appendix
A Ring is a set with two operations multiplication and addition
such that it is associative under multiplication, and an abelian group
under addition, with distributive laws that hold on all its elements.
An Integral Domain is a ring that has commutative multiplica-
tion, a multiplicative identity, and a requirement that if two elements
multiply to 0, one or both of them are 0.
A Field is an integral domain such that every non-zero element in
it has a multiplicative inverse.
A Subfield S is a non-empty subset of a field F such that S contains
0 and 1, is closed under the addition and multiplication operations, as
well as closed under multiplicative inversion and additive negation.
The Prime Subfield of a field is the intersection of all of its sub-
fields.
If the prime subfield of K is isomorphic to Q we say K has Char-
acteristic 0. If it is isomorphic to Zp we say K has characteristic
p.
A Polynomial is said to be over a commutative ring R if all of its
coefficients are in R.
The Degree of a Polynomial is the highest power of the variable
that has a non-zero coefficient.
Theorem 1.1: If f and g are polynomials over a field K and
f is nonzero, then there exist unique polynomials q and r such that
g = fq + r and degree(r)<degree(f).
Theorem 1.2: Let f and g be non-zero polynomials over a field
K and let d be a common factor of highest degree for f and g. Then
there exist polynomials a and b over K such that d = af + bg.
Irreducibility: A non-zero polynomial over a commutative ring is
Reducible if it is a product of two non-constant polynomials of smaller
degree over that same commutative ring. Otherwise it is Irreducible.
Example: Assume by way of contradiction that t2 − 2 is reducible
over Q. Then it could be factored (t2 − 2) = (At+B)(Ct+D), where
A = C = 1, (if this is not the case, divide out to remove the extra
factors). This means that B +D = 0 and BD = −2. But, combining
these equations yields that B2 = 2, which is not possible for any B in
Q. So, t2 − 2 is irreducible over Q. However, t2 − 2 is reducible over






Eisenstein’s Irreducibility Criterion: Let f(t) = a0 + a1t +
a2t
2 + . . . +ant
n be a polynomial over Z. Suppose that there is a prime
q such that:
1. q does not divide an.
2. q divides ai for i = 1, 2, . . . n− 1.
3. q2 does not divide a0.
Then f is irreducible over Q.
Theorem 1.3: Any non-zero polynomial over a field K is a product
of irreducible polynomials over K.
If f and g are polynomials over a field K with no common divisors
of positive degree, we say that f and g are Coprime.
Theorem 1.4: if K is a field, f is an irreducible polynomial over
K, and g, h are polynomials over K such that f divides gh, then either
f divides g or f divides h.
Theorem 1.5: For any field K, factorization of polynomials over
K into irreducible polynomials is unique up to constant factors and the
order of writing these factors.
Theorem 1.6: Let f be a polynomial over Z which is irreducible
over Z. Then f , considered as a polynomial over Q, is also irreducible
over Q. (This was proved by Gauss).
A Zero of a polynomial f is a value a such that f(a) = 0; equiva-
lently, such that (x−a) divides f(x). The maximum number of distinct
zeros a polynomial can have is equal to its degree.
L is a Field Extension of K if K is a subfield of L.
Example: The complex numbers are an extension field of the real
numbers.
Theorem 1.7: If L : K is a field extension, the operations (k, l)→
kl (k in K and l in L) and (l,m)→ l +m (l and m in L) define on L
the structure of a vector space over K. (left unproven, clear from basic
facts about vector spaces).
The Degree [L : K] of a field extension L : K is the dimension of
L considered as a vector space over K. Examples: [C : R] = 2 with 1, i
a basis for C over R.
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LetK be a field, X a non-empty subset ofK. Then the subfield ofK
Generated by X is the intersection of all subfields of K which contain
X. Equivalently, this is the smallest subfield of K which contains X.
If L : K is an extension and Y is a subset of L, then the subfield of
L generated by the union of K and Y is written K(Y ) and is said to
be obtained from K by Adjoining Y .
Theorem 1.8: If a field is extended by adjoining the zeros of an
irreducible quadratic polynomial, then the extension has degree two.
A Simple Extension is an extension L : K having the property
that L = K(a) for some a in L, in other words, it is an extension that
adjoins one element.
Let K(a) : K be a simple extension. If there exists a non-zero poly-
nomial p over K such that p(a) = 0, then a is an algebraic element over
K and the extension is a Simple Algebraic Extension. Otherwise a
is transcendental over K and K(a) : K is a Simple Transcendental
Extension.
Theorem 1.9: The field of rational expressions K(x) is a simple
transcendental extension of the field K.
A polynomial is Monic if the coefficient on its largest degree term
is equal to 1.
Let L : K be a field extension, and suppose that a in L is alge-
braic over K. Then the Minimum Polynomial of a over K is the
unique monic polynomial m over K of minimal positive degree such
that m(a) = 0.
The Fundamental Theorem of Galois Theory
Basic Background Definitions
Given two groups G and H with operations ∗ and ∼ respectively, a
Homomorphism (or group homomorphism) from G to H is a function
f from G to H such that for all a and b in G, it holds that f(a ∗ b) =
f(a) ∼ f(b). In other words, it conserves the operation of the input
group in the output group. Because of this property, homomorphisms
map identity elements to identity elements, and f(a−1) = (f(a))−1.
Example: Consider the group of positive real numbers under
multiplication. Given a complex number c, f(a) = ac maps any
positive real number a to a complex number in C, and is a
homomorphism, easily verified using the rules of exponents.
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An Isomorphism is a bijective homomorphism. Two algebraic
structures are Isomorphic if an isomorphism exists between them.
Example: Consider the function ln(x) = f(x): R+ −→ R, where R+ is
the group of postive real numbers under multiplication, and R is the
group of real numbers under addition. Clearly, ln(x1x2) =
ln(x1) + ln(x2) for all positive, real x1 and x2, so f(x) is a
homomorphism. Furthermore, it has an inverse, g(x) = ex, which is
also a homomorphism, since g(x1 + x2) = g(x1)g(x2) for all real
numbers x. So, ln(x) is an isomorphism between the group of positive
real numbers under multiplication and the group of all real numbers
under addition.
A Monomorphism is an injective homomorphism.
An Automorphism is an invertible homomorphism from a field
(or group) to itself. Because of the definition of homomorphisms, it
must send the identity to itself.
Example: The identity map is always an automorphism on whichever
set is being considered.
A Normal Subgroup is a subgroup that is invariant under conju-
gation by the members of its overall group. (If N is a subgroup of G,
N is normal if and only if gng−1 is in N for all g in G and n in N .)
Example: Any group under a commutative operation will have all of
its subgroups be normal, since gng−1 = gg−1n = 1n = n.
Necessary Background Theorems
Theorem 3.1: An extension L : K is normal and finite if and only
if L is a splitting field for some polynomial over K (3, pg. 82).
Theorem 3.2: Let L : K be a separable algebraic extension and
let M be an intermediate field. Then M : K and L : M are separable
(3, pg. 86).
Theorem 3.3: Let G be a finite subgroup of the group of auto-
morphisms of a field K, and let K0 be the fixed field of G. Then
[K : K0] = |G| (3, pg. 91).
Theorem 3.4: Suppose that L : K is a finite normal extension and
K ⊆ M ⊆ L. Let f be any K-monomorphism from M to L. Then
there exists a K-automorphism g of L such that g|M = f (3, pg. 97).
Theorem 3.5: For a finite extension L : K the following statements
are equivalent (3, pg. 99):
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1. There exists a normal extension N of K containing L such that
every K-monomorphism f : L→ N is a K-automorphism of L.
2. L : K is normal.
3. For every extension M of K containing L every K-monomorphism
f : L→M is a K-automorphism of L.
Theorem 3.6: If L : K is a finite separable normal extension of
degree n then there are precisely n distinct K-automorphisms of L, so
that the size of the Galois Group of (L : K) is n (3, pg. 100).
Theorem 3.7: Let L : K be a finite extension with Galois group
G. If L : K is normal and separable then K is the fixed field of G (3,
pg. 101).
Proofs of the Fundamental Theorem
Let L : K be a finite separable normal field extension of degree
n with Galois Group G, which consists of all K-automorphisms of L.
Let V be the set of all intermediate fields between L and K and let
W be the set of all subgroups G. Define two maps f : V → W and
g : W → V in this way: if M is in V then f(M) is the group of all
M-automorphisms of L. If H is in W then g(H) is the fixed field of
H. The maps f and g reverse inclusions; M is in g(f(M)) and H is in
f(g(H)).
The above conditions lead to five conclusions which will be proven
separately:
1. The Galois group has order n.
2. The maps f and g are mutual inverses and set up an order-
reversing 1− 1 correspondence between V and W .
3. If M is an intermediate field, then [L : M ] = |f(M)| and [M :
K] = |G|/|f(M)|
4. An intermediate field M is a normal extension of K if and only if
f(M) is a normal subgroup of G.
5. If an intermediate field M is a normal extension of K then the Ga-
lois Group of M : K is isomorphic to the quotient group G/f(M).
What follows here is a series of proofs for these statements for the
more technically interested reader. These proofs make extensive use of
Theorems 3.1-3.7 presented above.
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Conclusion 1: The Galois Group has order n.
Proof. Since L : K is a finite separable normal field extension of de-
gree n, there must be n K-automorphisms of L, by Theorem 3.6.
Therefore, the Galois group has order n (3, pg. 105).
Conclusion 2: The maps f and g are mutual inverses and set up an
order-reversing 1− 1 correspondence between V and W .
Proof. Since L : K is a separable algebraic extension and M is an
intermediate field, then M : K and L : M are separable by Theorem
3.2. Additionally, since L : K is normal and finite, L must be a
splitting field for a polynomial over K, by Theorem 3.1. This means
that L must also be a splitting field for a polynomial over M , and thus,
by applying Theorem 3.1 again, we see that L : M must be normal.
Now that we know all this, we can apply Theorem 3.7, which
states that since L : M is normal and separable, M must be the fixed
field of f(M). So, in other words, g(f(M)) = M .
We also know that H is in f(g(H). And, by the fact that g(f(M)) =
M , we now know that g(f(g(H))) = g(H). We want to apply The-
orem 3.3. We know that H is a finite subgroup of G, the group
of the K-automorphisms of L. We also know that g(H) is the fixed
field of H. So, by Theorem 3.3, |H| = [L : g(H)]. And, since
g(H) = g(f(g(H))), |H| = [L : g(f(g(H)))].
Furthermore, we know that f(g(H)) is a finite subgroup of G, the
group of the K-automorphisms of L, and that g(f(g(H))) is the fixed
field of f(g(H)). So, using Theorem 3.3 again, |f(g(H))| = [L :
g(f(g(H)))].
Combining the last two steps, |H| = |f(g(H))|. And, since H is in
f(g(H)) and they have the same order, H = f(g(H)).
So now we have that H = f(g(H)) and M = g(f(M)). So, the
second statement is proven (3, pg. 105).
Conclusion 3: If M is an intermediate field, then [L : M ] = |f(M)|
and [M : K] = |G|/|f(M)|
Proof. We already have that L : M is finite, separable and normal.
So, by Corollary 10.7, [L : M ] = |f(M)|. And, by the Tower Law,
[L : M ][M : K] = |G|. So, the second part is proven by substitution:
[M : K] = |G|/|f(M)| (3, pg. 105).
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Before being able to prove parts 4 and 5, we will prove Lemma
3.8:
Suppose L : K is a field extension, M is an intermediate field, and
t is a K-automorphism of L. Then f(t(M))=(t)(f(M))(t−1)
Proof. Let M ′ = t(M), and y in f(M), x1 in M
′. Then x1 = t(x) for
some x in M , since every element of M ′ is the output of t for some x
in M . So, (t)(y)(t−1)(x1) = ty(x).
And, ty(x) = t(x) since y is in f(M). And t(x) = x1. So, since x1
was just an arbitrary element of M ′, this shows that (t)(f(M))(t−1)
is contained in f(M ′), and that (t−1)(f(M ′))(t) is contained in f(M).
Applying (t−1) to the right side on both sides and t to the left side on
both sides proves the fact that (t)(f(M))(t−1) is contains f(M ′). This,
together with the fact that f(M ′) contains (t)(f(M))(t−1) proves the
Lemma: f(t(M)) = (t)(f(M))(t−1) (3, pg. 105-6).
Now that we have the desired result, we can return to part 4.
Reminder: part 4 states that an intermediate field M is a normal
extension of K if and only if f(M) is a normal subgroup of G. This
requires two separate proofs, one for each logical direction. For the
first proof, we assume M : K is normal and try to show that f(M) is
a normal subgroup of G. For the second part, we must assume that
f(M) is a normal subgroup of G and try to show that M : K is normal.
Conclusion 4: An intermediate field M is a normal extension of K if
and only if f(M) is a normal subgroup of G.
Proof. Assume that M : K is normal, let t be an element of G. Then
t|M is a K-monomorphism M → L. So, by Theorem 3.5, this fact
is equivalent to the fact that t|M is a K-monomorphism of M . So,
t(M) = M by definition. And, the previous Lemma tells us that
(t)(f(M))(t−1) = f(M), so by definition, f(M) is a normal subgroup
of G.
Assume that f(M) is a normal subgroup of G. Let v be any
K-monomorphism from M to L. Since we already know that L :
K is a finite normal extension, by Theorem 3.4 there exists a K-
automorphism t of L such that t|M = v. Since f(M) is a normal
subgroup of G, (t)(f(M))(t−1) = f(M). So, by the previous Lemma,
f(t(M)) = f(M). Thus, by part 2 of this series of proofs, we know
that t(M) = M and this implies that v(M) = M and that v is a K-
automorphism ofM . So, since v was just an arbitraryK-monomorphism,
36
we can apply Theorem 3.5 and prove that this fact is equivalent to
showing that M : K is normal as desired (3, pg. 106).
Conclusion 5: If an intermediate field M is a normal extension of K
then the Galois Group of M : K is isomorphic to the quotient group
G/f(M).
Proof. Let G′ be the Galois Group of M : K and define a map v from
G to G′ by v(t) = t|M for all t in G. We know that t|M is a K-
automorphism of M because of Theorem 3.5, so this map v must be
a group homomorphism from G to G′. Applying Theorem 3.4 gives
us more, it is in fact surjective. So, we conclude that G′ = Image(v).
But this is equivalent to G/f(M) after applying standard definitions
from group theory (since f(M) is the kernel of this map) (3, pg. 106).
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