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Abstract 
Johnstone, P.T., The ‘closed subgroup theorem’ for localic herds and pregroupoids, Journal of 
Pure and Applied Algebra 70 (1991) 97-106. 
In this paper we extend the result that a localic subgroup of a localic group is necessarily closed, 
and the ‘fibrewise’ generalization of this result to localic groupoids, to algebras in the category 
of locales for more genera1 algebraic theories such as quasigroups and herds (associative Mal’cev 
algebras), and to pregroupoids in the sense of A. Kock. 
Introduction 
The theorem that every localic subgroup of a localic group is closed was first pro- 
ved in [5]. Subsequently, a simpler proof was given in [7]; this proof was ‘construc- 
tivized’ and extended to localic groupoids in [S], by introducing the concept of 
fibrewise closedness. Our concern in the first part of this paper is to extend the result 
in a different direction, by analysing how much of the algebraic structure of groups 
we actually need to use in proving the theorem; we shall show that it remains valid 
for a class of ‘generalized quasigroups’ which includes both quasigroups in the usual 
sense [4] and associative Mal’cev algebras (which, following Lambek [12], we call 
herds). Whether the theorem remains valid for the still larger class of all Mal’cev 
algebras is still an open question, but it seems unlikely. In the second half of the 
paper, we prove the theorem for a common generalization of herds and groupoids, 
equivalent to the pregroupoids of Kock [lo]. No doubt one could also formulate 
the theorem for a common generalization of groupoids and our generalized 
quasigroups; we have not done so, largely because of the lack of any motivating ex- 
amples. 
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1. Quasigroups and herds 
We begin by noting that the ‘closed subgroup theorem’ does not extend to localic 
semigroups, or even to monoids (semigroups with 1): the set (0) U (1,03) is a non- 
closed submonoid of the additive group of reals, and its local compactness ensures 
that it yields a counterexample in localic monoids as well as topological monoids 
(cf. [6, II 2.131). Thus the existence of inverses, in some form, must play an essential 
role in the proof of the theorem. On the other hand, the identity element does not 
play an important role in the proof as given in [8] (despite its prominent appearance 
in ‘Wraith’s Lemma’ in [7]); nor does the associativity of the multiplication. One 
might, therefore, expect that the natural setting for the proof would be the variety 
of quasigroups, which differ from groups precisely in lacking the two latter features. 
However, with the class of herds also in mind, we have chosen to formulate the 
theorem in a more general variety, which does not seem to have been much studied 
before, and whose members we have christened ternary quasigroups. 
A ternary quasigroup is a set A equipped with three ternary operations ,D, A and 
Q satisfying the four identities 
fJ (4 Y, P(X, Y, 4) = z, P(X, Y9 A(4 Y, z)) = z, 
@(P(X,Y,Z),Y,Z) =x, P(e(X,Y,Z),Y,z) =x. 
(Thus if we think of ,D as ‘multiplication’, A(x, y, -) is ‘left division by (x, y)‘, and 
,Q is similarly interpreted as ‘right division’.) An ordinary (binary) quasigroup may 
be regarded as a special case of a ternary quasigroup in which the three operations 
p, ,J and Q happen not to depend on their middle variable y (and so may be written 
as binary operations). Conversely, if a is any element of a ternary quasigroup A, 
then we get a binary quasigroup structure on A by ‘fixing the middle variable at a’ 
(i.e. by defining ,D’(x, y)=p(x,a, y), etc.). However, the latter process is an ‘un- 
natural’ one: a homomorphism f : A + B of ternary quasigroups will not in general 
respect the chosen elements of A and B, and so will not be a homomorphism of 
binary quasigroups. Also, it is perfectly possible (we shall see an example later) to 
have a localic ternary quasigroup which is nontrivial but does not have any points, 
and so is not reducible to a binary quasigroup in this way. 
One could also consider n-ary quasigroups for n > 3, but there is no extra generality 
in this: given three n-ary operations p, A, Q on a set A satisfying the n-ary analogues 
of the equations above, we obtain a ternary quasigroup structure by setting 
(where the variable y is repeated n - 2 times), etc. Moreover, the process of setting 
variables equal, unlike that of choosing a constant, is natural-that is, it defines a 
(faithful) functor from the category of n-ary quasigroups to that of ternary quasi- 
groups. 
We may now state the main result of this section. Note that here, and subsequently 
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in this section, words and phrases enclosed in square brackets may be ignored if one 
is working non-constructively, as in [7], but must be taken into account in a con- 
structive context, as in [8]. 
Theorem 1.1. Let G be a localic ternary quasigroup, and Ha sublocale of G which 
is a sub-ternary-quasigroup [and such that the unique locale map H + 1 is open]. 
Then H is [weakly] closed in G. 
Proof. Let I? denote the [weak] closure of H in G. By [8, Corollary 1.131, Z? is also 
a sub-ternary-quasigroup of G, so we may reduce to the case when A= G, i.e. when 
H is [strongly] dense in G. [Moreover, I? + 1 is open by [8, Lemma l.ll(ii)].] So 
it suffices to prove the following: 
Lemma 1.2. Let G be a localic ternary quasigroup [such that G --f 1 is open], and 
let H be a [strongly] dense sublocale of G which is a sub-ternary-quasigroup. Then 
H is the whole of G. 
Lemma 1.2 in turn follows immediately on setting S = T= U= H in the following: 
Lemma 1.3. Let G be a localic ternary quasigroup [such that G --f 1 is open], and 
let S, T, U be any three [strongly] dense sublocales of G. Then 
(i) The inclusion SxTxU+GxGxG is fibrewise dense over 
/I:GGGGG-+G. 
(ii) The composite S x T x U + G x G x G 4 G is epimorphic. 
Proof. The second assertion follows immediately from the first and [8, Lemma 
1.1 l(i)], since either the second or the fourth of the equations defining a ternary 
quasigroup implies that ,u : G3 --f G is (split) epimorphic. Now by [8, Proposition 
1.121, we know that S x T is [strongly] dense in G x G; and we have a diagram 
x3 
SxTxG + GxGxG l G 
(XI ,x2) cm ,X2) 
in which the squares are pullbacks. So by [8, Proposition 2.71, the inclusion 







PI 1 R2 >h) 
i 
+GxGxG 
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in which the horizontal maps are isomorphisms (A’ is the restriction of A to 
S x TX G), so S x TX G -+ G x G x G is fibrewise dense over ,u. A similar argument 
with Q in place of A shows that G x TX U -+ G x G x G is fibrewise dense over ,UU; so 
Sx TX U, being the intersection of these two sublocales, is fibrewise dense over /J 
by [S, Lemma 1.21. This completes the proof of Lemma 1.3, and hence of Theorem 
1.1. 0 
We now turn to herds. Recall that a ternary operation ,u is called a Mal’cev opera- 
tion [14] if it satisfies the identities ,u(x, y, y) =x and ,u(x,x, y) =y. A Mal’cev opera- 
tion ,U is said to be associative if it also satisfies 
P(XY Y, P(Z, u, u)) = P(P(X, Y, z), u, 0). 
A set equipped with an associative Mal’cev operation is called a herd. (The original 
German term [13, l] is “Schar”; Bruck [2] translates this as “flock”, but we prefer 
“herd”, which was apparently first used by Lambek [12].) To show that Theorem 
1.1 applies to localic herds, we need the following: 
Lemma 1.4. A herd has a natural ternary quasigroup structure. 
Proof. Define ;~(x,Y,z)=,&Y,x,z) and Q(X, y,z)=&,z, y). Then it is easy to verify 
that the ternary quasigroup identities follow from the herd identities: for example 
~(X,Y,AX>Y,Z)) =p(Y,x,pu(x,Y,z)) 
= ,44Y,X,X),Y,Z) 
=pu(y,y,z) =z. 0 
In the converse direction, ternary quasigroups form a Mal’cev variety [14]: given 
P, 2 and Q, we may define a Mal’cev operation ,E by 
P(x, Y, z’) = pu(eG-6 t, A(% t, Y>>, t, A(& t, z)), 
where t and u may (independently) be taken to be any of the three variables, x, y 
and z, or indeed any term in these three variables. If the ternary quasigroup struc- 
ture derives from a herd structure as in Lemma 1.4, then ,ii(x, y,z) reduces to 
,D(x, y,z) (for any choice of t and u), but in general it will be different, and there 
is no reason why it should be associative. 
It is well known that a group becomes a herd if we define ,D(x, y, Z) =xy-’ z. Con- 
versely, given a nonempty herd G and a choice of an element e E G, we obtain a 
group structure (with e as identity element) by setting xy=p(x, e, y) and x-i = 
p(e, x, e) [3]. However, the latter construction is ‘unnatural’ in the sense that it fails 
to respect herd homomorphisms: for example, the nonempty subherds of a group 
are not just its subgroups but all cosets of its subgroups [l]. (Thus the relationship 
between groups and herds is rather like that between binary and ternary quasi- 
The ‘closed subgroup theorem’ 101 
groups, though the parallel is not exact-the different group structures induced by 
different choices of basepoint in a herd are all isomorphic, whereas the different 
binary quasigroup structures on a ternary quasigroup may be completely unrelated.) 
The same relationship holds between topological groups and topological herds; 
thus the ‘closed subgroup theorem’ for topological herds would follow immediately 
from the theorem for topological groups, if the latter were valid. However, in the 
localic case the theorem for herds is a genuine extension of the theorem for groups. 
Recall that in [5, $51, an inverse limit construction was described for producing 
arbitrarily large localic U-algebras (for any finitary algebraic theory U) whose only 
points are (the values of) the pseudo-constants of T; since the theory of herds has 
no pseudo-constants (its only unary operation is the identity), the construction pro- 
duces nontrivial localic herds which have no points, and therefore cannot carry a 
localic group structure. Moreover, since the free herd on any set embeds as a 
subherd of the free group on the same set, the pointless herds produced by the con- 
struction all occur as subherds of localic groups, which cannot be represented as 
cosets of localic subgroups. 
2. Pregroupoids and herdoids 
As originally defined by Kock [ 111, a pregroupoid in a category with finite limits 
consists of an object G equipped with a morphism p : G --f B (B is called the base 
of the pregroupoid) and a quaternary relation /I * G4, satisfying the following 
conditions (which we write in set-theoretic notation): 
(i) ‘Book-keeping axioms’: /1 (x, y, z, u) implies p(y) =/3(z) and P(X) = p(u). 
(ii) ‘The rule of three’: Given any three of the four elements X, y, z, u satisfying 
the appropriate book-keeping axiom, there is a unique choice of the fourth element 
so that II (x, y, z, U) holds. 
(iii) The binary relations -h on G x G, and -” on G xg G, defined by 
(x, Y) -h (u, z) @ ~(x,.Y,z,u) 
and 
(4 u) -0 (_W) * ‘4 (4 Y, z, u) 
are equivalence relations. 
(N.b.: we have permuted the variables in Kock’s original relation /1 (by inter- 
changing the first two), for reasons which will become clear shortly.) Kock represents 
the validity of the relation /1(x, y, z, U) by a parallelogram 
UYL 
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where the double bonds indicate that the pairs of elements which they connect must 
lie in the same fibre of p. 
There is some redundancy in these axioms. The symmetry of the relations -h 
and -” means that A is invariant under the action of the Klein four-group on G4 
(i.e. A (x, y, z, U) * A (u, z, y, x) es A (y, x, U, z)), and so any one of the four instances 
of the ‘rule of three’ implies the other three. Because of this, it seems sensible to 
reformulate the axioms in terms of the partial ternary operation ,D whose existence 
is guaranteed by one of these instances, that is, 
P(X, AZ) = 24 * A(X,Y,Z,U). 
If we do so, they take on a more familiar appearance: they become 
(0) p(x,y,z) is defined iff /3(y)=p(z) (i.e., ,u: Gx Gx,G+ G). 
(1) Mx, y,z) =P(x) if ,u(x, y,z) is defined. 
(2) ,u(x,x, y) =y if ,u(x,x, y) is defined, and ,D(x, y, y) =x. 
(3) ~(x, y, y(z, U, v)) =~(,P(x, y,z), U, o) if either side is defined (note that, by (0) 
and (1), one side is defined iff the other is). 
Here axioms (0) and (1) are the book-keeping axioms and the ‘rule of three’; (2) ex- 
presses the reflexivity of the relations -,, and -,,, and the associative law (3) (in 
the presence of (2)) takes care of both symmetry and transitivity of these relations. 
Thus we see that a pregroupoid is simply ‘a herd with book-keeping conditions’; in 
particular, if B is the terminal object 1 (so that the book-keeping conditions become 
vacuous), the above axioms reduce precisely to those for a herd. So the relationship 
between pregroupoids and herds is parallel to that between groupoids and groups. 
On the other hand, the relationship between groupoids and pregroupoids does not 
parallel that between groups and herds: we have a trapezium, not a parallelogram. 
In [l 11, Kock observes that, given a groupoid with set of objects B, we may obtain 
a pregroupoid by choosing a point *E B and taking G to be the set of arrows in the 
groupoid with domain *, with p(x) taken to be the codomain of x and 
,u(x, y, Z) =xy-’ Z. But this process involves an arbitrary choice of basepoint * (so it 
is not functorial) and it loses information about the part of the groupoid, if any, 
lying outside the connected component of * (so it is not faithful). However, there 
is an obvious way to remedy this defect, which was adopted by Kock in the subse- 
quent paper [lo]: namely, to remove the asymmetry present in the book-keeping ax- 
ioms by introducing a second base object. 
In [lo], Kock retained the name ‘pregroupoid’ for this more general notion 
(which he again axiomatized in terms of a quaternary relation rather than a partial 
ternary operation). We prefer to introduce a new name: we define a herdoid (with 
bases A and B) to be a set G equipped with two projections (Y : G + A, j3 : G + B and 
a partial ternary operation P, satisfying 
(0) ~(x, y,z) is defined iff o(x) =a(~) and p(y)=p(z) (i.e., ,D: Gx, Gx, G+ G). 
(1) o~(x,y,z)=cx(z) and ~,~4x,.y,z)=P(x) if p(x,y,z) is defined. 
(2) p(x,x, y)=y if ,D(x,x, y) is defined, and ,u(x, y, y) =x if ,u(x, y, y) is defined. 
(3) ,u(x, y, ~(z, U, 0)) =~(,D(x, y,z), U, o) if either side is defined. 
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The notion of herdoid is ‘essentially algebraic’, and so makes sense in any category 
with finite limits. Clearly, a pregroupoid (in the original sense) is just a herdoid for 
which A = 1. On the other hand, any groupoid becomes a herdoid if we take both 
A and B to be the set of objects, G to be the set of arrows, and LY and p to be the 
domain and codomain maps. Conversely, given a herdoid for which A and B 
happen to coincide, any choice of a simultaneous splitting for a and /I (if such a 
thing exists) equips it with a groupoid structure. Thus we have completed the 
parallelogram: p(herd, group, groupoid) = herdoid. 
Incidentally, it is worth remarking that the concept of herdoid provides a simpli- 
fication of (part of) the proof of the main result of [9]. If we have a natural Mal’cev 
operation on the objects of a category & with finite limits, then every span 
(A + G + B) in & carries a natural herdoid structure (just restrict the Mal’cev opera- 
tion to G xA G xg G F+ G x G x G; recall from [9] that a natural Mal’cev operation 
is necessarily associative). Hence, by the remarks in the previous paragraph, every 
reflexive graph in & carries a natural groupoid structure. 
Before turning to localic herdoids in particular, we note a useful result about 
herdoids in any category with finite limits. 
Lemma 2.1. Let (G, A, B, a, /?, ,v) be a herdoid in a category & with finite limits, and 
let f : A’-+ A, g : B’-+ B be any two morphisms in 8. Form the pullback 
Then G’ carries a unique herdoid structure making (h,A g) a herdoid homomor- 
phism. 0 
The proof of Lemma 2.1 is entirely straightforward, and is left to the reader. 
We now state the main theorem of this section, which includes both Theorem 1.1 
for herds and Theorem 2 of [8] for groupoids as special cases. 
Theorem 2.2. Let (G, A, B, a, p, p) be a localic herdoid, and (G’, A’, B’, a‘, p’, p’) a 
localic subherdoid (i.e. suppose we are given inclusions A’ --t A, B’ + B and G’ -+ G 
forming a herdoid homomorphism), and suppose further that a’: G’+ A’ and 
,8’ : G’ + B’ are open maps. Then the inclusion G’ -+ G is fibrewise closed over A x B. 
We note first that, thanks to Lemma 2.1, we may immediately reduce to the case 
where A’+ A and B’+ B are identity maps; for the fibrewise closure of G’ in G over 
A x B coincides with its fibrewise closure in the pullback of G over A’x B’. The 
proof thereafter falls into two parts, which exactly parallel those we have given 
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before: we must show that the fibrewise closure (in a suitable sense) of G’ in G is 
a subherdoid of G, and then prove an analogue of Lemma 1.3 to cover the case 
where the inclusion is fibrewise dense over A and over B (so that, by [8, Lemma 
1.1 l(ii)], we may additionally assume that a and p are open). We deal with the 
second of these first; we give the lemma in its greatest generality, which is con- 
siderably more than we need. 
Lemma 2.3. Let (G, A, B, a, p, ,u) be a localic herdoid such that a and /I are open 
maps, and let S, T, U be three sublocales of G such that S is fibrewise dense over 
B, U is fibrewise dense over A, and we can write T= T, fl T2 where TI and 
fibrewise dense over A and B respectively. Then: 
(i) The inclusion S xA T xg U -+ G xA G xg G is fibrewise dense 
,u: Gx, Gx,G+G. 
T, are 
over 
(ii) The composite S xA TX, U+ G xA G xg GA G is epimorphic. 
Proof. As usual, the second assertion follows from the first, since p is (split) 
epimorphic, and we prove the first by regarding Sx, TX, U as the intersection of 
Sx, T, xn G and Gx, T2xB CT. First we claim that T, xA S-+ Gx, G is fibrewise 
dense over pz2 : G x,_, G + B; this is because it is the intersection of TI xA G and 
G xA S, and we have diagrams 




in which the squares are pullbacks. Applying [8, Proposition 2.71, to the first of 
these, we deduce that T, xA G -+ G xA G is fibrewise dense over rt2 (and hence over 
PTQ, by [8, Lemma 2.31). Applying [8, Lemma 1.91, to the second (and noting that 
7~2 : G xA G + G is open, because it is a pullback of a), we deduce that G xA S + 
G xA G is fibrewise dense over p7c2. 
So T, xA S -+ G XA G is fibrewise dense over prr 2; hence, by [8, Proposition 2.71 
again, T,x,SXBG-+GXAGXBG is fibrewise dense over n,:Gx,Gx,G+G. 
But we have a diagram 
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T, x,z, Sx,G 
(A2 , RI . p’) 
I 
‘sx, T, x,G 
m2 > XI . P) 
! 
Gx, Gx,G +GxAGxgG 
in which the horizontal maps are isomorphisms (p’ denotes the restriction of p); so 
S X,4 Ti Xg G--t G XA G xB G is fibrewise dense over ,u. Similarly, G xA T, xg U+ 
G xA Gx, G is fibrewise dense over pc1; SO the result follows by [8, Lemma 
1.21. 0 
The other ingredient needed for the proof of Theorem 2.2 is the following: 
Lemma 2.4. Let (G, A, B, a, j?, p) be a localic herdoid, and let H be a sublocale of 
G which is a subherdoid (with the same bases A and B) and such that the restrictions 
of Q and /I to Hare open maps. Then there is a subherdoid A of G, containing H, 
such that the inclusion H+ A is fibrewise dense over both A and B, and A- G is 
fibrewise closed over A x B. 
Proof. As in the proof of Theorem 2 of [8], we do not define R to be the fibrewise 
closure of Hover A x B, but rather the intersection of its fibrewise closures over A 
and over B; the reason for this is that we cannot prove that the former yields a 
subherdoid of G unless we make the (unpleasantly restrictive) assumption that 
H+ G---f A x B is an open map. (N.b.: in the argument which follows, we shall fail 
to distinguish notationally between the morphisms p, (x and p and their restrictions 
to either H or A.) 
It is immediate that B has the fibrewise properties stated in the lemma, 
so we have only to prove that it is a subherdoid, i.e. that Ax, Ax,R- G x, 
Gx,G -% G factors through H+G. To do this, it suffices by the functoriality 
of fibrewise closure [8, Lemma 1.61 to show that the inclusion Hx, Hx, H+ 
Rx, Ax, F? is fibrewise dense over both a,~ = (~71~ and pfi =/?rc, . We shall do the 
second of these; the first is similar. 
First, HxA Hx,H-+Z?X~ Hx,H is fibrewise dense over prci by [8, Lemma 
1.91, because it is a pullback in Lot/B of the inclusion H -+ l? along the (open) pro- 
jection TC,:~?X, Hx,H-+A. To show that AXA Hx.H-+Hx,Ax.I?is fibre- 
wise dense over 7ci (and hence over prc,), it suffices by [8, Proposition 2.71, to show 
that Hx, H+ I?x, A is fibrewise dense over arrl , since we have pullbacks 
Rx, Hx,H bHX,HX,A z’ - 
(x2 Xi) a 
I 
Hx,H 
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But this may be proved by another application of the same argument: we factor the 
inclusion as HxBH-+JixBH+RxBI?, where the first factor is fibrewise dense 
over ani using [S, Lemma 1.91, and the second is fibrewise dense over rci using [8, 
Proposition 2.71. 0 
The proof of Theorem 2.2 is now a straightforward matter of putting together 
the three lemmas of this section. First we use Lemma 2.1, as already indicated, to 
reduce to the case where A’+A and B’ --+ B are identity maps. (In fact this step is 
not strictly necessary; with a little extra effort, Lemma 2.4 could have been for- 
mulated in such a way as not to require this hypothesis.) Then Lemma 2.4 allows 
us to replace G by the closure of G’, and so reduce to the case where G’+ G is 
fibrewise dense over both A and B. Finally, putting S= T= U= G’ in Lemma 2.3 
yields the result. 
It should by now be clear, as suggested in the Introduction, that the same methods 
would yield a proof of the corresponding result for localic ‘ternary quasigroupoids’, 
if one knew how to formulate the latter notion. One difficulty associated with this 
is the problem of deciding what form the ‘book-keeping axioms’ should take for a 
ternary quasigroupoid; in the absence of any naturally occurring examples of such 
structures (which contrasts with the fact that localic herdoids do arise naturally in 
connection with fibre bundles [ 10,111, and localic quasigroups-though not much 
studied as yet-seem likely to be at least as numerous and interesting as topological 
quasigroups), there seems to be little point in speculating about this. 
References 
[1] R. Baer, Zur Einft’ihrung des Scharbegriffs, J. Reine Angew. Math. 160 (1929) 199-207. 
[2] R.H. Bruck, A Survey of Binary Systems, Ergebnisse der Mathematik 20 (Springer, Berlin, 1958). 
[3] J. Certaine, The ternary operation (abc)=ab-‘c of a group, Bull. Amer. Math. Sot. 49 (1943) 
869-877. 
[4] B.A. Hausmann and 0. Ore, Theory of quasi-groups, Amer. J. Math. 59 (1937) 983-1004. 
[5] J.R. Isbell, I. Ki-ii, A. Pultr and J. Rosicky, Remarks on localic groups, in: Categorical Algebra 
and its Applications, Lecture Notes in Mathematics 1348 (Springer, Berlin, 1988) 154-172. 
[6] P.T. Johnstone, Stone Spaces, Cambridge Studies in Advanced Mathematics 3 (Cambridge Univ. 
Press, Cambridge, 1982). 
[7] P.T. Johnstone, A simple proof that localic subgroups are closed, Cahiers Topologie Geom. Dif- 
ferentielle Categoriques 29 (1988) 157-161. 
[S] P.T. Johnstone, A constructive “closed subgroup theorem” for localic groups and groupoids, 
Cahiers Topologie Geom. Differentielle Categoriques 30 (1989) 3-23. 
[9] P.T. Johnstone, Affine categories and naturally Mal’cev categories. J. Pure Appl. Algebra 61 
(1989) 251-256. 
[lo] A. Kock, Generalized fibre bundles, in: Categorical Algebra and its Applications, Lecture Notes in 
Mathematics 1348 (Springer, Berlin, 1988) 194-207. 
[ll] A. Kock, Fibre bundles in general categories. _I. Pure Appl. Algebra 56 (1989) 233-245. 
[12] J. Lambek, Groups and herds, Bull. Amer. Math. Sot. 61 (1955) 58. 
[13] H. Priifer, Theorie der Abel’schen Gruppen, I, Math. Z. 20 (1924) 165-187. 
[14] J.D.H. Smith, Mal’cev Varieties, Lecture Notes in Mathematics 554 (Springer, Berlin, 1976). 
