Continuing the study of the reductive Tannaka groups defined by holonomic D-modules on abelian varieties, we show that up to isogeny every Weyl group orbit of weights for their universal cover is realized by a conic Lagrangian cycle on the cotangent bundle. In contrast to previous work we allow arbitrary multiplicities. After discussing an application to the Schottky problem, we give a new obstruction for the existence of summands of theta divisors and a general criterion for the simplicity of the arising Lie algebras.
Introduction
On any semiabelian variety the category of holonomic D-modules has a natural Tannakian description via the convolution product. For affine tori this has been studied by Gabber, Loeser, Katz, Sabbah and others from many perspectives, but for abelian varieties it has only emerged more recently. In this paper we set up a dictionary between Weyl group orbits of weights for the arising reductive groups and characteristic cycles on the cotangent bundle, using the microlocal approach in [24] . In contrast to earlier work we allow cycles with arbitrary multiplicities, an important step towards geometric applications. Among the latter we discuss the Tannakian Schottky problem, a new effective bound for the dimension of nontrivial summands of subvarieties motivated by a conjecture of Pareschi and Popa, and a general criterion for the simplicity of the arising reductive Lie algebras that applies in particular to intersection cohomology sheaves on theta divisors.
Let us consider summands of theta divisors as a motivating example. If A is a complex abelian variety, we say that a subvariety Z ⊂ A decomposes nontrivially as a sum if Z = X + Y where X, Y ⊂ A are irreducible subvarieties of positive dimension with the property that the addition morphism X × Y ։ Z is generically finite. Famous examples are theta divisors on the Jacobian of a smooth projective curve or on the intermediate Jacobian of a smooth cubic threefold. A conjecture of Pareschi and Popa [32, p. 222] , in a reformulation by Schreieder [37, conj. 19 ] who in loc. cit. proved it for curve summands, says that the existence of such summands should characterize the locus of Jacobians in the moduli space A g of ppav's:
be an indecomposable ppav. If Θ = X + Y decomposes nontrivially as a sum, then
(1) (A, Θ) is the Jacobian of a smooth projective curve, or (2) (A, Θ) is the intermediate Jacobian of a smooth cubic threefold, hence g = 5.
In both cases it is known that the only decompositions of the theta divisor are the obvious ones, writing it as a sum of copies of the curve or a difference of two copies of the Fano surface of lines on the threefold. Note that summands of indecomposable theta divisors are always nondegenerate [36, th. 1] .
The conjecture of Pareschi and Popa naturally fits in the Tannakian setup for the abelian category Hol(D A ) of holonomic D A -modules. To explain this let us replace Z ⊂ A by the unique regular holonomic module δ Z ∈ Hol(D A ) whose de Rham complex DR(δ Z ) = δ Z → Ω 1 A ⊗ δ Z → Ω 2 A ⊗ δ Z → · · · is quasi-isomorphic to the perverse intersection cohomology sheaf with support Z. If Z = X + Y and the sum map a : X × Y → Z is generically finite, then by the decomposition theorem for direct images under proper maps [2] [7] one obtains an embedding δ Z ֒→ δ X * δ Y = a † (δ X ⊠ δ Y ) as a direct summand in a convolution product. This allows for a Tannakian description like in [17] [29]; for convenience we briefly recall the setting from [24] . We have abelian resp. triangulated quotient categories
where all members except for the top left are tensor categories for convolution and q, i are exact tensor functors. A module M ∈ Hol(D A ) becomes isomorphic to zero in the quotient M(A) iff it is negligible in the sense that it is stable under translations by a nontrivial abelian subvariety. We say that M is clean if it has no negligible sub-or quotient modules. The clean modules form a full subcategory of Hol(D A ) equivalent to M(A) [17, prop. 3.7] . Any such module generates a neutral with the representation category of a linear algebraic group G = G(M ) over C, see section 2.a for a choice of fiber functors. Now any linear algebraic group has a distinguished representation, the adjoint representation on its Lie algebra. So for any closed subvariety Z ⊂ A there is a unique clean module Ad Z ∈ Hol(D A ) such that ω(Ad Z ) is the adjoint representation of G(δ Z ). Coming back to our motivation, a nontrivial decomposition Z = X + Y gives an inclusion ω(δ Z ) ֒→ ω(δ X ) ⊗ ω(δ Y ); the dimensions d X , d Y of the summands are then bounded in terms of the adjoint module as we will see in section 4.d:
Let Z ⊂ A be an irreducible subvariety which is not stable under any translation on the abelian variety. Then for any nontrivial decomposition as a sum of geometrically nondegenerate subvarieties
In particular, there can be no such decomposition if δ > ⌊d Z /2⌋.
To apply this one only needs to compute a single convolution: Ad Z ֒→ δ Z * δ −Z since Lie(G) ֒→ V ⊗ V ∨ for any faithful V ∈ Rep(G). For theta divisors on ppav's the resulting bound is sharp on Jacobians of curves or intermediate Jacobians of smooth cubic threefolds, in all other known cases it rules out the existence of summands. The conjecture of Pareschi and Popa would follow from Conjecture 1.3. If (A, Θ) ∈ A g (C) is an indecomposable ppav which is not the Jacobian of a curve or the intermediate Jacobian of a cubic threefold, then any summand M ֒→ Ad Θ is either a skyscraper sheaf or has support A.
Let us take a look at a few examples. After a translation we may assume Θ ⊂ A is symmetric. Then ω(δ Θ ) is a symplectic or orthogonal representation depending on whether g is even or odd [28, lemma 2.1]. Very often G(δ Θ ) is the full symplectic or orthogonal group. The reasons will become clear later on, we here only give the simplest example: Let S − = 2n n | n / ∈ 2Z ∪ 2 n | n ≡ 1, 2 mod 4 ∪ 56 S + = 2n n | n ∈ 2Z ∪ 2 n | n ≡ 0, 3 mod 4 ∪ 7 be the dimensions of symplectic minuscule resp. orthogonal weight multiplicity free representations of the simple complex Lie algebras other than the standard representations, see tables 2 and 3 in the appendix. A special case of theorem 5.5 then gives Theorem 1.4. Let (A, Θ) ∈ A g (C) be a ppav whose theta divisor Θ = −Θ ⊂ A is smooth except for finitely many ordinary double points e 1 , . . . , e k .
(1) If g is even with g! − 2k / ∈ S − then G(δ Θ ) = Sp g!−2k (C).
(2) If g is odd with g! − k / ∈ S + and no two double points differ by a torsion point, then G(δ Θ ) = SO g!−k (C) for e 1 + · · · + e k = 0, O g!−k (C) for e 1 + · · · + e k = 0.
While the above assumptions on the singularities are rather specific, they are only made for simplicity, the result holds more generally. For example, lemma 5.7 illustrates how the condition on torsion points can be removed, and similarly one can treat nonisolated singularities in many cases. One should compare this with the situation for Jacobians of curves or intermediate Jacobians of cubic threefolds where G(δ Θ ) is much smaller [26] . The exceptions that we have taken out already appear for nonhyperelliptic Jacobians of genus g = 4 where k = 2. For g = 4 this exception is also the only possibly missing case in the stratification of the moduli space A g defined by G(δ Θ ); this stratification will be discussed in section 5.d, it refines both the Andreotti-Mayer stratification by the dimension of the singular locus of the theta divisor and the one by the degree of the Gauss map in [6] .
While at first sight it may be disappointing that in so many cases G(δ Θ ) is just the full symplectic or special orthogonal group on ω(δ Θ ), for the conjecture of Pareschi and Popa it is good since then the adjoint representation is the symmetric or alternating square of the standard representation. Thus in section 4.e we will verify the conjecture in many cases:
and hence Θ cannot be written as a sum of positive-dimensional subvarieties.
One reason why the support estimate works so easily in this case is that here the adjoint representation is irreducible. In general, it is very important both for computations and conceptually to understand whether the Lie algebra of G(δ Θ ) is simple. The following criterion will be formulated more precisely in theorem 5.2 and covers a large number of examples: Theorem 1.6. For (A, Θ) ∈ A g (C), the Lie algebra of G(δ Θ ) is simple in each of the following cases:
(1) If the theta divisor has at most isolated singularities.
(2) If the Gauss map of the theta divisor has no positive-dimensional fibers.
(3) If the characteristic cycle CC(δ Θ ) is essentially multiplicity free.
(4) If components over the singular locus do not contribute too much to CC(δ Θ ).
The criterion is not limited to theta divisors, it is based on a general relation between Weyl group orbits of weights for the reductive group G(M ) attached to a semisimple holonomic module M ∈ Hol(D A ) and its characteristic cycle. The latter has the form
where Z runs over all closed subvarieties and we denote by Λ Z = T * Z sm A ⊂ T * A its conormal variety, a conic Lagrangian subvariety of the cotangent bundle. What we show is roughly that if G(M ) is isogenous to a product, then up to an isogeny on the abelian variety one has a similar decomposition of CC(M ) as a fibered product; this is excluded by the conditions (1) -(4).
More generally we introduce a λ-ring L (A) of conic Lagrangian cycles on T * A such that on the Grothendieck ring of representations, the characteristic cycle gives a λ-ring homomorphism
The resulting dictionary between Weyl orbits of weights for the group G = G(M ) and characteristic cycles is the main ingredient for all the above results. It is based on [24] but with three important novelties: First, rather than considering the monodromy of Gauss maps we only use that the representation ring of a connected reductive group is equal to the Weyl group invariants of the character ring; this allows to include arbitrary multiplicities. Next, we emphasize λ-ring structures to control symmetric powers, alternating powers, Schur functors and plethysms like in [5] . Finally, in theorem 2.10 we go in the opposite direction:
• S is a plethysm in r variables, and • the U i ∈ Rep( G) are representations of the covering group.
Then there exist Λ i ∈ L (A) and n ∈ N with [n] * cc(M ) = S(Λ 1 , . . . , Λ r ).
The theorem applies to any abstract isogeny of reductive groups, a priori the covering group might not be realized by a holonomic D A -module and so the above is a first step to the inverse Galois problem for these groups. For instance, it would be interesting to understand the spin covers of orthogonal groups associated to theta divisors. Another case is the Schottky problem. Let us say a ppav (A, Θ) ∈ A g (C) is a nonhyperelliptic fake Jacobian if the pair (G(δ Θ ), ω(δ Θ )) looks like for the Jacobian variety of a nonhyperelliptic curve. We want to understand whether any fake Jacobian is indeed the Jacobian of such a curve C ⊂ A. In the latter case it is known that δ Θ = Alt * (g−1) (δ C ), so in the case of fake Jacobians theorem 1.7 provides a candidate for what should be the curve (see section 3.a):
is a nonhyperelliptic fake Jacobian, then for some n ∈ N there exists an effective cycle Λ ∈ L (A) with [n] * cc(δ Θ ) = Alt g−1 (Λ).
Unfortunately we do not know how to conclude from this that the ppav (A, Θ) is a Jacobian, since Λ might a priori be supported not over a curve but over some higher-dimensional subvariety of A. In section 3.d we obtain a partial result: Corollary 1.9. For g = 5 the locus of fake Jacobians lies in the Andreotti-Mayer locus
, hence it contains the locus of true Jacobians of curves as an irreducible component.
The proof is based on a computation of Chern-Mather classes and could also be used to check case by case whether there are any fake Jacobians at generic points of the other components of N 1 . However, this seems tedious and for g > 5 one needs new ideas, so we have not carried out the computation. Is there a better way to use theorem 1.8 in higher dimensions?
Characteristic cycles and weights
We now set up the dictionary between characteristic cycles and weights to be used throughout the rest of the paper. We rely on [24] but focus on Weyl group orbits in the character ring rather than the direct relation with monodromy. This simpler viewpoint allows for cycles with arbitrary multiplicities.
2.a. Microlocalization. Let A be a complex abelian variety and T * A = A × V its cotangent bundle, which is trivial with fiber V = H 0 (A, Ω 1 A ). For any closed subvariety Λ ⊂ T * A let
be the projection onto the second factor. If dim(Λ) = dim(A), then γ Λ is either generically finite or nondominant. In the second case we will say the subvariety Λ is negligible, and the degree deg(Λ) = deg(γ Λ ) ∈ N 0 is then taken to be zero. We extend the degree additively to cycles. Kashiwara's index formula [15] says that for any M ∈ Hol(D A ),
The left hand side is the dimension of the representation ω(M ) ∈ Rep(G(M )), and we can upgrade the index formula to get fiber functors related to characteristic cycles [24, sect. 4] : For u ∈ V \ {0}, consider the exact tensor category VB(A, u) whose objects are pairs
Zariski open neighborhood of the point u and F α ∈ Coh(A×U α ) is an analytic coherent sheaf such that
Morphisms are defined by
The tensor structure is defined by
where ρ and ̟ are the maps in the correspondence of cotangent bundles given by the addition morphism:
x x r r r r r r r r r r r
Suppose that for M ∈ Hol(D A ) and very general u we have a C-linear exact tensor functor F : M −→ VB(A, u). where M ⊂ M(A) denotes the neutral Tannakian subcategory generated by M .
Example 2.1. Such tensor functors have been obtained in loc. cit. in two different ways by taking the fiber of (1) a suitably twisted microlocalization, or (2) a twistor deformation of the Fourier-Mukai transform.
In the first case Supp(F (−)) coincides with the germ of the cycle CC(−).
The applications in later sections will always use the first example, but for now any F will do. Taking the fiber of the locally free sheaves at u, we obtain a fiber functor ω u : [24] . Recall that by the Tannakian formalism the category M is the representation category of the group of tensor automorphisms of this fiber functor. We denote it by G(M , u) = Aut ⊗ (ω u ) to be more precise than in the introduction. This is a clean cycle in the sense that its support does not contain any negligible components. In the microlocal case the clean characteristic cycle cc(M ) is obtained from CC(M ) by removing all negligible terms. In the twistor case there is no such relation in general but we still call cc(M ) a characteristic cycle.
2.b. Character rings.
If C is an exact pseudoabelian Q-linear tensor category, we denote by K 0 (C ) = K 0 (C , ⊕, ⊗) the ring whose additive group is the free abelian group on isomorphism classes of objects modulo the relations given by short exact sequences, and whose ring structure comes from the tensor product. The alternating powers Alt i : C → C make this Grothendieck ring into a special λ-ring [19, 
for any Zariski open neighborhood U ∋ u over which the germs Λ 1 and Λ 2 are both defined and their support is finite and flat. Passing to the Zariski closure we view the elements of this ring as clean cycles on the cotangent bundle T * A = A × V and denote by L (A) = cc(M ) | M ∈ Hol(D A ) the ring generated by the clean cycles coming from the functors in section 2.a for varying u. No point u ∈ V (C) works for all modules M ∈ Hol(D A ) at the same time, but for any countable collection of modules a very general point will do. Proof. By assumption we have a tensor functor F : M −→ VB(A, u).
Note that the image of the above homomorphism does not depend on the chosen very general point u ∈ V (C). It lies in the countable subring cc(M ) ⊂ L (A), where Λ ⊂ L (A) denotes the smallest subring which contains a given cycle Λ and is stable under taking irreducible components of its members. In what follows we denote by Γ(Λ, u) = a ∈ A(C) | (a, u) ∈ Supp(Λ) the group generated by the finitely many points of the support of Λ over u. Proof. Since Λ ⊂ L (A) is a countable subring, over a very general point u the reduced supports of all its members will be finiteétale. It is then clear from the definition of the product on L (A) that taking the fiber of the cycles over u is a ring homomorphism. For injectivity, note that distinct irreducible components of any members of Λ do not meet over u since otherwise the reduced support of their sum would not beétale there.
We want to apply this to the cycle Λ = cc(M ) for M ∈ Hol(D A ). Finding the torsion in the group Γ = Γ(Λ, u) is a subtle problem: Even if the fiber of cc(M ) over u does not contain any torsion point, it may happen that linear combinations of points in this fiber are torsion, so the torsion subgroup Γ tors ≤ Γ may still be nontrivial. Let Γ free = Γ/Γ tors denote its maximal torsion-free quotient and consider the isogeny
Theorem 2.5. In the above setting, for any maximal torus T ֒→ G = G(M , u) one has an epimorphism p : X = Hom(T, G m ) ։ Γ free such that the following diagram commutes:
Proof. As Γ is a finitely generated abelian group, its torsion part Γ tors ≤ A(C) is a finite group and hence h : A → A/Γ tors is an isogeny. As the group of connected components G/G • is a finite abelian group which is Cartier dual to a finite group of points contained in Γ ⊂ A(C) by [24, th. 1.3], it is clear that h * • cc factors over R(G • ) as indicated in the upper left square of the diagram. Furthermore, by construction we have a fiber functor
to the category of Γ-graded vector spaces. The latter is naturally equivalent to the representation category of the Cartier dual Hom(Γ, G m ), which is a subgroup of multiplicative type although it may be disconnected. Its connected component is a subtorus
Hom(Γ free , G m ) ֒→ G and up to conjugacy we may assume it sits in a given maximal torus T ⊆ G. The Cartier dual of this embedding gives the epimorphism X ։ Γ free . Proof. By the theory of connected reductive groups, the image of R(G • ) ֒→ Z[X] are precisely the Weyl group invariants.
2.c. Plethysms.
In any exact pseudoabelian Q-linear tensor category C we have multilinear algebra constructions like symmetric and alternating powers or more general Schur functors as defined in [10, sect. 1.4] . In what follows, by a plethysm we mean any functor T : C × · · · × C −→ C that can be obtained as a composition of tensor products, duals, direct sums and Schur functors (usually the term plethysm refers to a composition of Schur functors but this slightly more general notion is convenient for applications). Any plethysm descends to a multilinear operation on the corresponding Grothendieck ring K 0 (C ), in fact any λ-ring R has a natural operation of the ring of symmetric functions in infinitely many variables: If e 1 , e 2 , . . . are the elementary symmetric polynomials, the operation is given by
Replacing Schur functors by Schur polynomials we may thus extend the notion of plethysms to any λ-ring, and any homomorphism of λ-rings is compatible with plethysms. Theorem 2.5 now allows to compute the effect of Schur functors on characteristic cycles very easily: For any partition β = (β 1 , . . . , β ℓ ), consider the power sum polynomials
These form a basis for the ring of symmetric functions with rational coefficients, so for any partition α = (α 1 , α 2 , . . . ) the Schur polynomial s α admits an expansion of the form
where β = (β 1 , . . . , β ℓ ) runs over all partitions of degre deg(β) = deg(α). Using the notation
the effect of the Schur functor S α is described on the level of characteristic cycles by
Proof. On the level of Grothendieck rings the action of the Schur functor S α is given by the Schur polynomial s α . Since homomorphisms of λ-rings commute with plethysms, it therefore suffices to compute the action of Schur polynomials on the group ring Z[Γ], where the latter is viewed as the representation ring of the Cartier dual
The action of Schur polynomials is determined by the one of power sums. So it only remains to note that for b ∈ N, the action of the power sum p b = j x b j on the group ring Z[Γ] is given by the endomorphism of Γ ⊆ A(C) that is induced by the isogeny
But this follows from the fact that the action of p b on the representation ring of S is induced by S −→ S, s → s b because the power sums correspond to the Adams operations [4, prop. 7.4] .
Example 2.8. The expression of the elementary polynomials e n = s 1,1,...,1 in terms of the various power sum polynomials can be read off by expanding the generating series
So if we put Λ = cc(M ), the above lemma allows to compute characteristic cycles of exterior convolution powers in terms of ordinary convolution products via the formulae [4] . . .
2.d. An inverse Galois problem for covering groups.
Passing from a faithful representation to its image under a plethysm usually loses information. In good cases it just amounts to dividing out a finite central subgroup, for instance Sl 2n (C) acts faithfully on C 2g but on the middle exterior power Alt n (C 2n ) it acts via the quotient Sl 2n (C) ։ Sl 2n (C)/µ n by the n-th roots of unity. Here we can reconstruct the group from its quotient by passing to the universal cover, but there is no obvious analog of this procedure in the abstract setting of tensor categories or λ-rings. So we are led to Problem 2.9. Let M ∈ Hol(D A ). Is any finite covering group of G(M , u) realized as
In general this seems very hard to answer, but on the level of characteristic cycles we can say something up to an isogeny on the abelian variety. Unfortunately we are unable to remove the isogeny from the statement, but at least it can be controlled explicitly as follows. Recall that the connected components of the group G(M , u) form a finite abelian group whose Cartier dual is naturally isomorphic to a finite group of points
on the abelian variety [24] .
a finite cover of degree e ≥ 1, and assume that the defining representation restricts on this cover to
where • S is a plethysm in r variables, and
• the U i ∈ Rep( G) are any representations of the covering group.
If f : A ։ A/K(M ) denotes the quotient by the finite group of points from above, then
Proof. For any isogeny G ։ G • the image T ⊂ G of a maximal torus T ⊂ G is again a maximal torus, and the degree of the induced isogeny between these tori is again e. Then X = Hom(T, G m ) ֒→ X = Hom( T , G m ) is an index e subgroup and hence
Assuming without loss of generality that G is connected, we get a diagram
where the character maps ch are isomorphisms onto the Weyl group invariants. We have already observed in the proof of lemma 2.7 that on character rings the e-th power homomorphism [e] * coincides with the Adams operation Ψ e , so the latter factors as
. In general these are only virtual representations, formal Z-linear combinations of representations, but this is enough for our purpose. Since the Adams operations are homomorphisms of λ-rings, the naturality of plethysms with respect to such homomorphisms gives Remark 2.11. We have only divided out the subgroup K = K(M ) ⊆ Γ tors since we want to keep as much information as possible:
Now by assumption
On this level it seems unclear whether the cycles Λ i are effective, but the g * Λ i are effective since they come from nonnegative linear combinations of weights in the following diagram:
We refer to this situation by saying that the Λ i ∈ L (A) are effective up to isogeny.
We will apply the above for the plethysm S(V ) = Alt n (V ) in theorem 3.2 and for S(V 1 , V 2 ) = V 1 ⊠ V 2 in proposition 5.1. As a general convention, from now on we always take the fiber functors defined by the first construction of example 2.1, so L (A) is the ring of clean conic Lagrangian cycles on T * A.
The Tannakian Schottky problem
As a first instance of the above inverse Galois problem, we discuss whether the Tannakian formalism detects Jacobians among all ppav's. On the way we recall some facts about Chern-Mather classes that will be useful later as well.
3.a. The Schottky problem. Let A be a ppav with theta divisor Θ ⊂ A. The theta divisor is determined by the polarization only up to a translation, and in what follows we fix one of the 2 2g symmetric translates; we will see in section 3.e that the specific choice does not matter too much. If Θ is smooth, we know by [24] that
and ω u (δ Θ ) is the standard representation. In contrast with this generic case, for theta divisors on special ppav's the group can be much smaller:
is the Jacobian of a smooth projective curve C of genus g = n + 1, we have the resolution C (n) ։ Θ. By the decomposition theorem we get an inclusion
and by [27, sect. 6] [42] it follows that we have an isogeny
in the nonhyperelliptic resp. hyperelliptic case.
It is natural to ask whether this characterizes Jacobians. We call a ppav (A, Θ) of dimension g = n + 1 a nonhyperelliptic or hyperelliptic fake Jacobian if for some symmetric translate of the theta divisor the semisimple group G(δ Θ , u) is connected and its universal cover acting on ω u (δ Θ ) has the form (⋆). In the moduli space A g consider the loci J g ⊆ J g,fake of Jacobians of smooth projective curves and of fake Jacobians; the latter is a locally closed algebraic subset by [28, prop. 7.4] . We would like to see if the two loci are the same, or the former is at least an irreducible component of the latter. So for any fake Jacobian we need to find a candidate for the curve whose Jacobian it should be. A natural guess is provided by
is a fake Jacobian, then there exists a cycle Λ ∈ cc(δ Θ ) , effective up to isogeny, such that
Proof. Apply theorem 2.10 to the connected reductive group G = G(δ Θ , u). We have f = id A and by direct inspection the degree e of the universal covering map is the given one. So the claim follows by taking the plethysms S(U ) = Alt g−1 (U ) respectively S(U ) = Alt g−1 (U )/Alt g−3 (U ); remark 2.11 says that the resulting cycle is effective up to isogeny.
If (A, Θ) is the Jacobian of a smooth projective curve, then the above cycle Λ is indeed the conormal variety to the image of the curve under the Abel-Jacobi map and this gives a constructive proof of Torelli's theorem [24] . For fake Jacobians the situation is less clear. We would be done if we could show that the image Z ⊂ A of Λ ⊂ A × V is a curve, as then Θ = Z + · · · + Z is a sum of g − 1 copies of this curve and hence a Jacobian by [37] . Unfortunately it is hard to control convolutions of cycles with excess dimension, a priori we might have dim(Z) > 1. Sometimes a computation of Chern-Mather classes helps.
3.b. A reminder on Chern-Mather classes.
Any conic Lagrangian subvariety of the cotangent bundle arises as the conormal variety Λ = Λ Z ⊂ A × V to a closed subvariety Z ⊂ A [21, lemma 3]. We denote its image in the projective cotangent bundle by PΛ ⊂ A × PV and let p be the projection from the latter onto the abelian variety. To control convolutions of conic Lagrangian cycles, we define the Chern-Mather classes of Λ by
where H d ⊆ PV denotes a general subspace of dimension d. Note that for Z = A all these classes vanish. For Z = A it follows from the triviality of the cotangent bundle that these coincide with the dual Chern-Mather classes of Z in the sense of [ (1) For any open subset U ⊂ Z sm the intersection PΛ Z ∩(U ×H i ) is transversal or empty, so
Proof. For the first two parts see [38, prop. 2.8 ] [22] . If the map γ Z is dominant,
is nonempty for all i < g. But we know from the second part that the projection p : W i ։ p(W i ) ⊂ A is generically finite over its image for i = d, and then the same holds for all i ≤ d because the H i ⊂ PV have been chosen generically.
For divisors we can use Vogel's intersection algorithm [41] [13] [14] to compute the Chern-Mather classes as follows. Consider an irreducible projective variety Z of dimension n. Fix L ∈ Pic(Z), and let W ⊆ H 0 (Z, L ) be a subspace such that the map |W | : Z PW * is generically finite and dominant. Then inductively for n ≥ i ≥ 0 we get effective cycles V i and R i of pure dimension i so that 
modulo rational equivalence do not depend on the choice of the generic sections in the construction. If Z ⊂ A is a subvariety of our abelian variety, we use the same notation for the images of these cycles in CH i (A). They can be expressed via Segre classes but have the advantage of being represented by effective cycles. As in [6] we have the subgroup generated by all conic Lagrangian subvarieties Λ ⊂ T * A whose Gauss map γ Λ : PΛ → PV restricts to a finite morphism over the complement of a proper closed subset S ⊂ PV of codimension codim(S, PV ) > d. Since the class of finite morphisms is stable under base change, one easily checks that this is a subring. We get a filtration by subrings
where the final step on the right hand side is generated as a group by the conic Lagrangian subvarieties whose Gauss map is finite. It turns out that on each filtration step the problems with negligible cycles disappear after dividing out the ideal
which is generated by cycles of dimension > d: Proof. Let Λ 1 , Λ 2 ⊂ T * V be two nondegenerate irreducible conic Lagrangian subvarieties. The diagonal embedding δ : ∆ = A 2 × PV ֒→ A 2 × PV × PV is a regular embedding of codimension g − 1, so by [16, lemma 7.1] any irreducible component
If U ⊂ PV is a dense open subset over which the Gauss maps γ i : PΛ i ։ PV are finite, the projection γ : W → PV restricts over this open subset to a finite morphism as well. Since the source is irreducible with dim(W ) ≥ g − 1, it follows that
• or γ : W ։ PV is generically finite and dominant.
In the former case the component W does not contribute to Λ 1 • Λ 2 ∈ L (A). In the latter case it is the closure of its restriction to the even smaller open locus where both γ i are finiteétale, and over this locus the fiber product δ −1 (PΛ 1 × PΛ 2 ) is reduced. Denoting by ̟ : A × A × PV ։ A × PV the addition map, we see that the cycles
can only differ by a cycle supported over the locus where one of the maps γ ν has positive-dimensional fibers. For Λ 1 , Λ 2 ∈ L >d (A) it follows that via the Künneth decomposition
But if p denotes the projection onto the abelian variety, one easily checks from the definitions that p * (α) = c M (Λ 1 • Λ 2 ) and p * (β) = c M (Λ 1 ) * c M (Λ 2 ). Proof. If there exists a subvariety Z ⊂ A whose Gauss map γ Z : PΛ Z ։ PV is dominant but admits a positive-dimensional fiber γ −1 Z (ξ), then this fiber generates a nontrivial abelian subvariety. On a simple abelian variety this is impossible, so we get L (A) = L >g−1 (A) and the previous lemma applies.
3.d. Back to theta divisors.
In principle the above should allow to rule out many candidates for fake Jacobians by computing Chern-Mather classes. Let us illustrate this technique by a simple example. For any g the locus of Jacobians J g is an irreducible component of the Andreotti-Mayer locus
see [1] . So for abelian fivefolds we get 
By example 2.8 then
by corollary 3.4, again using our assumption that the theta divisor has at most isolated singularities. Altogether then 16 · [Θ] 4 = 20 · c 1 . But this leads to the contradiction 4 is not divisible by five, being 24 times a primitive class in H 2 (A, Z).
3.e. Dependence on the translate. Let us briefly explain to what extent the above depends on the translate of the theta divisor. Taking Θ ⊂ A to be symmetric determines G(δ Θ , u) except for a small issue about connected components:
Example 3.8. For g = 1 the theta divisor is a 2-torsion point, so the group G(δ Θ ) will be trivial if we choose the point to be the origin, while otherwise it will have order two. A more interesting example is the intermediate Jacobian of a smooth cubic threefold. Here g = 5 and the theta divisor has a unique singularity x ∈ A [2] , whence In the above examples the groups arising from different translates have the same connected component, which is a semisimple group since by the symmetry of the theta divisor its irreducible faithful representation ω u (δ Θ ) must be self-dual. More generally, let t a : A → A, x → x + a denote the translation by a point a ∈ A(C) and put
be the derived group of its connected component. The following shows that even for nonsymmetric theta divisors the situation does not seriously depend on the chosen translate: Proof. Put N = (M ⊠ δ 0 ) ⊕ δ (0,a) ∈ Hol(D A×A ). The group law a : A × A → A gives rise to the following commutative diagram between tensor categories, which by Tannakian duality translates to a diagram of reductive groups:
The functor which sends a reductive group to the derived group of its connected component clearly preserves embeddings, epimorphisms and direct products and it sends the multiplicative group G(δ a ) to the trivial group, hence from the above we get a diagram
which shows that the diagonal arrow must be an isomorphism. On the other hand, since M ⊕ δ a = M a ⊕ δ a , we know that G(M ⊕ δ a ) ′ ≃ G(M a ⊕ δ a ) ′ and hence the claim follows by symmetry.
Sums of subvarieties and the adjoint module
We now come back to the motivating problem from the introduction how one may spot nontrivial summands in a given subvariety Z ⊂ A. Our criterion will be related to the adjoint representation, but we begin with some preliminary remarks on conormal varieties that will be useful in other contexts as well.
4.a. Geometric nondegeneracy.
Recall that an irreducible subvariety X ⊂ A said to be geometrically nondegenerate if for any epimorphism A ։ B to an abelian variety the induced morphism X → B is either surjective or generically finite onto its image [34, II.12] . This is weaker than being degenerate in the sense of Ran [34] but still implies that Stab(X) := { a ∈ A | X + a = X } is finite. The converse does not hold in general: For example, replacing A by a larger ambient abelian variety will destroy the geometric nondegeneracy but does not affect the stabilizer. By [44], the stabilizer Stab(X) is finite if and only if the Gauss map γ : Λ X ⊂ T * A = A × V ։ V is generically finite, i.e. iff the conormal variety is not negligible.
4.b.
Two key lemmas on conormal varieties. The following two observations allow to control the components which occur in convolution products of conormal varieties:
and equality implies
Proof. If Λ Y is an irreducible component of the convolution, then by definition of the convolution there exists a component Λ of Λ Z1 × V Λ Z2 that dominates Y via the sum map:
Composing the inclusion of Λ with the projection on the second factor we get a map
, which is dominant since it commutes with the projection to V and both the source and target are irreducible generically finite covers of the latter. In particular, for general z 2 ∈ Z 2 we can always find a point z 1 ∈ Z 1 with y = z 1 + z 2 ∈ Y . We therefore have an inclusion
The claim now follows, possibly after interchanging the roles of Z 1 and Z 2 . 
Proof. As above there exists an irreducible component Λ
is generically finite of degree one by our multiplicity one assumption. Hence ̟ is birational, and composing a rational inverse with the projection on the i-th factor we get a rational map f i as indicated below:
As in the previous proof f i is dominant since it commutes with the projection to V and both the source and the target are irreducible generically finite covers of the latter. Composing with the map to the abelian variety we get a dominant rational map Λ Y Z i .
Now Λ Y contains as an open subset the conormal bundle to the smooth locus of Y
and is hence birational to Y × C d where d = g − d Y and Y → Y is a resolution of singularities. Since any rational map from a smooth variety to an abelian variety extends to a morphism [30, th. 3.1], we get a morphism Y × C d → A whose image is still Z i ⊂ A. By the universal property of the Albanese variety the latter factors as
where pr denotes the projection. So we get a morphism Y → A with image Z i ⊂ A and the claim follows. 
by [11, cor. 2.9, prop. 2.21] . The latter need not split as the projection on a direct factor but by the theory of reductive groups it does up to isogeny. For simplicity we put
and begin with After replacing X, Y by suitable translates we may assume x = y = 0 so that the above two determinants become trivial. But by Schur's lemma the center Z ⊂ G W acts via scalars on both V X , V Y , and the triviality of the determinant forces these scalars to be roots of unity. Since the action of G W on V X ⊕ V Y is faithful, it follows that Z is finite and so the group G W is semisimple. Since the groups G X , G Y , G Z are quotients of the former, they are then semisimple as well.
Proof. Via the above splitting any irreducible representation U ∈ Rep(G W ) has the form U ≃ U ′ ⊠ U ′′ with irreducible U ′ ∈ Rep( G Z ), U ′′ ∈ Rep(ker( p)). Since by construction V Z ≃ V ′ Z ⊠ 1 has the trivial representation as its second factor, the inclusion 
Proof. If G is a connected semisimple group that is simple modulo its center, then for any nontrivial U ∈ Rep(G) the homomorphism G → Gl (U ) has finite kernel and so Lie(G) ⊆ U ⊗ U * = End(U ). If G is not simple modulo its center, the same argument still shows that U ⊗ U * contains an irreducible summand of the adjoint representation. We apply this as follows: Up to an isogeny on the abelian variety we may assume all occuring Tannaka groups to be connected, so that the representations of their universal cover determine the corresponding clean D A -modules. For S = X, Y the proposition says that
So by the above remarks on the adjoint representation there must be a nontrivial submodule M ⊆ Ad Z with M ⊆ δ S * δ −S . Since for a connected semisimple group the adjoint representation has no one-dimensional summands, we must have dim Supp(M ) > 0 and the claim follows because Supp(M ) ⊆ S − S.
If we fix a maximal torus, the nontrivial weights in the adjoint representation of a connected reductive group are by definition the roots of the group. The following criterion helps to estimate the support of Ad Z : 4.e. Theta divisors. For ample divisors with at most rational singularities any summand is geometrically nondegenerate [36, th. 1], hence the above in particular applies to summands of theta divisors on indecomposable ppav's. The bound on the dimension of such summands is sharp whenever such summands are known to exist:
• If A is the Jacobian of a smooth projective curve C, then Ad Θ = δ C−C .
• If A is the intermediate Jacobian of a smooth cubic threefold, Ad Θ = δ Θ .
By the conjecture of Pareschi and Popa these should be the only theta divisors with summands of positive dimension. For curve summands this has been established in [37] . In higher dimension it remains open, but the above rules out various cases such as the following:
Proof. For symplectic groups the adjoint representation is the symmetric square of the standard representation. So twice any weight of the standard representation is a root, and the previous lemma shows dim Supp(Ad Θ ) ≥ g − 1. Thus any summand of the theta divisor must have dimension either zero or ≥ (g − 1)/2, which concludes the proof since 2 | g if ω u (δ Θ ) is symplectic.
Almost simplicity of Tannaka groups
In order to control the adjoint modules from above and to compute the arising groups in more general cases, one needs a way to decide whether their Lie algebras are simple. We now give a sufficient criterion using characteristic cycles.
5.a. Decomposable characteristic cycles. We want to show that under the dictionary between Weyl orbits of weights and characteristic cycles in theorem 2.5 any nontrivial decomposition of the Lie algebra gives rise to a decomposition of characteristic cycles. Let deg : L (A) → Z be the degree homomorphism. 
and the claim therefore follows from theorem 2.10 and remark 2.11.
5.b.
Intersection cohomology sheaves on divisors. Now let M = δ Z be the intersection cohomology sheaf of a reduced irreducible divisor Z ⊂ A. If p : Z → Z is a resolution of singularities, the universal property of the Albanese variety gives a uniquep making the following diagram commute:
We wantp to be an isomorphism; as the Albanese variety is a birational invariant, this condition does not depend on the chosen resolution and we abbreviate it by writing A = Alb(Z). The following criterion in particular applies to M = δ Z in many cases: 
Then G(M ) • is simple modulo its center in each of the following situations: Let Z i ⊂ A be the subvarieties whose conormal varieties are components
Note that these subvarieties are determined uniquely because Stab(Z) = {0} implies that [n] : Z ։ Y is birational and hence Λ Y = [n] * Λ Z , which enters in [n] * cc(M ) with multiplicity one. We claim dim(Z i ) > 0 for both i = 1, 2.
Indeed, suppose by contradiction that 
where Z ։ Z denotes a resolution of singularities. Our assumption A = Alb(Z) then implies that the original rational maps f i are defined everywhere and fit into a commutative diagram
where g i comes from the universal property of the Albanese variety. Replacing Z i by a translate we may assume Z i is symmetric and g i is a homomorphism. Then the image B i = g i (A) ⊆ A is an abelian subvariety, and because Z ⊂ A is geometrically nondegenerate, it follows that
In the former case Z i ⊂ A would be a positive-dimensional abelian subvariety, which is impossible since by assumption deg(Λ Zi ) > 0. Hence f i : Z ։ Z i = B i is generically finite and g i : A ։ B i = A must then be an isogeny for dimension reasons. Since Stab(Z) = {0}, it follows that
Note that since we have adjusted our translates such that the g i : A → A are homomorphisms, the symmetry of Z implies that Z i is symmetric as well, while clearly
. Hence inside the fiber product of our two conormal varieties we get two components
which are distinct from each other because the f i are birational. Both components are dominant over PV and so their image under the addition morphism ̟ gives two components
supported over a divisor and it enters with multiplicity one, we obtain that dim Y − < dim Z.
So g 1 − g 2 : Z ։ Y − is not generically finite, and since Z ⊂ A is geometrically nondegenerate, it follows that Y − = (g 1 − g 2 )(A) is an abelian subvariety. But by construction still deg(Λ Y − ) > 0, hence it follows that Y − = {0} must be a single point. Then g 1 = g 2 , and recalling that f 1 + f 2 = [n], it follows that n = 2m is even and
The inclusion from the beginning of the proof therefore takes the form
But then Thus we have ruled out all four cases in the theorem, which concludes the proof.
The above is particularly useful when the multiplicities in the characteristic cycle are not too high since then one can hope to classify all irreducible representations of the simple complex Lie algebras that fit with the given multiplicities. The easiest case is when all multiplicities are one: . So by Schur's lemma its center acts via a scalar, which means that we have inclusions G ⊆ G(M ) • ⊆ G m · G where G denotes the derived group of the connected component. Our assumption on the characteristic cycle also implies that W is weight multiplicity free, so the claim follows from lemma 6.1.
5.c. Back to theta divisors. By [12] the theta divisor on any indecomposable ppav is normal and irreducible so that the Albanese assumption from above is satisfied: is nonempty of codimension one, in which case the preimagep −1 (Θ) will be singular in codimension one. But this is impossible sincep is an isogeny so that the preimage of any normal divisor must be normal.
We can thus apply theorem 5.2 to the module M = δ Θ ∈ Hol(D A ). Notice that while the polarization determines the theta divisor only up to a translate, the connected semisimple group
is independent of the chosen translate as we have seen in lemma 3.9. The above then leads to the following result:
Theorem 5.5. Let (A, Θ) ∈ A g (C) be a ppav such that [n] * cc(δ Θ ) is reduced for all n ∈ N. Then the connected semisimple group G Θ and its irreducible faithful representation W = ω(δ Θ ) appear in table 2 or 3.
Proof. Up to a translation we may assume that the theta divisor is symmetric, so that the representation ω(δ Θ ) is isomorphic to its dual. Since the restriction of this representation to the connected component G(δ Θ ) • remains irreducible, it follows from Schur's lemma that this connected component must be semisimple and hence equal to G Θ . So the claim follows from corollary 5.3.
This contains theorem 1.4 from the introduction: If Θ is smooth except for k ordinary double points, then the classical Gauss map has degree deg(Λ Θ ) = g! − 2k by [6] ; on the other hand dim(ω(δ Θ )) = deg(cc(δ Θ )) is always the degree of the characteristic cycle, and the difference between the two is given in lemma 6.2. is the locus of ppav's with a smooth theta divisor,
5.d. Stratifications
is the locus of Jacobians of nonhyperelliptic curves,
is the locus of Jacobians of hyperelliptic curves,
• Θ k null,4 is the locus of non-Jacobians with precisely k vanishing thetanulls.
Indeed, the only singularities of indecomposable theta divisors on non-Jacobian abelian fourfolds are ordinary double points given by vanishing thetanulls [33] ; the maximum number of k = 10 such vanishing theta nulls is obtained for a unique abelian fourfold discovered by Varley [40] [8] . Table 1 lists
(1) the degree deg(Λ Θ ) of the classical Gauss map,
(2) the degree deg(cc(δ Θ )) = dim(ω(δ Θ )) of the characteristic cycle,
where for the latter we denote by ̟ 1 , ̟ 2 , . . . the fundamental representations of the classical groups. Neither the degree of the classical Gauss map nor the one of the characteristic cycle suffices to characterize Jacobians among all ppav's with the same number of vanishing theta nulls. The pair (G(δ Θ ), ω(δ Θ )) sees more than this numerical information:
Remark 5.6. For k = 2, theorem 1.4 implies that every ppav (A, Θ) ∈ Θ k null,4 (C) has G(δ Θ ) ≃ Sp 24−2k (C) and ω(δ Θ ) ≃ ̟ 1 .
For k = 2 this remains true at least if the Gauss map γ Θ : PΛ Θ → PV is finite.
Proof. For k = 2 this is clear by direct inspection. For k = 2 the only possible alternative would be that G(δ Θ ) ≃ Sl 6 (C)/µ 3 , ω(δ Θ ) ≃ ̟ 3 . In this case theorem 3. for i = 0, 2 3 [Θ] 3 for i = 1, 0 for i > 1, by example 2.8 and corollary 3.4. For any n ∈ N such that the cycle [n] * (Λ) is effective, it then follows from lemma 3.3 that this cycle must be supported over a curve Z ⊂ A. Then the image of the theta divisor under the isogeny [3n] is a sum of copies of this curve. Taking preimages under this isogeny we get that the theta divisor is a sum of curves, so (A, Θ) is a Jacobian by [37] .
Finally, let us give an example to illustrate how the dictionary between weights and characteristic cycles can be used beyond theorem 5.5. We only give the simplest case but it obviously generalizes whenever deg(cc(δ Θ )) − deg(Λ Θ ) is not too big:
Lemma 5.7. If (A, Θ) ∈ A 5 (C) is a ppav with a symmetric theta divisor that is smooth except for two distinct ordinary double points e 1 , e 2 , then one of the following two cases occurs:
(1) Either e 1 , e 2 ∈ A [2] , in which case G(δ Θ ) ≃ O 118 (C).
(2) Or e 1 = −e 2 / ∈ A [2] , in which case G(δ Θ ) ≃ SO 118 (C).
Proof. Since the theta divisor is symmetric and the dimension g = 5 is odd, the representation ω(δ Θ ) is orthogonal. By lemma 6.2 the characteristic cycle is given by cc(δ Θ ) = Λ Θ + Λ e1 + Λ e2 . If the weights of the representation form a single Weyl group orbit, then we are done by lemma 6.1 because the distinction between the orthogonal and special orthogonal group can be read off from det(δ Θ ) = δ e1+e2 . So it only remains to exclude the case that there are more than one Weyl group orbits. Since one of them must be of size deg(Λ Θ ), the remaining orbits would have to be of size at most two. But for any simple complex Lie algebra, any nontrivial Weyl group orbit has size at least the rank of the Lie algebra, which in our case must be bigger than two as otherwise the first orbit could not be so big. So all nontrivial weights are in the same Weyl group orbit, i.e. the representation is quasi-minuscule. But these are all known and there is no such of dimension deg(cc(δ Θ )) = 118.
Appendix: Multiplicity free representations
Although the dictionary between Weyl group orbits and characteristic cycles works without any assumptions on multiplicities, the most accessible situation is when M is essentially multiplicity free in the sense that the clean cycle [n] * (cc(M )) is reduced for all n ∈ N, see [24] . Then any Weyl group orbit of weights that enters the corresponding representation must do so with multiplicity one, i.e. ω u (M ) is a weight multiplicity free representation. For the simple Dynkin types there are only very few such representations, most of them are minuscule in the sense that their weights form a single orbit under the Weyl group: Lemma 6.1. If G is a connected semisimple group which is simple modulo its center and acts faithfully on some weight multiplicity free irreducible W ∈ Rep(G), then (G, W ) appears on table 2 or 3 below.
Proof. The weight multiplicity free irreducible representations of the simple Lie algebras are classified in [20, th. 4.6 .3] [39, sect. A], and the tables list the images of the corresponding simply connected groups under these representations. Whether an irreducible representation is orthogonal, symplectic or not self-dual can be read off from its highest weight [18, sect. 3.2.4 and exercise 9]. Lemma 6.2. If Z ⊂ A is a reduced divisor whose singular locus consists of finitely many ordinary double points e i , then
So δ Z is essentially multiplicity free iff • Stab(Z) = {0}, and • no two of the e i differ by a torsion point if 2 ∤ g.
Proof. The characteristic cycle can be computed locally in the classical topology, so we can apply the result of [31, th. 4.2] : If X ⊆ C g is an open neighborhood of the origin and f : X → C is a holomorphic function such that Z = f −1 (0) is smooth outside the origin, then
where µ 0 is the Milnor number of a generic hyperplane section of Z through the origin and where N 1 denotes the number of Jordan blocks for the eigenvalue one in the Milnor monodromy on H g−1 (f −1 (t), C) for small t = 0. For ordinary double points one has µ 0 = 1, and the local Picard-Lefschetz formula says that the Milnor monodromy acts on the one-dimensional space H g−1 (f −1 (t), C) by (−1) g .
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