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MINIMISERS AND KELLOGG’S THEOREM
DAVID KALAJ AND BERNHARD LAMEL
ABSTRACT. We extend the celebrated theorem of Kellogg for conformal map-
pings to the minimizers of Dirichlet energy. Namely we prove that a diffeo-
morphic minimiser of Dirichlet energy of Sobolev mappings between double
connected domains having C 1,α boundary is C 1,α up to the boundary. It is cru-
cial that, every diffeomorphic minimizer of Dirichlet energy has a very special
Hopf differential and this fact is used to prove that every diffeomorphic mini-
mizer of Dirichlet energy can be locally lifted to a certain minimal surface near
an arbitrary point inside and at the boundary.
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1. INTRODUCTION AND BACKGROUND
Throughout this text D and Ω will be double connected domains in the complex
plane C. ByD we denote the unit disk and by T its boundary. If R > r > 0 then
we define the annulus A(r,R) = {z : r < |z| < R}. The Dirichlet energy of a
diffeomorphism f : D onto−→ Ω is defined and denoted by
(1.1) E [f ] =
∫
D
‖Df‖2 = 2
∫
D
(|∂f |2 + |∂¯f |2)
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2 DAVID KALAJ AND BERNHARD LAMEL
where ‖Df‖ is the Hilbert-Schmidt norm of the differential matrix of f . The pri-
mary goal of this paper is to establish the boundary behaviors of a diffeomorphism
f : D onto−→ Ω of smallest (finite) Dirichlet energy, provided it exists and the bound-
ary is smooth. A change of variables in (1.1) yields
(1.2) E [f ] = 2
∫
D
J(z, f) dz + 4
∫
D
|∂¯f |2 > 2|Ω|
where J(z, f) is the Jacobian determinant and |Ω| is the measure of Ω. In this pa-
per we will assume that diffeomorphisms as well as Sobolev homeomorphisms are
orientation preserving. This means that J(z, f) > 0. A conformal mapping of D
onto Ω, would be an obvious minimizer of (1.2), because ∂¯f = 0, provided it ex-
ists. Since we study the boundary character of minimisers, by the famous Kellogg
theorem (Proposition 1.2), the minimiser is in this case smooth if the boundary is
smooth.
For double connected domains there is no such mapping if they have different
conformal modulus.
We have the following extension of the Kellogg’s theorem, which is the main
result of the paper.
Theorem 1.1. Let α ∈ (0, 1). Assume that D and Ω are two double connected
domains in the complex plane with C 1,α boundaries. Assume that f is a diffeomor-
phic minimiser of energy (1.1) throughout the class of all diffeomorphisms between
D and Ω. Then f has a C 1,α extension up to the boundary.
We continue this section with some background on the topic. We will refor-
mulate Theorem 1.1 in Section 2, where we will describe the key point of the
proof. In Section 3 we prove that such diffeomorphisms are Ho¨lder continuous at
the boundary components. This is needed to prove the global Lipschitz continu-
ity of such diffeomorphisms, as in [20]. Further by following an approach in the
proof of corresponding result in [20] we obtain the desired conclusion. Namely
section 4 contains the proof of the main results. The last section is devoted to an
open problem.
1.1. Background. The starting point of this paper is the following classical result.
Proposition 1.2 (Kellogg (n = 1) see [6] and Warshawski (n > 1) , [25, 26]). Let
n ∈ N, 0 < α < 1. IfD and Ω are Jordan domains having Cn,α boundaries and ω
is a conformal mapping of D onto Ω, then ω(n) ∈ Cα(D) and (ω−1)(n) ∈ Cα(Ω).
For a function ξ ∈ C α(D) i.e. a function ξ : D → C satisfying the condition
sup
z 6=w,z,w∈D
|ξ(z)− ξ(w)|
|z − w|α <∞
we say that is a uniformly α−Ho¨lder continuous function. From now one, instead
of ω(n) ∈ Cα(D) we write ω ∈ Cn,α(D). In similar way we define the class
Cn,α(D) of non-necessarily conformal mappings. The theorem of Kellogg and of
Warshawski has been extended in various directions, see for example the extension
to conformal minimal parametrization of minimal surfaces by Nitsche [20], and to
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q.c. harmonic mappings w.r. hyperbolic metric by Tam and Wan [22, Theorem
5.5.]. For some other extensions and quantitative Lipschitz constants we refer to
the paper [18].
1.2. Deformations. In this part we borrow same notation, definitions and state-
ments from [8]. The natural setting for our minimization problem is the Sobolev
space W 1,2(Ω). Let us choose the notation H1,2(D,Ω) for the set of all sense-
preserving W 1,2-homeomorphisms h : D onto−→ Ω. When this set is nonempty, we
define
(1.3) EH(D,Ω) = inf{E [h] : h ∈ H1,2(D,Ω)}.
Because of the density of diffeomorphisms in H1,2(D,Ω), the minimization of
energy among sense-preserving diffeomorphisms leads to the same value EH(D,Ω).
A homeomorphism h ∈ H1,2(D,Ω) is called energy-minimal if it attains the infi-
mum in (1.3). The set H1,2(D,Ω) ⊂ W 1,2(D) is unbounded. Due to lacking of
compactness of H1,2(D,Ω), in [8] there where introduced the deformations.
The deformations which will be defined in the sequel are shown to be good set-
ting of the problem of minimising of energy. These are sense-preserving surjective
mappings of the Sobolev classW 1,2 that can be approximated by homeomorphisms
in a certain way.
A homeomorphism of a planar domain is either sense-preserving or sense-reversing.
For homeomorphisms of the Sobolev class W 1,1loc (D) this implies that the Jacobian
determinant does not change sign.
Let D and Ω be bounded domains in C. For a mapping f : D → Ω it is defined
a boundary distance function δf (z) = dist(f(z), ∂Ω) which is set to 0 on the
boundary of D.
The following concept, which lies between c-uniform (i.e., uniform on compact
subsets) and uniform convergence, proves to be effective.
Definition 1.3. A sequence of mappings hj : D → Ω is said to converge cδ-
uniformly to h : D → Ω if hj → h uniformly on compact subsets of D and
δhj → δh uniformly on D.
We denote it as hj
cδ−→ h.
Definition 1.4. A mapping h : D → Ω is called a deformation if
h ∈ W 1,2(D), the Jacobian Jh = detDh is nonnegative a.e. in D,
∫
D Jh 6
|Ω| and there exist sense-preserving homeomorphisms hj : D onto−→ Ω, called an
approximating sequence, such that hj
cδ−→ h on D.
The set of deformations h : D → Ω is denoted by D(D,Ω).
A important thing is that H1,2(D,Ω) ⊂ D(D,Ω).
Define
(1.4) E(D,Ω) = inf{E [h] : h ∈ D(D,Ω)}
where E [h] is as in (1.1). A deformation that attains the infimum in (1.4) is called
energy-minimal. It is obvious that EH(D,Ω) > E(D,Ω), but whether the equality
holds is not clear. We now state the existence result proved in [8]
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Proposition 1.5. Suppose thatD and Ω are bounded doubly connected domains in
C such that ModD 6 Mod Ω. There exists a diffeomorphism h ∈ H1,2(D,Ω) that
minimizes the energy among all deformations; that is, E [h] = E(D,Ω) and hence,
EH(D,Ω) = E(D,Ω). Moreover, h is harmonic and it is unique up to a conformal
automorphism of D.
The most important issue in proving Proposition 1.5 was to establish some key
properties of stationary deformations formulated in the next subsection
1.3. Noether harmonic mappings (cf. [4]). We call a mapping h : D → Ω
Noether harmonic if
(1.5)
d
dt
∣∣∣∣
t=0
E [h ◦ φ−1t ] = 0
for every family of diffeomorphisms t → φt : Ω → Ω which depend smoothly
on the parameter t ∈ R and satisfy φ0 = id. The latter mean that the mapping
Y× [0, 0] 3 (t, z)→ φt(z) ∈ Ω is a smooth mapping for some 0 > 0. Not every
Noether harmonic mapping h is a harmonic mapping, however if the mapping h is
a diffeomorphism, then it is harmonic, i.e. it satisfies the equation ∆h = 0.
1.4. Some key properties of Noether harmonic diffeomorphisms. The follow-
ing key properties of the Noether harmonic mappings are derived in the proof of
[10, Lemma 1.2.5]:
1. The function ϕ := gzgz¯ , which is called the Hopf differential, a priori in
L1(D), is holomorphic.
2. If ∂D is C 1,α-smooth then ϕ extends continuously to D, and the quadratic
differential ϕdz2 is real on each boundary curve of D.
Further by using those key properties in [8] (and in [11]) it is shown the following
statement. Let D = A(r,R) be a circular annulus centered at origin, 0 < r < R <
∞, and Ω a doubly connected domain. If g is a stationary deformation, then
(1.6) gzgz¯ ≡ c
z2
in D
where c ∈ R is a constant.
For the constant c obtained in (1.6) we have
Proposition 1.6. [11, Corollary 5.2]. If g is a stationary deformation, then we have
• if ModD < Mod Ω, then c > 0
• if ModD = Mod Ω, then c = 0,
• if ModD > Mod Ω then c < 0.
A sense preserving mapping w of class ACL between two planar domainsX and
Y is called (K,K ′)-quasi-conformal if
(1.7) ‖Dw‖2 6 2KJ(z, w) +K ′,
for almost every z ∈ X. Here K > 1,K ′ > 0, J(z, w) is the Jacobian of w in z
and ‖Dw‖2 = |wx|2 + |w2y| = 2|wz|2 + 2|wz¯|2. For a related definition for the
mappings between surfaces we refer to the paper [23].
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In [12] it was proved that the minimizer belongs to the class of (K,K ′) quasi-
conformal mappings.
Lemma 1.7. [12] Every sense-preserving Noether harmonic map g : A(ρ, 1)→ Ω
is (K,K ′) quasiconformal, where
K = 1 and K ′ =
2|c|
ρ2
,
and c is the constant from (1.6). The result is sharp and for c = 0 the Noether
harmonic map is (1, 0) quasiconformal, i.e. it is a conformal mapping. In this case
Ω is conformally equivalent with A(ρ, 1).
Assume that γ : [0, l] → Γ is the arc-length parametrization of the rectifiable
Jordan curve Γ. Here l = |Γ| is the length of Γ. We say that a continuous mapping
f : T → Γ of the unit circle onto a rectifiable Jordan curve is monotone, if there
exists a monotone function φ : [0, 2pi] → [0, l] so that f(eit) = γ(φ(s)). In a
similar way we define a monotone function between ρT := {z : |z| = ρ} and
Γ. In view of [16, Proposition 5] and Proposition 3.1 below we can formulate the
following simple lemma
Lemma 1.8. Assume that f is a diffeomorphic minimiser of Dirichlet energy be-
tween the annuli Aρ and Ω, where Ω is double connected bounded by the outer
boundary Γ and inner boundary Γ1. Then f has continuous extension up to the
boundary and boundary mapping is monotone in both boundary curves.
2. THE MAIN RESULTS
Theorem 2.1. Let α ∈ (0, 1). Assume that D and Ω are two double connected
domains in the complex plane with C 1,α boundaries. Assume that f is a diffeo-
morphic minimiser of energy (1.1) throughout the class D(D,Ω). Then f has a
C 1,α extension up to the boundary.
Theorem 2.1 and Proposition 1.5 imply the following result:
Corollary 2.2. Assume that D and Ω are two double connected domains in C
with C 1,α boundary. Assume also that Mod(D) 6 Mod(Ω). Then there exists a
minimiser h of Dirichlet energy E and it has a C 1,α extension up to the boundary.
Moreover it is unique up to the conformal change of D.
The minimiser of Dirichlet energy is not always a diffeomorphism when Mod(D) >
Mod(Ω). Moreover it fails to be smooth in the domain if the boundary is not
smooth [2].
Remark 2.3. By using Lemma 1.7, the first author in [12] proved that, a minimiser
of %−energy between double connected domains having C2 boundary is Lipschitz
continuous. The %−energy, is a certain generalization of Euclidean energy, and we
will omit details in this paper.
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2.1. Minimizing mappings and minimal surfaces. SinceD is conformally equiv-
alent to Aρ = {z : ρ < |z| < 1}, for some ρ ∈ (0, 1), we can assume thatD = Aρ.
Since f is harmonic, for every p ∈ ∂Aρ, there is a Jordan domain Dp, containing a
Jordan arc Tp in ∂Aρ, whose interior contains p. Moreover in view of Lemma 1.8,
enlarging Tp if necessary, we can assume that δp := f(Tp) is a Jordan arc contain-
ing q = f(p) in its interior in ∂D. Moreover we can assume that Dp has a C∞
boundary. Assume now that Φp is a conformal mapping of the unit diskD ontoDp.
Moreover, for two different p1, p2, we can chose domains Dp1 to be just rotation
of Dp2 , and the same for Φp1 = e
iςΦp2 . Then fp = f ◦ Φp has the representation
(2.1) fp(z) = g(z) + h(z),
where g(z) = gp(z) and h(z) = hp(z) are holomorphic mappings defined on the
unit disk. Moreover fp is a sense preserving diffeomorphism and this means that
J(z, fp) = |g′(z)|2 − |h′(z)|2 > 0.
Moreover, since
(2.2) 1/Φ0 6 |Φ′p(z)| 6 Φ0,
where Φ0 > 0 depends only on Dp, we obtain that fp is (K,K ′)−quasiconformal
for some constants K > 1 and K ′ > 0.
From (1.6) we have
(2.3) fzfz¯ =
c
z2
, z ∈ Aρ.
It follows from (2.3) and (2.1) that
(2.4) h′pg
′
p = c
(Φ′p(z))2
Φ2p(z)
.
Then it defines locally the minimal surface by its conformal minimal coordinates,
ϕp = (ϕ1, ϕ2, ϕ3), and this is crucial for our approach:
ϕ1(z) = <(g + h)(2.5)
ϕ2(z) = =(g − h)(2.6)
ϕ3(z) = <(2i
√
c log Φp(z)).(2.7)
This can be written
ϕ1(z) = ϕ1(z0) + <
∫ z
z0
(g′(z) + h′(z))dz(2.8)
ϕ2(z) = ϕ2(z0) + <
∫ z
z0
i(h′(z)− g′(z))dz(2.9)
ϕ3(z) = ϕ3(z0) + <
∫ z
z0
2i
√
h′(z)g′(z)dz.(2.10)
Thus the Weierstrass–Enneper parameters are
p(z) = g′(z), q(z) =
√
h′(z)
g′(z)
.
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The first fundamental form is given by ds2 = λ(z)|dz|2, where
λ(z) =
1
2
3∑
j=1
|kj |2.
Here
k1(z) = g
′(z) + h′(z), k2(z) = i(h′(z)− g′(z)), k3(z) = 2i
√
h′(z)g′(z).
Then as in [3, Chapter 10], we get
λ(z) = |p|2(1 + |q|2)2 = |g′(z)|2
(
1 +
|g′(z)|
|h′(z)|
)2
= (|g′(z)|+ |h′(z)|)2.
Let us note the following import fact, the boundary curve of the minimal surface
defined in (2.5) is
ϕp(e
is) = (ϕ1(e
is), ϕ2(e
is), ϕ3(e
is)), s ∈ [0, 2pi),
p ∈ ∂Aρ. Its trace is not smooth in general. However the trace of curve
zp(e
is) = (ϕ1(e
is), ϕ2(e
is))
is smooth as well as the function k3 is smooth in a small neighborhood of p. This
will be crucial in proving our main results.
We will prove certain boundary behaviors of f near the boundary by using the
representation (2.1), and this is why we do not need global representation. The idea
is to prove that f is Lipschitz and has smooth extension up to the boundary locally.
And this will imply the same behaviour on the whole boundary. The conformal
mapping Φp is a diffeomorphism and it is C∞(D), provided the boundary of Dp
belongs to the same class. So we will go back to the original mapping easily.
In the previous part we have showed that every minimizing mapping can be
lifted locally to a certain minimal surface. In the following part we show that in
certain circumstances the lifting is global.
Every harmonic mapping f defined on the annulusAρ can be expressed (see e.g.
[7]) as
f(z) = a0 log |z|+ b0 +
∑
k 6=0
(akz
k + bkz¯
k).
Assume now that f is a diffeomorphic minimiser betweenAρ and Ω and that c < 0,
i.e. Mod(Aρ) > Mod(Ω) (see Proposition 1.6). If a0 = 0, then we have the
following decomposition f(z) = g(z) + h(z), where
g(z) =
∑
k 6=0
akz
k,
and
h(z) =
∑
k 6=0
bkz
k.
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Then we get the following conformal parametrization of a minimal surface Σ, k :
Aρ → Σ, defined by
(2.11) ϕ(z) =
(
<(g + h),=(g − h), 2√−c log 1|z|
)
.
Let us close this subsection with the following explicit example. Let
(2.12) f(z) =
r(R− r)
(1− r2) z¯ +
(1− rR)z
1− r2 .
Then f(z) is a harmonic mapping of the annuli Ar onto AR that minimizes the
Dirichlet energy ([1]). Further, under notation of this subsection we have
p(z) =
1− rR
1− r2
and
q(z) =
√
r(r −R)(1− rR)
(1− r2) z .
Put ϕ1 = <f(z), ϕ2(z) = =f(z) and assume that Mod(Ar) > Mod(AR), i.e.
R > r. Then we have from (2.11) that
ϕ3(z) = <
∫
2iq(z)dz = <
∫
2i2
√
r(R− r)(1− rR)
(1− r2) z dz
= 2
√
r(R− r)(1− rR)
(1− r2) log
1
|z| .
Here
∫
g(z)dz stands for the primitive function of g(z). It follows that (2.12)
defines a global minimal surface by its conformal minimal coordinates ϕ(z) =
(ϕ1(z), ϕ2(z), ϕ3(z)). This minimal graph is a part of the upper slab of catenoid.
(see Figure 1).
FIGURE 1. A part of catenoid over an annulus. Here R = 2/3
and r = 1/2.
We finish this section with a lemma needed in the sequel
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Lemma 2.4. a) Assume that Φ is a holomorphic mapping of the unit disk into itself
so that Φ(1) = 1 and Φ has the derivative at 1. Then
Φ′(1) > 1− |Φ(0)|
1 + |Φ(0)| > 0.
b) Assume that Φ is a holomorphic mapping of the unit disk into the exterior of
the disk rU with Φ(1) = r. Then
Φ′(1) < r
r − |Φ(0)|
|Φ(0)|+ r < 0.
Proof of Lemma 2.4. Consider
F (z) =
(1− Φ(0))(Φ(z)− Φ(0))
(1− Φ(0))(1− Φ(0)Φ(z)) .
Then
F ′(1) =
1 + |Φ(0)|
1− |Φ(0)|Φ
′(1).
Since F (0) = 0, F (1) = 1, it follows that F satisfies the boundary Schwarz
lemma, and therefore F ′(0) is a real positive number bigger or equal to 1. This
implies a).
In order to prove b), consider the auxiliary function g(z) = rΦ(z) . By applying
a) to g we get
g′(1) > 1− |g(0)|
1 + |g(0)| .
Since
Φ′(z) =
−rf ′(z)
Φ2(z)
,
we get
−rΦ′(1)
r2
> 1− |g(0)|
1 + |g(0)|
and so
−Φ′(r) > r
1− r|Φ(0)|
1 + r|Φ(0)|
= r
|Φ(0)| − r
|Φ(0)|+ r .
This finishes the proof. 
3. HO¨LDER PROPERTY OF MINIMISERS
In this section we prove that the minimisers of the energy are global Ho¨lder
continuous provided that the boundary is C 1.
We first formulate the following result
Proposition 3.1 (Caratheodory theorem for (K,K ′) mappings). [13] Let Ω be a
simply connected domain in C whose boundary has at least two boundary points
such that∞ /∈ ∂D. Let f : D → D be a continuous mapping of the unit disk D
onto Ω and (K,K ′) quasiconformal near the boundary T.
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Then f has a continuous extension up to the boundary if and only if ∂D is lo-
cally connected.
For a ∈ C and r > 0, put D(a, r) := {z : |z − a| < r} and define ∆r =
∆r(z0) = D ∩ D(z0, r). Denote by kτ the circular arc whose trace is {ζ ∈ D :
|ζ − ζ0| = τ}.
Lemma 3.2 (The length-area principle). [13] Assume that f is a (K,K ′)− q.c. on
∆r, 0 < r < r0 6 1, z0 ∈ T . Then
(3.1) F (r) :=
∫ r
0
l2τ
τ
dτ ≤ piKA(r) + pi
2
K ′r2 ,
where lτ = |f(kτ )| denote the length of f(kτ ) and A(r) is the area of f(∆r).
Let Γ ∈ C 1,µ, 0 < µ 6 1, be a Jordan curve and let g be the arc length
parameterization of Γ and let l = |Γ| be the length of Γ. Let dΓ be the distance
between g(s) and g(t) along the curve Γ, i.e.
(3.2) dΓ(g(s), g(t)) = min{|s− t|, (l − |s− t|)}.
A closed rectifiable Jordan curve Γ enjoys a b− chord-arc condition for some
constant b > 1 if for all z1, z2 ∈ Γ there holds the inequality
(3.3) dΓ(z1, z2) 6 b|z1 − z2|.
It is clear that if Γ ∈ C 1 then Γ enjoys a chord-arc condition for some b = bΓ > 1.
In the following lemma we use the notation Ω(Γ) for a Jordan domain bounded
by the Jordan curve Γ. Similarly, Ω(Γ,Γ1) denotes the double connected domain
between two Jordan curves Γ and Γ1, such that Γ1 ⊂ Ω(Γ),
The following lemma is a (K,K ′)-quasiconformal version of [24, Lemma 1].
Moreover, here we give an explicit Ho¨lder constant LΓ(K,K ′).
Lemma 3.3. Assume that the Jordan curves Γ,Γ1 are in the class C 1. Then there
is a constant B > 1 depending on Γ and Γ1 with the following property: for
every (K,K ′)− q.c. mapping f between the annulus Aρ and the double connected
domain Ω = Ω(Γ,Γ1) there holds
(3.4) |f(z1)− f(z2)| 6 L|z1 − z2|β
for z1, z2 ∈ T and z1, z2 ∈ rT for β = 1K(1+2B)2 and L = LΓ(K,K ′, B, β, ρ, f).
See appendix below for the proof of Lemma 3.3. We now can state the following
proposition:
Proposition 3.4. Let f be a diffeomorphism miminiser of the energy between the
annulus Aρ and the double connected domain Ω(Γ,Γ1), where Γ and Γ1 are C 1
Jordan curves satisfying chord-arc condition. Then f is Ho¨lder continuous on Aρ.
The proof of Proposition 3.4 follows from Lemma 3.3, Lemma 4.4 below and
compactness property of Aρ.
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4. PROOF OF THE MAIN THEOREM
By repeating the proofs of corresponding result in [20] we can formulate the
following result.
Proposition 4.1. Assume that Γ is a Jordan curve inR3 and assume that ~X(z) =
(X1, X2, X3) : D → R3 is a minimal graph so that ~X(T) = Γ. Assume that ~X
is Ho¨lder continuous in an arc Tp ⊂ T containing p in its interior. If the arc Tp of
T is mapped onto the arc Γp ⊂ Γ so that Γp ∈ C 1,α, then ~X is C 1,α in a small
neighborhood od p i.e. in a domain Dp,δ = {z : |z − p| < δ, |z| 6 1}.
The proof of Proposition 4.1 depends deeply on the proof of a similar statement
in [20]. We observe that, almost all results proved in [20] are of local nature (see
[20, Lemma 5, Lemma 6, Lemma 7]), thus we will not write the details here.
Since the minimising property is preserved under composing by a conformal
mapping, in view of the the original Kellogg theorem [6], we can assume that the
domain is Aρ = {z : ρ < |z| < 1}.
On the other hand, the minimising harmonic mapping has the local representa-
tion (2.5). Here Φp is a C∞ diffeomorphism, and it does not cause any difficulty.
Let p ∈ ∂Aρ be arbitrary, say |p| = 1 (the other possibility is |p| = ρ). Be-
cause the boundary mapping is continuous and monotone, in view of Lemma 1.8,
it follows that, there is a neighborhood Tp which is mapped onto the arc Γp ⊂ ∂D.
Therefore by Theorem 4.1, having in mind the notation from subsection 2.1, the
mapping
~X(z) = ~Xp(z) = {<fp(z),=fp(z),<(2i
√
c log Φp(z))}
is C 1,α in a neighborhood of p, provided the boundary arc is of the same class. But
we do not know that ~X(Tp) ∈ C 1,α. We only know that Φp is a priory in C∞(D)
and δp = fp(Tp) ∈ C 1,α. This will be enough for the proof.
4.1. Proof of Lipschitz continuity. We use the notation from Subsection 2.1. The
constant C that appear in the proof is not the same and its value can vary from one
to the another appearance. Assume that f = u + iv : Aρ → Ω is a diffeomorphic
minimiser, where Aρ = {z : ρ < |z| < 1}. Prove that f is Lipschitz continuous,
provided that ∂Ω ∈ C1,α. Assume that q ∈ Γ = ∂Ω, and assume without loss
of generality that q = 0, and the tangent line at q is the real axis. Then in a
small neighborhood of q, Γ has the following parametrisation γ(x) = (x, φ(x)),
x ∈ (−, ), so that φ(0) = φ′(0) = 0. Assume as we may that, p = 1 and
f(1) = q = 0. And assume that for a small angle Λ : |eiθ − 1| < δ we have
f(Λ) = γ(−, ). We want to localize the problem. We only need to prove that f
is C1,α in small neighborhood of 1. We also work with fp = f ◦Φp : D→ f(Dp)
instead of f , where Φp(1) = 1 as in the previous part of the paper. We will from
time to time use notation f instead of fp, since they behave in the same way in a
small neighborhood of p, because Φp is a priory in C∞
Thus, there exists a function x : Λ→ R so that
f(eit) = (u(eit), v(eit)) = γ(x(eit)) = (x(eit), φ(x(eit))).
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Now we have v = =(f) = =(g+ h) = =(g− h) = <(i(h− g)) and therefore,
(4.1) vθ = <(z(g′ − h′)).
Because δp ∈ C1,α we have as in [20, eq. 3], the following relation
(4.2) |φ(s)−φ(t)| 6 C|s− t|{min{|s|α, |t|α}+ |t− s|α}, |t| < l/2, |s| < l/2.
Assume that p = 1 and f(1) = 0. By using translations and rotations in the domain
and image domain, we will obtain this property, and therefore we do not loos the
generality. Now, an important inequality is the following, which follows from (4.2)
and Lemma 3.3.
(4.3) |v(eit)− v(1)| = |v(eit)| = |φ(x(eit))| 6 C|x(t)|1+α 6 C ′|t|β(1+α)
and
|v(eit)− v(eis)| = |φ(x(t))− φ(x(s))|
6 C|x(s)− x(t)|{min{|x(s)|α, |x(t)|α}+ |x(t)− x(s)|α}(4.4)
and so
|v(eit)− v(eis)| 6 CL1+α0 |s− t|β{min{|s|αβ, |t|βα}+ |t− s|βα}.(4.5)
Here
(4.6) L0 = LΦ0 = L sup
|z|=1,p∈∂Aρ
|Φ′p(z)|,
where L is defined in Lemma 3.3.
In order to continue we collect some results from [20] and [6].
First we formulate [20, Lemma 7] and a relation from its proof:
Lemma 4.2. Assume that F is a bounded holomorphic mapping defined in the unit
disk, so that M = supz∈D |F (z)|. Further assume that for some t0, η, µ 6 pi/2 so
that for −t0 6 t, s 6 t0 we have
|<F (t)−<F (s)| 6M |t− s|µ{min{|t|η, |s|η}+ |t− s|η}.
Then for ζ = τeis, with |s| 6 t0/2, 1/2 6 τ 6 1 we have the estimates
(4.7)
|F ′(ζ)| 6

M1|s|η(1− τ)µ−1 +M2(1− τ)µ+η−1 +M3, if µ+ η < 1;
M1|s|η(1− τ)µ−1 +M2 log 11−τ +M3, if µ+ η = 1;
M1|s|η(1− τ)µ−1 +M2, if µ < 1 ∧ µ+ η > 1;
M1|s|η · log 11−τ +M3, if µ = 1;
M1, if µ > 1;
and
(4.8) |F (τ)− F (1)| 6

N(1− τ)µ+η, if µ+ η < 1;
N(1− τ) log 11−τ , if µ+ η = 1;
N(1− τ), if µ+ η > 1,
and
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(4.9) |F (eis)− F (1)| 6

N |s|µ+η, if µ+ η < 1;
N |s| log 1|s| , if µ+ η = 1;
N |s|, if µ+ η > 1.
Here N , M1,M2,M3 depends on M,η, µ and t0.
By repeating the proof of the theorem of Hardy and Littlewood, [6, Theorem 3,
p. 411] and [6, Theorem 4, p. 414], we can state the following two theorems.
Lemma 4.3. Let µ ∈ (0, 1) and let D = {z = rei(s+s0) : 1/2 6 r 6 1, r ∈
(−, )}. Assume that f is a holomorphic mapping defined in the unit disk so that
|f ′(z)| 6M(1− |z|)µ−1,
where 0 < µ < 1 and z ∈ D. Then the radial limit
lim
τ→1−0
f(τeiθ) = f(eiθ)
exists for every θ ∈ (−, ) and we have there the inequality
|f(w)− f(w′)| 6 N |w − w′|µ, w, w′ ∈ D/2,
where N depends on M and µ. The converse is also true.
Lemma 4.4. Let µ ∈ (0, 1). Assume that f is continuous harmonic mapping on the
closed unit disk and satisfies on a small arc Λ : |eiθ− 1| <  the Ho¨lder condition:
|f(eis)− f(eit)| 6 A|t− s|µ, eit, eis ∈ Λ,
then f satisfies the Ho¨lder condition
|f(z)− f(w)| 6 B|z − w|µ
for z, w ∈ D/2 = {z = reis : 1/2 6 r 6 1, s ∈ (−/2, /2)}.
We now reformulate a result of Privalov [6, p. 414, Theorem 5] in its local form
(w.r.t. the boundary).
Lemma 4.5. Let µ ∈ (0, 1). Assume that f = u + iv is a holomorphic bounded
function defined on the unit disk D and assume that u is Ho¨lder continuous on
|θ − θ0| 6 2, i.e. |u(eit) − u(eis)| 6 M |eit − eis|µ, for |s − θ0| < 2 and
|t − θ0| < 2, then there is a small neighborhood U of eiθ0 in D so that |f(z) −
f(w)| 6M |z − w|µ for z, w ∈ U.
Proof of Lemma 4.5. From Schwarz formula we have
f(ζ) =
1
2pi
∫ 2pi
0
u(eit)
eit + ζ
eit − ζ dt+ iC.
Thus
f ′(ζ) =
2
2pi
∫ 2pi
0
u(eit)eitdt
(eit − ζ)2 =
1
pi
∫ 2pi
0
u(eit)− u(eis)
(eit − ζ)2 e
itdt, ζ = reis.
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Let
U = {z = reis : 1−  6 r 6 1, |s− θ0| 6 }
and ζ = reis ∈ U. Then we get
|f ′(ζ)| 6 1
2pi
∫ pi
−pi
|u(ei(s+t))− u(eis)|
1− 2r cos t+ r2 dt.
If t ∈ [−pi, pi], then
1− 2r cos t+ r2 > (1− r)2 + 4r
pi2
t2.
Further, if s ∈ (θ0 − , θ0 + ), t ∈ (−, ) then we get
|u(ei(s+t))− u(eis)| 6 K|t|µ.
If t ∈ [−pi, pi] \ (−, ), then
|u(ei(s+t))− u(eis)| 6 2M = 2M
µ
|t|µ.
The conclusion is that
|f ′(ζ)| 6 N
(1− |ζ|)1−µ ,
for ζ ∈ U. Then from Lemma 4.3 we get the desired result.

Now we continue the proof of Lipschitz continuity started before Lemma 4.2.
For Fp(z) = i(h(z)− g(z)) we get
(4.10) |F ′(τ)| 6 C(1− τ)(1+α)β−1,
for 1/2 6 τ < 1. Since w = 1 is not a special point, we get that
(4.11) |F ′p(z)| 6 C(1− |z|)(1+α)β−1,
for all z near Φ−1(Tp), where Tp is the part of the boundary ∂Aρ.
Then from (4.11) and Theorem 4.3 we get that Fp is C0,(1+α)β in a small neigh-
borhood of Φp(p) which is subset of Tp ⊂ T.
Let
(4.12) Gp(z) = g(z) + h(z).
Then we have
(4.13)
(
G′p(z)
)2
+
(
F ′p(z)
)2
= 4g′p(z)h
′
p(z) = 4
(Φ′(z))2
Φp
2(z)
.
Since 4 (Φ
′(z))2
Φp2(z)
is bounded, it follows from (4.13) that Gp is (1 + α)β Ho¨lder
continuous. Namely
∣∣∣G′p(z)(1− |z|)1−(1+α)β∣∣∣2 6 ∣∣∣∣2 Φ′(z)Φp(z)(1− |z|)1−(1+α)β
∣∣∣∣2
+
∣∣∣F ′p(z)(1− |z|)1−(1+α)β∣∣∣2 6 N0.
MINIMISERS AND KELLOGG’S THEOREM 15
Now we have
(4.14) hp =
1
2
(iFp +Gp), gp =
1
2
(−iFp +Gp).
Since fp = gp + hp and fp(eit) = γ(xit), where γ(x) = (x, φ(x)) ∈ C1,α, it
follows that
(4.15) x ∈ C0,(1+α)β(Λ).
Observe that β < 1/2 and so β(1 + α) < 1.
Chose β < 1/2 so that none of numbers (1 +α)kβ is equal to 1 for every k. Let
n be so that (1 +α)nβ < 1 < (1 +α)n+1β. Then by successive application of the
previous procedure we get
|F ′p(z)| 6M(1− |z|)(1+α)
nβ−1, z = ρeis, 1/2 < ρ < 1, s ∈ (−t0, t0),
and
|G′p(z)| 6M(1− |z|)(1+α)
nβ−1, z = ρeis, 1/2 < ρ < 1, s ∈ (−t0, t0).
Then we get
|Fp(w)− Fp(w′)| 6 N |w − w′|(1+α)nβ, w, w′ ∈ U,
|Gp(w)−Gp(w′)| 6 N |w − w′|(1+α)nβ, w, w′ ∈ U,
where N depends on M and µ and so
|Fp(eit)− Fp(eis)| 6 N |s− t|(1+α)nβ,
and
|Gp(eit)−Gp(eis)| 6 N |s− t|(1+α)nβ,
for |s− t0| < , |s− t0| < . Thus x ∈ C0,(1+α)nβ(Λ), and, as in (4.4) and (4.28)
we get
|fp(eit)− fp(eis)|
6 CL1+α0 |s− t|(1+α)
nβ{min{|s|(1+α)nαβ, |t|(1+α)nαβ}+ |t− s|(1+α)nαβ}.
From Lemma 4.2, for µ = (1 + α)nβ and η = (1 + α)nαβ, by choosing s = 0,
we get
(4.16) |Fp′(τ)| 6M2.
Since the functions F ′p(z) and 4
(Φ′(z))2
Φp2(z)
are bounded in [1/2, 1], it follows that
Gp
′(z) is also bounded in [1/2, 1]. Let M0 > 0, so that
|F ′p(τ)| 6M0, |Gp′(τ)| 6M0, τ ∈ (1/2, 1].
Recall that
h =
1
2
(iF +G), g =
1
2
(−iF +G).
Thus we get
|Dfp(τ)| = |g′(τ)|+ |h′(τ)| 6 2M0.
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Then we get
(4.17) |Df(τ)| = |fζ(τ)|+ |fζ¯(τ)| 6 2L0M2, ρ 6 τ 6 ρ1 ∨ ρ2 < τ < 1,
where ρ1 < ρ2 are certain positive constants. Since the real interval [ρ, 1] has not
a special geometric geometric character for Aρ, we get that
(4.18) |Df(z)| = |fζ(z)|+ |fζ¯(z)| 6 2Φ0M2, z ∈ Bρ(ρ1, ρ2),
where Bρ(ρ1, ρ2) = {z = τeis : ρ < τ 6 ρ1 ∨ ρ2 < τ < 1, s ∈ [0, 2pi)}, and Φ0
is defined in (2.2).
Since f ∈ C∞(Aρ) we get f ∈ C 0,1(Aρ) as claimed.
4.2. The miniser is C1,α up to the boundary. We continue to use the notation
from Subsections 4.1 and 2.1. The constant C that appear in the proof is not the
same and its value can vary from one to the another appearance. Assume that
f = u + iv : Aρ → Ω is a diffeomorphic minimiser, where Aρ = {z : ρ <
|z| < 1}. Then it is C 1,α(Aρ), provided that ∂Ω ∈ C1,α. Assume that p = 1 and
f(p) = 0 = q ∈ ∂Ω. We only need to prove that f is C1,α in small neighborhood
of 1. We also work with fp = f ◦Φp : D→ f(Dp) instead of f , where Φp(1) = 1
as in the previous part of the paper. We will show that fp ∈ C 1,α(Φ−1p (Dp)), where
Dp is a small neighborhood of p.
Since f , is a diffeomorphism, there exists a non-decreasing continuous function
x : Λ→ R so that
f(eit) = u(eit) + iv(eit) = G(x(eit)).
We can also assume that
(4.19) ∂tx(eit) > 0
for almost every t, because f is a restriction of a harmonic diffeomorphism between
domains and consequently it is monotone at the boundary.
We proved that f is Lipschitz continuous. We know as well that φ ∈ C1,α. Thus
we have x is Lipschitz continuous.
Further
|φ(x)− φ(0)− φ′(0)x|
|x|1+α =
|φ′(θx)− φ′(0)|
|x|α 6 C,
where θ ∈ (0, 1). Since
(4.20) v(eiθ) = φ(x(eiθ))
we get
(4.21) |v(eiθ)− v(1)| = |φ(x(eiθ))| 6 C|x(eiθ)|1+α.
It follows from (4.21) that v is differentiable with respect to θ for θ = 0, i.e. in
1 and
(4.22) ∂θv(1) = ∂θv(eiθ)|θ=0 = 0.
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Therefore
|∂θv(eiθ)− ∂θv(1)| = |∂θv(eiθ)|
= |φ′(x(eiθ))| · |∂θx(eiθ)|
6 C|(x(eiθ))| 6 C|θ|α
(4.23)
From (4.1), by repeating the proof of Lemma 4.5, we conclude that
(4.24) |(z(g′ − h′))′(τ)| 6 C(1− τ)α−1, 1/2 6 τ 6 1.
Let
k1(z) = i(g
′(z) + h′(z)), k2(z) = (h′(z)− g′(z)).
In view of (2.4)
k3(z) =
√
4h′(z)g′(z) =
√
4c
(Φ′p(z))2
Φ2p(z)
.
Then from (4.24) we have that the following limit
k2(1) := lim
τ→1
k2(τ)
exists. Moreover we have
(4.25) |k2(1)− k2(τ)| 6 C(1− τ)α, 1/2 6 τ 6 1.
We conclude that
k3(1) = 2 lim
r→1
√
h′(r)g′(r)
exists and
(4.26) |k3(1)− k3(τ)| 6 C|1− τ |α, 1/2 6 τ < 1.
Further since
x(eiθ) = u(eiθ) = <(f(eiθ)) = <(g + h),
we get
(4.27) ∂θu(eiθ) = <
[
i(g′(eiθ) + h′(eiθ))
]
> 0.
Then the following equality is crucial in our approach
(4.28) k21 + k
2
2 + k
2
3 = 0.
We now proceed as J. C. C. Nitsche did in [20]. So k21(τ) = −k22(τ)− k23(τ).
It follows that the following limit
k21(1) := lim
τ→1
k21(τ) = −k22(1)− k23(1),
exists. Therefore we get
|k1(1)2 − k1(τ)2| = |k22(1)− k22(τ) + k23(1)− k23(τ)|.
Then from (4.25) and (4.26) we get
(4.29) |k1(τ)2 − k1(1)2| 6 C|τ − 1|α ≡ , 1/2 6 τ < 1.
From (4.22) we get
<(k2(1)) = 0.
18 DAVID KALAJ AND BERNHARD LAMEL
Further, from (4.28), we have
(4.30) <(k1(1))=(k1(1)) + <(k2(1))=(k2(1)) + <(k3(1))=(k3(1)) = 0
and
<2(k1(1)) + <2(k2(1)) + <2(k3(1))
= =2(k1(1)) + =2(k2(1)) + =2(k3(1)).
(4.31)
Notice the following important, the relations (4.30) and (4.31) make sense for
almost every p ∈ ∂Aρ. We assume that p = 1 is one of such points. From
Lemma 2.4 it follows that k3(1) is a real or an imaginary number. Therefore we
have <(k3(1))=(k3(1)) = 0. Thus <(k1(1))=(k1(1)) = 0.
Now we divide the proof into two cases, and remember that the case c = 0
coincides with the the case when the minimiser is a conformal biholomorphism:
(1) We first consider the case c < 0 and put ξ = 1. In this case <k3(1) = 0.
But then cannot be =(k1(1)) 6= 0, because in that case <(k1(1)) = 0, and
therefore by (4.31), we get =2(k1(1)) +=2(k2(1)) +=2(k3(1)) = 0. The
conclusion is that =(k1(1)) = 0. Observe also that
(4.32) k1(1) 6= 0.
To show (4.32), assume that k1(1) = 0, then again=2(k1(1))+=2(k2(1))+
=2(k3(1)) = 0 and thus c = 0.
(2) Then we consider the case c > 0 and put ξ = −isign=k1(1) if=k1(1) 6= 0
and ξ = 1 for the case =k1(1) = 0 .
Then we apply the following lemma for w1 = ξk1(τ) and w2 = ξk1(1) and for
 defined in (4.29)
Lemma 4.6. [20] Let w1 = a+ ib and w2 = ω be complex numbers satisfying the
inequalities ω > 0 and |w21−w22| 6  for some  > 0. Then either |w1−w2| 6 3
√

or |w1| >
√
 and a < 0, ω > 0.
Then as in [20] we get
(4.33) |k1(τ)− k1(1)| 6 C(1− τ)α/2, 1/2 6 τ < 1.
From (4.25), (4.26) and (4.33), and rememering that w = 1 is not a point with
special behaviour we get the inequalities
(4.34) |ki(τeit)− ki(eit)| 6 C(1− τ)α/2, 1/2 6 τ < 1, i = 1, 2
where t ∈ (−t0, t0) \ E, where the Lebesgue measure of E is 0.
Further as in [20] we obtain that
|kj(eit)− kj(eis)| 6 C|s− t|
α
α+2 , j = 1, 2
and t, s ∈ (−t0, t0). The same behavior has k3 a priory. From this it follows that
(4.35) kj ∈ C 0,
α
α+2 (Dw), j = 1, 2, 3.
Since
v(eiθ) = φ(x(eiθ)),
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we get
vθ(e
iθ) = φ′(x(eiθ))xθ(eiθ)
and thus for t, s ∈ (−t0, t0)
|vθ(eis)− vθ(eit)| = |φ′(x(eis))xθ(eis)− φ′(x(eit))xθ(eit)|
6 |φ′(x(eis))− φ′(x(eit))| · |xθ(eis)|
+ |φ′(x(eit))|xθ(eis)− xθ(eit)|
(4.36)
and
|vθ(eit)− vθ(eis)| = |φ′(x(eit))xθ(eit)− φ′(x(eis))xθ(eis)|
6 |φ′(x(eit))− φ′(x(eis))| · |xθ(eit)|
+ |φ′(x(eis))|xθ(eit)− xθ(eis)|
(4.37)
Therefore by using (4.36), (4.37) and (4.35) we get
(4.38) |vθ(eis)− vθ(eit)| 6 C
(
|s− t|α + |s− t| α2+α min{|t|α, |s|α}
)
.
By using Lemma 7, once for µ = α, η = 0, and the second time for µ =
α/(α+ 2) and η = α we get
|k2(eis)− k2(1)| 6 C|s|α, |s| 6 s0/2
We have a priory this inequality for k3.
As in [20] we get the next estimate
(4.39) |k21(eis)− k21(1)| 6 2 + 2|k1(1)|,
for  = C|s|α.
Now we put w1 = ξk1(eis) and w2 = ξk1(1) in the following lemma
Lemma 4.7. [20] Let w1 = a+ ib and w2 = ω be complex numbers satisfying the
inequalities a > 0 and ω > 0 and |w21 − w22| 6 2 + 2ω for some  > 0. Then
|w1 − w2| 6 5.
Since k1 is continuous, in view of (4.39), and ξk1(1) > 0 or (4.27) when
k1(1) = 0, Lemma 4.7 implies
|k1(eis)− k1(1)| 6 C|s|α, |s| 6 s0/2.
Since w = 1 is not a point with a special geometric character, we conclude that
k1, k2 ∈ C0,α(Dw). Thus
h(z) =
1
2
∫ z
0
(k2(ζ)− ik1(ζ))dζ
and
g(z) = −1
2
∫ z
0
(k2(ζ) + ik1(ζ))dζ
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belongs to the class C 1,α in a small neighborhood of p, say Tp ⊂ ∂Aρ contain-
ing p in its interior. By using compactness property as in the proof of Lipschitz
continuity, we get that f ∈ C 1,α(Aρ) as claimed.
Thus we have finished the proof of Theorem 2.1.
5. CONCLUDING REMARK
We expect that the following statement is true:
Conjecture 5.1. If Mod(D) 6 Mod(Ω) then the diffeomorphic minimiser of
Dirichlet energy has a C1,α diffeomorphic extension up to the boundary, provided
D and Ω have C 1,α boundary.
This conjecture is motivated by the existing result described in Proposition 1.5
and the example presented in (2.12) of the unique minimiser (up to the rotation) of
Dirichlet energy between annuli Ar and AR, that maps the outer boundary onto the
outer boundary (see [1] for details). The mapping is a a diffeomorphism between
Ar and AR, provided that
(5.1) R <
2r
1 + r2
.
If R = 2r
1+r2
, and 0 < r < 1, then the mapping w(z) = r
2+|z|2
z¯(1+r2)
is a harmonic
minimiser (see [1]) of the Euclidean energy of mappings between A(r, 1) and
A( 2r
1+r2
, 1), however |wz| = |wz¯| = 11+r2 for |z| = r, and so w is not bi-Lipschitz.
Note that (5.1) is satisfied provided that ModAr 6 ModAR. The inequality
(5.1) (with 6 instead of <) is neccessary and sufficient for the existence of a har-
monic diffeomorphism between Ar and AR a conjecture raised by J. C. C. Nitsche
in [21] and proved by Iwaniec, Kovalev and Onninen in [7], after some partial
results given by Lyzzaik [19], Weitsman [27] and Kalaj [14]. If
R >
2r
1 + r2
,
then the minimiser of Dirichlet energy throughout the deformations D(Ar,AR) is
not a diffeomorphism ( see [1] and [2, Example 1.2]).
We want to refer to one more interesting behavior that minimisers of energy
share with conformal mappings. Namely, if f is a diffeomorphic minimiser of
Dirichlet energy between the domains Aρ and Ω(Γ,Γ1) so that Γ and Γ1 are con-
vex, then f(tT) is convex for t ∈ (ρ, 1) [16]. Further if Γ and Γ1 are circles, then
f(tT) is a circle [17].
6. APPENDIX
Proof of Lemma 3.3. Let Φ be a conformal mapping of Ω(Γ) onto the unit disk ,
where Ω(Γ) is the Jordan domain bounded by Γ, so that Φ(f(1)) = 1, Φ(f(e±i
2pi
3 )) =
e±i
2pi
3 .
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Then Φ ◦ f is a normalized (K1,K ′1) quasiconformal mapping near T ⊂ ∂Aρ.
For a ∈ C and r > 0, put D(a, r) := {z : |z − a| < r}. Since Φ is a dif-
feomorphism near T, the inequality (3.4) will be proved for f if we prove it for
Φ ◦ f .
It is clear that if z0 ∈ T, then, because of normalization, f(T ∩ D(z0, 1)) has
common points with at most two of three arcs w0w1, w1w2 and w2w0. (Here w0,
w1, w2 ∈ Γ divide Γ into three arcs with the same length such that f(1) = w0,
f(e2pii/3) = w1, f(e4pii/3) = w2, and T ∩D(z0, 1) do not intersect at least one of
three arcs defined by 1, e2pii/3 and e4pii/3).
Let κτ = {t ∈ [0, 2pi] : z0 + τeit ∈ kτ}. Let lτ = |f(kτ )| denotes the length
of f(kτ ). Let Γτ := f(T ∩ D(z0, τ)) and let |Γτ | be its length. Assume w and
w′ are the endpoints of Γτ , i.e. of f(kτ ). Then |Γτ | = dΓ(w,w′) or |Γτ | = |Γ| −
dΓ(w,w
′). If the first case holds, then since Γ enjoys the B−chord-arc condition,
it follows |Γτ | 6 B|w −w′| 6 Blτ . Consider now the last case. Let Γ′τ = Γ \ Γτ .
Then Γ′τ contains one of the arcs w0w1, w1w2, w2w0. Thus |Γτ | 6 2|Γ′τ |, and
therefore
|Γτ | 6 2Blτ .
Using the first part of the proof, it follows that the length of boundary arc Γr
of f(∆r) does not exceed 2Blr which, according to the fact that ∂f(∆r) = Γr ∪
f(kr), implies
(6.1) |∂f(∆r)| 6 lr + 2Blr.
Therefore, by the isoperimetric inequality
A(r) 6 |∂f(∆r)|
2
4pi
6 (lr + 2Blr)
2
4pi
= l2r
(1 + 2B)2
4pi
.
Employing now (3.1) we obtain
F (r) :=
∫ r
0
l2τ
τ
dτ 6 Kl2r
(1 + 2B)2
4
+
piK ′
2
r2.
Observe that for 0 < r 6 1− ρ there holds rF ′(r) = l2r . Thus
F (r) 6 KrF ′(r)(1 + 2B)
2
4
+
piK ′
2
r2.
Let G be the solution of the equation
F (r) = KrF ′(r)
(1 + 2B)2
4
+
piK ′
2
r2
defined by
G(r) =
piK′
2
K (1+2B)
2
4 + 1
r2 =
2piK ′
K(1 + 2B)2 + 4
r2.
It follows that for
β =
2
K(1 + 2B)2
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there holds
d
dr
log([F (r)−G(r)] · r−2β) > 0,
i.e. the function [F (r)−G(r)] · r−2β is increasing. This yields
[F (r)−G(r)] 6 [F (1− ρ)−G(1− ρ)](r/(1− ρ))2β
6 C(K,K ′, B, β, ρ, f)r2β.
Now for every r 6 1− ρ there exists an r1 ∈ [r/
√
2, r] such that
F (r) =
∫ r
0
l2τ
τ
dτ >
∫ r
r/
√
2
l2τ
τ
dτ = l2r1 log
√
2.
Hence,
l2r1 6
C1(K,K
′, B, β, ρ, f)
log 2
r2β.
If z is a point with |z| 6 1 and |z − z0| = r/
√
2, then by (6.1)
|f(z)− f(z0)| 6 (1 + 2B)lr1 .
Therefore
|f(z)− f(z0)| 6 H|z − z0|β,
where
H = H(K,K ′, B, β, ρ, f).
Now for z1, z2 ∈ T, then the arch (z1, z2) can be divided into Q = Q(ρ) equal
arcs by points w0, . . . , wQ, so that |wi − wi+1| 6 ρ. Then we get the inequality
|f(z1)− f(z2)| 6
Q∑
j=1
|f(wj)− f(wj−1)| 6 QH|w1 − w2|α 6 Q2H|z1 − z2|α.
Thus
(6.2) |f(z1)− f(z2)| 6 L(K,K ′, B, β, ρ, f)|z1 − z2|β.
In order to deal with the inner boundary, we take the composition
F (z) =
1
f(ρ/z)− a,
which maps the annulus Aρ into Ω′ = {1/(z − a) : z ∈ Ω}. Here a is a point
inside the inner Jordan curve. Then Ω′ = Ω′(Γ′,Γ′1) is a double connected domain
with C 1,α boundary.
Now we construct a conformal mapping Φ1 between the domain Ω(Γ′) and the
unit disk and repeat the previous case in order to get that the inequality (3.4) does
hold in both boundary components.

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