§0 Introduction
Homogeneous objects are often defined in terms of their automorphism groups. Rado's graph Γ, also known as the countable random graph, has the property that for any isomorphism f between two finite induced subgraphs of Γ there is an automorphism of Γ extending f . This property is the homogeneity of Rado's graph; and any graph whose automorphism group satisfied this condition is called homogeneous.
The automorphism group of Rado's graph was studied by Truss in [T2] , and shown to be simple. Truss studied also the group AAut(Γ) of almost automorphisms of Rado's graph (see [T3] and also [MSST] ). This is a highly transitive group extending Aut(Γ) (where "highly transitive" stands for "n-transitive for all n"; the group Aut(Γ) is not highly transitive).
In this paper we shall study homogeneous families of sets over infinite sets. Our definition of homogeneity of a family of sets implies that its automorphism group satisfies, among other conditions, that it is highly transitive. However, while all homogeneous graphs over a countable set are classified (see [LW] ), this is not the case with homogeneous families over a countable set.
We shall show that there are 2 2 ℵ 0 isomorphism types of homogeneous families over a countable set. This is done in Section 4. From the proof we shall get 2 2 ℵ 0 many permutation groups, each acting homogeneously on some family over ω, and each being isomorphic to the free group on 2 ℵ 0 generators, but such that no two are conjugate in Sym(ω).
In Section 3 we prove the existence of a bi-universal homogeneous family over any given infinite set. The definitions of bi-embedding and bi-universality are generalization of definitions made by Truss in his study of universal permutation groups [T1] . A short survey of results concerning the existence of universal objects can be found in the introduction to Homogeneous families were studied in [GGK] (where they were treated as bipartite graphs). There it was shown that the number of isomorphism types of homogeneous families over ω of size ℵ 1 is independent of ZFC and may be 1 as well as 2 ℵ 1 in different models of set theory.
Model theorists will recognize that uncountable homogeneous families over a countable set are examples of two-cardinal models which are ω-homogeneous as well. Set theorists may be interested in the following 0.1 Problem: Is it consistent that 2 ℵ 0 is large and that in some uncountable λ < 2
there is a maximal homogeneous family (with respect to inclusion)?
We wish to remark finally that the existence of 2 2 ℵ 0 isomorphism types of homogeneous families over ω follows from a general theorem about non-standard logics [Sh-c, VIII, §1] (for more details see also [Sh 266]) . The virtue of the proof here (besides being elementary) is its explicitness and the information it gives about the embeddability of an arbitrary family in a homogeneous one.
NOTATION We denote disjoint unions by∪ and .
. A natural number n is the set {0, 1, . . . n − 1} of all smaller natural numbers. §1 Getting started Let F ⊆ P(A) be a family of subsets of a given infinite set A. An automorphism of F is a permutation σ ∈ Sym(A) which satisfies that X ∈ F ⇔ σ[X] ∈ F for every X ⊆ A. (By
is the group of all automorphisms of F .
One way of defining when a family F ⊆ P(A) is homogeneous is to demand that the bipartite graph A, F , ∈ is homogeneous, namely that every finite partial automorphism of this graph which respects the sides extends to a total automorphism. We shall write a more complicated (though equivalent) definition. This will be needed in what follows.
Definition: Suppose F ⊆ P(A) is a given family of subsets of a set
We denote by D = D(A, F ) the set of all demands on F . Let FG(D) be the free group over the set D(A, F ). We say that an automorphism g ∈ Aut(F ) satisfies a demand d if
We call a partial homomorphism ϕ : When ϕ is a homomorphism as above, we say that ϕ testifies the homogeneity of F .
When the set A is clear from the context, we write D(F ) instead of D(A, F ).
Examples:
(1) The family F = {{x} : x ∈ A} of all singletons is homogeneous. In [GGK] the following was proved:
1.4 Theorem: Every homogeneous family of subsets of an infinite set A satisfies exactly one of the conditions below: In this section we exhibit a method of constructing homogeneous families as direct limits. This method will be used in the following sections.
Homogeneity is not, in general, preserved under usual direct limits of families. For example, an increasing union of homogeneous families need not be homogeneous itself. We therefore consider here a stronger relation of embeddability, called here "multi-embeddability", which, roughly speaking, preserves the satisfaction of previously satisfied demands. Direct limits of this relation can be made homogeneous, as we shall presently see.
Definition: Let
(and write Φ :
And the following rules hold for
We say that a multi-embedding Φ is successful if in addition to the conditions above also the following holds
2.2 Definition: Suppose I is a directed set and Proof: : We first recall the definition of a direct limit.
An equivalence relation ∼ is defined over 
We let
(1) x * ∈ X * iff there is some i ∈ I and x ∈ A i , X ∈ F i such that x ∈ X and Φ i (x) = x * ,
We leave verification of this to the reader and that the following hold.
* is a successful embedding for every i ∈ I.
Homogeneity of F * follows readily from (c) and (d) above.
The result proved in this section is the existence of a bi-universal member in the class of homogeneous families over a given infinite set.
Let us make the following definition:
We observe that if f : M → N is a bi-embedding then f induces an embedding of Aut(M ) into the group of all restrictions to f [M ] of elements in the set-wise stabilizer of
; that is, an embedding as permutation groups (see [T1] ). We can think of a bi-embedding as a simultaneous embedding of both a structure and its automorphism group.
Definition:
A structure M * in a class of structures K is bi-universal if for every
Remarks:
(1) The definition of embedding of permutation grpups (see [T1] ) is obtained by from this one by adding the condition that Φ is onto.
(2) Example 1.3 (1) above indicates that if a bi-universal family F * over a set A * exists, then for some A ⊆ A * of cardinality |A * | the restrictions of automorphisms of F * to
A include the full symmetric group Sym(A).
Lemma: For every infinite
and a successful multi-embedding
We specify the points of B. A point in B is a finite function from the power set of a finite subset of A to {0, 1}, namely f ∈ B ⇔ f :
finite. We let Φ↾A = id. For X ∈ F we define Φ(X) as follows: Φ(X) = X ∪ {f ∈ B :
for all X ⊆ D f . It is straightforward to verify that Φ↾Sym(A) is a group monomorphism.
We verify condition (c) in the definition of successful embedding (definition 2.1 above).
Suppose X ⊆ A and σ ∈ Sym(A) are given.
The definition of Φ↾D(P(A) is determined uniquely by condition (b) in 2.1 above. We need to specify ϕ ′ and prove that (d) holds. For this we notice that:
3.5 Claim: The family F = {Φ(X) : X ⊆ A} satisfies that for every finite function τ :
has the same cardinality as A∪B. Proof: The proof of this is well known.
(This means, informally, that every "cell" in the Venn diagram of domf Φ(d) and every "cell" of the Venn diagram of ranf Φ(d) is of cardinality |A∪B|). Therefore it is trivial to
let us pick by claims 3.5 and 3.6 above a permutation ϕ
3.7 Theorem: Suppose A 0 is a given infinite set. There is a successful direct system of Proof: By Theorem 3.7 there is a successful direct system of embeddings
By Theorem 2.3 and the side remark 2.4 it follows that the family F * obtained by the direct limit is a homogeneous family of subsets of a set A * * of size |A * |, and we may assume that A * * = A * . The canonical map Φ 0 is a successful multi-embedding, and therefore in particular a bi-embedding. Let A be the image of A 0 under Φ 0 . As
The number of isomorphism types of homogeneous families over ω
In this section we make a second use of the method of direct limits as introduced in Section 2 to determine the number of isomorphism types of homogeneous families over a countable set. It was conjectured in [GGK] that this number is the maximal possible, namely 2
An isomorphism between two families F 0 ⊆ P(A 0 ) and
To obtain 2 2 ℵ 0 non isomorphic homogeneous families over a countable set, it is enough to obtain 2 2 ℵ 0 different such families; for then dividing by isomorphism, the size of each class is 2 ℵ 0 , and therefore there are 2 ℵ 0 classes (see below).
The technique used to achieve this is embedding a family F ⊆ P(A) in a homogeneous
In other words, we will "homogenize" a family F "without adding sets" to F . Thus, starting with distinct F -s we obtain distinct homogeneous F ′ -s.
Lemma:
There is a pair of countable sets A 0 ⊆ A * (in fact, for every pair A 0 ⊆ A * of countable sets satisfying A * \ A 0 infinite) such that for every family F ⊆ P(A 0 ) satisfying
This lemma determines the number of isomorphism types of homogeneous families over a countable set: 
We prepare for the proof lemma 4.1. Before plunging into the formalism, let us state the idea behind the proof. We use the set of demands over a family and the free group associated with this set to construct a successful extention in which the automorphisms act freely. Thus, we can control sets in the orbit of an "old" set so that their intersections with the "old" set is either finite or "old".
We To prove lemma 4.1 we need an expansion of the technique of direct limits by some more structure. This is needed to enable us to handle uncountably many demands by adding just countably many points. We first define (a particular case of) inverse systems.
Then we form direct limits of inverse systems to obtain a pair of sets as required by the lemma.
Definition: a sequence
called an inverse system if:
(2) A m and F m are countable 
Definition:
Given an inverse system T = T m : m < ω we define the inverse limit
For every x ∈ A * let m(x) be the least m such that
for all but finitely many m}. For X ∈ F * we let m(X) be the least such that X ∩ A m ∈ F m for every m ≥ m(X).
We call X ∈ F * bounded if X ⊆ A m for some m.
(c) G * = {g ∈ Sym(A * ) : (g↾A m ∈ G m ) for all but finitely many m}. Let m(g) be the least such that g↾A m ∈ G m for every m ≥ m g . 
It is easy to verify that
G * ⊆ Aut(F * ). (d) D * = D(F * )
It is easy to verify that for every
We shall construct a two dimensional system T = T We want that ξ n+1 (c)↾B n n+1 to depend only on c↾A n n whenever c↾A m n is defined.
For all other points in B n+1 , we let ξ n+1 (c)(xw) = xw • (c↾A 
Clearly, A n+1 is invariant under ξ n+1 (w) for every w ∈ FG(D n ), and also A 
In the right hand side we mean that f
4.10 Fact: For every old w ∈ FG(D n ) and every X ∈ F n it holds that Φ n+1 n
The proof of the fact is straightforward using induction on word length.
Claim:
For every w ∈ FG(D n ) and every X ∈ F n there is m ≥ m w such that 
Now we can define : T n → T n+1 is a multi-embedding of inverse systems.
T n . We show that the conclusion of lemma 4.1 holds for the pair of sets A 0 and A * . Clearly, these sets are countable and A 0 ⊆ A * . So all we need is:
4.14 Claim: For every family F ⊆ P(A 0 ) which includes Fin(A 0 ) there is a homogeneous
Proof: Suppose that F ⊆ P(A 0 ) is a family which includes Fin(A 0 ). We work by induction on n and define F ′ n ⊆ P(A n ) for every n:
(1) Every G α is isomorphic to the free group on 2 ℵ 0 generators.
(2) Every G α testifies the homogeneity of some family F α ⊆ P(ω) (1) and (2) in the corollary. To obtain (3), divide by the relation "isomorphic via a permutation of ω", and pick a member from every equivalence class. As in each class there are 2 ℵ 0 many members at the most, we get that there are
We now wish to show that there is no homogeneous family over ω such that every homogeneous family over ω is isomorphic to one of its subfamilies. This will follow from the next lemma about the number of pairwise incompatible homogeneous families over a countable set. Two families over ω are incompatible if for some X ⊆ ω the set X belongs to one family while the set ω \ X belongs to the other. For every X ⊆ ω let us denote X 0 := X and X 1 := ω \ X.
Lemma:
There is a collection {F α : α < 2 2 ℵ 0 } of pairwise incompatible homogeneous families over ω.
Corollary:
There is no homogeneous family over ω such that every homogeneous family over ω is isomorphic to one of its subfamilies.
Proof: (of Corollary) Suppose to the contrary that F * is a homogeneous family over ω with this property. By Lemma 4.16 pick a collection {F α : α < 2 2 ℵ 0 } of pairwise incompatible homogeneous families over ω. For each α < 2 2 ℵ 0 fix a permutation σ α which embeds F α in F * . By the pigeon hole principle there are α < β < 2 2 ℵ 0 and a permutation σ such that σ α = σ β = σ. As F α and F β are incompatible, let us find a set X ⊆ ω such that X 0 ∈ F α and X 1 ∈ F β . Now σ α (X 0 ) = σ(X 0 ) ∈ F * , and σ β (X 1 ) = σ(X 1 ) ∈ F * . This means that in F * there is a set and its complement. This contradicts Theorem 1.4 that states that there is no homogeneous family over ω that contains a set and its complement. ⌣ · · i 4.17
We prove now lemma 4.16.
Proof:
We use the direct system of inverse systems from the proof of lemma 4.1. The pairwise disjoint families will be over A * rather than over ω, but as this is a countable set this makes no difference.
Let the variable η range over the set of all functions η : P(A 0 ) → 2 which satisfy What we shall do now is refine the extension operation is such a way that not only the projection on A 0 is preserved, but also the disjointness of X 0 and X 1 . This will be achieved by removing some of the points of A * .
We define by induction on n a subsetD n ⊆ D n and a subset E n ⊆ A n . Restricting ourselves to the points of E = n E n will provide the desired conservation property. We remove, thus, from the collection of demands all demands which mention simultaneously a set and its complement in their range.
Let us now define E 1 as follows:
The variation on to the proof of 4.1 is that only a proper subset of words is being We refer to the resulting extended function also as η to avoid cumbersome notation.
For every η letF η,1 = {X ∈F 1 : η(X) = 1}. Now defineD 1 = η D(F η,1 ).
Define E n+1 e'zF n+1 as before. We should check the following:
4.20 Claim: For all X ∈F n it holds that Φ n+1 n
Proof: By induction of word length. The case which should be added to the proof of 4.19
is the case when c as old, and is easily verified.
Having done the induction, we set E = n E n . For every η : P(E 0 ) → 2 let F ′ η be the homogeneous family obtained from F η as in the proof of 4.1. The reader will verify that (1) For every X ⊆ E 0 it holds that Φ 0 (X 0 ) ∩ Φ 0 (X 1 ) ∩ E = ∅ (2) For every η : P(E 0 ) → 2 the family F ′ η ↾E is homogeneous. This completes the proof.
⌣ · · i 4.16
