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Abstract
In recent years, machine learning techniques have been proposed to create classification
maps from remote sensing images. These techniques can be divided into pixel- and region-
based image classification methods. This work concentrates on the second approach, since
we are interested in images with millions of pixels and the segmentation of the image into
regions (superpixels) can considerably reduce the number of samples for classification.
However, even using superpixels the number of samples is still large for manual annota-
tion of samples to train the classifier. Active learning techniques have been proposed to
address the problem by starting from a small set of randomly selected samples, which
are manually labeled and used to train a first instance of the classifier. At each learning
iteration, the classifier assigns labels and selects the most informative samples for user
correction/confirmation, increasing the size of the training set. An improved instance of
the classifier is created by training, after each iteration, and used in the next iteration
until the user is satisfied with the classifier. We observed that most methods reclassify the
entire pool of unlabeled samples at every learning iteration, making the process unfeasible
for user interaction. Therefore, we address two important problems in region-based clas-
sification of remote sensing images: (a) the effective superpixel description and (b) the
reduction of the time required for sample selection in active learning. First, we propose a
contextual superpixel descriptor, based on bag of visual words, that outperforms widely
used color and texture descriptors. Second, we propose a supervised method for dataset
reduction that is based on a state-of-art active learning technique, called Multi-Class Level
Uncertainty (MCLU). Our method has shown to be as effective as MCLU, while being
considerably more efficient. Additionally, we further improve its performance by applying
a relaxation process on the classification map by using Markov Random Fields.
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Resumo
Recentemente, te´cnicas de aprendizado de ma´quina teˆm sido propostas para criar mapas
tema´ticos a partir de imagens de sensoriamento remoto. Estas te´cnicas podem ser dividi-
das em me´todos de classificac¸a˜o baseados em pixels ou regio˜es. Este trabalho concentra-se
na segunda abordagem, uma vez que estamos interessados em imagens com milho˜es de
pixels e a segmentac¸a˜o da imagem em regio˜es (superpixels) pode reduzir consideravel-
mente o nu´mero de amostras a serem classificadas. Pore´m, mesmo utilizando superpixels,
o nu´mero de amostras ainda e´ grande para anota´-las manualmente e treinar o classifi-
cador. As te´cnicas de aprendizado ativo propostas resolvem este problema comec¸ando
pela selec¸a˜o de um conjunto pequeno de amostras selecionadas aleatoriamente. Tais
amostras sa˜o anotadas manualmente e utilizadas para treinar a primeira instaˆncia do
classificador. Em cada iterac¸a˜o do ciclo de aprendizagem, o classificador atribui ro´tulos e
seleciona as amostras mais informativas para a correc¸a˜o/confirmac¸a˜o pelo usua´rio, aumen-
tando o tamanho do conjunto de treinamento. A instaˆncia do classificador e´ melhorada
no final de cada iterac¸a˜o pelo seu treinamento e utilizada na iterac¸a˜o seguinte ate´ que o
usua´rio esteja satisfeito com o classificador. Observamos que a maior parte dos me´todos
reclassificam o conjunto inteiro de dados em cada iterac¸a˜o do ciclo de aprendizagem, tor-
nando este processo invia´vel para interac¸a˜o com o usua´rio. Portanto, enderac¸amos dois
problemas importantes em classificac¸a˜o baseada em regio˜es de imagens de sensoriamento
remoto: (a) a descric¸a˜o efetiva de superpixels e (b) a reduc¸a˜o do tempo requerido para
selec¸a˜o de amostras em aprendizado ativo. Primeiro, propusemos um descritor contextual
de superpixels baseado na te´cnica de sacola de palavras, que melhora o resultado de de-
scritores de cor e textura amplamente utilizados. Posteriormente, propusemos um me´todo
supervisionado de reduc¸a˜o do conjunto de dados que e´ baseado em um me´todo do estado
da arte em aprendizado ativo chamado Multi-Class Level Uncertainty (MCLU). Nosso
me´todo mostrou-se ta˜o eficaz quanto o MCLU e ao mesmo tempo consideravelmente mais
eficiente. Adicionalmente, melhoramos seu desempenho por meio da aplicac¸a˜o de um pro-
cesso de relaxac¸a˜o no mapa de classificac¸a˜o, utilizando Campos Aleato´rios de Markov.
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Chapter 1
Introduction
1.1 Motivation
Remote sensing image processing technologies have caught increasing attention due to
their importance for environmental monitoring and socioeconomic applications. In par-
ticular, remote sensing image classification plays a central role in numerous applications.
Many machine learning techniques, especially supervised methods, have been proposed
to produce accurate classification maps. However, the most advanced techniques were
developed for hyperspectral image classification [72, 36, 12], images with high spectral
resolution, where the pixels are usually taken as samples for the classification process.
For the case of high spatial resolution images, which have poor spectral resolution as
compared to hyperspectral images, the most common approach is to use a segmentation
algorithm before the classification process. The image is segmented into small regions, also
called superpixels, and then a region-based classification is performed. This dissertation
is focused on region-based image classification.
One of the key steps for the success of region-based image classification techniques
is the segmentation process. Many well known segmentation methods [2, 35, 16] have
been proposed and a common requirement in all applications is that the boundary of the
superpixels (regions generated by the segmentation process) should match the boundary
of the regions of interest. An aspect that has been underexploited is the creation of
superpixel descriptors. Color and texture descriptors have been largely used and a few
works have been devoted to create more effective descriptors for region-based remote
sensing image classification [15]. Although image descriptors based on bag of visual
words (BOW) have been actively exploited to combine many local descriptors into a single
representation, they have been mostly applied to object classification and other computer
vision applications [27, 68, 29, 39, 8], with the exception of a few works [76, 26, 15] that
use BOW for superpixel-based remote sensing image classification.
1
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The superpixel representation allows a considerable reduction on the number of sam-
ples, but the manual selection and annotation of a sufficiently large number of training
samples remains unfeasible for large datasets that are derived from remote sensing images.
For example, the number of superpixels created for the images used in our experiments
is higher than 24,000. In order to handle such large datasets, active learning techniques
have been proposed for selecting a small training set with representative samples that at-
tempt to maximize the accuracy of the classifier. The active learning process starts with
a small set of labeled samples. These labeled samples are used to train a first instance
of the classifier, which is used by a query function to select and label new samples for
user validation. The user may confirm/correct the labels of the selected samples, increas-
ing the size of the training set to generate an improved classifier for the next iteration.
The process can be halted by the user upon sensing that the accuracy of the classifier is
satisfactory, as verified by cross validation on the training set or, regarding images, by
visualizing the annotation of the image.
The effectiveness of active learning techniques has been substantiated in the literature
as superior to a simple random selection of samples [66, 11], even when much larger
amounts of randomly selected samples are considered. Nonetheless, the performance of
an active learning technique depends on a clever strategy for selection of representative
and discriminative samples from the large unlabeled dataset.
1.2 Objectives and Contributions
Figure 1.1 illustrates the set of steps we follow to classify remote sensing images with
the interaction of the user. First, the image is segmented into superpixels. The next
step characterizes the superpixels, generating a feature vector for every superpixel. After
that, a small set of samples needs to be annotated by the user in order to start the
active learning process. The active learning method interacts with the user by updating
the instances of a classifier until a certain amount of samples are annotated. The final
instance of the classifier generates a thematic map for the remote sensing image. Finally,
an optional step can be performed to relax the thematic map.
The first objective of this work was the study of contextual descriptors and its combi-
nation to improve the characterization of the superpixels, as created by the oversegmen-
tation of the remote sensing image. The process of image segmentation into superpixels
is done by the Simple Linear Iterative Clustering algorithm (SLIC), as described in [2].
Other effective algorithms [35, 16] could also be used, but we found SLIC very accurate
in creating superpixels that respect the boundaries between distinct classes.
Given that the superpixels contain many points of interest in its interior, they can be
described by many local features. We use the bag of visual words (BOW) approach to
1.2. Objectives and Contributions 3
Image
Segmentation
Feature extraction
Annotate initial training set
Active learning 
cycle
Image classification
Thematic map relaxation
Final thematic map
User
Figure 1.1: Steps for superpixel-based remote sensing image classification.
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combine local descriptors computed inside the superpixels. Then, a contextual descriptor
is created with information from the superpixels themselves and the adjacent superpixels,
using the BOW methodology.
One of the main issues in Active Learning, which has not caught much attention in
the community, is that most methods reclassify the entire pool of unlabeled samples at
every iteration of the learning process. In the case of remote sensing images, this seems to
be true for all methods. For large datasets with tens of thousands to millions of samples,
this process is not feasible in interactive time to include the user as part of the loop.
Therefore, this work also focus on the development of active learning methods that can
provide response to the user’s actions in interactive time. In view of that, we propose
a new method to select the most uncertain samples from the pool of unlabeled samples,
forming a reduced learning set, which is also divided and rearranged into a queue of
subsets, so that distinct subsets are processed in different iterations of the active learning
process.
Our strategy considerably reduces the number of samples to be processed by the query
function, hence reducing the response time and yet providing similar accuracy. Different
from other works that use unsupervised approaches for dataset reduction applied to image
annotation [55], our approach uses a supervised technique to create the reduced learning
set. The learning process from the queue of subsets is based on the state-of-art active
learning method, named Multi-Class Level Uncertainty (MCLU) [11]. This technique uses
Support Vector Machines (SVM) as the classification model and has been successfully
applied to hyperspectral image annotation [11].
We use the Markov Random Field (MRF) framework [38] for the process of thematic
map relaxation. This method formulates the problem of image annotation as an energy
minimization problem. Moreover, we propose a new energy function that improves the
classification performance for two of the three images we used in the experiments.
To summarize, this dissertation has two main contributions. The first is the study of
contextual descriptors to improve the characterization of superpixels for remote sensing
image classification. The second contribution is the formulation of a supervised dataset
reduction approach, in order to achieve interactive response time, during active learning.
The preliminary results of the proposed supervised dataset reduction approach for
active learning were published in [71]. The results obtained using our method to generate
contextual superpixel descriptors were presented in [70] (submitted).
1.3 Organization
This dissertation is organized as follows: Chapter 2 presents an overview of region decrip-
tors and active learning techniques for remote sensing image classification, and defines
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the main concepts used in the remaining chapters. Chapter 3 shows the methodology
used to classify remote sensing images by explaining the proposed methods: superpixel
contextual descriptor, supervised dataset reduction method for active learning, and a new
energy function for MRF-based thematic map relaxation. Chapter 4 details the experi-
ments that we perform to validate the proposed methods. Finally, Chapter 5 gives the
conclusions of the dissertation and discusses opportunities for future work.
Chapter 2
Background and related works
This chapter starts with some fundamental concepts about remote sensing in Section 2.1.
Section 2.2 presents a review of region-based remote sensing image classification methods
and the segmentation algorithm we use to obtain those regions is presented in Section 2.3.
Section 2.4 describes the low-level region descriptors used in Chapter 3. The bag of visual
words (BOW) method is presented in Section 2.5. A review of active learning methods
and a brief description of unsupervised methods for dataset reduction are discussed in
Section 2.6. Section 2.7 describes the Markov random field method for classification
relaxation.
2.1 Remote sensing
Remote sensing is a set of technologies that collects and interprets information of an object
through sensors, which are not directly in contact with the object under investigation
[51]. The object may be divided into categories, such as vegetation, crops or roads, in
a limited geographical area on earth. The sensors are usually on an aircraft or satellite.
These sensors can capture the energy reflected by the earth’s surface to construct a digital
image of the area of interest, where each pixel represents a different portion of the ground.
The energy captured by the sensors is gathered in many spectral bands, these bands
can take not only the radiation from the visual spectrum (0.4 to 0.7 µ m), but also
other ranges of the electromagnetic spectrum. Multispectral images are usually displayed
in the computer screen by using some composition of its bands into the three primary
colors: red, green and blue. Figure 2.1, for instance, shows the mapping of the visible red
spectrum into red, the near-infrared into green, and the visible green spectrum into blue
for a multispectral image, taken by the Satellite CBERS-2 (China-Brazil Earth Resources
Satellite) using its CCD camera, in the state of Mato Grosso do Sul, Brazil. The sensors
that have the capability of collecting energy in hundreds of narrow spectral bands are
6
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called hyperspectral.
Figure 2.1: Multispectral image of a geographical area in the state of Mato Grosso do
Sul, Brazil, taken by Satellite CBERS-2 (China-Brazil Earth Resources Satellite) using
its CCD camera. The color composition of the image is 3R, 4G, 2B, mapping the visible
red spectrum into red, the near-infrared into green, and the visible green spectrum into
blue.
Due to the periodical acquisition of remote sensing images covering geographical areas,
remote sensing has attracted an increasing interest for environmental monitoring in global
scale (e.g., global warming) and local scale (e.g., urban planning). Also, remote sensing
images can provide information for many other applications, such as for example: Preci-
sion farming [40], Forest mapping [34], Water resources monitoring [30], Crop monitoring
[75] and Land-use applications [50].
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2.2 Remote sensing image classification
Since multispectral imagery became available in the early 1970, great effort has been
made in remote sensing image classification with the aim to produce high quality thematic
maps [74]. After the acquisition of remote sensing data, the classification is regarded as
a fundamental process that converts satellite images into a usable geographic product.
Depending on the resolution of the remote sensing images, there are two main approaches
for classification: pixel-based and region-based (also called object-based). Pixel-based
methods use the spectral signature of the pixels in the image as feature vector (descriptor)
for the classification process. This approach is generally used for classifying hyperspectral
images, the large number of spectral bands provides a good description of the geographic
area.
In the case of images with high spatial resolution, the number of spectral bands is
usually low, but pixels wih similar patterns can be grouped into regions, reducing the
time complexity of the classification problem. This also allows to create higher level
representations through the combination of the pixel spectral values in each region.
A main challenge in region-based techniques is to segment the image into regions that
do not mix different classes of interest (segmentation must preserve their borders).
2.2.1 Region-based image classification
Many algorithms have been proposed to define relevant regions in images [2, 16, 35],
providing a new range of possibilities for semantic image understanding. The works [33]
and [22] use supervised remote sensing image classification methods based on regions.
Both works show better accuracies for region-based classification than classification based
on pixels. These early works also encourage more studies in segmentation techniques for
region-based remote sensing image classification [20, 37].
In [4], a review of region-based analysis methods, also called GEOBIA (Geographic
Object-based Image Analysis), was presented. GEOBIA incorporates knowledge from
many disciplines involved in the process of generation and use of geographic information.
The most fundamental tasks in GEOBIA are: image segmentation, region characteri-
zation, region classification, and multi-temporal analysis techniques to generate useful
geographic information.
The most useful segmentation techniques depend on parameters to determine the scale
of segmentation. In this context, scale refers to the size of the regions generated by the
segmentation process. The most appropriate scale for segmentation depends on the kind
of image and objects of interest contained in the images. To overcome this problem, several
multiscale segmentation techniques have been proposed [23, 20, 3]. In this work, we use
a single scale segmentation method, called Simple Linear Iterative Clustering (SLIC) [2].
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In [2], many state-of-the-art techniques are compared under two metrics: boundary recall
and under-segmentation error. SLIC was found to be more effective according to both
metrics. The use of multiscale segmentation for remote sensing image classification shows
advantages with respect to the single scale segmentation [13, 20] and so it is a topic for
future investigation.
2.3 Simple Linear Interactive Clustering
SLIC [2] is based on the k-means clustering algorithm [43] and relies on two parame-
ters: the number k of desired superpixels and a compactness parameter t. Each pixel
is described by a vector ~v of its Lab color bands and the pixel location (horizontal x
and vertical y coordinates): ~v = [L, a, b, x, y]. In our case, we convert the false color
composition of the remote sensing images to the Lab color space. The procedure begins
with the initialization of the k cluster center vectors: C1, C2, ..., Ck. Those clusters come
from pixel samples of a regular grid spaced of S pixels apart, as shown in Figure 2.2a,
S =
√
N/k, where N is the number of pixels in the image. To avoid seeding a superpixel
in a noisy location, the centers are moved to the lowest gradient location within a 3 × 3
neighborhood. Then, each pixel is assigned to the nearest cluster center within a region
of 2S×2S squared pixels around it, as shown in Figure 2.2b, which reduces the number of
distance calculations, as compared to the k-means algorithm, which computes distance to
all cluster centers, as shown in Figure 2.2c. Equation 2.1 is used to compute the distance
between a pixel p and a cluster center Ci:
D =
√√√√d2c +
(
ds
S
)2
t2, (2.1)
where dc is the Euclidean distance between the color of p and the the color of the cluster
center Ci, and ds is the Euclidean distance between the location of p and the location of
the cluster center Ci. The compactness parameter t weights the relative importance of
color similarity and spatial proximity.
The update step moves the cluster centers to the mean vector of all pixels that belong
to the cluster. The assignment and update steps are repeated until convergence or a limit
of iterations is achieved. Finally, a post-processing step assigns the disjoint pixels to one
of the k cluster centers, reinforcing the connectivity and oversegmenting the image into k
superpixels. Figure 2.3 shows an image fragmented into superpixels as obtained by SLIC.
This method was compared in [2] with many state-of-the-art techniques showing better
performance.
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(a) Initial cluster sampling
(b) k-means algorithm searches the entire
image
(c) SLIC searches within a limited region
Figure 2.2: SLIC is based on the k-means clustering algorithm: a) Initially the cluster
centers are sampled by a regular grid spaced of S pixels apart. b) k-means algorithm
computes distances from each pixel to every cluster center. c) SLIC computes distances
to cluster centers within a limited region of size 2S × 2S.
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Figure 2.3: Superpixels superimposed onto the original image.
2.4 Region-based descriptors
This section describes the low-level region descriptors we use as baselines. We select these
descriptors because they have been used in other region-based remote sensing classifica-
tion works [14, 13] showing effective classification performance and time low complexity
computation.
Mean Color (MC)
Mean color is computed by taking the average of the pixels contained in the superpixel.
Color Histogram (CH) [62]
CH is a widely used descriptor, which quantizes the color space in a uniform way and
counts the number of pixels that belong to each bin. The size of the descriptor depends
on the number of bins. In this work, we split the Lab color space into 512 bins.
Local Binary Patterns (LBP) [48]
This method encodes texture features from grayscale intensity images by comparing each
pixel intensity with the intensities of its neighboring pixels [48]. An eight-bit code is
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assigned to every pixel, based on its eight neighboring intensity values (3×3 neighborhood
of the pixel). A bit i of the 8-bit code is set to 1 when the i-th neighbor of a pixel p has an
intensity value higher than or equal to the one of p. The descriptor is a 256-bin histogram
of the pixel codes. We convert a color image to grayscale to extract this descriptor.
Border-Interior pixel Classification (BIC) [61]
This descriptor has been successfully applied to content-based image retrieval [17] and
classification of remote sensing images [13]. In this method, the pixels in the image
are classified as border or interior pixels. The pixel colors are quantized and a pixel is
classified as interior when it has the same quantized value of its four neighbors. Otherwise,
it is classified as border pixel. Then, a 512-bin histogram computed for interior pixels is
concatenated with a 512-bin histogram computed for border pixels. We use the Lab color
space for image quantization.
Quantized Compound Change Histogram (QCCH) [24]
This is a texture descriptor that is computed over a grayscale image. To create this
descriptor the image is scanned with a square window. Initially the image is converted
to grayscale and the average gray value of the window is computed at every position
of the image. Then the variation rates of the average gray values in four directions are
computed: horizontal, vertical, diagonal, and anti-diagonal directions. The average of
the variations in the four directions is calculated for each window position. Finally these
values are grouped into 40 bins and a histogram is computed.
Color Autocorrelogram (ACC) [25]
This descriptor represents the spatial information of colors. It calculates the probability
of finding two pixels separated by a distance d with the same color. Initially the pixel
colors are quantized into b bins. The probabilities for every combination of d and b are
computed. We quantize the Lab color image into 512 bins and 4 distance values were
considered (1,3,5 and 7).
2.5 Bag of visual words
The bag of visual words model [5] is one of the most effective ways to represent images.
This model combines local features to generate a single representation of the image. To
represent images through visual words, many steps need to be performed: low-level feature
extraction, dictionary construction, coding and pooling.
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a) b)
P P
Figure 2.4: Dense sampling: a) square windows b) circular windows. The descriptor for
the point P is computed over the highlighted region.
Low-level feature extraction
The first step to create the visual dictionary is to extract low level features from images.
Those features are extracted from local patches in the image. The most common way to
select local patches of interest is to use interest point detectors [46]. One disadvantage of
this sampling method is that the homogeneous regions are not detected. Consequently,
parts of the image are not represented. A greedy, but effective strategy is dense sampling.
This sampling method creates a dense grid with rectangular or circular areas over the
image, as shown in Figure 2.4. The main advantage of dense sampling is that it represents
every part of the image. In [28], dense sampling presents better performance in some
classification tasks than interest-point detectors.
Visual dictionary construction
In order to create a visual dictionary, the first step is to quantize the feature space.
The k-means algorithm is the most common approach for feature space quantization,
but when the low-level descriptors have “high dimension” the k-means algorithm is less
effective [28, 32]. Another approach is to use random selection to create the dictionary.
This approach has low computational cost and has shown equal performance to k-means
in several applications [28, 32].
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Coding
Coding or visual word assignment is the process of assigning the feature vectors of the
local patches to visual words of the dictionary. The two main types of coding are: soft
assignment and hard assignment. Hard assignment consists in labeling the local patch
with its closest visual word in the quantized feature space. Equation 2.2 describes the
hard assignment for a local patch ~αi = (αi,1, ..., αi,k):
αi,j =
 1 if j = argminj∈1,..,k D(pi, wj)0 otherwise (2.2)
where k is he number of visual words in the dictionary, pi is the feature vector of the
patch i, wj is the feature vector of the visual word j and D is a function that computes
the distance between two vectors. The soft assignment approach describes the local patch
αi as follow [68]:
αi,j =
Kω(D(pi, wj))
k∑
l=1
Kσ(D(pi, wl))
, (2.3)
where j varies from 1 to the number of visual words k, Kσ(x) = 1√2pi×σ × exp(−12 x
2
σ2 ) and
D is the distance function. The parameter σ indicate the smoothness of the Gaussian
function. In this work, we use hard assignment because it is faster than soft assignment
and presents better results for our problem.
Pooling
After coding, every sampled local patch has an assignment vector ~αi. The pooling step
uses this assignment vector to generate a single feature vector for the image. In the case
of hard assignment coding, the process of pooling counts the number of occurrences of
the visual words in the image. The feature vector of the image is basically a histogram
of visual words. In the case of soft assignment coding, average and max pooling are the
most used strategies. The elements of the final descriptor ~h = (h1, ..., hk) obtained by
average pooling can be defined as follow:
hj =
N∑
i=1
αi,j
N
, (2.4)
where j varies from 1 to k (number of visual words).
Max pooling computes the descriptor h by using the next equation:
hj = max
i∈N
(αi,j), (2.5)
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where N is the number of local patches and j varies from 1 to k.
BOW in remote sensing image classification
Some works [76, 26, 73] have adapted the bag of visual words model for remote sensing
image classification. In [73], the problem of urban-area segmentation is addressed by using
the bag of visual words model, a pixel-based variant was used to detect urban areas at a
pixel resolution. In [76] the authors present a bag of visual word representation for region-
based classification in land-use/cover mapping of very high resolution images. In order to
create the visual dictionary, the k-means algorithm was used. The local feature descriptor
called local self-similarity was presented in [26] for remote sensing image classification.
The classification performance of that descriptor was improved by using the bag of visual
words model. In [15] the authors presents the method BOW propagation to extract
texture features from a hierarchy of regions. This method shows better performance to
widely used texture decriptors.
2.6 Active learning
In recent years, the amount of text, image and other digital documents has increased due
to the wide use of computers and storage facilities. Therefore, there is more interest in
machine learning methods that can efficiently handle this large amount of data. In the
machine learning field, the idea of increasing the training set to obtain better results is
generally accepted. However, the annotation of a large amount of data has a prohibitive
cost in many applications. Active learning appeared to discover, with minimum user effort
and help of a pattern classifier, the most informative training samples for user annotation
in a large unlabeled dataset.
The objective of active learning techniques is to obtain high accuracies using as few
training samples as possible [59]. These methods select the training samples by asking
queries in the form of unlabeled samples to be labeled by an oracle (i.e. Human annotator)
[59], in such a way that only the most informative samples are included in the training set.
There are several different query strategies that could be used to decide which unlabeled
samples are the most informative ones. Active learning has shown promising results in
reducing the required number of labeled samples and has been applied to many tasks:
text classification [64], spoken language understanding [67], information extraction [60]
and remote sensing image classification [11, 66].
Let U = {x1, x2, ..., xn} a set of n unlabeled samples and W = {w1, w2, ..., wm} a set
of m class labels. Algorithm 1 describes a general procedure for active learning. Given
an unlabeled dataset U , the first step is to select a few unlabeled samples for manual
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annotation, forming an initial training set T . A classifier C is trained with the labeled set
T and a query function Q uses C to classify and select a set X of a few more informative
unlabeled samples from U . Then, the user confirms or corrects the labels of the selected
samples. The labeled samples in X are included into T and the classifier C is retrained
with the new training set. This process is repeated until the user is satisfied with the
accuracy of the classifier C.
Algorithm 1 A general procedure for active learning.
1: Select a set T ⊂ U of unlabeled samples for user annotation.
2: Train an initial classifier C with the annotated set T .
3: Classify the unlabeled samples in U .
4: repeat
5: The query function Q uses C to label and select a new set X of samples from U .
6: The user confirms/corrects the labels of X and T is increased by X.
7: Retrain the classifier C with the new set T .
8: until the user is satisfied with the accuracy of C, as observed in Line 6.
Generally, active learning techniques only differ from each other by the query function
Q. There are two popular ways to measure the effectiveness of active learning techniques.
The first is the reduction in the number of training samples to achieve a certain accuracy.
The second is the increase in classification performance for a certain number of training
samples. A commonly used baseline for active learning techniques is random selection of
samples to compose the training set.
2.6.1 Brief review of active learning methods
In the active learning process, a user interacts with a model. The user provides the true
labels to annotate new samples, while the model query the most informative samples,
from the pool of unlabeled samples U , to improve the performance of the model. The
strategies taken by the query function to select the most informative samples are crucial
to the success of active learning algorithms. These strategies (heuristics) can be divided
into three families [66]: Committee-based, Posterior probability-based and Large margin-
based approaches.
Committee-based
This family of active learning methods quantifies the uncertainty of the samples by con-
sidering a committee of models (classifiers). Each member of the committee represents
a different hypothesis of the classification problem and labels the samples in the pool of
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unlabeled samples. The samples with maximal disagreement among the models are se-
lected by the algorithm as the most informative samples. We may view machine learning
as a search for the best model in the version space (subset of all hypotheses that are con-
sistent with the training examples). In this case, the aim of active learning is to reduce
the size of this search space as much as possible with as few labeled samples as possible.
Many heuristics based on multiple classifiers have been proposed. The methods query-
by-bagging and query-by-boosting were proposed in [1], these methods use the ensemble
learning methods boosting [18] and bagging [6] to create the committee of models. In [47]
the method co-testing was proposed, this technique creates a committee of two models,
that analyze different parts of the feature space. The main advantage of committee-based
techniques is that it is applicable to any set of models. To select samples based on the
degree of disagreement, the main approach is to use vote entropy:
xˆV E = argmax
x∈U
[
−
m∑
i=1
V (yi)
S
log V (yi)
S
]
, (2.6)
where m is the number of labels and yi is one of the possible labels. V (yi) is the number
of votes that the label yi receives from the committee of models, when classifying sample
xi and S is the number of models in the committee.
Posterior probability-based
In this approach, the active learning techniques use the estimation of posterior probabil-
ities of class membership to query the most uncertain samples. This heuristic uses the
posterior probabilities to focus the query function in uncertain areas, for example, in the
case of a probabilistic model in binary classification problems, the samples with posterior
probabilities nearest 0.5 are the most uncertain samples. For multiclass problems, a more
general heuristic called least confident can be used [59]:
yˆ = argmax
y∈W
Pθ(y|x) (2.7)
xˆLC = argmax
x∈U
(1− Pθ(yˆ|x)), (2.8)
where yˆ is the label with the highest posterior probability for the sample x using the
model θ. The problem with this approach is that it only considers the most probable
label. In order to incorporate more information, the heuristic breaking ties [42] use the
smallest difference of the best posterior probabilities for each sample as uncertain criteria:
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yˆ1 = argmax
y∈W
Pθ(y|x) (2.9)
yˆ2 = argmax
y∈W,y 6=yˆ1
Pθ(y|x) (2.10)
xˆLC = argmin
x∈U
(Pθ(yˆ1, x)− Pθ(yˆ2, x)), (2.11)
where yˆ1 and yˆ2 are the most probable labels for the sample x using the model θ. The
labels of the samples, provided by the model θ, with large differences between its best
posterior probabilities labels are the most confident while samples with small difference
values are more ambiguous. Getting the true labels of these samples could help the model
to differentiate better the most probable classes for sample x.
Other popular approach is to use entropy, a measure that represents the volume of
information needed to encode a distribution, as uncertainty criteria:
xˆE = arg max
x∈U
−
m∑
i=1
Pθ(yi|x)logPθ(yi|x), (2.12)
where m is the number of labels and yi is one of the possible labels. In [60], an active
learning technique based in entropy was used for information extraction.
Large-margin based
This approach is specific for margin-based classifiers such as Support Vector Machines
(SVM) [69]. The absolute value of the distance of a new sample to the separating hy-
perplane is an easy way to estimate the confidence of its classification. This intuition
is used in all large margin heuristics. When a new sample is close to the separating
hyperplane, its label assignment is less confident and is an interesting sample for user
validation. Moreover, the samples closest to the separating hyperplane are more likely to
become support vectors [64]. The most common large-margin based technique is Margin
Sampling [7, 58]. It query the candidate samples by using the function QMS:
cmin(x) = min
i∈{1,2,...,m}
{abs(di(x))} (2.13)
xˆMS = arg min
x∈U
(cmin(x)). (2.14)
The uncertainty criterion is defined by a function cmin(x), x ∈ U , which is calculated
on the basis of the signed distances di(x), i = 1, 2, . . . ,m, from sample x to each of the
m decision boundaries (m classes) of the one-versus-all SVM classifier.
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2.6.2 Multi-Class Level Uncertainty (MCLU)
Multi-Class Level Uncertainty (MCLU) [11] is a large-margin based active learning tech-
nique that extends the method Margin Sampling described in Section 2.6.1. As Margin
Sampling is based on Support Vector Machines and uses the distances of the samples to
the separating hyperplanes to assign an uncertainty value to each sample in U . Different
from Margin Samplig MCLU considers only the distances to hyperplanes of the two most
probable classes [66]:
max1 = arg max
i∈{1,2,...,m}
{di(x)} (2.15)
max2 = arg max
i∈{1,2,...,m},i 6=max1
{di(x)} (2.16)
cdiff(x) = dmax1(x)–dmax2(x) (2.17)
xˆMCLU = arg min
x∈U
(cdiff(x)), (2.18)
where di(x), i ∈ {1, 2, . . . ,m} are the signed distance from sample x to each of the m
decision boundaries of the one-versus-all SVM classifier. The function cdiff(x) models the
uncertainty using the two most likely classes. High value of cdiff(x) correspond to most
confident label attributions, while small values represent less confident classification.
2.6.3 Unsupervised methods for dataset reduction
Generally, active learning techniques classify and compute the uncertainty criteria of all
unlabeled samples at every iteration of the algorithm. For large datasets, this process
takes much time making active learning impractical for interactive applications. A few
methods [54, 55, 56] have been proposed in the active learning literature to overcome
this problem by reducing the number of samples to be processed by the active learning
algorithm.
In [54] is presented the active learning method Cluster-OPF-Rand that initially selects
a reduced set of unlabeled samples. The selection of samples to be supervised by the
user is performed over the reduced set. The main advantage of this method is that the
reduction process is performed only once. This method uses the graph-based algorithm
Optimum-Path Forest (OPF) clustering [52].
The OPF clustering algorithm represents a dataset as a graph whose nodes are samples
and each node is connected to its k-nearest neighbors in the feature space. The probability
density function (pdf) at every node is estimated from the distances between adjacent
samples and a connectivity function is designed so that the maximization of a connectivity
map defines an optimum-path forest, and each maximum of the pdf becomes root of an
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optimum-path tree (cluster), composed by the most strongly connected samples to the
maximum than to any other root.
After performing the clustering process over all unlabeled samples, Cluster-OPF-Rand
selects the center of the clusters to conform an initial training set and the boundary
samples are selected to conform the reduced set. A sample s is considered a boundary
sample if there exists, among its k-nearest neighbors adjacent samples, at least one whose
label (given by the clustering) is different from that of s [54]. In the active learning process,
Cluster-OPF-Rand selects the most informative samples randomly from the reduced set.
The Decreasing Boundary Edges (DBE) [55] method, is very similar to Cluster-OPF-
Rand. The main difference is the way how the most informative samples are selected from
the reduced set. DBE organizes the reduced set based on the decreasing weight order of
its boundary edges. Other method based in Cluster-OPF-Rand is Minimum Spanning
Tree Boundary Edges (MST-BE) [56]. This method uses other heuristic to select the
most informative samples from the reduced set. It computes a Minimum Spanning Tree
(MST) on the reduced set, and organizes the MST edges by the decreasing weight order.
Given that boundary edges with lower weights are more likely to be in the same class,
MST-BE considers more informative the samples connected by edges with higher weights
and classified in distinct classes during the selection strategy.
In [53] is proposed Root Distance-Based Sampling (RDS) strategy. This method pre-
organize the dataset by using clustering, followed by the sorting of the samples within
each cluster based on their distance to their root sample in the cluster [53]. In the first
iteration, the user labels the root samples used to train the first instance of the classifier.
Then, the classifier selects samples that have different label (assigned by the classifier)
of the corresponding root, according to the corresponding ordered list. If this condition
is not satisfied, RDS selects samples in their decreasing distance to the cluster’s root.
Although RDS does not reduce the dataset, it achieves interactive response time because
it does not reprocess the entire dataset at each learning iteration.
Descriptors Dataset reduction Organization
Supervised Unsupervised A priori On-the-fly
Cluster-OPF-Rand [54] × ×
DBE [55] × ×
MST-BE [56] × ×
RDS [53] ×
Traditional active learning methods ×
MCLU-Reduc × ×
Table 2.1: Active learning methods for time complexity reduction.
According to [53], the selection of informative samples by active learning methods is
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done in three steps: classification, organization and selection. Traditional active learning
methods perform these steps in every learning iteration making active learning impracti-
cal for interactive applications. The methods described in this section improve the time
complexity by reducing or pre-organizing the dataset. In Table 2.1, we resume the char-
acteristics, concerning organization and dataset reduction, of the active learning methods
described in this section and the traditional active learning methods. Additionally, we
also present the characteristics of the proposed method MCLU-Reduc (Section 3.3), based
on a supervised dataset reduction. The attribute organization is divided in two: a priori
and on-the-fly. A priori means that the organization is done before the active learning
process. On-the-fly means that organization is excecuted in every learning iteration.
2.7 Markov random fields for image classification
The theory of Markov random field (MRF) is part of the probability theory and describes
the spatial or contextual dependencies of physical phenomena [38]. MRF provides a con-
sistent framework to model contextual dependencies between pixels or correlated features.
The MRF framework assumes that the physical properties within a neighborhood do not
change abruptly, this is also known as the smoothness prior model, that is used to pro-
duce a smooth image classification [65]. The contextual information can be derived from
spectral, spatial and temporal dimensions [65]. The MRF formulation is presented bellow
as described in [65].
Let a set of random variables r = {r1, r2, . . . , rn} defined on a set S containing n sites
(i.e. pixels) in which each random variable takes a label from a label set W . The family
r is called random field. The set S contains the image pixels; r is a set of pixel DN
(Digital Numbers) values and the set of labels W depends on a specific application (i.e.
W = { Forest, Non-forest }). A random field with respect to its neighborhood system
is a Markov random field if its probability density function satisfies the following three
properties:
Positivity: P (r) > 0, all possible configurations of r have a non-zero probability.
Markovianity: P (ri|rS\{i}) = P (ri|rNi), this defines the neighborhood system. This
property states that the membership value of a pixel i depends only on its neighboring
pixels.
Homogeneity: P (ri|rNi) is the same for all sites i. For all pixels, its probability is
dependent on neighboring pixels regardless of the pixel location.
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(a) First order (b) Second order (c) Fifth order
Figure 2.5: Pixel neighborhood system [65]: a), b) and c) depict the first, second and fifth
order neighborhood system
Usually in the MRF based image analysis, the first neighborhood system is composed
by the four pixels sharing the same boundary with the pixels of interest. The second order
neighborhood system contains additionally the four pixels having same corner boundary
with the central pixel. Figure 2.5 shows three neighborhood systems.
MRF allows to express a global model of the contextual information by using relations
between the pixels and its neighbouring pixels. Thanks to the relation with Gibbs random
field MRF can be used in practical applications [65]. The Hammersley-Clifford theorem
proved that Gibbs Random Field is equivalent to MRF [65]. The Gibbs probability density
function is given by [65]:
P (r) = 1
Z
exp(−U(r)/T ) (2.19)
where P (r) is the probability of r, U(r) is the energy function, T is the temperature
and Z is a normalizing constant, also called partition function. We can observe that the
maximization of the posterior probability is equivalent to the minimization of the energy
function. The formulation of the energy function depends on the application. We describe
an example of energy function for image classification in the next subsection.
2.7.1 Energy minimization
In image analysis many problems are formulated in terms of energy minimization (i.e.
image restoration, classification). The MRF framework has been used largely to regularize
classification maps [38, 65]. In this framework, it is assumed that a pixel belonging
to a class wi has neighboring pixels belonging to the same class. We use Simulated
Annealing, first proposed in [45] and applied to image segmentation in [21], to compute
the maximum a posteriori probability (MAP) estimate of a classification map given an
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initial classification. This method minimizes the global energy in the image, by iterative
minimization of local energies at the pixels of the image. This can be extended easily to
the case of superpixels.
Let W = {w1, w2, . . . , wn} a set of class labels. We use the next function in order to
compute the local energy of a pixels xi for a label wi:
U(xi, wi) = Udata(xi, wi) + Uspatial(xi, wi), (2.20)
where Udata(xi, wi) is the energy of the observed data and Uspatial(xi, wi) is the energy
computed over the local neighborhood. The energy of the observed data is computed as
follows:
Udata(xi, wi) = −ln(P (wi|xi)), (2.21)
where P (wi|xi) is the probability of label assignment provided by a classifier. We use the
spatial energy function described in [63]
Uspatial(xi, wi) =
∑
xj∈Ni
β(1− δ(wi, wj)), (2.22)
where β is the parameter that control the influence of spatial energy and δ is the Kronecker
function:
δ(wi, wj) =
{
1 if wi = wj
0 otherwise (2.23)
The algorithm 2 describes Simulated Annealing for image labeling. The temperature
starts high and is decreased until the system is frozen (T → 0). At high temperature, T
can increase the probability of the label w being replaced by a new label w′ (because when
∆ > 0, large T indicates large exp(−∆/T ). At lower temperatures, only small increases
of U are accepted. The main idea of Simulated Annealing is to introduce noise in the
system to shake the search process away from the local minimum [65].
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Algorithm 2 Simulated Annealing algorithm.
1: Formulate energy function U
2: Initialize T (temperature)
3: Initialize the classification map L
4: repeat
5: for j = 1 to NumIterations do
6: for all pixels xi do
7: Randomly select a new label w′ from W
8: Compute the energy difference between w (current label of xi) and w′
9: ∆ = U(xi, w′)− U(xi, w)
10: Both energy functions are computed using Equation 2.20
11: if ∆ < 0 then
12: Replace w by w′ at the position of xi in L
13: else
14: if exp(−∆/T ) >= random[0, 1] then
15: Replace w by w′ at the position of xi in L
16: end if
17: end if
18: end for
19: end for
20: Decrease T
21: until T → 0
Chapter 3
Methodology
3.1 Introduction
In this chapter, we present the proposed methodology for superpixel-based remote sensing
image classification. We start by over-segmenting the image into superpixels via the Sim-
ple Linear Interactive Clustering (SLIC) algorithm. In order to characterize the generated
superpixels, we propose a scheme for contextual superpixel description based on the bag
of visual words (BOW) model. The experiments described in Section 4.2 show that the
proposed contextual descriptors present better performance as compared to widely used
region descriptors. The computation of the superpixel contextual descriptors is described
in Section 3.2.
In order to create an effective classifier with a limited number of annotated samples,
we use the active learning method Multi-Class Level Uncertainty (MCLU) described in
Section 2.6. For the selection of the most informative samples, MCLU computes Equation
2.18 for all unlabeled samples. This process is slow for large datasets. To overcome this
problem, we propose a supervised dataset reduction method, denoted as MCLU-Reduc
that diminishes the number of unlabeled samples for active learning, reducing the time
for sample selection in MCLU. The details of the proposed supervised dataset reduction
method are described in Section 3.3. We execute the active learning process until a certain
amount of samples is annotated. Then, with the final set of annotated samples, we train
an SVM classifier to create an initial classification map.
Finally, we use the Markov Random Field (MRF) framework to further improve classi-
fication accuracy by producing a relaxed classification map. The results of the experiments
in Section 4.5 show that the relaxation process can improve the classification performance.
The details of the proposed method for relaxation of the superpixel-based classification is
described in Section 3.4.
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3.2 A scheme for contextual superpixel description
using BOW
The original idea in Bag of visual Words (BOW) is to extract features from local patches
centered at given points in each image of a dataset, select a set of them, randomly or
through clustering, to form the codebook (set of code words or visual words), and then
assign to each image the corresponding histogram of visual words as image descriptor.
In our case, the dataset consists of superpixels from a given image. Therefore, each
superpixel generates a histogram of code words by counting the code words of sampling
points that fall inside the superpixel. Contextual information is then added by aggregating
the histograms of code words from nearby superpixels, as detailed next.
3.2.1 Superpixel description using BOW
A dense grid sampling (using every other pixel) is applied to select a set of pixels from
the image. Color/texture features are then extracted from each 5× 5 local patch around
the selected pixels. A set of c pixels from the grid is randomly selected to form the
codebook and the closest code word is assigned to each pixel of the grid. The image
is then segmented into superpixels and a histogram of code words is computed for each
superpixel by considering the grid pixels inside it (Figure 3.1). The codebook size c = 64
was small because it produces similar results as large dictionaries for our problem. By
using a larger number of elements in the dictionary, it also produces large feature vectors
that make the training and testing phases of a classifier slower. We randomly select the
codebook because it leads to the same results as clustering.
3.2.2 Contextual superpixel description
The oversegmented image is interpreted as a graph G(V,E) as shown in Figure 3.2, where
V is the set of superpixels and E contains the pairs of adjacent superpixels. A superpixel
si is adjacent to a superpixel sj if and only if a pixel from si is 4-connected to a pixel from
sj. We define a contextual t-neighborhood descriptor Dti of the superpixel si as follow:
Dti =
∑
P (si,sj)=t
D0j , (3.1)
where D0j is the unnormalized BOW descriptor of the superpixel sj and P (si, sj) is the
length of the shortest path (number of edges) between the superpixels si and sj in G(V,E).
In order to incorporate different levels of contextual information, we have also concate-
nated Dti for different values of t (Figure 3.3). For example, a contextual descriptor
3.2. A scheme for contextual superpixel description using BOW 27
w1
w2
w3
w4w5 w1
Assignment of Visual Words Bag of Visual Words
w2 w3 w4 w5
Figure 3.1: Superpixel descripton based on bag of visual words. A dense grid sampling is
applied to select a set of pixels, from which low-level features are extracted. A subset of
pixels from the grid is randomly selected to conform the codebook and the closest code
word is assigned to each pixel of the grid. The histogram of code words is computed for
each superpixel by considering the grid pixels inside it.
Figure 3.2: The image oversegmented in superpixels could be view as a graph G(V,E).
In the figure, red points represent the set of vertices V and green lines represent the set
of edges E.
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Di of superpixel si can be created by the concatenation of the descriptors D0i , D1i and
D2i . We have also summarized many neighborhood levels into one. For instance, in the
experiments, we used:
Di = (D0i , D1i ,
∑
r∈{2,3}
Dri ), (3.2)
where ∑r∈{2,3}Dri aggregate the 2- and 3-neighborhood descriptors into one component
of Di.
Di
1
Di
0
si Di
1 Di
2
Di
Figure 3.3: Unnormalized contextual descriptor Di of the superpixel si composed by
concatenating the unnormalized descriptor D0i of si and its neighborhood descriptors D1i
and D2i .
Including many contextual levels in the final descriptor may decrease the classification
performance, because adjacent superpixels with different labels have similar contextual
information. The separation of D0i in an individual component of Di helps to discriminate
between two adjacent superpixels with different labels.
A similar contextual superpixel descriptor was proposed in [19] for object localization,
which can be considered as a special case of the one proposed here. They simply merge
the descriptors of the superpixels that are less than t nodes away from the superpixel si
in order to define its descriptor Di. For t = 3, for instance,
Di =
3∑
j=0
Dji . (3.3)
Given that the descriptors represent different numbers of local patches, we need to
normalize every feature dividing it by the number of local patches. Finally, the new
descriptor is given by the concatenation of the normalized histograms.
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3.3 Supervised method for dataset reduction
In this section, we describe our proposed method MCLU-Reduc that reduces the number
of samples to be processed by the active learning method MCLU.
3.3.1 Initial dataset reduction
Active learning methods usually start from a small training set of random samples to
design a first classifier instance. Subsequently, the classifier assigns labels and sorts the
entire dataset to select informative samples for the next learning iteration, which improves
the classifier. This sample selection process is then repeated for several iterations until the
user is satisfied with the performance of the classifier. For large datasets, sample selection
from the entire dataset critically affects the response time for user supervision, making
the active learning impractical [54]. As a solution, we propose the method MCLU-Reduc,
that reduces the number of samples to be processed in the active learning iterations.
Recalling from 2.6.3, the proposed method MCLU-Reduc is a different approach from the
traditional active learning methods (e.g. MCLU) because it is based on a priori supervised
dataset reduction.
First, we create a reduced dataset, which becomes the learning set, with the most
informative samples according to the first instance of the classifier and the uncertainty
criteria defined by MCLU. Figure 3.4 illustrates the pipeline of the proposed active learn-
ing method based on dataset reduction. Before the learning cycle, the samples of the
labeled set T are used to train the classifier C. Then, the query function Q uses C to
classify the entire set of unlabeled samples U . These unlabeled samples are sorted accord-
ing to the uncertainty criterion in Equation 2.18 — lower is the confidence value c(x),
higher is the uncertainty value of the sample x. The |U |/r most uncertain samples form
the reduced set R. Note that the value of r controls the size of the reduced set.
3.3.2 Rearrangement of samples for active learning
In order to further reduce the number of unlabeled samples that have to be classified
in the query function Q at every iteration, we propose to split the reduced set R into
m equal-sized subsets {R1, . . . , Rm} of random samples, and include these subsets in a
queue L for processing, one per iteration, until L is empty. After the m-th iteration, the
unlabeled samples in R are merged, randomly divided into new m subsets {R1, . . . , Rm},
and included again in L for the next m iterations. This strategy also aims to attain
sample diversity in these subsets along the iterations. Algorithm 3 describes the proposed
method.
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Figure 3.4: Pipeline of the proposed active learning method with dataset reduction.
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Algorithm 3 Active learning algorithm with dataset reduction.
1: Select a few samples for user annotation to form the initial training set T .
2: Train the classifier C with the labeled set T .
3: The query function Q uses C to classify and sort the samples in the unlabeled set U
according to the uncertainty criterion.
4: Select the |U |/r most uncertain samples from U to form the reduced set R.
5: Divide the set R into m subsets {R1, ..., Rm} and place them in the queue of subsets
L.
6: repeat
7: The query function Q uses C to classify and select a set of samples X from the next
subset of unlabeled samples in the queue of subsets L.
8: The user confirms/corrects labels and T is increased by X.
9: Retrain the classifier C with the new set T .
10: If the m subsets are processed, then merge the subsets {R1, ..., Rm} and divide them
again into m subsets for L.
11: until the user is satisfied with the accuracy of C.
In the learning cycle of the active learning process (Line 6), the query function Q uses
C to classify and select a set of samples X, which are the most uncertain samples in the
next subset of the queue of subsets L. In our implementation, the query function Q used is
the MCLU. The user confirms or corrects the labels of the samples selected by Q and the
set T is increased by X (Line 8). Then, the classifier C is trained with the new training
set T . If the m subsets in the queue L have been processed, the subsets are combined
and randomly divided again into m subsets and rearranged in a queue of subsets L (Line
10). These steps are repeated until the user is satisfied with the accuracy of the classifier
C. Note that any other query function could be used instead of the MCLU technique.
3.4 Markov random field relaxation
As mentioned in Section 2.7, we use the MRF framework to relax the classification map.
In order to make the relaxation, a probabilistic classification map is needed. We estimate
the probability of membership from the SVM outputs using Platt’s method [49] that
expresses the reliability of the classification results with a posterior probability in the
form of a sigmoidal function. The most common approach for relaxation is based on
pixels. The pixel neighborhood system explained in Section 2.7 can easily be extended
to superpixels. Figure 3.5 presents the first and second order superpixel neighborhood
system.
As explained in Section 2.7.1, the MRF energy function for image classification is
computed as a linear combination of two components. The first component Udata is
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Figure 3.5: Superpixel neighborhood system [65]: a) and b) depict the first and second
neighborhood system
the energy related to the pixelwise information (in our case superpixels), it represents
the disagreement between the prior probabilistic model and the observed data. The
second energy component Uspatial is the smoothness term penalizing discontinuities of the
classification map. We use the first order neighborhood system in Figure 3.5 to compute
the spatial energy function Uspatial. Given that the superpixels have different numbers of
neighbors, Uspatial needs to be normalized as follows:
Uspatial(si, wi) =
1
Ai
∑
sj∈Ni
β(1− δ(wi, wj)), (3.4)
where si is a superpixel, Ni is the set of neighbor superpixels of si and Ai is the number
of adjacent superpixels (first order neighborhood system) of the superpixel si, the other
terms are explained in Section 2.7.1. To minimize the energy function formulated in
Equation 2.20 we use the Simulated Annealing (SA) algorithm described in Section 2.7.1.
We add a term to the energy function to decrease the value of the spatial energy func-
tion for the case where neighbor superpixels with same label have high prior probability:
U
′
spatial(si, wi) =
1
Ai
(1− [max
sj∈Ni
P (wi|sj)]γ)
∑
sj∈Ni
β(1− δ(wi, wj)), (3.5)
where γ is a parameter that controls the influence of the neighbor superpixels with the
same label. Finally, we execute the Simulated Annealing algorithm to minimize the
superpixel energy function U ′ :
U
′
data(si, wi) = −ln(P (wi|si)) (3.6)
U
′(si, wi) = U
′
data(si, wi) + U
′
spatial(si, wi), (3.7)
where P (si|wi) is the probability of label assignment provided by a classifier.
Chapter 4
Experiments
In this chapter, we describe the experiments performed to validate the methods proposed
in Chapter 3. In Section 4.1, we describe the dataset used in the experiments and the
metrics used for evaluation. We compare superpixel descriptors in Section 4.2 to select
the most appropriate descriptor for the other experiments. In Section 4.3, we compare the
active learning method MCLU and our proposed method MCLU-Reduc, using the random
sampling method as baseline. In Section 4.4, we show the clustering experiments we
perform to compute the number of samples in the reduced set using unsupervised dataset
reduction techniques described in 2.6.3. In Section 4.5, we present the performance of the
classification map relaxation method.
4.1 Dataset
In this work, we used three remote sensing images as datasets to perform experiments:
Two CBERS images (20m spatial resolution) denoted as CBERS01 and CBERS02 and
one very high resolution image (0.6m spatial resolution) denoted as ROME. Table 4.1
presents an overview of each image. The datasets consist of superpixels generated over
these images using the SLIC algorithm. The characteristics of every dataset are detailed
in the following sections.
4.1.1 The CBERS01 dataset
The CBERS01 image was taken by the CBERS-2 sensor (China-Brazil Earth-Resources
Satellite) in 2007 over the state of Mato Grosso do Sul, Brazil. This image covers the
municipalities of Laguna Carapa˜, Caraapo´, Ponta Pora˜, Dourados, Amamba´ı and Juti.
This place is a traditional area for agriculture and pasture in the State of Mato Grosso
do Sul, one of the most important agricultural producers in Brazil. There are many
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CBERS01 CBERS02 ROME
Satellite CBERS-2 CBERS-2 QuickBird
Spatial res. 20m 20m 0.6m
Acquisition year 2007 2007 2004
Location Mato Grosso do Sul Mato Grosso do Sul Vatican City
Dimension (in pixels) 3800× 2900 3780× 2900 2817× 2847
Table 4.1: Overview of the remote sensing images used in the experiments.
No. Class Number of pixels (%)
1 Pasture 31.58
2 Vegetation/Forest 13.22
3 Small and aggregate farms 0.35
4 Anual Agriculture 48.41
5 Reforestation 0.08
6 Sugarcane 0.54
7 Vegetation/Savannah 0.11
8 Water 0.38
9 Urban area 0.24
10 Occupied Floodplain 5.09
Table 4.2: Classes of interest and number of pixels in percentage for the CBERS01 dataset.
challenges to recognize some land-uses and land-covers due to the spectral similarity.
For the agriculture class there may be plantations of different ages with different image
patterns. The annotation of the dataset was done manually by agricultural researchers
using visual interpretation. Figure 4.1a illustrates a subimage of the CBERS01 dataset.
Figure 4.1b presents the reference classification map. Table 4.2 presents the classes of
interest annotated for this dataset and the number of pixels expressed as a percentage for
every class. This image was segmented into 48188 superpixels.
4.1.2 The CBERS02 dataset
The CBERS02 image was taken by the CBERS-2 sensor (China-Brazil Earth-Resources
Satellite) in 2007 over the state of Mato Grosso do Sul, Brazil. This image covers the
municipalities of Sidrolaˆndia, Rio Brilhante, Nova Alvorada do Sul and Itapora´. This area
is a traditional area for agriculture. The annotation of the dataset was done manually by
agricultural researchers using visual interpretation. Figure 4.2a illustrates a subimage of
the CBERS02 dataset. Figure 4.2b presents the reference classification map. Table 4.3
presents the classes of interest annotated for this dataset and the number of pixels ex-
pressed as a percentage for every class. This image was segmented into 48336 superpixels.
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Classes 
a)
b)
Pasture
Vegetation/Forest
Small and 
aggregate farms
Anual Agriculture
Reforestation
Sugarcane
Vegetation/Savannah
Water
Urban area
Occupied Floodplain
Figure 4.1: The CBERS01 dataset: a) subimage of the original CBER01 image b) subset
of the ground truth showing the classes of interest.
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Classes a)
b)
Pasture
Occupied Floodplain
Vegetation/Savannah
Vegetation/Forest
Anual Agriculture
Sugarcane
Water
Small and 
aggregate farms
Urban area
Figure 4.2: The CBERS02 dataset: a) subimage of the original CBER02 image b) subset
of the ground truth showing the classes of interest.
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No. Class Number of pixels (%)
1 Pasture 27.20
2 Occupied Floodplain 22.75
3 Vegetation/Savannah 2.32
4 Vegetation/Forest 1.93
5 Anual Agriculture 26.80
6 Sugarcane 11.94
7 Water 0.45
8 Small and aggregate farms 6.46
9 Urban area 0.15
Table 4.3: Classes of interest and number of pixels in percentage for the CBERS02 dataset.
No. Class Number of pixels (%)
1 Road 9.66
2 Tree 12.67
3 Shadow 18.94
4 Water 3.60
5 Building 49.33
6 Grass 4.41
7 Soil 1.39
Table 4.4: Classes of interest and number of pixels in percentage for the ROME dataset.
4.1.3 The ROME dataset
This dataset comes from a QuickBird image taken in 2004 over Vatican City, obtained
from [44]. This image has three bands that correspond to the visible spectrum (red,
green and blue) that were combined with the panchromatic band to obtain an image
with 0.6 meters of spatial resolution. The image was manually annotated by using visual
interpretation. Figure 4.3a shows the ROME image. Figure 4.3b presents the reference
classification map. Table 4.4 presents the classes of interest annotated for this dataset and
the number of pixels expressed as a percentage for every class. This image was segmented
into 24,968 superpixels.
4.1.4 Evaluation metrics
We use two evaluation metrics in all experiments: Kappa index (κ) and overall accuracy.
Although we classify the image based on its superpixels, the results are assessed both
based on the confusion matrix [41] at pixel level. Table 4.5 presents a confusion matrix
for n classes. Columns correspond to the reference data and rows correspond to labels of
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Classes 
a)
b)
Road
Tree
Shadow
Water
Building
Grass
Bare soil
Figure 4.3: The ROME dataset: a) original image b) ground truth showing the classes of
interest.
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Reference
1 2 . . . n Total
1 p11 p12 . . . p1n p1+
2 p21 p22 . . . p2n p2+
Classified ... ... ... ... ...
n pn1 pn2 . . . pnn pn+
Total p+1 p+2 . . . p+n
Table 4.5: Confusion matrix with pij representing the number of pixels in the classified
image category i and reference category j.
Kappa index Strength of Agreement
κ ≤ 0 No agreement
0.00 < κ ≤ 0.20 Slight
0.20 < κ ≤ 0.40 Fair
0.40 < κ ≤ 0.60 Moderate
0.60 < κ ≤ 0.80 Substantial
0.80 < κ ≤ 1.00 Almost perfect
Table 4.6: Possible interpretations of Kappa index values.
the classified data.
The kappa index(κ) [9] is widely used in the area of remote sensing image classification.
This metric measures the agreement of the reference data and the classification results.
The kappa index is computed as
κ =
N
n∑
i=1
pii −
n∑
i=1
(pi+ × p+i))
N2 − n∑
i=1
(pi+ × p+i)
, (4.1)
where n is the number of rows of the confusion matrix, pii is the number of observations in
row i and column i, pi+ and p+i are the marginal totals of row i and column i respectively,
and N is the total number of observations.
A Kappa index value equal to 1.0 means perfect agreement. Negative values mean no
agreement between the classification results and the reference data. Depending on the
application, Kappa values can have different interpretations. Table 4.6 presents a possible
interpretation suggested in [31].
The overall accuracy (OA) [10] is a popular metric to assess the performance of clas-
sification of remotely sensed data. It is computed as
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Abbrev. Descriptor Size
QCCH Quantized Compound Change Histogram 40
LBP Local binary patterns 256
CH Color histogram 512
BIC Border Interior pixel Classification 1024
MC Mean Color 3
ACC Color Autocorrelogram 2048
Table 4.7: Region descriptors.
OA =
n∑
i=1
pii
N
× 100, (4.2)
where n is the number of rows of the confusion matrix and pii is the number of occurrences
in the main diagonal of the confusion matrix.
4.2 Evaluation of the descriptors
We compared the performance of superpixel descriptors by randomly dividing the datasets
10 times into 10% of samples for training an SVM classifier and 90% of them for testing it.
The SVM classifier used Gaussian kernel and its parameters were found by grid searching
with 5-fold cross-validation in the training set. The comparison among descriptors used
two classification metrics: Kappa index (κ) and overall accuracy. We performed a stan-
dard one-way analysis of variance (ANOVA), to test if the means, presented in the result
tables, were equivalent. After that, we conduct a multiple comparison test using Tukey’s
HSD for post-hoc analysis of groups [57] with 95% of confidence level. In the tables of
results, bold text indicates best performance or significantly not different (according to
the statistical test) from the best mean result.
4.2.1 Evaluation of the low-level descriptors
We perform experiments to compare the effectiveness of low-level superpixel descriptors
(Section 2.4). Table 4.7 presents the superpixel descriptors and the size of their feature
vectors. We evaluate every descriptor on all CBERS01, CBERS02 and ROME datasets.
CH, BIC and ACC used 512 bin histograms, which provided better performance.
Tables 4.8 and 4.9 show the Kappa index and overall accuracy obtained in the images
CBERS01 and CBERS02. We can see from these tables that the color descriptors perform
better than the texture descriptors, as observed in [14, 13]. The Color Autocorrelogram
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Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
QCCH 0.175 0.0054 49.90 1.58
LBP 0.2561 0.0235 55.77 0.85
CH 0.586 0.0037 74.21 0.27
BIC 0.5909 0.0065 74.48 0.49
MC 0.5847 0.0066 74.08 0.68
ACC 0.6105 0.0035 75.76 0.22
Table 4.8: Low-level descriptors performace in CBERS01 dataset.
Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
QCCH 0.2774 0.0130 44.79 1.32
LBP 0.3164 0.0064 48.23 0.71
CH 0.5319 0.0040 64.17 0.30
BIC 0.5376 0.0047 64.62 0.34
MC 0.5208 0.0027 63.32 0.22
ACC 0.5562 0.0063 66.03 0.50
Table 4.9: Low-level descriptors performace in CBERS02 dataset.
(ACC) descriptor presents the best mean kappa index and overall accuracy. According to
the statistical test (ANOVA + Tukey’s HSD with 95% of confidence level), ACC is signifi-
cantly superior than the other low-level descriptors in CBERS01 and CBERS02 datasets.
On the other hand, ACC has the largest number of features slowing down training and
classification phases. The texture descriptor QCCH has the worst performance among all
analyzed descriptors, according to the statistical test, for both Kappa index and overall
accuracy.
Table 4.10 shows the Kappa index and overall accuracy obtained on the ROME
dataset. Like CBERS01 and CBERS02, the color descriptors achieved better results
than texture descriptors. Different from the CBERS01 and CBER02 datasets, ACC is
not significantly different than BIC and MC in ROME dataset. The descriptor QCCH
presented the worst performance.
In the case of the CBERS images, ACC is the best color descriptor if the storage and
time requirements are not critical. It is remarkable that the simple Mean Color (MC)
descriptor perform better than texture descriptors and is not far from the other analyzed
color descriptors.
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Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
QCCH 0.3805 0.0105 60.74 1.28
LBP 0.5234 0.0062 68.20 0.28
CH 0.7760 0.0039 84.70 0.22
BIC 0.7801 0.0047 85.01 0.28
MC 0.7637 0.0044 83.81 0.30
ACC 0.7857 0.0034 85.36 0.21
Table 4.10: Low-level descriptors performace in ROME dataset.
Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
BOW-MC 0.5978 0.0025 74.97 0.25
BOW-BIC 0.5493 0.0031 71.34 0.22
BOW-SIFT 0.1354 0.0089 51.18 0.73
Table 4.11: Performance of superpixel descriptors based on BOW in the CBERS01
dataset.
4.2.2 Evaluation of the superpixel descriptors based on BOW
In this section, we present the classification performance of superpixel descriptors based on
the bag of visual words (BOW) model. To describe the local patches inside the superpixels,
we use MC and BIC from the descriptors evaluated in Section 4.2.1 because of their
efficient computation. Also, we use SIFT because it is widely used in Computer Vision
applications. We denote BOW-MC, BOW-BIC and BOW-SIFT the BOW descriptors
created by computing MC, BIC and SIFT over local patches. Tables 4.11, 4.12 and
4.13 show the Kappa index and overall accuracy obtained on the CBERS01, CBERS02
and ROME datasets, respectively. According to the statistical test, BOW-MC descriptor
presents the best performance on the CBERS01 and CBERS02 datasets while it does
not have significant difference from BOW-BIC in the ROME dataset. In all datasets
BOW-SIFT presented the worst results.
4.2.3 Evaluation of contextual descriptors
In this section, we present the classification performance of contextual superpixel descrip-
tors based on the bag of visual words (BOW) model. We denote as Contextual BOW
(CBOW) the descriptors created by using Equation 3.2. CBOW-MC and CBOW-BIC
are contextual descriptors created by computing MC and BIC over the local patches,
respectively. The concatenation of these descriptors (CBOW-MC + CBOW-BIC) is de-
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Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
BOW-MC 0.5328 0.0037 64.26 0.30
BOW-BIC 0.5018 0.0023 61.81 0.21
BOW-SIFT 0.1644 0.0181 36.10 1.04
Table 4.12: Performance of superpixel descriptors based on BOW in the CBERS02
dataset.
Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
BOW-MC 0.7811 0.0049 85.10 0.29
BOW-BIC 0.7802 0.0038 84.96 0.22
BOW-SIFT 0.3389 0.0190 59.97 0.55
Table 4.13: Performance of superpixel descriptors based on BOW in the ROME dataset.
noted by Concatenated Contextual BOW (CCBOW). In order to also compare a BOW
contextual descriptor with a contextual descriptor using only low-level features, we in-
cluded Contextual MC (CMC) and Contextual BIC (CBIC) in the experiments, which
are computed by Equation 3.2 using MC and BIC, respectively. The method NBOW-
SIFT (NBOW — Neighborhood BOW using SIFT features on local patches) proposed
in [19] is a particular case of ours, according to Equation 3.3. We also used MC
and BIC rather than SIFT over local patches for comparison. This descriptor is named
CNBOW=(NBOW-MC + NBOW-BIC) (Concatenated Neighborhood BOW ).
Tables 4.14, 4.15 and 4.16 show the Kappa index and overall accuracy obtained on the
CBERS01, CBERS02 and ROME datasets, respectively. According to the statistical test,
CCBOW is better than ACC (the best low-level feature) considering Kappa index and
overall accuracy on the CBERS01, CBERS02 and ROME datasets. Although CNBOW
Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
CBOW-MC 0.6795 0.0021 79.82 0.13
CBOW-BIC 0.6474 0.0056 77.92 0.29
CCBOW 0.6952 0.0051 80.78 0.30
CMC 0.6249 0.0025 76.61 0.10
CBIC 0.6838 0.0029 80.16 0.18
NBOW-SIFT 0.4896 0.0275 69.36 0.98
CNBOW 0.6517 0.0091 78.51 0.33
Table 4.14: Contextual descriptors performace in the CBERS01 dataset.
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Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
CBOW-MC 0.6448 0.0098 72.71 0.67
CBOW-BIC 0.6371 0.0094 72.13 0.67
CCBOW 0.6761 0.0080 75.04 0.56
CMC 0.5466 0.0042 65.36 0.29
CBIC 0.6697 0.0028 74.60 0.21
NBOW-SIFT 0.6049 0.0037 69.61 0.28
CNBOW 0.7050 0.0036 77.16 0.27
Table 4.15: Contextual descriptors performace in the CBERS02 dataset.
Descriptors Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
CBOW-MC 0.8074 0.0042 86.81 0.28
CBOW-BIC 0.8076 0.0065 86.79 0.40
CCBOW 0.8200 0.0027 87.60 0.17
CMC 0.7740 0.0040 84.45 0.22
CBIC 0.7992 0.0058 86.25 0.35
NBOW-SIFT 0.2299 0.0271 54.90 2.14
CNBOW 0.3041 0.0116 59.25 0.28
Table 4.16: Contextual descriptors performace in the ROME dataset.
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achieves the best performance on the CBERS02 dataset, it is important to note that it
has significantly lower performance than LBP and all the low-level color descriptors in
the ROME dataset. In the CBERS01 and ROME datasets the SIFT-based approach
proposed in [19] (NBOW-SIFT) has the worst results among all contextual descriptors
analyzed. Although Contextual BIC (CBIC) is not significantly different from CCBOW
in CBERS01 dataset, considering Kappa index and overall accuracy, the size of its feature
vector is by far the largest (3072), slowing down the training and classification phases.
After analyzing these results, we selected CCBOW for the active learning experiments.
4.3 Evaluation of the active learning methods
In this section, we describe the experiments conducted in order to compare the active
learning method MCLU and our method MCLU-Reduc. In all figures of this section,
the opaque regions around the Kappa index and accuracy curves represent the standard
deviation interval.
4.3.1 Experimental setup for active learning
As mentioned in Chapter 1, the motivation to propose a dataset reduction method based
on MCLU is to reduce the time in the sample selection process of MCLU. Thus, we
carried out experiments to evaluate two aspects: classification performance and processing
time. The proposed method MCLU-Reduc was validated with the same configurations as
MCLU. In many remote sensing image classification works [66, 11], the labeled dataset is
restricted to some part of the complete image and this set of samples is often partitioned
into three sets: training, learning, and test. In the present work, we focus on a real-
world application where the labeling process should be applied to all pixels in the image.
In all experiments, we selected an initial small set comprised of 0.5% of the dataset to
form an initial training set. The active learning methods select twice the number of
classes (as suggested in [56]), to be validated by the user in each iteration. In the case of
MCLU-Reduc, fifty percent of the entire set of unlabeled samples was selected to create
the reduced set (1/r = 0.5), which was randomly divided into m = 8 subsets that are
used for sample selection in different iterations. Note that these two parameters control
the number of samples selected in each iteration. In the experiments, the active learning
methods are excecuted until approximately 10% of the dataset is annotated. We use the
CCBOW descriptor because of its good performance presented in Section 4.2. In order
to set the parameters of the SVM classifier (with Gaussian kernel) used by the MCLU
technique, we perform a grid-search model selection with 5-fold cross-validation in the
first iteration of the active learning process. As baseline, we use the random sampling
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Figure 4.4: Active learning classification performance, expressed in Kappa index, along
the iterations in the CBERS01 dataset.
method (RS), which randomly selects samples from the set of unlabeled samples to be
validated by the user.
The experiments were carried out on a computer equipped with a 3.50 GHz Intel Core
i7 processor with 32 GB of RAM.
4.3.2 Experimental results
In Figure 4.4, we present the classification results expressed in Kappa index for the meth-
ods RS, MCLU and MCLU-Reduc along the iterations of the active learning process using
the CBERS01 dataset. The horizontal axis in Figure 4.4 represents the training set size
expressed in percentage. Figure 4.5 presents the same classification results by using the
CBERS01 dataset, but using the overall accuracy metric.
According to the results of Figures 4.4 and 4.5, in the final iteration RS achieved Kappa
index equal to 0.6831 and overall accuracy equal to 80.12%. MCLU yields Kappa index
equal to 0.7341 and overall accuracy equal to 83.25%. The proposed method MCLU-
Reduc obtained Kappa index equal to 0.7295 and overall accuracy equal to 82.95%. We
can observe that both active learning methods perform consistently better than the ran-
dom sampling method along the iterations. In the first iterations, MCLU achieved some
advantage over random sampling, but when more informative samples are retrieved, an-
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Figure 4.5: Active learning classification performance, expressed in overall accuracy, along
the iterations in the CBERS01 dataset.
notated and included in the training set, the active learning method has a substantiated
gain in performance compared to random sampling.
Figures 4.6 and 4.7, show the classification performance using the Kappa index and
overall accuracy, respectively, for the CBERS02 dataset. In the final iteration, RS ob-
tained Kappa equal to 0.6536 and overall accuracy equal to 73.43%. MCLU has Kappa
equal to 0.7040 and overall accuracy equal to 77.25%. The proposed method MCLU-
Reduc has Kappa equal to 0.6972 and overall accuracy equal to 76.73%. As observed in
the CBERS01 dataset, the active learning methods MCLU and MCLU-Reduc perform
better than random sampling.
Figures 4.8 and 4.9, present the classification results using the Kappa index and overall
accuracy, respectively, for the ROME dataset. In the final iteration, RS obtained Kappa
equal to 0.8084 and overall accuracy equal to 86.86%. MCLU achieved Kappa equal
to 0.8686 and overall accuracy equal to 91.14%. The proposed method MCLU-Reduc
obtained Kappa equal to 0.8660 and overall accuracy equal to 90.97%. As observed in the
CBERS01 and CBERS02 datasets the active learning methods had better performance
than RS.
We perform a statistical test (ANOVA + Tukey’s HSD with 95% of confidence level) in
the classification performance obtained in the final iteration of the analyzed methods. Ac-
cording to the test, there is not a significant difference between MCLU and MCLU-Reduc
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Figure 4.6: Active learning classification performance, expressed in Kappa index, along
the iterations in the CBERS02 dataset.
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Figure 4.7: Active learning classification performance, expressed in overall accuracy, along
the iterations in the CBERS02 dataset.
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Figure 4.8: Active learning classification performance, expressed in Kappa index, along
the iterations in the ROME dataset.
0.5 2.0 4.0 6.0 8.0 10.0
Training set size (%)
78
80
82
84
86
88
90
92
Ov
er
al
l A
cc
ur
ac
y 
(%
)
RS
MCLU
MCLU-Reduc
Figure 4.9: Active learning classification performance, expressed in overall accuracy, along
the iterations in the ROME dataset.
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Figure 4.10: Sample selection processing time in the CBERS01 dataset.
considering Kappa index and overall accuracy. Both active learning methods present a
classification performance significantly superior to random sampling (RS).
In the active learning experiments, we compute the time required to select the most
informative samples for user annotation. Figure 4.10 presents the sample selection pro-
cessing time in seconds for the MCLU and MCLU-Reduc in CBERS01 dataset. The
horizontal axis represents the training set size expressed in percentage. As illustrated
in Figures 4.4 and 4.5, MCLU and MCLU-Reduc have similar accuracy. However, the
computing time of MCLU-Reduc is remarkably smaller as one can observe in Figure 4.10.
Figures 4.11 and 4.12 present the processing time curves for MCLU and MCLU-Reduc
in the CBERS02 and ROME datasets respectively. As observed in the CBERS01 dataset,
MCLU-Reduc spends remarkably less time to select the samples for user annotation.
We show in this section that active learning methods are good alternatives to random
selection of samples to conform the training set for remote sensing images. Figures 4.10,
4.11 and 4.12 show that the proposed method MCLU-Reduc takes less time to perform
than the MCLU method and presents similar performance.
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Figure 4.11: Sample selection processing time in the CBERS02 dataset.
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Figure 4.12: Sample selection processing time in the ROME dataset.
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CBERS01 CBERS02 ROME
Num. of boundary samples 47208 47464 23678
Total number of samples 48188 48336 24968
Num. of clusters 1466 4285 342
kmax 19 11 74
Table 4.17: Clustering experiments.
4.4 Clustering experiments
In Section 2.6.3, we present unsupervised methods that reduces the number of samples to
be processed by the active learning methods. These methods perform OPF clustering [52]
over the entire dataset. Then, the boundary samples, the ones that have a k-nearest
neighbor sample with different label assigned by the clustering algorithm, are selected
to form a reduced set. From this smaller set the active learning method selects samples
for user annotation. We perform clustering experiments in order to compute the number
of boundary samples. Table 4.17 presents the number of boundary samples, total num-
ber of samples, number of clusters and parameter kmax (OPF clustering parameter) for
CBERS01, CBERS02 and ROME datasets. As one can observe, the number of samples
of the reduced set obtained by the clustering process is close to the total number of sam-
ples providing no advantages to reduce the processing time of sample selection process in
active learning techniques. The parameter kmax was selected considering that the roots of
the cluster must cover all the classes. The large number of clusters necessary to cover all
the classes and the large number of boundary samples are perhaps caused by the contex-
tual information included in the superpixel descriptors or the high dimensionality of the
feature vectors.
4.5 Classification relaxation
After the active learning method MCLU-Reduc is performed, we obtain a set of annotated
samples (aprox. 10% of the dataset) from which we can train a classifier and produce a
classification map. Moreover, we use the method Simulated Annealing (SA) to produce a
relaxed classification map. In this section, we present the experimental results obtained
by applying Simulated Annealing over a probabilistic classification map obtained by using
the probabilistic estimates of the SVM classifier proposed in [49]. Additionally, we propose
an altenative energy function, as described in Section 3.4, the classification results of SA
using the alternative spatial energy function is denoted by SA-PSE (Simulated Annealing
with Probabilistic Spatial Energy). For SA and SA-PSE, we use the parameters β = 2.0,
T = 5.0 (temperature) and γ = 9 in all datasets, with the exception of the ROME
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Methods Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
SVM 0.7193 0.0142 82.18 0.94
SA 0.7563 0.0056 84.79 0.36
SA-PSE 0.7724 0.0064 85.75 0.41
Table 4.18: Classification results on the CBERS01 dataset using annotated samples se-
lected by MCLU-Reduc.
Methods Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
SVM 0.6958 0.0173 76.53 1.38
SA 0.7453 0.0064 80.48 0.48
SA-PSE 0.7675 0.0089 82.16 0.67
Table 4.19: Classification results on the CBERS02 dataset using annotated samples se-
lected by MCLU-Reduc.
dataset where we report results for two parameter values β = 1.0 and β = 2.0. We
performed a standard one-way analysis of variance (ANOVA) and a multiple comparison
test using Tukey’s HSD for post-hoc analysis, with 95% of confidence level, in order to
evaluate if there exists statistical significance differences among the results. In the tables
of results, bold text indicates best performance or significantly not different (according to
the statistical test) from the best mean result.
Tables 4.18 and 4.19 present the classification performance comparing three methods:
SVM, Simulated Annealing (SA) and Simulated Annealing with Probabilistic Spatial
Energy (SA-PSE). Concerning the images CBERS01 and CBERS02, SA yields better
results than SVM. According to the statistical test, SA-PSE is significantly better than
SA on both datasets.
Figures 4.13 and 4.14 present a region of the ground truth and three subimages of the
classification results for CBERS01 and CBERS02 datasets, using SVM and the relaxation
methods SA and SA-PSE. We can observe that the relaxed classification maps are more
similar to the ground truth. However, as it can be observed in Tables 4.18 and 4.19, there
is room for improvements.
Table 4.20 presents the classification performance comparing SVM, SA and SA-PSE
for the very high resolution image ROME. According to the statistical test, SA-PSE and
SA (using β = 2.0) perform significantly worse than SVM.
Figure 4.15 presents a region of the ground truth and three subimages of the classi-
fication results for the ROME dataset, using SVM and the relaxation methods SA and
SA-PSE. We can observe that the relaxed classification maps present the worst results.
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a)  Ground Truth b)  SVM
c)  SA d)  SA-PSE
Figure 4.13: Subimages of the classification maps for the CBERS01 dataset: a) Ground
Truth b) SVM c) Simulated Annealing (SA) d) Simulated Annealing with Probabilistic
Spatial Energy (SA-PSE) .
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a)  Ground Truth b)  SVM
c)  SA d)  SA-PSE
Figure 4.14: Subimages of the classification maps for the CBERS02 dataset: a) Ground
Truth b) SVM c) Simulated Annealing (SA) d) Simulated Annealing with Probabilistic
Spatial Energy (SA-PSE) .
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Methods Kappa (κ) Overall accuracy (%)
Mean SD Mean SD
SVM 0.8650 0.0075 90.90 0.49
SA (β = 1.0) 0.8591 0.0070 90.61 0.44
SA-PSE (β = 1.0) 0.8595 0.0077 90.64 0.48
SA (β = 2.0) 0.8259 0.0115 88.61 0.69
SA-PSE (β = 2.0) 0.8238 0.0132 88.46 0.80
Table 4.20: Classification results on the ROME dataset using annotated samples selected
by MCLU-Reduc.
Comparing the results of Tables 4.18, 4.19, and 4.20, we can observe that the highest
classification performances are obtained in the ROME dataset.
As we observe in Tables 4.18, 4.19, and 4.20, the process of classification relaxation
improves the results for the images CBERS01 and CBERS02. On the other hand, relax-
ation is not effective for the very high resolution image ROME. This can be caused by
the spatial distribution of the classes of interest being more “smooth” in CBERS01 and
CBERS02 than in ROME, as showed in Figure 4.16. We consider one classification map
more “smooth” than an other when it has fewer connected components.
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a)  Ground Truth b)  SVM
c)  SA d)  SA-PSE
Figure 4.15: Subimages of the classification maps for the ROME dataset: a) Ground
Truth b) SVM c) Simulated Annealing (SA) d) Simulated Annealing with Probabilistic
Spatial Energy (SA-PSE) .
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(a) (b)  
Figure 4.16: The CBERS02 dataset have smoother ground truth than the ROME dataset:
a) Subimage of the ground truth of the ROME dataset b) Subimage of the ground truth
of the CBERS02 dataset .
Chapter 5
Conclusions and future work
This work addresses the problem of remote sensing image classification using superpixels.
We deal with two main challenges: The characterization of superpixels and the incorpora-
tion of the user in the image annotation process. Moreover, we find useful the relaxation
of the classification map for the CBERS images.
In Section 4.2, we compare region descriptors in the task of remote sensing image
classification. Four color descriptors and two texture descriptors were compared by con-
sidering the Kappa index and overall accuracy metrics. We also compare classification
results of descriptors based in the bag of visual words model and the contextual descriptor
that we describe in Section 3.2.2. We observe that the proposed approach to compute
contextual descriptors can improve the classification performance as compared to the de-
scriptors that are computed only over the pixels inside the superpixels. Surprisingly, the
mean color descriptor, which has only 3 features, is nearly as effective as CH and BIC in
all datasets in the experiments.
In order to incorporate the interaction between the user and the machine learning
model used in the classification phase, we use the state-of-art active learning technique
MCLU to select an effective training set. The experiments in Section 4.3 showed that
MCLU presents better classification performance than random sampling (RS). The gain
in performance increases as more samples are added to the training set. Moreover, in
this work, we deal with the problem of the processing time when active learning is used
over a large dataset. Given that active learning methods need to compute uncertainty
values for all the unlabeled samples, a method to reduce the processing time is needed
for large amount of samples. Our proposed version MCLU-Reduc (MCLU with dataset
reduction), described in Section 3.3, is compared to MCLU in Section 4.3. MCLU-Reduc
presents similar accuracy to MCLU, with the advantage of requiring a remarkably lower
processing time. As it can be observed in Algorithm 3, the application of the proposed
method for dataset reduction is not limited to MCLU and can be used with any other
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active learning method. The proposed approach, MCLU-Reduc, takes about 17 seconds
on average for CBERS02 (our biggest dataset considering the number of superpixels), to
present new annotated superpixels for user supervision. This is a significant reduction in
the time spent by MCLU (125 seconds on average for CBERS02 dataset). But we intend
to further reduce this time in a future work, by improving our supervised data reduction
approach in order to obtain a smaller and yet representative learning set.
Generally, active learning approaches have been evaluated by simulating user inter-
action, instead of involving the user in the evaluation process. We followed the same
strategy, requiring previously annotated large datasets of superpixels. In practice, this
approach creates inaccurate ground-truth images which are subsequently used to validate
the active learning methods. In order to avoid this recursive problem, active learning
methods should be evaluated during image annotation (active learning), as the expert (or
multiple experts) provides (provide) the correct label information on a few images selected
and annotated by the classifier and afterwards, when the expert(s) is(are) satisfied with
the classifier, the classifier annotates the remaining superpixels and the expert evaluates
the final result. We intent to evaluate our approach involving multiple experts in a future
work.
The experiments in Section 4.5 show gains in the classification performance for the im-
ages CBERS01 and CBERS02 using the Simulated Annealing (SA) method for relaxation
of the classification map, except for the case of the very high resolution image, ROME
(Table 4.20). We also propose a variation in the spatial energy function minimized by
Simulated Annealing, which improves its classification performance in the CBERS01 and
CBERS02 datasets.
5.1 Future work
In order to improve the classification results and to decrease the effort of the user in the
annotation process, future work includes the following research topics:
• Multiscale segmentation for interactive classification. In this work, we generate
regions using a single scale segmentation method. Multiscale segmentation methods
provide a hierarchy of coherent regions over the image. Changing the hierarchy of
regions along the user annotation process could improve the classification results.
• Region descriptors using multiscale segmentation. An approach to exploit multi-
scale segmentation is to combine the classification results of different segmentation
scales produced by a multiscale segmentation algorithm. A different approach is to
characterize the regions in a determined scale using information from a larger region
of higher hierarchy. The biggest challenge is to combine these two approaches.
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• Feature extraction of multiple sensor data. Different sensors produce different spatial
and spectral resolution images. The challenge is to characterize regions created over
these images. In this context, some subproblems must be solved: How to combine
different segmentation results? How to characterize regions that have information
on many images?
• Marker based interactive annotation. In this work, the annotation involves the
labeling of a single region at a time by the user. This type of interaction is inade-
quate because many regions can be annotated in one user action by using markers.
The utilization of markers in the annotation process could require different active
learning algorithms that consider the informativeness of the neighboring regions to
compute the uncertainty criteria.
• Active learning with spatial constraints. A large part of active learning methods
applied to remote sensing image classification queries samples without considering
the spatial distribution of the samples in the image. This could cause a disperse
distribution of the training samples, making more difficult the image annotation
process in the case where the annotation is done by ground survey. Active learning
methods that consider the spatial distribution of the queried samples are needed for
some real applications.
• Efficient semi-supervised active learning (SSAL). Semi-supervised machine learning
models use labeled and unlabeled data to train a classifier. A synergistic method
to combine semi-supervised and active learning techniques could produce great im-
provements in the classification performance. However, semi-supervised techniques
requires more computation time than supervised classifiers. SSAL methods that
can provide response to the user’s actions in interactive time are required.
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