Abstract. We present a theoretical framework for inferring dynamical interactions between weakly or moderately coupled variables in systems where deterministic dynamics plays a dominating role. The variables in such a system can be arranged into an interaction graph, which is a set of nodes connected by directed edges wherever one variable directly drives another. In a system of ordinary differential equations, a variable x directly drives y if it appears nontrivially on the right-hand side of the equation for the derivative of y. Ideally, given time series measurements of the variables in a system, we would like to recover the interaction graph. We introduce a comprehensive theory showing that the transitive closure of the interaction graph is the best outcome that can be obtained from state space reconstructions in a purely deterministic system. Rev. E, 52 (1995), pp. 3420-3439] is a viable alternative to convergent cross-mapping that is more consistent with the underlying theory. We examine two examples of dynamical systems for which we can recover the transitive closure of the interaction graph using the continuity detection technique.
Introduction.
Over the past few decades, the development of high throughput technologies in the sciences has enabled us to collect massive amounts of data inexpensively and efficiently. We have terabytes of data on different complex processes from global warming, changing ocean currents, microbiome metagenomic data, to single-cell gene expression. The analysis of these data remains one of the great challenges. In particular, a topic of much interest is the identification of causal relationships between measured quantities to deduce their underlying network structure.
Another reason a variable may not reconstruct M , which is the main focus of this paper, is an interaction structure of the set of variables. If the dynamics of the observed variable w is unaffected by another variable x, then the reconstruction from w cannot reconstruct dynamics of variable x. Sugihara et al. [19] have recently introduced a method based on Takens' theorem which attempts to infer the interaction relationship between two variables.
Often one may be more interested in embedding an attractor of a system, rather than some invariant manifold it lies on. In many cases, the attractor is not a compact submanifold of the phase space (indeed, they can be notoriously complex objects), and thus one cannot invoke Takens' theorem. In Sauer, Yorke, and Casdagli [16] , results were established showing that if m is larger than twice the box-counting dimension of attractor A, then for U open with A ⊂ U , "almost every" map from U → R m is one-to-one on A and an immersion on compact subsets of smooth manifolds contained within A. Both Takens' theorem and the work of Sauer, Yorke, and Casdagli [16] will play a key role in this work.
Interaction graph.
We will now introduce the notion of an interaction graph, which is a directed graph reflecting the dynamical interaction between variables in the dynamical system. Definition 2.
Given a dynamical system φ, and two variables x and y of φ, the variable x directly drives y if the dynamics of y directly depend on x. In the case of a diffeomorphism, or a set of differential equations, this means that the right-hand side of the evolution equation for y has nontrivial dependence on x, i.e., y t+1 = g(x, ·) orẏ = g(x, ·). We exclude trivial dependence where changes in x do not cause any changes in g(x, ·).
Definition 2.2. Given a dynamical system φ, the interaction graph is a directed graph IG φ = (V φ , E φ ) with the set of vertices V φ corresponding to variables of φ and a directed edge from vertex x to y if x directly drives y. To simplify the notation, we often drop the subscript φ when the dynamical system under consideration is clear from the context.
As an example, consider the Lotka-Volterra model, part of a broad class of predator-prey systems, which is a pair of first order, nonlinear, differential equations used to describe the dynamics of a biological systems in which two species interact, with one being predatory and the other its prey. The equations are given by
Here u is the prey, v is the predator, and a, b, c, d are parameters. For some parameter sets, the above system exhibits a periodic orbit, which is depicted in Figure 1 , along with both corresponding time series.
Notice that both variables in the system are involved in each other's production: u directly drives v, and vice versa. The resulting interaction graph is shown in Figure 2 .
Further, since the system does not show any obvious symmetries, observations of either u or v should yield generic observation functions. Thus Takens' theorem allows one to reconstruct the invariant 1-manifold (periodic orbit) from delay reconstruction of either time series. Figure 3 shows the two-dimensional reconstructions from each variable. 
Component graph.
We want to show that the interaction structure between variables in the dynamical system naturally leads to a hierarchy of invariant manifolds or attractors that reflects the driving relationships between these variables. To develop the notion of such a hierarchy, we first coarsen the idea of interaction graphs. This requires some notions from graph theory.
Definition 2.3. For directed graph G = (V, E) and u, v ∈ V , u is reachable from v if there exists a directed path of edges in E from v to u. In particular, every vertex is reachable from itself via the trivial path.
Notice that v may still be reachable from u even if u does not directly drive v. In this case the dynamics of variable u indirectly influence the production of v. We take the sets of mutually reachable vertices to be the basic unit of interaction using the notion of a strongly connected component.
Definition 2.4. A subset of vertices W ⊂ V is a strongly connected component if it is a maximal subset such that for any u, v ∈ W, u is reachable from v and v is reachable from u.
Note that belonging to the same strongly connected component is an equivalence relation. Thus the set of strongly connected components partitions the graph. We denote the set of strongly connected components by S. Although two variables in the same strongly connected component may not directly drive one another, they are still governed in part by each other's dynamics due to the strongly connected component structure. This motivates the following definition.
Definition 2.5. Given a dynamical system φ and its interaction graph IG φ , the component graph of φ is obtained by taking each strongly connected component q ∈ S to be a vertex and declaring an edge from q → p if, for some (and therefore any) v ∈ q and u ∈ p, u is reachable from v. We denote this graph by CG φ = (S φ , U φ ).
Notice that any component graph must be an acyclic directed graph and can therefore be thought of as a partially ordered set (poset) (S, ≤). We will refer to the component graph as both a graph and poset, the partial order on S being induced from the directed graph, i.e., q ≥ p if there exists an edge q → p in the transitive closure of CG φ . This order S captures a coarse interaction structure since if q ≥ p, then there is a path along directed edges in IG φ from at least one variable in q to at least one variable in p. If we are interested in all indirect drivers to a given variable, we are lead to the notion of an upper set in the partial order CG: an upper set U is a subset U ⊂ S with the property that if p ∈ U and q ≥ p, then q ∈ U .
As we will show, the significance of an upper set U of CG is that for a dynamical system φ with an interaction graph IG there is an associated well-defined dynamical system φ U obtained by restricting dynamics to the variables in the upper set. To describe the relationship between the dynamical systems φ U corresponding to upper sets U ⊂ CG we introduce the notion of lattice of upper sets. Note that the upper sets of CG form a distributive lattice in which the partial ordering is given by set inclusion: the join corresponds to union and the meet to intersection; the highest element of this lattice represents all vertices of the component graph CG and hence all variables of the system. We denote this lattice UL φ . An example can be seen in Figure 4 .
The component graph and associated lattice of upper sets encode the driving relationships between the variables of the system. These structures allow us to decompose the invariant manifold or attractor of the system in a natural fashion. We begin with a definition of a structure for decomposing the manifold, for which UL φ will serve as an indexing set. We adapt slightly the notion of a filtration, which usually requires that the indexing set is well ordered; in our case UL φ is only partially ordered. Figure 4 . Example IG φ , CG φ , and associated lattice of upper sets UL φ . We will use this example throughout this paper.
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we have (3) ι bc • ι ab = ι ac .
A descending filtration is a collection of subsets indexed by a poset, together with a collection of projection maps π ba : X b → X a , for every pair of indices satisfying a ≤ b in the partial order. Furthermore, this collection is consistent; that is, for all ordered triples a ≤ b ≤ c we have
Given the lattice UL φ as an index set we define a descending filtration of the phase space R n . To each element U ∈ UL φ we define |U | to be the set of variables corresponding to vertices in IG that belong to U . Let R U ⊂ R n be a subspace spanned by the variables in |U |. If n U is the number of variables in U , then R U has dimension n U (in other words, R U is isomorphic to R n U ). Notice that the partial order on UL φ implies that
and only if U < V if and only if |U | ⊂ |V |.
In particular, there is a natural projection
To describe the projection we can reorder variables in R U and R V in such a way that
the projection from R n to R U . The subspaces R U indexed by elements of the lattice UL φ , with natural projections discussed above, form a descending filtration that we will call the upper set filtration. Proposition 2.7. Given a dynamical system φ, for every pair U, V ∈ UL φ with U ≤ V the projections π U and π V U commute with the dynamical system φ. Therefore there is a well defined collection of dynamical systems {φ t W } W ∈UL φ , with φ t U defined on R U given by
Furthermore, the collection of dynamical systems {φ t W } W ∈UL φ is consistent; i.e., it satisfies
Proof. We need to show that φ t U is well defined. Assume that π U (x) = π U (y) for some x = y. This means that x and y agree in all variables that correspond to vertices in |U | ⊂ |V φ |, where |V φ | is the set of all vertices in the interaction graph IG φ , and can differ only in the variables that correspond to vertices |V φ | \ |U |. The key observation is that the equations that govern variables in |U | do not depend on variables in |V φ | \ |U |. Therefore even though φ t (x) differs from φ t (y), they agree on all variables in |U |. Thus
and φ t U is well defined. To show consistency, we use the consistency of the projection maps
Using this and (5), we get
On the other hand
Comparing the two expressions, we get the consistency statement above. Now assume that there is a global attractor A in R n under φ, or, alternatively, that there is an invariant manifold M for φ in R n . The next results show that these objects inherit the structure of the upper set filtration and are direct consequences of Proposition 2.7.
Corollary 2.8. Consider φ restricted to some compact invariant manifold M . There is a descending filtration M with index set UL φ , consisting of the collection {M U } U ∈UL φ , where
Proof. The continuous image of a compact set is compact, so each [18] : An attractor is a closed, invariant set that attracts an open set of initial conditions; further, it contains no proper subset with the same properties (i.e., it is minimal).
Assuming the subspace topology on A ⊂ R n , the projection π U is an open map. Therefore, an open set O ⊃ A of initial conditions that are attracted to A maps onto an open set P := π U (O) ⊃ π U (A) = A U under the projection. Let y ∈ P , and take any z ∈ O such that π U (z) = y. Then by the definition, φ t (z) → A as t → ∞. In particular, given > 0 there exists 
A U , which is also closed and invariant. Now let
This shows that Q is an open set of initial conditions that is attracted to B. This contradicts A minimal; therefore A U must be minimal.
We call A an attractor filtration and M an invariant set filtration of the dynamical system φ. The projection π V U : R V → R U acting on real spaces is noninjective by construction for U < V , but the same projection acting on invariant sets or attractors, π V U : M V → M U and π V U : A V → A U , could be injective. This can occur, for example, if two manifolds on different levels of the filtration are homeomorphic even though the associated dynamical systems φ t U and φ t V are in different dimensions. The presence or absence of injectivity in the projections controls how much of the dynamical structure of φ can be recovered, and later we will discuss constraining the filtrations M and A to noninjective projections for optimal information recovery. be the projections that correspond to set inclusions {T, R} → {T, R, S} and {T, S} → {T, R, S}, respectively. We want to express the observation that any trajectory ϕ(x, t) in A {T RS} can be fully described by trajectories π 1 (ϕ(x, t)) in A {T R} and π 2 (ϕ(x, t)) in A {T S} . Note that the trajectory ϕ(x, t) is described by the set of coordinate scalar-valued trajectories x j (t) for all x j ∈ |T | ∪ |R| ∪ |S|. If we denote the list of these trajectories by
Note that since the variables in |T | are included in both projections, the sets on the right-hand side are not disjoint. This motivates the following definition. 
If the ranges of the projections π
Proof. By Lemma 2.13 each join-reducible element U of the lattice UL φ can be written as an irredundant join of join-irreducible elements. Since irredundant elements are not comparable in the lattice, in each V j there is a variable unique to this set that does not belong to any other set. On the other hand, since U is a join of V 1 , . . . , V k , each variable in |U | is in one of the sets |V 1 |, |V 2 |, . . . , |V k |. Therefore the dynamical system generated by the variables in |U | is a join of dynamical systems generated on the variables in
Until this point, our development was identical for both Takens' [20] (manifolds) and Sauer, Yorke, and Casdagli's [16] (attractors) formulations of the delay reconstruction process. Since the notion of a "large" set is different in these two approaches (generic in Takens versus prevalent in Sauer, Yorke, and Casdagli [16] ), and the assumptions guaranteeing that the set of successful observation functions is large are different as well, we will formulate our theory separately for these two cases.
Extension of Takens' theorem.
We start with a discussion of the technical restrictions we put on the dynamical system studied in this section. These assumptions come from Takens [20] . For a diffeomorphism φ : M → M on a smooth, compact manifold M of dimension m, we require the following properties, which are generic in D 2 (M, M ), the space of twice differentiable diffeomorphisms on M :
A1 The periodic points of φ with periods less than or equal to 2m + 1 are finite in number. A2 If x is any periodic point with period k ≤ 2m + 1, then the eigenvalues of the Jacobian (Dφ k ) x are all distinct and not equal to 1. For a smooth flow φ t on a smooth, compact manifold M of dimension m, and a time lag T > 0, we impose the following properties, which are generic in C 2 (M, M ) × R + (see Theorem A.1), where C 2 (M, M ) is the space of twice differentiable flows on M :
B1 The flow φ t has no periodic orbits of period kT for k ≤ 2m + 1. B2 If φ t (x) = 0, the eigenvalues of the Jacobian (Dφ T ) x are distinct and not equal to 1, where φ T is the time T flow-induced diffeomorphism. We offer a proof in the appendix (Theorem A.1) that pairs (φ t , T ) satisfying B1 and B2 form an open and dense set in C 2 (M, M ) × R + , where the choice of T depends on the choice of φ t . In fact, we prove genericity under a less restrictive version of B1.
It is not clear a priori that conditions B1 and B2 are generic, in particular dense, within a class of flows with a fixed interaction graph IG, or a fixed component graph CG. Restriction to such a class provides a smaller class of perturbations than the class of all smooth flows on M . To address this concern, we show in the appendix that conditions B1 and B2 are generic in the set of flows with a fixed component graph (Theorem A.6). This result does not (as far as we know) extend to the class of flows with a fixed interaction graph IG. Since we will later show that only strongly connected components of the interaction graph are recoverable using reconstruction methods, the lack of genericity of assumptions B1 and B2 for a fixed interaction graph does not restrict the generality of our result.
In order to apply Takens' theorem to dynamical subsystems φ t U , we further assume the following:
C1 The elements M U of the invariant set filtration M are compact, invariant smooth manifolds. This is not in general true, but it allows the application of Takens' theorem to the whole filtration, which we will henceforth call an invariant manifold filtration rather than an invariant set filtration.
Takens' theorems.
We restate the results of Takens here, in slightly different language that is convenient for our purposes, and discuss the extension of his work to the current context. Theorem 3.1 (Takens' theorem as restated by Huke [9, 10] ). Let M be a smooth, compact manifold of dimension m.
is an embedding. The main difference between this statement and the original Takens' theorem is that the conditions for a generic diffeomorphism are stated explicitly in the theorem body rather than in the proof. This allows one to choose a generic diffeomorphism first and then associate to it a generic set of observation functions ϕ ∈ C 2 (M, R).
When considering the analogous result for flows, we must make use of flow-defined diffeomorphisms.
Definition 3.2. For a flow φ t on M , we define a diffeomorphism φ T by fixing a time lag T . The composition of φ T with itself, (φ T ) k , is identical to the value of the flow φ t at t = kT .
Takens' Theorems 2 and 4 and Corollary 5 in [20] discuss the analogous result to Theorem 3.1 for flows. We have rewritten these results in the next theorems, in which we use the wording of Huke [9, 10] as in Theorem 3.1. We have done this to make explicit the requirements on the time lag T . In Takens' original formulation, he considers the case of T = 1 first and then expands the result to generic T > 0. Our formulation chooses a time lag T together with the flow φ t . Theorem 3.3 (Takens' Theorem 2 [20] ). Let φ t be a C 2 flow on a smooth, compact manifold
Then for a generic observation function ϕ ∈ C 2 (M, R), the delay map
is an embedding
The genericity of conditions B1 and B2 follows from the Kupka-Smale theorem [14] and the compactness of M . The proof is sketched in the appendix (see Theorem A.1), along with a proof of Theorem 3.3 assuming Theorem 3.1, which we do not prove, but refer the reader to [9, 10] and [20] .
The delay map Φ (φ T ,ϕ,2m) (x) preserves the dynamics of the flow φ t , as stated in Corollary 5 of Takens [20] for a time lag in a residual set of positive numbers, restated in different language below. 
is generic, then (1) the pair (φ t , T ) fulfills B1 and B2, and (2) the set of positive limit points of φ t (p) is bijectively mapped to the limit points of the set
. Remark. In Theorems 3.1 and 3.3, the concept of genericity means that a property holds on an open and dense set. In Theorem 3.4, genericity for the choice of a pair (φ t , T ) is reduced to a residual set-a countable intersection of open and dense sets.
In the appendix, we prove that conditions B1 and B2 hold generically for (φ t , T ) when the class of φ t is restricted to those with a fixed component graph (Theorem A.6). This means that within the class of smooth flows satisfying the constraints
for any pair of upper sets in UL such that U < V , the pairs (φ t , T ) that fulfill conditions B1 and B2 form an open and dense set. Therefore we may apply Takens' theorem to each element of the manifold filtration.
Definition 3.5. For a fixed manifold M and component graph CG, we define a subset 
Analogously for diffeomorphisms, given a smooth, compact manifold M and a component graph CG, there is an open and dense set
such that φ ∈ G P satisfies A1 and A2.
Proof. The proof of the statement for flows is in the appendix. Remark. We have used the same notation P CG and G P for both diffeomorphisms and flows, although they belong to different spaces in the two different cases. The appropriate space should be clear from context. It remains to show that the observation functions ϕ can be chosen generically in a way that respects the dynamical structure.
Filtration Y of observation functions.
In this section we consider the filtration of spaces of observation functions with domains in M U ∈ M. Let Y U denote the set of observation functions of M U , {ϕ : ϕ ∈ C 2 (M U , R)}, and let Y := {ϕ : ϕ ∈ C 2 (M, R)} be the set of observation functions for the whole manifold.
This is depicted in Figure 6 . A subset of the observation functions in Y U will be generic as an immediate consequence of Takens' theorem.
Corollary 3.7. Suppose that there is a generic diffeomorphism φ U ∈ G P or a generic flow
Remark. The generic set G U depends either on the given diffeomorphism φ (under Theorem 3.1) or on the given flow φ t and the choice of time lag T (under Theorem 3.3). We omit these dependencies in the notation and note that we will assume the same time lag T for every φ t U in the dynamical system. We now discuss the relationship between the sets of observation functions G U and
For instance, suppose ϕ is a projection of M U onto some variable in |U |. Then one does not expect that observations of this variable will reconstruct the full dynamics of M V since no variable in |V | \ |U | affects variables in U . In fact, although
, not injective), we indeed have
The same argument shows that for any set U that is a proper subset of
where G max is open and dense in Y , and ϕ ∈ G max provides an embedding of the manifold M . We formalize the requirement for (7) to hold in the following definition. Definition 3.8. The dynamical system (M, φ) has a fully resolved manifold filtration M if the following two conditions are met:
1. Given comparable U, V in the lattice UL φ with U < V , the corresponding projection
The first condition ensures that comparable, nonequal upper sets are associated with distinguishable invariant manifolds. In particular, the first condition is enough to ensure (7). As we will see later, the second condition is required to recover the full set of strongly connected components in CG.
We consider the union of the generic sets across the manifold filtration
The set G is generic in Y , because it contains the open and dense set G max along with some of its limit points. ϕ ∈ G may reconstruct any of the manifolds in the filtration. Definition 3.9. We say that ϕ is a proper observation function of V with respect to G if
Corollary 3.10. Let M be a smooth, compact manifold of dimension m, and let there be either a generic flow (φ t , T ) ∈ G P or a generic diffeomorphism φ ∈ G P as in Definition 3.5.
Let the associated manifold filtration M be fully resolved and fulfill property C1. Let the generic set G ⊂ Y U be as in (8). Then if ϕ is a proper observation function of V with respect to G, the delay reconstruction map
for flows or
Proof. We need to show that ϕ ∈ G V ; then the statement follows from Theorems 3.1 and 3.3. From the definition of G in (8) and the inclusion relation in (6), the assumptions ϕ ∈ Y V and ι V (ϕ) ∈ G imply that ϕ ∈ G V or ϕ ∈ ι UV (G U ) for some U < V . These states cannot be simultaneously true because M is fully resolved, and so the inclusion image of the generic set in
Corollary 3.10 partitions the set of observation functions Y . Consider an observation function ϕ ∈ Y such that there exists γ ∈ Y U with ι U (γ) = ϕ. If ϕ is in the generic set G and the conditions of Corollary 3.10 are met, then ϕ provides a reconstruction of M U . In
3.3. Homeomorphisms vs. projections. Theorems 3.1 and 3.3 provide a basis for identifying dynamical drivers in deterministic systems when applied to the filtration structure M of the system. In this section we present our major result, a theorem that suggests an algorithm for recovering the transitive closures of the interaction and component graphs of the dynamical system. At this point, we will relax the idea of diffeomorphic manifolds to the notion of topological equivalence (see, for example, Arnol'd [1] ). Two topologically equivalent systems have homeomorphic phase spaces, rather than diffeomorphic phase spaces. The presence or absence of homeomorphisms between manifolds in M is the property that allows the recovery of dynamical relationships.
Theorem 3.11. Let M be a smooth, compact manifold of dimension m, and let there be either a generic flow (φ t , T ) ∈ G P or a generic diffeomorphism φ ∈ G P . Let the associated manifold filtration M be fully resolved and fulfill property C1. Let G be the generic set of observation functions defined by (8) . Consider a proper observation function ϕ 1 of U , and a proper observation function ϕ 2 of V . Denote the reconstructions
both observation functions are from the same class G U ) if and only if there is a homeomorphism
Ψ 1,2 : M 1 → M 2 .
(b) U < V if and only if there is a continuous surjective, noninjective map
Proof. In the following, we will use the notation for a flow, with the understanding that the proof holds for either flows or diffeomorphisms. (a) Forward direction: As U = V we will only use U . By Corollary 3.10,
gives a diffeomorphism, and therefore a homeomorphism, M 1 → M 2 , as shown in Figure 7 (a).
Reverse direction: Assume that there exists a homeomorphism Ψ 1,2 : M 1 → M 2 , and the relationship between M U and M V is unknown. As in the forward direction, the maps
has a fully resolved manifold structure, the existence of the homeomorphism Γ UV ensures that U and V are comparable and that U and V are equal.
is the desired noninjective surjection (Figure 8(a) ).
Reverse direction: Now suppose the noninjective, surjective map Π 2,1 : Figure 8 (b). Since M is fully resolved, the existence of Π 2,1 ensures that U and V are comparable, and since the mapΠ V U is noninjective, it must be true that V > U. Theorem 3.11 implies that two variables reconstruct homeomorphic projections of M only if they belong to the same strongly connected component in CG φ . We now propose an algorithm for establishing interactions between variables and prove that the transitive closures of the interaction and component graphs of the dynamical system can be recovered from the output of the algorithm.
3.4.
Algorithm. Algorithm 1. 1. Let the set of variables be the set of vertices in a graph that we will call RG.
For every variable x, build the reconstructed manifold
depends only on x and k is large enough to work for the whole filtration. 1. By construction, the graph RG has the same set of vertices as IG. Self-loops cannot be resolved by the algorithm, since M x is always homeomorphic to itself regardless of the presence or absence of a self-loop at x in IG. Let x ∈ |U min |, y ∈ |V min |, and w ∈ |W min | be arbitrary variables in the set of vertices, with x = y and x = w. The generic maps ϕ x ∈ G U , ϕ y ∈ G V , and ϕ w ∈ G W exist as assumed. Note that M fully resolved, x ∈ |U min |, and ϕ x ∈ G U all together imply that ϕ x is a proper observation function with respect to G. Similarly for ϕ y and ϕ w . Then by Corollary 3.10, each of these induces a reconstruction that is diffeomorphic to the associated element of the manifold filtration M; that is, We discuss a specific implementation of Algorithm 1 in section 5. In the following section, we present the analogous theorems and algorithm for compact attractors instead of compact manifolds, based on the fractal delay embedding prevalence theorem of Sauer, Yorke, and Casdagli [16] .
Extension to Attractors.
To obtain similar results for attractors, the conditions which the dynamical system must obey are slightly different. We now discuss these technical restrictions. For a diffeomorphism, φ : R k → R k , a compact subset A ⊂ R k of box-counting dimension d that is invariant under φ, and n > 2d, we require the following:
A1 For every positive integer p ≤ n, the set of periodic points of period p has box-counting dimension less than p 2 . A2 The linearization Dφ p for each of these orbits has distinct eigenvalues. Consider a flow φ t on R k and let A be a compact subset of R k of box-counting dimension d that is invariant under φ. Let n > 2d and T > 0. Assume the following:
B1 A contains at most a finite number of equilibria. B2 There are no periodic orbits of period T or 2T , and there are at most finitely many periodic orbits of period 3T, 4T, . . . , nT . B3 The linearizations of those periodic orbits have distinct eigenvalues. We conjecture, similar to our result in Theorem A.6, that these assumptions are prevalent (as described below) in the set of flows φ t or diffeomorphisms φ restricted to a fixed component graph CG. The proof remains open. In the proofs below, we assume that if A1 and A2 hold for φ or B1-B3 hold for φ t , they also hold for all φ U or φ t U , where U is a set in the upper set lattice UL.
Observation function filtration for attractors.
In this section we phrase the work of Sauer, Yorke, and Casdagli [16] in our context. The importance of the results presented in [16] is that the invariant set of a dynamical system may not be a compact smooth manifold. In this setting, Sauer, Yorke, and Casdagli [16] replace Takens' notion of genericity of observations of dynamics on compact manifolds with a notion of "almost everywhere," or probability one, for observations of dynamics on compact attractors. It is not obvious how to generalize the notion of probability from a finite-dimensional space to an infinite-dimensional space, and the notion of prevalence [16] has been developed to address this issue. We will proceed by considering the filtration of spaces of observation functions for each entry in the upper set lattice UL φ . In this section, Y U denotes the set of smooth observation functions Y U := {ϕ : A U → R} with ϕ ∈ C 1 (this is relaxed from Takens' theorem, in which ϕ ∈ C 2 is required). The sets Y U and Y = U ι U (Y U ) form a filtration Y, as discussed in the previous section.
We restate the fractal delay embedding prevalence theorem of [16] in our context, which is analogous to Theorems 3.1 and 3.3 in the previous section.
Theorem 4.2 (Sauer, Yorke, and Casdagli [16] ). Let φ : R n → R n be a diffeomorphism satisfying the assumptions A1 and A2 above, or a flow satisfying B1-B3. For every observation function ϕ in a prevalent subset P U ⊂ Y U with T > 0, the delay reconstruction map of A U ,
for diffeomorphisms, is 1. one-to-one, and 2. an immersion on each compact subset C U of a smooth manifold contained in
For the remainder of the work on attractors, a set C U ⊂ M U ⊂ A U will mean a compact subset of a smooth manifold contained in A U . The second item in Theorem 4.2 states that Φ (φ T ,ϕ,k) restricted to C U is differentiable with an injective derivative onto its image
The following corollary gives us a result, which is compatible with the attractor filtration and more suitable for applications since it replaces differentiable functions with a homeomorphism.
Corollary 4.3. Let φ : R n → R n be a diffeomorphism satisfying the assumptions A1 and A2 above, or a flow satisfying B1-B3.
Proof. Let C I denote the image of C U under the delay map, and let H Φ,C U denote the restricted map H Φ,C U : C U → C I . By Theorem 4.2, H Φ,C U is a differentiable surjection onto its image and is also one-to-one, and therefore a differentiable bijection. To be a homeomorphism, we need only that H −1 Φ,C U be continuous, which follows from a theorem in Munkres [13] . We repeat the brief argument here. Let D be an arbitrary closed subset of C U . Since C U is compact and D is closed, D is compact. Then H Φ,C U continuous implies H Φ,C U (D) is a compact subset of C I . Since C I ⊂ R k+1 , C I is Hausdorff, which implies that the compact subset H Φ,C U (D) is closed. Since the inverse image of an arbitrary closed subset in the range of H
In order to apply Corollary 4.3 to A, we need the idea of a fully resolved attractor structure, analogous to Definition 3.8. It is useful to introduce the notation M U , denoting the union of all smooth manifolds in the attractor A U .
Definition 4.4. The dynamical system (A, φ) has a fully resolved attractor filtration A if the following two conditions are met:
that is also continuous when restricted to any compact subset C U ⊂ M U ⊂ A U . As in the previous section, the first condition ensures that comparable, nonequal upper sets are associated with distinguishable attractors by the relation ι UV (P U ) ⊂ Y V \P V , and the Downloaded 10/26/15 to 153.90.5.33. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php second condition is required to recover the full set of strongly connected components in CG. Additionally, the requirement in the first condition that smooth manifolds map to smooth manifolds is analogous to assumption C1 in section 3.
Similar to Corollary 3.10 we have the following. Corollary 4.5. Let φ : R n → R n be a diffeomorphism satisfying the assumptions A1 and A2 above, or a flow satisfying B1-B3. Let A be the attractor filtration, and let Y be the filtration of observation functions associated to φ. Assume A is fully resolved. Then there exists a prevalent set P ⊂ Y such that if ϕ is a proper observation function of V with respect to P, then the delay reconstruction map
Proof. Analogously to (8) we define a set
The proof that ϕ ∈ P V is the same as Corollary 3.10, because it depends only on ι UV (P U ) ⊂ Y V \ P V , which has an exact analogue for manifolds. Since ϕ ∈ P V , the result follows directly from the application of Theorem 4.2 and Corollary 4.3.
Homeomorphisms vs. projections on subsets of attractors.
We present our major result for attractors, a theorem analogous to Theorem 3.11 that suggests an algorithm for recovering the interactions between variables in a dynamical system. The proof is quite similar to that of Theorem 3.11, and the commuting diagrams in that proof may be useful to the reader here. 
: A 1 → A 2 is injective, and is a homeomorphism on any C 1 → C 2 , where C 1 and C 2 are both images of C U . Notice that Φ (φ T ,ϕ 1 ,k 1 ) and
Reverse direction: We assume that there exists a one-to-one map Ψ 1,2 : A 1 → A 2 that is bijective on M 1 and a homeomorphism when restricted to C 1 . As above, by Corollary 4.5, Φ (φ T ,ϕ 1 ,k 1 ) and Φ (φ T ,ϕ 2 ,k 2 ) are one-to-one on A U and A V , and are homeomorphisms on any C U and C V . Then the map
is injective on A U , bijective on M U , and a homeomorphism on any C U . Since A is fully resolved, U and V are comparable because Γ UV exists, and
are injective on A U and A V , their inverses exist, leading to the well-defined map
:
which is noninjective. Furthermore, Π 2,1 maps C 2 → C V → C U → C 1 in a composition of continuous surjections; i.e., it is a continuous surjection itself on C 2 . As proved in part (a), Π 2,1 is not continuous on the union M 2 , but it is a surjection onto M 1 .
Reverse direction: Now suppose the noninjective map Π 2,1 : A 2 → A 1 exists, is a surjection from M 2 to M 1 , and is continuous on any C 2 . Since Φ (φ T ,ϕ 1 ,k 1 ) and Φ (φ T ,ϕ 2 ,k 2 ) are injective, their inverses exist, so the map
is well defined and noninjective via Π 2,1 .Π V U is a continuous surjection on any C 2 , implying thatΠ V U is a surjection from M 2 to M 1 . Since A is fully resolved, the existence ofΠ V U ensures that U and V are comparable, and since the mapΠ V U is noninjective, it must be true that V > U. The notion of fully resolved attractor filtration reflects not only a desire to have distinct attractors associated to different upper sets in the lattice UL, but also the need for these characteristics to be computable, at least approximately, from finite data. For two reconstructions of the same attractor in a fully resolved system, Theorem 4.6 asserts the existence of a map that is a homeomorphism when restricted to compact subsets of smooth manifolds in an attractor. That is, there are homeomorphisms between reconstructions of compact sets C 1 and C 2 that have observation functions from the same prevalent set. It is difficult to verify such a condition computationally since we do not know all smooth manifolds that are embedded in the attractor. Instead, we only concentrate on the collection of unstable manifolds of points in the attractor, since these are embedded manifolds in the attractor. We denote this collection as a W u U (a) ⊂ A U , where a ∈ A U . Definition 4.7. The dynamical system (A, φ) has a strongly resolved attractor filtration A if the following two conditions are met:
1. Given comparable U, V in the lattice UL φ with U < V , the corresponding projection Algorithm 2 involves only a slight modification of Algorithm 1. We discuss a specific implementation of this modification in the following section.
and a surjection
g : b W u 2 (b) ⊂ A y → a W u 1 (a) ⊂ A x that is continuous on any C 2 ⊂ W u 2 (b) ⊂ A y ,
Practical detection of projections.
The main result of our work is that one-way interactions between the strongly connected components of the interaction graph of a dynamical system are identified with one-way surjections between corresponding reconstructions in a fully resolved manifold filtration or strongly resolved attractor filtration. In this section, we briefly describe our implementation of state space reconstruction, we summarize work by Pecora, Carroll, and Heagy [15] for detecting continuous functions between delay reconstructions of invariant compact manifolds, and then we introduce a modification for compact attractors. Finally, we present several examples using the unmodified version of Pecora, Carroll, and Heagy [15] ; that is, we assume the presence of an invariant manifold filtration for the dynamical systems.
State space reconstruction.
Given two equally spaced and equally long time series x = (x(0), x(τ ), x(2τ ), . . . , x(nτ )) and y = (y(0), y(τ ), y(2τ ), . . . , y(nτ )), our task is to produce M x and M y . For each reconstruction we must choose an observation function ϕ, an appropriate reconstruction dimension d, and an integer index lag i, where T = iτ is the time lag mentioned in the previous sections. In practice we choose ϕ to be the projection function, i.e., ϕ x (M ) = x and ϕ y (M ) = y, and assume that these are generic maps in G U and G V , respectively, where U and V are the minimal upper sets of x and y. To choose integer index lags i x and i y , we use as a guide the first zero of the autocorrelation function of the time series x and y, respectively. The time lags T x = i x τ and T y = i y τ are assumed generic.
A point in each reconstruction is given by
where we will consistently use u to denote a point in the reconstruction M x and v to denote a point in the reconstruction M y . The index j uniquely identifies each point on either manifold. We do not require that j be a scalar multiple of i x or i y . The reconstruction is built as a sliding window across the full length of both time series, instead of only on the points that are multiples of i x or i y . This choice leads to a smoother reconstruction and also makes it easier to identify contemporaneous points in M x and M y . In particular, M x has n + 1 − (d − 1)i x points and, similarly, M y has n + 1 − (d − 1)i y points (there are n + 1 points in each of x and y). If i x < i y , then the last n + 1 − (d − 1)i y points of M x are contemporaneous with M y , in the sense that the first coordinate of both occurs at the same time. From now on, we will restrict M x (or M y if i y < i x ) to this subset, so that M x and M y have the same number of points N with temporal coincidence in the first coordinate.
There is substantial literature addressing the choice of d and T in state space reconstruction; see, e.g., [2, 3, 4, 5, 6, 11, 12] . We have chosen deliberately simple methods to demonstrate the recovery of the transitive closure of CG from reconstructions. In all of our examples we know the dimensionality of the system, and we choose d to be the known dimensionality. Given a set of noisy time series and no a priori knowledge about a dynamical system, we would choose a more general reconstruction method such as the one in Casdagli et al. [4] .
Continuity testing.
We want to test for the existence of continuous surjections f : M x → M y and g : M y → M x , which are inverses when injective. Natural candidates for these functions are the contemporaneous maps given by f (u(j)) = v(j) and g(v(j)) = u(j) for u(j) ∈ M x , v(j) ∈ M y . Given the earlier restriction of M x and M y to contemporaneous points, this map is naturally surjective. If both f and g exist, then f −1 = g and there is a bijection between M x and M y . If both are continuous, then M x and M y are homeomorphic.
Pecora, Carroll, and Heagy [15] begin with the definition of continuity: if f is continuous at u(j) ∈ M x , then for every > 0 there exists δ > 0 such that ||u − u(j)|| < δ implies ||f (u) − f (u(j))|| < . They note that it is insufficient to merely find such a δ for a given ; it's necessary to have a null hypothesis against which the likelihood of finding a δ can be assessed. They propose a null hypothesis that the points in M y are independently and randomly distributed with respect to the points in M x , although they emphasize that other null hypotheses can be used. This gives rise to a schema for accepting or rejecting the continuity of f and g. Given > 0 and δ > 0, define punctured open sets in M x and M y :
Pecora, Carroll, and Heagy [15] present the following algorithm: 1. For a fixed , guess an initial δ. If f (B δ (u)) ⊆ B (f (u)), continue to the next step. Otherwise, reduce δ and repeat until successful or until B δ (u) = ∅. This step ensures that the points of interest are consistent with the definition of continuity. 2. Let n δ = |B δ (u)| be the number of points in the δ-ball, and similarly let n = |B (f (u))|. The probability under the null hypothesis that
where N is the number of points in M y . 3. If this probability is sufficiently low, the null hypothesis may be rejected at u. The pointwise confidence for rejecting the null hypothesis is given by Θ( , u) = 1−(p/p max ), where p max is the maximum of the binomial distribution
and the maximum value occurs at k = floor((n δ + 1)p). 4. Calculate a scalar confidence for the whole manifold by averaging the pointwise confidences over a randomly chosen set of n points indexed by the set I:
Remark 1. In a similar fashion, the confidence in the reverse direction, Θ yx ( ) for g : M y → M x , may be calculated. The ( , δ) pairs in the Θ yx ( ) calculation will be entirely independent of the values used in the Θ xy ( ) calculation.
If Θ xy ( ) is near 1, then we accept that the points mapping from δ-balls in M x to -balls in M y are nonrandom events. This constitutes circumstantial evidence for the continuity of f : M x → M y , since the points were chosen to be consistent with the definition of continuity. Similarly, the continuity of g is supported for high values of Θ yx ( ).
There is not a clear way to choose an appropriate for a given problem. If is too small, then n = 0 and continuity will never be observed. But if is too large, e.g., half the size of the manifold, then continuity may be spuriously detected. Like Pecora, Carroll, and Heagy [15] , we test a number of different values nondimensionalized by the standard deviations of the reconstructions. By this we mean the standard deviation of the distance from each point to the mean of the reconstruction in R d . A continuous function should ideally show a monotonic increase in Θ xy as increases, and should show a relatively high Θ xy for relatively low values of .
As a time series increases in length, the reconstructed points fill in the invariant compact manifold. If the functions f and g are continuous, then the confidence of continuity should increase as more points are included in the calculation. So we also calculate Θ xy and Θ yx using an increasing number of points from the time series x and y. That is, we make a family of reconstructions, where N 1 , N 2 , . . ., N k indicate an increasing number of points in the reconstructions. If the family of Θ xy ( ) curves converges upward toward 1 with increasing N i , then we have strong circumstantial evidence for continuity.
The fact that we draw conclusions based on the contemporaneous functions f (u(j)) = v(j) and g(v(j)) = u(j) comes from the assumption that the underlying dynamical system does not have an explicit delay. If we suspect that there is a delay in the system, then we should check continuity of the delay maps f k (u(j)) = v(j + k) and g k (v(j)) = u(j − k) for some k. In practice, it is not possible to test all such maps, and in our differential equation examples the contemporaneous maps are sufficient. 
Continuity testing between compact subsets of unstable manifolds. To approximate compact subsets of unstable manifolds in reconstructed attractors
Note that B n δ (u) approximates a δ-neighborhood on the unstable manifold W u x (u) ⊂ A x for large n. Similarly, we define the corresponding neighborhoods in W u y (f (u))
which approximates the -neighborhood on the unstable manifold W u y (f (u)) ⊂ A y for large n. We then test continuity of a contemporaneous map f : A x → A y on compact subsets of unstable manifolds by fixing moderate to large values of n and then proceed with the previous algorithm restricted to sets B n δ (u) and B n (f (u)).
Chaotic oscillator example.
We begin with a two-tier chaotic oscillator written as a set of first order equations:ẋ = y,
The interaction and component graphs are given in Figure 9 . The parameter choices and initial conditions we used are μ = 4.0, β = 1.2, A = 2.0,
The equations were solved using the Runge-Kutta fourth order algorithm with a fixed time step of τ = 0.025. The result is a chaotic attractor in a bounded region of space; see the phase portraits in Figure 10 . There are nearby parameter choices that result in an unbounded attracting invariant set, and state space reconstruction techniques are not guaranteed to work on such attractors. The reconstructions M x , M y , M z , M w were created in R 4 with a time lag of T = 100τ for every variable except z, which had a lag of T z = 115τ . To calculate the continuity confidences, we had to choose a set of time series lengths to build reconstructions, a set of values, and sets of random points on which to perform the continuity test. The solution trajectory was simulated out to time 1200, and a family of reconstructions was created using 30-100% of the full time series. The continuity test was performed on 10% of the points in each reconstruction chosen randomly. The points were chosen independently for each reconstruction and each pairwise comparison. The set of values sampled the interval between 0.02 and 0.4 standard deviations of the full length reconstruction for each variable. We did not recalculate the standard deviation for reconstructions of shorter lengths.
The component graph CG was recovered as expected. In particular, the homeomorphisms M x ↔ M y and M z ↔ M w were confirmed, and one-way continuous surjections were seen going from M z , M w to M x , M y . The confidence graphs for continuous M x → M w and M w → M x are shown as illustrative examples in Figure 11 . A set of Θ( ) curves is plotted, where the curves are parameterized by the length of the reconstruction. The legend shows the proportion of points in the time series used to make the reconstructions. The direction M x → M w is associated with a one-way interaction from w to x. The confidence values are low (< 0.2) over the range of tested values. Moreover, as the reconstruction becomes longer, the confidence decreases. So we conclude correctly that w is not a dynamical driver of x. In the other direction, M w → M x , we see a robust upward convergence with increasing and reconstruction length, indicating strong evidence for a continuous function. We conclude that x is a driver of w and draw an edge from x to w in the interaction graph.
We summarize all the variable relationships in Table 1 . In the left table, we give the highest confidence value for each pairwise comparison with at 0.4 standard deviations and with full length reconstructions. In the right table, we say whether the family of Θ( ) curves converged upward or downward or was coincident as the reconstruction length increased. If there are high confidence values and anything but downward convergence, we conclude the presence of a continuous surjection and an appropriate edge in the reconstructed interaction graph. With downward convergence or low confidence values, we conclude the absence of an edge. The reconstructed graphs are given in Figure 12 .
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Diamond graph example.
The point of this example is to explore a more complex component graph shaped like a diamond. We add a second branch to the chaotic oscillator example consisting of a Rössler system driven by the periodic oscillator. Both the chaotic oscillator and the Rössler systems feed into the evolution of an additional variable. The system of equations for the diamond example arė
When the parameter C is 0, the equations for s, u, v reduce to the usual Rössler system. When C is nonzero, there is an additional nonlinear term not present in the original equations. The interaction and component graphs for the whole system are given in Figure 13 . 
All of the chaotic oscillator parameters and numerical parameters are the same as in the previous example, except that the reconstructions were created in R 8 with a time lag of
Continuity testing was performed in the same manner as before, and the transitive closures of the graphs in Figure 13 were recovered. We show example confidence graphs in Figure 14 . When testing M p → M v , the curves Θ pv ( ) coincide very closely and converge toward 1, indicating an edge from v → p in the recovered interaction graphĪG. In the opposite direction, Θ vp ( ) attains moderately high confidence at short reconstruction lengths, but the confidence converges downward as the reconstruction length increases. Thus we conclude that there is not a reciprocal edge from p to v. The graph of confidences for M s → M x has only moderate values, but Θ sx ( ) converges robustly upward with reconstruction length. We therefore conclude there is an edge from x to s.
Summary data for all pairwise comparisons are listed in Table 2 . The recovered graphs constructed from the confidence values and convergence trends are shown in Figure 15 , where dashed lines denote connections not found in the original graphs.
Measurement noise.
It is obvious that sufficiently high noise can overwhelm a deterministic signal. In this section, we characterize how much measurement noise is required to interfere with the recovery of the transitive closure of the component graph of the chaotic oscillator example. See section 5.4 for the equations and parameters.
By measurement noise we mean noise that is introduced when making observations of the manifold M , so that the result is a perturbation of the observation function: ϕ + ξ(t). The noise function ξ(t) is a sequence of realizations of a probability distribution N (μ, σ) with mean μ and standard deviation σ, often taken to be the normal distribution. Measurement noise is distinct from stochastic elements in the dynamical system (dynamic noise) and from estimation errors that arise from using a finite length time series in the reconstruction [4] .
Let σ x , σ y , σ z , and σ w denote the standard deviations of the deterministic time series x, y, z, and w. We perturb the time series with independent realizations ξ x (t), ξ y (t), ξ z (t), ξ w (t), according to the normal distributions N (0, qσ x ), N (0, qσ y ), N (0, qσ z ), N (0, qσ w ), where the parameter q increases from 0.01 to 0.1. That is, we add noise with 1% to 10% of the standard deviation of the time series, and perform continuity testing precisely as before on the perturbed seriesx = x(t) + ξ x (t),ŷ = y(t) + ξ y (t), etc.
In Figure 16 , we show the decrease in continuity confidence that occurs with increasing noise. The noise levels are given in the legend as the percentage of the time series standard deviation. All reconstructions used 100% of the time series (up to time 1200 as before). The confidence in the M x → M y direction, Θ xy ( ), is fairly robust to increasing noise of this magnitude, indicating that the edge y → x in IG will be consistently recovered. However, Θ yx ( ) decays rapidly, and so the edge from x → y is lost with noise at 3-4% of the standard deviation. The two graphs in Figure 16 exemplify the patterns seen in all pairwise comparisons between dynamically related variables. The confidences Θ wy and Θ zy are very similar to Θ xy ; on the other hand, Θ wx , Θ zx , Θ wz , and Θ zw are substantially like Θ yx . All other pairwise comparisons originally failed the continuity test, and they changed very little with the application of noise. We conclude that the correct reconstruction of the dynamic interactions in the chaotic oscillator example can be recovered with measurement noise in each variable up to 2-3% of the standard deviation.
6. Discussion. In this contribution we describe mathematical structures that underlie a causality detection method based on delay reconstructions from individual time series introduced by Sugihara et al. [19] . We discuss these issues both in Takens' framework of manifold reconstruction as well as in the Sauer, Yorke, and Casdagli [16] framework of attractor reconstruction. In any dynamical system we define an interaction graph that summarizes the forcing relationship between variables: if variable x occurs on the right-hand side of the evolution of variable y, then we call x a dynamical driver of y and a vertex x is connected by a directed edge to a vertex y. We show that strongly connected path components of the interaction graphs are the finest units that any method based on delayed reconstruction will be able to recover. In fact the best one can hope for is a transitive closure of the component graph, i.e., the induced graph on the connected path components.
There is a slight shift of emphasis between the approaches of Sugihara et al. [19] and Takens [20] . In Takens' results the observation function is arbitrary, and the emphasis is on the fact that we can change a nongeneric observation function slightly to get a generic one. In Sugihara et al. [19] , as well as in the applications of time series reconstruction in general, the observation functions are fixed experimental data series and thus cannot be changed. One hopes, based on Takens' genericity results, that these fixed observation functions belong to the generic set. However, this is an assumption which cannot be verified by perturbing the observation function slightly and checking if the results remain the same.
Given a set of time series measurements, we assume that there is an underlying system of differential equations and an associated interaction graph. Each edge in the reconstructed interaction graph represents a relationship that is potentially causal in the physical system. The driving variable may be a direct cause of the driven variable, an indirect cause, a correlate of an indirect or direct cause, or an artifact from a lack of full resolution in the dynamical system. This is why we emphasize that the relationships we find are only hypotheses for causal inference. Each specific case will require independent examination to decide if a driving relationship is also a causal relationship. Similarly, one can hypothesize which variables are not causally related, due to the absence of a continuous surjection between manifolds (or subsets of attractors). Again, this is only a hypothesis, since excessive noise could be masking an underlying relationship, or there could be symmetry in the system. Sugihara et al. [19] noted that their method based on delay reconstructions works for moderately coupled subsystems. If the coupling is too weak, we cannot detect the effect of one system (or variable) on the other; if the coupling is too strong, then the driving system and driven system synchronize and the reconstructed attractors are identical. We formalize this observation with the notion of a fully resolved manifold (attractor) structure, which says that the manifolds parameterized by the upper sets of component graph must be distinguishable. We show that such a fully resolved structure can be recovered by methods based on delay embeddings, up to the resolution of the transitive closure of the component graph.
We further illustrate this point in Figure 17 . Graph (a) is the component graph associated with the example in Figure 4 used throughout the paper, and graph (b) is the recovered component graph when the example has a fully resolved manifold structure and Algorithm 1 works perfectly. The reconstructed component graphCG has additional connections from T to Q and P , shown as dashed lines. Using delay reconstruction techniques on a purely deterministic system, we cannot know if a variable in T directly drives a variable in Q, or whether there is only indirect dynamical driving. This is a limitation of using state space reconstructions to recover deterministic dynamical interactions. If the descending filtration M is not fully resolved, then the recovered graphCG may have false edges or collapsed nodes. If condition 1 of the definition fails, then one of the projections in M is injective and two comparable manifolds cannot be distinguished. If condition 2 fails, then two noncomparable elements of the filtration are connected, and erroneously identified if the condition fails in both directions. These three cases are given in Figure 17 . In graph (c), the projection from M {T SQ} to M {T S} is injective, so that the reconstructed component graphCG is a graph minor that combines nodes S and Q. In graph (d), the contemporaneous map described in section 5 is a continuous surjection from M {T SQ} to M {T RSP } , leading to a false edge between P and Q, and also between R and Q. The latter edge occurs by composing the contemporaneous maps M {T SQ} → M {T RSP } → M {R} . If the inverse map exists and is continuous, then P and Q will be falsely identified as part of the same strongly connected component P ∪ Q as in graph (e) of Figure 17 .
The failure of condition 1 in the definition of fully resolved is less severe than the failure of condition 2, since the former results in a graph minor of the transitive closure of CG, while the latter creates spurious edges not supported by direct or indirect driving relationships. A fully resolved filtration is crucial for the maximal recovery of the true dynamics.
To recover the information about dynamical drivers we use the method of Pecora, Carroll, and Heagy [15] , which utilizes a hypothesis-testing framework to detect continuous maps. This is different from the convergent cross-mapping technique proposed in Sugihara et al. [19] , which emphasizes the predictability of one time series from another. One key feature of the convergent cross-mapping technique is a projection back to a scalar time series after making the state space reconstructions. We believe that it is more consistent with the theory to test relationships between the state space reconstructions directly, as the method of Pecora, Carroll, and Heagy [15] does. However, we concur with Sugihara et al. [19] that the critical factor supporting the existence of a driving interaction is convergence to an appropriate asymptotic value with increasing time series length, rather than only depending on the results for a single time series length.
Detection of causal relationships between variables represented by experimental time series is an extremely important challenge for present day science. As the amount of data that we are able to collect expands rapidly, our ability to analyze that data is lagging behind. Our contribution, which analyzes the advantages and limitations of a class of methods based on delay reconstructions, hopes to narrow the gap between experimental successes and our ability to draw conclusions from the data.
hyperbolic fixed point or periodic orbit such that the flow in the neighborhood is topologically equivalent to the linearization of the flow at the invariant set. This implies that in each U there is a unique invariant set; i.e., the fixed points and periodic orbits of ψ t are isolated. To see that this implies finiteness of the set of fixed points and periodic orbits on a compact manifold M , consider open sets V ⊂ U such that Cl(V ) ⊂ U and the invariant set is fully contained in V . This is possible since the manifold is locally homeomorphic to R n .
Then consider the collection of open sets
. Therefore this collection is an open cover of a compact manifold M and thus admits a finite subcover. Since every set in the cover contains at most one fixed point or periodic orbit, the number of equilibria and periodic orbits is finite. We have just shown that on a compact manifold the set of flows with a finite number of hyperbolic equilibria and periodic orbits is residual and therefore dense. It is clear that this set is also open in C 2 (M, M ). We denote this set by G.
For a given ψ t ∈ G, let N < ∞ be the number of hyperbolic periodic orbits and let T 1 , T 2 , . . . , T N denote the minimal periods of each. Fix n ∈ N and consider the sets S i = {T i /k} n k=1 . Each set of real positive numbers S i is finite, so
S i is open and dense in R + . Thus a generic choice of T ∈ R + , which depends on ψ t , ensures that {kT } n k=1 ∩ {T 1 , T 2 , . . . , T N } = ∅, fulfilling B1. Denote each of these sets by
We know that B1 is fulfilled on the set
which we wish to show is open and dense in
To show the density of G, assume that (ψ t , T ) ∈ G. Because G is dense in C 2 (M, M ) and C 2 (M, M ) is a metric space, there exists a sequence {ψ t i } ∈ G with ψ t as its limit point. Then because each H ψ t i is dense in R + , we can choose a sequence {T i } with each
shows that every point in C 2 (M, M ) × R + is the limit point of a sequence in G.
To show openness, let (ψ t , T ) ∈ G and let T 1 (ψ t ), T 2 (ψ t ), . . . , T N (ψ t ) be the periods of the hyperbolic orbits of ψ t . Because periodic behavior continuously varies in C 2 (M, M ), for any δ > 0 there exists an open neighborhood U δ ⊂ G of ψ t where α t ∈ U δ has the same number of periodic orbits as ψ t and |T i (ψ t ) − T i (α t )| < δ for all i = 1, . . . , N. Choose δ > 0 small enough so that min i,k |T − T i (ψ t )/k| > 2δ with i = 1, . . . , N and k = 1, . . . , n. This must be possible since T ∈ H ψ t . Now consider a point (α t , τ) in the open set U δ × (T − δ/2, T + δ/2). We show that τ ∈ H α t by the following argument:
Genericity of B2. By the Kupka-Smale theorem [14] for an open and dense set of C 2 vector fields on M the singularities X(x) = 0 are hyperbolic, and so DX(x) at each singularity has no eigenvalues on the imaginary axis. The linearized flow in a small neighborhood about x is given by ψ t (y) = e tDX(x) (y − x), so that the derivative of the diffeomorphism φ T at x is e T DX(x) . Since T ∈ R, the operator T DX(x) has no eigenvalues on the imaginary axis, implying that e T DX(x) has no eigenvalues on the unit circle.
We now need to prove that the eigenvalues of e T DX(x) are distinct. The proof requires three steps. The first is an observation that there is an open and dense set A in the set of all linear operators such that A ∈ A satisfies two conditions:
1. If λ 1 is an eigenvalue of A, then Re(λ 1 ) = 0. 2. For any pair of distinct eigenvalues λ 1 , λ 2 of A, then e T λ 1 = e T λ 2 .
It follows that at each singularity x, there is an arbitrarily small perturbation that takes DX(x) into a linear operator in A. The second step is to show that the perturbation can be localized around the singularity. While a construction using a bump function is standard (see, e.g., proofs in [14] and [8] ), the fact that we need the perturbed function to be C 2 close to the original presents technical issues. We refer readers to the proof of Lemma A.2 for an idea of the method of perturbation in this proof. The third step uses the compactness of M to note that there are finitely many hyperbolic singularities for vector field X, and hence there is a minimal distance between them. By using nonoverlapping bump functions one can show that the perturbation at each singularity can be done simultaneously. This shows the density part of B2.
Openness follows from the openness of A in the set of all linear operators. Let X be a vector field with X(x) = 0 such that DX(x) ∈ A, and let δ > 0 be such that B ∈ A when B is within δ of DX(x). Then, for any smooth Y with Y (x) = 0 sufficiently close to X, the difference in derivatives DX(x) − DY (x) is smaller than δ.
Proof of Theorem 3.3. We will show that if conditions B1 and B2 are fulfilled for ψ t and T , then the diffeomorphism φ T : M → M will fulfill properties A1 and A2, making Φ (φ T ,ϕ) : M → R 2m+1 generically an embedding by Takens' Theorem 3.1. Since condition B1 implies no periodic points of ψ t with periods kT for 1 ≤ k ≤ n, n ∈ N fixed, then the only closed orbits in the set {φ T (x), (φ T ) 2 (x), . . . , (φ T ) n (x)} are fixed points of period 1 for any x ∈ M . Since generically there are only a finite number of singularities of ψ t , there can be only a finite number of fixed points of φ T . So B1 implies A1. Since φ T has only fixed points (i.e., periodic points of period 1), then A2 requires only that the derivative of φ T at the fixed points have distinct eigenvalues not on the unit circle. This is exactly what was proved in condition B2. Now we extend these results to the smaller set of flows with a fixed component graph CG. Given CG and a compact manifold M , we build the corresponding upper set lattice, UL, and manifold filtration M. For any two upper sets satisfying U < V , denote the dimensions of the compact manifolds M U , M V ∈ M by n U , n V , respectively, and their associated flows by
Recall also Definition 3.5, where we define the subset P CG ⊂ C 2 (M, M ) to consist of those flows where π V U • ψ t V = ψ t U • π V U holds for any pair of upper sets in UL satisfying U < V for a fixed pair (CG, M ). Our goal is to prove that conditions B1 and B2 are generic in this smaller set P CG × R + .
To prove this we first consider the simplest possible upper set lattice UL which consists of two sets U, V with U < V . Arguing openness is straightforward, but arguing density requires substantial work. We will use this result and induction on UL to show genericity of B1 and B2 in P CG . Before we prove Theorem A.2 we need a lemma which will allow us to transfer the relationship between U and V locally to coordinate charts. Let (c i , Q i ) be an atlas mapping M V locally to R n V and (d i , P i ) an atlas from M U to R n U . Given an arbitrary point v ∈ M V , consider an open neighborhood O ⊂ M V small enough so that the following hold:
1. O ⊂ Q j and ψ t V (O) ⊂ Q j for a fixed index j and a small time t.
) ⊂ P j for a fixed index which we may take to be j without loss of generality, and a small time t. There are three locally induced maps to consider:
The induced projection-like function is C ∞ because we assume that the manifolds M U and
Therefore the projection relationship holds locally near any c i (v) for v ∈ M V . Proof of Theorem A.2. Given T , we denote periodic orbits of period jT with j ∈ {1, 2, . . . , 2n V + 1} as bad periodic orbits.
Open. The set of (ψ t V , T ) ∈ C 2 (M V , M V ) × R + fulfilling condition B1 (i.e., there are no bad periodic orbits) is open; therefore it is relatively open in P CG × R + .
Dense. The set of (ψ t U , T ) ∈ C 2 (M U , M U ) × R + fulfilling condition B1 is open and dense; i.e., there are no bad periodic orbits for pairs (ψ t U , T ) in the generic set. Given a generic choice of (ψ t U , T ), the key is to show that the set of ψ t V with no bad periodic orbits in T is dense in the set of ψ t V satisfying π V U • ψ t V = ψ t U • π V U . To do this, we assume that there exists a bad periodic orbit in ψ t V and construct an arbitrarily close perturbation in P CG with no bad periodic orbits that respects the projection relationship.
We observe that if ψ t V has a bad periodic orbit, it must occur at an equilibrium point of ψ t U , given a generic choice of ψ t U and T . Since there are a finite number of equilibrium points of ψ t U , we need to make at most a finite number of perturbations to ψ t V to ensure that there are no bad periodic orbits of ψ t V with the same T . Consider a single equilibrium point of ψ t U giving rise to a bad periodic orbit of ψ t V . We denote that equilibrium point by u e . We will show that for any > 0, there exists a flow ξ t V ∈ P CG and an open neighborhood of u e , P ⊂ M U , such that 1. ξ t V has no bad periodic orbits in the set S = {v : v ∈ M V , π V U (v) ∈ P }; 2. ξ t V is a local perturbation of ψ t V ; i.e., ξ t V = ψ t V for all v ∈ M V \ S; 3. ξ t V can be arbitrarily close to ψ t V ; i.e., ||ξ t V − ψ t V || < on S in the C 2 norm. Using the result and notation of Lemma A.3, we may prove 1-3 for the flowsψ t V ∈ C 2 (R n V , R n V ) andψ t U ∈ C 2 (R n U , R n U ), and the result can be passed through the charts back to the original flows.
If the C ∞ projection π V U : M V → M U is restricted to the domain M V , then the set N := π −1 V U (u e ) is generically a compact submanifold of M V , because u e is generically a regular value of π V U by the Morse-Sard theorem [8] . Clearly N has an atlas (c i , O i ) with O i = Q i ∩N, consistent with the atlas (c i , Q i ) of M V , and is locally diffeomorphic to R n V −n U (see [8, pp. 13-14] ). The flow ψ t V induces a flow ψ t V | ue on the manifold N , which exhibits the bad periodic orbit.
By the genericity of B1 in the set C 2 flows on the compact manifold N , we may choose a C 2 flow κ t : N → N with no bad periodic orbits such that ||κ t − ψ t V | ue || < μ in the C 2 norm, where μ is sufficiently small (exact condition to be determined later). Letκ t = c j • κ t • c −1 j be the locally induced flow. The condition ||κ t − ψ t V | ue || < μ in the C 2 norm means that ||κ t −ψ t V | ue || < μ in the C 2 norm on R n V −n U for every open set O i in the atlas of N . We shall assume for the remainder of the proof that the mapped flows (ψ,κ) are C ∞ functions on their respective domains, since C 2 functions may be approximated arbitrarily closely with C ∞ functions.
There exists a small neighborhood N U ⊂ P i ⊂ M U containing u e that contains no other limit sets of ψ t U , where P i is an open set in the atlas (d i , P i ) of M U . Without loss of generality, assume that d j (u e ) = 0 ∈ R n U ; that is, the equilibrium point of interest is mapped to the origin. We shall choose δ 1 sufficiently small that the δ-ball in R n U satisfies d By Lemma A.3, we may writeψ t U ≡ g t (x) andψ t V ≡ (g t (x), f t (x, y)) for x ∈ B δ (0) ⊂ R n U , y ∈ B v ⊂ R n V −n U . Then f t (0, y) andκ t (0, y) have the domain {0} × B v , where the input y for both functions is generated from the same atlas. We emphasize that f t andκ t are localize this perturbation to functionf t to a neighborhood ofx. Since there are only finitely many equilibriaz, these local perturbations can be composed to arrive at perturbation of the flow ψ t V that satisfies B2. We are almost ready to prove the main result. In the proof we will require the following definition.
Definition Proof. The upper set lattice UL associated with CG may be divided into levels L i , where the empty set is the only element in L 0 , the least elements of UL form the level L 1 , and the top level, composed of a single element, is L N . We present an induction proof on the levels of UL.
Let m be the dimension of the manifold M . For each least element U i in the level L 1 , (ψ t U i , T i ) may be chosen from C 2 (M U , M U ) × R + to generically satisfy B1 and B2. Specifically for B1, periodic orbits of period kT i do not exist for k ≤ 2m + 1, a number depending on the dimension of M , not on M U . Since the number of sets in L 1 is finite, generically each T i satisfies all the ψ t U , and we choose one T for the whole level. Now consider L 2 . Every element in the upper set lattice is the immediate successor of either one or two elements as in the following diagram:
We proved in Lemmas A.2 and A.4 that for the case on the left, a generic choice of (ψ t U , T ) implies that ψ t V generically satisfies B1 and B2 for the same choice of T . For the case on the right, if |U | × |W | is taken as a product space, then M U × M V is a manifold and the results of Lemmas A.2 and A.4 immediately apply as well (indeed this is true for any V with a finite number of incoming edges, so we are not limited to the special case of an upper set lattice). Therefore the flows associated with upper sets in L 2 generically satisfy B1 and B2.
It is easily seen by the same argument that if B1 and B2 hold generically for the flows associated with the upper sets in L i−1 , then they hold generically for flows in L i , where the projection relationships between the levels are satisfied. Since all flows satisfy B1 for k ≤ 2m + 1, the requirements for Takens' theorem hold at all levels of UL. And since T is the same for all flows, then B1 and B2 hold generically in P CG × R + .
An immediate consequence of Theorem A.6 is Theorem 3.6 in section 3, which we now prove for flows only.
Proof of Theorem 3.6 for flows. Let G ⊂ P CG ×R + be the open and dense set established in Theorem A.6, so that (ψ t , T ) ∈ G satisfies properties B1 and B2, and ψ t fulfills the projection relationships π V U • ψ t V = ψ t U • π V U for U < V in the upper set lattice. Fix a point on the manifold p ∈ M . Then by Theorem 3.4 there exists a residual set G(p) ⊂ C 2 (M, M ) × R + such that (ψ t , T ) ∈ G(p) satisfies B1 and B2, and the limit points of the flow starting at p are bijectively mapped to the limit points of the embedding constructed from a generic observation function. Then the set
is a residual subset of P CG × R + simultaneously satisfying the requirements of Theorem 3.4 and respecting the structure of the component graph CG. Since the projection of the positive limit points of ψ t onto M U are the positive limit points of ψ t U , the pair (ψ t U , T ) generically satisfies the requirements of Theorem 3.4 while ensuring that ψ t U = π U • ψ t . Theorems A.6 and 3.6 allow us to apply Theorems 3.3 and 3.4 to each element (ψ t V , M V ) of the filtration of (ψ t , M), as we did in section 3. We assume that the proof for genericity of conditions A1 and A2 for diffeomorphisms φ ∈ P CG ⊂ D 2 (M, M ) may be similarly proven, which would allow the application of Theorem 3.1 to the filtration as well.
