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Maximally localized Wannier functions are the key tool for a variety of physical applications
of Bloch states. Here we develop a simple and exact procedure to construct maximally localized
Wannier functions for one dimensional periodic potentials of arbitrary form. As opposed to relatively
complex numerical minimization approaches that may return somewhat different results depending
on implementation and running conditions, this computationally straightforward method guarantees
a unique (and optimal) result on each run. These features make it a useful vehicle for evaluation of
Hubbard interactions, overlaps and various matrix elements in a simple and efficient manner.
I. INTRODUCTION
Bloch theory in its original form described particle
states in periodic potentials using a (quasi)momentum
picture. It became clear later that it is beneficial to de-
velop a position-space picture. The latter approach, in-
troduced by Wannier [1], uses localized functions which
reflect the spatial structure of the potential and serve
as “hulls” of the Bloch states. Owing to its conceptual
simplicity, the Wannier function proved to be an indis-
pensable tool for the study of a variety of research areas.
One recent highlight is the role played by Wannier func-
tions in theories of polarization in crystalline solids [2].
An extensive overview of these and other developments
can be found in Ref. [3].
This work is motivated by recent efforts to use Wan-
nier functions for understanding the states of cold atoms
in optical lattices [4]. Similar to previous work in reg-
ular solids, where Wannier functions have been used for
first-principles calculations of parameters of the Hubbard
model [5], the parameters of the low-energy Hubbard-
type Hamiltonian of cold bosonic atoms in optical lat-
tices can be efficiently evaluated in Wannier basis. In
the application to cold atoms, optical lattices often re-
sult in separable periodic potentials. In this case, instead
of treating the full three-dimensional problem, one may
consider a set of one-dimensional potentials. This makes
developing a good understanding of Wannier functions
for one-dimensional potentials particularly important.
In the case of a single isolated band, for Bloch state in
band n and with quasi-momentum ~k
∣∣bn~k〉, the general
Wannier function may be written
|~s;n〉 ∝
∫
BZ
d~ke−i~k·~s
∣∣bn~k〉 , (1)
where ~s is a vector to a lattice point and
∫
BZ
indicates an
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FIG. 1. Maximally localized multi-band Wannier functions
(red curves) for the lowest three bands in a triple well poten-
tial, similar to that proposed in Ref. [6]. The functions are
eigenstates of the ΠxΠ matrix, as detailed in Section II D. The
maximally localized single-band wavefunctions (blue curves)
are used to find the matrix elements of ΠxΠ from the ex-
pressions in Section II B. Naive single-band Wannier func-
tions with arbitrary phase on constituent Bloch waves (green
curves) are used to find maximally localized single-band wave-
functions (see Section II C). Note the states in the highest
band benefit the most from the localization procedure. The
form of the potential is shown for reference.
integral over the first Brillouin zone. Already the strong
non-uniqueness of the wavefunctions appears; each state∣∣bn~k〉 may be independently assigned an arbitrary ~k and
n dependent phase φn(~k). If multiple bands need to be
treated this indeterminacy only increases, for now there
is also a free unitary transformation that can be done
within the subspace of the relevant bands at each ~k. Note
that the need to treat multiple bands in one dimension,
even in the absence of degeneracy, is not purely academic;
for example, as long as the bands are relatively close,
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2obtaining physically relevant Bose-Hubbard parameters
for cold atoms requires considering all bands a particle
may occupy. More specifically, a single-well potential as
treated in detail in [4] only requires single-band Wannier
functions and does not benefit strongly from this analysis,
but a recent proposal in Ref. [6] to use a triple-well po-
tential to create a quantum spin Hall Hamiltonian offers
an example that requires maximally localized Wannier
functions across the three lowest bands to obtain accu-
rate Bose-Hubbard parameters. This proposal motivates
the form of the sample potential in Figure 1.
Methods of varying degree of complexity and gener-
ality exist for treating these functions. At one end of
the spectrum, Kohn proves general analytic properties of
Wannier functions in a single band [7]; of particular in-
terest, he demonstrates the existence of (by appropriate
choice of phase) exponentially localized Wannier func-
tions. The supplementary material of Ref. [8] details a
construction from diagonalization of a projection opera-
tor similar to the one introduced in Section II A, but only
treats the case of a single 1D band in general. A partic-
ular example with two bands, using the same projection
operator as in this paper, is also given, but the problem
is not treated for arbitrary problems; furthermore, max-
imally localized 1D Wannier states are not used as an
intermediate basis for the projection operator. Finally,
Marzari et al. present a general method for constructing
the maximally localized Wannier functions in any dimen-
sionality and band structure [9] that uses a minimization
scheme.
In this paper we detail a constructive scheme for maxi-
mally localized Wannier functions in one-dimensional po-
tentials; first an integral formula for single-band wave-
functions, then a diagonalization scheme for the general
problem. Although our method is strictly less general
than that in [9], it is computationally simpler and in
particular does not rely on a minimization scheme, so
for given precision is guaranteed to converge on a unique
answer regardless of implementation and problem condi-
tions. In fact, the precision of this method is straightfor-
ward to adjust, simply by increasing a number of matrix
elements calculated (see Section II D). Furthermore, the
only required non-trivial operation is matrix diagonaliza-
tion, although integration may be used to improve the
results on practical grounds; both of these operations are
well-studied and have many efficient implementations.
We also use (optionally maximally) localized single-band
Wannier states (for which we provide a simple numerical
construction) as our intermediate basis; this affords prac-
tical advantages in accuracy and convergence (see Sec-
tion III), conceptually abstracts the localization problem
from the one of finding an initial basis for a particular
Hamiltonian, and carries the formal advantage that the
expectation of position is well-defined. Effectively, our
method shares the scaling, uniqueness, simplicity, and
convergence advantages cited by Ref. [8], while remain-
ing sufficiently general to completely treat 1D periodic
potentials of arbitrary complexity to high accuracy.
For the remainder of the paper we will restrict our-
selves to one-dimensional potentials.
II. GENERALIZED WANNIER FUNCTIONS
First, we introduce some essential concepts and no-
tations. We assume Hamiltonian H having periodicity
pi/kb. Bloch’s theorem then lends eigenstates |bnk〉 =
Qk(x) |unk〉 such that Qk(x) = eikx and 〈x|unk〉 =
〈x+ pi/kb|unk〉. We take 〈x|unk〉 normalized within a
unit cell, so that the corresponding Bloch wave normal-
ization is 〈bn′k′ |bnk〉 = 2kbδ(k − k′)δnn′ .
In practice, if we further take the form of the Hamilto-
nian to be H = p2/2m+V (x), from [p,Qk(x)] = ~kQk(x)
we have an eigenvalue equation H ′ |unk〉 = En |unk〉
where
H ′ =
(~k + p)2
2m
+ V (x). (2)
By expanding H ′ in the basis 〈x|qm〉 =√
kb/pi exp i2kbmx,m ∈ Z (complete for all |unk〉
by virtue of their periodicity) we may find energy
structure and expressions for 〈x|unk〉 to the desired
precision (by choosing a large enough range for m).
Note though that this is not necessary for the argument
that follows.
In general, we want to consider some finite subset B
of the energy bands. To that end, we consider an op-
erator M(k) such that |b′nk〉 = M(k) |bnk〉 where the
matrix elements 〈bn′k′′ |M(k) |bnk′〉 are non-zero only if
k′ = k′′ = k and n, n′ ∈ B. We take M(k) to be unitary
in the subspace of |bnk′〉, n ∈ B, k′ = k. Then the |b′nk〉
have the same normalization and orthogonality proper-
ties, and translation eigenvalues as the |bnk〉. They are
not generally energy eigenstates, but may still be written
as 〈x|b′nk〉 = Qk(x) |u′nk〉 where |u′nk〉 = M(k) |unk〉.
We define generalized Wannier functions as
|s;n〉 = 1
2kb
∫
BZ
dke−ispik/kbM(k) |bnk〉 (3)
with the normalization condition 〈s′;n′|s;n〉 = δs′sδn′n.
A useful operator will be the projection onto the bands
B:
Π =
∑
s
∑
n∈B
|s;n〉 〈s;n| = 1
2kb
∑
n∈B
∫
BZ
dk |bnk〉 〈bnk|
(4)
where the last equality shows the invariance of Π with
respect to choice of M(k). We will also use R = 1−Π
A. Wannier spread
We find an invariant portion of the spread of the Wan-
nier function, first done in [9], and use this to find a
3matrix whose eigenstates are precisely the maximally lo-
calized versions of (3). We define the spatial spread in
the usual way, summing over the bands of interest,∑
n∈B
〈0;n| (x− 〈x〉)2 |0;n〉 (5)
=
∑
n∈B
〈0;n| (x2 − x |0;n〉 〈0;n|x) |0;n〉 (6)
=
∑
n∈B
〈0;n|x
1−Π + ∑
s;m∈B
s,m 6=0,n
|s;m〉 〈s;m|
x |0;n〉
(7)
=
∑
n
〈0;n|ΠxRxΠ |0;n〉+
∑
n∈B
∑
s;m∈B
s,m 6=0,n
| 〈0;n|x |s;m〉 |2
(8)
where we arbitrarily, but without loss of generality,
choose s = 0. Note that (where T (y) represents transla-
tion in x by y) if [A,T (spi/kb)] = 0∀s ∈ Z then
Tr(A) =
∑
s
∑
n
〈s;n|A |s;n〉
=
∑
s
∑
n
〈0;n|T †(spi/kb)AT (spi/kb) |0;n〉
=
∑
s
∑
n
〈0;n|A |0;n〉 ,
so in particular
∑
n 〈0;n|A |0;n〉 is basis-invariant, a re-
sult first expressed in [9]. From [Π,T (spi/kb)] = 0 and
[x,T (spi/kb)] = spi/kbT (spi/kb), we then have that the
first term in (8) is basis-invariant. It is also clear that
both terms are positive-definite, so minimizing the spread
amounts to minimizing the (magnitude of the) second
term:
S =
∑
n∈B
∑
s;m∈B
s,m 6=0,n
| 〈0;n|x |s;m〉 |2. (9)
We may also write the summand as 〈0;n|ΠxΠ |s;m〉.
This notation makes clear the fact that if our Wannier
functions are eigenstates of the operator ΠxΠ, then (by
the orthonormality conditions in Section II) this positive-
definite sum will be zero, hence minimized.
B. Matrix elements of x
In order to construct the matrix ΠxΠ, we require an
expression for matrix elements of x in the Wannier basis.
We note that
xe−ipisk/kb 〈x|b′nk〉 =
− i
(
∂k(e
−ipisk/kb 〈x|b′nk〉)− eik(x−pis/kb)∂k(〈x|u′nk〉)
)
+
pis
kb
e−ipisk/kb 〈x|b′nk〉 (10)
Substituting (10) into the expression for 〈s′;n′|x |s;n〉,
we have
〈s′;n′|x |s;n〉 =
1
2kb
∫
BZ
dke−ipi(s−s
′)k/kbCn′n(k) +
pis
kb
δss′δnn′ (11)
where
Cn′n(k) = i
∫
U
dx 〈u′n′k|x〉 (∂k 〈x|unk〉) (12)
where
∫
U
dx indicates an integral over the unit cell. To
evaluate the spread (9) we split it into off-site intraband
and band-mixing pieces:
S1 =
∑
n∈B
∑
s6=0
| 〈0;n|x |s;n〉 |2 (13)
S2 =
∑
n∈B
∑
s
∑
m 6=n
| 〈0;n|x |s;m〉 |2. (14)
Noting that Cnn(k) is real, we have∑
s6=0
| 〈0;n|x |s;n〉 |2 (15)
=
1
2kb
∫
BZ
dkCnn(k)
2 −
(
1
2kb
∫
BZ
dkCnn(k)
)2
(16)
=
1
2kb
∫
BZ
dk
(
Cnn(k)− 1
2kb
∫
BZ
dkCnn(k)
)2
(17)
and ∑
s
| 〈0;n|x |s;m〉 |2 = 1
2kb
∫
BZ
dk|Cnm(k)|2.
C. Maximally localized single-band wave-functions
Suppose our unitary matrix M(k) does no band-
mixing, i.e. 〈bn′k|M(k) |bnk〉 is non-zero only for n′ = n.
In this case M(k) consists of pure phases indexed by en-
ergy on the diagonal, eiφn(k). If Cn′n(k) are defined as in
(12) with M(k) = 1, the new C ′n′n(k) matrix with M(k)
being “diagonal” are
C ′n′n(k) = −∂kφn(k)δn′n + ei(φn(k)−φn′ (k))Cn′n(k).
Since S2 only depends on |Cn′n(k)|2, n′ 6= n, it is not
affected by such a mixing matrix M(k). S1, on the other
hand, is non-trivially affected. By the argument in Sec-
tion II S1 = 0 for the most localized wave-function, so
(15) offers the condition Cnn(k) = (1/2kb)
∫
BZ
dkCnn(k),
from which we can extract the ideal phase factors φn(k)
(up to an irrelevant global phase, fixing k0 and choosing
φn(k0) = 0):
φn(k) =
∫ k
k0
dkCnn(k)− k − k0
2kb
∫ k0+2kb
k0
Cnn(k).
4Applying these phases to each Bloch wave at the partic-
ular energy n and quasi-momentum k gives maximally-
localized single-band wave-functions, for an example see
Figure 1.
D. Maximally localized Wannier functions
Having optionally preformed the procedure described
in Section II C, we may find matrix-elements of ΠxΠ in a
maximally-localized single-band basis using (11) and the
following explicit expressions. Although the single-band
minimization is not necessary to find matrix elements of
ΠxΠ, we intuitively expect that working in a maximally
localized single-band basis will in turn reduce the mix-
ing of these bases in the maximally localized multi-band
basis functions. This helps to decouple the accuracy of
the construction from the dimensionality used for ΠxΠ;
only elements of the basis in which ΠxΠ is expressed
that have their mean position close to the site that cor-
responds to a given eigenvector will have non-zero coef-
ficients as given by the numerical representation of that
eigenvector. This in turn means that past some dimen-
sionality for ΠxΠ, increasing the number of matrix ele-
ments calculated will not significantly change the states
that contribute to the maximally localized functions. In
any case, once we have built the matrix ΠxΠ, we can use
any suitable method to find eigenvectors in the basis ΠxΠ
is constructed; these eigenvectors will be the maximally
localized Wannier functions.
Lastly, as an aside, we note an interesting question that
stems from the above analysis. If we choose not to limit
ourselves to diagonal operators as in Section II C, we find
that for a given M(k) and old Cn′n(k), the new C
′
n′n(k)
satisfy
C ′(k)T = i(∂kM(k))M(k)† +M(k)C(k)TM(k)†. (18)
In the maximally localized case, C ′(k) is diagonal, with
a given diagonal element constant over k (see the expres-
sions in II B). In fact, it is just necessary to find M(k)
such that C ′(k) is diagonal, as the diagonal elements can
then be adjusted to optimal values as in Section II C. The
author does not know of a general way to solve for M(k)
in this expression, but such a method could provide a
possibly faster numerical alternative to diagonalizing the
ΠxΠ matrix.
III. CONCLUSIONS
We have presented an algorithm for constructing max-
imally localized one dimensional Wannier functions. Al-
though not the most general procedure, this prescription
has advantages of computational simplicity, uniqueness
of outputs with respect to implementations and inputs,
and straightforward adjustment of precision by increas-
ing the number of matrix elements of the quantity ΠxΠ
computed before diagonalization. The above construc-
tion of Wannier functions will have a number of appli-
cations to cold atoms in separable optical lattice, since
well-localized functions make evaluation of Hubbard in-
teractions, overlaps and various matrix elements simple
and efficient. Beyond their utility for optical lattices, this
method can provide new insights and better understand-
ing in other one dimensional problems.
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