ABSTRACT As one of the most popular clustering techniques, graph clustering has attracted many researchers in the field of machine learning and data mining. Generally speaking, graph clustering partitions the data points into different categories according to their pairwise similarities. Therefore, the clustering performance is largely determined by the quality of the similarity graph. The similarity graph is usually constructed based on the data points' distances. However, the data structure may be corrupted by outliers. To deal with the outliers, we propose a capped l 1 -norm sparse representation method (CSR) in this paper. The main contribution of this paper is threefold: 1) a similarity graph with clear cluster structure is learned by employing sparse representation with proper constraints; (2) the capped l 1 -norm loss is utilized to remove the outliers, which ensures the graph quality; and 3) an iterative algorithm is developed to optimize the proposed non-convex problem. The extensive experiments on real-world datasets show the superiority of the proposed method over the state-of-the-art, and demonstrate its robustness to the outliers.
I. INTRODUCTION
Clustering is an important research area in machine learning and data mining. Given the data points, clustering aims to divide them into clusters, so that the highly correlated points are grouped together. To achieve this goal, a great number of algorithms are proposed in the past decades, such as k-means [1] , hierarchical clustering [2] , [3] , affinity propagation [4] , matrix factorization [5] - [7] , multiview clustering [8] , [9] and graph clustering [10] - [12] . Among them, graph clustering has become one of the most widely used approaches due to the exploration of data manifold, and achieved good performance in a variety of real-world tasks, such as image segmentation [12] , crowd group detection [13] , and biological sequence data clustering [14] .
Graph clustering methods perform clustering based on the similarity graph, which reflects the relationship between data points. According to whether the graph is fixed, existing algorithms can be roughly classified into predefined graph-based
The associate editor coordinating the review of this manuscript and approving it for publication was Hao Ji. approaches and adaptive graph-based approaches. The first kind of methods, such as Ratio Cut [11] and Normalized Cut [12] , perform graph construction and clustering in two separate steps. Once the similarity graph is built, it does not change during the optimization stage. However, the predefined graph may be not suitable for the specific clustering task, because it is difficult to select the appropriate kernel [15] . In order to mitigate these problems, some researchers propose to update the graph adaptively during clustering. These adaptive graph-based methods [13] , [16] - [21] combine graph learning into the clustering problem, and learn the data points' similarities by investigating the local structure. Nevertheless, the outliers in the input data may corrupt the data structure and affect the quality of the obtained graph. Consequently, it is essential to tackle the outliers.
In recent years, many efforts have been spent on improving the robustness of clustering algorithms. Since the widely used quadric loss function squares the residual error of each data point, the objective value tends to be dominated by outliers. Accordingly, some approaches employ robust loss functions for residual calculation, such as l 1 -norm loss [18] and l 2,1 -norm loss [22] , [23] . These methods reduce the influence of outliers to some extent. However, the extreme outliers may still affect the results because the aforementioned loss functions can not remove the outliers, but just weakens their effects.
To deal with the above problems, this paper puts forward a Capped l 1 -norm Sparse Representation method (CSR) for graph clustering. The proposed model learns the optimal graph for clustering by integrating sparse representation and capped l 1 -norm loss function. The contributions made in this study are summarized as follows:
• Sparse representation is used to learn the similarity graph adaptively. With the suggested constraints, the optimal graph is obtained, which indicates the explicit cluster structure.
• A capped l 1 -norm loss-based objective function is designed, which removes the effects of outliers by truncating their residuals. In this way, both the graph quality and the robustness are improved.
• The proposed non-convex problem is solved with an efficient algorithm, and the final result is achieved without any post-processing. The remaining part of this paper is organized as follows. Section II reviews the related works on graph clustering. Section III introduces the proposed method, and describes the corresponding optimization algorithm. Section IV gives the experimental results on real-world datasets. Section V concludes this paper.
II. RELATED WORK
In this section, the previous works on graph clustering are briefly reviewed.
To cluster the data points with complicated structures, it is essential to capture the local data relationship. Spectral clustering [10] is a representative graph clustering technique. It builds a weighted graph according to the points' local distance, and seeks the clustering consistency between neighbors by utilizing the spectrum of the graph. Chan et al. [11] , Hagen and Kahng [24] and Shi and Malik [12] designed different criteria to segment the graph, such that the withinclass similarity is maximized and the between-class similarity is minimized. Zelnik-Manor and Perona [25] put forward the self-tuning spectral clustering method to determine the scale of the similarity graph automatically. To partition the points with small distances into the same group, some works [6] , [7] introduced the graph regularization term on the formulation of matrix factorization. These methods have shown dominant performance in the clustering literature, however, all of them rely on the predefined similarity graph. It is difficult to select the appropriate graph construction approach for various tasks. Once the graph is built with low quality, these methods are unlikely to get the correct clustering performance.
To alleviate the dependence on the predefined graph, some researchers perform graph learning during the graphtheoretic optimization procedure. Huang et al. [20] and Kang et al. [19] transformed the formulation of sparse representation, and utilized it to learn the data similarity. Nie et al. [17] imposed the rank constraint to learn a similarity graph with clear cluster structure. Li et al. [13] utilized the manifold ranking technique for graph learning. The above methods adjust the similarity graph during adaptively, so their results are independent on the graph construction strategy. However, the graph quality may be still influenced by the outliers since the graph is updated according to the points' local distances. Some methods [18] , [22] , [23] employed l 1 -norm and l 2,1 -norm to improve the robustness, but the effects of the outliers can not be removed thoroughly.
To reduce the above problems, we proposed a new graph clustering method in this paper. Compared with the previous works, the proposed model has three major advantages: (1) it does not rely on the input graph. The graph structure is learned automatically by sparse representation, which captures the local relationship between data points; (2) it does not need the post-processing procedure. The desired graph indicates the clear cluster structure, so clustering is accomplished once the optimization is over; (3) it is robust to the extreme outliers. The capped l 1 -norm removes the affect of a point once it is distinguished as a outlier, so the robustness is ensured.
III. CAPPED L 1 -NORM SPARSE REPRESENTATION
In this section, we first revisit the sparse representation method as the preliminary. Then, the proposed Capped l 1 -norm Sparse Representation method (CSR) is introduced, and the optimization algorithm is developed.
Throughout this paper, the notations are defined as follows. For a matrix M, its transpose is denoted by M T . The trace of M is denoted by Tr(M). The Frobenius-norm of M is denoted by ||M|| F , and the l 2,1 -norm is denoted by ||M|| 2,1 . For a vector m, its i-th element is denoted by m i , and the l p -norm of m is denoted by ||m|| p (p = 0, 1, 2). 1 is a column vector with all the elements as 1, and I is the identity matrix.
A. PRELIMINARIES
Suppose we have n data points X = [x 1 , . . . , x n ] ∈ R d×n , and each point x i ∈ R d×1 is a d dimensional vector. Given a new observation y ∈ R d×1 , spare representation methods [26] , [27] try to represent y with Xβ, where β ∈ R n×1 is a sparse coefficient. The objective is formulated as
where the first term minimizes the reconstruction error and the second term enforces the coefficient vector to be sparse. However, it is difficult to solve the l 0 -norm problem. According to Donoho [28] , Eq. (1) can be relaxed as
which is easier to solve. With the sparse vector β, the discriminative information is maintained and the computational cost is saved.
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Since sparse representation does not need to specify the analysis scale, Huang et al. [20] proposed to extend it into the graph clustering literature, and designed the following objective function:
where X −i is the dataset without the i-th point and α i ∈ R (n−1)×1 is the sparse coefficient . The above formulation assumes that x i can be reconstructed by the combination of the other points. Intuitively, if α ij is large, x j contributes the most to the reconstruction of x i , which implies that the similarity between x i and x j should be large. Therefore the α i ∈ R (n−1)×1 can be also considered as the similarity vector, and the similarity graph is obtained by minimizing the reconstruction error of each point. Furthermore, Huang et al. [20] removed the sparse term λ||α i || 1 by imposing an additional constraint α T i 1 = 1, which yields to a closed-form objective function:
B. PROBLEM FORMULATION
In this part, the proposed Capped l 1 -norm Sparse Representation method (CSR) is presented. Denoting the desired similarity graph as S ∈ R n×n , we transform problem (5) into
where s i ∈ R n×1 is the i-th column of S, and γ is a regularization parameter. The regularization term ||S|| 2 F avoids the trivial solution, where the optimal S is the identity matrix. As discussed in Section I, the quadric loss function in the first term of problem (5) is sensitive to the data outliers. To penalize the outliers, we improve the sparse representation method by introducing the capped l 1 -norm loss, which leading to the following problem:
where ε is a threshold. In problem (6), x i is considered as outlier if its reconstruction error ||x i − Xs i || 2 is larger than ε, which means it cannot be well approximated by the others. Then its residual becomes a constant. In this way, the effects of extreme outliers are removed. For the points with small reconstruction errors, the first term of problem (6) becomes the standard l 2,1 -norm. Therefore, the proposed objective function is more robust than the l 2,1 -norm formulations theoretically.
By solving problem (6), a sparse similarity graph is learned. However, the obtained graph S does not have the clear cluster structure, which means that we have to perform post-processing (k-means, spectral clustering) to get the clustering result. Denoting the Laplacian matrix of S as L S , Mohar et al. [29] have proved that the number of zero eigenvalues of L S equals to the number of connected components of S. Ideally, supposing the desired cluster number is c, the optimal similarity graph S should contain exactly c connected components, where the points from the same class are connected into one component. Denoting the i-th smallest eigenvalue of L S as σ i (L S ), σ i (L S ) is non-negative because L S is positive semi-definite. Then we enforce S to contain c connected components by solving
According to Nie et al. [30] , problem (7) is equivalent to the following problem
Combining Eq. (6) and (8), we have the objective function of the proposed CSR method
where λ is a large enough parameter to enforce Tr(F T L S F) to be zero. With the above formulation, the proposed method is able to learn the optimal similarity graph S. Since S consists of c connected components, it can be considered as the cluster indicator matrix with each component corresponding to a cluster. In problem (9), each point is approximated by the linear combination of the others. For points x i and x j , their similarity s ij becomes larger if x j contributes more to the reconstruction of x i . In this way, the similarity is adjusted according to the points' local relationship, and the graph quality is improved.
C. OPTIMIZATION ALGORITHM
Here the optimization strategy for solving problem (9) is designed. The similarity graph S is initialized with an efficient approach [17] . Problem (9) involves two variables to be optimized, so we fix one and update the other one iteratively.
Fix S update F When S is fixed, the objective function becomes problem (8) . With the orthogonal constraint, the minimum value of
. Thus, the optimal F is formed with the c eigenvectors associated with the c smallest eigenvalues of L S .
Fix F update S When F is fixed, denoting the i-th row of F as f i , we have
where s ij is the j-th element in s i . Then problem (9) becomes
which is non-convex. We propose to solve it with the re-weighted algorithm [30] . It is easy to devise that the derivative of problem (11) can be approximated by the derivative of the following problem
where
ands i is the current solution. Nie et al. [30] have proved that problem (12) will finally converge to the optimal solution to problem (11) , so the desired S can be learned by solving problem (12) iteratively. Fixing d i withs i , for each point x i , we need to solve the following problem
where p i ∈ R n×1 is a vector with its j-th element equal to
by removing the irrelevant terms, we get min
and when d i = 0, we have
Both problem (15) and (16) can be efficiently solved by the Augmented Largrange Method (ALM) [31] . By updating F and S iteratively, the optimal similarity graph with c connected components is learned. The detailed optimization algorithm is shown in Algorithm 1. Note that, in the implementation, the parameter λ is tuned in a heuristic strategy according to the number of connected components in S, as described in Algorithm 1.
Algorithm 1 Optimization Algorithm of CSR
Require: Data matrix X = [x 1 , . . . , x n ] ∈ R d×n , parameter γ and λ, cluster number c. 1: Initialize similarity graph S. 2: repeat 3: Update F by solving problem (8); 4: for each point x i do 5: Update d i with the currents i by Eq. (13); 6: Update s i by solving problem (15) or (16) according to the value of d i ; 7: end for 8: if S has more than c connected components then else if S has less than c connected components then 11: λ = 2λ; 12: else 13: break; 14: end if 15: until Converge Ensure: The optimal F and S.
IV. EXPERIMENTS
In this section, extensive experiments are conducted to validate the effectiveness of the proposed Capped l 1 -norm Sparse Representation method (CSR). The widely used clustering accuracy (ACC) and Normalized Mutual Information (NMI) [17] are used as evaluation measurements. All the experiments are implemented in MATLAB R2015b , and run on a Windows 8 machine with 3.20 GHz i5-3470 CPU, 32 GB main memory.
A. EXPERIMENT SETTING
In this work, experiments are performed on eight real-world benchmarks, which are briefly described as follows.
• Jaffe [32] is a face dataset that contains 213 images from 10 classes. The images are captured with different facial expressions, which are cropped as 26×26 pixels.
• Extended Yale B [33] (shorten as Yale B) includes 2414 cropped face images from 38 classes. We randomly select 10 images from each class, and utilize the selected 380 samples for evaluation. Each image is with 32×32 pixels.
• Umist [34] is also a face dataset, which contains 575 images from 20 subjects. The subjects cover different races, sexes and appearances. Each image is resized into 28×23 pixels.
• USPS [35] is consisted of 9298 digit images, and the handwritten number ranges from 0 to 9. We randomly select 20 images from each number and the image size is 28×28.
• Mnist [36] includes 70000 digit images. There are 10 classes in total. For each class, 50 images are selected. The images are resized into 28×28 pixels. (h) Mfeat-pix.
• Lung [37] comprises 203 gene expression sequences of lung speciments, including 4 kinds of lung tumors and one kind of normal lung samples. Each sequence is represented by 3312 genes.
• Isolet5 and Mfeat-pix are from the UCI Machine Learning Repository [38] . Isolet5 collects the spoken letter from human speakers. Mfeat-pix is constructed with the features of handwritten images.
To demonstrate the effectiveness of the proposed CSR method, seven state-of-the-art clustering methods are employed for comparison, including k-means, Ratio Cut (RCut) [11] , Normalized Cut (NCut) [12] , Non-negative Matrix Factorization (NMF) [5] , Clustering with Adaptive Neighbors (CAN) [17] , Simplex Sparse Representation (SSR) [20] and Robust Adaptive Sparse Learning (RASL) [23] . For the predefined-graph based methods, such as RCut and NCut, the self-tune Gaussian method [25] is used to construct the similarity graph. For CAN, SSR, RASL and the proposed CSR, an efficient method [17] is utilized to initialize the graph, and the neighborhood size is 5. Because k-means, RCut and NCut are sensitive to the initialization, we repeat them for 30 times and report the averaged results. The graphs learned by SSR and RASL need to be processed to get the final results, so we repeat NCut on the learned graphs for 30 times and show the averaged results. For a fair comparison, we let each competitor use its optimal parameters. For the proposed method, we simply set γ and the initial value of λ as 1.
B. PERFORMANCE WITHOUT EXPLICIT OUTLIERS
We first show the clustering results of the eight methods on datasets without explicit outliers. For each dataset, we tune the value of ε to find 2 percentage outliers. As shown in Table 1 and 2, the proposed CSR has the highest ACC and NMI on all the datasets. Especially, CSR outperforms the second best method a lot on Jaffe and Lung. Both k-means and NMF fail to exploit the local manifold, so they can not deal with the data with complex structures. RCut and NCut learn the data relationship with the Gaussian similarity graph and try to achieve the clustering consistency between local neighbors, but the predefined graph may be not suitable for clustering. CAN, SSR and RASL obtain relatively better results, because they integrate graph learning into the clustering procedure. However, the graph quality is not guaranteed since both the l 2 -norm loss and l 2,1 -norm loss can not remove the effects of outliers. The proposed CSR optimizes the similarity graph by minimizing the reconstruction error of each point, and truncates the residuals of outliers with the capped l 1 -norm objective function. Consequently, CSR shows the best performance.
We also visualize the graphs learned by CAN, SSR, RASL and CSR on Jaffe, as shown in Fig 1. It is manifest that the graph of CSR has the clear cluster structure. While the graphs learned by CAN, SSR and RASL just assign high similarities to the neighbors. Particularly, the graphs obtained by SSR and RASL are with serve noises, which means that many points are incorrectly connected. In the graph of CSR, each connected component indicates a cluster, and only a small portion of the between-class points are connected. Therefore, the proposed method is able to learn a similarity graph with high quality.
In addition, the parameter sensitivity of the proposed method is investigated. The objective function involves two regularization parameters, i.e. γ and λ. As described in Section III-C, λ is self-tuned, so we only need to discuss the effect of γ , which controls the weight of the smooth term in formulation (9) . Figure 2 plots the ACC of the proposed algorithm by varying γ from 10 −3 to 10 3 . As shown in the curves, our method achieves stable performance when γ is within the range of {10 −3 , . . . , 1}.
C. PERFORMANCE WITH EXPLICIT OUTLIERS
To verify the robustness of CSR, we show its clustering results on datasets with extreme outliers. We add 30 images, which are collected from different classes of the Caltech101 [39] , to the Jaffe dataset, as shown in Figure 3 . Each added image is inconsistent with any other one, so they are treated as extreme outliers. The constructed datasets contains 11 classes, where one class is consisted of the outlier images. We evaluate the capability of our method to identify the outlier class and partition the normal images correctly. The ACC and NMI curves with respect to the ratio of outliers are plotted in Figure 4 . When the ratio is small, the remained outliers impact the clustering performance. When the ratio becomes larger, the ACC and NMI increase steadily because the extreme outliers are correctly removed. The clustering results of the competitors are exhibited in Table 3 . CSR outperforms the other methods to a great extent. Thus, the utilization of the capped l 1 -norm loss does improve the robustness to the outliers.
D. CONVERGENCE ANALYSIS
Here we discuss the convergence behavor of the proposed method. The objective function is approximated by problem (12) with the re-weighted method. Nie et al. [30] have proved that the objective value of formulation (9) decreases during the optimization of problem (12) . When updating F, the global minimum solution is obtained. When updating S, the ALM algorithm searches a local optimal value. Therefore, the objective value decreases monotonically during optimizing each variable, and finally converges to a local optima. The convergence curves of problem (9) are shown in Figure 5 . The objective value converges within 5 iterations on all the dataset, which verifies the efficiency of the proposed optimization algorithm.
V. CONCLUSIONS
In this research, a new graph clustering method termed as Capped l 1 -norm Sparse Representation (CSR) has been presented. The proposed model utilizes the capped l 1 -norm loss to handle the outliers with large fitting errors, so the robustness is improved. In addition, by employing sparse representation with proper constraints, CSR is able to learn the optimal similarity graph, which indicates the clustering result explicitly. Although the proposed objective function is not convex, it can be readily solved by the suggested optimization algorithm. Experimental results on real-world datasets show the state-of-the-art clustering performance of the proposed method. 
