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Abstract
We consider a class of nonlinear Leslie matrix models, describing the population dynamics
of an age-structured semelparous species. Semelparous species are those whose individuals
reproduce only once and die afterwards. Competitive interaction between individuals is mod-
elled via a one-dimensional environmental quantity. Age classes are characterised by their
impact on, and their sensitivity to, the environment. We do not restrict ourselves to some
particular form of functional dependence and keep the model otherwise as general as possible.
The system possesses a cyclic symmetry. Due to the symmetry it exhibits so-called vertical
bifurcations, where a manifold filled with periodic orbits appears in the phase space for spe-
cific parameter combinations. This bifurcation serves as a switch between the main types of
behaviour: coexistence of all year classes or a periodic regime with some year classes missing.
In particular, the vertical bifurcation takes place when a certain circulant matrix is singular.
We also analyse the local stability of the unique coexistence equilibrium state and derive
a characteristic equation for it. The dynamics of populations with two and, especially, with
three age classes are analysed in detail.
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1. Introduction
A semelparous organism reproduces only once in its life, as reproduction has
death as an inevitable consequence. Examples include many plants, Pacific salmon,
cicada’s and many other species. If ever one speaks about the life cycle, it should be
for these organisms.
If seasonal variations allow for only one reproduction opportunity per year, the
length of the life cycle is an integer number of years. This is the situation considered
in this paper: we strictly fix the period in between being born and going to reproduce
at k years. All individuals born in some year then mate and reproduce k years later,
so are reproductively isolated from individuals born in other years. Consequently
we distinguish k subpopulations, called year classes, according to the year of birth
modulo k.
Year classes are, in general, not independent from one another, as they may influ-
ence each others living conditions, e.g., by competition for food. Once a year class
is extinct, it stays extinct, because of the assumed strictness of the length of the
life cycle. So year classes may be missing, i.e., have density zero. Periodical insects
[2] are characterized by the fact that all but one year classes are missing. The most
famous example are certain cicada species in North America, some of which have
k = 13 while others have k = 17 (see e.g., [1] and the references in there).
The general aim of our investigation is to understand, in terms of a submodel for
interaction (i.e., density dependence), when we should expect to find coexistence of
year classes (as, e.g., in salmon) and when competitive exclusion (as in the periodical
insects)? When does one year class tune the environmental conditions such that other
year classes, when low in abundance, are driven to extinction? And when, on the
other hand, can a missing year class invade successfully? How many year classes
persist? What pattern in fluctuations of cohort sizes should we expect? How do the
answers to these questions depend on k?
The structure of the paper is as follows. In Section 2 we introduce notation and
formulate a linear Leslie matrix model. In this case survival probabilities and the
number of offspring are density independent. We introduce a compound parameter
R0, called the basic reproduction ratio. The dynamics of the model is fully char-
acterized by R0: the population grows if R0 > 1 and declines if R0 < 1, while the
relative proportions of the age classes cycle with period k.
We also notice that the linear model possesses a cyclic symmetry which extends
to a nonlinear model which we introduce in Section 3, see also [10]. The density
dependence is incorporated via an environmental quantity I , which we assume to
be one-dimensional (it is a linear combination of age class numbers). We define
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the impact of age classes on the environment and the sensitivity to it. Furthermore,
we perform a scaling of the nonlinear model which simplifies the further investi-
gations and the presentation of results. Also in Section 3 we find a unique steady
state with all year classes present (to which we refer both as the coexistence steady
state/equilibrium and as the internal steady state/equilibrium).
In Section 4 we begin the analysis of the nonlinear model. We look for k-peri-
odic orbits. The environmental quantity I is then also k-periodic and takes values
I0, . . . , Ik−1 which should be solutions of a nonlinear circulant system. In the case
with all Ii equal, the relation between I and the age class numbers Ni is given by
a linear circulant system. If the corresponding circulant matrix is singular, there is
a whole family of k-cycles with all year classes present. In this section we consider
the most degenerate situation when all impacts are equal (uniform impact case). An
analogue of that, but for the nonlinear circulant, is when all sensitivity functions
are the same. In that case we speak about uniform sensitivity. In both cases there is
a manifold in the phase space filled with periodic orbits. If such a phenomenon is
observed for some particular parameter combination in a model, we call it a vertical
bifurcation.
In Section 5 we derive a detailed list of conditions for the singularity of a circ-
ulant matrix, as a generalization of the uniform impact case described in Section 4.
In Section 6 we describe manifolds (which are just simplices) filled with k-cycles
corresponding to different cases of singularity of the circulant.
In Section 7 we look for families of k-cycles if the environmental quantity is not
constant, i.e. the nonlinear circulant system has nonuniform solutions. In fact, we
generalize the uniform sensitivity case of Section 4.
In Section 8 we write down a characteristic equation corresponding to the inter-
nal steady state. Though we are not able to perform a full linear stability analysis,
we show that eigenvalues of the internal steady state are on the unit circle under
the conditions for the vertical bifurcations found in Sections 5 and 7. It leads us to
conjecture that the vertical bifurcations serve as a switch between the stability of the
internal steady state and the stability of a cycle with some year classes missing.
In Section 9 we consider the other extreme, a k-cycle with only one year class
present. We call this case Single Year Class (SYC) dynamics [8,23,25]. We show,
in particular, that a SYC-cycle is stable in a special case when the impact on the
environment is a decreasing function of age while the sensitivity increases with age.
Section 10 is devoted to biennials (k = 2). It is a short section, because this case
is already analysed in detail in [8], see also [5,21]. In fact we focus on the effect of
different nonlinearities in survival probability functions. We choose them so that the
ratio is nonmonotone. The consequence is that a generic period doubling bifurcation
of the internal steady state occurs, instead of the vertical bifurcation.
In the long Section 11 we deal with k = 3. We construct a bifurcation diagram
for the stability of the internal steady state. Then we consider the specific case that
only the survival probability of the youngest year class is density dependent. In
this particular case we make a rather detailed bifurcation analysis of the model: we
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analyse stability of the internal steady state, of single year class equilibria and stabil-
ity of multiple year class equilibria and make a combined bifurcation diagram.
2. The linear model
In this section we consider a k-dimensional linear recursion
N(t + 1) = L(h)N(t). (2.1)
We number the age classes from 0 to k − 1. A component Ni(t) of the vector N(t)
denotes the number of individuals in the ith age class. Time is measured in years,
t ∈ Z. The symbol h denotes the k-vector with components hi > 0 where, for i =
0, . . . , k − 2, hi is the survival probability of an i-years old individual in some year
to an (i + 1)-years old individual in the next year, and hk−1 is the expected number
of offspring of a (k − 1)-years old individual in the next year. We use L(h) to denote
the Leslie matrix corresponding to h. So, explicitly we have
L(h) =


0 0 · · · 0 hk−1
h0 0 · · · 0 0
0 h1 · · · 0 0
· · ·
0 0 · · · hk−2 0

 . (2.2)
Adopting (throughout the paper!) the convention that indices are considered modulo
k, we can express the solution to (2.1) explicitly in terms of the initial condition by
the formula
Ni(t) =

 t−1∏
j=0
hi−t+j

Ni−t (0).
Putting t = k we find in particular
Ni(k) = R0Ni(0) (2.3)
with R0 the so-called basic reproduction ratio defined by
R0 =
k−1∏
i=0
hi. (2.4)
So the dynamics is a superposition of a cyclic shift and growth (if R0 > 1) or decline
(if R0 < 1). Under the constant (by assumption) environmental conditions all year
classes have the same per generation growth factor R0 and the relative proportions
in which they occur return to the initial values after every k years.
Thus we obtained a complete description of the dynamics in the case of indepen-
dent year classes, but we add some observations for future use. The matrix L(h) with
positive components hi is irreducible but not primitive. In fact it has period k [22],
which is reflected in the characteristic equation
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λk = R0
and its roots, which are the R
1
k
0 multiples of the kth roots of unity.
Let 1 denote the k-vector with all components equal to 1, then
S = L(1) =


0 · · · 0 1
1 · · · 0 0
· · ·
0 · · · 1 0

 (2.5)
is the cyclic forward shift on Rk
S


x0
x1
· · ·
xk−1

 =


xk−1
x0
· · ·
xk−2

 .
The transpose ST equals the inverse S−1, which is the cyclic backward shift. More-
over, as a straightforward calculation shows, one has the following two results.
Lemma 2.1. SL(h)S−1 = L(Sh).
Corollary 2.2. The recursion (2.1) is invariant under the transformation N → SN,
h → Sh.
3. Formulation and scaling of the nonlinear model
We next introduce density dependence (nonlinearity) in a two step procedure.
First, we assume that the positive quantities hi , defined in the previous section, de-
pend on a variable I describing the environmental condition. Throughout this paper
we restrict ourselves to the case that I is a one-dimensional real variable. (We assume
also that the functions hi(I ) are decreasing and smooth enough, so if we deal with
derivatives h′i (I ), we choose these functions to be C1 etc.) Typical examples of the
kind of dependence are provided by the Ricker family
hi(I ) = σie−giI (3.1)
and the Beverton–Holt family
hi(I ) = σi1 + giI . (3.2)
In the second step of the model construction, we formulate a feedback law that relates
the environmental condition I to the population size and composition N . Specifically
we postulate the linear relation
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I = c · N =
k−1∑
i=0
ciNi.
The underlying idea is that I should be such that individuals are independent from
one another when I is given (prescribed) and that this independence extends to the
feedback. More details on the notion of I and on the general modelling philosophy
can be found in [11,12].
We shall use the following terminology: ci is the age-specific impact on the envi-
ronmental condition, and the functions hi(I ) are the age-specific sensitivity to the
environment; in cases like (3.1) and (3.2), the parameters gi are also called the sensi-
tivity to the environment. (The quantities σi featuring in (3.1) and (3.2) are of minor
importance, as we will show below that they can be eliminated by an appropriate
scaling.)
The term “sensitivity” is already used in the literature on matrix population mod-
els [3]. The sensitivity of a quantity f (x) to x is just the derivative f ′(x). But it
is more convenient for our purposes to call the functions hi(I ) sensitivity functions.
This reflects the fact that the survival probabilities and/or number of offspring depend
on the environment or, in other words, they are sensitive to the environment.
Very often we want sensitivity to be a parameter, not a function. If the functions
hi(I ) are chosen from the same two-parameter family σH(gI), as indeed in the
Ricker (3.1) and Beverton–Holt (3.2) cases, hi(I ) can be written in the form
hi(I ) = σiH(giI ), (3.3)
where the function H is normalized so that
H(0) = |H ′(0)| = 1. (3.4)
(These equalities are indeed satisfied for the Ricker and Beverton–Holt families.)
But, in general, we do not put this restriction on the functions hi and only use it
whenever useful.
So, the object of our study is the dynamical system generated by the nonlinear
recursion
N(t + 1) = L(h(I (t)))N(t),
I (t) = c · N(t). (3.5)
Since c · N = Sc · SN (recall that ST = S−1!) there is an analogue to Corollary
2.2.
Lemma 3.1. The recursion (3.5) is invariant under the transformation N → SN,
h → Sh, c → Sc.
(Here we take the notational freedom of denoting the “lift” of S from Rk to Rk-
valued functions by the same symbol.)
When I is constant we are back to the linear setting of the preceding section.
Motivated by (2.3) and (2.4) we notice that Ni(k) = Ni(0) if
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k−1∏
i=0
hi(I ) = 1. (3.6)
The basic reproduction ratio R0 now corresponds to the virgin environment I = 0
and is given by
R0 :=
k−1∏
i=0
hi(0). (3.7)
We assume that
(i) R0 > 1;
(ii)
∏k−1
i=0 hi(I ) is a strictly decreasing continuous function of I ;
(iii) limI→∞
∏k−1
i=0 hi(I ) < 1.
The consequence is that (3.6) has a unique positive solution, which we denote
by I . So the steady environmental condition I is such that under this condition the
population will neither grow nor decline, but just cycle with period k. Technically
we have
k−1∏
i=0
hi(I ) = 1. (3.8)
Even though I is only implicitly determined, we use it to perform a scaling of
N , h and c. We stress that this scaling has miraculous effects in simplifying the
subsequent analysis (having struggled a lot with messy calculations before discover-
ing this scaling, we feel entitled to do so)!
Theorem 3.2. Consider the system (3.5). By scaling one can achieve that
hi(I ) = 1 for i = 0, . . . , k − 1, (a)
k−1∑
i=0
ci = 1. (b) (3.9)
Proof. Below the upper index “s” denotes “scaled” variables and “u” denotes “un-
scaled” variables. Let for i = 0, . . . , k − 1
Nsi = θ−1i Nui ,
hsi (I ) =
θi
θi+1
hui (I ), (3.10)
csi = θicui ,
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where
θi+1 = θi hui (I ) = θ0
i∏
j=0
huj (I ),
θ0 =

k−1∑
i=0
cui
i−1∏
j=0
huj (I )


−1
.
The system (3.5) is invariant under this transformation and the properties (3.9) are
satisfied for hsi and c
s
i . 
Remark. Under the scaling (3.10)
hsi (I ) =
hui (I )
hui (I )
.
In particular, if the functions hui (I ) belong to a two-parameter family (3.3), we have
for the new functions
hsi (I ) =
H(giI )
H(giI )
. (3.11)
Under the scaling the Ricker family and the Beverton–Holt family look, respec-
tively, as follows:
hi(I ) = e−gi (I−I ), (3.12)
hi(I ) = 1 + giI1 + giI . (3.13)
One can notice that the scaling (3.10) is not complete, there is still some freedom,
as we have not scaled I , we have only fixed relative scales of Ni for different i. Now
we choose an absolute scale for N .
Theorem 3.3. If the scaled functions hi(I ) belong to the family (3.11), by another
scaling one can achieve that
k−1∑
i=0
gi = 1 (3.14)
without destroying the properties (3.9) and (3.11).
Proof. The scaling is given by
Nss = Ns
k−1∑
i=0
gui ,
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gsi =
gui∑k−1
i=0 gui
,
where the index “ss” denotes doubly scaled N . Then the properties (3.14) and (3.9)
hold. Since
I s = Iu
k−1∑
i=0
gui
we notice that giI is invariant under the scaling for all i. Hence the functions hsi (I )
do not change and still have the form (3.11). 
In the rest of the paper we consider the situation after scaling, i.e., we deal with
Nss , cs , gs and hs , but still use the symbols N , c, g and h without “s”, just like we
did in (3.5). If (3.11) does not apply, we do not perform the second scaling and deal
with Ns (or adopt the convention Nss = Ns).
A first advantage of the proposed scaling is demonstrated by the very simple form
in which the unique coexistence steady state of (3.5) appears.
Corollary 3.4
L(h(I)) = L(1) = S.
Theorem 3.5. The nonlinear recursion (3.5) has a unique nontrivial steady state
N = 1I . (3.15)
4. In search for k-periodic orbits with all year classes present
As k-periodicity is inherent in the life cycle, it is natural to look for k-periodic
orbits of (3.5). We first look for conditions on the values Ii that the environmental
condition takes. So assume t → N(t) is k-periodic and define Ii = c · N(i) then
necessarily
Nj(k) =
(
k−1∏
i=0
hj+i (Ii)
)
Nj(0) (4.1)
(this is just the time-inhomogeneous analogue of (2.3)). So either the j th year class
is missing or we need to have that
k−1∏
i=0
hj+i (Ii) = 1. (4.2)
If we want all of the year classes to be present we therefore need to solve the system
of k equations:
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h0(I0) h1(I1) · · · hk−1(Ik−1) = 1,
hk−1(I0) h0(I1) · · · hk−2(Ik−1) = 1,
· · ·
h1(I0) h2(I1) · · · h0(Ik−1) = 1
(4.3)
for the k unknowns I0, I1, . . . , Ik−1. By analogy with a circulant matrix (see Section
5), we call the left-hand side of (4.3) a nonlinear circulant (and (4.3) itself a nonlinear
circulant (system of) equation(s)). The relation between I and N is given implicitly
by the equation:

c0 · · · ck−1
c1h0(I0) · · · c0hk−1(I0)
· · · · · · · · ·
ck−1hk−2(Ik−2) · · · h0(I0) · · · ck−2hk−3(Ik−2) · · · h0(I1)hk−1(I0)

N =I.
(4.4)
If Ii = I for i = 0, . . . , k − 1, then (4.3) is just a k-fold repetition of (3.8) and
therefore satisfied. So we know already one solution of (4.3); we call this solution
uniform, and before embarking on the question whether there are any other (nonuni-
form) solutions, we consider the second step of the construction of k-periodic orbits,
which consists of determining one or more initial conditions that yield the correct
sequence of I -values. When Ii = I we can exploit Corollary 3.4 to deduce that our
task is to determine N ∈ Rk such that
I = c · SiN = S−ic · N for i = 0, . . . , k − 1
or, written out in detail,
c0N0 + c1N1 + · · · + ck−1Nk−1 = I ,
ck−1N0 + c0N1 + · · · + ck−2Nk−1 = I ,
· · ·
c1N0 + c2N1 + · · · + c0Nk−1 = I
(4.5)
and, in more symbolic form,
CN = 1I , (4.6)
where C is the circulant matrix [6] generated by the vector c (see Section 5):
C =


c0 c1 · · · ck−1
ck−1 c0 · · · ck−2
· · ·
c1 c2 · · · c0

 . (4.7)
Again we already know a solution, viz. (3.15). But is it the only solution? It is
if C is non-singular and it is not if C is singular, so we reformulate the question
as: when is a nonnegative circulant matrix singular? The next section is devoted
to answering this question. But before being systematic we study the most singular
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case, which obviously corresponds to all ci being equal. In that case (4.5) is simply
the k-fold repetition of the equation c · N = I . In combination with Corollary 3.4
this observation immediately leads to
Theorem 4.1 (uniform impact). If c = 1 1
k
the simplex{
N : c · N = 1
k
k−1∑
i=0
Ni = I
}
(4.8)
is invariant under the nonlinear recursion (3.5) and every point on this simplex is
k-periodic.
So under a rather restrictive condition on c we find a plenitude of k-periodic orbits,
filling a (k − 1)-dimensional “flat” subset of the positive cone. Inspired by this result
we now return to the nonlinear circulant equation (4.3). What if the analogue of
constant ci holds, i.e., what if hi(I ) is independent of i?
Theorem 4.2 (uniform sensitivity). If
h(I) = 1φ(I)
(and, in particular, in the case (3.11) with g = 1 1
k
) any positive half-line
Xσ = {N = aσ : a ∈ R+}
with σ ∈ Rk, σi  0,∑k−1i=0 σi = 1, is invariant under the kth iterate of the nonlin-
ear recursion (3.5).
Proof. If h(I) = 1φ(I) the recursion (3.5) takes the form
N(t + 1) = φ(c · N(t))SN(t)
(we say that there is a scalar nonlinearity). Now put
N(t) = a(t)σ (t)
with a(t) ∈ R+ and |σ(t)| = ∑k−1i=0 σi(t) = 1, so that σ specifies the direction and a
the magnitude. Then
σ(t + 1) = Sσ(t)
and
a(t + 1) = φ(a(t)c · σ(t))a(t). (4.9)
Hence σ(t + k) = σ(t) or, in words, the positive cone decomposes into a collection
of invariant k-tuples of half-lines which are cyclically mapped into each other. 
Note that the coordinate axes form the outer extreme of these k-tuples and that
these are mapped cyclically into each other even if sensitivity is non-uniform. In
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the “middle” there is the invariant half-line spanned by 1, which forms a degenerate
k-tuple.
Proposition 4.3. Let R0 > 1 (R0 is given by (3.7)) and let the matrix C, given by
(4.7), be non-singular. Assume uniform sensitivity, then the one-dimensional map
a(t) → a(t + k) generated by (4.9) has at least one fixed point for any given σ, if φ
is a decreasing function with limI→∞ φ(I) = 0.
Proof. To a fixed point of the map a(t) → a(t + k) corresponds a fixed point of the
kth iterate of the original map (3.5), which is a solution of the system (4.4) , provided
I satisfies (4.3). In the case of uniform sensitivity (4.4) can be rewritten as a linear
system
CN =


I0
Ik−1
φ(I0)...φ(Ik−2)· · ·
I1
φ(I0)


with C given by (4.7). Clearly, this system has a unique solution for a given com-
bination (I0, . . . , Ik−1) if C is non-singular. So we should prove that there exists a
(I0, . . . , Ik−1) combination corresponding to any σ . We substitute N = a σ in the
system above and obtain, by eliminating a via the first equation,
Ij = I0φ(I0) . . . φ(Ij−1)c · S
jσ
c · σ , j = 1, . . . , k − 1.
Therefore we have a one-dimensional set of candidate vectors (I0, . . . , Ik−1) with I0
as a free parameter (if c · σ = 0 we can write similar relations, but choose I1 as a
free parameter etc.). In addition, we should have
φ(I0) · · ·φ(Ik−1) = 1
in order to satisfy (4.3). This is an equation for I0. It can be rewritten as
R0H(I0) · · ·H(Ik−1) = 1, (4.10)
where H(I) = φ(I)
φ(0) < 1∀I > 0. The left-hand side is equal to R0 > 1 if I0 = 0 and
R0H(I0) · · ·H(Ik−1)  R0H(I0).
The right-hand side of this inequality tends to zero as I0 → ∞, so the left-hand side
tends to zero as well and Eq. (4.10) has at least one solution which is positive. 
Corollary 4.4. Fixed points of the kth iterate of the map (4.9) form a (k − 1)-
parameter family of k-periodic points of the original map (3.5) parameterized by
σ
(∑k−1
j=0 σj = 1
)
.
This family is a nonlinear analogue of the simplex (4.8). We refer to [7] for a more
systematic study of the a(t) → a(t + k) map. Also see [8] for a detailed elaboration
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I
I
JuJl
Jl
Ju
I0
I1
I1
c1
c0
I0
I1 I0c1
c0
=
=
–
–
φ(Ι0)φ(Ι1)=1
Fig. 1. The region of the (related) parameters I0 and I1 which define, for k = 2, the family of fixed points
of the second iterate of the map (3.5) (see Proposition 4.5). We assume c0 > c1.
of the case k = 2 and hi of Ricker type (3.1). As an illustration of the results above
let us give an explicit expression for the family of 2-periodic points in the case k = 2
and uniform sensitivity.
Proposition 4.5. Let k = 2 and h0(I ) = h1(I ) = φ(I) ∀I  0. Let, in addition,
c0 /= c1. Then there exists a one-parameter family of fixed points of the second iterate
of the map (3.5) given explicitly by(
N0
N1
)
= 1
c20 − c21
(
c0I0 − c1 I1φ(I0)
c0
I1
φ(I0)
− c1I0
)
with I0 and I1 related by
φ(I0)φ(I1) = 1.
This implicit relation is symmetric w.r.t. the diagonal I0 = I1 (Fig. 1). Moreover, I1
can be viewed as a decreasing function of I0 or vice versa, and
(I0, I1) ∈ J,
where J is a symmetric region [Jl, Ju] × [Jl, Ju] containing (I , I ) and given implic-
itly by
φ(Jl)φ(Ju) = 1 with Ju = Jl max
{
c0
c1
,
c1
c0
}
.
This proposition can be obtained by straightforward computation of solutions of
the linear system (4.4) (compare (10.4) below). Values of the environmental
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parameter
attractor
parameter
attractor
Fig. 2. A standard bifurcation diagram with a period doubling and a vertical bifurcation, in which a family
of 2-cycles occurs for one particular (bifurcation) value of the parameter.
quantities Ij which are a family of solutions of the nonlinear circulant, serve them-
selves as parameters of the family of the fixed points. The boundaries of the regions
J correspond to the case when one of the components Ni is zero, inside the region all
the components are positive. We notice that in the case k = 2 the interval [Jl, Ju] is
largest if one of the parameters c0 or c1 is zero and that this interval degenerates to the
point I if c0 = c1. So in the case of uniform impact there exists only one biologically
relevant solution of the nonlinear circulant which is in fact the uniform solution. But
a whole family of fixed points of the second iterate of the map corresponds to this
solution (see Theorem 4.1).
If a dynamical system possesses, for special parameter values, an invariant mani-
fold in the phase space filled with periodic points, we call this phenomenon a vertical
bifurcation. The motivation for that is the following. Imagine a standard bifurca-
tion diagram for a period-doubling (Fig. 2). For a particular value of a bifurcation
parameter a fixed point branches into two period-2 points. In the case of the vertical
bifurcation the whole family of 2-cycles occurs for one particular (bifurcation) value
of the parameter, so that we see a vertical line of periodic points on the bifurcation
diagram. In the system (3.5) we indeed have such a situation: in Section 8 we show
that eigenvalues of the internal steady state are on the unit circle under the parameter
conditions for a vertical bifurcation.
Theorems 4.1 and 4.2 involve k − 1 conditions on the parameters, so refer to
a rather non-generic situation (a bifurcation of codimension k − 1) especially for
k > 2. But they inspire results in Sections 5–7 that deal with less degenerate situa-
tions (bifurcations of codimension 1 and 2). A more ambitious aim would be to try
to obtain a complete unfolding of the “uniform impact and sensitivity” case, while
respecting the model structure.
5. Singular circulants
Now we come back to the question formulated in the previous section: when is a
circulant matrix singular? By answering this question we find conditions for vertical
bifurcations which generalise those of the uniform impact case of Theorem 4.1.
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First, we need several formal notions. The definitions and lemmas below till and
including Lemma 5.4 are summarized from [6, pp. 66–68, 88–89].
Definition 5.1. A matrix
C = circ(c0, . . . , ck−1) =


c0 c1 · · · ck−1
ck−1 c0 · · · ck−2
· · ·
c1 c2 · · · c0

 (5.1)
is called a circulant matrix of order k or a circulant of order k.
A matrix is called uniform if all its entries are equal. A uniform matrix is, of
course, circulant.
Lemma 5.2. A circulant C can be represented as
C = c0E + c1S−1 + · · · + ck−1S−(k−1),
where S is the shift defined in (2.5) and E is the identity matrix of order k.
Definition 5.3. The polynomial
p(z) = c0 + c1z + · · · + ck−1zk−1 (5.2)
is called the representer of the circulant C.
The eigenvalues of the shift S are the kth roots of unity
λn,k = en 2π ik , n = 0, 1, . . . , k − 1
and the corresponding eigenvectors are
ξn,k =


1
λ−1n,k
· · ·
λ−k+1n,k

 . (5.3)
From Lemma 5.2 one can see that
Cξn,k = p(λ−1n,k)ξn,k, (5.4)
i.e. ξn,k are also eigenvectors of C with corresponding eigenvalues p(λ−1n,k). Hence
we have the following lemma, which gives the answer to the question in the begin-
ning of the section.
Lemma 5.4. A circulant C is singular if and only if a kth root of unity is a zero of
its representer p(z), i.e. there exists an n such that
p(λ−1n,k) = 0, (5.5)
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or, in other words,
c · ξn,k = 0. (5.6)
Remark. Without loss of generality we can consider n in the interval [0, k2 ], because
all other values of n give the same or complex conjugated roots.
To illustrate the lemma, we consider several special cases of singular circulants
and then formulate a general theorem.
Proposition 5.5. If the sum of the entries c0 + · · · + ck−1 of a circulant is zero, the
circulant is singular.
This is the most simple case which, however, is uninteresting for us because we
deal with nonnegative circulants. If the sum of all entries is zero, we have just a
matrix consisting of all zeros, which we call a trivial circulant.
Proposition 5.6. A nontrivial nonnegative circulant of order 2 or 3 is singular if
and only if it is uniform.
Therefore, if the system (3.5) is low-dimensional (k = 2 or 3), it possesses a k-
cycle, with all year-classes present and constant environmental condition I , only in
the case of uniform impact (cf. Theorem 4.1).
Proposition 5.7. Let C be a circulant of an even order. It is singular if the sum of
its even components is equal to the sum of its odd components, i.e.
k−2
2∑
i=0
c2i =
k−2
2∑
i=0
c2i+1. (5.7)
Now we formulate the main theorem.
Theorem 5.8. For any k there exist
[
k
2
]
different families of nontrivial nonnegative
singular circulants C of order k, where[
k
2
]
:=
[
k
2 k even
k−1
2 k odd.
Here is the list of these families.
(i) k = 2, 3. A one-parameter family of uniform matrices.
(ii) k > 3 and k is even. A (k − 1)-parameter family of circulants such that the sum
of the even entries is equal to the sum of the odd entries (5.7).
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(iii) k > 3. There are
[
k−1
2
]
different (k − 2)-parameter families of singular circu-
lants enumerated by 0 < n < k2 such that
fk,n(c0, . . . , ck−1) = 0, (5.8)
where fk,n(c0, . . . , ck−1) is a linear function Rk → R2 given by the following
relation:
fk,n(c0, . . . , ck) =


c0 + (c1 + ck−1) cos 2πnk + (c2 + ck−2) cos 4πnk
+ · · · +

(c k−12 + c k+12 ) cos π(k−1)nk , k odd
(−1)nc k
2
, k even
(c1 − ck−1) sin 2πnk + (c2 − ck−2) sin 4πnk
+ · · · +

(c k−12 + c k+12 ) sin π(k−1)nk , k odd
(c k−2
2
+ c k+2
2
) sin π(k−2)n
k
, k even.
(5.9)
Proof. Proposition 5.6 gives the statement (5.8) for k = 2, 3.
Let k > 3. Lemma 5.4 says that a circulant is singular iff (5.5) holds for at least
one n ∈ {0, 1, . . . , k − 1}. We can rewrite this condition in the form (5.8) for 0 
n  k2 . There are three different cases possible:
• n = 0 corresponds to 1 being a root of the representer. In this case the circulant is
either trivial or has negative entries.
• k is even, n = k2 . A root of the representer is −1. The statement (ii) is given by
Proposition 5.7. The second condition of (5.8)–(5.9) is trivially fullfilled and so
the family of such singular circulants has (k − 1) free parameters.
• 0 < n < k2 . The representer has a complex root λ−1n,k . Hence the expression (5.5)
gives two different conditions on c. These conditions can be written in the form
(5.8)–(5.9) noticing that
(
λ−1n,k
)k−m
is a complex conjugate to
(
λ−1n,k
)m
and also
that
(
λ−1n,k
)k/2 = (−1)n.
For any 0 < n < k2 we have k − 2 free ci . Moreover, the sets given by the different
values of n are different because they are orthogonal to different eigenvectors ξn,k
(see (5.6)). There are
[
k−1
2
]
such families. 
In some cases it is possible to rewrite the condition (5.6) using functions with
lower values of k and sums of c’s as arguments.
Proposition 5.9. Let n
k
= l
m
, where l, m ∈ Z, m < k. Then the condition (5.6) can
be rewritten as
c · ξl,m = 0,
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where
c =


c0 + cm + · · · + ck−m
c1 + cm+1 + · · · + ck−m+1
· · ·
cm−1 + c2m−1 + · · · + ck−1

 .
Proof. Noticing that λn,k = λl,m and that ξn,k consists of l copies of ξl,m, i.e. ξn,k =
(ξl,m, ξl,m, . . . , ξl,m)
T
, the proof is straightforward. 
This proposition is illustrated in Table 1. For example, let k = 6 and n = 2. Then
a common divisor is m = 2 and a condition on the c’s has the same form as for k′ =
6/2 = 3 and n′ = 2/2 = 1, namely c0 = c1 = c2, but instead of c0, c1 and c2 we
have sums: c0 + c3, c1 + c4 and c2 + c5 respectively. The same analogy we observe
for k = 4 and n = 2, for k = 6 and n = 3 etc.
Table 1 gives a complete list of families of nontrivial nonnegative singular circ-
ulants of order k = 2, . . . , 9, 12. It can be extended to other orders without much
difficulty.
6. k-Cycles on affine subsets
In the case of uniform impact we have found a simplex filled with k-cycles
(Theorem 4.1). The aim of this section is to find, in each case of a singular circulant,
a geometrical object in Rk+ filled with a family of k-cycles. We show that these are
the intersection of either a line or a plane with the positive cone.
Theorem 6.1. Let λn,k = ei 2πnk be a root of the representer of a nonnegative singu-
lar circulant C of order k with ∑k−1i=0 ci = 1.
(i) If λn,k = −1 (i.e., k is even and n = k2 ), the line segmentLk defined by
Lk =
{
N : N2j = I (1 + p)
N2j+1 = I (1 − p) , j = 0, 1, . . .
k
2
− 1; −1  p  1
}
is both contained in the set {N : CN = 1I } (i.e.Lk is a one-parameter family
of solutions of the system (4.5)) and invariant under S.
(ii) In all other cases the set Pn,k defined by
Pn,k = {N : N = I (1 + p Re ξn,k + q Im ξn,k),
where p and q are real numbers such that N is nonnegative},
(with ξn,k given by (5.3)), is both contained in {N : CN = 1I } and invariant
under S.
Proof. We begin with the second assertion. The condition for singularity of the
circulant is (5.6)
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Table 1
A list of conditions for a nontrivial nonnegative circulant of order k to be singular
k Divisor n µ dim Family description
2 2 1 −1 0 c0 = c1 = 12
3 3 1 ei
2π
3 0 c0 = c1 = c2 = 13
4 2 2 −1 2 c0 + c2 = c1 + c3 = 12
4 1 ei
π
2 1
c0 = c2
c1 = c3 = 12 − c0
5 5 1 ei
2π
5 2
c0 + (c1 + c4) cos 2π5 − (c2 + c3) cos π5 = 0
(c1 − c4) sin 2π5 + (c2 − c3) sin π5 = 0
5 2 ei
4π
5 2
c0 − (c1 + c4) cos π5 + (c2 + c3) cos 2π5 = 0
(c1 − c4) sin π5 − (c2 − c3) sin 2π5 = 0
6 2 3 −1 4 ∑ c2i = ∑ c2i+1 = 12
3 2 ei
2π
3 3 c0 + c3 = c1 + c4 = c2 + c5 = 13
6 1 ei
π
3 3 (c0 − c3) +
1
2 (c1 + c5) − 12 (c2 + c4) = 0
c1 + c2 = c4 + c5
7 7 1 ei
2π
7 4
c0 + (c1 + c6) cos 2π7 − (c2 + c5) cos 3π7 − (c3 + c4) cos π7 = 0
(c1 − c6) sin 2π7 + (c2 − c5) sin 3π7 + (c3 − c4) sin π7 = 0
7 2 ei
4π
7 4
c0 − (c1 + c6) cos 3π7 − (c2 + c5) cos π7 + (c3 + c4) cos 2π7 = 0
(c1 − c6) sin 3π7 − (c2 − c5) sin π7 − (c3 − c4) sin 2π7 = 0
7 3 ei
6π
7 4
c0 − (c1 + c6) cos π7 + (c2 + c5) cos 2π7 − (c3 + c4) cos 3π7 = 0
(c1 − c6) sin π7 − (c2 − c5) sin 2π7 + (c3 − c4) sin 3π7 = 0
8 2 4 −1 6 ∑ c2i = ∑ c2i+1 = 12
4 2 ei
π
2 5
c0 + c4 = c2 + c5
c1 + c6 = c3 + c7
8 1 ei
π
4 5
(c0 − c4) + 1√2 ((c1 + c7) − (c3 + c5)) = 0
(c2 − c6) + 1√2 ((c1 − c7) + (c3 − c5)) = 0
8 3 ei
3π
8 5
c0 + (c1 + c7) cos 3π8 − 1√2 (c2 + c6) − (c3 + c5) cos
π
8 = 0
−c4 + (c1 − c7) sin 3π8 + 1√2 (c2 − c6) − (c3 − c5) sin
π
8 = 0
9 3 3 ei
2π
3 6 c0 + c3 + c6 = c1 + c4 + c7 = c2 + c5 + c8 = 13
9 1 ei
2π
9 6 f9,1(c0, . . . , c8) = 0
9 2 ei
4π
9 6 f9,2(c0, . . . , c8) = 0
9 4 ei
8π
9 6 f9,4(c0, . . . , c8) = 0
(continued on next page)
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Table 1 (continued)
k Divisor n µ dim Family description
12 2 6 −1 10 ∑ c2i = ∑ c2i+1 = 12
3 4 ei
2π
3 9
∑
c3i =
∑
c3i+1 =
∑
c3i+2 = 13
4 3 ei
π
2 9
∑
c4i =
∑
c4i+2∑
c4i+1 =
∑
c4i+3
6 2 ei
π
3 9 f6,1(c0 + c6, . . . , c5 + c11) = 0
12 1 ei
π
6 9 f12,1(c0, . . . , c11) = 0
12 5 ei
5π
6 9 f12,5(c0, . . . , c11) = 0
‘Divisor’ is a divisor of k. The number n = kdivisor modk. µ is the corresponding root of the representer,
µ = ei 2πnk . The function fk,n(c0, . . . , ck) is given by (5.9). The parameter dim is the dimension of the
family, i.e. the number of free components ci of the circulant (since
∑k−1
i=0 ci = 1 we have dim is k − 2
if µ = −1 and k − 3 otherwise).
c · ξn,k = 0.
It is invariant under S, i.e.,
Smc · ξn,k = 0, m = 0, 1, . . . , k − 1.
The equation CN = 1I we can write as
c · N = I ,
Sc · N = I ,
· · ·
Sk−1c · N = I .
We substitute N ∈ Pn,k in each of the equations above and get
Smc · 1I + p Smc · Re ξn,k + q Smc · Im ξn,k = I .
The last two terms vanish and, since the sum of ci is one, this is indeed a true identity
for all m. Hence Pn,k is contained in {N : CN = 1I }.
To show that Pn,k is invariant under S, rewrite the expression for N as
N = I (1 + Re(a ξn,k)), (6.1)
where a = p − iq is a complex number such that N is nonnegative. This is indeed
the case if
1 + Re(a λ−jn,k)  0 for all j = 0, 1, . . . , k − 1. (6.2)
Since ξn,k is the eigenvector of S and λn,k is the corresponding eigenvalue
SN = I (1 + Re(b ξn,k))
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with b = λn,k a. Clearly, if the conditions (6.2) are satisfied for a, they are also satis-
fied for b, because we just apply the shift to the system of inequalities (6.2). Indeed,
1 + Re(b λ−jn,k) = 1 + Re(a λ−(j−1)n,k )  0.
And hence Pn,k is invariant under the shift.
Let now k be even and consider the eigenvalue λk/2,k = −1. Then Im ξk/2 = 0
and Pn,k reduces to the line segmentLk . 
Corollary 6.2. Every point on the line segmentLk is 2-periodic.
It is rather simple to visualize the line segmentLk . The end points of this segment
are two points with coordinates (0, 2I , 0, 2I , . . . , 0, 2I ) and (2I , 0, 2I , 0, . . . , 2I , 0),
so each of them lies in a k2 -dimensional coordinate hyperplane. We now try to develop
a geometric “feeling” concerning the invariant sets Pn,k and the dynamics on them.
Corollary 6.3. Let n
k
= l
m
, where l
m
is the irreducible fraction. Every point N on
Pn,k is m-periodic (with m as minimal period). And if we join the points {N, SN, . . . ,
Sm−1N,N} successively by line segments, we obtain a regular polygon with m
vertices (a so-called m-gon).
Proof. We have SmN = I (1 + Re a Smξn,k) and Smξn,k = λmn,kξn,k = ei
2πn
k
mξn,k =
ei
2πl
m
mξn,k = ξn,k . Hence SmN = N .
We notice that the distance between two successive points from {N, SN, . . . ,
Sm−1N,N} is determined by differences |Ni − Ni+1|, with i = 0, . . . , k − 1, and
thus the same for all pairs {SjN, Sj+1N}, j = 0, . . . , m − 1. 
In the proof of the theorem above we have used the form (6.1) for a point inPn,k .
Thus we can rewrite Pn,k as follows:
Pn,k := {N : N = I (1 + Re(a ξn,k)),
with a ∈ C such that N  0, i.e. such that (6.2) holds}. (6.3)
If n
k
= l
m
, where l
m
is the irreducible fraction, the number of independent inequalities
in (6.2) is m. Let us define a set PCn,k of all possible values of a:
PCn,k :=
{
a ∈ C : 1 + Re(a ei 2πlm (−j))  0
for all j = 0, 1, . . . , m − 1, l
m
= n
k
}
.
(6.4)
The set Pn,k (consisting of k-dimensional vectors) can be obtained by the linear
transformation (given in (6.3)) from the set PCn,k of complex numbers. We notice
that PCn,k is a filled regular m-gon in the complex plane. We notice also that the
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distance between any two points onPn,k is determined only by the difference between
the corresponding a’s, and that therefore angles and ratios are preserved under the
transformation fromPCn,k toPn,k . So, we conclude thatPn,k is a filled regular m-gon
too.
The boundary of the filled polygon is determined by the fact that at least one or at
most two inequalities in (6.4) turn to be equalities. The first case corresponds to an
edge of the polygon and the latter to a vertex.
If n
k
is irreducible, this translates to the fact that the vertices of the polygon Pn,k
lie in coordinate hyperplanes of codimension 2, in other words, points of Pn,k cor-
responding to the vertices have two zero components, and the edges of Pn,k lie
in hyperplanes of codimension 1, i.e., have one zero component. In particular in
the case k = 3 the vertices of the equilateral triangle, which P1,3 = P2,3 = {N0 +
N1 + N2 = I , } is in this case, lie on coordinate axes and the edges on coordinate
planes.
If, on the contrary, n
k
is reducible and n
k
= l
m
with m < k, then for a point N on
the edge of the polygon, there are k
m
different components of N which are equal to
zero, and 2k
m
zero components for a vertex. For example, let k = 6 and n = 2. The
set P2,6 is given expicitly by
P2,6 = {N0 = N3, N1 = N4, N2 = N5, N0 + N1 + N2 = I }.
Clearly, e.g., one of the vertices of the polygon lies in the coordinate plane N0 =
N3 = N1 = N4 = 0.
If the representer of the circulant C has several roots which are different (and not
complex conjugate) roots of unity, we have a result similar to Theorem 6.1. A family
of k-periodic points is not (a part of) a line or a plane, but a simplex of dimension
equal to the number of such roots, counting complex conjugate roots as different
and not counting multiplicity of the roots of the representer. (The last remark fol-
lows from the fact that C has always k different eigenvectors ξn,k, n = 0, . . . , k − 1
because of (5.4); hence the dimension of its null-space (which is also the dimension
of the family of k-periodic points of (3.5)) is equal to the number of different λn,k
which are roots of the representer.
Theorem 6.4. Let λnj ,k = ei
2πnj
k , for j = 1, . . . , q and 1  n1 < n2 < · · · < nq 
k
2 , be roots of the representer of a nonnegative singular circulant C of order k with∑k−1
i=0 ci = 1. The set Pn,k with n = (n1, . . . , nq)T defined by
Pn,k = {N : N = I (1 +∑qj=1 Re(aj ξnj ,k)),
where aj ∈ C are such that N is nonnegative},
(with ξn,k given by (5.3)), is both contained in {N : CN = 1I } and invariant
under S.
The proof of this theorem is completely similar to the proof of Theorem 6.1.
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7. Nonlinear circulants
In this section we consider the nonlinear circulant system (4.3) (the key property
of a linear or nonlinear circulant system is equivariance with respect to the cyclic
group). In Section 4 we have observed that (4.3) has a uniform solution I0 = · · · =
Ik−1 = I . And for this solution we have found, in Section 5, conditions on the param-
eters ci , under which the recursion (3.5) possesses families of cycles with all year
classes present. Now we ask whether (4.3) can have a nonuniform solution or even a
family of solutions. We are especially interested in this last possibility because this
is exactly what happens in the case of vertical bifurcation.
Theorem 7.1. If k − 1 ratios hi
hi+1 (I ) are all monotone increasing/decreasing (with
one strictly increasing/decreasing), the system (4.3) has only I0 = · · · = Ik−1 = I
as a solution.
Proof. Denote the ratios hi
hi+1 (I ) by hi i+1. We divide the second equation in (4.3)
by the first, the third by the second etc. and the first by the last. In this way we obtain
h01(I1) h12(I2) · · ·hk−2 k−1(Ik−1) = h01(I0) h12(I0) . . . hk−2 k−1(I0),
h01(I2) h12(I3) · · ·hk−2 k−1(I0) = h01(I1) h12(I1) . . . hk−2 k−1(I1),
· · ·
h01(I0) h12(I1) · · ·hk−2 k−1(Ik−2) = h01(Ik−1) h12(Ik−1) . . . hk−2 k−1(Ik−1).
If I0 is the largest or the smallest of all Ii , the first identity can not be satisfied. The
same can be said about Ij and the j + 1th identity above. Thus none of the values Ii
can be the largest or the smallest, hence they are all equal. 
For k = 2 we have the following corollary.
Corollary 7.2. If h0
h1
(I ) is strictly monotone, the system
h0(I0) h1(I1) = 1,
h1(I0) h0(I1) = 1 (7.1)
has only I0 = I1 = I as a solution.
For k = 3 we can relax the assumption of Theorem 7.1, i.e., we can also deal
with the case in which two (necessarily successive) ratios are monotone in opposite
directions.
Theorem 7.3. If two ratios hi
hj
(I ), i, j = 0, . . . , 2, i /= j are monotone (and at
least one of them is strictly monotone), the system
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h0(I0) h1(I1) h2(I2) = 1,
h2(I0) h0(I1) h1(I2) = 1, (7.2)
h1(I0) h2(I1) h0(I2) = 1
has only I0 = I1 = I2 = I as a solution.
Proof. If the two successive ratios hi i+1, i = 0, 1 are monotone in the same manner,
then the result is a special case of Theorem 7.1. Let now h01 be increasing and h12
decreasing (or h01 decreasing and h12 increasing). Then dividing the first equation
of (7.2) by the third and the second by the first we have
h01(I0)h21(I2) = h01(I2)h21(I1),
h01(I1)h21(I0) = h01(I0)h21(I2).
If I2 lies between I0 and I1, the first identity can not be satisfied. The same can
be said about I0 and the second identity. Hence I0 = I1 = I2. When h20 and h01 are
monotone in opposite ways the same conclusion can be derived in the same way. 
Notice that for the families (3.12) and (3.13) we have that the ratios of the sen-
sitivity functions are strictly monotone if the corresponding parameters gi are not
equal. Hence we have the following corollary of the results above.
Corollary 7.4. Consider the Ricker family (3.12) or the Beverton–Holt family
(3.13).
(i) Let k = 2. If g0 /= g1 and c0 /= c1 there can exist no cycle with minimal period 2
in the interior of the phase space. If g0 = g1 there exists a one-parameter family
of 2-cycles in (the interior of ) the phase space.
(ii) Let k = 3. If not all g’s are equal and not all c’s are equal there can exist no cycle
with minimal period 3 in the interior of the phase space. If g0 = g1 = g2 there
exists a two-parameter family of 3-cycles in (the interior of ) the phase space.
In other words we have “all or nothing”: either there is a whole family of cycles or
there is no cycle at all. The first case corresponds to the vertical bifurcation. In each
case the second assertion follows directly from Corollary 4.4. The first assertion of
(i) has already been reported in a slightly different form in [8].
Notice that the ratio of two functions h0 and h1 from the same parameter family
(3.11) is not necessarily monotone if g0 /= g1. Indeed,
sign
(
d
dI
h0(I )
h1(I )
)
= sign
(
h′0(I )
h0(I )
− h
′
1(I )
h1(I )
)
= sign
(
g0I H ′(g0I )
H(g0I )
− g1I H
′(g1I )
H(g0I )
)
.
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I.e. h0
h1
(I ) is monotone in this case if and only if IH
′(I )
H(I)
is monotone. This last
function is called elasticity [3]. Let us give an example of a function with nonmono-
tone elasticity (which, in addition, satisfies the normalization assumptions (3.4))
H(I) = 1
3
(2 + cos I ) e−I .
And indeed, the ratio
h0
h1
(I ) = 2 + cos g0I
2 + cos g1I e
(g1−g0)x
is nonmonotone, for example, for g0 = 0.4 and g1 = 0.6.
In Section 10 we consider the case k = 2 and a nonmonotone ratio of sensitivity
functions. We show that in this case an isolated 2-cycle can exist in the interior of
the phase space and that we can have a normal period-doubling bifurcation instead
of the vertical one.
Let us now consider general k > 3. As we have already said, the system (4.3)
has always the uniform solution I0 = · · · = Ik−1 = I . From the Implicit Function
Theorem it follows that there are no other solutions in a neighbourhood of it, if
the derivative of the left-hand side of (4.3) at the point I0 = · · · = Ik−1 = I is non-
singular. Of particular interest is the case when the derivative is singular. Indeed,
new solution branches can appear in the neighbourhood of the uniform solution in
this case. The Jacobian of the left-hand side of (4.3) at the point I0 = · · · = Ik−1 = I
is 

h′0(I ) h′1(I ) · · · h′k−1(I )
h′k−1(I ) h′0(I ) · · · h′k−2(I )· · ·
h′1(I ) h′2(I ) · · · h′0(I )


(recall that ∀j hj (I ) = 1). This is again a circulant matrix. Hence the condition for
its degeneracy is
h′(I ) · ξn,k = 0. (7.3)
Of course, it is not guaranteed that a system with a zero Jacobian possesses a family
of solutions. The question, what further conditions on the functions hi are required
to guarantee this, we leave open.
To train our intuition we first consider a specific example. Let all the functions hi
be of Ricker type (3.12). Then the nonlinear circulant in the left-hand side of (4.3)
reduces to a linear circulant and (4.3) can be rewritten as
g0I0 + g1I1 + · · · + gk−1Ik−1 = I ,
gk−1I0 + g0I1 + · · · + gk−2Ik−1 = I ,
· · ·
g1I0 + g2I1 + · · · + g0Ik−1 = I
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(noticing that ∑ gi = 1) or
G I = 1I , (7.4)
where I is the vector (I0, I1, . . . , Ik−1). This system has a family of solutions if the
circulant G (generated by the vector g) is singular. So all the results of Section 5 are
once again relevant.
If G is singular, we can find a family of solutions of the circulant system above in
the way of Section 6. By doing that we find a line or a plane but no longer in the phase
space with points {N0, . . . , Nk−1}, but in the space of environmental conditions with
points {I0, . . . , Ik−1}.
The desire is now to reduce somehow the nonlinear circulant to a linear one and
use the knowledge we have about linear circulants. The trick is to transform the
multiplicative structure into additive structure introducing the functions
gi(I ) := ln hi(I ).
Then
hi(I ) = exp gi(I )
and the system (4.3) becomes
g0(I0) + g1(I1) + · · · + gk−1(Ik−1) = 0,
gk−1(I0) + g0(I1) + · · · + gk−2(Ik−1) = 0, (7.5)
· · ·
g1(I0) + g2(I1) + · · · + g0(Ik−1) = 0,
which we rewrite in a symbolic form (analogous to (7.4)) as
G(g, I) = 0. (7.6)
We look for vertical bifurcations, i.e. we ask the question: when does the system
(7.6) have a family of solutions? It is, we think, impossible to answer this question
fully without specifying the functions gi(I ). But some special (and relatively easy)
cases, like the one of Theorem 4.2, can be traced. In particular, we make the follow-
ing evident statement: a system of k equations with k unknowns can have a family
of solutions if (at least) one equation is a linear combination of the others. This is
neither a sufficient nor a necessary condition, but it helps to find a partial answer to
the question above.
We come back for a minute to the linear circulant G. It is singular if
g · ξn,k = 0 (7.7)
(see (5.6)). We write the matrix G as
G =


g
Sg
· · ·
Sk−1g


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and consider a linear combination of the rows
(Re(g · ξn,k) Re(Sg · ξn,k) · · · Re(Sk−1g · ξn,k))T.
Because of (7.7) and Smg · ξn,k = g · S−mξn,k = ei 2πnk mg · ξn,k , this vector is zero.
A linear combination of the rows consisting of the imaginary parts of Smg · ξn,k is
also zero. The linear combination is trivial if k is even and n = k2 since in this case
Im ξn,k = 0. Therefore the rank of G is (at most) k − 1 in this last case, or (at most)
k − 2 otherwise.
Arguing in exactly the same way, we notice that if
∃ 0 < n  k
2
: ∀I  0 g(I) · ξn,k = 0 (7.8)
the nonlinear circulant system (7.5) can have a family of solutions. Indeed, making
the same linear combinations as in the case of linear circulants, we can get rid of
two (or, in the case n = k2 , one) equations. Therefore, we obtain a system of k − 2(respectively, k − 1) equations with k unknowns which possesses, generally speak-
ing, a two- (one-) parameter family of solutions.
Just as in the case of a linear circulant, we can restrict ourselves to the interval
n ∈ [0, k2 ] (see Remark after (5.6)) because other values of n give the same condi-
tions on g(I). We exclude n = 0 because in this case we have ∑k−1j=0 gj (I ) = 0 for
any I or, in other words,
k−1∏
j=0
hj (I ) = 1 ∀I,
which contradicts the assumption (ii) after (3.7).
For low values of k we can rewrite (7.8) in terms of the original functions as
follows (cf. Corollary 7.2 and Theorem 7.3):
k = 2 h0(I ) = h1(I )
k = 3 h0(I ) = h1(I ) = h2(I )
k = 4 h0(I ) = h2(I )
h1(I ) = h3(I ) or h0(I )h2(I ) = h1(I )h3(I ).
(7.9)
After these motivating considerations, we now formulate some rigorous results
and begin with the case: k is even, n = k2 (cf. Proposition 5.7 and Theorem 6.1.i).
Proposition 7.5. Let k be even and assume that for all I  0
k/2−1∑
i=0
g2i (I ) =
k/2−1∑
i=0
g2i+1(I )
(or, equivalently,
∏k/2−1
i=0 h2i (I ) =
∏k/2−1
i=0 h2i+1(I )). The one-parameter set{
I2i = I 0
I2i+1 = I 1, i = 0, . . . ,
k
2
− 1
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with G(I 0)+G(I 1) = 0 and G :=∑k−1i=0 gi, is both contained in {I : G(g, I) =
0} and invariant under the shift S.
Proof. Noticing that
∑k/2−1
i=0 g2i =
∑k/2−1
i=0 g2i+1 = 12 G , the proof is straightfor-
ward. 
Thus we have found a family of nonuniform solutions of the nonlinear circulant
system (7.5) under a condition on the nonlinearities (which translates into a condition
on parameters in case of a parametrized family (3.11)). In the general case (7.8) it is
unclear how to obtain a family of nonuniform solutions explicitly. However, in some
cases we can simplify the form of the solution and, in particular, notice that the value
of the environmental variable I can have periodicity lower than k (cf. Proposition
5.9).
Proposition 7.6. Let m < k be a divisor of k. If (I 0, I 1, . . . , Im−1) is a solution of
the nonlinear circulant of order m
G(g, I) = 0 (7.10)
defined by the m-dimensional vector
g =


g0 + gm + · · · + gk−m
g1 + gm+1 + · · · + gk−m+1
· · ·
gm−1 + g2m−1 + · · · + gk−1

 , (7.11)
then 

Imi = I 0
Imi+1 = I 1
· · ·
Imi+m−1 = Im−1
i = 0, . . . , k
m
− 1 (7.12)
is a solution of the nonlinear circulant of order k (7.5).
In addition, if the condition (7.8) is satisfied for g and n
k
= l
m
with l ∈ Z, the
condition (7.8) on g translates into the condition
∃ 0 < l  m
2
: ∀I  0 g(I) · ξl,m = 0
for g.
Proof. If we substitute (7.12) into the nonlinear circulant (7.5) we obtain a k
m
-times
repetition of the first m equations and the first m equations form the nonlinear circ-
ulant (7.10). This proves the first assertion of the proposition. The second assertion
can be obtained similarly to Proposition 5.9. 
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Now we want to formulate a more general analogue of Theorem 4.2.
Theorem 7.7. Let (7.8) be satisfied.
(i) If k is even and n = k2 , the (k − 1)-dimensional manifold
Mθ = {N : N0N2 . . . Nk−2 = θN1N3 . . . Nk−1, θ > 0}
is mapped by (3.5) onto Mθ−1 .
(ii) In all other cases the (k − 2)-dimensional manifold
Ma = {N : ln N · ξn,k = a},
where a is a complex number, is mapped by (3.5) onto M
ae
−i 2πn
k
. (Here ln N
denotes the vector with components ln Ni.)
Proof. We begin with the second assertion. Let N be contained in Ma for a certain
a. Then for the image N ′ of N under (3.5) we have
ln N ′ · ξn,k =
k−1∑
i=0
λ−in,k ln Ni−1hi−1(I )
= λ−1n,k
(∑
λ
−(i−1)
n,k ln Ni−1 +
∑
λ
−(i−1)
n,k ln hi−1(I )
)
= λ−1n,k
(
ln N · ξn,k + g(I) · ξn,k
)
= λ−1n,ka.
The first assertion follows by restricting to real a (in order to guarantee Ni > 0) and
by taking θ = ea . 
For a particular nonuniform solution (I0, . . . , Ik−1) we can find a corresponding
fixed point of the full life cycle map using Eq. (4.4) which is linear with respect to
N . Notice also that this fixed point is also a fixed point of an mth iterate of the map
(3.5) (where m is a divisor of k), if the value of I has periodicity m < k. The fixed
point exists and is unique if the matrix in the left-hand side of (4.4)

c0 c1 · · · ck−1
c1h0(I0) c2h1(I0) · · · c0hk−1(I0)
c2h0(I0)h1(I1) c3h1(I0)h2(I1) · · · c1hk−1(I0)h0(I1)
· · ·
ck−1h0(I0) · · ·hk−2(Ik−2) c0h1(I0) · · ·hk−1(Ik−2) · · · ck−2hk−1(I0) · · ·hk−3(Ik−2)


(7.13)
is nonsingular. In the case of uniform sensitivity (see the end of Section 4) the deter-
minant of this matrix is zero if and only if the determinant of the corresponding
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circulant matrix C is singular. We proved that there exists a family of periodic points
(Proposition 4.3 and its corollary), i.e. a vertical bifurcation takes place, if C is not
singular. We did not manage to construct a family of periodic points in the general
case with k > 3 and neither we did prove that such a family exists, so below we
provide only a conjecture. But first we give a corollary of Theorem 7.7.
Corollary 7.8. Let (7.8) be satisfied.
(i) If k is even and n = k2 , Mθ is invariant under the second iterate of the map (3.5).
The restriction of this twice-iterated map to Mθ is a (k − 1)-dimensional map
parametrised by θ. The value of I = c · N performs a two-cycle (see Proposition
7.5).
(ii) In all other cases, let n
k
= l
m
, where l
m
is the irreducible fraction. The manifold
Ma is invariant under the m-times iterated map (3.5). The restriction of this map
to Ma is a (k − 2)-dimensional map parametrised by a (i.e., by Re a and Im a).
The value of I = c · N performs an m-cycle (see Proposition 7.6).
Conjecture 7.9. Under the corresponding conditions of the corollary above and for
k > 3.
(i) Fixed points of the second iterate form a one-parameter family of 2-periodic
points of (3.5), parametrised by θ .
(ii) Fixed points of the mth iterate form a two-parameter family of m-periodic points
of (3.5), parametrised by a.
8. The characteristic equation corresponding to the internal steady state
If we put N(t) = N + y(t) in (3.5), where N = 1I is the internal steady state, cf.
(3.15), and, for small y(t), Taylor expand and ignore higher than first order terms,
we obtain the linearized problem:
y(t + 1) = S y(t) + c · y(t) L(h′(I ))N.
This problem has solutions of the form y(t) = µtx provided x is an eigenvector
corresponding to eigenvalue µ, i.e.
Sx + c · x L(h′(I ))N = µx. (8.1)
Note that the relevant matrix is a rank one perturbation of S. As already observed in
Section 5, the eigenvalues of S are the kth roots of unity
λn,k = en 2π ik , n = 0, 1, . . . , k − 1
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and the corresponding eigenvectors are
ξn,k =


1
λ−1n,k
· · ·
λ−k+1n,k

 .
The matrix ST = S−1 has eigenvectors
ηn,k = 1
k


1
λn,k
· · ·
λk−1n,k

 = 1k ξ¯n,k,
which are normalized such that
ηn,k · ξn′,k = δnn′
(where the right hand side is the Kronecker δ).
Next we observe that
L(h′(I )) 1 = Sh′(I )
and that, consequently,
ηn,k · L(h′(I ))N = I ηn,k · Sh′(I ) = I λn,kηn,k · h′(I ).
Now let the (unknown) vector α represent x with respect to the basis {ξn,k}, i.e.,
put
x =
k−1∑
n=0
αnξn,k,
then (8.1) amounts to the system of linear equations
λn,kαn + a I λn,kηn,k · h′(I ) = µαn (8.2)
with
a =
k−1∑
m=0
αm c · ξm,k.
Theorem 8.1. The eigenvalues µ are the roots of the characteristic equation
µk − 1 − I
k−1∑
m=0
λm,k (ηm,k · h′(I )) (c · ξm,k)
k−1∏
n=0
n /=m
(µ − λn,k) = 0, (8.3)
which can also be written as
µk − I
k−1∑
l=0
µl Slc · h′(I ) − 1 = 0. (8.4)
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Proof. Write (8.2) as
(µ − λn,k)αn = a I λn,kηn,k · h′(I )
and multiply both sides with c · ξn,k∏k−1j=0
j /=n
(µ− λj,k). Since∏k−1j=0(µ− λj,k) = µk − 1
this yields the identity
(µk − 1)αn c · ξn,k = a I λn,k(c · ξn,k)(ηn,k · h′(I ))
k−1∏
j=0
j /=n
(µ − λj,k),
which we sum with respect to n to obtain
(µk − 1) a = a I
k−1∑
n=0
λn,k(c · ξn,k)(ηn,k · h′(I ))
k−1∏
j=0
j /=n
(µ − λj,k).
If µ is such that (8.3) does not hold then necessarily a = 0 and hence, returning to
the original form of the equation, we must have that
(µ − λn,k) αn = 0 for n = 0, 1, . . . , k − 1.
If for all n the inequality µ /= λn,k holds then αn = 0 for all n and x is trivial, so not
an eigenvector. If µ = λj,k for some j then αn = 0 for n /= j and, since we must
have that a = 0, this requires that c · ξj,k = 0. But then (8.3) is actually satisfied
(since all terms in the sum are zero and µk − 1 = λkj,k − 1 = 0). We conclude that,
in order for µ to be an eigenvalue, (8.3) must hold. As the left-hand side of (8.3) is a
polynomial of degree k, it must be the characteristic polynomial.
The rewriting of (8.3) into the form (8.4) involves a few observations. First we
note that
k−1∏
n=0
n /=m
(µ − λn,k) = µ
k − 1
µ − λm,k =
k−1∑
j=0
µk−1−j λjm,k =
k−1∑
l=0
µlλ−1−lm,k .
Next we note that
(ηm,k · h′(I ))(c · ξm,k) = 1
k
k−1∑
i=0
k−1∑
j=0
h′i (I ) cj λ
i−j
m,k .
Finally we note that
k−1∑
m=0
λ
p
m,k =
{
k if p is a multiple of k,
0 otherwise.
(This can be seen as follows. Since λm,k = em 2π ik we have that λpm,k = λmp,k . So if
λp,k = 1 we do have ∑k−1m=0 λpm,k = k while, for λp,k /= 1, we have ∑k−1m=0 λpm,k =∑k−1
m=0 λmp,k =
1−λkp,k
1−λp,k = 0.)
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Using the first two observations we write the sum in (8.3) as
I
k
k−1∑
m=0
k−1∑
i=0
k−1∑
j=0
h′i (I )cj
k−1∑
l=0
µlλ
i−j−l
m,k
and, after changing the order of summation, we can use the third observation to
obtain
I
k−1∑
l=0
µl
k−1∑
i=0
h′i (I )ci−l = I
k−1∑
l=0
µl Slc · h′(I ). 
Corollary 8.2. The linearized problem has eigenvalue λn,k if and only if either
c · ξn,k = 0 or ηn,k · h′(I ) = 0.
In connection with this corollary, please observe that c · ξ0,k = 1 and η0,k · h′(I ) <
0 (recall the assumption (ii) after (3.7)). Since λn,k is on the unit circle, the condition
c · ξn,k = 0 is a local bifurcation condition. In fact, however, a “vertical” bifurcation
occurs as we already know: recall Theorem 6.1 and Lemma 5.4 with the equality
(5.6).
Also note that ηn,k · h′(I ) = 0 iff h′(I ) · ξn,k = 0 and that, unless k is even and
n = k2 , if λn,k is an eigenvalue so is λk−n,k (indeed, λ¯n,k = λk−n,k, ξ¯n,k = ξk−n,k,
η¯n,k = ηk−n,k). This is also a condition for a local bifurcation of the internal steady
state, but it does not imply, generally speaking, a vertical bifurcation. For a coun-
terexample see Section 10. However, in some cases (Ricker and Beverton–Holt, see
also [8]) it does correspond to a vertical bifurcation. Notice also that the identity
h′(I ) · ξn,k = 0 coincides exactly with the condition (7.3) for zero Jacobian of the
nonlinear circulant (4.3).
If µ = 1 the characteristic polynomial in the left-hand side of (8.4) becomes
−I
k−1∑
l=0
Slc · h′(I ) = −I
k−1∑
j=0
cj
k−1∑
l=0
h′l (I )
= −I
k−1∑
l=0
h′l(I ) > 0.
This expression is positive because all functions h are non-increasing and at least
one h is strictly decreasing. So, we have the following.
Corollary 8.3. µ = 1 is never a root of the characteristic equation (8.4) (as to be
expected from the uniqueness of the internal steady state).
Of course, the characteristic equation (8.3)/(8.4) may also have roots on the unit
circle away from the kth roots of unity. In Section 11 we shall analyse the details for
the relatively simple case k = 3.
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9. The other extreme: SYC and transversal stability
Thus far we have more or less concentrated on (the stability of) steady states in
which all year classes are present and on certain degenerate bifurcation phenomena
associated with singular circulants. The other extreme is the case in which a single
year class (SYC) dominates the world, as it happens in the cicada species mentioned
in the introduction. The “full life cycle map” is defined as the kth iterate of the map
featuring in (3.5). Our first result is a direct consequence of (4.1).
Lemma 9.1. The set {N : Nj = 0 for some j} is invariant under the full life cycle
map.
If we consider an orbit of the full life cycle map, we say that as many year classes
are missing as there are indices j for which Nj = 0. The extreme case is when all
but one year classes are missing. Note that indeed, as the next corollary shows, it
makes sense to talk about missing year classes.
Corollary 9.2. All coordinate axes are invariant under the full life cycle map.
The dynamics generated by the restriction of the full life cycle map to an invariant
axis is called SYC-dynamics. It is studied extensively in [7], to which we refer for
further information (note that the restriction to the various axes are “equivalent”, but
not necessarily by a homeomorphism). Here we focus on another aspect, the trans-
versal stability: do perturbations away from the invariant axis damp out or grow?
Or, in biological terms, is a missing year class, when introduced in small numbers,
doomed to go extinct or will it persist?
Because of the invariance described in Lemma 9.1, there is indeed a well defined
eigenvalue/multiplier associated with each of the missing year classes, so the biolog-
ical terminology and the mathematical formulations are in precise correspondence.
Every fixed point of the full life cycle map corresponds to a k-periodic orbit of the
original recursion (3.5). So, in particular, the environmental variable I is k-periodic.
Now consider a SYC fixed point. Let I0, I1, . . . , Ik−1 denote the values I takes
and let the numbering be chosen such that N0 > 0 when I0 prevails. According to
(4.2) we then need to have that
k−1∏
i=0
hi(Ii) = 1. (9.1)
Next, observe that (4.1) immediately yields an invasibility test: the year class which
is j years older than the ruling year class can grow when
k−1∏
i=0
hj+i (Ii) > 1 (9.2)
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and is doomed to go extinct when the opposite inequality holds (this is the familiar
phenomenon that in population models the stability with respect to missing species
can be determined by way of a decoupled eigenvalue problem, whose definition does
not involve any differentiation; mathematically, of course, the key point is invariance
of coordinate hyperplanes).
Simple as the test may be, to say something systematic about the outcome is
considerably more complicated. We have only one result to offer. It gives sufficient
conditions for transversal stability, i.e., conditions which guarantee that none of the
missing year classes can invade successfully.
The result substantiates a key point (which is relevant for the cicada phenome-
non): it is not at all exceptional that a SYC fixed point is an attractor for the recur-
sion (3.5). Or, more precisely, there are large classes of functions h and vectors c
for which stable SYC fixed points exist. (A preliminary version of this result was
obtained in 1999 by Jennifer Baker.)
A key assumption will be that the function
I → hi(I )
hi+1(I )
is strictly monotone increasing for i = 0, 1, . . . , k − 2 (9.3)
or, equivalently, that for i = 0, 1, . . . , k − 2
hi(I
+)hi+1(I−) > hi(I−)hi+1(I+) for all I± with I+ > I−.
Note that (9.3) implies that also
I → hi(I )
hi+j (I )
is strictly monotone increasing
for i, j -combinations with i  0 and i + j  k − 1. Hence for such i, j -combina-
tions we as well have that
hi(I
+)hi+j (I−) > hi(I−)hi+j (I+) for all I± with I+ > I−. (9.4)
Theorem 9.3. Let I0, I1, . . . , Ik−1 be such that
(i) (9.1) holds,
(ii)
i → Ii is strictly decreasing on {0, 1, . . . , k − 1}. (9.5)
Assume that (9.3) holds. Then for j = 1, 2, . . . , k − 1
k−1∏
i=0
hj+i (Ii) < 1. (9.6)
Proof. Define m = k − j then the left-hand side of (9.6) can also be written as
h0(Im)h1(Im+1) · · ·hk−1−m(Ik−1)hk−m(I0)hk−m+1(I1) · · ·hk−1(Im−1)
This expression can be viewed as a cyclic shift of indices of the arguments Ii of the
expression
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h0(I0)h1(I1) · · ·hk−1(Ik−1)
which, by (9.1), equals one. Note that such a shift can be realised by repeatedly
interchanging two neighbours which, in the starting position, are ordered according
to the index. In detail: consider the transformation from 0 1 · · · (k − 1) to m(m +
1) · · · (m − 1) 0 1 · · · (m − 1); starting from 0 1 · · · (m − 1)m · · · (k − 1) first bring
(m − 1) to the end position by repeatedly interchanging it with its right neighbour;
next bring (m − 2) to the one-but-last position by the same procedure; et cetera. In
each step two neighbours interchange their position with, at the start of the step, the
I with the highest index to the right. By (9.5) and (9.4) the value of the expression
decreases in each step. It follows that (9.6) holds. 
Remark. The “strict” part in (9.3) and (9.5) is a bit stronger than really needed, as
it suffices that there is a strict decrease in at least one of the steps.
The condition (9.5) is not directly in terms of the ingredients of the model. Our
next objective is to give a sufficient condition, in terms of c, for (9.5) to hold. In order
to facilitate the application, we do so in terms of the unscaled c. In this connection
it is important to recall that hui is, for i = 0, 1, . . . , k − 2, a survival probability, so
that it takes values less than (or equal to) one.
Lemma 9.4. Let Nss be a SYC fixed point (“ss” denotes the doubly scaled variable
N, see Section 3). Define
Ii = csi Nssi = cui Nui .
Assume that
i → cui is strictly monotone decreasing on {0, 1, . . . , k − 1}. (9.7)
Then (9.5) is satisfied.
Proof
Ii+1 = cui+1Nui+1 = cui+1hui (Ii)Nui  cui+1Nui < cui Nui = Ii,
where the first inequality derives from the interpretation of hui as a survival probabil-
ity and the second from assumption (9.7). 
Remark. Note that the condition (9.3) on h is invariant under our scaling, as the
scaled version of the quotient differs only by the constant h
u
i+1(I )
hui (I )
from the unscaled
version.
In the Ricker case (3.12) the assumption (9.3) amounts to the strict monotonicity
of
i → gi.
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The interpretation of this condition is that the sensitivity is an increasing function of
age, while (9.7) means that the impact is a decreasing function of age. So in case of
(3.12) one can say that this combination of age dependence of sensitivity and impact
guarantees that a SYC fixed point is transversally stable (this is the result originally
proved by J. Baker).
One can also formulate a variant of Theorem 9.3 in which both assumptions (9.3)
and (9.5) are reversed (meaning that “decreasing” is changed into “increasing” and
vice versa). The corresponding variant of Lemma 9.4 is more problematic, as the
bound on hui works in the wrong direction. So one has to replace (9.7) by the con-
dition that i → cui increases sufficiently strongly, where “sufficiently” incorporates
quantitative details.
Finally, note that one can also formulate transversal instability results in the spirit
of Theorem 9.3. We refrain from doing so.
10. Biennials (k = 2)
For k = 2 the condition c0 = c1 = 12 in Theorem 4.1 defines a codimension one
surface in parameter space (recall that c0 + c1 = 1) and hence it can serve as a full-
fledged stability boundary. In the case of Ricker nonlinearities (cf. (3.1)) the same
can be said about g0 = g1 = 12 in connection with Corollary 7.4. The main conclu-
sion of [8] is that for k = 2 and Ricker nonlinearities there is, for R0 > 1 but not too
large, a strict dichotomy: either the coexistence steady state is stable or the period
two SYC state is stable. The transition between these two generic situations is by
way of vertical period-doubling bifurcations as they occur when either c0 = c1 = 12
or g0 = g1 = 12 . As a result of the present analysis of the more general model we now
understand the underlying reasons for this degenerate bifurcation phenomenon. The
fact that I is a one-dimensional quantity is crucial for the phenomenon of Theorems
4.1 and 6.1. And, finally, the phenomena described in Theorem 4.2 and Proposition
4.5 occur because we deal with functions hi given by (3.11) such that the ratio h0h1
switches from strictly decreasing for g0 > g1 to strictly increasing for g0 < g1 by
way of being constant for g0 = g1 (recall also Corollary 7.2).
To illustrate the last point, we shall briefly look at the corresponding period-dou-
bling bifurcation when h0
h1
can not be constant (for all parameter values). We shall
now focus on a particular example, but analyse it in a way that exposes the general
pattern for a nonmonotone quotient h0
h1
. Consider hi defined by (recall the normali-
sation (3.9a))
h0(I, I ) = eI−I ,
h1(I, I ) = 1+2I1+2I ,
where we write I as another argument of hi . Then
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h0
h1
(I, I ) = f (I)
f (I )
,
where by definition
f (I) = (1 + 2I )e−I .
From f ′(I ) = (1 − 2I )e−I we deduce that f is strictly increasing on [0, 12 ) and
strictly decreasing on ( 12 ,∞). For 1  y < 2e−
1
2 ≈ 1.213 the function f assumes
the value y twice, once in I0(y) ∈ [0, 12 ) and once in I1(y) ∈ ( 12 , I˜ ), where I˜ is the
positive solution of f (I) = 1. Thus we find a family, parametrised by y, of solutions
to the equation
h0
h1
(I0, I ) = h0
h1
(I1, I ). (10.1)
In order to satisfy (7.1) we should, in addition to (10.1), also satisfy
h0(I0, I ) h1(I1, I ) = 1. (10.2)
The idea now is to consider (10.2) as an equation for I . In our particular example,
(10.2) can be rewritten as
(1 + 2I )eI = (1 + 2I1(y))eI0(y) (= (1 + 2I0(y))eI1(y)),
which has a unique solution I (y). So by considering (7.1) as two equations in three
unknowns (I0, I1, I ), we were able to find a one-parameter family of non-trivial
solutions. (By inserting I (y) into the defining equation (3.8), one can find one of the
parameters in the original unscaled hui in terms of y and, provided the relationship
is invertible, parametrise the branch of non-trivial (I0, I1) solutions of (7.1) by this
parameter.)
For y = 2e− 12 we have I0 = I1 = 12 and, also, I (y) = 12 . So the non-trivial branch
“originates” as a symmetry breaking bifurcation from the trivial branch (I0, I1) =
(I , I ) (note that h′0(I ) = −1 and h′1(I ) = −21+2I , which is indeed equal to −1, hence
to h′0(I ), for I = 12 ). To see that the branch also connects to the SYC boundary states,
we need to investigate the equations
c0N0 + c1N1 = I0,
c0N1h1(I0) + c1N0h0(I0) = I1, (10.3)
which have the solution(
N0
N1
)
= 1
c20h1(I0) − c21h0(I0)
(
c0h1(I0)I0 − c1I1
c0I1 − c1h0(I0)I0
)
. (10.4)
First note that for I0 = I1 = I = 12 we do indeed recover the steady state (3.15):
N0 = N1 = I . Secondly, note that the branch ceases to be biologically relevant when
we “hit the wall”, i.e., when one of the two components becomes zero. The limiting
point then is a SYC fixed point, so a period two point at the boundary.
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In (10.4) any of the two components can become zero, but this reflects the choice
of the phase rather than an intrinsic phenomenon. Indeed, the point defined by (10.4)
forms, together with its image(
h1(I0)N1,
h0(I0)N0
)
,
a period two orbit. If instead of (10.3) we solve the equations
c0N˜0 + c1N˜1 = I1,
c0N˜1h1(I1) + c1N˜0h0(I1) = I0
we find, as one can easily verify using (7.1), the solution(
N˜0
N˜1
)
=
(
h1(I0)N1
h0(I0)N0
)
.
So if we choose to represent the branch of period two orbits by the solution of (7.1),
rather than by that of (10.3), it is the other axis that is hit.
If a SYC fixed point is characterized by
h0(I0)h1(I1) = 1
the transversal (in)stability is determined by (cf. (9.2))
sign(h0(I1)h1(I0) − 1).
Along the branch of interior period two points (7.1) holds, so when the branch hits
the wall, there is a stability switch for the SYC fixed point. So, just as in [8], there is
a branch of period two orbits “originating” in the uniform steady state and “dying”
in the (boundary) SYC fixed points and related to stability changes of, respectively,
the uniform steady state and the SYC fixed points. But whereas in [8] the branch is
vertical, i.e., exists for a particular parameter combination, here it is of a standard
type, involving changes in a parameter as well (most easily expressed in terms of
changes in I but these, in turn, can be regarded as being caused by changes in some
other, suitable, parameter). In [7] a detailed analysis of SYC dynamics in case of
k = 2 and Ricker nonlinearities is presented. We conclude that the case k = 2 can be
analysed in quite some detail and refer once again to [8] for biological interpretations
of the results.
11. Triennials (k = 3)
Let us start it up by presenting some preliminary results concerning stability con-
ditions of a steady state for a three-dimensional discrete time dynamical system. For
completeness we derive these in detail.
Lemma 11.1. Consider, for given real numbers ai, the equation
µ3 + a0µ2 + a1µ + a2 = 0. (11.1)
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Then
(i) µ = 1 is a root iff 1 + a0 + a1 + a2 = 0;
(ii) µ = −1 is a root iff 1 − a0 + a1 − a2 = 0;
(iii) µ = e±iφ, with 0 < φ < π, are complex-conjugate roots iff
−2 < a2 − a0 < 2
1 − a22 = a1 − a0a2
and then cos φ = 12 (a2 − a0).
Lemma 11.2. The relations
1 − a0 + a1 − a2 = 0
and
1 − a22 = a1 − a0a2
are both satisfied iff either
a2 = 1, a0 = a1
or
a0 = 2 + a2, a1 = 1 + 2a2
(or both). In the first case (11.1) has both a simple root at −1 and a pair of complex
roots e±iφ iff −1 < a0 < 3 and then cos φ = 12 (1 − a0) (hence there is a triple root
at −1 for a0 = 3 and a double root at +1 for a0 = −1). In the second case (11.1) has
a double root at −1 (which is actually a triple root if both conditions are satisfied,
i.e. for a2 = 1, a0 = a1 = 3).
Proof. Writing 1 − a22 = (1 − a2)(1 + a2) and a1 − a0a2 = a0 − (1 − a2)− a0a2 =
(a0 − 1)(1 − a2) we see that for a2 /= 1, we can divide out a factor 1 − a2 to obtain
1 + a2 = a0 − 1. Elementary considerations then yield the desired conclusions. 
Lemma 11.3. All roots of (11.1) lie strictly inside the unit circle iff
1 + a0 + a1 + a2 > 0 (a)
1 − a0 + a1 − a2 > 0 (b)
|a2| < 1 (c)
1 − a22 > a1 − a0a2 (d)
(11.2)
Proofs of the first and the third lemma are given in the Appendix. We remark that
the stability conditions (11.2) can be found in many books such as [13,15,17,18,20].
Usually condition (d) is written as
|1 − a22 | > |a1 − a0a2|.
Given (a)–(c), this is equivalent to the more informative version presented in [15]
and here, which also fits much better to Lemma 11.1.iii.
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For k = 3 the characteristic equation (8.4) is of the form (11.1) with
a0 = −I S2c · h′(I ),
a1 = −I S2c · h′(I ),
a2 = −Ic · h′(I ) − 1,
so that (since c + Sc + S2c = (c0 + c1 + c2)1 = 1)
a0 + a1 + a2 = −I (h′0(I ) + h′1(I ) + h′2(I )) − 1.
This motivates us to consider
a0a1
a2

 = θ

α0α1
α2

−

00
1


with
θ = −I (h′0(I ) + h′1(I ) + h′2(I )), (11.3)
αi  0 and α0 + α1 + α2 = 1 (so, in a sense, θ gives the magnitude of the vector a
and α the direction, as far as these depend on the original model parameters). We
shall make pictures of stability regions in the (α2, α0)-plane for various values of θ .
Due to the above conditions on α we consider only a triangle in this plane defined
by α0  0, α2  0, α0 + α2  1.
The first stability condition (11.2 a) is always satisfied (easy to check, but see also
Corollary 8.3).
The second condition (11.2 b) can be written as
α0 <
1
θ
+ 1
2
− α2. (11.4)
For θ < 2 this inequality is always satisfied, but for θ > 2 it is only satisfied in a θ-
dependent part of the (α2, α0) parameter-triangle (corresponding to the shaded area
in Fig. 3). At the boundary, where (11.4) turns into an equality, a period doubling
bifurcation can take place.
The third condition (11.2 c) amounts to α2 < 2θ which is a constraint only
if θ > 2.
The fourth condition (11.2 d) can be written as
α0 > α2 + 1
θ
(
1
α2
− 3
)
. (11.5)
Define, for α2 > 0,
ϕ(α2) := α2 + 1
θ
(
1
α2
− 3
)
.
From ϕ′(α2) = 1 − 1θ 1α22 we deduce that ϕ has a unique minimum for α2 =
1√
θ
, given
by
ϕ
(
1√
θ
)
= 1√
θ
(
2 − 3√
θ
)
.
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0
α2
1
θ
+ 1
2
1 + 1
2
1/3
1/3
NS
θ
α
θ > 2θ < 2
NS
1/3
1
1
1/3
2/θ
2|α |<1
PD
(a) (b)
(c) (d)
Fig. 3. In this figure one can see parameter regions (as shaded) where the stability conditions (11.2) are
satisfied: (a) condition (b) or (11.4); (b) condition (c); (c) condition (d) or (11.5) for θ < 2; (d) condition
(d) or (11.5) for θ > 2.
The graph of ϕ intersects the line α2 → 1 − α2 at
α±2 =
1
4
(
3
θ
+ 1
)
±
√(
3
4θ
+ 1
4
)2
− 1
2θ
.
Note that there are, for all θ , two intersections (this follows most easily by checking
that the minimum of ϕ computed above is less than 1 − 1√
θ
for all θ > 0). For θ = 2
these occur at α+2 = 1 and α−2 = 14 .
In view of the second (and the third) condition we are also interested in intersec-
tions of the graph of ϕ with the line α2 → 1θ + 12 − α2. Since
ϕ(α2) − 1
θ
− 1
2
+ α2 =
(
α2 − 2
θ
)(
2 − 1
2α2
)
these occur for α2 = 14 and for α2 = 2θ . According to Lemma 11.3, there is a double
root at −1 for α2 = 14 , while for α2 = 2θ and 0 < θ < 8 there is a simple root at −1
and a pair of roots e±iφ with cos φ = 1 − θ4 .
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0
α2
α
1/3
1/3
NS NS
      point
vertical bifurcation
1/3
NS
1/3
1/3
1/3
NS
0 < θ < 2
1/3
0
1/3
θ  
three
critical
roots
double " 1"
2 < θ < 8
2/θ
PD
No stability
2/θ
PD
θ > 8
(a) (b)
(c) (d)
Fig. 4. Stability diagrams of the internal steady state in the case k = 3 for different values of θ (given
by (11.3)). The relevant parameter region is the triangle defined by α0  0, α2  0, α0 + α2  1. For
0 < θ  2 the gray area corresponding to the stability of the steady state is bounded by the NS-curve
on which a pair of complex-conjugate roots lies on the unit circle. For 2 < θ < 8 the stability region is
bounded also by the PD-curve where −1 is a root of the characteristic equation. For θ  8 the stability
domain is empty because the area between the PD and NS curve lie to the right of the line α2 = 2θ .
Based on this information we now draw stability diagrams in the (α2, α0)-triangle
for various values of θ (Fig. 4). The PD-curve corresponds to µ = −1 being a root
of the characteristic equation where a period doubling bifurcation may occur. The
NS-curve corresponds to a pair of complex-conjugate roots lying on the unit circle;
on this curve a so-called Neimark–Sacker bifurcation may occur when an invariant
circle emerges from the internal equilibrium (a Hopf bifurcation for maps).
The complex 3rd-roots of unity are characterised by cos φ = − 12 . With cos φ =
1
2 (a2 − a0) = 12θ(α2 − α0) − 12 this amounts to α2 = α0. So a vertical bifurcation
can occur where the 45◦-line intersects the NS-curve. This happens for α0 = α2 = 13(but in order for this point to lie on the stability boundary, it should be below the
PD-curve; this amounts to θ < 6).
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NS
(1/3,1/3)
Fig. 5. Two directions of the Neimark–Sacker bifurcation. On one part of the curve the internal equilib-
rium loses stability and a stable invariant circle appears around it, while on the other part the equilibrium
becomes unstable because an unstable invariant circle, surrounding it, lands on the equilibrium.
Presumably the direction of bifurcation of the invariant circle changes along the
NS-curve in the point
(
1
3 ,
1
3
)
. This means that on one part of the curve the inter-
nal equilibrium loses stability and a stable invariant circle appears around it, while
on the other part the equilibrium becomes unstable because an unstable invariant
circle, surrounding it, lands on the equilibrium (Fig. 5). (Of course, there should
be (at least) a bifurcation curve intersecting the NS-curve in the point
(
1
3 ,
1
3
)
and
corresponding to a non-local bifurcation in which the (stable and unstable) invariant
circles (dis)appear. But we come to that later in this section).
The main conclusion of our analysis is that for k = 3 the stability boundary of the
internal steady state (in some parameter space) consists of a PD part and a NS part,
and that the set of vertical bifurcation points forms a lower dimensional subset of the
NS part.
We realise that a “translation” of the stability conditions in terms of α and θ into
conditions in terms of parameters like c and g may still involve a considerable invest-
ment of energy (if possible at all). Yet we notice that, with the results as presented
here available, one can always check whether the steady state is stable for particular
values of the original parameters just by calculating the corresponding values of α
and θ .
Let us now consider the particular case of Beverton–Holt dependence (3.13) which
demonstrates that the bifurcations shown in Fig. 4 do not always take place. Using
(3.13) we have
−I h′i (I ) =
giI
1 + giI
< 1
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and hence
−0  ai < 1, i = 0, 1,
−1  a2 < 0.
In particular, we have the following consequence of it.
Proposition 11.4. For k = 3 and the Beverton–Holt nonlinearity (3.13), µ = −1 is
never a root of the characteristic equation (8.4).
Proof. We substitute µ = −1 in the left-hand side of (8.4) and obtain −1 + a0 −
a1 + a2 < 0 because a0 − 1 < 0, −a1  0 and a2 < 0. 
Corollary 11.5. In the case k = 3 and the Beverton–Holt nonlinearity a period
doubling bifurcation of the internal steady state is impossible.
(If we calculate θ we notice that θ < 3, i.e. it can be larger than 2 and we can in
principle expect the period-doubling (Fig. 4). But
α0 + α2 = a0
θ
+ a2 + 1
θ
<
1
θ
+ 1
θ
<
1
θ
+ 1
2
and hence the condition (11.4) is always satisfied.)
We perform further analysis of the case k = 3 for a very specific situation: h1(I ) =
h2(I ) = 1, i.e., we assume that only the survival probability of the youngest year
class is density dependent. This is not an unusual assumption in age-structured pop-
ulation modelling (see e.g., [19] and references therein).
The recursion (3.5) is now given by
N0(t + 1) = N2(t),
N1(t + 1) = N0(t)h0(I (t)),
N2(t + 1) = N1(t)
with
I = c0N0 + c1N1 + c2N2.
The quantity θ = −Ih′0(I ) and
a0 = θc1,
a1 = θc2,
a2 = θc0 − 1.
The stability conditions (11.2 b–d) can be rewritten (noticing that c0 + c1 + c2 =
1) in the original parameters as respectively
c1 <
1
2 + 1θ − c0,
c0 <
2
θ
,
c1 > c0 + 1c0 θ − 3θ .
(11.6)
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Fig. 6. Stability regions of the internal steady state in the original parameter plane (c0, c1) for the case
h1(I ) = h2(I ) = 1: (a) θ < 2, (b) 2 < θ < 8, (c) θ > 8.
Regions of stability in the parameter plane (c0, c1) are shown in Fig. 6 for differ-
ent values of θ . We notice that only a triangle c0  0, c1  0, c0 + c1  1 is relevant.
Of course, we see precise correspondence with Fig. 4: for θ < 2 only the NS-curve
bounds the region of stability, while for 2 < θ < 8 the PD curve appears and finally
for θ > 8 the internal steady state is always unstable. For the Beverton–Holt nonlin-
earity we have in this case θ = −Ih′0(I ) = g0I1+g0I < 1.
Now we look at SYC-equilibria and consider their transversal stability. For k = 3
a SYC fixed point is determined by the system
h0(I0) h1(I1) h2(I2) = 1,
I0 = c0 N0,
I1 = c1 N0 h0(I0),
I2 = c2 N0 h0(I0) h1(I1).
Since in our case h1(I ) = h2(I ) = 1 for any I , the first identity becomes h0(I0) = 1
and consequently
I0 = I ,
I1 = c1
c0
I ,
I2 = c2
c0
I .
According to (9.2) a one year older year class can invade if
h1(I0)h2(I1)h0(I2) = h0
(
c2
c0
I
)
> 1
and a two years older year class invades if
h2(I0)h0(I1)h1(I2) = h0
(
c1
c0
I
)
> 1.
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Fig. 7. Bifurcation diagram for a SYC point. The vertices 0, 1 and 2 of the small triangles represent points
on the axes N0, N1 and N2 corresponding to the SYC 3-cycle. An arrow pointing from 0 to 1 shows that
the one year older year class can invade, an opposite arrow means that it can not invade. Similarly, for
arrows between 0 and 2.
Since h0(I ) > 1 for I < I , these inequalities simplify to
c2 < c0,
c1 < c0.
In Fig. 7 we show schematically whether a missing year can or can not invade in
different regions of the (c0, c1)-triangle.
Now we turn our attention to MYC-equilibria in which one year class of the three
is missing. Let at time t two age classes N0 and N1 be present. Then after three
years we shall have again these age classes. According to (4.1) their densities are at
equilibrium if
h0(I0)h1(I1)h2(I2) = h0(I0) = 1,
h0(I2)h1(I0)h2(I1) = h0(I2) = 1
and hence I0 = I2 = I . On the other hand (see (4.4))
I0 = c0N0 + c1N1,
I1 = c1N0h0(I0) + c2N1h1(I0),
I2 = c2N0h0(I0)h1(I1) + c0N1h1(I0)h2(I1),
which simplifies to
c0N0 + c1N1 = I ,
c2N0 + c0N1 = I ,
I1 = c1N0 + c2N1.
(11.7)
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From the first two identities we have
N0 = I c1−c0
c2c1−c20
,
N1 = I c2−c0
c2c1−c20
.
(11.8)
Biologically relevant values of Ni are positive. There are two parameter regions
where this is indeed the case: either
c1 > c0,
c2 > c0
(11.9)
or
c1 < c0,
c2 < c0.
(11.10)
If we compare these sets with the parameter sets in Fig. 7 we see an interest-
ing correspondence: in the first region (11.9) the SYC-cycle is stable: neither of
the missing year classes can invade, while in the second region (11.10) both can
invade. Therefore MYC equilibria with two year classes present exist (in the positive
cone) only if the SYC equilibria are either stable or unstable in both directions (see
Fig. 8).
We conjecture even more: in regions III and IV there can exist a heteroclinic cycle
for the third iterate of the map (3.5). The existence of the heteroclinic cycle means
1
0
c
c
2
c = c01
2 0c = c
1
0
III
II
I
IV
Fig. 8. Combined bifurcation diagram for SYC-points and MYC-points. The MYC-points exist only in
the regions I and II. In the region I the MYC-points are transversally stable (as indicated by arrows inside
the triangles), and in the region II they are transversally unstable. We conjecture that a heteroclinic cycle
exists in regions III and IV. The dashed curve is its stability boundary: to the left of it the heteroclinic
cycle is stable, to the right it is unstable.
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that the unstable manifold of a SYC fixed point has another SYC fixed point as its
ω–limit set so that, by cyclic symmetry a cycle of connecting manifolds is formed.
We reformulate this in biological terms (see Fig. 10). Notice that if we look three
years ahead, “age class” coincides with “year class”. Let us have a population con-
sisting of a single year class 0. If we introduce a one year older year class 1, it
invades and takes over. Eventually we have a population consisting of the single year
class 1. If however a one year older year class 2 can invade, it takes over again and the
population will consist of the single year class 2. Here the year class 0 can invade.
If the latter does invade, we approach the original situation with the year class 0
dominating the population.
Although it may not be easy to prove the existence of the heteroclinic cycle,
numerous simulations confirm the conjecture. (In a special case, about which we
learned by reading [4], the proof is actually very easy. If c2 = 0 the full life cycle
map restricted to a boundary plane is partly decoupled: one of the recursions is
independent of the other. So one can analyse the global asymptotic behaviour rather
easily.)
The heteroclinic cycle can be stable or unstable. The condition for its stability is
that the product of the eigenvalues λ1 and λ2 corresponding to the stable and the
unstable manifolds is less than one [14]. These eigenvalues are λ1 = h0(I2)h1(I0)
h2(I1) and λ2 = h0(I1)h1(I2)h2(I0). In our case
λ1λ2 = h0
(
c2
c0
I
)
h0
(
c1
c0
I
)
.
This product is less than one in the region I, because there both eigenvalues are less
than one; and it is larger than one in the region II, because there both eigenvalues are
larger than one. Since the eigenvalues are continuous functions of c’s, the product is
equal to 1 in the point (c0, c1) =
( 1
3 ,
1
3
)
. Moreover, the condition
h0
(
c2
c0
I
)
h0
(
c1
c0
I
)
= 1 (11.11)
can hold only in the regions III and IV because if, for example, c1 > c0 we need
c2 < c0 to satisfy this identity (since h0(I ) > 1 for I < I and h0(I ) < 1 for I > I ).
Eq. (11.11) can be rewritten as
c2
c0
= 1
I
h−10
(
1
h0(
c1
c0
I )
)
.
The right-hand side is a function (on an appropriate domain) because h0(I ) is
strictly decreasing and hence can be inverted. Since there is one-to-one correspon-
dence between the interior of the (c0, c1) triangle and the interior of the positive cone
of the plane
(
c1
c0
,
c2
c0
)
, (11.11) is a curve in (c0, c1) lying in the regions III and IV and
intersecting the point
( 1
3 ,
1
3
) (the dashed line in Fig. 8).
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We notice also a useful property of this curve, viz. that it is vertical in the point( 1
3 ,
1
3
)
. If we differentiate the identity (11.11) with respect to c1 considering c0 as a
function of c1
(
in a neighbourhood of
( 1
3 ,
1
3
))
and take into account that c0 + c1 +
c2 = 1, we find that dc0dc1
( 1
3
) = 0.
Let us now consider the transversal stability of the MYC-point (11.8). It is trans-
versally stable (i.e., the missing year class can not invade) if
h0(I1) h1(I2) h2(I0) < 1
or in our case, if
h0(I1) < 1 = h0(I ).
Since h0 is strictly decreasing, this is the case if
I1 > I.
From (11.7) I1 = c1N0 + c2N1 and, if we substitute N0 and N1 from (11.8), we
obtain
I1 = c
2
1 − c1c0 + c22 − c2c0
c2c1 − c20
I
and I1 > I if
c21 − c1c0 + c22 − c2c0
c2c1 − c20
> 1.
In the region I c2c1 − c20 > 0, hence the above identity is equivalent to
c21 + c22 + c20 − c1c0 − c2c0 − c1c2 > 0.
This we can rewrite as
(c0 + c1 + c2)2 − 3(c1c0 + c2c0 + c1c2) > 0,
which, since c0 + c1 + c2 = 1, is equivalent to
c1c0 + c2c0 + c1c2 < 13 .
The left-hand side attains its maximum 13 in the point c0 = c1 = c2 = 13 . So, in all
other points in region I this inequality is satisfied, i.e., the MYC-point is transversally
stable in the region I.
In the region II c2c1 − c20 < 0 and the above inequality must be reverted. There-
fore, it can never be satisfied. Hence the MYC-point is transversally unstable in the
region II. We indicate this in Fig. 8 by arrows inside the small triangles.
Now we combine the bifurcation diagram for the internal steady state in Fig. 6
with the bifurcation diagram in Fig. 8. For simplicity we restrict ourselves to θ < 2
(as is indeed the case for the Beverton–Holt nonlinearity). The combined bifurcation
diagram is represented in Fig. 9. A lot of things which are shown on the diagram we
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Fig. 9. A combination of the bifurcation diagrams presented earlier in Figs. 6a and 8.
did not prove (as, for example, the existence of the heteroclinic cycle), but numerical
simulations corroborate it.
Notice that for θ < 9 the Neimark–Sacker curve c1 = c0 + 1c0θ − 3θ (cf. the sec-
ond inequality in (11.6)) is increasing in the point ( 13 , 13). Recalling that the curve
corresponding to stability change of the heteroclinic cycle is vertical in this point,
the mutual position of these curves near this point is such as shown in Fig. 9.
Do these two curves intersect at other points? Numerical investigations show
that they indeed intersect (the point A in Fig. 9). Generically, in a neighbourhood
of such a point there should be a region with two invariant circles. “Generically”
means that the Neimark–Sacker bifurcation is not degenerate in this point, more
precisely that the first Lyapunov value is not zero. (The first Lyapunov value is
proportional to the coefficient of the cubic term in the normal form of the bifurcation.
It determines the nonlinear (in)stability of the fixed point along the Neimark–Sacker
curve.) Using the package CONTENT [16] we can look for points on the NS-curve
where the Lyapunov value is zero. We find a point B and this point does not coin-
cide with A. The parameter region with two invariant circles (the region IIIe in
Fig. 9) is extremely small, but we have managed to find it (one can check it: choose,
for example, I = 1.5, c0 = 0.32486, c1 = 0.45539). It is bounded by a curve BC
corresponding to “collision” of the stable and unstable invariant circles. The point C
236 N.V. Davydova et al. / Linear Algebra and its Applications 398 (2005) 185–243
is an analogue of the pointB but for the bifurcation corresponding to stability of the
heteroclinic cycle, so that a coefficient of the cubic term in the normal form of this
bifurcation is zero in the point C.
Let us explain the behaviour of the system corresponding to different regions in
the diagram in Fig. 9. We will make a tour around the point
( 1
3 ,
1
3
)
moving succes-
sively from region to region.
• In region I the attractor of the system is the SYC 3-cycle. The MYC-points exist
and are transversally stable, but seem to be unstable with respect to the dynamics
within the coordinate planes (this we have not proven).
• In region IIIa the MYC-points leave the positive cone and we observe a stable
heteroclinic cycle. We can leave this region by intersecting either the dashed line
or the NS-curve.
• The dashed line corresponds to a change of stability of this cycle, i.e., in region
IIIb the heteroclinic cycle is unstable and numerical observations show that there
appears a stable invariant circle in the interior of the positive cone.
• If we leave IIIa by intersecting the NS-curve and entering the region IIId, the
heteroclinic cycle remains stable but the internal equilibrium becomes also stable
and an unstable invariant circle appears around it. Thus we have bistability in this
region.
• From both the regions IIIb and IIId we can immediately enter IIIc. There are no
more invariant circles in it. The internal equilibrium is stable and the heteroclinic
cycle is unstable.
• From IIIb and IIId we can also enter the region IIIe of two invariant circles: the
larger one is stable and the smaller one is unstable. Intersecting a curve where
these circles come together, we enter IIIc again.
• In region II the MYC-points enter the positive cone again, but they are unstable
and the only attractor is again the internal steady state.
• In region IVc the MYC-points disappear again. The difference with the region
IIIc is that the unstable heteroclinic cycle rotates in the opposite direction.
• By intersecting the NS-curve we enter the region IVb where the internal equilib-
rium becomes unstable and a stable invariant circle appears around it. This region
is an analogue of the region IIIb but with the opposite rotation direction.
• The invariant circle grows if we move to the left in the region IVb and finally
disappears on the dashed line. In the region IVa the heteroclinic cycle inherits the
stability.
• But on the diagonal the cycle breaks down by the MYC-points entering the posit-
ive cone and we are back in region I.
In this bifurcation diagram we clearly see two directions of the Neimark–Sacker
bifurcations around the point
( 1
3 ,
1
3
)
shown schematically in Fig. 5.
One can notice that the phase diagrams which we draw (the small triangles in
Fig. 9) are flat and, moreover, the dynamics of the third iterate of the map (3.5)
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year class abundance
time
0 1 2
Fig. 10. Heteroclinic dynamics with switches of year classe dominance. This visualises the attracting
heteroclinic cycle of the third iterate of the map (3.5).
look like those of a planar vector field (if we consider a time-shift map along the
flow). There is a good reason for that. While it may not be easy to prove, we conjec-
ture that in the Beverton–Holt case, or in a general case with θ < 2, there exists an
attracting two-dimensional invariant manifold in the phase space. The system loses
this property for larger θ . We know already that a period-doubling bifurcation of the
internal steady state is possible. The instability occurs in the direction transversal
to the invariant manifold and the latter does not exist any longer. The SYC-points
and the MYC-points can also become internally unstable (as opposed to transversal
(in)stability) by means of a period-doubling or a saddle-node bifurcation.
The heteroclinic cycle corresponds to a very interesting type of behaviour (let us
call it heteroclinic dynamics/behaviour). During some period of time (many years)
one observes a year class which is much more abundant than the other two (but
they are not extinct). Then, at some year, the number of one of the less-abundant
year classes grows fast and, in the next year, it dominates the population, while the
former dominant declines. In other words, a switch between year classes occurs (see
Fig. 10). And such switches can happen again and again.
We notice that the bifurcation diagram in Fig. 9 is constructed for the special
case h1(I ) = h2(I ) ≡ 1. Amazingly enough, the bifurcation diagram remains qual-
itatively the same if we have density dependence of the Beverton–Holt type for all
age classes. We have found this numerically. More precisely, we mean that no extra
parameter regions occur. But the regions with two cycles can disappear for some
parameter combinations. We think that this is also true for other types of nonlin-
earity for θ < 2 (probably, we need that the ratios of the functions hi are mono-
tone). The positions of the parameter regions inside the (c0, c1)-triangle do change
depending on the sensitivity of the age classes to competition. In particular, due to the
cyclic symmetry of Lemma 3.1, we will have exactly the same bifurcation diagram
in (c1, c2)- or (c2, c0)-triangles, if, respectively, only the age class N1 is sensitive to
competition or the age class N2 [19].
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On the basis of the bifurcation diagram in Fig. 9, and taking into account the
cyclic symmetry, we can make the following biological conclusions:
• If the sensitive age class (the only age class which suffers from competition)
has the largest (expected) impact on the environment, all age classes coexist in
a steady equilibrium (region II in the diagram).
• If the sensitive age class has the smallest impact, single year class behaviour
occurs (region I).
• If the sensitive age class has an intermediate impact (less than one of the other age
classes, but larger than the second), all age classes can coexist either in a steady
equilibrium or while oscillating (quasiperiodic behaviour) (regions IIIb, IIIc, IVb
and IVc).
• If the sensitive age class has a small, but not the smallest, impact, heteroclinic
dynamics is possible with switches of year class dominance (Fig. 10) (regions
IIIa and IVa).
• Bistability is possible for some impact combinations (the region IIId). Depending
on initial conditions the population either stabilizes in a coexistence steady state
or tends to a heteroclinic cycle.
We do not describe the tiny region IIIe in the biological conclusions, because any
kind of stochasticity (say, environmental or demographic) will drive the system out of
this region. However, we emphasize the importance of its existence. It is crucial for
understanding of the continuous change in the phase portraits and non-existence of
a (second) degenerate Neimark–Sacker point (like one corresponding to the vertical
bifurcation). In other words it demonstrates a structural stability aspect of the system.
More precisely, we mean that slight modifications of the functions h can not lead to
appearance of parametric regions with new behaviour. Another useful aspects of the
existence of this region is described in Section 12.
12. Discussion
Of course, the analysis of the recursion (3.5) is far from complete. To see that the
dynamics can be very complicated it is enough to look at it for k = 1 and k = 2.
In the first case the description of the dynamics is typically given by a bifurcation
diagram with period-doubling cascades. In the latter case the occurence of a strange
attractor (either on the boundary or in the interior of the phase space) is a rather
common situation.
However, we believe that we have shed some light on those problems which are
the most interesting from a biological point of view. In particular, the “coexistence
versus exclusion” problem. We think that the most important phenomenon governing
the dynamics of the system is the occurence of the vertical bifurcations. They serve
as a switch between coexistence and exclusion. Let us give some comments on that.
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We know that manifolds filled with cycles exist only for some particular param-
eter combinations corresponding to vertical bifurcations. Moreover, if k is even and
the vertical bifurcation corresponds to the eigenvalue −1 (Corollary 8.2), it has a
codimension 1, because we have only one condition on parameter values (see e.g.,
Table 1). The vertical bifurcation is a degenerate case of period-doubling bifurcation.
An example is the vertical bifurcations happening for c0 = c1 if k = 2. Codimension
1 means also that it happens for points in a m-dimensional parameter space lying on
m − 1-dimensional curves or (hyper)-surfaces. We ask ourselves how the dynamics
change if the values of the parameters vary so that we intersect such a surface trans-
versally. In other words, what happens in a neighbourhood of a vertical bifurcation.
We restrict ourselves to a case of a singular circulant.
Let a condition for a singular circulant be satisfied and let the corresponding man-
ifoldLk (see Theorem 6.1) be normally hyperbolic and attracting. Then, under small
changes in the parameters, the manifold persists and we restrict our attention only
to the dynamics on the manifold. Under the condition for the vertical bifurcation
the internal steady state has an eigenvalue −1, corresponding to neutral stability
within the invariant manifold. We change c slightly in such a way that the eigenvalue
moves inside the unit circle. In this case the internal steady state becomes stable.
Indeed, it belongs to a stable manifold and is stable within the manifold. All orbits
starting near the steady state eventually approach it. We conjecture that all orbits in
a neighbourhood of the invariant manifold converge to the internal steady state. The
intuition behind it, is that if some orbits diverge, there should be a boundary of the
basin of attraction of the steady state. This boundary is an invariant set in the interior
of the manifold and, most likely, this set is a 2-cycle. If we exclude situations like
those described in Section 10, in which there is an isolated 2-cycle in the interior of
the phase space, we come to a contradiction. However, to prove the result rigourously
probably requires a detailed perturbation analysis of the vertical bifurcation. Now we
change c so that the eigenvalue of the steady state moves outside the unit circle. If
again there are no cycles in the interior, all orbits diverge from the steady state and
go to the boundary of the phase space. So half of the year classes go extinct and
become missing.
Summarizing what we have said above, the vertical bifurcation is a boundary
between stability of the internal steady state and the stability of a boundary cycle, i.e.
the boundary between coexistence and exclusion. This result is proven rigorously for
k = 2 in [8].
What we described above concerns the case when the coexistence equilibrium
has an eigenvalue −1. Let it have a couple of non-real eigenvalues which are roots
of unity. In this case there are two conditions (corresponding to the real and the
imaginary parts of the eigenvalues) on parameter values guaranteeing the vertical
bifurcation and, therefore, the vertical bifurcation is of codimension 2. It is a degen-
erate case of a Neimark–Sacker bifurcation, as, for example, in the case k = 3,
c0 = c1 = c2. In the neighbourhood of the vertical bifurcation there is a change
of direction of the Neimark–Sacker bifurcation as shown in Fig. 5. Therefore we
240 N.V. Davydova et al. / Linear Algebra and its Applications 398 (2005) 185–243
have two ways from coexistence to exclusion: catastrophic or sharp loss of stability
(above the dashed line in Fig. 5) and non-catastrophic or mild loss of stability (under
the dashed line). Concluding, we do not necessarily have a switch from coexistence
to exclusion, a soft transition via growing fluctuations is possible, but whenever
we have a vertical bifurcation of codimension 2 there is always a branch of Nei-
mark–Sacker bifurcation (which is of codimension 1) corresponding to sharp loss
of stability of the coexistence equilibrium. Do we necessarily end up with a situa-
tion of exclusion if this happens? Our experience says No: if we move from region
IIIe in the diagram 9 to region IIIb, we have a sharp loss of stability, but the new
attractor is the outer invariant circle with all year classes present. (This is indeed
the usefulness of noting that the tiny region IIIe exists: the sharp loss of stabil-
ity does not necessarily imply competitive exclusion, even though in most cases it
does.)
The problem remains how many year classes go missing if we switch from coex-
istence to exclusion. In a neighbourhood of a vertical bifurcation the dynamics is
restricted to an invariant manifold which is “almost” the line segment Lk or the
polygon Pn,k . The first situation is only possible if k is even. In this case, if the
internal steady state loses stability via the vertical bifurcation, we switch to a bound-
ary 2-cycle with exactly half of the year classes missing, more precisely all even or
all odd year classes are missing. In the case of the polygonPn,k the edges correspond
to the situation of k
m
year classes missing and the vertices to 2k
m
year classes missing,
where m is the least common multiple of n and k (see the end of Section 6). Our
conjecture, supported by numerical simulations, is that the attractor is exactly the
m-cycle consisting of the vertices of the polygon.
In the present analysis we have not exploited the “competitiveness” of the full
life cycle map (see [24] and the references in there). We are optimistic that, in fact,
this property can be exploited to deduce that there exists an invariant (k − 1)-dimen-
sional manifold which contains all ω-limit sets. Moreover, the intersection of this
manifold with invariant coordinate (hyper)planes yields further invariant subsets of
lower dimension. Thus for k = 3 a proof of both the existence of the heteroclinic
cycle and the (internal) instability of the MYC points in region I of Fig. 9 should
come within (easy) reach.
We think that the full life cycle map is competitive when the functions hi are
of Beverton–Holt type (by which we mean, in particular, that Ni → Nihi(c · N) is
monotone increasing, for any given combination of Nj , j = 0, . . . , i − 1, i +
1, . . . , k − 1, while hi itself is monotone decreasing). When the functions Ni →
Nihi(c · N) have a humped graph, as they do in the Ricker case, the situation is more
complicated in general. Yet for some parameter region the attractor may be confined
to a region of the phase space in which the nonlinearities are Beverton–Holt like.
So we expect that the theory of competitive maps will also yield information about
global aspects of the dynamics for the Ricker type maps under additional parameter
constraints. We intend to investigate these matters in the near future.
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Appendix
A. Proofs of lemmas from Section 11
First we formulate an extra lemma which is useful for the proofs.
Lemma A.1. Let µ1, µ2 and µ3 be the three roots of Eq. (11.1). Then the products
µ1µ2, µ1µ3 and µ2µ3 are roots of the equation.
p3 − a1p2 + a0a2p − a22 = 0. (A.1)
Proof. We have the identity
(µ2µ3)
3 − (µ2µ3 + µ1µ2 + µ1µ3)(µ2µ3)2
+µ1µ2µ3(µ1 + µ2 + µ3)(µ2µ3) − (µ1µ2µ3)2 = 0.
It can, using a0 = −(µ1 + µ2 + µ3), a1 = µ2µ3 + µ1µ2 + µ1µ3 and a2 =
−µ1µ2µ3, be rewritten as (A.1) with p = µ2µ3. 
Proof of Lemma 11.1. The assertions (i) and (ii) can be verified by substitution.
For the case (iii) let Eq. (11.1) have a pair of complex-conjugate roots µ = e±iφ, 0 <
φ < π .Then we have two identities
e3iφ + a0e2iφ + a1eiφ + a2 = 0,
e−3iφ + a0e−2iφ + a1e−iφ + a2 = 0.
(A.2)
Multiplying the second identity by e2iφ and substracting the first identity, we obtain
(a0 − a2)(e2iφ − 1) = e−iφ(1 − e4iφ).
Dividing out (e2iφ − 1) (which is not zero because the roots are not real) we achieve
a0 − a2 = −2 cos φ. (A.3)
Hence |a0 − a2| < 2. By Lemma A.1 the product of the roots satisfies (A.1) and,
since the product is 1,
1 − a1 + a0a2 − a22 = 0.
Conversely, suppose this relation holds. Then, by substitution, µ = −a2 is a root
of Eq. (11.1) and the equation can be rewritten as
(µ + a2)(µ2 + (a0 − a2)µ + 1) = 0.
If, in addition, −2 < a2 − a0 < 2, then the second polynomial factor at the left-
hand side has complex roots µ = e±iφ with φ ∈ (0, π) defined by cos φ = 12 (a2 −
a0). 
Proof of Lemma 11.3. Necessity. First assume that all roots lie strictly inside the
unit circle. Define
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f (µ) = µ3 + a0µ2 + a1µ + a2.
For real µ one finds f (+∞) = +∞ and f (−∞) = −∞ so, since f can not change
sign outside the interval (−1, 1), we must have f (1) > 0 and f (−1) < 0, which are
exactly the conditions (a) and (b) of (11.2). If we denote the three roots of (11.1) by
µ1,µ2 and µ3, then a2 = µ1µ2µ3 and accordingly (c) holds.
For products of pairs of roots we have Eq. (A.1). Applying the same arguments to
this equation as we applied above to f , we find two conditions
1 − a1 + a0a2 − a22 > 0
and
1 + a1 + a0a2 + a22 > 0.
The latter is satisfied whenever (a)–(c) are, and the former is (d).
Sufficiency. Assume that (a)–(d) hold. By (a) and (b) the function f has a real
root in (−1, 1). We consider first the case that the other two roots are complex (with
non-zero imaginary part). Then, of the three possible products of two roots, two are
complex and only one is real, which is the square of the modulus of the complex-
conjugate roots. Hence (A.1) has a unique real root which lies in (0, 1) if (d) is
satisfied. Namely, define for m = r2  0
g(m) = m3 − a1m2 + a0a2m − a22 .
Since g(0) = −a22 < 0, this function has a root 0 < m < 1 if g(1) > 0, i.e. exactly
if (d) is satisfied. Hence the complex-conjugate roots are inside the unit circle.
We now consider the case that all three roots of (11.1) are real. By (a)–(b) the
number of roots in (−1, 1) is odd. If all three are in (−1, 1) we are done. So assume
that |µ1| < 1 but |µ2| > 1 and |µ3| > 1. Applying exactly the same arguments to
the function g we find that |µ1µ2| < 1, |µ2µ3| > 1 and |µ1µ3| > 1 (when the num-
bering corresponds to the absolute value). But if |µ2| > 1 and |µ1µ3| > 1 then also
|µ1µ2µ3| > 1 which is in contradiction with (c). We conclude that also in the case
of three real roots they all must lie in the unit circle. 
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