Predicting streamflow values accurately is vitally important for hydrology studies. Two heuristic models, namely, gene expression programming (GEP) and support vector machine (SVM) are used and assessed utilizing data from four stations in China. The k-fold testing for local and external data management scenarios are tested extensively. Results indicate that models with inputs of current and one previous day's streamflow records provided the best accuracy. Both the GEP and SVM models can predict accurate streamflow values with respect to the observed records. GEP performed better than the SVM in all k-fold testing stages with lower skewness and standard deviation values for streamflow records. The test accuracy demonstrated high variations for the local and external k-fold case which proved the necessity of k-fold testing or data scanning procedure in daily streamflow prediction. Daily streamflow of downstream stations was also estimated using the data of upstream stations (external k-fold). The best results were obtained by the models trained using the data from the nearest upstream station. In some cases, the accuracy of the external models was found to be comparable to local models. This suggested the use of external models in streamflow prediction in the case of data scarcity.
INTRODUCTION
Predicting streamflow values accurately is one of the important issues in water resources system planning, design, operation, and management. It is also an important task for identifying hydrologic drought periods (Chemeda Edossa & Singh Babel ), flood control (Sarlak ), optimizing hydrologic system or planning for future expansions or reductions (Kisi ) , determining instream environmental flow (Tennant ) , and modeling river flow-groundwater flow interactions (Gunduz & Aral ) as well as mitigating the negative consequences of extreme flow events and economic use of rivers (Benninga ) and modeling suspended sediment load in rivers (Kisi et al. ) .
Traditionally, autoregressive moving average (ARMA) models have been employed for water resources timeseries modeling including streamflow forecasting (Maier & Dandy ). The major drawback of univariate time-series approaches in streamflow forecasting is the incorporation of the past flow magnitudes as well as assuming a linear relation between the input-target variables (Kisi ) .
Alternatively, the use of heuristic data-driven models for streamflow forecasting has been reported by numerous studies. Many studies have confirmed the superiority of data-driven models over traditional ARMA or autoregressive integrated moving average (ARIMA) techniques in forecasting streamflow magnitudes (e.g., Nayak et al. ; Wang However, all the mentioned studies have used a single data set assignment approach for introducing the inputoutput matrixes to the models, where a part of available data is used for training the models, and then the models are tested using the rest of available patterns. This is a common data management scenario in hydrologic time series predictions, where the models are trained and tested using data of the same station (local or at station scenario).
Apart from not performing a whole accuracy assessment of the within-station (local) patterns, another important drawback of this procedure is the lack of generalizability of the obtained models, i.e., the models are not assessed outside the training station (Marti et al. ; Shiri et al. a, b, c) . Hence, it would be worth attempting to assess the external generalizability of the applied models.
The present research aimed at evaluating local (withinstation) and external (cross-station) data management scenarios for predicting streamflow rates using GEP and SVM techniques through k-fold testing. Despite the limited applications of k-fold testing approach in hydrological modeling, this is the first application of this approach in local and external simulation of streamflow values in the literature.
The developed external models can be used for predicting the streamflow records without the need of local patterns.
MATERIALS AND METHODS

Study area and used data
The Heihe River is the second largest inland river of the 
Gene expression programming
As a generalization of genetic algorithms (Goldberg ), GP (Koza ) is especially appropriate where interrelationships among relevant variables are poorly understood; a theoretical examination is constrained by assumptions and there is a great deal of data in PC readable frames requiring tedious processing. GP-based models utilize a 'parse tree' structure in the search for their solutions (Banzhaf et al. ) . GP is able to derive a set of explicit expressions which rule the subject phenomenon, to describe the inter-relationships between the input-target parameters by using different operators.
GEP is similar to GP, in the way that it selects the best governing formulations based on fitness values and presents 
Arctgx, linked with the addition linking function. The Note: The min, max, mean, SD, CV, Skew stand for the minimum, maximum, mean, standard deviation, coefficient of variation, and skewness coefficient of the streamflow data. genetic operators (Table 2) are used based on the results provided in previous studies (e.g., Kisi et al. , ) . By using GEP, the parsimony pressure tool was utilized to design the parsimonious solutions. Further details on GEP application for hydrological time series modeling can be found in, for example, Kisi et al. () .
Support vector machine
SVMs are supervised learning models with related learning algorithms that analyze data and recognize patterns, and can be utilized for classification and regression analysis. While the original problem might be expressed in a finite dimensional space, the sets to discriminate are not linearly separable in that space. Consequently, it was suggested that the original finite-dimensional space be mapped into a much higher-dimensional space, probably making the partition less demanding in that space.
There are four principal advantages of SVM. First, it has a regularization parameter, which makes the user consider about avoiding over-fitting. Second, it utilizes the kernel trick, so one can construct an expert knowledge about the issue through designing the kernel. Third, an SVM is determined by a convex optimization problem (no local minima) for which there are accurate methods (e.g., SMO). Finally, it is estimated to a bound on the test error rate, and there is a substantial body of theory behind it which recommends it ought to be a good idea
The regression-SVM type 1 was applied here since its superiority to other types has been demonstrated in the literature (Shiri et al. c) . Using a trial and error process, SVM constants are selected as 8 (capacity) and 0.14 (epsilon). Linear, sigmoid, polynomial, and radial basis kernel functions were compared and it was found that the radial ations was found to be 1,500 (iteratively) and the models were stopped at error magnitudes of 0.005. Chromosomes the chromosomes of GEP are usually composed of more than one gene of equal length. Each gene codes for a sub-expression tree and the sub-expression trees interact with one another forming a more complex multi-subunit expression tree.
Head size determines the complexity of each term in the model
Mutation provides the evolution of good solutions for the studied models to virtually all problems
Inversion inversion is restricted to the heads of genes
One point recombination the parent chromosomes are paired and split up at exactly the same point
Two point recombination two parent chromosomes are paired and two points are randomly chosen as crossover points
Gene recombination entire genes are exchanged between two parent chromosomes, forming two daughter chromosomes containing genes from both parents Additionally, a spatial (external) k-fold testing approach was also carried out using the best input configuration obtained through local modeling. In each step of this approach, the whole patterns (all available data) from upstream station(s) (see Figure 1) were utilized for training, and the models were tested using all data series of the remaining downstream stations. Therefore, in Pingchuan station, GEP and SVM models were at first trained using Gaoya station data, then trained by Railway Bridge station data, then trained by S213 Bridge station data, and finally trained using all patterns from the three mentioned train (upstream) stations. Similar processes were also repeated for Gaoya station (using Railway Bridge, S213 Bridge and pooled patterns). In the case of Railway Bridge, as it has only a unique upstream station, S213 Bridge patterns were used to train the models. As this study considers four stations and only one input configuration for spatial analysis, the spatial approach consists of eight train-test processes per model.
Performance criteria
Three statistical indices, namely, the Scatter Index (SI), the Variance Accounted For (VAF), and the Nash and Sutcliffe coefficient (NS), were used for assessing the models performance:
where Q io and Q ie are the observed and simulated stream- Table 3 shows that the local approach provides the best predictions, since it is trained using the streamflow time series of the same stations utilized for testing (using different years for training and testing).
RESULTS AND DISCUSSION
However, its generalization ability is limited to similar conditions of the training (and testing) location. and 5% with respect to SI and NS, respectively. The reason of the superior accuracy of GEP compared to SVM may be the fact that the GEP method uses evolutionary genetic algorithm in the calibration process and this may provide an advantage in catching local minimum.
The performance oscillations among studied sites dictate the need for assessing the applied models' performances through k-fold testing. showed similar statements.
Such variations in the performance of the applied models during the study period at each site might be linked to the variations of streamflow records considered in train-test stages.
Thus, if the test year shows an abnormal trend with respect to the training patterns, e.g., comprising outliers, the derived GEP/SVM model might provide lower accuracy; for example, the test years of 1989, 1990, 1993, 2002, and 2003 for S213 Bridge station, the test years of 1991, 1992, 1996, 2002, 2007, and 2008 for Railway Bridge station, the test years of 1989 , 1992 , 1996 , 2007 , 2011 , and 2012 for Gaoya station, and the test years of 1981 , 1989 , 1990 , 1993 , and 2003 for Pingchuan station. These fluctuations in the models' performance indicators clearly show the necessity of using a temporal k-fold testing for assessing the models' performance accuracy instead of using traditional data management scenarios (where a part of data is used for training, then the models are tested using the remaining part of the data), which may produce misleading results as they use a single data set assignment procedure.
The cross-correlation matrix of streamflow data among the studied stations is given in (Table 3 ) with a SI difference of around 0.098, which confirms the ability of the external GEP model in predicting streamflow patterns of the target site using data from upstream stations (exogenous data). From Table 5 , it is also Regarding the Gaoya test station, similar to the previous case, the GEP and SVM models trained using the nearest Summarizing, it can be stated that external streamflow models can be a good surrogate for local ones when local data are absent or unreliable. Nonetheless, when using external data for building streamflow prediction models, it is necessary to use the data from the nearest station (or the station with the highest correlation with the target station), when there is no sink/source between two successive stations.
In the case of missing any low-distance or high-correlation station, using pooled data from all upstream stations would be a good solution for developing prediction models of streamflow records, when local data at test station are scarce.
The results obtained in the present paper confirm the necessity of using a complete data scanning procedure in building heuristic-based prediction models of streamflow and using a single data assignment would be misleading as the model accuracy would fluctuate throughout the study period and among the studied sites. This confirms previous statements given in the literature regarding other hydrological parameters (e.g., Shiri et al. b) .
CONCLUSIONS
The study has investigated the accuracy of GEP and SVM methods in forecasting streamflow by employing local and external data management scenarios and k-fold testing.
Daily data collected from four stations, S213 Bridge, Railway
Bridge, Gaoya, and Pingchuan, Heihe River, China were used in the applications. Three different input configurations determined based on correlation analysis were used to build the GEP and SVM models for prediction of one-day ahead streamflow. Local k-fold testing was applied at each station using both methods and the models comprising inputs of current and one previous day's streamflow data provided the best accuracy. According to the local k-fold testing results, the highest accuracy was obtained for Pingchuan station while the Gaoya station has the worst accuracy. GEP-based model performed better than the SVM-based models in all k-fold testing cases. The high variation of test results for each case indicated the necessity of k-fold testing in daily streamflow forecasting. Spatial (external) k-fold testing was also employed by setting upstream stations as inputs to the applied models and the downstream station as target. The models trained using the nearest upstream station provided the most accurate results. Comparing the external and local models showed that the external GEP model might be comparable to the local SVM model. External models can be successfully used in streamflow prediction when local data are unavailable or unreliable.
