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ABSTRACT Sentiment analysis is one of the prominent research areas in data mining and knowledge
discovery, which has proven to be an effective technique for monitoring public opinion. The big data era with
a high volume of data generated by a variety of sources has provided enhanced opportunities for utilizing
sentiment analysis in various domains. In order to take best advantage of the high volume of data for accurate
sentiment analysis, it is essential to clean the data before the analysis, as irrelevant or redundant data will
hinder extracting valuable information. In this paper, we propose a hybrid feature selection algorithm to
improve the performance of sentiment analysis tasks. Our proposed sentiment analysis approach builds
a binary classification model based on two feature selection techniques: an entropy-based metric and an
evolutionary algorithm. We have performed comprehensive experiments in two different domains using a
benchmark dataset, Stanford Sentiment Treebank, and a real-world dataset we have created based on World
Health Organization (WHO) public speeches regarding COVID-19. The proposed feature selection model is
shown to achieve significant performance improvements in both datasets, increasing classification accuracy
for all utilized machine learning and text representation technique combinations. Moreover, it achieves over
70% reduction in feature size, which provides efficiency in computation time and space.
INDEX TERMS Binary classification, evolutionary computation, feature selection, multiobjective opti-
mization, sentiment analysis.
I. INTRODUCTION
The significant advances in data storage, communication and
processing technologies in recent years have given rise to
the big data era, with a plethora of information flowing in
from various data sources at high speeds. The high volume
of data generated is useful to provide insightful information
to decision-makers in various domains. Sentiment analysis,
which provides automated extraction of opinions or feelings,
is one of the techniques that play an essential role in decision-
making processes [1]. It is also known as opinion mining,
since it aims to extract subjective opinion from a piece of
text [2]. Sentiment analysis has been gaining more attention
recently, as it is a significant element of many real-world ap-
plications, including recommendation systems [3], analysis
of product reviews [4], terrorist organization tracking [5],
detection and analysis of critical events [6]–[8], real-time
observation of public opinion [9], finance [10] and healthcare
systems [11], [12]. Sentiment analysis can be defined as a
polarity classification problem. This classification problem
can be formed as a binary (positive vs negative) or multi-class
(varying degrees of positive, negative and neutral) classifica-
tion problem. Moreover, it can be applied at different levels,
including analysis of words, sentences or whole documents.
Recently, aspect-based sentiment analysis has also gained at-
tention as a text may contain multiple aspects having different
sentiments [13], [14].
At a high level, there exist three approaches to address
the sentiment analysis task [15]: lexicon-based, machine
learning-based, and hybrid approaches. Lexicon-based meth-
ods use a dictionary or corpus in which each word has a sen-
timent score [16]. This way, the sentiment of a sentence can
be calculated using the sentiments of each word, combined
using different techniques such as aggregation (e.g. majority
voting). Although lexicon-based methods are easy to apply,
they suffer from the lack of domain-specific dictionaries [17].
While machine learning techniques have achieved promising
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improvements over lexicon-based approaches, they require
feature engineering for natural language processing (NLP)
tasks [18]. More specifically, free-form textual data must
be translated into a standard representation (vectorization)
that the machine learning techniques can interpret. Hybrid
approaches combine lexicon-based and machine learning-
based methods for sentiment analysis.
Research on sentiment analysis is rapidly evolving as the
number of new platforms, such as blogs and social media,
where people continuously share their ideas have been on
the rise. The abundance of such platforms has made large
volumes of text data, including opinions and reviews, avail-
able for analysis of sentiments. Recent research has mainly
focused on deep learning architectures for sentiment analysis
tasks [19]–[24], as these architectures provide semantics
information intrinsically through their hierarchical learning
process [25]. On the other hand, deep learning requires a
massive amount of training data to create accurate models.
Sentiment analysis faces challenges due to the existence
of slang words, spelling mistakes [26] and ironic remarks
in documents. One of the main challenges in sentiment
classification is the high amount of data that contain ir-
relevant or redundant features [27], which adversely affect
the performance of machine learning models [28]. Feature
selection is one of the effective preprocessing techniques
to eliminate features that have low or no contribution to
the classification task [29]. There exist three main types of
feature selection methods: filter-based, wrapper-based, and
embedded [30]. Filter-based methods utilize metrics such as
Chi-square to calculate the significance of a feature. On the
contrary, wrapper-based methods utilize machine learning
algorithms when deciding the most informative features.
Wrappers generally perform better than filters [31], however
they are more costly in terms of computation time and space.
Finally, embedded methods perform feature selection while
training the model, as they combine feature selection with
the construction of the machine learning models.
Feature selection has been widely used for sentiment anal-
ysis in various domains and has proven to enhance the perfor-
mance of sentiment classification [32], [33]. Previous studies
mainly focused on filter [34] and wrapper [35] based feature
selection methods. Although there exist feature selection
methods that combine filter and wrapper based approaches
for sentiment analysis [36], [37], all of them approach the
problem in a single objective perspective. To the best of
our knowledge, applying a multiobjective hybridized feature
selection method to the sentiment analysis task has not been
investigated yet.
In this paper, we propose a new hybrid multiobjective
feature selection model for the sentiment analysis task, which
harnesses the power of an entropy-based metric, i.e., In-
formation Gain, and an evolutionary algorithm, i.e., Non-
dominated Sorting Genetic Algorithm II (NSGA-II). Experi-
ments with different machine learning and feature extraction
techniques on the well-known Stanford Sentiment Treebank
dataset demonstrate that our proposed model improves the
learning performance of the sentiment analysis task consider-
ably. Further, we introduce a new dataset: World Health Or-
ganization (WHO) Director-General’s Speeches during part
of the COVID-19 pandemic period (February - November
2020). This dataset consists of more than 10000 sentences
labelled as positive, negative, or neutral. Replication of the
experiments on the new dataset yields a similar outcome: our
model significantly boosts the performance of the sentiment
classification task.
The rest of this paper is organized as follows. In Section II,
we provide related research about sentiment analysis, mul-
tiobjective feature selection, and feature selection methods
applied for the sentiment analysis task. In Section III, we
give the problem definition and describe the proposed model
along with the utilized preprocessing, feature extraction and
feature selection techniques. In Section IV, we share the ex-
perimental environment, including datasets and applied ma-
chine learning techniques. Then, we provide the experiment
results in detail. Finally, we provide concluding remarks and
future work directions in Section V.
II. RELATED WORK
Sentiment analysis has been a popular research topic due to
its wide scope of applications, ranging from recommenda-
tion systems to finance [38]. Although sentiment analysis
has been extensively studied in the literature, new studies
continue to emerge as available data continually grow and
become more complex. It is crucial to select the optimal
feature subset for sentiment analysis [39] to achieve high
performance. Therefore, feature selection is an indispensable
preprocessing step, alleviating the burden caused by the
high-dimensional data. Recently, Madasu and Elango [33]
presented a detailed evaluation of different feature selection
methods for sentiment analysis. They reported that feature
selection methods, especially the ones that utilize ensemble
techniques, obtain superior results by boosting the sentiment
analysis performance. Ahmad et al. [40] reviewed feature
selection methods used for sentiment analysis. They identi-
fied and presented the advantages and disadvantages of these
methods. The authors suggested that metaheuristic algo-
rithms perform well when selecting the optimal features for
sentiment analysis. Shang et al. [41] presented a binary-based
Particle Swarm Optimization (PSO) for feature selection in
the sentiment analysis domain. Their algorithm was built to
overcome the shortcomings of the traditional PSO algorithm,
such as the update formula of velocity. Similarly, Kumar
et al. [42] proposed a Firefly Algorithm for optimizing the
feature sets to be used in sentiment analysis. They applied
their algorithm to Hindi and English texts using SVM as
the classifier. Gokalp et al. [43] proposed another wrapper-
based feature selection method for sentiment analysis. The
proposed model is based on a Greedy Algorithm that utilizes
six different filter-based metrics, including Chi-square and
ReliefF, in the construction of the model. Experiments on
many public datasets showed that the model is more effective
than conventional filter-based feature selection methods.
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In the literature, there are three types of feature selection
methodologies: filter-based, wrapper-based, and embedded.
Filter-based methods utilize statistical information within the
data. Some of the well-known metrics used by filter-based
methods are Mutual Information, Information Gain, and Chi-
square. Wrapper-based methods employ a search algorithm.
Embedded methods combine the search process with classi-
fier training. Wrapper-based feature selection methods gen-
erally perform better than filter-based methods [31]. There-
fore, the recent literature in feature selection has mainly
focused on wrapper-based methods. However, these methods
are expensive in terms of computation time and space, as
wrapper-based feature selection is an NP-hard problem [44].
Metaheuristic algorithms are known to be very efficient for
NP-hard problems [45] and have been utilized by many
researchers for feature selection in recent years. Al-Tashi et
al. [46] presented a detailed review of multiobjective fea-
ture selection techniques and challenges. Kiziloz et al. [47]
proposed three variants of multiobjective Teaching-Learning-
Based Optimization algorithm for the feature selection task.
Similarly, Sihwail et al. [48] proposed an improved version
of Harris Hawk Optimization for the feature selection task.
They presented three new search strategies to enhance the
exploration capability of the hawks. Hu et al. [49] proposed a
fuzzy cost-based Particle Swarm Optimization algorithm for
multiobjective feature selection. Similarly, Zhang et al. [50]
presented novel operators for the Artificial Bee Colony algo-
rithm to tackle cost-sensitive multiobjective feature selection
problems. Zhang et al. [51] employed differential evolution
to improve the search operation of multiobjective feature
selection tasks.
There exist studies that combine multiple feature selection
methods to enhance the efficiency of the sentiment analysis
task. Rasool et al. [17] proposed a hybrid feature selection
method for sentiment classification. They selected promising
features using different wrapper approaches and transferred
them to the population of their Genetic Algorithm. Simi-
larly, Ansari et al. [52] proposed another hybrid method for
sentiment classification. They first applied two filter-based
methods and extracted the most valuable features obtained by
both methods. Then, they fed these features to two wrapper-
based methods separately, namely, PSO and Recursive Fea-
ture Elimination, and reported that feature selection im-
proves the classification performance tremendously. Pandey
et al. [53] introduced another metaheuristic method, namely
Cuckoo Search Algorithm, for sentiment analysis tasks. They
utilized K-means to enhance the initialization process of their
algorithm for faster convergence and better solution sets.
Recently, Tubishat et al. [36] proposed an improved version
of the Whale Optimization Algorithm (WOA) for sentiment
analysis in Arabic texts. They combined Differential Evo-
lution with Elite Opposition-Based Learning to boost the
performance of WOA. Moreover, they utilized a filter-based
feature selection method to feed valuable features to their
algorithm. Hassonah et al. [37] introduced a hybrid feature
selection method for sentiment analysis. Their method con-
sists of a filter and wrapper-based approach. They analyzed
the extracted features to find out which type of features
(subjective, objective or emoticons) are more valuable in the
sentiment analysis task.
III. FEATURE SELECTION MODEL
In this section, we formally describe the feature selection
process for sentiment analysis, followed by the proposed
evolutionary multiobjective feature selection model.
A. PROBLEM DEFINITION
Sentiment analysis can be considered as a polarity classi-
fication problem. The classification task is one of the fun-
damental problems in knowledge discovery. The accuracy
of classification highly depends on the quality of the data.
Therefore, it is vital to preprocess the data to extract valuable
information. Especially in real-world applications, the data
amount is generally high, and there exist many redundant or
irrelevant features that have no contribution to the classifica-
tion task.
Feature selection is an important preprocessing step for
classification. It aims to find the most informative features
that can represent the data. Through feature selection, the
training time of the model is also reduced. Moreover, the
learning performance of the model improves as unnecessary
features will not clutter the model. However, the feature
selection task can be challenging, as it is a combinatorial
optimization problem.
Feature selection requires optimizing two objectives, min-
imizing the number of features and maximizing the classifi-







where d ⊆ D
(1)
where D is the data with all features, and d is the selected
feature subset of D. In this equation, obj1 and obj2 indicate
the first and second objectives, respectively. Regarding these
objectives, we aim to reduce the number of features, i.e.,
obj1, while we try to improve the classification performance,
i.e., obj2. In this study, we utilize accuracy as the per-
formance metric. Accuracy is the ratio of the number of
correctly classified instances over the number of all instances.
According to the feature selection definition, an ideal solution
would have a 100% classification accuracy using only one
feature.
In a multiobjective optimization problem, there might be a
solution set instead of only one solution. The reason is that,
one solution might be good at achieving one objective, while
another solution is good at achieving another. To illustrate, in
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FIGURE 1: Sample solutions fitting to a Pareto curve for the
two objectives of the multiobjective optimization problem.
Figure 1, we provide sample solutions for a feature selection
task in which the two objectives defined above are optimized.
In this figure, the solutions in green fit on a Pareto curve.
These solutions are called non-dominated solutions, as they
are not dominated by any other solution in both objectives.
On the other hand, the red-colored solutions are dominated
in both objectives by at least one other solution. For example,
solution S1 is better than solution S3 in both objectives as





As a result, S1 dominates S3, as represented below:
S1 ≺ S3 (3)
With a similar comparison, it can be seen that solution S1
cannot dominate solution S2. The number of features in S1
is less than the number of features in S2, but the accuracy of
S2 is higher than the accuracy of S1. Hence, they are non-
dominated solutions as they have better results in different
objectives. As a result, these non-dominated solutions are
presented as the final solution set for the problem.
B. PROPOSED MODEL
The flowchart of the proposed feature selection model is
depicted in Figure 2. The algorithm begins by applying pre-
processing to the raw data. After preprocessing is completed,
features are extracted. As soon as the features are ready,
the feature selection process begins. Feature selection in our
model comprises two parts: filter and wrapper-based. With
this process, the most promising features for the sentiment
classification task are extracted. All the mentioned steps are
explained in detail in the subsections below.
1) Preprocessing
Preprocessing is a crucial phase that affects the performance
of classifiers [54]. With this step, the redundant data in the
raw dataset are filtered out, as they do not have a meaningful
contribution to the classification task. Moreover, reducing the
dimensionality of the data speeds up the training process. We
utilized the NLTK1 library for preprocessing operations. In
our proposed model, the preprocessing phase is four-fold:
a: Conversion to lowercase
In this step, all the words in all sentences are converted to
lowercase. Without this operation, the model treats a word
with a capital letter different from the same word without
any capital letters, which could increase data sparsity and
decrease the prediction accuracy of the model.
b: Punctuation removal
In this step, all punctuation marks are removed from the
sentences. Similar to the previous step, the aim is to lower
data sparsity, as the model cannot discriminate between punc-
tuation and other characters.
c: Tokenization
In this step, all individual words are identified and split from
each other. With tokenization, the sentences are split into
minimal meaningful units which are later used in feature
extraction.
d: Stop words removal
Stop words are the words that occur in texts with high
frequencies but do not add a specific meaning to the text,
such as a, an, the, of, etc. Therefore, in this step, stop words
are removed so that only significant words are left for the
training part.
2) Feature Extraction
There exist many feature extraction techniques to translate
free-form textual data into a standard representation that
machine learning techniques can interpret. In order to show
that our model is viable regardless of the feature extraction
technique, we tested it with different techniques separately. In
this work, we utilized two feature representation techniques,
Bag-of-Words and GloVe, which have different strengths and
weaknesses.
a: Bag-of-Words
Bag-of-Words (BoW) is one of the basic and well-known
text representation techniques [55]. BoW converts arbitrary
texts into fixed-length vectors. In BoW, each sentence is rep-
resented as a vector s = <x1, x2, . . . , xn> where xi denotes
the number of occurrences of the i-th token and n is the
total number of unique tokens in all sentences. Therefore, the
BoW method does not consider word orders when generating
the features. Hence, the syntactic and semantic relationships
are lost in this method. For example, assuming there are two
sentences in the dataset: (i) ’I love tea, but I hate coffee’,
and (ii) ’I love coffee, but I hate tea’. The unique tokens
1https://www.nltk.org
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Start
Generate initial population (size = P)
Is the termination 
condition met?







Calculate obj1 and obj2 of every chromosome in the population (Sec. III.A.)
Finish
Preprocess raw data (Sec. III.B.1.)
Extract features (Sec. III.B.2.)
Calculate Information Gain value of each feature using Eq. (4)


































Apply crossover using Eq. (7)
Apply mutation using Eq. (8)
Generate new P chromosomes
Calculate fronts and 
crowding distances (Sec. III.B.4.)
Keep most valuable 
P chromosomes
Apply non-dominated sorting (size = 2P)
Apply classification with selected features
FIGURE 2: The proposed feature selection model.
(features) for this dataset will be {’I’, ’love’, ’tea’, ’but’,
’hate’, ’coffee’}. Although the two sentences have different
meanings, their vector representations with BoW will be the
same: <2, 1, 1, 1, 1, 1>.
In this study, every unique word in the dataset represents a
feature. In our BoW representation, we construct a vector for
every sentence in the dataset.
b: GloVe
GloVe is one of the well-known and effective pre-trained
word embeddings [56]. A word embedding can simply be
described as representing each word of a document with a
real-valued feature vector, where words with similar mean-
ings have a similar representation. The feature vectors are
calculated via training a neural network using a large number
of documents. This training process utilizes word positions in
the documents. As a result, it is possible to capture semantic
relations with word embeddings [24]. The famous example
that demonstrates the existence of semantic relations is as fol-
lows: Having the feature vectors of the words King, Queen,
man, and woman, if we subtract the vector for man from the
vector for King, and add the vector for woman to it, the result
becomes the feature vector of the word Queen. This example
shows that the model automatically learns the male/female
relationship. One problem with word embeddings is that they
may not consider the context [23]. For example, the words
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beetle as a car and beetle as an animal are represented with
the same vector in GloVe.
In this study, we employed 50-dimensional GloVe vec-
tors2. Each dimension of these vectors represents a feature.
We concatenated the GloVe word vectors to construct the
vector representation of a sentence. For example, the words
’I’, ’love’, and ’tea’ have the following vectors in GloVe:
<0.118, 0.152, ..., 0.921>, <-0.138, 1.140, ..., 0.289>, and
<-0.449, -0.002, ..., -0.902>, respectively. Consequently, the
vector representation of ’I love tea’ will be as follows:
<0.118, 0.152, ..., 0.921, -0.138, 1.140, ..., 0.289, -0.449, -
0.002, ..., -0.902>. We set the maximum length for a sentence
as the upper quartile value of the number of tokens in all
sentences. We padded the vector with zeros when the word
count in the sentence was smaller than the specified length.
3) Filter-based feature selection
In the filter-based feature selection part of our model, we
utilize the Information Gain metric [57]. Information Gain
measures the information amount that a single feature carries
in a set of features. Information Gain of a feature F is
calculated with the following formula:






where D is the data with all features and instances, F is the
particular feature, U is the set of all the unique values for the
related feature, and Du is a subset of D, having the instances
in which the value of F is u. |D| and |Du| are the number of
instances in D and Du, respectively. The entropy of a subset





where C is the set of all classes in the dataset and pc is the
ratio of the number of instances in the c-th class over the
number of all instances in S.
In the literature, it is common to filter out the words
that occur only once as they do not provide any predictive
power [58]. By building on this idea, we filter out the words
whose Information Gain value is below a certain threshold.
However, it is not easy to choose a generic threshold value
that would work well for all datasets. For this reason, we
leverage information conveyed by the dataset itself to de-
termine the threshold value. Consequently, in our model, we
first calculate the Information Gain value of each feature in
the dataset. Then, we compute the median value and set it
as the threshold. Finally, we filter out the features whose
values are less than the threshold as their predictive power is
low. We call this procedure Information Gain Filtering (IGF).
Choosing a smaller threshold value (e.g. first quartile value)
would lead to the elimination of discriminative features for
sentiment analysis. On the other hand, selecting this value
2https://nlp.stanford.edu/projects/glove/
1 1 1 10 0 00
selected features
FIGURE 3: A sample chromosome.
larger (e.g. third quartile value) would prevent most features
with low predictive power from being filtered out, which
would worsen the learning performance.
4) Wrapper-based feature selection
In the wrapper-based feature selection part of our model,
we apply the Non-dominated Sorting Genetic Algorithm II
(NSGA-II) [59]. NSGA-II is a well-known and efficient
multiobjective optimization algorithm. With regard to the
evolutionary nature of this algorithm, every possible solution
is represented with a chromosome/individual I as below.
I = [f1, f2, ..., fN ] (6)
where N is the total number of features in the dataset and fi
is the ith feature in the dataset. A sample chromosome is also
depicted in Figure 3. Each chromosome’s length is the total
number of features in the dataset. The value of each segment
can be either 1 or 0, indicating that a feature is selected or
not, respectively, as given below.
fi = {0, 1} for i = 1...N (7)
In the figure, the features two, three, five, and eight are
selected. Accordingly, the first objective (number of features)
for this chromosome becomes four. In order to calculate
the second objective (accuracy), the remaining features (one,
four, six, and seven) are filtered out, and only the selected
features are used to train a classifier.
The NSGA-II algorithm in our study executes as follows.
First, an initial population that consists of randomly gener-
ated chromosomes is generated. Then, the values of both ob-
jectives are calculated for every individual in the population.
With the determination of the population, the first generation
begins. Similar to a standard genetic algorithm, crossover
and mutation operators are applied to randomly selected
individuals (parents) to create new individuals (children) as
many as the population size. With crossover and mutation
operators, we aim to increase the diversity in the population.
We utilized the half-uniform crossover operator in our
study. Let C1 and C2 be two chromosomes in the population.
Two new chromosomes, C3 and C4, are generated using the
crossover operation between C1 and C2, respectively. The
equation below depicts the generation of C3:
C3i =
{
C1i, if C1i = C2i
rand(0, 1), otherwise
∀i ∈ C1 (8)
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where C3 is the new chromosome and C1i, C2i, and C3i
are the i-th features in the chromosomes C1, C2, and C3,
respectively. C4 is generated over C2 in a similar fashion.
For mutating the newly generated chromosomes, we utilize
the bit-flip mutation operator. Bit-flip mutation alters the
chromosome as given in the equation below:
C ′i = {1− Ci : P (i) ≥MP} ∀i ∈ C (9)
where C ′ is the mutated chromosome, C ′i and Ci are the i-th
features in the chromosomes C ′ and C, P (i) is the randomly
generated probability that the feature i is mutated, and MP
is the predefined mutation probability which is shared in
Section IV-A3.
After crossover and mutation operations are applied in
the population, all new individuals are evaluated in terms of
both objectives. Particularly, NSGA-II is an elitist algorithm.
Therefore, the new individuals do not necessarily replace the
existing individuals, but rather all individuals are combined
in a pool, doubling the population size. To continue its exe-
cution, NSGA-II selects the better half of the pool as the next
generation. However, due to having two objective values,
selecting the better half is not a straightforward process. For
this purpose, we use the non-dominated sorting algorithm, a
methodology to compare the individuals in a multiobjective
environment.
The non-dominated sorting algorithm divides the individu-
als into multiple fronts, as many fronts as required according
to the dominance relationship. All the individuals that are
not dominated by any other individual constitute the first
front. Similarly, all the individuals that are dominated only
by the individuals in the first front, but not dominated by any
other individuals constitute the second front. This operation
is repeated until all the individuals are assigned into a front.
In comparison, any individual assigned to a front with a
smaller front number is better than any individual that is
assigned to a front with a larger front number.
Crowding distance is used to compare the individuals
within the same front. The crowding distance values of the
individuals are determined considering their neighbors. The
half perimeter of the rectangle including the nearest left
and right neighbor individuals in the same front denotes the
crowding distance of the related individual. The crowding






|fmaxo − fmino |
(10)
where O is the set of all objectives, So+1 and So−1 are
the o-th objective values of the immediate neighbors of S,
and fmaxo and f
min
o are the maximum and minimum values
obtained for the o-th objective. The two extreme individuals,
one individual having the maximum accuracy value and the
one individual having the minimum number of features,
are provided with the maximum crowding distance values
for the specific front. Once all the individuals are assigned
Algorithm 1: Algorithm of the proposed model.
instances: input data
FE: feature extraction technique








// apply filter-based feature selection
ig_values← CalculateInformationGain(features); // Eq. 4
threshold←Median(ig_values);
features← InformationGainFiltering(features, threshold);
// apply wrapper-based feature selection
population← GeneratePopulation(features);
population← CalculateFitnessValues(population, ML);
for (g← 1 to number_of_generations) do
for (p← 1 to population_size) do
parent1, parent2← SelectParents(population);
child← Crossover(parent1, parent2); // Eq. 8
child←Mutation(child); // Eq. 9
population← population ∪ child;
// population size is doubled, keep better half
fronts← NonDominatedSort(population);
fronts← CalculateCrowdingDistance(fronts); // Eq. 10
population← KeepBetterHalf(fronts);
print (fronts1); // most valuable feature subsets
Function NonDominatedSort(P):
i = 1;
while P 6= ∅ do
Fi = ∅;
foreach p ∈ P do
n = 0;
foreach q ∈ P do
if q ≺ p then
n = n + 1;
if n = 0 then
Fi = Fi ∪ {p};
P = P \ Fi;
i = i + 1;
return F ; // F consisting of all fronts {F1, F2, ...}
a crowding distance value, the individual having a higher
crowding distance is considered better. Application of the
non-dominated sorting algorithm for determination of the
better half as the next population, concludes the generation.
The algorithm iterates for a predetermined number of gener-
ations, and finally reports the non-dominated solutions of the
final population as the result.
For clarity, we also provide the algorithm of our proposed
model in Algorithm 1.
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TABLE 1: Sample instances from the SST dataset.
index sentence train (1), test (2)or validation (3)
sentiment
score
1601 If you enjoy more thoughtful comedies with interesting conflicted characters; this one is for you. 3 0.91667
5050 So original in its base concept that you can not help but get caught up. 1 0.88889
4263 I have two words to say about Reign of Fire. 1 0.5
8217 Scene-by-scene, things happen, but you’d be hard-pressed to say what or why. 2 0.31944
5800 The most offensive thing about the movie is that Hollywood expects people to pay to see it. 1 0.18056
6217 Plodding, poorly written, murky and weakly acted, the picture feels as if everyone making itlost their movie mojo. 1 0




total count of sentences 11027 11027
total count of unique tokens in all sentences 16987 18296
average number of tokens in all sentences 16.1 9.3
standard deviation of the number of tokens in all sentences 8.2 4.7
minimum number of tokens in all sentences 1 0
25% percentile (lower quartile) of the number of tokens in all sentences 10 6
50% percentile (median) of the number of tokens in all sentences 15 9
75% percentile (upper quartile) of the number of tokens in all sentences 22 12
maximum number of tokens in all sentences 50 28
TABLE 3: Number of instances for each sentiment class in
the SST dataset.
sentiment train set size test set size
score > 0.5 (positive) 4096 1033
score = 0.5 (neutral) 197 43
score < 0.5 (negative) 3824 1049
IV. EXPERIMENTS
In this section, we first describe the experimental setup,
including utilized datasets, machine learning techniques, and
parameter settings. Then, we present and discuss the experi-
ment results.
A. EXPERIMENTAL SETUP
We carried out the experiments on a computer with Intel Core
i7-9700K Eight-Core Processor with a 3.6 GHz clock rate
and 16 GB of main memory. We used Python for implemen-
tation.
1) Datasets
We evaluated the performance of our model on two datasets.
The first dataset is Stanford Sentiment Treebank (SST),
which is one of the well-known datasets widely used in sen-
timent analysis studies in the literature [21], [23], [24]. The
second dataset consists of the speeches of the World Health
Organization Director-General in the pandemic period. These
two datasets are briefly described below.
a: Stanford Sentiment Treebank
The Stanford Sentiment Treebank (SST) was introduced in
2013 by Socher et al. [60]. The dataset contains labelled
training and test sets. In the dataset, there exist more than
10,000 sentences with more than 200,000 phrases obtained
from movie reviews. Sample instances from SST dataset are
provided in Table 1. Moreover, we report statistics of the
sentences in the dataset in Table 2. Furthermore, in Table 3,
we share the total number of instances for each sentiment
in training and test sets separately. In the experiments, we
filtered out the neutral-labelled instances as our study is on
binary classification.
b: WHO Director-General’s Speeches
WHO announced the COVID-19 disease as a pandemic in
March 2020. Since then, the virus has rapidly spread all
around the world. As of September 3, 2021, more than
4.5 million deaths and around 219 million cases have been
recorded globally [61].
For this study, we collected the WHO Director-General’s
speeches during the pandemic period (between February
2020 and November 2020). Then we asked four annotators
to label the sentences in these speeches in three categories:
positive, neutral and negative. Sample instances from the
WHO Speeches dataset are provided in Table 4. Moreover,
we report statistics of the sentences in the dataset in Table 5.
In Table 6, we share the total number of instances for each
sentiment category. In the experiments, we filtered out the
neutral-labelled instances as our study is on binary classifica-
tion and we applied 5-fold cross-validation on the dataset to
prevent bias.
2) Applied Machine Learning Techniques
There exist many effective machine learning techniques for
the classification task. We evaluated the performance of our
model using two machine learning techniques which are
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TABLE 4: Sample instances from the WHO dataset.
sentence sentiment
This marked one of the greatest public health achievements of all time. positive
That is when you can clearly see what works, what doesn’t and what you need to improve. neutral
However, the COVID-19 pandemic hurt momentum as polio and immunization efforts were suspended. negative




total count of sentences 7357 7357
total count of unique tokens in all sentences 6801 7028
average number of tokens in all sentences 18.7 10.1
standard deviation of the number of tokens in all sentences 9.3 5.4
minimum number of tokens in all sentences 1 0
25% percentile (lower quartile) of the number of tokens in all sentences 12 6
50% percentile (median) of the number of tokens in all sentences 18 10
75% percentile (upper quartile) of the number of tokens in all sentences 24 13
maximum number of tokens in all sentences 70 57
TABLE 6: Number of instances for each sentiment class in
the WHO dataset.




briefly described below. We utilized the scikit-learn3 imple-
mentation of these techniques.
a: Logistic Regression
Logistic Regression (LR) builds a probabilistic classification
model. It is known as an easy-to-use and efficient classi-
fier [62]. It estimates an item’s class by applying the Sigmoid
function, which is given below:
P (Y = 1 | X, θ) = 1
1 + e−θX
(11)
where X is the input data, θ is the coefficient values for the
input, and Y is the probability of an item belonging to class 1.
b: Support Vector Machines
Support Vector Machines (SVM) builds a linear classification
model [63]. SVM maps data points into space to find the best
hyperplane that separates the classes. It aims to maximize
the distance between the support vectors (closest data points
to the hyperplane) and the hyperplane with regard to the
equation below:
minimize ||w|| in (w, b)
subject to
yi(w
Txi + b) ≥ 1 for i = 1...N
(12)
where w, b, x, y are the weight, bias, input and output vectors
respectively, and N is the number of instances.
3https://www.scikit-learn.org
TABLE 7: Parameter settings of all algorithms and tech-
niques.
alg./tech. parameter value
NSGA-II population size 100
number of generations 200
mutation ratio 2%
crossover ratio 100%
IGF threshold median value






Table 7 presents the parameter settings of all the algorithms
and techniques used in our study. Deniz et al. [64] report
that the NSGA-II algorithm achieves better results as the
population size and number of generations grow larger.
Furthermore, they suggest that an increase in population
size negatively affects the computation time more than an
increase in the number of generations. Therefore, in this
study, we selected the population size as 100 and the number
of generations as 200. As the NSGA-II algorithm is elitist
in its nature, it keeps a copy of the parents in the pool of
individuals for the next generation. Therefore, we set the
crossover ratio as 100% to increase the diversity inside the
population. Moreover, we set the mutation ratio as 2% to
increase the exploration space of the algorithm.
For IGF, we set the threshold value as the median of
information gain values of the features. All features having an
information gain value less than the median are filtered out,
as they have less predictive power. When using GloVe as the
feature extraction technique, we represented each sentence
with the same vector size. Therefore, the sentences having
fewer tokens than the threshold value are padded with empty
vectors, and the sentences having more tokens are cut off
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TABLE 8: Comparison results of the proposed algorithm with other methods in terms of accuracy and number of features.
(a) The SST dataset.
model
BoW GloVe









baseline 18296 0.761 18296 0.755 600 0.693 600 0.688
IGF 9434 0.803 9434 0.803 300 0.677 300 0.673
NSGA-II 8446 0.798 8327 0.794 162 0.732 194 0.722
IGF + NSGA-II 3972 0.845 4135 0.836 83 0.717 93 0.712
(b) The WHO dataset.
model
BoW GloVe









baseline 7028 0.840 7028 0.840 650 0.798 650 0.800
IGF 4038 0.850 4038 0.851 325 0.800 325 0.803
NSGA-II 2879 0.853 3228 0.857 172 0.829 182 0.832
IGF + NSGA-II 1704 0.864 1728 0.861 91 0.825 95 0.828
from the threshold value. We set the threshold, i.e., the
maximum token count for each sentence, as the upper quartile
value of the number of tokens in all sentences. For LR, we
set the solver parameter as lbfgs and multi_class parameter
as ovr, since we apply it on a binary classification problem.
Finally, we set the maximum number of iterations (max_iter)
taken by the solver to converge as 1000. For SVM, the
regularization parameter, i.e., C, is an important parameter
for performance. When it increases, training error decreases,
whereas computation time massively increases as it tries to
find a smaller-margin hyperplane that separates the classes.
Therefore, we set C as 0.1 in our implementation.
B. EXPERIMENT RESULTS
In this section, we report the experimental results. Table 8
presents the accuracy and number of features achieved by
various algorithms combined with feature extraction and ma-
chine learning techniques in both datasets. Baseline results
(preprocessed data) are given in the first row. In the second
row, the results when only IGF is applied (preprocessed
data + IGF) are shared. In the next row, the results when
only NSGA-II is applied (preprocessed data + NSGA-II) are
given. The results for the combined model (preprocessed data
+ IGF + NSGA-II) are presented in the last row of the table.
It can be clearly seen that the proposed model achieves a
significant increase in accuracy with much fewer features as
compared to the baseline.
When we compare feature extraction techniques, BoW
achieves higher accuracy values than GloVe. In terms of
decreasing the number of features, both techniques manage
to achieve a reduction of around 70%. We note that the results
of GloVe might improve if a longer representation is chosen
rather than the 50-dimensional GloVe vectors. Nevertheless,
we can clearly see an improvement in accuracy over the
baseline with our proposed model even for this version of
GloVe.
When we compare machine learning techniques, LR
achieves higher accuracy values and lower number of fea-
tures than SVM. However, SVM runs faster than LR. For
example, in baseline results for SST, the computation time
of SVM is 0.8 seconds, whereas the computation time of LR
is 8.1 seconds. After our proposed model decides the most
valuable features, their execution times become 0.3 seconds
and 1.3 seconds for SVM and LR, respectively.
In Figure 4, we present the non-dominated solutions ob-
tained through the generations on a two-dimensional plot. In
the subfigures, the number of features and accuracy values
are given in the x- and y-axis, respectively. We report the
results up to 200 generations, in intervals of 50. Significant
improvements in terms of both the number of features and ac-
curacy are observed as the number of generations increases.
For example, initially, the number of features is about 2000
and accuracy is about 82% for the WHO dataset. With the
proposed model, the number of features goes down to about
1450, and accuracy goes up to about 86%.
We provide the initial and final populations in Figure 5
to show that the proposed model evolves to approximate the
optimal solution. The figures show that the initial population
improves throughout the generations and gets closer to the
ideal point, i.e., the point where the number of features is one
and accuracy is 1.00. The individuals in the initial population
are more scattered. In contrast, the non-dominated solutions
in the final population fit to a Pareto-like curve as suggested
in the Problem Definition (see Section III-A).
In Figure 6, we share the improvements in terms of the
number of features, accuracy and execution time after the
proposed algorithm is applied with the LR classifier. The
percentages above the bars in the subfigures present the
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(b) The WHO dataset.
FIGURE 4: The evolution of the non-dominated solutions
through generations.
amount of improvement in the related category and dataset.
The figures show that the proposed algorithm decreases the
number of features in the SST dataset by 78%. As the amount
of data decreases, computation time reduces as well. We
observe an 84% gain in the execution time of the classifier.
Moreover, the proposed algorithm boosts accuracy by around
8%. Similar improvements are observed for the other dataset
in the figure.
Upon the above findings, a chi-square test of independence
was performed to examine the relation between the results of
the baseline and the proposed model. The relation between
these variables was significant, χ2 (1, N = 2082) = 47.0388,
p < 0.001. The proposed model significantly improves the
performance of the sentiment classification task.
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(b) The WHO dataset.
FIGURE 5: The initial population and the non-dominated
solutions in the final population of the datasets.
we compare our results with off-the-shelf feature selection
methods [65]. Table 9 presents the accuracy results for seven
well-known feature selection methods along with the pro-
posed model’s accuracy with BoW. The feature size param-
eter of these methods is set the same as our proposed model
(e.g., 3972 for LR in SST dataset) to obtain a fair compari-
son. The results show that the proposed model outperforms
all feature selection methods in both datasets regardless of
the machine learning technique. Moreover, we implemented
a well-known optimization algorithm, i.e., Particle Swarm
Optimization (PSO) [66], and compared our results. PSO
achieved an accuracy of 0.783 with 8487 features when
applied with BoW and LR on the SST dataset. Our proposed
model dominated PSO with an accuracy of 0.845 with 3972
features in terms of both accuracy and the number of features.
For the WHO dataset, the outcome is similar. PSO was able
to achieve an accuracy of 0.861 with 3299 features. The
proposed model outperformed it with an accuracy of 0.864
with 1704 features.
Finally, in Table 10, we provide the accuracy results of dif-
ferent methods for the SST dataset presented in the literature.
It can be seen from the table that our model (the last row in
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(c) Execution time.
FIGURE 6: The improvements in the number of features,
accuracy, and execution time after the proposed algorithm is
applied.
TABLE 9: Accuracy comparison with off-the-shelf feature
selection methods.
method SST WHOLR SVM LR SVM
Fisher score 0.759 0.759 0.851 0.850
ReliefF 0.691 0.692 0.839 0.839
Trace ratio 0.733 0.734 0.850 0.850
Chi-square 0.734 0.734 0.851 0.851
F-statistics 0.733 0.734 0.849 0.850
Gini index 0.764 0.758 0.850 0.850
T-score 0.736 0.740 0.854 0.853
Proposed model 0.845 0.836 0.864 0.861
TABLE 10: Accuracy comparison with conventional meth-







IGF + NSGA-II 84.5%
the table) achieves better results and proves to be a promising
method to enhance the performance of the sentiment analysis
task.
C. DISCUSSION
There exist many optimization algorithms for feature selec-
tion; however, the skills of these algorithms may change
based on the problem they are applied to. According to the No
Free Lunch theorem [71], there is no superior algorithm that
prevails over every other algorithm in every domain. In this
study, we developed a new multiobjective feature selection
algorithm for the sentiment analysis domain. We compared
our results with many other methods, including conventional
methods, off-the-shelf feature selection algorithms, and an-
other optimization algorithm, i.e., Particle Swarm Optimiza-
tion. We were able to obtain promising results.
Our proposed model decreased the number of features
from 18296 to around 4000 for the SST dataset and 7028
to around 1700 for the WHO dataset with the BoW repre-
sentation. In BoW, the informative words are selected with
the feature selection process as the features are the words.
Therefore, the sentiment-oriented vocabulary of the dataset is
decided with this representation. The classification accuracy
increased by around 8% and 2% with this sentiment-oriented
vocabulary for the SST and WHO datasets, respectively.
Similar to BoW, the proposed model decreased the number of
features significantly and increased the accuracy noticeably
with the GloVe representation. However, the semantics of
feature selection with these two representations are different.
A word embedding represents each word with a vector of la-
tent features. Therefore, each dimension of the vector carries
different hidden information. In GloVe, each dimension of
the 50-dimensional word vectors represents one feature in our
study. In addition, since the vectors are concatenated based
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on the words’ order in the sentence, the word’s position in the
sentence also becomes important. As a result, the algorithm
may select a different number of features from different
word positions in the sentences to improve the sentiment
classification performance. With this approach, our model
infers which words and their hidden features contribute more
to the sentiment classification task. Moreover, representing
texts with word embeddings has become a de facto standard
in the NLP literature [23]. Once sentences are built using
word embeddings, they are fed into deep learning architec-
tures, such as Convolutional Neural Networks or Long-Short
Term Memory networks, as input. These networks determine
the weights of each feature in the input separately; hence,
possibly approximating weights of some features to zero.
Even though our model does not utilize a neural network ar-
chitecture, it employs a similar idea and nullifies the weights
of nonselected features.
There are many reasons why our proposed algorithm can
obtain competitive results. Even though evolutionary algo-
rithms evolve through generations and approximate the op-
timal solution, their computation cost increases excessively
as the chromosome size increases. NLP tasks, such as senti-
ment analysis, are known to have enormous data sizes. As
we target to improve the sentiment classification task, we
employ an intelligent technique, i.e., filter-based feature se-
lection based on information gain values, on our data before
we run our evolutionary algorithm. With this approach, we
shrink the chromosome size for our evolutionary algorithm,
which boosts the performance in return. In addition, many
algorithms depend on an extensive parameter tuning step to
achieve better results. On the other hand, our proposed model
does not rely on parameter tuning before execution, making it
a compelling approach for sentiment classification problems.
In a nutshell, we propose a hybrid feature selection model
for the sentiment analysis task. We present many execution
results with different feature extraction techniques, optimiza-
tion algorithms, and machine learning techniques on datasets
having different characteristics. These results show that our
model is generic, i.e., it works well regardless of the execu-
tion setting.
V. CONCLUSION
In this paper, we proposed a hybrid multiobjective feature
selection algorithm to improve the performance of the sen-
timent classification task in various domains. Our model
combines a filter-based approach based on the Information
Gain metric and a wrapper-based approach based on the
Non-dominated Sorting Genetic Algorithm II. We held ex-
periments with the well-known SST benchmark dataset and
a real-world dataset we have formed using the speeches of
the Director-General of WHO during the COVID-19 pan-
demic. Experiment results showed that our proposed model
significantly improved learning performance. It increased the
accuracy by up to 8% and decreased the number of features
by up to 78% over baseline sentiment classification models,
which eventually reduced computation time and space. We
presented the progression of our algorithm using both textual
and visual representation of the results in a multiobjective
fashion, including both accuracy and feature size. Moreover,
we verified the effectiveness of our model by comparing
our results with off-the-shelf feature selection techniques
and conventional methods applied on the benchmark dataset,
including a well-known optimization algorithm, i.e., Particle
Swarm Optimization. The results showed that the proposed
model is promising to improve sentiment classification per-
formance in datasets of different domains in terms of accu-
racy and computation costs by selecting the most informative
features.
In future work, we plan to enhance our feature selection
model by combining different metaheuristic optimization
algorithms, such as Particle Swarm Optimization and Krill
Herd Optimization. We also aim to build a feature selection
model that controls the feature vectorization step, favoring
the sentiment analysis’s performance. Moreover, we intend to
evaluate the performance of the model for different machine
learning algorithms and on more datasets from different
domains.
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