Increasing acceptance that evolution can be 'rapid' (or 'contemporary') has generated growing interest in the consequences for ecology. The genetics and genomics of these 'eco-evolutionary dynamics' will be-to a large extent-the genetics and genomics of organismal phenotypes. In the hope of stimulating research in this area, I review empirical data from natural populations and draw the following conclusions. (1) Considerable additive genetic variance is present for most traits in most populations. (2) Trait correlations do not consistently oppose selection. (3) Adaptive differences between populations often involve dominance and epistasis. (4) Most adaptation is the result of genes of small-to-modest effect, although (5) some genes certainly have larger effects than the others. (6) Adaptation by independent lineages to similar environments is mostly driven by different alleles/genes. (7) Adaptation to new environments is mostly driven by standing genetic variation, although new mutations can be important in some instances. (8) Adaptation is driven by both structural and regulatory genetic variation, with recent studies emphasizing the latter. (9) The ecological effects of organisms, considered as extended phenotypes, are often heritable. Overall, the study of eco-evolutionary dynamics will benefit from perspectives and approaches that emphasize standing genetic variation in many genes of small-to-modest effect acting across multiple traits and that analyze overall adaptation or 'fitness'. In addition, increasing attention should be paid to dominance, epistasis and regulatory variation.
INTRODUCTION
It is now known that ecological change can generate substantial adaptive evolution on very short time scales, such as years or decades (Hendry and Kinnison, 1999; Reznick and Ghalambor, 2001 ). This realization that evolution can be 'rapid' or 'contemporary' has generated considerable interest in the possible consequences for ecological dynamics (Thompson, 1998; Hairston et al., 2005; Fussmann et al., 2007; Kinnison and Hairston, 2007; Pelletier et al., 2009; Matthews et al., 2011; Schoener, 2011) . In essence, evolution might be altering-almost in real time-the key parameters that ecologists monitor in natural systems. A few examples will serve to illustrate. At the population level, adaptive evolution on a generationby-generation time scale can substantially alter population size and growth rate Kinnison and Hairston, 2007; Bell and Gonzalez, 2011; Hanski et al., 2011) . At the community level, intraspecific variation in hosts (e.g., trees) or predators (e.g., fish) can influence arthropod communities (Fussmann et al., 2007; Hughes et al., 2008; Johnson et al., 2009; Bassar et al., 2012) . At the ecosystem level, intraspecific variation in these same systems can influence primary productivity, decomposition rates and nutrient cycling Bailey, et al., 2009b; Bassar et al., 2012) . Moreover, it is increasingly apparent that ecology and evolution can reciprocally influence each other through a variety of feedbacks, such as when an ecological parameter influences the evolution of a trait that influences the same ecological parameter . These various interactions between ecology and evolution-acting in either direction-represent the rapidly growing integrated research field now called eco-evolutionary dynamics ( Figure 1) .
Phenotypes are the nexus of eco-evolutionary dynamics. First, selection acts directly on phenotypes, whereas it acts only indirectly on genotypes through their association with phenotypes. Any role for ecology in shaping evolution must therefore work through phenotypes. Second, the ecological effects of organisms are mediated through their phenotypes, whereas genotypes have ecological effects only indirectly through their association with phenotypes. Any role for evolution in shaping ecology must therefore also work through phenotypes. For these reasons, an understanding of eco-evolutionary dynamics must come from the study of phenotypes. Phenotypes can be influenced by a variety of effects, including plasticity (and maternal effects), genetic change and their interaction (for example, the evolution of plasticity). Disentangling contributions from these different effects is important, because they are expected to show different patterns, and to manifest different rates, limits and costs (Lynch and Walsh, 1998; West Eberhard, 2003) . To date, however, most eco-evolutionary studies have examined effects without evaluating their genetic and plastic basis. As one example, experiments using mesocosms to quantify the effects of fish ecotypes on community and ecosystem variables have thus far used only wild-caught fish (Harmon et al., 2009; Palkovacs and Post, 2009; Bassar et al., 2012) , for which genetic and plastic effects cannot be separated. As another example, studies examining the effects of plant genotypes on community and ecosystem variables (Hughes et al., 2008) have often (although not always) chosen genotypes based on neutral genetic variation rather than genetic variation in relevant phenotypes.
The present paper was motivated by these limitations, and is written in anticipation of eco-evolutionary studies moving toward an increasingly genetic-and genomic-perspective.
Many reviews have been written on the genetics of adaptation (Orr, 2005; Hoekstra and Coyne, 2007; Stern and Orgogozo, 2008; Barrett and Hendry, 2012; Olson-Manning et al., 2012; Rockman, 2012) , and these are certainly relevant to eco-evolutionary dynamics. Here, however, I combine and emphasize several elements that set the present review apart from those previous. First, my explicit focus is on phenotypes, for the reasons discussed above. In short, the genetics and genomics of eco-evolutionary dynamics will be-in the main-the genetics and genomics of phenotypic adaptation. Second, I lean as much as possible on data from natural populations. Although theoretical and laboratory studies are also informative, and will be referred to, they will not be representative of nature. Third, I emphasize, whenever possible, the results of meta-analyses, as opposed to specific examples. Examples (especially from threespine stickleback, Gasterosteus aculeatus) will still be provided-and will sometimes be all that is available-but generality ultimately must come from integration across studies, which is the strength of meta-analysis. By the end, I hope to have provided eco-evolutionary practitioners with a useful starting point for integrating genetic and genomic thinking into their research.
METHODS FOR ANALYSIS
Methods for studying the genetics and genomics of adaptation are diverse and constantly changing. I here provide only the briefest summary to introduce methods referred to later and to provide references for further information. (1) Quantitative genetics uses artificial or natural crosses to statistically partition phenotypic variance into different components: additive genetic, dominance, epistasis, maternal effects and environmental effects (Falconer and Mackay, 1996; Roff, 1997; Lynch and Walsh, 1998) . (2) Linkage mapping normally uses F2 hybrids to test for statistical associations between alleles at marker loci and trait values for phenotypes (Lynch and Walsh, 1998; Rogers et al., 2012) . (3) Association mapping is similar to linkage mapping but uses natural variation within or among populations (Buerkle and Lexer, 2008; Kruglyak, 2008; Flint and Mackay, 2009) . (4) Genome scans use population samples to measure genetic differentiation at many loci, often with the goal of detecting loci under divergent selection, which are assumed to be high-differentiation outliers (Stinchcombe and Hoekstra, 2008; Nosil et al., 2009) . (5) Gene expression studies commonly test for the upregulation or downregulation of genes between populations in similar environments (genetic differences in expression) or between environments for a given population (environmental influences on expression) (Gilad et al., 2009; Pavey et al., 2010) . (6) Candidate gene studies determine the extent to which genes of known effect contribute to phenotypic variation within or between populations (Stinchcombe and Hoekstra, 2008) . These different methods have different utilities, strengths and weakness, that have been discussed extensively (Lynch and Walsh, 1998; Buerkle and Lexer, 2008; Stinchcombe and Hoekstra, 2008; Mackay et al., 2009; Stapley et al., 2010; Rockman, 2012) .
KEY QUESTIONS
In the remainder of this paper, I focus on key questions surrounding the genetics and genomics of phenotypic adaptation-and therefore eco-evolutionary dynamics. The specific questions were chosen because they are much discussed and because their answers are not always obvious. After summarizing empirical data pertaining to each question, I provide a tentative answer. The answers are my own and will not necessarily fall in line with those that other authors might advance, a disagreement that will hopefully stimulate further debate and research.
Question 1: How much genetic variation is out there? The evolution of phenotypic traits will be heavily influenced by the amount of additive genetic variation-so how much of it is out there? The classic review is the survey by Mousseau and Roff (1987) of narrow-sense heritabilities (ratio of additive genetic variance to total phenotypic variance) in wild, outbred animal populations. Based on 1120 estimates from the literature, the authors calculated mean heritabilities of 0.46 for morphological traits, 0.26 for life history traits and 0.30 for behavioral traits. Figure 2 shows comparable results from a more recent survey by Hansen et al. (2011) . Compilations of this sort universally show that most traits in most populations of most species show substantial evolutionary potential. For example, multiplying the median absolute value of bias-corrected selection gradients for morphology (0.15: Hereford et al., 2004) by the median heritability (0.43) yields an expected evolutionary response of 0.065 standard
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Figure 1 A conceptual diagram outlining the basic elements of ecoevolutionary dynamics. Phenotypic traits in a focal species can influence the population dynamics of that species, which can then influence the structure of the community in which that species is embedded, as well as the functioning of the overall ecosystem. In addition, phenotypic traits in the focal species can directly (that is, not through population dynamics) influence community structure and ecosystem function. Ecological effects at the population, community, and ecosystems levels can then feedback through plasticity or selection to influence phenotypic traits. These phenotypic changes will be passed on to the next generation to the extent that they are genetically based. A previous version of this figure appears in Bailey et al. (2009a) .
deviations per generation. If sustained, this response would shift the mean trait value by one standard deviation in only 16 generations. An alternative measure of evolutionary potential is the so-called 'evolvability'-additive genetic variance divided by the square of the mean trait value (Houle, 1992; Hansen et al., 2011) . Multiplying an estimate of evolvability by a mean-standardized selection gradient (Hereford et al., 2004; Matsumura et al., 2012) then gives the expected proportional change in the mean trait value per generation. Hansen et al. (2011) reviewed 1465 estimates of evolvability and found that the median value was 0.26; a subset of these estimates is shown in Figure 3 . Multiplying this estimate by the median bias-corrected mean-standardized selection gradient in natural populations (0.28: Hereford et al. 2004 ) yields an expected 0.073% per-generation change in mean trait value. If sustained, this response would shift the mean trait value by 5% in 68 generations.
The main message here is simply that evolutionary potentialwhatever the metric-is high for most traits in most populations, but the qualifier 'most' is critical. For instance, Hoffmann et al. (2003) reported that dessication resistance, an important fitness-related trait influencing adaptation and species distributions in insects, showed zero heritability and zero additive genetic variance in a rainforest population of Drosophila birchii. Kellermann et al. (2006) then showed that this finding generalized to other populations of D. birchii-although other traits in the same populations were not so limited. Finally, Kellermann et al. (2009) showed that several other Drosophila species also lacked heritability and additive genetic variance for dessication resistance. In particular, specialist rainforest species have lost most of the genetic variation in dessication resistance. Although these are perhaps the bestknown instances of low heritable variation in natural populations, other studies have reported analogous situations (Bradshaw and McNeilly, 1991; Futuyma et al., 1995) .
Answer: Most populations of most species harbor substantial additive genetic variance in fitness-related traits, and therefore should be able to evolve when exposed to altered selection pressures. However, the amount of this variation differs among populations and species, such that the rate of evolution in response to a given selective pressure will be highly variable. The previous answer presumed independent traits whose evolutionary potential can be assessed by reference to genetic variance for a single trait by itself. The reality, however, is that traits can be genetically correlated owing to epistatic interactions between genes, genes with pleiotropic effects, or linkage disequilibrium between alleles at loci affecting different traits (Lynch and Walsh, 1998) . Some authors have argued that such correlations can substantially constrain evolution in response to selection (Blows and Hoffmann, 2005; Hansen and Houle, 2008; Kirkpatrick, 2009; Walsh and Blows, 2009) .
Meta-analyses reveal frequent, and sometimes strong, genetic correlations among traits (Roff, 1996) , suggesting the potential for substantial impacts on evolutionary trajectories. Whether or not these correlations impede evolution depends on how much genetic variation is present in the multivariate direction of selection (Hellmann and Pinedakrch, 2007; Hansen and Houle, 2008; Agrawal and Stinchcombe, 2009; Kirkpatrick, 2009; Walsh and Blows, 2009) . Stated another way, we need to know how well the multivariate vector of selection lines up with the multivariate axis of genetic variation. Agrawal and Stinchcombe (2009) addressed this question by surveying studies that measured genetic or phenotypic (co)variances among traits, as well as selection acting on those traits. They then estimated the rate of adaptation (increase in mean fitness) in the presence of the measured correlations relative to their absence. The upshot was that genetic correlations among traits were sometimes expected to influence the rate of adaptation, and this influence was as frequently positive (speeds adaptation) as it was negative (slows adaptation) (Figure 4 ). The reason trait correlations would often aid evolution was that the axis of selection was often aligned with a major axis of genetic variation. Narrow sense heritability Number of estimates Figure 2 Frequency distribution of 901 narrow-sense heritability estimates compiled by Hansen et al. (2011) . All estimates less than zero are included in the first column and all estimates greater than one are included in the last column. Note that although other compilations have more heritability estimates than are reported here, the set shown is the same as that for which for which 'evolvabilities' are shown in Figure 3 . Regardless, the distribution looks roughly the same in all such data compilations. Evolvability (%)
Number of estimates Figure 3 Frequency distribution of 901 'evolvability' (mean-scaled additive genetic variance) estimates compiled by Hansen et al. (2011) . All estimates less than zero are included in the first column and all estimates greater than 100% are included in the last column. Note that I here only show evolvability estimates that correspond to the same studies/traits as those for which narrow-sense heritabilities were reported in Figure 2 .
The above analyses consider trait correlations on a pair-wise basis, whereas we would ideally consider the n-dimensional multivariate space representing all traits (Bürger, 1986; Blows and Hoffmann, 2005; Hansen and Houle, 2008; Kirkpatrick, 2009; Walsh and Blows, 2009) . One approach to this problem is to measure the matrix of additive genetic (co)variances for traits, and to then use the resulting G matrix to estimate the number of effectively independent trait dimensions that could respond to selection (eigenvectors or principal components of the matrix). Some studies adopting this approach have reported only a few effective trait dimensions, which argues that trait correlations could substantially constrain adaptive evolution (Kirkpatrick, 2009; Walsh and Blows, 2009 ). Other studies, however, suggest that the number of dimensions can be reasonably high (Mezey and Houle, 2005) . It seems to me that the number of dimensions usually will be very high, certainly much higher than suggested by the current analyses of suites of very similar traits, such as cuticular hydrocarbons (Blows et al., 2004) or wing shape (Mezey and Houle, 2005; McGuigan and Blows, 2007) . The reason is that overall adaptation to a given environment will inevitably involve a host of morphological, life history, physiological and behavioral changes, which will not collapse down to only a few dimensions.
Answer: Genetic correlations can cause evolutionary constraints that slow the rate of adaptation-but such constraints are not universal and might not be even common. I suggest that patterns of genetic variation probably do not cause overwhelming constraints on adaptation in most instances.
Question 3: What about non-additive variation? I have thus far focused on additive genetic variation, because it allows a relatively straightforward interpretation for how selection should influence phenotypic evolution. However, this focus begs the question: to what extent is evolution driven by additive genetic effects, as opposed to dominance or epistasis (Roff and Emerson, 2006; Hill et al., 2008; Phillips, 2008) ? This question is important because nonadditive effects can substantially alter evolutionary trajectories, as well as the magnitude and effects of gene flow (Wolf et al., 2000; Wade, 2002) .
Work on soapberry bugs (Jadera heamatoloma) adapting to different host plants provides a concrete example of non-additive effects and how quickly they can contribute to adaptation. Specifically, the genetic basis of trait differences between two recently (o100 generations) diverged host races was examined by performing line cross analyses that compared mean phenotypes of parental types, F1 and F2 hybrids, and backcrosses (Carroll et al., 2001 (Carroll et al., , 2003 (Carroll et al., , 2007 . Results differed among traits, ranging from almost perfect additivity for host plant preference to a diverse range of dominance and epistatic effects for other traits-and these effects depended on the rearing environment (plant type). Interestingly, dominance appears important between host races of phytophagous insects in general, particularly with respect to performance on the different hosts (Matsubayashi et al., 2010) . Mixtures of additive and non-additive effects on adaptive divergence also have been described for many other groups, such as lake versus stream threespine stickleback (Berner et al., 2011) and dwarf versus normal lake whitefish (Coregonus clupeaformis) (Renaut et al., 2009; Bernatchez et al., 2010) . Beyond these specific examples, the potential generality of non-additive effects was considered by Roff and Emerson (2006) in their meta-analysis of line cross analyses. They found that dominance made a significant contribution to population differentiation in nearly all cases: 96.5% of life history traits and 97.4% of morphological traits-and the effects were large: the ratio of dominance to additive effects was 1.57 for life history traits and 1.28 for morphological traits. Epistasis was also common, contributing to 79.4% of life history traits and 67.1% of morphological traits. Seemingly in contrast to the above line cross analyses between distinct groups (inbred lines, populations and species), genetic variation within groups has been argued to be predominantly additive (Hill et al., 2008) . It remains to be seen whether or not this is a real difference and, if so, what is the reason.
Answer: Evolutionary adaptation, including on contemporary time scales, usually involves both additive and non-additive genetic changes. Theoretical and empirical studies should be expanded to facilitate better consideration and integration of these different-and probably interacting-effects.
Question 4: Many small or few large? This question is a classic one, dating all the way back to the debates between 'biometricians' and 'Mendelians' (review: Provine 1971) . These two schools of thought were successfully merged during the modern synthesis when it became clear that even polygenic traits were based on Mendelian genes, but the question remained open as to just how many genes of what effect size were important in shaping phenotypes. Classic analyses continued to reveal an apparently dichotomy. On one hand, many continuous traits, such as body size, clearly involve many genes of small effect. On the other hand, many discrete traits, going all the way back to Mendel's peas, clearly have a single-gene basis. I here ask how these alternatives have fared in the modern era of genomics. At first glance, evidence might seem to be growing for the importance of large-effect genes, given the many recent high-profile examples (see below), but I will use three points to argue that most adaptation is the result many genes of small-tomodest effect. First, current genomic methods are strongly biased against genes of small effect. This bias is particularly obvious in candidate gene approaches, which deliberately target just the opposite. A strong bias is also present in linkage and association mapping, where estimation problems arise when relevant alleles are found at low frequency, when not enough recombination has occurred to break up large linkage blocks, when the number of individuals is few, when the number of loci is few, when the effect size of alleles is small, and from the need to assume a high threshold effect size to reduce study-wide type-I errors (Buerkle and Lexer, 2008; Mackay et al., 2009) . The aggregate extent of these biases can be illustrated by reference to the so-called 'missing heritability paradox,' in which genome-wide association studies can explain very little of the heritable variation in most human traits Manolio et al., 2009; Hill, 2010) . To address this problem, Yang et al. (2010) estimated the proportion of variance in human height explained by 294 831 single-nucleotide polymorphisms genotyped on 3925 unrelated individuals. Using a novel approach, the authors found that 88% of the variation due to single-nucleotide polymorphisms had been undetected in previous genome-wide association studies because 'the effects of the single-nucleotide polymorphisms are too small to be statistically significant' (Yang et al., 2010) . A scarcity of genes of large effect also appears to be the case for many other human traits, including susceptibility to diseases (Manolio et al., 2009 ). In addition, artificial selection studies clearly show that evolutionary changes are often driven by many genes (Hill and Kirkpatrick, 2010) , with classic examples including oil and protein content in maize (Zea mays) (Moose et al., 2004) and body weight in chickens (Gallus gallus domesticus) (Johansson et al., 2010) .
Second, nearly all studies have sought to explain variance in specific traits, rather than overall adaptation (or 'fitness'). This distinction is critical because overall adaptation to a given environment will be influenced by many traits. As a result, even the genes explaining high levels of variation in a particular trait might contribute little to overall fitness differences. For example, studies in freshwater versus marine stickleback of the genes EDA (lateral plates) and Pitx1 (pelvis) are often cited as evidence that adaptation is influenced by few genes of large effect. However, three points need to be kept in mind. First, these genes/traits are exceptions, with most other stickleback traits having no single quantitative trait locus (QTL) that explains 450% of the variance (Peichel et al., 2001; Albert et al., 2008; Rogers et al., 2012) . This rarity of large-effect genes seems to be general: a metaanalysis of effect sizes in QTL studies comparing phenotypically divergent populations found that the most important QTL typically explained only 14.4% of the variation (Morjan and Rieseberg, 2004) . Second, freshwater and marine stickleback differ not only in lateral plates and pelvic structures but also in many other traits, with a partial listing including body size, gill raker number and length, dorsal and anal fin rays, body color, jaw size, spine length, salinity tolerance, swimming performance, reproductive behavior and cold tolerance. Although single (or closely linked) genes might well have effects on several of these traits (Albert et al., 2008; Kitano et al., 2010) , the great diversity of traits is likely to involve a great diversity of genes. I expect this phenomenon-many traits, and so many genes, are involved in adaptation-to be general across organisms and environments.
Third, genome scans typically reveal that high-differentiation outliers, presumably influenced by divergent selection, represent 5-10% of the genome-and the distribution of these loci clearly implicates multiple unlinked genes (Nosil et al., 2009) . To continue with stickleback, Hohenlohe et al. (2010) examined 45 000 singlenucleotide polymorphisms in each of 100 individuals from each of two marine and three freshwater populations. The authors found nine outlier genomic regions that showed elevated divergence in all marine versus freshwater comparisons-and so a minimum of nine genes must be involved. The actual number of genes, however, will be much higher, because (1) multiple genes are present in each genomic region and (2) the focus was only on regions showing parallel divergence across all comparisons. Not surprisingly, then, other work has found many more genes that differ between freshwater and marine stickleback (Shimada et al., 2010; Jones et al., 2012b) , and similar results have been obtained for lake versus stream stickleback (Roesti et al., 2012) , benthic versus limnetic stickleback (Jones et al., 2012a) , and dwarf versus normal whitefish (Renaut et al., 2011) . In short, genome scans typically implicate divergence in many genes; and yet these scans still remain biased against genes of small effect. Indeed, other approaches, such as reciprocal transplants and correlations with environmental variables, typically reveal many more loci under selection (Michel et al., 2010; Fournier-Level et al., 2011; Hancock et al., 2011) .
Answer: Although variation in some traits is clearly influenced by genes of large effect, the conclusion emerging from genomic studies is that adaptation to a given environment will generally involve many genes of small-to-modest effect (see also Roff, 1997; Flint and Mackay, 2009; Hill, 2010; Rockman, 2012) . Current methods are poorly positioned to detect all, or even a substantial fraction, of these genes. Plummeting sequencing costs will allow much larger sample sizes that will increase statistical power and reduce (but not eliminate) these problems, but more sensitive analytical methods also need to be developed. In addition, more studies should examine the genetic basis of overall adaptation (fitness), which integrates across all relevant phenotypic traits. Such studies are critical because many of the phenotypes under selection are not known and may be 'invisible' to investigators.
Question 5: What is the distribution of effect sizes? Even if we now can be confident that adaptation usually involves many genes of small-to-modest effect, the specific number of genes and their effect size distribution remains an open question. (Fisher, 1930; Orr, 1999 Orr, , 2005 . One possibility is the 'infinitesimal model,' where-stated in realistic form (Rockman, 2012 )-many genes are involved and all are of very small effect. Another is the 'geometric model,' which predicts an exponential distribution ranging from many loci with small effects to a few loci with large effects. After accounting for the difficulty of detecting loci of very small effect (as described above), the geometric model predicts a gamma distribution of effect sizes with a shape parameter greater than unity (Otto and Jones, 2000) . Albert et al. (2008) explicitly tested the above alternatives through a QTL mapping study that compared the body shape of marine stickleback from Japan to that of derived freshwater benthic stickleback from Paxton Lake, British Columbia. The authors found that effects of particular QTLs on the morphological difference between the populations approximately followed a gamma distributionconsistent with the geometric model. The largest effect QTL explained B22% of the difference, showing yet again that most of the variation is due to genes of small-to-modest effect. The mapping cross in this study was between two very different populations found on opposite sides of the Pacific, and it involved only a single family. The first point is of concern because the differences do not reflect a true ancestordescendent scenario, although marine populations are often considered nearly panmictic across their range. The second point is of concern because it can miss differences that are not fixed between the populations, and so will underestimate the number of genes involved in adaptation, particularly those of small effect. Rogers et al. (2012) considered the same topic in the same study system but avoided some of the above concerns by crossing stickleback from a marine population to stickleback from each of four nearby lake populations (although only a single cross was performed in each case). Of additional interest, the phenotypic optimum for stickleback was expected to be farther from the ancestral marine form in two lakes (Cranby and Hoggan) that lacked a predator (prickly sculpin, Cottus asper) versus two lakes (Graham and Paq) that had the predator. The resulting difference in the expected magnitude of adaptive evolution (greater for the former two lakes) allowed testing another of the geometric model's predictions: larger mutations should contribute when adaptation is to more distant fitness peaks. The authors found that (1) most genes were again of small effect (only three QTL explained 420% of the variation in particular landmark coordinates) and (2) the lake populations adapting to the more distant fitness peak were more likely to have the larger effect QTL (two of the above three QTL were in Cranby Lake and one was in Hoggan Lake) ( Figure 5) .
Answer: Most QTL involved in adaptive divergence are of very small effect, but a few are of larger effect. This result does not by itself validate or reject the geometric model because the model assumptions are very different from empirical reality. First, the theory is based on new mutations, whereas standing variation is important in stickleback and most other organisms (see below). Second, the theory simultaneously considers all traits involved in adaptation, whereas empirical studies consider only a few traits. To narrow this gap, QTL studies should also map fitness, which integrates across all phenotypic traits. Question 6: How parallel is genetic divergence? Many studies report the independent (repeated) evolution of similar phenotypes in similar environments, either from similar or different ancestors. This 'parallelism' or 'convergence' of phenotypes implies, with caveats, a strong deterministic role for environmentally determined natural selection (Simpson, 1953; Mayr, 1963; Endler, 1986; Schluter, 2000; Arendt and Reznick, 2008; Losos, 2011) . Another important questions is the extent to which parallelism/ convergence is evident at the genetic level. At one extreme, adaptation by independent populations to similar environments could be driven by the same frequency changes in the same alleles (and nucleotides) at the same loci, with the relevant alleles at each locus having arisen only once (that is, identical by descent). Moving away from this extreme, the same allele might have had multiple origins, the alleles might be different but have similar effects, the alleles might be different and have different effects, and different genes might be involved in the different populations (Arendt and Reznick, 2008; Manceau et al., 2010; Linnen et al., 2013) .
All of the above alternatives seem important in nature-even within the same study system. For instance, stickleback provide a nice Far optimum Figure 5 Frequency distributions of QTL effect sizes in crosses between marine stickleback from the Little Campbell River (British Columbia, Canada) and freshwater stickleback from each of four lakes in the same region (Rogers et al., 2012) . Lakes Graham and Paq also contain predatory sculpins, whereas lakes Cranby and Hoggan do not. The latter lakes are therefore expected to present a phenotypic optimum for stickleback that is farther from that for the ancestral marine stickleback. Estimates are for the percentage of variation that a particular QTL explains for a particular geometric morphometric landmark or univariate measurement (the latter are shown on the fish image). Note that the lack of QTL of very small effect (o5% variance explained) reflects estimation limitations rather than the lack of such QTL. The stickleback image was provided by S Rogers. Estimates of the proportional similarity of genes used in adaptation by different species pairs according to the age of their separation (Conte et al., 2012) . A y-axis value of zero means that no genes are shared and a value of unity means that the sharing is perfect (for example, the same gene is responsible in the two taxa). Black triangles represent data from genetic crosses and gray circles represent data from candidate gene studies. A single point at 300 years (candidate gene study with 100% probability of gene reuse) is omitted to increase visibility in the rest of the data range.
example of a single allele involved in adaptation to a similar environment in multiple independent instances. Specifically, the low-plate EDA allele favored (and almost universally found) in fresh water arose once through mutation, is retained in marine stickleback because it is recessive, and increases toward fixation whenever marine stickleback colonize fresh water (Colosimo et al., 2005) . At the same time, stickleback also provide a nice example of different alleles of the same gene (Pitx1) having the same phenotypic effect (pelvic reduction) in multiple independent instances (Chan et al., 2010) . Divergence in Pitx1 is thus parallel at the level of the gene but not at the level of the allele. Additional examples of independent mutations at the same gene having similar phenotypic effects include FRI and flowering time in Arabidopsis (Shindo et al., 2005) and VNR1 and seasonal growth in cereal plants (Cockram et al., 2007) . Importantly, parallelism even at the level of the gene is not universal even in the above cases: for instance, some freshwater stickleback populations show lateral plate reduction without variation in EDA (Leinonen et al., 2012; Lucek et al., 2012) . Similarly diverse results are common in other organisms, with a well-described example being the evolution of color in animals (review: Manceau et al. 2010) .
As the preceding examples illustrate, the genetics of adaptation run the gamut of possibilities from very high to very low parallelism (see also Flint and Mackay 2009 ), but can any generalities be drawn? Conte et al. (2012) reviewed genetic mapping and candidate gene studies for the extent to which the same genes were shared during adaptation by different lineages. By their calculations, mean probabilities of gene reuse were '0.32 for genetic mapping studies and 0.55 for candidate gene studies' (Conte et al., 2012) . They consider these estimates to be 'surprisingly high' and conclude that 'Frequent reuse of the same genes during repeated phenotypic evolution suggests that strong biases and constraints affect adaptive evolution, resulting in changes at a relatively small subset of available genes' (Conte et al., 2012) . Without questioning the data itself (Figure 6 ), I find it easier to draw the opposite conclusion: gene reuse is low. For starters, a number of biases increase the estimated probabilities of gene reuse: publication bias against non-parallel patterns (particularly in candidate gene studies), the difficulty of detecting small effect genes in mapping studies (see above), the focus on traits as opposed to overall adaptation (see above), the explicit a priori focus on parallel phenotypic change (Conte et al., 2012) , and the exclusion of unexplained phenotypic variance (which is often very high) from the calculations (Conte et al., 2012) (The authors discuss some of these biases, as well as others that might act in the opposite direction). Even ignoring any biases, the genetic mapping results find that the probability of non-reuse (68%) is more than twice the probability of reuse (32%). Evolution is thus considerably more likely to involve different genes in different instances than it is to involve the same genes.
Answer: The genetics of adaptation by independent populations to similar environments often will be non-parallel/non-convergent, certainly at the allele level and probably often also at the gene level. What we now need are inferential approaches that allow us to more objectively determine the portion of the genome that diverges between populations in different environments, and the proportion of that divergence that is or is not parallel/convergent at a given level.
Question 7: Standing genetic variation or new mutations? Is adaptation to new conditions driven primarily by genetic variation already present in the population (standing) or is it primarily the result of new mutations )? At the most basic level, mutations are obviously important because standing variation started from new mutations-and these might have arisen and spread during previous adaptation. The question with a less obvious answer is: how much of the adaptation to a particular selective event is the result of mutations that arose during that event? Theoretical predictions are diverse (Hermisson and Pennings, 2005; Orr and Unckless, 2008; Rockman, 2012) , but a common perception is that standing variation often will be most important, because the waiting time for adaptation is shorter, because adaptive alleles are less likely to be lost through drift, and because existing variation is more likely to have been tested by past selection. Exceptions occur when standing variation is limited (for example, due to inbreeding or strong past selection), mutational inputs are very high (for example, in large populations with short generation times or in the case of high mutation rates), and the new condition has not been previously experienced (for example, pesticides, herbicides, antibiotics and antivirals).
Empirically, the importance of standing variation is first implied by the earlier-described studies that report nearly ubiquitous additive genetic variance for fitness-related traits in natural populations (Question 1). Evolution would seem likely to start with this variation, as long as it is relevant to selection and not unduly constrained by correlations with other traits. Fitting this expectation, the immediate and dramatic evolutionary responses often seen in artificial selection experiments suggest that plenty of relevant variation is present (Moose et al., 2004; Hill and Kirkpatrick, 2010; Johansson et al., 2010; Lango Allen et al., 2010) . Although the results of these studies might seem of questionable relevance because the selection was not 'natural,' similarly rapid responses have been observed in natural populations experiencing environmental change (Hendry and Kinnison, 1999; Reznick and Ghalambor, 2001; Hendry et al., 2008) . These arguments, however, are indirect: they point to standing variation only because intuition suggests the changes were too fast to result from new mutations.
Additional evidence for the role of standing variation can be gained through three other approaches: signatures of selective sweeps in the genome, evidence that adaptive alleles in new populations were present in the ancestral population, and phylogenetic analyses that establish whether adaptive alleles arose before or after the environmental change . Application of these approaches to the aforementioned selection experiments on maize (Moose et al., 2004) and chickens (Johansson et al., 2010) strongly implicates standing genetic variation. Application to natural populations often yields a similar conclusion, with examples including lactose tolerance in humans (Myles et al., 2005) , warfarin resistance in brown rats (Rattus norvegicus) (Pelz et al., 2005) , malathion resistance in blowflies (Lucilia spp.) (Hartley et al., 2006) , local adaptation in Arabidopsis thaliana (Fournier-Level et al., 2011) , and several traits in stickleback (Colosimo et al., 2005; Miller et al., 2007; Kitano et al., 2008; Jones et al., 2012b) . Of particular relevance, the evolutionary changes observed in many of these cases took place over relatively short time frames (decades to centuries).
Although many studies thus point to standing variation, evidence for the role of new mutations is also growing. Interestingly, this evidence often comes from some of the same systems and traits that were discussed above, including Pitx1 in stickleback, lactose tolerance in some human populations (Tishkoff et al., 2007) , diazinon resistance in blowflies (Hartley et al., 2006) , acetylcholinesterase resistance in Drosophila (Karasov et al., 2010) and local adaptation in Arabidopsis (Hancock et al., 2011) . These studies suggest that new mutations can be important even when populations contain lots of standing variation, although not necessarily for the same traits.
At present, not enough data exist to state more generally the relative importance of new mutations versus standing variation. However, one body of work that could prove especially relevant is that considering the population dynamics of predators and prey in laboratory chemostats (for example, Yoshida et al. 2003 , Becks et al. 2010 . The key design element of this work is that some chemostats start with only a single clone of prey, whereas others start with multiple clones. Evolution in the single-clone chemostats will require new mutations, whereas evolution in the multi-clone chemostats can proceed through standing variation. The observed dynamics are very different between these cases: the single-clone chemostats show a general lack of evolutionary change, whereas the multi-clone chemostats show dramatic and ongoing evolutionary change that has population dynamic consequences. Here, at least, standing genetic variation dramatically shapes eco-evolutionary dynamics, whereas new mutations seem unimportant.
Answer: Adaptation to new conditions likely involves a combination of standing genetic variation and new mutations. Although no thorough analysis yet exists, the relative importance of each would seem likely to depend on specific conditions. Standing variation should be especially important for outbred populations (where it will be higher) with moderate-to-long generation times (because fewer new mutations can arise) facing conditions that are not entirely novel (because standing variation will have been tested by past selection). By contrast, mutations should be increasingly important when populations are more inbred or are otherwise depleted in standing variation, when generation lengths are shorter, and when conditions are novel (for example, certain pollution or pesticides). Even under this last set of conditions, however, the contribution of standing variation could still be greater than that from new mutations.
Question 8: Are the genetic changes regulatory or structural? An ongoing debate, here characterized in simple form, is whether evolution occurs mostly as a result of genetic changes that alter the amino-acid sequence of proteins (structural) versus genetic changes that alter the amount, timing or location of protein production (regulatory). Answering this question is important because the two types of changes can have very different evolutionary effects: for example, they represent different targets for mutation and they have different expectations for pleiotropic effects and selection (Hoekstra and Coyne, 2007; Wray, 2007; Carroll, 2008; Stern and Orgogozo, 2008) . Although regulatory changes can occur in several ways, much of the current debate has focused on cis-regulatory regions: short, noncoding sequences that influence the expression of a nearby gene. Stern and Orgogozo (2008) compiled a database of individual genetic mutations influencing phenotypic traits in 'domesticated species (99 cases), intraspecific variation in wild species (157 cases), and interspecific differences (75 cases).' Of these mutations, 22% involved cis-regulatory regions and the authors argue that this is a major underestimate owing to investigator bias. Their survey additionally suggested that cis-regulatory mutations are more important for morphological traits (as opposed to physiological traits) and in interspecific comparisons (as opposed to domesticated species and intraspecific comparisons) (Figure 7 ). The first observation was interpreted as support for the importance of pleiotropy. Specifically, genes embedded more deeply in regulatory networks (hypothesized to be the case for morphology as opposed to physiology) are more likely to evolve through cis-regulatory changes because they are less likely to disrupt the entire network. The second observation was suggested to imply that the more subtle and local changes that can result from cis-regulatory mutations are more likely to be fixed during evolution over longer time periods.
Objectively obtained, whole-genome data on structural versus regulatory variation are rare, but a recent study of stickleback provides an exemplar. Jones et al. (2012b) performed full-genome sequencing of 21 individual stickleback representing freshwater and marine forms across the northern hemisphere. Of the 64 genomic regions showing the strongest evidence of parallel habitat-associated divergence (that is, the same freshwater versus marine genetic changes at different places in the world), 17% were in coding regions, 41% were in noncoding regions and 42% included both coding and noncoding sequences. All of the latter regions involved alleles that did not cause protein-coding changes. The authors interpreted these results to imply that at least 41%, and perhaps as much as 83%, of the most important and parallel genomic regions influencing adaptation involved regulatory mutations.
Answer: Both structural and regulatory genetic changes contribute to adaptation, but the rarity of objective studies and the existence of biases mean that their relative contributions are not yet clear. However, this question might not be the most interesting one anyway. Perhaps we should instead be asking 'what kinds of phenotypic changes (for example, morphological versus physiological) are expected under particular coding versus cis-regulatory changes' (Stern and Orgogozo, 2008) or 'whether cis-regulatory mutations have a qualitatively distinct role (as opposed to other types of mutations) in phenotypic evolution' (Wray, 2007) . Returning to my earlier assertions, it will be important to consider these questions in the context of overall adaptation (fitness) and to find more sensitive and objective ways to detect non-parallel effects.
Question 9: How heritable are ecological effects? A premise of this paper has been that the genetics and genomics of eco-evolutionary dynamics are largely equivalent to the genetics and Figure 7 The proportion of mutations contributing to phenotypic changes that are cis-regulatory mutations. These data were compiled by Stern and Orgogozo (2008) from studies that provided 'compelling' evidence for individual genetic mutations influencing variation in either morphological traits or physiological traits in domesticated species, intraspecific comparisons, interspecific comparisons and comparisons above the species level (4interspecific). The numbers above each bar give the total number of mutations per category.
genomics of phenotypes, at least to the extent that studying the latter provides a good foundation for understanding the former. For instance, a change in some ecological variable at the population, community or ecosystem level might be predicted from information about selection acting on traits, genetic (co)variances for traits, and the ecological effects of traits (Collins and Gardner, 2009; Johnson et al., 2009; Ellner et al., 2011) . A limitation of this approach is that the traits having large effects on ecological variables are often unknown. An alternative approach is to consider the ecological effects of individuals as 'extended phenotypes' (or 'interspecific indirect genetic effects') and directly estimating their heritability or evolvability (Fritz and Price, 1988; Johnson and Agrawal, 2005; Shuster et al., 2006) . That is, standard quantitative genetic methods can be used to relate the ecological effects of individuals to the genetic relationships among them (parent-offspring, half-sibs, and so on) and thereby estimate the heritability of the ecological effects of organisms, which I will here call 'ecological heritabilities. ' A number of studies have estimated ecological heritabilitiesusually for community-level variables and usually based on broadsense estimates (proportion of the total variance due to all genetic effects). For example, Shuster et al. (2006) studied cottonwood (Populus spp.) trees planted in a common garden experiment in nature with multiple replicate clones of each of multiple tree genotypes. Arthropod communities were assessed on each individual tree and the proportion of the total variance in arthropods attributed to tree genotypes was estimated. The resulting broad-sense heritabilities were 56-68% for arthropod community composition, 30-34% for arthropod species richness and 31-43% for arthropod abundance Keith et al., 2010) . In addition, Keith et al. (2010) showed that these estimates were remarkably constant across the same trees in 3 different years, such that the broad-sense heritability of community similarity was 32%. This last estimate indicates that arthropod communities were more consistent between years on some genotypes than on others: the highest similarity for a genotype was 61% and the lowest was 24%. Studies of other plant systems have estimated heritabilities of arthropod community variables at 9-51% (Fritz and Price, 1988) and 0-43% (Johnson and Agrawal, 2005) . Future work would ideally estimate ecological heritabilities in the narrow sense (proportion of the total variance due to additive genetic effects) and for more types of ecological variables.
In principle, one could theoretically estimate 'selection' on an ecological variable as though it were an organismal phenotype and multiply this selection by the ecological heritability to predict at least short-term changes in the ecological variable. Although this thinking stretches the traditional meaning of 'selection' , it could provide a traitindependent, whole-organism approach to predicting how selection on organisms might drive evolutionary changes that alter ecological variables. Even more directly (but with more difficulty), predictions of this sort can be obtained by measuring genetic covariances between the fitness of individuals and their ecological effects (Johnson et al., 2009) . Of course, the accuracy of such predictions in nature will depend on the extent to which other factors also influence the ecological variables. That is, ecological effects owing to the evolution of one species might be washed out by other factors influencing the same variable.
Answer: The ecological 'extended phenotypes' of organisms are heritable in at least some instances, perhaps just as heritable as the traits themselves. Given that traits can evolve on contemporary time scales (Hendry and Kinnison, 1999; Reznick and Ghalambor, 2001) , the same would seem likely for ecological variables. However, the degree to which different ecological variables are heritable is highly variable (Fritz and Price, 1988) , and so we can't assume that ecological variables will always be so responsive to selection on organisms.
A WAY FORWARD Some conceptualizations of eco-evolutionary dynamics are couched in terms of 'genes to ecosystems' (Elser et al., 2000; Whitham et al., 2006; Bailey, et al., 2009b; Schweitzer, et al., 2009) . Some readers might interpret this phrasing to mean that we should be searching for particular genes that have large ecological effects and, indeed, a few such genes have been found. For example, PGI influences population dynamics in Glanville fritillary (Melitaea cinxia) butterflies . Overall, however, I suggest that searching for particular genes of large ecological effect, while perhaps flashy and more likely to be rewarded by publication in fancy journals, is not the best approach to the genetics and genomics of eco-evolutionary dynamics. A key reason is that phenotypes are the interface between ecology and evolution, with genes only being indirectly relevant through their effects on phenotypes. Eco-evolutionary investigations therefore should be concerned with the genetics and genomics of phenotypic adaptation, which I have here argued is based mostly on standing genetic variation at many genes of small-to-modest effect. Thus, while the search for particular genes that have ecological effects will sometimes be successful, it will miss the majority of the important links between evolution and ecology. Instead, we should implement approaches that can examine and quantify the polygenic basis of eco-evolutionary dynamics. Such work will undoubtedly involve a mixture of quantitative genetics (including non-additive effects), genome scans (with improved inferential methods) and gene expression (because many phenotypic differences between populations appear to be regulatory). If effort and encouragement is focused in these directions, I expect the greatest and most general advances in the genetics and genomics of eco-evolutionary dynamics to result.
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