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Abstract
In real life, there are many dynamic multi-objective optimizat on problems which vary over time, requiring an optimization algo-
rithm to track the movement of the Pareto front (Pareto set) with time. In this paper, we propose a novel prediction strategy based
on center points and knee points (CKPS) consisting of three mechanisms. First, a method of predicting the non-dominatedset based
on the forward-looking center points is proposed. Second, the knee point set is introduced to the predicted population to predict
accurately the location and distribution of the Pareto front after an environmental change. Finally, an adaptive divers ty maintenance
strategy is proposed, which can generate some random individuals of the corresponding number according to the degree ofdiffi-
culty of the problem to maintain the diversity of the population. The proposed strategy is compared with four other state-of- he-art
strategies. The experimental results show that CKPS is effective for evolutionary dynamic multi-objective optimization.
Keywords: Evolutionary dynamic multi-objective optimization, Prediction, Center point, Knee point, Adaptive diversity
maintenance mechanism
1. Introduction
In the real world, there exists a large class of optimization
problems which have multiple objectives and those objectivs
conflict with on another. These kinds of problems are called
multi-objective optimization problems(MOPs)[1]. However,
real-world problems often contain many uncertain and dynam-
ic factors. For example, air traffic scheduling is usually affect-
ed by unexpected events such as bad weather or emergencies.
Therefore, it is unlikely that any solutions found for theseprob-
lems would keep valid for a long time[2]. If objective func-
tions, constraints, or parameters of MOPs change over time,
these problems become dynamic MOPs(DMOPs). Due to the
presence of dynamics, DMOPs are more difficult to solve than
static MOPs. Because evolutionary algorithms perform well
when dealing with DMOPs in a new way, they have been wide-
ly applied in many areas including scheduling [2, 3, 4], contr l
[5], wireless network design [6], machine learning [7, 8], and
constrained optimization [9]. For example, in [2], a methodof
centroid-based adaptation(CBA) was used to solve the problem
of mission planning. Mission planning is one kind of the prob-
lems of resource-constrained project scheduling(RCPS). There
are two objectives in this problem: the execution time of the
plan, and the cost of operating capabilities. Also, severaltime-
varying constraints are proposed, including executing time, the
failure of capabilities, and change of task-relationship network.
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The obtained results showed that CBA was effective for mission










minx∈Ω F(x, t) = ( f1(x, t), f2(x, t), . . . , fm(x, t))T
s.t. gi(x, t) ≤ 0, i = 1, 2, . . . , p;
h j(x, t) = 0, j = 1, 2, . . . , q
wherex = (x1, x2, . . . , xn) is the n-dimensional decision vec-
tor whose domain of definition isΩ. t represents time vari-
able. F = ( f1, f2, . . . , fm) is the m-dimensional objective vec-
tor. g represents p-dimensional inequality constraints, and h is
q-dimensional equality constraints. The optimal tradeoff s lu-
tion set is called the Pareto set (PS) in the decision space and
Pareto front (PF) in the objective space.
When dealing with DMOPs, traditional static optimization
methods are not applicable [10, 11]. While using these meth-
ods, the population gradually converges to the current enviro -
ment. At the same time, the gene of the population becomes
single, and leads the population to lose diversity. Findingthe
optimal solution as the environment changes is the challenge of
static algorithms in the dynamic environment [12, 13, 14, 15].
Thus researchers need to adjust traditional optimization algo-
rithms to solve DMOPs [4, 16]. The easiest way to solve the
problem is to increase the diversity of the population. There-
fore, many methods have been proposed, such as hyper mu-
tation methods [4], random immigrants and other immigrants’
methods [17, 18], employing multiple populations and parallel
computing [19, 20], and applying different crossover and mu-
tation operators [21]. However, there is some blindness only
increasing the diversity. The ultimate convergence of the popu-
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lation needs to be able to independently evolve, so the increase
of diversity is not a fundamental method to solve the problem.
Thus, some researchers have introduced other methods, such
as the random initialization method [22, 23, 24, 4], the memory
strategy [25, 26, 27, 28, 29, 4, 30, 31] and prediction strate-
gy [32, 33, 34, 35, 36, 37, 38, 39, 40]. The memory strategy
responds to the environment by memorizing previous histori-
cal optimal solutions so that it can achieve the purpose of fast
convergence. However the memory method is also insufficient.
For periodic problems, it can achieve good results. However,
the memory method has a poor effect for non-periodic prob-
lems. The prediction strategy has good results for a varietyof
problems. This strategy predicts the optimal solution after an
environmental change to respond quickly to the environmental
changes by using some historical information or other means.
In 2006, Hatzakis and Wallace proposed a feed-forward predic-
tion strategy (FPS) [36] which uses historical boundary point
information to predict the boundary points in the new environ-
ment, and achieved certain results. However, it is difficult to
track the PF just by the boundary points. In 2013, Zhou and
Jin et al. proposed a population prediction strategy (PPS) [37]
which is very effective when dealing with DMOPs. However,
the results are poor due to lack of experience in the early learn-
ing stage. In 2015, Wu and Jin et al. proposed a directed search
strategy [38], which predictes the population’s optimal soluti n
directly using the method of feed-forward center points. This
method is effective. However, the whole population predict-
ed by the feed-forward center points, in addition to the non-
dominated individuals, does include some useless individuals.
In view of these shortcomings, this paper presents a predic-
tion strategy based on center points and knee points. Its main
contributions are as follows:
(1) The non-dominated set can be directly predicted by using
the feed-forward center points, and some useless individuals,
which are introduced by using the feed-forward center method
to predict the total population directly, are eliminated.
(2) The knee point set, which is introduced to the population,
can track the PF well, and make the population converge quick-
ly.
(3) An adaptive population diversity maintenance mechanism
is proposed, which can increase population diversity by intro-
ducing random individuals of corresponding number according
to the degree of difficulty of the problem.
The rest of paper is organized as follows. Section 2 presents
some related work. Section 3 describes CKPS in detail. Section
4 introduces the test problems and evaluation metric. Section 5
gives the experimental results and analysis, and Section 6 gives
more discussion. Section 7 outlines the conclusions and future
work.
2. Related work
2.1. A general framework of dynamic multi-objective evolu-
tionary algorithm
A general dynamic framework is as follows:






























Figure 1: Knee point schematic.
(2) Detect the environmental change. If an environmental
change is found, go to step 4; if no change, then go to step
3.
(3) Optimize the problem by evolutionary algorithm.
(4) Take a certain response strategy such as re-initialization,
memory, prediction, etc., to respond to the environmental
change.
(5) Judge the termination conditions. If not terminated, then go
to the second step, if terminated, then exit.
2.2. Knee point
Many researchers have tried to find the local points or region-
s with special significance on the PF [41, 42, 43, 44, 45]. The
knee point or knee region has been of particular interest to re-
searchers.
The knee point on the Pareto optimal front refers to the point
with the maximum marginal rates of return. It means that there
is a small improvement in one objective, accompanied by se-
vere degradation of at least one other objective. In addition,
Zhang [46] proved that the knee point is better than the other
points on the PF in the metric of HV [47]. The higher the HV,
the better the convergence and distribution of the population.
There are many definitions for the knee point [48, 49, 50, 46].
In this paper, we use the definition of Das [49] and Zhang [46].
As shown in Figure 1, A, B, C, D, E, F and G are seven non-
dominated points, where A and B are the boundary points in the
non-dominated set. The perpendicular of C, D, E, F, G to the
line L formed by A, B represents the distance, shown in formula
(2). E has the longest distance from the straight line L, so E is
the knee point.
The mathematical formula of straight line L is as follows:
ax+ by+ c = 0. (1)
The point is K, and the coordinate is (xk, yk), so the distance of
the point K to the line L is as follows:
d(K, L) =




Figure 2: Population composition structure diagram.
For the minimum problem, only the convex knee region is of

















From formula (3), we can imagine that when the objective num-
ber of the optimization problem is greater than two, the line
consisting of the boundary points becomes a plane or a hyper-
plane, and it becomes the distance of the point to the plane or
hyperplane.
3. Predictive strategy based on center points and knee
points.
In a dynamic environment, some methods are usually used
to predict the population after an environmental change. Inthis
paper, the population is composed of three parts: the first pat
is a knee point set predicted by historical information; thesec-
ond part is the non-dominated set predicted by the feed-forward
center points, and the third part is the random individuals gener-
ated by the adaptive population diversity maintenance strategy,
which is called the adaptive random set. The structure is shown
in Figure 2.
3.1. Knee point set
Tracking PF or PS has been a hot topic in the dynamic envi-
ronment. Many dynamic multi-objective optimization problem-
s have been proved to have some regularity among the previous
work [37, 51, 52].
We can use historical information to predict the PF after an
environmental change. There have been a number of studies on
which information to use to predict the PF. The feed-forward
prediction strategy (FPS) [36] proposed by Hatzakis and Wal-
lace uses the Pareto boundary point information to track PF.
The predictive multiobjective genetic algorithm(PMGA) pro-
posed by Wu et al. [39] tracked the PF by using the center
points generated by clustering the PF. In this paper, we propose
a method to track PF with knee point set so as to achieve fast
convergence.
Figure 3: The situation of two objectives and three knee points.
Algorithm 1 Seek the knee point of each partition
Step 1: Layer the population, and then select the individuals in
the first layer as the non-dominated set.
Step 2: Seek the boundary individuals in non-dominated set, and
the line or plane composed by boundary individuals.
Step 3: Calculate the distance of the point to the line (two objec-
tives) or the plane (three objectives) according to formula(3).
Step 4: According to the number of knee points,num, evenly
divide the range of the first objective intonum area and then par-
tition the non-dominated set by the value of the first objectiv of
the non-dominated individuals to which partition. Then select the
point whose distance is the largest to the straight line or plane in
each partition as the knee point. (If a partition is empty, randomly
initialize a value. )
Predicting the optimal solution after an environmental
change usually requires a great deal of historical information
to accumulate experience in a dynamic environment. There is
too much information (such as the center point, the boundary
points, etc.) on the PF, so it can not be fully predicted. There-
fore, if we want to predict the PF, we generally need to select
some representative points.
In this paper, we choose the knee point set on the PF to repre-
sent the whole PF. Set the number of knee points to benum. The
PF is evenly divided intonum parts according to the first objec-
tive, and then a point, whose distance from the straight line(2
objectives) or plane (3 objectives) composed by connectingthe
boundary points is the largest, is selected as the knee pointof
the partition. As shown in Fig. 3, C, H and J are the knee points
of each partition. The detailed steps are shown as Algorithm1.
We select the knee point set as historical information in every
environmental change. The autoregressive(AR) [37] prediction
model is used to predict the knee point set of the next environ-
ment. And then the PF is tracked to achieve the purpose of fast
3









Individual in non-dominated set
Center point of non-dominated set
Figure 4: Schematic diagram of predicting non-dominated set by feed-forward
center points.
convergence with the predicted knee point set.
3.2. Predicting the non-dominated set by feed-forward center
points
The method of feed-forward center points [37, 38, 40, 53, 54]
has been widely used to predict the population. However, most
of these algorithms are used to predict the whole population
with feed-forward center points. Generally, the predictedwhole
population includes three kinds of individuals: (1) the indivi u-
als, which play a role of convergence. (2) the individuals, which
play a role of diversity. (3) the individuals, which have a small
convergent and diverse eff ct or has the repeat eff ct with the
first two kinds of individuals. Here, The third kind of individu-
als are called useless individuals. Therefore we only predict the
non-dominated individuals using the method of feed-forward







k +Gaussian(0, d), (4)
wherek = 1, 2, . . . , n, n represents the dimension of the de-
cision vector. NonIndt+1k and NonInd
t
k represent the non-
dominated individuals in t+1 step and t step in the k-th dimen-
sion, respectively.d represents the perturbation of variance. t
denotes the time variable.Ctk andC
t−1
k are the center points and










where |PtNon−dom| represents the cardinality of the non-
dominated set.
As shown in Figure 4, the hollow circles on the arc lines rep-
resent the non-dominated individuals. The red circles represent
the centers of the non-dominated sets, and the lines between
the center points represent evolutionary directions. The non-
dominated set of t+1 time step can be predicted by means of the
Algorithm 2 Generate random set adaptively
Input: Npop, the size of the populationpop; Nnon−dom, the size of
predicted non-dominated set;Nkp, the size of predicted knee point
setpopkp.
Output: poprand, adaptive random set and its size,Nrand.
Step 1: If Nkp + Nnon−dom > Npop, calculate the crowing distance
of the individuals in the non-dominated set [10], and deletethe
individuals whose crowing distance is the smallest. Set thesize of
the non-dominated set after deleted to beN
′′









where r represents that the individual has r objectives;Non−
pop[i +1]. fk denotes the k-th objective of the (i+ 1)-th individual
in the non-dominated set. At this time,Nrand is 0;
Step 2: If Nkp+NNon−dom≤ Npop, calculate the size of the random
set using formula (7).
Nrand = Npop− NNon−dom− Nkp (7)
Then generate random setpoprand by formula (8).
xk = random(lowk,upk), (8)
wherek = 1, 2, . . . ,n. n is the dimensions of the decision space;
xk represents the random individual in the k-th dimension.lowk
denotes the lower bound of the k-th dimension of the decision
space;upk denotes the upper bound in the k-th dimension in the
decision space. Formula (8) denotes thatxk is generated randomly
betweenlowk andupk.
Step 3: return poprand andNrand.
non-dominated set of the t time step plus the evolution direction
obtained by the method of center point t time step minus center
point of t-1 time step. Because it is not an accurate prediction,
a Gaussian perturbation is added.
3.3. Adaptive diversity maintenance strategy
Maintaining diversity is very important in a dynamic envi-
ronment. When dealing with optimization problems with stat-
ic algorithms, the population tends to converge to the curren-
t environment and loses diversity, which makes it difficult to
find the optimal set when the environment changes. A diversity
maintenance strategy based on center points and knee pointsis
proposed to introduce random individuals of different numbers
according to the degree of difficulty of the problem.
The more difficult the problem is, the more difficult it is for
dynamic multi-objective optimization algorithm to converg to-
ward PF or PS. Under the same optimization generation num-
ber, the size of the non-dominated set of the first layer is usually
less. On the contrary, the easier the problem is, the easier it will
tend to converge toward PF or PS. Under the same optimiza-
tion generation number, the size of non-dominated set is usual-
ly more. Based on the above principle, random individuals of
the adaptive number are introduced to keep diversity.
The detailed steps are shown in Algorithm 2. Normally,
Npop, which is the size of the populationpop, is fixed. And
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Algorithm 3 Prediction strategy based on center points and knee
points
Initialization: number of time change t:= 0; generation counter
gt := 0; total evolution generation number,gmax.
Step 1: Detect the environmental change. If no change, go to Step
7; if change, go to Step 2.
Step 2: Get knee point set using Algorithm 1,popkp. And its size,
Nkp.
Step 3: Calculate the center point in each dimension,Ctk, using
formula (5).
Step 4: Predict the non-dominated set after an environmental
change using formula (4), set to bepopNon−dom. The size is
NNon−dom.
Step 5: Calculate the adaptive random set,poprand and its size,
Nrand using Algorithm 2.
Step 6: Get the new populationpopt+1 = popkp + popNon−dom+
poprand
Step 7: Optimize the population with optimization algorithm
RM-MEAD [55].
Step 8: If gt > gmax, outputpopt, and end; orgt := gt + 1, go to
Step 1.
Nkp, which is the size of predicted knee point set, is set by
parameter, which is also fixed. Nnon-dom, is the size of pre-
dicted non-dominated set; So the value ofNrand is decided by
NNon−dom. According to formula (7), the greater theNNon−dom,
the smaller theNrand. Similarly, the smaller theNnon−dom, the
greater theNrand.
In general, when the multi-objective optimization problemis
particularly easy, the optimal solution will be very easy topre-
dict. Meanwhile, the random individuals used to keep diversty
are not so important and more random individuals will affect
the convergence rate of the population. In this case,Nrand in
this strategy is relatively small, or even likely to be 0. When the
optimization problem is difficult, the predicted non-dominated
set is no longer accurate. In this case, a number of random indi-
viduals are needed to keep the diversity, and then acceleratthe
convergence of the population. Consistently, the value ofNrand
in this paper is also large, just to maintain the diversity ofthe
population.
3.4. Detailed description of CKPS
CKPS is under the framework of the dynamic multi-objective
evolutionary algorithm. After an environmental change, CKP-
S initializes the population so that the population can respond
quickly to environmental changes. A detailed description of
CKPS is shown in Algorithm 3.
4. Test problems and performance indicators
4.1. Test problems
In this paper, several commonly used dynamic multi-
objective test problems are used, such as the FDA test suite
[51], dMOP test suite [52] and F5-F10 [37]. Both the FDA
and dMOP test suits are linearly related between decision vari-
ables. F5-F10 are the test problems whose decision variables
are nonlinearly related. FDA4 and F8 are the problems with
three objectives, and the others are problems with two objec-
tives. F9-F10 are the test problems which are more difficult to
converge than the other test problems.
4.2. Performance indicators
In our experimental studies, we adopted the performance
metrics which could help deeply investigate the performance
of algorithms, such as convergence and distribution.
(1) Modified Inverted Generational Distance(MIGD)
Inverted Generational Distance(IGD)[56, 5] has been widely
used to measure both the convergence and distribution. Here,
let PFt be a set of uniformly distributed Pareto optimal points
of the PF in t time and letPt be an approximation set of PF in t






whered(v,Pt) = minu∈Pt ||F(v) − F(u)|| is the distance between
v andPt. |PFt| is the cardinality ofPFt.
Since the environment is dynamic, it is hard to say which
algorithm is better between two algorithms in some situations if
only using simply IGD [32]. MIGD metric [30, 37, 57, 53, 54]
is a modified version of IGD, which is defined as the average of







where T is a set of discrete time points in a run and|T | is the
cardinality of T. MIGD is also a comprehensive performance
metric like IGD to evaluate the performance of algorithms re-
garding convergence and distribution. The smaller the value is,
the better the performance of the algorithm is.
(2)Modified Hypervolume Difference(MHVD)
The Hypervolume Difference(HVD)[32, 58] measures the
gap between the hypervolume of the obtained PF and that of
the true PF. letPFt be a set of uniformly distributed Pareto op-
timal points of the PF in t time and letPt be an approximation
set of PF in t time.
HVD(PFt,Pt) = HV(PFt) − HV(Pt) (11)
whereHV(S) is the hypervolume of a set S.
MHVD is a modified version of HVD like MIGD to IGD.
MHVD is defined as the average of the HVD values in some







where T is a set of discrete time points in a run and|T | is the
cardinality of T. The reference point for the computation ofhy-
pervolume is (Zt1 + 0.5,Z
t
2 + 0.5, . . . ,Z
t
M + 0.5), whereZ
t
j is the
maximum value of the j-th objective of the true PF in t time;
M is the number of objectives. MHVD is also a comprehensive
metric like HV to evaluate both the convergence and distribu-
tion. The smaller the value is, the better the performance ofthe
algorithm is.
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Table 1: Mean and Standard Deviation of MIGD values of five strategies on FDA and dMOP test suites.‡ and† indicate CKPS performs significantly better than
and equivalently to the corresponding algorithm, respectiv ly.
Problems Statistic RIS FPS PMGA PPS CKPS
FDA1 total 1.3155(0.03030)‡ 0.0516(0.00864)‡ 0.0581(0.00316)‡ 0.0528(0.00913)‡ 0.0276(0.00360)
1st stage 1.2215(0.07518)‡ 0.2090(0.04391)‡ 0.0634(0.00658) 0.2406(0.04615)‡ 0.1051(0.01887)
2nd stage 1.3310(0.04145)‡ 0.0151(0.00117)‡ 0.0567(0.00606)‡ 0.0102(0.00103)‡ 0.0092(0.00015)
3rd stage 1.3447(0.04696)‡ 0.0134(0.00084)‡ 0.0581(0.00316)‡ 0.0062(0.00008) 0.0091(0.00012)
FDA2 total 0.0500(0.00078)‡ 0.0085(0.00068) 0.4435(0.01275)‡ 0.0097(0.00075)‡ 0.0086(0.00053)
1st stage 0.0491(0.00115)‡ 0.0198(0.00332)† 0.5137(0.04302)‡ 0.0232(0.00317)‡ 0.0185(0.00260)
2nd stage 0.0503(0.00123)‡ 0.0060(0.00034) 0.4269(0.01171)‡ 0.0070(0.00068)‡ 0.0066(0.00026)
3rd stage 0.0501(0.00130)‡ 0.0056(0.00003) 0.4435(0.01275)‡ 0.0060(0.00004) 0.0060(0.00006)
FDA3 total 1.7564(0.06554)‡ 0.0645(0.00927)‡ 0.7617(0.00886)‡ 0.0941(0.01582)‡ 0.0408(0.00790)
1st stage 1.5737(0.12477)‡ 0.2084(0.04439)‡ 0.7552(0.01274)‡ 0.3209(0.07801)‡ 0.1374(0.04224)
2nd stage 1.7709(0.11832)‡ 0.0305(0.00339)‡ 0.7610(0.01097)‡ 0.0420(0.00821)‡ 0.0176(0.00217)
3rd stage 1.8287(0.11044)‡ 0.0303(0.00421)‡ 0.7617(0.00886)‡ 0.0384(0.00675)‡ 0.0180(0.00163)
FDA4 total 0.4566(0.00922)‡ 0.1414(0.00337)‡ 3.7558(0.00341)‡ 0.1307(0.00205)‡ 0.1204(0.00165)
1st stage 0.4390(0.02098)‡ 0.1629(0.00852)‡ 0.1583(0.00239)‡ 0.1660(0.00816)‡ 0.1385(0.00561)
2nd stage 0.4594(0.01512)‡ 0.1376(0.00427)‡ 4.6121(0.01405)‡ 0.1247(0.00278)‡ 0.1159(0.00203)
3rd stage 0.4622(0.01131)‡ 0.1386(0.00340)‡ 3.7558(0.00341)‡ 0.1231(0.00283)‡ 0.1163(0.00161)
dMOP1 total 0.6386(0.01427)‡ 0.0072(0.00115) 0.2437(0.01891)‡ 0.0379(0.05152)‡ 0.0076(0.00141)
1st stage 0.6486(0.03460)‡ 0.0195(0.00610)† 0.2037(0.02545)‡ 0.1413(0.21119)‡ 0.0183(0.00727)
2nd stage 0.6383(0.02790)‡ 0.0043(0.00008) 0.2724(0.02718)‡ 0.0209(0.02865)† 0.0051(0.00005)
3rd stage 0.6341(0.01865)‡ 0.0043(0.00007) 0.2437(0.01891)‡ 0.0057(0.00002)‡ 0.0051(0.00006)
dMOP2 total 1.6968(0.05407)‡ 0.0622(0.00788)‡ 0.1451(0.00650)‡ 0.0607(0.01023)‡ 0.0272(0.00611)
1st stage 1.6332(0.08749)‡ 0.2552(0.03931)‡ 0.1774(0.01274)‡ 0.2799(0.05178)‡ 0.1028(0.03196)
2nd stage 1.7087(0.09220)‡ 0.0170(0.00113)‡ 0.1384(0.00727)‡ 0.0111(0.00103)‡ 0.0094(0.00023)
3rd stage 1.7150(0.06717)‡ 0.0159(0.00080)‡ 0.1451(0.00650)‡ 0.0061(0.00006) 0.0091(0.00023)
dMOP3 total 1.3215(0.03752)‡ 0.0523(0.00654)‡ 0.0581(0.00316)‡ 0.0527(0.01084)‡ 0.0271(0.00480)
1st stage 1.2558(0.08243)‡ 0.2124(0.03335)‡ 0.0634(0.00658) 0.2403(0.05530)‡ 0.1030(0.02493)
2nd stage 1.3319(0.05383)‡ 0.0149(0.00077)‡ 0.0567(0.00606)‡ 0.0101(0.00093)‡ 0.0091(0.00014)
3rd stage 1.3423(0.06014)‡ 0.0136(0.00076)‡ 0.0581(0.00316)‡ 0.0062(0.00010) 0.0090(0.00011)
5. Experimental results and analysis
5.1. Parameter settings
The strategies to compare with CKPS are as follows: (1) ran-
domly initialize strategy (RIS), which randomly generatesin-
dividuals in the feasible region of the decision space. (2) feed-
forward prediction strategy(FPS) [36] (3) predictive multiob-
jective genetic algorithm(PMGA) [39], which tracks the PF by
using the center points generated by clustering the PF. (4) pop-
ulation prediction strategy(PPS) [37]. The optimization algo-
rithm uses RM-MEDA [55] to optimize problems in RIS, FPS
and PPS. Because NSGA-II was used to optimize problems in
original PMGA, the optimization algorithm in PMGA is stil-
l NSGA-II here. Run 20 times independently on each problem
and there are 100 environmental changes in every run. Environ-
mental change degreent is 10 and the size of the population is
100. The dimensions of the decision space is 20. The parameter
p is 3 and the length of the history information sequenceM is
23 in AR(p) model. These parameters are consistent with [37],
[53].
Parametersin FPS: There are 3(m+1) predicted individuals.
Seventy percent of the other individuals in the new population
inherit the population in the last environmental change, and the
other 30% are generated randomly in search space[37],[53].
Parametersin PMGA: The number of centroid centers is 5 [39].
Parametersin CKPS: The number of knee points is 9.
Environmentalchangedetection: Select 5% of the individu-
als of the population to detect the environmental change. A
mismatch in the objective values suggests the environment has
changed[37],[53].
5.2. Comparison of performance evaluation results
In dynamic environments, the performance of different s-
trategies in different periods needs to be discussed in some sit-
uations [32, 37, 57, 53]. So, we divided 100 environmental
changes into three stages in the experiment: the first stage (1st
stage) included the front 20 environmental changes; the sec-
ond stage (2nd stage) included the middle 40 environmental
changes; the third stage (3rd stage) included the last 40 environ-
mental changes. Mean and standard deviation of MIGD values
and MHVD values are shown in Tables 1, 2, 3 and 4, respec-
tively. The best values are in bold face by comparison of the
five algorithms. The Wilcoxon ranksum test [59] was carried
out to indicate significance between different results at the 0.05
significance level.
5.2.1. Experimental results of comparison experiment on FDA
and dMOP test suits
As shown in Table 1, the five strategies are compared on the
FDA test suite and the dMOP test suite whose decision vari-
ables are linearly related for MIGD metric. The values in each
small cell denote average value and standard deviation. Total
represents all environmental changes, which includes 100 envi-
ronmental changes.
(1) For the total stage, CKPS is slightly worse than FPS on
FDA2 and dMOP2 whose PS are changeless. But for all the
other problems, CKPS is better than the four other strategies.
It indicates that CKPS has the ability to quickly respond to en-
vironmental changes. The results of RIS are the worst in most
cases, which indicates that these prediction strategies are better
than random strategy.
(2) For the first stage, CKPS is slightly worse than PMGA
on FDA1 and dMOP3. For all the other problems, CKPS is
significantly better than RIS, FPS, PMGA and PPS.
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Table 2: Mean and Standard Deviation of MHVD values of five strategies on FDA and dMOP test suites.‡ and† indicate CKPS performs significantly better than
and equivalently to the corresponding algorithm, respectiv ly.
Problems Statistic RIS FPS PMGA PPS CKPS
FDA1 total 1.2328(0.01073)‡ 0.0968(0.01053)‡ 0.1326(0.00669)‡ 0.0948(0.01448)‡ 0.0461(0.00287)
1st stage 1.2145(0.01900)‡ 0.3680(0.05223)‡ 0.1424(0.01292) 0.4192(0.07139)‡ 0.1525(0.01524)
2nd stage 1.2353(0.01564)‡ 0.0342(0.00249)‡ 0.1302(0.00557)‡ 0.0222(0.00227)† 0.0209(0.00046)
3rd stage 1.2390(0.01275)‡ 0.0305(0.00222)‡ 0.1301(0.01206)‡ 0.0133(0.00022) 0.0207(0.00031)
FDA2 total 0.0714(0.00125)‡ 0.0320(0.00079) 0.7283(0.01669)‡ 0.0325(0.00072)† 0.0320(0.00067)
1st stage 0.0719(0.00221)‡ 0.0372(0.00413)† 0.9557(0.05030)‡ 0.0405(0.00408) 0.0365(0.00364)
2nd stage 0.0714(0.00209)‡ 0.0306(0.00026)‡ 0.6743(0.00871)‡ 0.0301(0.00029) 0.0308(0.00016)
3rd stage 0.0711(0.00188)‡ 0.0310(0.00004) 0.6742(0.00871)‡ 0.0310(0.00005) 0.0312(0.00005)
FDA3 total 1.9361(0.01767)‡ 0.7761(0.01825)‡ 0.8604(0.00959)‡ 0.8420(0.02751)‡ 0.6668(0.00662)
1st stage 1.9195(0.04820)‡ 1.0479(0.05214)‡ 0.9852(0.01236)‡ 1.2829(0.14896)‡ 0.7489(0.02380)
2nd stage 1.9387(0.02533)‡ 0.7167(0.01667)‡ 0.8310(0.01652)‡ 0.7436(0.01854)‡ 0.6450(0.00915)
3rd stage 1.9414(0.02960)‡ 0.7064(0.01855)‡ 0.8310(0.02220)‡ 0.7310(0.02692)‡ 0.6497(0.01029)
FDA4 total 1.3838(0.01837)‡ 0.4249(0.01308)‡ 1.3108(0.01204)‡ 0.3818(0.00756)‡ 0.3363(0.00552)
1st stage 1.3392(0.03975)‡ 0.4993(0.03182)‡ 0.4503(0.00852)‡ 0.5100(0.02893)‡ 0.4034(0.02098)
2nd stage 1.3942(0.02764)‡ 0.4051(0.01404)‡ 1.5138(0.01953)‡ 0.3541(0.01032)‡ 0.3198(0.00664)
3rd stage 1.3945(0.02189)‡ 0.4093(0.01419)‡ 1.5165(0.01596)‡ 0.3487(0.01104)‡ 0.3209(0.00458)
dMOP1 total 1.1531(0.01823)‡ 0.1501(0.00097)‡ 0.4267(0.03460)‡ 0.1688(0.03108)‡ 0.1491(0.00079)
1st stage 1.0885(0.04142)‡ 0.1180(0.00484)† 0.3385(0.05409)‡ 0.1715(0.09166)† 0.1165(0.00398)
2nd stage 1.1718(0.03312)‡ 0.1577(0.00018)‡ 0.3985(0.02189)‡ 0.1780(0.03702)‡ 0.1569(0.00013)
3rd stage 1.1651(0.02816)‡ 0.1576(0.00020)‡ 0.4968(0.04069)‡ 0.1583(0.00015)‡ 0.1567(0.00025)
dMOP2 total 1.2672(0.01126)‡ 0.2156(0.01314)‡ 0.2138(0.01806)‡ 0.2190(0.01537)‡ 0.1646(0.00325)
1st stage 1.1689(0.02085)‡ 0.4303(0.06200)‡ 0.2783(0.02538)‡ 0.4484(0.07664)‡ 0.1862(0.01751)
2nd stage 1.2967(0.02139)‡ 0.1656(0.00309)‡ 0.1933(0.01614)‡ 0.1709(0.00237)‡ 0.1596(0.00034)
3rd stage 1.2844(0.02055)‡ 0.1636(0.00140)‡ 0.2036(0.02210)‡ 0.1581(0.00015) 0.1593(0.00057)
dMOP3 total 1.2282(0.00948)‡ 0.0972(0.00848)‡ 0.1326(0.00669)‡ 0.0947(0.01470)‡ 0.0459(0.00324)
1st stage 1.2046(0.02570)‡ 0.3695(0.04400)‡ 0.1424(0.01292) 0.4193(0.07355)‡ 0.1530(0.01662)
2nd stage 1.2317(0.01575)‡ 0.0340(0.00172)‡ 0.1302(0.00557)‡ 0.0219(0.00206)† 0.0206(0.00033)
3rd stage 1.2359(0.02242)‡ 0.0312(0.00184)‡ 0.1302(0.01206)‡ 0.0133(0.00024) 0.0203(0.00030)
Table 3: Mean and Standard Deviation of MIGD values of five strategies on F5-F10.‡ and† indicate CKPS performs significantly better than and equivalently to
the corresponding algorithm, respectively.
Problems Statistic RIS FPS PMGA PPS CKPS
F5 total 1.1439(0.04184)‡ 0.1852(0.08194)‡ 3.1110(0.07348)‡ 0.2323(0.07728)‡ 0.0366(0.00964)
1st stage 1.1844(0.06775)‡ 0.5886(0.41127)‡ 2.4771(0.36662)‡ 1.0473(0.36248)‡ 0.1163(0.04642)
2nd stage 1.1344(0.04050)‡ 0.1088(0.02892)‡ 3.2192(0.24029)‡ 0.0664(0.02698)‡ 0.0176(0.00136)
3rd stage 1.1341(0.06016)‡ 0.0746(0.02526)‡ 3.1110(0.07348)‡ 0.0169(0.00131) 0.0178(0.00127)
F6 total 0.5399(0.01228)‡ 0.0548(0.01680)‡ 1.2521(0.01678)‡ 0.0751(0.04238)‡ 0.0209(0.00279)
1st stage 0.6958(0.03924)‡ 0.1291(0.07744)‡ 1.2312(0.06075)‡ 0.3084(0.20490)‡ 0.0468(0.01387)
2nd stage 0.5103(0.01898)‡ 0.0404(0.00820)‡ 1.2799(0.03064)‡ 0.0269(0.00916)‡ 0.0148(0.00035)
3rd stage 0.4956(0.01674)‡ 0.0352(0.00504)‡ 1.2521(0.01678)‡ 0.0143(0.00050)‡ 0.0140(0.00037)
F7 total 0.6165(0.01535)‡ 0.1273(0.02343)‡ 1.2892(0.08301)‡ 0.1006(0.04024)‡ 0.0236(0.00751)
1st stage 0.6764(0.03353)‡ 0.3499(0.10311)‡ 1.3816(0.11334)‡ 0.4575(0.20361)‡ 0.0642(0.03934)
2nd stage 0.6009(0.01925)‡ 0.0879(0.02554)‡ 1.2468(0.09617)‡ 0.0208(0.00415)‡ 0.0139(0.00032)
3rd stage 0.6037(0.02552)‡ 0.0642(0.02467)‡ 1.2892(0.08301)‡ 0.0133(0.00055) 0.0140(0.00027)
F8 total 0.9083(0.02482)‡ 0.1418(0.00363) 0.3795(0.00647)‡ 0.1455(0.00463) 0.1542(0.00428)
1st stage 0.7666(0.04113)‡ 0.1944(0.01645) 0.3978(0.02375)‡ 0.2106(0.02369)† 0.2090(0.02210)
2nd stage 0.9473(0.04443)‡ 0.1313(0.00293) 0.3708(0.00756)‡ 0.1335(0.00198) 0.1422(0.00423)
3rd stage 0.9366(0.02643)‡ 0.1309(0.00169) 0.3795(0.00647)‡ 0.1301(0.00250) 0.1401(0.00323)
F9 total 1.1923(0.03253)‡ 0.3542(0.06750)‡ 2.5320(0.11486)‡ 0.6186(0.19477)‡ 0.1128(0.03742)
1st stage 1.2308(0.10033)‡ 0.9770(0.19262)‡ 4.2814(0.09784)‡ 2.5294(0.95190)‡ 0.3626(0.16418)
2nd stage 1.1787(0.06723)‡ 0.2203(0.07491)‡ 1.2583(0.00682)‡ 0.2632(0.09615)‡ 0.0540(0.02247)
3rd stage 1.1875(0.04852)‡ 0.2012(0.08490)‡ 2.5320(0.11486)‡ 0.0819(0.01601)‡ 0.0528(0.02338)
F10 total 1.0691(0.04720)‡ 0.4280(0.05312)‡ 0.7665(0.05569)‡ 0.5097(0.09978)‡ 0.0834(0.02518)
1st stage 1.1510(0.07724)‡ 0.6341(0.12031)‡ 1.1785(0.25386)‡ 1.5974(0.44011)‡ 0.2839(0.12102)
2nd stage 1.0608(0.04913)‡ 0.4188(0.05751)‡ 0.6958(0.01573)‡ 0.3004(0.08774)‡ 0.0379(0.00357)
3rd stage 1.0385(0.07501)‡ 0.3499(0.06662)‡ 0.7665(0.05569)‡ 0.2150(0.04395)‡ 0.0338(0.00449)
(3) For the second stage, CKPS is better than the other strate-
gies for most of the problems. But for the third stage, CKPS is
worse than PPS on FDA1, dMOP2 and dMOP3.
(4) For FDA4 which is three-dimensional, CKPS is better
than RIS, FPS, PMGA and PPS at all stages.
Exploring its reason to know, both FPS and PPS require the
accumulation of experience. Although knee points in CKPS
also need the accumulation of experience when predicting the
knee points, the non-dominated set can be directly predicted not
to accumulate experience. Coupled with the adaptive diversity
maintenance mechanism of CKPS, CKPS converges faster than
FPS and PPS. However, for the third stage, because the expe-
rience has been accumulated enough, PPS is better than CKPS
for some test problems.
As shown in Table 2, the five strategies are compared on F-
DA and dMOP test suites for DHVD metric. The comparable
results are almost same as MIGD. However, the eff ct of CKPS
seems better in some problems for DHVD. For example, CKPS
is better than FPS in all stages on dMOP1 for MHVD metric,
but not that for MIGD. The reason may be that the introduction
of knee point set makes CKPS seem better on MHVD metric.
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Table 4: Mean and Standard Deviation of MHVD values of five strategies on F5-F10.‡ and† indicate CKPS performs significantly better than and equivalently to
the corresponding algorithm, respectively.
Problems Statistic RIS FPS PMGA PPS CKPS
F5 total 1.3849(0.01419)‡ 0.4745(0.07067)‡ 1.7364(0.01230)‡ 0.4845(0.05354)‡ 0.2867(0.01269)
1st stage 1.5641(0.03251)‡ 0.9525(0.29421)‡ 1.8196(0.04988)‡ 1.3391(0.21636)‡ 0.4558(0.06450)
2nd stage 1.3441(0.01687)‡ 0.3951(0.05421)‡ 1.7344(0.03510)‡ 0.3148(0.04150)‡ 0.2466(0.00213)
3rd stage 1.3406(0.02808)‡ 0.3269(0.04382)‡ 1.6988(0.01811)‡ 0.2483(0.00111)‡ 0.2464(0.00160)
F6 total 0.9995(0.01531)‡ 0.3050(0.03246)‡ 1.5555(0.00974)‡ 0.3436(0.04867)‡ 0.2680(0.00663)
1st stage 1.3182(0.04079)‡ 0.4923(0.14787)‡ 1.7031(0.03430)‡ 0.7177(0.22655)‡ 0.3569(0.03433)
2nd stage 0.9273(0.02093)‡ 0.2646(0.02006)‡ 1.5148(0.01269)‡ 0.2626(0.01394)‡ 0.2470(0.00086)
3rd stage 0.9204(0.02104)‡ 0.2565(0.00858)‡ 1.5259(0.03027)‡ 0.2468(0.00105) 0.2469(0.00076)
F7 total 1.0988(0.01522)‡ 0.4448(0.04393)‡ 1.5220(0.02041)‡ 0.3625(0.02877)† 0.2706(0.01470)
1st stage 1.3190(0.03876)‡ 0.8952(0.17527)‡ 1.7286(0.01664)‡ 0.8413(0.14139)‡ 0.3804(0.07631)
2nd stage 1.0465(0.02740)‡ 0.3599(0.05159)‡ 1.4745(0.02450)‡ 0.2509(0.00448)‡ 0.2444(0.00081)
3rd stage 1.0464(0.02178)‡ 0.3157(0.04522)‡ 1.4715(0.02634)‡ 0.2467(0.00126)‡ 0.2445(0.00069)
F8 total 2.2789(0.02309)‡ 0.3797(0.00916) 0.9777(0.02016)‡ 0.3954(0.01577) 0.4036(0.01049)
1st stage 2.1534(0.06297)‡ 0.5431(0.04274) 1.0026(0.06811)‡ 0.6076(0.07844)‡ 0.5639(0.04777)
2nd stage 2.3030(0.02905)‡ 0.3413(0.00900) 0.9828(0.04316)‡ 0.3504(0.00781) 0.3690(0.01400)
3rd stage 2.3144(0.03879)‡ 0.3405(0.00750) 0.9609(0.01666)‡ 0.3397(0.00780) 0.3622(0.00999)
F9 total 1.3930(0.01395)‡ 0.6393(0.08717)‡ 1.7018(0.01392)‡ 0.6481(0.07278)† 0.3540(0.02149)
1st stage 1.5966(0.03298)‡ 1.2334(0.16517)† 1.9478(0.00387)‡ 1.6530(0.26199)† 0.6979(0.09374)
2nd stage 1.3371(0.01545)‡ 0.5259(0.10356)‡ 1.7470(0.02775)‡ 0.5175(0.10465)‡ 0.2712(0.01756)
3rd stage 1.3523(0.03077)‡ 0.4705(0.12764)‡ 1.5398(0.00912)‡ 0.3014(0.02611)‡ 0.2735(0.02093)
F10 total 1.3534(0.01879)‡ 0.8905(0.07059)‡ 1.1394(0.02832)‡ 0.7476(0.05592)‡ 0.3603(0.03571)
1st stage 1.5587(0.03333)‡ 1.2692(0.11566)‡ 1.7628(0.10585)‡ 1.5369(0.09760)‡ 0.7263(0.16954)
2nd stage 1.3022(0.02225)‡ 0.8541(0.09269)‡ 1.0906(0.03339)‡ 0.6028(0.09317)‡ 0.2756(0.00777)
3rd stage 1.3071(0.02902)‡ 0.7471(0.10528)‡ 0.8921(0.00826)‡ 0.5175(0.07129)‡ 0.2711(0.00851)
5.2.2. Experimental results of comparison experiment on F5-
F10
As shown in Table 3, CKPS is slightly worse than PPS on
three-dimensional problem F8 for the total stage, but better than
RIS, FPS, PMGA and PPS for the other problems, which indi-
cates that the average performance of CKPS is better. In the
early two stages, CKPS is better than RIS, FPS, PMGA and
PPS for most of the problems. But for the third stage, PPS is
better than CKPS for some problems. Explanations can also
be used as explained in Section 5.2.1. F5-F8 are the problems
with nonlinear correlation between decision variables. The pre-
diction of population is more difficult than FDA and dMOP test
suits for F5-F8. PPS also needs to accumulate experience, and
for the third stage, CKPS is slightly worse than PPS except F6.
F9-F10 are two more complicated problems than F5-F8. For
F9, environmental changes are slight, but sometimes, the Pare-
to set can jump from one area to another. For F10, the shape
of two continual PFs are different. As shown in Table 3, CKPS
is better than PPS at all stages of F9-F10. This may be the fact
that the adaptive population diversity maintenance mechanism
plays an important role except for knee points. The comparable
results in Table 4 are almost consistent with Table 3.
As shown in Tables 1, 2, 3 and 4, the standard deviation of
CKPS is small. It proves that robustness of CKPS is good. The
reason may be that the three mechanisms of CKPS work togeth-
er to make CKPS have a good robustness. For example, when
the problem is easy, the non-dominated set predicted and knee
point set predicted play a important role. However, when the
problem is difficult, the adaptive diversity mechanism plays a
more important role.
5.3. Distribution diagram of final population
For a more intuitive comparison, we selected FDA1, dMOP2,
F6 and F10 to draw the final population distribution of the five
strategies. It is the test problem of fixed PS in Figure 5, select-
ing six moments to observe results. Eight moments are selected
in the other figures. It can be seen from Figure 5 and Figure
6 that the experimental results are the same as those in Tables
1 and 2. In the early stages, CKPS has better convergence and
distribution, which shows that CKPS can better respond to en-
vironmental changes. In the later stage, the eff ct of PPS and
CKPS is the best, and their points are very close to PF. From
Figure 7 and Figure 8, it can be seen that the experimental re-
sults are substantially the same as those in Tables 3 and 4. The
problem in Figure 7 is F6, which is a complicated problem. Fig-
ure 8 shows a more complex problem, F10. It can be seen that
CKPS works very well for complex problems.
6. More discussion
CKPS includes predicting the non-dominated set by using
the feed-forward center points and knee point set using the AR
model. It has been widely applied to predict the whole popula-
tion with feed-forward center points. In this section, CKPSand
a common method of predicting the entire population using the
feed-forward center points are compared. Here, the method of
predicting the entire population using the feed-forward center
points is called Center-point Prediction Strategy(CPS). In addi-
tion, CKPS with different numbers of knee points are compared
to further observe the effect of the knee point on CKPS.
6.1. Comparison experiment of CKPS and CPS
6.1.1. A simple form of CPS





k ) + pop
t
k +Gaussion(0, d) (13)
wherek = 1, 2, . . . , n, n represents the dimensions of the deci-
sion vector.popt+1k andpop
k
k denote the individuals in t+1 step
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Figure 5: Final population distribution of the five strategies on FDA1.






















































































































(a) RIS (b) FPS (c) PMGA (d) PPS (e) CKPS
t=80
(e) CKPS(d) PPS(c) PMGA(b) FPS(a) RIS
Figure 6: Final population distribution of the five strategies on dMOP2.
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(a) RIS (b) FPS (d) PPS













(c) PMGA (e) CKPS
(e) CKPS
Figure 7: Final population distribution of the five strategies on F6.






























































































































Figure 8: Final population distribution of the five strategies on F10.
and t step in k dimension, respectively. Gaussion(0,d) denotes
a perturbation with expectation 0 and variance d.Ctk andC
t−1
k
denote the center points in t and t-1 step in the k-th dimension,
respectively.Ctk is shown as formula (5).
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Table 5: Mean and Standard Deviation of MIGD values of CPS andCKPS.‡ and† indicate CKPS performs significantly better than and equivalently to the
corresponding algorithm, respectively.
Problem Strategy total 1st stage 2nd stage 3rd stage
FDA1 CPS 0.0292(0.00479)† 0.1068(0.02595)‡ 0.0108(0.00012)‡ 0.0134(0.00084)‡
CKPS 0.0276(0.00360) 0.1051(0.01887) 0.0092(0.00015) 0.0091(0.00012)
FDA4 CPS 0.1191(0.00151) 0.1306(0.00587) 0.1164(0.00166)‡ 0.1386(0.00340)‡
CKPS 0.1204(0.00165) 0.1385(0.00561) 0.1159(0.00203) 0.1163(0.00161)
dMOP1 CPS 0.1135(0.04520)‡ 0.0853(0.03992)‡ 0.1178(0.08200)‡ 0.0043(0.00007)
CKPS 0.0076(0.00141) 0.0183(0.00727) 0.0051(0.00005) 0.0051(0.00006)
F5 CPS 0.0546(0.02595)‡ 0.1878(0.13015)‡ 0.0245(0.00485)‡ 0.0746(0.02526)‡
CKPS 0.0366(0.00964) 0.1163(0.04642) 0.0176(0.00136) 0.0178(0.00127)
F10 CPS 0.8113(0.09099)‡ 0.8323(0.19708)‡ 0.8288(0.17514)‡ 0.3499(0.06662)‡
CKPS 0.0834(0.02518) 0.2839(0.12102) 0.0379(0.00357) 0.0338(0.00449)























Figure 9: IGD trend comparison of CPS and CKPS over number of changes for 20 runs on dMOP1 and F10.
6.1.2. Comparison experiment
The parameters of CKPS are consistent with the experimen-
tal parameters in Section 5. Here, we selected five test prob-
lems: FDA1, FDA4, dMOP1, F5 and F10. These problems
are characterized by various difficulties. As shown in Table 5,
CKPS is better than CPS for the most of test problems. For
FDA1 and F5, CKPS is better than CPS for all stages. At the
beginning stage of FDA4, the eff ct of CKPS is worse than CP-
S. However, at the second and third stage of FDA4, CKPS is
better than CPS. It indicates that CKPS are eff ctive on the 3-
dimensional problem FDA4. For complex problems F10, the
experimental results of CKPS are significantly better than CPS.
For more intuitive observation, Figure 9 selected dMOP1 and
F10 to show the results which was consistent with Tables 1, 2,
3 and 4. Especially for F10, the advantages of CKPS can be
clearly seen from Figure 9. The eff ct of CKPS is much better
than CPS.
Exploring its reason to know, the reason that CKPS is bet-
ter than CPS may be the introduction of the knee point set,
which makes CKPS better respond to the environment for rela-
tively simple problems, such as FDA and dMOP test suits. For
more complex problems such as F10, the experimental results
of CKPS are significantly better than CPS. The specific reason
may be the adaptive diversity maintenance strategy of CKP-
S. Because the adaptive diversity maintenance mechanism of
CKPS can introduce random individuals of different numbers
according to the degree of difficulty of the problem, CKPS has
the powerful ability to deal with complex problems.
6.2. Comparison of different numbers of knee points in CKPS
It can be seen from Section 6.1 that the introduction of the
knee points in CKPS is undoubtedly a very important part of the
strategy in order to make CKPS track the PF more accurately,
and respond to the environment faster. For a clearer analysis
of the effect of the knee point, we compare the CKPS with the
knee points of different numbers.
6.2.1. A simple comparison of CKPS with knee points of differ-
ent numbers
To analysis simply the effect of knee points on CKPS, a sim-
ple comparison of CKPS with knee points of different numbers
was done. Because the knee point set was as the guided in-
dividuals, the number of knee points should not large. In the
experiment, the number of knee points varied from zero to nine
and dMOP1 and F10 were selected to observe results.
From Fig. 10, we can see that the trend of IGD is downward
almost the whole on dMOP1 and F10. When the number of
11




















Figure 10: IGD trend comparison of CKPS with knee points of different numbers on dMOP1 and F10.























Figure 11: IGD trend comparison of CKPS(0) and CKPS(9) over number of changes for 20 runs on dMOP1 and F10.
knee points is nine, IGD has a smaller value than other num-
bers. Therefore, the knee point set has the eff ct to accelerate
convergence.
6.2.2. Comparison of two different numbers of knee points in
CKPS
We compared the CKPS with zero knee point to the CKPS
with nine knee points. Suppose that the number of knee points
is k. Let CKPS of k=0 be CKPS(0), and CKPS of k=9 be CKP-
S(9). Here, we selected FDA1, dMOP1, dMOP2, F5 and F10
to observe results. From Table 6 we can see that, CKPS(9) is
better than CKPS(0) for almost all problems. In Fig. 11, two
representative test questions, dMOP1 and F10, are chosen to
describe the IGD trend comparison of CKPS(0) and CKPS(9)
over number of changes for 20 runs. It can be intuitively seen
that CKPS(9) is much better than CKPS(0) on dMOP1 and F10.
Above all, we know that the introduction of the knee points
in CKPS can make the population response faster to the envi-
ronment.
7. Conclusions and future work
This paper has presented a novel prediction strategy based on
center points and knee points. The non-dominated set predict-
ed by feed-forward center points is the body of the predicted
population. The knee point set predicted by prediction model
is as the guidance individuals, which makes the strategy track
the PF more accurately and respond to the environment faster.
The adaptive diversity maintenance strategy can adaptively in-
troduce random individuals of different numbers according to
the degree of difficulty of the problem to keep the diversity of
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Table 6: Comparison of two different numbers of knee points in CKPS on FDA1, dMOP1, dMOP2, F5, F10 for Mean and Standard Deviation of MIGD values.
Problem Strategy total 1st stage 2nd stage 3rd stage
FDA1 CKPS(0) 0.0297(0.00593)† 0.1092(0.03091)‡ 0.0109(0.00022)‡ 0.0108(0.00013)‡
CKPS(9) 0.0276(0.00360) 0.1051(0.01887) 0.0092(0.00015) 0.0091(0.00012)
dMOP1 CKPS(0) 0.1617(0.03600)‡ 0.1337(0.06011)‡ 0.1798(0.05438)‡ 0.1570(0.07509)‡
CKPS(9) 0.0076(0.00141) 0.0183(0.00727) 0.0051(0.00005) 0.0051(0.00006)
dMOP2 CKPS(0) 0.0332(0.00553)‡ 0.1189(0.02839)‡ 0.0129(0.00029)‡ 0.0128(0.00036)‡
CKPS(9) 0.0272(0.00611) 0.1028(0.03196) 0.0094(0.00023) 0.0091(0.00023)
F5 CKPS(0) 0.0391(0.01514)† 0.1059(0.06841) 0.0233(0.00413)‡ 0.0233(0.00456)‡
CKPS(9) 0.0366(0.00946) 0.1163(0.04642) 0.0176(0.00136) 0.0178(0.00127)
F10 CKPS(0) 0.3015(0.06009)‡ 0.3500(0.11253)‡ 0.3003(0.06600)‡ 0.2796(0.06322)‡
CKPS(9) 0.0834(0.02518) 0.2839(0.12102) 0.0379(0.00357) 0.03380.00449
the population. We selected the FDA test suite and dMOP test
suite, a total of seven test problems whose decision variables
were linearly related. In addition, F5-F10 were selected be-
cause their decision variables are nonlinear correlation.It can
be seen that CKPS was better than RIS, FPS, PMGA and PPS in
total, first and second stage. In the third stage, CKPS was bet-
ter than PPS for most of the problems, but also slightly worse
than PPS on other problems. It was because PPS accumulates e-
nough experience to make it better than CKPS in the third stage.
It will be also the disadvantage of CKPS. This is the focus of
our future work. In Section 6, CKPS and CPS were compared
with each other. In addition, CKPS(0) and CKPS(9) were com-
pared. We have found that the introduction of the knee pointsin
CKPS can give more rapid response to the environment. How
to better partition knee points and how to better track PF, so
as to better reflect the advantage of the knee point is another
important work for future study.
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