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Abstract
In this paper we prove a quantiative local limit theorem for the distribution of the number
of triangles in the Erdo˝s-Renyi random graph G(n, p), for a fixed p ∈ (0, 1). This proof is
an extension of the previous work of Gilmer and Kopparty, who proved that the local limit
theorem held asymptotically for triangles. Our work gives bounds on the ℓ1 and ℓ∞ distance of
the triangle distribution from a suitable discrete normal.
1 Introduction
This paper is concerned with the distribution of the number of triangles appearing in an Erdo˝s-
Renyi random graph G(n, p) (a graph with n vertices where each edge is present independently
with probability p). Recently, [GK14] showed a local limit theorem in this context which says
that the distribution of the number of triangles approaches the discrete normal. Our main results
show quantitative bounds, both pointwise and global, on how far the distribution of the number of
triangles in a random graph can vary from a normal distribution. In particular, if T is the random
variable corresponding to the number of triangles in G(n, p) we show that for all k ∈ Z and ǫ > 0,
Pr[T = k] = 1√
2πσ
exp
(
−(k − µ)
2
2σ2
)
+O(n−2.5+ǫ)
where µ = E[T ] = p3(n3) and σ = V ar(T ). From this we are also able to obtain a quantitative
bound on the ℓ1 distance of T from a suitable discrete normal:
∑
k∈N
∣∣∣∣∣Pr(T = k)− 1√2πσ exp
(
−
(
k − p3(n3))2
2σ2
)∣∣∣∣∣ = O(n−.5+ǫ)
1.1 History
The study of subgraph counts dates back to the very beginning of random graphs, when Erdo˝s and
Renyi proved in 1960 [ER61] that certain subgraph counts behaved in expected ways by using the
second moment method. In the 1980’s there were several papers studying which subgraph counts
obeyed a central limit theorem (see [KR83, Kar84, NW88]). For example, in this period a central
∗Research supported in part by NSF grants CCF-1253886 and CCF-1540634, and the US-Israel Binational Science
Foundation grant 2014359.
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limit theorem was shown for the triangle counting random variable T , which stated that for any
real numbers a < b
Pr [T ∈ [µ+ aσn, µ + bσn]] = 1√
2π
∫ b
a
e−t
2/2dt+ o(1)
This line of work eventually found a complete solution in the work of Rucin´ski [Ruc88] who
gave a characterization for when subgraph counts obeyed a central limit theorem. In 1989 there
was progress made on showing central limit theorems with quantitative bounds in the work of
Barbour, Karon´ski and Rucin´ski [BKR89]. Slightly afterwards Janson and Nowicki [JN91] gave
alternate arguments for central limit theorems using the language of U-statistics using a good basis
for functions on the probability space of graphs.
If the edge probability p ∼ cn for some constant c, then Erdo˝s and Renyi [ER61] showed that
the number of triangles in G(n, p) converges to a Poisson distribution. This result was a local limit
theorem, as it estimated the pointwise probabilities Pr[T = k] for k constant. Further, Ro¨llin and
Ross [RR15] showed a local limit theorem when p ∼ cnα for α ∈ [−1,−12 ]. In this regime they
showed that the triangle counting distribution converges to a translated Poisson distribution (which
is in turn close to a discrete Gaussian) in both the ℓ∞ and total variation metrics.
In 2014, Gilmer and Kopparty [GK14] proved a local limit theorem for triangle counts for
G(n, p) in the regime where p is a fixed constant. In particular they proved that
Pr[T = k] = 1√
2πσ
exp
(
−(k − µ)
2
2σ2n
)
± o(n−2)
It should be noted that this is largely a qualitative result, as the main term has size Θ(n−2) while
the error term is o(n−2). This type of result should also be contrasted with the central limit theorem
given above. This theorem gives an estimate for the probability of having exactly k triangles or
differing from the expected number of triangles by exactly 17. The central limit theorems estimate
the probability of having a number of triangles in an interval of length proportional to the standard
deviation.
The proof in [GK14] proceeded by using the characteristic function. The main step there was
to show that |ϕ(t) − ϕn(t)| is small for t ∈ [−πσn, πσn], where ϕ represents the characteristic
function of the standard normal distribution, and ϕn represents the characteristic function the
triangle counting function T .
1.2 Our Results
We improve the result of Gilmer and Kopparty by adding a quantitative estimate for the convergence
of T to the normal. We strengthen their bound to give explicit distance bounds.
Theorem 1. For any k ∈ N we have that
Pr[T = k] = 1√
2πσn
e
−(k−p
3(n2))
2
2σ2n +O(n−2.5+ǫ)
For k = µn +O(σn) this shows that Pr[T = k] is within a (1 +O(n− 12+ǫ)) multiplicative factor
of 1√
2πσ
exp
(
− (k−µ)22σ2n
)
, while the best known previous bound could only show a factor of (1+o(1)).
A polynomial factor is also the best possible bound, as even the binomial distribution of
(n
3
)
i.i.d.
summands differs from the normal by a polynomial factor. As a consequence of Theorem 1 we also
find a quantitative bound on the ℓ1 distance between T and the normal.
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Theorem 2. ∑
t∈N
∣∣∣∣∣Pr(T = t)− 1√2πσ exp
(
−
(
t− p3(n3))2
2σ2
)∣∣∣∣∣ = O(n−0.5+ǫ)
The results in [GK14] were not enough to imply ℓ1 distance bounds, so this is the first result of
this kind for triangle counts. Our arguments are based on giving better bounds on the characteristic
function of T . The main improvments come from viewing the triangle counting function as a
function over {0, 1}([n]2 ), and choosing a suitable basis for this space of functions. This method is
closely related to the method employed by Janson and Nowicki in [JN91]. In paricular, we will
choose the p-biased Fourier basis over this space of functions given, with basis functions denoted
χS where S ⊂
([n]
2
)
. That is, each basis element is a function depending on some subset of the
possible edges in our graph. The main mass of the triangle counting function will come from basis
elements of the form χe, where e is some edge in
([n]
2
)
. In other words, we will find that T is
highly concentrated on its weight 1 Fourier coefficients. This allows us to show that T may be
reasonably well approximated as simply a linear function of the number of edges in the random
graph. Informally, this follows the intuition that if one wanted to know how many triangles are in
a fixed graph G, a reasonable estimator would be to simply ask how many edges are in the graph,
and scale appropriately.
The actual estimation will be performed in two steps. First we will normalize T to have mean 0
and variance 1 by defining Z := T −µσ . Then we will split Z up into two pieces Z = X+Y , where X
carries the weight 1 fourier terms which dominate Z, and Y contains the higher order terms, which
we will treat as error terms. We then use as blunt a tool as the mean value theorem to estimate
the characteristic function by saying E[eitZ ] = E[eitX +O(|tY |)]. Since X is a sum of i.i.d. random
variables and Y is small, we will get that this converges to the characteristic function of the normal
distribution when t is small.
For slightly larger t we adapt this method slightly, by first revealing some k-regular subgraph
and then performing our estimates given this information. This will shrink the size of Y by a factor
of (k/n)2, but only shrink X by a factor of k/n. This gives us a better error term, at the cost of
only slightly shrinking our main term. For this part of the argument we cannot give an exact main
term for |ϕZ(t)|, as we could in the first method. However for t large, because the normal has very
small characteristic function it suffices simply to show that |ϕZ(t)| is very small as well.
1.3 Organization of this Paper
In section 2 we set up our notation and introduce some facts which will be necessary for the
later sections. Section 3 contains the statements and proofs of our main results, modulo the main
technical lemmas. In section 4 we examine the decomposition of T with respect to the p-biased
Fourier basis, and in section 5 we exploit this decomposition to prove our main lemmas. Finally in
section 6 we extend these arguments to a more general setting to capture larger subgraph counts.
2 Preliminaries and Notation
We will be working with a random variable which is defined as a graph function applied to an
Erdo˝s-Renyi random graph G(n, p). We will be working in the regime where our probability p is a
fixed constant, and n → ∞. We will realize our probability space as drawing x ∈ {0, 1}(n2) where
each coordinate of x is labelled by an edge e ∈ ([n]2 ), and we have that for all edges, xe is 0 with
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probability 1 − p and 1 with probability p. ([n]2 ) refers equivalently to either the set of all pairs of
distinct elements from [n], or the set of possible edges of a graph with vertex set [n].
Continuing our notation from the abstract, we use T : {0, 1}(n2) → N to denote the triangle
counting function, which returns the number of triangles in the graph with edge set given by
the indicator vector {0, 1}(n2). One might note that the random variable T depends on both the
probability p, and the size of the vertex set n in question. We will often supress the dependence on
n and p, as we will be considering p to be fixed and our analysis will be done for a generic n, with
limits only taken in the proof of the main theorem.
2.1 p-Biased Fourier Basis
To apply our analysis we use the p-biased Fourier basis for functions on this probability space. We
define this as follows. For each edge e ∈ ([n]2 ) we define χe : {0, 1}(n2) → R as follows:
χe := χe(x) :=
xe − p√
p(1− p) =
−
√
p
1−p if xe = 0√
1−p
p if xe = 1
This is just the transform of the bernoulli random variable xe so that it has mean 0 and variance
1. Now for an arbitrary set S ⊂ [n] we can define
χS := χS(x) :=
∏
e∈S
χe
We note that if we take our inner product of two functions f, g : {0, 1}(n2) → R to be defined by
E[fg], then {χS | S ⊂ [n]} is an orthonormal basis (See [O’D14] chapter 10 for more detail on this
topic).
For any function f : {0, 1}(n2) → R, if we define the Fourier transform fˆ : {0, 1}(n2) → R to be
fˆ(S) := E[f(x)χS(x)]
then by orthonormality we have that
f(x) =
∑
S⊂([n]2 )
fˆ(S)χS(x)
2.2 Probability Terminology and Notation
In proving limit theorems, it is convenient to normalize the family of random variables to have
mean 0 and variance 1, so throughout this chapter we will usually work with the related random
variable Z : {0, 1}([n]2 ) → R
Z(x) := Zn(x) :=
T − µ
σ
We will frequently refer to the characteristic function of Z as ϕZ(t) := E[e
itZ ]. Most of the
work will be focused on studying ϕZ , and showing it is close to e
−t2/2.
We will also throughout the chapter label the variance of T as σ2 := σ2n := E[T 2] − E[T ]2. A
consequence of orthonormality gives us the following result, sometimes called Parseval’s Theorem:
σ2 := E[T 2]− E[T ]2 =
 ∑
S⊂([n]2 )
Tˆ (S)2
− Tˆ (∅)2 = ∑
S 6=∅
Tˆ (S)2 (1)
4
2.3 Some Graph Notation
Let G be a graph with vertex set [n] and edge set E ⊂ ([n]2 ). Given a triangle △ with vertex set
{v1, v2, v3} ⊂ [n] we will use the notation e ∈ △ to denote that e is an edge in the triangle △ i.e.
e ∈ ({v1,v2,v3}2 ). Additionally we will occasionally identify a triangle △ with its edge set. That is, if
we have S ⊂ ([n]2 ) and we write S = △, that means S is the edge set of some triangle.
Also we will frequently need to refer to the case where e1 and e2 are two edges which are incident
to a common vertex (i.e. e1 = (v1, v2) and e2 = (v2, v3)). We will denote this as e1 ∼ e2.
2.4 Notation for function restrictions
Often we will have a function f : {0, 1}n → R, and we will want to refer to the function obtained
from f by restricting some input coordinates to have certain values. In particular assume that
we have H ⊂ [n] some fixed subset of input variables. Then for β ∈ {0, 1}Hc we will define
fβ : {0, 1}H → R by
fβ(α) = f(α, β)
2.5 Ingredients for the Proof
In this section we cite some useful results from the literature. We will need the following Hyper-
contractivity result which bounds the probability that a low degree boolean function deviates from
its mean.
Theorem 3 ([O’D14] Theorem 10.24). Let f : {0, 1}n → R be a polynomial of degree k, and
λ := min(p, 1 − p). If x ∈ {0, 1}n is chosen by setting each coordinate independently to be 1 with
probability p and 0 with probability 1− p then for any t ≥√2e/λk,
Pr (|f(x)| ≥ t‖f‖2) ≤ λk exp
(
− k
2e
λt
2
k
)
We will also use some of the existing bounds on the characteristic function of T , which were
derived in Gilmer-Kopparty. We slightly modify their result to have a different choice of numbers,
but the proof remains unchanged.
Lemma 1 (GK [GK14] Theorem 5). Fix ǫ > 0. If ϕn(t) is the characteristic function of Z =
T −p3(n3)
σ , then for |t| ∈ [n.5+ǫ, πσn] it holds that |ϕn(t)| = O(|t|−50).
We will frequently deal with Bernoulli random variables, and so the following bound on their
characteristic function will be useful.
Lemma 2. Let X be the mean 0 variance 1 random variable taking the values
X :=
−
√
p
1−p with probability 1− p√
1−p
p with probability p
Then for |t| <√p(1− p)π we have that |E[eitX ]| < 1− 2t2π2 .
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Proof. Let Y be the random variable taking the value −1 with probability p and 1 with probability
1− p. Y has variance 4p(1− p), and X = Y−E[Y ]
2
√
p(1−p) . Define t˜ :=
t
2
√
p(1−p) . So we can compute that
|E[eitX ]|2 =
∣∣∣E [eit˜Y ]∣∣∣2 = |pe−it˜ + (1− p)eit˜|2 = ‖(cos(t˜), (1− 2p) sin(t˜))‖2
= 1− 4p(1 − p) sin2(t˜) ≤ 1− 16p(1 − p)
π2
t˜2 ≤ 1− 4t
2
π2
where we used the fact that | sin()˜| ≥ 2|˜|π for |˜| ≤ π2 . Lastly noticing that
√
1− x ≤ 1− x2 completes
the proof.
3 Main Results
Here we give the high level proof of our main results, deferring the proofs of the important lemmas
to the next section. First, we need the following standard theorem from probability.
3.1 Local Limit Theorem for T .
Theorem 4 (Fourier Inversion Formula for Lattices). Let X be a random variable supported in
b+ hZ, and let ϕ(t) be the characteristic function of X. Then for x ∈ b+ hZ
P(X = x) =
h
2π
∫ π
h
−π
h
e−itxϕX(t)dt
As a consequence of this lemma we can turn characteristic function bounds for sequences of
random variables into statements about their limiting distribution.
Lemma 3. Let Y be the standard normal distribution which has density N (x) = 1√
2π
e−
x2
2 and
characteristic function ϕ(t) = e−
t2
2 . Let Xn be a sequence of random variables supported in the
lattices Ln = bn + hnZ, then
|hnN (x)− P(Xn = x)| ≤ hn
(∫ π
hn
− π
hn
|ϕ(t)− ϕn(t)| dt+ 1√
2πt
e−
t2
2
)
Proof. By the general (that is, not the lattice version above) inversion principle for characteristic
functions, we have N (x) = 12π
∫∞
−∞ e
−itxϕ(t)dt. By the above theorem we have that P(Xn = x) =
hn
2π
∫ π
hn
− π
hn
e−itxϕn(t)dt. So we have that
|hnN (x)− P(Xn = x)| =
∣∣∣∣∣hn2π
∫ ∞
−∞
e−itxϕ(t)dt− hn
2π
∫ π
hn
− π
hn
e−itxϕn(t)dt
∣∣∣∣∣
≤
∣∣∣∣∣hn2π
∫ π
hn
− π
hn
e−itx (ϕ(t) − ϕn(t)) dt
∣∣∣∣∣+
∣∣∣∣∣hn2π
∫
|t|> π
hn
e−itxϕ(t)dt
∣∣∣∣∣
≤ hn
(∫ π
hn
− π
hn
|ϕ(t)− ϕn(t)| dt+ 1√
2πt
e−
t2
2
)
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The main calculation of this chapter is the following theorem, whose proof is given in Section
5.
Theorem 5. Fix ǫ > 0. Let Z :=
T −p3(n3)
σ , and ϕZ(t) be the characteristic function of Z. Then∫ πσn
−πσn
∣∣∣∣ϕZ(t)− e−t22 ∣∣∣∣ = Oǫ(n−.5+ǫ)
We can now prove our main claim, Theorem 1, as it is elementarily equivalent to the following
corollary.
Corollary 1. Let Ln := 1σn (Z− p3
(n
3
)
). Then for any x ∈ Ln we have that∣∣∣∣P(Zn = x)− N (x)σn
∣∣∣∣ = Oǫ ( 1n2.5−ǫ
)
Proof. Apply Lemma 3 to Z, combined with the estimate for the characteristic function of Z given
by Theorem 6.
3.2 Bounds on the Statistical Distance of T from Normal
We give a lemma which will allow us to turn the L∞ bounds we obtain into bounds on the statistical
difference of T from the normal.
Lemma 4. Let N be the density of the standard normal and ϕ(t) its characteristic function. Let
Xn be a sequence of random variables supported in the lattice Ln := bn + hnZ, and with chf’s ϕn.
Assume that the following hold:
1. supx∈Ln |Pr(Xn = x)− hnN (x)| < δnhn
2. Pr(|Xn| > A) ≤ ǫn
Then
∑
x∈Ln |Pr(Xn = x)−N (x)| ≤ 2Aδn + ǫn + hn√2πAe
−A2
2 .
Proof. We directly compute that:∑
x∈Ln
|Pr(Xn = x)− hnN (x)| ≤
∑
x∈Ln
|x|<A
|Pr(Xn = x)− hnN (x)|+
∑
x∈Ln
|x|≥A
|Pr(Xn = x)− hnN (x)|
≤
∑
x∈Ln
|x|<A
|Pr(Xn = x)− hnN (x)|+ Pr(Xn ≥ A) + hn
∫
|x|>A−1
N (x)dx
≤ 2A
hn
δnhn + ǫn +
hn√
2πA
e
−A2
2
We can now use this to give a proof that the statistical distance between triangle counts and
discrete normal variable is asymptotically small. We will pick A := log2(n). By an application of
hypercontractivity (Theorem 3) we find that
Pr(|Zn| > log2(n)) ≤ e−Ωp(log2(n)) = n−Ωp(log(n)) = o
(
n−.5
)
This bounds the ǫn term in the above theorem. We also have from Corollary 1 that supx∈Ln |Pr(Xn =
x) − hnN (x)| = Oǫ(n−2.5+ǫ). Combining this with the calculation that σn = Θ(n2) we obtain the
following corollary, which is equivalent to Theorem 2:
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Corollary 2. Fix ǫ > 0. Let Ln := 1σn (Z − p3
(n
3
)
). Then∑
x∈Ln
∣∣∣∣Pr(Z = x)− 1σN (x)
∣∣∣∣ = Oǫ(n−.5+ǫ)
Proof. In the above Lemma for Xn = Tn we have that hn = σn. We may take δn := n−.5+ ǫ2 by
Corollary 1, and we may fix A = log2(n) as above. Then as argued above ǫn = O(n
−.5) while
e−
A2
2 is miniscule. Plugging these choices into the bound given by Lemma 4 gives the desired
estimate.
4 Properties of the Triangle Counting Function
In this section we express the triangle counting function in the p-biased Fourier basis, and compute
some basic properties.
Given a particular triangle △ with vertex set v1, v2, v3, we will use the notation e ∈ △ to denote
that e is an edge in the given triangle △. The indicator function of this triangle’s presence given
the graph with edge indicator vector x ∈ {0, 1}(n2) is given by
1△(x) =
∏
e∈△
xe =
∏
e∈△
(√
p(1− p)χe(x) + p
)
= p3 + p2
√
p(1− p)
∑
e∈△
χe + p
2(1− p)
∑
e1 6=e2∈△
χ{e1,e2} + (p(1− p))
3
2χ{e1,e2,e3}
Given two edges every edge appears in n− 2 triangles, and each pair of edges appear in exactly
1 triangle iff they are incident to a common vertex (an event which we denote by e1 ∼ e2) we find
by summing over all possible triangles that
T = p3
(
n
3
)
+ (n− 2)
∑
e∈([n]2 )
p2
√
(p)(1 − p)χe +
∑
e1∼e2
p2(1− p)χ{e1,e2} +
∑
△
p
3
2 (1− p) 32χ△
Restated we have found the Fourier Transform of T and it has the form
Tˆ (S) =

p3
(n
3
)
if S = ∅
(n− 2)p2√(p)(1 − p) if |S| = 1
p2(1− p) if S = {e1, e2}, e1 ∼ e2
p
3
2 (1− p) 32 if S = △
0 else
(2)
We compute the variance of T using the orthonormality of our basis (or Parseval) to be
σ2 : = E[T 2]− E[T ]2 =
∑
S⊂([n]2 )
S 6=∅
Tˆ 2(S)
=
∑
e∈([n]2 )
(
(n− 2)p2
√
(p)(1− p)
)2
+
∑
e1∼e2
(
p2(1− p))2 +∑
△
(
p
3
2 (1− p) 32
)2
=
(
n
2
)
(n− 2)2p5(1− p) + 3
(
n
3
)
p4(1− p)2 +
(
n
3
)
p3(1− p)3
= Θ(n4)
(3)
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It should be noted that asymptotically we have σ ∼ p5/2(1−p)1/22 n2. Also it is significant that the
main term in the above expansion of σ2 comes entirely from terms of the form χe, for a singleton
set containing one edge e. This shows that T has Fourier spectrum highly concentrated on degree
1. In particular, if we define W 1 :=
∑
e Tˆ 2(e) then σ2 =W 1(1 +O( 1n)).
Recall that we defined Z := T −µσ =
T −p3(n3)
σ . By construction Z has mean 0 and variance 1.
The fourier decomposition of Z is just a normalized version of T . In particular Zˆ(S) = Tˆ (S)σ if
S 6= ∅, and Zˆ(∅) = 0.
5 Estimating the Characteristic Function of Z
5.1 Main Results of the Section
In this section we prove the following bound
Theorem 6. Let Z :=
T −p3(n3)
σ , and ϕZ(t) be the characteristic function of Z. Then for any ǫ > 0∫ πσn
−πσn
∣∣∣∣ϕZ(t)− e−t22 ∣∣∣∣ = Oǫ(n.5−ǫ)
The work is done over 3 sections, each corresponding to different sizes of t. In Section 5.2 we
prove the following bound which, while true for all t, is most useful for smaller values of t
Lemma 5. ∣∣∣∣ϕZ(t)− e− t22 ∣∣∣∣ = O
 t3e− t23
n
+
t√
n

Subsequently in Section 5.3 we prove the result for “mid-sized” t that
Lemma 6. Fix 0 < ǫ < 1. Then ∫ n 1+ǫ2
nǫ
|ϕZ(t)|dt ≤ Oǫ(n−.5+ǫ)
Lastly for |t| ≥ n 1+ǫ2 we simply cite Lemma 1. Combining all these results immediately gives
Thoerem 6. For completeness we give the proof.
Proof of Theorem 6.∫ πσn
−πσn
∣∣∣∣ϕZ(t)− e−t22 ∣∣∣∣ = ∫|t|<n0.05
∣∣∣∣ϕZ(t)− e−t22 ∣∣∣∣+ ∫
n0.05<|t|<n.5+ ǫ10
∣∣∣∣ϕZ(t)− e−t22 ∣∣∣∣
+
∫
n.5+
ǫ
10<|t|<πσn
∣∣∣∣ϕZ(t)− e−t22 ∣∣∣∣
≤
∫
|t|<nǫ
O
 t3e− t23
n
+
t√
n
 dt+Op,ǫ(n−.5+ǫ) +O(n−50) + 2 ∣∣∣∣∫ πσn
nǫ
e−
t2
2 dt
∣∣∣∣
= Oǫ(n
−0.5+2ǫ)
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5.2 Bounds for small t
In this section we prove the following result
Lemma 5. ∣∣∣∣ϕZ(t)− e− t22 ∣∣∣∣ = O
 t3e− t23
n
+
t√
n

This shows that the characteristic function of Z is very close to that of N(0, 1) for small t. In
that regard this result is a generalization of a central limit theorem for T , which is equivalent to
the pointwise convergence of ϕZ(t) to e
−t2/2.
Proof. We can decompose Z into two parts, the dominant weight one part X, and a smaller term
corresponding to fourier coefficients of weight ≥ 2. In particular let Q :=
√
1
(n2)
. Then we define
X :=
∑
e∈([n]2 )
Qχe Y :=
∑
e∈([n]2 )
(Zˆ(e) −Q)χe +
∑
|S|≥2
Zˆ(S)χS
First we examine X. It is the mean 0 variance 1 sum of independent random variables, and so
by Berry-Esseen (see Petrov [Pet75], Chapter V lemma 1) we know that if
Ln :=
(
n
2
)
E[|Qχe|3] = p
2 + (1− p)2√(n
2
)
p(1− p)
= Θp (1/n)
then for t ≤ 14Ln we have that ∣∣∣∣E[eitX ]− e− t22 ∣∣∣∣ ≤ 16Ln|t|3e−t23 (4)
Now we turn our attention to Y . Y is best thought of as an error term. It is where the
dependence of our random variable Z lives, and it will be always very small. In particular, using
Cauchy-Schwarz and the orthogonality of our basis we obtain
E |Y | ≤
√
E |Y |2 = var(Y ) =
∑
e
(Zˆ(e)−Q)2 +
∑
|S|≥2
Zˆ2(S)
We know from prior calculations that∑
|S|≥2
Zˆ2(S) =
3
(n
3
)
p4(1− p)2 + (n3)p3(1− p)3
σ2
= O
(
1
n
)
Further we can estimate(
n
2
)
σ2Zˆ2(e)− σ2 =
(
n
2
)
Tˆ 2(e)− σ2 = O(n3) =⇒ Zˆ2(e)− 1(n
2
) = O(n−3)
Therefore using the fact that (x − y) = (x2 − y2)/(x + y) coupled with the observation that
Zˆ(e) +Q = Θ
(
1
n
)
, we find that
|Zˆ(e)−Q| ≤
∣∣∣∣∣∣
Zˆ2(e)− 1
(n2)
Zˆ(e) +Q
∣∣∣∣∣∣ = O
(
1
n2
)
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So as a result we can conclude that var(Y ) = O(1/n) and so E[|Y |] = O( 1√
n
). Now we are
ready for our characteristic function bound for Z. If |t| ≤ 14Ln = Θp(n) then combining the above
with equation 10 yields.
∣∣∣∣ϕZ(t)− e− t22 ∣∣∣∣ = ∣∣∣∣E [eitZ]− e− t22 ∣∣∣∣ = ∣∣∣∣E [eit(X+Y )]− e− t22 ∣∣∣∣ ≤ ∣∣∣∣E [eitX]− e− t22 ∣∣∣∣+ ∣∣E [eitX+Y ]− E eitX ∣∣
≤ 16Ln|t|3e
−t2
3 + E |tY | = O
t3e− t23
n
+
t√
n

The last inequality comes from simply applying the mean value theorem to the function eitx.
The first term in the error is dominated for any choice of t, and so we can simplify the error to
|ϕZ(t)− e−t2/2| = O(tn−1/2).
5.3 Bounds for slightly larger t
Here we perform the same operation as above, except we first reveal a fraction of the edges. The
intuition behind this is that revealing a q fraction of the edges will reduce the number of edge
variables over which we take our expectation by q, but it will reduce the influence of larger sets by
even more, namely by q|S| ≥ q2. Thus in the above estimate when we decompose Z into X + Y we
will find that Y will be significantly smaller, allowing us to get a better estimate.
For any natural number k, we can take H to be a k-regular bipartite graph on n vertices. Then
it makes sense to talk about the restriction of Z to the variables in H. That is we are revealing the
edges in Hc to be some vector β ∈ {0, 1}Hc , and consider the function Zβ : {0, 1}H → R given by
Zβ(α) = Z(α, β). First we note that by the law of total probability we have that
E[eitZ ] = E
β∈{0,1}Hc
E
α∈{0,1}H
[eitZβ(α)]
So now we turn our attention to examining the form Zβ takes for a typical restriction β. First
let us consider what happens to a generic basis function χS ( For a general consideration of how
restriction interacts with fourier bases (particularly in the case of p = 12) see [O’D14] Chapter 3.3
). If we split S as S = SH ∪ SHc where SH ⊂ H and ScH ⊂ Hc then
(χS)β(x) = χSHc (β)χSH (x)
So we can use this to compute the Fourier transform of Zβ : {0, 1}H → R. For an arbitrary S ⊂ H
we will have that
Ẑβ(S) =
∑
T⊂Hc
χT (β)Zˆ(S ∪ T ) (5)
If we fix S, and think of β as an input, then Ẑβ(S) can be viewed as a function of β, Ẑβ(S) :
{0, 1}Hc → R.
Claim 1. Let A be the event (over the space of revelations β ∈ {0, 1}Hc ) that for every edge e ∈ H
we have that
|Ẑβ(e)− Zˆ(e)| <
√
3n0.6
σ
Let λ := min(p, 1− p). Then Pr(A) ≥ 1− n2λ2e−λn.01 .
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Claim 2. Assume β ∈ A. Then for t ≤ σπ√p(1− p)/2n = Θp(n)
| E
α⊂H
[eitZβ(α)]| ≤ exp
(
− kt
2n3
4π2σ2
)
+
4|t|n(k2)
σ2
Assuming these two claims we can prove the main result for this subsection.
Lemma 6. Fix 0 < ǫ < 1. Then ∫ n 1+ǫ2
nǫ
|ϕZ(t)|dt ≤ Oǫ(n−.5+ǫ)
Proof. Let A, as in Claim 4, be the event that for all e ∈ H we have that |Ẑβ(e)− Zˆ(e)| <
√
3n0.6
σ .
We can break up {0, 1}Hc into A and Ac and estimate
|ϕZ(t)| := E
(α,β)∈2(
n
2)
[eitZ(α,β)] ≤ E
β⊂Hc
| E
α⊂H
[eitZβ(α)]| ≤ Pr(A) + (1− Pr(A)) E
β∈Ac
∣∣∣E
α
[eitZβ ]
∣∣∣
Now combining Claims 4 and 2 we find that
Pr(Ac) + (Pr(A)) E
β∈A
∣∣∣E
α
[eitZβ ]
∣∣∣ ≤ λ2n2e−λen0.1 + exp(− kt2n3
4π2σ2
)
+
2k|t|√n
σ
We may choose k to be an integer of size n⌈|t|−2+ǫ⌉ (which may be done for 0 < |t| ≤ n 1+ǫ2 ).
Recalling that σ = Θ(n2) we find that
|ϕZ(t)| = O
(
n2e−
λ
e
n0.1 + exp
(
−−t
ǫn4
4π2σ2
)
+
1
|t|1−ǫ√n
)
Using this we may make the following estimate
∫ n 1+ǫ2
nǫ
|ϕZ(t)|dt ≤ O
n2+ 1+ǫ2 e−λen0.1 + n 1+ǫ2 exp (−nǫ) + [1
ǫ
tǫn−.5
]n 1+ǫ2
nǫ
 = Oǫ (n−.5+ǫ)
5.3.1 Proof Of Claims 4 and 2
Claim 4. Let A be the event (over the space of revelations β ∈ {0, 1}Hc ) that for every edge e ∈ H
we have that
|Ẑβ(e)− Zˆ(e)| <
√
3n0.6
σ
Let λ := min(p, 1− p). Then Pr(A) ≥ 1− n2λ2e−λn.01 .
We prove Claim 4 by noting that the formula for Ẑβ(S) (a coefficient in the polynomial Zβ) is
itself a low degree polynomial, and therefore may be shown to have tight concentration by Theorem
3.
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Proof Of Claim 4. Recall equation 5 which states that
Ẑβ(e) =
∑
T⊂Hc
Zˆ(e ∪ T )χT (β)
Ẑβ(e) : {0, 1}Hc → R is a polynomial (in the functions χe), and we can began by estimating its
coefficients. First we see that
E[Ẑβ(e)] =
̂̂
Zβ(e)(∅) = Zˆ(e)
Also for any T ⊂ {0, 1}Hc we know that Zˆ(e ∪ T ) 6= 0 iff e and T are in a common triangle.
There are at most 3(n−2) choices of T (corresponding to completing the n−2 triangles containing
the edge e). Therefore Combining this with the fact that Zˆ(S′) ≤ σ−1 for all sets of size |S′| ≥ 2
we find that
varβ(Ẑβ(e)) =
∑
T⊂Hc
T 6=∅
Zˆ(e ∪ T )2 ≤ 3(n− 2)
σ2
Since Ẑβ(e) has degree 2, an application of Theorem 3 gives us that for any e ∈ H if we set
λ = min(p, 1− p) then
Pr
[∣∣∣Ẑβ(e)− Zˆ(e)∣∣∣ ≥ √3n0.6
σ
]
< λ2 exp
(
−λn
0.1
e
)
Applying a union bound over all edges in H completes the proof.
Claim 2 is concerned with estimating |E[eitZβ ]|, given that β is a typical, well behaved revelation.
When β is well behaved Zβ will be dominated by a sum of independent monomials, and so the
proof proceeds in a manner very similar to the arguments in Section 5.2.
Claim 2. Recall A is the event in 2H
c
such that for all edges e ∈ H we have
∣∣∣Ẑβ(e)− Zˆ(e)∣∣∣ ≤ √3n.6
(that is, the set of all revelations of the edges of Hc which are well behaved).
Assume β ∈ A. Then for t ≤ σπ√p(1− p)/2n = Θp(n)
| E
α⊂H
[eitZβ(α)]| ≤ exp
(
− kt
2n3
4π2σ2
)
+
2k|t|√n
σ
Proof of Claim 2. Assume that β ∈ A. Let X and Y be
X :=
∑
e∈([n]2 )
Ẑβ(e)χe Y :=
∑
|S|≥2
Ẑβ(S)χS
then Zβ = X +Y , and we will be able to obtain bounds similar to our previous ones. In particular
X is the sum of indpendent random variables so if for each e we define Qe := Ẑβ(e) then we will
have because of our assumptions that n2σ ≤ Zˆ(e)−
√
3n.6
σ ≤ Qe ≤ 2nσ
because Ẑβ(e) ≤ 2nσ and t ≤
σπ
√
p(1−p)
2n we can use Lemma 2 to show that
|E[eitẐβ(e)χe ]| ≤ 1− t
2n2
2π2σ2
≤ exp
(
− t
2n2
2π2σ2
)
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So now we find that
E[eitX ] =
∏
e∈H
E[exp
(
itẐβ(e)χe
)
] ≤ exp
(
−
∑
e∈H
(tẐβ(e))
2
)
≤ exp
(∑
e∈H
− t
2n2
π2σ2
)
= exp
(
− kt
2n3
4π2σ2
)
Now we turn our attention to Y . If |S| = 2 with S = {e1, e2} then Zˆ(S) is 0 unless e1 ∼ e2,
and therefore e1, e2 lie in a common triangle △ = {e1, e2, e3}. However this is the only triangle
containing S, and so we can quickly compute using equation 5, and the fact for |S| ≥ 2 we have
|Zˆ(S)| ≤ 1σ (see equation 2 and normalize to obtain Z) that
Ẑβ(S) =
∑
T⊂Hc
χT (β)Zˆ(S ∪ T ) = χ∅(β)Zˆ(S) + χe3(β)Zˆ(△) ≤
2
σ
So we can compute, again using Cauchy Schwartz and the fact that H is k-regular that
E[|Y |]2 ≤ E[|Y |2] =
∑
e1∼e2
e1,e2∈H
Ẑβ
2
(S) ≤ n
(
k
2
)
4
σ2
Combining this information, we compute that
∣∣∣∣ E
α∈2H
[eitZβ(α)]
∣∣∣∣ = ∣∣∣Eα [eit(X+Y )]∣∣∣ ≤ ∣∣E[eitX + |tY |]∣∣
≤ exp
(
− kt
2n3
2π2σ2
)
+ |t|
√(
k
2
)
n
(2)2
σ2
6 General Subgraph Counts in G(n, p)
In this section we take the arguments we have used so far in this chapter and extend them to
counting subgraphs other than triangles. We will be able to give good characteristic function
bounds for the corresponding random variables, however these results as of yet do not yield any
local limit theorems for any graphs on more than 3 vertices. We will, however, be able to give
a new proof of quantitative central limit theorems for subgraph counts in G(n, p). Section 6.1
will introduce necessary notation and definitions. Section 6.2 will contain the main results of this
section. The remaining sections will cover the properties of graph statitics and then the proofs of
the theorems.
6.1 Definitions and Graph Statistics
Falling factorials will frequently appear in our analysis, and we will use the following notation:
Definition 1. Let n, k ∈ N. We define (n) ↓k:=
∏k−1
i=0 (n− i). For the case k = 0 we set (n) ↓0= 1.
Throughout this section we will be working with functions defined on graphs. To capture subgraph
counts we will need two graphs: our random graph G on a large growing vertex set of size n, and
a second graph Γ on vertex sets of a fixed size k that will define the subgraphs we are interested in
counting.
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Definition 2. Let SG := SG(n, k) denote the set of all labeled (with vertices distinguishable by
their origin in [n], and given a labeling in [k]) induced subgraphs of the graph G with k vertices.
It will also be useful to denote this as the set of injections of ψ : [k] →֒ [n], with the map extended
to edges in the obvious way.
Let’s denote the edge set in the big graph to be E =
([n]
2
)
and the edge set in the small graph to
be D :=
(
[k]
2
)
. Here we will give a standard notation to a slight generalization of subgraph counts,
which we will call graph statistics, and the rest of this section will be concerned with analyzing
such functions
Definition 3. Fix a graph function f : 2(
[k]
2 ) → R. For any n ≥ k we can define the graph statistic
Ff : 2
([n]2 ) (typically denoted simply as F ) for f to be
F (G) := Ff (G) :=
∑
Γ∈SG
f(Γ)
A function F (G) defined this way sums f as applied to all ordered subgraphs of size k in G. In
particular if f is the indicator of a fixed graph H (induced or otherwise), then the graph statistic
F (G) counts the number of copies of this graph inside G. To help our study of the properties of
F , it will be useful to have some notation aggregating information about the base function f .
Definition 4. For a set T ⊂ E let
hT :=
∑
φ:supp(T )→֒D
fˆ(ψ(T ))
where the summation is over all injections of supp(T ) into D =
([k]
2
)
.
Note the arrow here is reversed from the maps in the definition of SG. Also, hT depends only
on the isomorphism class of T , and importantly does not change as the parameter n changes. It
will also be handy to define the largest such coefficient to be
h∗ := max
T
|hT | (6)
When analyzing the low weight spectral concentration of F , a better measure for estimating Fˆ (S)
than simply |S|, will be the number of vertices incident to edges in S. We call this set of vertices
the support of S.
Definition 5. Given a set of edges S, define supp(S) := ∪e∈Se, the set of all vertices incident to
edges in S.
Our main theorems in the next section will be aimed at bounds on the characteristics of subgraph
counting random variables. However, our arguments will work in the slightly more general setting
of graph statistics which are edge dominated.
Definition 6. If f has the property that he =
∑
e∈([k]2 )
fˆ(e) 6= 0, then we say that F is edge
dominated.
A few examples to illustrate these definitions are in order.
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Example 6.1. Consider |Γ| = 3, and so f : 2([3]2 ) → R defined by
f(x) = x12x23 =
(√
p(1− p)χ(12)(x) + p
)(√
p(1− p)χ(23)(x) + p
)
Then f is the indicator of whether the input graph Γ contains the length 2 path from 1 to 3, but
puts no condition on the edge between vertices 2 and 3. Ff will count all ordered paths of length
2 in the graph and will be edge dominated for any p (as can be seen by expanding out the above
product).
Example 6.2. Again take |Γ| = 3, and so f : 2([3]2 ) → R defined by
f(x) = x12x23(1−x13) =
(√
p(1− p)χ(12)(x) + p
)(√
p(1− p)χ(23)(x) + p
)(√
p(1− p)χ(13)(x) + p− 1
)
Then f is the indicator of whether the input graph Γ is exactly the length 2 path from 1 to 3, with
edge (23) excluded. Ff will count all induced copies of P2 in the graph. We can compute he to be
he = 2
(
p(p− 1)
√
p(1− p)
)
+
√
p(1− p)p2 = p3/2(1− p)1/2 (3p− 2)
So he 6= 0 and F is edge dominated so long as p 6= 23 . Note this condition is quite logical, as 23
is the edge density of P2, and intuitively it is at this point that observing an edge in our random
graph gives us the least information about how many induced copies of P2 we should expect.
In general, these above examples extend to the case of all homomorphic or induced subgraph
counts. In particular, if f checks for noninduced copies of a fixed grah H, then Ff will always
be edge dominated and obey the characteristic function bounds of Theorems 7, 8, and 9 and the
Central Limit Theorem of Theorem 10. Meanwhile if f counts induced copies of H, then Ff will
still be edge dominated so long as p 6= |E(H)|
(k2)
, that is p is not exactly the edge density of H.
6.2 Characteristic Function Bounds for Subgraph Counts and an Application
Our first main result will be showing that the characteristic function of a function/random variable
defined by applying an edge dominated graph statistic F to G(n, p) is close to that of the Gaussian.
Theorem 7. Let F :
(
[n]
2
)→ R be an edge dominated graph statistic defined from f : ([k]2 )→ R be
as in definition 3. Let Z := F−EFσ , then∣∣∣∣ϕZ(t)− e− t22 ∣∣∣∣ = O
 t3e− t23
n
+
t√
n

This result is always true, but useless for t >>
√
n. To address the situation as t grows larger
we prove the following result.
Theorem 8. Fix ǫ > 0. For nǫ < t ≤ n 12+ ǫ4
|ϕZ(t)| ≤ O
(
1√
nt1−ǫ
)
Lastly we have one more case which covers yet more values of t.
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Theorem 9. Fix ǫ > 0. For n
1
2
+ǫ ≤ t ≤ n1−ǫ we have that
|ϕZ(t)| ≤ O
(
1
tn1−ǫ
)
We then show an application of all of these characteristic function bounds in the form of a
quantitative central limit theorem for subgraph counts by the use of the Esseen Smoothing Lemma.
We restate an appropriate version of the smoothing result (Lemma 2 of Chapter 16 in Feller [?]
following a result of A.C. Berry).
Lemma 7. Assume Z has E[Z] = 0 and characteristic function ϕZ(t). Then if we let N (x) :=
1√
2π
e−x
2/2, the density of the normal, and ϕ := e−t
2/2 be the characteristic function of the normal.
Finally let Z be the cumulative distribution function of Z and N the c.d.f. of the standard unit
normal. Then for any x and T > 0
|Z(x)−N(x)| ≤ 1
π
∫ T
−T
∣∣∣∣ϕZ(t)− ϕ(t)t
∣∣∣∣ dt+ 24π√2πT (7)
We can now easily obtain the following quantitative central limit theorem for subgraph count
like functions.
Theorem 10. Assume F :
([n]
2
)→ R, a graph statistic defined from f : ([k]2 )→ R, is edge dominated
and Z = F−µσ . Then we have that for any a < b fixed constants and ǫ > 0
Pr(Z ∈ (a, b)) = 1√
2π
∫ b
a
e−x
2/2dx+Oǫ
(
1
n
1
2
−ǫ
)
Proof. Fix T =
√
n. For all t ≤ √n we can apply either Theorem 7 or 8 to bound
1
π
∫ T
−T
∣∣∣∣ϕZ(t)− ϕ(t)t
∣∣∣∣ dt ≤ 2∫ nǫ
0
1
t
O
 t3e− t23
n
+
t√
n
 dt+ 2∫ √n
nǫ
1
t
O
(
1√
nt1−ǫ
)
dt
= Oǫ
(
1
n
1
2
−ǫ
)
The result now follows immediately from Lemma 7
6.3 Properties of Graph Statistics
In this subsection we compute the Fourier Coefficients, variance and spectral concentration of
F , where F is a graph statistic defined from f as in Definition 3. Fix a set T ⊂ ([n]2 ). Note
that a map ψ ∈ SG such that supp(T ) ⊂ ψ(D) can be determined as follows: Pick an injection
φ : supp(T ) →֒ D, and for v ∈ φ(supp(T )) set ψ(v) = φ−1(v). We can then extend ψ to a map
on all of [k] it by specifying the image of ψ on φ(T )c arbitrarily. An extension can be picked in
(n− |supp(T )|) ↓k−|supp(T )| ways. So we have that
Fˆ (T ) =
∑
ψ∈SG
supp(T )⊂ψ(D)
fˆ(ψ−1(T )) =
∑
φ:supp(T )→֒D
∑
ψ:[k]−ϕ(T )→֒[n]
fˆ(ψ−1(T ))
= (n− |supp(T )|) ↓k−|supp(T )|
∑
ϕ:supp(T )→֒D
fˆ(ψ−1(T ))
= (n− |supp(T )|) ↓k−|supp(T )| hT
(8)
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Furthermore, this shows us that Fˆ (T ) = Θ(nk−|supp(T )|), so long as we have that hT 6= 0. It is
of particular importance whether he = 0 were e is a set consisting of a single edge. Using these
estimates and Parseval’s 1 we can compute the variance of F to be
σ2 := V ar(F ) =
(
n
2
)
h2e ((n− 2) ↓k−2)2 +
k∑
i=3
((n− i) ↓k−i)2
∑
|supp(T )|=i
h2T
=
(
n
2
)
h2en
2k−2 +O
(
k∑
i=3
((n− i) ↓k−i)2
[(
n
i
)
max
|supp(T )=i|
h2T
])
=
∑(n
2
)
h2en
2k−2 +O(n2k−3)
(9)
So we see that if he 6= 0, that is f is edge dominated, then σ2 −W 1(F ) = O(n2k−3). In fact we
have shown that more is true, and that for any j ≥ 1 we have that W j(F )/σ2 = O(n−j+1)
6.4 Small values of t
The goal of this subsection is to prove Theorem 7, which we restate.
Theorem 7. Let F :
([n]
2
) → R be a graph statistic defined from f : ([k]2 ) → R be as in Definition
3. Assume F is edge dominated, that is he =
∑
e∈([k]2 )
fˆ(e) 6= 0. Let Z := F−EFσ , then
∣∣∣∣ϕZ(t)− e− t22 ∣∣∣∣ = O
 t3e− t23
n
+
t√
n

Theorem 7 concerns Z, a normalized form of F with mean 0 and variance 1. We can decompose
Z into two parts, as we did in the triangle case, the dominant weight one part X, and a smaller
term Y corresponding to Fourier coefficients of weight ≥ 2. Let Q :=
√
1
(n2)
and
X :=
∑
e∈([n]2 )
Qχe Y :=
∑
e∈([n]2 )
(Zˆ(e) −Q)χe +
∑
|S|≥2
Zˆ(S)χS
First we examine X. It is the mean 0 variance 1 sum of independent random variables, and so by
Berry-Esseen (see Petrov [Pet75], Chapter V lemma 1) we know that if
Ln :=
(
n
2
)
E[|Qχe|3] = p
2 + (1− p)2√(
n
2
)
p(1− p)
= Θp (1/n)
then for t ≤ 14Ln we have that ∣∣∣∣E[eitX ]− e− t22 ∣∣∣∣ ≤ 16Ln|t|3e−t23 (10)
Next we examine Y . It is best considered as an error term, and we will show that E |Y | is small.
We know from prior calculations 8 and 9∑
|S|≥2
Zˆ2(S) = O
(
kn2k−3
σ2
)
= Ok
(
1
n
)
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Further we can estimate(
n
2
)
σ2Zˆ2(e)− σ2 =
(
n
2
)
Fˆ 2(e)− σ2 = O(n2k−3) =⇒ Zˆ2(e)− 1(n
2
) = O(n−3)
Therefore using the fact that (x − y) = (x2 − y2)/(x + y) coupled with the observation that
Zˆ(e) +Q = Θ
(
1
n
)
, we find that
|Zˆ(e)−Q| ≤
∣∣∣∣∣∣
Zˆ2(e)− 1
(n2)
Zˆ(e) +Q
∣∣∣∣∣∣ = O
(
1
n2
)
So as a result we can conclude that var(Y ) = O(1/n) and so E[|Y |] = O( 1√
n
). Now we are ready
for our characteristic function bound for Z. If |t| ≤ 14Ln = Θp(n) then combining the above with
equation 10 yields.
∣∣∣∣ϕZ(t)− e− t22 ∣∣∣∣ = ∣∣∣∣E [eitZ]− e− t22 ∣∣∣∣ = ∣∣∣∣E [eit(X+Y )]− e− t22 ∣∣∣∣ ≤ ∣∣∣∣E [eitX]− e− t22 ∣∣∣∣+ ∣∣E [eitX+Y ]− E eitX ∣∣
≤ 16Ln|t|3e
−t2
3 + E |tY | = O
t3e− t23
n
+
t√
n

But this is exactly the statement of Theorem 7
6.5 Bounds for slightly larger t
The goal for this subsection is to prove
Theorem 8. Fix ǫ > 0. For nǫ < t ≤ n 12+ ǫ4
|ϕZ(t)| ≤ O
(
1√
nt−1+ǫ
)
To prove this statement we will first need the following claims:
Claim 3. Fix ǫ > 0. For all sufficiently large n, we have that for any α ∈ (n−1+ǫ, 1) there exists a
set of edges H ⊂ ([n]2 ) with |H| ≥ αn2 such that∑
S∈H
|S|≥2
n2k−2|supp(S)| ≤ Cα2n2k−3
Where C is a fixed constant depending only on f .
Claim 4. Let A be the event (over the space of revelations β ∈ {0, 1}Hc ) that for every edge e ∈ H
we have that
|Ẑβ(e)− Zˆ(e)| < 1
n1.4
Let λ := min(p, 1− p). Then Pr(A) ≥ 1− n2λ2e−Ω
(
λn
0.1
k2
)
.
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Claim 5. Let B be the event (over the space of revelations β ∈ {0, 1}Hc) that for every set S ⊂ E
with |S| ≥ 2
|Ẑβ(S)| ≤ Cnk−s
where C is the fixed constant C := h∗2(
k
2) + 1 and s = |supp(S)|. Let λ := min(p, 1 − p). Then
Pr(B) ≥ 1−O
(
nke
−Ω
(
n
2
k2
))
Claim 6. Assume β ∈ A ∩B. Then for any α ∈ (n−1+ǫ, 1) and t = o(n)
E
x∈2H
[eitZβ ] ≤ exp
(
−αt
2
8π2
)
+O
(
|t|αnk− 32
)
Claim 7. For α ∈ (n−1+ǫ, 1)we have that
|ϕZ(t)| < exp
(
−αt
2
8π2
)
+O
(
α|t|nk− 32 + nke−Ω
(
n
2
k2
)
+ n2e
−Ω
(
λn
0.1
k2
))
Theorem 8 now follows simply by making a good choice of α.
Proof of Theorem 8. We can now fix α to be of size t−2+ǫ, which is feasible for the hypothesis of
Claim 3 so long as we assure that nǫ < t < n
1
2
+ ǫ
4 , and so α > n−1+ǫ/2. Plugging this choice of α
into Claim 7 completes the proof.
6.5.1 Proof of Claims
Proof Of Claim 3. Fix ℓ = ⌊αn⌋. Let H be the subgraph given by taking the union of ⌊nℓ ⌋ disjoint
cliques of size ℓ, and the remaining vertices with no edges. The number of edges in H is(
ℓ
2
)
⌊n
ℓ
⌋ ≥ n(ℓ− 1)
2
−
(
ℓ
2
)
≥ αn
2
2
− ℓ2 − n
2
Meanwhile the number of subgraphs of H with support of size |supp(S)| = i is upper bounded
by
⌊n
ℓ
⌋
((
ℓ
i
)
2(
i
2)
)
≤ nℓi−12i2 = αi−1ni(2i2 +O(1
ℓ
))
So we can see that the number of edges is at least αn2 for n sufficiently large. Further we can
compute that
∑
S∈H
|S|≥2
n2k−2|supp(S)| ≤
k∑
i=3
∑
S∈H
|supp(S)|=i
n2k−2i ≤
k∑
i=3
(2i
2
+O(
1
ℓ
))αi−1nin2k−2i
≤ (k +O(1
ℓ
))α2n2k−i = O(α2n2k−3)
Where the last inequality is justified by the assumption that ℓ ≥ h(n) where n→∞.
We prove Claim 4 by noting that the formula for Ẑβ(S) (a coefficient in the polynomial Zβ)
is itself a low degree polynomial, and therefore may be shown to have tight concentration by
hypercontractivity.
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Proof Of Claim 4. Recall that
Ẑβ(e) =
∑
T⊂Hc
Zˆ(e ∪ T )χT (β)
So Ẑβ(e) : {0, 1}Hc → R is a polynomial (in the functions χe), and we can began by estimating
its coefficients. First we see that
E[Ẑβ(e)] =
̂̂
Zβ(e)(∅) = Zˆ(e)
Also for any T ⊂ {0, 1}Hc we know that Zˆ(e ∪ T ) 6= 0 only if |supp(e ∪ T )| ≤ k. So we can
compute:
V arβ(Ẑβ(e)) =
∑
T⊂Hc
T 6=∅
Zˆ(e ∪ T )2 =
k∑
i=3
∑
T⊂Hc
|supp(T∪e)|=i
Zˆ(e ∪ T )2
≤
k∑
i=3
∑
|supp(T∪e)|=i
Zˆ(e ∪ T )2 ≤
k∑
i=3
(
n− 2
i− 2
)
h2∗n2(k−i)
σ2
≤ kh2∗
n2k−5
σ2
= O
(
1
n3
)
Since Ẑβ(e) has degree less than
(
k
2
)
, an application of Theorem 3 gives us that for any e ∈ H
if we set λ = min(p, 1− p) then
Pr
[∣∣∣Ẑβ(e)− Zˆ(e)∣∣∣ ≥ 1
n1.4
]
< λ2 exp
(
−Ω
(
λn
0.1
k2
e
))
Applying a union bound over all edges in H completes the proof.
Proof of Claim 5. Again we use the decomposition
Ẑβ(S) =
∑
T⊂Hc
Zˆ(S ∪ T )χT (β)
So Ẑβ(S) : {0, 1}Hc → R is a polynomial (in the functions χe), and we can began by estimating
its coefficients. First we see that
E[Ẑβ(S)] =
̂̂
Zβ(S)(∅) = Zˆ(S)
Assume |supp(S)| = s. For any T ⊂ {0, 1}Hc we know that Zˆ(S ∪ T ) 6= 0 iff |supp(S ∪ T )| ≤ k.
There are at most 2(
ℓ
2)(n− s) ↓ℓ−s≤ 2k2nℓ−s choices of T such that |supp(S ∪ T )| = ℓ. And further
for each of these choices we know that Zˆ(S ∪ T ) ≤ h∗nk−ℓ. Let g :=
∑
T⊂Hc
|supp(S∪T )|>s
Zˆ(S ∪ T )χT (β)
So we can compute that
V ar(g) ≤
k∑
ℓ=s+1
∑
|supp(S∪T )=ℓ
(
Zˆ(S ∪ T )
)2 ≤ k∑
ℓ=s+1
2k
2
nℓ−s(h∗)2n2k−2ℓ
≤ k2k2(h∗)2n2k−2s−1
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Further we can see that g is a polynomial of degree at most 2(
k
2), and so by Hypercontractivity 3
we see that
Pr
[
|g| ≥ nk−s
]
= Pr
[
g ≥ 1√
k2k2(h∗)2
√
n‖g‖2
]
≤ λ(k2) exp
(
−
(k
2
)
2e
λ
(
t
k2k2(h∗)2
) 2
(k2)
)
= O(e−Ω(n
2
k2 ))
If |g| < nk−s then we can conclude that
Zˆ(S) =
∑
|supp(S∪T )|=s
Zˆ(S ∪ T )χT (β) + g(β) ≤ 2(
s
2)h∗nk−s + nk−s
So for any S ⊂ H we find that |Ẑβ(S)| ≤ Cn2k−2s with probability at least 1−O(e−Ω(n
2
k2 )). Taking
a union bound over all such S finishes the proof.
Proof of Claim 6. Assume that β ∈ A ∩B. Let X and Y be
X :=
∑
e∈([n]2 )
Ẑβ(e)χe Y :=
∑
|S|≥2
Ẑβ(S)χS
then Zβ = X + Y , where X is an independent sum, and Y is likely small, so we will be able to
obtain bounds similar to our previous ones. Let Q =
√
1
(n2)
= (1 + O( 1n))Zˆ(e), and that Q ≈
√
2
n .
Because of our assumption that β ∈ A we have that
Q
2
≤ Zˆ(e)− n−1.4 ≤ Ẑβ(e) ≤ Zˆ(e) + n−1.4 ≤ 3Q
2
Using our bound on Ẑβ(e) and the fact that t = o(1/Q) we may apply Lemma 2 to say that
|E[eitẐβ(e)χe ]| = 1− t
2Q2
2π2
≤ exp
(
− t
2
2n2π2
)
So now we find that
E[eitX ] =
∏
e∈H
E[exp
(
itẐβ(e)χe
)
] ≤ exp
(
−
∑
e∈H
(tẐβ(e))
2
)
≤ exp
(∑
e∈H
− t
2
2π2n2
)
= exp
(
−αn
2
4
· t
2
2π2n2
)
Next we turn our attention to Y . We can use Cauchy Schwartz, the assumption that β ∈ B
and the fact that H satisfies the conditions of Claim 3 to bound
E[|Y |]2 ≤ E[|Y |2] =
∑
S⊂H
|S|≥2
Ẑβ
2
(S) ≤
∑
S⊂H
|S|≥2
C2n2k−2|supp(S)| ≤ O(α2n2k−3)
Finally we combine all of these estimates to bound EH [e
itZβ ] and finish the proof of Claim 6
∣∣∣∣ E
α∈2H
[eitZβ(α)]
∣∣∣∣ = ∣∣∣Eα [eit(X+Y )]∣∣∣ ≤ ∣∣E[eitX + |tY |]∣∣
≤ exp
(
−αt
2
8π2
)
+O
(
|t|αnk− 32
)
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Proof of Claim 7. Let A, and B be as defined in Claims 4 and 5. We can break up {0, 1}Hc into
A ∩B and (A ∩B)c and estimate
|ϕZ(t)| := E
(α,β)∈2(
n
2)
[eitZ(α,β)] ≤ E
β⊂Hc
| E
α⊂H
[eitZβ(α)]| ≤ Pr[(A ∩B)c] + Pr[A ∩B] E
β∈(A∩B)c
∣∣∣E
α
[eitZβ ]
∣∣∣
Now combining Claims 4 and 5 we find that
Pr[(A ∩B)c] + Pr[A ∩B] E
β∈A
∣∣∣E
α
[eitZβ ]
∣∣∣ ≤ exp(−αt2
8π2
)
+O
(
α|t|nk− 32 + nke−Ω
(
n
2
k2
)
+ n2e
−Ω
(
λn
0.1
k2
))
6.6 Middle values of t
This subsection does not have a direct analog in the triangle case, as the tighter Cauchy-Schwarz
bound given in [GK14] may be used in that case. The goal of this subsection is to prove
Theorem 9. Fix ǫ > 0. For n
1
2
+ǫ ≤ t ≤ n1−ǫ we have that
|ϕZ(t)| ≤ O
(
1
tn1−ǫ
)
For t ≥ n 12+ǫ we use a different choice of H, the subgraph whose complement we reveal, from
in the previous arguments. Here we take H to be a matching of size ℓ. Again let β ∈ 2Hc be a
revelation of all of the edges in Hc and look at
Zβ = Z(xH , β) = Xβ + Yβ
where
Xβ :=
∑
e∈H
Ẑβ(e)χe Yβ :=
∑
S⊂H
|S|≥2
Ẑβ(S)χS
Because H is a matching, any set S ⊂ H has support of size |supp(S)| = 2|S|. So assuming that
we are again in the event |A ∩ B| (i.e. all of the Fourier coefficients are behaved nicely where A
and B are as defined in Claims 4 and 5 respectively) we can compute that
E[|Yβ |]2 ≤ E[|Yβ |2] =
∑
S⊂H
|S|≥2
Ẑβ
2
(S) ≤
2ℓ∑
i=2
∑
S⊂H
|S|=i
C2
σ2
n2k−4i
≤
2ℓ∑
i=2
(
ℓ
i
)
C2
σ2
n2k−4i ≤ 2ℓ2C
2
σ2
n2k−8
So we have E[|Yβ |] = O(ℓn−3). Meanwhile so long as tẐβ(e) <
√
p(1− p)π we can use Lemma 2 to
compute
E[eitXβ ] =
∏
e∈H
E[exp
(
itẐβ(e)χe
)
] ≤ exp
(
−
∑
e∈H
(tẐβ(e))
2
)
≤ exp
(
ℓ
t2
2n2
)
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So for n
1
2
+ǫ < t < n1−ǫ we can choose ℓ = ⌊n2+ǫ
t2
⌋ ∈ [n/2] (the size bound verifying that there does
exist a matching of size ℓ) and then we find E[eitXβ ] ≤ exp(−nǫ). So then in total we have that if
β ∈ A ∩B then
E
H
[eitZβ ] = E[eit(Xβ+Yβ)] ≤ E[eitXβ + t|Yβ|] ≤ e−nǫ +O
(
tℓ
n3
)
= e−n
ǫ
+O
(
1
tn1−ǫ
)
Also, arguing as we did in Claim 7, we can use Claims 4 and 5 to show that Pr[β ∈ (A ∩ B)c] ≤
O
(
1
tn1−ǫ
)
. So we can now conclude that
E[eitZ ] = E
β
E
H
eitZ ≤ O
(
1
tn1−ǫ
)
Concluding the proof.
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