The Exchange Market Pressure (EMP) Index, developed by Eichengreen et al. [1994], is widely used to study currency crises as a tool to signal whether pressures on a currency are softened or warded off through monetary authorities' interventions or whether a currency crisis has originated.
Introduction
Currency crises in emerging and developing economies have been extensively analyzed in the literature with a variety of analytical tools proposed to identify crisis episodes. One of the indexes that are most widely adopted to signal the break up of a crisis is the Exchange Market Pressure, EMP hereafter, introduced in a seminal paper by Girton and Roper [1977] to investigate independence of and interventionist stance by a Central Bank as a simple average of exchange rate changes and a foreign reserve depletion indicator. An extension was suggested by Eichengreen, Rose and Wyplosz [1994 -henceforth ERW] , adding the interest rate spread to the index, to describe possible monetary policy responses to a disequilibrium in the foreign exchange market.
Their index is a weighted average to take into consideration the different variability in the three variables.
To the best of our knowledge, ERW were the first to employ the EMP as a basis for the analysis of currency crises: in their application on exchange market behaviour for developed countries, when the EMP passes over a threshold, excess pressure is flagged and a binary variable takes on a value of one.
The EMP index is meant to capture depreciations but also the type of pressure on a currency (as would happen in the presence of depreciation expectations) which is softened or diverted through monetary authority interventions, and does not necessarily show up in the observed behaviour of nominal exchange rate dynamics (i.e. `Peso Problem' type, Evans [1996] ) . In this view, crisis episodes occur even if speculative attacks are not successful.
Other papers have used the index (e.g. Eichengreen et al. [1996] , Tudela [2004] ), at times defined differently and with a different threshold to define a crisis. Some (e.g Sachs et al. [1996] ) limit themselves to a two-component version, which excludes interest rates. and Kaminsky and Reinhart [1999] do the same but on the ground of data limitations, while Tanner [2001] has more theoretical objections to the insertion of what she sees as a response variable rather than an indicator. This paper focuses on the methodological issues related to the use of the EMP index, as this has found a wide adoption in the literature on currency crises [Eichengreen et al 1994 and 1996; Sachs et al. 1996; Tanner 2001; Tudela 2004] . Without questioning the general theoretical framework within which the index is derived, we point out how seemingly harmless -and often hidden -choices required in the aggregation of the components of the index, may affect the results of subsequent empirical analysis. EMP may thus suffer from some weaknesses that cast doubts on its reliability as a basis for econometric analysis, especially when emerging countries are involved.
Several issues related to the adoption of the EMP index will be described in this paper. In the second section we discuss the way in which the EMP is built, pointing out the statistical issues that emerge with the use of an index based on multi-dimensional information. In the third section, we highlight the ad hoc assumptions introduced to build on the EMP a binary crisis variable and the limits of a parametric definition of crisis 2 . In a preliminary attempt to show how methodological choices do matter and are able to affect the econometric analysis on currency crises determinants, we employ data from a sample of 26 countries to show how the EMP index and the subsequent crisis indicator vary with different choices available. 3 It is important to consider emerging countries alike, since the sensitivity of the EMP index proves to be directly related to the specific economic characteristics of a country. Finally, it is worth noting that when developing countries are involved, the choice of a suitable benchmark is not neutral. Pontines and Siregar [2004a] have already showed that if Japan replaces the US as the reference country, the EMP for the Thai baht changes significantly, along with its capacity to signal the actual crisis episodes that hit the East Asian country in the late 90s. A brief discussion on this issue and a generalization on how the EMP is affected changing the reference country will be argued in the fourth section.
2 We will not discuss the recent papers by Pontines and Siregar [2004b] . They avoid the problem of a parametric definition of the index using the Extreme Value Theory.
The Exchange Market Pressure index
The EMP proposed by ERW is defined as:
EMP =αΔ e +βΔ(i -i )+γΔ(r -r ) [1] that is a weighted average (with positive weights α, β and γ) of three variables: is the percentage change in the nominal exchange rate against a reference currency, represents the variation in the spread between the domestic interest rate and the foreign interest rate and finally is the change in the spread between foreign reserves (relative to monetary base) abroad and at home. The EMP index can take values on the real line, with high positive values associated to a pressure on the domestic currency, as a combination of a nominal depreciation, a widening of the interest rate spread or a loss of foreign reserves.
To avoid an overlapping of the issues that arise from the construction of the EMP itself with those that emerge from the use of the EMP as crises indicator we will focus on the former in this section and devote the next section to the latter. Particularly, we will first discuss how three different issues influence the index: the choice of the weights; the use of logarithmic difference to approximate the percentage change of the exchange rate; the inclusion of gross or net foreign reserves. The EMP turns out to be notably sensitive to seemingly minor choices, and this poses the problem of its fine tuning, as it is not always possible to rank possible alternatives, and different choices can be defended on different empirical or theoretical grounds. 
Weighting
Since the three variables underlying the EMP are usually characterized by different volatilities, their aggregation has to be conducted in such a way that prevents the most volatile component from 4 In the next subsections, we will identify these choices and provide illustrative examples of their bearings on the index, even though a fuller understanding of their empirical relevance can be more easily described once the index is used to build a binary indicator of crisis periods, and thus we let this to a later section. dominating the whole index. Excluding Argentina, the standard deviation of exchange rate variations and of the interest rate differential has a sample average of approximately 1.5 and 900 times that of the foreign reserves movements. ERW suggest standardizing the three components, i.e.
replacing each of the weights that appear in [1] with the reciprocal of the country-specific standard deviation of the relative series, in order to equalize unconditional volatilities.
However, financial time series are characterized by volatility clustering (Engle, 2005) and constant weights do not allow to adequately smooth volatility when this is time varying or undergoes structural breaks.
5 Figure [ 1] reports the monthly change in the interest rate and foreign reserves over monetary base spread between Denmark and the US in the period 1970-2002. In the early 80s, a structural shift in the volatility of the interest rate spread is observed, and another high volatility
cluster is recorded in the mid 90s. The standardization of interest rate spread through its sample variance implies that the evolution of the series does not convey much information to the overall index during periods of low volatility. Denmark, 1970 Denmark, -2000 Moreover, the reliance on sample variances implies that the weight sets are sensitive to the presence of outliers in the series. Argentina has been excluded from the computation of sample averages of the standard deviation has its domestic interest rate in 1990 skyrocketed to 4,670,000 percent in February and further increased to 6,970,000 percent in March, in a desperate effort to stop the free fall of the peso. These two spikes increase the standard deviation of the interest rate differentials, reducing its weight virtually to zero. Thus, the EMP for Argentina reduces to a two-component version, with movements in the interest rate failing to convey any information but in February and March 1990.
The volatility clustering of the different series could be consistent with changes over time of the preferred instruments that are chosen by the monetary authorities in order to face pressure on the domestic currency. The figure on the right reveals how the reduction in the volatility of interest rate spread for Denmark was followed by an increase in the volatility of the ratio of international reserves over the monetary base. Possible attempts to overcome the tight limits of time-invariant standardization to rely either on moving standard deviations or to compute sample variances over sub-intervals of the time frame of the analysis, i.e. five or ten years standard deviations.
Exchange rate variations
The first component of the EMP that appears in [1] is given by the rate of change of the nominal exchange rate of the domestic currency against an anchor currency over the period of reference.
With a few exceptions, the method used to compute the rate of variation is left unspecified. 6 The logarithmic difference provides a good approximation of the rate of change around zero, and hence its use is rather immaterial as far as this choice refers to developed countries. But the structural differences that characterize the distribution of the monthly rate of variations of the nominal value of developed and developing countries' currencies imply that the method of computation does matter when developing countries are involved. An enduring tendency towards depreciation, coupled with periods of sudden and sharp loss of value, is mostly found when looking at the evolution of the nominal exchange rate between a developing country's and a developed country's currency in the long run. This trend may be due to several underlying factors, most notably the existence of a positive inflation differential with the reference country. On the other hand, the nominal exchange rate between a pair of developed countries tends often to be fairly stable if a sufficiently long time span is considered, and monthly variations tend to be smaller in absolute value. Figure [ 2] presents the distribution of the monthly rate of variation of nominal exchange rate with the US dollar for the Uruguayan peso and the British pound, to provide a telling description of the structural differences that we have just mentioned. The distribution of the monthly rate of change of the exchange rate between the pound and the US dollar has a mean of 0.13 percent, and it is fairly symmetric around zero. On the other hand, the distribution of the rate of change of the Uruguayan peso against the US dollar has a mean equal to 5.28 percent; it is asymmetric, with 94.92 percent of the observations signalling depreciation, and with a thicker upper tail. For the pound, just one observation lies above ten percent (September 1992), i.e. outside the range that is shown in the plot, while for the peso we find ten observations above that threshold. The relevance of the method used to compute the variation of the exchange rate is twofold: first, logs provide a poor approximation of the rate of change when this is large; second, and most distribution of the rate of variation of the nominal exchange rate for most developing countries. A priori, it is not possible to predict whether the use of logarithms will generate higher or smaller variance, as the logarithmic function is a contraction mapping on the domain (1, +∞) and an expansion mapping in the domain (0, 1).
7 But, if the sample values of the rate of change notably, the logarithmic approximation determines a significantly lower variance of the sample a distribution with a lie disproportionately above or below zero, the use of the logarithmic approximation influences the 7 Appendix A2 formally demonstrates that the transformation of a series through a contraction mapping reduces its variance. standard deviation of the transformed values in a predictable way. 8 For the Uruguayan peso, the standard deviation of its monthly rate of change is 0.47 when the rate is computed with the exact formula and 0.17 when logs are applied. For the British pound we need a four-digit precision to appreciate a difference between the two methods, as the standard deviation decreases from 0.0242 to 0.0241. 
International reserves
The inclusion of intern tional reserves in the E ded to capture Data availability is a strong constraint, at times, in what concerns a central bank's foreign assets since they may be reported either net or gross of international l o can be rather substantial and the movements of gross and net reserves sometimes can convey conflicting information, thus leading to different perceptions of the pressure a currency is subject to.
The inclusion of gross reserves may be preferable if one is interested in liquidity crises, while net reserves may be better suited for studies on the determinants of solvency crises.
If the choice between gross and net reserves is not guided by a clear cut definition of financial crisis, this should be influenced by the need to treat in a consistent way the in credit lines in foreign currencies, and the same country can change over time its reliance on off-balance-sheet operations to face speculative pressure on its currency. When gross reserves are chosen as a component of the EMP index, the index will reveal, ceteris paribus, a softer pressure on a currency whose exchange rate is backed by the activation of credit lines in foreign currencies. 9 If the monetary authorities can draw resources from these credit lines, they can face speculative pressure on their currency without having to deplete their gross foreign assets. In particular, countries can activate a stand-by arrangement or a loan with the International Monetary Fund when they experience Balance of Payments need. The amount of Fund credit and loans outstanding is reported for each member country by the IFS, and this series -that is published on a monthly basis by the IMF -can be used to account for a specific form of international liabilities that is extremely significant for developing countries. Italy 1970 Italy -1980 and Argentina 1980 Argentina -2002 When international reserves are considered net of monetary authorities' liabilities towards the IMF, this allows for the inclusion in the same sample of countries that receive significant financial assistance from the IMF before or in the aftermath of a crisis, and countries that do not. The different paths followed by Malaysia and South Korea in 1997, after the crisis had broken out in Even though this point is clearly relevant for developing countries, it should e noted that if the time span of the analysis covers the 70s, the need to account for liabilities Thailand, constitute a good example of the need for a consistent treatment of international reserves variations for countries that have to be included in the same sample. As it is well known, Malaysia pursued its own adjustment program, introducing temporary restrictions to capital movements, without drawing resources from the IMF. On the other hand, South Korea received 11,014 millions of US dollars in December 1997, and its debt towards the IMF kept on rising till October 1998, when it reached 18,754 millions, well above 1,600 percent of its Fund quota. The resources South Korea received from the Fund in December 1997 amounted to more than an half of its gross international reserves. 
EMP-based definitions of currency crises
A widely adopted approach to the analysis of currency crises entails the division of sample bservations among crisis episodes and periods of tranquillity. This requires an identification rule:
etween two different exchange rate regimes, as e flotation of a pegged exchange rate, or as exceptional movements of the nominal exchange rate ence, their index (IC) reveals a currency crisis when the standardized EMP index crosses a reshold τ: o the crises could be defined either as the transition b th [Frankel and Rose, 1996] or of a broader index of excess demand for foreign currency, as the EMP 11 .
In ERW and Kaminsky and Reinhart [1999] a crisis is signalled when the EMP is above a critical threshold defined as a function of the (country-specific) sample mean and standard deviation of the
The definition of the critical threshold is a discretional "rule of thumb" for the identification of a currency crisis, and the crisis set 12 , i.e. the set of observations that are identified as crisis episodes, is clearly sensitive to the choice of the width of the tranquillity band. ERW set τ equal to 1.5, while and Kaminsky and Reinhart [1999] adopt a critical value of 3. These [3] 11 See Bubula and Otker-Robe [2003] for an overview of identification rules proposed in the literature.
12 Formally, the crisis set IC i for a single country identified and specification i of EMP index and crisis identification rule is defined as:
⎬ where T is the horizon of the analysis.
thresholds seem to be inspired by some sort of parametric assumption on the distribution of the standardized EMP. As noted by Pontines and Siregar [2004a, 2004b] this may be a strong limitation of the procedure as non-normality is to be expected. The crisis set is thus dependent on the adopted identification rule, and this suggests the opportunity to gather some indications from the previous discussion on the construction of the EMP and undertake some sensitivity analysis on the definition of a crisis.
Adopting the definition of the EMP index and the crisis identification rule from ERW, 13 we can compare the effects of alternative specifications for the items discussed above (exchange rate computation, gross or net foreign reserves, weighting). A simple index of the distance between outcomes will help us in appraising divergence of the results.
Let us consider the classification of each period in the sample as a crisis or a tranquil period according to the specification adopted, and let us define a divergence index Div i,j between two iv i,j =
Sensitivity Analysis for the fine tuning issues
different specifications i and j:
total number of crises identified by either specification. This measure ranges between 0 (perfect coincidence of the two crisis sets) and 1 (no common identification). Table [ 2] displays the extent gence when exactly (0.01 average divergence for developed countries versus 0.10 for emerging countries), b) the reserves are taken that is, 1 minus the ratio of the number of periods classified as a crisis by both specifications to the of diver a) the rate of exchange rate variation is computed 13 The rate of variation of the exchange rate is computed with the log approximation, international reserves are taken gross of any liabilities, Germany is the reference country for all European countries except the United Kingdom while the US is the reference country for the remaining countries. The weights of the three components are time invariant, the average and standard deviation of the EMP index are computed over the whole sample and finally τ  is set equal to 1.5 net of liabilities towards the IMF (0.01 versus 0.16), and c) the three components are standardized through 11-year moving standard deviations (0.24 versus 0.34).
Looking at developed countries, it is apparent that the way exchange rates and reserves are computed is irrelevant: the logarithmic difference provides a close approximation of the actual rate of variation of the exchange rate of their currencies, and the use of either gross or of net reserves in ERW does not significantly affect the identification of a crisis period. 14 This is not true for emerging countries: hyperinflation episodes in Latin America imply that logarithms provide a poor approximation of the sudden and wide depreciations of the domestic currencies they induced.
Moreover, the relevance of the choice between either gross or net reserves extends to Asian countries as well, especially to Indonesia, Korea and Thailand, as they draw heavily on IMF credit.
As noted above, the largest overall changes come from time-varying weights which affect developed countries as well with highest values for Sweden (0.44), Italy (0.30) and the United Kingdom (0.27).
14 A minor exception is United Kingdom, that, as noted earlier, it the 1970s had periods of negative net reserves. 
Sensitivity Analysis relative to the Thresho
The choice of the threshold is an arbitrary "r f thumb", a cting 'enough' crises: as the threshold , the crises detected wer and n sarily the t ones. place when τ increases from 1.5 to 2.0; United Kingdom has the second highest incidence when the threshold is set at 1.5, while it has the second lowest when this moves to 3.0. The reverse happens to Mexico and Argentina.
The rate at which the number of crises detected for developed countries decreases with τ greatly outpaces the corresponding rate for emerging countries. This suggests that episodes of crisis detected for emerging countries correspond to a higher value of the (standardized) EMP index and, in a way, they are less sensitive to a fixed τ when this is large. This leads to the seemingly counterintuitive finding that developing countries tend to have a smaller number of crises when τ =1.5. The empirical evidence provided shows that the distributions of the EMP indexes are quite tion of the index. As we saw, Table [ 2] provides an illustrative ple of how the binary crisis variable is sensitive to one of the three fine tuning issues that have different from one another and calls into question the very definition of a crisis: it sounds less appropriate to use the same threshold to define a crisis for a country than it is to refer to countryspecific characteristics.
Adopting a sort of Value at Risk framework, we may define as extreme periods worthy of attention those episodes which occur with at most a certain probability. The extension of a parametric EMP-based identification rule to a set of diverse countries suggests that, as already noted by Pontines and Siregar [2004b] , we need to move towards alternative identifications rule that can better handle the sample distribu exam been discussed in the previous subsections. But, to the best of our knowledge, no empirical study so far has tested the robustness of its results to changing definitions of crisis or to different choices related to the underlying index 15 . There are noticeable variations both by column (across countries) and by row (across specifications), although the averages by country subgroup are fairly stable, roughly 1.6 for developed countries and 1.3 emerging countries. Across countries we can mention a widespread nge, e.g. in the first column between 1.38 for Japan and 1.98 for Denmark, and between 1.11 for ra 15 Because of lack of space we have not discussed an issue related with the data collection. As it is already pointed out by ERW, "monthly observations may not be a sufficiently fine periodicity to identify every speculative attack, especially unsuccessful ones." An attack can be launched and concluded in a few days, and the behaviour of yearly averages of the relevant variables might fail to reveal it. As shown in the across countries and specifications is maintained as well. The extent of divergence of the two crisis sets is remarkable: on average the change in the reference
. Conclusions and directions for future research
his paper attempted to provide a detailed description of the issues that arise from the adoption of country (From USA to Japan) determines a degree of divergence -computed as in [4] -equal to 0.56 between the two alternative crisis identification rules. In the case of Singapore, the two rules agree just in 5 out of the 34 periods that are identified as crisis by either of the two. For Malyasia and Thailand, the degree of divergence amounts to 0.65 and 0.53 respectively. The evidence provided thus confirms and extends the results advanced by Pontines and Siregar [2004a] , and suggests that the choice of the appropriate anchor currency for East Asian countries is likely to have a significant bearing on the analysis of currency crisis determinants.
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T the EMP index to study currency crises. The EMP represents a step forward from previous studies that relied on exchange rate movements alone to identify speculative pressures on a currency.
Particularly, it is widely used to study currency crises since it allows to signal those pressures on a currency that are softened or warded off through monetary authorities' interventions, thus avoiding a bias in the selection of crisis episodes due to the missing observation of unsuccessful speculative attacks, as it would happen if the selection rested merely on nominal exchange rate movements.
However, it presents some problematic characteristics that deserve a thorough scrutiny.
Three fine tuning issues related to the index construction were reported, regarding: the weighting hus, an alternative EMP-based definition of crisis has to be still country-specific, but at the same scheme adopted to combine the three underlying variables, the suitability of logarithmic differences to compute the percentage change of the exchange rate, and the theoretical issues that arise from the inclusion of net rather than gross reserves. Whenever possible, we have indicated possible alternatives, or the criteria that should inform the choice. Since the EMP, as we have rather extensively argued and showed, is notably sensitive to these seemingly minor choices, these should be explicitly stated and described, and the robustness of the results of following econometric analysis should be carefully assessed. Furthermore, we have shown that differences in the structure of the economic system, such as those observed in developing countries; strongly affect the consistency of the assumptions and, consequently, the results that can be achieved. Even the widely accepted use of logarithms can quite significantly distort the EMP index for these countries. This simple example is revealing of how an analytical tool that has been first created for OECD countries is not well suited for a straightforward application to developing countries. In addition evidence provided confirms that, since reference country may have a significant impact the analysis, a preliminary study is needed to evaluate the appropriate anchor.
T time it has to satisfy two additional properties that do not belong to previous definitions. The
properties that characterize the proposed definition are: 1) spatial relativity; 2) temporal relativity;
3) the classification of past observations does not depend on future data.
While the first property is shared by ERW definition, the other two represent an attempt to overcome two weaknesses of their crisis indicator. Indeed, the time invariance of the crisis threshold can constitute an undesirable feature if the EMP index presents some clusters of high volatility. These drive up the threshold, and render the index insensitive to those speculative pressures that occur during period of low volatility. Thus, instead of taking sample mean and standard deviation over the whole sample, moving average and standard deviation can be employed, computed over a period that is long enough to detect structural breaks in volatility from periods of increasing pressure. However, this possible approach suffers from two main shortcomings: first, it shrinks the sample size and information is lost, as a centred moving average is a function of lags and leads and thus missing values are generated for the initial and final observations. Second, it is not consistent with the third property, as the classification of an observation is still dependent on future values.
At least two reasons can be advanced to justify the desirability of the independence of the identification of past observations from future data, a property that is satisfied by the definitions employed by Frankel and Rose [1996] and Kumar et al. [1998] . First, an instrumental one, as the dependence of past identifications on future observations gives rise to a never-ending process of data revision, while a second reason relates to the analytical perspective from which currency crises are observed. While subsequent data are useful to put the conditions prevailing on the exchange market in an historical perspective, these should not be relevant in a more policy-oriented approach, that is more interested on the evaluation that economic agents give of current events.
This paper suggests that existing EMP-based crisis indicators may not be well suited for the study of currency crises in developing countries, as they lead to a questionable selection of crisis episodes, and suggest that developing countries are much less crisis-prone that developed countries.
In order to test the actual relevance of this intuition, we intend to deepen this research in two complementary directions: first, to understand punctually and clarify the differences between ERW index of crises and our proposed crisis selection rules; second, to build different crisis sets according to diverging crisis selection rule, and to employ these sets as regressands in an econometric analysis -either a logit or a probit model -on currency crises determinants. If not otherwise specified, the EMP is computed -in accordance with ERW -under the following default choices: the US is the reference country, the series are weighted by the reciprocal of their sample standard deviation, exchange rate variations are computed as logarithmic differences, reserves are considered gross of the liabilities towards the IMF. A crisis is detected whenever the EMP is above its mean plus 1.5 times its standard deviation.
A2 -Contraction Mappings and variance of the transformed distribution
A function g is said to be a Lipschitz function over the domain D ⊆ R, if it exists c > 0 such that:
|g(x) -g(y)| ≤ c|x -y| for every x, y ∈ D ⊆ R.
If 0 < c < 1, then g is said to be a contraction mapping over the domain D.
We want to show that the variance of a distribution X belonging to D is greater than the variance of the distribution that is obtained applying the function g to X. The above definition of a contraction mapping implies that:
|g(X) -g[E(X)]| ≤ c|X -E(X)|
17 If unavailable, we have the three months lending rate; for the US, we have used the Treasury Bill Rate.
{g(X) -g[E(X)]}
Taking the expected value of both sides, we obtain:
The r.h.s. is the variance of the X distribution, V(X). The l.h.s. can be rewritten adding and subtracting the mean of the transformed distribution, i.e. E[g(x)], within the inner parenthesis. 
E{{g(X) -g[E(X)]}

A3 -Proof of Proposition [1]
According to the definition of exchange market pressure, and assuming an identical set of weights in the three indexes, we have: 
