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Muons, as a bulk probe of materials, have been used to study the depth profile of charge carrier kinetics in
Si wafers by scanning the muon implantation depth. The photoexcited muon spin spectroscopy technique
can optically generate excess carriers in semiconductor wafers, while muons can measure the excess carrier
density. As a result, carrier recombination lifetime spectra can be obtained. The depth-dependent lifetime
spectra enable us to accurately measure the bulk carrier lifetime and surface recombination velocity by
fitting the spectra to a simple 1-dimensional diffusion model. Unlike other traditional lifetime spectroscopy
techniques, the bulk and surface recombination properties can be readily de-convoluted in this method. Here,
we have applied the technique to study silicon wafers both with and without passivation treatment, and have
demonstrated that the model can correctly describe the carrier kinetics in these two cases.
Charge carrier kinetics in semiconductors is one of the
most important properties in device characterization and
optimization, which ultimately determines the overall de-
vice performance.1,2 Among the various parameters that
describe carrier transport, the excess carrier recombina-
tion lifetime is a key figure of merit in photovoltaics ap-
plications, which governs the efficiency of solar cells.3,4
In practice, the carrier lifetime of a wafer is character-
ized by the effective lifetime τeff , which can be decom-
posed into the bulk recombination lifetime τb and surface
recombination velocity (SRV) S, and is often described
in the approximated form: 1/τeff = 1/τb + 2S/d, where
d is the wafer thickness.5 This highlights the challenge
in the recent development of high efficiency silicon solar
cells — these devices not only require a substrate with
an extremely low impurity concentration to extend τb
to the millisecond timescale, but also require excellent
surface passivation in order to minimise SRV.6 Hence it
is important to characterize τb and S separately, which
then enables us to optimize each parameter and improve
the overall device performance in a more straightforward
way. However, achieving this separation has been quite
difficult because most of the existing characterization
techniques (such as microwave-detected photoconductiv-
ity, photoluminescence imaging, and transient absorp-
tion/reflection spectroscopy) can measure only a bulk av-
erage, namely the effective lifetime.2 While it is possible
to decouple the bulk and surface contribution by vary-
ing the wafer thickness, this method requires multiple
samples with a different d, which may not be easily com-
pared due to slight variations in their surface treatment
and bulk defect concentration. Hence, there have been a
number of attempts to separate the decay rates through
a combination of modelling and standard measurement
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techniques.7 To date, however, there are still no definitive
method for realizing an effective separation.
With the aim of achieving this goal, we have de-
veloped a method using photoexcited muon spin relax-
ation8 (henceforth referred to as “photo-µSR”) and have
demonstrated the technique by applying it to the study
of Si wafers. This light-pump muon-probe technique uti-
lizes the interaction between optically generated excess
carriers and a hydrogen-like muonium atom Mu, which
is created when an implanted positively charged muon
µ+ captures an electron e− and forms a bound ground
state. The microscopic interaction induces spin depolar-
ization in the initially 100 % spin-polarized muons, and
results in a relaxation of the µSR time spectra.9 Muon
spin depolarization occurs when Mu in the triplet state,
|⇑↑〉, where the large and small arrow denote the muon
and electron spin respectively, is ionized by a free hole h+
and subsequently captures a free electron. Because the
electron has its spin either in the |↑〉 or |↓〉 state, the re-
generated Mu is in either the |⇑↑〉 or |⇑↓〉 state with equal
probability, where the muon spin in the latter state will
precess at the hyperfine frequency (in the order of GHz)
and be depolarized. Based on this carrier exchange inter-
action, one can expect quite naturally that the induced
spin relaxation rate λ will be proportional to the excess
carrier density ∆n. Indeed, λ can be used as a measure of
∆n by obtaining a dependence of λ relative to ∆n, where
∆n can be calculated from a measured photon fluence
and attenuation coefficient α. This procedure, in turn,
allows us to calculate ∆n from a measured value of λ, and
therefore the carrier lifetime spectrum (CLS), ∆n(t), can
be measured. Here, t is the pulse delay between muons
and pump photons, as shown in Fig. 1(a). Details of the
procedure are described in our previous studies.10,11
One of the most important advantages of this tech-
nique is that the implantation depth of muons is vari-
able, which enables us to measure the CLS at a specified
depth in a wafer. The depth profile of implanted muons
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can be approximated to a Gaussian distribution with its
FWHM ≈ 130 µm in the case of crystalline Si. The
muon distribution within the sample can be considered
as stationary within the spatial and temporal scale of the
measurement because the diffusion constants of the Mu
centers are generally in the order of 10−3 cm2/s in semi-
conductors at RT.12 Using a “surface” muon beam with
an energy of 4 MeV,13 the center of the muon distribu-
tion can be scanned between the sample surface and the
maximum implantation depth, which is ≈700 µm in Si.
The muon stopping position can be adjusted by placing
material (called a “degrader”) in the muon beam before
the sample to modify the incident beam energy. Hence,
the CLS can be measured at several depths, which pro-
vides a sterical picture of the excess carrier kinetics. The
set of lifetime spectra can be fitted simultaneously to a
1-dimensional (1-D) diffusion model, which numerically
calculates the dynamics of excess carriers with τb and S
as fit parameters. In this way, the recombination param-
eters can be measured separately with good accuracy.
To demonstrate the method, a photo-µSR experiment
studying Si wafers was carried out using the HIFI spec-
trometer at the ISIS Neutron and Muon Source at the
STFC Rutherford Appleton Laboratory in the UK.14 A
detailed discussion of this unique laser facility and as-
sociated equipment can be found elsewhere.8,10 In this
experiment, 100% spin-polarized muons are incident on
one side of the sample, while pump light illuminates the
other side, as shown in Fig. 1(b). Here, the sample
is a 2-inch diameter, 1 mm thick, float-zone grown sin-
gle crystal Si wafer (intrinsic, R>10000 Ωcm, both sides
chemically polished) with the <111> axis perpendicular
to the surface. The sample was contained in a helium-gas
purged cell, with a 100 µm thick titanium window on one
side (for muon entry) and a glass window to admit light
on the other side. The gas purged construction ensured
that the sample temperature was kept at 290 K through-
out the experiment. A small magnetic field (100 G) was
applied parallel to the initial µ+ spin direction (longi-
tudinal field, LF) for decoupling the intrinsic relaxation
in “dark” µSR spectra. This relaxation may be due to
trace impurities in the sample or field inhomogeniety of
the instrument,10 while nuclear moments of Si29, an iso-
tope with 4.7 % natural abundance, can also contribute.
Aluminum foils were used as a degrader for decelerat-
ing muons and adjusting the implantation depth. Note
that muons stopped in the Al degrader or Ti window
(especially for position 5) form diamagnetic centers and
only give a flat background in the observed µSR spectra.
This fraction can be ignored in the analysis because ∆n
is determined solely by the relaxation rate. As shown
in Fig. 1(c), the implantation depth was scanned from
position 1 to 5 by increasing the thickness of the Al de-
grader. The spatial distribution for each case was cal-
culated with the help of “musrSim”15 (a Monte Carlo
simulation package based on GEANT4) using the known
incoming muon momentum along with the amount and
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FIG. 1. (a) Timing diagram of the laser (15 ns FWHM pulse)
and muon pulse (70 ns). The laser pulse precedes the muon
pulse by the delay t. The muon and laser pulses operate at
50 and 25 Hz, respectively. (b) Schematic diagram of the
experimental geometry. Areas in blue (shadowed) illustrate
the depth profile of muons distributed in both the Ti window
and the sample wafer. (c) Calculated muon stopping distri-
butions (solid blue lines) for five different thicknesses of the
Al degrader; 0, 128, 237, 314, and 409 µm for position 1–5
respectively. The histogram bin width is 1 µm. An initial
distribution of excess carriers at t = 0 is plotted (red broken
line) for α = 16 cm−1. (d) Schematic diagram of the wafer
segmented into Nz cells (d = Nz∆z) along z-axis. A boundary
condition is applied to the end cells (filled-in with gray).
fundamental beam was generated and used as a pump
laser light.8 The wavelength, 1064 nm, typically gives
α ≈ 10 cm−1 in intrinsic Si at RT, which generates ex-
cess carriers throughout the 1 mm thick wafer. Multiple
(partial) reflections from the wafer surfaces and windows
were taken into account in the calculation. The spatial
profile of laser light was nearly uniform on the sample,
and large enough to cover the entire muon spot — this
condition allows us to assume a laterally uniform system
which simplifies the model.
Two identical wafers with different surface treatments
were measured. Sample A is an as-is wafer, with the
only preparation carried out being solvent cleaning. In
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this case the wafer was immersed in the warm acetone
bath, followed by rinsing with methanol and deionized
water; in this process, oil particles and organic residues
on the Si surface are loosened and removed. The wafer
was then dried with nitrogen gas and loaded into the sam-
ple cell under a high-purity He-gas atmosphere. In con-
trast, Sample B was cleaned with two additional steps to
passivate the surface.16 In this case, after the preparatory
solvent clean, the procedure involved a standard RCA
clean in an aqueous solution of ammonium hydroxide
and hydrogen peroxide, where the hot solution (heated to
≈70 ◦C) removed remaining hydrocarbon residues, oxi-
dized the surface and formed a thin oxide layer. The
wafer was then immersed in dilute hydrofluoric (HF) acid
(2 %) for approximately three minutes. The HF acid
etches the silicon dioxide layer and produces a clean H-
terminated <111> surface, whose hydrophobicity can be
checked with a wetting test. It is known that this method
works particularly well for capping dangling bonds on Si
<111> surfaces by forming covalent Si-H bonds. As a re-
sult, wafers prepared in this manner have exceptionally
low SRV.17,18 After that, the wafer was taken out to am-
bient atmosphere and moved into the He-gas atmosphere.
During sample loading, care was taken to minimize expo-
sure time to atmosphere when there could be a gradual
deterioration of the H-terminated surfaces due to oxida-
tion. Once the wafer was sealed in the purged cell, the
oxidation rate should be very slow.
Fig. 2(a1)-(a5) show a sequence of CLS measured for
Sample A at the five depths indicated in Fig. 1(c). The
spectra exhibit characteristic excess carrier kinetics with
a fast recombination taking place in the range closer to
the surface. Generated free electrons and holes diffuse
together at RT because of the Coulomb interaction (am-
bipolar diffusion).11 Based on the assumption of lateral
uniformity, their motion can be described by the 1-D dif-









where D is the ambipolar diffusion constant, and z is the
depth within the sample along the axis of the muon and
laser beams. The surface of the wafer on which the muons
are incident is set as z = 0 [see Fig. 1(d)]. The laser pulse
excites a carrier distribution in the wafer instantaneously
because its temporal duration, ≈15 ns FWHM, is much
shorter than the timescales of the carrier dynamics. The
initial carrier distribution, as shown in Fig. 1(c), can
be calculated based on the photon flux on the sample,
attenuation coefficient, and reflection coefficients of the
sample and window surfaces. To solve this diffusive ini-
tial value problem, Eq. 1 is numerically integrated using
the Lax-Friedrichs method19, with a finite time step ∆t
and the wafer segmented into cells of width ∆z [see Fig.
1(d)]. The algorithm gives a stable solution when the
stability criterion, 2D∆t/(∆z)2 ≤ 1, is satisfied. Clearly,
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FIG. 2. (a1) – (a5) and (b1) – (b5): Carrier lifetime spectra
measured at position 1-5 for Sample A and B, respectively.
Each set is normalized to ∆n(t = 0) at position 1, which is
1.2 × 1014 and 1.0 × 1014 cm−3 for Sample A and B, respec-
tively. Red solid lines denote the best fit from the modeling
described in the text.
as the timescale of the system becomes longer. With a
view to applying this technique to other systems with a
longer carrier lifetime, many of the calculations in our
code are implemented as array operations for speed. For
this study, the numerical calculations were carried out
with ∆z = 5 µm and ∆t = 1 ns, which would pro-
vide sufficient spatial resolution for weighting the series
of CLS with the muon distribution (see below), while
finishing the integration within a reasonable amount of
time. The calculation then gives us a CLS for each cell
in Fig. 1(d) i.e. ∆nj(t), where j = [1, Nz]. In order
to fit it against the measurement, we need to take into
account the spatial distribution of muons by weighting
∆nj(t) with the normalized distribution histogram Hj ,
before summing over the entire range to obtain a life-





where the superscript p denotes the positions as defined
in Fig. 1(c), and c is a scaling factor. Here, Hpj is defined






j , where h
p
j is the number of muons
implanted in the j-th cell for the measurement carried






TABLE I. Summary of fit results
Sample D τb S α c
[cm2/s] [µs] [cm/s] [1/cm]
A 10.5(2) 100(2) — a 13.9(2) 0.1326(2)
B 7.1(3) 107(1) 106(6) 15.9(1) 0.1364(4)
a Applied the Dirichlet boundary condition. See main text for
details.
the total number of muons incident on the sample with-
out the degraders. Therefore, we can scale each ∆np(t)
to the corresponding data with the single scaling factor.
For Sample A, we can assume a Dirichlet boundary
condition, where ∆n(z = 0, t) = ∆n(z = d, t) = 0, be-
cause the SRV for unpassivated wafers approaches the
thermal velocity and hence both surfaces essentially act
as an infinite sink for excess carriers. Simultaneous curve
fitting was performed for the five lifetime spectra mea-
sured, with D, τb, α, and c as fit parameters. Calculated
curves for the best fit to the data are shown in Fig. 2(a1)-
(a5), with the fit parameters summarized in Table I. The
fit curves are in a good agreement with the measurement,
indicating that the numerical model is able to describe
the carrier dynamics at all depths in the sample. It is
worth noting that, in general, τb and S depend on the in-
jection level,2 and this is 1014 cm−3 in the present study
(see the caption for Fig. 2). The setup at HIFI allows
us to select the injection level in the range between 1014
and 1017 cm−3 with the LF optimized for each level.10
The lifetime spectra for Sample B were measured in
the same manner and results are shown in Fig. 2(b1)-
(b5). In contrast to Sample A, the decay rates are signif-
icantly slower for all depths measured due to the slower
surface recombination in this sample. In order to char-
acterize this behavior, the fit model now applies a fi-
nite SRV to the end cells, such that ∆n1 and ∆nNz de-
crease by e−S∆t/∆z at every time step. The same fitting
method was applied to the lifetime spectra, with S as an
additional fitting parameter. Again, the fits agree well
with the measurements, indicating that the model can
describe the carrier behavior with both bulk and surface
recombination dynamics. As shown in Table I, the fit pa-
rameters, D, τb, and α, generally agree with the results
from Sample A. This is expected because the wafers are
cut from the same single crystal ingot, and these bulk
properties should be in the same range. The measured
SRV, 106 ± 6 cm/s, is significantly slower than the ther-
mal velocity of carriers in Si (≈107 cm/s), but is faster
than the reported values for samples immersed in HF
acid (≈1 cm/s).18 In our setup, it was inevitable that
the passivated surfaces on Sample B was exposed to air
and slightly deteriorated during the transfer from the HF
bath to the purged sample cell. Nevertheless, the surface
treatment slowed down the SRV sufficiently to allow us
to demonstrate the method. From simulations, the low-
est SRV that could be measured in the present system
was estimated to ≈10 cm/s, below which the CLS at all
positions would be indistinguishable within the error bar.
In general, the lowest measurable SRV is limited by the
wafer thickness and bulk carrier lifetime.
While the fit curves in Fig. 2 generally agree well
with the data, small discrepancies can be observed in
Fig. 2(a5) and (b5). The reason for this is that the
spatial distribution of ∆n near the surface is highly non-
uniform due to the fast SRV. As previously discussed,
the method determines ∆n from the muon spin relax-
ation rate, which has been averaged over the muon dis-
tribution width. If the distribution is centered around
the surface, where ∆n(z) changes significantly over the
muon range, the method may not have sufficient spatial
resolution to characterize the positional dependence. In
addition, the distribution calculation with musrSim as-
sumed exact beam properties, which might be slightly
different from the actual beam during the experiment.
This will matter most when close to the surface with
large values of d∆n/dz. To resolve these problems, one
can simply avoid measuring the surface region, instead
increasing the number of depth measurements sampled
in the bulk. Indeed, Table I shows that the carrier diffu-
sivities are somewhat different for the two samples, which
can be attributed to the discrepancy described above. If
the CLS for position 5 was excluded from the fitting pro-
cedure, the diffusivities for the two samples showed a
better agreement along with the other parameters.
Our primary focus in this Letter is on photovoltaic ap-
plications, especially in the Si-based technology. Thick-
ness of Si wafers typically used in solar cells is ≈200 µm,
which is comparable with the muon depth profile [see
Fig. 1(c)]. In these thin wafers, it should be possible to
make the measurement for at least a few depths, where
their muon distributions may be overlapped with each
other. Therefore, it could be more difficult to achieve
the clear separation of τb and S as demonstrated above.
Nevertheless, the weighted CLS by the simulated muon
distribution should help in separating the recombination
parameters — this test is left to a future measurement
on real solar cells.
It is known, especially in the field of electron mi-
croscopy, that irradiation with high-energy charged par-
ticles can cause various kinds of beam damage on speci-
men.21 In standard µSR studies, it is generally accepted
that muons do not alter material properties by irradia-
tion because the beam fluence is very low and dilute (e.g.
1×105 µ+/(cm2· s) at HIFI).13 However, as an implanted
muon releases its energy to the crystal lattice during the
thermalization process, it is possible that it brakes atomic
bonds and create defect centers. This can happen on the
surface facing the incoming muon beam, and degrade the
passivation layer during exposure. Although the present
study did not observe any sample degradation, samples
with high-quality passivation may be sensitive to these
effects because long-life carriers are highly mobile and
can be more prone to recombine at the surface defects.
In conclusion, we have demonstrated that photo-µSR
is capable of measuring the CLS at multiple depths in a
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Si wafer by changing the implantation depth of a muon
beam. The depth-dependent lifetime spectra enable us to
measure the bulk carrier lifetime and SRV by fitting the
spectra to a 1-dimensional diffusion model. Unlike other
traditional lifetime spectroscopy techniques, the bulk and
surface recombination properties can effectively be de-
coupled using this method. As a future application, the
method and modeling may be applied to a variety of sys-
tems and boundary conditions, such as a wafer passivated
differently on each side and a system with interfaces. In
addition to providing unique insights into surface recom-
bination, future work may allow us to determine the in-
trinsic lifetime limit for Si, which essentially defines the
maximum efficiency of Si solar cells. Furthermore, these
measurements may benefit from temperature-dependent
studies (e.g. to better understand the properties of solar
cells used in extreme conditions). These type of mea-
surements would be straightforward with the He-purged
sample cell and existing temperature control setup. The
method can be applicable to other semiconductor sys-
tems, as long as the bulk carrier lifetime is sufficiently
long (at least a few µs) so that the ∆n(z) does not
change significantly during the µSR time window used
to determine the relaxation rate.10,11 These applications
may include studying active semiconductor materials for
power electronics devices, such as silicon carbide, where
the carrier lifetime directly relates to the device switch-
ing efficiency. Finally, in an attempt to measure a faster
carrier lifetime in e.g. radiative recombination processes
in direct-gap semiconductors, a feasibility study is in
progress by utilizing our upgraded muon data acquisi-
tion system with 1 ns time resolution.22
Supplementary Material includes 1) the Python
scripts and data files used in this study, 2) a series of
simulated CLS with a range of SRV, and 3) fit results
excluding the measurement at position 5.
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plied Surface Science 256, 3423 (2010).
21N. Jiang, Rep. Prog. Phys. 79, 016501 (2015).
22K. Yokoyama, J.S. Lord, P.W. Mengyan, M.R. Goeks, and R.L.
Lichti (2019): Can photo-MuSR method measure carrier recom-
bination lifetime in direct gap semiconductors?, STFC ISIS Neu-
tron and Muon Source, DOI: 10.5286/ISIS.E.RB1920737.
23K. Yokoyama, J.S. Lord, J. Miao, P. Murahari, and A.J. Drew
(2017): Carrier recombination lifetime spectroscopy with photo-
MuSR: Measuring bulk and surface lifetime in one go, STFC ISIS
Neutron and Muon Source, DOI: 10.5286/ISIS.E.RB1720505.
