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LOCAL REGULARITY FOR TIME-DEPENDENT
TUG-OF-WAR GAMES WITH VARYING PROBABILITIES
MIKKO PARVIAINEN AND EERO RUOSTEENOJA
Abstract. We study local regularity properties of value functions of
time-dependent tug-of-war games. For games with constant probabil-
ities we get local Lipschitz continuity. For more general games with
probabilities depending on space and time we obtain Ho¨lder and Har-
nack estimates. The games have a connection to the normalized p(x, t)-
parabolic equation (n+ p(x, t))ut = ∆u+ (p(x, t)− 2)∆
N
∞u.
1. Introduction
In this paper we study local regularity properties of tug-of-war type games
related to parabolic PDEs. First, we establish asymptotic Lipschitz conti-
nuity for the value functions of the game with constant probabilities, and
then continue analyzing the regularity of a more general game with space
and time dependent probabilities that we call p(x, t)-game.
The value functions of this particular two player zero sum game satisfy
the so called dynamic programming principle (hereafter DPP)
uε(x, t) =
α(x, t)
2
( sup
Bε(x)
u(y, t− ε
2
2
) + inf
Bε(x)
u(y, t− ε
2
2
))
+ β(x, t)
∫
Bε(x)
u(y, t− ε
2
2
) dy,
which may arise for example from stochastic games or discretization schemes.
In game terms, this equation can be heuristically interpreted as summing
up the three different alternatives of the game round with the corresponding
(x, t)-dependent probabilities while the step takes ε
2
2 time.
Lipschitz estimate for the game with constant probabilities is based on
the good symmetry properties produced by utilizing cancellation strategies
that allows us to directly obtain Lipschitz continuity. In the p(x, t)-case the
symmetry properties and sharp cancellation effects break down. Moreover,
global approaches to the problem are hampered by the of loss of translation
invariance, which makes it hard to keep track of accumulated error.
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Our proofs are of local nature. The idea of the proof for Ho¨lder continuity
of p(x, t)-game arises from the stochastic game theory: we start the game
simultaneously at two points x and z and try to pull the points closer to
each other, where ’closer’ is in terms of a suitable comparison function. In
particular, in the stochastic terminology the process is a supermartingale.
To show that we may pull the points closer in this sense, we may consider
the process in the higher dimensional space by setting (x, z) ∈ R2n and then
apply suitable strategies for such a game. There are several differences in the
parabolic setting compared to the elliptic proofs in [LPS13] and [LP] related
to controlling the dynamic effects. Indeed, in the Lipschitz proof we utilize
estimates for probability distributions on different time instances whereas in
the elliptic case it suffices to deal with the long time limit distribution. In
the case of the p(x, t)-game the resulting DPP is in R2n+1, and comparison
functions will have to take the time direction into account.
As an application, our results can be used to prove local Lipschitz conti-
nuity for the solutions to the normalized p-parabolic equation
(n+ p)ut = |∇u|2−p div(|∇u|p−2∇u) = ∆u+ (p− 2)∆N∞u,
where ∆N∞u = 〈D2u ∇u|∇u| , ∇u|∇u|〉 is the normalized or game theoretic infinity
Laplacian. This equation has been recently studied by Jin and Silvestre
[JS15], Banerjee and Garofalo [BG13], Does [Doe11], as well as Manfredi,
Parviainen and Rossi [MPR10]. In the p(x, t)-case, we show that under
suitable assumptions the value functions of the game converge to the unique
viscosity solution of the Dirichlet problem to the normalized p(x, t)-parabolic
equation
(n+ p(x, t))ut = ∆u+ (p(x, t)− 2)∆N∞u.
However, a priori our methods and results are not relying on the PDE tech-
niques; rather they are quite different from those.
The connection between the infinity Laplacian and tug-of-war games was
established by Peres, Schramm, Sheffield and Wilson in [PSSW09], for the
p-Laplacian in [PS08] and for the normalized p-parabolic equation by Man-
fredi, Parviainen and Rossi in [MPR10], see also [BG15b].
This paper is organized as follows. In Section 2 we fix the notation and
define the game. In Section 3 we assume that p(x, t) ≡ p > 2 is a constant
and obtain local asymptotic Lipschitz continuity for value functions by using
game-theoretic methods. In Section 4 we get Ho¨lder and Harnack estimates
for the p(x, t)-game. In Section 5 it is proved that value functions of the
p(x, t)-game converge uniformly to a viscosity solution of the normalized
p(x, t)-parabolic equation. In Section 6 we show that there is a unique
viscosity solution to the p(x, t)-parabolic equation with given continuous
boundary data.
Acknowledgements. MP was supported by the Academy of Finland. ER
was supported by the Vilho, Kalle and Yrjo¨ Va¨isa¨la¨ foundation.
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2. Preliminaries
Throughout the paper Ω ⊂ Rn is a bounded domain. If not mentioned
otherwise, for T > 0, ΩT := Ω × (0, T ) is a parabolic cylinder with the
parabolic boundary
ΓT := {∂Ω × [0, T ]} ∪ {Ω× {0}}.
For our game we also need the parabolic boundary strip of width ε > 0,
ΓεT :=
(
Γε × (−ε
2
2
, T ]
)
∪
(
Ω× (−ε
2
2
, 0]
)
.
Here
Γε := {x ∈ Rn \Ω : dist(x, ∂Ω) ≤ ε}
is the ε-boundary strip of Ω.
For a measurable function p : ΩT → (2,∞), we define the functions
α : ΩT → (0, 1) and β : ΩT → (0, 1),
α(x, t) =
p(x, t)− 2
p(x, t) + n
, β(x, t) =
n+ 2
p(x, t) + n
.
Notice that α(x, t) + β(x, t) = 1 for all (x, t) ∈ ΩT .
Next we define a tug-of-war type game, which we call p(x, t)-game to
emphasize the connection with p(x, t)-Laplacian, see Section 5. The game
is a zero sum stochastic game between Player I and Player II in ΩT . Fix
ε > 0. First a token is placed at (x0, t0) ∈ ΩT . With probability α(x0, t0),
the players flip a fair coin, and the winner of the toss moves the token to a
point
(x1, t1) ∈ Bε(x0)× {t0 − ε
2
2
},
according to his or her strategy. We use a notation Bε(x0) for an open ball
centered at x0 with radius ε. With probability β(x0, t0), the token moves
according to the uniform probability to a random point (x1, t1) in a set
Bε(x0)×{t0− ε22 }, and in this paper we call such moves random vectors for
short. From (x1, t1) the game continues according to the same rules, and
the token moves to a point
(x2, t2) ∈ Bε(x1)× {t1 − ε
2
2
}.
We denote by (xτ , tτ ) ∈ ΓεT the first point of the sequence on ΓεT . Then
Player II pays Player I the payoff F (xτ , tτ ), where F : Γ
ε
T → [−M,M ] is a
given measurable payoff function. Naturally, Player I tries to maximize the
payoff and Player II tries to minimize it. The number of steps during the
game is bounded,
τ ≤ 2ε−2t0 + 1 ≤ 2ε−2T + 1.
The value function uε of the game is
uε(x0, t0) = sup
SI
inf
SII
E
(x0,t0)
SI,SII
[F (xτ , t− ε
2
2
τ)],
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where SI and SII are strategies of Player I and Player II. For further details
on stochastic vocabulary regarding tug-of-war games, we refer to [PSSW09].
Since the number of steps during the game is bounded, adding a bounded
running payoff to the game would not cause any new difficulties. In the case
of unlimited number of steps the situation is different, see [Ruo16].
A crucial property of value functions of tug-of-war type games is DPP
characterization. In the parabolic case this characterization is much easier
to verify than in the elliptic case. Moreover, proving DPP characterization
for value functions of our game does not differ from the case where the
probabilities α and β are space independent. The following two lemmas can
be proved by using the techniques of [LPS14]. We use the notation∫
Br
udx :=
1
|Br|
∫
Br
udx
for the mean value of a function u in a ball Br. Here |Br| denotes the
Lebesgue measure of Br.
Lemma 2.1. For given ε > 0 and payoff function F on ΓεT , there is a
unique measurable function u equal to F on ΓεT and satisfying the parabolic
DPP
u(x, t) =
α(x, t)
2
( sup
Bε(x)
u(y, t− ε
2
2
) + inf
Bε(x)
u(y, t− ε
2
2
))
+ β(x, t)
∫
Bε(x)
u(y, t− ε
2
2
) dy
for (x, t) ∈ ΩT .
Lemma 2.2. Given ε > 0 and a bounded payoff function F on ΓεT , the value
function uε satisfies the parabolic DPP.
A typical idea to estimate the value function uε is to fix a strategy for one
of the players. We may also localize the situation by using a new stopping
time τ∗ ≤ τ . The following lemma is a standard tool for fixed strategies.
Again we omit the proof which is similar to [Ruo16, Lemma 2.3].
Lemma 2.3. If the game starts from (x0, t0) ∈ ΩT and τ∗ < 2t0ε−2 is a
stopping time, then
uε(x0, t0) ≥ inf
SII
E
(x0,t0)
S0I ,SII
uε(xτ∗ , t0 − τ
∗
2
ε2)
for any fixed strategy S0I of Player I, and
uε(x0, t0) ≤ sup
SI
E
(x0,t0)
SI,S
0
II
uε(xτ∗ , t0 − τ
∗
2
ε2)
for any fixed strategy S0II of Player II.
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3. Lipschitz estimate for p-game
In this section we study local regularity properties of p(x, t)-game when
p(x, t) ≡ p > 2 is a constant. Then the probability functions are also
constants, α(x, t) ≡ α ∈ (0, 1) and β(x, t) ≡ β ∈ (0, 1). This game was
defined in [MPR10].
We start with constant p for simplicity: these games have symmetry
properties suitable for cancellation strategy idea, developed in [LPS13], to
get asymptotic Lipschitz continuity. In order to establish this, we use the
following stochastic estimate, which combines well known Hoeffding’s and
Kolmogorov’s inequalities.
Lemma 3.1. Consider i.i.d. symmetric real-valued random variables Ym,
m = 1, ..., N, for which |Ym| ≤ b for some b > 0. Then for λ > 0 the
following inequalities hold:
P(|Y1 + ...+ YN | ≥ λ) ≤ 2 exp
(
− λ
2
2Nb2
)
,
P( max
1≤m≤N
|Y1 + ...+ Ym| ≥ λ) ≤ 2P(|Y1 + ...+ YN | ≥ λ).
When the game starts from (x0, t0) ∈ ΩT and Player I follows a cancella-
tion strategy with target z, she tries to cancel the earliest move of Player I
which she has not yet canceled. If there are no moves to cancel, she tries to
pull the token to the direction of vector (z − x0) ∈ Ω. Notice that Player I
pays no attention to random moves.
We want to use the cancellation strategy to prove asymptotic Lipschitz
estimate for the p(x, t)-game with constant p. The two main difficulties are
the possibility to reach the maximum number of steps too soon and the case
of different time levels. We estimate the probability for reaching maximum
number of steps in the proof of Theorem 3.2, and the problem of different
time levels is solved in Theorem 3.3.
Theorem 3.2. Suppose that B6r(z0) ⊂ Ω, where 0 < ε < r <
(
αT
6
) 1
2 . Then,
for points (x, t), (y, t) ∈ Br(z0)× (6r2α , T ) ⊂ ΩT and for sufficiently small ε,
the value function uε satisfies the Lipschitz estimate
|uε(x, t)− uε(y, t)| ≤ C(p, n) |x− y|
r
‖uε‖∞ + C ′(p, n)
ε
r
‖uε‖∞ .
Proof. Because of the error term, we may suppose that |x − y| ≥ ε. Let z
be the midpoint of [x, y] ⊂ Ω and suppose first that
uε(y, t) ≥ uε(x, t).
When the game starts from (x, t) =: (x0, t0), Player II follows the cancella-
tion strategy with a target z. Let us define the stopping time τ∗. There are
four conditions to stop the game:
(1) Player II wins ⌈|x− z| /ε⌉ fair coin tosses more than Player I.
(2) Player I wins ⌈r/ε⌉ fair coin tosses more than Player II.
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(3) The sum of random vectors has length larger than r.
(4) We reach the maximum number of steps.
When the game starts from (y, t) =: (y0, t0), Player I follows the cancellation
strategy trying to pull towards z, and we define τ∗ as before by changing
the roles of the players. By using the cancellation effect and Lemma 2.3, we
obtain
|uε(x0, t0)− uε(y0, t0)| ≤ 2 ‖uε‖∞
k∑
j=1
P j + 2δ ‖uε‖∞ ,
where P j is the probability that τ
∗ = j and the game ended because of
Condition 2 or 3, and δ is the probability that the game ended because the
maximum number of steps was reached. The number k is the maximum
number of steps during the game, k = ⌈2ε−2t0⌉.
We get an upper estimate for
∑
P j from [LPS13, Lemma 3.1]. The lemma
gives an upper bound C(p, n)|x−y|/r for the probability P ′ that the tug-of-
war with noise ends because of Condition 2 or 3. Since there is not Condition
4 in the elliptic case (there is not an upper bound for the number of steps
during the game), we have
k∑
j=1
P j ≤ P ′ ≤ C(p, n) |x− y|
r
.
Hence, we get
|uε(x, t)− uε(y, t)| ≤ C(p, n) |x− y|
r
‖uε‖∞ + 2δ ‖uε‖∞ . (3.1)
The previous inequality also holds if uε(x, t) > uε(y, t), which can be seen
by fixing a cancellation strategy for Player I when starting from (x, t) and
for Player II when starting from (y, t).
The main part of this proof is to estimate the probability δ that the game
ends when the maximum number ⌈2t0/ε2⌉ of steps is reached. First we
need a rough estimate for the number of fair coin tosses between the players
during the game. Denote by Zm the Bernoulli variables with Zm ∈ {0, 1}
and P(Zm = 1) = α. Define
A :=
{
l∑
m=1
Zm >
α
2
l for all l ≥ ε−1
}
.
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We estimate
P(Ac) = P
(
l∑
m=1
Zm ≤ α
2
l for some l ≥ ε−1
)
≤
∑
l≥ε−1
P
(
l∑
m=1
Zm ≤ α
2
l
)
≤
∑
l≥ε−1
P
(∣∣∣∣∣
l∑
m=1
Zm − lα
∣∣∣∣∣ ≥ α2 l
)
=
∑
l≥ε−1
P
(∣∣∣∣∣
l∑
m=1
(Zm − α)
∣∣∣∣∣ ≥ α2 l
)
.
Using Lemma 3.1 with Ym = Zm − α, λ = α2 l, b = 1 and N = l gives
∑
l≥ε−1
P
(∣∣∣∣∣
l∑
m=1
(Zm − α)
∣∣∣∣∣ ≥ α2 l
)
≤
∑
l≥ε−1
2 exp(−α
2
8
l) ≤ O(ε).
Hence, for small enough ε there is a constant C ′(p, n) > 0 such that
P(A) ≥ 1− C ′(p, n)ε
r
. (3.2)
Supposing that ⌈α2 ε−2t0⌉ is an even number, we estimate combinatorially
the probability P˜0 that after exactly ⌈α2 ε−2t0⌉ fair coin flips there have been
exactly the same number of heads and tails,
P˜0 =
( ⌈α2 ε−2t0⌉
1
2⌈α2 ε−2t0⌉
)(
1
2
)⌈α
2
ε−2t0⌉
=
1
2
3
4
5
6
...
⌈α2 ε−2t0⌉ − 1
⌈α2 ε−2t0⌉
≤
(
1
2
2
3
3
4
...
⌈α2 ε−2t0⌉
⌈α2 ε−2t0⌉+ 1
)1
2
=
(
1
⌈α2 ε−2t0⌉+ 1
) 1
2
≤ ε
3r
,
where in the last inequality we used the requirement t0 >
6r2
α . For prob-
ability P˜k, k ∈ Z, that after ⌈α2 ε−2t0⌉ of fair coin flips there have been k
heads more than tails, we have P˜k ≤ P˜0. (When k is negative, P˜k means
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that there have been −k tails more than heads.) We get the estimate
⌈|x−y|/ε⌉∑
k=−⌈|x−y|/ε⌉
P˜k ≤
(
2|x− y|
ε
+ 1
)
P˜0 ≤ |x− y|
r
.
Denote by D an event that the event A occurred and at the time ⌈α2 ε−2t0⌉
of fair coin flips there have been at least ⌈ |x−y|ε ⌉ heads more than tails.
Moreover, denote by E an event that the event A occurred and there have
been at least ⌈ |x−y|ε ⌉ heads more than tails at some point before ⌈α2 ε−2t0⌉
fair coin flips. By the previous estimate we have
P(D) ≥ 1
2
(
1− |x− y|
r
)
(1− C ′(p, n)ε
r
)
≥ 1
2
(
1− 2C ′(p, n) |x− y|
r
)
.
To estimate P(E), observe first that
P(E ∩D) = 1
2
P(E)
and
P(Ec ∩D) ≤ ε
3r
.
Since
P(D) = P(E ∩D) + P(Ec ∩D),
we get
P(E) ≥ 1− 2C ′(p, n) |x− y|
r
− ε
3r
.
Since the probability that the game ends before step ⌈2t0/ε2⌉ is greater than
P(E), we get an estimate for δ,
δ ≤ C(p, n) |x− y|
r
+ 3C ′(p, n)
ε
r
,
and recalling estimate (3.1), we have
|uε(x, t)− uε(y, t)| ≤ C(p, n) |x− y|
r
‖uε‖∞ + 2δ ‖uε‖∞
≤ 2C(p, n) |x− y|
r
‖uε‖∞ + 6C ′(p, n)
ε
r
‖uε‖∞ . 
Theorem 3.3. Let x, y ∈ Ω and t =: t0 satisfy the conditions of Theorem
3.2 and t1 ∈ (t0, T ) satisfy t1 − t0 ≤ r2. Then for (x, t1), (y, t0) ∈ ΩT we
have the Lipschitz estimate
|uε(x, t1)− uε(y, t0)| ≤ C(p, n) |x− y|+ |t1 − t0|
1
2
r
‖uε‖∞
+ C ′(p, n)
ε
1
2
r
‖uε‖∞ .
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Proof. We prove the case x = y, for otherwise we use triangle inequality and
Theorem 3.2. Because of the error term, we may suppose that t1 ≥ t0 + ε2.
Denote
s :=
√
t1 − t0 ≥ ε.
Suppose first that uε(y, t1) ≥ uε(y, t0). The game starts from (y, t1). Player
II uses a strategy S0II in which he pulls towards y and stays there if possible.
The game ends when the token leaves the cylinder S := Bs(y)× (t0, t1) for
the first time. Let A be the event that the token hits the bottom of S. Then,
regardless of the strategy of Player I,
P := P(A) ≥
(
1
10
)2(n+1)2
.
This estimate follows from the proof of Lemma 4.6 below.
Denote
M := C(p, n)
s
r
||uε||∞,
where C(p, n) is the constant from Theorem 3.2. By using Theorem 3.2 to
estimate values of uε in the ball Bs(y), we get
uε(y, t1)− uε(y, t0) ≤ P (uε(y, t0) +M) + (1− P ) sup
∂Bs(y)×[t0,t1]
uε − uε(y, t0)
= PM + (1− P )( sup
∂Br(y)×[t0,t1]
uε − uε(y, t0))
≤ PM + (1− P )( sup
t∈[t0,t1]
uε(y, t) +M − uε(y, t0))
=M + (1− P )( sup
t∈[t0,t1]
uε(y, t)− uε(y, t0)).
Choose k ∈ N such that
(1− P )k ≤ C(p, n)s
r
.
By continuing the previous estimation we get
uε(y, t1)− uε(y, t0) ≤M
k−1∑
j=0
(1− P )j + (1− P )k( sup
t∈[t0,t1]
uε(y, t)− uε(y, t0))
≤ 1
P
M + 2C(p, n)
s
r
||uε||∞
= C˜(p, n)
s
r
||uε||∞.
If uε(y, t1) < uε(y, t0), we fix a strategy for Player I when starting from
(y, t1) and by symmetric argument we get
uε(y, t0)− uε(y, t1) ≤ C˜(p, n)s
r
||uε||∞.
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Hence, we have
|uε(y, t1)− uǫ(y, t1)| ≤ C˜(p, n)s
r
||uε||∞
= C˜(p, n)
|t1 − t0| 12
r
||uε||∞.
The error term of the scale ε1/2 has to be added when t1 − t0 ≤ ε2. 
4. Ho¨lder and Harnack estimates for p(x, t)-game
In this Section we study regularity properties of the parabolic p(x, t)-
game, which was defined in section 2. We assume throughout the section
that uε > 0 is a value function of the game. In the first subsection we
show asymptotic Ho¨lder continuity for uε, and then continue with Harnack’s
inequality in the second subsection.
4.1. Asymptotic Ho¨lder continuity. Since our location dependent par-
abolic game is not translation invariant, we cannot immediately use the
cancellation strategy. Instead, we use a more general idea developed by
Luiro and Parviainen for the elliptic case in [LP]. The main idea is to start
the game simultaneously at two points and try to pull them closer to each
other by using a suitable comparison function f with a certain favorable cur-
vature in space. The player trying to pull the two points closer, say Player
I, has a certain flexibility in her strategy depending on what the opponent
does. If Player II does not pull the points further away from each other,
then Player I tries to pull them directly closer. Instead, if Player II tries
to pull the points almost optimally further away, then Player I aims at the
exactly opposite step.
As in the previous section concerning Lipschitz regularity, we break the
proof of parabolic Ho¨lder continuity into two parts. In the first part, Theo-
rem 4.1, we consider the case where the points x, y ∈ Ω are at the same time
level t in ΩT . We use the strategy of [LP], but add a time-dependent term
g(t) = |t|δ/2 to the comparison function f . The purpose of the term g in
our comparison function F (x, t) = f(x) + g(t) is to get the right boundary
values for F without allowing too large error in estimates.
In the other part of the proof of Ho¨lder continuity we handle the time
direction. This part is easier, and we could actually prove it by utilizing
the technique we used in the proof of Theorem 3.3. However, we present
another proof relying more on the DPP property of the value function uε.
Theorem 4.1. Let B2r(0) × [−2r2,−12r2] ⊂ Ω × (−T, T ). Then the value
function uε satisfies the following Ho¨lder estimate for some δ = δ(n) ∈ (0, 1),
|uε(x, t)− uε(y, t)| ≤ C(n) |x− y|
δ
rδ
‖uε‖∞ + C ′(n)
εδ
rδ
‖uε‖∞ ,
when x, y ∈ Br(0) and t ∈ (−r2,−12r2).
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Proof. Denote
S1 := Br(0)× (−r2,−1
2
r2), S2 := B2r(0) × (−2r2,−1
2
r2).
To define a suitable comparison function, define the functions g, f1 and f2,
g(t) = |t|δ/2,
f1(x, z) = C(n)|x− z|δ + |x+ z|2,
as well as
f2(x, z) =
{
C2(N−i)εδ if (x, z) ∈ Ai,
0 if |x− z| > N ε10 .
Here
Ai := {(x, z) ∈ R2n : (i− 1) ε
10
< |x− z| ≤ i ε
10
}
for i = {1, ..., N}. Finally, our comparison function is
F (x, z, t) = f(x, z) + g(t),
where
f(x, z) = f1(x, z)− f2(x, z).
We use this notation to emphasize the time dependent term g needed in the
parabolic case.
By scaling, we may assume that
0 ≤ uε ≤ rδ in S2 \ S1.
This implies
uε(x, t)− uε(z, t)− F (x, z, t) ≤ C2Nεδ in S2 \ S1,
and we want to show that the same inequality holds in S1. Suppose not.
Then
M := sup
(x′,t′),(z′,t′)∈S1
(uε(x
′, t′)− uε(z′, t′)− F (x′, z′, t′)) > C2Nεδ .
Thriving for contradiction, let η > 0 and choose (x, t), (z, t) ∈ S1 such that
uε(x, t)− uε(z, t)− F (x, z, t) ≥M − η. (4.3)
Recall that DPP for uε reads as
uε(x, t) =
α(x, t)
2
{
sup
y∈Bε(x)
uε(y, t− ε
2
2
) + inf
y∈Bε(x)
uε(y, t− ε
2
2
)
}
+ β(x, t)
∫
Bε(x)
uε(y, t− ε
2
2
)dy.
By using the DPP characterization for the difference uε(x, t) − uε(z, t), we
see that
uε(x, t)− uε(z, t) = I1 + I2 + I3,
12 PARVIAINEN AND RUOSTEENOJA
where
I1 =
α(z, t)
2
(
sup
Bε(x)
uε(y, t− ε
2
2
)− inf
Bε(z)
uε(y, t− ε
2
2
)
+ inf
Bε(x)
uε(y, t− ε
2
2
)− sup
Bε(z)
uε(y, t− ε
2
2
)
)
,
I2 = β(x, t)
(∫
Bε(x)
u(y, t− ε
2
2
)dy −
∫
Bε(z)
u(y, t− ε
2
2
)dy
)
,
and
I3 =
α(x, t) − α(z, t)
2(
sup
Bε(x)
uε(y, t− ε
2
2
) + inf
Bε(x)
uε(y, t− ε
2
2
)− 2
∫
Bε(z)
u(y, t− ε
2
2
)dy
)
.
This identity together with inequality (4.3) gives
M ≤ I1 + I2 + I3 − F (x, z, t) + η. (4.4)
We are going to estimate the terms I1, I2 and I3 to get a contradiction with
(4.4). To be more precise, we are going to show the following inequalities,
α(z, t)M > I1 − α(z, t)(F (x, z, t) − η),
β(x, t)M > I2 − β(x, t)((F (x, z, t) − η),
as well as
(α(x, t) − α(z, t))M > I3 − (α(x, t) − α(z, t))(F (x, z, t) − η).
To estimate I1, first we prove the following inequalities
sup
Bε(x)
uε(y, t− ε
2
2
)− inf
Bε(z)
uε(y, t− ε
2
2
) ≤M + sup
Bε(x)×Bε(z)
F (x, z, t− ε
2
2
) + η
and
inf
Bε(x)
uε(y, t− ε
2
2
)− sup
Bε(z)
uε(y, t− ε
2
2
) ≤M + inf
Bε(x)×Bε(z)
F (x, z, t− ε
2
2
) + η.
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The first inequality follows by picking x′ ∈ Bε(x), z′ ∈ Bε(z) such that
uε(x
′) ≥ supBε(x) uε − η/2 and uε(z′) ≤ infBε(z) uε − η/2 and estimating
sup
y∈Bε(x)
uε(y, t− ε
2
2
)− inf
Bε(z)
uε(y, t− ε
2
2
)
≤ uε(x′, t− ε
2
2
)− uε(z′, t− ε
2
2
) + η
≤M + F (x′, z′, t− ε
2
2
) + η
≤M + sup
(y,y′)∈Bε(x)×Bε(z)
F (y, y′, t− ε
2
2
) + η.
The second inequality follows the same way, and we get an estimate for I1,
I1 − α(z, t)
2
η
≤ α(z, t)
(
M +
1
2
(
sup
Bε(x)×Bε(z)
F (x, z, t− ε
2
2
) + inf
Bε(x)×Bε(z)
F (x, z, t− ε
2
2
)
))
.
Let us show that
F (x, z, t) >
1
2
(
sup
Bε(x)×Bε(z)
F (x′, z′, t− ε
2
2
) + inf
Bε(x)×Bε(z)
F (x′, z′, t− ε
2
2
)
)
+ 2η
=
1
2
(
sup
Bε(x)×Bε(z)
f(x′, z′) + inf
Bε(x)×Bε(z)
f(x′, z′)
)
+
∣∣∣∣t− ε22
∣∣∣∣δ/2 + η.
Since t < − r22 and r < 1, we get an estimate∣∣∣∣t− ε22
∣∣∣∣δ/2 − |t|δ/2 ≤ (r22 + ε22
)
−
(
r2
2
)δ/2
≤
(
r2
2
)δ/2 (
1 +
ε2
r2
)δ/2
−
(
r2
2
)δ/2
≤
(
r2
2
)δ/2 (
1 +
ε2
r2
)
−
(
r2
2
)δ/2
=
ε2
r2
≤ rδ−2ε2. (4.5)
Hence, it suffices to show that
f(x, z) >
1
2
(
sup
Bε(x)×Bε(z)
f + inf
Bε(x)×Bε(z)
f
)
+ rδ−2ε2.
Throughout the proof the error caused by the term g is in the acceptable
scale rδ−2ε2.
During the rest of the argument we just write sup f and inf f meaning
that sup and inf are taken over Bε(x)×Bε(z).
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Suppose first that |x − z| > N ε10 . Then f2 = 0. Choose hx, hz ∈ Bε(0)
such that
sup f1 ≤ f1(x+ hx, z + hz) + η.
Let θ = 110 and assume first that
(hx − hz)2V ≥ (4− θ)ε2,
where V is the space spanned by x− z and
(hx − hz)V = (hx − hz) · x− z|x− z| .
To estimate sup f1+ inf f2− 2f1, it is useful to write Taylor’s expansion for
f1(x+ hx, z + hz) as
f1(x+ hx, z + hz)
= f1(x, z) + Cδ|x− z|δ−1(hx − hz)V + 2(x+ z) · (hx + hz)
+
C
2
δ|x− z|δ−2 ((δ − 1)(hx − hz)2V + (hx − hz)2V ⊥)
+ |hx + hz |2 + Ex,z(hx, hz).
Here Ex,z is an error term satisfying
Ex,z(hx, hz) ≤ C|(hx, hz)|3(|x− z| − 2ε)δ−3
≤ 10ε2|x− z|δ−2
when N is large enough, for example N > 100C/δ.
By using the Taylor estimate and the estimate for the error term, we
obtain
sup f1 + inf f2 − 2f1
≤ f1(x+ hx, z + hz) + f1(x− hx, z − hz)− 2f1(x, z) + η
=
C
2
δ|x− z|δ−2 (2(δ − 1)(hx − hz)2V + 2(hx − hz)2V ⊥)
+ 2|hx + hz |2 + Ex,z(hx, hz) + Ex,z(−hx,−hz) + η
≤ |x− z|δ−2(20 − Cδ)ε2 + 8ε2 + η
≤ −C˜rδ−2ε2 + 8ε2 + η < −2rδ−2ε2,
when C˜ = Cδ − 20 has been chosen large.
If
(hx − hz)2V < (4− θ)ε2,
then
(hx − hz)V ≤ (2− θ/4)ε,
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and the second order term of the Taylor estimate, together with the error
term, can be estimated from above by
C
2
δ|x − z|δ−2(2ε)2 + (2ε)2 + 10ε2|x− z|δ−2
≤ 10Cδ|x− z|δ−2ε2.
Now we get
sup f1 + inf f1 − 2f1
≤ f1(x+ hx, z + hz) + f1(x− ε x− z|x− z| , x+ ε
x− z
|x− z| )− 2f1(x, z) + η
≤ Cδ|x− z|δ−1(−θε/4) + 16ε+ 10Cδ|x − z|δ−2ε2 + η
≤ 10C
δ
Cδ|x− z|δ−2(−θ/5)ε2 + 10Cδ|x− z|δ−2ε2 + η
≤ − 1
10
C2rδ−2ε2
< −2rδ−2ε2,
when C is large enough.
Suppose next that |x− z| ≤ N ε10 . Then a straightforward estimate gives
|f1(x+ hx, z + hz)− f1(x, z)| ≤ 3Cεδ.
We also have
inf(f1 − f2) ≤ sup f1 − 10Cεδ − 2f2,
which implies
sup f + inf f ≤ 2 sup f1 − 10Cεδ − 2f2(x, z)
≤ 2f1 + 6Cεδ − 10Cεδ − 2f2 + εδ
≤ 2f − 2εδ
when C is large enough. Since −εδ ≤ −|x − z|δ−2ε2 ≤ −rδ−2ε2, It follows
that
f(x, z) >
1
2
(
sup
Bε(x)×Bε(z)
f + inf
Bε(x)×Bε(z)
f
)
+ rδ−2ε2.
Hence, we have shown that
I1 − α(z, t)
2
δ < α(z, t)(M + F (x, z, t)),
or equivalently,
α(z, t)M > I1 − α(z, t)F (x, z, t) − α(z, t)
2
δ.
Let us next estimate I2. We want to show that
β(x, t)M > I2 − β(x, t)((F (x, z, t) + η),
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where
I2 = β(x, t)
(∫
Bε(x)
u(y, t− ε
2
2
)dy −
∫
Bε(z)
u(y, t− ε
2
2
)dy
)
.
Let Px,z(h) be a mirror point of h with respect to span(x−z)⊥. If |x−z| ≥ 2ε,
we get an estimate
I2 =
β(x, t)
|Bε|
(∫
Bε(0)
uε(x+ h)− uε(z + Px,z(h)) − F (x+ h, z + Px,z(h))dy
+
∫
Bε(0)
F (x+ h, z + Px,z(h))dy
)
≤ β(x, t)M + β(x, t)|Bε|
∫
Bε(0)
F (x+ h, z + Px,z(h))dy.
If |x−z| ≤ 2ε, there is a perfect cancellation in the intersection Bε(x)∩Bε(z).
We refer to [LP] for details and just state that in this case we have an
estimate
I2 ≤ β(x, t)M + β(x, t)J1,
where
J1 =
1
|Bε|
(∫
Bε(0)\Bε(x−z)
F (x+ h, z + Px,z(h))dh +
∫
Bε(x)∩Bε(z)
F (y, y)dy
)
.
We want to show that
F (x, z, t) > J1.
Notice that since∫
Bε(0)\Bε(x−z)
F (x+ h, z + Px,z(h))dh +
∫
Bε(x)∩Bε(z)
F (y, y)dy
≤
∫
Bε(0)\Bε(x−z)
f(x+ h, z + Px,z(h))dh +
∫
Bε(x)∩Bε(z)
f(y, y)dy
+
2
|Bε|
∫
Bε
∣∣∣∣t− ε22
∣∣∣∣δ/2 dy,
it is sufficient to show that
f(x, z, t)− 2rδ−2ε2
>
1
|Bε|
(∫
Bε(0)\Bε(x−z)
f(x+ h, z + Px,z(h))dh +
∫
Bε(x)∩Bε(z)
f(y, y)dy
)
.
If |x− z| > N ε10 , the key estimate is
ε2|x− z|δ−2(10− Cδ
4(n + 2)
) + 2rδ−2ε2 < 0,
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which holds when C is sufficiently large. In the same manner, if |x − z| ≤
N ε10 , the additional error term 2r
δ−2ε2 does not cause extra difficulty com-
pared to the elliptic case. These estimates can be obtained by using similar
Taylor expansion ideas than in the case I1, see [LP].
In the last case we need to show that
(α(x, t) − α(z, t))M > I3 − (α(x, t) − α(z, t))(F (x, z, t) + η),
where
I3 =
α(x, t) − α(z, t)
2(
sup
Bε(x)
uε(y, t− ε
2
2
) + inf
Bε(x)
uε(y, t− ε
2
2
)− 2
∫
Bε(z)
uε(y, t− ε
2
2
)dy
)
.
Again the extra error term compared to the elliptic case is on the scale of
rδ−2ε2. By choosing a sequence (xj) such that uε(xj) → supBε(x) uε, we
have
sup
Bε(x)
uε −
∫
Bε(z)
uε(y, t− ε
2
2
)dy
=
∫
Bε(z)
lim
j
(uε(xj)− uε(y)− F (xj , y, t− ε
2
2
) + F (xj, y, t− ε
2
2
))dy
≤M + sup
a∈Bε(x)
∫
Bε(z)
F (a, y, t− ε
2
2
)dy.
We also get
inf
Bε(x)
uε −
∫
Bε(z)
uε(y, t− ε
2
2
)dy ≤M +
∫
Bε(z)
inf
b∈Bε(x)
F (b, y, t− ε
2
2
)dy,
and finally
I3 ≤
(
α(x, t) − α(z, t)
2
)
(
2M + sup
a∈Bε(x)
∫
Bε(z)
F (a, y, t− ε
2
2
) + inf
b∈Bε(x)
F (b, y, t− ε
2
2
)dy
)
.
Hence, it is sufficient to show that
f(x, z) >
1
2
sup
a∈Bε(x)
[∫
Bε(z)
f(a, y) + inf
b∈Bε(x)
f(b, y)dy
]
+ 2rδ−2ε2.
The arguments are analogous to those used before, and we refer to [LP] for
details. 
Next we consider the time direction. For the similar oscillation estimate
in the PDE context, we refer to [JS15, Lemma 4.3] and [BBL02].
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Theorem 4.2. Let B2r(0)× [−2r2, 0] ⊂ Ω×(−T, T ) and −r2 < t0 < t1 < 0.
Then uε satisfies
|uε(x, t1)− uǫ(x, t0)| ≤ C(n) |t1 − t0|
δ/2
rδ
+ C ′(n)
εδ
rδ
,
when x ∈ Br(0).
Proof. We define
Qr := Br(0) × (−r2, 0).
We want to show that the oscillation of u in Qr is comparable with the
oscillation of u on the bottom of Qr by a constant depending only on the
dimension n. The idea is to control the oscillation of uε by suitable compar-
ison functions v and v. We use the DPP together with suitable iteration to
get estimates for uε and the comparison functions.
Denote
A := oscBr(0)×{−r2} uε
and set the first comparison function v as
v(x, t) = c+ 7r−2At+ 2r−2A|x|2,
where c is chosen so that v(x,−r2) ≥ uε(x,−r2) for all x ∈ Br(0), and there
is an equality for some x ∈ Br(0). Then actually x ∈ Br(0), for otherwise
2A = v(x,−r2)− v(0,−r2) ≤ u(x,−r2)− u(0,−r2) ≤ A,
a contradiction. First we estimate
β(x, t)r−2A
∫
Bε(0)
|x+ h|2dh ≤ β(x, t)r−2A
∫
Bε(0)
|x|2 + 2x · h+ |h|2dh
≤ β(x, t)r−2A(|x|2 + ε2),
Supposing that |x| ≥ ε and using the previous estimate together with a
simple calculation
sup
Bε(x)
|y|2 + inf
Bε(x)
|y|2 = |x+ ε|2 + |x− ε|2 = 2(|x|2 + ε2),
we obtain
α(x, t)
2
( sup
y∈Bε(x)
v(y, t− ε
2
2
) + inf
y∈Bε(x)
v(y, t− ε
2
2
)) + β(x, t)
∫
Bε(x)
v(y, t− ε
2
2
)dy
= 2r−2Aα(x, t)(|x|2 + ε2) + 2r−2Aβ(x, t)(|x|2 + cε2) + 7r−2A(t− ε
2
2
) + c
= c+ 2r−2A|x|2 + 7r−2At+
(
2r−2Aα(x, t) + 2r−2Aβ(x, t)− 7r
−2A
2
)
ε2
< v(x, t).
One can easily see that the same inequality holds when |x| < ε.
We want to show that
M := sup
Qr
(uε − v) ≤ 0.
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Suppose not, so that M > 0. By using the DPP for uε we get
uε(x, t)− v(x, t)
≤ Tuε(x, t)− Tv(x, t)
≤ α(x, t) sup
Bε(x)
(uε(y, t− ε
2
2
)− v(y, t− ε
2
2
))
+ β(x, t)
∫
Bε(x)
(uε(y, t− ε
2
2
)− v(y, t− ε
2
2
))dy
≤ α(x, t)M + β(x, t)
∫
Bε(x)
(uε(y, t− ε
2
2
)− v(y, t− ε
2
2
))dy.
Since we can find a sequence (xj , tj) ⊂ Ω × (−T, T ) such that (xj , tj) →
(x0, t0) and (uε − v)(xj , tj)→ M , by absolute continuity of the integral we
have ∫
Bε(x0)
(uε − v)(y, t0)dy = lim
j
∫
Bε(xj)
(uε − v)(y, tj)dy =M.
Hence the set
G := {(x, t) : uε(x, t) − v(x, t) =M}
is non-empty, and if (x0, t0) ∈ G, then (uε − w)(y, t0) = M for almost all
y ∈ Bε(x0). This contradicts the assumption that G is bounded. Hence
M ≤ 0.
Similarly, we can show that for
v(x, t) = c− 7r−2At− 2r−2A|x|2
we have w ≤ u in the cylinder Qr. Hence
v(x,−r2)− v(x,−r2) ≤ oscBr(0)×{−r2} uε,
so
c− c ≤ 11A.
Finally, we get
oscQr u ≤ sup v − inf v ≤ c− c+ 4A ≤ CA,
so the oscillation in the cylinder Qr is comparable with the oscillation on
the bottom of the cylinder. 
Remark 4.3. Another way to prove the previous lemma is to use the same
technique that was used in the proof of Theorem 3.3.
Combining the two previous theorems, we get local Ho¨lder continuity for
the p(x, t)-game.
Theorem 4.4. Under the conditions of Theorem 4.2, uε satisfies the Ho¨lder
estimate
|uε(x, t1)− uǫ(y, t0)| ≤ C(n) |x− y|
δ + |t1 − t0|δ/2
rδ
+C ′(n)
εδ
rδ
.
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4.2. Harnack’s inequality. In this subsection we assume that uε > 0. We
are going to prove Harnack’s inequality for uε, Theorem 4.7, by using a well
known iteration technique. Besides Ho¨lder continuity, we need two lemmas
to control the iteration process. We assume for function p : ΩT → (2,∞)
that
inf p > 2,
which implies that inf α > 0. This requirement is not absolutely necessary,
but makes the proof less technical.
Since Ho¨lder continuity for uε breaks down at the ε-scale, we need a rough
estimate to control the oscillation of the value function at this scale.
Lemma 4.5. If a2ε
2 > t2 − t1 > 0 for a ∈ Z+, and |x− y| < 2(t2 − t1)/ε,
then
uε(x, t2) ≥
(
inf α
2
)a
uε(y, t1).
Proof. When the game starts from (x, t2), Player I uses a strategy in which
she takes |x−y|a -steps towards y and steps to y if possible. We stop the game
when the token hits the time level t1, and denote the stopping time by τ
∗.
By simply estimating the probability that the first a moves are tug-of-war
won by Player I and using Lemma 2.3, we obtain
uε(x, t2) ≥ inf
SII
E
(x,t2)
S0I ,SII
[F (xτt∗ , t2 −
τ∗
2
ε2)]
≥
(
inf α
2
)a
uε(y, t1). 
Another lemma needed for Theorem 4.7 gives estimates for the infimum
of uε. We use a comparison function which is often used in the literature to
get Harnack estimates for parabolic equations.
Lemma 4.6. When x0 ∈ B2R(z) ⊂ Ω for R ≤ 1, r ∈ [9ε,R) and t0 ≥ 0,
then
inf
y∈Br(z)
uε(y, t0) ≤ C(n)r−2(n+1)2uε(x0, t0 +R2).
Proof. Without a loss of generality, we may assume that z = 0 and t0 = 0.
Consider a comparison function
Ψ(x, t) =
(
1
9
)3
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
(t+ (13r)
2)(n+1)2
(
9− |x|
2
t+ (13r)
2
)2
+
in ΩT . We have
max
x∈Br(0)
Ψ(x, 0) =
1
9
inf
y∈Br(0)
uε(y, 0),
and Ψ(x, 0) = 0 when |x− z| ≥ r.
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When x ∈ B2R(0) and R2 ≤ t ≤ 2R2, we get
Ψ(x, t) ≥
(
1
9
)3
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
(2R2 + (13R)
2)(n+1)2
(
9− 4R
2
R2
)2
+
≥
(
1
9
)3
3−3(n+1)
2
r2(n+1)
2
inf
y∈Br(0)
uε(y, 0).
We use a martingale argument to show that
uε(x, t) > Ψ(x, t),
when x ∈ Ω and t > 0. Let us start the game from (x0, t˜), where t˜ = R2.
The fixed strategy S0
I
of Player I is to push towards 0 ∈ Ω and stay there if
possible. We show in Appendix that the function Ψ satisfies the following
inequalities:
Case 1) If x = 0 and t ≥ ε2/2, then for e ∈ Rn, |e| = 1,
1
2
[Ψ(0, t− ε
2
2
) + Ψ(εe, t − ε
2
2
)] ≥ Ψ(0, t).
Case 2) If 0 < |x| < ε, then
1
2
[Ψ(0, t− ε
2
2
) + Ψ(x+
x
|x|ε, t−
ε2
2
)] ≥ Ψ(x, t).
Case 3) If |x| ≥ ε, then
1
2
[Ψ(x+
x
|x|ε, t−
ε2
2
) + Ψ(x− x|x|ε, t−
ε2
2
)] ≥ Ψ(x, t).
The previous three inequalities guarantee that Ψ satisfies
Ψ(x, t) ≤ 1
2
( sup
y∈Bε(x)
Ψ(y, t− ε
2
2
) + inf
y∈Bε(x)
Ψ(y, t− ε
2
2
)).
In the appendix we also show that Ψ is a subsolution to the scaled heat
equation
(n+ 2)ut(x, t) = ∆u(x, t).
According to [MPR10], this implies
Ψ(x, t) ≤
∫
Bε(x)
Ψ
(
y, t− ε
2
2
)
dy + o(ε2),
when x ∈ Ω and t > 0. Denote tk := t˜ − k(ε2/2). For arbitrary η > 0, we
obtain
ES0
I
,SII
[Ψ(xk+1, tk+1)|(x0, t˜), ..., (xk , tk)]
≥ α(x)Ψ(xk, tk) + β(x)
∫
Bε(xk)
Ψ(y, tk+1) dy − η
2R2
ε2k
≥ Ψ(xk, tk)− η
2R2
ε2,
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when ε is sufficiently small. According to Lemma 2.3, uε satisfies
ES0
I
,SII
[uε(xk+1, tk+1)|(x0, t˜), ..., (xk , tk)] ≤ uε(xk, tk).
Hence Mk := uε(xk, tk) − Ψ(xk, tk) − η2R2 ε2k is a supermartingale. Let us
stop the game when either Ψ = 0 or tk = 0. Denote the stopping time by
τ∗. We have
−η ≤ ES0
I
,SII
[Mτ∗ |(x0, t˜), ..., (xτ∗−1, t˜−τ
∗ − 1
2
ε2] ≤M0 = uε(x0, t˜)−Ψ(x0, t˜).
Since η > 0 was arbitrary, we obtain
uε(x0, t˜)−Ψ(x0, t˜) ≥ 0.
Hence
inf
y∈Br(z)
uε(y, t0) ≤ C(n)r−2(n+1)2uε(x0, t0 +R2). 
Using Ho¨lder estimate together with Lemmas 4.5 and 4.6, we get Har-
nack’s inequality for uε.
Theorem 4.7. If B10r(0) × [t0 − r2, t0] ⊂ ΩT , then for sufficiently small
ε > 0, uε satisfies Harnack’s inequality
sup
x∈Br(0)
uε(x, t0 − r2) ≤ C(n) inf
x∈Br(0)
uε(x, t0).
Proof. By scaling, we may assume that there is a point x1 ∈ Br(0) such that
1 = uε(x1, t0) < 2 inf
x∈Br(0)
uε(x, t0).
Let Rk := 2
1−kr for all natural numbers k ≥ 2, and pick x2, x3, ... ∈ Ω such
that
M1 := uε(x2, t0) = sup
x∈Br(x1)
uε(x, t0),
and for k ≥ 2
Mk := uε(xk+1, t0 − r2 +R22k−1) = sup
x∈BRk (xk)
(x, t0 − r2 +R22k−1).
Let η = (21+3(n+1)
2
C)−1, where C = C(n) is a constant from the Ho¨lder
and infimum estimates. We are going to show that
M1 < η
−1−3(n+1)2δ−1 , (4.6)
where δ is a Ho¨lder exponent for uε.
On the contrary, suppose that inequality (4.6) does not hold. Let us show
by induction that the counter assumption yields
Mk ≥ (2Cη)−k+1η−1−3(n+1)2δ−1 = 2C(η1/δRk+1)−3(n+1)2 . (4.7)
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The case k = 1 is clear, so assume that the inequality holds for Mk−1. Then
inf
B
η1/δRk
(xk)
uε(x, t0 − r2 +R22(k−1)) ≤
Mk−1
2
=
uε(xk, t0 − r2 +R22(k−1)−1)
2
, (4.8)
where we first used Lemma 4.6 and then the induction assumption.
Ho¨lder estimate gives
osc(uε, Bη1/δRk(xk)× {t0 − r2 +R22(k−1)})
≤ Cη osc(uε, BRk(xk)× {t0 − r2 +R22k−1}),
so we get
osc(uε, BRk(xk)× {t0 − r2 +R22k−1})
≥ (Cη)−1osc(uε, Bη1/δRk(xk)× {t0 − r2 +R22(k−1)})
≥ (2Cη)−1Mk−1
≥ (2Cη)−k+1M1,
and the induction is complete.
Take k0 such that η
1/δRk0 ∈ (10ε, 20ε]. Then
R22(k0−1) ≤ 100η−2/δε2 ≤ (28+3(n+1)
2
C)2/δε2,
and we obtain(
inf α
2
)−2(28+3(n+1)2C)2/δ
≥
supBRk0−1(xk0−1)
uε(x, t0 − r2 +R2k0−1)
infB
η1/δRk0
(xk0 )
uε(x, t0 − r2 +R2k0)
≥ uε(xk0−1, t0 − r
2 +R2k0−1)
C(η1/δRk0)
−2(n+1)2
=
Mk0−2
C(η1/δRk0)
−2(n+1)2
≥ (2Cη)
3−k0M1
C(η1/δ21−k0)−2(n+1)2
= Ĉ(n)2(n+1)
2k0 ,
which is a contradiction when k0 is big enough, or in other words, when ε is
small enough. Therefore inequality (4.6) holds and the proof is complete. 
5. Uniform convergence to viscosity solution
In Section 6 we will show that if the function p is Lipschitz continuous,
there is a unique viscosity solution u to the boundary value problem{
(n+ p(x, t))ut = ∆
N
p(x,t)u, for (x, t) ∈ ΩT ,
u = F, for (x, t) ∈ ∂pΩT ,
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where F is continuous and bounded. Let (uεj), εj → 0, be a sequence of
value functions of the p(x, t)-game with final payoff equal to F on the par-
abolic boundary strip ΓεT . In this section we show that uεj → u uniformly
on ΩT . The most notable difference is that now we don’t have translation
invariance at our disposal. Instead, we will make use of local Ho¨lder conti-
nuity of functions uεj , see Theorem 4.4. We assume during the rest of the
paper that Ω satisfies exterior sphere condition.
First we need the following Arzela´-Ascoli-type lemma. For the proof in
the elliptic context, see [MPR12, Lemma 4.2].
Lemma 5.1. Let
{
uε : ΩT → R, ε > 0
}
be a uniformly bounded set of func-
tions such that given η > 0, there are constants r0 and ε0 such that for every
ε < ε0 and any (x, t), (y, s) ∈ ΩT with
|x− y|+ |t− s| < r0
it holds that
|uε(x, t)− uε(y, s)| < η.
Then there exists a uniformly continuous function v : ΩT → R and a subse-
quence still denoted by (uε) such that uε → v uniformly in ΩT as ε→ 0.
The plan is to first show that the sequence (uεj ) satisfies the conditions
of Lemma 5.1, and then show that the uniform limit v is a viscosity solution
to
(n+ p(x, t))vt = ∆
N
p(x,t)v
with boundary data F . By using the uniqueness result of Section 6, we will
conclude that v = u on ΩT . Our proofs yield that an arbitrary subsequence
of (uεj) has a uniformly convergent subsequence. Hence, by uniqueness of
u, the sequence (uεj) itself converges uniformly to u.
To show that the sequence (uεj) satisfies the conditions of Lemma 5.1, we
first need the following technical lemma, in which the function p(x, t) does
not cause extra difficulties compared to the case where p > 2 is a constant.
The method for proof has been used before for different games, see [MPR10,
Lemma 4.9] and [MPR12, Lemma 4.5].
Lemma 5.2. For arbitrary η > 0, there are r0 > 0 and ε1 > 0 such that
when (y, t) ∈ ∂pΩT , (x, s) ∈ ΩT , ε < ε1 and |y − x|+ |t− s| < r0, we have
|uε(y, t)− uε(x, s)| < η.
Proof. If (y, t) is on the bottom of the cylinder ΩT , the result follows from
Theorem 4.2. Assume next that y ∈ ∂Ω. It is enough to verify the case
t = s =: t0, since otherwise triangle inequality gives
|uεj(x, t)− uεj (y, s)| ≤ |uεj(x, t)− uεj(y, t)| + |uεj(y, t)− uεj(y, s)|,
and the last term can be estimated by using uniform continuity of the bound-
ary data.
Since Ω satisfies the exterior sphere condition, we have y ∈ ∂Bδ(z) for
some Bδ(z) ⊂ Rn \ Ω. Let us start the game from (x, t) =: (x0, t0) and fix
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for Player I a strategy S0I of pulling towards z. Player II uses a strategy SII.
Then,
E
(x0,t0)
S0I ,SII
[|xk − z||x0, ..., xk−1]
≤ α(xk−1, tk−1)
2
(|xk−1 − z|+ ε+ |xk−1 − z| − ε)
+ β(xk−1, tk−1)
∫
Bε(xk−1)
|x− z|dx
≤ |xk−1 − z|+ Cε2,
where C does not depend on ε. Therefore, Mk = |xk − z| − Cε2k is a
supermartingale. Jensen’s inequality gives
E
(x0,t0)
S0I ,SII
[|xτ − z|+ |tτ − t0|
1
2 ] ≤ |x0 − z|+ Cε
(
E
(x0,t0)
S0I ,SII
[τ ]
) 1
2
.
Suppose that for the stopping time τ we have the estimate
E
(x0,t0)
S0I ,SII
[τ ] ≤ C(R/δ) dist(∂Bδ(z), x0) + o(1)
ε2
, (5.9)
where R > 0 is chosen so that Ω ⊂ BR(z), and o(1)→ 0 when ε→ 0. Then
we have
E
(x0,t0)
S0I ,SII
[|xτ − z|+ |tτ − t0|
1
2 ] ≤ |x0 − z|+ C(R/δ)|x0 − y|+ o(1),
and the proof is complete by uniform continuity of the boundary function
F .
It remains to justify estimate (5.9). In Ω, let v be a solution to the
problem 
∆v = −2(n+ 2) in BR+ε \Br(z),
v = 0 on ∂Br(z),
∂v
∂ν = 0 on ∂BR+ε(z),
where ∂v∂ν is the normal derivative. The function v satisfies
v(x) =
∫
Bǫ(x)
v dy + ε2, (5.10)
and it can be extended as a solution to the same equation in Br(z) \Br−ε(z)
so that equation (5.10) holds also near the boundary ∂Br(z).
By concavity of v, it follows from (5.10) that (v(xk) + kε
2) is a super-
martingale. Define a new stopping time τ∗,
τ∗ = inf{k : xk ∈ Bδ(z)}.
Since
v(x0) ≤ C(R/δ) dist(∂Bδ(z), x0),
we have
E
x0 [τ∗] ≤ v(x0)− E[v(xτ∗)]
ε2
≤ C(R/δ) dist(∂Bδ(z), x0) + o(1)
ε2
.
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Since the function v is concave in r = |x−z| and τ ≤ τ∗, we obtain estimate
(5.9), and the proof is complete. 
Lemma 5.3. The sequence (uε) of value functions satisfies the conditions
of Lemma 5.1.
Proof. Since uε ≤ maxF , the sequence (uε) is uniformly bounded. For
asymptotic uniform continuity, fix η. Since u is uniformly continuous in
ΩT × Γε, there is r1 > 0 such that (x, t), (y, s) ∈ ΩT × Γε,
|x− y|+ |t− s| < r1,
implies
|u(x, t)− u(y, s)| < η/2.
When x, y ∈ ∂BR(0), the same estimate holds between uε(x) and uǫ(y) for
all 0 < ε < R, since uε = u on Γε.
When y ∈ Γε and x ∈ ΩT , by the previous lemma there are r0 > 0 and
ε1 > 0 such that when |y − x|+ |t− s| < r0, we have
|uε(y, t)− uε(x, s)| < η/2.
If x, y ∈ ΩT and dist({x, y},Γε) < r0/2, then by using the triangle inequality
with a boundary point, we obtain |uε(y)− uε(x)| < η.
Finally, assume that dist({x, y},Γε) ≥ r0/2. By local Ho¨lder continuity
there is ε2 > 0 such that when ε < ε1, we have
|uε(y, t)− uε(x, s)| < η.
The proof is complete by taking ε0 = min(ε1, ε2). 
We have shown that the sequence (uε) converges uniformly towards a
uniformly continuous limit function v, and next we show that the function
is a viscosity solution to the normalized parabolic p(x, t)-equation.
Below we denote by λmax((p(x, t)−2)D2φ(x, t)), and λmin((p(x, t)−2)D2φ(x, t))
the largest, and the smallest of the eigenvalues to the symmetric matrix
(p(x, t)− 2)D2φ(x, t) ∈ Rn×n for a smooth test function.
Definition 5.4. A function u : ΩT → R is a viscosity solution to
(n+ p(x, t))ut = ∆u+ (p(x, t)− 2)∆N∞u,
if u is continuous and whenever (x0, t0) ∈ ΩT and φ ∈ C2(ΩT ) is such that
i) u(x0, t0) = φ(x0, t0),
ii) φ(x, t) > u(x, t) for (x, t) ∈ ΩT , (x, t) 6= (x0, t0),
then we have at the point (x0, t0){
(n+ p(x, t))φt ≤ (p(x, t)− 2)∆N∞φ+∆φ, if ∇φ(x0, t0) 6= 0,
(n+ p(x, t))φt ≤ λmax((p(x, t) − 2)D2φ) + ∆φ, if ∇φ(x0, t0) = 0.
Moreover, we require that when touching u with a test function from below
all the inequalities are reversed and λmax((p(x, t) − 2)D2φ) is replaced by
λmin((p(x, t) − 2)D2φ).
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Lemma 5.5. The limit function v is a viscosity solution to
(n+ p(x, t))ut = ∆u+ (p(x, t)− 2)∆N∞u,
with boundary data F .
Proof. We only show that the function v is a viscosity supersolution. (Show-
ing that v is a subsolution is similar.) Choose (x, t) ∈ QR and ϕ ∈ C2
touching v from below at (x, t). We need to show that
β(x, t)
2(n+ 2)
(
(p(x, t)− 2)∆N∞ϕ(x, t) + ∆ϕ(x, t)− (n+ p(x, t))ϕt(x, t)
) ≤ 0.
(5.11)
As a direct consequence of [MPR10, Theorem 2.4], we have
α(x, t)
2
{
sup
Bε(x)
ϕ(y, t− ε
2
2
) + inf
Bε(x)
ϕ(y, t− ε
2
2
)
}
+ β(x, t)
∫
Bε(x)
ϕ(y, t− ε
2
2
)dy − ϕ(x, t)
≥ β(x, t)ε
2
2(n + 2)
(
(p(x, t)− 2)
〈
D2ϕ(x, t)
(
xε − x
|xε − x|
)
,
(
xε − x
|xε − x|
)〉
+∆ϕ(x, t) − (n+ p(x, t))ϕt(x, t)
)
+ o(ε2),
where xε ∈ Bε(x) is nearly to the direction of ∇ϕ(x).
By the uniform convergence, there is a sequence (xε, tε)→ (x, t) such that
when (y, s) is near (xε, tε), we have
uε(y, s)− ϕ(y, s) ≥ uε(xε, tε)− ϕ(xε, tε)− ηε.
Setting ϕ˜ = ϕ+ uε(xε, tε)− ϕ(xε, tε) we have
uε(xε, tε) = ϕ˜(xε, tε), uε(y, s) ≥ ϕ˜(y, s)− ηε.
We get
ηε ≥ α(x, tε)
2
{
sup
Bε(x)
ϕ˜(y, tε − ε
2
2
) + inf
Bε(x)
ϕ˜(y, tε − ε
2
2
)
}
+ β(x, tε)
∫
Bε(x)
ϕ˜(y, tε − ε
2
2
)dy − ϕ˜(xε, tε)
Let us first assume that ∇ϕ(x, t) 6= 0. Then, since we can choose ηε = o(ε2),
we obtain
0 ≥ β(xε, tε)ε
2
2(n + 2)
(
(p(xε, tε)− 2)
〈
D2ϕ(xε, tε)
(
xε − xε
|xε − xε|
)
,
(
xε − xε
|xε − xε|
)〉
+∆ϕ(xε, tε)− (n+ p(xε, tε))ϕt(xε, tε)
)
+ o(ε2).
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When ε→ 0, it follows that
β(x, t)
2(n+ 2)
(
(p(x, t)− 2)∆N∞ϕ(x) + ∆ϕ(x)− (n+ p(x, t))ϕt(x, t)
) ≤ 0.
When ∇ϕ(x, t) = 0, also D2ϕ(x, t) = 0 (see Lemma 6.1 below), and it is
easy to verify the required inequality ϕt(x, t) ≥ 0. 
6. Uniqueness for p(x, t)-equation
In this section we assume that the function p is Lipschitz continuous in
ΩT with Lipschitz constant C1. We prove that there is a unique viscosity
solution to
(n+ p(x, t))ut = ∆
N
p(x,t)u (6.12)
with classical Dirichlet boundary conditions. Existence is well known, and
in fact the previous section provided a game-theoretic proof.
The technique for uniqueness is well known; p(x, t) causes slight modifica-
tions. For the convenience of the reader, we give the details. For additional
literature, see [Juu14, IS13, BG13, BG15a].
The parabolic equation (6.12) is discontinuous when the gradient van-
ishes. We recall the definition of viscosity solution based on semicontinuous
extensions of the operator, and refer the reader to Chen-Giga-Goto [CGG91],
Evans-Spruck [ES91], and Giga’s monograph [Gig06].
The next lemma allows us reduce the test functions in the case∇φ(x0, t0) =
0 and only test by those having D2φ(x0, t0) = 0.
Lemma 6.1. A function u : ΩT → R is a viscosity solution to (6.12) if u
is continuous and whenever (x0, t0) ∈ ΩT and φ ∈ C2(ΩT ) is such that
i) u(x0, t0) = φ(x0, t0),
ii) φ(x, t) > u(x, t) for (x, t) ∈ ΩT , (x, t) 6= (x0, t0),
then at the point (x0, t0) we have{
(n+ p(x, t))φt ≤ (p(x, t)− 2)∆N∞φ+∆φ, if ∇φ(x0, t0) 6= 0,
φt(x0, t0) ≤ 0, if ∇φ(x0, t0) = 0, andD2φ(x0, t0) = 0.
We also require that when testing from below all the inequalities are reversed.
Proof. The proof is by contradiction: We assume that u satisfies the condi-
tions in the statement but still fails to be a viscosity solution in the sense of
Definition 5.4. If this is the case, we must have φ ∈ C2(ΩT ), (x0, t0) ∈ ΩT
and η > 0 such that
i) u(x0, t0) = φ(x0, t0),
ii) φ(x, t) > u(x, t) for (x, t) ∈ ΩT , (x, t) 6= (x0, t0),
for which ∇φ(x0, t0) = 0, D2φ(x0, t0) 6= 0 and
(n+ p(x0, t0))φt(x0, t0)− η
> λmin((p(x0, t0)− 2)D2φ(x0, t0)) + ∆φ(x0, t0), (6.13)
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or the analogous inequality when testing from below (in this case the argu-
ment is symmetric and we omit it). Let
wj(x, t, y, s) = u(x, t)− φ(y, s)−
(j2
4
|x− y|4 + j
2
|t− s|2
)
(6.14)
and denote by (xj , tj, yj , sj) the maximum point of wj in ΩT × ΩT . Since
(x0, t0) is a local maximum for u− φ, we may assume that
(xj , tj , yj, sj)→ (x0, t0, x0, t0) as j →∞,
and (xj , tj) , (yj , sj) ∈ ΩT for all large j, similarly to [JK06]. Since (x0, t0)
is a local maximum of u− φ, it follows from (6.14) that
j2
4
|xj − yj|4 → 0 and j
2
|tj − sj|2 → 0,
when j → ∞. If not, there would be α > 0 and subsequences (xj), ...(sj)
such that
j2
4
|x− y|4 + j
2
|t− s|2 > α.
Let Uα be a neighborhood of (x0, t0) where oscillation of (u−φ) is less than
α. Since the subsequences converge to (x0, t0), we get a contradiction.
We consider two cases: either xj = yj infinitely often or xj 6= yj for all j
large enough. First, let xj = yj, and denote
ϕ(y, s) =
j2
4
|xj − y|4 + j
2
(tj − s)2.
Then
φ(y, s) + ϕ(y, s)
has a local minimum at (yj , sj). Since the function p is continuous, by (6.13)
we have
(n+ p(yj, sj))φt(yj , sj)− η > λmin((p(yj , sj)− 2)D2φ(yj , sj)) + ∆φ(yj, sj)
for j large enough. As φt(yj, sj) = ϕt(yj, sj) and−D2φ(yj, sj) ≤ D2ϕ(yj , sj),
we have by the previous inequality
η < (n+ p(yj, sj))ϕt(yj , sj) + λmax((p(yj , sj)− 2)D2ϕ(yj , sj)) + ∆ϕ(yj , sj)
= (n+ p(xj, sj))j(tj − sj),
(6.15)
where we also used the fact that yj = xj and thus D
2ϕ(yj , sj) = 0.
Next denote
ψ(x, t) =
j2
4
|x− yj|4 + j
2
(t− sj)2.
Similarly,
u(x, t)− ψ(x, t)
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has a local maximum at (xj , tj), and thus since D
2ψ(xj , tj) = 0, our as-
sumptions imply
0 ≥ (n+ p(xj, tj))ψt(xj , tj) = (n+ p(xj, tj))j(tj − sj), (6.16)
for j large enough. This contradicts (6.15), because both tj and sj converge
to t0 and the function p is continuous.
Next we consider the case yj 6= xj . For the following notation, we refer to
[CIL92] and [JLM01], [JLP10]. We also use the parabolic theorem of sums
for wj which implies that there exists symmetric matrices Xj , Yj such that(
j(tj − sj), j2 |xj − yj |2 (xj − yj), Xj
)
∈ P2,+u(xj , tj),(
j(tj − sj), j2 |xj − yj |2 (xj − yj), Yj
)
∈ P2,−φ(yj, sj),
and (
Xj 0
0 −Yj
)
≤ D2Ψj(xj , yj) + 1
j
[D2Ψj(xj , yj)]
2
with Ψj(xj , yj) =
j2
4 |xj − yj|4. Here
D2Ψj(xj , yj) =
(
M −M
−M M
)
,
where M = j2 |xj − yj|2
(
2
xj−yj
|xj−yj |
⊗ xj−yj|xj−yj | + I
)
, and
[D2Ψj(xj , yj)]
2 = 2
(
M2 −M2
−M2 M2
)
.
Let ξ :=
xj−yj
|xj−yj |
and use (
√
p(xj , tj)− 1 ξ,
√
p(yj, sj)− 1 ξ). The above im-
plies
(p(xj , tj)− 1)ξ′Xj · ξ − (p(yj, sj)− 1)ξ′Yj · ξ
≤ C (p(xj , tj)− p(yj, sj))2
(
ξ′Mξ +
2
j
ξ′M2ξ
)
,
where we used an estimate(√
p(xj, tj)− 1−
√
p(yj, sj)− 1
)2
≤ (p(xj , tj)− p(yj, sj))2,
which holds since the function p is greater than 2.
We have
η < −(n+ p(xj, tj))j(tj − sj) + (n+ p(yj, sj))j(tj − sj)
+ (p(xj , tj)− 2)〈Xjξ, ξ〉+ tr(Xj)− (p(yj , sj)− 2)〈Yjξ, ξ〉 − tr(Yj).
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Since the function p is Lipschitz continuous, we have
| − (n+ p(xj , tj))j(tj − sj) + (n + p(yj , sj))j(tj − sj)|
= |j(tj − sj)(p(yj , sj)− p(xj, tj))|
< C1j|tj − sj|(|xj − yj |2 + |tj − sj|2)
1
2
≤ C1j|tj − sj|
√
2(|xj − yj|+ |tj − sj|)
=
√
2C1
(
(j|tj − sj|2)
1
2 (j2|xj − yj|4)
1
4 + j|tj − sj|2
)
<
η
2
when j is large enough. Hence, we get
η
2
< (p(xj , tj)− 2)〈Xjξ, ξ〉+ tr(Xj)− (p(yj, sj)− 2)〈Yjξ, ξ〉 − tr(Yj)
≤ 〈(Xj − Yj)ξ, ξ〉+ (p(xj , tj)− 2)〈Xjξ, ξ〉 − (p(yj , sj)− 2)〈Yjξ, ξ〉
≤ 〈Xj(
√
p(xj , tj)− 1 ξ), (
√
p(xj, tj)− 1 ξ)〉
− 〈Yj(
√
p(yj, sj)− 1 ξ), (
√
p(yj , sj)− 1 ξ)〉
≤ C (p(xj , tj)− p(yj, sj))2
(
ξ′Mξ +
2
j
ξ′M2ξ
)
≤ C (|xj − yj|2 + |tj − sj|2) (j2|xj − yj|2 + j3|xj − yj |4)
< C
(
j2|xj − yj|4 + (j2|xj − yj|4)3/2
)
when j is large. This is a contradiction, since j2|xj− yj|4 → 0 when j →∞.
In the last two estimates we used Lipschitz continuity of p. 
By modifying the above proof we also get the uniqueness. For viscosity
solutions we assume continuity on ΩT .
Lemma 6.2. Viscosity solutions to (6.12) are unique.
Proof. The proof is by contradiction: We assume that u and v are viscosity
solutions with the same boundary values and yet
u(x0, t0)− v(x0, t0) = sup(u− v) > 0.
Further, by considering
u− η
T − t ,
we may assume that
(n+ p(x, t))ut ≤ ∆Np(x,t)u−
η
T
in the viscosity sense when testing from above.
Let
wj(x, t, y, s) = u(x, t)− v(y, s)−
(j2
4
|x− y|4 + j
2
|t− s|2
)
32 PARVIAINEN AND RUOSTEENOJA
and denote by (xj , tj, yj , sj) the maximum point of wj in ΩT × ΩT . Since
(x0, t0) is a local maximum for u− v, we may assume that
(xj , tj , yj , sj)→ (x0, t0, x0, t0), as j →∞
and (xj , tj) , (yj , sj) ∈ ΩT .
We consider two cases: either xj = yj infinitely often or xj 6= yj for all j
large enough. First, denote
ϕ(x, t, y, s) =
j2
4
|x− y|4 + j
2
(t− s)2
and let xj = yj. Then (y, s) 7→ v(y, s) + ϕ(xj , tj, y, s), has a local minimum
at (yj , sj), and (x, t) 7→ u(x, t) − ϕ(x, t, yj , sj) a local maximum at (xj , tj).
From this we deduce (denote with abuse of notation ϕ(y, s) = ϕ(xj , tj , y, s)
in the next display)
(n+ p(yj , sj))j(tj − sj) = (n+ p(yj, sj))ϕs(yj, sj) ≥ 0
and (denote with abuse of notation ϕ(x, t) = ϕ(x, t, yj , ss) in the next dis-
play)
(n+ p(xj , tj))(tj − sj) = (n+ p(xj, tj))ϕt(xj , tj) ≤ −η/T.
Thus
η
T
≤ (n + p(xj , tj))(tj − sj)− (n+ p(yj, sj))(tj − sj) = 0,
a contradiction.
Next we consider the case yj 6= xj. For the following notation, we refer
to [CIL92] and [JLM01]. We also use the parabolic theorem of sums for wj
which implies that there exist symmetric matrices Xj , Yj such that Yj −Xj
is positive semidefinite and(
j(tj − sj), j2 |xj − yj|2 (xj − yj), Xj
)
∈ P2,+u(yj, sj)(
j(tj − sj), j2 |xj − yj|2 (xj − yj), Yj
)
∈ P2,−v(xj , tj).
Using (6.13) and the assumptions on u, we get
η
T
≤ −(n+ p(yj, sj))j(tj − sj) + (n+ p(xj, tj))j(tj − sj)
+ (p(xj , tj)− 2)〈Yj (xj − yj)|xj − yj| ,
(xj − yj)
|xj − yj| 〉+ tr(Yj)
− (p(yj , sj)− 2)〈Xj (xj − yj)|xj − yj| ,
(xj − yj)
|xj − yj | 〉 − tr(Xj).
The right hand side can be estimated similarly as in the previous lemma to
obtain a contradiction. 
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Appendix
Let us show Cases 1,2, and 3 from the proof of Lemma 4.6. Recall that
the comparison function in that lemma was
Ψ(x, t) =
(
1
9
)3
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
(t+ (13r)
2)(n+1)2
(
9− |x|
2
t+ (13r)
2
)2
+
Starting from Case 1, we need to show that for e ∈ Rn, |e| = 1,
Ψ(0, t) ≤ 1
2
[Ψ(0, t − ε
2
2
) + Ψ(εe, t− ε
2
2
)].
Since
Ψ(0, t) =
1
9
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
[t+ (13r)
2](n+1)2
,
Ψ(0, t− ε
2
2
) =
1
9
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
[t− ε22 + (13r)2](n+1)2
,
and
Ψ(εe, t−ε
2
2
) =
(
1
9
)3
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
[t− ε22 + (13r)2](n+1)2
[
9− ε
2
t− ε22 + (13r)2
]2
,
we have to show that
1 ≤ 1
2
[
t+ (13r)
2
t− ε22 + (13r)2
](n+1)2 1 + (1
9
)2(
9− ε
2
t− ε22 + (13r)2
)2 =: A1.
Since
1 +
(
1
9
)2(
9− ε
2
t− ε22 + (13r)2
)2
≥ 2− 2
9
(
ε2
t− ε22 + (13r)2
)
,
we get
A1 ≥
[
t+ (13r)
2
t− ε22 + (13r)2
] [
1− 1
9
(
ε2
t− ε22 + (13r)2
)]
=
[
1 +
1
2
(
ε2
t− ε22 + (13r)2
)][
1− 1
9
(
ε2
t− ε22 + (13r)2
)]
≥ 1− 1
9
(
ε2
t− ε22 + (13r)2
)
+
1
2
(
ε2
t− ε22 + (13r)2
)
− 1
18
(
ε2
t− ε22 + (13r)2
)
≥ 1,
and Case 1 is complete.
In Case 2, |x| = ηε for some 0 < η < 1, and we need to show that
Ψ(x, t) ≤ 1
2
[Ψ(0, t− ε
2
2
) + Ψ(x+
x
|x|ε, t−
ε2
2
)].
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Since
Ψ(x, t) =
(
1
9
)3
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
[t+ (13r)
2](n+1)2
[
9− |ηε|
2
t+ (13r)
2
]2
,
Ψ(0, t− ε
2
2
) =
1
9
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
[t− ε22 + (13r)2](n+1)2
,
and
Ψ(x+
x
|x|ε, t−
ε2
2
) =
(
1
9
)3
inf
y∈Br(0)
uε(y, 0)
(13r)
2(n+1)2
[t− ε22 + (13r)2](n+1)2
[
9− |(1 + η)ε|
2
t− ε22 + (13r)2
]2
,
it is sufficient to show that[
9− |ηε|
2
t+ ( r3)
2
]2
≤ 1
2
(
t+ (13r)
2
t− ε22 + (13r)2
)92 +(9− (1 + η)2ε2
t− ε22 + (13r)2
)2 .
Notice that in Cases 1 and 2 we don’t need to take the cut-off into account,
since Ψ(x, t) > 0 when |x| ≤ 2ε.
Recalling that r ≥ 9ε, we have
92 +
(
9− (1 + η)
2ε2
t− ε22 + (13r)2
)2
≥ 144,
from which it follows that
1
2
(
t+ (13r)
2
t− ε22 + (13r)2
)92 +(9− (1 + η)2ε2
t− ε22 + (13r)2
)2
=
1
2
(
1 +
1
2
ε2
t− ε22 + (13r)2
)92 +(9− (1 + η)2ε2
t− ε22 + (13r)2
)2
≥ 1
2
92 +(9− (1 + η)2ε2
t− ε22 + (13r)2
)2+ 36 ε2
t− ǫ22 + (13r)2
.
Hence, it is enough to show that[
9− |kε|
2
t+ ( r3)
2
]2
− 1
2
92 +(9− (1 + k)2ε2
t− ε22 + (13r)2
)2
≤ 36 ε
2
t− ε22 + (13r)2
. (6.17)
The left hand side can be written as
−18 |kε|
2
t+ ( r3)
2
+
( |kε|2
t+ ( r3 )
2
)2
+ 9
(
(1 + η)2ε2
t− ε22 + (13r)2
)
− 1
2
(
(1 + η)2ε2
t− ε22 + (13r)2
)2
.
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Since
9
(
(1 + η)2ε2
t− ε22 + (13r)2
)
≤ 36 ε
2
t− ǫ22 + (13r)2
and ( |kε|2
t+ ( r3)
2
)2
≤ |kε|
2
t+ ( r3)
2
,
inequality (6.17) holds, and Case 2 is proved.
In Case 3, we need to show that if |x| ≥ ε, then
1
2
[Ψ(x+
x
|x|ε, t−
ε2
2
) + Ψ(x− x|x|ε, t−
ε2
2
)] ≥ Ψ(x, t).
Suppose first that
(|x|+ ε)2
t− ε22 + ( r3 )2
< 9.
Then also
|x|2
t+ ( r3)
2
< 9 and
(|x| − ε)2
t− ε22 + ( r3)2
< 9.
Since
(
1
9
)3
infy∈Br(0) uε(y, 0)
(
r
3
)2(n+1)2
cancels out, it is enough to show that(
t− ε22 + ( r3)2
t+ ( r3)
2
)(
9− |x|
2
t+ ( r3)
2
)2
≤ 1
2
(9− (|x|+ ε)2
t− ε22 + ( r3 )2
)2
+
(
9− (|x| − ε)
2
t− ε22 + ( r3)2
)2 ,
or equivalently,[
9− |x|
2
t+ ( r3 )
2
]2
≤ 1
2
(
1 +
1
2
ε2
t− ε22 + ( r3 )2
)(9− (|x|+ ε)2
t− ε22 + ( r3 )2
)2
+
(
9− (|x| − ε)
2
t− ε22 + ( r3)2
)2 .
This is equivalent to showing that
18
(
ε2
t− ε22 + (13r)2
)
≤ 1
2
(
(|x|+ ε)4 + (|x| − ε)4
[t− ε22 + (13r)2]2
)
− |x|
4
[t+ (13r)
2]2
+
1
4
(
ε2
t− ε22 + (13r)2
)
I,
where
I =
(
9− (|x|+ ε)
2
t− ε22 + ( r3)2
)2
+
(
9− (|x| − ε)
2
t− ε22 + ( r3 )2
)2
.
36 PARVIAINEN AND RUOSTEENOJA
Since
|x|4
[t+ (13r)
2]2
=
(
1− 1
2
ε2
t+ ( r3)
2
)2( |x|4
[t− ε22 + (13r)2]2
)
≤
(
1− 1
2
ε2
t+ ( r3)
2
)( |x|4
[t− ε22 + (13r)2]2
)
and
(|x|+ ε)4 + (|x| − ε)4 ≤ 2|x|4 + 12|x|2ε2,
we get an estimate
1
2
(
(|x|+ ε)4 + (|x| − ε)4
[t− ε22 + (13r)2]2
)
− |x|
4
[t+ (13r)
2]2
≥ 1
2
(
(|x|+ ε)4 + (|x| − ε)4
[t− ε22 + (13r)2]2
)
−
(
1− 1
2
ε2
t+ ( r3)
2
)( |x|4
[t− ε22 + (13r)2]2
)
≥ 6
(
|x|2
t− ε22 + (13r)2
)(
ε2
t− ε22 + (13r)2
)
+
1
2
(
|x|2
t− ε22 + (13r)2
)2(
ε2
t− ε22 + (13r)2
)
.
Hence, it is sufficient to show that
18
(
ε2
t− ε22 + (13r)2
)
≤ 6
(
|x|2
t− ε22 + (13r)2
)(
ε2
t− ε22 + (13r)2
)
+
1
2
(
|x|2
t− ε22 + (13r)2
)2(
ε2
t− ε22 + (13r)2
)
+
1
4
(
ε2
t− ε22 + (13r)2
)
I.
If
|x|2
t− ε22 + (13r)2
≥ 5
2
,
the previous inequality clearly holds. If
|x|2
t− ε22 + (13r)2
≤ 5
2
,
then I ≥ 72 and the previous inequality holds again.
When
(|x|+ ε)2
t− ε22 + ( r3 )2
≥ 9,
we need to show that(
9− |x|
2
t+ ( r3 )
2
)2
+
≤ 1
2
(
1 +
1
2
ε2
t− ε22 + ( r3 )2
)(
9− (|x| − ε)
2
t− ε22 + ( r3 )2
)2
+
,
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and this follows by the previous estimates of Case 3.
Let us next show that Ψ is a viscosity subsolution to
(n+ 2)ut(x, t) = ∆u(x, t).
Denote
|z|2 = |x|
2
t+ r2
.
Then
(n+ 2)Ψt(x, t)−∆Ψ(x, t)
=
( r3 )
2(n+1)2
(t+ ( r3 )
2)(n+1)2+1
(9− |z|2)+[
−(n+ 2)(n + 1)2(9− |z|2)+ + 2(n+ 2)|z|2 + 4n− 8|z|
2
(9− |z|2)+
]
=:
( r3)
2(n+1)2
(t+ ( r3)
2)(n+1)
2+1
(9− |z|2)+A.
When a := 9− |z|2 > 0, we get
aA = −(n+ 2)(n + 1)2a2 + 2(n + 2)(9− a)a+ 4na− 8(9− a)
=
[−(n+ 2)(n + 1)2 − 2(n + 2)] a2 + 22(n + 2)a− 72 < 0
when a = 8, and the discriminant is
D = 222(n+ 2)2 − 4× 72(n + 2)[(n + 1)2 + 2] < 0,
since (n+ 1)2 + 2 > 2(n + 2). Hence A < 0 when 0 < a ≤ 9.
That Ψ is a subsolution in ΩT follows from the fact that the maximum of
two subsolutions is a subsolution.
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