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AN IMPROVED UPPER BOUND FOR THE WARING RANK OF THE
DETERMINANT
GARRITT JOHNS AND ZACH TEITLER
Abstract. The Waring rank of the generic d × d determinant is bounded above by d · d!.
This improves previous upper bounds, which were of the form an exponential times the
factorial. Our upper bound comes from an explicit power sum decomposition. We describe
some of the symmetries of the decomposition and set-theoretic defining equations for the
terms of the decomposition.
For a homogeneous polynomial F of degree d, the Waring rank of F , denoted rank(F ),
is the least integer r such that F can be expressed as a linear combination of r terms which
are each dth powers of linear forms. For example,
xy =
1
4
(
(x+ y)2 − (x− y)2
)
,
so rank(xy) ≤ 2. Similarly
xyz =
1
24
(
(x+ y + z)3 − (x+ y − z)3 − (x− y + z)3 + (x− y − z)3
)
,
so rank(xyz) ≤ 4.
Let detd denote the generic d×d determinant, that is, the determinant of the d×d matrix
(xi,j)1≤i,j≤d whose entries are independent variables. Previous upper bounds for rank(detd)
were 2d−1 ·d!, later improved to
(
5
6
)⌊d/3⌋
2d−1 ·d!; these have the form, an exponential function
times a factorial. We give an explicit expression to show a new upper bound for the Waring
rank of the determinant, which is a linear function times the factorial, namely,
(1) rank(detd) ≤ d · d!.
This holds over the complex numbers, or more generally over any field or commutative ring
where d! is invertible and there is a primitive dth root of unity.1
Specifically, we show that
(2) d · d! detd =
∑
σ∈Sd
(−1)σ
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi,σi
)d
,
where ω is a primitive dth root of unity and Sd denotes the symmetric group on d letters. This
is a linear combination of d · d! terms which are dth powers of linear forms, with coefficients
±1.
In addition, we describe some of the symmetries of the decomposition, and set-theoretic
defining equations for the terms of the decomposition.
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1J.M. Landsberg informed us of an unpublished result of Gurvits giving an upper bound of (d+1) · d!, see
below.
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1. Background
Fix a degree d. Let k be a field or commutative ring in which d! is invertible; in particular,
the characteristic is zero or greater than d. We consider homogeneous polynomials F ∈
k[x1, . . . , xn] of degree d.
We denote by rankk(F ), or simply rank(F ), the least number r of linear forms ℓ1, . . . , ℓr ∈
k[x1, . . . , xn] such that F = c1ℓd1 + · · · + crℓ
d
r for some c1, . . . , cr ∈ k. (The term “Waring
rank” is often reserved for the case that k is a field, even an algebraically closed field.) If
k ⊆ K is an extension field or ring, then evidently rankk(F ) ≥ rankK(F ). Thus, upper
bounds for rankk(F ) are also upper bounds for rankK(F ). For this reason we will describe
our upper bound for rank(detd) over the smallest k possible. First, in this section, we describe
previously known upper and lower bounds. All the results described in this section are valid
at least for k = C; we make some partial indications of more general k where they hold.
We have
(3) 2d−1 · d! x1 · · ·xd =
∑
ǫ∈{±1}d
ǫ1=+1
(
d∏
i=1
ǫi
)
(ǫ1x1 + · · ·+ ǫdxd)
d,
which shows that rank(x1 · · ·xd) ≤ 2
d−1 <∞ whenever 2d−1·d! is a unit in k. By substitution,
any monomial of degree d has finite rank, and then so does any homogeneous form, simply
by decomposing each monomial into a sum of powers. This shows that every homogeneous
form of degree d has finite rank.
One can show that in fact rank(xy) = 2 and rank(xyz) = 4, and more generally
rank(x1 · · ·xd) = 2
d−1,
see [12].
The determinant detd is a (signed) sum of d! monomials, each of which is of the form
x1 · · ·xd. For example, det3 = x1,1x2,2x3,3 − · · · , a sum of 6 terms which each have the form
xyz. Therefore det3 can be written as a sum of 6 · rank(xyz) = 24 powers of linear forms.
In general,
detd =
∑
σ∈Sd
(−1)σx1,σ1 · · ·xd,σd.
Combining with (3), this yields the “classical” power sum decomposition
(4) 2d−1 · d! detd =
∑
σ∈Sd
(−1)σ
∑
ǫ∈{±1}d
ǫ1=+1
(
d∏
i=1
ǫi
)
(ǫ1x1,σ1 + · · ·+ ǫdxd,σd)
d,
with 2d−1 · d! terms. That is,
(5) rank(detd) ≤ 2
d−1 · d!.
So rank(detd) for d = 3, 4, 5, 6, . . . are bounded above by 24, 192, 1920, 23040, and so on.
Derksen [5] and, later, Krishna-Makam [10] found expressions for det3 as a sum of 5 terms
which are products of linear forms. The identity of Krishna-Makam, which is slightly simpler,
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is as follows:
det3 = x1,1 (x2,2 + x2,3) (x3,1 + x3,3)
+ (x1,2 + x1,3) x2,1 x3,2
− (x1,1 + x1,3) x2,2 x3,1
− x1,2 (x2,1 + x2,3) (x3,2 + x3,3)
+ (x1,2 − x1,1) x2,3 (x3,1 + x3,2 + x3,3).
Notably, this holds over the integers (and even in characteristic 2). The Derksen and Krishna-
Makam identities give rank(det3) ≤ 5 rank(xyz) = 20. Derksen observed that by Laplace
expansion,
(6) rank(detd) ≤
(
5
6
)⌊d/3⌋
2d−1 · d!.
In particular rank(detd) for d = 3, 4, 5, 6, . . . are bounded above by 20, 160, 1600, 16000, and
so on.
Conner-Gesmundo-Landsberg-Ventura gave an explicit expression for det3 as a sum of 18
cubes of linear forms over C [3, Theorem 2.11], showing
(7) rankC(det3) ≤ 18.
Our expression (2) is a direct generalization of theirs; their expression is exactly the case
d = 3 of ours.
J.M. Landsberg informed us of an unpublished result of Gurvits, that rankk(detd) ≤ (d+
1) · d!. This follows from the identity
(8) d! · detd =
∑
σ∈Sd
(−1)σ

(
d∑
i=1
xi,σi
)d
−
d∑
j=1
∑
1≤i≤d
i 6=j
xi,σi

d .
This decomposition is valid over the integers, so the upper bound holds whenever d! is a unit
in k.
Lower bounds for rank(detd) have been studied by several authors, including [11], [13], [6],
[8], [1]. Currently, the best lower bounds, for algebraically closed fields k, are as follows. For
all d ≥ 3, rank(detd) ≥
(
2d
d
)
−
(
2d−2
d−1
)
: thus for d = 3, 4, 5, 6, . . . , rank(detd) is bounded below
by 14, 50, 182, 672, and so on, see [6]. Recently, [1] improved this to rank(det3) ≥ 15. Very
soon after that, [4] improved it further to rankC(det3) ≥ 17.
We summarize the previous and new bounds in Table 1.
1.1. Notation. We use multi-index notation as follows. For a tuple α = (α1, . . . , αn), x
α
denotes xα11 · · ·x
αn
n . We write |α| =
∑
αi, α! =
∏
αi!, and
(
d
α
)
= d!
α!
when d = |α|.
For a pure (coefficient 1) monomial M and polynomial P , [M ]P denotes the coefficient of
M in P . For example, [xy](x+ y)2 = 2. More generally, [xα](x1 + · · ·+ xn)
|α| =
(
|α|
α
)
.
Sd denotes the symmetric group on [d] = {1, . . . , d}. For σ ∈ Sd and i ∈ [d] we write σi for
the result of the permutation σ applied to i. We write (−1)σ for the sign of the permutation
σ.
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d 2 3 4 5 6 7 8 9
classical upper bound (5) 4 24 192 1920 23040 322560 5160960 92897280
Derksen upper bound (6) 4 20 160 1600 16000 224000 3584000 53760000
Gurvits upper bound (8) 6 24 120 720 5040 40320 362880 3628800
CGLV upper bound (7) 18
new upper bound (1) 4 18 96 600 4320 35280 322560 3265920
lower bound 4 17 50 182 672 2508 9438 35750
Table 1. Summary of bounds for rankC(detd).
2. Proofs
Theorem 1. Let k be any commutative ring containing a primitive dth root of unity ω. Then
over k, (2) holds,
d · d! detd =
∑
σ∈Sd
(−1)σ
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi,σi
)d
.
In particular, if also d! is invertible in k, then rank(detd) ≤ d · d!.
We begin by proving the following lemma.
Lemma 2. Fix a degree d monomial xi1 · · ·xid , where the indices 1 ≤ i1 ≤ · · · ≤ id ≤ d
may repeat. Let λ = (λ1, . . . , λd) be the d-tuple of multiplicities of elements in the multiset
I = {i1, . . . , id}. That is, each λk is the number of j such that ij = k. Then
(9) [xi1 · · ·xid]
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi
)d
=
{(
d
λ
)
d if
∑d
k=1 ik ≡
(
d+1
2
)
(mod d),
0 otherwise.
Proof. We write xI = xi1xi2 · · ·xid = x
λ1
1 x
λ2
2 · · ·x
λd
d . Let
P =
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi
)d
.
We aim to find the coefficient of xI in P :
[xI ]P =
d∑
j=1
(−1)(d+1)j · [xI ]
(
d∑
i=1
ωijxi
)d
.
After applying the multinomial theorem, this becomes
[xI ]P =
d∑
j=1
(−1)(d+1)j ·
(
d
λ
) d∏
k=1
ωikj =
(
d
λ
) d∑
j=1
(
(−1)d+1ω
∑
ik
)j
.
Now −1 = ωd/2, so (−1)d+1 = (−1)−(d+1) = ω−(
d+1
2 ). Thus
[xI ]P =
(
d
λ
) d∑
j=1
(
ω
∑
ik−(d+12 )
)j
.
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The claim is proved when we recall that
∑d
j=1 ω
pj is d if p ≡ 0 (mod d), 0 otherwise. 
Note that if d is even, then
(
d+1
2
)
≡ d/2 (mod d), while if d is odd, then
(
d+1
2
)
≡ 0 (mod d).
Either way,
(
d+1
2
)
≡ −
(
d+1
2
)
(mod d).
Now we proceed with the proof of Theorem 1.
Proof of Theorem 1. Let
R =
∑
σ∈Sd
(−1)σ
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi,σi
)d
.
The claim is that R = d · d! detd.
Let I = (i1, i2, . . . , id) and J = (j1, j2, . . . , jd) be d-tuples of elements in [d]. We denote by
xI,J the monomial xI,J = xi1,j1 · · ·xid,jd.
The coefficient of xI,J in detd is easy to find. Denote by Supp(I) the support of I, that is,
the subset of [d] of values that appear in I; and similarly Supp(J). If Supp(I) = Supp(J) =
[d], then there is a unique permutation σI,J ∈ Sd such that σI,Jik = jk for k = 1, . . . , d. In this
case [xI,J ] detd = (−1)
σI,J . Otherwise, if Supp(I) 6= [d] or Supp(J) 6= [d], then [xI,J ] detd = 0.
Now we consider the coefficient of xI,J in R. Let H = {σ ∈ Sd | σi1 = j1, σi2 =
j2, . . . , σid = jd}. We have
[xI,J ]R =
∑
σ∈H
(−1)σ[xI,J ]
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi,σi
)d
,
since xI,J simply involves variables that do not appear in the σ terms for σ /∈ H . In particular,
if H = ∅ then [xI,J ]R = 0. (We will not use this fact, but the case H = ∅ occurs when there
are k, k′ such that ik = ik′ but jk 6= jk′ , or jk = jk′ but ik 6= ik′.)
Now suppose H 6= ∅. For σ ∈ H we have xI,J = xi1,σi1 · · ·xid,σid = x
λ1
1,σ1 · · ·x
λd
d,σd. By
Lemma 2, applied to the variables xk = xk,σk, we have
[xI,J ]
d∑
j=1
(−1)(d+1)j
(
d∑
i=1
ωijxi,σi
)d
=
{(
d
λ
)
d, if
∑d
k=1 ik ≡
(
d+1
2
)
(mod d),
0, otherwise.
Therefore
[xI,J ]R =
{(
d
λ
)
d
∑
σ∈H(−1)
σ, if
∑d
k=1 ik ≡
(
d+1
2
)
(mod d),
0, otherwise.
Let σ0 ∈ H and let H0 = σ
−1
0 H . Observe H0 is precisely the subgroup of Sd consisting
of elements that fix Supp(I) pointwise, so H0 is (isomorphic to) the symmetric group on
[d] \ Supp(I). Indeed, σ ∈ H0 if and only if σ0σ ∈ H , if and only if σ0σik = jk = σ0ik for all
k, if and only if σik = ik for all k. That is, H0 = {σ ∈ Sd | σi1 = i1, . . . , σid = id}.
Now if |H| ≥ 2 then the subgroup H0 consists of an equal number of even and odd
permutations, and so does its coset H . Therefore
∑
σH(−1)
σ = 0, so [xI,J ]R = 0.
If |H| = 1 then Supp(I) consists of either d− 1 or d elements of [d].
Suppose | Supp(I)| = d − 1, so (as multisets) {i1, . . . , id} = ([d] \ {m}) ∪ {n} for some
m,n ∈ [d], m 6= n. In this case
d∑
k=1
ik = (n−m) +
d∑
k=1
k = (n−m) +
(
d+ 1
2
)
.
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Now |n−m| < d, hence d ∤ n−m and so
∑d
k=1 ik 6≡
(
d+1
2
)
(mod d). Thus [xI,J ]R = 0.
Finally, we suppose Supp(I) = [d]. Note that when {i1, . . . , ik} = [d] then |H| = 1 if
and only if {j1, . . . , jd} = [d] as well. The unique permutation σ0 ∈ H must be σ0 = σI,J ,
the permutation given by σik = jk for each k. We have
∑d
k=1 ik =
∑d
k=1 k =
(
d+1
2
)
. Thus
[xI,J ]R = (−1)
σI,J · d
(
d
λ
)
. In this case λ = (1, . . . , 1), and
(
d
λ
)
= d!. Therefore [xI,J ]R =
(−1)σI,Jd · d!.
This proves
(10) [xI,J ]R =
{
(−1)σI,Jd · d! if Supp(I) = Supp(J) = [d],
0 otherwise.
This is d · d! times the coefficient [xI,J ] detd, for all I, J . Therefore R = d · d! detd, as
claimed. 
3. Linear independence
In this section k is a field.
For σ ∈ Sd and j = 1, . . . , d, let Tσ,j = (−1)
σ(−1)(d+1)j(ωjx1,σ1 + · · · + ω
djxd,σd)
d, so
Theorem 1 is that
d · d! detd =
∑
σ,j
Tσ,j .
Theorem 3. The terms Tσ,j appearing in (2) are linearly independent.
Proof. We show that there are linear functionals ℓσ,j on the space of homogeneous forms of
degree d such that ℓσ,j(Tψ,k) is nonzero if ψ = σ, k = j, and zero otherwise. Recall that
linear functionals correspond to “dual” homogeneous forms of degree d in such a way that
evaluating such a functional on a dth power ℓd of a linear form ℓ corresponds to evaluating
the dual form at the point whose coordinates are the coefficients of ℓ. Let Pσ,j ∈ kd
2
be the
point whose coordinates are the coefficients of
∑d
i=1 ω
ijxi,σi, so the xi,k coefficient of Pσ,j is
ωij if k = σi, 0 otherwise. Thus it is sufficient to show that, for each σ, j, there is a degree d
form which is nonvanishing at the point Pσ,j and vanishing at all of the points Pψ,k for ψ 6= σ
or k 6= j.
In fact we explicitly produce such forms of degree d− 1. The appropriate forms of degree
d can be obtained by multiplying by appropriate linear forms (to increment the degree); any
linear form nonvanishing at Pσ,j will do.
Given σ ∈ Sd, for each k let eσ,k = x1,σ1 · · · x̂k,σk · · ·xd,σd. Now given j, let Lσ,j be the
degree d− 1 form
Lσ,j =
d∑
k=1
ωkjeσ,k.
We evaluate Lσ,j first at the point Pσ,j . Observe
eσ,k(Pσ,j) = ω
1j · · · ω̂kj · · ·ωdj = ω(
d+1
2 )j−kj.
Thus
Lσ,j(Pσ,j) =
d∑
k=1
ω(
d+1
2 )j = (−1)(d+1)jd,
which is indeed nonzero.
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For m 6= j,
Lσ,j(Pσ,m) =
d∑
k=1
ωkjω(
d+1
2 )m−km = (−1)(d+1)m
d∑
k=1
ω(j−m)k.
This is zero when j 6≡ m (mod d), which is equivalent to j 6= m since 1 ≤ j,m ≤ d.
Finally for ψ 6= σ, for every k, there is some j 6= k such that σj 6= ψj. (That is, the
permutations ψ and σ have different values in at least two positions.) So every eσ,k(Pψ,m)
is a product involving a factor given by the xj,σj coordinate of Pψ,m, but that coordinate is
zero. 
4. Symmetries
In this section k is a field.
Let V be the vector space over k spanned by the variables xi,j, so detd ∈ Sym
d(V ). Linear
automorphisms of V induce automorphisms of Symd(V ). Following [2], it is natural to ask
which of these transformations fix the decomposition (2), that is, which linear automorphisms
of V leave the set {Tσ,j} invariant. In other words, they should leave invariant the set of
linear forms whose dth powers occur in (2). However, note that said linear forms are only
unique up to a dth root of unity, and the dth powers occur with coefficients of ±1, which
must be preserved.
It is helpful to describe these linear forms in terms of their matrix of coefficients. We write
Ei,j for the d×d matrix with a 1 entry in the (i, j) position and all other entries 0. We write
Pσ for the permutation matrix Pσ =
∑d
i=1Ei,σi. Note that for a d× 1 column vector (vi), we
have
Pσ

v1
v2
...
vd
 =

vσ1
vσ2
...
vσd
 .
Note also that for σ, ψ ∈ Sd, PσPψ = Pσψ. The permutation matrices are orthogonal:
P−1σ = P
t
σ = Pσ−1 . We have (−1)
σ = detPσ. Let D = diag{ω, ω
2, . . . , ωd}. Now the
linear form that appears in the term Tσ,j has its coefficients given by the matrix D
jPσ. In
conclusion, we are looking for linear automorphisms of V which preserve the set {DjPσ} up
to factors of dth roots of unity, i.e., linear automorphisms which leave the set {ωkDjPσ}
invariant. Beyond this, some terms occur in (2) with coefficient 1 and others with coefficient
−1; we want our linear automorphisms to respect those coefficients.
Definition 4. Let G˜ be the group of linear automorphisms of V which leave the set of
matrices M = {ωkDdPσ} invariant and let G be the subgroup of G˜ which preserves the
determinant. We call the elements of G the symmetries of the decomposition (2).
We’re looking for the group G, which is a finite group. We are not able to give the full
group, but we describe a subgroup of order d3ϕ(d) · d!/2.
A theorem of Frobenius [9] (see also [14]) states that all linear automorphisms L of V that
fix detd (in the sense that det(L(X)) = det(X) for all X) are of the form X 7→ AXB or X 7→
AX tB, where X = (xi,j) and A,B are d×d matrices with det(AB) = 1. The transformations
involving transposition are difficult to analyze, so we consider only the transformations AXB.
Our question, then, is which A and B satisfy A(DmPρ)B ∈ M .
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The set M is invariant under multiplication by powers of ω, left multiplication by D,
and right multiplication by arbitrary permutation matrices. Half of the permutations also
preserve the determinant (the other half reverse the sign). Note that det(D) = (−1)d+1, so
depending on the parity of d, multiplication by D may also preserve or reverse the sign of
the determinant.
As for left multiplication by permutation matrices, the decomposition is preserved by
certain permutations corresponding to what one might call affine linear transformations of
Z/dZ. Let Affd be the set of permutations σ in Sd for which there exist a, b ∈ [d] such that
σi = ai + b mod d for all i ∈ [d]. This is a subgroup of Sd with order dϕ(d), where ϕ is
Euler’s totient function. In fact Affd ∼= Z/dZ⋊ (Z/dZ)∗. The permutation σi = i+ b mod d
has sign (−1)b(d+1); for a ∈ (Z/dZ)∗, the sign of the permutation σi = ai mod d is the Jacobi
symbol
(
a
d
)
if d is odd, or (−1)(
d
2
+1)(a−1
2
) if d is even [7].
Lemma 5. Let π ∈ Sd. Then PπD ∈M if and only if π ∈ Affd.
Proof. Suppose that PσD = ω
bDaPψ. Then, by comparing the locations of nonzero entries
on both sides we have that ψ = σ. Hence PσDPσ−1 = ω
bDa. The two sides are equivalent to
diag{ωσ1, ωσ2, . . . , ωσd} and diag{ωa+b, ω2a+b, . . . , ωda+b}. Hence ω ∈ Affd.
Conversely, if σ ∈ Affd so that σi = ai + b (mod d) then PσD = ω
bDaPσ, and hence
PσD ∈M . 
This proves that the map X 7→ ωmDnPπXPσ is an element of G˜. Let H˜ ⊆ G˜ be the
subgroup of elements of the form X 7→ ωmDnPπXPσ, π ∈ Affd, σ ∈ Sd. The proof of the
above lemma shows that this is a subgroup, and in fact that it is a semidirect product:
H˜ ∼= ((Z/dZ× Z/dZ)⋊Affd)× Sd.
Here the Z/dZ× Z/dZ factor corresponds to multiplication by ω and D.
An element of H˜ given by X 7→ ωmDnPπXPσ preserves the determinant, meaning that
det(ωmDnPπXPσ) = det(X), if and only if det(ω
mDnPπPσ) = 1. For half the elements of
H this holds, and for the other half, this determinant is −1. Let H ⊂ H˜ be the index 2
subgroup that preserves the determinant. That is, H = H˜ ∩G.
Theorem 6. Let m,n ∈ [d], π ∈ Affd, and σ ∈ Sd such that det(D)
n(−1)π(−1)σ = 1. Then
L : X 7→ ωmDnPπXPσ is a symmetry of the decomposition and is an element of G. 
This gives a subgroup of G with order d3ϕ(d)d!/2, as claimed. Table 2 shows the number
of symmetries given by Theorem 6. However, this is not the full group of symmetries, as in
the 2×2 and 3×3 cases one can check that transposition X 7→ X t is another symmetry of the
decomposition. But for d > 3 it is not: for exampleDP(1 2) ∈M but (DP(1 2))
t = P(1 2)D /∈ M .
d 2 3 4 5 6
d3ϕ(d)d!/2 8 162 1536 37500 15552
Table 2. Number of symmetries in the subgroup H .
It would be interesting to fully characterize the whole group of symmetries G, where A,B
are not necessarily given by powers of D or permutation matrices. Additionally, it would be
interesting to characterize the symmetries of the decomposition of the form X 7→ AX tB.
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Remark 7. The decomposition (2) is certainly not unique. For example, if A,B are any two
d×d matrices with det(AB) = 1 then one obtains a decomposition of det(X) = det(AXB) as
a sum of dth powers of linear forms with coefficient matrices given by ADjPσB. Transposition
yields more decompositions.
5. Defining equations
We describe defining equations of the set of matrices M , up to scalar multiple. That is, we
give set-theoretic defining equations for the set of projective points {[DjPσ]}. The equations
we describe are quadrics of two types: first, monomials, products of two distinct matrix
entries from the same row or column, and second, certain quadrics in row-sums.
In this theorem, xi,j are coordinates on the space of d× d matrices.
Theorem 8. For each i, let ρi = xi,1 + · · · + xi,d, the ith row-sum. Let I be the ideal
generated by the quadrics xi,j1xi,j2 for all i and all j1 6= j2, xi1,jxi2,j for all j and all i1 6= i2,
and ρ2i −ρi−1ρi+1 for all i, with indices considered modulo d. The common zero locus of these
equations is exactly the set of projective points {[DjPσ]}.
Proof. The monomial generators cut out the set of matrices with at most one nonzero entry in
each row and column. Such matrices have the form ∆Pσ for some diagonal ∆ and permutation
σ, unique as long as ∆ is nonsingular. On this set, the values of ρ are the entries of ∆. The
equations ρ2i − ρi−1ρi+1 for 2 ≤ i ≤ d− 1 ensure that the entries of ∆ form a geometric series
(sd−1, sd−2t, . . . , td−1) for some s, t (they are the familiar equations of the rational normal
curve in Pd parametrized by [sd−1 : sd−2t : · · · : td−1]). The other equations at i = 1, d ensure
that sd = td, i.e., t/s is a dth root of unity. Then, up to a scalar multiple, the entries of ∆
are (wj, w2j, . . . , wdj) for some j, i.e., ∆ = Dj. 
These are certainly not the generators of the full ideal of this set of points. For d = 3,
additional generators are given as follows: x2i,j − Pi;j, where Pi;j is the permanent of the
2 × 2 submatrix complementary to the entry xi,j . (Our equations ρ
2
i − ρi−1ρi+1 are sums
of those generators, up to some monomials.) For d = 4, some additional generators are
given by x2i,j1 + x
2
i,j2
− Pi,i+2;j1,j2, where Pi,i+2;j1,j2 is the permanent of the 2 × 2 submatrix
complementary to rows i, i+2 (i.e., having rows i− 1 and i+1) and to columns j1, j2. More
generators are given by Pi1,i2;j1,j2 − Pi3,i4;j3,j4 where {i1, . . . , i4} = {j1, . . . , j4} = {1, . . . , 4}
and i1 + i2 ≡ i3 + i4 (mod 4).
It would be interesting to describe these ideals in general.
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