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We consider the spin-1/2 antiferromagnetic Heisenberg model on a bilayer honeycomb lattice
including interlayer frustration in the presence of an external magnetic field. In the vicinity of the
saturation field, we map the low-energy states of this quantum system onto the spatial configurations
of hard hexagons on a honeycomb lattice. As a result, we can construct effective classical models
(lattice-gas as well as Ising models) on the honeycomb lattice to calculate the properties of the
frustrated quantum Heisenberg spin system in the low-temperature regime. We perform classical
Monte Carlo simulations for a hard-hexagon model and adopt known results for an Ising model to
discuss the finite-temperature order-disorder phase transition that is driven by a magnetic field at
low temperatures. We also discuss an effective-model description around the ideal frustration case
and find indications for a spin-flop like transition in the considered isotropic spin model.
PACS numbers: 75.10.-b, 75.10.Jm
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I. INTRODUCTION
An important class of quantum Heisenberg antiferro-
magnets consists of the so-called two-dimensional dimer-
ized quantum antiferromagnets. They can be obtained by
placing strongly antiferromagnetically interacting pairs
of spins 1/2 (dimers) on a regular two-dimensional lat-
tice and assuming weak antiferromagnetic interactions
between dimers. Among such models one may mention
the J − J ′ model with the staggered arrangement of the
strong J ′ bonds (defining dimers and favoring singlet for-
mation on dimers) on a square lattice1 (see also Ref. 2 for
related dimerized square-lattice models). Other exam-
ples are the bilayer models: They consist of two antiferro-
magnets in each layer with a dominant nearest-neighbor
interlayer coupling which defines dimers.3 By consider-
ing additional frustrating interlayer couplings the bilayer
model can be pushed in the parameter space to a point
which admits a rather comprehensive analysis of the
energy spectrum.4 For this special set of coupling pa-
rameters, the frustrated bilayer is a system with local
conservation laws (the square of the total spin of each
dimer is a good quantum number) that explains why
it is much easier to examine this specific case. On the
other hand, the frustrated bilayer belongs to the class of
so-called localized-magnon spin systems,5 which exhibit
some prominent features around the saturation field, such
as a ground-state magnetization jump at the saturation
field, a finite residual entropy at the saturation field, and
an unconventional low-temperature thermodynamics, for
a review see Refs. 6–8. The singlet state of the dimer
is the localized-magnon state which belongs to a com-
pletely dispersionless (flat) one-magnon band. Over the
last decade a large variety of flat-band systems with un-
conventional physical properties was found, see Refs. 9–
11 and references therein. For the flat-band systems
at hand, the local nature of the one-magnon states al-
lows to construct also localized many-magnon states and
to calculate their degeneracy by mapping the problem
onto a classical hard-core-object lattice gas; the case of
the frustrated bilayer was discussed in Refs. 12,13. In
the strong-field low-temperature regime the independent
localized-magnon states are the lowest-energy ones and
therefore they dominate the thermodynamics. The ther-
modynamic properties in this regime can be efficiently
calculated using classical Monte Carlo simulations for a
lattice-gas problem. Even in case of small deviations from
the ideal flat-band geometry a description which is based
on the strong-coupling approach14 can be elaborated.15
Again the effective theory is much simpler than that for
the initial problem.
From the theoretical side, frustrated bilayer systems
have been studied by several authors. Thus, the frus-
trated square-lattice bilayer quantum Heisenberg anti-
ferromagnet was studied in Refs. 12,13,16–20, whereas
the honeycomb-lattice bilayer with frustration was stud-
ied in Refs. 21–23 (intralayer frustration) and Refs. 24,25
(interlayer frustration). For the system to be examined
in our paper, i.e., the spin-1/2 antiferromagnetic Heisen-
berg model on a bilayer honeycomb lattice including in-
terlayer frustration, H. Zhang et al.25 have determined
the quantum phase diagram at zero magnetic field for a
rather general case of an arbitrary relation between the
nearest-neighbor intralayer coupling and the frustrating
interlayer coupling. Another recent study reported in
Ref. 24 concerns the antiferromagnetic classical Heisen-
berg model on a bilayer honeycomb lattice in a highly
frustrated regime in the presence of a magnetic field. Its
2main result is the phase diagram of the model in the plane
“magnetic field – temperature”. However, this analy-
sis cannot contain any hallmarks caused by the local-
ized magnons, since localized-magnon features represent
a pure quantum effect which disappears in the classical
limit.
From the experimental side, one may mention sev-
eral layered materials, which can be viewed as frustrated
bilayer quantum Heisenberg antiferromagnets. Thus,
the compound Ba2CoSi2O6Cl2 could be described as
a two-dimensionally antiferromagnetically coupled spin-
1/2 XY -like spin dimer system in which Co2+ sites form
the frustrated square-lattice bilayer.26 The interest in the
frustrated honeycomb-lattice bilayers stems from exper-
iments on Bi3Mn4O12(NO3).
27 In this compound, the
ions Mn4+ form a frustrated spin-3/2 bilayer honeycomb
lattice.28 Finally, let us mention that a bilayer honey-
comb lattice can be realized using ultracold atoms.29
The present study has several goals. Motivated by the
recent paper of H. Zhang et al.,25 we wish to extend it to
the case of nonzero magnetic field. On the other hand,
with our study we complement the analysis of the classi-
cal case24 to the pure quantum case of s = 1/2. Finally,
the present study can be viewed as an extension of our
previous calculations12,13 to the honeycomb-lattice geom-
etry. Although we do not intend to provide a theoretical
description of Bi3Mn4O12(NO3), our results may be rel-
evant for the discussion of the localized-magnon effects
in this and in similar materials.
The outline of the paper is as follows. Sec-
tion II contains the spectroscopic study of the frustrated
honeycomb-lattice bilayer spin-1/2 Heisenberg antiferro-
magnet: By exact diagonalization for finite quantum sys-
tems and direct calculations for finite hard-core lattice-
gas systems we show the correspondence between the
ground states in the large-Sz subspaces and the spatial
configurations of hard hexagons on an auxiliary honey-
comb lattice. Based on the established correspondence,
in Section III we report results of classical Monte Carlo
simulations for hard hexagons on the honeycomb lattice
and use them to predict the properties of the frustrated
honeycomb-lattice bilayer spin-1/2 Heisenberg antiferro-
magnet in the strong-field low-temperature regime. The
most intriguing outcome is an order-disorder phase tran-
sition which is expected at low temperatures just below
the saturation field. This transition is related to the
ordering of the localized magnons on the two-sublattice
honeycomb lattice as the density of the localized magnons
increases. Section IV deals with some generalization of
the independent localized-magnon picture: We show how
to take into account the contribution of a low-lying set
of other localized states as well as discuss the effect of
deviations from the ideal frustration case. We end with
a summarizing discussion in Section V. Several technical
details are put to the appendixes.
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FIG. 1: (Color online) Frustrated honeycomb-lattice bilayer.
It can be considered as a triangular lattice with four sites in
the unit cell. a and b are the basis vectors for the triangu-
lar lattice and the integer numbers ma and mb determine the
position of the unit cell. The vertical (red) bonds have the
strength J2. The nearest-neighbor intralayer (black) bonds
have the strength J1. The frustrating interlayer (brown)
bonds have the strength Jx. The main focus of our study
is the case Jx = J1, J2 > 3J1 (ideal frustration case). The
case Jx 6= J1, |J1 − Jx|/J2 ≪ 1 is considered in Sec. IVB.
II. INDEPENDENT LOCALIZED-MAGNON
STATES
In the present paper, we consider the spin-1/2 Heisen-
berg antiferromagnet with the Hamiltonian
H =
∑
〈ij〉
Jijsi · sj − hSz, Jij > 0, Sz =
∑
i
szi (2.1)
defined on the honeycomb-lattice bilayer shown in Fig. 1.
The first sum in Eq. (2.1) runs over all bonds of the lattice
and hence Jij acquires three values: J2 (dimer bonds), J1
(nearest-neighbor intralayer bonds), and Jx (frustrating
interlayer bonds), see Fig. 1. In what follows we consider
the case Jx = J1 and call it the “ideal frustration case”
(or “ideal flat-band case”). Only in Sec. IVB we discuss
deviations from the ideal frustration case, i.e., Jx 6= J1.
Since the z component of the total spin Sz commutes
with the Hamiltonian we can consider the subspaces with
different values of Sz separately.
In the strong-field regime the subspaces with large
Sz are relevant. The only state with Sz = N/2 is the
fully polarized state | . . . ↑ . . .〉 with the energy EFM =
N(J2/8 + 3J1/4). In the subspace with S
z = N/2 − 1
(one-magnon subspace) N eigenstates of H (2.1) belong
to four one-magnon bands, EFM + Λ
(α)
k
, α = 1, 2, 3, 4,
with the dispersion relations:
Λ
(1)
k
= Λ
(2)
k
= −J2 − 3J1, Λ(3,4)k = −3J1 ∓ J1|γk|,
|γ(k)| =
√
3 + 2 [cos ka + cos kb + cos (ka + kb)]. (2.2)
3FIG. 2: (Color online) Independent localized-magnon states
(corresponding to the shaded vertical dimers in Fig. 1) and
hard-hexagon configurations on an auxiliary honeycomb lat-
tice.
Here k = (kx, ky), ka =
√
3a0kx, kb = 3a0ky/2 −√
3a0kx/2, where a0 is the hexagon side length, and k
acquiresN/2 values from the first Brillouin zone, see Ap-
pendix A. The N states from the two flat bands α = 1
and α = 2 can be chosen as a set of localized states
where the spin flip is located on one of the N vertical
dimers, see Fig. 1. The remaining N states (i.e., from
the two dispersive bands α = 3 and α = 4) are extended
over the whole lattice. As can be seen from Eq. (2.2),
the two-fold degenerate dispersionless (flat) one-magnon
band becomes the lowest-energy one, if J2 > 3J1, i.e., if
the strength of the vertical bond J2 is sufficiently large.
In what follows, we assume that this inequality holds.
From the one-magnon spectra (2.2) we can also get the
value of the saturation field: hsat = J2 + 3J1.
We pass to the many-magnon ground states. Be-
cause the localized one-magnon states have the lowest
energy in the one-magnon subspace, the ground states
in the subspaces with Sz = N/2 − n, n = 2, . . . , nmax,
nmax = N/2 = N/4 can be obtained by populating
the dimers. However, for the ground-state manifold a
hard-core constraint is valid, i.e., the neighboring verti-
cal dimers cannot be populated simultaneously, since the
occupation of nearest neighbors leads to an increase of
the energy. Thus, we arrive at the mapping onto a clas-
sical lattice-gas model of hard hexagons on an auxiliary
honeycomb lattice: Each ground state of the quantum
spin model can be visualized as a spatial configuration
of the hard hexagons on the honeycomb lattice excluding
the population of neighboring sites (hard-core rule), see
Fig. 2.
The occupation of neighboring sites, excluded for the
ground-state manifold at Sz = N/2 − 2, . . . , N/4, pro-
vides another class of localized states which can be visu-
alized as overlapping hexagons on the honeycomb lattice:
These states were completely characterized in Refs. 4 and
FIG. 3: (Color online) Finite lattices used in our exact-
diagonalization studies. N = 12, 16, 18, 24, i.e. N =
24, 32, 36, 48 (from left to right). Periodic boundary con-
ditions are implied.
13. Each overlapping pair of hexagons (i.e., occupation
of neighboring dimers by localized magnons) increases
the energy by J1. If J2/J1 is sufficiently large, the over-
lapping hexagon states are the lowest excited states in
the subspaces with Sz = N/2− 2, . . . , N/4, but they are
the ground states in the subspaces with lower Sz. From
exact-diagonalization data for N = 24, 32, 36, 48 we de-
termined the required values of J2/J1 as 3.687, 3.781,
3.813, 3.874, respectively: For these values the first ex-
cited state in the subspace with Sz = N/2 − 2 are the
overlapping hexagon states.
We check our statements on the character of the
ground states and the excited states by comparison with
exact-diagonalization data. Clearly, exact diagonaliza-
tions are restricted to finite lattices, which are shown in
Fig. 3. We use the spinpack package30 and exploit the lo-
cal symmetries to perform numerical exact calculations
for large sizes of the Hamiltonian matrix. The ground-
state degeneracy coincides with the number of spatial
configurations of hard hexagons on the honeycomb lat-
tice for all considered cases, see Table I. In Table I we
also report the energy gap ∆ to the first excited state
and the degeneracy of the first excited state. While in
the one-magnon subspace we have ∆ = J2 − 3J1, see
Eq. (2.2), the energy gap in the subspaces Sz = N/2−n,
n = 2, . . . ,N/2 − 1 agrees with the conjecture that for
large enough J2/J1 & 4 the first excited states are other
localized-magnon states for which two of the localized
magnons are neighbors (two hard hexagons overlap), see
above. Further evidence for this picture is provided by
the value ∆ = 2J1 for S
z = N/4: The first excited state
with respect to the localized-magnon-crystal state corre-
sponds to three overlapping hard hexagons resulting in
an increase of energy by 2J1 [see also Eq. (B4) in Ap-
pendix B].
The zero-temperature magnetization curve is shown
by the thick solid red curve in Fig. 4. The magneti-
zation curve probes the ground-state manifold and it is
in a perfect agreement with the above described pic-
ture. There are two characteristic fields, h2 = J2 and
hsat = J2 + 3J1, at which the ground-state magnetiza-
tion curve has a jump. To demonstrate the robustness of
the main features of the magnetization curve against de-
4TABLE I: N = 12, 16, 18, 24: exact diagonalizations [J1 = 1,
J2 = 5 (for N = 12, 24) and J2 = 10 (for N = 16, 18)] versus
counting of the number of hard-hexagon configurations. DGS
is the degeneracy of the ground state, ∆ is the energy gap,
D1ES is the degeneracy of the first excited state, # HHS is
the number of configurations of hard hexagons.
N Sz DGS ∆ D1ES # HHS
24 11 12 2 1 12
10 48 1 18 48
9 76 1 108 76
8 45 1 168 45
7 12 1 48 12
6 2 2 42 2
5 12 1 48 —
32 15 16 7 1 16
14 96 1 24 96
13 272 1 240 272
12 376 1 816 376
11 240 1 1104 240
10 — 1 — 72
9 — 1 — 16
8 — 2 — 2
36 17 18 7 1 18
16 126 1 27 126
15 438 1 324 438
14 801 1 1404 801
13 — 1 — 756
12 — 1 — 348
11 — 1 — 90
10 — 1 — 18
9 — 2 — 2
48 23 24 2 1 24
22 240 1 36 240
21 1304 1 648 1304
20 — — — 4212
19 — — — 8328
18 — — — 10036
17 — — — 7176
16 — — — 2964
15 — — — 752
14 — — — 156
13 — — — 24
12 — — — 2
viations from the ideal frustration case, we also show the
curve when Jx slightly differs from J1. A more detailed
discussion of this issue is then provided in Sec. IVB.
In the next section we use the established correspon-
dence between the spin model and the hard-hexagon
model to calculate the thermodynamic properties of the
frustrated honeycomb-lattice bilayer quantum Heisen-
berg antiferromagnet in the strong-field low-temperature
FIG. 4: (Color online) Exact-diagonalization results for the
zero-temperature magnetization curve of the honeycomb-
lattice bilayer spin-1/2 Heisenberg antiferromagnet. The
thick solid red line is for the ideal frustration case at J1 = 1,
J2 = 5. Although the data refer to the lattice of N = 32
sites they do not show finite-size effects. The magnetiza-
tion curve has two jumps: at h = h2 = J2 = 5 and
h = hsat = J2+3J1 = 8. The thin solid black curve shows the
zero-temperature magnetization curve for J1 = 1.1, Jx = 0.9,
J2 = 5 for N = 32, i.e., slightly away from the ideal frustra-
tion case, see also Sec. IVB.
regime.
III. HARD HEXAGONS ON THE HONEYCOMB
LATTICE
The lowest eigenstates in the subspaces with large Sz
become ground states for strong magnetic fields. Thus,
the energy of these lowest eigenstates in the subspaces
with Sz = N/2− n, n = 0, 1, . . . , nmax in the presence of
the field h is
Elmn (h) = EFM − h
N
2
− (ǫ1 − h)n, ǫ1 = J2 + 3J1. (3.1)
At the saturation field, i.e., at h = hsat = ǫ1, all these
energies become independent of n, Elmn (hsat) = EFM −
ǫ1N/2. Therefore, the system exhibits a huge ground-
state degeneracy at hsat which grows exponentially with
the system size N :7,31 W =∑N/2n=0 gN (n) ≈ exp(0.218N),
see Eq. (3.8) below. Here gN (n) denotes the degeneracy
of the ground state for the 2N -site frustrated honeycomb-
lattice bilayer in the subspace with Sz = N/2− n.
Furthermore, following Refs. 32 and 7, the contribu-
tion of the independent localized-magnon states to the
partition function is given by the following formula:
Zlm(T, h,N) =
N
2∑
n=0
gN (n) exp
[
−E
lm
n (h)
T
]
. (3.2)
5Since gN (n) = Zhc(n,N ) is the canonical partition func-
tion of n hard hexagons on the N -site honeycomb lattice,
Eq. (3.2) can be rewritten as
Zlm(T, h,N) = exp
(
−EFM − h
N
2
T
)
Ξhc(T, µ,N ),
Ξhc(T, µ,N ) =
N
2∑
n=0
Zhc(n,N ) exp
(µn
T
)
, µ = ǫ1 − h.(3.3)
As a result, we get the following relations:
Flm(T, h,N)
N
=
EFM
N
− h
2
+
1
2
Ωhc(T, µ,N )
N ,
Ωhc(T, µ,N ) = −T ln Ξhc(T, µ,N ) (3.4)
for the free energy per site f(T, h),
Mlm(T, h,N)
N
=
1
2
+
1
2
∂
∂µ
Ωhc(T, µ,N )
N (3.5)
for the magnetization per site m(T, h),
Slm(T, h,N)
N
=
1
2
Shc(T, µ,N )
N (3.6)
for the entropy per site s(T, h),
Clm(T, h,N)
N
=
1
2
Chc(T, µ,N )
N (3.7)
for the specific heat per site c(T, h). Note that h and µ
are related by µ = hsat−h. The hard-hexagon quantities
in the r.h.s. of these equations depend on the tempera-
ture and the chemical potential only through the activ-
ity z = exp(µ/T ). That means that for the frustrated
quantum spin system at hand all thermodynamic quan-
tities depend on temperature and magnetic field only via
x = (hsat−h)/T = ln z, i.e., a universal behavior emerges
in this regime.
To check the formulas for thermodynamic quanti-
ties given in Eqs. (3.4) – (3.7) we compare the exact-
diagonalization data with the predictions based on the
hard-hexagon picture. We set J1 = 1, J2 = 5 and
perform exact-diagonalization calculations for thermody-
namics for the frustrated quantum spin system of N = 24
sites,30 see Fig. 3, where the total size of the Hamilto-
nian matrix is already 16 777 216× 16 777 216. We also
perform the simpler calculations for the corresponding
hard-hexagon systems, see Appendix B.
Our results for temperature dependences of the specific
heat around the saturation are collected in Figs. 5 and 6.
As can be seen from these plots, the hard-hexagon pic-
ture perfectly reproduces the low-temperature features of
the frustrated quantum spin model around the saturation
field. Deviations from the hard-core-model predictions in
the upper panel of Fig. 5 become visible only at T = 0.2.
From the middle panel of Fig. 6 one can conclude that
the temperature profiles for specific heat at h = 7.95 and
FIG. 5: (Color online) Specific heat versus field at low temper-
atures. Upper panel: Exact-diagonalization data for J1 = 1,
J2 = 5, N = 24 (N = 12). The results for T = 0.01, 0.02, 0.1
are almost indistinguishable. The results for T = 0.2 and
T = 0.5 start to deviate from the universal dependence on
(h − hsat)/T . Lower panel: Exact-diagonalization data for
N = 12 (empty diamonds) and classical Monte Carlo data
for N = L2 with L = 288, 576, 1152. Empty circles cor-
respond to the direct calculation for hard hexagons on the
honeycomb lattice with N = 64.
h = 8.05 are well described by the hard-core model again
up to about T = 0.1.
Using the correspondence between the frustrated quan-
tum spin model and the classical hard-core-object lattice-
gas model, we can give a number of predictions for the
former model based on the analysis of the latter one. For
example, we can calculate the ground-state entropy at
the saturation field:
S(T → 0, h = hsat, N)
2N =
lnΞhc(z = 1,N )
2N ≈ 0.218.(3.8)
This number follows by direct calculations for finite lat-
tices up to N = 64 sites. On the other hand, for the
problem of hard hexagons on a honeycomb lattice κ =
exp[ln Ξhc(z = 1,N )/N ] = 1.546 . . . plays the same role
6FIG. 6: (Color online) Temperature dependence of the specific
heat C(T, h,N)/N for J1 = 1, J2 = 5. Upper panel: h = 0
(red), h = 4.95 (blue), and h = 5.05 (black). Middle panel:
h = 6.5 (magenta), h = 7.95 (green), and h = 8.05 (brown).
Lower panel: h = 5.05. Exact-diagonalization data (symbols)
were obtained for the lattice of N = 24 sites. Hard-hexagon
predictions (3.7), (3.3) are shown by thin solid lines. Lattice-
gas-model predictions (4.2) are shown by thick dashed lines.
In the lower panel the Monte Carlo data for the lattice-gas
model of 288 × 288 sites are shown by the thick dashed gray
line.
as the hard-square entropy constant κ = 1.503048082 . . .
for hard squares on the square lattice or the hard-hexagon
entropy constant κ = 1.395485972 . . . for hard hexagons
on the triangular lattice.33 Such constants determine the
asymptotic growth and are also of interest to combina-
torialists. A more precise value of this constant for hard
hexagons on a honeycomb lattice can be found in Ref. 34.
The most interesting consequence of the correspon-
dence between the frustrated quantum bilayer and the
hard-core lattice gas is the existence of an order-disorder
phase transition. It is generally known that for the
lattice-gas model on the honeycomb lattice with first
neighbor exclusion the hard hexagons spontaneously oc-
cupy one of two sublattices of the honeycomb lattice as
the activity z exceeds the critical value zc = 7.92 . . .,
see Ref. 34. In the spin language, this corresponds to
the ordering of the localized magnons as their density
increases. This occurs at low temperatures just below
the saturation field. For the fixed (small) deviation from
the saturation field, hsat − h, the formula for the critical
temperature reads:
Tc =
hsat − h
ln zc
≈ 0.48 (hsat − h) . (3.9)
Furthermore, the critical behavior falls into the univer-
sality class of the two-dimensional-Ising-model.35 That
means, the specific heat at Tc (3.9) shows a logarithmic
singularity. Of course, the calculated Tc (3.9) must be
small, otherwise the elaborated effective low-energy the-
ory fails, see Figs. 5 and 6.
IV. BEYOND INDEPENDENT
LOCALIZED-MAGNON STATES
A. Other localized-magnon states
Following Ref. 13, in addition to the independent
localized-magnon states (which obey the hard-hexagon
rule) we may also take into account another class of
localized-magnon states which correspond to overlapping
hexagon states (i.e., they violate the hard-hexagon rule),
see also our discussion in Sec. II. The corresponding
lattice-gas Hamiltonian has the form:
H({nm}) = −µ
N∑
m=1
nm + V
∑
〈mn〉
nmnn. (4.1)
Here nm = 0, 1 is the occupation number attached to
each site m = 1, . . . ,N of the auxiliary honeycomb lat-
tice, the first (second) sum runs over all sites (nearest-
neighbor bonds) of this auxiliary lattice, and µ = hsat−h,
V = J1. The interaction describes the energy increase if
two neighboring sites are occupied by hexagons. In the
limit V →∞ the hard-core rule is restored.
7The partition function is given by
ZLM(T, h,N) = exp
(
−EFM − h
N
2
T
)
Ξlg(T, µ,N ),
Ξlg(T, µ,N ) =
∑
n1=0,1
. . .
∑
nN=0,1
exp
[
−H({nm})
T
]
.(4.2)
Since ZLM contains not only the contribution from inde-
pendent localized-magnon states, but also from overlap-
ping localized-magnon states, it is valid in a significantly
wider region of magnetic fields and temperatures.
Evidently, new Ising variables σm = 2nm − 1 may be
introduced in Eqs. (4.1) and (4.2) and as a result we face
the antiferromagnetic honeycomb-lattice Ising model in
a uniform magnetic field:
H = N
(
−µ
2
+
3V
8
)
− Γ
N∑
m=1
σm + J
∑
〈mn〉
σmσn,
Γ =
µ
2
− 3V
4
, J = V
4
> 0.(4.3)
The Ising variable σm acquires two values ±1, the
nearest-neighbor interaction J = J1/4 > 0 is an-
tiferromagnetic, and the effective magnetic field Γ =
(hsat − h)/2 − 3J1/4 = (J2 + 3J1/2 − h)/2 is zero when
h = J2 + 3J1/2. The zero-field case (i.e., Γ = 0)
is exactly solvable, see Ref. 36 and references therein.
For example, the critical temperature is known to be
Tc/J1 = 1/[2 ln(2+
√
3)] ≈ 0.380. The ground-state anti-
ferromagnetic order in the model (4.3) survives at T = 0
at small fields |Γ| < 3J , i.e., for h2 < h < hsat, h2 = J2,
hsat = J2 + 3J1. The antiferromagnetic honeycomb-
lattice Ising model in a uniform magnetic field was a
subject of several studies in the past.37–40 In particu-
lar, several closed-form expressions for the critical line
in the plane “magnetic field – temperature” which are
in good agreement with numerical results were obtained,
see Refs. 37,38 and also Refs. 39,40. On the basis of these
studies we can construct the phase diagram, see Fig. 7.
Here we have used the two closed-form expressions for
the critical line of the antiferromagnetic Ising model in a
magnetic field suggested in Refs. 37 and 38, where both
are indistinguishable in the scale used in Fig. 7. Although
the two-dimensional Ising model in a field has not been
solved analytically, the results of Refs. 37,38 are known
to be very accurate.38–40
In Fig. 6 the temperature profiles for the specific heat
in a wide range of magnetic fields are shown. The
comparison with the exact-diagonalization data demon-
strates a clear improvement of the hard-hexagon descrip-
tion after using the lattice-gas model (4.2). Furthermore,
in the lower panel of Fig. 6 we report classical Monte
Carlo data for h = 5.05 [lattice-gas model (4.2)] which
shows how the temperature profile C(T, h,N)/N modi-
fies and develops a singularity as the system size increases
[see C(T, h,N)/N for N = 2882 in the lower panel of
Fig. 6].
FIG. 7: (Color online) Phase diagram of the frustrated
honeycomb-lattice bilayer spin-1/2 Heisenberg antiferromag-
net in the plane “magnetic field – temperature”. The coordi-
nates of the highest point of the dome are h/J1 = J2/J1+3/2
and Tc/J1 = 1/[2 ln(2 +
√
3)] ≈ 0.380. The dome touches the
horizontal axis at h2/J1 = J2/J1 and hsat/J1 = J2/J1 + 3.
The black doted and the green dashed lines correspond to
the (approximate but very accurate) closed-form expressions
suggested in Refs. 37,38 (they cannot be distinguished in this
graphic representation).
B. Deviation from the ideal flat-band geometry
Following Ref. 15, we can consider an effective low-
energy description when the flat-band conditions are
slightly violated and the former flat band acquires a small
dispersion. To this end, we assume that the intralayer
nearest-neighbor interaction J1 and the interlayer frus-
trating interaction Jx are different, but the difference is
small |J1 − Jx|/J2 ≪ 1. Then in the strong-field low-
temperature regime there are two relevant states at each
dimer: |u〉 = | ↑↑〉 and |d〉 = (| ↑↓〉 − | ↓↑〉)/√2. Their
energies, ǫu = J2/4 − h and ǫd = −3J2/4, coincide at
h = h0 = J2. Now the 2
N -fold degenerate ground-state
manifold is splitted by the perturbation, which consists
of the Zeeman term −(h− h0)
∑
i s
z
i and the interdimer
interactions with the coupling constants J1 and Jx. The
effective Hamiltonian acting in the ground-state manifold
can be found perturbatively:41,42
Heff = PHP + . . . , (4.4)
where P = |ϕ0〉〈ϕ0| is the projector onto the ground-
state manifold, |ϕ0〉 =
∏N
m=1 |v〉, where |v〉 is either the
state |u〉 or the state |d〉. After some straightforward
calculations and introducing the (pseudo)spin-1/2 oper-
ators T z = (|u〉〈u| − |d〉〈d|)/2, T+ = |u〉〈d|, T− = |d〉〈u|
8at each vertical bond we arrive at the following result:
Heff = N
(
−h
2
− J2
4
+
3J
8
)
− h
N∑
m=1
T zm
+
∑
〈mn〉
[JzT zmT
z
n + J (T
x
mT
x
n + T
y
mT
y
n )] ,
h = h− J2 − 3J
2
, J =
J1 + Jx
2
, Jz = J, J = J1 − Jx.(4.5)
The second sum in Eq. (4.5) runs over all 3N/2 nearest-
neighbor bonds of the auxiliary honeycomb lattice. Note
that the sign of the coupling constant J is not important,
since the auxiliary-lattice model (4.5) is bipartite. Again
the effective Hamiltonian (4.5) which corresponds to the
spin-1/2 XXZ Heisenberg model in a z-aligned field on
the honeycomb lattice is much simpler than the initial
model and it can be studied further by, e.g., the quantum
Monte Carlo method.43
For the ideal flat-band geometry (ideal frustration
case) the effective Hamiltonian (4.5) transforms into the
above discussed lattice-gas or Ising models. To make this
evident we have to take into account that J = J1 = V ,
h = h − hsat + 3J/2 = −µ+ 3V/2, Jz = J1 = V , J = 0,
and replace T z by −σ/2:
Heff = N
(
−h
2
− J2
4
+
3V
8
)
−
(
µ
2
− 3V
4
) N∑
m=1
σm +
V
4
∑
〈mn〉
σmσn
= EFM − hN +N
(
−µ
2
+
3V
8
)
−
(
µ
2
− 3V
4
) N∑
m=1
σm +
V
4
∑
〈mn〉
σmσn, (4.6)
cf. Eqs. (4.2) and (4.3).
To illustrate the quality of the effective description, we
compare the results for the ground-state magnetization
curve obtained by exact diagonalization for the initial
model of N = 32 sites (thin solid curves in Fig. 8) and for
the effective model of N = 16 sites (thin dashed curves
in Fig. 8).
It is worth noting the symmetry present in the Hamil-
tonian (4.5): If one replaces h = J2 + 3J + δh to
h = J2 − δh and all T zm to −T zm the Hamiltonian (4.5)
(up to the constant) remains the same. This symme-
try of the effective model is also present in the exact-
diagonalization data for the initial model, if deviations
from the flat-band geometry are small, see the thin solid
black curve and the thin solid brown curve in Figs. 4 and
8. Moreover, it is also obvious in the lattice-gas Hamilto-
nian (4.1): After the replacement µ = δµ to µ = 3J1−δµ
and all nm to 1 − nm the Hamiltonian (4.1) (up to the
constant) remains the same.
As can be seen in Fig. 8, the magnetization jumps sur-
vive even for moderate deviations from the ideal frustra-
tion case. The nature of the jump is evident from the
FIG. 8: (Color online) Zero-temperature magnetization
curves for the honeycomb-lattice bilayer spin-1/2 Heisenberg
antiferromagnet: Exact diagonalization (N = 32) and quan-
tum Monte Carlo simulations. The thick solid red line refers
to the ideal frustration case Jx = J1 = 1, J2 = 5. Thin
lines [exact diagonalization for the full model of N = 32 sites
(solid) and for the corresponding effective XXZ model of
N = 16 sites (dashed)] and very thin lines (quantum Monte
Carlo for N = 2304) correspond to deviation from the ideal
frustration case, J1 = 1.2, Jx = 0.8 and J1 = 1.5, Jx = 0.5,
whereas J2 = 5. Note that for J1 = 1.2, Jx = 0.8 the exact-
diagonalization data for the full model and for the correspond-
ing effective model almost coincide. In the inset we show
separately more quantum Monte Carlo data (N = 2304) for
J1 − Jx = 0.2 (black), J1 − Jx = 0.4 (brown), J1 − Jx = 0.6
(green), J1−Jx = 0.8 (dark blue), and J1−Jx = 1 (magenta).
effective model (4.5): It is a spin-flop transition, which is
present in a two-dimensional Ising-like XXZ Heisenberg
antiferromagnet in an external field along the easy axis,
see, e.g., Refs. 44–46. Note that according to Eq. (4.5)
the effective easy-axis XXZ model becomes isotropic for
J1 + Jx = 2(J1 − Jx), i.e., the spin-flop transition disap-
pears as increasing the deviation from the ideal frustra-
tion case J1 = Jx. Although, we are not aware of previ-
ous studies of the spin-flop transition for the honeycomb-
lattice spin-1/2XXZ model (and such a study is beyond
the scope of the present paper), we may mention here
that the square-lattice case was examined in Ref. 44. In
particular, one may find there the dependences of the
height of the magnetization jump and of the transition
field on the anisotropy. Furthermore, for temperature
effects, see Ref. 45. Supposing, that for the honeycomb-
lattice case the same scenario as for the square-lattice
case is valid, we may expect that the spin-flop like tran-
sition in our model only disappears at the isotropic point
J1 + Jx = 2(J1 − Jx). Our quantum Monte Carlo data
shown in the inset of Fig. 8 support this conclusion.
Let us complete this section with a general remark
on effective models around the ideal flat-band geome-
try (the ideal frustration case). Recalling the findings of
9Ref. 15, where several localized-magnon systems includ-
ing the square-kagome model were examined, we con-
clude that the effective model around the ideal flat-band
geometry essentially depends on the universality class of
the localized-magnon system. (For a comprehensive dis-
cussion of the various universality classes of localized-
magnon systems, see Ref. 47.) While for the square-
kagome model falling into the monomer universality class
we obtained the (pseudo)spin-1/2 XXZ models with
easy-plane anisotropy,15 for the considered frustrated
honeycomb-lattice bilayer model, which belongs to a
hard-hexagon universality class, we get the (pseudo)spin-
1/2 XXZ models with easy-axis anisotropy. Clearly, the
magnitude of the Ising terms in the effective Hamiltonian
are related to the specific hard-core rules.
V. CONCLUSIONS
In this paper we examine the low-temperature proper-
ties of the frustrated honeycomb-lattice bilayer spin-1/2
Heisenberg antiferromagnet in a magnetic field. For the
considered model, when the system has local conserva-
tion laws, it is possible to construct a subset of 2N eigen-
states (N = N/2) of the Hamiltonian and to calculate
their contribution to thermodynamics. For sufficiently
strong interlayer coupling, these states are low-energy
ones for strong and intermediate fields and therefore they
dominate the thermodynamic properties.
The most interesting features of the studied frustrated
quantum spin model are: The magnetization jumps
as well as wide plateaus, the residual ground-state en-
tropy, the extra low-temperature peak in the tempera-
ture dependence of the specific heat around the satu-
ration, and the finite-temperature order-disorder phase
transition of the two-dimensional Ising-model universal-
ity class. The phase transition occurs just below the
saturation field hsat. However, for large enough J2/J1,
there is a line of phase transitions which occur below
Tc/J1 = 1/[2 ln(2 +
√
3)] ≈ 0.380 for h in the region
between h2 = J2 and hsat = J2 + 3J1. Finally, for devi-
ations from the ideal frustration case we observe for the
isotropic Heisenberg model at hand magnetization jumps
which can be understood as spin-flop like transitions.
There might be some relevance of our study for the
magnetic compound Bi3Mn4O12(NO3). The most in-
triguing question is: Can the phase diagram from Fig. 7
be observed experimentally? First, the exchange cou-
plings for Bi3Mn4O12(NO3) are still under debate
28 but
the relation J2/J1 ≈ 2 looks plausible. In this case the
flat band is not the lowest-energy one, see Eq. (2.2).
Second, the spin value is s = 3/2 for this compound
(each Mn4+ ion carries a spin s = 3/2) and the localized-
magnon effects are less pronounced in comparison with
the s = 1/2 case. For example, the magnitude ground-
state magnetization jump at the saturation is still N/2,
but this magnitude is only 1/6 of the saturation value (in
contrast to 1/2 of the saturation value for the s = 1/2
case). Thus, further studies on this compound are needed
to clarify the relation to the localized-magnon scenario
presented in our paper.
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Appendix A: One-magnon energies (2.2)
In this appendix, we present the calculation of the one-magnon energies (2.2). In the one-magnon subspace, the
Hamiltonian (2.1) can be written in the following form (see Fig. 1):
H =
L−1∑
ma=0
L−1∑
mb=0
(J2hma,mb,1;ma,mb,3 + J2hma,mb,2;ma,mb,4
+J1hma,mb,1;ma,mb,2 + J1hma,mb,1;ma,mb,4 + J1hma,mb,3;ma,mb,4 + J1hma,mb,3;ma,mb,2
+J1hma,mb,2;ma,mb+1,1 + J1hma,mb,2;ma,mb+1,3 + J1hma,mb,4;ma,mb+1,3 + J1hma,mb,4;ma,mb+1,1
+J1hma,mb,2;ma+1,mb+1,1 + J1hma,mb,2;ma+1,mb+1,3 + J1hma,mb,4;ma+1,mb+1,3 + J1hma,mb,4;ma+1,mb+1,1) ,
hi;j =
1
2
(
s−i s
+
j + s
−
j s
+
i
)− 1
2
(
s−i s
+
i + s
−
j s
+
j
)
+
1
4
. (A1)
Recall that N is the number of sites, N = N/2 is the number of vertical bonds, and N/2 = L2 is the number of sites
of the triangular lattice which is used here: The honeycomb-lattice bilayer is viewed as a triangular lattice with four
sites in the unit cell.
We introduce the Fourier transformation,
s+ma,mb,α =
1
L
∑
ka
∑
kb
exp [i (kama + kbmb)] s
+
k,α,
s−ma,mb,α =
1
L
∑
ka
∑
kb
exp [−i (kama + kbmb)] s−k,α,
k = ka
2
3a0
(√
3
2
i+
1
2
j
)
+ kb
2
3a0
j,
ka =
2π
L za, za = 0, 1, . . . ,L − 1, kb =
2π
L zb, zb = 0, 1, . . . ,L − 1, (A2)
a0 is the hexagon side length. After that, Hamiltonian (A1) can be cast into
H =
N
2
(
J2
2
+ 3J1
)
+
∑
k
(
s−
k,1 s
−
k,2 s
−
k,3 s
−
k,4
)


H11 H12 H13 H14
H21 H22 H23 H24
H31 H32 H33 H34
H41 H42 H43 H44




s+
k,1
s+
k,2
s+
k,3
s+
k,4

 (A3)
with the following matrix H
H =


−J22 − 3J1 J12 γk J22 J12 γk
J1
2 γ
∗
k
−J22 − 3J1 J12 γ∗k J22
J2
2
J1
2 γk −J22 − 3J1 J12 γk
J1
2 γ
∗
k
J2
2
J1
2 γ
∗
k
−J22 − 3J1

 ,
γk = 1 + exp (−ikb) + exp [−i (ka + kb)] . (A4)
The eigenvalues of the matrix H are as follows:
{−J2 − 3J1, −J2 − 3J1, −3J1 − J1|γk|, −3J1 + J1|γk|} ,
|γk| =
√
3 + 2 [cos ka + cos kb + cos (ka + kb)]. (A5)
Therefore, in the one-magnon subspace we have
H = EFM +
∑
k
∑
α=1,2,3,4
Λ
(α)
k
s
−
k,αs
+
k,α,
Λ
(1)
k
= Λ
(2)
k
= −J2 − 3J1, Λ(3,4)k = −3J1 ∓ J1|γk|. (A6)
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Appendix B: Finite lattices
In this appendix, we collect some formulas for finite lattices.
Consider hard hexagons on the (periodic) N = 12 site honeycomb lattice, see Fig. 3. Then
Ξhc(T, µ, 12) = 1 + 12z + 48z
2 + 76z3 + 45z4 + 12z5 + 2z6,
z = exp
( µ
T
)
, µ = hsat − h, (B1)
see Table I. All thermodynamic quantities follow from Eq. (B1) according to standard prescriptions of statistical
mechanics.
Next, consider the lattice-gas model with finite nearest-neighbor repulsion on the (periodic) N = 12 site honeycomb
lattice, see Fig. 3. Then
Ξlg(T, µ, 12) =
∑
n1=0,1
. . .
∑
n12=0,1
exp
[
µ
T
12∑
m=1
nm
−V
T
(n5n1 + n1n2 + n2n3 + n4n2 + n3n5 + n9n4 + n4n6 + n5n7 + n6n7
+n8n6 + n7n9 + n12n8 + n8n10 + n9n11 + n10n11 + n1n10 + n11n12 + n12n3)]
=
∑
n1=0,1
. . .
∑
n12=0,1
z
∑
12
m=1
nm exp
[
−V
T
(n5n1 + n1n2 + n2n3 + n4n2 + n3n5 + n9n4 + n4n6 + n5n7 + n6n7
+n8n6 + n7n9 + n12n8 + n8n10 + n9n11 + n10n11 + n1n10 + n11n12 + n12n3)] ,
µ = hsat − h, V = J1, z = exp
(µ
T
)
. (B2)
The partition function (B2) contains 4096 terms and can be easily calculated. All thermodynamic quantities follow
from Eq. (B2) according to standard prescriptions of statistical mechanics.
Clearly, Eq. (B2) implies a specific numbering of sites in Fig. 3. However, it can be rewritten in the form that does
not depend on the site numbering [as Eq. (B1)]. If we introduce the function g(k1, k2) with the integer k1 = 0, . . . , 12
to count the number of occupied sites and the integer k2 = 0, . . . , 18 to count the number of bonds which connect the
occupied sites, Eq. (B2) can be cast into
Ξlg(T, µ, 12) =
12∑
k1=0
18∑
k2=0
g(k1, k2)z
k1 exp
(
−V
T
k2
)
. (B3)
The only non-zero values of the function g(k1, k2) are as follows:
g(0, 0) = 1; g(1, 0) = 12; g(2, 0) = 48, g(2, 1) = 18; g(3, 0) = 76, g(3, 1) = 108, g(3, 2) = 36;
g(4, 0) = 45, g(4, 1) = 168, g(4, 2) = 207, g(4, 3) = 72, g(4, 4) = 3;
g(5, 0) = 12, g(5, 1) = 48, g(5, 2) = 276, g(5, 3) = 276, g(5, 4) = 168, g(5, 5) = 12;
g(6, 0) = 2, g(6, 1) = 0, g(6, 2) = 42, g(6, 3) = 212, g(6, 4) = 342, g(6, 5) = 264, g(6, 6) = 62;
g(7, 3) = 12, g(7, 4) = 18, g(7, 5) = 276, g(7, 6) = 276, g(7, 7) = 168, g(7, 8) = 12;
g(8, 6) = 45, g(8, 7) = 168, g(8, 8) = 207, g(8, 9) = 72, g(8, 10) = 3;
g(9, 9) = 76, g(9, 10) = 108, g(9, 11) = 36; g(10, 12) = 48, g(10, 13) = 189; g(11, 15) = 12; g(12, 18) = 1. (B4)
This representation allows to clarify the degeneracy of the first excited state reported in Table I: According to the
elaborated picture it is given by the value of g(k1, 1), k1 = 2, 3, 4, 5. Furthermore, g(6, 1) = 0, i.e., one cannot place 6
occupied sites on the 12-site lattice in Fig. 3 to have only 1 bond connecting the occupied sites. The smallest number
of bonds connecting occupied sites is 2 and g(6, 2) = 42: This explains the value of the energy gap ∆ = 2 and the
42-fold degeneracy of the first excited state.
