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1 Introduction
1.1 Fourier-Mukai Transforms
Fourier-Mukai transformations, although not called that at the time, were
first introduced in S. Mukai’s seminal paper “Duality between D(X) and
D(Xˆ) with its application to Picard sheaves” [19]. They consider the follow-
ing situation. Let A be an abelian variety, Aˆ its dual and P the Poincaré
bundle. Further, let
A× Aˆ
A Aˆ
p q
be the projections. He proved that the Fourier-Mukai transformation
FM : Db(A)→ Db(Aˆ), F • 7→ Rq∗
(
P ⊗L Lq∗F •
)
is an equivalence between the bounded derived category of quasi-coherent
sheaves on A and Aˆ respectively.
Later, U. Bruzzo, G. Marelli and F. Pioli [3] transported the theory to
the real case, where A = Tn is the real torus and Aˆ = T̂n is the dual torus.
They proved a somewhat weaker statement.
Theorem. The Fourier-Mukai transformation induces an equivalence
Loc(Tn)→ Sky(T̂n),
where Loc(Tn) is the category of (unitary) local systems on Tn and Sky(T̂n) is
the category of skyscraper sheaves on T̂n. The transformation fulfills
Lx 7→ C(−x),
where Lx is the line bundle with holonomy x ∈ T̂n and C(−x) is the skyscraper
sheaf of length 1 supported on −x.
The motivation of this thesis is to extend that result to a relative set-
ting, namely to Tn-principal bundles.
An obvious idea is: Given two principal Tn-bundles pi : E → B and
1
pˆi : Eˆ→ B over a common base manifold B, form the pullback
E×
B
Eˆ
E Eˆ
B
p q
pi pˆi
and construct a relative Poincaré bundle P over the pullback E×
B
Eˆ. The
relative Poincaré bundle should have the property, that restricted to the
fiber (E×
B
Eˆ)|b = Tn × T̂n over any point b ∈ B it is a Poincaré bundle.
The relative Fourier-Mukai transform then has the form
F • 7→ Rq∗
(
P ⊗L Lp∗F •
)
.
However, it is a little less clear what the source and target categories are
supposed to be, such that the transformation becomes an equivalence.
An approach like that, but with fiber-bundles and taking geometry
into account, can be found in [11]. Furthermore, [4] treats the case of
a symplectic family of Lagrangian tori and sheaves supported on La-
grangian submanifolds.
One problem with that approach is that a relative Poincaré bundle
might not exist. Even though the local construction is clear, it might not
glue to give a global bundle. A solution to that problem is to not consider
it as a bundle over the product E×
B
Eˆ but to allow for it to be twisted,
which leads to topological T-duality.
1.2 Topological T-Duality
Definition. A T-Duality triple, as defined in [9], is a triple(H, E→ B), (Hˆ, Eˆ→ B), u)
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consisting of Tn-bundles E, Eˆ over a common base B, S1-banded gerbes
H, Hˆ over E and Eˆ respectively, and an isomorphism u as in diagram (1).
p∗H pˆ∗Hˆ
H E×
B
Eˆ Hˆ
E Eˆ
B
q
u
qˆ
p pˆ
pi pˆi
(1)
We require the following two conditions:
• H and Hˆ are trivializable on the fibers Eb and Eˆb over every point
b ∈ B,
• the isomorphism u is to satisfy the Poincaré-condition: for all b ∈ B,
the restriction u|Eb×Eˆb is an isomorphism of trivializable gerbes on
Eb × Eˆb. There have to exist trivializations of those gerbes such that
the induced automorphism (of trivial gerbes on Eb × Eˆb) is repre-
sented by the Poincaré bundle.
One says that (H, E → B) and (Hˆ, Eˆ → B) are T-dual pairs if there is
T-duality triple extending them.
Given any Lie group G, the sheaf of G-valued smooth functions G on
the site of smooth submersions over E (see Section 2.3) has a subsheaf
GE/B, whose sections are those functions that are fiberwise constant. In
[6] it was established that the reduction of H to the sheaf S1E/B is exactly
the data needed to construct a T-dual pair.
Theorem ([6]). Given a S1E/B-banded gerbe H on a principal torus bundle
pi : E → B, the push-forward pi∗H has as moduli-space a principal Tˆ-bundle
pˆi : Eˆ→ B over B and is a S1
Eˆ/B
-banded gerbe over Eˆ. Furthermore, H → E and
Hˆ → Eˆ are T-dual to each other and the isomorphism u is given by the universal
section.
3
1.3 Description of the Thesis
The thesis aims to derive a twisted Fourier-Mukai transform from T-duality
that is an equivalence.
Let H → E → B be a S1E/B-banded gerbe over a principal Tn-bundle
as in the previous theorem. Among the C∞E/B-module sheaves, where
C∞E/B = CE/B, there is a special class of sheaves, called the twisted sheaves
(Definition 2.20). Note that on a S1E/B-banded gerbe H, a relative auto-
morphism of an element t : T → H is a map σ : T → S1 such that σ is
constant in fiber direction, i.e. σ ∈ S1E/B(T). Twisted sheaves have the
property that relative automorphisms act on them through multiplication
of the corresponding S1-valued function.
The category Mod1(H) of twisted sheaves is a Grothendieck abelian
category (Lemma 2.30) hence the derived categoryD1(H) := D(Mod1(H))
of unbounded complexes is well behaved (Section 2.4). More generally,
we set Dk(H) := D(Modk(H)), the derived category of k-twisted sheaves
for any natural number k ∈N.
Because pi : E → B is representable, we can form the push-forward of
H by setting
pi∗H(X → B) = H(E×
B
X → E).
Instead of pi∗H we often write Ĥ. That stack is called the stack of fiberwise
trivializations of H. Using the notation of the previous theorem, we can
form the following pull-back diagram, where the arrow
u : E×
B
Ĥ = pi∗pi∗H → H×
E
(pi∗pi∗H) = H×
B
Ĥ
is induced by the counit pi∗pi∗H → H of the adjunction pi∗ a pi∗ and the
4
identity id : pi∗pi∗H → pi∗pi∗H.
H×
B
Ĥ
H×
B
Eˆ E×
B
Ĥ
H E×
B
Eˆ Ĥ
E Eˆ
B,
p q2
q1
u
pi pˆi
(2)
The stack H×
B
Ĥ = pi∗pi∗H×
E
H has a canonical map to H×
E
H, given as
the product of the counit pi∗pi∗H → H and the identity id : H → H.
H×
E
H is trivial and carries a 1-twisted S1E/B-bundle. The associated
p∗C∞E/B-bundle to the pulled-back bundle to H×B Ĥ yields the kernel L.
It is 1-twisted with respect to H×
B
Ĥ → Eˆ×
B
H and (−1)-twisted with
respect to H×
B
Ĥ → E×
B
Ĥ. We say that L is (1,−1)-twisted.
The twisted Fourier-Mukai transform
FM : D1(H)→ D1(Ĥ)
is defined to be the composition
D1(H) D(0,1)(H×B Ĥ) D(1,0)(H×B Ĥ) D1(E×B Ĥ) D1(Ĥ),
p∗ ⊗L q2∗ q1∗
where push-forward along q2 is the 0-twisted version. The kernel L also
induces a functor in the opposite direction
F̂M : D1(Ĥ)→ D1(H).
By definition, for every point b ∈ B there exists an open neighbor-
hood U of b such that every bundle and every gerbe is trivializable. The
next diagram, the pullback of diagram (2) to a neighborhood U like that,
illustrates that situation.
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UEU
HU
HU×
U
EˆU
HU×
U
ĤU
EU×
U
ĤU
ĤU
EˆU
q1
q2
qˆ2
qˆ1
B
E
H
H×
B
Eˆ
H×
B
Ĥ
E×
B
Ĥ
Ĥ
Eˆ
p1
p2
pˆ2
pˆ1
u
r
t
tˆ
It is the content of Section 4.2.2 to show that the local transformation
is an equivalence. Given sections s : EU → HU and sˆ : EˆU → ĤU, we have
the following
Proposition (Proposition 4.26). On trivial gerbes, going back and forth is in-
vertible, i.e. the composition
F̂M ◦ FM : D1(HU)→ D1(HU)
is an equivalence.
This is practically a formal consequence of the calculation of the push-
forward of the kernel carried out in Section 4.1.2.
The last part of the thesis derives a global statement from the local
equivalence.
Denote by D1(H) := D(Ch(Mod1(p∗S1E/B))) the derived category of
the category Mod1(p∗S1E/B) of 1-twisted sheaves on H.
Let u : U → B be a cover such that EU := u∗E and HU := H|u∗E are
trivializable. Denote by E•U the Cˇech nerve whose n-th space is the n-fold
pull-back EU×E . . . ×E EU.
· · · HU×H HU×H HU HU×H HU HU H
· · · EU×E EU×E EU EU×E EU EU E
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Pulling H along gives a simplicial stack H•U and denote by D1(H•U) its
derived 1-twisted cosimplicial ∞-category.
For example, D1(H0U) = D1(HU). The cosimplicial ∞-category D1(H•U)
is an augmented cosimplicial ∞-category. It is augmented via the map
r∗ : D1(H−1U ) = D1(H)→ D1(HU).
We then use the theory of descent developed in [17, Section 6.2.4] to
prove
Theorem (Theorem 5.2). The derived category D1(H) fulfills descent with
regard to trivializing covers, i.e. the map
D1(H) r
∗−→ lim
n
D1(HnU)
is an equivalence.
Pulling back L induces Fourier-Mukai transformations
FM• : D1(H•U)→ D1(Ĥ•U)
and
F̂M
•
: D1(Ĥ•U)→ D1(H•U)
that define maps of augmented cosimplical ∞-categories (see Lemma 5.7).
Lemma (Lemmas 5.7 and 5.8). The transforms FMn assemble to give a map
of cosimplicial ∞-categories. I.e., for any α : [n]→ [m] the following diagram of
∞-categories commutes.
D1(HmU) D1(ĤmU)
D1(HnU) D1(ĤnU).
FMm
α∗H α
∗
Ĥ
FMn
Even more is true, FM• is a map of augmented cosimplical ∞-categories.
I.e. the diagram
D1(H) D1(Ĥ)
D1(H0U) D1(Ĥ0U)
G
FM
G
FM0
of ∞-categories commutes.
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We proceed by showing that the compositions
F̂M
• ◦ FM• : D1(H•U)→ D1(H•U)
and
FM• ◦ F̂M• : D1(Ĥ•U)→ D1(Ĥ•U)
are (levelwise) Fourier-Mukai transformations using Lemma 4.3.
Using descent and the fact that the composition is a local equivalence
(Proposition 4.26) then yield the Main Theorem
Theorem (Theorem 5.9). The composition
F̂M ◦ FM : D1(H)→ D1(H)
is an equivalence.
Because the situation is entirely symmetrical, we may deduce
Theorem (Theorem 5.10). The twisted Fourier-Mukai transformations
FM : D1(H)→ D1(Ĥ)
and
F̂M : D1(Ĥ)→ D1(H)
are equivalences.
Note that this theorem recovers the theorem of U. Bruzzo, G. Marelli
and F. Pioli mentioned earlier in the introduction by restricting H to the
trivial gerbe on the torus, where B = ? is the one-point space.
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2 Gerbes
This section introduces gerbes from the viewpoint of differentiable stacks.
We assume that the reader knows what a topological/differentiable stack
is. An introduction to those can be found in [12], [20] and [1]. We are
mostly following section 2 of [16] in our description of G-gerbes and
twisted sheaves.
Definition 2.1. A map of stacks f : M→ N is an epimorphism, if for any
T → N there is an open cover U → T and a section s : U →M:
M
f

U //
s
77
T // N
-5
Remark 2.2. That means that for every t ∈ N (T) there is an open cover
{Uα} of T such that there are lifts sα ∈ M(Uα) of the restrictions t|Uα .
Here a lift is to be understood as sα and an isomorphism ϕα : f (sα)→ t|Uα
in N (Uα).
Definition 2.3. A map of stacks f : M→ N is called a gerbe if f and the
diagonalM→M×
N
M are epimorphisms.
Remark 2.4. The first condition, that f is an epimorphism, means that
there are local sections, whereas the second condition means that isomor-
phisms have local lifts. More concretely, given elements s, s′ ∈ M(T) and
an isomorphism φ : f (s) → f (s′), there is an open cover {Uα} of T and
isomorphisms ϕα : s|Uα → s′Uα lifting φ.
2.1 Relative Automorphisms
Before defining what a G-gerbe is, we need to talk a little bit about auto-
morphisms in a stack and about different ways to describe them. More
details can be found in [20, section 3.4].
In this section, fix a morphism of stacks f : M→ N .
Definition 2.5. We define the relative automorphism stack Aut(−/ f ) to be
the stack that to any space T assigns the category that has as
• objects: {(s, ϕ) | s ∈ M(T), ϕ ∈ Aut(s) f (ϕ) = id}
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• morphisms: a morphism from (s, ϕ) to (s′, ϕ′) is a morphism ψ such
that
s
ϕ
//
ψ

s
ψ

s′
ϕ′
// s′
commutes.
Definition 2.6. Define the relative inertia IM/N by the following pull-
back:
IM/N //

M
∆

M ∆ //M×
N
M

//M
f

M f // N
Lemma 2.7. Aut(−/ f ) is equivalent to IM/N .
Proof: Sketch: An object in IM/N (T) is
• two objects a, b ∈ M(T) and
• a morphism Φab : ∆(a)→ ∆(b) in (M×NM)(T).
The morphism Φab : ∆(a) → ∆(b) ∈ (M×NM)(T) is given as a pair of
morphisms (ϕab : a → b, ϕ′ab : a → b) such that the following diagram
commutes in the category N (T)
f (a)
f (ϕab)//
id

f (b)
id

f (a)
f (ϕ′ab)// f (b)
(Note that ∆(a) = (a, a, idN (T) : f (a) → f (a)), that is where the identities
in the diagram come from.) Hence
f (φ−1ab φ
′
ab) = id
and
φ−1ab φ
′
ab : a→ a
is a relative automorphism.
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A morphism (a, b, φab : ∆(a)→ ∆(b))→ (a′, b′, φa′b′ : ∆(a′)→ ∆(b′)) is
a pair of morphisms (η1 : a→ a′, η2 : b→ b′) such that the diagram
∆(a)
∆(η1)//
φab

∆(a′)
φa′b′

∆(b)
∆(η2)// ∆(b′)
commutes.
Lemma 2.8. Let f : M → N be a map of stacks. Aut(−/ f ) is isomorphic to
the pull-back P in
P

// N

Aut(M/∗) // Aut(N/∗)
Definition 2.9. Let s : X →M be a section, we define the sheaf Aut(s/ f )
on X as the assignment
(T t−→ X) 7−→ {ϕ : t∗s→ t∗s ∣∣ f (φ) = id}
Lemma 2.10. The diagram
Aut(s/ f ) //

Aut(−/ f )

X s //M
is a pull-back.
Proof: Sketch: This is easy to verify as the pull-back
Aut(s/ f ) //

Aut(−/ f ) //

M
∆

X s //M ∆ //M×
N
M
because here the T-valued objects are:
• t : T → X,
• m : T →M and
• ϕ = (ϕ1, ϕ2) : (t∗s, t∗s, idN )→ (m, m, idN )
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such that
f (t∗s)
f (ϕ1) //
id

f (m)
id

f (t∗s)
f (ϕ2) // f (m)
commutes.
Lemma 2.11. Let
X F //

M

Y // N
be a pull-back diagram in stacks, then
Aut(−/X → Y) ' F∗Aut(−/M→ N ).
Proof: In the diagram
X //
∆

M
∆

X ×
Y
X //

M×
N
M

Y // N
the large and the bottom diagrams are pull-backs, hence so is the top. Set
A = Aut(−/M → N ), then the question is equivalent is asking if the
back-square in
F∗A //
ww

X

FwwA //

M

X
ww
// X ×
Y
X
ww
M M×
N
M
is a pull-back square. Which it is, because all the other faces are.
2.2 G-Gerbes
Let G be a sheaf of abelian groups over a stack N . The condition for G to
be abelian is important, because for a general G, the automorphisms of a
G-torsor are not G itself.
13
Definition 2.12. A G-gerbe is a gerbe M → N together with an isomor-
phism F : IM/N 'M×G as stacks over N .
Remark 2.13. The definition of a G-gerbe implies that the relative auto-
morphisms Aut(s/p), for a section s : X → M, are (canonically) isomor-
phic to G. By lemma (2.10) we have the following pull-back:
X× G ' Aut(s/p) //

Aut(−/p) 'M×G

X //M
Example 2.14. Let G be an abelian group and G its associated sheaf of
G-valued functions, then
BG → ∗,
the stack of G-torsors, is a G-gerbe, as the following is a pull-back:
BG × G //

BG
∆

BG ∆ // BG×∗ BG
Remark 2.15. In fact, this is the prototypical example and any gerbe lo-
cally is of that form. One could have defined a G-gerbe, for abelian G, to
be a stack over a space X, such that it locally is of the form U × BG for
small enough open sets U ⊂ X.
Example 2.16. Let p : M → N be a G-gerbe and f : H → N a map of
stacks. Form the pull-back
f ∗M //

M
p

H f // N .
Lemma (2.11) shows that f ∗M→H is a f ∗G-gerbe.
Remark 2.17. LetM→ N be a G-gerbe via G ×M F−→ Aut(−/M→ N )
and let a, b ∈ M(T).
HomM(T)(a, b)
is both an Aut(a/M→ N ) and an Aut(b/M→ N ) torsor. Hence it is a
G-torsor in two ways: Let ϕ ∈ HomM(T)(a, b), g ∈ G(T)
14
• ga ϕ = ϕ ◦ F(g, a)
• gb ϕ = F(g, b) ◦ ϕ.
Note that this actually defines actions because F(−, a) is an isomorphism
between abelian groups.
Because F is a map of stacks, the diagram
a
ϕ

F(g,a)
// a
ϕ

b
F(g,b)
// b.
commutes and the two G-torsor structures agree:
ga ϕ = ϕ ◦ F(g, a) = F(g, b) ◦ ϕ = gb ϕ
Remark 2.18. In the situation above, we can further define a sheaf of G-
torsors Hom(t, t′) by the assignment
( f : U → T) 7→ HomM(U)( f ∗t, f ∗t′),
where t, t′ : T →M.
2.3 Twisted Sheaves
For a general discussion of sheaves in this setting, see the very readable
[22]. Somewhat closer to the context in question are [7] and [8].
For a differentiable stackM denote byM the category whose objects
are submersions X → M where X is a smooth manifold and whose
morphisms are triangles
Y X
M,
f
where f : Y → X is a smooth submersion, that commute up to a 2-cell. A
cover {Uα → M} of X → M is a jointly surjective collection of smooth
submersions Uα →M such that the following diagram is a morphism in
M:
Uα X
M.
u
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A sheaf on a differentiable stackM is a sheaf with respect to the siteM.
There are at least two ways to define what a twisted sheaf is. The
first, as can be seen in [10], defines it roughly as follows. Given a Cˇech
2-cocycle g = {gαβγ : Uαβγ → C×} on X, a g-twisted sheaf F is a collection
({Fα}, ϕαβ), where Fα is a sheaf on Uα and ϕαβ : Fα|Uαβ → Fβ|Uαβ are
isomorphisms that do not quite glue, in the sense that
ϕαβϕβγϕγα = gαβγ.
We prefer to follow [16] and define them as a full subcategory of
sheaves on the gerbe representing g. The relation between these two
definitions is explored in [16, Section 2.1.3].
Let p : M→ N be a map of stacks.
Remark 2.19. The assignment
( f : T →M) 7→ Aut( f /p)
defines a sheaf onM. It acts on any other sheaf F onM via the inertia-
action:
(Aut(−/p)×F )(T) → F (T)(
T
s
((
s
77Mϕ , f
)
7→ F (ϕ)( f )
Now let p : M→ N be a G-gerbe with a sheaf of rings OM. Further,
let χ : p∗G → OM be a character and F a sheaf of OM-modules.
Definition 2.20. A k-fold χ-twisted sheaf F onM is a sheaf ofOM-modules
onM, such that the following diagram commutes for some k ∈N:
Aut(−/p)×F //
χk

F
id

OM ×F m // F
The character χ, although important, will generally be absent from the
notation when there is no chance of confusion. A 1-twisted sheaf is sim-
ply called twisted. Modk(M) = Modk(OM) is the category of k-twisted
OM-module sheaves onM.
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Remark 2.21. We have a functor
(−)k : Mod(M)→ Modk(M), F 7→ Fk
defined by
Fk(X →M) =
⋂
ϕ∈Aut(X→M)
lim
(
F (X →M) F (ϕ)==⇒
χ(ϕ)k
F (X →M)
)
Lemma 2.22. (−)k is right adjoint to the inclusion i : Modk(M)→ Mod(M).
Proof: The triangle identities are easily checked for F id−→ (iF )k for a k-
twisted sheaf F and i(Gk) ↪→ G the canonical inclusion for any sheaf
G.
Lemma 2.23. Let f : M → N be a smooth representable map of stacks and
H → N be a gerbe. Further, let F : G → H be defined via the pull-back
G F //

H

M f // N ,
then push-forward and pull-back along F preserve twists and are an adjoint pair:
F∗ : Modk(H) Modk(G) : F∗
Proof: For the case of the pull-back, let F ∈ Modk(H) be a k-twisted sheaf
on H and ϕ ∈ Aut(s/G →M) a relative automorphism of s : T → G:
T
s
&&
s
88 Gϕ
Then
F∗F (T s−→ G) F∗F (T s−→ G)
F (T s−→ G → H) F (T s−→ G → H)
F (T s−→ G → H) F (T s−→ G → H)
F∗F (ϕ)
id id
F (F(ϕ))
id id
·χ(F (ϕ))k
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commutes. The result follows with the identification
Aut(−/G →M) ' F∗Aut(−/H → N )
of relative automorphisms of G with the pull-back of relative automor-
phisms of H form Lemma 2.11.
The proof in the case of the push-forward is similar.
Lemma 2.24. Let f : M→ N be a gerbe. The functor
f∗ : Mod0(M)→ Mod(N )
is an equivalence of categories. This functor sometimes is also called desc( f ).
Proof: This can also be seen in ([16, Lemma 2.1.1.17]). We prove that
f ∗ f∗ → id is an equivalence.
We may do so locally and can assume that f has a section s : N →M.
Note that f ∗ : Mod0(M)  Mod(N ) : s∗ is an equivalence of categories,
hence s∗ = f∗ and the claim follows.
The last step may need more justification. The equality s∗ f ∗ = id is
clear because s is a section. To give a map f ∗s∗ → id, we have to give a
map
( f ∗s∗)F (X →M) = F (X →M f−→ N s−→M)→ F (X →M)
for any F ∈ Mod(M) and any X → M. Since f : M → N is a gerbe
and objects are locally isomorphic, we find a cover U → X such that the
diagram
U

// X

X //M f // N s //M
commutes up to a 2-cell σ. Since F is a sheaf and U → X a cover, the
vertical sequences in the following diagram are exact.
0 0
F (X →M) F (X →M→ N →M)
F (U → X →M) F (U → X →M→ N →M)
F (U×
M
U →M) F (U×
M
U →M)
F (σ)
F (σ′)
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Since F is 0-twisted, F (σ) and F (σ′) are identities (they are induced by
2-cells). The right square commutes, hence the left arrow also is id.
Lemma 2.25. The category of twisted sheaves Modk(OM) is complete and co-
complete.
Proof: Note that colimits (resp. limits) are computed object-wise, followed
by sheafification. Sheafification preserves k-twistedness and coproducts
(resp. products) and coequalizers (resp. equalizers) of twisted presheaves
are twisted.
Lemma 2.26. Let f : M→ N be a representable map of smooth stacks and ON
a sheaf of rings on N . Set OM = f ∗ON . The functor
f ∗ : Mod(ON )→ Mod(OM)
has a left adjoint
f! : Mod(OM)→ Mod(ON ).
Proof: This is [21, Tag 0797], where the map of sites is precomposition
with f .
Lemma 2.27. Let H p−→ E be a G-gerbe and U f−→ E the inclusion of an open
subset. Consider the pull-back
f ∗H F //

H
p

U
f
// E
Then F! : Mod(H)→ Mod( f ∗H) preserves 1-twisted sheaves, i.e.
Mod(H)
i

Mod( f ∗H)F!oo
i

Mod1(H) Mod1( f ∗H)
F1!
oo
commutes, where F∗1 = F
∗|Mod1(H).
Proof: See [10, Theorem 1.2.10]
Lemma 2.28. The category Mod(ON ) of ON -module sheaves on a stack N is
a Grothendieck abelian category.
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Proof: See [15, Theorem 18.1.6.v].
Lemma 2.29. Let H p−→ E be a G-gerbe with section E s−→ H. The category of
1-twisted sheaves is equivalent to the category of sheaves on E:
s∗ : Mod1(p∗OE) '−→ Mod(OE).
Proof: This can also be seen in ([16, Lemma 2.1.3.10]). We include a proof
for the sake of convenience. Let H be the p∗OE-module associated to the
G-torsor Hom(−, s ◦ p ◦ −), which assigns to any f : X → H the G-torsor
HomH(X)( f , s ◦ p ◦ f ). It is 1-twisted and its pull-back along s is trivial.
Hence, we can define
u : Mod(E)→ Mod1(H), F 7→ p∗F ⊗p∗OE H.
It is the inverse of the pull-back s∗ along s.
Lemma 2.30. The category of twisted sheaves Mod1(OM) on a gerbeM→ M
is a Grothendieck abelian category.
Proof: The category Mod(OM) of all OM-modules is a Grothendieck
abelian category, hence it remains to find a generator. Let f : U → M be a
cover such that f ∗M→ U admits a section s : U → f ∗M. By 2.29, pulling
back via s identifies Mod1( f ∗M) with Mod(U) which is a Grothendieck
abelian category and has as generating family a family {GX→U}X→U∈U
such that
Hom(GX→U,F ) = F (X → U).
Let F : f ∗M→M be the induced map. It follows that
GMX→U := F!(s
∗)−1GX→U
defines a system of generators of Mod1(OM), because the equality
HomMod(M)(GMX→U,F ) = HomMod(M)((s∗)−1GX→U, F∗F )
= HomMod(U)(GX→U, s∗F∗F )
= s∗F∗F (X → U)
= F (X → U → f ∗M→M),
implies that the functor
∏
X→U
Hom(GMX→U,−)
is conservative.
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Example 2.31. Consider the universal bundle u : pt→ BS1. Its associated
C∞-module is 1-twisted. When this is the case, one says that u has weight
1. For more on this, see [12, Lemma 5.6].
Lemma 2.32. The tensor product of two twisted sheaves is twisted with the sum
of the twists.
Example 2.33. Let H → E be a G-banded gerbe. Consider the following
pull-back:
H×
E
H
pi1

pi2 //H

H //
s
GG id
<<
E
There is a canonical section s : H → H×
E
H given by the identity H → H.
This section induces a G-torsor on H×
E
H given by a map H×
E
H →
H× BG (this map is actually an isomorphism). An object of H×
E
H(T)
is a pair (t1, t2) with t1, t2 ∈ H(T) such that t1 and t2 are equal in
E(T). That pair is mapped to (t1, Hom(t1, t2)) ∈ H × BG(T). A map
of pairs ϕ : (t1, t2) → (t′1, t′2) is a pair (ϕ1 : t1 → t′1, ϕ2 : t2 → t′2) such
that the induced maps in E(T) are equal. The map (t1, Hom(t1, t2)) →
(t′1, Hom(t
′
1, t
′
2)) is explained as the pair of maps ϕ1 : t1 → t′1 and
Hom(t1, t2)
ϕ2,∗−−→ Hom(t1, t′2)
(ϕ−11 )
∗
−−−→ Hom(t′1, t′2). (3)
Given ψ ∈ Hom(t1, t2) this map is the following composition:
T
t′1
t1 ''
t2
77
t′2
BB
ϕ−11
ψ
ϕ2
H
In our situation, we are considering ϕ = (ϕ1, ϕ2) ∈ AutH×
E
H(t1, t2). Un-
der the composition c : H×
E
H → H× BG → BG, ϕ is mapped to a mor-
phism Hom(t1, t2)
c(ϕ)−−→ Hom(t1, t2).
Notice that homomorphisms Hom(t1, t2) → Hom(t′1, t′2) are pairs of
morphisms (t′1 → t1, t2 → t′2).
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We now get a G-torsor L of weight 1 (that is, the associated module is
1-twisted) on H×
E
H as the following pull-back:
pt

H× ptoo

Loo

BG

H× BGoo

H×
E
Hoo
pi1

pt Hoo Hoo
Because the map H×
E
H → H× BG is an isomorphism, we see that L is
isomorphic to H. It is easy to see that it is a 1-twisted sheaf on H×
E
H
with respect to H×
E
H pi1−→ H.
Example 2.34. To extend the previous example, considerH×
E
H as a gerbe
not over pi1, but pi2. The relative automorphism groups have the form
Aut(−/pi1) = {(id, ϕ2) | (id, ϕ2) ∈ Aut(−)}
Aut(−/pi2) = {(ϕ1, id) | (ϕ1, id) ∈ Aut(−)} .
Denote the composition H×
E
H → H× BG → BG as c. Using formula (3)
we see that c(ϕ1, id) acts as ψ ◦ ϕ−11 for ψ ∈ Hom(t1, t2).
Expressing that as the G-action on the G-torsor, by remark (2.17),
this is g−1 · ψ where g ∈ G(T) is the image of ψ ∈ Hom(t1, t2) under
Aut(−/pi2) : H×
E
H → H×
E
H×G.
Hence,
c∗pt(T → H×
E
H) c
∗pt(ϕ,id)
// c∗pt(T → H×
E
H)
pt(T → BG) c(ϕ,id)
=(−·g−1)
// pt(T → BG)
commutes and L is (−1)-twisted relative to pi2.
2.4 The Derived Category
In this section we record the necessary ingredients of [17, Section 1.3]
which are needed for our main result.
Given a Grothendieck abelian category A, by [17, Proposition 1.3.5.4]
there is a left proper combinatorial model structure on Ch(A) such that
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• cofibrations are level-wise monomorphisms and
• weak equivalences are quasi-isomorphisms.
The category of chain complexes with values in A can be viewed as a
differential graded category ([17, Definition 1.3.2.1]). The Derived Cate-
gory of A then is defined to be the differential graded nerve D(A) :=
Ndg(Ch(A)◦) of Ch(A)◦, the category generated by the fibrant objects of
Ch(A). By [17, Proposition 1.3.5.9] it is a stable ∞-category.
Classically, the derived category is the category of chain-complexes
localized at the weak equivalences. [17, Proposition 1.3.5.15] tells us, that
this is indeed the same as D(A). Precisely, the composition
N(Ch(A))→ Ndg(Ch(A))→ D(A)
exhibitsD(A) as the underlying∞-category of the model category Ch(A),
i.e. N(Ch(A)c)[W−1] ' D(A). By [17, Proposition 1.3.5.21] this category
is presentable. In particular it is cocomplete and has all geometric real-
izations, i.e. colimits of simplicial objects in D(A).
Remark 2.35. Let f : M → N be a smooth map between smooth stacks
such that f ∗ON ' OM. Because f ∗ : Ch(Mod(N )) → Ch(Mod(M)) is
exact, it preserves cofibrations and trivial cofibrations, so it is a left Quillen
functor, i.e.
f ∗ : Ch(Mod(N )) Ch(Mod(M)) : f∗
is a Quillen adjunction. In particular, this implies, by Quillen’s total de-
rived functor theorem, that
f ∗ : D(N ) D(M) : f∗
are adjoint. In particular, f∗, being a right Quillen functor, preserves
fibrant objects.
Because L is locally free, forming the tensor-product −⊗C∞E/B L is ex-
act, hence its derived functor exists and is adjoint to Hom(L,−).
Definition 2.36. LetM be a gerbe with structure sheaf OM and n ∈ Z a
natural number. The derived category of Modn(OM) is denoted Dn(M)
or Dn(OM).
Definition 2.37. Let A be an abelian category and F : A → A a left exact
additive functor such that its derived functor exists. It has finite cohomo-
logical dimension if there is an n ∈ N such that RiF : A → A vanishes for
all i > n.
23
Proposition 2.38 (Projection Formula). Let f : M → N be a smooth repre-
sentable map of smooth gerbes, P ∈ Dk(N ) perfect and F • ∈ Dk(M) arbitrary,
then
f∗F ⊗P ' R f∗ (F ⊗ f ∗P)
Proof: Again, there is a map
f∗F ⊗P → R f∗ (F ⊗ f ∗P)
given as the adjoint of
f ∗ (R f∗F ⊗P) ' f ∗R f∗F ⊗ f ∗P → F ⊗ f ∗P
on the level of ∞-categories. The proof of [21, Tag 0943] shows that this
is a weak equivalence when P is perfect.
Remark 2.39. Let f : U → M be an object in the site of a stack M. Let
(U) be the small site on U, i.e. open sets as objects, inclusions as mor-
phism and open covers as coverings. Denote by Shs(U) and Ds(U) the
categories with regard to the small site. By [18, II.3.18] and [8, Lemma
6.1.11], associated to f is an adjoint pair
ext : Shs(U) Sh(M) : resU,
with ext being exact. Note that resU(F ) has as shorthand notation FU.
These functors induce a Quillen adjunction
ext : Ds(U) D(M) : resU.
Here is a list of some of its properties. See [8, 6.1.14] for more.
• For F , G ∈ D(M), a map F → G is an isomorphism if and only if
resU(F → G) is one for all U.
• For a representable map f : N →M and U →M in the site ofM,
denote by f ′ : V := N ×
M
U → U the projection, then, for F ∈ D(N ),
we have
( f∗F )U = f ′∗(FV)
This is easy to see on the level of sheaves. The derived version
follows from the fact that resU preserves fibrant objects.
Definition 2.40. Let F : Mod(X) → Mod(Y) be a left exact additive func-
tor such that its derived functor exists. We say it has locally finite cohomo-
logical dimension if for any U → Y in the site of Y, the functor resU→Y ◦ F
has finite cohomological dimension.
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Lemma 2.41. Let f : M → N be a smooth representable map of smooth mani-
folds and H → N a stack over N. Consider the pullback-square
G f
′
//

H

M
f
// // N.
The functor f ′∗ : Mod(G) → Mod(H) has locally finite cohomological dimen-
sion if f is a topological submersion in the sense of [14, Definition 3.3.1].
Proof: For any V → H, the map g in the pullback diagram
P
g
//

V

G

f ′
//H

M
f
// N
is a topological submersion, and has finite cohomological dimension. This
implies
Ri f ′∗(F )V = Rig∗(FP) = 0
for i > n for some n ∈ N. Hence f ′∗ has locally finite cohomological
dimension.
Definition 2.42. A stack M is called locally compact if it admits an atlas
A→M such that A and A×
M
A are locally compact as topological spaces
(i.e. Hausdorff and every point admits a compact neighborhood).
Proposition 2.43 (Base Change). Consider the cartesian diagram of locally
compact stacks over a space B,
M
g

v // G
f

N u //H
where all maps are smooth and u and v are representable. Further assume that the
structure sheaves ofM, N , G andH are pulled back from B. Then the statement
is: If g∗ : Mod(M)→ Mod(N ) has locally finite cohomological dimension and
is representable, then the base change-morphism
u∗R f∗ → Rg∗v∗
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is an equivalence.
Proof: The proof is heavily inspired by [8, Lemma 6.5.7].
Choosing fibrant replacement functors
IM : Ch(Mod(M))→ Ch(Mod(M)), IG : Ch(Mod(G))→ Ch(Mod(G))
we can write the base-change morphism on the level of chain complexes
as
u∗ f∗ IG ' g∗v∗ IG → g∗ IMv∗ IG ← g∗ IMv∗ .
For the first isomorphism we need the assumption on the structure sheaves.
It ensures that pull-backs can be formed as if we dealt with sheaves of
abelian groups. There is no need to tensorize with the structure sheaf.
The proof then is the same as in [7, Lemma 2.16].
The second map is a quasi-isomorphism because the functors v∗ and
g∗ IM preserve quasi-isomorphisms and id→ IG is one.
To show that the first map is a quasi-isomorphism we need the finite-
ness condition. By [17, Proposition 1.3.5.6] the complex IGF consists of
injective, hence flabby, sheaves. Because v is representable the push-
forward v∗ preserves flabby sheaves (see [8, Lemma 3.1.5]) and v∗ IGF
is a complex of flabby sheaves.
Hence, we have to show that for any complex A ∈ Ch(Mod(G)) of
flabby sheaves the map g∗A → g∗ IMA is a quasi-isomorphism. This can
be checked locally. Let U →M be in the site ofM and form the pull-back
V M
U N .
g′ g
Recall that (−)U is a right Quillen functor, hence we need to show that
g′∗(AU) = (g∗A)U → (g∗ IGA)U = g′∗(IU AU)
is a quasi isomorphism. Note that (−)U preserves flabby sheaves by [7,
Lemma 2.4.9]. Hence the mapping cone C of AU → IU AU is an exact com-
plex of flabby sheaves. Setting Zn := ker(Cn → Cn+1) we can decompose
C into short exact sequences
0→ Zn → Cn → Zn+1 → 0.
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Applying g′∗ yields the exact sequence
0→ g′∗(Zn)→ g′∗(Cn)→ g′∗(Zn+1)→ R1g′∗(Zn)→ 0
and isomorphisms
Rkg′∗(Zn+1) ' Rk+1g′∗(Zn)
for all k ≥ 1. This is because flabby sheaves are g∗-acyclic by [8, Lemma
3.1.4]. By induction one sees that
Rkg′∗(Zn) ' Rk+1g′∗(Zn−l)
for all k ≥ 1 and all l ∈ N. But g′∗ has finite cohomological dimension
and we may conclude that Rkg′∗(Zn) = 0 for all n ∈ Z and k ≥ 1. Hence
the sequences
0→ g′∗(Zn)→ g′∗(Cn)→ g′∗(Zn+1)→ 0
are exact for all n ∈ Z and thus C is exact.
3 T-Duality
3.1 A Rather General Setting
From now on, the site will be smooth submersions with coverings the
jointly surjective smooth submersions. Let pi : E → B be a representable
smooth map of smooth manifolds. Let R be a sheaf of rings on B and G
a sheaf of groups on B together with a character χ : G → R. Further, let
H be a pi∗G-gerbe on E.
Since pi is representable, we can define the push-forward pi∗H of H.
It is a stack on B and defined by the following formula
pi∗H(M→ B) = H(M×
B
E→ E).
Definition 3.1. Like in [6], the stack Ĥ is called the stack of local sections of
H.
Given an element t ∈ pi∗H(X f−→ B), its automorphisms are
Aut(t) = pi∗G(E×
B
X → E) = pi∗pi∗G(X → B).
Let Eˆ be the sheaf associated to the presheaf pi0(pi∗H) of isomorphism
classes of pi∗H. Further let pˆi : Eˆ → B be the canonical map. Viewed
27
as a gerbe over Eˆ, it is a pˆi∗pi∗pi∗G-gerbe. Assume, as is the case with
G = S1B/B (compare with the next section), that pi∗pi∗G = G. Forming
pull-backs, we have the following diagram
H×
B
Ĥ
{{ ##
H×
B
Eˆ
~~ ##
E×
B
Ĥ
  {{
uoo
H
!!
E×
B
Eˆ
$$zz
Hˆ
}}
E
pi
%%
Eˆ
pˆiyy
B.
The map H×
B
Ĥ → E×
B
Ĥ has a universal section u : E×
B
Ĥ → H×
B
Ĥ. It is
induced by the counit Ĥ×
B
E = pi∗pi∗H → H, together with the projection
Ĥ×
B
E→ Ĥ. That map will be discussed in more detail in the next section.
3.2 Specializing to T-Duality
We put ourselves in the situation of [6], which we quickly recall here. Let
pi : E→ B be a principal Tn-bundle and f : M→ E a smooth submersion,
then we can define a subbundle of TM whose fiber over m ∈ M is given
by
FE/B,m = {φ ∈ TmM | dpi(d f (φ)) = 0} .
Given a Lie group G consider the associated sheaf of functions G over E
and define the sheaf GE/B as the assignment
(M→ E) 7→ {ϕ : M→ G | dϕX = 0 for all X ∈ FE/B} ,
the subsheaf of fiberwise constant G-valued functions.
Let p : H → E be a S1E/B-banded gerbe on E.
Lemma 3.2. Provided that H is fiberwise trivial, as defined in [6, (Definition
5.5)], the objects Eˆ and Ĥ constructed in the previous section lie in the correct
categories, i.e., pˆ : Eˆ→ B is a Tn-bundle and qˆ : Ĥ → Eˆ is a S1
Eˆ/B
-banded gerbe.
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Proof: See [6, Theorem 6.2] and note that for t : M→ Ĥ we have
Aut(t) = S1E/B(E×B M→ E) ' S
1
B/B(M→ Eˆ→ B) = S1Eˆ/B(M→ Eˆ).
Remark 3.3. We are going to consider twisted sheaves on Ĥ×
B
H. Recall
that Ĥ×
B
H is a gerbe in two ways, namely pˆ′′ : Ĥ×
B
H → H×
B
Eˆ and
p′′ : Ĥ×
B
H → Ĥ×
B
E. The full subcategory of Mod(Ĥ×
B
H) consisting of
sheaves that are a-twisted with respect to pˆ′′ and b-twisted with respect
to p′′ will be denoted Mod(a,b)(Ĥ×B H). Sometimes we say that a sheaf F
on Ĥ×
B
H is (a, b)-twisted if it is an element of Mod(a,b)(Ĥ×B H).
Remark 3.4. On H×
E
H there is a natural G-torsor: H (id,id)−−−→ H×
E
H. The
composition
E×
B
Ĥ u−→ H×
B
Ĥ → H
of the universal section u and the projection is a morphism of gerbes.
Hence, using the character χ, pulling back determines a locally free (1,−1)-
twisted R-module on Ĥ×
B
H, henceforth denoted L.
Denote by S1δ the sheaf of locally constant S1-valued functions on M;
temporarily let sS1δ be the small sheaf of locally constant S1-valued func-
tions on a manifold M.
Lemma 3.5. The category Tors(sS1δ ) of (small) sS1δ -torsors on M is equivalent
to the category Tors(S1δ ) of (large) S1δ torsors on M.
Proof: First note that the functors ext and resM preserve torsors, hence we
have an adjoint pair
ext : Tors(sS1δ ) Tors(ext(sS1δ )) : resM,
such that resM ◦ ext = id. Further, the counit (ext ◦ res)(F ) → F is an
isomorphism for any torsor F , so that the adjoint pair is an equivalence
of categories. The Lemma then follows from the fact that sS1δ = res(S1δ )
and ext(res(S1δ )) = S1δ .
Remark 3.6. Note that for M = Tn a torus the category Tors(sS1δ ) of small
sS1δ - torsors on M is parametrized by the dual torus T̂n. Hence, using the
previous Lemma, the dual torus T̂n also parametrizes (large) S1δ torsors.
Definition 3.7. By that remark, a S1δ -Torsor F on a torus Tn is given by
an element ϕ ∈ T̂n – that element is called the holonomy of F .
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The following Lemma shows that locally everything behaves as ex-
pected, and, in particular, locally, for H = BS1T×B/B× T× B and the push
forward Ĥ = BS1
T̂×B/B × T̂ × B, the diagram
H×
B
Ĥ
H×
B
(T̂ × B) (T × B)×
B
Ĥ
H T × T̂ × B Ĥ
T × B T̂ × B
B
u
pi
is a T-duality diagram . This identification is going to be important later.
Lemma 3.8. For E = Tn × B and pi : Tn × B→ B the projection, we have
B̂S1Tn×B/B ' BS1B/B × T̂n × B.
Proof: Restricting an element
P ∈(B̂S1B×Tn/B)(M f−→ B)
= (BS1B×Tn/B)(M× Tn
f×id−−→ B× Tn)
to m ∈ M and reading off holonomy gives a map ϕ : M→ T̂. Let s : M→
Tn ×M be the section m 7→ (m, e). The pullback s∗P is a S1B/B-torsor on
M. Hence we get a map
B̂S1Tn×B/B → BS1B/B × T̂n × B
Going in the other direction, given a map ϕ : B → T̂, we can con-
struct a small pi−1S1B-torsor sTϕ on B× T as the sheaf of fiberwise locally
constant sections of the following S1-bundle.
Let T˜ be the universal cover of T. The fundamental group pi1(T) acts
on T˜ × B× S1 through ϕ, giving the bundle (T˜ × B× S1)/ ∼ϕ→ T × B.
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Extending sTϕ to the large site yields a large ext(pi−1S1B)-torsor on
M. Using the inclusion ext(pi−1S1B) ↪→ S1Tn×B/B we get a S1Tn×B/B-torsor,
henceforth called Tϕ on Tn × B. Now, given any S1B/B-torsor F , taking
the concentrated product pi∗F ∧ Tϕ defines the inverse
BS1B/B × T̂n × B→ B̂S1Tn×B/B.
See [5, Definition and Proposition 5.1.5 and the following paragraphs] for
an introduction to torsors and operations on them.
Definition 3.9. Let F be a S1Tn×B/B torsor on the product Tn × B of a
torus Tn and a smooth manifold B. By the previous Lemma it is given by
a map ϕ : B → T̂ and a S1-torsor T on B. The map ϕ : B → T̂ is called
the relative holonomoy and T the carrier of F .
Next, we describe the Poincaré-sheaf.
Definition 3.10 (Poincaré-bundle/sheaf). The module L described in Re-
mark 3.4 is called the Poincaré-bundle. It is a locally free, rank 1, (1,−1)-
twisted p∗C∞E/B-module.
3.2.1 The Case of a Point
Let H = BS1T/? × T = BS1δ × T, then, by (3.8), pi∗H = BS1Tˆ/? × T̂ =
BS1δ × T̂, where T̂n is the moduli space of Ĥ.
Given the diagram
H× Ĥ
yy %%
H× T̂
|| %%
T × Ĥ
""yy
ukk
H
""
T × T̂
yy %%
Ĥ
||
Ts
UU
pi
&&
r
FF
T̂
xx
sˆ
II
rˆ
XX
?
with sˆ : T̂ → Ĥ = BS1
T̂/?
× T̂ given as the identity on T̂ and the trivial
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torsor on T̂, we would like to see that the induced L has the holonomy
we would expect a Poincaré bundle to have.
Remark 3.11. Given two sections s : T → H and sˆ : T̂ → Ĥ as in the
diagram above, there are induced sections s′ : T× T̂ → H× T̂ and sˆ′ : T×
T̂ → Ĥ × T. We would like to understand the bundle defined as in the
pullback:
H

Loo

L(s, sˆ)oo

H×
T
H H× Ĥoo T × T̂.oo
In order to do so, we need to understand the map
T × T̂ → T × Ĥ → H = BS1T/∗ × T,
where the last map is the counit. Note that the map sˆ : T̂ → pi∗H defines
an S1T/?-torsor on T × T̂. That torsor is exactly the map T × T̂ → H from
above. Concretely, it is the torsor Tid : T̂→T̂ of Lemma 3.8, i.e., a Poincaré
bundle.
Remark 3.12. Given sections s : T → H and sˆ : T̂ → Ĥ, there are two
maps fs : T × T̂ → H and f sˆ : T × T̂ → H. Let L(s, sˆ) be defined by the
pull-back
H

Loo

L(s, sˆ)oo

H×
T
H H× Ĥoo T × T̂.oo
Then
L(s, s′) = HomH(T×T̂)( fs, f sˆ)
4 Relative Fourier-Mukai Transformation
Now suppose we have a T-duality diagram as depicted below and a
(1,−1)-twisted C∞E/B-module L on Ĥ×B H.
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Ĥ×
B
H
p1{{
q1 ##
H×
B
Eˆ
p0
~~
q′1 ##
E×
B
Ĥ
q0
  
p′1{{
H
q′′1 !!
E×
B
Eˆ
q′0 $$
p′0zz
Hˆ
p′′1}}
E
q′′0 %%
Eˆ
p′′0yyB
Definition 4.1. Given that data, we can define two relative Fourier-Mukai-
Transformation functors with kernel L.
FMLH→Ĥ(−) := q0∗q1∗(L⊗(p0 p1)∗C∞E/B (p0p1)
∗−) : D1(H)→ D1(Ĥ)
F̂M
L
Ĥ→H(−) := p0∗p1∗(L⊗(q0q1)∗C∞Eˆ/B (q0q1)
∗−) : D1(Ĥ)→ D1(H),
where all these operations are the derived twisted versions. The kernel L
usually is dropped from the notation.
Remark 4.2. FM and F̂M implicitly use the twisted operations. FM, for
example, is the composition:
D1(H) (p0 p1)
∗
−−−−→ D(1,0)(Ĥ×B H)
⊗L−→ D(0,1)(Ĥ×B H)
q1∗−→ D1(Ĥ×
B
E)
q0∗−→ D1(Ĥ)
Next we study the composition of Fourier-Mukai-Transformations as
given by the following diagram
H×
B
Ĥ×
B
H
p3
ww
q3
''
H×
B
Ĥ×
B
E
p2
yy
q′3
''
E×
B
Ĥ×
B
H
p′3
ww
q2
%%
H×
B
Ĥ
p1
{{
q′′3
%%
E×
B
Ĥ×
B
E
p′2
ww
q′2
''
Ĥ×
B
H
p′′3
yy
q1
##
H×
B
Eˆ
p0
}}
Ĥ×
B
E
q′′2
''
Ĥ×
B
E
p′′2
ww
Eˆ×
B
H
q0
""
H Ĥ H.
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Given the projections
H×
B
Ĥ×
B
H r3 //H×
B
Eˆ×
B
H r2 //H×
B
H,
define
R := r2∗r3∗
(
p∗3 p∗2L⊗ q∗3q∗2L′
)
(Note that the r3∗ here is the 0-twisted version). That sheaf turns out to
be the kernel of the composition.
Lemma 4.3 (FMs compose). Assume that L is locally trivial (being a perfect
complex would be enough), then the composition
D1(H)
FMLH→Ĥ−−−−→ D1(Ĥ)
ˆFMLĤ→H−−−−→ D1(H)
is isomorphic to
D1(H)
FMRH→H−−−−→ D1(H).
Proof: This is formal – base-change and projection-formula are applica-
ble because we have finite cohomological dimension of the push-forward
along a principal bundle, exactness of the push-forward of 0-twisted
sheaves and a locally free/perfect kernel. See [13, Proposition 5.10].
Remark 4.4. The locally-freeness (resp. perfectness) condition can be
dropped when one works in the derived category of complexes that are
bounded below. This is due to the limitation of our projection formula
(Proposition 2.38). To the best of the author’s knowledge, no more gen-
eral projection formula is known.
Now suppose both gerbes have sections. In what follows we show
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that the transformation can be calculated locally.
H×
B
Ĥ
p1
{{
q1
##
H×
B
Eˆ
p0
~~
q′1
##
sˆ′′
FF
E×
B
Ĥ
q0
  
p′1
{{
s′′
XX
H
q′′1
!!
E×
B
Eˆ
q′0 $$
p′0zz
sˆ′
FF
s′
XX
Hˆ
p′′1
}}
E
q′′0 %%
s
TT
Eˆ
p′′0yy
sˆ
JJ
B
Lemma 4.5 (Locality). Using the notation from the diagram above, we have
sˆ∗FMLH→Ĥ(−) ' q′0∗(p′∗0 s∗ −⊗(s, sˆ)∗L)
as functors D1(H)→ D1(Ĥ).
Proof: Note that by 2.24 we have s′∗F = q′1∗F and s′′∗F = q1∗F for 0-
twisted sheaves F . Using that and base change, we have the following
chain of isomorphisms. Note that the base change is along q0, which is
a bundle. Push-forward along a Tn-principal bundle has finite cohomo-
logical dimension. Hence we can apply the base change formula from
Proposition 2.43.
sˆ∗FMLH→Ĥ(F ) = sˆ∗q0∗q1∗(L⊗ (p0p1)∗F )
' q′0∗ sˆ′∗q1∗(L⊗ (p0p1)∗F )
' q′0∗ sˆ′∗s′′∗(L⊗ (p0p1)∗F )
' q′0∗s′∗ sˆ′′∗(L⊗ (p0p1)∗F )
' q′0∗(s′∗ sˆ′′∗L⊗ s′∗ sˆ′′∗(p0p1)∗F )
' q′0∗(s′∗ sˆ′′∗L⊗ s′∗p∗0F )
' q′0∗(s′∗ sˆ′′∗L⊗ p′∗0 s∗F )
35
For the first isomorphism, note that the following diagram is a pull-back:
E×
B
Eˆ //
sˆ′

Eˆ
sˆ

Ĥ×
B
E
||
//

Ĥ


Eˆ×
B
E
$$
Eˆ
  
E // B
4.1 The Kernel L
4.1.1 Resolution
The following definitions are taken from [6, Section 2].
Given a smooth submersion pi : E → B and a smooth map f : X → E,
recall the definition of the subbundle FE/BX of TX, which is given at a
point x ∈ X by
FE/B,xX = {φ ∈ TxX | dpi(d f (φ)) = 0}.
This allows us to define the complex of complex valued forms:
Ω•E/B(X → E) = C∞(X,Λ•F ∗E/BX).
Analogous to [6, Lemma 2.5],
0→ C∞E/B → Ω∗E/B
is an acyclic resolution and ΩnE/B is flabby, because it’s a C
∞-module.
Hence, by [7, Lemma 2.30], the resolution is good enough to calculate the
push-forward.
Let L be the p∗C∞E/B-module from Definition 3.10. Because p∗ is ex-
act and L is a flat p∗C∞E/B-module (because it is locally free), the exact
sequence
0→ L → L⊗p∗C∞E/B p∗Ω∗E/B
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is an acyclic, flabby (still C∞-modules) resolution of L. Specializing this
to the 1-dimensional case, we get a resolution
0→ L → L⊗ p∗Ω0E/B → L⊗ p∗Ω1E/B → 0
of L in the category of p∗C∞E/B-modules.
4.1.2 Push-Forward
To separate the formal from the non-formal parts, we first consider the
case of a 1-dimensional torus.
4.1.2.1 The 1-Dimensional Case
Many of the following arguments are adaptions from [3]. Consider the
projection p : Tˆ × T ×U → Tˆ ×U. We would like to calculate the push-
forward p∗L of L along p.
Lemma 4.6. Let f : W → T ×U be arbitrary and pi : W ×Rn → W be the
projection. Then
L(W → T × Tˆ ×U) pi∗−→ L(W ×Rn → T × Tˆ ×U)
is an isomorphism with inverse s : W →W ×Rn, (w) 7→ (w, 0).
Proof: Note that S1E/B, C∞E/B and every sheaf in the image of ext share that
property. L is built as the associated sheaf of an extended sheaf. Hence
the result follows.
Lemma 4.7. Let pi : W ×Rn → W be the projection and f : W → T × Tˆ ×U
arbitrary. pi induces a chain homotopy equivalence(L⊗Ω∗E/B) (W → U)→ (L⊗Ω∗E/B) (W ×Rn →W → U),
with inverse s : W →W ×Rn, w 7→ (w, 0).
Proof: This is pretty much a word by word translation of [2, Proposition
4.1].
Lemma 4.8. The push-forward vanishes,
R0p∗L ' 0.
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Proof: This is a local question, so we can check it on submersions of the
form Rn × V → V ↪→ T̂ ×U, where the first map is the projection to V
and i : V ↪→ T̂ ×U is the inclusion of an open subset. By the previous
Lemma, we can ignore the factor Rn. An element
ϕ ∈ R0p∗L(V → T̂ ×U) = L(T ×V → T × T̂ ×U)
induces global sections ϕ|T×{v} of L|T×{v} for all v ∈ V. Hence ϕ|T×{v}
has to vanish whenever
(i ◦ prT̂)(v) 6= e ∈ T̂,
because a S1δ -torsor with non-trivial holonomy has no global sections.
Since ϕ is smooth, it has to vanish everywhere.
Lemma 4.9. The higher direct images vanish for degrees higher than 1, i.e.,
Rn p∗L ' 0 for n > 1.
Proof: Let f : X → Tˆ × U be a submersion. It is enough to check that
locally. Since f is a submersion, locally it is of the form
X
f
// Tˆ ×U
Rm ×W?

i
OO
//W
?
OO
where W is an open subset of Tˆ ×U and Rm ×W →W is the projection.
Rn p∗L = Hn
(
(L⊗Ω∗E/B)(Rm × T ×W)
)
= Hn
(
(L⊗Ω∗E/B)(T ×W)
)
Hence the latter complex vanishes for all degrees greater than 1,(
L⊗ΩiE/B
)
(T ×W) = 0 for i > 1.
Definition 4.10. Let s : U → Tˆ ×U be a section. The sheaf
k(s) := s∗C∞U/U ∈ Mod(Tˆ ×U)
is called a fiberwise skyscraper sheaf.
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Remark 4.11. Note the analogy to the non-relative case here: A skyscraper
sheaf on a manifold M is the push forward i∗O? of the structure sheaf
along the inclusion of a point i : ? ↪→ M.
Theorem 4.12. Let L be the Poincaré bundle on T × T̂ ×U and q : T × T̂ ×
U → T̂ ×U the projection. Then there exists an isomorphism
q∗L ' k(s)[1],
where s : U → T̂ × U, u 7→ (e, u) is the constant section picking out the
identity.
Proof: The map F : q∗L → s∗C∞U/U[1] is given as the composition
q∗(L⊗ p∗Ω∗E/B)→ s∗s∗q∗(L⊗ p∗Ω∗E/B)
' s∗pi∗ s˜∗(L⊗ p∗Ω∗E/B)
' s∗pi∗(s˜∗L⊗ s˜∗p∗Ω∗E/B)
I' s∗pi∗Ω∗E/B∫
T−→ s∗Ω∗U/U[1]
' s∗C∞U/U[1]
Note that the isomorphism I comes about, because the restriction of L
to T × {e} ×U is trivializable.
Given ϕ ∈ q∗(L ⊗ p∗Ω1E/B)(X → T̂ ×U) with F(ϕ) = 0, we need to
find ψ ∈ q∗(L⊗ p∗Ω0E/B)(X → T̂×U) such that ϕ = dψ. Choose an open
cover äα Wα
{ fα}−−→ U such that
Rn ×R×Wα //
iα

R×Wα

//Wα

X
f
// T̂ ×U // U.
commutes and the vertical map in the middle is a product of mapsR→ T̂
and Wα → U. This induces covers of T̂ ×U and X. We will find ψα ∈
q∗(L ⊗ p∗Ω0E/B)(Rn ×R×Wα → T̂ × U) such that i∗αϕ = dψα. Gluing
these forms using a partition of unity subordinate to that open cover
yields the form ψ, that we set out to find. Hence we are interested in the
module
q∗(L⊗ p∗Ω0E/B)(Rn ×R×Wα) = (L⊗ p∗Ω0E/B)(T ×Rn ×R×Wα).
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An element in the latter may be written as gα(t, rn, r, v)dt, where the
map gα : T˜ ×Rn ×R× Vα → C, is a complex valued function such that
for any γ ∈ pi1(T), we have
gα(t + γ, rn, r, v) = gα(t, rn, r, v) · [r](γ).
Here we identify pi1(T) with Z, the universal cover T˜ with R and [r] ∈ T̂
is the image of r ∈ R in T̂.
Suppose gα is in the image of d, that is, there exists some hα with
hα(u, rn, r, v) =
∫ u
0
gα(t, rn, r, v)dt + c(rn, r, v).
Let γ ∈ pi1(T) be a generator, then
hα(u + γ, rn, r, v) =
∫ u+γ
0
gα(t, rn, r, v)dt + c(rn, r, v)
=
∫ γ
0
gα(t, rn, r, v)dt +
∫ u+γ
γ
gα(t, rn, r, w)dt + c(rn, r, v)
=
∫ γ
0
gα(t, rn, r, v)dt +
∫ u
0
gα(t + γ, rn, r, v)dt + c(rn, r, v)
=
∫ γ
0
gα(t, rn, r, v)dt + [r](γ)
∫ u
0
gα(t, rn, r, v)dt + c(rn, r, v)
=
∫ γ
0
gα(t, rn, r, v)dt + [r](γ) (hα(u, w)− c(rn, r, v)) + c(rn, r, v)
=
∫ γ
0
gα(t, rn, r, v)dt + hα(u + γ, rn, r, v)− [r](γ)c(rn, r, v) + c(rn, r, v)
It follows that, with
c(rn, r, v) = −
∫ γ
0
gα(t, rn, r, v)dt/(1− [r](γ)),
this equation is solvable.
c(r, v) is smooth if [r](γ) 6= 1, that is, if [r] 6= e ∈ T̂. Since F(ψ)
vanishes, the integral is zero for [r] = e. Because 1− [r](γ) vanishes with
order 1, this c(rn, r, v) is smooth everywhere.
Remark 4.13. Recall the situation at hand
T × T̂ ×U
p
xx
pˆ
&&
T ×U
pi
&&
T̂ ×U
pˆi
xx
U.
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Hence, for the structure sheaves we have the equalities
p∗S1T×U/U = p∗pi∗S1U/U = pˆ∗pˆi∗S1U/U = pˆ∗S1Tˆ×U/U.
The Poincaré bundle L can thus also be seen as a Poincaré bundle for the
dual torus T̂. Hence the situation has become entirely symmetrical and
the same calculation as above yields that
Rpˆ∗L ' k(s)[1]
with s : U → T ×U, u 7→ (e, u).
4.1.2.2 Higher Tori
The Poincaré bundle for tori of higher dimensions is just the external
product of the Poincaré bundles of 1-dimensional tori. The following
results show that calculating the push-forward in the higher dimensional
case is a formal consequence of the 1-dimensional case.
Before we can do anything, we need the following result.
Definition 4.14. Let X, Y and U be manifolds and consider the pull-back
square
X×Y×U
X×U X×U
U.
p q
For F ∈ Mod(C∞X×U/U) and G ∈ Mod(C∞Y×U/U), define
F U G = p∗F ⊗ q∗G ∈ Mod(X×Y×U)
Lemma 4.15. Let X and Y be compact manifolds and suppose we are given
smooth representable maps f : X → X′ and g : Y → Y′. The maps f and g
induce maps f˜ : X × U → X′ × U and g˜ : Y × U → Y′ × U. For flat F ∈
Mod(C∞X×U/U) and flat G ∈ Mod(C∞Y×U/U), we get
( f˜ ×U g˜)∗(F U G) ' ( f˜∗F U g˜∗G) ∈ D(X′ ×Y′ ×U).
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Proof: First note that we can decompose f˜ ×U g˜,
X×Y×U
f˜×U id
//
f˜×U g˜
((
X′ ×Y×U
id×U g˜
// X′ ×Y′ ×U.
So we can reduce the question to f˜ ×U id. Consider the two pullbacks:
Y×U Y×U
X×Y×U X′ ×Y×U
X×U X′ ×U
id
f˜×U id
pY×U
pX×U
p′Y×U
p′X′×U
f˜
It follows that
( f˜ ×U id)∗(F U G) = ( f˜ ×U id)∗(p∗X×UF ⊗ p∗Y×UG)
= ( f˜ ×U id)∗
(
p∗X×UF ⊗ (p′Y×U ◦ ( f˜ ×U id))∗G
)
I' ( f˜ ×U id)∗p∗X×UF ⊗ p′∗Y×UG
II' p′∗X′×U f˜∗F ⊗ p′∗Y×UG
= ( f˜∗F )U (id∗G).
Step I is the projection formula, which is applicable because both F and
G are flat. Step II is an application of basechange (Lemma 2.43). Note
that the condition on the structure sheaf is fulfilled by assumption.
Theorem 4.16. Let L be the Poincaré bundle on Tn × T̂n × U and q : Tn ×
T̂n ×U → T̂n ×U the projection, then
p∗L ' k(s)[n],
where s : U → T̂n ×U, u 7→ (e, u) is the section picking out the identity.
Proof: Note that L = L1 L2  · · ·Ln. By the above, we see that
q∗L = (q1 ×U q2 ×U · · · ×U qn)∗ (L1 L2  · · ·Ln)
= (q1,∗L1) (q2,∗L2) · · · (qn,∗Ln)
= (k(s1)[1]) (k(s2)[1]) · · · (k(sn)[1])
= k(s)[n]
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4.2 The Trivial Case
In this section we are going to study the Fourier-Mukai Transform in the
case where E is a trivial bundle E = T × B and H is the trivial gerbe on
E, H = BS1E/B × E.
4.2.1 Skyscraper to Local Systems
Let s : U → T̂×U be a section and s′ : T×U → Tˆ× T×U be the induced
section as defined in the pull-back
T × Tˆ ×U
p
&&
q
xx
Tˆ ×U
pˆi
&&
T ×U
pi
xx
s′
ZZ
U.s
[[
Definition 4.17. The sheaf Ls := s′∗L is called a fiberwise local system.
Lemma 4.18. Let s : U → T̂ ×U and s′ : T ×U → T × T̂ ×U be as above.
Fiberwise skyscraper sheaves are mapped to fiberwise local systems, that is,
F̂M(k(s)) ' Ls.
Proof: This follows by the following chain of isomorphisms.
FM(k(s)) ' p∗(q∗k(s)⊗p∗C∞E/B L)
' p∗(q∗s∗C∞U/U ⊗p∗C∞E/B L)
' p∗(s′∗pi∗C∞U/U ⊗p∗C∞E/B L)
' p∗s′∗(pi∗C∞U/U ⊗s′∗p∗C∞E/B s
′∗L)
' p∗s′∗(C∞E/B ⊗C∞E/B s′∗L)
' s′∗L
4.2.2 Local Systems to Local Systems – The Composite
The aim of this section is to show that the composition
FM ◦ F̂M : D1(Ĥ)→ D1(Ĥ)
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is invertible in the case of trivial bundles and gerbes. Most of the ar-
guments are heavily inspired by [13, Proposition 9.19], which proves an
equivalence of Db(A) ' Db(Â) for A an abelian variety and Db(−) the
derived category of quasi coherent sheaves.
In this section, we consider the diagram of the composition.
Tˆ × Tˆ ×U
pc

qc

Tˆ × T × Tˆ ×U
pr12vv
pr13
OO
pr23 ((
Tˆ × T ×U
q ((
p
xx
T × Tˆ ×U
q &&
p
vv
Tˆ ×U
&&
T ×U
vv
s′
__
((
Tˆ ×U
xx
s′
ZZ
Us
[[
U.s
``
By 4.3, the Fourier-Mukai transformation of the above diagram has the
sheaf
pr13,∗(pr∗12P ⊗ pr∗23P)
as kernel.
Remark 4.19. Note that given a bundle P on X with holonomy
h : pi1(X)→ S1
and a map f : Y → X, the pull-back f ∗P has holonomy
h ◦ pi1( f ) : pi1(Y)→ pi1(X)→ S1.
Also, given bundles P and P′ with holonomies h, h′ : pi1(X) → S1, the
tensor product P⊗ P′ has holonomy h · h′ : pi1(X)→ S1.
Corollary 4.20. Given the maps
Tˆ × T × Tˆ ×U m13 //
pr12
<<
pr23
##
Tˆ × T ×U,
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where pr12 and pr23 are the evident projections and m13 is induced by the mul-
tiplication T̂ × T̂ → T̂, we have
(pr∗12L⊗ pr∗23L) ' m∗13L.
Proof: This is a straight forward calculation using the previous remark.
Remark 4.21. The multiplication map fits into the following pull-back
diagram
Tˆ × T × Tˆ ×U m13 //
pr13

Tˆ × T ×U
pr1

Tˆ × Tˆ ×U m // Tˆ ×U.
Corollary 4.22. It follows that
pr13,∗m∗13L ' m∗pr1,∗L.
Corollary 4.23. With 4.12, we can conclude that
m∗pr1,∗L ' m∗k(s)[n].
Corollary 4.24. Looking at the pull-back
T̂n ×U Γι //
prU

T̂n × T̂n ×U
m

U s // T̂n ×U,
where Γι is (tˆ, u) 7→ (tˆ,−tˆ, u), we see that
m∗k(s) = m∗s∗C∞U/U = Γι∗pr
∗
UC
∞
U/U = Γι∗C
∞
Eˆ/B
Note that Γι∗ has locally finite cohomological dimension, because it is a topologi-
cal submersion.
Theorem 4.25. Denote by
FMtriv : D(E)→ D(Eˆ) and F̂Mtriv : D(Eˆ)→ D(E)
the Fourier-Mukai transformation with kernel the Poincaré bundle. The compo-
sition F̂Mtriv ◦ FMtriv is the same as pushing forward along ι, i.e.
F̂Mtriv ◦ FMtriv ' ι∗[n].
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Proof: Using the results from this section, we get the following chain of
isomorphisms.
(F̂Mtriv ◦ FMtriv)(F ) ' qc,∗ (p∗c (F )⊗ pr13,∗(pr∗12L⊗ pr∗23L))
' qc,∗ (p∗c (F )⊗ pr13,∗m∗13L))
' qc,∗ (p∗c (F )⊗m∗pr1,∗L)
' qc,∗ (p∗c (F )⊗m∗k(s)[n])
' qc,∗
(
p∗c (F )⊗ Γι,∗C∞Eˆ/B[n]
)
' qc,∗Γι,∗
(
Γ∗ι p∗c (F )⊗ C∞Eˆ/B[n]
)
' ι∗F [n]
The last use of the projection formula requires some justification. Con-
sider the underived setting. The formula reduces to the equivalence
(p∗cF )⊗ Γι∗C∞Eˆ/B = Γι∗Γ∗ι p∗cF = Γι∗F
Since Γι∗ is the inclusion of a closed subset this is clearly true. For the
derived statement, replace F by a K-flat resolution. There exists a K-flat
resolution that is preserved by the pullback F ∗ ([21, Tag 06YW]). Hence
the statement follows from the underived version.
Proposition 4.26. On trivial gerbes, going back and forth is invertible, i.e. the
composition
F̂M ◦ FM : D1(H)→ D1(H)
is an equivalence.
Proof: By Lemma 4.5, the diagram
D1(H) D1(H)
D(E)” D(E)
F̂M◦FM
s∗ '
F̂Mtriv◦FMtriv
'
s∗ '
commutes. By Lemma 2.24, the vertical maps are equivalences and so is
the lower horizontal, by the previous Theorem.
Corollary 4.27. Again, the situation is entirely symmetrical. Using the same
proofs as above and remark 4.13 yields that the composition
FM ◦ F̂M : D1(Ĥ)→ D1(Ĥ)
is an equivalence.
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Using the last two results, we get the following
Theorem 4.28. The Fourier-Mukai transformation with kernel L is an equiva-
lence. That is, the functors
FM : D1(H)→ D1(Ĥ)
and
F̂M : D1(Ĥ)→ D1(H)
are equivalences.
5 Local to Global, Or: The Equivalence
In this section, we derive a global statement from the local statements
gathered so far. The heavy lifting is done by the ∞-categorical machinery
presented in [17]. In particular, the derived categories appearing are ∞-
categories. That was not needed in the previous section, because locally
we only need an equivalence of ∞-categories, which can be checked in
the homotopy category, i.e. in the usual derived category.
5.1 Setup
Denote by D1(H) := D(Ch(Mod1(p∗S1E/B))) the derived category of the
Grothendieck abelian category Mod1(p∗S1E/B) of 1-twisted sheaves on H.
Let u : U → B be a cover such that EU := u∗E and HU := H|u∗E are
trivializable. Denote by E•U the Cˇech nerve whose n-th space is the n-fold
pull-back EU×E . . . ×E EU.
· · · HU×H HU×H HU HU×H HU HU H
· · · EU×E EU×E EU EU×E EU EU E
Pulling H along gives a simplicial stack H•U and denote by D1(H•U)
its derived 1-twisted cosimplicial ∞-category. For example, D1(H0U) =
D1(HU). The cosimplicial ∞-category D1(H•U) is an augmented cosimpli-
cial ∞-category. It is augmented with G : D1(H−1U ) = D1(H)→ D1(HU).
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5.2 Descent
In this section we only prove the following theorem.
Theorem. The derived category D1(H) fulfills descent with regard to trivializ-
ing covers, i.e. the map
D1(H) r
∗−→ lim
n
D1(HnU)
is an equivalence.
The proof is an application of a higher-categorical version of Descent
and the Beck-Chevalley Condition. See [17, Section 6.2] for all the details.
The primary tool in its most convenient form is
Theorem 5.1 (Corollary 6.2.4.3 [17]). Let C• : N(∆∗) → Cat∞ be an aug-
mented cosimplicial ∞-category and set C = C−1. Let G : C → C0 be the
evident functor. Assume that
• The ∞-category C−1 admits geometric realizations of G-split simplicial
objects, and those are preserved by G.
• For every morphism α : [m]→ [n] in ∆+, the diagram
Cm Cm+1
Cn Cn+1
d0
d0
is left adjointable.
Then the canonical map Θ : C → limn∈∆ Cn admits a fully faithful left adjoint.
If G is conservative, then Θ is an equivalence.
Remark 5.2. The conditions in the previous Theorem require a bit of ex-
planation.
In our application, G preserves all colimits, in particular geometric
realizations of G-split simplicial objects. The latter are just colimits of
certain simplicial objects in C.
Left adjointability of a commutative diagram
C C ′
D D′
V
G
V′
G′
48
of ∞-categories means that the functors G and G′ admit left adjoints F
and F′ respectively and the transformation
F′ ◦V′ → F′ ◦V′ ◦ G ◦ F ' F′ ◦ G′ ◦V ◦ F → V ◦ F
is an equivalence.
We are going to apply that theorem with C• = D1(H•U). The rest of
this section is checking the assumptions.
Lemma 5.3. Using the notation above, the diagram
D1(HmU) D1(Hm+1U )
D1(HnU) D1(Hn+1U )
d0,∗
α∗ (1+α)∗
d0,∗
is left-adjointable.
Proof: First note that by [17, Remark 6.2.3.14] left-adjointability of that
diagram is equivalent to right-adjointability of
D1(HmU) D1(HnU)
D1(Hm+1U ) D1(Hn+1U )
d0,∗
α∗
α∗
d0,∗
(1+α)∗
(1+α)∗
It is left to check that
d0,∗α∗ ' (1+ α)∗d0,∗,
but this is true by basechange and the next lemma, because the underly-
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ing square of spaces is cartesian:
Hn+1U HnU
Hm+1U HmU
HU H
EU E
It is clear that the lower and outer squares are pull-back squares, then so
is the upper. (For this, see that EU ← EUm+1 d
0−→ EUm is the projection and
the left vertical composition is just the projection). Also, the horizontal
maps are representable and everything is smooth.
Lemma 5.4. (1+ α)∗ has locally finite cohomological dimension.
Proof: 1+ α is a composition of face and degeneracy maps. The former are
induced by diagonal inclusions, the latter by projections. All these maps
are induced by pullback along topological submersions, for example, the
first degeneracy map is induced from the pullback
HU×
H
HU HU×
EU
EU×
E
EU HU×
EU
EU×
E
EU ×
EU×E EU
EU HU
EU×
E
EU EU ,
' '
while the first face map is induced from the pullback
HU×H HU HU
EU×E EU EU.
Hence, by Lemma 2.41, the respective push-forwards have locally finite
cohomological dimension. Note that compositions of functors of locally
finite cohomological dimensions are of locally finite cohomological di-
mension.
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Lemma 5.5. The category C−1 = D1(H) admits geometric realizations and
those are preserved by G : D1(H)→ D1(HU).
Proof: Note that the category of 1-twisted S1E/B-modules Mod1(S1E/B) on
H is Grothendieck abelian, hence by [17, Proposition 1.3.5.21] the derived
category D1(H) is presentable (cocomplete). Thus geometric realizations
exist and G preserves those because it is a left adjoint.
Lemma 5.6. The functor G : D1(H)→ D1(HU) is conservative.
Proof: Recall that a functor is called conservative if it reflects weak equiv-
alences. Note that u∗ is exact and conservative on the level of module-
sheaves. Assume that u∗F • u
∗ f−−→ u∗G• is an equivalence. That means
that H∗u∗F • Hu
∗ f−−−→ H∗u∗F • is an isomorphism of module-sheaves. The
following diagram commutes because u∗ is exact.
H∗u∗F • H∗u∗F •
u∗H∗F • u∗H∗G•
Hu∗ f
u∗H f
The lower map is an isomorphism of sheaves, u∗ reflects those, hence
F • f−→ G• is an equivalence.
5.3 Application
In this section we study the composition
F̂M ◦ FM : D1(H)→ D1(H).
The strategy is to use the descent results from the previous section and
realize the relative Fourier-Mukai transform as a map of cosimplicial ∞-
categories. To show that this map is an equivalence it is enough to show
that it is so at each level. Picking the simplicial resolution such that the
T-duality diagram trivializes allows us to use the results of Section 4.2 to
show that it is a levelwise equivalence.
Let u : U → B be a trivializing cover. Similarly to the simplicial stack
H•U, we can form the simplicial stack Ĥ•U and the simplicial bundles E•U,
Eˆ•U. Taking levelwise pullbacks, we get an induced diagrams, in which
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every square happens to be cartesian,
HnU×Un Ĥ
n
U
HnU×Un Eˆ
n
U E
n
U×Un Ĥ
n
U
HnU EnU×Un Eˆ
n
U ĤnU
EnU Eˆ
n
U
Un
qn2 qˆ
n
2
qn1 qˆ
n
1
for each n ∈N. The stack HnU×Un Ĥ
n
U has a canonical map
tn : HnU×Un Ĥ
n
U → H×B Ĥ
via which it receives an induced kernel Ln = tn∗L through pull-back.
Hence we get Fourier-Mukai transformations
FMn : D1(HnU)→ D1(ĤnU),
F̂M
n
: D1(ĤnU)→ D1(HnU)
using that kernel.
Lemma 5.7. The transforms FMn assemble to give a map of cosimplicial ∞-
categories. I.e., for any α : [n] → [m] the following diagram of ∞-categories
commutes.
D1(HmU) D1(ĤmU)
D1(HnU) D1(ĤnU)
FMm
α∗H α
∗
Ĥ
FMn
Proof: Note that the diagrams
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Hn Hm
H
αH
and
Ĥn Ĥm
Ĥ
αĤ
commute. Hence so does
Hn×
Un
Ĥn Hm×
Um
Ĥm
H×
B
Ĥ,
αH×αĤ
which implies that the induced kernels are compatible:
(αH × αĤ)∗Lm ' Ln.
The same argument shows that the squares involving an α in the fol-
lowing diagram are pull-back squares.
Un
EUn
HnU
HnU×Un EˆUn
HnU×Un Ĥ
n
U
EUn×
Un
ĤnU
ĤnU
EˆUn
qn1
qn2
qˆn2
qˆn1
Um
EUm
HmU
HmU ×Um EˆUm
HmU ×Um Ĥ
m
U
EUm ×
Um
ĤmU
ĤmU
EˆUm
qm1
qm2
qˆm2
qˆm1
un
αH
α′H
αĤ × αH
α′Ĥ
αĤ
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The statement then is the following chain of isomorphisms.
α∗ĤFM
m(F ) = α∗Ĥ ◦ qˆm1∗ ◦ qˆm2∗
(
(qm∗1 q
m∗
2 F )⊗Lm
)
' qˆn1∗ ◦ α′∗Ĥ ◦ qˆm2∗
(
(qm∗1 q
m∗
2 F )⊗Lm
)
' qˆn1∗ ◦ qˆn2∗ ◦ (αĤ × αH)∗
(
(qm∗1 q
m∗
2 F )⊗Lm
)
' qˆn1∗ ◦ qˆn2∗ ◦
(
(αĤ × αH)∗(qm∗1 qm∗2 F )⊗ (αĤ × αH)∗Lm
)
' qˆn1∗ ◦ qˆn2∗ ◦
(
(αĤ × αH)∗(qm∗1 qm∗2 F )⊗Ln
)
' qˆn1∗ ◦ qˆn2∗ ◦
(
(qn∗2 q
n∗
1 α
∗
HF )⊗Ln
)
= FMn(α∗HF )
Lemma 5.8. FM• is a map of augmented cosimplical ∞-categories. I.e. the
diagram
D1(H) D1(Ĥ)
D1(H0U) D1(Ĥ0U)
G
FM
G
FM0
of ∞-categories commutes.
Proof: The proof is very similar to the previous one. We include it for
completeness. Consider the diagram
U
EU
HU
HU×
U
EˆU
HU×
U
ĤU
EU×
U
ĤU
ĤU
EˆU
q1
q2
qˆ2
qˆ1
B
E
H
H×
B
Eˆ
H×
B
Ĥ
E×
B
Ĥ
Ĥ
Eˆ
p1
p2
pˆ2
pˆ1
u
r
s
t
sˆ
tˆ
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This follows by the following chain of isomorphisms.
rˆ∗FM(F ) = r∗p1∗ pˆ2∗ (p∗2 p∗1F ⊗L)
= qˆ1∗ sˆ∗ pˆ2∗ (p∗2 p∗1F ⊗L)
= qˆ1∗qˆ2∗t∗ (p∗2 p∗1F ⊗L)
= qˆ1∗qˆ2∗ (t∗p∗2 p∗1F ⊗ t∗L)
= qˆ1∗qˆ2∗ (q∗2q∗1r
∗F ⊗ t∗L)
= FMU(r∗F )
The second isomorphism is Proposition 2.43, because qˆ2 is a trivial Tn-
bundle. The third is base-change on the level of chain-complexes of 0-
twisted sheaves, because pˆ2∗ and sˆ∗ are exact in that category.
Summarizing the discussion, we get maps of augmented cosimplicial
∞-categories
FM• : D1(H•U)→ D1(Ĥ•U),
F̂M
•
: D1(Ĥ•U)→ D1(H•U)
and we are finally ready to prove our main results.
Theorem 5.9. The composition
F̂M ◦ FM : D1(H)→ D1(H)
is an equivalence.
Proof: In the previous section we have shown that the derived category
satisfies descent, i.e.
D1(H) ' limn D1(H
n
U).
Hence, to prove that the map F̂M ◦ FM : D1(H) → D1(H) is an equiva-
lence it is enough to show that
F̂M
•
U ◦ FM•U : D1(H•U)→ D1(H•U)
is a levelwise equivalence, i.e., for each n ∈N the composition
F̂M
n
U ◦ FMnU : D1(HnU)→ D1(HnU)
is an equivalence. It suffices to know that it is an isomorphism in the
homotopy category, so the results of Section 4.2 are applicable.
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On each level the gerbes and bundles in question are trivializable, and
we can use Lemma 4.3 to see that at each level, the Fourier-Mukai trans-
formations compose and we have a canonical kernel. Theorem 4.26 shows
that in this case, with the canonical kernel, the Fourier-Mukai transforma-
tion is an equivalence.
With the same reasoning and Corollary 4.27, we can show that the
composition
FM ◦ F̂M : D1(Ĥ)→ D1(Ĥ)
is an equivalence, hence we have the following theorem.
Theorem 5.10. The twisted Fourier-Mukai transformations
FM : D1(H)→ D1(Ĥ)
and
F̂M : D1(Ĥ)→ D1(H)
are equivalences.
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