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Abstract
In this paper we provide a necessary and sufficient condition for a collection of Jordan
blocks to correspond to the peripheral spectrum of a nonnegative matrix. We arrive at our
condition by linking the Tam–Schneider condition to the level sets (with respect to the spectral
radius) of a nonnegative matrix.
© 2002 Elsevier Science Inc. All rights reserved.
1. Introduction
Beginning with the Perron–Frobenius theorem, many conditions relating the com-
binatorial properties of a nonnegative matrix with the Jordan blocks and eigenvec-
tors associated with its spectral radius have been identified (see for example [1,10]).
Although some generalizations have been made with respect to other eigenvalues
and general matrices (see for example [6]), less can be said in the general case. The
peripheral spectrum is slightly better behaved than an arbitrary eigenvalue (see for
example [11,12]) and in this paper we provide a necessary and sufficient condition
on the Jordan form associated with the eigenvalues in the peripheral spectrum of a
nonnegative matrix.
In [14], Tam and Schneider investigate extensions of Perron–Frobenius theory
from a cone theoretic perspective. They provide a necessary and sufficient condition
on the peripheral spectrum of a matrix for which there is a proper cone that the matrix
leaves invariant and the core of the matrix with respect to this cone is simplicial. That
their condition is also necessary for a nonnegative matrix was pointed out by Tam in
his talk at the Oberwolfach meeting in November–December of 2000. He challenged
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the audience to come up with a matrix theoretic proof of this necessity. This problem
was also formally posed by Tam in his survey paper [13].
Richman and Schneider [8] introduced the idea of the level sets associated with a
nonnegative matrix, and several authors have further developed this idea. In partic-
ular, in [7], Hershkowitz and Schneider give necessary and sufficient conditions on
the relationship between the height characteristic and the level characteristic (with
respect to the spectral radius) of a nonnegative matrix.
In this paper we link the Tam–Schneider condition on the peripheral spectrum of
a nonnegative matrix A, to the peripheral spectrum of the submatrix of A associated
with the highest level set (when the levels are taken with respect to the spectral radius).
By extending the Tam–Schneider condition to all level sets, we provide further nec-
essary conditions on the Jordan form of the peripheral spectrum. Using the construc-
tion method for eventually nonnegative matrices in Zaslavsky and McDonald [16], we
show that our conditions are also sufficient.
2. Standard definitions and notation
We begin with some standard definitions.
Let A ∈ Cnn.
For any c ∈ C, we write c¯ to represent the complex conjugate of c. For a matrix
A, we write A¯ to represent the matrix formed from A by conjugating each entry.
We will write 〈n〉 for {1, . . . , n}.
We write
Zq =
{
1, e
2π i
q , e
4π i
q , . . . , e
2(q−1)π i
q
}
and refer to such a set as a complete set of roots of unity.
We let the multiset
σ(A) = {λ | λ is an eigenvalue of A}
where each eigenvalue is listed the number of times it occurs in the characteristic
polynomial, and refer to it as the spectrum of A. We call
ρ(A) = max
λ∈σ(A)
{|λ|}
the spectral radius of A. The multiset
π(A) = {λ ∈ σ(A)| |λ| = ρ(A)}
is referred to as the peripheral spectrum of A. We let multλ(A) denote the degree
of λ as a root of the characteristic polynomial, and indexλ(A) denote the degree of
λ as a root of the minimal polynomial. Let m = index0(A), and for each i ∈ 〈m〉,
set ηi(A) = nullity(Ai)− nullity(Ai−1). The sequence η(A) = (η1(A), η2(A), . . . ,
ηm(A)) is referred to as the height or Weyr characteristic of A.
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Let η = (η1, η2, . . . , ηt ) and ν = (ν1, ν2, . . . , νt ) be two sequences of nonnega-
tive integers (append zeros if necessary to the end of the shorter sequence so that
they are of the same length). We say that ν is majorized by η if ∑ji=1 νi ∑ji=1 ηi,
for all 1  j  t, and
∑t
i=1 νi =
∑t
i=1 ηi. We write ν 
 η.
We write Jj (λ) to represent the j × j matrix whose diagonal elements are λ,
whose first subdiagonal elements are 1, and all other elements are zero. We will refer
to such a matrix as a Jordan block (with eigenvalue λ).
We say a collection of Jordan blocks J is self-conjugate if, whenever Jj (λ) ∈ J
and λ is complex, then Jj (λ¯) ∈ J and the two blocks occur the same number of times.
We say that a collection of Jordan blocks J corresponds to the Jordan form of A
provided the Jordan form of A is the direct sum of the elements in J.
Let J be a collection of Jordan blocks and let J be the direct sum of the ele-
ments inJ. We define the spectral radius of J by ρ(J) = ρ(J ) and the peripheral
spectrum of J by π(J) = π(J ).
The vectors x(1), x(2), . . . , x(q) are referred to as a Jordan chain in the generalized
nullspace of A provided they are all nonzero, x(j+1) = Ax(j), for all 1  j  q − 1
and Ax(q) = 0. A basis for the generalized nullspace of A that is the union one or
more Jordan chains is called a Jordan basis.
A matrix A ∈ nn is called:
positive (A 0) if aij > 0, for all i, j ∈ 〈n〉;
semipositive (A > 0) if aij  0, for all i, j ∈ 〈n〉 and A /= 0; and
nonnegative (A  0) if aij  0, for all i, j ∈ 〈n〉.
Let  = (V ,E) be a (directed) graph, where V is a finite vertex set and E ⊆ V ×
V is an edge set. A path from j to l in is a sequence of vertices j = r1, r2, . . . , rt =
l, with (ri , ri+1) ∈ E, for i = 1, . . . , t − 1. A path for which the vertices are pairwise
distinct is called a simple path. The empty path will be considered to be a simple path
linking every vertex to itself.
We define the graph ofAbyG(A) = (V ,E), whereV = 〈n〉 andE = {(i, j)|aij /=
0}.
Let  = (V ,E) be a graph. If there is a path from a vertex j to a vertex l in ,
we say that j has access to l. If j has access to l and l has access to j , we say j and
l communicate. The communication relation is an equivalence relation, hence we
may partition V into equivalence classes, which we will refer to as the (irreducible)
classes of .
Let K,L ⊆ 〈n〉. We will write AKL to represent the submatrix of A whose rows
are indexed fromK and whose columns are indexed fromL. If κ = (K1,K2, . . . , Kk)
is an ordered partition of a subset of 〈n〉, we write
Aκ =


AK1K1 AK1K2 . . . AK1Kk
AK2K1 AK2K2 . . . AK2Kk
...
...
...
AKkK1 AKkK2 . . . AKkKk

 .
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We say Aκ is block lower triangular if AKiKj = 0 whenever i < j. We refer to
the blocks AKiKj as subdiagonal blocks whenever i > j. Given a matrix A, it is well
known that there is an ordered partition κ = (K1,K2, . . . , Kk) of 〈n〉 so that each
Ki corresponds to a class of G(A) and Aκ is block lower triangular. We say that Aκ
is the Frobenius normal form of A. A class Kj is said to be singular if AKjKj is
singular, and nonsingular otherwise.
We define the reduced graph of A byR(A) = (V ,E) where V = {K|K is a class
ofA}, andE = {(K,L)| there is edge from a vertex j ∈ K to a vertex l ∈ L inG(A)}.
The singular length of a simple path in R(A) is the sum of the indexes of zero
of each of the singular vertices it contains. The level of a vertex K is the maximum
singular length over all the simple paths in R(A) which terminate at K.
Let νi(A) be the number of singular vertices with level i inR(A) and let m be the
largest number for which νi(A) /= 0. Then ν(A) = (ν1(A), . . . , νm(A)) is referred
to as the level characteristic of A.
Let κ = (K1, . . . , Kk) correspond to the Frobenius normal form of a nonnegative
matrix A. Let ρ = ρ(A) and m = indexρ(A). Set
Mj = ∪{Kl | the level of Kl is m+ 1 − j in R(ρI − A)}, j ∈ 〈m+ 1〉.
Then µ = (M1,M2, . . . ,Mm,Mm+1) is referred to as the level partition of A with
respect to the eigenvalue ρ(A), and Mq is referred to as a level set. We note that our
subscripting matches that of [7], but is different from [8]. Our definition also differs
from that of [8] in that it includes the nonsingular classes.
In addition, we see that for any j ∈ 〈m〉, Mj can be further partitioned into two
(not necessarily nonempty) subsets. We set
L2j = ∪{Kl | the level of Kl is m+ 1 − j in R(ρI − A) and ρ(AKlKl ) = ρ}
and
L2j−1 = Mj \L2j .
Notice then that:
(i) ρ(AL2j−1L2j−1) < ρ.
(ii) AL2jL2j is the direct sum of blocks whose spectral radius is ρ.
(iii) AL2j−1L2j = 0.
We set L2m+1 = Mm+1 and refer to  = (L1, L2, . . . , L2m+1) as the split-level
partition of A with respect to the eigenvalue ρ(A). We will refer to Lq as a split-level
set. Notice that Aµ and A are block lower triangular.
3. The peripheral spectrum of an eventually nonnegative matrix
We begin this section with three lemmas that look at the peripheral spectra of the
submatrices of a nonnegative matrix A corresponding to the split-level sets of A with
respect to ρ(A).
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Lemma 3.1. Let A be a nonnegative matrix. Set m = indexρ(A)(A) and let (L1,
L2, . . . , L2m+1) be the split-level partition of A with respect to ρ(A). Then for any
λ ∈ π(A),
(i) λ ∈ σ(ALpLp), when p is odd.
(ii) indexλ(ALpLp)  1, when p is even.
Moreover
(iii) When p is even, π(ALpLp) is the union of complete sets of roots of unity multi-
plied by ρ(A).
Proof. From the definition of the split-level partition we know that ρ(ALpLp) <
ρ(A) whenever p is odd, hence (i) follows easily. We also know that when p is
even, ALpLp is the direct sum of irreducible blocks, each with spectral radius ρ(A),
hence (ii) and (iii) follow from the Perron–Frobenius theorem (see for example [1,
Theorem 2.20, p. 32]). 
Lemma 3.2. Let A be a nonnegative matrix. Set m = indexρ(A)(A) and let (L1,
L2, . . . , L2m+1) be the split-level partition of A with respect to ρ(A). Set
Pj =
2m+1⋃
q=2(m+1−j)
Lq
and let λ ∈ π(A). Then for j = 2, . . . , m, the Jordan form of λ for APjPj can be
produced from the Jordan form of λ for APj−1Pj−1 by increasing the size of a select
number of Jordan blocks by one, and adding copies of J1(λ).
Proof. Notice
APjPj =
[
ALL 0
APj−1L APj−1Pj−1
]
,
where L = L2(m−j+1) ∪ L2(m−j+1)+1. Apply a similarity transformation to APjPj
so that the diagonal blocks of this 2 × 2 block partitioning are in Jordan form.
If λ ∈ π(APjPj ), but λ ∈ π(APj−1Pj−1), then the only Jordan blocks associated
with λ in the Jordan form of APjPj come from ALL and so by Lemma 3.1 they are
1 × 1. If the only blocks associated with λ come from APj−1Pj−1 , then the Jordan
blocks associated with λ in the Jordan form of APjPj are the same as the Jordan
blocks associated with λ in the Jordan form of APj−1Pj−1 . Otherwise, by [5, Theorem
4.1.1] and Lemma 3.1, the Jordan form of λ for APjPj comes from a matrix of the
form
B =
[
λI 0
X Q
]
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where Q is the Jordan form of APj−1Pj−1 associated with λ. This is now a simple
case of the Carlson problem [2] (see [4] for a general solution). Since the proof of
the case we need is straightforward, we provide it here.
Let C = λI − B and S = λI −Q. Let
x =
[
y
z
]
be any vector partitioned conformably with B. Notice that
Cx =
[
0
Xy + Sz
]
,
and if Xy = 0, then
Cx =
[
0
Sz
]
.
Let the Jordan blocks of APjPj associated with λ be ri × ri, for 1  i  v, and
let the Jordan blocks of APj−1Pj−1 associated with λ be si × si, for 1  i  t. We
assume that both sequences are in nonincreasing order. If v > t, set si = 0 for t <
i  v. We will establish our result by showing that si  ri  si + 1, for 1  i  v.
Consider a Jordan basis with Jordan chains z(i,1), z(i,2), . . . , z(i,si ), with 1  i 
t, for the generalized nullspace of S. Then
t⋃
i=1
{[
0
z(i,1)
]
,
[
0
z(i,2)
]
, . . . ,
[
0
z(i,si )
]}
,
is a linearly independent collection of Jordan chains in the generalized nullspace of
C. Although it need not be the case that this set can be extended to a Jordan basis
for the generalized nullspace of C, it does follow (see for example [3, Theorem 6.6,
Theorem 6.7]) that a Jordan basis for C must contain at least as many Jordan chains
and the chains must be at least as long, hence t  v and there is a permutation α of
〈t〉 such that si  rα(i), for all 1  i  t.
Choose a Jordan basis with Jordan chains x(i,1), x(i,2), . . . , x(i,ri ), 1  i  v, for
the generalized nullspace of C. Write
x(i,j) =
[
y(i,j)
z(i,j)
]
partitioned conformably with the block partitioning above. Then whenever ri > 1,
notice that y(i,2) = y(i,3) = · · · = y(i,ri ) = 0, and hence z(i,2), z(i,3), . . . , z(i,ri ) is a
Jordan chain in the generalized nullspace of S, and the union of these vectors forms
a linearly independent set. Thus there is a collection of linearly independent Jordan
chains in the generalized nullspace of S whose lengths are at least one less than
the lengths of the corresponding Jordan chains in a Jordan basis for the generalized
nullspace of C. It now follows (see for example [3, Theorem 6.6, Theorem 6.7]), that
there is a permutation γ of 〈v〉 such that ri  sγ (i) + 1.
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Let j ∈ 〈t〉. If α(j)  j, then sj  rα(j)  rj . If α(j) < j, then since α is a
permutation, there exists l < j such that α(l)  j. But then sj  sl  rα(l)  rj ,
so the first half of our claimed inequality holds. Similarly, let j ∈ 〈v〉. If γ (j)  j,
then rj  sγ (j) + 1  sj + 1. If γ (j) < j, then since γ is also a permutation, there
exists l < j such that γ (l) > j.But then rj  rl  sγ (l) + 1  sj + 1. If j > t, then
1  rj  sj + 1 = 0 + 1 = 1. Since we have shown that sj  rj  sj + 1, for all
j ∈ 〈v〉, our result follows. 
Lemma 3.3. Let A be a nonnegative matrix. Set m = indexρ(A)(A) and let (L1,
L2, . . . , L2m+1) be the split-level partition of A with respect to ρ(A). Let λ ∈ π(A)
and 1  j  m. Then
indexλ(APjPj )  j,
where
Pj =
2m+1⋃
q=2(m+1−j)
Lq.
Moreover, indexρ(A)(APjPj ) = j.
Proof. By Lemma 3.1 the Jordan form of AP1P1 associated with λ is empty or it
consists only of copies of J1(λ). The first part of the result now follows from Lemma
3.2. That equality holds when λ = ρ(A) follows from [9, Theorem 3.1]. 
We can now view the Perron–Schaefer and the Tam–Schneider conditions on the
peripheral spectrum of a nonnegative matrix from the perspective of the level parti-
tion of A with respect to ρ(A).
A matrix A ∈ nn is said to satisfy the Perron–Schaefer conditions provided that
ρ(A) is an eigenvalue ofA, and for anyλ ∈ π(A),we have indexλ(A)  indexρ(A)(A).
For a nonnegative matrix, we see that indexλ(AMiMi )  1 = indexρ(A)(AMiMi ).
Starting with the principal submatrix associated with the 1st level and working to-
wards the principal submatrix associated with the 1st through mth levels, we see
that indexλ increases by at most one as each new level is added, while indexρ(A)
increases by exactly one. Thus we see from the perspective of the levels of a nonneg-
ative matrix that indexλ(A)  indexρ(A)(A). The signficance of the Perron–Schaefer
conditions extends beyond nonnegative matrices. It was shown by Vandergraft [15]
that a real matrix has an invariant proper cone if and only if the Perron–Schaefer
conditions are satisfied.
We will say that a self-conjugate collection of Jordan blocks J satisfies the Per-
ron–Schaefer conditions provided that ρ(J) is an eigenvalue of some block in J,
and for any λ ∈ π(J), we have that Jj (λ) ∈ J implies j  m, where m is the size
of the largest Jordan block in J associated with ρ(J).
In [14, Theorem 7.12], Tam and Schneider consider the following multisets
associated with the peripheral spectrum of a matrix A ∈ nn that satisfies the
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Perron–Schaefer conditions. Let m = indexρ(A)(A) and let J be the collection of
Jordan blocks corresponding to the Jordan form of A. Define multisets S and T by
S = {λ ∈ π(A) | Jm(λ) ∈ J},
T = {λ ∈ π(A) | Jp(λ) ∈ J, with p < m},
where each element occurs as many times as there are blocks of the appropriate size
associated with λ in the Jordan form. Then [14, Theorem 7.12] can be summarized
as follows:
Let A ∈ nn be a matrix that satisfies the Perron–Schaefer conditions and such
that ρ(A) > 0. Then there exists a proper cone K in n such that AK ⊆ K and
CoreK(A) = ∩∞i=1AiK is a simplicial cone if and only if there is a multiset U ⊆ T
such that U ∪ S is the union of complete sets of roots of unity multiplied by ρ(A).
It is interesting to note that the Tam–Schneider condition was identified in the ma-
jor work [14], where they were studying generalizations of Perron–Frobenius theory
from a cone theoretic viewpoint. In their paper they also establish [14, Corollary 3.3]
that if A  0, then Coren+(A) is simplicial. Thus the Tam–Schneider condition is
necessary for the peripheral spectrum of a nonnegative matrix.
Let J be a self-conjugate collection of Jordan blocks that satisfies the Perron–
Schaefer condition. As above we can define multisets S and T by
S = {λ ∈ π(J) | Jm(λ) ∈ J},
T = {λ ∈ π(J) | Jp(λ) ∈ J, with p < m},
where each element occurs as many times as there are blocks of the appropriate size
associated with λ in the Jordan form. We will say thatJ satisfies the Tam–Schneider
condition if in addition there exists a multiset U ⊆ T such that U ∪ S is the union of
complete sets of roots of unity multiplied by ρ(A).
As can be seen in Example 3.7, the Tam–Schneider (and Perron–Schaefer) condi-
tions are not sufficient for a collection of Jordan blocks associated with eigenvalues
of the same modulus to correspond to the Jordan form of the peripheral spectrum of
a nonnegative matrix, even when the peripheral spectrum corresponds to the union
of complete sets of roots of unity. However, by extending these conditions to all
level sets (with respect to the spectral radius), we provide necessary and sufficient
conditions on the peripheral spectrum of a nonnegative matrix. For ease of notation,
we state our definition assuming that the spectral radius is 1. The definition can be
extended to a collection of Jordan blocks with spectral radius ρ > 0 in the obvious
manner.
Definition 3.4. Let J be a self-conjugate collection of Jordan blocks all of whose
eigenvalues have modulus 1. Let m be the size of the largest Jordan block in J.
We say J satisfies the extended Tam–Schneider condition provided that there is a
sequence of subsets J1, . . . ,Jm of J such that
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(i) Jm(1) ∈ J and Jm = J.
(ii) J1 is a collection of 1 × 1 Jordan blocks which can be partitioned into complete
sets of roots of unity.
(iii) For any 2  j  m, if we enumerate the blocks in Jj as J (1), J (2), . . . , J (r)
and create the sets
Sj = {(t, λ) | λ is an eigenvalue of J (t) ∈ Jj , where J (t) is j × j},
and
Tj = {(t, λ) | λ is an eigenvalue of J (t) ∈ Jj , where J (t) is p × p with p < j},
then there is a set Uj ⊆ Tj so that
(a) Jj−1 can be formed from Jj by removing the first row and column from
each Jordan block in Jj labelled with an element appearing as a first co-
ordinate in Sj ∪ Uj and leaving all other Jordan blocks the same. Note that
if we remove the first row and column of a 1 × 1 block, then we simply
remove the block itself.
(b) The second coordinates of Sj ∪ Uj can be partitioned into complete sets of
roots of unity.
We see in the proof of the next theorem that the second coordinates of the multi-
sets Uj ∪ Sj correspond to π(AL2qL2q ) = π(AMqMq ), where q = m+ 1 − j. Again
for ease of notation, we assume without loss of generality that ρ(A) = 1.
Theorem 3.5. LetJ be a collection of Jordan blocks whose eigenvalues have mod-
ulus 1. Then the following are equivalent:
(i) J corresponds to the Jordan form of the peripheral spectrum of a nonnegative
matrix.
(ii) The set J satisfies the extended Tam–Schneider condition.
Proof. (i)⇒ (ii). Let A be a nonnegative matrix for which the Jordan form of
the peripheral spectrum corresponds to the mutltiset J. Let m = index1(A) and
let (L1, . . . , L2m+1) be the split-level partition of A with respect to ρ(A) = 1. For
j = 1, . . . , m, set
Pj =
2m+1⋃
p=2(m+1−j)
Lp,
Jj = collection of Jordan blocks corresponding to the eigenvalues from π(A) in
the Jordan form of APjPj .
Label the Jordan blocks in Jj as J (1), J (2), . . . , J (r). As in Definition 3.4, set
Sj =
{
(t, λ) | λ is an eigenvalue of J (t) ∈ Jj , where J (t) is j × j
}
,
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and
Tj = {(t, λ) | λ is an eigenvalue of J (t) ∈ Jj , where J (t) is p × p with p < j}.
We claim that these sets satisfy the properties of the extended Tam–Schneider
condition.
Clearly Jm = J, and by Lemma 3.1, J1 is a collection of 1 × 1 Jordan blocks
that can be partitioned into the union of complete sets of roots of unity.
Choose any j with 2  j  m. By Lemma 3.3, Jj (1) ∈ Jj and the largest Jordan
blocks in Jj are j × j. The multisets Sj and Tj are defined exactly as in Definition
3.4. We now use Lemma 3.2 and 3.3 to establish that Uj can be chosen as desired.
Let
Vj = {(t, λ) | λ is an eigenvalue of J (t) ∈ Jj which is p × p,
where the associated block in Jj−1 is p − 1 × p − 1}.
Here we take p − 1 = 0 to mean that J (t) is a 1 × 1 Jordan block inJj for which
there is no corresponding block inJj−1. By Lemma 3.2, the Jordan blocks not listed
in Vj remain unchanged betweenJj andJj−1, and thusJj−1 can formed fromJj
by removing the first row and column from each Jordan block in Jj labelled with
an element appearing as a first coordinate in Vj and leaving all other Jordan blocks
the same. By Lemma 3.3 we know that there are no j × j (or larger) Jordan blocks
in the Jordan form of APj−1Pj−1 , hence Sj ⊆ Vj . Set Uj = Vj \Sj . Then Uj ⊆ Tj
since, by Lemma 3.3, all the Jordan blocks in Jj are j × j or smaller. But now we
see that the second coordinates of Vj = Sj ∪ Uj correspond to π(AL2qL2q ), which
by Lemma 3.1, can be partitioned into complete sets of roots of unity.
(ii)⇒ (i). Let J be a collection of Jordan blocks that satisfy the extended Tam–
Schneider condition. Then this collection satisfies the conditions in [16, Theorem
4.7], and hence there is a nonnegative matrix whose Jordan form corresponds to J.
Using the ideas from the proof of [16, Theorem 4.7] we construct a nonnegative
matrix whose Jordan form corresponds to J.
For any positive integer q, let αq = e
2π i
q . Then the qth roots of unity are Zq =
{α0q, α1q, . . . , αq−1q }, the powers of αq. Let Z(q) be the diagonal matrix whose j th
diagonal element is αj−1q .
In order to guarantee that our construction leads to a real matrix at the appropri-
ate point in our proof, we need to deal with complex conjugate pairs appropriately.
We take advantage of the fact that, if we have all the eigenvalues from a complete
set of roots of unity whose imaginary part is nonnegative, then we can complete
the set simply by putting in the complex conjugates of any numbers with postive
imaginary parts. We adopt the same notational conventions as in Definition 3.4. Let
J (1), J (2), . . . , J (tm) be the Jordan blocks inJm = J. SinceJ is self-conjugate, we
can define a one-to-one onto function φm from the set {l | the eigenvalue of J (l) has
positive imaginary part} to the set {l | the eigenvalue of J (l) has negative imaginary
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part} so that if φm(l) = k, then J (l) and J (k) are the same size, and their correspond-
ing eigenvalues are complex conjugates of each other. Enumerate the elements in
Sm ∪ Um as (s1, λ1), (s2, λ2), . . . , (sr , λr) so that the second coordinates are parti-
tioned sequentially into complete sets of roots of unity, ordered as in our list for Zq .
Let (sd , λd), (sd+1, λd+1), . . . , (sl, λl) correspond to a complete set of roots of unity
in this partition. For d  t  l, set
pt =
{
st if λt has nonnegative imaginary part,
φ(sh) if λt has negative imaginary part and λ¯h = λt , with d  h  l.
Notice that J (st ) and J (pt ) have the same eigenvalue λt . Set
Vm = {(p1, λ1), (p2, λ2), . . . , (pr , λr)}.
Then the second corrordinates of Vm are also sequentially parititoned into
complete sets of roots of unity by our enumeration. Let Jˆm = Jm, and form the
set Jˆm−1 by removing the first row and column from each Jordan block J (l) ∈
Jˆm such that (l, λl) ∈ Vm. Notice that Jˆm−1 and Jm−1 have the same number of
blocks of the sames sizes, with eigenvalue λ, whenever the imaginary part of λ is
nonnegative. Moreover Jˆm−1 is a self-conjugate collection.
Working from j = m− 1 to 1 we create the sets Vj and Jˆj−1 in a similar manner
to what we have done above. Let J (1), J (2), . . . , J (tj ) be the Jordan blocks in Jj
and Jˆ (1), Jˆ (2), . . . , Jˆ (rj ) the Jordan blocks in Jˆj . Define a one-to-one onto function
φj from the set {l | the eigenvalue of J (l) has positive imaginary part} to the set
{l | the eigenvalue of Jˆ (l) has negative imaginary part} so that φj (l) = k, where J (l)
was created from the block J (q) ∈ Jj+1 by removing the first row and column, or
keeping it the same, and Jˆ (k) was created from J (φj+1(q)) ∈ Jˆj+1 by doing the same
thing. Note that (q, λq) ∈ Sj+1 ∪ Uj+1 if and only if (q, λq) ∈ Vj+1 if and only if
(φj+1(q), λ¯q) ∈ Vj+1. When j = 1, set S1 = {(t, λ) | λ is an eigenvalue of J (t) ∈
J1} and Uj = ∅. Enumerate the elements in Sj ∪ Uj as (s1, λ1), (s2, λ2), . . . , (sr ,
λr) so that the second coordinates are partitioned sequentially into complete sets of
roots of unity, ordered as in our list for Zq . Let (sd , λd), (sd+1, λd+1), . . . , (sl, λl)
correspond to a complete set of roots of unity in this partition. For d  t  l, set
pt =
{
st if λt has nonnegative imaginary part,
φj (sh) if λt has negative imaginary part and λ¯h = λt , with d  h  l.
Notice that J (st ) and J (pt ) have the same eigenvalue λt . Set
Vj = {(p1, λ1), (p2, λ2), . . . , (pr , λr)}.
The the second coordinates of Vj are also sequentially parititoned into complete
sets of roots of unity by our enumeration. Form the set Jˆj−1 by removing the first
row and column from each Jordan block J (l) ∈ Jˆj such that (l, λl) ∈ Vj . Notice
that Jˆj−1 and Jj−1 have the same number of blocks of the sames sizes, with ei-
genvalue λ, whenever the imaginary part of λ is nonnegative. Moreover Jˆj−1 is a
self-conjugate collection. When j = 1, we have that Jˆ0 = ∅.
228 J.J. McDonald / Linear Algebra and its Applications 363 (2003) 217–235
We now work with the sets Jˆj and Vj . Begin again withJm and Vm enumerated
as above. Let
A(1) =
tm⊕
i=1
J (i).
Form the permutation matrix Q(1) by starting with the n× n identity matrix and
interchanging rows so that the first r rows are the rows from the identity matrix that
correspond to the positions of the first rows of J (p1), J (p2), . . . , J (pr ) in A(1). Set
A(2) = Q(1)A(1)(Q(1))−1.
Block partition the matrix into two blocks, the division coming after the rth row
and column. Then
A(2) =
[
A
(2)
11 0
A
(2)
21 A
(2)
22
]
,
where A(2)11 is the direct sum of matrices of the form Z
(q), for appropriate choices of
q. The matrix A(2)22 corresponds to the direct sum of the Jordan blocks in Jˆm−1.
Now consider the Jordan blocks in Jˆm−1. Exactly as we did above, we can choose
a permutation matrix Qˆ(2) so that Qˆ(2)A22(2)(Qˆ(2))−1 can be block partitioned into
a 2 × 2 block matrix so that the top left block is the direct sum of matrices of the
form Z(q), for appropriate choices of q, and its diagonal elements correspond to
the second coordinates of Sm−1 ∪ Um−1. The bottom right block corresponds to the
direct sum of the elements in Jˆm−2.
Let I be the r × r identity matrix. Let Q(2) = I⊕ Qˆ(2). Set A(3) = Q(2)A(2) ×
(Q(2))−1. Then A(3) can be block partitioned into a 3 × 3 block lower triangular
matrix so that A(3)11 = A(2)11 , the matrix A(2)22 is the direct sum of matrices of the form
Z(q), for appropriate choices of q, and the matrix A(3)33 corresponds to Jˆm−2.
It is clear that we can continue in this fashion until we reach a matrix A(m) that
can be partitioned into an m×m block lower triangular matrix with the following
properties:
• For 1  j  m, the diagonal block Ajj is the direct sum of matrices of the form
Z(q), for appropriate choices of q, and its diagonal elements correspond to the
second coordinates of the elements in Sm−j+1 ∪ Um−j+1.
• The Jordan form of A(m) corresponds to J.
Set B(1) = A(m). Let νj = the number of 1’s on the diagonal of B(1)m−j+1,m−j+1.
Let ν = (ν1, ν2, . . . , νm). Let νˆ be the reordering of ν into nonincreasing order. Let
η = η(I − B(1)). Then νˆ 
 η since Bm−j+1,m−j+1 cannot contain two or more 1’s
from the same Jordan block. Since Jm(1) ∈ Jm, at most one row and column is
removed from each Jordan block as we move from Jj+1 to Jj , and the blocks in
Jj are at most j × j , clearly Jj (1) ∈ Jj . Thus for j = 1, . . . , m, since Jj (1) ∈ Jj
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and 1 has zero imaginary part, Jj (1) ∈ Jˆj , and thus ν and η have the same number
of positive elements and hence are of the same length. By [7, Theorem 4.1, (i)⇔(v)]
there is a strictly lower triangular matrix C such that ν(C) = ν and η(C) = η. Since
C is strictly lower triangular, each diagonal element corresponds to a class of C.
Block partition C into an m×m block matrix so that the diagonal elements in the
m− j + 1st block have level j in R(C). Then there are the same number of zeros on
the diagonal of Cm−j+1,m−j+1 as there are 1’s on the diagonal of B(1)m−j+1,m−j+1.
Since the level of the diagonal elements in the m− j + 1st block is j , there must
be a nonzero element in every column of Cm−j+2,m−j+1, otherwise there would
be a zero on the diagonal of Cm−j+1,m−j+1 whose level was less than j. Let e be
the all ones vector of the appropriate size in each instance. Set fm = e and for j =
1, . . . , m− 1, set f Tj = eTCm,m−1Cm−1,m−2 · · ·Cj+1,j and Wj = βj (I + βj ef Tj ).
Let W =⊕mj=1 Wj . Then for β sufficiently large, the first subdiagonal blocks of
WCW−1 are positive. In fact, for any = > 0, we can choose β sufficiently large so
that the entries in the first subdiagonal blocks of WCW−1 are all larger than =.
Let Q = {l | bll = 1} and T = 〈n〉\Q. Replace the submatrix B(1)QQ of B(1) with
the matrix WCW−1 + I to form a new matrix B(2). Since B(1) is just a permutation
similarity of a matrix in Jordan form, we see that B(1)QT = 0 and B(1)TQ = 0. Since
B
(1)
QQ and WCW−1 + I have the same Jordan form, we see that B(2) has the same
Jordan form as B(1). Moreover, the diagonal blocks B(2)jj = B(1)jj and any entries in
B
(2)
j+1,j , for which the diagonal entries in the same row and column are both 1, are
positive numbers of size at least =.
Consider now a set of qth roots of unity Zq . Recall αq = e
2π i
q and Z(q) is the
diagonal matrix whose diagonal elements correspond to Zq . Let X(q) be the matrix
defined by x(q)ij = α(i−1)(j−1)q . Notice that the matrix
C(q) = X(q)Z(q)(X(q))−1 =


0 1 0 . . . . . . 0
0 0 1 0 . . . 0
...
.
.
.
.
.
.
.
.
.
.
.
.
...
0 . . . . . . 0 1 0
0 . . . 0 1
1 0 . . . 0


,
is a nonnegative matrix with Zq as its eigenvalues.
By our construction, B(2)jj =
⊕dj
i=1 Z(qi) for appropriate choices of dj and qi.
Set H(2)jj =
⊕dj
i=1 X(qi) and H
(2)
ij to be a zero matrix of the appropriate size when-
ever i /= j. Let B(3) = H(2)B(2)(H (2))−1. Then B(3)jj =
⊕dj
i=1 C(qi) and so is non-
negative. When i > j, B(3)ij = 0. When i < j, B(3)ij = H(2)ii B(2)ij (H (2))−1jj . From our
construction, there is a nonzero entry in B(2)ij only when the diagonal entries in the
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corresponding row and column of B(2) are equal, thus B(3)ij can be viewed as a sum of
products of right eigenvectors of B(3)ii with left eigenvectors of of B
(3)
jj (correspond-
ing to the same eigenvalue within each product). Now our care at the beginning of
the proof in lining up the Jordan blocks of conjugate pairs of eigenvalues ensures
that when the product of two complex eigenvectors occurs in a sum, then the product
of two complex conjugate eigenvectors also occurs in the sum, and both products
have coefficients 1. Thus B(3) is a real matrix. We now look at B(3)j+1,j more closely.
Each set of roots of unity in B(2)jj contains a 1, as does each set of roots of unity in
B
(2)
j+1,j+1 and the element in B
(2)
j+1,j that is in the same column as the 1 in B
(2)
jj and
in the same row as the 1 in B(2)j+1,j+1 is at least =. The corresponding left and right
eigenvectors are both all ones vectors. Thus B(3)j+1,j  =E + Y where E is the all
ones matrix of the appropriate size, and Y is real. For = sufficiently large, we see that
each B(3)j+1,j  0.
We now want to apply transformation similarities to B(3) to create a matrix all of
whose subdiagonal blocks are positive. Consider the leading principal submatrix
B
(3)
1:3 =


B
(3)
11 0 0
B
(3)
21 B
(3)
22 0
B
(3)
31 B
(3)
32 B
(3)
33

 .
Notice that eT = [1, 1, . . . , 1] is a left eigenvector for 1 of B(3)22 , the vector f =
[1, 1, . . . , 1]T is a right eigenvector for 1 of B(3)33 , the matrices B(3)21  0, B(3)32  0,
and B(3)31 is real. Let δ be a positive parameter. Then
I 0 00 I 0
0 δf eT I




B
(3)
11 0 0
B
(3)
21 B
(3)
22 0
B
(3)
31 B
(3)
32 B
(3)
33



I 0 00 I 0
0 δf eT I


−1
=


B
(3)
11 0 0
B
(3)
21 B
(3)
22 0
B
(3)
31 + δf eTB(3)21 B(3)32 + δ(f eTB(3)22 − B(3)33 f eT) B(3)33


=


B
(3)
11 0 0
B
(3)
21 B
(3)
22 0
B
(3)
31 + δf eTB(3)21 B(3)32 B(3)33

 .
For δ sufficiently large, B(3)31 + δf eTB(3)21  0. Thus we can apply an appropriate
similarity transformation to B(3) to create a matrix B(4) so that
J.J. McDonald / Linear Algebra and its Applications 363 (2003) 217–235 231
B
(4)
ij =


B
(3)
ij whenever i /= 3 and j /= 2.
B
(3)
32  0 when i = 3 and j = 2.
B
(3)
31 + δf eTB(3)21  0 when i = 3 and j = 1.
B
(3)
i2 − δf eTB(3)i3 when i > 3 and j = 2.
Assume that B(j), j  4, has be created so that B(j)kl  0 whenever l = k − 1,
or l < k and k  j − 1.Letp = j − 2 andB(j)1:p,1:p be the principal submatrix ofB(j)
formed by taking the first j − 2 block rows and block columns. Notice that eT = [1,
1, . . . , 1] is a left eigenvector for 1 of B(j)j−1,j−1, and the vector f = [1, 1, . . . , 1]T is
a right eigenvector for 1 of B(j)jj . Then

I 0 00 I 0
0 δf eT I




B
(j)
1:p,1:p 0 0
B
(j)
j−1,1:p B
(j)
j−1,j−1 0
B
(j)
j,1:p B
(j)
j,j−1 B
(j)
j,j



I 0 00 I 0
0 δf eT I


−1
=


B
(j)
1:p,1:p 0 0
B
(j)
j−1,1:p B
(j)
j−1,j−1 0
B
(j)
j,1:p + δf eTB(j)j−1,1:p B(j)j,j−1 B(j)jj

 .
Again for δ sufficiently large, B(j)j,1:p + δf eTB(j)j−1,1:p  0. Thus we can apply an
appropriate similarity transformation to B(j) to create a matrix B(j+1) so that
B
(j+1)
kl =


B
(j)
kl whenever k /= j and l /= j − 1.
B
(j)
j,j−1  0 when k = j and l = j − 1.
B
(j)
j,1:p + δf eTB(j)j−1,1:p  0 when k = j and l = 1 : p.
B
(j)
k,j−1 − δf eTB(j)k,j when k > j and l = j − 1.
The matrix B(m+1) is a nonnegative matrix whose Jordan form corresponds
to J. 
We now illustrate our theorem with some examples.
Example 3.6. ConsiderJ = {J2(1), J2(−1), J2(−1), J1(1), J1(1)},with the Jordan
blocks enumerated in the order they are written. Then m = 2,
S2 = {(1, 1), (2,−1), (3,−1)}
and
T2 = {(4, 1), (5, 1)}
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TakingU2 = {(4, 1)} (or equivalently {(5, 1)}), we see that the second coordinates
of S2 ∪ U2 can be partitioned as Z2 ∪ Z2, and
J1 = {J1(1), J1(−1), J1(−1), J1(1)}.
The eigenvalues in this set can also be partitioned as Z2 ∪ Z2. Thus the extended
Tam–Schneider condition is satisfied for this choice of Uj ’s. Working through our
construction we generate the matrices:

1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 −1 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 −1


⇒


1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0
4 0 4 0 1 0 0 0
0 1 0 0 0 −1 0 0
3 0 3 0 0 0 1 0
0 0 0 1 0 0 0 −1


⇒


0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
2.5 1.5 2 2 0 1 0 0
1.5 2.5 2 2 1 0 0 0
1.5 1.5 2 1 0 0 0 1
1.5 1.5 1 2 0 0 1 0


.
which is a nonnegative matrix with the desired Jordan form.
Example 3.7. Next we look at the collection of Jordan blocks with spectrum Z6 ∪
Z10 ∪ Z15. Consider
J =
{
J2(1), J2
(
e
2π i
2
)
, J2
(
e
2π i
3
)
, J2
(
e
4π i
3
)
, J2
(
e
2π i
5
)
, J2
(
e
8π i
5
)
, J1(1),
J1
(
e
2π i
6
)
, J1
(
e
10π i
6
)
, J1
(
e
2π i
10
)
, J1
(
e
6π i
10
)
, J1
(
e
8π i
10
)
,
J1
(
e
12π i
10
)
, J1
(
e
14π i
10
)
, J1
(
e
18π i
10
)
, J1
(
e
2π i
15
)
, J1
(
e
4π i
15
)
,
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J1
(
e
8π i
15
)
, J1
(
e
12π i
15
)
, J1
(
e
14π i
15
)
, J1
(
e
16π i
15
)
, J1
(
e
18π i
15
)
,
J1
(
e
22π i
15
)
, J1
(
e
26π i
15
)
, J1
(
e
28π i
15
)}
.
Then m = 2, the second coordinates of S2 turn out to be{
1, e
2π i
2 , e
2π i
3 , e
4π i
3 , e
2π i
5 , e
8π i
5
}
and the second coordinates of T2 turn out to be{
1, e
2π i
6 , e
10π i
6 , e
2π i
10 , e
6π i
10 , e
8π i
10 , e
12π i
10 , e
14π i
10 , e
18π i
10 , e
2π i
15 , e
4π i
15 , e
8π i
15 , e
12π i
15 ,
e
14π i
15 , e
16π i
15 , e
18π i
15 , e
22π i
15 , e
26π i
15 , e
28π i
15
}
.
Choosing U2 so that its second coordinates are{
1, e
2π i
6 , e
10π i
6 , e
8π i
10 , e
12π i
10
}
,
we can partition the second coordinates of U2 ∪ S2 into Z6 ∪ Z5. Hence this Jor-
dan collection satisfies the Perron–Schaefer and Tam–Schneider conditions. Notice,
however that eigenvalues for the 1 × 1 blocks of J1 are{
1, e
2π i
2 , e
2π i
3 , e
4π i
3 , e
2π i
5 , e
8π i
5 , e
2π i
10 , e
6π i
10 , e
14π i
10 , e
18π i
10 ,
e
2π i
15 , e
4π i
15 , e
8π i
15 , e
12π i
15 , e
14π i
15 , e
16π i
15 , e
18π i
15 , e
22π i
15 , e
26π i
15 , e
28π i
15
}
which cannot be decomposed into the union of complete sets of roots of unity. In
fact, the eigenvalues associated with J can only be decomposed into complete sets
of unity as Z6 ∪ Z10 ∪ Z15. Thus either the second coordinates of S1 or the second
coordinates of S2 ∪ U2 must consist of just one of Z6,Z10 or Z15, but this is im-
possible since {e 2π i2 , e 2π i3 , e 2π i5 } is a subset of both the second coordinates of S1 and
S2, but is not a subset of any one of the three complete sets of roots of unity in the
partition. Thus this collection of Jordan blocks cannot correspond to the peripheral
spectrum of a nonnegative matrix.
Example 3.8. Consider
J =
{
J2(1), J2
(
e
2π i
2
)
, J2
(
e
2π i
3
)
, J2
(
e
4π i
3
)
, J1(1), J1
(
e
2π i
6
)
, J1
(
e
10π i
6
)}
,
again enumerated in the order they are written. Then
S2 =
{
(1, 1),
(
2, e
2π i
2
)
,
(
3, e
2π i
3
)
,
(
4, e
4π i
3
)}
and
T2 =
{
(5, 1),
(
6, e
2π i
6
)
,
(
7, e
10π i
6
)}
.
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Taking
U2 =
{(
6, e
2π i
6
)
,
(
7, e
10π i
6
)}
,
we can partition the second coordinates of S2 ∪ U2 into Z6, Then
J1 =
{
J1(1), J1
(
e
2π i
2
)
, J1
(
e
2π i
3
)
, J1
(
e
4π i
3
)
, J1(1)
}
,
and its eigenvalues can be partitioned as Z2 ∪ Z3, and thus the extended Tam–
Schneider condition is satisfied.
We would like to point out that we could also have chosen U2 = {(5, 1)} leaving
the second coordinates ofU2 ∪ S2 to be partitioned as Z2 ∪ Z3 and the eigenvalues of
J1 to be Z6, which also satisfies the conditions in our theorem. However, if we take
U2 = T2, then the eigenvalues of J1 would no longer equal the union of complete
sets of roots of unity, and thus would not satisfy the conditions in our theorem.
Returning to our original choice of U2, we get
J1 =
{
J1(1), J1
(
e
2π i
2
)
, J1
(
e
2π i
3
)
, J1
(
e
4π i
3
)
, J1(1)
}
and its eigenvalues can be partitioned as Z2 ∪ Z3. Take
B = diag(Z6)⊕ diag(Z3)⊕ diag(Z2).
Set b7,1 = b8,3 = b9,5 = b10,1 = b11,4 = 1. The remaining entries in the block
subdiagonals of B should be left as zeros. Then the Jordan form of B corresponds to
J. Let α = e 2π i6 and β = e 2π i3 . Let S be the transformation defined by
sjk =


α(j−1)(k−1) if 1  j  6, 1  k  6
β(j−7)(k−7) if 7  j  9, 7  k  9
(−1)(j−10)(k−10) if 10  j  11, 10  k  11
0 otherwise
Then
SBS−1 =


0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0
1
2 0 0
1
2 0 0 0 1 0 0 0
0 12 0 0
1
2 0 0 0 1 0 0
0 0 12 0 0
1
2 1 0 0 0 0
1
3 0
1
3 0
1
3 0 0 0 0 0 1
0 13 0
1
3 0
1
3 0 0 0 1 0


is a nonnegative matrix whose Jordan form corresponds to J.
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