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The main idea of this thesis is to apply unsupervised machine learning, particularly
Generative Modeling to a database of patients with Acute Myeloid Leukemia. This
approach allows discovering correlations among patients that doctors knew existed but did
not know exactly how they worked. By selecting the right variables to study (the most im-
portant ones, which give the most information), the patients can be separated into several
groups or clusters, containing those with similar characteristics. This is very interesting in
medical data science (as well as in many other fields) because it enables to extract better,
deeper and more interesting conclusions from the data. Generative Modeling is also a
good approach when the amount of data is not enormous, the case of the database used
for this thesis. The data is studied from an agnostic point of view, following a pure statisti-
cal analysis that is later double checked with experts on the field. A non-observed variable
(latent variable) is assumed to explain the relations among the patients, and divide them
into the mentioned clusters; using a proposed Gaussian-Bernoulli mixture model, that
latent variable is inferred as a set of probabilities for each patient to belong in one of
the defined clusters. The model is implemented in open-source programming language
Python.
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La idea principal de este proyecto es aplicar aprendizaje máquina no supervisado,
particularmente modelos generativos, a una base de datos de pacientes con leucemia
mieloide aguda. Este análisis permite descubrir relaciones entre pacientes que los médicos
conocían pero no sabían exáctamente cómo funcionaban. Seleccionando las variables
correctas a analizar (aquellas que nos dan más información, las más significativas), los
pacientes pueden ser separados en varios grupos, denominados clusters, cada uno con-
teniendo pacientes con características similares. Esto es especialmente interesante en la
ciencia de datos médicos ya que permite obtener conclusiones muy importantes acerca de
los datos empleados para esa separación. Los modelos generativos son también un buen
método cuando la cantidad de datos disponible no es enorme, el caso de este trabajo. Los
datos son estudiados desde un punto de vista agnóstico, siguiendo un análisis púramente
estadístico que es comprobado con médicos expertos en el campo. Se asume que una
variable no observable (denominada variable latente) explica las correlaciones entre los
pacientes y los divide en los mencionados clusters; utilizando un modelo propuesto para
una mezcla de Gausianas y Bernoullies, esa variable latente es inferida como un conjunto
de probabilidades de que cada paciente pertenezca a una de las agrupaciones predefinidas.
El modelo está implementado en el lenguaje de programación open source Python.
Palabras clave: Aprendizaje no supervisado, modelos generativos, mezcla de Gausianas,
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In this first chapter, the motivation of the project, its goals and the personal learning
outcomes will be described. Also, a brief description of the disease studied in the thesis
will be presented. The project structure is also explained.
1.1. Motivation of the project
The main motivation for this project is to collaborate in the never-ending fight against
cancer. This project was done in the framework of an ongoing collaboration with the
Hematology Department of Madrid’s Hospital Gregorio Marañón. The idea of the agree-
ment is to put together a multidisciplinary team, doctors and engineers, seeking to get
the best results by using the technical analysis done from the university side and the
knowledge of the field from the doctors’ side. The Hospital provided a quality database
from 140 patients with Acute Myeloid Leukemia (AML), having different fields like age,
gender, diagnosis date, leukocytes, platelets, blasts percentage and many others, like ge-
netic mutations associated to the disease.
1.2. Goals
The goals of the project are the following:
- Finding several subsets of patients with similar qualities that lead to deeper understanding
of how a particular genetic mutation or level of a particular enzyme affects the general sur-
vival of a patient, in order to find the best possible treatment.
- Analyzing how well the patients react to a particular treatment depending on their
characteristics.
- Providing a framework, a generic Generative model implementation for Gaussian and
binary data (studied as Bernoulli data), for its future use in other situations. This model
is not yet implemented in any standard open-source library for Python and is available in
my personal GitHub: github.com/franciscocobo/GaussianBernoulliMixtureModel.
1.3. Learning outcomes
During the development of this thesis, I have become aware of some of the most im-
portant challenges that data scientists face when dealing with real databases, in order to
develop machine learning techniques. I have learned how important is the data curation
when dealing with a database of real data, obtained and collected by humans. I have also
understood that the outputs from an analysis might not be the ones expected, without that
necessarily meaning to have obtained an incorrect result. It is also essential to have quality
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data and to test the solutions proposed with structure-known data, generated by the tester.
Particularly, I have become familiar with clustering algorithms, Generative models and
the Expectation Maximization (EM) algorithm. I have learned concepts like scatter sepa-
rability and Bayesian Information Criterion (BIC), useful in order to define the generative
model for gaussian data. I have been part of a multidisciplinary research team, working
with a shared-goal. Lastly, I have become familiar with the regulation regarding medical
data uses for investigations, as well as the steps needed for an university project to be
carried out successfully.
I got interested in data science during the third year of my bachelor degree, taking a
couple of online courses. I was later proposed by my thesis supervisor the project and
I thought that it was a very interesting and challenging topic, which would lead me to a
first approach into the machine learning world. During my bachelor degree I have learned
how to extract and understand complex information from books and technical documents,
as well as coming up with solutions to different problems. I needed to put those skills to
work during the development of the project.
1.4. Acute Myeloid Leukemia
Cancer begins when the cells in some part of the organism begin to grow out of control,
sometimes spreading to other areas of the body [1]. There are many types of cancer.
Leukemias are cancers that affect white blood cells. Acute means that it progresses rapidly
and aggressively, and requires immediate treatment [2]. Acute Myeloid Leukemia (AML)
refers not only to a single disease but rather to a group of leukemias that develop in the
myeloid cell line in the bone marrow. Myeloid cells are red blood cells, platelets and
white blood cells except for lymphocytes. AML occurs at any age but it is more common
in adults over the age of 60, and also occurs more frequently in males than females. The
most important factor when detecting and predicting AML is the genetic make-up of the
leukaemic cells [3].
1.5. Project structure
The thesis begins with an explanation of what Generative Modeling is and why it is a good
approach for the project, in Chapter 2. After that, in Chapter 3, the mixture models for
Gaussian and binary data are developed step by step. Using those results, the model for
this problem is proposed, a Gaussian-Bernoulli Mixture model (GBMM), Chapter 4. The
mathematical derivation is explained and the model is implemented in Python. Next, toy
examples with ground truth are provided for both the Gaussian Mixture model (GMM)
and the Bernoulli Mixture model (BMM) in order to test that the implementation was
correct, Chapter 5. Also, a toy example with ground truth is provided for the GBMM
implementation. Several metrics are introduced in order to get interesting insights from
the results. After having checked that the models work well, all three models are executed
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with the real data (the patients database) in Chapter 6. There is also an analysis of the
effect of the Transplant of Hemopoietic Progenitors (TPH), as it was requested by the
Hospital, in Chapter 7. The results are presented and commented and also double checked
with the doctors in Chapter 8. The regulatory framework of the project will be discussed
in Chapter 9 and the socio-economic impact in Chapter 10. Finally, the conclusions of the
project are developed in Chapter 11.
3
2. GENERATIVE MODELING
In this chapter, the state of the art in machine learning will be described. The specific
type of machine learning approach followed in the project and the reason for it to be
chosen will also be presented.
2.1. State of the art
It is very difficult to speak of state of the art in Machine Learning, as the growth is its
technology so fast and quick. The hot topic nowadays is Deep Learning.
"Deep Learning is a machine learning technique that teaches computers to do what
comes naturally to humans: learn by example" [4]. Deep Learning techniques can achieve
extremely high levels of accuracy, many times, exceeding human-level performance.
These models are trained by using a gigantic set of labeled data and neural networks
architectures that usually have many layers [4]. In the case of the database used for this
thesis, the amount of data is quite small (about 140 samples) and the data is not labeled.
This is the reason why the machine learning approach chosen for the project was a tech-
nique that seeks for statistical relations among the data, Generative Modeling.
2.2. Unsupervised machine learning
As the database used for the project contains data that is not labeled, and cannot be labeled
until studied, the adopted approach was unsupervised learning. In particular, clustering
techniques will be used to split the patients with AML in non-overlapping clusters (groups
of data points with similar features). The simplest and most common clustering technique
is called k-means, consisting on finding an assignment of data points to different clusters,
as well as the centers of those clusters (vectors), such that the distances of each data point
to its cluster center is a minimum [5]. This algorithm limits too much the kind of data that
can be used with (for example, it does not have an appropriate solution with categorical
data) and it is also non-robust to outliers.
2.3. Finite mixture modeling
"Mixture modelling is a popular approach for density estimation in both supervised and
unsupervised pattern classification" [6]. These models are flexible enough for achieving a
good trade-off between the model complexity (that is usually controlled by modifying the
number of components of the mixture) and the amount of data available [7]. While the
number of components varies, the parametric form for each of them remains the same.
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Assuming that the data can be divided into non-overlapping sub-populations (not very
realistic in many cases), the variable that identifies the groups is hidden. This can happen
for many reasons, maybe it is difficult to collect (such as honest reporting of drug abuse),
or perhaps it is inherently unobservable (such as high propensity to save money). This
is the case where Finite Mixture models come in handy to model the probability of
belonging to one of the groups. They are also useful in drawing inferences about how
each group behaves and what are their main characteristics [8]. In the following chap-
ters particular versions of mixture models will be introduced to tackle the study of the
database used for the thesis.
2.4. Generative Modeling
There are two main approaches in machine learning [9]:
- Generative approach: the idea is to model the class-conditionals probability density
functions (PDFs) and the prior probabilities. The model is called generative because the
output of the algorithm explains how the data samples were generated according to the
particular PDF and thus can be used to sample new data points. Examples of this approach
are mixture of Gaussians, Bayesian networks...
- Discriminative approach: the posterior probabilities are directly estimated. There is no
attempt to model the underlying probability distribution and thus new data points cannot
be generated. It is more focused on the computational resources used, on the performance.
Examples of the approach are Support Vector Machines (SVMs) or traditional neural net-
works.
As in this thesis the main purpose is to find interesting insights from the data, and
being able to explain the characteristics of the patients grouped into each sub-population
and the reason why each patient is in each subset; as well as being able to group a new
patient into one of the predefined groups, Generative Modeling was the chosen approach.
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3. MIXTURE MODELS AND EXPECTATION MAXIMIZATION
In this chapter, the theory behind general mixture models will be explained. The
Expectation Maximization algorithm will be introduced as well as the specific derivations
for Gaussian and Bernoulli mixture models.
3.1. Introduction
"Mixture models provide a framework for building complex probability distributions"
[5]. A complex distribution p(x) of an observed variable x is expressed in an easier and
more tractable way by using a joint distribution over observed and latent (non-observed)
variables: p(x, z). Then, it is obtained the distribution of x alone by marginalizing that
joint distribution: p(x) = Σz p(x, z). In this way, latent variables allow complex distri-
butions to be built from simpler components that can be analyzed easier. Also, mixture
models allow treating data using unsupervised learning, "inferring a function to describe
hidden structure from unlabeled data" [10]. This approach that is needed to be followed
in this work. The purpose of the thesis will be to find clusters for the data set that are
somehow medically interesting. It is understood that clustering consists on grouping ob-
jects into subsets such that objects withing each group share more common features with
each other than with the objects outside of the group [11].
3.2. Expectation Maximization
Expectation Maximization (EM) is a general technique that aims to find ML (maximum
likelihood) solutions (the parameters for that purpose) in the context of probabilistic
models using latent variables. The main rough idea is to maximize the probability of
observing what was observed. However, this process may lead to several problems and
the complexity of finding the ML solution might be very high. This is why the process is
divided into two steps, the E (Expectation) and the M (Maximization). Fitting the parame-
ters of the mixture models is particularly challenging (it is needed to deal with non-convex
problems), and so the EM algorithm provides a simple iterative solution that will always
converge to a local minimum.
3.2.1. General EM
Given the joint distribution p(X,Z|θ), governed by the parameters θ (and being Z un-
observed), the goal is to maximize the likelihood function p(X|θ) with respect to the
parameters. As mentioned before, the computation of p(X|θ) is usually very complex,
as well as the θ parameters that maximize it. EM provides an iterative solution for this
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purpose [5]:
1) Choose an initial setting for the parameters θold (which can and should be initialized
wisely so that the number of iterations is minimized).
2) E step: Evaluate p(Z|X, θold). This function is the state of knowledge of the values
of the latent variables. It is considered {X,Z} as the complete data set and {X} as the
incomplete data set, the one that can be observed.
3) M step: Evaluate θnew, considered by:
θnew = argmaxθQ(θ, θold) (3.1)
where
Q(θ, θold) = ΣZ p(Z|X, θold)lnp(X,Z|θ). (3.2)
This is the expectation of the complete data log likelihood, evaluated for a general parameter
θ. It works as the function to maximize in order to find the new parameters.
4) Check for convergence of either the log likelihood or the parameter values. EM al-
gorithm will always give a higher likelihood solution. If the convergence criterion is not
satisfied, then let:
θold ← θnew (3.3)
and return to step 2. This derivation is very useful in order to understand the process of
EM and also to come back to it every time it is particularized it to a mixture.
3.2.2. Proof of EM
It will be proven the property that states that the EM algorithm always gives a solution in
each iteration that has higher likelihood. In order to to this, it will be needed to make use
of the Jensen’s Inequality [12]:
If X is a random variable and φ is a convex function. Then φ(E[X]) ≤ E[φ(X)].
Fig. 3.1. Jensen’s inequality [13]
Taking into consideration the latent variable Z, the log likelihood can be written as:
ln{p(X|θ)} = ln{ΣZ p(X,Z|θ)} (3.4)
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That can be also maximized, taking into consideration the EM steps previously defined.
Now the Jensen’s Inequality [12] will be used to transform the log likelihood 3.4 function.
The function is re-written by mutipliying and dividing by q(Z), that represents an arbitrary























= ΣZq(Z)ln{p(X,Z|θ)} − ΣZq(Z)ln{q(Z)}
(3.5)
Therefore, if we let q(Z) = p(Z|X, θold), then:
ln{p(X|θnew)} ≥ ΣZq(Z)ln{p(X,Z|θnew)} − ΣZq(Z)ln{q(Z)}
= Q(θ, θnew) − ΣZq(Z)ln{q(Z)}
≥ Q(θ, θold) − ΣZq(Z)ln{q(Z)}
= ln{p(X|θold)}
(3.6)
Which proves that the EM algorithm will converge to a ML solution of the problem, as it
always outputs a higher log likelihood function.
Databases have heterogeneous attributes and that forces the creation of models dealing
with different PDFs, like Gaussian and Bernoulli.
3.3. Gaussian mixture model
3.3.1. Introduction
This section aims to explain in an easy and clear way the application of the EM algorithm,
to the GMM (Gaussian mixture model). Information from [5] and [12], developing longer
derivations of the equations in order to clarify the results.
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Fig. 3.2. Gaussian mixture example plot







(X − µ)TΣ−1(X − µ)} (3.7)
The GMM distribution is a linear superposition of Gaussians:
p(X) = ΣKk=1πkN(X|µk,Σk) (3.8)
Subject to (as it has to fulfill the properties of PDFs):
ΣKk=1πk = 1 (3.9)
Fig. 3.3. Gaussian mixture example graph, [5]
So, for the GMM the following parameters are introduced:
K, the number of Guassian components
π1...πk, the mixture weights of the components
µ1...µk, the mean of each component
Σ1...Σk, the covariance matrix of each component
Using them, the mixture is completely defined and thus samples can be generated (s1, s2...sn)
from the distribution.
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3.3.2. What is the reason to use GMM?
It provides a "richer class of density models that the single gaussian" [5]. Data can
be better described using several gaussians rather than a single one, as it is seen in the
example below.
(a) Single Gaussian (b) Gaussian mixture of 2 components
Fig. 3.4. Why GMM?
3.3.3. How to apply EM algorithm to GMM
As it was mentioned before, in order to simplify the computations, the notion of latent
variables is introduced. Latent variables are understood as "variables that are not directly
observed but are rather inferred (through a mathematical model) from other variables that
are observed (directly measured)" [5].
The goal of the EM algorithm is to find ML solutions of the observed data, based on some
set of parameters θ:
maxθ{p(X|θ)} (3.10)
for models having latent variables:
ln{p(X|θ)} = ln{ΣZ p(X,Z|θ)} (3.11)
As, being the ln an only-increasing function, it can maximized both the function and
the ln of it. This, again, will simplify the calculus. Note that this be could be applied to
continuous latent variables just by replacing the sum over Z with an integral [5].
Introduction of the latent variable in GMM
Given the GMM, it is introduced a K-dimensional binary random variable Z, which only
takes value 1 at the element zk while all the other elements of the array are equal to 0:
Z = (0, 0, ..., 1, 0, ..., 0)
There are therefore K possible states for Z. It is defined:
p(zk = 1) = πk (3.12)
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Which can be understood as a mixing coefficient for the kth component of the mixture. It
will be later seen that this coefficient will tell the average responsibility that each compo-
nent takes for explaining the data points.
As each element is considered independent of each other, the likelihood of the latent






It is important to take a moment to understand this formula as it will be of great impor-
tance in the following calculations. The product is written in a very particular way, that
will ease future math computations as the exponent will be transformed in a product by
taking the ln. The exponent weights the terms of the product with either an unit value
(when zk = 0) or the actual value of the likelihood.
Coming back to the GMM, the conditional likelihood of the observed data X given a
particular zk can be defined as a Gaussian:
p(X|zk = 1) = N(X|µk,Σk) (3.14)





And now, it can easily computed (using the Law o f total probability) the marginal distri-
bution of the observed data X using p(Z) (3.13) and p(X|Z) (3.15):







zk = ΣKk=1πkN(X|µk,Σk) (3.16)
Again, take intro consideration that substituting the sum with an integral, the result for
continuous latent variables is obtained.
Fig. 3.5. Graphical model Z, [5]
Now we can compute p(Z|X), using p(X,Z) = p(X|Z)p(Z) (Bayes). p(Z|X) is the pos-
terior probability of the latent variable Z, needed for the development of the EM algorithm
(section: 3.2.1). p(Z|X) is also usually referred as the responsibility (notion mentioned
before):
γ(zk) = p(zk = 1|X) = p(X|zk = 1)p(zk = 1)p(X) =
N(X|µk,Σk)πk
ΣKj=1π jN(X|µ j,Σ j)
(3.17)
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γ(zn,k) being the responsibility of the component kth for explaining the data point xn. This
will be the prediction of Z, the set of probabilities for each of the data points to belong to
the pre-defined clusters.
γ(zn,k) = p(zk = 1|xn) = N(xn|µk,Σk)πk
ΣKj=1π jN(xn|µ j,Σ j)
(3.18)
Finding the ML solution
The whole purpose is to find the ML solution of the problem. That means that the likeli-
hood of the observed data, p(X), should be maximized. This will be done with respect to
some parameters that, in the particular case of the GMM are, as mentioned before:
The mean of each Gaussian component: µk.
The covariance matrix of each Gaussian component: Σk.
The mixing coefficients: πk = p(zk = 1).
Having a data set of observations {x1, ..., xN} and wanting to model it using a Gaussian
mixture model, the data could be represented by a NxD matrix, being N the number of
data vectors and D the dimension of the vector; being the columns of different types of
data it contains (the different features). Taking into consideration the parameters that the
model depends on, the likelihood function can be written as:
p(X|π, µ,Σ) = ΣKk=1 p(X,Z|πk, µk,Σk) = ΣKk=1πkN(X|µk,Σk) (3.19)
And thus the log likelihood, that can also be maximized. Taking all the data vectors (N):
ln{p(X|π, µ,Σ)} = ΣNn=1ln{ΣKk=1 p(X,Z|πk, µk,Σk)}
= ΣNn=1ln{ΣKk=1πkN(xn|µk,Σk)}
(3.20)
We find the ML solution taking the derivatives of lnp(X|θ) (equation 3.20) to zero with




ΣKj=1π jN(xn|µ j,Σ j)
Σk(xn − µk)
It is easily seen that the first term of the multiplication inside ΣNn=1 equals the posterior
probability of the latent variable, or responsibility γ(zn,k) (equation 3.18).
Thus:
0 = −ΣNn=1γ(zn,k)Σk(xn − µk)
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Assuming the covariance matrix Σk to be non-singular (invertible), both sides can multi-




In the implementation of the algorithm it will be needed to see how the non-singular
matrices problem is approached. Defining:
Nk = ΣNn=1γ(zn,k) (3.21)
as the effective number of points assigned to cluster k [5], which makes sense by the





This definition of the mean for the kth Gaussian component makes a lot of sense as it
is computing the weighted mean of all of the points in the data set X, in which the
weightening factor is given by the posterior probability γ(zn,k), that tells how each com-
ponent k was responsible for generating the data point xn [5].
Secondly, Σk. Setting the derivative of equation 3.19 to zero with respect to Σk, and
making use of the result of the ML solution for a single gaussian (equation 3.7), which














n=1(xn − µML)(xn − µML)T




γ(zn,k)(xn − µk)(xn − µk)T (3.23)
And lastly, the mixing coefficient πk. However, it is important to take the constraint
3.9: ΣKk=1πk = 1 into consideration. This is done by using the Lagrange multiplier [12].
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Lagrange multiplier
It is needed to maximize f (x, y) subject g(x, y) = c.
Let Λ(x, y, λ) = f (x, y) + λ(g(x, y) − c).
Then if (x0, y0) is a maximum of the original f , there exists (x0, y0, λ0) that is a stationary
point for the Λ function.
Fig. 3.6. Lagrange multiplier, [12]
"The contour lines of f and g touch when the tangent vectors of the contour lines are
parallel. Since the gradient of a function is perpendicular to the contour lines, this is the
same as saying that the gradients of f and g are parallel" [13].
So ∇x,y f = −λ∇x,yg.
Combining with the constraint, ∇x,y,λΛ = 0
Applying this to the problem, the following function needs to be maximized:
lnp(X|π, µ,Σ) + λ(ΣKk=1πk − 1) (3.24)
Maximizing it with respect to πk:
0 = ΣNn=1
πkN(xn|µk,Σk)
ΣKj=1π jN(xn|µ j,Σ j)
+ λ
Where again the responsibilities appear:
0 = ΣNn=1γ(zn,k) + λ
Taking into consideration the definition for the effective number of points assigned to
cluster k (equation 3.21), [5]:
0 = Nk + λ
Mutiplying both sides by πk:
0 = πkNk + πkλ











Which, again, makes a lot of sense because the mixing coefficient for the kth component
is given by the average responsibility which that component takes for explaining the dis-
tribution of the data points.
At this point it is needed to emphasize that the solutions for µk, Σk and πk found in
equations 3.22, 3.23, and 3.25, are not close-form solutions for the parameters of the mix-
ture model because the responsibilities γ(zn,k) depend on the parameters through equation
3.18, [5]. However, they are valid in this case in order to define a simple iterative solution
for the EM algorithm.
3.3.4. Iterative solution for EM in GMM
The above process can be summarized in these steps, similar to the ones in section: 3.2.1.
1) Initialize the means µk (3.22), covariances Σk (3.23), and mixing coefficients πk (3.25).
This is sometimes done using k-means. Also evaluate the value of the log likelihood
(equation 3.20).
2) E step Evaluate the posterior probabilites, the responsibilities, γ(zn,k), (equation 3.18)
using the current parameter values.
3) M step Re-estimate the parameteres using the current responsibilites. Using the for-












Being Nk defined in equation 3.21.
4) Evaluate the log likelihood (3.20) to check for convergence, if not, return to step 2.
3.3.5. Python implementation
Implemenation using open source libraries like Numpy [14], Scipy [15], Pandas [16].
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Fig. 3.7. Example of 20 iterations of EM algorithm in a GMM [5]
3.4. Mixture of Bernoulli distributions
3.4.1. Introduction
In the previous section it was developed the EM algorithm for continuous variables (those
particularly being Gaussians). Now, it is proposed to apply EM to mixture of discrete
variables, particularly discrete binary variables: Bernoulli mixture models (BMM). Deriva-
tions from [5] and [17].
Bernoulli distribution
The Bernoulli distribution is the probability distribution of a random variable that takes
the value 1 with probability α and the value 0 with probability q = 1 − α. The most clear
and simple example is tossing a coin [18]. This would be the case for a single Bernoulli:
p(X|α) = αX(1 − α)1−X (3.26)
where X = 0, 1 (head/tails).
Mixture of two Bernoullis
If instead of tossing one coin, it is done with two, the mixture distribution would be:
p(X|α, π) = π1αX1 (1 − α1)1−X + π2αX2 (1 − α2)1−X (3.27)
with parameters α = [α1, α2] choosing coins with probabilities π = [π1, π2].
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BMM
Considering now the general Bernoulli mixture model. Let D be a set of independent
binary variables, that will be considered as xi, i, ...,D. Each of them follows a Bernoulli




αxii (1 − αi)(1−xi) (3.28)
where x = (x1, ..., xD)T and α = (α1, ..., αD)T . Following the example given before, this
would be a set of D coins. The mean and covariance of this distribution are:
E[X] = α (3.29)
cov[X] = diag{α(1 − α)} (3.30)





where α = [α1, ..., αk] and π = [π1, ..., πk] (mixing coefficient), subject to
∑




αxik,i(1 − αk,i)(1−xi) (3.32)
Again, this distribution could remind to K bags of D coins, where each bag k is chosen









πk{Σk + αkαTk } − E[X]E[X]T (3.34)
where Σk = diag{αk(1 − αk)} Now, the matrix covariance cov[X] is no longer diagonal
and so the mixture will capture the correlation among the variables. Having in mind the










being X = [x1, ..., xN], the observed data set. The first Σn in the formula is due to the
logarithm and the second Σk is due to the mixture.
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3.4.2. How to apply EM to BMM
In order to apply the EM algorithm to the model that has just being defined, it will again be
introduced the notion of latent variables. It is defined an unobserved variable Z associated
with each instance of X. Z is again defined as a binary K-dimensional variable having a
single component equal to 1 and all other components equal to 0 (indicating the cluster
that xn belongs to). Z = [z1, ..., zK]T : Z = [0, 0, 1, ..., 0]T . Obviously: ΣKk=1πk = 1. As






than defines the prior distribution for the latent variables. In the same way, defining
p(x|zk = 1) = p(x|αk), then it can be defined:




the conditional distribution of X.












and in the same way, by defining X = [x1, ..., xN], the observed variables distribution (the
available data) can be defined as:



















k,i (1 − αk,i)(1−xn,i)
⎞⎟⎟⎟⎟⎟⎠zn,k
(3.39)
using the definition in 3.32. And now it can be defined the joint probability as p(X,Z|α, π) =










k,i (1 − αk,i)(1−xn,i)
⎞⎟⎟⎟⎟⎟⎠zn,k (3.40)








⎛⎜⎜⎜⎜⎜⎝lnπk + ln D∑
i=1
xn,ilnαk,i + (1 − xk,i)ln(1 − αk,i)
⎞⎟⎟⎟⎟⎟⎠ (3.41)
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For defining the E step it is needed p(Z|X, θ). This will be done, again, using Bayes:
p(x, z) = p(x|z)p(z). It will be defined, as it was done in the GMM case, the posterior
probability or responsibility that each component takes for explaining the data.
γ(zn,k) = p(zn,k = 1|x) = E[zn,k]
=















j,i (1 − α j,i)(1−xn,i)
(3.42)
that will be the function that is evaluated in the E step of the EM algorithm.
In the M step the parameters are updated (in this case αk and πk) in order to maximize







⎛⎜⎜⎜⎜⎜⎝lnπk + ln D∑
i=1
xn,ilnαk,i + (1 − xk,i)ln(1 − αk,i)
⎞⎟⎟⎟⎟⎟⎠ (3.43)












































as the weighted mean of the data, with weighting coefficients given by the responsibilities






γ(zn,k)xn = xk (3.47)
Secondly, maximizing 3.43 with respect to the mixing coefficients πk. Again, it will be
needed to proceed using the Lagrange multiplier, getting following function to maximize:
Q(θ, θold) + λ(ΣKk=1πk − 1) (3.48)
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Again, this definition makes a lot of sense as the mixing coefficient for component k is
given by the number of points in the data set explained by that component.
3.4.3. Iterative solution for EM in BMM
The above process can be summarized in these steps, similar to the ones in section: 3.2.1.
1) Initialize the parameters αk, πk.
2) E step: evaluate γ(zn,k) (3.42) using the current parameter values.
3) M step: update the parameneters:





where xk = 1NkΣ
N
n=1γ(zn,k)xn and Nk = Σ
N
n=1γ(zn,k).
4) Evaluate the log likelihood (3.41) to check for convergence, if not, return to step 2.
3.4.4. Python Implementation
Implemenation using open source libraries like Numpy [14], Scipy [15], Pandas [16].
3.5. Summarizing of the idea of the mixture model
The main idea for the development of this section is that, in a given data set, there exist a
hidden variable that explains the correations among the different data points (having these
a set of features that identify them). This correlation consists on clusters of those data
points, grouping the ones that have similar features. Mixture models induce that hidden
variable that cannot be observed by giving a function that has been defined as γ(zn,k), that
tells the probability of each data point to belong to a particular cluster.
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4. MODEL PROPOSED FOR THIS PROJECT:
GAUSSIAN-BERNOULLI MIXTURE
In this chapter, the particular mixture model proposed for dealing with the database
used in the thesis will be described.
4.1. Introduction
As in the data set used in this thesis there existed both real and binary data, as well as
categorical data that was treated as binary, it was needed a model that could combine both
types of data in order to get the most information possible out of the data set. This is the
reason why the following model is proposed, an EM implementation of a combination of
Bernoullis and Gaussians. Features for each data point containing real and binary data are
separated but are not analysed independently.
4.2. Derivation
In the GBMM (Gaussian Bernoulli mixture model) is needed to define a vector of parameters
θ that includes both the parameters of the GMM and the BMM, as well as the mixing co-
efficients π that now works for both distributions. It is defined θ = [θgauss, θber, π], π =
[π1, ..., πK] (being K the number of clusters), θgauss = [µ1,1, ...., µK,G,Σ1, ....,ΣG] (being G
the number of Gaussian features), θber = [α1,1, ..., αK,B] (being B the number of Bernoulli
features). Also, it is denoted X as the Gaussian observations and Y as the Bernoulli obser-
vations, so that f (X) is the density function of Gaussian data, f (Y) is the density function
of Bernoulli data and O = [X,Y].
GBMM is a joint mixture model that assumes that for each component, data of the two
distributions are independent.
- For Gaussian features, each component i is assumed to be a distribution in the GMM:





(X − µi)TΣ−1i (X − µi)} (4.1)




αYi (1 − αi)(1−Y) (4.2)
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4.2.1. How to apply EM to GBMM
Firstly it is needed to find the distribution function that includes all the observed data
points given the latent variable that explains the correlations among them, Z. Since it is
assumed that the data coming from the two different distributions are independent:
f (O|Z, θ) = f (X|Z, θgauss) f (Y |Z, θber) f (Z|θ) (4.3)
Then, the complete loglikelihood function can be written as:
ln f (O|Z, θ) = ln[ f (X|Z, θgauss) f (Y |Z, θber) f (Z|θ)] (4.4)
In the E step of the EM algorithm, the expectation of 4.4 is computed:
Q(θ, θold)
= EZ(ln f (O|Z, θ)













































ln f (yi,k|zi, θber)





Ezi ln f (xi|zi, θgauss) +
K∑
i=1
Ezi ln f (yi|zi, θber) +
K∑
i=1






















γ(zn,k)ln(πk f (xn|θgauss,k) f (yn|θber,k))
(4.5)
Where, following the same reasoning done for GMM and BMM:
γ(zn,k) = p(zn,k = 1|O) = E[zn,k]
=
πk f (xn|θgauss) f (yn|θber)
ΣKj=1π j f (x j|θgauss) f (y j|θber)
(4.6)
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And so, the complete log likelihood takes a much simpler form to implement in code:





γ(zn,k)ln( f (on|θk)) (4.7)
where
f (on|θk) = πk f (xn|θgauss,k) f (yn|θber,k) (4.8)
being N = B+G the total number of data points, K the number of clusters and on each
of the data samples of the complete data set O.
4.2.2. Iterative solution for EM in GBMM
The above process can be summarized in these steps, similar to the ones defined for GMM
and BMM, and the general one defined in section: 3.2.1.
1) Initialize the parameters θ: µk, Σk, αk, πk.
2) E step: evaluate γ(zn,k) (4.6) using the current parameter values.
















ΣNn=1γ(zn,k)yn and Nk = Σ
N
n=1γ(zn,k).
4) Evaluate the log likelihood (4.7) to check for convergence, if not, return to step 2.
4.3. Python Implementation
Implemenation using open source libraries like Numpy [14], Scipy [15], Pandas [16].




In this chapter, several toy examples with ground truth will be developed in order to
test that the implementation of the mixture models was done correctly.
5.1. Introduction
Different tests for validating the defined model, as well as their implementation, are pro-
posed in this chapter; toy examples with ground truth are developed. Later, for the real
data (Gaussian), several techniques are applied in order to determine interesting metrics
like feature selection, scatter separability and BIC (Bayesian Information Criterion).
5.2. Toy example with ground truth for testing the model
Having in mind that mixture models assume that a hidden variable explains the correlation
of the data and thus their separability in clusters, it is possible to pre-define a data set that
is governed by that variable and later try to get the grouping of the data having no access
to the latent variable. That is what is done in the toy examples proposed for the 3 mixture
models studied: GMM, BMM and GBMM.
5.2.1. GMM
The first test for the Python GMM implementation was done in order to check if the
model could reconstruct the parameters for a bi-dimensional Gaussian distribution. 300
samples were generated and that was the information that the algorithm worked with. The
parameters for the distribution were: µ = ([0, 5], [1, 0]) Σ = ([[2, 0], [0, 1.5]], [[3, 0], [0, 3]])
and π = ([0.4, 0.6]) and the reconstructed values were the following:
(a) µ reconstructed (b) π reconstructed
(c) Σ1 reconstructed (d) Σ2 reconstructed
Table 5.1. Results of first toy example GMM
These results plotted on top of the data points look as follows:
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Fig. 5.1. Plot of first toy example in the GMM
Also, having the covariance matrices and the mean vector, it would be possible to
generate new samples of data. One of the conditions of the EM algorithm is that it always
outputs a result that improves the log likelihood of the observation, by definition. In the
following plot the -log likelihood is plotted against the number of iterations of the EM
algorithm for GMM.
Fig. 5.2. -log likelihood against the number of iterations of the EM algorithm
It can be easily seen that in the first iterations of the algorithm, the improvement of
the model is much bigger than in later stages. From the iteration number 25, it starts to
converge. This test that was just done is one way to check if the model could reconstruct
well the parameters that generated the data taken as input. However, as mentioned many
times before, it is assumed that a hidden variable explains correlations among the data. In
order to test the reconstruction of that latent variable into the γ(zn,k), data coming from
a known distribution governed by that variable was generated. In this example (figure
5.2), 3 clusters of data were defined. The variable Z was defined so that 50 % of the
data came from cluster 0, 25 % from cluster 1 and 25 % from cluster 2, where µ0 =
([0, 0]), µ1 = ([5, 5]), µ2 = ([2, 2]), Σ0 = ([[2, 0], [0, 0.1]]), Σ1 = ([[0.1, 0], [0, 2]]), Σ2 =
25
([[2,−3], [−1, 2]]). In the following figure it can see the representation of the data points.
It is clear that cluster 1 is more differentiated from the other two. Also, there are some
data points that are halfway between two clusters, like data point 11 (between cluster 0
and 2). Al of this will be reflected in the results of the EM algorithm.
Fig. 5.3. Data generated for the second toy example GMM
In Table 5.2, the hidden variable Z and its reconstruction γ(zn,k) are represented for
the first 30 samples of the data.
Note that the order of the clusters indexes does not need to match the numbering in
the Z. In this example, the first column corresponds to cluster 1, the second to cluster 2
and the third to cluster 0. Colours are used for better illustration. γ(zn,k) represents the
probabilities of coming from each cluster of each data point. There are some data points
that have lower probabilities of belonging to an specific cluster, and it can checked that
those data points correspond to those with features similar to the means of more than
one of the clusters, like data point 12 (marked in the plot: [2,627, -0,801]). This kind of
information is just an example of the use of the generative models, as it can be extracted
many conclusions from the data. It does not only group the data in clusters, but also lets
see how hard or strong is the decision of a data point belonging to an specific cluster, and
also how likely is to group that data point into another cluster. From γ(zn,k) it can also be
extracted the conclusion that cluster 1 has always a harder decision that clusters 0 and 2,




Table 5.2. Results of second toy example in the GMM
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5.2.2. BMM
In the case of binary data, the problem is much less visual, as binary data cannot be
represented as easily as real (considered as gaussian) data. However, using the parameters
of the EM model it is easy to check how well it is performing. Again, 3 clusters of data
were defined, each with 1/3 probability of appearance. 300 data points were generated
given the probability of activation of each feature, being those 10:
cluster0 : α0 = [0.1, 0.9, 0.1, 0.9, 0.1, 0.9, 0.1, 0.9, 0.1, 0.9]
cluster1 : α1 = [0.1, 0.1, 0.1, 0.1, 0.1, 0.9, 0.9, 0.9, 0.9, 0.9]
cluster2 : α2 = [0.9, 0.9, 0.9, 0.9, 0.9, 0.1, 0.1, 0.1, 0.1, 0.1]
The parameter α, which reconstructs the probabilities of activation of the features from
the data points that belongs each specific cluster had the following form:
Table 5.3. α reconstructed toy example in the BMM
The model reconstructs correctly the probabilities of activation.
As we can see in Table 5.4, the model reconstructs the latent variable without any
problems. It can be seen that the decision between cluster 2 and cluster 1 is never ques-
tioned, that is because their features are clearly differentiated. However, the decision
between cluster 0 and any of the other two clusters is not as hard due to a higher similarity
in the probability of activation of the features, as it can be seen in data point 22 (marked
in blue). This data point had the following features: [0, 0, 0, 1, 0, 1, 1, 1, 0, 1], which is
in fact somehow between the characteristics (probabilities of activation: 5.3) of clusters 1
and 0.
The variation of the -log likelihood is as follows:
Fig. 5.4. -log likelihood against the number of iterations in the BMM algorithm




Table 5.4. Results of toy example in the BMM
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In order to understand better the purpose and conclusions of the EM algorithm ap-
plied to BMM, the following test was done: taken the binarized database of images of
handwritten digits from NMIST [19], the data was given as input to the defined BMM, as
well as the known number of clusters (10, numbers 0 to 9). The results of the α for each
cluster were plotted, using a white-gray-back scale depending on the value of the param-
eters (from 0 to 1), which, being re-scaled to a 28x28 matrix, outputs a reconstruction of
the written number of each of the clusters defined. Using this test, it can be seen in a very
visual way how the algorithm performs.
The NMIST database gives a set of handwritten numbers in a gray scale, which was
binarized as it can be seen in Figure 5.5, in order to give as input to the BMM algorithm
a matrix of binary values.
(a) Gray scale (b) Binarized: b&w
Fig. 5.5. Handwritten example of number 2 in the NMIST [19] database
The complexity of this example is much higher than the one of the previous case,
because of the number of data points, being in this case a matrix of 70000x784. Even
though in the following graph the algorithm seems to converge soon, the improvements
are seen up to more than 700 iterations.
Fig. 5.6. -log likelihood against the number of iterations in the BMM algorithm with NMIST data
Plotting the α parameter (figure: 5.7), being re-scaled to 28x28 matrices, which
outputs the probability of activation of each of the features in each cluster outputs the
following plotted in a gray scale. It can be seen that the clusters means represent a mix-
ture of all the hand written numbers that correspond to the same actual number.
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(a) 0 reconstructed (b) 1 reconstructed
(c) 2 reconstructed (d) 3 reconstructed
(e) 4 reconstructed (f) 5 reconstructed
(g) 6 reconstructed (h) 7 reconstructed
(i) 8 reconstructed (j) 9 reconstructed
Fig. 5.7. Cluster reconstruction in the BMM with NMIST data
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5.2.3. GBMM
Finally, the last toy example with ground truth proposed for validation of the model is
a GBMM test. Data coming from the same Z were generated, having for each cluster a
particular µk and Σk for the real data, as well as a αk for the binary data. 3 clusters of data
were again defined (50% of the data coming from cluster 0 and 25% from the other two
clusters), with the following parameters:
cluster0 :
α0 = [0.5, 0.9, 0.1, 0.9, 0.1, 0.9, 0.1, 0.9, 0.1, 0.9]
µ0 = [0, 0]
Σ0 = [[0.1, 0], [0, 2]]
cluster1 :
α1 = [0.1, 0.1, 0.1, 0.1, 0.1, 0.9, 0.9, 0.9, 0.9, 0.9]
µ1 = [5, 5]
Σ1 = [[2, 0], [0, 0.1]]
cluster2 :
α2 = [0.9, 0.9, 0.9, 0.9, 0.9, 0.1, 0.1, 0.1, 0.1, 0.1]
µ2 = [2, 2]
Σ2 = [[3,−2], [−2, 2]]
The reconstructed parameters were the following:
Table 5.5. α reconstructed toy example in the GBMM
Table 5.6. µ reconstructed in toy example in the GBMM
(a) Σ0 (b) Σ1 (c) Σ2
Table 5.7. Σ reconstructed in toy example in the GBMM
It is interesting to notice that the probabilities of activation of the γ(zn,k) (figure 5.8)
are 1 (after rounding them up) because of having more information than in the previous
examples, the model can make a harder decision.
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(a) Z (b) γ(zn,k)
Table 5.8. Results of toy example GBMM
After these 3 test were done, it can be concluded that the model proposed works well.
5.3. Interesting metrics
One of the interesting properties of Generative Modeling is that it allows to extract lot of
information from the data. Because of having followed a pure statistical approach, the
clustering algorithm not only outputs the separation of the data points in groups but also
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many parameters that can be interpreted and studied. Several metrics will be defined in
order to quantify how important are the different features. The conclusions obtained in
this section will be later applied for the analysis of the patients data. The metrics proposed
are only related to real data, considered as Gaussian, and so only the GMM toy example
will be taken into consideration in this section.
5.3.1. Feature selection and scatter separability
It is particularly important in Generative Modeling to select the right variables to study,
the features of the data points that are more significant and give the most information.
In the particular case of this thesis, this information is partly given by the doctors, who
generated the database and are experts on the field. However, in many other cases there
will not be available the help of an external expert figure who says which variables are and
are not important. In any case, the study of the variation of the features within a cluster
and in relation with other clusters, is of great importance as it will give much information
about how the clustering was performed and how accurate its result is.
The separability of a cluster measures how well it can be identified with respect to
other clusters. This will be reflected in the γ(zn,k) result of the algorithm, as the higher the
probabilities of belonging to one cluster or another means that the result is more reliable.
But it can also be studied from the already mentioned feature selection metrics.
As proposed in [20], several metrics are introduced that help in finding the features
that are most significant within a cluster of data:
S w measures the variation of the features within the clusters. The higher the value,
the more variation of the particular feature inside data coming from a cluster. Therefore





π j E[(X − µ j)(X − µ j)T |ω j] =
k∑
j=1
π jΣ j (5.1)
S b measures the variation of the features of the data points in relation to other data
points in other clusters, so the higher the values in the result matrix, the better the clusters




π j(X − Mo)(X − Mo)T (5.2)
Where:
Mo = E[X] =
k∑
j=1
π jµ j (5.3)
Being the mean of the features inside the whole dataset.
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Several examples will be provided. Firstly, these metrics are applied to the data
generated for the second toy example of the GMM.
Fig. 5.8. Data generated for the second toy example in the GMM
Table 5.9. Mo toy example GMM
Table 5.10. S b toy example GMM
Table 5.11. S w toy example GMM
It can be checked that the variation within a cluster is much less that the variation in
relation with other clusters, which means that both features studied (axis x and axis y)
give relevant information to the model. In this example the metrics are not completely
clear so in the next examples more extreme cases will be discussed.
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In this second example the dataset is forced to have clusters with a lot of variation in
the x axis, but less differentiation within the y axis, what can be checked that is reflected
in the scatter separability metrics introduced.
Fig. 5.9. Data generated for scatter separability test 1
Table 5.12. Mo second dataset GMM
Table 5.13. S b second dataset GMM
The differences among the clusters are just in the x axis.
Table 5.14. S w second dataset GMM
Within a particular cluster, the variation is basically in the y axis.
36
In the last example, the clusters vary much more in the y axis than in x axis.
Fig. 5.10. Data generated for scatter separability test 2
Table 5.15. Mo third dataset GMM
Table 5.16. S b third dataset GMM
The differences among the clusters are just in the y axis.
Table 5.17. S w third dataset GMM
Within a particular cluster, the variation is basically in the x axis.
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5.3.2. Bayesian Information Criterion
One of the characteristics of a mixture model is that it assumes that the data is coming
from several groups that are inferred. However, it not only unknown the variable that
groups each data point, but also the number of groups, or clusters that exist in the database.
That is the reason for the Bayesian Information Criterion (BIC) to be introduced, as it is a
metric than combines the higher log likelihood that will imply an increment in the number
of guessed clusters (being the maximum when the number of clusters equals the number
of data points, which would not make sense) and the increase in the complexity of the
model (increasing for a higher number of clusters) [21].
The BIC aims to pick the model with the largest possible marginal likelihood:
K∗ = arg max
K





However, it is general difficult to compute the mentioned marginal likelihood. If it is
assumed that the prior distribution p(θ|K) is a gaussian and it is very broad, the marginal
likelihood can be approximated as:
− log p(X|K) ≈ K log N
2
− p(X|θMAP,K) (5.5)
Where the first term makes the likelihood increase with the number of clusters and the
second term is a penalty term that also increases with the number of clusters. Applying the
BIC to the second toy example provided for the GMM, the following result is obtained:
Fig. 5.11. BIC toy example GMM
It can be seen that the optimum number of clusters obtained matches the number of
predefined ones, 3 clusters.
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6. EXECUTING THE MODELWITH REAL DATA
In this chapter, the models proposed in previouses chapters will be executed with the
database used for the thesis.
6.1. Dataset
The dataset used for this thesis was a medical database that could be accessed because
of an university collaboration with Madrid’s Hospital Gregorio Marañón. It cointained
information from 134 patients with Acute Myeloid Leukemia. The data availabe was both
real data and binary data that was analyzed as Gaussian data and Bernoulli/Categorical
data respectively. Columns of the data set with more that 20-30% NaNs (missing data)
were discarded and the rest of the NaNs were completed with the average of the column
in the case of real data and the most common value in the case of binary data. This
approximation could be done better in a more complex way, but it worked for this problem
because the amount of missing data was either enormous (discarded) or very small.
6.2. About the analysis
As mentioned before, in the particular analysis carried out in this thesis, the expertise of
the doctors helped in the way that is was known the most probable number of clusters that
existed in the database (3) and also which features should be taken into consideration.
The data from 134 patients were used in the analysis, and the used features were: age,
leukocytes, platelets, lactate dehydrogenase (LDH), percentage of blasts (treated as gau-
ssian data) and Eastern Cooperative Oncology Group (ECOG) scale, AML type (de novo
and secondary), gender, Methyl Orange (MO) indicator, NPML1 and FLT3 mutations,
and cytogenic risk (treated as binary-categorical bernoulli data). Also the global survival
of the patients of each cluster was included in the results that were sent to the doctors, but
it was not used in the analysis as it was not a diagnostic-time variable.
Table 6.1. Data used for the analysis
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6.3. Results
In the following sections the result of the analysis of the gaussian data, the binary and
categorical data, and then the analysis with all the data together will be presented. Only
a part of the analysis will be shown due to the privacy of the data used, however, an
extended technical report was sent to the doctors experts on the field that drove to the
conclusions that will be later mentioned. Data was normalized between 0 and 1.
6.3.1. Gaussian Data (GMM)
Firstly the -log likelihood: −ln{p(X|π, µ,Σ)} = −ΣNn=1ln{ΣKk=1πkN(xn|µk,Σk)} (equation
3.20) is plotted against the number of iterations of the algorithm, where it can be seen
that the GMM algorithm converges after iteration number 25.
Fig. 6.1. -log likelihood for GMM with patients data
Secondly, the before-mentioned BIC criterion is applied to the dataset and the following
result is obtained:
Fig. 6.2. BIC for GMM with patients data
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It can be seen than the database could be divided in either 2 or 3 clusters, as the doctors
divide the patients in 3 groups, it was chosen that number as the number of predefined
clusters that the algorithm had to work with. However, the following results explain how
the division of the patients in 3 clusters is not so clear.
In the following tables, the scatter separability metrics S b (variation of the variables
between clusters - equation 5.2) and S w (variation of the variables within a cluster - equa-
tion 5.1) are shown.
Table 6.2. S b of the patients data in the GMM
From S b it can be concluded that the variables that define the most a particular cluster
(the ones that differentiate them from the others) are the leukocytes, the LDH and the
percentage of blasts. On the other hand, the age and the platelets do not vary much from
one cluster to another, they are not key variables in the separation of the patients in each
cluster.
Table 6.3. S w of the patients data in the GMM
From S w it can be concluded that the variables that vary the most within a particular
cluster are the age, the platelets (these two make sense as they are not essential in the defi-
nition of the clusters) and the percentage of blasts. Also, the leukocytes and the platelets
vary within each cluster, this is because the division in the 3 clusters is not very clear.
Finally, in the following table the mean values (unnormalized) for each of the cha-
racteristics of the patients in every cluster is provided, as well as the global mean of the
whole database for comparison.
Table 6.4. Results for the GMM on the patients data
The previous conclusions obtained from S b and S w apply also here as there is not a big
difference neither in age nor in platelets in the different clusters, but there is in leukocytes,
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LDH and percentage of blasts. It can be also checked that the survival time of the patients
(variable not used in the analysis) is very similar in the 3 groups. Therefore it can be
concluded that the differences among the three clusters defined are not so cleared and it is
probably necessary to include the binary variables to obtain more significant results.
6.3.2. Binary Data (BMM)
Again, firstly the -log likelihood:
lnp(X,Z|α, π) = ∑Nn=1 ∑Kk=1 zn,k (lnπk + ln∑Di=1 xn,ilnαk,i + (1 − xk,i)ln(1 − αk,i)) (equation
3.41) is plotted against the number of iterations of the algorithm, where it can be seen
that the BMM algorithm converges after iteration number 15.
Fig. 6.3. -log likelihood for BMM with patients data
In the following table, the probability of activation of the different binary variables
studied (and the categorical ones, studied using one-hot encoding are shown.
Table 6.5. Results for the BMM on the patients data
Legend:
LMA type - 0: secondary (worst kind) 1: de novo
Gender - 0: Man 1: Woman
It can be seen a more clear division of the patients in 3 groups, each of them with
different probabilities of activation for each of the variables under study. The results show
two clusters with similar survival time of the patients, with very similar characteristics
except for the genetic mutation NPM1/FLT3. The patients of Cluster 3 have much less
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survival time and their cytogenic risk is mostly unfavorable. There is also in the third
cluster a higher number of patients with the secondary type of LMA.
6.3.3. All Data (GBMM)
Again, the first plot shows the -log likelihood: ln f (O|Z, θ) = ∑Nn=1 ∑Kk=1 γ(zn,k)ln(πk f (on|θk))
(equation 4.7) is plotted against the number of iterations of the GBMM algorithm. The
algorithm converges after iteration 40.
Fig. 6.4. -log likelihood for GBMM with patients data
In the case of the GBMM algorithm, the BIC criterion will have the same result of
the GMM case as it takes only into consideration the Gaussian variables (in the particular
way it was defined in this thesis).
However, as the S b and S w measure the variability of the Gaussian variables among the
different clusters and within each of the clusters, and the clusters defined will be different
in this case (GBMM), their results will be different.
Table 6.6. S b of the patients data in the GBMM
Table 6.7. S w of the patients data in the GBMM
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The results obtained are very similar to the ones obtained for the GMM algorithm,
and the key variables for the definition of the 3 clusters are the same (leukocytes, LDH
and percentage of blasts). Also, the similar variability of all the variables within each of
the particular clusters, leads to think that the division in 3 clusters might not be the best.
Finally, in Table 6.8 the mean of the Gaussian variables (unnormalized), and the pro-
babilities of activation of the binary variables in each of the clusters and in the total dataset
are shown. Clusters 1 and 2 have a similar survival time, better cytogenic risk and a higher
number of patients with the de novo type of LMA. These clusters are differentiated by the
NPM1/FLT3 mutation, the leukocytes, the LDH and the percentage of blasts. The patients
in Cluster 3 have a much lower survival time: their cytogenic risk mostly unfavorable and
more patients have the secondary type of LMA. Their number of leukocytes is specially
low and the other Gaussian variables are not very different from the patients of the other
clusters.
6.3.4. Clustering results
In Table 6.9 the γ(zn,k) is shown for the 3 different algorithms for 37 random patients.
Cluster 1 is represented in green, Cluster 2 in blue and Custer 3 in red. It can be seen how
the patients jump from one cluster to another depending on which variables are taking
into consideration in the analysis.
6.4. Conclusion
As a conclusion of the analysis, there are two main groups of patients. One of the groups
involves patients with a survival time from the diagnosis of about 1050 days. The patients
in this group have an intermediate cytogenic risk and most of them have the de novo type
of LMA. Gender does not play a role in this division. This group could be divided in other
two subgroups, having different NPM1/FLT3 mutation and different percentage of blasts,
LDH and number of platelets. The other group contains patients with less survival time
since the diagnosis, about 370 days. They are mostly determined by having an unfavorable
cytogenic risk and the secondary type of LMA.
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Table 6.8. Results for the GBMM on the patients data
45
(a) γ(zn,k) GBMM (b) γ(zn,k) GMM (c) γ(zn,k) BMM
Table 6.9. Clustering results of all mixture models with the patients data
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7. ANALYSIS OF THE EFFECT OF THE TRANSPLANT OF
HEMOPOIETIC PROGENITORS
"In the second half of the XX century, the transplant of hemopoietic progenitors (TPH)
ceased to be a desperate treatment with a high incidence of complications implying a high
mortality, and became a curative treatment for thousands of patients with hematological
neoplasias and other diseases" [22].
As requested by the doctors, the analysis of the effect of the TPH on the patients in
the database was done and the conclusions of the analysis were the following.
The average survival time of the patients with AML since the diagnosis in the database
was of 896 days. Those having a favorable cytogenic risk have a higher survival time than
the average, 2882 days. The patients that have either an intermediate cytogenic risk or a
unfavorable risk, are indicated for a TPH. The ones that did have a TPH have an average
survival time of 1155 days. On the other hand, those with not a favorable cytogenic
risk that did not have a TPH, have an average survival time of 604 days, proving the
effectiveness of the transplant. Patients with a Methyl Orange (MO) indicator different
than 1, regardless of their cytogenic risk, should also have the TPH. Those who did have
the transplant have an average survival time of 685 days, in contrast to the 197 days of
those with MO indicator different that 1 who did not have the TPH.
Table 7.1. Analysis of the effect of TPH
These results prove the effectiveness of the TPH.
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8. OPINION OF THE DOCTORS ON THE RESULTS
The following are the opinions of the doctors on the results mentioned in Chapter 6.
About Cluster 1, the results make sense as the patients with LMA de novo are included
in it and also those without unfavorable cytogenic risk.
Cluster 3 is also logic, it includes the patients with less survival time. They are patients
with secondary LMA and unfavorable cytogenic risk.
However, Cluster 2 is a mix of patients of different characteristics that should not be
included in the same group. This could be predicted as the BIC criterion and the scatter
separability metrics suggested that the division of the patients in 3 clusters was not clear.
Fig. 8.1. BIC for GMM with patients data
Therefore, doctors validated the proposed results. Future work on the topic will try
to find a better structure for the data by using hierarchical clustering models instead of
non-overlapping clusters like in this thesis.
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9. REGULATORY FRAMEWORK
In this thesis the regulatory framework is very important as the database used for the
project contains data labeled as special category (very sensitive data, medical data). The
brand new General Data Protection Regulation (GDPR) is an European Law that affects
all countries members of the European Union and all companies and parties that operate
in its territory. Its aim is to protect the privacy of all EU citizens as well as their data as
the world tends to be more data-driven than ever. It is a very restrictive law that seeks for
the user to be the real owner of its data, it obligates the companies to inform the customer
how and why are they collecting the data and what they are used for. Their main changes
with respect to previouses regulations are the following [23]:
- Increased territorial scope: even if the company is not from the EU, if their customers
live inside the EU territory, they must apply the law.
- Penalties: the fines for breaking the data protection law have increased significantly.
- Consent: the conditions for the consent of the user to be valid have become much harder,
and now the data policies of the companies must be easy to read and understand.
As the new regulation is so strong and hard, the scientific community in Spain was
worried of how this would affect the academic studies. Particularly the bio-medical world,
as for many studies sensitive data from patients were needed to be studied and analyzed
[24]. Answering these claims, the Spanish Data Protection Agency (Agencia Española
de Protección de Datos) realeased a clarification note assuring that bio-medical studies
were not affected by the GDPR in Spain, as they are governed by Law 14/2007, 3th
July (Ley 14/2007, de 3 julio), where the rules for bio-medical studies are explained.
"La primera conclusión que puede extraerse de la literalidad de las normas que se han
venido reproduciendo es la de que el Reglamento general de Protección de Datos no im-
plica una alteración del marco normativo actualmente vigente en España en relación con
el tratamiento de datos en el marco de la investigación biomédica.") [25]. The GDPR
specifies that in particular cases like the one here, the law of the states of the Union may
prevail over the GDPR [26]. In the mentioned note, the guides of how to operate in studies
with medical data are explained, they can be sum up in two main principles:
- The investigation must aim for the general good, and the data must be essential for
the study.
- The patients must give their unequivocal and specific consent for the use of their data.
Although it is considered also the variability of the scientific studies and how it not al-
ways possible to know at the time the data is being collected how will it be used. This
is why it is considered a general patient consent, that states which kind of studies would
they want their data to be used and which not. An example is given: In this way, to give
an example, it would not be necessary, in order to guarantee the unequivocal and specific
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nature of the consent, that it be provided for the realization of a specific investigation;
not even for the realization of investigations in a very delimited branch, as for example, a
certain type of cancer, but, taking into account the interpretation derived directly from the
own regulation, will be sufficiently unequivocal and specific the consent given in relation
with a branch extensive research, for example, oncological research, or even for more
extensive areas. ("De este modo, por poner un ejemplo, no sería a preciso, para garan-
tizar el carácter inequívoco y específico del consentimiento, que el mismo fuese prestado
para la realización de una investigación concreta; ni siquiera para la realización de in-
vestigaciones en una rama muy delimitada, como por ejemplo, un determinado tipo de
cáncer, sino que, teniendo en cuenta la interpretación derivada directamente del pro-
pio Reglamento, será suficientemente inequívoco y específico el consentimiento prestado
en relación con una rama amplia de investigación, como por ejemplo, la investigación
oncológica, o incluso para ámbitos mas extensos."
Having in mind the importance and responsibility of working with sensitive data, spe-
cial care was put while treating the data. The dataset was given completely anonymized,
and it was not shared with anyone outside of the project. Also, both european and spanish
mentioned regulations were followed. The Ethics Committee of the Madrid’s Hospital
Gregorio Marañón approved the project and the collaboration.
The main goal of the thesis was to help in the fight against cancer and that is why
the use of real data, combined with machine learning techniques and help of the doctors,
experts on the field, was particularly interesting.
About the intellectual property of the project, the model proposed and its implementa-
tion will be available in my GitHub (github.com/franciscocobo) account, open to anyone
who would like to use it for another problem. The model is very generic and could be




In this chapter, the impact of the project will be explained. The timetable of the work
and a budget for a posterior scientific research based on the results of the thesis will also
be provided.
10.1. Impact of the project
The project results will lead to a better and easier classification of patients with AML
when treated in the Hospital. This will mean better, sooner and more personalized treat-
ment for each of the patients, according to their particular characteristics. The economic
impact will be a less waste of resources and time of the doctors as they will know better
how to approach the treatment of the patient based on the group that belongs to. How-
ever, the biggest impact of the project is the social one, as it is a new small step in the
fight against cancer and particularly a very important and still difficult to treat correctly
type like AML is. The work put together by the multidisciplinary team throughout the
project and the work that is still yet to do, aimed and will aim for getting interesting in-
sights out of the data that can help in the treatment of the disease. The ethics behind the
project are very important as well because of the treatment of real personal data, that was
assured to be anonymized. All legal regulations previously mentioned were followed and
the investigation was approved by the Ethics Committee of the Hospital.
10.2. Project planning
In the following table and Gantt Chart (using a template from [27]), the planning of the
project is explained.
Table 10.1. Timetable of the project planning
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Fig. 10.1. Gantt diagram of the project
The total time taken for the development of the project was 9 months.
10.3. Project budget
As this thesis is thought as a first approach for a later wider research project, a tentative
budget for a possible research project proposal that aims at continuing with this research
will be provided.
The estimated time for the project to be completed will be 2 years. The research team
will be formed by two people, the main researcher and the graduate engineer. The costs
of the project will be the following.
The computing needs, for the machine learning nature of the project, will be provided
by the research group of the university that the project will be carried out in, the Sig-
nal Processing and Learning Group (GTSA). The staff costs will be the salaries for the
graduate engineer, full time, that can be extracted from the official UC3M table 10.3. The
main researcher salary will be covered by the university. A personal computer will also be
needed. The financial needs for trips and congresses, due to the nature of the project will
also need to be covered. And lastly, it is important to include the costs for the publishing
of the papers developed in the official repositories. The costs on the Hospital side are
assumed to be covered separately.
These costs are summarized in the following table.
Table 10.2. Budget of the research project following the thesis
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Bringing the total estimated cost of the research project lasting two years to 65.108,16
euros.




During my bachelor in Telecommunications Engineering I have learned how to extract
complex information from technical books and documents. I have also become familiar
with important habits like never stopping in trying to understand the concepts; or go
deeper than just merely reading about something in the first source than comes up, but
rather consult and compare several documents. All those skills, mixed with the phenomenal
mentorship by my supervisor and my great desire in building an interesting project have
led me into finishing this thesis.
The main purpose of the project was to work with an interesting medical database
in order to generate new insights that could be discussed with the doctors, experts in
the field, and thus create useful conclusions. The creation of this multidisciplinary team
aims to have a long-term relationship that leads to several studies using data science.
This bachelor thesis is a first approach, leading to some preliminary results that can be
used in the future for a longer study that informs the doctor how to divide the patients in
subgroups, helping in personalized medicine and treatments.
The technical part of the project was the creation of a new generative model that could
describe the given database, which had both real and binary data. In order to treat that
data, an Expectation Maximization algorithm for a Gaussian-Bernoulli mixture model
was proposed and developed. The model and its implementation were checked with
several toy examples with ground truth before applying it to the real medical database.
Also, several metrics were defined in order to extract not only the division of the pa-
tients in groups but also information about how the algorithm performed the grouping or
clustering. The dataset was analyzed from an agnostic point of view, as the team in the
university did not know much about the disease studied and the variables included. The
results obtained, and their analysis, were then sent to the doctors from Madrid’s Hospital
Gregorio Marañón to be double checked, obtaining clear and validated conclusions. As an
extension, the analysis of the effect of the TPH was provided, showing the effectiveness
of the treatment.
It has been discovered how important are the cytogenic risk and the type of LMA in
order to determine the length of the patient survival. It is also now known that the leuko-
cytes, the LDH, the percentage of blasts and the genetic mutation NPM1/FLT3 are very
important characteristics of the patient in order to assign to which cluster must belong.
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11.2. Met goals
The model proposed allows to obtain in a very clear and interesting way how the variables
under study affect the different groups of patients. If they are also compared with variables
external to the analysis, like the survival time of the patients (which is subsequent to the
diagnosis), allows to obtain clear conclusions. Thus, the model proposed explains well
the database and it is also very generic so that it can be used in different problems. Also,
the effectiveness of the TPH is proved with a simple analysis carried out on the database.
All these results are very useful in the fight against cancer.
11.3. Future work
As mentioned before, this thesis is thought as a first approach to a wider posterior analysis.
Possible improvements for this thesis and for a similar work would be to work with
a model that divided the patients in hierarchical groups that could explain better the
differences among the clusters. Also, a generative model that included other distribu-
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