In Moving Horizon Estimation (MHE) the computed estimate is found by solving a constrained finite-time optimal estimation problem in real-time at each sample in a receding horizon fashion. The constrained estimation problem can be solved by, e.g., interior-point (IP) or active-set (AS) methods, where the main computational effort in both methods is known to be the computation of the search direction, i.e., the Newton step. This is often done using generic sparsity exploiting algorithms or serial Riccati recursions, but as parallel hardware is becoming more commonly available the need for parallel algorithms for computing the Newton step is increasing. In this paper a newly developed tailored, non-iterative parallel algorithm for computing the Newton step using the Riccati recursion for Model Predictive Control (MPC) is extended to MHE problems. The algorithm exploits the special structure of the Karush-Kuhn-Tucker system for the optimal estimation problem. As a result it is possible to obtain logarithmic complexity growth in the estimation horizon length, which can be used to reduce the computation time for IP and AS methods when applied to what is today considered as challenging estimation problems. Furthermore, promising numerical results have been obtained using an ANSI-C implementation of the proposed algorithm, which uses Message Passing Interface (MPI) together with InfiniBand and is executed on true parallel hardware. Beyond MHE, due to similarities in the problem structure, the algorithm can be applied to various forms of on-line and off-line smoothing problems.
I. INTRODUCTION
One of the most widely used advanced control strategies in industry today is Model Predictive Control (MPC). In each sample, the MPC strategy requires the solution of a constrained finite-time optimal control (CFTOC) problem on-line, which creates a need for efficient optimization algorithms. It is well-known that the resulting optimization problem obtains a special structure that can be exploited to obtain highperformance linear algebra for computing Newton steps in various setups, see e.g. [1] - [11] . A problem which turns out to have similar problem structure is the Moving Horizon Estimation (MHE) problem, [12] , [13] . In MHE, the state-estimate is again obtained as the solution to a highly structured optimization problem solved on-line in a receding horizon fashion. In the same spirit as MPC adds the possibility for optimal control under constraints, MHE adds the possibility for optimal estimation under constraints. It has been shown in [12] - [14] that problem structure can be exploited also for this application. The optimization problem that is solved on-line in MHE can be shown to have a similar structure to the one in so-called smoothing, [12] , [15] . In smoothing, measurements are available along the entire time window of estimation, which means that non-causal estimation can be performed. From a computational point of view, MHE can be interpreted as repeatedly solving smoothing problems in a receding horizon fashion and only the last state estimate is actually returned as an estimate (analogously to that only the first computed control signal is applied in MPC). Depending on the type of system and problem formulation, the MHE problem can be of different types. MHE can be applied to linear, nonlinear or hybrid systems. Often, the computational effort spent when solving the resulting optimization problem boils down to solving Newton-system-like equations that correspond to an unconstrained finite-time optimal control (UFTOC) problem, [13] .
In recent years, the need for parallel algorithms for solving control and estimation problems has increased. While much effort in research has been spent on this topic for MPC, [16] , parallelism for estimation is a less explored field. For the MPC application, an extended Parallel Cyclic Reduction algorithm is introduced in [17] which is used to reduce the computations to smaller systems of equations that are solved in parallel. The computational complexity of this algorithm is reported to be O (log N ), where N is the prediction horizon. In [18] and [19] a time-splitting approach to split the prediction horizon into blocks is adopted. The subproblems are solved in parallel using Schur complements, and the common variables are computed by solving a dense system of equations serially. In [20] a splitting method based on Alternating Direction Method of Multipliers (ADMM) is used, where some steps of the algorithm can be computed in parallel. In [21] an iterative three-set splitting quadratic programming (QP) solver is developed. In this method several simpler subproblems are computed in parallel and a consensus step using ADMM is performed to obtain the final solution. A parallel coordinate descent method for solving MHE problems is proposed in [22] . In [23] , [24] a tailored algorithm for solving the Newton step directly (noniteratively) in parallel for MPC is presented. In that work several subproblems are solved parametrically in parallel by introducing constraints on the terminal states, but the structure is not exploited when the subproblems are solved. In [25] , it is shown how the Newton step can be computed in parallel while simultaneously exploiting problem structure, and numerical results from a truly parallel ANSI-C implementation is presented. A more detailed presentation of the work in [24] and [25] is given in [26] . In [27] a generic messagepassing parallel algorithm for distributed optimization with applications to, e.g., control and estimation, is presented.
The main contributions in this paper are to extend the use of the parallel structure exploiting numerical algorithms for computing Newton steps for MPC presented in [25] , [26] to the MHE and smoothing problems, and to improve the performance of the ANSI-C implementation used in [25] by using the Message Passing Interface (MPI) over InfiniBand (IB) for communication. The ANSI-C implementation is executed truly in parallel on a physical computer cluster, and it is shown that the performance when solving MHE problems is significantly improved when MPI is used for communication compared to the results in [25] . The algorithm can replace existing serial algorithms at the computationally most demanding step when solving various forms of finite horizon optimal estimation problems in practice.
In this paper S n ++ (S n + ) denotes symmetric positive (semi) definite matrices with n columns, Z i,j {i, i + 1, . . . , j} and symbols in sans-serif font (e.g. x) denote vectors or matrices of stacked components. Furthermore, I denotes the identity matrix of appropriate dimension, and the product operator is defined as
II. PROBLEM FORMULATION
The MHE problem is solved by solving the corresponding inequality constrained optimization problem. This can be done using different types of methods, where some common ones are primal and primal-dual interior-point (IP) methods and active-set (AS) methods. In these types of methods the main computational effort is spent when computing the search directions, [28] , which is interpreted as solving a sequence of equality constrained QP problems, [2] , [13] , [14] . The equality constrained convex QP problems for MHE problems with estimation horizon N mhe have the structure min.
x,w,v
where x k ∈ R nx is the state, w k ∈ R nw is the process noise, v k ∈ R ny is the sensor noise and y k ∈ R ny is the measured output, [13] .x 0 andP 0 are the initial state estimate and covariance matrix, respectively, andw k andṽ k are the nominal values for w k and v k , respectively. Here, the problem (2) is considered to be a deterministic optimization problem. However, a stochastic interpretation of this problem is found in, e.g., [15] . It is shown in, e.g., [13] that the QP problem (2) can equivalently be written in the form of a UFTOC problem. This is done by eliminating the variable v k from the objective function using the measurement equation, and by defining a new state variable x −1
x 0 and its corresponding process noise w −1
x 0 −x 0 , which gives the relation x 0 = x −1 + w −1 . Furthermore, by shifting timeindices by introducing t k + 1 and N N mhe + 2, the problem (2) can equivalently be written in the form of a UFTOC problem, which here will be denoted P(N ), i.e., min.
x,w
For t = 0 and t = N , the problem matrices are given by
the problem matrices for t ∈ Z 1,N −1 are given by
For the derivation of the problem matrices, see, e.g., [13] . Remark 1: In both IP and AS methods the solution to the original constrained MHE problem is obtained by solving a sequence of UFTOC problems in the form in (3) . The number of problems in this sequence is independent of how these UFTOC problems are solved. Since the main computation time is consumed when the UFTOC problems are solved, the overall relative performance gain for solving the entire sequence of problems in order to solve the constrained MHE problem is roughly the same as the relative performance gain obtained when solving a single UFTOC problem.
III. SERIAL RICCATI RECURSION
The optimal solution to the UFTOC problem (3) is computed by solving the set of linear equations given by the associated Karush-Kuhn-Tucker (KKT) system. For this problem structure, the KKT system has a very special form that is almost block diagonal and it is well known that it can be factored efficiently using a Riccati factorization [8] . The Riccati factorization is used to factor the KKT coefficient matrix, followed by backward and forward recursions to compute the primal and dual variables. The computational complexity when solving the KKT system using the Riccati recursion is reduced from roughly O N 2 − O N 3 to O (N ) compared to solvers that do not exploit sparsity. The Riccati recursion is given by [8] . For more background information on Riccati factorizations, see, e.g., [1] , [2] or [8] .
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IV. PROBLEM DECOMPOSITION AND REDUCTION
The theory for decomposing and reducing the problem (3) is introduced in [25] . However, the main steps are repeated here for completeness. By examining algorithms 1 and 2, it can be seen that given P ti+1 , Ψ ti+1 ,c ti+1 and x ti for i ∈ Z 0,p for some p, it is possible to compute the Riccati recursion and the primal and dual solution in each interval t i ≤ t ≤ t i+1 with i ∈ Z 0,p independently from the other intervals. This property is used to decompose the problem.
The decomposition of the time horizon is similar to what is done in partial condensing, which is introduced in [29] . In partial condensing, state variables in several batches along the horizon are eliminated, and the resulting problem can be interpreted as a problem with shorter horizon but larger control input/process noise dimension. In the parallel approach used here, due to the property described above, the partial condensing of the independent batches can be performed in parallel. Furthermore, by utilizing the problem structure in the batches it is possible to also reduce the control input/process noise dimension.
A. Divide into independent intervals
Decompose the UFTOC problem (3) by dividing the horizon into p + 1 intervals, or batches. This is done by introducing the batch-wise variables x i and w i as
where N i is the length of batch i, t 0 = 0 and x Ni,i = x 0,i+1 . By following the reasoning in the introduction of this section, it is possible to compute the Riccati recursion and the optimal value in batch i ifx i x ti ,P i+1 P ti+1 , Ψ i+1 Ψ ti+1 andĉ i+1 c ti+1 are known. Hence, if these variables are known for all batches i ∈ Z 0,p , the solution to the original problem (3) can be computed from p + 1 independent subproblems in the UFTOC form min.
and a t,i are defined consistently with x i and w i .
B. Eliminate local variables in a subproblem
It is shown in [25] that even whenP i+1 ,Ψ i+1 andĉ i+1 are not known in (9) , it is possible to eliminate local variables and reduce the sizes of the individual subproblems. The core idea with this approach is that the unknownsP i+1 andΨ i+1 will indeed influence the solution of the subproblem, but the resulting degree of freedom is often very limited compared to the dimension of the full vector w i . The constantĉ i+1 affects the optimal value of the cost function but not the solution. The elimination of variables can be done separately in parallel for the p+1 subproblems. In the remaining part of this section the subindices i in (9) are omitted for notational brevity, i.e.,Ψ i+1 is writtenΨ etc.
The elimination of local variables and reduction of the subproblems is simplified by using a preliminary feedback policy which is computed using the Riccati recursion. The use of this preliminary feedback is in principle not necessary, but is appealing from a computational point of view. To compute the preliminary feedback, let the UFTOC problem (9) with unknownP,Ψ andĉ be factored and solved for the preliminary choiceP = 0,Ψ = 0 andĉ = 0 using algorithms 1 and 2. The resulting optimal policy is then w 0,t = k 0,t+1 + K 0,t+1 x t for t ∈ Z 0,N −1 . The subindex "0" denotes variables that correspond to this preliminary solution. WhenP = 0,Ψ = 0 andĉ = 0 the cost function and w t are affected. Let the contribution to w t from the unknownP andΨ be denotedw t ∈ R nw . Then, using the preliminary feedback, which is optimal forP = 0 andΨ = 0, the process noise w t can be written
Note thatw t is an arbitrary n w -vector, hence there is no loss of generality in this assumption. From now on, the policy (10) is used in the subproblem. It is shown in [25] how the degree of freedom inw can be reduced. To do this, the first step consists of condensing the UFTOC problem (9), when using the preliminary feedback (10), to obtain min.
TQww +c 0,0
Here the problem (11) is defined by the following variableŝ
and P 0,0 , Ψ 0,0 andc 0,0 are computed by algorithms 1 and 2 with the preliminary choiceP = 0,Ψ = 0 andĉ = 0, [25] . The next step is to reduce the problem (11) to a problem with (possibly) fewer variables by introducing the matriceŝ
where U 1 ∈ R N nw×n1 with n 1 ≤ n x is an orthonormal basis for R S T , i.e., the range space of S T . This is summarized in Theorem 1, which is repeated from [25] . The index "i" is introduced again for completeness. Theorem 1: A UFTOC problem given in the form (9) with unknownP i+1 ,Ψ i+1 andĉ i+1 can be reduced to a UFTOC problem in the form min.
A i andâ i are defined in (12b) and (12d), respectively, and Q x,i ,Q w,i ,l x,i andB i are given by (12a) and (13) , and c i c 0,0 wherec 0,0 is defined as in (11) .
Proof: The proof is given in [25] .
Remark 2: The preliminary feedback in (10) results in a block-diagonalQw with blocks given by G 0,t+1 for t ∈ Z 0,N −1 . Hence,Q w andB can be computed efficiently using block-wise computations where the factorizations of G 0,t+1 from computing K 0,t+1 can be re-used.
To avoid computing the orthonormal basis U 1 in practice it is shown in [25] thatQ w andB can instead be chosen aŝ
The corresponding UFTOC problem then obtains an (possibly) increased control signal dimension nŵ = n x ≥ n 1 compared to whenQ w andB are defined as in (13), but with the advantage thatQ w andB can be easily computed. Remark 3: If S T is rank deficient then U 1 ∈ R N nw×n1 has n 1 < n x columns. HenceQ w is singular, and how to cope with this case is described in, e.g., [8] , [26] .
For the last subproblem with i = p, the variablesP p+1 = Q x,Np,p ,Ψ p+1 = −l x,Np,p andĉ p+1 = c Np,p in (9) are in fact known. Hence, the last subproblem can be factored directly and all variables but the initial state can be eliminated.
The formal validity of the reduction of each subproblem i ∈ Z 0,p−1 is given by Theorem 1, while the computational procedure is summarized in Algorithm 4, which is basically a Riccati factorization and backward recursion as in algorithms 1 and 2. HereQ w,i andB i are computed as in (15) . 
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C. Constructing the master problem
According to Theorem 1 and the theory presented in Section IV-B, all subproblems i ∈ Z 0,p−1 can be reduced to depend only on the variablesx i , x Ni,i andŵ i , and subproblem i = p depends only onx p . The variableŵ i represents the unknown part of w t,i that are due to the initially unknownP i+1 andΨ i+1 . Using the definition of the subproblems and the property x Ni,i = x 0,i+1 =x i+1 from the decomposition in Section IV-A, the reduced subproblems i ∈ Z 0,p can be combined into a master problem which is equivalent to the problem in (3). By using the notation from Section IV-B, the master problem can be written min.
x,ŵ
This is a UFTOC problem in the same form as (3) but with shorter horizon p < N and block-diagonalQ i . The dynamics equationsx i+1 =Â ixi +B iŵi +â i are due to the relation
Hence, the UFTOC problem P(N ) can be reduced to the UFTOC problem P(p) which is in the same form but with shorter horizon and possibly fewer variables dimension in each time step. Each subproblem is reduced individually using an algorithm based on the Riccati recursion.
V. COMPUTING THE RICCATI RECURSION IN PARALLEL
The solution of the MHE problem (2) can be computed by re-writing it as a UFTOC problem and using the theory presented in Section IV. The main steps for solving the MHE problem (2) are summarized below.
1) Write the MHE problem (2) as the UFTOC problem (3).
2) Split the UFTOC problem (3) into p + 1 subproblems in the form (9) , which are also UFTOC problems.
3) Condense each of these subproblems according to
Section IV-B to depend on the initial and final states x 0,i and x Ni,i , respectively, and the perturbationw i . The last subproblem p is only dependent on x 0,p . 4) Reduce each of these p + 1 subproblems individually according to Theorem 1, using Algorithm 4. 5) Combine all of the reduced subproblems into the master UFTOC problem (16), where p < N . 6) Solve the master problem to obtain the optimal values ofx i ,P i+1 ,Ψ i+1 andĉ i+1 for i ∈ Z 0,p . 7) Solve each subproblem (9) individually using the optimal values ofx i ,P i+1 ,Ψ i+1 andĉ i+1 . 8) Obtain the solution from all the subproblems. Note that all subproblems are independent of each other, and hence step 3,4 and 7 above can be performed in parallel.
To computeP i+1 ,Ψ i+1 ,ĉ i+1 andx i , the master problem (16) can be solved serially using the Riccati recursion. However, (16) can instead itself be reduced in parallel until a UFTOC problem with a horizon of pre-determined length is obtained. Once the top problem is obtained, it is solved and the solution is propagated to all the subproblems until the subproblems of the original problem (3) are solved. This procedure creates a tree structure with the subproblems as nodes, see Fig. 1 . P k i (N k i ) denotes subproblem i in the form (9) at level k in the tree. The number of steps in the upward (reducing) and downward (solving) pass are known a-priori and user determined.
Since the subproblems at each level can be reduced and solved in parallel and the information flow is between parent and children in the tree, the MHE problem (2) can be computed in parallel using the theory presented in this paper. SendÂ k i ,B k i ,â k i ,Q k x,i ,Q k w,i ,l k x,i andĉ k i to parent 8: end parfor 9: end for After the reduction is done, Algorithm 6 is applied to solve each subproblem i ∈ Z 0,p k−1 at level k using algorithms 1-3 with the optimalx k+1 i ,P k+1 i+1 ,Ψ k+1 i+1 andĉ k+1 i+1 from the respective parent. The algorithm starts by solving the top problem P(p m−1 ) in Fig. 1 , and the solution is passed to its children. By solving the subproblems at each level and passing the solution to the children at the level below in the tree, the subproblems P 0 i (N 0 i ), i ∈ Z 0,p0 at the bottom level can finally be solved individually. All subproblems can be solved using only information from their parents, and hence each level in the tree can be solved in parallel.
By using the definition of the local variables, the optimal primal solution to the original UFTOC problem parfor i := 0, . . . , p k do 5: Solve subproblem P k i (N k i ) using algorithms 1-3 6: if k > 0 then 7:
SendP k t,i ,Ψ k t,i ,ĉ k t,i andx k t,i to each children 8: end if 9: end parfor 10: end for 11: Get the solution of (3) from the solutions of all P 0 i (N 0 i )
Besides the parallel approach used here, standard parallel linear algebra can be used for many computations in algorithms 1-4 in each subproblem to boost performance even further, [30] . This has however not been utilized in this work.
VI. NUMERICAL RESULTS
In MATLAB, parallel execution of the algorithm is simulated by executing it serially using one computational thread but still using the same information flow as for an actual parallel execution. The total computation time has been estimated by summing over the maximum computation time for each level in the tree and, for the MATLAB implementation, the communication overhead has been neglected. The performance, when computing the solution to (3), of the parallel Riccati algorithm proposed in this work is compared to both the serial Riccati recursion and, as a reference for linear MHE problems, the well-known RTS smoother (see, e.g., [15] ). The RTS smoother is only implemented in MATLAB. In all results presented in this section N s = 2 have been used in the parallel algorithm.
Remark 4: Different batch lengths can be used for each subproblem in the tree. How to choose these to minimize computation time is not investigated here. However, similarly as in [29] , the optimal choice depends on, e.g., the problem and the hardware on which the algorithm is implemented.
The MATLAB implementation of the parallel algorithm has been evaluated when solving MHE problems (or computing Newton steps for inequality constrained MHE problems) in the form (2) for systems of dimension n x = 20, n w = 20 and n y = 20, see Fig. 2 . It is seen that for this implementation the parallel Riccati algorithm outperforms the serial Riccati for N 20 and the RTS smoother for N 30.
An ANSI-C implementation has been run on a computer cluster consisting of nodes with 8-core Intel Xeon E5-2660 @ 2.2 GHz CPUs with communication over TCP/IP on Gigabit Ethernet or Mellanox InfiniBand FDR high-speed interconnect (depending on choice). The computations were performed on resources provided by the Swedish National Infrastructure for Computing (SNIC) at NSC. The ANSI-C implementation used in [25] uses TCP/IP to communicate, but in this work the implementation is improved by also allowing communication over IB using MPI. MPI is a commonly used portable message-passing interface used for programming parallel computers, and is used here to facilitate the communication performance. The implementation used here is rudimentary and no tuning of MPI parameters has been made. However, the implemented algorithm serves as a proof-of-concept that the algorithm improves performance in terms of computation times for computations on real parallel hardware, taking communication delays into account. Furthermore, it is also shown that the communication overhead in this implementation can be decreased by using MPI together with IB. The computation times for the ANSI-C implementation have been computed using wall time. Note that the scaling on the y-axis of Fig. 3 in [25] is incorrect and must be multiplied by a factor 10 3 to be valid. In Fig. 3 the computation times (including communication times) when solving MHE problems in the form (3) for systems of order n x = 20, n w = 20 and n y = 20 are seen. The improvement when using MPI together with IB for communication is evident from the figure. The implementation using MPI computes the solution to the UFTOC problem in approximately 65% − 85% of the computation time required by the implementation using TCP/IP, where the largest improvement is obtained for long estimation horizons. Furthermore, from Fig. 3 it can also be seen that the parallel algorithm with communication over TCP/IP solves a problem with N = 512 approximately as fast as the serial algorithm solves the same one for N = 64, and the break even is at N ≈ 23. The implementation using MPI, introduced in this work, solves a problem with N = 512 approximately as fast as a problem with N = 150 is solved using the implementation that communicates over TCP/IP, or as fast as a problem with N = 45 is solved using the serial algorithm. It outperforms the serial Riccati for estimation horizons larger than N ≈ 18. This computational speedup can be important in smoothing problems and in MHE problems where long horizons are often used, [2] .
VII. CONCLUSIONS
In this paper a newly developed parallel algorithm for computing the Newton step arising in MPC is extended to MHE problems. The algorithm computes the Newton step Estimation horizon The parallel algorithm using TCP/IP outperforms the serial for N 23 and it computes the solution to an MHE problem with N = 512 approximately as fast as for N = 64 using the serial algorithm. When using MPI together with IB, the parallel algorithm outperforms the serial one for N 18, and a problem with N = 512 is solved approximately as fast as a problem with N = 45 for the serial algorithm. The communication overhead is decreased using MPI and IB, compared to the implementation using TCP/IP. directly (non-iteratively) in parallel using Riccati recursions that exploit the structure from the MHE problem. The algorithm obtains logarithmic complexity in the estimation horizon. Furthermore, numerical results for an ANSI-C implementation using either TCP/IP or MPI together with IB for communication are presented, and it is shown that the communication overhead in a truly parallel implementation executed on a physical computer cluster can be significantly decreased using the MPI together with IB. The numerical results from the ANSI-C and MATLAB implementations show that the parallel algorithm outperform a serial algorithm already for small values of the estimation horizon. Future work includes the possibility to improve performance and reduce communication latencies by using more suitable hardware such as, e.g., Graphics Processing Units (GPUs) or Field-Programmable Gate Arrays (FPGAs).
