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INTRODUCTION

For some years there has been interest among mathematicians

in determining the different ways in which certain graphs can be

imbedded in given surfaces. M.P. VanStraten Q6j, in 1948, deter

mined that it is possible to imbed the graph K-, ^ (which is the
graph representing the famous three houses, three utilities prob

lem) in the torus in only two ways. She then used this fact to
show that the graph representing the configuration of Desargues

(containing K-, -, as a subgraph ) has genus two.

In 1937, I. N. Kagno £41 studied and analyzed K^ ~ and BL

in the torus. In an article entitled "Configurations and Maps"CQ
published in 1949, H.S.M. Coxeter studied some similar types of

problems such as the configuration of Pappus, which has K-, , ^ as
its associated graph.

One major source of motivation for the work on imbedding

problems has been their relation to coloring problems. For example

the genus formula for the complete graphs(K ) was used by ttingel
and Youngs in solving the Heawood Map Coloring Conjecture. Genus
formulae as well as other imbedding results have been obtained in

hopes of shedding some light on the Four Color Conjecture. This
conjecture is by far the most famous coloring problem and has led
to many results in graph theory.

Fairly recently, J. Edmonds QQ has developed a technique
(algorithm) for determining all possible 2-cell imbeddings for
a connected graph. Another very powerful technique for determining
genus formulae was introduced by W. Gustin, developed by J.W.T.
Youngs,and recently unified by a. Jacques. This technique is the
method of quotient constellations,and reduced constellations.

I have had the opportunity (both through a Waldo-Sangren
Scholar nward and Independent Study from the Honors College) to
study both of these teenniques in the last tv.o years with Dr. a.
T.»'*hite of the mathematics Department. Dr. v.'hite has been inter-.
ested in imbedding problems for seme time and has used these tech-

niques in much of his research.

A second part of the Waldo-Sangren Scholar Award entailed

assisting the Mathematics Department with the Graph Theory Con
ference held during the Spring Term of 1972. This experience also
added to my understanding of graph theory in general and the Ed
monds' technique in particular. The results of my studies will be
presented in this paper.
DEFINITIONS

The purpose of this section is to present some definitions
which are necessary to the understanding of imbedding problems,
^lso notation which will be used throughout the rest of this paper

will be presented and explained.

a graph G is a non-empty set of vertices, V(G), and a set,

E(G), of unordered pairs of vertices. Each element of E(G) is
called an edge. This paper will deal only with graphs for which
both V(G)andE(G) are finite.

The degree of a vertex v is the number of edges to which v

belongs and is denoted by deg(v).
A compact, orientable 2-manifold is a topological surface

which is topologically equivalent to a sphere or a sphere with
handles. Sucn manifolds will often be referred to as surfaces.

From what has been stated previously, it is seen that graphs
can be considered to be sets of vertices with relations between

certain vertices. Imbedding problems occur when one attempts to

give a geometric realization of a graph. It is not hard to see that
any finite grapn can be realized in Euclidian three-space. However
once the restriction that the imbedding be in a compact, orient-

able 2-manifold is made, the situation becomes much more inter-,
esting.

The graph G with vertex set y(G)=^v1»•••»vm^ and edSe set
E(G)={e, ,... ,e *l is imbedded in a 2-manifold M, if there exists
a subspace G(M) such that

G(M)= i^1v.(iv;)U.01ei(M), where
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(i) v,(M),...,v (M) are m distinct points of M,

(ii) e-(M),...,e (M) are n mutually disjoint open arcs in M

(iii) e.(M)f\v (M)=(p, for i=l,...,m and j=l,...,n, and

(iv) if e.=(v.,,v.p), then the open arc e.(M) has v.,(M)
and v.p as end points for j=l,...,n.
In this definition, an arc in M is a homeomorphic image of
the closed unit interval. An open arc is an arc without its endpoints.

A surface which is topologically equivalent to a sphere with
n handles is said to have genus n. It is now possible to define

the concept of genus of a graph. If a graph G can be imbedded

in a surface of genus n, but cannot be imbedded in a surface of

lower genus, the genus of the graph is defined to be n; o(G)=n.

If y(G)=n, an imbedding of G in a surface of genus n is said to
be minimal.

Let G be a graph imbedded in a surface M. The points of M
remaining after the points of M representing G have been removed

compose the complement of G in M. The components of the comple
ment of G in M are called regions or faces of G. A region which

is homeomorphic to an open disk is called a 2-cell. If every
region of an imbedding of a graph is a 2-cell, the imbedding
is called a

2-cell imbedding.

There is an important formula which applies to 2-cell imbeddings. For a given imbedding of a graph in a surface M, let

F be the number of faces, V be the number of elements in V(G),

E be the number of elements in E(G), and ^be the genus of M.
Then

(*)

F+V=E+2(1-*).

This formula is a generalization of the Euler polyhedral
formula.

Another important result is one which can be found in J.

w.T. Youngs fj73» ne ^as shown that any minimal imbedding of a
graph is a 2-cell imbedding (and thus the Euler formula applies
Given a graph G, imbedded in a surface M, a face distribu

tion of G is the finite sequence F-, ,F. ,Fc, ... , where F. is the
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number of faces having i edges in their boundary. .

It is possible to rewrite (*) and obtain the following:

(i)

2y-2+V-E=-F=-.£F. . Also,

(ii) 2E=.ZiF. (in this summation, each edge is counted
exactly twice). By adding three times equation (i) to equation
(ii), the following is obtained:

(**)
6tf-6+3V-E=-£(i-3)F..
Equation (**) is very useful in calculating possible face
distributions for a graph. Once the number of vertices and eages

is known, the number of faces (corresponding to different values

of \ ) can easily be found, a face distribution for a graph
which satisfies both (*) and (**) is said to be compatible, a
face distribution which corresponds to a 2-cell imbedding which
can be exhibited in a surface is said to be realized.

Thus if a

face distribution is relized, it is compatible. However, the con
verse is not necessarily true, as will be seen later.

A pseudograph is a variation of a graph in which multiple

edges (two or more edges consisting of the same unordered pair of
vertices) and loops (an edge in which each element of the un-.:
ordered pair of vertices is the same vertex) are allowed.
Given a plane graph G, its geometric dual G

is constructed

in the following manner: place a vertex in each region of G
and, if two regions have an edge e in.common, join tne corres
ponding vertices by an edge e* crossing only e. The geometric

dual is always a pseudograph (although it may possibly be a

graph).

The least integer greater than or equal to x is written

as [xj.
A group?p. is a set of elements together with an operation.o
satisfying the following conditions:

(i)
(ii)

(aob) is in P, for all a, b in T,
There exists an element e in I such that (e©a)=
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(aoe)= a

for all a in I ,

(iii) For every a in P there exists a" in I such that
(a°a~ )= e,

(iv)

and

(a^b)oc = ao(boc)

for all a, b, c in V.

a subgroup of a group is a set of elements of the group

that forms a group itself. If-A- is a subgroup of the group P,

the right coset of-Or In J7 is the set W|w€-/l£ This is denoted
by Jig.
For further terms often encountered in graph theory, see

Graph Theory by Harary 3 .
EDMONDS' PERMUTATION TECHNIQUE

There is an algebraic method of representing 2-cell im-

beddings. This method is known as Edmonds' permutation tech
nique.

Suppose a graph G has n vertices; V(G) = jl,2,...fnj.

Let V(i) ={k|[i,k]£ MG)^. Let p±: V(i)-»V(i) be acyclic
permutation of V(i), i = l,2,...,n (of length r^ = V(i) ).
The advantages of this representation become apparent when one
^ees the following theorem.

Theorem (Edmonds) : Each cnoice (p,,p?,..;•,Pn) determines a
2-cell imbedding G(tt) of G in an erientable 2-manifold M,
such that there is an orientation on M which induces a

cyclic ordering of the edges (i,k) at i in which the immed

iate successor to (L,k )is (i-rP^C1*))* i =1,2,...,n. In
. fact, given.(p1,p2,...,pn) there is an algorithm which
produces the determined imbedding. Conversely, given a
2-cell imbedding G(M) of G in an orientable 2-manifold M

with a -;iven orientation, there is a. corresponding (p^,
pp,...,p determining that imbedding. Furthermore, the face
•••.'- boundaries of the imbedding can be oomputed as follows.

Let D=£(a,b)| [a,bfeE(G)]. Define ?t D-»D by: P((a,b))=
(b,pb(a)). Then the orbits under the permutation P cor4C

represented by g £ P
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respond to the face boundaries. (An orbit is a set of the

form ?(a,b),P((a,b)), P2((a,b)),...,PS((a,b))], where s is
the minimum positive integer such that P

((a,b)) = (a,b)).

The algorithm which was mentioned is very useful in imbed

ding problems. An example will help to clarify what the theorem

states and will demonstrate the algorithm. Consider the graph K^

(the graph with four vertices and all possible edges). Then V(K^)

=[1,2,3,4, V(1) =£V3,4, V(2) =£l,3,4 >V(3) ={l,2,4^, V(4)=
[l,2,3>. a particular choice for (p1,P2,P5»P4>) is the following
p1:(2,3,4)
p5:(l,4,2)
p2:(l,4,3)
p4:(3,l,2).
The theorem states that this choice will determine a 2-cell

imbedding of K, which satisfies the properties mentioned. The
procedure for finding the imbedding is as follows:

face W: P((l,4)).= (4,P4(D)
P((4,2)) = (2,p2(4))
P((2,3)) = (3,p3(2))
P((3,D) = (1,P1(3))
This orbit describes

face #2:

= (4,2)
= (2,3)
= (3,1)
= (1,4)

a 4-sided face (i.e. s = 3).

(1,2),(2,4),(4,3),(3,2),(2,1),(1,3),(3,4),(4,1),
(1,2)

This describes an 8-sided face.

These two faces account for all the possible directed

edges in K. (each edge being counted once in each of the two j
possible directions). Thus there are only two faces in this par
ticular imbedding. Using the Euler formula:

2+4 = 6+2(1- JO, it is seen that Jf= 1. This means
it should be possible to find a 2-cell imbedding of K^ in the
torus with an c-sided face and a 4-sided face. Figure I confirms
this.

To show that not all compatible face distributions are re

alized, consider K^ (the graph with five vertices and all possible
edges). The following face distribution is compatible: P, = 3,
m>

r5

_

p

_i

6

1'

^_- -7-

ATT /

^

^"*~*\^
II

/

>

11 A
II

I:

4-sided face

II:

6-sided face

^_

Figure I: K. in the torus

Thus. F = 5, E. ='1Q, and 5+5 =10+2(1- ). Therefore

= 1.

To imbed this in the torus, it is necessary to have a 5-sided
face.

There are two possibilities for such a face:

<?

or

Figure II: Two possible 5-sided faces
The second possibility will result in a vertex of degree one
but every vertex of K_ has derree four. Thus it must be discarded
5

as a possibility. Once the first situation is chosen, there are
two ways to get a 3-sided face:

or

Figure III: Two possible 3-sided faces
.Again one possibility is

immediately eliminated. The first

one results in a vertex of degree two. Obviously it cannot be used

The situation shown in Figure.[V has now been obtained.

^ px:(2,5,4

3)

PP:(3,1,_ _)

P5: (1,4,2
P4:(5,3,l
P5:U»4,_

/'

Figure IV: The situation thus far

The blanks in p, and p

can be immediately filled in since

there is only one choice for them. The result is: p„:(1,4,2,5)
and p.:(5,3,1,2). This leaves the'blanks in p_ and pc to be filled

in. Notice (1,5),(5,4),(4,3),(3,2),(2,1),(1,5) gives a 5-sided
face and (3,4),(4,1),(1,3),(3,4) gives a 3-sided face. Still re
quired are two 3-sided faces and one 6-sided face.
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There are two choices for p^and two choices for p-. This
gives a total of four possibilities.

(i) p2: (3,1,5,4) and p.: (1,4,3,2). Then (3,1),(1,2),(2,5)
(5,1),(1,4),(4,2),(2,3),(3,5),(5,2),(2,4),(4,5),(5,3),(3,1) gives
a 12-sided face —obviously a different imbedding.

(ii) p2: (3,1,5,4) and p^: (1,4,2,3). Then (3,1), (1,2),(2,5),
(5,3),(3,1) describes a 4-sided face. Again a different imbedding
has been obtained.

(iii) p : (3,1,4,5) and p^: (1,4,2,3). Here a 12-sided face
is obtained by (3,1),(1,2),(2,4),(4,5),(5,2),(2,3 ),(3,5 ),(5,1),
(1,4),(4,2),(2,5),(5,3),(3,1).

(iv) p2: (3,1,4,5) and p5: (1,4,3,2). Then (3,1),(1,2),(2,4),
(4,5),(5,3),(3,1) describes a 5-sided face. This is not the de
sired imbedding either. Thus an imbedding of the type F,, = 3,Fc =
F,-- = 1 for Kr-cannot be realized.
6
5

The last few examples have shown that Edmonds' algorithm can
be used to determine which compatible imbeddings for a graph are
realized and which ones are not. Once this is known, the ffevcos of

the graph can be easily found.

There is another reason why this algorithm is so useful. It

is possible to program a computer to perform the necessary cal
culations for determining which face distributions are realized,

and with what frequency. The use of the computer makes this tech

nique much more practical than it would otherwise be. Quite often
the number of possible choices for the permutation P is

too large

to be done practically by hand. For example, for K,- there are 7776
choices for P (six choices for p. for each of the five vertices).
Even when, due to the symmetries inherent in this problem, only

1296 possible choices need be considered, the number of calcula
tions to be performed is very large. The computer cuts down the

calculation time drastically. A.T. White has catalogued the 2-cell

. imbeddings of K^. The results are. in Appendix I.
I have used the computer to aid in investigating the graph

K. . (pictured in Figure V). For this graph, there are six cnoices
Figure V:. K
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for p. for the vertices of degree four and two choices for p^or the
vertices of degree three. This gives a total of 3,456 possible
choices for P. However, there are symmetries inherent in this prob
lem which allow fewer possibilities to be considered.

Consider any 2-cell imbedding of K^ ^. Since the labeling of
the vertices of the graph is arbitrary, choose vertex 1 to be a ver

tex of degree three and then choose p^ (2,4,6). This determines
the labeling of three more vertices . So: far vertices 1, 2, 4, and

6 have been labeled. Now choose p2: (1,3,5,7). This determines the
labeling of the last three vertices. This fixing of p1and p2 did
not depend on which face distribution the imbedding was, so only
one choice for p, and p need be considered. This reduces the number
of possible choices for P to be considered by a factor of twelve.
Hence only 288 possible choices need to be considered. The runtime
for the program that calculated each of these possibilities was
16.47 seconds (see Appendix II for the actual program).

For K-, A V = 7 and E = 12; so using equation (**) the follow
ing is

obtained:

It is known that any graph that contains K^ ^as a subgraph
cannot be imbedded in the sphere. Since K^ 4 contains K^ j as a
subgraph, it is only necessary to consider three cases.

(i)

tf= 1.

Then F = 12-7+0 = 5 and 6(l)+3 = 9 =£A±-3)V±*

Thus 9 = F4+2F5+3F6+...+8Fi;L+9F12.
(ii) K=2.

Then F = 3 and 6(2)+3 = 15 = F4+2F^+.. .+15?18.

(iii) JT= 3. Then F = 1 and 6(3)+3 = 21 = F'4+.. ,+21F24.
From these equations and the fact that a bipartite graph has
no faces with an odd number of edges, it is simple to determine

that there are ten compatible face distributions. (For ^2.4, (*) de
termines that there must be a negative number of faces. This

is

obviously not possible.) The following are the ten compatible face
distributions:

.

J=-I
y= 2

P8 = 1. P4 = 4
F6 = 2' F4 " 5

Plfi = 1, F = 2
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P14 = 1, Fg = 1, P4 = 1
P12 = 1, P8 = 1, P4 = 1
P12 = 1, P6.= 2
P10 = 2' P4 = X
P1Q = 1, P8 = 1, Pg = 1
P8 = 3
It was determined (by means of the computer).that four of the
ten compatible face distributions were not realized. The following

table summarizes the results of my investigation of K-, 4#
Uenus of
Surface
1

1
2

2
2
2
2

No.

P8 =1'P4 ==4
F6 =2'P4 ==3
P16 =1»P4 =2
F14 =1'P6 -l.*4
*12 J-'-c8 =1'P4
P12 =1'P6 =2
P10 =2<P4 =1

2

F

2

P6=3

3

F

r10

=1 F

' 8

3.12

4b

1.39

864

25.00

=1

0

0.00

=1

60

1.74

0

0.00

0

0.00

0

0.00

12

0.35

=1

=1

24

% of
Total

108

'

=1,P6

of

Occurences

Face Distribution

To tal

^364

68.40

3456

100.00

The proportion of non-realized face distributions was much
higher (40%) than had been expected, as of the moment, there is no

efficient way of knowing which face distributions (if any) are not
realized, until calculations such as the above are performed.
From the information obtained, it is noted that the genus of
K- , is one, since that is the smallest genua of any surface that
3,4

K, 1 can be 2-cell imbedded in. This agrees with the formula for
3,4

the genus of a complete bipartite graph:

V<Km,n> =f(m'2),4n~2)3' glVing

Y(X ,)= )(3-2)(4-2)^ = -^ AiSOf the maximum
j ,4

v

4

)

genus (the largest genus of any surface that a graph can be 2-cell
imbedded in) is three.

It is interesting to note the relative number of occurences of
each face distribution. If a permutation P were chosen at random,
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there would be a good (68$) chance of obtaining a face distribu
tion consisting of one 24-sided face. However, there would only be

a 0.35$ chance of obtaining an P8 = 3 distribution. Also a minimal
imbedding results only 4.51$ of the time.

CONSTELLATIONS, QUOTIENT CONSTELLATIONS, AND REDUCED CONSTELLATIONS
Although the Edmonds1 method does apply to every graph, quite
often the necessary calculations simply become'so'numerous that
the method becomes impractical to use. There is another very useful

technique, known as the method of quotient graphs and quotient man
ifolds. This technique was introduced by Gustin in 1963. Since then
it-h.s been developed by Youngs and used in the solution cf the

Heawood Map Coloring Conjecture. In his Ph.D.. thesis (1969) A.
Jacques JT] unified this method, using the terminology of constel
lations, quotient constellations, and reduced constellations.
a very important concept necessary to the understanding of this
method is that of a Cayley color-graph. For a finite group y and a

generating set A, for f"\ there is associated a graph known as the

Cayley color-graph, denoted by CA(P). The vertex set of C^(D is |g(g6fy
r. (g,gf) is a directed edge of CA(D (lablelea with generator 6±
if and only if g' - gcT. It is assumed that unless an element o^
in P has order two, 6.~ is not in A. If O, does have order two,

then the two directed edges, ig,g6±) and {g6±,g) are represented
as a single undirected edge [g,&<£j» labeled 0±. By deleting all
labels and directions from*the edges of CA(T), a graph is obtained
which is called the Cayley graph, &^(T). This graph has all edges

of the form O^go^ »for & in f and cf± in A. As an example of a
Cayley color graph, consider the graph K, with the group Z^.(Zn
denotes the group of positive integers modulo n. ) it?, representa
tion as a Cayley color graph is pictured in Figure VI.
1

r = Z. = fc,1,2,3^
1

Figure VI:

2

The Cayley color-graph K^
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Suppose there is a Cayley graph G^(D imbedded.in a surface
M. It is possible to study the imbedding of the Cayley color-graph

CA(D, which determined G^(P). ^ince a Cayley color-graph is being
considered, there is a set of generators, A, associated with the

graph. Let A"1 = £<f.~l|(&€A^. a new set A* is now formed, A = A~ UA.
Each element of A

is called a current.

At every vertex g, let <r = p , the local vertex permutation
discussed in Edmonds' technique. Since every vertex adjacent to

gis an element of the set gA* =^cffcTeA*^, ^ is aPermutation
which maps the set gA* onto itself. As was noted before, this per
mutation was determined by the orientation.

Each permutation C~ induces another permutation (T

maps the set A* onto itself. The permutation <T

which

is induced by

the action of CT on the set gA (see Figure VII).
g

r= z5 a= $M
A= [1,2,3,4^
<TQ: (1,2,3,4)
°0 '

(0,3,4,2)

q*

(1,2,3,4)
Figure VII

(4,2,3,1)

Obtaining C* from

Note that the elements of GZ are elements of the set OA* =

[l,2,3,4^ and the elements of £[ are the elements of 1A* = \2,3,4,0j.
The elements of both <3T* and (T* are elements of A*. Let-fL be a

subgroup of P such that if Jig = Jig*, then <r;* =<£,*. There is alc g
ways at least one such subgroup. Let H - J_iaentity
^T!P 2
), tnen

Ais a subgroup of Vand Jig = {g\. So if Ag =-Ag', then \g\ =
[g'^. This implies that g = gf , so obviously C^.* =<g,t*. However
as will be seen later, choosing .A. as large as possible is a
distinct advantage.

Given a Cayley color-grapn, .CA(D, and a subgroup A of T ,
the Schreier Coset graph, C^fVA), is given by: the vertex set
is the set of all right cosets ci.fl.inP, and (JU?-,Ag') is an
edge labeled cT^Aif and only if (.1-)<f =Ag' . The imbedding deter

mined by the collection \ c *], for any collection \g^ of right
coset representatives ,of the Schreier Coset graph is called
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(using the terminology of Jacques) a quot-ient constellation, C,
for the constellation Ca(D in M.
Note that in the quotient constellation, loops and multiple

edges are allowed. Figure VIII shows a quotient constellation
and the constellation it was obtained from.
3

CA(D:

r= z6 a=[2,3j
A* -• f2f3t4i

05*: (2,4,3)

C>2*: (2,4,3)

OJ»: (2,4,3)

^*: (2,3,4)

<^*: (2,3,4)

0£*: (2,3,4)

Jll

{1,3,5]

Jl= {0,2,4]
Figure VIII

The unique imbedding of
the unique Schreier Coset

graph determined by the

imbedding of C^(D.

a constellation and auotient constellation
0

In this example the choice forA. is |0,2,4\ . Note that this

is a subgroup of P. Since A = [0,2,4^ ,AO =A2 =A4. Also 05* =
GJ* = oj* = (2,4,3). Thus A-is a subgroup of \ with the desired
properties.

In this example there are two loops in the quotient constel

lation. There are only two vertices because there are only two

distinct right cosetes of A. in i.The direction of the loops is
determined by the permutations C-*. At vertex A, the direction
g

was necessarily clockwise since this resulted in tne local vertex

permutation (2,4,3). This must be the permutation at this vertex
since <T * = (2,4,3) for each g in A. Similarly, the direction of
the loop at vertexAl was necessarily counterclockwise.
Consider now the dual of trie quotient constellation, denoted

by (C)*. This pseudograph is referred to as the reduced constel
lation or ouctlent graph in its quotient m:>nifold.

This is a
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2-cell imbedding of a pseudograph which has each edge labeled
with the current of its dual edge in a surface. The surface in
which it is imbedded is called the quotient manifold.

Continuing the previous example, the reduced constellation
associated with C

(Figure VIII) is shown below.

A_l

Edge boundary:

A: (2,4,3)

Al: (2,3,4)

Figure IX : The quotient graph, (C1)*.
The direction of the edges was chosen so that the edge
boundaries ofA. and Al in (C)* were the same as the local ver

tex permutations of A andill (respectively) in C .

A brin is an ordered pair (g, go"*) where g is in P and £*
is in A*.

The reduced constellation satisfies the following five
properties:

1) each brin carries a current from A*,

2) two opposing brins, x = (g, g<f*) and x""

= (go*, g)

carry inverse currents (if x = x" , the current must be of order

_±

two),

s*
o—>
g

s* Y
o
g *

considered as

o
g

><

°
g *

Figure X : Two opposing brins.

3) the regions are in one-to-one correspondence with the

right cosets of ft in \ ,
4) the currents appearing in a region boundary are in one-

to-one correspondence with the elements of A*, and
5) if a brin x appears in the boundary of a region associ

ated withAg and its opposite brin, x~ , in the boundary of a
region associated withAg', then the current carried by x is in

the set g~JT-g' .
Theorem : Let M(F/A) be a pseudograph 2-cell imbedded in a sur-

-15-

face, with edges directed and labeled by elements from A(a
generating set for T) and the regions labeled by the right
cosets of -TLinP satisfying the five properties listed above;

then there exists a 2-cell imbedding C of CA(f) such that
(O* = M(r/A>.
Let a be a

vertex in a reduced constellation. Let TTbe a

'

product of the currents directed away from the vertex, in the
order of orientation. The valence,"IT, of a is the order of TTin

P Even though the product IT is not necessarily unique, the or
der of every such product will be the same ( if TT and TT" are two

such products, the order of IT is the same as the order ofTT').
This now leads to the main theorem of this section.
a vertex of degree k and valence "rin a reTheorem (Jacques)
i-fU
duced constellation; (C*)*, determines -\T faces of length

knrin the imbedding of the Cayley color-graph C^(f) in a
surface.

These last two theorems are what is truly important for im

bedding problems. They allow imbeddings to be studied in terms

of simpler structures— reduced constellations (Jacques) or,

equivalently, quotient graphs and quotient manifolds (Youngs).
Some examples will demonstrate the strength of the theory.

Suppose it is desired to use this method to determine if

the graph K2 2 2 2 (see Figure XI) can be imbedded with every
face a triangle. To apply this theory, an appropriate group

must first be chosen. Since K2 2 2 2 has eight vertices, the
group must have eight elements. One of the most natural groups
to consider is Z,

Figure XI : Kp 2 2 2
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Let P= Zfi and try to apply the theory with A = Zg. Since
each vertex is adjacent to six others, the set A* must contain

six elements. Let A= [1,2,3]. Then A* ={l,2,3,5,6,7} . Note tnat
4 (an element of order 2) is the only non-identity element mis

sing. Hence GA(f) will consist of every possible edge except

four, no two of which have a common end point (i.e. G^(f) "

K2,2,2,2).Because each face (in K2 2 2 2) must be triangular, kiT
must equal three. Thus there are two cases to consider:
(i) k=l,"U"=3. This case can be dismissed because there
are no elements of order three in Z^.

(ii) k = 3, ir= 1. This says that every vertex in (C)*

has degree three. Because Jl= ZQf there is only one face in (C )*
This face has length six.

By using the equation 2E = ^^ iFi, it is seen that E = 3.
Also (since (C1)* is cubic) 2E = 3V. Thus V = 2. Now using the
Euler formula, 1+2 = 3+2(1-2). Hence 5f= 1.
What is known now is that a pseudograph with two vertices

and three edges must be found and properly imbedded in the torus.
If this can be done (with the proper labeling), it will have been

shown tnat K

9 0 does have an imbedding with every region a

2, 2, 2, c.

triangle. Figure All shows such a pseudograph. This determines

1(f) + Kf)

16 faces of length three.

Figure XII : (C*)* for K2 2 2 2
In this case, the method of quotient graphs and Quotient
manifolds was found to be applicable. It is obviously much easier
to discuss and study a pseudograph with two vertices and three
edges rather than a graph with eight vertices and twentyfour
edges. This method is capable of making such simplifications
reasonably often.
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In my studies with Dr. White, I have applied this theory to
several graphs.

The graph K6 6 has twelve vertices and thirtysix edges. Ac
cording to the Euler formula, it is possible to imbed it in a sphere

with four handles, S,, with every region being a^4-sided one. Let |•=

Z12, A= $1,3,5], andJL= [0,4,8^. Since ft= [l,3,5\, A*= \l.3i5,7,9,11\.
Note that A* connects two vertices with an edge if and only if one
vertex is an odd integer and the other an even integer. This results
in two sets of six vertices each, with a vertex in one set being

adjacent to all the vertices in the other set, but adjacent to none

in its own set (i.e. GA(P) = Ket6h pi^ure XI11 shows that this imbed'
ding does exist.

Figure XIII: K6 6 and the reduced constellation for Kg 6 in S^.
The following example illustrates an interesting fact about this
method, although in some cases this technique does not work, in
others it not only works, but works in mere than one way. The fol
lowing three figures show three different reduced constellations,

each of which determines an imbedding of K^ ^ 3-in the torus with
F = p

= 18. Kv z -2 is shown in Figure XIV.

Let P= z' A= [0,3,6^ and A = [l,2,4f. Note that 3 and 6 are
the only non-identity elements hot in A*. This means every edge is

going to be present except the edges forming the 3-sided faces 0,3,6;

1,4,7; 2,5,8. Hence G^(D = ^ 3 y Figure XIV shows £3^3 and
the first reduced constellation that determines the

desired

-lb-

imbedding of K~ « 3

L3,3,3

Figure XIV : a reduced constellation for.K, , * in the torus.

Let T = Z,xZ,,Jl =T, and A = ((1,0), (1,1), (l.i'Jl . The reduced constellation must have one &-sided lace, because Ji-\

and A* has six elements. Hence there are three edges in the re
duced constellation. This implies that V = 4-2 £ Figure XV shows
the reauireci reduced constellation for tf= 0. It determines 3<f )=
o

9 faces of length 1(3) - 3 and 1(f) = 9 faces of 3

eru:

(F

3

3(1)

3,

- 16).

(1,2)
c>

-o

Figure XV : another reduced constellation for K ^ ^ in tne

on

The reduced constellation when <f = 1 is pictured below. It

is easy to verify that G^( P) = K3 . 3 for |= Z3XZ3 and Aas
chosen. The chosen A induces a A* that has all elements of P ex
cept two elements of order three. An argument similar to the one
used for f = Z and the A in that case gives this verification.

This determines 2(y) = 18
faces of length 3(1) = 3

(F = P3 = 18).
Figure XVI : A third reduced constellation for K3 3 ,in the torus
It is also instructive to see why and when this method dees

not work, as may occur. For example, for the graph K^ r the method
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does not work when P= Z^and A=^1,3,5) In this situation, the
required reduced constellation must have one 6-sided face. Then

£ s= 3 and V = 4-2 £ Since the imbedding of K^ g being sought has
all 4-sided faces, there are only ohree possibilities for the

degree and valence of the vertices in the reduced constellation:
(i)

k = 4 and XT= 1

(ii) k = 2 and V = 2
(iii) k = 1 and U= 4.

when #= 0, V = 4. aIso the sum of all the degrees must be
six. The only possibility for the four vertices is two of degree
two and two of degree one. However, this situation does not sat
isfy another restriction. The edge adjacent to each vertex of

degreeone must be labeled with an element of A of crdev four.
Two such elements are required, but there is only one. This case
then gives no further information.

When 2f= 1, V = 2\ One vertex of degree four and one of de
gree two satisfy some of the restrictions. Now it is required to
find a proper labeling for these edges. The valence of the ver
tex of degree four must be one while the valence of the other
must be two. The next figure shows how these vertices must be
placed in order to give rise to a 6-sided face.
>-—

^

a =%62,<g
Figure XVII

6-1

4\

\ Q^
->•••

The valence of the vertex of degree four is the order of

ff= &<$2&\ 03 •Since the group is Z1?, TT= &\&\ S2^
Sq~. Because the order of TV is one, ffmust be the identity

of Z.^, and cC = 6,. -but this is clearly impossible, since the
12

2

3

three elements of the generating set must be unique.

Neither of the two cases where P =A = Z12 provided the
answers which were required. As was shown earlier, another case

does prove to be satisfactory. If every possible case were to
prove unsatisfactory, it would not be possible to decide whether
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or not the desired imbedding was possible (on the basis of this
method alone).
SUMMARY

Two of the main techniques for dealing with imbedding prob
lems have been presented. There still remain many unanswered

questions in this field. It is still not known how to effectively
predict when a compatible face distribution will be realized.
Concerning the Edmonds' technique, for example, could a practical
computer program be written that would work for any graph in gen
eral (of order less than or equal to n, say) instead of only one
particular graph? This seems very possible.
Relating to the reduced constellation technique, for what

graphs do all minimal imbeddings have

=

identity ? This ques

tion is rather important because in this case no advantage is
gained by using this method.
These are only a few of many questions that are being asked
about imbedding problems. The answers will provide some interes

ting information and also no doubt raise more questions that will
further develop graph theory and mathematics.
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APPENDIX I

The following table catalogues the 2-cell imbeddings of Kq.
Genus of
Surface
1
1
1

1
1

1
1
2
2

No. of
Occurences

Face Distribution

P, = 4, Pe = 1
*3 = 3, F4 = J?7 = 1

fl of
Total

150

1.9

120

1.5

= P4 " 2' P6 =1
= P5 = 2, P4 = 1
=5
= 3l P5 = P6 = 1

120

1.5

60

0.8

12

0.2

0

0*0

P3 • P5 " *• P4 • 3
P3 = 2, PM = 1

0

0.0

960

12.3

p

960

12.3

720

9.3

P3
P3
P4
P3

r3

=

p

=

P

4

=

p

=1

2

P

2

P4 " P6 = P10
P3 = P? = P1Q = 1

420

5.4

360

4.6

P4 = P?' m*9m':l

360

4.6

P3 = P5 = P12 = 1

240

3.1

2

P3 = P6 = Pll = 1

240

3.1

2

P

240

3.1

2

P4 = P5 = Pu = 1

120

1.5

120

1.5

120

1.5

60

0.8

30

0.4

24

0.3

0

0,0

2340

30.1

Total 7776

100.0

2

2
2

2
2

2

2

3

4

2

=

8

ss P

13

P

9

' 12

-

=1

1

•*•

P5 " P6 = P9 -• X
P5 - P7 = P8 - l
P4 = 1, P8 =. 2

2

P6 = 2> P8 = X
P5 = 2, P10 = 1
P6 = 1, P? = 2

3

P

2

r20

=

1

A

APPENDIX II

The following is the computer program which was used to investigate
the graph K, ,.

DIMENSION IMaGE (7,6,7), IVTX (26), LTH(5)

DIMENSION IPFD (10,11), INF (24), NPD (10), PREQ (10)
WRITE( 30,100)

100 FORMAT(1H, 'ENTER DATA' /)
DO II = 1,7

DO 1 J = 1,6

1 READ (5,2), (IMAGE(I,J,K), K = 1,7)
2

FORMAT(711)
DO 19 I = 1,10

19 REaD(5,20), (IPFD(I,J), J = 4,24,2)
20 FORMAT(llIl)
DO 25 I = 1,10

25 NFD(I) = 0
IN =

1

DO 14 J3 = 1,2

DO 14 J4 = 1,6
DO 14 J5 = 1,2

DO 14 J6 s 1,6
DO 14 J7 - 1,2
17 K = 1
L m 1

DO 51 I = 4,24,2

51 INF(I) =0
LiNTH =

0

DO 18 I = 1,5

18 LTH(I) = 0
DO 5 M = 1,6
MM = M+l

DO 5 N = MM,7,2

IVTX(K) = M
IVTX(K+1) = N
IF(N.EQ.2) GO TO 10
DO 3 J = 2,K-1

IF(N-IVTX(J)) 3,11,3

11 IF(M.EQ.IVTX(J-1)j GO TO 5
3

CONTINUE

10 KK =

K+2

DO 141 I = KK,26

11 = IVTX(I-l)
12 = IVTX(I-2)

IF(I1.EQ.1

JI1 =

1

IP(I1.EQ.2

JI1 =

1

IF(I1.E"Q.3

JI1 = J3

IP(I1.EQ.4

JI1 =

IF(I1.EQ.5
IP(I1.EQ.6

JI1 m J5

IP(I1.EQ.7

JI1 =

J4

JI1 = J6
J7

IVTX(I) = IMGE(11,JI1,I2)
IP(IVTX(I)-N) 141,8,141

8

IP(IVTX(I-1).EQ.M) GO TO

9

141 CONTINUE

9

LTH(L) = I-K-l

LNTH = LNTH-fLTH(L)

IS

= LTH(L)

INF(IS) = INF(I3) +1
IF(LNTH-24) 15,6,16
15 L = L+l
K

5

=

1-1

CONTINUE

6 TrtRITE(30,12) IN, (LTH(III),III= 1,5), LNTH
12 FORMAT(1H, '1MB. NO', 15,12X,5I3,8X,13)
DO 21 I = 1,10
DO 38 J = 4,24,2

IP(INF(J)-IPPD(I,J)) 21,23,21
23 IF(J.EQ.24) GO TO 24
38 CONTINUE
21 CONTINUE

24 NFD(I) = NFD(I)+1

IN =

IN+1

14 CONTiNUE

DO 70 1 = 1,10

PREQ(I) = NFD(l)/288.
WRITE(30,26) I,NFD(I)

26 F0RMAT(1H, ,NFD(,,I2}) = ',14)
WRITE(30,70) I,FREQ(I)
70 FORMAT(IH, 'FREQ(',12,') = ',F10.6)
ISUM1 =

0

DO 27 I = 1,2

27 ISUM1 = I3UM1+NFD(I)
ISUM2 =

0

DO 28 I = 3,9

28 ISUM2 = ISUM2+NFD(I)
ISUM3 = NFD(IO)
ISUM = ISUM1+ISUM2+ISUM3

WRITE(30,29)I3UMl, ISUM2

29 F0RMAT(1H, 'ISUM1 = '15,3X,'ISUM2 = '15)
WRITE(30,500) ISUM3,ISUM
500 FORMAT(1H,'1SUM3 = ' 15,3X 'ISUM = '15)
FRQ1 = I3UMl/2tib.

FRQ2 = I3UM2/288.
PRQ3 = ISUM3/288.
WRITE(30,30) FRQ1
30 FORMAT(1H,'FRQ1 = ' F10.6)
WRITE(30,400) FRQ2
400 FORMAT(IH, 'FRQ2 = ' F10.6)
WRITE(30,200) FRQ3
200 F0RMaT(1H, 'FRQ3 = ' F10.6)
IF(ISuM-2b-8) 31,32,31
31 WRITE(30,34)
34 P0RMAT(1H, 'GOSH DARN! !')
GO TO 16

32 WRITE (30,36)

36 FORMAT(IH, 'RIGHT ON!!!')
16 CaLL fiXIT
END

