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PREFACE  
An expression in terms of a contour integral for the remainder 
term in a numerical integration formula of a general type is 
obtained, 	because the function Whose integral is under 
consideration is allowed to have singularities at the end points of 
the interval of integration special emphasis is placed on the 
behaviour of the contour at these points. 	It is then shown how the 
corresponding contour integral form of the remainder term in some 
of the well-known integration formulae may be derived. 
The contour integral in conjunction with known asymptotic 
expressions for part of the integrand is used firstly to examine 
the convergence properties of certain quadrature schemes (Chapter III) 
and secondly to estimate the error in approximating to a real 
integral by a quadrature sum (Chapter IV). 
In conclusion (Chapter V) we discuss some of the problems which 
are to be subjects of further research. 
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CHAPTERO 
INTRODUCTION  
0.1 Introduction  
In this thesis we shall be concerned with the remainder when a 
definite integral 
(0.1.1) 	 (x) c(L) of x 
c, 
is evaluated numerically by means of a weighted sum of ordinates of 
the function 	. The function wpo is known as the weight 
function and is usually integrable over the real interval Ca-, 63 
which is not necessarily finite; WW may have singularities at 
the end points 
The general numerical integration formula may be written 
(0.1.2) 
r 
j (A) (x)fr) 	)\h,n f (X )2,n ) A-  
c, 
where R (IF) is the remainder term of the formula. 	(The 
significance of the suffix n+ is that the sum on the right of 
2. 
equation (0.1.2) contains (rt+1) terms; a may be infinite in which 
case we shall denote the remainder term by R(f) .) 	The abscissae, 
IR: 0(s) Pt , are points of Ca-, b .) and the coefficients, 
.0(0 rL , are known as weight factors. 
We shall also consider, but to a lesser extent, integration 
formulae of osculatory type. 	Osculatory quadrature formulae not 
only make use of the function values at the abscissae but also of 
values of the successive derivatives of the function. The formula 
may be written generally 
Vt 
(0.1.3) f ") f(X) X = LI- r.0 k=o 
- a 
Our aim is to find asymptotic estimates of the remainder, R4) 9 
for large values of rt- , when 1:(Z) admits of analytic continuation 
into a suitable region of the plane of the complex variable 21 , 
where Z = 	÷Ltt 
The most common form of the remainder in quadrature rules is in 
terms of a high order derivative of the function 	.t), see e.g. 
Hildebrand [1, Chapt. 8] . 	This form has, however, obvious 
disadvantages, see Hamming [2, sect. 8.7] . 
The computation of a high order derivative even for an innocent 
looking function like 	t/(14-0) can become very tedious or 
sufficient information about such high order derivatives may not be 
readily available. 
3. 
Hamming [21 points out that for many functions, e.g. 47.(X) = 1/2t, 
the nth. derivative behaves as n I . 	So that expressions in terns 
of derivatives for the remainder need not necessarily tend to zero 
for large values of A!. 
In most cases the object is to place an upper bound on the 
derivative of the function over the range of integration. 	That this 
is not always possible is obvious. 
For example if we choose to integrate X over the interval [CA 
then we certainly cannot place an upper bound on the derivative of .1 -4 
in L0,11 . One can however overcome this difficulty by choosing 
r a formulae which "divides out" the singularity. Navot 01 has 
developed a formula of Euler-HacLaurin type to handle such a 
singularity while a formula corresponding to Simpson's is discussed 
by Noble [4, p.2401. 
On the other hand the direct application of quadrature rules to 
functions with algebraic and logarithmic singularities in the range 
of integration is considered by Ninham and Lyness E5). Ninham 
and Lyness use a Fourier series representation for the function 
and obtain an expression for the remainder term in a general 
quadrature rule in terms of an infinite sum of Fourier transforms. 
This approach is well suited to the repeated trapezoidal rule or, 
like Romberg integration, a linear combination of such rules. 
It is not however as readily applicable to Gauss type formulae; 
in fact Ninham says that this process "leads to a strong preference 
4. 
for trapezoidal rules over the Gauss-Legendre and similar rules". 
Ninham is however mainly concerned with using the error expression as a 
correction to the quadrature sum. 	The results are then extended 
using the theory of generalised functions, see, e.g. Lighthill [6] . 
Ninham's analysis is not as powerful when the function to be integrated 
has singularities just off the interval of integration. Furthermore 
it cannot be applied to functions with essential singularities at the 
end point of the range. 
There are other expressions in terms of functions of a real 
variable for the remainder term: there is for example an expression 
in terms of a real integral, see Hildebrand [1, p.165] . We shall 
however be concerned with methods which use complex variable 
techniques. 	Stroud E71 in his excellent bibliography on numerical 
integration unfortunately makes very little mention of techniques for 
finding the remainder term using complex variable techniques. 
Two separate techniques have however come to the fore. 	One 
expresses the remainder term as a linear functional on f(r) and 
was initiated by Davis [8] . 	This linear functional approach was 
not confined to integration formulae but was also used for 
differentiation and interpolation formulae. The other coasiders an 
expression for the remainder in terms of a contour integral and is 
probably of classical origin.. 
0.2 The Linear Functional Approach  
The ideas put forward by Davis [8] were extended more fully 
with special emphasis on integration formulae by Davis and 
Rabinowitz 0?]. 	There are two concepts in this paper which we make 
use of later in the thesis. 
Davis and Rabinowitz [9] consider the remainder as a linear 
functional on Rx), i.e., 
 
Vt 
J7 pc) 	— a k=0 (0.2.1) 	R 	( . c)  f)	
= 
where the weight function WOO = I and the interval is E -1 ) I] 
Let Z = 	cy be a complex variable and let J2 (z) be the analytic 
continuation of 4: (x) into the plane of z. 	Supposing that 
has no singularities on [ - I ) 13 then 42 (2) is analytic in a region 
of the complex plane which has the real interval Ell ) g in its 
interior. 
Further let us denote by 	--EA f 	, the family of ) 
confocal ellipses with foci -I ) / . When r= /.) -c corresponds to 
the degenerate ellipse 	R(2)5.1. 	The family may also be 
represented by /z i- (2: 2- 1) //2 / = /.° 	We use this family 
of ellipses in Chapters III and IV. 
The functions -5-, (z..,f ), ,). 0, ,„?,. . . , defined by 
5. 
(0.2.2) 	(z )r) - 	(A) (Z) 
6. 
where (4) (") is the Chebyshev polynomial of the second kind and 70) 
is a suitable function of /0 are a complete orthonormal set for the 
region of the complex plane bounded by 	, Davis expands 	 (z.) 
in terms of the functions ‘c(Z.. )10) as 
(0.2.3) 
	
(z)  
where, since 	(Z.) is analytic in the interior of 	for some 
value off , 
oc 
C 	1..; 	I 
(0.2.4) 	L- N=o 
From equation (0.2.3) we thus have 
(0.2.5) 
	R„,(f) 	a,) 
Using Schwarz's inequality, equation (0.2.5) becomes 
(0.2.6) 	R,V) 
The expression 	, defined by 
(0.2.7) 
0.0 
.2 )R 	[ 	(z v19-, 	)4 	if 	 ) = 
may be computed for several querature rules and values of /0 
7. 
To help us find /Ili we can perhaps make use of the Maximum 
Modulus principle. For, -1(z) is analytic on and within --Er 
and the principle tells us that 14:(7..)) takes its maximum value 
It is found that as we let /0 increase fif-tax will increase 
while 9; will decrease. The value of for which the 
product Gro70 -11i24, is a minimum will provide the lowest upper bound 
of the modulus of the remainder, Rnafi . In practice the value 
of/0 is selected from a comparison of a finite number of values 
of  
We refer to this minimising technique frequently in Chapter IV. 
The linear functional approach was used by Hammerlin [10 with 
special regard to formulae in which the abscissae were equally spaced 
in the interval. Hammerlin assumed that c(z) was analytic on 
and within the unit circle which we denote by P. The interval of 
integration was restricted to values a, 6 such that -1 4. CL. 	6 	1 
and the remainder term was considered in the form 
pi) tL 
(0.2.10) 	Rn (f) 	-F(z) 	— 	3..f(z.) 
ti 
From Cauchy's formula we have, since f(z) is analytic on 
and within 1-7, 
(0.2.11) 	
Jr 	
2ff Z 
where S is the arc length on the unit circle. 
From equation (0.2.11) we have 
(0.2.12) 	f (f) 	= 2 1fr J 	(3) cis , 
Using Schwarz's inequality we have from equation (0.2.12) 
(0.2.13) 
	
IR" (f) 1 2. -4 WITT 2.f 	.f 1-fep)2cis 
or, 
(0.2.14) 	JR114.,mi 	cr z 
where UP is the norm of ftZ) on the unit circle. 
The remaining part of Hammerlin's paper is mainly devoted to 
finding estimates of CT for a few of the well-known rules. 	The 
method is as follows. 	We have 
(0.2.15) 	R 4( - S 
	 Rho (x '?) 3 11 
8. 
Since s'S / (2 n)frL ) 	= 0, I) 2) 	. 	form a complete 
orthonormal set of functions for r we have on substituting 
z. 
equation (0.2.15) into the expression for Cr 
.--. 	 2 
0-2 
 _ 	I 	R 	( 	' - )1 ds 4 Tr- z , 	1 htf ■ j_ xl 
-ir 
..c, 
( X 1 ) I 
2rr 
To evaluate CT Z. is then only a matter of finding an expression 
for the remainder when the function to be integrated is a positive 
integral power of ):. 	Hammerlin uses well-known expressions in 
terns of Bernoulli polynomials, see, e.g., Krylov [121, to place an 
c22.0 
upper bound on / Rn+ ,(x ) I . 	Upper bounds for  
are then readily available. 
An upper bound for /0:// is obtained using Schwarz's 
inequality. We have 
(0.2.17) 	ilfll 	= i f(z)1 2 d 5  _4 2 Tr rtla, I -F(z) 2 . z E r 
From equations (0.2.16) and (0.2.17) we have 
(0.2.18) 	Rh41 (ç) 	(r1") 	o- . •mcoc j  f(z) 
ZEr 
Values of (20..47- are given for a few of the well-known 
quadrature rules, e.g. the Trapezoidal Rule and Simpson's Rule. 
9. 
= 
= 277r 	211 V 
) -= 0 
10. 
The approach used by Hammerlin is generalised somewhat by 
himself in a following paper [131 . 	In this paper the function 
is supposed analytic within and on a circle of radius 7-, r> I ) 
denoted by rir , and integrals over the interval [— I, i] are 
considered. 
The complete orthonormal set of functions for 11, are 
Z Ytt Z rr ) 1/1. r 	o, 	.... 	So that if we follow the same 
process as in [11] we find 
(0.2.19) 	I Ry14, f I 	Q(r) 
where 
and 
(0.2.21) 
z 
2 	 I 	cz..12- 	Rnof X V)i  
( z Fr r 
-4-zo 
Hammerlin again uses expressions for the remainder in terns of 
derivatives to place upper bounds on Cr(r) for a few of the 
of residues we have 
(0.3.1) 
<1? 
11. 
well-known integration formulae from equation (0.2.21). 	Since one 
expects that 	if fl 	will increase with r while (Tcr) decreases 
the principle of minimising the product 	0(r)./)flip with respect 
to r may be used. 
hammerlin also notes that if the quadrature rule is exact for 
polynomials of a fixed degree, M (say), and less then one can 
replace 	llf- 11/T in equation (0.2.19) by ilf - cqr where a is 
an arbitrary polynomial of degree M . 
0.3 The Classical Approach  
In contrast to Davis, Goodwin [14] used a more classical 
approach when obtaining expressions for the remainder in the 
_ 
evaluation of integrals of the form d_ _e, 	) d 
by a repeated trapezoidal rule. 
Let 	be the rectangular contour (1- 00 01) and suppose 
that f(z) is analytic on and within 	Then from the theory 
n n 
oce 	F(r1 h) 
Supposing f(X) to be an even function we readily find that 
equation (0.3.1) becomes 
12. 
2 	00 	z z h 
e x - 2 el _Foo, 
_x 
(x) e 	Cl z 2.rri.x/h 
-J -401 
Replacing 	by ,t/ - C.ri/h and noting that -e4p - Z 71-2/h9 
is negligible compared to unity equation (0.3.2) becomes 
(0.3.2) 
(0.3.3) 
z - 
R(i) 	-Z a 
.1 
-DO 
a f( 	i:Tr/h,) e-Yck 
Assuming that the major contribution to the integral on the right 
of equation (0.3.3) is in the neighbourhood of 3 C we find that 
the remainder term is given approximately by 
(0.3.4) 	R 
_rr'/h1 
- 	f Nir/h 
This is, of course, Laplace's method for integrals, see 
De Bruijn [15, Chapt. Iv] . 
Equation (0.3.4) is a simple expression and usually gives good 
estimates. 	Goodwin notes that if 4:W has a finite number of poles 
within 	appropriate terms must be added from the calculation of 
the residues at these poles. 
MacNamee [16] attempts to generalise Goodwin's result. 	MacNamee 
considers integrals over the semi-finite interval. 	The 
13. 
function Trcy(z)Cot n(z./11, ?k) 	is integrated round the rectangular 
contour ((),t /Id J? 2- id) and . 	is allowed to become infinite. 
Here A is a parameter such that 0 1 and h is the tabular 
interval. 
If 	 (x) tends to zero as we let x become large and if there 
are no singularities of 5(1) within the rectangle we find that 
/- 	 t--/ 
(0.3.5) 	3(x) d x = 4 2_ 3E(n 76 A) hi + E ( ■,h,d) +- C( I , h,d) 
..1 n=o 
o 
where II denotes a sum whose first term is halved when A= 0 • 
E 	d) is called the error term and is the contribution 
from the integral along the sides of the rectangle parallel to the 
2-axis. 
The emphasis of the paper is however placed on the correction 
term C (A h d ) ) 	which is the contribution from the line through 0 
parallel to the imaginary axis. 	The line is suitably indented at the 
origin when >\= 0. 
MacNamee evaluates 	C._ (X, 	) by the trapezoidal rule. 
Using the same method as above but with a rectangular contour of 
finite dimensions he obtains further correction and error terms. 
The method is again repeated and under certain conditions the integral 
on the right of equation (0.3.5) will be given by a series of 
trapezoidal sums with the remainder given approximately by the next 
correction term. 
14. 
A process for controlling the error term E 	h,d) by 
suitably choosing the parameters h and Cl is also outlined. 
The second part of the paper is devoted to a discussion of the 
remainder in Gaussian integration rules. 	The remainder term is given by 
the contour integral 
(0.3.6) 
where 
(0.3.7) 
R (f) , 	 (z) d z ot) 	2n-.1I 	hi 	z) 
(z) 	(z 	 - h+, 
and 
(0.3.8) 1 	d w (x) 	(x z - 
C is any contour surrounding the basic interval 1[CL, bi and is 
such that f(Z) is regular on and within C • Equation (0.3.6) is 
readily obtained from an integration of the well-known expression for 
the remainder in interpolation formulae in terms of a contour 
integral, see e.g. Sze& riii . 
Bounds for 	Rt7.4_,(f) given by equation (0.3.6) are obtained by 
using the first term in the asymptotic expansion of 	no (z) 
15. 
• for large rz i . MacNamee chooses the contour C to be a circle of 
radius j?. An upper bound is placed on 	 (z) on C and the 
minimising technique used by Davis and Rabinowitz [9] and Hammerlin 
is invoked. 
MacNamee notes that it should not be difficult to allow a finite 
number of poles within C. The discussion is restricted to Gauss- 
Legendre, Gauss-Laguerre and Gauss-Hermite quadrature rules. 
Stenger bq also makes use of complex variable methods for 
placing bounds on the error in Gauss-type quadratures. 	He notes that 
r -1 - the results of Davis and Rabinowitz [93 , Hammerlin L113 , 1131 
and MacNamee E163 can be made sharper by using the fact that the 
integration formulae are exact for polynomials of a known degree. 
For example in Davis' work the inequality (0.2.6) may be replaced by 
i 2 r z (0.3.9) 	i 	Cr) I 	I LI-2 r,. + 2 kill 
to 
r1+1 A=0 
i z 
R ("Z- >f)) r, 	• - 	) 
since the Gaussian formula using nt, ordinates is correct for 
polynomials of degree less than or equal to 	Zrt-t-1 
Stenger then discusses the remainder term as used by 
MacNamee W in the form 
W/X) P„ + ,(X) 	f(z) dx ci z 
(z-x)P )„,(z) 
1401) k)cx S- 
(0.3.12) ( , 
j (z - x ) tndz) k.o 
l•I 	
cx) 	-2n-Zk-3 
16. 
where C is chosen to be the circle )21 = 14-E, Es 	. 	The 
function f(z) is supposed analytic on and within C and has the 
Taylor series expansion within C given by 
cola 
(0.3.11) 	 -F(Z) 	= 	Z 
kr0 
Also, it is shown that 
where the e k >, 0 , k = 0 , ), 	. 
Substituting the infinite series given by equation (0.3.12) and 
equation (0.3.11) into equation (0.3.10) and integrating it is found 
that 
(0.3. 1 3 ) R „if) e h.* ) 	. Zrt. Z/2+2 
Using Schwarz's inequality, equation (0.3.13) gives 
X 	 Z 	 2 
(0.3.14) 	IR 	(F)I f (em4 ,k) • z_1 41 2elt2k+;.1 	. 
k=o tv:o 
[Stenger in fact uses the more general Holder inequality but the most 
useful result is given by equation (0.3.14)] 
17. 
The quantity 	[( e r„,, k ) 4 1 	is given for a few of the 
tz.,0 
well-known rules. 	The minimising technique of Davis and 
Rabinowitz [SO is again used. 
All of the papers so far which have used complex variable 
techniques have made no attempt to deal with singularities in the range 
of integration. 	In the paper by Davis and Rabinowitz [9] the first 
assumption is that f(z) is analytic on E-1 ) IT while 
Hammerlin [101 goes even further in assuming that 47(z) is analytic 
on and within the unit circle. Neither of these methods is of any use 
in dealing with singularities of -1 7 (Z) in the range of integration 
and their value when i7(z) has a singularity near the range of 
Integration is doubtful. 
On the other hand MacNamee [16] can deal with poles near the 
range of integration but his method again cannot be used when 
has a singularity in the range of integration. 
0 . 4 Barrett's Paper  
Barrett Do does discuss singularities of branch type at the end 
points of the integration interval. 	The emphasis of Barrett's paper 
is on the convergence properties of the Gaussian quadrature formulae 
and very little mention is made of estimates of the remainder term. 
18. 
It is however around this paper that much of this thesis revolves and 
we will discuss the content in some detail. 
Suppose f(z) is analytic on and within a contour C which 
surrounds the basic interval [CL ) b3 . 	Then from Cauchy's 
theorem we have 
(0.4.1) f() 	= 	. 	f(Z) ci 
	
2 Tit 
- 
Substituting this expression for 4 2 (x) into equation (0.1.2) 
we find 
(0.4.2) qh,.(z).Rz, dz Ri-,"(f) 	zr":Jc 
where 
(0.4.3) 
	P/11-1 (z) 	g .` 	/ 	(z —x) 
k=o 
and 
,b 
(0.4.4) 
Lo(x) Ph+ix) 
Z — a 
(Equation (0.4.2) is of course the expression for the remainder 
as used by MacNamee [16] , equation (0.3.6), but it should be 
19. 
pointed out that Barrett's paper was published before that of 
MacNamee.) 
Barrett uses known asymptotic expressions for the 
ratio 	q 44P)// A, 4.,(Z) 	for large rt in the case of Gauss-Jacobi 
integration formulae to obtain, for large It , expressions for the 
remainder in the two cases: 
(1) when f(Z) is a meromorphic function; 
(2) when f(z) has a branch singularity at an end point of the range. 
[The process contrasts with that of MacNamee in that MacNamee 
used asymptotic expressions for large values of 171 while 
obtaining his estimates of 	R mti (F). 
The contour in case (2) is chosen by Barrett to cross the 
interval {71 ) 	. 	This is however not permissible since, as we 
shall show later, ['I ) 1] 	is the cut in the complex plane for Q , (z) 
Corresponding 	
t,  
results are obtained for Gauss-Laguerre and 
Gauss-Hermite quadrature rules. 
In the second part of the paper Barrett describes a process which 
generalises some of the ideas in Gaussian quadrature formulae. It is 
from this generalisation that the main theorem of this thesis stems. 
Barrett chooses two functions of Z, 	(Z) which has simple 
zeros at each of the abscissae 	1k,r1 ) (i) a, 	and 
which satisfies the condition 
20. 
(0.4.5) 	lib 	- 	— 	217 	ui (X) il(X.) 
for  
If we now put 
(0.4.6) 16( k i n) = - 
IOC k ) 
into equation (0.1.2) it can be shown that the remainder in the 
quadrature rule is given by 
(0.4.7) 
„ 
Rii4,(f)
c,  
2 fri 	(9(z) 	
) 1Z 
where C is a contour surrounding the basic interval [a, b] and is 
such that 	f (7) Is regular on and within (7 
Contours again appear to cross the cut for 11W . 
Barrett uses this result to find two new formulae, one 
corresponding to the Gauss-Laguerre formula which he terns the 
Gauss-Bessel integration formula, and the other corresponding to 
the Gauss-Hermite formula which is a repeated trapezoidal rule. 
The contour integral obtained by Barrett is used only for dealing 
with meromorphic functions and functions with branch type 
singularities at the end points of the interval of integration. 
21. 
As we have already stated Barrett's main interest is in the convergence 
properties of the various Gaussian Rules. No attempt is made to 
deal with entire functions. 
In Chapter I of the thesis we shall state and prove our 
fundamental theorem which develops Barrett's treatment and puts it on 
a more rigorous basis. 	In this development we can deal with functions 
which not only have branch type singularities but also essential 
singularities at the end points of the interval of integration. 	The 
method used appears to overcome the difficulties involved at the end 
points. 	Our contour, unlike Barrett's, does not cross the cut in 
the complex plane. 
Our aim is to find an expression for the remainder in many of 
the well-known formulae in terms of a contour integral. 	To achieve 
this we present a corollary of the main theorem. We shall use this 
corollary in the following chapter, Chapter II, to show how the main 
theorem yields an expression for the remainder in an important class 
of formulae which includes Gaussian and Newton-Cotes quadrature rules. 
We shall also give a second theorem which is a simple extension of 
the main theorem. 	This theorem leads to the corresponding contour 
integral expression for the remainder in osculatory quadrature 
formulae and formulae of Obreschkoff type, see e.g. Salzer rag 
and [213 respectively. 
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In Chapter II we discuss the behaviour of the contour at the end 
points more fully. 	This behaviour depends on the function and the 
quadrature formula and we shall consider several of the more well-
known rules. 
The question of convergence of quadrature formulae is discussed 
in Chapter III. 	We follow the method of Barrett of examining the 
ratio 	Ct(Z)/P,14. 1 (z) 	, for large 4, in the contour integral 
expression for the remainder given by equation (0.4.2). 	We obtain 
Barrett's result for Newton-Cotes formulae using a slightly different 
procedure. {We note that Barrett's expression for  
L.14+1 
is in error by a factor 01]. 	The reason behind this is two-fold. 
Firstly, our method, unlike Barrett's, is immediately applicable to 
osculatory quadrature, and secondly, we find that our expression 
is more useful than Barrett's in a discussion of remainder estimates. 
We also discuss the convergence of Obreschkoff type formulae and 
Gaussian formulae. 
In Chapter IV we use the contour integral expression for the 
remainder obtained in Chapter I to find asymptotic estimates 
of 	R htf , f 	. 	Cases which will be discussed are 
(1) functions with poles; 
(2) functions with branch point singularities at the end 
points of the range; 
23. 
(3) entire functions; 
(4) functions with an essential singularity at an end 
point of the range. 
In dealing with entire functions we shall make use of two 
methods. 	In the first we use the minimising technique of Davis 
and Rabinowitz 193 and Hammerlin [13] 	with respect to certain 
families of contours. 	The families of contours depend on the 
integration formulae. 	In the second we deform the contour to pass 
through the saddle points of the integrand and use the method of 
steepest descents, see e.g. De Bruijn 115, Chapt. 	. 
The second method is the one which would be used when finding 
estimates of the remainder when 4(z) has an essential 
singularity at an end point of the range of integration. 
All our estimates are obtained under the assumption of large 
values of a parameter and it would appear that our results have 
limited use. 	however it is often found that expressions which are 
obtained in this way are extremely useful even for small values of 
the parameter. 	Elliott 1223 and Elliott and Szekeres [2i.) obtain 
estimates for the coefficients 	am , '7= 01 1, 2. , . . 	, in the 
Chebyshev series expansion of a function under the assumption of 
large values of a . 	The estimates yield surprisingly accurate 
results even for small values of 	This idea is again used by 
Elliott 1241 in a paper on the truncation errors in Pade _ _ 
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approximations to functions. 	Luke 125] also mentions this unusual 
type of result in the introduction to a paper dealing with rational 
approximations to the incomplete Gamma-function. 
In the conclusion we shall discuss a few of the problems that 
have presented themselves in the writing of this thesis. 	Firstly 
we have been unable to obtain a satisfactory expression for the 
ratio 	1i/f2V42(z) occurring in equation (0.4.7) for Romberg's 
integration formula. 	Two possible ways in which we may be able to 
solve this problem are discussed. 	Secondly we shall consider how 
the fundamental theorem may be used to find new quadrature rules. 
We discuss one such formula which we term the 'Gauss-Whittaker' 
integration formula. 	Finally the original theme of this thesis, 
"a unification of quadrature formula", will be discussed. 	We shall 
consider how many of the known quadrature rules stem from the main 
theorem of Chapter I and consider a generalisation to the numerical 
integration of funCtions along a smooth arc in the complex plane. 
Barnhill [26] while discussing the convergence of complex 
integration formulae uses an expression for the remainder in terms 
of a contour integral which supposes that 	f(7) is analytic on a 
contour which has the smooth arc in its interior. 	Our development 
allows singularities at the end points of the arc. 
CHAPTER 
THE FUNDAMENTAL THEOREM 
In this chapter we shall state and prove a result from which we 
may obtain an expression, in terms of a contour integral, for the 
remainder term of a general quadrature formula of the form given by 
equation (0.1.2). 	We recall that the formula may be written 
r. 
(1 . 1. 1) 	W (X) F6Z 	= 	h , f(Zk, 	R (f ) 
k At, • a. 
The result as we have stated in section (0.4) has been previously 
outlined by Barrett 1197 . 	Barrett however confines himself 
mainly to Gaussian quadrature formulae and to the integration of 
functions which are analytic in the basic interval [0., ID] . 	Barrett 
also indicates possible changes when the function has either 
algebraic or logarithmic singularities at either or both of the end 
points GL. and b . 
We shall generalise Barrett's results in our "fundamental 
theorem". 	The generalisation enables us to consider many more types 
25. 
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of quadrature rules. Moreover we shall choose our contours with a 
twofold purpose in mind. 	Firstly, we shall be able to treat a wider 
class of functions than Barrett. 	We shall in fact be able to 
consider a function which has an essential singularity at the end 
point of the range. 	Secondly, our contours do not commit the error 
of crossing the cut in the complex plane. 
We shall, then, choose our contours in such a way that we can 
prove the fundamental theorem for as wide a class of functions as 
we possibly can and so that we can apply the theorem to as many 
quadrature rules as we possibly can. However in the application 
of the theorem to specific functions and rules, we shall be able to 
deform the contours into one from which estimates are more easily 
obtained. 	A fuller discussion of the choice of contours is left to 
later chapters. 
In stating the theorem we shall, in the first instance, confine 
ourselves to quadrature formulae in which the abscissae are all 
interior points of the interval of integration. 	A slight 
modification permits us later to deal with quadrature rules which 
have one or both of the end points as an pbscissa/abseissae. 
We also present a corollary of the fundamental theorem which 
gives an alternative definition of the function 	(29 occurring 
in the contour integral expression for the remainder. 	It is this 
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form of 	(Z) which we find most convenient for showing, in 
Chapter II, how the theorem may be used to obtain the remainder term, 
in the required form of a contour integral, for many of the well-known 
quadrature formulae. 
A second theorem which is a generalisation of the fundamental 
theorem is then given. 	From this theorem we shall obtain the 
corresponding contour integral form for the remainder term in 
osculatory quadrature rules, see equation (0.1.3). 	This theorem as 
we shall point out has an extremely useful corollary similar to that 
of the fundamental theorem. 
1.2 The Fundamental Theorem and A Corollary  
Using the following theorem we shall be able to express the 
remainder in equation (1.1.1) with prescribed 
conditions on the weight factors Ab 11,11 ) 	= 0(/)12 , 	in terms of a 
contour integral. 	We shall allow f(z) , the analytic continuation 
of 47 (X) into the plane of the complex variable z= X + Ly 
to have a singularity at the end points of the interval E.4. 4j but not 
at any point of the open interval (a, b) . 
In the first instance we shall consider only those quadrature 
formulae whose abscissae are interior points of ECL,„ /)] 
28. 
The fundamental theorem may be expressed as follows: 
Theorem 1.  
(i) Let f(Z) be a function of the complex variable, z = 
Ji 
analytic in some region I), of the complex plane which 
includes the open interval (CL„ b) in its interior. 
(ii) Let Oz.) be an analytic function of Z in the finite 
complex plane with simple zeros at each of the points 
7 a 	c< b, k = 0(1) 	Suppose that all 
other zeros of 	(z) lie outside a region 1)2 which 
has the closed interval Ea 0 in its interior. 
1k(z 
	is an analytic function of 1 in the complex 
plane cut along the entire real axis. 
( i v ) 
	yi 	_ 	-,_ 0 0 	zTri, w(X) Ox) for all X 
lying in the open interval (CL, b) 
for each k o(ort, 	n 
defined since 	OX-k,n ) is zero. 
(v) 	Define the quantity 	AD (p) by 
nfi 
We notice that 
is uniquely 
(1.2.1) R (F) r bto(x) p)d..1- 
a 	kzo 
Then 
b(z) pz ) d -z 
(1.2.2) 	R n+1 (42) 	= 	2 rrt: 	J 4 	 ) L C C 
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where the contours 	(. 1(- and 	C 	, see Figure 1.1, are 
open* contours between the points CL and b satisfying 
the following conditions: 
(1) C and C - are described in the positive (anti-clockwise), 
direction. 
(2) (:**- and L are confined to the upper and lower half 
planes respectively in the region common to both E) 
and D2 • 
(3) The slopes of C t- at a and b are parallel to the 
negative direction of the 1C-axis while the slopes of C 
at CI and 	b are parallel to the positive direction 
of the :t-axis. 
FIGURE 1.1 
*An open contour is one which does not include its end points. 
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- [-Note: 	We choose the contours C I- and L 	to be open contours 
because the function 	1ik/WPZ0z) has in general 
a singularity at an end point due either to a singularity 
of -F(7.) or possibly, as we shall show in Chapter II, to 
a singularity of 
Proof: 	Since 	(z)fayoz) 	has no singularities 
between (2 1. and the upper edge of the open interval (a b) 
, 
we may deform C ÷ to be the upper edge of the open interval 
together with small semi-circles, 
Yk+ 
, at each of the 
points XI, n ) , 	k = o(i) n. M 
Let the radius of 	d* 	be 3 
Similarly we may deform (7 - to be the lower edge of (Ct. ) 0 
with semi-circular indentations 	of radius 	it at the 
points 	X k 	i2=- 0(» tL 	, see Figure 1.2. 
FIGURE 1.2 
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Under these circumstances the conditions on the slopes at the end 
points of both C ÷ and C - are conserved. 
Let us denote by 	ti4-1(-F ) 	the contribution to  
from the e integral around the semi-circle Yi? 	We have 
(1.2.3) R1( 	= 2 irri, 	F(Z) d 
( ) (2.., ) 	z 	. 
Now the function -ZP(z) -Pz-)/PZ) is analytic and therefore 
continuous on the soini-circle X + 	Also the function 	(Z) has 
a simple zero at the point 7  
Therefore we have 
(1.2.4) 	2011 	-11ein 
	 -Rx-k„.7 
Z =!-Zkin 
n) 
	
) 
provided we confine the path of the limit to the upper half-plane. 
Letting the radius of the semi-circle 	tend to zero we find 
that equation (1.2.3) yields, see Volkovyskii et al [27, 
(1.2.5) Rh4, ( f) 	= 
Similarly, since , kin )is uniquely defined, 
(1.2.6) 
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Proceeding in this way for each k ) k=o(on. we have from 
equations (1.2.2), (1.2.5) and (1.2.6) 
(1.2.7) 
ll) bc -roi) 	 n- 
R,, (f) 	' 	 f() d1 + ..ft 	 2rri. 	x. 2 &ft:4k,, Ub 	 k:.-c) 7 
(1-1,n) 
a. 
Using condition (4) of the Theorem equation (1.2.7) gives us 
/ 
R (f) 	f 	f(x) d x 	2: 	 f(zi, n) (1. 2 . 8) 	04-1 P=o PX1e,n) 	• 
Application of the Theorem to Quadrature Formulae  
In the quadrature formula (1.1.1) suppose that the abscissae are 
interior points of the interval ECG) bj . 	Let us now assign to the 
weight factor, X ip,p1 	, in equation (1.1.1) the value given by 
(1.2.9) 	= 	) Vilx" 	 LI- 	e2, 
(Z le,n) 
Then the remainder term, &H (F) , is given in the required 
form by equation (1.2.2) of the fundamental theorem. 
Comments on the Theorem 
(1) We have chosen the function 	(z) to be analytic in the plane 
cut along the entire real axis because we may define Rfr(Z) 
differently in the upper and lower half-planes. 	In many cases 
however the function 	(Z) will be analytic in the complex 
plane cut along some finite part of the real axis. For 
example in the Gauss-Legendre quadrature rule PZ) is 
analytic in the complex plane cut along [E/,17 . 
(2) In the application of the theorem to quadrature formulae it 
appears that the choice of the weight factors using 
equation (1.2.9) is very restricted. 	However we note that 
we may add to ')L4'Z) an arbitrary function -11)00 which is 
analytic in the finite part of the complex plane without 
altering the conditions of the theorem. 
We would replace 	(Z.) by -3/42)-1- -1)/Z) throughout the 
theorem. 	This broadens considerably the scope of 
quadrature formulae. 	We shall return to this point later. 
33. 
When the End Point is an Abscissa of the Quadrature Formula  
So far we have confined ourselves to integration formulae in 
34. 
which the abscissae are interior points of the interval .C1 ) ))]. 
A slight modification gives the corresponding result when we have either 
or both of Ck and b as an abscissa/abscissae. We simply include 
the contribution(s) from the end point(s) in the remainder term. 
Suppose that a= X0 	that b is not an abscissa. 	Then 
we rewrite equation (1.1.1) in the form 
(1.2.10) 	14)(1) f(x) dx 
	
A kin C(X101) 	R:+ (-F) 
where 
(1.2.11) 
	R 	(-c)  
When the weight factors 	>q,,,, ) 	n , in equation (1.2.10) 
are given by an equation of the form (1.2.9) the theorem gives 
X 
us an expression for 	Rh+r(f) 	in terms of a contour integral. 
The only alteration to the proof is that we would not consider an 
indentation at the point 
We would treat the case when b is an abscissa similarly. 
The fundamental theorem gives as a contour integral the remainder 
term of a quadrature formula where the weight factors,  
are given in terms of the functions 	(Z) and 12(Z) defined in the 
35. 
theorem. 	By choosing different functions 	(z) and 	q9(Z) 
subject to the conditions of the theorem we obtain many quadrature 
rules. 
The following corollary of the fundamental theorem gives under 
certain conditions an alternative definition for the function 3/1(Z) • 
We find this form of 3),(29 extremely useful when considering 
particular quadrature rules. 
Corollary 1: 	Let 	M and 3/4Z) be two functions of 7: 
satisfying the conditions of the fundamental theorem. 
Suppose now that (z) and )J1(z) are subject to the 
following conditions: 
(1) condition 06 of the theorem holds not only for 
the interval (a, b) but also for an interval (a, d) 
which contains (CO and 
(1.2.12) 	1/1( - 0i,) = 	+00 
for values of X not in the closed interval [&,c1.2 . 
(The intervals (C2,13) and (C ) d) are in fact 
identical in many cases.) 
(2) V(Z) tends to zero as 12:t tends to infinity. 
(3) (44) ftt) satisfies a HOlder condition for DC 
in the open interval (C,d). 	That is, we have 
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for any two points X I and Xz of (a, d) 
(1.2.13) 1 CO(Y) 	x,) - ; f 	xl I P 
where 19 is a positive constant and 0 
Then 
(1.2.14) 
= rd „)(x)(x)ifix 
-z_ x 
Proof: The procf follows immediately from a result 
given by Muskhelishvili C28, p.651 . 
Comments on the Corollary  
(1) Suppose that we do not impose any condition on the behaviour 
of the function 	(z) as /ZI tends to infinity. 	Then we may 
choose for 444 
(1.2.15) Y(7) 	= cow  (,9:_(x2 
dx 
z - x a 
where A!) is an arbitrary function of 7 analytic in the 
finite complex plane, see Muskhelishvili 1 -28, p.653 . By 
imposing condition (2) of the corollary we imply --P(Z) = (). 
(2) When the interval (C, d) is infinite we must impose the further 
conditions that the integral on the right hand side of 
equation (1.2.14) exists. 
The case of an infinite interval has also been discussed by 
Muskhelishvili f -28, p.110] . 	Muskhelishvili states that a 
necessary, but certainly not sufficient condition for the 
existence of the integral, is given by 
(1.2.16) 14x) (P(x) - w(00) 4400) <   
°" 0( 
>0 
PC  
for large values of 	. A , is constant. 
(3) For our purposes the HOlder condition, the inequality (1.2.13) 
will usually be too general. 	In most cases we shall require 
that (.45:.) OXJ has a continuous first derivative in (C., d) 
This corresponds to 1)=1 in equation (1.2.13) together with 
a condition which ensures the existence of 1fr(2) when the 
interval (C,d) is infinite. 
1.3 Osculatory Quadrature Formulae  
The corresponding expression in terms of a contour integral for 
the remainder term in osculatory quadrature formulae is readily 
obtained by means of a simple generalisation of the fundamental 
theorem. We recall that the osculatory quadrature formula may be 
37. 
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written, see equation (0.1.3)) 
1, -. 	rt. r,(t) -- 
(1.3.1) 	w(x) f(x) 	=  	X 	 (-0 
T.0 k=o +-op a. 
The following theorem enables us to express the remainder term 
in equation (1.3.1) with prescribed conditions on the 
weight factors XL 	own t- 00) 	z ; when the )  
abscissae D2k,n, 	00) ri are interior points of the interval Kb] 
Osculatory quadrature formulae in which the end points 0_ and/or b 
are abscissae will be considered immediately after. 
Theorem 2: (i) Suppose that the functions 	g4Z) and f(Z) 
are three functions of Z satisfying the conditions of 
the fundamental theorem except that oz, has not simple 
	
zeros but zeros of order 	at each of the points Xh , n, 
O< xk b. in 
(11) define the quantity 	) by 
where 
(1.3.2) 	I Y)+4P a_ 
-I- Z1- 	1  _ p( ch p 	c(z) 	) 
Z:: kin 
Then 
39. 
 
?(11+14)
(f) = 
  
Ik(z) f(z.)ciz 
q7 ( z )  (1.3.3) rrL 
t where C and C are contours of the type considered 
in the fundamental theorem. 
Proof: 	The proof follows the same lines as that of the fundamental 
theorem except in the evaluation of the contribution to  
from the semi-circular indentations, 	, above and below a".K in 
as we let the radius A of the semi-circles tend to zero. 
First we note that from condition (4) of the fundamental theorem 
y/i(X k n) is again uniquely defined. 	Furthermore it immediately 
follows that the derivatives of 	7.) up to and including the tp-i)st 
derivative evaluated at the point 2: = Xo ,n) =0(I) 11) are also 
uniquely defined. 	This may be shown as follows. 
From condition (4) of Theorem 1 we have 
(1.3.4) 	00 = 	al, w(x) 0,0 
On repeated differentiation equation (1.3.4) gives 
40. 
114X-0 0 -1,1)(xfoi.) :7 2 rr LAL„J 'w (42(x) _,_ (4)(x) ry 1(;01 
(1.3.5) 	< 
I 	- 
(fro ,n - 	cx 4-00 	0-0  (x) ey(i)+ • • 	+  
Now since elz) has a zero of order D at each of the 
Al' points :Ckm) k.-.0(1)n ) then 	 (Z)) ty(z-)) 	- 	(z) 	are all 
zero at 	Z = X h,e1 	Jaz = 0 () ri 	. 	Thus the equations (1. 3 .5) 
	
-1/ 	)/ show us that 41(4), *166, 	O'' (Z) 	are uniquely 
defined at each of these points. 
The right hand side of equation (1.3.2) contains 14Z) and only 
its first 0) - 0 derivatives evaluated at 	2:= 	k 0(i) n 
Therefore the fact that 11 1(2) and its first (P-i) derivatives are 
uniquely defined at these points ensures that equation (1.3.2) is 
defined uniquely. 
Now 170 has a zero of order 	at 	27= 	 So that 
(1.3.6) 	Oz) 	- (z ) 
where 4)1 (z) is analytic at 2 = Xiq0,1 • 
Therefore for Z on the semi-circle -4 we may write 
0( 	D4 R (z) _,_ 	+.. f(x) 	
Z- X  ki ll 
(1.3.7) 	
0(0 	
, 6? 	
Z k 
where, for  
(1.3.8) —&,; 	L 141(z) 
6-1 (Z.) 
I 
and i)(z) is a bounded function of Z . 
Similarly for z on the semi-circle 	we have 
14z) 	 et - 4 + — +. 	+ B(z) (1.3.9) 
1(z) f(z) (z- ZIR,y)
1-1 
Xk i n) 
where, for •) = 
(1.3.10) IP(z) 	_z)1 q?(z) 
and 0(Z) is another bounded function of 
The coefficients 0(1) and 7) ,..-0()Orq contain only uniquely 
defined quantities and hence 
41. 
(1.3.11) 
The bounded functions Moo and 6(-4.0 are however different 
in general 
Let us now evaluate the contributions 1 )1+0 (f ) 	) 	and 
/iR 	to the quantity 	iti4t)i) ( f) 	from 
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the integrals along the semi-circles Yk+ 
We have from equations (1.3.7) and (1.3.9) 
(1.3. 12) top ) thro()) 012' LE. Y +. 1 	R 
and 	respectively. 
k 
°(c. 
 
(z-xkir,) 
f6,1, ntz) ciz 	Btz) z 20- L 
ok 
\If Since both /1(z) and BOO are bounded functions of Z on bk 
and Y; 	respectively the last two integrals on the right of 
equation (1.3.12) tend to zero as we let the radii(Vand hence the 
lengths of the semi-circles tend to zero. 
Further,substituting 	(Z - 	= i°K 	in the first 
integral we find that 
(1.3.13) 2nc r aq._ 	+ crfr 	clz . L(z - xtor (Z- 
Therefore letting 	tend to zero equation (1.3.12) gives us 
(1.3.14) 	r) -FR 	= cc 13_, n+op 	k 	fr).to ' 	 • 
Now 	0(1„_, is the residue of 71.1(z) f(Z )Aftz) evaluated at 
Z 	yi 	Therefore, see Fuchs and Shabat [29, p.265] , 
c119-1 1(z -x4 ,- )1:k)i.:;.il (P-01 cf?'"L 	(z) 	1 • (1.3.15) 
Z= 
(1.3.16) 
	
a 	
[(z-z 	• 	• 
P-1--r kol) 1 dz 	
PM] 
4PI20 
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The proof is completed by following the steps of the fundamental 
theorem. 
Application of Theorem 2 to Osculatory Quadrature Formulae 
Suppose that the abscissae in the quadrature formula given by 
equation (1.3.1) are interior points of the interval. 	Nov let us 
assign to the coefficients ?\1., 	the value given by 
for JR= o(i) n ) 	= 0 0) 11, -1? n (r) 
We see that A k 	is the coefficient of r(Xk in ) in the 
expression for 0( 	given by equation (1.3.15). 
Thus, from Theorem 2, the remainder term in osculatory quadrature 
formulae when the coefficients are defined by equation (1.3.16) is 
given by 
(1.3.17) 	(hi_op R 	= . fz) d z ff c • 	.c-
(  
CI 	',- where 	and C are contours of the type considered in the 
fundamental theorem, heorem, see Fig. 2.1. 
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When an End Point is an Abscissa  
As in the case of the fundamental theorem a slight modification 
gives the corresponding result when an end point is an abscissa. 
We simply modify the formula to include the contribution from the end 
point in the remainder term. 	Suppose that 	GL=. X0) ,1 but that 
Is not an abscissa. 	Then Theorem 2 gives an expression in terns of a 
contour integral for 	 ) in the formula 
rb 	m p- , 	(t) K (1.3.18) 	! LAJ CX) f(X) C/  
r=a 	
NO JD 
where 
	
P -1 	(t) 
(1.3.19) 	IQ
X 
(f) 	= Re14-0(f) + -f orn 	On 0+013 r.0 	" 
A Corollary of Theorem 2  
The function 	(2) in osculatory quadrature rules may be 
defined alternatively using a corollary similar to the corollary 
of the main theorem. 	The corollary may be stated as follows. 
Corollary 2: 	(1) Let )2(-4.0 and 	(Z) satisfy the conditions 
of Theorem 2. 
45. 
(2) Suppose that 	(Z) and OZ) , satisfy the 
conditions of corollary 1. 
Then we have similarly 
(1.3.20) 	 — 
Comments on Theorem 2 and its Corollary  
(1) We note that as in the fundamental theorem we may add an 
analytic function -1)(Z) to P,T) without altering the 
theorem. 	Again we see that this broadens our choice of the 
coefficients considerably. 
(2) When the interval (2 ) d) in equation (1.3.20) is infinite we must 
impose the condition that the integral on the right of the 
equation exists. 
Corollary 2 will be used to obtain an expression for the 
remainder term in the integration formula derived from the Hermite 
interpolation formula which uses only the value of the function and 
its derivatives at each of the abscissae 
We also find this corollary extremely useful when considering 
formulae of Obreschkoff type, see Salzer Df] , which use the value 
of the function and its derivatives up to any order at only the 
end points of the range. 
46. 
The integration formula given by equation (1.3.1) could be 
further generalised to formulae which involve derivatives of 
varying orders at each of the abscissae, for example, the integration 
of the general Hermite interpolation formula, see Spitzbart L-301 . 
Although our method is readily adapted to such formulae we shall 
not consider them any further in this thesis. 
CHAPTER II 
THE APPLICATION OF THE FUNDAMENTAL THEOREM 
TO SPECIFIC QUADRATURE FORMULAE  
2 . 1 Introduction  
In Chapter I an expression for the remainder term in a general 
quadrature formula of the form of equation (0.1.2) or equation (0.1.3) 
was obtained in terms of a contour integral. 	The contours were 
chosen in such a way as to avoid singularities of the 
function 	E Iii(z)f-(7)/Oz)] 	at either end point of the 
interval ra,b] . 
In the first part of this chapter we shall discuss the possible 
singularities at the end point a . A similar discussion holds for 
the end point b. 
Now all three functions 142), (P(z) and -1F(Z) may be sources 
of a singularity at 	a.. 
47. 
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Firstly VI(z) does not in general tend to a finite limit as Z. 
approaches a . 	We shall discuss the behaviour of 1)1(7.) near 0- 
more fully in Section 2 of this chapter. 
Secondly the end point a. may be an abscissa of the quadrature 
rule as in the Newton-Cotes formula. 	In this case we see from 
condition (2) of the theorem that the function OZ) has a zero at CU 
and hence 	f (z) / (fi(z) 	has a pole at that end point. 
Finally we recall that the function fs(1) was supposed to be 
analytic in a region Di of the complex plane which included 
in its interior the real interval Ea, b] with perhaps the exception of 
the end points a and b 	This was done in order that we 
may allow f(Z) to have a singularity at Ct. . 
Once the type of singularity at the end point a is known 
we need not confine the behaviour of the contour to that specified in 
the fundamental theorem. 	In Section 3 of this chapter we shall 
discuss the alternative behaviours of the contours L and C 
at the end point a. when the function f(z) falls into one 
of the following categories: 
(a) f(Z) has no singularities on  
(b) -(.Z.) has a branch singularity at the end point a. ; 
(c) f(7.) has an essential singularity at a. . 
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We shall take into account the case when the end point is an 
abscissa and show how we may obtain a contribution to the quadrature 
sum from the end point. 
In Section 4 we shall show how the fundamental theorem and its 
corollary may be used to give an expression for the remainder term 
in many well-known numerical integration formulae. We shall 
discuss the behaviour of the contours at the end points in the 
formulae of Newton-Cotes and formulae of Gaussian type. 
A useful illustration of how the contour may be chosen at 
the end point is provided by the repeated trapezoidal rule. 	From 
this discussion of the repeated trapezoidal rule we shall 
obtain the results used by EacNamee [16] and Goodwin [lit] together , 
with the classical Abel-Plana form of the remainder, see e.g. 
Whittaker and Watson [31, p.145] . 
In Section 2.4(e) we shall discuss osculatory quadrature 
formulae and formulae of Obreschkoff type. 
In an extremely important case the contours C t and 
	- 
combine to give a single closed contour. We shall, in 
Section 2.5, conclude this chapter by discussing conditions under 
which such a contour can be chosen. 
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2.2 The Behaviour of 10) near the End Point CL 
To enable us to discuss fully the choice of the contours C 4- 
and C - at the end point CL we need to know how the function Ii(z) 
behaves near a . 
In general, when all that is known about 1;#(2 ) is that it 
satisfies the conditions of the fundamental theorem we may not be 
able to say much about the behaviour of that function in a 
neighbourhood of CL 	When, of course, an explicit expression 
for 1/40 in terms of transceAdental functions is known the 
behaviour of 3P(Z) is readily ascertained. 
On the other hand for many quadrature formulae it is found 
that the functions VI(Z) and 42(z) satisfy the conditions of 
Corollary I. Under these circumstances the behaviour of YI6Z) 
near the end point GL has been firmly established. 
We notice first that if the end point 04- is an abscissa 
of the quadrature formula CPCO =0 . hence 1/1(Z) is uniquely 
defined at 0, as it is at all the abscissae of the quadrature rule. 
Let us then consider the case when a is not an abscissa 
of the quadrature formula. 
If the functions 00 and likZ) satisfy the conditions 
of Corollary 1 then we have 
r coo (P(x) dx . (2.2.1) 	(Z) 	- X 
Now 4)(Z) does not have a singularity at any point of the interval 
of integration ECL, bJ. However the weight function, as we have 
indicated in Section 0.1 of the Introduction, may have an 
algebraic or logarithmic singularity at either end point of the 
Interval [&)  
Let us then write for Z near a 
(2.2.2) 	w(z) 	= (z - a )cr uo(z) 
where 6)0 (2.) is an analytic function of Z. near OL 
and -I< or 4 
There are two separate cases to consider: 
(i)when the end point C of the cut 16,c1j for the function -9(j(z) 
coincides with the end point a of the interval of 
	
integration Ea. ) 	i . e . when C = 0- ; 
(ii)when C.< O.. and hence the interval of integration [a, hi 
is properly contained in UC ,ci J . 
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(i) When c= a  
When C coincides with CL then (.410c)) need not 
necessarily be defined at the end point CL in order that the 
HOlder condition (1.2.13) any be satisfied. 	Therefore the 
weight function may be of the form given by equation (2.2.2). 
Thus, from Muskhelishvili 128, para.29] the behaviour of ?p (7) 
for 2 near CL but not in [Z ) 6] is as follows: 
(a) when 	--I 4. ga- 4 0 	we have 
(2.2.3) 	Yi(z) 	-e (z-co (A).(a) Oco + "tk (z) 
2 	s'uy■ o-rr 	0 
with 
0- 
(2.2.4) -tp cz) < c 2:- a I ° 
where Ci; 7 0- 	and 	C is a real constant; 
(b) when 	0- = 0 we have 
(2.2.5) 11)(z) 	= 	coda) 42(2) 	+ Ito 2 rr 
where 	ledci) (Z) is a bounded function of Z. near 
and at the end point CL . 
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(ii) When C4 0- 
When c< a the function (404A)satisfies  the Hader 
condition (1.2.13) at the point a • 	Hence the weight function 
must be clearly defined at that end point, that is 	cr in 
equation (2.2.2) must be greater than or equal to zero. 
In this case, see Muskhelishvili f28, p.273 , the 
function lith.) is a continuous function of Z as Z. approaches 
points of the open interval (C.) ci ) and in particular as Z. 
approaches the point a . 	Furthermore as Z tends to 0_ , 
tends to a definite limit which depends on whether the path of the 
limit is in the upper or lower half-planes. 
Results similar to these hold for Z near GL and on the 
interval L-ct, ki. 
The above results may be summed up as follows: 
If the functions 11kZ) and 	'(Z-) satisfy the conditions of 
Corollary 1 then in all possible cases the ratio 3b(z)Ap(z) may be 
expressed in the form, 
(2.2.6) 1/1(z) - (z-(L) c 9(E) 
92 (7 ) 
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where - I Cr f-5 0 and 	(Z) satisfies the following conditions: 
(i) in the upper half-plane and in the lower half-plane 9121 
is a bounded continuous function of 	in the neighbourhood 
of (2. 
(sit 
in the sector 0 < at/Vz-a) Tr ; 
G (a) when the path of the limit lies 
(ii) 3(7..) = Sp) when the path of the limit lies 
in the sector 114:a/(Z-a) air. 
When-1 	< 0 1 pz)I p (z ) has a singularity at CL. . 
If this is the case 	3,(a) =5, (a) 	This follows from 
equations (2.2.3) and (2.2.5) when -t < 00 ) c= 	, and the 
fact that 1/0(Z) is uniquely defined at O when 0. is a zero 
of Oz) . 
Osculatory Quadrature Formulae  
The corresponding results for osculatory quadrature formulae 
may be obtained similarly. 
When the end point a. is an abscissa the function 4P1(Z) has 
a zero of order 	(see Theorem 2) at CL while 10.) is 
uniquely defined. 
When Q. is not an abscissa we may follow the arguments used 
above in the case of the non-osculatory quadrature rules to obtain 
the form of the function 1/(z) near the point ak--. 
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a 
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Thus for osculatory quadrature formulae when the functions Yig-) 
and OZ) satisfy the conditions of Corollary 2 the ratio Ve.0 i/r0A0 
o- behaves like (z-a) 9ft.) 	where 0',-/ or 
and s(i) is bounded near and at a.. 
Having thus established the nature of the singularity of the 
function 	lAz)/(pa) 	at a , subject to the conditions of 
Corollaries 1 and 2 , we are now in a position to investigate fully 
the behaviour of the contours C * and C - at the end point CL, 
of the interval of integration. 
2.3 The Choice of the Contour e at the End Point a. 
In the fundamental theorem of Chapter I the slope of the 
C t contdour 	in the ngighbourhood of the point was chosen to be 
parallel to the negative direction of the x-axis. This choice 
was made to avoid, any discussion of a possible singularity at 
of the function I/J(7.) fp:VP.). 
For suppose that C.,* is chosen to approach CL at an angle 
0 4..o( < nr , with the positive direction of the real axis. 
Since there may be a singularity at the end point a.. an 
indentation of the contour 	must be made as in the case of each 
of the abscissae of the quadrature formula. 	Suppose we take this 
indentation to be the arc Kto() (angleo( ) of a circle with 
radius /9 and centre (1 described in the clockwise direction, 
see Fig. 2.1. 
To establish the contour integral form of the remainder 
for the given quadrature formula we let the radius /0 of the 
) 	tend to zero. 	We must now be able to show that 
pz) f(z) VZ) 	along 
tends to a finite limit as /0 tends to zero. 	In the 
fundamental theorem C‹ was taken to be zero and there was 
nothing to show. 
FIGURE 2.1  
In most cases we shall be able to relax the condition that the 
angle 0( is equal to zero. 	We may be able to show that as we 
let /9 tend to zero the integral along e) tends to zero or 
contributes (usually when CL is an abscissa) to the quadrature sum. 
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arc )10( 
the integral of the function 
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Consider first those formulae which do not involve derivatives 
of the function 	) in the quadrature sum, that is, non- 
osculatory quadrature formulae. 	To help in our discussion we 
shall require the following Lemma. 
Lemma 1: Suppose that in the sector 0 < CL1(Z-a.) 4 0( 
the function c(Z) satisfies the conditions; 
(i)gm is continuous and bounded in the 
neighbourhood of the point CL 
(ii) q(z) z c(CL) 	for any path lying in 
CL sector 04  
Then if 	X (a) 	is the arc, angle C( , of a circle va 
with radius /0 and centre ct. described in the 
clockwise direction 
- 
0.)G'(z.) el 
/4) -.)° (4 C(L) 	Cr = 
Proof: 	Suppose a 	. 	Then it is readily shown that if 
PI(0) is an upper bound for 16. (Z)/ on ye) 
(2.3.1) 
	r (z-co a- O.) d z_ 	 . 	. 
.0 4) 
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The right hand side of the inequality (2.3.1) tends to zero with io 
since Cr> 
On the other hand suppose Crr:— I. 
Then we may write for Z near a and in the 
sector 
(2.3.2) 
where 
(2.3.3) 
and 
(2.3.4) 
< cao (z - Q.) < 
qtz) 	c(a) -4- 0(z) 
c(a) 	= 	-eum 	(z) 
z->a. 
_toy. 	o (z) = 0 
z a 
Therefore 
(2.3.5) 	(Z-a)-1 q(2)dZ - 
J 
0() 
f c(z)  d z. go' 
On putting (Z-- 	z- 	e 
right of equation (2.3.5) we find 
in the first integral on the 
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(2.3.6) (a) 	= 	E 	) z -a 
Also if 	frlo c0) is an upper bound for 1(10(7.)1 	on Krf00 
then the second integral on the right of equation (2.3.5) is 
bounded above by 
(2.3.7) 
	99) 
Letting /0 tend to zero we see from equation (2.3.4) that P440) 
tends to zero. 	Hence equations (2.3.5) and (2.3.6) give us 
(2. 3.8) 	(Z-0.) 1 (Z)dZ = - 	c(a) 	. 
/0 o 
This proves the Lemma. 
Note: It is obvious that when the conditions of the Lemma are true 
for an angle 0( they are certainly true for any angle less 
than c (and of course greater than zero). Thus there is 
an element of choic:.1 in the slope of the contour at the end 
point. This choice is most important when there is a non- 
zero contribution from the integral along the arc. 	We shall 
find in this case that the angle D.< is usually determined by 
the requirements of the quadrature sum. 	This will be 
illustrated when we consider the repeated trapezoidal rule 
in Section 2.4. 
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Formulae Fatisfying the Conditions of Corollary 1  
When the functions YqZ) and ORZ) satisfy the conditions 
of Corollary 1 the type of singularity of the ratio iftz)/44) 
at the end point CL is determined by Section 2.2. Any further 
singularity at CZ of the function 	?/J(Z) f(z)/z) 	must be 
due to f(z) . 	Let us then examine the behaviour near CL of 
the contour C t according to the singularity of -RV when the 
conditions of Corollary 1 are satisfied. 
(a) When -F(Z) has no singularity at CL 
Suppose -j-(z) is analytic at the end point a . 	Then the 
singularity of 	/i(2.) f-)/ PE) 	will be due to the singularity 
of the ratio  
Therefore for z near CL and in the sector 0 4 a/ep-Q-)Z nr 
we may write 
(2.3.9) Oz.) f(z) = (7- a) °: C(z) oz.) 
where 	>, -I and the function (41) satisfies the 
conditions: 
(2.3.10) 	Gja = _ton (2-0.) 1141) :PL) 
z -; a 	(f) (z.) 
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(1) C (2) is bounded near a , 
(2) _Z.:wt. C4) 	= 	(Q.) 	. 
7_ 
The conditions of Lemma 1 are, then, satisfied by the 
function 	Y(Z). -PZ)// (P(Z) with 0( = TT. 
Thus when 0') -1 the contribution for the integral along the 
arc tends to zero with /0 
however, when the end point is an abscissa of the quadrature 
rule, 	Cr- = -/ . 	Therefore flem equations (2.3.8) and (2.3.9) 
the contribution from the integral along the arc W((4) is 	C6a)QC. 
cpio 
so that the contribution to the remainder term of the quadrature 
formula, equation (1.2.2), from the end point a is 
(2.3.11) 0((a) r _ 	( 
n 4) 14) 
where we may take c< to be any angle in the range 0 < op( < Tr. 
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The term (2.3.11) is usually taken as part of the quadrature sum. 
The angle c< will depend on the requirements of the quadrature rule; 
for example, as we shall show in Section 2.4(b), we choose C:<= iT 
in the Newton-Cotes formula. 
(b) When C(z) has a branch point at CL  
When 42 a) has a branch point at CG let us cut the plane 
from CL along the real axis to 
It is found that there ar2 two cases to consider: 
(i) when f(Z)  tends to a unique finite limit as Z tends 
to CL in the sector 04(1.4-0(Z-0) 4 rr ; 
(ii) when fez) , for Z. near CL behaves 
like 	(2:-40 1 f0 (1) 	where - I 4 17 4 0 
and fo (Z) is analytic at CL . 
Case (i): Combining the singularities of the ratio y*-)/ / 99 fr ) 
given in Section 2.2 with that of f(Z) we see that the 
function 	1P(z) f(2)/CP(z) near CL behaves like (Z-(1) ° (; (Z) 
where CY ; - i and (;(z) is bounded near CL and tends to a 
unique limit as Z tends to CL in 0 0/7yZ-6,) Tr . 
The possible behaviour of 	C+ at a is then similar 
to that in the case when f(z) is analytic at CZ (Section 2.3(a)). 
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We may again take the angle 0< to be any angle less than or equal 
to Tr , and as we let the radius, /0 , of the arc tend to zero the 
integral will tend to zero or contribute to the quadrature sum. 
Case (ii): Let us write 
(2.3.12) 
	
F(z) = (7- a ) t7 (z) 
where -/< < 0 and 	E(Z) is analytic at CL . 
Now,so that the integral with which we are concerned exists, 
(the integral on the left of equation (0.1.1)) we must have 
(2.3.13) 	(7._) (Z- CO I (A) 0 /Z) 
where q F ) -1 and 	td1,(1) is analytic at a . 
Also, since f(z) is not defined at a a formula in 
which 0, is an abscissa would not be used. 	Therefore the only 
singularity of the ratio 	Oz)// ez) 	is that of the 
function 9/(Z) . 	From equation5(2.3.13) and (2.2.3) we see 
that for Z. near 
1P(z ) (- a) .5' 3 (z) 
(to (z) 
(2.3.14) 
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where 9(z) is bounded near and at GL . 
From equations (2.3.12) and (2.3.14) we now have 
(2.3.15) Yz) -F(7 = (z- a) c(z) CP(z) 
where 	3 > -1 and c(Z) satisfies the conditions of Lemma 1. 
Thus the integral around the arc at CL tends to zero as the 
radius, iD , of the arc tends to zero. 
(c) When f(Z) has an essential singularity at  
Suppose 4:00 has an essential singularity at the end point O.. 
then let us assume that there exists an angle /g 0) such that 
(2.3.16) 	et/rrt f(2-) 	= L 
a. 
where the limit, L , is finite and independent of the path of the 
limit provided that this path is confined to the sector 	curp-a)4:,e. 
(Such an assumption ensures the existence of the real integral 
with which we are concerned, see equation (0.1.1)). As we have 
pointed out the angle may in fact be zero. 
Example: As an example consider the function e . We have 
t4. 	e - 16. 
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provided the path of the limit is confined to the section ICIA -p-a)1 4 T-7, • 
In the present discussion we would only be concerned with part of 
this sector, namely 0 < a1(7.-(0 
From equation (2.2.6), which gives us the singularity at O-  
of the ratio 	p(z)/079 , and equation (2.3.16), we see that 
the function (Z) Rz) 40(Z) behaves like (z.-a) Cr q(Z) 
where a- >,-1 and the function (3(E) is bounded near O. 
tends to a unique limit as Z tends to CL in the 
sector 0  
We may take the angle, c< , of the arc in this particular 
case to be any angle less than /3 . Using Lemma 1 we see that 
the contribution to the remainder term from the integral along 
the arc, )(p) , is zero for 0- 	and equal to 
(2.3.17) 2. L 
'(a) 
for CY= -1 . 
Note: In cases (a) and (b) it was found that we could, in any 
particular situation, choose the angle of the arc to have 
any value less than Tr 	the restriction of the angle 
is dependent somewhat on the cut for the function  
In case (c), however, it is more likely that the angle 
of the arc will be governed by the nature of the essential 
singularity of the function i7( 2) 
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The Behaviour of 	and 	at the End Points CL and b C 
Following the methods outlined above for the arc 	Xop,4) 
above the end point Cl,the possible behavioursof C - at Cl , 
C 	 r - and, c and L at b alternative to those specified in the 
fundamental theorem may readily be obtained. 
The above discussion gives us, then a choice within a specified 
range of the slopes of the contours 	and 6.- at the end points Ou 
and b . 
2.3(a) 	Osculatory Quadrature Formulae Satisfying Corollary 2  
The discussion on the behaviour of the contours at the end points 
of the interval of integration when the quadrature formula satisfies 
the conditions of Corollary 1 is readily modified to deal with 
osculatory quadrature formulae which satisfy the conditions of 
Corollary 2. 
When the end point is not an abscissa the arguments are exactly 
the same. 
However when the end point is an abscissa we must be more 
restrictive. 	We recall that in the proof of Theorem 2, when 
considering the contributions from the indentations at an 
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abscissa we took semi-circular arcs above and below the abscissa 
and dealt with them simultaneously. 	We must do likewise here. 
Thus if we allow the slope of the contours at the end point 
to be any other than that specified in Theorem 2 we must take the angle 
of the arc above the end point CL to be equal to zr together with 
a similar arc below CL . 	The contributions from these arcs are 
then considered simultaneously. 
If we now follow that part of the proof of Theorem 2-concerning 
the contribution from the abscissae of the quadrature formula we 
find that the contribution frora semi-circular arcs above and below GL 
is given by (see equation (1.3.15)) 
(2.3.18) 
ID 	d 
- 
evaluated at Z =CL, 
We cannot take arcs which would not make a complete circuit 
of the end point CL since the contribution from such an arc in the 
limit as the radius /0 	of the arc tended to zero would not in 
general be finite. 
We note at this point that if we use an osculatory quadrature 
formula in which the end point of the range is an abscissa both the 
function and its derivatives up to and including those of order 
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must be uniquely defined there. 	This implies that we would not 
apply an osculatory quadrature formula with an abscissa at an end 
point of the interval of integration to a function which has an 
essential singularity at that end point. 
Summing Up  
Suppose the conditions of Corollary 1 are satisfied by the 
integration rule, then we may take the angles of the arcs above and 
below the end points to be any angles less than Tr (or perhaps 
some angle /3 (say) determined by an essential singularity at 
the end point) and we have 
(i) when the end point is not an abscissa the contribution to the 
remainder from the integral around the arc tends to zero with 
the radius of the arc; 
(ii)when the end point is an abscissa the contribution from an 
arc angle 0/, is given by 
(2.3.19) 
-tp(a) 	(a)• 
r (r(a) 
Suppose on the other hand that we have an osculatory 
quadrature formula and the conditions of Corollary 2 are satisfied, 
then 
0 
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(i)when the end point is not an abscissa we may take the angles of 
thE arcs to be any angles less than Tr (or /9 when 
has an essential singularity at an end point) and the 
contribution to the remainder from the arcs tends to zero with 
the radius of the arc; 
(ii)when the end point, C (say), is an abscissa we must take 
semi-circular arcs above and below C and consider them 
simultaneously; the contribution to the remainder term from the 
arcs is then given by the expression (2.3.18). 
2.4 Special Cases  
We have so far confined our discussion of the contours C 
and C7 to what can happen near the end points of the interval of 
integration. The formulae with which we have been concerned are of 
the types satisfying Corollary 1 or Corollary 2. 
When only the conditions of the fundamental theorem are 
satisfied it will be necessary to examine the functions 
and 02, on their own merits. 
To discuss the remaining parts of the contours more 
information about the particular quadrature rule is required. 
We will now discuss how we may derive the required contour 
integral expression of the remainder in a few special cases. 
Use of Theses  
Please note the conditions of loan of this thesis and 
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Particular regard will be paid to the behaviour of the contours at 
the ends of the interval of integration. 
This Section is divided into several parts. 
In these parts we will obtain, by a suitable choice of the 
functions -1p(z) and 9.9(K) , the most important Gaussian formulae, 
Section 2.4(a), and the formulae of Newton-Cotes, Section 2.4(b). 
In the case of the Newton-Cotes formulae the end points of the 
interval are abscissae. 	We shall see in this case that the 
choice of the slopes at the end points is most important. 
The Gaussian and Newton-Cotes formulae are of the type 
which satisfy Corollary I of Chapter I. 	However the repeated 
trapezoidal rule, Section 2.4(c), may be obtained directly from the 
theorem. 	We shall investigate this rule in some detail. 
The Section concludes with a discussion of osculatory 
quadrature formulae in Section 2.4(d), and formulae of 
Obreschkoff type (see Salzer 121] ) in Section 2.4(e). 
2.4(a) 	Gaussian Quadrature Formulae 
The quadrature formulae of Gaussian type are obtained from 
the consideration of a set of polynomials, p.„(±) (say), of 
degree 	which are orthogonal over a real interval [a l; b i l 
with respect to a weight function 	LOA). 	Thus the . 
(2.4.1) 
( 0 
polynomials 13,00 satisfy the orthogonality relation 
71. 
where /I n is a constant depending on n . 
The quadrature formulae obtained from these polynomials 
are usually used when the interval,R2 0 b 1 3 , is the interval of 
integration Fa, b7 . 	The abscissae of the formula are the zeros 
of the polynomial 	and these are interior points of the 
interval 	. 
Let us then identify the function Oz) with the 
polynomial 	p (Z) where, for real values of z ) ?Dm C2-) Py) 4-9° • 
Now the weight function cat) may have singularities at the 
points Q., and b, , e.g., in the Gauss-Chebyshev quadrature rule 
z siz the weight function over the interval fl l,q is (/- X j 
Therefore W('t) 00 will usually satisfy the Hader 
condition, see equation (1.2.13), on (ta g) b,) only. 
There is no real difficulty when the interval is infinite. 
We could first take the end point of the interval to be finite 
and let it tend to infinity along the real axis. 	In the case of 
an infinite interval the weight function of the Gauss type formula 
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is usually such that the condition (1.2.16) of Corollary 1 is 
satisfied immediately. 
The cut (c ) (5) for the function Y.J(Z) does then coincide 
with the interval (CL ) L>) . 	If we further require that 1/40 
tends to zero as 1 2 1 becomes large we have from Corollary 1 
(2.4.2) 	1/./ (Z) = LAJ) /37 , 1 00 
cix 
7 - 
The coefficients XI.. 	0 (1) n 	of the ) 
quadrature formula from equation (1.2.9) are given by 
(2.4.3) 	A 	rt - 	
(Xken) 
/ 
The quantities 	defined by equation (2.4.3) are 
of course the well-known coefficients of the Gauss-type formula, 
see e.g. Kopal [32, Chapt.VI]J . 
By choosing each set of polynomials we thus obtain from the 
fundamental theorem (or Corollary 1) an expression for the remainder 
of each Gaussian formula in the required form of a contour 
integral. 	Contour integral expressions have been obtained in the 
cases of the Gauss-Jacobi, Gauss-Hermite and Gauss-Laguerre 
quadrature by Barrett [1] and NacNamee {16] . 	Their 
73. 
expressions were however derived under the assumption that the 
function 47(z) has no singularities on the interval 51 ) 0 . 
Barrett attempts to deal with a branch singularity at the end 
points but his contour [19, Fig. 1.1] , as we have pointed out in 
the Introduction, is wrongly chosen to cross the cut a )  b] 
Our form of the remainder allows algebraic singularities and 
essential singularities at the end point. 
Since the functions 021) and 	satisfy the conditions 
of Corollary 1,the behaviour of the contours (:* and C - at 
the end points is precisely that discussed in Section 2.3 of this 
chapter. Now the end points a and b of the interval are not 
abscissae of the quadrature formula. 	Thus from Section 2.3 the 
contribution from an arc at an end point will tend to zero with the 
radius of the arc. 	The angle of the arc we may then take to be 
any angle less than IT or less than an angle /3 defined by a 
possible essential singularity of RZ) at 0_ . 
For completeness we shall give the Gauss-Jacobi, Gause-Laguerre 
and Gauss-Hermite quadrature rules with the remainder terns 
expressed as contour integrals. 
Gauss-Jacobi Quadrature  
In Gauss-Jacobi quadrature the polynomials k ' (r) are the kr 
From Theorem 1 and its corollary the 
where 
(2.4.6) 
for 12 = O(i)fl . 
(=y) 
	
ht, 	 rr 
0-1°7T/T/ 
i -t, ( 	k, 
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Jacobi polynomials 
are orthogonal over 
weight function (I- 
P(P")( ) I ntt 	kx , ) 	= 	, 2, . . The polynomials 
the interval Pf ) I3 with respect to the 
ot 	0 -- (,ft) r) 0 4-x) 	If we denote by /41+1 (7.1 
the function 311(1) we have from equation (2.4.2) 
(2.4.4) 
) ft) 71- (z) hiq I I 0( /3 (4.(, 0 -x) 04-x) (x) x • 
The abscissae of the quadrature formula are the (r14-/) zeros 
of 	e'18) hi/ (2) . The quadrature formula may then be written 
(2.4.5) c< 	8 0-x) i-xyc(x)clx 	X k j(x l,n) 
k=1 	' -1 
+ 
remainder term is given by 
(2.4.7) 
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The contours L and (- are of the type considered in the 
fundamental theorem except that the conditions on the slopes at the 
end points -4- 1 and -1 are not as restrictive. 	For example we 
may let the slope of C t at -I lie between Tr and 0 when pi) 
does not have an essential singularity at -1 or between Tr 
and 7-453 when f(Z) does have an essential singularity there. 	The 
contribution from the resulting arc as we have shown above tends to 
zero with the radius of the arc. 
Gauss-Laguerre  
(00 
= 0,I,2,. • ) The generalised Laguerre polynomials 	(x) ) n 
are orthogonal over the semi-infinite interval (0 ) 00) with respect 
-X o4 
to the weight function e x . We see that the extra 
condition imposed on Corollary I when the interval is infinite is 
)() 
readily satisfied for any 	. If then we denote by A (2) 
the function 	(Z) we have, 
  
(2.4.8) A (z) = 
The corresponding quadrature rule is given by 
   
n. 
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(2.4.9) 
  
e -t•xcdf(x)clx = 
 
 
0 
   
where 
(2.4.10) X 1,yi 
for 	0 = 0 (1) II and the points 	32k, 	) k = 	(I) rt, 
are the zeros of the Laguerre polynomial. 	The remainder term is 
given by 
(2.4.11) 2 rrt: 
ri A (z) + 	-r(z) z 
L (4) C- 	 OH 
The behaviour of C +- and C - at the end point 0 is that 
described in Section 2.3 of this chapter. At the end point 04 
we need not concern ourselves with the behaviour of the contour 
there. We may simply consider the contours to be asymptotic to 
the positive real axis for large / ../.7.1 
A formula closely related to the Laguerre polynomials was stated 
by Barrett 	. 	Barrett noted that the kth zero of the 
Laguerre polynomial is asymptotically equal to that of the 
Bessel function 4; (Iiwhere K= 4n -r- Zod-2. 	This function 
is used in conjunction with the process described in Section 0.4 
of the Introduction to obtain a quadrature formula, which Barrett 
calls the Gauss-Bessel integration rule, with the remainder term 
expressed in terms of a contour integral. 
This formula is readily obtained from Corollary 1. 	Let us 
put 
(2.4.12) 
	(p ( z) = 	c4/2 J:4 Rk 23 
and 
77. 
(2.4.13) 
Now the function 	LOW cpm satisfies the condition of 
Corollary 1 over the semi-infinite interval (0) c4) and we find 
that the function 	(Z) is given by 
(2.4.14) 
 
—.X 
 
In this special case the integral on the right may be written down 
- 
explicitly. 	We find from Erdayi et al L33, p. 225] that 
equation (2.4.14) gives us 
i.. drab  
•z) = - e 	z 2 	) e (2.4.15) 
where A% is the modified Bessel function of the second kind. 
On using standard properties of the Bessel functions the 
coefficients 	XL 	k = 0 1 2 . rv ) 	 J 
rule may be written in the form 
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, of the integration 
(2.4.16) h)cx, 
  
Equation (2.4.16) differs from that given by Barret by a 
factor n . However in a personal communication with Barret it 
was established that a typographical error had been made in his 
paper and that the above equation, equation (2.4.16), is the correct 
form. 
Gauss -Hermite  
When considering a doubly infinite interval we use the Hermite 
polynomials 	F40 which are orthogonal over (-00 ) 0D) with 
respect to the weight function e -Xx . The function -pZ) which 
satisfies the conditions of Corollary 1 we shall denote by 
We have from equation (1.2.14) 
11? 6a) 
(I t ) 
(2.4.17) 	11(Z) 
rif-s 
e
_.x 	• / 
h+i 	OIL 
- DC 
The Gauss-Hermite quadrature formula may now be written 
o0 
(2.4.18) 	e 	(x) 	- 	X kn f (xty,) 	 R„,(f) 
k.0 
r1+1kari
) = _ 
u 
nr1-1-f k't 	n 
and 
(2.4.20) 	Rnt-i-F) 
tIn4 CZ) f(z) z 
kin÷f(Z) 
The contours (21. and C - are of the type considered in the 
main theorem. 	Their behaviour as they approach the end points of 
the infinite interval may be taken to be asymptotic to the 
positive and negative directions of the real axis. 
Barrett [19.) again uses asymptotic properties of the zeros 
of the classical polynomials 	// 60 to obtain a formula which 
/74-1 
is simply the repeated trapezoidal rule over (-00 ) 00). 
Let us put 
79. 
-0o 
where, for Pi 
(2.4.19) 
(2.4.21) 
	
(z) 	= - Si/n( K Z.) 
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(2.4.22) 	Gt.)(Z) 
We see that there are infinitely many zeros of the 
function 	(z) in ( - 00,o0) so that the quadrature sum will have 
infinitely many terms. Now if we choose the function 100 to 
satisfy the equation 
-fr-c X z In(z) >0 )  
(2.4.23) 	= _kti ire 
we see that the conditions of the fundamental theorem are 
irmediately satisfied. 	The corresponding integration formula which 
has an infinite number of abscissae is then given by 
00 
(2.4.24) 
with 
(2.4.25) 
f(x) dx = 
R (f) 2rrt 
k fin 
- cdo 
+ R(f) 
V2z 
J+J rre 	F(z) , . dz sfrn( I-1 C 	c' 
,* where the upper sign is taken along 6  and the lower sign 
C - along C 	The contours L and L are of the same type as 
those for the Gauss-Hermite formula. 
We shall later in this Section use the fact that the above 
functions satisfy the conditions of Corollary 1 to show how 1P(Z) 
may be obtained from equation (1.2.14). 
2.4(b) 	The Formulae of Newton-Cotes 
In the Newton-Cotes quadrature formulae the interval IGL) bi 
is finite and the weight function, 1.0(x), is equal to unity. 	The 
abscissae Z.:1
? n k = 0 ( 1) rt.) 	are equally spaced in the interval 
of integration and the end points CL and b are abscissae of 
the formula. 
We may then take for the function Oa) the polynomial P rii1 (7.) 
of degree (n4-1) , whose zeros are the abscissae, defined by 
(2.4.26) 	= 	(z 	- 
Suppose now that the cut for the function 3)J(z) coincides 
with the interval la b] and that YaZ) tends to zero for 
large 17,1 . 	Then the conditions of Corollary 1 are satisfied 
by the functions Pz) and  
If we denote the function 	(Z) by Q (z) we thus have 
h4-/ 
from equation (1.2.14) 
81. 
(2.4.27) ? (z) = 
82. 
Corresponding to the functions /4 1 (Z) and Cl(E) 	9 
given by equations (2.4.26) and (2.4.27), we have from Theorem 1 and 
its Corollary the numerical integration formula, see equation (1.2.10), 
n-1 
(2.4.28) oc) d = f[a+(b--°-)ki 	R
x
(f) 
n4-1 
where, for IR = 1(i)fn-d, 
g 
LA*I L 	—11 	J 
' 	(b-a) 
kn+1 [ 	4- 	
n 
The remainder term 	
ti 
) 	is given by 
t( 
A 
(2.4.30) 	f? (f) 	27%. 
?  
J 	
(z) 
f(Z) CI Z 
(z) C 
where c÷ and Care contours of the type considered in 
Theorem 1. 
Equation (2.4.28) is not as it stands in the form of a Newton-
Cotes quadrature rule. 	The contributions from the end points of the 
range are included in the remainder term 	R17 )( (f) (compare 4-/ 
equation (1.2.11)). 
(2.4.29) A kr, • 
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Now since the functions PO and OZ) satisfy the conditions 
of Corollary 1 the behaviour of the contours l7' and (-- is 
that described in Section 2.3 of this chapter. 
Consider first the behaviour at the end point a . 	There 
are two cases to consider: 
(1) when 	 (t) tends to a unique finite limit as Z tends 
to a in the sector 10,45(z-col 4 Tr; 
(2) when 	 (t) tends to a unique finite limit as Z tends 
to a in the sector at- (z-a) I <- A 	where /9 Tr, 
Case (1): Suppose that R7.) tends to a unique finite limit f(CL) 
as Z tends to a in 	)CL -t'cg ez-ojj 	IT . 	Then we can take 
the arc y (a) in Section 2.3 to have angle 7T 	Let us also a 
take a similar arc below a . 	Following Section 2.3 we see that 
the contribution from these arcs is given by )1 4, n (0) 
where 
(2.4.31) 0 n 	_ qi t , (a) (a) 
Suppose that we can take a similar pair of semi-circular arcs 
at the end point b . 	Then we can rewrite the formula (2.4.28) 
in the form 
(2.4.32) cia 4 (b/-1a ) k] 4- krj r) 
FIGURE 2.2  
-------N,,N, 
where 
  
84. 
(2.4.33) R„lf ?(z) .F(z) d z 
(z) 
 
The contours (7* and L satisfy the conditions imposed on 
the contours C * and C - of Theorem 1 except that their slopes 
at the end points a and b have been changed by angles 1- Tr 
to give the desired contribution to the quadrature sum on the 
right of equation (2.4.32). 	In fact C * is parallel to the 
positive direction of the real axis at its end points while 
is parallel to the negative direction of the real axis there 
(see Fig. 2.2). 
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We now recognise equation (2.4.32) as the Newton-Cotes 
formula with the remainder in the required form of a contour 
integral. 
Case (2): When f(Z) tends to a unique finite limit as Z tends 
to CL only along paths confined to the sector IcIto-0J14 ie 
	
) 	J 
we cannot as in (1) above take semi-circles above and below Ct.. 
However we can take an arc of angle (at most) /6" above & and the 
contribution to 	R4:4 (f) , from the expression (2.3.17), is 
then)\ 2 7 co, n Pa) . 	This is unfortunately only part of the 
required contribution to the quadrature sum. 
In such cases it appears best to consider each function on its 
own merits. 
For example let us consider the function e 	in the 
interval 6D, 0 The limit as Z tends to zero 
in 	ICV3(z)/ < 1T, 	zero. 	Thus the contribution to 
the quadrature sum is zero and thus independent of the angle of the 
arc. 	We thus obtain the correct formula by allowing the contours 
and C to approach and leave zero from the right of the 
imaginary axis. 
So far the formulae we have considered are of interpolatory type, 
see e.g. Krylov 112, Chapt. 67 . 	The cut r.,, C1] for the 
function. Pz) in each case coincides with the interval of 
86. 
integration fi2 ) bj and were determined from equation (1.2.14) 
of Corollary 1. 
We shall now consider an extremely important case in which the 
interval CC, di is not simply the interval of integration. 
2.4(c) 	The Repeated Trapezoidal Rule 
In Section 2.4(a) when considering the Gauss-Hermite 
quadrature formula we obtained a quadrature rule which could be 
interpreted as a repeated trapezoidal rule over the doubly infinite 
interval (-00, o0) . 	We shall now obtain an expression in terms 
of a contour integral for the error in the repeated trapezoidal 
rule over a finite interval. 	It will be shown how this expression 
gives us the well-known Abel-Plana and Euler-MacLaurin forms of 
the remainder, see e.g. Whittaker and Watson 134, p.145/ . 
The remainder terns used by Goodwin 1-14 and MacNamee [1] 
are also readily obtained from this expression. 
The process we shall use is no more than a slight 
generalisation of a well-known classical method, see e.g. 
Lindeloff [34, Chapt. III] . 	We describe this process here 
however to show how it fits into the structure of the 
fundamental theorem of Chapter I. 
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Let us take a more general form of the function 	(z) used 
in equation (2.4.21). 	Take 
(2.4.34) 	-  
where P is a scaling factor (governing the tabular interval 
between the abscissae) and X is a constant such that 0 LC. ,X 41 
The cut for the corresponding function 3/J0_, is the doubly infinite 
interval (-00,00) and the weight function is the unit weight 
function. 
From Corollary 1 we thus have 
o0 
—Sc."i[VAr - a-) - X rri 
(2.4.35) 	1/( (Z) Z - X 
Putting 	y.. ))(x - a) - X -Tr 	in equation (2.4.35) we find 
—5(i-YI If dy 
(2.4.36) 	/11 (7) 	
= j
oo pez-.)-xrd- 	y 
? 1)504Y 
soi y d Y 
a  
Substituting y= t 'z , equation (2.4.36) becomes 
(2.4.37) 	tL) 
88. 
Finally from Erdelyi et al 135, p.2167 we find that equation (2.4.37) 
Pz) 	 (z-a) - A n] 
Equation (2.4.38) agrees with the result one would expect 
from equation (2.4.23). 
The quadrature formula is then given by 
(2.4.39) r f(X) ()IX  
k 
where 	denotes a sum taken over the abscissae interior to the 
interval Ea, 63 . 	If either of the end points is an abscissa 
the contribution to the quadrature sum from the end point is 
included in the remainder term . R(f) . 
From the fundamental theorem the remainder term in 
equation (2.4.39) is then given by 
.- 	-f- i EY(z-a)- NIT -3 ire   	Rz) cl z , 
(2.4.40) 	R x(P = 2frit.if 
_ 
Sim [■)(z- a) - >\ TT) 	
T 
i 	 7T e 	- _F (r) dl +— 
zff, 
H
Sirel[y(z-a)- Am] 
gives 
(2.4.38) 
 
e 	
m(z) o 
C- 
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where the contours C * and C are of the type considered in the 
fundamental theorem. 
By choosing suitably the parameters ) 1 and )1 and the 
contours C* and C - the Abel-Plana and Euler-MacLaurin 
forms of the remainder may now be obtained. We can also obtain 
from equation (2.4.40) the results used by both MacNamee 1161 
and Goodwin OA] . 
The Rectangular Contour  
Suppose first that -RZ) tends to a unique limit, Pl) (say), 
as Z tends to a for 	co-9(z - a)I 4 TY - 4. 	We can therefore 
let the contours (: 4 and L approach the end point along any path 
in the sector ICOpz-001 T172 . Let us take the angle 7‹ 
of the small arc at & to be 	with a similar arc below CZ . 
Suppose that the behaviour at the end point 6 is similar. 
Let us now take the remaining part of (7' to consist of 
straight lines at CL and b parallel to the imaginary axis and the 
line through the points CZ4-i/0 and b -1-- 	, jo >o , parallel 
to the real axis. 	Let us take the contour 6 - to be of a 
similar shape below the real axis, see Fig. 2.3. 
FIGURE 2.3 
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a. 
 
 
 
 
C . CLLp 
The functions 	(2.) and q)(z) satisfy the conditions of 
Corollary I and hence the behaviour of the contours at the end 
points CZ and b follow that described in Section 2.3. Thus 
the contribution to the remainder term from the integral around 
the arc (7% ) 2 	as the radius of the arc tends to zero is either 
zero or equal to, when the end point is an absc1ssa% . 4 P2) 
The non-zero contribution would be added to the quadrature sum. 
Similar results hold for the arc below & and the 
arcs above and below 6 . 
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The remainder term R(f) which does not contain the contribution 
from the end points (see equation (1.2.11)) is, then, given by the 
integrals along the edges of the rectangular contour. 	Let us label 
the points on the rectangle as shown in Fig. 2.3. 	Also let us 
denote by 1)8 the line from40,+if to 	06 and denote by IRK AO 
the contribution to the remainder term, 10) , from the integral 
along A8 . 
Now on 	813 ) Z = (1 -1- Ly ) /0 >/pc• 	Therefore from 
equation (2.4.40) we have immediately, 
(2.4.41) 	-c R8) 	f(ai-Ly) 
	d 
0 4,2vy +-2Arr0
- 
Similarly, 
(2.4.42) 
(2.4.43) 
(2.4.44) 
(2.4.45) 
f(o.-H). ciV 
R 	D) 	= 	 - 2X/T-i.) 
0 
Li) d x 
a 	 c -‘qx - o - Arr3_ 
- 	  
R if ) E 	
_p 	e-L[v(b-co-->oT],,, 
St'm Vtb-4_ 
P\ 
 
) CH) = '4) 	 
0 	sst-t 	
• c5) _ A70 
(f, DE) 
and 
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R(f ,[14) = - fb Rx*L1) dz  
2pv -2LEItx-co 
- 
(2.4.46) 
The Abel-Plana Form of the Remainder  
Let us choose )=.: 0 and divide the interval Pz, bJ into n, 
equal parts, tabular interval IL . 	The end points CL and b 
are abscissae of the formula and the integrals around the arcs 
of the circles at the end points contribute to the quadrature sum 
amounts z. ) 62) and --g/ -Rb) respectively. 
2 
Thus the integration formula may be written 
pi) 
(2.4.47) R (f) n+i 
0 
 
"S--- 4 where 	L. 	denotes a sum whose first and last terms are halved. 
The remainder term 	(f) 	is the sum of the six terms n4-1• 
given by equations (2.4.41)-(2.4.46) with )1=0 	and )) = 
If we now assume that -17(z) is analytic and bounded in the 
strip 	Q R( z) 	then it is readily shown that n DE) 
and 	R(f) HP) tend to zero as /9 tends to infinity. 
On combining the remaining four integrals we obtain the 
Abel-Plana form of the remainder given by 
(2.4.48)  
c(b  ;2),--y/fh(b_-'  
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The Euler-YacLaurin Form of the Remainder  
The Euler-HacLaurin form of the remainder may be obtained 
directly from equation (2.4.48) as follows. 
Let us expand each of the functions appearing in the integral 
on the right of equation (2.4.48) in its Taylor series, for example 
we may write 
. 	„ 
(2.4.49) 	f(b.4-;:) 	f(b) + 	j-- (b) + (4) j- /h)-i- • • . 
Then equation (2.4.48) becomes 
(2.4.50) 
	
7 i ,b) 4- • 	• () f (la) +1.(...1). !f(1) + oo 
3!  
J 
--e 	— / 
Using the result, see Abramowitz and Stegun [35, 
equations (23.2.7) and (23.2.16)j 
(2.4.51) 
r.6 	2 r, 	 r.) 
t clj = (-1) 	L5 
Z 9 e -1 0 
where 	Bv. is the 2rbh Bernoulli number l equation (2.4.51) 
becomes 
(2.4.52) 	R (f) 
11-ki 
c, 
0 A 02t- E ± (6-) 
- 
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Equation (2.4.52) is of course the Euler-MacLaurin form of the 
remainder. 
It should be noted that equation (2.4.52) only holds when the 
infinite series converges: if not we must truncate the series 
after a finite number of terns with an appropriate remainder term. 
Extension to Functions with Algebraic Singularities at the  
End Points  
The Euler-flacLaurin formula was extended to functions with 
algebraic singularities by Navot [3] . 	This extension was later 
generalised by Ainham and Lyness [5] . 	The formulae obtained 
by these authors are readily obtained using the contour integral 
form of the remainder term. 
Consider the interval [0,0 	and let us take as an example 
the function RZ) to be of the form 
(2.4.53) 
	f (z)  
where 	o4 0 and 3v) is analytic at 	Z 0 . We have 
chosen 	400.(>, 0 so that we can use an integration formula in which 
the end point is an abscissa. 	We recall that the function 
must be defined at an abscissa for the quadrature sum to have any 
95. 
meaning. 	Both Ninham and Lyness/ and Navot consider o( in the 
range , 0 	o< > —1 , in which case the integration formula must 
not have an abscissa at Z=0 . 	The following methods are 
readily adapted to treat such a case. 
Since 414) has a branch point at the origin we may cut the 
complex plane along the negative real axis and take the rectangular 
contour depicted in Fig. 2.3. 
The function 14) tends to a unique limit in 1atrj1 4:71- 
and we may therefore follow the discussion of the Abel-Plana formula. 
Thus equation (2.4.48) gives us 
(Z r 
(2.4.54) 	R,14,t (f) = 	tOfctf)-t(i-i-j)ci 
_exTry/h_ / 
- 	d 
From lhe above discussion of the Luler-HacLaurin formula the first 
integral on the right of equation (2.4.54) gives us 
(2.4.55) FO - Ey) 	(-1 ) t 	fc4r I)(1) 
t'srY/h- 	 Gz 0 
We cannot however apply this result to the second integral. 	On 
the other hand we may write 
(2.4.56) 	fa, 	= (L Y1( 
. 	0(42 
( 4:-.Vc< q(0) 	(L)c4+1 3 (0) 	(C2Y)1 	3 11(°) 4- • • • 
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Substituting equation (2.4.56) into the second integral on the right 
of equation (2.4.53) we obtain 
(2.4.57) - - _e 2n vo., 
-06 ( ( 	_.(0) 	, 	. J -Jo 
j 
2 rriA 
jo 	 t 
,ot+1-1 --) 
pi  to)E L 	- 	 
_-e2rrVh - 
Now from Abramowitz and Stegun [35, p.807I we have 
P(s) 	-e - 
et 	5-1 
_ ot 	z n 	3' 01 fr2. rs) /7(t - 	l'(i - s) s 	s- 
0 
where Ilr,0 is the Riemann-z eta function. 
Using the continuation formula for the /7-functions 
equation (2.4.58) may be written 
(2.4.59) 
.o 
	
5-1 
	xLi c/X 
-e —	 c0-0(rrsh) 0 
Using equation (2.4.59), equation (2.4.57) now gives us 
(2.4.60) 	- 
J.) d 3 _e rr Vyt 
' 
(2.4.58) 
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Substituting equation (2.4.55) and (2.4.60) into 
equation (2.4.54) we find 
00 	1" -P 21- n 
J 	oz?- f 	(,) - 
(2.4.61) 	Rod-9 
z r 1 
24 	0(0-4-1 (r) (0) 
Again the infinite sums are asymptotic and must be terminated 
after a finite number of terms with an appropriate remainder term 
The equation (2.4.61) is a special case of the equation obtained 
by Ninham and Lyness [5, equation 78] . 	The above methods are 
readily extended to functions of a more general form. 
NacNamee's Expression  
NacNamee ELEi is concerned with the application of the 
repeated trapezoidal rule to the approximate evaluation of integrals 
of the form 
(2.4.62) 
1 .0 2, 
d 	. 
0 
So that the integral (2.4.(2) may converge it is necessary that 
(2.4.63) 	-evvyi Rx) = 
98. 
To obtain MacNamee's expression for the remainder we take 
(in equations (2.4.41)-(2.4.46)) the point a as the origin and 
let ID tend to infinity along the positive real axis. 	As we 
let b tend to infinity the number of abscissae in the 
interval (a, b) tends to infinity also. 	Let us again take the 
parameter 	-1) = nht and include the contribution from the arcs 
at the end points in the quadrature sum. 
We may then write the quadrature formula in the following way 
'00 
(2.4.64)-f (x) c iz 	fpk+A)-K] 	Ro 
0 	 h=o 
where the first term is halved when 	0 , that is when the end 
point is an abscissa. The remainder term R(F) is obtained from 
equations (2.4.41)-(2.4.46) on substituting the appropriate values 
for GL , b and V . 
	
Low using equation (2.4.63) it is readily shown that 	W) E:F) 
and fq Of) given by equations (2.4.44) and (2.4.45) respectively,  • 	) 
tend to zero as b tends to infinity. 	Thus the remainder term, Rif)
, 
 
in equation (2.4.45) is the sum of the contribution5 PC/113) 9 
R (-f CD) , R(f ) DE) and R(f) Hfi) . 
As we have pointed out in Section 0.3 MacNamee considers the 
remainder term in two parts a correction term, C(A ) h ) /9) 
*-4f) . x, 	f (x-e-p) . clx 
ziorr/o, 	-X17-) nib. 2 (Trx/h -Xtr) 
-e 	e — *I 
0 
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which is the contribution from the lines P5 and CD and an 
error term E(A, /100 , from the lines DE and HA . 	From 
equations (2.4.41) and (2.4.42) we thus have 
(2.4.65) F(-j) - fe 	[c050, n) - e-2"14 ] CO\ , f) 	_ 	 _ 
0 L co.0 ff,y/h - coo(a rr) 
/°f"; 	P- i•j) _ Sint (PA%) 	 Chl 
The error term 	E p\ ) ft, /0) from equations (2.4.43) and 
(2.4.46) is given by 
(2.4.66) 	E(A ) H., /0) 
The expression given by equations (2.4.65) and (2.4.66) are 
the expressions used by MacNamee [Lg in his analysis. 
Goodwin's Result  
The case of the doubly infinite interval ( -- 00,00) is discussed 
100. 
by Goodwin D14g . Goodwin discusses the remainder term when the 
repeated trapezoidal rule is used to evaluate integrals of the form 
(2.4.67) 
03 	2. _x r 
-1-(x) d x 
It is assumed that the function 	is an even function, that is, 
(2.4.68) 
From equation (2.4.68) ve have immediately 
do 
-x 
	
(2.4.69) 	ljr -e-X1F(3)C(1,= 	e 	px,) x 
0 
If we take )\ -= 0 in equations (2.4.65) and (2.4.66) and 
use equations (2.4.68) and (2.4.69) we have 
do _x 
x" h . 
(2.4.70) 	R(f) = 	
e 	f( A- /' ) cc 7 ) 	 - z 
-0° 
Goodwin makes use of equation (2.4.70) to obtain some 
extremely useful estimates of the remainder term for some 
special functions. 
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2.4(d) 	Osculatory Quadrature Formulae 
We have shown in Theorem 2 of Chapter I how an expression for 
the remainder in terms of a contour integral may be obtained for 
osculatory quadrature formulae. 	We shall now discuss the 
integration formula derived from the Hermite interpolation formula. 
In the Hermite interpolation formula we require that the value 
of the function and its first derivative agree with the value of 
the Hermite interpolatory polynomial and its derivative at each 
of the (11+0 	points, X 	7. c(1) 	. 
Let us write 
(2.4.71) 
	
( x— x,, , n)(x - 	. (x —xtt , r,) 
and put 
(2.4.72) 	/eb (I) (X-:Ck,o ) ir i(xh,r1) 
Then the Hermite interpolation formula may be written, 
see hamming [2, p.96 	, 
(2.4.73) 
	f of) 
2,1+1 
where 
(2.4.74) ,z h t3 ,0,1,1 	= r 	,e13(x13,,,)(x- 	[e
(
x)1 
and 
102. 
(2.4.75) 
The quantity Din„(F) is the remainder of the interpolation 
formula. 
To obtain the corresponding integration formula we multiply 
each side of equation (2.4.73) by the weight function (2)(X) and 
integrate between the limits CL and b • Thus 
  
P-L 
0,n 	+/ )\k,I,nf(Xh." ) R212.f) 
k o 	 kt-o 
(2.4.76) co(x) P-x)c 1 x 
 
where 
(2.4.77) 
and 
hAn 
 
a 
r b
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(2.4.73) 
— 
co() IV, I 	-4 — 16 	h of) d 
a 
R 2,1440 is the remainder term of the integration rule. 
To express the remainder term 
	(f) 
	
in terms of 
a contour integral we make use of the second theorem of Chapter I 
/11( 
and Corollary 2. 	Let us take the function 	Z) to be defined by 
(2.4.79) 
	pz) = rrr-Cze 
= where the points 	k 	0 (1) n ) 	 are interior 
points of the interval [CL ) b] 
Then if we take the cut for the corresponding function  
to be the interval [CC) bJ and require that 009 tends to zero 
as 121 tends to infinity we see that the conditions of 
Corollary 2 are satisfied. 	Thus we may write 
(2.4.80) 
	(z) = 
	tA),(x) q)( x) d 
X 
From equation (1.3.16) with t) Z , the weight factors are 
given by 
(2.4.81) 
cl[(-4 _xk ,,)2.• = - 
-r ! 	zfr 	cpft.) 
Xk,r1 
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for 1- = 0,1 	and A = 	) n 	. 	Equations (2.4.81) may be 
written in the form 
(2.4.82) tz,o,n 
 
(x ) 	z Wzi")  
  
 
nxiq, n ) 	3 	[r(Xkn )11 7- 
and 
(2.4.33) 
for 	k= c)(/) n . 
Using equations (2.4.79) and (2.4.80) it is easily shown that 
equations (2.4.82) and (2.4.83) are equivalent to equations (2.4.77) 
and (2.4.78) respectively. 
From Theorem 2 the remainder term 	R2n„(-0 	in 
equation (2.4.76) is then given by 
(2.4.84) 
c R 	(f) 	-1- 
2r1+z 	Zra 	jc 	 ) 
where the contours are of the type considered in the fundamental 
theorem. 
Since the functions 	(Z) and 	09 satisfy the conditions 
of Corollary 2 the behaviour of the contours C* and C - 
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at the end points a_ and b follows that discussed in Section 2.3(a). 
Consider the end point GL . 
Let us suppose that 	Z.) tends to a unique limit as Z tends 
to GI. in the sector 10.4-9(z-a)) 4 /8 	Then because a is not 
an abscissa the contribution from the arcs at the end point is zero. 
- We may then allow the contours C and L to approach a along 
any path confined to this sector. 
When the end point is an abscissa the remainder term given by 
equation (2.4.84) includes the contribution from the end point ar-Zolel 
(say). 	To choose any angle cther than that required in the 
, fundamental theorem we must have that 	z) and f(z) tend to 
rl unique limits pa) and 4-62) respectively as z. tends to GL 
in the sector 1 ad3(4-a)1 	IT . 	To obtain the required 
contribution to the quadrature sum we take arcs of angle rr above 
and below the end point Q. . 	From the expression (2.3.16) this 
contribution is given by 
(2.4.85) 
	
f(a) + X 	-F (a) 
where the weight factors are those given by equations (2.4.82) and 
(2.4.83). 
large 	ZI 
(2.4.88) 
From Corollary 2 we then have 
')(7) = 
	P d 
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2.4(e) 	Obreschkoff type Quadrature Formulae  
Obreschkoff type quadrature formulae make use of the function 
and its successive derivatives at only the end points of the range 
of integration. The formula may be written 
(2.4.86) (x) dx = 
	
A 0 	(Q) + 
r=0 
r(r) 
-f (b)  
21 	• 
In this case we would take 
(2.4.87) 	(prz) 	(z_c ) 	b7 . 
Let us now take the cut for the function 	) to be the 
interval LO, 0 and require that //)(Z) tends to zero for 
r) X irl The remainder term : 	Jr) 	which includes the 
contribution to the quadrature sum from the end points is then 
given by 
(2.4.89) R;( ir,\ 1,11- ) ? ffi .0(z) 7- (z) d z 
(z) 
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To establish the formula (2.4.86) suppose that f(Z) and its 
first 0)..0 derivatives tend to unique limits as Z tends to CL 
in the sector 	/CU+5(Z.-614 4 Tr . 	Then following the arguments 
of Section 2.3(a) the contribution from the end points is given 
by the expression (2.3.1C). 	We may treat the end point b 
similarly. 
Equation (2.4.80) then becomes 
(2.4.90) 
P -1 
R (f) 1 >10" f (a) ,.0  
(r) 
(b) R z (f) 
where 	f?2,60 , the required remainder term, is given by 
(2.4.91) R 21, (f) = 
The contours 	C + and 	C, are of the type considered 
in the Newton-Cotes formula, see Fig. 2.2. 
Summary  
So far in this chapter we have discussed the behaviour of 
r - the contours L 	•L near only the end points of the 
interval of integration. 	We have considered arcs of angle 0( 
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at the end points and have shown how in certain cases the 
contribution to the remainder term from the integral around this 
arc tends to zero. 	On the other hand when the end point is an 
abscissa the integral around the arc usually contributes to the 
quadrature sum by an amount depending on the angle of the arc. 
Care had to be taken in the osculatory quadrature case when the end 
point was an abscissa. 	To obtain a finite result for such a case 
an arc of angle ir was chosen. 
These results were then used in conjunction with the 
fundamental theorem to obtain an expression in terms of a contour 
integral for the remainder term when specific quadrature rules 
were applied to various classes of functions. 
Before we proceed to the next chapter we will discuss a 
rather special case when the contours C * and Ccombine to form 
a single contour. 
2.5 The Important Case of a Closed Contour  
* In certain important cases the contours C  and C - 
combine to give a single closed contour surrounding the basic 
interval of integration 	1. ) 1:) .1 . 	Since we shall use such contours 
in our discussion of convergence in the following chapter, 
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Chapter III, we shall now establish conditions under which we may 
take the contours to be a single closed contour. 
Consider first the end point a and suppose that 4 7(Z) does 
not have a singularity at a . 	Suppose further that the cut for 
the function 	(Z) coincides with the interval of integration[9. 1 b]. 
Now let us take arcs of angle Tr above and below the end 
point a. and let the radii of these arcs tend to zero. 	From our 
assumptions, Section 2.3 shows us that the contribution from the 
arcs is zero or contributes to the quadrature sum. 
Now there is a point 0! on the x-axis, such that C1 /41CL ) 
and such that the function 	(4) gz-) /42(Z-) 	has no 
singularities on the segment (0L 1) 0) of the real axis (all three 
functions ))(z) 	OZ) and P(2) have been chosen separately 
to satisfy this). 	Let part of C f and C - lie along (C1;61) 
above and below the real axis respectively, see Fig. 2.4. 
FIGURE 2.4  
Li 
C - 
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The contribution to A rjf) from the integrals along those 
parts of (71- and C lying along ('2 1, 0) cancel and we may therefore 
consider the contours & and C - to have been deformed into a 
single contour passing through 	. 
If we can find a point 	which performs a similar role for 
the end point b as a does for a then the single contour will 
become a closed contour surrounding the basic interval Ea, b] • 
The remainder term may then be expressed in the form 
(2.5.1) 1)12(r14- 1) (F) /4, (z) Tr(z) dz rrE  
where C is a closed contour surrounding the basic interval E/ ) b] 
and lying in the region common to both 0, , the region in 
which f(20 is analytic, and Dz , the region in which there are 
no zeros of 00 other than those at the abscissa of the 
formula. 
We see then that the remainder term reduces to the form of 
equation (2.5.1) when, 
(1) the cut for 2/1(7.)  coincides with the interval, and 
(2) f(z) is analytic in the interval ECII 
CHAPTER III  
THE  CONVERGENCE OF QUADRATURE FORMULAE  
3.1 Introductory Remarks on Convergence  
The Quadrature Scheme  
Consider the general osculatory quadrature formula, as given 
by equation (0.1.3), in the form 
0 b 
(3.1.1) ) 60(x)-F(x)dX. = 
r:o 
We shall mean by a quadrature scheme a sequence of formulae of the 
type given by equation (3.1.1) for either 	rt.,. 0, 1, 2., . • 	or 
0 ) 1 ) 2 ) . 
r (r) 
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Convergence  
A quadrature scheme will be said to converge if the remainder 
term, I? , in equation (3.1.1) tends to zero as nq tends 
to infinity. 
The main purpose of this thesis is not to give a detailed 
analysis of the convergence of quadrature schemes. However, a 
discussion of convergence arises naturally from an examination of 
asymptotic expressions for the ratio 2fr(z)/cy(z) which occurs in 
the contour integral form of the remainder term which we obtained 
in Chapter I. 
Asymptotic expressions for the ratio lp(i)/(Rz) are 
unfortunately not always easy to obtain. 	We shall however, in 
this chapter, study the conditions under which certain well-known 
quadrature schemes converge. 	These conditions will, of course, 
depend on both the function and the quadrature scheme. 	We shall 
confine ourselves in this present discussion to functions which can 
be continued analytically into some region of the complex plane. 
The convergence of quadrature schemes has been considered 
by many authors. 	According to Davis, see Todd [8] , Stieltjes 
first proved the convergence of the Gaussian quadrature scheme 
for the class of Riemenn integrable functions in 1884. 
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The corresponding interpolation problem for equally spaced 
abscissae was considered by Runge in 1901. 	Runge, see 
Lanczos [36, p.348] , discovered that for such interpolation 
formulae quitewrong ) results are obtained for very simple analytic 
functions. 
This leads us to the Newton-Cotes quadrature scheme which 
is one of the most interesting and widely discussed schemes as far 
as convergence is concerned. 	The Newton-Cotes scheme does not 
converge even for functions which are analytic in a region of the 
complex plane which includes the interval of integration. 
The following numerical example appears to indicate this. 
Let us take the interval of integration to be LEI ) C and 
consider the function 	F (x) 	÷ x.2] 	. Now 
is certainly analytic on [-J ) ri . However the Newton-Cotes 
scheme applied to f(x)  gives the following tabla of values, 
Table 3.1, which suggests that the quadrature scheme may not converge. 
TABLE 3.1 
5-..._ (k ,n ) (actuctZ) 	RR(F)  
2 21.9608 20.3900 
6 13.3152 11.7444 
14 18.3554 16.7846 
16 - 1.2082 - 2.7790 
18 29.1341 27.5633 	_ 
20 -19.1007 -20.6715 
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A detailed examination of the coefficients in the Newton-Cotes 
scheme was made by Ouspensky [371 in 1925. He showed that the 
coefficients 	Akin ,J 	 , tend to infinity 
with /1 . The only conclusion which is then made by Ouspensky 
is that the Newton-Cotes scheme was of no practical use for large 
values of a . 
In a more positive approach to the problem Polya [36.1 showed 
analytically that the Newton-Cotes scheme does not converge when 
applied to the function P;10 given by 
(3.1.2) 
00 
C 	s N!rr.z.) , 	1/ 	. 
- COS fl - X 
0=0 
The analytic continuation Pt.) of the function kz) into 
the complex plane is analytic in the strip 	I Tryq-4) <:- .63 C4//rr. 
Polya obtained precisely the same asymptotic estimates of the 
coefficients 	XL 	, for large values of rt. , as 1'5,0 
Ouspensky, and used them to show that the quadrature sum 
, • 
	(x, ) 	tended to infinity with n 
Using the linear functional approach discussed in 
Section 0.2 of the Introduction, Davis , see Todd 181 , shows 
however that the Newton-Cotes scheme may be applied successfully 
to functions which are analytic in a "sufficiently large" 
portion of the complex plane. Davis proceeds in the following way. 
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A function f (2.) is said to belong to the class XY8) 
if 4(z) is analytic in the region B of the complex plane and 
is such that 
(3.1.3) 
	
I f(Z) 	d X Cly 4 oo. 
Let us denote by Et, the region of the complex plane enclosed 
by the ellipse 	lz.q21-el l =7° )/.0> i • We recall from 
Section 0.2 of the Introduction that the remainder term, 
satisfies an equation of the form (equation (0.2.6)), 
(3.1.4) 
Do 
R„,(f) 	 I Rh+, [ • v (zJ))] 1 2 
.„)=0 
where the functions 5 ,, ( z00), 	0, 1, 	. , are related to the 
Chebyshev polynomials of the second kind. 	From equation (3.1.4) 
it may then be established that a necessary and sufficient condition 
for the convergence of a quadrature scheme is 
(3.1.5) 
__ 
Rn41[(z)/0)J 11 	00 	so 
Using the properties of the functions WL,e,), 
Davis shows that, for quadrature formulae with p= 1 in 
equation (3.1.1), condition (3.1.5) yields a condition for the 
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convergence of a quadrature scheme in the form 
(3.1.6) 	---e,041 ( 0. vx + X 1,  4 
41. 3/20/2 
• • 4: X (1,4 	n 	o • 
The estimates of the coefficients 	XNim ) 	- 0, 1, 
obtained by Ouspensky for the Newton-Cotes formulae are then 
used to show that condition (3.1.6) holds provided f 	. 
Therefore we have Davis' result that:- 
The Newton-Cotes quadrature scheme converges 
when applied to a function which is analytic 
in the region enclosed by the 
ellipse (z 7- 4-(z/-01 = /0 
That the region, 	, is not the smallest possible region 
r has been shown separately by Krylov [4] and Barrett 1 .42.1 . 
Krylov 	, like Davis 	, discusses the convergence 
of interpolatory quadrature schemes one of which is the Newton-Cotes 
scheme. The treatment given by Krylov is based on the convergence 
of the corresponding interpolation formula. 
Krylov uses the expression for the remainder term in the 
interpolation formula in terms of a contour integral, see e.g. 
Szegii C177 . 	On examination of this contour integral it is then 
shown that if the function -F6E) is analytic in the region 
bounded by the curve, 
(3.1.7) 
	
[ 2. ,e02 z - 	i) 
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the Newton-Cotes scheme over the interval [0,1] 	converges when 
applied to  
Using the same method Krylov also shows that the Gauss-Legendre 
quadrature scheme converges when applied to a function which is 
analytic on the basic interval [HI, 11 . 
Barrett [39] on the other hand discusses the contour integral 
form of the remainder in the integration formula itself. 
Suppose that f(z) is analytic on the interval [0_, b7 . 
Now, from Section 2.4(h) of the previous chapter, the cut for the 
function C1/14-8 (Z. ) 	in the Newton-Cotes quadrature formula over 
the interval (- /,1) is [-I ) 	. 	So that from Sections 2.3 
and 2.5 the remainder term in the Newton-Cotes formula is given by 
(3.1.8) 
where 
( 3. 1.9 ) 
(3.1.10) 
5'(a) 	r r(z) dz 2 rri c 
i'n4 
„,  
-1(2) 
rt 
(z- + 23-h) 
k" 
nn tz) 	
(z)  
and C is any closed contour enclosing the interval El l (1 on 
and within which f(Z) is analytic. 
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Barrett's method of attack is to find asymptotic estimates of 
the remainder term, k+4) 	, given by equation (3.1.8), for 
large values of n . 	To accomplish this, useful expressions 
for 	/LC-Z) 
	and 	grJz) 	as given by equations (3.1.9) and 
(3.1.10) respectively are obtained. 	Barrett has shown [39, 
equation (2.1)] 	that 
(3.1.11) 	--6.0,y p(1) =  
+ 	007). 
His expression for 	Cl n+I (Z) 	[39, equation (3.10) -1 has a 
minor error, a factor 	n - ' is omitted and its corrected form is 
(3.1.12) 9 (z) = 	(L) n 	[ — 
Ln+-1 	
, )7 	, ;2 _ 
Z+1 
• 
The asymptotic expressions (3.1.11.) and (3.1.12) are then 
substituted into equation (3.1.7). 	From the resulting contour 
integral 'Jarrett obtains precisely the same result (with 
modification for the change in interval of integration) as that 
given by Krylov 	. 
In Section 2 of this chapter we shall discuss the convergence 
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of the Newton-Cotes quadrature scheme using the method of Barrett 
of examining the contour integral form of the remainder. We 
shall first describe an alternative method to Barrett's for 
obtaining asymptotic estimates for large a of the function Q (z) Lmi-/ 	) 
given by equation (3.1.10), for two reasons. 
Firstly we notice that not only are the asymptotic 
expressions for (71,_ 4 1 (-z) and 1:31141 (2.) 	useful for studying 
the convergence of the quadrature scheme but they are also useful 
for finding asymptotic estimates of the remainder 	R (0 	. 
For this reason the expressioa we shall obtain for  
is more realistic than Barrett's for relatively small rl . 
Secondly for equally spaced osculatory quadrature formulae 
over 	0 the functions 	(z) and Oz) (equations (2.4.79) and 
(2.4.80)) corresponding to the functions 	9 	(2) 	and rm4.17-) 
L r1+1 
respectively are simply related to these last functions. 	We have 
(3.1.13) 
and 
(3.1.14) 
6p rz ) dz 
- 
Equation (3.1.11) can be used immediately to obtain an asymptotic 
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expression for the function IOW given by equation (3.1.13). 
However Barrett's method for obtaining equation (3.1.12) does not 
appear suitable for finding asymptotic estimates of 	(Z) given 
by equation (3.1.14). 	We can however adapt our method for c? (l) (-tits 
to the function yi (z). 
In Section 3 we shall find asymptotic estimates for 	(7) and 
1/i' (z) . 	These expressions are then used to show that the equally 
spaced osculatory quadrature scheme and the Newton-Cotes quadrature 
scheme have the sane property with respect to convergence. 
Obreschkoff type quadratures are discussed in Section 4. 
Krylov and Sulginar.40] have shown that the Obreschkoff 
quadrature scheme over [0,/] converges provided -F(2.) is 
analytic in the region of the complex plane defined by 
(3.1.15) 	z (z- 6 1 	1/4_ 
We obtain this result by examining the contour integral form of the 
remainder. 
To conclude the chapter we shall make a passing reference to 
the convergence of Gaussian quadrature over the interval  
3.2 The Convergence of the Newton-Cotes Quadrature Scheme  
We recall that the Newton-Cotes quadrature rule over the 
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interval 	q 	from Section 2.4(b) of Chapter II may be written 
(3.2.1) 	ir -f()c) d x: 	)\ 1?,,1 f (xtR,),) 	R n+-1 	) 	• 
= 0 
The remainder term when PZ.) is analytic on FI ) 0 from 
equations (3.1.8) and (2.5.1) is given by 
(3.2.2) ri +4 ) 2n- I 
q 	) -F(2) clz 
lb 	(z ) 
 
where the functions 	qr)+1(Z) 	and 	(Z) are defined by 
equations (3.1.10)_and (3.1.9) respectively. 
In this section we shall discuss the convergence of the 
Newton-Cotes cuadrature scheme. 	We shall first obtain an asymptotic 
expression for the function 	Q 	tz.) 
Ln.t , The method of 
obtaining this expression we shall be able to use in the next section 
on osculatory quadrature. 	The actual estimate will be used in the 
following chapter, Chapter IV, in the discussion of numerical 
estimates of the remainder. 
The proof that we shall give of the necessary and sufficient 
conditions for the convergence of the Newton-Cotes quadrature scheme 
will contain more detail than that given by Barrett. 
An Alternative Derivation of the Asymptotic Form of  
The polynomial Pri+1 (7) 	in the Newton-Cotes quadrature 
formula may be written 
(3.2.3) /314 (7) = 17- (:- 14- V k.o 
Following Barrett [39, equation (1.5)] we can express tkAZ) 
in terms of 	r- functions in the form 
014-  I 	y t (3.2.4) ihm4.,(1) 	
I 
[ 
PI 	Tr 	z 	 Z 
Now since 
Pn + Ji) dx 
(3.2.5) ? ( •4)= nt) 	 - X 
we have on substituting equation (3.2.4) into equation (3.2.5) 
	
(3.2.6) Q ( 	./31r1+-1 
ch4-1 tr 
0 i t 	[ to') +11 1-1 [1(x-1)+ siilfpx-01 
 dz. 
Replacing .9 oc 	by 1.1., in 	-I4X4 o and - 	- 
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by (AL in 	0•c .Z 4 	we find that equation (3.2.6) becomes 
(3.2.9) It rof-to 	5.7N, ÷I)  — 
(3.2.10) 	a Scm ir(u-kt-) fl(14- I-4-k) 11(I1- Et +1- t-) 
 
0 
 
p)" 
du 
(3.2.7) 
ei/z 
(LT+n , s 	-.1C1" +- u-) 	(rt - tA..+1) . 54:"1 Tr 44- X 
0 
I:2444-0 - 
123. 
First suppose that n is even and put 2-m= n . 	Then 
equation (3.2.7) may be written 
(3.2.8) 4 /21"• (v') 
t-P- 1 
ff714- 14 	 TTAA- 
01-1 
T 
A Clyz
... 0 
r 
Provided z does not lie in the neighbourhood of the interval E-
the sum in equation (3.2.8) is nominated by the first term. This 
may be shown as follows. 
Let us put 
du. 
On replacing U. by 	a-f- t- in equation (3.2.9) we have 
Using the continuation formula for the 	17-function 
equation (3.2.10) becomes 
( 3 . 2 . 1 1) U A 
124. 
(-01-0-+ L..9 • 	• 	( 	 kl-) 
61- 	• - 	11 --14. 
-[I Vz -FO - u -1-1 	• 
* 
(pi _)r_I+LA) 
Ii- L.. 	6 1- 	+ 
Summing equaticn (3.2.11) over 1-", 	C>(') Inn - t , we have 
(3.2.12) 
U 'r 
t••- •o 
r(1,,t) 
el4  
	
M.0 	f 
X [H 	(-I)  (rtu) - • 0+-u) 
(11- 	. 	ry (z+ )   L tzi 
The factor 	- 1-/E 	- 	1-] 	is 0(i) for all 	, 
0 	< 1 	, and 	/- 	I 	Is 	or - s) , provided 7_ 
does not lie in the neighbourhood of the real interval C-1 ) 11 
Let us now consider the sum 
 
•t"-i• I (1- + U) 
(3.2.13) (t1- 	- t- ) • - • 	(u1-44) 
The terms of 5 are alternating in sign and decreasing in 
magnitude. 	Therefore the value of 5 lies somewhere between the 
first, and the sum of the first two of its terms. 	That is 
(3.2.14) 
125. 
From the inequality (3.2.14) we see immediately that 5 is 
of O(i )  . 	Thus equation (3.2.12) becomes 
0 1 
TT 't 	rEi-af,--i 
(3.2.15) 	/ Gcr 	 d 
- 
Similarly it can be shown that, provided Z does not lie in 
a neighbourhood of the interval r-/ ) i7 , 
r(n-14*1) Si um (3.2.16)   d t.c 
r= 0 	 116. (Z.- I ) 4- Ct 
1-1(I-t-“,) P61-an) 
ciAk 
From equations (3.2.15) and (3.2.16) we see immediately that 
the sum in the expression (3.2.8) for 	Q (Z) 	is dominated by 
the first term. 
A similar result is readily obtained when n. is odd. 
We have then, for large values of q , 
(3.2.17) 	9 (1) 	To 6Z) 
h+, 
where 
126. 
(3.2.18)  
I 
, n4-1 	r 
---- 	 ro+-Lo 	fru_ X 
ir 
Cl" 4— • 
— ) 
Since Z is not too close to points of the interval [—I, 11 
we may replace 	6/z (24-1) - 14 	and 	'16, (Z. --1) 	by 
	
and ri/z - 	respectively in equation (3.2.18) 
for sufficiently large values of a . 
Furthermore for 	0 	u. 	1 n(1+0 is almost constant 
and we shall replace it by / . 	Finally if we use the fact that, 
see e.g. Abramowitz and Stegun [35, p.257] ,, 
(3.2.19) 
(r1 
	 (y14- 1) 
for large in , 	0 4,Ct 4 1 , equation (3.2.10 becomes, for 
large fl , 
V1+./ 
(3.2.20) 	(z) 	(_?) 	
_ . 
IT h/ (Z -4- 	n (7.-0 
n 	tru citt 
Now 
_14 	
-J03)1 r..eLrat 	du.
(3.2.21) 	Yi Sol riti. du 	e _1 
0 0 
71- (  = 
tr +- (-e054 4 
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Substituting equation (3.2.21) into equation (3.2.20) we find 
the required expression for 	9 (Z) 	for large n , 
(3.2.22) 	9 (z) 	_ 	) 
0, pi  
nf4) F 	l) 1 
We note at this point that if, in equation (3.2.22), we use 
Stirling's formula for 	/1(4+0 and neglect IT with respect to 
Nx 
	
(..e03, }I) 	for very large K. , we obtain Barrett's result, 
equation (3.1.12). 	however, for the purposes of estimating errors 
in Chapter IV, we shall retain the form of 	& ti ( Z) 	given by 
equation (3.2.22). 
The Region of Convergence  
Let 	be that region of the complex plane defined by the 
inequality 
(3.2.23) 	RI L 	I. -e°3 1 7- -")- z-t! -(°3 (z- l ) -6Y 27 	0 
where gT(Z) denotes the real part of the complex number -2: . 
We shall now show that the region 0 has the following two 
properties with respect to the convergence of the Newton-Cotes 
quadrature scheme : 
128. 
(1) if the function --R-41) is analytic at all points of the 
region L) then the Newton-Cotes quadrature scheme converges 
when applied to P4 ; 
(2) if ftz.) is not analytic at all interior points of the 
region D then the Newton-Cotes quadrature scheme does not 
converge when applied to  
The region 0 having the properties (1) and (2) above is 
usually referred to as the region of convergence of the Newton-
Cotes quadrature scheme. 
Proof of the Convergence Properties of the Region  
Let us denote by....49.9 :8 the curve defined by 
(3.2.24) 	RI 	--e05(z+-1) - Ztl io54Z-E) - 	2) = Jo 
where /0 is a real parameter. 
The curves A D , for increasing / are a set of curves 
symmetric about both the real and imaginary axes. We depict the 
curves in Fig. 3.1 below. 
FIGURE 3.1  
The curve A passes through the points -I and 
and forms the boundary of the region of convergence, DI 
defined by the inequality (3.2.23). 
We now prove property (1) of the region of convergence. 
Suppose 17(z) is analytic at all points of the region i) 
defined by the inequality (3.2.23). 	Then we may take as the 
contour C: in equation (3.2.2) one of the curves -.4? 	7) >0 
/.° 
Therefore the remainder term in the Newton-Cotes integration formula 
is given by 
(3.2.25) i?r14-14 ) 2 rrc 
? (z ) 
'11" 	f(z ) 
Using the asymptotic expressions for 	a 
 (z) 	
and iD (2) n+1 r1)-1 
129. 
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given by equations (3.1.12) and (3.1.11) respectively, equation (3.2.25) 
becomes 
(3.2.26) 
	
I 
where 
(3.2.27) • , 
-4.(2 a) 	 - 	 I 
6 
2 trc )1 3/2 go3 n z.-1-1_1 
Z-4- 1 -toltz+i) - 2:.1 110.-1)-40321 .ctt)d Z. 
2 
Now for 7 on the curve 	we can place an upper bound Ni 
say, on that part of the integrand f (Z)(Z 2- 10{ 147-1 ) -(-1)Y4+ 1 )7 
Also by definition o we have 
(3.2.28) 	C z+-1 	 = 	p . 
Thus the integral on the right of equation (3.2.27) is bounded 
above by 	n 10 ) Ao) 	where AO is the 
length of the curve -40 . 	Equation (3.2.26) now E..ive us 
44210 1/4 . 	 e/°4)
Zrr ri"2 aol 
(3.2.29) 
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Since /0 >0 	the right hand side of the inequality (3.2.29) 
tends to zero as 	becomes large. 	hence from (3.2.26) Rm -Fr (IF) 
tends to zero as n tends to infinity. 
To prove property (2) we have only to consider the remainder 
term when the Newton-Cotes formula is applied to the 
function 	R1) 	/ 	- Z.) 	where Zo lies in 
and 	Trn (Z 0 )1 	0. 
In this case we may take as our contour a one of the 
curves 	.rtogether with a small circle described in the 
clockwise direction about the point z= z o 	joined to Z/0 
by a pair of parallel lines. 
The contribution to the remainder from the parallel lines 
cancel. Furthermore on .4 we can place an upper bound 
on So that using the method in the proof of 
property (1) we see that the contribution to the remainder from 
tends to zero as we let A increase. 
Now from the theorem of residues the contribution from the 
small circle around 	Z = 	is given by 
	/ Pn+,(7-0) 
Thus for large n we have 
(3.2.30) R 4 ( 2 TT)
fr2 r 0 j (,,z_ 
663 & 	zo - I zo fi 
x 	Ez04-, (z.-1- 2.— 
2. 
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Since 70 lies within r) the exponent of the exponential in 
equation (3.2.30) is negative and hence 	Rn (f) 	tends to 
infinity with rt . 
We have then shown that properties (1) and (2) are satisfied 
by the region f) defined by the inequality (3.2.23). 
3.3 The Convergence of Osculatory Quadrature Formulae  
In this section we shall show that E) is the region of 
convergence of the equally spaced osculatory quadrature formula. 
From Section 2.4(d) the formula may be written 
(3.3.1) 	 f0c) Clx
0 .coclin) 	
1.? n  
From equation (2.5.1) the remainder term 
	
R2o1+2 (f) 
when f(Z) is analytic in the interval [El I] is then given by 
(3.3.2) 	R 
2n +2 	2rri 'Y)(7)  cp2) 
where 02) and P(Z) are defined by equations (3.1.13) and 
(3.1.14). 	The contour C is any contour which has in its interior 
the interval of integration [-IA and is such that 	12(2) is 
analytic on and within C 
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To investigate the behaviour of 	znj_z (F ) for large Pi_ 
we will first obtain asymptotic expressions for the functions lfr(Z) 
and 	(z) . 
Asymptotic Expressions for ltqi) and  
From equations (3.1.11) and (3.1.13) the required asymptotic 
form of the function (y(z) is immediately obtained. We have 
(3.3.3) 	---e03 (Pli)(Z) 	= 2. 205 p,(a) 
+ n Uz+i) Jog (z-r-o--(z-0105(z-0-2.412] 
However to obtain the corresponding asymptotic expression 
for 	(z) is much more difficult. 	We follow closely the 
method used in Section 3.2 to find the asymptotic form of  
From equations (3.1.13) and (3.1.14) we have 
  
FP .4-T d r 
Z - 
(3.3.4) 
-)P (z) 
 
Using the same substitutions as in Section 3.2 equation (3.3.4) 
becomes, for Yi = 
(3.3.5) 	)1)(Z) = 
yl Z 
- 
2 (--) 	IT (1 -(1) P(n-u.+1) st;y1 au] X TT 	11 
134. 
1 
Again the major contribution to the sum, provided Z does not 
lie too close to [-I, 1] comes from the first term. To show this 
we follow the method of the previous section. 
The sum corresponding to S in equation (3.2.13) is given by 
(3.3.6) S 
tr+ u..) 1 
2 • 
The terms of 	SI are decreasing in magnitude and the 
first term is 	°(/4?)) 	hence SI must be 	OW which 
proves the required result. 	A similar result holds when I/ is 
odd. 	Therefore from equation (3.3.5) we find that, for large n, 
(3.3.7) 	 T 
()) ) 
where 
20,1+2 
(3.3.8) 	T0,1  
  
 
tu.) r(n-u.-1-1) sfryi rr (A] X 
Jo 
 
X 
au. 
provided Z does not lie in the neighbourhood of E-1, 11 . 
Making the same approximations as in the case of Iri naz) 
equation (3.3.8) takes the form 
[On t-0Y(  (3'3'9) 	T 0 s 
rr 	n 	I Iliz.+1) 
	(4-01 	StIrk rrit-CiLL. 
L. 2.  • 
0 
Expressing the integrand in the integral on the right of 
equation (3.3.9) in terms of exponentials it is readily shown that 
.a 	rr'  
(3.3.10) 	q tIrt [teGy vol+ [ L 
0 
Using equations (3.3.10) and (3.3.9) 9 equation (3.3.7) gives us 
the asymptotic expression for P(Z) 
135. 
(3.3.11) tZ 	F ÷ Ft 	4toriB1ojrif- -1-1T 	z-I 	z.-1-11 • 
The Region of Convergence of Osculatory Quadrature Formulae  
Using Stirling's formula for 	1'(n+.1) 	equations (3.3.11) 
and (3.3.3) give us 
(3.3.12) 	(Z-) 4 Tr (Z2-
- I)  
	
/(z) 	)11 [gonj 2 4,J L 7-+' 	z - i 
[-.&43, E 2+-65(1+0-  
136. 
Substituting equation (3.3.12) into equation (3.3.2) we have 
4u 	(z -I) L 
2 -I r 	1_1 „ 
(3.3.13) R2.4 f_2( f ) 	2 rri nzio3n[(20501-t-r721_, 	-L+t 	z- 	A 
-24 
x 	z+- 1 ,43 (z.4-1)-(2- ) 	pz)c/z. 
In proving that the region r) defined by the 
inequality (3.2.22) is the region of convergence of the Newton-
Cotes scheme the argument depended entirely on the exponent of 
the exponential in equation (3.2.26). 	We see that the exponent 
of exponential in equation (3.3.13) is precisely the same. 
Therefore we may prove similarly that the region of 
convergence of the osculatory quadrature formula with equally 
spaced abscissae is the same as that of the Newton-Cotes 
quadrature scheme, i.e., the region D defined by the inequality 
(3.3.14) 	L 2 RI 11 4:03(z1-1) - 	.63(z- 1) --e032j 	0 
+i 
3.4 The Obreschkoff Type Ouadrature Scheme  
Let us consider the interval [-i, I] and suppose that the 
function 12(Z.) is analytic on E:/ , I] . 	Then, from 
Sections 2.4(e) and 2.5 of the previous chapter, the remainder 
term in the Obreschkoff type quadrature, equation (2.4.91) is 
given by 
(3.4.1) R zk (f) (z.) d zirr 	"z-) 
	
c (p(,) 		z 
where C is any contour on and within which Pi) is analytic 
and has in its interior the basic interval E7 I, 11 • 
From equations (2.4.87) and (2.4.88) the functions I?(Z) 
and 344) are given by 
137. 
(3.4.2) 
(3.4.3) 	(z) 
 
To investigate the convergence properties of the Obreschkoff 
quadrature scheme we first require asymptotic forms of these last 
two functions as we let /6 increase. 
The function 	(i) is already in a manageable form. 
However to find a suitable expression for 3b(Z) requires some 
analysis. 
An Asymptotic Expression for ?/J/z) in Obreschkoff 
Quadrature Formulae  
In finding a suitable form for P(L) we shall make use of 
Laplace's method for integrals, see De Bruijn [15, Chapt.IV] . 
Let us write equation (3.4.3) in the form 
(3.4.4) 	11(2 ) 	0 13 
where. 
(3.4.5)  
Z-- X 
h bc) 9 (x) 	c1: 
and 
138. 
(3.4.6) 
	
Now provided Z. is not too close to the interval 	i] , 
is a slowly varying function in that interval. 	Furthermore 
the function fiA) has a maximum value at X ---- 0 	; thus in the 
neighbourhood of X. tro 	we may approximate to 	(r) by 
. 	Equation (3.4.4) now becomes 
ja {f)(0) - x -y)(,) 	 dx (3.4.7) 
139. 
For the purposes of evaluating the integral in the 
expression (3.4.7) we replace the interval [-II I] by  
This is permisoible since it is possible to show, De Bruijn[5,p.61] 
that the additional contributions to the integral from the 
intervals (-00,-0 and (I ) 00) are negligible for large values of P. 
We can now make use of the fact that, see Abramowitz 
and Stegun [35, p.255 ] ) 
(3.4.8) 
	1 .%_0( xdx 	(z 1/2.  
-00 
Substituting equation (3.4.8) into the expression (3.4.7) 
we finally obtain the required asymptotic expression for 7" ) 
(3.4.9) e" fir -1 A =z LID 
The Convergence of the Obreschkoff Type Quadrature Scheme  
From equations (3.4.2) and (3.4.9) we find that the asymptotic 
form for the ratio 	)40 / CP(Z) is given by 
(3.4.10) 
	V60 „ 77:14 (z- 4- )) -1' 
qa) 	z 
for large values of ip . 
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Substituting the expression (3.4.10) into equation (3.4.1) 
we have 
(3.4.11) 
), Rap (f) = (H) irri Tri 
For large /D the important factor in the integral on the right 
of equation (3.4.11) is of course 	. 	Now the 
curve.; 
(3.4.12) 	I 7 2- 11 = /° 
where /0 ?,( is one of t -,o Ovals of C,ssini with foci at — 
see Fig. 3.2. 
FIGURE 3.2  
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Following the arguments used in Section 3.2 we see that the 
Obreschkoff type quadrature scheme has for its region of convergence 
the region defined by 
(3.4.13) 
	Izz- I _6 	1 
This region has as its boundary the lemniscate of 
Bernoulli, 	Z.. 2 - 11 	I . 
This result but corresponding to the interval E.°' 11  has been 
given previously by Krylov and Sulginal -01 but their method of 
attack is somewhat different. 
3.5 The Convergence of the Gauss-Jacobi Quadrature Scheme  
It is well known, see Krylov [12, Chapt.12] that the 
Gauss-Jacobi quadrature scheme converges when applied to any 
function f(Z) which is analytic on the interval of 
Integration [- I ) 	. 
Suppose that f(i) is analytic on the interval E- I ) 11 
Then from equation (2.4.7) and the results of Section 2.5, 
mainly equation (2.5.1), the remainder term in the Gauss-Jacobi 
quadrature formula is given by 
(3.5.1) 
, 	kilo 
	
17) 		f (z) 	z. = zn- 	1z) 
rt-fi 
ri(nc:+ 13)(Z)  e((z. Zrr(z-1) 	-1- 7Z-1 16. 
P(") (z) n+1 
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where C. is any contour which surrounds [-1 ) I] and which does 
not contain any singularity of the function f(z) . 
From Elliott and Robinson [41] the required asymptotic 
expression for 	ritlic( ) /Ow p (9(1 ,13) (z) 	is given by 
(3.5.2) 
for large ri and Z not lying in the real interval PI )  iTT 
Now the set of curves, 	, defined by 
(3.5.3) 	Z if-0 1/2 	- 
is a family of confocal ellipses with foci at the points ±: 1 
When /0 = / we have the degenerate ellipse, the real interval El, Ft . 
We have already discussed this family of ellipses in the 
Introduction. 
Now since f(z) is analytic on the basic interval E-1, )1 
we may take the contour C to be the ellipses /?,/-) /0 :>I . 
Using the expression (3.5.2) and equation (3.5.1) we then have 
(3.5.4) 
0( 4nqz--0 CIZ 
2rri J z 	liz i Zn+ at/314 3 f 
Y 
Again using the methods described in the previous sections of this 
143. 
chapter it is easily shown that the region of convergence of the 
Gauss-Jacobi quadrature scheme is given by 
(3.5.5) Ii 	 fr 2. 	R. - 
which is simply the interval [- I ) 13 . 
Summary  
In this chapter we have considered the question of the 
convergence of several well known quadrature schemes when these 
schemes were applied to analytic functions. 
With a finite interval [a ) 	and under the assumption that 
the function -P2) has no singularities in the interval of 
integration •the remainder term was expressed in terms of an integral 
around a closed contour which had the basic interval Ea ) b] 
its interior. 	An asymptotic expression for this remainder was 
obtained. 	On examination of this expression the regions of 
convergence for several quadrature rules were found. 
CHAPTER IV 
ASYMPTOTIC ESTIMATES OF THE REMAINDER TERM 
4.1 Introduction  
In Chapter I we obtained an expression in the required form of a 
contour integral for the remainder term 	 (10 	in a general 
quadrature formula. We shall now make use of this expression to 
find estimates of the remainder for large values of n . As we have 
indicated in the introduction it is often found that methods which 
are used for large values of n yield realistic results, even for 
small 0 . 
We shall consider almost exclusively those formulae satisfying 
the conditions of Theorem 1. 	Our starting point is then the 
contour integral expression given by equation (1.2.2) in the form 
(4.1.1)  hf, 
wz) (z) d 
144. 
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where the contours C * and (7 -  satisfy the conditions of Theorem 1. 
The contours C t and C - may be deformed in any way provided 
that the deformation accords with the conditions of the Theorem. 
Any possible deformation near the end points of the interval has been 
discussed at some length in Chapter II and we will frequently refer 
to the results obtained in that Chapter. 
We recall that the contours Ct- and C - lie in the 
region [ 	of the complex plane in which the function PZ)is 
analytic. 	We find that the final choice of the contours depends 
to a great extent on the nature of the singularities of the 
function Pz.). 	The functions which we shall consider here fall 
into one of the following categories: 
(a) functions whose only singularities in the finite part of the 
complex plane are poles; 
(b) functions which have branch points at the end points of the 
interval of integration; the methods are readily applicable 
to functions with branch points outside the interval of 
integration and we shall consider the case of a branch point 
on the real axis in the discussion of the Gauss-Jacobi 
quadrature formulae; 
(c) entire functions, i.e., functions with no singularities in the 
finite part of the complex plane; 
146. 
(d) functions which have an essential singularity at an end point 
of the interval [CL,  b3 
Once we have established the general form of the contours L 
and (-- we can make use of known asymptotic expressions for the 
ratio P*z) for large values of a . The reason for 
introducing the asymptotic expressions is simply that these 
expressions for the ratio V1(Z)/47(z)  , usually defined in terms 
of higher transcend- -.tal functions, are given in terms of elementary 
functions. 	The resulting contour integral should then be easier 
to manipulate. 
I- 	- Suppose in the first instance that the contours C and C  
lie in some region of the complex plane in which the asymptotic 
expression 
(4.1.2) k(z 
for large values of 12 , is valid. 	Then, from the expression (4.1.2) 
and equation (4.1.1) our main task is the evaluation of the integral, 
(4.1.3) 
r r 
E 	= 	+- 	 dz , 
( e 
The approximate evaluation of the contour integral in equation (4.1.3) 
will then give us estimates of the remainder term ALA) for large /7 . 
147. 
This Chapter is divided into several Sections. 	In Section 4.2 
we shall describe a general approach to the problem while in the 
succeeding Sections we shall deal exclusively with particular 
quadrature formulae. 	We shall consider, in turn, the Gauss-Jacobi, 
Gauss-Laguerre, Gauss-Hermite and the Newton-Cotes formulae. In 
the final Section we shall consider the extension of these results 
to other quadrature rules. 
4.2 A General Approach  
In this Section we shall consider the application of the 
integration formula, given by equation (0.1.2), to functions of the 
types (a), (b), (c) and (d) mentioned in the previous Section, 
Section 4.1. 	For each type of function we shall describe a general 
approach to the problem of finding estimates of the remainder terr 
RI(f) 	given by equation (4.2.1) 
Our first concern is the deformation of the contours C7 
and 
To simplify this di:-cussion let us choose a family of 
contours co with parametcr 	C , which has the following 
properties: 
(1) if .1* is a point on the curve co then Lf1 tends to 
infinity as we let i0 tend to infinity; 
148. 
(2) there is a lower limit, 4 (say), of the parameter /0 /0 
such that the interval of integration (with the exception of 
the point at infinity when the interval of integration is 
infinite) just remains within or is part of the curve 
The family of curves is usually suggested by the function 
on the right of the asymptotic expression (4.1.2). We expect to be 
able to write for S on co, 
(4.2.1) 	I K(z) 	= 1 3 (1.0) I. Frto) 
where FO) is a constant on r- 	We have already discussed a few such families of curves in 
Chapter III. 	As a particular example let us consider the Gauss- 
Legendre quadrature formula. 	In this case it is found that 
K(z) 	= 	( zz--1)'ir4t3 
Now 	[ Z4-(7 .1-01 = 	(>, I) 	is an ellipse, , , with foci 
at 	/ . 	We would therefore take as our family of contours for 
Gauss-Legendre quadrature the family of ellipses ti 
We shall further simplify the general discussion by choosing 
the functions 	(Z) and 0) to satisfy the conditions of 
Corollary 1 and suppose that the interval of integration and the cut 
149. 
for the function 	6Z) coincide. 	Therefore the ratio  
has no singularities in the complex plane cut along [C2 )  bJ 
Let us now consider the remainder term according to the 
type of function 
4.2(a) 	When ftZ) is a Y.eromorphic Function of Z. .  
Suppose f(z) has a simple pole at the point 2:=2 0 where the 
imaginary part of Z 0 ( irn(Z0)) 0 	. 	Suppose also that 
there are no other singularities of in(Z) in the finite complex 
plane. Then we may write 
(4.2.2) 
where fp) is analytic in the finite complex plane. 
In this case we choose our contour (;* to consist of the 
following simple contour, see Fig. 4.1, 
(1) semi-circular indentations at the end points CL and b ; 
(2) that part, 	, lying in the upper half-plane of one of 
the family of curves f: 	>790 	, described in a /- 
counterclockwise direction; the parameter /D is chosen 
large enough so that the point 2, lies within co ; 
150. 
(3) a small circle 	around the point Z_= 7 0 described in a 
"c 
clockwise direction; 
4- 
(4) the semi-circular indentations at a and b are joined to 1;0 
by lines along the upper edges of the X-axis, while 
is joined to co by a pair of parallel lines. 
FIGURE 4.1  
The contour 	consists of that part of 	lying in the 
lower half-plane joined to semi-circular indentations below the 
points GL and 6 along the lower edge of the real axis. 
The contribution to the remainder from the various parts 
of C*  and C is as follows. 
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The function f(2) does not have singularities at the end 
points of the range of integration. 	Thus from the results of 
Chapter II, Section 2.3(a), the contributions from the semi-circular 
indentations at 0 and 5 will either tend to zero with the radius 
of the semi-circles or contribute, when the end point is an 
abscissa, to the quadrature sum. 
It may be possible to show that the contribution to the 
integrand from T1-0 tends to zero as we let /0 tend to infinity. 
If not, we would use one of the methods which we shall outline in 
Section 4.2(c) to estimate the contribution from co 
The contributions from the parallel lines joining f; to ? c) 
cancel and, in this case,so do the contributions from the lines 
parallel to the X-axis joining a to 	and 	to c. 0 
Finally using equations (4.2.2) and (4.1.1) we find from the 
theory of residues that the contributions from the small circle y , 
0 R ,,,, (f) 0 	, is given by 
(4.2.3) 	 'do 	= - ( ) u. 1) (zo) 
For large n it is more convenient to use the asymptotic 
	
expression for 1/14//47i(i_) given by equation (4.1.2). 	We have 
Kritt (c ) E+1(f) 	 where, 
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(4.2.4) 	E(f, 4) = — k(z.) 	. 
In many cases it is found that equation (4.2.4) provides the 
major contribution to the remainder term R(f) 
For a function with several simple poles at the points 
, we find immediately that the contribution from the 
circles y 	()) m c r ) , surrounding the poles is given by 
(4.2.5) E r, + lc, r ) 	Czt) f 
"tr. 	t= 
where 12 is the residue of fez)  at the point Z 
A Pole of Order p  
Suppose fa) has a pole of order p at Z= Z o . Then the 
contribution from the integral around the circle X is given by 
(compare equation (1.3.15)) 
(4.2.6) 
cd P. ' r 
E(f) ?co ) 	=  
evaluated at Z Zo . 
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Notes: 	We have assumed above that the function 17t1(47-)/q7(4) has no 
singularities in the complex plane cut along ra bj 
Modifications must of course be made when this is not so. 
There are two important cases: 
(i)when the cut for the function 3Li(Z) extends beyond the 
interval [12 ) 0 the contribution from the lines parallel to 
the X-axis joining the end points to the curve 1 will not /- 
cance 1; 
(ii)when 	(Z) has a zero at the point Z..= 1° (say), outside the 
interval Eia, 4] we must treat the point as we treated any pole 
of the function RZ.). 
These notes also apply to the following cases. 
4.2(b) 	When -f(Z) has a Branch Point at 2= a- 
Suppose that the function f(z) has a branch point at the end 
point a of the interval of integration La.. ) b] and that this is the 
only singularity of 	) in the finite part of the complex plane. 
Then we shall cut the plane from CL to -050 along the negative 
direction of the real axis. 	Thus if s is a point on the real 
axis such that -00 4" 	CL we have 
(4.2.7) 
	 s fyy 
(4.2.8) 
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The contours L 	C - are those depicted in Fig. 4.1 
except for the parallel lines and the small circle associated with 
the point Z o. 
Now the contributions from the semi-circular indentations at 
both OIL and b have been considered in Sections 2.3(b) and 2.3(a) 
respectively and the contributions from the parallel lines joining b 
to I/70 cancel. 	Furthermore it may be possible to show that the 
contributions from the integral along  tends to zero as /0 
tends to infinity; if not we •ould use Section 4.2(c) below to 
estimate this contribution. 
Most important in this case is the contribution from the parallel 
lines joining the point a to the curve 1-/-40 	Suppose that 
meets the real axis at the point a where C2 / 4 CL and 
let us denote by R 	cia) the contribution to the remainder term ) 
from these parallel lines. Va. thus have from equation (4.1.1) 
a 	 a' 
R (f ,aia) z ., 1 . 2.1i(?:?Rx4-00-/- --L. .k-Z--7 Rx- 00 dx f a 	a CI- 
'b(X) if (x 4- 0 0 - f(X - OZA d z . 
1 -),N L 
In the cases we have considered the asymptotic form which is used 
for points on the curve I- Ao , is not valid in the 
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neighbourhood of the end point C . 	An alternative asymptotic 
expression which is valid at the point a must therefore be found. 
Suppose then that Y/(Z)/(1)(z) K(z) in a region of the complex 
plane which includes the interval (-00,a] . 	Further, suppose 
that the contribution to the curve 1 tends to zero as we let /0 
tend to infinity. 	Then from equation (4.2.8) we have Rh+i (f) "-Ent ,(f) 
where 
a 
(4.2.9) E 2rri 
K t(3)[(x.+0,)_f(x-oqdx 
-00 
The problem is then reduced to finding an estimate of the 
real integral on the right of equation (4.2.9) for large values of n • 
Considerable ingenuity is needed but Laplace's method for integrals, 
see De Bruijn [15, Chapt. ivi 	appears to provide a standard 
attack to the problem. 
4.2(c) 	Entire Functions 
When the function F(z)  has no singularities in the finite part 
of the complex plane there are two possible approaches. 
Firstly we attempt to minimise the modulus of the remainder term 
over a given set of curves. Davis and Rabinowitz [9] have used 
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this technique with respect to the set of areas contained within the 
ellipses -F,40 , see Section 0.2. 	Secondly it may be possible to 
use the saddle point method, see De Bruijn (us, Chapt. V] In 
either case our starting point is the contour integral form of the 
remainder term given by equation (4.1.1). 
(i) Bounds for i Eh+1(01 
Let us suppose that the interval (ua ) 67 is finite and 
that 1ib(Z)// 9z) has no singularities in the complex plane cut 
along [6, Lg . 	Then since 47(z) has no singularities on [a 6] the 
remainder term from equation (2.5.1) is given by 
(4.2.10) 
'1+1 
(-Y ) = 	(2) r -)-(z) c z 2 rr iOz) 
where C is any closed contour which has the interval EZ, b] in its 
interior. 	Using the asymptotic expression (4.1.2) we see that 
Rh+1(f) 	E1(f) 
	where 
(4.2.11) 
	E(f ) 
	/az 	) cl z 
Now let us suppose that for points Z on the curve 
we can write, see equation (4.2.1), 
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(4.2.12) 
	
K(z) 	=  
and that, 
(4.2.13) 	cP) = 
	max loqz)1 . 
Also since 	is an entire function of Z we can place an 
upper bound, Np4 (say), on if(z)1 for 7 on ro 
Let us now take the contour 6: in equation (4.2.11) to be 
the curve I- . Using Schwarz's inequality in conjunction with 
equations (4.2.12) and (4.2.13), equation (4.2.11) gives us 
(4.2.14) 	lErr&f4 q/drfio. F(/6)- - 1 °) 
where .4 is the length of the curve 
Now for each /0 the quantity 3rp.) defined by 
(4.2.15) 	, y0) = 	G ,o). 90) I?) 
depends only on the quadrature rule. 	It need, therefore, be 
computed only once for all functions IF(2) . 
We expect that as /0 increases c.77)) will decrease while 14).°) 
will increase; if La ) b] includes the origin then by the 
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Maximum Modulus theorem NH certainly does increase. The most 
suitable choice of /0 will be that value which makes the product 
(7,M. /v40) a minimum. 
It is of interest at this point to recall the work of Davis 
and Rabinowitz [9] . 	From equations (0.2.6), (0.2.7) and (0.2.9) 
of the Introduction we have the inequality 
(4.2.15A) R (f) 4= cr (rrc(b) fr'. n+i 
The quantities CL and b arc the semi-major and semi-minor axes 
of the ellipse -6, and Np is the maximum value of If() 1 
in the region containing the ellipse and its interior. 
The inequality (4.2.15A) may then be compared directly with 
the inequality (4.2.14). 	Numerical comparisons are made in 
Tables 4.3.3 and 4.6.3. 
This method does not appear to be applicable to integration 
formulae in which the interval of integration is not finite. 
The saddle point method which we shall now describe should, 
however, be useful for such formulae. 
(ii) The Saddle Point Method 
Our starting point is once more the contour integral form of 
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the remainder term given by equation (4.1.1) and since we are 
examining this contour integral for large Ti the saddle point 
method suggests itself quite naturally. 
Let us suppose that the integrand on the right of 
equation (4.1.1) has clearly defined saddle points. 	Then we shall 
deform the contours Cst and C - to pass through these saddle 
points in the direction of the line of steepest descent. 	Our 
main concern in this section is the contribution to the remainder 
term from those parts of the contours in the neighbourhood of the 
saddle points. 
Again it is usually more convenient to examine the 
quantity 
(4.2.16) 
given by equation (4.1.3) in the form 
E„,4) 	4-f} K(z)f-..(z)erz. 
cs 
 
Let us write the integrand in equation (4.2.16) in the form 
(4.2.17) 	(z) f(z) = 	-g (z)  
where 1(Z) is a slowly varying function of z in the neighbourhood 
of a saddle point. 	From equation (4.2.17) the saddle points are 
the solutions of the equation 
(4.2.18) 	= 0 
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It can be shown that the contribution to 	EP+I(F) 	from 
that part of the contour in the neighbourhood of the saddle 
point, 2:= s, , is asymptotically equal to (see 
De Bruijn 	Chapt. V] ) 
(4.2.19) 	• (20'2 9( ix,4 	-k(y)p[A, . 
2 rr 
where 0( is a unit vector along tl:e line of steepest descent and 
is given by 
(4.2.20) 	10(1 	al 0( 	Tr 1/2 cvt-g[Xli(S i] . 
In general it will not be possible to solve equation (4.2.18) 
exactly but an approximate location of the saddle point is 
usually sufficient. 
The process can of course be generalised to the consideration 
of more than one saddle point. 
When the interval of integration is infinite it appears, see 
Section 4.4(c), that this is the only method applicable. 
4.2(d) 	When 4:1(2) has an Essential Singularity at the  
End Point Ct. 
Let ussuppose that 12(i) has an essential singularity at the 
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end point a and that 47/Z) has no other singularities in the 
finite complex plane. 
rt 	/- - We can take the contours U and (. at the end point 6 to 
be that depicted in Fig. 4.1. 	However at the end point CL we 
take, instead of semi-circular arcs, arcs of angle less than 
above and below CL (see Section 2.4(c)). The contour / is 
then deformed so that it will approach the point Q within the 
sector Ict,i3(z-0-)1 Z-A 7 see Fig. 4.2. 
FIGURE 4.2  
The contributions from the arcs above and below both cL and b 
have been considered in Section 2.3. 	Also the contribution from 
the parallel lines joining b to 	cancel. 
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To estimate the contribution from the remaining parts of the 
contours and C - we use the saddle point method described in 
Section 2.4(c) above. 
This concludes the general discussion. We shall now look at 
some explicit quadrature rules and functions. 
4.3 Gauss-Jacobi Quadrature Formulae  
In Section 2.4 of Chapter II an expression for the remainder 
term in the Gauss-Jacobi quadrature formula was obtained. From 
equation (2.4.7) we have 
(4.3.1) 
(.(40 r 
R(f) - ifr- Ct Sc ,+1. ----e---47;67zT - f(z) di 
where 	r (°C13)(7.) 	is the Jacobi polynomial of degree 01 -1- 0 
and 	7116(43)(Z) 	is given by equation (2.4.5). ht-1 
Og v6) 
	
The functions 	Tirt4-1 (z) 	and 	/-14 1 	(z) 
satisfy the conditions of Corollary 1, and the cut for the 
(0(0) function 	71-„, (±) 	is the interval of integration E-1,11, 
Furthermore all the zeros of 	P 1o/,/3))  (2 ) 	lie in the 
if "(7.) 	(z) / g°(1/3)  interior of E= 1, r] • 	Therefore the function 	0+1 #141 
has no singularities in the complex plane cut along Ey] • 
The general method described in the previous section, 
Section 4.2, may then be applied immediately. 
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A) 
	
Suitable asymptotic expressions for the functions 	"1 e (z) 
and 	TT4, 4<IA)(Z) 	have been obtained by Elliott and 
Robinson [41] and [42] . 	For any region of the complex plane 
whidh excludes a neighbourhood of the interval 	e3 we have 
[41, equations (3.13) and (3.12)1 for large a , 
(aqq) 1,2 o(' 	ai_ 1/4 444 _144. 
(4.3.2) 	r1 	Tr Oz) 	) 	7 	(Z-1) 	(zi-i) -1-1 
n+1 	 a+ 	3 
[Z 4- IZ z- 0 1/2 
and 
(4.3.3) 
052-13 	 I/ -1 	 
2 [z (Za- elk,13) 
r 	(1) 	
/0(2.- 1/4 	/02 4- 1/4 r14-1 12.1r(n+11 	(Z 	 (1+ 1 ) 
In these last two expressions the branches of 
and (Z-0 are specified by the requirements la4yz+01 z-Tr 
andlal(Z-01 4 Tr 	respectively. 
From equation (4.3.2) and (4.3.3) we obtain an asymptotic 
form for the function Kz) which is valid in any region of the 
complex plane excluding a neighbourhood of [-I ., I] . We have 
(4.3.4) K(z ) 	2 Tr (z- 04 (z +  
[ z (zz._ Pir'+fi 4-3 
Equation (4.3.4) is the form used by Barrett [19) in his 
investigation of the convergence properties of the Gauss-Jacobi 
quadrature formulae. 
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The factor 	Z 	0 1/2 	occurs on the right of equation (4.3.4). 
Vz As we have pointed out before 	)7.+(7 -0 1= /0 ( ) is one of a 
family of ellipses with foci at ÷ 1 . 	The major axis has 
length i (/O4- /0 and the minor .4 /./0- //;0) . 
Equation (4.3.4) suggests then that we should take as our 
family of curves, fl-0 , for the Gauss-Jacobi quadrature formulae, 
the family of ellipses, 1E/0 defined by /2 -qr,.- I) - I = //)(%: 0 
Corresponding to equation (4.2.1) we have for 1 on tr, 
(4.3.5) 
	 Ij (T)1 
	2n-froe p 4-3) 
where 
(4.3.6) 
4.3(a) 	When -P(z..) is a Meromorphic Function of Z.  
Suppose i2(2, ) has a simple pole at the point Z = Z O and that 
this is the only singularity of f(z) in the finite part of the 
* complex plane. Then we may take the contours L n and C to be 
those depicted in Fig. 4.1 with the large contour /1: taking the 
form of the ellipse 
• 
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Following Section 4.2(a) the contribution from the parallel: lines 
from 	and -I-I to -41E( cancel. 	Also since the end points -f 
and 4-1 are not abscissae of the quadrature rule the contribution 
from the arcs above and below Q. and h tend to zero with the 
radii of the arcs. 
If we can show that the integral around the ellipse 1/3 tends 
to zero as we let /0 increase then the remainder term will be given 
by the integral around the small circle Yo . 	Substituting 
equation (4.3.4) into equation (4.2.4) we find 
(4.3.7) 	F„(f) 	
Czo -1-(z0a_i)T-041,94.3  
where 	fi (Z) is the residue of Pi) at z=z 0 . 
The process is immediately generalised to a consideration of 
more than one simple pole. 
Example: Let us consider the numerical integration of the function-P.) 
defined by 
(4.3.8) 
	F (2) 	(k a +1) —( 	 ) cos rz. 
over the interval Fl,i] using the Gauss-Legendre quadrature formula. 
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Now 5-2(z) has simple poles at the points Z 	by 
(4.3.9) Z 	2r + —- Tr clAto s [ 174 +11.1 12 1 -1 
The residue of fg) at 7_ = Zni 	is -112 7T when Inqz) ).0 
and -1- / 2r, 	when 	Thi(2)< 0. 
We have then an infinity of poles lying on the 
lines 	-y= t rr 	ciA-cosk [O2 	i)j 	
▪ 	
The 
parameter /0 is chosen such that the ellipse --E/0 does not pass 
through any of the poles of fr4z) ; on such an ellipse we may thus 
place an upper bound 	(say), on PL)  . To show that the 
contribution 	Eh , (f, 1/0 ) to 	E 	(-F) 	from the integral 
along 	tends to zero as we let /0 increase, we proceed as 
follows. 
We have to consider the integral 
r5 t1 , ,/ 	1 	2 rr 4760 ciz 
zirc. f 0(! h,3) e) 	
/ 
/ 
Now the length of the ellipse 	is certainly less than that of a 
circle of radius % (/) -1- k ) . 	Using Schwarz's inequality / 
equation (4.3.9A) then gives us 
(4.3.9A) 
(4.3.10) jEnjf,V 	7T- 
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Letting /0 increase indefinitely we see immediately that 
I E,, (f, 	I tends to zero. 	It should be stressed 
that we let /0 increase in such a way that -4 	does not pass 
through a pole of  
It is now easy to show that the major contribution to E (f) 
comes from the pair of poles at 	1 = ±Ojrcoh [ z 4- 00 2:- 
Thus from equation (4.3.7) we have approximately 
(4.3.11) 
	
2(-0 	 
Eh÷,(42) = 
[S- 	- 
yi+1 
where 	5 = 	artraoilE(k 2=0-t)/(k z- 1 )] 	. 	We compare the 
estimates of the remainder term with the actual remainder in 
Table 4.3.1. 
TABLE 4.3.1  
Actual and Estimated values of the remainder in the numerical 
r, integration of 	j IhAtien) -11e-- 1)( osrr-Z-11 	=1.0 (1.2) using -1 
Gauss-Legendre Quadrature 
ri Actual p (r) , „ ir Esti nated Qp) 1 
2 -0.0139 -0.0146 
4 -0.000846 -0.000881 
6 -0.0000510 -0.0000530 
8 -0.00000307 -0.00000319 
10 -0.00000018 -0.00000019 
168. 
4.3(b) 	When -F(Z) has an algebraic singularity at  
Suppose R4 ) has a branch point at 	I 	and that fp.) 
has no other singularities in the finite complex plane. We may 
then follow Section 4.2(b). 
From Sections 2.3(a) and 2.3(b) of Chapter II we see that the 
contribution from the semi-circles above and below the end 
points t I tend to zero as we let the radii of the semi-circles 
tend to zero. 	Furthermore the contributions from the parallel lines 
joining b to 	cancel. 
Let us also suppose that the integral around the ellipse 
tends to zero as we let /0 become large. 
Therefore if K1(z) is an asymptotic expression 
for iT(°4'/3)/Z 	P(e" )(Z) n+s 	 n4-) which is valid for 2: in the 
real interval (- 09 ) -I) equation (4.2.8) gives us 
(4.3.12) 
- 1 
E 	= 	K 1 (x) [ gi+oz)- f(-00] cl x 2 re 
-00 
Unfortunately the asymptotic expression given by 
equation (4.3.4) is not valid near -1 . 	Eowever from 
Elliott and Robinson [423 we have the following asymptotic 
expressions which are valid in the whole open interval (- 00, -1) . 
From 42, equations (1.17) and (1.18)J we obtain 
169. 
P (--.4 i
s) 
e 
(z) 
+1 
-s.vx 
To (2)q) 4 4. 1 (4.3.13) 
and 
(4.3.14) 
n .44-.13+3 	I/2 
fT"P) 	("' I) 
2 
(Z.) W k -Ai+ '4- 	°02 + 	- (-z- 	t-z+i) 	• 
where 	Z 	- cosi, 21' 	k ) + /3+ 1 	and 
TA(7 ) and 	(7) are modified Bessel functions. 
-) .(3 
Using equations (4.3.13) and (4.3.14) the required expression 
for 	K i (z) 	is given by 
, 73 k1 
(4.3.15) 	KZ) - 2 (-z-1) 13(-z+1) 	
(2 	) 
/3 
Substituting equation (4.3.15) into equation (4.3.12) and putting 
- X = coo), El 	we find 
00 
(4.3.16)  = - —I 
n+I. rri 
[-Rcoske+.00 - 	sW,I-18 X 
(caD), 0-1)4(ccoko+,)°4 	 d 9 
T/3 (k6) - 
Now for large value of 11 , and hence k 
(4.3.17) Ke (ks,) 	 n. e-zk& 
 
C Y 
170. 
This suggests the estimation of the integral on the right of 
equation (4.3.16) by Laplace's method for integrals. 	It also 
suggests that the major contribution may come from those values 
of 9 close to zero. 
We shall now illustrate how we may be able to estimate E fj:0 
from equation (4.3.16), by means of an example. 
\ Example: Consider the function 	f(x) ": (-Z. 4- I) oz.. CP< I. (We cannot 
in this case estimate the remainder term from an expression in 
terms of derivatives because the derivatives of f(Z) are 
undefined at X= 	.) 
We have 
(4.3.18) 	f (X+ 0i)- = 2 si.,1 TT 0.+06 • 7, 	- 00 4 X 4 . 
It is readily seen that the integral around "fro tends to 
zero as we let p tend to infinity. 
Therefore substituting equation (4.3.18) into equation (4.3.16) 
we have 
(4.3.19) +1Q 	
_ 	Sir)", Tr n 
,4P/3 	o< 04) (cosk91-1) goi 9 
x Kfi A d 9 
/ 
171. 
From the asymptotic expression (4.3.17) it can be seen that the 
major contribution to the integral on the right of equation (4.3.19) 
comes from the neighbourhood of (9 = 0 Thus, on replacing 
S(Mil & 	by & , coA 61- by I , and using the asymptotic 
expression (4.3.17) for large k 	equation (4.3.19) becomes 
(4.3.20) E.(r) 	zsfr". f 0 	e • 	 7//34- )44 -2ko z q473-'24 
Finally putting 	t = 	0- in equation (4.3.20) we obtain 
_ z s Tr.99  
E 1+ (f) 	(2k)2(A4-4?-") r[2(p+ cy 
fi 0) we have the estimate 
(4.3.22) - 
En+ (4) 	(2114-3) 
We compare the estimate (4.3.22) with the actual remainder term in 
Table 4.3.2. 	The estimated values are not as close to the actual 
values as in the previous example. 	A more careful analysis would, 
no doubt, give closer estimates but our estimates are close enough 
for practical purposes. 
(4.3.21) 
For 
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TABLE 4.3.2  
Comparison of actual and estimated remainder terms in the 
numerical integration of I (I x) I/2 = 412/3 	using 
-t 
Gauss-Legendre Quadrature 
rt, Actual R 	(c) ,,t1+1, Estimated P/C) 1,,;41 ' 
2 -0.007107 -0.008246 
4 -0.001782 -0.002125 
6 	' -0.000697 -0.000838 
8 -0.000342 -0.000412 
10 -0.000192 -0.000232 
In a more general case when f(x) is of the form (X-0/5(1.) 
we would expand f(X) as 
(4.3.23) 42 u f(x) = 	[ 0,0s i(- 0 4- itliz c.04....1 . 
This will give us an expression for 
	(Y) 	in terms 
of an infinite sum. 	In fact it is easily shown using 
equations (4.3.23) and (4.3.21) that 
(4.3.24) E„4(f) 	
2 5 n- CP  
iCif-/3-00 	Vp-cp+I) RIR 
(-01'  ri{z(m-47-Firr)]  4-0 
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Theinfinite series in equation (4.3.24) is, in general, an 
asymptotic series and would therefore have to be terminated after 
a finite number of terms with the addition of an appropriate error 
term. 	However to estimate 	Fru., (F) it will usually be 
sufficient to take the first few terns of the infinite sum. 
When f(Z) has a branch point on the real axis  
Suppose that f(Z) has a branch point at the point 2: —d 
ci > I 	, on the real axis and that this is the only singularity 
of RZ) in the finite part of the complex plane. Then we cut 
the plane along the real interval (-0.0 ) -d) • 
The contour is similar to that described above in the case 
when JF(z) has a branch point at 21.= -1 	with the point —Cl 
taking the role of -) . 
Again let us assume that the integral around 'Er tends to 
zero as we let f tend to infinity. Also let us suppose that pk) 
is such that the integral around the semi-circles above and below 
the point 	Z. -d tends to zero with the radii of the semi- 
circles. 
In this case the first asymptotic expression (4.3.2) may be 
used. 	We recall that CZ. - 	and (z-i-1)16 were defined such 
that 	1 0.1(Z-q)/ 4 n- 	and 	) 0/1":1 (z +i)) .4 T7 
Therefore equation (4.3.12) takes the form 
E n 	 siqN  
-10 
 
(4.3.28) 
oc 
(cos1,8+s) (cosh 6-1/351,0 0 
174. 
(4.3.25) i -d q) = 	k (x+ 0 (x+ 00 - 0- 00Rr-001 ci x.. . 
- 
Substituting the expression (4.3.4) into equation (4.3.25) 
and again putting 	- x = cos 1,t & 	equation (4.3.25) gives us 
(4.3.26) - h t , 
00 
(costie-1-if(cosh&-g) Ig sc;vd-18 , 
	  A 
O t 2n, cis-F/3,3 
X 	
fr-(as-,91. 
(--cost,B+ 00- .e 	r 14-co5k6 -Ade 
where GOSh = (J. 
We may approximate to the integral on the right using the 
process described above. 
- Example: Take 	PZ) Z"f'd )CY 	where d / . 	Then 
irr-60,(11-,4* -Zm6.41-A) (4.3.27) e 	px-1-00 - e 	px-00 	2  
Substituting equation (4.3.27) into equation (4.3.26) we have 
Assuming the major contribution to 
X. Lr? S 	cY 	d 9 2 
to come from the 
neighbourhood of 6-= S equation (4.3.28) finally gives us 
-  2 sc. , rrq +- 	)(S z- 1) "4-:?(g +-0°((,3 -0 13 
X (4.3.29) Ellti (f) 
n+  i+ 
175. 
-
1(,+ 4)) 
X 
Cc5 -1-- ( 62-+)1/2j
4 n 4-0(i-f3 t 
F (z) 4.3(c) 	When is an Entire Function of Z 
When RZ) is an entire function of z then the remainder 
term, from equation (4.2.10), is given by 
f:14nt) 
where 	is any ellipse with foci at -1-i and - I surrounding 
the interval p ) 	. 	Using equation (4.3.4) the corresponding 
expression for 	0 is given by 
0+1, 	 2 rr z (4.3.30) 	' ' 
To estimate 
= 
I (Z--1)°( CZ *0 0 
ig./0 [2.  + (f. 0,4 	
F (z) clz 
En -kr (P) we may be able to use either the 
(4.3.31) 
minimisation technique or the saddle point method of Section 4.2(c). 
f 4.3(c)(i) 	Upper Bounds on over 
On the ellipse /5/0 we have 	1Z 1-(z z-1) tiz ):: /0 	Also 
for Z on 1/0 we have the following upper bounds: 
(4.3.33) 	2 el + o& t/3 + 
o<113 
rra (a÷1) 	P/f0) 
176. 
( 
	 > 0 
(4.3.32) 	1 Z 	I 1 
where 	a (a  // i9+ 140) 
	
is the semi-major axis of 
the ellipse 	. 
Furthermore the length of the boundary of the ellipse is 
certainly less than that of a circle of radius CL . 
Therefore if Pico) is an upper bound on 	J2 E) for 
on "S, equation (4.3.21) gives us 
/- 
when (< and /6 are both positive. 	A similar result holds for 00‹ 
and /9 negative. 
Now from the Maximum Modulus theorem )f(z) Itakes its 
maximum value for Z in the region bounded by tio on 120 itself. 
Thus 10) increases as we let tO increase. The factor 
aVI) 277-(a. irlf)2"+"'"`791 3 	however decreases with /0 . 	The 
best estimate for 	is that which makes the 
product 	Np) 	a minimum. 
As we have already indicated the choice of /00 is usually 
selected from a finite set of values. 	The quantity 340.) need 
177. 
be calculated only once for all functions. 
In Table 4.3.3 we tabulate 	'2.) for selected values of 
the semi-major axis, 	CL 	, of the ellipse -8/0 corresponding 
to the Gauss-Legendre quadrature formulae (0<=ig =0) 	with 
3, 5, 7, 9 and 10 abscissae. 
In the cases of the 3, 7 and 10 point formulae we compare 
these values with the corresponding values for Davis' bounds 
obtained from the tables of Lo,Lee and Sun [1.0] . To obtain a 
direct comparison of the upper bounds using the same value of /1 0) 
each entry in the tables of Lo, Lee and Sun has been multiplied 
'N I/a by the factor 	, (trap) , see Davis and Rabinowitz 
[9, equation (30)] . 
From an examination of the values of *) and Davis' factor, 
070 (Tr ab) 112 	, appearing in Table 4.3.3 it appears 
that ,(../10,)is less than 	(76 	 by factors 
, and On the 3, 7 and 10 point Gauss-Legendre quadrature 
formulae respectively for each value of (2(?) . In each case 
the upper bounds on the remainder term would therefore be less by a 
corresponding factor. 
Table 4.3.3 was used to obtain upper bounds for the remainder 
term in the numerical integration of "e4-k(AX) over E:,, 1] 
using Gauss-Legendre quadrature. 
TABLE 4.3.3  
Values of c740) for use in obtaining up.per bounds in Gauss-Legendre Quadrature!  
A comparison with correE2onding results of Davis  
3 3 (Davis) 5 7 7 (Davis) 9 10 10(Davis) 
, 	1.5 .(1)1119 .(1)2377 .(3)2383 .(5)5073 .(4)1638 .(6)1080 .(7)1575 .(7)6077 
2.0 .(2)1248 .(2)3349 .(5)6433 .(7)3316 .(6)1154 .(9)1709 .(10)1227 .(10)5103 
2.5 .(3)2714 .(3)6393 .(6)5149 .(9)9771 .(8)3499 .(11)1854 .(13)8077 .(12)3455 
3.0 .(4)8261 .(3)1974 .(7)7159 .(10)6203 .(9)2253 .(13)5376 .(14)1582 .(14)6867 
3.5 .(4)3100 .(4)7464 .(7)1404 .(11)6362 .(10)2345 .(14)2883 .(16)6136 .(15)2684 
4.0 .(4)1342 .(4)3250 .(8)3494 .(12)9094 .(11)3347 .(15)2367 .(17)3819 .(16)1679 
4.5 .(5)6465 .(4)1570 .(8)1036 .(12)1661 .(12)6134 .(16)2662 .(18)3370 .(17)1487 
5.0 .(5)3378 .(5)8226 .(9)3518 .(13)3663 .(12)1356 .(17)3815 .(19)3894 .(18)1722 
5.5 .(5)1883 .(9)1330 .(14)9392 .(18)6633 .(20)5575 
6.0 .(5)1107 .(10)5489 .(14)2722 .(18)1350 .(21)9509 
6.5 .(6)676 .(10)2437 .(15)8739 .(19)3133 .(21)1876 
7.0 .(6)4331 .(10)1151 .(15)3058 .(20)8126 .(22)4189 
7.5 .(6)2850 .(11)5731 .(15)1152 .(20)2317 .(22)1039 
8.0 .(6)1927 .(11)2988 .(16)4631 .(21)7178 .(23)2826 
8.5 .(6)1336 .(11)1621 .(16)1968 .(21)2390 .(24)8327 
9.0 .(7)9452 .(12)9117 .(17)8793 .(22)8481 .(24)2634 
9.5 .(7)6818 .(12)5291 .(17)4105 .(22)3185 .(25)8873 
, 	10.0 .(7)5903 .(12)3158 .(17)1994 .(22)1259 .(25)3163 
The figures in parenthesis denote the number of zeros between the decimal place and the first 
significant digit- 
Th4 number at the head of each column refers to the number of abscissae in the quadrature formula. 
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The upper bound on IPZ)I for I on 	is simply 
-e4 	for 	k>0 . 	In Table 4.3.4 we illustrate 
how the most suitable choice of the upper bound is the minimum 
of a finite number of values of the product cY (f) .  M. 
TABLE 4.3.4 
Product of 	t,r),p),L 'e-/X/D DR•c2-(ion 
A=2,n=2. 12=6, n=4  
1.5 0.225 1.931 0.0411 
2.0 0.0681 1.047 0.00540 
2.5 0.0403 1.683 0.00319 
3.0 0.0333 4.700 0.00407 
3.5 0.0340 18.52 0.00839 
4.0 0.0400 
4.5 0.0523 
5.0 0.0744 
i 
5.5 0.(9)562 
6.0 0.(9)443 
6.5 0.(9)387 
7.0 0.(9)368 
7.5 0.(9)377 
8.0 0.(9)411 
(The figures in parenthesis denote the number of zeros between the 
decimal point and the first significant digit.) 
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The upper bounds so obtained are compared with the actual 
remainder term and the estimates of the next section in Table 4.3.5. 
4.3(c)(ii) 	The Saddle Point Method  
The saddle point method has been discussed in Section 4.2(c)(ii) 
and we shall illustrate the method here by use of an example. 
Example: Consider the function 	.e./x/)(hx.), 	> o 	and let us 
use the Gauss-Legendre quadrature formula. 
The remainder term for large I/ is given asymptotically by 
(4.3.34) E I-14-1 ( "P 
 
z --e z 
Let us write the integrand in equation (4.3.34) in the 
form 	[X(Z)=1 	where 
(4.3.35) 	)] 	 rk° z - (2n-t-).-4205 p+-(z 2-1) 1/41 
The integrand has saddle points where 0 	that is, 
where 
(2n+3) _ 	0 
(z a- 1) 2 
(4.3.36) 
181. 
From equation (4.3.36) we see that the saddle point is given 
by 	2= z, [ 	Pn-1-0/R1 
	We take the positive sign 
of the square root so that equation (4.3.36) may be satisfied. 
The ellipse "f., is deformed to pass through the point 2:=Z 0 
/- 
Now for large values of rt equation (4.3.35) gives us 
(4.3.37) (7 	
3) Zo 
)(1-4) 	Zoz- 1 ) 31Z 
J., z 11Z P g P1-1--5) 2* 	kzj 
r1-4.3) z 
Thus the line of steepest descent has unit vector o( where 
(4.3.38) 	1041 zI 
	
a/1-3 	fr2 u - 	ck*3 Pc ua)1 
Or 
(4.3.38A) 
As we leave the saddle point in a direction perpendicular to 
the real axis (the line of steepest descent) 
decreases rapidly. 	We may then assume that the major contribution 
to comes from that part of the contour in the 
neighbourhood of the saddle point. 
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Substituting into equation (4.2.19) we finally obtain 
, ht? 	 L 	4(2 1 +3)2] /1 (2Y R 	(1Z 11+3) 	-(2.- 
t 2j 1/4- {gri 	41(.,+3)9...4. 	
jfrz}2.01+3 
In Table 4.3.5 we compare the actual remainder term with the 
estimate (4.3.38) and the upper bound given by the inequality (4.3.33) 
for k-_2 . 	 and G 	In each case it appears that the upper 
bounds are greater than the asymptotic estimates by a factor of 10. 
The extra effort in using the saddle point seems therefore to be 
worthwhile. 
TABLE 4.3.5  
Actual and estimated values together with upper 
bounds for the remainder in the numerical inte- 
gration of 	rekx.dx, using 
Gauss-Legendre quadrature 
riL R ()? Actual n +1 Asymptotic Estimates Upper Bounds 1 
.0.(2)46 0.(2)498 0.(1)33 
..3- 
_
 0.(6)91 0.(6)938 0.(5)75 
* 0.(10)377 0.(9)368 
* 0.(15)508 . 	0.(14)557 
c.1
 .3
 .r)
 co 
8.36 9.21 89.7 
0.100 0.109 1.04 
* 0.(3)301 0.(2)319 
* 0.(6)298 0.(5)352 
(4.3.39) E n+(f) 
*To the 
remainders were insignificant. 
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4.3(d) 	When f(Z) has an essential singularity at -I  
Let us suppose that f(i) has an essential singularity at the 
end point -I and that 4(z) tends to a unique limit as z tends 
to -1 in the sector aA-(Z.-I) I 4 /3 • Then the contour 
may be taken to be that depicted in Fig. 4.2. 
The integrals around the arcs at 	I tend to zero with the 
radii of the arcs and the contribution from the parallel lines 
joining 6 to co cancel. 
To estimate the integral along co we use the saddle point 
method described in Section 4.3(c)(ii). 
Example: Consider the function 	[-014-x)71 	and let us 
use the Gauss-Legendre quadrature formula. 
From equation (4.3.4) the remainder term is given 
asymptotically for large rt_ by 
(4.3.40) 
e 
E 	 )   Z 
C 
Following Section 4.3(c)(ii) we have 
(4.3.41) 
	X ( z 	= 	7+1 _ 	-61 	4-(z2._)) 
The saddle points are therefore the solutions of the equation 
( 
(4.3.42) 
If we assume that the solutionsof equation (4.3.42) are close 
to -t we find that the saddle points 2, and 7 z (say), are 
given by 
(4.3.43) 
2 1/2. 	 -13 	rr/3 
- I2n 
and 
184. 
I/ 	2/ 	.— 2 z 3 
(4.3.44) 	Z z 
Also from equation (4.3.41) we have 
(4.3.45) 
2 ft 	 (An+3) 
X(z) (-L-1 - 	i z Z_ 0 3/g 
From equation (4.3.45) it is easily shown that 	X (z,) 
, 
and 	(Zz ) 	are both asymptotically equal to 	(Z. 	. Thus 
from equation (4.2.20) and an examination of the direction of the 
contours we find 	0‹, 	0C2 	- 	 where o4, and a z 
are unit vectors along the lines of steepest descent through 21, 
and Z2 respectively. 
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From equation (4.3.42) we see that Z ; 4-(7._) 1/44 = Z,4-(A+1)(z ct-I))". 
Therefore using equation (4.3.33) we have 
. 0- 	-(2 Pi 4-3) 
- v+3)  1 	
lh 1. 11/3 
2 ' 	
z/a 
2. 	e  
(4.3.46) 	tzi÷(2 12- 0 1/2 ] 	= - { I 	
_ 
	
(2 n 4- 3)% 	(Z n +3) V3 
x/3 2 173 	 - 2e14- 
2 	-e 
(2)11-1)1/3 	(Zr1+3)))3 
For large lt equation (4.3.46) gives us 
(4.3.47) 	[7 + z. 	i/71 	 r 
z ' -e-/q) L 2 (2 n 1-3)
2/3 
e
zi.rr/3 
Similarly we find 
V -24-3 	r 	2/3  
(4.3.48) 	[2 2. +(4 . - 1) 211 	- 	L 2 12 n 4-3) e 
Taking the major contribution to the remainder term to come 
from that part of the contour passing through the saddle points 
equations (4.2.19) and (4.3.40) finally give us 
(4.3.49) (f) 	zlz r) 2-2(/,{1 3(Y2-113) co s[ 3'2(24 1-31i1 1.14-1 	 j . 
We compare this estimate with the actual remainder in Table 4.3.6. 
186. 
TABLE 4.3.6  
Actual and Estimated errors in evaluating 
•41-3 s 7 7 . using 
Gauss-Legendre quadrature , 
n Actual Ril+ (f I Estimated Rn 0 (f) 
CN
I
 ...
t
 ■D
 0
0
  
0
  
.-1 
i  
0.00348 0.00278 
-0.000906 -0.000903 
0.000231 0.000239 
-0.000026 -0.000028 
-0.000008 -0.000008 
4.4 Gauss-Laguerre Quadrature Formulae  
From equation (2.4.11) the remainder term in the Gauss-Laguerre 
quadrature formula is given by 
(4.4.1) (F ) 2rri 
41) (1 ) 
	 f ft) dz 
(2) 
where the contours c and C - at the end point 0 are as 
described in the fundamental theorem while at the infinite end point 
we may consider the contours to be asymptotic to the real axis. 
(00 	(00 The ratio has no singularities 
in the finite part of the complex plane cut along [ 0 , 00. 
Therefore the behaviour at the end point 0 of e and C -
is similar to that described in Section 4.2 of this chapter. 
187. 
A6'() , (* Suitable asymptotic expressions for /1 	CZ) 	1.-- () tZ) n+ rw • 
are given by Elliott and Robinson [41, equations (3.11) and (5.12)] 
We have, for large n , 
lt,, 	g, 
(4.4.2) 	(Z) 	• L (G.) 
(. 6.z)-A 	14- ;6 	r"-
)
l 
014-0 42 	-e 	e 
2 Tr 2 
and 
Af°4) (4•4•3) 	 4.4 6 tZ) 	- rij/2 61-ri °I-2-1 	(-2) 4 e 4.e 
111-1 2 
for IZI bounded and not in [0 ) vo) . 	In the expressions (4.4.2) 
s and (4.4.3) we take that branch of 	z)o( 	specified by 
cc-t-3 (--z) 	rr 
	From these expressions we have 
(4.4.4) K(z) 	
_ — 2. s°C 	2R1 4- 1 1- °V 
t)ittnazyzjiz 
Z(nr 	
-e 
Now the most significant factor, for large n , and /74 
bounded on the right of equation (4.4.4) is 
RI(lb  
would then be taken to be those defined by 
The curve, fr-z) 2] . /0 	, is one of a family of 
parabolae a? say, whose common focus is the origin. When 
we have the degenerate parabola, the real interval [0, 00) . 
The curves in this case 
Ref(-7)1 /°>o. 
Zo 	o 
188. 
The parabola (Pf extends to infinity where the asymptotic 
expression (4.4.4) is not valid, 	however in many cases the 
major contribution to the remainder term will come from the finite 
part of the plane where we may use this expression. 
4.4(a) 	When f(Z) is a meromorphic function  
Suppose that f7 (z) has a simple pole at Z =2 0 	and that 
this is the only singularity of Pz) in the finite part of the 
complex plane. 	Then we may take the contours C f" and C - to be 
those depicted in Fig. 4.1 except that the curves ( 	are not 
closed curves, see Fig. 4.3. 
FIGURE 4.3  
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Following Section 4.2(a) the major contribution to the 
integral comes from the integral around the small circle ( 
0 
provided that we can show that the integral along 0 ,3p is small 
for large values of /) 	Thus from equation (4.4.4) and 
equation (4.2.4) we obtain 
(4.4.5) 	E(f) = 	-1 
'2 4- 
-Z, 	
.16.zo 
-e '2(hfi)J 
 
where 5(z0 ) isthe residue of f(z)at 	Z Z6 
The result can of course be immediately extended to more than 
one simple pole and to poles of order more than 1. 
4.4(h) 	When PZ) has a branch point at the origin  
When Pz) has a branch point at the origin we cut the plane 
along the negative real axis. 	The asymptotic expression (4.4.4) is 
not valid at the origin. 	However we obtain from Elliott and 
Robinson [423 the asymptotic expression 
oe 
(4.4.6) 	K 1 (z) 	*e. (-z) 	  
Cut: (-Z)) 	Tr ) which is valid for 	bounded 
including the origin. 
Again if we can show that the contribution from (T/ for 
larger is small,equation (4.2.9) gives us 
o 
(4. 4.7) 	E 	(f) = — 1 1 _e—xx5.' -Kel-{4(n -ki)i- 2A-t2P(-- 7-N  rr( 
—6 2 / 	
7:4I[14-inti)  
A [ f(x+ o ) - 	 03 ,21 x 
where -/0 is the point of intersection of 	and the negative 
real axis. We cannot let /0 tend to infinity immediately since 
the integral in equation (4.4.7) is not in general convergent. 
Expaaltl Let us take 	f4) ,f0 ,3 x . In Section 2.3 we did 
not consider explicitly a function with a logarithmic singularity 
at the end point of the range. 	However, the arguments for such a 
singularity do not differ from those for an algebraic singularity. 
In this example we have 
(4.4.8) 	f (X+0i.) - -F(Z-00 Z Tr L • 
Thus equation (4.4.7) gives us 
- 	ga [tsi x i/27 
E„(f) = 	x(-x) 	
d x . 
d. EN (--z) v2 
where 	= [4(n +-1) -t- c&+J 	. 	now for large Af 
rN" )1/13/ 	[n EX)1/2 ] ife 	and equation (4.4.9) then 
gives us 
190. 
(4.4.9) 
(4.4.10) E„, (f) r 
_ x — 2 N (— g 
?T 	(— 	-e 
191. 
For fixed /0 and large CV the major contribution to the 
integral on the right of the expression (4.4.10) comes from the 
neighbourhood of X= 0 so that 
(4.4.11) 
r 0 
En+,(C) 	-217 -e° 	(-x) 	cix 
-1D 2 
1/2 r. 
- Zrr e o .) 
-00 
Putting 	t = 2 N 
finally 
in equation (4.4.11) we obtain 
(4.4.12) 
TI 172g-Fz) 
• 
oc. r 2 2 L 4(r)+I)+ 
For 	c<= 0 	the approximation (4.4.12) gives us 
(4.4.13) 
E404-1) *27 
The actual and estimated remainder terms relevant to  
using the Gauss-Laguerre quadrature formulae are compared in 
Table 4.4.1. 
ET) 77- 
192. 
TABLE 4.4.1  
Actual and estimated values of the remainder term roo 
-x in the numerical integration of 	e 	og d x.  
using Gauss-Laguerre quadrature formulae 
a 
m A, 	fock„) 
1 t 
Actual RP Estimated 	8 1, 41f) 
1 
Csi 	
...I' 	
1/40 	
C
O
  
-0.37379 -0.203 -0.224 
-0.45362 -0.123 -0.142 
-0.48845 -0.089 -0.105 
-0.50819 -0.069 -0.082 
4.4(c) 	When f(z) is an entire function of Z 
When f(z) is an entire function of z it does not appear 
easy to use the minimisation technique described in Section 4.2(c)(1). 
The difficulty of course lies in the fact that the length of the 
parabola is not finite. 
We should, however, be able to use the saddle point method 
to advantage. 
0 
The Saddle Point Method  
Using the asymptotic expression (4.4.4) for the ratio it'Z)/Ipi) 
we proceeded formally with the saddle point method to obtain 
193. 
estimates of the remainder term in the application of Gauss-Laguerre 
formulae to the numerical integration of 	
f a) 64. _x 
x -e . e c/ Z .  
The estimated values when compared with the actual values were not 
satisfactory. 
It appears that more care must be exercised here than in the 
case of the Gauss-Legendre quadrature formulae. 	The saddle 
point 	' (say) is such that I -51 increases with increasing rt . 
We must then use an asymptotic expression which is valid for 
both rl and 	large while the expressions (4.4.4) and (4.4.7) 
are valid only for In bounied. 
(c4) 	(00 
The functions 	L(Z) and 	A(z) 	are known in 
terms of the confluent hypergeometric functions, see Section 5.3, 
and asymptotic expansions for these last functions for both 
and IA large are given in Slater [43, Chapt.4] . However 
an examination of the corresponding asymptotic expansions 
for 	L, n4.1 ( 4 ) 	and 	/\ 04, 1 (2) 	indicate that it is not 
sufficient to consider the first term only of these expansions. 
Explicit expressions for the successive terms of the expansion 
(given by Slater [43, Sect. 4.6.2] in terms of recurrence relations) 
have yet to be obtained. 	We shall therefore defer any further 
discussion of this problem to a later date. 
0 
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4.5 Gauss-Hermite Quadrature Formulae  
In the Gauss-Hermite quadrature formulae the contours C t 
and C - extend to infinity in both the positive and negative 
directions. 
The required asymptotic expression for the ratio 71,4404,1+1Z) 
from Elliott and Robinson [41, equations (6.12) and (6.13)7 
is found to be given by 
h _z 2 t Z(Zn+10 1(2 7.1 
(4.5.1) K(Z ) = (z (- I) 4 e 	-e 
where the upper signs are taken for 	1M (a) > 0 	and the 
lower signs for 	2- ii (z) 	0 
	
Again this expression is only valid for 00 bounded. 	We 
* consider however, in the first instance, only that part of C 
and (— in the finite part of the complex plane. 
On examination of equation (4.5.1) we find that the curves 
would be taken to be the straight lines, 	(say), defined 
by 	(Z-) = 	>0 . 	The family of curves consists 
then of pairs of lines parallel to and equidistant from the 
real axis. 
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4.5(a) When f(Z) is a meromorphic function  
Corresponding to the previous sections on meromorphic functions 
we find that, when f(7) has a simple pole at Z.= 7 0 ) TrY1(20) 
(4.5.2) - z 	
zA4-4 )'It z o Erl df) = 	rr-e 	 )fl ZO  e 
where 	9(2) is the residue of 1-7 (-4 at 	7 
We compare the actual and estimated errors corresponding to the 
function 	/ /( / *X- ) 	in Table 4.5.1. 	The actual errors 
were obtained from a paper by Rosser [441 . 
TABLE 4.5.1  
Actual and estimated values of the remainder term 
in the numerical integration of Jr °3-e -,;14!)01 Z —op 
using Gauss-Hermite quadrature formulae 
Actual R 	f(.0 t1-1 Estimated  n4, 
1 +0.16 40.13 
9 +0.0016 +0.0014 
15 +0.00016 +0.00015 
There is no result corresponding to a 
singularity of f(z) at an end point. However when FM is an 
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entire function we may be able to use the saddle point method. 
The Saddle Point Method  
As for the Gauss-Laguerre formula the functions relevant to 
the Hermite formula, 	hip14-(Z) 	and 	1 (Z) 	, are known • 
in terns of the confluent hypergeometric function. The comments 
that were made in Section 2.4(c) also apply to the Hermite 
quadrature formula. 
4.6 Newton-Cotes Quadrature Formula  
In the case of the Newton-Cotes quadrature formula the 
n X , 
remainder term 	tc (f) which includes the contribution from the 
n+1 
end points is given by equation (2.4.30). 	We have 
(4.6.1) - R (f) 	+ 1 2 ri c 	c - J 
Again the ratio 	?lit/(z ) //:■1 4., (z- ) 	is analytic in the complex 
plane cut along the interval of integration. We may then follow 
Section 4.2 closely. 
Let us take the interval of integration to be Ei ) i] . 
In Chapter III we developed an asymptotic expression for the 
-1/ 
( 2 IT) 2 ( Z2- I) 	2 	
I ( -1) 4 
-n 
(45 )z 
X 
n 2 	Z- 
z_fl,Pooz+.0 - z 
7+1 
2 
equation (3.1.11) we find 
(4.6.2) 
	K (7) = 
r) 3/g 
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ratio 	2„ ,17) / /3„,(z) 	which is valid for all IL except 
in a neighbourhood of p/, 	From equation (3.2.22) and 
The curves 	are in this case defined by the equation, 
see equation (3.2.24), 
(4.6.3) 	RI [ 7 -1- 1 .toq(2-1--1) — — A oq (z- 1)  2 	a 
We shall denote these curves by 	. 	The family of curves is 
/- 
depicted in Fig. 3.1. 
4. 6 (a) 	When c(Z) is a meromorphic function  
Suppose that the only singularity in the finite complex plane 
of 4:(2) is a simple pole at the point 	Z, . 	Then the 
contours C * and 	take the form depicted in Fig. 4.1 where 
the curve /- is one of the family„ ,e /e 
In this case the integral around the small semi-circles 
at +I and -1 do contribute since has zeros 
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at these points. 	We add this contribution to the quadrature 
sum. 
As in the previous cases, if we can show that the contribution 
from the integral along 	tends to zero as we let /9 increase 
then the remainder term is the integral around 
Thus from equation (4.2.4) we have 
(4.6.4) 
where 3(Z 0 ) is the residue of f(2) at z=z o and 	K(t) is 
defined by equation (4.6.2). 
Example: Consider the function 	PZ)  . 	The 
residues of Pz) at the simple poleS +I and -/ are / z and 
respectively. 
	
We may show that the integral around 	tends to zero as 
we let /0 increase as follows. 
Let C4/0 be the positive intercept of jr with the 
positive X-axis; 	ci(o) tends to infinity with /0 
For large /o the factors (z t /) are approximately equal 
to CL?) . 	Also the length of the curve is approximately that 
of a circle of radius 0-90). 	Therefore from equation (4.6.2) we 
have for large jo 
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— 
(4.6.5) 	En+lf, 	) I 	 - 	2 t 	2 rr qceo) . 
'n LA3 11)2+ n 	 [a 
The right hand side of the inequality (4.6.5) obviously tends to 
zero as )0 increases. 
Therefore, for large n , we have from equation (4.6.4) 
(4.6.6) 	E„ .1.1(f) 	2-1-t 	11:0 - K(01 
Using equation (4.6.2) we find, after a little algebra 
(4.6.7) 0 2" ,e - n 	-e L41' 	" ±O n + [I - (- 1)11 1 K(0 
/1 	(--eo, 	+ 
and 
	
1/2 	?ye 	_ n rri4 
2 rr 	z 	-e 1 1+1)4+ El -Hrj (4.6.8) 	1<(-) 	-  
i n 3/2- (-65)1) 2 4- IT-2 3 
Substituting equations (4.6.7) and (4.6.8) into 
equation (4.6.6) we finally obtain 
 
"Z41- /7 	-e 	coo (n Piz ) 
1)1/2 E. gore 
We compare the actual and estimated values in Table 4.6.1. 
(4.6.9) [7: (0 - 
)1+, 
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TABLE 4.6.1  
Actual and estimated values of the remainder term 
in the numerical integration of 	1/(1fx 1).cix 
using Newton-Cotes quadrature formulae 
a 
1 
Actual 	R n+1 1-P Estimated 	R + (-f )  
c
v
 - 	
o
C
O
  
0
  
,—
I 
-0.0959 -0.1007 
0.0108 0.0130 
-0.00224 -0.00265 
0.00057 0.00066 
-0.00016 -0.00018 
4.6(b) 	When kl) has a branch point at 
The asymptotic expression (4.6.2) for A1(z) is not valid 
near -1 . 	hence another asymptotic expression 
for 	C/(2) / ion (Z) 	must be found which is valid 
at that point. 
As yet we have been unable to find a suitable one and we will 
defer the discussion of this problem. 
4.6(c) 	When ):00 is an entire function of  
Suppose f7(7.) is an entire function of Z . Then from 
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equation (4.2.11) the quantity 	(f) 	is given by 
(4.6.10) 	E (70= 	f z) -1(z) ci z 2ni 
where C is any contour surrounding the basic interval E -))/] 
and AZZ) is defined by equation (4.6.2). 
As in Section 4.2(c) we can use either the minimisation 
technique or the saddle point method to estimate Enti (1). 
4.6(c)(1) 	Upper bounds on , F 	(f ) I 
In this method we would take the contour C to be initially 
one of the curves 	defined by equation (4.6.3). 
Let us write 
(4.6.11) 	k(Z.) = 	z) . -e/X 	Jo (7 +1) - 	-105(7-1 ) - 	21 - 
where 
(4.6.12) 	g(z) - 
Very little is known about the curve 	and it would be 
extremely difficult to place upper bounds on 	)2(Z)) for 2. 
_ 4 . (2 fr) (z4-1)-(--o"al 
n"? thy ?if fr 	(z4-1) 3/2 	J 
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on 	and of course to place upper bounds on IP2)1 itself. 
It is therefore more convenient to examine the circle r2.1 = 
where C4/0) is the positive intercept of the curve 	with the 
positive :c-axis. 
The curve 	lies inside the circle 121 = 040) . It is 
of some interest to note that in the limit as /0 tends to 
infinity 	is a circle of infinite radius. 	In doing this we 
will increase the magnitude of the upper bounds but the analysis is 
considerably simplified. 
Each point on 171 = at/o) will lie on one of the curves A , 
where /0' . 	Therefore for S on this circle we have 
(4.6.13) [ 	(f÷/) - 	'43 ( s—o — Joy 2] 	,0 
/ 
Now let 1v1p) be an upper bound for 	)2 (Z) 	on C(c4Q 
Then using Schwarz's inequality equation (4.6.10) gives us 
(4 . 6 .14) E ± K(Z)( if (Z) d ZI 
1 	2 rr 
1 71 
 
-0O) 
Using equations (4.6.12) and (4.6.13) the inequality (4.6.14) becomes 
1`1). 4 p To I/2 -e v'fi 
(4.6.15) 1E, p I 
ri 3/' E voy yo + fr 2i 
z+1 - (-0"tz--1) 1 
X 2—Li-i" 1 z_ 11 3/2 
- 
(4.6.18) a(/°) = Ik r, , 	2j 	- iczy3).3 2 	31/2 n L(4.43n) + /T 
(f)i a_ (ic9 1. 1 -(-1)1 4- I +(- 1)1 _ /0 
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Let I denote the integral on the right of the 
inequality (4.6.15). 'e Then substituting 	z ct, we have 
(4.6.16) 	I  
cl e 
- 2[6.505] 2 cosze 3/4- 
P? 	
2 ri 
(-I . 
Ir3 2 - 1 3 3/2 
Substituting the inequality (4.6.16) into (4.6.15) we obtain 
the desired upper bound 
(4.6.17) 1 Etaf)1'. 	ai,o) 
where 
Our object is now to find that value of /0 which makes the 
right hand side of equation (4.6.17) a minimum. The factor 2 6)P) 
defined by equation (4.6.18) may be computed for varying /0 once 
only for all functions. A table of such values, Table 4.6.2, is 
given below for the Newton-Cotes 3, 5, 7, 9 and 11 point formulae. 
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TABLE 4.6.2  
Table of 1/40) for use in obtaining upper bounds in  
Newton-Cotes Quadrature  
------, 	nr, 3 5 7 9 11 
1.5 .(0)2100 .(1)1865 .(2)2620 .(3)4489 .(4)8601 2.0 .(1)3896 .(2)1792 .(3)1303 .(4)1154 .(5)1146 2.5 .(1)1301 .(3)3699 .(4)1663 .(6)9123 .(7)5596 3.0 .(2)5661 .(3)1098 .(5)3369 .(6)1261 .(8)5275 3.5 .(2)2880 .(4)4062 .(6)9060 .(7)2465 .(9)7499 
4.0 .(2)1626 .(4)1744 .(6)2959 .(8)6121 .(9)1416 4.5 .(3)9895 .(5)8350 .(6)1114 .(8)1813 .(10)3300 5.0 .(3)6377 .(5)4345 .(7)4680 .(9)6149 .(11)9036 5.5 .(3)4298 .(5)2415 .(7)2145 .(9)2323 .(11)2815 6.0 .(3)3005 .(5)1416 .(7)1055 .(10)9584 .(12)9740 
6.5 .(3)2165 .(6)8679 .(8)5502 .(10)4254 .(12)3678 7.0 .(3)1600 .(6)5524 .(8)3016 .(10)2008 .(12)1496 
7.5 .(3)1208 .(6)3630 .(8)1725 .(11)9998 .(13)6481 8.0 .(4)9294 .(6)2453 .(8)1024 .(11)5211 .(13)2967 
The figures in parenthesis denote the number of zeros between the 
decimal place and the first significant digit. 
The number at the head of each column refers to the number of 
abscissae in the quadrature formula. 
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1/z 
A comparison of Or7?) with Davis' factor G- On2b) ), 
[9, equation (10)] 	, should not be made here because our contour 
is a circle while Davis' is an ellipse. However in many cases 
If{Z)( 	takes its maximum value on the real axis and the upper 
bound /4 90) will in both cases be the same. 	(In general Davis' 
upper bound for )'7) /will be smaller than ours.) 	For such a 
function a direct comparison may be made. 	In Table 4.6.3 we 
compare values corresponding to Simpson's rule. 	We see from the 
table that our entries are a great deal larger for ar9 near unity 
than Davis'; this is to be expected since our asymptotic 
expression is not valid in the neighbourhood of S / • 	However 
for large values of cd/o) our entries are less than the corresponding 
entries of Davis. 
As in the case of Gauss-Legendre formulae we compare, in 
Table 4.6.4, the upper bounds obtained from Table 4.6.2 with the 
actual values and the asymptot.ie values (equation (4.6.26) of the 
2x 
remainder term in the numerical integration of -e 	over the 
interval E-1 ) 13 using the Newton-Cotes integration formulae. 
The value of PIP is obviously -e/20 [2 Q(/)]. 
The quantity in brackets in the last column of the table 
refers to the radius of the circle which gives the least upper 
bound. 
Again we note that the upper bounds exceed the actual 
remainder by a factor of 10. 
TABLE 4.6.3  
Comparison of 31(f) and Davis'  fi for Simpson's Rule. 
aô) a' po) 070 (Fa b) i'4 
(Lo, Lee, Sun 	[10) 
1.1 5.224 1.681 
1.5 0.210 0.2026 
2.0 0.0389 0.0492 
2.5 0.0130 0.0181 
3.0 0.00566 0.00827 
3.5 0.00289 0.00432 
4.0 0.00162 0.00248 
4.5 0.000990 0.00153 
5.0 0.00064 0.00099 
We stress the fact that the above comparison table is 
only valid for functions which take their maximum 
values on the real axis. 
4.6(c)(ii) 	The Saddle Point Method  
Let us write equation (4.6.10) in the form 
(4.6.19) 	E, (f) 4(z) ,e720[X(z)]. tiz.) dz 
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where 
207. 
(4.6.20) 
and 
(4.6.21) 
=
- O)112 	
• z{1-(-91-1- 14(-01 4- n 
n 312 V/ m 4 4-ej 
(L) = - 3/2 4903 (z 2-0 - 
+ Jo3 f(z ) 
Then the saddle points are the solution of the equation 
	
) 	3z 
(4.6.22) 	'03 ( 
f(z) 2-1 	
zZ_ 
We may now use the expression (4.2.19) to determine 
asymptotically the contribution from that part of the contour in 
the neighbourhood of the saddle points. 
Example: Let us take 	f(Z) 	"e/X/3 ( 2 	Then from 
equation (4.6.22) the saddle points are the solutions of the 
equation 
(4.6.23) 
To find an exact solution of equation (4.6.23) is extremely 
difficult. 	however an approximate solution is quite sufficient. 
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Suppose 121 	and expand each term in powers of Z 
Neglecting terms of ()(--3) we obtain the approximate solution /I 
n +3 
(4.6.24) 
Equation (4.6.24) confirms our initial assumption that Val 	) 
In this case we also find 
(4.6.25) (z) 	= 
n (z 2_ 	-4- 3 z + 3 
z_ I 
(z Z - I) 2 
[ 	3) Z 
n 	z_. a Alt.. 
From equations (4.2.20) and (4.6.25) we see that 	0(7-- 	. 
Finally the expression (4.2.19) gives us the estimate 
-4 1, [ 1.1-01+ f-o-froq 	rt fs, 4  -I) 	I/Z 
(4.6.26) 	En+i lf) 	=  X 
(rit3) 
X "e/X/) [ I - ; RS1-003( 7 +- 1 )-(Y- ohir-i) - z,e0A. 
where sl; 	( PI + 3 )/2 
We compare the actual remainder term with the estimates 
obtained from equation (4.6.26) in Table 4.6.4. 
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TABLE 4.6.4  
Actual and estimated values and upper bounds of the 
remainder term in the numerical integration of 
ri 2x • ) 	clx using Newton-Cotes quadrature formulae -1 
R Actual R 	(f) n.„ Asymptotic Estimate Upper Bound (0-//40 
C•J
 ■st  
4
.
0
 CO
  
-0.215 -0.286 2.12 	(2.0) 
-0.(2)487 -0.(2)557 0.(1)443 	(3.0) 
-0.(4)93 -0.(3)119 0.(3)882 	(4.0) 
-0.(5)1 -0.(5)17 0.(4)14 	(5.0) 
4.7 Extension to Other Rules  
Our applications of the general method described in Section 4.2 
have been confined to only a few of the more well-known quadrature 
rules. 
To extend the analysis to other rules we must first obtain 
suitable asymptotic expressions for the ratio 
	1 )(Z)4(1) 
Many of these asymptotic forms are not too difficult to obtain. 
For example, consider the Radau quadrature formula where the 
end point -1 of the interval of integration is a fixed abscissa, 
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see Hildebrand Fl, p.3281 . 	The function 42(t) is given by 
(I- 1, equation (8.11.7)J) 
(0,0) 4(z) 	p (z) 	P( 0' o) (4.7.1) 	 (z) 
htt 
(i+Z)  
where is the Jacobi polynomial. 	Furthermore 
from Corollary 1 we see that 
(4.7.2) 
,(0,0 
-v)(z) 	= 
r (,7,4 rn (30 dx 
z - z - 
(0, 0 rt7+.1 (z) 	• 
The functions gftE) and Iht) are then known in terns of 
the Jacobi functions considered in Section 4.3 of this Chapter. 
Thus we can find asymptotic expressions for these functions. 
A list of asymptotic forms for the ratio 1b(Z)/42(Z) 
for several quadrature rules is given in Appendix A. 
4.8 The Repeated Trapezoidal Rule  
We should not leave this Chapter without referring to the 
repeated trapezoidal rule. 
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In this case the expression in terms of elementary functions 
for 1//(2)//02) 	is exact. 	We recall that for a finite 
interval of integration the plane for the function 	(2) is cut 
along the whole real axis and 	(Z) has zeros outside the interval 
of integration. 	These singularities of the ratio 3b(2)1/0z) 
must be considered in any deformation of the contours C . and C .- . 
The trapezoidal rule has been discussed in some detail in 
Section 2.7 and we shall consider it no further here. 
Summary  
In this Chapter we have discussed the approximate evaluation 
of the contour integral form of the remainder term ik t. 1 60• 
for large values of n . Making use of known asymptotic 
estimates for the ratio 1/1(Z)/pZ) for some of the more common 
integration formulae it was found that our main concern was the 
estimation of the quantity 	En+ ,(c ) 	defined by equation (4.1.3). 
In some cases these asymptotic expressions are difficult to 
handle and it is found that further approximations are necessary 
to make the analysis reasonably simple. 	In other cases 
suitable asymptotic expressions are yet to be found; for example, 
in the Newton-Cotes quadrature formulae we have yet to find an 
asymptotic expression which we can use when the function has a 
branch point at an end point of the range. 
Nevertheless in those cases which we have considered the 
methods give fairly accurate estimates of the remainder. 
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CHAPTER 	V 
CONCLUSION  
5.1 Introduction  
In Chapter IV we obtained estimates for the remainder term in only 
a few of the more widely known quadrature rules. Many questions 
remain to be answered not only on the quadrature rules that we have 
discussed, but also on those which we have not even considered. 
We have, however, set out a method of attack for making estimates 
of the remainder term in a general quadrature formula. 	The main task 
is then to obtain the correct asymptotic expression to use in the 
conditions pertaining to the particular problem. 	In the cases we 
have discussed the asymptotic expressions have been either known or 
derived, and reasonable estimates of the remainder terms were 
obtained from them. 	However, even in these formulae, certain 
asymptotic expressions have yet to be found; see, for example, the 
discussion on the Newton-Cotes formulae, Section 4. 
To extend the method to other formulae we of course require a 
)
knowledge of the asymptotic form of the ratio y/(z/fizi for large 
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values of Ti . 	Many of these asymptotic forms will no doubt be 
readily obtained from the existing literature, but others are still 
to be derived. 
In the case of the Gaussian quadrature formulae, it is 
rather fortunate that the functions 10) and 	(4 obey several 
relations; for example, 	(Z) and y/6al satisfy three term 
recurrence relations and second order differential equations. 	These 
relations are extremely useful in an investigation of asymptotic 
forms of these functions, see Elliott and Robinson 1411 and 	. 
In many formulae, however, the properties of the functions OZ) 
(z) do not appear to be of much use in an investigation of 
their asymptotic behaviour. 	One such formula which has been the 
subject of recent investigations is Romberg's (see Bauer et al [40 ). 
In Section 2 of this chapter we will discuss this formula in some 
detail and obtain an expression in terms of a contour integral for 
the remainder term. 	As yet we have not been able to obtain a 
suitable 'simple' asymptotic expression for the remainder term and we 
defer this problem for future research. 
In writing this thesis, it was found that several areas of 
research were still to be explored. We shall consider two such 
areas in this chapter. 
Firstly, in Section 3 we will consider how new formulae may be 
obtained from the fundamental theorem and its corollary. We shall 
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in fact obtain a formula which we shall term the Gauss-Whittaker 
formula. 	Special cases of this formula are the formulae of 
Gauss-Hermite, Gauss-Laguerre and Gauss-Bessel (Barrett [19] ) 
and the repeated trapezoidal rule. 
In Section 4 we shall discuss what was our original topic, 
'A unifying approach to the quadrature of analytic functions over a 
real interval'. 	We shall also consider how this idea may be taken 
one step further to the consideration of integrals along smooth 
arcs in the complex plane. 
5.2 Romberg Integration  
The general Romberg integration formula is simply a linear 
combination of repeated trapezoidal rules. As such, the remainder 
term may be expressed as a linear combination of the remainder term 
in the repeated trapezoidal rule. 	We have discussed in some detail 
in Section 2.4 of Chapter II a contour integral expression for this 
remainder and the corresponding expression for Romberg's formula is 
then not difficult to obtain. 
Let us take the interval [-CL ) bj where CL and b are 
abscissae and let us divide the interval into a equal parts. 
From equation (2.4.47) the repeated trapezoidal rule may be written 
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in the form 
(5.2.1) -f (x) c 1 x = 	a 	[a + 
0 
From equation (2.4.41) and equation (2.4.46) with 	X = 0 	and 
(0), r 
the remainder term which we denote by /94÷,(t) 
may be expressed in the form 
(C) 
(5.2.2) 	R„iq) 	= 
b - a. e 
 
.2-11 
• where the contour C may be chosen as the rectangular contour 
depicted in Fig. 2.4. 	In equation (5.2.2) the positive sign is taken 
in the upper half plane while the negative sign is taken in the 
lower half plane. 
Let us aow halve the tabular interval, (f)-a)/CI 	. 	Then the 
remainder term in the repeated trapezoidal rule with 12v1÷/) points 
is given by 
(5.2.3) 
D (0) 
r\ nts 
znw - _1(z) ciz 
. r rri 
L 
_r (0) 
If we denote by i 	the quadrature sum on the right of 
equation (5.2.1) then the quadrature sum of the next higher order 
4'11 7-6" -i' 27 	- 	ti) 
= 
— 
(5.2.6) • 
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Romberg formula is given by 
!o) 	 (0) 
(I) 	 T(24) (n)  
(5.2.4) 	/ On) 	, 
This last quadrature sum may be termed as a repeated Simpson's rule. 
Using the same linear combination as in equation (5.2.4) the 
remainder term from equations (5.2.2) and (5.2.3) in the repeated 
R (,) 
zrifl 
(5.2.5) 
_ e
tr z-4.
J
1 77i 	tp--21„i-ri. 
• 
e.  -R7 ) CIZ . 
S 	Z q 2 n  si"r1F--2 	. 
The general Romberg formula is obtained from repeated bisection 
of the tabular interval. 	In fact, the general quadrature sum is 
obtained from the recurrence relation 
Simpson's rule may be written 
4 R).(: )41-P 	Ryi(4-1 0)(f)  
Thus the general expression for the remainder term may be 
obtained from the recurrence relation 
(111-) 	(01-0 
(m) 
(5.2.7) 	(-P) 	4- 	R2m.n-t (IP  rn 	 4-#11 — 
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n 
 1
(0) 
where 	rs (f) is given by equation (5.2.2). 111- 
From the recurrence relation (5.2.7) we can obtain an expression 
for the remainder in terms of a contour integral for the general 
quadrature formula. 	The integrand in the contour integral is rather 
unwieldy, and at present we have been unable to obtain a simple form 
for the ratio 3/40///1(P(Z) for large values of 2 . n 
The Generalised Romberg Formula  
Romberg's formulae have been generalised by choosing 
subdivisions other than bisections by Bulirsch b61 . 	Bulirsch 
obtained an expression for the remainder term of the formula in terms 
of a high order derivative. 
Since this generalised formula is again a linear combination of 
repeated trapezoidal rules, it is not difficult to obtain a contour 
integral expression for the remainder in terms of a recurrence 
relation similar to equation (5.2.7). 	An analysis of this remainder 
term appears to be even more difficult. 
In fact, in all the repeated rules, excepting the special case 
of the repeated trapezoidal rule, the expressions for YAZVeZ) 
have proved too difficult to handle. It is hoped that this problem 
will be overcome in the near future. 
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We shall discuss another possible approach to this problem in the 
following Section. 
5.3 New Formulae  
On examination of the fundamental theorem of Chapter II, it 
appears that to obtain a quadrature rule we need only find functions 
p2) and )2(z) which satisfy the conditions of that theorem. 
On the other hand it may be more convenient to choose 47(z) first to 
have zeros at certain points of the interval of integration and 
generate 	(Z) from the corollary of the theorem. We could in fact 
choose 711(z) to take the more general form given by equation (1.2.15). 
We recall that if 	(Z) is a function of Z which has zeros at 
the abscissae of the quadrature formula then the function 31 1(2) 
satisfying the conditions of the fundamental theorem and its corollary 
is given by 
(5.3.1) lk (z) to(x) OX)  
  
More generally we could, according to equation (1.2.15), choose, 
x, 
in order to generate a quadrature formula, a function VI (I) 
defined by 
(5.3.2) 	 (z) 	314:0 -4- 
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where --A) is an arbitrary function of Z analytic in the finite 
part of the complex plane. 
In restricting ourselves to equation (5.3.1) the weight 
factors A ) , 	k= o (I) n 	are determined for us by the fundamental 
theorem once the zeros Xtz,n )) = o (i) n , have been 
prescribed. 	In fact from equation (1.2.9) we have 
(5.3.3) _ 	x , oTh vi.  
gp i(xt?,0) 
If, however, we take the more general form, equation (5.3.2), 
we can perhaps choose -/)() to satisfy certain other prescribed 
conditions on the quadrature rule. 	We may, for example, wish to 
prescribe the weight factors. 
As an example let us take a formula in which the zeros are at 
the points 	JCk yl) kzo(i) r2 	, and the weight factors are 
) k = ( 1' 
	Then from the equation (1.2.9) 
we have 
(5.3.4) 
x 
Akog 
From equations (5.3.2) and (5.3.4) we see that the 
function 19z) must satisfy the ()1 4-1) conditions 
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(5.3.5) kon 	;k.e.1) 
Therefore if we choose -fiz) to be a polynomial of degree n. 
n, of the form 	z 	-fr 	+ • 	-i-Q0 	the set of 
equations (5.3.5) will give us 01+0 equations for the 
coefficients CL, Q,, Clo • 
This attack may provide us with an answer to the problem of 
the previous Section. 
Let us take the simplest case of the repeated trapezoidal rule 
over H i /1 with three abscissae at -/) 0 and / with weight 
factors fr i and p respectively. 	Then rather than, as was 2, 	2 
previously done, choose 	SnTrZ let us take CP(Z) to 
be the polynomial 
(5.3.6) 	P3(Z) = (Z- •- (m+-1) , 
The function 	N(z) is of course the polynomial discussed 
in the case of the Newton-Cotes formula (Simpson's rule) and the 
corresponding function (z) we have denoted by 60. L3 
Since we are prescribing three weight factors we take 
to be a polynomial of degree 2. 
Thus from equation (5.3.2) we have 
(5.3.7) 	z 	= 	q 3(Z) 	az z -f-ci,Z ±Q 0 . 
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The coefficients 	(7 2 3 G I 	and a0  are chosen to satisfy 
equations (5.3.5) and we have 
0 2. +0 -I-00  
(5.3.8) 	Ci - as 	4- a 	- Y3 
0 ° 	— 1 / 
where we have used the fact that the weight factors for Simpson's 
rule are %,$) 46 and 
From equations (5.3.8) we see that Q z = 	= 0 and CI O - 173. 
We would therefore choose for this particular rule 
42 (z) 1;13 (Z) 
(5.3.9) 
	
.11) (z) 	93( 7) — 
For the repeated trapezoidal rule with 4 points in E (1 
we would take 42(z)/3jZ) and find -1k(Z) = g4(7 ) 4- 442 • 
Proceeding in this way we may be able to determine the 
appropriate function 3/1(2) to use in the general Romberg formula. 
Furthermore these ideas may be used to obtain new quadrature 
formulae. The method has the added advantage as far as we are 
concerned of having the remainder term in terms of a contour integral. 
(5.3.12) 	1PZ) = 
(4.*c) 	(X) cll 
J 	z - x 
r°1) 
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We shall in this Section consider a formula obtained from 
consideration of the confluent hypergeometric function and discuss 
some special cases of it. 
5.3 (a) 	The Gauss-Whittaker Quadrature Rule  
The rules which we shall consider in this Section are relevant 
to either the semi-infinite or doubly-infinite intervals of integration. 
Let us consider first the interval ( 0 00) and choose 1-0(z) 
and Q/tz) as follows: 
(5.3.10) - Z 	t- (4) ) 	_e z 
and 
r, 6 0 PC) 
 (5.3.11) 	07) 	r(c-c) 	i 
where F. is the confluent hypergeometric function of the first kind. 
i 
From Corollary 1, equation (1.2.14), we have 
provided the integral on the the right exists. 	Now from 
Lrdelyi et al [33, p.385] we have on substituting equations 5.3.10) 
224. 
and (5.3.11) into equation (5.3.12) 
pro-a ) F.7 .)_1  
(5.3.13) 	 Qt-o0 
where I  a/(-2)(4 Tr, - Re 	< 	< I - 	fot r 0, 1; 	- ; 
and 	(c -a, C. 	is the confluent hypergeometric function 
of the second kind. 
Alternatively the functions L/(z) and (PZ) may have been 
obtained directly from the fundaI:e.ntal theorem. 	For, from 
Slater [43, p.2] we have, it. 0 x co 
ri - ta) r(C ) 	 c 	e 	e )( n') --w(c U(c-ct )c ; x,e rn"51 
e-x 	F- 	x ca c . 
) 	• 	• 
In equation (5.3.14) there does not appear to be any 
restrictions on (1. C similar to those in equation (5.3.13). 
In terms of the Whittaker functions Mk )i (Z) ) Wkjz ) 
we have on putting c.L. 	//2 -1- 	c- I+ 2.111 and 	t t- 0 
in equations (5.3.10), (5.3.11) and (5.3.13), (see Slater 43, p. 13 ), 
(5.3.15) 	Ct)(7) 
	e  _2 
	zryz 	
) 
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k - nq - %2 (5.3.16) 	OZ) 	e 	Pl izz,m (Z) 
and 
z 	m+I-4 II/ (z ) pi-00 11(2 	(-z) 	1^ 4,V ) (5.3.17) 
The last three functions satisfy the conditions of the 
fundamental theorem and determine for us a quadrature rule which we 
shall term as the 'Gauss-Whittaker' quadrature formula. 
The abscissae of the formula are those zeros of  
which lie on the interval ( 0 0 0 ) and the weights are given 
by equation (1.2.9) of Chapter I. 
	
Discussions of the zeros of 	Mktn (Z) are to be found in 
Slater [43, p. 102] 	and ErdLyi et al [47, p. 288] . 	Of interest 
to us are the cases where zeros do exist in ( 0 o0 ). 
We mention two such cases. 
Case (I): Suppose k and ni are both real and that 41, -7 42 - 
Then if we write 	k = -1- hi + ) 04 94 ) I ) 	ryl(z) 
has ID positive (real) zeros. 
Case (ii): If 	h , PV) are real and rq - 
then has Mk ry,(2-) 	? 	real positive zeros 
where  
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In the latter case the function 	Mk m(z) has zeros 
lying outside the basic interval ( 0 00 ) and any 
deformation of the contours k' 	in the expression 
for the remainder term would have to take these zeros 
into consideration. 
The remainder term of the 'Gauss-Whittaker' formula is given 
immediately by equation (1.2.2) of the fundamental theorem. 	Our 
first aim as far as estimating the remainder term is concerned is 
finding asymptotic expressions for the ratio  
in this case for large values of h 
Suitable expressions are to be found in Slater 143, Chapt.41 . 
There are three important expressions which should be 
considered depending on whether IZAA is small, 1Z/ 41+1 
is large or z 
A fuller investigation of this formula and its remainder term 
we defer to a later date. 
Some Special Cases  
The general expressions (5.3.10), (5.3.11) and (5.3.13) with 
appropriate choices of the constants, a ) C., and P, give rise 
to many familiar formulae and two formulae which, as far as we know, 
have not appeared previously in the literature. 	It is more 
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convenient to obtain these special cases in terns of the confluent 
hypergeometric functions than the Whittaker functions. 
Since the asymptotic expressions for the confluent 
hypergeometric functions are well known the relationship of these 
special cases with these functions is useful (in conjunction with 
Chapter IV) for making estimates of the remainder term in the 
corresponding quadrature rules. 
The Gauss-Laguerre Formula  
Taking 1- =0 and putting CL=-r1 ) C = 0<-11-1 in equations 
(5.3.10), (5.3.11) and (5.3.13) we have, see Slater [47, p.95 
(5.3.18) 
 
lk (z) 1,4,,n*1,-2)=-A vikz) . 
	
( z ) 	P(n+ I) P(04 #1) 	F;(.. ill 	; 
r(4+,) 	
- 	• 	 , 
(a) 
(z) 
Equations (5.3.18) are the functions considered in the discussion 
of the Gauss-Laguerre quadrature rule in Section 2.4(a). 
The Gauss-Bessel Formula  
The conditions imposed by the theorem on the functions Oz) 
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and 71)(2) are obviously unaltered by multiplying each of these 
functions by a constant or in fact by any function of Z which does 
not have a singularity on the interval of integration. 
Let us now put 	a ----- (c-a) 	and choose 
ig 21 	I 	F ( c -a, c ; z) k 
(Z) ) TC-) I 
where 	is a positive real constant. 	To satisfy the 
conditions (5.3.14) we must then have 
(5.3.21) 	1)/(7..) 	r(14-a-c) (xa, 	z 
Now suppose a is real and let us replace Z by X z/4 a. 
in equations (5.3.19), (5.3.20) and (5.3.21). 	We obtain 
- Wita' Z 	c-' 
11)it Z- )'-'-- e 	z 	, 
vz c-1 _kr z 42 7k(z ) ____ f___/'< 	. ± 1 F, (c - a, c • L.L__ (5.3.22) ) c, ) 2 
k 2 	f7c) 
11)(z) 	-410-4-a -c) (11 ) (-1) ca- ) C' 2 ) -- CL 
c-i 
(5.3.19) 	GO(7) 	= 	e 
and 
(5.3.20) 
Letting a tend to infinity equations (5.3.22), from 
Slater [43, p.677 , become 
( 	(A) (Z.) 	= Z- 
-dA  J L(Kz) - (5.3.23) — 	 04  
( 	.);((7-) 	Z(Z)°92 Ko< [(Kz) s/1 ] ■ 
where CZ= ( -/ 
These are of course the functions relevant to the Gauss-Bessel 
formula discussed in Section 2.4(a). 
A Simple Formula  
The equations (5.3.23) take a particularly simple form if we 
choose 	Q<= / z . 	We then find on making use of the expressions 
for the Bessel functions in terms of circular functions and 
multiplying through by a constant factor 
(5.3.24) 
i 	
" Lo(z ) 	= z ) 
), 	 —I/2 	 sig 
OP (z.) 	= z sim (gz ) 
-1); (z ) 	, - e 
Equations (5.3.24) provide a rather simple formula not unlike, 
229. 
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in form, the repeated trapezoidal rule. 	The formula may be 
written 
(5.3.25) 
o6 	o.e) 
i n 1 
Z il Ci X z 
 
z() LC- f ( r 	R(f) • 
A comparison of this formula with the repeated trapezoidal 
rule over ( - 00,o0 ) suggests that this is the corresponding rule to 
use when the interval is ( 0 ) 00 ). 	Although further 
investigation is necessary it would appear that this formula 
may provide accurate results in certain cases corresponding to those 
attained by using the repeated trapezoidal rule over ( -o0 00 ), 
see Goodwin 541 . 
The Gauss-Hermite Formula  
Let us now take C-'1 Yz, 	and 1- 1-. 	Then equations 
(5.3.10), (5.3.11) and (5.3.13) become 
	
(z) 	= e z  
( 2 	, 	, 
(5.3.26) 	4)(1) (- 1 )rn "/"Tir r tYl i 	; z ), 
(Z) 	et)P"p")! P(4) (-ez (Atm, 
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We now transform to the plane of the complex variable 
where Z= 	. 	Thus the interval ( o, cc ) in the Z-plane 
corresponds to the interval (-oo,00 ) in the /-plane. 	Equations 
(5.3.26) are then related to a quadrature rule over (- DO ) cc,), 
We have on multiplying through by 'S , (see Slater [43, p.99] ) 
u3q) = e 
(5.3.27) 11 	cs) 	- (- 0 61 (ir2.2,). 	 Hz,(V) 
(--1)"1÷.2  r(2)(2m)! ()I( 
I/R+rn)Y2,-) = fiam (L5) 
The functions are those used in the Gauss-Hermite formula 
Section 2.4) with an even number of ordinates. The corresponding 
expressions for the 'odd' formula are obtained by taking C= 3/z ) 6L=-e0. 
We find 
Hz,S9 = (--) r(2&1+1) I. 2 	F;(--h)  
(5.3.28) 
7 2r,l+ 1') 	 (2mi-/). -1'/2) %c UN-HT), 	,- 
The Gauss-Bessel Formula over (- 00, 0c )  
Corresponding to the 'Gauss-Bessel' formula, (see Barrett [19]) 
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over ( 0 	) , we have a similar type of formula over (-c>0 CAP ). 
Again let us take our equations in the form of equations (5.3.22), 
to(7) -NY zc- i 
1 
K  k, 
(5.3.29) 	(p(z) 	.-_. (A' 1C-I ---) 	ct 	
7 
Z 	
-- I:- (c-, C .) ral.:_) ) 
1-- fl(c) ' 	1 
.1.k(z) 	= _ ro÷a-c)(1 
(-z) 
 , . l ) 
 
\2 
, 
L, I, , ) 
and let us transform to the'- plane, ) Proceeding as 
before to the limit as Q tends to infinity equations (5.3.29) become, 
on multiplying through by a factor 
2 c - 3 = 
(5.3.30) 
	
R-c 7- 	1/, 	) (9 ( .0 . , 1;„ 
_ • Tr C t 	 y Tr/i) 
-1 ( 	(-e 	Z 	K 	I e 
where the upper signs are to be taken in the upper half-plane and 
the lower sign in the lower half-plane. 
The integration formula corresponding to equation (5.3.30) 
may be called a 'Gauss-Bessel' formula for ( 	c.C). 
The Repeated Trapezoidal Rule  
It is interesting to note that if we take C=1/2 in 
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over ( 0 	) , we have a similar type of formula over (-Do i cgila ). 
Again let us take our equations in the form of equations (5.3.22), 
W(z)  
(5.3.29) C-I 	
K 
(Z) - 2 ) F(c-a,c • 
Plc) 	 c, 	> 
= -I- - ) ( z 	z )c 	I  c L ) 
and let us transform to the ' -e-plane, -z = 	2 . 	Proceeding as 
before to the limit as Q tends to infinity equations (5.3.29) become, 
on multiplying through by a factor \c) , 
(5.3.30) 	q (1) 	, 	..._c, 	(i1 1,;,, ..5 ) ) 
-1k z 	K (e seT'rvz) 
where the upper signs are to be taken in the upper half-plane and 
the lower sign in the lower half-plane. 
The integration formula corresponding to equation (5.3.30) 
may be called a 'Gauss-Bessel ° formula for ( 	<>0). 
The Repeated Trapezoidal Rule  
It is interesting to note that if we take C4/2 in 
233. 
equations (5.3.30) then we have 
/ 
i 
W(Z) = 	f , 
	
7 	••\(5.3.31) 5 	( ) 	=-- 	-3—, 	Si/vi (0 Z) 
2. 
) 
Tr \ g/2` 	1- L l° Z-) 
( 	
/z/ 
The equations (5.3.31) were those considered in conjunction 
with the trapezoidal rule in Section 2.4(c). 
It is well known that the application of the repeated 
trapezoidal rule to the integrals over (-00 ) 	) yields 
surprisingly accurate results for many functions, see Goodwin 141 . 
From the above derivation this rule appears to be one of a 
family of quadrature formulae some of which are of Gaussian type. 
This admits the conjecture that the accuracy of this formula is due 
in part to the fact that the repeated trapezoidal rule is 
Gaussian in nature. 
5.4 A Unified Treatment of Quadrature Formulae 
In the process of obtaining an expression for the remainder 
term in terms of a contour integral there appears to be a certain 
unifying treatment of many of the apparently unrelated quadrature 
formulae. We have for example seen how the Newton-Cotes formulae 
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and the Gauss-type formulae are particular cases of the one 
theorem. 
We have also seen in Section 5.3 how it may be possible to 
find functions 3V(Z) and 4(z) for any quadrature formula (with a 
finite number of abscissae) in which both the abscissae and the weight 
factors are prescribed. 
Since Theorem 1 is a particular case of Theorem 2 all the 
formulae we have considered in this thesis are particular cases of 
the one theorem. 	This provides us with a basis for a unified 
treatment of quadrature formulae. 	As far as our subsequent analysis 
is concerned it is convenient to have the remainder term in the 
required form of a contour integral. 
This unifying idea may be taken even further if we consider 
integrals along smooth arcs in the complex plane. An expression in 
terms of a contour integral for the remainder term in such formulae 
has been obtained by Barnhill [26 for the special case when the 
function was analytic at all points of the arc including its end 
points. 	Our generalisation allows singularities at the end points. 
The generalisation of the fundamental theorem is not difficult 
and we shall not give details here. 	The corollary of this 
generalisation corresponding to the corollary of Theorem 1 again 
comes immediately from results in Muskhelishvili [26] 
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5.5 Final Summary  
The original task of this thesis was the topic outlined in the 
previous Section. Subsequent developments lead to a consideration 
of the remainder term in several of the more widely used quadrature 
rules for large values of a parameter. 
To this end an expression for the remainder term in terms of a 
contour integral was obtained. 
This expression together with known asymptotic forms of the 
ratio "Z)/147(Z) was also found useful in discussing the convergence 
of certain quadrature schemes. 
Estimates of the remainder term were then obtained for large 
values of rt using familiar complex variable techniques. 	It may be 
argued that the methods require too great a knowledge of 
mathematical analysis to be universally acceptable, but the estimates 
are certainly realistic when compared to other techniques which 
require less mathematical 'sophistication'. 
So far we have been more successful with interpolatory 
quadrature rules (those rules obtained from an integration of a 
Lagrangian or a Hermite interpolation formula) than with formulae 
of non-interpolatory type like Romberg's, Section 5.2. 	However, 
as we have indicated throughout, many questions remain to be 
answered and it is hoped that further research will provide an 
answer to them. 
We list in this appendix some of the known asymptotic expressions 
corresponding to the various quadrature rules and 
the regions in which they are valid 
Integration 
Forumlv Asymptotic Expression for 	lif(Z•V(i9(Z) Region of Validity 
Repeated
Trapezoidal 
flule 
,+- i. IT(z-a.).V/h/ • 
-t- 	 Sfrn E Fr(z-c0.*h] 
_e  -Lrr(z-a.).Wii / 	• 	r 
i nicz) 	> 	0 
Im ( z ) 	< 0 
Irc 
GaLss--Jacobi 	1. 
2 . 
3 . 
2 rT . 	(7 '0 (4 (Z 4- e 
all 	z 	except in 
neighbourhood of -z 	4 (2_ 4 - i) 1/2.. -7 2 ' 7 -t- 
a +12 4-3 r -1 
+ a -F/31-3)1j 
- 2 (-Z-1) (-24.- i) 	 z = 	- Cos 1-1 2 T . ) z 	near - I 	and not near -1-1 
2(Z+013 (z-if , 	Kokr.N61-- ck÷A ÷3)-1.1 2 z near 	t / 	and not near - ) 1 	Z 	= 	cost, 	S To(  [(g.hi-c4-1-/3+.3yrj 	, 
Gauss Laguerre 
• 
- 2.1r rc .4_ 0(+, 14- '4.  -e'(-4°_e7q+ 2 pn f 4_,L1-11 1/2± .( ,,,+01 (.1) 1q i z 	bounded and not in neighbourhood of (o, c0) 2(ri+t) 	 Z / 
_z 	ct 	f(g 	C 4-(n4-0 -1-2,0-11/2. (- - ) 1/2, 1 z 	bounded including 0 - 	(--z) 	. 
I 9, 	L 	-( 1 +)+2of.+.2:1 1/4 (-2) 14 3 
*T'ne branches of (z-s) ls and (Z+11(3 are specified by 	104-3(z-01 4 fr 
	and  
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