Abstract. We study the continuous dependence on the input of trajectories of control-a ne systems belonging to the class C 0 (m) of all systems of the form
u 1 , i.e. to be such that, for every system in C 0 (m), the trajectories generated by the u j converge as j ! 1 to the trajectories generated by u 1 . We also characterize T k -convergence |i.e. the concept of control convergence that arises when we use, instead of C 0 (m), the class C k (m) of systems where the f i are of class C k | for k 1 in the scalar input case, and explain how the analogous characterization for the multiinput case fails to be true, unless one restricts oneself to the class C k comm (m) of systems for which the vector elds f 1 ; : : :; f m commute. As a preliminary, we de ne a \topology of trajectory convergence" (or \T-convergence") on the set of all time-varying vector elds I 3 (x; t) 7 ! f(x; t) 2 IR n , where is an open subset of IR n and I is an interval, and study some of its properties. This enables us to make the de nition of T k -convergence precise for sequences and, more generally, for nets, by saying that a net fu g 2A in L 1 ( 0; T]; IR m ) T k -converges to a limit u 1 if for every system in C k (m) the time-varying vector elds (x; t) 7 ! f 0 (x) + 1 Introduction
In the control theory literature, the property of continuous dependence of the trajectories with respect to the control has received wide attention ( 20] ), because of its fundamental role in proofs of closedness of reachable sets, existence of optimal controls, and continuity or lower semicontinuity of value functions. It is clear that continuous dependence always holds for trivial reasons if the space of input functions is given a su ciently strong topology, but continuous dependence results are only useful when the topology involved is reasonably weak. (For example, many existence theorems for optimal controls depend on the fact that the space of inputs is compact, or has many compact subsets.) So it is of interest to determine concepts of convergence of inputs that lead to continuous dependence of trajectories and are as weak as possible.
In this paper we characterize the weakest possible concept of convergence of a sequence of input functions such that the trajectories depend continuously on the input for all control-a ne systems of the form
u i f i (x) ; x 2 ; (1) with a right-hand side continuous with respect to the state variable x, and we prove some results on the corresponding problem for more restricted classes of systems. These questions are in fact special cases of the following more general situation: we are given (a) a set U of input functions t 7 ! u(t) de ned on an interval I, (b) a class C of control systems of the form _ x = g(x; u), all of which admit the members of U as inputs. We then seek to characterize the weakest topology T on U with the property that, if U is equipped with T , then (CD) the trajectories of depend continuously on the input u 2 U for all systems in C. Let us write T (U; C) to denote this topology, and assume temporarily that the de nition of T (U; C) has been justi ed, by (J1) assigning a mathematically precise meaning to (CD) and (J2) proving the existence of a weakest topology on U for which (CD) holds.
Then the problems to be studied here are those of characterizing the topology T (U; C) in two cases, namely, (i) when C is the class C 0 (m) of all systems of the form (1), with f 0 ; : : :; f m continuous vector elds on some open subset of some Euclidean space IR n , and (ii) when C is an interesting subclass of C 0 (m), such as the set C 1 (m) of all systems (1) with C 1 vector elds. The input space U will be L 1 ( 0; T]; IR m ), the set of all Lebesgue-integrable functions t 7 ! u(t) = (u 1 (t); : : :; u m (t)) on some xed interval 0; T]. Convergence with respect to T (L 1 ( 0; T]; IR m ); C 0 (m)) will be called \T 0 -convergence." For Case (i), we will provide a complete and rather simple characterization of sequential T 0 -convergence, by showing that a sequence fu j g T 0 -converges to a limit u 1 should not limit our analysis to sequences, and should seek instead to characterize T 0 -convergence of nets. This, however, appears to be a much more di cult question, as explained below, on which we will only be able to present some partial results.) For Case (ii), we provide an even simpler characterization of T (L 1 ( 0; T]; IR 1 ); C 1 (1))-convergence of general nets fu g 2A to a limit u 1 , by showing that it is equivalent to uniform convergence on 0; T] of the inde nite integrals t 7 ! R t 0 u (s)ds to the limit t 7 ! R t 0 u 1 (s)ds. This result is, however, only valid for the single-input case.
To explain why, we analyze the m-input situation and prove, in Sections 5 and 6, two results (Theorems 4 and 5), according to which (a) a characterization similar to that for m = 1 is true for general m on the class C 1 comm (m) of systems (1) with C 1 vector elds such that all the Lie brackets f j ; f k ], for j; k 2 f1; : : :; mg vanish, and (b) the result becomes false for any class C that contains at least one system in C 1 (m)nC 1 comm (m). This shows that Lie brackets are intimately related to input convergence, and ought to play a decisive role in any e ort to achieve a better understanding of T (L 1 ( 0; T]; IR m ); C 1 (m))-convergence for m > 1.
So far, we have assumed that Steps (J1) and (J2) had been carried out. We explain how this is done in Section 2, where we de ne, on the set TV V F( ; I) of all time-varying vector elds f : possibility of explosions and nonuniqueness of solutions |a fact of paramount importance for us, since, typically, the time-varying vector elds that arise from the systems (1) are only continuous with respect to x| and we will show in Section 2 that it has all the right properties, at least when restricted to the set TV V F Car;LIB ( ; I) of those f's that satisfy the Carath eodory condition (i.e. are such that f is measurable in t for each x and continuous in x for each t) and are \locally integrably bounded," i.e. satisfy, for every compact subset K of , an integral bound jjf(x; t)jj ' K (t) for (x; t) 2 K I ; with a locally integrable function ' K : I 7 ! IR. Moreover, the topology induced by T T ( ; I) on the subset TV V F Car;LIB ( ; I) of TV V F( ; I) is the weakest topology on TV V F Car;LIB ( ; I) that gives rise to joint continuous dependence of the solutions on f and the initial condition.
Having de ned T T ( ; I), it is clear how to interpret (CD) and how to de ne T (U; C): if 2 C is of the form _ x = g (x; u), x 2 , then each input t 7 ! u(t) belonging to U gives rise to a time-varying vector eld f (u) 2 TV V F( ; I), de ned by f (u) def = the map (x; t) 7 ! g (x; u(t)) : (2) Then f is the input-to-vector-eld map associated to . If T is a topology on U, then the statement that \the trajectories of depend continuously on the input with respect to T " can be translated as \f is continuous as a map from U, equipped with T , to TV V F( ; I), equipped with T T ( ; I)." Then the formal de nition of T (U; C) is, simply, T (U; C) is the weakest topology on U that renders all the input-tovector-eld maps f : U 7 ! TV V F( ; I) continuous, for all 2 C, when each TV V F( ; I) is given the topology T T ( ; I) of trajectory convergence.
To analyze in more detail the special case when U = L 1 ( 0; T]; IR m ) and C is the class C 0 (m), let us agree to use f i to denote the vector elds f i corresponding to a given system 2 C 0 (m) of the form (1), and let us go on using to denote the state space of . Write U m T def = L 1 ( 0; T]; IR m ). As before, use \T 0 -convergence"
for \convergence with respect to T (U m T ; C 0 (m))." Then our problem is to determine necessary and su cient conditions for a sequence fu j g 1 j=1 of functions belonging to the input space U m T to T 0 -converge to an input u 1 2 U m T , i.e. for the following property to hold: (TC) for every possible choice of the system 2 C 0 (m), the time-varying vector elds f (u j ) T-converge to f (u 1 ).
As will be explained in Section 2, one may substitute for (TC) either one of the following conditions, both of which turn out in fact to be equivalent to (TC): (TC') For every possible choice of the system 2 C 0 (m), if (i) j are maximal trajectories of (1) corresponding to the u j and satisfying the initial conditions j (0) = x j 2 , (ii) x j ! x 2 , and (iii) for the limiting initial value problem
there is uniqueness of solutions as well as global existence on 0; T], then the j are de ned on 0; T] for j large enough and converge uniformly on 0; T] to the unique maximal solution 1 of (3).
(TC") For every possible choice of the system 2 C 0 (m), if (i) x 2 ,
(ii) j are maximal trajectories of (1) corresponding to the u j and satisfying j (0) = x, and (iii) the initial value problem (3) has uniqueness of solutions as well as global existence on 0; T], then the j are de ned on 0; T] for j large enough and converge uniformly on 0; T] to the unique maximal solution 1 of (3).
Notice that (TC') asserts \joint continuous dependence on the input and the initial condition," whereas (TC") makes the weaker assertion of \continuous dependence on the input for each xed initial condition," so the implication (TC'))(TC") is trivial, but the converse (TC"))(TC') is not at all obvious. (Example 3 in the Appendix shows that for a general sequence ff j g of time-varying vector elds it need not be true that convergence for each xed initial condition of the trajectories of f j to those of an f 2 TV V F( ; I) implies convergence of trajectories for convergent initial conditions.)
Our characterization of sequential T 0 -convergence will be formulated in terms of a type of convergence somewhat weaker than other concepts of weak convergence previously considered in the literature. For sequences, the condition (IC)^(UB) or, equivalently (UWC), is strictly weaker than weak convergence in L 1 ( 0; T]; IR m ), as explained in Section 7. In addition, the characterization of sequential T 0 -convergence in U m T depends crucially on the fact that we are working with the collection of all systems in C 0 (m).
We could equally well have de ned a concept of T k -convergence, for any integer k 0, by just taking C to be the class C k (m) of all systems of the form (1) with vector elds f i of class C k . But then it is no longer obvious that Condition (UB) is still necessary for sequential T k -convergence for k 1. (The proof that (UB) is necessary for sequential T 0 -convergence in U m T depends on using the Uniform Boundedness Theorem, and requires that we admit systems with an arbitrary continuous right-hand side. On the other hand, the necessity of (IC) only depends on the fact that the systems _ x = u i , i = 1; : : :; m are in our class, so (IC) is still necessary for trajectory convergence for practically any reasonable class of systems.) In fact, we show in Section 5 that a sequence fu j g 1 j=1 U 1 T may T k -converge to a u 1 2 U 1 T even though (UB) fails. such that the ff (u j )g T-converge to h ; (3) it is not true that h = f (0) for all 2 C. (What really happens is that the sequence fu j g T (U m T ; C)-converges to a \gener-alized input" which is no longer an ordinary input. A more detailed discussion of these issues is provided in x6.)
The paper is organized as follows. In Section 2 we present the de nition and basic properties of the topology of T-convergence. We then give, in Section 3, our precise de nition of T 0 -convergence. The main theorem (Theorem 1) of the paper is stated and proved in Section 4. In Section 5 we discuss how the situation changes when T k -convergence for k 1 is considered instead of T 0 -convergence. In Section 6 we brie y discuss some of the phenomena that can cause a sequence ff (u j )g to T-converge to something other than its limit f (u 1 ), and in particular the occurrence of Lie bracket terms. Section 7 discusses how our continuous dependence conditions relate to those of Buttazzo Assume t = b, the case when t = a being similar. Since ( (t j ); t j ) 2 K, which is compact, we may assume, after passing to a subsequence, that x = lim j!1 (t j ) exists. Clearly, ( x; t) 2 K. Let K 0 0 , be a compact neighborhood of x in , and let J 0 0 be a compact subinterval of I such that t belongs to the interior of J 0 0 relative to I. Let K 0 = K 0 0 J 0 0 . Let " > 0 be such that x 2 , t 2 I, jjx ? xjj ", j t ? tj " implies (x; t) 2 K 0 . Using the compactness property for A, we can infer that A(K 0 ) is equicontinuous, so there exists a > 0 such that 2 A, G( ) K 0 implies jj (t) ? (s)jj " 3 whenever jt ? sj . Pick j so large that b ? t j < and jj (t j ) ? xjj < If X is a set, we use 2 X to denote the set of all subsets of X. If X is a topological space, we can topologize 2 X as follows. For each open subset U of X, let V (U) = fS 2 2 X : S Ug : (6) We then let T USC (X) denote the set of all subsets S of 2 X such that S = V (U ) for some family fU g of open subsets of X. Then T USC (X) is a topology on 2 X . We will call it the USC topology on 2 X , because of its relation to uppersemicontinuity of set valued maps. (If Y is a topological space, a set-valued map F : Y 7 ! 2 X is upper semicontinuous i it is continuous as a map from Y to (2 X ; T USC (X)).) The name upper semi-nite topology has also been used in the literature, cf. e.g. 17] .
If is a metric space and I is an interval, then for every subset K of I we have a set valued map T ;I;K : AS( ; I) 7 ! 2 ARC( ) given by T ;I;K (A) = A(K).
As K ranges over all the compact subsets of I, we have a collection of maps T ;I;K from AS( ; I) to 2 ARC( ) . Therefore there exists a weakest topology on AS( ; I) that renders all the maps T ;I;K continuous, where 2 ARC( ) is equipped with the USC topology. This topology will be called the topology of trajectory convergence (or simply T-convergence) and be denoted by T T ( ; I). If fA g 2A is a net in AS( ; I) and A 2 AS( ; I), we say that fA g 2A T-converges to A |and write A ???! T A| if the A converge to A in T T ( ; I). Let be a metric space, let : I 7 ! be a curve, and assume f g 2A is a net of curves in , with Dom( ) = I . We say that the converge to on compact sets if for every compact subset J I, there exists an (J) such that (i) J I for A (J) and (ii) the dJ converge uniformly to dJ.
We say that a net fA g 2A in AS( ; I) converges to A 2 AS( ; I) in the maximal curve convergence sense if, whenever f(x ; t )g 2A is a net of points in I that converges to a limit ( x; t) 2 I, and f g 2A is a net such that for each 2 A 2 (A ) # max and (t ) = x , it follows that there exist a 1 2 A # max , with domain I 1 I, such that 1 ( t) = x, and a subnet f ( ) g 2B of f g 2A that converges to 1 on compact sets.
Proposition 2 Let be a locally compact metric space, and let I IR be an interval. Suppose fA g 2A is a net in AS comp;le ( ; I), and A 2 AS comp;le ( ; I). PROOF. The implication (II))(I) is trivial. Indeed, suppose (II) holds, and let K be a compact subset of I. Since A(K) is compact, a fundamental system of neighborhoods of A(K) in 2 ARC( ) is given by the sets V " = f 2 ARC( ) : d ARC ( ; A(K)) < "g ; for " > 0. So it su ces to x " and prove that A (K) V " for su ciently large . If this was not so, there would exist a subnet fA ( ) g 2B of fA g 2A such that there are 2 A ( ) (K) for which d ARC ( ; A(K)) ". Extend each to a~ 2 (A ( ) ) # max . Pick t 2 Dom( ) in an arbitrary fashion, and let x = (t ). Then (x ; t ) 2 K, so by passing to a subnet if necessary we may assume that (x ; t ) converges to a limit ( x; t). Using (II) we may assume, after passing to a subnet, that there exists a~ 2 A # max such that~ ( t) = x and !~ on compact sets. After passing once again to a subnet, we may assume that a( ) and b( ) have limits a; b, both belonging to I. Let J = Dom(~ ).
We will prove that a 2 J and b 2 J. Since both proofs are similar, we will only show that b 2 J. Suppose We now prove that (I))(II). Assume that the net fA g 2A T-converges to A. We want to show that every subnet of fA g 2A converges to A in the maximal curve convergence sense. Since every subnet of fA g 2A T-converges to A, because the notion of T-convergence arises from a topology, it su ces to show that fA g 2A converges to A in the maximal curve convergence sense.
Let f g 2A be a net such that 2 (A ) # max , and let I be the domain of . Let t 2 I be such that t ! t 2 I, and x def = (t ) ! x 2 . Pick a compact neighborhood K 0 of x in and a compact interval J 0 which is a relative neighborhood of t in I. By passing to a subnet of f g, we may assume that A(Q) :
Then U is a product of compact topological spaces. By Tikhonov's theorem, U is compact with respect to the product topology. Let Z = f ;Q g Q2Q . Then each Z is a member of U. Therefore there is a subnet fZ ( ) g 2B of fZ g 2A that converges to a limit Z = f Q g Q2Q 2 U. Then ( );Q ! Q for every Q 2 Q. Moreover, it also follows that, for any S 0 , there is a Q such that the inclusion S 0 S ( ) (Q) Dom( ( ) ) holds for large enough . This shows that ( ) ! on compact sets.
To conclude, we have to show that 2 A # max . Assume this is not true, and let~ :S 7 ! be a curve, de ned on a subintervalS of I such that S S but S 6 =S, for which~ dS = . Pick s 2SnS. Then either s sup S or s inf S.
We assume that s sup S, the other case being similar. As before, we write = sup S. Then 
belongs to Int(K) for large , and then it follows from (*) that b ( ) (Q) = sup I for large . But then b(Q) = sup I, and this implies that = b(Q) = sup I, and 2 S. Since s 2 I, and s , we must have s = , contradicting the fact that s = 2 S.
Remark 1 If the space is -compact (i.e. a countable union of compact subsets), then instead of considering the product U de ned in (7), we can use the product U 0 = Q 1 j=1 A(Q j ), where fQ j g is a sequence of compact subsets of I whose relative interiors cover I. Then U 0 is metrizable. Therefore the statement and proof of Proposition 2 can be repeated using sequences instead of nets, and subsequences instead of subnets.
We now specialize to the arc systems de ned by vector elds. Let be an open subset of IR n , and let I be a subinterval of IR. A time-varying vector eld on with time domain I is a map f : I 7 ! IR n . We use TV V F( ; I) to denote the set of all such maps. An f 2 TV V F( ; I) satis es the Carath eodory condition if it is continuous in x for each xed t 2 I and Lebesgue measurable in t for each xed x 2 . We call f locally integrably bounded (LIB) if f is bounded in norm by a locally integrable function of t, as long as x stays in a compact subset of . We use TV V F Car;LIB ( ; I) to denote the set of all f 2 TV V F( ; I) that satisfy the Carath eodory condition, and are LIB.
If f 2 TV V F( ; I), a trajectory (or integral curve) of f is an absolutely continuous function : J 7 ! de ned on some nonempty subinterval J I such that _ (t) = f( (t); t) for almost all t 2 J. A maximal trajectory of f is a trajectory : J 7 ! that cannot be extended to a trajectory of f de ned on a strictly larger interval. We write Traj(f) to denote the set of all trajectories of f, and Traj c (f) to denote the set of all 2 Traj(f) that are arcs, i.e. such that Dom( ) is a compact interval. Also, we write Traj(f) max to denote the set of all maximal trajectories of f. Then it is clear that Traj c (f) is an arc system, and Traj c (f) # is precisely Traj(f). Therefore Traj(f) max is exactly the set Traj c (f) # max .
So f 7 ! Traj c (f) is a map from TV V F( ; I) to AS( ; I). Using this map, we can pull back the topology of trajectory convergence on AS( ; I) and de ne a topology of trajectory convergence, or T-convergence, on TV V F( ; I). We can also pull back properties of arc systems and apply them to vector elds. (For example, we will say that f has the local existence property if the arc system Traj c (f) does.) We call f trajectory-compact if Traj c (f) has the compactness property. We use TV V F comp;le ( ; I) to denote the set of those f 2 TV V F( ; I) that are trajectory compact and have the local existence property. We say that f has the uniqueness property if for every initial condition ( x; t) in I the maximal trajectory of f whose graph contains ( x; t) is unique.
The Carath eodory existence theorem (cf . 
The right-hand side of (12) 
Remark 2 At present, we do not know if the implications (iv)=)(iii)=)(ii)
hold for general nets, i.e. whether (ii), (iii) and (iv) in Theorem 1 are equivalent for nets. 
Let (t) = (a ) + (t) ? (a ) : (15)
We then have, for all t 2 I ( ) \ I:
o ds : (16) Then (16) (20) The sup norm of the second term in the right-hand side of (20) u `( t)f`( (t)) ; (23) we can conclude that the integrals R t a û k (s)g k ^ (s) ds go to zero uniformly. This implies that limsup
Since " is arbitrary, we have shown that R t a û k (s)f k ^ (s) ds ! 0 uniformly. As explained before, this shows that f g 2A has a convergent subnet in ARC( ).
The above argument clearly applies to any subnet of fh g. So we have actually proved the following:
(CTR1) for every compact subset K of I, if we are given a subnet fh ( ) g 2B of fh g 2A , and a family f g 2B ARC( ) with the property that 2 Traj c (h ( ) ; K), then the net f g 2B has a subnet f ( ) g 2C that converges to an 2 Traj c (h 1 ; K). We now continue with the proof of Theorem 1. The implication (ii)=)(iii) follows from Proposition 7, and (iii) implies (iv) trivially. We now prove that 
and the U converge uniformly to U 1 , it is clear that f g is equicontinuous. So by passing to a subnet we may assume that converges uniformly to a limit 1 . Then a trivial argument allows us to pass to the limit in ( ( 1 ), there exists an such that J 1 Dom( ) and k (t) ? 1 (t)k < " on J 1 whenever A . On the other hand, is a trajectory of f (u ), so = dDom( ). Therefore J 1 Dom( ) and k (t) ? 1 (t)k < " for all t 2 J 1 whenever A . This establishes that J 1 is good. Now suppose that 0 < k N and J k?1 is good. comm -convergence is exactly equivalent to I-convergence. It is natural to ask whether I-convergence actually implies T-convergence for at least some noncommutative systems. The answer to this question turns out to be negative:
Theorem 5 Let C be any subclass of C 1 (m) that contains at least one noncommutative system. Then there exists a sequence fu j g 1 j=1 in L 1 ( 0; T]; IR m ) such that (i) fu j g I-converges to a limit u 1 2 L 1 ( 0; T]; IR m ), (ii) for every 2 C the time-varying vector elds f (u j ) T-converge to a limit h , but (iii) it is not true that h = f (u 1 ) for all 2 C.
This result |which will follow from Proposition 9 below| says that noncommutativity is the fundamental obstruction for I-convergence of the inputs to imply convergence of trajectories. The best way to understand why this is so is to think of the space L 1 So, for example, the formal pseudo-generalized input w = X 0 + 1 2 X 1 ; X 2 ] gives rise to a pseudo-generalized input w 2 PGI(C 1 (2); a; b). With this terminology, the following result exhibits an example of a sequence fu j g L 1 ( 0; T]; IR 2 ) that I-converges to zero but converges in PGI(C 1 (2); 0; T) to w. This shows that w 2 GI(C 1 (2); a; b), i.e. that w is a true generalized input. It is now clear why, when we only look at classes C of systems for which f 1 ; f 2 ] = 0, as we did in Theorem 4, the sequence fu j g T (C)-converges to 0, whereas, as soon as C contains one system for which f 1 ; f 2 ] 6 = 0, the T (C)-limit of fu j g is no longer 0.
The reason is that the \true" limit is w, and w contains \Lie bracket components" that are only seen when w is tested against a noncommutative system. If, on the other hand, the j weak -converge to but ff j g is not equiintegrable, then the limit can have a singular part even though the j do not. Similarly, the general picture for ordinary di erential equations _ x = f 0 (x) + P i u i (t)f i (x) is that each right-hand side is in fact a member of a larger class of \generalized" objects, that contain Lie bracket terms as well as \ordinary" terms. An \ordinary" right-hand side has no Lie bracket terms, but a sequence ff j g of ordinary right-hand sides can converge to a \generalized" one, that contains Lie bracket terms in addition to the averaged limit, unless ff j g is \kept under control," e.g. by means of the boundedness conditions of our Theorem (CT).
There is a more general theory that shows in a systematic way how iterated Lie brackets can occur as limits of the right-hand sides of highly oscillatory di erential equations, such as the ones considered in Proposition 9. The results described in Theorem 1 can be thought of as the zeroth level of this more general theory, in which Lie bracket terms do not occur in the limit. High level results, in which the structure of general limits involving Lie bracket terms is analyzed in detail, are described It is clear that equiintegrability implies that the sequence fU j g is equicontinuous. So (i) and (ii) actually imply (IC). Moreover, the equiintegrability condition also implies (UB). So one particular consequence of our main result is that weak convergence implies T 0 -convergence. On the other hand, the following example shows that a sequence can satisfy the conditions of Theorem 1 without being weakly convergent, so our necessary and su cient condition for sequences is strictly weaker than weak convergence.
Example: Let m = 1, u j (t) = j 1 2 cos jt for 0 t j ? 1 2 and u j (t) = 0 for j ? 1 2 < t T. Then fu j g 1 j=1 satis es (IC) and (UB), with u 1 0. It follows from Theorem 1 that fu j g 1 j=1 T 0 -converges to u 1 .
On the other hand, it is not hard to see that the sequence fu j g 1 j=1 is not weakly convergent in L 1 0; T]. Indeed, the integrals R j ? 1 2 0 ju j (t)jdt converge to 2 as j ! 1, and then fu j g is not equiintegrable.
The preceding example also makes it possible to show that our convergence condition is weaker than those of Buttazzo-Conti, Kurzweil 
On the other hand it follows from (33) that for each j 2 f1 If we compare this with (34), we see that N 3 8 2 nKA 2 " 2 : Since K < 2ANT " + 2, and N 1, we easily get the inequality N 2 16 2 A 2 " 2 nAT " + n ; so that N N V . This contradiction completes our proof.
Using the lemma, it is easy to see that the x do not converge to x 1 . Indeed, for any = (V; N) 2 I, the solution x is given by x 1 (t) = N j sin(j t) ; x 2 (t) = N U " (f; K) = f 2 ARC( ) : d ARC ( ; ) < " for some 2 Traj c (f; K)g : For any F 2 F, we let k F;n = maxfk ;K;n : ( ; K) 2 F g, and then de ne u (F;n) (t) = u k F;n n (t). Clearly fu (F;n) g (F;n)2F does not satisfy (UB). However, it is easy to show that fu (F;n) g (F;n)2F T 0 -converges to u in L 1 ( 0; 1]; IR). To see this, let 2 C 0 (1) be a system and K be a compact subset of 0; 1]. We need to show that Traj c (f (u (F;n) ); K) converges to Traj c (f (u); K). For any given " > 0, let n(") be an integer such that 1 n(") < ". Let F 0 = f( ; K)g. Then if (F 0 ; n(")) F (F; n), by de nition, n n(") and ( ; K) 2 F. Therefore Traj c (f (u (F;n) ); K) U 1 n (f (u); K) U " (f (u); K) :
Our third example shows that, for general vector elds, the fact that for every xed initial condition x( t) = x the trajectory of f j converges to the trajectory of f does not imply that f j T-converges to f. Example 3 Let ' : IR ! IR be a smooth function such that '(s) = 0 if s 0 or s 2, and '(s) > 0 if 0 < s < 2. De ne f j : IR 2 IR ! IR 2 by letting f j (x; y; t) = (0; j'(jx)), and let f(x; y; t) 0. Then f and the f j are timevarying vector elds on IR 2 . Given any initial condition ( x; y; t), the solution j; x; y; t : IR ! IR 2 of the initial value problem _ (t) = f j ( (t); t), ( t) = ( x; y) is given by j; x; y; t (t) = ( x; y + j(t ? t)'(j x)). For each x, the number '(j x) is equal to zero for su ciently large j. So for each initial condition ( x; y; t) the curve t ! j; x; y; t (t) converges uniformly, as j ! 1, to the constant curve 1; x; y; t ( x; y), and 1; x; y; t is precisely the solution of the limiting initial value problem _ = f( ; t), ( t) = ( x; y). On the other hand, if we consider a jdependent initial condition ( x j ; y j ; t j ) given by x j = 1 j , y j = 0, t j = 0, and let t j = 1 j , then j; x j ; y j ; t j (t j ) = ( 1 j ; '(1)), which does not converge to 1;0;0;0 (0), even though ( x j ; y j ; t j ) ! (0; 0; 0) and t j ! 0. So the curves j; x j ; y j ; t j do not converge uniformly to 1;0;0;0 (0) on the compact interval 0; 1]. (Alternatively, we could have taken t j = ? 1 j , and then j; x j ; y j ; t j (0) = ( 1 j ; '(1)), so j; x j ; y j ; t j does not even converge pointwise to 1;0;0;0 .)
