Abstract. 
Introduction
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SPECT imaging is widely used to provide 3D images of the spatial distribution of 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t the use of GPU [4, 5] . Here, we focus on the second step that involves the simulation including the complete detector head with collimator, crystal and digitization process.
44
The model takes as input the direction angles and the energy of an incoming photon and 45 determines the probability of this photon to be detected in each defined energy window.
46
This first step needs to be performed only once per type of SPECT head, radionuclide 47 and defined energy windows. Once the lookup tables are computed, they can be used 48 for every simulation having the same conditions (same collimator/detector, radionuclide 49 energy windows), independently of the source distribution and the medium, phantom or 50 patient. The ARF method assumes that a photon which interacts with the collimator 51 will be detected at its geometric intersection point on the detector plane, taking into 52 account the spatial uncertainty. This approximation has been shown to be sufficient [6] 53 and will not be further studied. Furthermore, detector dead-time is neglected in this 54 work.
55
The ARF approach has been shown to be efficient and to provide variance reduction 56 that speeds up the simulation [7] . The exact speedup factor depends on several factors
57
(radionuclide, energy windows etc.), but has been estimated between 20 and 100 [7] .
58
Those speedup factors, however, have been evaluated by taking into account also the 59 time spent to track of the photons inside the CT image. To our knowledge, the intrinsic 60 efficiency of the ARF method, which depends on the number of counts and the energy,
61
has not explicitly been evaluated.
62
One limitation of the ARF method is that computing the tabulated functions is a 63 lengthy process: about 10 9 to 10 11 emitted primary photons are required to obtain a 64 good statistical uncertainty for a given energy window [7, 5] 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t
Method
75
We investigated the feasibility of using a Neural Network (NN) trained with data 76 obtained from simulations to replace ARF tables. We will refer to the ARF using 77 NN instead of tables as ARF-nn, while the original tabulated ARF model will be called 78 ARF-histo. Once trained, the ARF-nn is used like the ARF-histo in order to provide 79 the probability that a given photon with given incident angles and energy are counted 80 in an energy window. The first step is to train the NN, and the second step is to use 
Building the training dataset
84
The training dataset was generated from a Monte-Carlo simulation. The geometry was 85 composed of a complete SPECT head description with collimator, crystal and digitizer 86 chain.
87
Source The photon source was defined as a plane in front of the collimator which 88 covered the whole detection head. The photon energy was drawn from an uniform 89 distribution with maximum energy the largest energy of the considered radionuclide.
90
The directions of the emitted particle were sampled from an isotropic uniform 91 distribution. Low energy photons with large angle directions are almost always absorbed 92 by the collimator. Therefore, the angular distribution may be limited to a range for 93 which the detection probability was not zero. For high energy photons which have a 94 non negligible probability to penetrate septa, such as 131 I, the full angular distribution 95 was taken into account.
96
Detection To build the training dataset, the simulation records four values for each 97 photon reaching the detector: the incident angles θ and φ, the incident energy E, and 98 the label of the energy window in which the photon was detected. Here, the 3D input space X is spanned by the two angles θ and φ, and the energy E.
122
The input fed to the NN is an N × 3 matrix X containing N vectors x = (θ, φ, E) ∈ X ,
123
one for each photon. The goal of the NN is to predict the output vector y, being the 124 probability of the input photon to be detected in one energy window. In the so-called 
131
The NN architecture was the following. We used H = 400 neurons in each of 3 132 hidden linear fully connected layers. The activation function was the Rectified Linear
133
Unit (ReLu) r(x) = max(0, x). Each layer l has a matrix of weights w l and computes 134 r(w l x). Combined together, the network becomes h(x) = r(w 3 (r(w 2 (r(w 1 x))))) = y.
135
Because the layers are fully connected, the NN has 3 H + H The optimization was performed using Adam optimizer which is a first-order 145 gradient-based optimization based on adaptive estimates of lower-order moments [10] . 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 with i the index of the energy window.
169
The time gain of the method compared to Monte-Carlo is that 1) the simulation 170 required to generate the image is expected to be faster than a full simulation including 171 tracking in the detector head, and 2) the ARF model (histograms or NN) gives the 172 probability in all energy windows thus contributing to variance reduction. 
178
When the flag test_mode is set, the actor stores the parameters u, v, θ, φ, E that will be 179 used by the ARF model (with u and v the coordinates of photons in the ARF plane).
180
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Simulation tests and validation
186
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We computed the efficiency of the ARF variance reduction technique. Photon is averaged over all pixels in P 5% . Here also, we verified that this history by history 253 method led to a similar uncertainty estimation as with the conventional batch method.
254
To our knowledge, the efficiency of the ARF method was never explicitly quantified. for the entire image is calculated by averaging over all voxels in P 5% . The speedup of 258 one method compared to another was computed as the pixelwise ratio of efficiencies ε k .
259
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305 Table 3 summarizes the simulation times with and without tracking in the detector.
306
The second phase of ARF image generation that uses ARF tables to create the image 307 took about 100 seconds for ARF-nn and 200 seconds for ARF-histo for 10 8 primaries. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Method N Uncertainty Speedup  Test1 reference  2e10  <3%  1  Test1 ARF-histo 1e7  8-10%  55-198  Test1 ARF-nn  1e7  8-10%  62-264  Test2 reference  4e10  4-6%  1  Test2 ARF-histo 4e7 4-6% 1400-3100 (low) / 100-300 (high) Test2 ARF-nn 4e7 4-6% 1400-3400 (low) / 100-300 (high) Test3 reference 2e9 9-13%  1  Test3 ARF-histo 1e8  8-10%  17-50  Test3 ARF-nn  1e8  8-10%  18-49  Test4 reference  1e10  7-10%  1  Test4 ARF-histo 4e7  5-9%  90-400  Test4 ARF-nn  4e7  5-9%  89-390   Table 2 . Range of obtained speedups in the energy windows between analog and ARF methods for the three test cases. The number of particules used and the mean statistical uncertainty (eq. 2) is also depicted. For Test2, we indicate speedup (ratio of ε, eq. 4) in high count regions (more than 1000) and low count regions (around 200).
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336
The efficiency of the ARF methods was evaluated per pixel, for three different test for ARF-nn and ARF-histo. We showed that the ARF methods are more efficient for 339 low count areas (speedup of 1000-3000) than for high count areas (speedup of 20-300).
340
The mean efficiency depends on the configuration of the simulation and could not be (even in image areas with a low number of counts as illustrated figure 9).
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