This paper investigates the semigroup of incline Hall matrices. An incline Hall matrix means an incline matrix which is greater than or equal to an incline invertible matrix. It is proved that any incline Hall matrix has index. Some necessary and sufficient conditions for an incline Hall matrix to be regular in the semigroup of incline Hall matrices are given and Green's relations on the such semigroup are described. Also the sandwich semigroup of incline Hall matrices is considered. The main results in the present paper generalize some previous results on Boolean matrices, fuzzy matrices and lattice matrices.
Introduction
The notion of inclines and their applications were described in Cao et al. [1] comprehensively. Recently, Kim and Roush [11] also made a survey of the results obtained in the literature [1] and some applications. Inclines are the additively idempotent semirings in which the products are less than or equal to either factor. Thus inclines generalize Boolean algebra, fuzzy algebra and distributive lattice. And Boolean matrices, fuzzy matrices and lattice matrices (matrices over distributive lattices) are the prototypical examples of incline matrices (matrices over inclines).
Kim [9] described the structural and combinatorial properties of the semigroup of Hall relations in terms of Green's relations. Cho [2] studied the regular matrices in the semigroup of Boolean Hall matrices. Cho [3] considered fuzzy Hall matrices (fuzzy matrices of permanent 1). And Tan [12] discussed Hall matrices over a complete and completely distributive lattice, thus generalizing the corresponding previous results. Meanwhile, Han and Li [5] gave a necessary and sufficient condition for an incline matrix to have index and established some sufficient conditions for an incline matrix to converge in finite steps. Han and Li [6] studied some necessary and sufficient conditions for an incline matrix to be invertible and presented Cramer's rule over inclines.
The aim of this paper is to extend the results of the Refs. [2, 3, 9, 12] to the setting of incline matrices. We prove that any incline Hall matrix has index and give some necessary and sufficient conditions for an incline Hall matrix to be regular in the semigroup of incline Hall matrices. Also we describe Green's relations on the such semigroup and consider the sandwich semigroup of incline Hall matrices. The main results in the present paper are the generalizations of the previous results in the references.
Preliminaries and some lemmas
In this section, we give some definitions and prove the fundamental lemmas which will be used in the next sections. Definition 2.1 [1] . A nonempty set L with two binary operations + and · is called an incline if it satisfies the following conditions:
In an incline L, define a relation by x y ⇔ x + y = y. Obviously, xy x for all x, y ∈ L.
The Boolean algebra ({0, 1}, ∨, ∧) is an incline. The fuzzy algebra ([0, 1], ∨, T ) is also an incline, where T is a t-norm. And distributive lattices are a kind of inclines. (1) (L, +) is a complete semilattice, (2) x α∈ y α = α∈ xy α for any
where is arbitrary nonempty set of subscripts. For any positive integer n, n always stands for the set {1, 2, . . . , n} and [n] denotes the least common multiple of the integers 1, 2, . . . , n.
Throughout this paper, L always denotes any given incline with the additive identity 0 and the multiplicative identity 1. It follows that 0 is the least element and 1 is the greatest element in L.
Denote by M n (L) the set of all n × n matrices over L.
Denote by I n the n × n identity matrix over L, i.e., I n = (δ ij ) ∈ M n (L) and
For the sake of convenience, I n is sometimes written as I.
The set M n (L) forms a partially ordered monoid with respect to the matrix multiplication.
Definition 2.4 [1] . A matrix P ∈ M n (L) is called a permutation matrix if only one entry of its every row and every column is 1 and the other entries are 0.
Denote by P n (L) the set of all n × n permutation matrices over L. It is obvious that P n (L) forms a subgroup of G n (L) and P n (L) ∼ = S n , where S n is the symmetric group of degree n.
A matrix A ∈ M n (L) is said to be reflexive if A I [5] . Thus incline Hall matrices are a generalization of incline reflexive matrices.
Denote by H n (L) the set of all n × n Hall matrices over L. Then it is evident that H n (L) is a subsemigroup of M n (L) and
From the proof of Theorem 5.3 in Han and Li [6] , we can see that
3 .
Hence we have that
Then L is not a distributive lattice. Now let T 0 be the binary operation on L defined by
. And (L, ∨, T 0 ) forms an integral incline. By Theorem 5.2 in Han and Li [6] , for any n 2,
Lemma 2.1 [6] . If A ∈ M n (L), then the following statements are equivalent each other:
Proof. By Lemma 2.1, B k = C l = I for some positive integers k and l.
This completes the proof.
Definition 2.6 [6] .
where S n is the symmetric group of degree n. Lemma 2.4 [6] .
Lemma 2.5 [6] . If C ∈ G n (L), then the following hold: 
Lemma 2.7. If A ∈ M n (L) is a reflexive matrix, then the following hold:
On the other hand, if k j = i, then the permutation Assume that all subscripts in c have been made distinct by repeated deletions. For all z ∈ n different from the subscripts in C, we can insert the factors a zz (= 1) without changing the value of c, thus yielding a term of per(A(j |i)). Hence a (n−1) ij (1) and Lemma 2.6. Hence adj(A) is idempotent.
Now we show that
(3) By (1) and Lemma 2.6, Aadj(A) = AA n−1 = A n = A n−1 = adj(A). Similarly, adj(A)A = adj(A). This completes the proof.
Proof. We first verify that adj(P
. Then for any subscripts i, j ∈ n, we have that
where B(j, i) is the set of all bijective mappings of n \ {j } to n \ {i}. Upon expanding, this expression can be written as follows:
where m(j ) is the set of all mappings of n \ {j } to n. Suppose that τ (u) = τ (v) for some distinct u and v. Since P is invertible, r / =j p rτ (r) = 0 by (2) of Lemma 2.1. Thus
where B(j ) is the set of all injective mappings of n \ {j } to n. Furthermore, we have that
by (2) of Lemma 2.5. On the other hand, c ij = k∈n per(A(k|i))p jk for all i, j ∈ n. Hence adj(P A) = adj(A)P T . Similarly, we prove that adj(AQ) = Q T adj(A). Therefore, adj(P AQ) = adj(AQ)P T = Q T adj(A)P T .
Definition 2.8 [7] . Let A ∈ M n (L 
Proof. If C ∈ S A , then there is a positive integer k such that C k = I by Lemma 2.1. Hence C k+1 = C and so C has index 1.
, A p(C)+1
A. By Lemma 2.9, A has index. Furthermore, i(A) 1 + (n − 1)p(C) and p(A)|p(C). This completes the proof.
Definition 2.9. Let A, B ∈ M n (L).
A is said to be equivalent to B if B = P AQ for some P , Q ∈ G n (L). In particular, if B = P AP T for some P ∈ G n (L), then A is said to be similar to B.
Lemma 2.10. If A ∈ H n (L), then A is equivalent to a reflexive matrix in H n (L).
Proof. Suppose that A P for some P ∈ G n (L). By (4) of Lemma 2.1, there is a positive integer l such that l 2 and P l = I . Thus AP l−1 P l = I and P l−1 ∈ G n (L). Hence A is equivalent to a reflexive matrix AP l−1 .
Regular matrices in H n (L)
In this section, we give criteria for an incline Hall matrix to be regular in the semigroup of incline Hall matrices in terms of idempotent matrices and adjoint matrices. Definition 3.1. Let S be a semigroup. An element a ∈ S is said to be regular in S if aga = a for some g ∈ S. In this case, g is called a generalized inverse of a.
If a ∈ S is regular in S, then there is an element g ∈ S such that ag a = a and g ag = g . In fact, we can take the element gag as an example of g . Such an element g is called a semiinverse of a.
Lemma 3.1. If A, G ∈ H n (L) and AGA = A, then AP A = A and P
. Therefore, I ∈ P · S A and P Q = I for some Q ∈ S A . By Lemma 2.1, P T = P −1 = Q ∈ S A . This completes the proof.
Definition 3.2. A matrix
A ∈ M n (L) is said to be idempotent if A 2 = A.
Theorem 3.1. If A ∈ H n (L), then the following statements are equivalent: (1) A is regular in H n (L); (2) A is equivalent to an idempotent matrix in M n (L).
Proof. (1) ⇒ (2) Let G ∈ H n (L) be a generalized inverse of A. Then AGA = A and so AP A = A for all P ∈ S G by Lemma 3.1. Hence P AP A = P A and P AI = P A is an idempotent matrix. Thus A is equivalent to an idempotent matrix.
(2) ⇒ (1) Suppose that (P AQ) 2 = P AQ for some P , Q ∈ G n (L). Since P and Q are invertible, we obtain that
Lemma 3.2. If A ∈ H n (L), then the followings hold: (1) if A is transitive, then it is reflexive and adj(A) = A, (2) adj(A) ∈ H n (L) and it is regular in H n (L).

Proof. (1) If
A is transitive, then for any P 1 , P 2 ∈ S A , P 1 P 2 AA A and P 1 P 2 ∈ G n (L). Hence P 1 P 2 ∈ S A , and so S A is a subsemigroup of G n (L). By Lemma 2.2, S A is a subgroup of G n (L) and I ∈ S A . Thus A is reflexive and so A A 2 by Lemma 2.6. Hence A = A 2 and adj(A) = A n−1 = A by Lemma 2.7.
(2) Let P ∈ S A . Since I = P T P P T A by Lemma 2.1, P T A is reflexive and so adj(P T A) is idempotent by (2) of Lemma 2.7. By Lemma 2.8, adj(P T A) = adj(A)P . Hence adj(A) is equivalent to an idempotent matrix adj(P T A). On the other hand, adj(P T A) adj(I ) = I . Hence adj(A) = adj(P T A)P T P T , and so adj(A) ∈ H n (L). Therefore, adj(A) is regular in H n (L) by Theorem 3.1.
From the proof of (1) in Lemma 3.2, we obtain the following.
Corollary 3.1. A ∈ H n (L) is transitive if and only if it is idempotent.
Theorem 3.2. If
Hence by Lemmas 2.1 and 2.8,
On the other hand, by (2) of Lemma 2.5, adj(A) adj(C) = C T for any C ∈ S A .
Hence adj(A) ∈ H n (L) and so adj(A) is a semiinverse of A in H n (L).
Theorem 3.3. If A ∈ H n (L), then the following statements are equivalent:
Hence A = P T DQ T and by Lemma 2.8, we have that
Since L is a complete semilattice-ordered incline, we can define the sum
Since A(GAG)A = (AGA)GA = AGA = A, we obtain GAG G. Hence G GAG GP Q for each P ∈ S A and Q ∈ S G . But P Q ∈ G n (L) and so G = GP Q = GAG by Lemma 2.3. Therefore, G is also the greatest semiinverse of A in H n (L). A in H n (L) . Since H G, for any P ∈ S H and Q ∈ S A , we have that G = GAG H AH P AP = P AGAP (P Q)G(QP ).
Now consider any semiinverse H of
This shows that A has the unique semiinverse in H n (L). Therefore, the conclusion follows from Theorem 3.2.
Theorems 3.1, 3.2 and 3.4 generalize Theorem 2.3 in Cho [2] , Theorem 2.2 in Cho [3] and Theorem 3.4 in Tan [12] . Theorems 3.2-3.4 generalize and develop Theorem 3.3 in Cho [2] , Theorem 2.5 in Cho [3] and Theorem 3.6 in Tan [12] .
Green's relations on H n (L)
In this section, we characterize Green's relations on the semigroup of incline Hall matrices.
Let S be an arbitrary monoid. We write that [4] .
From the definition of Green's relations, we have the following. 
Theorem 4.1. Let A, B ∈ H n (L). Then the following hold:
( (1), (2) and
1) ALB if and only if
A = P B for some P ∈ G n (L),(2)
ARB if and only if
Theorem 2 in Kim [9] and Theorem 4.2 in Tan [12] are consequences of Theorem 4.1.
Theorem 4.2. Let A, B ∈ H n (L). Then the following hold:
(1) AHB if and only if P B = A = BQ for some P , Q ∈ G n (L), (2) AJB if and only if ADB.
Proof.
(1) It follows from (1) and (2) 
Sandwich semigroups of incline Hall matrices
In this section, as an application of the preceding sections, we study the sandwich semigroups of incline Hall matrices.
It is evident that H n (A) forms a partially ordered semigroup. 
Thus f is an isomorphism in viewpoint of partially ordered semigroups.
(2) By Lemma 2.8, we have that f (adj(A)) = Q T adj(A)P T = adj(P AQ) = adj(B). This completes the proof.
Proof. By Lemma 2.10 and Theorem 5.1, it suffices to consider the case that A is a reflexive matrix in H n (L). By (3) and (2) 
Conclusions
The present paper studied the semigroup of Hall matrices over an commutative incline.
From the proofs in this paper, we easily see that Theorems 2.1, 3.1, 4.1, 4.2 and (1) of Theorem 5.1 can be further generalized to the setting of noncommutative inclines.
