Images can be coded accurately using a sparse set of vectors from a learned overcomplete dictionary, with potential applications in image compression and feature selection for pattern recognition. We present a survey of algorithms that perform dictionary learning and sparse coding and make three contributions. First, we compare our overcomplete dictionary learning algorithm (FOCUSS-CNDL) with overcomplete independent component analysis (ICA). Second, noting that once a dictionary has been learned in a given domain the problem becomes one of choosing the vectors to form an accurate, sparse representation, we compare a recently developed algorithm (sparse Bayesian learning with adjustable variance Gaussians, SBL-AVG) to well known methods of subset selection: matching pursuit and FOCUSS. Third, noting that in some cases it may be necessary to find a non-negative sparse coding, we present a modified version of the FOCUSS algorithm that can find such nonnegative codings. Efficient parallel implementations in VLSI could make these algorithms more practical for many applications.
Introduction
Most modern lossy image and video compression standards have as a basic component the transformation of small patches of the image. The discrete cosine transform (DCT) is the most popular, and is used in the JPEG and MPEG compression standards [1] . The DCT uses a fixed set of basis vectors (discrete cosines of varying spatial frequencies) to represent each image patch, which is typically 8x8 pixels. In recent years, many algorithms have been developed that learn a transform basis adapted to the statistics of the input signals. Two widely used basis-learning algorithms are principal component analysis (PCA), which finds an orthogonal basis using second-order statistics [2] , and independent component analysis (ICA) which finds a non-orthogonal representation using higher order statistics [3, 4] . The set of bases used by PCA and ICA are complete or undercomplete, i.e. the matrix defining the transformation [18, 19] only the complete case was considered. Here, in Section 2.1, we present an algorithm that can learn non-negative sources from an overcomplete dictionary, which leads naturally to a learning method that adapts the dictionary for such sources.
Sparse Coding and Vector Selection
The problem of sparse coding is that of representing some data y ∈ R m (e.g. a patch of an image) using a small number of non-zero components in a source vector x ∈ R n under the linear generative model y = Ax + ν ,
where the full-row rank dictionary A ∈ R m×n may be overcomplete (n > m), and the additive noise ν is assumed to be Gaussian, p ν = N (0, σ 2 ν ). By assuming a prior p X (x) on the sources, we can formulate the problem in a Bayesian framework and find the maximum a posteriori solution for x, x = argmax 
By making an appropriate choice for the prior p X (x), we can find solutions with high sparsity (i.e. few non-zero components). We define sparsity as the number of elements of x that are zero, and the related quantity diversity as the number of non-zero elements, so that diversity = (n − sparsity). Assuming the prior of the sources x is a generalized exponential distribution of the form, p X (x) = ce −λ dp(x) ,
where the parameter λ and function d p (x) determine the shape of distribution and c is a normalizing constant to ensure p X (x) is a density function. A common choice for the prior on x is for the function d p (x) to be the p-norm-like measure,
where x i are the elements of the vector x. (Note that for p < 1,
1 p is not a norm.) When p = 0, d p (x) is a count of the number of non-zero elements of x (diversity), and so d p (x) is referred to as a diversity measure [5] .
With these choices for d p (x) and p ν , we find that,
The parameter λ can be seen as a regularizer that adjusts the tradeoff between sparse solutions (high λ) and accurate reconstruction (low λ). In the limit that p → 0 we obtain an optimization problem that directly minimizes the reconstruction error and the diversity of x. When p = 1 the problem no longer directly minimizes diversity, but the right-hand-side of (5) has the desirable property of being globally convex and so has no local minima. The p = 1 cost function is used in basis pursuit [20] , where the resulting linear programming problem is usually solved with an interior point method. Some recent theoretical results have determined conditions under which the p = 1 (basis pursuit) solution finds the true (p = 0) sparsest solution [21] . However, an evaluation of these bounds has shown that the conditions are restrictive, and that in fact the global optima associated with p = 1 only finds the sparsest solution when that sparsity is very high [22] . These results and related experiments show that in practice the p = 1 cost function does not always correspond with the sparsest solution, and that p < 1 often provides a more desirable cost function [23] .
FOCUSS and Non-negative FOCUSS
For a given, known dictionary A, the focal underdetermined system solver (FOCUSS) was developed to solve (5) for p ≤ 1 [24, 10] . The FOCUSS algorithm was first applied to the problem of magnetoencephalography (MEG), where spatially localized signals in the brain mix with each other before reaching the sensors, leading to the related problems of localizing the sources and removing undesired artifacts [24, 25] .
FOCUSS is an iterative re-weighted factored-gradient approach, and has consistently shown better performance than greedy vector-selection algorithms such as basis pursuit and matching pursuit, although at a cost of increased computation [10] . Previous versions of FOCUSS have assumed that x is unrestricted on R n . In some cases however, we may require that the sources be non-negative, x i ≥ 0. This amounts to a change of prior on x from symmetric to one-sided, but this results in nearly the same optimization problem as (5) . To create a non-negative FOCUSS algorithm, we need to ensure that the x i are initialized to non-negative values, and that each iteration keeps the sources in the feasible region. To do so, proposing a one-sided (asymmetrical) diversity measure d p (x), the non-negative FOCUSS algorithm can be derived,
where λ is a heuristically-adapted regularization term, limited by λ max which controls the tradeoff between sparsity and reconstruction error (higher values of λ lead to more sparse solutions, at the cost of increased error). We denote this algorithm FOCUSS+, to distinguish from the FOCUSS algorithm [5] which omits the last line of (6) . The estimate of x is refined over iterations of (6) and usually 10 to 50 iterations are needed for convergence (defined as the change in x being smaller than some threshold from one iteration to the next). That the form of the nonnegative FOCUSS+ is closely related to FOCUSS is a fortunate property of the prior structure used here, and it is not the case in general that the nonnegative version of a sparse coding algorithm will be of similar form to the unrestricted version. The SBL-AVG algorithm of the next section is an example of a sparse coding algorithm that cannot easily be used for nonnegative coding.
Sparse Bayesian Learning with Adjustable-Variance Gaussian Priors (SBL-AVG)
Recently, a new class of Bayesian model characterized by Gaussian prior sources with adjustable variances has been developed [11] . These models use the linear generating model (1) for the data y but instead of using a non-Gaussian sparsity inducing prior on the sources x (as FOCUSS does), they use a flexibly-parameterized Gaussian prior,
where the variance hyperparameter γ i can be adjusted for each component x i . When γ i approaches zero, the density of x i becomes sharply peaked making it very likely that the source will be zero, increasing the sparsity of the code. The algorithm for estimating the sources has been termed sparse Bayesian learning (SBL), but we find this term to be too general, as other algorithms (including the earlier FOCUSS algorithm) also estimate sparse components in a Bayesian framework. We use the term SBL-AVG (adjustable-variance gaussian) to be more specific.
To insure that the prior probability p(x|γ) is sparsity-inducing, an appropriate prior on the hyperparameter γ must be chosen. In general, the Gamma(γ −1 i |a, b) distribution can be used for the prior of γ i , and in particular with a = b = 0, the prior on γ i becomes uniform. As shown in Section 3.2 of [26] , this leads to p(x i ) having a Student's t-distribution which qualitatively resembles the p -norm-like distributions (with 0 < p < 1) used to enforce sparsity in FOCUSS and other algorithms.
SBL-AVG has been used successfully for pattern recognition, with performance comparable to support vector machines (SVMs) [11, 26] . In these applications the known dictionary A is a kernel matrix created from the training examples in the pattern recognition problem just as with SVMs. The performance of SBL-AVG was similar to SVM in terms of error rates, while using far fewer support vectors (non-zero x i ) resulting in simpler models. Theoretical properties of SBL-AVG for subset selection have been elucidated in [23] , and simulations on synthetic data show superior performance over FOCUSS and other basis selection methods. To our knowledge, results have not been previously reported for SBL-AVG on image coding.
The posterior density of x is a multivariate Gaussian,
which has mean and covariance,
where the matrix Γ contains the hyperparameters γ i , i.e. Γ = diag(γ). To implement the SBL-AVG algorithm for finding x, we perform iterations of the update,
Iterative updates for the parameter σ 2 are given by,
The iterations for the variance σ 2 and hyperparameters γ i were derived in [23] using the expectation maximization (EM) algorithm and are assumed to be updated in parallel at each iteration. As the iterations proceed, some values of γ i will be driven to 0, which leads to those components x i → 0, increasing the sparsity of the solution. For compression and coding applications, it is desirable to have a parameter that controls compression, and for SBL-AVG we use a constant σ 2 (instead of the update for σ 2 in eq. 11). Higher values of σ 2 admit more error in the reconstruction, and so result in higher compression. Interestingly, the updates (10) are quite similar in form and computational complexity to the FOCUSS iterations (6) even though they are derived with different Bayesian priors, with the main difference being the update of the weighting matrices (Π −1 ( x) for FOCUSS and Γ for SBL-AVG). Software called "SparseBayes"
that implements SBL-AVG can be found at http://www.research.microsoft.com/mlp/RVM/ default.htm, which was used in the experiments below. Note that the algorithm in (10) is functionally equivalent to those presented in [11, 26] and that we have rewritten it to be consistent with our notation and emphasize the computational similarity to FOCUSS. However, creating a non-negative version of SBL-AVG proves much more difficult than for FOCUSS because of the need to integrate a Gaussian distribution with non-diagonal covariance over the positive orthant [27] . Naively adding a non-negative constraint to SBL-AVG (such as in the last line of eq. 6) does not result in a working algorithm.
Modified Matching Pursuit (MMP): Greedy vector selection
Many variations on the idea of matching pursuit, or greedy subset selection, have been developed [28, 29] . Here, we use modified matching pursuit (MMP) [12] which selects each vector (in series) to minimize the residual representation error. The simpler matching pursuit (MP) algorithm is more computationally efficient, but provides less accurate reconstruction. For the case of non-negative sources, matching pursuit can be suitably adapted, and we call this algorithm MP+.
In MMP, the maximum number of vectors to select, r, is prespecified. At each iteration t = 1 . . . r, a vector is added to the set of selected vectors
where a l are the columns of A and b t−1 is the residual at iteration t − 1. The selected vector at iteration t is denoted a kt . For the first iteration, we set b 0 = y (the signal to be represented). The residual is updated using,
where q t is found by iteratively constructing an a (t) kt as follows,
The operation in (13) is a projection of the residual b t onto the range space of the orthogonal complement of all the selected vectors. The simpler MP algorithm replaces the step (13) with a projection of the residual onto the orthogonal complement of the only the selected vector a kt . The MP algorithm is more computationally efficient but provides less accurate reconstruction. More details and comparisons can be found in [12, 29] . The algorithm can be stopped when either r vectors have been chosen or when the residual is small enough, b t ≤ , where is a constant threshold that defines the maximum acceptable residual error. To find the coefficients of the selected vectors, a new matrix is created with the selected columns, A s = [a k1 . . . a kr ]. The coefficient values corresponding to each vector are found using the pseudoinverse of A s ,
To form the estimate x, the elements of x s are placed into the selected columns k i .
Dictionary Learning Algorithms
In the previous section we discussed algorithms that accurately and sparsely represent a signal using a known, predefined dictionary A. Intuitively, we would expect that if A were adapted to the statistics of a particular problem that better and sparser representations could be found. This is the motivation that led to the development of the FOCUSS-CNDL dictionary learning algorithm. Dictionary learning is closely related to the problem of ICA which usually deals with a complete A but can be extended to an overcomplete A [6] .
In this section we discuss the FOCUSS-CNDL [13] and overcomplete ICA algorithm of Lewicki and Sejnowski [6] . We briefly mention other overcomplete dictionary learning algorithms: Engan et al. [7, 30] developed the method of optimal directions (MOD) and applied it in an image compression system; Girolami [31] developed a variational approach similar to that of SBL-AVG; Palmer and Kreutz-Delgado [32] used the Bayesian maximum a posteriori (MAP) framework and a new notion of relative convexity to ensure sparse solutions; and Aharon et al. [33] developed an algorithm based on the singular value decomposition (K-SVD).
FOCUSS-CNDL
The FOCUSS-CNDL algorithm solves the problem (1) when both the sources x and the dictionary A are assumed to be unknown random variables [5] . The algorithm contains two major parts, a sparse vector selection step and a dictionary learning step which are derived in a jointly Bayesian framework. The sparse vector selection is done by FOCUSS (or FOCUSS+ if nonnegative x i are needed), and the dictionary learning A-update step uses gradient descent.
With a set of training data Y = (y 1 , . . . , y N ) we find the maximum a posteriori estimates A and X = (
where d p (x) = x k p p is the diversity measure (4) that measures (or approximates) the number of non-zero elements of a source vector x k (see Section 2).
The optimization problem (16) attempts to minimize the squared error of the reconstruction of y k while minimizing d p and hence the number of non-zero elements in x k . The problem formulation is similar to ICA in that both model the input Y as being linearly generated by unknowns A and X, but ICA attempts to learn a new matrix W which linearly produces estimates x k (by W y k = x k ) where the components x i,k are as statistically independent as possible. ICA in general does not result in as sparse solutions as FOCUSS-CNDL which specifically uses the sparsity-inducing non-linear iterative FOCUSS algorithm to find x k .
We now summarize the FOCUSS-CNDL algorithm which was fully derived in [5] . For each of the N data vectors y k in Y , we can update the sparse source vector x k using one iteration of the FOCUSS or FOCUSS+ algorithm (6). After updating x k for a certain number of the data vectors (the blocksize N B ) the dictionary A is re-estimated,
where η is the learning rate parameter. 
Overcomplete Independent Component Analysis (ICA)
Another method for learning an overcomplete dictionary based on ICA was developed by Lewicki and Sejnowski [14, 6] . In the overcomplete case, the sources must be estimated as opposed to in standard ICA (which assumes a complete dictionary A), where the sources are found by multiplying by a learned matrix W , yielding the estimates x = W y. In [14] the sources are estimated using a modified conjugate gradient optimization of a cost function closely related to (5) that uses the 1-norm (derived using a Laplacian prior on x). The dictionary is updated by gradient ascent on the likelihood using a Gaussian approximation ( [14] , eq. 20). Lewicki and Sejnowski treat the dictionary as a deterministic unknown and note that the classical maximum likelihood estimate of A is determined from maximizing the marginalized likelihood function,
where X = (x 1 , . . . , x N ) and Y = (y 1 , . . . , y N ), and x k and y k , k = 1, . . . , N, are related via equation (1) . Unfortunately, for supergaussian sparsity-inducing priors, such as the p-norm-like density shown in equations (3) and (4), this integration is generally intractable. To circumvent this problem Lewicki and Sejnowski approximate this integral by taking a Gaussian approximation to the prior evaluated at the MAP estimate of the source vectors X obtained from a current estimate of A. This is specifically done for the Laplacian p = 1 prior by solving the 1 (i.e., p = 1 basis pursuit) optimization problem using a conjugate gradient 1 optimization algorithm (see Section 3 of [14] ). After performing the marginalization integration, a dictionary update which "hill climbs" the resulting approximate likelihood functionp( X|A) is given by,
A ←Â − η δA ,
and · N denotes an N -sample average. The update rule (19) is valid for p = 1 as long as no single component 
where,
with,
Matlab software for overcomplete ICA can be found at http://www-2.cs.cmu.edu/ ∼ lewicki/.
Measuring performance
To compare the performance of image coding algorithms we need to measure two quantities: distortion and compression. As a measure of distortion we use a normalized root-mean-squareerror (RMSE) calculated over all N patches in the image,
where σ is the empirical estimate of the variance of the elements y i (for all the y k , assuming i.i.d.), N is the number of image patches in the data set, and m is the size of each vector y k . Note that this is calculated over the image patches, leading to a slightly different calculation than the mean-square error over the entire image.
To measure how much a given transform algorithm compresses an image, we need a coding algorithm that maps which coefficients were used and their amplitudes into an efficient binary code. The design of such encoders is generally a complex undertaking, and is outside the scope of our work here. However, information theory states that we can estimate a lower bound on the coding efficiency if we know the entropy of the input signal. Following the method of Lewicki and Sejnowski (cf. [6] eq. 13) we estimate the entropy of the coding using histograms of the quantized coefficients. Each coefficient in x k is quantized to 8 bits (or 256 histogram bins). The number of coefficients in each bin is c i . The limit on the number of bits needed to encode each input vector is,
where f i is the estimated probability distribution at each bin. We use f i = c i /(N n), while in [6] a Laplacian kernel is used to estimate the density. The entropy estimate in bits/pixel is given by, entropy = bits lim m , (27) where m is the size of each image patch (the vector y k ). It is important to note that this estimate of entropy takes into account the extra bits needed to encode an overcomplete (n > m) dictionary, i.e. we are considering the bits used to encode each image pixel, not each coefficient.
Experiments
Previous work has shown that learned complete bases can provide more efficient image coding (fewer bits/pixel at the same error rate) when compared with unadapted bases such as Gabor, Fourier, Haar and Daubechies wavelets [14] . In our earlier work [5] we showed that overcomplete dictionaries A can give more efficient codes than complete bases. Here, our goal is to compare methods for learning overcomplete A (FOCUSS-CNDL and overcomplete ICA), and methods for coding images once A has been learned, including the case where the sources must be nonnegative.
Comparison of dictionary learning methods
To provide a comparison between FOCUSS-CNDL and overcomplete ICA [6] , both algorithms were used to train a 64×128 dictionary A on a set of 8×8 pixel patches drawn from images of manmade objects. For FOCUSS-CNDL, training of A proceeded as described in [5] overcomplete ICA for image coding was performed as described in [14] . Both overcomplete ICA and FOCUSS-CNDL have many tunable parameters, and it is generally not possible to find the optimal values in the large parameter space. However, both algorithms have been tested extensively on image coding tasks. The parameters of overcomplete ICA used here were those in the implementation found at http://www-2.cs.cmu.edu/ ∼ lewicki/, which was shown by [14] to provide improved coding efficiency over non-learned bases (such as DCT and wavelet) as well as other learned bases (PCA and complete ICA). We believe that the parameters used have been sufficiently optimized for the image coding task to provide a reasonably fair comparison.
Once an A was learned with each method, FOCUSS was used to compare image coding performance, with parameters p = 0.5, iterations = 50, and the regularization parameter λ max was adjusted over the range [0.005, 0.5] to achieve different levels of compression (bits/pixel), with higher λ max giving higher compression (lower bits/pixel). A separate test set was composed of 15 images of objects from the COIL database of rotated views of household objects [34] . Figure 1 shows the image coding performance of dictionaries learned using FOCUSS-CNDL and overcomplete ICA. Using the FOCUSS-CNDL dictionary provided better performance, i.e. at a given level of RMSE error images were encoded on average with fewer bits/pixel (bpp). FOCUSS was used to code the test images, which may give an advantage to the FOCUSS-CNDL dictionary as it was able to adapt its dictionary to sources generated with FOCUSS (while overcomplete ICA uses a conjugate gradient method to find sources).
Comparing image coding with MMP, SBL-AVG and FOCUSS
In this experiment we compare the coding performance of the MMP, SBL-AVG and FOCUSS vector selection algorithms using an overcomplete dictionary on a set of man-made images. The dictionary learned with FOCUSS-CNDL from the previous experiment was used, along with the same 15 test images. For FOCUSS, parameters were set as follows: p = 0.5, and compression (bits/pixel) was adjusted with λ max ∈ [0.005, 0.5] as above. For SBL-AVG, we set the number Figure 2 shows examples of an image coded with the FOCUSS and SBL-AVG algorithms. Images of size 64x64 pixels were coded at high and low compression levels. In both cases, SBL-AVG was more accurate and provided higher compression, e.g. MSE of 0.0021 vs. 0.0026 at entropy 0.54 vs 0.78 bits/pixel for the high compression case. In terms of sparsity, the SBL-AVG case in the bottom right of Figure 2 requires only 154 nonzero coefficients (of 8192, or about 2%) to represent the image. Figure 3 shows the tradeoff between accurate reconstruction (low RMSE) and compression (bits/pixel) as approximated by the entropy estimate (27) . The lower right of the curves represents the higher accuracy/lower compression regime, and in this range the SBL-AVG algorithm performs best, with lower RMSE error at the same level of compression. At the most sparse representation (upper left of the curves) where only 1 or 2 dictionary vectors are used to represent each image patch, the MMP algorithm performed best. This is expected in the case of 1 vector per patch, where the MMP finds the optimal single vector to match the input. Coding times per image on a 1.7 GHz AMD processor (Matlab implementation) are: FOCUSS 15.64 sec, SBL-AVG 17.96 sec, MMP 0.21 sec.
Image coding with non-negative sources
Next, we investigate the performance tradeoff associated with using non-negative sources x. Using the same set of images as in the previous section, we learn a new A ∈ R 64×128 using the non-negative FOCUSS+ algorithm (6) in the FOCUSS-CNDL dictionary learning algorithm (17) . The image gray-scale pixel values are scaled to y i ∈ [0, 1] and the sources are also restricted to x i ≥ 0 but elements of the dictionary are not further restricted and may be negative. Once the dictionary has been learned, the same set of 15 images as above were coded using FOCUSS+. Figure 4 : Image coding using non-negative sources (weights) with a 64x128 overcomplete dictionary learned with FOCUSS-CNDL+. Images were coded with MP+, FOCUSS+, and MMP (which uses negative coefficients, shown for comparison). Figure 4 shows an image coded using MP+, FOCUSS+ and MMP (which uses negative coefficients). Restricting the coding to non-negative sources in MP+ shows relatively small increases in MSE and number of coefficients used, and a decrease in image quality. FOCUSS+ is visually superior and provides higher quality reconstruction (MSE 0.0016 vs. 0.0027) at comparable compression rates (0.77 vs. 0.76 bits/pixel). Figure 5 shows the compression/error tradeoff when using non-negative sources to code the same set of test images as above. As expected, there is a reduction in performance when compared with methods that use positive and negative sources especially at lower compression levels.
Potential for VLSI Implementation
While we have focused on the differences between the sparse coding and dictionary learning algorithms presented above, each may be suited to a particular class of application, which may require the use of dedicated VLSI or DSP hardware to achieve the needed speed and power efficiency. From a VLSI implementation standpoint, all the algorithms share some desirable traits: they rely on easily parallelizable matrix operations, have simple logic flows (mainly repeated iterations), and have low memory requirements. For the sparse coding algorithms, the most time consuming operation is the matrix inversion required at each iterations (for MMP only one matrix inversion is required after the selected columns of A are chosen). Instead of computing the matrix inverse and subsequent matrix multiply in FOCUSS or SBL-AVG, the system of equations can be solved directly with Gaussian elimination [35] . Efficient parallel algorithms and architectures for Gaussian elimination have been developed, such as the divisionfree method of [36] . Progress continues to made in increasing the speed of the other required matrix algebra tasks, such as matrix multiplication [37, 38] . Using the algorithms of [36] and [37] , we can find the number of multiplies and time-order required for each iteration of FOCUSS and SBL-AVG (Table 1) . (See [36, 37] for details on architecture and number of processing elements required.)
For both the FOCUSS-CNDL and overcomplete ICA dictionary learning algorithms, the most time consuming step is the averaging of the sources in (17) and (23), which could be made more efficient with 2-D systolic arrays of processing elements [39] . For calculation of Σ x x , an n × n array of multiply-add processing elements can perform the vector multiply and summation in one time step for each training sample k ∈ 1 . . . N, reducing the time complexity from O(N n 2 )
for a serial implementation to O(N ). In FOCUSS-CNDL, a similar array of m × n elements is needed to find Σ y x .
Conclusion
We have discussed methods for finding sparse representations of images using overcomplete dictionaries, and methods for learning those dictionaries to be adapted to the problem domain. Images can be represented accurately with a very sparse code, with on the order of 2% of the coefficients being nonzero. When the sources are unrestricted, x ∈ R n , the SBL-AVG algorithm provides the best performance, encoding images with fewer bits/pixel at the same error when compared FOCUSS and matching pursuit. When the sources are required to be non-negative, x i ≥ 0, the FOCUSS+ and associated dictionary learning algorithm presented Table 1 : Number of multiples required for certain steps of each iteration of the FOCUSS and SBL-AVG algorithms, given that the systems of equations in the second steps are solved with the Gaussian elimination algorithm of [36] , and the matrix multiplies are performed using the algorithm of [37] . Time-order for these parallel algorithms is given in the right column.
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