Abstract-In this paper, we study the average redundancy incurred by the universal description of strings of positive integers (Z+), the strings being generated independently and identically distributed (i.i.d.) according an unknown distribution p over Z+ in a known collection P. The redundancy of describing a single symbol is a crucial metric here-if description of a single symbol incurs finite redundancy then the class P is weakly compressible. Namely there is a universal measure q over infinite strings of positive integers such that for all p ∈ P, the normalized redundancy of describing length-n strings diminishes to 0 as n → ∞.
I. INTRODUCTION
Describing a sequence with the minimum number of bits is the problem of data compression. If the distribution p underlying the data X is known, then the minimum number of bits needed to describe the data is the entropy of the source, E p log 1 p(X) bits. This yields a natural encoding of a symbol X drawn from p which uses approximately log 1 p(X) bits to describe X with a prefix free code.
However in many applications p is unknown and the only available information is that it belongs to a known collection of distributions, P, e.g. the collection of i.i.d. or Markov distributions. In these cases, a universal q is chosen for the entire class P and is used to encode the symbols of the sequence.
Since q may not be matched exactly to unknown p, the universal description would in general use log 1 q(X) − log 1 p(X) = log p(X) q(X) redundant bits to describe X. The average excess number of bits, E p log p(X) q(X) used beyond the entropy is called the model redundancy. The supremum over the redundancy of all models in a collection P,
is called the collection redundancy or simply redundancy. We will assume the model is unknown, and therefore examine the collection redundancy. Typically, we let X be a sequence of symbols from an alphabet A (where A is either finite or countably infinite) and we sample i.i.d. from p ∈ P (specified more formally later in section II). We refer to the case when X is a sequence with length 1 as the single letter case. When X has length n, we normalize the redundancy with n for comparison, and refer to the redundancy as the per-symbol length-n redundancy.
The connection between single letter redundancy and persymbol redundancy has been studied extensively for the finite alphabet case where, say, the alphabet has size k. Here, the redundancy of P is upper bounded by log k and of describing length-n strings scales as
But what if k is large? Currently there are numerous applications such as text classification, DNA microarray data analysis and natural language processing where alphabet size is comparable or even larger than the sample size. In these large alphabet problems, the finite alphabet bounds do not capture the problem.
In this paper, we consider collection of distributions P over a countable support, say Z + 1 . We denote by P ∞ the collection of measures over infinite length sequences that can be formed by drawing i.i.d. from a distribution in P. Since i.i.d. measures can be completely characterized by their single letter marginals, we will abuse notation a little and use p for both the i.i.d. measure over infinite sequences of symbols and for the single letter distribution.
If a collection P incurs finite redundancy to describe a single symbol, we can call upon Kieffer's seminal work on universal compression in [1] (see also [2] ) to observe that for all p ∈ P ∞ , lim sup
namely that P ∞ is weakly compressible. What we would like to study in this paper is
the asymptotic per-symbol redundancy.
To better understand the importance of the behavior of persymbol redundancy, consider the redundancy capacity theorem [3] . The redundancy of a collection is characterized as the amount of the information we can obtain from data about the source. Therefore, if a collection has finite single letter redundancy, then the symbol has a finite amount of information about the model.
As we see more samples, what does this imply about the amount of information we get per-symbol? If the asymptotic redundancy grows sublinearly with n, we see "diminishing returns" per symbol-each symbol effectively tells us less and less about the source, and in the limit, we would have learned all there is about the source. If not, every symbol continues to be informative no matter how much we have already seen. It is this distinction that we would like to characterize.
In this paper, we first introduce the notion of tightness and analyze the connection of single letter redundancy and tightness. In Section III, we show that if a collection has finite single letter redundancy then it is tight, although the converse is not necessarily true. To show that, we construct a tight collection with infinite redundancy.
In Section IV-A, we answer a question which mentioned before. Does the finite single letter redundancy imply that per symbol redundancy goes to zero as the length of the sequence increases? We construct a collection with finite single letter redundancy where per symbol redundancy grows linearly with n (and therefore the asymptotic per-symbol redundancy is bounded away from 0). Finally in Section IV-B, we establish a sufficient condition for a collection of distributions to have diminishing per symbol redundancy.
II. NOTATION AND BACKGROUND

A. Redundancy
The notation used here is mostly standard, but we include it for completeness. Let P be a collection of distributions over Z + . Let P n be the set of distributions over length-n sequences obtained by i.i.d. sampling from P. Let P ∞ be the collection of measures over infinite length sequences 2 of Z + obtained by i.i.d. sampling from distributions of P. Let q be a measure over infinite sequences we call
the redundancy of length-n sequences, or length-n i.i.d. redundancy or simply length-n redundancy. The single letter redundancy refers to the special case when n = 1. We often normalize R n (P ∞ ) in (1) by the block length n. We will call R n (P ∞ )/n the per-symbol length-n redundancy. In particular, note the distinction between single letter and per-symbol length-n redundancy. In the definition (1), we do not require q to be i.i.d.. The single-letter redundancy would correspond to obtaining the infimum in (1) only over the restricted class of i.i.d. measures, while the per-symbol length-n redundancy allows for the infimum over all possible measures q. Thus the per-symbol length-n redundancy is upper bounded by the single letter redundancy. Any difference between the two can be thought of as the advantage accrued because the universal measure learns the underlying measure p.
In this paper, our primary goal is to understand the connections between the single letter redundancy on the one hand and the behavior of length-n i.i.d. redundancy on the other. As mentioned in the introduction, length-n redundancy is the capacity of a channel from P to Z n + , where the conditional probability distribution over Z n + given p ∈ P is simply the distribution p over length-n sequences. Roughly speaking, it quantifies how much information about the source we can extract from the sequence.
We will often speak of the per-symbol length-n redundancy, which is simply length-n redundancy normalized by n i.e., R n (P ∞ )/n. Furthermore, the limit lim sup n→∞ R n (P ∞ )/n is the asymptotic per-symbol redundancy. Whether the asymptotic per-symbol redundancy is 0 3 is in many ways a litmus test for compression, estimation and other related problems. Loosely speaking, if R n (P ∞ )/n → 0 the redundancy-capacity interpretation [3] mentioned above implies that after a point, there is little further information to be learnt when we see an additional symbol no matter what the underlying source is. In 2 Observe that Z n + is countable for every n. For simplicity of exposition, we will think of each length-n string x as a subset of Z ∞ + -the set of all semi-infinite strings of positive integers that begin with x. Each subset of Z n + is therefore a subset of Z ∞ + . Now the collection J of all subsets of Z n + and all n ∈ Z + , is a semi-algebra [4] . The probabilities i.i.d. sampling assigns to finite unions of disjoint sets in J is the sum of that assigned to the components of the union. Therefore, there is a sigma-algebra over the uncountable set Z ∞ + that extends J and matches the probabilities assigned to sets in J by i.i.d. sampling. The reader can assume that P ∞ is the measure on the minimal sigma-algebra that extends J and matches what the probabilities i.i.d. sampling gives to sets in J . See, e.g. [4] , for a development of elementary measure theory that lays out the above steps. 3 We will equivalently say the asymptotic per-symbol redundancy diminishes to zero to keep in line with prior literature this sense, this is the case where we can actually learn the underlying model at a uniform rate over the entire class.
We note that it is possible to define an even more stringent notion-a worst-case-regret. For length-n sequences, this is
Single letter regret is the special case where n = 1 and asymptotic per-symbol regret is the limit as n → ∞ of the length-n regret normalized by n. We will not concern ourselves with the worst case formulation in this paper, but mention it in passing for comparisons. In the worst case setting, finite single letter redundancy is necessary and sufficient [5] for the asymptotic per-symbol worst-case-regret to diminish to zero. Yet, we show in this paper that it is not necessarily the case for redundancy. It is quite possible that collections with finite single letter redundancy have asymptotic per-symbol redundancy bounded away from 0.
B. Patterns
Recent work [6] has formalized a similar framework for countably infinite alphabets. This framework is based on the notion of patterns of sequences that abstract the identities of symbols, and indicate only the relative order of appearance. For example, the pattern of PATTERN is 1233456. The kth distinct symbol of a string is given an index k when it first appears, and that index is used every time the symbol appears henceforth. The crux of the patterns approach is to consider the set of measures induced over patterns of the sequences instead of considering the set of measures P over infinite sequences, Let Ψ(X n ) denote the pattern of X n . In [6] the length-n pattern redundancy,
was shown to be upper bounded by π(log e) 2n 3 . It was also shown in [7] that there is a measure q over infinite length sequences which satisfies for all n simultaneously
q(Ψ(X n )) ≤ π(log e) 2n 3 + log(n(n + 1)).
Let the measure induced on patterns by q be denoted as q Ψ for convenience. We can interpret the probability estimator q Ψ as a sequential prediction procedure that estimates the probability that the symbol X n+1 will be "new" (has not appeared in X n 1 ), and the probability that X n+1 takes a value that has been seen so far. This view of estimation also appears in the statistical literature on Bayesian nonparametrics that focuses on exchangeability. Kingman [8] advocated the use of exchangeable random partitions to accommodate the analysis of data from an alphabet that is not bounded or known in advance. A more detailed discussion of the history and philosophy of this problem can be found in the works of Zabell [9] , [10] collected in [11] .
C. Cummulative distributions and tight collections
For our purposes, the cumulative distribution function of any probability distribution p on Z + (N respectively) is a function F p : R ∪ {∞} → [0, 1] defined in the following (slightly unconventional) way. We let F p (0) = 0 in case the support is Z + (F p (−1) = 0 if the support is N respectively). We then define F p on points in the support of p in the way cumulative distribution functions are normally defined. Specifically for all y in the support of p, 
is the smallest positive integer y such that F p (y) = 1. It follows [12] then that
A collection P of distributions on Z + is defined to be tight if for all γ > 0,
III. REDUNDANCY AND TIGHTNESS
We focus on the single letter redundancy in this section, and explore the connections between the single letter redundancy of a collection P and the tightness of P.
Lemma 1.
A collection P over N with bounded length-n redundancy is tight. Namely, if the single letter redundancy of P is finite, then for any γ > 0
Proof Please see [13] .
2
The converse is not necessarily true. Tight collections need not have finite single letter redundancy as the following example demonstrates.
Construction Consider the following collection I of distributions over Z + . First partition the set of positive integers into the sets T i , i ∈ N, where
Note that |T i | = 2 i . Now, I is the collection of all possible distributions that can be formed as follows-for all i ∈ Z + , pick exactly one element of T i and assign probability 1/((i + 1)(i + 2)) to the element of T i chosen 4 . Note that the set I is uncountably infinite. 2
Corollary 2.
The set I of distributions is tight. Proof For all p ∈ I,
namely, all tails are uniformly bounded over the collection I. Put another way, for all δ > 0 and all distributions p ∈ I,
On the other hand, Proposition 1. The collection I does not have finite redundancy.
Proof Please see [13] . 2
IV. LENGTH-n REDUNDANCY
We study how the single letter properties of a collection P of distributions influences the compression of length-n strings obtained by i.i.d. sampling from distributions in P. Namely, we try to characterize when the length-n redundancy of P ∞ grows sublinearly in the blocklength n.
Lemma 3.
Let P be a collection of distributions over a countable support X . For some m ∈ Z + , consider m pairwise disjoint subsets S i ⊂ X (1 ≤ i ≤ m) and let δ > 1/2. If there exist p 1 , . . . ,p m ∈ P such that
In particular if there are an infinite number of sets S i , i ∈ Z + and distributions p i ∈ P such that p i (S i ) ≥ δ, then the redundancy is infinite. Proof This is a simplified formulation of the distinguishability concept in [3] . For a proof, see e.g. [14] . 2
A. Counterexample
We now show that it is possible for the single letter redundancy of a collection B of distributiosn to be finite, yet the asymptotic per-symbol redundancy (the length-n redundancy of B ∞ normalized by n) remains bounded away from 0 in the limit the blocklength goes to infinity. To show this, we obtain such a collection B. 4 Choosing the support as above implicitly assumes the axiom of choice Construction As before partition the set
Recall that T i has 2 i elements. For all > 0, let n = 1 . Let 1 ≤ j ≤ 2 n and let p ,j be a distribution on Z + that assigns probability 1 − to the number 1 (or equivalently, to the set T 0 ), and to the jth smallest element of T n , namely the number 2 n + j − 1. B (mnemonic for binary, since every distribution has at support of size 2) is the collection of distributions p ,j for all > 0 and 1 ≤ j ≤ 2 n . B ∞ is the set of measures over infinite sequences of numbers corresponding to i.i.d. sampling from B.
2 We first verify that the single letter redundancy of B is finite.
Proposition 2. Let q be a distribution that assigns q(T i ) = 1 (i+1)(i+2) and for all j ∈ T i ,
However, the redundancy of compressing length-n sequences from B ∞ scales linearly with n.
Proof This follows as an application of Lemma 3. For details, please see the full version on arXiv [13] .
B. Sufficient Condition
In this section, we show a sufficient condition on single letter marginals of P and its redundancy that allows for i.i.d. length-n redundancy of P ∞ to grow sublinearly with n. This condition is, however, not necessary-and the characterization of a condition that is both necessary and sufficient is as yet open.
For all > 0, let A p, be the set of all elements in the support of p with probability ≥ , and let T p, = Z + − A p, . Let G 0 = {φ} where φ denotes the empty string. For all i, the sets
where in a minor abuse of notation, we use {x 1 , . . . ,x i } to denote the set of distinct symbols in the string x Copyright (C) 2014 by IEICE Theorem 5. Suppose P is a collection of distributions over Z + . Let the entropy be uniformly bounded over the entire collection, and in addition let the redundancy of the collection be finite. Namely,
We will denote
Recall that for any distribution p, the set T p,δ denotes the support of p all of whose probabilities are < δ. Let
and
(2) Then, the redundancy of length-n distributions obtained by i.i.d. sampling from distributions in P, denoted by R n (P ∞ ), grows sublinearly
Proof Please see the full version on arXiv [13] . Recall that the asymptotic per-symbol redundancy of B was bounded away from 0. In the full version on arXiv [13] , we construct another set U of distributions over N such that every distribution in U has finite entropy, the single-letter redundancy of U is finite, and where At the same time, the length-n redundancy of U ∞ diminishes sublinearly. This is therefore also an example to show that the conditions in Theorem 5 are only sufficient, but in fact not necessary.
V. CONCLUSION
We have demonstrated that finite single letter redundancy of a collection P of distributions over a countably infinite support does not imply that the asymptotic per-symbol redundancy of i.i.d. samples from P diminishes to 0. This is in contrast to the scenario for worst-case regret, where single letter worst-case regret being finite is both necessary and sufficient for asymptotic per-symbol regret to diminish to zero. While we have demonstrated several nuances of the problem in this paper, it is yet open to find a condition on single letter marginals that is both necessary and sufficient for the asymptotic per-symbol redundancy to diminish to zero.
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