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Parte I
Teor´ıa y me´todos
1

En esta primera parte se comienza con una breve introduccio´n en la que se
situ´a tanto la metodolog´ıa como los sistemas estudiados en esta tesis dentro
de la qu´ımica f´ısica, a la vez que se intenta dar una visio´n general del campo.
A continuacio´n se describen los me´todos que se han utilizado en este trabajo.
En el cap´ıtulo 2 se explican los conceptos fundamentales del me´todo Monte
Carlo, el algoritmo de Metropolis y el ca´lculo de errores. En el cap´ıtulo 3
se detalla la base teo´rica que subyace bajo el me´todo Path Integral Monte
Carlo. Despue´s de una breve introduccio´n histo´rica en la que se resalta el papel
fundamental del principio de mı´nima accio´n en la f´ısica, se exponen las ideas
de Feynman sobre la generalizacio´n de este principio a la meca´nica cua´ntica,
que dieron como resultado una reformulacio´n de e´sta basada en integrales de
caminos, alternativa a las ya existentes de Schro¨dinger y Heisenberg. Para
asimilar mejor esta nueva visio´n de la meca´nica cua´ntica, se establece el nexo
de unio´n entre esta nueva formulacio´n y la mucho ma´s familiar de Schro¨dinger.
A continuacio´n se hace un breve repaso del formalismo de la matriz densidad
en meca´nica estad´ıstica, y se establece una analog´ıa entre esta magnitud y la
pieza clave de la teor´ıa de Feynman: el propagador cua´ntico. Finalmente, en el
cap´ıtulo 4 se habla de un algoritmo evolutivo muy u´til a la hora de encontrar
mı´nimos globales de superficies de energ´ıa potencial.
3

Cap´ıtulo 1
Introduccio´n
El problema formal de muchos cuerpos en meca´nica cla´sica se resume en calcu-
lar las posiciones y velocidades de un conjunto de part´ıculas puntuales interac-
tuantes en cualquier instante de tiempo, conocidas sus posiciones y velocidades
iniciales.
El determinismo causal que Laplace plasmo´ en su Tratado de Meca´nica Celes-
te [1], escrito en cinco volu´menes entre 1799 y 1825, afirma que quien conociese
las posiciones y velocidades de todas las part´ıculas que existen y las interaccio-
nes entre ellas en un instante cualquiera, podr´ıa conocer el pasado y el futuro
de todo el universo:
El presente estado de la Naturaleza es evidentemente una conse-
cuencia de lo que era en el momento precedente y, si concebimos
una inteligencia que conociera todas la fuerzas que animan la Natu-
raleza as´ı como la situacio´n respectiva de los seres que la componen,
podr´ıa abarcar en una sola fo´rmula los movimientos de los cuerpos
ma´s grandes del universo y los de los a´tomos ma´s ligeros. Nada le
resultar´ıa incierto y tanto el futuro como el pasado estar´ıan pre-
sentes ante sus ojos.
Sin embargo, en f´ısica, so´lo unos pocos problemas son resolubles de manera
anal´ıtica. La visio´n cla´sica y determinista de la naturaleza que presentaba La-
place, predomino´ en la comunidad cient´ıfica hasta finales del siglo XIX, cuando
Henri Poincare´ demostro´ que las ecuaciones del movimiento para un sistema
de tres o ma´s part´ıculas no pueden resolverse anal´ıticamente. Al contrario de lo
que defend´ıa Laplace, no existe una fo´rmula matema´tica que rija la dina´mica
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de un sistema de muchos cuerpos. Esto no significa que el problema sea irreso-
luble, de hecho el matema´tico finlande´s Karl Sundman encontro´ una solucio´n
general para el problema de tres cuerpos en te´rminos de una serie convergente.
Para sistemas con ma´s de tres cuerpos, se debe recurrir al ca´lculo nume´rico.
La imposibilidad de condensar la dina´mica de los sistemas de muchos cuerpos
en una sola fo´rmula sencilla esta´ estrechamente relacionada con el hecho de
que en estos sistemas conceptualmente tan simples surgen feno´menos extre-
madamente complejos como el caos determinista, caracterizado por una alta
sensibilidad a las condiciones iniciales y a pequen˜as perturbaciones externas.
Estos feno´menos aparecen ya para tres part´ıculas, lo que provoco´ que ra´pida-
mente se cuestionase la estabilidad de sistemas reales como el mismo Sistema
Solar. En 1954, Kolmogorov, Arnold y Moser, mediante su teorema KAM,
demostraron el mecanismo de persistencia de o´rbitas cuasi-perio´dicas bajo el
efecto de perturbaciones no lineales. Sin embargo, el teorema no da una res-
puesta concluyente al problema de la estabilidad del Sistema Solar, y hoy en
d´ıa sigue existiendo una gran controversia en torno a este tema [2].
Los inicios de las computadoras electro´nicas con ENIAC (Electronic Numeri-
cal Integrator And Computer) en 1947 y MANIAC (Mathematical Analyzer,
Numerical Integrator and Computer) en 1953, abrieron un mundo de posibili-
dades de ca´lculo antes impensable. Los primeros ca´lculos que se realizaron en
estas primeras computadoras fueron de cara´cter militar. A finales de los an˜os
40 se estaba intentando desarrollar una bomba termonuclear, descendiente de
la bomba ato´mica que se utilizo´ a finales de la Segunda Guerra Mundial. Se
barajaban modelos de trayectorias de neutrones dentro de materiales fisiona-
bles, para los que deb´ıan describirse las trayectorias erra´ticas de las part´ıculas
dentro del material. Un nuevo me´todo, basado en el uso de nu´meros aleatorios
generados por aquellas computadoras, daba una solucio´n muy eficaz a estos
problemas. Era el me´todo de Monte Carlo. Pronto se mostro´ intere´s en aplicar
esta nueva te´cnica a problemas de cara´cter meramente cient´ıfico. Metropolis
y colaboradores desarrollaron en 1953 un algoritmo que mejoraba considera-
blemente las capacidades del Monte Carlo. En su primer trabajo calcularon
de manera muy eficiente la ecuacio´n de estado de un sistema de 224 esferas
r´ıgidas. Desde entonces, el algoritmo de Metropolis ha sido un referente en
ca´lculos de propiedades de l´ıquidos y so´lidos.
El nacimiento de estas ma´quinas calculadoras provoco´ una aute´ntica explosio´n
de nuevos me´todos nume´ricos con los que atacar problemas hasta entonces
inabordables. En estos an˜os de frene´tica actividad en la concepco´n de nuevos
algoritmos, surgio´ el me´todo llamado Dina´mica Molecular (MD, de las siglas
en ingle´s), que directamente integra las ecuaciones de Newton del movimiento
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de los a´tomos. Mediante este me´todo es posible tener acceso a la dina´mica
del sistema en la escala del picosegundo, que es la escala de tiempo natural
en la que ocurren feno´menos como el plegamiento de prote´ınas. Uno de los
primeros trabajos en el que se usa esta te´cnica de hecho estudia el plegamiento
del inhibidor de la tripsina pancrea´tica bovina [3]. Se incluyeron 500 a´tomos y
se logro´ simular el comportamiento del sistema durante un tiempo de 9.2 ns.
En meca´nica cua´ntica existen limitaciones muy similares a las que se han
mencionado para la meca´nica cla´sica. En este caso, se debe reolver la ecuacio´n
de Schro¨dinger para obtener la funcio´n de onda del sistema. El problema de
dos part´ıculas es anal´ıticamente resoluble so´lo para unos pocos potenciales de
interaccio´n. Para tres cuerpos, vuelve a ser imposible resolver la ecuacio´n de
manera anal´ıtica. Como u´nica excepcio´n, se encuentra la especie molecular ma´s
simple que existe en la naturaleza, el io´n H+2 , para el que s´ı existen soluciones
anal´ıticas usando las coordenadas el´ıpticas cofocales [4], en te´rminos de las
funciones especiales W de Lambert, ya que este caso especial se engloba dentro
del problema de tres cuerpos de Euler, donde dos part´ıculas ejercen de centros
de fuerzas para una tercera mucho ma´s ligera. Ma´s alla´ de este caso, es necesario
recurrir a aproximaciones y al ca´lculo nume´rico en odenadores.
Centra´ndonos en la f´ısica molecular y de agregados, existen dos grandes gru-
pos de sistemas de muchos cuerpos: los electrones y los nu´cleos. Una primera
aproximacio´n que es comunmente utilizada en este a´mbito es la aproximacio´n
adiaba´tica o de Born-Oppenheimer. Esta aproximacio´n toma como punto de
partida la gran diferencia de masas entre ambas especies (de al menos tres
o´rdenes de magnitud), lo que provoca que las dina´micas de estos dos grupos
se muevan en escalas temporales muy diferentes. Los electrones, mucho ma´s
ligeros, poseen una dina´mica mucho ma´s ra´pida que la de los nu´cleos, por es-
te motivo la aproximacio´n de Born-Oppenheimer es tambie´n conocida como
de nu´cleos fijos. Los electrones se acomodan a cualquier nueva configuracio´n
nuclear de manera casi instanta´nea en la escala temporal nuclear. Por este mo-
tivo, se puede resolver la parte electro´nica de la ecuacio´n de Schro¨dinger para
cada configuracio´n nuclear, obtenie´ndose una funcio´n escalar que asigna a ca-
da punto del espacio configuracional nuclear un valor de la energ´ıa electro´nica.
Esto es lo que se denomina una superficie de energ´ıa potencial (PES, de las
siglas en ingle´s). Una vez conseguida la PES, se procede a la segunda parte
del problema, la dina´mica nuclear. Bajo este marco, se tienen me´todos propios
para resolver la parte electro´nica y me´todos para la parte nuclear.
Para la parte electro´nica, la primera aproximacio´n al problema es el denomi-
nado de part´ıculas independientes, y se trata de asumir que los electrones no
sienten ninguna interaccio´n entre ellos, de este modo se transforma el problema
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de muchos cuerpos a un problema de un cuerpo. El siguiente paso lo constitu-
ye el me´todo Hartree-Fock [5], donde se considera que cada electro´n siente la
interaccio´n del resto en forma de un campo promediado. La funcio´n de onda
electro´nica se construye como un determinante de Slater, de este modo se reco-
ge la correlacio´n que introduce el principio de exclusio´n de Pauli. Este me´todo
se suele tomar como punto de partida para otros ma´s sofisticados que incluyen
el resto de la correlacio´n electro´nica, los llamados me´todos post-Hartree-Fock.
Esta categor´ıa engloba una gran variedad de enfoques diferentes para incluir
dicha correlacio´n, sin embargo requieren en general mucha potencia compu-
tacional. Existen otras te´cnicas computacionales que resultan ma´s adecuadas
cuando el nu´mero de electrones aumenta y los me´todos anteriores se vuelven
inviables. Resulta u´til recurrir entonces a los me´todos Monte Carlo (MC) o la
teor´ıa del funcional de la densidad (DFT).
Los me´todos Monte Carlo cua´nticos son una buena opcio´n debido al excelen-
te escalado que ofrecen con el nu´mero de grados de libertad. El Variational
Monte Carlo (VMC) [6] es un me´todo variacional en el que las integrales mul-
tidimensionales que aparecen en los valores esperados de las magnitudes se
calculan mediante el me´todo Monte Carlo. El Diffusion Monte Carlo (DMC)
[7–9] transforma la ecuacio´n de Schro¨dinger en una ecuacio´n de difusio´n en un
tiempo imaginario, que se resuelve mediante el uso de re´plicas del sistema, cuyo
“movimiento” difusivo queda determinado a trave´s de funciones estoca´sticas
dependientes del potencial de interaccio´n.
La DFT proporciona un me´todo ma´s aproximado y con una menor exigencia
de ca´lculo. Esta´ basada en el teorema de Hohenberg-Kohnen, que establece que
el estado fundamental electro´nico de un sistema puede describirse en te´rminos
de un funcional de una funcio´n densidad electro´nica, un campo escalar que
depende exclusivamente de las tres dimensiones espaciales. De nuevo, se ha
reducido el problema de muchos cuerpos a un problema de tres dimensiones, lo
que acelera enormemente los ca´lculos. Este enfoque ha sido utilizado con e´xito
para sistemas con muchas part´ıculas como so´lidos, l´ıquidos o macromole´culas
de intere´s biolo´gico, ya que para estos sistemas no es viable el uso de ninguno
de los me´todos de estructura electro´nica post-HF, que son demasiado costosos.
No obstante, esta aproximacio´n lleva consigo unas limitaciones. La teor´ıa en
principio no da cabida a interacciones en las que predominen te´rminos de
dispersio´n, como es el caso de las interacciones entre a´tomos de gases nobles,
aunque actualmente existe toda una coleccio´n de funcionales, cada uno de
ellos ajustado a un caso concreto, que pueden modificar sus para´metros para
adecuarse a las necesidades del problema. Una de las cr´ıticas mas fuertes contra
la DFT es precisamente el uso de para´metros en los funcionales, lo que segu´n
algunos autores desvirtu´a los resultados obtenidos mediante esta te´cnica.
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Los me´todos de estructura electro´nica han ocupado un puesto protagonista en
el campo de la f´ısica-qu´ımica teo´rica, ya que en definitiva son los encargados
de describir las interacciones entre a´tomos y/o mole´culas, responsables en la
formacio´n tanto de pequen˜os agregados como de entidades macrosco´picas como
so´lidos, l´ıquidos y gases. Adema´s, son los me´todos que requieren una mayor
potencia de ca´lculo actualmente, por lo que hoy en d´ıa se sigue investigando
sobre nuevos me´todos de ca´lculo de estructura electro´nica; un ejemplo es el
formalismo de las matrices de densidad reducidas.
En sistemas grandes como so´lidos o fluidos se hace imposible un ca´lculo de la
estructura de todos los electrones mediante estas te´cnicas. Una aproximacio´n
frecuentemente usada es suponer que la energ´ıa potencial puede describirse
como suma de pares. Esto funciona bien para especies con poca polarizabilidad
como los gases nobles, aunque se ha utilizado en primera aproximacio´n para
sistemas muy polarizables como el agua o el hidro´geno. En un primer paso,
se calcula mediante un me´todo de estructura electro´nica la energ´ıa potencial
de un d´ımero para un nu´mero elevado de configuraciones, para posteriormente
ajustar los datos a una curva anal´ıtica; las ma´s sencillas son de tipo Lennard-
Jones o Morse. Finalmente, el potencial total sera´ la suma de los potenciales
entre pares de nu´cleos.
Una vez se ha descrito la interaccio´n entre los a´tomos o las mole´culas me-
diante cualquier me´todo de estructura electro´nica, se procede a estudiar la
dina´mica de los nu´cleos, la cual es clave para entender procesos de agregacio´n
y fragmentacio´n, colisiones, reactividad qu´ımica, superfluidez, y espectroscop´ıa
molecular.
Es posible adaptar los me´todos de estructura electro´nica para describir la
dina´mica de los nu´cleos, ya que, en definitiva, se trata de resolver el problema
de muchos cuerpos en meca´nica cua´ntica. De este modo, se utiliza el me´todo
Hartree o Hartree-Fock para el tratamiento de a´tomos boso´nicos o fermio´nicos
respectivamente. Los me´todos Monte Carlo cua´nticos VMC y DMC no son
espec´ıficos para estructura electro´nica, y pueden utilizarse para obtener el es-
tado fundamental del sistema nuclear. Incluso la DFT puede adaptarse para
la descripcio´n nuclear [10].
Adema´s de estas posibilidades, existen herramientas teo´ricas propias que des-
criben de manera muy precisa la dina´mica nuclear de hasta tres nu´cleos. De este
modo, se puede resolver la ecuacio´n de Schro¨dinger independiente del tiempo
o la dependiente del tiempo. Se dice que se trabaja en el dominio de la energ´ıa
o del tiempo respectivamente. Ambos enfoques proporcionan resultados com-
plementarios, que a menudo se utilizan a modo de doble chequeo para asegurar
los ca´lculos. Ba´sicamente, con la visio´n independiente del tiempo se obtienen
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los niveles cua´nticos del sistema, necesarios para obtener valores esperados de
magnitudes observables, como momentos de transicio´n, espectros de absorcio´n
y emisio´n, as´ı como otras propiedades de cara´cter vectorial, como distribucio´n
de momentos angulares y velocidades en procesos de fragmentacio´n. En este
caso se debe resolver un sistema de ecuaciones acopladas. En el dominio tem-
poral, se obtiene la evolucio´n en el tiempo de cualquier paquete de ondas que
se proponga como inicial. El me´todo de paquetes de onda (wave packet) nos
ayuda a tener una visio´n de procesos como la colisio´n entre a´tomos y mole´culas
a un nivel microsco´pico, esencial para entender la reactividad macrosco´pica.
En la actualidad se esta´n realizando grandes esfuerzos por incluir una cuarta
part´ıcula en este tipo de tratamientos, aunque por el momento no parece que
sea e´ste el camino para describir sistemas mayores.
Por otra parte, en todos estos tratamientos la temperatura esta´ ausente, y
so´lo se incluye a posteriori asignando a cada nivel cua´ntico un peso estad´ısti-
co de tipo Boltzmann. Un tratamiento teo´rico que incluya de forma correcta
la temperatura debe partir del hecho de que el sistema es abierto, y por lo
tanto una funcio´n de onda no es suficiente para describir el sistema. Ahora
el sistema se encuentra en un estado mezcla, una combinacio´n no coherente
de estados cua´nticos, algo que viene descrito mediante una matriz densidad.
La simulacio´n de sistemas cua´nticos de muchas part´ıculas a una temperatura
finita debe tener como origen la matriz densidad, a partir de la cual se calculen
todas las propiedades termodina´micas del sistema. Para conseguir este objeti-
vo, existen distintos caminos. El que se uso´ por primera vez, y que hoy en d´ıa se
sigue utilizando extensamente es el me´todo Path Integral Monte Carlo(PIMC),
cuyo curioso origen esta´ ı´ntimamente relacionado con los fundamentos de la
meca´nica cua´ntica y con la aparicio´n de las primeras computadoras electro´nicas
a finales de los an˜os 40.
En 1948, Richard Feynman culmino´ el desarrollo de una formulacio´n de la
meca´nica cua´ntica alternativa a las ya existentes de Schro¨dinger y Heisenberg,
basadas en una ecuacio´n diferencial y en a´lgebra de matrices respectivamente.
El nuevo formalismo rescataba la idea de Dirac sobre la importancia del con-
cepto de accio´n en la f´ısica, desde la o´ptica hasta la meca´nica lagrangiana, y la
necesidad de generalizar este concepto para incluirlo en la meca´nica cua´ntica.
De este modo, Feynman logro´ adaptar estas ideas en una formulacio´n de la
meca´nica cua´ntica en la que se describ´ıa el propagador cua´ntico en te´rminos
de integrales de caminos. So´lo un an˜o ma´s tarde, el mismo Feynman se dio
cuenta de que la matriz densidad de un sistema cua´ntico en equilibrio te´rmico
a una cierta temperatura finita, puede descomponerse en multitud de matrices
densidad en equilibrio a una temperatura superior, de la misma forma que el
proyector cua´ntico se describ´ıa mediante multitud de caminos virtuales. Esta
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similitud formal llevo´ a la formulacio´n de un me´todo con el que era posible
calcular las propiedades termodina´micas de sistemas cua´nticos. El nacimiento
del me´todo Monte Carlo por aquella e´poca resulto´ fundamental en el desarro-
llo de esta te´cnica. En 1966 se publico´ el primer trabajo de aplicacio´n de este
me´todo a las propiedades del helio l´ıquido [11].
Actualmente, se esta´n realizando muchos esfuerzos dirigidos a simular siste-
mas con un gran nu´mero de part´ıculas, desde sistemas con intere´s biolo´gico o
farmacolo´gico, como es el estudio de las prote´ınas, virus o compuestos orga-
nometa´licos, al mundo de la nanotecnolog´ıa, donde se pueden encontrar una
gran cantidad de sistemas como los nanotubos de carbono, las superficies de
o´xido de titanio o nuevos nanocatalizadores. En este a´mbito, la DFT resulta la
herramienta ma´s u´til en el ca´lculo de la estructura electro´nica, ya que combina
precisio´n y bajo coste computacional, y para la dina´mica nuclear resulta muy
adecuado el me´todo PIMC, porque se incluye de manera natural la tempera-
tura, para´metro que esta´ presente en cualquier experimento o sistema natural,
a la vez que mantiene unas excelentes propiedades de escalado con el nu´mero
de part´ıculas.
El objetivo principal de esta tesis ha sido desarrollar un co´digo PIMC para
posteriormente aplicarlo a sistemas compuestos por a´tomos de muy distinta
naturaleza en orden creciente de complejidad. En cada caso, se investigan las
propiedades de estos sistemas en equilibrio a una temperatura finita, siempre
dentro de la aproximacio´n de Born-Oppenheimer y considerando el estado
electro´nico fundamental.
En primer lugar, se han estudiado las propiedades termodina´micas de agrega-
dos pequen˜os de argo´n (d´ımero y tr´ımero) con el propo´sito de entender procesos
macrosco´picos como la evaporacio´n en te´rminos de variables microsco´picas. Se
hara´ especial hincapie´ en discutir la validez de la te´cnica comunmente utilizada
de restringir el espacio configuracional accesible al sistema con el fin de evitar
evaporaciones espu´reas.
El siguiente sistema estudiado ha sido el H+5 , especie presente en el medio
interestelar [12, 13], que presenta un alto intere´s debido a su implicacio´n en la
reaccio´n del io´n H+3 [14] con mole´culas H2. Los a´tomos de hidro´geno, al ser los
ma´s ligeros, son los que poseen una mayor naturaleza cua´ntica, y muestran por
tanto una importante deslocalizacio´n espacial, que el co´digo PIMC desarrollado
se encarga de describir. La descripcio´n electro´nica que proporciona la superficie
de energ´ıa potencial ha sido calculada mediante DFT, utilizando un funcional
especialmente disen˜ado para especies hidrogenadas. Mediante el acoplamiento
del paquete comercial Gaussian03 [15] al co´digo desarrollado, se ha conseguido
obtener la energ´ıa electro´nica sobre la marcha a cada paso de la simulacio´n
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nuclear. Los resultados obtenidos se comparan con otros estudios teoricos y
con medidas experimentales recientemente publicadas.
Por u´ltimo, y dirigiendo la investigacio´n a sistemas ma´s grandes, se ha estu-
diado el agregado (3Σ)Cs2HeN , con N ≤ 30. Desde mediados de los an˜os 90,
las nanogotas de helio se han venido usando como matrices donde albergar
distintos tipos de mole´culas. Debido al cara´cter superfluido del helio, la gota
se comporta como un laboratorio a escala nanosco´pica perfecto en el que la
mole´cula inmersa puede rotar libremente, lo que ha supuesto un enorme avan-
ce en el campo de la espectroscop´ıa molecular de alta resolucio´n [16, 17]. Sin
embargo, existen especies moleculares que los a´tomos de helio no son capaces
de solvatar, queda´ndose e´stas en la superficie de la gota. En este a´mbito, el
sistema que se estudia en esta tesis resulta de particular intere´s, ya que las
caracter´ısticas especiales de las interacciones interato´micas juegan a favor de
esta disposicio´n en la que el dopante queda fuera del agregado de helio, sin
embargo, se hace necesario un estudio cua´ntico para elucidar esta cuestio´n.
Este sistema resulta dif´ıcil de tratar teo´ricamente debido a la combinacio´n
de dos factores: la masa tan ligera de los a´tomos de helio y las interacciones
extremadamente de´biles. No obstante, el hecho de poseer una PES anal´ıtica
ajustada a puntos ab initio de alto nivel, ha permitido un estudio preciso de
este tipo de sistemas a un coste computacional asequible.
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Cap´ıtulo 2
Me´todo Monte Carlo
2.1. Generalidades
El me´todo Monte Carlo [18–21] engloba una serie de te´cnicas que se usan para
simular sistemas f´ısicos o matema´ticos. Se distingue de otros me´todos de si-
mulacio´n como la dina´mica molecular en que es estoca´stico, ya que se hace un
uso extensivo de nu´meros aleatorios. Su origen se remonta al proyecto Man-
hattan, donde surgio´ el problema de determinar el recorrido de los neutrones
en diferentes materiales fisionables. John von Neumann y Stanislaw Ulam co-
menzaron a desarrollar un revolucionario me´todo que hac´ıa uso del azar para
describir las erra´ticas trayectorias de estas part´ıculas debido a las colisiones
con los a´tomos del medio que atravesaban. El nombre en clave empleado fue
Monte Carlo.
Existen dos grandes ramas dentro de los me´todos MC. Por un lado, es capaz
de describir procesos y sistemas que presentan una naturaleza intr´ınsecamente
estoca´stica. Se encuentran aplicaciones de esta modalidad en teor´ıa de juegos,
ana´lisis de colas, en el estudio del tra´fico en una red de carreteras o en la
estimacio´n del tiempo de vida de piezas industriales complejas [19] o el precio
de las opciones de compra y venta en matema´ticas financieras [22]. Adema´s
de esta capacidad de describir sistemas estoca´sticos, este me´todo resulta el
ma´s adecuado a la hora de resolver integrales definidas multidimensionales,
imposibles de tratar con me´todos de cuadratura. En los me´todos como Monte
Carlo Variacional (VMC) [6] o Monte Carlo de Difusio´n (DMC) [7], se explota
esta caracter´ıstica para resolver la ecuacio´n de Schro¨dinger. En este trabajo
estamos interesados en resolver las integrales que aparecen en la meca´nica
estad´ıstica cla´sica y cua´ntica.
13
Me´todo Monte Carlo
2.2. Integrales definidas
En esta seccio´n veremos la diferencia que existe entre el enfoque de cuadraturas
y el del me´todo MC cuando se trata de resolver integrales definidas del tipo
I =
∫ b
a
dxf(x) (2.1)
En los me´todos de cuadraturas se discretiza la variable x ∈ [a, b] a trave´s de
una malla de n intervalos de taman˜o h y n + 1 puntos {xi, i = 0, n}, donde
x0 = a y xn = b. En estos intervalos se realizan distintas interpolaciones de la
funcio´n f(x), generalmente polinomios, que resultan fa´cilmente integrables. El
caso ma´s sencillo hace uso de la regla del recta´ngulo, aproximando la funcio´n
en cada uno de los n intervalos por una constante (polinomio de grado cero),
que hacemos coincidir con el valor de la funcio´n en el punto intermedio de
dicho intervalo, de esta manera se tiene la siguiente expresio´n para el valor de
la integral:
I ≈ h
n−1∑
j=0
f
(
xi + xi+1
2
)
(2.2)
El error que se comete al utilizar esta aproximacio´n el del orden O(h2):
∆ =
M2
24
(b− a)h2 (2.3)
donde:
M2 = maxx∈[a,b] |f ′′(x)| (2.4)
Si la funcio´n de interpolacio´n se escoge de primer grado, estamos hablando del
me´todo del trapecio:
I ≈ h
2
n−1∑
j=0
f(xi) + f(xi+1) (2.5)
El error que introduce esta aproximacio´n es del mismo orden que el anterior,
O(h2):
∆ =
M2
12
(b− a)h2 (2.6)
En el me´todo de cuadratura de Simpson, se aproxima la funcio´n por un poli-
nomio de segundo grado en cada intervalo. Para ello es necesario contar con
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tres puntos, los extremos y el punto medio del intervalo. El valor de la integral
viene dado entonces por la siguiente expresio´n:
I ≈ h
3

f(x0) + 2 n/2−1∑
j=1
f(x2j) + 4
n/2∑
j=1
f(x2j−1) + f(xn)

 (2.7)
El error en esta ocasio´n es de orden O(h4):
∆ =
f (4)(ξ)
180
(b− a)h4, ξ ∈ (a, b) (2.8)
En la figura 2.1 puede verse co´mo la funcio´n se aproxima por los distintos
polinomios, ajusta´ndose tanto mejor cuanto mayor es el grado de e´ste.
Figura 2.1: Ca´lculo de integrales definidas mediante el me´todo de las cua-
draturas. Los polinomios utilizados para interpolar son de orden 0 (regla del
recta´ngulo), 1 (regla del trapecio) y 2 (regla de Simpson) respectivamente.
El me´todo MC ofrece un enfoque totalmente diferente al de las cuadraturas.
Siguiendo una visio´n ma´s geome´trica de la integral definida I como el a´rea en-
cerrada entre la funcio´n y el eje X, puede estimarse el valor de e´sta siguiendo
un sencillo esquema: se establece un marco para la funcio´n f(x), para ello es
necesario conocer el valor ma´ximo que alcanza f(x) en el intervalo [a, b]. El
a´rea de este marco se denota como ST . A continuacio´n se genera una serie de n
nu´meros aleatorios para las coordenadas x e y dentro del marco, y finalmente
se hace un recuento de los puntos que caen dentro y fuera del a´rea subtendida
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por f(x). La relacio´n entre el a´rea de la funcio´n y la del marco sera´ aproxima-
damente el cociente entre el nu´mero de puntos que han ca´ıdo dentro (nd) y el
nu´mero total de puntos aleatorios generado (n):
S
ST
≈ nd
n
(2.9)
En la figura (2.2) se muestra el uso de esta te´cnica para la evalucio´n del a´rea
del c´ırculo de radio unidad (cuyo valor es pi). Se ha escogido como marco el
cuadrado que inscribe al c´ırculo, de a´rea conocida 4. La relacio´n entre estas
dos a´reas queda:
pi
4
≈ 794
1000
⇒ pi ≈ 3,173 (2.10)
Figura 2.2: Estimacio´n de pi mediante el me´todo Monte Carlo.
La estimacio´n de pi no es demasiado fina, aunque lo importante es que el error
asociado a esta medida es inversamente proporcional a la ra´ız del nu´mero de
puntos aleatorios generado 1/
√
n, como veremos ma´s adelante. Para integrales
de una dimensio´n, cualquier me´todo de cuadraturas es mucho ma´s eficaz que
el me´todo MC, no obstante, a medida que aumenta la dimensionalidad D
de la integral, los me´todos de cuadraturas obligan a evaluar el integrando en
los nD intervalos de la malla, mientras que en el me´todo MC el nu´mero de
evaluaciones depende exclusivamente del error estad´ıstico que deseemos, y no
de la dimensio´n.
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2.3. El algoritmo de Metropolis
El me´todo MC nos ha proporcionado un primer paso para poder calcular las
integrales multidimensionales que van a aparecer en nuestros ca´lculos, que
resulta fundamental para evitar que el nu´mero de evaluaciones del integrando
escale con la dimensio´n. Sin embargo, veremos que esto no es suficiente.
El ca´lculo de cualquier magnitud f´ısica A de un sistema de part´ıculas en equi-
librio termodina´mico con un ban˜o te´rmico a temperatura T implica calcular
integrales del tipo:
〈A〉 ∝
∫
d3Np d3Nq A e−E/kBT∫
d3Np d3Nq e−E/kBT
(2.11)
donde p son los momentos generalizados y q las posiciones generalizadas, que
forman el espacio de las fases, E es la energ´ıa del sistema en un punto de este
espacio, kB es la constante de Boltzmann y T es la temperatura del sistema.
Si el potencial no depende de las velocidades de las part´ıculas, lo que es un
caso bastante general, la parte cine´tica de estas integrales se puede resolver
de manera anal´ıtica, como se vera´ ma´s adelante. Esto nos deja con integrales
definidas en el espacio de configuraciones:
〈A〉 ∝
∫
dR A(R) e−E(R)/kBT∫
dR e−E(R)/kBT (2.12)
donde R es un vector que recoge las coordenadas cartesianas de las part´ıculas
del sistema.
La forma ma´s directa de hacer estas integrales mediante el me´todo MC ser´ıa ge-
nerar puntos aleatorios en el espacio de configuracionesR, calcular sus energ´ıas
E(R) y darle a cada configuracio´n el peso estad´ıstico e−E/kBT . Cualquier mag-
nitud A(R) se calcula en cada una de las configuraciones que se visitan durante
el proceso de integracio´n, y el valor de la magnitud sera´ el promedio pesado
mediante dicho factor de Boltzmann. Sin embargo, este enfoque presenta dos
problemas muy graves. En primer lugar, no se conocen a priori cotas del in-
tegrando, esto hace imposible definir el marco al que nos referimos antes. En
segundo lugar, y aunque pudie´semos definir el marco, un muestreo aleatorio
no es pra´ctico en la simulacio´n de sistemas con configuraciones compactas de
las part´ıculas, como so´lidos y fluidos, ya que con mucha probabilidad se es-
cogen configuraciones con e−E/kBT muy pequen˜o, esto es, configuraciones con
las part´ıculas bien superpuestas o bien muy separadas, y por lo tanto configu-
raciones que no contribuyen significativamente a las integrales. Por ejemplo,
para un fluido de 100 esferas r´ıgidas en el punto de congelacio´n, el factor de
Boltzmann es distinto de cero en una de 10260 configuraciones. El art´ıculo de
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Metropolis y colaboradores del an˜o 1953 [23] propone una mejora al me´todo
MC, y se utilizo´ por primera vez para estudiar la ecuacio´n de estado de so´lidos
y l´ıquidos cla´sicos, proporcionando una de las herramientas ma´s utilizadas en
la simulacio´n computacional de sistemas f´ısicos. De hecho, en la mayor´ıa de
los casos, cuando se habla del me´todo MC en este a´mbito, se asume que el
algoritmo de Metropolis esta´ tambie´n presente. La mejora que se introdujo en
el me´todo MC original consiste en realizar lo que se denomina un muestreo de
importancia en el espacio configuracional, es decir, muestrear no todo el espa-
cio de configuraciones, sino so´lo aquella zona importante. Para ello, en lugar
de escoger las configuraciones al azar y luego pesarlas con el factor e−E/kBT , se
escogen las configuraciones con una probabilidad e−E/kBT y luego se les da a
todas el mismo peso estad´ıstico. Para conseguir esto, se recurre a una cadena
de Markov.
Una cadena de Markov [24] es un proceso en el que el estado del sistema de-
pende exclusivamente de su estado inmediatamente anterior. Se diferencia de
un proceso simple, en el que los sucesos son independientes, en que existe me-
moria, lo que an˜ade cierto grado de complejidad al proceso. Se han aplicado las
cadenas de Markov en tiempo discreto a una gran variedad de a´mbitos, como el
estudio del crecimiento de bacterias, feno´menos en finanzas o economı´a, como
la modelizacio´n de los precios de ciertos activos o la quiebra de los mercados, o
modelos atmosfe´ricos sencillos. En tiempo cont´ınuo, el ejemplo paradigma´tico
de cadenas de Markov es el movimiento browniano de difusio´n de part´ıculas
en fluidos. La ventaja que ofrece esta te´cnica es que la probabilidad de pa-
so de un estado i a otro i′ puede escogerse de tal manera que cada estado
del espacio de configuraciones se visite con una probabilidad determinada. En
el caso particular que estamos tratando de sistemas de part´ıculas en equili-
brio termodina´mico, se pretende que el estado i se visite con una probabilidad
e−Ei/kBT .
En el algoritmo de Metropolis, descrito en la figura 2.3 mediante un diagrama
de flujo, se comienza con una configuracio´n al azar R y se calcula su energ´ıa
E. A continuacio´n se propone una nueva configuracio´n diferente R′ a partir de
R, y se vuelve a calcular su energ´ıa E ′. Si E ′ < E, se acepta la nueva configu-
racio´n y se repite el proceso. Si no ocurre esto, la nueva configuracio´n se acepta
con una probabilidad e−(E
′−E)/kBT . Mediante este sencillo esquema, se consi-
gue muestrear de manera eficiente la zona del espacio de configuraciones que es
relevante para calcular la integral. En cada paso de este algoritmo se calculan
las propiedades de intere´s del sistema A, y sera´n los valores promediados a
lo largo de toda la serie temporal los que nos proporcionen los valores finales
de las magnitudes. Esta´ claro que para temperaturas bajas interesa muestrear
configuraciones con energ´ıas muy bajas, pero para temperaturas altas es ne-
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cesario muestrear tambie´n algunas configuraciones energe´ticas. Este algoritmo
se encarga de ello: siempre se aceptan configuraciones de energ´ıas decrecientes,
esto nos acerca a la zona de energ´ıa mı´nima del sistema, pero a la vez se acep-
tan algunas configuraciones que suponen un aumento de la energ´ıa, con mayor
probabilidad cuanto mayor sea la temperatura, lo que asegura un muestreo
representativo. Otra caracter´ıstica importante del algoritmo de Metropolis es
que por su construccio´n esta´ asegurada la ergodicidad, es decir, que en el pro-
ceso de muestreo se visitara´ cualquier punto del espacio de las configuraciones
en un tiempo ma´s o menos largo, aunque siempre finito.
R
E
A(R)
R
′ = R + dR
E′
E′ < E
SI
NO
R = R′
ξ = rand[0, 1]
SINO e
−
(E′−E)
KBT > ξ
Figura 2.3: Diagrama de flujo que describe el algoritmo de Metropolis. R y
R′ son puntos del espacio de configuraciones, A(R) es el valor de la magnitud
de intere´s en el punto R, E(R) es la energ´ıa en el punto R y ξ es un nu´mero
aleatorio entre 0 y 1.
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2.4. Ca´lculo de errores
2.4.1. Error de la media
Supongamos que hacemos N tiradas con una moneda, y obtenemos nO veces
cara (valor 1) y nX veces cruz (valor -1). En la serie temporal, xi = ±1. El
valor medio:
x¯ =
nO − nX
N
=
nO − nX
nO + nX
= PO − PX (2.13)
La desviacio´n esta´ndar es el promedio de la desviacio´n cuadra´tica de los va-
lores de la serie respecto del valor medio. Da una medida de la anchura de la
distribucio´n de los valores.
σ2 =
1
N
N∑
i=1
(xi − x¯)2 =
=
1
N
[
nO
(
1− nO − nX
nO + nX
)2
+ nX
(
−1− nO − nX
nO + nX
)2]
=
1
N
[
nO
(
2nX
N
)2
+ nX
(
2nO
N
)2]
=
4nOnX
N2
= 4POPX (2.14)
Y el error de la media:
∆ = 2
√
POPX
N
(2.15)
La expresio´n anterior se justifica en virtud del teorema del l´ımite central, que
garantiza que la distribucio´n de los valores medios de varias muestras subcon-
juntos de la poblacio´n total forman una distribucio´n normal si el nu´mero de
muestras es suficientemente alto.
Si en una tirada tenemos el mismo nu´mero de caras que de cruces, PO = PX =
1/2:
x¯ = 0
σ2 = 1
∆= 1/
√
N (2.16)
Este sencillo ejemplo sirve para entender que la desviacio´n esta´ndar es una
medida de lo que se separan los valores del valor medio, mientras que el error
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de la media es una estimacio´n de lo que se desv´ıa la media de la muestra de
la media real. Cuanto mayor sea la muestra, menor sera´ el error cometido,
aunque e´ste disminuye con N de manera muy lenta, para reducir el error a la
mitad, debe aumentarse el nu´mero de datos en un factor 4.
2.4.2. Promedio por bloques
En este apartado vamos a hablar del me´todo de promedio por bloques (block
average en ingle´s) [25, 26], por el cual se estima el error asociado a una mag-
nitud calculada como el promedio de una serie temporal sujeta a correlacio´n
estad´ıstica.
Supongamos que tenemos una serie temporal con N valores {xi}, (i = 1, N),
que puede dividirse en nb bloques con n valores cada uno, valores que pueden
denotarse como {x(j)k }, (j = 1, nb ; k = 1, n). Claramente, N = nbn.
El valor medio de la serie viene dado por:
x¯ =
1
N
N∑
i=1
xi (2.17)
La desviacio´n esta´ndar:
σ20 =
1
N
N∑
i=1
(xi − x¯)2 (2.18)
Y el error de la media:
∆0 =
σ0√
N
(2.19)
El valor medio en el bloque j:
x¯j =
1
n
n∑
k=1
x
(j)
k (2.20)
Los valores medios en cada bloque forman una nueva serie temporal de longitud
nb. Se puede obtener el valor medio de la serie temporal completa promediando
estos valores medios parciales:
x¯ =
1
nb
nb∑
j=1
x¯j =
1
nbn
nb∑
j=1
n∑
k=1
x
(j)
k (2.21)
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La desviacio´n esta´ndar de la nueva serie:
σ2 =
1
nb
nb∑
j=1
(x¯j − x¯)2 (2.22)
Y el error de la media:
∆ =
σ√
nb
(2.23)
Tanto la serie original como la nueva serie obtenida a partir de los promedios
parciales, dan el mismo valor medio total. Sin embargo, no dan el mismo valor
para el error. Esto es debido a que existe una fuerte correlacio´n estad´ıstica
entre los valores de la serie, que no estamos teniendo en cuenta en los ca´lculos.
Cuanto mayor es el taman˜o de los bloques, los valores de la nueva serie esta´n
ma´s promediados y por lo tanto menos correlacionados entre s´ı, y las fo´rmulas
usuales para el ca´lculo del error dan un resultado ma´s fiable. Se trata entonces
de averiguar cua´l es el taman˜o apropiado de los bloques para un ca´lculo fiable
del error.
A continuacio´n veremos co´mo afecta la correlacio´n estad´ıstica al error de una
manera expl´ıcita. Para ello necesitamos conocer la expresio´n matema´tica para
la correlacio´n. Dos valores separados una distancia τ el uno del otro, poseen
un correlacio´n que viene dada por la siguiente expresio´n:
C(τ) =
1
σ2
N∑
i=1
(xi − x¯) (xi+τ − x¯) (2.24)
Para la serie derivada:
C(τ) =
1
σ2
nb∑
j=1
n−τ∑
k=1
(
x
(j)
k − x¯
) (
x
(j)
k+τ − x¯
)
(2.25)
Buscamos la relacio´n entre el error calculado en ambas series:
σ2 =
1
nb
nb∑
j=1
(x¯j − x¯)2 = 1
nb
nb∑
j=1
(
1
n
n∑
k=1
x
(j)
k − x¯
)2
(2.26)
Antes de seguir, recordemos que el cuadrado de un sumatorio puede expresar-
se como el sumatorio de los cuadrados de los elementos de la serie, ma´s un
segundo sumando de te´rminos cruzados, que puede reescribirse como un doble
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sumatorio, uno para todos los te´rminos de la serie y un segundo para todas las
distancias: (
N∑
i=1
xi
)2
=
N∑
i=1
N∑
j=1
xixj =
N∑
i=1
x2i +
N∑
i=1
N∑
j 6=i
xixj =
=
N∑
i=1
x2i + 2
N∑
i=1
N∑
j>i
xixj =
=
N∑
i=1
x2i + 2
N∑
i=1
N−i∑
τ=1
xixi+τ (2.27)
Haciendo uso de la propiedad anterior:
σ2 =
1
nbn2
nb∑
j=1
[
n∑
k=1
(
x
(j)
k − x¯
)]2
=
=
1
nbn2
nb∑
j=1
n∑
k=1
[(
x
(j)
k − x¯
)2
+ 2
n−k∑
τ=1
(
x
(j)
k − x¯
) (
x
(j)
k+τ − x¯
)]
=
= σ20
[
1 + 2
n−1∑
τ=1
C(τ)
]
(2.28)
Obtenemos finalmente una relacio´n entre los errores de la media de la serie
con y sin correlacio´n:
∆2 = ∆20
[
1 + 2
n−1∑
τ=1
C(τ)
]
(2.29)
Este resultado muestra co´mo el error aumenta de forma mono´tona con el ta-
man˜o de los bloques n, hasta que e´ste se hace mayor que la longitud de co-
rrelacio´n, a partir de entonces la funcio´n de correlacio´n es aproximadamente
cero, y el error deja de crecer.
En la figura (2.4) se muestra la aplicacio´n de esta te´cnica al caso del ca´lculo
de la energ´ıa cla´sica del H+5 a 10 K. El valor promedio de la magnitud puede
darse con su error correspondiente: 〈E〉 = −2,531369± 0,000007 u.a.
Vemos que la longitud de correlacio´n es de aproximadamente 3000 pasos MC,
que es justo cuando el error comienza a mostrar un valor estable. Las osci-
laciones que se observan se deben, por una parte, a que la correlacio´n no se
hace estrictamente cero, y por otra a que el taman˜o de los bloques es compa-
rable al taman˜o de la serie temporal, donde hay por tanto pocos puntos para
promediar.
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Figura 2.4: Me´todo de promedios por bloques. En el panel (a) se muestra una
serie temporal fruto de un ca´lculo Monte Carlo (l´ınea azul), y su valor medio
(l´ınea azul claro). En el panel (b) se muestra el error en funcio´n del taman˜o
de los bloques en el eje izquierdo (l´ınea so´lida) y la funcio´n de autocorrelacio´n
(FAC) en el eje derecho (l´ınea de rayas).
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Path integral Monte Carlo
3.1. Integrales de caminos
3.1.1. El principio de mı´nima accio´n
A lo largo de la historia, filo´sofos y cient´ıficos han tratado de reducir los feno´me-
nos naturales a un mı´nimo de leyes. Hero de Alejandr´ıa probo´ en su obra
Cato´ptrica un ley minimal genuinamente cient´ıfica, demostro´ que cuando un
rayo de luz es reflejado en un espejo, la trayectoria es ma´s corta que cualquier
otra posible. Aristo´teles fue el primero en formular una hipo´tesis de simplici-
dad en la que todo movimiento es rectil´ıneo, circular o una combinacio´n de
ambos, porque son los u´nicos “movimientos simples”.
Newton en sus Principia cita el dicho de Aristo´teles de que “la Naturaleza no
hace nada en vano” y agrega que “a la Naturaleza le agrada la simplicidad y
no es amiga de la pompa de causas supe´rfluas”. Su contempora´neo Leibnitz
apoyara´ este criterio en una razo´n teolo´gica: concibe al autor de la Naturaleza
como un ingeniero divino que obtiene la ma´xima variedad en los efectos con la
ma´xima economı´a de las causas.
En el seno de la o´ptica encontramos una ley minimal por primera vez. Pierre
Fermat postulo´ que no importa a que´ tipo de reflexio´n o refraccio´n esta´ sujeto
un rayo de luz, e´ste viaja de un punto a otro de tal forma que el tiempo de
recorrido es mı´nimo. Y no so´lo se pudo deducir la ley de Snell, sino que adema´s
este principio implicaba ma´s de lo que se conoc´ıa experimentalmente, ya que
en esa e´poca no se sab´ıa que el ı´ndice de refraccio´n era igual al cociente de las
velocidades de la luz en los dos medios.
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En 1774, Maupertuis enuncio´ el principio de la mı´nima cantidad de accio´n para
la Meca´nica, pero su definicio´n de esta magnitud f´ısica nueva no era del todo
clara. Fue Euler quien implemento´ la conjetura de Maupertuis haciendo uso
del ca´lculo variacional. E´l propuso que cuando una part´ıcula viaja entre dos
puntos fijos, toma la trayectoria para la cual la integral
∫
v dr es un mı´nimo.
Sin embargo el me´rito de haber dado una formulacio´n matema´tica rigurosa al
principio de mı´nima accio´n se le atribuye a Lagrange, y por fin se consolida la
definicio´n de la accio´n:
S =
∫ t2
t1
dt L(x(t), x˙(t); t) (3.1)
L es la lagrangiana del sistema, que incluye la masa de la part´ıcula, as´ı como
las interacciones a las que se ve sometida.
Efectivamente, haciendo esta cantidad extremal, δS = 0, se llega a las ecua-
ciones de Euler-Lagrange, que no son ma´s que las ecuaciones de movimiento
de la part´ıcula, y su solucio´n nos da la trayectoria x(t) seguida por ella:
∂L
∂x
− d
dt
∂L
∂x˙
= 0 (3.2)
En 1933, Dirac publico´ un art´ıculo titulado The Lagrangian in quantum me-
chanics [27], en el que hablaba de la belleza de la formulacio´n de la Meca´nica
Cla´sica en base al principio de mı´nima accio´n. E´l consideraba que e´ste era un
concepto fundamental de la f´ısica, y por tanto, la Meca´nica Cua´ntica deber´ıa
poder ser formulada a partir de este principio. Sin embargo, nunca termino´ de
dar forma a tal idea.
An˜os ma´s tarde, en 1948, Richard Feynman [28] propuso una formulacio´n de
la Meca´nica Cua´ntica alternativa a las de Schro¨dinger y Heisenberg, basada en
la idea de Dirac. En la siguiente seccio´n se resumen las ideas ma´s importantes.
3.1.2. La integral de camino de Feynman
El problema en Meca´nica Cua´ntica es ma´s sutil que en Meca´nica Cla´sica: se
trata ahora no de encontrar la trayectoria que sigue la part´ıcula, ya que en
Meca´nica Cua´ntica no puede hablarse de trayectorias (al menos en la interpre-
tacio´n de Copenhague), sino de calcular el propagador cua´ntico, que mide la
amplitud de probabilidad de que la part´ıcula vaya del punto x0 en el instante
t0 al punto x1 en el instante t1. Por supuesto, desde aqu´ı se asume que esta
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teor´ıa es no relativista, ya que existe un sistema de referencia universal para
medir el tiempo.
Para empezar a entender co´mo calcular esta magnitud, Feynman se fijo´ en el
experimento de la doble rendija [29]. En este experimento, la part´ıcula parte en
el instante t0 de la fuente situada en x0, y llega al punto x1 en el instante t1 con
cierta probabilidad K(x0, t0; x1, t1). En Meca´nica Cla´sica, esta probabilidad es
la suma de las probabilidades de que la part´ıcula haya ido por un camino o
por el otro. Sin embargo, los resultados experimentales parec´ıan indicar que
en Meca´nica Cua´ntica no pueden sumarse las probabilidades sin ma´s, sino
que lo correcto es sumar las amplitudes de probabilidad. De este modo puede
explicarse el patro´n de interferencia t´ıpico que se obtiene.
Feynman sugiere entonces que el propagador debe ser una suma en la que
cada camino contribuye con la misma intensidad pero con distinta fase, una
fase proporcional a la accio´n en unidades de h¯:
K(x1, t1; x2, t2) =
∑
todos los caminos
eiS/h¯ (3.3)
donde S es la accio´n cla´sica del camino correspondiente.
Puede comprobarse co´mo se recupera el l´ımite cla´sico haciendo la accio´n mucho
mayor que el cuanto h¯. En este caso, las exponenciales imaginarias muestran
fuertes oscilaciones que se anulan entre s´ı. La u´nica regio´n donde esto no ocurre
es en las cercan´ıas de la trayectoria cla´sica, donde la accio´n no var´ıa por ser
extremal (δS = 0).
Para tener una definicio´n ma´s precisa de la integral de camino, debemos recu-
rrir al concepto de integral de Riemann, donde la integral definida de una fun-
cio´n f(x) se realiza mediante una suma de un conjunto de ordenadas {f(xi)},
donde las {xi} son puntos de una malla equiespaciada. La suma se normaliza
mediante un factor que resulta ser el espaciado ε. En el caso de la integral
de camino, debemos tener un conjunto representativo de caminos, para ello se
discretiza la variable temporal, y se consideran todos los caminos que surgen
de unir puntos de lonchas temporales adyacentes mediante l´ıneas rectas, como
se muestra en la figura (3.1):
No existe ninguna restriccio´n a la hora de formar estos caminos, y por tanto las
pendientes de estas rectas que unen lonchas temporales pueden tener valores
arbitrariamente elevados, es decir, que las velocidades pueden ser mayores que
la de la luz. Se vuelve a comprobar que la teor´ıa construida a partir de estos
caminos es no relativista.
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xa xbxj x j+1
j+1t
t j
tb
ta
ε
Figura 3.1: Esquema que muestra uno de los posibles “caminos”
La suma de caminos puede por fin escribirse como la integral siguiente:
K(b, a) = limx→0 1
A
∫ ∫
· · ·
∫
e(i/h¯)S[b,a]
dx1
A
dx2
A
· · · dxN−1
A
(3.4)
donde:
S[b, a] =
∫ tb
ta
L(x˙, x, t) dt (3.5)
La constante A de normalizacio´n depende de la lagrangiana del sistema, sin
embargo en el caso comu´n de que el potencial no dependa de las velocidades,
puede calcularse fa´cilmente, como se vera´ en el apartado siguiente.
3.1.3. Ecuacio´n de Schro¨dinger
En este apartado, vamos a demostrar que la formulacio´n de la Meca´nica
Cua´ntica en te´rminos de las integrales de caminos es ana´loga a la formula-
cio´n de Schro¨dinger.
La funcio´n de onda del sistema en cualquier instante t puede escribirse a partir
de la funcio´n de onda en un instante inicial t0, a trave´s del propagador:
Ψ(x, t) =
∫
K(x, t; y, t0) Ψ(y, t0) dy (3.6)
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La ecuacio´n de Schro¨dinger contiene una derivada temporal de primer orden,
as´ı que lo que nos interesa es que t0 y t sean dos instantes de tiempo sepa-
rados infinitesimalmente, o lo que es lo mismo, considerar so´lo dos lonchas
temporales, t y t+ ε:
t→ t+ ε (3.7)
Se pueden construir infinitos caminos entre entre los puntos x de la loncha
temporal t + ε (punto fijo) y el punto y de la loncha t (punto variable), cada
uno de estos caminos con una velocidad asociada (x− y)/ε. El lagrangiano del
sistema depende de la posicio´n (x+ y)/2 y de la velocidad (x− y)/ε:
L = 1
2
mx˙2 − V (x, t) = 1
2
m
(
x− y
ε
)2
− V
(
x+ y
2
, t
)
(3.8)
Escribimos de forma expl´ıcita el propagador tal y como se obtuvo en el apar-
tado anterior.
Ψ(x, t+ ε) =
∫ 1
A
e[ε
i
h¯
L(x−yε ,
x+y
2 )] Ψ(y, t) dy (3.9)
Introducimos la forma funcional del lagrangiano:
Ψ(x, t+ ε) =
∫ 1
A
e
[
i
h¯
m(x−y)2
ε
]
e[−
i
h¯
εV (x+y2 ,εt)] Ψ(y, t)dy (3.10)
Se realiza ahora un cambio de variable sencillo, y = x+η, y la expresio´n queda
del siguiente modo:
Ψ(x, t+ ε) =
∫ 1
A
e
[
i
h¯
mη2
ε
]
e[−
i
h¯
εV (x+y2 ,εt)] Ψ(x+ η, t)dη (3.11)
Las exponenciales del integrando son imaginarias, por lo tanto son funciones
oscilantes. Estas oscilaciones se compensan y por tanto se anulan para expo-
nentes grandes, as´ı que la parte significativa de la integral se reduce a aquellos
valores de la variable de integracio´n η que verifican lo siguiente:
mη2
h¯ε
≈ 1 (3.12)
Esta relacio´n implica que los te´rminos de orden ε son del mismo orden que los
te´rminos de orden η2. Esto nos sirve para realizar una expansio´n de Taylor en
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primer orden en ε, y por tanto en segundo orden en η:
Ψ(x, t) + ε
∂Ψ
∂t
=
∫ 1
A
e
[
i
h¯
mη2
ε
] [
1− iε
h¯
V (x, t)
]
[
Ψ(y, t) + η
∂Ψ
∂x
+
1
2
η2
∂2Ψ
∂x2
]
dη (3.13)
El integrando lineal en η es impar, por lo tanto su integral es nula. Nos queda:
Ψ(x, t)+ε
∂Ψ
∂t
=
1
A
[
1− iε
h¯
V (x, t)
] ∫
e
[
i
h¯
mη2
ε
] [
Ψ(y, t) +
1
2
η2
∂2Ψ
∂x2
]
dη (3.14)
Agrupamos los te´rminos de orden cero en ε, teniendo en cuenta que η2 ≈ ε, y
obtenemos el valor de la constante de normalizacio´n:
A =
∫
e
[
i
h¯
mη2
ε
]
dη (3.15)
Agrupamos los te´rminos de primer orden en ε (segundo orden en η):
∂Ψ
∂t
=
i
Ah¯
∫
e
[
i
h¯
mη2
ε
] [
V (x, t)Ψ(y, t) +
1
2
η2
∂2Ψ
∂x2
]
dη (3.16)
∂Ψ
∂t
=
i
h¯
V (x, t)Ψ(y, t) +
1
2
i
h¯
∂2Ψ
∂x2
∫
e
[
i
h¯
mη2
ε
]
η2dη (3.17)
Haciendo la integral gausiana, obtenemos la ecuacio´n de Schro¨dinger depen-
diente del tiempo:
−ih¯ ∂
∂t
Ψ(x, t) =
[
− h¯
2
2m
∂2
∂x2
+ V (x, t)
]
Ψ(x, t) (3.18)
3.2. Meca´nica estad´ıstica: La matriz densidad
En un sistema aislado, se estudian las propiedades del sistema sin tener en
cuenta el resto del universo, bien porque no existe ninguna interaccio´n entre
ellos o bien porque consideramos al propio sistema como el universo. En los
sistemas abiertos, se tiene en cuenta la interacio´n del sistema de intere´s con un
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universo del que no se necesita informacio´n aunque influya en las propiedades
de nuestro sistema.
Es posible incluir la influencia del entorno en el sistema de manera expl´ıcita
[30]. Sea x el conjunto de todas las coordenadas que definen el sistema, y |ψi〉
una funcio´n de ondas del sistema que depende exclusivamente de x:
ψi(x) = 〈x|ψi〉 (3.19)
Por otro lado, sean y las coordenadas que describen el universo y |θj〉 las
funciones de onda de e´ste:
θj(y) = 〈y|θj〉 (3.20)
De una manera muy general, la funcio´n de onda total puede escribirse como
una combinacio´n lineal de estos dos conjuntos de funciones:
|Ψ〉=∑
ij
Cij |ψi〉 |θj〉
Ψ(x, y)= 〈y| 〈x|Ψ〉 =∑
ij
Cij〈x|ψi〉〈y|θj〉 (3.21)
Sumando en j:
Ci(y) =
∑
j
Cij〈y|θj〉 (3.22)
Finalmente, la funcio´n de onda total puede escribirse como una combinacio´n
lineal de funciones de onda exclusivamente del sistema, cuyos coeficientes de-
penden de las variables del entorno. Es el entorno, pues, el que modula esta
combinacio´n:
Ψ(x, y) =
∑
i
Ci(y) ψi(x) (3.23)
Ahora consideremos un operador A que actu´a so´lo sobre el sistema, es decir:
A |ψ〉 |θ〉 = |θ〉A |ψ〉 (3.24)
El valor esperado de este operador en el estado total |Ψ〉:
〈A〉 = 〈Ψ| A |Ψ〉 =∑
ij
∑
i′j′
C∗ijCi′j′〈θj|θj′〉 〈ψi| A |ψi′〉 (3.25)
〈A〉 = 〈Ψ| A |Ψ〉 =∑
ii′
∑
j
C∗ijCi′j 〈ψi| A |ψi′〉 (3.26)
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Definimos la matriz densidad como el sumatorio en j:
ρii′ =
∑
j
C∗ijCi′j (3.27)
A partir de la expresio´n anterior se define un operador ρˆ de tal manera que
ρii′ = 〈ψi| ρˆ |ψi′〉. So´lo afecta a las funciones de onda del sistema, ya que al
sumar sobre j se ha eliminado cualquier dependencia con las variables del
entorno. La matriz ρii′ es autoadjunta, por lo tanto el operador asociado ρˆ es
hermı´tico, as´ı que puede diagonalizarse en un conjunto de estados ortogonales
|i〉 y autovalores reales ωi:
ρˆ =
∑
i
ωi |i〉 〈i| (3.28)
El valor esperado de cualquier operador puede escribirse de manera ma´s com-
pacta:
〈A〉= 〈Ψ| A |Ψ〉 =∑
ii′
〈ψi| ρˆ |ψi′〉 〈ψi| A |ψi′〉 =
=
∑
i
〈ψi| ρˆA |ψi〉 = Tr(ρˆA) (3.29)
Los autovalores del operador densidad tienen unos valores determinados, y
poseen un significado f´ısico concreto. Haciendo que el operador gene´rico A sea
la identidad, se obtiene informacio´n acerca de e´stos:∑
i
ωi = 1 (3.30)
Puede obtenerse ma´s informacio´n haciendo que A = |i′〉 〈i′|:
ωi′ = 〈A〉 = 〈ψ| Aˆ |ψ〉 = 〈ψ|i′〉〈i′|ψ〉 = |〈i′|ψ〉|2 ≥ 0 (3.31)
Por lo tanto,
ωi ≥ 0 y
∑
i
ωi = 1 (3.32)
Por u´ltimo, se puede comprobar que:
〈A〉 =∑
i
ωi 〈i| A |i〉 (3.33)
El elemento 〈i| A |i〉 es el valor esperado del operador A en el estado |i〉, de
manera que ωi, dadas las propiedades descritas en 3.32, puede interpretarse
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como la probabilidad de que el sistema este´ en el estado |i〉. Si todas las ωi
son cero excepto una, se dice que el sistema esta´ en un estado puro, donde se
aplican las leyes de la meca´nica cua´ntica ordinarias. Por el contrario, si ma´s
de una ωi son distintas de cero, el sistema se encuentra en un estado mezcla,
que ya no es una superposicio´n coherente de estados, el entorno que envuelve
el sistema ha provocado la pe´rdida de la coherencia cua´ntica.
Se puede a partir de este punto reformular la meca´nica estad´ıstica en te´rminos
de esta nueva magnitud. Cualquier sistema puede ser descrito mediante una
matriz densidad ρ, que tiene la siguiente forma:
ρ =
∑
i
ωi |i〉 〈i| (3.34)
donde |i〉 es un conjunto completo de vectores ortonormales y:
ωi≥ 0∑
i
ωi=1
〈A〉=Tr(ρA) (3.35)
En lo que sigue, supongamos que tenemos un sistema de part´ıculas cua´nticas
en equilibrio termodina´mico con un ban˜o te´rmico a temperatura T . Si traba-
jamos en el colectivo cano´nico, en el que se mantienen constantes el nu´mero
de part´ıculas N , el volumen V y la temperatura T (tambie´n llamado colectivo
NVT), la probabilidad de encontrar al sistema en un estado φi viene dada por
[31]:
Pi =
1
Z
e−βEi (3.36)
donde β = 1/kBT , kB es la constante de Boltzmann y Z la funcio´n de particio´n:
Z =
∑
i
e−βEi (3.37)
El valor esperado de un operador Aˆ se calcula como la suma de el valor esperado
en cada uno de los estados accesibles por la probabilidad de estar en dicho
estado: 〈
Aˆ
〉
=
∑
i
〈φi| Aˆ |φi〉Pi = 1
Z
∑
i
〈φi| Aˆ |φi〉 e−βEi (3.38)
Es claro que existen dos fuentes de probabilidad en Meca´nica Cua´ntica Es-
tad´ıstica: la primera intr´ınseca a la Meca´nica Cua´ntica, expresada mediante
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el valor esperado del operador en uno de los estados permitidos, y la segunda
debida a la estad´ıstica.
Como hemos dicho, un sistema de estas caracter´ısticas no puede ser descrito
por una funcio´n de onda. El objeto matema´tico que describe las propiedades
de un sistema en equilibrio termodina´mico es el operador densidad.
ρˆ = eβHˆ =
∑
i
e−βEi |φi〉 〈φi| (3.39)
Se suele trabajar en la representacio´n de coordenadas:
ρ(R,R′; β) = 〈R| ρˆ |R′〉 =∑
i
e−βEi φi(R) φ
∗
i (R
′) (3.40)
El valor esperado de un operador Aˆ se calcula a partir de la matriz densidad
ρ a trave´s de la traza:
〈
Aˆ
〉
=
1
Z
∑
i
〈φi| Aˆ |φi〉 e−βEi = 1
Z
∑
i
∑
j
〈φi| Aˆ e−βEi |φj〉 〈φj|φi〉 =
=
1
Z
∑
i
〈φi| Aˆ e−βHˆ |φi〉 = Tr(Oˆρˆ) (3.41)
En la representacio´n de coordenadas:
〈
Aˆ
〉
=
1
Z
∫
ρ(R,R′; β) 〈R| Aˆ |R′〉 dR dR′ (3.42)
La funcio´n de particio´n puede escribirse entonces como la traza de la matriz
densidad:
Z(β) = Tr[ρˆ] =
∫
ρ(R,R; β) dR (3.43)
La matriz densidad contiene toda la informacio´n f´ısica relevante sobre el sis-
tema estad´ıstico, al igual que la funcio´n de onda contiene toda la informacio´n
f´ısica relevante en un sistema no estad´ıstico. Sin embargo, la funcio´n de parti-
cio´n es suficiente para conocer todas las propiedades del sistema.
3.2.1. Matriz densidad de una part´ıcula libre
Calcularemos a continuacio´n la matriz densidad asociada a una part´ıcula libre:
ρfree(R,R
′; τ) = 〈R| ρˆfree |R′〉 = 〈R| e−τ
pˆ2
2m |R′〉 (3.44)
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Usando la propiedad de completitud de la base de estados |p〉:
∫ +∞
−∞
|p〉 〈p| dp = 1 (3.45)
Podemos escribir ahora:
ρfree(R,R
′; τ) =
∫ +∞
−∞
e−τ
p2
2m 〈R|p〉〈p|R′〉dp (3.46)
La proyeccio´n de los estados |p〉 sobre el espacio de configuraciones se puede
calcular facilmente:
〈R|p〉 = e
ipR/h¯
√
2pih¯
(3.47)
Nos queda:
ρfree(R,R
′; τ) =
1
2pih¯
∫ +∞
−∞
e−
τ
2m
p2e
i
h¯
(R−R′)pdp (3.48)
La solucio´n de estas integrales gausianas:
∫ ∞
0
dx e−(ax
2+bx+c) =
√
pi
a
e
b2−4ac
4a =
√
pi
a
e
b2
4a e−c (3.49)
Ya tenemos la forma anal´ıtica para la matriz densidad de una part´ıcula libre
en una dimensio´n:
ρfree(R,R
′; τ) =
√
1
4piλτ
e−
(R−R′)2
4λτ (3.50)
Para N part´ıculas no interactuantes en 3 dimensiones, la expresio´n ser´ıa:
ρfree(R,R
′; τ) =
( 1
4piλτ
) 3N
2 e−
(R−R′)2
4λτ (3.51)
3.2.2. Analog´ıa entre la matriz densidad y el propaga-
dor
La analog´ıa se establece teniendo en cuenta de que la matriz densidad cumple
la ecuacio´n de Bloch [30]:
Hˆ ρ(R,R′; β) = ∂
∂β
ρ(R,R′; β) (3.52)
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Por otro lado, el propagador cua´ntico verifica la ecuacio´n de Schro¨dinger de-
pendiente del tiempo:
Hˆ K(R′, t;R, 0) = ih¯ ∂
∂t
K(R′, t;R, 0) (3.53)
Haciendo t = −iβh¯, la equivalencia entre las ecuaciones (3.52) y (3.53) es
evidente. La matriz densidad es forma´lmente ide´ntica a un propagador cua´ntico
que actu´a en un tiempo imaginario. De hecho:
ρ(R,R′; β) = K(R′,−iβh¯;R, 0) (3.54)
La expresio´n (3.54) debe tomarse como una equivalencia formal en lugar de una
ecuacio´n. No obstante, resulta u´til a la hora de observar la conexio´n existente
entre la meca´nica cua´ntica y la meca´nica estad´ıstica.
3.3. Path Integral Monte Carlo
3.3.1. Propiedad de convolucio´n de la matriz densidad
La te´cnica Path Integral Monte Carlo [32, 33] tiene su base en la siguiente
propiedad de los operadores:
eAˆ+Bˆ = eAˆeBˆ ⇐⇒ [Aˆ, Bˆ] = 0 (3.55)
Puede hacerse lo mismo con el operador densidad:
ρˆ = e−βHˆ = e−(β/2+β/2)Hˆ = e−(β/2)Hˆe−(β/2)Hˆ (3.56)
En la representacio´n de coordenadas:
ρ(R,R′; β) =
∫
dR1 ρ(R,R1; β/2) ρ(R1, R
′; β/2) (3.57)
Esto quiere decir que podemos calcular la matriz densidad del sistema a una
temperatura T si conocemos la matriz densidad del sistema a una temperatura
2T . Este razonamiento se puede extrapolar para conseguir poder calcular la
matriz densidad a temperaturas muy bajas conociendo la matriz densidad del
sistema a temperaturas muy altas:
ρ(R,R′; β) =
∫
dR1 . . . dRM−1 ρ(R,RM−1; τ) . . . ρ(R1, R
′; τ) (3.58)
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donde τ = β/M .
Hasta aqu´ı todo es exacto. En el siguiente apartado se le da forma a la matriz
densidad a altas temperaturas, y es entonces cuando se plantean las distintas
aproximaciones.
3.3.2. La aproximacio´n primitiva
Partimos de una identidad para operadores [34, 35]:
ρˆ = e−τ(Tˆ +Vˆ) = e−τ Tˆ e−τ Vˆ exp
{
τ 2
2
[Vˆ , Tˆ ]− τ
3
6
[Vˆ , [Vˆ , Tˆ ]] + . . .
}
(3.59)
Cuando τ → 0 los te´rminos que contienen conmutadores se hacen ma´s pe-
quen˜os que los dos primeros, y puede despreciarse a orden τ 2. Esto es lo que
se conoce como aproximacio´n primitiva:
ρˆ = e−τ(Tˆ +Vˆ) ≈ e−τ Tˆ e−τ Vˆ = ρˆfree ρˆV (3.60)
El despreciar el conmutador entre los operadores cine´tico y potencial es, en
definitiva, asumir que a altas temperaturas nos encontramos en un re´gimen
cla´sico donde los efectos cua´nticos se ven ya enmascarados por la temperatura.
No obstante, exiten multitud de trabajos en los que se incluyen te´rminos de
mayor orden en el desarrollo que aparece en la ecuacio´n 3.59 [36, 37]. En esta
tesis vamos a realizar todos los ca´lculos siguiendo la aproximacio´n primitiva,
que ha probado ser suficiente para nuestros propo´sitos.
En principio, el pequen˜o error de orden τ 2 que se comete al hacer la aproxima-
cio´n primitiva podr´ıa multiplicarse en el producto de convolucio´n de la ecuacio´n
3.58, tanto ma´s cuanto mayor sea M . Sin embargo, la fo´rmula de Trotter [38]
garantiza que esto no ocurre, de hecho muestra que la aproximacio´n primitiva
se convierte en exacta en el l´ımite M →∞:
eA+B = l´ım
M→∞
(
eA/M eB/M
)M
(3.61)
Situa´ndonos en la representacio´n de coordenadas, el resultado sobre la matriz
densidad es una factorizacio´n de e´sta en una parte cine´tica y otra potencial,
y es so´lo va´lida para altas temperaturas o τ pequen˜os. La parte potencial es
diagonal en la representacio´n de coordenadas y la parte cine´tica se calculo´ en
el apartado (3.2.1):
ρV(R,R
′; τ)= 〈R| e−τ Vˆ |R′〉 = e−τV (R)δ(R− R′) (3.62)
ρT(R,R
′; τ)=
( 1
4piλτ
) 3N
2 e−
(R−R′)2
4λτ (3.63)
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donde λ = h¯2/(2m)
Incluimos estas expresiones en la propiedad de convolucio´n de la matriz den-
sidad y obtenemos la forma matema´tica de la matriz densidad dentro de esta
aproximacio´n:
ρ(R0, RM ; β)=
( 1
4piλτ
)−3NM/2 ∫
dR1 . . . dRM−1
× exp
[
− τ
M∑
m=1
m
2τ 2
(Rm−1 −Rm)2 − τV (Rm)
]
(3.64)
La propiedad de convolucio´n de la matriz densidad (eq. 3.58) puede ser inter-
pretada como un “camino” para una part´ıcula que viaja de R a R′ a trave´s
de una serie de puntos intermedios Ri , i = 1, . . . , (M − 1). La amplitud de
probabilidad de que la part´ıcula viaje de R a R′ vendra´ dada por la suma so-
bre todos los posibles caminos. Aqu´ı puede verse de nuevo la analog´ıa entre la
expresio´n obtenida de la matriz densidad y el propagador cua´ntico expresado
como una integral de caminos.
La funcio´n de particio´n se calcula como la traza de la matriz densidad, y
contiene toda la informacio´n accesible del sistema.
Z(β)=
( 1
4piλτ
)−3NM/2 ∫
dR0 . . . dRM
× exp
[
− τ
M∑
m=1
m
2τ 2
(Rm−1 −Rm)2 − τV (Rm)
]
(3.65)
A partir de esta funcio´n se pueden calcular todas las propiedades termodina´mi-
cas del sistema.
3.3.3. Isomorfismo cla´sico con pol´ımeros anulares
La expresio´n 3.65 deducida en la seccio´n anterior es formalmente ide´ntica a
la funcio´n de particio´n de un sistema de N pol´ımeros anulares, cada uno de
ellos compuesto deM mono´meros. Esta identificacio´n proporciona una imagen
cla´sica del sistema cua´ntico, en la que cada part´ıcula puede verse como un collar
deM cuentas numeradas, como puede verse en la figura 3.2. Cada una de estas
cuentas esta´ unida a sus dos vecinas mediante fuerzas armo´nicas, provenientes
de la parte libre de la matriz densidad. La parte potencial hace que la cuenta
i sufra adema´s la interaccio´n interato´mica con las correspondientes cuentas i
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Figura 3.2: Imagen de una part´ıcula cua´ntica como un pol´ımero anular.
de las otras part´ıculas del sistema. De este modo, cada cuenta esta´ sometida
a tres fuerzas.
Esta imagen cla´sica ayuda a comprender co´mo el me´todo Path Integral Monte
Carlo es capaz de simular un sistema cua´ntico en equilibrio termodina´mico.
Cada part´ıcula se encuentra deslocalizada en el espacio, debido a su naturaleza
cua´ntica y a la agitacio´n te´rmica. La deslocalizacio´n sera´ mayor cuanto menor
sea la masa de las part´ıculas y la temperatura. Estos dos efectos se muestran
superpuestos en la imagen cla´sica del pol´ımero, que abarcara´ una mayor ex-
tensio´n para part´ıculas ligeras a temperaturas bajas. La constante de la fuerza
armo´nica entre las cuentas de la misma part´ıcula depende de la masa de e´sta
y de la temperatura del sistema:
k =
m
τ 2
∝ mT 2 (3.66)
De esta manera, a menor temperatura menor es la constante, por lo que el
taman˜o de estos pol´ımeros aumenta a medida que nos acercamos al cero abso-
luto. Al contrario, cuanto mayor es la temperatura, mayor se hace la constante
ela´stica de los muelles que mantienen unidas las cuentas, y ma´s cerca estara´n
unas de otras, el caso extremo se alcanzara´ cuando todas las cuentas se co-
lapsen en el mismo punto, se habra´ alcanzado entonces el re´gimen cla´sico.
La constante ela´stica es directamente proporcional a la masa de las part´ıcu-
las, por lo que part´ıculas muy masivas generan constantes altas que obligan
a las cuentas a aglutinarse, describiendo un re´gimen cla´sico, mientras que pa-
ra part´ıculas muy ligeras dicha constante es muy pequen˜a, obtenie´ndose unos
pol´ımeros muy extendidos en el espacio. El valor de k no distingue un sistema
de part´ıculas de masa m a una temperatura T de otro formado por part´ıculas
de masa 4m a una temperatura 2T . Sin embargo, al ser sistemas compuestos
por especies diferentes, el potencial se encarga de describir las particularidades
de cada sistema.
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Una forma de estimar esta deslocalizacio´n es mediante la longitud de onda
te´rmica de de Broglie, que se define como el promedio de las longitudes de
onda de de Broglie asociadas a las part´ıculas de un gas ideal en equilibrio a
una temperatura T :
Λ(T ) =
√√√√ 2pih¯2
mkBT
(3.67)
Para dar una idea del orden de la longitud de onda te´rmica, resultan u´tiles las
siguientes magnitudes:
h¯c=22,898817 MK A˚
mc2=10,82835 m(uma) MK (3.68)
Usando los valores anteriores, se llega a una fo´rmula que proporciona la lon-
gitud de onda te´rmica de de Broglie para una part´ıcula de masa m a una
temperatura T :
ΛT (m) =
17,45√
m(uma)T (K)
A˚ (3.69)
En la tabla 3.1 se recogen valores concretos de esta magnitud para distintos
a´tomos a distintas temperaturas:
Tabla 3.1: Longitudes de onda te´rmica para distintas especies y temperaturas.
Λ / A˚
T / K 1H 4He 40Ar
0.1 54.97 27.58 8.73
1 17.38 8.72 2.76
10 5.49 2.76 0.87
100 1.74 0.87 0.28
En este punto es necesario resaltar que el nu´mero de cuentas es en definitiva
el nu´mero de matrices densidad a alta temperatura que han surgido fruto de
la factorizacio´n de la matriz densidad a una temperatura baja. Es claro que
cuantas ma´s cuentas se consideren, ma´s fiable sera´ la descripcio´n cua´ntica,
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aunque ma´s se encarecera´n los ca´lculos. El compromiso se encuentra realizan-
do un estudio de convergencia. Puede obtenerse una primera estimacio´n del
nu´mero de cuentas necesarias mediante el cociente entre la ma´xima frecuencia
presente en el sistema h¯ω y la energ´ıa te´rmica disponible:
M  h¯ω
kBT
(3.70)
El cociente que aparece en la expresio´n anterior no es ma´s que la relacio´n entre
los efectos cua´nticos y los efectos te´rmicos. Un re´gimen cla´sico es aquel en el
que la temperatura enmascara cualquier efecto cua´ntico, lo que se traduce en
que la expresio´n 3.70 da un nu´mero muy bajo de cuentas. En un re´gimen
cua´ntico, el numerador domina, haciendo necesario aumentar el nu´mero de
cuentas para poder describir correctamente el sistema.
La estad´ıstica de Bose o Fermi juega un papel fundamental a muy bajas tempe-
raturas, donde surgen los efectos de superfluidez. Se debe entonces simetrizar
o antisimetrizar la matriz densidad respecto al intercambio de part´ıculas. En el
isomorfismo cla´sico, esto se traduce a que existen intercambios entre cuentas de
diferentes part´ıculas, de tal manera que a medida que baja la temperatura los
intercambios entre cuentas son cada vez ma´s numerosos, llegando a un punto
en el que unos pol´ımeros se entrelazan con otros para dar lugar a un conglo-
merado con una longitud t´ıpica del orden del taman˜o del sistema. A efectos
pra´cticos, se debe comparar la longitud de onda te´rmica con la distancia t´ıpica
interato´mica d. Si Λ es mucho menor que d, las nubes de probabilidad de las
part´ıculas no interfieren, por lo tanto los efectos de intercambio nuclear son
despreciables. Si Λ es mucho mayor que d, estos efectos se hacen importantes,
y se hace necesario incluir en la simulacio´n las permutaciones de las cuentas
de todas las part´ıculas.
3.3.4. Muestreo
Existen distintas maneras de muestrear el espacio de configuraciones. La ma´s
ba´sica consiste en proponer el movimiento de una cuenta de una de las part´ıcu-
las a cada paso MC. Para sistemas que necesiten pocas cuentas puede ser una
buena opcio´n, sin embargo pronto surge la necesidad de realizar movimientos
colectivos de las cuentas, ya que el sistema debe poder moverse en el espacio
configuracional con cierta presteza para, en primer lugar, alcanzar la termali-
zacio´n y en segundo lugar para que el muestreo sea lo ma´s eficiente posible.
Una idea sencilla y efectiva es la de desplazar todas las cuentas correspon-
dientes a una part´ıcula en un mismo paso MC, de manera que el pol´ımero
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se mueve como un todo. Para comprender mejor por que´ deben incluirse este
tipo de movimientos en cualquier simulacio´n PIMC, recurramos a un ejemplo
sencillo, una mole´cula diato´mica. Cla´sicamente, los a´tomos de la mole´cula se
situ´an a la distancia de equilibrio que marca la curva de potencial, donde la
energ´ıa potencial es mı´nima. En una descripcio´n cua´ntica, sin embargo, estos
a´tomos se situ´an a una distancia mayor que la cla´sica, debido a la energ´ıa del
punto cero. Este tipo de movimientos contribuye a que las part´ıculas cua´nti-
cas se acomoden mejor en sus nuevas posiciones de equilibrio de manera ma´s
ra´pida que moviendo una a una sus cuentas.
Aunque estos movimientos resultan fundamentales, un muestreo riguroso re-
quiere movimientos inteligentes en los que se involucren subconjuntos del total
de cuentas de las part´ıculas, En el me´todo bisection [32] se escoge a cada paso
MC una porcio´n del pol´ımero al azar y se reconstruye por partes. Una vez
fijados los extremos, se coloca una cuenta en el punto medio y se propone un
movimiento; si es aceptado, se colocan dos cuentas en los puntos medios de
los dos segmentos generados, y se proponen sendos movimientos. El proceso
sigue hasta que alguno de los movimientos no es aceptado. Si todos ellos son
aceptados, las posiciones de la cadena se actualizan. Este me´todo propone mo-
vimientos de grano grueso al principio y de grano fino ma´s adelante. Si los de
grano grueso no son aceptados, no se pierde ma´s tiempo en intentar los movi-
mientos ma´s sutiles. Y si son aceptados, los u´ltimos movimientos tendra´n ma´s
probabilidades de ser aceptados, ya que los primeros movimientos han situado
sin duda al sistema en una regio´n conveniente del espacio de configuraciones.
En el me´todo staging [39] se desacoplan los modos de vibracio´n de una por-
cio´n del pol´ımero a cada paso MC, dando como resultado que gran parte de la
cadena se dirija ra´pidamente a la zona adecuada del espacio configuracional.
En la siguiente seccio´n se describe con detalle la teor´ıa que existe detra´s del
me´todo staging, que ha sido finalmente el escogido en esta tesis.
Staging
Consideremos un segmento de uno de los pol´ımeros de un sistema de una
part´ıcula en una dimensio´n. El producto de matrices densidad que debe inte-
grarse puede escribirse como:
. . . ρ(xi−1, xi; τ) ρ(xi, xi+1; τ) . . . ρ(xi+j, xi+j+1; τ)︸ ︷︷ ︸⊙ ρ(xi+j+1, xi+j+2; τ) . . .
(3.71)
Cada una de estas matrices se puede escribir de forma compacta del siguiente
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modo:
ρ(xi, xi+k; kτ) = ρi,k = e
Ωi,k(kτ) (3.72)
donde:
Ωi,k(kτ) = − m
2h¯2kτ
(xi − xi+k)2 (3.73)
Se puede escribir el segmento como el siguiente producto de cocientes:
⊙
=
i+j∏
m=i
ρm,1 = ρi,j · ρi,1 ρi+1,j−1
ρi,j
· ρi+1,1 ρi+2,j−2
ρi+1,j−1
· · · (3.74)
A continuacio´n se manipula uno de estos cocientes:
Ωi+k,1(τ) + Ωi+k+1,j−k−1[(j − k − 1)τ ]− Ωi+k,j−k[(j − k)τ ] =
=− m
2h¯2τ
[
(xi+k − xi+k+1)2 + 1
j − k − 1(xi+k+1 − xi+j)
2 − 1
j − k (xi+k − xi+j)
2
]
=− m
2h¯2τ
[
x2i+k
(
1− 1
j − k
)
+ x2i+k+1
(
1− 1
j − k − 1
)
+
+x2i+j
(
1
j − k − 1 −
1
j − k
)
− 2xi+kxi+k+1 − 2xi+k+1xi+j
j − k − 1 +
2xi+kxi+j
j − k
]
=
=− m
2h¯2τ
(
j − k
j − k − 1
)[
x2i+k+1 − 2xi+k+1
xi+j + (j − k − 1)xi+k
j − k +
+x2i+k
(
j − k − 1
j − k
)2
+ x2i+j
(
1
j − k
)2
+ 2
(
j − k − 1
(j − k)2
)
xi+kxi+j
]
=
=− m
2h¯2τ
(
j − k
j − k − 1
)[
x2i+k+1 − 2xi+k+1
xi+j + (j − k − 1)xi+k
j − k +
+
(
xi+j + (j − k − 1)xi+k
j − k
)2 ]
=
=− mk
2h¯2τ
(xi+k+1 − x∗i+k+1)2 (3.75)
donde:
mk=m
(
j − k
j − k − 1
)
x∗i+k+1=
xi+j + xi+k(j − k − 1)
j − k (3.76)
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De este modo, el segmento de productos de matrices densidad tiene finalmente
la siguiente forma:
⊙
=
j−2∏
k=0
exp
[
− mk
2h¯2τ
(xi+k+1 − x∗i+k+1)2
]
(3.77)
Se han conseguido desacoplar los muelles del pol´ımero anular. Esto significa
que mediante el me´todo staging, el PIMC es capaz de muestrear de manera
exacta la parte cine´tica del problema. Se proponen, de este modo, movimien-
tos con una amplitud proporcional a la longitud de onda te´rmica asociada a
las cuentas implicadas, y el criterio de aceptacio´n lo impone el algoritmo de
Metropolis aplicado exclusivamente a la parte potencial. En la seccio´n 3.3.7
se muestran unas l´ıneas de co´digo en las que se implementa esta te´cnica de
muestreo.
3.3.5. Ca´lculo de propiedades
Energ´ıa cine´tica
Existen varios estimadores de la energ´ıa, el ma´s evidente es el estimador de
Barker [40] o termodina´mico, que se obtiene a partir de la funcio´n de particio´n
mediante la conocida relacio´n:
ET = − 1
Z
∂Z
∂β
(3.78)
Haciendo los ca´lculos con la forma funcional obtenida para la funcio´n de par-
ticio´n, se obtiene la siguiente expresio´n para la energ´ıa del sistema:
ET =
3N
2τ
−
〈
M∑
i=1
(Ri −Ri−1)2
4λτ 2
+
1
M
M∑
i=1
V (Ri)
〉
MC
(3.79)
Los corchetes indican promedio sobre los pasos MC. El primer te´rmino es la
energ´ıa cine´tica cla´sica (3/2)NkBT multiplicada por el nu´mero de cuentas, y
el u´ltimo es la energ´ıa potencial cla´sica del sistema. El segundo te´rmino es
negativo, luego no puede ser un te´rmino de correccio´n cua´ntica a la cantidad
cla´sica. Este es el motivo principal por el que no suele usarse este estimador
en la pra´ctica.
Se puede conseguir un estimador mejorado haciendo uso del teorema del vi-
rial [36, 41], que establece que la energ´ıa cine´tica es proporcional al producto
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escalar de la posicio´n por el gradiente del potencial. La energ´ıa total en una
dimensio´n es:
E = V (x) +
1
2
x
∂V (x)
∂x
(3.80)
El estimador del virial adopta la siguiente forma:
EV =
3N
2β
+
〈
1
2M
N∑
i=1
M∑
α=1
rαi ·
∂V (rαi )
∂rαi
+
1
M
M∑
i=1
V (Ri)
〉
MC
(3.81)
En esta ocasio´n la energ´ıa cine´tica se obtiene como la energ´ıa cla´sica del sis-
tema ma´s un te´rmino de correccio´n cua´ntica, que es lo correcto. Sin embargo,
este estimador necesita la derivada del potencial, lo que supone una gran des-
ventaja en el caso de que la superficie de energ´ıa potencial empleada en los
ca´lculos no sea anal´ıtica. Y aunque siempre se puede recurrir a la derivacio´n
nume´rica, el nu´mero de evaluaciones de potencial aumenta enormemente, lo
cual puede llevar a que los ca´lculos sean inabarcables. Para entender el alcan-
ce de esta afirmacio´n supongamos que tenemos un sistema de N part´ıculas y
que se emplea el me´todo ma´s simple de muestreo, es decir, que en cada paso
MC se mueve una cuenta de una part´ıcula. Para calcular la energ´ıa segu´n el
estimador termodina´mico en un paso, se necesita evaluar la energ´ıa potencial
del sistema una sola vez, mientras que el estimador del virial requiere conocer
las fuerzas de todas las part´ıculas, esto implica calcular N fuerzas, es decir,
3N evaluaciones del potencial. Para un sistema tan pequen˜o como un tr´ımero,
el nu´mero de evaluaciones de potencial aumenta en un orden de magnitud, y
para un sistema de 30 part´ıculas aumenta en dos o´rdenes. De este modo, el
taman˜o del sistema que se quiere estudiar y la superficie de energ´ıa potencial
disponible son aspectos clave a la hora de decidir que´ estimador es el ma´s
conveniente.
Funcio´n de distribucio´n radial
La funcio´n de distribucio´n radial es una magnitud que da cuenta de la es-
tructura interna de sistemas cont´ınuos como l´ıquidos o so´lidos, a trave´s de las
variaciones de la densidad en funcio´n de la distancia a un a´tomo en particu-
lar. Esta´ relacionada con el nu´mero de vecinos del a´tomo central hasta una
distancia r0:
n(r0) =
∫ r0
0
r2 g(r) dr (3.82)
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El nu´mero de vecinos n(r0) en un sistema con los a´tomos colocados completa-
mente al azar puede calcularse a trave´s de la densidad ρ como:
n(r0) =
4pi
3
ρr30 (3.83)
De este modo, la funcio´n de distribucio´n radial es por construccio´n adimensio-
nal. Cuanta mayor estructura presente g(r) ma´s ordenada sera´ la estructura
del sistema. A distancias grandes g(r) tiende a 1.
Para agregados, la funcio´n de distribucio´n radial se define del un modo dife-
rente:
g(r) =
2
N(N − 1)
〈
N∑
i<j
δ(rij − r)
〉
MC
(3.84)
donde rij es la distancia entre las part´ıculas i y j, y los corchetes indican un
promedio de todos los pasos MC. En esta ocasio´n, g(r) tiene dimensiones de
inversa de la longitud, a grandes distancias tiende a cero y esta´ normalizada a
1.
Experimentalmente, lo que se mide es el factor de estructura esta´tico, S(~q),
mediante scattering de neutrones y rayos X. En el caso de l´ıquidos y materiales
amorfos, este so´lo depende del mo´dulo de ~q, y puede representarse como una
integral sobre g(r):
S(q) = 1 + 4piρ
∫ R
0
dr r2 [g(r)− 1] sin (qr)
qr
(3.85)
donde ρ es la densidad de part´ıculas y R debe escogerse como la mitad de la
caja de simulacio´n. En la figura 3.3 puede verse un ejemplo para el caso de
Helio l´ıquido a 1 K, obtenida a partir del factor de estructura esta´tico medido
experimentalmente [42].
3.3.6. Consideraciones varias
Es siempre deseable en una simulacio´n PIMC cua´ntica comenzar a partir de
una configuracio´n cla´sica, en la que todas las cuentas de una part´ıcula esta´n
colapsadas en el mismo punto. Esta configuracio´n cla´sica de partida puede
obtenerse mediante un Monte Carlo cla´sico, o bien mediante algoritmos evo-
lutivos, como veremos en la seccio´n 4.
Una vez se tiene el estado inicial cla´sico, se procede a lo que se denomina ter-
malizacio´n. En este proceso, se deja que el sistema evolucione hasta llegar a
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Figura 3.3: Funcio´n de distribucio´n radial del helio l´ıquido a 1 K, calculada a
partir del factor de estructura medido experimentalmente [42].
aquella zona del espacio configuracional o´ptima. Usando el isomorfismo cla´si-
co, hay que dejar que el pol´ımero anular se despliegue desde la configuracio´n
cla´sica, en la que todas las cuentas esta´n superpuestas, hasta su configura-
cio´n cua´ntica, adquieriendo su taman˜o y forma propios. Una buena manera de
mantener un control en este proceso, es mediante el seguimiento de la energ´ıa
potencial del sistema. Durante cierto tiempo de simulacio´n se puede compro-
bar que la energ´ıa potencial var´ıa cont´ınuamente, hasta que llega un punto en
que la energ´ıa se ha estabilizado alrededor de un valor promedio, es entonces
cuando el sistema ha alcanzado el equilibrio termodina´mico, y ya se puede
proceder a recoger la estad´ıstica.
En general, esta´ establecido que la tasa de aceptacio´n de los movimientos que
se proponen en el muestreo propio del me´todo MC debe estar comprendida
entre un 40% y un 60% [20]. Esta tasa posee una fuerte relacio´n con la am-
plitud de dichos movimientos, de manera que si e´stos son demasiado grandes,
la tasa de aceptacio´n se hace casi nula, mientras que si los movimientos son
demasiado sutiles, se aceptan todos, provocando que el sistema, aunque lenta-
mente, se dirija sin control a cualquier zona del espacio de configuraciones. Se
debe fijar la amplitud de los movimientos propuestos de tal manera que la tasa
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de aceptacio´n quede comprendida dentro del margen establecido. No obstante,
en el me´todo staging no es necesario realizar este paso previo a la simulacio´n,
ya que el mismo me´todo proporciona la amplitud de sus movimientos, como
ya se vio en la seccio´n 3.3.4.
En el estudio de agregados, es inherente el problema de las evaporaciones
espu´reas en la superficie. Los me´todos MC no son apropiados para describir
este feno´meno con exactitud, ya que implican zonas planas de la superficie de
energ´ıa potencial donde el algoritmo de Metropolis pierde el criterio energe´ti-
co para volver al pozo de potencial. Las soluciones que se han dado a este
problema se estudiara´n en detalle en la seccio´n 5.4.3 a trave´s de un sistema
concreto.
Es fundamental en un ca´lculo PIMC saber el nu´mero mı´nimo de cuentas (M)
que es necesario introducir en los ca´lculos, de modo que previamente se debe
realizar un estudio de convergencia. Se realizan ca´lculos con un nu´mero cre-
ciente de cuentas hasta que se verifica que la energ´ıa del sistema no depende
de M . Existen me´todos para extrapolar al caso M → ∞ a partir de pocos
ca´lculos con pocas cuentas, como el me´todo de Richardson [33].
Si el potencial que sienten los a´tomos del sistema es de pares, resulta extrema-
damente u´til guardar las interdistancias ato´micas en una matriz a cada paso
MC, actualiza´ndose en pasos sucesivos. De este modo, se ahorra mucho tiempo
computacional, ya que el ca´lculo de la distancia entre dos puntos requiere el
uso de la raiz cuadrada, que es una funcio´n muy lenta en cualquier lenguaje
de programacio´n.
3.3.7. El co´digo
El co´digo se ha desarrollado en Fortran 90. Las posiciones de las part´ıculas
cla´sicas y todas las cuentas de todas las part´ıculas cua´nticas se guardan en
sendos arreglos, cpos y qpos:
cpos(1:3,1:N)
qpos(1:3,1:M,1:N)
En la entrada de nuestro co´digo PIMC so´lo son necesarios el nu´mero de part´ıcu-
las, sus masas, el potencial de interaccio´n, y algunos para´metros adicionales
como el nu´mero de pasos Monte Carlo, el taman˜o de salto que influye en las
tasas de aceptacio´n y el nu´mero de cuentas.
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Despue´s de estas comprobaciones necesarias, se comienza a utilizar el programa
para calcular magnitudes. Un co´digo PIMC gene´rico debe seguir el siguiente
esquema:
! Se leen datos y se inician
! los arreglos de posiciones y distancias:
call init
! Simulacion clasica:
do i=1,nmcc
call MCclassic
end do
! Se copia la configuracio´n clasica de equilibrio
! en los arrays cuanticos:
call cl_to_q
! Se ajustan las tasas de aceptacion:
call adjust
! Se deja que el sistema llegue al equilibrio:
do i=1,nmcw
call MCstep
end do
! Simulacion cuantica. Se recoge la estadistica:
do i=1,nmc
call MCstep
call Energy
call magnitudes
end do
! Se calculan los valores medios:
call averages
! Se generan las salidas:
call output
El siguiente trozo de co´digo muestra co´mo se implementa el me´todo staging.
nbeads es el nu´mero de cuentas, mbeads es la longitud del segmento de pol´ımero
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que se va a mover, y gauss es un nu´mero aleatorio que sigue una distribucio´n
gausiana.
do k=0,mbeads-2
mk=dble(mbeads-k)
mk1=dble(mbeads-k-1)
ibk=ibead_ini+k
ibk1=ibk+1
ibkf=ibead_end
if(ibk>nbeads) ibk=ibk-nbeads
if(ibk1>nbeads) ibk1=ibk1-nbeads
if(ibkf>nbeads) ibkf=ibkf-nbeads
do id=1,ndim
rho=qpos(id,ip,ibk)
xf=qpos(id,ip,ibkf)
massk=mass*mk/mk1
xp=(xf+rho*mk1)/mk
xpp=xp+gauss(iseed)*dsqrt(hbar*hbar*tau/massk)
qpos(id,ip,ibk1)=xpp
end do
end do
3.4. Probando el me´todo: El oscilador armo´ni-
co
Para probar que el me´todo funciona correctamente, se ha escogido el oscilador
armo´nico como sistema del que pueden calcularse sus propiedades de manera
exacta, tanto en el re´gimen cla´sico como cua´ntico.
La forma expl´ıcita del potencial armo´nico:
V (x) =
1
2
mω2x2 (3.86)
En meca´nica cla´sica, tenemos un conjunto cont´ınuo de energ´ıas, as´ı que los
sumatorios se sustituyen por integrales. Obtenemos que el valor esperado de
la energ´ıa es inversamente proporcional a β:
〈E〉 =
∫∞
0 dE E e
−βE∫∞
0 dE e
−βE
=
1/β2
1/β
=
1
β
(3.87)
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Hay que notar que este resultado es para cada grado de libertad del sistema,
es decir, que si tenemos un sistema tridimensional, el valor esperado ser´ıa:
〈E〉 =
〈
x2
〉
=
3
β
(3.88)
Las energ´ıas de un oscilador armo´nico cua´ntico son discretas:
Ei = h¯ω
(
i+
1
2
)
(3.89)
La funcio´n de particio´n (eq. 3.37) resulta ser la suma de una progresio´n geome´tri-
ca, y el valor medio de la energ´ıa (eq. 3.38) es la suma de una progresio´n
aritme´tico-geome´trica:
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∑
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(3.90)
Ya tenemos la energ´ıa en funcio´n de la temperatura:
〈E〉 =
〈
x2
〉
=
1
2
h¯ω coth
(
1
2
βh¯ω
)
(3.91)
De nuevo, este resultado es para un grado de libertad.
3.4.1. Detalles de la simulacio´n y resultados
Se han realizado ca´lculos PIMC con diferentes nu´meros de cuentas, desde
M = 1 (cla´sico) hasta M = 50, en un rango de temperaturas que va de
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β = 1 a β = 10,0 unidades ato´micas. Para cada temperatura, se han realizado
nblocks ca´lculos independientes, que se han llamado bloques. Dentro de cada
bloque, realizamos unos nmcw pasos MC de calentamiento (necesario para
que le de tiempo al sistema a llegar al equilibrio termodina´mico) y otros nmc
ma´s en los que se miden y acumulan las propiedades deseadas, en este caso
la energ´ıa. De este modo, para cada bloque se tiene un valor promedio de la
energ´ıa, y finalmente se promedian estos valores para dar un valor final ma´s
promediado. Al ser el u´nico propo´sito de esta prueba comprobar co´mo se des-
cribe el comportamiento cua´ntico del oscilador armo´nico, no se han incluido
los errores. El me´todo de muestreo empleado en estos ca´lculos ha sido el ma´s
simple, moviendo una cuenta a cada paso MC. Cada njump pasos MC se in-
tenta un movimiento colectivo de todas las cuentas pertenecientes a la misma
part´ıcula. Esto ayuda bastante a moverse con ma´s fluidez dentro del espacio
de configuraciones. La energ´ıa se calcula mediante el estimador ma´s simple, el
termodina´mico. La masa es m = 1 y la frecuencia del potencial es ω = 1. Por
simplicidad para este ejemplo, tambie´n hemos escogido h¯ = 1 y kB = 1. En la
table 3.2 se recogen los valores de todos los para´metros descritos.
Tabla 3.2: Para´metros utilizados en el ca´lculo de la energ´ıa del oscilador cua´nti-
co mediante PIMC.
Para´metro Valor
hbar 1
m 1
omega 1
nblocks 100
nmcw 500000
nmc 100000
njump 100
Los resultados obtenidos de los ca´lculos PIMC para la energ´ıa del oscilador
armo´nico en funcio´n de la temperatura inversa β pueden verse en la figura 3.4,
junto con las curvas de la energ´ıa cla´sica (eq. 3.4) y la energ´ıa cua´ntica (eq.
3.4). El ca´lculo PIMC cla´sico (M = 1) coincide con la curva cla´sica, donde la
energ´ıa crece linealmente con la temperatura, o es inversamente proporcional
a β. Claramente, en la figura se puede comprobar co´mo a medida que aumenta
M , el comportamiento cua´ntico del sistema se describe mejor a temperaturas
bajas. Sin embargo, existe un efecto perjudicial cuando se aumenta M , y es
que el error aumenta considerablemente, efecto que se plasma perfectamente
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en la figura, y muestra las carencias del estimador termodina´mico (eq. 3.3.5).
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Figura 3.4: Cuantificacio´n de los efectos cuan´ticos en el oscilador armo´nico me-
diante del nu´mero de cuentas. La l´ınea roja es la energ´ıa del oscilador armo´nico
cla´sico en funcio´n de la temperatura, mientras que la l´ınea azul corresponde a
la energ´ıa cua´ntica. Los puntos negros son los resultados PIMC.
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Cap´ıtulo 4
Algoritmos evolutivos
A finales de los an˜os 50, varios grupos de investigadores especializados en
biolog´ıa se interesaron en explotar las poderosas capacidades de ca´lculo que
ofrec´ıan las nuevas ma´quinas computadoras, con el objetivo de construir mo-
delos artificiales que reprodujeran la evolucio´n natural. La idea era de alguna
forma codificar en el computador una poblacio´n inicial de individuos, y esta-
blecer unas reglas sencillas que la hiciera evolucionar de la misma manera que
evolucionan las especies en la Tierra. Conceptos como seleccio´n, mutacio´n y
recombinancio´n bastar´ıan en principio para describir este feno´meno, al menos
cualitativamente. Sin embargo, fue a mediados de los sesenta cuando empezo´ a
plantearse utilizar esta idea a problemas que nada tienen que ver con la evolu-
cio´n de las especies, y que Ingo Rechenberg bautizo´ como estrategia evolutiva.
Una estrategia evolutiva comienza proponiendo una solucio´n inicial aleatoria
a un problema gene´rico, solucio´n que dependera´ de unos para´metros. Esta pri-
mera solucio´n (padre) genera un par de variantes (hijos) mediante un ligero
cambio en sus para´metros (mutacio´n). De la prole, se escoge la mejor de las
soluciones, que pasa a ser el padre de la siguiente generacio´n. El proceso se
repite de manera iterativa hasta que se alcanza la solucio´n o´ptima al problema.
En la naturaleza, las especies animales se van adaptando al medio en el que
viven mediante la mejora progresiva de la dotacio´n gene´tica a trave´s de su-
cesivas mutaciones, recombinaciones de individuos y la seleccio´n natural. Por
mutacio´n entendemos cambios esponta´neos y aleatorios en el material gene´tico
de un individuo que pueden beneficiar o perjudicar la adaptacio´n de ese indivi-
duo en concreto al medio que le rodea. La recombinacio´n consiste en la mezcla
del material gene´tico de dos individuos para dar uno nuevo. La seleccio´n es el
mecanismo por el cual los individuos menos adaptados al medio mueren y por
tanto su material gene´tico malo no se hereda. La medida de la adaptacio´n de
55
Algoritmos evolutivos
un individuo al medio es dif´ıcil de cuantificar, y depende mucho de la especie.
Un ejemplo fa´cil de cuantificar es el guepardo, donde el individuo ma´s adap-
tado es pra´cticamente el ma´s veloz, ya que su supervivencia depende en gran
medida de atrapar presas veloces. Sin embargo, en otras especies son muchos
los factores que entran en juego a la hora de evaluar el grado de adaptacio´n
de un individuo al medio.
La bu´squeda de extremos de una funcio´n anal´ıtica es un problema con infini-
dad de aplicaciones, desde las ma´s fundamentales, como encontrar estructuras
ato´micas o moleculares de equilibrio, hasta otras ma´s pra´cticas, como la bra-
quiterapia, que consiste en la colocacio´n estrate´gica de pequen˜os implantes
radiactivos cerca de una zona tumoral [43, 44]. Uno de los algoritmos ma´s uti-
lizados para este propo´sito esta´ englobado en lo que se ha llamado algoritmos
evolutivos (EA).
Para llevar a cabo la analog´ıa entre la evolucio´n natural y la bu´squeda del
mı´nimo global de una PES, debemos asignar a cada concepto presente en el
lenguaje evolutivo un elemento de la matema´tica. De este modo, un individuo
lo podemos entender como un punto en el espacio de configuraciones, mientras
que la especie entera ser´ıa un conjunto de puntos en este espacio. La dispersio´n
que muestren los puntos en el espacio configuracional estara´ relacionado con la
diversidad existente dentro de la especie. La informacio´n gene´tica de cada uno
podr´ıa ser el conjunto de coordenadas cartesianas, y la adaptacio´n al medio se
podr´ıa medir a trave´s del valor de la energ´ıa potencial, los mejor adaptados
sera´n aquellos con una menor energ´ıa, de tal manera que se encuentran ma´s
cercanos al mı´nimo global de la PES. La mutacio´n consiste en un cambio en
una o varias coordenadas del punto. Para la recombinacio´n debemos estable-
cer una funcio´n que lleve de dos o ma´s puntos del espacio de configuraciones
a otro punto del mismo espacio. La forma de esta funcio´n es arbitraria, pe-
ro como primera aproximacio´n podemos hacer que las coordenadas del nuevo
punto sean las correspondientes al punto intermedio entre los progenitores. En
la lucha, se escogen a dos o varios individuos y se comparan de algu´n modo
objetivo, por ejemplo mediante el valor de la energ´ıa potencial. Los perdedores
quedan eliminados, y por lo tanto no pueden reproducirse. La seleccio´n escoge
a los ma´s adaptados al medio, forzando generacio´n tras generacio´n a que la
especie se encamine hacia el mı´nimo global de la PES. En estos algoritmos
evolutivos, se repite el esquema anterior generacio´n tras generacio´n hasta que
se cumple algu´n criterio de finalizacio´n. E´ste puede ser que la energ´ıa potencial
var´ıe menos que un umbral, esto da una sen˜al de que se ha alcanzado un mı´ni-
mo. Tambie´n es necesario establecer un nu´mero ma´ximo de generaciones. Se
muestra la estructura de un algoritmo evolutivo (EA) gene´rico en el diagrama
4.1:
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Figura 4.1: Diagrama de flujo de un algoritmo evolutivo.
No obstante, dentro de los EA, existen tres grandes variantes: las estrategias
evolutivas (ES), la programacio´n evolutiva (EP) y los algoritmos gene´ticos
(GA). En la tabla 4.1 se muestran las principales diferencias entre estas tres
ramas de los EA. Todas ellas siguen la filosof´ıa de los EA, sin embargo cada
una posee unas caracter´ısticas propias que las distinguen del resto. En lo que
respecta a la representacio´n de los genes, la ES y la EP utilizan las coordenadas
cartesianas de los a´tomos, que son nu´meros reales, mientras que en los GA,
los para´metros a minimizar se codifican en te´rminos de nu´mero binarios, que
se guardan en largos arreglos, imitando de esta manera las cadenas de ADN
que codifican los genes. La forma de evaluar la adaptacio´n de un individuo al
medio se realiza ba´sicamente a trave´s de la misma funcio´n objetivo, la energ´ıa
potencial. La mutacio´n juega papeles muy diferentes en estas tres ramas de los
EA: en el GA queda en un segundo plano, mientras que se presenta como el
u´nico operador en la EP y el operador principal en la ES. La auto-adaptacio´n
es un mecanismo que dif´ıcilmente puede relacionarse con el mundo natural, por
el cual la magnitud de las mutaciones disminuye con el tiempo, lo que provoca
una gradual disminucio´n de la diversidad de la especie con el tiempo. En el
a´mbito de la bu´squeda de mı´nimos de la PES, esto es u´til para restringir el
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espacio configuracional una vez el me´todo ha encontrado una zona ma´s apta.
Tabla 4.1: Caracter´ısticas principales de los algoritmos evolutivos.
Estrategias Programacio´n Algoritmos
Evolutivas Evolutiva Gene´ticos
(ES) (EP) (GA)
Representacio´n Real Real Binaria
Adaptacio´n Funcio´n objetivo Funcio´n objetivo Funcio´n objetivo
escalada escalada
Mutacio´n Operador principal u´nico operador Operador secundario
Auto-adaptacio´n Desviaciones esta´ndar Variancias
y covariancias
Diferentes variantes
Recombinacio´n importante para la Operador principal
auto-adaptacio´n
Seleccio´n Determinista, Probabilista, Probabilista,
extintiva extintiva preservativa
En el GA, la mutacio´n queda eclipsada por lo que se considera el operador
fundamental, la recombinacio´n. El GA llega a la solucio´n o´ptima basa´ndose en
el hecho de que el material gene´tico de dos individuos malos puede generar uno
mejor. Ocurre al contrario en la EP, donde ni siquiera existe recombinacio´n,
y en la ES se toman distintas variantes, importantes para la auto-adaptacio´n.
En el GA, al carecer de importancia el concepto de mutacio´n, no existe esta
auto-adaptacio´n. Por u´ltimo, la seleccio´n se encarga de elegir que´ individuos
sobreviven y pasan su material gene´tico a la siguiente generacio´n. Aqu´ı tambie´n
existen diferencias entre las tres variantes de los EA. Se puede simplemente
elegir a los ma´s aptos para que sean padres de la siguiente generacio´n, que es
lo que hace la ES, o bien se puede incluir el azar, como ocurre en la EP y en
el GA, con lo cual se permite que algu´n individuo poco apto se reproduzca,
produciendo con alguna probabilidad individuos buenos. En el caso de la EP,
se hace uso de los torneos, que consisten en elegir para cada individuo un
conjunto de contrincantes al azar, con los que se lucha, obtenie´ndose puntos
por cada victoria. Al finalizar los torneos, se escogen como individuos ma´s aptos
a los que hayan conseguido el mayor nu´mero de puntos. Estas luchas tambie´n
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contribuyen a la diversidad de la poblacio´n, bien porque un individuo de´bil
tenga la suerte de no enfrentarse a rivales fuertes, bien porque los individuos
fuertes se enfrenten entre ellos, bajando as´ı la puntuacio´n de los ma´s aptos.
Se puede afirmar que como caracter´ıstica principal, la fortaleza de los me´todos
EA reside en general en fomentar la diversidad de la especie, esto evita que la
bu´squeda del mı´nimo global quede estancada en un mı´nimo local, como ocurre
a menudo en me´todos tipo MC. Cada una de las ramas de las EA genera
esta diversidad de distinta manera, mientras las ES y la EP apuestan por la
mutacio´n, los GA tienen su base en la recombinacio´n.
En los ca´lculos realizados en esta tesis se ha utilizado la versio´n del EP descrita
en la compilacio´n [45], y ma´s concretamente el algoritmo seguido en el trabajo
de Iwamatsu [46]. En la seccio´n siguiente se dan los detalles de este algoritmo.
4.0.2. Detalles del algoritmo
En el co´digo que se ha utilizado, el individuo i esta´ asociado a un agregado
ato´mico concreto, y tiene asignado un vector xi que contiene las coordenadas
cartesianas de todos sus a´tomos. Este vector tiene n = 3N dimensiones, siendo
N el nu´mero de a´tomos que componen el sistema. Consideramos otro vector de
la misma dimensio´n n, que contiene los llamados para´metros estrate´gicos, ηi.
Estos para´metros dan cuenta de la dispersio´n de la poblacio´n. Las coordenadas
iniciales xi se escogen de manera aleatoria en el intervalo (0,∆), mientras
que los para´metros estrate´gicos ηi se escogen todos con valor inicial de 1.
Se introduce un para´metro ma´s cuya misio´n es reducir la dispersio´n de la
poblacio´n a medida que el ca´lculo avanza, de tal manera que la bu´squeda
del mı´nimo se vaya acotando. Este para´metro se denota como δη. Todos los
para´metros necesarios esta´n recogidos en la tabla 4.2.
1- Configuracio´n inicial. Generar una poblacio´n de M individuos, esto es
crear los vectores {xi, ηi, i = 1, . . .M}, con sus valores escogidos de manera
aleatoria en el intervalo (0,∆) para los {xi}, y {ηi = 1, i = 1, . . .M}. Evaluar
la funcio´n aptitud f(xi) para cada individuo de la poblacio´n.
2-Mutacio´n. Cada padre (xi, ηi) genera un u´nico hijo (x
′
i, η
′
i) mediante mu-
tacio´n. Cada coordenada j sufre una mutacio´n que sigue la forma:
x′i(j) = xi(j) + ηi(j) Nj(0, 1) (4.1)
η′i(j) = ηi(j) exp [τ
′N(0, 1) + τNj(0, 1)] (4.2)
donde N(0, 1) es un nu´mero aleatorio de una distribucio´n gausiana de media
cero y desviacio´n esta´ndar 1. Nj(0, 1) indica que el nu´mero aleatorio se genera
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para cada componente j.
Los factores τ y τ ′ adoptan los siguientes valores:
τ =
1√
2
√
n
(4.3)
τ ′ =
1√
2n
(4.4)
Es posible que durante el proceso de estrechamiento de los para´metros es-
trate´gicos, e´stos se hagan demasiado pequen˜os, impidiendo un muestreo efec-
tivo del espacio configuracional, efecto que se elimina estableciento un umbral
inferior ηmin.
3- Lucha. Para cada individuo perteneciente al conjunto unio´n de padres e
hijos, de taman˜o 2M , se escogen al azar q oponentes. En cada encuentro del
torneo, gana un punto el individuo con mayor funcio´n aptitud.
4- Seleccio´n. AquellosM individuos que consiguieron ma´s puntos en la fase de
lucha sobreviven a la siguiente generacion, convirtie´ndose en la nueva remesa
de padres. Si no se han cumplido los requisitos para finalizar el algoritmo
(punto 5), se vuelve al punto 2, donde se vuelven a generar hijos mutados.
5- Fin. El algoritmo se termina si se ha llegado al nu´mero ma´ximo de gene-
raciones Ngen impuesto en el co´digo o si la diferencia de energ´ıa entre las dos
u´ltimas generaciones es inferior a una cierta tolerancia ET.
Tabla 4.2: Para´metros de un algoritmo evolutivo.
Para´metro Nombre de la variable
No a´tomos N
No grados de libertad n = 3N
Poblacio´n M
Dispersio´n inicial ∆
Para´metro estrate´gico umbral ηmin
Estrechamiento de la bu´squeda δη
Torneo q
No ma´x. de generaciones Ngen
Tolerancia en energ´ıa ET
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Cap´ıtulo 5
Microclusters de argo´n: Ar2 y
Ar3.
5.1. Introduccio´n
Los agregados de a´tomos o mole´culas han sido estudiados de manera extensi-
va debido a que ofrecen un escenario ido´neo a medio camino entre el mundo
microsco´pico y sistemas cont´ınuos como so´lidos o fluidos, haciendo posible la
comprensio´n de co´mo surgen las propiedades de los sistemas macrosco´picos a
partir de las propiedades de sus constituyentes u´ltimos. Por ejemplo, se han
analizado evidencias de transiciones de fase en agregados de gases nobles [47]
y sistemas pequen˜os [48] durante los u´ltimos cuarenta an˜os. Cambios en mag-
nitudes como funciones de densidad radial, coeficientes de difusio´n, energ´ıa
interna total y distancias de enlace en funcio´n de la temperatura, fueron origi-
nalmente interpretados como indicaciones de transiciones entre estados so´lido
y l´ıquido en sistemas (Rg)n [49–54]. Trabajos experimentales, sin embargo, no
han conseguido proporcionar hasta la fecha evidencias que apoyen la tesis de
la coexistencia de fases en microclusters [55].
El origen de esta dina´mica no r´ıgida en agregados de gases nobles ha sido tam-
bie´n estudiado identificando el agregado en su forma so´lida con una mole´cula
convencional con un comportamiento pra´cticamente r´ıgido, mientras que la
forma l´ıquida del agregado se ha vinculado a una mole´cula muy poco r´ıgida
capaz de explorar los mı´nimos de energ´ıa potencial energe´ticamente disponi-
bles. El origen del concepto de fusio´n en agregados pequen˜os esta´ relacionado
con la ocurrencia de frecuentes pasos a trave´s de los distintos pozos de potencial
asociados a posibles iso´meros estables.
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La nocio´n de transicio´n de fase en agregados pequen˜os contradice, no obstante,
el dogma so´lidamente establecido de que el sistema debe poseer un gran nu´me-
ro de part´ıculas para mostrar un verdadero cambio de fase [56]. Este aspecto
ha sido discutido, para sistemas de tres a´tomos, haciendo una analog´ıa entre
las distintas fases y los modos de energ´ıa localizados [57]. En este sentido, los
d´ımeros y los tr´ımeros (con una geometr´ıa equilatera en el caso del Ar3 o lineal
en casos de agregados io´nicos como el Kr+3 [58] y Ar
+
3 [59]) constituir´ıan un
caso extremo de este posible comportamiento. Para el Ar3, se ha estudiado la
dina´mica en las regiones equila´tera y lineal a trave´s del estudio de autovalores
y autofunciones para un valor nulo del momento angular total [60]. Aunque la
relajacio´n de los modos y las caracter´ısticas de difusio´n a medida que la tempe-
ratura se incrementa podr´ıa ser interpretado como las propiedades dina´micas
de un sistema que pasa de un re´gimen r´ıgido a uno no r´ıgido, esta afirmacio´n
constituye una sobresimplificacio´n de transiciones so´lido - l´ıquido en sistemas
mayores [51, 61–63]. Etters y Kaelberer [52] publicaron una temperatura para
la transicio´n l´ıquido - gas para el Ar3 de 20 K. Resulta interesante que Leitner
y colaboradores [60] publicaron una temperatura no muy diferente (28 K) para
el comienzo de un movimiento difusivo (comparado por los autores con un cam-
bio de fase) dentro del tr´ımero de argo´n a medida que los a´tomos alcanzaban
el punto de silla correspondiente a la configuracio´n lineal.
Aunque se han utilizado otros me´todos teo´ricos en el estudio del comporta-
miento de agregados de gases nobles con la temperatura, como simulaciones
con dina´mica molecular (MD), la inmensa mayor´ıa de los resultados que se
han publicado han utilizado diversas variantes del me´todo MC. En particular,
el me´todo PIMC ha sido aplicado a agregados tipo Rg6 [64–66], Rg7 [67–69],
Rg13 [64–66, 70–74], Rg19 [71] y Rg38 [73]. Para agregados de tres cuerpos, la
lista de trabajos se reduce dra´sticamente. El art´ıculo de Rick y colaboradores
[69], que incluye el ca´lculo de la energ´ıa del tr´ımero de neo´n como funcio´n de
la temperatura hasta T=3 K, constituye la u´nica excepcio´n de un tratamiento
cua´ntico mediante PIMC. Me´todos MC cla´sicos y de parallel tempering han
sido empleados en el estudio de las propiedades termodina´micas del Kr+3 [58] y
el Ar+3 [59] respectivamente. Recientemente, Mandelshtam y colaboradores han
desarrollado una te´cnica alternativa al PIMC que emplea te´cnicas variaciona-
les de paquetes de onda gausianos unidas con muestreo MC [75–77], para el
estudio de agregados de gases nobles con un nu´mero de a´tomos mayor que 39.
En el presente trabajo [78–80], se han utilizado herramientas teo´ricas com-
plementarias para investigar las propiedades termodina´micas del d´ımero y del
tr´ımero de argo´n. Por un lado, el tratamiento PIMC proporciona energ´ıas y
distribuciones geome´tricas a partir de las cuales se extraera´ informacio´n rele-
vante sobre el comportamiento de estos sistemas con la temperatura. Por otro
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lado, para el Ar2 se ha empleado un enfoque alternativo que parte del espectro
rovibracional de este agregado para posteriormente realizar promedios de Bol-
tzmann con los que se consiguen las propiedades termodina´micas. El espectro
se ha obtenido mediante la resolucio´n nume´rica de la ecuacio´n de Schro¨din-
ger en una dimensio´n mediante el me´todo de Truhlar-Numerov [81]. Se han
an˜adido los niveles del cont´ınuo del d´ımero para comprobar la importancia
de e´ste en la dina´mica del sistema. Por u´ltimo, en el caso del tr´ımero, se ha
elaborado un modelo anal´ıtico sencillo basado en dos potenciales tipo Morse,
centrados a diferentes distancias de equilibrio, al que se an˜ade la discretizacio´n
del espectro cont´ınuo. La alternativa de estos modelos anal´ıticos que incluyen
tanto los niveles discretos como los niveles del cont´ınuo, resulta especialmente
interesante, ya que proporciona un modo de contrastar resultados obtenidos de
me´todos muy diferentes, a la vez que permite interpretar f´ısicamente los resul-
tados obtenidos mediante los ca´lculos PIMC. Intentos similares para obtener
la densidad exacta de estados mediante me´todos cuasicla´sicos se han publicado
en la literatura [62, 82].
5.2. Potencial de interaccio´n
La interaccio´n que sienten los a´tomos dentro del agregado se ha escogido como
una suma de pares de potenciales de tipo Morse:
V (R) = D
[
e−2α(R−Re) − 2e−α(R−Re)
]
(5.1)
donde D es la profundidad del pozo, α da cuenta de la anarmonicidad y Re co-
rresponde a la distancia de equilibrio entre los a´tomos. Este potencial describe
mole´culas diato´micas de forma cualitativa, aunque presenta algunos proble-
mas. En primer lugar, la pared repulsiva no se hace infinita cuando R tiende a
cero, y por otro lado no es capaz de describir de manera simulta´nea las frecuen-
cias vibracionales y la energ´ıa de disociacio´n. No obstante, la pared repulsiva
es lo suficientemente alta como para que a efectos pra´cticos no suponga un
inconveniente serio. Otras opciones como potenciales de tipo Lennard-Jones
describen de forma correcta la parte atractiva, mediante la inclusio´n de un
te´rmino de dispersio´n (especialmente adecuado para gases nobles), sin embar-
go no son capaces de reproducir correctamente las frecuencias de vibracio´n.
En este trabajo no se han tenido en cuenta te´rminos de tres cuerpos, ya que
los a´tomos de gases nobles son muy poco polarizables. Los para´metros para el
caso del argo´n se han tomado de la referencia [83]:
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Tabla 5.1: Para´metros del potencial Morse para los agregados de argo´n.
D (cm−1) α (A˚−1) Re (A˚)
99 1.717 3.757
5.3. Ar2
En esta seccio´n se realiza un estudio detallado del agregado ma´s pequen˜o posi-
ble, un d´ımero. La pregunta que se pretende responder es co´mo conceptos tan
asociados a l´ıquidos y so´lidos como las transiciones de fase se traducen en un
sistema tan extremadamente simple como este. Las propiedades macrosco´picas
de los sistemas deben tener una correspondencia en el mundo microsco´pico que
sirva como explicacio´n de aquellos.
Un primer acercamiento para describir las propiedades termodina´micas del Ar2
requiere calcular el espectro rovibracional completo del sistema. Una vez ob-
tenidos los estados ligados, se les asignara´ un peso estad´ıstico tipo Boltzmann
para calcular las propiedades termodina´micas de intere´s. Para tener una vi-
sio´n ma´s completa del problema, se incluira´n en la descripcio´n del sistema los
niveles del cont´ınuo, calculados mediante una discretizacio´n del cont´ınuo que
obliga confinar al sistema dentro de una caja. Un modelo sencillo que incluye
la parte cont´ınua y discreta del espectro del d´ımero servira´ para comparar con
los resultados de los ca´lculos PIMC. La posibilidad de activar so´lo la parte
discreta o cont´ınua en el modelo, sera´ clave para comprobar, aunque sea de
manera cualitativa, la influencia de estos dos reg´ımenes en la dina´mica del
sistema. Por u´ltimo, de los resultados se extraera´n conclusiones relevantes en
el problema de las transiciones de fase en sistemas pequen˜os.
Esta seccio´n de organiza del siguiente modo: en primer lugar, se describe co´mo
se calculan los espectros discreto y cont´ınuo del d´ımero de argo´n. A continua-
cio´n se exponen los detalles computacionales tanto del modelo que hace uso
de estos espectros como del me´todo PIMC. Por u´ltimo, se comparan los resul-
tados obtenidos mediante estas diferentes te´cnicas y finalmente se llega a unas
conclusiones finales.
5.3.1. Espectro vibracional anal´ıtico
Una de las ventaja del potencial Morse es que las soluciones de la ecuacio´n de
Schro¨dinger independiente del tiempo para un valor nulo del momento angular
66
5.3 Ar2
son anal´ıticas.
Los estados ligados que soporta el potencial se obtienen resolviendo la ecuacio´n
de Schro¨dinger independiente del tiempo:
Hˆφ = Eφ (5.2)
donde el hamiltoniano tiene la forma:
Hˆ = − h¯
2
2µ
d2
dR2
+
h¯2j(j + 1)
2µR2
+ V (R) (5.3)
Con objeto de resolver la ecuacio´n diferencial que resulta para el caso del poten-
cial de Morse, y asumiendo momento angular nulo (j = 0), resulta conveniente
el siguiente cambio de variable:
y = 2Ke−α(R−Re) (5.4)
donde
K =
√
2µD
αh¯
(5.5)
Las autofunciones factorizan como:
φ(R) = M(y)
√
y (5.6)
La ecuacio´n diferencial obtenida para M(y) es la ecuacio´n de Whittaker. Las
soluciones son las funciones de Whittaker MK,K−ν−1/2(y), donde el ı´ndice ν =
0, 1 · · · etiqueta los diferentes estados ligados, con energ´ıas:
Eν = −D
[
1− 1
K
(
ν +
1
2
)]2
= −D + 2D
K
(
ν +
1
2
)
− D
K2
(
ν +
1
2
)2
(5.7)
El nu´mero de estados ligados total puede estimarse como el entero ma´s cercano
a la cantidad 2K − 1/2. Para valores no nulos del momento angular (j >
0), se puede recurrir a la aproximacio´n de rotor r´ıgido, en la que la energ´ıa
puede escribirse como suma de la parte vibracional y un te´rmino rotacional
que depende del momento angular y la constante rotacional Be:
Eν,j = Eν + Be j(j + 1) (5.8)
Be se expresa:
Be =
h¯2
2µR2
(5.9)
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5.3.2. Espectro rovibracional nume´rico: me´todo de Truhlar-
Numerov.
Mediante el me´todo de Truhlar-Numerov es posible resolver nume´ricamente
la ecuacio´n de Schro¨dinger unidimensional, obtenie´ndose las energ´ıas y los
estados ligados. Para incluir niveles de momento angular no nulo, se reemplaza
el potencial por un potencial efectivo que contiene el te´rmino rotacional del
hamiltoniano:
Vef(R) = V (R) +
h¯2j(j + 1)
2µR2
(5.10)
En la figura 5.1 se han dibujado algunos potenciales efectivos para distintos
valores del momento angular. En el caso del d´ımero de argo´n, el valor ma´ximo
del momento angular para el que existen estados ligados es 38, para valores
mayores el fondo del potencial queda tan cerca del cero que no le es posible
soportar nungu´n estado ligado.
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Figura 5.1: Potencial efectivo del d´ımero de argo´n para distintos valores del
momento angular.
Para cada valor del momento angular, se resuelve la ecuacio´n de Schro¨dinger
unidimensional. El espectro resultante se muestra en la figura 5.2
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Figura 5.2: Espectro rovibracional del Ar2. El valor ma´ximo del momento an-
gular total para el que el sistema soporta estados ligados es j = 38.
5.3.3. Espectro cont´ınuo: la part´ıcula en una caja
Para una part´ıcula aislada de masam, confinada dentro de una caja de volumen
V = L3, los estados “discretizados” vienen dados por
|kn〉 =
(
2
L
)3/2
sin (knxx) sin (knyy) sin (knzz) (5.11)
con n ≡ (nx, ny, nz), y los autovalores
En =
pi2h¯2
2mL2
(
nx2 + ny2 + nz2
)
(5.12)
Para describir correctamente el sistema, L debe ser significativamente mayor
que ΛT (m), que es la longitud de onda de de Broglie de una part´ıcula de masa
m a una temperatura T , tal y como se define en la ecuacio´n 3.69. Asumiendo
al sistema en equilibrio en el l´ımite semicla´sico, la funcio´n de particio´n toma
la forma:
Z(T ) =
(
L
ΛT
)3
(5.13)
y la energ´ıa promedio es
〈E〉 = 3
2
kBT
(
L
ΛT
)3
/Z(T ) (5.14)
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Para un gas de N part´ıculas indistinguibles, la funcio´n de particio´n es
ZN(T ) =
1
N !
(
L
ΛT
)3N
(5.15)
El factor N ! desaparece cuando se consideran part´ıculas distinguibles. Esta
descripcio´n incluye la energ´ıa cine´tica del centro de masas del sistema a una
temperatura T .
5.3.4. Detalles computacionales
Se han realizado ca´lculos PIMC para el Ar2 en un rango de temperaturas de 1
a 40 K. En estos ca´lculos, el nu´mero de cuentas es uno de los para´metros fun-
damentales, ya que da una idea del cara´cter cua´ntico del sistema, y un nu´mero
insuficiente del dichas cuentas llevar´ıa a una subestimacio´n de la energ´ıa del
punto cero. Para poder afirmar que los ca´lculos son fiables, se debe realizar un
estudio de convergencia en esta variable. En la figura 5.3 puede verse co´mo 200
cuentas son suficientes para describir por completo el cara´cter cua´ntico del Ar2
a 1 K de temperatura. El nu´mero de cuentas disminuye con la temperatura de
manera mono´tona, lo cual es coherente, ya que a mayor temperatura, menores
son los efectos cua´nticos y por lo tanto menor sera´ el nu´mero de cuentas nece-
sario en el ca´lculo. En este trabajo se ha optado por utilizar una dependencia
M = 200/T . De este modo, para 1 K se realizara´n ca´lculos con 200 cuentas y
a 40 K se hara´ uso de 50.
El me´todo MC resulta altamente ineficiente en zonas planas del espacio con-
figuracional, como aquellas regiones cercanas al cont´ınuo. Aunque el me´todo
garantiza la ergodicidad, el tiempo necesario para un muestreo representativo
de estas regiones cercanas a un cont´ınuo resulta demasiado largo. Se pueden
evitar dichas zonas mediante el uso de confinamientos. Se constrin˜e el sistema
a una esfera de un determinado radio, de tal manera que las part´ıculas no
pueden salir de e´l. En este trabajo se han realizado ca´lculos con radios de con-
finamiento de 2,3 A˚ y 4 A˚, y se comparan con ca´lculos sin ninguna restriccio´n
espacial.
En todo el rango de temperaturas, se ha partido de la misma configuracio´n
inicial, que corresponde a la configuracio´n cla´sica a temperatura cero, es decir,
la correpondiente al mı´nimo del pozo de potencial. El me´todo de muestreo
empleado ha sido el staging con m = 4. Para cada temperatura, se han reali-
zado 100 ca´lculos independientes, cada una de ellas de un millo´n de pasos MC
despue´s de una termalizacio´n de otro millo´n de pasos. El cara´cter anal´ıtico del
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Figura 5.3: Convergencia del nu´mero de cuentas para el Ar2 a 1 K.
potencial y el bajo nu´mero de grados de libertad permiten que puedan hacerse
ca´lculos con un nu´mero muy elevado de pasos MC. Los errores en la figura 5.3
son menores que los c´ırculos. El tiempo de ca´lculo en un ordenador de mesa
es del orden de un dia.
Para los modelos anal´ıticos, se ha escogido un taman˜o de caja de 10 A˚. El
tiempo computacional no supera los pocos segundos.
5.3.5. Resultados
Una vez obtenido el espectro discreto completo, se puede obtener la energ´ıa
promedio a una temperatura finita mediante una suma de Boltzmann:
〈E(T )〉 =
∑
iEi e
−Ei/kBT∑
i e−Ei/kBT
(5.16)
En la figura 5.4 se comparan los resultados obtenidos en este ca´lculo con los
correspondientes del PIMC con y sin la restriccio´n de un radio de confina-
miento de 4 A˚. Se puede comprobar co´mo los resultados coinciden hasta una
cierta temperatura, a partir de la cual el me´todo PIMC predice unos valores
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de las energ´ıas que fluctu´an mucho con la temperatura. Esto es debido a que
en el proceso de muestreo del espacio de configuraciones, se esta´n explorando
zonas cercanas al cont´ınuo. Estas zonas corresponden bien a mı´nimos locales
en la superficie de energ´ıa potencial o bien a zonas planas, casos en los que el
me´todo MC no funciona bien. Lo que s´ı puede asegurarse al llegar a esta regio´n
de temperaturas es que el sistema se encuentra al borde de la parte del espacio
de configuraciones cercana al cont´ınuo, correspondiente a la fragmentacio´n o
evaporacio´n del agregado. Es interesante hacer notar que los resultados PIMC
usando radio de confinamiento esta´n en muy buen acuerdo con aquellos ex-
traidos del espectro discreto. Un escenario muy distinto se tiene cuando no se
aplican confinamientos al sistema, observa´ndose un salto abrupto en la energ´ıa
interna del sistema localizado entre 15 K y 20 K. A partir de esta temperatura,
la energ´ıa corresponde a la de un gas ideal sin interaccio´n. Se ha producido
una evaporacio´n del sistema.
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Figura 5.4: Energ´ıa interna del Ar2 en funcio´n de la temperatura. Los resul-
tados PIMC para un radio de confinamiento de 4 A˚ (l´ınea negra so´lida) y sin
dicha restriccio´n (c´ırculos negros) comparan bien con el promedio boltzma-
niano de los niveles discretos (l´ınea azul so´lida) hasta T ≈ 17 K. Se incluye la
energ´ıa de un gas ideal en l´ınea negra punteada.
A continuacio´n se an˜aden al ca´lculo de la energ´ıa los niveles del cont´ınuo. La
expresio´n para la funcio´n de particio´n es la siguiente:
Z(T ) =
∑
νj
(2j + 1)e−Eνj/KT +
(
L
λT
)3
, (5.17)
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donde la suma sobre los nu´meros cua´nticos ν, j esta´ restringida a Eνj ≤ 0.
En este caso, se considera el movimiento de una u´nica part´ıcula de masa m =
mAr/2. para describir los movimientos internos.
La energ´ıa promedio queda:
〈E〉 = 1
Z(T )

∑
νj
(2j + 1)Eνj e
−Eνj/KT +
3
2
KT
(
L
ΛT
)3
 (5.18)
La comparacio´n entre el PIMC con un radio de confinamiento de 4 A˚ y los
resultados provenientes del espectro discreto y cont´ınuo se muestra en la figura
5.5. De modo cualitativo, el modelo anal´ıtico ofrece una interpretacio´n de los
resultados obtenidos mediante el Path Integral Monte Carlo. Existe un acuer-
do muy bueno entre las curvas del espectro discreto, el espectro completo y
el PIMC hasta 20 K. Ma´s alla´ de esta temperatura cr´ıtica, el me´todo PIMC
predice un aumento dra´stico en la energ´ıa interna del agregado, que se ve corro-
borado por el modelo cuando se an˜aden los niveles discretizados del cont´ınuo.
Parece razonable pensar que a medida que la temperatura aumenta, la impor-
tancia del cont´ınuo se haga cada vez ma´s patente, lo sorprendente de estos
resultados es que este comportamiento se produce de una manera abrupta, lo
que es compatible con la idea de un cambio de fase. Sin embargo, en agregados
tan pequen˜os es muy dif´ıcil establecer de manera clara la existencia de un cam-
bio de fase, ya que este feno´meno esta´ asociado tradicionalmente a sistemas
macrosco´picos. No obstante, estos resultados pueden servir para comprender
algunos de los mecanismos presentes en la evaporacio´n de l´ıquidos.
La energ´ıa te´rmica asociada a la temperatura cr´ıtica donde se produce el au-
mento dra´stico de energ´ıa es de unos pocos cm−1, y por s´ı misma no justifica
que se visiten regiones del espacio de configuraciones ni siquiera cercanas a
la disociacio´n. Hay que entender esta posible evaporacio´n ma´s bien como una
poblacio´n de estados del cont´ınuo, que comienza a tener importancia a partir
de esos 20 K.
Hasta aqu´ı se ha estudiado co´mo afecta el radio de confinamiento a la energ´ıa
total del sistema, y se han extraido conclusiones dina´micas sobre el agregado.
Un acercamiento alternativo a la dina´mica de este sistema puede realizarse
haciendo un seguimiento de co´mo var´ıa la energ´ıa potencial en funcio´n de los
pasos MC. En la figura 5.6 se reu´nen los resultados de esta magnitud para dos
temperaturas, 20 K y 40 K, y para dos radios de confinamiento, 2.3 A˚ y 4 A˚.
Las temperaturas se han escogido de tal manera que una quede ligeramente
por encima y otra sea claramente superior. En la gra´fica se puede observar
que para 20 K no hay cambios sustanciales en el comportamiento de la energ´ıa
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Figura 5.5: Modelo anal´ıtico aplicado al Ar2
potencial con los pasos MC, y el valor promedio de e´sta en ambos casos es
igual a −88cm−1. A 40 K se presenta un escenario muy distinto: se aprecian
diferencias que, aunque no sustanciales, son suficientes para concluir que a esa
temperatura se visitan regiones del espacio configuracional compatibles con la
disociacio´n. El valor promedio de la energ´ıa potencial para los dos radios de
confinamiento cambia ligeramente de −88 cm−1 para 2.3 A˚ y de −85 cm−1
para el radio de 4 A˚.
El uso de radios de confinamiento no so´lo introduce cambios en la energ´ıa
promedio del sistema, sino adema´s en su estructura. Esta caracter´ıstica se
manifiesta en la densidad de probabilidad radial, como se muestra en la figura
5.7.
En esta seccio´n se ha estudiado la dependencia de la energ´ıa y algunas mag-
nitudes geome´tricas con la temperatura mediante un me´todo especialmente
disen˜ado para sistemas cua´nticos en equilibrio termodina´mico. A su vez, se ha
otenido el espectro tanto discreto como cont´ınuo del Ar2 para posteriormente
calcular magnitudes termodina´micas mediante sumas de Boltzmann. La com-
paracio´n entre estos me´todos ha revelado que a partir de 20 K, la energ´ıa
interna experimenta un salto abrupto que recuerda al comportamiento de la
energ´ıa de sistemas macrosco´picos cuando se produce un cambio de fase. Sin
embargo, en el caso del Ar2 es dif´ıcil establecer si en efecto se trata de un
cambio de fase, o simplemente se trata de una evaporacio´n.
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Figura 5.6: Ca´lculos PIMC para Ar2 a 20 K y 40 K, usando dos radios de
confinamiento, 2,3 A˚ y 4 A˚.
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de confinamiento, 2,3 A˚ y 4 A˚.
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Se ha podido comprobar que el uso de radios de confinamiento para el ca´lculo
de magnitudes termodina´micas afecta a los valores de las energ´ıas. Por otro
lado, un ca´lculo sin estos confinamientos subestima la energ´ıa. En cualquier
caso, ma´s alla´ de la temperatura cr´ıtica no parece posible que el MC prediga
valores fiables. No obstante, el me´todo sigue siendo va´lido para obtener una
descripcio´n cualitativa del sistema.
5.4. Ar3
Para este sistema se han realizado ca´lculos PIMC en un rango de temperaturas
suficientemente amplio como para observar el mismo comportamiento con la
temperatura que aparece en la seccio´n 5.3, referida al d´ımero de argo´n. A
su vez, se ha desarrollado un modelo anal´ıtico a trave´s del cual se permite
interpretar los resultados obtenidos
5.4.1. Modelo anal´ıtico
El modelo desarrollado en este trabajo esta´ basado en dos potenciales anal´ıti-
cos tipo Morse para describir un tr´ımero, a partir de ahora llamados potencial
A y potencial B. Para asegurar la contribucio´n que cada geometr´ıa pueda jugar
en la dina´mica del sistema, se ha ajustado el primero de estos potenciales para
poder describir movimientos de poca amplitud, t´ıpicos de un comportamiento
cercano al de un so´lido, en el que las part´ıculas oscilan alrededor de sus posicio-
nes de equilibrio, describiendo una geometr´ıa muy r´ıgida. En contraste a este
primer potencial, se incluye en el modelo el potencial B, que con una menor
constante rotacional, contempla movimientos de una amplitud mayor, com-
patibles con una disposicio´n menos r´ıgida de los a´tomos, que en esta ocasio´n
exploran otras geometr´ıas alternativas, resultando en un sistema ma´s similar a
un fluido. Los valores de los para´metros de estos potenciales han sido ajustados
para conseguir una descripcio´n cualitativa que sirva como interpretacio´n de los
resultados obtenidos mediante el PIMC.
En este modelo, el sistema Ar3 se considera encerrado en un cubo de volumen
V = L3. La funcio´n de particio´n total del sistema puede escribirse como la
siguiente suma:
Z = ZA + ZB + ZAr2 + Z3Ar (5.19)
Los dos primeros sumandos de la ecuacio´n 5.19 dan cuenta de la dina´mica del
tr´ımero en te´rminos de desplazamientos cortos (A) y largos (B), cuya impor-
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tancia relativa variara´ con funcio´n de la temperatura. Los otros dos sumandos
describen la fragmentacio´n del agregado en Ar2+Ar y en 3 a´tomos, respecti-
vamente. La forma expl´ıcita de estos te´rminos es la siguiente:
ZA(T ) =
∑
J
(2J + 1) e−βE
A
J (5.20)
ZB(T ) =
∑
J
(2J + 1) e−βE
B
J (5.21)
ZAr2(T ) =
∑
ν,j
(2j + 1) e−βEν,j
(
L
ΛT (µ)
)3
(5.22)
Z3Ar(T ) =
(
L
ΛT (µ)
)3 (
L
ΛT (m/2)
)3
(5.23)
Los valores de las energ´ıas EAJ , E
B
J y Eν,j se calculan usando la expresio´n para
los niveles rovibracionales de un potencial Morse hasta el te´rmino cuadra´tico
en el estado vibracional ν. Se incluyen en estas expresiones las longitudes de
onda te´rmica ΛT (m/2) y ΛT (µ) (ver eq. 3.69), donde µ = 2m/3 es la masa
reducida del sistema Ar-Ar2. La contribucio´n de la fragmentacio´n total en tres
a´tomos viene dada en la expresio´n 5.23, donde se incluye un te´rmino con una
masa reducida de m/2.
Para la energ´ıa media se tienen expresiones similares a las encontradas para la
funcio´n de particio´n:
〈E〉 = 1
Z
[
A + B + Ar2 + 3Ar
]
(5.24)
Escribimos cada te´rmino por separado:
A(T ) =
∑
J
(2J + 1)EAJ e
−βEA
J (5.25)
B(T ) =
∑
J
(2J + 1)EBJ e
−βEB
J (5.26)
Ar2(T ) =
∑
ν,j
(2j + 1)
(
Eν,j +
3
2
kBT
)
e−βEν,j
(
L
ΛT (µ)
)3
(5.27)
3Ar(T ) =
(
L
ΛT (µ)
)3 (
L
ΛT (m/2)
)3
3kBT (5.28)
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5.4.2. Detalles nume´ricos
Se han realizado ca´lculos PIMC en un rango de temperaturas de 1 a 40 K, con
radios de confinamiento de 2,6, 4 y 10 A˚. En la figura 5.8 se muestra el estudio
de convergencia en el nu´mero de cuentas para el Ar3 a dos temperaturas,
1 K y 10 K. Como se puede comprobar, cuanto menor es la temperatura,
ma´s cuentas se necesitan incluir en el ca´lculo para capturar la totalidad de
los efectos cua´nticos. En trabajos anteriores [66], se hab´ıa establecido que el
nu´mero de cuentas necesario en funcio´n de la temperatura segu´ıa la relacio´n
simple M = 80/T . En este trabajo se ha podido comprobar que esta regla
resulta insuficiente, aunque puede atribuirse esta diferencia a los diferentes
potenciales empleados. Siguiendo las tendencias presentes en la gra´fica 5.8, se
ha adoptado la fo´rmula M = 160/T para todas las temperaturas del estudio.
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Figura 5.8: Convergencia en el nu´mero de cuentas para el Ar3 a dos tempera-
turas, 1 K y 10 K.
Normalmente, en cualquier simulacio´n PIMC se parte de una configuracio´n
cla´sica de equilibrio, que puede obtenerse mediante un ca´lculo MC cla´sico en
casos sencillos. El sistema necesita evolucionar desde el estado cla´sico has-
ta el estado de equilibrio cua´ntico, mediante el proceso de termalizacio´n. En
te´rminos de la visio´n cla´sica descrita en la seccio´n 3.3.3, se parte de un estado
cla´sico en el que todas las cuentas esta´n superpuestas, y se pretende llegar a un
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re´gimen en el que dichas cuentas ocupen en promedio una extensio´n espacial
relacionada con la longitud de onda te´rmica. Cuanto menor sea la temperatura
de la simlacio´n, ma´s largo sera´ esta termalizacio´n. En la figura 5.9 se muestra
la termalizacio´n del Ar3 a dos temperaturas, 0,1 K y 10 K. Puede comprobarse
co´mo en el caso de 10 K, el sistema alcanza el re´gimen deseado despue´s de unos
500 pasos MC, mientras que para 0,1 K se necesitan muchos ma´s.
En el modelo anal´ıtico, el sistema debe confinarse en una caja de volumen
V = L3, con el fin de discretizar el cont´ınuo. En el caso del tr´ımero de argo´n,
se ha escogido L = 14 A˚ como el lado de esta caja. En la tabla 5.2 se muestran
los valores de los para´metros de los dos potenciales Morse que se han utilizado
en este trabajo. El potencial A posee una profundidad de pozo correspondiente
al estado cua´ntico ma´s bajo en energ´ıa del tr´ımero de argo´n [84], y una fre-
cuencia alta, compatible con movimientos de poca amplitud alrededor de la
geometr´ıa del estado fundamental. La profundidad del pozo del potencial B es
aproximadamente el doble de la del d´ımero de argo´n, de este modo se describen
configuraciones lineales del tr´ımero. La constante rotacional es mucho menor
que la del potencial A, lo que indica que los movimientos son de una mayor
amplitud.
Tabla 5.2: Para´metros de los dos potenciales Morse usados en el modelo anal´ıti-
co. D es la profundidad del pozo, B es la constante rotacional y ω es la fre-
cuencia. Las unidades de todos los para´metros son cm −1
Sistema D B ω
Ar2 99 0.05 27.4
Potencial A 262 0.5 20
Potencial B 183 0.02 10
5.4.3. Resultados y discusio´n
Energ´ıa interna
Los resultados de la energ´ıa interna del Ar3 en el rango de temperaturas
0K ≤ T ≤ 40K, se muestran en las figuras 5.10 y 5.11. En ella se englo-
ban los ca´lculos PIMC con distintos radios de confinamiento (Rc = 2,6 A˚, 4
A˚ y 10 A˚) y las estimaciones realizadas mediante los promedios te´rmicos de
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Figura 5.9: Proceso de termalizacio´n para el Ar3 a dos temperaturas, 0,1 K
(panel superior) y 10 K (panel inferior).
los espectros discreto y cont´ınuo proporcionados por el modelo. Como apor-
te nuevo a otros estudios que utilizan promedios de Boltzmann, este modelo
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incluye la discretizacio´n del espectro cont´ınuo, y se analizara´ en que´ medida
afecta e´ste a la dina´mica del sistema. La gran ventaja del modelo se halla
en el hecho de que se puede cuantificar co´mo cada te´rmino contribuye a la
funcio´n de particio´n total, de este modo, se puede comprobar la importancia
del cont´ınuo en cualquier regio´n de temperaturas simplemente comparando los
resultados con y sin este te´rmino. A temperaturas bajas, T ≈ 1 K, la energ´ıa
del sistema esta´ muy pro´xima a la energ´ıa del estado fundamental, de −252,44
cm−1. No hay una dependencia de los resultados con el radio de confinamiento
para temperaturas inferiores a T ≈ 15 K. S´ı hay, no obstante, diferencias no-
tables a temperaturas mayores. Se ha encontrado que los resultados obtenidos
con un radio de confinamiento de Rc = 2,6 A˚ no presentan una subida abrup-
ta en la energ´ıa. Sobre unos T ≈ 20 K, la pendiente de la curva de energ´ıa
para Rc = 10 A˚ aumenta ra´pidamente, indicando que este valor del radio de
confinamiento no parece evitar la fragmentacio´n total del sistema a T ≈ 40
K. Este comportamiento permite concluir que 10 A˚ parece suficiente para no
introducir ninguna restriccio´n a la dina´mica del sistema. Se ha comprobado
tambie´n que estos resultados no se diferencian de aquellos realizados sin ningu´n
tipo de confinamiento. Los resultados obtenidos con Rc = 4 A˚ muestran un
comportamiento a medio camino entre los ya discutidos.
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Figura 5.10: Energ´ıa interna del Ar3 en funcio´n de la temperatura con radios
de confinamiento Rc = 2,6, 4, 10 A˚.
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El punto interesante radica en las diferencias entre los diferentes resultados que
aparecen de forma abrupta a partir de T ≈ 17 − 20 K, un valor que es consi-
derablemente menor que la temperatura de fusio´n Tm del argo´n macrosco´pico
(83,8 K), y las publicadas para agregados mayores. Para Ar13 y Ar55, Tm ≈ 40
K, temperatura a la que, segu´n nuestros ca´lculos PIMC, el Ar3 se fragmenta
en tres a´tomos. Para el agregado Ar923 se ha publicado una temperatura de
fusio´n de 68 K [85].
El origen de los saltos abruptos en energ´ıa a medida que la temperatura au-
menta ha sido interpretado bien como una transicio´n de fase, bien como una
extensio´n en el espacio configuracional explorado por el sistema. Con el fin de
investigar ma´s en profundidad este asunto, se ha aplicado un modelo anal´ıti-
co (seccio´n 5.4.1), con el que se han obtenido las curvas que aparecen en la
gra´fica 5.11. Cuatro diferentes modalidades se han tenido en cuenta: en primer
lugar, se han considerado los estados ligados de un potencial Morse (A en la
gra´fica) que describe pequen˜as oscilaciones alrededor de la configuracio´n de
equilibrio. En segundo lugar, los estados ligados de dos potenciales Morse, el
segundo de ellos describe oscilaciones mayores (A y B en la gra´fica). Se incluye
a partir de aqu´ı el cont´ınuo en forma de uno o dos a´tomos que se separan del
agregado.
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Figura 5.11: Comparacio´n de la energ´ıa interna del Ar3 en funcio´n de la tem-
peratura calculada mediante PIMC y mediante los modelos anal´ıticos.
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Siguiendo estos resultados, el Ar3 se disocia a una temperatura mucho menor
que la del argo´n macrosco´pico. Considerando argumentos energe´ticos, unos
20 K suponen una energ´ıa te´rmica de aproximadamente 15 cm−1, que es des-
preciable frente al fondo del pozo del Ar3, que es del orden de 300 cm
−1. Sin
embargo, el sistema comienza a experimentar un cambio abrupto en su dina´mi-
ca, provocado no por la energ´ıa te´rmica que absorbe el sistema, sino ma´s bien
porque es a partir de esa temperatura que los estados del cont´ınuo comienzan
a tener un peso estad´ıstico considerable. Como puede ver en la figura 5.11 que
al incluir el cont´ınuo en la descripcio´n del modelo, la energ´ıa experimenta el
mismo salto abrupto a aproximadamente la misma temperatura que predicen
los ca´lculos PIMC. Aunque el peso espec´ıfico de cada nivel del cont´ınuo sea
muy pequen˜o en comparacio´n con cualquier estado discreto, la densidad de
niveles que se encuentra en el cont´ınuo hace que, en conjunto, el cont´ınuo em-
piece a tener una probabilidad apreciable de manifestarse. A pesar del cara´cter
cualitativo del modelo, la comparacio´n presentada en la figura 5.11 proporcio-
na una interpretacio´n f´ısica del comportamiento que muestra la energ´ıa en
funcio´n de la temperatura. Los resultados obtenidos con el modelo Morse A
equivalen a los obtenidos mediante PIMC con el radio de confinamiento ma´s
restrictivo, La inclusio´n de nuevos estados ligados mediante el potencial Morse
B, concebido para descriir geometr´ıa ma´s extendidas en el espacio, lleva a un
aumento en la energ´ıa, que parece correlacionado con los ca´lculos PIMC para
Rc = 4 A˚. Pero es so´lo cuando se incluyen estados del cont´ınuo cuando la
energ´ıa experimenta un aumento muy pronunciado. La comparacio´n con los
ca´lculos PIMC a Rc = 10 A˚ nos permite concluir que la razo´n u´ltima por la
que se produce este aumento dra´stico de la energ´ıa es la fragmentacio´n de,
al menos, un a´tomo del agregado. El acuerdo que muestran los resultados de
todos los me´todos teo´ricos hasta T ≈ 20 K indica que en este rango de tempe-
raturas, la dina´mica del sistema esta´ regida por oscilaciones de amplitud muy
corta, que se separan muy poco de la configuracio´n equila´tera de equilibrio.
La divergencia observada en valores altos de la temperatura, por el contrario,
debe ser interpretada como una consecuencia de una descripcio´n incompleta
en te´rminos de estados ligados y del cont´ınuo, que en este re´gimen juegan un
papel protagonista.
Capacidad calor´ıfica
Las fluctuaciones en la energ´ıa interna del sistema esta´n directamente relacio-
nadas con la capacidad calor´ıfica Cv, una magnitud medible experimentalmen-
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te, del siguiente modo [31]:
〈
E2
〉
− 〈E〉2 = −
(
∂ 〈E〉
∂β
)
= kBT
2
(
∂ 〈E〉
∂T
)
= kBT
2Cv (5.29)
Su comportamiento en funcio´n de la temperatura ha sido comunmente consi-
derado como un posible indicador de una transicio´n de fase. En este trabajo
se ha calculado esta magnitud realizando la derivada de la energ´ıa interna del
sistema respecto de la temperatura, sin embargo, con el objeto de evitar osci-
laciones en el resultado, se ha ajustado la curva energ´ıa − temperatura a una
funcio´n anal´ıtica suma de gausianas, para posteriormente obtener una deri-
vada suave. Las curvas obtenidas de este modo se muestran en la figura 5.12
para los tres radios de confinamientos considerados. Se ha comprobado que
los resultados obtenidos no dependen de la forma concreta de las funciones a
las que se ajustan los puntos calculados mediante PIMC, en particular se han
usado funciones de Lorentz e interpolaciones cu´bicas. Este me´todo difiere del
utilizado por Chakravarty [71, 86] para agregados de neo´n, en el que el ajuste
fue realizado directamente a los valores de la capacidad calor´ıfica obtenidos de
la simulacio´n.
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Figura 5.12: Capacidades calor´ıficas en funcio´n de la temperatura calculadas
mediante el me´todo PIMC, para varios radios de confinamiento, Rc = 2,6 A˚
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Los tres resultados que aparecen en la figura 5.12 reflejan distintos comporta-
mientos. En primer lugar, la curva Cv(T ) obtenida con Rc = 2,6 A˚ se carac-
teriza por una zona plana que cubre las temperaturas 20− 40 K. El resultado
correspondiente a Rc = 4 A˚ revela un pico a una temperatura entre 30 y 35
K, pico que se desplaza hacia temperaturas algo mayores cuando se aumenta
el radio de confinamiento a Rc = 10 A˚. La aparicio´n y posterior evolucio´n
del pico en la capacidad calor´ıfica en funcio´n del radio de confinamiento es
ana´loga a la situacio´n descrita con anterioridad en sistemas mayores [87–89].
En estos estudios, adema´s de un pico prominente cuya estructura no depende
del valor del radio de confinamiento, los autores encuentran un segundo pico
mucho ma´s ancho y cuyo ma´ximo se desplaza en funcio´n de Rc. En el caso del
Ar13 [87], este pico secundario se atribuyo´ a efectos de evaporacio´n, mientras
que Mandelshtam y colaboradores interpretaron esta caracter´ıstica como una
indicacio´n de la fusio´n del nu´cleo del agregado.
Parece claro que la falta de estructura en la curva de la capacidad calor´ıfica
para un radio de confinamiento de Rc = 2,6 A˚ denota una excesiva restric-
cio´n en la dina´mica del sistema, los resultados obtenidos para Rc = 4 A˚ son
comparables a otros publicados anteriormente [62, 90]. La ausencia de un pico
marcado como el observado en Ar13 a temperaturas alrededor de T = 35 K [87]
o el primer pico que aparece en agregados mayores [88, 89], es consistente con
la aparicio´n de cambios estructurales o isomerizacio´n [90], ma´s que a un cam-
bio de fase propiamente dicho. En el siguiente apartado se estudia en detalle
co´mo afecta la temperatura a la geometr´ıa del Ar3.
Estructura geome´trica
La independencia de los resultados PIMC a temperaturas bajas (hasta 15 K)
respecto del valor del radio de confinamiento, puede ser interpretada como
una consecuencia de pequen˜as fluctuaciones de las posiciones de los a´tomos
alrededor de sus posiciones de equilibrio, dando lugar a una disposicio´n espacial
r´ıgida. La estructura geome´trica promedio es la equila´tera. Esta situacio´n, no
obstante, cambia de forma abrupta a partir de 20 K, cuando los resultados
se ven altamente influenciados por el valor del radio de confinamiento que se
introduzca en el ca´lculo. Y precisamente dependiendo de este confinamiento,
el sistema va a ser capaz de visitar una zona ma´s o menos amplia del espacio.
Se puede extraer informacio´n acerca de que´ zonas del espacio configuracional
explora el sistema realizando un seguimiento de la energ´ıa potencial a cada
paso MC. Esta estrategia ha sido utilizada previamente [62, 91, 92].
La caracter´ıstica que merece la pena destacar es que el comportamiento que
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adquiere el sistema de visitar distintas configuraciones, descrito en detalle ma´s
adelante, so´lo ocurre por encima de una temperatura cr´ıtica. Por debajo de
ella la u´nica conformacio´n que adquiere el agregado es la puramente equila´te-
ra, salvo muy pequen˜as fluctuaciones. El paso de esta estructura triangular
r´ıgida a la configuracio´n lineal ha sido estudiado tambie´n en el Ar3 por Beck,
Leitner y Berry [61], y fue interpretado como una indicacio´n de la relajacio´n de
los modos del sistema. En las figuras 5.13 y 5.14 puede verse claramente este
comportamiento. En ambos casos se han realizado veinte ca´lculos PIMC inde-
pendientes sin ningu´n tipo de restriccio´n. En la figura 5.13 puede verse co´mo
en so´lo uno de los ca´lculos que se muestran el sistema se sale de su comporta-
miento habitual, que implica visitar aquella regio´n del espacio configuracional
correspondiente al Ar3 equila´tero. Para una temperatura de 22 K, sin embargo,
es mucho ma´s probable que el sistema se separe de la configuracio´n equila´tera
para explorar alternativas ma´s energe´ticas.
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Figura 5.13: Ca´lculos PIMC para el Ar3 a 20 K sin radio de confinamiento.
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Figura 5.14: Ca´lculos PIMC para el Ar3 a 22 K sin radio de confinamiento.
Existe una cierta controversia en torno al uso de radios de confinamiento en los
ca´lculos MC cla´sicos y PIMC cua´nticos [52]. Para la mayor´ıa de autores, parece
claro que un ca´lculo MC en un agregado debe incluir un cierto confinamiento
del sistema. Esto obedece a que el cara´cter ergo´dico del me´todo garantiza que
el sistema visitara´ cualquier punto del espacio configuracional si la simulacio´n
es suficientemente larga. No obstante, si se alcanzase una zona del cont´ınuo,
como por ejemplo la correspondiente a una evaporacio´n de uno de los a´tomos
del agregado, el me´todo MC resulta especialmente lento en encontrar de nuevo
el pozo. Un modo de evitar que el me´todo se pierda en zonas del cont´ınuo es
precisamente mediante radios de confinamiento. Otra manera efectiva de evitar
este comportamiento es no tomar como va´lidos aquellos ca´lculos que muestren
desviaciones significativas de la energ´ıa respecto del valor medio, como las que
se ven en la figura 5.15. Sin embargo, tan artificial resulta aplicar un esquema
de confinamiento, anular los ca´lculos que no interesan o simplemente tener-
87
Microclusters de argo´n: Ar2 y Ar3.
los en cuenta. La conclusio´n ma´s relevante es que no existe una forma clara
de evitar estos problemas inherentes al me´todo MC, y que cualquiera que se
escoja es una pura convencio´n. A partir de 20 K, lo u´nico que puede decirse
con seguridad es que la energ´ıa aumenta bruscamente, sin embargo so´lo puede
describirse el sistema en este re´gimen de una forma cualitativa, ya sea impo-
niendo confinamiento, porque la eneg´ıa del sistema depende del radio, ya sea
no teniendo en cuenta ca´lculos cuya energ´ıa media no concuerde con la que
deber´ıa ser, como realizando ca´lculos sin confinamiento donde en muchas oca-
siones el sistema se pierde en el cont´ınuo y por lo tanto se sobrestima la energ´ıa.
Existe siempre una probabilidad distinta de cero de que el sistema sufra una
evaporacio´n espu´rea si no se utiliza algu´n tipo de confinamiento geome´trico.
Sin embargo, en este trabajo se ha podido comprobar que a temperaturas ba-
jas, esta probabilidad es tan pequen˜a que a efectos pra´cticos no juega ningu´n
papel.
La figura 5.15 muestra un ca´lculo t´ıpico de Ar3 sin radios de confinamien-
to a 22 K, donde, adema´s de la evolucio´n de la energ´ıa potencial, distancias
interato´micas y a´ngulos, se an˜aden unos histogramas de frecuencias en estas
magnitudes. El rasgo ma´s acentuado en la gra´fica es que la energ´ıa potencial
muestra tres zonas muy claramente diferenciadas, en torno de los valores −264,
−179 y −90 cm−1, correspondientes a distintas configuraciones geome´tricas.
El valor ma´s bajo del potencial (−264 cm−1) tiene una correspondencia con
una regio´n del espacio configuracional en la que los a´tomos se disponen en
forma de tria´ngulo equila´tero. La diferencia con la configuracio´n del mı´nimo
global de la superficie de energ´ıa potenial, en el que las distancias interato´mi-
cas esta´n fijadas a r0 = 3,757 A˚, es muy pequen˜a, ya que como puede verse
en el panel central izquierdo de la figura 5.15, los valores de las tres distancias
interato´micas oscilan alrededor de 3.9 A˚, es una estructura muy r´ıgida. En el
extremo opuesto, el valor del potencial −90 cm−1 esta´ muy cerca del valor del
pozo del potencial Morse que se ha utilizado en los ca´lculos, D = 99 cm−1.
Esto significa que durante la simulacio´n uno de los a´tomos se ha alejado de los
otros dos, se han roto los dos enlaces que manten´ıa unido este a´tomo con los
otros dos, el tr´ımero se ha evaporado dejando paso a un d´ımero ma´s un a´tomo.
Para el caso intermedio, con un valor del potencial promedio de −179 cm−1, se
ha roto un solo enlace, y el agregado adopta una configuracio´n equivalente a la
lineal, donde los a´tomos de los extremos no sienten el potencial atractivo. La
evolucio´n de otras magnitudes en funcio´n de los pasos MC ayuda a establecer
esta interpretacio´n. Las tres distancias interato´micas evolucionan alrededor del
mismo valor, lo que es consistente con una geometr´ıa equila´tera. Sin embargo,
llega un momento en el que una de las distancias se hace mayor que el resto,
aproximadamente el doble (se ven dos picos en el histograma de las distancias
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Figura 5.15: En los paneles de la izquierda se muestran los resultados PIMC
para un ca´lculo gene´rico a T = 22 K, para distintas magnitudes en funcio´n
del tiempo de simulacio´n: la energ´ıa potencial, en cm−1 (panel inferior), las
distancias interato´micas, R, en angstrom (panel intermedio) y los cosenos de
los tres a´ngulos (panel superior). En los paneles de la derecha se muestran los
histogramas correspondientes.
interato´micas), lo que encaja con una disposicio´n lineal de los a´tomos despue´s
de haberse roto un enlace. En la zona central de la gra´fica se observa el mo-
mento en el que dos de las tres distancias se hacen grandes, quedando so´lo
una con el mismo valor inicial, el que corresponde al d´ımero, se ha vuelto a
romper otro enlace, se ha producido la evaporacio´n. Los a´ngulos proporcionan
una visio´n alternativa del comportamiento del sistema, que complementa la
descripcio´n de la dina´mica. La situacio´n de linearidad que alcanza el agregado
se ve apoyada por el hecho de que los cosenos de los dos a´ngulos toman valores
muy cercanos a 1 y el otro a −1. En el escenario de la evaporacio´n, los a´ngulos
tienen poco que an˜adir a la descripcio´n que dan las distancias y el potencial.
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Descripcio´n cla´sica y cua´ntica
Se han calculados valores cla´sicos y cua´nticos de la energ´ıa interna del Ar3 en
funcio´n de la temperatura mediante el me´todo PIMC. La figura 5.16 muestra
los resultados para el caso concreto en el que se utiliza un radio de confina-
miento muy ajustado, Rc = 2,6 A˚. Las diferencias entre ambas curvas son
notables sobre todo a bajas temperaturas, donde en torno a 1 K la energ´ıa
cua´ntica es unos 40 cm−1 mayor que la cla´sica, lo que supone un incremento
del 15%. La tendencia pra´cticamente lineal de la curva cla´sica es alcanzada
por la curva cua´ntica a partir de unos 20 K. Los resultados presentados en la
figura 5.16 recuerdan a aquellos hallados para el Ar6 [64] y el Ar13 [64, 66].
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Figura 5.16: Energ´ıa promedio del sistema Ar3 como funcio´n de la temperatura,
cla´sica (l´ınea rayada) y cua´ntica (l´ınea so´lida), ambas calculadas usando un
radio de confinamiento de Rc = 2,6 A˚.
Las funciones de densidad radial cla´sicas y cua´nticas son tambie´n muy dife-
rentes a bajas temperaturas. En este trabajo se han calculado funciones de
densidad de probabilidad cla´sicas y cua´nticas para la distancia de los a´tomos
de argo´n al centro de masas del agregado a tres temperaturas: 1 K, 5 K y
15 K. El radio de confinamiento se ha aumentado a 3 A˚ para evitar oprimir
en exceso al sistema. La comparacio´n entre los resultados cla´sico y cua´ntico se
muestran en la figura 5.17.
La dependencia de las funciones de densidad radial con la temperatura es no-
tablemente ma´s pronunciada en el caso cla´sico, donde a bajas temperaturas se
muestra un pico muy marcado a 2.2 A˚, mientras que a medida que aumenta
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Figura 5.17: Funciones de densidad de probabilidad radial cla´sica (panel su-
perior) y cua´ntica (panel inferior), en funcio´n de la distancia de los a´tomos de
argo´n al centro de masas del tr´ımero, obtenidas usando un radio de confina-
miento Rc = 3 A˚, para tres temperaturas: 1 K (l´ınea so´lida negra), 5 K (l´ınea
roja rayada) y 15 K (l´ınea azul punteada).
e´sta, la distribucio´n se va ensanchando y el pico se va desplazando ligeramente
hacia distancias mayores, unos 2.25 A˚ a 15 K. Este comportamiento se debe
a que la agitacio´n te´rmica a la que se ven sometidos los a´tomos les fuerza a
vibrar alrededor de sus posiciones de equilibrio, tanto ma´s cuanta mayor es
la temperatura. En el caso cua´ntico se pueden observar muchas menos varia-
ciones de la funcio´n radial con la temperatura, lo cual es consecuencia de la
competicio´n entre deslocalizacio´n cua´ntica y te´rmica. A medida que la tem-
peratura sube, los a´tomos se hacen ma´s cla´sicos en el sentido de que esta´n
ma´s localizados en el espacio, lo que contribuye a un estrechamiento en esta
distribucio´n. Sin embargo, y al igual que en el caso cla´sico, el aumento de la
temperatura siempre tiende a ensanchar las distribuciones radiales. En el caso
concreto del Ar3, estas dos fuentes de deslocalizacio´n espacial parecen com-
plementarse en el rango de temperaturas estudiado. El ensanchamiento de las
funciones de densidad radial o de las funciones de distribucio´n de pares estu-
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diado en agregados mayores de gases nobles [52, 53, 64, 66, 86, 93, 94], ha sido
interpretado como una indicacio´n de transiciones estructurales o transiciones
de fase experimentadas por el sistema.
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Cap´ıtulo 6
Agregados protonados de
hidro´geno: H+5
6.1. Introduccio´n
El io´n molecular H+5 es el primero de la serie H
+
2n+1, con n > 1. En estos
complejos existe un nu´cleo de H+3 rodeado de mole´culas H2, que se unen a e´l
mediante interacciones de´biles, formando una estructura en capas. En el caso
ma´s sencillo del H+5 , se tienen dos mole´culas de H2 y un proto´n entre ellas
que hace de unio´n. Las nubes de carga electro´nica esta´n muy localizadas en las
mole´culas de hidro´geno. Desde su deteccio´n en 1962 [95], el sistema H+5 ha sido
objeto de numerosos estudios teo´ricos y experimentales. Por un lado, las ob-
servaciones experimentales se reducen a unas pocas frecuencias vibracionales
[96–98], entalp´ıas de disociacio´n para la reaccio´n de agregacio´n H+3 +H2 → H+5
[99–101] y, ma´s recientemente, constantes de reaccio´n a temperaturas inter-
estelares t´ıpicas (5 − 50 K) [102, 103]. Por otro lado, los estudios teo´ricos se
han centrado en una descripcio´n local de la superficie de energ´ıa potencial en
zonas relevantes como mı´nimos y puntos de silla, y so´lo en los u´ltimos an˜os se
han publicado superficies globales precisas [104–107]. Se ha encontrado que la
superficie de energ´ıa potencial del H+5 es muy plana, y altamente anarmo´nica
alrededor del mı´nimo global de simetr´ıa C2v, con varios puntos de silla cerca-
nos. Este hecho apunta a que los efectos cua´nticos deben ser considerados ya
que pueden ser importantes en la estructura y dina´mica del agregado. Dadas
las dificultades experimentales a la hora de caracterizar el espectro del H+5 , y
su papel fudamental en procesos como la fragmentacio´n de especies deuteradas
dentro de nubes interestelares [108], la investigacio´n en esta direccio´n resulta
de particular intere´s.
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Hasta la fecha, existen en la literatura tres estudios sobre los efectos cua´nticos
y la contribucio´n te´rmica sobre el estado fundamental del H+5 [109–112]. El
primero de ellos es el trabajo de Stich y colaboradores [109, 110], basado en
ca´lculos ab initio path integral molecular dynamics (PIMD) combinados con el
me´todo Car Parrinello Molecular Dynamics (CPMD) [113]. Sin embargo, uti-
lizaron una superficie DFT que ni siquiera reproduc´ıa cualitativamente aspec-
tos fundamentales como el doble pozo que siente el proto´n interno. Ma´s tarde,
Ohta y colaboradores [111] aplicaron el me´todo PIMD empleando un nivel de
teor´ıa MP2 en los ca´lculos de estructura electro´nica, y pudieron estudiar las
structuras de equilibrio a diferentes temperaturas, aunque no se publico´ nada
acerca de energ´ıas del punto cero ni de disociacio´n. Ma´s recientemente, se han
realizado ca´lculos diffusion Monte Carlo (DMC) usando una superficie anal´ıti-
ca ajustada a ca´lculos de nivel CCSD(T) [106], y se han mostrado energ´ıas de
punto cero del agregado completo H+5 y fragmentado H
+
3 +H2, obteniendo as´ı un
valor para la energ´ıa de disociacio´n anarmo´nica, D0 = 6,37 ± 0,01 kcal/mol
[112]. En este trabajo tambie´n se concluye mediante el ca´lculo cua´ntico que
la estructura del H+5 corresponde a una estrucutra D2d perfecta, con el proto´n
en medio de los dos dia´tomos H2, mientras que los isotopo´meros muestran es-
tructuras ligeramente distorsionadas de la geometr´ıa de referencia tomada del
H+5 .
En el estudio que en esta seccio´n se lleva a cabo, se caracteriza el estado
fundamental del H+5 mediante ca´lculos cla´sicos y cua´nticos dentro del marco
de la teor´ıa del funcional de la densidad (DFT), usando el funcional h´ıbrido
B3(H), que fue especialmente disen˜ado para sistemas que contienen u´nicamente
a´tomos de hidro´geno [114]. Esta alternativa nos proporciona una superficie de
energ´ıa potencial realista, de bajo coste computacional y libre de cualquier
parametrizacio´n posterior.
6.2. Superficie de energ´ıa potencial
Los ca´lculos de estructura electro´nica han sido realizados con el paquete co-
mercial Gaussian03 [15]. En la figura 6.1 se pueden ver algunos cortes bidimen-
sionales de la PES del H+5 , calculada mediante el funcional DFT/B3(H) con la
base cc-pVQZ, donde se describen los aspectos ma´s representativos de e´sta. Se
ha dibujado en cada panel una configuracio´n de referencia (la correspondiente
al panel inferior izquierdo es la misma que la del superior izquierdo), a partir
de la cual se realizan variaciones en dos coordenadas, una de ellas (en los ejes
de abscisas) es la distancia entre los centros de masas de la mole´cula H2 y el io´n
H+3 , o coordenada de disociacio´n (D). Las interdistancias ato´micas dentro del
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H+3 se denotan como R1, R2 y R3. El panel superior izquierdo muestra la diso-
ciacio´n del H+5 en dos fragmentos para distintas elongaciones del H
+
3 , siempre
dentro de una simetr´ıa C2v. En el panel inferior izquierdo se var´ıa el a´ngulo θ
que forma la mole´cula de H2 con el vector perpendicular al plano del H
+
3 . Pue-
de verse co´mo existe un mı´nimo para θ = 0o, correspondiente al confo´rmero
de mı´nima energ´ıa 1-C2v, y un punto de silla en θ = 90
o, correspondiente al
3-C2v, tercero en energ´ıa. En el panel superior derecho se var´ıa el a´ngulo que
forman ambas mole´culas de hidro´geno, φ. Puede comprobarse co´mo aparecen
mı´nimos para φ = 0o y φ = 180o, estados 3-C2v y 7-C2v, conectados mediante
puntos de silla en φ = 90o, correspondientes a los confo´rmeros 6-C2v y 8-C2v.
El panel inferior derecho se parte de una configuracio´n en la que el eje de unio´n
de la mole´cula de hidro´geno y el H+3 esta´ fuera del plano del io´n, y se var´ıa θ.
En esta ocasio´n aparece un mı´nimo en θ = 90o y un punto de silla en θ = 0o,
correspondientes a situaciones en que la mole´cula de H2 esta´ paralela (9-Cs) y
perpendicular (10-C3v) respecto al plano del io´n H
+
3 , respectivamente.
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Figura 6.1: Distintos cortes de la superficie de energ´ıa potencial del H+5 calcu-
lada mediante el funcional DFT/B3(H) y la base cc-pVQZ.
A modo de hacer una descripcio´n local de esta superficie, se han caracteri-
zado los 10 primeros puntos estacionarios mediante DFT/B3(H) comparando
energ´ıas y geometr´ıas con resultados previos publicados en la literatura. Las
estructuras obtenidas se muestran en la figura 6.2, especificando la simetr´ıa
correspondiente para cada uno de ellas.
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1-C2v
2-D2d
3-C2v
4-D2h
5-C2v
6-C2v
7-C2v
8-C2v
9-Cs
10-C3v
Figura 6.2: Las diez estructuras de ma´s baja energ´ıa del H+5 calculadas con el
funcional DFT/B3(H).
En la tabla 6.1 se muestran las energ´ıas de los cuatro primeros, calculadas a
diferentes niveles de teor´ıa, como MP2 [105], CCSD(T) [104], CC-R12 [115] y
B3(H) [116]. Se debe hacer notar que el funcional B3(H) respeta el ordenamien-
to de los 10 primeros confo´rmeros que predicen los ca´lculos CC, contrariamente
a lo que ocurre, por ejemplo, con otros me´todos de alto nivel como el MP2.
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Tabla 6.1: Energ´ıa total (en u.a.) de la estructura del mı´nimo global 1-C2v y
energ´ıas relativas (en kcal/mol) de los tres siguientes confo´rmeros de menor
energ´ıa predichos por los ca´lculos DFT/B3(H) usando las bases cc-pVTZ y
cc-pVQZ. Se muestran resultados de otros ca´lculos de alto nivel.
Confo´rmero CCSD(T)-R12 CCSD(T) MP2 B3(H)/VTZ B3(H)/VQZ
[115] [104] [105] [116]
1-C2v -2.531794 -2.530509 -2.518215 -2.531515 -2.532656
2-D2d 0.176 0.183 0.080 0.058 0.09
3-C2v 0.276 0.273 0.256 0.296 0.302
4-D2h 0.521 0.520 0.419 0.392 0.483
Por completitud, se han mostrado ca´lculos DFT realizados en dos bases, cc-
pVTZ y cc-pVQZ. Se puede comprobar que los ca´lculos DFT con el funcional
B3(H) reproducen las energ´ıas de las cuatro estructuras ma´s bajas en energ´ıa
mostrando un acuerdo excelente con los resultados coupled cluster (CC). En
particular, todas ellas se encuentran en un rango de energ´ıas de 0,5 kcal/mol
por encima del mı´nimo global, tal como predicen los ca´lculos CC-R12 de la
referencia [115]. El siguiente confo´rmero, que no aparece ya en la tabla 6.1, se
encuentra a una energ´ıa de unas 5 kcal/mol del mı´nimo global, muy alejado
por lo tanto de los cuatro primeros. El orden relativo de los confo´rmeros y
las diferencias de energ´ıas entre ellos esta´n tambie´n en buen acuerdo con los
resultados CC-R12 [115].
El estudio de las frecuencias armo´nicas con B3(H)/cc-pVTZ (ver tabla 6.2)
muestra que el punto estacionario de menor energ´ıa es un mı´nimo, mientras
que los tres siguientes corresponden a puntos de sillas de primer y segundo
orden, resultados que esta´n de acuerdo con los obtenidos de CC.
Los cuatro primeros puntos estacionarios que se muestran en la figura 6.2,
pueden verse tambie´n en la figura 6.3, esta vez acompan˜ados de los caminos de
mı´nima energ´ıa del proto´n interno entre los dos mono´meros H2, fijando e´stos a
la configuracio´n 1-C2v (panel 6.3(a) y a la 3-C2v (panel 6.3(b)). En ambos casos
puede observarse co´mo el proto´n central siente un doble pozo correspondiente
a las dos configuraciones ma´s estables, separadas por un punto de silla que
corresponde al estado de transicio´n, en el que el proto´n queda exactamente en el
centro del complejo. El estado de transicio´n que separa ambas configuraciones
1-C2v es el 2-D2d, y dentro del plano, el que separa los dos confo´rmeros 3-C2v
es el 4-D2h.
Por u´ltimo, en la figura 6.3(c) se var´ıa la distancia entre los dos H2, dejando fijo
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Tabla 6.2: Frecuencias de vibracio´n harmo´nicas (en cm−1) para los confo´rmeros
1-C2v, 2-D2d, 3-C2v and 4-D2h del H
+
5 calculadas con el nivel de teor´ıa B3(H)/cc-
pVTZ. El nu´mero de valores negativos indica el orden del punto de silla.
Modo 1-C2v 2-D2d 3-C2v 4-D2h
1 216 A2 −399 B2 −212 A2 −453 B′′1
2 447 A1 229 B1 477 A1 −227 A′′
3 884 B2 967 E 821 B2 897 B
′′
2
4 916 B1 967 E 1066 B1 1156 B
′′
3
5 1295 B1 1415 A1 1110 B2 1328 B
′
3
6 1649 A1 1613 E 1713 A1 1416 A
′
7 1996 B2 1613 E 2058 B2 1761 B
′′
2
8 3833 A1 3994 B2 3817 A1 4002 B
′′
1
9 4199 A1 4081 A1 4229 A1 4102 A
′
el proto´n en el centro de ambos, por lo tanto correspondiente a una estructura
tipo 2-D2d. En definitiva, se esta´ representando la altura de la barrera que
separa los dos confo´rmeros sime´tricos en funcio´n de la distancia de los H2.
Se puede ver co´mo el potencial se vuelve altamente repulsivo cuando las dos
mole´culas de H2 se acercan, mientras que cuando se alejan la barrera aumenta
mono´tonamente, hasta que en el l´ımite de disociacio´n se hace infranqueable,
teniendo por un lado una mole´cula H+3 y por otro un H2. Para poder comparar
la bondad de los ca´lculos DFT/B3(H), se muestran en la figura 6.3 ca´lculos
CCSD(T) y MP2, en todos ellos se utiliza la base cc-pVTZ.
Otro aspecto de la superficie de gran intere´s es el que describe las interaccio-
nes a largo alcance, que juegan un papel protagonista en estudios de dina´mica
de reactividad y fragmentacio´n del agregado. En la figura 6.4 se muestra una
comparacio´n entre el comportamiento de la superficie anal´ıtica de Xie y cola-
boradores [106] y la calculada mediante DFT/B3(H) [116]. Queda patente la
dificultad de ajustar una superficie a expresiones anal´ıticas de forma global.
Por u´ltimo, se ha expuesto en la tabla 6.3 el tiempo que se toma cada nivel
de teor´ıa en calcular la energ´ıa de un punto del espacio configuracional, para
dos bases distintas. En este caso, el punto escogido es la configuracio´n 1-C2v
optimizada para B3(H) con la base cc-pVQZ. Se puede comprobar que la op-
cio´n DFT/B3(H) con la base cc-pVTZ permite calcular un nu´mero elevado de
puntos a un coste razonable. No´tese que para cualquier simulacio´n que requie-
ra calcular del orden de millones de puntos con la base cc-pVQZ, el DFT es el
u´nico me´todo con el que se obtendr´ıan resultados en tiempos inferiores al an˜o.
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Figura 6.3: Energ´ıas totales (u.a.) optimizadas para el H+5 calculadas mediante
MP2 y DFT/B3(H) usando la base cc-pVTZ. El eje de las x se encuentra a
lo largo de la direccio´n que une los centros de masas de los dos mono´meros
H2. En los dos paneles superiores se muestra la posicio´n del proto´n central
para estructuras con simetr´ıa 2-D2d (a) y 4-D2h (b). En el panel (c) se var´ıa la
distancia entre los dos H2 para una geometr´ıa con simetr´ıa 2-D2d.
6.3. Detalles de la simulacio´n
El H+5 es un sistema especialmente dif´ıcil de tratar mediante la te´cnica PIMC,
debido en gran parte a la falta de superficies anal´ıticas que describan correc-
tamente las regiones de corto y largo alcance. Por otro lado, el hidro´geno es
el a´tomo ma´s ligero, y por lo tanto el que presenta una mayor deslocalizacio´n
espacial, lo que obliga a considerar en los ca´lculos un nu´mero muy alto de
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Figura 6.4: Comparacio´n entre las superficie anal´ıtica de Xie et al. [106] y la
calculada mediante DFT/B3(H) [116]. En el eje de abscisas se representa la
distancia entre los centros de masas de los fragmentos H+3 y H2.
Tabla 6.3: Coste computacional de los distintos niveles de teor´ıa para el ca´lculo
de un punto (en segundos) y para un millo´n de puntos (en d´ıas).
Nivel de teor´ıa Base t (s) 106 t (dias)
DFT/B3(H) 1.7 20
MP2 cc-pVTZ 2.0 23
CCSD(T) 5.6 65
DFT/B3(H) 14.4 167
MP2 cc-pVQZ 36.8 426
CCSD(T) 138.1 1598
cuentas (M) para poder describir correctamente el comportamiento de este
tipo de compuestos hidrogenados. El funcional DFT/B3(H), uniendo precisio´n
y bajo coste computacional, hace posible conseguir converger estos ca´lculos
cua´nticos a una temperatura finita.
Se puede recurrir a la frecuencia fundamental del H2 (h¯ω0 ≈ 4000 cm−1, ver
tabla 6.2) para obtener una estimacio´n de cua´ntas cuentas son necesarias en
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el ca´lculo de las propiedades de cualquier complejo hidrogenado a cualquier
temperatura:
M  h¯ω
kBT
≈ 5800
T
(6.1)
Hay que tener en cuenta que la ecuacio´n 6.1 proporciona so´lo una estimacio´n
del nu´mero mı´nimo de cuentas, es necesario un estudio detallado de convergen-
cia en esta variable para poder obtener resultados fiables. En ca´lculos anteriores
[109–111], las limitaciones computacionales obligaron a reducir el nu´mero de
cuentas a 64, por lo tanto las magnitudes calculadas no pod´ıan estar debida-
mente convergidas.
6.3.1. H2
La curva de potencial que proporciona el funcional B3(H) predice una energ´ıa
de disociacio´n de la mole´cula de H2 de−0,84 Hartree, bastante alejado del valor
real de−1 Hartree. Esto se debe a que el me´todo DFT tiende a mantener juntos
los electrones de la mole´cula, de modo que la curva describe la disociacio´n del
H2 en H
− y H+. Sin embargo, las inmediaciones del pozo quedan bien descritas
mediante esta teor´ıa. En la figura 6.5 se muestra la curva DFT/B3(H) en la
base de nuestros ca´lculos, cc-pVTZ, y se compara con el ca´lculo de referencia
CCSD(T) en la base cc-pVQZ, y con el ca´lculo MP2 en la base cc-pVQZ que,
como puede verse, posee un comportamiento muy poco deseable para realizar
dina´mica, adema´s de describir incorrectamente el fondo del pozo.
Con la curva B3(H) definida en una malla densa de puntos en un rango amplio
de distancias, se puede obtener el valor del potencial a cualquier distancia
recurriendo a interpolaciones cu´bicas. Esto nos permite realizar ca´lculos sin
la necesidad de llamar constantemente al paquete comercial Gaussian03. La
considerable rapidez que se adquiere mediante esta aproximacio´n nos permite
establecer el H2 como un laboratorio perfecto donde realizar todo tipo de
pruebas te´cnicas, como analizar distintos me´todos de muestreo y estimadores
de energ´ıa. A su vez, el H2 posee una sola dimensio´n, lo que nos permite
resolver la ecuacio´n de Schro¨dinger nume´ricamente mediante el me´todo de
Truhlar-Numerov.
Se hicieron pruebas con distintos me´todos de muestreo, en la figura 6.6 puede
verse co´mo el muestreo sencillo cuenta a cuenta necesita unos 100000 pasos
MC para alcanzar la termalizacio´n, mientras que con el staging [39] bastan
poco ma´s de mil.
En la tabla 6.4 se han probado dos estimadores de energ´ıa cine´tica, el ter-
modina´mico [40] y el del virial [41]. Puede verse co´mo el comportamiento de
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Figura 6.5: Curvas de potencial para el H2 calculadas con CCSD(T), MP2 y
DFT/B3(H).
ambos es muy similar, motivo que nos lleva a inclinarnos por el uso del primero
para complejos mayores donde los ca´lculos se hacen ma´s pesados, ya que la
diferencia en tiempos es de un orden de magnitud.
6.4. Resultados y discusio´n
En esta seccio´n se detallan los resultados obtenidos para el H+5 a 10 K mediante
el uso de la te´cnica Path Integral Monte Carlo. Se han obtenido distribuciones
radiales y angulares cla´sicas y cua´nticas, energ´ıas de punto cero del agregado
y sus fragmentos, H+3 y H2, y finalmente la energ´ıa de disociacio´n del H
+
5 . Se
comparara´n estos resultados con las medidas experimentales ma´s recientes y
con ca´lculos anteriores. A la exposicio´n de los resultados le acompan˜ara´ su
pertinente interpretacio´n f´ısica.
En los ca´lculos se han usado M = 1000 cuentas, y se ha empleado el me´todo
de muestreo staging [39]. Las magnitudes se han promediado sobre 60000 pa-
sos MC despue´s de la termalizacio´n, que ha constado de 20000 pasos. Se ha
aplicado a las distribuciones geome´tricas un suavizado consistente en escoger
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Figura 6.6: Comparacio´n de dos te´cnicas de muestreo para el H2 a 10 K. En
l´ınea negra, cuenta a cuenta, y en l´ınea azul, staging.
Tabla 6.4: Convergencia con el nu´mero de cuentas para el H2 a 10 K de la
energ´ıa potencial (V) y la energ´ıa total usando los estimadores termodina´mico
(ET) y del virial (EV), en unidades ato´micas.
M 〈V〉 〈ET〉 〈EV〉
10 -1.17469 -1.17438 -1.17427
50 -1.17406 -1.17315 -1.17311
100 -1.17327 -1.17171 -1.17144
200 -1.17208 -1.16939 -1.16923
300 -1.17133 -1.16798 -1.16786
400 -1.17082 -1.16682 -1.16685
500 -1.17050 -1.16622 -1.16616
700 -1.17016 -1.16549 -1.16548
1000 -1.16993 -1.16504 -1.16505
1500 -1.16980 -1.16472 -1.16466
2000 -1.16972 -1.16457 -1.16466
3000 -1.16970 -1.16444 -1.16461
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Figura 6.7: Curva de potencial de la mole´cula de H2 calculada mediante
DFT/B3(H) con la base cc-pVTZ. Sobre ella se muestran los primeros 40 nive-
les de momento angular total nulo. Se muestra la ZPE y una comparacio´n de
la densidad de probabilidad correspondiente al estado fundamental calculada
mediante Truhlar-Numerov (azul) y Path Integral Monte Carlo (verde).
un taman˜o adecuado para las cajas de los histogramas combinado con splines
cu´bicos. Los errores han sido estimados mediante la te´cnica de block average.
En la figura 6.8(a) se muestran las distribuciones de pares cla´sica y cua´ntica.
Por completitud, se han an˜adido al gra´fico unas barras verticales cuyas posicio-
nes corresponden a las distancias existentes en los cuatro primeros confo´rmeros
calculados mediante DFT/B3(H), El ca´lculo cla´sico muestra cinco picos bien
localizados en las distancias correspondientes al confo´rmero 1-C2v. Sin embar-
go, el ca´lculo cua´ntico se presenta mucho ma´s deslocalizado espacialmente, y
engloba las cuatro estructuras ma´s bajas en energ´ıa. En particular, los dos
primeros picos cla´sicos correspondientes a las diferentes elongaciones de los
dos H2 dentro del H
+
5 , se funden en el ca´lculo cua´ntico en un solo pico que
se extiende en el rango 0.7-1.0 A˚. El siguiente pico cua´ntico es mucho ma´s
ancho, y engloba regiones de distancias intermedias dentro del agregado, de
1.0 a 1.4 A˚. Por u´ltimo, el tercer pico se encuentra ligeramente desplazado
hacia distancias mayores, presentando el ma´ximo en 2.3 A˚, mientras que el
ca´lculo cla´sico muestra el ma´ximo correspondiente a 2.23 A˚. Estos cambios
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que introduce el ca´lculo cua´ntico respecto del cla´sico obedecen a una mayor
deslocalizacio´n espacial generalizada, lo que permite en particular que se pro-
duzca la trasferencia del proto´n interno entre las dos estructuras 1-C2v a trave´s
de la estructura sime´trica de punto de silla, 2-D2d.
La figura 6.8(b) muestra las distribuciones cla´sica y cua´ntica en la distancia
entre los dos H2, denotada como R. Al igual que en el caso anterior, la distribu-
cio´n cla´sica muestra un pico muy estrecho con un ma´ximo en la distancia ma´s
probable, 2.15 A˚, mientras que la cua´ntica se ensancha y el valor del ma´ximo
se desplaza a distancias mayores, 2.20 A˚.
La figura 6.8(c) muestra las distribuciones cla´sica y cua´ntica en la coordena-
da rp, medida como la diferencia de distancias del proto´n interno a las dos
unidades H2, rp1 y rp2. De nuevo puede constatarse que el ca´lculo cla´sico es
compatible con una estructura 1-C2v, mostrando un doble pico, debido a los dos
pozos sime´tricos en esa coordenada. El ca´lculo cua´ntico vuelve a mostrar una
deslocalizacio´n espacial, esta vez ma´s patente en el comportamiento del proto´n
interno, cuya distribucio´n se extiende a lo largo de toda la coordenada R, es
decir, que el proto´n esta´ totalmente deslocalizado entre las dos unidades H2.
Con el objeto de investigar otros efectos cua´nticos presentes en este sistema,
como las rotaciones de las unidades H2 alrededor del eje que las une, se han
calculado las distribuciones angulares que se muestran en la figura 6.9. La
distribuco´n D(γ) recoge co´mo se comporta el a´ngulo diedro γ (ver fig. 6.9(a)),
definido a trave´s de tres vectores no colineales, los dos vectores que definen
las direcciones de los mono´meros H2 y el vector que une sus centros de masas.
Este a´ngulo corresponde a la rotacio´n de los H2 alrededor del eje que los une.
Por otro lado, D(θ) esta´ relacionada con el a´ngulo subtendido por el vector
de un mono´mero H2 y el que une su centro de masas y el proto´n interno
(ver fig. 6.9b). Este a´ngulo corresponde con el bending del H+3 . Las versiones
cla´sicas de ambas distribuciones coinciden en presentar un pico muy localizado
alrededor de 90o, mientras que en las cua´nticas existen diferencias sustanciales.
D(θ) se presenta ma´s ancha que su contrapartida cla´sica, sin embargo D(γ) se
extiende sobre todo el intervalo angular. Esto demuestra que la rotacio´n de los
H2 es pra´cticamente libre, con lo que el estado vibracional fundamental debe
ser combinacio´n de los cuatro confo´rmeros ma´s bajos en energ´ıa 1-C2v, 2-D2d,
3-C2v y 4-D2h, y no so´lo 2-D2d, como ha sido afirmado recientemente [112].
Una u´ltima distribucio´n geome´trica que describe muy bien el cara´cter cua´ntico
de este sistema se muestra en la figura 6.10. En el eje de abscisas se coloca
rp, la diferencia de distancias entre el proto´n interno y los centros de masas
de las dos unidades H2, y el eje de ordenadas corresponde con R, el taman˜o
de la caja, la distancia entre dichos centros de masas. En el panel superior se
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Figura 6.8: Distribuciones radiales cla´sicas y cua´nticas del H+5 a 10 K.
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Figura 6.9: Distribuciones angulares cla´sicas y cua´nticas del H+5 a 10 K.
muestra el ca´lculo cla´sico, en el que se pueden ver dos ma´ximos que proceden
del doble pozo en el que el proto´n interno desarrolla su dina´mica, a la vez que
el taman˜o de la caja es bastante r´ıgido. En la versio´n cua´ntica, este comporta-
miento cambia de forma drama´tica: el proto´n interno ya no ve los dos pozos,
su energ´ıa del punto cero es tan alta que pra´cticamente siente una superficie
plana en la que se encuentra totalmente deslocalizado, un escenario similar al
de una part´ıcula en una caja. La distancia R experimenta a su vez una gran
deslocalizacio´n espacial, dejando patente de nuevo que los efectos cua´nticos
son fundamentales en este sistema.
Adema´s de distribuciones geome´tricas, se han calculado energ´ıas de punto cero
del H+5 y sus fragmentos, H
+
3 y H2, a una temperatura de 10 K (ver tabla 6.5)
y la correspondiente energ´ıa de disociacio´n del agregado. En la figura 6.11 se
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Figura 6.10: Distribuciones posicio´n del proto´n interno vs taman˜o del agregado,
cla´sica (panel superior) y cua´ntica (panel inferior), para el H+5 a 10 K.
muestra adema´s el ca´lculo de convergencia para las energ´ıas potencial y total
tanto del agregado H+5 como de sus fragmentos con el objeto de mostrar que la
energ´ıa potencial, y por lo tanto las magnitudes estructurales, son ma´s fa´ciles
de converger que la energ´ıa total.
Tabla 6.5: Energ´ıas del H+5 y sus fragmentos, H
+
3 y H2, a 10 K.
Sistema Emin (Hartree) 〈∆V〉 (kcal/mol) 〈∆E〉 (kcal/mol)
H+5 −2,5315151 10,89± 0,02 20,60± 0,15
H+3 −1,3416175 6,38± 0,03 11,73± 0,14
H2 −1,1748485 3,09± 0,01 6,45± 0,07
La diferencia de las energ´ıas de punto cero del agregado y de los fragmentos
que aparecen en la tabla 6.5 resulta:
∆(ZPE) = 2,42± 0,36 kcal/mol (6.2)
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Figura 6.11: Estudio de convergencia en el nu´mero de cuentas para el H+5 a 10
K.
Sin embargo, e´stas esta´n referidas al fondo del pozo de la superficie de energ´ıa
potencial de cada caso. Para lograr la energ´ıa de disociacio´n D0 es necesario
an˜adir a la energ´ıa de los fragmentos la profundidad del pozo del H+5 , cuyo
valor es, para nuestros ca´lculos DFT/B3(H) cc-pVTZ, de De = 9,44 kcal/mol.
Con esto, se tiene que:
D0 = De −∆(ZPE) = 7,02± 0,36 kcal/mol (6.3)
Los errores han sido estimados mediante el procedimiento descrito en la sec-
cio´n 2.4 y en [25].
Los ca´lculos arrojan un valor para la energ´ıa de disociacio´n de D0 = 7,02 ±
0,36 kcal/mol. En la tabla 6.6 puede verse este valor comparado con otros
resultados teo´ricos y experimentales. El presente estudio predice un valor pa-
ra la energ´ıa de disociacio´n mayor que Acioli y colaboradores, que obtienen
D0 = 6,37± 0,01 kcal/mol [112], lo que sin duda es debido en gran parte a la
superficie de energ´ıa potencial utilizada. El valor de energ´ıa de disociacio´n que
se presenta en este trabajo queda ma´s cerca del l´ımite superior que estable-
cen las medidas experimentales, de 7,44 kcal/mol, publicado recientemente por
Cheng y colaboradores [98], valor extraido del espectro infrarrojo de fotodiso-
ciacio´n del H+5 . Asimismo, el valor de D0 que aqu´ı se presenta esta´ en muy buen
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acuerdo con anteriores datos experimentales de entalp´ıas de disociacio´n sobre
el rango de temperaturas 25-300 K para la reaccio´n H+5 → H+3 +H2, 6,6± 0,3,
6,9 ± 0,3 y 7,0 ± 0,1 kcal/mol [99–101]. En estas comparaciones con resulta-
dos experimentales y teo´ricos, donde se ha utilizado la aproximacio´n armo´nica
para calcular la energ´ıa de disociacio´n, ha de resaltarse la importancia de un
ca´lculo que incluya de forma correcta la alta anarmonicidad en este sistema,
donde los efectos cua´nticos nucleares son particularmente importantes.
Tabla 6.6: Energ´ıas de disociacio´n del H+5 . En la mitad superior se muestran
los trabajos experimentales, mientras que los teo´ricos aparecen en la mitad
inferior.
Trabajo T (K) D0 (kcal/mol)
Beuhler et al. (1983) [99] 25-330 6.6 ± 0.3
Hiraoka (1987) [100] 25-330 6.9 ± 0.3
Hiraoka, Mori (1989) [101] 25-330 7.0 ± 0.1
Cheng et al. (2010) [98] N/A 7.44
Ohta et al. (2004) / PIMD-MP2 [111] 5 - 200 N/A
Acioli et al. (2008) / DMC [112] 0 6.37 ± 0.01
Pe´rez de Tudela et al. (2010) / PIMC-DFT [117] 10 7.02 ± 0.36
En este trabajo se ha mostrado que los ca´lculos de estructura electro´nica ba-
sados en el funcional DFT/B3(H) proporcionan una representacio´n global de
la superficie de energ´ıa potencial del H+5 a un coste computacional muy bajo,
lo que nos ha permitido describir por primera vez la transferencia del proto´n
central. Por otro lado, comparando con ca´lculos cla´sicos, se ha demostrado la
importancia que los efectos cua´nticos de los nu´cleos tienen en la estructura
del H+5 . Por u´ltimo, queda resaltar que ha sido en este trabajo donde por pri-
mera vez se han obtenido resultados mediante on fly PIMC completamente
convergidos.
El complejo H+5 juega un papel fundamental en los procesos de fragmentacio´n
de complejos deuterados en el medio interestelar [102], ya que, aunque sien-
do el ma´s sencillo [118], es el ma´s accesible tanto a ca´lculos teo´ricos como a
medidas experimentales. Una de las futuras l´ıneas de investigacio´n, por tanto,
debe ir enfocada en el estudio de los isotopo´meros de esta especie. A su vez,
dada las bondades de la superficie DFT/B3(H), se puede aspirar a estudiar
complejos ma´s grandes H+7 , H
+
9 , H
+
11, todos ellos con una alta relevancia as-
trof´ısica y con propiedades estructurales interesantes aunque poco estudiadas.
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Los complejos hidrogenados en medios interestelares se encuentran a tempe-
raturas que oscilan entre los 10 K y los 50 K, sin embargo ser´ıa interesante
conocer el comportamiento de estos sistemas a temperaturas ma´s altas, pro-
pias de otras regiones. Por u´ltimo, para destacar la relevancia del H+5 como
emblema de complejos hidrogenados muy presentes en reacciones astrof´ısicas,
actualmente se siguen haciendo enormes esfuerzos para construir superficies
de energ´ıa potencial anal´ıticas, con las que poder realizar ca´lculos sin las res-
tricciones computacionales que entran˜an las aproximaciones ab initio, y con
la suficiente precisio´n como para poder describir no so´lo aspectos energe´ticos
y estructurales del H+5 , sino tambie´n para realizar estudios colisionales y de
fragmentacio´n.
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Cap´ıtulo 7
El agregado Cs2Hen
7.1. Introduccio´n
Las nanogotas de helio han demostrado ser unas excepcionales matrices en las
que poder llevar a cabo experimentos de espectroscopia molecular de alta reso-
lucio´n. Desde los primeros trabajos experimentales sobre la espectroscop´ıa in-
frarroja (IR) de la mole´cula SF6 depositada dentro de una gota de helio [16, 17],
los posteriores avances en la s´ıntesis y caracterizacio´n de especies moleculares
solvatadas [119, 120] han permitido llevar a cabo estudios espectrosco´picos de
alta resolucio´n de diferentes especies en entornos fr´ıos. Mediante la te´cnica de
enfriado por evaporacio´n, las gotas llegan a alcanzar temperaturas de hasta
0,4 K. No obstante, se mantienen en estado l´ıquido incluso en presencia de la
especie dopante, y de hecho son superfluidas [121], constituyendo una muestra
u´nica del solvente ma´s de´bil que puede ser cargado pra´cticamente a voluntad
con impurezas ato´micas o moleculares. De este modo, se obtienen espectros IR
rotacionales para Arn-HF [122], N2-HF y OC-HF [123] y C2H4 [124] en nanogo-
tas de helio. Medidas IR de alta resolucio´n se han realizado para CO [125, 126]
en pequen˜os agregados de helio. Todos estos estudios revelaron interesantes
caracter´ısticas relacionadas con la naturaleza cua´ntica del solvente.
Como paradigma de este tipo de sistemas, el espectro IR de la mole´cula de
sulfuro de carbonilo (OCS) alojada dentro de nanogotas de helio boso´nico ha
proporcionado una evidencia directa del comportamiento superfluido de tal
entorno a nivel microsco´pico [121, 127]. El espetro IR de OCS dentro de una
gota de helio fermio´nico 3He recuerda a los espectros de mole´culas muy pesadas
inmersas en l´ıquidos y muestra un perfil ancho y sin estructura. Sin embargo, el
espectro de OCS dentro de una gota de helio boso´nico 4He resulta muy similar
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al correspondiente a la mole´cula aislada en fase gas, presentado ramas P y
R bien definidas, y por lo tanto indicando que esta mole´cula gira libremente
dentro de este entorno boso´nico.
Diversos enfoques mecanocua´nticos han sido empleados para describir de forma
teo´rica la estructura y la energe´tica de agregados de helio boso´nicos tanto puros
como dopados. Entre ellos, cabe destacar el Diffusion Monte Carlo (DMC)
[128–130], el Path Integral Monte Carlo (PIMC) de temperatura finita [32, 131–
134], as´ı como la teor´ıa del funcional de la densidad (DFT) (ver [10] para una
extensa revisio´n). Para agregados fermio´nicos, la complejidad adicional que
an˜ade la estructura nodal de la funcio´n de onda introduce dificultades a la
hora de aplicar estas metodolog´ıas. Por ejemplo, en ca´lculos DMC, los nodos
han de ser previstos de antemano [8], y so´lo recientemente ha sido desarrollada
una nueva te´cnica que hace frente a este obsta´culo [135].
Imitando los ca´lculos de estructura electro´nica, un enfoque qu´ımico cua´ntico
(QC) altenativo que considera a la mole´cula dopante como los nu´cleos y al
solvente como los electrones fue aplicada por primera vez a estudiar el estado
ma´s bajo triplete de agregados tipo X-(3He), con X cualquier gas ideal o SF6
[136]. Una propuesta similar, incluyendo la metodolog´ıa de interaccio´n de con-
figuraciones, fue empleada en el estudio de complejos antraceno-He2 [137, 138],
incluyendo especies boso´nicas y fermio´nicas. A su vez, se han publicado ca´lcu-
los variacionales para una mole´cula diato´mica r´ıgida rodeada de hasta cinco
helios bosones [139].
Se ha extendido esta idea con el fin de tratar agregados del tipo HeN -BC(X)
de mayor taman˜o, N ≤ 60, donde BC es una mole´cula diato´mica en su estado
electro´nico fundamental [140–144]. Para considerar la naturaleza cua´ntica de
los a´tomos de helio el entorno, se han empleado metodolog´ıas Hartree (H) o
Hartree-Fock (HF) para bosones y fermiones respectivamente. La diferencia
principal entre un medio boso´nico y otro fermio´nico radica, segu´n los ca´lculos,
en que en el segundo caso aparece un alto grado de degeneracio´n de los posibles
estados de esp´ın. Para el caso de agregados mezcla en los que este´n presentes
a´tomos boso´nicos y fermio´nicos, se ha desarrollado un procedimiento basado
en un campo autoconsistente [145] que se alterna entre los tratamientos H y
HF [140, 141, 146].
La superficie de energ´ıa potencial (PES) es una pieza clave en este tipo de
sistemas. Las energ´ıas y estructuras de agregados pequen˜os van a mostrar una
fuerte dependencia con la calidad de la PES empleada, de tal modo que se hace
deseable el uso de metodolog´ıas ab initio para obtener dichas superficies. En el
caso de tener como dopante la mole´cula Br2, se ha mostrado [147] que puede
construirse de forma precisa un modelo de PES para el complejo tetrato´mico
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He2-Br2 formado como la suma de dos He-Br2 potenciales triato´micos, ajusta-
dos anal´ıticamente a puntos ab initio [148, 149], presentando mı´nimos en las
configuraciones en forma de T y lineal, ma´s una interaccio´n He-He semiemp´ıri-
ca [150]. De manera similar, los ca´lculos ab initio realizados para el agregado
triato´mico He-ICl [151] predicen tres mı´nimos que corresponden a las configu-
raciones lineal (He junto al I), otra ana´loga a la de forma de T y una u´ltima
antilineal (He junto al Cl). Modelar la PES como una suma de interacciones
triato´micas He-ICl y de pares He-He ha podido ser verificado mediante la com-
paracio´n con ca´lculos ab initio en He2-ICl [152]. Como conclusio´n, se puede
asumir que para agregados HeN -BC, la correspondiente PES en general puede
describirse con precisio´n como la suma de N potenciales triato´micos He-BC
ma´s N(N − 1)/2 interacciones de pares de helios.
Para impurezas como Br2, Cl2 o ICl, cuyas interaciones con a´tomos de helio
son mucho ma´s fuertes (y se localizan a menores distancias) que las correspon-
dientes He-He, estos a´tomos tienden a rodear el dopante, es decir, la impureza
se situ´a en el interior del agregado de helio. Adema´s, para agregados boso´nicos,
el tratamiento tipo Hartree muestra que la configuracio´n ma´s estable corres-
ponde a la ocupacio´n de un mismo orbital para todos los a´tomos de helio, lo
que le proporciona un cara´cter de condensado de Bose. Por u´ltimo, la principal
asuncio´n implicada en este enfoque QC (i.e. el desacoplo del momento angular
orbital de la rotacio´n de la mole´cula BC y la adiabaticidad de la vibracio´n de
BC frente a los movimientos de los helios) ha sido verificada en un sistema con
un dopante pesado, como es el agregado 4He2-Br2(X) [153].
Los a´tomos alcalinos capturados por un haz de nanogotas de helio permanecen
en la superficie de dichas gotas, donde se mueven formando mole´culas median-
te colisiones fr´ıas. En este contexto, se ha medido recientemente el espectro
visible de absorcio´n de nanogotas fr´ıas de helio dopadas con d´ımeros de cesio
en su estado fundamental triplete 3Σ+u [154]. Por s´ı mismo, el d´ımero de cesio
es su estado fundamental triplete juega un papel fundamental en reacciones
fr´ıas a´tomo-a´tomo y a´tomo-mole´cula, en el enfriamiento molecular inducido
por la´ser y en control coherente [155]. Por otra parte, este estado electro´ni-
co junto con el 1Σ+g han sido seleccionados para detectar experimentalmente
pequen˜as variaciones en el cociente de masas electro´n-proto´n [156], que tiene
relevancia en el marco de los modelos que intentan explicar la cantidad de
energ´ıa negra que domina el Universo. Como dopante, en presencia de agrega-
dos de helio, las caracter´ısticas de las interacciones He-He y He-Cs2 corroboran
la disposicio´n antes mencionada en la que la impureza quedar´ıa ligada a la go-
ta, en lugar de inmersa dentro de ella. Una situacio´n similar ha sido publicada
recientemente para agregados de helio dopados con Li2 a trave´s de ca´lculos
DMC (T = 0 K) [157]. Con el fin de examinar esta conjetura, hemos llevado
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a cabo un estudio PIMC de estos agregados a una temperatura T = 1 K,
suficientemente baja como para ser representativa, pero sin llegar a presentar
problemas de intercambio de a´tomos de helio, En efecto, como se vera´ ma´s
adelante, la interaccio´n He-He presenta un mı´nimo de unos 8 cm−1 a unos 3 A˚.
Se han examinado varios taman˜os de agregados (N = 6, 8, 10, 30), y para ello
ha sido preciso establecer la configuracio´n inicial mediante la utilizacio´n de un
algoritmo evolutivo.
7.2. Superficie de energ´ıa potencial del He-
Cs2(
3Σ+u )
Ca´lculos teo´ricos sobre el d´ımero de cesio indican que el estado 3Σ+u tiene un
pozo profundo [158]. Recientemente, se han detectado hasta 41 niveles vibra-
cionales y, basados en estos datos, se ha derivado una curva de energ´ıa potencial
anal´ıtica [159]. En cuanto al complejo He-Cs2 (
3Σ+u ), se han realizado ca´lculos
ab initio usando el me´todo coupled cluster con excitaciones simples, dobles y
triples, estas u´ltimas tratadas perturbativamente, RCCSD(T) [160]. La corre-
lacio´n se ha incluido so´lo en los electrones de valencia. Para estos ca´lculos,
se ha utilizado el potencial de nu´cleo efectivo CRENBL [161] y fue la base
d-aug-cc-pVQZ la que se estimo´ adecuada en el compromiso entre precisio´n y
tiempo computacional. Congelando el d´ımero de cesio en su distancia de equi-
librio, req = 6,75 A˚ (ver diagrama 7.1), se han realizado ca´lculos de estructura
electro´nica para distintas distancias del centro de masas del Cs2 al a´tomo de
helio y para distintas orientaciones en el rango 0 ≤ θ ≤ pi/2, hasta un to-
tal de 355 puntos. La superficie presenta un mı´nimo global en la orientacio´n
perpendicular, con una profundidad de pozo de unos 2 cm−1, situado a una
distancia de 6,75A˚. Esta profundidad va gradualmente decreciendo hasta la
configuracio´n lineal, donde se presenta un pozo de 0,75 cm−1 a una distancia
del centro de masas de unos 11,5 A˚.
La superficie de energ´ıa potencial para el agregado triato´mico Cs2He [160]
muestra que la interaccio´n del Cs2 con los a´tomos de helio es ma´s de´bil au´n
que la propia interaccio´n He-He, que para nuestros ca´lculos hemos tomado la
superficie desarrollada en 1991 por Aziz y Slaman [150].
Teniendo en cuenta que el potencial He-He presenta un pozo ma´s profundo
que el correspondiente al Cs2-He, es esperable que las geometr´ıas de equilibrio
correspondan al d´ımero de cesio unido al agregado de helio HeN distorsionado.
Sin embargo, la alta energ´ıa de punto cero que posee el helio podr´ıa producir
una deslocalizacio´n espacial tal que la estructura o´ptima del agregado contenga
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θ
R
r
He
CsCs
Figura 7.1: Coordenadas de Jacobi para el complejo He-Cs2.
los a´tomos de helio rodeando el dia´tomo de cesio. Se hace necesario, entonces,
un ca´lculo cua´ntico para resolver esta cuestio´n.
Como puede observarse en las figuras 7.2 y 7.3, el pozo ma´s profundo se localiza
en la geometr´ıa en forma de T.
La superficie de energ´ıa potencial del complejo Cs2-HeN se representa anal´ıti-
camente como una suma de N potenciales triato´micos Cs2-He ma´s N/(N − 1)
potenciales de pares He-He:
VCs2−HeN (Rk; req) =
N∑
k=1
VCs2−He(Rk, θk; req) +
N∑
k=1
N∑
l>k
VHe−He(|Rk −Rl|) (7.1)
Figura 7.2: Superficie de Energ´ıa Potencial del agregado He-Cs2 (
3Σu). Las
energ´ıas vienen dadas en cm−1.
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Figura 7.3: Comparacio´n de las curvas de energ´ıa potencial He-He y He-Cs2
para las configuraciones lineal y en forma de T.
El potencial que siente un a´tomo de helio con coordenadas de Jacobi R, θ puede
escribirse com un desarrollo en polinomios de Legendre:
V (R, θ) =
∑
λ
Vλ(R)Pλ(cos θ) (7.2)
A su vez, puede describirse esta interaccio´n como suma de dos potenciales tipo
Lennard-Jones:
V (R, θ) = d
[(
x¯
R
)12
− 2
(
x¯
R
)6]
(7.3)
Los para´metros del Lennard-Jones se han ajustado a los puntos ab initio cal-
culados, obtenie´ndose los siguientes valores:
d(θ)= 0,7 + 0,3411 f(θ)
x¯(θ)= 8,1− 0,5431 g(θ)
f(θ)= (1− cos θ)4
g(θ)= (1− cos θ)2 (7.4)
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7.3. Detalles nume´ricos
Se ha estudiado la energ´ıa interna y las propiedades geome´tricas del complejo
Cs2HeN , para distintos nu´meros de a´tomos de helio. El d´ımero de cesio se
considera fijo, es decir, r´ıgido tanto en la coordenada radial, con su distancia
fijada a la distancia de equilibrio (req = 6,75 A˚), como respecto a la rotacio´n,
es decir, se considera que no rota. Esta aproximacio´n resulta buena debido a la
enorme masa de los a´tomos de cesio comparada con la de los a´tomos de helio.
Se ha utilizado la te´cnica PIMC para calcular magnitudes energe´ticas y geome´tri-
cas a una temperatura de 1 K. El hecho de poder contar con una PES anal´ıtica
para los ca´lculos PIMC permite por un lado obtener una muy buena estad´ısti-
ca a un coste computacional bajo, y por otro, posibilita el uso del estimador
del virial para el co´mputo de la energ´ıa interna del complejo, ya que se pueden
obtener gradientes anal´ıticos.
Al igual que otros me´todos Monte Carlo cua´nticos, es preciso escoger una confi-
guracio´n de partida al inicio de la simulacio´n. En el PIMC, resulta conveniente
partir de una configuracio´n cla´sica de equilibrio. Para sistemas de pocas dimen-
siones (hasta unas diez), el me´todo MC suele encontrar el pozo ma´s profundo
sin demasiados problemas. Cuando se aumentan las dimensiones, surgen las
dificultades, y a menudo el sistema queda anclado en un mı´nimo local. Para
evitar este impedimento, se ha recurrido a un algoritmo evolutivo, descrito en
la seccio´n 4. Los para´metros o´ptimos en la bu´squeda de mı´nimos globales para
las superficies de energ´ıa potencial correspondientes a los agregados Cs2-HeN
se muestran en la tabla 7.1. No obstante, los valores de estos para´metros son
orientativos, ya que a menudo deben ser modificados para primar en el algorit-
mo la diversidad de soluciones frente a la velocidad de encontrar un mı´nimo,
por ejemplo. Para los agregados menores, de hasta diez a´tomos, el mı´nimo
global se alcanza con seguridad en alguno de los 200 ca´lculos que se realizan.
Sin embargo, para los agregados mayores ha sido necesario un estudio ma´s
minucioso, que requiere conocer algo de la f´ısica del propio sistema para llegar
a la solucio´n.
Para los ca´lculos cua´nticos, se han necesitado 1 millo´n de pasos MC de terma-
lizacio´n y otros 10 millones en los que se recoge la estad´ıstica. Se ha utilizado
el me´todo staging [39] con m = 4 para el muestreo, y la energ´ıa cine´tica in-
terna del agregado se ha calculado mediante los estimadores termodina´mico
y del virial. Las magnitudes calculadas son la energ´ıa interna del complejo, y
distribuciones geome´tricas radiales y angulares de un cuerpo y de dos cuerpos.
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Tabla 7.1: Para´metros del algoritmo evolutivo optimizados para los agregados
Cs2-HeN .
Para´metro Valor o´ptimo
Poblacio´n 30
Torneo 10
No ma´x. de generaciones 200
No de ca´clulos 200
Tolerancia en energ´ıa 0.001
∆ inicial 0.3
δη 0.8
7.4. Resultados
7.4.1. Geometr´ıas y energ´ıas cla´sicas de equilibrio
Los agregados He2 y He3 son los u´nicos que permanecen en un plano, con
geometr´ıas lineal y equila´tera respectivamente. El He4 adopta la forma de un
tetraedro, y del He5 al He7 los a´tomos se disponen en bipira´mides triangular,
cuadrangular y pentagonal respectivamente. La estructura del He7 sirve como
base para el resto de agregados medianos, ya que los a´tomos se van adhiriendo
a e´l de forma ordenada intentando repetir dicha estructura. Por este motivo
el He7 es un agregado muy estable. De este modo, el siguiente agregado con
una alta estabilidad es el He13, en el que se tienen dos anillos pentagonales
paralelos (10 a´tomos) y otros tres a´tomos a lo largo del eje de simetr´ıa C5, uno
entre los anillos y los otros dos a los extremos.
Los agregados siguen creciendo en la direccio´n de este eje de simetr´ıa, siendo el
siguiente complejo ma´s estable el He19, que se compone de tres anillos penta-
gonales (15 a´tomos) con otros 4 a lo largo del eje, de la misma forma que en el
caso del He13. A partir de esta estructura, los agregados dejan de crecer en la
direccio´n del eje de simetr´ıa, resulta energe´ticamente ma´s favorable comenzar
a rodearlo. De este modo, el He23 no es ma´s que un He19 al que se han adherido
seis a´tomos a su ecuador, comportamiento que persiste hasta el He30, el u´ltimo
agregado que se ha considerado en este trabajo. En estos u´ltimos sistemas,
el esqueleto que forma la estructura del He19 se va gradualmente deformando
con el taman˜o. La descripcio´n es ide´ntica para los agregados dopados, con la
diferencia de que el eje de simetr´ıa del complejo se rompe por la presencia
del d´ımero de cesio. En la tabla 7.2 se exponen las estructuras de equilibrio
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Tabla 7.2: Geometr´ıas cla´sicas de equilibrio de agregados de helio puro y do-
pados con Cs2 calculadas mediante un algoritmo evolutivo.
N HeN Cs2-He
5
10
15
20
25
30
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de agregados de helio tanto puros como dopados con el d´ımero Cs2, obtenidas
mediante el algoritmo evolutivo. Las energ´ıas (en cm−1) se incluyen en la tabla
7.3. Como puede observarse, en todos los casos los a´tomos de helio permanecen
unidos, quedando la impureza fuera de la gota.
La diferencia de energ´ıa entre los agregados puros y dopados obedece princi-
palmente a la presencia del d´ımero de cesio, que aporta hasta unos 2 cm−1 por
cada a´tomo de helio. Para agregados pequen˜os, la estructura de la gota de helio
no se ve ni siquiera alterada por la impureza molecular, sin embargo, a medida
que va aumentando el tamano del complejo, se produce una casi imperceptible
distorsio´n de la gota, que intenta vagamente rodear la impureza, sin llegar a
conseguirlo completamente, gracias al pozo ma´s profundo He-He.
Tabla 7.3: Energ´ıas mı´nimas globales (en cm−1) de los complejos HeN y Cs2HeN
con N ≤ 30, calculadas mediante un algoritmo evolutivo.
N HeN Cs2-HeN
5 -69.24 -77.09
10 -213.91 -225.19
15 -391.27 -404.30
20 -574.37 -590.54
25 -755.23 -773.12
30 -925.47 -943.74
7.4.2. Geometr´ıas y energ´ıas cua´nticas a 1 K
Los valores de las energ´ıas potencial y total de los agregados Cs2-HeN aparecen
en la tabla 7.4, junto a las energ´ıas de los agregados puros de helio publicadas
en la literatura [162]. En todos los casos la energ´ıa de los agregados dopados
queda por debajo de la de los puros.
Se examinan las distribuciones radiales en la coordenada R en la gra´fica 7.7.
La distancia mı´nima a la que comienza a aparecer probabilidad de presencia
se encuentra a R = 5 A˚, donde el potencial toma unos valores repulsivos del
orden de 15 cm−1, que es muy alto para un sistema con un pozo de 2 cm−1. Se
puede extraer ma´s informacio´n acerca de la disposicio´n de los a´tomos de helio
repecto a la impureza molecular examinando las distribuciones angulares. En
la figura 7.4 se muestran las distribuciones cua´nticas en el a´ngulo θ. No´tese que
en ambos casos, las distribuciones esta´n centradas en θ = pi/2, lo que indica
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Tabla 7.4: Energ´ıas potencial, cine´tica y total (en cm−1) de los complejos
Cs2HeN , con N ≤ 30, calculadas mediante PIMC a una temperatura de
T = 1 K. En la u´ltima columna se incluyen las energ´ıas de los agregados
puros de helio calculadas mediante DMC [162].
Cs2HeN HeN [162]
N 〈V 〉 〈K〉 〈E〉 EDMC
6 -17.03 15.41 -1.62 -1.53
8 -25.36 21.62 -3.74 -3.29
10 -30.24 23.83 -6.41 -5.50
que los helios tienden a agruparse en una configuracio´nen forma de T. Las
distribuciones en el a´ngulo γ formado por los vectores posicio´n de dos a´tomos
de helio respecto del centro de masas del Cs2 se muestran en la figura 7.5. La
figura muestra claramente la tendencia de los a´tomos de helio a mantenerse
agregados, pro´ximos a γ = 0, dejando a la impureza cercana y en paralelo a la
superficie. A medida que crece el taman˜o del agregado, puede observarse co´mo
la distribucio´n se ensancha y se van paulatinamente poblando a´ngulos mayores.
Esta situacio´n corrobora la imagen de que en estos agregados los a´tomos de
helio no solvatan a la impureza, sino que la mantienen como un “invitado”
externo. De hecho, la situacio´n es totalmente ana´loga a la ya mencionada en
agregados con Li2 [157].
En la figura 7.6 se puede ver la configuracio´n final de la simulacio´n PIMC para
el Cs2He30 a 1 K.
Por u´ltimo, en la gra´fica 7.8 se comparan las distribuciones de pares calcula-
das para los complejos Cs2-HeN con la g(r) extraida del factor de estructura
experimental, obtenida mediante difraccio´n de neutrones [42]. Para poder com-
parar ambas magnitudes, se ha adimensionalizado la funciones de distribucio´n
radial calculadas para los agregados, se han multiplicado por el nu´mero de
part´ıculas y se ha dividido por r2. El primer pico de las distribuciones teo´ricas
coincide con el resultado experimental, adema´s puede observarse la presencia
de un hombro en el caso de 30 a´tomos de helio, a una distancia similar a la
del segundo pico de la distribucio´n experimental para helio l´ıquido. Se he es-
peculado mucho sobre esta caracter´ıstica en agregados pequen˜os [10], podr´ıa
atribuirse a que se forma un nu´cleo con una estructura de tipo so´lido rodeada
de una capa l´ıquida. Sin embargo, el hecho de que ambos picos este´n pra´ctica-
mente solapados por completo parece indicar una naturaleza l´ıquida de la gota.
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Figura 7.4: Distribucio´n angular para los a´tomos de helio en los agregados
Cs2-HeN , con N=6, 8, 10, a una temperatura de 1 K.
En cualquier caso, la tendencia que presentan los agregados hacia el comporta-
miento del helio l´ıquido es notable, incluso en el caso de estar bajo la influencia
del d´ımero de cesio.
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Figura 7.5: Distribucio´n angular de pares de helios para los agregados Cs2-HeN ,
con N=6, 8, 10, a una temperatura de 1 K.
Figura 7.6: Configuracio´n final del Cs2-He30 a una temperatura de 1 K.
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Figura 7.7: Distribucio´n radial para los agregados Cs2-HeN , con N=6, 8, 10, a
una temperatura de 1 K.
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Figura 7.8: Distribucio´n de pares para los agregados Cs2-HeN , con N=6, 8, 10,
a una temperatura de 1 K.
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Conclusiones
En esta tesis se ha realizado un trabajo de desarrollo de una te´cnica teo´ri-
ca adecuada para el estudio de sistemas cua´nticos abiertos como es el Path
Integral Monte Carlo, con la que pueden calcularse de forma precisa propie-
dades termodina´micas de sistemas realistas, que se encuentran inmersos en
un entorno que no se puede obviar. De esta forma, ha sido posible abordar el
problema de las transiciones de fase en pequen˜os agregados de argo´n, as´ı como
profundizar en el conocimiento de estructuras existentes en el medio intereste-
lar a temperaturas del orden de decenas de Kelvin, como el H+5 , hasta llegar a
complejos mayores como nanogotas de helio dopadas con un d´ımero de cesio.
Como primera aplicacio´n del me´todo, se ha estudiado el comportamiento de
pequen˜o agregados de argo´n con la temperatura. Las interacciones interato´mi-
cas tan de´biles que sufren los a´tomos de gases nobles resultan ideales para
investigar posibles cambios de fase. Ha podido comprobarse que la temperatu-
ra de rotura de estos pequen˜os sistemas es menor de la esperada. Sin embargo,
no puede hablarse de la existencia de un cambio de fase en estos sistemas, sino
ma´s bien de una abrupta tendencia de e´ste a explorar el espacio configuracio-
nal en el que coexisten diferentes configuraciones geome´tricas, que en promedio
resultan en una configuracio´n ma´s flexible, considerada por algunos autores co-
mo evidencia de un l´ıquido. Segu´n ha podido contrastarse mediante un sencillo
modelo anal´ıtico, los niveles del cont´ınuo juegan un papel fundamental en los
procesos de fragmentacio´n de estos pequen˜os agregados, actuando adema´s a
temperaturas muy bajas.
El H+5 es un sistema que muestra un comportamiento muy cua´ntico debido
a la masa tan ligera del a´tomo de hidro´geno, lo que se traduce en una alta
deslocalizacio´n espacial de las part´ıculas. Para poder describir correctamente
la dina´mica del sistema, es necesario incluir un nu´mero elevado de cuentas en
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el me´todo PIMC, lo que encarece tremendamente los ca´lculos. Esto, junto con
el hecho de que so´lo existe una superficie anal´ıtica disponible en la literatu-
ra, ha llevado en el pasado a considerar tratamientos teo´ricos en los que la
energ´ıa electro´nica se calcula sobre la marcha en ca´lculos Path Integral Mo-
lecular Dynamics (PIMD). Teniendo en cuenta que los ca´lculos de dina´mica
molecular necesitan las fuerzas interato´micas, las bases usadas en estos ca´lcu-
los son muy pobres, an˜adiendo adema´s que el nu´mero de cuentas no pod´ıa
ser muy elevado. Esto llevo´ a una subestimacio´n de los efectos cua´nticos del
sistema. El esquema usado en esta tesis se ha basado en un tratamiento DFT
para la parte electro´nica, usando un funcional especialmente disen˜ado para
agregados de hidro´geno, llamado B3(H), mientras que la parte nuclear ha sido
descrita mediante PIMC. En este sistema en el que la PES no es anal´ıtica,
no ha sido posible el uso del estimador del virial para calcular la energ´ıa. Sin
embargo, se ha comprobado que el estimador termodina´mico de Barker da
unos resultados excelentes, realizando ca´lculos en el H2 utilizando interpola-
ciones cu´bicas sobre los puntos ab initio calculados con DFT. Como me´todo
de muestreo, el staging ha demostrado ser muy superior al ma´s rudimentario
cuenta a cuenta. En particular, para el sistema H+5 , no hubiera sido posible
ralizar ningu´n ca´lculo realista utilizando este u´ltimo. Se han podido calcular
distribuciones geome´tricas que indican la completa deslocalizacio´n del proto´n
interno y la rotacio´n casi libre de las dos unidades H2. Un resultado especial-
mente remarcable de este trabajo es el ca´lculo convenientemente convergido de
la energ´ıa de disociacio´n, magnitud que tiene un gran intere´s astrof´ısico, y de
la que existen medidas experimentales precisas. En nuestro enfoque, ha sido
posible el ca´lculo de esta magnitud usando hasta mil cuentas, y el resultado
compara muy bien con las u´ltimas medidas espectrosco´picas. Es presumible
que para sistemas del tipo H+2n+1 resulte muy apropiado el uso de un esquema
en el que los electrones se traten mediante DFT usando el funcional B3(H) y
los nu´cleos mediante PIMC. Como trabajo futuro queda ampliar el estudio a
estos sistemas ma´s grandes, as´ı como extender el rango de temperaturas para
tener una visio´n ma´s completa de la termodina´mica del sistema.
En el u´ltimo sistema estudiado, se han calculado en primer lugar las estruc-
turas y energ´ıas correspondientes a los mı´nimos globales de la superficie de
energ´ıa potencial para los agregados puros HeN y dopados Cs2-HeN median-
te un algoritmo evolutivo. Se ha podido comprobar que en ambos casos, y
al menos hasta N = 30, los a´tomos de helio se disponen de igual manera,
simplemente el d´ımero de cesio se queda ligado a la gota sin alterar pra´ctica-
mente la estructura de los helios. En segundo lugar, se han realizado ca´lculos
PIMC cua´nticos en los que se ha comprobado co´mo sigue mantenie´ndose este
comportamiento. La superficie de energ´ıa potencial que se ha utilizado es un
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ajuste anal´ıtico a una serie de puntos ab initio a nivel CCSD(T), y esto ha
permitido una alta precisio´n a un coste computacional razonable en los ca´lcu-
los de los mı´nimos globales y los ca´lculos cua´nticos PIMC. En estos u´ltimos en
concreto, ha sido posible calcular la energ´ıa mediante el estimador del virial,
que en general muestra un mejor comportamiento con el nu´mero de cuentas
respecto del termodina´mico. Se ha podido establecer co´mo en estos agregados
la impureza no esta´ inmersa en una nube de a´tomos de helio, sino que queda
ligada en paralelo a su superficie. Esto es el fruto de que la interaccio´n He-He
es ma´s intensa, y a distancias menores, que la He-dopante que, por su parte,
presenta una configuracio´n perpendicular como ma´s probable.
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