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Abstract
Let E be a Polish space equipped with a probability measure µ on its Borel σ -field B, and π a
non-quasi-nilpotent positive operator on Lp(E,B,µ) with 1 <p < ∞. Using two notions, tail norm
condition (TNC for short) and uniformly positive improving property (UPI/µ for short) for the resol-
vent of π , we prove a characterization for the existence of spectral gap of π , i.e., the spectral radius
rsp(π) of π being an isolated point in the spectrum σ(π) of π . This characterization is a generaliza-
tion of M. Hino’s result for exponential convergence of πn, where the assumption of existence of the
ground state, i.e., of a nonnegative eigenfunction of π for eigenvalue rsp(π), in M. Hino’s result, is
removed. Indeed, under TNC only, we prove the existence of ground state of π . Furthermore, under
the TNC, we also establish the finiteness of dimension of eigenspace of π for eigenvalue rsp(π) and
a interesting finite triangularization of π , which generalizes L. Gross’ famous result by removing
his assumption of symmetry and weakening his assumption of hyperboundedness. Finally, we give
several applications of the characterization for spectral gap to Schrödinger operators, some invariance
principles of Markov processes, and Girsanov semigroups respectively. In particular, we present a
sharp condition to guarantee the existence of spectral gap for Girsanov semigroups.
 2005 Elsevier SAS. All rights reserved.
Résumé
Soient E un espace polonais, µ une mesure de probabilité sur sa tribu borelienne, et π un opé-
rateur positif non-nilpotent sur Lp(E,µ) où 1 < p < ∞. En utilisant deux notions : condition de
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152 F. Gong, L. Wu / J. Math. Pures Appl. 85 (2006) 151–191norme de queue (CNQ) et propriété de positivité améliorante uniforme pour la résolvante de π , nous
établissons une caractérisation de l’existence du trou spectral de π , i.e., le rayon spectral rsp(π) est
isolé dans le spectre de π . Cette caractérisation généralise un résultat antérieur de M. Hino sur la
convergence exponentielle de πn, dont l’hypothèse d’existence de l’état fondamental est supprimée.
De plus, sous la CNQ, nous démontrons que l’espace propre de π associé à rsp(π) est non-trivial et
de dimension finie, ce qui améliore un résultat bien connu de L. Gross (1972) dans L2(E,µ), pour
lequel la symétrie et l’hyper-bornitude de π etaient supposées. Finalement nous donnons quelques
applications de cette caractérisation du trou spectral aux opérateurs de Schrödinger, aux principes
d’invariance (faible ou forte) pour des processus de Markov et aux semigroupes de Girsanov, etc.
En particulier nous obtenons une condition fine suffisante pour l’existence de trou spectral de semi-
groupes de Girsanov.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
Let E be a Polish space equipped with a probability measure µ on its Borel
σ -field B. Consider a positive bounded linear operator π :Lp(E,µ) → Lp(E,µ), where
p ∈ (1,+∞). The question that we address in this paper is to know when the spectral
radius rsp(π) of π is an isolated point in the spectrum σ(π) of π on Lp(µ) := Lp(E,µ)
(i.e., the existence of spectral gap). To this end, the first assumption is rsp(π) > 0, i.e., π is
not quasi-nilpotent, that we suppose throughout this paper.
If π = Pt (for some t > 0), where (Pt )t0 is a symmetric ergodic Markov semigroup
on L2(E,µ), then the existence of spectral gap of π = Pt is equivalent to the following
Poincaré inequality: ∃λ1 > 0 such that
λ1
∫
E
(
f − 〈f 〉µ
)2 dµ 〈√−Lf,√−Lf 〉
µ
, ∀f ∈D2
(√−L ), (1.1)
where 〈f 〉µ :=
∫
E
f dµ, 〈f,g〉µ := 〈fg〉µ, and L is the generator of (Pt ) in L2(µ) with
domain D2(L).
The spectral gap of positive operator (or equivalently the Poincaré inequality in the case
of symmetric Markov semigroups) is a basic question in Analysis, Probability theory, and
Mathematical Physics. A very large number of works have been realized for very diverse
models both in finite or infinite dimensional cases. They can be classified into two types:
quantitative estimation of spectral gap, and qualitative aspect, i.e., existence of spectral gap.
The reader is referred to the recent works by M.F. Chen [6], D. Bakry and Z.M. Qian [5],
M. Saloff-Coste [25] for a lot of literature on the quantitative estimation of spectral gap.
This work is devoted to the study of the existence of spectral gap, and mainly for infinite
dimensional models issue of quantum fields and of statistical mechanics.
In the classical work on spectral gap of a positive operator (cf. H.H. Schaefer [26]
and P. Meyer-Nieberg [18] for a quite complete state of the art), the most efficient crite-
rion is the best-known one: πN is compact for some N  1. This compactness criterion
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Euclidean quantum fields and statistical mechanics, since the most part of infinite dimen-
sional operators concerning with these fields are not compact, for example, an operator in
the standard Ornstein–Uhlenbeck semigroup over a infinite dimensional abstract Wiener
space. An alternative notion was invented by E. Nelson [20] (1966): Hypercontractivity,
i.e., ‖π‖p,q  1 for some q > p > 1, where ‖π‖p,q is defined in the below. In particular,
L. Gross [10] (1972) proved the following basic result:
If π is symmetric and hyperbounded, i.e., for some q > p,
‖π‖p,q := sup
{‖πf ‖q; ‖f ‖p  1}< +∞,
then the eigenspace Ker(rsp(π) − π) is finite dimensional and it contains a ground state
φ = 0 which is µ-a.e. nonnegative over E.
He also found in his seminal work [11] (1975) that a log-Sobolev inequality characterizes
the hyperboundedness of a symmetric positive semigroup.
The existence of nonnegative ground state is the core of the so called Perron–Frobenius
theorem, and it is the first step to prove a spectral gap.
For the Schrödinger operator −L+ V in the Euclidean quantum fields, B. Simon and
R. Hoegh-Krohn [27] (1972) showed the existence of its spectral gap near its lowest energy.
The method in [27] for spectral gap is a combination of the hypercontractivity together with
a finite-dimensional approximation, which depends heavily on the very special structure of
the two-dimensional Euclidean quantum fields. A longstanding open question related with
their work is:
Question 1. Whether does a positive hyperbounded and essentially irreducible operator
have a spectral gap near its spectral radius?
Though B. Simon and R. Hoegh-Krohn [27, Remark of Theorem 4.5] believed that the
answer should be negative in its full generality, but up to now (almost thirty years later) no
counter-example has been found.
Let us present now several important progresses on Question 1. To this end, we intro-
duce two quantities:
Tail(K/π) := sup{‖πf 1[|πf |>K]‖p; f ∈ Lp(µ),‖f ‖p  1}, K > 0;
‖π‖tail := lim
K→∞ Tail(K/π) (called tail norm); (1.2)
χπ(ε,µ) = inf
{〈1A,π1B〉µ | µ(A)∧µ(B) ε}. (1.3)
Motivated by the characterization of large deviation principle for Markov processes, the
second named author [30] (1995) introduced the following notion: π is said uniformly in-
tegrable in Lp(µ), if the image of the unit ball by π is uniformly integrable in Lp(µ), i.e.,
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pactness. Under the uniform integrability of π a series of spectral results are established
in [32] (2000). For instance, the existence of ground state, Perron–Frobenius theorems of
the first and the second type, the finiteness of invariant ergodic probability measures of
Markov operator π , and the continuity of the spectral radius with respect to the strong con-
vergence of operators etc. In particular, it is proved that, for a uniformly integrable positive
operator π , if it is irreducible or a finite power series of π is larger than a positive compact
operator, then π has a spectral gap near its spectral radius [32, Theorem 3.11 and Proposi-
tion 3.12]. For the most recent progress on this question see F.Y. Wang [28] (2002) and the
references therein.
S. Kusuoka [14] (1992) introduced the following crucial notion: π is called uniformly
positive improving (UPI/µ in short), if χπ(ε,µ) > 0 for each ε > 0. He used this notion to
prove the weak spectral gap property for symmetric Markov semigroups. P. Mattieu [17]
(1998) and S. Aida [1] (1998) proved that the weak spectral gap property for a symmetric
Markov semigroup together with its uniform integrability implies the existence of spec-
tral gap. M. Hino [13] (2000) removed two assumptions: symmetry and Markov property
in [17,1], and proved a characterization of the exponential convergence of semigroups to
its invariance probability (a little stronger than the existence of spectral gap in the non-
symmetric case) in terms of two properties named (I) and (E), which are respectively
weaker than uniform integrability and UPI/µ property of π . But for that equivalence he
assumed the existence of ground state.
The main objectives of this paper are:
(1) to find a necessary and sufficient condition of the existence of spectral gap, generaliz-
ing M. Hino’s elegant result;
(2) to generalize several results in the second named author’s paper [32] such as the ex-
istence of ground state, Perron–Frobenious theorem, finiteness of invariant ergodic
probability measures in the Markov case; and to extend L. Gross’ theorem;
(3) to give several applications for Schrödinger operators in Euclidean quantum fields,
some invariance principles of Markov processes, Girsanov semigroups etc. These
applications improve or extend the known results on these subjects.
In this paper we are mainly interesting in two types of operators: Feynman–Kac semi-
goups generated by the minus Schrödinger operators L − V , and Girsanov semigroups
generated by L+ b · ∇ , where L is the generator of some underlying Markov semigroups.
Our motivation comes from a lot of recent works on the following three infinite dimen-
sional models:
(1) the Schrödinger operator −L+ V in Euclidean quantum fields, where L is the gener-
alized Ornstein–Uhlenbeck operator, V is the potential of interaction;
(2) the Schrödinger operator −L+ V on loop spaces, where −L= ∇∗∇ , and V is a non-
negative potential;
(3) the Girsanov semigroups generated by L+ b · ∇ , where L is the standard Ornstein–
Uhlenbeck operator (or Malliavin operator) on an abstract Wiener space, ∇ is Malli-
avin gradient, and b is a drift.
F. Gong, L. Wu / J. Math. Pures Appl. 85 (2006) 151–191 155This paper is organized as follows. In Section 2, we introduce tail norm, tail norm
condition and present its consequences. In particular, in Section 2.3 we prove the existence
of ground states of π , and in Section 2.4 we generalize L. Gross’ result, i.e., we prove the
finiteness of dimension of the eigenspace of π for eigenvalue rsp(π), meanwhile we also
prove a interesting finite triangularization of π .
In Section 3 we study briefly the UPI/µ (see the second author’s [34] for a quite com-
plete account). We firstly prove some simple but efficient criterion for UPI/µ, and then we
present some equivalent conditions concerning with UPI/µ.
In Section 4 we prove the characterization of spectral gap by using tail norm condition
and UPI/µ for resolvent of the operator, which is the main result of this paper. In Sec-
tion 4.1 we establish this characterization for positive operator π . In particular, we prove
that, the existence of spectral gap of π is equivalent to the period decomposition of E de-
termined by π along with some type exponential convergence of (πn)n1 to invariance
probability measure of π . In Section 4.2 we give a continuous time counterpart of the ex-
istence of spectral gap for positive C0-semigroups on Lp(E,µ). In Section 4.3 we will,
under irreducible condition of π , prove UPI/µ of the resolvent of π , and give a definite
result for existence of spectral gap of π .
In Section 5 we establish Donsker’s invariance principles and Strassen’s strong invari-
ance principles for Markov processes under the existence of spectral gap, showing its
usefulness.
In Sections 6 and 7 we prove the existence of spectral gap for Schrödinger operators
and Girsanov’s semigroups respectively. In particular, we use a simple example to show
that, the condition in Section 7, which guarantee the existence of spectral gap for Girsanov
semigroups, is sharp.
Many results of this paper, except for the finiteness of dimension of the eigenspace of π
for eigenvalue rsp(π) and the finite triangularization of π , were announced in [7]. An im-
portant application to loop spaces, which concerns with the characterization of existence
of spectral gap in this paper, was already given in [8] by M. Röckner and ourself. In fact,
the main result in [8] positively confirms a L. Gross’ conjecture.
2. Tail-norm, tail-norm condition and their consequences
L. Gross [10] proved that, if the positive operator π is symmetric and hyperbounded
on L2(µ), then 1  dim Ker(rsp(π) − π) < +∞ and there is a ground state of π , i.e.,
a nonnegative eigenfunction associated with rsp(π). The main purpose of this section is
to generalize this fundamental result by removing the assumption of symmetry and by
weakening the condition of hyperboundedness.
2.1. Some notations
Let E be a Polish space equipped with a probability measure µ on its Borel σ -algebra B.
For p ∈ [1,+∞], we denote simply by Lp(µ) := Lp(E,B,µ), and set:
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p
+(µ) :=
{
f ∈ Lp(µ); f  0, µ-a.e. and 〈f 〉µ :=
∫
E
f dµ> 0
}
,
B
p
+(1) :=
{
f  0; 0 < ‖f ‖p  1
}
, B+µ :=
{
A ∈ B: µ(A) > 0}.
A linear and bounded operator π :Lp(µ) → Lp(µ) is said to be nonnegative
(denoted by π  0), if for each f ∈ Lp+(µ), πf  0, µ-a.e. Furthermore, for a nonneg-
ative linear and bounded operator π :Lp(µ) → Lp(µ), it is said to be:
• positive, if π = 0;
• Markov, if π1 = 1;
• positive improving, if for each f ∈ Lp+(µ), πf > 0, µ-a.e.;
• essentially irreducible, if the resolvent
G(λ,π) := (λ− π)−1 =
∞∑
n=0
λ−n−1πn
is positive improving for some (or equivalently for all) λ > rsp(π). Here rsp(π) is the
spectral radius of π in Lp(µ), determined by:
rsp(π) := lim
n→∞‖π
n‖1/np,p.
Remarks 2.1. Assume that π is Markov, and µπ = µ (i.e., µ is an invariant measure of π ).
Then π is essentially irreducible iff µ is π -ergodic (see [32, Lemma 3.5]). Moreover,
a famous result says that for a symmetric Markov semigroup (Pt )t0 on L2(µ), if it is
ergodic, then Pt is positive improving for each t > 0 (see M. Reed and B. Simon [23]).
Since E is Polish, every nonnegative operator π has a kernel realization π˜ (x,dy) on
(E,B), which is unique up to µ-a.e. x ∈ E. A positive kernel π˜ is said to be irreducible, if
for any A ∈ B+µ ,
G(λ, π˜)(x,A) :=
∞∑
n=0
λ−n−1π˜n(x,A) > 0, for all x ∈ E. (2.1)
A positive operator π is said to be irreducible if one kernel realization of π is irre-
ducible in the sense above. See D. Revuz [24] and the second named author’s paper [32]
for important differences between essential irreducibility and irreducibility.
2.2. Tail norm
Given a subset A of Lp(µ) with 1 p < +∞, let:
Tail
(
K/A,Lp(µ)
) := sup
f∈A
‖f 1[|f |>K]‖p, K > 0;
Tail
(
A,Lp(µ)
) := lim Tail(K/A,Lp(µ))= inf Tail(K/A,Lp(µ)). (2.2)
K→+∞ K>0
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‖π‖tail(K),Lp(µ) := Tail
(
K/π
(
Bp(1)
)
,Lp(µ)
)
, K > 0;
‖π‖tail(Lp(µ)) :=
∥∥π(Bp(1))∥∥tail,Lp(µ) := infK→+∞‖π‖tail(K),Lp(µ), (2.3)
where Bp(1) is the unit ball of Lp(µ). If no confusion is possible we denote them by
‖π‖tail(K) and ‖π‖tail respectively. We shall call ‖π‖tail tail norm of π (this name was
given by the second author in [34]). It is obvious that
• π is bounded on Lp(µ) iff ‖π‖tail < +∞;
• π is uniformly integrable in Lp(µ) (Lp-UI in short), iff ‖π‖tail = 0.
We begin with some facts related to tail norm ‖π‖tail.
Lemma 2.2. Let π be a bounded positive operator on Lp(µ) with p ∈ (1,+∞). Then,
(a) the tail norm of π has the following different expressions:
‖π‖tail = lim sup
µ(A)→0
‖1Aπ‖p,p = lim sup
µ(A),µ(B)→0
∥∥1Aπ(1B ·)∥∥p,p,
= lim sup
µ(B)→0
∥∥π(1B ·)∥∥p,p; (2.4)
(b) ‖π‖tail(Lp(µ)) = ‖π∗‖tail(Lp′ (µ)), where p′ = p/(p − 1);
(c) for two nonnegative operators π1, π2 on Lp(µ) and a, b 0,
‖π1π2‖tail  ‖π1‖tail · ‖π2‖tail,
‖aπ1 + bπ2‖tail  a‖π1‖tail + b‖π2‖tail.
Note. By definition:
lim sup
µ(A)→0
• = lim
ε→0 supA∈B: µ(A)<ε
•; lim sup
µ(A),µ(B)→0
• = lim
ε→0 supA∈B: µ(A)∨µ(B)<ε
•.
Remarks 2.3. It follows from the above lemma that ‖π‖tail coincides with the measure
of non-semi-compactness of π , introduced by B. de Pagter and A.R. Schep in [22], or see
Section 4.3 in [18]. It seems that the name of “tail norm” is more appropriate in the actual
probability framework.
Proof. (a) Note that, for nonnegative operator π ,
‖π‖p,p = sup
0f, ‖f ‖p1
‖πf ‖p = sup
f∈Bp(1)
‖πf ‖p.
+
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We firstly prove that ‖π‖tail = Ψ1(π).
Since supf∈Bp+(1) µ([|πf | > K]) → 0 as K → +∞, we have ‖π‖tail  Ψ1(π). For the
equality it is enough to show the inverse inequality Ψ1(π) ‖π‖tail. Let K > 0 and A ∈ B,
we have, for each f ∈ Bp+(1),
‖1Aπf ‖p  ‖K1A‖p + ‖πf 1[πfK]‖p 
(
Kµ(A)
)1/p + ‖π‖tail(K).
Consequently
Ψ1(π) = lim sup
µ(A)→0
‖1Aπ‖p,p  ‖π‖tail(K).
The desired inverse inequality follows by letting K → ∞.
Let us show Ψ2(π) = Ψ1(π). Obviously, Ψ2(π) Ψ1(π). To show Ψ1(π) Ψ2(π), we
observe that, for K > 0 fixed and for each f ∈ Bp+(1),
1Aπf  1Aπ(f 1[f>K])+ 1AKπ1,
and lim supµ(A)→0 ‖1AKπ1‖p = 0. Hence,
Ψ1(π) lim sup
K→∞, µ(A)→0
sup
f∈Bp+(1)
∥∥1Aπ(f 1[f>K])∥∥p  Ψ2(π).
It remains to show Ψ3(π) = ‖π‖tail. On the one hand, it is easy to see that Ψ3(π) 
Ψ2(π) = ‖π‖tail. On the other hand, for each f ∈ Bp+(1), since
π(1Bf ) 1[πfK]π(1Bf )+ 1[πf>K]π(1Bf ),
we get by Hölder’s inequality and the fact π∗1 ∈ Lp′(µ),〈
1,π(1Bf )
〉
µ
= 〈π∗1,1Bf 〉µ  ‖1Bπ∗1‖p′ · ‖f ‖p  ‖1Bπ∗1‖p′ → 0,
as µ(B) → 0. Now, we obtain limµ(B)→0 supf∈Bp+(1) ‖1[πfK]π(1Bf )‖p = 0, and
Ψ3(π) = lim sup
µ(B)→0
∥∥π(1B ·)∥∥p,p  lim sup
µ(B)→0
sup
f∈Bp+(1)
∥∥1[πf>K]π(1Bf )∥∥p.
Let K go to infinity, the limsup of the last term being bounded by Ψ2(π), so we get
Ψ3(π) Ψ2(π) and then Ψ3(π) = ‖π‖tail.
(b) Since the dual of 1Aπ is π∗(1A·), we have by part (a),
‖π∗‖tail(Lp′ (µ)) = lim sup
µ(A)→0
∥∥π∗(1A·)∥∥p′,p′ = lim sup
µ(A)→0
‖1Aπ‖p,p = ‖π‖tail(Lp(µ)).
(c) It follows from the part (a) that
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µ(A),µ(B)→0
∥∥1Aπ1π2(1B ·)∥∥p,p,
 lim sup
µ(A),µ(B)→0
‖1Aπ1‖p,p ·
∥∥π2(1B ·)∥∥p,p = ‖π1‖tail · ‖π2‖tail.
The second inequality in (c) follows from (2.4), too. 
Lemma 2.4 (The Inverse Fatou’s Lemma). Assume that (fn)n0 is a bounded sequence of
nonnegative elements in Lp(µ) such that fn → f in measure µ. Then,
lim sup
n→∞
‖fn‖p  ‖f ‖p + Tail
({fn, n 0}).
Proof. For any K > 0 such that µ([f  ·]) is continuous at K , we have by dominated
convergence that ‖fn1[fnK]‖p → ‖f 1[fK]‖p .
Thus using ‖fn‖p  ‖fn1[fnK]‖p + Tail(K/{fn, n 0}), we obtain:
lim sup
n→∞
‖fn‖p  ‖f 1[fK]‖p + Tail
(
K/{fn, n 0}
)
,
where the desired result follows by letting K → +∞. 
2.3. Tail norm condition and existence of ground state
Definition 2.1. For 1 < p < ∞, a nonnegative operator π is said to satisfy the tail norm
condition (TNC in short), if
rtail(π) := lim
n→+∞
(‖πn‖tail)1/n < rsp(π) = lim
n→+∞
(‖πn‖p,p)1/n.
Assume that the spectral radius rsp(π) in Lp(µ) is 1, then TNC is equivalent to
∃N  1: ‖πN‖tail < 1
which is just the condition (I) named in M. Hino [13]. Note also that π satisfies TNC in
Lp(µ) iff so does π∗ on Lp′(µ), by Lemma 2.2(b).
Remarks 2.5. If π is a integral operator (i.e., π˜(x,dy)  µ(dy) for all x), then it follows
from some results in Sections 2 and 3 of [22] (or cf. Theorems 4.3.6 and 4.3.13 in [18])
that, π is Lp-UI iff it is compact. Furthermore, in this case, the above rtail(π) is just the
essential spectral radius ress(π) of Wolf-essential spectrum for π (see [29]), and then
TNC ⇐⇒ ress(π) < rsp(π).
Here it is crucial that π is a integral operator, otherwise the operator π in the infinite dimen-
sional Ornstein–Uhlenbeck semigroup provides a counter-example, i.e., π is not compact,
and rtail(π) = 0 < ress(π) < 1. For these facts also see Remarks (5.ii) in [33].
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then every positive operator π is a integral operator, and the answer of the Question 1 in
the Introduction is positively confirmed.
Now, we establish existence of the ground states of π (i.e., the nonnegative eigenfunc-
tion φ ∈ Lp+(µ) ∩ Ker(rsp(π) − π)) and Perron–Frobenius type theorem, which are basic
for all other results in this paper.
Theorem 2.6. Given a positive bounded operator π on Lp(µ) (1 < p < ∞) with the
spectral radius rsp(π) > 0. Assume that π satisfies TNC in Definition 2.1. Then rsp(π)is a
eigenvalue of π , and there exists some nonzero eigenvector 0 φ ∈ Lp(µ) of π for rsp(π).
If, moreover, π is essentially irreducible, then the corresponding eigenspace
Ker(rsp(π) − π) (respectively, Ker(rsp(π) − π∗) of π∗) is generated by a unique µ-a.e.
strictly positive φ ∈ Lp(µ) (respectively, ψ ∈ Lp′(µ)), where π∗ is the adjoint operator
of π , acting on Lp′(µ) and 1/p′ +1/p = 1 (Perron–Frobenius type theorem); furthermore,
if f ∈ Lp(µ) such that either πf  rsp(π)f (sub-harmonic) or πf  rsp(π)f (super-
harmonic), then f = cφ for some constant c (Liouville type theorem).
Remarks 2.7. If π is symmetric in L2(µ), then the above Perron–Frobenius theorem is
already proved in the proof of Theorem 2.5 in [8] by M. Röckner and ourself.
Proof. (Following the proof of Theorem 3.2 in [32].) At first, we prove the existence of
ground state φ. Without loss of generality, we assume that rsp(π) = 1 (otherwise con-
sider π/rsp(π)). Fix some N  1 such that ‖πN‖tail < 1 by TNC. For λ > 1, consider
the resolvent of S := πN , G(λ,S) := (λ− S)−1 =∑∞n=0 λ−n−1Sn. By (3.6) in [32], there
exists some nonnegative f with ‖f ‖p = 1 so that ‖G(λ,S)f ‖p → ∞ as λ decreases to
1 = rsp(S). Let
gλ := G(λ,S)f/
∥∥G(λ,S)f ∥∥
p
.
We have:
Sgλ = λgλ − (λ− S)gλ = λgλ − f/
∥∥G(λ,S)f ∥∥
p
. (2.5)
Take a sequence (λn) decreasing strictly to 1, such that gn := gλn converges to g ∈ Lp in
the weak topology σ(Lp,Lp′). Let λ = λn go to 1, we get by (2.5) the relation Sg = g. To
show that g is an eigenvector of S, as g  0, we have to show that ‖g‖p > 0.
By (2.5) and the fact that ‖f ‖p/‖G(λ,S)f ‖p → 0 as λ ↓ 1, we have
δ := Tail({gn, n 0})= Tail({Sgn, n 0}) ‖S‖tail < 1.
Thus by the inverse Fatou’s Lemma 2.4,
‖g‖p  lim sup‖gn‖p − δ = 1 − δ > 0.
n→∞
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In the essentially irreducible case, any ground state φ of π (respectively, ψ of π∗) is
µ-a.s. positive. Applying Lemma 3.5 in [32] to the Markov operator Pf = 1
rsp(π)φ
π(φf )
with invariant measure α = φψµ as in the proof of Corollary 3.3 in [32], we obtain Perron–
Frobenius type theorem.
Finally for any sub-harmonic function f ∈ Lp(µ), since 〈ψ,πf 〉µ  〈ψ,f 〉µ and
〈ψ,πf 〉µ = 〈π∗ψ,f 〉µ = 〈ψ,f 〉µ, we have πf = f , µ-a.e. Thus f = cφ. For super-
harmonic function f of π in Lp(µ), it is enough to apply the previous fact to −f . 
Remarks 2.8. This result allows us to remove the assumption of the existence of ground
state φ supposed in the whole paper of M. Hino [13].
This theorem extends an old result about the existence of ground state due to
L. Gross [10] who assumed symmetry and hyperboundedness (i.e., ‖π‖p,q < +∞ for
some q > p). It also extends Theorem 3.2 and Corollary 3.3 in [32], where this result is
established under uniform integrability instead of TNC here.
Remarks 2.9. The essential irreducibility implies that every ground state φ ∈ Lp+(µ) is
strictly positive µ-a.e. We explain now a role of the existence of some ground state φ > 0,
µ-a.e. Consider the ground state representation:
Pπf (x) := 1
rsp(π)φ(x)
π(φf ), ∀f ∈ Lp(φpµ). (2.6)
Since f → φ · f is an isomorphism from Lp(φpµ) to Lp(µ), all spectral properties of π
can be obtained by means of Pπ . The advantage gained from this representation is that Pπ
is Markov. This reduced procedure is very useful and widely used. For instance, the last
claim in Theorem 2.6 is proved in [32] in this manner.
As a consequence of the previous result we get the following comparison result:
Proposition 2.10. Let π1, π2 be two nonnegative bounded operators on Lp(µ) such that
π2 − π1 is positive. If π2 is essentially irreducible and verifies TNC, then
rsp(π1) < rsp(π2).
Proof. Assume in contrary that rsp(π1) = rsp(π2). Since ‖πn1 ‖tail  ‖πn2 ‖tail for all n 1,
π1 satisfies also TNC in such case.
By Theorem 2.6, there would be a ground state φ1 ∈ Lp+(µ) of π1. We get then
π2φ1  π1φ1 = rsp(π1)φ1 = rsp(π2)φ1.
It follows from the last claim in Theorem 2.6 that φ1 ∈ Ker(rsp(π2)−π2). Thus φ1 > 0 and
π2φ1 = π1φ1, µ-a.e. Note that, for any g ∈ Lp+(µ), we have π∗1 g  π∗2 g and 〈φ1,π∗1 g〉µ =〈π1φ1, g〉µ = 〈π2φ1, g〉µ = 〈φ1,π∗2 g〉µ. Consequently, π∗1 = π∗2 and π2 = π1. This is in
contradiction with our assumption that π2 − π1 is positive. 
162 F. Gong, L. Wu / J. Math. Pures Appl. 85 (2006) 151–1912.4. Finiteness of dim Ker(rsp(π)− π)
We begin with the following observation. If X is a sub-lattice of Lp(µ) (i.e., X is
a vector subspace of Lp(µ) such that f ∈ X implies |f | ∈ X), and Tail(B/Lp(µ)) < 1
where B = Bp(1) ∩ X is the unit ball of X, then dimX < +∞. Indeed, by Corol-
lary 1 of Theorem II-3.9 in [26] that any normed vector lattice X is spanned by a lin-
ear basis {fi}1idimX ⊂ X such that min{|fi |, |fj |} = 0 (∀1  i = j  dimX). So, if
dimX = ∞, then there exists a sequence {fi}i∈N ⊂ X such that ‖fi‖Lp = 1 (∀i ∈N)
and min{|fi |, |fj |} = 0 (∀i = j ). Consequently, [|fi | > 0], i ∈ N, are disjoint, and
limi→∞ µ([|fi | > 0]) = 0. As in the proof of Lemma 2.2(a), we have:
Tail
(
B/Lp(µ)
)
 lim
i→∞‖1[|fi |>0]fi‖p = 1.
This contradiction proves the above claim.
When π is symmetric on L2(µ), then Ker(rsp(π) − π) is a sub-lattice of L2(µ).
If π satisfies moreover TNC, so does the unit ball of Ker(rsp(π) − π) in L2(µ), then
Ker(rsp(π)− π) is finite dimensional.
In the non-symmetric case, the situation is much more complicated, indeed Ker(rsp(π)−
π) may not be a sub-lattice. For example, consider the positive matrix
P =
(1 1 1
0 1 0
0 0 1
)
(2.7)
acting on R3 = L2(E = {1,2,3},µ), where µ({i}) = 1/3 for i = 1,2,3. It is easy to see
that rsp(P ) = 1, and Ker(1 − P) = {f : {1,2,3} → R; f (2) + f (3) = 0}, which is not a
lattice and is not spanned by the nonnegative ground state (1,0,0).
We begin with a partial but very useful result, which extends Corollary 3.6 in [32] (there
it is proved under uniform integrability):
Proposition 2.11. Let π be a Markov operator on Lp(µ) (1 < p < +∞) such that for
some N  1, ∥∥πN∥∥tail(Lp(µ)) < 1. (2.8)
Then rsp(π) = 1, and we have the following refined Hopf’s decomposition E = D ∪
(
⋃m
i=1 Ci), where m ∈ N, D,C1, . . . ,Cm are disjoint components of E such that the fol-
lowings hold,
(i) for any 0 f ∈ L1(µ), ∑∞n=0(π∗)nf < +∞, µ-a.s. on the dissipative part D;
(ii) let πCf := 1Cπ(1Cf ) be the restriction of π to the conservative part C =⋃mi=1 Ci .
Then Ker(1 − πC) is spanned by 1Ci , i = 1, . . . ,m;
(iii) there exist invariant probability measures of π αi = ψiµ charged on Ci with π∗ψi =
ψi ∈ Lp′(µ), for i = 1, . . . ,m, so that any invariant probability measure α  µ of π
is a linear combination of αi , i = 1, . . . ,m.
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restriction of π to D), and Ker(1−π) is finite dimensional and spanned by the nonnegative
harmonic functions 1Ci + (1 − πD)−11Dπ1Ci , i = 1, . . . ,m, i.e.,
Ker(1 − π) =
{
m∑
i=1
ai
[
1Ci + (1 − πD)−11Dπ1Ci
]; ai ∈R
}
. (2.9)
In particular, if π is essentially irreducible, then µ(D) = 0 and m = 1.
Remarks 2.12. Let (Ω,F , (Xn)n0, (Px)x∈E) be a Markov chain associated with the
Markov kernel π(x,dy). Then
(1 − πD)−11Dπ1Ci (x) = 1D(x)
∞∑
n=1
Px
([Xn ∈ Ci; Xk ∈ D, ∀k  n− 1]).
This together with (2.9) gives a very clear description of the π -harmonic functions.
Proof. (Following the proof of Corollary 3.6 in [32].) We prove at first rsp(π) = 1, which
is not so evident as it might seem. Our proof below relies on condition (2.8).
Since rsp(πN) = (rsp(π))N by the spectral mapping theorem (cf. K. Yosida [35, Chap-
ter VIII]), we have only to show R := rsp(πN) = 1. If, in contrary case R = 1, then R > 1
since πN1 = 1.
By Lemma 2.2, the dual operator (πN)∗ satisfies:∥∥(πN )∗∥∥tail(Lp′ (µ)) = ∥∥πN∥∥tail(Lp(µ)) < 1,
and rsp((πN)∗) = R > 1. Then by Theorem 2.6, there is 0  ψ ∈ Lp′(µ) ⊂ L1(µ) such
that 〈ψ〉µ = 1 and (πN)∗ψ = Rψ . Consequently, ‖(πN)∗‖1  R > 1, which is in con-
tradiction with ‖(πN)∗‖1 = ‖πN‖∞  1 since πN is a contraction on L∞. Thus R = 1
holds.
We now turn to the above refined Hopf’s decomposition. Let 0  ψ ∈ Lp′(µ)
⊂ L1(µ) satisfy 〈ψ〉µ = 1 and (πN)∗ψ = ψ , found in the above proof. Then α :=
( 1
N
∑N−1
k=0 (π∗)kψ)µ is an invariant probability measure of π .
Consider Hopf’s decomposition E = D ∪C with respect to the positive contraction π∗
acting on L1(µ) (see Theorem 2.3 in Chapter IV of [24], and replace T by π∗), where
D is the dissipative part with respect to π∗, determined uniquely by property (i) up to
µ-equivalence. For any invariant probability measure α  µ, since π∗(dα/dµ) = dα/dµ,
we get by (i) that µ([dα/dµ > 0] ∩ D) = 0. Then α(D) = 0, or α is charged on the con-
servative part C. By the existence of such invariant measure shown above, µ(C) > 0.
Regard Lp(C,µ) as the closed subspace of those f ∈ Lp(E,µ) such that f = 0, µ-a.s.
on E\C. In [24, pp. 114–115] it is proven that for any f ∈ L1(C,µ), π∗f ∈ L1(C,µ). The
restriction π∗ :L1(C,µ) → L1(C,µ) is so well defined, and its dual operator on L∞(C,µ)
is πC := 1Cπ(1C ·).
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dα/dµ = 0 on D (as noted previously), and πNC satisfies TNC in Lp(C,µ) if πN is so.
Thus for (ii) and (iii), restricting to C if necessary, we can assume, without loss of gener-
ality, that E = C in the following.
Let J = {B; π(1B) = 1B, µ-a.e.}. By [24, Proposition 2.5, p. 112], for h ∈ L∞+ (µ),
πh = h iff π is J -measurable. Now by the boundedness of π on Lp(µ), for any φ ∈
Lp(E,J ,µ), πφ = φ. Consequently, πNφ = φ, ∀φ ∈ Lp(E,J ,µ). It follows from the
assumed condition (2.8) that for some K > 0,
sup
φ∈Lp+(J ,µ), ‖φ‖p1
‖φ1[φ>K]‖p = sup
φ∈Lp+(J ,µ), ‖φ‖p1
∥∥1[πNφ>K]πN(φ)∥∥p < 1.
This is possible only if J is generated by a finite number of disjoint Ci ∈ B+µ , i = 1, . . . ,m,
up to µ-equivalence.
Regard Lp(Ci,µ) as a closed subspace of Lp(E,µ), in the same manner as that of
Lp(C,µ). The restriction πi of π to L∞(Ci,µ) has only constants as eigenvectors as-
sociated with 1. Since πNi satisfies again condition (2.8), πi has an invariant probability
measure αi  1Ciµ, charged on Ci , as shown at the beginning.
Now we show that αi ∼ 1Ciµ and πi is αi -ergodic.
In fact, since π∗(dαi/dµ) = (dαi/dµ), we have:{ ∞∑
n=0
(π∗)n
(
dαi
dµ
)
= +∞
}
=
{
dαi
dµ
> 0
}
=: Ai.
Note that π∗ is conservative (that is assumed previously), by [24, Proposition 2.5, p. 112]
again, Ai ∈ J . Since µ(Ai) > 0 and Ai ⊂ Ci , thus Ai = Ci up to µ-equivalence by what
is shown above. Consequently, αi ∼ 1Ciµ.
The equivalence αi ∼ 1Ciµ together with the fact that πi has only constant eigenvectors
associated with 1 in L∞(Ci,µ) = L∞(Ci,αi) implies the αi -ergodicity of πi (by defini-
tion). The previous claim is shown.
Finally, since two different ergodic measures are singular, the invariant measure
αi  1Ciµ of πi (the restriction of π to Ci ) is unique. Property (ii) is established.
If α  µ is an invariant probability measure of π , then 1Ciα/α(Ci) is an invariant
measure of πi . Hence, 1Ciα/α(Ci) = αi and consequently α =
∑m
i=1 α(Ci)αi , the desired
(iii) holds.
We prove the remained results.
By (ii), 1Ciπ1Ci = 1Ci , then 1Ciπ1E\Ci = 0 by the Markov property of π .
We show rsp(πD) < 1. Assume in contrary that rsp(πD) = 1. Then rsp(π∗D) = rsp(πD) =
1, and rtail(π∗D) rtail(π∗) < 1. So, π∗D verifies also TNC. Thus by Theorem 2.6, there is
some φ ∈ Lp+(µ) such that π∗Dφ = φ. This is in contradiction with (i).
For (2.9), it follows from f ∈ Ker(1 − π) and 1Cπ1E\C = 0 that
πC(1Cf ) = 1Cπf = 1Cf.
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1Df − πDf = 1Df − 1Dπ(f − 1Cf ) = 1Dπ(1Cf ) =
m∑
i=1
ai1Dπ1Ci
and rsp(πD) < 1, the operator (1 − πD)−1 =∑∞k=0(πD)k exists and is bounded. Hence,
1Df =
m∑
i=1
ai(1 − 1Dπ1D)−11Dπ1Ci ,
which yields (2.9).
For the last claim, let α ( µ) be any invariant probability measure of π , then
π∗( dαdµ) = dαdµ and dαdµ ∈ Lp
′
+ (µ). Hence, it follows from the essential irreducibility of π
that π∗ is essential irreducible and G(2,π∗)( dαdµ) = dαdµ > 0 µ-a.e. on E. So, α ∼ µ. Thus
m = 1 and µ(D) = α(D) = 0. 
Given A ∈ B, let Lp(A) := Lp(A,A ∩ B,µ), which is identified also as the closed
subspace of those f ∈ Lp(µ) such that f = 0, µ-a.s. on E\A and set πA := 1Aπ1A.
Definition 2.2. Let A,B ∈ B.
(i) If G(λ,π)1B(x) > 0, µ-a.e. x ∈ A for some (or equivalently all) λ > rsp(π), we say
that B is reachable from A, denoted by A → B .
(ii) If 〈1A,G(λ,π)1B〉µ > 0 for some (or equivalently all) λ > rsp(π), we say that B is
weakly reachable from A, denoted by A B .
Note that π is essentially irreducible iff A B for any A,B ∈ B+µ . The proof of the
following lemma is easy, so omitted.
Lemma 2.13. (a) If A → B and B → C, then A → C;
(b) If A B and B → C, then A C.
We are now ready to prove the following generalization of L. Gross’ theorem in the
non-symmetric case under TNC, which is the main result of this section.
Theorem 2.14. Let π be a positive operator on Lp(µ) verifying TNC. Then,
(a) there exists a finite decomposition E := D ∪ {⋃mi=1 Ci} with m  1, unique up to
µ-equivalence such that, for each 1 i m, πCi is essentially irreducible on Ci ,
rsp(πCi ) = rsp(π), (2.10)
and rsp(πD) < rsp(π).
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Let φi ∈ Lp+(Ci) and ψ ∈ Lp
′
+ (Ci) be respectively the ground state of πCi and of π∗Ci
given in Theorem 2.6. Then,
(c) the cone Ker+(rsp(π)− π) := Ker(rsp(π)− π)∩Lp+(µ) is spanned by
φi +
(
rsp(π)− πD
)−11Dπφi, for i such that Ci ∈ Chead,
where Ci ∈ Chead ⊂ {C1, . . . ,Cm} iff Cj → Ci for all j = i;
the cone Ker+(rsp(π)− π∗) := Ker(rsp(π)− π∗)∩Lp
′
+ (µ) is spanned by
ψj +
(
rsp(π)− π∗D
)−11Dπ∗ψj , for j such that Cj ∈ Ctail,
where Cj ∈ Ctail ⊂ {C1, . . . ,Cm} iff Cj → Ci for all j = i;
(d) if there is some 0 < h 1, µ-a.e. in Lp(µ) so that
sup
N1
‖πNh‖p
rsp(π)N
< +∞, (2.11)
then Ci → Cj for all different i, j = 1, . . . ,m (i.e., Chead = Ctail = {C1, . . . ,Cm}), and
Ker
(
rsp(π)− π
) = Span{φi + (rsp(π)− πD)−11Dπφi}1im,
Ker
(
rsp(π)− π∗
) = Span{ψi + (rsp(π)− π∗D)−11Dπ∗ψi}1im. (2.12)
Remarks 2.15. It may hold that dim Ker+(rsp(π) − π) < dim Ker(rsp(π) − π) < m.
Indeed, for the 3 × 3 matrix P given by (2.7), rsp(P ) = 1, and P has m = 3 irreducible
classes Ci = {i}, i = 1,2,3. But dim Ker+(1 − P) = 1, dim Ker(1 − P) = 2.
Remarks 2.16. The condition (2.11) should be read as a sufficient condition for the diag-
onalization of π on Ker(rsp(π)− π). It is verified in each of the following situations:
(i) π is symmetric on L2(µ);
(ii) π has a ground state φ > 0, µ-a.s. (in particular, π is Markov).
2.5. Proof of Theorem 2.14
Lemma 2.17. Assume that π satisfies TNC, πCi is essentially irreducible on Ci ∈ B+µ , and
(2.10) holds for i = 1,2.
(a) If µ(C1 ∩C2) > 0, then C1 = C2, µ-a.s.
(b) If µ(C1 ∩C2) = 0 and 〈1C1 ,G(λ,π)1C2〉µ > 0, then G(λ,π)1B > 0, µ-a.s. on C1 for
each B ∈ C2 ∩B+µ and 1C2πN1C1 = 0, µ-a.e., ∀N  1.
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A,B ∈ B+µ be subsets of C1∪C2, i.e., A ⊂ Ci and B ⊂ Cj (i, j = 1,2). For any λ > rsp(π),
since µ(C1 ∩C2) > 0, by the essential irreducibility of πCj , we have:
1C1∩C2G(λ,πC1∪C2)1B  1C1∩C2G(λ,πCj )1B > 0
µ-a.s. on C1 ∩C2. Hence by the essential irreducibility of πCi , we have:
G(2λ,πCi )1C1∩C2G(λ,πC1∪C2)1B > 0
µ-a.s. on Ci . Consequently by the resolvent equation,
G(λ,πC1∪C2) λG(2λ,πC1∪C2)G(λ,πC1∪C2) λG(2λ,πCi )G(λ,πC1∪C2),
we have: 〈
1A,G(λ,πC1∪C2)1B
〉
µ
> 0
the desired essentially irreducibility of πC1∪C2 on C1 ∪C2.
Notice that rtail(πNC1∪C2) rtail(π
N) and
rsp(π) = rsp(πC1) rsp(πC1∪C2) rsp(π).
So, the equalities hold in the above inequalities, and consequently πC1∪C2 verifies TNC on
Lp(C1 ∪C2). Thus by Proposition 2.10 we have πC1∪C2 = πCi for i = 1,2, and
µ
([C1 ∪C2]\Ci)= 0, i = 1,2.
This is the desired result.
(b) By the essentially irreducibility of πC2 on C2, for each B ∈ C2 ∩ B+µ (i.e., B ∈ B,
B ⊂ C2 and µ(B) > 0), G(λ,πC2)1B > 0, µ-a.s. on C2 and then
µ
(
1C1G(2λ,π)G(λ,πC2)1B
)
> 0
by the assumption. Hence by the resolvent equation, we have µ-a.s. on C1,
G(λ,π)1B  λ2G(3λ,πC1)G(2λ,π)G(λ,πC2)1B > 0.
Now, we prove that 〈1C2,G(λ,π)1C1〉µ = 0. Indeed in the contrary case for each
A ∈ C1 ∩ B+µ , we would have G(λ,π)1A > 0, µ-a.s. on C2 by the first claim just proved.
Consequently 1C1∪C2G(λ,π)1C1∪C2 is positive improving on C1 ∪C2.
Note that
rsp
(
1C1∪C2G(λ,π)1C1∪C2
)
 rsp
(
G(λ,π)
)= 1
λ− rsp(π)
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rsp
(
1C1∪C2G(λ,π)1C1∪C2
)
 rsp
(
1C1G(λ,πC1)1C1
)= 1
λ− rsp(πC1)
= 1
λ− rsp(π) .
On the other hand, it is easy to check that for λ > rsp(π) sufficiently large, ‖G(λ,π)‖tail
< rsp(G(λ,π)). Hence∥∥(1C1∪C2G(λ,π)1C1∪C2)∥∥tail  ∥∥G(λ,π)∥∥tail < rsp(G(λ,π))
= rsp
(
1C1∪C2G(λ,π)1C1∪C2
)
,
i.e., (1C1∪C2G(λ,π)1C1∪C2) satisfies the TNC. By Proposition 2.10, we get:
rsp
(
1C1G(λ,πC1)1C1
)
< rsp
(
1C1∪C2G(λ,π)1C1∪C2
)
.
This is a contradiction since they are both equal to (λ− rsp(π))−1. 
The following lemma extends Theorem 2.14(a) and yields the triangularization (2.14)
which is crucial for the proof of Theorem 2.14(b). Moreover, it has independent interests
too.
Lemma 2.18. Assume that π satisfies TNC. Then Theorem 2.14(a) is true, and the follow-
ings hold.
(a.1) If πC for some C ∈ B is essentially irreducible on C and verifies rsp(πC) = rsp(π),
then C = Ci for some 1 i m.
(a.2) (Ci)11m can be arranged so that 1CjG(λ,π)1Ci = 0, µ-a.s. for all 1  i <
j m.
(a.3) Let D1 := {x ∈ D; G(λ,π)1C1(x) > 0}, and define by recurrence that for all
2 k m,
Dk :=
{
x ∈ D\
(
k−1⋃
i=1
Di
)
; G(λ,π)1Ck (x) > 0
}
.
Furthermore, set Dm+1 = D\(⋃mi=1 Di). Then rsp(πDi ) < rsp(π) for 1 i m+ 1,
and
1DjG(λ,π)1Ci = 0, ∀1 i < j m+ 1;
1DjG(λ,π)1Di = 0, ∀1 i < j m+ 1;
1CjG(λ,π)1Di = 0, ∀1 i  j m+ 1.
(2.13)
In particular, for any f ∈ Lp(µ), set:
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π2i,2j = 1Ciπ(1Cj ·), ∀i, j = 1, . . . ,m;
π2i,2j−1 = 1Ciπ(1Dj ·), ∀i = 1, . . . ,m; j = 1, . . . ,m+ 1;
π2i−1,2j = 1Diπ(1Cj ·), ∀i = 1, . . . ,m+ 1; j = 1, . . . ,m;
π2i−1,2j−1 = 1Diπ(1Dj ·), ∀i, j = 1, . . . ,m+ 1;
then πi,j = 0 for all 1 j < i  2m+ 1 (triangularization), and
(πf )i =
2m+1∑
j=i
πij fj , ∀i = 1, . . . ,2m+ 1. (2.14)
Proof. We begin with the construction of decomposition in Theorem 2.14(a). Without loss
of generality, we assume rsp(π) = 1. By Theorem 2.6, there is some φ ∈ Lp+(µ) such that
πφ = φ. Applying Proposition 2.11 to the Markov operator
Pf := π(φf )
φ
which satisfies TNC on Lp([φ > 0], φpµ) by Lemma 2.2(a), we get some conservative
class C1 ⊂ [φ > 0] so that PC1 = 1C1P1C1 is essentially irreducible and satisfies TNC on
Lp(C1, φpµ). Thus πC1 is essentially irreducible and verifies (2.10) on Lp(C1).
Now, assume that we have found disjoint {C1, . . . ,Ck} such that πCi is essentially
irreducible and satisfies (2.10) on Lp(Ci) for all 1  i  k. Set Bk = E\(⋃ki=1 Ci). If
rsp(πBk ) < 1, then Theorem 2.14(a) holds with m = k and D = Bk .
If rsp(πBk ) = 1, then πBk satisfies TNC on Lp(Bk). By the same argument that deter-
mines C1, we can find some Ck+1 ⊂ Bk so that πCk+1 is essentially irreducible and verifies
(2.10) on Lp(Ck+1).
For Theorem 2.14(a), we must prove that this process will be stopped at some m ∈ N
(in that case D = Bm). In fact, in contrary case, we have a sequence (πCi )i∈N, where {Ci}
are disjoint, each πCi is essentially irreducible, and verifies (2.10) on Lp(Ci). Let φi  0
with ‖φi‖p = 1 be the ground state of πCi by Theorem 2.6. It follows from Lemma 2.2(a)
and limi→∞ µ(Ci) = 0 that
‖πn‖tail  lim
i→∞‖1Ciπ
n
Ci
φi‖tail = 1, ∀n 1,
which is in contradiction with TNC of π .
We now go to prove the uniqueness of decomposition in Theorem 2.14(a) and
Lemma 2.18 (a.1)–(a.3).
(a.1) Let C ∈ B verify the assumed condition. By rsp(πD) < 1 in Theorem 2.14(a), we see
that µ(C ∩Dc) > 0, i.e., µ(C ∩Ci) > 0 for some i = 1, . . . ,m. By Lemma 2.17(a),
C = Ci (µ-a.e.).
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(a.2) By Lemma 2.17(b), if Ci  Cj with i = j , then Ci → Cj and 1CjG(λ,π)1Ci = 0.
So, we can classify {C1, . . . ,Cm} into K-families {Ci}i∈Ik , 1  k  K  m, in the
following sense: {Ci}i∈I with I ⊂ {1, . . . ,m} is said to be a family if:
(1) for any i ∈ I , j /∈ I , Ci  Cj and Cj Ci ;
(2) for any different i, j ∈ I , either Ci , Cj have some same ancestor Ca for some
a ∈ I (i.e., Ca → Ci and Ca → Cj ), or Ci , Cj have some same descendant Cd
for some d ∈ I (i.e., Ci → Cd and Cj → Cd ).
Now we arrange the members of the first family {Ci}i∈I1 in the following order: at
first take the ancestors of the family, i.e., those {Ci}i∈I11 which have no ancestor, with
an arbitrary order; next take the ancestors of the sub-family {Ci}i∈I1\I11 ; and so on.
Since I1 is a finite set, we can give a desired order for {Ci}i∈I1 . Repeating the above
steps for I2, . . . , IK respectively, we give an order for {C1, . . . ,Cm} which satisfies
Lemma 2.18(a.2).
(a.3) By rsp(πD) < 1 we have rsp(πDi ) < 1 for 1 i m+ 1.
We prove the first relation in (2.13). Indeed by definition of Dk ,
D ∩ [G(λ,π)1Ci > 0]⊂ i⋃
k=1
Dk, Dj ∩
(
i⋃
k=1
Dk
)
= ∅,
so, the first relation in (2.13) holds.
For the second relation in (2.13), if, in contrary case, Dj  Di , then by Di → Ci
and Lemma 2.13(b) we have Dj Ci which is in contradiction with the first relation
in (2.13) just proven.
We prove the third relation in (2.13) for i < j . If it is not true, then Cj  Di . It
follows from Lemma 2.13(b) and the fact Di → Ci that Cj  Ci . This is impossible
since (a.2).
It remains to show the third relation in (2.13) for i = j . In contrary case, we have
Ci Di . Set Ai := Di ∩ [G(λ,π∗)1Ci > 0]. Then µ(Ai) > 0 and Ci  A for any
A ⊂ Ai charged by µ. So, it follows from the essential irreducibility of πCi and
G(λ,π)1A  λG(λ,π)G(2λ,π)1A  λG(λ,πCi )(1CiG(2λ,π)1A
that Ci → A. Furthermore, using Di ⊂ [G(λ,π)1Ci > 0], we see that 1Ci∪AiG(λ,π)×
1Ci∪Ai is positive improving on Ci ∪Ai .
But
rsp
(
1Ci∪AiG(λ,π)1Ci∪Ai
)
 rsp
(
1CiG(λ,πCi )1Ci
)= (1 − λ)−1,
rsp
(
1Ci∪AiG(λ,π)1Ci∪Ai
)
 rsp
(
G(λ,π)
)= (1 − λ)−1,
and 1Ci∪AiG(λ,π)1Ci∪Ai satisfies again TNC for λ > rsp(π) large enough. By
Proposition 2.10, 1Ci∪AiG(λ,π)1Ci∪Ai = 1CiG(λ,π)1Ci , which is impossible. That
completes the proof of the third relation in (2.13) for i = j .
F. Gong, L. Wu / J. Math. Pures Appl. 85 (2006) 151–191 171The triangularization and (2.14). By (a.2) and (a.3) just proved, πi,j = 0 for all 1 j <
i  2m+ 1, and (2.14) holds.
The proof of the lemma is completed. 
We turn now to prove Theorem 2.14. We assume that rsp(π) = 1 without loss of gener-
ality.
Proof of Theorem 2.14(b). Let f ∈ Ker(1 − π), i.e., πf = f . We begin with the last
equation in (2.14) with i = 2m+ 1,
1Dm+1f = 1Dm+1πf = (πf )2m+1 = π2m+1,2m+1f2m+1 = πDm+1(1Dm+1f ).
Since rsp(πDm+1) < 1, then 1Dm+1f = 0.
Hence, the equation in (2.14) with i = 2m becomes:
1Cmf = 1Cmπf = πCm(1Cmf ),
and 1Cmf = cφm for some c ∈ R by Theorem 2.6. Moreover, the equation in (2.14) with
i = 2m− 1 is read as
1Dmf = 1Dmπf = 1Dmπ(1Dmf )+ 1Dmπ(1Cmf ) = 1Dmπ(1Dmf )+ c1Dmπφm.
Since (1 − πDm)−1 exists and is bounded by rsp(πDm) < 1,
1Dmf = c(1 − πDm)−11Dmπφm.
Let
Xi :=
{
(fi, fi+1, . . . , f2m,f2m+1); f ∈ Ker(1 − π)
}
.
We have proved that dimX2m+1 = 0 and dimX2m = dimX2m−1 = 1. Let us show that
dimX2k−1 = dimX2k  dimX2k+1 + 1, ∀k = 1, . . . ,m. (2.15)
Indeed, by the equation in (2.14) with i = 2k we have:
1Ckf = (πf )2k = 1Ckπ(1Ckf )+
∑
j>2k
π2k,j fj .
Given (fj )j2k+1 ∈ X2k+1, either this equation has no solution, or if it has some solution
gk ∈ Lp(Ck), then the set of the solutions 1Ckf = f2k of the equation above is {cφk +
gk; c ∈R} by Theorem 2.6. Thus
dimX2k  dimX2k+1 + 1.
By the same proof as that of dimX2m−1 = dimX2m = 1, we have dimX2k−1 = dimX2k .
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Since {D,C1, . . . ,Cm} satisfies Theorem 2.14(a) for π∗ instead of π , and (a.1)–(a.3) in
Lemma 2.18 are consequences of Theorem 2.14(a), applying the previous result to π∗, we
obtain dim Ker(1 − π∗)m. 
Proof Theorem 2.14(c). Step 1. At first it is easy to verify that once if Ci ∈ Chead,
φi + (1 − πD)−1πφi ∈ Ker+(1 − π) by (2.14).
Inversely, let φ ∈ Ker+(1−π). Applying Proposition 2.11 to Pf = π(φf )/φ over [φ >
0], we get the decomposition
[φ > 0] = D(φ)∪
{
l⋃
i=1
Ci(φ)
}
for some l  1 such that:
(1) πCi(φ) is essentially irreducible on Ci(φ), rsp(πCi(φ)) = 1, 1Ci(φ)π1[φ>0]\Ci(φ) = 0;
(2) rsp(πD(φ)) < 1;
(3) φ =∑li=1 ai[1Ci(φ)φ + (1 − πD(φ))−11D(φ)π(1Ci(φ)φ)], where ai ∈R.
Using Lemma 2.18(a.1), we have {Ci(φ)}1il ⊂ {Ci}1im, and for any Cj /∈
{Ci(φ)}1il , µ(Cj ∩[φ = 0]) > 0 by the above (2). Since 1[φ=0]π1[φ>0] = 0 by πφ = φ,
we get Cj → Ci(φ) for all 1 i  l. In other words all Ci(φ) ∈ Chead. Furthermore,
(1 − πD(φ))−11D(φ)π(1Ci(φ)φ) = (1 − πD)−11Dπ(1Ci(φ)φ),
and it follows from πCi(φ)1Ci(φ)φ = 1Ci(φ)φ that 1Ci(φ)φ is just the unique ground state
φCi(φ) of πCi(φ). This completes the proof of part (c) corresponding to π .
Step 2. For part (c) concerning with π∗, we shall apply the result to π∗. Note that
Ci → Cj with π iff Cj → Ci with π∗. Thus the Chead defined in terms of π∗ becomes
Ctail in terms of π given in (c). Hence part (c) corresponding to π∗ follows from that
corresponding to π . 
Proof of Theorem 2.14(d). Since limL→+∞ supf∈Bp+(1) µ([πNf > Lh]) = 0 for any
N  1, using TNC of π and Lemma 2.2(a) we have, for some N  1, L0 > 0 such that
δ := sup
f∈Bp+(1)
∥∥1[πNf>Lh]πNf ∥∥p < 1, ∀LL0.
Consequently,∥∥πn+N∥∥
p,p
= sup
f∈Bp+(1)
∥∥πn(1[πNf>Lh]πNf + 1[πNfLh]πNf )∥∥p  δ‖πn‖p,p +LC(L),
where C(L) := supn1 ‖πnh‖p which is finite by the condition (2.11). This entails by
recurrence that ‖πkN‖p,p  (1 − δ)−1LC(L) for any L L0, and then
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n1
‖πn‖p,p < +∞. (2.16)
Now, we consider φ := ∑mi=1 φi . We have πφ ∑mi=1 πCiφi = φ. Hence, for the
increasing sequence {πnφ}n1, the limit φ∞ = limn→∞ πnφ is in Lp+(µ) by the monotone
convergence and (2.16), and is a ground state of π with ⋃mi=1 Ci ⊂ [φ∞ > 0]. By
part (c) just proved, all Ci in {C1, . . . ,Cm} have no descendant, i.e., Ci → Cj for all
different i, j = 1, . . . ,m. So, {C1, . . . ,Cm} = Chead = Ctail, and m  dim Ker(1 − π) 
dim Ker+(1−π) = m. The proof of the part corresponding to π∗ is the same. The residual
part of (d) follows again from part (c) and the above facts. 
3. UPI/µ and its consequences
The following crucial notion, strengthening the positive improving property, was intro-
duced by S. Kusuoka [14]:
Definition 3.1. A positive operator π is said to be uniformly positive improving with respect
to µ (UPI/µ in short), if for each ε > 0,
χπ(ε,µ) := inf
{〈1A,π1B〉µ | µ(A)∧µ(B) ε}> 0.
The two notions, Condition (I) and UPI/µ, play a crucial role in the characterization of
the exponential convergence by M. Hino [13]. The purpose in this paper is to use TNC and
UPI/µ for resolvent of operators to obtain the characterization of the existence of spectral
gap and to extend several previous results in [32].
For UPI/µ property, the following criterion of perturbation type, though quite simple,
is very efficient:
Lemma 3.1. Assume that the nonnegative kernel π(x,dy) is UPI/µ. If p(x, y) is B × B-
measurable and µ ⊗ π(dx,dy) := µ(dx)π(x,dy)-a.e. strictly positive, then the kernel
p(x, y)π(x,dy) is UPI/ν with respect to any nonnegative finite measure ν which is equiv-
alent to µ.
Proof. Since ν ∼ µ, for any ε > 0, there is a a(ε) > 0 so that for each A ∈ B with ν(A) >
ε, µ(A) > a(ε).
Let h(x, y) := p(x, y) · dν/dµ(x). For any measurable A, B with ν(A)∧ ν(B) > ε and
for any b > 0, ∫ ∫
E×E
1A(x)1B(y)p(x, y)π(x,dy)ν(dx)
=
∫ ∫
1A(x)1B(y)h(x, y)π(x,dy)µ(dx)
E×E
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∫ ∫
E×E
1A(x)1B(y)(1 − 1[h(x,y)b])π(x,dy)µ(dx)
 b
[
χπ
(
a(ε),µ
)−µ⊗ π([h b])].
Since h(x, y) > 0, µ ⊗ π -a.e., for b sufficiently small, µ ⊗ π([h  b]) < χπ(a(ε),µ).
Hence
χpπ(ε, ν) b
[
χπ
(
a(ε),µ
)−µ⊗ π([h b])]> 0. 
The same proof leads to:
Lemma 3.2. Let ε > 0. Assume that the nonnegative kernel π(x,dy) satisfies χπ(ε,µ) > 0.
If p(x, y) is B×B-measurable and µ⊗π(dx,dy) := µ(dx)π(x,dy)-a.e. strictly positive,
then
χp(x,y)π(x,dy)(ε,µ) > 0.
Remarks 3.3. The above criterion of perturbation type has been essentially proved by
S. Aida in [1], M. Hino in Proposition 4.5 [13], and M. Röckner and ourself in Corol-
lary 2.3 [8] in different cases.
Lemma 3.4 (Section 3 in M. Hino [13]). Assume that π is Markov and there exists ψ > 0,
a.e. on E such that π∗ψ = ψ and 〈ψ〉µ = 1. Let α := ψ dµ. Then the following properties
are equivalent:
(a) for any ε > 0, there is n 1 so that χπn(ε,µ) > 0;
(b) for any ε > 0, lim infn→∞ χπn(ε,µ) > 0;
(c) Let Eαf :=
∫
E
fψ dµ be the mean of f with respect to the invariant measure
dα := ψ dµ. As n goes to infinity,
‖πn −Eα‖∞,p := sup
‖f ‖∞1
∥∥πnf − 〈f 〉α∥∥p → 0.
Remarks 3.5. M. Hino called property (a) as condition (E). If E is finite and every point
is charged by µ, π becomes a stochastic matrice, and condition (a) above becomes
∃N  1 so that: πN(x, y) > 0, ∀x, y ∈ E
which is the famous uniform ergodicity condition in the Perron–Frobenius theorem of sec-
ond type. This condition excludes possible periodic case.
For more other results of UPI/µ see Section 3 in [13], Section 3.1 in [8], and Section 6
in [2].
The following lemma includes more general situation: it refines the usual ergodic
theorem (in the below part (c)) and resolvent-type ergodic theorem (in the below part (d)).
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π∗ψ = ψ and 〈ψ〉µ = 1. Let dα := ψ dµ. Then the following properties are equivalent:
(a) for any ε > 0, there is n 1 so that χ∑n
k=1 πk (ε,µ) > 0;
(b) for some (or all) λ > 1, G(λ,π) is UPI/µ;
(c) As n goes to infinity, ∥∥∥∥∥1n
n∑
k=1
πk −Eα
∥∥∥∥∥∞,p → 0;
(d) As λ decreases to 1, ∥∥(λ− 1)G(λ,π)−Eα∥∥∞,p → 0.
See [34] for some more than 20 equivalent conditions for G(λ,π) being UPI/µ.
4. The characterization of spectral gap
The purpose of this section is to find a characterization of the existence of spectral gap
for a positive non-quasi-nilpotent operator π by using two types of conditions: tail norm
condition and uniformly positive improving property in the resolvent sense.
4.1. The characterization of spectral gap
Now, we combine the two notions, TNC and UPI/µ, to give the promised characteriza-
tion of spectral gap. The following is the main result of this paper.
Theorem 4.1. Assume that π is essentially irreducible with rsp(π) > 0. Then the following
properties are equivalent:
(a) rsp(π) is an isolated point in the spectrum of π in Lp(µ) (i.e., the existence of spectral
gap) and there is φ ∈ Lp+(µ) so that πφ = rsp(π)φ;
(b) rsp(π) is a pole of order one of the resolvent G(λ,π) and its eigenprojection is of rank
one (then algebraically simple too);
(c) Ker(rsp(π) − π) (respectively, Ker(rsp(π) − π∗)) is spanned by some unique φ > 0,
a.e. on E (respectively, ψ > 0, a.e. on E), there exist a d ∈N (called the period of π ),
a partition {Ej ∈ B+µ , j = 0, . . . , d − 1} of E (called the cyclic classes of π ), and
δ,C > 0, such that for all k,n ∈N and for all f ∈ Lp(µ) we have:∥∥∥∥∥((rsp(π))−1π)nd+kf −
d∑
j=1
1Ej−k (mod d)φ
〈1Ej ψ,f 〉µ
〈1Ej φ,ψ〉µ
∥∥∥∥∥
p
 Ce−δn‖f ‖p; (4.1)
(d) the following two conditions are satisfied both:
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(RUPI) for some (or all) λ > rsp(π), the resolvent G(λ,π) is UPI/µ; (we shall say
that π is resolvent-uniform-positive-improving, RUPI/µ in short);
(e) π verifies the RUPI/µ and
(RTNC) there is some λ0 > rsp(π) such that (λ0 − rsp(π))‖G(λ0,π)‖tail < 1.
Furthermore, d = 1 iff for all A,B ∈ B+, 〈1A,πn1B〉µ > 0 for all n large enough.
Remarks 4.2. Comparing the main result of M. Hino [13, Theorem 3.6] with condition (d)
in the above theorem, RUPI/µ is weaker than his condition (E), and especially we have
removed his assumption about the existence of ground state φ (proved in Theorem 2.6).
The condition (E) in [13] implies d = 1 (aperiodicity) by the last claim. Moreover, our
exponential estimation (4.1), including the periodic case, is more general.
Remarks 4.3. TNC is not easier to check in practice than the uniform integrability
introduced in [30] and [32]. Indeed, several infinitesimal criterions and applications are
furnished in [32, Sections 4 and 6] (and in the sequel of this paper) for the uniform
integrability. There are also some infinitesimal criterions for TNC, see, e.g., [9] and [34].
Proof of Theorem 4.1. We shall establish the cycle (c) ⇒ (d) ⇒ (e) ⇒ (a) ⇒
(b) ⇒ (c). Under any one of (a)–(e) there is some nonzero nonnegative φ ∈ Ker(rsp(π)−
π) (by Theorem 2.6 under (d) and (e); by Theorem 4.9, pp. 326–327 in H.H. Schaef-
fer [26] under (b)), and consequently φ > 0, µ-a.e. on E by the essential irreducibility.
Then Pπ in (2.6) satisfies (a) (respectively, (b), (c), (d), and (e)) in Lp(φpµ) iff π satis-
fies (a) (respectively, (b), (c), (d), and (e)) in Lp(µ). Hence, without loss of generality, we
assume that π is Markov and rsp(π) = 1.
We begin with
Proof of (c) ⇒ (d). In the actual Markov case, φ = 1. Set:
Pf :=
d−1∑
j=0
〈1Ejψ,f 〉µ
〈1Ej ,ψ〉µ
1Ej ,
then (c) is equivalent to the combination of
• π1Ej = 1Ej−1 for all j = 0, . . . , d − 1 (mod d);
• the spectral radius of πd − P is < 1.
Note that for n 1 sufficiently large, by (4.1) we get:∥∥πnd − P∥∥
p,p
 Ce−δn < 1 = rsp
(
πnd
)
,
and by the compactness of P we have ‖P ‖tail = 0. So,∥∥πnd∥∥tail  ∥∥πnd − P∥∥tail + ‖P ‖tail  ∥∥πnd − P∥∥p,p < 1,
i.e., π satisfies TNC.
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∥∥πnd(1 + π + · · · + πd−1)− (1 + π + · · · + πd−1)P∥∥
p,p
 dC
(
d−1∑
j=0
‖π‖j
)
e−δn → 0.
Since Sf := (1 + π + · · · + πd−1)Pf = d · 〈ψ,f 〉µ is obvious UPI/µ, we have for any
ε > 0,
χπnd(1+π+···+πd−1)(ε,µ) χS(ε,µ)−
∥∥πnd(1 + π + · · · + πd−1)− S∥∥
p,p
> 0
for n sufficiently large. Hence,
χG(2,π)(ε,µ)
1
2−(n+1)d
χπnd (1+π+···+πd−1)(ε,µ) > 0,
we prove the desired RUPI/µ.
Proof of (d) ⇒ (e). It needs to show that TNC is stronger than the RTNC. Indeed there
is some δ ∈ (0,1) and C > 0 such that ‖πn‖tail  Cδn for all n 0. Thus
lim
λ→1+(λ− 1)
∥∥G(λ,π)∥∥tail  limλ→1+(λ− 1)
∞∑
n=0
λ−n−1Cδn = 0.
Proof of (e) ⇒ (a). Let S := (λ0−1)G(λ0,π) which satisfy ‖S‖tail < 1, where λ0 > 1.
S is UPI/µ by (e). Using the spectral mapping theorem we get:
σ(S) = {(λ0 − 1)(λ0 − λ)−1 | λ ∈ σ(π) ⊂C},
and rsp(S) = 1. By Theorem 2.6, S (respectively, S∗) has a µ-a.e. positive ground state φ
in Lp(µ) (respectively, ψ in Lp′(µ)), and note that Sφ = φ iff πφ = φ. Thus Theorem 3.6
in M. Hino [13] is applicable and gives us that 1 is an isolated point in the spectrum σ(S).
Hence the desired spectral gap in (a) follows.
Proof of (a) ⇒ (b). Since 1 = rsp(π) is assumed to be isolated in the spectrum σ(π),
on the one hand, Gλ := G(λ,π) = (λ−π)−1 is holomorphic on {λ ∈C: 0 < |λ− 1| < δ},
over which Laurent series of Gλ:
Gλ =
∞∑
n=−∞
(λ− 1)nAn, (4.2)
is absolutely convergent with respect to the operator norm on Lp
C
(µ) (i.e., the complexifi-
cation of Lp(µ)), where Γ = {λ ∈C: |λ− 1| = ε} with ε < δ, and
An = (2π i)−1
∫
(λ− 1)−n−1Gλ dλ, n ∈ Z.
Γ
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f ∈ L∞(µ), by the Markov property of (λ− 1)Gλ for λ > 1,
sup
λ>1
∥∥(λ− 1)Gλf ∥∥∞  ‖f ‖∞.
Comparing it with Laurent series (4.2), we get:
Anf = 0, ∀n−2, ∀f ∈ L∞(µ).
Thus also A−n = 0 for all n  −2 as linear bounded operators on Lp(µ)), and πA−1 =
A−1. this is just the desired part (b).
It remains to show the more difficult:
Proof of (b) ⇒ (c). We divide its proof into four steps. The key is to reduce (c) to the
cyclic decomposition of a finite Markov matrix.
Step 1. The essential irreducibility here implies the irreducibility of π in Lp(µ) in the
sense given by H.H. Schaefer in Definition III.8.1 [26]. It follows from condition (b) and
Theorem 5.4 given by H.H. Schaefer [26] on p. 330 that, there exists an integer d  1 such
that
γk = e2πk
√−1/d = γ k, k = 0, . . . , d − 1
(where γ = e2π
√−1/d ) are the only spectral points of π on the unit circle {z ∈C; |z| = 1},
which are poles of G(λ,π) of order 1 (then of algebraic multiplicity one). Let Pk be the
eigenprojection of π associated with γk , which is of rank one. Then the spectral radius of
π −Q := π −
d−1∑
k=0
γ kPk
is < 1 by Corollary of Theorem 5.4 in [26] on p. 331. Since PkPj = δkjPk and
πPk = γ kPk , we obtain:
‖πn −Qn‖p,p =
∥∥(π −Q)n∥∥
p,p
 Ce−δn, ∀n 0, (4.3)
for some C,δ > 0. Note that, Qd =∑dk=1 Pk and it is the eigenprojection of πd associated
with eigenvalue λ = 1.
Step 2. By the spectral theorem and (4.3) in Step 1, the spectrum σ(πd) of πd satisfies:
• σ(πd − Qd) = σ(πd)\{1} ⊂ B(0, r) (the ball centered at the origin with radius e−2δ
in C) for any e−δ < r < 1;
• dim Ker(πd − I ) = dim Ker((π∗)d − I ) = d .
Using (4.3) and Lemma 2.2(c) we get, ‖πdn‖tail < 1 for sufficiently large n. So, it fol-
lows from Theorem 2.6 that, there is a ψ > 0, µ-a.e., in Ker(π∗ − I ) ⊂ Ker((π∗)d − I ).
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fined Hopf’s decomposition of πd holds with µ(D) = 0 (because of the existence
of invariant measure α = ψµ ∼ µ). In other words, E = ⋃m−1k=0 Ck , Ker(I − πd) =
span{1Ck ; k = 0, . . . ,m− 1}. So, m = d , and we conclude that
Ker
(
I − πd)= Span{1Ck ; k = 0, . . . , d − 1}. (4.4)
Step 3. For each 1Cj ∈ Ker(I −πd), π1Cj belongs again to Ker(I −πd). Consequently,
by (4.4) we get:
π1Cj =
d−1∑
i=0
aij1Ci .
The d × d matrix A = (aij ) satisfies aij  0 and ∑j aij = 1, i.e., A is a Markov matrix.
Furthermore, A is irreducible and its spectrum coincide with
σ(π |Ker(I−πd)) = σ(Q|Ker(I−πd)) = {γ k | k = 0, . . . , d − 1}.
By the elementary theory of Markov matrices (cf. [19,21], and [24]) there are exactly d
cyclic classes associated with A, which must be all singletons {i0}, . . . , {id−1}, such that
aikik+1 = 1, ∀k = 0, . . . , d − 1 (mod d).
In other words, set Ek = Cik , k = 0, . . . , d − 1 (a rearrangement), we have:
π1Ek = 1Ek−1, ∀k = 0, . . . , d − 1 (mod d). (4.5)
Step 4. Let ψ be the unique ground state of π∗, which is strictly positive µ-a.e. on E. Let
αk := 1Ekψ〈1Ek ,ψ〉µ µ. By (4.5) in Step 3, αk is an invariant probability measure of π
d charged
on Ek .
Set P˜kf := 〈1Ek , f 〉αk1Ek , which is a one-dimensional projection. We see immediately
that
πdP˜k = P˜k, ∀0 = 1, . . . , d − 1.
Hence
∑d−1
k=0 P˜k must be the eigenprojection Qd specified in (4.3). Therefore, the inequal-
ity (4.3) implies that ∥∥∥∥∥πdnf −
d−1∑
k=0
〈1Ek , f 〉αk1Ek
∥∥∥∥∥
p
 Ce−δn‖f ‖p, (4.6)
which, together with (4.5), implies the desired (4.1). 
So, the proof of Theorem 4.1 is completed.
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Let (πt )t0 be a C0-semigroup of bounded and positive operators on Lp(µ) with the
generator L such that
s(L) = sup{Reλ | λ ∈ σ(L)}> −∞, (4.7)
where σ(L) denotes the spectrum of L in Lp(µ). Using Theorem 1.2 and Corollary 1.4 of
Chapter C-III in [3] we have s(L) ∈ σ(L), and
s(L) := inf
{
λ ∈R;
T∫
0
e−λtπt dt converges in the operator norm as T → +∞
}
.
Note however that, without the positivity of (πt )t0, the above equality is false.
Theorem 4.4. Let (πt )t0 be a C0-semigroup of bounded and positive operators on Lp(µ)
with the generator L satisfying (4.7). Assume that it is essentially irreducible, i.e., for some
(or equivalently all) λ > s(L), the resolvent
Gλ :=
∞∫
0
e−λtπt dt
is positive improving. Then the following properties are equivalent:
(a) s(L) is isolated in σ(L) and there is some φ ∈ Lp+(µ) such that Lφ = s(L)φ;
(b) (πt )t0 verifies the two conditions below
(RTNC) for some λ0 > s(L), ‖(λ0 − s(L))Gλ0‖tail < 1;
(RUPI/µ) for some (or equivalently all) λ > s(L), Gλ is UPI/µ.
In that case, Ker(s(L)−L) is spanned by φ > 0 (µ-a.e. on E), Ker(s(L)−L∗) is spanned
by some unique ψ > 0 (µ-a.e. on E) in Lp′(µ) so that 〈ψ,φ〉µ = 1, and
lim
λ→s(L)+
∥∥(λ− s(L))Gλ − 〈ψ, ·〉µφ∥∥p,p = 0. (4.8)
Proof. Considering L − s(L) if necessary, we can assume that s(L) = 0, without loss
of generality. Note that, (a) is equivalent to say that 1 is an isolated eigenvalue of
λGλ = λ(λ−L)−1 with some ground state φ for some or for all λ > 0.
(b) ⇒ (a). By RTNC, there is some λ0 > 0 such that ‖λ0Gλ0‖tail < 1. By RUPI/µ,
λ0Gλ0 is UPI/µ. Thus using Theorem 4.1 (or using Theorem 2.6, and Lemma 3.4 which
is M. Hino’s result) we know that, 1 is an eigenvalue of λ0Gλ0 = λ0(λ0 − L)−1 with
some ground state φ which is strictly positive, µ-a.e. on E. This yields (a) by the spectral
mapping theorem.
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and then UPI/µ by the resolvent equation, i.e., (πt ) satisfies RUPI/µ.
Since the ground state φ given in (a) verifies πtφ = φ for all t  0, then φ > 0, µ-a.e.
on E by the essential irreducibility. Using the same proof of (a) ⇒ (b) in Theorem 4.1
with π1, λ − 1 to replace L, λ we get, 0 is a pole of order 1 of Gλ, i.e., Laurent series of
Gλ near 0 is given by:
Gλ = A−1λ−1 +
∞∑
n=0
Anλ
n
which is convergent in the operator norm for 0 < |λ| < δ with δ > 0 sufficiently small. Note
that, A−1 is the eigenprojection of L associated with the isolated eigenvalue s(L) = 0 and
LA−1 = A−1L= 0. So, G1A−1 = A−1G1 = A−1. By the essential irreducibility, A−1 is
a one-dimensional projection, and its range is spanned by φ. Furthermore, A−1 is positive
since A−1 = limλ→0 λRλ in operator norm. Thus ‖A−1‖tail = 0. Consequently,
lim
λ→0+‖λRλ‖tail  ‖A−1‖tail + limλ→0+‖λRλ −A−1‖p,p = 0,
and RTNC in (b) follows. Note also that, A∗−1 is also one-dimensional positive projection,
and its range is spanned by some unique ψ ∈ Lp′(µ) so that 〈ψ,φ〉µ = 1. Thus
A−1f = 〈ψ,f 〉φ, ∀f ∈ Lp(µ).
By the essential irreducibility, ψ > 0, µ-a.e. on E. So, (4.8) holds. 
4.3. The irreducible case
We get a definite result in the irreducible case in this section, which extends Theo-
rem 3.11 in [32].
Corollary 4.5. Assume that π(x,dy) is an irreducible nonnegative kernel with respect to
µ and bounded in Lp(µ). Then,
(a) rsp(π) > 0 and π is RUPI/µ.
(b) rsp(π) is an isolated eigenvalue of π with some nonnegative ground state φ in Lp(µ),
if and only if π satisfies TNC. In such case, all conclusions in Theorem 4.1 hold.
Remarks 4.6. There exists a whole classical and powerful theory in the case where π
is determined by a irreducible Markov kernel, see D. Revuz [24], E. Nummelin [21],
and S.P. Meyn and R.L. Tweedie [19]. The exponential convergence obtained here (4.1)
in Theorem 4.1(d) is stronger than the so called exponential ergodicity (or equivalently
geometrical recurrence). Up till now, in the full generality, it is unknown whether the geo-
metrical recurrence in [24,21], and [19], for which a large family of criteria are known,
is sufficient to the existence of spectral gap in Lp(µ) when µ is the invariant probability
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a recent work done by M.F. Chen in [6] on this important issue.
In any way this corollary gives a new criterion for the exponential ergodicity in the
theory of irreducible Markov kernels.
Proof. (b) is follows from Theorem 4.1 and (a). We only prove (a).
The irreducible condition (2.1) implies the existence of a small couple of function-
measure (s, ν), where 0  s(x) ∈ bB with 〈s〉µ > 0, and ν(dy) is a probability measure
such that
πm(x,dy) cs(x)ν(dy), ∀x ∈ E, (4.9)
for some n ∈ N and c > 0. So, ν  µ. This highly nontrivial fact is basic in the theory of
irreducible Markov kernels, see p. 16 in [21]. Consequently,
rsp(π)
m = rsp(πm) cν(E) ·
∫
E
s dµ> 0,
which was already noted in Theorem 3.11 [32]. Below we can assume that rsp(π) = 1,
without loss of generality. Fix λ > 1. On the one hand, it follows from the crucial inequality
(4.9) again and the resolvent equation of π ,
G(λ,π) = G(λ+ 1,π)+G(λ,π)G(λ+ 1,π)G(λ,π)G(λ+ 1,π),
which is also considered as a equation for measures with values in [0,+∞], that for all
x ∈ E, A ∈ B,
G(λ,π)(x,A) λ−mG(λ,π)πmG(λ+ 1,π)(x,A)
 cλ−mG(λ,π)(s ⊗ ν)G(λ+ 1,π)(x,A)
 cλ−mG(λ,π)s(x) · (νG(λ+ 1,π))(A).
On the other hand, by (2.1) we know that h(x) := G(λ,π)s(x) > 0 everywhere on E
and β := νG(λ + 1,π) is a positive measure equivalent to µ. So, G(λ,π) is UPI/µ by
Lemma 3.1. In other words π is RUPI/µ. 
5. A probabilistic application of existence of spectral gap
Let (πt (x,dy))t∈T, where T=N or R+, be a semigroup of Markov kernel with invariant
probability measure µ such that, it is essentially irreducible, and strongly continuous on
L2(µ) in the continuous time case. For the probabilistic reader the meaning of∥∥πt −µ(·)∥∥  Ce−δt , ∀t  0,p,p
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now give a probabilistic application of existence of spectral gap in Theorem 4.1 or (4.4)
for illustrating its usefulness. Let (Ω, (Xt )t∈T, (Px)x∈E) be a measurable Markov process
valued in E, with transition semigroup (πt )t∈T. For f ∈ L2(µ) and t > 0, set:
St (f ) :=

∑[t]−1
k=0 f (Xk)+ (t − [t])f (X[t]) if T=N;∫ t
0 f (Xs)ds if T=R+.
Corollary 5.1. In the above context, assume that RUPI/µ and RTNC of (πt ) on L2(µ)
hold, then for each f ∈ L20(µ) := {f ∈ L2(µ); µ(f ) = 0}, as n → +∞,
(a) (Donsker’s invariance principle.) For µ-a.e. x ∈ E, under Px ,(
Ynt :=
(√
n
)−1
Snt
)
t∈[0,1]
converges in law to σ(f )W in the space C0([0,1]) of real continuous function γ on
[0,1] with γ (0) = 0, which is equipped with the sup-norm topology. Where (Wt ) is a
standard Brownian motion:
σ 2(f ) =
{2〈f,Gf 〉µ − 〈f,f 〉µ if T=N,
2〈f,Gf 〉µ if T=R+,
and G :L20(µ) → L20(µ) is the reciprocal mapping of A :L20(µ) → L20(µ) with A =
1 − π1 if T=N and A = −L if T=R+.
(b) (Strassen’s strong invariance principle.) For Pµ-a.e. ω ∈ Ω ,
(
Znt (ω)
)
t∈[0,1] :=
(
1√
2n log logn
St (f )(ω)
)
t∈[0,1]
, n 3,
is relatively compact in C0([0,1]), and the set of its limit points is σ(f )K , where
K :=
{
γ ∈ C0
([0,1]) ∣∣∣ γ is absolutely continuous, ‖γ ‖H 1 = 1∫
0
∣∣∣∣dγ (t)dt
∣∣∣∣2 dt  1
}
.
Proof. We prove it only in the continuous time case. Let A :L20(µ) → L20(µ) with A = −L
if T = R+. By Theorem 4.1 or (4.4), the Poisson operator G = A−1 :L20(µ) → L20(µ) is
bounded.
By Dynkin’s formula,
Mt(f ) := Gf (Xt)−Gf (X0)− St (f )
is a Pµ martingale in L2(Pµ), which may be chosen as càdlàg, and satisfies:
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2 = lim
n→+∞
EPµMn(f )
2
n
= lim
n→+∞
EPµSn(f )
2
n
= lim
n→+∞
2
n
n∫
0
dt
t∫
0
〈f,Psf 〉µ ds
= lim
n→+∞
2
n
n∫
0
(〈f,Gf 〉µ − 〈f,PtGf 〉µ)dt
= 2〈f,Gf 〉µ,
where the fourth equality follows from the fact Gf − PtGf =
∫ t
0 Psf ds and the fifth
follows from ergodic theorem.
Let (Nt ) be the càdlàg version of Gf (Xt). So, using the well known results of mar-
tingales applied to Mt(f ) we get that, Donsker invariance principle and Strassen strong
invariance principle hold with respect to Px for µ-a.s. x ∈ E, once if we can prove
1
n
sup
t∈[0,n]
|Nt |2 → 0, Pµ-a.s.
Let ξk := supt∈[k−1,k] |Nt |2. By the martingale decomposition above, ξk ∈ L1(Pµ) for
k  1. Then by Birkhoff’s ergodic theorem,
1
n
n∑
k=1
ξk converges, Pµ-a.s.
Note that, even though the above a.s. limit is not necessary a constant, it also implies that
max1kn ξk/n → 0, Pµ-a.s. We prove the desired claim. 
6. Spectral gap of Schrödinger operators
Let (Ω, (Xt )t∈R+ , (Ft )t∈R+ , (Px)x∈E) be a càdlàg Markov process, which will be re-
garded as the underlying free process. Assume that its transition Markov semigroup
(Pt )t0 is symmetric on L2(µ) and essentially irreducible. Let E be the corresponding
Dirichlet form with domain D(E).
Given a measurable potential V :E →R, consider the Feynman–Kac semigroup:
PVt f := Exf (Xt ) exp
( t∫
0
V (Xs)ds
)
, ∀f  0. (6.1)
Proposition 6.1. In the above context, assume that
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(ii) (Pt ) is RUPI/µ;
(iii) D(E)∩L2(V +dµ) is dense in L2(µ) (in particular if V + ∈ L1(µ));
(iv) there are 0 < a < 1 and b < +∞ such that
∫
V −f 2 dµ a
(
E(f,f )+
∫
V +f 2 dµ
)
+ b
∫
f 2 dµ, ∀f ∈D(E). (6.2)
Then:
(a) Feynman–Kac semigroup (P Vt ) defined by (6.1) is a symmetric C0-semigroup on
L2(µ) corresponding to the closed symmetric form
EV (f,f ) = E(f,f )+
∫
E
Vf 2 dµ, ∀f ∈D(EV ) :=D(E)∩L2(V +µ),
and ‖PVt ‖tail = 0 for all t > 0.
(b) Let −LV be the lower-bounded self-adjoint Schrödinger operator associated with EV .
Then its lowest spectral point
λ0(V ) = inf
{∫
Vf 2 dµ+ E(f,f ); f ∈D(E)∩L2(V +µ),
∫
f 2 dµ = 1
}
is isolated in the spectrum σ(LV ) and Ker(λ0(V ) + LV ) is spanned by some unique
φ ∈ L2(µ) which is strictly positive µ-a.e. on E.
Proof. By Lemma 4.1 and Proposition 4.2 in [32] or see Theorem 1.2 in [9], condition (i)
is equivalent to the uniform integrability of Pt , t > 0, in L2(µ) (i.e., ‖Pt‖tail = 0 for all
t > 0).
Under conditions (iii) and (iv), part (a) is established in the proof of Proposition 6.1
in [32]. In particular, ‖(λ−LV )−1‖tail = 0 for all λ > −λ0(V ) = s(LV ).
By Lemma 3.1, (P Vt ) is RUPI/µ by condition (ii). Thus by Theorem 4.4, we get
part (b). 
Remarks 6.2. In an abstract framework, there Dirichlet form (E,D(E)) is not necessary
associated with a good Markov process, M. Röckner and ourself in Theorem 2.5 [8] proved
a more general result. In particular, the above result is a special case of Theorem 2.5 in [8].
Here, we only want to give a base for the other results in this section.
Corollary 6.3. In the context of this section, assume that V + satisfies the condition (iii) in
Proposition 6.1. Furthermore,
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|f |2p dµ
)1/p
 C1EV+(f,f )+C2
∫
f 2 dµ, (6.3)
∀f ∈ D(EV+) = D(E) ∩ L2(V +µ) holds for some p > 1, C1,C2  0, and V − ∈
Lp
′
(µ), then all conclusions in Proposition 6.1 hold. In particular, PVt is compact
in Lr(µ) for all t > 0 and 1 r +∞.
(b) if (Pt ) is RUPI/µ, and the following defected log-Sobolev inequality∫
f 2 logf 2 dµ c0E(f,f )+K
∫
f 2 dµ, ∀f ∈D(E) (6.4)
holds for some c0 > 0, K  0, and
∃δ > 0,
∫
exp
(
(1 + δ)c0V −
)
dµ< +∞, (6.5)
then all conclusions in Proposition 6.1 hold. In particular, PVt , t > 0, are hyper-
bounded in L2(µ).
Proof. (a) Indeed, (6.3) implies ‖Pt‖1,∞ < +∞ for all t > 0 (cf. D. Bakry [4]), then Pt
is uniformly integrable in L∞(µ) by Proposition 1.4(c) in [32]. Thus Pt = Pt/2Pt/2 is
compact in L∞(µ), so in L2(µ) by interpolation. Consequently, conditions (i) and (ii) in
Proposition 6.1 are satisfied.
Writing V − = V −1[V−L] +V −1[V−>L] and applying Hölder’s inequality, we get that
for any a ∈ (0,1), there is some b > 0 such that (6.2) holds. By Proposition 6.1 the part (a)
is proved.
(b) Since (6.4) implies condition (i) in Proposition 6.1, we get the uniform integrability
of Pt , t > 0 in L2(µ). Under the exponential integrability condition above, it is easy to
prove that (6.2) is satisfied for a = 1/(1+ δ). By Proposition 6.1 the part (b) is proved. 
7. Spectral gap of Girsanov semigroups
Let (Ω, (Xt ), (Ft ), (Px)x∈E) be a conservative Markov–Hunt process whose Markov
semigroup (Pt )t0 is symmetric and ergodic with respect to µ. We assume that its trajec-
tories are continuous or equivalently Ω = C(R+,E).
Let ν  µ, and (Lt )t0 is an additive Pµ-local martingale. Consider a perturbation of
Pν by means of Girsanov’s formula:
Qν |Ft := exp
(
Lt − 12 〈L〉t
)
· Pν |Ft , (7.1)
Qtf (x) := EPν
[
f (Xt ) exp
(
Lt − 1 〈L〉t
) ∣∣∣X0 = x], (7.2)2
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EPµ exp
(
1
2
〈L〉t
)
< +∞, ∀t  0, (7.3)
then Doléans-Dade exponential local martingale (e(L)t := exp(Lt − 12 〈L〉t ), ∀t  0)
is a true Pµ-martingale by Novikov’s criterion, and Qν given in (7.1) defines a new
Markov process with transition semigroup (Qt ). This is a very important approach to solve
stochastic differential equations or to construct new Markov processes.
By the characterization of symmetric Hunt processes and their regular representation
given by Z.M. Ma and M. Röckner in [16], we can apply the theory of Dirichlet forms
in [16], there the reader are referred for the terminologies below. Let ν〈L〉 be Revuz measure
associated with the additive continuous increasing functional 〈L〉. We have the following
result:
Theorem 7.1. Assume that (Pt )t>0 are uniformly integrable in L2(µ). Assume, moreover,
that there exists δ > 0 such that
Λ
(
(1 + δ)
2
ν〈L〉
)
:= sup
{
1 + δ
2
∫
f˜ 2 dν〈L〉 − E(f,f );
∫
f 2 dµ = 1, f ∈D(E)
}
< +∞,
(7.4)
where f˜ is the quasi-continuous version of f ∈D(E). Then,
(a) (7.3) holds, and (Qt ) are uniformly integrable on Lp(µ) for sufficiently large p.
Furthermore, (Qt ) has a unique invariant measure α  µ, ψ := dαdµ ∈ Lp
′
(µ), and√
ψ ∈D(E).
(b) if (Pt ) satisfies RUPI/µ, then 1 is an isolated eigenvalue with the algebraic multi-
plicity one for Qt in Lp(µ) for every t > 0 and 1 < p < +∞. Furthermore, if Qt is
symmetric with respect to its invariant measure α specified in part (a), then 1 is an
isolated eigenvalue with the algebraic multiplicity one for Qt in Lp(α) for every t > 0
and 1 < p < +∞.
Proof. Part (a) are established in Proposition 6.5 [32]. Now, we prove part (b). Note that,
for each fixed t > 0, Pt is UPI/µ. By Lemma 3.1 Qt is also UPI/µ, and by part (a) it
is uniformly integrable in Lp(µ) for p > 2 large enough. Let us fix such p > 2. Using
Theorem 4.1 we get that, there are constants C,δ > 0, which depend on p, such that∥∥Qntf − α(f )∥∥Lp(µ)  Ce−δn‖f ‖Lp(µ), ∀n 1, f ∈ Lp(µ).
So, 1 is an isolated eigenvalue of Qt in Lp(µ) with d = 1 in Theorem 4.1, and then with
algebraic multiplicity one by (4.1).
When Qt is symmetric with respect to its invariant measure α, by the previous expo-
nential convergence, there are some δ > 0 and C > 0 such that, for all f ∈ L∞(α),
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 ‖ψ‖p′Ce−δn‖f ‖2L2p(µ), ∀n 1.
It follows from the above inequalities and the spectral decomposition in [31] that∥∥Qsf − α(f )∥∥2L2(α)  e−δs · ‖f ‖2L2(α), ∀s  0, f ∈ L2(α).
We prove the desired result. 
Corollary 7.2. In the context of this section, assume moreover that (Pt ) satisfies the fol-
lowing defected logarithmic Sobolev inequality:∫
f 2 log
f 2
〈f 2〉µ dµ λ0E(f,f )+ c
∫
f 2 µ, ∀f ∈ L2(µ),
which is denoted by LSI(λ0, c). If 〈L〉t :=
∫ t
0 B(Xs)ds, where B :E →R+ is a measurablefunction satisfying: there is some δ > 0 such that∫
E
exp
(
(1 + δ)λ0
2
B
)
dµ< +∞, (7.5)
then (7.4) holds. In particular, all conclusions in Theorem 7.1 hold.
Proof. By L. Gross’ theorem in [11] LSI(λ0, c) implies the hyperboundedness of (Pt ). So,
(Pt ) is uniformly integrable in L2(µ).
For any measurable V  0, using LSI(λ0, c) we get:
Λ(V ) := sup
{∫
Vf 2 dµ− E(f,f ); f ∈D(E),
∫
E
f 2 dµ = 1
}
 sup
{∫
Vf 2 dµ− 1
λ0
∫
f 2 logf 2 dµ
∣∣∣ 〈f 2〉µ = 1}+ c
λ0
= 1
λ0
(
log
∫
eλ0V dµ+ c
)
,
where the second equality is Donsker–Varadhan’s variational formula for entropy.
In the context of this corollary, since ν〈L〉 = B ·µ we have:
Λ
(
1 + δ
2
ν〈L〉
)
= Λ
(
1 + δ
2
B
)
 1
λ0
(
log
∫
E
exp
(
(1 + δ)λ0
2
B
)
dµ+ c
)
which is finite by our condition on B . 
F. Gong, L. Wu / J. Math. Pures Appl. 85 (2006) 151–191 189Example 7.3. Let (E,H,µ) be an abstract Wiener space, and (Pt )t0 be the standard
Ornstein–Uhlenbeck semigroup on E. It is well known that, the generator L of (Pt )t0
is given by L= −∇∗∇ , where ∇ is Malliavin gradient, and by L. Gross’ theorem in [11]
(Pt )t0 satisfies LSI(2,0). So, Pt has a spectral gap, and is UPI/µ.
Now given some measurable function b :E → H , and consider the semigroup (Qt )
determined by Girsanov formula with the generator Lb := L+ b · ∇ . Then B = |b|2H . If∫
exp
(
λ|b|2H
)
dµ< +∞ for some λ > 1, (7.6)
then by Corollary 7.2, Girsanov semigroup (Qt ) has an ergodic invariant measure α = ψµ
with 0 <
√
ψ ∈D(E), and has spectral gap in Lp(µ) for p  1.
If b = −∇F , then α is explicitly known as e−2Fµ, and (Qt ) is symmetric with respect
to α. In that case, condition (7.6) implies the spectral gap of (Qt ) in L2(α). In such case,
M. Hino in [12] proved the existence of spectral gap if (7.6) holds for some λ > 2 for other
results see Theorem 4.4 in [1].
Furthermore, the condition (7.6) is sharp for the existence of spectral gap. Indeed:
Example 7.4 (cf. [34]). In Example 7.3, let
E =R, µ =N (0,1), F (x) = −1
2
(
x2/2 − (1 + x2)ε),
L= d
2
dx2
− x d
dx
and b(x) = −F ′ = 1
2
(
x2/2 − (1 + x2)ε)′,
where ε ∈ (0,1/2). Then
Lb = d
2
dx2
−
(
x2
4
− (1 + x2)ε)′ d
dx
generates a symmetric Markov semigroup (Qt ) with respect to α = exp(−(1+x2)ε)dx/C,
here C is the normalized constant.
Note that, such b satisfies (7.6) for λ = 1 but not for λ > 1. However, (Qt ) has no
spectral gap in L2(α). Otherwise, by M. Ledoux [15], there are constants C,δ > 0 such that
α({x; |x| > r}) Ce−δr for all r > 0, which is obviously false by the explicit expression
of α.
Remarks 7.5. Note that, in the context of Example 7.3, the following result has been
claimed in [2]: there is a C+ > 0 such that LSI(C+,0) holds for (Qt ) with B = ‖∇F‖2H
under the condition ∫
E
eεB dµ< ∞, for some ε > 0.
By Example 7.4 this result is not true.
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