The problem of sensorimotor control is underdetermined due to excess (or \redundant") degrees of freedom when there are more joint variables than the minimum needed for positioning an end{e ector. A method is presented for solving the nonlinear inverse kinematics problem for a redundant manipulator by learning a natural parameterization of the inverse solution manifolds with self{organizing maps. The parameterization approximates the topological structure of the joint space, which is that of a ber bundle. The bers represent the \self{motion manifolds" along which the manipulator can change con guration while keeping the end{e ector at a xed location.
Introduction
The forward kinematics function of a manipulator, x = f( ) (1) maps a set of joint values 2 , a con guration, to an end{e ector location in the reachable workspace, x 2 W = f( ). It is assumed that the dimensionality of the con guration space (also called the joint space) exceeds that of W, in which case the manipulator is said to be redundant.
Tasks are speci ed in the workspace, necessitating the solution of the inverse problem, Given target x d 2 W, nd 2 such that f( ) = x d : (2) This inverse problem is ill{posed; the inverse or preimage, f ?1 (x d ), of a given point x d in the workspace of a redundant manipulator is generically a set of points in the con guration space of dimensionality equal to the number of redundant degrees{of{freedom (dof). As discussed in the next section, this set consists of a nite number of disjoint manifolds 1 , for any f( ) which is a smooth map between compact manifolds 1].
Finding a speci c con guration which positions the end{e ector at a given target location requires a selection of one of these disjoint manifolds, and a resolution of the redundant dof by locating a speci c point along the manifold. Which point should be chosen out of the in nite set of solution points will likely depend on additional criteria, such as optimizing for various side functionals.
Neural network based motor control of limbs or manipulators with redundant dof is an important problem of topical interest, relevant to researchers in learning theory, robotics and neurophysiology, Finding f ?1 directly is problematic because the set of points which solve f( ) = x d is not unique. The inverse is a one{to{many mapping and thus not a function. However, we can speak in a restricted sense of inverse functions over a subset of the workspace W 12] . A continuous function g( ) is an inverse function of f( ) over U W if f(g(x)) = x; 8x 2 U. The direct approach to inverse kinematics seeks to approximate an inverse function g( ). However, as implemented in the past, these approaches generally either assume that the kinematics relationship between joint variables and end{e ector positioning is one{to{one and onto (i.e. is non-redundant), or else regularize the problem by adding additional constraints at training time (generally with methods which nd a locally optimal solution), thereby forcing one{to{one behavior 2], 5]. In the latter case, an inverse function is constructed which makes the extra degrees of freedom unavailable for satisfying new constraints arising at run-time.
This paper demonstrates that one can learn and parameterize the global topological structure of many{to{one maps and apply direct neural network methods to the inverse kinematics problem of redundant manipulators without having to enforce a task{speci c regularization at training time.
E ectively, a natural representation of the redundant degrees of freedom can be learned which parameterizes a family of direct inverse functions. The resulting solution can be exibly chosen at run-time to meet any redundancy{resolving side task or criterion. The approach is demonstrated on the 3{link all rotational joint (3R) planar manipulator.
The remainder of the paper is organized as follows. In x2, the topology of 3R robot kinematics is reviewed and the trivial ber bundle structure of the solution branches is explained. In x3 a brief survey of algorithmic and neural network approaches to the inverse kinematics problem for redundant manipulators is given, and the self{organizing map approach of this paper is rst introduced. In x4, the method of this paper is further described and a learning algorithm is presented which results in approximating a canonical representation of each solution branch, exploiting its ber bundle structure. We also discuss the details of an application of our method to the 3R planar manipulator. In x5 the parameterizations constructed are used to develop regularized direct inverse kinematics functions for the 3R planar manipulator. Finally, x6 concludes with a summary of the results, a discussion of generalizations to other problems, and a discussion of future research directions.
Topological Structure of 3R Kinematics
In this section, we describe the topology of the abstract joint angle space and workspace of a 3R planar manipulator. We refer the reader to 17] and 15] for more detail and speci c theoretical results. Our topological analysis applies to smooth functions over compact domains, thus the techniques developed in this paper can be used in a wide variety of inverse problems, not simply for inverse kinematics.
The forward kinematics function of the 3R manipulator considered in this paper f is a mapping from a three{dimensional compact set, the 3{torus T 3 = S 1 S 1 S 1 , (S 1 denoting the circle) to a two{dimensional compact set, W = f(T 3 ) R 2 ,
The preimage of each end{e ector location, f ?1 (x), is called the ber over x; it is generically a one{dimensional manifold in the joint angle space 1]. The physical signi cance of these manifolds is that all points on any one preimage manifold result in the same end{e ector position. These are the so{called \self{motion" manifolds 14] . If the con guration of the manipulator follows one of these manifolds, the end{e ector location does not move, although the individual links of the manipulator can move.
It is known that, in general, no single continuous inverse function exists for the 3R manipulator which is valid globally over the entire workspace 13]. However, continuous inverse functions do exist over certain disjoint singularity{free regions, W i , of the workspace, namely the so{called w{ sheets of 14] . The regions in the joint angle space which are the inverse{images of the w{sheets W i W have a speci c topological structure which can be exploited to construct direct inverse functions, as will be shown below.
The workspace of the 3R planar manipulator, W, can be partitioned into either 3 or 4 w{sheet regions 15] . The boundaries of the w{sheets are the image in W of the singularities of f( ). These boundaries are called \critical value surfaces" 14], or \Jacobian Surfaces " 16] . Figure 1 illustrates the w{sheet partition of the workspace and the corresponding inverse regions in the con guration space for the 3R planar manipulator. The concentric circles shown in the workspace are locations which can be reached in a singular con guration, the Jacobian Surfaces. The annular regions bounded by the Jacobian Surfaces are the w{sheets, W i , i = 1; : : :; 4 An important point to note is that, for a planar manipulator, the disjoint solution branches B j i have trivial ber bundle topology 14]. A trivial ber bundle is essentially a product space where one part of the product maps one{to{one onto the workspace, and the other part, the \ ber", is the self{motion manifold. In this case, a canonical parameterization of bers exists, such that xing the value of the parameter at any point in its range results in an inverse function g( ) over the workspace 21] . An inverse function is equivalent to a cross section of the bers. Figure 2 illustrates the ber bundle notion for a single solution branch B j i . The entire branch is called the total space, and is topologically equivalent to a product of a base space with the ber F. The function ij separates the manifolds into the product of the canonical ber, S 1 , and a space isomorphic to the workspace.
Its inverse ?1 ij serves as a parameterized inverse function; specifying a value for s 2 F = S 1 results in a unique con guration in . Below we show the use of learning methods to approximate ij over the invertible w-sheets. Figure 3 details the ber bundle structure of one of the w-sheets; the inverse image of any workspace location x is f ?1 (x), which is topologically equivalent to the circle S 1 for all x in the w-sheet.
The standard example of a ber bundle which is not trivial is the M obius band; this is an object which is locally the product of a circle and a line segment. The ber is the unit interval I. The ber bundle is locally I S 1 but with a half{twist in I going once around the circle. Any assignment of values in 0,1] to each ber with 0 at one end of the interval and 1 at the other is locally continuous, but not globally. Inverse functions can be constructed for nontrivial ber bundles, but there must be a parameter value for which any given inverse function will be unde ned. For a trivial ber bundle, all parameter values result in a well{de ned inverse function.
In the case of the 3R planar manipulator, the particular ber is always di eomorphic to the circle, S 1 . However, S 1 can be embedded in the con guration space, T 3 , in a number of ways.
Two manifolds which cannot be smoothly transformed into one another 3 are said to be of di erent homotopy classes. The inverse image of a point in one w-sheet may be of a di erent homotopy class than that of a point in a di erent w-sheet. In general, the transition between w-sheets e ects a bifurcation where either the number or homotopy class (or both) of the inverse solution changes. Step 1 is brie y described below in x4.
Step 2 is brie y discussed in x4 and more fully in 17]
and 18]. A signi cant contribution of this paper is the development of methods for achieving Step 3 by the use of a set of self{organizing maps (SOM) to approximate the self{motions. The SOMs 3 In a sense discussed more rigorously in 17].
are constructed so that the induced parameterization is smooth throughout a solution branch.
Step 4 follows from step 3 and is discussed in x5.
Inverse Kinematics of Redundant Manipulators
In this section we discuss the inverse kinematics problem for redundant manipulators in general, and brie y review methods of resolving the redundancy.
It is desirable for a solution to the inverse kinematics problem to be both local and cyclic 24] . A local algorithm is one for which the solution can be determined from local path information; that is, knowing the current end{e ector location and the target location su ce to nd a set of joint angles which solve the inverse problem for the target. A cyclic algorithm is one which tracks a closed path in the workspace with a closed path in the con guration space. Cyclicity is important in industrial robotic applications because it is crucial in many applications that manipulator motions repeat in a regular and predictable manner. We show that constructing direct inverse functions achieves these goals.
Algorithmic Methods
Pseudoinverse Methods. Di erentiating the kinematics function Eq. 1 above, results in
The pseudoinverse techniques specify a joint velocity _ for a desired end{e ector velocity _ This method is locally cyclic ( 13] ) and thus has advantages over the other methods listed above.
Its main disadvantage is that algorithmic singularities can be introduced; the extended Jacobian may be singular at con gurations where the end{e ector Jacobian is still full{rank. There are any number of ways to build inverse functions. For example, recall that f( ) = x, where is a vector of n joint angles, ( 1 ; : : :; n ). Choosing xed, arbitrary values for n ? m of these, say m+1 to n , results in a forward kinematic function of the remaining joint angles with no extra degrees of freedom, which may be invertible in closed form. Inverse functions can also be developed by adding n?m constraint equations to Eq. (1), as in the augmentation methods above.
Wampler de nes an invertible workspace to be any subset of W on which there exists an inverse kinematic function 24]. For many workspaces, including the workspace of the 3R manipulator, it is known that no inverse function can exist globally over the entire workspace 12], 13]. There appears to be no general method for determining if a workspace is globally invertible, although it is often easy to determine when it isn't.
As discussed in x2, a cross section of a ber bundle is de ned by a continuous inverse g : x 2 X ! 2 B such that f(g( Inverse functions are local and cyclic. Because function evaluation is typically fast, inverse functions will in general have the additional property that they may be fast enough to be suitable for real{time control if an e cient computation of the approximate inverse is obtainable.
Because the w{sheets form the most parsimonious partition of the workspace into invertible regions, the set of inverse functions consisting of one parameterized family of inverse functions per solution branch per w{sheet will contain the minimum number of inverse functions necessary to cover the workspace such that all possible con gurations are allowed for solutions. The families of inverse functions are parameterized by a natural, learned representation of the redundant degree of freedom.
Neural Network Approaches
Several researchers have applied learning methods to the regularization of the underdetermined inverse kinematics problem. In general, a network is trained to produce as output the joint angle values corresponding to end{e ector location input data generated from a redundant manipulator. The Lyapunov method has three potential drawbacks. First, as discussed in x3.1, above, can be 0 even whenx is large, if J( ) has less than full rank. An heuristic solution to this problem is given by 36], where ifx is large when the update rule prescribes near{zero parameter changes, a \jumping" mechanism is invoked which moves the manipulator to another region in the con guration space. Second, the Lyapunov method does not result in cyclicity, even locally. Third, there may be multiple solution branches, in which case the method of 6] results in an inverse kinematics solution on the same branch as the initial con guration, while that of 36] results in a solution on a branch dependent on the jumping mechanism, and which is essentially random if jumping is invoked. Thus if the globally optimal solution is on another branch, it may not be found. The adaptation of a map to data consists of an iterative procedure for modifying the weight vectors, and node coe cients (if any). The data points are repeatedly \presented" to the network.
For each data point, the processing element which has the largest output value is the \winner", and its weight vector is adjusted in the direction of that data point. The weight vectors of its neighbors, according to the topology of the net, are also adjusted, though typically by a lesser amount than the adjustment made to the winner.
Applications of SOMs to the robot inverse kinematics problem are given in 41], 2] and 4]. In the research reported in these papers, either the robot has no redundant dof, or the redundancy is resolved at training time, with only a single solution along a single branch available at run-time.
Our results extend these prior approaches by providing a topology preserving mapping such that all solutions along all branches are accessible at run-time.
In x4 we present a learning approach to constructing inverse kinematic functions by parameterizing the redundancy in a natural way by the use of self{organizing maps. Using ( , x) data generated from the forward kinematics function f( ), a parameterization of the redundancy is learned which corresponds to the bers, f ?1 (x), being homeomorphic to the canonical ber S 1 . This parameterization can then be used to construct direct inverse kinematic functions over invertible subsets of W, which are locally cyclic and have no algorithmic singularities.
The topological results given in x2 underlie the approach taken to learning direct inverse kinematic functions developed in this paper. The underconstrained inverse problem is regularizable over the w{sheets W i (the open regions of the workspace bounded by the Jacobian Surfaces) into a map to a ber bundle consisting of the solution branches B j i . Generating a canonical representation of the bers then allows the construction of direct inverse functions parameterized by the redundant degrees of freedom. To generate a canonical representation, the bers over each w{sheet, W i , are parameterized with self{organizing maps of the same topology.
The self organizing map, t to the data, then yields a canonical parameterization. Values are assigned to the nodes (along each dimension if multidimensional) and locations between nodes are given an interpolated value. Networks of any topology can be t to data from a distribution of any topology, however the most useful parameterizations will come from using networks of the same topology as the data. In the robotics case examined in this paper, the topology of the preimage manifolds is known (i.e., S 1 with one of three possible homotopy classes). Thus the network can be constructed to conform to the a priori known topology of the data and a local parameterization of the data can be generated which follows the manifold. The data are generated by sampling on a regular grid in the con guration space (every 6 o along each of the three joint angle dimensions) and computing the end{e ector location x = f( ) from the forward kinematics function. Note that actual measured data generated from a physical manipulator could also be used, in which case an explicit functional form of f( ) is not needed.
The precise topological structure of the con guration space depends on the speci c link lengths.
If the link lengths are such that the sum of any two are longer than the third, then the manipulator can reach its base, and the workspace is a disk of radius l 1 + l 2 + l 3 centered at the base. This is the case we are considering; the other cases have comparable topological structures 17].
Partitioning the workspace and con guration space
The goal of this section is to demonstrate that the w{sheets can be identi ed by learning methods, making use of the topological knowledge of the nature of the w{sheets in order to identify their boundaries. We know that the w{sheets are invertible, thus once we can identify the individual w{sheets, we can then construct explicit inverse functions.
Because the singularity surfaces of an all-revolute manipulator are constant with respect to changes in the rst joint angle, the disjoint w{sheets W i form annuli, as seen in Figure 1 . Thus the approximate location of the Jacobian Surfaces (the separating surfaces in the workspace, W) can be identi ed by a one{dimensional search along a radius from the center of W out to the workspace exterior boundary. The size of the steps are taken to be about one{third the distance of the shortest link of the manipulator (8cm). Laying the rst point 4cm from the center, 12 equally spaced query points are generated along the radius. The data samples which have their x component lying within 4cm of the each query point are retrieved.
The preimage data are then processed by a clustering algorithm which determines the number of preimage manifolds. As discussed in x2, for the 3R manipulator, the number of self{motion manifolds changes between neighboring w{sheets, W i , the bifurcation occurring on the separating singularity surface 14]. If two neighboring query points di er in the number of identi ed self{motion manifolds, the location of the singularity surface must be between them, and here is assumed to be at their midpoint 5 . If a more accurate determination of the singularity surfaces is desired, ner grained sampling between the identi ed bounding query points can be made.
This process identi es four workspace regions, which approximate the w{sheets shown in Figure 1. The outermost identi ed region is labeled W 1 , extending from the workspace boundary inward to a radius of 0.48m (the actual singularity is at 0.45m). W 2 is identi ed as extending from 0.48m to 0.32m (the actual location of the boundary of this region is at 0.35m). W 3 is determined to extend from 0.32m to 0.16m (the actual innermost separating singularity is at 0.15m). The innermost disk with radius less than 0.16m is identi ed as W 4 
Parameterization with Self{organizing Maps
We have now identi ed input{output data samples from each isolated branch B j i of a 3R planar manipulator (B j i forming a trivial ber bundle of known topological structure, as discussed in x2). The next step is to learn a canonical parameterization which is consistent throughout an entire ber bundle B j i region. We do so by tting SOMs to several reference bers in the region and interpolating. Data along the reference bers are selected from the database, as joint angle vectors which map to a workspace location near one of a set of query points.
Let the SOM for a particular query point x q be denoted by SOM q , and each of its nodes be denoted by w q;k ; k = 1; : : :; n i (here, n i , the number of nodes in SOM i, is 20) . If the context is clear, the query point subscript \q" for a single node may be omitted. The SOMs are explicitly constructed for bers representing the inverse data from a set of query points in each W i region.
Canonical \zero" reference points of neighboring bers are kept close to each other.
As described in x2, each solution branch B j i of the 3R planar positioner is known to be a ber bundle with ber di eomorphic to the typical ber S 1 , and belonging to one of the three possible homotopy classes shown in Figure 4 . Thus, the topology of the bers for the case being A set of query points in the w{sheet W i are selected and the corresponding joint space data for a single solution branch B j i is retrieved from the database of joint angle and position data. This joint space data approximates the bers in B j i . To initialize the process, an elastic network is t to the data from the ber over query point x 1 . This trained SOM is next used as the initial SOM for tting to the data for same solution branch of the ber over the neighboring query point x 2 , and similarly the SOM trained to the data for query point x q?1 is used as the initial SOM for tting the data for the ber over query point x q .
For the ber over x q , the node w q;0 is designated the canonical zero reference point of SOM q .
In order to coerce w q;0 to be near w q?1;0 , we add a term to the learning algorithm for w q;0 , such (4) where w q?1;0 is the zero position of the initial network and is an adaptation rate parameter, and u is the index of the last node in the SOM. The adaptation rate parameters, ; and are typically initialized to the same value (here, 0.4) and annealed in proportion to the number of epochs of data presentation 6 The parameter is initialized to a slightly higher value and annealed exponentially, such that it is the dominant term for the rst 100 or so epochs, and afterwards is dominated by the other terms. This forces w q;0 to be near w q?1;0 initially, and later adjusting towards nearby data when the rest of the nodes in the network have converged. As a result of the training, we have, for each solution branch region B j i , a set of nodes w q;k ; q = 1; : : :; n i ; k = 0; : : :; u lying on the ber f ?1 (x q ). Let q;k denote the joint angles in B j i at which node w q;k is located with corresponding query point, x q = f( q;k ) after training.
For each ring SOM q the distances between nodes w k ; k = 0; : : :; u, are computed (using the \ at" metric on the torus 7 ) and the total distance around the ring found. Each node is given a parameter value equal to its normalized distance around the ring (from the canonical zero point). 6 One \epoch" is the presentation of the entire set of data, in this case, the for the query point. The ; and are reduced in proportion to the number of epochs n, while is set equal to 0:95 n . 7 Let two points on the n torus be x = (x1; : : : ; xn) and y = (y1; : : : ; yn). We use the metric D(x,y) = P n i=1 kxi?yik 2 where kxi ? yik = min(j xi ? yi j, 2 ? (j xi ? yi j)).
Points lying directly between nodes are given an interpolated parameter value. As a consequence of this procedure, parameter values are e ectively given by a learned coordinate function T ij : 2 B j i 7 ! s 2 S 1 , de ned by the nodes w q;n , which explicitly encodes a consistent value s for the redundant degree of freedom within a solution branch B j i . For each branch, a set of SOMS are trained to parameterize the preimage self{motion manifolds corresponding to the query points such that the parameterization is smooth between manifolds and matched to the appropriate homotopy class. The query points in the identi ed w{sheets W i are ordered such that the distance from one to the next is small (essentially, a continuous path through W i is constructed passing through the query points). The query points are identi ed as x q ; q = 1; : : :n i , where n 1 is 170, n 2 is 22, n 3 is 16 and n 4 is 5, as above.
The procedure for parameterizing the solution branch region B 1 1 = f ?1 (W 1 ) is now described fully as an example. The components of the data samples lying in the neighborhood of query point x 1 2 W 1 are retrieved. A SOM consisting of u = 20 nodes arranged in a topology of the appropriate homotopy class in (namely that of Figure 4(a) ) is then t to the points by the Durbin{Willshaw algorithm, annealing the parameters ; ; inversely with the number of adaptation epochs 8 . Call this network SOM 1 . Figure 5 shows this network after 1, 5, 10 and 500 training epochs.
The points in the preimage of the neighborhood of x 2 are next retrieved, and SOM 1 is used as the initial value for SOM 2 . One of the nodes of SOM 1 is arbitrarily chosen to be the zero point (labeled w 1;0 ), and the corresponding node in SOM 2 , w 2;0 , is updated during the adaptation to this set of data as given in Eq. (4), above, forcing it to be close to w 1;0 as well as adjusting towards the data in its region of in uence 9 .
SOMs are t to the inverse data for all of the query points in each W i , for each B j i . This results in a collection of SOMs for each region. Each SOM approximates the ber for its query point.
In Figure 6 , the reference bers approximating the bration in the con guration space over the 8 Where one epoch consists of an adaptation step for each of the data points. Let 0; 0; 0 be the initial values, and let n; n; n be the values at the nth training epoch. n = 0= p n; n = 0= p n; and n = 0= p n.
annulus W 3 in Figure 1 is shown. Twenty locations in W 3 are selected and networks t to the inverse data corresponding to a set of points (approximating a ber) which map to one of these query points.
The parameterization is roughly equivalent to an angle, since the ber is di eomorphic to the circle S 1 , thus they can be assigned a value s in 0; 2 ). If a smooth representation is desired, these values can be converted to (cos s, sin s) pairs, eliminating the discontinuity at 0 (at the cost of a two parameter representation of S 1 ). These values have been mapped to grayscale intensity in Figure 6 . It can be seen that the parameterization is qualitatively consistent over the set of bers.
For any point in the branch B j i , the nodes in all of the elastic nets can be used to approximate ij and ?1 ij . We approximate ij with a feedforward network using all of the nodes on all of the SOMs and their parameter values as training examples. In this paper, the joint angles are represented as 
Regularized Inverse Kinematic Functions
The trained set of SOMs can now be used to compute a parameterized direct inverse kinematics function. The learned self-motion coordinate function T ij is used to augment the sampled data with a value on S 1 . The augmented mapping ij = (f( )j B j i ; T ij ( )) : 2 B j i 7 ! (x; s) (where x 2 W i and s 2 S 1 ) is one{to{one and onto, and thus invertible. The SOMs can be used to compute joint angles from a given target end{e ector and solution branch location (x d ; s d ), e ectively inverting ij as we will now show. The positioning error of our example manipulator, when using Eq. (5) to locate the end-e ector based on the SOMs determined in x4, averages 3.6cm, which is about 2% of the diameter of the workspace, with a maximum error of 16.7cm. The performance in W 1 is the best, which is to be expected, given that it contains 170 20 = 3400 SOM nodes, but there is only small variation in positioning error across the regions. Table 1 shows the average positioning error in centimeters for targets in each region. The averages were computed from a random (uniform) sample of 10 As an alternative to Eq. (5), other nonlinear function approximators can be used; for example, augmented data pairs ( ; (x; s)) 2 B j i (W i S 1 ) can be found for each ( ; x) pair in B j i W i , and can then be used to train a feedforward neural network to approximate ?1 ij : (x; s) 7 ! . Note also that the Lyapunov method discussed in x3, and speci cally the neural network implementation of 6], can be enhanced by means of the augmented data, ( ; (x; s)), generated by T ij . A forward model can be trained to approximate the augmented mapping 7 ! (x; s) =x.
After instantiating the model with the current con guration, an error can be computed between the targetx and the actualx, and backpropagated to the inputs as per x3.2 above.
Discussion and Conclusion
This paper has developed a means of parameterizing the trivial ber bundles induced by the operation of the forward kinematics map on the con guration space of the three{link planar manipulator.
We showed that topological knowledge can be used to regularize the ill{posed inverse kinematics problem for the redundant manipulator by partitioning into a nite set of well{posed inverse problems over the solution branches B j i . The redundancy is resolved by introduction of learned free parameters in a canonical way, exploiting the trivial ber bundle structure of each solution branch.
Regularized direct inverse functions are constructed which cover all of the reachable workspace for the 3{link redundant planar arm using self{organizing maps. In this manner we have extended the direct methods previously used only for nonredundant manipulators to the redundant manipulator case.
In the course of the work reported in this paper, a number of research questions have arisen for further investigation. These include:
1. Automatic determination of the homotopy class of the bers for various workspace regions.
2. Appropriate means of computing inverse kinematics smoothly for trajectories which span multiple w{sheets. 3 . Use of the redundancy parameter s for exible optimization of side criteria at run-time. 4 . Cyclicity of trajectories which cross w{sheet boundaries.
5. Extension to the 4R manipulator for positioning in R 3 .
6. Extension to systems with more than one redundant dof.
Accuracy of positioning/tracking.
Expanding on these points individually:
(1) The structure of the canonical ber F is known from the geometry of the manipulator, namely F = S 1 . However, because the con guration space itself is not Cartesian, there are a variety of ways to imbed the ber in the space as shown in Figure 4 . Two S 1 manifolds which cannot be smoothly transformed into one another are of di erent homotopy classes and there are 3 possible homotopy classes for the bers in the case of the 3R planar manipulator. It should be easy to implement an automatic assessment by tting a SOM of each homotopy class to data from a ber in the region, and choosing the one which has the best t.
(2) Inverse functions are developed for each w{sheet W i separately; when tracking a point in W across the w{sheet boundaries, there is no guarantee that s will vary smoothly, and indeed, in general it will not; a discontinuity may exist. Thus, for a boundary point x between W i and W i+1 , it may not always be possible to have the lim 2 i ! T i ( ) = lim 2 i+1 ! T i+1 ( ). However, when approaching the boundary, it is possible to determine which W i the target is in, and compute an appropriate value of the redundancy parameter when a transition between W i occurs. For example, let the trajectory include target x i 2 W 1 , with redundancy parameter value s i , followed by x i+1 2 W 2 . i = ?1 ij (x i ; s i ). The fact that there is a transition to W 2 is detected, and both SOMs for x i+1 can be searched for the con guration i+1 closest to i . The redundancy parameter can be set to T ( i+1 ), leading to a smooth trajectory in the con guration space and workspace. It remains to be seen whether it is possible to construct a smooth transition map between redundancy parameters for neighboring W i ; it may be necessary for s to be discontinuous.
(3) The excess degrees of freedom can be used to nd the inverse which both positions the end{ e ector at the desired location and optimizes a side constraint such as the manipulability index, M( ) = q det(J( )J T ( )). In the case of the 3R planar manipulator, the maximum manipulability corresponds to a constant value of the redundancy parameter over a solution branch B j i 17]. For other objective functions, the optimal con guration is located on the one-dimensional self-motion manifold, thus can be found by a one-dimensional search, rather than a search through the entire three-dimensional con guration space. Consequently, formulating inverse functions as in this paper should lead to vastly improved means of identifying globally optimal con gurations for criteria which may be imposed at run-time.
(4) The inverse functions which are constructed are deterministic, smooth functions, thus are guaranteed to be locally cyclic within a single w{sheet W i . If the method of mapping redundancy parameters when transitioning between W i is invertible, then tracking will be globally cyclic, provided that kinematically singular con gurations are avoided.
(5) The extension to a 4R regional manipulator is expected to be straightforward. The method should generalize to redundant regional (positioning in R 3 ) manipulators, and indeed, to general smooth mappings over compact manifolds. The di culties will arise in identifying the submanifolds which are trivial ber bundles. In the case of the regional 4R manipulator, the w{sheets W i will only have a nite number of holes. Thus they can be partitioned into a small, nite number of subsets for which the preimage is trivial, as discussed in x2. There may be di culty \pasting" together the direct inverse functions at the boundaries.
(6) More challenging will be systems with two or more excess dof. The topological structure of the bers of a 4R planar or 5R regional manipulator are S 1 S 1 = T 2 , which can be embedded in T 4 or T 5 in many ways. The ideas of this paper should be applicable, although the implementation may be complex.
(7) Because the methods used herein approximate the direct inverse functions from measured data, accuracy will depend on the sampling density and measurement error. It is unlikely that accuracy suitable for industrial applications can be obtained simply from the inverse functions. However, the inverse solution is obtained extremely fast, and is nearby the zero{error solution in con guration space. Using the solution from the direct inverse function as a starting point, any of the di erential methods can be employed to quickly iterate to a low error solution, assuming that position or velocity error can be measured in real time. We have had good success using the forward modeling method (a gradient descent method) of 6] in combination with the direct inverse functions. This approach will be described in more detail with respect to an anthropomorphic arm in a forthcoming paper. along a generator for each of 1 , 2 and 3 and \unfolded" into a cube. In (a), a self{motion manifold, the ber, is shown which cuts no generators. In (b), the ber wraps around T 3 cutting the generator for 3 (the ends connect at the top and bottom). In (c), the ber shown cuts the generator for 1 . There is no way to smoothly deform any one of these into any other, thus they belong to separate homotopy classes. 
