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ARTÍCULOS
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DETERl\1INACION DE LA LEY DE DISTRIBUCION
DE LA ESTADISTICA CHI CUADRADO (l)
GUIDO O. Lr8ERRE
Ilesumen : Con este método no pretendemos dar un método nue-
vo, sino que partiendo de la Ecuación Diferencial de Karl Pearson
(E.D.K.P.) encontramos la función de distribución del X2•
Partiendo de la definición de la Estadística x2, determinamos
la función generatriz (FG) de la misma. Con esa FG calculamos
los momentos de la Estadística x2 , y encontramos una ley de reeu-
rreneia, Determinamos así los cinco primeros momentos naturales
que pasamos a momentos centrados.
Una vez obtenidos esos momentos centrados estamos en condi-
ciones de calcular los parámetros de la E.D.K.P. y determinar la
ley de distribución del X2•
I. De un universo gaussiano centrado, de media ccm y de va-
rianeia cr extraemos muestras al azar de extensión 11 y para cada
muestra calculamos la estadística x2•
Determinamos la FG de la variable x.2 :
x"t
FGxo (u) = E (eX 2U ) = E(e$--. u)
C;2
(
x\ )1 n
E e7' u J
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Por provenir x, de un universo gaussiano se tendrá:
FGxo(u) = r
,
r:~ :' u __l__-_- e - -Xo-i c1X]n= (1-2u)
LO rr V2¡¡ 2 u'!. .
t,,/ -00
n
Hemos obtenido así la función generatriz de los momentos sin
conocer la ley de distribución de la estadística l.
Determinamos a continuación los momentos de la estadística Xo.
Para ello desarrollamos la función generatriz en serie:
n
n(n+2) n(n+2) (n+4)
FGxo(u) = (1-2u) ° = 1 +nu+----·u2 +------u" +
21 3 !
n(n+2) (n+4) (n-l-G) n(n+2) (n+4) (n-l-G) ('11+8)
+ u·\+ u5+ ...
4!
Por otra parte sabemos:
5 !
u ~ ~ ~ ~
FGxo(u) = mo + 1l1¡- + ID. - + m3 -,- + lll.t - + m5 - + ...
1! 2! 3! 4! 5!
Por comparación sacamos que:
m, = 1
mI = n
m, = n(n+2)
En general:
m, = n(n+2) (n+4)
1111;= n(n+2) (n+4) (n+6)
llls = n(n+2) (n+4) .(n+6) (n+8)
m, = n(n+2) (n+4) ..... (n+(2s-2) )
Fórmula general que da el momento de orden s.
Observando las fórmulas anteriores podemos escribir:
m, = ms-l (n-]- (2s - 2)
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Los momentos obtenidos son en variable natural, los pasamos
a momentos centrados; para ello recordamos que:
n s
/1s (l)=::S (X2¡- n )Sp (x") =::s (_l)i (SI) mi¡(X2) ms-I (l)
i=o 1=0
Aplicando la fórmula anterior para s = 0,1,2,3 Y 4 obtenemos:
,'-lO = 1 ; fJ., = O ; /.l2 = 2n ; po; = Bn ; /./..,=' 12n (n+4)
Calculamos a continuación los coeficientes de simetría y nor-
malidad :
p.2" 8
(3, =--=-
lJ..3~ 11
/.4 12
,82=-'=3+-
n
Los valores encontrados de estos coeficientes nos dicen que
cuando la extensión de la muestra es grande ,8, = O Y (32 '= 3; es
decir que la distribución del X2 tiende a la normal.
II. Podemos calcular ahora el valor de K, que nos indicará a
qué tipo de curva del repertorio de K. Pearson corresponde la ley
de distribución del l.
K=-----------
y además:
2(32 = 6+3.(3, ; K tiende a infinito, luego la distribución del l
pertenece al Tipo III de Pearson.
Calculamos a continuación los valores de los parámetros de la
E.D.K.P. que están dados POl: las fórmulas:
}12 (4,82 - 3f31)
18 + 12131 -lOfJ2
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b, =-------- = - a
18 + 12{3, -10{32
2f32 - 3{31 - 6
b. = --------
18 + 12{3, -10{32
Reemplazando obtenemos:
bo = -2n
b,=-2
b2 = O
a ,= 2
La E.D.K.P. vendrá así:
p' (l)
p Cl) -2n- 2x=
Integrando y corrigiendo el desplazamiento que se produce al
aplicar este 'método, obtenemos-
n
r(- )
2
11
di 2 '
n- 2
(x')
e = ~------------ - -----
I::tJ-~o "o
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