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ABSTRACT 
Mediation analysis is used to investigate how an independent variable, X, is 
related to an outcome variable, Y, through a mediator variable, M (MacKinnon, 2008). If 
X represents a randomized intervention it is difficult to make a cause and effect inference 
regarding indirect effects without making no unmeasured confounding assumptions using 
the potential outcomes framework (Holland, 1988; MacKinnon, 2008; Robins & 
Greenland, 1992; VanderWeele, 2015), using longitudinal data to determine the temporal 
order of M and Y (MacKinnon, 2008), or both. The goals of this dissertation were to (1) 
define all indirect and direct effects in a three-wave longitudinal mediation model using 
the causal mediation formula (Pearl, 2012), (2) analytically compare traditional 
estimators (ANCOVA, difference score, and residualized change score) to the potential 
outcomes-defined indirect effects, and (3) use a Monte Carlo simulation to compare the 
performance of regression and potential outcomes-based methods for estimating 
longitudinal indirect effects and apply the methods to an empirical dataset. The results of 
the causal mediation formula revealed the potential outcomes definitions of indirect 
effects are equivalent to the product of coefficient estimators in a three-wave longitudinal 
mediation model with linear and additive relations. It was demonstrated with analytical 
comparisons that the ANCOVA, difference score, and residualized change score models’ 
estimates of two time-specific indirect effects differ as a function of the respective 
mediator-outcome relations at each time point. The traditional model that performed the 
best in terms of the evaluation criteria in the Monte Carlo study was the ANCOVA model 
and the potential outcomes model that performed the best in terms of the evaluation 
criteria was sequential G-estimation. Implications and future directions are discussed.  
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Randomized interventions involving a treatment and control group are used to 
study intervention effects on hypothesized mediators and the subsequent effects of 
hypothesized mediators on outcomes over two or more measurement waves (Lee, 
Chassin, & MacKinnon, 2010; MacKinnon et al., 2001; Ranby et al., 2009; West & 
Aiken, 1997; Witkiewitz & Bowen, 2010). Although randomized interventions increase 
the internal validity of overall program effects (Imbens & Rubin, 2015; Shadish, Cook, & 
Campbell, 2002; West, Biesanz, & Pitts, 2000), randomized interventions do not increase 
the internal validity of mediator–outcome relations (Bullock, Green, & Ha, 2010; Imai, 
Keele, & Tingley, 2011; MacKinnon, 2008; MacKinnon & Pirlott, 2015; Robins & 
Greenland, 1992). Longitudinal methods common to psychology and new potential 
outcomes methods aim to increase the internal validity of the mediator–outcome relation.  
Mediation analysis is used to investigate how an independent variable, X, is 
related to an outcome variable, Y, through a mediator variable, M (MacKinnon, 2008). 
Because mediation analysis focuses on how one variable affects another, it is inherently a 
longitudinal model and estimation of indirect effects can be biased when the longitudinal 
structure is not accounted for (Cole & Maxwell, 2003; Gollob & Reichardt, 1991; 
MacKinnon, 2008; Maxwell & Cole, 2007; Maxwell, Cole, & Mitchell, 2011; Mitchell & 
Maxwell, 2013). When indirect effects are estimated from cross-sectional data, it is 
impossible to determine the causal sequence of X, M, and Y because there are six 
different orders of the variables (e.g., X → M → Y or M → X → Y) that represent the data 
equally well (MacKinnon, 2008; Thoemmes, 2015). The number of possible models are 
reduced by randomizing units to levels of X in a randomized experiment which would 
reduce the possible number of equally well-fitting models to two (i.e., X → M → Y or     
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X → Y → M). It follows that X precedes both M and Y but it is often unclear whether M 
precedes Y or Y precedes M without making strong assumptions (MacKinnon, 2008; 
Wiedermann & von Eye, 2015) or using longitudinal data (Cheong, MacKinnon, & 
Khoo, 2003; Cole & Maxwell, 2003; Fritz, 2014; Gollob & Reichardt, 1991; Kraemer, 
Stice, Kazdin, Offord, & Kupfer, 2001; MacKinnon, 1994, 2008; Maxwell & Cole, 2007; 
Maxwell et al., 2011; Tein, Sandler, MacKinnon, & Wolchik, 2004). Most of the work on 
longitudinal mediation from psychology emphasizes the importance of investigating the 
temporal order of X, M, and Y, whereas other disciplines (e.g., epidemiology) have 
focused on necessary conditions for causal effect estimation with less focus on temporal 
ordering of variables. 
The potential outcomes framework for causal inference defines causal effects and 
states assumptions without reference to particular statistical models (Holland, 1986; 
Imbens & Wooldridge, 2009; Rubin, 1974) and has been applied to the investigation of 
indirect effects (Holland, 1988; Robins & Greenland, 1992; VanderWeele, 2015). The 
application of the potential outcomes framework to mediation has resulted in 
nonparametric no-unmeasured confounding assumptions and nonparametric definitions 
of indirect and direct effects that can be interpreted as causal effects (Pearl, 2001; Robins 
& Greenland, 1992). Application of the potential outcomes framework to longitudinal 
mediation would therefore be able to emphasize both the temporal nature of mediating 
processes and the causal interpretation of longitudinal indirect effects.  Some research has 
combined the strength of longitudinal data and potential outcomes defined indirect effects 
for the study of longitudinal mediating processes (e.g., Bind, VanderWeele, Coull, & 
Schwartz, 2015; Lin, Young, Logan, Tchetgen, & VanderWeele, 2016; Park, Steiner, & 
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Kaplan, 2018; VanderWeele & Tchetgen, 2017) but none of the studies (1) have defined 
all possible time-specific indirect effects for longitudinal mediation models, (2) have 
defined indirect effects when X represents a randomized intervention and (3) compared 
the performance of traditional methods used in the psychology (i.e., Analysis of 
Covariance (ANCOVA), difference scores, and residualized change scores) and potential 
outcomes-based methods for estimating longitudinal indirect effects.  The goals of this 
dissertation are to (1) define all time-specific indirect and direct effects when X 
represents a randomized intervention in terms of potential outcomes using the causal 
mediation formula (Pearl, 2012), (2) analytically compare the traditional estimators 
(ANCOVA, difference score, and residualized change score) to the potential outcomes-
defined indirect effects, and (3) use a Monte Carlo simulation to compare the 
performance of regression and potential outcomes-based methods for estimating 
longitudinal indirect effects and apply the methods to an empirical dataset. 
Single Mediator Model 
Traditional Estimation of Indirect and Direct Effects 
Three regression equations are used to represent statistical mediation (MacKinnon 
& Dwyer, 1993). These equations are 
Y = i1 + cX + e1 (1) 
M = i2 + aX + e2 (2) 
Y = i3 + c
'X + bM + e3 (3) 
where Equation 1 represents the total effect of X on Y not adjusted for the 
mediator’s effect on the outcome (c coefficient). Equation 2 represents the effect of X on 
the mediator (a coefficient). Equation 3 represents the direct effect of X on the outcome 
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adjusted for the mediator (c’ coefficient) and the effect of the mediator on the outcome 
adjusted for X (b coefficient).  The indirect effect of X on the outcome is either estimated 
as the product of ab from Equations 2 and 3 or equivalently, in linear models, c-c’ from 
Equations 1 and 3. The i1, i2, and i3 in Equations 1 – 3 represent intercepts and e1, e2, and 
e3 represent residuals. In randomized interventions, it is assumed that e3 and e2 and M and 
e3 are uncorrelated, the variables are measured without error, the correct temporal order is 
observed (e.g., X→M→Y rather than X→Y→M), and there are no common causes of M 
and Y (MacKinnon, 2008).   
Potential Outcomes Framework for the Single Mediator Model 
The potential outcomes framework for causal inference provides nonparametric 
definitions and assumptions to identify causal effects in randomized experiments and 
nonrandomized studies (Holland, 1986; Imbens & Rubin, 2015; Rubin, 1974). It is 
assumed that each unit has a potential value on the outcome for each level of treatment. 
For example, assuming X is a binary treatment with two levels, X = 0 and X = 1, each unit 
has a value on Y had they been at level X = 0 (denoted Yi(0)) and a value on Y had they 
been at level X = 1 (denoted Yi(1)). The unit-level causal effect is then Yi(1) – Yi(0).  
However, it is impossible to observe the outcome for each unit under both conditions. 
That is, Yi(0) but not Yi(1) could be observed for an individual in level X = 0, whereas 
Yi(1) but not Yi(0) could be observed for an individual in level X = 1. This is referred to as 
the “fundamental problem of causal inference” (Holland, 1986). Therefore the focus of 
estimation is usually on the average-level causal effect E[Yi(1)-Yi(0)] because the 
treatment and control groups are assumed to be exchangeable in the absence of 
confounding. The focus of this dissertation will be on average-level causal effects.  
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It is important to note that the potential outcomes framework for treatment effects 
posits an expected value on the outcome had all participants been in the treatment group 
(i.e., E[Yi(1)]) and an expected value on the outcome had all participants been in the 
control group (i.e., E[Yi(0)]). Each potential outcome reflects the expected value for 
varying levels of the treatment variable. The treatment effect is then conceptualized as the 
difference between these two expected values (i.e., E[Yi(1)-Yi(0)]). The potential 
outcomes framework applied to mediation also conceptualizes both indirect and direct 
effects as the difference between the expected value of potential outcomes. Because of 
the addition of the mediator to the analysis, the expected potential outcomes for Y must 
now reflect varying levels of the mediator in addition to the varying levels of the 
treatment so that differences between the potential outcomes will reflect either indirect or 
direct effects.  
The potential outcome framework definitions of indirect effects extends the 
potential outcomes notation to include potential outcomes for M such that E[Mi(0)] is the 
expected value on the mediator had all participants been in the control group and 
E[Mi(1)] is the expected value on the mediator had all participants been in the treatment 
group. Additionally, the potential outcomes for Y are now a function of the independent 
variable, X, and the mediator, M. That is, E[Yi(x, Mi(x))] indicates the average-level 
potential outcomes for Y are a function of a direct effect of X on Y (i.e., the first x in 
E[Yi(x, Mi(x))]) and an indirect effect of X on Y through M (i.e., Mi(x) in E[Yi(x, Mi(x))]). 
For example, E[Yi(0, Mi(0))] represents the average value of the outcome had all 
participants been in the control group. Notice that even though the potential outcome is a 
function of Mi(x) it still represents the average value of the outcome  had all participants 
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been in the control group and is thus equal to E[Yi(0)]. A similar interpretation is 
warranted for E[Yi(1, Mi(1))] which is the average value of the outcome had all 
participants been in the treatment group and is equal to E[Yi(1)]. The difference between 
these two potential outcomes represents the total effect of X on Y (i.e., E[Yi(1, Mi(1))] - 
E[Yi(0, Mi(0))] = E[Yi(1)-Yi(0)]). This difference represents the total effect because the 
treatment effect on the mediator and the outcome is turned “on” for both the mediator and 
the outcome at the same time (i.e., E[Yi(1, Mi(1))]) and turned “off” for both the mediator 
and the outcome at the same time (i.e., E[Yi(0, Mi(0))]). Therefore the difference between 
these two potential outcomes represents both the effect of X on Y accounting for the 
mediator and the effect of X on Y through M. The indirect effect can be thought of as 
turning the treatment effect through the mediator “on” while holding the treatment effect 
on the outcome constant and the direct effect can be thought of as turning the treatment 
effect “on” for the outcome while holding the treatment effect through the mediator 
constant.  
The indirect effect can be conceptualized as either the difference between E[Yi(1, 
Mi(1))]  and E[Yi(1, Mi(0))]  or as the difference between E[Yi(0, Mi(1))] and E[Yi(0, 
Mi(0))]  because each comparison represents turning the treatment effect through the 
mediator “on” while holding the treatment effect on the outcome constant across the 
comparison. The direct effect can then be conceptualized as either the difference between 
E[Yi(1, Mi(1))] and E[Yi(0, Mi(1))]  or as the difference between E[Yi(1, Mi(0))]  and 
E[Yi(0, Mi(0))] because each comparison represents the effect of turning the treatment 
effect on the outcome “on” while holding the treatment effect through mediator constant 
across the comparison. It is possible to also conceptualize the direct effect as the 
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difference between E[Yi(1, m)]  and E[Yi(0, m)]  because the comparison represents the 
effect of turning the treatment effect on the outcome “on” while holding the mediator at a 
constant, specific value, m, for all participants. In fact, it is these potential outcomes that 
have led to the following definitions of natural indirect effects, natural direct effects, and 
controlled direct effects that emphasize the manipulation of X or X through M that it 
would take to estimate the direct and indirect effects (Pearl, 2001; Robins & Greenland, 
1992).  
Notation and Definitions of Indirect and Direct Effects. For the remainder of the 
dissertation, the i subscript denoting individuals will be suppressed to make the notation 
less cumbersome. The natural indirect effect (NIE) is the effect of X on Y through M had 
the effect of X on Y been held constant at some level, x as in Equation 4a.  
Assuming the regression Equations 1- 3 hold, we can estimate each of the nested 
potential outcomes using Equations 4b – 4c. 
Therefore, the nested potential outcomes are estimated by plugging in the predicted 
regression equation for the mediator (i.e., conditional expected value) into the predicted 
regression equation for the outcome. In fact, the practice of creating these nested 
potential outcomes has been referred to as the “g-formula” in general (Robins, 1986) and 
the “causal mediation formula” when applied to indirect effects (Pearl, 2012).  Taking the 
𝑁𝐼𝐸 = 𝐸[𝑌(𝑥, 𝑀(1)) − 𝑌(𝑥, 𝑀(0))] (4a) 
𝐸[𝑌(𝑥, 𝑀(1))] =  i3 + 𝑐
'x + b(i2 + a1 ) (4b) 
𝐸[𝑌(𝑥, 𝑀(0))] =  i3 + c
'x + b(i2 + a0)  (4c) 
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difference between the nested potential outcomes results in the NIE which is simply the 
product ab from Equations 2 and 3, 
 The natural direct effect (NDE) is the effect of X on Y had M taken on the value it 
would have naturally been if X was set to level x. In potential outcomes notation the NDE 
is represented by Equation 5a. 
In terms of regression Equations 1 through 3 for the single mediator model, the nested 
potential outcomes are estimated by Equations 5b through 5c. 
Taking the difference between the nested potential outcomes results in the NDE which is 
simply the c’ coefficient from Equation 3,  
 The controlled direct effect (CDE) is the effect of X on Y at a fixed level m of M.  
In potential outcomes notation, the CDE is  
Using information from the regression Equation 3 from the single mediator model, the 
nested potential outcomes are estimated by  
𝑁𝐼𝐸 = 𝑎𝑏 (4d) 
𝑁𝐷𝐸 = 𝐸[𝑌(1, 𝑀(𝑥)) − 𝑌(0, 𝑀(𝑥))] (5a) 
𝐸[𝑌(1, 𝑀(𝑥))] =  i3 + c
'1 + b(i2 + ax )  (5b) 
𝐸[𝑌(0, 𝑀(𝑥))] =  i3 + c
'0 + b(i2 + ax ) (5c) 
𝑁𝐷𝐸 = 𝑐′ (5d) 
𝐶𝐷𝐸 = 𝐸[𝑌(1, 𝑚) − 𝑌(0, 𝑚)] (6a) 
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Therefore, the nested potential outcomes are estimated by plugging in a fixed value of the 
mediator, m and taking the difference between resulting in the CDE which is simply the 
c’ coefficient from Equation 3.  
Assuming no interaction between the experimental manipulation, X, and the mediator, M 
on the outcome, Y, then the CDE = NDE = c’ and the NIE = ab. Because the mediator 
variable is not randomized in traditional mediation models and not randomized in 
longitudinal mediation models, the causal interpretation of indirect effects relies on a 
series of no-unmeasured confounding assumptions. 
Identification Assumptions for Indirect and Direct Effects. VanderWeele and 
Vansteelandt (2009) described four no-unmeasured confounder assumptions for the 
nonparametric identification of indirect effects in the single mediator model. Those 
assumptions are: 
1. No unmeasured confounders of the X – Y relation conditional on pretreatment 
covariates, C - 𝑌(𝑥, 𝑚)∐𝑋|𝐶 
2. No unmeasured confounders of the M – Y relation conditional on treatment 
and pretreatment covariates, C - 𝑌(𝑥, 𝑚)∐𝑀|𝑋, 𝐶 
3. No unmeasured confounders of the X – M relation, conditional on 
pretreatment covariates, C - 𝑀(𝑥)∐𝑋|𝐶 
𝐸[𝑌(1, 𝑚)] =  i3 + c
'1 + bm  (6b) 
𝐸[𝑌(0, 𝑚)] =  i3 + c
'0 + bm (6c) 
𝐶𝐷𝐸 = 𝑐′ (6d) 
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4. No measured or unmeasured confounders of the M – Y relation affected by X 
conditional on pretreatment covariates, C - 𝑌(𝑥, 𝑚)∐𝑀(𝑥′)|𝐶 
Assumption 1 states the potential values of the outcome are independent of the treatment, 
X conditional on pretreatment covariates, C. Assumption 2 states the potential values of 
the outcome are independent of the mediator conditional on treatment and pretreatment 
covariates. Assumption 3 states the potential values of the mediator are independent of 
the treatment conditional on pretreatment covariates. Assumption 1 and 3 are satisfied in 
expectation when X represents random assignment to experimental conditions. 
Assumption 2 is not necessarily satisfied because individuals may still self-select their 
value of the mediator given their observed treatment and covariate level.  
Assumption 4 states the potential values of the outcome are independent of the 
potential values of the mediator for conflicting values of the intervention, X. This 
assumption has been referred to as the cross-world independence assumption 
(VanderWeele & Vansteelandt, 2009; VanderWeele, Vansteelandt, & Robins, 2014) 
because it requires the potential values of the mediator for a fixed level of the treatment, 
(e.g., M(1)) be independent of the potential values of the outcome under the opposite 
level of treatment and for a fixed value of the mediator (e.g., Y(0,m)). In other words, 
Assumption 4 implies a relation between two variables that are logically impossible to 
observe together, even hypothetically (Pearl, 2014; Robins, 2003). Assumption 4 has 
provided philosophical challenges to interpreting indirect effects and mathematical 
challenges for nonparametrically identifying indirect effects (Coffman, MacKinnon, Zhu, 
& Ghosh, 2016; Imai et al., 2010; Naimi, Kaufman, MacLehose, 2014). If it is assumed 
all relations are additive and linear as in regression analysis, Assumption 4 can be relaxed 
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(Coffman et al., 2016; Pearl, 2014; Vansteelandt & Daniel, 2016). It is assumed 
throughout the rest of this dissertation that all relations involving X, M, and Y, are linear 
and additive.  
SUTVA is a two-part assumption (Imbens & Rubin, 2015; Rubin, 1980; 
VanderWeele & Vansteelandt, 2009) – the no interference assumption and the no hidden 
variations of treatment assumption.  First, no interference assumes the potential values of 
the mediator do not depend on the treatment status of other participants and the potential 
values of the outcome do not depend on the treatment status or mediator value of other 
participants. Second, the no hidden variations of treatment assumes participants cannot 
receive different forms of the treatment and how the treatment is administered cannot 
affect the potential values of the mediator or outcome. For example, there cannot be two 
different forms of the health promotion program such that the content of the health 
promotion program varies depending on who administers it or where the program is 
administered. The no hidden variations of treatment assumption is needed so that the 
notation for the treatment clearly reflects the different potential outcomes needed to 
define the causal total, indirect, and direct effects of treatment relative to control. The 
SUTVA requires that potential outcomes for each participant have to be well-defined for 
a meaningful comparison to be made between two treatment groups. Given these 
assumptions hold, the causal effects of treatment can be estimated as a mean difference 
between treatment and control groups on the mediator and outcome. 
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Three-Wave Longitudinal Mediation 
Assuming X represents an experimental manipulation in a randomized 
experiment, evidence of the temporal order of M and Y can be established with repeated 
measurements of M and Y over time, or longitudinal data (Gollob & Reichardt, 1987, 
1991). Data are collected on M and Y before units are randomized to levels of X which we 
will call pretest measures (M1 and Y1). Units are randomized to levels of X and then 
subsequent measures of M and Y are collected which we will call posttest measures (M2 
and Y2 etc). To determine whether M precedes Y or Y precedes M, at least two posttest 
measures of M and Y are needed assuming correct timing of the mediating process has 
been observed (Cole & Maxwell, 2003; Collins & Graham, 2002; Gollob & Reichardt, 
1991; MacKinnon, 2008; Reichardt, 2011). Figure 1 is an example of a longitudinal 
extension of the equations presented for the single mediator model with randomized 
intervention, X, pretest measures of the mediator and outcome, M1 and Y1, and posttest 
measures of the mediator and outcome, M2 and Y2, and M3 and Y3.  
Equations 7 –through 12 represent the regression equations for the longitudinal 
mediation model. 
𝑌2 = 𝑖𝑦2𝑡𝑜𝑡 + 𝑐𝑦2𝑥𝑋 + 𝑒𝑦2𝑡𝑜𝑡 (7) 
𝑀2 = 𝑖𝑚2 + 𝑎𝑚2𝑥𝑋 + 𝑠𝑚2𝑚1𝑀1 + 𝑓𝑚2𝑦1𝑌1 + 𝑒𝑚2 (8) 
𝑌2 = 𝑖𝑦2 + 𝑐′𝑦2𝑥𝑋 + 𝑏𝑦2𝑚2𝑀2 + 𝑏𝑦2𝑚1𝑀1 + 𝑠𝑦2𝑦1𝑌1 + 𝑒𝑦2 (9) 
𝑌3 = 𝑖𝑦3 + 𝑐𝑦3𝑥𝑋 + 𝑒𝑦3 (10) 
𝑀3 = 𝑖𝑚3 + 𝑎𝑚3𝑥𝑋 + 𝑠𝑚3𝑚2𝑀2 + 𝑓𝑚3𝑦2𝑌2 + 𝑒𝑚3 (11) 
𝑌3 = 𝑖𝑦3 + 𝑐′𝑦3𝑥𝑋 + 𝑏𝑦3𝑚2𝑀2 + 𝑏𝑦3𝑚3𝑀3 + 𝑠𝑦3𝑦2𝑌2 + 𝑒𝑦3 (12) 
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Equation 7 represents the total effect of X on Y2 (𝑐𝑦2𝑥). Assuming X represents a 
randomized experiment, the total effect of X on Y2 can be estimated with or without the 
pretest measures of M and Y included in Equation 7. Including the pretest measures of M 
and Y in Equation 7 may increase the statistical power to detect the total effect but their 
inclusion in Equation 7 will not affect the magnitude of the total effect, in expectation.  
Equation 8 represents the effect of the randomized experiment on the time 2 measure of 
the mediator (𝑎𝑚2𝑥), the effect of the pretest measure of the mediator (M1) on the time 2 
mediator (𝑠𝑚2𝑚1), and the effect of the pretest measure of the outcome (Y1) on the time 2 
mediator (𝑓𝑚2𝑦1). Equation 9 represents the effect of the randomized experiment on the 
time 2 measure of the outcome (𝑐′𝑦2𝑥), the effect of the time 2 measure of the mediator 
(M2) on the time 2 measure of the outcome (𝑏𝑦2𝑚2) the effect of the pretest measure of 
the mediator (M1) on the time 2 measure of the outcome (𝑏𝑦2𝑚1), the effect of the pretest 
measure of the outcome (Y1) on the time 2 measure of the outcome (𝑠𝑦2𝑦1). Equation 10 
represents the total effect of X on Y3 (𝑐𝑦3𝑥).  Equations 11 – 12 represent the effects from 
Equations 8 - 9 respectively but from time 2 measures of the mediator and outcome to 
time 3 measures of the mediator and outcome. All effects in each equation are adjusted 
for the other effects in the respective equations and 𝑖𝑚2, 𝑖𝑦2,𝑖𝑦2𝑡𝑜𝑡, 𝑖𝑚3, and 𝑖𝑦3represent 
intercepts and 𝑒𝑚2, 𝑒𝑦2, 𝑒𝑦2𝑡𝑜𝑡, 𝑒𝑚3, and 𝑒𝑦3represent residuals.  
Time-Specific and Overall Effects 
 There are both time-specific and overall indirect and direct effects that can be 
estimated when there are two posttest measures of the mediator and outcome (Cole & 
Maxwell, 2003; Gollob & Reichardt, 1991; MacKinnon, 2008). Assuming the 
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randomized experiment, X, marks the beginning of the mediational process and the 
longitudinal mediation model is represented by Equations 7 through 12, there are a total 
of seven time-specific indirect effects and three time-specific direct effects (see Table 1). 
Time-specific indirect effects test hypotheses regarding how X affects Y through M at 
exact time points. For example, a time-specific indirect effect would test the effect of X 
on Y3 through its effect on M2 (i.e., Indirect effect 3 in Table 1). Time-specific direct 
effects are interpreted similarly. For example, a time-specific direct effect would test the 
effect of X on Y2 adjusted for M2 and pretest measures M1 and Y1 (i.e., Direct effect 1 in 
Table 1). The time-specific indirect effects can be summed to the overall indirect effect 
through a given time, t, and the time-specific direct effect can be summed to the overall 
direct effect through a given time, t (Cole & Maxwell, 2003; Gollob & Reichardt, 1991). 
Overall indirect effects test hypotheses regarding how X affects Y through M at all waves. 
For example, the total indirect effect of X on Y3 through M at any time would consist of 
all time-specific effects of X on Y3 through either M2, M3 or both. Overall direct effects 
test hypotheses regarding how X affects Y not through M across all waves. For example, 
the total direct effect of X on Y3 would consist of all time-specific direct effects of X on Y3 
not through either M2 or M3 or both.  
 Two time-specific indirect effects are of particular interest. First, the time-specific 
indirect effect of X on Y2 through M2 represents the indirect effect at the most immediate 
follow-up period after the intervention and thus would be most likely to be present 
because intervention effects erode the longer they are evaluated after the intervention 
(i.e., temporal erosion; Dwyer, 1983). Second, the time-specific indirect effect of X on Y3 
through M2 represents a longitudinal indirect effect that reflects the temporal nature of the 
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hypothesized mediation model (Krull, Cheong, Fritz, & MacKinnon, 2016; MacKinnon, 
2008). That is, it represents the effect of X on Y3 and how that effect is mediated by 
changes in the mediator at the most immediate follow-up (M2). All time-specific and 
overall effects assume the timing of the measurements of X, M, and Y match the timing of 
the constructs that X, M, and Y are meant to measure (Cole & Maxwell, 2003; Collins & 
Graham, 2002; Gollob & Reichardt, 1987, 1991; MacKinnon, 2008; Reichardt, 2011).  
Evidence of the causal structure over time also relies on a series of no-
unmeasured confounding assumptions that is most clearly articulated using the potential 
outcomes framework for causal inference. The potential outcomes framework provides 
the notation to state the no-unmeasured confounder assumptions to estimate longitudinal 
causal indirect and direct effects independent of the form of the relations overtime (i.e., 
nonparametric).  
Potential Outcomes Framework for Three-wave longitudinal Mediation  
 The potential outcomes framework direct and indirect effect definitions from the 
single mediator model can be extended to the three-wave longitudinal mediation model. 
First, there will be effects through time 2 and then effects through time 3 which 
encompasses all time-specific effects. The causal indirect effect and causal direct effects 
for a two-wave longitudinal mediation model with randomized intervention were derived 
by Valente and MacKinnon (2017) and can be applied to study the time-specific indirect 
effects through time 2 in the three-wave longitudinal mediation model. In the next 
section, the potential outcomes definitions of natural direct and indirect effects through 
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two waves will be presented followed by an overview of the limitations of the current 
potential outcomes definitions of longitudinal mediation across three waves.  
Time-Specific Effects through Two Waves. In an online appendix, Valente and 
MacKinnon (2017) provided potential outcomes definitions of the natural indirect and 
direct effects in a two-wave mediation model with X representing a randomized 
intervention. The potential outcomes definitions of these effects through two waves can 
be applied to the indirect and direct effects through two waves in the three-wave 
mediation model. Although the focus of this dissertation is on two time-specific indirect 
effects, it is important to define the direct effects because some of the potential outcomes 
framework methods estimate the indirect effect as the difference between the total effect 
and the direct effect.  
The natural indirect effect at time 2 (NIE) is the difference between the potential 
outcome Y2 had X been at level x and M2 been fixed to the level it would have been had X 
been at level 1 and the potential outcome Y2 had X been at level x and M2 been fixed to 
the level it would have been had X been at level 0.   
 The natural direct effect at time 2 (NDE) is the difference between the potential 
outcome Y2 had X been at level 1 and M2 been fixed to the level it would have been had X 
been at level x and the potential outcome Y2 had X been at level 0 and M2 been fixed to 
the level it would have been had X been at level x.   
𝑁𝐼𝐸 = 𝐸[𝑌2(𝑥, 𝑀2(1)) − 𝑌2(𝑥, 𝑀2(0))] (13) 
𝑁𝐷𝐸 = 𝐸[𝑌2(1, 𝑀2(𝑥)) − 𝑌2(0, 𝑀2(𝑥))] (14) 
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 The controlled direct effect at time 2 (CDE) is the effect of X on Y2 at a fixed level 
m2 of M2. Formally, it is the difference between the potential outcome Y2 had X been at 
level 1 and M2 been fixed to level m2 and the potential outcome Y2 had X been at level 0 
and M2 been fixed to level m2. 
Assuming no interactions in these models, the CDE and NDE equals c’y2x and the 
NIE equals the indirect effect at time 2 which is am2xby2m2 = cy2x – c’y2x.  
 Time-Specific Effects through Three Waves. Indirect and direct effects have 
been defined using the potential outcomes framework for general longitudinal mediation 
models (Bind et al., 2015; Lin et al., 2016; VanderWeele & Tchetgen, 2017). 
VanderWeele and Tchetgen (2017) derived the natural indirect effect for a three-wave 
longitudinal mediation model for which X, M, and Y are time-varying. The natural 
indirect effect derived by VanderWeele and Tchetgen (2017) does not, however, 
correspond to the time-specific effects discussed earlier for a fixed treatment.  
VanderWeele and Tchetgen (2017) derived the NIE for the three-wave model and 
is presented in Figure 2. X, M, and Y are repeatedly measured over three waves with X 
representing a binary variable and M and Y are assumed to be continuous variables. The 
NIE defined by VanderWeele and Tchetgen (2017) is represented by the bold paths in 
Figure 2. Because the definitions of the NIE correspond to multiple pathways each, the 
current potential outcomes definitions of indirect effects for three-wave mediation model 
does not allow for researchers to test time-specific indirect effects. Therefore it is 
𝐶𝐷𝐸 = 𝐸[𝑌2(1, 𝑚2) − 𝑌2(0, 𝑚2)] (15) 
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necessary to define the nested potential outcomes and time-specific effects for a three-
wave mediation model with fixed treatment.  
 Time-specific indirect effects through three waves are characterized by the 
following nested potential outcome 
𝐸[𝑌3(𝑥, 𝑀2(𝑥′), 𝑌2(𝑥′′, 𝑀2(𝑥′′′)), 𝑀3 (𝑥′′′′, 𝑀2(𝑥′′′′′), 𝑌2(𝑥′′′′′′, 𝑀2(𝑥′′′′′′′))) 
Although cumbersome, the notation x’, x’’ etc. allows for the effect of the treatment to be 
turned “on” or “off” separately for each of the different paths in the three-wave 
mediation model – it does not imply that the variable X can take on eight different values. 
In other words, the notation x’, x’’ etc. is necessary to define each of the time-specific 
effects with each x representing either a direct or indirect effect.  
Plot of Indirect Effects through Three Waves. The average-level nested potential 
outcomes used to estimate indirect effects can be plotted by time to visualize the indirect 
effects (See Figure 3).  The blue line in Figure 3a displays the average-level of the 
outcome at time 1 (i.e., E[Y1]) and displays the average-level of the outcome at time 2 
had all individuals been in the treatment group when evaluated on both the mediator and 
the outcome at time 2 (i.e., 𝐸[𝑌2(1, 𝑀2(1))]). The red line displays the average-level 
outcome at time 2 had all individuals been in the treatment group when evaluated on the 
outcome but were in the control group when evaluated on the mediator at time 2 (i.e., 
𝐸[𝑌2(1, 𝑀2(0))]). The difference in these two expected values at time 2 represents 
turning the effect of the treatment on the outcome through the mediator “on” while 
holding the effect of the treatment on the outcome constant (i.e., the indirect effect at time 
2).  
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The blue line in Figure 3b displays the average-level of the outcome at time 1 
(i.e., E[Y1]), the average-level of the outcome at time 2 and at time 3 had all individuals 
been in the treatment group when evaluated on both the mediator at time 2 and the 
outcome at time 2 and time 3 (i.e., 𝐸[𝑌2(1, 𝑀2(1))] and 𝐸[𝑌3(1, 𝑀2(1), 𝑚3 , 𝑦2)]). The 
red line displays the average-level outcome at time 2 and time 3 had all individuals been 
in the treatment group when evaluated on the outcome but were in the control group 
when evaluated on the mediator at time 2 (i.e., 𝐸[𝑌2(1, 𝑀2(0))] and 
𝐸[𝑌3(1, 𝑀2(0), 𝑚3 , 𝑦2)]). The difference in these two expected values at time 3 
represents turning the effect of the treatment on the outcome through the mediator at time 
2 “on” while holding the effect of the treatment on the outcome constant at time 2 and 
time 3 (i.e., the indirect effect at time 3). Overall, the plots help to visualize the specific 
interventions that are invoked when estimating indirect effects. 
Identification Assumptions for Longitudinal Indirect Effects. The assumptions to 
identify the longitudinal indirect effects are extensions of the assumptions described 
above for the single mediator model. The four assumptions can be re-stated but in terms 
of longitudinal mediation models, adapted from VanderWeele and Tchetgen (2017). 
5. No unmeasured confounders of the X – Y relations 
a. 𝑌2(𝑥, 𝑚2)∐𝑋|𝑀1, 𝑌1 
b. 𝑌3(𝑥, 𝑚3, 𝑚2, 𝑦2)∐𝑋|𝑀2, 𝑌2 
6. No unmeasured confounders of the M – Y relations conditional on the 
treatment  
a. 𝑌2(𝑥, 𝑚2)∐𝑀2|𝑋, 𝑀1, 𝑌1 
b. 𝑌3(𝑥, 𝑚3, 𝑚2, 𝑦2)∐(𝑀3, 𝑀2, 𝑌2)|𝑋 
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7. No unmeasured confounders of the X – M relations, conditional on the 
treatment and the previous value of the mediator and outcome  
a. 𝑀2(𝑥)∐𝑋|𝑀1, 𝑌1 
b. 𝑀3(𝑥)∐𝑋|𝑀2, 𝑌2 
8. No measured of unmeasured confounders of the M – Y relations affected by X  
a.  𝑌2(𝑥, 𝑚2)∐𝑀2(𝑥
′)|𝑀1, 𝑌1 
b. 𝑌3(𝑥, 𝑚3, 𝑚2, 𝑦2)∐(𝑀3(𝑥
′), 𝑀2(𝑥
′′), 𝑌2(𝑥
′′′)) 
Assumption 5a states that the potential values of the outcome at time 2 are independent of 
the treatment conditional on the mediator and outcome variables at pretest. Assumption 
5b states that the potential values of the outcome at time 3 are independent of the 
treatment conditional on the mediator and outcome variables at time 2. Assumption 6a 
states the potential values of the outcome at time 2 are independent of the mediator at 
time 2 conditional on treatment and the mediator and outcome variables at pretest. 
Assumption 6b states the potential values of the outcome at time 3 are independent of the 
mediator at time 3 conditional on treatment. Assumption 7a states the potential values of 
the mediator at time 2 are independent of the treatment conditional on the mediator and 
outcome variables at pretest. Assumption 7b states the potential values of the mediator at 
time 3 are independent of the treatment conditional on the mediator and outcome 
variables at time 2. Assumption 5 and 7 are satisfied in expectation when X represents 
random assignment to experimental conditions. Assumption 6 is not necessarily satisfied 
because individuals may still self-select their value of the mediator at time 2 and time 3 
given their observed treatment level and previous levels of the mediator and outcome.  
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 Assumptions 8a and 8b use the notation x’, x’’, and x’’’ to indicate time-specific 
effects through M2, M3, and Y2. Similar to Assumption 4, Assumption 8a and 8b are 
cross-world assumptions which may be relaxed with parametric assumptions that 
accompany regression analyses such as correct functional form and additive and linear 
relations. Therefore, assuming the autoregressive longitudinal mediation equations hold 
Assumption 8a and 8b are met. These four assumptions can be summed up by the causal 
Markov condition (Pearl, 2000; Spirtes, Glymour, & Scheines, 2000) and satisfy what 
Pearl (2000) refers to as the back-door criterion.  That is, the error terms for all 
endogenous variables (i.e., M and Y) are mutually independent and each variable is 
independent of its non-predictors, conditional on its predictors (e.g., M3 is independent of 
M1 and Y1 conditional on M2 and X) for a given path diagram (see Figure 1). Additionally, 
SUTVA is also assumed to hold for each of the potential values of the mediator and 
outcome over time. 
Models to Estimate Longitudinal Indirect Effects 
 Models to estimate longitudinal indirect effects include Analysis of Covariance 
(ANCOVA), difference scores, residualized change scores and two models from the 
potential outcomes framework; Marginal Structural Models (MSMs) and Structural 
Nested Direct Effect Models (SNDEMs). Both MSMs and SNDEMs were developed to 
estimate longitudinal effects when treatment is time-varying (Murphy, van der Laan, & 
Robins, 2001; Robins, 2000; Vansteelandt & Joffe, 2014), when the mediator and 
outcome are time-varying (VanderWeele & Tchetgen, 2017), adjust for baseline 
covariates (e.g., pretest measures M1 and Y1) (Ten Have et al., 2007) and time-varying 
confounders (Robins, 2000; VanderWeele, 2009; Vansteelandt, 2009). MSMs have been 
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extended to longitudinal mediation (Valente, MacKinnon, & Mazza, 2018; VanderWeele 
& Tchetgen, 2017) and SNDEMs have been extended to a two-wave longitudinal 
mediation model (Valente et al., 2018).  
All models considered in the next two sections estimate average-level effects. 
That is, all models considered here aim to estimate indirect effects averaged over all units 
in the sample as opposed to estimating individual-level indirect effects (for an example of 
individual-level causal effects see, Imbens & Wooldridge, 2009). The next section 
describes how to estimate the time-specific indirect effects using ANCOVA, difference 
scores, and residualized change scores followed by how to estimate the time-specific 
indirect effects using MSMs and SNDEMs. 
Traditional Estimators of Longitudinal Indirect Effects 
 There are three primary longitudinal models that can be used to estimate the time-
specific indirect effects in the three-wave longitudinal mediation model that we will refer 
to as traditional methods because they were not developed within the potential outcome 
framework for causal inference. The three methods are ANCOVA (i.e., regression 
analysis), difference scores, and residualized change scores. Valente and MacKinnon 
(2017) described how these three models can be used to estimate the indirect effect in a 
two-wave longitudinal mediation model and provided both simulation work and 
analytical work comparing the indirect effect estimate for these models.  
ANCOVA.  ANCOVA removes the influence of pretest scores on posttest scores by 
computing a within-group regression coefficient of posttest scores on pretest scores for 
each treatment and control group, separately (Bonate, 2000; Campbell & Kenny, 1999; 
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Laird, 1983).  Next, these within group regression coefficients are pooled to form a single 
regression coefficient by which posttest scores are adjusted for pretest scores.  The 
ANCOVA model assumes that within group regression coefficients are homogenous, 
there is no interaction of the covariate (e.g., pretest scores) and the treatment group, and 
that the covariate is measured without error (Maxwell & Delaney, 2004). Equations 7 
through 12 presented earlier represent the regression equations used to estimate the 
indirect and direct effects for the three-wave longitudinal mediation model. The indirect 
effect of X on Y2 through M2 is estimated as the product 𝑎𝑚2𝑥𝑏𝑦2𝑚2from Equations 8 and 
9, respectively, and the indirect effect on Y3 through M2 is represented by the product 
𝑎𝑚2𝑥𝑏𝑦3𝑚2from Equations 8 and 12, respectively.  
Difference Score Model.  The difference score model (a simple case of difference-in-
differences models in econometrics when there are control and treatment groups 
measured over time, Angrist & Pischke, 2009) is unconditional on pretest scores 
(Cronbach & Furby, 1970; Dwyer, 1983; McArdle, 2009) and assumes that the 
unstandardized regression coefficient between the prestest and posttest measure is 1.0 
(Bonate, 2000; Campbell & Kenny, 1999; Cronbach & Furby, 1970; Laird, 1983). The 
difference score model for the time-specific indirect effect of X on change in Y through 
change in M from time 1 to time 2 is represented by Equations 16 through 19. Equation 
16 represents the difference score that would be calculated for a mediator variable where 
ΔM21 represents scores on the mediator variable measured at pretest subtracted from 
scores on the mediator variable measured at time 2.  Equation 17 represents the 
difference scores calculated for the dependent variable where ΔY21 represents scores on 
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the dependent variable measured at pretest subtracted from scores on the dependent 
variable measured at posttest. 
∆𝑀21= 𝑀2 − 𝑀1 (16) 
∆𝑌21= 𝑌2 − 𝑌1 (17) 
Equations 18 and 19 represent regression equations using difference scores for the 
mediator variable and dependent variable, respectively.  
∆𝑀21= 𝑖∆𝑀21 + 𝑎∆2𝑋 + 𝑒∆𝑀21 (18) 
∆𝑌21= 𝑖∆𝑌21 + 𝑐′∆2𝑋 + 𝑏∆2𝛥𝑀21 + 𝑒∆𝑌21 (19) 
The indirect effect is estimated by computing the product of aΔ2 coefficient from 
Equation 18 and bΔ2 coefficient from Equation 19 (aΔ2bΔ2) which is the effect of X on 
change in Y from time 1 to time 2 through its effect on change in M from time 1 to time 2. 
The indirect effect of X on Y3 through M2 for the difference score model is 
conceptualized as the indirect effect of X on the change in Y from time 2 to time 3 
through the change in the mediator from time 1 to time 2. Therefore, the indirect effect 
requires the  ∆𝑀21 variable presented in Equation 16 and a new difference score for the 
outcome variable presented in Equation 20. Equation 20 represents the difference scores 
calculated for the dependent variable where ΔY32 represents scores on the dependent 
variable measured at time 2 subtracted from scores on the dependent variable measured at 
time 3. 
∆𝑌32= 𝑌3 − 𝑌2 (20) 
Equations 18 and 20 represent regression equations using difference scores for the 
mediator variable and dependent variable, respectively.  
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∆𝑌32= 𝑖∆𝑌32 + 𝑐′∆3𝑋 + 𝑏∆3𝛥𝑀21 + 𝑒∆𝑌32 (21) 
The indirect effect is estimated by computing the product of aΔ2 coefficient from 
Equation 18 and bΔ3 coefficient from Equation 21 (aΔ2bΔ3) which is the effect of X on 
change in Y from time 2 to time 3 through its effect on change in M from time 1 to time 2.  
Residualized Change Score Model.  Residualized change scores are computed by 
regressing posttest scores on pretest scores and then computing the difference between 
observed posttest scores and predicted posttest scores. Residualized change scores 
represent the part of the posttest scores that is not predictable from the pretest scores (i.e., 
residual; Cronbach & Furby, 1970).  No treatment group variable is included in the 
regression of posttest scores on pretest scores which means posttest scores for units in 
both treatment groups are adjusted for pretest scores based on an aggregate of pretest 
scores across both treatment groups. This is different from ANCOVA which uses the 
group information to first estimate within-group regression coefficients of posttest on 
pretest scores and then pools these regression coefficients into one regression coefficient 
to adjust for pretest scores (e.g., Cronbach & Furby, 1970; Huitema, 2011; Kisbu-
Sakarya, MacKinnon, & Aiken, 2013). 
Equation 22 represents residualized change scores calculated for the mediator 
variable, where RM21 indicates change in predicted scores on the mediator variable 
measured at time 2 subtracted from observed scores on the mediator variable measured at 
time 2.  Equation 23 represents residualized change scores calculated for the dependent 
variable, where RY21 indicates change in predicted scores on the dependent variable 
measured at time 2 subtracted from observed scores on the dependent variable at time 2. 
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𝑅𝑀21 = 𝑀2 − 𝐸[𝑀2|𝑀1] (22) 
𝑅𝑌21 = 𝑌2 − 𝐸[𝑌2|𝑌1] (23) 
Equations 24 and 25 represent regression equations using residualized change scores for 
the mediator variable and the dependent variable, respectively.  
𝑅𝑀21 = 𝑖𝑅𝑀21 + 𝑎𝑅2𝑋 + 𝑒𝑅𝑀21 (24) 
𝑅𝑌21 = 𝑖𝑅𝑌21 + 𝑐′𝑅2𝑋 + 𝑏𝑅2𝑅𝑀21 + 𝑒𝑅𝑌21 (25) 
The indirect effect is estimated by computing the product of aR2 coefficient from 
Equation 24 and bR2 coefficient from Equation 25 (aR2bR2) which is the effect of X on the 
change in Y from time 1 to time 2 not predictable from Y1 through its effect on the change 
in M from time 1 to time 2 not predictable from M1.  
The indirect effect of X on Y3 through M2 for the residualized change score model 
is conceptualized as the indirect effect of X on the residualized change in Y from time 2 to 
time 3 through the residualized change in the mediator from time 1 to time 2. Therefore, 
the indirect effect requires the  𝑅𝑀21 variable presented in Equation 22 and a new 
residualized change score for the outcome variable presented in Equation 26. Equation 26 
represents the residualized change score calculated for the dependent variable where RY32 
represents predicted scores on the dependent variable measured at time 3 subtracted from 
observed scores on the dependent variable measured at time 3. 
𝑅𝑌32 = 𝑌3 − 𝐸[𝑌3|𝑌2] (26) 
Equations 24 and 27 represent regression equations using difference scores for the 
mediator variable and dependent variable, respectively.  
𝑅𝑌32 = 𝑖𝑅𝑌32 + 𝑐′𝑅3𝑋 + 𝑏𝑅3𝑅𝑀21 + 𝑒𝑅𝑌32 (27) 
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The indirect effect is estimated by computing the product of aR2 coefficient from 
Equation 24 and bR3 coefficient from Equation 27 (aR2bR3) which is the effect of X on the 
change in Y from time 2 to time 3 not predictable from Y2 through its effect on the change 
in M from time 1 to time 2 not predictable from M1. 
The next section describes the MSMs and the SNDEMs and how to estimate 
indirect effects using these models for indirect effects through two-waves and how to 
estimate indirect effects through three-waves.  
Potential Outcomes Framework Estimators of Longitudinal Indirect Effects 
There are two primary longitudinal models that can be used to estimate the time-
specific indirect effects in the three-wave longitudinal mediation model that we will refer 
to as the potential outcomes framework methods because they were developed within the 
potential outcome framework for causal inference. The two methods are MSMs and the 
associated method of Inverse Propensity Weighting (IPW) and SNDEMs and the 
associated method of sequential G-estimation. Valente et al. (2018) described how these 
two models can be used to estimate the indirect effect in a two-wave longitudinal 
mediation model and provided simulation results comparing the indirect effect estimate 
for these models. 
Marginal Structural Models and Inverse Propensity Weighting. MSMs are models 
for potential outcomes that are averaged over covariate and time-varying confounder 
distributions so the effects in the model are interpreted as unconditional causal effects 
(Cole & Hernán, 2008; Robins, 2000; Robins, Hernán, & Brumback, 2000; 
VanderWeele, 2009, 2015). MSMs adjusts for confounders by averaging over the 
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confounder distribution by using IPW.  Inverse propensity weights are an application of 
propensity scores (Coffman, 2011; Coffman & Zhong, 2012; Harder, Stuart, & Anthony, 
2010; Hirano, Imbens, Ridder, 2003; Jo, Stuart, MacKinnon, & Vinokur, 2011; Robins et 
al., 2000; Stuart, 2010; West et al., 2014) and were first used in weighting observations to 
unbiasedly estimate population means (Horvitz & Thompson, 1952). In more recent 
applications, IPW has been used to account for selection into a given level of treatment 
over one or more alternatives (Imbens & Rubin, 2015, Chapter 12; Rosenbaum & Rubin, 
1983).  
When the mediator variable is continuous, it is important to estimate stabilized 
inverse propensity weights (Robins et al., 2000; Naimi, Moodie, Auger, & Kaufman, 
2014). Stabilized weights are created using two propensity scores, a numerator propensity 
score and a denominator propensity score in the form f (m2)/ f (m2|m1,y1) where f is used 
to denote the probability (density) of a continuous random variable. The numerator of the 
weight contains the marginal probability of the mediator, f (m2), which is the probability 
of an individual being at their observed value of the mediator with values further away 
from the mean of the mediator resulting in a lower probability of occurring.  The 
denominator of the weight contains the conditional probability of an individual being at 
their observed level of the mediator at time 2, (e.g., m2), conditional on their observed 
levels of pretest measures (e.g., m1 and y1). The conditional probability is a predicted 
probability of being at an observed value of the mediator with values further away from 
the predicted value resulting in a lower probability of occurring.  
Weighting individuals by the inverse of their propensity score creates a 
pseudopopulation in which each individual contributes f(m2)/ f(m2|m1,y1) copies of 
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themselves. For example, an individual with a conditional probability, f (m2|m1,y1), equal 
to 0.70 and a marginal probability of being at level m2 of  the mediator M2, f (m2), equal 
to 0.40 would contribute 0.57 (i.e., 0.40/0.70) of a copy and an individual with a 
conditional probability, f (m2|m1,y1), equal to 0.20, and a marginal probability, f (m2), 
equal to 0.30 would contribute 1.50 (i.e., 0.30/0.20) copies to the pseudopopulation. Thus 
any effect of the confounders, M1 and Y1, on the mediator, M2, is removed by 
downweighting individuals with high propensity scores and upweighting individuals with 
low propensity scores. Weighting individuals by their inverse propensity score thus 
removes the confounding effect of M1 and Y1 on M2 and Y2 without having to include the 
confounder variables in a regression model. Stabilized weights are important for 
continuous treatments because they reduce the sampling variability of the IPW estimator 
relative to unstabilized weights (Robins, 2000; Robins et al., 2000; Naimi et al., 2014). In 
the longitudinal mediation case with randomized X, “continuous treatments” refers to the 
continuous mediator variable that is measured over time (e.g., M2).  
Extreme weights (i.e., extremely small or extremely large) increase the sampling 
variability of the IPW estimator (Cole & Hernán, 2008; Hernán & Robins, 2006).  The 
size of the weights are influenced by the distributional form of the treatment (i.e., 
treatment is continuous; Naimi et al., 2014) and by the strength of the predictors of the 
continuous treatment.  That is, stronger predictors lead to extreme weights more often 
than weaker predictors (Goetgeluk, Vansteelandt, & Goetghebeur, 2009; Robins et al., 
2000; Vansteelandt, 2009). To remedy extreme stabilized weights, Cole and Hernán 
(2008) suggested truncation such that extremely large weights (e.g., > 10) are set equal to 
the 99
th
, 95
th
, or 90
th
 percentile of the distribution of weights and extremely small weights 
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(e.g., < 0.01) are set equal to the 1
st
, 5
th
, or 10
th
 percentile of the distribution of weights. 
While truncating stabilized weights reduces the sampling variability of the IPW 
estimator, doing so increases bias (Cole & Hernán, 2008).  
MSMs can be used to estimate any of the indirect effects described in the earlier 
sections. There are few studies that have investigated the use of MSMs and IPW to 
estimate longitudinal indirect effects (Valente et al., 2018; VanderWeele & Tchetgen, 
2017) but no study has investigated the statistical properties of these new methods or 
have explained how to estimate each of the time-specific indirect effects in the three-
wave model with randomized intervention. 
 Applications of MSMs using IPW have focused on either longitudinal indirect 
effects on a single outcome measured at the end of the longitudinal study or on overall 
indirect effects at each time when the outcome is repeatedly measured (VanderWeele & 
Tchetgen, 2017). This section will describe how to apply MSMs using IPW to estimate 
specific longitudinal indirect effects, that is, the indirect effect of X on Y2 through M2 and 
the indirect effect of X on Y3 through M2.  
 As noted in the previous section, MSMs require two models for each indirect 
effect. The propensity score models for the indirect effect of X on Y2 through M2 are 
described in Equations 28 and 29 and the model for Y2 is described in Equation 31. 
𝑓(𝑀2|𝑋) = 𝜙(𝑀2|𝑋) =  
1
√2𝜋𝜎2
𝑒
−
(𝑚2−m2̂) 
2
2𝜎2  
(28) 
𝑓(𝑀2|𝑋, 𝑀1, 𝑌1)= 𝜙(𝑀2|𝑋, 𝑀1, 𝑌1) =  
1
√2𝜋𝜎2
𝑒
−
(𝑚2−m2̂) 
2
2𝜎2  
(29) 
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Because the mediator at posttest is continuous, the propensity score in the numerator and 
denominator are drawn from the normal probability density function (i.e., 𝜙; Robins et 
al., 2000). 𝑚2 and ?̂?2 are the observed and predicted values of the mediator at posttest 
for a given individual, and σ is the root mean squared error from the respective equation. 
The weight for each individual is then the ratio of these two probabilities 
It should be noted that it is possible to stabilize the weights by including the marginal 
probability of M2 in the numerator instead of the probability of M2 conditional on X as in 
Equation 28. The conditional probability was chosen because (1) it results in smaller 
sampling variability than the marginal probability of M2 and (2) we are not interested in 
removing the effect of X on M2 and Y2 because X is our focal predictor and not a 
confounder (Cole & Hernán, 2008).  It is assumed the numerator propensity scores and 
the denominator propensity scores are each normally distributed. It is not assumed that 
the ratio of these two propensities (i.e., the weight) is normally distributed.  
 Assuming no XM2 interaction, the indirect effect is estimated as the difference 
between the total effect cy2x and the weighted direct effect in Equation 31.  
The difference in coefficients method is used here because that is most similar to how 
sequential G-estimation calculates the indirect effect (presented later).  
 The propensity score models used to estimate the indirect effect of X on Y3 are 
presented in Equations 32 and 33. 
𝑤𝑚2𝑖 =
𝑓(𝑀2|𝑋)
𝑓(𝑀2|𝑋, 𝑀1, 𝑌1)
 
(30) 
𝐸[𝑌2|𝑋, 𝑀2] = 𝑐
′
𝑦2𝑥(𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑)𝑋 + 𝑏𝑦2𝑚2(𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑)𝑀2  (31) 
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𝑚3 and ?̂?3 are the observed and predicted values of the mediator at time 3 for a given 
individual, and σ is the root mean squared error from the respective equation. The weight 
for each individual is then the ratio of these two probabilities as follows: 
 The weight for M3 is presented in Equation 34. Assuming no XM2 and no XM3 
interaction, the indirect effect is estimated as the product of am3x from Equation 11 and 
by3m2(weighted)  from Equation 35. 
MSMs are more challenging when the mediator is a continuous variable because 
the weights that are created to estimate the parameters of the MSMs can lead to very 
small or very large weights that can lead to problematic results when the inverse is 
calculated (Goetgeluk et al., 2009; Valente et al., 2018; Vansteelandt, 2009).  Sequential 
G-estimation does not rely on IPW to remove effects of confounders therefore does not 
suffer from the same limitations as MSMs when mediators are continuous. 
Structural Nested Direct Effect Models and Sequential G-estimation. An alternative 
class of models and estimation routine has been proposed to adjust for confounders 
without the use of inverse propensity weights (Goetgeluk et al., 2009; Robins, 2000; Ten 
Have et al., 2007; Vansteelandt, 2009). Unlike IPW estimation of MSMs, G-estimation of 
𝑓(𝑀3|𝑋) = 𝜙(𝑀3|𝑋) =  
1
√2𝜋𝜎2
𝑒
−
(𝑚3−m3̂) 
2
2𝜎2  
(32) 
𝑓(𝑀3|𝑋, 𝑀2, 𝑌2)= 𝜙(𝑀3|𝑋, 𝑀2, 𝑌2) =  
1
√2𝜋𝜎2
𝑒
−
(𝑚3−m3̂) 
2
2𝜎2  
(33) 
𝑤𝑚3𝑖 =
𝑓(𝑀3|𝑋)
𝑓(𝑀3|𝑋, 𝑀2, 𝑌2)
 
(34) 
𝐸[𝑌3|𝑋, 𝑀2, 𝑀3] = 𝑐
′
𝑦3𝑥(𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑)𝑋 + 𝑏𝑦3𝑚2(𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑)𝑀2 + 𝑠𝑦3𝑦2(𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑)𝑌2  (35) 
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SNDEMs does not average over confounder distributions via inverse propensity weights. 
Instead, G-estimation relies on removing effects of treatment and mediators from the 
outcome, Y, conditional on covariates and closely resemble regression methods 
(Vansteelandt & Joffe, 2014). The logic behind G-estimation is that the effect of interest 
(e.g., direct effect) can be estimated once we remove the effects from the outcome that 
are not of interest. G-estimation has been applied to the single mediator model to estimate 
the CDE. For example, in the single mediator model, we can think Y as being a function 
of a direct effect of X on Y and an indirect effect of X on Y through M. If we remove the 
indirect effect from Y, then the only remaining effect X could have on Y is the direct 
effect. The indirect effect can then be estimated as the difference between the total effect 
and the G-estimate of the direct effect. This logic can be extended to longitudinal indirect 
effects and in fact, there have been no studies to investigate the use of G-estimation for 
estimating longitudinal indirect effects (Vansteelandt & Joffe, 2014). This is the first 
study to describe how to use G-estimation to estimate longitudinal indirect effects. 
G-estimation is demonstrated by estimating the direct effect of X on Y2 from 
Equations 36 through 38. Instead of adjusting for the confounding effects of M1 and Y1 
via propensity scores, sequential G-estimation adjusts for the confounding effects of M1 
and Y1 through regression. 
Next, the adjusted effect of M2 on Y2 (by2m2) from Equation 36 is subtracted from Y2 as 
follows. 
𝐸[𝑌2|𝑋, 𝑀1, 𝑀2, 𝑌1] = 𝑐′𝑦2𝑥𝑋 + 𝑏𝑦2𝑚1𝑀1 + 𝑏𝑦2𝑚2𝑀2 + 𝑠𝑦2𝑦1𝑌1 (36) 
𝑌2𝑑𝑖𝑓𝑓 = 𝑌2 − 𝑏𝑦2𝑚2𝑀2 (37) 
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Finally, the residualized outcome Y2diff from Equation 37 is regressed on the treatment X 
to estimate the direct effect.  
The rationale is that once the effect of the mediator is removed, only a direct effect will 
remain (Goetgeluk et al., 2009; Vansteelandt, 2009). Assuming no interactions, the 
indirect effect can be estimated as cy2x – c’y2x(adjusted). 
To estimate the indirect effect of X on Y3 through M2 a regression equation is 
estimated for Y3 as in Equations 39 through 41. 
Next, the adjusted effect of M2 on Y3 (by3m2) from Equation 39 is subtracted from Y3 as 
follows. 
Finally, the residualized outcome Y3diff from Equation 40 is regressed on the treatment X 
to estimate the direct effect. Because we are removing the effect of M2 on Y3, the 
remaining effects will include a direct effect of X on Y3, an indirect effect of X on Y3 
through Y2, and an indirect effect of X on Y3 through M3. Therefore, regressing the 
residualized outcome on X will result in a direct effect of X on Y3 that can be interpreted 
as the effect of X on Y3 not through M2.  
𝐸[𝑌2𝑑𝑖𝑓𝑓|𝑋] = 𝑐′𝑦2𝑥(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑)𝑋 (38) 
𝐸[𝑌3|𝑋, 𝑀3, 𝑀2, 𝑌2] = 𝑐′𝑦2𝑥𝑋 + 𝑏𝑦3𝑚3𝑀3 + 𝑏𝑦3𝑚2𝑀2 + 𝑠𝑦3𝑦2𝑌2 (39) 
𝑌3𝑑𝑖𝑓𝑓 = 𝑌3 − 𝑏𝑦3𝑚2𝑀2 (40) 
𝐸[𝑌3𝑑𝑖𝑓𝑓|𝑋] = 𝑐′𝑦3𝑥(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑)𝑋 (41) 
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The rationale is that once the effect of the mediator is removed, only a direct effect will 
remain (Goetgeluk et al., 2009; Vansteelandt, 2009). Assuming no interactions, the 
indirect effect can be estimated as cy3x – c’y3x(adjusted).  
Summary 
There are three main goals of this dissertation. First, potential outcomes 
definitions will be derived for all time-specific indirect and direct effects. The potential 
outcome definitions are nonparametric but will be demonstrated assuming the linear fixed 
effects models for the mediator and outcome over time. Second, two time-specific 
indirect effects will be investigated in detail by comparing both traditional and potential 
outcomes framework methods analytically to the potential outcomes definitions of these 
time-specific indirect effects and by evaluating estimator characteristics of these methods 
via Monte Carlo simulation. The time-specific effects of interest include the indirect 
effect of X on Y2 through M2 and the indirect effect of X on Y3 through M2. The traditional 
models that will be investigated include ANCOVA, difference scores, and residualized 
change scores. The potential outcomes framework methods that will be investigated 
include IPW estimation with varying levels of weight truncation and sequential G-
estimation. Finally, all traditional methods and potential outcomes methods will be 
applied to an empirical example from the Athletes Training and Learning to Avoid 
Steroids (ATLAS; Goldberg et al., 1996) study, which was a program designed to reduce 
high school football players’ use of anabolic steroids by engaging students in healthy 
nutrition and strength training alternatives.  
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Study 1 Method 
Causal Mediation Formula  
The causal mediation formula (Pearl, 2012) was used to derive the potential 
outcomes definitions of the time-specific longitudinal indirect and direct effects. The 
causal mediation formula is a nonparametric definition of indirect and direct effects 
(Pearl, 2012). For the single mediator model, the nested potential outcome is defined as 
the product of the expected value of Y conditional on X and M times the probability 
density function of M conditional on X averaged over all values of M.  
The causal mediation formula takes advantage of the known relation in probability theory 
that the expected value of a variable, here M, is the value of the variable (i.e., m) times 
the probability density of that value averaged over all values m of M. We can model the 
conditional expected value of M using regression (Berk, 2004). That is, the causal 
mediation formula results in creating a reduced form equation by plugging in the 
regression equation for M into the regression equation for Y.  
VanderWeele and Tchetgen (2017) extended the causal mediation formula to derive 
longitudinal indirect effects but the goal of this dissertation is to apply the causal 
mediation formula to derive each of the time-specific indirect and direct effects. This 
𝐸[𝑌(𝑥, 𝑀(𝑥′)] = ∫ 𝐸[𝑌|𝑋 = 𝑥, 𝑀 = 𝑚]
∞
−∞
× 𝑓(𝑀|𝑋 = 𝑥′)𝜕𝑀 
(42) 
𝐸[𝑌|𝑋 = 𝑥, 𝑀 = 𝑚] = i3 + c
'x + bm  (43a) 
𝐸[𝑀|𝑋 = 𝑥′] = i2 + ax'   (43b) 
𝐸[𝑌(𝑥, 𝑀(𝑥′)] =  i3 + 𝑐
'x + b(i2 + ax' )  (43c) 
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requires relating the following nested potential outcome to the observed regression 
equations as in Equation 44. 
Evaluation Criteria 
The potential outcomes definitions of time-specific indirect and direct effects 
were derived nonparametrically using the causal mediation formula but were 
demonstrated using linear regression equations for this dissertation.  The analytical 
solution for each nested potential outcome was compared to their respective empirical 
values in the Study 2 simulation. The analytical solution for the indirect effect estimators 
for each of the traditional models (i.e., ANCOVA, difference scores, and residualized 
change scores) was compared to the potential outcomes definition derived using the 
causal mediation formula. 
 
 
𝐸[𝑌3(𝑥, 𝑀2(𝑥′), 𝑌2(𝑥′′, 𝑀2(𝑥′′′)), 𝑀3 (𝑥′′′′, 𝑀2(𝑥′′′′′), 𝑌2(𝑥′′′′′′, 𝑀2(𝑥′′′′′′′)))]
= ∫ ∫ ∫ ∫ ∫ ∫ ∫ 𝐸[𝑌3|𝑋 = 𝑥, 𝑀2 = 𝑚2, 𝑌2 = 𝑦2, 𝑀3 = 𝑚3] 
𝑚3𝑦2𝑚2𝑚2𝑦2𝑚2𝑚2
        
× 𝑓(𝑀3|𝑋 = 𝑥′′′′, 𝑀2 = 𝑚2, 𝑌2 = 𝑦2)
× 𝑓(𝑌2|𝑋 = 𝑥′′′′′′, 𝑀2 = 𝑚2, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1)
× 𝑓(𝑀2|𝑋 = 𝑥′′′′′′′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) × 𝑓(𝑀2|𝑋 = 𝑥′′′′′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1)
× 𝑓(𝑌2|𝑋 = 𝑥′′, 𝑀2 = 𝑚2, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1)
× 𝑓(𝑀2|𝑋 = 𝑥′′′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1)
× 𝑓(𝑀2|𝑋 = 𝑥′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1)𝜕𝑀3′′′′𝜕𝑌2′′′′′′𝜕𝑀2′′′′′′′𝜕𝑀2′′′′′𝜕𝑌2′′𝜕𝑀2′′′𝜕𝑀2′ 
(44) 
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Study 2 Method 
Monte Carlo Simulation 
The SAS 9.4 programming language will be used to conduct a Monte Carlo 
simulation.  The following equations represent the data-generating model and correspond 
to the ANCOVA model in the Monte Carlo simulation where 𝑥 is an observed value of 
random variable 𝑋 and ?̃? is the sample median. 
𝑋 ~𝑁(0,1): 𝑥 ≥ ?̃? = 1; 𝑥 < ?̃? = 0 (45) 
𝑀1~𝑁(0,1) (46) 
𝑌1 = 𝑏𝑦1𝑚1𝑀1 + 𝑒1 (47) 
𝑀2 = 𝑎𝑚2𝑥𝑋 + 𝑓𝑚2𝑦1𝑌1 + 𝑆𝑚2𝑚1𝑀1 + 𝑒2 (48) 
𝑌2 = 𝑐′𝑦2𝑥𝑋 + 𝑏𝑦2𝑚1𝑀1 + 𝑏𝑦2𝑚2𝑀2 + 𝑠𝑦2𝑦1𝑌1 + 𝑒3 (49) 
𝑀3 = 𝑎𝑚3𝑥𝑋 + 𝑓𝑚3𝑦2𝑌2 + 𝑠𝑚3𝑚2𝑀2 + 𝑒4 (50) 
𝑌3 = 𝑐′𝑦3𝑥𝑋 + 𝑏𝑦3𝑚3𝑀3 + 𝑏𝑦3𝑚2𝑀2 + 𝑠𝑦3𝑦2𝑌2 + 𝑒5 (51) 
𝜎𝑒𝑗
2 = 1 (52) 
𝜎𝑒𝑖𝑒𝑗 = 0 (53) 
 
In the Monte Carlo simulation the following factors were varied: sample size (N = 
50, 200, 500, 4000), effect size of the am2x path (0 .14, .59), by2m2 path (0 .14, .59), and 
by3m2 path (0 .14, .59). The direct effects, c’y2x and c’y3x, were fixed to zero, the effect size 
of the Y2, Y3, and M2 cross-lags (fy2m1,  fy3m2, and bm2y1  paths)  were fixed to .14, the effect 
size of the stability of the mediator variable (sm2m1 and sm3m2) and the dependent variable 
(sy2y1 and sy3y2) were fixed to .39,  the correlation between M1 and Y1 was fixed to .30, and 
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the correlation between M3 and Y3 was fixed to .39.  Twenty-seven combinations of effect 
sizes for the am2x, by2m2, and by3m2 were studied and chosen will reflect approximately 
zero, small, and large effect sizes (i.e., partial correlations), respectively (Cohen, 1988). 
The effect sizes for the paths that were held constant were chosen based on effect sizes 
for the observed in the ATLAS dataset for the respective paths. Specifically, the relations 
between 12 mediators and the outcome, strength training self-efficacy, were examined 
and this information was used as effect size information for the pretest correlation, the 
stabilities, the cross-lagged paths, and the correlation between the mediator and outcome 
at time 3. Specifically, the fixed paths were fixed to the average partial correlation across 
the 12 mediators for the respective paths. In total there was 108 conditions defined by 27 
effect size combinations and 4 sample sizes. This results in a complete factorial design 
with all factors being fully crossed with one another. It was assumed there are no lag-2 
effects for the mediator to mediator relations, the outcome to outcome relations, or the 
mediator to outcome relations over time (e.g., no effects from M1 to M3). A total of 500 
replications of each condition were simulated.   
The focus of this simulation study was to evaluate estimator characteristics of the 
indirect effects of X on Y2 through M2 and X on Y3 through M2 for the following data 
analysis models: ANCOVA, difference score, residualized change score, IPW, IPW with 
weights truncated at the 1
st
/99
th
 percentiles, IPW with weights truncated at the 5
th
/95
th
 
percentiles, IPW with weights truncated at the 10
th
/90
th
 percentiles, and sequential G-
estimation. 
The purpose of the simulation study was two-fold. First, the simulation study was 
designed to compare the analytical results from the causal mediation formula and the 
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analytical differences between the ANCOVA, difference score, and residualized change 
score models to empirical results. Second, the simulation study was designed to compare 
the statistical performance of five statistical models (i.e., ANCOVA, difference scores, 
residualized change scores, IPW, and sequential G-estimation) on several evaluation 
criteria (more on this later).  
Evaluation Criteria 
Bias of Parameter Estimates. Relative bias was computed for the parameter estimates 
of the indirect effect by subtracting the true value of the parameter from the parameter 
estimate and then dividing the bias of the parameter estimate by the true value of the 
parameter across replications.  An estimator of the indirect effect was considered 
acceptable in terms of bias if the absolute value of relative bias was less than .10 (e.g., 
Flora & Curran, 2004). If the true value of the parameter was equal to zero, raw bias was 
computed and reported. The relative bias for the ANCOVA, IPW, and sequential G-
estimation were computed with respect to the ANCOVA true values. The relative bias for 
the difference score model was computed with respect to the true value for the difference 
score model and the relative bias for the residualized change score model was computed  
with respect to the true value for the residualized change score model. Mean squared 
error (MSE) was computed by subtracting the true value of the parameter from the 
parameter estimate, squaring this value, and then adding the empirical variance of the 
parameter estimate. MSE combines bias and precision of the estimator in one index. Low 
values of MSE reflect either low bias, high precision, or some combination of the two. 
No convergence issues were expected for any of the models because all models were 
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linear models that contained only additive effects which can be estimated with either 
Ordinary Least Squares (OLS) or Weighted Least Squares (WLS).  
Significance Testing. Significance testing was performed using the percentile bootstrap 
within each replication. For each replication, 500 bootstrap samples were created and the 
indirect effect was estimated for each bootstrap sample. The indirect effect was deemed 
significant if zero was not contained between the 2.5
th
 and 97.5
th
 percentile in each 
replication. Type 1 error rates were the proportion of times across the 500 replications per 
condition an estimate of the indirect effect was statistically significant at the .05 alpha 
level when the true value of the parameter was equal to zero. Consistent with Bradley’s 
(1978) liberal criterion, Type 1 error rates were deemed acceptable if they fell within the 
range of [.025, .075].   
Power was the proportion of times across the 500 replications per condition an 
estimate of the indirect effect was statistically significant at the .05 alpha level when the 
true value of the parameter was not equal to zero.  The best performing estimator in terms 
of statistical power had the highest statistical power within a given condition and 
acceptable Type 1 error rates.  Coverage was the proportion of times the true value of the 
mediated effect fell within the percentile bootstrap confidence intervals.  Confidence 
intervals were deemed acceptable if the interval contained the true value of the mediated 
effect within the range of [.925, .975].  
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Study 1 Results 
Organization 
 Study 1 results are organized into three sections. First, the results of the causal 
mediation formula are presented and discussed. The causal mediation formula results in 
creating predicted scores of the mediator and outcome at time t +1 based on predicted 
scores of the mediator and outcome at time t. Second, empirical averages for the potential 
outcomes based definitions for all time-specific indirect and direct effects are compared 
to the traditional product of coefficients estimators and the true values from the 
simulation. The potential outcomes defined effects and the traditional product of 
coefficients were identical for the respective time-specific effects. Third, analytical 
solutions are presented that describe the difference in the ANCOVA model b paths (i.e., 
by2m2 and by3m2) compared to the difference score b paths, and the residualized change 
score b paths, for the two time-specific indirect effects that were the focus of this 
dissertation.  
Causal Mediation Formula 
The derivations based on the causal mediation formula revealed that the nested 
potential outcomes used to estimate the causal direct and indirect effects are equivalent to 
plugging in the predicted values for the mediator and outcome at time t into the predicted 
values for the mediator at outcome at time t+1 (see Appendix A). For example, the 
predicted value for an individual’s score on Y2 is presented in Equation 54. The predicted 
value for Y2 is a function of the intercept, the effect of X on Y2 (𝑐𝑦2𝑥
′ ) times the observed 
value of the intervention x, the effect of M2 on Y2 (𝑏𝑦2𝑚2) times the observed value of the 
mediator at time 2 m2, and the effects of M1 (𝑏𝑦2𝑚1) and Y1 (𝑏𝑦2𝑚1) on Y2 times the 
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observed values of the mediator and outcome variables at time 1, m1 and y1, respectively. 
Because M2 is affected by X in the three-wave mediation model, it is possible to insert the 
predicted value of M2 into the predicted value of Y2 as in Equation 55.  
If we represent the predicted value of M2 using the regression equation in 
Equation 56, then the predicted value of Y2 can be re-written as in Equation 57. Equation 
57 is in fact equivalent to the nested potential outcome for Y2 (i.e., [𝑌2(𝑥, 𝑀2(𝑥)]). 
Therefore, the derivations based on the causal mediation formula are equivalent to 
creating predicted means for each variable affected by the treatment, X, for both the time-
specific effects through time 2 and time 3.  
Empirical Results 
The potential outcomes definitions for the time-specific indirect and direct effects 
are presented in Table 2 (the analytical derivations are presented in Appendix A with 
explanation of notation in Appendix B). Assuming the three-wave mediation model is a 
linear model with additive effects, the potential outcomes defined effects and the product 
of coefficients are equivalent for each of the time-specific effects.  
?̂?2 = 𝑖𝑦2 + 𝑐𝑦2𝑥
′ 𝑥 + 𝑏𝑦2𝑚2𝑚2 + 𝑏𝑦2𝑚1𝑚1 + 𝑠𝑦2𝑦1𝑦1 (54) 
?̂?2 = 𝑖𝑦2 + 𝑐𝑦2𝑥
′ 𝑥 + 𝑏𝑦2𝑚2?̂?2 + 𝑏𝑦2𝑚1𝑚1 + 𝑠𝑦2𝑦1𝑦1 (55) 
?̂?2 = 𝑖𝑚2 + 𝑎𝑚2𝑥𝑥 + 𝑠𝑚2𝑚1𝑚1 + 𝑏𝑦2𝑦1𝑦1 (56) 
?̂?2 = 𝑖𝑦2 + 𝑐𝑦2𝑥
′ 𝑥 + 𝑏𝑦2𝑚2(𝑖𝑚2 + 𝑎𝑚2𝑥𝑥 + 𝑠𝑚2𝑚1𝑚1 + 𝑏𝑦2𝑦1𝑦1) + 𝑏𝑦2𝑚1𝑚1
+ 𝑠𝑦2𝑦1𝑦1 
(57) 
44 
 
To verify the accuracy of the analytical derivations, the average empirical value 
over all 108 simulation conditions for the potential outcomes defined effects and the 
product of coefficients was compared to the true value of each time-specific effect (see 
Table 3). First, the potential outcomes defined effects were equivalent to the product of 
coefficients models thus corroborating the results of the analytical derivations. Second, 
the empirical average for the potential outcomes defined effects and the product of 
coefficients were approximately equal to the true values for the respective time-specific 
effects.  
Analytical Differences Across Models 
 The ANCOVA model and the potential outcomes based definitions of indirect 
effects are equivalent, therefore the focus of this section is to compare the ANCOVA 
model estimates of the time-specific indirect effects to the difference score and 
residualized change score models. The difference score and residualized change score 
models are different models of change compared to ANCOVA therefore it is possible to 
derive the exact difference between these models for each of the two time-specific 
indirect effects. Because X represents a randomized experiment, the difference score and 
residualized change score models will differ in their estimates of the time-specific 
indirect effects of X on Y2 through M2 and X on Y3 through M2 only to the extent that the 
estimates of the M2 to Y2 and the M2 to Y3 relations differ across the three models (see 
Appendix C).  
 The difference between the b path of the time-specific indirect effect X on Y2 
through M2 for the ANCOVA and difference score models is characterized by the 
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covariance term in Equation 58 and was originally described in Valente and MacKinnon 
(2017). When this covariance term is equal to zero, the ANCOVA and difference score 
models will give identical estimates of the time-specific indirect effect of X on Y2 through 
M2 assuming X is randomized. 
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌21̂ − 𝛥𝑌21)
= 𝑏𝑀2𝑌1𝑏𝑌2𝑀1𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑏𝑌2𝑀2𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑠𝑌2𝑌1𝜎𝑌1
2 − 𝑏𝑀2𝑌1𝜎𝑌1
2
+ 𝑠𝑀2𝑀1𝑏𝑌2𝑀1𝜎𝑀1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2 + 𝑠𝑀2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1
− 𝑠𝑀2𝑀1𝜎𝑀1𝑌1 − 𝑏𝑌2𝑀1𝜎𝑀1
2 − 𝑏𝑌2𝑀2𝜎𝑀1
2 − 𝑠𝑌2𝑌1𝜎𝑀1𝑌1 + 𝜎𝑀1𝑌1 
 
(58) 
The difference between the b path of the time-specific indirect effect of X on Y2  through 
M2 for the ANCOVA and residualized change score model is characterized by the 
covariance term in Equation 59 and was originally described in Valente and MacKinnon 
(2017). When this covariance term is equal to zero, the ANCOVA and residualized 
change score model will give identical estimates of the time-specific indirect effect of X 
on Y2  through M2 assuming X is randomized. 
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)
= 𝑏𝑀2𝑌1𝑏𝑌2𝑀1𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑏𝑌2𝑀2𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑠𝑌2𝑌1𝜎𝑌1
2
− 𝑏𝑀2𝑌1𝑏𝑌2𝑌1𝜎𝑌1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀1𝜎𝑀1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2
+ 𝑠𝑀2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1 − 𝑠𝑀2𝑀1𝑏𝑌2𝑌1𝜎𝑀1𝑌1 − 𝑏𝑀2𝑀1𝑏𝑌2𝑀1𝜎𝑀1
2
− 𝑏𝑀2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2 − 𝑏𝑀2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1 + 𝑏𝑀2𝑀1𝑏𝑌2𝑌1𝜎𝑀1𝑌1 
(59) 
The difference between the b path of the time-specific indirect effect of X on Y3  through 
M2 for the ANCOVA and difference score model is characterized by the covariance terms 
in Equations 60 - 61. When these covariance terms are equal to zero, the ANCOVA and 
difference score model will give identical estimates of the time-specific indirect effect of 
X on Y3  through M2 assuming X is randomized. 
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𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32)
= 𝑎𝑚2𝑥(𝑠𝑦3𝑦2 − 1)𝜎𝑥𝑦2 + 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝜎𝑥∆𝑚32 + 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝜎𝑥𝑚2
+ 𝑏𝑚2𝑦1(𝑠𝑦3𝑦2 − 1)𝜎𝑦1𝑦2 + 𝑏𝑚2𝑦1𝑏𝑦3𝑚2𝜎𝑚1𝑦1 + 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝜎𝑦1∆𝑚32
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝜎𝑦1𝑚2 + (𝑠𝑚2𝑚1 − 1)(𝑠𝑦3𝑦2 − 1)𝜎𝑚1𝑦2
+ (𝑠𝑚2𝑚1 − 1)𝑏𝑦3𝑚2𝜎𝑚1
2 + (𝑠𝑚2𝑚1 − 1)𝑏𝑦3𝑚3𝜎𝑚1∆𝑚32
+ (𝑠𝑚2𝑚1 − 1)𝑏𝑦3𝑚3𝜎𝑚1𝑚2 + (𝑠𝑦3𝑦2 − 1)𝑏𝑦2𝑚2𝜎𝑒𝑚2
2 + 𝑏𝑦3𝑚3(𝑠𝑚3𝑚2
+ 𝑏𝑚3𝑦2𝑏𝑦2𝑚2 − 1)𝜎𝑒𝑚2
2 + 𝑏𝑦3𝑚3𝜎𝑒𝑚2
2  
 
(60) 
𝐶𝑜𝑣(𝑋, 𝛥𝑌32̂ − 𝛥𝑌32) = (𝑠𝑦3𝑦2 − 1)𝜎𝑥𝑦2 + 𝑏𝑦3𝑚3𝜎𝑥∆𝑚32 + 𝑏𝑦3𝑚3𝜎𝑥𝑚2 (61) 
The difference between the b path of the time-specific indirect effect of X on Y3  through 
M2 for the ANCOVA and residualized change score models is characterized by the 
covariance terms in Equations 62 - 63. When these covariance terms are equal to zero, 
the ANCOVA and residualized change score models will give identical estimates of the 
time-specific indirect effect of X on Y3 through M2 assuming X is randomized. For more 
information on the derivations, see Appendix C. 
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= 𝑎𝑚2𝑥(𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑥𝑦2 + 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝜎𝑥𝑟𝑒𝑠∆𝑚32
+ 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑥𝑚2 + 𝑏𝑚2𝑦1(𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑦1𝑦2
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝜎𝑚1𝑦1 + 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝜎𝑦1𝑟𝑒𝑠∆𝑚32
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑦1𝑚2 + (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)(𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑚1𝑦2
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝜎𝑚1
2
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)𝑏𝑦3𝑚3𝜎𝑚1𝑟𝑒𝑠∆𝑚32
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑚1𝑚2 + (𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝑏𝑦2𝑚2𝜎𝑒𝑚2
2
+ 𝑏𝑦3𝑚3(𝑠𝑚3𝑚2 + 𝑏𝑚3𝑦2𝑏𝑦2𝑚2 − 𝑏𝑚3𝑚2)𝜎𝑒𝑚2
2 + 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑒𝑚2
2  
(62) 
𝐶𝑜𝑣(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32) = (𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑥𝑦2 + 𝑏𝑦3𝑚3𝜎𝑥𝑟𝑒𝑠∆𝑚32 + 𝑏𝑦3𝑚3𝜎𝑥𝑚2 (63) 
Empirical Comparison Results 
 The analytical differences between the ANCOVA indirect effects, difference 
score indirect effects, and residualized change score indirect effects were checked by 
comparing the empirical averages of the differences between these models for each of the 
two time-specific indirect effects across all 108 simulation conditions to their respective 
analytical solutions. The bias between the ANCOVA model and the difference score 
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model was computed as the difference between the ANCOVA value of the indirect effect 
and the difference score value of the indirect effect. The bias between the ANCOVA 
model and the residualized change score model was computed as the difference between 
the ANCOVA value of the indirect effect and the residualized change score value of the 
indirect effect. Negative values of bias indicated the difference score and residualized 
change score models had a smaller magnitude indirect effect compared to the magnitude 
of the ANCOVA model indirect effect. Positive values of bias indicated the difference 
score and residualized change score models had a larger magnitude indirect effect 
compared to the magnitude of the ANCOVA model indirect effect.  
The empirical average of the difference between the ANCOVA estimate and the 
difference score estimate for the indirect effect of X on Y2  through M2  across all 108 
simulation conditions was equal to the analytical solution over the same 108 simulation 
conditions (empirical average = -0.101 vs. analytical solution = -0.101). The empirical 
average of the difference between the ANCOVA estimate and the residualized change 
score estimate for the indirect effect of X on Y2  through M2 across all 108 simulation 
conditions was equal to the analytical solution over the same 108 simulation conditions 
(empirical average = -0.010 vs. analytical solution = -0.010). The empirical average of 
the difference between the ANCOVA estimate and the difference score estimate for the 
indirect effect of X on Y3  through M2  across all 108 simulation conditions was equal to 
the analytical solution over the same 108 simulation conditions (empirical average =        
-0.043 vs. analytical solution = -0.043). The empirical average of the difference between 
the ANCOVA estimate and the residualized change score estimate for the indirect effect 
of X on Y3  through M2 across all 108 simulation conditions was equal to the analytical 
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solution over the same 108 simulation conditions (empirical average = 0.047 vs. 
analytical solution = 0.047).  
The bias of the difference score model for each time-specific indirect effect was 
summarized in Table 4. The bias of the difference score model for the time-specific effect 
of X on Y2 through M2 varied as a function of the effect size of the by2m2 path.  The bias 
was negative for all values of the by2m2 path. When the by2m2 path was equal to zero, the 
bias was equal to -0.056 and when the by2m2 path was equal to 0.59, the bias was equal to 
-0.349. The bias of the difference score model for the time-specific effect of X on Y3 
through M2 was a function of the effect size of the by2m2 and by3m2 paths. The bias was 
positive for low values of the by2m2 and by3m2 paths but the bias became negative as both 
the by2m2 and by3m2 paths increased in magnitude. The bias of the residualized change 
score model for the time-specific effect of X on Y2 through M2 was a function of the 
effect size of the by2m2 path. The bias was negative for all values of the by2m2 path. When 
the by2m2 path was equal to zero, the bias equaled -0.006 and when the by2m2 path was 
equal to 0.59, the bias was equal to -0.034. The bias of the residualized change score 
model for the time-specific effect of X on Y3 through M2 was a function of the effect size 
of the by2m2 and by3m2 paths. The bias was positive for all values of the by2m2 and by3m2 
paths expect for when the by2m2 path was equal to 0.59 and the by3m2 path was equal to 
0.59 in which case the bias was negative (-0.278).  
Both the difference score model and the residualized change score models 
resulted in a lower magnitude indirect effect of X on Y2  through M2 compared to the 
ANCOVA model. The difference score model resulted in a lower magnitude indirect 
effect of X on Y3  through M2 compared to the ANCOVA model while the residualized 
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change score model resulted in a higher magnitude indirect effect of X on Y3  through M2 
compared to the ANCOVA model. It is expected that the difference between the 
ANCOVA model and the difference score and residualized change score models will 
have implications for the Type 1 error rates and statistical power of these methods. 
Study 1 Summary 
 Applying the results from the causal mediation formula indicated that the causal 
mediation formula is equivalent to plugging in predicted values of the mediator and the 
outcome at time t into the predicted values of the mediator and outcome at time t+1.  The 
analytical derivations were checked by comparing the empirical average of each potential 
outcomes defined effect to both the traditional product of coefficient estimator and the 
true value from the simulation for each time-specific effect. The comparison of the 
empirical averages provided evidence that the results from the causal mediation are 
correct.  
 The analytical comparison of the ANCOVA, difference score, and residualized 
change score models revealed complex covariance terms that capture the difference in the 
b paths for the two time-specific indirect effects under investigation. Specifically, in the 
simulation conditions for this dissertation, the difference between the ANCOVA and 
difference score model for the indirect effect of X on Y2 through M2 increased as the 
effect size of the by2m2 path increased in magnitude. The bias between the ANCOVA and 
difference score model for indirect effect of X on Y3 through M2 increased as both the 
by2m2 and by3m2 paths increased in magnitude.  The bias between the ANCOVA and 
residualized change score model for the indirect effect of X on Y2 through M2 increased as 
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the effect size of the by2m2 path increased. The bias between the ANCOVA and 
residualized change score model for indirect effect of X on Y3 through M2 approached 
zero as both the by2m2 and by3m2 paths increased in magnitude except when both the by2m2 
and by3m2 paths equaled 0.59 in which case the bias equaled -0.278.  The analytical results 
were compared to empirical averages across the 108 simulation conditions. The 
equivalence across the empirical and analytical averages provided evidence that the 
analytical derivations are accurate.  
Study 2 Results 
Organization 
 The results section for Study 2 is organized in three sections. First, estimator 
characteristics for the indirect effect of X on Y2 through M2 are presented. Second, 
estimator characteristics for the indirect effect of X on Y3 through M2 are presented. The 
evaluation criteria (i.e., relative bias, Type 1 error rates, statistical power, confidence 
interval coverage, and mean-squared error) described in the Methods section were 
summarized for each estimator for each indirect effect by tabling the results by sample 
size, effect size of the a path (i.e., am2x) and the respective b path (i.e., by2m2 or by3m2). 
Third, the estimators investigated in this simulation were applied to the ATLAS dataset. 
Finally, a general summary is provided for Study 2 results. 
Indirect effect – X on Y2 through M2 
Type 1 error rates. The indirect effect equals zero when either the am2x path equals zero, 
when the by2m2 path equals zero, or when both the am2x and by2m2 paths equal zero because 
the indirect effect is a product of two regression coefficients. Therefore the Type 1 error 
rates were first summarized when the am2x path equaled zero and the by2m2 was non-zero 
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and then summarized when the by2m2 path equaled zero and the am2x path was non-zero 
(see Table 5). Note that the true value of the am2x path and the by2m2 path correspond to 
the true values of the respective paths for the ANCOVA model.  
 When the am2x path was equal to zero and the by2m2 path was non-zero, none of the 
models resulted in Type 1 error rates that were higher than the upper bound of the 
robustness interval (i.e., 0.075). Every estimator resulted in Type 1 error rates that were 
lower than the lower bound of the robustness interval (i.e., 0.025) when N = 50 and when 
by2m2 equaled zero or a small effect size. As the sample size increased to N = 4,000 the 
only models that had Type 1 error rates that remained below the lower bound of the 
robustness interval when the by2m2 path equaled either zero or a small effect size was 
ANCOVA, residualized change score, difference score, and sequential G-estimation. No 
model had Type 1 error rates that were lower than the lower bound of the robustness 
interval when the by2m2 path was equal to a large effect size.  
When the by2m2 path was equal to zero and the am2x path was either non-zero or a 
small effect size, the Type 1 errors for all models were lower than the lower bound of the 
robustness interval for N = 50. When am2x was a large effect size and N = 50, the Type 1 
error rates for the difference score and the IPW  model with weights truncated at the 
10
th
/90
th
 percentiles were higher than the upper bound of the robustness interval. The 
Type 1 error rates for the difference score model and the IPW models with truncated 
weights resulted in Type 1 error rates that approached 1.00 when N = 4000, the am2x was 
small or large, and the by2m2 path was equal to zero. While the Type 1 error rates for the 
residualized change score model were higher than the upper bound of the robustness 
interval for at some combinations of effect size of am2x and sample size, they never 
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approached 1.00. When the am2x path was non-zero but the by2m2 path equaled zero, the 
true values of the indirect effect for the difference score and residualized change score 
models were non-zero (see Appendix D). When both the am2x and by2m2 were equal to 
zero, the Type 1 error rates for the difference score and residualized change score models 
were not higher than the upper bound of the robustness interval.  ANCOVA, sequential 
G-estimation, and IPW with no weight truncation did not have Type 1 error rates that 
were higher than the upper bound of the robustness interval for any combination of effect 
size of the paths and sample size.  
Power. As sample size and effect size of the am2x and by2m2 paths increased, the power for 
all models increased (see Table 6). When N = 50, all models resulted in similar levels of 
power across effect size of the indirect effect paths except for the difference score model 
which had the lowest power. As N increased, the difference score model consistently had 
the lowest power followed by IPW with and without weight truncation. The difference 
score model had lower power for all sample sizes when the am2x path was large and the 
by2m2 was small than when the am2x path was small and the by2m2 path was large. When    
N = 4,000, the only models that had less than 1.00 power were the difference score model 
and the IPW models without weight truncation and with weights truncated at the 1
st
/99
th
 
percentiles. ANCOVA, sequential G-estimation, and the residualized change score model 
had the highest power overall.  
 Plots of statistical power were created comparing the statistical power of 
ANCOVA to the difference score model, and comparing ANCOVA to each of the IPW 
models. Because the statistical power for ANCOVA, residualized change score, and 
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sequential G-estimation were similar, the statistical power results for these models were 
not plotted.  
 The difference score model had lower statistical power than the ANCOVA model 
when the by2m2 path was equal to a small effect size (see Figure 4). This discrepancy was 
the largest for N = 200 to N =4,000. The IPW models had lower statistical power than the 
ANCOVA model when the am2x path was equal to a small effect size and the by2m2 was 
equal to a small effect size and N = 500. This discrepancy became smaller as the effect 
size of the am2x path increased and as sample size increased (see Figures 5 – 6).  
Relative Bias and MSE. The difference score model, residualized change score model, 
and the IPW models resulted in relative bias that was either lower than the lower bound 
of the robustness interval (i.e., -0.10) or higher than the upper bound of the robustness 
interval (i.e., 0.10) (see Table 7). The relative bias was high for the difference score, 
residualized change score, and IPW with no weight truncation when the sample size was 
either N =50 or N = 200 and when the effect size of the am2x path was small or large and 
when the by2m2 path was either zero or small. The relative bias for these three models 
approached zero as the sample size and effect sizes of the paths increased. The relative 
bias for IPW with weights truncated at the 1
st
/99
th
 percentiles, the 5
th
/95
th
 percentiles, and 
the 10
th
/90
th
 percentiles was higher than the upper bound of the robustness interval when 
the am2x path was greater than zero. Generally, the relative bias for the IPW models with 
weight truncation increased as the am2x effect size increased, decreased as the by2m2 effect 
size increased, and did not decrease as sample size increased. ANCOVA and sequential 
G-estimation were the only models that did not result in relative bias lower than the lower 
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bound of the robustness interval or higher than the upper bound of the robustness interval 
for any combination of sample size or effect size of the paths. 
 The MSE was comparable for ANCOVA, difference score, residualized change 
score and sequential G-estimation across sample size and effect size of the paths with the 
difference score model having the lowest MSE overall. IPW with no weight truncation 
had the highest MSE overall. As the weights for IPW were increasingly truncated (i.e., 
from the 1
st
/99
th
 percentiles to the 10
th
/90
th
 percentiles) the MSE decreased for all sample 
sizes and effect size of the paths but still remained higher than the MSE for either 
ANCOVA, difference score, residualized change score, or sequential G-estimation.  
Confidence Interval Coverage.  Confidence interval coverage for all models was higher 
than the upper bound of the robustness interval (i.e., 0.975) for N = 50 and when the 
effect size of the am2x and by2m2 paths were either zero or small (see Table 8). Generally, 
as sample size and effect size of the paths increased, the confidence interval coverage for 
the ANCOVA, difference score, residualized change score, and sequential G-estimation 
models fell within the robustness interval and the proportion of times the true value of the 
indirect effect was either below the lower bound or above the upper bound of the 
confidence intervals was approximately equal for these models. The confidence interval 
coverage for the IPW models with weight truncation decreased as weight truncation, 
sample size, and effect size of the am2x path increased. The confidence interval coverage 
for the IPW models with weight truncation was higher when the by2m2 path was zero or 
small than when the by2m2 path was large.  The IPW models with weight truncation 
resulted in confidence intervals that were too high with respect to the true value of the 
mediated effect resulting in the true value of the indirect effect falling below the lower 
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bound of the confidence intervals a high proportion of times. For N = 4,000, a large effect 
size for the am2x path and either zero or small effect size for the by2m2, the proportion of 
times the true indirect effect fell below the lower bound of the confidence interval was 
equal to 1.00.  
Summary.  ANCOVA, difference score, residualized change score, sequential G-
estimation, and IPW with no weight truncation performed similarly across most 
evaluation criteria. IPW, difference score, and residualized change score models had 
elevated Type 1 error rates when the by2m2 path was zero and the am2x path was non-zero. 
The elevated Type 1 error rates for the difference score and residualized change score 
models were due to the non-zero true values when the ANCOVA true value for the 
indirect effect was zero. Interpretation of subsequent results for the IPW, difference 
score, and residualized change score models warrants caution. The difference score 
model and IPW with no weight truncation had the lowest statistical power of the models 
investigated. The difference score model had the lowest power when the am2x path was 
large and the by2m2 path was small. The low power for the difference score model is partly 
attributable to the model having a lower true value than the data-generating ANCOVA 
model for most conditions (see Appendix D). IPW with no weight truncation had the 
highest MSE out of all the models. IPW with weight truncation resulted in lower MSE 
and higher statistical power than IPW with no weight truncation but at the cost of 
increasing relative bias as the am2x path increased in magnitude. Additionally, no 
convergence issues were encountered for any of the models. That is, there were no 
indirect effect estimates that were either extremely small or extremely large across 
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replications and across the models (smallest indirect effect estimate = -1.988, largest 
indirect effect estimate = 2.939).  
Indirect effect – X on Y3 through M2 
Type 1 error rates. The indirect effect equals zero when either the am2x path equals zero, 
when the by3m2 path equals zero, or when both the am2x and by3m2 paths equal zero because 
the indirect effect is a product of two regression coefficients. Therefore the Type 1 error 
rates were first summarized when the am2x path equaled zero and the by3m2 was non-zero 
and then summarized when the by3m2 path equaled zero and the am2x path was non-zero 
(see Table 9). Note that the true value of the am2x path and the by3m2 path correspond to 
the true values of the respective paths for the ANCOVA model.  
When the am2x path was equal to zero and the by3m2 path was non-zero, none of the 
models resulted in Type 1 error rates that were higher than the upper bound of the 
robustness interval (i.e., 0.075). Every model resulted in Type 1 error rates that were 
lower than the lower bound of the robustness interval (i.e., 0.025) when N = 50 and when 
by3m2 equaled zero or a small effect size. The only models that had Type 1 error rates that 
fell below the lower bound of the robustness interval as the sample size increased to N = 
4,000 and the by3m2 path was either zero or a small effect size was ANCOVA, sequential 
G-estimation, IPW with no weight truncation and IPW with weights truncated at the 
1
st
/99
th
 percentiles. Type 1 error rates did not fall below the lower bound of the 
robustness interval for any model when the by3m2 path was equal to a large effect size.  
The Type 1 error rates for all models were lower than the lower bound of the 
robustness interval when N = 50, the by3m2 path was equal to zero, and the am2x path was 
zero or equal to a small effect. The Type 1 error rates for the difference score model, all 
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IPW models, and the residualized change score model were higher than the upper bound 
of the robustness interval when N = 50 and when am2x was equal to a large effect size. 
The Type 1 error rates for the difference score model, the residualized change score 
model and the IPW models with truncated weights resulted in Type 1 error rates that 
approached 1.00 when N = 4,000, the am2x was either a small or large effect size, and the 
by3m2 path was equal to zero. The true values of the indirect effect for the difference score 
and residualized change score models were non-zero when the am2x path was non-zero 
and by3m2 path equaled zero (see Appendix D). When both the am2x and by3m2 were equal to 
zero, the Type 1 error rates for the difference score and residualized change score models 
were not higher than the upper bound of the robustness interval. The only models that did 
not have Type 1 error rates that were higher than the upper bound of the robustness 
interval for any combination of effect sizes of the paths and sample size were ANCOVA 
and sequential G-estimation.  
Power. As sample size and effect size of the am2x and by3m2 paths increased, the power for 
all models increased (see Table 10). When N = 50, all models resulted in similar levels of 
power across effect size of the indirect effect except for the difference score model which 
had the lowest power. As N increased, the difference score model consistently had the 
lowest power and the residualized change score model had the highest power. When N 
=4,000, the only models that had less than 1.00 power were the difference score model 
and the IPW models without weight truncation when am2x and by3m2 were small effects 
and when am2x was equal to a large effect and by3m2 was equal to a small effect. IPW with 
weights truncated at the 5
th
/95
th
 and 10
th
/90
th
 percentiles and the residualized change 
score model had the highest power overall.  
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 Plots of statistical power were created comparing the statistical power of 
ANCOVA to the difference score model, and comparing ANCOVA to each of the IPW 
models. Because the statistical power for ANCOVA, residualized change score, and 
sequential G-estimation were similar, the statistical power results for these models were 
not plotted.  
 The difference score model had lower statistical power than the ANCOVA model 
when the by3m2 path was equal to a small effect size (see Figure 7). This discrepancy was 
the largest for N = 200 to N =4,000.  The IPW models with no weight truncation and 
weights truncated at the 1
st
/99
th
 percentiles had similar or lower statistical power than the 
ANCOVA model in most cases (see Figure 8). The IPW models with weights truncated 
at the 5
th
/95
th
 percentiles and weights truncated at the 10
th
/90
th
 percentiles had similar or 
higher statistical power than the ANCOVA model in most cases (see Figure 9). The 
largest discrepancy in statistical power for the IPW models with weights truncated at the 
5
th
/95
th
 percentiles and weights truncated at the 10
th
/90
th
 percentiles occurred when N = 
200,  the am2x path was equal to a large effect size, and the by2m2 path was equal to a small 
effect size. For this condition, the IPW models had higher statistical power than the 
ANCOVA model. 
Relative Bias and MSE. The difference score model and the IPW models resulted in 
relative bias that was either lower than the lower bound of the robustness interval (i.e.,     
-0.10) or higher than the upper bound of the robustness interval (i.e., 0.10) for some 
combination of conditions (see Table 11). The relative bias was higher than the upper 
bound of the robustness interval for the difference score and IPW model with no weight 
truncation when the sample size was either N = 50 or N = 200 and when the effect sizes 
59 
 
of the paths were greater than zero. As the sample size and effect size of the paths 
increased in magnitude, the relative bias for the difference score and IPW model with no 
weight truncation approached zero. The relative bias for IPW with weights truncated at 
the 1
st
/99
th
 percentiles, the 5
th
/95
th
 percentiles, and the 10
th
/90
th
 percentiles was higher 
than the upper bound of the robustness interval when the am2x path was greater than zero. 
Generally, the relative bias for the IPW models with weight truncation increased as the 
am2x effect size increased, decreased as the by3m2 effect size increased, and did not 
decrease as sample size increased. ANCOVA, residualized change score, and sequential 
G-estimation were the only models that did not result in relative bias that was lower than 
the lower bound or higher than the upper bound of the robustness interval for any 
combination of sample size or effect sizes of the paths. 
 The MSE was comparable for ANCOVA, difference score, residualized change 
score and sequential G-estimation across sample size and effect sizes of the paths with 
the difference score model having the lowest MSE overall. IPW with no weight 
truncation had the highest MSE overall. As the weights for IPW were increasingly 
truncated (i.e., from the 1
st
/99
th
 percentiles to the 10
th
/90
th
 percentiles) the MSE decreased 
for all sample sizes and effect sizes of the paths but still remained higher than the MSE 
for either ANCOVA, difference score, residualized change score, or sequential G-
estimation.  
Confidence Interval Coverage.  The confidence interval coverage for all models 
exceeded the upper bound of the robustness interval (i.e., 0.975) for N = 50 and when the 
effect size of am2x was zero and by3m2 was zero or small (see Table 12). As sample size 
and effect size of the paths increased, the confidence interval coverage for the ANCOVA, 
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difference score, residualized change score, and sequential G-estimation models fell 
within the robustness interval and the proportion of times the true value of the indirect 
effect was either below the lower bound or above the upper bound of the confidence 
intervals was approximately equal for these models. As weight truncation, sample size, 
and effect size of the am2x path increased, the confidence interval coverage for the IPW 
models with weight truncation decreased. The confidence interval coverage for the IPW 
models with weight truncation was lower when the by3m2 path was zero or small than 
when the by3m2 path was large.  The IPW models with weight truncation resulted in 
confidence intervals that were too high with respect to the true value of the mediated 
effect resulting in the true value of the indirect effect falling below the lower bound of the 
confidence intervals a high proportion of times. For N = 4,000, a large effect size for the 
am2x path and either zero or small effect size for the by3m2 path, the proportion of times the 
true indirect effect fell below the lower bound of the confidence interval was equal to 
1.00. 
Summary.  ANCOVA, difference score, residualized change score, sequential G-
estimation, and IPW with no weight truncation performed similarly across most 
evaluation criteria. IPW, difference score, and residualized change score models had 
elevated Type 1 error rates when the by3m2 path was zero and the am2x path was non-zero. 
The elevated Type 1 error rates for the difference score and residualized change score 
models were due to the non-zero true values when the ANCOVA true value for the 
indirect effect was zero. Interpretation of subsequent results for the IPW, difference 
score, and residualized change score models warrants caution. The residualized change 
score model had the highest power overall but that was partly attributable to the 
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residualized change score model having a higher true value than the data-generating 
ANCOVA model for most conditions (see Appendix D). The difference score model and 
IPW with no weight truncation had the lowest statistical power of the models investigated 
and IPW with no weight truncation had the highest MSE out of all the models. The low 
power for the difference score model is partly attributable to the model having a lower 
true value than the data-generating ANCOVA model for most conditions (see Appendix 
D). IPW with weight truncation resulted in lower MSE and higher statistical power than 
IPW with no weight truncation but at the cost of increasing relative bias as the am2x path 
increased in magnitude. Additionally, no convergence issues were encountered for any of 
the models. That is, there were no indirect effect estimates that were either extremely 
small or extremely large across replications and across the models (smallest indirect 
effect estimate = -1.410, largest indirect effect estimate = 3.502). 
Application to ATLAS dataset 
Data from a cluster-randomized experiment of high school football teams in 
Oregon and Washington comparing the Athletes Training and Learning to Avoid Steroids 
(ATLAS; Goldberg et al., 1996) program to a control condition were used to demonstrate 
and compare the time-specific indirect effects of X on Y2 through M2 and X on Y3 through 
M2 using ANCOVA, difference scores, residualized change scores, sequential G-
estimation, and IPW with and without weight truncation. The ATLAS program was 
designed to reduce high school football players’ use of anabolic steroids by engaging 
students in healthy nutrition and strength training alternatives. MacKinnon et al.
 
(2001) 
investigated 12 mediators of the ATLAS program on three outcomes: intentions to use 
anabolic steroids, nutrition behaviors, and strength training self-efficacy. In the current 
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application, the time-specific indirect effects and standardized indirect effects were 
computed for each of the 12 mediators through which the ATLAS program improved 
strength training self-efficacy. Detailed information about the mediators and the 
outcomes can be found in Goldberg et al. (1996) and MacKinnon et al. (2001). Each 
mediator variable and the outcome, strength training self-efficacy, were measured at 
baseline and two post-treatment follow-up waves. The clustering of participants within 
high-schools was ignored for this analysis and after listwise deletion, there were 483 
observations remaining of the original 1,506 observations therefore the substantive 
interpretation of these results should be approached with caution and any discrepancies 
between the results presented in this dissertation and MacKinnon et al. (2001) may be 
due to differences in how the missing data were handled. The standardized time-specific 
indirect effects were computed by dividing the time-specific indirect effect by the 
standard deviation of strength training self-efficacy at the respective time point. For 
example, the time-specific indirect effects of X on Y2 through M2 were standardized using 
the standard deviation of strength training self-efficacy at time 2.  
Tables 13 and 14 present the time-specific indirect effect estimates for each model 
and 95% percentile bootstrap confidence intervals based on 500 replications. Out of the 
12 mediators for the time-specific indirect effect on strength training self-efficacy at time 
2, the ANCOVA model resulted in a significant indirect effect nine times and a non-
significant indirect effect three times. Both the residualized change score model and 
sequential G-estimation matched statistical significance results of the ANCOVA model 
for all 12 mediators. There were four indirect effects that were statistically significant 
according to the ANCOVA model but not statistically significant according to the 
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difference score model (i.e., Ability to turn down offers of drugs, perceived susceptibility 
to the effects of AAS use, Beliefs in media advertisements, and reasons for not using 
AAS). There were six indirect effects that were statistically significant according to the 
ANCOVA model but not statistically significant according to the IPW model with no 
weight truncation and the IPW model with weights truncated at the 1
st
/99
th
 percentiles 
(i.e., Knowledge of the effects of AAS use, Perceived coach intolerance of AAS use, 
Peers as an information source, Perceived severity of AAS use, Perceived susceptibility 
to the effects of AAS, and Reasons for not using AAS). There were two indirect effects 
that were statistically significant according to the ANCOVA model but not statistically 
significant according to the IPW model with weights truncated at the 5
th
/95
th
 percentiles 
(i.e., Perceived susceptibility to the effects of AAS use and Reasons for not using AAS). 
There was one indirect effect that was statistically significant according to the ANCOVA 
model but not statistically significant according to the IPW model with weights truncated 
at the 10
th
/90
th
 percentile (i.e., Reasons for not using AAS) and one indirect effect that 
was not statistically significant according to the ANCOVA model but statistically 
significant according to the IPW model with weights truncated at the 10
th
/90
th
 percentiles 
(i.e., Reasons for using AAS). 
The sample size for the ATLAS dataset after listwise deletion (N = 483) was the 
most similar to the simulation conditions for which N = 500. Additionally, the effect sizes 
in the simulation for the stabilities, cross-lagged paths, pretest correlation between the 
mediator and outcome, and time 3 correlation between the mediator and the outcome 
were fixed to values observed in the ATLAS dataset for the relations between the 12 
mediators and the strength training self-efficacy outcome. Given the similarity between 
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some of the simulation conditions and the ATLAS dataset, we would expect to see 
similar results for each of the five statistical models across both the simulation and the 
empirical example.  
Because this is an empirical example and the true value of the indirect is 
unknown, it is not possible to discuss with certainty whether or not the significance 
indirect effects reflect true or false positives and whether or not the non-significant 
indirect effects reflect true or false negatives. Regarding the statistical inferences made 
by the ANCOVA model, the ANCOVA model did not have elevated Type 1 error rates 
(i.e., greater than the upper bound of the robustness interval) for N = 500 and any 
combination of effect size for the am2x and by2m2 paths and the ANCOVA model generally 
had the highest statistical power. Additionally, the residualized change score model and 
sequential G-estimation were very similar to the ANCOVA model in terms of Type 1 
error rates and statistical power in the simulation study and were very similar to the 
ANCOVA results in the ATLAS dataset.  
The difference score and IPW models had lower statistical power than the 
ANCOVA model in the simulation study for N = 500 therefore we would generally not 
expect these models to result in as many statistically significant indirect effects across the 
12 mediators. Regarding confidence interval coverage, the results from the ATLAS 
dataset corroborate the simulation results for N = 500. That is, generally the IPW model 
had the widest confidence intervals in the simulation study and the widest confidence 
intervals in the ATLAS dataset. Additionally, the confidence intervals for the IPW 
models in the simulation study were higher than the true value of the indirect effect 
resulting in the true indirect effect being below the lower bound of the confidence 
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intervals high proportion of times. It is possible the confidence intervals for the IPW 
models in the ATLAS dataset may be higher than the true value of the indirect effects 
based on results from the simulation study.  
Out of the 12 mediators for the time-specific indirect effect on strength training 
self-efficacy at time 3, the ANCOVA model resulted in a significant indirect effect three 
times and a non-significant indirect effect nine times. Sequential G-estimation resulted in 
the same statistical significance results as the ANCOVA model.  There was one indirect 
effect that was statistically significant and positive according to the ANCOVA model but 
statistically significant and negative according to the difference score model (i.e., 
Knowledge of the effects of AAS) and one indirect effect that was statistically significant 
according to the ANCOVA model but not statistically significant according to the 
difference score model (i.e., Beliefs in media advertisements). There were two indirect 
effects that were not statistically significant according to the ANCOVA model but 
statistically significant according to the residualized change score model (i.e., Perceived 
coach intolerance of AAS use and Perceived severity of AAS use) and one indirect effect 
that was statistically significant according to the ANCOVA model but not statistically 
significant according to the residualized change score model (i.e., Peers as an information 
source).  
There was one indirect effect that was not statistically significant according to the 
ANCOVA model but was statistically significant according to the IPW model with no 
weight truncation (i.e., Perceived susceptibility to the effects of AAS use). There was one 
indirect effect that was statistically significant according to the ANCOVA model but not 
statistically significant according to the IPW model with weights truncated at the 1
st
/99
th
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percentiles (i.e., Peers as an information source) and one indirect effect that was not 
statistically significant according to the ANCOVA model but statistically significant 
according to the IPW model with weights truncated at the 1
st
/99
th
 percentiles (i.e., 
Perceived susceptibility to the effects of AAS use). There was one indirect effect that was 
statistically significant according to the ANCOVA model but not statistically significant 
according to the IPW models with weights truncated at the 5
th
/95
th
 or 10
th
/90
th
 percentiles 
(i.e., Peers as an information source). ANCOVA, residualized change scores, and 
sequential G-estimation performed very similarly in terms of Type 1 error rates and 
statistical power in the simulation study for the indirect effect of X on Y3 through M2 
when N = 500.  The results for these three models in the ATLAS dataset had very similar 
statistical significance results.  
For the “Knowledge of the effects of AAS” mediator, the ANCOVA model 
resulted in a positive and statistically significant indirect effect while the difference score 
model resulted in a negative and statistically significant indirect effect. One possible 
explanation is that the true value of the difference score model for the indirect effect of X 
on Y3 through M2 is smaller in magnitude than the true value of the ANCOVA model for 
the respective indirect effect. As the by2m2 path increases in magnitude and the by3m2 path 
increases in magnitude, the difference score model has a smaller magnitude true value for 
the indirect effect of X on Y3 through M2 than the ANCOVA model. For this particular 
mediator, the effect size (i.e., partial correlation) of the by2m2 path was equal to 0.323 and 
the effect size of the by3m2 path was equal to 0.105. The closest simulation conditions that 
match the effect sizes observed for this mediator-outcome relation was when the by3m2 
path equaled 0.140 and when the by2m2 path was between the effect size of 0.140 and 
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0.590. The bias of the difference score when the by3m2 path was equal to 0.140 and when 
the by2m2 path was averaged over the values of 0.140 and 0.590 was equal to -0.055 (see 
Table 2) therefore it is expected the difference score model would result in a smaller 
magnitude indirect effect of X on Y2 through M2 than the ANCOVA model.  
The IPW models had lower statistical power and higher Type 1 error rates than 
the ANCOVA model in the simulation study for N = 500 therefore we would expect these 
models to come to different conclusions across the 12 mediators. Regarding confidence 
interval coverage and MSE, the results from the ATLAS dataset corroborate the 
simulation results for N = 500. That is, generally the IPW model had the widest 
confidence intervals in the simulation study and the widest confidence intervals in the 
ATLAS dataset. Additionally, the confidence intervals for the IPW models in the 
simulation study were higher than the true value of the indirect effect resulting in the true 
indirect effect being below the lower bound of the confidence intervals a high proportion 
of times. It is possible the confidence intervals for the IPW models in the ATLAS dataset 
may be higher than the true value of the indirect effects based on results from the 
simulation study. 
Across both time-specific indirect effects in the ATLAS dataset, as the IPW 
weights became increasingly truncated, the confidence intervals became narrower. The 
magnitude of the indirect effect changed in unpredictable ways as the weights for IPW 
were truncated. That is, truncating the weights does not lead to an indirect effect estimate 
that is always larger or always smaller in magnitude. The results for the standardized 
time-specific indirect effects were very similar to the time-specific indirect effects 
therefore those results are presented in Appendix E.  
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Study 2 Summary 
 The models performed similarly across the two indirect effects. For both indirect 
effects, some models resulted in elevated Type 1 error rates but only when the respective 
b paths were zero and the am2x path was non-zero. ANCOVA had the highest statistical 
power for the indirect effect of X on Y2 through M2 and the residualized change score 
model the highest statistical power for the indirect effect of X on Y3 through M2. The 
relative bias, MSE, and confidence interval coverage was similar for all models across 
the two indirect effects.  
 The application of the models to the ATLAS dataset corroborated the results from 
the simulation study. That is, the residualized change score model and sequential G-
estimation resulted in the most similar statistical significance results compared to 
ANCOVA for both time-specific indirect effects in the ATLAS dataset. Similar to the 
simulation results, truncation of the IPW weights resulted in narrower confidence 
intervals but resulted in unpredictable changes in the magnitude of the indirect effect 
estimate. Because the true indirect effects are unknown for the ATLAS dataset (or any 
real dataset) it is not possible to determine if the power, Type 1 error rate, or relative bias 
is high or low for any given model applied to the ATLAS dataset. Overall, the application 
of the models to the ATLAS dataset revealed a pattern of results consistent with the 
simulation study results.  
Discussion 
The goals of this dissertation were to (1) define all time-specific indirect and 
direct effects when X represents a randomized intervention in terms of potential outcomes 
using the causal mediation formula (Pearl, 2012), (2) analytically compare traditional 
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estimators (ANCOVA, difference score, and residualized change score) to the potential 
outcomes-defined indirect effects, and (3) use a Monte Carlo simulation to compare the 
performance of traditional regression-based and potential outcomes-based methods for 
estimating longitudinal indirect effects and apply the methods to an empirical dataset. 
Regarding the Monte Carlo simulation, two time-specific indirect effects were of interest, 
the time-specific indirect effect of X on Y2 through its effect on M2 (i.e., the indirect effect 
at the most immediate follow-up) and the time-specific indirect effect of X on Y3 through 
its effect on M2 (i.e., a longitudinal indirect effect through the mediator at the most 
immediate follow-up). The statistical models that were compared across both time-
specific indirect effects included three statistical models traditional to psychology (i.e., 
ANCOVA, difference scores, and residualized change scores) and two statistical models 
that were developed within the potential outcomes framework for causal inference (IPW 
and sequential G-estimation).  
Summary of Analytical Derivations and Comparisons 
The causal mediation formula was applied to all indirect and direct effects in the 
three-wave longitudinal mediation model. Assuming the linear regression equations hold 
(Equations 7 – 12), the causal indirect and direct effects are equivalent to the traditional 
regression-based estimators of indirect and direct effects. Because the potential outcomes 
defined indirect effects are equivalent to the regression-based product of coefficients 
estimators (i.e., ANCOVA) for the three-wave mediation model with linear and additive 
relations, analytical comparisons were carried out across the ANCOVA and difference 
score model and the ANCOVA and residualized change score model. The difference 
score and residualized change score models are different models of change than the 
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ANCOVA model. That is, the difference score and residualized change score models 
have different true values of time-specific indirect effects than the ANCOVA model. The 
analytical comparisons revealed the bias in the time-specific indirect effect of X on Y2 
through M2 for the difference score and residualized change score models was a function 
of the b path relating the mediator at time 2 to the outcome at time 2 and the bias in the 
time-specific indirect effect of X on Y3 through M2 for the difference score and 
residualized change score models was a function of the b path relating the mediator at 
time 2 to the outcome at time 2 and the b path relating the mediator at time 2 to the 
outcome at time 3. Generally, the bias for both time-specific indirect effects and for both 
the difference score and residualized change score models increased as the magnitude of 
the b paths increased.  
Although the results from the causal mediation formula were equivalent to 
traditional regression-based estimates for the respective direct and indirect effects, there 
are cases when the potential outcomes defined effects will not be equivalent to the 
traditional regression-based estimates. For example, in the presence of a treatment by 
mediator interaction in the single mediator model, (i.e., XM interaction term in the 
outcome regression equation) the potential outcomes framework posits two separate 
indirect effects (i.e., total and pure natural indirect effects) and three separate direct 
effects (i.e., total, pure, and controlled direct effects) (Pearl, 2001; Robins & Greenland, 
1992; VanderWeele, 2015; VanderWeele & Vansteelandt, 2009). The total natural 
indirect effect is the indirect effect had all participants been in the treatment group when 
the indirect effect through the mediator variable was estimated and the pure natural 
indirect effect is the indirect effect had all participants been in the control group when the 
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indirect effect through the mediator was estimated. The pure natural indirect effect 
corresponds to the traditional product of coefficients estimator of ab but the total natural 
indirect effect does not. The total natural direct effect is the direct effect had all 
participants been in the treatment group when they were evaluated on the mediator, the 
pure natural direct effect is the direct effect had all participants been in the control group 
when they were evaluated on the mediator, and the controlled direct effect is the direct 
effect had all participants had exactly the same value on the mediator. Only the controlled 
direct effect is equivalent to the traditional c’ coefficient assuming all participants had the 
mediator value of zero.  
Another case when the potential outcomes definitions of direct and indirect 
effects do not correspond to the traditional estimators is in a parallel multiple mediator 
model with treatment by mediator interactions and mediator by mediator interactions 
(Daniel, De Stavola, Cousens, & Vansteelandt, 2015). The multiple mediator model 
consists of two mediators, M1 and M2, for which X affects both M1 and M2, M1 affects 
both M2 and Y, and M2 affects Y. In the presence of a treatment by M1, treatment by M2, 
and treatment by M1 by M2 interaction, the potential outcomes definitions of direct and 
indirect effects will differ from the traditional product of coefficients. Additionally, 
Daniel et al. (2015) provided a detailed discussion on how different assumptions 
regarding the covariance between error terms of the mediator variables may affect the 
estimation of direct and indirect effects in the presence of interactions in the multiple 
mediator model.  
The potential outcomes based direct and indirect effects will also differ in the 
presence of the treatment by mediator interaction when the mediator or outcome or both 
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are categorical (Muthén & Asparhouov, 2015; VanderWeele, 2015; VanderWeele & 
Vansteelandt, 2010). For example, for the single mediator model with a continuous M 
and binary Y and in the presence of the XM interaction, the total natural indirect effect is 
not equivalent to the traditional product of coefficients, and the total and pure natural 
direct effects are not equivalent to the traditional direct effect on either the log odds ratio 
or odds ratio scale. Additionally, the total effect of X on Y in the potential outcomes 
framework when Y is binary is not equivalent to the traditional total effect when Y is 
binary. This is because the total effect in the potential outcomes framework is defined as 
either the indirect effect plus the direct effect on the log odds ratio scale or as the indirect 
effect times the direct effect on the odds ratio scale (Muthén & Asparhouov, 2015; 
VanderWeele, 2015; VanderWeele & Vansteelandt, 2010) as opposed to the traditional 
definition of the total effect which is estimated as the effect of X on Y without adjusting 
for the mediator, M (MacKinnon, 2008; MacKinnon & Dwyer, 1993).  
  A final example of when traditional direct and indirect effects may differ from 
potential outcomes definitions of direct and indirect effects is in the case of interventional 
analogues of direct and indirect effects (Lin & VanderWeele, 2017; VanderWeele, 2015; 
VanderWeele & Tchetgen, 2017; VanderWeele et al., 2014; Vansteelandt & Daniel, 
2016). Interventional analogues are non-parametric techniques to estimate direct and 
indirect effects in the case of time-varying confounding (VanderWeele, 2015; 
VanderWeele & Tchetgen, 2017). Interventional analogues of direct and indirect effects 
will not equal the traditional direct and indirect effects unless an untestable assumption 
regarding the covariance between the error terms of the potential mediator values and the 
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error terms of the potential outcome values is upheld (i.e., cross-world independence; 
VanderWeele & Tchetgen, 2017; VanderWeele et al., 2014).    
Summary of Monte Carlo Results 
Across both time-specific indirect effects, all statistical models performed 
similarly. For both indirect effects, some models resulted in elevated Type 1 error rates 
but only when the respective b paths were zero and when the am2x path was non-zero. The 
models that resulted in elevated Type 1 error rates were the difference score, residualized 
change score, and IPW models. For both the difference score and residualized change 
score model, the elevated Type 1 error rates occurred because the true value of the 
indirect effect under the respective models did not necessarily equal zero when the 
indirect effect equaled zero under the ANCOVA model. Most of the IPW models resulted 
in elevated Type 1 error rates across both time-specific indirect effects when the b paths 
were equal to zero and when the am2x path was non-zero. Elevated Type 1 error rates 
when the b paths are zero and the am2x path is non-zero may be problematic for causal 
inference because it may appear as if the intervention is affecting the outcome through 
the mediator when in reality the intervention is only affecting the mediator. Often though, 
substantive researchers design interventions to target specific mediators because of their 
relation to the outcome which implies a non-zero b path (MacKinnon, 2008).   
 For the time-specific indirect effect of X on Y2 through M2, ANCOVA had the 
highest statistical power, whereas for the time-specific indirect effect of X on Y3 through 
M2, the residualized change score model had the highest statistical power. For the time-
specific indirect effect of X on Y3 through M2, the residualized change score model had a 
higher true value than the ANCOVA model which explains why the residualized change 
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score model had higher power than the ANCOVA model. The difference score model 
generally had lower power than the ANCOVA model and the true values of the indirect 
effects for the difference score model were generally lower than the true values of the 
indirect effects for the ANCOVA model. Sequential G-estimation had very similar levels 
of power to the ANCOVA model across both time-specific indirect effects. The IPW 
models with weight truncation had similar power to the ANCOVA model but truncating 
the inverse propensity weights led to an increase in relative bias.  
The statistical power for samples sizes that are more representative of the sample 
sizes in psychology and prevention science (i.e., N = 50 and N = 200) generally resulted 
in power lower than the conventional 0.80 level when either the am2x or b paths or both 
were less than a large effect size. It is possible to increase the power to detect the 
mediator – outcome relations over time by constraining b paths to be equal over time 
(Goldsmith, Chalder, White, Sharpe, & Pickles, 2016; MacKinnon, 2008). For example, 
the b path relating M1 to Y2 and M2 to Y3 are both cross-lagged paths. If the time interval 
between waves is equal, it is possible to test the constraint that the b path relating M1 to 
Y2 and the b path relating M2 to Y3 are equivalent using model constraints in structural 
equation modeling. If a longitudinal model is fitted for which the cross-lagged M – Y 
paths are constrained to be equal and this model does not fit significantly worse than a 
longitudinal model for which the cross-lagged M – Y paths are free to vary, then 
constraining them to be equal will result in a more parsimonious model. The more 
parsimonious model with cross-lagged M – Y paths constrained to be equal will result in 
lower standard errors for the respective b paths and higher statistical power to detect non-
zero mediator – outcome relations.  
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The relative bias, MSE, and confidence interval coverage was similar for each 
model across the two time-specific indirect effects. ANCOVA and sequential G-
estimation were generally not biased. The difference score, residualized change score, 
and IPW models without weight truncation did result in a couple of cases of high relative 
bias for small samples and small effect sizes of the am2x and b paths. The IPW models 
with weight truncation resulted in high relative bias across a wide range of sample sizes 
and effect sizes of the am2x and b paths. A similar pattern of results was observed for 
confidence interval coverage. The IPW models had the highest MSE across all conditions 
even as the weights were truncated. The application of the models to the ATLAS dataset 
corroborated the results from the simulation study. The residualized change score model 
and sequential G-estimation resulted in the most similar statistical significance results 
compared to ANCOVA for both time-specific indirect effects in the ATLAS dataset.  
Overall, the traditional ANCOVA method and the potential outcomes sequential 
G-estimation method performed very similarly across all simulation evaluation criteria 
and across both time-specific indirect effects. The similar performance of these two 
methods is partly attributable to the fact that ANCOVA and sequential G-estimation use 
linear regression to adjust for the effects of the treatment, mediator, and outcome over 
time.   
Implications 
 Researchers have several options for estimating longitudinal indirect effects when 
the treatment variable is randomized. The implication of these findings is that under the 
no-unmeasured confounder assumptions that were made in this dissertation, there are two 
viable models for estimating causal longitudinal indirect effects. Generally, the best 
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performing traditional method for estimating longitudinal indirect effects was the 
ANCOVA model and the best performing potential outcomes model was sequential G-
estimation. While some of the IPW models performed well in terms of relative bias, the 
models had other unattractive characteristics such as inflated Type 1 error rates, high 
MSE, and confidence intervals that were higher than the true value of the indirect effects 
(i.e., a high proportion of times the true indirect effect fell below the lower bound of the 
confidence intervals). The implications of elevated Type 1 error rates, high MSE, and 
high confidence interval coverage are that some of the IPW models may lead to falsely 
rejecting the null hypothesis of no indirect effect when in fact there is no indirect effect. 
In some cases the Type 1 error rates were as high as 1.00 which would imply certain IPW 
models will always reject the null hypothesis of no indirect effect even when the 
population indirect effect is not different from zero. The high MSE observed for the IPW 
models implies some combination of bias or high sampling variability which can result in 
either bias or low power or both. Therefore, the IPW models are not recommended when 
estimating longitudinal indirect effects in the settings described in this dissertation.  
 The difference score and residualized change score models are different models of 
change than the ANCOVA model and therefore are viable alternatives to estimating 
longitudinal indirect effects (MacKinnon, 2008; Valente & MacKinnon, 2017).  If the 
difference score or residualized change score models are applied to longitudinal 
mediation models with lag-1 effects, they reduce the number of time points from two to 
one making the longitudinal model a single mediator model with change as the outcome. 
The implication of this is that any of the single mediator model methods that are used for 
significance testing, confounder adjustment, sensitivity analysis, etc. can be used for both 
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the difference score and residualized change score models (MacKinnon, 2008). A 
drawback to these models are the strong assumptions they each make regarding cross-
lagged effects and stabilities of the mediator and outcome (Valente & MacKinnon, 2017).  
 The implications of the results of the causal mediation formula are that the causal 
indirect effects from the potential outcomes framework are equivalent to the traditional 
product of coefficient estimators (assuming additive and linear relations over time) that 
are commonly used in psychology and other social science disciplines (MacKinnon, 
2008). A caveat is that both the potential outcomes based models and traditional models 
from psychology rely on at least some no unmeasured confounder assumptions in order 
for indirect effects to have a causal interpretation.  
Limitations 
 A critique of Monte Carlo simulation studies is that the results of the simulation 
typically favor the model that was used to generate the simulated data.  This is not 
necessarily a limitation of this study.  The data-generating model for this study was the 
ANCOVA model because it was the most general model that could have been used to 
generate data for this study.  The difference score and residualized change score models 
are each special cases of the ANCOVA model (Valente & MacKinnon, 2017) and 
therefore it is easy to compare these special case models to the more general ANCOVA 
model. Both the sequential G-estimation and IPW methods are closely related to the 
ANCOVA model in terms of the parameters the three models aim to estimate.  
The three-wave longitudinal mediation model in this dissertation assumes that 
there are no pre-existing differences between the treatment and control groups (i.e., levels 
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of the X variable).  Therefore, the results of this project do not necessarily extend to 
situations for which there are systematic pre-existing differences between the units in 
groups that are to be compared (e.g., observational studies). Additionally, it was assumed 
throughout that the correct timing of the mediating process was observed over time. That 
is, the definitions of the time-specific effects are only correct to the extent that they match 
the true mediating process at that time-point. This assumption is made for both the 
traditional methods of estimating longitudinal indirect effects and the potential outcomes 
based methods.  
It was assumed throughout this dissertation that the time-specific indirect effects 
apply to all members of a common population and that there were no observed or latent 
moderating variables of these effects. Another approach to estimating causal indirect 
effects relies on the concept of principal strata (Frangakis & Rubin, 2002; Rubin, 2004). 
Principal strata are unobserved, or latent, classes of individuals defined a priori by the 
pattern of potential values of the mediator variable. Assuming a randomized treatment, X, 
there are four principal strata that are defined based on the pattern of potential mediator 
values. These four principal strata are described in detail in Jo et al. (2011). An example 
of a principal strata is a group of individuals for which their mediator values would have 
been higher had they been in the treatment group instead of the control group (i.e.,     
M(1) > M(0)). The principal strata approach allows researchers to estimate different 
indirect effects for different subpopulations. Principal strata indirect effects assume the 
mediator variable is composed of latent classes as opposed to the methods that were 
described in this dissertation which assume the mediator variable is a variable that can be 
intervened upon (Pearl, 2001; Robins & Greenland, 1992). The presence or absence of 
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principal strata indirect effects in the population have no bearing on the presence of 
absence of indirect effects as they were defined in this dissertation (VanderWeele, 2008).  
 Another limitation involves the time-specific effect of X on Y2 through M2. 
Designs for which indirect effects that are estimated when two of the variables (i.e., X 
and M or M and Y) are measured at the same time are referred to as “half-longitudinal” 
designs (Cole & Maxwell, 2003). Half-longitudinal designs for which the mediator and 
the outcome are measured at the same time point are considered problematic because 
there is no information regarding the temporal order of the mediator and outcome 
variable. While the estimation of the time-specific effect of X on Y2 through M2 is free of 
bias from the M1 and Y1 measures (because they were adjusted for) there may still be bias 
in this indirect effect because time did not elapse between the measurement of M2 and Y2. 
Therefore the indirect effect of X to M2 to Y2 may not be considered a causal indirect 
effect. Longitudinal data can help provide evidence of the temporal order of the mediator 
and outcome and make it clear if the mediator precedes the outcome in time or the 
outcome precedes the mediator in time. Therefore, the indirect effect of X on Y3 through 
M2 and may represent a causal indirect effect once the temporal order of the mediator and 
outcome has been established and as long as the previous values of the outcome are 
adjusted for (i.e., it is not a sequential model for which M and Y are measured at separate 
time points and no adjustment for previous values of the variables is made; Mitchell & 
Maxwell, 2013).  
 Another limitation is the chosen longitudinal mediation model. The three-wave 
longitudinal mediation model described in this dissertation is a form of a cross-lagged 
panel model which has been criticized for its lack of ability of separating out between and 
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within individual effects (Hamaker, Kuiper, & Grasman, 2015; Rogosa, 1980). The main 
criticism of the cross-lagged panel model is the fact that the stability of the variables (in 
our case, the mediator and outcome variables) only reflects the extent to which 
individuals vary over time around a common mean of the mediating variable and a 
common mean of the outcome variable. This implies the cross-lagged panel model 
assumes there are no stable individual differences that endure over time. To remedy this, 
it is possible to estimate a Random Intercept Cross-Lagged Panel Model (RI-CLPM) 
which allows for each individual to have their own time-invariant mean on both the 
mediator and outcome variables (Hamaker et al., 2015). In other words, the inclusion of 
random intercepts to the cross-lagged panel model allows researchers to test the 
hypothesis that there are time-invariant stable individual differences on the mediator and 
outcome variables.  
There are other models that take into account not only stable individual 
differences over time via random intercepts but also individual differences in how the 
mediating and outcome variables affect each other via random slopes (Bind et al., 2015; 
Wu, Carroll, & Chen, 2017) which are a specific case of multilevel mediation models 
(Bauer, Preacher, & Gil, 2006; Kenny, Korchmaros, & Bolger, 2003; Krull & 
MacKinnon, 2001; MacKinnon, 2008; Tofighi, West, & MacKinnon, 2013). Estimating 
between-individual and within-individual effects may have different implications for 
casual inference because confounders of the M – Y relation at the between-individual 
level may act as moderator variables of the indirect effect at the individual level (Tofighi 
et al., 2013).  Additionally, individual differences in within-individual change can be 
modeled via latent growth curve or latent change score models (Grimm, Ram, & 
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Estabrook, 2016) or by combining features of autoregressive models and features of 
latent growth curve models using autoregressive latent trajectory models (Bollen & 
Curran, 2006).  
Future Directions 
 A potential future direction for the three-wave longitudinal mediation model is to 
investigate the performance of the traditional and potential outcomes statistical models in 
cases where there are time-varying confounders. Time-varying confounders are variables 
that occur after randomization of units to levels of X and are affected by X (VanderWeele, 
2015; VanderWeele et al., 2014; Vansteelandt, 2009). The presence of time-varying 
confounders makes it difficult to estimate causal indirect effects without making 
parametric assumptions about all relations of the treatment, mediator, and outcome over 
time. It is possible to estimate causal longitudinal indirect effects in the presence of time-
varying confounding with IPW and sequential G-estimation without making parametric 
assumptions about relations involving the time-varying confounders (Vansteelandt, 
2009).  Specifically, both IPW and sequential G-estimation do not require the estimation 
of a regression equation relating treatment to the time-varying confounder. It is also 
possible to estimate causal longitudinal indirect effects in the presence of time-varying 
confounding using traditional regression-based or path analysis approaches but these 
approaches rely on the correct specification of a model relating treatment to the time-
varying confounder (Moerkerke, Loeys, & Vansteelandt, 2015). Therefore, a future 
direction is to compare the potential outcomes methods and traditional methods to 
estimate causal longitudinal indirect effects in the presence of time-varying confounding 
under violations of parametric assumptions.  
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 Another potential future direction is to develop natural effect models for 
longitudinal mediation models.  Natural effect models are models for indirect and direct 
effects that allow researchers to estimate indirect and direct effects in a single regression-
like model (Lange, Rasmussen, & Thygesen, 2014; Lange, Vansteelandt, & Bekaert, 
2012;  Loeys et al., 2013; Steen, Loeys, Moerkerke, &Vansteelandt, 2017; Vansteelandt, 
Bekaert, & Lange, 2012). For example, traditionally the indirect effect in the single 
mediator model requires combining two regression coefficients from two separate 
regression models to get an estimate of the indirect effect. In natural effect models, the 
indirect effect is estimated as a single “regression coefficient” in a regression model. 
Natural effect models can be estimated using two separate estimation strategies. 
First, natural effect models can be estimated using a type of inverse-propensity 
weight referred to as a ratio-of-mediator probability weight (Hong, 2010, 2015; Hong, 
Deutsch, & Hill, 2015) and were used to estimate path-specific effects in the presence of 
a time-varying confounder in the single mediator model (VanderWeele et al., 2014). 
When natural effects are modeled using these special inverse-propensity weights, no 
functional form assumptions are made regarding how treatment and previous values of 
the mediators affect current values of the outcome. Only functional form assumptions are 
made regarding how treatment and previous values of the mediator affect current values 
of the mediator. In theory, natural effect models using this weighting approach are robust 
to violations of functional form assumptions relating treatment and mediators to the 
outcome (Lange et al., 2014; Lange et al., 2012; Steen et al., 2017; Vansteelandt et al., 
2012). 
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Second, natural effect models can be estimated using a type of imputation 
estimator which imputes the missing nested potential outcomes. For example, an 
individual in the treatment group has an observed value for the nested potential outcome 
Yi(1,Mi(1)) but a missing value for the nested potential outcome Yi(1, Mi(0)). It is possible 
to impute the missing nested potential outcomes by predicting the value of the missing 
nested potential outcomes using a regression equation regressing Y on the intervention, X, 
and the mediator, M.  The imputation estimators require the researcher to specify the 
functional form of the mediator-outcome relations but do not make any functional form 
assumptions about how treatment affects the mediator. In theory, natural effect models 
using this imputation approach are robust to violations of functional form assumptions 
relating the treatment to mediators (Loeys et al., 2013; Steen et al., 2017; Vansteelandt et 
al., 2012). 
Additional future directions include deriving standard errors for both time-
specific and overall effects in autoregressive longitudinal mediation models and 
determining the required sample size for a specified level of statistical power (e.g., 0.80) 
to estimate each time-specific and overall effect (Cole & Maxwell, 2003). Further, 
sensitivity analyses have been developed for the single mediator model for which it is 
possible to see how the estimated indirect effect would change in the presence of 
unmeasured confounding effects of the mediator – outcome relation (Albert & Wang, 
2015; Cox, Kisbu-Sakarya, Miočević, & MacKinnon, 2013; Imai et al., 2010; le Cessie, 
2016; Mauro, 1990; VanderWeele, 2010) but have not been developed for probing effects 
of unmeasured confounder bias in longitudinal mediation models. 
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Conclusion 
  Causal estimation of time-specific direct and indirect effects in longitudinal 
mediation models is important for understanding how interventions cause changes in 
health-related outcomes. Theoretical considerations of the correct timing of measurement 
of mediating processes and necessary causal identification assumptions from the potential 
outcomes framework help researchers to articulate how the causal mediating process is 
expected to operate over time. This provides researchers with information on what time 
intervals interventions are the most effective and through which mechanisms 
interventions are causing relevant outcomes.  
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Table 1 
Time-specific effects and associated linear model parameters 
 Effect Paths 
Indirect 1 X→M2→Y2 𝑎𝑚2𝑥𝑏𝑦2𝑚2 
Indirect 2 X→M2→M3→Y3 𝑎𝑚2𝑥𝑠𝑚3𝑚2𝑏𝑦3𝑚3 
Indirect 3 X→M2→Y3 𝑎𝑚2𝑥𝑏𝑦3𝑚2 
Indirect 4 X→M2→Y2→Y3 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑠𝑦3𝑦2 
Indirect 5 X→M2→Y2→M3→Y3 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
Indirect 6 X→M3→Y3 𝑎𝑚3𝑥𝑏𝑦3𝑚3 
Indirect 7 X→Y2→M3→Y3 𝑐′𝑦2𝑥𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
Overall 
Indirect on 
Y2 
Sum of all time-specific indirect 
Effects  
𝑎𝑚2𝑥𝑏𝑦2𝑚2 
Overall 
Indirect on 
Y3 
Sum of all time-specific indirect 
Effects  
𝑎𝑚2𝑥𝑠𝑚3𝑚2𝑏𝑦3𝑚3 + 𝑎𝑚2𝑥𝑏𝑦3𝑚2
+ 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑠𝑦3𝑦2
+ 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑏𝑚3𝑦2𝑏𝑦3𝑚3
+ 𝑎𝑚3𝑥𝑏𝑦3𝑚3
+ 𝑐′𝑦2𝑥𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
Direct 1 X→Y2 𝑐′𝑦2𝑥 
Direct 2 X→Y2→Y3 𝑐′𝑦2𝑥𝑠𝑦3𝑦2 
Direct 3 X→Y3 𝑐′𝑦3𝑥 
Overall 
Direct on 
Y2 
Sum of all time-specific direct 
effects 
𝑐′𝑦2𝑥 
Overall 
Direct on 
Y3 
Sum of all time-specific direct 
effects 
𝑐′𝑦2𝑥𝑠𝑦3𝑦2 + 𝑐′𝑦3𝑥 
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Table 2 
Time-specific effects and associated linear model parameters 
 Effect Product of Coefficients Potential Outcomes Defined Effects 
Indirect 
1 
X →M2 → Y2 𝑎𝑚2𝑥𝑏𝑦2𝑚2 𝐸[𝑌2(1), 𝑀2(1)] − 𝐸[𝑌2(1), 𝑀2(0)] = 𝑎𝑚2𝑥𝑏𝑦2𝑚2 
Indirect 
2 
X →M2→ M3 → Y3 𝑎𝑚2𝑥𝑠𝑚3𝑚2𝑏𝑦3𝑚3 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(0), 𝑌2(1, 𝑀2(1)))]
= 𝑎𝑚2𝑥𝑠𝑚3𝑚2𝑏𝑦3𝑚3 
Indirect 
3 
X →M2 → Y3 𝑎𝑚2𝑥𝑏𝑦3𝑚2 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(0), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
= 𝑎𝑚2𝑥𝑏𝑦3𝑚2 
Indirect 
4 
X → M2 → Y2 → Y3 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑠𝑦3𝑦2 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(0)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
= 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑠𝑦3𝑦2 
Indirect 
5 
X → M2 → Y2 → M3→ 
Y3 
𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑏𝑚3𝑦2𝑏𝑦3𝑚3 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(0)))]
= 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
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 Effect Product of Coefficients Potential Outcomes Defined Effects 
Indirect 
6 
X →M3 → Y3 𝑎𝑚3𝑥𝑏𝑦3𝑚3 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (0, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
= 𝑎𝑚3𝑥𝑏𝑦3𝑚3 
Indirect 
7 
X → Y2 → M3 → Y3 𝑐′𝑦2𝑥𝑏𝑚3𝑦2𝑏𝑦3𝑚3 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(0, 𝑀2(1)))]
= 𝑐′𝑦2𝑥𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
Overall 
Indirect 
on Y2 
Sum of all time-
specific indirect 
Effects  
𝑎𝑚2𝑥𝑏𝑦2𝑚2 𝐸[𝑌2(1), 𝑀2(1)] − 𝐸[𝑌2(1), 𝑀2(0)] 
Overall 
Indirect 
on Y3 
Sum of all time-
specific indirect 
Effects  
𝑎𝑚2𝑥𝑠𝑚3𝑚2𝑏𝑦3𝑚3 + 𝑎𝑚2𝑥𝑏𝑦3𝑚2
+ 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑠𝑦3𝑦2
+ 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑏𝑚3𝑦2𝑏𝑦3𝑚3 + 𝑎𝑚3𝑥𝑏𝑦3𝑚3
+ 𝑐′𝑦2𝑥𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(0), 𝑌2(1, 𝑀2(0)), 𝑀3 (0, 𝑀2(0), 𝑌2(0, 𝑀2(0)))]
= 𝑎𝑚2𝑥𝑠𝑚3𝑚2𝑏𝑦3𝑚3 + 𝑎𝑚2𝑥𝑏𝑦3𝑚2 + 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑠𝑦3𝑦2
+ 𝑎𝑚2𝑥𝑏𝑦2𝑚2𝑏𝑚3𝑦2𝑏𝑦3𝑚3 + 𝑎𝑚3𝑥𝑏𝑦3𝑚3 + 𝑐′𝑦2𝑥𝑏𝑚3𝑦2𝑏𝑦3𝑚3 
Direct 
1 
X →Y2 𝑐′𝑦2𝑥 𝐸[𝑌2(1), 𝑀2(1)] − 𝐸[𝑌2(0), 𝑀2(1)] = 𝑐′𝑦2𝑥 
Direct 
2 
X → Y2 → Y3 𝑐′𝑦2𝑥𝑠𝑦3𝑦2 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(0, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
= 𝑐′𝑦2𝑥𝑠𝑦3𝑦2 
 
 
Direct 
3 
X → Y3 𝑐′𝑦3𝑥 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (0, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
= 𝑐′𝑦3𝑥 
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Effect 
 
Product of Coefficients 
 
Potential Outcomes Defined Effects 
Overall 
Direct 
on Y2 
Sum of all time-
specific direct 
effects 
𝑐′𝑦2𝑥 𝐸[𝑌2(1), 𝑀2(1)] − 𝐸[𝑌2(0), 𝑀2(1)] 
Overall 
Direct 
on Y3 
Sum of all time-
specific direct 
effects 
𝑐′𝑦2𝑥𝑠𝑦3𝑦2 + 𝑐′𝑦3𝑥 𝐸[𝑌3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
− 𝐸[𝑌3 (0, 𝑀2(1), 𝑌2(0, 𝑀2(1)), 𝑀3 (1, 𝑀2(1), 𝑌2(1, 𝑀2(1)))]
= 𝑐′𝑦2𝑥𝑠𝑦3𝑦2 + 𝑐′𝑦3𝑥 
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Table 3 
Average empirical values across all 108 simulation conditions for each indirect and direct effect in the three-wave mediation 
model using the difference in potential outcomes and the product of coefficients.  
Path  True value Potential Outcomes 
Definition 
Product of coefficients 
X →M2 → Y2 0.171 0.174 0.174 
X →M2→ M3 → Y3 0.109 0.111 0.111 
X →M2 → Y3 0.187 0.191 0.191 
X → M2 → Y2 → Y3 0.067 0.067 0.067 
X → M2 → Y2 → M3→ Y3 0.009 0.011 0.011 
X →M3 → Y3 0 0.002 0.002 
X → Y2 → M3 → Y3 0 0.000 0.000 
Overall Indirect Effect of X 
on Y3 
0.372 0.382 0.382 
X →Y2 0 -0.007 -0.007 
X → Y2 → Y3 0 -0.001 -0.001 
X → Y3 0 -0.019 -0.019 
Overall Direct Effect of X on 
Y3 
0 -0.019 -0.019 
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Table 4 
Bias of difference score and residualized change score models as a function of effect size of by2m2 and by3m2 
paths for each time-specific indirect effect 
 Difference 
Score Bias                      
X →M2→Y2 
Residualized 
Change
Score Bias                      
X →M2→Y2 
  Difference 
Score Bias                      
X →M2→Y3 
Residualized 
Change Score 
Bias                      
X →M2→Y3 
by2m2   by2m2 by3m2  
 
0 -0.056 -0.006 0 0 0.139 0.164 
0.14 0.083 0.163 
0.59 -0.148 0.157 
0.14 -0.114 -0.012 0.14 0 0.093 0.160 
0.14 0.036 0.151 
0.59 -0.204 0.113 
0.59 -0.349 -0.034 0.59 0 -0.072 0.128 
0.14 -0.145 0.050 
0.59 -0.452 -0.278 
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Table 5 
Type 1 error rates for indirect effect of X on Y2 through M2 as a function of sample size and effect size of the am2x and the by2m2 paths  
    Estimator 
 
  ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample Size am2x by2m2 Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
50 Zero  Zero  0.003 0.003 0.005 0.003 0.019 0.019 0.016 0.012 
Small 0.005 0.004 0.003 0.005 0.018 0.018 0.019 0.020 
Large 0.059 0.027 0.055 0.058 0.042 0.042 0.049 0.053 
Small Zero  0.006 0.010 0.006 0.003 0.022 0.022 0.021 0.020 
Large Zero  0.057 0.091 0.058 0.057 0.049 0.049 0.063 0.086 
200 Zero  Zero  0.001 0.005 0.001 0.001 0.051 0.045 0.036 0.032 
Small 0.018 0.001 0.016 0.019 0.059 0.048 0.037 0.035 
Large 0.049 0.056 0.049 0.046 0.049 0.044 0.041 0.039 
Small Zero  0.020 0.036 0.020 0.017 0.063 0.053 0.051 0.064 
Large Zero  0.049 0.127 0.046 0.049 0.068 0.069 0.119 0.211 
500 Zero  Zero  0.001 0.007 0.001 0.003 0.055 0.048 0.044 0.042 
Small 0.043 0.004 0.043 0.044 0.060 0.047 0.049 0.049 
Large 0.059 0.054 0.063 0.063 0.059 0.049 0.058 0.059 
Small Zero  0.034 0.171 0.035 0.029 0.059 0.049 0.088 0.129 
Large Zero  0.055 0.235 0.055 0.055 0.073 0.085 0.223 0.447 
  
 
1
0
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample Size am2x by2m2 Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
4000 Zero  Zero  0.001 0.048 0.001 0.001 0.063 0.057 0.056 0.054 
Small 0.059 0.020 0.054 0.056 0.065 0.048 0.052 0.052 
Large 0.052 0.042 0.053 0.049 0.051 0.055 0.054 0.055 
Small Zero  0.055 0.937 0.078 0.055 0.066 0.091 0.261 0.630 
Large Zero  0.050 0.927 0.070 0.050 0.072 0.255 0.916 1.000 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW 
= Inverse Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse 
Propensity Weighting with weights truncated at the 5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
 
and 90
th
 percentiles. 
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Table 6 
Power for indirect effect of X on Y2 through M2 as a function of sample size and effect size of the am2x and the by2m2 paths 
    Estimator 
 
  ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample  
Size 
am2x by2m2 Power Power Power Power Power Power Power Power 
50 Small Small 0.018 0.011 0.017 0.018 0.029 0.029 0.029 0.032 
Large 0.172 0.078 0.173 0.157 0.110 0.110 0.118 0.130 
Large Small 0.178 0.071 0.156 0.175 0.164 0.164 0.224 0.292 
Large 0.993 0.620 0.973 0.989 0.867 0.867 0.953 0.983 
200 Small Small 0.229 0.032 0.200 0.189 0.087 0.083 0.119 0.161 
Large 0.549 0.435 0.536 0.445 0.307 0.317 0.377 0.403 
Large Small 0.531 0.077 0.469 0.531 0.403 0.432 0.677 0.852 
Large 1.000 0.996 1.000 1.000 0.985 0.993 1.000 1.000 
500 Small Small 0.788 0.089 0.747 0.719 0.138 0.146 0.270 0.411 
Large 0.893 0.805 0.888 0.817 0.563 0.617 0.715 0.753 
Large Small 0.879 0.107 0.831 0.879 0.602 0.728 0.963 0.996 
Large 1.000 1.000 1.000 1.000 0.996 1.000 1.000 1.000 
4000 Small Small 1.000 0.475 1.000 1.000 0.407 0.711 0.970 1.000 
Large 1.000 1.000 1.000 1.000 0.985 1.000 1.000 1.000 
Large Small 1.000 0.499 1.000 1.000 0.943 1.000 1.000 1.000 
Large 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW 
= Inverse Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse 
Propensity Weighting with weights truncated at the 5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  
and 90
th
 percentiles. 
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Table 7 
Relative bias and M.S.E. for indirect effect of X on Y2 through M2 as a function of sample size and effect size of the am2x and the by2m2 paths 
Sample 
Size am2x by2m2 
Estimator 
ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. 
50 Zero  Zero  0.000 0.004 0.000 0.005 0.000 0.004 0.000 0.005 0.004 0.081 0.004 0.081 0.001 0.037 0.000 0.024 
Small 0.000 0.007 0.000 0.005 0.000 0.006 -0.001 0.009 0.005 0.090 0.005 0.090 0.002 0.049 0.001 0.035 
Large -0.004 0.088 -0.001 0.034 -0.003 0.076 -0.008 0.110 -0.014 0.204 -0.014 0.204 -0.012 0.163 -0.011 0.157 
Small Zero  -0.001 0.008 0.194 0.010 0.262 0.007 0.000 0.008 0.005 0.096 0.005 0.096 0.017 0.043 0.024 0.029 
Small 0.024 0.011 0.129 0.009 -0.004 0.010 0.028 0.013 -0.038 0.101 -0.038 0.101 0.285 0.054 0.511 0.040 
Large 0.033 0.100 0.021 0.042 -0.001 0.087 0.027 0.119 0.088 0.208 0.088 0.208 0.123 0.170 0.159 0.164 
Large Zero  -0.006 0.100 -0.069 0.098 0.381 0.088 -0.008 0.100 0.027 0.244 0.027 0.244 0.083 0.154 0.120 0.139 
Small -0.013 0.111 -0.071 0.103 -0.058 0.104 -0.021 0.111 0.209 0.252 0.209 0.252 0.450 0.163 0.619 0.148 
Large -0.001 0.192 -0.003 0.160 -0.048 0.186 -0.001 0.216 0.042 0.354 0.042 0.354 0.095 0.286 0.129 0.278 
200 Zero  Zero  0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 -0.002 0.025 -0.002 0.015 -0.001 0.007 0.000 0.004 
 
Small 0.000 0.001 0.000 <0.001 0.000 0.001 0.000 0.001 -0.004 0.031 -0.003 0.018 -0.001 0.010 -0.001 0.007 
 
Large 0.000 0.022 0.001 0.008 0.000 0.020 -0.002 0.027 -0.001 0.053 -0.002 0.044 -0.002 0.039 -0.003 0.038 
 
Small Zero  0.001 0.001 -0.032 0.001 -0.245 0.001 0.000 0.001 0.008 0.028 0.010 0.016 0.019 0.008 0.027 0.006 
 
Small -0.027 0.002 -0.120 0.001 -0.041 0.002 -0.025 0.002 -0.014 0.031 0.140 0.018 0.408 0.010 0.589 0.008 
 
Large 0.014 0.020 0.007 0.009 0.003 0.019 0.012 0.026 0.040 0.051 0.057 0.043 0.103 0.037 0.136 0.037 
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
Rel.  
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel.  
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. 
200 Large Zero  -0.002 0.022 0.021 0.021 0.066 0.021 -0.002 0.022 0.014 0.067 0.037 0.047 0.088 0.040 0.126 0.043 
 
Small -0.004 0.025 -0.107 0.024 -0.019 0.024 -0.004 0.025 0.081 0.074 0.192 0.054 0.441 0.045 0.625 0.049 
 
Large 0.000 0.042 0.001 0.038 -0.011 0.045 0.001 0.048 0.020 0.107 0.043 0.077 0.090 0.068 0.125 0.074 
500 Zero  Zero  0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 -0.000 0.012 -0.001 0.006 -0.001 0.003 -0.001 0.002 
Small -0.001 <0.001 0.000 <0.001 -0.001 <0.001 -0.001 <0.001 -0.004 0.012 -0.002 0.006 -0.002 0.004 -0.002 0.003 
Large 0.000 0.009 -0.001 0.003 0.000 0.009 0.002 0.012 0.003 0.023 0.002 0.018 0.002 0.016 0.002 0.016 
Small Zero  0.001 <0.001 -0.028 <0.001 -0.273 <0.001 0.000 <0.001 0.003 0.014 0.010 0.006 0.019 0.004 0.026 0.003 
Small 0.017 0.001 0.095 <0.001 0.016 0.001 0.022 0.001 0.034 0.015 0.176 0.007 0.422 0.004 0.604 0.004 
Large -0.007 0.008 -0.005 0.003 -0.009 0.008 -0.004 0.011 -0.006 0.023 0.027 0.017 0.078 0.016 0.115 0.016 
Large Zero  0.001 0.009 -0.024 0.009 -0.136 0.009 0.001 0.009 0.009 0.037 0.042 0.019 0.092 0.021 0.130 0.027 
Small -0.008 0.009 -0.027 0.009 -0.016 0.009 -0.007 0.009 0.021 0.041 0.184 0.020 0.426 0.021 0.605 0.028 
Large -0.002 0.019 -0.005 0.015 -0.008 0.019 -0.001 0.021 0.002 0.051 0.037 0.032 0.084 0.035 0.119 0.042 
4000 Zero  Zero  0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 0.002 0.000 0.001 0.000 <0.001 0.000 <0.001 
 
Small 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.001 0.002 0.001 0.001 0.001 <0.001 0.001 <0.001 
 
Large 0.000 0.001 0.000 <0.001 0.000 0.001 0.001 0.001 0.001 0.003 0.001 0.002 0.001 0.002 0.001 0.002 
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
Rel.  
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
 Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. 
4000 Small Zero  0.000 0.000 0.011 <0.001 0.058 <0.001 0.000 <0.001 0.000 0.002 0.009 0.001 0.018 0.001 0.026 0.001 
 
Small -0.002 0.000 -0.008 <0.001 -0.003 <0.001 -0.002 <0.001 0.064 0.002 0.220 0.001 0.446 0.001 0.622 0.001 
 
Large -0.001 0.001 -0.002 <0.001 0.000 0.001 0.002 0.001 0.005 0.004 0.038 0.002 0.085 0.002 0.121 0.002 
 
Large Zero  0.000 0.001 -0.005 0.001 -0.037 0.001 0.000 0.001 0.003 0.006 0.043 0.004 0.093 0.010 0.131 0.018 
 
Small 0.001 0.001 0.006 0.001 0.000 0.001 0.001 0.001 0.006 0.006 0.195 0.004 0.431 0.010 0.609 0.018 
 
Large 0.000 0.002 0.001 0.002 0.000 0.002 0.000 0.002 0.002 0.007 0.039 0.005 0.086 0.011 0.121 0.020 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse 
Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at the 1st and 99th percentiles, IPW-95 = Inverse Propensity Weighting with 
weights truncated at the 5th and 95th percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10th and 90th percentiles. 
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Table 8 
95% Confidence interval coverage and percent below and percent above the confidence intervals for indirect effect of X on Y2 through M2 as a 
function of sample size and effect size of the am2x and the by2m2 paths 
    Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
50 Zero 
Zero 
0.997            
[0.003,   
0.001] 
0.997            
[0.001, 
0.002] 
0.995            
[0.003, 
0.002] 
0.997            
[0.002, 
0.001] 
0.981            
[0.011, 
0.007] 
0.981            
[0.011, 
0.007] 
0.984            
[0.007, 
0.009] 
0.988            
[0.007, 
0.005] 
Small 
0.995            
[0.003,    
0.003] 
0.996            
[0.002, 
0.002] 
0.997            
[0.001, 
0.002] 
0.995            
[0.003, 
0.002] 
0.982            
[0.010, 
0.008] 
0.982            
[0.010, 
0.008] 
0.981            
[0.010, 
0.009] 
0.980            
[0.011, 
0.009] 
Large 
0.941            
[0.025,   
0.033] 
0.973            
[0.019, 
0.009] 
0.945            
[0.027, 
0.027] 
0.942            
[0.023, 
0.035] 
0.958            
[0.021, 
0.021] 
0.958            
[0.021, 
0.021] 
0.951            
[0.023, 
0.025] 
0.947            
[0.025, 
0.028] 
Small 
Zero 
0.994            
[0.003,   
0.003] 
0.994            
[0.002, 
0.004] 
0.994            
[0.002, 
0.004] 
0.997            
[0.001, 
0.003] 
0.978            
[0.017, 
0.005] 
0.978            
[0.017, 
0.005] 
0.979            
[0.017, 
0.005] 
0.980            
[0.017, 
0.003] 
Small 
0.989            
[0.004,   
0.007] 
0.993            
[0.005, 
0.003] 
0.987            
[0.005, 
0.009] 
0.989            
[0.007, 
0.003] 
0.979            
[0.011, 
0.010] 
0.979            
[0.011, 
0.010] 
0.980            
[0.011, 
0.009] 
0.983            
[0.011, 
0.006] 
Large 
0.937            
[0.025,   
0.037] 
0.953            
[0.013, 
0.034] 
0.935            
[0.020, 
0.045] 
0.945            
[0.020, 
0.035] 
0.953            
[0.023, 
0.025] 
0.953            
[0.023, 
0.025] 
0.947            
[0.026, 
0.027] 
0.949            
[0.029, 
0.022] 
Large 
Zero 
0.943            
[0.025,   
0.031] 
0.939            
[0.031, 
0.003] 
0.941            
[0.027, 
0.032] 
0.943            
[0.025, 
0.032] 
0.951            
[0.041, 
0.009] 
0.951            
[0.041, 
0.009] 
0.937            
[0.056, 
0.007] 
0.914            
[0.081, 
0.005] 
Small 
0.929            
[0.030,   
0.041] 
0.934            
[0.029, 
0.037] 
0.927            
[0.023, 
0.050] 
0.931            
[0.031, 
0.037] 
0.950            
[0.039, 
0.011] 
0.950            
[0.039, 
0.011] 
0.945            
[0.049, 
0.006] 
0.929            
[0.065, 
0.005] 
Large 
0.946            
[0.017,   
0.037] 
0.941            
[0.020, 
0.039] 
0.925            
[0.006, 
0.069] 
0.944            
[0.018, 
0.038] 
0.951            
[0.029, 
0.020] 
0.951            
[0.029, 
0.020] 
0.946            
[0.037, 
0.017] 
0.939            
[0.044, 
0.017] 
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Estimator 
   ANCOVA Diff Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
200 Zero 
Zero 
0.999            
[0.000,   
0.001] 
0.995            
[0.003, 
0.002] 
0.999            
[0.000, 
0.001] 
0.999            
[0.000, 
0.001] 
0.949            
[0.022, 
0.029] 
0.955            
[0.019, 
0.026] 
0.964            
[0.016, 
0.020] 
0.968            
[0.016, 
0.016] 
Small 
0.982            
[0.009,   
0.009] 
0.999            
[0.001, 
0.000] 
0.984            
[0.006, 
0.010] 
0.981            
[0.008, 
0.011] 
0.941            
[0.027, 
0.032] 
0.952            
[0.023, 
0.025] 
0.963            
[0.017, 
0.020] 
0.965            
[0.016, 
0.019] 
Large 
0.951            
[0.021,   
0.028] 
0.944            
[0.029, 
0.027] 
0.951            
[0.023, 
0.025] 
0.954            
[0.019, 
0.027] 
0.951            
[0.021, 
0.028] 
0.956            
[0.019, 
0.025] 
0.959            
[0.017, 
0.025] 
0.961            
[0.015, 
0.025] 
Small 
Zero 
0.980            
[0.009,   
0.011] 
0.982            
[0.013, 
0.005] 
0.979            
[0.012, 
0.009] 
0.983            
[0.005, 
0.011] 
0.937            
[0.045, 
0.018] 
0.947            
[0.037, 
0.015] 
0.949            
[0.041, 
0.011] 
0.936            
[0.057, 
0.007] 
Small 
0.941            
[0.011,   
0.049] 
0.977            
[0.008, 
0.015] 
0.939            
[0.010, 
0.051] 
0.941            
[0.015, 
0.044] 
0.957            
[0.025, 
0.017] 
0.963            
[0.025, 
0.013] 
0.956            
[0.035, 
0.009] 
0.947            
[0.046, 
0.007] 
Large 
0.962            
[0.015,   
0.023] 
0.958            
[0.013, 
0.029] 
0.960            
[0.016, 
0.024] 
0.955            
[0.020, 
0.025] 
0.949            
[0.030, 
0.021] 
0.954            
[0.026, 
0.020] 
0.953            
[0.029, 
0.019] 
0.951            
[0.032, 
0.017] 
Large 
Zero 
0.951            
[0.023,   
0.026] 
0.959            
[0.023, 
0.018] 
0.957            
[0.021, 
0.022] 
0.951            
[0.023, 
0.026] 
0.932            
[0.053, 
0.015] 
0.931            
[0.056, 
0.013] 
0.881            
[0.115, 
0.004] 
0.789            
[0.209, 
0.001] 
Small 
0.929            
[0.027,   
0.043] 
0.944            
[0.025, 
0.031] 
0.931            
[0.023, 
0.045] 
0.933            
[0.024, 
0.043] 
0.917            
[0.065, 
0.018] 
0.919            
[0.067, 
0.014] 
0.879            
[0.115, 
0.007] 
0.792            
[0.203, 
0.005] 
Large 
0.951            
[0.024,   
0.025] 
0.947            
[0.028, 
0.025] 
0.946            
[0.015, 
0.039] 
0.949            
[0.023, 
0.028] 
0.938            
[0.045, 
0.017] 
0.939            
[0.045, 
0.015] 
0.920            
[0.072, 
0.008] 
0.887            
[0.107, 
0.005] 
 
 
 
 
 
 
 
 
 
 
  
 
1
0
9
 
Estimator 
   ANCOVA Diff Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
500 Zero 
Zero 
0.999            
[0.000, 
0.001] 
0.993            
[0.004, 
0.003] 
0.999            
[0.000, 
0.001] 
0.997            
[0.000, 
0.003] 
0.945            
[0.023, 
0.032] 
0.952            
[0.020, 
0.028] 
0.956            
[0.017, 
0.027] 
0.958            
[0.018, 
0.024] 
Small 
0.957            
[0.018, 
0.025] 
0.996            
[0.002, 
0.002] 
0.957            
[0.019, 
0.024] 
0.956            
[0.021, 
0.023] 
0.940            
[0.025, 
0.035] 
0.953            
[0.019, 
0.028] 
0.951            
[0.021, 
0.027] 
0.951            
[0.025, 
0.025] 
Large 
0.941            
[0.027, 
0.032] 
0.946            
[0.026, 
0.028] 
0.937            
[0.029, 
0.034] 
0.937            
[0.035, 
0.028] 
0.941            
[0.031, 
0.028] 
0.951            
[0.027, 
0.022] 
0.942            
[0.031, 
0.027] 
0.941            
[0.033, 
0.027] 
Small 
Zero 
0.966            
[0.017, 
0.017] 
0.951            
[0.041, 
0.009] 
0.967            
[0.018, 
0.015] 
0.971            
[0.013, 
0.015] 
0.941            
[0.037, 
0.023] 
0.951            
[0.036, 
0.013] 
0.912            
[0.080, 
0.008] 
0.871            
[0.126, 
0.003] 
Small 
0.942            
[0.019, 
0.039] 
0.961            
[0.013, 
0.025] 
0.939            
[0.017, 
0.043] 
0.940            
[0.020, 
0.040] 
0.941            
[0.042, 
0.017] 
0.947            
[0.038, 
0.015] 
0.929            
[0.063, 
0.008] 
0.897            
[0.100, 
0.003] 
Large 
0.958            
[0.021, 
0.021] 
0.946            
[0.017, 
0.037] 
0.957            
[0.020, 
0.023] 
0.954            
[0.024, 
0.022] 
0.944            
[0.031, 
0.025] 
0.948            
[0.033, 
0.019] 
0.948            
[0.041, 
0.011] 
0.941            
[0.047, 
0.012] 
Large 
Zero 
0.945            
[0.032, 
0.023] 
0.942            
[0.035, 
0.023] 
0.951            
[0.029, 
0.020] 
0.945            
[0.032, 
0.023] 
0.927            
[0.063, 
0.010] 
0.915            
[0.079, 
0.005] 
0.777            
[0.221, 
0.001] 
0.553            
[0.447, 
0.000] 
Small 
0.947            
[0.021, 
0.032] 
0.955            
[0.021, 
0.023] 
0.949            
[0.019, 
0.032] 
0.949            
[0.018, 
0.033] 
0.925            
[0.061, 
0.013] 
0.917            
[0.075, 
0.009] 
0.784            
[0.215, 
0.001] 
0.587            
[0.413, 
0.000] 
Large 
0.936            
[0.030, 
0.034] 
0.946            
[0.021, 
0.033] 
0.935            
[0.021, 
0.044] 
0.937            
[0.030, 
0.033] 
0.929            
[0.048, 
0.023] 
0.928            
[0.059, 
0.013] 
0.869            
[0.125, 
0.005] 
0.785            
[0.213, 
0.002] 
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Estimator 
   ANCOVA Diff Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
4000 Zero 
Zero 
0.999            
[0.000,   
0.001] 
0.952            
[0.028, 
0.020] 
0.999            
[0.000, 
0.001] 
0.999            
[0.000, 
0.001] 
0.937            
[0.033, 
0.029] 
0.943            
[0.028, 
0.029] 
0.944            
[0.031, 
0.025] 
0.946            
[0.027, 
0.027] 
Small 
0.941            
[0.030,   
0.029] 
0.980            
[0.011, 
0.009] 
0.946            
[0.026, 
0.028] 
0.944            
[0.030, 
0.026] 
0.935            
[0.040, 
0.025] 
0.952            
[0.027, 
0.021] 
0.948            
[0.027, 
0.025] 
0.948            
[0.027, 
0.025] 
Large 
0.948            
[0.028,   
0.024] 
0.958            
[0.021, 
0.021] 
0.947            
[0.025, 
0.027] 
0.951            
[0.025, 
0.025] 
0.949            
[0.027, 
0.024] 
0.945            
[0.030, 
0.025] 
0.946            
[0.029, 
0.025] 
0.945            
[0.029, 
0.027] 
Small 
Zero 
0.945            
[0.027,   
0.028] 
0.941            
[0.029, 
0.029] 
0.945            
[0.027, 
0.029] 
0.945            
[0.027, 
0.028] 
0.934            
[0.047, 
0.019] 
0.909            
[0.084, 
0.007] 
0.739            
[0.261, 
0.000] 
0.370            
[0.630, 
0.000] 
Small 
0.952            
[0.020,     
0.028] 
0.946            
[0.025, 
0.029] 
0.955            
[0.020, 
0.025] 
0.951            
[0.021, 
0.028] 
0.933            
[0.047, 
0.021] 
0.927            
[0.063, 
0.009] 
0.769            
[0.230, 
0.001] 
0.520            
[0.480, 
0.000] 
Large 
0.953            
[0.023,   
0.024] 
0.957            
[0.019, 
0.024] 
0.951            
[0.023, 
0.026] 
0.949            
[0.025, 
0.027] 
0.943            
[0.037, 
0.021] 
0.950            
[0.040, 
0.010] 
0.919            
[0.077, 
0.005] 
0.873            
[0.125, 
0.001] 
Large 
Zero 
0.950            
[0.029,   
0.021] 
0.945            
[0.031, 
0.025] 
0.953            
[0.027, 
0.020] 
0.950            
[0.029, 
0.021] 
0.928            
[0.055, 
0.017] 
0.745            
[0.255, 
0.000] 
0.084            
[0.916, 
0.000] 
0.000            
[1.000, 
0.000] 
Small 
0.947            
[0.023,     
0.030] 
0.955            
[0.019, 
0.026] 
0.945            
[0.025, 
0.031] 
0.940            
[0.025, 
0.035] 
0.918            
[0.065, 
0.017] 
0.763            
[0.237, 
0.000] 
0.106            
[0.894, 
0.000] 
0.000            
[1.000, 
0.000] 
Large 
0.959            
[0.019,    
0.023] 
0.956            
[0.025, 
0.019] 
0.957            
[0.020, 
0.023] 
0.950            
[0.023, 
0.027] 
0.937            
[0.045, 
0.018] 
0.833            
[0.166, 
0.001] 
0.342            
[0.658, 
0.000] 
0.063            
[0.937, 
0.000] 
Note. Values in brackets are the proportion of times the true value fell below the lower bound of the confidence limit and proportion of times the true 
value fell above the upper bound of the confidence limit.  
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, 
IPW = Inverse Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse 
Propensity Weighting with weights truncated at the 5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  
and 90
th
 percentiles. 
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Table 9 
Type 1 Error Rates for indirect effect of X on Y3 through M2 as a function of sample size and effect size of the am2x and the by3m2 paths 
    Estimator 
 
  ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample Size am2x by3m2 Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
50 Zero  Zero  0.002 0.003 0.009 0.002 0.003 0.003 0.003 0.005 
Small 0.007 0.011 0.023 0.007 0.009 0.009 0.013 0.016 
Large 0.053 0.035 0.052 0.051 0.053 0.053 0.055 0.055 
Small Zero  0.006 0.017 0.027 0.008 0.009 0.009 0.010 0.016 
Large Zero  0.063 0.122 0.171 0.063 0.078 0.078 0.093 0.115 
200 Zero  Zero  0.001 0.011 0.018 0.001 0.001 0.002 0.005 0.010 
Small 0.021 0.022 0.053 0.021 0.019 0.023 0.035 0.045 
Large 0.041 0.051 0.039 0.041 0.045 0.045 0.045 0.045 
Small Zero  0.026 0.095 0.240 0.021 0.031 0.031 0.057 0.109 
Large Zero  0.057 0.267 0.505 0.057 0.079 0.083 0.161 0.259 
500 Zero  Zero  0.001 0.030 0.055 0.001 0.003 0.005 0.013 0.027 
Small 0.041 0.041 0.057 0.042 0.027 0.035 0.046 0.047 
Large 0.053 0.057 0.052 0.057 0.055 0.055 0.055 0.055 
Small Zero  0.047 0.403 0.815 0.042 0.075 0.097 0.270 0.483 
Large Zero  0.061 0.531 0.868 0.061 0.082 0.107 0.307 0.540 
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample Size am2x by3m2 Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
Type 1  
Error 
4000 Zero  Zero  0.003 0.058 0.061 0.001 0.002 0.021 0.051 0.056 
Small 0.061 0.048 0.061 0.063 0.054 0.057 0.057 0.057 
Large 0.048 0.042 0.044 0.049 0.044 0.044 0.044 0.044 
Small Zero  0.067 0.991 1.000 0.067 0.081 0.410 0.967 1.000 
Large Zero  0.060 0.993 1.000 0.060 0.087 0.407 0.973 1.000 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, 
IPW = Inverse Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = 
Inverse Propensity Weighting with weights truncated at the 5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated 
at the 10
th
  and 90
th
 percentiles. 
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Table 10 
Power for indirect effect of X on Y3 through M2 as a function of sample size and effect size of the am2x and the by3m2 paths 
    Estimator 
 
  ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample  
Size 
am2x by3m2 Power Power Power Power Power Power Power Power 
50 Small Small 0.024 0.025 0.057 0.026 0.029 0.029 0.041 0.052 
Large 0.173 0.121 0.169 0.151 0.169 0.169 0.175 0.175 
Large Small 0.183 0.206 0.397 0.181 0.225 0.225 0.303 0.371 
Large 0.995 0.821 0.965 0.992 0.977 0.977 0.993 0.998 
200 Small Small 0.247 0.197 0.483 0.217 0.243 0.265 0.389 0.451 
Large 0.545 0.430 0.533 0.444 0.541 0.542 0.542 0.542 
Large Small 0.519 0.509 0.933 0.519 0.521 0.557 0.784 0.890 
Large 1.000 1.000 1.000 1.000 0.998 0.999 1.000 1.000 
500 Small Small 0.774 0.546 0.880 0.697 0.638 0.763 0.884 0.893 
Large 0.889 0.803 0.887 0.825 0.884 0.884 0.884 0.884 
Large Small 0.889 0.694 1.000 0.889 0.765 0.881 0.995 0.997 
Large 1.000 1.000 1.000 1.000 0.999 1.000 1.000 1.000 
4000 Small Small 1.000 0.869 1.000 1.000 0.957 1.000 1.000 1.000 
Large 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
Large Small 1.000 0.877 1.000 1.000 0.964 1.000 1.000 1.000 
Large 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW 
= Inverse Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse 
Propensity Weighting with weights truncated at the 5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  
and 90
th
 percentiles. 
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Table 11 
Relative bias and M.S.E. for indirect effect of X on Y3 through M2 as a function of sample size and effect size of the am2x and the by3m2 paths 
Sample 
Size am2x by3m2 
Estimator 
ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Rel.  
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel.  
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. 
50 Zero  Zero  0.001 0.005 0.001 0.007 0.002 0.008 0.001 0.005 0.001 0.007 0.001 0.007 0.001 0.007 0.001 0.007 
Small 0.001 0.009 0.000 0.012 -0.002 0.017 -0.001 0.011 0.000 0.012 0.000 0.012 -0.001 0.014 -0.001 0.016 
Large -0.002 0.118 0.001 0.065 -0.001 0.108 -0.004 0.146 -0.002 0.130 -0.002 0.130 -0.002 0.142 -0.003 0.150 
Small Zero  0.001 0.009 -0.086 0.013 -0.020 0.012 0.001 0.010 0.009 0.015 0.009 0.015 0.021 0.013 0.030 0.013 
Small 0.044 0.015 0.138 0.017 0.012 0.020 0.033 0.017 0.259 0.024 0.259 0.024 0.543 0.023 0.736 0.024 
Large 0.013 0.121 0.008 0.073 -0.032 0.113 -0.008 0.139 0.061 0.139 0.061 0.139 0.111 0.148 0.147 0.156 
Large Zero  -0.013 0.129 0.063 0.131 -0.044 0.115 -0.013 0.130 0.047 0.197 0.047 0.197 0.103 0.167 0.145 0.163 
Small 0.005 0.136 0.000 0.128 -0.041 0.115 0.006 0.137 0.222 0.195 0.222 0.195 0.481 0.171 0.667 0.170 
Large -0.002 0.243 -0.006 0.226 -0.052 0.237 -0.004 0.269 0.048 0.328 0.048 0.328 0.093 0.301 0.127 0.308 
200 Zero  Zero  0.000 <0.001 0.000 0.001 0.000 0.001 0.000 <0.001 0.000 0.001 0.000 <0.001 0.000 0.001 0.000 0.001 
 
Small 0.000 0.001 -0.001 0.002 -0.001 0.003 0.000 0.002 0.000 0.002 0.000 0.002 0.001 0.002 0.001 0.003 
 
Large -0.002 0.025 0.001 0.014 -0.001 0.026 -0.004 0.032 -0.002 0.026 -0.002 0.027 -0.002 0.030 -0.003 0.032 
 
Small Zero  0.000 0.001 -0.004 0.002 -0.015 0.002 0.000 0.001 0.005 0.003 0.010 0.002 0.022 0.002 0.030 0.003 
 
Small 0.027 0.002 0.069 0.003 0.004 0.004 0.032 0.003 0.127 0.004 0.247 0.004 0.509 0.004 0.694 0.005 
 
Large 0.010 0.024 0.011 0.015 0.003 0.025 0.008 0.031 0.030 0.027 0.054 0.027 0.106 0.030 0.142 0.032 
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by3m2 
Rel. 
 Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
 Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. 
200 Large Zero  0.004 0.027 -0.027 0.027 0.002 0.025 0.004 0.027 0.026 0.055 0.052 0.043 0.112 0.044 0.154 0.053 
 
Small 0.013 0.028 0.000 0.029 -0.008 0.027 0.012 0.028 0.131 0.059 0.237 0.046 0.489 0.047 0.673 0.057 
 
Large 0.004 0.058 0.008 0.052 -0.007 0.060 0.003 0.062 0.028 0.095 0.051 0.080 0.100 0.082 0.136 0.094 
500 Zero  Zero  0.000 <0.001 -0.000 <0.001 -0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 
Small 0.000 <0.001 -0.001 0.001 -0.001 0.001 0.000 0.001 0.000 0.001 0.000 0.001 0.000 0.001 -0.001 0.001 
Large 0.000 0.011 -0.001 0.006 -0.001 0.011 0.000 0.014 0.000 0.012 0.000 0.013 0.000 0.014 0.000 0.015 
Small Zero  0.001 <0.001 0.010 0.001 0.009 0.001 0.001 <0.001 0.004 0.001 0.011 0.001 0.023 0.001 0.031 0.002 
Small -0.004 0.001 -0.011 0.001 -0.011 0.002 -0.004 0.001 0.052 0.002 0.225 0.001 0.474 0.002 0.655 0.002 
Large 0.002 0.011 0.001 0.006 -0.001 0.011 0.003 0.014 0.015 0.012 0.047 0.012 0.095 0.013 0.131 0.015 
Large Zero  0.001 0.011 0.014 0.011 -0.009 0.010 0.001 0.011 0.014 0.030 0.053 0.020 0.111 0.026 0.154 0.036 
Small 0.009 0.011 0.029 0.011 0.000 0.011 0.009 0.011 0.093 0.028 0.247 0.020 0.489 0.027 0.670 0.037 
Large 0.002 0.021 0.001 0.019 -0.003 0.022 0.002 0.024 0.014 0.039 0.046 0.030 0.094 0.038 0.130 0.049 
4000 Zero  Zero  0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 
 
Small 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 0.000 <0.001 
 
Large 0.000 0.001 -0.000 0.001 0.000 0.001 0.001 0.002 0.000 0.001 0.000 0.001 0.000 0.002 0.000 0.002 
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by8m2 
Rel.  
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
 Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. Rel. 
Bias 
M.S.E. 
4000 Small Zero  0.000 <0.001 0.014 <0.001 0.006 <0.001 0.000 <0.001 0.001 <0.001 0.011 <0.001 0.022 0.001 0.030 0.001 
 
Small 0.001 <0.001 -0.007 <0.001 -0.001 <0.001 0.002 <0.001 0.018 <0.001 0.233 <0.001 0.479 0.001 0.661 0.001 
 
Large 0.003 0.001 0.001 0.001 0.002 0.001 0.006 0.002 0.005 0.001 0.048 0.001 0.096 0.002 0.132 0.003 
 
Large Zero  0.000 0.001 -0.003 0.001 -0.004 0.001 0.000 0.001 0.003 0.008 0.054 0.005 0.111 0.015 0.153 0.026 
 
Small 0.004 0.001 0.001 0.001 0.001 0.001 0.004 0.001 0.023 0.007 0.238 0.006 0.483 0.015 0.666 0.026 
 
Large 0.002 0.003 0.000 0.002 0.001 0.003 0.002 0.003 0.007 0.009 0.048 0.007 0.095 0.017 0.131 0.028 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse 
Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at the 1st and 99th percentiles, IPW-95 = Inverse Propensity Weighting with 
weights truncated at the 5th and 95th percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10th and 90th percentiles. 
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Table 12 
95% Confidence interval coverage and percent below and percent above the confidence intervals for indirect effect of X on Y3 through M2 as a function of sample size 
and effect size of the am2x and the by3m2 paths 
    Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by3m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
50 Zero 
Zero 
0.998          
[0.001, 0.001] 
0.997            
[0.002, 0.001] 
0.991            
[0.006, 0.003] 
0.998            
[0.001, 0.001] 
0.997            
[0.002, 0.001] 
0.997            
[0.002, 0.001] 
0.997            
[0.002, 0.001] 
0.995            
[0.002, 0.003] 
Small 
0.993            
[0.003, 0.004] 
0.989            
[0.005, 0.006] 
0.977            
[0.008, 0.015] 
0.993            
[0.004, 0.003] 
0.991            
[0.003, 0.006] 
0.991            
[0.003, 0.006] 
0.987            
[0.005, 0.008] 
0.984            
[0.006, 0.010] 
Large 
0.947            
[0.027, 0.026] 
0.965            
[0.019, 0.016] 
0.948            
[0.029, 0.023] 
0.949            
[0.028, 0.023] 
0.947            
[0.026, 0.027] 
0.947            
[0.026, 0.027] 
0.945            
[0.028, 0.027] 
0.945            
[0.028, 0.027] 
Small 
Zero 
0.994            
[0.003, 0.003] 
0.986            
[0.011, 0.003] 
0.987            
[0.005, 0.007] 
0.992            
[0.003, 0.005] 
0.991            
[0.007, 0.002] 
0.991            
[0.007, 0.002] 
0.990            
[0.009, 0.001] 
0.984            
[0.016, 0.000] 
Small 
0.987            
[0.006, 0.007] 
0.982            
[0.009, 0.009] 
0.957            
[0.006, 0.037] 
0.986            
[0.007, 0.007] 
0.987            
[0.008, 0.005] 
0.987            
[0.008, 0.005] 
0.984            
[0.011, 0.005] 
0.982            
[0.013, 0.005] 
Large 
0.941            
[0.026, 0.033] 
0.937            
[0.019, 0.044] 
0.943            
[0.019, 0.038] 
0.949            
[0.019, 0.033] 
0.940            
[0.031, 0.029] 
0.940            
[0.031, 0.029] 
0.938            
[0.034, 0.028] 
0.935            
[0.039, 0.026] 
Large 
Zero 
0.937            
[0.028, 0.035] 
0.933            
[0.033, 0.035] 
0.926            
[0.020, 0.054] 
0.937            
[0.027, 0.035] 
0.922            
[0.062, 0.016] 
0.922            
[0.062, 0.016] 
0.907            
[0.084, 0.009] 
0.885            
[0.107, 0.007] 
Small 
0.933            
[0.027, 0.039] 
0.939            
[0.022, 0.039] 
0.937            
[0.011, 0.052] 
0.935            
[0.022, 0.043] 
0.939            
[0.040, 0.021] 
0.939            
[0.040, 0.021] 
0.918            
[0.065, 0.017] 
0.899            
[0.090, 0.011] 
Large 
0.939            
[0.017, 0.043] 
0.923            
[0.025, 0.051] 
0.925            
[0.005, 0.069] 
0.943            
[0.018, 0.039] 
0.947            
[0.027, 0.025] 
0.947            
[0.027, 0.025] 
0.941            
[0.041, 0.018] 
0.934            
[0.052, 0.014] 
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Estimator 
   ANCOVA Diff Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by3m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
200 Zero 
Zero 
0.999            
[0.001, 0.000] 
0.989            
[0.007, 0.005] 
0.982            
[0.009, 0.009] 
0.999            
[0.001, 0.000] 
0.999            
[0.001, 0.000] 
0.998            
[0.002, 0.000] 
0.995            
[0.003, 0.002] 
0.990            
[0.006, 0.004] 
Small 
0.979            
[0.011, 0.011] 
0.978            
[0.011, 0.011] 
0.947            
[0.024, 0.029] 
0.979            
[0.013, 0.009] 
0.981            
[0.009, 0.010] 
0.977            
[0.010, 0.013] 
0.965            
[0.016, 0.019] 
0.955            
[0.022, 0.023] 
Large 
0.959            
[0.023, 0.018] 
0.949            
[0.028, 0.023] 
0.961            
[0.021, 0.018] 
0.959            
[0.021, 0.021] 
0.955            
[0.023, 0.022] 
0.955            
[0.023, 0.022] 
0.955            
[0.023, 0.022] 
0.955            
[0.023, 0.022] 
Small 
Zero 
0.974            
[0.013, 0.013] 
0.968            
[0.010, 0.022] 
0.949            
[0.009, 0.041] 
0.979            
[0.011, 0.010] 
0.969            
[0.025, 0.005] 
0.969            
[0.027, 0.005] 
0.943            
[0.054, 0.003] 
0.891            
[0.107, 0.002] 
Small 
0.939            
[0.011, 0.049] 
0.949            
[0.011, 0.040] 
0.943            
[0.013, 0.043] 
0.941            
[0.013, 0.046] 
0.946            
[0.021, 0.033] 
0.947            
[0.025, 0.028] 
0.939            
[0.048, 0.013] 
0.917            
[0.076, 0.007] 
Large 
0.951            
[0.024, 0.025] 
0.962            
[0.016, 0.022] 
0.954            
[0.021, 0.025] 
0.953            
[0.025, 0.023] 
0.953            
[0.023, 0.023] 
0.955            
[0.024, 0.021] 
0.952            
[0.032, 0.016] 
0.950            
[0.036, 0.014] 
Large 
Zero 
0.943            
[0.031, 0.027] 
0.943            
[0.029, 0.028] 
0.941            
[0.030, 0.029] 
0.943            
[0.031, 0.027] 
0.921            
[0.063, 0.016] 
0.917            
[0.075, 0.008] 
0.839            
[0.161, 0.001] 
0.741            
[0.259, 0.000] 
Small 
0.945            
[0.026, 0.029] 
0.943            
[0.028, 0.029] 
0.949            
[0.017, 0.034] 
0.949            
[0.023, 0.028] 
0.921            
[0.065, 0.014] 
0.911            
[0.079, 0.011] 
0.845            
[0.152, 0.003] 
0.737            
[0.262, 0.001] 
Large 
0.939            
[0.029, 0.032] 
0.930            
[0.029, 0.041] 
0.934            
[0.019, 0.047] 
0.949            
[0.024, 0.027] 
0.927            
[0.055, 0.017] 
0.928            
[0.057, 0.015] 
0.895            
[0.097, 0.008] 
0.839            
[0.156, 0.005] 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
1
1
9
 
Estimator 
   ANCOVA Diff Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by3m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
500 Zero 
Zero 
0.999            
[0.001, 0.001] 
0.970            
[0.012, 0.018] 
0.945            
[0.025, 0.031] 
0.999            
[0.000, 0.001] 
0.997            
[0.001, 0.001] 
0.995            
[0.001, 0.003] 
0.987            
[0.007, 0.006] 
0.973            
[0.012, 0.015] 
Small 
0.959            
[0.019, 0.023] 
0.959            
[0.016, 0.025] 
0.943            
[0.028, 0.029] 
0.958            
[0.022, 0.020] 
0.973            
[0.012, 0.015] 
0.965            
[0.017, 0.018] 
0.954            
[0.023, 0.023] 
0.953            
[0.024, 0.023] 
Large 
0.947            
[0.027, 0.027] 
0.943            
[0.031, 0.026] 
0.948            
[0.025, 0.027] 
0.943            
[0.025, 0.032] 
0.945            
[0.028, 0.027] 
0.945            
[0.028, 0.027] 
0.945            
[0.028, 0.027] 
0.945            
[0.028, 0.027] 
Small 
Zero 
0.953            
[0.027, 0.020] 
0.943            
[0.026, 0.031] 
0.961            
[0.013, 0.026] 
0.958            
[0.023, 0.019] 
0.925            
[0.067, 0.008] 
0.903            
[0.095, 0.002] 
0.730            
[0.270, 0.000] 
0.517            
[0.483, 0.000] 
Small 
0.952            
[0.012, 0.036] 
0.954            
[0.009, 0.037] 
0.949            
[0.013, 0.038] 
0.953            
[0.012, 0.035] 
0.949            
[0.031, 0.021] 
0.945            
[0.044, 0.011] 
0.902            
[0.093, 0.005] 
0.833            
[0.164, 0.003] 
Large 
0.955            
[0.019, 0.025] 
0.951            
[0.019, 0.029] 
0.949            
[0.018, 0.033] 
0.947            
[0.022, 0.031] 
0.951            
[0.023, 0.025] 
0.949            
[0.029, 0.022] 
0.943            
[0.042, 0.015] 
0.938            
[0.051, 0.011] 
Large 
Zero 
0.939            
[0.030, 0.031] 
0.950            
[0.021, 0.029] 
0.939            
[0.028, 0.033] 
0.939            
[0.030, 0.031] 
0.918            
[0.067, 0.015] 
0.893            
[0.101, 0.006] 
0.693            
[0.306, 0.001] 
0.460            
[0.540, 0.000] 
Small 
0.945            
[0.029, 0.027] 
0.942            
[0.035, 0.023] 
0.937            
[0.027, 0.035] 
0.944            
[0.030, 0.026] 
0.921            
[0.069, 0.009] 
0.898            
[0.098, 0.004] 
0.705            
[0.294, 0.001] 
0.457            
[0.543, 0.000] 
Large 
0.959            
[0.019, 0.022] 
0.948            
[0.025, 0.027] 
0.956            
[0.018, 0.026] 
0.955            
[0.021, 0.025] 
0.942            
[0.044, 0.014] 
0.927            
[0.066, 0.007] 
0.832            
[0.167, 0.001] 
0.710            
[0.289, 0.001] 
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Estimator 
   ANCOVA Diff  Res  Seq-g  IPW  IPW-99 IPW-95 IPW-90 
Sample 
Size am2x by2m2 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
95% C.I. 
Coverage     
(% Below,     
% Above) 
4000 Zero 
Zero 
0.997            
[0.002, 0.001] 
0.942            
[0.030, 0.028] 
0.939            
[0.029, 0.031] 
0.999            
[0.001, 0.000] 
0.998            
[0.001, 0.001] 
0.979            
[0.011, 0.010] 
0.949            
[0.029, 0.023] 
0.944            
[0.030, 0.026] 
Small 
0.939            
[0.031, 0.031] 
0.952            
[0.022, 0.026] 
0.939            
[0.031, 0.030] 
0.937            
[0.031, 0.031] 
0.946            
[0.025, 0.029] 
0.943            
[0.026, 0.031] 
0.943            
[0.026, 0.031] 
0.943            
[0.026, 0.031] 
Large 
0.952            
[0.023, 0.025] 
0.958            
[0.017, 0.025] 
0.956            
[0.021, 0.023] 
0.951            
[0.029, 0.019] 
0.956            
[0.020, 0.024] 
0.956            
[0.020, 0.024] 
0.956            
[0.020, 0.024] 
0.956            
[0.020, 0.024] 
Small 
Zero 
0.933            
[0.035, 0.033] 
0.944            
[0.029, 0.027] 
0.945            
[0.023, 0.033] 
0.933            
[0.035, 0.033] 
0.919            
[0.071, 0.011] 
0.590            
[0.409, 0.001] 
0.033            
[0.967, 0.000] 
0.000            
[1.000, 0.000] 
Small 
0.955            
[0.018, 0.027] 
0.952            
[0.016, 0.032] 
0.956            
[0.021, 0.023] 
0.946            
[0.021, 0.033] 
0.943            
[0.043, 0.014] 
0.772            
[0.228, 0.000] 
0.313            
[0.687, 0.000] 
0.099            
[0.901, 0.000] 
Large 
0.957            
[0.020, 0.023] 
0.949            
[0.029, 0.023] 
0.955            
[0.021, 0.024] 
0.957            
[0.023, 0.020] 
0.961            
[0.021, 0.018] 
0.944            
[0.049, 0.007] 
0.898            
[0.099, 0.003] 
0.837            
[0.162, 0.001] 
Large 
Zero 
0.940            
[0.031, 0.029] 
0.949            
[0.022, 0.029] 
0.952            
[0.019, 0.029] 
0.940            
[0.031, 0.029] 
0.913            
[0.071, 0.015] 
0.593            
[0.407, 0.001] 
0.027            
[0.973, 0.000] 
0.000            
[1.000, 0.000] 
Small 
0.953            
[0.029, 0.018] 
0.944            
[0.027, 0.029] 
0.943            
[0.027, 0.030] 
0.946            
[0.029, 0.025] 
0.913            
[0.080, 0.007] 
0.586            
[0.414, 0.000] 
0.023            
[0.977, 0.000] 
0.000            
[1.000, 0.000] 
Large 
0.943            
[0.034, 0.023] 
0.951            
[0.029, 0.021] 
0.950            
[0.025, 0.025] 
0.941            
[0.032, 0.027] 
0.927            
[0.064, 0.009] 
0.701            
[0.299, 0.000] 
0.192            
[0.808, 0.000] 
0.020            
[0.980, 0.000] 
Note. Values in brackets are the proportion of times the true value fell below the lower bound of the confidence limit and proportion of times the true value fell above 
the upper bound of the confidence limit.  
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse 
Propensity Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1st and 99th percentiles, IPW-95 = Inverse Propensity Weighting with 
weights truncated at the 5th and 95th percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10th  and 90th percentiles. 
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Table 13 
Mediated effects on strength training self-efficacy and 95% percentile bootstrap confidence intervals for X on Y2 through M2 
 Estimator 
Mediator ANCOVA Diff  Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Knowledge of 
the effects of 
AAS 
0.202       
[0.118, 0.296] 
0.086                 
[ 0.009,0.168] 
0.178      [0.100, 
0.267] 
0.187       
[0.108, 0.286] 
-0.076              
[-0.432,0.309] 
0.119                 
[-0.237,0.358] 
0.201       
[0.091, 0.326] 
0.209            
[0.112, 0.318] 
Perceived coach 
intolerance of 
AAS use 
0.133       
[0.068, 0.211] 
0.091       
[0.032, 0.171] 
0.123        
[0.060, 0.199] 
0.122        
[0.057, 0.197] 
0.096                
[-0.077,0.242] 
0.135                
[-0.005,0.241] 
0.136      [0.059, 
0.220] 
0.141      [0.067, 
0.219] 
Team as an 
information 
source 
0.240       
[0.159, 0.329] 
0.160       
[0.077, 0.242] 
0.224       
[0.146, 0.301] 
0.234       
[0.147, 0.336] 
0.497       
[0.135, 1.020] 
0.362       
[0.167, 0.575] 
0.355       
[0.236, 0.473] 
0.339       
[0.230, 0.449] 
Peers as an 
information 
source 
0.231       
[0.143, 0.337] 
0.245       
[0.138, 0.368] 
0.230       
[0.141, 0.331] 
0.218        
[0.132, 0.328] 
-0.165              
[-0.788,0.520] 
0.131                
[-0.337,0.354] 
0.186        
[0.081, 0.324] 
0.202       
[0.109, 0.311] 
Ability to turn 
down offers of 
drugs 
0.074       
[0.026, 0.117] 
0.030                
[-0.001,0.069] 
0.063       
[0.018, 0.103] 
0.063       
[0.016, 0.112]  
0.752       
[0.042, 0.152] 
0.377       
[0.067, 0.887] 
0.124       
[0.047, 0.210] 
0.084       
[0.021, 0.159] 
Perceived peer 
tolerance of 
drug use 
0.019                
[-0.002,0.056] 
0.000                
[-0.020,0.026] 
0.014                
[-0.008,0.051] 
0.009                
[-0.016,0.043] 
-0.023              
[-0.155,0.092] 
-0.028              
[-0.159,0.086] 
-0.034              
[-0.121,0.045] 
-0.035              
[-0.102,0.032] 
Normative 
beliefs about 
AAS use 
-0.006              
[-0.024,0.011] 
-0.003              
[-0.021,0.015] 
-0.005              
[-0.023,0.012] 
-0.006              
[-0.027,0.013] 
-0.335              
[-0.791,0.099] 
-0.067              
[-0.319,0.084] 
-0.057              
[-0.132,0.015] 
-0.044              
[-0.096,0.010] 
Perceived 
severity of AAS 
use 
0.127            
[0.060, 0.197] 
0.053            
[0.010, 0.108] 
0.114            
[0.054, 0.184] 
0.120            
[0.054, 0.194] 
0.201                
[-0.070,0.452] 
0.112                
[-0.053,0.299] 
0.111            
[0.017, 0.233] 
0.128            
[0.039, 0.229] 
Perceived 
susceptibility to 
the effects of 
AAS 
0.076            
[0.033, 0.132] 
0.007                
[-0.030,0.053] 
0.068            
[0.028, 0.122] 
0.073            
[0.028, 0.133] 
0.139                
[-0.023,0.311] 
0.111                
[-0.039,0.274] 
0.107            
[0.000, 0.221] 
0.116            
[0.026, 0.210] 
Beliefs in media 
advertisements 
0.070            
[0.017, 0.138] 
-0.038               
[-0.108,0.027] 
0.062            
[0.011, 0.122] 
0.070            
[0.015, 0.143] 
0.190            
[0.054, 0.361] 
0.177            
[0.069, 0.345] 
0.158            
[0.074, 0.284] 
0.165            
[0.087, 0.267] 
Reasons for 
using AAS 
0.017                
[-0.008,0.044] 
0.001                
[-0.019,0.019] 
0.017                
[-0.008,0.042] 
0.019                
[-0.009,0.048] 
0.033                
[-0.128,0.192] 
0.071                
[-0.070,0.205] 
0.065                
[-0.011,0.166] 
0.064            
[0.007, 0.135] 
Reasons for not 
using AAS 
0.044            
[0.009, 0.091] 
0.043            
[0.000, 0.105] 
0.043            
[0.009, 0.092] 
0.042            
[0.008, 0.092] 
-0.011               
[-0.272,0.221] 
-0.010               
[-0.229,0.176] 
0.030                
[-0.065,0.140] 
0.042                 
[-0.025,0.125] 
Note. Mediators in bold represent the different statistical significance results as compared to the ANCOVA model statistical significance result. 
Note. Values in brackets are lower and upper limits of 95% percentile bootstrap confidence intervals. 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse Propensity 
Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse Propensity Weighting with weights truncated at the 
5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  and 90
th
 percentiles. 
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Table 14 
Mediated effects on strength training self-efficacy and 95% percentile bootstrap confidence intervals for indirect effect of  X on Y3 through M2 
 Estimator 
Mediator ANCOVA Diff  Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Knowledge of 
the effects of 
AAS 
0.082       
[0.019, 0.149] 
-0.060              
[-0.132,-0.003] 
0.055       
[0.003, 0.111] 
0.076       
[0.017, 0.145] 
0.078       
[0.005, 0.164] 
0.078       
[0.005, 0.163] 
0.082             
[0.021, 0.163] 
0.099       
[0.042, 0.171] 
Perceived coach 
intolerance of 
AAS use 
0.014                
[-0.027, 0.060] 
-0.033              
[-0.096, 0.006] 
0.036       
[0.002, 0.082] 
0.013                
[-0.025, 0.058] 
-0.031              
[-0.113, 0.020] 
-0.016              
[-0.073, 0.026] 
0.008                
[-0.035, 0.052] 
0.031                
[-0.010, 0.080] 
Team as 
information 
source 
-0.016              
[-0.084, 0.045] 
-0.056              
[-0.123, 0.001] 
0.044                
[-0.007, 0.100] 
-0.015              
[-0.084, 0.045] 
-0.026              
[-0.132, 0.076] 
-0.023              
[-0.128, 0.080] 
0.018                
[-0.063, 0.111] 
0.050                
[-0.025, 0.123] 
Peers as an 
information 
source 
-0.081              
[-0.152,-0.011] 
-0.119              
[-0.219,-0.022] 
-0.032              
[-0.103, 0.039] 
-0.076              
[-0.147,-0.011] 
-0.133              
[-0.221,-0.007] 
-0.074              
[-0.175, 0.014] 
-0.051              
[-0.131, 0.034] 
-0.037              
[-0.113, 0.045] 
Ability to turn 
down offers of 
drugs 
0.012                
[-0.022, 0.047] 
-0.014              
[-0.040, 0.003] 
0.024                
[-0.001, 0.053] 
0.011                
[-0.022, 0.043] 
0.011                
[-0.027, 0.034] 
0.006                
[-0.031, 0.032 
0.005                 
[-0.027, 0.035 
0.020                
[-0.012, 0.051] 
Perceived peer 
tolerance of 
drug use 
0.003                
[-0.012, 0.017] 
-0.014              
[-0.045, 0.003] 
-0.001              
[-0.017, 0.009] 
0.001                
[-0.010, 0.011] 
0.001                
[-0.014, 0.015] 
0.001                
[-0.014, 0.015] 
0.002                
[-0.013, 0.016] 
0.002                
[-0.012, 0.016] 
Normative 
beliefs about 
AAS use 
0.001                
[-0.008, 0.014] 
 
0.000                
[-0.015, 0.009] 
 
0.000                
[-0.011, 0.011] 
 
0.001                
[-0.010, 0.015] 
 
0.003                
[-0.014, 0.031] 
 
0.004                
[-0.010, 0.026] 
 
0.003                
[-0.008, 0.018] 
 
0.002                
[-0.009, 0.015] 
 
Perceived 
severity of AAS 
use 
0.025                
[-0.028, 0.074] 
0.003                
[-0.043, 0.046] 
0.070            
[0.028, 0.124] 
0.023                
[-0.027, 0.070] 
0.016                
[-0.048, 0.076] 
0.014                
[-0.047, 0.072] 
0.020                
[-0.033, 0.075] 
0.042                
[-0.008, 0.092] 
Perceived 
susceptibility to 
the effects of 
AAS 
-0.009              
[-0.059, 0.032] 
-0.009              
[-0.054, 0.026] 
0.024                
[-0.015, 0.070] 
-0.008              
[-0.063, 0.030] 
-0.065   
[-0.133, -0.012] 
-0.059              
[-0.128, -0.006] 
-0.020              
[-0.076, 0.017] 
-0.006              
[-0.051, 0.033] 
Beliefs in media 
advertisements 
0.073            
[0.009, 0.150] 
0.015                
[-0.030, 0.073] 
0.090            
[0.034, 0.161] 
0.073            
[0.009, 0.150] 
0.101            
[0.008, 0.227] 
0.080                
[-0.003, 0.217] 
0.094            
[0.022, 0.199] 
0.101            
[0.036, 0.185] 
Reasons for 
using AAS 
-0.006              
[-0.031, 0.021] 
-0.005              
[-0.025, 0.012] 
-0.008              
[-0.035, 0.017] 
-0.006              
[-0.036, 0.023] 
0.002                
[-0.029, 0.031] 
0.002                
[-0.028, 0.028] 
-0.003              
[-0.031, 0.024] 
-0.006              
[-0.032, 0.020] 
Reasons for not 
using AAS 
0.006                
[-0.029, 0.039] 
0.012                
[-0.022, 0.047] 
0.025                
[-0.004, 0.062] 
0.006                
[-0.029, 0.037] 
0.012                
[-0.034, 0.070] 
0.007                
[-0.044, 0.055] 
0.003                
[-0.038, 0.040] 
0.008                
[-0.026, 0.043] 
Note. Mediators in bold represent the different statistical significance results as compared to the ANCOVA model statistical significance result. 
Note. Values in brackets are lower and upper limits of 95% percentile bootstrap confidence intervals. 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse Propensity 
Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse Propensity Weighting with weights truncated at the 
5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  and 90
th
 percentiles. 
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Figure 1. Three-wave longitudinal mediation model with randomized 
intervention, X. The mediator and outcome are measured at pretest (M1 and 
Y1) and two-follow up waves (M2, Y2, M3, and Y3). Only select paths and 
model parameters are shown.   
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Figure 2. Bolds paths depict the Natural Indirect Effect derived in VanderWeele and 
Tchetgen (2017) for a three-wave longitudinal mediation model. The Natural Indirect 
effect corresponds to an overall indirect effect of X on Y3 through the bolded paths.  
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(a) (b) 
  
Figure 3a-b. 3a. The blue line displays the average-level of the outcome at time 1 (i.e., 
E[Y1]) and displays the average-level of the outcome at time 2 had all individuals been in 
the treatment group when evaluated on both the mediator and the outcome at time 2 (i.e., 
𝐸[𝑌2(1, 𝑀2(1))]). The red line displays the average-level outcome at time 2 had all 
individuals been in the treatment group when evaluated on the outcome but were in the 
control group when evaluated on the mediator at time 2 (i.e., 𝐸[𝑌2(1, 𝑀2(0))]). The 
difference in these two expected values represents the indirect effect (i.e., NIE) at time 2. 
3b. The blue line displays the average-level of the outcome at time 1 (i.e., E[Y1]), displays 
the average-level of the outcome at time 2 and at time 3 had all individuals been in the 
treatment group when evaluated on the mediator at time 2 and the outcome at time 2 and 
time 3 (i.e., 𝐸[𝑌2(1, 𝑀2(1))] and 𝐸[𝑌3(1, 𝑀2(1), 𝑚3 , 𝑦2)]). The red line displays the average-
level outcome at time 2 and time 3 had all individuals been in the treatment group when 
evaluated on the outcome but were in the control group when evaluated on the mediator at 
time 2 (i.e., 𝐸[𝑌2(1, 𝑀2(0))] and 𝐸[𝑌3(1, 𝑀2(0), 𝑚3 , 𝑦2)]). The difference in these two 
expected values represents the indirect effect (i.e., NIE) at time 3. 
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Figure 4. Statistical power for time-specific indirect effect X→M2→Y2 for 
ANCOVA and difference score model. A = ANCOVA, D = Difference score 
model. 
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(a)  
(b)  
Figure 5a-b. 5a. Statistical power for time-specific indirect effect X→M2→Y2 
for ANCOVA and Inverse propensity weighting with no weight truncation. A 
= ANCOVA, IPW = Inverse propensity weighting with no weight truncation. 
5b. Statistical power for time-specific indirect effect X→M2→Y2 for 
ANCOVA and Inverse propensity weighting with weights truncated at 1
st
/99
th
 
percentiles. A = ANCOVA, IPW99 = Inverse propensity weighting with 
weights truncated at 1
st
/99
th
 percentiles.   
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(a)  
(b)  
Figure 6a-b. 6a. Statistical power for time-specific indirect effect X→M2→Y2 for 
ANCOVA and Inverse propensity weighting with weights truncated at the 5
th
/95
th
 
percentiles. A = ANCOVA, IPW95 = Inverse propensity weighting with weights 
truncated at the 5
th
/95
th
 percentiles. 6b. Statistical power for time-specific indirect 
effect X→M2→Y2 for ANCOVA and Inverse propensity weighting with weights 
truncated at 10
th
/90
th
 percentiles. A = ANCOVA, IPW90 = Inverse propensity 
weighting with weights truncated at 10
th
/90
th
 percentiles.   
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Figure 7. Statistical power for time-specific indirect effect X→M2→Y3 for ANCOVA and 
difference score model. A = ANCOVA, D = Difference score model. 
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(a)  
(b)  
Figure 8a-b. 8a. Statistical power for time-specific indirect effect X→M2→Y3 for 
ANCOVA and Inverse propensity weighting with no weight truncation. A = ANCOVA, 
IPW = Inverse propensity weighting with no weight truncation. 8b. Statistical power for 
time-specific indirect effect X→M2→Y3 for ANCOVA and Inverse propensity weighting 
with weights truncated at 1
st
/99
th
 percentiles. A = ANCOVA, IPW99 = Inverse 
propensity weighting with weights truncated at 1
st
/99
th
 percentiles.   
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(a)  
(b)  
Figure 9a-b. 9a. Statistical power for time-specific indirect effect X→M2→Y3 for 
ANCOVA and Inverse propensity weighting with weights truncated at the 5
th
/95
th
 
percentiles. A = ANCOVA, IPW95 = Inverse propensity weighting with weights 
truncated at the 5
th
/95
th
 percentiles. 9b. Statistical power for time-specific indirect 
effect X→M2→Y3 for ANCOVA and Inverse propensity weighting with weights 
truncated at 10
th
/90
th
 percentiles. A = ANCOVA, IPW90 = Inverse propensity 
weighting with weights truncated at 10
th
/90
th
 percentiles.   
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APPENDIX A 
POTENTIAL OUTCOMES DEFINITIONS OF TIME-SPECIFIC EFFECTS IN A 
THREE-WAVE MEDIATION MODEL 
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The total natural direct and indirect effects are derived for the time 2 and time 3 
effects. The total natural direct and indirect effects correspond to direct and indirect 
effects had the entire population been in the treatment group. The pure natural direct 
and indirect effects correspond to direct and indirect effects had the entire population 
been in the control group. In linear models with additive effects, the total and pure 
direct and indirect effects are equivalent (VanderWeele, 2015). The derivations are 
based on Equations 8 through 12 in the main document. 
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APPENDIX B 
DESCRIPTION OF NOTATION FOR APPENDIX A AND RESULTS FROM 
CAUSAL MEDIATION FORMULA 
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Table B1 presents the symbols used in the derivations presented in Appendix A with a 
verbal description of the symbols.  
Table B1 
Notation for derivation of potential outcomes based direct and indirect effects in 
Appendix A 
Symbol Description 
Y3 Outcome variable at Time 3 
y3 Observed value of the outcome 
variable at Time 3 
Y2 Outcome variable at Time 2 
y2 Observed value of outcome variable 
at Time 2  
Y1 Outcome variable at Time 1 
y1 Observed value of outcome variable 
at Time 1  
M3 Mediator variable at Time 3 
m3 Observed value of mediator variable 
at Time 3  
M2 Mediator variable at Time 2 
m2 Observed value of mediator variable 
at Time 2  
M1 Mediator variable at Time 1 
m1 Observed value of mediator variable 
at Time 1  
X Randomized Intervention Variable 
x Observed value of randomized 
intervention variable. Observed 
values are either 0 or 1.  
x’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x.  
x’’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x or 
x’.  
x’’’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x, 
x’, or x’’.  
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Symbol Description 
x’’’’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x, 
x’, x’’, or x’’’.  
x’’’’’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x, 
x’, x’’, x’’’, or x’’’’.  
x’’’’’’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x, 
x’, x’’, x’’’, x’’’’ or x’’’’’.  
x’’’’’’’ Observed value of randomized 
intervention variable which may not 
be equal to observed value of 
randomized intervention variable, x, 
x’, x’’, x’’’, x’’’’, x’’’’’, or x’’’’’’.  
∫ 𝜕𝑀3′′′′
𝑚3
 
Integration with respect to Mediator 
Variable at Time 3 when X = x’’’’ 
∫ 𝜕𝑌2′′′′′′
𝑦2
 
Integration with respect to Outcome 
Variable at Time 2 when X = x’’’’’’ 
∫ 𝜕𝑀2′′′′′′′
𝑚2
 
Integration with respect to Mediator 
Variable at Time 2 when X = x’’’’’’’ 
∫ 𝜕𝑀2′′′′′
𝑚2
 
Integration with respect to Mediator 
Variable at Time 2 when X = x’’’’’ 
∫ 𝜕𝑌2′′
𝑦2
 
Integration with respect to Outcome 
Variable at Time 2 when X = x’’ 
∫ 𝜕𝑀2′′′
𝑚2
 
Integration with respect to Mediator 
Variable at Time 2 when X = x’’’ 
∫ 𝜕𝑀2′
𝑚2
 
Integration with respect to Mediator 
Variable at Time 2 when X = x’ 
𝐸[𝑌3|𝑋 = 𝑥, 𝑀2 = 𝑚2, 𝑌2 = 𝑦2, 𝑀3 = 𝑚3] Conditional expected value of 
outcome variable at Time 3 when the 
randomized intervention variable (X) 
equals observed value x, the mediator 
variable at time 2 (M2) equals the 
observed value m2, the outcome 
variable at time 2 (Y2) equals the 
observed value y2, and the mediator 
variable at time 3 (M3) equals the 
observed value m3.  
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Symbol Description 
𝑓(𝑀3|𝑋 = 𝑥′′′′, 𝑀2 = 𝑚2, 𝑌2 = 𝑦2) Conditional probability density 
function for the mediator variable at 
time 3 when the randomized 
intervention variable (X) equals the 
observed value x’’’’, the mediator 
variable at time 2 (M2) equals the 
observed value m2, and the outcome 
variable at time 2 (Y2) equals the 
observed value y2. 
𝑓(𝑌2|𝑋 = 𝑥′′′′′′, 𝑀2 = 𝑚2, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) Conditional probability density 
function for the outcome variable at 
time 2 when the randomized 
intervention variable (X) equals 
observed value x’’’’’’, the mediator 
variable at time 2 (M2) equals the 
observed value m2, the mediator 
variable at time 1 (M1) equals the 
observed value m1, and the outcome 
variable at time 1 (Y1) equals the 
observed value y1. 
𝑓(𝑀2|𝑋 = 𝑥′′′′′′′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) Conditional probability density 
function for the mediator variable at 
time 2 when the randomized 
intervention variable (X) equals the 
observed value x’’’’’’’, the mediator 
variable at time 1 (M1) equals the 
observed value m1, and the outcome 
variable at time 1 (Y1) equals the 
observed value y1. 
 
 
 
 
𝑓(𝑀2|𝑋 = 𝑥′′′′′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) Conditional probability density 
function for the mediator variable at 
time 2 when the randomized 
intervention variable (X) equals the 
observed value x’’’’’, the mediator 
variable at time 1 (M1) equals the 
observed value m1, and the outcome 
variable at time 1 (Y1) equals the 
observed value y1. 
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Symbol Description 
𝑓(𝑌2|𝑋 = 𝑥′′, 𝑀2 = 𝑚2, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) Conditional probability density 
function for the outcome variable at 
time 2 when the randomized 
intervention variable (X) equals 
observed value x’’, the mediator 
variable at time 2 (M2) equals the 
observed value m2, the mediator 
variable at time 1 (M1) equals the 
observed value m1, and the outcome 
variable at time 1 (Y1) equals the 
observed value y1. 
𝑓(𝑀2|𝑋 = 𝑥′′′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) Conditional probability density 
function for the mediator variable at 
time 2 when the randomized 
intervention variable (X) equals the 
observed value x’’’, the mediator 
variable at time 1 (M1) equals the 
observed value m1, and the outcome 
variable at time 1 (Y1) equals the 
observed value y1. 
𝑓(𝑀2|𝑋 = 𝑥′, 𝑀1 = 𝑚1, 𝑌1 = 𝑦1) Conditional probability density 
function for the mediator variable at 
time 2 when the randomized 
intervention variable (X) equals the 
observed value x’, the mediator 
variable at time 1 (M1) equals the 
observed value m1, and the outcome 
variable at time 1 (Y1) equals the 
observed value y1. 
𝐸[𝑌3(𝑥, 𝑀2(𝑥
′), 𝑌2(𝑥
′′, 𝑀2(𝑥
′′′)), 
𝑀3 (𝑥′′′′, 𝑀2(𝑥′′′′′), 𝑌2(𝑥′′′′′′, 𝑀2(𝑥′′′′′′′)))] 
Nested potential outcome at time 3 as 
a function of lag-1 mediator and 
outcome effects.  
𝐸[𝑌2(𝑥, 𝑀2(𝑥
′)] Nested potential outcome at time 2 as 
a function of lag-1 mediator and 
outcome effects.  
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APPENDIX C 
ANALYTICAL DIFFERENCES BETWEEN ANCOVA, DIFFERENCE SCORE, AND 
RESIDUALIZED CHANGE SCORE b PATHS 
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Because the focus of this study is on randomized pretest-posttest control group design, 
the unstandardized a path is equivalent across the models in expectation assuming 
successful randomization of units to treatment and control groups. The focus of this 
analytical comparison of path coefficients of the mediated effect will focus on the b path 
of the mediated effect. 
Difference in b path across ANCOVA and Difference Score Model expressed as an 
unmeasured confounder problem. Equations C1-C5.1 express the full difference score 
model for 𝛥𝑀21 and 𝛥𝑌21 and the residual of prediction from the difference score model 
that is applied in the article. 
𝛥𝑀21 = 𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 1)𝑀1 + 𝑏𝑀2𝑌1𝑌1 + 𝑒𝑚2 (C1) 
𝛥𝑌21 = 𝑖𝑦2 + 𝑐𝑌2𝑋𝑋 + (𝑠𝑌2𝑌1 − 1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑏𝑌2𝑀2𝛥𝑀
+ 𝑒𝑦2 
(C2) 
𝛥𝑌21̂ = 𝑖𝑦2 + 𝑐𝑌2𝑋𝑋 + 𝑏𝑌2𝑀2𝛥𝑀 (C3) 
𝛥𝑌21̂ − 𝛥𝑌21 = (𝑠𝑌2𝑌1 − 1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2 (C4) 
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌21̂ − 𝛥𝑌21)
= (𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 1)𝑀1 + 𝑏𝑀2𝑌1𝑌1
+ 𝑒𝑚2, (𝑠𝑌2𝑌1 − 1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2) 
(C5.1) 
 
For simplicity, all covariance terms involving X and M1 and X and Y1 are not included 
because they are equal to zero assuming successful randomization. 
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌21̂ − 𝛥𝑌21)
= 𝑏𝑀2𝑌1𝑏𝑌2𝑀1𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑏𝑌2𝑀2𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑠𝑌2𝑌1𝜎𝑌1
2
− 𝑏𝑀2𝑌1𝜎𝑌1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀1𝜎𝑀1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2
+ 𝑠𝑀2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1 − 𝑠𝑀2𝑀1𝜎𝑀1𝑌1 − 𝑏𝑌2𝑀1𝜎𝑀1
2 − 𝑏𝑌2𝑀2𝜎𝑀1
2
− 𝑠𝑌2𝑌1𝜎𝑀1𝑌1 + 𝜎𝑀1𝑌1 
 
(C5.2) 
𝑉𝑎𝑟(𝛥𝑌21̂ − 𝛥𝑌21)
= ((𝑠𝑌2𝑌1 − 1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2, (𝑠𝑌2𝑌1 − 1)𝑌1
+ (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2) 
(C6.1) 
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𝑉𝑎𝑟(𝛥𝑌21̂ − 𝛥𝑌21)
= 𝑏𝑌2𝑀1
2  𝜎𝑀1
2 + 2𝑏𝑌2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2 + 2𝑏𝑌2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1
− 2𝑏𝑌2𝑀1𝜎𝑀1𝑌1 + 𝑏𝑌2𝑀2
2  𝜎𝑀1
2 + 𝑠𝑌2𝑌1
2  𝜎𝑌1
2 + 𝜎𝑌1
2 + 𝜎𝑒𝑦2
2
+ 2𝑏𝑌2𝑀2𝑠𝑌2𝑌1𝜎𝑀1𝑌1 − 2𝑏𝑌2𝑀2𝜎𝑀1𝑌1 − 2𝑏𝑌2𝑀2𝜎𝑀1𝑌1
− 2𝑠𝑌2𝑌1𝜎𝑌1
2  
(C6.2) 
Results from Clark (2005) and Hanushek and Jackson (1977) can be applied to use the 
variance-covariance information from above to define the difference in the b path across 
models as a single unstandardized regression coefficient.  Assuming the relation of the 
residual (𝛥𝑌21̂ − 𝛥𝑌21) to the observed 𝛥𝑌21 is equal to one and the covariance between 
X and the residual is zero, formula C7 is the difference in unstandardized regression 
coefficients across the ANCOVA and difference score models.  
𝑏𝛥𝐷𝑖𝑓𝑓21 =
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌21̂ − 𝛥𝑌21)
√𝜎𝛥𝑌21̂−𝛥𝑌21
2 √𝜎𝛥𝑀21
2
(1 − 𝑟𝑋𝛥𝑀21
2 )
√𝜎𝛥𝑌21̂−𝛥𝑌21
2
√𝜎𝛥𝑀21
2
 
𝑤ℎ𝑒𝑟𝑒 𝑟𝑋𝛥𝑀21  𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑋 𝑎𝑛𝑑 𝛥𝑀21 
 
(C7) 
𝑏𝛥21 = 𝑏𝑌2𝑀2 + 𝑏𝛥𝐷𝑖𝑓𝑓21 
 
(C8) 
Therefore, when the 𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌21̂ − 𝛥𝑌21)term is equal to zero, the unstandardized b 
path in the difference score model (𝑏𝛥21)will equal the unstandardized b path in the 
ANCOVA model (𝑏𝑦2𝑚2). 
Difference in b path across ANCOVA and Residualized Change Score Model. Equations 
C9-C13.1 express the full residualized change score model for 𝑅𝑒𝑠𝛥𝑀 and 𝑅𝑒𝑠𝛥𝑌 and 
the residual of prediction from the residualized change score model that is applied in the 
dissertation. 
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𝑅𝑒𝑠𝛥𝑀21 = 𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 𝑏𝑀2𝑀1)𝑀1 + 𝑏𝑀2𝑌1𝑌1 + 𝑒𝑚2 (C9) 
𝑅𝑒𝑠𝛥𝑌21 = 𝑖𝑦2 + 𝑐𝑌2𝑋𝑋 + (𝑠𝑌2𝑌1 − 𝑏𝑌2𝑌1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1
+ 𝑏𝑌2𝑀2𝑅𝑒𝑠𝛥𝑀 + 𝑒𝑦2 
(C10) 
𝑅𝑒𝑠𝛥𝑌21̂ = 𝑖𝑦2 + 𝑐𝑌2𝑋𝑋 + 𝑏𝑌2𝑀2𝑅𝑒𝑠𝛥𝑀 (C11) 
𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21 = (𝑠𝑌2𝑌1 − 𝑏𝑌2𝑌1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2 (C12) 
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)
= (𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 𝑏𝑀2𝑀1)𝑀1 + 𝑏𝑀2𝑌1𝑌1
+ 𝑒𝑚2, (𝑠𝑌2𝑌1 − 𝑏𝑌2𝑌1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2) 
(C13.1) 
For simplicity, all covariance terms involving X and M1 and X and Y1 are not included 
because they are equal to zero assuming successful randomization. 
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)
= 𝑏𝑀2𝑌1𝑏𝑌2𝑀1𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑏𝑌2𝑀2𝜎𝑀1𝑌1 + 𝑏𝑀2𝑌1𝑠𝑌2𝑌1𝜎𝑌1
2
− 𝑏𝑀2𝑌1𝑏𝑌2𝑌1𝜎𝑌1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀1𝜎𝑀1
2 + 𝑠𝑀2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2
+ 𝑠𝑀2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1 − 𝑠𝑀2𝑀1𝑏𝑌2𝑌1𝜎𝑀1𝑌1 − 𝑏𝑀2𝑀1𝑏𝑌2𝑀1𝜎𝑀1
2
− 𝑏𝑀2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2 − 𝑏𝑀2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1 + 𝑏𝑀2𝑀1𝑏𝑌2𝑌1𝜎𝑀1𝑌1 
(C13.2) 
𝑉𝑎𝑟(𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)
= ((𝑠𝑌2𝑌1 − 𝑏𝑌2𝑌1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1
+ 𝑒𝑦2, (𝑠𝑌2𝑌1 − 𝑏𝑌2𝑌1)𝑌1 + (𝑏𝑌2𝑀1 − 𝑏𝑌2𝑀2)𝑀1 + 𝑒𝑦2) 
(C14.1) 
𝑉𝑎𝑟(𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)
= 𝑏𝑌2𝑀1
2  𝜎𝑀1
2 + 2𝑏𝑌2𝑀1𝑏𝑌2𝑀2𝜎𝑀1
2 + 2𝑏𝑌2𝑀1𝑠𝑌2𝑌1𝜎𝑀1𝑌1
− 2𝑏𝑌2𝑀1𝑏𝑌2𝑌1𝜎𝑀1𝑌1 + 𝑏𝑌2𝑀2
2  𝜎𝑀1
2 + 𝑠𝑌2𝑌1
2  𝜎𝑌1
2 + 𝑏𝑌2𝑌1
2 𝜎𝑌1
2
+ 2𝑏𝑌2𝑀2𝑠𝑌2𝑌1𝜎𝑀1𝑌1 − 2𝑏𝑌2𝑀2𝜎𝑀1𝑌1 − 2𝑏𝑌2𝑀2𝜎𝑀1𝑌1
− 2𝑠𝑌2𝑌1𝑏𝑌2𝑌1𝜎𝑌1
2 + 𝜎𝑒𝑦2
2  
(C14.2) 
We can use the variance-covariance information from above to define the difference in 
the b path across models as a single regression coefficient. 
𝑏𝑅𝐷𝑖𝑓𝑓21 =
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)
√𝜎𝑅𝑒𝑠𝛥𝑌21̂−𝑅𝑒𝑠𝛥𝑌21
2 √𝜎𝑅𝑒𝑠𝛥𝑀21
2
(1 − 𝑟𝑋𝑅𝑒𝑠𝛥𝑀21
2 )
√𝜎𝑅𝑒𝑠𝛥𝑌21̂ −𝑅𝑒𝑠𝛥𝑌21
2
√𝜎𝑅𝑒𝑠𝛥𝑀21
2
 
𝑤ℎ𝑒𝑟𝑒 𝑟𝑋𝑅𝑒𝑠𝛥𝑀21  𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑋 𝑎𝑛𝑑 𝑅𝑒𝑠𝛥𝑀21 
 
(C15) 
𝑏𝑅21 = 𝑏𝑌2𝑀2 + 𝑏𝑅𝐷𝑖𝑓𝑓21 
 
(C16) 
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Therefore, when the 𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌21̂ − 𝑅𝑒𝑠𝛥𝑌21)term is equal to zero, the 
unstandardized b path in the residualized change score model (𝑏𝑅21)will equal the 
unstandardized b path in the ANCOVA model (𝑏𝑦2𝑚2). 
Difference in b path across ANCOVA and Difference Score Model expressed as an 
unmeasured confounder problem. Equations C17-C21.1 express the full difference score 
model for 𝛥𝑀21 and 𝛥𝑌32 and the residual of prediction from the difference score model 
that is applied in the article. 
𝛥𝑀21 = 𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 1)𝑀1 + 𝑏𝑀2𝑌1𝑌1 + 𝑒𝑚2 (C17) 
𝛥𝑌32 = 𝑖𝑦3 + 𝑐𝑌3𝑋𝑋 + (𝑠𝑌3𝑌2 − 1)𝑌2 + 𝑏𝑦3𝑚2𝛥𝑀21 + 𝑏𝑦3𝑚2𝑀1
+ 𝑏𝑦3𝑚3𝛥𝑀32 + 𝑏𝑦3𝑚3𝑀2 + 𝑒𝑦3 
(C18) 
𝛥𝑌32̂ = 𝑖𝑦3 + 𝑐𝑌3𝑋𝑋 + 𝑏𝑌3𝑀2𝛥𝑀21 (C19) 
𝛥𝑌32̂ − 𝛥𝑌32 = (𝑠𝑌3𝑌2 − 1)𝑌2 + 𝑏𝑦3𝑚2𝑀1 + 𝑏𝑦3𝑚3𝛥𝑀32 + 𝑏𝑦3𝑚3𝑀2 + 𝑒𝑦3 (C20) 
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32)
= (𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 1)𝑀1 + 𝑏𝑀2𝑌1𝑌1
+ 𝑒𝑚2, (𝑠𝑌3𝑌2 − 1)𝑌2 + 𝑏𝑦3𝑚2𝑀1 + 𝑏𝑦3𝑚3𝛥𝑀32 + 𝑏𝑦3𝑚3𝑀2
+ 𝑒𝑦3) 
(C21.1) 
For simplicity, all covariance terms involving X and M1 and X and Y1 are not included 
because they are equal to zero assuming successful randomization. 
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32)
= 𝑎𝑚2𝑥(𝑠𝑦3𝑦2 − 1)𝜎𝑥𝑦2 + 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝜎𝑥∆𝑚32
+ 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝜎𝑥𝑚2 + 𝑏𝑚2𝑦1(𝑠𝑦3𝑦2 − 1)𝜎𝑦1𝑦2
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚2𝜎𝑚1𝑦1 + 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝜎𝑦1∆𝑚32
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝜎𝑦1𝑚2 + (𝑠𝑚2𝑚1 − 1)(𝑠𝑦3𝑦2 − 1)𝜎𝑚1𝑦2
+ (𝑠𝑚2𝑚1 − 1)𝑏𝑦3𝑚2𝜎𝑚1
2 + (𝑠𝑚2𝑚1 − 1)𝑏𝑦3𝑚3𝜎𝑚1∆𝑚32
+ (𝑠𝑚2𝑚1 − 1)𝑏𝑦3𝑚3𝜎𝑚1𝑚2 + (𝑠𝑦3𝑦2 − 1)𝑏𝑦2𝑚2𝜎𝑒𝑚2
2
+ 𝑏𝑦3𝑚3(𝑠𝑚3𝑚2 + 𝑏𝑚3𝑦2𝑏𝑦2𝑚2 − 1)𝜎𝑒𝑚2
2 + 𝑏𝑦3𝑚3𝜎𝑒𝑚2
2  
 
(C21.2) 
𝑉𝑎𝑟(𝛥𝑌32̂ − 𝛥𝑌32)
= ((𝑠𝑌3𝑌2 − 1)𝑌2 + 𝑏𝑦3𝑚2𝑀1 + 𝑏𝑦3𝑚3𝛥𝑀32 + 𝑏𝑦3𝑚3𝑀2
+ 𝑒𝑦3, (𝑠𝑌3𝑌2 − 1)𝑌2 + 𝑏𝑦3𝑚2𝑀1 + 𝑏𝑦3𝑚3𝛥𝑀32 + 𝑏𝑦3𝑚3𝑀2
+ 𝑒𝑦3) 
(C22.1) 
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𝑉𝑎𝑟(𝛥𝑌32̂ − 𝛥𝑌32)
= (𝑠𝑦3𝑦2 − 1)
2𝜎𝑦2
2 + 2(𝑠𝑦3𝑦2 − 1)𝑏𝑦3𝑚2𝜎𝑚1𝑦2
+ 2(𝑠𝑦3𝑦2 − 1)𝑏𝑦3𝑚3𝜎𝑦2∆𝑚32 + 2(𝑠𝑦3𝑦2 − 1)𝑏𝑦3𝑚3𝜎𝑦2𝑚2
+ 𝑏𝑦3𝑚2
2𝜎𝑚1
2 + 2𝑏𝑦3𝑚2𝑏𝑦3𝑚3𝜎𝑚1∆𝑚32
+ 2𝑏𝑦3𝑚2𝑏𝑦3𝑚3𝜎𝑚1𝑚2 + 𝑏𝑦3𝑚3
2𝜎∆𝑚32
2 + 2𝑏𝑦3𝑚3
2 𝜎𝑚2∆𝑚32
+ 𝑏𝑦3𝑚3
2𝜎𝑚2
2 + 𝜎𝑒𝑦3
2  
(C22.2) 
𝐶𝑜𝑣(𝑋, 𝛥𝑌32̂ − 𝛥𝑌32)
= (𝑋, (𝑠𝑌3𝑌2 − 1)𝑌2 + 𝑏𝑦3𝑚2𝑀1 + 𝑏𝑦3𝑚3𝛥𝑀32 + 𝑏𝑦3𝑚3𝑀2
+ 𝑒𝑦3) 
(C23.1) 
𝐶𝑜𝑣(𝑋, 𝛥𝑌32̂ − 𝛥𝑌32) = (𝑠𝑦3𝑦2 − 1)𝜎𝑥𝑦2 + 𝑏𝑦3𝑚3𝜎𝑥∆𝑚32 + 𝑏𝑦3𝑚3𝜎𝑥𝑚2 (C23.2) 
 
Results from Clark (2005) and Hanushek and Jackson (1977) can be applied to use the 
variance-covariance information from above to define the difference in the b path across 
models as a single unstandardized regression coefficient.  Assuming the relation of the 
residual (𝛥𝑌32̂ − 𝛥𝑌32) to the observed 𝛥𝑌32 is equal to one, formula C26 is the 
difference in unstandardized regression coefficients across the ANCOVA and difference 
score models.  
𝐶𝑜𝑟𝑟(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32) =
𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32)
√𝜎𝛥𝑌32̂−𝛥𝑌32
2 √𝜎𝛥𝑀21
2
 
(C24) 
𝐶𝑜𝑟𝑟(𝑋, 𝛥𝑌32̂ − 𝛥𝑌32) =
𝐶𝑜𝑣(𝑋, 𝛥𝑌32̂ − 𝛥𝑌32)
√𝜎𝛥𝑌32̂−𝛥𝑌32
2 √𝜎𝑋
2
 
(C25) 
𝑏𝛥𝐷𝑖𝑓𝑓2132
=
𝐶𝑜𝑟𝑟(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32) − (𝐶𝑜𝑟𝑟(𝑋, 𝛥𝑌32̂ − 𝛥𝑌32)𝐶𝑜𝑟𝑟(𝑋, 𝛥𝑀21))
(1 − 𝑟𝑋𝛥𝑀21
2 )
√𝜎𝛥𝑌32̂−𝛥𝑌32
2
√𝜎𝛥𝑀32
2
 
𝑤ℎ𝑒𝑟𝑒 𝑟𝑋𝛥𝑀21  𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑋 𝑎𝑛𝑑 𝛥𝑀21 
 
(C26) 
𝑏𝛥2132 = 𝑏𝑌3𝑀2 + 𝑏𝛥𝐷𝑖𝑓𝑓2132 
 
(C27) 
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Therefore, when the 𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32) and 𝐶𝑜𝑣(𝛥𝑀21, 𝛥𝑌32̂ − 𝛥𝑌32)terms are 
equal to zero, the unstandardized b path in the difference score model (𝑏𝛥2132)will equal 
the unstandardized b path in the ANCOVA model (𝑏𝑌3𝑀2). 
Difference in b path across ANCOVA and Residualized Change Score Model. Equations 
C28-C32.1 express the full residualized change score model for 𝑅𝑒𝑠𝛥𝑀21 and 𝑅𝑒𝑠𝛥𝑌32 
and the residual of prediction from the residualized change score model that is applied in 
the article. 
𝑅𝑒𝑠𝛥𝑀21 = 𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 𝑏𝑀2𝑀1)𝑀1 + 𝑏𝑀2𝑌1𝑌1 + 𝑒𝑚2 (C28) 
𝑅𝑒𝑠𝛥𝑌32 = 𝑖𝑦3 + 𝑐𝑌3𝑋𝑋 + (𝑠𝑌3𝑌2 − 𝑏𝑌3𝑌2)𝑌2 + 𝑏𝑦3𝑚2𝑅𝑒𝑠𝛥𝑀21
+ 𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝑀1 + 𝑏𝑦3𝑚3𝑅𝑒𝑠𝛥𝑀32 + 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝑀2
+ 𝑒𝑦3 
(C29) 
𝑅𝑒𝑠𝛥𝑌32̂ = 𝑖𝑦3 + 𝑐𝑌3𝑋𝑋 + 𝑏𝑌3𝑀2𝑅𝑒𝑠𝛥𝑀21 (C30) 
𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32
= (𝑠𝑌3𝑌2 − 𝑏𝑌3𝑌2)𝑌2 + 𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝑀1 + 𝑏𝑦3𝑚3𝛥𝑅𝑒𝑠𝑀32
+ 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝑀2 + 𝑒𝑦3 
(C31) 
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= (𝑖𝑚2 + 𝑎𝑀2𝑋𝑋 + (𝑠𝑀2𝑀1 − 𝑏𝑀2𝑀1)𝑀1 + 𝑏𝑀2𝑌1𝑌1
+ 𝑒𝑚2, (𝑠𝑌3𝑌2 − 𝑏𝑌3𝑌2)𝑌2 + 𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝑀1
+ 𝑏𝑦3𝑚3𝑅𝑒𝑠𝛥𝑀32 + 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝑀2 + 𝑒𝑦3) 
(C32.1) 
For simplicity, all covariance terms involving X and M1 and X and Y1 are not included 
because they are equal to zero assuming successful randomization. 
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= 𝑎𝑚2𝑥(𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑥𝑦2 + 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝜎𝑥𝑟𝑒𝑠∆𝑚32
+ 𝑎𝑚2𝑥𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑥𝑚2 + 𝑏𝑚2𝑦1(𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑦1𝑦2
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝜎𝑚1𝑦1 + 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝜎𝑦1𝑟𝑒𝑠∆𝑚32
+ 𝑏𝑚2𝑦1𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑦1𝑚2
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)(𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑚1𝑦2
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝜎𝑚1
2
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)𝑏𝑦3𝑚3𝜎𝑚1𝑟𝑒𝑠∆𝑚32
+ (𝑠𝑚2𝑚1 − 𝑏𝑚2𝑚1)𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑚1𝑚2
+ (𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝑏𝑦2𝑚2𝜎𝑒𝑚2
2 + 𝑏𝑦3𝑚3(𝑠𝑚3𝑚2
+ 𝑏𝑚3𝑦2𝑏𝑦2𝑚2 − 𝑏𝑚3𝑚2)𝜎𝑒𝑚2
2 + 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑒𝑚2
2  
(C32.2) 
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𝑉𝑎𝑟(𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= ((𝑠𝑌3𝑌2 − 𝑏𝑌3𝑌2)𝑌2 + 𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝑀1 + 𝑏𝑦3𝑚3𝛥𝑀32
+ 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝑀2 + 𝑒𝑦3, (𝑠𝑌3𝑌2 − 𝑏𝑌3𝑌2)𝑌2
+ 𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝑀1 + 𝑏𝑦3𝑚3𝑅𝑒𝑠𝛥𝑀32 + 𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝑀2
+ 𝑒𝑦3) 
(C33.1) 
𝑉𝑎𝑟(𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= (𝑠𝑦3𝑦2 − 𝑏𝑌3𝑌2)
2𝜎𝑦2
2
+ 2(𝑠𝑦3𝑦2 − 𝑏𝑌3𝑌2)𝑏𝑦3𝑚2𝑏𝑚2𝑚1𝜎𝑚1𝑦2
+ 2(𝑠𝑦3𝑦2 − 𝑏𝑌3𝑌2)𝑏𝑦3𝑚3𝜎𝑦2𝑟𝑒𝑠∆𝑚32
+ 2(𝑠𝑦3𝑦2 − 𝑏𝑌3𝑌2)𝑏𝑦3𝑚3𝑏𝑚3𝑚2𝜎𝑦2𝑚2 + 𝑏𝑦3𝑚2𝑏𝑚2𝑚1
2𝜎𝑚1
2
+ 2𝑏𝑦3𝑚2𝑏𝑦3𝑚3𝑏𝑚2𝑚1𝜎𝑚1𝑟𝑒𝑠∆𝑚32
+ 2𝑏𝑦3𝑚2𝑏𝑦3𝑚3𝑏𝑚2𝑚1𝑏𝑚3𝑚2𝜎𝑚1𝑚2 + 𝑏𝑦3𝑚3
2𝜎𝑟𝑒𝑠∆𝑚32
2
+ 2𝑏𝑦3𝑚2
2 𝑏𝑚3𝑚2𝜎𝑚2𝑟𝑒𝑠∆𝑚32 + 𝑏𝑦3𝑚3𝑏𝑚3𝑚2
2𝜎𝑚2
2 + 𝜎𝑒𝑦3
2  
(C33.2) 
𝐶𝑜𝑣(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= (𝑋, (𝑠𝑌3𝑌2 − 𝑏𝑦3𝑦2)𝑌2 + 𝑏𝑦3𝑚2𝑀1 + 𝑏𝑦3𝑚3𝑅𝑒𝑠𝛥𝑀32
+ 𝑏𝑦3𝑚3𝑀2 + 𝑒𝑦3) 
(C34.1) 
𝐶𝑜𝑣(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
= (𝑠𝑦3𝑦2 − 𝑏𝑦3𝑦2)𝜎𝑥𝑦2 + 𝑏𝑦3𝑚3𝜎𝑥𝑟𝑒𝑠∆𝑚32 + 𝑏𝑦3𝑚3𝜎𝑥𝑚2 
(C34.2) 
We can use the variance-covariance information from above to define the difference in 
the b path across models as a single regression coefficient. 
𝐶𝑜𝑟𝑟(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32) =
𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
√𝜎𝑅𝑒𝑠𝛥𝑌32̂ −𝑅𝑒𝑠𝛥𝑌32
2 √𝜎𝑅𝑒𝑠𝛥𝑀21
2
 
(C35) 
𝐶𝑜𝑟𝑟(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32) =
𝐶𝑜𝑣(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
√𝜎𝑅𝑒𝑠𝛥𝑌32̂ −𝑅𝑒𝑠𝛥𝑌32
2 √𝜎𝑋
2
 
(C36) 
𝑏𝑅𝐷𝑖𝑓𝑓2132
= (
𝐶𝑜𝑟𝑟(𝑅𝑒𝑠𝛥𝑀21, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)
(1 − 𝑟𝑋𝑅𝑒𝑠𝛥𝑀21
2 )
−
(𝐶𝑜𝑟𝑟(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ − 𝑅𝑒𝑠𝛥𝑌32)𝐶𝑜𝑟𝑟(𝑋, 𝑅𝑒𝑠𝛥𝑀21))
(1 − 𝑟𝑋𝑅𝑒𝑠𝛥𝑀21
2 )
)
√𝜎𝑅𝑒𝑠𝛥𝑌32̂ −𝑅𝑒𝑠𝛥𝑌32
2
√𝜎𝑅𝑒𝑠𝛥𝑀21
2
 
𝑤ℎ𝑒𝑟𝑒 𝑟𝑋𝑅𝐸𝑠𝑀21  𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑋 𝑎𝑛𝑑 𝑅𝑒𝑠𝛥𝑀21 
 
(C37) 
𝑏𝑅2132 = 𝑏𝑌2𝑀2 + 𝑏𝑅𝐷𝑖𝑓𝑓2132 
 
(C38) 
 162 
 
Therefore, when the 𝐶𝑜𝑣(𝑅𝑒𝑠𝛥𝑀, 𝑅𝑒𝑠𝛥?̂? − 𝑅𝑒𝑠𝛥𝑌) and the 𝐶𝑜𝑣(𝑋, 𝑅𝑒𝑠𝛥𝑌32̂ −
𝑅𝑒𝑠𝛥𝑌32) terms are equal to zero, the unstandardized b path in the residualized change 
score model (𝑏𝑅2132)will equal the unstandardized b path in the ANCOVA model 
(𝑏𝑦3𝑚2). 
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APPENDIX D 
TRUE VALUES OF ANCOVA, DIFFERENCE SCORE, AND RESIDUALIZED CHANGE SCORE MODELS 
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Table D1 presents the true values of the two time-specific indirect effects for the ANCOVA, difference score, and residualized 
change score models as a function of true values of the am2x, by2m2 and by3m2 paths. Generally, the true values of the indirect 
effects across these three models are not equivalent. Type 1 error rates and statistical power may vary across these three 
models partly because their respective true values differ. 
Table D1 
True Value of indirect effects for ANCOVA, Difference score, and residualized change score models plotted by true values of am2x and b paths 
True a 
path 
True b path 
(M2 to Y2) 
True Indirect 
Effect 
through 
Time 2 - 
ANCOVA 
True Indirect 
Effect 
through 
Time 2 – 
Difference 
scores 
True Indirect 
Effect 
through Time 
2 – 
Residualized 
change scores True a path 
True b path 
(M2 to Y3) 
True Indirect 
Effect 
through 
Time 3 - 
ANCOVA 
True 
Indirect 
Effect 
through 
Time 3 – 
Difference 
scores 
True 
Indirect 
Effect 
through 
Time 3 – 
Residualized 
change 
scores 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0.285 0 0 -0.01602 -0.00184 0.285 0 0 0.03959 0.04672 
0.285 0 0 -0.01602 -0.00184 0.285 0 0 0.03959 0.04672 
0.285 0 0 -0.01602 -0.00184 0.285 0 0 0.03959 0.04672 
0.285 0 0 -0.01602 -0.00184 0.285 0 0 0.03959 0.04672 
1.465 0 0 -0.08235 -0.00947 1.465 0 0 0.20349 0.24017 
1.465 0 0 -0.08235 -0.00947 1.465 0 0 0.20349 0.24017 
1.465 0 0 -0.08235 -0.00947 1.465 0 0 0.20349 0.24017 
1.465 0 0 -0.08235 -0.00947 1.465 0 0 0.20349 0.24017 
0 0.145 0 0 0 0 0 0 0 0 
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True a 
path 
 
 
 
 
 
 
 
 
 
 
True b path 
(M2 to Y2) 
 
 
 
 
 
 
 
True Indirect 
Effect 
through 
Time 2 - 
ANCOVA 
 
 
 
 
 
 
True Indirect 
Effect 
through 
Time 2 – 
Difference 
scores 
 
 
 
 
 
 
True Indirect 
Effect 
through Time 
2 – 
Residualized 
change scores 
 
 
 
 
 
 
 
 
 
 
 
True a path 
 
 
 
 
 
 
 
 
 
 
True b path 
(M2 to Y3) 
 
 
 
 
 
 
 
True Indirect 
Effect 
through 
Time 3 - 
ANCOVA 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Difference 
scores 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Residualized 
change 
scores 
0 0.145 0 0 0 0 0 0 0 0 
0 0.145 0 0 0 0 0 0 0 0 
0 0.145 0 0 0 0 0 0 0 0 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0 0 0.0266 0.04566 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0 0 0.0266 0.04566 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0 0 0.0266 0.04566 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0 0 0.0266 0.04566 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0 0 0.13674 0.23205 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0 0 0.13674 0.23205 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0 0 0.13674 0.23205 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0 0 0.13674 0.23205 
0 0.735 0 0 0 0 0 0 0 0 
0 0.735 0 0 0 0 0 0 0 0 
          
0 0.735 0 0 0 0 0 0 0 0 
0 0.735 0 0 0 0 0 0 0 0 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0 0 -0.02039 0.0381 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0 0 -0.02039 0.0381 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0 0 -0.02039 0.0381 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0 0 -0.02039 0.0381 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0 0 -0.10481 0.1715 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0 0 -0.10481 0.1715 
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(M2 to Y2) 
 
 
 
 
 
 
 
 
 
 
True Indirect 
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through 
Time 2 - 
ANCOVA 
 
 
 
 
 
 
 
 
 
True Indirect 
Effect 
through 
Time 2 – 
Difference 
scores 
 
 
 
 
 
 
 
 
 
True Indirect 
Effect 
through Time 
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Residualized 
change scores 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
True a path 
 
 
 
 
 
 
 
 
 
 
 
 
 
True b path 
(M2 to Y3) 
 
 
 
 
 
 
 
 
 
 
True Indirect 
Effect 
through 
Time 3 - 
ANCOVA 
 
 
 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Difference 
scores 
 
 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Residualized 
change 
scores 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0 0 -0.10481 0.1715 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0 0 -0.10481 0.1715 
0 0 0 0 0 0 0.14 0 0 0 
0 0 0 0 0 0 0.14 0 0 0 
0 0 0 0 0 0 0.14 0 0 0 
0 0 0 0 0 0 0.14 0 0 0 
0.285 0 0 -0.01602 -0.00184 0.285 0.14 0.0399 0.06359 0.08624 
0.285 0 0 -0.01602 -0.00184 0.285 0.14 0.0399 0.06359 0.08624 
0.285 0 0 -0.01602 -0.00184 0.285 0.14 0.0399 0.06359 0.08624 
0.285 0 0 -0.01602 -0.00184 0.285 0.14 0.0399 0.06359 0.08624 
1.465 0 0 -0.08235 -0.00947 1.465 0.14 0.2051 0.32686 0.44328 
1.465 0 0 -0.08235 -0.00947 1.465 0.14 0.2051 0.32686 0.44328 
1.465 0 0 -0.08235 -0.00947 1.465 0.14 0.2051 0.32686 0.44328 
1.465 0 0 -0.08235 -0.00947 1.465 0.14 0.2051 0.32686 0.44328 
0 0.145 0 0 0 0 0.145 0 0 0 
0 0.145 0 0 0 0 0.145 0 0 0 
0 0.145 0 0 0 0 0.145 0 0 0 
0 0.145 0 0 0 0 0.145 0 0 0 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.145 0.041325 0.05146 0.08455 
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True Indirect 
Effect 
through 
Time 3 - 
ANCOVA 
 
 
 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Difference 
scores 
 
 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Residualized 
change 
scores 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.145 0.041325 0.05146 0.08455 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.145 0.041325 0.05146 0.08455 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.145 0.041325 0.05146 0.08455 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.145 0.212425 0.26452 0.42964 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.145 0.212425 0.26452 0.42964 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.145 0.212425 0.26452 0.42964 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.145 0.212425 0.26452 0.42964 
0 0.735 0 0 0 0 0.185 0 0 0 
0 0.735 0 0 0 0 0.185 0 0 0 
0 0.735 0 0 0 0 0.185 0 0 0 
0 0.735 0 0 0 0 0.185 0 0 0 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.185 0.052725 0.01133 0.06963 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.185 0.052725 0.01133 0.06963 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.185 0.052725 0.01133 0.06963 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.185 0.052725 0.01133 0.06963 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.185 0.271025 0.05822 0.3134 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.185 0.271025 0.05822 0.3134 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.185 0.271025 0.05822 0.3134 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.185 0.271025 0.05822 0.3134 
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through 
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ANCOVA 
 
 
 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Difference 
scores 
 
 
 
 
 
 
 
True 
Indirect 
Effect 
through 
Time 3 – 
Residualized 
change 
scores 
0 0 0 0 0 0 0.72 0 0 0 
0 0 0 0 0 0 0.72 0 0 0 
0 0 0 0 0 0 0.72 0 0 0 
0 0 0 0 0 0 0.72 0 0 0 
0.285 0 0 -0.01602 -0.00184 0.285 0.72 0.2052 0.16302 0.24993 
0.285 0 0 -0.01602 -0.00184 0.285 0.72 0.2052 0.16302 0.24993 
0.285 0 0 -0.01602 -0.00184 0.285 0.72 0.2052 0.16302 0.24993 
0.285 0 0 -0.01602 -0.00184 0.285 0.72 0.2052 0.16302 0.24993 
1.465 0 0 -0.08235 -0.00947 1.465 0.72 1.0548 0.83797 1.28472 
1.465 0 0 -0.08235 -0.00947 1.465 0.72 1.0548 0.83797 1.28472 
1.465 0 0 -0.08235 -0.00947 1.465 0.72 1.0548 0.83797 1.28472 
1.465 0 0 -0.08235 -0.00947 1.465 0.72 1.0548 0.83797 1.28472 
0 0.145 0 0 0 0 0.745 0 0 0 
0 0.145 0 0 0 0 0.745 0 0 0 
0 0.145 0 0 0 0 0.745 0 0 0 
0 0.145 0 0 0 0 0.745 0 0 0 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.745 0.212325 0.15432 0.24544 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.745 0.212325 0.15432 0.24544 
0.285 0.145 0.041325 0.00884 0.03793 0.285 0.745 0.212325 0.15432 0.24544 
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0.285 0.145 0.041325 0.00884 0.03793 0.285 0.745 0.212325 0.15432 0.24544 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.745 1.091425 0.79326 1.24728 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.745 1.091425 0.79326 1.24728 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.745 1.091425 0.79326 1.24728 
1.465 0.145 0.212425 0.04542 0.19499 1.465 0.745 1.091425 0.79326 1.24728 
0 0.735 0 0 0 0 0.955 0 0 0 
0 0.735 0 0 0 0 0.955 0 0 0 
0 0.735 0 0 0 0 0.955 0 0 0 
0 0.735 0 0 0 0 0.955 0 0 0 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.955 0.272175 0.14333 0.20084 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.955 0.272175 0.14333 0.20084 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.955 0.272175 0.14333 0.20084 
0.285 0.735 0.209475 0.10998 0.19977 0.285 0.955 0.272175 0.14333 0.20084 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.955 1.399075 0.73676 0.90399 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.955 1.399075 0.73676 0.90399 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.955 1.399075 0.73676 0.90399 
1.465 0.735 1.076775 0.56535 1.02691 1.465 0.955 1.399075 0.73676 0.90399 
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APPENDIX E 
STANDARDIZED INDIRECT EFFECTS FOR ATLAS DATA 
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Tables E1 – E2 present standardized indirect effect estimates and 95% percentile bootstrap confidence intervals for each time-
specific indirect effect applied to the ATLAS dataset. The standardized time-specific indirect effects were computed by 
dividing the time-specific indirect effect by the standard deviation of strength training self-efficacy at the respective time point. 
For example, the time-specific indirect effects of X on Y2 through M2 were standardized using the standard deviation of 
strength training self-efficacy at time 2. Each table contains information on the 12 mediators that were tested in the relation 
between X and the outcome, strength training self-efficacy.  The bold entries in the tables represent when the models resulted 
in a different statistical inference regarding the standardized mediated effect compared to the ANCOVA result for the 
respective mediator. These conclusions regarding the statistical significance of the standardized mediated effects are identical 
to the conclusions regarding the unstandardized mediated effects in the main body of the dissertation.  
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Table E1 
Standardized mediated effects on strength training self-efficacy and 95% percentile bootstrap confidence intervals for indirect effect of X on Y2 through M2  
 Estimator 
Mediator ANCOVA Diff  Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Knowledge of 
the effects of 
AAS 
0.201            
[0.120, 0.292] 
0.072            
[0.007, 0.135] 
0.190            
[0.107, 0.280] 
0.187            
[0.110, 0.278] 
-0.075              
[-0.427, 0.314] 
0.119                
[-0.228, 0.359] 
0.201            
[0.090, 0.318] 
0.208            
[0.115, 0.305] 
Perceived coach 
intolerance of 
AAS use 
0.132            
[0.069, 0.213] 
0.076            
[0.027, 0.141] 
0.131            
[0.065, 0.213] 
0.122            
[0.056, 0.195] 
0.095                
[-0.078, 0.240] 
0.134                
[-0.004, 0.243] 
0.136            
[0.058, 0.221] 
0.140            
[0.069, 0.217] 
Team as an 
information 
source 
0.239            
[0.161, 0.323] 
0.134            
[0.066, 0.197] 
0.240            
[0.160, 0.322] 
0.233            
[0.145, 0.324] 
0.494            
[0.135, 1.022] 
0.360           
[0.166, 0.564] 
0.353            
[0.239, 0.464] 
0.337            
[0.233, 0.440] 
Peers as an 
information 
source 
0.230            
[0.147, 0.329] 
0.205            
[0.115, 0.301] 
0.246            
[0.160, 0.347] 
0.217            
[0.139, 0.316] 
-0.165              
[-0.790, 0.522] 
0.131                
[-0.331, 0.352] 
0.185            
[0.082, 0.319] 
0.201            
[0.111, 0.307] 
Ability to turn 
down offers of 
drugs 
0.073            
[0.026, 0.116] 
0.025                
[-0.001, 0.056] 
0.067            
[0.020, 0.111] 
0.063            
[0.017, 0.109] 
0.748            
[0.039, 1.500] 
0.375            
[0.068, 0.864] 
0.123            
[0.047, 0.208] 
0.084            
[0.021, 0.155] 
Perceived peer 
tolerance of 
drug use 
0.019                
[-0.002, 0.057] 
0.000                
[-0.015, 0.021] 
0.015                
[-0.009, 0.054] 
0.009                
[-0.016, 0.042] 
-0.023              
[-0.154, 0.091] 
-0.028               
[-0.157, 0.084] 
-0.034               
[-0.117, 0.046] 
-0.035              
[-0.099, 0.032] 
Normative 
beliefs about 
AAS use 
-0.006               
[-0.023, 0.011] 
-0.003               
[-0.018, 0.012] 
-0.006               
[-0.025, 0.012] 
-0.006              
[-0.026, 0.012] 
-0.333               
[-0.811, 0.099] 
-0.067              
[-0.322, 0.086] 
-0.057              
[-0.131, 0.015] 
-0.044              
[-0.095, 0.010] 
Perceived 
severity of AAS 
use 
0.127            
[0.060, 0.194] 
0.045            
[0.008, 0.090] 
0.122            
[0.058, 0.197] 
0.12            
[0.054, 0.192] 
0.200                
[-0.070, 0.447] 
0.112                
[-0.051, 0.291] 
0.110            
[0.017, 0.223] 
0.128            
[0.039, 0.225] 
Perceived 
susceptibility to 
the effects of 
AAS 
0.075            
[0.032, 0.129] 
0.006                
[-0.026, 0.043] 
0.073            
[0.030, 0.130] 
0.073            
[0.029, 0.135] 
0.138                
[-0.024, 0.303] 
0.111                
[-0.040, 0.269] 
0.106            
[0.000, 0.223] 
0.115            
[0.026, 0.211] 
Beliefs in media 
advertisements 
0.070            
[0.017, 0.131] 
-0.032              
[-0.091, 0.023] 
0.067            
[0.012, 0.128] 
0.070            
[0.015, 0.139] 
0.189            
[0.055, 0.353] 
0.176            
[0.069, 0.333] 
0.157            
[0.077, 0.276] 
0.164            
[0.089, 0.261] 
Reasons for 
using AAS 
0.017                
[-0.008, 0.043] 
0.001                
[-0.017, 0.016] 
0.018                
[-0.010, 0.045] 
0.019                 
[-0.009, 0.047] 
0.033                
[-0.131, 0.194] 
0.070                
[-0.072, 0.199] 
0.065                
[-0.011, 0.167] 
0.064            
[0.006, 0.134] 
Reasons for not 
using AAS 
0.043            
[0.009, 0.093] 
0.036            
[0.000, 0.086] 
0.046            
[0.010, 0.099] 
0.042            
[0.008, 0.093] 
-0.011               
[-0.267, 0.223] 
-0.010              
[-0.220, 0.173] 
0.030                
[-0.064, 0.144] 
0.042                
[-0.023, 0.129] 
Note. Mediators in bold represent the different statistical significance results as compared to the ANCOVA model statistical significance result. 
Note. Values in brackets are lower and upper limits of 95% percentile bootstrap confidence intervals. 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse Propensity 
Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at  the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse Propensity Weighting with weights truncated at the 
5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  and 90
th
 percentiles. 
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Table E2 
Standardized mediated effects on strength training self-efficacy and 95% percentile bootstrap confidence intervals for indirect effect of X on Y3 through M2 
 Estimator 
Mediator ANCOVA Diff  Res Seq-g IPW IPW-99 IPW-95 IPW-90 
Knowledge of 
the effects of 
AAS 
0.074            
[0.016, 0.137] 
-0.056              
[-0.119, -0.003] 
0.057            
[0.003, 0.119] 
0.069            
[0.015, 0.130] 
0.071            
[0.004, 0.151] 
0.071            
[0.004, 0.148] 
0.075            
[0.018, 0.144] 
0.089            
[0.038, 0.155] 
Perceived coach 
intolerance of 
AAS use 
0.013                
[-0.023, 0.055] 
-0.031               
[-0.088, 0.005] 
0.037            
[0.002, 0.085] 
0.012                
[-0.023, 0.052] 
-0.028               
[-0.101, 0.018] 
-0.015              
[-0.065, 0.023] 
0.008                
[-0.032, 0.044] 
0.031                
[-0.008, 0.074] 
Team as an 
information 
source 
-0.014               
[-0.074, 0.042] 
-0.052              
[-0.107, 0.000] 
0.046                
[-0.007, 0.100] 
-0.014               
[-0.076, 0.041] 
-0.024              
[-0.117, 0.068] 
-0.020              
[-0.115, 0.068] 
0.016                
[-0.057, 0.095] 
0.045                
[-0.023, 0.106] 
Peers as an 
information 
source 
-0.073              
[-0.141, -0.010] 
-0.111              
[-0.197, -0.021] 
-0.033               
[-0.106, 0.042] 
-0.069              
[-0.134, -0.009] 
-0.120               
[-0.204, -0.006] 
-0.067               
[-0.161, 0.012] 
-0.046              
[-0.119, 0.030] 
-0.033              
[-0.103, 0.040] 
Ability to turn 
down offers of 
drugs 
0.011                
[-0.020, 0.041] 
-0.013               
[-0.035, 0.003] 
0.025            
[0.000, 0.055] 
0.010                
[-0.019, 0.038] 
0.010                 
[-0.025, 0.031] 
0.005                 
[-0.026, 0.029] 
0.005                 
[-0.025, 0.032] 
0.018                
[-0.010, 0.045] 
Perceived peer 
tolerance of 
drug use 
0.002                
[-0.011, 0.015] 
-0.013               
[-0.041, 0.002] 
-0.001               
[-0.017, 0.010] 
0.001                
[-0.009, 0.010] 
0.001                
[-0.012, 0.013] 
0.001                
[-0.011, 0.013] 
0.002                
[-0.011, 0.013] 
0.002                
[-0.011, 0.014] 
Normative 
beliefs about 
AAS use 
0.001                
[-0.007, 0.013] 
0.000                
[-0.013, 0.008] 
0.000                
[-0.011, 0.011] 
0.001                
[-0.009, 0.014] 
0.003                 
[-0.012, 0.027] 
0.004                
[-0.008, 0.024] 
0.002                
[-0.007, 0.016] 
0.002                
[-0.007, 0.014] 
Perceived 
severity of AAS 
use 
0.022                
[-0.025, 0.067] 
0.002                
[-0.042, 0.043] 
0.072            
[0.029, 0.128] 
0.021                
[-0.023, 0.065] 
0.015                
[-0.044, 0.070] 
0.013                
[-0.043, 0.067] 
0.018                
[-0.030, 0.067] 
0.038                
[-0.006, 0.083] 
Perceived 
susceptibility to 
the effects of 
AAS 
-0.008               
[-0.053, 0.028] 
-0.008               
[-0.054, 0.023] 
0.025                
[-0.016, 0.071] 
-0.008               
[-0.056, 0.026] 
-0.059              
[-0.121, -0.012] 
-0.054               
[-0.116, -0.006] 
-0.018               
[-0.069, 0.015] 
-0.005               
[-0.046, 0.030] 
Beliefs in media 
advertisements 
0.066            
[0.009, 0.132] 
0.014                
[-0.030, 0.065] 
0.093            
[0.037, 0.166] 
0.066            
[0.009, 0.131] 
0.091            
[0.007, 0.200] 
0.073                
[-0.003, 0.194] 
0.085            
[0.021, 0.173] 
0.091            
[0.035, 0.163] 
Reasons for 
using AAS 
-0.005               
[-0.028, 0.019] 
-0.005              
[-0.023, 0.011] 
-0.008              
[-0.037, 0.018] 
-0.006              
[-0.033, 0.021] 
0.002                
[-0.026, 0.028] 
0.002                
[-0.025, 0.024] 
-0.003               
[-0.028, 0.021] 
-0.005              
[-0.031, 0.018] 
Reasons for not 
using AAS 
0.005                
[-0.026, 0.035] 
0.011                
[-0.020, 0.045] 
0.026                
[-0.004, 0.064] 
0.005                
[-0.026, 0.033] 
0.011                
[-0.031, 0.063] 
0.006                
[-0.038, 0.050] 
0.003                
[-0.034, 0.036] 
0.007                
[-0.023, 0.038] 
Note. Mediators in bold represent the different statistical significance results as compared to the ANCOVA model statistical significance result. 
Note. Values in brackets are lower and upper limits of 95% percentile bootstrap confidence intervals. 
ANCOVA = Analysis of Covariance, Diff = Difference Score Model, Res = Residualized Change Score Model, Seq-G = Sequential G-estimation, IPW = Inverse Propensity 
Weighting, IPW-99 = Inverse Propensity Weighting with weights truncated at the 1
st
 and 99
th
 percentiles, IPW-95 = Inverse Propensity Weighting with weights truncated at the 
5
th
 and 95
th
 percentiles, IPW-90 = Inverse Propensity Weighting with weights truncated at the 10
th
  and 90
th
 percentiles. 
 
