General Clark model for finite rank perturbations by Liaw, Constanze & Treil, Sergei
ar
X
iv
:1
70
6.
01
99
3v
2 
 [m
ath
.FA
]  
30
 O
ct 
20
17
GENERAL CLARK MODEL FOR FINITE RANK PERTURBATIONS
CONSTANZE LIAW AND SERGEI TREIL
Abstract. All unitary (contractive) perturbations of a given unitary operator U
by finite rank d operators with fixed range can be parametrized by (d × d) unitary
(contractive) matrices Γ; this generalizes unitary rank one (d = 1) perturbations,
where the Aleksandrov–Clark family of unitary perturbations is parametrized by the
scalars on the unit circle T ⊂ C.
For a strict contraction Γ the resulting perturbed operator T
Γ
is (under the natural
assumption about star cyclicity of the range) a completely non-unitary contraction,
so it admits the functional model.
In this paper we investigate the Clark operator, i.e. a unitary operator that inter-
twines T
Γ
(written in the spectral representation of the non-perturbed operator U)
and its model. We make no assumptions on the spectral type of the unitary operator
U ; absolutely continuous spectrum may be present.
We first find a universal representation of the adjoint Clark operator in the coor-
dinate free Nikolski–Vasyunin functional model; the word “universal” means that it
is valid in any transcription of the model. This representation can be considered to
be a special version of the vector-valued Cauchy integral operator.
Combining the theory of singular integral operators with the theory of functional
models we derive from this abstract representation a concrete formula for the adjoint
of the Clark operator in the Sz.-Nagy–Foias¸ transcription. As in the scalar case the
adjoint Clark operator is given by a sum of two terms: one is given by the boundary
values of the vector-valued Cauchy transform (postmultiplied by a matrix-valued
function) and the second one is just the multiplication operator by a matrix-valued
function.
Finally, we present formulas for the direct Clark operator in the Sz.-Nagy–Foias¸
transcription.
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0. Introduction
The contractive (or unitary) perturbations U + K of a unitary operator U on a
Hilbert space H by finite rank d <∞ operators K with fixed range are parametrized
by the (d × d) contractive (resp. unitary) matrices Γ. Namely, if RanK ⊂ R, where
R ⊂ H , dimR = d is fixed, and B : Cd → R is a fixed unitary operator (which we call
the coordinate operator), then K is represented as K = B(Γ− I
Cd
)B∗U where Γ is a
contraction (resp. a unitary operator) on Cd. Therefore, all such perturbations with
RanK ⊂ R are represented as T
Γ
= U +B(Γ− I
Cd
)B∗U , where Γ runs over all (d× d)
contractive (resp. unitary) matrices.
Recall that T being a contraction (contractive) means that ‖T‖ ≤ 1.
Focusing on the non-trivial part of the perturbation, we can assume that RanB = R
is a star-cyclic subspace for U , i.e. H = span{UkR, (U∗)kR : k ∈ Z+}. Below we will
show that star-cyclicity together with the assumption that Γ is a pure contraction
ensures that the operator T
Γ
is what is called a completely non-unitary contraction,
meaning that T
Γ
does not have a non-trivial unitary part. The model theory informs
us that such T
Γ
is unitarily equivalent to its functional model Mθ, θ = θΓ , that is,
the compression of the shift operator on the model space Kθ with the characteristic
function θ = θ
Γ
of T
Γ
.
In this paper we investigate the so-called Clark operator, i.e. a unitary operator Φ
that intertwines the contraction T
Γ
(in the spectral representation of the unperturbed
operator U) with its model: MθΦ = ΦTΓ , θ = θΓ . The case of rank one perturbations
(d = 1) was treated by D. Clark when θ is inner [2], and later by D. Sarason under
the assumption that θ is an extreme point of the unit ball of H∞, [13]. For finite
rank perturbations with inner characteristic matrix-valued functions θ, V. Kapustin
and A. Poltoratski [4] studied boundary convergence of functions in the model space
Kθ. The setting of inner characteristic function corresponds to the operators U that
have purely singular spectrum (no a.c. component), see e.g. [3].
In [5] we completely described the general case of rank one perturbations (when
the measure can have absolutely continuous part, or equivalently, the characteristic
function is not not necessarily inner).
In the present paper we extend the results from [5] to finite rank perturbations with
general matrix-valued characteristic functions. We first find a universal representation
of the adjoint Clark operator, which features a special case of a matrix-valued Cauchy
integral operator. By universal we mean that our formula is valid in any transcription
of the functional model. This representation is a pretty straightforward, albeit more
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algebraically involved, generalization of the corresponding result from [5]; it might
look like an “abstract nonsense”, since it is proved under the assumption that we
picked a model operator that “agrees” with the Clark model (more precisely that the
corresponding coordinate/parametrizing operators agree).
However, by careful investigation of the construction of the functional model, us-
ing the coordinate free Nikolski–Vasyunin model we were able to present a formula
giving the parametrizing operators for the model that agree with given coordinate op-
erators for a general contraction T , see Lemma 3.2. Moreover, for the Sz.-Nagy–Foias¸
transcription of the model we get explicit formulas for the parametrizing operators in
terms of the characteristic function, see Lemma 3.3; similar formulas can be obtained
for other transcriptions of the model.
We also compute the characteristic function of the perturbed operator T
Γ
; the for-
mula involves the Cauchy integral of the matrix-valued measure.
For the Sz.-Nagy–Foias¸ transcription of the model we give a more concrete repre-
sentation of the adjoint Clark operator in terms of vector-valued Cauchy transform,
see Theorem 8.1. This representation looks more natural when one considers spectral
representations of the non-perturbed operator U defined with the help of matrix-valued
measures, see Theorem 8.7.
0.1. Plan of the paper. In Section 1 we set the stage by introducing finite rank
perturbations and studying some their basic properties. In particular, we discuss the
concept of a star-cyclic subspace and find a measure-theoretic characterization for it.
Main result of Section 2 is the universal representation formula for the adjoint Clark
operator, see Theorem 2.4. In this section we also introduce the notion of agreement
of the coordinate/parametrizing operators and make some preliminary observations
about such an agreement.
Section 3 is devoted to the detailed investigation of the agreement of the coordi-
nate/parametrizing operators. Careful analysis of the construction of the model from
the coordinate free point of view of Nikolski–Vasyunin allows us to get for a general
contraction T formulas for the parametrizing operators for the model that agree with
the coordinate operators, see Lemma 3.2. Explicit formulas (in terms of the character-
istic function) are presented for the case of Sz.-Nagy–Foias¸ transcription, see Lemma
3.3.
The characteristic function θ
Γ
of the perturbed operator T
Γ
is the topic of Sections
4 and 5. Theorem 4.2 gives a formula for θ
Γ
in terms of a Cauchy integral of a matrix-
valued measure. In Section 5 we show that, similarly to the rank one case, the charac-
teristic functions θ
Γ
and θ
0
are related via a special linear fractional transformation.
Relations between defect functions ∆
0
and ∆
Γ
are also described.
Section 6 contains a brief heuristic overview of what subtle techniques are to come
in Sections 7 and 8.
In Section 7 we present results about regularizations of the Cauchy transform, and
about uniform boundedness of such generalizations, that we need to get the represen-
tation formulas in Section 8.
In Section 8 we give a formula for the adjoint Clark operator in the Sz.-Nagy–Foias¸
transcription of the model. As in the scalar case the adjoint Clark operator is given
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by the sum of two terms: one is in essence a vector-valued Cauchy transform (post-
multiplied by a matrix-valued function), and the second one is just a multiplication
operator by a matrix-valued function, see Theorem 8.1. In the case of inner charac-
teristic function (purely singular spectral measure of U) the second term disappears,
and the adjoint Clark operator is given by what can be considered a matrix-valued
analogue of the scalar normalized Cauchy transform, see Section 8.5.
Section 9 is devoted to a description of the Clark operator Φ, see Theorem 9.2.
1. Preliminaries
Consider the family of rank d perturbations U + K of a unitary operator U on
a separable Hilbert space H . If we fix a subspace R ⊂ H , dimR = d such that
RanK ⊂ R, then all unitary perturbations of U +K of U can be parametrized as
T = U + (X − I
R
)P
R
U,(1.1)
where X runs over all possible unitary operators in R.
It is more convenient to factorize the representation of X through the fixed space
D := Cd by picking an isometric operator B : D → H , RanB = R. Then any X in
(1.1) can be represented as X = BΓB∗ where Γ : D → D (i.e. Γ is a (d× d) matrix).
The perturbed operator T = T
Γ
can be rewritten as
T = U +B(Γ− I
D
)B∗U.(1.2)
If we decompose the space H treated as the domain as H = U∗R ⊕ (U∗R)⊥, and the
same space treated as the target space as H = R ⊕R⊥, then the operator T can be
represented with respect to this decomposition as
T =
(
BΓB∗U 0
0 T1
)
,(1.3)
where block T1 is unitary.
From the above decomposition we can immediately see that if Γ is a contraction then
T is a contraction (and if Γ is unitary then T is unitary).
In this formula we slightly abuse notation, since formally the operator BΓB∗U is
defined on the whole space H . However, this operator clearly annihilates (U∗R)⊥, and
its range belongs to R, so we can restrict its domain and target space to U∗R and R
respectively. So when such operators appear in the block decomposition we will assume
that its domain and target space are restricted.
In this paper we assume that the isometry B is fixed and that all the perturbations
are parametrized by the (d× d) matrix Γ.
1.1. Spectral representation of U . By the Spectral Theorem the operator U is
unitarily equivalent to the multiplication Mξ by the independent variable ξ in the von
Neumann direct integral
H =
∫ ⊕
T
E(ξ)dµ(ξ),(1.4)
where µ is a finite Borel measure on T (without loss of generality we can assume that
µ is a probability measure, µ(T) = 1).
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Let us recall the construction of the direct integral; we present not the most general
one, but one that is sufficient for our purposes. Let E be a separable Hilbert space
with an orthonormal basis {en}
∞
n=1, and let N : T→ N∪{∞} be a measurable function
(the so-called dimension function). Define
E(ξ) = span{en ∈ E : 1 ≤ n ≤ N(ξ)}.
Then the direct integralH is the subspace of the E-valued space L2(µ;E) = L2(T, µ;E)
consisting of the functions f such that f(ξ) ∈ E(ξ) for µ-a.e. ξ.
Note, that the dimension function N and the spectral type [µ] of µ (i.e. the collection
of all measures that are mutually absolutely continuous with µ) are spectral invariants
of U , meaning that they define operator U up to unitary equivalence.
So, without loss of generality, we assume that U is the multiplication Mξ by the
independent variable ξ in the direct integral (1.4).
An important particular case is the case when U is star-cyclic, meaning that there
exists a vector h ∈ H such that span{Unh : n ∈ Z} = H . In this case N(ξ) ≡ 1, and
the operator U is unitary equivalent to the multiplication operator Mξ in the scalar
space L2(µ) = L2(T, µ).
In the representation of U in the direct integral it is convenient to give a “matrix”
representation of the isometry B. Namely, for k = 1, 2, . . . , d define functions bk ∈ H ⊂
L2(µ;E) by bk := Bek; here {ek}
d
k=1 is the standard orthonormal basis in C
d.
In this notation the operator B, if we follow the standard rules of the linear algebra
is the multiplication by a row B of vector-valued functions,
B(ξ) = (b1(ξ), b2(ξ), . . . , bd(ξ)).
If we represent bk(ξ) in the standard basis in E that we used to construct the direct
integral (1.4), then B is just the multiplication by the matrix-valued function of size
(dimE)× d.
1.2. Star-cyclic subspaces and completely non-unitary contractions.
Definition 1.1. A subspace R is said to be star-cyclic for an operator T on H , if
H = span{T kR, (T ∗)kR : k ∈ Z+}.
For a perturbation (not necessarily unitary) T = T
Γ
of the unitary operator U given
by (1.2) the subspace
E = span{UkR, (U∗)kR : k ∈ Z+} = span{UkR : k ∈ Z}(1.5)
is a reducing subspace for both U and T
Γ
(i.e. E and E⊥ are invariant for both U and
T
Γ
).
Since T
Γ
∣∣
E⊥
= U
∣∣
E⊥
, the perturbation does not influence the action of T
Γ
on E⊥, so
nothing interesting for perturbation theory happens on E⊥; all action happens on E .
Therefore, we can restrict our attention to T
Γ
∣∣
E
, i.e. assume without loss of generality
that R = RanB is a star-cyclic subspace for U .
We note that if R is a star-cyclic subspace for U and Γ is unitary, then R is also a
star-cyclic subspace for all perturbed unitary operators given by (1.2).
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Lemma 1.2. Let R = RanB be a star-cyclic subspace for U and let Γ be unitary.
Then R is also a star-cyclic subspace for all perturbed unitary operators U
Γ
= T
Γ
given
by (1.2).
We postpone for a moment a proof of this well-known fact.
Definition 1.3. A contraction T in a Hilbert space H is called completely non-unitary
(c.n.u. for short) if there is no non-zero reducing subspace on which T acts unitarily.
Recall that a contraction is called strict if ‖Tx‖ < ‖x‖ for all x 6= 0.
Lemma 1.4. If R = RanB is a star-cyclic subspace for U and Γ is a strict contraction,
then T defined by (1.2) is a c.n.u. contraction.
Proof. Since Γ is a strict contraction, we get that BΓB∗U |
U∗R
is also a strict contrac-
tion. Therefore (1.3) implies that
‖Tx‖ = ‖x‖ ⇐⇒ x ⊥ U−1R
‖T ∗x‖ = ‖x‖ ⇐⇒ x ⊥ R.
Moreover, we can see from (1.3) that if x ⊥ U−1R then Tx = Uf and if x ⊥ R then
T ∗x = U−1x.
Consider a reducing subspace G for T such that T |
G
is unitary. Then the above
observations imply G ⊥ R and G ⊥ U−1R, and that for any x ∈ G
T nx = Unx as well as (T ∗)n x = U−nx.
Since G is a reducing subspace for T it follows that Ukx ∈ G for all integers k.
But this implies that Unx ⊥ R, or equivalently x ⊥ UnR for all n ∈ Z. But R is a
star-cyclic subspace for U , so we get a contradiction. 
Proof of Lemma 1.2. Assume now that for unitary Γ, the subspace RanB is not a
star-cyclic subspace for U
Γ
= T
Γ
(but is a star-cyclic subspace for U). Consider the
perturbation T0
T
0
= U +B(0− I
D
)B∗U.
We will show that
T
0
= U
Γ
+B(0− I
D
)B∗U
Γ
(1.6)
By Lemma 1.4 the operator T
0
is a c.n.u. contraction.
But, as we discussed in the beginning of this subsection, if RanB is not star-cyclic
for U , then for E defined by (1.5) the subspace E⊥ is a reducing subspace for T
Γ
(with
any Γ) on which T
Γ
acts unitarily.
Since by (1.6) the operator T0 is a perturbation of form (1.2) of the unitary operator
T
Γ
, we conclude that the operator T
0
has a non-trivial unitary part, and arrive to a
contradiction.
To prove (1.6) we notice that
T
0
= U −BB∗U = U
Γ
−BΓB∗U.(1.7)
Direct computations show that
U
Γ
U∗B = UU∗B+B(Γ− I
D
)B∗UU∗B = B+B(Γ− I
D
) = BΓ.
FINITE RANK PERTURBATIONS 7
Taking the adjoint of this identity we get that B∗UU∗
Γ
= B∗Γ∗, and so ΓB∗U = B∗U
Γ
.
Substituting B∗U
Γ
instead of ΓB∗U in (1.7) we get (1.6). 
1.3. Characterization of star-cyclic subspaces. Recall that for an isometry B :
D → H (where H is the direct integral (1.4)) we denoted by bk ∈ H the “columns” of
B,
bk = Bek,
where e1, e2, . . . , ed is the standard basis in Cd.
Lemma 1.5. Let U be the multiplication Mξ by the independent variable ξ in the
direct integral H given by (1.4), and let B : Cd → H be as above. The space RanB =
span{bk : 1 ≤ k ≤ d} is star-cyclic for U if and only if span{bk(ξ) : 1 ≤ k ≤ d} = E(ξ)
for µ-a.e. ξ.
Proof. First assume that RanB is not a star-cyclic subspace for U . Then there exists
f ∈ H ⊂ L2(µ;E), f 6= 0 µ-a.e., such that
U lf ⊥ bk for all l ∈ Z, and k = 1, . . . , d,
or, equivalently∫
T
(
f(ξ), bk(ξ)
)
E
ξldµ(ξ) = 0 for all l ∈ Z, and k = 1, . . . , d.
But that means for all k = 1, 2, . . . , d we have(
f(ξ), bk(ξ)
)
E
= 0 µ-a.e.,
so on some set of positive µ measure (where f(ξ) 6= 0) we have
span{bk(ξ) : 1 ≤ k ≤ d} $ E(ξ).(1.8)
Vice versa, assume that (1.8) holds on some Borel subset A ⊂ T with µ(A) > 0. For
n = 1, 2, . . . ,∞ define sets An := {ξ ∈ A : dimE(ξ) = n}. Then µ(An) > 0 for some
n. Fix this n and denote the corresponding space E(ξ), ξ ∈ An by En.
We know that span{bk(ξ) : 1 ≤ k ≤ d} $ En on An, so there exists e ∈ En such that
e /∈ span{bk(ξ) : 1 ≤ k ≤ d}
on a set of positive measure in An.
Trivially, if f ∈ span{Uk RanB : k ∈ Z} then
f(ξ) ∈ span{bk(ξ) : 1 ≤ k ≤ d} µ-a.e.,
and therefore f = 1
An
e is not in span{Uk RanB : k ∈ Z}. 
1.4. The case of star-cyclic U . If U is star-cyclic (i.e. it has a one-dimensional star-
cyclic subspace/vector), U is unitarily equivalent to the multiplication operator Mξ in
the scalar space L2(µ); of course the scalar space L2(µ) is a particular case of the direct
integral, where all spaces E(ξ) are one-dimensional.
In our general vector-valued case, Lemma 1.5 says that RanB is star-cyclic for U
if and only if there is no measurable set A, µ(A) > 0, on which all the functions bk
vanish. So, we know that U has a star-cyclic vector. Here we ask the question:
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Does operator U have a star-cyclic vector that belongs to a prescribed
(finite-dimensional) star-cyclic subspace?
The following lemma answers “yes” to that question. Moreover, it implies that if
RanB is star-cyclic for U = Mξ on the scalar-valued space L
2(µ), then almost all
vectors b ∈ RanB are star-cyclic for U . As the result is measure-theoretic in nature,
we formulate it in a general context.
Lemma 1.6. Consider a σ-finite scalar-valued measure τ on a measure space X . Let
b1, b2, . . . , bd ∈ L
2(τ) be such that
d∑
k=1
|bk| 6= 0 τ -a.e.
Then for almost all (with respect to the Lebesgue measure) α = (α1, α2, . . . , αd) ∈ Cd
we have
d∑
k=1
αkbk 6= 0 τ -a.e. on X .
Remark. The above lemma also holds for almost all α ∈ Rd.
Proof of Lemma 1.6. Consider first the case τ(X ) <∞.
We proceed by induction in d. Clearly, if |b1| 6= 0 τ -a.e. on X , then αb1 6= 0 τ -a.e. on
X for all α ∈ C \ {0}.
Now assume the statement of the Lemma for d = n for some n ∈ N. Deleting a set
of τ -measure 0, we can assume that
∑n+1
k=1 |bk| 6= 0 on X .
Let Y := {x ∈ X :
∑n
k=1 |bk(x)| > 0}. By the induction assumption for almost all
α′ = (α1, α2, . . . , αn)
b(α′, x) :=
n∑
k=1
αkbk(x) 6= 0 on Y .
Fix α′ = (α1, α2, . . . , αn) such that b(α
′, x) 6= 0 on Y . We will show that for any such
fixed α′ the measure
τ
({
x ∈ X :
n+1∑
k=1
αkbk(x) = 0
})
> 0(1.9)
only for countably many values of αn+1.
To show that define for β = αn+1 ∈ C the set
Xβ := {x ∈ X : b(α
′, x) + βbn+1(x) = 0} .
Let β˜ ∈ C \ {0}, β˜ 6= β. We claim that the sets Xβ and Xβ˜ are disjoint.
Indeed, the assumption that
∑n+1
k=1 |bk| > 0 implies that bn+1 6= 0 on X \ Y , so
Xβ,Xβ˜ ∈ Y . Moreover, solving for bn+1 we get that if β 6= 0, then
Xβ = {x ∈ Y : bn+1(x) = −b(α
′, x)/β},
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and similarly for Xβ˜ . Since b(α
′, x) 6= 0 on Y , we get that
b(α′, x)/β 6= b(α′, x)/β˜ ∀x ∈ Y ,
so if β 6= 0, then Xβ and Xβ˜ are disjoint as preimages of disjoint sets (points).
If β = 0, then X0 = X \ Y , so the sets Xβ˜ and X0 are disjoint.
The set X has finite measure, and X is the union of disjoint sets Xβ, β ∈ C. So,
only countably many sets Xβ can satisfy τ(Xβ) > 0. We have proved the lemma for
τ(X ) <∞.
The rest can be obtained by Tonelli’s theorem. Namely, define
A :=
{
(x, α) : x ∈ X , α ∈ Cn+1,
n+1∑
k=1
αkbk(x) = 0
}
and let F = 1
A
. From the Tonelli Theorem we can see that∫
1
A
(x, α)dm(α)dτ(x) > 0(1.10)
if and only if for the set of α ∈ Cn+1 of positive Lebesgue measure
τ
({
x ∈ X :
n+1∑
k=1
αkbk(x) = 0
})
> 0.
It follows from (1.9) that for almost all α′ = (α1, α2, . . . , αn) ∈ Cn∫
1
A
(x, α′, αn+1)dm(αn+1)dτ(x) = 0,
so, by Tonelli, the integral in (1.10) equals 0. 
2. Abstract formula for the adjoint Clark operator
In this section we introduce necessary known facts about functional models and then
give a general abstract formula for the adjoint Clark operator. To do this we need a
new notion of coordinate/parametrizing operators for the model and their agreement:
the abstract representation formula (Theorem 2.4) holds under the assumption that
the coordinate operators C and C∗ agree with the Clark model.
Later in Section 3 we construct the coordinate operators that agree with the Clark,
and in Section 4 we compute the characteristic function, so the abstract Theorem 2.4
will give us concrete, albeit complicated formulas.
2.1. Functional models.
Definition 2.1. Recall that for a contraction T its defect operators D
T
and D
T ∗
are
defined as
D
T
:= (I− T ∗T )1/2, D
T ∗
:= (I− TT ∗)1/2.
The defect spaces D
T
and D
T ∗
are defined as
D
T
:= closRanD
T
, D
T ∗
:= closRanD
T ∗
.
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The characteristic function is an (explicitly computed from the contraction T ) op-
erator-valued function θ ∈ H∞(D→D∗), where D and D∗ are Hilbert spaces of appro-
priate dimensions,
dimD = dimD
T
, dimD∗ = dimDT ∗ .
Using the characteristic function θ one can then construct the so-called model space
Kθ, which is a subspace of a weighted L
2 space L2(T,W ;D∗ ⊕D) = L2(W ;D∗ ⊕D)
with an operator-valued weight W . The model operatorMθ : Kθ → Kθ is then defined
as the compression of the multiplication Mz by the independent variable z,
Mθf = PKθMzf, f ∈ Kθ;
here Mzf(z) = zf(z).
Let as remind the reader, that the norm in the weighted space L2(T,W ;H) with an
operator weight W is given by
‖f‖2
L2(W ;H)
=
∫
T
(W (z)f(z), f(z))
H
dm(z);
in the case dimH = ∞ there are some technical details, but in the finite-dimensional
case considered in this paper everything is pretty straightforward.
The best known example of a model is the Sz.-Nagy–Foias¸ (transcription of a) model,
[14]. The Sz.-Nagy–Foias¸ model space Kθ is a subspace of a non-weighted space L
2(D∗⊕
D) (the weight W ≡ I), given by
Kθ :=
(
H2(D∗)
clos∆L2(D)
)
⊖
(
θ
∆
)
H2(D),
where
∆(z) := (ID − θ
∗(z)θ(z))1/2 and
(
θ
∆
)
H2(D) =
{(
θf
∆f
)
: f ∈ H2(D)
}
.
In literature, the case when the vector-valued characteristic function θ is inner
(i.e. its boundary values are isometries for a.e. z ∈ T) is often considered. Then
∆(z) = 0 on T, so in that case the second component of Kθ collapses completely and
the Sz.-Nagy–Foias¸ model space reduces to the familiar space
Kθ = H
2(D∗)⊖ θH
2(D).
Also, in the literature, cf [14], the characteristic function is defined up to multi-
plication by constant unitary factors from the right and from the left. Namely, two
functions θ ∈ H∞(D→ D∗) and θ˜ ∈ H
∞(D˜→ D˜∗) are equivalent if there exist unitary
operators U : D→ D˜ and U∗ : D∗ → D˜∗ such that θ˜ = U∗θU
∗.
It is a well-known fact, cf [14], that two c.n.u. contractions are unitarily equivalent
if and only if their characteristic functions are equivalent as described above. So,
usually in the literature the characteristic function was understood as the corresponding
equivalence class, or an arbitrary representative in this class. However, in this paper,
to get correct formulas it is essential to track which representative is chosen.
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2.2. Coordinate operators, parameterizing operators, and their agreement.
Let T : H → H be a contraction, and let D, D∗ be Hilbert spaces, dimD = dimDT ,
dimD∗ = dimDT ∗ . Unitary operators V : DT → D and V∗ : DT ∗ → D∗ will be
called coordinate operators for the corresponding defect spaces; the reason for that
name is that often spaces D and D∗ are spaces with a fixed orthonormal basis (and one
can introduce coordinates there), so the operators introduce coordinates on the defect
spaces.
The inverse operators V ∗ : D → D
T
and V ∗∗ : D∗ → DT ∗ will be called parameter-
izing operators. For a contraction T we will use symbols V and V∗ for the coordinate
operators, but for its model Mθ the parametrizing operators will be used, and we
reserve letters C and C∗ for these operators.
Let T be a c.n.u. contraction with characteristic function θ ∈ H∞(D→D∗), and let
Mθ : Kθ → Kθ be its model. Let also V : DT → D and V∗ : DT ∗ → D∗ be coordinate
operators for the defect spaces of T , and C : D
Mθ
→ D and C∗ : DM∗
θ
→ D∗ be the
parameterizing operators for the defect spaces of Mθ (this simply means that all 4
operators are unitary).
We say that the operators V , V∗ agree with operators C, C∗ if there exists a unitary
operator Φ : Kθ → H intertwining T and Mθ,
TΦ = ΦMθ,
and such that
C∗ = V Φ
∣∣∣
D
Mθ
, C∗∗ = V∗Φ
∣∣∣
D
M∗
θ
.(2.1)
The above identities simply mean that the diagrams below are commutative.
D
T
D D∗ DT ∗
D
Mθ
D
M∗
θ
V V
∗
∗
Φ C ΦC∗
In this paper, when convenient, we always extend an operator between subspaces
to the operator between the whole spaces, by extending it by 0 on the orthogonal
complement of the domain; slightly abusing notation we will use the same symbol for
both operators. Thus a unitary operator between subspaces E and F can be treated
as a partial isometry with initial space E and final space F , and vice versa. With this
agreement (2.1) can be rewritten as
C∗ = V Φ, C∗∗ = V∗Φ.
2.3. Clark operator. Consider a contraction T given by (1.2) with Γ being a strict
contraction. We also assume that RanB is a star-cyclic subspace for U , so T is a
c.n.u. contraction, see Lemma 1.4.
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We assume that U is given in its spectral representation, so U is the multiplication
operator Mξ in the direct integral H.
A Clark operator Φ : Kθ → H is a unitary operator, intertwining this special con-
traction T and its model Mθ, ΦMθ = TΦ, or equivalently
Φ∗T =MθΦ
∗.(2.2)
We name it so after D. Clark, who in [2] described it for rank one perturbations of
unitary operators with purely singular spectrum.
We want to describe the operator Φ (more precisely, its adjoint Φ∗) in our situation.
In our case, dimD
T
= dimD
T ∗
= d, and it will be convenient for us to consider models
with D = D∗ = Cd.
As it was discussed above, it can be easily seen from the representation (1.3) that
the operators U∗B : D = Cd → D
T
and B : D = Cd → D
T ∗
are unitary operators
canonically (for our setup) identifying D with the corresponding defect spaces, i.e. the
canonical parameterizing operators for these spaces. The corresponding coordinate
operators are given by V = B∗U , V∗ = B
∗.
We say that parametrizing operators C : D → D
Mθ
, C∗ : D → DM∗
θ
agree with
the Clark model, if the above coordinate operators V = B∗U , V∗ = B
∗ agree with the
parametrizing operators C, C∗ in the sense of Subsection 2.2. In other words, they
agree if there exists a Clark operator Φ such that the following diagram commutes.
(2.3)
D
T
D = Cd D
T ∗
D
Mθ
D
M∗
θ
B∗U B
Φ∗ C Φ∗C∗
Note, that in this diagram one can travel in both directions: to change the direction
one just needs to take the adjoint of the corresponding operator.
Slightly abusing notation, we use C to also denote the extension of C to the model
space K
θ
by the zero operator, and similarly for C∗.
Note that agreement of C and C∗ with the Clark model can be rewritten as
Φ∗(B∗U)∗ = C, Φ∗B = C∗.(2.4)
And by taking restrictions (where necessary) we find
MθC = C∗Γ and M
∗
θC∗ = CΓ
∗.(2.5)
We express the action of the model operator and its adjoint in an auxiliary result.
The result holds in any transcription of the model. We will need the following simple
fact.
Lemma 2.2. For a contraction T
TD
T
⊂ D
T ∗
, T ∗D
T ∗
⊂ D
T
.
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Proof. Since D
T
is a strict contraction on D
T
we get that
‖Tx‖ = ‖x‖ ⇐⇒ x ⊥ D
T
,
and similarly, since T ∗ is a strict contraction on D
T ∗
,
‖T ∗x‖ = ‖x‖ ⇐⇒ x ⊥ D
T ∗
.(2.6)
Thus the operator T is an isometry on D⊥
T
, so the polarization identity implies that
T ∗Tx = x for all x ∈ D⊥
T
. Together with (2.6) this implies that T (D⊥
T
) ⊂ D⊥
T ∗
, which
is equivalent to the inclusion T ∗D
T ∗
⊂ D
T
.
Replacing T by T ∗ we get TD
T
⊂ D
T ∗
. 
Lemma 2.3. Let T be as defined in (1.2) with Γ being a strict contraction. Assume
also that RanB is star-cyclic (so T is completely non-unitary, see Lemma 1.4).
Let θ ∈ H∞(D→D∗), D = D∗ = Cd, be the characteristic function of T , and let
Mθ : Kθ → Kθ be a model operator. Let C : D → DMθ and C∗ : D → DM∗θ
be the
parametrizing unitary operators, that agree with a Clark model.
Then
Mθ = Mz + (C∗Γ−MzC)C
∗ and M∗θ = Mz¯ + (CΓ
∗ −Mz¯C∗)C
∗
∗.
Proof. Since operator Mθ acts on Kθ ⊖ DMθ
as the multiplication operator Mz, we
can trivially write
Mθ = Mz(I− PD
Mθ
) +MθPD
Mθ
.
Recalling that C : D → Kθ is an isometry with range DMθ , we can see that PDMθ
=
CC∗, so
Mz(I− PD
Mθ
) = Mz(I−CC
∗).(2.7)
Using the identity P
D
Mθ
= CC∗ and the first equation of (2.5) we get
MθPD
Mθ
=MθCC
∗ = C∗ΓC
∗,
which together with (2.7) gives us the desired formula for Mθ.
To get the formula for M∗θ we represent it as
M∗θ = Mz(I− PD
M∗
θ
) +M∗θPD
M∗
θ
.
Using the identities
P
D
M∗
θ
= C∗C
∗
∗, M
∗
θPD
M∗
θ
= CΓ∗C∗∗
(the first holds because D
M∗
θ
is the range of the isometry C∗, and the second one
follows from the second equation in (2.5)), we get the desired formula. 
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2.4. Representation Theorem. For a (general) model operator Mθ, θ ∈ H
∞(D →
D∗), the parametrizing operators C : D → DMθ , C∗ : D∗ → DM∗θ
give rise to
(uniquely defined) operator-valued functions C and C∗, where C(ξ) : D → D ⊕ D∗,
C∗(ξ) : D∗ → D⊕D∗ and
(Ce)(z) = C(z)e for all e ∈ D,(2.8)
(C∗e∗)(z) = C∗(z)e∗ for all e∗ ∈ D∗.(2.9)
If we fix orthonormal bases in D and D∗, then the kth column of the matrix of C(ξ)
is defined as (C∗ek)(ξ), where ek it the kth vector in the orthonormal basis in D, and
similarly for C∗.
If Mθ is a model for a contraction T = TΓ with Γ being a strict contraction on
D = Cd, we can see from (1.3) that dimD
T
= dimD
T ∗
= d, so we can always pick a
characteristic function θ ∈ H∞(D→ D∗) (i.e. with D∗ = D = Cd).
The following formula for the adjoint Φ∗ of the Clark operator Φ generalizes the
“universal” representation theorem [5, Theorem 3.1] to higher rank perturbations.
Theorem 2.4 (Representation Theorem). Let T be as defined in (1.2) with Γ being a
strict contraction and U =Mξ in H ⊂ L
2(µ;E). Let θ = θ
T
be a characteristic function
of T , and let Kθ and Mθ be the corresponding model space and model operator.
Let C : D→ D
Mθ
and C∗ : D→ DM∗
θ
be the parameterizing unitary operators1 that
agree with Clark model, i.e. such that (2.4) is satisfied for some Clark operator Φ. And
let C(z) and C∗(z) be given by (2.8) and (2.9), respectively.
Then the action of the adjoint Clark operator Φ∗ is given by(
Φ∗hb
)
(z) = h(z)C∗(z)B
∗b+ (C∗(z)− zC(z))
∫
T
h(ξ)− h(z)
1− zξ¯
B∗(ξ)b(ξ)dµ(ξ),(2.10)
for any b ∈ RanB and for all h ∈ C1(T); here
B∗(ξ) =

b1(ξ)
∗
b2(ξ)
∗
...
bd(ξ)
∗

and B∗b =
∫
T
B∗(ξ)b(ξ)dµ(ξ), as explained more thoroughly in the proof below.
Remark. The above theorem looks like an abstract nonsense, because right now it is
not clear how to find the parametrizing operators C and C∗ that agree with the Clark
model. However, Theorem 4.2 below gives an explicit formula for the characteristic
function θ (one of the representative in the equivalence class), and Lemma 3.3 gives
an explicit formulas for C and C∗ in the Sz.-Nagy–Foias¸ transcription, that agree with
Clark model for our θ.
When d = 1 this formula agrees with the special case of the representation formula
derived in [5]. While some of the ideas of the following proof were originally developed
1Note that here we set D∗ = D, which is possible because the dimensions of the defect spaces are
equal.
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there, the current extension to rank d perturbations requires several new ideas and a
more abstract way of thinking.
Proof of Theorem 2.4. Recall that U = Mξ, so T = Mξ + B(Γ − ICd
)B∗Mξ. The
intertwining relation Φ∗T =MθΦ
∗ then can be rewritten as
Φ∗Mξ + Φ
∗B(Γ− I
Cd
)B∗U = Φ∗T =MθΦ
∗ = [Mz + (C∗Γ−MzC)C
∗]Φ∗;(2.11)
here we used Lemma 2.3 to express the model operator in the right hand side of (2.11).
By the commutation relations in equation (2.4), the term Φ∗BΓB∗U on the left hand
side of (2.11) cancels with the term C∗ΓC
∗Φ∗ on the right hand side of (2.11). Then
(2.11) can be rewritten as
Φ∗Mξ = MzΦ
∗ + Φ∗BI
Cd
B∗U −MzCC
∗Φ∗
= MzΦ
∗ + (C∗ −MzC)B
∗Mξ;(2.12)
the last identity holds because, by (2.4), we have Φ∗B = C∗ andC
∗Φ∗ = B∗U = B∗Mξ.
Right multiplying (2.12) by Mξ and using (2.12) we get
Φ∗M2ξ = MzΦ
∗Mξ + (C∗ −MzC)B
∗M2ξ
= M2zΦ
∗ +Mz(C∗ −MzC)B
∗Mξ + (C∗ −MzC)B
∗M2ξ .
Right multiplying the above equation by Mξ and using (2.12) again we get the identity
Φ∗Mnξ = M
n
z Φ
∗ +
n∑
k=1
Mk−1z (C∗ −MzC)B
∗Mn−k+1ξ ,(2.13)
with n = 3. Right multiplying by Mξ and applying (2.12) we get by induction that
(2.13) holds for all n ≥ 0. (The case n = 0 trivially reads Φ∗ = Φ∗, and equation (2.12)
is precisely the case n = 1.)
We now apply (2.13) to some b ∈ RanB. By commutative diagram (2.3) we get that
Φ∗b = C∗B
∗b, i.e. (Φ∗b)(z) = C∗(z)B
∗b. Using this identity we get
(
Φ∗Mnξ b
)
(z) = zn(Φ∗b)(z) +
n∑
k=1
zk−1(C∗(z)− zC(z))B
∗Mn−k+1ξ b(2.14)
= znC∗(z)(B
∗b)(z) + (C∗(z)− zC(z))
n∑
k=1
zk−1B∗Mn−k+1ξ b.
To continue, we recall that B : Cd → L2(µ;E) acts as multiplication by matrix B(ξ) =
(b1(ξ), b2(ξ), . . . , bd(ξ)), so its adjoint B
∗ : H ⊂ L2(µ;E)→ Cd is given by
B∗f =
∫
T
B∗(ξ)f(ξ)dµ(ξ) for f ∈ H,
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where the integral can be expanded as
∫
T
B∗(ξ)f(ξ)dµ(ξ) =

∫
T
b1(ξ)
∗f(ξ)dµ(ξ)∫
T
b2(ξ)
∗f(ξ)dµ(ξ)
...∫
T
bd(ξ)
∗f(ξ)dµ(ξ)
 .
Using the sum of geometric progression formula we evaluate the sum in (2.14) to
n∑
k=1
zk−1B∗Mn−k+1ξ b =
n∑
k=1
zk−1
∫
T
ξn−k+1B∗(ξ)b(ξ)dµ(ξ)
=
∫
T
n∑
k=1
zk−1ξn−k+1B∗(ξ)b(ξ)dµ(ξ)
=
∫
T
ξn − zn
1− zξ¯
B∗(ξ)b(ξ)dµ(ξ).(2.15)
Thus, we have proved (2.10) for monomials h(ξ) = ξn, n ≥ 0. And by linearity of
Φ∗ the representation (2.10) holds for (analytic) polynomials h in ξ.
The argument leading to determine the action of Φ∗ on polynomials h in ξ¯ is similar.
But we found that the devil is in the details and therefore decided to include much of
the argument.
First observe that the intertwining relation (2.2) is equivalent to M∗θΦ
∗ = Φ∗T ∗.
Recalling T ∗ = U∗+U∗B(Γ∗−I
Cd
)B∗ and the resolution of the adjoint model operator
M∗θ (see second statement of Lemma 2.3), we obtain
Mz¯Φ
∗ + (CΓ∗ − z¯C∗)C
∗
∗Φ
∗ =M∗θΦ
∗ = Φ∗T ∗ = Φ∗U∗ − Φ∗U∗B(Γ∗ − I
Cd
)B∗.
The terms involving Γ∗ on the left hand side and the right hand side cancel by the
commutation relations in equation (2.4) (actually by their adjoints). Now, rearrange-
ment and another application of the adjoints of the commutation relations in equation
(2.4) yields
Φ∗Mξ¯ = Φ
∗U∗ = Mz¯Φ
∗ + Φ∗U∗BI
Cd
B∗ − z¯C∗C
∗
∗Φ
∗ =Mz¯Φ
∗ + (C−Mz¯C∗)B
∗
= Mz¯Φ
∗ +Mz¯(MzC−C∗)B
∗.(2.16)
In analogy to the above, we right multiply (2.16) by Mξ¯ and apply (2.16) twice to
obtain
Φ∗M2ξ¯ = M
2
z¯Φ
∗ +
2∑
k=1
Mkz¯ (MzC−C∗)B
∗M2−k
ξ¯
.
Inductively, we conclude
Φ∗Mnξ¯ = M
n
z¯ Φ
∗ −
n∑
k=1
Mkz¯ (C∗ −MzC)B
∗Mn−k
ξ¯
,
which differs in the exponents and in the sign from its counterpart expression in equa-
tion (2.13).
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Through an application of this identity to b and by the commutative diagram (2.3),
we see (
Φ∗Mnξ¯ b
)
(z) = z¯n(Φ∗b)(z)−
n∑
k=1
z¯k(C∗(z)− zC(z))B
∗Mn−k
ξ¯
b
= z¯nC∗(z)(B
∗b)(z) − (C∗(z)− zC(z))
n∑
k=1
z¯kB∗Mn−k
ξ¯
b.
As in equation (2.15), but here with the geometric progression
−
n∑
k=1
(z¯)k(ξ¯)n−k =
(ξ¯)n − (z¯)n
1− ξ¯z
,
we can see equation (2.10) for monomials ξ¯n, n ∈ N. And by linearity of Φ∗, we obtain
the same formula (2.10) for functions h that are polynomials in ξ¯.
We have proved (2.10) for trigonometric polynomials f . The theorem now follows by
a standard approximation argument, developed in [6]. The application of this argument
to the current situation is a slight extension of the one used in [5]. Fix f ∈ C1(T) and
let {pk} be a sequence of trigonometric polynomials with uniform on T approximations
pk ⇒ f and p
′
k ⇒ f
′. In particular, we have |p′k| is bounded (with bound independent
of k) and pk → f as well as pkb → fb in L
2(µ;E). Since Φ∗ is a unitary operator, it
is bounded and therefore we have convergence on the left hand side Φ∗pkb→ Φ
∗fb in
Kθ.
To investigate convergence on the right hand side, first recall that the model space
is a subspace of the weighted space L2(W ;D∗ ⊕D).
So convergence of the first term on the right hand side happens, since pk ⇒ f and the
operator norm ‖C∗B
∗‖ = 1 implies pkC∗(z)B
∗b = pkC∗B
∗b → fC∗B
∗b = fC∗(z)B
∗b
in Kθ.
Lastly, to see convergence of the second term on the right hand side, consider aux-
iliary functions fk := f − pk. We have fk ⇒ 0 and f
′
k ⇒ 0. Let Iξ,z ⊂ T denote the
shortest arc connecting ξ and z. Then by the intermediate value theorem
|fk(ξ)− fk(z)| ≤ ‖f
′
k‖∞|Iξ,z| for all ξ, z ∈ T.
In virtue of the geometric estimate |Iξ,z| ≤
pi
2
|ξ − z|, we obtain∣∣∣∣fk(ξ)− fk(z)1− ξz
∣∣∣∣ ≤ π2 ‖f ′k‖∞ → 0 as k →∞.
And since B∗ is bounded as a partial isometry, we conclude the componentwise uniform
convergence∫
pk(ξ)− pk(z)
1− ξz
B∗(ξ)b(ξ) dµ(ξ) ⇒
∫
f(ξ)− f(z)
1− ξz
B∗(ξ)b(ξ) dµ(ξ) z ∈ T.
By Lemma 3.4 below the functions W 1/2C and W 1/2C∗ are bounded, and so is the
function W 1/2C1, C1(z) := C∗(z) − zC(z). That means the multiplication operator
f 7→ C1f is a bounded operator L
2(D) → L2(W ;D∗ ⊕ D) (recall that in our case
D = D∗ and we use D∗ here only for the consistency with the general model notation).
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The uniform convergence implies the convergence in L2(D), so the boundedness of
the multiplication by C1 implies the convergence in norm in the second term in the
right hand side of (2.10) (in the norm of L2(W ;D∗ ⊕D)). 
3. Model and agreement of operators
We want to explain how to get operators C and C∗ that agree with each other.
To do that we need to understand in more detail how the model is constructed, and
what operator gives the unitary equivalence of the function and its model.
Everything starts with the notion of unitary dilation. Recall that for a contraction
T in a Hilbert space H its unitary dilation is a unitary operator U on a bigger space
H, H ⊂ H such that for all n ≥ 0
T n = P
H
Un
∣∣
H
.(3.1)
Taking the adjoint of this identity we immediately get that
(T ∗)n = P
H
U−n
∣∣
H
.(3.2)
A dilation is called minimal if it is impossible to replace U by its restriction to a
reducing subspace and still have the identities (3.1) and (3.2).
The structure of minimal unitary dilations is well known.
Theorem 3.1 ([11, Theorem 1.4] and [10, Theorem 1.1.16]). Let U : H → H be
a minimal unitary dilation of a contraction T . Then H can be decomposed as H =
G∗ ⊕H ⊕G, and with respect to this decomposition U can be represented as
U =
 E∗∗ 0 0D
T ∗
V ∗∗ T 0
−V T ∗V ∗∗ V DT E
(3.3)
where E : G → G and E∗ : G∗ → G∗ are pure isometries, V is a partial isometry with
initial space DT and the final space ker E
∗ and V∗ is a partial isometry with initial space
D
T ∗
and final space ker E∗∗ .
Moreover, any minimal unitary dilation of T can be obtained this way. Namely if we
pick auxiliary Hilbert spaces G and G∗ and isometries E and E∗ there with dimker E
∗ =
dimD
T
, dimker E∗∗ = dimDT∗ and then pick arbitrary partial isometries V and V∗
with initial and final spaces as above, then (3.3) will give us a minimal unitary dilation
of T .
The construction of the model then goes as follows. We take auxiliary Hilbert spaces
D and D∗, dimD = dimDT , dimD∗ = dimDT∗, and construct operators E and E∗
such that ker E∗ = D, ker E∗∗ = D∗. We can do that by putting G = ℓ
2(D) = ℓ2(Z+;D),
and defining E(x0, x1, x2, . . .) = (0, x0, x1, x2, . . .), xk ∈ D, and similarly for E∗.
Picking arbitrary partial isometries V and V∗ with initial and final spaces as in the
above Theorem 3.3 we get a minimal unitary dilation U of T given by (3.3).
Remark. Above, we were speaking a bit informally, by identifying x ∈ D with the
sequence (x, 0, 0, 0, . . .) ∈ ℓ2(D), and x∗ ∈ D∗ with (x∗, 0, 0, 0, . . .) ∈ ℓ
2(D).
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To be absolutely formal, we need to define canonical embeddings e : D→ G = ℓ2(D),
e∗ : D∗ → G∗ = ℓ
2(D∗) with
e(x) := (x, 0, 0, 0, . . .), x ∈ D,(3.4)
e∗(x∗) := (x∗, 0, 0, 0, . . .), x ∈ D∗.(3.5)
Then, picking arbitrary unitary operators V : D
T
→ D, V∗ : DT ∗ → D∗, we rewrite
(3.3) to define the corresponding unitary dilation as
U =
 E∗∗ 0 0D
T ∗
V ∗∗ e
∗
∗ T 0
−eV T ∗V ∗∗ e
∗
∗ eV DT E
 .(3.6)
The reason for being so formal is that if dimD
T
= dimD
T ∗
it is often convenient to
put D = D∗, but we definitely want to be able to distinguish between the cases when
D is identified with ker E and when with ker E∗.
We then define functional embeddings π : L2(D)→H and π∗ : L
2(D∗)→H by
π
(∑
k∈Z
zkek
)
=
∑
k∈Z
Uke(ek), ek ∈ D,
π∗
(∑
k∈Z
zkek
)
=
∑
k∈Z
Uk+1e∗(ek), ek ∈ D∗.
We refer the reader to [11, Section 1.6] or to [10, Section 1.2] for the details. Note that
there D and D∗ were abstract spaces, dimD = dim ker E
∗ and dimD∗ = dimker E
∗
∗ ,
and the unitary operators v : D→ ker E∗, v∗ : D∗ → ker E
∗
∗ used in the formulas there
are just the canonical embeddings e and e∗ in our case.
Note that π and π∗ are isometries.
Note also that for k ≥ 0
Uke(e) = Eke, e ∈ D,
U−ke∗(e∗) = E
k
∗ e∗, e∗ ∈ D∗,
so
π(H2(D)) = G, π∗(H
2
−(D∗)) = G∗.
The characteristic function is then defined as follows. We consider the operator
θ = π∗∗π : L
2(D) → L2(D∗). It is easy to check that Mzθ = θMz , so the θ is a
multiplication by a function θ ∈ L∞(D→ D∗). It is not hard to check that θ is a
contraction, so ‖θ‖∞ ≤ 1. Since
π(H2(D)) = G ⊥ G∗ = π∗(H
2
−(D∗)),
we can conclude that θ ∈ H∞(D→D∗).
The characteristic function θ = θ
T
can be explicitly computed, see [10, Theorem
1.2.10],
θT (z) = V∗
(
−T + zDT ∗
(
I
H
− zT ∗
)−1
DT
)
V ∗
∣∣∣
D
, z ∈ D.(3.7)
20 CONSTANZE LIAW AND SERGEI TREIL
Note that the particular representation of θ depends on the coordinate operators V
and V∗ identifying defect spaces DT and DT ∗ with the abstract spaces D and D∗.
To construct a model (more precisely its particular transcription) we need to con-
struct a unitary map Ψ between the space H of the minimal unitary dilation U and its
spectral representation.
Namely, we represent U as a multiplication operator in some subspace K˜ = K˜θ of
L2(D∗ ⊕D) or its weighted version.
We need to construct a unitary operator Ψ : H → K˜ intertwining U and Mz on K˜,
i.e. such that
ΨU = MzΨ.(3.8)
Note that if T is a completely non-unitary contraction, then π(L2(D))+ π∗(L
2(D∗))
is dense in H.
So, for Ψ to be unitary it is necessary and sufficient that Ψ∗ acts isometrically on
π(L2(D)) and on π∗(L
2(D∗)), and that for all f ∈ L
2(D), g ∈ L2(D∗)
(Ψ∗πf,Ψ∗πg)
K˜
= (πf, π∗g)H = (θf, g)L2(D∗)
;(3.9)
the last equality here is just the definition of θ.
Of course, we need Ψ∗ to be onto, but that can be easily accomplished by restricting
the target space K˜ to RanΨ∗.
Summing up, we have:
H = G ⊕ H ⊕ G∗yΨ∗
yΨ∗|G
yΨ∗|H
yΨ∗|G∗
K˜ = G ⊕ Kθ ⊕ G∗
3.1. Pavlov transcription. Probably the easiest way to construct the model is to
take K˜ to be the weighted space L2(D∗⊕D,W ) where the weight W is picked to make
the simplest operator Ψ∗ to an isometry, and is given by
W (z) =
(
I
D∗
θ(z)
θ(z)∗ I
D
)
.(3.10)
Now operator Ψ∗ is defined on π(L2(D)) and on π∗(L
2(D∗)) as
Ψ∗
(∑
k∈Z
Uke(ek)
)
=
∑
k∈Z
zk
(
0
ek
)
, ek ∈ D,
Ψ∗
(∑
k∈Z
Uke∗(ek)
)
=
∑
k∈Z
zk−1
(
ek
0
)
, ek ∈ D∗ ,(3.11)
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or equivalently
Ψ∗(πf) =
(
0
f
)
, f ∈ L2(D),
Ψ∗(π∗f) =
(
f
0
)
, f ∈ L2(D∗) ,
The incoming and outgoing spaces G∗ = Ψ
∗G∗, G = Ψ
∗G are given by
G∗ := clos
K˜
{(
f
0
)
: f ∈ H2−(D∗)
}
, G := clos
K˜
{(
0
f
)
: f ∈ H2(D)
}
,
and the model space K = Kθ is defined as
Kθ = K˜ ⊖ (G∗ ⊕ G).
3.2. Sz.-Nagy–Foias¸ transcription. This transcription appears when one tries to
make the operator Ψ∗ to act into a non-weighted space L2(D∗ ⊕ D). We make the
action of the operator Ψ∗ on π∗(L
2(D∗)) as simple as possible,
Ψ∗
(∑
k∈Z
Uke∗(ek)
)
=
∑
k∈Z
zk−1
(
ek
0
)
, ek ∈ D∗(3.12)
(this is exactly as in (3.11)). Action of Ψ∗ on π(L2(D)) is defined as
Ψ∗
(∑
k∈Z
Uke(ek)
)
=
∑
k∈Z
zk
(
θek
∆ek
)
, ek ∈ D ,(3.13)
where ∆(z) = (I − θ(z)∗θ(z))1/2. The equations (3.12) and (3.13) can clearly be
rewritten as
Ψ∗(πf) =
(
θf
∆f
)
, f ∈ L2(D),(3.14)
Ψ∗(π∗f) =
(
f
0
)
, f ∈ L2(D∗) .(3.15)
Note, that θ in the top entry in (3.13) and (3.14) is necessary to get (3.9); after (3.12)
(equivalently (3.15)) is chosen, one does not have any choice here. The term ∆ in the
bottom entry of (3.13) and (3.14) is there to make Ψ∗ act isometrically on π(L2(D)).
There is some freedom here; one can left multiply ∆ by any operator-valued function φ
such that φ(z) acts isometrically on Ran∆(z). However, picking just ∆ is the canonical
choice for the Sz.-Nagy–Foias¸ transcription, and we will follow it.
The incoming and outgoing spaces are given by
G∗ :=
(
H2−(D∗)
0
)
, G :=
(
θ
∆
)
H2(D).
The model space is given by
Kθ :=
(
L2(D∗)
clos∆L2(D)
)
⊖ (G∗ ⊕ G) =
(
H2(D∗)
clos∆L2(D)
)
⊖
(
θ
∆
)
H2(D).(3.16)
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Remark. While the orthogonal projection from(
L2(D∗)
clos∆L2(D)
)
to
(
L2(D∗)
clos∆L2(D)
)
⊖ G∗
is rather simple, the one from(
L2(D∗)
clos∆L2(D)
)
to
(
L2(D∗)
clos∆L2(D)
)
⊖ G
involves the range of a Toeplitz operator.
3.3. De Branges–Rovnyak transcription. This transcription looks most compli-
cated, but its advantage is that both coordinates are analytic functions. To describe
this transcription, we use the auxiliary weight W = W (z) as in the Pavlov transcrip-
tion, see (3.10). The model space is the subspace of L2(D∗ ⊕ D,W
[−1]), where for a
self-adjoint operator A the symbol A[−1] denotes its Moore–Penrose (pseudo)inverse,
i.e. A[−1] = 0 on KerA and A[−1] is the left inverse of A on (KerA)⊥.
The operator Ψ∗ : H → L2(D∗ ⊕D,W
[−1]) is defined by
Ψ∗(πf) = W
(
0
f
)
=
(
θf
f
)
, f ∈ L2(D),
Ψ∗(π∗f) = W
(
f
0
)
=
(
f
θ∗f
)
, f ∈ L2(D∗) .
The incoming and outgoing spaces are
G∗ :=
(
I
θ∗
)
H2(D∗), G :=
(
θ
I
)
H2(D),
and the model space is defined as
Kθ :=
{(
f
g
)
: f ∈ H2(D∗), g ∈ H
2
−(D), g − θ
∗f ∈ ∆L2(D)
}
,
see [11, Section 3.7] for the details (there is a typo in [11, Section 3.7], in the definition
of Kθ on p. 251 it should be f ∈ H
2(E∗), g ∈ H
2(E)) .
3.4. Parametrizing operators for the model, agreeing with coordinate opera-
tors. The parametrizing operators that agree with the coordinate operators V and V∗
are described in the following lemma, which holds for any transcription of the model.
Let T be a c.n.u. contraction, and let V : D
T
→ D and V∗ : DT ∗ → D∗ be coordinate
operators for the defect spaces of T . Let θ = θ
T
= θ
T,V,V∗
∈ H∞(D→ D∗) be the
characteristic function of T , defined by (3.7), and let Mθ be the corresponding model
operator (in any transcription).
Recall that Ψ is a unitary operator intertwining the minimal unitary dilation U of T
and the multiplication operatorMz in the corresponding function space, see (3.8). The
operator Ψ determines transcription of the model, so for any particular transcription
it is known.
Define
e˜ := Ψ∗e, e˜∗ := Ψ
∗e∗,(3.17)
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where the embedding e and e∗ are defined by (3.4), (3.5).
Lemma 3.2. Under the above assumptions the parametrizing operators C∗ : D∗ →
D
M∗
θ
and C : D→ D
Mθ
given by
C∗e∗ =
(
D
M∗
θ
∣∣
DM∗
θ
)−1
P
Kθ
Mze˜∗(e∗), e∗ ∈ D∗,(3.18)
Ce =
(
D
Mθ
∣∣
DM
θ
)−1
P
Kθ
Mz¯ e˜(e), e ∈ D,(3.19)
agree with the coordinate operators V and V∗.
Remark. It follows from the equation (3.20) below that P
Kθ
Mze˜∗(e∗) ∈ RanDM∗
θ
as
well as P
Kθ
Mz¯e˜(e) ∈ RanDMθ
, so everything in (3.18), (3.19) is well defined.
Proof of Lemma 3.2. Right and left multiplying (3.6) by Ψ and Ψ∗ respectively, we get
Ψ∗UΨ =
 E˜
∗
∗ 0 0
D
M∗
θ
C∗e˜
∗
∗ Mθ 0
−e˜C∗M∗θC∗e˜
∗
∗ e˜C
∗D
Mθ
E˜
 ,(3.20)
where E˜ = Ψ∗EΨ, E˜∗ = ΨE∗Ψ, C
∗ = VΨ, C∗∗ = V∗Ψ, e˜ = Ψ
∗e, e˜∗ = Ψ
∗e∗.
The operators e˜ and e˜∗ are the canonical embeddings of D and D∗ into G and G∗
that agree with the canonical embeddings e and e∗. The operators C and C∗ are the
parameterizing operators for the defect spaces of the model operator Mθ that agree
with the coordinate operators V and V∗ for the defect spaces of the operator T .
In any particular transcription of the model, the operator Ψ∗UΨ is known (it is
just the multiplication by z in an appropriate function space), so we get from the
decomposition (3.20)
D
M∗
θ
C∗e˜
∗
∗ = PKθMz
∣∣∣
G∗
, D
Mθ
Ce˜∗ = P
Kθ
Mz¯
∣∣∣
G∗
.
Right and left multiplying the first identity by e∗ and
(
D
M∗
θ
∣∣
DM∗
θ
)−1
respectively, we
get (3.18). Similarly, to get (3.19) we just right and left multiply the second identity
by e and
(
D
Mθ
∣∣
DMθ
)−1
. 
Applying the above Lemma 3.2 to a particular transcription of the model, we can
get more concrete formulas for C, C∗ just in terms of characteristic function θ. For
example, the following lemma gives formulas for C and C∗ in the Sz.-Nagy–Foias¸
transcription.
Lemma 3.3. Let T be a c.n.u. contraction, and letMθ be its model in Sz.-Nagy–Foias¸
transcription, with the characteristic function θ = θ
T,V,V∗
, θ ∈ H∞(D→D∗).
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Then the maps C∗ : D∗ → DM∗
θ
and C : D→ D
Mθ
given by
C∗e∗ =
(
I− θ(z)θ∗(0)
−∆(z)θ∗(0)
)
(I− θ(0)θ∗(0))−1/2 e∗, e∗ ∈ D∗,(3.21)
Ce =
(
z−1 (θ(z)− θ(0))
z−1∆(z)
)
(I− θ∗(0)θ(0))−1/2 e, e ∈ D,(3.22)
agree with the coordinate operators V and V∗.
Proof. To prove (3.21) we will use (3.18). It follows from (3.12) that
e˜∗(e∗) = z
−1
(
e∗
0
)
,
so by (3.18)
C∗e∗ = (I−MθM
∗
θ)
∣∣−1/2
DM∗
θ
P
Kθ
(
e∗
0
)
, e∗ ∈ D∗.(3.23)
It is not hard to show that
P
Kθ
(
e∗
0
)
=
(
I− θθ(0)∗
−∆θ(0)∗
)
e∗ .(3.24)
One also can compute
(I−MθM
∗
θ)
(
f
g
)
=
(
I− θθ(0)∗
−∆θ(0)∗
)
f(0),
(
f
g
)
∈ Kθ.(3.25)
Combining the above identities we get that
(I−MθM
∗
θ)PKθ
(
e∗
0
)
=
(
I− θθ(0)∗
−∆θ(0)∗
)
(e∗ − θ(0)θ
∗(0)e∗).(3.26)
As we discussed above just after (3.19), P
Kθ
(
e∗
0
)
∈ RanD
M∗
θ
, so in (3.26) we can
replace (I−MθM
∗
θ) by its restriction onto DM∗
θ
.
Applying (I−MθM
∗
θ)
∣∣
D
M∗
θ
to (3.26) (with (I−MθM
∗
θ) replaced by its restriction
onto D
Mθ
) and using (3.25) we get(
(I−MθM
∗
θ)
∣∣
DM∗
θ
)2
P
Kθ
(
e∗
0
)
=
(
I− θθ(0)∗
−∆θ(0)∗
)(
I
D∗
− θ(0)θ∗(0)
)2
e∗
Applying (I −MθM
∗
θ)
∣∣
D
M∗
θ
to the above identity, and using again (3.25), we get by
induction that
ϕ
(
(I−MθM
∗
θ)
∣∣
DM∗
θ
)
P
Kθ
(
e∗
0
)
=
(
I− θθ(0)∗
−∆θ(0)∗
)
ϕ
(
I
D∗
− θ(0)θ∗(0)
)
e∗(3.27)
for any monomial ϕ, ϕ(x) = xn, n ≥ 0 (the case n = 0 is just the identity (3.24)).
Linearity implies that (3.27) holds for any polynomial ϕ. Using standard approxima-
tion reasoning we get that ϕ in (3.27) can be any measurable function. In particular,
we can take ϕ(x) = x−1/2, which together with (3.23) gives us (3.21).
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To prove (3.22) we proceed similarly. Equation (3.13) implies that
e˜(e) =
(
θ
∆
)
e,
so by (3.19)
Ce =
(
(I−M∗
θ
M
θ
)
∣∣
DMθ
)−1/2
P
Kθ
Mz¯
(
θ
∆
)
e, e ∈ D.(3.28)
One can see that
P
Kθ
Mz¯
(
θ
∆
)
e = Mz¯
(
θ − θ(0)
∆
)
e,
so
MθPKθMz¯
(
θ
∆
)
e = P
Kθ
(
θ − θ(0)
∆
)
e = −P
Kθ
(
θ(0)
0
)
e.
Combining this with (3.24), we get
MθPKθMz¯
(
θ
∆
)
e =
(
θθ(0)∗ − I
∆θ(0)∗
)
θ(0)e.
Using the fact that
M∗θ
(
f
g
)
=Mz¯
(
f − f(0)
g
)
,
we arrive at
M∗θMθPKθMz¯
(
θ
∆
)
e =Mz¯
(
θ − θ(0)
∆
)
θ(0)∗θ(0)e,
so
(I−M∗θMθ)PKθMz¯
(
θ
∆
)
e =Mz¯
(
θ − θ(0)
∆
)
(I− θ(0)∗θ(0))e.
Using the same reasoning as in the above proof of (3.21) we get that
ϕ
(
(I−M∗θMθ)
∣∣
DM
θ
)
P
Kθ
Mz¯
(
θ
∆
)
e(3.29)
=Mz¯
(
θ − θ(0)
∆
)
ϕ
(
I− θ(0)∗θ(0)
)
e,
first with ϕ being a polynomial, and then any measurable function.
Using (3.29) with ϕ(x) = x−1/2 and taking (3.28) into account, we get (3.22). 
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3.5. An auxiliary lemma. We already used, and we will also need later the following
simple Lemma.
Lemma 3.4. Let M =Mθ be model operator on a model space Kθ ⊂ L
2(W ;D∗⊕D),
and let C : D∗ → DMθ , C∗ : D→ DM∗θ
be bounded operators.
If C and C∗ are the operator-valued functions, defined by
C(z)e = Ce(z), z ∈ T, e ∈ D,
C∗(z)e∗ = C∗e∗(z), z ∈ T, e∗ ∈ D∗.
then the functions W 1/2C and W 1/2C∗ are bounded,
‖W 1/2C‖
L∞
= ‖C‖, ‖W 1/2C∗‖L∞ = ‖C∗‖.
Proof. It is well-known and is not hard to show, that if T is a contraction and U is its
unitary dilation, then then the subspaces UnD
T
, n ∈ Z (where recall D
T
is the defect
space of T ) are mutually orthogonal, and similarly for subspaces UnD
T ∗
, n ∈ Z.
Therefore, the subspaces znD
M
, n ∈ Z are mutually orthogonal in L2(W ;D∗ ⊕D).
and the same holds for the subspaces znD
M∗
, n ∈ Z.
The subspaces znD ⊂ L2(T;D) are mutually orthogonal, and since
C(z)
∑
n∈Z
znfˆ(n) =
∑
n∈Z
znCfn, fˆ(n) ∈ D,
we conclude that the operator f 7→ Cf is a bounded operator acting L2(D) →
L2(W ;D∗ ⊕D), and its norm is exactly ‖C‖.
But that means the multiplication operator f 7→ W 1/2f between the non-weighted
spaces L2(D) → L2(D∗ ⊕ D) is bounded with the same norm, which immediately
implies that ‖W 1/2C‖
L∞
= ‖C‖.
The proof for C∗ follows similarly. 
4. Characteristic function
In this section we derive formulas for the (matrix-valued) characteristic function θ
Γ
,
see Theorem 4.2 below.
4.1. An inverse of a perturbation. We begin with an auxiliary result.
Lemma 4.1. Let D be an operator in an auxiliary Hilbert space R and let B,C : R→
H. Then I
H
− CDB∗ is invertible if and only if I
R
− DB∗C is invertible, and if and
only if I
R
− B∗CD is invertible.
Moreover, in this case
(I
H
− CDB∗)−1 = I
H
+ C(I
R
−DB∗C)−1DB∗(4.1)
= I
H
+ CD(I
R
− B∗CD)−1B∗.
We will apply this lemma for D : Cd → Cd, so in this case the inversion of I
H
−CDB
is reduced to inverting (d× d) matrix.
This lemma can be obtained from the Woodbury inversion formula [15], although
formally in [15] only the matrix case was treated.
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Proof of Lemma 4.1. First let us note that it is sufficient to prove lemma with D = I
R
,
because D can be incorporated either into C or into B∗.
One could guess the formula by writing the power series expansion of I
H
− CDB∗,
and we can get the result for the case when the series converges. This method can be
made rigorous for finite rank perturbations by considering the family (I
H
−λCDB∗)−1,
λ ∈ C and using analytic continuation.
However, the simplest way to prove the formula is just by performing multiplication,
(I
H
− CB∗)
(
I
H
+ C(I
R
− B∗C)−1B∗
)
= I
H
− CB∗ + C(I
R
−B∗C)−1B∗ − CB∗C(I
R
− B∗C)−1B∗
= I
H
+ C
(
−I
R
(I
R
− B∗C) + I
R
− B∗C
)
(I
R
−B∗C)−1B∗
= I
H
.
Thus, when I
R
− B∗C is invertible, the operator I
H
+ C(I
R
− B∗C)−1B∗ is the right
inverse of I
H
− CB∗. To prove that it is also a right inverse we even do not need to
perform the multiplication: we can just take the adjoint of the above identity and then
interchange B and C.
So, the invertibility of I
R
−B∗C implies the invertibility of I
H
−CB∗ and the formula
for the inverse. To prove the “if and only if” statement we just need to change the
roles of H and R and express, using the just proved formula, the inverse of I
R
− B∗C
in terms of (I
H
− CB∗)−1. 
4.2. Computation of the characteristic function. We turn to computing the char-
acteristic function of T = U +B(Γ− I
Cd
)B∗U , ‖Γ‖ < 1, where U is the multiplication
operator Mξ in L
2(µ;E).
We will use formula (3.7) with V = B∗U , V∗ = B
∗, D = D∗ = Cd.
Let us first calculate for |z| < 1:
(I
H
− zT ∗)−1 =
[
(I
H
− zU∗)
(
I
H
− z(I
H
− zU∗)−1U∗B(Γ∗ − I
Cd
)B∗
)]−1
=
[
I
H
− z(I
H
− zU∗)−1U∗B(Γ∗ − I
Cd
)B∗
]−1
(I
H
− zU∗)−1
=: X(z)(I
H
− zU∗)−1.
To compute the inverse X(z) we use Lemma 4.1 with z(I
H
− zU∗)−1U∗B instead of C,
Γ∗ − I
Cd
instead of D and B instead of B. Together with the first identity in (4.1) we
get
X(z) = I
H
+ z(I
H
− zU∗)−1U∗B
(
I
Cd
− zDB∗(I
H
− zU∗)−1U∗B
)−1
DB∗,(4.2)
where D = Γ∗ − I
Cd
.
Now, let us express zB∗(I
H
− zU∗)−1U∗B as a Cauchy integral of some matrix-
valued measure. Recall that U is a multiplication by the independent variable ξ in
H ⊂ L2(µ;E). Recall that b1, b2, . . . , bd ∈ H denote the “columns” of B (i.e. bk = Bek,
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where e1, e2, . . . , ed is the standard basis in Cd), and B(ξ) = (b1(ξ), b2(ξ), . . . , bd(ξ)) is
the matrix with columns bk(ξ). Then
b∗j (ICd
− zU∗)−1U∗bk =
∫
T
ξ
1− zξ
bj(ξ)
∗bk(ξ)dµ(ξ),
so
zB∗(I
H
− zU∗)−1U∗B =
∫
T
zξ
1− zξ
M(ξ)dµ(ξ) =: C1[Mµ](z) =: F1(z).(4.3)
where M is the matrix-valued function M(ξ) = B(ξ)∗B(ξ), or equivalently Mj,k(ξ) =
bj(ξ)
∗bk(ξ), 1 ≤ j, k ≤ d.
Using (4.3) and denoting D := Γ∗ − I
Cd
we get from the above calculations that
(I
H
− zT ∗)−1 =(I
H
− zU∗)−1
+ z(I
H
− zU∗)−1U∗B
(
I
Cd
−DF1(z)
)−1
DB∗(I
H
− zU∗)−1.
Applying formula (3.7), with V = B∗U , V∗ = B∗, D = D∗ = Cd, we see that the
characteristic function is an analytic function θ = θ
T
, whose values are bounded linear
operators acting on D, defined by the formula
θT (z) = B
∗
(
−T + zDT ∗
(
I
H
− zT ∗
)−1
DT
)
U∗B
∣∣∣
D
, z ∈ D.(4.4)
We can see from (1.3) that the defect operators D
T
and D
T ∗
are given by
D
T
= U∗BD
Γ
B∗U, D
T ∗
= BD
Γ∗
B∗.
We can also see from (1.3) that the term −T in (4.4) contributes −Γ to the matrix
θ
T
. The rest can be obtained from the above representation formula for (I
H
− zT ∗)−1.
Thus, recalling the definition (4.3) of C1Mµ we get, denoting F1(z) := (C1Mµ)(z), that
θ
T
(z) = −Γ +D
Γ∗
[
F1(z) + F1(z)
(
I
D
− (Γ∗ − I
D
)F1(z)
)−1
(Γ∗ − I
D
)F1(z)
]
D
Γ
= −Γ +D
Γ∗
F1(z)
(
I
D
− (Γ∗ − I
D
)F1(z)
)−1
D
Γ
.
In the above computation to compute X(z) we can use the second formula in (4.1).
We get instead of (4.2) an alternative representation
X(z) = I
H
+ z(I
H
− zU∗)−1U∗BD
(
I
D
− zB∗(I
H
− zU∗)−1U∗BD
)−1
B∗.
Repeating the same computations as above we get another formula for θ
T
,
θ
T
(z) = −Γ +D
Γ∗
(
I
D
− F1(z)(Γ
∗ − I
D
)
)−1
F1(z)DΓ .
To summarize we have proved two representations of the characteristic operator-
valued function.
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Theorem 4.2. Let T = TΓ be the operator given in (1.3), with Γ being a strict con-
traction. Then the characteristic function θ
T
= θ
TΓ
∈ H∞(D→D∗), with coordinate
operators V = B∗U , V∗ = B
∗ (and with D = D∗ = Cd) is given by
θ
TΓ
(z) = −Γ +D
Γ∗
F1(z)
(
I
D
− (Γ∗ − I
D
)F1(z)
)−1
D
Γ
= −Γ +D
Γ∗
(
I
D
− F1(z)(Γ
∗ − I
D
)
)−1
F1(z)DΓ ,
where F1(z) is the matrix-valued function given by (4.3).
In these formulas, the inverse is taken of a (d × d) matrix-valued function, which is
much simpler than computing the inverse in (4.4).
4.3. Characteristic function and the Cauchy integrals of matrix-valued mea-
sures. For a (possibly complex-valued) measure τ on T and z /∈ T define the following
Cauchy type transforms C, C1 and C2
Cτ(z) :=
∫
T
dτ(ξ)
1− ξz
, C1τ(z) :=
∫
T
ξzdτ(ξ)
1− ξz
, C2τ(z) :=
∫
T
1 + ξz
1− ξz
dτ(ξ).
Performing the Cauchy transforms component-wise we can define them for matrix-
valued measures as well.
Thus F1 from the above Theorem 4.2 is given by F1 = C1[Mµ], where M(ξ) =
B∗(ξ)B(ξ). We would like to give the representation of θ
TΓ
in terms of function F2 :=
C2[Mµ].
Slightly abusing notation we will write θΓ instead of θTΓ .
Corollary 4.3. For θ
0
:= θ
T0
we have
θ
0
(z) = F1(z)(I+ F1(z))
−1 = (I+ F1(z))
−1F1(z)(4.5)
= (F2(z)− I)(F2(z) + I)
−1 = (F2(z) + I)
−1(F2(z)− I).(4.6)
Proof. The identity (4.5) is a direct application of Theorem 4.2. The identity (4.6)
follows immediately from the trivial relation
F2(z) =
∫
T
Mdµ+ 2F1(z) = ID + 2F1(z);
the equality
∫
TMdµ = ID = ICd
is just a re-statement of the fact that the functions
b1, b2, . . . , bd form an orthonormal basis in H. 
5. Relations between characteristic functions θ
Γ
5.1. Characteristic functions and linear fractional transformations. When d =
1, it is known that the characteristic functions are related by a linear fractional trans-
formation
θγ(z) =
θ0(z)− γ
1− γθ0(z)
,
see [5, Equation (2.9)].
It turns out that a similar formula holds for finite rank perturbations.
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Theorem 5.1. Let T be the operator given in (1.3), with Γ being a strict contraction.
Then the characteristic functions θ
Γ
:= θ
TΓ
and θ
0
= θ
T0
are related via linear fractional
transformation
θ
Γ
= D−1
Γ∗
(θ
0
− Γ)(I
D
− Γ∗θ
0
)−1D
Γ
= D
Γ∗
(I
D
− θ
0
Γ∗)−1(θ
0
− Γ)D−1
Γ
.
Remark. At first sight, this formula looks like a formula in [11, p. 234]. However, their
result expresses the characteristic function in terms of a linear fractional transformation
in T ; whereas, here we have a linear fractional transformation in Γ.
Theorem 5.2. Under assumptions of the above Theorem 5.1
θ0 = DΓ∗ (I+ θΓΓ
∗)−1(θ
Γ
+ Γ)D−1
Γ
= D−1
Γ∗
(θ
Γ
+ Γ)(I+ Γ∗θ
Γ
)−1D
Γ
.
To prove Theorem 5.1 we start with the following simpler statement.
Proposition 5.3. The matrix-valued characteristic functions θ
Γ
and θ
0
are related via
θ
Γ
= −Γ +D
Γ∗
θ
0
(
I
D
− Γ∗θ
0
)−1
D
Γ
= −Γ +D
Γ∗
(
I
D
− θ
0
Γ∗
)−1
θ
0
D
Γ
.
Proof. Solving (4.5) for F1 we get that
F1(z) = θ0(z)[I − θ0(z)]
−1.
Substituting this expression into the formula for the characteristic function from The-
orem 4.2, we see that
θ
Γ
= −Γ +D
Γ∗
θ
0
[I
D
− θ
0
]−1
{
I
D
− (Γ∗ − I
D
)θ
0
[I
D
− θ
0
]−1
}−1
D
Γ
.(5.1)
We manipulate the term inside the curly brackets
I
D
− (Γ∗ − I
D
)θ
0
[I
D
− θ
0
]−1 =
(
I
D
− θ
0
− (Γ∗ − I
D
)θ
0
)
[I
D
− θ
0
]−1
=
(
I
D
− Γ∗θ
0
)
[I
D
− θ
0
]−1,
so that {
I
D
− (Γ∗ − I
D
)θ
0
[I
D
− θ
0
]−1
}−1
= [I
D
− θ
0
]
(
I
D
− Γ∗θ
0
)−1
.
Substituting this back into (5.1), we get the first equation the first equation in the
proposition.
The second equation is obtained similarly. 
Lemma 5.4. For ‖Γ‖ < 1 we have for all α ∈ R
Dα
Γ∗
Γ = ΓDα
Γ
,(5.2)
Dα
Γ
Γ∗ = Γ∗Dα
Γ∗
,(5.3)
where, recall D
Γ
:= (I− Γ∗Γ)1/2, D
Γ∗
:= (I− ΓΓ∗)1/2 are the defect operators.
Proof. Let us prove (5.2). It is trivially true for α = 2, and by induction we get that
it is true for α = 2n, n ∈ N. Since ‖Γ‖ < 1, the spectrum of D
Γ
lies in the interval
[a, 1], a = (1− ‖Γ‖2)1/2 > 0.
Approximating ϕ(x) = xα uniformly on [a, 1] by polynomials of x2 we get (5.2).
Applying (5.2) to Γ∗ we get (5.3). 
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Proof of Theorem 5.1. From (5.2) we get that D−1
Γ∗
ΓD−1
Γ
= D−2
Γ∗
Γ, so
θ
Γ
= −Γ +D
Γ∗
θ
0
(
I
D
− Γ∗θ
0
)−1
D
Γ
= D
Γ∗
[
−D−2
Γ∗
Γ + θ
0
(
I
D
− Γ∗θ
0
)−1]
D
Γ
= D−1
Γ∗
[
−Γ +D2
Γ∗
θ
0
(
I
D
− Γ∗θ
0
)−1]
D
Γ
= D−1
Γ∗
[
−Γ(I
D
− Γ∗θ
0
) + (I− ΓΓ∗)θ
0
] (
I
D
− Γ∗θ
0
)−1
D
Γ
= D−1
Γ∗
[
−Γ + θ
0
] (
I
D
− Γ∗θ
0
)−1
D
Γ
,
which is exactly the first identity.
The second identity is obtained similarly, using the formula D−1
Γ∗
ΓD−1
Γ
= ΓD−2
Γ
and
taking the factor
(
I
D
− Γ∗θ
0
)−1
out of brackets on the left. 
Proof of Theorem 5.2. Right multiplying the first identity in Theorem 5.1 by D−1
Γ
(I−
Γ∗θ
0
) we get
θ
Γ
D−1
Γ
− θ
Γ
D−1
Γ
Γ∗θ
0
= D−1
Γ∗
θ
0
−D−1
Γ∗
Γ.
Using identities D−1
Γ∗
Γ = ΓD−1
Γ
and D−1
Γ
Γ∗ = Γ∗D−1
Γ∗
, see Lemma 5.4, we rewrite the
above equality as
θ
Γ
D−1
Γ
+ ΓD−1
Γ
= θ
Γ
Γ∗D−1
Γ∗
θ
0
+D−1
Γ∗
θ
0
.
Right multiplying both sides byD
Γ∗
(θ
Γ
Γ∗+I)−1 we get the first equality in the theorem.
The second one is proved similarly. 
5.2. The defect functions ∆
Γ
and relations between them. Recall that every
strict contraction Γ yields a characteristic matrix-valued function θ
Γ
through asso-
ciation with the c.n.u. contraction U
Γ
. The definition of the Sz.-Nagy–Foias¸ model
space (see e.g. formula (3.16)) reveals immediately that the defect functions ∆
Γ
=
(I − θ∗
Γ
θ
Γ
)1/2 are central objects in model theory. We express defect function ∆
Γ
in
terms of ∆
0
(and Γ and θ
0
).
Theorem 5.5. The defect functions of θ
Γ
and θ
0
are related by
∆2
Γ
= D
Γ
(I − θ∗
0
Γ)−1∆2
0
(I − Γ∗θ
0
)−1D
Γ
.
Proof. By Theorem 5.1
θ
Γ
= D−1
Γ∗
(θ
0
− Γ)(I
D
− Γ∗θ
0
)−1D
Γ
,
so θ∗
Γ
θ
Γ
= A∗BA, where
A = (I− Γ∗θ
0
)D
Γ
, B = (θ∗
0
− Γ∗)D−2
Γ∗
(θ
0
− Γ).
Then ∆
Γ
= I− θ∗
Γ
θ
Γ
= A∗XA, where
X = (A∗)−1A−1 − B = (I− θ∗
0
Γ)D−2
Γ
(I− Γ∗θ
0
)− (θ∗
0
− Γ∗)D−2
Γ∗
(θ
0
− Γ)
= D−2
Γ
− θ∗
0
ΓD−2
Γ
−D−2
Γ
Γ∗θ
0
+ θ∗
0
ΓD−2
Γ
Γ∗θ
0
− θ∗
0
D−2
Γ∗
θ
0
+ Γ∗D−2
Γ∗
θ
0
+ θ∗
0
D−2
Γ∗
Γ− Γ∗D−2
Γ∗
Γ
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It follows from Lemma 5.4 that D−2
Γ
Γ∗ = Γ∗D−2
Γ∗
and that Γ∗D−2
Γ
= D−2
Γ∗
Γ, so in the
above identity we have cancellation of non-symmetric terms,
−θ∗
0
ΓD−2
Γ
−D−2
Γ
Γ∗θ
0
+ Γ∗D−2
Γ∗
θ
0
+ θ∗
0
D−2
Γ∗
Γ = 0.
Therefore
X = D−2
Γ
+ θ∗
0
ΓD−2
Γ
Γ∗θ
0
− θ∗
0
D−2
Γ∗
θ
0
− Γ∗D−2
Γ∗
Γ
= D−2
Γ
+ θ∗
0
D−2
Γ∗
ΓΓ∗θ
0
− θ∗
0
D−2
Γ∗
θ
0
−D−2
Γ
Γ∗Γ
= D−2
Γ
(I− Γ∗Γ) + θ∗
0
D−2
Γ
(Γ∗Γ− I)θ
0
= I− θ∗
0
θ
0
= ∆
0
.
Thus we get that ∆
Γ
= A∗∆
0
A, which is exactly the conclusion of the theorem. 
5.3. Multiplicity of the absolutely continuous spectrum. It is well-known that
the Sz.-Nagy–Foias¸ model space reduces to the familiar one-story setting with Kθ =
H2(D∗) ⊖ θH
2(D) when θ is inner. Indeed, for inner θ the non-tangential boundary
values of the defect ∆(ξ) = (I− θ∗(ξ)θ(ξ))1/2 = 0 Lebesgue a.e. ξ ∈ T. So, the second
component of the Sz.-Nagy–Foias¸ model space collapses completely.
Here we provide a finer result that reveals the matrix-valued weight function and
the multiplicity of U ’s absolutely continuous part.
Before we formulate the statement, we recall some terminology. First, we Lebesgue
decompose the (scalar) measure dµ = dµac + dµsing. The absolutely continuous part
of U is unitarily equivalent to the multiplication by the independent variable ξ on the
von Neumann direct integral Hac =
∫ ⊕
T E(ξ)dµac(ξ). Note that the dimension of E(ξ)
is the multiplicity function of the spectrum.
Let w denote the density of the absolutely continuous part of µ, i.e. dµac(ξ) =
w(ξ)dm(ξ). Then the matrix-valued function ξ 7→ B∗(ξ)B(ξ)w(ξ) is the absolutely
continuous part of the matrix-valued measure B∗Bµ.
Theorem 5.6. The defect function ∆
0
of θ
0
and the absolutely continuous part B∗Bw
of the matrix-valued measure B∗Bµ are related by
(I− θ∗
0
(ξ))B∗(ξ)B(ξ)w(ξ)(I− θ
0
(ξ)) = (∆
0
(ξ))2(5.4)
for Lebesgue a.e. ξ ∈ T.
The function I − θ
0
is invertible a.e. on T, so the multiplicity of the absolutely
continuous part of µ is given by
dimE(ξ) = rank(I− θ∗
0
(ξ)θ
0
(ξ)) = rank△
0
(ξ),(5.5)
of course, with respect to Lebesgue a.e. ξ ∈ T.
Combining (5.5) with Theorem 5.5 we obtain:
Corollary 5.7. For Lebesgue a.e. ξ ∈ T we have dimE(ξ) = rank△
Γ
(ξ) for all strict
contractions Γ.
Another immediate consequence is the following:
Corollary 5.8. Operator U has no absolutely continuous part on a Borel set B ⊂ T
if and only if θ
0
(ξ) (or, equivalently, θ
Γ
(ξ) for all strict contractions Γ) is unitary for
Lebesgue almost every ξ ∈ B.
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This corollary is closely related to the main result of [3, Theorem 3.1]. Interestingly,
it appears that the proof (in [3]) of that result cannot be refined to yield our current
result (Theorem 5.6).
Corollary 5.9. In particular, we confirm that the following are equivalent:
(i) U is purely singular,
(ii) θ
Γ
(ξ) is inner for one (equivalently any) strict contraction Γ,
(iii) ∆
Γ
≡ 0 for one (equivalently any) strict contraction Γ,
(iv) the second story of the Sz.-Nagy–Foias¸ model space collapses (and we are deal-
ing with the model space Kθ
Γ
= H2(Cd)⊖ θ
Γ
H2(Cd) for one (equivalently any)
strict contraction Γ).
Proof of Theorem 5.6. Take Γ ≡ 0. Solving (4.6) for F2 we see
F2(z) = [I+ θ0(z)][I − θ0(z)]
−1.
Let P(B∗Bµ) denote the Poisson extension of the matrix-valued measure B∗Bµ to
the unit disc D. Since F2 = C2B∗Bµ, we can see that P(B∗Bµ) = ReF2 on D, so
P(B∗Bµ) = ReF2 = Re[(I+ θ0)(I− θ0)
−1].
Standard computations yield
P(B∗Bµ) = Re[(I+ θ
0
)(I− θ
0
)−1] =
1
2
[(I+ θ
0
)(I− θ
0
)−1 + (I− θ∗
0
)−1(I+ θ∗
0
)]
=
1
2
(I− θ∗
0
)−1
[
(I− θ∗
0
)(I+ θ
0
) + (I+ θ∗
0
)(I− θ
0
)
]
(I− θ
0
)−1
=
1
2
(I− θ∗
0
)−1[I− θ∗
0
θ
0
](I− θ
0
)−1 = (I− θ∗
0
)−1Re[I− θ∗
0
θ
0
](I− θ
0
)−1
= (I− θ∗
0
)−1[I− θ∗
0
θ
0
](I− θ
0
)−1
on D. Note that for any characteristic function θ and z ∈ D the matrix θ(z) is a strict
contraction, so in our case I− θ
0
is invertible on D, and all computations are justified.
We can rewrite the above identity as
(I− θ
0
)∗P(B∗Bµ)(I− θ
0
) = I− θ∗
0
θ
0
,
and taking the non-tangential boundary values we get (5.4). Here we used the Fatou
Lemma (see e.g. [9, Theorem 3.11.7]) which says that for a complex measure τ the non-
tangential boundary values of its Poisson extension Pτ coincide a.e. with the density
of the absolutely continuous part of τ ; applying this lemma entrywise we get what we
need in the left hand side.
To see that the boundary values of I − θ
0
are invertible a.e. on T we notice that
z 7→ det(I − θ
0
(z)) is a bounded analytic function on D, so its boundary values are
non-zero a.e. on T. 
6. What is wrong with the universal representation formula and
what to do about it?
There are several things that are not completely satisfactory with the universal
representation formula given by Theorem 2.4.
34 CONSTANZE LIAW AND SERGEI TREIL
First of all, it is defined only on functions of form hb, where h ∈ C1 is a scalar function
and b ∈ RanB. Of course, one can than define it on a dense set, for example on the
dense set of linear combinations f =
∑
k hk, bk, where bk are columns of the matrix B,
bk = Bek, and hk ∈ C
1(T). But the use of functions b (or bk) in the representation is
a bit bothersome, especially taking into account that the representation f =
∑
k hkbk
is not always unique. So, it would be a good idea to get rid of the function b.
The second thing is that while the representation formula looks like a singular inte-
gral operator (Cauchy transform), it is not represented as a classical singular integral
operator, so it is not especially clear if the (well developed) theory of such operators
apply in our case. So, we would like to represent the operator in more classical way.
Denoting C1(z) := C∗(z)− zC(z) and using the formal Cauchy-type expression
(TB
∗µf)(z) =
∫
T
1
1− zξ¯
B∗(ξ)f(ξ)dµ(ξ),
we can, performing formal algebraic manipulations, rewrite (2.10) as
(Φ∗hb)(z) = C1(z)(T
B∗µhb)(z) + h(z)[C∗(z)B
∗b− C1(z)(T
B∗µb)(z)], z ∈ T.(6.1)
So, is it possible to turn these formal manipulations into meaningful mathematics?
And the answer is “yes”: the formula (6.1) gives the representation of Φ∗ if one inter-
prets TB
∗µf as the boundary values of the Cauchy Transform C[B∗fµ](z), z /∈ T, see
the definition in the next section.
In the next section (Section 7) we present necessary facts about (vector-valued)
Cauchy transform and its regularization, that will allow us to interpret and justify the
formal expression (6.1). We will complete this justification in Section 8, see (8.12).
This representation is a universal one, meaning that it works in any transcription of
the model, but still involves the function b ∈ RanB.
The function b is kind of eliminated Proposition 8.4 below, and as it is usually
happens in the theory of singular integral operators, the operator Φ∗ splits into the
singular integral part (weighted boundary values of the Cauchy transform) and the
multiplication part. The function b becomes hidden in the multiplication part, and at
the first glance it is not clear why this part is well defined.
Thus the representation given by Proposition 8.4 is still not completely satisfactory
(the price one pays for the universality), but it is a step to obtain a nice representa-
tions for a fixed transcription of a model. Thus we were able to obtain a precise and
unambiguous representation of Φ∗ in the Sz.-Nagy–Foias¸ transcription, see Theorem
8.1 which is the main result of Section 8.
7. Singular integral operators
7.1. Cauchy type integrals. For a finite (signed or even complex-valued) measure ν
on T its Cauchy Transform Cν is defined as
Cν(z) = C[ν](z) =
∫
T
dν(ξ)
1− ξ¯z
, z ∈ C \ T.
It is a classical fact that Cν(z) has non-tangential boundary values as z → z0 ∈ T from
the inside and from the outside of the disc D. So, given a finite positive Borel measure
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µ one can define operators T µ± from L
1(µ;E) to the space of measurable functions on
T as the non-tangential boundary values from inside and outside of the unit disc D,
(T µ+f)(z0) = n.t.- limz→z0
z∈D
C[fµ](z) , (T µ−f)(z0) = n.t.- limz→z0
z /∈D
C[fµ](z) .
One can also define the regularized operators T µr , r ∈ (0,∞)\{1}, and the restriction
of C[fµ] to the circle of radius r,
T µr f(z) = C[fµ](rz).
Everything can be extended to the case of vector and matrix valued measures; there
are some technical details that should be taken care of in the infinite dimensional case,
but in our case everything is finite dimensional (dimE ≤ d <∞), so the generalization
is pretty straightforward.
So, given a (finite, positive) scalar measure µ and a matrix-valued function B∗ (with
entries in L2(µ)) and vector-valued function f ∈ L2(µ;E) we can define TB
∗µ
± f and
TB
∗µ
r f as the non-tangential boundary values and the restriction to the circle of radius
r respectively of the Cauchy transform C[B∗fµ](z). Modulo slight abuse of notation
this notation agrees with the accepted notation for the scalar case.
In what follows the function B∗ will be the function B∗ from Theorem 2.4.
7.2. Uniform boundedness of the boundary Cauchy operator and its regu-
larization. For a finite Borel measure ν on T and n ∈ Z define
Pnν(z) =
{ ∑n
k=0 νˆ(k)z
k n ≥ 0,∑−1
k=n νˆ(k)z
k n < 0;
here νˆ(k) is the Fourier coefficient of ν, νˆ(k) =
∫
T ξ
−kdν(ξ).
Recall that C1(z) := C∗(z)− zC(z) where C∗ and C are from Theorem 2.4.
Recall that if W is a matrix-valued weight (i.e. a function whose values W (ξ) are
positive semidefinite operators on a finite-dimensional space H), then the norm in the
weighted space L2(W ;H) is defined as
‖f‖2
L2(W ;H)
=
∫
T
(W (ξ)f(ξ), f(ξ))
H
dm(ξ).
We are working with the model space Kθ which is a subspace of a weighted space
L2(W ;D∗ ⊕D) (the weight could be trivial, W ≡ I, as in the case of Sz.-Nagy–Foias¸
model).
Define C˜1 :=W
1/2C1. The function C˜
∗
1 C˜1 is a matrix-valued weight, whose values are
operators onD∗⊕D, so we can define the weighted space L
2(C˜∗1 C˜1) = L
2(C˜∗1 C˜1;D∗⊕D).
Note that
‖f‖
L2(C˜∗
1
C˜1)
= ‖C˜1f‖L2(D∗⊕D)
= ‖C1f‖L2(W ;D∗⊕D)
.
Lemma 7.1. The operators PB
∗µ
n : H ⊂ L
2(µ;E)→ L2(C˜∗1 C˜1;D∗ ⊕D) defined by
PB
∗µ
n f := Pn(B
∗fµ), n ∈ Z
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are uniformly in n bounded with norm at most 2, i.e.
‖C˜1Pn(B
∗µf)‖
L2(D∗⊕D)
≤ 2‖f‖
L2(µ;E)
.
Proof. The columns bk of B are in H ⊂ L
2(µ;E), so B∗fµ ∈ L1(µ;D), and therefore
operators PB
∗µ
n are bounded operators H → L
2(D). It follows from Lemma 3.4 that
‖C˜1‖∞ ≤ 2, so operator f 7→ C˜1P
B∗µ
n f are bounded operators H → L
2(D∗⊕D) (notice
that we do not claim the uniform in n bounds here). Therefore, it is sufficient to check
the uniform boundedness on a dense set.
Take f = hb where b ∈ RanB and h ∈ C1(T) is scalar-valued. Then for n ∈ Z we
have by Theorem 2.4
Φ∗f − znΦ∗(ξ¯nf)
= C1(z)
∫
T
h(ξ)− h(z)
1− ξz
B∗bdµ(ξ)− znC1(z)
∫
T
ξ¯nh(ξ)− z¯nh(z)
1− ξz
B∗bdµ(ξ)
= C1(z)
∫
T
1− (ξ¯z)n
1− ξz
B∗hbdµ(ξ)
Expressing 1−(ξ¯z)
n
1−ξz
as a sum of geometric series we get that for f = hb, h ∈ C1(T)
Φ∗f − znΦ∗(ξ¯nf) =
{
C1Pn−1(B
∗fµ), n ≥ 1,
−C1Pn(B
∗fµ), n < 0.
By linearity the above identity holds for a dense set of linear combinations f =
∑
k hkbk,
hk ∈ C
1(T). The operators Φ∗ : H → Kθ ⊂ L2(W ;D∗ ⊕ D) are bounded (unitary)
operators, so the desired estimate holds on the above dense set. 
For a measure ν on T let Trν be the restriction of the Cauchy transform of ν to the
circle of radius r 6= 1,
Trν(z) =
∫
T
dν(ξ)
1− rξ¯z
, z ∈ T.
Define operators TB
∗µ
r on L
2(µ;E) as
TB
∗µ
r f = Tr(B
∗fµ).
The lemma below is an immediate corollary of the above Lemma 7.1.
Lemma 7.2. The operators TB
∗µ
r : H ⊂ L
2(µ;E)→ L2(C˜∗1 C˜1;D∗ ⊕D) are uniformly
in r bounded with norm at most 2, i.e.
‖C˜1T
B∗µ
r f‖L2(D∗⊕D)
≤ 2‖f‖
L2(µ;E)
Proof. The result follows immediately from Lemma 7.1, since the operators TB
∗µ
r can
be represented as averages of operators PB
∗µ
n ,
PB
∗µ
r =

∞∑
n=0
(rn − rn+1)PB
∗µ
n , 0 < r < 1,
∞∑
n=1
(r−n − r−n−1)PB
∗µ
−n , r > 1.
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
Using uniform boundedness of the operators C˜1T
B∗µ
r (Lemma 7.2) and existence of
non-tangential boundary values TB
∗µ
± f we can get the convergence of operators C˜1T
B∗µ
r
in the weak operator topology.
Proposition 7.3. The operators C˜1T
B∗µ
± : H ⊂ L
2(µ;E) → L2(W ;D∗ ⊕ D) are
bounded and
C1T
B∗µ
± = w.o.t.- lim
r→1∓
C1T
B∗µ
r .
Proof. We want to show that for any f ∈ H ⊂ L2(µ;E)
C1T
B∗µ
± f = w- lim
r→1∓
C1T
B∗µ
r f,
where the limit is in the weak topology of L2(W ;D∗ ⊕D). This is equivalent to
C˜1T
B∗µ
± f = w- lim
r→1∓
C˜1T
B∗µ
r f,
with the limit being in the weak topology of L2(D∗ ⊕D).
Let us prove this identity for C˜1T
B∗µ
+ f . Assume that for some f ∈ L
2(µ;E)
C˜1T
B∗µ
+ f 6= w- lim
r→1−
C˜1T
B∗µ
r f.
Then for some h ∈ L2(D∗ ⊕D)(
C˜1T
B∗µ
r f, h
)
L2(D∗⊕D)
9
(
C˜1T
B∗µ
+ f, h
)
L2(D∗⊕D)
as r → 1−,(7.1)
so there exists a sequence rk ր 1 such that
lim
k→∞
(
C˜1T
B∗µ
rk
f, h
)
L2(D∗⊕D)
6=
(
C˜1T
B∗µ
+ f, h
)
L2(D∗⊕D)
;
note that taking a subsequence we can assume without loss of generality that the limit
in the left hand side exists.
Taking a subsequence again, we can assume without loss of generality that
C˜1T
B∗µ
rk
f → g the weak topology, and (7.1) implies that g 6= C˜1T
B∗µ
+ f .
The existence of non-tangential boundary values and the definition of TB
∗µ
+ implies
that C˜1T
B∗µ
rk
f → C˜1T
B∗µ
+ f a.e. on T. But as [6, Lemma 3.3] asserts, if fn → f a.e. and
fn → g in the weak topology of L
2, then f = g, so we arrived at a contradiction.
Note, that in [6, Lemma 3.3] everything was stated for scalar functions, but applying
this scalar lemma componentwise we immediately get the same result for L2(µ;E) with
values in a separable Hilbert space. 
8. Adjoint Clark operator in Sz.-Nagy–Foias¸ transcription
The main result of this section is Theorem 8.1 below, giving a formula for the adjoint
Clark operator Φ∗.
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Denote by F the Cauchy transform of the matrix-valued measure B∗Bµ,
F (z) = C[B∗Bµ](z) =
∫
T
1
1− zξ
B∗(ξ)B(ξ)dµ(ξ), z ∈ D,(8.1)
and let us use the same symbol for its non-tangential boundary values, which exist
a.e. on T. Using the operator TB
∗µ
+ introduced in the previous section, we give the
following formula for Φ∗.
Theorem 8.1. The adjoint Clark operator in Sz.-Nagy–Foias¸ transcription reduces to
Φ∗f =
(
0
Ψ2
)
f +
(
(I+ θ
Γ
Γ∗)D−1
Γ∗
F−1
∆
Γ
D−1
Γ
(Γ∗ − I)
)
TB
∗µ
+ f, f ∈ H,(8.2)
with Ψ2(z) = Ψ˜2(z)R(z), where
Ψ˜2(z) = ∆ΓD
−1
Γ
(Γ∗ + (I− Γ∗)F (z))(8.3)
= ∆
Γ
D−1
Γ
(I− Γ∗θ
0
(z))F (z) a.e. on T,
and R is a measurable right inverse for the matrix-valued function B.
Remark. When d = 1, this result reduces to [5, Equation (4.5)].
Remark 8.2. As one should expect, the matrix-valued function Ψ2 does not depend on
the choice of the right inverse R. To prove this it is sufficient to show that kerB(z) ⊂
ker Ψ˜2(z) a.e., which follows from the proposition below.
Proposition 8.3. For Ψ˜2 defined above in (8.16) and w being the density of µac we
have
Ψ˜2(ξ)
∗Ψ˜2(ξ) = F (ξ)
∗∆
0
(ξ)2F (ξ) = B(ξ)∗B(ξ)w(ξ) µac-a.e.,(8.4)
and so
Ψ2(ξ)
∗Ψ2(ξ) = w(ξ)IE(ξ) µac-a.e.(8.5)
Proof. Since Ψ2 = Ψ˜2R, (8.5) follows immediately from (8.4).
To prove (8.4), consider first the case Γ = 0. In this case Ψ˜ = ∆
0
F , so
Ψ˜∗2Ψ˜2 = F
∗∆2
0
F = (I− θ∗
0
)−1∆2
0
(I− θ
0
)−1
= B∗Bw. by (5.4)(8.6)
Consider now the case of general Γ. We get
Ψ˜∗2Ψ˜2 = F
∗(I− θ∗
0
Γ)D−1
Γ
∆2
Γ
D−1
Γ
(I− Γ∗θ
0
)F
= F ∗∆2
0
F by Theorem 5.5
= B∗Bw by (8.6).

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8.1. A preliminary formula. We start proving Theorem 8.1 by first proving this
preliminary result, that holds for any transcription of the model. Below the matrix-
valued functions C∗ and C are from Theorem 2.4, and C1(z) := C∗(z)− zC(z).
Proposition 8.4. The adjoint Clark operator represented for f ∈ H ⊂ L2(µ;E) by
(Φ∗f)(z) = C1(z)(T
B∗µ
± f)(z) + Ψ±(z)f(z), z ∈ T,(8.7)
where the matrix-functions Ψ±, Ψ±(z) : E(z) → C2d = D∗ ⊕ D are defined via the
identities
Ψ±(z)b(z) := C∗(z)B
∗b− C1(z)(T
B∗µ
± b)(z), b ∈ RanB;(8.8)
here two choices of sign (the same sign for all terms) gives two different representation
formulas.
Remark. When d = 1 and b ≡ 1 this alternative representation formula reduces to a
formula that occurs in the proof of [5, Theorem 4.7].
Remark. It is clear that relations (8.8) with b = bk, k = 1, 2, . . . , d, completely defines
the matrix-valued function Ψ. However, it is not immediately clear why such function
Ψ exists; the existence of Ψ will be shown in the proof.
Recalling the definition (8.1) of the function F , we can see that Ψ(z)bk(z) can be
given as the (non-tangential) boundary values of the vector-valued function
C∗(z)ek − C1(z)F (z)ek, z ∈ D,(8.9)
where e1, e2, . . . , ed is the standard orthonormal basis in Cd.
Proof of Proposition 8.4. Let us first show the result for functions of the form f = hb ∈
L2(µ;E), where b ∈ RanB and h is a scalar function. We want to show that
(Φ∗hb)(z) = C1(z)(T
B∗µ
± hb)(z) + h(z)ψ
±
b (z), z ∈ T,(8.10)
where
ψ±b (z) := C∗(z)B
∗b− C1(z)(T
B∗µ
± b)(z).
First note that (2.10) implies that for b ∈ RanB
Φ∗b(z) = C∗(z)B
∗b.
Observe that for (scalar) h ∈ C1 we have uniform on z ∈ T convergence as r → 1∓:∫
T
h(ξ)− h(z)
1− rzξ¯
B∗(ξ)b(ξ)dµ(ξ)⇒
∫
T
h(ξ)− h(z)
1− zξ¯
B∗(ξ)b(ξ)dµ(ξ).(8.11)
Multiplying both sides by C1(z) we get in the left hand side exactly C1(z)(T
B∗µ
r hb)(z)−
h(z)C1(z)(T
B∗µ
r b)(z), and in the right hand side the part with the integral in the
representation (2.10).
Recall that the model space K
θΓ
is a subspace of a weighted space L2(W,D∗ ⊕D).
Uniform convergence in (8.11) implies the convergence in L2(D∗ ⊕D), and by Lemma
3.4 the multiplication by C∗ and C1 are bounded operators L
2(D)→ L2(W ;D∗ ⊕D).
Thus (because h is bounded)
hC∗B
∗b+ C1T
B∗µ
r hb− hC1T
B∗µ
r b→ Φ
∗hb
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as r → 1∓ in the norm of L2(W ;D∗⊕D). By Proposition 7.3 the operators C1T
B∗µ
r →
C1T
B∗µ
± in weak operator topology as r → 1
∓, so
Φ∗hb = C1T
B∗µ
± hb+ hC∗B
∗b− hC1T
B∗µ
± b,(8.12)
which immediately implies (8.10). Thus, (8.10) is proved for h ∈ C1(T).
To get (8.12), and so (8.10) for for general h such that hb ∈ L2(µ;E) (recall that b ∈
RanB) we use the standard approximation argument: the operators Φ∗, C1T
B∗µ
± : H →
L2(W ;D∗ ⊕D) are bounded, and therefore for a fixed b ∈ RanB the operators hb 7→
hψ±b (which are defined initially on a submanifold of H consisting of functions of form
hb, h ∈ C1(T)) are bounded (as a difference of two bounded operators). Approximating
in L2(µ;E) the function hb by functions hnb, hn ∈ C
1(T) we get (8.12) and (8.10) for
general h.
Let us now proof existence of Ψ. Consider the (bounded) linear operator Φ∗−C1T
B∗µ.
We know that for f = hb ∈ L2(µ;E) with b ∈ RanB and scalar h
(Φ∗ − C1T
B∗µ
± )hb = hψ
±
b ,
so on functions f = hb the operators Φ∗ − C1T
B∗µ
± intertwine the multiplication op-
erators Mξ and Mz . Since linear combinations of functions hkbk are dense in H, we
conclude that the operators Φ∗−C1T
B∗µ
± intertwine Mξ and Mz on all H, and so these
operators are the multiplications by some matrix functions Ψ±.
Using (8.12) with h = 1 we can see that
Ψ±b = Φ
∗b− C1T
B∗µ
± b = C∗B
∗b− C1T
B∗µ
± b,
so Ψ± are defined exactly as stated in the proposition. 
8.2. Some calculations. Let us start with writing more detailed formulas for the
matrix functions C∗ and C1 from Proposition 8.4.
Lemma 8.5. We have
C∗(z) =
(
I+ θ
Γ
(z)Γ∗
∆
Γ
(z)Γ∗
)
D−1
Γ∗
, C1(z) =
(
I
0
)
D−1
Γ∗
(I− Γ) +
(
θ
Γ
(z)
∆
Γ
(z)
)
D−1
Γ
(Γ∗ − I).
Proof. The formula for C∗(z) is just (3.21) and the identity θΓ(0) = −Γ. Similarly,
equation (3.22) gives us
C(z) =
(
z−1(θ
Γ
(z) + Γ)
z−1∆
Γ
(z)
)
D−1
Γ
.
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Substituting these expressions into C1(z) = C∗(z) − zC(z) and applying the commu-
tation relations from Lemma 5.4 we see
C1(z) =
(
D−1
Γ∗
+ θ
Γ
Γ∗D−1
Γ∗
− θ
Γ
D−1
Γ
− ΓD−1
Γ
∆
Γ
Γ∗D−1
Γ∗
−∆
Γ
D−1
Γ
)
=
(
D−1
Γ∗
+ θ
Γ
D−1
Γ
Γ∗ − θ
Γ
D−1
Γ
−D−1
Γ∗
Γ
∆
Γ
D−1
Γ
Γ∗ −∆
Γ
D−1
Γ
)
=
(
D−1
Γ∗
(I− Γ) + θ
Γ
D−1
Γ
(Γ∗ − I)
∆
Γ
D−1
Γ
(Γ∗ − I)
)
=
(
I
0
)
D−1
Γ∗
(I− Γ) +
(
θ
Γ
∆
Γ
)
D−1
Γ
(Γ∗ − I),
and the second statement in the lemma is verified. 
Recall that F (z), z ∈ D is the matrix-valued Cauchy transform of the measure B∗Bµ,
see (8.1), and that for z ∈ T the symbol F (z) denotes the non-tangential boundary
values of F . We need the following simple relations between F and θ
0
.
Lemma 8.6. For all z ∈ D and a.e. on T
F (z) = (I− θ
0
(z))−1;
note that for all z ∈ D the matrix θ
0
(z) is a strict contraction, so I−θ
0
(z) is invertible.
Proof. Recall that the function F1 was defined by F1(z) = C1[B
∗Bµ](z). Since F (z) =
I+ F1(z), we get from (4.5) that
θ
0
(z) = F1(z)(I + F1(z))
−1 =
(
F (z)− I
)
F (z)−1.
Solving for F we get the conclusion of the lemma. 
8.3. Proof of Theorem 8.1. Let us first prove the second identity in (8.3). Using
the identity F = (I− θ
0
)−1 we compute
Γ∗ + (I− Γ∗)F = (Γ∗(I− θ
0
) + I− Γ∗)F = (I− Γ∗θ
0
)F,
which is exactly what we need.
Let us now prove that Ψ from Proposition 8.4 if given by Ψ =
(
0
Ψ2
)
with Ψ2 defined
above in Theorem 8.1. Since R(z)bk(z) = ek, it is sufficient to show that Ψ =
(
0
Ψ2
)
and that
Ψ2(z)bk(z) = ∆ΓD
−1
Γ
(Γ∗ + (I− Γ∗)F (z))ek, k = 1, 2, . . . , d.(8.13)
Using the formulas for C∗ and C1 provided in Lemma 8.5 we get from (8.9)
Ψ(z)bk(z) = C∗(z)ek − C1(z)F (z)ek
=
(
(I+ θ
Γ
Γ∗)D−1
Γ∗
− [D−1
Γ∗
(I− Γ) + θ
Γ
D−1
Γ
(Γ∗ − I)]F
∆
Γ
Γ∗D−1
Γ∗
−∆
Γ
D−1
Γ
(Γ∗ − I)F
)
ek.
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Note that it is clear from the representation (8.7) that the top entry of Ψ should
disappear, i.e. that
(I+ θ
Γ
Γ∗)D−1
Γ∗
= [D−1
Γ∗
(I− Γ) + θ
Γ
D−1
Γ
(Γ∗ − I)]F.(8.14)
Indeed, by the definition of K
θ
in the Sz.-Nagy–Foias¸ transcription the top entry of
Φ∗f belongs to H2(D∗). One can see from Lemma 8.5, for example, that the top entry
of C1 belongs to matrix-valued H
∞, so the top entry of C1T
B∗µ
+ f is also in H
2(D∗).
Therefore the top entry of Ψf must be in H2(D∗) for all f . But that is impossible,
because f can be any function in L2(µ;E).
For a reader that is not comfortable with such “soft” reasoning, we present a “hard”
computational proof of (8.14). This computation also helps to assure the reader that
the previous computations were correct.
To do the computation, consider the term in the square brackets in the right hand
side of (8.14). Using the commutation relations from Lemma 5.4 in the second equality,
we get
D−1
Γ∗
(I− Γ) + θ
Γ
D−1
Γ
(Γ∗ − I) = D−1
Γ∗
+ θD−1
Γ
Γ∗ − θD−1
Γ
−D−1
Γ∗
Γ
= D−1
Γ∗
+ θΓ∗D−1
Γ∗
− θD−1
Γ
− ΓD−1
Γ
= (I+ θ
Γ
Γ∗)D−1
Γ∗
{I−D
Γ∗
(I+ θ
Γ
Γ∗)−1(θ
Γ
+ Γ)D−1
Γ
}
= (I+ θ
Γ
Γ∗)D−1
Γ∗
{I− θ
0
};
the last equality holds by Theorem 5.2.
By Lemma 8.6 we have I− θ
0
= F−1, so we have for the term in the square brackets
[D−1
Γ∗
(I− Γ) + θ
Γ
D−1
Γ
(Γ∗ − I)] = (I+ θ
Γ
Γ∗)D−1
Γ∗
F−1,
which proves (8.14).
To deal with the bottom entry of Ψ we use the commutation relations from Lemma
5.4,
∆
Γ
Γ∗D−1
Γ∗
−∆
Γ
D−1
Γ
(Γ∗ − I)F = ∆
Γ
D−1
Γ
Γ∗ −∆
Γ
D−1
Γ
Γ∗F +∆
Γ
D−1
Γ
F
= ∆
Γ
D−1
Γ
(Γ∗ + (I− Γ∗)F ) ,
which gives the desired formula (8.13) for Ψ2.
Finally, let us deal with the second term in the right had side of (8.2). We know
from Proposition 8.4 that the term in front of TB
∗µ
+ f is given by C1. From Lemma 8.5
we get
C1 =
(
D−1
Γ∗
(I− Γ) + θ
Γ
D−1
Γ
(Γ∗ − I)
∆
Γ
D−1
Γ
(Γ∗ − I)
)
.
But the top entry of C1 here is the expression in brackets in the right hand side of
(8.14), so it is equal to (I+ θ
Γ
Γ∗)D−1
Γ∗
F−1. Therefore
C1 =
(
(I+ θ
Γ
Γ∗)D−1
Γ∗
F−1
∆
Γ
D−1
Γ
(Γ∗ − I)
)
,
which is exactly what we have in (8.2). 
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8.4. Representation of Φ∗ using matrix-valued measures. The above Theorem
8.1 is more transparent if we represent the direct integral H as the weighted L2 space
with a matrix-valued measure.
Namely, consider the weighted space L2(B∗Bµ)
‖f‖2
L2(B∗Bµ)
=
∫
T
(
B(ξ)∗B(ξ)f(ξ), f(ξ)
)
Cd
dµ(ξ) =
∫
T
‖B(ξ)f(ξ)‖2
Cd
dµ(ξ)
(of course one needs to take the quotient space over the set of function with norm 0).
Then for all scalar functions ϕk we have∥∥∥∥ d∑
k=1
ϕkek
∥∥∥∥
L2(B∗Bµ)
=
∥∥∥∥ d∑
k=1
ϕkbk
∥∥∥∥
L2
;
recall that e1, e2, . . . , ed is the standard basis in Cd and bk(ξ) = B(ξ)ek. Then the map
U
U
( d∑
k=1
ϕkek
)
=
d∑
k=1
ϕkbk, or, equivalently Uf = Bf,
defines a unitary operator from L2(B∗Bµ) to H.
The inverse operator U∗ is given by U∗f(ξ) = R(ξ)f(ξ), where, recall, R is a mea-
surable pointwise right inverse of B, B(ξ)R(ξ) = I
E(ξ)
µ-a.e.
We denote by Φ˜ := U∗Φ, so Φ˜∗ = Φ∗U , and by TB
∗Bµ
+ f the non-tangential boundary
values of the Cauchy integral C[B∗Bfµ](z), z ∈ D. Substituting f = Bg into (8.2) we
can restate Theorem 8.1 as follows.
Theorem 8.7. The adjoint Clark operator Φ˜∗ : L2(B∗Bµ) → Kθ in Sz.-Nagy–Foias¸
transcription is given by
Φ˜∗g =
(
0
Ψ˜2
)
g +
(
(I+ θ
Γ
Γ∗)D−1
Γ∗
F−1
∆
Γ
D−1
Γ
(Γ∗ − I)
)
TB
∗Bµ
+ g, g ∈ L
2(B∗Bµ),(8.15)
where the matrix-valued function Ψ˜2(z) is defined as
Ψ˜2(z) = ∆ΓD
−1
Γ
(Γ∗ + (I− Γ∗)F (z)).(8.16)
8.5. A generalization of the normalized Cauchy transform. Consider the case
when the unitary operator U has purely singular spectrum. By virtue of Corollary
5.9, the second component of the Sz.-Nagy–Foias¸ model space collapses, i.e. Kθ
Γ
=
H2(Cd)⊖ θ
Γ
H2(Cd) for all strict contractions Γ.
The representation formula (8.2) then reduces to a generalization of the well-studied
normalized Cauchy transform.
Corollary 8.8. If θ = θ
0
is inner, then
(Φ∗f)(z) = (I− θ(z))(TB
∗µ
+ f)(z) = (F (z))
−1(TB
∗µ
+ f)(z)
for z ∈ D, f ∈ L2(µ;E).
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The first equation was also obtained in [4, Theorem 1].
Here we used Γ = 0 only for simplicity. With the linear fractional relation (5.2), it
is not hard to write the result in terms of θ
Γ
for any strict contraction Γ.
Proof. Theorem 8.1 for inner θ and Γ = 0 immediately reduces to the first statement.
The equality of the second expression follows immediately from Lemma 8.6. 
9. The Clark operator
Let f ∈ H ⊂ L2(µ;E) and let
Φ∗f = h =
(
h1
h2
)
∈ K
θ
.(9.1)
From the representation (8.15) we get, subtracting from the second component the first
component multiplied by an appropriate matrix-valued function, that
Ψ2f = h2 −∆ΓD
−1
Γ
(Γ∗ − I)FD
Γ∗
(I+ θ
Γ
Γ∗)−1h1.
Right multiplying this identity by Ψ∗2, and using Proposition 8.3 and formulas for Ψ2,
Ψ˜2 from Theorem 8.1, we get an expression for the density of the absolutely continuous
part of µac. Namely, we find that a.e. (with respect to Lebesgue measure on T)
wf = R∗F ∗(I− θ∗
0
Γ)D−1
Γ
∆
Γ
h2(9.2)
− R∗F ∗(I− θ∗
0
Γ)D−1
Γ
∆2
Γ
D−1
Γ
(Γ∗ − I)FD
Γ∗
(I+ θ
Γ
Γ∗)−1h1
= R∗F ∗(I− θ∗
0
Γ)D−1
Γ
∆
Γ
h2
− R∗F ∗∆2
0
(I− Γ∗θ
0
)−1(Γ∗ − I)FD
Γ∗
(I+ θ
Γ
Γ∗)−1h1.
In the case Γ = 0 the above equation simplifies:
wf = R∗F ∗∆
0
h2 +R
∗F ∗∆2
0
Fh1(9.3)
= R∗F∆
0
h2 + wBh1;
in the second equality we use (8.4).
The above formulas (9.2), (9.3) determine the absolutely continuous part of f .
The singular part of f was in essence computed in [4]. Formally it was computed
there only for inner functions θ, but using the ideas and results from [4] it is easy to
get the general case from our Theorem 8.1.
For the convenience of the reader, we give a self-contained presentation.
Lemma 9.1. Let f ∈ L2(T, µ;Cd). Then µs-a.e. the nontagential boundary values of
C[fµ](z)/C[µ](z), z ∈ D exist and equal f(ξ), ξ ∈ T.
This lemma was proved in [4] even for a more general case of f ∈ L2(µ;E), where E
is a separable Hilbert space. Note that our case E = Cd follows trivially by applying
the corresponding scalar result (E = C) proved in [12] to entries of the vector f .
Applying the above Lemma to the representation giving by the first coordinate of
(8.2) from Theorem 8.1 we get that for f and h related by (9.1) we have
B∗f =
1
C[µ]
FD
Γ∗
(I+ θ
Γ
Γ∗)−1h1 µs-a.e.
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Left multiplying this identity by R∗ we get that
Φh = f =
1
C[µ]
R∗FD
Γ∗
(I+ θ
Γ
Γ∗)−1h1 µs-a.e.(9.4)
Summarizing, we get the following theorem, describing the direct Clark operator Φ.
Theorem 9.2. If Φ∗f = h as in (9.1), so f = Φh, then the absolutely continuous part
of f is given by (9.2) and the singular part of f is given by (9.4).
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