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Computer numerical control (CNC) machines are now widely used in the man-
ufacturing industry. To achieve high precision machining, the motions of the
axes of these machine tools need to be controlled precisely so that they follow
a desired path, or contour, accurately. Contouring accuracy in terms of contour
error has been, and continues to be, a big concern in the design and control of
continuous-path CNC machines.
Several approaches are explored and developed in this thesis to control the con-
tour errors of CNC machines. The relation between servo control frequency and
contour error is ﬁrst studied in a bi-axis CNC machine. The objective is to deter-
mine the eﬀect of servo control sampling frequency on the contouring accuracy
thereby allowing a proper selection of this frequency depending upon the accuracy
required. The results show that while the servo control sampling frequency aﬀects
contouring errors these are not signiﬁcant except when very high accuracies, in
the sub-micron range, are required.
The model-based Taylor series expansion error compensation (TSEEC) method,
which is capable of eliminating contour errors when used with a perfect dynamic
model of the machine, is extended to a generalized TSEEC or GTSEEC. GTSEEC
is applicable to any contour, including free-form contours, and thus removes the
viii
limitation of TSEEC’s applicability to only linear and circular contours. Simula-
tion results show that, with perfect knowledge of the axial dynamics, GTSEEC
can perfectly eliminate the contour errors for any contour. Experiments on a small
computer-controlled machine also showed the excellent performance of GTSEEC
in reducing contour errors, with performance better than the Zero Phase Error
Tracking Controller (ZPETC) or the Cross-Coupled Controller.
A generalized cross-coupled control (GCCC) approach is also proposed which
can be applied for any free-form contour. For the linear, circular and parabolic
contours that CCC can also be applied to, GCCC achieved the same level of
performance, which is better than that achieved with ZPETC. In addition, GCCC
achieved similar levels of contour error reductions for free-form contours. Without
the need for a knowledge of the mathematical expressions deﬁning the contours,
GCCC can be used on contours deﬁned by the series of reference input axial
positions which are available for all CNC systems.
Finally, a NARX (nonlinear autoregressive network with exogenous inputs) based
contour error reduction (NCER) approach is developed and evaluated for reduc-
ing contour errors. This approach can be used for systems where the dynamic
models of the systems are either not accurately known or when they change dur-
ing machine operation. In this approach, NARX networks are ﬁrst trained, using
experimentally obtained input-output data, to model the system. The trained
NARX networks are then used to predict the outputs in the next time instant
for the X-axis and the Y-axis respectively. Based on the predicted contour error
in the next time instant, compensation terms are added to the reference position
inputs to correct for this error. Experiments conducted show the eﬀectiveness of
the proposed method which performed better than ZPETC.
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Δrx,Δry correction to reference input of X, Y axis
rˆx, rˆy the reference input based on the predicted contour errors
xˆ, yˆ predicted output
ω angular velocity
φ the angle of the arc made by the desired reference position
τ time constant of axial dynamics
θ inclination angle with respect to X-axis
ε contour error
ε∗ contour error without compensation
εx, εy the components of the contour error
Cx, Cy cross-coupled gain of X, Y axis
CEEBNI contour error estimation based on NURBS interpolation
Ex, Ey tracking error of X, Y axis
xv
f feedrate
GCCC generalized cross-coupled control
GTSEEC generalized Taylor series expansion error compensation
IAE integrated absolute error
ISE integrated square error
Kp proportional gain in position loop
Kx, Ky gain constant of dynamic model in X , Y axis
Ni,p(u) the p
th-degree B-spline basis function




y reference (uncompensated) input to X, Y axis
rx, ry actual (compensated) input to X , Y axis
rxd, ryd the reference input based on the desired contour
T sampling interval
x, y the actual output of the system
1Chapter 1
Introduction
Computer Numerical Control (CNC) is the control of a machine tool using coded
numbers and letters. It is a system in which programmed numerical values are
directly inserted and stored on some forms of input medium, and automatically
read and decoded to cause a corresponding movement in the machine which is
being controlled. With the advent of aﬀordable and powerful computers, CNC is
the natural development of the older Numerical Control (NC) which uses hard-
wired controllers. With present-day highly powerful, compact and reliable pro-
cessors, CNC machines can greatly improve productivity and reliability. On a
CNC, or NC, machine it is possible to make hundreds, and perhaps even thou-
sands, of the same item in a day. CNC also lends itself to easy integration with
other computer-based automation throughout the whole production ﬂow. As an
example, a product can now be ﬁrst designed oﬀ-line using a design software.
Once completed, the part description is processed and incorporated into a part
program which is then transmitted via the factory’s communication network to
CNC machines which produce the required part. With the powerful process-
ing capabilities, and low cost, of present-day computers, CNC machines are now
2widely used in the manufacturing industry, especially in precision manufacturing
involving complex parts such as those for aircrafts and automobiles.
There are two types of CNC machines according to the type of machining process
required, namely, point-to-point systems and contouring systems. In point-to-
point systems, only the accuracy of the cutting tool’s ﬁnal positions relative to
the workpiece are important. In contouring systems, on the other hand, the
accuracy of the paths traveled by the cutting tool is important as machining
operations are carried out during motion along the path. Contouring systems,
thus, require the simultaneous and accurate control of all the moving axes.
Contouring accuracy in terms of contour error is a major concern for the designer
and end-user of continuous-path CNC machines. This error determines how far
the actual tool path deviates from the desired one. With increasing demands for
higher accuracy of machined parts, various studies have been done to determine
the factors contributing to contouring errors and how the errors can be reduced.
Factors contributing to contouring errors can broadly be classiﬁed as quasi-static
or dynamic [44]. In the ﬁrst category are the geometrical inaccuracies in the
machine tool structure including straightness and alignment of sliding surfaces,
inaccuracies in the position feedback transducers, deﬂections of the machine tool
structure under load and deformations due to thermal expansion. Such quasi-
static sources of errors are usually taken care of by accurately building error maps
and using these to compensate for the errors. Geometrical errors, for example,
are commonly and readily taken care of by having error compensation look-up
tables which are used to adjust, or compensate for, the measurements read from
the position transducers so that, after compensation, these give accurate readings
of the actual machine positions. Similarly, errors caused by load defections and
3thermal expansion can be compensated for by building an error map but these
will require incorporating load and thermal sensors at suitable positions in the
machine tool.
Two main causes of dynamic errors are the vibration and deﬂection which arise
during machining and the errors resulting from imperfections in the position
feedback control systems controlling the machine axes resulting in non-zero axial
tracking errors. In this thesis, the focus is on reducing contouring errors which are
caused by these non-zero tracking errors. Much work has been done to improve
accuracies in machine tools. These previous works have helped in developing
greater understanding and have led to improved machine accuracies. The need
to extract even higher contouring accuracies, perhaps from lower-cost and less
solidly build machines, and for free-form contours, motivates the work described
here in this thesis.
The subsequent sections provide a background of CNC machines tools, further
exploration of the contour error and the factors which aﬀect this. A more detailed
discussion of the methods of controlling contour errors and on-going research will
be presented in Chapter 2.
1.1 An introduction to CNC machine tools
Controlling a machine tool by means of a prepared program is known as numerical
control (NC). NC is the technique of giving instructions to a machine in the form
of codes which consists of numbers, letters of the alphabet, punctuation marks
and certain other symbols. The ﬁrst reported NC milling machine was developed
by the Servomechanism Laboratory in the Massachusetts Institute of Technology
4in 1952 [45].
Modern manufacturing systems and industrial robots are advanced automation
systems that utilize computers as an integral part of their control. A computer is
now a vital part of automation. Computer numerical control (CNC) is an exten-
sion of NC leveraging on the rapidly developing computer technologies. While
NC systems were built with electronic and electrical discrete hardware based
on digital circuit technology, CNC systems employ a minicomputer or micro-
computer and a minimum set of hardware circuits to control a machine tool.
The software-based CNC systems bring with them greater ﬂexibilities. With in-
creasingly powerful and fast computers, control strategies which require intensive
computing power are now made possible in CNC machines.
There are diﬀerent ways in which CNC systems can be classiﬁed. According to
the type of control loops, there are open-loop, semi-closed loop and closed-loop
CNC systems. According to the type of motion, which is of signiﬁcance to a
manufacturing process, there are point-to-point and contouring (or continuous
path) CNC systems.
In point-to-point (PTP) systems, only the accuracy of positioning of the tool,
relative to the workpiece, at the end of a motion is important. The path of motion
is not important as long as there is no collision and the motion is completed
in good time. At the end of each motion, the tool performs its required task
after which the next motion begins and the cycle repeats until all machining is
completed. An example of a PTP system is a CNC drilling machine.
In this thesis, we will only be concerned with closed-loop contouring type of CNC
machines. In contouring systems, the diﬀerent axes of the machine tool needs to
5be accurately and simultaneously controlled as the accuracy of the path traveled
by the tool is important. Machining as the tool travels along this path is required.
For contouring systems, when the tool is controlled to follow the desired path,
only spatial, and not temporal, accuracy is important. By this, it is meant that
the time lag, which is usually less than a ms, along the path between the actual
position of the tool and its desired position at any instant of time is not of any
signiﬁcance as long as the tool moves accurately along the path. As long as the
machining is done accurately, what does it matter if this is completed later by a
ms or so?
A typical closed-loop position control system for one axis of a CNC machine is
shown in Fig. 1.1. Shown in the ﬁgure is an inner velocity feedback loop with the
velocity signal provided by the tachogenerator, and an outer position feedback
loop with the signal provided typically by digital encoders. The desired position
of the axis at any instant of time is given by the reference position input to the
system. The controller shown computes the axial position tracking error, which
is the diﬀerence between the reference position input and the actual position as
represented by the feedback position, and generates a control signal to drive the
























Figure 1.1: Closed-loop position control system [32]
machine, there will be a feedback position control system, similar to that shown in
6Fig. 1.1, for each axis of the machine. To generate a desired tool path, or contour,
with a desired feedrate, the positions of all axes of the machine tool along this
desired path at each sampling instant is computed. These are fed to the various
axes of the machine as reference inputs at the correct sampling instances. With
the axial positions controlled to follow the reference inputs, the desired contour,
or tool path, at the desired feedrate will be generated, albeit with some contour
errors.
1.2 Contour error
In a CNC machine, the contour error is a measure of how close the actual tool
path is to the desired tool path. The contour error in a two-dimensional con-
touring system (X-Y feed drive system) is illustrated in Fig. 1.2 in which Point
R represents the desired, or reference, position of the tool along the desired path
at some instant of time. The actual tool position, which lags behind the desired
position, is represented by Point P at the same instant of time. Ex and Ey then
represent the axial tracking errors for the X-axis and the Y-axis respectively. Also
shown is the contour error, ε, at that instant, which is the closest distance of the
tool from the desired path.
Most approaches towards reducing contouring errors resulting from the non-zero
axial tracking errors can be placed into three groups. The ﬁrst group aims at
directly reducing the axial tracking errors by the design of advanced controllers.
With reduced axial tracking errors, the resulting contour errors will also be re-
duced. The second group’s approach aims at adjusting, or matching, the dynam-
ics of the position feedback control systems of the diﬀerent axes such that the
7Figure 1.2: Contour error in machining a contour [30].
individual axial tracking errors cancel each other’s eﬀect out, and thereby reduce,
the contour error. In the third group’s approach, the reference inputs to the ax-
ial position feedback control systems are altered by adding compensation terms
in such a way as to cause the resultant tool path to follow the original desired
path. These compensation terms are determined based on the responses of the
existing axial position control systems which are not altered in any way. For each
of these groups, various strategies or algorithms were used. For easy reference,
the diﬀerent approaches for reducing contour errors are listed in Table 1.1.
1.3 Aim and scope of the thesis
In the previous sections, we have provided an introduction to CNC machines and
errors in the contours generated by these machines. The demand for accuracy has
led to much work which have been done in reducing errors in these machine tool.
These past works have led to a greater understanding and to improved accuracy
8Table 1.1: Methods of controlling contour errors
feedback controller
reducing axial feedforward controller
tracking errors sliding mode controller
compensating the eﬀects of
friction and backlash
coordinating axial matching axial dynamics
tracking errors cross-coupled controller
compensation by repetitive control
reference input adjustment path precompensation
Taylor series expansion error compensation
in the contouring control of these machines.
Still, there is an increasing demand for lower costing but high-performing CNC
machines. With the availability of low-costing but powerful computers, there is a
very strong incentive to explore ways of using these powerful computing devices
to develop intelligent and powerful CNC controllers which can control even not-
so-well built machines to produce highly accurate parts. What is needed is a
better understanding of the sources of errors in these machines, how they aﬀect
machine accuracy and develop strategies to either control or to compensate for
these errors.
There are many sources contributing to contouring errors in CNC machines. In
this thesis, the focus will be on reducing contour errors resulting from imperfect
control or in imperfect coordination of the motions of the machine’s diﬀerent axis.
Other aspects such like contour errors due to thermal expansion and inaccuracies
of transducers are not considered in this thesis.
The speciﬁc objectives of this research are to:
9• investigate the eﬀect the servo control frequency has on contouring errors,
through both simulation and conﬁrmed by experimentation, with the aim of de-
termining the minimum control sampling frequency that will be required for some
speciﬁed contouring accuracy.
• investigate possible approaches which can extend the Taylor series expansion
error compensation method for contour error reduction and remove some of its
limitations.
• investigate possible approaches which can extend the cross-coupled control ap-
proach for contour error reduction for application to any free-form contours and
removing the requirement of the need for a known function of the contour.
• investigate the possible application of neural networks to existing model-based
contour error reduction approaches with a view towards using actual machine
input/output data to train the model.
Making not-so-accurately built CNC machines perform with greater accuracy is
an important area of for the manufacturing industry. It is hope that the work
done here can contribute to a better understanding of errors in CNC machines and




Review of Methodologies in
controlling contour errors
2.1 Introduction
In the previous chapter, a general background of this research was given. In this
chapter, a review of approaches to control contour errors in CNC machines is
presented. Eﬀorts to eliminate contour errors have been made mainly through
(1) reducing axial tracking errors (2) coordinating axial tracking errors and (3)
compensation for the errors by reference input adjustment. In Chapter 1 the
relationship between the tracking error and the contour error was discussed. All
these methods reduce the contour error either directly through reducing the axial
tracking errors or adjusting the tracking errors so that they cancel each other’s
eﬀect on the contour error.
Section 2.2 reviews some approaches towards reducing tracking errors through the
design of more advanced controllers. The discussion includes the use of feedback,
feedforward, sliding mode controllers and compensating for the eﬀects of friction
and backlash. Section 2.3 presents how the tracking errors can be coordinated
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and made to cancel the eﬀect of each other on the contouring error. Section 2.4
introduces the diﬀerent kinds of compensation techniques for reducing contour
errors through reference input adjustments.
2.2 Reducing axial tracking errors
If the axial following, or tracking, errors can be reduced or eliminated, then the
resulting contour errors will similarly be reduced or eliminated.
All the axial controllers in machine tools will have position feedback. Even step-
ping motors, the use of which is sometimes referred to as open-loop control, have
position feedback internal to the motors themselves. Much research eﬀorts have
been made to develop control strategies aimed at improving the tracking accu-
racy of individual axis or reducing the axial tracking errors [22, 23, 30, 54, 56].
Traditional algorithms are based on the feedback principle. In addition, feedfor-
ward control, sliding mode control and others have been developed and used to
improve the tracking performance.
2.2.1 Feedback controllers
Feedback control systems have been used for centuries and are now well-established
and widely used for both industrial and non-industrial applications. With feed-
back, better accuracy of control is achieved and the system is also more robust
to external disturbances and system parameter variations. The most common
feedback controller used in industry, and in CNC machines, is the proportional-
integral-derivative (PID) controller, sometimes referred to as a three-term con-
troller. Fig. 2.1 illustrates the principles of such a controller [6]. Since the early
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simple controllers for linear systems, much advances have been made in the devel-
opment of advanced robust controllers which can be applied to non-linear systems


















Figure 2.1: Feedback controller for a single axis drive system
it is simple to apply and easily understood by most engineers. However, it has its
weaknesses. One of the main problems in its use for contouring applications is the
poor tracking performance, especially at corners and when generating nonlinear
contours [30].
In contouring systems using the simple PID controller in the position feedback
control loop, there are two ways to minimize contour errors. The ﬁrst is track-
ing control which aims at reducing the axial tracking errors by properly tuning
the controller for each axis to give the desired control response and tracking
performance. Tuning the controller involves adjusting the three controller gain
parameters, the Proportional, Integral and Derivative gains. PID tuning is a
diﬃcult problem even though there are only three parameters to be adjusted as
multiple and often conﬂicting objectives, such as short transient response, good
steady-state characteristics and high stability are to be achieved. Some processes,
including the drive systems in CNC machines, exhibit some degree of non-linearity
such that gain settings which work well under some operating conditions may not
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work so well at others. While various methods have been developed to aid in PID
tuning, much also depend on the experience of the tuner [39].
The second way of reducing contouring errors when PID controllers are used
is based on contouring control. Here, the focus is on properly matching the
dynamics of diﬀerent axes so that the axial tracking errors cancels each other’s
eﬀect on the contour error.
The simplest feedback controller is the Proportional, or P, controller which “gives
reasonable contour errors” [30]. Integral control action contributes towards elim-
inating steady-state errors and, particularly for point-to-point systems, works
very well in achieving ﬁnal positioning accuracy. As compared with the simple
P controller, the inclusion of integral control action increases the order, and thus
the complexity, of the axial dynamics which makes matching axial dynamics more
diﬃcult [55, 63, 70]. A detailed discussion on reducing contouring errors through
matching of axial dynamics is provided in Section 2.3.
2.2.2 Feedforward controllers
Feedforward control can help to reduce the tracking errors in the individual axial
control loops. The two principal types of feedforward controllers are shown in
Fig. 2.2 [30]. In Fig. 2.2(a), the objective is to implement G−10 (z) in the feedfor-
ward controller as closely as possible to the inverse of the transfer function of the
feedback loop, G(z). If G−10 (z) is a perfect inverse of G(z), then G
−1
0 (z)G(z) = 1
and perfect tracking control will be achieved with the the actual output position
equal to the reference, or desired, position input at all times. For the control
structure shown in Fig. 2.2(b), it can be shown that if D−10 (z) is a perfect inverse
of D(z) such that D−10 (z)D(z) = 1 then the same perfect tracking control will
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Figure 2.2: Two principal types of feedforward controllers
also be achieved.
This approach appears intuitive, simple and straightforward. However, the im-
plementation of the inverse, G−10 (z) or D
−1
0 (z) whichever the case may be, often
result in excessively high control signals which cannot be achieved in practical
systems due to saturation eﬀects. Furthermore, if G−10 (z) or D
−1
0 (z) includes
unstable poles, the original structure of feedforward controllers cannot be imple-
mented and needs to be changed.
To solve this problem, a signiﬁcant contribution was made by Tomizuka, who
proposed a zero phase error tracking controller (ZPETC) [54] in which structure
of the feedforward controller was modiﬁed as shown in Fig. 2.3. ZPETC is still
based on pole/zero cancellation but for uncancellable zeros, which include zeros
outside the unit circle, this controller cancels the phase shift induced by them.
The phase cancellation assures that the frequency response between the desired
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output and the actual output exhibits zero phase shift at all frequencies. In other
words, ZPETC can achieve zero phase lag and unity DC gain for the reference
inputs. Following ZPETC, some variations of ZPETC have been made to achieve























Figure 2.3: Zero phase error tracking control system [54].
Although feedforward controllers can signiﬁcantly reduce tracking errors, they
have their limitations. A major drawback is that they require precise knowledge
of the dynamic model of system under control. Any modeling error can signiﬁ-
cantly deteriorate their performance. Another drawback of ZPETC, as with other
feedforward controllers, is that the inverse transfer function may cause large con-
trol signals which are not practical given due to physical system limitations. For
CNC machines, these limitations mainly include the limitation of the permissi-
ble maximum output of the digital-to-analog converter and the maximum torque
deliverable by the drive motors.
2.2.3 Sliding mode controllers
Sliding mode controllers (SMC) focus on making the control system robust against
uncertainties in the drive parameters, maximizing the bandwidth within the phys-
ical limitations of the system, and compensating for external disturbances. By
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driving the system dynamics onto a predeﬁned sliding surface, the system dy-
namics is forced to behave in a desired way. By using this approach, researchers
have utilized SMC to improve the contouring accuracy of CNC machines.
Altintas et al. [2] presented an adaptive sliding mode control for the control of
high speed feed drives and showed that the sliding mode controller has practi-
cal advantages in rapid tuning and implementation, although a smooth refer-
ence input trajectory is required. Chen et al. [11] proposed two integral sliding
mode controllers based on diﬀerent characteristics of the dynamics of the model.
Compared with conventional SMC, the introduction of integral action eliminated
actuator chattering. An integral sliding mode controller (ISMC) based on input-
output models was also proposed by Xi et al. for improving contouring accuracy
in CNC machines [61]. As a reﬁnement for a two-degree-of-freedom (RST) con-
troller, the robustness of ISMC is improved by a disturbance estimation, which
results in an equivalent control.
2.2.4 Compensating the eﬀects of friction and backlash
Nonlinearities present in the axial dynamics, particularly Coulomb friction and
backlash, are diﬃcult problems to overcome. Before the availability of powerful
computers which can be used in the CNC controllers, the solution to reduce the
eﬀects of such non-linearities is to use precision build, but expensive, machine
elements in order to reduce stiction and backlash, e.g. with the use of precision-
ground preloaded ball screws and precision-lapped slideways.
Friction, especially static friction, and backlash can cause signiﬁcant contour
errors when any one of the axes of motion changes its direction of motion. Friction
between sliding surfaces in a machine tool is a very complicated phenomenon
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involving static, Coulomb and viscous friction and generally can be considered to
have a presliding and a sliding region [5].
Contour errors due to backlash occur when the direction of motion in any of the
axes is reversed. Tarng et al. [52] proposed a compensation strategy based on
a simulated annealing optimization algorithm. Test results on circular contours
conﬁrmed the eﬀectiveness of the proposed approach in reducing backlash errors
for such contours.
Making use of simple static friction models and the recently developed generalized
Maxwell-slip friction model, Jamaludin et al. [27] combined the friction model-
based feedforward control with a disturbance observer. This approach was shown
to yield very small quadrant glitches.
Wahyudi et al. [58] developed an AI-based friction model using multilayer feed-
forward neural networks (MFN). The MFN-based friction model was used to
estimate the friction characteristic of the object so that its eﬀect can be reduced
or canceled. Experimental results showed that the MFN-based friction model is
eﬀective in compensating for the friction eﬀect.
Wang et al. [60] proposed a control strategy combining a state observer and
a sliding-mode controller with a cross-coupled controller. A sliding-mode state
observer was implemented to estimate the state of the friction. Based on this
estimate, the sliding-mode controller was designed to compensate the eﬀect of
friction that act on the XY table, and reduce the tracking error. The simulation
results showed that the proposed control method can achieve high contouring
accuracy in the presence of friction.
Xi et al. [64] proposed a two-stage static friction, or stiction, compensation
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scheme based on estimating the following error to compensate for static friction
during the transition from the presliding regime to the sliding regime when axial
motion reverses direction. Using values of the axial velocities and knowledge
of the friction phenomenon, they computed compensation signals which were
then added to the axial loop control signals. Experimental results showed that
this scheme can eﬀectively improve the circular contouring accuracy at quadrant
positions without complicated modeling.
2.3 Coordinating axial tracking errors
The aforementioned approaches all focus on reducing the tracking errors of the
individual axes and, through this, improves contouring accuracy. These con-
trollers, which consider the performance of each axis separately during contour
following tasks, do not take advantage of the fact that the tracking errors on the
individual axes can be coordinated and made to cancel out each other’s eﬀect on
the contour error.
The way axial tracking errors can cancel each other’s eﬀect on the contour error
is illustrated in Fig. 2.4. Shown in the ﬁgure is the desired contour to be followed
by the tool with the reference input position, representing the desired position of
the tool, at some instant of time at Point P ∗. Consider the machine operating
under two diﬀerent control strategies, S1 and S2. Assume that when operating
under control strategies S1 and S2, the actual position of the tool is at points P
and P ′ respectively at the same instant of time when the reference input position
is at Point P ∗. From the ﬁgure, it can be clearly seen that, although the tracking
errors Ex and Ey using control strategy S1 is larger than the corresponding values
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E ′x and E
′
y when using control strategy S2, the contour error ε at Point P under
control strategy S1 is actually smaller that the corresponding contour error ε′
under control strategy S2. In fact, for both cases, if the the controller for the
Y-axis remains unchanged, relaxing the control on the X-axis and allowing the
tracking errors Ex and E
′
x to be larger would reduce the contour errors ε and ε
′
respectively. With suitable larger values for Ex and E
′
x, the contour errors ε and
ε′ can even be reduced to zero. Thus, even with signiﬁcant axial tracking errors,
if the axial control dynamics of the axes can be properly matched such that the
axial tracking errors are appropriately coordinated and cancel each other’s eﬀect
on the contour error, the contour error can be reduced or even eliminated.
Figure 2.4: Axial and contour errors for diﬀerent cutter locations
2.3.1 Matching axial dynamics
In 1972, Poo et al. [43] demonstrated, through analysis and simulation of a two-
axis system with simple proportional controllers, that when the dynamics of the
two axes are perfectly matched, perfect contour following can be achieved along
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Figure 2.5: Axial following errors and contour errors
any straight line trajectory even in the presence of signiﬁcant axial following
errors.
Fig. 2.5 illustrates their concept for a tool made to accelerate along a straight line
contour. Even though the following error on each axis of the machine increases
as the tool accelerates, when the axial dynamics are perfectly matched, these
completely cancel each other’s eﬀect on the contour error and the tool remains
perfectly on the desired straight line path, albeit lagging by a small amount of
time behind the desired reference positions.
They also showed that with perfectly matched axial dynamics, a perfect circle can
also be achieved for circular contours. However, in this case, the actual circular
path taken may have a radial error, with the radius of the actual contour taken
either smaller or larger than the desired value, depending on axial dynamics and
the path velocity. Mismatched axial dynamics will result in an oval or elliptically
shaped actual contour with considerable contour errors.
21
Yeh and Hsu [70] proposed a perfectly matched feedback control (PMFBC) design
for multi-axis motion systems. By applying stable pole-zero cancelation and
including complementary zeros for uncanceled zeros for all axes, they were able
to achieve matched dynamic responses across the whole frequency range for all
axes. However, a major drawback of PMFBC is that it is highly dependent on an
accurate model, which is diﬃcult to achieve in practice. Performance degrades
signiﬁcantly with modeling errors.
In order to overcome this shortcoming, Xi et al. [63] proposed a simple but more
practical approach. They showed that, for contouring accuracy, the matching of
axial loop gains is by far more important than that for other system parameters
such as time constants. Through simulation and experimental studies on a small
2-axis machine, they showed that unmatched control loop gains is the main source
of contour errors. To reduce contour errors due to mismatched dynamics, they
emphasized the importance of keeping axial dynamics simple so that these can
be more easily matched. They advocated the use of the basic proportional, or P,
controller and proposed a simple tuning procedure which can be easily incorpo-
rated into CNC controllers and executed regularly to achieve matched loop gains.
Through actual experiments on a small two-axis machine, they showed that their
proposed approach to gain tuning can almost completely eliminate the contour
errors for linear contours and for circular contours even though there is still a
small residual radial error for circular contours. They also demonstrated that this
residual radial error for circular contours can be readily compensated for if the
axial loop gains, once properly matched, are both adjusted by the same amount
to achieve a frequency response with a magnitude ratio of one for the particular
radius of the contour and feedrate along it. Experimental results showed Xi’s
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method to be quite eﬀective. However, its application is limited to the P con-
troller and for only linear and circular contours with nonlinear factors not being
considered.
2.3.2 Cross-coupled controllers
In addition to reducing individual axial tracking errors, the cross-coupled con-
troller (CCC), ﬁrst proposed by Koren in 1980 [31], also co-ordinates these errors
so as to directly reduce the contour error. Fig. 2.6 illustrated the working princi-
ples of the basic biaxial cross-coupled controller. The CCC comprises two major
Figure 2.6: The variable-gain cross-coupled controller [30].
components: (1) a contour error model, and (2) a control law [30]. The con-
tour error model is build in real time based on the position feedback information
received from all the axes as well as the reference position inputs from the in-
terpolator. From this model, an optimal compensating law is used to generate
correction signals which are added to the individual axes’ drive signals. These
correction signals act, not to reduce the axial tracking errors, but to coordinate
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them in order to reduce the contouring error.
Subsequent to the ﬁrst CCC proposed by Koren, others have proposed variants
using diﬀerent contour error models and diﬀerent control laws. All, however,
retain the original concept as proposed by [31].
In 1991, Koren and Lo proposed an improvement to the basic CCC in the form
of a variable-gain cross-coupled controller [29]. In this variation, the gains of
the controller are adjusted in real-time according to the shape of the contour as
deﬁned by its mathematical function.
Srinivasan and Kulkarni [49] presented an approximate stability analysis of the
cross-coupled controller and evaluated this experimentally on a microcomputer
controlled two-axis positioning table. Their conclusion was that improved per-
formance may be obtained by designing the controller using a higher order linear
model. They further concluded that the unmodelled nonlinear dynamics seemed
to play a signiﬁcant role in the experimental demonstration.
To deal with large contour errors observed at high feedrates, Chuang and Liu [19]
proposed a cross-coupled adaptive feedrate control strategy. They established a
linear perturbed model relating the feedrate and the contour error and derived
self-tuning adaptive control laws so that feasible solutions can be obtained. They
further combined the model reference adaptive control strategy with the cross-
coupled control of the axial motions [20]. The proposed method has a feedback
loop between the input commanded feedrate and the output contour error with
the feedrate adjusted adaptively so that the resultant contour errors are main-
tained within prespeciﬁed tolerance.
Cross-coupled control systems being multivariable, nonlinear, and time-varying
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control systems, selecting suitable controller parameters (gains) is still a chal-
lenge. Some intelligent algorithms have been proposed to tune these parameters.
Tarng et al. [51] utilized a velocity feedforward controller to reduce the tracking
errors in the individual axes, and then adopted a cross-coupled controller and an
on-line contour error estimation algorithm to further reduce the contour errors.
The controller parameters are optimized using genetic algorithms.
Subsequently, Yeh and Hsu [67, 69] combined the CCC with the ZPETC using
a contouring error transfer function (CETF). The resulting linear single-input
single-output (SISO) error system was proven to yield bounded-input bounded-
output (BIBO) stability. Yeh and Hsu also proposed a modiﬁed variable-gain
CCC based on a contouring error vector approach [68]. This proposed CCC can
be applied to arbitrary contours. However, the computation of the cross-coupled
gains is still complex, especially for a contour described by a series of reference
points.
Shih et al. [48] investigated a new CCC structure and stability analysis. Com-
bined with a multiple-loop cascaded control design method, the new structure
allows the CCC to directly compensate the reference position commands of both
axes, thereby allowing it to be integrated into any kind of axial tracking controller.
Chen et al. [12] used a polar coordinate representation of the contour error
so that a linear relationship between the contour error and the radial position
can be developed. Through the use of the polar coordinate representation, the
control objective was formulated as a stabilization problem for which a feedback
linearizing controller was developed.
25
Sun et al. [50] proposed a model-free cross-coupled controller for position syn-
chronization of multi-axis motions. A PD-type cross-coupled controller was devel-
oped to asymptotically stabilize multi-axis motions while synchronizing positions
of all axes in the set-point position control. The major advantage of the pro-
posed method lies in its simplicity in implementation, since it is model-free and
the control gains are time-invariant.
Since a cross-coupled controller is easy to apply, further improvements of its
performance and application range are necessary. A better generalized CCC
method may have a wider application, because so far the free-form contours
represented by NURBS are very common in the manufacturing tasks.
2.4 Contour error compensation by reference
input adjustment
If the contour errors can be predicted in advance and if the dynamics of the
machine remains unchanged and predictable, then it is possible to adjust the
reference position inputs to the system, without changing its dynamics, in such
a way as to reduce the contour errors. Prediction of the contour errors and using
this information to compensate for the contour errors by adding correction terms
to the reference position inputs are discussed in the following sections.
2.4.1 Repetitive control
Quite often, CNC machines are required to produce batches of the same work-
pieces. Such a situation will require the tool tip to move along exactly the same
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path to machine each workpiece, and experiencing the same set of periodic dis-
turbances caused by the cutting operation. In such a situation, repetitive or
learning controllers can be eﬀective [7, 15, 42, 53].
When utilizing repetitive control, the contour errors measured when cutting a
part can be used to compensate for such errors in subsequent parts. Based
on measure contour errors from previous parts, suitably computed correction or
compensation terms can be added to the reference position inputs to reduce the
contour errors for subsequent parts.
In 1993, Kim and Kim [28] investigated a PID type iterative learning controller for
precise tracking control of industrial robots and CNC machine tools performing
repetitive tasks. The convergence of the output error by the proposed learning
controller is guaranteed under a certain condition even when system parameters
are not known exactly and periodic disturbances exist.
Similar to the iterative learning control (ILC) mentioned above, Lo and Hsiao
proposed, in 1998, a method of tool path compensation for repeated machining
processes [35]. In their proposed method, the proﬁle of the ﬁrst machined part was
accurately measured by a coordinate measuring machine. Based on the measured
data and proﬁle errors obtained, a new tool path, modiﬁed using a compensation
algorithm, is generated and represented by a series of linear segments. This new




In 1993, Chin and Tsai [18] proposed a path precompensation method (PM),
and subsequently introduced a cross-coupled precompensation method (CCPM)
which combined the cross-coupling technique and the path precompensation
method [17]. In 2004, they further enhance their proposed approach by incorpo-
rating fuzzy logic control (FLC) [16]. FLC was used to manage both the contour
error and the position error for determining the compensation terms.
The structure of their system with FLC enhanced CCPM is shown in Fig. 2.7.
From this ﬁgure, the relationship between PM, CCC, CCPM and FLC enhanced
CCPM can be seen. With all the gainsKv, Ksx and Ksy all set to zero, the system
reduces to that of an uncoupled system. If only the control gains Ksx and Ksy are
set to zero, the system reduces to a system with path precompensation (PM). If
only Kv is set to zero while the loops formed with Ksx and Ksy are maintained,
then the system becomes a typical cross-coupled control (CCC) system.
Figure 2.7: Block diagram of FLC enhanced CCPM [16].
If FLC is not used, the system then becomes a CCPM system. The authors
demonstrated that, compared with CCC and PM, CCPM is better in eliminating
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steady-state errors for linear contours and in reducing contour errors for circular
contours with the superiority of CCPM more evident at higher feedrates. The
advantage of CCPM is mainly in tracking circular rather than linear contours
which is also true after enhancing with FLC.
In 2002, Ye et al. proposed a cross-coupled path precompensation method with
the amount of precompensation computed according to estimated tracking errors.
These tracking errors were estimated using the mathematical models of the servo
mechanism and the tangent angle at the desired point along the prespeciﬁed path
[66]. In the design of the proposed algorithm, the tracking errors were assumed to
be the same before and after the compensation, which led to unavoidable contour
errors.
2.4.3 Taylor series expansion error compensation
In 2008, Xi et al. [62] proposed a method using Taylor series expansion for
contour error compensation (TSEEC) to improve the contouring accuracy in bi-
axial CNC machines. The principle of their approach is the assumption that
there exist suitable axial compensation terms which, when added to the axial
reference position inputs at the kth time instance, will be capable of reducing, or
eliminating, the contour error at the subsequent (k+1)th instance. To determine
these axial compensation terms, they made use Taylor series expansion about the
operating point using the dynamic model parameters of system. Through analysis
and simulation, they showed that with a perfect knowledge of the dynamic model
of the system, perfect contouring with no contour error can be achieved. This
approach will be discussed in greater detail in Chapter 4.
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Chapter 3
Eﬀect of servo control frequency
on contour errors
In this chapter, the relation between servo control frequency and contour error is
studied in a bi-axis CNC machine. The objective is to determine the eﬀect of servo
control frequency on the contouring accuracy thereby allowing a proper selection
of this frequency depending upon the accuracy required. A mathematical analysis
is ﬁrst carried out using a commonly used dynamic model for a servomotor-driven
position feedback control system. This was followed by experimental studies in a
mini-CNC machine using both the basic linear and circular contours. The results
show that the servo control frequency will have eﬀect on contouring accuracies
when very high precision are required, in the order of μm.
3.1 Introduction
The position feedback control system for each axis of a CNC system is a digital
sampled-data control system. In such a system, at a pre-determined and constant
sampling frequency, the output position of the axis is ﬁrst sampled and compared
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with the reference input to obtain the position error. This error is used to com-
pute the control signal for the actuator or axis drive system. For sampled-data
CNC systems, the reference position commands need only be generated by the
interpolator at the same frequency as the control sampling frequency. The output
of the interpolator are digital words representing the desired reference positions
of the axes.
Factors which contribute to contouring errors in such sampled-data systems, es-
pecially when high accuracies are required, include the sampling frequency of
the position feedback control loops and discretization of the position inputs and
feedback. The choice of a suitable sampling frequency is inﬂuenced by its eﬀect
on system stability and also by errors caused due to the sample and hold eﬀect
on the control signal that is sent to the axes drives. Too low a sampling fre-
quency can cause system stability problems. A long sampling period also means
that any error between the output and the reference input will not be monitored
and corrected for a longer period leading to larger tracking, and consequently
contouring, errors. On the other hand, a high sampling frequency will require
a powerful control computer to manage the associated high computational load
that will be required. Discretization errors are dependent on the resolution of
the CNC interpolator generating the reference axial position inputs and that of
the digital transducers used for position feedback.
There have been several papers and books which discussed control system de-
sign, stability and performance. Most are relevant for choosing suitable sampling
frequencies for system stability and good system performance. In 1978, Koren
and Bollinger provided a mathematical analysis of a typical sampled-data servo
drive for CNC machine tools [33]. In their work, they developed a mathematical
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model which facilitated the evaluation of the relation between servo-loop gain
and computer sampling rates. In paper [34], a dynamic scheduling algorithm was
developed to optimize the performance of digital control systems. The periods of
the control task are regarded as variables with dependency on the task current
importance and scheduling constrains. In paper [9], a procedure for the selection
of a suitable control frequency for PID control in the time domain was presented.
The eﬀect of the sampling frequency on controller stability and bandwidth of
digital-controlled power converters was investigated in paper [10]. The eﬀect
of sampling frequency on the performance in sampling control was discussed in
[37] which also analyzed the relation between reference input time interval and
velocity ﬂuctuations.
In this chapter, the relationship between servo control frequency and contour
errors is investigated through both computer simulation and experimentation on
a small two-axis machine. In Section 3.2 the eﬀect of the sampling frequency
on contouring errors for linear and circular contours is discussed and the results
from simulation presented. This is followed by presentations of the experiments
performed on a small two-axis machine and the results obtained in Section 3.3
and Section 3.4. Section 3.5 summarises the conclusions obtained.
3.2 Contour errors of Type 1 systems
In this section, the contour errors which result from Type 1 sampled-data systems
following linear and circular contours at constant velocity are analysed and fur-
ther investigated through computer simulations for the eﬀect of control sampling
frequency.
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3.2.1 Tracking errors for ramp inputs
With reference to the position of a machine axis driven by a servo motor, the





where Km is the gain and τm the time constant of the machine drive system.
Using this dynamic model and with a proportional controller, the closed-loop
position control systems for the X- and the Y-axis of a typical two-axis CNC
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Figure 3.1: Closed-loop position feedback control system






where K = KpKm is the open-loop gain.












For a ramp input representing constant velocity axial motion, R(s) = V/s2, where











For computer-controlled CNC systems, the control systems for the axes will be
sampled-data control systems which can be represented as shown in Fig. 3.2 for
two axes, X and Y. Samplers, with sampling periods of T and zero-order holds
(ZOH) modelling the outputs of the digital-to-analog converters, are also shown.
In the ﬁgure, Kx and Ky are the open-loop gains for the X- and the Y-axis
respectively with τx and τy the corresponding time constants.
Figure 3.2: Sampled-data model for bi-axis contouring control system
For these sampled-data systems, the transfer function of the zero-order holds can





where T is the sampling period.
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From Fig. 3.2, with a zero-order hold preceding the machine drive system and







The z-transform of this is given by
G(z) = K(
T
z − 1 − τ − τ
z − 1
z − e−T/τ ) (3.2.8)











For a ramp, or constant velocity, input R(z) = V Tz/(z − 1)2, where V is the











From Eq. (3.2.11), it can be seen the steady-state tracking error at the sampling
instances of the discrete time system has the same expression as that for the
corresponding continuous time system and is not dependent on the value of the
sampling period T .
For a constant velocity V , the value of the error at the sampling instances remains
constant in the steady-state. As the controller is a proportional controller, this
means that the control signal to the axial drive will also remain the same at the
sampling instances. With zero-order holds after the samplers, it follows that in
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the steady state, the drive signal will remain constant throughout, including in-
between sampling instances, resulting in a constant output velocity for the Type
1 system which is exactly equal to the input velocity V . Therefor, in the steady-
state, the position tracking error remains the same, at and in-between sampling
instances, and is given by V/K.
3.2.2 Stability analysis
With the open-loop transfer function as given in Eq. (3.2.8), the closed-loop






z2 + Cz +D
(3.2.12)
where
A = K(T − τ + τe−T/τ ),
B = K(τ − Te−T/τ − τe−T/τ ),
C = K(T − τ + τe−T/τ )− 1− e−T/τ ,
D = B + e−T/τ
Let N(z) = z2 + Cz +D, the denominator of Gc(z). The closed-loop system is
stable only if N(z) possesses no zeros outside the unit circle in the z-plane. The
necessary and suﬃcient conditions for N(z) to have no zeros outside the unit
circle are [57]
|N(0)| < 1, N(1) > 0, N(−1) > 0.
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These three conditions lead to the following relations [33]:
|N(0)| = |K[τ − e−T/τ (T + τ)] + e−T/τ | < 1 (3.2.13)
N(1) = KT (1− e−T/τ ) > 0 (3.2.14)
N(−1) = 2 + 2e−T/τ +K[2τ(1 − e−T/τ )− T (1 + e−T/τ )] > 0 (3.2.15)
The second condition in (3.2.14) is satisﬁed for any positive K. The other two
conditions are rather more complex and not easily re-written into simpler explicit
expressions of the sampling period T .
To illustrate the applications of the above conditions, we use as an example the
two-axis machine which was used to experimentally evaluate the eﬀect of sampling
frequency on contouring errors which will be described the subsequent Section 3.3.
For this machine, the time constants were estimated to be τx = τy = 0.012 s.
With values for the gains Kx and Ky chosen so as to give damping ratios for both
axes of about 0.707, the values for |N(0)| and N(−1) computed using Eq. (3.2.13)
and (3.2.15) for sampling frequencies from 10 Hz to 100 KHz are shown in Fig. 3.3.
It can be seen from the ﬁgure that the system is stable for servo control frequencies
above about 14 Hz.
3.2.3 Linear contours
To generate the desired linear contour at an angle of θ to the X-axis and with










Figure 3.3: |N(0)| and N(-1) vs servo control frequency
Referring to Fig. 3.4 in which P ∗ and P are the desired position and actual
position respectively of the location along the linear contour during motion, the
contour error at any given instance is given by
ε = −Ex sin θ + Ey cos θ (3.2.17)
where Ex and Ey are the tracking errors along the X- and the Y-axes respectively.
Using Eq. (3.2.11), the contour error in the steady state is given by
















Eq. (3.2.18) shows that when following a linear contour, the contour error in the
steady-state does not depend on the servo control frequency and can be made to
be zero if the axial dynamics are matched, i.e. with Kx = Ky. The results of
the above analysis for sampled-data systems is the same as that obtained by Poo
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Figure 3.4: Linear contour error
et al. for continuous systems [43]. In order to reduce the eﬀect of unmatched
gains and focus only on the eﬀect of control loop sampling frequency, in the
experiments described in a later section, the axial gains were ﬁrst tuned using
the method proposed by Xi et al. [63].
3.2.4 Circular contours
The contour error for a desired circular contour can be determined by
ε =
√
(xa − xo)2 + (ya − yo)2 − R (3.2.19)
where (xa, ya) are the X-Y coordinates of the actual position, and (xo, yo) and
R are the coordinates of the center and the radius respectively of the desired
circular arc or circle.
For continuous-time systems, the contour error for circular contours is dependent
on the frequency response or bandwidth of the axial dynamics. When a pure
sinusoidal input is applied to a stable linear system, the steady-state output of the
system will also be a pure sinusoid with the same frequency as that of the input.
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What needs to be considered in a corresponding sampled-data system is the eﬀect
of the ZOH element. For such systems, the contour errors for circular contours,
in addition to being aﬀected by the system’s bandwidth, are also aﬀected by the
servo control sampling frequency.
For obtaining the frequency response data for a discrete system, the transform
operator z in its closed-loop discrete transfer function as given by Eq. (3.2.12)
is replaced by ejωT [40]. Expressing Gc(jω) in terms of the magnitude ratio and
phase angle components, we obtain
|Gc(jω)| =
√
(A cosωT +B)2 + (A sinωT )2√









E = cos2 ωT − sin2 ωT + C cosωT +D, and
F = 2 cosωT sinωT + C sinωT
In Eq. (3.2.20) and Eq. (3.2.21), the parameter ω represents the angular velocity






where V is the feedrate along the circular contour and R is the radius of the
contour.
With matched axial dynamics, the generated contour will be circular in the
steady-state. At any given value of ω, the actual radius generated is given by
Ra = |Gc(jω)|Rd (3.2.23)
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where Ra and Rd are the actual and the desired, or command, radius respectively.
The radial contour error is thus given by
εr = Rd − Ra = (1− |Gc(jω)|)Rd (3.2.24)
To use Eq. (3.2.24) to study the eﬀect of servo control frequency on the radial
contour error, take the example of the small two-axis machine used for later
experiments. Here we use the same values for τx, τy, Kx and Ky that those used
for stability analysis in the earlier Section 3.2.2.
Consider a feedrate of 1200 mm/min along a circular contour with a radius R of 50
mm. The angular velocity will then be ω = 0.4 rad/s. With these values and using
Eq. (3.2.24), the radial errors obtained for servo control sampling frequencies from
200 Hz to 100 KHz are shown in Table 3.1. From the table, it can be seen that the
radial error decreased from 0.48 μm when the servo control frequency is 200 Hz
to about 0.1 μm at 1KHz and 0.01 μm at 10 KHz.
Table 3.1: Radial contour errors at diﬀerent sampling frequencies









Experimental evaluation was carried out on a 3-axis mini-CNC machine shown
schematically in Fig. 3.5. Only the X- and the Y-axes were used. Each of the
axes was driven a Panasonic MSMA-042A1E AC servo motor with the motor
driver set in velocity control mode. Position feedback was implemented through
a rotary digital encoder which provided 10,000 counts/rev. The lead of the ball
screw was 4 mm, thereby giving a linear resolution of 0.4 μm of linear travel for
every encoder count. A Pentium IV 1.7GHz computer was used as the control
computer for all the three axes with a MESA m5i20 motion control interface card.
The computer operated under the RTAI real-time operating system which was
patched to Ubuntu 8.04 Linux. The open-source Enhanced Machine Controller
(EMC) [1] was used as the CNC control software. The hardware abstract layer
(HAL), an feature in EMC, was used to implement the real-time module used
in EMC. Although the system was stable at lower frequencies, the servo control
sampling frequency used in the experiments was from 400 Hz to 20 KHz. It
was found, during initial tests, that when a servo control sampling frequency of
200 Hz was used, the system response was quite underdamped and prone to small
oscillations even though the system was still in the stable range.
In the experiments, in order to determine the positions of the two axes in-between
sampling instances so as to give a more accurate measure of contour errors, these
were logged by the computer at the constant sampling frequency of 20 KHz,
the highest that the PC was capable of, irrespective of what was used as the
servo control sampling frequency. For example, when a servo control sampling
frequency of 400 Hz was used, the computer computes the reference position and
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Figure 3.5: Experimental 3-axis CNC system
reads the position encoders for both the X- and the Y-axes at 20 KHz, or every
0.05 ms, but only generate control signals and send these to the servo motor
drivers at intervals of 2.5 ms.
3.4 Experimental results
In the experiments, a feedrate of 1200 mm/min was used with two linear contours
and three circular contours. One linear contour was at 30◦ and the other at 45◦
with respect to the X-axis. The radii of the three circular contours used were
5 mm, 20 mm and 50 mm.
The results obtained for the linear contours are shown in Fig. 3.6 and Fig. 3.7.
Fig. 3.6 shows the ISE (Integrated Square Error) of the axial tracking errors for
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both axes with respect to servo control sampling frequency for the linear contours
at 30◦ and at 45◦. It can be seen that these values remain essentially constant
with respect to the servo control frequency used. For the linear contour at 45◦
for which the velocities along the X-axis and the Y-axis are the same, the ISE
values are also the same for both axes. For the linear contour at 30◦, the tracking
errors for the two axes are diﬀerent as a result of the diﬀerent axial velocities.
Fig. 3.7 shows the IAE (Integrated Absolute Error) and the ISE for the contour
error for both linear contours. It can be seen that, as with the tracking errors,
the contour errors are also not aﬀected much by the value of the servo control
sampling frequency used. Comparing Fig. 3.6 and Fig. 3.7, it can be noted that
while the ISE values of the individual tracking errors are around 1 × 10−3mm2
to 1 × 10−3mm2, these axial errors cancel out each other’s eﬀect on the contour
error which has been reduced very signiﬁcantly to values of around 1×10−6mm2.
Although the contour error should be zero for matched axial dynamics as given
in Eq. (3.2.18), the error obtained in the experiment, as given by the value of the
IAE, is around 1 μm. This could be due to some imperfections in the matching
of the axial dynamics and to other sources of machine errors including small
vibrations during motion due to other mechanical imperfections.
The contour errors for the three circular contours are shown in Fig. 3.8 to Fig. 3.10
for two servo control sampling frequencies, at 400 Hz and at 1 kHz. In the
ﬁgures, the contour error spikes at the quadrant positions resulting from stiction
and backlash eﬀect when an axis reverses its motion can be seen. Also can be
observed are the eﬀects of mismatched axial dynamics which result in sloping
contour errors in between the error spikes due to friction and backlash. For all
three radii of the circular contours, a small improvement of less than 1 μm can
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Figure 3.6: Tracking errors for linear contour
Figure 3.7: Contour errors for linear contour
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Figure 3.8: circular contour errors for R=5mm










































Figure 3.9: circular contour errors for R=20mm










































Figure 3.10: circular contour errors for R=50mm
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be observed when the servo control sampling frequency increased from 400 Hz
to 1 kHz. This small improvement tallies with the ﬁgures given in Table 3.1.
However, it is noted also that the small improvement resulting from an increase
in servo control sampling frequency is dwarfed by the much larger errors resulting
from other eﬀects including friction and backlash and mismatched axial dynamics.
Fig. 3.11 shows the IAE and ISE values of the contour errors for the three circular
contours. From the ﬁgure, no signiﬁcant change in either the IAE or ISE values
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Figure 3.11: Tracking errors for circular contour
3.5 Conclusion
In this chapter, the eﬀect of servo control sampling frequency on contour errors is
explored. The analysis shows that for linear contours, the servo control sampling
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frequency has no eﬀect on the contour errors. This sampling frequency can,
however, aﬀect non-linear contours.
Results obtained from experiments carried out on a small two-axis machine
showed that although servo control sampling frequency does aﬀect the contour
errors for circular contours, the improvement is only in the sub-micron range and
dwarfed by the much larger errors resulting from other eﬀects, including friction
and backlash, and mismatched axial dynamics. For typical CNC machine tools,
which are mechanical devices, servo control sampling frequencies much higher
than typical values of a few hundred Hertz are not necessary except when very




expansion for free-form contour
error compensation
4.1 Introduction
Xi et al. proposed a method using Taylor series expansion for error compensation
(TSEEC) to improve contouring accuracy in bi-axis CNC machines [62]. The
Taylor series expansion was used to obtain an expression of the contour error
about the tool position at any point of time. A robust numerical method was
designed which was then used to compute the reference input compensation terms
for the individual axes to compensate for the predicted contour errors. Simulation
results showed that, if the dynamic models of the servo control systems for both
axes are exactly known, the proposed strategy will have the axes perfectly track
the desired position inputs, thereby eliminating the contour errors despite any
mismatch in the axial dynamics.
The limitation of this method is that it can only be applied for linear and circular
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contours. Furthermore, application of this approach requires a priori knowledge
of the function of the contour. It cannot be used to compensate for other types
of contours such as parabolas and ellipses. Even for linear and circular contours,
a diﬀerent strategy is required to calculate the compensation values for each and
prior knowledge of the contour function is required.
In this chapter, a generalized Taylor series expansion error compensation (GT-
SEEC) method, which is an extension of TSEEC, is proposed. GTSEEC over-
comes TSEEC’s limitations so that it can be used for any arbitrary two-dimensional
contours without the need for a priori knowledge of the function of this contour.
A new real-time algorithm is used to estimate the contour error so that GTSEEC
can be applied even in cases where the function of the contour is unknown. Sim-
ulation results using linear, circular and parabolic contours are presented which
show that, with perfect knowledge of the axial dynamics, GTSEEC can perfectly
eliminate the contour errors for any contour, even when there is signiﬁcant mis-
match in the axial dynamics. Actual experiments performed on a small two-axis
computer-controlled machine showed the eﬀectiveness and better performance
of GTSEEC in reducing contour errors when compared with two other leading
approaches, the zero phase error tracking control (ZPETC) and cross-coupled
control (CCC).
The subsequent sections are arranged as follows: Section 4.2 presents an approach
for estimating the contour error for any arbitrary contour. This is followed by
Section 4.3 which introduces the basic idea of TSEEC and how this is extended
to GTSEEC. Section 4.4 presents the results of simulation experiments using the
proposed GTSEEC error compensation strategy. In Section 4.5, implementation
of GTSEEC on a bi-axial CNC machine is presented and the results obtained
50
discussed. A comparison among GTSEEC, ZPETC and CCC is also made in
this section. Finally, the conclusion follows in Section 4.6.
4.2 Contour error estimation
As presented in Section 1.2, the contour error is the deviation of the actual path
taken by the tool from the desired path. At any point on the actual path, this is
deﬁned as the shortest distance from that point to the desired path.
In 1997, Tarng et al. proposed a method for estimating in real time the con-
tour errors for arbitrary contours [51]. Subsequently, Cheng et al. proposed a
similar approach [13]. In both their methods, information on the velocities at
any instance of time of both the desired position and the actual tool position are
required as these are used to determine the contour error at that instance. In
general only position information are available in a CNC system and a velocity
estimator is necessary in their approach [8]. Simulation results using their ap-
proach showed that the values of contour error obtained, as compared with the
range of contour errors that can be expected when applying TSEEC, are very
much larger. Here, an online approach for estimating the contour error at any
instance of time using only information on the tool position and the reference
input positions deﬁning the desired contour is proposed.
4.2.1 Determination of contour error
Consider the desired path and the actual path taken by the tool as shown in
Fig. 4.1 for the case of an arbitrary free-form contour. Let P (Px, Py) be a point
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on the actual path for which the contour error is required, where Px and Py are
the X- and the Y-coordinates, respectively, of P . For any such point P , there will
Figure 4.1: Schematic illustration of contour error computation
always be a point M(Mx,My) on the desired path for which the normal to the
path at M passes through the point P . The distance between points M and P
is then the contour error ε at point P . For a free-form two-dimensional contour
whose function is diﬀerentiable, the contour error is then given by
ε =
√
(Px −Mx)2 + (Py −My)2 (4.2.1)
In some special cases, such as a closed circle as the desired path, there may exist
more than one point on the desired contour whose normal passes through the
point P . In such cases, the contour error is the distance between the nearest of
these points and the point P .
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4.2.2 Contour error estimation for a free-form contour
For linear and circular contours, it is relatively easy to determine the contour
error. To the authors’ best knowledge, there is no straightforward general for-
mula available for computing contour error in real-time for the case of free-form
contours.
The contour interpolators in CNC machines generally can interpolate for only lin-
ear and circular contours. More complex and free-form contours are formed using
piecewise linear segments, with the number of such segments depending upon the
tolerance or accuracy required. The contour error estimation algorithm proposed
here is based on this idea with the precision of the approximated piecewise linear
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Figure 4.2: Contour errors estimation algorithm for a free-form curve
Fig. 4.2 shows a series of reference input positions, r(k − 5), r(k − 4), ..., r(k),
applied to the machine tool at the (k − 5)th to the kth instant. It also shows the
actual position of the machine at point P at the kth instant. In general, because
of control following errors in both the axes, the actual position of the tool will
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lag behind the reference input position at that same kth instance.
For any point P along the actual path taken by the tool, the following steps can
be used to estimate the contour error, deﬁned as the closest distance of that point
to the desired path.
Procedure for computing the contour error:
(i) Compute the distance between the Point P and each of the reference input
positions r(k) to r(k − N). A suitable value of N depends on the magnitude
of the axial following errors in terms of the machines’ Basic Length Unit (BLU)
or the resolution used. To reduce computational load, N should be as small as
possible. However, the choice for a value of N must also meet another condition
as discussed in (ii) below.
(ii) From the distances computed in (i), determine the point r(k −m) which is
closest to the Point P . To ensure that a suﬃcient number of reference input
positions are included, the value of N must be large enough such that for any
Point P , m < N . If for any Point P , m = N , then it means N is not large
enough and a larger value of N must be used.
(iii) Form two straight lines, Line 1 connecting position r(k−m) and r(k−m+1)
and Line 2 connecting r(k −m) and r(k −m− 1).
(iv) Determine the point P1 on Line 1 which is closest to Point P . Similarly
determine point P2 on Line 2 which is closest to Point P .
(v) The point P ∗(xo, yo) is the closer of the two points, P1 and P2, to Point P
and the contour error at Point P is the distance between Point P and P ∗(xo, yo).
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4.3 Generalized error compensation based on
Taylor series expansion
4.3.1 Approach of TSEEC
Consider the sampled-data representation of a two-axis contouring system with
a proportional controller for each axis as shown in Fig. 4.3. Assume each axis
to be of second order with the transfer functions as shown in the ﬁgure, where




















Figure 4.3: System model for the bi-axis contouring P control system
With zero-order holds (ZOH) preceding the servomotor drives and with the sam-












z2 + a21z + a22
(4.3.2)
where aij and bij are constants and z is the z-transform complex variable. Denot-
ing the current sampling instant as k, the output position at the (k+1)th instant
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can be derived, using Eq. (4.3.1) and (4.3.2), as
x(k + 1) = −a11x(k)− a12x(k − 1) + b11rx(k) + b12rx(k − 1) (4.3.3)
y(k + 1) = −a21y(k)− a22y(k − 1) + b21ry(k) + b22ry(k − 1) (4.3.4)
where x and y are the actual X- and Y-axis coordinates, respectively. rx and ry
are the reference inputs to the X-axis and the Y-axis respectively.
Let r∗x and r
∗




x(k) + Δrx(k), ry(k) = r
∗
y(k) + Δry(k) (4.3.5)
where Δrx(k) and Δry(k) are the correction terms for the X- and Y-axis re-
spectively and rx(k) and ry(k) the corresponding compensated reference position
inputs needed to produce zero contour errors.
For any arbitrary curve, the contour error at the (k+1)th instant will depend on
the actual tool position at that instant. Using Eq. (4.3.3) and (4.3.4) and with
the compensated values rx(k) and ry(k) applied as the reference position inputs
at the kth time instant, the compensated contour error at the (k + 1)th instant
can be expressed as
ε(k + 1) = f(x(k + 1), y(k + 1))
= f(x(k), x(k − 1), rx(k), rx(k − 1), . . .
y(k), y(k − 1), ry(k), ry(k − 1))
(4.3.6)
Noting the fact that at the kth instant, except for the actual inputs rx(k) and
ry(k), all the other parameters in the function f(.) are known and cannot be
changed, Eq. (4.3.6) can be rewritten as
ε(k + 1) = f(rx(k), ry(k))





Without any compensation, i.e. with Δrx(k) = Δry(k) = 0, the reference position
inputs applied to the system at the kth instant will be the uncompensated values
r∗x(k), r
∗
y(k). In this case, the resulting contour error can be written as
ε∗(k + 1) = f(r∗x(k), r
∗
y(k)) (4.3.8)
Using Taylor series expansion to expand about the point (r∗x(k), r
∗
y(k)), and ne-
glecting terms of order higher than one and with the objective of making the
compensated contour error equal to zero, Eq. (4.3.7) becomes








|rx=r∗x = 0 (4.3.9)
Eq. (4.3.9) can be used to ﬁnd values of the correction terms Δrx(k) and Δry(k)
to achieve zero contour error.
4.3.2 Extending TSEEC to GTSEEC
The basic idea of GTSEEC is the same as TSEEC. In TSEEC, the correction
terms, Δrx and Δry, can be derived only for linear and circular contours. For
GTSEEC, a new method is proposed which can be used to derive these correction
terms for any arbitrary contour.
For convenience, denote the two partial derivatives in Eq. (4.3.9) as
∂f(rx(k), ry(k))
∂rx(k)
|rx(k)=r∗x(k),ry(k)=r∗y(k) = A (4.3.10)
∂f(rx(k), ry(k))
∂ry(k)
|rx(k)=r∗x(k),ry(k)=r∗y(k) = B (4.3.11)
Substituting Eqs. (4.3.8), (4.3.10) and (4.3.11) into Eq. (4.3.9) and letting ε(k+1)
equal to zero gives
−ε∗(k + 1) = AΔrx(k) +BΔry(k) (4.3.12)
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The determination of the error compensation terms then reduces to obtaining the
values of Δrx(k) and Δry(k) to satisfy Eq. (4.3.12). There is an inﬁnite number of
possible sets of solution for Eq. (4.3.12), so we introduce an additional auxiliary
equation to deﬁne the relationship between Δrx(k) and Δry(k).
From Eq. (4.2.1), the compensated contour error at the (k + 1)th instant can be
expressed as
ε(k + 1) =
√
(x(k + 1)− xo)2 + (y(k + 1)− yo)2 (4.3.13)
where (x(k + 1), y(k + 1)) is the machine position at the (k + 1)th instant and
(xo, yo) is the corresponding point on the desired path which has the shortest
distance to (x(k + 1), y(k + 1)).
If the function of the desired contour is known and supposing this is y = H(x)
and H(x) is diﬀerentiable, then from a knowledge of geometry, the product of
the slopes of two perpendicular lines is -1, we have
y(k + 1)−H(xo)




From Eq. (4.3.14), using y = H(x), (xo, yo) can be obtained exactly.
But if the function of the desired contour is not known, as in free-form contours,
then the algorithm presented earlier in Section 4.2.2 can be used to determine
P ∗(xo, yo).
From Eq. (4.3.13), the derivatives of the contour error with respect to rx(k) and




b11(x(k + 1)− xo)√





b21(y(k + 1)− yo)√































Figure 4.4: Basic structure of the GTSEEC approach
If the compensation components are chosen to be proportional to their respective










































Fig. 4.4 illustrates the GTSEEC approach. In the ﬁgure, the samplers and as-
sociated ZOHs have been left out to avoid cluttering up the ﬁgure. The contour
error compensation terms, Δrx and Δry, are generated based on an estimate of
the contour error at the next sampling instant. These are then added to the




The proposed generalized Taylor series expansion error compensation strategy
was applied on three types of contours, linear, circular and parabolic, the last type
to evaluate its performance as an extension of TSEEC. For these simulations, the
bi-axial control system shown in Fig. 4.3 was used with the dynamic parameters
chosen as τx = 0.01 s and τy = 0.015 s so as to have mismatched axial dynamics.
The gain constants, Kx and Ky, are tuned such that the damping ratios for
both axes are 0.707, the normal recommended value for a “good” response. The
proportional gains are chosen as Kpx = Kpy = 1.
4.4.1 Generation of reference inputs
For the linear contour, assuming the starting point is at the origin (0, 0), the
reference inputs are generated using
L(k) = fTk (4.4.1)
rx(k) = L(k) cos θ (4.4.2)
ry(k) = L(k) sin θ (4.4.3)
where L is the distance of the desired reference position, (rx(k), ry(k)) at the k
th
sampling instant in mm from the starting point (0, 0), f is the feedrate chosen as
2400mm/min, or 40mm/s, T = 0.001 s is the sampling period, and θ is the angle
of the linear contour with respect to the X-axis. In this simulation, θ is chosen
as 30◦.
For a circular contour, assume the center of the circle is at (0, 0) and the starting
point is at (R, 0) where R is the radius of the circular contour. The reference
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rx(k) = R cosφ(k) (4.4.5)
ry(k) = R sinφ(k) (4.4.6)
where φ denotes the angle of the arc made by the desired reference position,
(rx(k), ry(k)), at the k
th instant from the starting point. For the simulation, a
radius of R = 40mm with a feedrate f = 2400mm/min (i.e. 40mm/s), were
used.
The function y = 0.5x2 was used as the function of the desired parabolic con-
tour. For a simulation, a parabolic contour with a starting point at (0, 0) and an
ending point at (5, 12.5) is used with a feedrate of 2400mm/min (i.e. 40mm/s).
Piecewise straight lines were used to approximate, or form, the parabola. The
length of each of these straight line segments are made the same, with the length
of this determining the accuracy of approximation of these straight line segments
to the parabola.
Suppose (xs(i), ys(i)) is the starting point of the i
th straight line segment forming
the parabola. If ds is chosen as the length of each straight line segment, then the
ending point for the ith segment, which is also the starting point for the (i+1)th
straight line segment, can be determined by
dy
dx
|x=xs(i) = x|x=xs(i) = xs(i) (4.4.7)













Once (xs(i), ys(i)) and θ(i) have been determined, the desired reference inputs
are generated for this ith straight line contour using
L(k) = fTk (4.4.11)
rx(k) = xs(i) + L(k) cos θ(i) (4.4.12)
ry(k) = ys(i) + L(k) sin θ(i) (4.4.13)
For the simulation experiment, the parameters used are f = 2400mm/min and
ds = 0.1mm.
4.4.2 Compensation with perfect models
Simulation experiments using both the uncompensated reference inputs and the
compensated inputs for all three types of contours were performed. Figs. 4.5 and
4.6 show the results for the straight line contour. Fig. 4.5 shows the contour error
for the uncompensated system and Fig. 4.6 that when GTSEEC is applied. As
can be clearly seen from these ﬁgures, with GTSEEC compensation, the contour
error was reduced from a maximum of about 200μm for the uncompensated
system to eﬀectively zero, similar to the performance of TSEEC [61].
The corresponding ﬁgures for the circular contour are shown in Figs. 4.7 and
4.8. It can be seen again from these results that, as with TSEEC, GTSEEC has
eﬀectively eliminated the contour error from a maximum of about 200μm to less
than 0.015μm.
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Figs. 4.9 and 4.10 show the corresponding results for the parabolic contour. These
results cannot be compared with the performance of TSEEC as TSEEC cannot
be used for free-form contours.



















Figure 4.5: Contour error for linear contour - uncompensated






















Figure 4.6: Contour error for linear contour - with GTSEEC
From the ﬁgures, it can be seen that the maximum contour error was reduced
from an uncompensated value of about 180μm to about 1.2μm, showing the ef-
fectiveness of GTSEEC in compensating for the contour error for the parabola.
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From Fig. 4.10, it can be seen that the maximum error with compensation occurs
near the starting point (0, 0). It is noted that the maximum curvature occurs at
this point and that, with the constant segment-length straight line approxima-
tions used to form the desired reference input, the maximum error between these
approximations to the true parabola also occurs at this point.


















Figure 4.7: Contour error for circular contour - uncompensated



















Figure 4.8: Contour error for circular contour - with GTSEEC
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Figure 4.9: Contour error for parabolic contour - uncompensated



















Figure 4.10: Contour error for parabolic contour - with GTSEEC
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4.5 Experimental evaluation on a small CNC
machine
4.5.1 Experimental setup
Experimental evaluations were performed on a 3-axis mini-CNC which has been
introduced in Section 3.3. Only the X- and Y-axes were used. A proportional
controller was used to keep the axial dynamics simple [63], so that we can focus
on the idea of GTSEEC. Axial position feedback was implemented through rotary
digital encoders. The servo control frequency used was 1kHz [26].
In the experiment, the positions of the two axes were recorded at a frequency of
1kHz, the same rate as the control loop sampling frequency. GTSEEC is basically
a model-based compensation method just like TSEEC. A system identiﬁcation
experiment had been done by Xi [61] for the machine used. The identiﬁed model
parameters, all listed in Table 4.1, were also used in the experiments for GTSEEC.






q0 q−1 q−2 q−3
Bx(q
−1) 0.00708911 0.00338940 0.00115112 0.0
Ax(q
−1) 1.0 -1.79755510 1.05122750 -0.25367240
By(q
−1) 0.00790339 0.00560520 0.00014294 0.0
Ay(q
−1) 1.0 -1.52942945 0.64281390 -0.11338445
66
4.5.2 Compensation gain
With the compensation gains, Eq. (4.3.5) becomes
rx(k) = r
∗
x(k) + αΔrx(k), ry(k) = r
∗
y(k) + αΔry(k) (4.5.1)
where α is the compensation gain. α = 1 implies full application of the reference
input compensation while α = 0 means no compensation.
Xi et al. [61] had found that a compensation gain of less than 1 produced better
results than full compensation. The reason for this could be due to limitations in
the physical system such as limitations in the maximum torque deliverable by the
motors. It is noted that a compensation gain of 1 implies that the compensation
system will attempt to compensate any existing contour error to zero in the
subsequent sampling instance and this may require an eﬀort greater than what
the drive motors can deliver. Values of compensation gains of less than 1 implies
that any existing contour error will be brought down gradually.
For the experimental system used, Xi et al. found the most suitable value of α to
be 0.6. In the experiments performed with GTSEEC, the value of α which gave
the best contour error was found, by trial and error, to be 0.2.
4.5.3 Performance of GTSEEC
The GTSEEC strategy was applied in the experimental system for the same three
contours used in the simulation studies. In the experiments, four feedrates, at
1200 mm/min, 2400 mm/min, 3600 mm/min and 4800 mm/min, were used for
all three contours. Only the results with the feedrate of 2400 mm/min were
compared below. The results at the other three feedrates show similar trends.
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Table 4.2 gives a comparison of the contour errors obtained with the application
of GTSEEC for all four feedrates. The linear contour was generated at an angles
of 30◦ to the X-axis. For the circular contour, a radius of 40mm was used. For
the parabolic contour, y = 0.5x2 was used as in the simulation.
The experimental results at 2400 mm/min for the linear contour are shown in
Fig. 4.11 and 4.12. Fig. 4.11 shows the contour errors for the uncompensated
system and Fig. 4.12 shows that when GTSEEC is applied.
Before conducting the experiments, no attempt was made to match the axial
gains [43]. From Fig. 4.11, it is noted that the contour error for the straight line
contour is almost 13μm, showing that there is signiﬁcant mismatch in the axial
dynamics.
As can be seen from Fig. 4.12, GTSEEC had eﬀectively compensated for the
contour errors, bringing the values down to within about ±1.5μm. From the
ﬁgure, it is noted that larger values of contour errors, with values of about 3.5μm,
occurred at the start of the contour.
Fig. 4.13 and 4.14 show the corresponding contour errors for the circular contour.
Here again, it can be clearly seen that GTSEEC had eﬀectively reduced the
contour error from about ±18μm to about ±2μm if the eﬀect of stiction at the
four quadrants are discounted.
The corresponding results for the parabolic contour are shown in Fig. 4.15 and
4.16. As with the other two contours, GTSEEC eﬀectively reduced the contour
errors from a maximum of about 20μm down to within ±3μm. For the parabolic
contour, it is also noted that larger contour errors occurred at the start. Except
for this period, the contour errors were within about ±1μm.
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No compensation, linear contour, f=2400mm/min
Figure 4.11: Experimental linear contour error without compensation






















Figure 4.12: Experimental linear contour error with GTSEEC
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Figure 4.13: Experimental circular contour error without compensation






















Figure 4.14: Experimental circular contour error with GTSEEC
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Figure 4.15: Experimental parabolic contour error without compensation





















Figure 4.16: Experimental parabolic contour error with GTSEEC
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Table 4.2: Comparison of contour errors at diﬀerent feedrates (IAE(mm))
Feedrate (mm/min) 1200 2400 3600 4800
Linear Uncompensated 0.0055 0.0117 0.0166 0.0204
GTSEEC 4.7978e-4 4.8236e-4 4.9812e-4 5.0883e-4
Circular Uncompensated 0.0052 0.0101 0.0147 0.0187
GTSEEC 7.6187e-4 7.6800e-4 7.8944e-4 8.2443e-4
Parabolic Uncompensated 0.0020 0.0050 0.0079 0.0107
GTSEEC 4.0078e-4 4.2464e-4 6.8198e-4 0.0010
Table 4.2 shows the contour errors obtained at the four diﬀerent feedrates. The








where N is the number of the discrete-time contour error points.
From Table 4.2, it can be seen that, the values of IAE increase as the feedrate
increases. In all cases, the application of GTSEEC signiﬁcantly reduced the
contour errors as represented by the IAE. Without compensation, the values of
IAE ranged from about 5μm to 20μm. With GTSEEC, the values of IAE were
all reduced to within 1μm.
4.5.4 Performance of ZPETC
Zero phase error tracking control (ZPETC) is well regarded for its excellent track-
ing performance. ZPETC is based on zero/pole cancellation and phase cancella-
tion. As such, its performance depends on an accurate knowledge of the system’s
dynamic model. For performance comparison, ZPETC was applied to the same
CNC machine used in the GTSEEC experiments and for the same contours at a
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Figure 4.17: Experimental contour errors by ZPETC
feedrate of 2400 mm/min.
The results when using ZPETC are shown in Fig. 4.17. It is noted that the
contouring accuracy has been improved for all three contours, from 13 μm to 12
μm for the linear contour, 18 μm to 15 μm for the circular contour and 20 μm
to 18 μm for the parabolic contour. It can be seen that the improvements in
contouring performance achieved by ZPETC are not as good as that obtained
using GTSEEC.
4.5.5 Performance of CCC
Cross-coupled control (CCC) is a well-known approach for reducing contour er-
rors. The main idea of cross-coupled control is to improve contouring accuracy
by reducing contour errors rather than reducing individual axial tracking errors.
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Figure 4.18: Experimental contour errors by CCC
The structure of CCC used in the experiments follows that proposed by Koren
[29]. The control law used was proportional-plus-integral. Contour paths and
feedrate used were the same as for the ZPETC experiments in Section 4.5.4.
From the experimental results shown in Fig. 4.18, it can be seen that, the steady-
state linear contour error has been signiﬁcantly reduced to around ±1.5 μm,
except for the spikes during the acceleration and deceleration periods. For the
circular contour, the contour errors have been reduced to ±5 μm from ±18 μm
and for the parabolic contour to 13 μm from 20 μm.
4.5.6 Comparison among GTSEEC, ZPETC and CCC
Table 4.3 summarizes the contouring performance of the three approaches GT-
SEEC, ZPETC and CCC at the feedrate of 2400 mm/min for the three contours.
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It can be seen that among the three cases, GTSEEC achieves the best contouring
performance in terms of IAE. ZPETC gives the worst results, which indicates
that its performance depends heavily on an accurate knowledge of the model.
CCC achieves moderate results.
Table 4.3: Contouring performance comparison (IAE(mm))
contour type GTSEEC ZPETC CCC
Linear 4.8236e-4 0.0112 8.1353e-4
Circular 7.6800e-4 0.0079 0.0013
Parabolic 4.2464e-4 0.0044 7.5811e-4
4.6 Conclusion
In this chapter, the Taylor series expansion error compensation (TSEEC) ap-
proach was extended so that it can be used for any free-form contour. For appli-
cation of this extension, the generalized Taylor series expansion error compensa-
tion (GTSEEC) approach, knowledge of the function of the contour is also not
required, unlike in TSEEC. Both simulations and actual experimentations on a
small 3-axis CNC machine demonstrated the eﬀectiveness of GTSEEC.
The simulation studies show that, with perfect knowledge of the axial dynamics,
eﬀectively perfect contour error compensation was achieved, similar to what was
achieved by TSEEC. Unlike TSEEC, in GTSEEC no prior knowledge of the
function of the contour is required and GTSEEC can also be used for any free-form
contour. The experimental results conﬁrm the eﬀectiveness of GTSEEC with
contour errors reduced by about an order of magnitude for the target machine
used. It has also been shown, from experiments, that GTSEEC can achieve better




Cross-coupled control (CCC) [31] is a well-known approach for directly reducing
contour errors on contouring systems instead of the indirect approach of reduc-
ing axial following errors. An improvement of this approach, the variable-gain
CCC [29], extends its applicability from just the linear contour to any contour
deﬁned by a continuously diﬀerentiable function. In this chapter, the basic con-
cept underlying CCC is used to develop a generalized CCC (GCCC) approach
which can be applied for any free-form contour, including those deﬁned only by
a series of (x, y) coordinates similar to the reference inputs to CNC machines.
Both computer simulations and actual experimental implementation of GCCC on
a small two-axis CNC machine using four contours showed that it can eﬀectively
reduce the contour errors resulting from mismatched machine dynamics. For the
linear, circular and parabolic contours that CCC can also be applied to, GCCC
achieved the same level of contour error reductions. In addition, experiments
showed that GCCC can also achieve similar levels of contour error reductions for
free-form contours. Without the need for a knowledge of the functions of the
contours, GCCC is thus most suitable for application to CNC machines in which
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the contours that are to be generated are deﬁned by a series of reference input
axial positions.
5.1 Introduction
As discussed in Chapter 1, approaches towards reducing or eliminating contour
errors in contouring machines are generally focussed either on reducing the ax-
ial tracking errors or on having the individual axial tracking errors cancel each
other’s eﬀect on the contour error. In 1980, Koren [31] proposed a cross-coupled
controller (CCC) for biaxial control of the machine tool axes which aimed at di-
rectly reducing the contouring error primarily for linear contours. Subsequently,
Koren and Lo [29] proposed a variable-gain cross-coupled controller as an attempt
to overcome the low eﬀectiveness of the CCC in dealing with non-linear contours
and the non-zero steady-state errors.
Free forms such as B-splines and non-uniform rational B-splines (NURBS) are
widely used to represent complex curves. In particular, NURBS has been em-
ployed in many CAD/CAM systems as the fundamental geometrical representa-
tion. But for free-form contours, an eﬀective approach for estimating accurately
the contour error at any instance of time is needed for the eﬀective application
of the CCC approach. Although real-time approaches have been proposed for
this [13, 51], these approaches require information on the instantaneous axial ve-
locities. As generally only the axial position information are readily available in
CNC machines, these approaches require the incorporation of velocity estimators
resulting in additional computational load and leading to larger estimation errors.
In this chapter, a generalized cross-coupled control (GCCC) method is presented
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which can be used for any free-form contour without the need for a priori knowl-
edge of the function of the contour or for a velocity estimator. The contour error
estimation method used is the same as that used in Chapter 4 and, using the
quantities obtained from this, the cross-coupling gains are computed using the
same expression. This is unlike in the conventional variable-gain CCC approach
[29] in which diﬀerent expressions are needed depending on the contour being
followed. Experiments conducted using this approach on a small CNC machine
with linear, circular, parabolic and a goggles contours showed the eﬀectiveness of
GCCC in reducing contour errors, generally by 4 to 10 times.
The subsequent sections are arranged as follows: Section 5.2 introduces the basic
idea of CCC and how variable-gain CCC is extended for use in the GCCC. A new
contour error estimation method based on NURBS interpolation is introduced in
Section 5.3. Simulation results of GCCC are shown in Section 5.4. In Section
5.5, implementation of GCCC on a bi-axial CNC machine is presented and the
results obtained discussed. Finally, the conclusion follows in Section 5.6.
5.2 Generalized cross-coupled controller
5.2.1 Cross-coupled controller
A cross-coupled controller (CCC) generally requires a contour error estimator
and a control low. In contrast to other motion control schemes, the CCC has the
advantage in that it works on directly reducing the contour error and, as such, can
achieve lower contouring errors even with larger values of axial tracking errors.
































Figure 5.1: Variable-gain cross-coupled controller
which Cx and Cy are the cross-coupling gains of the X- and the Y-axes respectively
[29] and Ex and Ey are the respective tracking errors. Generally, a proportional
(P) or proportional-plus-integral (PI) control is used as the control law. The
relationship between the contour error ε, the following errors and cross-coupling
gains is
ε = −ExCx + EyCy (5.2.1)
In conventional variable-gain CCC, Cx and Cy can be derived easily. For example,
for a linear contour, these are given by
Cx = sin θ, Cy = cos θ (5.2.2)
where θ is the angle of the linear contour with respect to the X-axis.
For a circular contour,
Cx = sin θ − Ex
2R




where θ is the angle between the instantaneous tangent at the reference position
on the contour and the X-axis.
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For a non-circular contour, e.g. a parabola, the curvature radius at the reference
point can be used to approximately determine Cx and Cy as proposed in [29]. In
order to do this, the function of the contour must be known and be diﬀerentiable.
Even so, the curvature radius may not be readily determined for some contours,
for example in the case of hyperbolic functions. For free-form contours for which
there is no diﬀerentiable describing functions, e.g. NURBS curves, this approach
cannot be applied.
5.2.2 Extending CCC to GCCC
In CCC, determination of the cross-coupling gains, Cx and Cy, requires the
function of the contour to be known and for the function to be diﬀerentiable.
For GCCC, a new method is proposed which can be used to derive these cross-
coupling gains for any arbitrary contour. The expression required is not depen-
dent upon the type of contour.
This approach is illustrated in Fig. 5.2. In the ﬁgure, P and P ∗ represent the
same parameters as that shown in Fig. 4.2 for a free-form contour with P being
the actual tool position at any instant of time and P ∗ the point on the desired
contour which is closest to P . The distance between P and P ∗ thus represents
the estimated contour error ε at that time instant as described in Section 4.2.2.
Also shown in Fig. 5.2 at the same time instant are the reference position r(k),
represented by Point R in the ﬁgure, and Ex and Ey, the corresponding axial
following errors along the X- and the Y-axes respectively.
To determine the cross-coupling gains required, a triangle, RAB is ﬁrst formed
as shown in the ﬁgure with the Line RA passing through the two points R and
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Figure 5.2: Estimation of contour error in GCCC
P ∗, the Line AB being part of the vertical line passing through the point P
and the Line RB being part of the horizontal line passing through the point R.
In the ﬁgure, ε∗ is the shortest distance from point P , the tool position, to the
Line RA. Using Eq. (5.2.1) and (5.2.2), we have
ε∗ = −Ex sinϕ+ Ey cosϕ (5.2.4)
where ϕ is the angle ∠ARB, representing the angle made with respect to the
X-axis of the line passing through the two points R and P ∗.






Substituting Eq. (5.2.4) into Eq. (5.2.5) yields







Thus the required cross-coupling gains for the X- and the Y-axis, Cx and Cy









Since the coordinates of r(k), P ∗ and P are known at the kth sampling instant,
ε∗ and ϕ can be determined. ε can be determined as described in Section 4.2.2,
so the term “cosα” in Eqs. (5.2.7) and (5.2.8) can also be determined using
Eq. (5.2.5). The variable cross-coupling gains Cx and Cy can thus be computed
at every sampling instant for any arbitrary contour.
Fig. 5.3 illustrates the GCCC approach. As with CCC, a control law is also
required for GCCC as indicated in the ﬁgure. Usually either a P or a PI controller
is used with the PI controller improving the value of the steady-state error.
Figure 5.3: Structure of generalized cross-coupled control
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5.3 Contour error estimation based on NURBS
interpolation
The contour following task of biaxial contouring systems is one of the most com-
mon motion control problems in industrial applications, especially in CNC ma-
chine tools. For linear and circular contours, for which the functions are known,
it is relatively easy to determine the contour error. There is, however, no general
formula available for computing contour errors in the case of free-form contours.
NURBS (non-uniform rational B-splines) are mathematical representations of
two- or three-dimensional objects, which can be of standard shapes or free-form
shapes. NURBS are widely used in computer graphics and in the CAD/CAM in-
dustry and have become a kind of standard way for creating and mathematically
representing complex objects. In this section, a new NURBS-based interpolation
(CEEBNI) approach for estimating the contour error for contours which have no
known describing functions but represented only as a series of reference position
inputs.
5.3.1 NURBS curve from reference input positions
In digital CNC systems, the desired contour is provided by the reference positions
as a series of discrete points which are used as reference position inputs to the
axial drives. As such, to accurately determine the contour error at the current
tool position, the desired contour curve needs to ﬁrst be reconstructed at a high
resolution, preferably through the use of a continuous function. In this section,
the NURBS interpolation method is used to generate the mathematic model of
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the desired contour.








a ≤ u ≤ b (5.3.1)
where the {Pi} are the control points, {ωi} the weights, and {Ni,p(u)} the pth-
degree B-spline basis functions. Here, three is chosen as the value of p and all
weights are simply set to one [41].
Suppose a set of points {Rk}, k = 1, ..., n, are given and it is desired to inter-
polate among these points with a third-degree non-rational B-spline curve. The
interpolation procedure is as follows.
(i) Parameterization. In this step, parameter values {u¯k} were assigned to {Rk}.
The chord length method is the most widely used method [41], so it was




|Rk − Rk−1| (5.3.2)
Then u¯0 = 0, u¯n = 1, and
u¯k = u¯k−1 +
|Rk −Rk−1|
d
, k = 1, ..., n− 1 (5.3.3)
(ii) Knots. For the non-periodic NURBS, the number of replication of knots in
the beginning and the end is p+1. In this section, the knot vector is chosen
as U = {0, 0, 0, 0, up+1, ..., um−p−1, 1, 1, 1, 1}. Except for 0 and 1, the other






u¯i, j = 1, ..., n− p (5.3.4)
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(iii) NURBS basis functions. The ith basis function of p-degree, denoted by
Ni,p(u), is deﬁned as
Ni,0(u) =
{





ui+p − uiNi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+ 1Ni+1,p−1(u) (5.3.6)











N0,p(u¯0) N1,p(u¯0) · · · Nn,p(u¯0)
















and the control points {Pi} can be solved using Eq. (5.3.7).
5.3.2 Contour error estimation with NURBS
At any sampling instant, the contour error is deﬁned as the shortest distance
of the tool position to the desired contour. If only the discrete reference po-
sition input points are known, the desired contour curve will need to be ﬁrst
reconstructed. It is unnecessary to use all the reference points to reconstruct the
whole desired path since only the segment of this path which is close to the tool
position is suﬃcient to determine the contour error. In this section, the reference
input positions in the vicinity of the tool position are searched using the method
described earlier in Section 4.2.2. The ﬁve reference input positions closest to the
tool position are then used to construct the NURBS curve for that segment of
the desired contour close to the tool position. Finally, the contour error is found
by determining the shortest distance of the tool position from this NURBS curve.
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Fig. 5.4(a) illustrates this approach showing a series of reference input positions,
r(k−5), r(k−4), ..., r(k), applied to a biaxial contouring system at the (k−5)th to
the kth time instances. The actual tool position at the kth instant is represented
by point P . In general, because of control following errors in both the axes, the














Figure 5.4: Schematic illustration of CEEBNI
For any point P along the actual path taken by the tool, the following steps can
be used to estimate the contour error, deﬁned as the closest distance of the point
to the desired path.
(i) Determine the point r(k−m) which is the closest point to the point P . This
can be done by using the method in Section 4.2.2.
(ii) Five points r(k − m − 2), r(k − m − 1), ..., r(k − m + 2) are then used to
calculate the knots and the control points so that a NURBS curve which
passes through these ﬁve points can be derived. Shown in Fig. 5.4(b) are
these ﬁve reference points, ua, ..., ue, and the NURBS curve generated from
these points.
(iii) If r(k − m) and r(k − m − 1) are the two reference points closest to the
point P , the corresponding parameters are ub and uc. Note that these two
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closest reference points will be among those found in (i). The point on the
curve which is closest to the point M will be located in the segment [ub, uc].
This segment is then divided into h equal parts, resulting in h + 1 points.
In this chapter, we use h = 10.
(iv) Calculate the distance from point P to each of these h + 1 points. If the
cycle index or tolerance is achieved, then the shortest distance will be the
estimated contour error at point P . If not, the two new closest parameters
will form a new closed interval to replace [ub, uc] and steps (iii) and (iv) are
repeated until the end conditions are fulﬁlled.
5.3.3 Performance of CEEBNI
In this section, the proposed contour error estimation strategy (CEEBNI) is ap-
plied to estimate the contour errors when desired linear, circular and parabolic
contours are used as inputs to the bi-axial system described in Section 4.4. Huo’s
method as described in Section 4.2.2 is used as a comparison for CEEBNI.
Three types of contours - linear, circular and parabolic were used to evaluate
the performance of CEEBNI. The details of the generation of reference inputs
required for these contours can be found in Section 4.4.1. The parabolic contour
starts from the coordinates (-5, 12.5) and ends at (5, 12.5).
Since the functions of these three desired contours are known, the exact functions
are used to compute the exact values of the contour errors. These values are then
used as reference values to determine the estimation errors of Huo’s estimation
method and CEEBNI. The results are shown in Fig. 5.5, Fig. 5.6 and Fig. 5.7
for the linear, circular and the parabolic contours respectively. In each of these
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ﬁgures, the estimation errors obtained using Huo’s method and CEEBNI are
shown.
From Fig. 5.5 for the linear contour, it can be seen that the estimation errors
obtained by the two methods are of the order of 10−14 to 10−13, indicating that
both approaches gave almost perfect estimation. The estimation errors obtained
are likely to be due to the limit of accuracy in the computation in the computer.







































Figure 5.5: Estimation errors for linear contour
For the circular contour, it can be seen from Fig. 5.6 that the estimation errors are
of the order of 10−6 for Huo’s method and 10−12 for CEEBNI. These results clearly
show that CEEBNI can provide far better accuracies than the linear segment
curve ﬁtting approach used in Huo’s method. The results of CEEBNI show
almost perfect estimation, close to those obtained for linear contours.
In the case of the parabolic contour, the results shown in Fig. 5.7 again show
the better performance of CEEBNI over Huo’s method, with about an order of
magnitude in improvement in accuracy. For CEEBNI, it is noted that the errors
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Figure 5.6: Estimation errors for circular contour














































Figure 5.7: Estimation errors for parabolic contour
in contour error estimation, as compared with that using the actual parabolic
function, are signiﬁcantly larger for the parabola contour than those for both the
linear and the circular contours. This could be due to the fact that the reference
input positions are not derived from the actual parabolic function but generated
from piecewise linear approximations of the parabola which normally is what
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occurs in actual CNC machines. As such, the reference position inputs themselves
may already have “contour errors” with respect to the perfect parabola.
5.4 Simulation performance of GCCC
The performance of the proposed generalized cross-coupled control strategy was
evaluated using computer simulation. Simulations were performed for three types
of contours - the linear, the circular and the parabolic contours. The details of the
contour trajectories, the system model used, and the generation of the required
reference position inputs were the same as that used in Section 4.4 and can be
found there. A PI controller with Pgain = 15 and Igain = 200 was chosen as
the control law.



















Figure 5.8: Contour error for linear contour with GCCC
The contour errors obtained for the uncoupled system, are shown in Figs. 4.5,
4.7 and 4.9 for the linear, circular and parabolic contours, respectively in Chap-
ter 4. Figs. 5.8, 5.9 and 5.10 show the corresponding contour errors with the
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application of GCCC. It can be clearly seen that for all cases, the contour errors
were signiﬁcantly reduced with the application of GCCC. For the linear contour,
the maximum error was reduced from about 200 μm to 37 μm. Corresponding
ﬁgures for the circular and the parabolic contours are from 200 μm to about 12
μm and from about 180 μm to 18 μm respectively.




















Figure 5.9: Contour error for circular contour with GCCC























The proposed GCCC approach was evaluated in experiments performed on a
three-axis mini-CNC, shown in Fig. 5.11. The details of hardware have been
introduced in Section 3.3. Taking into consideration computational load and the
dynamics of the machine used, a servo control frequency of 1kHz [26] was used.
Figure 5.11: Small 3-axis CNC machine used in the experiments
In the experiment, the control law for GCCC used was proportional-plus-integral
(PI). The values of P-gain and I-gain which gave the best contour error were
found, by trial and error, to be 8 and 200, respectively. In order to show the
ability of GCCC to reduce the signiﬁcant contouring errors that can result from
unmatched axial dynamics [43], the proportional gains for the two axes were set
to be diﬀerent with Kpx = 10 and Kpy = 8.
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Four types of contours, linear, circular, parabolic and goggles, were used with the
last two types intended to evaluate the performance of GCCC as an extension
of CCC for arbitrary free-form contours. The linear contour was generated at
an angle of 30◦ to the X-axis. For the circular contour, a radius of 40 mm was
used. For the parabolic contour, y = 0.5x2 was used. The “Goggles” contour is
a NURBS curve used by Cheng et al. for the study of contour errors in free-form
contours [14]. This NURBS curve has the following speciﬁcation:
Order: k = 3, knot vector: {0, 0, 0, 0.15, 0.3, 0.45, 0.6, 0.75, 0.9, 1,1, 1}; control
points(x, y): {(0.0, 0.0), (10.0, -40.0), (40.0, -10.0), (70.0, -40.0), (80.0, 0.0),
(70.0, 10.0), (40.0, 20.0), (10.0, 10.0), (0.0, 0.0)}; weights: {1.0, 1.0, 1.0, 1.0, 1.0,
1.0, 1.0, 1.0, 1.0}. The shape of Goggles is shown in Fig. 5.12.













Figure 5.12: Goggles contour
For the experiments, the CNC machine was made to follow each of the four
contours at four feedrates, at 1200 mm/min, 2400 mm/min, 3600 mm/min and
4800 mm/min. For each contour and at each of the four feedrates, the actual
machine positions as measured with the digital encoders for both the X- and the
Y-axis were recorded and used for the subsequent computation of the resulting
contour errors. For the goggles contour, the reference input positions at every
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sampling instance were also recorded as these are also needed for the computation
of the contour errors.
5.5.2 Performance of GCCC
In the implementation of GCCC, the real-time contour error estimation algorithm
based on the piecewise linear approximation described in Section 4.2.2 was used
for all the four contours. For the linear, circular and parabolic contours, the
equations for the desired contours were used to compute the contour errors from
the resulting recorded actual machine positions. The goggles contour, for which
there is no function representation, is included in the experiments to evaluate
how well GCCC can cope with free-form contours. To accurately compute the
contour error requires an accurate function approximation through the series of
recorded reference input positions. For this purpose, a contour error estimation
based on NURBS interpolation (CEEBNI) was used. CEEBNI was not used in
the experimental implementation because the speed of the computer used was
not capable of handling the heavy real-time computational load that is required.
Computation for the contour error using the recorded actual machine position
data is not time-critical so that CEEBNI can be used for a more accurate estimate
of the actual errors that result.
Although four feedrates were used in the experimental evaluation, only the de-
tailed results for the feedrate of 2400 mm/min will be presented here as the results
at the other three feedrates show similar trends.
The experimental results at 2400 mm/min for the linear contour are shown in
Figs. 5.13 and 5.14. Fig. 5.13 shows the contour errors for the uncoupled system
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and Fig. 5.14 shows that when GCCC is applied. From Fig. 5.13, it is noted that
the contour error for the linear contour is almost 13μm, showing the eﬀect of
mismatch in the axial dynamics.
In Fig. 5.14, it can be seen that the application of GCCC with a PI control law
has eﬀectively reduced the average contour error at steady-state to zero, with
only residual high-frequency vibrations of about ±1 μm. Spikes of about ±5 μm
occurred during the acceleration and deceleration phases.
Fig. 5.15 and 5.16 show the corresponding contour errors for the circular contour.
Here again, it can be clearly seen that GCCC has eﬀectively reduce the contour
error from about ±18μm to about ±3μm if the eﬀect of stiction at the four
quadrants are discounted. The corresponding results for the parabolic contour
are shown in Fig. 5.17 and 5.18. As with the linear and circular contours, GCCC
eﬀectively reduced the contour errors from a maximum of about 23μm down to
within ±10μm. For the parabolic contour, it is also noted that larger contour
errors occurred at the start. Except for this period, the contour errors were within
about ±2μm.
Figs. 5.19 and 5.20 show the results for the goggles contour. These results
cannot be compared with the performance of CCC as CCC cannot be used for
the NURBS curve which is becoming a new standard in manufacturing industry.
Clearly, from these two ﬁgures, it can be found that the maximum contour error
has been largely reduced from about 18μm to 10μm. The average of contour
errors even declined to 1.6μm.
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Uncoupled, linear contour, f=2400mm/min
Figure 5.13: Contour error for linear contour - uncoupled system




















Figure 5.14: Contour error for linear contour - with GCCC
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Figure 5.15: Contour error for circular contour - uncoupled system




















Figure 5.16: Contour error for circular contour - with GCCC
97






















Figure 5.17: Contour error for parabolic contour - uncoupled system




















Figure 5.18: Contour error for parabolic contour - with GCCC
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Figure 5.19: Contour error for goggles contour - uncoupled system





















Figure 5.20: Contour error for goggles contour - with GCCC
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Table 5.1 shows the contour errors obtained for all four contours at all the four
feedrates using the integrated absolute error (IAE) as the measure of performance.
The IAE is deﬁned by Eq. (4.5.2).
Table 5.1: Comparison of contour errors at diﬀerent feedrates (IAE(mm))
Feedrate (mm/min) 1200 2400 3600 4800
Linear Uncoupled 0.0055 0.0117 0.0166 0.0204
GCCC 5.0591e-4 8.3316e-4 0.0014 0.0020
Circular Uncoupled 0.0052 0.0101 0.0147 0.0187
GCCC 6.0787e-4 0.0012 0.0022 0.0035
Parabolic Uncoupled 0.0020 0.0050 0.0079 0.0107
GCCC 6.5087e-4 7.8473e-4 0.0015 0.0031
Goggles Uncoupled 0.0047 0.0093 0.0139 0.0185
GCCC 6.9489e-4 0.0016 0.0030 0.0047
From the table, it can be seen that for all four contours the values of IAE increase
as the feedrate increases. For the uncoupled system with mismatched axial dy-
namics, these values for the four contours vary from a range of about 2μm to
5μm at the lowest feedrate of 1200 mm/min to a range of about 10μm to 20μm
at the highest feedrate of 4800 mm/min. For all four contours at all the feedrates,
the application of GCCC eﬀectively improved contouring accuracy with IAE val-
ues now in the range of 0.5μm to 0.7μm for the feedrate of 1200 mm/min and
a range of 2μm to 5μm at the feedrate of 4800 mm/min. Improvements range
from a factor of about 3 to well over 10.
The contouring accuracy under the conventional variable-gain CCC approach on
the same mini-CNC machine had been studied in Section 4.5.5 for the linear, cir-
cular and parabolic contours. Comparing their results and the results obtained
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here, it can be observed that GCCC performed as well as CCC in reducing con-
touring errors for these three contours. In Section 4.5.5, with the CCC approach
the IAE values for the linear, circular and parabolic contours at a feedrate of
2400 mm/min were 8.1353e-4, 0.0013 and 7.5811e-4 respectively. As can be seen
from Table 5.1, the corresponding IAE values, at the same feedrate, for GCCC
are 8.3316e-4, 0.0012 and 7.8473e-4.
As CCC cannot be applied for free-form contours, no comparison can be made
of its performance with GCCC for such contours. In Table 4.3, the results of the
contouring performance for of GTSEEC, ZPETC and CCC had been presented
for the linear, circular and parabolic contours at a feedrate of 2400 mm/min.
Comparing the results in Table 5.1 with those in Table 4.3, it can be seen that
for the linear, circular and parabolic contours which have describing functions
and for which CCC can be applied on, the performance achieved by GCCC is the
same as thatcc achieved by CCC. The results obtained by CCC and GCCC were
also, in all cases, better than that achieved bt ZEPTC.
5.6 Conclusion
In this chapter, the conventional variable-gain cross-coupled control (CCC) ap-
proach is extended to a generalized cross-coupled control (GCCC) approach so
that it can be used for any free-form contour such as that deﬁned by a NURBS
curve. Whereas the application of CCC requires a knowledge of the function of
contour being generated, this is not necessary for GCCC, thereby the advantage
of the latter. The results from simulation experiments demonstrated the eﬀec-
tiveness of GCCC. These results were conﬁrmed by actual experiments on a small
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3-axis CNC machine.
Four types of contours were used in the experimental evaluation of the eﬀective-
ness of GCCC, the linear, circular, parabolic and a free-form contour. Experimen-
tal results showed that GCCC achieved a similar level of performance in reducing
contour errors as CCC for the contours on which CCC can be applied, namely
the linear, circular and parabolic contours. For free-form contours, for which the
CCC approach cannot be applied, the experiments showed that the new proposed
approach, GCCC, achieved a similar level of contour error improvement as with
the linear, circular and parabolic contours.
With this new generalized cross-coupled control (GCCC) approach, the beneﬁts
of the variable-gain cross-coupled control (CCC) approach can now be extended
for use with any contour. Experiments performed on a small CNC machine also






A new approach, based on neural networks, for reducing the contour errors in
two-dimensional CNC machines is presented in this chapter. In the approach
proposed here, at each sampling instant, two pre-trained nonlinear autoregressive
network with exogenous inputs (NARX), one for each axis, are used to predict
the output position of the tool in the next sampling instant. The contour error in
the next instant is then estimated and, based on this, the required compensation
terms to be added to the reference input positions to reduce the contour error
for the next sampling instant are determined. In the proposed approach, the
compensation terms can be updated through an iteration process which reduces
the contour error each time.
To evaluate the performance of this approach, simulation experiments were per-
formed applying this approach to the linear, circular and parabolic contours. The
results obtained show that, even without extensive training of the NARX mod-
els, the contour errors can be signiﬁcantly reduced. The simulation experiments
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were followed by actual experiments conducted on a small two-axis CNC ma-
chine. The results obtained conﬁrm the eﬀectiveness of this approach in reducing
contour errors for linear, circular, parabolic and goggles contours.
6.1 Introduction
Many eﬀective approaches for reducing contour errors are model-based and, for
good performance, require an accurate model of the system dynamics. In the
presence of modelling errors, performance can degrade signiﬁcantly. In practice,
unfortunately, accurate dynamic models of the CNC machines are not readily
available or easily obtained. System dynamics may also change during operation.
To overcome such problems, the use of neural network techniques have been
investigated.
Neural networks are especially attractive for machining applications as they do
not require a ﬁrst principles model. They can be trained, using actual operational
input and output data, to mimic accurately the dynamic models of the system and
thus can be used in model-based approaches. Neural networks have been classiﬁed
as building blocks of intelligent control systems because of their ability to learn
the input-output relationship of a process. In model-based applications using
neural networks, the networks can also be retrained online using actual system
input-output data obtained during operation. In this way, they can continue to
provide an accurate model of the system even when the dynamics of the system
changes with time or during operation so that high performance can continued
to be maintained.
There have been a few studies on the application of neural networks for improving
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contouring control accuracy. In 1998 Luo et al. [36] proposed a neural network
approach to simultaneously control the average resultant cutting force and the
contour error in multidimensional milling. The control system consisted of a
neural force controller, a neural dynamic lag error controller with a feedforward
input added to compensate for static friction and a step motor controller. To
simplify the procedure for on-line learning, the neural force controller used an
identiﬁcation model to specify the feedrate. The neural dynamic lag error con-
troller, on the other hand, was based on non-parametric process identiﬁcation.
Experimental results verifying the proposed methodology were presented for ma-
chining two-dimensional circular slots and a three-dimensional spherical surface.
The proposed methodology was applicable to any contour.
A neural-network based cross-coupled control algorithm that integrates the cross-
coupled control and neural network techniques together was presented by Wang
and Lee in 1999 [59]. In this neural network based cross-coupled control system,
the ﬁxed gain PID controller for each of the individual axes was replaced by a
heuristic neural network learning controller and the conventional cross-coupled
controller was substituted by a neural network cross-coupled controller. Experi-
mental results when used for tracking a circular contour on a linear motor driven
X-Y table demonstrated that the performance of their neural network based
cross-coupled control scheme was superior to the conventional cross-coupled con-
trol scheme.
Also in 1999, Crispin et al. developed an approach using a neural network to
interpolate between optimal cross-coupling gain values and applied this to a com-
puter controlled x-y table [21] for a circular contour. The experimental results
they obtained when applying their approach showed that the contour error was
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reduced as compared to that obtained using the conventional uncoupled control
of the two axes.
In this chapter, the proposed NARX-network based contour error reduction
(NCER) method is presented and its performance evaluated and discussed. This
approach can be used for any free-form contour without the need for a priori
knowledge of the mathematical function describing the contour. In this approach,
at every sampling instant, the contour error for the next sampling instant is ﬁrst
estimated. This error is then used to iteratively determine compensation terms to
be added to the axial reference position inputs at the current sampling instant so
as to reduce this contour error at the next instant. The contour error estimation
method used here is the same as that proposed and detailed in Section 4.2.2 for
free-form contours. Both simulation experiments and actual experiments con-
ducted on the same small CNC machine described in earlier chapters with linear,
circular, parabolic and goggles contours showed the eﬀectiveness of NCER in
reducing contour errors, generally by 3 to 4 times.
The remainder of this chapter is organized as follows: In Section 6.2, the basic
structures of the NARX model are introduced. Also discussed in this section
are the algorithm for estimating the contour error and how this error is used to
generate the compensation values for both the X- and the Y-axes. The results
of the simulation experiments are presented and discussed in Section 6.3 and
those for the actual experiments on the small bi-axial machine in Section 6.4.
Section 6.5 presents the conclusions.
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6.2 NARX-based contour error reduction (NCER)
6.2.1 Nonlinear autoregressive network with exogenous
inputs (NARX)
Artiﬁcial neural networks (ANN) have been successfully used as a tool for time
series prediction and for modeling in a variety of application domains. In par-
ticular, when the time series is noisy and the underlying dynamical system is
nonlinear and not easily approached through analytical means, ANN models fre-
quently outperform standard techniques. In such cases, the better prediction
performance of the ANN seems to be due to their ability to learn from actual
experimental data and to construct complex non-linear relationships from these.
The nonlinear autoregressive network with exogenous inputs (NARX) is an im-
portant class of discrete-time nonlinear systems. Not only are NARX neural
networks computationally powerful in theory, they also have several advantages
in practice. For example, it has been reported that gradient-descent learning can
be more eﬀective in NARX networks than in other recurrent architectures with
“hidden states” [25]. In the NARX model, the predicted value of the output at
the (k + 1)th instance, wˆ(k + 1), is given mathematically by
wˆ(k + 1) = F (wˆ(k), ..., wˆ(k − q + 1), u(k), ..., u(k − q + 1)) (6.2.1)
where F is a nonlinear function of its arguments, {u} is the input sequence and
{wˆ} the predicted output sequence. Fig. 6.1 shows the topology of a NARX
network with tapped-delay-lines (TDL) implementing Eq. (6.2.1) [24].
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Figure 6.1: A NARX network
There are two architectures that can be used for a NARX network, the parallel (P)
and the series-parallel (SP) architectures. Fig. 6.1 represents the P architecture.
In Eq. (6.2.1), previous predicted outputs from the NARX are used as part of the
inputs to predict the output at the next instance. Higher prediction accuracies
can be obtained if these are replaced by the actual values of outputs from the
system. In this case, Eq. (6.2.1) will then be
wˆ(k + 1) = F (w(k), ..., w(k − q + 1), u(k), ..., u(k − q + 1)) (6.2.2)
Fig. 6.2 shows the NARX implementation of Eq. (6.2.2), which represents the
series-parallel or SP architecture. The SP architecture has the advantage that it
is a purely feedforward architecture and, as such, static backpropagation can be
used for its training [65]. The SP architecture will also produce more accurate
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results as more accurate inputs are used.
In this chapter, a series-parallel NARX network is trained and used as a one-
step-ahead prediction model.
Figure 6.2: Series-parallel architecture of NARX networks
6.2.2 Structure of NCER
The basic elements of a two-axis CNC system are illustrated in Fig. 6.3 in which
rx and ry are the reference position inputs applied to the axial drive systems and
x and y the position outputs of the system.
Figure 6.3: Bi-axis CNC system
The NARX-based contour error reduction (NCER) approach proposed here does
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not require any changes or modiﬁcations to the hardware of the CNC system,
including the controller.
In this approach, the NARX model, trained to model the dynamic models of
both the X- and the Y-axes, is ﬁrst used to predict, or estimate the future values
of, the outputs xˆ and yˆ. These are then used to predict future values of the
contour errors. Using these predicted values of the contour error, the modiﬁed,
or compensated, reference position inputs, rˆx and rˆy, are then generated and used
as inputs to the CNC system, or replacing rx and ry shown in Fig. 6.3.
The basic structure of NCER is shown in Fig. 6.4.
Figure 6.4: Basic structure of NCER
The contour error estimation algorithm used here is the same as that proposed
and described earlier in Section 4.2.2. According to the symbols used in Section
4.2.2, the contour error components for the X- and the Y-axis will then be εx =
xo − xp and εy = yo − yp, respectively. The following deﬁnitions are used in
the description of the algorithm for NCER which follows. At the kth sampling
instant:
• x(k), y(k) - the actual output of the system as shown in Fig. 6.3 and used
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as inputs to NCER as shown in Fig. 6.4.
• rxd(k), ryd(k) - the reference inputs based on the desired contour.
• rx(k), ry(k) - the actual reference inputs applied at the kth instant. These
inputs are applied at the points indicated by rx and ry in Fig. 6.3.
• xˆi(k), yˆi(k) - the ith generation of the predicted output.
• εx,i, εy,i - the ith generation of the predicted components of the contour
error at the next or (k + 1)th instant.
• rˆx,i(k), rˆy,i(k) - the ith generation of the reference input based on predicted
contour errors.
In NCER, the algorithm for computing the compensated values of the reference
inputs to be applied to the system are given in the following steps.
(i) Let i = 1 and let rˆx,1(k) = rxd(k), rˆy,1(k) = ryd(k).
(ii) Since rx(k−1), ..., rx(k− q+1) and x(k−1), ..., x(k− q+1) are already in
the delay-line memories, apply rˆx,i(k) and x(k) to the X-axis NARX model
to generate the predicted value of the output xˆi(k+1) at the next (k+1)
th
instant. Likewise, yˆi(k+1) is the predicted using the Y-axis NARX model.
(iii) The predicted output position (xˆi(k+1), yˆi(k+1)) is used to determine the
contour error components, εx,i and εy,i, at the (k + 1)
th instant using the
method described in Section 4.2.2. The next generation of compensated
reference position inputs are then determined as rˆx,i+1(k) = rˆx,i(k) + εx,i
and rˆy,i+1(k) = rˆy,i(k) + εy,i.
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(iv) Increase the generation counter i by one and repeat Steps (ii) and (iii)
to compute the next generation of compensated reference position inputs.
This step is repeated for the desired number of generations or until the
predicted contour error shows no further signiﬁcant reduction. In the work
described here, six generations are used.
(v) With six generations being used, the compensated reference position inputs
applied to the system are then rx(k) = rˆx,6(k) and ry(k) = rˆy,6(k).
6.3 Simulation experiments
Simulation experiments were performed using the proposed NCER strategy ap-
plied on three types of contours, linear, circular and parabolic. Referring to
Fig. 6.3, for each axis the axial dynamics was assumed to be of second order
with a model of the form K
s(τs+1)
and a proportional controller with gain Kp. The
dynamic parameters, τx, τy, Kx, Ky, Kpx, Kpy were the same as that used in Sec-
tion 4.4. The reference input sequence {rxd, ryd} was generated using the same
equations as that given in Section 4.4.
6.3.1 NARX network and training
As a multilayer perceptron with a single hidden layer is suﬃcient to approximate
any bounded continuous function, this was used for the NARX network. The
number of hidden neurons and tapped delay memory lines which gave the best
training error results were found by trial and error to be 6 and 3, respectively.
Referring to Fig. 6.1 and Eq. (6.2.1), the training data required for training the
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NARX network are the training sets {w(k+1), w(k), ..., w(k−q+1), u(k), ...,
u(k− q+1)}, where u(k) and w(k) are the input applied to and the output pro-
duced, respectively, at the kth sampling instant. These can be readily generated
by applying suitable input sequences to the system model and recording both
the input sequences and the output sequences which are produced. To properly
train a neural network to model any system, the input sequence for generating
these training sets should adequately cover both the whole operational space as
well the frequency spectrum of the system.
To generate the training data set, the reference input position for three contours
were used as input sequences to the system, that for a circular contour with
R = 60 mm and for two linear contours with angles θ = 0◦ and θ = 90◦. In
generating these sequences, a feedrate of f = 2400mm/min and a sampling
period of T = 0.001 s were used. In order to enrich the frequency information
contained in the input sequences used to generate the training sets, white noise
was added.



















Figure 6.5: Progress of training errors for X-axis
Figs. 6.5 and 6.6 show the progress of the training errors, in terms of mean squared
errors, up to 2000 training epochs when training was stopped. Validation results
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show the good performance of the network after training with mean square errors
on the order of 10−12 for both the X- and the Y-axes.



















Figure 6.6: Progress of training errors for Y-axis
6.3.2 Simulation evaluation of NCER performance
To evaluate the performance of NCER, simulation experiments were performed
with three types of contours - linear, circular and parabolic. These were per-
formed with the application of NCER and with uncompensated reference inputs
for comparison. The linear contour used has an angle of θ = 30◦ with respect to
the X-axis. The radius of the circular contour used is 40 mm and the function
y = 0.5x2 was used for the parabolic contour with a starting point at (0, 0) and
an ending point at (5, 12.5).
For the simulations, a feedrate of f = 2400mm/min and a sampling period of
T = 0.001 s were used. In the same way as described in Section 4.4.1, piecewise
straight line segment approximations were used to generate the reference position
inputs for the parabolic contour with these segments having a constant length of
ds = 0.1mm.
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For the linear contour, Figs. 4.5 and 6.7 show the results for the uncompensated
system and that compensated with NCER respectively. As can be clearly seen
from these ﬁgures, the resulting contour error was reduced from a maximum
of about 200μm for the uncompensated system to about 38μm when NCER is
applied.


















Figure 6.7: Contour error for linear contour with NCER




















Figure 6.8: Contour error for circular contour with NCER
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The corresponding ﬁgures for the circular contour are shown in Figs. 4.7 and 6.8.
From these ﬁgures, it can be seen that NCER has also signiﬁcantly reduced the
contour error from a maximum of about 200μm to a maximum which is less than
30μm.
Figs. 4.9 and 6.9 show the corresponding results for the parabolic contour. Here
again, it can be clearly seen that the maximum contour error was reduced from
about 180μm to about 37μm with the application of NCER.



















Figure 6.9: Contour error for parabolic contour with NCER
6.4 Experimental evaluation
6.4.1 Experimental setup
The proposed NCER approach was evaluated in experiments performed on the
same mini-CNC machine used in earlier chapters and introduced in Section 3.3.
In order to show the ability of NCER to reduce the contouring errors that can
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result from unmatched axial dynamics [43], the proportional gains for the two
axes were set to be diﬀerent with Kpx = 10 and Kpy = 8. The trajectories
to generate the training data were the same as those used in the simulation
experiments described earlier in Section 6.3 but here applied to the real CNC
machine. The structure of NARX neural network used here is also the same as
that used in Section 6.3. The trained NARX models for the X- and the Y-axes
then became a part of NCER scheme.
Four types of contours, linear, circular, parabolic and goggles, were used with
the last two types intended to evaluate the performance of NCER for arbitrary
free-form contours. The linear contour was generated at an angle of 30◦ to the
X-axis. For the circular contour, a radius of 40 mm was used. For the parabolic
contour, y = 0.5x2 was used. The “Goggles” contour is a NURBS curve used
by Cheng et al. for the study of contour errors in free-form contours [14]. The
speciﬁcation of goggles contour has been given in Section 5.5.1.
For the experiments, the CNC machine was made to follow each of the four con-
tours at four feedrates, at 1200 mm/min, 2400 mm/min, 3600 mm/min and 4800
mm/min. For each contour and at each of the four feedrates, the actual machine
positions as given by the digital encoders for both the X- and the Y-axis were
recorded and used for the subsequent computations of the resulting contour er-
rors. For the goggles contour, the reference input positions at every sampling
instance were also recorded as these were also needed for the determination of
the contour errors. There is no function representation for the goggles contour.
To accurately compute the contour error requires an accurate function approxi-
mation through the series of recorded reference input positions. For this purpose,
a contour error estimation based on NURBS interpolation (CEEBNI) was used.
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The details of this method can be found in Section 5.3.
6.4.2 Performance of NCER
Although four feedrates were used in the experimental evaluation, only the de-
tailed results for the feedrate of 2400 mm/min will be presented here as the results
at the other three feedrates show similar trends.
Zero phase error tracking control (ZPETC) is a model-based approach well re-
garded for its good tracking performance. For performance comparison, ZPETC
was applied to the same CNC machine used in the NCER experiments and for the
same contours at a feedrate of 2400 mm/min. The experimental results obtained
are shown in Figs. 6.10 to 6.13.


























Figure 6.10: Experimental linear contour error
The experimental results for the linear contour are shown in Fig. 6.10. From this,
it can be noted that the uncompensated contour error is about 13μm, showing the
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eﬀect of mismatch in the axial dynamics. It can also be seen that the application
of NCER has eﬀectively reduced the average contour error, by about 3 to 4 times,
to about 3μm.
Fig. 6.11 shows the corresponding contour errors for the circular contour. Here
again, it can be clearly seen that NCER has eﬀectively reduce the contour error,
again by about 3 to 4 times, from about ±18μm to about ±5μm. The eﬀect of
stiction at the four quadrants can also be seen to have been reduced.































Figure 6.11: Experimental circular contour error
The corresponding results for the parabolic contour are shown in Fig. 6.12. As
with the linear and circular contours, NCER eﬀectively reduced the contour er-
rors. For the parabolic contour, except for the large errors during the initial
transient period, the contour errors were within about ±5μm.
Fig. 6.13 shows the results for the goggles contour. This contour was used to eval-
uate the performance of NCER for the NURBS curve, NURBS becoming widely
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used in the manufacturing industry to represent free-form contours. Clearly, from
the ﬁgure, it can be seen that the maximum contour error has been signiﬁcantly
reduced from about 18μm to about 7μm.




























Figure 6.12: Experimental parabolic contour error























Figure 6.13: Experimental goggles contour error
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Table 6.1 shows the contour errors obtained for all four contours at all the four
feedrates using the integrated absolute error (IAE) as the measure of performance.
From the table, it can be seen that for all four contours the values of IAE increase
as the feedrate increases. For the uncompensated system with mismatched axial
dynamics, these values for the four contours vary from a range of about 2μm
to 5μm at the lowest feedrate of 1200 mm/min to a range of about 10μm to
20μm at the highest feedrate of 4800 mm/min. Corresponding values with the
application of NCER are 0.9μm to 1.6μm at the feedrate of 1200 mm/min and
4μm to 5μm at the feedrate of 4800 mm/min. This represents a reduction by a
factor of about 2.5 to 4.
Table 6.1: Comparison of contour errors at diﬀerent feedrates (IAE(mm))
Feedrate (mm/min) 1200 2400 3600 4800
Linear Uncompensated 0.0055 0.0117 0.0166 0.0204
NCER 1.6441e-3 3.3782e-3 4.7660e-3 5.8282e-3
Circular Uncompensated 0.0052 0.0101 0.0147 0.0187
NCER 1.5216e-3 2.9095e-3 4.2686e-3 5.4463e-3
Parabolic Uncompensated 0.0020 0.0050 0.0079 0.0107
NCER 9.6019e-4 1.6644e-3 2.7771e-3 4.1856e-3
Goggles Uncompensated 0.0047 0.0093 0.0139 0.0185
NCER 1.4543e-3 2.7826e-3 4.1890e-3 5.7012e-3
The results obtained with the application of ZPETC are also shown in Figs. 6.10
to 6.13. From these, it can be seen that application of ZPETC improved the
contour errors for all four contours, from 13 μm to 12 μm for the linear contour,
18 μm to 15 μm for the circular contour, 20 μm to 18 μm for the parabolic contour
and 18 μm to 15 μm for the goggles contour. Although theoretically the output of
the system should follow the reference input when using ZPETC, the performance
of ZPETC deteriorated due to modeling errors and external disturbance. The
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improvements in contouring performance for ZPETC, by a factor of 1.1 to 1.2
are not as good as that obtained using NCER which reduced the contour errors
by a factor of about 2.5 to 4.
6.5 Conclusion
In this chapter, a NARX neural network based contour error reduction (NCER) is
proposed. The proposed approach can be used for any free-form contour including
that deﬁned by a NURBS curve. Compared with other model-based contour error
control methods, NCER focused directly on reducing contour errors rather than
indirectly through reducing axial tracking errors.
Simulation studies show that, with NCER, signiﬁcantly improved contour error
control was achieved for linear, circular and parabolic contours. A signiﬁcant
advantage of using NCER is that knowledge of the dynamic model of the system-
under-control is not required. Only input-output data obtained directly from the
machine are needed for the training of the NARX network. Online re-training
during machine operations can also be incorporated which will allow NCER to
adapt and to continue to maintain good performance even when there are changes
to the system dynamics.
NCER is also not limited to contours which are described by known functions. It
is applicable for any free-form contours, including contours represented by only
the discrete reference input position data, as found in all CNC machines.
Four types of contours were used in the evaluation of the eﬀectiveness of NCER in
experiments, the linear, circular, parabolic and a free-form contour. Experimental
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results shown that NCER can signiﬁcantly reduce the contour errors and achieve
a performance that is better than ZPETC. Unlike ZPETC, NCER focuses not on
reducing the tracking error and through this reduce the contour errors. Rather,




7.1 Conclusions of this thesis
The main objective of this research was to study factors aﬀecting contour errors in
CNC machines, existing approaches to reducing these and to explore how higher
contouring accuracies can be achieved.
The ﬁrst investigation was into how the servo control loop sampling frequency af-
fects system performance and contouring accuracy. The results obtained, through
both simulations and actual experimentation on a small CNC machine show that
while sampling frequency has an aﬀect on both system response and stability,
for the bandwidths of typical CNC machines, above about a few hundred Hertz
sampling frequency does not have any signiﬁcant eﬀect on contouring accuracies
unless accuracies in the sub-microns range is required.
Three new approaches for achieving higher contouring accuracies were proposed
and evaluated in this work. The experimental results with these three and the
other two well-known approaches were shown in Table 7.1. Among these three,
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Table 7.1: Comparison of diﬀerent approaches at the feedrate of 2400 mm/min
(IAE(mm))
Contour type GTSEEC GCCC NCER CCC ZPETC
Linear 4.8236e-4 8.3316e-4 3.3782e-3 8.1353e-4 0.0112
Circular 7.6800e-4 0.0012 2.9095e-3 0.0013 0.0079
Parabolic 4.2464e-4 7.8473e-4 1.6644e-3 7.5811e-4 0.0044
Goggles 0.0011 0.0016 2.7826e-3 N.A. 0.0073
the Generalized Taylor Series Expansion Error Compensation (GTSEEC) ap-
proach provides the best performance in terms of achieving the smallest contour
errors on the same small not-so-well build CNC machine that was used in all the
experiments. Theoretically, TSEEC can achieve perfect contouring with perfect
knowledge of the dynamics of the CNC system even when the axial dynamics
of the machine are not matched. Unfortunately TSEEC is limited in its appli-
cability to only linear and circular contours. GTSEEC extends TSEEC so that
the same approach can be applied to any general free-form contours, including
those speciﬁed by only the series of reference axial position inputs from the in-
terpolators that are present in all CNC machines. When used for linear and
circular contours, GTSEEC has similar level of performance in contour error re-
duction as TSEEC. The main disadvantage of GTSEEC is that it is model-based
and requires an accurate model of the machine for good contouring performance.
Otherwise, contouring performance will be degraded. Experiments performed
on a small CNC machine with unmatched axial dynamics using linear, circular
and parabolic contours, GTSEEC outperformed the well-known Zero Phase Error
Tracking Controller (ZPETC) approach, which is also model-based, by an order
of magnitude.
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The second proposed new approach, Generalized Cross-Coupled Control (GCCC),
makes use of the same principles as used in the cross-coupled controller (CCC)
removed some of the limitations associated with CCC. With GCCC, there require-
ment that the contour being generated needs to have a diﬀerentiable describing
function is no longer needed. GCCC thus can be used with any contour, including
free-form contours and those which are represented by just the series of reference
axial position inputs which are available in all CNC machines. Unlike for CCC
for which diﬀerent algorithms are required to determine the cross-couple gains,
for GCCC, the same algorithm is used. On weakness of GCCC, if it can be called
that, is that the contouring performance is dependent upon the values of the PI
gains used and some eﬀorts, e.g. by trial and error, is necessary to determine
near optimal gains for best performance.
A third approach has been proposed and investigated here using a non-linear au-
toregressive network with exogenous inputs (NARX) for contour error reduction
(NCER). As with the other two approaches, GTSEEC and GCCC, proposed in
this work, the NCER approach is also not limited to only linear and circular con-
tours or only contours with known describing functions. It can be applied for any
free-form contour including those described by only the series of reference posi-
tion input points that are found in all CNC machines. With NCER, no changes
is required of the hardware of the CNC system and there is also no need for any
PI gain tuning as is required in GCCC. Unlike GTSEEC, there is no need for
an accurate a priori knowledge of the machine’s dynamics for good contouring
tracking performance. While the performance in terms of contour error of NCER
is not as good as that for both GTSEEC and GCCC, in the experiments that
were performed with a linear, a circular, a parabolic and a goggles contour, it
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easily outperforms the well-known ZPETC approach. The NCER approach has
another advantage as compared with other model-based approaches, including
GTSEEC and ZPETC. When the dynamics of the machine changes during oper-
ation, e.g. due to chances in temperature or changes in the weight of workpiece,
online retraining of the NARX networks using input-output data obtained during
operation can be introduced. In this way, the NCER approach can be made to
adapt and to continue to maintain good performance even when there are changes
in the dynamics of the machine during operation.
7.2 Possible future research issues
While signiﬁcant reduction in contour errors have been achieved with the three
approaches proposed and evaluated in this thesis, there are still work that can
be done to achieve improvements to these approaches.
Theoretically, the TSEEC, and by extension GTSEEC approaches should be able
to achieve perfect contour tracking if a perfect model of the machine’s dynamics
is used in implementation. This was demonstrated in the simulation experiments
for which perfect models can be assumed and used. In practice, however, obtain-
ing a good dynamic model is already a challenge, not to mention a perfect model.
Furthermore, the dynamics of the machine can change, and do change, during
operation either due to the changing weights of workpieces during operation,
changes in the temperature of the machine structure during operation and as the
workday progress, or due to aging over a longer period. An approach which can
potentially overcome the problem of using an inaccurate dynamic model for GT-
SEEC implementation is the incorporation of neural networks into the GTSEEC
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scheme. If this can be accomplished and the neural networks can be trained using
actual machine input-output data to accurately model the machine’s dynamics,
then good performance can be assured. Online retraining of the neural network
can also be introduced to accommodate situations when the dynamics of the
machine changes during operation.
The NCER approach also has potential to be further investigated so that it can
achieve better contour tracking control performance. Areas of investigation could
include, but not restricted to, the use of neural network other than multilayer
perceptrons such as radial basis function networks, the eﬀect of neural network
structure and size. The reason why the NCER approach is not able to perform
better and to reduce the contour error further can also be investigated so that
once these are known, the NCER approach can be improved.
The work done in this thesis focussed only on the two-dimensional contour errors
resulting form imperfect control and coordination of the machine’s axial drive
systems. There are many other sources of errors which limits the ability of CNC
machines to produce ever more accurate parts. These include the eﬀect of cut-
ting forces, deﬂections and vibrations [3] during machining and imperfections in
the drivers of the servo motors used for the machine drives. Such issues will
need to be further investigated and address if CNC machines were to be able to
achieve accuracies in the sub-micron or lower range. Two-dimensional and three-
dimensional contour error control schemes for multi-axis, especially for 5-axis,
CNC machines need to be further studied [4, 46, 47].
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