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Abstract--This paper considers the effect of partial pivoting in automatic ordinary differential 
equation solvers that utilize sparse matrix techniques. Two solvers are considered, the well-known 
LSODES solver and a derivate LSOD28. LSODES uses the Yale Sparse Matrix Package which 
does not perform partial pivoting. LSOD28 uses the MA28 Sparse Matrix Package which does 
perform partial pivoting. Results are presented for a benchmark problem that contains several 
features typically present in realistic problems. The results demonstrate hat both solvers perform 
satisfactorily. At the same time, they illustrate that the lack of partial pivoting does not necessarily 
degrade the efficiency or the reliability of a solver such as LSODES for such problems. They 
support the argument hat partial pivoting is not necessarily required in adaptive sparse solvers 
to solve complex problems accurately and efficiently. 
NOMENCLATURE 
p = Density (kg/m 3) 
G = Mass flux (kgim-' s) 
T = Temperature (°C) 
K = Frictional pressure drop coefficient = 10 
go = Gravitational acceleration = 9.80665 (m/s 2) 
0 = 90 ° 
q~ = Heat flux = I.IE + 5 (W/m 2) 
Pe = Heated perimeter = 7.97318E + 2 (m) 
AS = Flow area = 3.82760 (m'-) 
L = Length of spatial region (m) 
/ '  = Absolute temperature = T + 273.14 (K) 
p = Pressure (MPa = 106 Pa) 
v = Specific volume (m3/kg) 
h = Specific enthalpy (kJ/kg) 
s = Specific entropy (kJ/kg K) 
=dTp 
C 7 ~ = Reciprocal of constant pressure specific heat (kg K/k J) 
-~  = - v 0~rP: -- Reciprocal of isothermal compressibility (MPa = 10 -6 Pa) K 
r 
fl ' voT - = ~v p = Reciprocal of coefficient volume expansion (K) 
a = Sound speed (m/s) 
p.~, = Saturation density (kg/m ~) 
=(0ply: 
\ao I,) 
1. INTRODUCTION 
Experience indicates that ordinary differential equation (ODE) solvers that utilize sparse 
matrix techniques are well-suited for the solution of many problems of practical interest. 
Consequently, several sparse solvers that implement the backward-differentiation methods 
are widely used. One well-known such public domain solver is LSODES [I]. LSODES 
utilizes the Yale Sparse Matrix Package (YSMP) [2] which does not perform partial 
pivoting. 
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Most of the author's experience is with variants of the LSODES solver. In particular, 
such solvers have been used successfully in the solution of several very complex fluid-flow 
problems [4]. The type of problem we have in mind is one resulting from models that 
couple discretized heat and fluid equations through various kinetics equations, heat- 
transfer coefficients and boundary conditions. These models tend to be somewhat sparse 
but do not typically have a convenient band structure. They tend to be stiff due to the 
presence of subsystems uch as the point-kinetics equations. Comparison of the per- 
formance of several well-known stiff solvers suggest such problems are best solved using 
a sparse ODE solver such as LSODES. 
A question of interest o anyone who has used such a solver to solve complicated models 
is the effect of not performing partialpivoting. This is particularly true for models in which 
"simplifying assumptions" have been made that create model difficulties not always 
immediately apparent to the user. Such assumptions sometimes degrade the performance 
of an ODE solver significantly. There is sometimes a tendency to attribute the resulting 
performance to the lack of pivoting. However, the author is not aware of any realistic 
problem for which the lack of pivoting actually is the reason for poor solver performance. 
Although the results we present demonstrate hat using a fixed pivot sequence can indeed 
reduce efficiency, they also illustrate that, for the rather complex and badly conditioned 
problem considered, the lack of pivoting does not significantly reduce the efficiency of 
LSODES. 
One is not concerned with adverse ffects on accuracy or reliability but with possible 
effects on the efficiency of the solution. This is due to the fact that the iteration matrix 
used in the codes has the form 
P= ~ -ha3  
where 0 is the identity matrix, h is the integration stepsize, a is a constant determined by 
the integration method and J1 is an approximation to the Jacobian matrix for the system 
of ODEs. Inaccuracies in the solution of linear systems Px = b are generally detected by 
the corrector convergence t sts used in the codes. In this case, the stepsize is reduced 
appropriately, resulting in a new matrix P that more closely resembles the well-conditioned 
identity matrix. What is of interest is the degree to which the efficiency of the solver is 
degraded by such reductions. 
At first one suspects olver efficiency may be severely degraded. However, the approx- 
imate Jacobian matrix d is usually one that was determined at an earlier point in the 
integration. The solvers in question also implement several clever strategies to reduce the 
frequency at which the Jacobian matrix is updated. When this is taken into account, it is 
not obvious that solver efficiency must be significantly degraded by not pivoting. However, 
it is very difficult to assess the possible effects of not pivoting by simply comparing the 
performance of LSODES and another solver that uses partial pivoting. This is due to the 
fact that the various internal strategies used by most available solvers, e.g. see Ref. [5], 
differ substantially from those used in LSODES and the differences between the strategies 
cloud the issue of the effect of pivoting. For example, matters uch as the frequency of 
updating P, the use of an old ,11 in updates of P, tests for convergence of the corrector 
iteration and the order and stepsize selection procedures differ substantially between 
available codes. Consequently, no attempt will be made in this paper to compare various 
sparse ODE solvers or to decide which is "best". Any such comparison would be extremely 
difficult due to the differences noted above. The primary objective of the paper is to attempt 
to illustrate the effect of pivoting vs not pivoting, specifically the effect of not pivoting in 
LSODES. 
Answering this question would of course be greatly simplified if LSODES allowed 
pivoting as an option. Since it does not and since we are not inclined to incorporate such 
an option in the code (versions of YSMP subroutines exist that allow pivoting), we will 
take another approach. This approach will consist of examining the relative performances 
of LSODES and the derivate LSOD28 solver [6]. LSOD28 is an impressive piece of 
mathematical software that was developed by incorporating the MA28 sparse matrix 
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routines [7] along with various strategies from LSODES into the LSODE [1, 3] solver. 
(LSODE is the base solver for the Livermore family of ODE solvers; it uses dense and 
banded techniques.) While the strategies employed in LSODES and LSOD28 are not 
identical they are very similar in most respects. Similar strategies are used in procedures 
not related to the linear algebra portions of the codes. Differences do exist in the linear 
algebra portions. For example, different initial reordering strategies are used due to 
differences between MA28 and YSMP. The codes also handle calculation of the pivot 
structure somewhat differently. Both codes calculate the pivot structure at the beginning 
of the integration and neither code automatically recalculates the pivot structure ach time 
the Jacobian matrix is calculated. However, LSOD28 calculates the pivot structure at least 
once during each 75 integration steps. Such differences account for some of the differences 
noted later between the numerical results for the two codes. However, we consider the 
designs of the two solvers to be similar enough to allow meaningful conclusions to be 
drawn by examining their relative performances. It cannot be overemphasized that 
differences do exist but that the primary objective is not to compare the codes per se but 
rather is to get a handle on the effect of not pivoting in LSODES. 
A benchmark problem will be described in Section 2. This model problem has been used 
previously [8, 9] to benchmark the performance of several ODE solvers, including 
LSODES. As discussed in Refs [8, 9], the problem exhibits everal important characteristics 
of many problems of practical interest. The problem is derived by spatially discretizing the 
one-dimensional Euler equations, using the method of pseudo-characteristics. The re- 
sulting system of ODEs is then solved by the method of lines [10], using LSODES and 
LSOD28. While we cannot claim the performance of the two solvers in question for this 
problem is indicative of their performance for all problems of practical interest, he results 
for LSODES are very similar to those previously observed for a number of representative 
fluid-flow problems [4]. Section 3 contains adescription of the testing that was performed. 
Results of the testing are discussed in Section 4. Results that support our conclusions are 
also given for banded solutions with and without pivoting. The results support the 
argument that pivoting is not necessarily required in an adaptive ODE solver such as 
LSODES. 
2. DESCRIPTION OF THE TEST PROBLEM 
The model problem is defined by applying a pseudo-characteristic spatial discretization 
to the one-dimensional Euler partial differential equations (PDEs). This results in a system 
of ODEs that is solved using the method of lines. Qualitative aspects of both the original 
system of PDEs and the discretized system of ODEs are discussed in more detail in Refs 
[8, 9l. 
The underlying PDEs are defined as follows: 
~U & ~U 
- -+ " -v -=C (0~<t, O<~z<~L), (1) 
~t az 
where 
U=(p ,G,  T) T, 
C= O, -KGlG/p l -pg~s inO, - -  
0 
1 G'- 
& = pk p2 
-a'3 G 
p'-C  
1 0 
C 
2-- 
a'3~G G 
p 
a2~PHI<IT 
GAr _1' 
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and a, K, #, Cp =f (T ,  p) (equation of state). The boundary conditions are 
p(0, t) = P0 = 795.521 
T(0, t) = To = 255.000 
and 
G(L, t) = Go = 270.900. 
The eigenvalues of A are 
G/p ,G/p+a and G/p-a .  
Equations (1) may be expressed in characteristic form by multiplying by a matrix • for 
which 
~AB -I =D 
where O is the diagonal matrix whose diagonal elements are the above eigenvalues. One 
such matrix is given by 
a = -G~ca + 1 p•a p~ • 
Gxa + 1 -pka  p~ 
The resulting characteristic form of the defining equations is then 
0U ~.OU =B.C .  
B. - -~-+O.  az 
At each node of the spatial mesh {z~, . . . ,  zM+ ~}, one-sided ifferences are calculated for 
the spatial derivatives: 
P:,o, G:.o,. ~.o 
p .... G:.+, T=,+ 
and 
p; ,  _ ,  G& _ ,  T= , 
(Throughout his paper, M + 1 will denote the number of spatial nodes.) The first 
subscripts denote differentiation with respect to z. The second subscripts (0, + ,  - ) indicate 
that the direction of the spatial differencing is dictated by the signs of the local 
characteristics G/p, G/p + a, G/p - a, respectively, at the node. Backward differences are 
used if the sign of the characteristic is positive; otherwise forward differences are used. At 
each node, there results a system of three linear equations whose solution yields the 
corresponding time derivatives for the ODE solver. (We point out that these linear systems 
are very badly conditioned. For example, iterative refinement usually will not converge for 
the systems.) The linear system is given by 
.(dp,, d_G(, d_Ti y 
tB \d t  dt dt ] =E  
where 3 is evaluated at z, using Pi, Gi and 7",; and E = (E~, Ez, E3) r with 
3 
E, = 2 Bv'CJ - (G]p,)'{Bt, P...o + B,, G=.0 + B,3 7"..o} 
j= l  
3 
E, = Z B:, .C, - (O , /p ,+ a,). {B:, p:._ + B:: a:+ + 8:3 r_.+} 
j=[  
and 
3 
F.~ = y_ B~,.C, - (C, p , -  ~,) 
j= l  
{B3i p:,_ + B32 G:._ + B33 7"=. _}. 
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Arbitrary values may be defined for the initial values of pi. G, and T,. The problem of 
interest is then to integrate until the steady-state solution of the discretized solution is 
obtained. The initial conditions used in this report were obtained by using a linear rise 
for the T,'s, calculating the corresponding values of p~ using a constant pressure, and using 
G~ (z,O) = Go. All water properties (i.e. the equation of state) were taken to be constant 
in both space and time. 
It is necessary to distinguish between the steady-state solution of the PDEs and that of 
the ODEs. For the PDEs, we have G = Go constant at steady state. The system of PDEs 
may thus be reduced in this case to a system of two ODEs (in z) whose solution determines 
the steady-state spatial profiles for p and T. The behavior of the discretized system is 
actually very different from that of the exact solution for the PDEs. Each of p~(t), G~(t) 
and T~(t) is damped and oscillatory. For example, the maximum magnitude of the 
oscillation for G~ is about 10 times larger than the actual steady-state solution value. When 
two-point spatial differences are used (as they are in this report), the steady-state spatial 
values of p~, G~ and T, for the discretized system are monotone in z. 
The discretized system is stiff. One negative igenvalue has magnitude approximately 
O(105). The other eigenvalues are shifted from the imaginary axis into the left half-plane 
(due to the damping that is implicitly introduced into the system by the differencing 
scheme; see Ref. [8]). The stiffness of the system roughly doubles each time the number 
of spatial nodes is doubled. 
A blockwise ordering was used to order the variables, i.e. 
Y = (Gt . . . . .  G,~t, 7"2 . . . . .  TM+I, 02 . . . . .  PM+0 T. 
(For the banded solution discussed in Section 4, the eqt/ations were reordered in a 
nodewise fashion in order to minimize the bandwidth of the Jacobian matrix. The resulting 
equations have a total bandwidth of II.) The percentage of nonzero elements in the 
Jacobian matrix is approx. 300/M. Nine derivatives are required to approximate the 
Jacobian matrix. (The same column grouping scheme is used in both LSODES and 
LSOD28.) 
3. DESCRIPT ION OF THE TEST ING 
All calculations were performed in double precision on a VAX 11/780 computer. 
Double-precision versions of LSODES, LSOD28 and the test program were used. For 
M- -5 ,  10, 20 and 30, LSODES and LSOD28 solutions were calculated for local error 
tolerances ofE = 10 -~ . . . . .  10 -~2. Output points were taken to be 104-5 for k = 1 . . . . .  10. 
The errors in the computed solution were estimated by comparing the solution with the 
LSODES solution for a local error tolerance ofE = 10 -~:. The exact solution for the PDEs 
was also calculated at output points using another well-known nonstiff solver (DEABM) 
[11] with an error tolerance of 10 -z-'. It is possible to use a nonstiff solver for this 
calculation since the reduced set of equations is not stiff. A pivot factor of U = 1.0 was 
used for MA28 in the LSOD28 solution. This corresponds to the usual notion of partial 
pivoting. Although other values for this factor sometimes resulted in more efficient 
solutions, the primary objective of this study was to assess the effect of partial pivoting. 
In the tests an outlet mass flux of Go = 270.9 was used and a heat addition factor of 
= l . lE+5 was used. Equally-spaced nodes on the interval [O,L] were used in the spatial 
discretization i all cases. A value of L = 1.0 was used for the length of the spatial region. 
To support our conclusions, the banded linear algebra option of another well-known 
solver (DEBDF) [11] was also used to solve the problem for the case M = 5, with and 
without partial pivoting. 
LSODES and LSOD28 integrations were performed using an internally generated 
approximation to the Jacobian matrix. A root-mean-square norm was used. The relative 
error weighting vector was taken to be W = (W~ . . . . .  W,) T where W~(t)= E .(1 + lyi(t)[), 
y~(t) was the solution at time t, and E was the local error tolerance. The test program used 
in the tests is available from the author. 
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4. DISCUSSION OF THE TEST RESULTS 
Tables 1-6 contain a summary of the results for the tests that were performed. Tables 
1-4 contain the number of derivative evaluations, the number of Jacobian evaluations, the 
number of integration steps, the maximum relative errors and the execution times for 
LSODES and LSOD28. The important point to observe with respect to Tables 1-4 is that 
substantial improvements in neither accuracy nor efficiency were obtained for LSOD28. 
In fact, more derivative evaluations and larger execution times were sometimes required 
for LSOD28 to obtain roughly the same accuracy as LSODES. In some cases, pivoting 
resulted in fewer integration steps; but the increase in the number of Jacobian evaluations 
offset the relative advantage of fewer steps. LSOD28 also required roughly twice as much 
storage as LSODES for the present problem. 
The LSOD28 results actually demonstrate that the use of a fixed pivot structure can 
indeed reduce the efficiency of an ODE solver. The LSOD28 results given in Tables 1-4 
correspond to a pivot factor U = 1.0. This factor is related to the Markowitz reordering 
strategy used by MA28 as a means of controlling the amount of fill-in that occurs during 
the LU factorization stage. Values of U for which 0 ,%< U ~< I allow MA28 to determine 
a pivot sequence that reduces fill-in, subject to the constraint that the multipliers (i.e. 
a,~/pivot) be less than 1/U in magnitude. A factor of 1.0 thus corresponds to the usual 
notion of partial pivoting while a value of 0.0 corresponds to pivoting solely to reduce 
fill-in. (This is not the same as not pivoting. In the present problem, for example, U = 0.0 
results in several row interchanges to minimize fill-in.) Reference [12] contains the results 
for a number of tests that were conducted using various values of U. In some cases slightly 
better results were obtained for avalue of U with 0 < U < 1. For example, U = 0.25 often 
gave slightly better results than U = 1.0. Usually, the worst results were obtained for 
U = 0.0. As U was decreased to 0.0, the number of derivative evaluations increased by 
factors ranging between 2.0 and 5.0 for the tests that were performed. Inspection of the 
row and column reordering vectors calculated by MA28 for the present problem showed 
Table I. Results tbr LSODES and LSOD28 (M = 5) 
- logT0e 
Derivative Jacobian [ntegration Maximum error Execution 
evaluations evaluations steps at output point time 
LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 
I 356 410 5 9 174 188 433E+3 882E+3 180E+2 215E+2 
l 510 628 6 14 292 327 201E+2 355E+2 240E~2 299E+2 
3 900 755 12 18 554 421 971E+1 733E+1 373E+2 338E+2 
4 1006 1027 12 23 644 602 296E +I  317E + I 4.29E + 2 434E + 2 
5 1533 1652 18 36 1004 958 277E+0 215E+0 632E~2 669E~2 
6 2134 2282 26 52 1423 1381 339E-1  256E- I  841E+2 903E+2 
7 3037 3455 38 76 2036 2132 169E-2  181E-2  119E~3 135E÷3 
8 4291 4566 54 101 2957 2797 225E-3  219E-3  163E÷3 177E+3 
9 6286 6628 83 142 4329 4179 905E-4  810E-4  236E~3 255E+3 
10 9148 10832. 116 2,14 6422 6804 300E - 5 297E-  5 341E ÷ 3 405E*  3 
II 15406 16997 198 368 10780 10791 321E-6  304E-6  560E+3 638E+3 
12 22370 2574.9 285 552 15955 16642 - -  - -  852E ~ 3 954E ÷ 3 
Table 2. Results for LSODES and LSOD28 (34 = 10) 
Derivative Jacobian Integration Maximum error Execution 
evaluations evaluations steps at output points time 
LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 --Iog!~E 
I 
2 
3 
4. 
5 
6 
7 
8 
9 
10 
1t 
12 
478 431 6 9 24.6 210 126E.3  134E+3 373E-2  398E+2 
856 935 11 21 492 469 626E+ I 211E+2 597E-2  739E+2 
224.6 1119 25 24 1264 622 166E÷0 673E-1  145E-3  867E+2 
1121 127t 14. 28 712 771 501E+0 181E+0 775E~2 955E+2 
2011 1722 24 36 1297 t039 760E- I  287E- !  133E-3  127E~3 
2070 24.53 25 53 1420 1518 841E-3  208E-2  139E-3  178E-3  
3162 3638 39 77 2t85 ' 2267 263E - 3 291E - 3 209E - 3 264E + 3 
5112 6376 63 135 3511 3887 225E-5  I75E-5  337E-3  4.65E+3 
7753 10504 99 221 5311 6290 194E-5  765E-6  506E-3  750E-3  
10897 11216 138 245 7599 7167 320E-6  397E-6  706E-3  788E+3 
19622 18003 249 383 13432 11608 585E-7  561E-7  125E-4 .  125E+4. 
26910 32276 345 681 18856 20443 - -  - -  178E - 4. 225E + 4 
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Table 3. Results for LSODES and LSOD28 15/ = 20} 
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-Iog~o~ 
Derivative Jacobian Integration 
evaluations evaluations steps 
LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 
Maximum error Execution 
at output points time 
LSODES LSOD28 LSODES LSOD28 
1 409 681 7 41 181 306 403E+ I 512E+ t 570E+2 I IOE+3 
2 t323 1616 t6 35 765 849 230E+0 451E+0 168E+3 231E+3 
3 1435 2037 17 46 911 I l i0 159E-1 372E-1  178E+3 284E+3 
4 3717 5304 43 113 2401 3144 564E-2  531E-2  445E+3 714E+3 
5 3l l l  3525 38 77 2058 2124 735E-3  504E-3  377E+3 478E+3 
6 -1,.I.93 6896 55 146 3027 4216 463E - 4 487E-  4 540E + 3 925E + 3 
7 5490 6985 69 t5t 3811 4404 55tE -5  520E-  5 66OE+ 3 936E+ 3 
8 8255 8882 t05 192 5771 5646 220E - 5 217E-  5 996E + 3 122E +4 
9 14648 18894 180 402 9957 11671 573E - 6 615E-  6 178E + 4 266E + 4 
10 22253 25026 284 532 15225 15656 926E-  7 951E-  7 269E + 4 346E + 4 
I1 33478 39589 417 848 23194 24883 127E-7  127E-7  404E+4 538E+4 
12 56002 55278 693 1180 39015 35226 - -  - -  670E + 4 741E + 4 
- I og .¢  
I 
2 
3 
4 
5 
6 
7 
8 
9 
10 
I1 
12 
Table 4. Results for LSODES and LSOD28 (M = 30) 
Derivative Jacobian Integration 
evaluations evaluations steps 
LSODES LSOD28 LSODES LSOD28 LSODES LSOD28 
862 1076 17 22 366 481 
I692 1944 19 41 967 1012 
3841 3t82 44 69 2450 1794 
9272 3515 111 75 6061 2077 
6758 5330 81 117 4508 3187 
636t 14077 78 303 4314 8465 
8358 9817 104 218 5816 6103 
12319 15105 153 329 8664 9469 
21881 24644 271 535 15107 15359 
33126 31350 408 667 22649 19677 
49525 50349 622 1068 34434 31794 
66719 89870 838 1893 47195 57515 
Maximum error Execution 
at output points time 
LSODES LSOD28 LSODES LSOD28 
'"345E + t 979E +""i I62E +"3'" 247E + 3 '  
600E+0 206E+0 312E+3 4t9E+3 
607E-  I 547E-  l 682E + 3 641E + 2 
158E- I  146E-1 163E+4 714E+3 
118E-2  113E-2  119E+4 I IOE+4 
964E - 4 103E- 3 t i lE+4 279E + 4 
t09E-4  866E-5  147E+4 t95E+4 
384E-5  383E-5  216E+4 299E+4 
I I8E -  5 I I7E -  5 391E +4 50OE + 4 
190E-6  194E-6  598E+4 630E+4 
29 IE -  7 276E-  7 891E +4 101E+ 5 
- -  ~ t l8E+5 I80E + 5 
Table 5. Results for DEBDF with and without pivoting (M = 5) 
-Iogm~ 
Derivative 3acobian Integration Maximum error Execution 
evaluations evaluations steps at output points time 
With Without With Without With Without With Without With Without 
pivoting pivoting pivoting pivoting pivoting pivoting pivoting pivoting pivoting pivoting 
I 1463 1354 79 72 189 190 690E+0 69tE+0 396E+2 371E+2 
2 1498 1482 75 74 285 273 395E-  1 297E-  I 415E+2 418E+2 
3 t916 1754 90 80 438 447 I I7E - t  117E- t  536E+2 507E+2 
4 3371 2495 153 114 854 625 248E-2  248E-2  927E+2 711E+2 
5 3003 3565 129 157 877 966 471E-  3 487E-  3 858E + 2 998E + 2 
6 4637 4867 198 210 1372 1402 464E - 4 539E - 4 134E + 3 138E + 3 
7 6534 7083 279 300 1968 2t32 289E - 5 289E - 5 187E + 3 204E + 3 
8 11536 9723 500 413 3303 2949 394E-6  394E-6  319E + 3 272E+ 3 
9 14158 13822 593 580 4397 4285 535E-7  129E-6  396E+3 384E+3 
I0 18763 18393 757 737 6279 6267 764E - 8 764E - 8 534E + 3 52t E + 3 
tl 34714 32390 1400 I293 11510 10921 382E-  8 382E-8  973E + 3 913E+ 3 
12 4.-4974 51101 1767 1992 16570 17819 - -  ~ 131E+4 144E+4 
Table 6. Results for LSOD28 (M = 5) 
Integration Execution 
steps time 
- togmE I 75 I 75 
t 190 t88 362E + 2 215E+2 
2 323 327 523E + 2 299E + 2 
3 534 421 659E + 2 338E + 2 
4 563 602 587E + 2 434E -~ 2 
5 919 958 955E + 2 669E + 2 
6 1180 1381 103E+ 3 903E-  2 
7 1956 2132 177E 4- 3 135E 4. 3 
8 2842 2797 270E ~- 3 177E -.- 3 
9 4076 4179 353E ~- 3 255E r 3 
t0 6175 6804 515E+3 405E-  3 
I I 10547 10791 104E + 4 638E - 3 
12 16830 16642 156E + 4 954E 4- 3 
CAM%A t2A 12--C 
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why this was the case. For U---0.0, MA28 was forced to use the same pivot sequence 
throughout he integration. However, for nonzero values of U, MA28 was forced to 
recalculate the pivot selection at least every 75 steps. This resulted in the better efficiencies 
observed for the nonzero values. (For U = 0.00, the code had to work considerably harder 
to get through the initial transient.) This demonstrates that using a fixed pivot structure 
can indeed reduce efficiency. 
In order to illustrate further the impact on the stepsize selection process of using a fixed 
pivot sequence in LSOD28, we next solved the problem for M = 5 and forced MA28 to 
recalculate the pivot structure very time a new Jacobian matrix was calculated rather than 
every 75 steps. This corresponds to true partial pivoting. We were interested in comparing 
the relative number of integration steps for U = 1.0 with true pivoting at each step and 
with pivoting that used a pivot selection that was updated at least every 75 steps. The 
results are summarized in Table 6. The number of steps required in each case were roughly 
comparable. For smaller values of the error tolerance, fewer steps were required with true 
pivoting but the decrease was not drastic. Furthermore, more derivative valuations and 
longer execution times were required for true pivoting in most cases. 
We also solved the test problem for M = 5 using the banded options in the well-known 
DEBDF [11] ODE solver. DEBDF is essentially a driver for the LSODE solver. (A banded 
solver was chosen since it is a formidable task to modify the reordering strategies in sparse 
matrix codes such as YSMP and MA28.) The problem was first solved using pivoting. The 
banded linear equation solver used in DEBDF was then modified in order to force the 
linear solver not to perform pivoting. Since no other changes were made, differences in 
the results are due to this change. The results are summarized in Table 5. They support 
our conclusion that the lack of pivoting does not necessarily degrade the performance of 
a good adaptive ODE solver. In several cases, the lack of pivoting required more 
integration steps but the stepsize selection algorithm was not drastically impeded. We point 
out that a maximum norm was used in the DEBDF tests whereas a root-mean-square norm 
was used in the tests for LSODES and LSOD28. Consequently, the DEBDF results given 
in Table 5 should not be compared with those given in Table 1. For a comparison of 
LSODES and DEBDF, the interested reader is referred to Ref. [8]. 
In summary, the results showed that: 
1. The results for LSODES and LSOD28 with U = 1.0 were roughly compar- 
able. This illustrates that the lack of pivoting does not necessarily degrade 
the performance of LSODES. 
2. The LSOD28 results with U = 0.0 were generally worse than those for 
nonzero values of U. This demonstrates that the use of a fixed pivot sequence 
can reduce the efficiency of a sparse ODE solver. However, when LSOD28 
was modified to force a recalculation of the pivot selection each time the 
Jacobian matrix was formed, the number of integration steps was not 
significantly reduced in most cases. 
3. The results for the banded solver DEBDF with and without pivoting were 
also roughly comparable. This further supports the argument hat the lack 
of pivoting does not necessarily degrade the performance of an ODE solver. 
We again emphasize that the purpose of this study was not to compare software 
packages that use different internal strategies. Indeed, MA28 is one of the best available 
software packages for the solution of sparse linear systems, and LSOD28 is in several ways 
superior to LSODES (due to a variety of options it possesses). The primary intent was 
simply to illustrate empirically using a problem representative of a number of complex 
problems of practical interest hat the performance of LSODES is not necessarily degraded 
by the lack of pivoting. 
5. SUMMARY AND CONCLUSIONS 
This paper considered the effect of not performing partial pivoting on the efficiency of 
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the well-known LSODES ODE solver. LSODES and the LSOD28 derivate were both used 
to solve a test problem resulting from a pseudo-characteristic discretization of a set of 
one-dimensional f uid-flow equations. The problem contains several characteristics that are 
present in many realistic models. In particular, the problem is sparse and stiff and is 
amenable to solution by solvers such as LSODES and LSOD28. The Jacobian matrix and 
the internal iteration matrix are very poorly conditioned throughout the integration. The 
problem thus serves as a reasonable candidate for assessing the effects of not pivoting. 
The results were roughly comparable for the two solvers that were considered. They 
demonstrate that while not pivoting may reduce the efficiency of an ODE solver, the 
reduction need not be as drastic as one might expect it to be. They strongly support the 
argument that partial pivoting is not necessary in an adaptive solver such as LSODES. 
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