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A POLYHEDRAL PROOF OF THE MATRIX TREE THEOREM
AARON DALL AND JULIAN PFEIFLE
Abstract. The classical matrix tree theorem relates the number of spanning trees
of a connected graph with the product of the nonzero eigenvalues of its Laplacian
matrix. The class of regular matroids generalizes that of graphical matroids, and a
generalization of the matrix tree theorem holds for this wider class.
We give a new, geometric proof of this fact by showing via a dissect-and-rearrange
argument that two combinatorially distinct zonotopes associated to a regular matroid
have the same volume. Along the way we prove that for a regular oriented matroid
represented by a unimodular matrix, the lattice spanned by its cocircuits coincides
with the lattice spanned by the rows of the representation matrix.
Finally, by extending our setup to the weighted case we give new proofs of recent
results of An et al. on weighted graphs, and extend them to cover regular matroids.
No use is made of the Cauchy-Binet Theorem nor divisor theory on graphs.
Introduction
The matrix tree theorem is a classical result in algebraic graph theory that relates
the number of spanning trees of a connected graph G with the product of the nonzero
eigenvalues of the Laplacian matrix of G.
Theorem 1 (Kirchoff [6]). Let G be a connected graph on n vertices with s spanning
trees and whose Laplacian L has nonzero eigenvalues λ1, . . . , λn−1. Then∏
i∈[n−1]
λi = ns.
A classical proof of this theorem proceeds as follows (see [1], [5]). First one shows
that every principal minor of L is equal to the sum of the squares of the maximal minors
of the signed vertex-edge incidence matrix of G. Then one computes that such a minor
is equal to ±1 if the edges of G corresponding to the columns of the submatrix span a
tree. Finally, one verifies that the maximal principal minor is precisely 1/n times the
product of the nonzero eigenvalues of L using the characteristic polynomial.
Many generalizations of the theorem exist including for weighted graphs, simplicial
complexes, and regular matroids. In the last case, the regular matroid matrix tree
theorem is the following particular case of Theorem 3 in [7].
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2 AARON DALL AND JULIAN PFEIFLE
Theorem 2. Let M be a rank d regular matroid represented by a d × n unimodular
matrix M of full rank, and let L = MM>. Then the number of bases of M is λ1 · · ·λd,
where λ1, . . . , λd are the eigenvalues of L .
In this paper we recast this result into the domain of polyhedral geometry by consid-
ering the zonotopes generated by the columns of the matrices M and L and proving that
the volumes of these two zonotopes are the same although their combinatorial structures
are in general vastly different.
Theorem 3. Let M be a unimodular matrix of full rank, and L = MM>. Then the
volume of the zonotope Z(M), the volume of the zonotope Z(L), and the product of the
eigenvalues of L are all equal.
When M has full row rank, then so does L and so the zonotope Z(L) is a d-dimensional
parallelepiped and L has d real nonzero eigenvalues. It follows that the volume of Z(L) is
exactly the determinant of L, which in turn is the product of the eigenvalues of L. This
shows that the last two quantities in Theorem 3 are equal, and so the crucial part of the
proof is to show that the zonotopes have the same volume.
After some preliminary results are presented in Section 1, we will prove Theorem 3
in Section 2 via a novel dissect-and-rearrange argument. In Section 3 we generalize the
previous result to the weighted case. Finally, in Section 4 we give a new polyhedral proof
of the classical Matrix Tree Theorem that, while similar to the general proof for full rank
matrices in the previous section, copes with the fact that the defining matrices M and
L do not have full rank. The classical proof of the matrix tree theorem involves matrix
calculations that rely on the total unimodularity of the signed vertex-edge incidence
matrix of a graph G, i.e., that one has a totally unimodular representation of the matroid
M(G). Our polyhedral approach works even when the representation of M(G) is only
unimodular.
1. Preliminaries
1.1. Matrices. Let M be an m×n matrix. For i ∈ [m] and j ∈ [n] we write mij for the
entry in the ith row and jth column of M and Mj for the j
th column of M . Throughout
this paper M will denote a d×n integer matrix of rank r. The matrix M is unimodular
if all of its maximal minors are in {−1, 0, 1} and is totally unimodular if all of its
minors are in {−1, 0, 1}. Note that a unimodular matrix M remains unimodular after
appending either a column of zeros or a copy of the column Mj . We define L = L(M) to
be the d× d symmetric matrix given by L := MM> (where M> denotes the transpose of
M). As L is symmetric, its eigenvalues λ1, . . . , λd are all real.
For any ring R we denote the set of all R-combinations of the columns of M by R〈M〉.
Note that when R = Z and M is a unimodular matrix we have Z〈M〉 = Zm ∩ imM. We
note here that in this paper we reserve the term lattice for a free discrete subgroup of a
vector space.
1.2. Graphs. A graph G = (V,E) consists of a finite set of vertices V together with a
finite multiset of edges E consisting of subsets of V of size two. We assume that both V
and E are ordered, and if V has n elements we identify it with the set [n] := {1, . . . , n}
with the usual ordering. A loop in G is an edge of the form {v, v} and two edges are
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parallel if they are equal (as sets). A graph is connected if between any two vertices v
and w there are edges {v, u1}, {u1, u2}, . . . , {ui, w} in E. A weighted graph is a graph
G together with an assignment of a weight (a real number in this paper) to each edge.
An orientation of G assigns a direction to each edge, i.e., assigns to each edge {v, w}
one of two ordered pairs (v, w) or (w, v), where the first (respectively, second) element
is called the tail (respectively, head) of the edge. A graph with an orientation is called
a directed graph, or digraph for short.
The vertex-edge incidence matrix N(G) of an (unweighted) digraph G is the
matrix with one row for each vertex, one column for each edge, and where the entry
Nv,e is 1 (respectively, −1) if v is the head (resp. tail) of e and 0 otherwise. The
Laplacian ofG is then the matrix L = NN>. IfG is a weighted digraph with edge weights
ω = (w1, . . . , wm) then the weighted incidence matrix of G is Nw(G) := N(G)D,
where D is the m × m diagonal matrix with Dii = wi. The weighted Laplacian is
then Lw := NwN
> = NDN>.
1.3. Matroids. We now give the pertinent definitions and facts about matroids and
oriented matroids, essentially following [9] and [4], respectively. A matroidM = (E, I)
is an ordered pair consisting of a ground set E and a collection I of subsets of E that
satisfy the following independent set axioms:
I1 ∅ ∈ I;
I2 I is closed with respect to taking subsets; and
I3 if I1, I2 ∈ I with |I1| ≤ |I2|, then there is some e ∈ I2 \ I1 such that I1 ∪ {e} ∈ I.
The bases B of a matroidM is the subset of I consisting of independent sets of maximal
size. Clearly, the sets B and I of a matroid determine each other.
Let M be an m× n matrix with entries in a field F. Then the archetypal example of
an independent set matroid is M = ([n], I(M)) where [n] := {1, . . . , n} is an indexing
set for the columns of M and I(M) consists of all subsets of (indices of) columns of M
that are linearly independent in the m-dimensional vector space V (m,F) over F. In this
case we write M = M(M). A matroid M is called F-representable if there exists a
matrix M with entries in F such that M = M(M). It is immediate that B ∈ B is a
basis of an F-representable matroid M(M) if and only if the collection {Mi | i ∈ B} is
a basis for V (m,F).
LetM = ([n], I) be an arbitrary matroid. A subset C ⊂ [n] is a circuit ofM if C is
a minimal dependent set. The set of circuits ofM is denoted C = C(M). A matroidM
is connected if for every pair of elements e 6= f in E there is a circuit C ∈ C containing
both. A loop of M is a singleton that is also a circuit. Two elements f, g ∈ M are
parallel if {f, g} is a circuit.
Given a matroid M = ([n], I) with bases B, let B∗ = {E −B | B ∈ B} and let I∗ be
the collection of all subsets of elements of B∗. Then the matroid M∗ := ([n], I∗) is the
dual matroid of M. The sets B∗, I∗, C∗ of bases, independent sets, and circuits of the
dual M∗ are called, respectively, the cobases, coindependent sets and cocircuits
of M.
Let C = {C1, . . . , Cm} be the circuits of M. Then the circuit incidence matrix
of M is the m × n matrix A(C) with entry aij equal to 1 if j is in Ci and equal to 0
otherwise. The cocircuit incidence matrix A(C∗) is defined analogously. The matroidM
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is orientable if one replace some of the nonzero entries of A′(C) and A′(C∗) by −1 such
that, if a circuit C and cocircuit C∗ have nonempty intersection, then both of the sets
{i ∈ [n] | aC(i) = aC∗(i) 6= 0} and {i ∈ [n] | aC(i) = −aC∗(i) 6= 0} are nonempty.
In this paper we will work with the class of regular matroids characterized in the
following theorem. (See Lemma 2.2.21, Theorem 6.6.3, and Corollary 13.4.6 in [9].)
Theorem 4. For a matroid M the following are equivalent:
(1) M is regular;
(2) M is F2-representable and orientable;
(3) M is representable over R by a unimodular matrix;
(4) M is representable over R by a totally unimodular matrix; and
(5) the dual of M is regular.
Moreover, if M is regular, M is a totally unimodular matrix that represents M over R
and F is any other field, then M is an F-representation of M when viewed as a matrix
over F.
As noted in Subsection 1.1, a unimodular matrix M remains unimodular after adding
either a column of zeros or a copy of the column Mj . In matroid terminology, adding a
column of zeros corresponds to adding a loop to the matroidM(M) while adding a copy
of a column gives a parallel element.
If M is an R-representable matroid on n elements with representation M and if D is
any n× n diagonal matrix with nonzero real entries on the diagonal, then the matroids
M =M(M) andM(MD) are isomorphic. By way of analogy with the graphical case, we
write Mw for MD, where wi = Dii, and call Mw a weighted representation ofM. We
also define the weighted Laplacian ofM(M) with respect to D to be Lw := MDM>.
1.4. Oriented Matroids. We now turn to oriented matroids that are representable
over R. Let A = {a1, . . . ,an} ⊂ Rd be a vector configuration that spans the vector
space Rd. Then the covectors of the oriented matroid M(A) are the elements of the
set
V∗ : = {(sign f(a1), . . . , sign f(an)) | f : Rd → R linear functional}
⊆ {−1, 0, 1}n.
The cocircuits of the oriented matroid M(A) are the minimal elements of the poset
(V∗,≺), where the relation ≺ is defined by extending 0 ≺ ±1 component-wise. In the
next subsection, we recall how this poset is related to the face poset of the zonotope
generated by the matrix M whose columns are the ai. Here we conclude by recalling
how to retrieve the covectors of the oriented matroid M(A) from a certain subspace
arrangement in Rn and how to obtain the underlying unoriented matroid M(A).
Let M be the matrix whose columns are a1, . . . ,an. Then the covectors of M(A)
can be read off from the hyperplane arrangement induced by the coordinate hyperplanes
of Rn in the rowspace of M . To see this first consider the n columns of M as elements
of the dual vector space (Rd)∗. Then each ai defines a hyperplane in Rd given by
Hi := {x ∈ Rd | 〈ai, x〉 = 0} for i ∈ [n]. Defining H+i := {x ∈ Rd | 〈ai, x〉 > 0} and
H−i = Rd \ (Hi ∪ H+i ), assign to each x ∈ Rd a sign vector σ(x) ∈ {−1, 0, 1}n whose
ith coordinate is 1 (respectively, 0,−1) if x is in H+i (respectively, Hi,H−i ). The set of
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all points in Rd that receive the same sign vector σ form a relatively open topological
cell (which we label with σ) and the union of all such cells is Rd. The sign vectors that
occur are precisely the covectors of the oriented matroid M(A), and the sign vectors
that label 1-dimensional cells are the cocircuits.
Now consider the subspace arrangement in the rowspace of M induced by the coordi-
nate hyperplane arrangement in Rn (oriented in the natural way), which we denote by
H (M). A point y in the rowspace of M satisfies yi = 0 (respectively, yi > 0, yi < 0) if
and only if any point x ∈ Rd with y = M>x lies on the hyperplane Hi (respectively, in
H+i ,H−i ) as defined in the previous paragraph. So the oriented matroid coming from the
hyperplane arrangement in the rowspace of M induced by the coordinate hyperplanes
in Rn is exactly M(A).
The preceding discussion tells us that the rowspace of M intersects exactly those cells
of the coordinate hyperplane arrangement labeled by the covectors ofM(M). It should
be noted, however, that in general the covectors themselves do not lie in the rowspace
of M even when M is a totally unimodular matrix (see the upcoming Remark 12).
We show in Theorem 11 that, when M is a unimodular matrix, every cocircuit of the
oriented matroid M(M) does lie in the rowspace of M, and in fact, the set of cocircuits
is a spanning set for the lattice Z
〈
M>
〉
.
Finally, to each oriented matroid M one associates the underlying unoriented ma-
troidM whose cocircuits are obtained from the cocircuits ofM by forgetting signs, i.e.,
if C∗ is a cocircuit of M, then C∗ is a cocircuit of M(M) where (C∗)i = |(C∗)i|. An
oriented matroid is regular if its underlying unoriented matroid is. Many statistics of
an orientable matroid (e.g., the number of bases or the number of independent sets) re-
main invariant after orientation, and so when discussing these properties with respect to
a given matroid M(M), we often disregard the difference between the oriented matroid
and the underlying unoriented matroid when no confusion can arise.
1.5. Zonotopes. A zonotope is a Minkowski sum of a finite number of line segments.
For an m×n matrix M the zonotope generated by M , denoted Z(M), is the Minkowski
sum of the line segments conv{0,Mi}. If M has rank d then the zonotope Z(M) is a
d-dimensional convex polytope that is centrally symmetric about its barycenter. We
write Z0(M) for the translated copy of Z(M) whose barycenter is at the origin, i.e., the
Minkowski sum
∑
i∈[n] Si where Si = conv{−12Mi, 12Mi}.
A parallelepiped is half open if it is it the Minkowski sum of half-open line segments.
The next result, due to Stanley, gives a decomposition of a zonotope into half-open
parallelepipeds of various dimensions.
Theorem 5 ([12] Lemma 2.1). Let M be a rank d matrix and I be the independent
sets of the matroid M(M). Then the zonotope Z(M) is the disjoint union of half-open
parallelepipeds
ΠI :=
{∑
i∈I
αiM˜i
∣∣∣∣∣ αi ∈ [0, 1)
}
,
where M˜i is either Mi or −Mi.
The parallelepipeds of maximal dimension in the above theorem are generated by
maximal independent subsets of the columns of M . As their union covers Z(M) up to a
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set of measure zero, it follows that the volume of the zonotope is the sum of the volumes
of the parallelepipeds generated by the bases of M(M). For a fixed basis B ∈ B(M),
the volume of ΠB is simply the absolute value of the determinant of (the matrix whose
columns are elements of) B. When M is unimodular each of these determinants is ±1
and so we have the following corollary:
Corollary 6. The volume of a zonotope generated by a unimodular matrix M is equal
to the number of bases in the regular matroid M(M), i.e., vol(Z(M)) = |B(M)|.
A zonotope Z(M) ⊂ Rd generated by a representation M of a regular matroid M
can be used to tile its affine span. More precisely, a polytope P ⊂ Rd is said to tile its
affine span S if there is a polyhedral subdivision of S whose maximal cells are translates
of P . The next theorem, due to Shepard [11], tells us that a zonotope tiles its affine
span exactly when the underlying matroid is regular.
Theorem 7. A zonotope Z(M) tiles its affine span if and only if the matroid M(M) is
regular.
Note that in the above theorem M is not required to be unimodular but only a repre-
sentation over R of a regular matroid. This distinction will become important later on
when we discuss the space-tiling properties of the zonotope generated by the Laplacian
of a connected graph which, though not itself a unimodular matrix, is nevertheless a rep-
resentation of the regular matroid M(N>), where N is the signed vertex-edge incidence
matrix of the graph.
Any k-dimensional zonotope Z ⊆ Rn can be viewed as the projection of the unit
n-cube. Moreover, in [8] one finds the following theorem in which the (Euclidean) d-
dimensional volume of Z and the n − d-dimensional volume of a certain zonotope Z in
the orthogonal complement of the linear hull of Z are shown to be the same.
Theorem 8. If Z and Z are images of the unit cube in Rn under orthogonal projection
onto orthogonal subspaces of dimension d and n − d, respectively, and volk denotes the
k-dimensional Euclidean volume form, then vold(Z) = voln−d(Z).
To conclude this subsection we fulfill our promise from the previous one and give the
relationship between covectors of an oriented matroidM(M) (for an arbitrary matrixM)
and the faces of the zonotope Z0(M). Let P := (V∗,≺) be the poset of covectors of
M(M) where ≺ is the component-wise extension of 0 ≺ ±1, and let F be the poset
whose elements are the faces of Z0(M) ordered by inclusion. Then P is anti-isomorphic
to F as witnessed by the order-reversing bijection that sends a covector v = (v1, . . . , vn)
to the face
Fv =
∑
i:vi=1
1
2Mi −
∑
i:vi=−1
1
2Mi +
∑
i:vi=0
Si,
where Si = conv
{−12Mi, 12Mi}. Note that the facets of Z0(M) correspond to the cocir-
cuits of the oriented matroidM(M). Now consider the barycenters ±β1, . . . ,±βr of the
facets ±F1, . . . ,±Fr of Z0(M). If C∗i is the cocircuit corresponding to the facet Fi, then it
is clear from the above expression that βi =
1
2MC∗i . For the formulation of Corollary 13
below, it turns out to be more appropriate to work with the scaled barycenter matrix
B = B(M) whose columns are the βi scaled by a factor of 2.
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1.6. Lattices. Before turning to the proof of the main result in the next section, we re-
view the necessary terminology and results from lattice theory. Our notation follows [14]
and all proofs can be found either there or in [13].
Let L ⊂ Rn be a lattice, i.e., a free discrete subgroup of Rn. Then L gives rise to
the oriented matroid M(L) whose covectors are V∗ = {sign(v) | v ∈ L}. The support
of a vector v ∈ L is the set supp (v) = {i ∈ [n] | vi 6= 0}. A nonzero vector v ∈ L is
elementary if its coordinates lie in {−1, 0, 1} and it has minimal support in L\0. Two
vectors in L are conformal if their component-wise product is in Rn≥0.
A zonotopal lattice is a pair (L, 〈·, ·〉) where L ⊂ Zn is a lattice, 〈·, ·〉 is an inner
product on Rn such that the canonical basis vectors are pairwise orthogonal, and for
every v ∈ L \ {0} there is an elementary vector u ∈ L such that supp (u) ⊆ supp (v).
The next proposition (Lemma 3.2 in [14]) tells us that zonotopal lattices are generated
by the cocircuits of their oriented matroids in an especially nice way.
Proposition 9. The elementary vectors of a zonotopal lattice L are exactly the cocircuits
of the oriented matroidM(L). Moreover, every vector v ∈ L is the sum of pairwise con-
formal elementary vectors, and if the support of v equals the support of some elementary
vector u, then v is a scalar multiple of u.
As noted in Remark 4.2 of [14], the oriented matroid of a zonotopal lattice is regular.
Historically this was taken as the definition of a regular matroid (see Section 1.2 of [13]).
We reestablish this connection and give a modern proof for the fact that, for a regular
oriented matroidM(M) with cocircuits C∗ and M unimodular, the lattices generated by
M> and C∗ coincide (see Theorem 11).
2. Proof of the Polyhedral Matroid Matrix Tree Theorem
LetM be a regular rank d matroid. If M is a unimodular representation ofM, then by
Corollary 6 the volume of the zonotope generated by M is equal to the number of bases
ofM, vol(Z(M)) = |B(M)|. When M has full-row rank then so does the square matrix L,
and so the zonotope Z(L) is a parallelepiped with volume det(L) = λ1 · · ·λd, where the
λi are the eigenvalues of L. Using row operations that preserve unimodularity and then
deleting any rows of zeros, any unimodular represention M of M can be transformed
into a full row-rank unimodular representation of M, so without loss of generality we
may assume M is a full rank unimodular representation of M. The proof of Theorem 3
will be complete once we show that the zonotopes Z(M) and Z(L) have the same volume.
Remark 10. When M has nontrivial corank (as is the case, for example, when M = N(G)
is the signed incidence matrix of a graph), the zonotope Z(L) is no longer a parallelepiped.
This means that some care must be taken when showing that the volume of Z(L) is the
product of its nonzero eigenvalues. We sweep this detail under the rug in this section
for ease of exposition, dealing with it in detail in the next section where we use our
techniques to prove the graphical matrix tree theorem.
Our first goal is to see that, when M is a unimodular representation of a regular
matroid, the lattices generated by L and the scaled barycenter matrix B coincide. (Note
that we do not require M to have full rank nor to be totally unimodular.) This fact is
an immediate corollary of the following theorem.
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Theorem 11. LetM be a regular oriented matroid on n elements and M be a unimodular
matrix representing M over R. Then the lattices Z
〈
M>
〉
and Z〈C∗〉, generated by the
columns of M> and by the cocircuits of M, respectively, coincide.
Proof. Recall that the subspace arrangement H = H (M) ⊂ Rn is obtained by inter-
secting the rowspace of M with the coordinate hyperplane arrangement in Rn. Clearly,
the closure of any cell of H is the positive hull of the rays of H it contains and the
sign vector of a cell is conformal to each of the rays contained in its closure. By the
discussion in Section 1.3, the cocircuits ofM(M) are the sign vectors that label the rays
of this arrangement. Let ρ be such a ray, labeled with the sign vector σ. We claim
ρ = posHull(σ).
Consider the polytope ρ∩ [−1, 1]n. The equations for the rowspace of M are given by
the kernel of M and it follows from Theorem 4 that one can find a unimodular basis for
kerM (see [3] Lemma 2.10 for details when M is a full-rank totally unimodular matrix).
Thus the line segment ρ ∩ [−1, 1]n is the intersection of hyperplanes and halfspaces
whose normal vectors can be viewed as the rows of a unimodular matrix. Moreover, the
equations and inequalities of the segment all have integer (in fact {0,±1}) right-hand
sides. Thus, by Theorem 19.2 in [10], we obtain that ρ∩ [−1, 1]n = conv{0,v} is a lattice
segment with v ∈ {−1, 0, 1}n . But then v = sign(v) = σ, and so ρ = posHull(σ). In
particular, every cocircuit C∗ ofM(M) is in the rowspace of M, and hence Z〈C∗〉 ⊆ Z〈M〉.
For the opposite inclusion, let w ∈ Z〈M〉 with sign vector σw. Then, as the cell of H
labelled with σw is the positive hull of the rays it contains and the labels on these rays
have minimal support, for any such ray ρ we have supp (ρ) ⊆ supp (σw). It follows
immediately that Z〈M〉 together with the standard inner product on Rn is a zonotopal
lattice. Moreover, the elementary vectors of Z〈M〉 are those {−1, 0, 1}-vectors in the
rowspace of M that have minimal support, i.e., lie on a ray of the arrangement induced
by the coordinate hyperplane arrangement. It follows that the elementary vectors of
Z〈M〉 are the cocircuits of M(M) and, since elementary vectors of a zonotopal lattice
span the lattice by Proposition 9, the theorem follows. 
Remark 12. As we already mentioned, the covectors of M do not always lie in the
rowspace of M. Consider the totally unimodular matrix
NK3 =
−1 −1 01 0 −1
0 1 1
 .
By Theorem 11, the rowspace of NK3 has a basis of cocircuits, for example
C∗ =
(
1 1 0
0 1 1
)
.
The lattice point (1, 2, 1) lies in the rowspace of C∗. However, taking signs yields the
covector (1, 1, 1) of M, which does not lie in the rowspace of C∗. 
Recall that for an arbitrary matrix M , the columns of the scaled barycenter matrix
B = B(M) are the barycenters βi =
1
2MC∗i of Z0(M), scaled by 2.
Corollary 13. Let M be a regular oriented matroid on n elements and M be a unimod-
ular matrix representing M over R. Then the lattices generated by the columns of L and
the columns of B are equal.
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Proof. Theorem 11 tells us that the lattices generated respectively by M> and C∗ coin-
cide, and therefore so do their images L = MM> and B = MC∗ under M. 
We now use the fact that the columns of L are a basis for Rd to define a subdivision
of Z0(M). For each sign vector  ∈ {+,−}d we define the following objects:
• the simplicial cone σ := posHull{iLi | i ∈ [d]} (see Figure 1a);
• the vector v− :=
∑
i: i=− Li;• the polytope P := σ ∩ Z0(M) (see Figure 1b);
• the polytope Q := P + v− (see Figure 1c).
(a) The cones σ (b) Z0(M) =
⋃
P (c) Z(L) =
⋃
Q
Figure 1. The polyhedra induced by sign vectors for the path on three
vertices, after a change of coordinates that transforms the columns of L
to the standard basis.
Example. Consider the path on three vertices with edges oriented so that i→ j if i < j.
A full-rank representation for the independent set matroidM(N) of the signed incidence
matrix of this graph is given by the matrix on the left below, while the corresponding
Laplacian is the matrix on the right:
M =
(−1 0
1 −1
)
L =
(
1 −1
−1 2
)
.
Both of the zonotopes Z(M) and Z(L) are two dimensional parallelepipeds and Figure 1
illustrates the families σ, P, and Q as  varies over all sign vectors for this example
after a suitable coordinate transformation. Note that the zonotope of the Laplacian is
the parallelepiped in the positive quadrant shaded dark grey. 
Clearly the union of the P over all sign vectors is the zonotope Z0(M) and the inter-
section of any two of them is a face of both. We now prove Theorem 3 by showing that
the union of the Q is in fact Z(L) and that any two Q intersect in a set of measure zero.
Theorem 3. LetM be a regular oriented matroid on n elements, let M be a unimodular
matrix representing M over R, and put L = MM>. Then the volume of the zonotope
Z(L) equals the volume of the zonotope Z(M).
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Proof. By Corollary 13, the line segment conv{0, Li} intersects some proper face of
Z0(M) and the point of intersection is the barycenter of both. In particular, the distance
between any two points of Z0(M) in the direction parallel to Li is less than or equal
to ||Li||, with equality if and only if the points lie in opposite faces of Z0(M) intersected
by the line R〈Li〉.
First we show that
⋃
Q ⊆ Z(L).
Let H1 = 〈Li | i ∈ {2, . . . , d}〉R be the hyperplane spanned by all columns of L except
for L1 and let H
+
1 be the open halfspace bounded by H1 and containing L1. For p ∈ Z0(M)
define L1,p := p+ 〈L1〉 to be the line through p parallel to L1 and let q1 = L1,p ∩H1 (see
Figure 2).
Figure 2. A point p ∈ Z0(M) ∩ σ(−,−), the hyperplanes Hi (black), and
the lines Li,p (white)
Since the width of Z0(M) parallel to Li is at most ||Li||, it follows that p =
∑
αiLi for
some unique set of αi with |αi| ≤ 1. For example, when i = 1 we have ||p− q1|| ≤ ||L1||
and, as p− q1 is parallel to L1 by construction, it follows that p− q1 = α1L1 where
α1 := ±||p− q1||||L1||
is positive (respectively negative, zero) if and only if p ∈ H+1 (respectively p ∈ H−1 ,
p ∈ H1).
Given p =
∑
αiLi, define the sign vector  by
i =
{
sign(αi) if αi 6= 0
+ else.
Then each δk in the expression
p+ v =
∑
i∈[d]
αiLi +
∑
j: j=−
Lj =
∑
k
δkLk
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is in [0, 1] and it follows that Q ⊆ Z(L) (see Figure 3).
Figure 3. The point p and its shift p˜ = p+ L1 + L2 into Z(L).
Now we prove Z(L) ⊆ ⋃Q. Let q = ∑i∈[d] γiLi ∈ Z(L), so that γi ∈ [0, 1] for
all i by definition. Since facet-to-facet shifts of Z0(M) tile the column space of M, the
point q lies in some translate of Z0(M). Since to pass from one tile to a neighboring
one through a facet is to add some vector w in Z〈B〉 = Z〈L〉 (Corollary 13), we have
q ∈ Z0(M) +
∑
i∈[d] aiLi, where the ai ∈ Z, so that
q =
∑
i∈[d]
αiLi +
∑
i∈[d]
aiLi
with αi ∈ [−1, 1]. Moreover, all ai ≥ 0 because q lies in the positive hull of the Li’s.
Comparing coefficients in the two expressions for q and using that the Li form a basis
yields αi + ai = γi. Since ai is a nonnegative integer and γi ∈ [0, 1], we have ai ∈ {0, 1}
(notice that the degenerate case αi = −1 and γi = 1, in which case ai would equal 2,
cannot occur), and
ai =
{
1 if αi ∈ [−1, 0) and
0 if αi ∈ (0, 1].
Let  be the sign vector defined by i = − (respectively +) if ai = 1 (respectively, 0).
Then q ∈ Q and hence Z(L) ⊆
⋃
Q.
Finally, we show that for any two sign vectors , ′ the intersection of the relative
interiors of Q and Q′ is empty. Let φ :
⋃
(rel intP) →
⋃
(rel intQ) be the map that
sends rel intP → rel intQ. There are two points p 6= p′ ∈ Z0(M) with φ(p) = φ(p′) =: q
if and only if
q ∈ (Z0(M) + v) ∩ (Z0(M) + v′)
for two sign vectors  and ′. So q lies on the boundary of both translates of Z0(M). But
then p and p′ both lie on the boundary of Z0(M) which contradicts the fact that they
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were in the relative interior of their respective cells. Thus φ is a bijective map onto
Z(L) \
(
∂Z(L) ∪
⋃

∂Q
)
.
So we have produced a volume-preserving bijection between Z(L) and Z(M) (up to a set
of measure zero), which completes the proof. 
Note that all our proofs in this section go through in the case that the regular ma-
troid M has loops or parallel elements by taking a unimodular representation M of M
where the columns corresponding to loops are columns consisting only of zeros and the
columns corresponding to parallel elements are all equal. Moreover, the zonotope Z(M)
is equal to the zonotope generated by the matrix M′ whose columns are the distinct
nonzero columns of M scaled by their multiplicity. This shows that, after an appropriate
modification to the definition of L, Theorem 3 is valid even after scaling the columns of
the unimodular matrix M by integers.
Corollary 14. LetM be a regular matroid on n elements represented by the unimodular
matrix M of full row rank, D be a a n × n diagonal matrix with integer entries, and
M′ = MD. Then the volume of the zonotope Z(M′) equals the volume of Z(L′), where
L′ = MDM>.
This result generalizes to the case that D is a diagonal matrix with real entries, as we
show in the next section.
3. Weighted Regular Matroids
Let M be a regular matroid on n elements, M be a unimodular representation of
M, D be a diagonal matrix with diagonal ω = (w1, . . . , wn) ∈ Rn, and Mω = MD and
Lω = MDM
> be as in Subsection 1.3. As scaling columns of M does not affect the
matroid M, we have M(M) ∼= M(Mω). In particular, scaling the columns of M does
not affect the cocircuits, and so Z 〈C∗〉 = Z
〈
M>
〉
.
Let F be a facet of Z0(Mw) corresponding to the cocircuit C
?. Then F is given by
FC∗ =
∑
i:C∗i =1
1
2wiMi −
∑
i:C∗i =−1
1
2wiMi +
∑
i:C∗i =0
wiSi,
from which it is clear that the barycenter of FC∗ is
1
2MωC
∗. It follows that the lattice
spanned by Lω equals the lattice spanned by MωC∗, generalizing Corollary 13. Replacing
M and L in the proof of Theorem 3 by Mω and Lω, respectively, proves the following
version of the matrix tree theorem for weighted regular matroids.
Theorem 15. Let M be a regular matroid on n elements with full-rank unimodular
representation M and let D = diag(ω) be an n × n diagonal matrix with real entries.
Then vol(Z(Lω)) = vol(Z(Mω)).
This result gives a new proof for Theorem 5.5 in [2] while simultaneously generalizing
it from weighted graphs to regular matroids. Moreover, by Theorem 8 and the fact that
duals of regular matroids are regular, our result implies the dual version of the matrix
tree theorem (see Theorem 5.2 in [2]), generalized to regular matroids. All of this is
done without use of the Cauchy-Binet Theorem nor divisor theory on graphs.
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4. The Graphical Case
Let G = ([n], E) be a connected graph on n vertices with signed vertex-edge incidence
matrix N and Laplacian L. The rank of N (and hence of L) is equal to the maximal
size of a linearly independent subset of the columns of N. This is exactly the number
of edges in a spanning tree of G, i.e., rankN = rank L = n − 1. It follows that 0 is an
eigenvalue of L of multiplicity 1, and it is easy to check that the all-ones vector 1n is a
corresponding eigenvector. So the zonotope Z(L) is no longer a parallelepiped and its
volume is no longer obtained by computing the determinant of L, as was the case in the
previous section. Nonetheless, we now modify our techniques from the previous section
to obtain a polyhedral proof of the classical matrix tree theorem.
Recall from the introduction that the original formulation for the matrix tree theorem
states that, for G and L = NN> as in the previous paragraph, the number of vertices
times the number of spanning trees is equal to the product of the nonzero eigenvalues of
L. The classical proof of this version of the matrix tree theorem proceeds in three steps.
First one uses the fact that 0 is an eigenvalue of L of multiplicity 1 with corresponding
eigenvector 1n to show that all n of the maximal principal minors of L are equal and
that the coefficient c1 on the linear term of the characteristic polynomial of L is equal
to n times any maximal principal minor. Then one uses the Cauchy-Binet theorem and
the total unimodularity of N to prove that each of these minors equals the number of
spanning trees of G. Finally the theorem follows from the observation that, since L is
symmetric and 0 is an eigenvalue of multiplicity 1, the characteristic polynomial of L
factors over R and hence the coefficient c1 is the product of the nonzero eigenvalues of
L. Our polyhedral proof of the matrix tree theorem follows a similar tack.
First we show in Proposition 16 that the zonotope Z(L) decomposes into n paral-
lelepipeds all having the same volume. Then we explain how results from the previous
sections show that the volume of one (and hence any) of these parallelepipeds is equal to
the number of spanning trees of G. Finally we show that the volume of Z(L) is the prod-
uct of the nonzero eigenvalues of L as follows: First we construct two full-dimensional
zonotopes, one having d-dimensional volume equal to n times the (d − 1)-dimensional
volume of Z(L) and the other having volume equal to n times the product of the nonzero
eigenvalues of L. Then we show that these two zonotopes have the same volume using a
proof technique reminiscent of that used to prove Theorem 3. Moreover, we prove these
results in greater generality whenever possible.
Our first goal is to see how the factor of n in the Matrix Tree Theorem manifests
itself in the polyhedral set-up, the idea being that the zonotope of the Laplacian of G is
the union of n zonotopes all having the same volume. We formalize this in the following
result which holds in the more general case that the matrix M is only unimodular, i.e.,
it has all maximal minors in {−1, 0, 1}.
Proposition 16. Let M be a unimodular matrix and let L = MM>. Then the zono-
tope Z(L) decomposes into |B(M>)| top dimensional parallelepipeds all having the same
volume.
Proof. As im(M>) is orthogonal to kerM, an independent set in the matroid M(M>)
remains independent after multiplication by M, i.e., M(M>) and M(L) are isomorphic
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matroids. As M is unimodular, so is M>, and so any set of columns B of M> corre-
sponding to a basis of its matroid is a Z-basis for the lattice L = Zn ∩ im(M>), that is,
Z(B) is a fundamental parallelepiped of L. It follows that every top dimensional par-
allelepiped in a maximal cubical decomposition of Z(L) is a fundamental parallelepiped
for the lattice ML = Z〈L〉, the image of L under M. The result now follows from the fact
that the volume of a fundamental parallelepiped of a lattice is a lattice invariant. 
(a) Z(L) ⊂ R4 of K4 (b) Parallelepipeds of Z(L) (c) An exploded view
Figure 4. Proposition 16 at work on Z(L) of the complete graph K4.
Example. Consider the complete graph K4 on four vertices with edges oriented so that
i→ j if i < j. The signed vertex-edge incidence matrix N and the Laplacian L are
N =

−1 −1 −1 0 0 0
1 0 0 −1 −1 0
0 1 0 1 0 −1
0 0 1 0 1 1
 , L =

3 −1 −1 −1
−1 3 −1 −1
−1 −1 3 −1
−1 −1 −1 3
 .
The three dimensional zonotope Z(N) ⊂ R4 is a translate of the classical permutahedron
obtained by taking the convex hull of all points obtained from [1, 2, 3, 4] by permuting
coordinates.
The zonotope Z(L) is the cubical zonotope (all of its facets are 2-cubes) displayed in
Figure 4a. By Proposition 16 it is the union of four parallelepipeds of equal volume; see
Figure 4b for the subdivision of Z(L) into parallelepipeds and Figure 4c for an exploded
view of the subdivision.
In the graphical case, Proposition 16 tells us that the zonotope Z(L) decomposes into n
parallelepipeds in R〈N〉 all having the same volume. More explicitly the decomposition
is Z(L) =
⋃
i Πi where, for i ∈ [n], the parallelepiped Πi is generated by all of the
columns of L save for the ith. We now show that the volume of one (and hence, any)
of these parallelepipeds is equal to the number of spanning trees of G. To see this first
note that Theorem 6 holds regardless of the corank of the unimodular matrix involved,
so in our case the volume of Z(N) equals the number of spanning trees of G (recall
here that volume is taken with respect to the affine hull of the columns of N.) Also
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independent of the corank of the defining matrix is Lemma 13, in which we showed that
the lattice generated by the columns of the Laplacian is equal to the lattice generated by
the matrix B whose columns are the barycenters of the facets of Z(N) scaled by a factor
of 2. Since any n− 1 columns of L form a lattice basis for Z〈L〉 = Z〈B〉, we only need to
check that an appropriate modification of Theorem 3 still holds when we drop the full-
rank condition. Indeed, in the proof of the theorem the full-rank condition guaranteed
us that the columns of L formed a basis for their Z-span, whereas when the corank of
L is greater than 0 the columns over-determine the Z-span. Nonetheless, the proof of
Theorem 3 at the end of Section 2 goes through verbatim for the following theorem in
which M is allowed to have arbitrary corank.
Theorem 17. Let M be a regular matroid and M be a unimodular representation of M
over R. Let L = MM> and let L be the matrix obtained by taking any basis for Z〈L〉 from
among the columns of L. Then the volume of Z(M) equals the volume of Z
(
L
)
.
Proof. 
In the graphical case, taking Proposition 16 and Theorem 17 together shows that the
volume of Z(L) is n times the number of spanning trees. So all that remains is to show
that the volume of Z(L) is the product of nonzero eigenvalues of L. We will achieve this
by defining two new full-dimensional zonotopes Z(Λ) and Z(Γ) and then showing that
(i) volZ(Λ) = nλ1 · · ·λn−1,
(ii) volZ(Γ) = n volZ(L), and
(iii) volZ(Λ) = volZ(Γ).
To construct these new zonotopes, define the matrices Λ and Γ by setting Λij = Lij+1
and letting Γ = [L|1] be the matrix obtained from L by appending a column of ones.
To prove (i), observe that the columns of Λ arise by summing the vector 1 to each
column of the rank (n− 1) matrix L, and that 1 is orthogonal to each of these columns.
In consequence, the columns of the n× n matrix Λ are linearly independent. Thus, the
zonotope Z(Λ) is an n-dimensional parallelopiped with volume equal to the product of the
eigenvalues of Λ. If λ ∈ Spec(L) is a nonzero eigenvalue with eigenvector v, then the sum
of the coordinates of v is zero. It follows that Λv = Lv = λv, and so λ is also an eigenvalue
of Λ. Since 1 ∈ kerL, it follows that Λ1 = n1, and so Spec Λ = (Spec(L) \ {0}) ∪ {n},
and volZ(Λ) = nλ1 · · ·λn−1.
For (ii), first observe that det(NPn |1) = n, where NPn is the signed incidence matrix
of the path on n vertices. Thus, the volume of any zonotope that is a prism Z(M |1) =
Z(M) × 1 over a unimodular cube Z(M) is n. Our claim volZ(Γ) = n volZ(L) now
follows from the following general fact:
Proposition 18. Let P ∈ Rn be an (n − 1)-dimensional lattice polytope with affine
span S and let L = S ∩ Zn be the induced lattice. For v ∈ Zn \ S let Q be the prism
P × v. Then
vol(Q) = hS(v) volS(P ),
where hS(v) is the lattice height of v from S and volS is the induced volume form on aff S.
Proof. Without loss of generality we may assume that 0 ∈ S so that S is a linear
hyperplane with primitive normal vector u ∈ Zd, say. For any i ∈ Z define Si to be the
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parallel translate of S given by {x ∈ Rn | 〈x, u〉 = i}. Then for every v ∈ Zn there is
an i ∈ Z such that v ∈ Si, and this is precisely the lattice height of v with respect to S,
hS(v) = i.
Suppose v ∈ Zn satisfies hS(v) = 1. In the k-th dilate of Q, the only lattice points
of Zn lie on the sections Q ∩ Hi where Hi = {x ∈ Rn : hS(x) = i} for 0 ≤ i ≤ k.
Moreover, the distribution of lattice points is the same in each section Q ∩ Hi. Thus,
the number of lattice points in the kth dilate of Q = P × v is exactly
#
(
Q ∩ 1
k
Zn
)
= (k hS(v) + 1) #
(
P ∩ 1
k
L
)
= (k + 1) #
(
P ∩ 1
k
L
)
.
So in this case we have
vol(Q) = lim
k→∞
1
kn
#
(
Q ∩ 1
k
Zn
)
= lim
k→∞
k + 1
k
1
kn−1
#
(
P ∩ 1
k
L
)
= lim
k→∞
1
kn−1
#
(
P ∩ 1
k
L
)
= volS(P ).
Since Q is a full-dimensional prism, its lattice volume and Euclidean volume coincide.
It follows that vol(P × v) = volS(P ) for any v ∈ Rn with hS(v) = 1.
For an arbitrary v ∈ Zn with hS(v) = i, the prism Q decomposes into i (typically
rational) polytopes which are slices of Q sitting between the affine hyperplanes Sj−1 and
Sj where j ∈ [i]. Each of these slices is a translated copy of a height-one prism over P
and hence has volume vol(P ). As there are hS(v) many of them, the result follows. 
The missing claim (iii), volZ(Λ) = volZ(Γ), is true in much greater generality, and it
is this generalization that we state in Theorem 19, the proof of which uses a technique
analogous to the proof of Theorem 3.
Theorem 19. For any set B = {b1, . . . , bn} of points that linearly span Rn, let β =
1
n
∑
i∈[n] bi be their barycenter and let Π = Z(B) be the zonotope they generate. Let
P be the zonotope generated by β together with the points bi − β for i ∈ [n]. Then
vol Π = volP .
Note that we obtain claim (iii) as a special case by taking B,Π, and P to be the
columns of Λ, the zonotope Z(Λ), and the zonotope Z(Γ), respectively. Before proceeding
with the proof in the general case, let us illustrate the techniques to be used:
Example. For the complete graph K3 on three vertices, the zonotope Z(Γ) is the prism
over the hexagon Z(L) shown in blue in Figure 5 intersecting the red parallelepiped Z(Λ).
For each sign vector  ∈ {+,−}3, the simplicial cone spanned by L = {iLi} intersects
Z(Γ) and these intersections are the P. By construction, all of the P are full-dimensional
except for P{−,−,−} which consists only of the origin. The seven full-dimensional pieces
are illustrated center-left in Figure 6.
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Figure 5. The zonotopes P = Z(Γ) and Π = Z(Λ) appearing in Theo-
rem 19 in the case of the graph K3.
Figure 6. The zonotopes of Theorem 19 in the case of the graph K3.
From left to right: (i) P = Z(Γ), (ii) the decomposition Z(Γ) =
⋃
P,
(iii) the rearrangement
⋃
Q, and (iv) the parallelepiped Z(Λ) =
⋃
Q.
Six of the seven P are visible in the figure, while the colored hexagon beneath the
prism suggests the location of the invisible piece. By translating each P by the sum
of all Λi such that i is negative, we obtain the union of the Q as seen center-right in
Figure 6. This union is exactly the zonotope of Λ.
Proof of Theorem 19. We prove that there is a decomposition of P into full dimensional
polytopal cells and a set of translations (one for each polytope in the decomposition)
such that the union of the translated cells is exactly Π and that if two shifted cells
intersect, they do so only on their boundaries.
First we show that for every point p ∈ P there is a sign vector  = (p) ∈ {+,−}n
such that p ∈ Z(B) where B := {ibi | i ∈ [n]}. As P is a zonotope, given any p ∈ P
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there is an α ∈ [0, 1]n+1 such that
p = αn+1β +
∑
i∈[n]
αi(bi − β)
=
∑
i∈[n]
1
n
nαi + αn+1 −∑
j∈[n]
αj
 bi
=
∑
i∈[n]
1
n
(n− 1)αi + αn+1 − ∑
j∈[n]\{i}
αj
 bi.
Let us abbreviate this last expression to p =
∑
i∈[n] γibi, where the γi are unique because
the bi form a basis of Rn. Since each αj is in [0, 1], it follows that γi ∈ [−1, 1] for all i.
Therefore, setting i = sign γi if γi 6= 0 (and i = ± arbitrarily if γi = 0) proves the
claim.
For each  ∈ {+,−}n, define P := P ∩ Z(B) and v =
∑
i:i=− bi, see Figure 5. By
the previous paragraph we know that P is the union of the P and we now show that the
union of the translated polytopes P + v is Π. To see this let q =
∑
i∈[n] αibi ∈ Z(B).
If q = 0 then q ∈ P so we may assume there is a nonnegative integer k such that∑
i∈[n] αi ∈ (k, k + 1]. Moreover, we may assume (after permuting indices if necessary)
that the αi are decreasing, i.e., α1 ≥ α2 ≥ · · · ≥ αn. Now we define  to be the sign
vector with i = − if and only if i ≤ k. It follows that
q − v = q −
k∑
i=1
bi
=
∑
i<k
(αi − 1)(bi − β + β) + (αk − 1)bk +
∑
j>k
αj(bj − β + β)
=
∑
i<k
(αi − 1)(bi − β) + (αk − 1)bk +
∑
j>k
αj(bj − β) +
−(k − 1) + ∑
i∈[n]\k
αi
β.
Since bk = nβ −
∑
i 6=k bi, we can express the second summand as
(αk − 1)bk = −(αk − 1)
−nβ +∑
i 6=k
bi

= −(αk − 1)
−β +∑
i 6=k
(bi − β)

=
∑
i<k
(1− αk)(bi − β) + (αk − 1)β +
∑
j>k
(1− αk)(bj − β),
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so that
q − v =
∑
i<k
(αi − αk)(bi − β) +
∑
j>k
(αj − αk + 1)(bj − β) +
−k + ∑
i∈[n]
αi
β
and so q − v ∈ P since αi ≥ αk if i ≤ k and αk ≥ αi otherwise. Moreover, our choice
of k guarantees that all coefficients in this linear combination lie in [0, 1].
Finally, in order to prove that our decomposition and rearrangement preserves volume,
we must show that if two translated cells P + v and P′ + v′ intersect then they do so
on a set of measure zero. To see this let p ∈ P and p′ ∈ P′ be such that  6= ′ and
p+ v = p
′ + v′ ∈ Z(B), where v =
∑
i:i=− bi as before. Then
0 = p+ v − p′ − v′
=
∑
αibi + v −
∑
βibi − v′
=
∑
i∈−\′−
(αi − βi + 1)bi +
∑
j∈′−\−
(αj − βj − 1)bj +
∑
k:k=
′
k
(αk − βk)bk.
Since B is a basis it follows that the coefficient on any bi in the final expression equals
zero. Therefore αk = βk if k = 
′
k and otherwise either αi = 0 and βi = 1 or vice versa.
It follows from the definitions of P and P′ that p ∈ ∂P and p′ ∈ ∂P′ , and the proof is
complete. 
Taken together, Proposition 18 and Theorem 19 tell us that when M is a unimodular
matrix with corank 1, we can recover the product of the nonzero eigenvalues of L by
constructing a certain full-rank matrix Λ associated to L and analyzing the zonotope it
generates. This construction essentially replaces the eigenvalue 0 of L with the eigen-
value n while fixing the other eigenvalues. We suspect that this can be strengthened
to allow for unimodular representations of regular matroids of arbitrary corank in the
statement of Theorem 3. Presently we have no proof for this fact, and so we leave it as
a conjecture.
Conjecture 20. Let M be a regular matroid and M a unimodular m×n representation
of M with corank greater than 1. Then there is a m ×m matrix Λ with full rank such
that every nonzero eigenvalue of L is an eigenvalue of Λ and every other eigenvalue of Λ
depends only on the ambient dimension m.
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