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EXPRESSIONS OF SCHUR MULTIPLE ZETA-FUNCTIONS OF
ANTI-HOOK TYPE BY ZETA-FUNCTIONS OF ROOT SYSTEMS
KOHJI MATSUMOTO AND MAKI NAKASUJI
Abstract. We investigate relations among Schur multiple zeta functions and zeta-functions
of root systems attached to semisimple Lie algebras. Schur multiple zeta functions are de-
fined as sums over semi-standard Young tableaux. Then, assuming the Young tableaux is
of anti-hook shape, we show that they can be written in terms of modified zeta-functions
of root systems of type A. Our proof is quite computational, but we also give a pictorial
interpretation of our argument in terms of Young tableaux. It is also possible to understand
that one of our theorems gives an expression of Schur multiple zeta functions by an analogue
of Weyl group multiple Dirichlet series in the sense of Bump et al. By combining with a
result of Nakasuji, Phuksuwan and Yamasaki, our theorems yield a new method of finding
functional relations among zeta-functions of root systems.
Keywords: Schur multiple zeta functions, zeta-functions of root systems, Euler-Zagier multiple
zeta-functions, functional relations, Weyl group multiple Dirichlet series, harmonic product
AMS classification: 11M32, 17B22.
1. Introduction
The theory of various multiple zeta-functions has recently been studied quite extensively. An
important class of multiple zeta-functions are Euler-Zagier multiple zeta-functions, which are a
natural generalization of the Riemann zeta-function, and relations among their special values are
of great interest.
The first-named author, with Y. Komori and H. Tsumura, introduced the notion of zeta-functions
of root systems (see [KMT] [KMT-JMSJ]), which is a further generalization of Euler-Zagier multiple
zeta-functions, and is also regarded as a multi-variable version of Witten zeta-functions (see [W])
attached to semisimple Lie algebras. It has been shown that various relations among multiple zeta
values can be regarded as special cases of functional relations among zeta-functions of root systems,
whose proof is based on properties of Weyl groups.
On the other hand, the second-named author, with O. Phuksuwan, and Y. Yamasaki, intro-
duced another class of representation-theoretic multiple zeta-functions, called Schur multiple zeta-
functions (see [NPY]), associated with semi-standard Young tableaux. This connects multiple zeta
The first author is supported by Grant-in-Aid for Scientific Research (B) 18H01111, and the second author
is supported by Grant-in-Aid for Scientific Research (C) 18K03223.
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values and its variant multiple zeta-star values in a natural way. For recent developments in the
theory of Schur multiple zeta-functions, see [Bach] [BachY] [NN].
The aim of the present paper is to show relations among these two representation-theoretic
multiple zeta-functions. Our main theorems imply that Schur multiple zeta-functions of anti-hook
type can be written in terms of (generalized, or modified) zeta-functions of root systems of type A.
These theorems, combined with a result in [NPY], give a new method of finding functional relations
among zeta-functions of root systems.
First of all we have to define those two classes of multiple zeta-functions. This will be done in
the next section. Then we will state the first main theorem (Theorem 3.2) and the second main
theorem (Theorem 4.1) in Section 3 and in Section 4, respectively, with the discussion of some
consequences of those theorems. The proofs of the first and the second main theorems will be given
in Section 5 and Section 6, respectively. Our proofs of those theorems are quite computational, but
in Section 7 we will give a pictorial interpretation of our argument in terms of Young tableaux.
It is to be stressed that in the statement of Theorem 4.1, an analogue of Weyl group multiple
Dirichlet series in the sense of D. Bump et al. (see [B]) appears. This point will also be discussed
in Section 4.
When the length of the associated Young tableaux is small, the structure is easier to analyze,
and therefore it is possible to obtain some simpler expressions. This topic will be considered in the
last section.
2. Definitions of relevant multiple zeta-functions
Let N, C be the set of positive integers, and of complex numbers, respectively.
The most fundamental class of multiple zeta-functions is that of Euler-Zagier multiple zeta-
functions, defined by
ζEZ,r(s1, . . . , sr) =
∑
1≤m1<···<mr
m−s11 · · ·m
−sr
r(2.1)
for r ≥ 1, where s1, . . . , sr are complex variables. The “star”-variant of Euler-Zagier r-variable
zeta-functions is
ζ⋆EZ,r(s1, . . . , sr) =
∑
1≤m1≤···≤mr
m−s11 · · ·m
−sr
r .(2.2)
We next define Schur multiple zeta functions of anti-hook shaped type. Let λ = (λ1, · · · , λm)
be a non-increasing sequence of n ∈ N, i.e. λ1 ≥ λ2 ≥ · · ·λm ≥ 1 with |λ| :=
∑
i λi = n. Then
a Young diagram of shape λ is obtained by drawing λi boxes in the i-th row. We may identify λ
with the Young diagram of shape λ, say {(i, j) ∈ Z2|1 ≤ i ≤ m, 1 ≤ j ≤ λi}. A Young tableau is a
filling of the diagram. If X is some set, we call T = (tij), which is obtained by putting tij ∈ X into
box (i, j) of λ, a Young tableau of shape λ over X. Let T (λ,X) be the set of all Young tableaux of
shape λ over X, and SSYT(λ) ⊂ T (λ,N) the set of all semi-standard Young tableaux of shape λ
which satisfies (i) weakly increasing across each row (ii) strictly increasing down each column. For
s = (sij) ∈ T (λ,C), the Schur multiple zeta-function associated with λ is defined as in [NPY] by
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the series
ζλ(s) =
∑
M∈SSYT(λ)
M−s,
where M−s =
∏
(i,j)∈λ
m
−sij
ij for M = (mij) ∈ SSYT(λ). This series converges absolutely if s ∈ Wλ
where
Wλ =
{
s = (sij) ∈ T (λ,C)
∣∣∣∣∣ Re(sij) ≥ 1 for all (i, j) ∈ λ \ C(λ)Re(sij) > 1 for all (i, j) ∈ C(λ)
}
.
with C(λ) being the set of all corners of λ.
If the diagram consists of just one column, ζλ(s) is nothing but the Euler-Zagier multiple zeta-
function (2.1), and if the diagram consists of one row, ζλ(s) is the star-variant (2.2). Schur multiple
zeta-functions naturally interpolate between these two fundamental notions (2.1) and (2.2).
A skew Young diagram θ is a diagram obtained as a set difference of two Young diagrams of
partitions λ and µ satisfying µ ⊂ λ, that is µi ≤ λi for all i. In this case, we write θ = λ/µ and
|θ| = |λ|−|µ|. Specifically, for k, ℓ ∈ N, if λ = (k + 1, · · · , k + 1︸ ︷︷ ︸
ℓ+1 times
) and µ = (k, · · · , k︸ ︷︷ ︸
ℓ times
) , we call λ/µ an
anti-hook type Young diagram and write θ = rib(k|ℓ). The following tableau is of type θ = rib(4|3).
We similarly use the notation T (θ,X) for a set X, and SSYT(θ), to denote the set of all tableaux
over X, and the set of all semi-standard Young tableaux of shape θ, respectively.
Let s = (sij) ∈ T (θ,C). We define the Schur multiple zeta-function associated with θ by
(2.3) ζθ(s) =
∑
M∈SSYT(θ)
M−s.
Next we proceed to define zeta-functions of root systems. Let g be a complex semisimple Lie al-
gebra over C and Ĝ be the set of equivalence classes of finite dimensional irreducible representations
of g. The Witten zeta-function
ζW (s; g) =
∑
ϕ∈Ĝ
(dimϕ)−s.
was introduced by Witten in [W]. Weyl gave a formula for the dimension of the irreducible represen-
tation, and by using this formula, the Witten zeta-function is expressed in terms of the correspond-
ing root system. The zeta-functions of root systems was first introduced by Komori, Matsumoto
and Tsumura ([KMT]) as a multi-variable version of this expression to analyze the behavior of
ζW (s; g). Here we review the definition of zeta-functions of root systems following [KMT].
Let V be an r-dimensional real vector space equipped with an inner product 〈·, ·〉 . The dual
space V ∗ is identified with V via this inner product. Let ∆ be a finite reduced root system in V
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and Ψ = {α1, · · · , αr} its fundamental system. We denote by α
∨ = 2α〈α,α〉 the coroot associated
with a root α. The transformation sα : V → V given by sα(x) = x−
2〈α,x〉
〈α,α〉 α is called the reflection
attached to α. Let ∆+ and ∆− be the sets of all positive roots and negative roots, respectively. Let
Λ = {w1, · · · , wr} be the set of fundamental weights defined by 〈α
∨
i , wj〉 = δij (Kronecker’s delta).
Then the Witten zeta-function is expressed as
ζW (s, g) = K(g)
s
∞∑
m1=1
· · ·
∞∑
mr=1
∏
α∈∆+
〈α∨,m1w1 + · · ·+mrwr〉
−s,
where K(g) =
∏
α∈∆+
〈α∨, ρ〉 with ρ = w1 + · · · + wr being the lowest strongly dominant form.
To extend this expression to its multi-variable version, let s = (sα)α∈∆+ ∈ C
|∆+|. Then the zeta-
function of the root system ∆ is defined by
ζr(s,∆) :=
∞∑
m1=1
· · ·
∞∑
mr=1
∏
α∈∆+
〈α∨,m1w1 + · · ·+mrwr〉
−sα .
It is well known that simple Lie algebras are classified into seven types, A,B,C,D,E, F and G.
We denote the corresponding root system as ∆ = ∆(Xr), where X is one of A,B, . . . , G, and we
write the associated zeta-function by ζr(s,Xr) instead of ζr(s,∆(Xr)), for short. For example, in
the case ∆ = ∆(Ar) each root is parametrized by (i, j) (1 ≤ i, j ≤ r + 1, i 6= j), and
ζr(s, Ar) =
∞∑
m1=1
· · ·
∞∑
mr=1
∏
1≤i<j≤r+1
(mi + · · ·+mj−1)
−s(i,j),(2.4)
where s(i, j) is the variable corresponding to the root parametrized by (i, j). For each term (mi +
· · ·+mj−1)
−s(i,j), we call j−i the length of this term. Here (and in what follows) we understand that
the components of the vector s = (s(i, j)) is arranged according to the length of the corresponding
term, that is,
(2.5) s = (s(1, 2), s(2, 3), . . . , s(r, r + 1), s(1, 3), s(2, 4), . . . , s(r − 1, r + 1), . . . ,
s(1, r), s(2, r + 1), s(1, r + 1)).
Zeta-functions of root systems are not only a generalization of Witten zeta-functions, but also a
generalization of Euler-Zagier multiple zeta-functions. In fact, (2.1) can be regarded as a special
case of ζr(s, Ar). (Putting all variables s(i, j) = 0 except (i, j) = (1, 2), (1, 3), . . . , (1, r + 1), we see
that (2.4) reduces to (2.1); see [KMT-MZ].) It is also possible to regard (2.1) as a special case of
ζr(s, Cr) (see [KMT-FA]).
In this paper we will also use the following generalizations of (2.4): For r > 0 and 0 ≤ d ≤ r,
ζ•r,d(s, Ar) =
 ∞∑
m1=0
· · ·
∞∑
md=0
′
︸ ︷︷ ︸
d times
∞∑
md+1=1
· · ·
∞∑
mr=1︸ ︷︷ ︸
r−d times
∏
1≤i<j≤r+1
(mi + · · · +mj−1)
−s(i,j),(2.6)
EXPRESSIONS OF SCHUR MULTIPLE ZETA-FUNCTIONS BY ZETA-FUNCTIONS OF ROOT SYSTEMS5
where the prime means that the terms (mi + · · · + mj−1)
−s(i,j), where 1 ≤ i < j ≤ d + 1 and
mi = · · · = mj−1 = 0, are omitted. Obviously ζ
•
r,0(s, Ar) = ζr(s, Ar). And we also introduce
ζHr (s, x,Ar) =
∞∑
m1=1
· · ·
∞∑
mr=1
∏
1≤i<j≤r+1
(x+mi + · · ·+mj−1)
−s(i,j) (x > 0),(2.7)
and
ζ•,Hr,d (s, x,Ar) =
 ∞∑
m1=0
· · ·
∞∑
md=0

︸ ︷︷ ︸
d times
∞∑
md+1=1
· · ·
∞∑
mr=1︸ ︷︷ ︸
r−d times
∏
1≤i<j≤r+1
(x+mi + · · ·+mj−1)
−s(i,j),(2.8)
so ζ•,Hr,0 (s, x,Ar) = ζ
H
r (s, x,Ar). When r = 0, we set ζ0 = ζ
H
0 = ζ
•
0,0 = ζ
•,H
0,0 = 1. We can
say ζ•r,d may be regarded as a “hybrid” version of zeta-functions and zeta-“star”-functions of root
systems , and ζHr and ζ
•,H
r,d may be regarded as a kind of zeta-functions of root systems of “Hurwitz
type”. A more general type of multiple zeta-functions of Hurwitz type was introduced and used in
[KMT-PLMS, Section 8] in the study of multiple L-functions of root systems.
3. The first main theorem
Consider the case of type θ = rib(k|ℓ). Let
(3.1) s = skℓ...
sk1
s00 s10 · · · sk0
.
It is to be noted that here (and in what follows), the numbering of the double indices is different
from that in the preceding section. We have
(3.2) ζθ(s) =
∑
M∈SSYT(θ)
m−s0000 m
−s10
10 · · ·m
−sk0
k0 m
−sk1
k1 · · ·m
−skℓ
kℓ
for s ∈Wλ.
In [NPY, (4.2)], it has been shown that any Schur multiple zeta-function has the expression of
linear combination of ζEZ or ζ
⋆
EZ:
ζθ(s) =
∑
ts
ζEZ,length(t)(t),(3.3)
ζθ(s) =
∑
ts′
(−1)|θ|−length(t)ζ⋆EZ,length(t)(t),(3.4)
where length(t) = m for t = (t1, · · · , tm) ∈ C
m. Recall the explanation of notation “  ” in [NPY]
here. For |λ| = n, let F(λ) be the set of all bijections f : λ→ {1, 2, . . . , n} satisfying the following
two conditions:
(i) for all i, f((i, j)) < f((i, j′)) if and only if j < j′,
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(ii) for all j, f((i, j)) < f((i′, j)) if and only if i < i′.
Moreover, for T = (tij) ∈ T (λ,X), put
V (T ) =
{(
tf−1(1), tf−1(2), . . . , tf−1(n)
)
∈ Xn
∣∣ f ∈ F(λ)} .
Furthermore, when X has an addition +, we write w  T for w = (w1, w2, . . . , wm) ∈ X
m if there
exists (v1, v2, . . . , vn) ∈ V (T ) satisfying the following: for all 1 ≤ k ≤ m, there exist 1 ≤ hk ≤ m
and lk ≥ 0 such that
(i) wk = vhk + vhk+1 + · · ·+ vhk+lk ,
(ii) there are no i and i′ such that i 6= i′ and tij, ti′j ∈ {vhk , vhk+1, . . . , vhk+lk} for some j,
(iii)
⊔m
k=1{hk, hk + 1, . . . , hk + lk} = {1, 2, . . . , n}.
Since ζEZ and ζ
⋆
EZ are known to be continued meromorphically to the whole space, (3.3) and
(3.4) lead to the following
Lemma 3.1. ζθ(s) can be analytically continued to a meromorphic function in the whole space
C
k+ℓ+1.
In the present paper we will obtain another expression of this ζθ(s) in terms of Euler-Zagier
mutiple zeta-functions, which is our first main result.
Theorem 3.2. For a diagram of type θ = rib(k|ℓ) and s = (sij) ∈ T (θ,C) given by (3.1), the
identity
(3.5) ζθ(s) =
k∑
i=0
(−1)k−iζ⋆EZ,i(s00, s10, · · · , si−1,0)ζEZ,ℓ+k−i+1(skℓ, sk,ℓ−1, · · · , sk0, sk−1,0, · · · , si0),
holds in the whole space Ck+ℓ+1, where ζ⋆EZ,i = 1 for i = 0.
This theorem is essentially a kind of harmonic product formula. Combining Theorem 3.2 with
(3.3) and (3.4), we obtain the following functional relations among ζEZ and ζ
⋆
EZ:
Corollary 3.3. The following functional relations hold among ζEZ and ζ
⋆
EZ:∑
ts
ζEZ,length(t)(t) =
k∑
i=0
(−1)k−iζ⋆EZ,i(s00, s10, · · · , si−1,0) ·
ζEZ,ℓ+k−i+1(skℓ, sk,ℓ−1, · · · , sk0, sk−1,0, · · · , si0),∑
ts′
(−1)|θ|−length(t)ζ⋆EZ,length(t)(t) =
k∑
i=0
(−1)k−iζ⋆EZ,i(s00, s10, · · · , si−1,0) ·
ζEZ,ℓ+k−i+1(skℓ, sk,ℓ−1, · · · , sk0, sk−1,0, · · · , si0).
Example 3.4. When (k, ℓ) = (1, 1) for s =
s11
s00 s10
and
(3.6) ζθ(s) =
∑
1≤m00≤m10
1≤m11<m10
m−s0000 m
−s10
10 m
−s11
11 ,
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from Theorem 3.2 we have
ζθ(s) = −ζEZ,3(s11, s10, s00) + ζ
⋆
EZ,1(s00)ζEZ,2(s11, s10).
Using the harmonic product rule for ζEZ , say
ζ⋆EZ,1(s00)ζEZ,2(s11, s10) = ζEZ,1(s00)ζEZ,2(s11, s10)
= ζEZ,3(s00, s11, s10) + ζEZ,3(s11, s00, s10) + ζEZ,3(s11, s10, s00)
+ζEZ,2(s00 + s11, s10) + ζEZ,2(s11, s00 + s10),
we obtain
(3.7) ζθ(s) = ζEZ,3(s00, s11, s10) + ζEZ,3(s11, s00, s10) + ζEZ,2(s00 + s11, s10) + ζEZ,2(s11, s00 + s10),
which equals to
∑
ts ζEZ(t). This is the simplest case of Corollary 3.3.
Note that actually we can obtain every functional relations among the Euler-Zagier multiple
zeta functions from their harmonic product formulas (see Ikeda and Matsuoka [IM]). In this sense,
Corollary 3.3 is not an essentially new fact. However, it is still interesting to find a new way of
finding such functional relations, as above.
4. The second main theorem
Our next theorem is to give an expression of ζθ(s) in terms of zeta functions of root systems of
Hurwitz type, (2.7) and (2.8).
To state our next theorem, we introduce several notations. Put
W ◦λ =
{
s = (sij) ∈ T (λ,C)
∣∣∣ Re(sij) > 1 for all (i, j) ∈ λ } .
And let sh = sh(x, y) = x, 0, · · · , 0, y︸ ︷︷ ︸
h
. If k < ℓ, we put
(4.1) un = un(k, ℓ) =

sk+ℓ+2−n(0, 0) (1 ≤ n ≤ k)
sk+ℓ+2−n(sk,k+ℓ+1−n, 0) (k < n ≤ ℓ)
sk+ℓ+2−n(sk,k+ℓ+1−n, sn−ℓ−1,0) (ℓ < n < k + ℓ+ 1)
sk,0 (n = k + ℓ+ 1).
If k ≥ ℓ, we put
(4.2) un = un(k, ℓ) =

sk+ℓ+2−n(0, 0) (1 ≤ n ≤ ℓ)
sk+ℓ+2−n(0, sn−ℓ−1,0) (ℓ < n ≤ k)
sk+ℓ+2−n(sk,k+ℓ+1−n, sn−ℓ−1,0) (k < n < k + ℓ+ 1)
sk,0 (n = k + ℓ+ 1).
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Moreover, if ν < µ, we put
(4.3) vn = vn(ν, µ; k) =

0ν , sk0, 0
µ (n = 0)
0ν−n, skn, 0
n−1, sk−n,0, 0
µ−n (1 ≤ n ≤ ν)
0ν , sk−n,0, 0
µ−n (ν < n ≤ µ)
0ν+µ−n+1 (µ < n ≤ µ+ ν + 1).
If ν ≥ µ, we put
(4.4) vn = vn(ν, µ; k) =

0ν , sk0, 0
µ (n = 0)
0ν−n, skn, 0
n−1, sk−n,0, 0
µ−n (1 ≤ n ≤ µ)
0ν−n, skn, 0
µ (µ < n ≤ ν)
0ν+µ−n+1 (ν < n ≤ µ+ ν + 1).
Here, 0ν means 0, · · · , 0︸ ︷︷ ︸
ν
.
Theorem 4.1. Let θ = rib(k|ℓ), s = (sij) ∈ T (θ,C),
s1 = s1(µ; k) = (sk−(µ+1)(s10, 0), sk−(µ+1)−1(s20, 0), · · · , s2(sk−(µ+1)−1,0, 0), sk−(µ+1),0),
s2 = s2(ν; k, ℓ) = (sℓ−ν−1(sk,ℓ−1, 0), sℓ−ν−2(sk,ℓ−2, 0) · · · , s2(sk,ν+2, 0), sk,ν+1),
u = u(k, ℓ) = (u1,u2, · · · ,uk+ℓ+1), and v = v(ν, µ; k) = (v0,v1, · · · ,vµ+ν+1), where un (and vn) is
defined by (4.1) and (4.2) ((4.3) and (4.4)), respectively. Then for s ∈W ◦θ , we have
ζθ(s) = ζ
•
k+ℓ+1,k+1(u, Ak+ℓ+1) +
k−1∑
µ=0
ℓ−1∑
ν=0
(−1)µ+νZµ,ν(s; (k, ℓ)),(4.5)
where
Zµ,ν(s; (k, ℓ)) =
∑
m00,mkℓ≥1
m−s0000 m
−skℓ
kℓ
· ζ•,Hk−(µ+1),k−(µ+1)(s1,m00, Ak−(µ+1))
· ζ•,Hµ+ν+1,ν(v,m00 +mkℓ, Aµ+ν+1)ζ
H
ℓ−(ν+1)(s2,mkℓ, Aℓ−(ν+1)).(4.6)
Remark 4.2. The first term on the right-hand side of (4.5) can be written as a sum of standard
(that is, without bullet) zeta-functions of root systems of the form (2.4) (see Theorem 6.2).
Remark 4.3. In Section 7 we will see that the right-hand side of (4.6) can be rewritten as a sum
involving certain modified Schur-type multiple zeta-functions of hook type.
Theorem 4.1 gives another new expression of ζθ(s). Therefore, similar to Corollary 3.3, it pro-
duces new functional relations:
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Corollary 4.4. The right-hand sides of (3.3), (3.4), (3.5) and (4.5) coincide with each other.
Here we mention the observation that the double series Zµ,ν(s; (k, ℓ)) can be regarded as an
analogue of “Weyl group multiple Dirichlet series” in the sense of Bump [B]. The origin of the
theory of Weyl group multiple Dirichlet series goes back to the work of Goldfeld and Hoffstein
[GH], in which the two-variable Dirichlet series
∑
d≥1 L(w, d)d
1/2−2s was studied, where L(w, d) is
essentially the Dirichlet L-function attached to the quadratic character χd. Later this study was
vastly generalized, and the multiple series of the form∑
di≥1(1≤i≤r)
Φ(w1, . . . , wr; d1, . . . , dr)d
−s1
1 · · · d
−sr
r ,(4.7)
with some zeta-like quantity Φ(w1, . . . , wr; d1, . . . , dr) parametrized by d1, . . . , dr, have been studied
extensively (for example, see [BBF]) under the name of Weyl group multiple Dirichlet series. In their
study, representation-theoretic viewpoints (such as actions of Weyl groups) are quite important.
In [B, p.19], Bump raised the question of whether there are some undiscovered connections be-
tween the theory of Weyl group multiple Dirichlet series and the theory of zeta-functions of root sys-
tems. Now we find that Zµ,ν(s; (k, ℓ)) is of the form (4.7), with r = 2 and Φ(w1, . . . , wr; d1, . . . , dr)
is the product of three (modified) zeta-functions of root systems. Therefore we may say that Theo-
rem 4.1 shows the first link between these two representation-theoretic multiple series, and thereby
gives a partial answer to Bump’s question.
Remark 4.5. Lemma 3.1 asserts that ζθ(s) can be continued meromorphically to the whole space
C
k+ℓ+1. We will see later (Remark 6.3) that ζ•k+ℓ+1,k+1(u, Ak+ℓ+1) is also continued meromor-
phically to the whole space. Therefore (4.5) gives the meromorphic continuation of the sum
k−1∑
µ=0
ℓ−1∑
ν=0
(−1)µ+νZµ,ν(s; (k, ℓ)) to the whole space C
k+ℓ+1.
The Schur multiple zeta value has an iterated integral representation when it is of ribbon type
(see [KY], [Y] and [NPY]). Specifically, the integral expression for the Schur multiple zeta value of
anti-hook type is written as follows. When θ = rib(k|ℓ) and
(4.8) α = αkℓ...
αk1
α00α10 · · · αk0
,
we have
ζθ(α) =
∫
∆(y)
ℓ∏
ι=0
 dyαk,ℓ+1+···+αk,ℓ−ι+1+1
1− yαk,ℓ+1+···+αk,ℓ−ι+1+1
αk,ℓ+1+···+αk,ℓ−ι∏
j=αk,ℓ+1+···+αk,ℓ−ι+1+2
dyj
yj

·
k−1∏
κ=0
 dyαk,ℓ+···+αk1+αk0+···+αk−κ,0+1
1− yαk,ℓ+···+αk1+αk0+···+αk−κ,0+1
αk,ℓ+···+αk1+αk0+···+αk−κ−1,0∏
j=αk,ℓ+···+αk1+αk0+···+αk−κ,0+2
dyj
yj
 ,
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(4.9)
where we set αk,ℓ+1 = 0 and
∆(y) =

(y1, . . . , y|α|) ∈ [0, 1]
|α| s.t.
y1 < y2 < · · · < yαkℓ+···αk0 > yαkℓ+···αk0+1,
yαkℓ+···αk0+1 < yαkℓ+···αk0+2 < · · · < yαkℓ+···αk0+αk−1,0 > yαkℓ+···αk0+αk−1,0+1,
· · ·
yαkℓ+···+αk0+αk−1,0+···α10+1 < yαkℓ+···+αk0+αk−1,0+···α10+2 < · · · < yαkℓ+···+αk0+αk−1,0+···α00

,
with |α| = α00+α10+ · · ·+αk0+αk1+ · · ·+αkℓ. Using the change of variables y
′
i = 1− y|α|+1−i for
1 ≤ i ≤ |α|, we have a duality (see also [NPY]). This kind of duality also leads us to new relations.
Example 4.6. When (k, ℓ) = (1, 1), Theorem 4.1 implies
ζθ(s) = ζ
•
3,2(0
3|s11, s00|s10, A3) + Z00(s; (1, 1)),
and
Z00(s; (1, 1)) =
∑
m00,m11≥1
m−s0000 m
−s11
11 ζ
•,H
0,0 (s1,m00, A0)ζ
•,H
1,0 (v,m00 +m11, A1)ζ
H
0 (s2,m11, A0)
=
∑
m,m00,m11≥1
m−s0000 m
−s11
11 (m00 +m11 +m)
−s10 = ζ3(s00, s11, 0|0
2|s10, A3).
In the above formulas, we replace the commas between si(·, ·) and si−1(·, ·) by (vertical) bars to
guide the eye. Therefore
ζθ(s) = ζ
•
3,2(0
3|s11, s00|s10, A3) + ζ3(s00, s11, 0|0
2|s10, A3)(4.10)
= ζ3(0
3|s11, s00|s10, A3) + ζ2(s11, 0|s00 + s10, A2) + ζ2(s11, s00|s10, A2)
+ ζ3(s00, s11, 0|0
2|s10, A3),
where the second equality is by Theorem 6.1 and Theorem 6.2. Combining with (3.7), we obtain
(4.11) ζEZ,3(s00, s11, s10) + ζEZ,3(s11, s00, s10) + ζEZ,2(s00 + s11, s10) + ζEZ,2(s11, s00 + s10)
= ζ3(0
3|s11, s00|s10, A3) + ζ2(s11, 0|s00 + s10, A2) + ζ2(s11, s00|s10, A2) + ζ3(s00, s11, 0|0
2|s10, A3).
Writing each term on the left-hand side of (4.11) in terms of zeta-functions of root systems, the
left-hand side is
= ζ3(s11, 0, 0|s00, 0|s10, A3) + ζ2(s00 + s11, 0|s10, A2)
+ζ2(0, s11|s00 + s10, A2) + ζ3(s00, 0, 0|s11, 0|s10, A3).
Therefore, noting ζ2(0, s11|s00 + s10, A2) = ζ2(s11, 0|s00 + s10, A2), we can rewrite (4.11) as
ζ3(s11, 0, 0|s00, 0|s10, A3) + ζ2(s00 + s11, 0|s10, A2) + ζ3(s00, 0, 0|s11, 0|s10, A3)
= ζ3(0
3|s11, s00|s10, A3) + ζ2(s11, s00|s10, A2) + ζ3(s00, s11, 0|0
2|s10, A3)
which is a functional relation among zeta-functions of root systems.
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Iterated integral expression shows the duality for Schur multiple zeta values as mentioned in
Section 3. For example, applying this formula for s =
1
2 2
, we have
ζθ
 1
2 2
 = ζ(2) ( 3 2 ) .
Since
ζ(2)
(
3 2
)
= ζ⋆EZ,2(3, 2) = ζEZ,2(3, 2) + ζ(5).
These relations with (4.10) lead to
ζ3(0
3|1, 2|2, A3) + ζ2(1, 0|4, A2) + ζ2(1, 2|2, A2) + ζ3(2, 1, 0|0
2 |2, A3)
= ζ2(3, 0|2, A2) + ζ1(5, A1).
5. Proof of Theorem 3.2
Now we start the proofs. In this and the next section we describe our proofs of main theorems,
which are quite computational. However it is possible to give a pictorial interpretation of our
argument in terms of Young tableaux. We will discuss such an interpretation in Section 7.
The present section is devoted to the proof of Theorm 3.2. From the definition of semi-standard
Young tableaux, 1 ≤ m00 ≤ m10 ≤ · · · ≤ mk0 and 1 ≤ mkℓ < mk,ℓ−1 < · · · < mk0. So, setting
m10 = m00 + a1 (a1 ≥ 0), m20 = m00 + a1 + a2 (a1, a2 ≥ 0), · · · ,
(5.1) mk0 = m00 + a1 + a2 + · · ·+ ak (ai ≥ 0),
and mk,ℓ−1 = mkℓ + bℓ−1 (bℓ−1 ≥ 1), mk,ℓ−2 = mkℓ + bℓ−1 + bℓ−2 (bℓ−1, bℓ−2 ≥ 1), · · · , mk1 =
mkℓ + bℓ−1 + bℓ−2 + · · ·+ b1 (bj ≥ 1),
(5.2) mk0 = mkℓ + bℓ−1 + bℓ−2 + · · ·+ b1 + b0 (bj ≥ 1),
then we can write (3.2) as
ζθ(s) =
∑
m00,mkℓ≥1
ai≥0(1≤i≤k−1)
bj≥1(0≤j≤ℓ−1)
1≤mk−1,0≤mk0
m−s0000 (m00 + a1)
−s10 · · · (m00 + a1 + · · ·+ ak−1)
−sk−1,0
·(mkℓ + bℓ−1 · · ·+ b0)
−sk0(mkℓ + bℓ−1 · · ·+ b1)
−sk1 · · · (mkℓ + bℓ−1)
−sk,ℓ−1m−skℓkℓ(5.3)
for s ∈ Wθ. The summation is over m00,mkℓ, ai (1 ≤ i ≤ k − 1) and bj (0 ≤ j ≤ ℓ − 1) which
satisfies mk−1,0 = m00 + a1 + · · · + ak−1 ≤ mkℓ + bℓ−1 · · · + b0 = mk0. Temporarily, we assume
s ∈W ◦θ . We decompose this sum according to∑
1≤mk−1,0≤mk0
=
∑
mk−1,0,mk0≥1
−
∑
mk−1,0>mk0≥1
,(5.4)
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where in the first sum on the right-hand side no inequality between mk−1,0 and mk0 is required.
Note that it is valid since s ∈W ◦θ . The condition in the second sum mk−1,0 > mk0 can be rewritten
as mk−1,0 = mk0 + p1 for p1 ≥ 1, so (5.3) is,
ζθ(s)
=
∑
m00,mkℓ≥1
ai≥0(1≤i≤k−1)
bj≥1(0≤j≤ℓ−1)
mk−1,0,mk0≥1
m−s0000 (m00 + a1)
−s10 · · · (m00 + a1 + · · ·+ ak−1)
−sk−1,0(mkℓ + bℓ−1 · · ·+ b0)
−sk0
·(mkℓ + bℓ−1 · · · + b1)
−sk1 · · · (mkℓ + bℓ−1)
−sk,ℓ−1m−skℓkℓ
−
∑
m00,mkℓ≥1
ai≥0(1≤i≤k−2)
p1,bj≥1(0≤j≤ℓ−1)
1≤mk−2,0≤mk−1,0
m−s0000 (m00 + a1)
−s10 · · · (m00 + a1 + · · ·+ ak−2)
−sk−2,0
·(mkℓ + bℓ−1 · · · + b0 + p1)
−sk−1,0(mkℓ + bℓ−1 · · ·+ b0)
−sk0(mkℓ + bℓ−1 · · ·+ b1)
−sk1 · · ·
·(mkℓ + bℓ−1)
−sk,ℓ−1m−skℓkℓ .(5.5)
We apply the same argument repeatedly for the summation
∑
mk−(i+1),0≤mk−i,0
(1 ≤ i ≤ k − 1),
then we obtain
ζθ(s) =
k∑
i=0
(−1)k−i
∑
m00,mkℓ≥1
at≥0(1≤t≤i−1)
pu≥1(1≤u≤k−i)
bj≥1(0≤j≤ℓ−1)
m−s0000 (m00 + a1)
−s10 · · · (m00 + a1 + · · ·+ ai−1)
−si−1,0
·(mkℓ + bℓ−1 · · · + b0 + p1 + p2 + · · ·+ pk−i)
−si0
·(mkℓ + bℓ−1 · · · + b0 + p1 + p2 + · · ·+ pk−(i+1))
−si+1,0 · · ·
·(mkℓ + bℓ−1 · · · + b0 + p1)
−sk−1,0(mkℓ + bℓ−1 · · · + b0)
−sk0
·(mkℓ + bℓ−1 · · · + b1)
−sk1 · · · (mkℓ + bℓ−1)
−sk,ℓ−1m−skℓkℓ .(5.6)
On the inner sum, each term can be divided into two factors: the factor involving onlym00, a1, · · · , ai−1,
and the remaining factor involvong only mkℓ, b0, · · · , bℓ−1, p1, · · · , pk−i. The summation of the
first factor gives the multiple zeta-star function ζ⋆EZ,i(s00, s10, · · · , si−1,0), and the summation over
the second factor gives the multiple zeta function ζEZ,ℓ+k−i+1(skℓ, sk,ℓ−1, · · · , sk0, sk−1,0, · · · , si0).
Therefore we obtain (3.5) for s ∈W ◦θ . Lemma 3.1 then leads to Theorem 3.2.
6. Proof of Theorem 4.1
This section is devoted to the proof of Theorem 4.1. We continue to use the notations of (5.1)
and (5.2) in the previous section. Now the summation on the right-hand side of (3.2) can be divided
into two cases; (i) mk0 ≤ m00 +mkℓ and (ii) mk0 > m00 +mkℓ. Let us write
(6.1) ζθ(s) =
∑
(i)
+
∑
(ii)
(s ∈Wθ),
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where the first and the second sums correspond to the conditions (i) and (ii), respectively.
In the following two subsections, we will evaluate
∑
(i) and
∑
(ii), respectively (Theorems 6.1 and
6.5). From these two theorems, our second main theorem (Theorem 4.1) follows immediately.
6.1. Evaluation of
∑
(i). Consider the case mk0 ≤ m00 +mkℓ. From the condition, we can say
m00+mkℓ = mk0+ q1 (q1 ≥ 0). By (5.1), we have m00+mkℓ = m00+a1+a2+ · · ·+ak+ q1, which
leads to mkℓ = q1 + a1 + a2 + · · ·+ ak. Note that the case
(6.2) q1 = a1 = · · · = ak = 0
does not occur. On the other hand, by (5.2), we have m00+mkℓ = mkℓ+ bℓ−1+ bℓ−2+ · · ·+ b0+ q1,
which leads to m00 = b0 + · · · + bℓ−2 + bℓ−1 + q1. Then for s ∈Wθ we obtain∑
(i)
=
∑
M∈SSYT(θ)and(i)
m−s0000 m
−s10
10 · · ·m
−sk0
k0 m
−sk1
k1 · · ·m
−skℓ
kℓ
=
∑
ai≥0(1≤i≤k)
bj≥1(0≤j≤ℓ−1)
q1≥0
′
(b0 + · · ·+ bℓ−2 + bℓ−1 + q1)
−s00(b0 + · · ·+ bℓ−2 + bℓ−1 + q1 + a1)
−s10
·(b0 + · · · + bℓ−2 + bℓ−1 + q1 + a1 + a2)
−s20 · · ·
·(b0 + · · · + bℓ−2 + bℓ−1 + q1 + a1 + a2 + · · · + ak)
−sk0
·(b1 + · · · + bℓ−2 + bℓ−1 + q1 + a1 + a2 + · · · + ak)
−sk1
·(b2 + · · · + bℓ−2 + bℓ−1 + q1 + a1 + a2 + · · · + ak)
−sk2
· · ·
·(bℓ−1 + q1 + a1 + a2 + · · · + ak)
−sk,ℓ−1(q1 + a1 + a2 + · · ·+ ak)
−skℓ ,
where the prime means that the sum omits the case of (6.2). Changing the order of terms, then
for s ∈Wθ
(6.3)
∑
(i)
=
∑
M∈SSYT(θ)and(i)
m−s0000 m
−s10
10 · · ·m
−sk0
k0 m
−sk1
k1 · · ·m
−skℓ
kℓ
=
∑
ai≥0(1≤i≤k)
bj≥1(0≤j≤ℓ−1)
q1≥0
′
(ak + · · ·+ a2 + a1 + q1)
−skℓ(ak + · · · + a2 + a1 + q1 + bℓ−1)
−sk,ℓ−1
·(ak + · · · + a2 + a1 + q1 + bℓ−1 + bℓ−2)
−sk,ℓ−2
· · ·
·(ak + · · · + a2 + a1 + q1 + bℓ−1 + bℓ−2 + · · · + b1)
−sk1
·(ak + · · · + a2 + a1 + q1 + bℓ−1 + bℓ−2 + · · · + b0)
−sk0
·(ak−1 + · · · + a2 + a1 + q1 + bℓ−1 + bℓ−2 + · · ·+ b0)
−sk−1,0
· · ·
·(a2 + a1 + q1 + bℓ−1 + bℓ−2 + · · · + b0)
−s20
·(a1 + q1 + bℓ−1 + bℓ−2 + · · ·+ b0)
−s10
·(q1 + bℓ−1 + bℓ−2 + · · ·+ b0)
−s00 .
14 KOHJI MATSUMOTO AND MAKI NAKASUJI
This right-hand side can be written by using the notation given by (2.6) with r = k+ℓ+1, d = k+1.
The correspondence of the parameters is
(m1, . . . ,mk,mk+1(= md),mk+2, . . . ,mk+ℓ+1)↔ (ak, . . . , a1, q1, bℓ−1, . . . , b0).
Then using the notation of (2.6), (4.1) and (4.2), we obtain
Theorem 6.1. For s ∈Wθ,
(6.4)
∑
(i)
= ζ•k+ℓ+1,k+1(u1,u2, · · · ,uk+ℓ+1, Ak+ℓ+1).
Proof. Consider the case k < ℓ. On the right-hand side of (6.3), there is no term of length ≤ k.
Therefore all components of un are zero for 1 ≤ n ≤ k. When k < n ≤ ℓ, just one term of length n
appears, which is
(ak + · · ·+ a1 + q1 + bℓ−1 + · · ·+ bk+ℓ+1−n)
−sk,k+ℓ+1−n ,
and this corresponds to the fact that, for k < n ≤ ℓ, un has just one non-zero component sk,k+ℓ+1−n.
In view of the rule (2.5), this component is the left-most component of un. When ℓ < n < k+ ℓ+1,
there are two terms of length n, hence un has two non-zero components. Lastly un for n = k+ ℓ+1
corresponds to the term
(ak + · · · + a2 + a1 + q1 + bℓ−1 + bℓ−2 + · · · + b0)
−sk0 .
The case k ≥ ℓ is similar. 
It is to be noted that the equation (6.4) can also be written in terms of only zeta-functions of
root systems ζr(s, Ar). Put a0 = q1. Define I
[0,k]
0 = φ, and
I [0,k]m = {{i1, · · · , im} ∈ N
m|0 ≤ i1 < · · · < im ≤ k} (1 ≤ m ≤ k).
For I ∈ I
[0,k]
m , put JI = {0, · · · , k}\I. We divide the right-hand side of (6.3) as
k∑
m=0
∑
I∈I
[0,k]
m
SI ,
where SI is the sum of all terms satisfying ai = 0 for all i ∈ I and aj ≥ 1 for all j ∈ JI .
We will show that each SI is a zeta-function of a root system. For each I, write
JI = {α0, α1, · · · , αk−m} (α0 < α1 < · · · < αk−m),
and let
zIn = z
I
n(k,m) =

s00 + s10 + · · ·+ sα0−1,0 (n = 0),
sαn−1,0 + sαn−1+1,0 + · · ·+ sαn−1,0 (1 ≤ n ≤ k −m),
sαn−1,0 + sαn−1+1,0 + · · ·+ sk,0 (n = k −m+ 1).
Here, if α0 = 0 then we understand z
I
0 = 0.
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If k −m < ℓ, we put
(6.5) uIn = u
I
n(k, ℓ,m) =

sk−m+ℓ+2−n(0, 0) (1 ≤ n ≤ k −m)
sk−m+ℓ+2−n(sk, k−m+ℓ+1−n, 0) (k −m < n < ℓ)
sk−m+ℓ+2−n(sk, k−m+ℓ+1−n, z
I
n−ℓ) (ℓ ≤ n < k −m+ ℓ+ 1)
zIn−ℓ (n = k −m+ ℓ+ 1).
If k −m ≥ ℓ, we put
(6.6) uIn = u
I
n(k, ℓ,m) =

sk−m+ℓ+2−n(0, 0) (1 ≤ n < ℓ)
sk−m+ℓ+2−n(0, z
I
n−ℓ) (ℓ ≤ n ≤ k −m)
sk−m+ℓ+2−n(sk, k−m+ℓ+1−n, z
I
n−ℓ) (k −m < n < k −m+ ℓ+ 1)
zIn−ℓ (n = k −m+ ℓ+ 1).
Note that uIn = un when m = 0. Using this notation, we obtain
Theorem 6.2. We have
(6.7) SI = ζk−m+ℓ+1(u
I
1,u
I
2, · · · ,u
I
k−m+ℓ+1, Ak−m+ℓ+1),
and therefore
(6.8)
∑
(i)
=
k∑
m=0
∑
I∈I
[0,k]
m
ζk−m+ℓ+1(u
I
1,u
I
2, · · · ,u
I
k−m+ℓ+1, Ak−m+ℓ+1).
Proof. It is enough to prove (6.7). In the sum SI , all ai = 0 for i ∈ I. Therefore
SI =
∑
αi∈JI
(0≤i≤k−m)
∑
aαi≥1
(0≤i≤k−m)
∑
bj≥1
(0≤j≤ℓ−1)
(bℓ−1 + · · ·+ b0)
−s00−s10−···−sα0−1,0
· (aα0 + bℓ−1 + · · · + b0)
−sα0,0−sα0+1,0−···−sα1−1,0 · · ·
· (aαk−m + · · ·+ aα0 + bℓ−1 + · · ·+ b0)
−sαk−m,0−sαk−m+1,0−···−sk0
·
ℓ−1∏
j=1
(aαk−m + · · ·+ aα0 + bℓ−1 + · · ·+ bj)
−skj(aαk−m + · · ·+ aα0)
−skℓ
=
∑
αi∈JI
(0≤i≤k−m)
∑
aαi≥1
(0≤i≤k−m)
∑
bj≥1
(0≤j≤ℓ−1)
(bℓ−1 + · · ·+ b0)
−zI0 (aα0 + bℓ−1 + · · ·+ b0)
−zI1 · · ·
· (aαk−m + · · ·+ aα0 + bℓ−1 + · · ·+ b0)
−zI
k−m+1
·
ℓ−1∏
j=1
(aαk−m + · · ·+ aα0 + bℓ−1 + · · ·+ bj)
−skj(aαk−m + · · ·+ aα0)
−skℓ .
Comparing this with the definition (2.4) of zeta-functions of root systems of type Ar, we obtain
the conclusion (6.7). 
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Remark 6.3. From Theorem 6.1 and Theorem 6.2, we see that
ζ•k+ℓ+1,k+1(u1,u2, · · · ,uk+ℓ+1, Ak+ℓ+1)(6.9)
can be written as a linear combination of zeta-functions of root systems. Thanks to the meromorphic
continuation of zeta-functions of root systems ([M]), we conclude that (6.9) can also be continued
meromorphically to the whole space.
6.2. Evaluation of
∑
(ii). Next consider the case of mk0 > m00 +mkℓ. We can write
(6.10) mk0 = m00 +mkℓ + h (h ≥ 1).
So, for s ∈Wλ∑
(ii)
=
∑
M∈SSYT(θ)and(ii)
m−s0000 m
−s10
10 · · ·m
−sk−1,0
k−1,0 m
−sk0
k0 m
−sk1
k1 · · ·m
−skℓ
kℓ
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
bj≥1(1≤j≤ℓ−1)
1≤mk−1,0≤mk0,mk0>mk1≥1
m−s0000 (m00 + a1)
−s10 · · · (m00 + a1 + · · ·+ ak−1)
−sk−1,0
(m00 +mkℓ + h)
−sk0(mkℓ + bℓ−1 + · · ·+ b1)
−sk1 · · · (mkℓ + bℓ−1)
−sk,ℓ−1m−skℓkℓ ,
(6.11)
where the sum on the right-hand side runs over m00,mkℓ, ai (1 ≤ i ≤ k − 1), bj (1 ≤ j ≤ ℓ − 1), h
with the conditions 1 ≤ mk−1,0 ≤ mk0,mk0 > mk1 ≥ 1, and it is to be noted that mk−1,0 =
m00 + a1 + · · · + ak−1, mk0 = m00 +mkℓ + h and mk1 = mkℓ + bℓ−1 + · · ·+ b1.
Define
Fµ = (m00 + a1)
−s10(m00 + a1 + a2)
−s20 · · · (m00 + a1 + · · ·+ aµ)
−sµ0 ,
Pµ = (m00 +mkℓ + h+ p1)
−sk−1,0 · · · (m00 +mkℓ + h+ p1 + · · ·+ pµ)
−sk−µ,0 ,
Qν = (m00 +mkℓ + h+ q1)
−sk1 · · · (m00 +mkℓ + h+ q1 + · · ·+ qν)
−skν ,
Rµ,ν = Pµ(m00 +mkℓ + h)
−sk0Qν
= (m00 +mkℓ + h+ p1 + · · ·+ pµ)
−sk−µ,0 · · · (m00 +mkℓ + h+ p1)
−sk−1,0
·(m00 +mkℓ + h)
−sk0(m00 +mkℓ + h+ q1)
−sk1 · · · (m00 +mkℓ + h+ q1 + · · ·+ qν)
−skν ,
Gν = (mkℓ + bℓ−1 + bℓ−2 + · · ·+ bν)
−skν (mkℓ + bℓ−1 + bℓ−2 + · · ·+ bν+1)
−sk,ν+1
· · · (mkℓ + bℓ−1)
−sk,ℓ−1
for 1 ≤ µ ≤ k − 1, where pi ≥ 1 and 1 ≤ ν ≤ ℓ − 1, where qj ≥ 0. Then we have the following
relation.
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Lemma 6.4. For s ∈W ◦θ , we have∑
(ii)
=
∑
m00,mkℓ,h≥1
k−1∑
µ=0
ℓ−1∑
ν=0
∑
ai≥0(1≤i≤k−(µ+1))
pi≥1(1≤i≤µ)
∑
bj≥1(ν+1≤j≤ℓ−1)
qj≥0(1≤j≤ν)
(−1)µ+ν
·m−s0000 · Fk−(µ+1) ·Rµ,ν ·Gν+1 ·m
−skℓ
kℓ ,
where we set F0 = Gℓ = 1 and P0 = Q0 = 1.
Proof. Using the notation Fµ and Gν , we see that (6.11) can be expressed as
(6.12)
∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
bj≥1(1≤j≤ℓ−1)
1≤mk−1,0≤mk0,mk0>mk1≥1
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0 ·G1 ·m
−skℓ
kℓ .
Here we use the same type of decomposition as (5.4) in the opposite direction. The summation
over mk0 > mk1 may be decomposed as
(6.13)
∑
mk0>mk1≥1
=
∑
mk0,mk1≥1
−
∑
1≤mk0≤mk1
,
where in the first sum on the right-hand side no inequality between mk0 and mk1 is imposed. Hence
for s ∈W ◦λ , the expression in (6.12) becomes∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
bj≥1(1≤j≤ℓ−1)
1≤mk−1,0≤mk0
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0 ·G1 ·m
−skℓ
kℓ
−
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
bj≥1(1≤j≤ℓ−1)
1≤mk−1,0≤mk0≤mk1
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0 ·G1 ·m
−skℓ
kℓ .
In the second sum,mk0 ≤ mk1 means mk1 = m00+mkl+h+q1 (q1 ≥ 0). If we insert this expression
into the term mk1, then the inequality mk1 > mk2 (which was originally indicated by b1 ≥ 1) is no
longer indicated, so we have to write this inequality explicitly. Therefore we now obtain∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
1≤mk−1,0≤mk0
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0
·

∑
bj≥1(1≤j≤ℓ−1)
G1 ·m
−skℓ
kℓ −
∑
bj≥1(2≤j≤ℓ−1),q1≥0
mk1>mk2≥1
(m00 +mkℓ + h+ q1)
−sk1 ·G2 ·m
−skℓ
kℓ
 .
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A similar calculation shows∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
1≤mk−1,0≤mk0
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0
·

∑
bj≥1
(1≤j≤ℓ−1)
G1 ·m
−skℓ
kℓ −
 ∑
bj≥1(2≤j≤ℓ−1)
q1≥0
−
∑
bj≥1(2≤j≤ℓ−1)
q1≥0,1≤mk1≤mk2
 (m00 +mkℓ + h+ q1)−sk1 ·G2 ·m−skℓkℓ

and mk1 ≤ mk2 means mk2 = m00 +mkℓ + h+ q1 + q2 (q2 ≥ 0), and so we have∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
1≤mk−1,0≤mk0
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0
·

∑
bj≥1(1≤j≤ℓ−1)
G1 ·m
−skℓ
kℓ −
∑
bj≥1(2≤j≤ℓ−1)
q1≥0
Q1 ·G2 ·m
−skℓ
kℓ +
∑
bj≥1(3≤j≤ℓ−1)
q1,q2≥0,mk2>mk3≥1
Q2 ·G3 ·m
−skℓ
kℓ
 .
Apply the same argument repeatedly. In the last stage we encounter the inequality mk,ℓ−1 > mkℓ,
where mk,ℓ−1 = m00 +mkℓ + h + q1 + · · · + qℓ−1, but this inequality holds trivially. Therefore we
now obtain ∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
1≤mk−1,0≤mk0
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0
·

ℓ−1∑
ν=0
∑
bj≥1(ν+1≤j≤ℓ−1)
qj≥0(1≤j≤ν)
(−1)νQν ·Gν+1 ·m
−skℓ
kℓ
 .
Next, we take into consideration of the first summation,
∑
1≤mk−1,0≤mk0
. Again we apply the
decomposition
∑
1≤mk−1,0≤mk0
=
∑
mk0,mk1≥1
−
∑
mk−1,0>mk0≥1
to obtain
∑
(ii)
=

∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
−
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
mk−1,0>mk0≥1
m−s0000 · Fk−1 · (m00 +mkℓ + h)−sk0
·

ℓ−1∑
ν=0
∑
bj≥1(ν+1≤j≤ℓ−1)
qj≥0(1≤j≤ν)
(−1)νQν ·Gν+1 ·m
−skℓ
kℓ
 .
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As mk−1,0 > mk0 ≥ 1 means mk−1,0 = m00 +mkℓ + h+ p1 (p1 ≥ 1) we have
∑
(ii)
=

∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)
m−s0000 · Fk−1 · (m00 +mkℓ + h)
−sk0
−
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−2),p1≥1
1≤mk−2,0≤mk−1,0
m−s0000 · Fk−2 · (m00 +mkℓ + h+ p1)
−sk−1,0(m00 +mkℓ + h)
−sk0

·

ℓ−1∑
ν=0
∑
bj≥1(ν+1≤j≤ℓ−1)
qj≥0(1≤j≤ν)
(−1)νQν ·Gν+1 ·m
−skℓ
kℓ
 .
Repeating the similar calculation we obtain, for m00,mkℓ, bj , pi, h ≥ 1 and ai, qj ≥ 0,∑
(ii)
=
∑
m00,mkℓ,h≥1
ai≥0(1≤i≤k−1)

k−1∑
µ=0
∑
ai≥0(1≤i≤k−(µ+1))
pi≥1(1≤i≤µ)
(−1)µm−s0000 · Fk−(µ+1) · Pµ · (m00 +mkℓ + h)
−sk0
 ·
ℓ−1∑
ν=0
∑
bj≥1(ν+1≤j≤ℓ−1)
qj≥0(1≤j≤ν)
(−1)νQν ·Gν+1 ·m
−skℓ
kℓ

=
∑
m00,mkℓ,h≥1

k−1∑
µ=0
ℓ−1∑
ν=0
∑
ai≥0(1≤i≤k−(µ+1))
pi≥1(1≤i≤µ)
∑
bj≥1(ν+1≤j≤ℓ−1)
qj≥0(1≤j≤ν)
(−1)µ+νm−s0000 · Fk−(µ+1) ·Rµ,ν ·Gν+1 ·m
−skℓ
kℓ
 .
(6.14)
This leads to the lemma. 
The above lemma gives the following expression for
∑
(ii).
Theorem 6.5. Let s1, v, and s2 be as in the statement of Theorem 4.1. Then for s ∈W
◦
θ , we have∑
(ii)
=
k−1∑
µ=0
ℓ−1∑
ν=0
(−1)µ+νZµ,ν(s; (k, ℓ)),
where Zµ,ν(s; (k, ℓ)) is defined by (4.6).
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Proof. For any µ,∑
ai≥0(1≤i≤k−(µ+1))
Fk−(µ+1) =
∑
ai≥0(1≤i≤k−(µ+1))
(m00 + a1)
−s10 · · · (m00 + a1 · · ·+ ak−(µ+1))
−sk−(µ+1),0
= ζ•,Hk−(µ+1),k−(µ+1)(s1,m00, Ak−(µ+1)),
where s1 = (sk−(µ+1)(s10, 0), sk−(µ+1)−1(s20, 0), · · · , s2(sk−(µ+1)−1,0, 0), sk−(µ+1),0).
For any µ and ν, ∑
pi≥1(1≤i≤µ),qj≥0(1≤j≤ν),h≥1
Rµ,ν
=
∑
pi≥1(1≤i≤µ),qj≥0(1≤j≤ν),h≥1
(m00 +mkℓ + h+ q1 + · · ·+ qν)
−skν · · · (m00 +mkℓ + h+ q1)
−sk1
(m00 +mkℓ + h)
−sk0(m00 +mkℓ + h+ p1)
−sk−1,0 · · ·
(m00 +mkℓ + h+ p1 + · · ·+ pµ)
−sk−µ,0
= ζ•,Hµ+ν+1,ν(v,m00 +mkℓ, Aµ+ν+1),
where v = (v0,v1, · · · ,vµ+ν+1).
Lastly, for any ν,∑
bi≥0(ν+1≤i≤ℓ−1)
Gν+1 =
∑
bi≥0(ν+1≤i≤ℓ−1)
(mkℓ + bℓ−1 + · · ·+ bν+1)
−skν · · · (mkℓ + bℓ−1)
−sk,ℓ−1
= ζHℓ−(ν+1)(s2,mkℓ, Aℓ−(ν+1)),
where s2 = (sℓ−ν−1(sk,ℓ−1, 0), sℓ−ν−2(sk,ℓ−2, 0) · · · , s2(sk,ν+2, 0), sk,ν+1).
Lemma 6.4 with those calculations lead to the theorem. 
6.3. An example. In Example 4.6, we described what Theorem 4.1 implies in the simplest case
(k, ℓ) = (1, 1). To illustrate the contents of Theorem 4.1 more, here we write down the formulas
for
∑
(i) and
∑
(ii) in the case of type θ = rib(2|3). When s =
s23
s22
s21
s00 s10 s20
,
ζθ(s) =
∑
M∈SSYT(θ)
m−s0000 m
−s10
10 m
−s20
20 m
−s21
21 m
−s22
22 m
−s23
23 .
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Using Theorem 6.2, for m20 ≤ m00 +m23 we have∑
(i)
=
2∑
m=0
∑
I∈I
[0,2]
m
ζ6−m(u
I
1,u
I
2, · · · ,u
I
6−m, A6−m)
=
∑
I∈I
[0,2]
0
ζ6(u
I
1,u
I
2, · · · ,u
I
6, A6)+
∑
I∈I
[0,2]
1
ζ5(u
I
1,u
I
2,u
I
3,u
I
4,u
I
5, A5)
+
∑
I∈I
[0,2]
2
ζ4(u
I
1,u
I
2,u
I
3,u
I
4, A4)
=
∑
I∈I
[0,2]
0
ζ6(s6(0, 0), s5(0, 0), s4(s23, z
I
0), s3(s22, z
I
1), s2(s21, z
I
2), z
I
3 , A6)
+
∑
I∈I
[0,2]
1
ζ5(s5(0, 0), s4(s23, 0), s3(s22, z
I
0), s2(s21, z
I
1), z
I
2), A5)
+
∑
I∈I
[0,2]
2
ζ4(s4(s23, 0), s3(s22, 0), s2(s21, z
I
0), z
I
1 , A4)
(again we replace the commas between si(·) and si−1(·) by vertical bars).∑
(i)
= ζ6(0
6|05|s23, 0, 0, 0|s22, 0, s00|s21, s10|s20, A6)
+ζ5(0
5|s23, 0, 0, 0|s22, 0, s00|s21, s10|s20, A5)
+ζ5(0
5|s23, 0, 0, 0|s22, 0, 0|s21, s00 + s10|s20, A5)
+ζ5(0
5|s23, 0, 0, 0|s22, 0, 0|s21, s00|s10 + s20, A5)
+ζ4(s23, 0, 0, 0|s22 , 0, 0|s21, s00 + s10|s20, A4)
+ζ4(s23, 0, 0, 0|s22 , 0, 0|s21, s00|s10 + s20, A4)
+ζ4(s23, 0, 0, 0|s22 , 0, 0|s21, 0|s00 + s10 + s20, A4).
And from Theorem 6.5, we have∑
(ii)
=
∑
m00,m23,h≥1
m−s0000 m
−s23
23
{ζ•,H1,1 (s10,m00, A1)ζ
H
1 (s20,m00 +mkℓ, A1)ζ
H
2 ((s22, 0|s21),mkℓ, A2)
−ζ•,H1,1 (s10,m00, A1)ζ
•,H
2,1 ((0, s20|s21),m00 +mkℓ, A2)ζ
H
1 (s22,mkℓ, A1)
+ζ•,H1,1 (s10,m00, A1)ζ
•,H
3,2 ((0, 0, s20|0, s21|s22),m00 +mkℓ, A3)
−ζH2 ((s20, 0|s10),m00 +mkℓ, A2)ζ
H
2 ((s22, 0|s21),mkℓ, A2)
+ζ•,H3,1 ((0, s20, 0|s21, s10|0),m00 +mkℓ, A3)ζ
H
1 (s22,mkℓ, A1)
−ζ•,H4,2 ((0, 0, s20, 0|0, s21, s10|s22, 0|0),m00 +mkℓ, A4)}.
22 KOHJI MATSUMOTO AND MAKI NAKASUJI
7. The pictorial interpretation
The following pictorial interpretation of the proofs developed in Sections 5 and 6 may help the
reader to improve the understandability.
In Section 5, (5.4) is the key step and we obtained (5.5). We may write it as
ζrib(k|ℓ)

skℓ
...
sk1
s00 s10 · · · sk0

= ζ(k)
(
s00 s10 · · · sk′0
)
·ζ(1ℓ+1)

skℓ
...
sk1
sk0

−ζrib(k−1|ℓ+1)

skℓ
...
sk1
sk0
s00 s10 · · · sk′0

where k′ = k − 1. This is actually a kind of harmonic product formulas for Schur multiple zeta-
functions, which is seen in Lemma 2.2 in [BachY]. Applying the same argument repeatedly to
the Schur multiple zeta-function of anti-hook type on the right hand side we obtain the following
relation, which is same as (5.6):
ζrib(k|ℓ)

skℓ
...
sk1
s00 s10 · · · sk0

=
k∑
i=0
(−1)k−iζ(i)
(
s00 s10 · · · si′0
)
· ζ(1ℓ+k−i+1)

skℓ
...
sk1
sk0
sk′0
...
si′′0
si0

,
where i′ = i− 1, i′′ = i+ 1.
To obtain the pictorial interpretation for the calculations in Section 6, we introduce the following
new kinds zeta-functions of Hurwitz type. For s = (sij) ∈ T (λ,C) and x > 0, the Schur multiple
zeta-function of Hurwitz type associated with λ is defined by the series
ζHλ (s, x) =
∑
M∈SSYT(λ)
(M + x)−s,
where (M+x)−s =
∏
(i,j)∈λ
(mij + x)
−sij forM = (mij) ∈ SSYT(λ). Here, eachmij ∈ N by definition.
If we allow some mij = 0, we call M = (mij) a modified semi-standard Young tableau, and for such
a tableau we may define the zeta-function of Hurwitz type in the same way as above. Let (I, J)
be the most top left box of M . If mIJ ≥ 0 (resp. mIJ = 0) instead of mIJ ≥ 1, then we write the
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asssociated zeta-function as ζH,0λ (s, x) (resp.ζ
H,00
λ (s, x)) instead. Furthermore, for p > 0, the finite
Hurwiz-type Schur multiple zeta-function associated with λ is defined by the series
ζHλ (s, x)≤p =
∑
M∈SSYT(λ)≤p−x
(M + x)−s, ζHλ (s, x)<p =
∑
M∈SSYT(λ)<p−x
(M + x)−s,
where (M + x)−s =
∏
(i,j)∈λ
(mij + x)
−sij for M = (mij) ∈ SSYT(λ)≤p−x or for M = (mij) ∈
SSYT(λ)<p−x. Here, SSYT(λ)≤p−x (resp. SSYT(λ)<p−x) means that any element (mij) satisfies
mij + x ≤ p (resp. mij + x < p). In case of modified semi-standard Young tableaux, we write the
associated zeta-function by ζH,0λ (s, x)≤p ( resp. ζ
H,0
λ (s, x)<p) or ζ
H,00
λ (s, x)≤p (resp. ζ
H,00
λ (s, x)<p).
Then, using the above notation, we find that (6.12) can be expressed as∑
(ii)
=
∑
m00,mkℓ,h≥1
ζH,00(k)
(
s00 s10 · · · sk′0 ,m00
)
≤m00+mkℓ+h
· (m00 +mkℓ + h)
−sk0
·ζH,00
(1ℓ)

skℓ
...
sk2
sk1
,mkℓ

<m00+mkℓ+h
,
where k′ = k − 1.
In the proof of Lemma 6.4, the key decomposition is (6.13). Using this decomposition repeatedly,
we arrive at (6.14), which can be written as∑
(ii)
=
∑
m00,mkℓ,h≥1
k−1∑
µ=0
(−1)µζH,00(k−µ)
(
s00 s10 · · · sk′µ0 ,m00
)
· ζH(1µ)

sk′0
...
sk′′µ0
skµ0
,m00 +mkℓ + h

· (m00 +mkℓ + h)
−sk0
·
ℓ−1∑
ν=0
(−1)νζH,0(ν)
(
sk1 sk2 · · · skν ,m00 +mkℓ + h
)
· ζH,00
(1ℓ−ν)

skℓ
...
skν′′
skν′
,mkℓ

=
∑
m00,mkℓ,h≥1
k−1∑
µ=0
ℓ−1∑
ν=0
(−1)µ+ν · ζH,00(k−µ)
(
s00 s10 · · · sk′µ0 ,m00
)
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· ζH,00(ν+1,1µ)

sk0 sk1 · · · skν
sk′0
...
skµ0
,m00 +mkℓ + h

· ζH,00
(1ℓ−ν)

skℓ
...
skν′′
skν′
,mkℓ

,(7.1)
where k′ = k − 1, kµ = k − µ, k
′
µ = k − (µ+ 1), k
′′
µ = k − µ+ 1, ν
′ = ν + 1 and ν ′′ = ν + 2. This is
the expression in Lemma 6.4.
Moreover, the last expression (7.1) shows
Zµ,ν =
∑
m00,mkℓ,h≥1
ζH,00(k−µ)
(
s00 s10 · · · sk′µ0 ,m00
)
·
ζH,00(ν+1,1µ)

sk0 sk1 · · · skν
sk′0
...
skµ0
,m00 +mkℓ + h

· ζH,00
(1ℓ−ν)

skℓ
...
skν′′
skν′
,mkℓ

,(7.2)
which gives a pictiroal interpretation of Theorem 6.5.
From (7.1) and (7.2) we see that Lemma 6.4 and Theorem 6.5, which represent the most essential
part of the proof of Theorem 4.1, may be regarded as a procedure of expressing a Schur multiple
zeta-function of anti-hook type in terms of zeta-functions of hook type.
8. The cases k + ℓ ≤ 3
When k + ℓ ≤ 3, the structure of ζθ(s) is rather simple, and in these cases, we can develop
an alternative simpler way of computations. In this final section we present such computations.
The alternative argument is embodied in the process (ii) in the following examples. Note that this
method cannot be applied to the case k + ℓ > 3.
Example 8.1. We consider the case (k, ℓ) = (1, 1).
When s =
s11
s00 s10
,
(8.1) ζθ(s) =
∑
M∈SSYT(θ)
m−s0000 m
−s10
10 m
−s11
11 .
(i) Consider the case m10 ≤ m00 +m11. From Theorem 6.1 and Theorem 6.2, we have∑
(i)
= ζ•3,2(0
3|s11, s00|s10, A3)
= ζ3(0
3|s11, s00|s10, A3) + ζ2(s11, 0|s00 + s10, A2) + ζ2(s11, s00|s10, A2).
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(ii) Consider the case m10 > m00 +m11. When we write m10 = m00 +m11 + h (h ≥ 1),∑
(ii)
=
∑
M∈SSYT(θ)
m10>m00+m11
m−s0000 m
−s10
10 m
−s11
11 =
∑
m00,m11,h≥1
m−s0000 (m00 +m11 + h)
−s10m−s1111
= ζ3(s00, s11, 0|0
2|s10, A3).
Combining (i) and (ii), we have
ζθ(s) = ζ
•
3,2(0
3|s11, s00|s10, A3) + ζ3(s00, s11, 0|0
2|s10, A3)
(8.2)
= ζ3(0
3|s11, s00|s10, A3) + ζ2(s11, 0|s00 + s10, A2) + ζ2(s11, s00|s10, A2) + ζ3(s00, s11, 0|0
2|s10, A3).
This agrees with (4.10).
Example 8.2. We consider the case (k, ℓ) = (1, 2).
When s = s12
s11
s00 s10
,
(8.3) ζθ(s) =
∑
M∈SSYT(θ)
m−s0000 m
−s10
10 m
−s11
11 m
−s12
12 .
(i) Consider the case m10 ≤ m00 +m12. From Theorem 6.1,∑
(i)
= ζ•4,2(0
4|s12, 0
2|s11, s00|s10, A4).
(ii) Consider the case m10 > m00 +m12. When we write m10 = m00 +m12 + h (h ≥ 1),∑
(ii)
=
∑
m00,m12,b1,h≥1
1≤b1<m00+h
m−s0000 (m00 +m12 + h)
−s10(m12 + b1)
−s11m−s1212 .
When h ≥ b1, we put h = b1 + q1 (q1 ≥ 0) and so, m10 = m00 +m12 + b1 + q1. Then∑
h≥b1
(ii)
=
∑
m00,m12,b1≥1,q1≥0
m−s0000 (q1 +m00 +m12 + b1)
−s10(m12 + b1)
−s11m−s1212
= ζ•4,1(0, s00, s12, 0|0, 0, s11|0
2|s10, A4).
When 0 < h < b1, we put b1 = h+ p1 (p1 ≥ 1). Then the condition b1 < m00+h implies p1 < m00,
hence we put m00 = p1 + b0 (b0 ≥ 1) and so,∑
h<b1
(ii)
=
∑
m12,h,p1,b0≥1
(p1 + b0)
−s00(p1 + b0 +m12 + h)
−s10(m12 + h+ p1)
−s11m−s1212
=
∑
m12,h,p1,b0≥1
(b0 + p1)
−s00(b0 + p1 +m12 + h)
−s10(p1 +m12 + h)
−s11m−s1212
= ζ4(0, 0, s12, 0|s00, 0, 0|0, s11|s10, A4).
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Combining (i) and (ii), we have
ζθ(s) = ζ
•
4,2(0
4|s12, 0
2|s11, s00|s10, A4) + ζ
•
4,1(0, s00, s12, 0|0, 0, s11|0
2|s10, A4)(8.4)
+ ζ4(0, 0, s12, 0|s00, 0, 0|0, s11 |s10, A4).
We now compare this result with Theorem 4.1. The case (k, ℓ) = (1, 2) of Theorem 4.1 implies
that
ζθ(s) = ζ
•
4,2(0
4|s12, 0
2|s11, s00|s10, A4) + Z00(s; (1, 2)) − Z01(s; (1, 2)).
From this and (8.4), we obtain the following identity:
Z00(s; (1, 2))−Z01(s; (1, 2)) = ζ
•
4,1(0, s00, s12, 0|0, 0, s11|0
2|s10, A4)(8.5)
+ ζ4(0, 0, s12, 0|s00, 0, 0|0, s11|s10, A4).
It is possible to verify this fact directly. In fact, by definition,
Z00(s; (1, 2)) =
∑
m00,m12≥1
m−s0000 m
−s12
12
∑
h≥1
(m00 +m12 + h)
−s10
∑
b1≥1
(m12 + b1)
−s11 .
Divide this sum into two parts, according to the conditions b1 < m00 + h and b1 ≥ m00 + h.
The former part is exactly
∑
(ii) and hence is equal to the right-hand side of (8.5) by the above
argument. The latter part is equal to Z01(s; (1, 2)) by its definition. Therefore (8.5) follows.
Example 8.3. We consider the case (k, ℓ) = (2, 1).
When s = s21
s00 s10 s20
,
(8.6) ζθ(s) =
∑
M∈SSYT(θ)
m−s0000 m
−s10
10 m
−s20
20 m
−s21
21 .
(i) Consider the case m20 ≤ m00 +m21. From Theorem 6.1,∑
(i)
= ζ•4,3(0
4|02, s00|s21, s10|s20, A4).
(ii) Consider the case m20 > m00 +m21.When we write m20 = m00 +m21 + h (h ≥ 1),∑
(ii)
=
∑
m00,m21,h≥1
0≤a1≤m21+h
m−s0000 (m00 + a1)
−s10(m00 +m21 + h)
−s20m−s2121 .
When h ≥ a1, we put h = a1 + q1 (q1 ≥ 0) and so, m20 = m00 +m21 + a1 + q1. Then∑
h≥a1
(ii)
=
∑
m00,m21≥1
a1,q1≥0
m−s0000 (m00 + a1)
−s10(m00 +m21 + a1 + q1)
−s20m−s2121
=
∑
m00,m21≥1
a1,q1≥0
m−s0000 (a1 +m00)
−s10(q1 + a1 +m00 +m21)
−s20m−s2121
= ζ•4,2(0, 0, s00, s21|0, s10, 0|0
2|s20, A4).
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When 1 ≤ h < a1, we put a1 = h+p1 (p1 ≥ 1). Then the condition a1 ≤ m21+h implies p1 ≤ m21,
hence we put m21 = p1 + a2 (a2 ≥ 0) and so,∑
h<a1
(ii)
=
∑
m00,h,p1≥1
a2≥0
m−s0000 (m00 + h+ p1)
−s10(m00 + p1 + a2 + h)
−s20(p1 + a2)
−s21
=
∑
m00,h,p1≥1
a2≥0
m−s0000 (p1 +m00 + h)
−s10(a2 + p1 +m00 + h)
−s20(a2 + p1)
−s21
= ζ•4,1(0, 0, s00, 0|s21, 0, 0|0, s10|s20, A4).
Combining (i) and (ii), we have
ζθ(s) = ζ
•
4,3(0
4|02, s00|s21, s10|s20, A4)
+ ζ•4,2(0, 0, s00, s21|0, s10, 0|0
2|s20, A4) + ζ
•
4,1(0, 0, s00, 0|s21, 0, 0|0, s10|s20, A4).
Comparing this result with Theorem 4.1, we obtain
Z00(s; (2, 1))−Z10(s; (2, 1)) = ζ
•
4,2(0, 0, s00, s21|0, s10, 0|0
2|s20, A4)(8.7)
+ ζ4(0, 0, s00, 0|s21, 0, 0|0, s10|s20, A4).
We can verify this fact directly, as in the case of (8.5).
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