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Abstract
The spectrum of magnetic edge states and their transport properties in the
presence of a perpendicular non-homogeneous magnetic field in a quantum
wire formed by a parabolic confining potential are obtained. Systems are
studied where the magnetic field exhibits a discontinuous jump in the trans-
verse direction and changes its sign, strength, and both sign and strength at
the magnetic interface. The energy spectra and wave functions of these sys-
tems, the corresponding group velocities along the interface and the particle
average positions normal to the interface are calculated. The resistance of the
quantum wire in the presence of such a magnetic interface is obtained both in
the ballistic and the diffusive regimes as a function of the Fermi energy and of
the homogeneous background magnetic field. The results are compared with
those for the case of a homogeneous field.
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I. INTRODUCTION
Investigations of reduced dimensionality semiconductor systems is frequently connected with
the use of a magnetic field, which, in addition to the lateral confinement, quantizes the
carrier motion also in the plane normal to the magnetic field. Particularly, a two-dimensional
electron gas (2DEG) exposed to a homogeneous magnetic field has proven to be an extremely
rich subject for investigations in theory and experiment1.
In the last several years a more complex situation of reduced dimensionality semicon-
ductor systems exposed to a non-homogeneous magnetic field has attracted considerable
interest2. Different experimental groups have succeeded in realizing such systems3–5. High
mobility 2DEGs are formed in standard GaAs/AlGaAs heterojunctions and the spatial mod-
ulation of the magnetic field is achieved by depositing patterned gates of superconducting or
ferromagnetic materials on top of the heterostructure. An alternative approach to produce
non-homogeneous magnetic fields is by varying the topography of an electron gas6. These
new technologies opened up a new dimension for investigations of reduced dimensionality
semiconductor systems. Characterizing and understanding transport properties of these
systems are crucial both for fundamental physics and for device applications.
Theoretically the transport properties of reduced dimensionality semiconductor systems
subjected to a spatial dependent magnetic field have been addressed in several recent works.
The possibilities of the creation of periodic superstructures by a non-homogeneous magnetic
field were investigated in Refs. 7–9. The magnetic field dependence of the conductance of
a ballistic quantum wire a finite section of which is subjected to a magnetic field10 and
of a 2DEG through an orifice11 was investigated. The single-particle energy spectrum of a
2DEG subjected to a non-homogeneous magnetic field was calculated for different step-like12,
linearly13,14, and parabolically (in the transverse direction of a one dimensional channel)15
varying with position, and for other functional magnetic field profiles16,17. It has been
shown that the spectrum consists of states that propagate normal to the field gradient
and have remarkable time-reversal asymmetry13 in a linearly varying magnetic field while
the spatial distribution of electron and current densities has a rich structure related to the
energy quantization14. Transport properties of a 2DEG in a magnetic superlattice have been
investigated in weakly9 and strongly18 modulated magnetic fields normal to the electron
sheet. The combined effect9 of the spatially periodic electrostatic and magnetic fields of
arbitrary shape has been studied19,20. Analysis of the weak localization and calculation of
the Hall and magneto-resistivities of the 2DEG in a non-homogeneous magnetic field have
been presented21–24.
Recently, different magnetic structures of nanometer scale have been realized experimen-
tally: a magnetic antidot by depositing a superconducting disk on top of a 2DEG25,26, a
large amplitude magnetic barriers27–33 and structures with a magnetic field alternating in
sign34 have been produced by a single or by an array of ferromagnetic lines fabricated on the
surface of the heterostructure in hybrid semiconductor/ferromagnet devices. This realization
of different magnetic regions in an electron gas with sharp boundaries was a challenge for
theoretical studies of the one-particle electronic states (or the magnetic edge states) moving
along the magnetic interfaces in quantum waveguides35, quantum dots36,37, and in infinite
2DEGs38,39 exposed to a non-homogeneous magnetic field.
The aim of the present paper is to investigate the magnetic edge states and their transport
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properties (in the ballistic and diffusive regimes) in a one-dimensional (1D) channel formed
by a parabolic confining potential and exposed to a normal non-homogeneous magnetic field.
Structures are studied where the magnetic field changes its sign, strength, and both sign and
strength at the magnetic interface. Such a system was recently realized experimentally40 by
depositing a ferromagnetic stripe on top of the electron gas and by applying a background
magnetic field normal to the electron gas. Varying the background field results in all the
above situations. We calculate rigorously the energy spectrum and the wave functions of
these systems by matching the general solutions of the Schro¨dinger equation at the magnetic
interface. The corresponding group velocities along the interface and the particle average
position normal to the interface are obtained. Using the results for the spectrum, we calculate
the conductance and the conductivity in the ballistic and diffusive regimes.
The paper is organized as follows. In Sec. II we present the method we use to obtain
the spectrum. In Sec. III we carry out actual calculations of the energy spectrum and
the wave functions, the group velocity along the interface and the particle average position
normal to the interface for the three different cases when the magnetic field changes its sign,
strength, and both sign and strength at the magnetic interface. We analyze the dependence
on the confining potential strength and on the magnetic field strength in one side of the
interface while the magnetic field in the other side is kept fixed. In Sec. IV we calculate the
conductance and the conductivity in the ballistic and diffusive regimes both as a function
of the Fermi energy and of the background magnetic field. The results are compared with
those in case of a homogeneous magnetic field. The results are summarized in Sec. V.
II. APPROACH
We investigate the magnetic edge states in a one-dimensional electron channel along the
y-direction formed by the parabolic confining potential V (x) and exposed to a normal non-
homogeneous magnetic field Bz(x) = B1 and Bz(x) = −B2 respectively on the left and
the right hand side of the magnetic interface located at x = 0 (see Fig. 1). This system is
placed in a homogeneous background magnetic field Bz(x) = Bb. Varying the background
magnetic field from −Bb to Bb (Bb > B1, B2) allows to have situations where the effective
non-homogeneous magnetic field changes its sign, strength, and both sign and strength at
the magnetic interface.
In any finite region along the x-direction where the magnetic field is uniform, the system
is described by the single particle Hamiltonian
H =
1
2m∗
(−→p + e
c
−→
A
)2
+ V (x) (1)
where m∗ is the particle effective mass, V (x) = m∗ω20x
2/2 the confining potential with ω0 the
confining potential strength. Because of the system translation invariance in the y-direction
we choose for the vector potential the Landau gauge
−→
A = (0, Bx, 0). In this gauge the
Schro¨dinger equation can be separated with the ansatz
Ψ(x, y) = eikyψ(x), (2)
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where ψ is an eigenstate of the one-dimensional problem[
d
dx2
+ ν +
1
2
− (x−X(k))
2
4
]
ψ (x−X(k)) = 0. (3)
Here we introduce the following notations: ν+ 1
2
=
(
ε− ~2k2
2m
B
)
/~ω∗ is the particle transverse
energy in units of the oscillator frequency ω∗ =
√
ω2B + ω
2
0, ωB is the cyclotron frequency,
ε and k are the energy and the momentum of the particle. The coordinate of the center of
orbital rotation is X(k) = kl∗ωB/ω
∗ in units of the length scale l∗ =
√
~/(m∗ω∗) related
to ω∗. In the longitudinal direction the electron acquires a new field dependent mass m
B
=
m∗ω∗2/ω20 which is larger than the effective mass m
∗. Equation (3) is to be solved under the
boundary conditions ψ(x −X(k)) −→ 0 when x −→ ±∞. The solutions are the parabolic
cylindrical functions41
Dν(x) = −
2
1
2
+
ν
2
√
pi x 1F1(
1
2
− ν
2
, 3
2
, x
2
2
)
e
x2
4 Γ(−ν
2
)
+
2
ν
2
√
pi 1F1(
−ν
2
, 1
2
, x
2
2
)
e
x2
4 Γ(1
2
− ν
2
)
, (4)
with 1F1(a; b; x) the Kummer function. For any value of ν there are two independent so-
lutions Dν(x) and Dν(−x). If ν 6= 0, 1, 2, . . . , then Dν(x) −→ 0 when x −→ +∞ and
Dν(x) −→∞ when x −→ −∞.
In the non-homogeneous magnetic field case ν, X are different on the left and right hand
side of the magnetic interface. We construct the wave function as
ψν1,ν2(x,X1, X2) =
{
Dν1(
√
2(X1(k)− x)), if x < 0,
Dν2(
√
2(x−X2(k))), if x > 0. (5)
Indices 1, 2 refer to the values of quantities for which ω∗ =
√
ω2B + ω
2
0 is taken with B = B1
and B = B2, respectively. Matching of this wave function and its derivative at x = 0 leads
to the following dispersion equation
d ln(Dν1(x−X1(k))
dx
∣∣∣∣
x=−0
=
d ln(Dν2(−x+X2(k))
dx
∣∣∣∣
x=+0
. (6)
By solving this equation we obtain the energy spectrum εn(k) and the wave functions
ψν1,ν2(x,X1, X2) of the magnetic edge states, which are the solution of the one-dimensional
problem with the effective potential
Veff(x, k) =


1
2
mω∗1
2(x−X1(k))2 + ~2k22m
B1
, if x < 0,
1
2
mω∗2
2(x−X2(k))2 + ~2k22m
B2
, if x > 0.
The shape of Veff(x, k) depends strongly on the sign of the wave number k and on the
magnetic field profile.
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III. SPECTRUM
A. Symmetric system: B1 = B2, sign (B1/B2) = −1
In this symmetric case, the dispersion equation (6) breaks into two pieces
Dν(x−X(k)) = 0, D′ν(x−X(k)) = 0 (7)
i.e. the zeroes of the parabolic cylindrical function and its derivative give the single particle
spectrum of the magnetic edge states. Notice that the first equation gives the spectrum
of the usual edge states in a uniform magnetic field for the infinite hard wall confining
potential42–45. First we find the spectrum from the above Eqs. (7) using the asymptotics of
the parabolic cylindric functions and its derivative in the limits of k −→ ±∞.
In the limit of k −→ +∞ (x ≫ 1, x ≫ 2 4√ν) we use the following asymptotic forms for
the parabolic cylindric functions46 and its derivative
{
Dν(−x)
D′ν(−x)
}
∽
{
1
−x
}[
xν exp
(
ipiν − x
2
4
)
±
√
2pi
Γ(−ν)x
−ν−1 exp
(
x2
4
)]
, (8)
and find the energy
εn(k) ≈
(
n+
1
2
)
~ω∗ +
~
2k2
2m
B
∓ 2
n(kl∗)2n+1√
pin!
(ωB
ω∗
)2n+1
exp
(
−(kl∗)2 ω
2
B
ω∗2
)
. (9)
The corresponding trajectories of the electron orbits have their center of orbital motion
located far from the magnetic interface, i.e. X(k) ≫ 1, but they are on the same side
of the magnetic interface where the particle is moving. The energy differs exponentially
from the energy of the hybrid states Of the uniform magnetic field case. Exponentially
small interaction between the hybrid states located at a finite distance on both sides of the
magnetic interface shifts exponentially small the energy levels up and down with respect to
the bare spectrum of the hybrid states of the uniform magnetic field case. The wave function
of each level of the magnetic edge states is represented by a curve, which has two peaks.
The peaks are situated far from the magnetic interface both in the positive and the negative
magnetic field regions and are connected with an exponentially attenuating ”tail” of the wave
function near the interface. In the two-dimensional case when ω0 −→ 0, mB −→∞ and the
particle velocity due to the confining potential becomes zero, the exponential corrections to
the energy results in exponentially small velocities of opposite sign for the states shifted up
and down in energy. Notice that the exponential corrections in Eq. (9) cannot be obtained
from quasiclassical considerations.
In the opposite limit of k −→ −∞ (ν ≪ 1−x2/2ν ≪ 1) we use the following asymptotic
forms for the parabolic cylindric functions46 and its derivative{
Dν(x)
D′ν(x)
}
∽
{ √
2
−x
}(
ν +
1
2
)ν/2(
1− x
2
2ν
)∓1/4
exp
(
−ν
2
− 1
4
)
(10)
×
{
cos
sin
}(
2
3
ν
(
1− x
2
2ν
)3/2
− pi
4
)
, (11)
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and find the energy
εn(k) ≈
(
n+
1
2
)
~ω∗ +
~
2k2
2m∗
+
(
an
kl∗√
2
ωB
ω∗
)2/3
, an =
3pi
2
(
n− 1
2
∓ 1
4
)
. (12)
This spectrum characterizes the particle motion in snake orbits, i.e. in trajectories whose
center of orbital motion are located far from the magnetic interface, i.e. X(k) ≫ 1, but
on the opposite side of the magnetic interface where the particle is moving. To first order
in k the confining potential has no influence on the energy along the y-direction and the
particle mass is the free electron mass m∗. This is because the effective potential minimum
Veff(x) = ℏ
2k2/2m∗ at x = 0 does not depend on the confining potential strength ω0 for
negative k (see Fig. 2 where we summarised the three different shapes of the effective 1D
potential for the symmetric system).
The exact spectrum, shown in Fig. 3, is described by a discrete quantum number n =
0, 1, 2, ... and a continuous momentum k. For a given n the energy spectrum exhibits a
pronounced asymmetry with respect to positive and negative values of k. The corresponding
group velocities vn along the interface and the particle average semi-thickness ∆xn normal to
the interface are shown in Fig. 4 (in this symmetrical system, B1 = −B2, the particle average
position xn is zero, and therefore we calculated the quantity ∆xn =
1
2
√
(x− xn)2). It is
seen from Figs. 2 and 4 that for large negative values of k, particles are confined in a narrow
region around the magnetic interface. The corresponding wave functions are represented by
one-peak curves localized near the magnetic interface. These states correspond to the snake
orbits, which wiggle around the magnetic interface moving alternatively in the positive and
negative magnetic field regions. Since the coordinate of the orbit centrum, X(k), increases
with k, the radius of the orbit should also increase to ensure particle motion on the opposite
side of the magnetic interface. This requires an increase of the energy with k, and therefore all
these snake states acquire a large velocity along the interface, which increases approximately
linearly in k while the width ∆xn of the snake orbits decreases in k and reaches its minimum
value.
For positive values of k a triangular like barrier is developed at x = 0 and the effective po-
tential becomes the double well (see Fig. 2). The height of the barrier is Veff(x) = ℏ
2k2/2m∗
at x = 0 while the well minima are ℏ2k2/2m
B
at x = ±X(k). For small positive values of
k the particle motion is still snake-like around the magnetic interface. The momentum and
the velocity of these states have opposite sign. Starting from some value kn > 0 the ground
state electron wave functions is split into the two peaks by the barrier. For large positive
values of k the spectrum characterizes the exponentially weak coupled two hybrid states lo-
cated at x ≈ ±X(k) in the positive and negative magnetic field regions and therefore rotate
in opposite direction. The velocity of these hybrid states is mainly due to the confining
potential and directed opposite to the velocity of the snake states. The absolute value of the
velocity is determined by the height of the minima of the effective potential wells, i.e. by
the mass m
B
which is larger than the free electron mass m∗, therefore the snake states are
faster than the hybrid states. For large positive values of k both the group velocities vn and
the particle average semi-thickness ∆xn increase approximately linearly in k (see Fig. 4).
The velocity (the average semi-thickness) of the symmetric and anti-symmetric states tend
respectively to its asymptotic value vn = ℏk/mB (∆xn = X) from above (below) and below
(above).
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B. Asymmetric system: B1 6= B2, sign (B1/B2) = −1
The effective potential for this asymmetric system where the magnetic field changes both
its strength and sign at the magnetic interface is shown in Fig. 5. In this case the effective
potential Veff (x, k) exhibits a pronounced asymmetry both as a function of k and x. For
negative values of k, the effective potential is a triangular-like asymmetric well with a min-
imum of Veff (x) = ℏ
2k2/2m∗ at x = 0. For positive values of k the effective potential is a
double well with different minima ℏ2k2/2m
B1
and ℏ2k2/2m
B2
at the positions x = +X1(k)
and x = −X2(k), respectively. The triangular like barrier between the wells has again the
height Veff(x) = ℏ
2k2/2m∗ at x = 0. Thus the confining potential together with the non-
homogeneous magnetic field induces three effective masses (m∗ for negative and m
B1
, m
B2
for positive values of k) in the system. For negative values of k, the spectrum corresponds
to snake orbits with free-like motion and with mass m∗ along the y-direction (see Fig. 6).
These states are effectively localized in the vicinity of the magnetic interface in the region
where the magnetic field is smaller and the magnetic length is larger. The group velocity
is approximately linear (see Fig. 7) and the particle average position xn is approximately
independent of the wave number (see Fig. 8). The n = 1 level is the closest to the magnetic
interface and most remote from the n > 1 states. For positive k the spectrum character-
izes the hybrid states with two different masses m
B1
and m
B2
. Each energy band n has
n anti-crossings with these hybrid states. For some positive value of k the group velocity
vn and the particle average position xn start to oscillate as a function of the wave number
and the particle tunnels periodically from the left to the right side of the quantum wire
and vice versa (see Fig. 8). At k → +∞ all states tend to be localized in the region where
the magnetic field is large and the well of the effective potential is lower. Contrary to the
symmetric system, the ground state wave function consists now of a curve with one peak. At
the anti-crossing points the wave function changes sign and its peak position shifts rapidly
by changing its sign and value (see Fig. 9). This corresponds to a tunneling of the particle
from the one well of the effective potential to the other. This picture is true even if there
is only a small difference between the magnetic field on both sides of the interface, which
brakes the symmetry of the system and the particle is forced to choose one of the wells.
C. Asymmetric system: B1 6= B2, sign (B1/B2) = 1
In such systems in which at the magnetic interface the magnetic field changes only its
strength, the effective potential consists of only one well (see Fig. 10). For negative values
of k the well is located at x = −X2(k) with minimum value ℏ2k2/2mB2 . It is higher and
broader than the well for positive values of k with minimum ℏ2k2/2m
B1
at the position
x = +X1(k) (B1 > B2). There are no snake states in this system and the spectrum for both
large negative and positive values of k characterizes hybrid states with masses m
B2
and m
B1
(Fig. 11). These states rotate in the same direction on both sides of the magnetic interface
and their group velocities have opposite sign. Both the velocity and the particle average
position of any level n are approximately linear in k for large negative and positive k and tend
respectively to their asymptotic values vn = ℏk/mB2 , xn = −X2(k) and vn = −ℏk/mB1 ,
xn = X1(k), which are independent of n (see Fig. 12). For intermediate values of k the
velocity and the particle average position exhibit smooth oscillations as a function of k.
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For these values of k the corresponding states are confined in the effective potential which
consists of two partial parabolas with different strengths. With varying k the influence of
each parabola changes strongly in contributing to these states.
D. Dependence on the confining potential strength
In Figs. 13 (a-d) the dependence of the energy on the confining potential frequency ω0 is
depicted when B1 = −3B2 and B1 = 3B2 both for kl∗ = ±2. It is seen that there is a
strong asymmetry with respect to the sign of the magnetic field and of the wave number.
For the systems where the magnetic field changes its sign and strength at the magnetic
interface, the states with kl∗ = −2 correspond to snake orbits. In this case the dependence
on ω0 is very weak because the effective potential consists of only one well with minimum
value V (0) = ~2k2/2m∗, as we mentioned above, which does not depend on ω0. Varying
ω0 changes only the sharpness of the banks of the potential well, which results in a much
weaker dependence of the energy bands on k. In the case of kl∗ = +2 (this corresponds
to the region of two hybrid states with different masses m
B1
and m
B2
) the energy strongly
depends on ω0. For ω0 = 0 we have a two-dimensional system
38,39 and some states are very
close in energy due to the special choice of the ratio of the two magnetic fields B1/B2 which
is an integer. For small values of ω0, the energy increases strongly with ω0. Several anti-
crossings appear between the energy bands with different n for this choice of parameters.
With further increase of ω0 the increase of energy becomes weaker and the simple oscillatory
states with B1,2 ≈ 0 correspond to the limit ω0/ωB ≫ 1.
In the systems where the magnetic field changes only its strength at the magnetic inter-
face, both kl∗ = +2 and kl∗ = −2 correspond to hybrid states on the left and right side of
the interface, respectively, and the energy dependence on ω0 is qualitatively similar for these
states. The quantitative difference is a result of the different values of the masses m
B1
and
m
B2
(e.g. m
B1
/m
B2
= 45/13 for ωB1 = 2ω0 = 3ωB2). It is easy to see that for ω0 = 0 the
energy takes values near 1/6, 1/2, 5/6, ... if kl∗ = −2 and 1/2, 3/2, 5/2, ... if kl∗ = +2 as it
should be for a two-dimensional system38,39.
E. Dependence on the magnetic field B2
In Figs. 14 (a,b) we plot the energy dependence on the magnetic field B2 for fixed B1 and
for the confining potential frequency ω0/ωB1 = 1/2 for kl
∗ = ±2.25. Notice there is a strong
asymmetry with respect to the sign of k. When kl∗ = −2.25 the energy dependence on
B2 for negative B2 is weaker than for positive B2 because in the first range the spectrum
characterizes the snake states and the dependence on B2 is mainly due to the dependence
of ω∗2 on B2 while in the second range the spectrum characterizes the hybrid states and the
energy dependence is due to the dependence of both ω∗2 and mB2 on B2. It is easy to see
that for B2/B1 = ±1,±1/3 the energy values are consistent with that in Figs. 3,6, and 11.
For kl∗ = +2.25 the first energy level almost does not depend on B2. For positive
values of B2 the spectrum describes only the hybrid states and for the chosen large value
of kl∗ = +2.25 the energy equals approximately its asymptotic value, ~ω∗1/2 + ~
2k2/2m
B1
,
which is independent of B2. For negative values of B2, the energy is again approximately
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those of the hybrid states with the same energy because kl∗ = +2.25 is larger than the value
k1l
∗ at which the ground state exhibits an anti-crossing. Analogous behavior is found for
the second energy level, but now starting from some negative value of B2 this level, after
anti-crossing with the level n = 3, tends to the first level because of the degeneracy of the
symmetric and anti-symmetric terms in the B1 = −B2 symmetric system (see Fig. 3). For
B2 < −B1, the degeneracy is lifted and the energy increases with |B2|.
IV. TRANSPORT
We calculate the zero temperature two terminal magneto-conductance for a perfect conduc-
tor using the Bu¨ttiker formula47
G(EF ) =
2e2
~
N(EF ), (13)
where N(E) is the number of magnetic edge states with energy E and positive velocity. From
Fig. 15 it is seen that the conductance, in the ballistic regime And for different magnetic field
profiles, exhibits stepwise variations as a function of the Fermi energy. For a given energy
and confining potential strength, the conductance in the non-homogeneous magnetic field
is nearly twice that for the homogeneous field case. The conductance decreases when going
from the profile B1 = −3B2 to the profiles B1 = −B2, and B1 = +3B2. For the symmetric
profile the narrow plateau is followed by broad ones. This asymmetry is not visible for the
other profiles. The conductance is the same in the positive and negative directions along
the magnetic interface despite the strong asymmetry in the magnitude of the velocity of the
states moving in opposite directions.
The conductivity in the diffusive regime is calculated in the relaxation time approxima-
tion
σ
1D
=
e2
L
∑
n,k
v2n(k)τ (ε)
(
−∂fT
∂ε
)
, (14)
where L is the length of the quantum wire, τ is the momentum relaxation time, fT is the
Fermi-Dirac distribution function at temperature T. We calculate the conductivity in the
zero temperature limit. Then the derivative of the Fermi function is a δ-function. Replacing
all quantities in Eq. (14) by their values at the Fermi energy, we obtain
σ
1D
=
2e2
h
τ(EF )
∑
n
|vn(k)|
∣∣∣∣∣
ε=EF
. (15)
In the diffusive regime, we have calculated separately the conductivity due to states with
negative and positive velocities as a function of the Fermi energy for the two magnetic field
profiles, B1 = −3B2 and B1 = +3B2 (see Fig. 16). In both cases the conductivity due to
states with negative velocities (dashed curves) is larger than that due to states with positive
velocities (dotted curves). In the case when the magnetic field changes its sign, the states
with negative velocities are the snake states, which are always faster than the states with
positive velocities which are related to the hybrid states. In the case of B1 = +3B2 all the
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states are hybrid states, however, the contribution to the conductivity of the states with
negative velocities is larger because these states are located in a region with small magnetic
field, have the small mass m
B
, and large velocity vn. For both vn > 0 and vn < 0 parts,
the conductivity has an oscillating structure as a function of the Fermi energy which is
due to a divergence of the density of states at the bottom of the εn(k) band. However,
the contributions due to states with vn > 0 exhibit an additional structure related to the
oscillations of the group velocity as a function of k. This structure is more pronounced
in the case of B1 = −3B2, the conductivity has additional distinct minima that reflect
the tunneling effect discussed above. Notice that the conductivity of the system with the
magnetic field profile B1 = −3B2 is roughly 1.5 times larger than that for the field profile
B1 = +3B2.
In Fig. 17 the magnetic depopulation diagram is plotted as a function of the background
magnetic field Bb and the wave number k for the initial magnetic field profile B1 = 2B0 =
−3B2 (B0 is the resonance field for which ω0 = ωB0) and for the Fermi energy EF = 5~ω∗1.
In the shaded region the effective magnetic field changes its sign at the magnetic interface.
At the background magnetic field Bb = 0 there are 18 current carrying states represented
by the solid dots in the figure. The left 9 symbols correspond to snake states while the
right 9, to hybrid states with both m
B1
and m
B2
masses. The maximum number of current
carrying states, 20, is achieved in the small region of the background magnetic field around
Bsym = −2/3B0 where the effective magnetic field on both sides of the magnetic interface
has equal strength, 4/3B0, and opposite sign. The background magnetic field dependence is
symmetric with respect to this point. Out of the shaded region the current carrying states
are only the hybrid states. At the edges of the shaded region, the effective magnetic field
becomes zero on either the left or the right side of the magnetic interface. When the absolute
value of the background magnetic field increases starting from the value Bsym, the number
of current carrying states decreases monotonically.
In Figs. 18 and 19 we plot the magneto-resistance as a function of the background mag-
netic field in the ballistic and diffusive regimes, respectively, for the situation corresponding
to Fig. 17. The resistance in the ballistic regime exhibits stepwise variations as a function
of Bb and has a minimum at Bb = Bsym, which is shifted with respect to the minimum of
the resistance in the homogeneous magnetic fields (thin dashed curve). In the later case the
dependence on Bb is stronger because the number of current carrying states is smaller. In the
diffusive regime the resistance exhibits small peaks as a function of Bb that are associated
with the magnetic depopulation effect and that are on top of a positive magneto-resistance
background, which increases with Bb when Bb has the same sign as the initial magnetic field
of the region where the magnetic field is larger. For small values of Bb the resistance in the
homogeneous field is smaller. The slope of the resistance variation in Bb in the homogeneous
field case is larger than for non-homogeneous fields. Notice that the minima of the conduc-
tivity due to the hybrid states with vn > 0 associated with the tunneling effect (see Fig. 16)
are not visible in the background magnetic field dependence of the resistance in Fig. 19.
This is possibly due to the special choice of the initial parameters (B1 = 2B0 = −3B2)
and of the Fermi energy, the possible peak values of the resistance are out of the small
range of the variation of Bb (from 0 to 2/3B0) where the effective magnetic field changes its
sign. Moreover, the effective magnetic field on one side of the magnetic interface is given
by −B2 + Bb, i.e. the increase of the background magnetic field diminishes the effective
10
magnetic field, namely in the region where the initial magnetic field is smaller
V. SUMMARY
We developed a theory for the non-homogeneous magnetic field induced magnetic edge
states and their transport in a quantum wire formed by a parabolic confining potential.
We studied systems in which the magnetic field perpendicular to the wire axis exhibits a
discontinuous jump in the transverse direction and changes its sign, strength, and both sign
and strength at the magnetic interface. The energy spectrum and the wave functions of the
magnetic edge states were calculated by matching the general solutions of the Schro¨dinger
equation at the magnetic interface. The corresponding group velocities along the interface
and the particle average position normal to the interface were obtained.
The spectrum consists of alternating symmetrical and anti-symmetrical terms and is
described by a discrete quantum number n = 0, 1, 2, ... and the momentum k along the
wire. For given n the energy spectrum exhibits a pronounced asymmetry with respect to
positive and negative values of k and describes snake orbits and hybrid states. Contrary
to two-dimensional systems38,39, the confining potential together with the non-homogeneous
magnetic field induces three effective masses, which can account for most of the system
properties. When the magnetic field changes its sign and strength, all states with negative
momenta (the snake orbits) are effectively localized in the vicinity of the magnetic interface
in the region where the magnetic field is small. The group velocity is approximately linear
and the particle average position is approximately independent of the momentum. For a
positive momentum the spectrum exhibits anti-crossings, the group velocity and the particle
average position oscillate as a function of the momentum and the particle tunnels periodically
from the left to the right side of the quantum wire and vice versa. At k → +∞ all states
tend to be localized in the region where the magnetic field is large.
The conductance in the ballistic regime exhibits stepwise variations as a function of
the Fermi energy and of the background magnetic field. For a given energy and confining
potential strength, the conductance in the non-homogeneous magnetic field is nearly twice
that in the case of a homogeneous field. The conductance has a maximum as a function of
Bb at the value for which the effective magnetic field on the left and on the right hand side
of the magnetic interface has the same strength and opposite sign.
In the diffusive regime, we calculated separately the conductivity for negative and positive
velocities as a function of the Fermi energy and the background magnetic field Bb. The
conductivity due to states with negative velocities is large. The conductivity oscillates as a
function of the Fermi energy. The contributions due to states with positive velocities exhibit
an additional structure related to the oscillations of the group velocity as a function of k.
In the systems where the magnetic field changes its sign this structure is more pronounced
with additional distinct minima related to the tunneling of the particle between different
magnetic regions. The resistance exhibits small peaks as a function of background magnetic
field that are associated with magnetic depopulation effects.
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FIGURES
FIG. 1. Schematic diagram of the system under study. The quantum wire is formed along the
y-axis by a parabolic confining potential V (x) = m∗ω20x
2/2 in the x-direction. In the z-direction
a non-homogeneous magnetic field Bz = B1 and Bz = −B2 is applied respectively on the left and
the right hand side of the magnetic interface at x = 0. A homogeneous background magnetic field,
Bz = Bb, can be additionally applied. The channel width is W , the length scale l
2
0 = ~/(m
∗ω0)
is related to the confining potential strength ω0, m
∗ is the electron effective mass, EF and kF are
the Fermi energy and momentum, respectively.
FIG. 2. The effective potential Veff (x, k) for the symmetric B1 = −B2 magnetic field profile.
The classical trajectories are shown schematically for the snake orbits (k = 0,−1.5) and for the
hybrid states (k = 1.5).
FIG. 3. The energy spectrum for the 8 lowest bands corresponding to the situation of Fig. 2.
FIG. 4. The group velocity along the magnetic interface (the thin curves, the right and top axes)
and the particle average semi-thickness (the thick curves, the left and bottom axes) corresponding
to Fig. 3.
FIG. 5. The effective potential Veff (x, k) for the asymmetric B1 = −3B2 magnetic field profile.
Veff (x, k) is a single well for k < 0 and a double well for k > 0. All wells have different widths
and are shifted up for different heights determined by the masses m∗, m
B1
, and m
B2
. The classical
trajectories are shown schematically for the snake orbits (k = 0,−1.5) and for the hybrid states
(k = 1.5).
FIG. 6. The energy spectrum for the 8 lowest bands corresponding to the situation of Fig. 5.
Each energy band n has n anti-crossings. The symbols (solid dots) correspond to the classical
trajectories for k = 1.5 in Fig. 5.
FIG. 7. The group velocity along the magnetic interface corresponding to Fig. 6. There are
three preferential directions in this figure, θ and θ1, θ2, which define the asymptotic velocities of
the snake orbits and hybrid states with the masses m∗ and m
B1
, m
B2
, respectively. The symbols
correspond to the classical trajectories for k = 1.5 in Fig. 5.
FIG. 8. The particle average position normal to the magnetic interface corresponding to the 5
lowest energy bands in Fig. 6. The symbols correspond to the classical trajectories for k = 1.5 in
Fig. 5.
FIG. 9. The particle wave functions corresponding to the 2 lowest energy bands in Fig. 6 for
several values of the wave number k for n = 1 (a) and n = 2 (b).
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FIG. 10. The effective potential Veff (x, k) for the asymmetric magnetic field profileB1 = +3B2.
Veff (x, k) is always a single well with different heights and widths for k < 0 and k > 0. The classical
trajectories for the hybrid states at k = 0,±1.5 are shown schematically.
FIG. 11. The energy spectrum for the 7 lowest bands corresponding to the situation of Fig. 10.
FIG. 12. The group velocity along the magnetic interface (the thick curves, the right and top
axis) and the particle average position (the thin curves, the left and bottom axis) corresponding
respectively to the 7 and 5 lowest energy bands in Fig. 11.
FIG. 13. The dependence of the energy on the confining potential strength for different mag-
netic field profiles and for different values of the wave number.
FIG. 14. The dependence of the energy on the magnetic field B2 for fixed B1 and for different
values of the wave number.
FIG. 15. Dependence of the conductance on the Fermi energy in the ballistic regime for different
magnetic field profiles and for fixed confining potential strength.
FIG. 16. Dependence of the conductivity, in units of σ0 = e
2τ/(pim∗l∗), on the Fermi energy in
the diffusive regime for different magnetic field profiles and for fixed confining potential strength.
The contributions to the conductivity of the states with positive and negative velocity are shown
separately.
FIG. 17. The magnetic depopulation diagram as a function of the background magnetic field
and the wave number for the initial magnetic field profile B1 = −3B2 and for a fixed Fermi energy
EF = 5
√
5~ω0, l
2
0 = ~/(m
∗ω0). The solid dots correspond to the current carrying states at Bb = 0.
The shaded region corresponds to systems where the effective magnetic field changes its sign at
the magnetic interface.
FIG. 18. Dependence of the resistance on the background magnetic field in the ballistic regime
for the B1 = −3B2 initial magnetic field profile and a fixed Fermi energy EF = 5
√
5~ω0. The
resistance in case of a homogeneous magnetic field is plotted for comparison.
FIG. 19. Dependence of the resistance, in units of R0 = pim
∗l0/(e
2τ) with l20 = ~/(m
∗ω0), on
the background magnetic field in the diffusive regime for the B1 = −3B2 initial magnetic field
profile and a fixed Fermi energy EF = 5
√
5~ω0. The resistance in the homogeneous magnetic field
case is plotted for comparison.
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