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This thesis describes a project examining the status of established user interface paradigms in digital audio workstations. 
The description proceeds in two stages. Firstly, the interfaces of prominent digital audio workstations are examined, and 
the fundamental interface structure is abstracted from the observations. Secondly, a modernised user interface concept is 
proposed. 
Technological frameworks and the background of the current digital audio workstation designs provide frames of 
reference for the examination of user interfaces. An important attribute of this thesis is the standpoint of the present day: 
the optimality of the established interface paradigms is assessed in connection with modern personal computing 
technology and today's music production. On this basis, improvements on the established paradigms are framed, and the 
resulting design is prosed as an abstract, highly scalable interface concept. 
The proposed interface concept offers a modernised approach to mixing in digital audio workstations and demonstrates 
several benefits of re-evaluating the established interface paradigms. Current interfaces are highly analogous to 
traditional, specific hardware audio devices. This poses inherent restrictions on the flexibility of the interfaces. Discarding 
some of these analogies allows the design of an up-to-date user interface that offers flexibility and scalability superior to 
the established approach.  
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1 Introduction
Audio production environments are often networks of devices. Whereas in the 
analogue studio environment these devices were usually specialised, digital tech-
nology has made multipurpose machines possible. Whether the context is a large-
scale audio production facility or a small project studio, a computer-based digital 
audio workstation is likely a cornerstone of that environment. 
It is not surprising that computer systems have surpassed analogue devices – 
computers are highly cost-effective and, by comparison to many analogue devic-
es, virtually maintenance-free. Not all analogue devices have disappeared from 
the scene, however. New outboard audio processors are being introduced and 
sold, and what is more, many vintage analogue devices no longer manufactured 
are sought-after and often still considered essentials of large studios.
Since the very first recordings, the recording industry has been tightly related 
to technological progress. The first recordings were largely technical proofs of 
concept, but they did initiate the development of more advanced recording tech-
nology – and of course, they were astonishing at the time they were made. Other 
art forms that have emerged from technological inventions, namely film and pho-
tography, share a similar history. 
2The digital environment is fundamentally different from the analogue environ-
ment. On one hand, many tasks that are either tedious or impossible in an ana-
logue environment are effortless to execute in digital systems. Many of these tasks 
are so common in modern audio production – editing, for instance – that imag-
ining working with the all-analogue systems seems very alien from today’s point 
of view. On the other hand, completely different restrictions apply in the digital 
domain, the clipping behaviour of devices being a prime example. 
Indeed, moving to the digital domain expanded the horizons of music produc-
tion, but the changes have been happening more gradually. To inspect this phe-
nomenon, development in adjacent fields of art and technology are important to 
consider. During the era of digital audio production and delivery – from approx-
imately 19821 to the present – many information technological revolutions have 
happened. The Internet has transformed the way information is exchanged and 
knowledge shared, while personal computers have shrunk to fit the pocket. It is 
evident that today trends can spread faster than ever. 
Whereas the analogue recording studio was a network of many specific devic-
es often connected through a large-scale mixing console, this is commonly no 
longer the case: music production and audio work are today largely based on 
computer systems. Working completely “in the box” – i.e. using only a minimum 
amount of external hardware connected to the computer system – is not uncom-
mon. If external devices are used, the hub of the environment is still likely to be 
the computer-based system – the digital audio workstation. 
Computing technology is not a steady and fully developed field. Computer-based 
digital audio systems have now been the prevalent form of audio workstation 
for many years, and the paradigm of desktop computing has been the basis for 
common personal computers. During the history of personal computing certain 
interfacing conventions became so widespread that they are now ubiquitous, e.g. 
pointer-based graphical user interfaces used with a mouse and a keyboard. Laptop 
computers became common in addition to desktop computers, but incorporated 
primarily the same interaction paradigms. 
In recent years, however, the conventions of personal computing have changed 
vastly. New device categories, such as tablet computers, have become extreme-
ly popular. Mobile phones have transformed to “smart phones” that are, in fact, 
1 Philips and Sony produced Red Book standards for compact discs in 1980, and in 1982, 
Philips introduced the first CD player (BBC, 2007).
3primarily computers. These new form factors also brought new interaction meth-
ods: instead of the traditional input devices, current mobile computers are often 
interacted more directly using touchscreens. 
Digital audio workstations have not been keeping up with the rapid changes in 
common computing paradigms. Modern digital audio workstation software still 
largely mimic analogue devices both functionally and visually. The influence of 
tape recorders, mixing consoles, and outboard effect devices is evident in practi-
cally every major digital audio workstation; the interaction is based on a simula-
tion of the analogue environment. Although this is not necessarily useless or det-
rimental, such analogy does restrict the possibilities specific to the digital system. 
The drawbacks of the interface paradigms in digital audio workstations are be-
coming more and more noticeable. The user base of digital audio workstations is 
arguably very different from what it was when the first versions of the software 
were introduced, and people are generally used to different computing paradigms 
in their everyday lives. This is a challenge many specialised computer-based tools 
need to address; the power and precision of the established paradigms should not 
be lost, yet the tool should appeal to different generations of users. 
Inspecting the status of the digital audio workstation interfaces in relation to the 
current technological situation provides the foundation for this thesis; this text is 
concerned with whether the established user interface paradigms in digital audio 
workstations are still optimal. The capabilities offered by the present-day personal 
computing technology, the usability implications of the established interface par-
adigms, and the needs that emerge from today’s music production are important 
considerations in this text. 
This thesis consists of two main aspects: the examination of the established user 
interface paradigms and the development of an interface concept. The approach 
used is somewhat different from many other texts that describe the development 
of a user interface. The purpose of this thesis is not only to offer a written part 
for an interface concept, but also to describe comprehensively the paradigms that 
constitute the established digital audio workstation user interface. Therefore, sig-
nificant emphasis has been placed on the examination of the common interface 
structure and the background of current digital audio workstations. 
The main aim of the proposed interface concept is to offer a modernised approach 
to mixing in digital audio workstations. The concept describes a block-based 
4interface that prioritises flexibility and versatility, not forgetting simplicity. The 
fundamental, abstract interface structure is designed to be only loosely depend-
ent on the characteristics of the input device and the display device, and the con-
cept can therefore be used with a variety of distinct devices. 
Another noteworthy attribute of this thesis is the importance of the illustrations. 
The schematisations of the examined aspects and the carefully designed rep-
resentations of the proposed interface concept constitute a great portion of the 
figures of this text. These original illustrations are drawn specifically for the re-
quirements of this thesis. Especially the figures portraying the interface concept 
are integral to this project, in some ways even more so than the written part. 
The discussion is divided into four Chapters. Firstly, the multidisciplinary ba-
sis for the paradigms is described in Chapter 2 “Underlying concepts of mod-
ern audio workstations and user interfaces”. These topics form a reference point 
for the interface paradigm examination presented in Chapter 3 “Examination of 
established user interface paradigms” and for the interface concept proposed in 
Chapter 4 “Processing with blocks – an interface concept for mixing”. Lastly, the 
results of this thesis and an overall view over the topics discussed are presented in 
Chapter 5 “Conclusions”. 
5 2
2 Underlying concepts of modern audio 
workstations and user interfaces
Inspecting the interface design in digital audio workstations reveals that – in 
addition to the concept itself – adjacent fields need to be considered. Both the 
interface design and digital audio workstations are dependent on the prevailing 
technological conditions. Moreover, inspecting interfacing paradigms essentially 
requires an understanding of the underlying technology. This is also crucial in 
assessing the relevance of such paradigms. Therefore, the point at which digital 
audio workstations, user interface design, and personal computing intersect is in 
the locus of attention in this thesis. 
Discussing established paradigms is hardly possible without an appropriate in-
spection of the background. In the case of this text, the user interface paradigms 
in modern digital audio workstations are essential, and therefore, the emergence 
of the computer-based audio workstation is discussed. In fact, substantial atten-
tion is given to the examination of the background in this thesis for two reasons. 
Firstly, using a current digital audio workstation quickly reveals that the legacy 
of the specialised hardware devices is still prominent. Secondly, computer-based 
systems have largely superseded the original devices, and understanding the cur-
rent interface structure requires tracing the paradigms.
6The context in which digital audio workstations are used is also noteworthy when 
examining the related conventions. There is a clear interrelationship between mu-
sic production and other forms of sound design, in terms of both the tools and the 
procedures. Nevertheless, concepts within these fields are not necessarily inter-
changeable. In this thesis, audio workstations are inspected from the standpoint 
of music production usage, but this does not mean findings presented in this text 
would not be applicable to other forms of sound design. In fact, the boundaries 
between sound design, composition, and music production are somewhat vague. 
There has been some research in the field of computer-based music production 
systems involving usability and interaction over the last decade. Some of the key 
concepts of this thesis have been discussed in Matthew Duignan’s (2008) relative-
ly recent dissertation Computer mediated music production: A study of abstraction 
and activity. Duignan examines the abstractions present in the music produc-
tion systems, placing great emphasis on the multitrack-mixing metaphor. Chris 
Nash’s (2011) dissertation Supporting Virtuosity and Flow in Computer Music also 
inspects computer-based music production systems, but emphasises strongly cre-
ativity. The concept of creativity is, however, beyond the scope of this thesis. 
In addition, the research paper Metaphors for Electronic Music Production in 
Reason and Live by Duignan, et al. (2004) presents an examination of one of the 
central concepts inspected also in this thesis: the relationship between the user 
interface metaphors in music production systems and the systems’ usability. A 
taxonomy of sequencer user-interfaces by Duignan, Noble, and Biddle (2005) is 
also relevant, as sequencing has been one of the fundamental tasks for digital 
audio workstations old and new. 
This Chapter presents the essential concepts underlying the modern digital au-
dio workstations, and in addition, relevant usability principles are discussed. The 
section 2.1 “Terminology” presents key terms relating to the intersecting fields 
described above. The technological grounds are inspected in the section 2.2 “Brief 
review of the technological basis”, and the usability concepts are considered in 
the section 2.3 “Concepts of interaction and usability”. Lastly, the section 2.4 
“Background of computer-based digital audio workstations” provides an over-
view of the basis for the current, computer-based digital audio workstations.
72.1 Terminology
The main topic of this thesis, the user interface paradigms in digital audio work-
stations, is a multidisciplinary subject. Consequently, some of the terms cen-
tral to the discussion of this topic have multiple meanings and interpretations. 
Terminology essential to the user interfaces of the modern computer-based audio 
workstations is therefore discussed here. The discussion presents the context in 
which the terms are used in this thesis; the definitions are restricted to the scope 
of this text and will not necessarily be completely accurate across other fields.
Digital audio workstation
Today, “digital audio workstation” (DAW) often refers to a multifunctional com-
puter-based audio system offering the means to handle most of the typical au-
dio production tasks. Huber and Runstein (2005: 251–252) describe these sys-
tems having functionality for multitrack recording, editing, and mixing, MIDI 
sequencing, plug-in signal processing, and integrating virtual instruments. The 
media supports this definition by associating the term with software applications 
having the functions listed above (SOS Publications Group, 201?; The MusicRadar 
Team, 2012). However, the computer system running the audio software may also 
be referred to as a digital audio workstation (Cakewalk, 2013a). 
The relationship between the software and the hardware is therefore slightly am-
biguous in the term “digital audio workstation”. The two are nonetheless insepara-
ble, and a digital audio workstation only exists as a combination of the hardware 
and the software. This fact is not dismissed in this text; on the contrary, some 
emphasis is given to the hardware per se when examining changes in personal 
computer systems and the attributes of touchscreen devices. Nevertheless, this 
thesis focuses on software paradigms, and in this text, “digital audio workstation” 
generally refers to the audio software running on typical computer hardware. This 
approach serves as a guiding principle that is further discussed when necessary, as 
referring to any computer hardware as “typical” is becoming increasingly difficult.
The term “audio software” is also indefinite, however, and needs to be disambig-
uated. The categorisation of audio software is partly based on conventions: one 
of the prominent examples is that audio editing software, e.g. Steinberg WaveLab 
(Steinberg Media Technologies, 2014), are rarely called digital audio workstations. 
Based on the history of recording and mixing devices, digital audio workstations 
8are in this thesis defined as multifunctional software audio production systems 
with functionality including, but not limited to, recording, editing, sequencing, 
mixing, and manipulating musical control data in a non-audio format (common-
ly MIDI, standing for Musical Instrument Digital Interface). 
Personal computer
“Personal computing” refers here to the act of using common consumer-grade 
computing devices ranging from small handheld devices, often also called mobile 
devices, to desktop computers. Many of the terms used previously to describe 
specific kinds of personal computers, e.g. microcomputer and home computer, 
are not in common use anymore whereas “personal computer” – commonly ab-
breviated to PC – has remained remarkably appropriate during the approximately 
half a century the term has been in use. Some narrowly defined terms are still in 
use, however: for example, modern “smart phones” are still called phones even 
though they resemble more and more PCs. It is thus reasonable to refer to all of 
these common computing devices as personal computers. 
Despite being literally quite accurate in describing the variety of modern com-
puters, “personal computer” does have substantial historical connotations; this 
suggests a fresh term could be beneficial. In addition, the ‘personal’ aspect in 
these devices seems to be increasingly in doubt, which is further discussed in the 
subsection 2.2.3 “Changes in personal computing paradigms”. Nevertheless, “per-
sonal computing” is used instead of just “computing” in this thesis to emphasise 
the user interaction. 
Desktop computer
“Desktop computing” and “desktop computer” refer in this text to the traditional 
paradigm of personal computing with interface devices set physically on a desk-
top. A variety of different input devices have been developed, e.g. lightpens, joy-
sticks, and graphics tablets (Shneiderman, 1998: 316–323). However, the mouse 
and the alphanumeric keyboard became universal for common graphical user 
interface-based desktop computing. A “desktop view” is typically an integral part 
of the operating systems used in desktop computers, but this view is not the basis 
for the usage of the term in this text.
9Interface
Digital audio workstations commonly feature at least two distinct interfaces, 
namely the audio interface and the user interface. In addition, audio interfaces 
often have their own, separate user interfaces. In this thesis, the term “interface” 
refers to user interfaces. However, Raskin (2000: 2) noted that a user interface 
is not necessarily graphical, but it is the “way that you accomplish tasks with a 
product—what you do and how it responds”. This is a sensible remark: the defini-
tion makes different interfaces – tangible, auditory, graphical, etc. – comparable. 
Therefore, a user interface in a computer-based system is essentially a means for 
human–computer interaction.
Gesture
Gesture is a widely used term in user interaction design as well as in music tech-
nology. In this text, “gesture” refers to an interaction method. Raskin (2000: 37) 
defined gesture as “a sequence of human actions completed automatically once 
set in motion”. Within this thesis, however, gestural interaction refers specifically 
to bodily human–computer interaction. 
Mode
Mode is a prevalent term in music, but in this thesis, “mode” refers to a concept 
of user interface design. Gestures are essential in understanding interface modes; 
if a given gesture is constantly interpreted in the same way, the system is in a par-
ticular mode (Raskin, 2000: 37). Tidwell (2006: 245) remarked that modes can be 
detrimental if the user is unaware of the currently active mode. However, Tidwell 
(2006: 245) added that the problem is easily overcome by representing the active 
mode with, for example, the mouse cursor. Raskin (2000: 42), in fact, provided a 
double-barrelled definition for modes, which extends to the active state:
“A human-machine interface is modal with respect to a given gesture when 
(1) the current state of the interface is not the user’s locus of attention and (2) 
the interface will execute one among several different possible responses to the 
gesture, depending on the system’s current state.” (italics in the original)
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Therefore, according to Raskin (2000: 42), the modality of the interface depends 
on whether the user is constantly aware of the current system state. In this thesis, 
describing certain interface functions as modal is based on the simple definition 
relating to the relationship between gestures and interpretations – regardless of 
the representation of the modal state.
Channel
Stereo channels and other multichannel entities are in this thesis included in the 
concept of channel. Channels are discussed from the standpoint of user interface 
representations, and current digital audio workstation interfaces typically allow 
treating multiple related monophonic channels as a single multichannel entity. In 
other words, channel is not defined strictly as a path for the transmission of a sin-
gle signal; instead, a channel, as defined here, may consist of multiple individual 
signals.
Plug-in
A plug-in is a way to extend the core functionality of a software. The plug-ins used 
in digital audio workstations can be divided into two distinct types: (1) instru-
ment plug-ins that can be played or programmed to create new audio material 
and (2) effect plug-ins that manipulate the signal passed through them or create 
additional sound according to the audio input. Instrument plug-ins include syn-
thesisers, virtual-instruments, and utilities such as signal generators. Effect plug-
ins are typically specialised tools for processing the dynamics or the spectrum of 
the signal or creating reverberations of various kinds. 
Technically, a plug-in is not an integral part of the host software. Several plug-in 
specifications are common today, some of which are supported in various digital 
audio workstations. Effect plug-ins are often referred to as “insert effects” or “send 
effects”, depending on their signal chain position: “insert” refers to inserting the 
effect into the signal chain, while “send” refers to sending the signal to another 
channel which contains the plug-in. 
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Effect device
The term “device” is used in this thesis not only to refer to specific physical arte-
facts, but also to describe software entities based on the concepts of such appara-
tuses. In other words, software plug-in effects, for example, are occasionally re-
ferred to as plug-in devices in this thesis; “effect device” is used in this text instead 
of “effect plug-in” when it is unnecessary to restrict the discussion explicitly to 
effects implemented as plug-ins.
2.2 Brief review of the technological basis
This section covers briefly the essential technological basis for the modern digital 
audio workstations. Technical details and signal processing theory are kept to a 
minimum, as these areas are not in the focus of this thesis. In spite of that, the 
fundamental way the audio is handled in digital systems is discussed briefly in the 
subsection 2.2.1 “The audio signal in the digital domain”, as this provides the basis 
for many ubiquitous visual audio representations in computer-based systems. 
The subsection 2.2.2 “Digital media and the concept of referencing” describes the 
effects of the digital media, one of the most central concepts that enabled the 
development of the digital audio workstation. The recent, radical changes in per-
sonal computing – and some prospects – are discussed in the subsection 2.2.3 
“Changes in personal computing paradigms”. These circumstances are tightly re-
lated to the position of the traditional desktop-based digital audio workstation.
2.2.1 The audio signal in the digital domain
Deriving discrete-time signals from continuous-time signals by periodic sampling 
is common. The rate the samples are taken is referred to as sampling frequency 
or sampling rate. In order to avoid aliasing, i.e. reflecting high-frequency signal 
components into the false frequency range, the sampling frequency needs to be 
high enough. (Oppenheim and Schafer, 1975: 26–30) According to the sampling 
theorem, a signal containing frequencies up to R/2 hertz needs to be sampled at 
least at a rate of R samples per second in order to represent the signal properly. 
The frequency R/2 is commonly called the Nyquist frequency. (Rossing, Moore, 
and Wheeler, 2002: 482–483) 
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The binary number system is essential in computing. Historically, the unit of in-
formation was not fixed: other systems, such as decimal system, were also used 
(Buchholz, 1962: 42–44). “Bit”, a term invented by J. W. Tukey from the binary 
digit (Shannon, 1948), can be considered in a number of different ways, but using 
0 and 1 to represent the bit states is ubiquitous. The number of different possible 
messages doubles for each added bit; thus, N bits offer 2N possibilities. 
Sampling signals involves a quantising process, in which representative numbers 
are assigned to sampled values. Digital signals inherently include quantisation 
error; samples are quantised to the closest possible number representation, which 
results in maximum quantisation error of one-half of the size of a quantisation 
region. The quantisation region size is determined by the number of bits used per 
sample. (Rossing, Moore, and Wheeler, 2002: 483–484)
The number of bits that represent the sampled values determines the concept 
commonly referred to as bit depth. For N bits, signal-to-quantisation error noise 
ratio (SQNR) is approximately 6N decibels, which results in about 96 decibels 
of SQNR in 16-bit analogue-to-digital (ADC) converters (Rossing, Moore, and 
Wheeler, 2002: 484). Similarly, the 24-bit resolution commonly used today results 
in roughly 144 decibels of theoretical dynamic range. However, device perfor-
mance restricts the actual dynamic range to approximately 130 dB when using 
highly sophisticated ADCs (Lavry Engineering, 2012), and to some 115 dB with 
more affordable devices (PreSonus Audio Electronics, 2013). 
Other way to inspect the dynamic range is to consider the signal representations 
in terms of precision. Computers use operands of varying type to carry out oper-
ations. Commonly used operand types include integer, single-precisions floating 
point, and double-precision floating point (Patterson and Hennessy, 1996: 85). 
Floating-point arithmetic is ubiquitous in computing (Goldberg, 1991: 5), and 
in addition, capable of representing a great range with a limited number of bits 
(IEEE Computer Society, 2008). Therefore, the internal resolution for audio pro-
cessing in modern computers may often be even higher than in specialised audio 
hardware devices.
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2.2.2 Digital media and the concept of referencing
Magnetic tape used to be the universal medium for sound storage (Huber and 
Runstein, 2005: 187). Analogue recording to magnetic tape formed a direct re-
lationship between the recorded audio and the tape position. Consequently, 
everything existed “only once”: making a copy of the recording involved re-re-
cording the audio to another tape – an unpractical process that inherently de-
graded the quality of the audio. 
Digital domain removed this restriction: storage media in digital systems, e.g. 
hard disk drives and digital audio tapes, enabled copying the recording without 
the loss of quality. Furthermore, computers introduced an interface suitable for 
exploiting this technology. The fundamental change was that referencing the 
recorded material became possible; using the unique recording directly was no 
longer necessary. 
Early digital audio workstations ran on computers underpowered for serious 
audio work. Some manufacturers compensated this with proprietary hardware–
software combinations (see the section 2.4 “Background of computer-based digi-
tal audio workstations”). The hard disk drive performance has nevertheless been 
a persistent problem in multitrack audio production. A single hard disk drive 
is only capable of delivering a certain level of performance – especially without 
adverse effects, namely excessive heat production and operating noise. Therefore, 
the performance level of the storage media can still be a bottleneck in digital au-
dio workstations, for example, when working with large sample libraries. 
The media performance can be improved by distributing the data over multi-
ple disks using a disk array (Chen, et al., 1994: 150–153). Solid-state drives (SSD) 
provide another possibility to improve the performance, although SSDs are not 
necessarily superior to hard disk drives in every situation. In their study on SSDs, 
Chen, Koufaty, and Zhang (2009: 190–191) reported highly improved perfor-
mance in random read operations compared to hard disk drives, but found also 
problems, e.g. performance degradation due to internal fragmentation in high-
er-end SSDs and poor random write performance in low-end drives. However, 
solid-state drive technology appears to be advancing rapidly.
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2.2.3 Changes in personal computing paradigms
Appreciating the computer-based digital audio workstations is easy when they 
are considered in relation to the time and circumstances of their inception. That 
time is, however, approximately a quarter century ago, after which the frontiers of 
technology have moved vastly. Many of the original factors restricting DAWs, e.g. 
bottlenecks in storage media performance and access, have diminished or disap-
peared altogether. Computing power is well ahead of what is required for many of 
the traditional music production tasks. 
It is from these kinds of advancements that completely new issues arise. According 
to Gartner’s (2013) recent prediction, the number of desktop and notebook com-
puters shipped worldwide is going to decline in the near future, whereas more 
portable computers, such as tablets, will increase in quantity. Even disregard-
ing predictions altogether, it is easy to see how immensely popular for instance 
Apple’s iPad product range has become. Remarkably, the iPad was released only a 
few years ago, in 2010 (Apple, 2010). 
The popularity of small-sized touchscreen devices is not surprising: they offer 
much more intimate user–content connection compared to the traditional com-
bination of a separate input device and a display device. A self-contained, light-
weight touchscreen device is also extremely portable. Computing is therefore not 
tied anymore to the traditional paradigm of desktop devices used with a mouse 
and a keyboard. The paradigms of digital audio workstations are discussed sep-
arately in relation to touchscreen devices in the section 3.5 “Attributes of touch-
screen devices”.
Touch-based user interfaces are not the only contenders for traditional PCs. 
Microsoft has already demonstrated the success of gestural input devices with its 
product Kinect (Walker, 2012), and new gestural products have been released re-
cently – Leap Motion (Leap Motion, 2013) and the new version of Kinect bundled 
with Microsoft’s Xbox One entertainment system (Microsoft, 2013a) being two 
prominent ones. In addition, Thalmic Labs has announced MYO (Thalmic Labs, 
2013), yet another gestural device. However, gestural interfaces do have some 
disadvantages, such as increased fatigue in comparison to the mouse (Cabral, 
Morimoto, and Zuffo, 2005; Farhadi-Niaki, GhasemAghaei, and Arya, 2012). 
The developmental tendency reveals desktop computing is in an unsustainable 
state. This is not to say desktop setups would inevitably become useless; on the 
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contrary, for anything else than short-term use, the traditional PC user ergonom-
ics are still often considered superior to other available options – although the 
desktop computer arguably also lacks in ergonomics. Nevertheless, the precision 
and the speed offered by the combination of a mouse and a keyboard still make 
the desktop computer a sensible choice for many tasks. 
Input devices aside, simplifying the human–computer interaction seems to be 
an important consideration in current personal computing in general. A mini-
malistic, flat visual style appears to be a current trend. The recent versions of all 
three major mobile operating systems, namely Apple iOS (Apple, 2013a), Google 
Android (Google, 2013a), and Microsoft Windows Phone (Microsoft, 2013b), are 
demonstrative examples of the phenomenon. On one hand, this seems very nat-
ural from the standpoint of interaction: current mainstream touchscreens do not 
offer tactile feedback to support user interface elements analogous to physical 
world. On the other hand, flat visual style has also received critique: recognising 
buttons and other actionable objects has caused difficulties (Nielsen, 2012). 
Recent desktop systems show similar inclination. In addition to aspects related 
to visual style, both Microsoft and Apple are also trying to simplify some of the 
long-standing conventions, such as file management. Recently, Apple added a file 
tagging system for easier item grouping and searching (Apple, 2013b). Microsoft, 
on the other hand, is promoting its cloud storage solution SkyDrive2 as an integral 
feature of Windows 8 (Microsoft, 2013c). These developments hint that there may 
be a tendency to replace the literal representation of computer directories with 
groupings more meaningful for the user. 
Modern computers are on one hand becoming more private: personal smart 
phones are used for many tasks which previously required bigger, possibly shared, 
devices. At the same time, however, computers are becoming more terminal-like. 
For example, recent tablet versions of Android operating system include mul-
ti-user support (Google, 2013b), in addition to the cloud-syncing services already 
offered, and Windows 8 synchronises user preferences across different devices 
(Microsoft, 2013d). 
Digital audio workstations have experienced very little innovation while all this 
technological development has been going on. Fundamental user interaction 
2 Microsoft announced in January 2014 that SkyDrive will be renamed OneDrive (Gavin, 
2014).
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paradigms in the prominent DAWs are still essentially based on imitations of 
analogue devices on screen. 
Recent multitouch devices, i.e. touchscreen devices capable of recognising and 
following multiple separate touch points, can simulate the analogue mixing con-
soles in ways the mouse and the keyboard have never managed to – for example, 
by allowing the simultaneous but individual control of multiple faders. Ironically, 
however, it is possible that a current user is no longer thoroughly aware of the 
original, analogue device-based paradigm. Duignan, et al. (2004: 118) raised a 
similar concern in their study on user-interface metaphors in music production 
systems already a decade ago: 
“An important question that must be answered to validate the dependence 
on music hardware metaphors is: what proportion of new and potential 
users have prior experience with music hardware?” 
2.3 Concepts of interaction and usability
This section outlines the theoretical framework used in this thesis for the exami-
nation of the digital audio workstation interface paradigms, presented in Chapter 
3 “Examination of established user interface paradigms”, and for the development 
of the interface structure proposed in Chapter 4 “Processing with blocks – an 
interface concept for mixing”. Studies on usability and interaction in relation to 
digital audio workstations are scarce, but other fields offer applicable research. 
A host of texts on human–computer interaction, software usability, and user in-
terfaces have been written – these offer viewpoints that can be used to examine 
paradigms in the digital audio workstations. The concepts presented in this sec-
tion originate largely from studies on usability and human–centred design. In 
addition, a feature of interaction design is employed to expand the framework 
conceptually. Preece, Rogers, and Sharp (2002: 8) described interaction design as 
“fundamental to all disciplines, fields, and approaches that are concerned with re-
searching and designing computer-based systems for people”. Although the focus 
in this thesis is on interface design, a similar non-restrictive approach is used to 
contextualise the examination, as the subjects inspected in this text relate to many 
adjacent fields. 
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Elaborate discussion on the multitude of concepts contained within the various 
fields of interaction design and human–computer interaction goes beyond the 
scope of this thesis. Consequently, extensive consideration of human factors and 
recent directions in human–computer interaction research, among other things, 
are excluded from the theoretical framework of this text. Instead, concepts and 
suggestions presented in the prominent textbooks, e.g. by Nielsen (1993), Norman 
(1998), and Raskin (2000), are considered and contrasted with differing views 
introduced in some research. 
The subsection 2.3.1 “Perception” outlines concepts relating to human perception, 
namely the Gestalt laws. The subsection 2.3.2 “Analogies, mappings, metaphors, 
and affordance” describes concepts that connect the abstract with the concrete in 
user interface design, and the subsection 2.3.3 “Norman’s model of interaction” 
outlines one way to describe task execution. 
2.3.1 Perception
A great number of universal – or highly common – phenomena affect how hu-
mans interact. This is not only true for interaction between human beings but 
also for human–machine interaction. Consequently, studies on human percep-
tion provide essential concepts for interface design. 
Intuitiveness is often considered a good quality in a user interface, but the features 
that make an interface seem intuitive are not self-evident. Raskin (2000: 150) ar-
gues against calling interfaces intuitive or natural. Raskin states that in reality 
by “intuitive” users mean the interface operates in a familiar way or is habitual. 
“Natural” interface feature is, according to Raskin, something that can be used 
without any instructions. Therefore, although successful interaction and interface 
designs are often called intuitive, the actual reason why they are highly “usable” 
may be a different one. Nevertheless, making use of known human perception 
phenomena helps design an interface that users will perceive similarly. 
Gestalt principles
Gestalt psychology, which originated in early 20th century Germany, was based on 
a notion that the whole differs from the sum of its parts (Rock and Palmer, 1990: 
84). In fact, this sentence summarises quite well many of the Gestalt concepts. 
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One of the central ideas in Gestalt theory was that the human perception is based 
on the concept of organisation (Rock and Palmer, 1990: 84–85). Gestaltists found 
that the ability to perceive separate objects was not based only on the retinal im-
age, and the Gestalt laws of grouping were proposed as explanations for the object 
perception (Rock and Palmer, 1990: 85). Prägnanz, another key principle in the 
concept of organisation, states that the perception of ambiguous images is as sim-
ple as the information available allows (Rock and Palmer, 1990: 88).
The Gestalt principles have remained important in many fields, including user 
interface design. The following laws are included in the Gestalt laws of grouping: 
proximity, similarity, continuity, familiarity, good shape, common fate, connect-
edness, and closure (Sinkkonen, et al., 2006: 89–91). Some of the laws are very di-
rectly applicable to user interfaces: for example, proximity, similarity, and closure 
can easily be used for visualising entities. Grouping interface elements according 
to the Gestalt laws is considered good practice, and unintentional groupings of 
unrelated elements should be avoided (Nielsen, 1993: 117–118; Sinkkonen, et al., 
2006: 91). 
2.3.2 Analogies, mappings, metaphors, and affordance
Analogies and metaphors have a close connection in user interfaces – the terms 
might even be interchangeable in some contexts. The use of mappings and meta-
phors is strongly encouraged in traditional usability literature. Norman (1998: 23) 
suggests using natural mappings, such as physical analogies and cultural proper-
ties. One of the principles of usability heuristics described by Nielsen (1993: 123) 
is that “the terminology in user interfaces should be based on the users’ language 
and not on system-oriented terms”. In addition to the literal sense of this sugges-
tion, Nielsen (1993: 126–128) emphasises the use of well thought out mappings 
and metaphors between the user’s conceptual model and the information provid-
ed by the computer. 
In digital audio workstations, parallels are drawn between specific analogue de-
vices and aspects of the computer-based user interface, e.g. between an analogue 
mixing console and a digital software mixer. Thus, there is often an analogy be-
tween a function in a DAW and the procedure required to achieve similar results 
in the analogue environment. These analogies form metaphors that act as “con-
crete handles” for abstract operations. For example, instead of manipulating a 
channel’s ‘gain’ directly – a task immensely difficult to imagine in a graphical user 
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interface – user manipulates a metaphor of gain, quite commonly a slider repre-
senting an object familiar from the analogue mixing consoles. 
Analogies to hardware audio devices are typical in digital audio workstations, but 
their effectiveness should be questioned. In fact, the advocation of analogies and 
metaphors in user interfaces has not been unanimous. Halasz and Moran (1982: 
383) argued against the use of analogies already over 30 years ago: 
“While analogies may ease the way, they are not the most effective way to 
teach new users. In fact, analogical models can often act as barriers prevent-
ing new users from developing an effective understanding of systems.” 
More recently, Khoury and Simoff (2003) described the restrictiveness of “con-
crete metaphors”, i.e. metaphors based on familiar physical artefacts, in comput-
ing environments. Furthermore, the failure of notoriously metaphorical user in-
terface designs has increased the controversiality of metaphors (Blackwell, 2006: 
491–493). 
The concept of affordance has established a secure position in user interaction 
discourse. Gibson (1986) initially used the term “affordance” in reference to all 
the possible actions that an object or an environment offers. Norman (1998: 9) 
defined affordance with regard to usability as “the perceived and actual properties 
of the thing, primarily those fundamental properties that determine just how the 
thing could possibly be used”. Norman (1998: 87–92) also described how affor-
dances of physical objects provide tangible clues, e.g. certain types of handles and 
grips “afford” instinctive use of the object, while other designs fail to communi-
cate how the object should be operated.
2.3.3 Norman’s model of interaction
Donald A. Norman’s seven-staged approximate model describes how people per-
form tasks. In Norman’s model, a goal is something to be achieved, intention is 
a specific action to achieve it, and action is divided into two aspects: execution 
and evaluation. Initially, the goal is formed. Three consecutive stages – forming 
the intention, specifying an action, and executing the action – form the execution 
aspect. The last three stages – perceiving the state of the world, interpreting it, and 
evaluating the outcome – form the evaluation. (Norman, 1998: 45–49)
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With tasks that are more complex, the seven stages of action may form a loop. 
Unless the initial intention is accurate enough to offer a way to accomplish the 
task, a new intention needs to be formed, after which the stages are advanced 
with the newly formed intention. A poor system may cause unnecessary iter-
ations through the chain of stages or halt the advancement from one stage to 
the next. This phenomenon is often present in systems that incorporate overly 
complex user interfaces or use interaction methods that are not familiar for the 
user. In other words, systems that do not match user’s expectations are difficult to 
interpret. 
The mismatches between mental states and physical states are referred to as gulfs 
in Norman’s model, the size of the gulf representing the amount of mismatch. The 
gulf of execution portrays how well the provided system actions match the per-
son’s intentions. The gulf of evaluation describes how difficult the results of these 
intentions are to inspect and interpret. (Norman, 1998: 49–52) A number of things 
can create such gulfs, e.g. an overly slow system response, an unclear layout of in-
terface elements, or an input method that is neither evident nor demonstrated. 
2.4 Background of computer-based digital audio 
workstations
The workflow based on digital computing technology is relatively recent in audio 
production industry. This means that digital audio workstations were not initially 
de facto tools as they are today – instead, they were contenders. This bond to the 
industry history is an important aspect when inspecting the interaction in audio 
workstations: it is one of the fundamental reasons behind many interface design 
conventions still common in the recent versions of the prominent digital audio 
workstations. 
The origins of digital audio workstations can be viewed from several standpoints. 
According to Nash (2011: 16), “Modern digital audio workstations (DAWs) evolved 
from MIDI sequencer software” (italics in the original). This is a reasonable view, 
as the sequencing methods established by MIDI sequencers are still prominent. 
Many of the features in current digital audio workstations, however, do not orig-
inate from sequencers; regarding the MIDI sequencer – or even the concept of 
sequencing in general – as the single origin of DAWs understates many essential 
aspects. 
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Instead, considering the modern digital audio workstation as a sum of its parts (if 
not greater) offers a wider perspective, which portrays the background of the cur-
rent DAW paradigms more accurately. Duignan (2008: 13–16) described digital 
audio workstations arising from the combination of several advantages that ena-
bled the computer-based system to become the centrepiece of the studio, these ad-
vantages including analogue-to-digital and digital-to-analogue conversion, digi-
tal signal processing, and MIDI. On the other hand, the computer proved to be 
the revolution that enabled combining the essential functions from the preceding 
devices and the specialised tools. As personal computers became more powerful 
and capable, these new possibilities were rapidly used also for music production.
In this thesis, the focus is on the user interaction paradigms in modern digital 
audio workstations. On this basis, the background is divided here into three main 
categories: 
1. sequencers;
2. multitrack recorders;
3. analogue mixing consoles.
This division is partly arbitrary; for example, the development of sequencers, 
samplers, and recording devices overlapped, and similar features were available 
in very different products. Nevertheless, these stereotypes help comprehend the 
interface conventions of current digital audio workstations. The three device cat-
egories described above are discussed in the subsections 2.4.1 “Sequencers”, 2.4.2 
“Multitrack recorders”, and 2.4.3 “Analogue mixing consoles”. 
2.4.1 Sequencers
Digital audio workstations are sometimes referred to as sequencers, but there is a 
noticeable semantic difference between the two terms. “Sequencer” makes a clear 
connection to ‘sequence’, a concept quite common in music, although interpret-
ing the term loosely is in fact more sensible. Regarding “sequence” as an ordered 
list of relating events describes quite well the fundamental idea of a sequencer. 
Contrasting “sequencer” with “digital audio workstation” shows that while the 
latter term is very generic, it explicitly includes audio. 
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Sequencers originated as hardware devices operated without any computer-based 
graphical user interfaces. Nevertheless, the fundamental sequencing functions – 
excluding the interface – were introduced early on. For example, Electronic Music 
Studios SYNTHI Sequencer 256 was released in 1971 (Vintage Synth Explorer, 
2011); the device was, however, capable of recording and reproducing multiple 
separate sequences of control voltages, and therefore offered basic “multitrack” 
operation already at that time (Electronic Music Studios, 197?). 
During the 1970s and the 1980s, before the personal computing technology offered 
sufficient performance for music production systems, other solutions were devel-
oped for multipurpose audio work. The Synclavier, an all-digital synthesiser, was 
first produced as a prototype at Dartmouth College in 1975, and the New England 
Digital Corporation was founded to manufacture the product in 1976 (Manning, 
1993: 258). The Fairlight CMI, released a few years later, became another notable 
synthesiser of that time and a major rival for the Synclavier (Manning, 1993: 260). 
These synthesisers offered a considerable performance edge over software synthe-
sis systems of that time: software solutions were non-real-time, whereas the new 
self-contained hardware synthesisers were able to produce a wide range of sounds 
in real-time. The synthesis in the Synclavier was based on frequency modulation 
and additive synthesis, in contrast to Fairlight CMI which used sampling technol-
ogy. (Manning, 1993: 258–260) This allowed the Fairlight to make use of sounds 
not originating from the synthesis engine per se. However, in 1986, New England 
Digital Corporation introduced a direct-to-disk multitrack recorder, which en-
abled the Synclavier to function as a digital recording system in addition to its 
synthesis capabilities (Manning, 1993: 260). 
From the standpoint of sequencing, the successor of Fairlight CMI proved to be 
truly remarkable. Fairlight CMI Series II, released c. 1982, featured a view called 
Page R – the Real-Time Composer (Holmes, 2010: sec. 2, para. 8; sec. 4, para. 4). 
This view – a graphical sequencing user interface – was evidently astonishing at 
that time. Page R allowed entering up to 255 different one-bar patterns, each of 
which consisted of eight separate sequences of musical notes (Carlos and Stewart, 
1983: 1). A reproduction of Page R is shown in Figure 1 (Holmes, 1997). 
One of the most significant novelties in the 1980s was MIDI, that is to say, 
Musical Instrument Digital Interface. The MIDI 1.0 Specification was written in 
1982 (MIDI Manufacturers Association, 200?). Soon after this, MIDI sequencers 
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became available, offering musical data recording capabilities, but not audio re-
cording (White, 2000: 23). 
Let us examine a case which demonstrates the development of MIDI sequencers. 
Pro-24, the predecessor of Cubase, was one of the notable early MIDI sequencers 
(Manning, 1993: 335). Cubase, the more recent of these two software, was still 
initially a MIDI sequencer without any audio support per se3, but Steinberg de-
veloped it into an increasingly comprehensive music production package in its 
successive versions (Steinberg Media Technologies, 2013a). Today, Cubase is argu-
ably one of the most prominent and feature-rich digital audio workstations, and 
includes all the features commonly associated with DAWs. 
A key feature in MIDI sequencers was the graphical track-based timeline user 
interface, which offered an elegant representation of the sequenced material. This 
interface has proven to be one of the most significant innovations in the history of 
3 Stating there was no ‘audio’ involved would be misleading, as usually MIDI data eventually 
generated audio.
Figure 1: A reproduction of Page R Real-Time Composer view in Fairlight CMI Series II 
(Holmes, 1997). Used with permission of Greg Holmes.
24
digital audio workstations, and should not be trivialised. However, as discussed, 
the concept of graphical sequencing interface had in fact already been demon-
strated in Fairlight CMI Series II.
MIDI no doubt played a profound role in the history of computer music, but it has 
also been hindering the development of audio workstations increasingly. Moore 
(1988) reported limitations in transmission rate, bandwidth, and timing in MIDI 
specification already in the 1980s. These issues have largely remained unrecti-
fied. The emergence of alternatives, namely Open Sound Control, accentuates the 
problems of MIDI. Open Sound Control utilises modern networking technology 
to communicate between multimedia devices (Wright, 2005). Nevertheless, MIDI 
is still quite capable of handling some useful data transfers, and discussing the 
problems any further goes beyond the scope of this text. Moreover, it is crucial to 
note that although MIDI and the track-based sequencing interface are often used 
together, the same conceptual user interface paradigm could be used with other 
forms of control data.
The history of sequencers has not been only about refining a single tool, however. 
Duignan, Noble, and Biddle (2005) divided sequencing software into four groups: 
textual language music tools, sample and loop triggers, music visual program-
ming tools, and linear sequencers. This classification suggests that the concept of 
sequencing has been approached from multiple different standpoints. There are 
also sequencers that seem to have qualities related to several of these categories 
– trackers, for instance. Trackers combine, in essence, the principle of timeline 
sequencing with the concept of text-based notation. For a comprehensive study 
on trackers, see Nash (2011). 
2.4.2 Multitrack recorders
Before the development of digital recording systems, analogue tape recorders 
dominated the recording industry. Professional analogue multitrack recorders 
ranged from 2-track to 24-track formats, and typically offered separate heads 
for erasing, recording, and reproduction (Huber and Runstein, 2005: 190, 194). 
However, many tape recorders did use a single head for both recording and play-
ing back (Rossing, Moore, and Wheeler, 2002: 499).
The magnetic tape passed the heads in succession, and the recording was funda-
mentally based on the actions of the heads: the erase head demagnetised the tape, 
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the record head generated a magnetic field which left a pattern to the magnetic 
remanence of the tape, and the playback head read the pattern and generated an 
output voltage. (Rossing, Moore, and Wheeler, 2002: 499)
Common user controls included play, stop, fast forward, rewind, and record but-
tons, which were used for controlling the transport (Huber and Runstein, 2005: 
191). In addition to the basic functionality, additional features such as micropro-
cessor-controlled transport were incorporated for easier operation (Huber and 
Runstein, 2005: 193–194).
Computer-based hard disk recorders emerged as modernised replacements for 
completely analogue or digitally controlled analogue recording chains in the early 
days of relatively affordable personal computing. These recording systems needed 
to deliver performance comparable to established solutions with preferably some 
assets that were impossible to replicate in the competing analogue device-based 
environment. Specialised processing hardware appeared to be the key to make the 
early computer-based recording systems viable choices. Studer/Editech Dyaxis 
was one of such systems (Manning, 1993: 338). However, inspecting another com-
parable product is more sensible from the perspective of the present day.
A company called Digidesign released a suite of Macintosh software in the 1980s, 
including Sound Designer in 1985. Sound Designer was originally an editing sys-
tem for the E-mu Emulator II sampler, supporting later also other sampler models. 
Digidesign’s software suite stimulated the development of the Sound Accelerator 
card, a hardware digital signal processor, which appeared in 1988. (Manning, 1993: 
338–339)
Sound Tools, an integrated system introduced in 1989 for Apple Macintosh and 
in 1990 for Atari ST, combined the Sound Accelerator card with Sound Designer 
II software (Manning, 1993: 339). A successive system called Digidesign Pro Tools 
was released in 1991, and quickly became a widespread choice in the audio in-
dustry, as it offered capabilities and price-point unmatched by the rival hard-
ware-based products (Robjohns, 2010).
A great success for Digidesign – in addition to overcoming its digital competitors 
– was attaining a significant position in the field previously almost completely 
based on analogue systems. The key to Digidesign’s success appears to have been 
the combination of the software-based user interface and the proprietary digital 
signal processor. Interestingly, this hybrid system is still the basis of the current 
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version of Pro Tools (now a product of Avid4) despite the technological develop-
ment that has provided central processing units and storage devices capable of 
delivering high audio performance. However, Avid does offer also software-only 
versions of Pro Tools today (Avid Technology, 2013b).
A key interface design principle for these new systems was mimicking the par-
adigms of the analogue devices to realise the domain change. The concept of 
smoothing the change when substituting a paradigm with another is not, howev-
er, specific to audio technology. The history of QWERTY keyboard demonstrates 
the effects of paradigm popularity: the keyboard layout originated in typewriters, 
yet it is still extremely popular. 
David (1985) shows in his paper on the history of QWERTY that a technique may 
achieve a dominant position regardless of the quality of its rivals. Network effect 
is a term used to describe a phenomenon, in which product’s value depends on 
how many other people are using it. This is linked to positive feedback, an impor-
tant concept in the economics of information technology. A particular product 
that is popular because of the network of other users creates even more demand, 
and thus makes the product more and more appealing. (Shapiro and Varian, 1999: 
44–46, 173–179) 
This pattern offers a plausible explanation for the de facto mixing console view in 
digital audio workstations; offering a familiar and popular paradigm is econom-
ically reasonable. Avid Pro Tools, the DAW of choice in many studios small and 
large, is a demonstrative example of the positive feedback. Avid offers multiple 
versions of Pro Tools, ranging from affordable software-only packages to full-fea-
tured hardware–software hybrids. When users participate in the network of Pro 
Tools, they also benefit from the synergy between different studios: session files 
are directly transferable, and moving between different-sized production houses 
offers practicality in addition to saving in project costs. 
The multitrack tape recorder did not have strong rivals before the computer, and 
in a way, DAWs were just modern tape recorders working on a different medi-
um. The established track-based paradigm was shifted to a domain that was in 
many ways superior, thus allowing the DAW to beat the tape recorder directly. 
The tape recorder, while being a mechanical marvel, was a very clumsy device for 
anything else than straightforward recording or playback. One of the most severe 
4 Avid acquired Digidesign in 1995 (Avid Technology, 2013a).
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limitations of the analogue tape becomes evident when examining the editing 
procedures: whereas stereo-tape could be edited by cutting and splicing, editing 
multitrack tape was practically impossible.
2.4.3 Analogue mixing consoles
The possibility to record and play multiple tracks back simultaneously generated 
a need for a means to mix the material, i.e. to control the dynamic and spectral 
balance of the recorded audio. The tool developed for this task was the analogue 
mixing console. Solid State Logic 4040 G, one example of the famous large-scale 
consoles, is shown in Figure 2 (Jussila and Finnvox Studiot, 2013). 
Figure 2: Solid State Logic 4040 G large-scale analogue mixing console (Jussila and Finnvox Studiot, 2013). 
Photograph: Mika Jussila, Finnvox Studiot. Used with permission of Mika Jussila and Finnvox Studiot.
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Ultimately, virtually all mixing consoles shared the same basic concept, but fac-
tors such as the number of channels, the component quality, the routing and pro-
cessing possibilities, and differences in the ergonomics and the general design 
approach differentiated some consoles from their rivals.
In general, a mixing console provided a control point for the user to determine 
how the sources were combined. The most fundamental purpose of a mixing con-
sole was therefore to offer means to adjust different tracks in relation to each 
other. In practice, mixing consoles included multiple “channel strips” through 
which inputted signals were routed to sum channels. Mixing consoles allowed 
monitoring the signals aurally by listening to the channel sums or the individual 
channels, and visually by inspecting the channel level meters. This concept is il-
lustrated in Figure 3.
An input signal was commonly passed on to a channel equaliser after the initial 
input gain stage, and after the equaliser, the signal arrived to the channel fader 
(Robjohns, 1997: sec. 2, para. 2). Auxiliary outputs provided a possibility to “send” 
signals to other channels in addition to the main signal flow. Typically, auxiliary 
Sound Sources
auditory monitoring
SUMS Main sum
Figure 3: An abstraction of the fundamental analogue mixing console paradigm illustrating 
“submixing” and summing of the resulting groups. The Figure portrays a situation where the 
main sum channel is monitored.
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outputs were on the signal path immediately before or after the channel fader 
(Robjohns, 1997: sec. 2, para. 2). 
Lastly, the signals were routed either directly to the outputs or to groups that 
made managing a large number of signals easier and allowed processing multiple 
signals simultaneously (Robjohns, 1997: sec. 2, para. 3). The majority of mixing 
consoles offered also insert points that allowed using outboard audio processors 
in the signal path – either pre-equaliser, post-equaliser but pre-fader, or post-fad-
er (Robjohns, 1997: sec. 10, para. 1). An abstraction of the described channel 
structure is shown in Figure 4. Additionally, dynamics processing was available 
in some consoles.
Sound Source
Outboard device
Gain
Equaliser
Fader
out
In
Group Outputs
Aux sends
“Pre fader”
Aux sends
“Post fader”
Pre
Pre
Figure 4: An abstraction of the channel signal path in an analogue mixing console.
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Analogue mixing consoles were divided into two categories – split and in-line 
– based on the design approach. Split consoles had a separate monitor section 
whereas in-line consoles included the monitoring functionality in the channel 
strips. Split design did have the advantage of being simple to understand, but the 
design was also a compromise between the number of monitor channels and the 
physical size of the device. (Robjohns, 1997: sec. 6, para. 1–3) Commonly, split 
consoles offered only 8-track or 16-track monitoring. In-line design approach did 
not have such a restriction: the monitor controls were included in every input 
channel strip. (White, 1994: sec. 6, para. 3)
Most of the affordable in-line consoles did have a specific restriction, however: 
the main channel shared a single equaliser and a single set of auxiliary sends with 
the monitor path. A splittable equaliser design provided a way to circumvent this 
restriction partially; the design offered a possibility to assign high and low filters 
to one of the signal paths and the mid filters to the other. (White, 1994: sec. 6, 
para. 4) This approach was used in, for example, Solid State Logic SL 4000 G 
(Solid State Logic, 1988).
Although analogue mixing consoles are still being produced, especially for live 
sound use, the large-scale studio consoles that once dominated the recording stu-
dios throughout the audio industry can be regarded as historical. The modern 
mixing consoles may also include features unavailable in the original analogue 
consoles. For example, Solid State Logic Duality SE (Solid State Logic, 2013a) 
and AWS (Solid State Logic, 2013b) consoles offer modern features, e.g. control 
surface functionality. Therefore, these products evidently target the modern pro-
duction environments, and are in that sense very different from the traditional 
analogue-only consoles.
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3
3 Examination of established user interface paradigms
Current computer-based digital audio workstation products are in many ways 
very similar to each other: there are prominent functional commonalities, such 
as timeline-oriented visual editing of audio and plug-in-based effect processing. 
In addition, certain interface metaphors, e.g. the analogue mixing console-based 
views, are ubiquitous. As discussed in the section 2.4, the history of audio pro-
duction devices reveals that many of these common properties date conceptually 
back to the era before the advent of computer-based audio systems. 
Established user interface paradigms in digital audio workstations are discussed 
in this Chapter. The focus is on the high-level interface conventions that char-
acterise the current digital audio workstations. In other words, the main aim in 
this examination is to inspect the broad, fundamental interface structures, and to 
study the regularities defining the digital audio workstation interfaces. 
The section 3.1 “Starting point” describes the initial observations that give support 
for this examination. As discussed in Chapter 2, sequencers, multitrack record-
ers, and analogue mixing consoles have provided the basis for the current digital 
audio workstations; the two fundamental user interface paradigms based on this 
background are discussed in the sections 3.2 “Track-based timeline view” and 3.3 
“Mixing console view”. 
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Metering – although a very different paradigm from the timeline and the mixing 
console views – is also an important subject in this examination, as metering is 
still one of the most fundamental visual monitoring methods offered in digital 
audio workstations. Therefore, concepts relating to metering are discussed sepa-
rately in the section 3.4 “Metering”. Lastly, as common personal computing is no 
longer solely based on the mouse and the keyboard, specific properties of touch-
screen devices are discussed briefly in the section 3.5 “Attributes of touchscreen 
devices”. 
3.1 Starting point
The concepts are discussed in this examination at a high level of abstraction. This 
approach is selected, as it supports the main purpose of this examination – to 
offer a description of the fundamental interface paradigms ubiquitous in current 
digital audio workstations. The aim of this examination is therefore not to discuss 
individual interface elements extensively nor to inspect the graphic design. 
Visual abstractions are presented to illustrate the discussed concepts. Abstraction 
is used instead of interface screenshots for several reasons. Firstly, abstractions 
allow portraying commonalities and dismissing the inessentials with simplified 
representations that can be interpreted swiftly. Secondly, formulating the abstrac-
tions requires reasoning and therefore reveals the central aspects in the para-
digms – a major aim in this examination. Consequently, the approach contributes 
to the development of the modernised interface concept proposed in Chapter 4 
“Processing with blocks – an interface concept for mixing”. Lastly, few screenshots 
are reproduced in this thesis due to copyright reasons5. 
The following subsections offer an introduction to the examination presented in 
this Chapter. The subsection 3.1.1 “Incentive for the examination” presents some 
anecdotal observations that provide encouragement for the inspection of the 
digital audio workstation interfaces. The subsection 3.1.2 “Delimitation” outlines 
briefly the reasons why the particular paradigms were selected for the examina-
tion. Lastly, the subsection 3.1.3 “Methodology” concludes the introduction to the 
examination with a description of the methodological approach used.
5 As regards the most demonstrative DAWs in terms of the interface concepts discussed in this 
Chapter, a recent version of Avid Pro Tools and recent trial versions of MOTU Digital Performer 
and Steinberg Cubase were available for the examination. Unfortunately, only Steinberg granted a 
permission to use software screenshots in this thesis.
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3.1.1 Incentive for the examination
Certain user interaction paradigms have become ubiquitous during approximate-
ly 25 years of digital audio workstation development. Interestingly, many fun-
damental user interaction paradigms in modern DAWs have remained largely 
untouched since the early computer-based audio workstations. Although some 
novel features have been developed in recent years, these features tend to stay 
proprietary for certain software, or take a long time to become established and 
shared across different workstations. 
Tuning audio material provides a clear demonstration of the slowness in adapt-
ing new approaches. Celemony released its timing and pitch correction tool 
Melodyne on to the market already in 2001, following with a plug-in version in 
2007 (Celemony Software, 2013a); highly flexible and well-visualised note-per-
note offline tuning has therefore been possible for over a decade. 
Although similar functionality is today integrated into multiple digital audio 
workstations, this has happened gradually. For example, Melodyne-like tuning 
was introduced to Apple Logic Pro X very recently, in 2013 (Apple, 2013c: 20, 396–
402), and Pro Tools – one of the most common studio production workstations 
– notably still omits such functionality. This is despite the fact that tuning of espe-
cially vocal material is considered a standard production method in many current 
music genres. Even the manipulation of single notes within polyphonic audio 
recordings has been possible with Melodyne for the past five years (Celemony 
Software, 2013b), which further emphasises the slow progress in DAWs.
The developmental attitude seems to have been to accept digital audio worksta-
tion as a tool working principally in a certain way; instead of changing the basic 
dynamics, successive versions introduce small refinements. Naturally, the DAW 
manufacturers have reasons to guard the differentiating features and avoid any 
patent disputes. It is reasonable to assume that such reasoning might prevent 
some of the new features from becoming widespread. In addition, successful new 
features are not trivial to develop.
A joint effect of several factors makes examining the interface paradigms in digital 
audio workstations topical. Firstly, as described above, there has not been much 
innovation in the development of the digital audio workstations lately. Secondly, 
everyday computing has gone through a tremendous change since the concept of 
digital audio workstation was developed. Lastly, although the shifts in the studio 
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workflow and the music industry are not focal aspects of this thesis, there is argu-
ably a close relationship between them and the information technological chang-
es that have happened recently. On one hand, the gap between consumer-grade 
tools and professional equipment has narrowed, and on the other hand, changes 
in the professional production styles and genres demand up-to-date tools. In gen-
eral, the long-standing analogies and metaphors are ripe for re-evaluation. 
3.1.2 Delimitation
The user interfaces in digital audio workstations are, in essence, two-sided. For ex-
ample, Apple Logic Pro (Apple, 2008; 2013c), MOTU Digital Performer (MOTU, 
2011; 2013), Avid Pro Tools (Avid Technology, 2011a; 2013c), and Steinberg Cubase 
(Steinberg Media Technologies, 2013b) all include two traditional and distinct 
views: the track-based timeline view6 and the mixing console view.
Although current digital audio workstations usually include also multiple spe-
cialised views for specific tasks, the fundamental workflow is in many ways based 
on the basic views. In current DAWs, these views provide the means for many 
traditional sound production procedures, such as recording, cutting and splicing 
recorded material, adjusting the channel levels or “volumes”, connecting virtual 
plug-in effect devices, etc. The timeline view combines the multitrack tape con-
cept with the sequencer concept and forms one part of the main interface para-
digm. The mixing console view, or simply mixer view, forms the other. The in-
terface is therefore based on the traditional hardware-based studio environment 
comprising specialised devices.
The timeline view and the mixing console view are commonly the primary ones 
for working with audio7, but not necessarily for work based on manipulating note 
data. However, the other views common in digital audio workstations – includ-
ing the note data editors, such as the piano roll view and the score view – are not 
discussed in this thesis. A general outline of the digital audio workstation views is 
available in, for example, the text by Nash (2011). 
The focus of this examination is on the two distinct, established paradigms: the 
track-based timeline view and the mixing console view. The inspection of the 
mixing console paradigm is emphasised, as it provides the foundation for the 
6 Sometimes referred to as “arrange view”, “edit view”, or “project view”.
7 “Audio” refers here to rendered audio files and related signal processing.
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modernised mixing user interface proposed in Chapter 4 “Processing with blocks 
– an interface concept for mixing”. Approaching the interface examination from 
a different angle would likely result in a different set of prominent paradigms; the 
factors constituting current digital audio workstations could be weighed differ-
ently to include, for instance, the paradigm of editing.
Additionally, a thorough interface paradigm examination requires taking the 
concept of metering into account. Listening the auditory monitoring is arguably 
of paramount importance during recording and mixing, but metering provides 
a frame of reference: proper metering is vital for interpreting the levels of differ-
ent tracks or channels in relation to fixed boundaries, such as the limits of the 
hardware in use. Consequently, the user interface elements relating to metering 
typically take up substantial area in the mixing console views, and in addition, 
most timeline views include metering in some form. The discussion of metering 
is restricted in this thesis strictly to aspects related to the relationship between the 
current computer technology and the traditional visual meter representations. 
3.1.3 Methodology
A major thread in this examination is to inspect the user interface paradigms 
from the standpoint of the present day. The purpose of this examination is to 
examine the optimality, usability, and implications of the established paradigms. 
However, the aim here is not to create an exhaustive list of usability problems; in-
stead, the aim is to describe the characteristics of the current digital audio work-
station interfaces on a general level. 
The traditional concepts of usability discussed in the section 2.3 “Concepts of in-
teraction and usability” provide a frame of reference for the examination, and the 
concepts of heuristics form the main standpoint. Nielsen and Molich (1990: 249) 
describe four distinct ways to evaluate user interfaces: 
“There are basically four ways to evaluate a user interface: Formally by some 
analysis technique, automatically by a computerized procedure, empirically 
by experiments with test users, and heuristically by simply looking at the in-
terface and passing judgement according to ones [sic] own opinion.” (italics 
in the original)
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This examination is based on the principles of heuristic evaluation, but instead 
of conducting a traditional usability study, the aim is to inspect the paradigms 
and to distil them into descriptive attributes. Therefore, the notion of heuristic 
evaluation is used mainly as a tool to approach the interfaces. In other words, this 
examination is based on carrying out observations on the interfaces, and contex-
tualising them.
The heuristic evaluation method is not completely trouble-free: Nielsen and 
Molich (1990: 249) found in their four experiments that individual evaluators were 
able to find only half of the usability problems even in the best case. However, this 
weakness relates mainly to usability evaluations, and as this examination is pri-
marily a descriptive one, searching for the maximum amount of usability issues 
is not the aim here. Moreover, Jeffries, et al. (1991) found that compared to other 
techniques – namely software guidelines, cognitive walkthroughs, and usability 
testing – heuristic evaluation produced the best results at the lowest cost. 
The primary aim in this examination is to gather information about the central 
interface paradigms and to present this information in a condensed, abstract 
form. This result is then discussed in Chapter 4 “Processing with blocks – an 
interface concept for mixing”: the subsection 4.1.1 “Problems of the established 
interface paradigms” provides an overview of the examined paradigms, and the 
observations are used as the basis for the interface concept.
3.2 Track-based timeline view
A typical timeline view in a current digital audio workstation consists of stacked 
horizontal tracks which represent audio signals, musical data, or other control 
data in relation to time. The track area typically incorporates scrollable and 
zoomable content representations, and at least level and panning controls pinned 
on one side of the view. 
Other common user interface elements in timeline views are – among others – 
transport controls, time counters, buttons for selecting editing tools, zoom fac-
tor controls, and toggle switches for modal features such as grid-based editing. 
Additionally, some digital audio workstations include an “inspector” element 
which displays properties of the selected track; in essence, this connects the track 
view with the mixing console paradigm. An abstraction of the track-based time-
line paradigm is shown in Figure 5. 
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The track-based division of audio material is reasonable from the standpoint of 
traditional Western music: tracks resemble staves. This creates a mapping between 
an instrument and a track – a concept analogous to traditional musical notation. 
Tracks can therefore easily represent instrumentations.
Essential properties of the track-based view are discussed in the consecutive sub-
sections. The subsection 3.2.1 “Time in the track-based view” outlines the impli-
cations of the linear timeline. The signal representation – a dominating property 
of the track-based timeline views in digital audio workstations – is overviewed 
in the subsection 3.2.2 “Signal representation”. Lastly, some typical restrictions of 
the timeline views are discussed in the subsection 3.2.3 “Visualisation of real-time 
processes”. 
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38
3.2.1 Time in the track-based view
Time is represented in digital audio workstations in a linear manner. This is – de-
spite the name – typical for non-linear editing (NLE) systems. The “non-linear” in 
NLEs commonly refers to the non-destructive re-organising of material. Morris 
(1999: 12) describes that the advantages of non-linear video editing systems in-
clude the flexible cut and paste functionality, the sophisticated tools for editing 
the material, the possibility to use multiple audio and video tracks, and the overall 
cost-effectiveness. Digital audio workstations largely share the same advantages. 
Ironically, the biggest issues with typical NLE user interfaces become apparent 
when dealing with material that is essentially non-linear. A timeline is a very rigid 
boundary, which supports sequenced arranging, but discourages arrangements of 
other forms. Using random or probabilistic processes for determining the play-
back of specific sounds, or creating drastically different versions of the arrange-
ment is usually tedious, restricted, or impossible in timeline-based interfaces. 
The restrictions of the sequence-oriented approach are prominent in most major 
digital audio workstations. One of the most notable exceptions is Ableton Live, 
which breaks the common timeline–mixer model. In Live, the mixer is replaced 
with Session View, fundamental attribute of which is loop triggering (Ableton, 
2013). This allows creating arrangements and compositions that are more freeform 
and non-linear than the ones the traditional timeline approach enables. Cakewalk 
Sonar now includes Matrix View which is meant for triggering loops and other 
sound events (Cakewalk, 2013b), and therefore offers functionality comparable 
to Live. Image-Line FL Studio is also less dependent on the timeline, due to its 
background. The initial versions of FL Studio were purely step sequencer-based 
(Image-Line Software, 2013a). 
Still, when the user wants to save the trigger-based compositions, the typical way 
to achieve this is to record the performance into a traditional timeline. The para-
digm within such software is therefore mostly performance-oriented and allows 
flexible experimentation, but does not change the fundamental way the digital 
audio workstation-based music production works.
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3.2.2 Signal representation
Digital signal processing involves two essential representations of signals: the 
time representation, i.e. the waveform, and the frequency representation, in oth-
er words, the spectrum (Rossing, Moore, and Wheeler, 2002: 634). The discrete 
Fourier transform (DFT) offers a method to move between the domains in case of 
digital signals (Rossing, Moore, and Wheeler, 2002: 639). These concepts underlie 
the timeline views in digital audio workstations. 
The field of digital signal processing is quite extensive, but discussing the subject 
is not especially relevant to the examination presented in this thesis. Moreover, 
the fundamental concepts of digital signal processing have been covered thor-
oughly in the literature; see, e.g. Oppenheim and Schafer (1975) and Smith (2007). 
The main interest here is to inspect the implications of the signal time domain 
representation, which allows displaying the signals over time as waveforms. 
Typical time domain representation works well together with the track-based 
timeline: adjusting event timing in relation to the context is easy, as tracks are 
displayed as a stack. Keeping the phase relationship on multiple tracks unchanged 
is often crucial to avoid any unwanted phase-related issues when signals are 
summed. Fortunately, current digital audio workstations usually allow grouping 
selected tracks in order to cater for the editing needs of, for example, projects re-
corded with multiple microphones. 
A remarkable facet of the timeline views in digital audio workstations is that the 
user is able to do both high-level editing and low-level editing within the same 
interface with the same methods. Zooming out allows the high-level structure of 
the project to be viewed and edited, while zooming in allows low-level editing 
down to the sample-level. Therefore, the timeline view is essentially a zooming 
interface. Moreover, zooming does not change the way the editing and selection 
tools work, which makes changing the level of zoom effortless. 
To an experienced user, the time domain signal representation gives a reasonable 
idea of the materials’ sonic properties. For example, silent parts are especially easy 
to find in this representation. Many common editing tasks, such as separating 
individual phrases from the recorded material, are therefore very quick to exe-
cute even without any auditory monitoring. However, the traditional waveform 
representation provides very little information about subtler qualitative attributes 
of the sound material, e.g. the timbre of the sound.
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3.2.3 Visualisation of real-time processes
Waveform representation in digital audio workstations does a fair job in visual-
ising the audio, but its usefulness is severely impaired by the lack of development. 
Tracks designed only for online8 audio processing – auxiliary tracks, for example 
– do not visualise their commitment to the signal, as the processes happen in re-
al-time. In fact, these tracks form a problem for efficient use of screen area: often, 
in a timeline view, auxiliary tracks display much less information than the regular 
audio tracks which contain the audio regions9. 
In some software, certain tracks can be excluded from the timeline view while 
keeping them visible in the mixer view. This approach, however, increases the 
need to jump between different views uncomfortably often. Moreover, display-
ing auxiliary tracks in the timeline view is useful for two main reasons: firstly, to 
keep the level controls and other essential parameters available at all times, and 
secondly, to display possible automation within these tracks. One might argue 
displaying the automation is reason enough for these tracks to take substantial 
space on the screen. Nevertheless, similarly to regular audio tracks, additional 
meaningful information could be visualised behind the automation curves. 
Visualising auxiliary tracks beforehand exactly like rendered audio is evident-
ly impossible without running intensive background processes. One solution to 
overcome this restriction would be to draw temporary time domain representa-
tions for online tracks during playback: this would still provide visual confirma-
tion of the material just heard. Visualising the contribution of the un-rendered 
audio processes, such as processing happening in auxiliary tracks or within plug-
in devices, would give complementary visual feedback useful in case of unrelia-
ble auditory feedback – audio monitoring systems, including the listening space 
acoustics, quite commonly lack in certain aspects of high fidelity playback. 
A visualisation approach similar to the idea presented above has been used in 
Steinberg Nuendo digital audio workstation, although in the mixing console view 
instead of the waveform view. Displaying vertically scrolling waveforms has been 
a feature of the Nuendo’s mixer view since the software version 5, albeit involving 
8 The term “online” is used here in reference to processes that occur real-time, whereas “off-
line” refers to rendered files, e.g. recorded audio files.
9 “Region” is one of the commonly used terms for referring to a certain portion of a concrete 
audio file, not to the actual file itself. 
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only rendered audio (Steinberg Media Technologies, 2013c). The new Avid S6 
control surface offers similar functionality (Avid Technology, 2013d). 
Novel ideas for updating the waveform view have also been proposed in recent 
research. Gohlke, et al. (2010) presented prototype designs for a more efficient 
waveform view in their study: the prototypes demonstrated the use of overlaid 
images to represent the contributions of effect devices and, in addition, described 
a colour-coded, threshold-based view for illustrating the spectral positions of 
dominating tracks.
3.3 Mixing console view
The analogue mixing console is the basis for the de facto mixing environment in 
digital audio workstations: every prominent DAW includes a view based on this 
paradigm. The actual implementations vary slightly, but the common element in 
the current designs is the channel strip: the mixers consist of vertical strips which 
group together processing and routing options. These groups form the channel 
entities. An abstraction of this paradigm is shown in Figure 6.
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Figure 6: An abstraction of the established analogue mixing console-based view consisting of channel strips.
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The subsection 3.3.1 “Channel concept” gives an overview of the fundamental 
ways channels are approached in current digital audio workstations. The parts 
that constitute the channels and the relevant routing methods are discussed in 
the subsection 3.3.2 “Channel elements and signal chain”. The subsection 3.3.3 
“Primary signal path” presents briefly a few key implications of the common 
channel structure. 
3.3.1 Channel concept
The concepts of track and channel are central to audio workstations. The track–
channel relationship is approached essentially in two different ways in digital au-
dio workstations:
1. Tracks and channels are different representations of the same concept;
2. Tracks are sources for channels.
Avid Pro Tools is an example of the former approach: many channel properties 
are accessible in Pro Tools from both Edit Window (i.e. the timeline view) and 
Mix Window (i.e. the mixing console view). In fact, the term “track” is used in Pro 
Tools in reference to this single entity comprising both the traditional timeline 
‘track’ and the channel strip. (Avid Technology, 2013c)
Apple Logic Pro uses the latter approach. Terminologically, the track entities 
in Logic Pro main window10 (i.e. the timeline view) are called tracks, whereas 
channels in Mixer (i.e. the mixing console view) are referred to as channel strips 
(Apple, 2013c: 22, 25). By default, creating new tracks in Logic Pro also creates cor-
responding channel strips automatically (Apple, 2013c: 163). However, multiple 
tracks can use the same channel strip (Apple, 2013c: 166).
These approaches offer mostly the same functionality, as most DAWs have a hid-
den audio routing structure, which allows routing signals inside the system from 
a channel to another through “buses”11. Buses can be used as “virtual” inputs and 
outputs, which allows flexible signal routing inside the DAW. This routing system 
10 Apple renamed the Logic Pro timeline view in Logic Pro X, i.e. the newest version of the soft-
ware. The term Logic Pro main window is used in Logic Pro X, while the term Arrange window 
was used in the prior versions. (Apple, 2013c: 67)
11 The spelling “bus” is used in this thesis. In some literature, the same concept is also referred 
to as “buss”.
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is largely similar to the one used in the analogue mixing consoles; however, the 
digital environment allows much greater number of buses. 
Interestingly, recent developments in digital audio workstation mixing views 
have brought the mixing environments even closer to the analogue mixing 
console paradigm. Cubase 7 – a recent version of the prominent digital audio 
workstation – introduced MixConsole, an even more literal recreation of the 
analogue mixing console paradigm. In MixConsole, specific equalisers, dynam-
ics processors, and saturation effects are built directly into the channel strips, 
which offers direct access to the essential effect parameters (Steinberg Media 
Technologies, 2013b). A MixConsole channel is shown in Figure 7 (Steinberg 
Media Technologies, 2013b). Cakewalk Sonar offers similar functionality with 
its feature ProChannel, albeit with a different approach. Sonar’s ProChannel is 
an additional strip incorporating specific proprietary effects (Cakewalk, 2013c). 
Basing the audio software on recreations of analogue devices is not a new idea, 
however; Propellerhead Reason is possibly the most famous example of such 
analogue environment-modelling software. Reason is based on instrument 
racks and virtual patching cables, and many of its user interface elements are 
quasi-replicas of their hardware counterparts (Propellerhead Software, 2013). 
Software audio processing plug-ins offer also digital reproductions of analogue 
devices; some of these plug-ins even incorporate the interference characteristics 
present in the analogue devices, e.g. electric hum (Waves, 2013a; Waves, 2013b). 
3.3.2 Channel elements and signal chain
A typical digital audio workstation channel is divided into specific audio pro-
cessing and routing elements: the input, the effects, the sends, the level controls, 
the panning controls, and the output – a structure quite similar to the analogue 
mixing console channel structure. The channel meter offers visual feedback by 
providing information on the signal level. In addition, channels usually offer 
controls for at least the channel automation and the group assignment, and spe-
cific track types may include additional elements, such as MIDI effects and vir-
tual instrument controls. 
Figure 7: A channel strip in Cubase 7 MixConsole (Steinberg Media Technologies, 2013b). 
Screen captured by Petri Myllys. Used with permission of Steinberg Media Technologies. 
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The signal flow12 describes how a signal travels in a system. The signal flow in 
digital audio workstations is in many aspects very similar to the signal flow in the 
analogue mixing consoles: individual input signals travel through channels that 
include specific routing and processing elements. The user has some control over 
the order of these elements, but commonly this control is restricted. After passing 
through the channels, the individual signals are summed together. Multiple such 
summing stages are often used for managing a large number of channels. 
This subsection provides an overview of the essential channel elements typical-
ly included in the digital audio workstation mixing console views. The channel 
meters – although integral to the channels – are not discussed here; instead, me-
tering is inspected separately in the section 3.4 “Metering”. A schematisation of a 
conventional DAW channel, illustrating the signal flow, is shown in Figure 8.
Input
To initiate the signal flow in a channel, a signal needs to be inputted. This input 
signal can be either a monitored external source, e.g. an acoustic sound source 
captured with a microphone, or an internal source – namely a rendered audio 
file or a signal routed from another track. Channels in digital audio workstations 
commonly incorporate drop-down lists for the input selection, and buttons for 
controlling whether the selected input or the associated track is monitored.
Effects
The inputted signal is first processed with the channel effects, if applicable. Effect 
processing in digital audio workstations is characterised by encapsulation: the ef-
fects are usually placed in so-called “insert slots” in DAWs – a term derived from 
the analogue way of using outboard effect devices by inserting them into the sig-
nal path. Whereas in the analogue environment physical restrictions apply (e.g. 
insert sockets are limited in number as are outboard devices), the digital audio 
environment could be virtually free of such limitations. Yet, some digital audio 
workstations offer only a limited number of these slots (Avid Technology, 2013c; 
Steinberg Media Technologies, 2013b), which negates one of the flexible aspects of 
the digital audio environment. 
12 The signal flow is inspected here from the user’s standpoint. Therefore, the described flow 
does not necessarily reflect the technical implementation of the audio processing.
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Figure 8: A schematisation of a conventional, console-based digital audio workstation channel.
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Miniature equaliser curves can be displayed in some digital audio workstations, 
for example in Apple Logic Pro (Apple, 2008), and in Steinberg Cubase (Steinberg 
Media Technologies, 2013b). However, other effects are commonly contained in 
generic effect boxes displaying only the effect names, although improvements 
have been made recently. For example, Avid Pro Tools HD 11 can display gain 
reduction meters inside the Insert Assignment boxes of specific dynamics plug-ins 
(Avid Technology, 2013e). Steinberg Cubase and Cakewalk Sonar, on the other 
hand, allow controlling certain effect parameters without opening plug-in win-
dows (see the subsection 3.3.1 “Channel concept”). 
Ableton Live, introduced in 2001 (Henke, 201?), offers a distinctly different ap-
proach. Live includes a variety of devices that can be used for the creation of de-
vice chains (Ableton, 2013). The chains can be inspected in the Device View which 
supports expanding and collapsing individual devices on the spot (Ableton, 2013). 
This allows inspecting the signal flow and processing in a way which is funda-
mentally different from the typical encapsulated effect slot principle. A device 
chain consisting of EQ Eight, Compressor, Saturator, and Simple Delay devices is 
shown within the Ableton Live interface in Figure 9 (Ableton, 2013).
Figure 9: Ableton Live interface with “Device View” (the bottom pane) opened (Ableton, 
2013). Screen captured by Petri Myllys. Used with permission of Ableton.
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In addition to the device chains, Live offers another significant feature as con-
cerns effect handling – and plug-ins in general: certain devices can contain oth-
er devices. Effect Racks and Instrument Racks are, in essence, container devices 
that offer a way to create multiple parallel chains within a track (Ableton, 2013). 
Therefore, Live allows parallel processing within individual channels – a proce-
dure not possible in the typical mixing console-based interfaces. Live also in-
cludes Drum Racks and MIDI Effect Racks (Ableton, 2013). 
Sends
After the effects, the processed signal can be sent to other channels. In some digi-
tal audio workstations – e.g. in Pro Tools – the signal can be sent to physical out-
puts or “virtual” buses (Avid Technology, 2013c). Buses can be selected as inputs 
for auxiliary channels, which results in a send–return-relationship similar to the 
auxiliaries in the analogue mixing consoles. In some other DAWs, e.g. in Ableton 
Live, such routings are done without the bus structure by sending the signal di-
rectly to a return channel (Ableton, 2013). Abstractions of these approaches are 
shown in Figures 10 and 11.
Auxiliary
Send
In
Buses
1 32 4 5 6 7
Auxiliary
Send
In
Figure 10: An abstraction of a parallel 
processing setup in a digital audio work-
station employing a bus structure.
Figure 11: A parallel processing setup 
in a digital audio workstation em-
ploying a direct routing system.
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“Send effects” and other forms of parallel processing are not the only use for the 
sends; in addition, signal sends are often used also for creating separate monitor 
mixes for the artists. Controlling the signal level sent on the spot is crucial for 
this task to be manageable, and it is thus not surprising that such functionality 
is included in practically every major digital audio workstation. However, Avid 
Pro Tools offers a curious case. Only the most recent version of Pro Tools allows 
controlling more than two sends per channel simultaneously without opening 
separate windows (Avid Technology, 2013f).
In addition to parallel processing and monitor mixing, there is a third distinct use 
for the sends: routing signals to effect side-chain inputs. This reveals the funda-
mental differences between the bus-based routing structure and the direct routing 
approach. Setting up a side-chain input in Ableton Live does not require sending 
the signal at all, as channel outputs can be directly selected as side-chain inputs 
(Ableton, 2013). This approach has an evident advantage over the bus-structure: 
achieving a similar result requires one less step. However, the approach can also 
quickly result in an unwieldy list of available side-chain inputs, as every channel 
output is automatically included as an option.
Panning and level controls
Before reaching its destination, e.g. the main output or a sum channel input, the 
signal goes through two crucial channel elements: a gain stage and a panning 
control. The gain stage determines the “channel volume” – controlled with a level 
fader, and the panning controls are used to place the signal at a specific “loca-
tion”13 in a multichannel setup. 
The level faders in digital audio workstations are sliders that usually move verti-
cally, a concept transferred very literally from the analogue mixing consoles. It is 
no wonder faders have remained ubiquitous even in software: in terms of affor-
dance (see the section 2.3 “Concepts of interaction and usability”), it is easy for 
the user to grasp how faders are operated. 
The panning controls have three common interface element types: (1) the pan-
ning knob or the “pan pot” which is equivalent to the analogue potentiometer, (2) 
the horizontal panning slider, and (3) the two-dimensional “surround panner”. 
13 The actual effect the panning controls have on the signal depends on many factors, including 
the channel setup and the panning laws used.
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Whereas a physical knob evidently affords rotational movement, the mapping 
related to the mouse complicates the interaction significantly. Therefore, in com-
parison to faders, the knob-style graphical user interface elements offer poor 
affordance.
Examining the panning controls more closely reveals that there are two distinct 
implementations for the stereo panning controls: a single control which is es-
sentially a stereo “balance” control, and dual controls which allow controlling 
the panning of both channels individually. The dual control type offers superior 
flexibility, as it allows narrowing the width of a stereo source, and panning the 
result. Yet, the balance type is still the only choice in, for example, the mixer of 
the newest version of Apple Logic Pro14 (Apple, 2013c); naturally, the single-knob 
approach does have the advantage of being simpler. 
Output
The signal needs to eventually “flow” out of the channel. The interface elements 
for the outputs are in digital audio workstation mixing console views typically 
similar to the inputs: drop-down lists of available physical and virtual outputs. 
A standard way to control the mix especially in large sessions is to output indi-
vidual audio channels into sum channels, which are then outputted into further 
sum channels or the main outputs. The bus structure allows such routings, and in 
some digital audio workstations channels can be grouped into folders that may do 
such routings automatically. 
3.3.3 Primary signal path
The common visual channel strip layout contradicts the actual signal flow. The ef-
fect slots suggest a vertical, descending signal flow representation: the signal flows 
in most DAWs through the stack of effects one by one starting from the topmost 
effect, and the signal is passed to other channel elements only after all the effect 
processing is done15. However, some channel strip elements break this conception. 
14 A plug-in offering more flexible panning is included in Logic Pro, which provides an alterna-
tive to the balance-type panning (Apple, 2013c).
15 There are also exceptions to this flow: in Steinberg Cubase, the effects in Insert effect slots 7 
and 8 are post-EQ and post-fader (Steinberg Media Technologies, 2013b).
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Firstly, the input selector is not necessarily visually the first channel element, i.e. 
the topmost one, nor is the output selector the last. For example, in Avid Pro 
Tools, the input and output selectors are grouped together to form an “I/O” el-
ement, which is positioned below the effects and the sends, and above the level 
controls and the panning controls (Avid Technology, 2013c). Secondly, the po-
sition of a send is often visually misrepresented in relation to the actual signal 
path; if a send is set to a post-fader position, its typical visual location above the 
channel fader no longer corresponds the position on the signal path. 
Interestingly, the user has so little control of the signal flow happening inside a 
channel that although the visual element order does not correspond the actual 
order of the flow, new users likely learn the signal flow without any severe prob-
lems. The control the user has over the order of the channel elements is usually 
restricted to the following aspects: changing the order of the effects and setting 
the individual signal sends to either pre-fader or post-fader positions. 
According to Nielsen (1993: 26), five attributes are traditionally associated with 
usability: learnability, efficiency, memorability, errors, and satisfaction. The most 
severe restrictions of the mixing console view do not seem to relate to learna-
bility, but instead, they concern efficiency. Software does not have the physical 
restrictions of the analogue mixing consoles that require the mixer sections and 
controls to be situated in certain, fixed places. It would be quite possible to design 
– instead of replicating the restrictive analogue structure – a digital audio work-
station mixer that would allow the user to make use of the wide array of signal 
paths available in a digital system. 
3.4 Metering
Metering provides arguably the most important visual feedback of signal levels in 
recording and mixing systems. In analogue domain, metering is the main non-au-
ditory cue available (in addition to the means related to the signal indirectly, e.g. 
time codes and observing the fader positions). An oscilloscope may be used to 
complement metering in analogue systems, but as this is commonly not a built-in 
device in recording devices or mixing consoles, signal level meters ought to pro-
vide enough information for typical recording and mixing situations. 
Complementary to listening in many ways, challenges relating to metering 
are very different from those of auditory monitoring. While the optimal audio 
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reproduction can be thought as a faithful playback of every signal component, 
this approach is not valid for visual meters. “Meter”, in general, refers to “a device 
that measures and records the quantity, degree, or rate of something” (Oxford 
University Press, 2005). An obvious quantity to represent in an audio meter is 
the signal amplitude, or more specifically, a certain measurement or an approxi-
mation of the amplitude. This poses a substantial problem for the meter design: a 
meter relying on a single representation will inherently only show some particu-
larities of the signal. 
The general graphical user interface approach to metering in modern digital au-
dio workstations is presented in the subsection 3.4.1 “Interface elements”. The re-
lationship between the elements and the capabilities of modern audio processing 
systems is discussed in the subsection 3.4.2 “Implications of the digital domain”. 
The function of this overview is therefore not to provide an in-depth inspection of 
metering; instead, the aim is to present the problematics of traditional metering 
in current, advanced digital audio workstations. The focus is on the measure-
ments related to the limits of the system, namely the full scale metering. Aspects 
such as psychoacoustics, signal measurement time windows, meter ballistics, 
loudness measurements, and display performance are intentionally omitted from 
the discussion. 
3.4.1 Interface elements
Modern digital audio workstations typically employ, in essence, very traditional 
presentation for the meters. A meter in the mixing console view is commonly 
a vertical bar marked with values and having an interior colour which extends 
along the bar as the signal level increases. Displaying meters in the timeline view 
in addition to the mixing console view is common, and there are essentially two 
ways in which the meters are displayed in the limited space the track-based views 
offer. The meters may be displayed vertically adjacent to the controls of the asso-
ciated tracks (Avid Technology, 2013c), or the meters may be rotated 90° to situate 
them between the tracks (Cockos, 2013). 
Metering has commonly two essential modes16: pre-fader metering and post-fad-
er metering. The terms are – due to the analogue mixing console-like design of 
the interface – rather self-explanatory: channels incorporate fader elements for 
16 Different scales result in a number of additional modes, but these differ from the modes 
presented here, and are not part of this examination.
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level adjustment, and the mode allows selecting the level measurement point on 
the signal path. This modality is reasonable, as both modes are effective in certain 
situations. For example, pre-fader metering is practical when recording to a digi-
tal audio workstation and controlling the monitor mix with the channel faders, as 
pre-fader metering prevents the mixing adjustments from affecting the displayed 
input levels. Post-fader metering is similarly useful when visual feedback from 
the level adjustments is desirable, e.g. during many mixing tasks.
The meters are often divided into colour-coded areas (Avid Technology, 2011a; 
Apple, 2013c; Avid Technology, 2013c). Segmenting the meter with different col-
ours provides at-a-glance information. The segments may be user-definable as 
they are in, for example, Steinberg Cubase (Steinberg Media Technologies, 2013b) 
and the newest Avid Pro Tools (Avid Technology, 2013f). In some software, e.g. 
in older versions of Pro Tools, the segments are fixed (Avid Technology, 2011a).
3.4.2 Implications of the digital domain
Volume unit (VU) metering is the traditional way to display signal levels in ana-
logue equipment. The 0 VU refers to the standard operating level for most mix-
ing consoles and tape recorders, and due to the VU meters’ inability to display 
short-term peaks, professional consoles commonly provided decent headroom 
above the zero-point. (Huber and Runstein, 2005: 457) Overdriving analogue de-
vices and tape machines slightly, and therefore gradually distorting the signal, 
was a technique used for changing the characteristics of the sound (Huber and 
Runstein, 2005: 424, 457–458; Robjohns, 2000: sec. 3, para. 1).
Digital systems do not share the principle of graceful saturation analogue record-
ing offers. Instead, digital systems hard-clip17 the signal when its amplitude is out 
of range, leading to a complete loss of information within the clipped region. This 
upper boundary of the dynamic range is referred to as zero decibel full scale, ab-
breviated to 0dBFS (Robjohns, 2000: sec. 4, para. 1). 
Decibel (dB) itself is a dimensionless unit used for comparing two quantities 
of which one can be a fixed reference (Rossing, Moore, and Wheeler, 2002: 99, 
118). In the case of dBFS, the fixed reference is the maximum representable lev-
el (Robjohns, 2000: sec. 4, para. 1). Internally, floating-point arithmetic is used 
17 In some systems, this can be compensated to some extent by emulating different clipping 
behaviours.
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for the audio processing in modern digital audio workstations (Avid Technology, 
2011b; Cakewalk, 2013d). Discussing the consequences of such calculations goes 
beyond the scope of this thesis, but as a general result, the internal headroom in 
modern digital audio workstations is substantially higher than any music-related 
scenario requires. 
The 0dBFS is therefore determined not by the digital audio workstation software, 
but by the most constrained link of the system. Commonly, this is the resolution 
of the file or the configuration or the performance of the analogue-to-digital or 
digital-to-analogue converter. The implication is that there are at least three po-
tential scenarios for clipping to occur: 
1. Recording – signal levels overloading the analogue-to-digital converter 
or the recording format; 
2. Playing back – the accumulated level of summed signals overloading the 
digital-to-analogue converter;
3. Exporting18 – insufficient destination file resolution for representing the 
exported signal. 
Fortunately, audio devices available today typically offer adequately high dynamic 
ranges: the noise floors originating from these devices are often not the prime 
concerns. Therefore, clipping happening during recording is not likely if appro-
priate recording practices, such as reserving sufficient headroom, are exercised. 
Clipping the signal during the playback is easily avoided by lowering the output 
level, but there is a substantial mismatch between the typical user interface me-
ter element and the actual audio processing. As discussed above, modern digital 
audio workstations commonly offer great internal resolutions. However, the clip 
indicators on the individual audio channels – typically grouped together with the 
meters – commonly indicate clipping even when the summed level is set so that 
no clipping actually occurs. 
Exporting is similarly affected. There have been recent improvements to this con-
ventional behaviour, however. Avid Pro Tools 11 offers clip indicators that display 
different colours depending on whether clipping actually occurs, or if there is 
18 Exporting is often also called “bouncing”. The term refers here to the procedure of rendering 
audio files.
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merely a possibility of clipping happening at a later stage of the signal chain (Avid 
Technology, 2013f: 30, 35).
The scenarios described are not the only situations in which signals may be ex-
posed to clipping in digital audio workstations, but they demonstrate the juxta-
position of the full scale metering – which has remained largely unchanged – and 
the capabilities of the digital processing systems – which have evolved signifi-
cantly. Although adjusting the individual signal levels in a way that no clipping – 
whether potential or actual – is indicated is often considered a good gain staging 
practice, an interface that misleads the user in this way can hardly be considered 
appropriate. 
3.5 Attributes of touchscreen devices
Digital audio workstations have traditionally been associated with the long-stand-
ing desktop computing operating systems, namely Apple OS X and Microsoft 
Windows. However, as discussed in the section 2.2 “Brief review of the techno-
logical basis”, compact touchscreen devices are becoming increasingly popular. 
This hints that a shift in mainstream personal computing is taking place. 
The dichotomy between mobile devices and desktop devices is arguably behind 
the times, or more specifically, the division is not sufficient. Keyboards, touch-
screens, and portability may be arranged in any number of combinations, result-
ing in distinct form-factors offering different interaction methods. In addition, 
the boundaries of operating systems are shifting. Prominent mobile operating 
systems offer features such as capable multitasking (Apple, 2013d; Google, 2013b) 
– traditionally associated with desktop computing. What is more, Microsoft 
Windows 8 supports, by design, both traditional input devices and touchscreens 
(Microsoft, 2013e). 
The essential characteristics of touchscreen devices are outlined briefly in the 
subsection 3.5.1 “Implications of touchscreen-based interaction” from the stand-
point of user interaction. Additionally, some sound production-specific aspects 
are remarked. The subsection 3.5.2 “Mobile digital audio workstations” provides 
an overview of the general qualities of current mobile digital audio workstations.
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3.5.1 Implications of touchscreen-based interaction
A touchscreen combines the input device with the display device, and essentially 
removes one stage from the chain of human–machine interaction: whereas the 
movement of a mouse needs to be translated into relative pointer movement, a 
touchscreen allows touching – or tapping – the actual point of interest directly. 
Therefore, removing the mapping process inherent for mice has one clear advan-
tage: the user is able to manipulate the system more directly.
Today, touchscreens are common in devices small and large. Mobile devices 
are compact enough to be held in the hand, which – in addition to the touch-
based interaction – sets them apart from traditional desktop computing devices. 
Whereas using a computer has traditionally meant sitting in front of a desk in 
a more or less static posture, such restrictions do not apply to modern mobile 
devices. Laptop computers laid the ground for portable computing, but mobile 
phones and tablet computers introduced the concept of truly mobile computing. 
Modern touchscreen devices are generally able to recognise and follow multiple 
individual touch points – a feature commonly referred to as multitouch. This en-
ables controlling the device with a variety of gestures. Mainstream touchscreen 
devices capable of following multiple points of touch are still relatively new 
(Vogelstein, 2013: para. 31), but certain gestures have already become ubiquitous, 
e.g. two-fingered pinch-to-zoom gestures. 
Large, modern touchscreens provide possibilities for updating desktop comput-
ing. Some audio-related applications are already available. For example, Slate 
Audio Raven consoles offer multitouch control for major digital audio worksta-
tions (Slate Pro Audio, 2013a; Slate Pro Audio, 2013b), while Cakewalk introduced 
support for multitouch in an update for Sonar X2 (Cakewalk, 2013e), demonstrat-
ing one way in which a digital audio workstation software can be combined with 
a regular touchscreen. Although virtually any modern digital audio workstation 
can be used with a touchscreen, the multitouch support is one of the key features 
the developers need to implement in order to offer capabilities products such as 
Raven and Sonar offer. 
There are factors that – if emphasised – put the touchscreen-based interaction at 
a disadvantage. One of these factors is especially prominent: the touch interaction 
has a limited accuracy. Whereas a typical mouse is an object that can be gripped 
and controlled with a great amount of precision, touching a glass surface with 
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fingertips does not allow such fine control. What is more, user interface elements 
need to be large enough to accommodate the inaccuracy of the touch event itself, 
i.e. the relatively large size of the fingertip (Parhi, Karlson, and Bederson, 2006; 
Park, et al., 2008). 
Many graphical user interfaces are based on representations of physical ob-
jects: buttons, switches, knobs, sliders, etc. Still, users manipulate these objects 
through a medium which distorts the interaction. Current feedback methods for 
touchscreen devices – most commonly sound and vibration-based active haptic 
feedback – are incapable of accurately supporting the tangible qualities of the 
displayed objects. A tangible touchscreen – one of the holy grails of interaction 
design – could offer significantly better feedback. Concepts for such interfaces 
have in fact been presented in recent studies (Maschmeyer and Cameron, 2012; 
Kim, Israr, and Poupyrev, 2013). These studies indicate that the current touch-
screen designs may be superseded in the future.
3.5.2 Mobile digital audio workstations
Recently, multiple music production applications have been released for various 
mobile platforms. These apps include performance-oriented tools, e.g. iMS20 
synthesiser for Apple iPad (Korg, 2013) and KORG M01D music workstation for 
Nintendo 3DS (Detune, 2013). In addition, there are apps suitable for multifacet-
ed music production, e.g. iPad recording and sequencing app Cubasis (Steinberg 
Media Technologies, 2013d) and FL Studio Mobile HD for Apple iOS and Google 
Android (Image-Line Software, 2013b).
Mobile digital audio workstation apps resemble traditional desktop digital audio 
workstations in many ways. For example, track-based timeline editing views are 
common also in the mobile DAWs (Blip Interactive, 2010; Apple, 2013e; Image-
Line Software, 2013b). In addition to the similarities in the basic paradigm, there 
are also similar features. 
Steinberg Cubasis offers mixing and editing environments with, for example, 
automation, insert effects, send effects, and support for routing signals between 
different apps (Steinberg Media Technologies, 2013d). WaveMachine Labs Auria 
includes support for third-party plug-ins ported from the traditional desktop 
environments (WaveMachine Labs, 2013). External audio interfaces and MIDI 
controllers are supported in many mobile audio workstations. In fact, the feature 
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sets available today are so extensive that comparing mobile DAWs with desktop 
DAWs results in a long list of similarities. 
There are, however, also substantial differences between mobile digital audio 
workstations and traditional desktop DAWs. First, a different input device is used 
for operating the system. As discussed in the previous subsection, mobile devices 
offer intimate control, yet the accuracy of touch is inherently limited. The infor-
mation density in the mobile digital audio workstations is therefore often lower 
than in the desktop DAWs. Sensing multiple points of touch simultaneously is 
also a key differentiator: whereas mouse-based operation is limited to adjusting 
a single control at a time (or resorting to modality), especially the tablet-sized 
touchscreen devices make controlling multiple channels simultaneously effortless.
It is possible to take advantage of the intimate multitouch-based interaction and 
yet offer the full capabilities of the traditional desktop digital audio workstation 
by separating the two aspects from each other. In other words, the touchscreen 
device can be used as a controller for the desktop application. Apple (2014) and 
MOTU (2014), for example, offer such companion apps for their respective desk-
top digital audio workstations. In addition, there are controller apps such as hexler 
TouchOSC (Fischer, 2013) that are more universal. 
Whether mobile digital audio workstations will merge with the traditional, desk-
top digital audio workstations in the future remains to be seen. During the era 
of analogue studio environments, the specialised audio devices offered hardware 
tailor-made for audio production. Today, the computer-based audio production 
is dependent on the surrounding technological framework. Therefore, as long as 
this dependence is the foundation for the digital audio workstations, the develop-
ments in computer technology need to be monitored carefully.
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4
4 Processing with blocks – an interface 
concept for mixing
The versatility of a properly designed analogue console was remarkable – the same 
hardware device was able to cater for very different situations. On the other hand, 
the general limitations of the physical devices and the strong industrial structure 
around the productions gave the sound engineering a format, which allowed the 
studio workflow to become established. The technological changes that happened 
during the era of the analogue studio workflow were not comparable to the recent 
advancements in computer technology, and the status quo was maintained. 
The notion of audio production, created by the analogue studio workflow, still 
existed during the development of the early digital audio workstations. The core 
of this concept is to propose a modernised approach to mixing in digital audio 
workstations. Therefore, the question whether the established interface paradigms 
are still optimal – the topic central to this thesis – is discussed in this Chapter. 
The premise of the interface concept is discussed in the section 4.1 “Starting 
point for the concept”. The main concept presentation is divided into three sub-
jects. Firstly, the structural aspects of the interface are outlined in the section 4.2 
“Interface structure”. Secondly, the features central to the interface concept are 
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discussed in the section 4.3 “Principal features”, and thirdly, the interaction be-
tween the user and the interface is described in the section 4.4 “Interaction” with 
regard to the fundamental features of the concept. 
In addition, as personal computer technology is constantly progressing, the scal-
ability of the interface is discussed. Two distinct aspects of scalability are consid-
ered: supporting different input devices and providing for display devices of var-
ying size and quality. These aspects and the related design methods are presented 
in the section 4.5 “Addressing different devices”. 
4.1 Starting point for the concept
The common user interface approach in digital audio workstations has remained 
remarkably static. Computers brought a novel, visual way to manipulate note data 
and audio, but since this major step, substantial innovations have been thin on the 
ground. The other fundamental interface paradigm, i.e. the ubiquitous analogue 
mixing console-based view, demonstrates that the concept of mixing was estab-
lished well before the advent of the DAW. 
The audio processing capabilities of the modern digital audio workstations are 
immense. The severe restrictions of the early digital systems, e.g. limited head-
room and insufficient processing power, are now either non-existent or substan-
tially less significant than they used to be. Circumstances have changed, and the 
issues have shifted to different areas. The first digital audio workstations intro-
duced significant new possibilities with the graphical user interface, but the lack 
of processing power limited this potential. Today, however, the situation is re-
verse: the current workstations offer a vast amount of processing power, but the 
inflexible user interface restricts the use of this power to the execution of conven-
tional procedures. 
The friction between the current technological capabilities and the interfacing 
conventions provides fertile ground for exploration. The strongly analogous in-
terface structure common in current digital audio workstations is not necessarily 
optimal: for example, some common tasks require unnecessary steps, and com-
plex signal routings may lead to configurations that are difficult to comprehend 
at a glance. What is more, these problems are cumulative: they reoccur often and 
complicate the mixing situation increasingly. This state of affairs provides the 
starting point and the incentive for this concept.
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The subsection 4.1.1 “Problems of the established interface paradigms” provides a 
filtration of the prominent, restrictive aspects of the common interface structure 
inspected in Chapter 3. Specific objectives for the interface – based on the obser-
vations about the established paradigms – are described in the subsection 4.1.2 
“Main aims of the interface concept”. The general idea of the concept is presented 
in the subsection 4.1.3 “Proposal”; this gives an outline of the core ideas that are 
essential to the concept. The subsection 4.1.4 “Presentation” describes the way in 
which the interface concept is presented in this text.
4.1.1 Problems of the established interface paradigms
As discussed in Chapter 3, two major structural interface paradigms are promi-
nent in the conventional digital audio workstation user interfaces: the track-based 
timeline view and the mixing console view. The track paradigm and the mixing 
console paradigm are the fundamental concepts that underlie many common 
sound production procedures. In addition, metering essentially forms a third 
established interface paradigm, and is inseparable from the sound engineering 
workflow. 
New production styles have become apparent recently, likely due to the emer-
gence of new music genres and changes in the structure of the industry. For exam-
ple, to accomplish fresh results, modern popular music production may require 
methods that differ from the traditional procedures – there are modern tools and 
practices for concepts such as dynamic range compression, tuning, and editing. 
While the aesthetics of these new directions remain debatable, they do provide 
evidence that a shift in music production is occurring.
Thorough inspections of the conventional sound engineering practices, the cur-
rent production methods, and the characteristics of current users would be nec-
essary to draw any definite conclusions on the large-scale ramifications of the 
established digital audio workstation interface paradigms. Furthermore, the in-
terplay between the traditional practices and the numerous essential recording 
and sound production devices – e.g. microphones, microphone preamplifiers, an-
alogue-to-digital converters, and digital audio workstations – is so intimate that 
inspecting any one of these separately does not reveal the reasoning behind the 
established procedures. Nevertheless, a modern audio workstation should prefer-
ably not only support the traditional production methods, but also offer means to 
get new types of results easily.
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The relation between the established user interface paradigms in digital audio 
workstations and state-of-the-art personal computers is another important aspect 
when assessing the status of the paradigms. This relationship is essentially the 
core of this thesis, and as discussed in the previous chapters, it provides support 
for the notion that current digital audio workstation designs have some inherent 
difficulties in addressing current needs, owing to the extensive use of analogies 
and interface metaphors. This situation is illustrated in Figure 12.
From the standpoint of user interface design, the fact that a product enables the 
user to accomplish a task is not enough in itself. Norman and Wadia (2013: sec. 
1, para. 1) phrased the problem appositely in their paper about touch and ges-
ture-based systems: “Yes, getting the technology to work is hard, but the really 
hard part is getting the human-system interaction right, making it easy for people 
to use the systems.” Although the users of digital audio workstations evidently 
manage to create great results, the emphasis in this thesis has been placed on in-
specting how these results can be achieved. 
Tools Needs
flexible routing,
complex processing chains,
scalability, etc.
traditional
production
unnecessary analogies
Figure 12: The relationship between the tools and the needs in a modern music production 
environment. The modern tools still match the traditional production methods more or less, 
but a shift in the needs is taking place. In an ideal situation, the two circles overlap each 
other completely.
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Methods to modernise interface functions currently governed by the traditional 
paradigms are proposed in this Chapter, which involves weighing up familiarity 
on the one hand and improvements in usability on the other. Raskin (2000: 4–5) 
has discussed this dilemma: 
“Where real improvement can be achieved by making major changes, the 
interface designer must balance the legitimate use of familiar paradigms, 
which ease the learning process, against the enhanced usability that can be 
attained by abandoning them. In a situation of rapid turnover of personnel 
or the customer base, familiarity might be the better design choice. Where 
most of the users’ time will be spent in routine operation of the product and 
where learning is only a small part of the picture, designing for productivity—
even if that requires retraining—is often the correct decision.” (italics in the 
original)
A way to strike a balance between the two aspects is sought in this concept. 
Learning is an essential part in the use of a digital audio workstation: in addition 
to learning to accomplish tasks mechanically, the user needs to be able to use 
this information in creative ways. The learning process is therefore hardly trivial 
– even if the learnability of the system itself is good. This makes refreshing the 
paradigms especially challenging.  
Observations about the track-based timeline paradigm
Current track-based timeline views are commendably flexible for several reasons. 
Firstly, the waveform-based visual editing is still remarkably functional despite 
the lack of substantial recent developments. Secondly, the impact the vertical and 
the horizontal zoom factors have on the versatility of the interface is significant: 
for example, zooming out allows arranging the project and zooming in enables 
very accurate cutting and splicing. Lastly, the interface can easily be adjusted to 
suit different scenarios, e.g. by overlaying automation data or increasing the size 
of particular tracks in relation to others. For productions that are based on linear 
time, the current track-based environments offer great possibilities.
There is room for improvement, however. For instance, tracks reserved for re-
al-time processing, e.g. auxiliary tracks, may occasionally display only little infor-
mation in relation to their size on the screen. Additionally, the need for specific 
track types can be questioned, and in fact, there have been some concepts for more 
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flexible tracks. For example, Bitwig (2013a) promises to include hybrid tracks in 
its upcoming digital audio workstation Bitwig Studio. These tracks enable the use 
of both audio and virtual instrument material on the same track (Bitwig, 2013b).
Conceptualising any fundamental changes to the timeline interface – to support, 
for example, probabilistic composition methods and other composition forms for 
which the linear timeline does not offer enough flexibility – goes substantially be-
yond the scope of this thesis. The focus of the concept presented in this text is on 
the mixing console paradigm, as the limitations of the analogue mixing console 
metaphor are viewed here as more acute than those of the timeline paradigm.
Observations about the mixing console paradigm
The current mixing view paradigm, used in many major digital audio worksta-
tions, is highly functional for procedures that were typical in the analogue envi-
ronment. Simple mixing tasks, such as level adjustments, and traditional, chan-
nel-based audio processing, e.g. manipulating the spectrum with an equaliser and 
controlling the dynamic range with a compressor, are easy operations in practi-
cally any digital audio workstation. In many situations, however, the analogue 
console-like paradigm is inefficient or restrictive. For example, most current dig-
ital audio workstations share the following restrictions:
1 Specific routing and processing elements, namely insert effects and 
signal sends, have fixed signal chain positions, or there is only a choice 
of either pre-fader or post-fader positions;
2 Insert effect slots conceal the audio processing they contain – signal 
manipulations that are visually hidden may have vast audible effects;
3 Inspecting the signal flow visually in complex sessions, where multiple 
channels send signals to other channels, is difficult.
The inherent qualities of the mixing console metaphor cause these restrictions. 
First, a typical digital audio workstation channel strip relies on a fixed, highly 
analogous element structure, which leads to inflexible signal routing options. 
In addition, most of the elements have a static size. In other words, the current 
means to adjust the interface to match the needs of specific uses are insufficient. 
65
There is an important distinction between the problems related to the track view 
and the issues of the mixing console view. The graphical track-based timeline 
interface is, in a sense, more modern: it utilises the capabilities of the current dis-
play devices by presenting a signal representation completely unavailable in the 
analogue domain, it allows flexible scaling, and it is arguably very simple to use in 
relation to the possibilities it offers. The mixing console view, on the other hand, 
is reminiscent of an analogue device, including its rigid structure. This difference 
seems logical considering the different backgrounds of the two paradigms (see 
the section 2.4 “Background of computer-based digital audio workstations”). 
The role of metering
The restrictions imposed by the firm interface structure prominent in current 
digital audio workstations also affect metering. For example, channel level meters 
are typically realised in mixing console views as more or less static-sized elements 
grouped together with the level faders, and the choice of signal chain position 
for the level measurement is usually very limited. Although this approach is, in a 
sense, more modern than the traditional, separate meter bridges featured in many 
analogue consoles, the inability to resize19 or move the meters restricts the utilisa-
tion of the possibilities specific to graphical user interfaces.
What is more, the internal dynamic range of a digital audio workstation system is 
today immensely large; careful observation of channel meters is therefore, in many 
mixing situations, no longer necessary to avoid signal clipping. Consequently, re-
serving a significant portion of the display area for displaying the instantaneous 
channel output level in decibels relative to full scale (dBFS) is much less practical 
than it used to be. 
The ability to compare the level of a channel with other channels is a feature of 
great importance, however, and the current meters are adequate tools for that 
purpose. Moreover, modern digital audio workstations offer scales that can be 
used as alternatives to the full scale, e.g. different forms of programme level meas-
urements. In addition, metering can be used, for example, as a means to navigate 
to the right channel. The metering interface elements could nevertheless be ex-
panded to include visualisations of signal spectra, for instance.
19 This restriction is common, but not universal. For example, Steinberg Cubase allows resizing 
the meters along with the faders (Steinberg  Media Technologies, 2013b). Similarly, Ableton Live 
features resizable meters (Ableton, 2013).
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4.1.2 Main aims of the interface concept
The user interface paradigms identified in the paradigm examination (see Chapter 
3) cover an extensive range of distinct subjects. Consequently, treating them all 
goes beyond the scope of this interface concept. The primary purpose of this con-
cept is therefore clearly defined: the proposed interface is a mixing environment 
that offers more flexible interface elements in comparison to the established ana-
logue mixing console-based paradigm. 
Fundamentally, the proposed interface concept is still comparable to the estab-
lished mixing console-based design. However, instead of using rigid interface ele-
ments in fixed positions to constitute the interface, the concept consists of process 
blocks, i.e. abstractions of the traditional channel strip elements. This allows dis-
carding some of the most restrictive analogies.
In terms of a complete digital audio workstation interface, the concept is pro-
posed as a replacement for the mixing console view. The interface concept does 
not cover the functionality of the track-based timeline paradigm. However, the 
proposed structure is not dependent on the timeline view either: the concept is 
designed to enable the timeline tracks and the mixing view channels to be sepa-
rated from each other. This provides a solid foundation for an audio workstation 
that is less dependent on the linear timeline and the track-based division of sound 
material, and yet supports the traditional division between the two structural in-
terface paradigms. In other words, the tracks in the timeline view and the chan-
nels in the mixing view can be unlinked, and the channels can use virtually any 
other types of sources instead. 
The conceptual aim of this interface concept is to restore the power of creativity 
for modern-day music producers. In this proposal, the established metaphorical 
interface structure used in the current digital audio workstations, which support 
the traditional sound production workflow, is considered insufficient. However, 
the traditional way of working is not disregarded in the proposal; on the contrary, 
the aim here is to expand the vocabulary instead of changing the way music is 
produced. 
On a pragmatic level, the aim of this concept is to offer designs for central building 
blocks from which a concrete, modern digital audio workstation mixing interface 
can be built. Schematic abstractions are provided to demonstrate the interface 
and the discussed concepts. The focus is on the central interface elements and the 
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structure of the interface, but additionally, essentials of interaction are described. 
In other words, this text does not portray an implemented interface; instead, a 
concept for a modern interface structure is presented. 
The interface concept is designed to support a variety of different input meth-
ods and display devices, particularly traditional desktop computers and current 
touchscreen devices. On the other hand, the features of the concept are not re-
stricted to any specific device platform; the aim is to present highly scalable ideas 
that can be applied to a number of distinct systems. Proprietary platforms are 
therefore not discussed here. 
This proposal describes the concept from the point of view of high-level user 
interface design. Consequently, discussion of the technical implementation goes 
mostly beyond the scope of this thesis. It is important to point out, however, that 
the scalability of the interface – a concept emphasised strongly in this proposal – 
would probably require special attention in the implementation phase. 
Functionally, the bulk of the changes this concept would likely require to existing 
means of audio handling relates to signal routing. Some of the features of this 
concept might require significant modifications to the current methods, while 
others, provided the user interface is thoroughly separated from the audio pro-
cessing, should be easier to implement. However, this interface concept proposes 
a front-end, a fundamental attribute of which is to offer streamlined access to 
the capabilities that are already largely available in current audio workstations 
through complex interaction.
4.1.3 Proposal
This concept offers an alternative for the traditional mixing console-based inter-
face design. Three novel concepts differentiate this concept from the established 
paradigm:
1. Abstract process blocks allow processing and routing signals in a flexible 
manner;
2. Revealing the signal flow is possible with routing inspector, a modal 
view;
3. The interface is highly scalable.
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The first of these concepts – the process block – is the most essential, and is the core 
of the interface. Shneiderman (1998: 74–75) described “the Eight Golden Rules of 
Interface Design”, the first of which is to “Strive for consistency.” This is one of the 
principal aspects of the process block structure: the interface is built from blocks, 
which do perform different functions, but which are considered equal from the 
standpoint of the user interface. In other words, channels can consist of virtually 
any blocks in any order. 
Norman’s model of interaction describes task execution (see the section 2.3 
“Concepts of interaction and usability”). Norman (1998: 45–49) specified seven 
stages that occur when a task is performed, and divided these further into three 
aspects: forming a goal, executing an action, and evaluating the results. The pro-
cess block concept supports efficient task execution even in scenarios where the 
user is unfamiliar with the system, e.g. during the initial learning phase: the sys-
tem is based on a coherent set of elements and procedures, which allows the user 
to apply interaction patterns learned during a given task to many other tasks. 
Therefore, performing tasks on a trial-and-error basis is expected to lead to suc-
cessfully completed tasks in many cases.
The second concept – the routing inspector – offers a way to see information 
about the signal flow at a glance. In tradition mixing console views, the common 
way to inspect the “horizontal” signal flow – that is to say, routings from one 
channel to another – is to read the output names from the output or send des-
ignators. This is arguably an insufficient method to comprehend the signal flow 
structure quickly, especially when working with a complex session. As this inter-
face concept includes even more signal routing flexibilities in comparison to the 
traditional mixing console paradigm, providing a visual way to inspect the signal 
flow is crucial. 
The third concept – the scalability – is important for two specific reasons. Firstly, 
scalable interface design allows adapting the interface to different scenarios and 
specific uses – the individual process blocks can be scaled, which allows display-
ing more channels with less details as well as less channels with more details. 
Secondly, the interface concept is designed to support different input devices and 
display devices, namely traditional desktop systems and touchscreen devices of 
varying size. 
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4.1.4 Presentation
The illustrations in this Chapter are not supplementary to the concept; rather, the 
concept consists of the figures. In order to focus on the central aspects of the in-
terface, figures are utilised to demonstrate specific concepts instead of portraying 
the entire user interface in exhaustive detail. Although static figures are capable of 
illustrating only certain aspects of the interface, expandability and scalability are 
central to the proposed design. Thus, the presented techniques can be extrapolat-
ed to situations not discussed here. 
The interface structures and functions are represented as wireframes and sche-
matised mock-ups. Properties of visual style are not part of this proposal. 
Consequently, the concept has been developed in grayscale, which places empha-
sis on the proposed concepts instead of attributes of graphic design. In a concrete 
implementation or a high-fidelity prototype, the central aspects presented here 
should be accentuated with, for example, carefully selected colour values and re-
fined shapes. 
4.2 Interface structure
The process block interface concept is based on columns. A column consists of an 
array of process blocks, and the number of blocks a column can contain is unre-
stricted. The Gestalt laws of grouping (see the section 2.3 “Concepts of interaction 
and usability”) have been used as significant design tools in the development of 
the interface concept; in fact, the process block structure is essentially based on 
carefully defined groupings. 
Elements related to a single function, e.g. a destination selector and a level control 
for a signal send, are fused into entities, and these entities, the process blocks, are 
further combined into columns. The block column is the most central part of a 
channel20, i.e. an entity consisting of one or more related signal paths. The number 
of channels can be changed without restrictions. The basic structure of the block-
based mixing interface is illustrated in Figure 13.
20 See 2.1 “Terminology”.
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The basic concept of the process block is described in the subsection 4.2.1 “Process 
block-based mixing”. The subsection 4.2.2 “Signal flow” presents the fundamental 
approach to signal flow specific to the block interface.
4.2.1 Process block-based mixing
The wireframe interface structure illustrated in Figure 13 does not portray any 
signal flow elements; to initiate the signal flow, process blocks need to be added 
to the boxes. A bare minimum setup to allow signals to travel through the system 
would consist of source blocks and output blocks. New channels could also be in-
itialised with, for example, a source block, a metering block, and an output block. 
Thus far, the basic principle is quite similar to existing console-based interfac-
es, but the main difference between the console structure and the column-based 
block structure becomes evident when assessing specific channel elements. The 
Channel Channel Channel Channel Channel Channel Channel Channel
Figure 13: The fundamental process block interface structure consisting of vertical chains of blocks. The number 
of channels and the number of blocks contained in each column can be changed without restrictions.
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common processing and routing elements available in current digital audio work-
station channels offer many possibilities for processing the audio. However, the 
categorisation of these elements restricts the versatility of the mixing environ-
ment: for example, channel effects are typically pre-sends, and the user cannot 
change this behaviour. The mixing view structure presented here changes the fo-
cus from the specific processing and routing elements to generalised processes, 
which can be placed in virtually any order. Figure 14 illustrates the core element 
functions abstracted from a schematised traditional channel strip representation. 
The abstract channel elements provide the basis for the process blocks; all routing, 
processing, and monitoring chains are handled in this concept with the process 
blocks. The blocks are categorised into four categories according to their func-
tionality. However, the categorisation merely describes the primary element func-
tions, and does not restrict the signal chain positions of the elements. The core of 
the interface consists of:
1. Routing blocks (a source block, a send block, and an output block);
2. Gain blocks (a level block and a panning21 block);
3. Meter blocks (different types of meters);
4. Effect blocks (insert-like signal processors).
The mixing environment structure is not limited to just the blocks mentioned 
above, however. The process block-based structure is highly flexible, and from the 
user interface standpoint, new specialised blocks can be added with ease.
Different process blocks still benefit from different renditions. The purpose of 
some traditional channel elements, namely the group designator and the automa-
tion mode selector, is essentially to offer a means to select a value for a property 
(and to display the value). Although the aim in the process block structure is to 
allow the user to build the mixer structure from individual, detached building 
blocks, offering separate blocks for such functions would result in unnecessary 
clutter and complicated access to these properties. Moreover, these functions are 
in essence channel settings, not elements that are placed on the signal path. 
21 Panning is considered here a gain operation for the simplicity of categorisation; the basis for 
this categorisation is that panning can be thought as a simplified control for simultaneous adjust-
ment of multiple channel levels.
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Figure 14: The conversion of the essential channel strip elements into abstract stereotypes.
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Supplementary properties such as the group selectors and the automation con-
trols are grouped in the process block interface into settings elements, which are 
separated from the main block columns. Although this may seem to contradict 
the generalised block-based concept, this approach in fact allows the block col-
umns to retain their unambiguous signal flow. The block interface is illustrated in 
Figure 15 with the separate settings elements. 
Selecting a source or an output for a channel is comparable to assigning a group or 
selecting an automation mode from the standpoint of the user interface. However, 
the channel source and the channel output relate very directly to the signal path, 
and hence these functions are implemented as individual process blocks in the 
block interface.
4.2.2 Signal flow
The signal flow within a channel is very simple in the process block interface: the 
signal flows vertically, starting from the topmost block. Whereas in traditional 
channel strips certain elements, e.g. input and output selectors, commonly have 
fixed positions that do not necessarily correspond to the actual signal chain, the 
flow in the process block interface is user-definable and unambiguous: there is 
a one-to-one relation between the order of the blocks and the channel’s signal 
chain.
group
automation
blocks
labels
settings
Channel
group
Channel Channel Channel
group group group
read read read read
Figure 15: The process block interface with the settings elements. Channel settings are sepa-
rated from the main block area: the channel labels act as dividers between the block columns 
and the settings.
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Deviations from the main flow
A signal flow structure based solely on separate channels would be insufficient. 
For example, using a single reverberation device for multiple channels is often 
practical. A means to send a signal from a channel to another is therefore includ-
ed in the process block concept. 
A send block can be used to deviate the signal from the default signal path. The 
send block is basically similar to the output block, but there is one important dis-
tinction between the two. The output block is a terminal: blocks cannot be placed 
post output. The send block, on the other hand, allows signals to pass; signals can 
be, for example, processed with effects and outputted to another output post send. 
Two main aspects set the send blocks apart from the send structures of the cur-
rent digital audio workstations. Firstly, a send block can be situated in virtually 
any signal chain position, e.g. pre effects, or post the first channel effect but pre 
the second effect. Therefore, user has fine-grained control of the sent signal. 
Secondly, similar flexibility is offered in the 
receiving end: signals can be sent not only to 
the top of the receiving channel’s block col-
umn, but also to any other position. In addi-
tion, there are no specific auxiliary channels: 
any channel can be used as a target for a signal 
send. Explanatory signal paths are illustrated 
in Figure 16. 
The send blocks also enable the creation of 
feedback loops and feed-forward paths. In 
other words, signals can be sent to a destina-
tion that is contained within the same chan-
nel. In an actual implementation, however, 
providing a safeguard switch for enabling and 
disabling the feature would be essential in or-
der to prevent accidental loops. The feature 
should be disabled initially, and enabling it 
should prompt a clear confirmation dialogue. 
Channel Channel
source source
effect
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effect
panning
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output
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output
Figure 16: Signal flow in the process block interface. Signals flow within channels from top to 
bottom, and send blocks can be used freely for creating additional signal paths.
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4.3 Principal features
The most fundamental features, functions, and attributes of the process block in-
terface are described in this section. The specific ways to initiate the signal flow 
within a channel are presented in the subsection 4.3.1 “Recording and initiating 
the signal flow”. The effect handling in the process block interface is presented in 
the subsection 4.3.2 “Effect encapsulation”, and the subsection 4.3.3 “Level con-
trol and metering” discusses the aspects of controlling and observing the channel 
levels.
Resizing of the interface elements, one of the most fundamental features of the in-
terface concept, is discussed in the subsection 4.3.4 “Block resizing”. A structural 
feature to restrain the consequent effects of the flexible resizing is described in the 
subsection 4.3.5 “Pinning”. Lastly, the subsection 4.3.6 “Flow representation” pre-
sents a specific view mode that provides a visual means to inspect the signal paths. 
4.3.1 Recording and initiating the signal flow
Recording is integral to audio production, and consequently, recording cannot be 
disregarded here even though this interface concept relates primarily to mixing. 
Typical channel representations in the current mixing console views contain two 
interface element types essential to recording: the input selector and the “record 
enable” or “record arm” button which enables recording the signal from the se-
lected input to the particular track. 
In the process block interface, the two recording controls are combined into a 
single element: the source block. In essence, the functionality of the source block 
corresponds to the established way of recording in digital audio workstations. 
However, a distinction between a track and a channel is essential to the source 
block: “channels” are the main entities constituting the process block interface, 
whereas “tracks” are entities accessed through a timeline view. 
An “arm” button in the source block routes the signal from the selected input to 
the selected track, and hence enables recording the input to the track (see Figure 
17). If a track is unarmed (see Figure 18), the source block will effectively ignore 
the input, and the track contents will be used for playback. In other words, tracks 
are considered sources in the process block interface. A channel can either use the 
audio regions already on a track as an input or monitor a live input when a track 
is armed. 
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Placing a source block on a channel is optional: channels reserved for parallel ef-
fects, for instance, can omit source blocks altogether. When placed on a channel, 
the source block follows the main vertical signal flow: the source block has to 
be the topmost element of the channel, as it is the initial source for the channel. 
Within a source block, the input is displayed above the track, which reflects the 
signal flow between the two. Input monitoring could also be detached from the 
record arming for example by adding a separate “Input Monitor” button to the 
source block.
In addition to the visual signal path representation, the source block has another 
distinct advantage over the established approach: the same track can be used as 
a source for multiple channels. This enables the creation of multiple processing 
variants of the same original material without duplicates of the original track or 
signals routed with sends. Assigning different versions of an instrument for dif-
ferent sections of a work, for example, is therefore only a matter of automating 
the channel selection. Alternatively, the channels can be used simultaneously for 
parallel processing.
The flexibility offered by the source block also entails some usability challenges. 
Firstly, when a new track is created, a corresponding channel should be added 
automatically – at least as the default behaviour of the system. Requiring the user 
to create a channel manually every time a new track is added is unjustifiable. 
Secondly, the source block concept allows routing multiple different inputs to a 
single track. This could be turned into a significant feature, however: the signals 
could be summed or layered as alternatives for each other – offering a simple way 
to compare multiple microphones, for instance. 
source
input
track
arm
source
input
arm
track
Figure 17: The source block in 
“record” mode.
Figure 18: The source block in 
“playback” mode.
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4.3.2 Effect encapsulation
Inspecting the current channel strip elements reveals that while some of them – the 
level fader, for example – are quite functional, others can be improved. In particu-
lar, effect handling has room for significant improvements. Modern effect plug-
ins have demonstrated novel ways to communicate useful, readily interpretable 
information about the processed signals to the user. For example, FabFilter Pro-C 
compressor plug-in displays the signal compression as scrolling representations 
of the input signal, the output signal, and the gain reduction (FabFilter, 2013). The 
interface of Pro-C is shown in Figure 19 (FabFilter, 2013). 
The effect process blocks allow visualising the processing that occurs inside the en-
capsulated effects. Instead of displaying only the name of the effect, an effect block 
can display information about the current state of the effect. Therefore, observing 
the influence of an effect does not require opening a separate plug-in window. 
Figure 19: FabFilter Pro-C compressor plug-in displays the input signal, the output signal, and the gain reduction 
in relation to time (FabFilter, 2013). Screen captured by Petri Myllys. Used with permission of FabFilter.
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The aim is not, however, to create a completely self-contained mixing view – de-
tailed effect control is handled with separate effect windows in order to keep the 
information density in the main block interface appropriate. Explanatory process 
blocks, namely equaliser and compressor blocks, are shown in Figure 20. The 
concept of time-dependent compression visualisation is explained in Figure 21.
eq
comp comp comp
compeq eq
eq
Figure 20: Two rows of process blocks in a four-channel session. Equaliser blocks display 
miniature curves; compressor blocks display the input level and the amount of compression 
in relation to time.
eq
comp
time-independent
representation
time-dependent
representation
playhead position
Figure 21: Time-dependent compression visualisation. The information displayed in a com-
pressor block scrolls across the element according to the transport of the workstation. The 
block provides a viewport through which the signal can be inspected a small part at a time, 
resembling the way the track-based timeline views work.
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The described approach introduces a specific challenge from the technical per-
spective: the visualisations would require proprietary plug-ins, or alternatively an 
application programming interface and corresponding implementations by the 
plug-in developers. However, including basic effect devices as a bundled part of a 
digital audio workstation is common; integrating the key effect devices this way 
would allow taking advantage of the visualisations. 
The user may nevertheless want to use a certain third party plug-in which can-
not visualise its effect. This should be appreciated. In such scenarios, the process 
block element can be repurposed: blocks representing third party plug-ins can 
offer access to certain plug-in parameters without opening the plug-in window. 
This kind of an approach is used for the third party plug-in handling in Ableton 
Live (Ableton, 2013).
4.3.3 Level control and metering
The common way to display level meters in digital audio workstations is to group 
them with the level faders. This is sensible: the two elements are closely related, 
and situating the meters next to the faders results in a compact yet organised lay-
out. In the process block structure, however, the two elements are separate. On 
one hand, this allows superior flexibility, as the elements can be used individually 
in any signal chain positions. On the other hand, the flexibility creates challenges 
with regard to the element layout. 
Displaying a single, large level fader and a single meter per channel is often suf-
ficient, however. In such situations, separating the two elements and presenting 
them as individual process blocks would be inappropriate: display area would be 
consumed inefficiently, and the general usefulness of the approach could easily be 
questioned. Therefore, displaying the fader and the meter in the established way, 
side by side, is possible in the process block interface.
This approach is practical, but it also makes the signal flow representation ambig-
uous, as two blocks share the same vertical position. Besides, the flow direction 
in this situation cannot be fixed: an option to select the order of the elements 
in terms of the signal flow is necessary, as both the pre-fader metering and the 
post-fader metering modes are useful (see the section 3.4 “Metering”). 
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In the process block concept, a switch is included in between the two blocks for 
changing the flow direction. In addition to offering quick access to the option, the 
control also provides constant visual confirmation of the current pre–post mode 
status. The controls of all channels can be linked to control the metering mode 
globally. A level block and a meter block are shown side by side in Figure 22.
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Figure 22: The level block and the meter block situated side by side. The order of these ele-
ments can be controlled with a flow direction button which represents the currently selected 
direction. In essence, the control is a pre-fader–post-fader switch for the meter. The direction 
can also be changed globally for all channels.
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4.3.4 Block resizing
Different sound production tasks require distinct software functions. For ex-
ample, quick and reliable monitoring is arguably the paramount aspect during 
recording, whereas the mixing phase requires, for instance, flexible processing 
options. Moreover, different genres benefit from different features, and even the 
user preferences may vary. To meet the diverse requirements, the elements in the 
process block structure are resizable.  
Current digital audio workstation mixing console views feature some resizable 
elements, but this functionality is typically quite limited. For example, the send 
rows in Avid Pro Tools 11 can be expanded individually to display miniature level 
faders (Avid Technology, 2013e), but comparable functionality is not available for 
elements such as effects (Avid Technology, 2013c). 
Resizing the mixer horizontally, i.e. adjusting the width of the channel strips, is 
typically possible in current mixing console views. However, changing the width 
has commonly very little effect on the functionality of the strips. The recent ver-
sions of Steinberg Cubase are notable exceptions to the general rule of restricted 
resizing. MixConsole, introduced in Cubase 7, offers means to resize the mixer 
both horizontally and vertically, and in addition, certain parts of the mixer can be 
resized individually (Steinberg Media Technologies, 2013b). 
The process block interface consists of a user-determined combination of blocks. 
A block inessential in one session or situation may be of great importance in an-
other scenario. For example, during a recording session, source blocks are most 
likely crucial, and additionally, send blocks could be enlarged for easier cue22 mix-
ing (see Figure 23). When mixing, however, the effect blocks and the main level 
controls may be of greater importance (see Figure 24). To cater for different situ-
ations with distinct requirements, all process blocks can be resized. 
Although Figures 23 and 24 illustrate vertical resizing of the blocks, resizing the 
interface horizontally is also possible. This enables resizing the interface as a 
whole. Moreover, the block interface concept does not restrict the capability to 
few predetermined channel widths, which is commonly the case in the current 
digital audio workstations. Instead, the blocks can rearrange their contents ac-
cording to the available vertical and horizontal space. 
22 A specific monitor mix for the artist.
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Figure 23: A block column for a 
recording session. The focus is on 
the source block, the send block, 
the level block, and the meter 
block. The channel settings are 
minimised, and the main meter 
is in pre-fader mode.
Figure 24: A block column for 
a mixing task. The focus is on 
the effect blocks, the level block, 
and the meter block. The chan-
nel settings are minimised, and 
small-sized blocks are used for 
controlling the source and the 
reverb send. The meter is in 
post-fader mode.
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4.3.5 Pinning
Employing flexible and resizable process blocks has one specifically noteworthy 
consequence: similar elements do not reside adjacent to each other inevitably. 
For example, if the number of blocks placed pre the fader element differs from 
channel to channel, the faders are no longer vertically aligned. Similarly, using 
different-sized blocks on different channels easily leads to unwieldy results.
The problem related to adjusting the elements without any restriction is illustrat-
ed in Figure 25. The issue is, in fact, also visible in the Figures 23 and 24, if the 
two figures are considered two channels of the same session: comparing the fader 
positions or the values displayed by the level meters is practically impossible.
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Figure 25: A schematised process block structure without “pinning”. Adjusting the blocks 
without restrictions leads quickly to poor comparability across the channels.
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To offer both the flexibility of the resizable process blocks and the structural in-
tegrity of the established mixing console paradigm, a balance between the two 
extremes will have to be struck. The method proposed here is in this concept 
termed pinning. In short, specific pinned rows can be inserted; blocks that are 
placed on a particular pinned row remain vertically aligned and similar in height. 
A configuration with pinned rows is illustrated in Figure 26. 
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Figure 26: The process block interface incorporating four pinned rows. Blocks placed on a 
pinned row remain vertically aligned. The label row is pinned by default.
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The addition of process blocks between pinned blocks remains unrestricted; a 
channel can still consist of any number of process blocks. If a column appears to 
have insufficient space between two pinned rows, adding a new block or enlarg-
ing an existing one will cause blocks on all channels to move correspondingly. 
Channel labels do not require pinning: the label row is pinned by default. The 
process of adding a block between pinned rows is shown in Figure 27.
4.3.6 Flow representation
As discussed in the section 4.2 “Interface structure”, the default signal path with-
in a block column is straightforward. However, the process block interface also 
supports routing the signals in various ways. This demands sufficient methods for 
inspecting the signal flow. 
Concepts of dataflow
Properties of visual dataflow programming provide the basis for the routing 
inspector of the process block interface. The routing inspector is a modal23 view 
that allows inspecting the signal flow of the mixing session visually. The theory 
and the history of dataflow programming are not discussed here, however; these 
subjects go beyond the scope of this thesis, and the interest here is to present 
23 See 2.1 “Terminology”.
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Figure 27: Adding a process block between pinned rows. The step 1 shows the initial situa-
tion. The step 2 demonstrates the interface state during the addition of the element. The step 
3 shows the resulting configuration.
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the fundamental concept of the inspector mode. The development of dataflow 
programming languages has been covered by, e.g. Johnston, Hanna, and Millar 
(2004). 
Cycling ’74 Max (Cycling ’74, 2013a) and the open sourced Pure Data (Pd commu-
nity, 2013) are prominent examples of modern dataflow programming languages 
– or dataflow software – that are very directly related to digital audio. Max, for 
example, incorporates MSP objects designed for audio processing (Cycling ’74, 
2013a). 
Cycling ’74 (2013b) describes Max in the following way: “You can arrange boxes 
on a canvas and connect them together to create, experiment, and play.” MSP 
components and the visual dataflow programming paradigm allow the visual cre-
ation of, for example, virtual instruments and signal processing systems. The use 
of a dataflow programming software is essentially based on routing – or patching 
– the output of a box to the input of another box visually. A simple Max patch, i.e. 
a project file in Max, is shown in Figure 28 (Cycling ’74, 2013a).
Comparable routing systems are also featured in other types of audio tools, e.g. 
Buzz (Tammelin, 2013), Sensomusic Usine Hollyhock (Sensomusic, 2013), and 
Plogue Bidule (Plogue Art et Technologie, 2013). Additionally, Metric Halo audio 
interfaces incorporate a graph-based routing user interface as a part of a +DSP 
Figure 28: A patch in Cycling ’74 Max dataflow programming software (Cycling ’74, 2013a). 
Screen captured by Petri Myllys. Used with permission of Cycling ’74.
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expansion (Metric Halo, 2013). In fact, modular concepts have been used even 
in a digital audio workstation: Apple Logic Pro includes Environment, which is a 
dataflow-like view, albeit designed for MIDI routing (Apple, 2013c: 755).
The dataflow programming paradigm is, however, overly flexible for many tasks 
commonly associated with the digital audio workstations. For example, dataflow 
systems require managing the object arrangement manually, at least to some ex-
tent, which impedes the quick and easy execution of typical recording and mixing 
tasks. Moreover, adding new objects to a patch typically requires separate object 
creation and patching operations. However, the patch cable-based interfaces dis-
play the connections between the elements, which is an important distinction 
between such interfaces and the mixing console paradigm.
Routing inspector
Representing connections between multiple elements and allowing the system 
to be controlled simultaneously is not trivial. Visual dataflow programming en-
vironments demonstrate this problem: displaying the connections between the 
elements in addition to the modifiable elements themselves can quickly lead 
to unwieldy “patches” that, unless carefully managed, become very difficult to 
comprehend. 
Therefore, this approach is not used in the process block concept. Instead, the 
routings are inspected using a specific routing inspector mode. The routing in-
spector is essentially a view filter. Activating the routing inspector and selecting 
a particular block displays a routing indicator line between the selected block and 
its destination. The destination can also be changed by dragging the end point of 
the routing indicator line to a new location. Deactivating the routing inspector 
hides the routing indicator line, and therefore prevents it from concealing the 
basic block interface. 
The process block interface is illustrated with the routing inspector activated in 
Figure 29, and Figure 30 illustrates the same interface configuration with the rout-
ing inspector disabled. Scenarios in which this mode is practical include situ-
ations where information about the exact destination of, for example, a send is 
required. As only the connection from the selected element is shown, the amount 
of information displayed remains reasonable.
88
eq
eq
eq eq amp
Channel 2 Channel 3 Dly fx amp sub
comp
dist comp
multband
eq
track 1
10020∞
send rev
Channel 1
pan
level meter
output
sub
output
sub
output
sub
output
sub
output
sub
output
sub
output
master
clean
87
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
55 52
pan
58 60
pan
12 22
pan
90 90
51 % 62 %
pan
100
treble pres
on
bypass
57 %
- 7.2 - 6.4- 2.1
45 %
drive bass
45 %
vol
cabinet
microphone
100
pan
20
- 1.2 - 1.8
s m
10020∞
send rev
10020∞
send rev
10020∞
send dly
source
track 2
source
track 3
source
track 4
source
level meter
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 3.0 - 4.9
s m
level meter
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 6.5
s m
level meter
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 0.8 - 1.2
s m
level meter
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 0.8 - 1.2
s m
level meter
0
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 5.5 - 2.2
s m
level meter
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 5.1 - 10.2
s m
comp delay
10020∞
level
10020∞
level
meter
0
rev
rev
output
master
room
58 % 75 %
early late
55 ms 80 %
pre-dly size
45 % 3 s
100 %
damp decay
mix
pan
100 100
10
5
0
5
10
15
20
30
60
∞
level meter
0
5
10
10
5
15
20
30
50
40
  0.0 - 19.6
s m
7.5 ms
l time
13.8 ms
r time
0 %
feedbck
42 %
mix
dist
eq
master
comp
lim
output
out
pan
100 100
pan
100 100
level meter
0
0
5
10
10
5
15
20
30
50
40
10
5
0
5
10
15
20
30
60
∞
- 5.5 - 2.2
s m
10020∞
level
meter
sync
Hz note
autopan
1.05 Hz 190 °
rate phase
57 %
amount
- 6.2
Figure 29: Routing inspector in use. The send block on the CHANNEL  3 is selected, and a 
routing indicator line from the send block to its destination, the top of the REV channel, is 
displayed.
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Figure 30: Routing inspector disabled. No connection lines are displayed, and therefore, the 
main block structure is in focus.
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4.4 Interaction
The primary aim of this proposal is to offer a conceptual description of a mod-
ernised mixing interface – one that can be used with a wide array of present-day 
computers. The fundamental concepts of the interface have been designed to 
work across multiple devices, namely desktop computers and touchscreen de-
vices. Discussion of high-level interaction is therefore mainly omitted from this 
proposal, and this section provides only a brief discussion of the most essential 
interaction methods.
The process block interface has five principal actions: (1) adding a process block, 
(2) removing a process block, (3) moving a process block, (4) adjusting the size 
of a process block, and (5) adjusting the width of a channel. The bulk of the tasks 
related to configuring the mixer can be handled with these five actions. 
Process blocks can be added to the block column area either via a contextual menu 
or using a drag and drop method to “grab” the blocks from the block browser pane. 
If a block is dragged between two adjacent existing blocks, the block column is 
automatically rearranged. The block browser pane is illustrated in Figure 31.
Figure 31: The block browser pane beside the main block area.
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Using mouse-based interaction, clicking certain parts of the interface with the 
secondary mouse button shows a contextual menu, i.e. a list of possible key ac-
tions that relate to the clicked object or area. Touch-based interaction provides 
similar capabilities, but instead of clicking, the contextual menu can be accessed 
with a press and hold gesture – that is, by touching the screen with a finger and 
holding the finger stationary for a moment. The contextual menu for empty col-
umn area is shown in Figure 32. Alternatively, blocks can be added from the main 
menu24. 
A process block can be removed via the corresponding contextual menu or by trig-
gering a remove block action for the selected block from the main menu. Multiple 
blocks can be selected and therefore deleted simultaneously. An implementation 
of the process block interface should offer comprehensive reversal features for all 
action – that is to say, an undo action should be available at all times. 
Process blocks can be moved easily with drag and drop gestures. A process block 
can be resized by dragging its horizontal boundaries. Similarly, the width of a 
channel is adjustable by dragging the side boundaries. Mouse-based interaction 
allows instant dragging, whereas with touchscreen devices a modal approach is 
necessary in order to avoid overriding the established scrolling gestures. 
24 Main menus are operating system-dependent.
Figure 32: The contextual menu for empty block column area.
Channel
output
main
main
meter
0
source
level
10020∞
panning
80
undo
redo
add a block
collapse blocks
92
4.5 Addressing different devices
Several popular computing device types exist today, and the number of distinct 
computers may still increase in the future. For example, whereas tablet computers 
were novel devices in mainstream personal computing a few years ago, they are 
ubiquitous in everyday computing now. Today, “convertible” computers, i.e. hy-
brid laptop–tablet computers with hinge mechanisms or detachable keyboards, 
are now considered novel.
Personal computing is therefore in a state of flux. This creates an unavoidable 
challenge many modern software user interfaces need to address, provided the 
application is not meant to target only a very specific device segment. 
Transferring the established audio production workflow to the computer-based 
system was a major ambition in the development of the original computer-based 
digital audio workstations. Today, the design process has to take the increasing 
number of distinct devices into account. Moreover, new tasks arise out of chang-
es in music production and genres. These circumstances result in an increasing 
number of task–device combinations, a situation that is portrayed in Figure 33. 
The growing number of task–device relations described in Figure 33 requires 
measures to simplify the design process and prevent the result from becoming 
vague. Using the relations shown in Figure 33 as a road map for an actual design 
would result in a very complex design process; moreover, maintenance of the soft-
ware would become extremely challenging. In reality, such approach would be 
absurd, as different devices are used in different situations; some device types, 
origin new devices new tasks
devices tasks devices tasks devices tasks
Figure 33: New device types and changes in music production result in an increasing number 
of task–device relations. 
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e.g. tablets, are often used casually, and apps that are functionally simplified may 
therefore be preferred. 
Consequently, concrete task–device relations do not correspond with the dia-
gram shown in Figure 33. Offering every application for every device type is not 
practical, let alone necessary. Instead, popular mobile apps, for example, are often 
lightweight versions of their traditional desktop counterparts, or offer function-
ality that is in close relation to mobility or touch. However, whereas designing for 
a specific target may be sensible at this particular moment, especially the future 
of the desktop computer – operated with a mouse and a keyboard – is uncertain. 
As discussed in the sections 2.2 “Brief review of the technological basis” and 3.5 
“Attributes of touchscreen devices”, touch is now a ubiquitous input method. The 
traditional combination of a mouse and a keyboard is still nevertheless widely 
used. Additionally, the displays of both traditional desktop computers and mod-
ern touchscreen devices vary greatly in size, quality, and pixel density. Designing 
completely separate user interfaces for several devices is inefficient, but a single, 
rigid interface cannot cater for the specific needs of distinct device types. Hence, 
the process block structure is adaptable to changing circumstances.
The concepts presented thus far in this Chapter allow the interface to be adjusted 
to meet the various needs of modern-day music production. The user can choose 
to display extended parameters and visualisations for certain important elements, 
while other, non-essential elements are collapsed (see the section 4.3 “Principal 
features”). Alternatively, such resizing could happen automatically according to 
the display device; small-sized devices could minimize the blocks automatically, 
for instance. These features make targeting multiple different device types feasi-
ble, but furthering such support also requires the means to adjust the size of the 
elements without making changes to the displayed contents.
Flexible layout
Only a few years ago, the display size was a reasonable indicator of the display’s 
pixel dimensions. However, modern display devices offer increasingly high pixel 
densities. There are many examples of smart phones with approximately 5” dis-
plays with pixel dimensions of 1920 × 1080 (HTC, 2013; LG Electronics, 2013; 
Samsung Electronics, 2013; Sony Mobile Communications, 2013). Similarly, larger 
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display panels, such as the ones in tablets and laptop computers, are also incorpo-
rating dense pixel grids (Apple, 2013f; Apple, 2013g; Google, 2013c). 
Creating a single user interface that supports input devices of varying accuracy 
is challenging. As discussed in the section 3.5 “Attributes of touchscreen devices”, 
touch-based graphical user interfaces need to take into account the size of the fin-
gertip. Moreover, whereas mouse-based interaction has a constant-sized pointer, 
fingertips vary greatly in size. Touch, as an input method, inevitably results in 
interface design challenges, e.g. in a question of how to make sure the user is able 
to hit the correct target from a group of adjacent elements reliably. 
The problem of touch target size has generated some research interest. Bi and 
Zhai (2013) proposed “Bayesian Touch Criterion”, a statistical finger touch target 
selection criteria. Jain (2013) described a virtual fingertip library which could be 
used to simulate different fingertip sizes to help users overcome the limitations of 
the size of their own fingertips when using touchscreen devices. 
Such solutions are not, however, appropriate for cases where the interface is also 
used with a mouse. Although touch-oriented interface elements can certainly be 
hit with a mouse, the interface likely includes an excess of white space or has 
unnecessarily large interface elements for mouse-based use; this leads to poor 
information density for complex applications, such as digital audio workstations. 
A solution to cater for both mouse-based interaction and touchscreen interac-
tion is to make the interface adjustable. This principle is used in, for example, 
Microsoft Word 2013, in which the user can choose either the Mouse mode with 
tighter interface element layout or the Touch mode with more space between the 
elements (Microsoft, 2013f). 
Concepts from the field of visual arts can be used as tools for designing such in-
terfaces. In drawing, essential compositional components include positive shapes, 
negative spaces, and the format (Edwards, 2008: 120). These three components 
are important also in graphical user interface design, where – at least for now – 
the interfaces must reside within the area dictated by the display device, i.e. the 
format. 
A typical graphical user interface consists of the user interface elements, i.e. the 
positive shapes, and the background areas, in other words, the negative spac-
es. When graphical user interfaces are discussed, the positive forms often get 
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significant attention. However, the negative space, a concept often referred to as 
white space in design, is central to scalability. 
The concept of negative space is used in the process block interface to support 
distinct computing devices. The controls and other elements inside the process 
blocks are enlarged, and the process blocks themselves have extra padding when 
the interface is used with a touch-based input device. When the interface is used 
with a traditional desktop computer, the layout is tighter. The touch configuration 
of the interface concept is shown in Figure 34, and the corresponding mouse con-
figuration in Figure 35. 
Figure 34: The process block interface in 
touch configuration.
Figure 35: The process block interface in 
mouse configuration.
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The usability of the concept can be improved further by making the interface 
adapt to the input device automatically. Moreover, this design is not limited to 
only the two configurations presented here; on the contrary, the design can be 
adjusted to support different user–device–task-combinations with ease.
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5
5 Conclusions
This thesis has been concerned with whether the current, established user inter-
face paradigms in digital audio workstations are still optimal from the standpoint 
of the present day. The background of these paradigms was discussed in Chapter 
2 “Underlying concepts of modern audio workstations and user interfaces”, the 
paradigms were defined and examined in Chapter 3 “Examination of established 
user interface paradigms”, and methods to modernise the mixing paradigm were 
proposed in Chapter 4 “Processing with blocks – an interface concept for mixing”. 
In this Chapter, the results of this thesis are discussed. The initial steps of the 
concept development are outlined in the section 5.1 “Conceptual development of 
the interface”. The conclusions of this thesis are presented and reflected on in the 
section 5.2 “Outcomes and reflection”. An outlook for the future is sketched in the 
section 5.3 “Future research and development”. 
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5.1 Conceptual development of the interface
The process of developing the interface concept presented in Chapter 4 consisted 
of many small steps – and a few larger leaps; in general, the design process was 
highly iterative. The core principles – flexible signal paths, improved visualisation, 
scalability, and conceptual future-proofing – remained fixed during the develop-
ment of the concept, but the interface structure went through multiple renditions. 
The creation of multiple distinct versions of the interface provided valuable infor-
mation about the relationships between different key properties, e.g. between the 
clarity of the signal flow representation and the versatility of the routing system. 
Observing the problems that occurred when certain aspects were emphasised was 
vital to balance the core properties. For example, one of the initial versions of 
the interface (see Figure 36) offered very flexible routing possibilities, extensive 
zooming capabilities, a means to handle parallel processing chains within chan-
nels, and visual groupings based on the Gestalt laws of grouping. On the other 
hand, it risked certain central facets of usability such as learnability and efficiency.
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Figure 36: An early interface version. This version focused on the signal flow, groupings, and the 
visual representation of the summation hierarchy.
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The initial conceptual development phase was based on rapid iterations, and 
therefore only the most prominent usability issues were considered. These design 
problems were then used for the formulation of the next, improved design iter-
ation. At the beginning, concepts that would thoroughly break the convention 
of vertical strip-based mixing were investigated. However, these designs, e.g. the 
interface illustrated in Figure 36, ended up being overly complicated in terms of 
prospective use cases. In other words, the initial approach resulted in complex 
designs that, while they featured ample functionality and novel representations of 
the signal paths, additionally impaired basic functionality such as channel level 
adjustments.
A simpler approach was therefore selected for the next iterations. The flexible 
routing system was kept intact within individual channels, but it was combined 
with the established strip-based channel concept. The primary intention in these 
iterations was that the signal path between the channel’s input and the channel’s 
output should be evident, although the flow from a channel to another was no 
longer visible. This concept was prototyped with an interface based on signal path 
“threads” that allowed signal processing elements to be placed in any order be-
tween the source and the output (see Figure 37). 
Figure 37: A simplified interface approach that combined the flexible signal paths from the 
initial prototype with the established concept of strip-based channel entities.
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Means to represent the effects of the processing elements visually were explored in 
the next iterations; this capability was viewed as another marked improvement on 
the established mixing console paradigm. A study for the visual representations 
is shown in Figure 38. These interface versions demonstrated that the elements 
should be resizable: visualising every process permanently with a static-sized el-
ement seemed to result in excessive interface clutter and reduced effectiveness – 
considering the aim was to provide improved at-a-glance information. 
At this point, the design still faced a severe issue: the concept offered great flexi-
bility of element order and size, but making use of this freedom led to disorderly 
layouts. The final step in the conceptual development was thus to create a struc-
ture that would support the flexible aspects of the earlier prototypes on one hand 
and give the interface some rigidity on the other. The result was the column-based 
process block structure proposed in Chapter 4, offering means to combine the 
newly designed flexible interface with the solid arrangement central to the estab-
lished mixing console paradigm. 
The interface versions discussed here revolve around vertical signal paths, but 
concepts utilising horizontal flow were also experimented with. In fact, the final 
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Figure 38: Visual representations of the audio processing that occurs within channels.
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process block structure could be rotated to support left-to-right paths – or right-
to-left, for that matter – instead of the top-to-bottom flow. The decision to se-
lect the vertical flow was based on conventions: if necessary, the block interface 
can simulate the traditional console paradigm quite thoroughly, which provides 
familiarity. 
5.2 Outcomes and reflection
Vast technological changes have taken place since the initial computer-based dig-
ital audio workstation systems were developed, yet some of the most fundamental 
interfacing paradigms have remained mostly unaltered. A thorough examination 
of these interface paradigms, including their background, formed an essential 
part of this thesis. This examination provided a solid foundation for the other 
main topic of this thesis: the development of the modernised, block-based user 
interface concept for mixing in digital audio workstations.
Inspecting the user interfaces of multiple prominent digital audio workstations 
was central to the formulation of the paradigm abstractions, and studying relevant 
previous research and looking at modern technology closely formed a framework 
by which to evaluate the abstractions. The track-oriented timeline paradigm and 
the mixing console-based paradigm, two distinct structural interface paradigms, 
were identified in the examination presented in Chapter 3 “Examination of estab-
lished user interface paradigms”. The findings correspond to what has been found 
in a previous study: Duignan (2008: 59) stated that Digidesign25 Pro Tools, Apple 
Logic, and Steinberg Cubase are all based on the “ubiquitous multitrack-mixer 
metaphor”. 
The basis for the established paradigms was inspected in Chapter 2 “Underlying 
concepts of modern audio workstations and user interfaces”, and three distinct 
hardware precursors of the digital audio workstations were identified: the se-
quencer, the multitrack recorder, and the analogue mixing console. As discussed 
in Chapter 2, this background demystifies the current interface structure: the de-
velopment of the digital audio workstations and the specialised audio production 
devices were closely intertwined. 
25 Avid acquired Digidesign already in 1995 (Avid Technology, 2013a), but the brand was re-
named later.
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The process block-based interface concept, discussed in Chapter 4 “Processing 
with blocks – an interface concept for mixing”, was proposed as a means to mod-
ernise the traditional console-based mixing interface. The term process was a cor-
nerstone of the interface proposal. This term was used in the concept to refer to 
an abstract mixing operation, e.g. using an effect plug-in, sending a signal from 
one channel to another, and adjusting the level of a channel. 
The interface concept incorporated features unavailable in the established para-
digms, for example, the possibility to arrange the signal chain elements without 
restraints. The result was an interface structure that allows the user to make mix-
ing-related decisions more freely in comparison to traditional digital audio work-
stations, and in addition, the block-based interface concept supports personal 
computing devices other than desktop computers. 
The traditional, rigid mixing console-based structure is therefore not the only 
way to approach the mixing paradigm in a digital audio workstation, as the pro-
cess block concept demonstrated. An interface that is both flexible and compati-
ble with the established music production procedures is achievable by discarding 
some of the most prominent currently used interface metaphors.
Level metering was in this text considered a significant paradigm in itself, although 
meter elements are typically included in the fundamental structural paradigms. 
Current meter designs proved to be somewhat conflicting: traditional interface 
elements are used for representing a dynamic range which, in current digital au-
dio workstation systems, is immensely large. Moreover, from the perspective of 
user interface design, metering is governed by the rigid interface structure, which 
poses restrictions on the size and placement of the meter elements.
A heuristic approach was applied to the user interface examination, which inev-
itably introduced a certain amount of subjectiveness. Ascribable to the author’s 
background, this thesis contained an implicit viewpoint: that of an active user 
of the digital audio workstation systems. Evaluating the success of the interface 
concept is nevertheless challenging, as although specific advantages over the tra-
ditional paradigms were demonstrated, usability testing involving a number of 
users from the targeted user group would be required to draw any definite conclu-
sions. The recent technological advancements give nonetheless confidence that 
the interface paradigms in digital audio workstations need to be modernised, as 
this thesis proposed. 
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5.3 Future research and development
The block-based interface structure was presented as a conceptual prototype, and 
although the discussion leaned on the possibilities offered by the present-day 
devices, the aim was to frame an abstract version of the interface concept. The 
implicit idea in the block-based structure was to provide for new forms of hu-
man–computer interaction in addition to current desktop computers and touch-
based devices. In the future, supporting a wide array of different input and output 
methods might be an integral part of user interface design. Norman and Wadia 
(2013: sec. 2, para. 1) have discussed such prospects of interaction design:
“Today, we talk of the “interface” between people and products with the 
assumption that it is a physical presence, a panel or otherwise visible struc-
ture with which people interact. In fact, calling something a “touch” or 
“multi-touch” interface implies a physical structure that is intended to be 
touched. However, as we move forward, the options expand beyond mere 
physical touch. We might allow interaction at any location on a device, or 
even without touching. The new design considerations must apply to inter-
face inputs that use touch or not (touchless) with outputs that can involve 
any medium or sensory modality.” 
On a concrete level, some design decisions were made on the basis of assertions. 
For example, a vertical channel structure was used instead of horizontal channels 
to offer compatibility with the established mixing console paradigm. The asser-
tion was that the familiarity achieved with this decision improves the usability 
of the interface concept, but this approach could be challenged. Weighing the 
vertical channel structure against a horizontal one methodologically would pre-
sumably provide useful information about the differences between the two, and 
could open up significant possibilities to refresh the established paradigms yet 
more thoroughly. The current track-based timeline views are based on horizon-
tal tracks; using a horizontal channel structure in the mixing view would enable 
linking the two views. Inspecting this topic could even lead to insights on whether 
two separate views are necessary.
Different methods could be used for the further development of the interface 
concept. As the interface prototype proposed in this thesis was fundamentally 
conceptual, creation of concrete and operable renditions seems a logical next step. 
However, the degree of fidelity used for the next interface prototypes should be 
considered, as it likely affects the nature of the process considerably.
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Developing a high-fidelity prototype – that is to say, a rendition that would rep-
resent the actual interface, including its interaction-related aspects – would take 
significantly more time and effort in comparison to low-fidelity methods. Low-
fidelity prototyping, e.g. paper prototypes, would likely provide useful informa-
tion about the usability of the proposed structure, and this information would 
be available promptly. The use of low-fidelity prototyping would therefore allow 
making changes to the interface iteratively, as the prototyping cycle could be kept 
short. However, development of a high-fidelity version should follow this phase; 
this is essential for evaluating the aspects of the interaction design.
A usability testing session – or possibly multiple such sessions – should be car-
ried out in any case. In the field of usability research, the distinction between the 
designer and the user is often emphasised: the feedback from the target audience 
should not be belittled. Even the deepest insights of a single person are incapable 
of replacing the information provided by a group of target users. Therefore, a 
well-documented testing session carried out by a group of evaluators would be 
essential for further development of the interface concept.
The process block structure was designed to be a highly expandable environment 
in general, but one concept above all was intended for extensive future develop-
ment: the effect block. The process block interface utilises highly scalable design, 
and the ability to zoom in could be intensified so that the actual contents of effect 
blocks become visible. Proprietary effect blocks consisting of individual compo-
nents could be included, and these components could be used for creating a wide 
array of different blocks. In other words, the block structure could act as a mod-
ular system with the ability to encapsulate specific combinations of components 
in process blocks. 
The track-based timeline view was recognised as a seminal interface paradigm 
in this thesis. However, the track view was not part of the interface concept, as 
the inclusion of a subject of such magnitude would have resulted in a lengthy 
discussion – which would have gone beyond the scope of this thesis. The track 
environment has nevertheless remained quite static, and therefore, refreshing the 
track-based timeline paradigm could provide fruitful results.
The process block-based mixing interface proposed in this thesis was in fact de-
signed to support a redesigned source view – that is to say, a modernised track 
view. This is one of the primary reason why the traditional channel input field was 
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replaced with the more flexible source block. A modern track view could offer, for 
example, means to tag regions, and the tags could be used for linking the regions 
to specific channels in the block view. Therefore, although a source can be a tradi-
tional track, it can also be something drastically different. 
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