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Summary 
This thesis presents a subset of the author’s published works, and describes the impact his work has 
had on ocean forecasting systems. This impact can be broadly divided into two themes, the 
underpinning development of ocean forecasting models and the implementation, tuning and 
evaluation of those models to ensure they provide skilful products, with value to users. The systems 
described in this dissertation are recognised as amongst the best available, and are being used by 
commercial operators, military decisions makers and governmental organisations, as well as 
research users. They also form the basis on which future systems will be developed, meeting the 
challenges and addressing the priorities discussed in the thesis. The author expects to have a 
substantive impact on driving the research agenda in these areas over the coming years. 
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1. Introduction 
Operational ocean forecasting and monitoring services provide information to marine users in 
support of the safety of life at sea convention (SOLAS, 1974), marine security, commercial 
operations, marine operations’ licensing, marine environmental monitoring and numerical weather 
prediction. These services are based on the use of models to complement and incorporate marine 
observations, which cannot be used alone. Given that predicting or monitoring the marine 
environment is inherently difficult, for a range of reasons discussed later in this work, there is a need 
for active and high quality research activities to underpin these services. 
Early operational forecasts were implemented to respond to catastrophic surge events, such as the 
1953 storm that resulted in a surge event killing several hundred people in the UK (Baxter, 2005). 
Surge forecasting services were subsequently implemented at the Met Office, and are a factor in 
ensuring that subsequent storms of comparable magnitude have not had the same catastrophic 
impact (Lewis, 2015). Wave models have been run operationally, also for a number of decades, and 
are used to forecast the sea state for mariners and commercial operators. They are also used in 
combination with surge modelling to forecast coastal flooding, providing a well established basis for 
predicting and monitoring extreme weather events (see e.g. Slingo et al., 2014).  
More recently ocean forecast and monitoring services have expanded from solving essentially two-
dimensional wave equations to include the fully three-dimensional state (hydrodynamics) of the 
ocean. This was primarily driven initially by the Royal Navy, with their requirement to understand 
the depth resolved currents (for diver operations, mine hunting and vessel operations) and the 
depth varying density (for submarine operations and detection). A number of other users have since 
become reliant on ocean analysis and forecast services, including seasonal forecasting (which relies 
on daily high quality ocean state analyses for initialisation of their forecasts), oil and gas and 
renewable industries, and search and rescue operations. 
Complementing the physical forecasting of waves, surges and hydrodynamics, the capability to 
monitor and forecast the marine lower trophic levels and biogeochemistry is increasingly being 
required. The capability to model marine biogeochemistry in an operational context was originally 
developed to provide subsurface visibility for military purposes, but is increasingly being driven by 
the legislative and licensing requirements to maintain healthy marine environments, including most 
importantly the requirements in Europe to monitor in support of the Marine Strategy Framework 
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Directive (MSFD). The poor skill in biogeochemistry models is a concern for providers of marine 
environmental information and is a major priority area for research. 
The Ocean Forecasting R&D (OFR&D) department, which is led by the author, has a team of 
approximately 35 scientists responsible for developing and supporting the above capabilities, and 
has an international scientific profile.  There are several research elements that are required to 
develop a world-leading forecasting capability;  
 models processes and parameterisations; 
 observational datasets collection, quality assurance and error characterisation 
 data assimilation methodologies 
 forecast skill verification and communication 
All of the above are significant areas of research which are undertaken in OFR&D, in collaboration 
with national and international partners. Significant advances are being continuously being made in 
all these areas, and as the growth in computing power allows increasingly complex, high-resolution 
modelling systems to be developed significant advances (and challenges) can be expected for the 
foreseeable future. 
The author’s primary area of expertise is in developing and improving upon shelf seas models used 
for operational ocean forecasting (i.e. the first of the above research elements). His early career was 
as an ocean modeller at Plymouth Marine Laboratory, developing coastal-scale hydrodynamic 
models coupled to a biogeochemistry model. He then continued developing expertise in marine 
modelling with his work on shelf seas hydrodynamics and biogeochemistry at the Met Office, with 
the focus on producing skilful forecasts from these systems. He has led teams working on the 
science of ocean prediction, including data assimilation at one stage, on domains ranging from shelf 
to global scale, but predominantly focusing on modelling of the European North-West Shelf using 
NEMO. 
This dissertation will demonstrate the author has contributed substantially to ocean modelling and 
its use in the operational context. He was responsible for developing the world’s first operational 
short-range marine biogeochemistry forecast, developed for the Royal Navy and since used 
extensively for monitoring the health of the marine environment. He has since led the Met Office 
and joint Met Office/NERC ocean model development programmes for a number of years. The 
ordering of the chapters is thematic, rather than chronological, and starts with the author’s 
contribution to underpinning science for the ocean and biogeochemistry models (Chapter 2), follows 
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with the contributions to developing and evaluating forecast systems (Chapters 3 and 4). The work 
finishes with a look at the priorities and challenges for science developments in ocean forecasting 
(Chapter 5). 
 
A schematic of an ocean model highlighting the important elements of the system, and   processes 
that must be well represented or parameterised to ensure ocean forecasts are skilful. 
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2. Forecast model development 
Shelf seas are shallow regions bounded by the shelf slope, exchanges across which dictate the 
interaction with the deep ocean. Being shallow, interaction with the seabed is important, not least 
due to the impact friction has upon the flows in these regions. Models for shelf seas forecasting tend 
to be similar in their fundamentals, with the vast majority being finite difference models solving the 
Navier-Stokes equations for motion, simplified by applying the Boussinesq, incompressibility, and 
hydrostatic approximations. Density is calculated using an equation of state, which links the active 
tracers (temperature and salinity) and the fluid dynamics. Scales at which the shelf seas are 
modelled are of the order kilometres in the horizontal and tens of metres in the vertical, motivating 
scale separation between the horizontal and vertical solutions. Vertical turbulent motions are 
approximated by turbulent closure schemes, and horizontal sub-grid scale turbulent motions 
(mesoscale and/or submesoscale features) and the associated energy cascades are it not resolved 
and therefore require the use of laplacian and/or bilaplacian diffusion operators. For the sake of 
computational efficiency these models also separate the barotropic motions associated with the fast 
moving tides and (slower) baroclinic motions. Given the importance of the seabed interactions for 
the shelf seas dynamics the choice of vertical coordinate is predominantly terrain-following, allowing 
both good resolution of the near-bed waters and proper representation of the bottom kinematic 
boundary condition (which requires the model coordinate to lie parallel to the seabed). Despite the 
use of terrain-following coordinates, the models do not fully resolve the bottom log layer, and so the 
effects of friction on the horizontal momentum are parameterised by a (generally) quadratic 
function of the near bed velocities scaled by a drag coefficient. 
2.1. The vertical coordinate 
Hydrodynamic forecast models have historically been developed in separate communities that can 
broadly divided into three groups; the coastal, the shelf seas and the basin/global scale. The coastal 
community tends to use finite element or finite volume solutions that are well suited to low aspect-
ratio problems (for example using TELEMAC, Galland et al., 1991) where the separation of horizontal 
and vertical scales is not required or desirable. The shelf seas and basin/global scale modelling 
communities tend both to work in finite difference modelling frameworks, and have scale separated 
solutions in the horizontal and vertical dimensions. Even so, shelf seas and deep ocean systems have 
developed different solutions, albeit increasingly in the same modelling framework, due both to the 
differing science problems and the differing communities they serve (predominantly the coupled 
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ocean-atmosphere modelling of climate prediction and seasonally forecasting at the global scale, 
and short-range ocean forecasting and reanalysis/hindcast at the shelf scale). This is the case for the 
discretisation of the grid in the vertical. Shelf seas systems require a vertical discretisation that 
resolves the bottom topography, whilst numerically satisfying the bottom kinematic boundary 
condition, to ensure topographic steering and the friction effects of the sea bed are well 
represented. A terrain-following coordinate is therefore the most commonly used approach. This is 
less important in global scale applications, where resolving the surface exchanges and the cross-
pycnocline fluxes are a higher priority. Resolving the surface mixed layer and minimising spurious 
numerical diffusion is thus a key consideration. This has led to the domination of geopotential 
and/or isopycnic models to solve basin and global scale modelling requirements. 
This separation of the global and shelf seas is increasingly being challenged (e.g. Holt et al., 2013), 
primarily because global models are now approaching the resolution that allows (albeit crudely) the 
shelves to be represented. This raises the prospect of being able to upscale from the shelf to the 
basin scale and vice versa. This requires that shelf seas are adequately represented both in terms of 
resolution (horizontal and vertical) and numerics in global models. If this is to be done in a single 
domain (other options exist, for example by using two-way nesting techniques) then a prerequisite is 
to have both horizontal and vertical grids defined in such a way as to meet the requirements of both 
the deep and shelf waters. In other words, geopotential vertical coordinates across the whole 
domain is not the ideal solution. 
Additionally, there is a growing interest in high-resolution regional (i.e. shelf seas) scale air-wave-
ocean coupled systems both for coupled Numerical Weather Prediction (NWP) and for ocean 
forecasting (for more details, see Section 5.2). The use of traditional (even stretched) terrain 
following coordinates leads to significant differences in the surface grid box depth within a model 
domain, resulting in the imprinting of the bathymetry upon the air-sea fluxes. This is clearly 
unsatisfactory both scientifically and with respect to provision of model based services, and is 
particularly a problem in coupled modelling systems where the ocean/atmosphere components 
remain free to evolve without the constraint of a prescribed atmosphere/ocean boundary condition. 
The research described in Paper R-1-I was undertaken to satisfy this need to have a more flexible 
vertical coordinate for both global models representing shelf-seas and to improve the 
representation of air-sea exchange in shelf seas models, with an eye on the developing regional 
coupled systems. Geopotential coordinates are normally defined in real space (i.e. in units of 
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distance from a reference point) but can be defined in computational space (i.e. dimensionless units 
from a reference point). This opens up the possibility to define a geopotential set of levels within a 
stretched terrain-following framework, and hence combine the benefits of both geopotential and 
terrain-following coordinate systems. Paper R-1-I provides a function for discretising the vertical 
coordinate in ocean models that is designed to allow the user to define a fixed surface resolution, as 
one can in geopotential coordinate models, whilst retaining the benefits of terrain-following 
coordinates. This formulation has been termed the γ-stretching function and provides a solution that 
keeps the numerics of the terrain-following system at the seabed whilst allowing the coordinate to 
remain relatively flat in the surface waters. Options such as that of Shapiro et al. (2013) hybridize the 
terrain-following and geopotential methods and go some way to solving the problem, but often at a 
cost; for example the S-upon-Z has a staircase bathymetry over a large part of the domain and 
therefore does not represent seabed numerics well, and also has a large number of inactive vertical 
cells in the shallower waters, making it computationally inefficient. 
The early part of R-1-I describes the theoretical framework of the method. Following this a series of 
steps that are required to effectively implement the coordinate are described, and a seamount test 
case based upon that published in Beckmann and Haidvogel (1993) is used to investigate the impact 
upon the model numerics. This shows the new stretching to have improved slope and hydrostatic 
consistency parameters compared with the frequently used scheme of Song and Haidvogel (1994). 
As would therefore be expected the stretching results in reduced horizontal pressure gradient (HPG) 
errors in the test case. 
Moving to realistic configurations, the paper describes the implementation for a model for the 
European North-West Shelf, the Forecasting Ocean Assimilation Model (FOAM) Atlantic Margin 
Model (AMM7). Slope currents are particularly important in the European North-West Shelf, given 
their role in controlling exchanges between the shelf and open ocean (Huthnance et al., 2009). Shelf 
slope processes are particularly complex, and our modelling of them is further hampered by the 
prevalence of horizontal pressure gradient (HPG) errors in terrain-following coordinate models. HPG 
errors are minimised when the model coordinate surface is aligned with the isopycnal surface. The 
paper shows that an important side benefit of using the γ-stretching function is a flattening of the 
model surfaces over the slope and hence a significant reduction in HPG errors. The benefits of a 
constant and shallow box for air–sea exchange are also demonstrated in the paper, with the new 
setup giving enhanced diurnal ranges and shallower mixed layer depths, all key to improving the 
near-surface properties of the forecasts using the model. 
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This coordinate is now accepted as the standard terrain-following coordinate in NEMO, and is used 
by default by shelf seas modellers using NEMO. The so called CO5 version of the AMM7 (O’Dea et 
al., in prep) uses the vertical discretisation described in this paper, and hence this work has had a 
direct impact upon services, amongst others, to the Royal Navy and the Copernicus Marine 
Environmental Monitoring Services. 
2.2. Modelling ocean physical-biological interactions 
As discussed in the introduction, shelf seas forecasting services are expected to include a marine 
biogeochemistry component coupled to the hydrodynamic forcing. This allows the monitoring of 
ecosystem health and allows the UK to meet our international obligations under the Oslo Paris 
Convention (OSPAR, 2010). It also allows a response to legislation such as the Marine Strategy 
Framework Directive (MSFD) and Water Framework Directive (WFD). Early work by government to 
respond to MSFD includes model based outputs developed by the author (e.g. Defra, 2010). It also 
allows predictions of underwater visibility for marine (including Naval) operations, as well as 
forecasts of eutrophication and algae blooms for commercial aquaculture ventures. This coupling of 
the hydrodynamic forecasts with the biogeochemistry models provides a critical test of the hard-to-
validate advective and diffusive flux terms from the hydrodynamic models, and can prove helpful in 
highlighting their deficiencies. 
Physical control upon biological function can be considered on two scales. On the turbulent scale 
physical motions influence individual plankton through, for example, turbulent control upon the 
availability of nutrients in the immediate vicinity of individual organisms (e.g. Peters et al., 2006) or 
the rate of contact between organisms and its influence upon predation rates . These scales are too 
small for ocean models to resolve and hence including the affects of the turbulence upon plankton 
processes is the domain of the biological model parameterisations. Mixing processes are also 
important at the grid scale and larger (order metres in the vertical for most ocean models), and at 
larger scales changes to the general circulation patterns can influence the biota (Lévy et al., 2012). It 
is also worth noting that the presence of biota has an impact upon the physical properties of 
seawater through shading (and hence an impact upon the downwelling radiation) and the effect of 
plankton upon viscosity (e.g. Seuront et al., 2006) but this is not considered here. 
The classic Sverdrup (1953) paradigm postulates that incident light intensities and mixed layer depth 
determine phytoplankton growth. Studies stretching back to Pingree et al., 1977 have explored the 
relationship between vertical mixing and biogeochemistry of our shelf seas. Sharples and Tett (1994) 
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showed through modelling studies that after the initial bloom the presence of a deep chlorophyll 
maximum was best explained through the diffusion of nutrients from below the thermocline into the 
mixed layer induced by wind induced mixing events. A number of subsequent works (for example 
Waniek, 2003, Kelly-Gerreyn et al., 2004, Sharples et al. 2001, 2007 and Rippeth et al., 2009) 
explored further the influence of mixing  upon primary productivity, either due to the influence of 
meteorology deepening the mixed layer or dynamical processes such as internal wave breaking or 
shear spiking creating exchange across the pycnocline.  
R-1-II explores the dependence of lower trophic level ecosystem function upon air-sea exchanges 
using a 1D implementation of the Princeton Ocean Model (POM; Blumberg and Mellor, 1987) 
coupled to the European Regional Seas Ecosystem Model (ERSEM; Baretta et al., 1995) in the Cretan 
Sea. It shows that modelled ecosystem behaviour can be defined as having periods where physical 
forcing controls the solution and periods where the system is far less sensitive to the physical 
environment, and details of the biological model behaviour control the solution. 
Small errors or changes in the physical forcing (either through errors in the input fluxes or in the air-
sea exchange formulations used) can lead to significant changes to the ecosystem solution around 
times of the onset of stratification. This paper also shows that the spring bloom can occur a long-
time before the onset of stratification in the oligotrophic waters of the Mediterranean, following the 
critical turbulence theory of Huisman et al. (1999). R-1-II, slightly surprisingly, highlights the 
importance of accurate atmospheric humidity to the ecosystem simulations, through its influence on 
the surface heat flux, which affects the turbulence of the surface waters. Changes in turbulence 
impact upon, firstly, the transport of phosphate up from deeper waters and secondly the residence 
time of phytoplankton in the surface, euphotic waters. The impact of temporal frequency of the 
forcing upon the mean biological state of the system is limited. 
The paper therefore highlights the importance of the air-sea exchange formulation, and the accuracy 
of the atmospheric forcing, upon the biological system in the periods under physical control. Subtle 
changes in the physics parameterisations, which have seemingly insignificant impacts on the physical 
state solution, have significant impacts upon the biological state in coupled ocean-biogeochemistry 
models (as also shown in e.g. Brasseur et al., 2009). This amplification effect is a significant issue for 
producing forecasts of biogeochemistry, and creates difficulties in the process of developing forecast 
systems. The correlation characteristics required for the data assimilation are a function of the 
model mixing processes, and ultimately the vertical mixing characteristics which a biogeochemistry 
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model is exposed to, is a function of both the model mixing scheme and the methods used for 
assimilating physical parameters. This can be useful in that it highlights issues with the physical 
model or assimilation not otherwise noticed (a notable case being the enhanced cross-pycnocline 
fluxes due to vertical temperature and salinity profile assimilation). It also puts considerable 
constraints upon the model developers, with the biogeochemistry model needing evaluation and 
(normally) re-tuning after even seemingly minor updates to the ocean model and/or data 
assimilation system. 
R-1-III extends this work to investigate the role of turbulence and light upon lower trophic level 
ecosystem function, again using the ERSEM model coupled to a 1D physical model, this time the  
General Ocean Turbulence Model (GOTM; Umlauf and Burchard, 2003). A number of idealised 
experiments showed that short-term variability in ecosystem properties is dominated by the 
influence of light and primary productivity, explaining two thirds of the variability in primary 
production seen in the model. However, the bulk properties of biomass and production on seasonal 
and longer timescales is controlled by the strength of stratification which determines the seasonal 
variation in nutrient availability in the surface waters. The interplay between light, mixing and 
primary productivity leads to predictable cycles in production and lysis which gives rise to regimes 
that are either dominated by bacteria, phytoplankton or zooplankton. This transition between the 
regimes is physically mediated and clearly shows periodicity at relatively short timescales (following 
the spring-neap cycle) and at seasonal timescales (following the annual variations in light). This study 
gives us insight into the biological processes that may be important under different physical regimes, 
as well as providing a process based understanding of the biological system that proves useful when 
analysing the results from biological simulations. 
3. Shelf seas reanalysis and forecast systems  
Shelf seas environments present a number challenges to modellers (see e.g. Delhez et al., 2004 or 
Golbeck et al., 2015 for examples of the uncertainty in ocean predictions on the shelf). Firstly, they 
are dynamic regions where a range of processes need to be represented if realistic simulations are 
to be achieved. Wind and buoyancy driven residual circulation is superimposed upon the tidal 
circulation. The difficulty in representing the relatively poorly understood dynamics of shelf-slopes, 
including mesoscale and submesoscale processes, means cross-shelf exchanges can be particularly 
difficult to model. This is compounded by enhanced numerical errors in regions where the model 
grid is not aligned well with isopycnals (as discussed previously). Small scale (turbulent) processes 
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are important in determining exchanges across interfaces, most notably vertically in seasonally and 
tidally stratified waters but also horizontally, for example in determining the horizontal extent of the 
influence of freshwater discharges as the freshwater is mixed with adjacent waters by baroclinic 
instabilities.  
Shelf seas environments also present particular challenges in that they are significantly influenced by 
the deep ocean, land, sea-bed and air boundaries. Not only therefore do the relevant dynamical 
processes need to be well represented but the inputs to the system also need to be well specified. 
Poor river sources of freshwater can have a dramatic effect upon the model solution. Good quality 
bathymetry and coastlines still remains a limitation, exacerbated by the difficulty in defining a 
bottom roughness length in an environment that not only has highly spatially variable bottom types 
that are poorly monitored, but may also have rapidly evolving changes to the bed morphology. 
Compounding this, air-sea exchange parameterisations tend to be based upon empirical 
formulations derived in regimes far removed from those being modelled, and the atmospheric 
models used to provide atmospheric boundary information are imperfect and primarily tuned to give 
the best solutions over land where the dominant societal impact is to be found.   
R-2-I describes an ocean model configuration developed for real-time ocean forecasting in the 
European North-West Shelf. This was the first system to operationally produce analyses and 
forecasts of the hydrodynamics and biogeochemistry. It was implemented primarily for the use of 
the Royal Navy which requires information about the vertical density gradients (for sonar purposes), 
the currents (primarily for diver operations including mine clearance) and the visibility (both for 
submarine detection and for diver operations). There is also significant interest in this type of service 
from agencies such as the Department of Energy and Climate Change (DECC), the Department for 
Environment, Food and Rural Affairs (Defra), the Environment Agency (EA) and the Maritime and 
Coastguard Agency (MCA), for marine monitoring and response activities. R-2-I details the 
methodology behind the operational system, which was based on a version of the Proudman 
Oceanography Laboratory Coastal Ocean Modelling System (POLCOMS) physical model developed at 
Proudman Oceanographic Laboratory (now the National Oceanography Centre, NOC) and the ERSEM 
biogeochemistry model developed at Plymouth Marine Laboratory (PML), in part by the author (e.g. 
Allen et al., 2001). The quality of both the physical and biogeochemistry components of the system 
were evaluated in paper R-2-I, but the focus was on the biogeochemistry as this was the novel 
aspect of the system. 
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R-2-II followed the work in R-2-I, looking in detail at the operational skill in predicting algal bloom 
events, a significant issue both for agencies responsible for monitoring and maintaining coastal 
health (EA and local councils) and for commercial fisheries and aquaculture operators. The 
assessment used categorical metrics which convert measurements to a binary number (1/0) by 
means of a threshold. This method is widely used in the atmospheric community (e.g. Jolliffe and 
Stephenson, 2011) as it enables scientists to describe skill in a way that is meaningful for users of the 
data. The binary nature makes it possible to locate and define specific events. Contingency tables are 
created, which place each data point into true or false hits or misses, giving a two-by-two matrix. A 
“classification rate” (Brown and Davis, 2006), the sum of the correct true hits and misses divided by 
the number of events, combined with the bias shows the model to have some (but limited) skill in 
predicting discrete events. This sort of comparison, however, is in some ways unfair for algal bloom 
events which can be well-predicted but be offset slightly in space and time to give poor skill scores 
against standard metrics. Stow et al. (2009) provide a good description of how more advanced 
metrics that take into account spatial or temporal phase mismatches could be used.  
As already discussed elsewhere in this work, ocean modelling systems have traditionally evolved 
separately for global and basin scale solutions to those for the relatively shallow water environments 
of the shelf seas. However, this has disadvantages both scientifically and from a resourcing 
perspective. Despite the different science drivers, there are also many solutions being developed for 
global models that may have benefits for shelf seas models, and vice versa. This is most obvious in 
the context of operational forecasting in the potential use of data assimilation systems that have 
primarily been developed for global modelling. More prosaically, maintaining a unified modelling 
framework generates less overhead than maintaining two. It was therefore decided a number of 
years ago at the Met Office, and with the support of NOC, that the functionality that at the time was 
present in the POLCOMS would be added to the Nucleus for European Modelling of the Ocean 
(NEMO; Madec, 2014). In doing so the shelf seas models used to produce reanalyses and forecasts 
would benefit from the numerics and parameterisations, as well as data assimilation capability, 
developed for use in global and basin scale models, and vice versa. 
Following the implementation of the system described in R-2-I and R-2-II, the shelf seas forecasting 
was transitioned to use NEMO. This allowed, amongst other things, a data assimilation capability to 
be implemented. The short time and space scales in the shelf seas, with respect to the data 
availability, make assimilating data here a particular challenge. However, progress is being made and 
assimilation of subsurface temperature and salinity data and sea surface height data (King and 
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Martin, 2013) will become operationally viable within the next couple of years. Research on ocean 
colour assimilation has also shown promise, although considerably more development is required 
before this is ready for operational implementation. 
R-2-III describes the operational implementation of the FOAM (Forecasting Ocean Assimilation 
Model) AMM7 (Atlantic Margin Model) at ~7 km resolution. This is the successor to the forecasting 
system detailed in R-2-I. The purpose of R-2-III was firstly to document the model and data 
assimilation configurations used in FOAM-AMM7 and secondly to provide evidence of the skill in the 
system. This paper serves as the initial documentation of shelf seas functionality in NEMO. The 
challenge in the development work behind R-2-III was to ensure that, despite its origin as an open 
ocean model, NEMO could be used in shelf-seas (tidal) simulations to give similar or better model 
skill to the options already available. The subsequent challenge was to demonstrate that the data 
assimilation functionality that therefore became available to the shelf seas forecasting team could 
be applied in the shelf seas environment, where the time and space scales are very different from 
those in the open ocean. The model has now been consistently shown to be as good as or better 
than its predecessor, and was for example shown by O’Neill et al. (2012) to outperform a 
significantly higher resolution POLCOMS equivalent for the Liverpool Bay region. Increasingly NEMO 
is now being used for operational oceanography in tidal/shelf environments, and this work 
contributed to developments in other operational systems including for the Irish-Biscay-Iberian 
region (Maraldi et al., 2013), in the Arabian Gulf (Hyder et al., 2012) and in the Black Sea (Shapiro et 
al., 2013) as well as for research (e.g. Wobus et al., 2013). 
4. Operational basin scale and global reanalysis and forecast systems  
In Section 3 the evolution of the shelf seas forecasting systems is described, including the transition 
from the POLCOMS to the NEMO physical model environment. A similar transition happened several 
years ahead for the FOAM deep ocean models. Once both systems were transitioned to using NEMO 
the development of both was consolidated into one team, led by the author. This Section describes 
some of the work done in developing the deep ocean configurations during that time. 
R-3-I describes the first implementation of an operational forecasting system using NEMO at the Met 
Office. The primary configuration implemented was a global system based upon the 1/4o ORCA grid 
(Drévillon et al., 2008), a tripolar, curvilinear discretisation that allows the poles to be placed over 
land and gives enhanced resolution at high latitudes. Three other basin scale configurations for 
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regions of particular user interest (the Mediterranean, the North Atlantic and the Indian Ocean) 
were also implemented on regular lat-lon grids (rotated in the case of the North Atlantic model to 
give a more regular grid) at higher (1/12o) resolution, giving a suite of forecast systems that was 
eddy permitting over the globe and eddy resolving in key basins. The paper describes the skill of the 
system and compares it to the previous operational models. The requirement from the work was 
that the new system would at least match its predecessor (given its implementation was primarily an 
enabler for future science pull-through) and the paper demonstrates it comfortably met these aims.  
One of the primary uses of the FOAM system is in the prediction of currents, both for military and 
commercial purposes, but it is relatively difficult to assess the quality of ocean current forecasts 
because of the limited data availability. The large gyre circulations are generally well represented, 
but constraining the mesoscale is difficult both because of the chaotic nature of these flows and 
because of the resolution of both the models (which are not always eddy permitting) and the 
observations used in the assimilation (altimetry not providing the required space or time resolution).  
It is also difficult to evaluate ocean currents due to the scarcity of in situ measurements of currents 
and the poor quality of satellite derived current measures. The paper R-3-II provides an evaluation of 
the Indian Ocean model, with a focus upon the equatorial currents. These are only partially 
constrained by the altimetry assimilation due to the limited impact of geostrophy at low latitude. 
They are to some extent controlled by the profile assimilation of temperature and salinity, although 
corrections to density profiles in the presence of erroneous wind forcing fields give rise to spurious 
currents. Tropical currents and their evaluation is therefore of particular interest. This paper showed 
that the zonal flows, dominated by seasonal to interranual changes in density and Tropical Instability 
Waves (with timescales of the order of weeks) are reasonably well represented. Meridional currents, 
which are dominated by mesoscale features with shorter space and timescales, are simulated with 
significantly poorer skill. 
R-3-III describes a successor system to that described in R-3-I. It was developed as part of the Joint 
Met-Office NERC Ocean Modelling Programme (JOMP), led by the author. JOMP introduced 
formalism to the system development process, with science development (new parameterisations or 
schemes) being followed by trials and systematic evaluation of the changes prior to release and 
testing in operational configurations. This is now accepted as the norm and critical for effective pull-
through of scientific developments into improved predictive skill. The paper documents clearly both 
the present configuration and the changes implemented since the previous versions of the model, 
evaluates the quality both qualitatively and quantitatively, and attributes the changes in the quality 
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to the science changes implemented. The most significant science changes were to the vertical 
mixing scheme, which were updated on the basis of the tuning performed in Calvert and Siddorn 
(2013). 
5. Science challenges and priorities for operational ocean forecasting 
Operational ocean forecasting is still relatively immature, and there is therefore research needed to 
fill the gaps in, and improve the quality of, ocean services.  Understanding the priorities for Ocean 
Forecasting Research is important at any time, but never more so than at the moment when 
fundamental changes in both the scientific capability and the user drive provide significant 
opportunities. Alongside the traditional needs for surface waves, currents and profiles of 
temperature and density, the increasing emphasis on monitoring the marine environment under 
legislation such as the Marine Strategy Framework Directive (MSFD) is driving the need to monitor 
the marine environment at levels not presently achievable. MSFD requires that EU member states 
have a marine strategy in place by 2020 that defines how they intend to monitor their marine 
waters, and therefore ensure that they can maintain Good Environmental Status (GES).  
Observations alone cannot, without enormous and unrealistic investment, provide the spatial or 
temporal coverage required for a marine monitoring capability, and are limited to a subset of the 
parameters that are required. It is therefore clear that ocean modelling, with the appropriate 
assimilation of good quality observations, of the physical environment, the marine chemistry and the 
lower trophic level marine biology, is required to support these user needs. 
Progress is needed to ensure models used for these purposes are of sufficient quality. Producing 
operational simulations that have skill requires model developers to balance the desire to improve 
the model through improved numerics and parameterisations with the need to well prescribe the 
inputs to the system. 
Ocean models (especially biogeochemistry models) are still at a level of maturity where significant 
improvements to skill can be found from improving the process representation within the models.  
Improving atmospheric, riverine or lateral boundary inputs is often overlooked as an important 
driver for improved skill, and can give substantial benefits for relatively minor investments of time 
and computing power. However, there is a limit to the availability of good quality input data and 
often there is a limit to which datasets that can be used (especially in real-time forecasting mode) 
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without creating undesirable dependencies.  The potential to better represent some of the interface 
exchanges may be possible with the advent of coupled systems which allow the ocean to directly 
interact with the atmosphere and the land. These systems are presently being developed, with one 
of the most advanced being the UK Environmental Prediction system (discussed below), a joint NERC 
and Met Office activity led from the Ocean Forecasting group at the Met Office. Increased 
complexity systems can often be helpful in informing the model development process even if not 
incorporated as part of the final production solution. Climate researchers have used coupled models 
for a number of years, but due to the latency in the ocean system it has not until recently been 
considered of interest to the numerical weather prediction community. However, as weather 
models increase in resolution, and the focus on hazards prediction increases, the potential for air-
land-sea coupling systems is increasingly driving research activity. 
5.1. Model improvements 
Vertical mixing schemes in ocean models are presently dependent upon empirical parameterisations 
and constant background constant diffusivity/viscosity terms that poorly represent the real mixing 
processes. Errors in vertical mixing develop quickly and are responsible for rapid degradations in the 
skill over a short-range forecast. They are therefore amongst the most immediate causes of poor 
forecast skill in the subsurface ocean. They are also important over longer timescales as spurious 
diapycnal mixing of scalar properties (nutrients and salt/temperature) is not necessarily constrained 
by the initialisation of the model and can lead to long-term drifts in the solution. This is a particular 
problem for any coupled forecasting systems where the surface properties of the ocean are 
unconstrained by the atmospheric model forcing, and atmosphere/ocean feedbacks can lead to 
rapidly growing biases. Improving upon the vertical mixing properties in ocean models is therefore a 
priority for the ocean forecasting community. Mixing errors are important a) within the surface 
mixed layer, particularly because of the impact upon air-sea exchanges, b) across the thermocline, 
because of the impact on nutrients in the surface waters and the accurate representation of density 
structure in the near-surface waters and c) in quiescent regions, because of the impact spurious 
numerical mixing this has on maintaining water masses. 
Present schemes are often dominated by pragmatic tuning options that dominate the mixing and 
result in mixing schemes that poorly represent the real processes. NEMO for example relies on both 
a constant background minimum viscosity and diffusivity and an additional wind related penetration 
of  turbulent kinetic energy below the mixed layer to compensate for a lack of explicitly included 
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processes. The exchange of scalar properties from the surface to deep waters and vice versa is 
therefore dominated by a number of tunable parameters which have limited tracability to the true 
physical processes. Calvert and Siddorn (2013) describes a series of tuning experiments used to 
produce reasonable mixing in the ocean surface boundary layer. This is essentially a curve fitting 
exercise, given the present schemes do not properly represent, for example, the effects of Langmuir 
turbulence (D’Asaro, 2015; Belcher et al., 2012), internal wave breaking (Gargett and Hollaway, 
1984) and shear spiking (Rippeth et al., 2009). Despite it being possible to (more or less) fit the 
models to the observations, the underlying physical processes are clearly not being properly 
represented.  The OSMOSIS project is seeking to redress this problem by incorporating a more 
realistic set of processes into a mixed layer model that will couple to a more traditional two-
equation model below the mixed layer. There is still more to be done to move from the idealised to 
the real application, for example  to address how the OSMOSIS mixed layer model will behave under 
ice and in shelf seas where the  bottom and surface boundary layers can overlap. However, in the 
medium term this has the potential to redress some of the shortcomings in this area.  
As our understanding and parameterisation of mixing processes improves we will increasingly be 
adding new explicit terms for mixing into our models. This further highlights the issue of spurious 
numerical mixing, especially for quiescent regions. Vertical coordinate can be chosen to align the 
model coordinate with isopyncal surfaces and hence to minimise the spurious diffusion, as discussed 
in Chapter 3. The extreme of this is to define the vertical coordinate on isopycnal surfaces which 
essentially limits the cross-isopycnal exchange to that defined by the vertical mixing scheme and 
“vertical” advection scheme. Isopycnal models, however, have disadvantages, especially in the 
surface mixed layer and as the water column shallows. Hybrid schemes have therefore been 
developed which show promise. The isopycnic and geopotential schema start to converge in the use 
of Arbitrary Lagrangian-Eulerian coordinates (ALE). Leclair and Madec (2011) developed an ALE 
capability for the NEMO model (termed the z~ coordinate) that applies the lagrangian component 
(i.e. grid adaptation) in response to fast moving waves only. This neatly allows the model to limit the 
amount of adaptation required whilst removing the primary source of spurious vertical mixing. 
Petersen et al. (2015) described the impact of a range of vertical coordinates, including fully ALE and 
the z~ subset of ALE and concluded that the use these coordinates worked well at reducing mixing 
under many scenarios. These formulations show promise and should be introduced into operational 
configurations once they are sufficiently mature. 
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Improving the advection/diffusion schemes to have improved properties is very much business as 
usual for the ocean model development community and will undoubtedly continue. However, the 
numerical properties of any modelling framework are inextricably tied to the numerical framework 
within which they are coded. Work being done on grids for atmosphere modelling, where it is a 
pressing problem, will in the not too distant future provide insight into the optimal approach to take. 
For example, the USA’s MPAS project (Ringler et al. 2013) and the UK’s GungHo project (Thuburn 
and Cotter, 2015) have both developed new grid frameworks and appropriate numerical schemes 
that have improved properties for geophysical modelling (Cotter and Thuburn, 2014). There may be 
significant benefit for the ocean modelling community to follow the lead of these projects, but it 
should be noted one of the key drivers for these activities is the polar singularity issue which in 
ocean models can be hidden through placing poles over land. The present consensus is that the most 
promising numerical approach probably lies in C-grid finite volume methods like those implemented 
in MPAS rather than finite elements based discretizations (Danilov 2013) which have been tried for 
the low aspect ratio ocean problems (for example the ICOM model) but without great success to 
date. As most ocean models are based upon C-grid finite difference methods, the pressure for 
change is relatively low in the ocean community. However, as computing infrastructures change the 
benefits to move to unstructured, finite volume or element solutions may increase. 
There are fundamental scales in the ocean that need to be considered when deciding at which 
resolution to develop model configurations. At the smallest scales turbulent motions are clearly not 
resolvable and so these are parameterised, in the vertical using turbulence closure models and in the 
horizontal through diffusion operators. In the recent past mesoscale processes have not been 
resolved, and so methods for parameterising the impacts of mesoscale motions upon vertical 
restratification have been included in global models (e.g. Gent and McWilliams, 1990). We are now 
entering a period when computing power is such that operational modelling systems are under 
development at resolutions that can in the main resolve the mesoscale (of the order 1/15o globally 
and 1 km in mid-latitude shelf regions). At these resolutions the challenge is to parameterise 
turbulent motions at the (smaller) grid scales, including sub-mesoscale eddies and filaments.  
Increasingly there is a drive for forecasting and monitoring of the whole earth system, including the 
marine biogeochemistry. Presently the skill of biogeochemistry models is limited for forecasting 
bloom events. Allen et al. (2010) gives an interesting oversight of the challenges confronting the 
developers of biogeochemsitry systems. As discussed previously, the biogeochemistry accentuates 
physical model errors, and therefore particular attention needs to be paid to the hydrodynamic 
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modelling framework (including assimilation) errors in the context of their implications for biological 
function. We are still at the stage in the biological modelling community of trying to understand 
what modelling tools give the best trade off between complexity (costly, but potentially overfitted) 
and simplicity (inexpensive, but missing key processes). Developing well-posed biogeochemistry 
models is therefore still an area that needs active research. The use of data assimilation techniques 
to constrain the biogeochemistry simulations is also only just reaching the maturity required for 
operational forecasting purposes. The poor quality and range of data to constrain the system, allied 
with the complex interdependencies of the assimilated parameters with non-assimilated state 
variables, makes biogeochemistry assimilation a considerable challenge. 
5.2. Coupled forecasting systems 
The importance of air-sea interaction in both the modelling of the ocean and atmosphere has been 
recognised for many years. The timescales on which these interactions have traditionally been 
considered important has limited the use of coupled models to studies or prediction systems for 
monthly and longer timescales and while the need to represent feedbacks between different 
components of the environment is well understood and mature for climate prediction, the use of 
coupled approaches is not as well developed on shorter timescales. However there have been 
several vision papers (e.g. Brunet et al., 2010) and workshops relevant to this area, and the 
importance of coupling is becoming increasingly recognised for weather timescales. The need to 
accelerate progress in Earth System prediction across all scales (climate and weather, global and 
local) is discussed by Shapiro et al. (2010). 
The GODAE OceanView (GOV) Science Team, recognizing the need to explore the potential benefit 
to both oceanic and atmospheric forecasting, formed the Short-to Medium-Range Coupled 
Prediction Task Team (SMRCP-TT). The progress made by the communities involved in the SMRCP-TT 
since its inception on understanding coupled modelling, its challenges and benefits, and in building 
coupled systems, is detailed in Brassington et al. (2015). 
The Met Office strategy for weather and ocean forecasting is to focus upon a two system approach, 
one global and one for the UK. The coupling activities follow the same approach, and two science 
teams to lead the research activities in this area have been created within the author’s group. The 
strategy for seamless prediction (Met Office Science Strategy, 2015) is increasingly bringing the 
weather and a climate system in closer alignment and because of this significant progress is being 
made in coupled modelling on weather timescales. Nonetheless the move to coupled forecasting 
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presents significant technical, scientific and resourcing challenges. Presently the use of coupled 
systems in weather forecasting is in its research phase, but planning for the operational phase for 
global systems has begun.  
The leading order impact of including an interactive ocean model as part of a coupled operational 
NWP system is that the atmosphere will see a more realistic evolving sea surface temperature (SST) 
during the forecast period. It is therefore expected that the main benefits for global models will be 
in regions where there is a large diurnal SST range (particularly the tropics) or where ocean surface 
temperatures can change rapidly due to large heat fluxes or strong ocean mixing processes. Previous 
work (e.g. Kim et al. 2010) has shown that permitting high frequency SST variability (by coupling 
atmosphere and ocean components at least every few hours) has significant benefits in the tropics 
by allowing a better phase relationship between SSTs and convection, and increasing the ability of 
models to forecast the spatial and temporal evolution of the Madden-Julian Oscillation (MJO). 
Indications of improved MJO predictions have already been seen in Met Office coupled systems 
(Shelly et al., 2014). There is also evidence that mid-latitude storm generation and evolution can be 
better predicted in a forecast model with an interactive ocean and atmosphere. Such benefits are 
expected to be more fully realised once the ocean model resolution is high enough to provide a 
detailed representation of the sharp SST gradients (associated with, for example, eddies) which can 
then strongly influence the atmospheric boundary layer. A number of studies (e.g. Janssen et al. 
2013) have shown that using a coupled system has an impact on the evolution of slow moving 
tropical cyclones due to cooling of SSTs as heat is removed from the surface ocean. This is expected 
to correctly reduce the tendency of atmosphere-only models to otherwise over-develop such 
systems, particularly as the resolution increases. 
Validation of global coupled forecasts for provision of the Copernicus Marine Service forecasts 
showed improvements in some regions over (which benefits from higher resolution atmosphere 
forcing), although differences are relatively small (Guiavarc’h, pers comms). Given the ocean and 
atmosphere forecasting systems are well-tuned and have been shown to perform extremely well 
when compared with international partners (e.g. Ryan et al., 2015) this is encouraging and one 
would expect significant benefits to be realised as the system matures. 
Coupled regional prediction systems have been applied in research mode to improve the 
representation of air-sea interactions on, for example, Bora winds over the Adriatic (e.g. Pullen et al., 
2006), on the evolution of Mediterranean storms (e.g. Renault et al., 2012) and on hurricane 
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formation and development (e.g. Warner et al., 2010). Given these results it seems likely that 
coupling would lead to better representation of the surface wind/pressures in extra-tropical storms 
could lead to improved surges, a key feature of the hydrodynamics in the North-West European 
Shelf, and improved representation of the ocean surface boundary layer. Additionally, air-ocean-
land coupling has the potential to improve the hydrological cycle, a major shortcoming in ocean 
models that have significant riverine input. The development of a flexible and collaborative 
modelling framework for coupled land-surface and hydrological models (Pietroniro et al., 2007; 
Deacu et al., 2012) has enabled better understanding of the behaviour of different land-surface 
models and objective testing of different schemes to improve the representation and accuracy of 
the regional water budget. Also important for the Met Office, in its role as the UK’s weather service, 
the ability to simulate land-sea-breeze circulation and the formation of coastal fog, all of which can 
be expected to be improved by coupled modelling. 
There is already evidence of the benefit of coupled prediction for improving weather forecast skill. 
For example, coupled atmosphere-ice-ocean forecasts are now operational at the Canadian 
Meteorological Centre for the Gulf of St Lawrence region in Canada, with evaluation demonstrating 
significant improvement in the skill of both atmospheric and ice forecasts (Smith et al., 2013 and 
others).  
 
6. Summary 
This dissertation presents a subset of the author’s published works, and describes the impact his 
work has had on ocean forecasting systems. This impact can be broadly divided into two themes, the 
underpinning development of ocean forecasting models and the implementation, tuning and 
evaluation of those models to ensure they provide skilful products, with value to users. The systems 
described in this dissertation are recognised as amongst the best available, and are being used by 
commercial operators, military decisions makers and governmental organisations, as well as 
research users. They also form the basis on which future systems will be developed, meeting the 
challenges and addressing the priorities discussed in Section 5. The author expects to have a 
substantive impact on driving the research agenda in these areas over the coming years. 
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This work provides a function for discretising the vertical coordinate in ocean models that is designed to
allow the user to deﬁne a ﬁxed surface resolution, as one can in geopotential coordinate models, whilst
retaining the beneﬁts of terrain-following coordinates. This formulation has been termed the c stretching
function and provides an analytical solution that, in contrast with hybrid schemes, allows gradual coor-
dinate changes in the vertical and horizontal. The early part of the paper describes the theoretical frame-
work in which this can be done. Following this a series of steps that are required to effectively implement
the coordinate have been described, and a full description of the implementation for a shelf model, the
Forecasting Ocean Assimilation Model (FOAM) Atlantic Margin Model (AMM7), is given.
This implementation is then used to quantify the impact of the c stretching compared with the current
stretching scheme. This shows the new stretching to have improved slope and hydrostatic consistency
parameters. As would therefore be expected the c stretching is shown to give rise to reduced horizontal
pressure gradient errors in an idealised seamount test case. The beneﬁts of a constant and shallow box for
air–sea exchange are demonstrated, with the c stretching giving enhanced diurnal ranges, increased sea
surface temperatures and shallower mixed layer depths where the FOAM AMM7 is presently unable to
well represent these properties.
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Oceanic processes are either explicitly modelled or implicitly
parameterised depending upon whether they are resolved by the
model. This requires ocean model scales to be consistent with
the natural length-scales of the ocean. If this is not the case then
formulations and parameterisations can become ill-posed. These
length-scales vary in both space and time, and one of the chal-
lenges for ocean modellers is to choose appropriate grids to allow
the model scales to match those in the real world for the processes
being modelled. If the model scales vary they should do so consis-
tently with the natural scales of the ocean, otherwise the model
solution becomes inconsistent. Although considerable effort is
made to improve the way we formulate ocean processes in our
models, when considering the impact upon the quality of ocean
model simulations the choice of vertical coordinate is the single
most important factor (Chassignet et al., 2000; Haidvogel and
Beckmann, 1999; Grifﬁes et al., 2000). This paper describes a novel
method for deﬁning ocean model vertical coordinates that is de-
signed to improve this alignment of scales between the ocean
model and the real ocean.013 Published by Elsevier Ltd. All r
. Siddorn).Ocean models can be discretized in the vertical using geopoten-
tial, terrain-following, isopycnal or pressure-coordinate systems. A
useful description of vertical coordinates is available in Song and
Hou (2006). The aim of this work is to improve simulations using
the Nucleus for European Modelling of the Ocean model (NEMO;
Madec, 2008) and will therefore only consider geopotential and
terrain-following coordinates, with isopycnal and pressure coordi-
nates not being available in the NEMO framework. In particular,
the aim is to improve the Met Ofﬁce short-range forecasting model
of the North–West European Continental Shelf (NWS), the Fore-
casting Ocean Assimilation Model Atlantic Margin Model at
approximately 7 km (the FOAM AMM7, Fig. 1). A full description
of the model is given in O’Dea et al. (2012). This is a three-dimen-
sional baroclinic model using NEMO, that has stretched terrain-fol-
lowing coordinates based upon Song and Haidvogel (1994). It is
nested into a geopotential coordinate eddy-resolving basin scale
model of the North Atlantic, the FOAM NATL12 (Storkey et al.,
2010).
Geopotential coordinates (commonly referred to as Z-coordi-
nates) are the most commonly used vertical coordinate system,
at least for deep ocean applications. The vertical coordinate is dis-
cretized onto ﬁxed levels that are taken as a depth from a reference
level. The vertical levels normally have different thicknesses which
allows the resolving of surface mixing and upper ocean dynamicsights reserved.
Fig. 1. The bathymetry of the North–West European Continental Shelf (NWS), as
used in the FOAM AMM7 model.
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levels. However, this schema does not allow a good representation
of varying topography because the bottom slope becomes approx-
imated by a series of steps. This leads to inaccurate representation
of the bottom boundary layer through poor representation of kine-
matic conditions (Gerdes, 1993) and bottom pressure torques (Bell,
1999; Hughes and de Cuevas, 2001; Song and Wright, 1998). This
leads to problems when representing the ﬂow between shallow
and deep waters (Roberts and Wood, 1997; Beckmann and
Döscher, 1997) and hence leads to the poor representation of ﬂows
over sills and ultimately deep water formation. This has been par-
tially mitigated through the use of partial or shaved-cell tech-
niques (Adcroft et al., 1997; Pacanowski and Gnanadesikan, 1998).
Terrain-following coordinates, introduced as a concept for
meteorological modelling by Phillips (1957), transform real space
into a dimensionless computational domain bounded by the sea
surface on the one hand and the sea bed on the other. This coordi-
nate type is generally referred to as a r-coordinate when the do-
main is equally divided or S-coordinate if some stretching is
applied. Terrain-following coordinates are most commonly used
in models that are predominantly designed for shelf or coastal
applications, for example the Regional Ocean Modelling System
(ROMS; Shchepetkin and McWilliams, 2005, 2009) and the Proud-
man Oceanographic Laboratory Coastal-Ocean Modelling System
(POLCOMS; Holt and James, 2001) and have also been imple-
mented in the NEMO model to allow its use for coastal applica-
tions. The major advantage of this system is that it follows the
topography, and therefore naturally represents the bottom bound-
ary conditions. However, as the coordinate is deﬁned in computa-
tional space rather than real space it is not independent of local
depth, and thus in applications where the topography being mod-
elled varies signiﬁcantly then so does the vertical resolution. An-
other signiﬁcant downside with r=S-coordinates is their use
results in errors in the calculation of the horizontal pressure gradi-
ent, particularly over steep topography (Janjic´, 1989; Haney, 1991).
Recent advances in the calculation of horizontal pressure gradients
(e.g. Shchepetkin and McWilliams, 2003) however have reduced
these errors. The horizontal pressure force in r=S-coordinates
consists of two terms, the pressure force along the model coordi-
nate and a correction term that depends on both the tilt of thecoordinate surface relative to the horizontal and the rate of change
of the pressure in the vertical. This introduces an error that is a
function of the S-coordinate slope and the stratiﬁcation as well
as model resolution, the equation of state, the form of the horizon-
tal pressure gradient calculation and the ﬁnite difference scheme
(Haney, 1991; Beckmann and Haidvogel, 1993). Other errors are
also introduced when using sloping coordinates, due to what is of-
ten termed errors in hydrostatic consistency, whereby adjacent
grid cells in coordinate space are not well aligned in real space.
A terrain-following coordinate, therefore, that minimises the
coordinate slope, especially near regions of high stratiﬁcation,
would be expected to minimise computational errors. Similarly, a
coordinate system that allowed enhanced resolution near areas
of dynamic variability would allow these dynamic processes to
be better resolved. For this reason stretching is applied. Atmo-
sphere models have for many years used terrain-following coordi-
nates, and there are a number of methods for stretching the
coordinate. Schär et al. (2002), for example, developed a function
that removes high frequency variability in the topography from
the coordinate and hence signiﬁcantly reduces numerical trunca-
tion errors. However, the ocean is fundamentally different to the
atmosphere in that the range of depths in the ocean are the same
as, or at least of the order of, the maximum depth (i.e. the depth of
the water goes to zero) whereas in the atmosphere the variability
in the orography is only a small proportion of the total modelled
depth. This makes the stretching functions used in atmosphere
models generally unsuited to use in oceans. Stretching functions
have therefore been developed for ocean modelling, such as the
commonly used function of Song and Haidvogel (1994) which is
presently available within the NEMO framework. Mixed terrain-
following and geopotential coordinates have also been used, for
example Mellor et al. (2002) and Gerdes (1993), on which the
NEMO implementation of mixed terrain-following and geopoten-
tial coordinates (Madec et al., 1996) is based. However, these
mixed coordinate systems do not have smooth analytical solutions
and thus have a tendency to generate large changes in vertical res-
olution. Treguier et al. (1996) demonstrates the need for smooth
coordinate transformations if numerical accuracy is to be main-
tained. It is also desirable to minimise the rate of change of the
coordinate to maintain modelled features and to minimise model
errors, as also noted in Treguier et al. (1996). Similar results are
found in studies on horizontal resolution, for example Spall and
Holland (1991), in a study on horizontal propagation of waves.
Therefore, coordinate systems which are not based on a smooth
and gradually changing analytical stretching function are to be
avoided.
Alternatively, r=S-coordinates have been adapted to vanish
through the sea bed in what Dukhovskoy et al. (2009) refer to as
Vanishing Quasi-Sigma (VQS) coordinates. These coordinates, also
available within NEMO, allow the r-coordinate to follow a pseu-
do-bathymetry below the real bathymetry at times when the bot-
tom slope becomes steep, reducing the coordinate slope and thus
the pressure-gradients. This can be helpful, but in effect reverts
the model to a stepped bathymetry in some regions and so reduces
the beneﬁt of having a terrain-following coordinate with regards to
the bottom stress calculations.
Decisions on which coordinate system to use depend upon the
application for which the model is intended. Applications on or
including shelf waters tend to use S-coordinates to allow the inter-
action with the relatively shallow bottom to be well resolved.
These coordinates give variable resolution at the surface leading
to inconsistencies in the simulation of surface processes across
the domain. The importance of this is obvious if using the ocean
model for providing predictions of surface temperature or currents.
It is also important in a coupled ocean–atmosphere system to
provide consistent and realistic boundary layer conditions of
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well-prescribed air–sea exchange of gases in an Earth SystemMod-
el. The AMM7 is a shelf-wide model that spans depths from 10 m
in coastal areas to 300 m across the shelf-break and into the deep
ocean at greater than 5000 m (Fig. 1). The surface grid box depth in
this model ranges over three orders of magnitude, resolving diur-
nal cycles in some parts of the domain and not in others. This
means it does not optimally resolve the surface properties, and is
not well suited for use as part of a coupled system. It also means
that interpretation of the model solutions in the near surface is of-
ten difﬁcult.
This is simply resolved by switching to using a Z-coordinate
model, where the surface grid box depth is prescribed and, given
sufﬁcient numbers of vertical levels to allow a reasonable gradient
in the cell thickness, can be set to whatever the modeller deems ﬁt.
A sensible surface depth can then be prescribed to explicitly re-
solve some processes (diurnal layers, wind driven surface ﬂows)
and allow for sub-grid scale parameterisation for others (i.e. heat
exchange at the viscous scale, surface wave breaking). However, gi-
ven the disadvantages of using Z-coordinates in the AMM region a
better option would be to design a stretching function that allows
terrain-following coordinates to emulate the ﬁxed surface of Z-
coordinates.
Burchard and Peterson (1997) gives a good description of the
beneﬁts of using terrain-following coordinates, and provides useful
discussion on, for example, the improvement over geopotential
coordinates to the bottom kinematic boundary condition. The ben-
eﬁts of well designed stretching functions are demonstrated in this
paper, and their conclusion is that coordinate transformations that
suit the speciﬁc problem should be designed. The terrain-following
coordinates used in Burchard and Peterson (1997) and in some
implementations of ROMS (Shchepetkin and McWilliams, 2009)
go some way towards providing the surface stretching required
to resolve the surface mixed layer, having formulations that in,
deep water, allow constant surface grid resolutions. However in
both cases the surface grid resolution is the critical depth divided
by the number of vertical levels. This constrains either the surface
resolution, the number of vertical levels or the critical depth and
therefore limits their applicability.
This paper outlines an analytically derived, and thus smooth,
vertical coordinate system that is terrain-following and allows a
user deﬁned surface and/or bottom grid box depth.2. Methods
2.1. Deﬁning the vertical coordinate
The vertical coordinate is deﬁned in computational space such
that:
z ¼ cðH þ fÞ  f with 0 6 c 6 1 ð1Þ
where z is the geopotential depth (positive downwards from the
mean sea level), H is the total water depth and f is the free surface
(positive upwards). c is a function (derived below) of r, and r de-
ﬁnes the unstretched coordinate space, indexed in the integer k
from 0 to n 1 to give n surfaces:
r ¼ k
n 1 where 0 6 k 6 n 1 ð2Þ
The function c is derived so that it meets the following
constraints:
 the surface cell thickness (DZs) and bottom cell thickness (DZb)
are user prescribed as real depths and included in the analytical
function, the function allows user controlled stretching at the surface and
bottom,
 the function is constrained to a monotonically increasing
solution,
 the rate of change of cell thickness in both the horizontal and
the vertical is minimised.
It is also desirable for the coordinate to converge on r or Z-coor-
dinates in shallow water.
A number of formulations were explored, for example based
upon Song and Haidvogel (1994) and Pietrzak et al. (2002), but
were found to be unable to give a reasonable analytical proﬁle
when the above constraints were applied over a wide range of
depths. A constrained solution based upon the Song and Haidvogel
(1994) formulation worked reasonably for a depth range of a few
hundred metres, but required a prohibitive number of vertical lev-
els to work for larger depth ranges. A new formulation has there-
fore been derived that has suitable characteristics. A number of
other formulations may well be suitable and could be derived
using similar methodologies.
2.2. The analytical solution
The solution for c is derived by deﬁning the differential of the
stretched coordinate system. The function is formed of three parts.
One is a function of ð1 rÞ and controls the stretch towards the
surface. Another is a function of r and controls the stretch towards
the bottom. Additionally a function of r 1 rð Þ and a dependent
variable (X) is included to give the function ﬂexibility, enabling it
to meet the imposed constraints. This incorporates a user con-
trolled stretching parameter (a) to give some control over the func-
tion shape. A number of variants on this functional form were
explored, some of which could not be solved, gave overly compli-
cated solutions or did not give adequate control over the function
shape. After some trial and error the following form was found to
be both mathematically solvable and effective.
dc
dr
¼ A 1 rð Þ þ 3Br2 þ X aþ 1ð Þ aþ 2ð Þra 1 rð Þ ð3Þ
Given the constraints at the surface, c ¼ 0 when r ¼ 0, and the
bottom, c ¼ 1 when r ¼ 1, this can be integrated and solved for X,
giving:
c ¼ A r 1
2
r2 þ f rð Þ 
 
þ B r3  f rð Þ þ f rð Þ ð4Þ
where:
f rð Þ ¼ aþ 2ð Þraþ1  aþ 1ð Þraþ2
The solution can be constrained to given speciﬁed surface (DZs)
and bottom (DZb) grid cell thicknesses, as r has known solutions at
all values of k, and prescribing the surface and bottom cell thick-
nesses also therefore constrains c at k ¼ 1 and k ¼ n 2:
cj1 ¼
DZs
D
cjn2 ¼ 1
DZb
D
rj1 ¼
1
n 1 rjn2 ¼ 1
1
n 1
ð5Þ
where
D ¼ H þ f for time varying c
H for constant c

ð6Þ
Substituting the constraints deﬁned in Eq. (5) into Eq. (4) allows
a unique solution to be found for A and B:
A ¼ 1
DZb
D  k3 DZsD  k1
  k2
n2  12 n22 þ k2
  k3 n1  12 n21 þ k1   ð7Þ
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DZs
D  k1  A n1  12 n21 þ k1
  
n31  k1
ð8Þ
where:
n1 ¼ 1n 1
n2 ¼ 1 1n 1
k1 ¼ aþ 2ð Þnaþ11  aþ 1ð Þnaþ21
k2 ¼ aþ 2ð Þnaþ12  aþ 1ð Þnaþ22
k3 ¼ n
3
2  k2
n31  k1
So that the coordinate stretching does not have to be recalcu-
lated at every timestep a time invariant solution for c can be found
if D is taken to be equal to H (see Eq. (6)). In a non-linear free sur-
face model this will result in differences in the surface and bottom
depths from the prescribed values of DZs and DZb as f changes and
z is recalculated (see Eq. (1)). The impact is normally small and so
for many applications this approximation would be appropriate.
The water depth at the coordinate surface is now fully described
with Eqs. (1), (2) and (4) in terms of the user-prescribed parame-
ters, DZs; DZb; a and n and the water depth, H.
One of the potential criticisms of any vertical coordinate solu-
tion that is heavily constrained would be that the user control of
the coordinate is potentially reduced. That would appear at ﬁrst
glance to be the case in the c stretching. However, the stretching
is formulated such that the extent and position of the stretching
are a function of a. If a is unity, there is no stretching except that
required by the deﬁnitions of DZs and DZb, if it is less than unity
the coordinate gives greater resolution in the surface and less to-
wards the bottom, and vice versa if greater than unity. This allows
the user to recreate pure r-coordinates in the special case where
DZs and DZb are both equal to Hn1. Fig. 2 shows the impact of chang-
ing a in the case where DZs and DZb are equal, and in the case
where additionally both are equal to Hn1, and shows the stretching
towards the surface for a > 1 and towards the bottom for a < 1.
The c function described here will work in waters of all depths,
although may produce undesirable stretching if not applied care-
fully. The following section describes how to constrain the coordi-
nate solution so that it can be used in practice.
2.3. Constraining the solution
2.3.1. Shallow water
In shallow water, where the prescribed surface and bottom
depths become large relative to Hn, the stretching will result in a
coordinate that increases in resolution away from the surface/sea-
bed. It is therefore desirable that in water depths shallower than
some critical depth Hc the coordinate is treated differently to pre-
vent this. Two options are considered, the coordinate transitioning
to r-coordinates or to Z-coordinates. This is simply done by apply-
ing the following transformation at depths less than the critical
depth (Hc):
zjH<Hc ¼
r H þ fð Þ for r coordinates
r Hc þ fð Þ for Z  coordinates

ð9Þ
The Z-coordinate form requires the vertical coordinate system
to be able to deal with inactive cells in a stretched coordinate
framework. The advantage of this over the r approach is that it
keeps a prescribed surface/bottom resolution, although it has theproblems in resolving the bottom boundary associated with Z-
coordinate models discussed previously. Chosing a r-coordinate
in the shallow water will allow improved model solutions at the
expense of increasing the resolution at the surface and hence
potentially creating inconsistent air–sea exchange.
To ensure a gradual transition from the shallow to deep formula-
tions Hc should be approximately n
DZsþDZb
2
h i
. To prevent sharp
changes in the coordinate smoothing must be applied around Hc ,
as a function of H  Hc . This is achieved by stipulating that for
HP Hc:
zjHPHc ¼ cðH þ fÞ tanh
H  Hc
e
  
þ rðH þ fÞ 1 tanh H  Hc
e
  
ð10Þ
where e is a transition length scale. It is worth noting that the ver-
tical coordinate will differ from the prescribed surface and bottom
resolutions close to Hc , and the extent to which it does so depends
on the length scale e and the change in DZs and/or DZb at Hc .
2.3.2. Deep waters
In waters of depth greater than the critical depth, Hc , the analyt-
ical solution described in Eqs. (4) and (10) are used. These satisfy
many, but not all, of the criteria for the coordinate system. The
solution does not give a monotonically increasing value of c in
all cases. Nor does it always give a gradually varying grid cell size
in either the vertical or horizontal dimensions.
To ensure a monotonically increasing solution the following
must be true.
ckþ1  ck > 0 ð11Þ
Similarly, for the solution to be gradually increasing in the ver-
tical, to a given tolerance (v), the following must also be true:
ckþ1  ck
ck  ck1
 1
				
				 < v ð12Þ
A tolerance of approximately 30%, or v ¼ 0:3 gives vertical
changes in grid size of a similar order to those used presently in
the Met Ofﬁce Z-coordinate and S-coordinate models. The smaller
the value of v chosen (strong constraint) the slower the vertical
coordinate can change, and hence the more limited the coordinate
becomes. The larger v (weak constraint) the greater the range of
thicknesses that can be chosen for the surface and bottom box.
However with the increased rate of change in model resolution it
is harder to preserve wave like features (Spall and Holland, 1991)
and with large variations in resolution between adjacent coordi-
nates comes increased errors (Treguier et al., 1996).
The above criteria are not straightforward to apply analytically,
but can be used to deﬁne the range of acceptable input values for
the user controlled parameters. In practice the value for n will be
limited by the computational cost of the solution and for most
applications DZs will be expected to be constant to ensure consis-
tent representation of air–sea exchange processes. Once n and DZs
have been chosen, it is therefore neccessary to explore the accept-
able parameter ranges for DZb and a, given the constraints on
monotonicity and rates of change given in Eqs. (11) and (12).
Selecting DZb and a within these ranges leaves all criteria met ex-
cept the stipulation that the stretching minimises the rate of
change of the coordinate for adjacent cells in the horizontal. The
variations between heights of adjacent grid cells is determined
by a combination of the stretching and the variation in the
bathymetry. The shape of the stretching function determines
how much of an impact this will have. It is possible to create a
coordinate with undesirable oscillations in the horizontal coordi-
nate which are unrelated to changes in the bathymetry. These
are caused by changes in the user deﬁned variables and so can
Fig. 2. The change in the vertical coordinate with change in a. Shown on the left is the depth of the coordinate in a 140 m water column where 15 levels are used, and on the
right is the corresponding cell height. Surface and bottom cell thicknesses are ﬁxed at 1 m for all cases expect that labelled r, which has DZs and DZb set at 10 m 1n1
 
. The
values used for a are shown in the ﬁgure legend, except for the r case where it is 1.0.
Fig. 3. Thickness of the bottom cell, DZb , for a given total water depth, H, for a Song
and Haidvogel (1994) stretched coordinate (SH94, solid black line), a Z-coordinate
(L50, dashed black line) and three different c stretching setups (grey lines). For the
three c stretches two lines for each are plotted giving the maximum and minimum
bounds for DZb for a v of 0:3; DZs of 1.0 m and different values of a (see legend). All
coordinates use 50 vertical levels. The plot on the top shows the full range of depths
tested, and the bottom plot only shelf-slope depths
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stant or vary gradually as a function of bathymetric depth. The
fewer variations in the user deﬁned parameters the better, and it
is recommended that only one input parameter be allowed to be
non-constant. Some experimentation of the sensitivity to these
parameters for a new conﬁguration would be needed and the
resultant coordinate should be carefully checked.
An example of the sensitivity to the choice of values for a and
DZb has been explored in an idealised case where the bathymetry
ranges from 50 m to 5500 m (Fig. 3). The number of vertical cells
used is 50 and the surface resolution (DZs) is 1 m. The ﬁgure com-
pares the thickness of the bottom grid cell (DZb) for three coordi-
nates, a geopotential coordinate used in FOAM for deep ocean
modelling that has a 1 m surface resolution and 50 vertical levels
(labelled L50), a terrain-following coordinate based upon Song
and Haidvogel (1994) stretching as used in the AMM7 model (la-
belled SH94; for comparability this example uses 50 levels rather
than the 34 used by the AMM7) and the c stretching with three dif-
ferent prescribed values for a. It should be noted that in geopoten-
tial-coordinate FOAM applications the partial-cells technique is
used so the effective bottom grid depth will be smaller than shown
here. The maximum and minimum possible values for DZb in the c
stretching given n ¼ 50, a surface resolution of 1 m (DZs ¼ 1:0),
stipulation of monotonicity (as given in Eq. (11) and a v of 0.3
(Eq. (12)) are shown (Fig. 3) giving the envelope of acceptable val-
ues for DZb given the prescribed DZs and a values.
The choice of a determines the range of DZb which is allowable
given the constraints applied and vice versa (Fig. 3). It is notable
that in this case no one value of DZb can be used across all depths,
which is not surpising given DZs is relatively small and ﬁxed, and
there is a large range of depths being tested. DZb would have to
therefore vary as a function of water depth; it has already been
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into the parameter space as possible. If the use of a constant value
for a does not give desirable stretching then one would question
whether the number of vertical levels is sufﬁcient, or whether
the surface grid resolution should be relaxed. Given the input
parameters prescribed above, although the spatially varying a
gives some beneﬁts over the other solutions, it is actually rather
similar to the a ¼ 4:4 solution, and therefore setting a constant a
would be sensible in this case.
In Fig. 3 the ranges of the bottom resolution allowable can be
described as L50-like with a ¼ 2 and SH94-like with a ¼ 4:4. They
both allow high resolution at the bottom in shallow water and
down to the bottom of the shelf slope. The key difference is the
SH94-like option keeps the resolution relatively high at the bot-
tom, mimicking the SH94 solution in deep water, whereas the
L50-like solution transitions to give a solution similar to the FOAM
L50 model in deep water.3. Results
3.1. Model description
The primary motivator for this work is to improve the vertical
coordinate in a tidal model, the AMM7 (O’Dea et al., 2012), that
covers a region of the ocean that includes deep water in the North
Atlantic and in the Norwegian Trench but is primarily run to pro-
duce forecasts for the wide, shallow European North–West Shelf it-
self. Traditional Z-coordinate systems have inherent weaknesses
for this and similar domains, namely that Z-coordinates require a
large number of vertical coordinates to adequately resolve all
waters, and the bottom boundary condition is poorly represented,
and so r=S-coordinates are generally used. However these are un-
able to give a consistent and high resolution surface coordinate.
The AMM7 uses an S-coordinate following Song and Haidvogel
(1994) (SH94):
z ¼ sHc þ C sð Þ H þ f Hcð Þ ð13Þ
where
s ¼  k
n 1 where 0 6 k 6 n 1 ð14Þ
C sð Þ ¼ 1 bð Þ sinh hsð Þ
sinh hð Þ þ b
tanh h sþ 12
 
  tanh h2 
2 tanh h2
  ð15Þ
In the AMM7 the parameter settings used are h ¼ 6;Hc ¼ 150m
and b ¼ 0:8. The critical depth of 150 m is chosen to give stretching
in the surface mixed layer. To prevent the coordinate going non-
monotonic at depths less than Hc the coordinate is forced to pure
r in these regions.
A non-linear free surface using variable volume, and time-split-
ting with leap-frog time stepping, is used. The baroclinic time step
is 150 s and the barotropic sub-cycle time step is 5 s. The momen-
tum advection is both energy and enstrophy conserving and the
lateral boundary condition on the momentum is free-slip. Horizon-
tal diffusion of momentum is speciﬁed using both laplacian and
bilaplacian operators. The laplacian diffusion is applied on geopo-
tential surfaces to prevent spurious mixing in the vertical, and bila-
placian diffusion is applied on model levels to retain stability. The
coefﬁcients of laplacian and bilaplacian diffusion are 30.0 m2 s1
and 1.0  1010 m4 s2 respectively. The Total Variance Dissipation
(TVD) advection scheme is used. The tracer diffusion operator is
only laplacian and operates along geopotential levels. The tracer
diffusion coefﬁcient is 50 m2 s1.
A pressure Jacobian method for calculating the horizontal pres-
sure gradient following Shchepetkin and McWilliams (2003) isused, and is described in detail in O’Dea et al., 2012. Vertical turbu-
lent viscosities/diffusivities are calculated using the Generic Length
Scale (GLS) turbulence model (Umlauf and Burchard, 2003). The
second-moment algebraic closure model of Canuto et al., 2001 is
solved with the two dynamical equations for the turbulence kinetic
energy (TKE) and TKE dissipation. Neumann boundary conditions
on TKE and TKE dissipation are applied at the surface and sea
bed and surface wave mixing is parameterised (Craig and Banner,
1994). The dissipation is limited under stratiﬁcation using a limit
of 0.267 (Galperin et al., 1988). The bottom friction uses a spatially
varying log layer based drag coefﬁcient with a minimum drag coef-
ﬁcient set at 0.0025.
The AMM7 uses the North–West Shelf Operational Oceano-
graphic System (NOOS) bathymetry (Fig. 1), which is a combina-
tion of GEBCO 1’ data and a variety of local data sources from the
NOOS partners. The 1 nm resolution source data is gridded onto
the AMM7 domain using a volume-conservative box averaging.
The bathymetry is not smoothed but the vanishing quasi sigma
(VQS) coordinates discussed in the introduction are usually used.
This results in the terrain-following coordinates disappearing into
the seabed in high slope regions, reducing the slope of the coordi-
nates. In this work the VQS option has not been used to simplify
interpretation of the results.
At the open boundaries tidal energy enters the domain via a
Flather (1976) radiation boundary condition speciﬁed using ﬁfteen
tidal constituents for the depth mean velocities and sea surface
elevation. The equilibrium tide is also speciﬁed. In addition to
the tidal boundaries the model is one-way nested to a 112
 deep
ocean model for the North Atlantic.
Differences can be seen between SST ﬁelds from the AMM7 and
those from the geopotential-coordinate FOAM model into which it
is nested, which includes both SST and temperature proﬁle data
assimilation. Although the model used to provide boundary condi-
tions is different in a number of ways to the AMM7 (for example as
it uses a different turbulence scheme and does not include tides)
none of these differences is likely to account for the difference in
the SST solution, which is thought to be caused by the poor surface
resolution.
Another known issue with the AMM7 is that water masses com-
ing from the shallow Skagerrak/Kategatt region are not well re-
solved where they ﬂow from the shallow regions of the southern
Kattegat, into the considerably deeper waters of the Skagerrak
and on into the Norwegian Trench. This impacts upon the stratiﬁ-
cation in the Norwegian Trench and has both a local effect on the
quality of temperature and salinity forecasts and an indirect im-
pact on the quality of the simulations in the adjacent North Sea.
The c stretching is therefore in this example primarily proposed
to maintain surface and near-surface resolution across a wide
range of depths whilst maintaining the terrain-following bottom
box.3.2. The stretched coordinate for a shelf application
The methodology described in Sections 2.2 and 2.3 above has
been used to create a c stretching for use in the AMM7 model de-
scribed in Section 3.1. The choice of surface resolution is relatively
straightforward as 1 m is, after Bernie et al. (2005), considered
optimal for resolving diurnal cycles and also matches the Z-coordi-
nate models used in the Met Ofﬁce and elsewhere. The number of
vertical levels required to get a reasonable coordinate given the
constraints of having a 1 m surface has been found to be a mini-
mum of approximately 50. The three cases for different values of
a shown in Fig. 3 all have potentially useful properties. Simulations
(not shown) with the L50-like bottom resolution indicate that the
loss of resolution at the bottom is undesirable.
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the bottom and the surface, has been chosen as optimal for the
AMM7. This allows the speciﬁcation of DZb to be prescribed within
the limits allowable with a v of 0.3 as a function of the local water
depth. The parameters used are n ¼ 51; DZs ¼ 1 and Hc ¼ 50, and
DZb ¼ 1 at the critical depth, so that the c and r solutions are equal
at the critical depth. In this case Eq. (10) is not neccessary, and an
efold number (e) of zero is used. In shallow waters (H < Hc) it has
been chosen to revert to r-coordinates, rather than the pseudo-Z-
coordinate. To maintain the required resolution whilst maintaining
a smooth coordinate the following linear function in water depth
has been chosen for DZb:DZb ¼ 0:024H  0:2 for H > Hc ð16Þ
To reduce computational cost the approximation of D ¼ H given
in Eq. (6) is used for the remainder of this work, with the stretching
function c calculated only once during model initialisation. The
geopotential depth (z) is then calculated at every timestep using
Eq. (1) as is currently the case for standard AMM7 simulations
using the non-linear free surface option in NEMO. Therefore
although the stretching function is not altered throughout the sim-
ulation, the coordinate itself is updated at each time step and
‘‘breathes’’ with the free surface. This results in the size of the sur-
face and bottom box varying with f, and therefore not remaining
the same as the the user deﬁned values DZs and DZb, respectively.
However in relatively deep waters (where the stretching is ap-
plied) f can be assumed to be small relative to H and so the impact
of not recalculating c at each timestep upon the grid sizes will also
be small. In applications where a strict adherence to the values of
DZs and DZb is required this can be achieved by taking D ¼ H þ f in
Eq. (6), and recalculating the stretching function c at each time
step.
This implementation of the coordinate gives bottom resolutions
very similar to those found in Song and Haidvogel (1994) (SH94),
as used in the present AMM7 conﬁguration (although with 50 lev-
els), and is used for all the following experiments.
The resultant vertical coordinate for the Song and Haidvogel
(1994) stretched coordinate (SH94), the Z-coordinate from FOAM
(L50) and the c stretching have been calculated for an idealised
bathymetry (Figs. 4 and 5). This shows the c stretching has
achieved the primary aim of maintaining high, and constant, reso-
lution at the surface whilst maintaining the relatively high resolu-
tion near the bottom in shallow and intermediate waters. The
coordinate gives the same resolution near the surface as the FOAMFig. 4. A comparison of the SH94 stretching (solid lines), the L50 Z-coordinate (contoured
every third coordinate surface is shown. The plot on the left shows waters from 500 mL50, which is a signiﬁcant improvement on the SH94 stretching.
The impact on air–sea exchange of using the c over the SH94 for-
mulation is shown in Section 3.5. It also gives better resolution
than the FOAM L50 throughout the watercolumn in shallow and
intermediate depth water, and keeps similar bottom resolution to
the SH94 throughout the domain. It should also be noted that both
the SH94 and the c stretching give sloped coordinates, and there
are noticable changes in the slope at their critical depths (150 m
and 50 m, respectively). It is important to understand the potential
impact of the sloping surfaces. Section 3.3 investigates this in more
detail. An idealised test case is presented in Section 3.4 that inves-
tigates the impact of the sloping surfaces upon the horizontal pres-
sure gradient error.
3.3. Quantifying the coordinate slope
Although stretching the coordinate be may desirable to gener-
ate increased resolution where it is required, this may come at
the expense of increasing the slope of the coordinate and hence
impacting upon the model’s numerical accuracy. To understand
this better a hydrostatic consistency parameter following Haney
(1991) has been reformulated to deal with the stretched
coordinate:
r ¼ 2
H
Dx
Dz
@x SHð Þ
@zS
ð17Þ
where S denotes the coordinate in computational space, and could
be the r or SH94/c stretched coordinate. The maximum value for
the four horizontal directions is taken as the value of r for that
point. An r of greater than unity formally violates hydrostatic con-
sistency. It should be noted however that r=S-coordinate models
rarely meet this criteria. The aim is to therefore minimise the value
of r, not to prevent the violation of hydrostatic consistency entirely.
A slope parameter, s, following Beckmann and Haidvogel
(1993), but adapted for stretched terrain-following coordinates
and therefore calculated at each depth level, is an alternative
measure.
s ¼ Dx @x SHð Þ
H
				
				 ð18Þ
As with the hydrostatic consistency factor, the slope parameter
is calculated in all horizontal directions, and the maximum slope
used. This slope factor is a measure of the resolution compared
to the bathymetric variability and its range is 0 < s < 1, withsurfaces) and the c stretching (dashed lines) for a idealised bathymetry. For clarity
to 2500 m in depth and on the right from 50 m to 300 m.
Fig. 5. A comparison of the SH94 S-coordinate (solid lines), the L50 Z-coordinate
(contoured surfaces) and the c stretching (dashed lines) in the surface 100 m for a
idealised bathymetry that goes from 50 m to 5500 m depth. For clarity every third
coordinate surface is shown.
Fig. 7. The depth mean hydrostatic consistency, r, and slope parameter, s, for the c
and SH94 stretching for an idealised seamount with 50 levels.
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relative to the bathymetric variability) and is unity when the ver-
tical change in depth for adjacent grid cells is the total water depth.
The c and SH94 stretching are compared using the slope factor
(s) and hydrostatic consistency (r) on the AMM7 domain with 50
levels and on the seamount domain described in 3.4. The c and
SH94 stretching parameters used are described in Section 3.2. As
these coordinates are stretched the values of r and s are a function
of depth, and so for simplicity of interpretation the maximum and
the mean over depth have been calculated. The maxima of both of
these properties are generally found at the sea bed, and so in the
case where the coordinate is matched at the bottom (as in this
case) the maximum is similar and so is not shown. Both the hydro-
static consistency and the slope parameter show qualitatively sim-
ilar results, with the c stretching giving considerably smaller
values than the Song and Haidvogel (1994) setup. Both the slope
factor and hydrostatic consistency increase up the slope of the
sides of the seamount, reaching a maximum where the seamount
ﬂattens off (Fig. 7). The difference in the coordinates is also clearly
evident in the comparison on the AMM domain Fig. 6 with the c
stretching showing signiﬁcantly smaller values over steepFig. 6. The depth mean hydrostatic consistency, r for the c (left) anbathymetry (see Fig. 1) such as along the shelf slope, the Norwe-
gian Trench, the Faroe Isles and the Rockall Bank, where both the
coordinate systems have maximum hydrostatic consistency and
slope factors. The SH94 stretching also has signiﬁcant areas on-
shelf where the values are much higher than the c stretching,
due to its use of r-coordinates in less than 150 m of water. In shal-
low waters (less than 50 m, for example in the southern North Sea)
both stretching functions give the same (relatively high) values, as
would be expected as both use r-coordinates in these regions.
It is not obvious that the c stretched coordinate should necces-
sarily have better slope or hydrostatic consistency parameters than
the SH94 stretched coordinate, and one could envisage situations
where the reverse might be the case. The reason in this case it does
is that (a) the surface resolution is constant and hence the coordi-
nate is ﬂatter near the surface in c than SH94 stretched coordinatesd SH94 (right) stretching for the AMM7 domain with 50 levels.
J.R. Siddorn, R. Furner /Ocean Modelling 66 (2013) 1–13 9(b) the bottom resolution is the same in both coordinates and
hence they have similar slopes towards the bottom and (c) the
maximum vertical rate of change in the c stretched coordinate
has been constrained to be similar to the maximum rate of change
in the SH94 stretched coordinate. This combination prevents the
maximum slope or hydrostatic consistency being worse than in
the SH94 case and, given the small surface slopes, ensures the
mean slopes remain smaller.
The smaller slopes, especially in the surface waters where the
pressure gradients are large, would be expected to give improve-
ments in the horizontal pressure gradient errors. This is explored
in the following section.Fig. 8. Domain mean (top) and maximum (bottom) current speeds (m/s) for the
AMM7 domain with the SH94 (black) and c (grey) vertical stretching.3.4. A horizontal pressure gradient error test case
It has been hypothesised above that the c stretching proposed
in this paper, being ﬂatter than the SH94 stretching near the sur-
face and hence in regions of high stratiﬁcation, should result in re-
duced horizontal pressure gradient errors. This was tested for in an
idealised seamount test case similar to that used by Beckmann and
Haidvogel (1993). No external forcing was applied, and lateral
boundaries were clamped to the initial condition, for a mid-lati-
tude (50N) seasonally stratiﬁed ocean model with horizontal
resolution of approximately 7 km. No explicit horizontal or vertical
diffusion was applied. Any velocities that occur in the simulations
must therefore be as a result (directly or indirectly) of the horizon-
tal pressure gradient errors.
The simulations were started from rest and initialised with a
constant salinity proﬁle, and a prescribed temperature proﬁle of:
Tz ¼ 5 1 tanh z 12020
  
þ 10 5500 z
5500
 
This gives a mixed layer of around 120 m and similar Burger
number to that of Beckmann and Haidvogel (1993). Two simula-
tions were run, one with SH94 and one with c stretching as de-
scribed in Section 3.2. The results are not shown here but
conﬁrm the hypothesis that at least in this idealised case the c
stretching gives lower mean and maximum velocities. The SH94
solution gives a very similar outcome to those presented in Beck-
mann and Haidvogel (1993), with domain maximum velocities
spinning up quickly to give a domain maximum speed of 1 cm/s.
These maxima oscillate over time at the inertial period of just un-
der 16 h, settling down to give a maximum speed of around
0.6 cm/s. The simulations using the c stretching give quite different
results, with the initial error being less than half that for the S-
coordinate, and with insufﬁcient velocities generated to sustain
the oscillations. The c simulation reaches a state where no oscilla-
tions occur and the maximum velocities were an order of magni-
tude smaller than for the SH94 simulation. This is a result of
both the generally ﬂatter coordinates with the c stretching and
the fact that the coordinate surfaces are most ﬂat towards the sur-
face, where maximum gradients in pressure occur.
The same experiments were then run on the AMM7 domain
(Fig. 1) to learn more about how these changes would translate
to our operational models. The density proﬁle used was similar
to that described above, but with the initial temperature and salin-
ity proﬁles as used in Section 3.5 to be representative of the AMM7
domain.
The southern Bay of Biscay is a particular problem to model in
terrain-following coordinates as the bathymetry goes from depths
of order 1000’s to 10’s of metres in a few grid cells. Normally this is
mitigated by using the hybrid, or vanishing (VQS), coordinates, but
as these are not used in these simulations the region south of 44N
has been removed from the analysis.The results on the AMM7 domain show similar time evolution
of the domain mean solutions to the seamount test case, with
the mean and maximum current speeds spinning up over an iner-
tial period and then slowly being damped to reach a pseudo-steady
state solution (Fig. 8). The mean and maximum amplitudes of the
currents in the c experiment are smaller than in the SH94 experi-
ment. The inertial oscillations are also more quickly damped in the
c test case.
Fig. 9 shows the spatial pattern of the depth mean horizontal
pressure gradient derived currents after an hour of simulation.
The erroneous currents, as expected, closely follow the hydrostatic
consistency parameter (Fig. 6) which in turn closely aligns to the
gradients in bathymetry.
The system reaches a pseudo equilibrium after a few inertial
periods, although it seems that the maximum current speeds are
still after 168 h gradually reducing in the SH94 case. Maximum
current speeds (Fig. 10) are of an order of magnitude greater than
the mean, and reach 0.1 cm/s in steeply sloping areas, most nota-
bly along the continental shelf slope. It should however be noted
that these current speeds are still small, and even at their maxi-
mum are signiﬁcantly smaller than the slope current itself, which
has maximum current speeds of 10 cm/s or greater (Pingree
et al., 1999). Although the domain mean and maximum current
speeds (Fig. 8) are signiﬁcantly higher in the SH94 experiment than
in the c experiment these ﬁgures are dominated by the large parts
of the domain where the bathymetry is relatively ﬂat and the hor-
izontal pressure gradient derived currents are small. When focus-
ing on steeply slowing areas there is even greater impact of the
changed vertical coordinate stretch upon the mean (Fig. 9) and
and maximum (Fig. 10) current speeds, with the mean currents
speeds in some regions being ﬁve times greater in the SH94 simu-
lation than in the c simulation.3.5. An idealised air–sea exchange test case
To understand the potential impact of the change in the surface
cell thickness on the AMM7 model in going from the SH94 to a c
formulation an idealised air–sea exchange test case has been run.
The coordinates were implemented as described in Section 3.2
Fig. 9. Depth mean current speeds (m/s) after 1 h for the c stretching (left) and SH94 stretching (right). Contour intervals are logarithmic.
Fig. 10. Column maximum current speeds (m/s) after 48 h for the c stretching (left) and SH94 stretching (right). Contour intervals are logarithmic.
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lations were initialised with a surface temperature of 12C and a
tanh proﬁle of temperature (below) similar to that used in the sea-
mount testcase and that (given the temperature criterion detailed
below) initialises the mixed layer to 120 m.
Tz ¼ 3 1 tanh z 12020
  
þ 6 5500 z
5500
 
The model was initialised with a constant salinity of 35.5 psu,
and the simulations were run without boundaries, rivers or any
external forcing other than prescribed heat ﬂuxes to isolate the ef-
fects of the air–sea exchange. A daily-averaged shortwave-radia-
tion ﬂux of 300 Wm2, with diurnal cycle, was imposed. A
constant 400Wm2 of downward longwave-radiation was also
imposed, and the radiative, sensible and evaporative heat ﬂuxes
were calculated using the CORE formulation (Large and Yeager,
2004) and a low, constant, background windspeed and a constant
air temp of 16C. This would be typical of warm, high-pressure
periods in the early summer in the AMM7 area, and thus gives
some indication of the model’s response, in terms of forming a
diurnal layer and modifying seasonal stratiﬁcation.To investigate the impact on stratiﬁcation the daily maximum
and minimum temperatures at each grid point for hourly instanta-
neous output were calculated. These maxima and minima were
used to calculate a diurnal range. The mixed layer depth (MLD)
at midnight was calculated using a simple temperature based cri-
terion, where the mixed layer depth is taken to be the depth at
which the temperature is 0.2C less than the SST.
After 14 days (following the initial rapid mixed layer shallow-
ing, Fig. 11) the c simulation has markedly shallower mixed layers,
warmer nighttime temperatures and a greater diurnal range than
the SH94 simulation. This is most marked in the deeper waters
but is still signiﬁcant over the shelf slope and continental shelf re-
gions. This is due to an improved representation of the ocean sur-
face boundary layer in the c stretching and the associated reduced
implicit diffusion. This is reﬂected in the regional mean evolution
of the simulations (Fig. 12). The ﬁgure shows waters for the on-
shelf and shelf slope region (labelled shelf, and deﬁned as waters
of depths ranging from 50 m to 300 m) and for the deep waters (la-
belled off-shelf, and deﬁned as waters of depths greater than
300 m). Waters shallower than 50 m, where both coordinates are
the same and signiﬁcantly smaller differences occur, are not
Fig. 11. The difference between c and SH94 stretching for diurnal range (%, left) midnight temperature (C, middle) and midnight mixed layer depth (m, right) after 14 days.
The difference in diurnal range is calculated as a proportion of the SH94 diurnal range. These are calculated so that a positive mixed layer depth difference means the c
stretching solution is shallower than the SH94, whereas positive diurnal ranges and midnight temperatures mean the c solution is the larger.
Fig. 12. Comparison of mean daily maximum sea surface temperature (top) mean
diurnal range (middle) and mean mixed layer depth (bottom) for shelf (deﬁned as
50 to 300 m depth waters; solid lines) and off-shelf (greater than 300 m depth
waters, dashed lines). The SH94 stretching simulation is in black and the c
stretching in grey.
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large, decreasing as the mean sea surface temperature increases to-
wards the air temperature. For the shallower waters the surface
temperature increases more quickly, the mixed layer becomes
more shallow and diurnal cycle is more pronounced than in the
deeper waters, although the difference between the deep and shal-
lower waters is less marked in the c stretching simulation. This im-
plies that vertical resolution is still a limiting factor in the deep
waters for the new coordinate, but less so. Although the initial re-
sponse of the simulations is quite different, they converge to sim-
ilar solutions for diurnal range once the sea surface temperature
approaches the air temperature. The mixed layer depth in the c
solution remains shallower in deep waters throughout the
simulations, although the two simulations do appear to be slowly
converging.
In summary, the c stretching is more sensitive to surface heat-
ing, with a more rapid increase in surface temperatures, a more ra-
pid and greater reduction in mixed layer depth and larger diurnal
ranges. These impacts are to be expected given the change in the
coordinate, and conﬁrm the potential for the c stretching to give
better representation of the surface ocean both off-shelf and on
the shelf in regions with depths greater then 50 m.
4. Discussion
In this work the emphasis has been upon the use of the c
stretching in the AMM7, a model that presently uses terrain-fol-
lowing coordinates. The intention was to improve the representa-
tion of air–sea exchange in this model in deep waters, something
that has been seen to be a weakness at present. It has been demon-
strated that the c stretching has the potential to improve the
AMM7 in this way. It has also been shown that the hydrostatic con-
sistency and slope factors are in general improved and the associ-
ated horizontal pressure gradient errors are reduced. Although it
has not been demonstrated it is to be expected that, given the im-
proved hydrostatic consistency and slope factor, other numerical
artefacts will also be reduced.
Initially on commencing this work, the authors had envisaged
running simulations of the AMM7 using realistic conditions and
validating the results against observations. However, it became
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simulations immediately for two reasons. Firstly, the AMM7 is
tuned to have realistic shelf slope current and thus a realistic input
of heat to the North Sea. It is clear that by reducing the horizontal
pressure gradient errors, and therefore improving process repre-
sentation, the simulations would no longer provide sufﬁcient heat
transport along the shelf slope current. Secondly, the AMM7 is
known to have a tendency to be slightly warm at the surface,
something that is thought to be due to a combination of the air–
sea ﬂux used and the downwelling radiation schemes. By improv-
ing the representation of heat-exchange at the surface the model
would become warmer still, further increasing its bias.
It is intended that now the coordinate is well tested it will be
implemented within the AMM7 as part of a suite of changes de-
signed to improve the model.
Although the focus in this work has been upon the shelf seas
models, where there is the need to model a wide range of water
depths effectively, it has always been the intention of the authors
that this coordinate should bridge the gap between deep ocean Z-
coordinate and shelf seas r-coordinate systems. As global ocean
models become higher resolution there is an increasing potential
for representing shallow water dynamics in deep ocean models.
There is also a known problem in simulating ﬂows over sills in glo-
bal models. These ﬂows are important in driving overturning circu-
lations, and thus in determining global climate. It is therefore
worth considering the potential for a terrain-following coordinate
that gives a consistent representation of the surface and bottom
boundaries in coupled ocean–atmosphere models of the climate.
Simulated Nordic Sea overﬂow entering into the deep North
Atlantic through the Greenland–Iceland–Scotland (GIS) ridge is
generally too weak in climate models with, for example, Met Ofﬁce
climate models giving GIS overﬂows of the order 3–4 Sv (Graham,
pers comm), compared to the observed value of about 5–6 Sv from
Dickson et al., 1990. This bias is thought to be caused by excessive
convective entrainment of the overﬂow over staircase bathymetry
in the model, leading to much lighter and shallower overﬂow
waters (Winton et al., 1998). Danabasoglu et al. (2010) and other
authors have attempted to correct these weak overﬂows with
parameterisations that increase the overﬂows, with some partial
success. Grifﬁes et al. (2000) conclude that the ability to resolve
these overﬂows is dependent upon the model vertical coordinate
scheme, and that even with partial/shaved cells, Z-coordinate mod-
els do not capture these ﬂows well. Ezer and Mellor (2004) com-
pared the use of terrain-following and geopotential coordinate
systems in modelling dense water overﬂows, and concluded that
terrain-following coordinates could, at least in an idealised case,
provide realistic plume formation. It should also be noted that
due to the smooth topography in terrain-following ocean models,
they have the advantage of being stable with lower diffusivities
than equivalent geopotential models (Mellor et al., 2002). This
would suggest that climate modellers should be considering global
model domains using terrain-following coordinates if the disad-
vantages of poor representation of the surface exchange and high
horizontal pressure gradient errors in terrain-following systems
can be overcome.
A secondary beneﬁt, therefore of this work, is expected to be the
potential for improved water mass formation in climate prediction
models. Historically, climate models have not used terrain-follow-
ing coordinates, but recent work Lemarié et al. (2012) suggests that
this should be reconsidered given improved numerical solutions
for terrain-following coordinates. Lemarié et al. (2012) describes
an implementation of ROMS that uses the Shchepetkin and McWil-
liams (2009) terrain-following stretching to do basin scale simula-
tions. The numerical choices required for global climate
simulations and how they differ from the traditional choices made
within ROMS, which is predominantly designed for shallow tidalseas simulations, are discussed and it is concluded that a terrain-
following coordinate global climate model is viable and presents
no greater numerical difﬁculties than any other coordinate. It
should be noted, though, that the Lemarié et al. (2012) implemen-
tation uses a critical depth of 400 m and 50 vertical levels, giving a
surface resolution of a little under 10 m. This is not considered suf-
ﬁcient to resolve diurnal cycles (Bernie et al., 2005) and would
therefore limit the ability of this model to adequately represent
air–sea exchange. A terrain-following coordinate that allows im-
proved consistency in the surface grid resolutions over a range of
water depths would further improve the potential for their use in
climate simulations.
The aim of this work has been to provide a coordinate stretching
that optimises the placement of the vertical resolution and follows
the low frequency changes in sea-level but does not adapt to local
changes in density at high frequency. The Arbitrary Lagrangian
Eulerian (ALE) method (Hirt et al., 1974) has been implemented
in NEMO (Leclair and Madec, 2011) to allow the coordinate to
adapt to high frequency ﬂuctuations in the density ﬁeld, such as
those due to internal waves. An ALE coordinate such as that given
in Leclair and Madec (2011) superimposed upon a terrain-follow-
ing coordinate such as the one presented here would be a powerful
approach to resolving internal waves, ﬂows over steep slopes, the
non-linear free surface and surface exchange processes.
The Met Ofﬁce Hadley Centre uses the NEMO model in its cou-
pled ocean–atmosphere climate modelling system (HadGEM3 He-
witt et al. (2011)). The intention is to ﬁrstly look at the impact of
the coordinate upon ﬂows over sills and if it provides an improve-
ment upon the present coordinates then to test it more generally
within the coupled system.5. Conclusions
The paper has deﬁned a coordinate that can be shown, in theo-
retical cases at least, to be able to combine the representation of
the ocean surface boundary layer in deep water associated with
geopotential (Z) coordinate model frameworks with the ability of
terrain-following (r=S) coordinates to represent bottom boundary
layers. It is also shown that the horizontal pressure gradient error
associated with terrain-following coordinates is reduced using this
coordinate as the mean slopes, and particularly the mean slopes in
regions of high vertical density gradients, are less than a commonly
used stretched coordinate.
This results in simulations that have fewer spurious currents
due to numerical artefacts, and better representation of air–sea ex-
change, than the coordinate used presently for a stretched terrain-
following coordinate model, the FOAM AMM7.
The potential for this coordinate to be used for global ocean
models has not been explored here. It is expected that given ad-
vances in the numerics of terrain-following models, and the bene-
ﬁts they give for modelling ﬂows over sills, that this work can be
extended to coupled ocean applications with potential beneﬁts
for modelling overturning circulations.Acknowledgments
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Abstract. As a component of the Mediterranean Forecast
System Pilot Project, a data buoy was deployed in the Cre-
tan Sea. A 1-D ecosystem model of the site has been used
to investigate the role of surface heat fluxes in determining
modelled ecosystem behaviour. The method of calculation
of these fluxes, the quality of the data used, and the temporal
resolution of the data all had an impact upon the modelled
ecosystem function. The effects of the changes in heat flux
formulation were substantial, with both annually averaged
properties of the system and the seasonal evolution of the
biology being affected. It was also found that the ecosys-
tem model was extremely sensitive to the accuracy of the
meteorological forcing data used, with substantial changes
in biology found when offsets in the forcing data were im-
posed. The frequency of forcing data was relatively unimpor-
tant in determining the biological function, although lower
frequency forcing damped high frequency variability in the
biology. During periods of mixing the biology showed an
amplified response to changes in physical dynamics, but dur-
ing periods of stratification the variations in the physics were
found to be less important. Zooplankton showed more sen-
sitivity to physical variability than either phytoplankton or
bacteria. The consequences for ecosystem modelling are dis-
cussed.
Key words. Oceanography: physical (air-sea interactions;
turbulence, diffusion, and mixing processes) – Oceanogra-
phy: biological and chemical (plankton)
1 Introduction
The effective modelling of ecosystems requires a suitable
knowledge of both the governing biogeochemical equations
and physical processes. The ecosystem function is influenced
by physical processes, through changes in the temperature,
light and mixing regimes (Huisman et al., 1999; Margalef,
1997; Sharples and Tett, 1994; Pingree et al., 1978). There-
Correspondence to: J. I. Allen (jia@pml.ac.uk)
fore, the physical parameterisation of the model may have
an important effect upon the biological function (Chen and
Annan, 2000). Additionally, the choice of forcing at the air-
sea interface can strongly influence modelled ecosystem be-
haviour (Lacroix and Nival, 1998).
This work has been undertaken as part of the Mediter-
ranean Forecasting System Pilot Project (MFSPP), which
aims to predict the marine ecosystem variability in coastal ar-
eas of the Mediterranean Sea. A forecasting system requires
two parts, an observing system and a numerical modelling
component. The M3A buoy, in the Cretan Sea, has been in-
stalled to supply the observational data. The forecast capa-
bility of the modelling system is dependent upon the ecosys-
tem model’s responses to variability in physical forcing, and
temporal and spatial resolution of forcing functions.
The aim of this work is to investigate the role of surface
heat flux, as determined by the frequency of meteorological
data and the choice of heat flux formulations, in determin-
ing the biological function of a one-dimensional ecosystem
model of the Cretan Sea. The primary productivity of a sys-
tem is determined by both nutrient availability and the resi-
dence time of plankton in the euphotic zone, which, in turn,
are both dependent upon the stability of the water column
(Huisman et al., 1999). In a 1-D model this is dependent
upon surface fluxes of heat and momentum.
The Cretan Sea, in the eastern basin of the Mediterranean,
is a seasonally stratified oligotrophic system, and in the win-
ter months the water column frequently overturns, mixing
up bottom waters (Tselepides et al., 2000). Phosphorus is
generally considered to be the limiting nutrient in this re-
gion. These overturning events are important to the ecosys-
tem function of the Cretan Sea, since they sporadically mix
up nutrients to the surface waters. Air-sea transfers of mo-
mentum and heat, which determine the timing and extent of
these overturning events, are, therefore, an important factor
in controlling the local biogeochemistry. The extent to which
modelled ecosystem behaviour is affected by the method of
modelling surface fluxes of heat and momentum is, therefore,
a pertinent question. Castellari et al. (1998) have shown, us-
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Fig. 1. Diagram showing the trophic links in ERSEM.
ing an OGCM of the Mediterranean Sea, that the hydrody-
namics are sensitive to the heat flux formulation and mete-
orological data used. Lacroix and Nival (1998) have also
shown that in the western Mediterranean the frequency of
forcing has a strong effect upon the biological function.
2 Methods
2.1 Models
2.1.1 ERSEM
The European Seas Ecosystem Model (ERSEM) is a generic
ecosystem model, with a proven record of use in the Mediter-
ranean Sea (Allen et al., 2002a; Zavatarelli et al., 2000; Allen
et al., 1998; Vichi et al., 1998). ERSEM is a modelling
framework in which an ecosystem is represented as a net-
work of physical, chemical and biological processes that dis-
play coherent system behaviour (Baretta et al., 1995). A
“functional group” approach is used to describe the biota.
The ecosystem is subdivided into three functional types:
producers (phytoplankton), decomposers (bacteria) and con-
sumers (zooplankton), and subdivided on the basis of trophic
links and/or size (Table 1 and Fig. 1).
Physiological (ingestion, respiration, excretion and eges-
tion) and population (growth, migration and mortality) pro-
cesses are included in the descriptions of functional group
dynamics. Physiological processes and population dynam-
ics are described by fluxes of carbon or nutrients between
functional groups. Each functional group, therefore, has a
number of components, each of which is explicitly mod-
elled. These include carbon, nitrogen, and phosphorus for
all functional groups and, in the case of diatoms (P1), sil-
icon. Detailed descriptions of ERSEM and its sub-models
can be found in Baretta et al. (1995), Baretta-Bekker et al.
(1995; 1998) and Ebenho¨h et al. (1997). Sensitivity anal-
yses of parameterisations of ERSEM have been undertaken
by Ebenho¨h et al. (1997) and Varela et al. (1995).
Table 1. The model code and the descriptive names for the ERSEM
functional groups
Phytoplankton Zooplankton Bacteria
P1 Diatoms, Z5 Zooplankton B1 Bacteria
(Silicate (20–300µm)
dependence)
P2 Flagellates Z6 Heterotrophic
(>2µm) Flagellates
(<20µm)
P3 Picoplankton
(<2µm)
The model used in this study is a version of ERSEM as de-
scribed above, with the main adaptation being the inclusion
of dynamically varying carbon to chlorophyll ratios in the
primary producers, following methods described in Geider
et al. (1996) (Allen, 2002b).
2.1.2 POM
The ERSEM code is coupled with a 1-D version of the
Princetown Ocean Model (POM) (Blumberg and Mellor,
1987). The POM code calculates Richardson number de-
pendent eddy diffusion coefficients for momentum (KM) and
scalar variables (KH), using the Mellor-Yamada 2.5 turbu-
lence closure model (Mellor and Yamada, 1982), modified
after Galperin et al. (1988) and using a prescribed turbu-
lence length scale following Bakhmetev (1932). These co-
efficients are used to transport variables in both the physi-
cal and ecosystem sub-models. The physics is driven at the
air-sea interface by surface fluxes of heat and momentum,
calculated from meteorological boundary data, with salin-
ity held at the surface to climatological values (Psarra et al.,
2000). Horizontal velocity is derived from surface and bot-
tom stresses, and transported in the same way as other pa-
rameters. These velocity gradients are used to determine the
shear production.
The vertical resolution of the model is a metre at the sur-
face, increasing a metre at a time to five metres. The resolu-
tion stays at five metres for the rest of the 250 m deep water
column.
2.2 Surface heat flux formulations
The net flux of heat (QT ) across the air-sea interface is given
by:
QT = QS +QE +QH +QB , (1)
where QS is the solar radiation flux, QE is the latent heat of
evaporation flux, QH is the sensible heat flux and QB is the
long-wave radiation flux. QS is calculated at every time step
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Table 2. Long-wave radiation formulations; (a) Rosati and Miyakoda (1998) and (b) Budyko (1974)
Formulation
Brunt-Berlianda QB = εσT 4S
(
0.39− 0.005√eA
)(
1− 0.8C
)
+ 4εσT 4
S
(
TS − TA
)
Mayb QB =
⌊
σT 4
S
(
0.4− 0.005√eA
)
+ 4σT 3
S
(
TS − TA
)⌋(
1− 0.75C3,4
)
MEDITERRANEAN
SEA
Fig. 2. The location of the M3A buoy site.
using astronomical calculations of solar radiation, modified
by cloud cover (Dobson and Smith, 1988).
The sensible (QH ) and latent heat (QE) fluxes are cal-
culated using standard formulae; the net flux of heat (QT )
across the air-sea interface is given by:
QH = pACPCH |V |
(
TS − TA
) (2)
QE = pALECE |V |
(
qS − qA
)
, (3)
where pA is the air density, qA is the specific humidity of air,
qS is the saturation specific humidity of air, Cp is the specific
heat capacity of water, LE is the latent heat of vaporisation,
TS and TA are the surface and air temperatures, respectively,
and CE and CH are the exchange coefficients for latent and
sensible heat, respectively.
The calculations for the latent and sensible heat are de-
pendent upon the calculations of the coefficients CE and
CH . Two formulations taken from Castellari et al. (1998)
are used; the “neutral” formulation (Rosati and Miyakoda,
1988), which sets both coefficients equal to 1.1× 10−3, and
the Kondo formulation (Kondo, 1975), where the coefficients
are a function of air-sea temperature difference, wind speed
and a stability criterion for the surface waters.
Two formulations for the long-wave radiation flux (QB )
are used (Table 2). The formulations for the exchange co-
efficients and longwave radiation are combined to give three
heat flux models (Table 3). These were found by Castellari et
al. (1998) to model the hydrodynamics of the Mediterranean
most successfully, although it should be noted that the model
used in the Castellari et al. (1998) work is different from that
used here and, therefore, direct comparisons cannot be made.
European Centre for Medium-range Weather Forecasts
(ECMWF) 6-hourly data, at a 2.5◦ horizontal resolution, was
extracted for a position close to the M3A buoy site to provide
the meteorological forcing for the model. Air temperature at
2 m (TA), 10 m winds, and cloud cover were available. Dew
point temperature (TD) and mean sea level pressure (PA) data
were also available and were used in the calculation of the
relative humidity (RH ) based on a formulation in Wallace
and Hobbs (1977), and a calculation for the saturation vapour
pressure (ES) (Tetens, 1930):
RH = 100× ES
(
TD
)
PA − ES(TD
) × PA − ES(TA)
ES
(
TA
) (4)
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Table 3. The combinations of heat flux formulations used; (a)
Rosati and Miyakoda (1998), (b) Kondo (1975) and (c) Budyko
(1974)
Method Turbulent Exchange Long-wave Radiation
Coefficient (CE/CH ) Method
Method
PA1 Neutrala Brunt-Berlianda
PA2 Kondob Brunt-Berlianda
PA3 Kondob Mayc
Table 4. Production and biomass data in the Cretan Sea:
(a) Psarra et al. (2000); integrated over the surface 100 m for station
D4, at 35◦30′ N, 25◦06′ E
(b) Ignatiades (1998); for station 59 (36◦0′ N, 25◦30′ E); integrated
over the surface 50 m
(c) Gotsis-Skretas et al. (1999); for station 59 (36◦0′ N, 25◦30′ E);
integrated over the surface 50 m
(d) Antoine et al. (1995); estimates made by CZCS for the Cretan
Sea
(e) Turley et al. (2000); estimates for the Cretan Sea
Phytoplankton Bacteria
Biomass (mg-C m−2) 1240d 1372±274e
296–1400c
Production (mg-C m−2 d−1) 220±64.3a 48.5±39.2e
65.2b
114–169c
151.0±91.6e
ES
(
T
) = 0.611 exp ( 17.27T
T + 237.3
)
. (5)
Temperatures are in degrees Celsius and pressures in Pascals.
2.3 Site
The Mediterranean Multisensor Moored Array (M3A) buoy
is located 30 nm north of Heraklion in the Cretan Sea
(35◦40′ N, 25◦00′ E), in 1030 m of water (Fig. 2).
The buoy was deployed to collect three-hourly data for a
number of physical and biological variables, including tem-
perature and chlorophyll, at various depths. In situ meteo-
rological information was also collected. Further details of
the instrumentation used and calibration of data sets can be
found in Nittis et al. (2003). Other data sets are also available
for the Cretan Sea, and some relevant data are summarised in
Tables 4 and 5.
Table 5. Nutrient data in the Cretan Sea, and annually averaged
nutrient concentrations (depths 0–250 m) for the model simulations
PA1, PA2 and PA3:
(a) Tselepides et al. (2000); for stations in the Cretan Sea in depths
of more than 500 m; annual averages of samples taken from depths
0–200 m
(b) Gotsis-Skretas et al. (1999); for station 59 (36◦0′ N, 25◦30′ E);
annual average of samples from depths 0–100 m
Phosphate Nitrate Silicate
(mmol m−3) (mmol m−3) (mmol m−3)
Tselepidesa 0.08±0.06 1.37±1.14 1.49±0.69
Gotskis- 0.03 1.03 2.65
Skretasb
PA1 0.030 1.32 3.14
PA2 0.036 1.36 3.08
PA3 0.035 1.36 3.09
3 Results
3.1 Sensitivity to variations in heat flux formulation
The model was run using the three heat flux formulations, la-
belled PA1, PA2 and PA3 (Table 3), forced using six-hourly
ECMWF meteorological data for the year 2000. A repeating-
year forcing was applied for five years to spin the models up
to a quasi-steady state for each formulation. The simulations
presented here were initialised for both biological and phys-
ical variables using the results from these spin-up runs.
3.1.1 Temperature
A comparison of these simulations with the M3A data shows
that the surface temperature was underestimated by up to 3◦
by all three formulations. The PA1 and PA2 runs were most
seriously affected, with PA3, although still significantly un-
derestimating the surface temperature, showing the closest fit
to the data (Fig. 3). Simulated temperatures at lower depths
(not shown) pick up the correct seasonal trends, but not the
high-frequency variability shown by the M3A data.
The inability of the model to reproduce the surface tem-
perature could be related to horizontal advection of heat to
the site. It is well documented that the Mediterranean has a
negative heat budget (Castellari et al., 1998), compensated
for by transport of heat across the Gibralter Sill, and, there-
fore, a 1-D model with no compensation for this would be
expected to underestimate the temperature. An underestima-
tion of the solar inputs to the system may also have an effect,
although this has been discounted, since the modelled solar
heat flux was substantially higher than literature estimates for
the Mediterranean; Garrett et al. (1993) gives the long-term
mean solar heat flux as 202 W m−2, compared to 219 W m−2
for this model.
Other potential causes of this temperature underestimation
were also investigated. The ECMWF forcing data used was
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Fig. 3. Surface temperature for (a) PA1, (b) PA2 and (c) PA3 runs.
Dashed line indicates model, solid line indicates data.
checked against the meteorological data taken from the M3A
buoy (Nittis et al., 2003), and the two data sets showed good
agreement for most variables. However, the humidity, as cal-
culated from the ECMWF data, showed substantial differ-
ences to the measured M3A data. The importance of the ac-
curacy of the forcing data is investigated further in Sect. 3.3.
The three runs, as mentioned above, showed substantial
differences in their calculations of the hydrodynamic prop-
erties of the M3A site. As an indicator of the physical be-
haviour of each model run, strength of stratification, as given
by the maximum Brunt-Vaisala frequency and temperature
difference across the thermocline, was calculated (Fig. 4).
The onset of stratification occurred around day 80 for all
three runs, with the strongest stratification not occurring until
after day 100. Differences between the runs were evident,
with PA1 giving a deeper thermocline in the initial stages
and stronger stratification in the latter parts of the year. PA1
also appeared to give a more diffuse thermocline. The PA3
simulation resulted in the shallowest thermocline depth, and
subsequently the extent of the stratification was the greatest.
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Fig. 4. Stratification strength as given by (a) temperature difference
across the thermocline and (b) the monthly running-mean of the
depth-averaged Brunt-Va¨isa¨la¨ frequency, for runs PA1, PA2, PA3
and PA3 with M3A humidity.
3.1.2 Comparison of biological time-series data
The physical differences between the modelled water
columns have an effect upon the biological function of the
model, through the timing of stratification, the water temper-
ature and the extent of mixing. The timing and magnitudes
of the spring blooms were quite different for the three sim-
ulations. The PA1 simulation bloomed the latest and with
the smallest peak (87 days and 0.51 mg–Chl m−3). PA2 gave
a rather diffuse bloom, with substantial secondary blooms
at most depths; these peaks occurred earlier than for the
PA1 run (at days 62 and 71), and with a similar magnitude
(0.54 and 0.53 mg–Chl m−3). The PA3 simulation resulted
in an early bloom (day 61) which was of a greater magnitude
(0.68 mg–Chl m−3) than either the PA1 or PA2 blooms.
The comparisons of simulated chlorophyll concentrations
with data show that they are of the right order of magnitude
(Fig. 5). However, the relatively large peaks in chlorophyll
in the model runs are not consistent with the apparent lack
of any significant spring bloom in the measured data. There
is unfortunately little data available for the period up until
day 65, and none between day 40 and 65, so it is possible
that some elevated chlorophyll concentrations were present
in this period.
The three runs showed remarkable similarity in the sum-
mer and autumn, and substantial differences in the winter and
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Fig. 5. Comparison of chlorophyll from the model runs PA1 , PA2 and PA3 for (a) 40 m depth, (b) 65 m depth.
spring (Fig. 6). The winter and spring periods coincide with
overturning events, and hence, the nutrient supply to, and
residence times of, phytoplankton in the euphotic zone are
controlled by the physical properties of the water column. In
the summer and autumn stratification disconnects the surface
waters from the nutrient rich bottom waters. Hence, the limit
to primary production is the in situ recycling of nutrients in
the surface layers, and the ecosystem comes under biological
control.
Turley et al. (2000) found a highly significant relation-
ship between bacterial and primary production in the Cretan
Sea, and this relationship is well replicated in the simula-
tions (Fig. 7). No obvious differences were evident between
model runs, with all showing relative bacterial and primary
production of the same order as the Turley data.
3.1.3 Annually averaged biology
The comparison of the three runs with data for phytoplank-
ton production show good agreement (Table 4 and Fig. 8),
although the scatter in the data does not allow a judgement to
be made on the relative merits of them. The phytoplankton
biomass also agrees well with published data for the region,
although possibly slightly on the high side in all cases. Both
bacterial biomass and production lie within the range of pub-
lished data. Similarly, modelled nutrient levels show good
agreement with observations (Table 5).
The annual average production and biomass of the three
runs showed some significant differences (Fig. 8). The main
differences between the three runs lie in the production data,
with the zooplankton being particularly affected (the differ-
ence between the PA1 and PA2 annually averaged produc-
tion is greater than 300%). The biomass varied by less than
10% for both the phytoplankton and bacteria, although the
zooplankton showed a much more marked variation (a 60%
difference between the PA1 and PA2 runs).
3.2 Sensitivity to the frequency of meteorological forcing
To investigate the role of surface forcing frequency, the three
simulations were each rerun with the meteorological data
read in at 12-hourly, daily, weekly and monthly intervals.
Annually-averaged simulated zooplankton were more sensi-
tive than either the bacteria or the phytoplankton to changes
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in forcing frequency (Fig. 9); the bacteria and phytoplankton
biomass values were surprisingly unaffected by the use of
extremely low temporal resolution surface forcing data. The
PA3 run was particularly insensitive to changes in frequency
of forcing, with little change in any of the annually averaged
production values for the 6-, 12- or 24-hourly forced simu-
lations, and relatively small changes when using weekly or
monthly forcing. The production was more sensitive to fre-
quency of forcing than the biomass, with the PA1 run show-
ing by far the most sensitivity.
The chlorophyll concentrations showed little dependence
upon the frequency of forcing. The differences were mainly
in the fine scale detail, with the simulations that used lower
frequency forcing showing damping of the short-term fluc-
tuations in chlorophyll concentrations, but the main chloro-
phyll peak remaining of largely the same amplitude and tim-
ing.
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Fig. 8. Annually averaged (a) production and (b) biomass for total
phytoplankton, zooplankton and bacteria.
3.3 Sensitivity to variations in the forcing data
Inaccuracy in the forcing data could well be a cause of
the consistent shortfall in sea surface temperatures (Fig. 3).
Comparison of measured (M3A) data and the ECMWF forc-
ing data shows that the ECMWF gives good estimates of air
temperature, wind speed and mean sea level pressure, but a
poor estimate of humidity. The average relative humidity for
days one to 160 was 51% for the ECMWF and 65% for the
M3A measured data. To investigate the significance of this
difference, a simulation (spun up for a year from the PA3
standard initialisation), forced with the M3A humidity, rather
than ECMWF data, was run. The accuracy of the M3A hu-
midity sensor is ±3% (Nittis, pers. comm.). In the second
half of the year, and at other times where no M3A data was
available, an average value of 65% was used. This run re-
sulted in a marked increase in modelled temperatures, and
a much better fit with the chlorophyll data (Fig. 10). It also
showed markedly stronger stratification than the previous run
using the PA3 formulation (Fig. 4).
The chlorophyll peak that was being produced at between
40 and 70 days no longer appeared and a far lower, broader
peak at around day 90 was found. It is apparent from this that
the ecosystem function of the model is extremely sensitive to
the quality of the humidity data used. Even when using rather
patchy data, with average values used in periods of no data, a
far better result is obtained than if using high resolution, but
inaccurate, data.
The quality of the humidity data influences the behaviour
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PA2 and PA3 runs using different forcing frequencies.
of the model, which indicates that the accuracy of other mete-
orological forcing data should be considered. Therefore, per-
turbations of the forcing variables were performed to com-
pare the influence that these data have on the surface heat
flux. These were run from the standard PA3 initialisation,
and the differences in model behaviour over 160 days (the
period of M3A data availability) analysed.
An increase in air temperature led to increases in sea sur-
face temperature and stronger, earlier stratification, and vice
versa. Similarly, increasing the humidity also acted to raise
sea surface temperature (and give more pronounced strati-
fication). The wind also had an effect upon stratification,
with increased winds giving less stratification as would be
expected.
The simulations that gave earlier stratification also had ear-
lier phytoplankton blooms. These earlier blooms were more
intense but shorter lived. When the onset of stratification
was delayed the bloom became delayed and far less intense.
The overall net effect upon the biomass and production is a
balance between the longevity and intensity of the bloom,
and hence there was no strict pattern as to how a change in
air temperature or wind speed affected the net production or
biomass (see Table 6). However, it is apparent that even rel-
atively small offsets in the forcing data may have major ef-
fects upon the ecosystem function of the model. A compari-
son between a standard run and runs using perturbed forcing
data show that substantial changes in heat flux can be induced
(Fig. 11). Large, but realistic, perturbations over a period of
a month give changes of the order of± 50–150 Wm−2 differ-
ences in the total heat flux (compared with a heat flux of the
order of −200–200 Wm−2). The strength of influence of the
perturbation does not appear to be dependent upon its sign,
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Table 6. Percent change in 160 day mean biomass (1B) and production (1P ) for depth-integrated phytoplankton, zooplankton and bacteria
with changes in forcing variables. Note the increase in relative humidity is scalar – a 20% increase in a humidity value of 50% gives 70%,
not 60%
Phytoplankton Zooplankton Bacteria
1P (%) 1B (%) 1P (%) 1B (%) 1P (%) 1B (%)
Humidity
+20% −29.5 −12.1 −58.2 −32.2 −31.5 −2.8
+10% −7.0 −3.5 −15.5 −3.1 −1.8 2.4
−10% −5.3 −1.0 −0.4 1.7 3.1 0.4
−20% −2.4 1.6 6.7 5.9 7.0 1.6
Wind
+2 m/s 11.4 6.5 39.3 22.1 29.0 4.9
+1 m/s 9.1 6.4 17.6 11.1 10.5 2.7
−1 m/s 14.5 2.4 19.2 9.8 13.6 3.8
−2 m/s −9.9 −5.6 −33.9 −13.2 −15.6 −0.3
Air
Temperature
+2◦C −7.9 −4.5 −31.4 −10.8 −13.5 0.2
+1◦C 10.1 2.4 17.6 10.5 13.5 3.6
−1◦C 3.4 3.7 10.5 7.3 7.4 1.7
−2◦C 17.4 6.9 50.6 23.7 32.5 6.2
and is significant for all three parameters investigated.
4 Discussion and conclusion
The behaviour of the biological model was shown to be sen-
sitive to variations in the heat flux formulations used. It is
difficult to judge the relative merits of these formulations,
since they all produced broadly acceptable ecosystem re-
sponses. However, the combination of the Kondo and May
formulations (simulation PA3) gave the best temperature val-
idation, which is in agreement with Castellari et al. (1998).
Annual average biomass and production estimates from the
three simulations showed distinct differences, although all
showed agreement with literature data. Changes in produc-
tion were far greater than the changes in biomass, and zoo-
plankton seemed to be particularly sensitive. The timing and
amplitude of the spring bloom showed quite substantial dif-
ferences for the different simulations. All three simulations
had peaks of chlorophyll in the period between 60 and 90
days, yet stratification did not occur in any of the simulations
until about day 80, with significant levels of stratification not
occurring before day 100. In addition, the stratification oc-
curred at similar times in the three runs, although with some
difference in intensity, and yet the phytoplankton blooms oc-
curred at quite different times. This does not fit with the
classic theory of phytoplankton bloom development, which
requires stratification to take place before blooming occurs
(e.g. Mann and Lazier, 1996). Huisman et al. (1999) de-
veloped a model where blooming may occur without strat-
ification if the turbulence is below a critical level and the
light penetration is sufficient for growth to occur. They sug-
gest that in clear waters the critical turbulence theory would
become important. The results of these simulations support
this; the clear waters of the oligotrophic Cretan Sea allow
the turbulence to dictate the onset of phytoplankton bloom-
ing, and hence, the timing of the spring bloom is sensitive to
changes in turbulence induced by small changes in surface
heat flux. This is illustrated in Fig. 12, which shows the tem-
poral evolution of scalar eddy diffusion coefficients, primary
productivity and phosphate concentration for the first 90 days
of the simulation. In addition, this shows that in the PA2 and
PA3 simulations strong mixing events (KH > 0.3 m2 s−1)
coincide with net respiration. The reduced exposure to light
and poor adaptation to ambient light conditions due to the
mixing of phytoplankton out of the euphotic zone is likely to
be the cause. The same is not true for the PA1 simulation,
where the mixing is less intense. Similarly, there appears
to be a threshold of phosphate concentrations below which
there is little primary production, as can be seen by the late
winter lack of primary productivity in the PA1 simulation, in
contrast to the PA2 and PA3 simulations. The PA2 and PA3
simulations have higher average vertical mixing constants
than PA1, resulting in enhanced mixing of phosphate into the
euphotic zone. A simple rule of thumb for this system seems
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Fig. 10. Temperature at (a) the surface and (b) 40 m and chlorophyll
at (c) 40 m and (d) 65 m for the standard PA3 run (solid line) and
the PA3 run with M3A derived humidity (dashed line).
to be that threshold values of phosphate of approximately
0.004 mmol m−3 must be exceeded and eddy diffusion values
of approximately 0.3 m2 s−1 must not be exceeded for pri-
mary productivity greater than 100 mg–C m−2 d−1 to occur.
The surface heat flux, which, to a large extent, determines
the turbulence of the surface waters, can, therefore, be seen
to heavily influence biological behaviour through, first, de-
termining the transport of phosphate up from deeper waters
and second in determining the residence time of phytoplank-
ton in the surface, euphotic waters.
The influence of the forcing frequency upon the biol-
ogy was investigated. The main differences with changes
in frequency forcing were found in the high-frequency phe-
nomenon, which were reduced when using lower frequency
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Fig. 11. The change in QT (net heat flux from the ocean to the atmo-
sphere) in Wm−2 for (a) an increase of 20% (solid line) and a de-
crease of 20% (dashed line) of humidity, (b) an increase of 2 ms−1
(solid line) and a decrease of 2 ms−1 (dashed line) of wind speed
and (c) an increase of 2◦C (solid line) and a decrease of 2◦C (dashed
line) of air temperature.
forcing data. The annual mean biological properties showed
relatively little dependence upon the frequency of forcing
data used, although the level of dependence varied for the dif-
ferent flux formulations. As with other simulations the major
changes in the annual mean values were generally found in
the production values, and the zooplankton data were most
affected. This is consistent with the observation of Cole-
brook (1985) that the interannual variability in zooplankton
in the North Sea is dependent upon phytoplankton abundance
early in the year. It is felt that the model behaves similarly;
Figure 8 shows the zooplankton biomass and production to
be substantially higher in the simulations where the bloom
occurs the earliest (PA3) or persists (PA2).
Even though changing the heat flux formulation had sig-
nificant impacts upon the model function, it still did not sig-
nificantly alter the fact that all three formulations signifi-
cantly underestimated the surface heating. The model sim-
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ulates the M3A site in the Cretan Sea, which is close to two
gyres, to the east cyclonic and to the west anticyclonic (Geor-
gopoulos et al., 2000). One-dimensional water column mod-
els are incapable of simulating the horizontal processes as-
sociated with these gyres. However, the sporadic advection
to the gyres is thought unlikely to be responsible for the con-
sistent underestimation of temperature. It is more likely that
it is due to the well documented continuous input of heat to
Mediterranean waters across the Gibralter Sill.
Other possible sources of error in the model were inves-
tigated, and the hydrodynamic properties of the simulations
were found to be greatly improved when using humidity forc-
ing based upon M3A data, even though the data set was in-
complete and averages had to be used throughout much of
the year. Improving the physical performance of the model
was matched with a better simulation of the chlorophyll;
the chlorophyll maximum was delayed significantly, and re-
duced in amplitude, to give a dramatically improved valida-
tion. Accurate meteorological forcing data, therefore, seems
to be extremely important in ecosystem modelling.
In summary, the accuracy of meteorological data is of
paramount importance in determining ecosystem behaviour
in the 1-D ERSEM/POM model of a Cretan Sea site. The
frequency of the forcing data is of only relatively minor im-
portance, and has very little effect on any of the seasonal
properties of the system. The heat flux formulation has a sig-
nificant effect upon the biological function of the system. In
the winter and early spring, when the system is overturning
and hence, mesotrophic, the biomass is sensitive to changes
in heat flux. The system is said to be under physical control,
with nutrient availability being primarily dependent upon the
strength and depth of mixing; small variations in the physi-
cal regime are amplified by the modelled biological system.
Later in the year, when the water column stratifies and the
system becomes oligotrophic, the variations in heat flux have
little effect on the biomass estimates, and the system is under
biological control; old production dominates, and the system
becomes dependent upon bacterially mediated cycling of nu-
trients.
Therefore, in systems where this physical control is likely,
great care must be taken to effectively model the physics if
there is to be any chance of effectively predicting biological
behaviour. During times of biological control, the physics
becomes less important, and emphasis must be placed on
paramaterizing the biogeochemical model. This has impli-
cations for data assimilation systems; ideally, both biological
and physical parameters would be assimilated, but knowl-
edge of the properties of the system would allow for judge-
ment to be made on the relative importance of biological or
physical parameters to the ecosystem function of the model.
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Turbulence as a control on the microbial loop in a temperate
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Abstract
The European Regional Seas Ecosystem Model (ERSEM) has been coupled with the General Ocean Turbulence Model
(GOTM) to create a 1-D representation of a seasonally stratified site in the North Sea. This model has been validated and shown
to reproduce biomass and production measurements successfully. The model was then used to investigate the role of turbulence
in transporting nutrients across the thermocline. It was found that the turbulence characteristics control the pumping of nutrients
into the mixed layer and the export of carbon into the deeper layers. Hence primary production in the thermocline is driven by
the import of nutrients and inhibited by the export of carbon. Furthermore it is demonstrated that the temporal variability of
production is strongly influenced by fluctuations in solar irradiance. The effect of tidal mixing upon nutrient transport leads to a
23% increase in primary production compared to a simulation without tidal mixing. On a spring tide, nutrient pumping
enhances phytoplankton growth. As the tide moves from springs towards neaps, the phytoplankton above the thermocline
become nutrient stressed and undergoes lysis. The resultant release of dissolved organic carbon drives bacterial production in
this region. The optimal position for grazers is found to lie where the peaks of bacterial and phytoplankton biomass overlap.
External physical forcing is found to indirectly drive both the microbial loop and secondary production, thus demonstrating that
changes in the stratification of the water-column influences the development of the microbial loop. Zooplankton biomass and
grazing is substantially enhanced in the tidally forced model leading to an increase in the production of fast sinking POM which
in turn impacts substantially on the flux of carbon to the seabed. Hence the degree of stratification ultimately influences the
benthic pelagic coupling. Additionally, we present a simple scheme to classify both the physical and biological properties of the
system. RD 2004 Published by Elsevier B.V.
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It is well known that turbulent processes and
stratification are often important in determining
physical and biological processes (e.g. Zakardjian
and Prieur, 1994; Mann and Lazier, 1996; Huisman
et al., 1999; Luyten et al., 2002). Tidal and surface
currents interact with turbulence via the verticalSEARES-00400; No of Pages 20
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Fig. 1. The location of the site CS, in the North Sea at 55j30VN,
1j00VE.
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shear, generated by surface stress, tidal bottom
friction and waves. In shelf seas the seasonal ther-
mocline is an important physical barrier between the
surface mixed layer and deeper water. Key biolog-
ical processes, such as primary production and the
generation and supply of nutrients, are highly sen-
sitive to not only the precise depth of the thermo-
cline but also the amount of turbulence and turbulent
diffusion within the thermocline. The temperature
(and hence density) gradient associated with the
thermocline acts to restrict the diapycnal transfer
of the systems properties (e.g. heat, momentum,
oxygen, nutrients, algal biomass). This region is
the transition zone between a light-rich, nutrien-poor
surface layer and darker nutrient-rich deeper waters
and is often characterised by a subsurface maximum
(SSM) of chlorophyll and a sharp nutricline. Two
main processes dominate the production and main-
tenance of these features, the supply of nutrients
from deeper waters into the subsurface chlorophyll
maxima, stimulating growth and the removal of
carbon by mixing cells from the bottom of the
maxima into deeper waters.
In shelf seas the tide often exerts a significant
influence upon turbulent production. Sharples et al.
(2001) suggest that the vertical flux of nitrate across
the thermocline is associated with the depth-integrated
tidal energy dissipation, with increased tidal energy
leading to increased nitrate transfer. They also dem-
onstrated that up to 25% of the gross annual produc-
tion in shelf seas could be exported into the bottom
mixed layer. Horne et al. (1996) showed that on the
Georges Bank, the flux of nitrate up the water column
varied with tidal strength and stratification. The trans-
fer of nutrients across the thermocline varies signifi-
cantly in different stratified systems. For example
nitrogen transport of 0.8–3.2 mmol N m 2 d 1 has
been estimated for a station in the western English
Channel (Sharples et al., 2001), whilst values of 3–11
mmol N m 2 d 1 have been calculated for the
Georges Bank (Horne et al., 1996). This compares
with measured oceanic nitrogen transfer in an oligo-
trophic stratified system of f 0.14 mmol N m 2 d 1
(Lewis et al., 1986) and 0.05–0.5 mmol N m 2 d 1
(Planas et al., 1999). The understanding of the physical
controls on the supply of nutrients across the thermo-
cline has implications for the understanding of global
carbon budgets, with many of the productive coastalD P
RO
OF
regions of the world being stratified for significant
periods of time.
The aim of this work is to investigate how
turbulence and related processes influence biological
behaviour in a seasonally stratified system. Particu-
larly to explore the hypothesis that stratified water
columns induce development of a microbial loop
dominated system with little vertical export of par-
ticulate material.
To achieve this we implement (to investigate the
suitability of such a modelling system) a coupled 1-D
physical ecosystem model of a seasonally stratified
site at high vertical resolution. The site chosen for this
work was sampled during the North Sea Project
(Simpson, 1993) from August 1988 to October 1989
for physical and biological parameters (Joint and
Pomroy, 1993; Prandle et al., 1997). The seasonal
properties of the southern North Sea are well docu-
mented for this period (Lowry et al., 1992; Howarth et
al., 1993). Furthermore, the site is relatively unaffect-
ed by direct terrigenous inputs of nutrients, with the
regeneration of nutrients through biological processes
dominating the nutrient inputs (Howarth et al., 1993).
The site CS, is situated at 55j30VN 0j55VE (Fig. 1) in
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of several previous modelling studies. Tett and Walne
(1995) used a simple NPZ model which did not
include the microbial loop combined with a Krause-
Turner mixed layer model. This provided a satisfac-
tory simulation of the spring phytoplankton bloom
and nitrate concentrations. Sharples and Tett (1994)
combined the same NPZ model with a 1-D vertically
resolved turbulence closure model (Mellor and
Yamada, 1974) and demonstrated that variations in
surface wind stress episodically weaken the thermo-
cline, allowing nutrient transport and helping to main-
tain the SSM. In this paper we aim to take this work
further by investigating the roles of turbulence and
light in controlling phytoplankton, bacteria and zoo-
plankton growth during the thermally stratified sum-
mer period.T
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2. Methods
A version of the European Regional Seas Ecosys-
tem Model (ERSEM) (Baretta et al., 1995; Baretta-
Bekker et al., 1995, 1998; Ebenho¨h et al., 1997), has
been coupled with the General Ocean Turbulence
Model (GOTM) (Burchard et al., 1999) to produce a
state-of-the-art marine systems model.
2.1. Physical model
GOTM is a 1-D physical model designed as a
generic system for marine modelling. For this work
we have used the k-e model, where k is the turbulent
kinetic energy (m2 s 2) and is calculated from:
Ak
At
¼ A
Az
vk
Ak
Az
 
þ P þ B e ð1Þ
where vk is the eddy viscosity, P the shear production
and B the buoyancy production and e is the turbulent
dissipation rate. The shear production (P) is given by:
P ¼ vkM 2 ð2Þ
where M is the shear frequency (s 1) and is a measure
of the rate of change of the vertical velocity gradient:
M ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
A
2u
Az2
þ A
2v
Az2
 s
ð3ÞED
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Similarly, the buoyancy production (B) is given by:
B ¼ vzN2 ð4Þ
where vz is the eddy diffusivity, used to transport the
scalar properties in both the physical and biological
submodels, and N (the Brunt-Va¨isa¨la¨ frequency, s 1)
is a function of the buoyancy gradient:
N ¼
ﬃﬃﬃﬃﬃﬃ
Ab
Az
r
ð5Þ
The dissipation rate, e, i.e. the rate at which turbulent
kinetic energy is dissipated into heat by means of
viscous friction is calculated from:
Ae
At
¼ e
k
ce1P þ ce3B ce2eð Þ ð6Þ
where ce1 = 1.44, ce2 = 1.92 (Rodi, 1987), and ce3 =
1.0 for stable stratification and  0.8 for unstable
stratification (Burchard, pers. comm., 2002). The
turbulent length scale (L) is calculated as in Blanke
and Delecleuse (1993), with the Galperin et al. (1988)
limitation applied. Eddy viscosity and diffusivity are
calculated using equations of the form:
vk ¼ cl
ﬃﬃﬃ
k
p
L ð7Þ
where cl is the stability function, calculated as in
Schumann and Gerz (1995). The dissipation rate is
related to the length scale by:
e ¼ ðc0lÞ3
k3=2
L
ð8Þ
where cl
0 is a constant with the value 0.5562. These
methods have been demonstrated to give good simu-
lations of observed turbulent dissipation data in the
stratified waters of the northern North Sea (Burchard
et al., 2002).
At the sea surface, fluxes of heat and momentum
are calculated. The net flux of heat (QT) across the air-
sea interface is given by
QT ¼ QE þ QH þ QB ð9Þ
where QE is the latent heat of evaporation flux, QH is
the sensible heat flux and QB is the longwave radia-
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tion flux. Additionally the solar radiation flux (Qs)
down the water is modelled as:
Qs ¼ 1
Cpq0
AIz
Az
ð10Þ
where Iz is the energy flux into the cell (described in
the light model), U0 is the water density (approximat-
ed to 1027 kg m 3)and Cp is the specific heat
capacity of seawater (3980 J kg 1K 1).
The sensible (QH) and latent heat (QE) fluxes are
calculated using standard formulae (Casterllari et al.,
1998). The calculations for the latent and sensible heat
are dependent upon the calculations of their coeffi-
cients, which are a function of air-sea temperature
difference, wind speed and a stability criterion for the
surface waters (Kondo, 1975). The longwave (back)
radiation (QB) is calculated using the May formula-
tion (Budyko, 1974). The surface stress is calculated
from the wind stress.
Temperature and salinity profiles from the North
Sea Project (Lowry et al., 1992), at approximately
monthly resolution, were used to constrain the model
temperature and salinity using a simple relaxation
assimilation method (Burchard et al., 1999). The
reasons for applying this technique are discussed later.
2.2. The light model
The daily mean solar radiation at the surface (I0 )
used to drive the primary production modules is
calculated from astronomical values:
I0 ¼ 

sin dð Þ  sin uð Þ  D
2
þ cos dð Þ  cos uð Þ
 sin D
2
 
 S
p
 ð1 0:72CÞ ð11Þ
where S is the solar radiation constant (1368 Wm 2),
d is the solar declination (j), D is the daylength (in
days), u is the latitude (j) and C is the cloud cover.
The instantaneous radiation (Iz) used in the physical
model is calculated from the daily mean value using:
Iz ¼ Iz  cos T
2D
 
þ 0:5 1þ cos T
D
   
 2  p
4þ p ð12ÞED
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where T is the time in the day (with 0 as midnight and
0.5 as midday).
Light is attenuated as it is transmitted down the
water column to give light at depth Z (Iz):
Iz ¼ I0exp KdZð Þ ð13Þ
where Kd is an extinction coefficient. Kd is dependent
upon a background extinction coefficient, and variable
components of extinction due to shading by phyto-
plankton, detritus and silt. Thus the physical model
influences the biological model through shading by
phytoplankton.
2.3. The ecosystem model
ERSEM is a generic ecosystem model which was
originally developed and applied in the context of the
North Sea (e.g. Baretta et al., 1995; Radach and
Lenhart, 1995; Pa¨tsch and Radach, 1997; Allen et
al., 2001). It has also been successfully applied in the
Mediterranean Sea (Allen et al., 2002; Siddorn and
Allen, 2003), the Adriatic Sea (Allen et al., 1998;
Vichi et al., 1998; Zavatarelli et al., 2000) and the
Arabian Sea (Blackford and Burkill, 2002).
ERSEM is a modelling framework in which the
ecosystem is represented as a network of physical,
chemical and biological processes. A schematic of the
pelagic trophic links is given in Fig. 2. A ‘functional
group’ approach is used to describe the biota. The
ecosystem is subdivided into three functional types:
primary producers, consumers and decomposers, and
subdivided on the basis of trophic links and/or size. It
should be noted that individual species may straddle
more that one functional group, and that the functional
groups describe particular types of behaviour rather
than species lists.
Physiological (ingestion, respiration, excretion and
egestion) and population (growth, and mortality)
processes are included in the descriptions of function-
al group dynamics. These dynamics are described by
fluxes of carbon and nutrients between functional
groups. Each functional group is defined by a number
of components, namely carbon, nitrogen, and phos-
phorus and, in the case of diatoms silicon, each of
which is explicitly modelled.
Detailed descriptions of ERSEM and its pelagic
sub-models can be found in Baretta et al. (1995),
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Fig. 2. Diagram showing the trophic links in the ERSEM pelagic ecosystem.
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Baretta-Bekker et al. (1995, 1998) and Ebenho¨h et al.
(1997). Although the simulations include the benthic
processes, in the analysis that follows we do not
consider them in any detail and the modules are not
described. Detailed descriptions can be found in
Blackford (1997) and Ebenho¨h et al. (1995).
The phytoplankton community is described by four
functional types; picophytoplankton (0.2–2 Am),
small autothrophic flagellates (2–20 Am), large auto-
trophic flagellates (20–200 Am) and diatoms (20–200
Am). The phytoplankton populations’ adaptation to
ambient light is described by an optimal light param-
eter, which is transported along with the biomass
terms and relaxes towards the ambient light levels.
Light in the water column is modelled from astro-
nomical values, corrected by cloud cover, to give PAR
at the sea surface. Photosynthetic production is a
function of temperature, availability of and adaptation
to light and phytoplankton biomass. In the case of
diatoms silicon availability is also considered. Nutri-
ent limitation is a function of the internal C:N and C:P
ratios of the phytoplankton.
Nutrient stress lysis (partitioned between particu-
late and dissolved detritus), excretion (activity excre-EDtion and nutrient stress excretion) to the dissolvedphase and respiration (activity respiration and basal
metabolism, related to ambient temperature) are the
loss processes for the phytoplankton groups. Sedi-
mentation of phytoplankton is assumed to occur if
they are nutrient stressed.
Three zooplankton functional groups are de-
scribed: mesozooplankton, microzooplankton and
heterotrophic nanoflagellates. Grazing uptake is a
function of a maximal assimilation rate, tempera-
ture, food availability and the zooplankton biomass.
The trophic pathways are shown in Fig. 2. Respi-
ration loss consists of two terms, a temperature
dependent rest respiration and an activity respira-
tion. Excretion is a function of assimilation effi-
ciency and excreted fraction of uptake and is split
between particulate detritus and dissolved organic
carbon. Mortality loss consists of two terms, one
triggered by low oxygen conditions and a constant
term. As with excretion, mortality loss is split
between the dissolved and particulate fraction. The
zooplankton itself may also be preyed upon. An
over-wintering function has been applied to the
mesozooplankton description in order to compensate
T
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for the omission of life cycle processes. The mes-
ozooplankton is assumed to become sedentary when
(depth-integrated) food supply falls below a given
threshold. In this ‘over-wintering state’ biomass is
only affected by a minimal mortality and respiration
rate. An increase in food availability over the
threshold in spring provides the cue for the meso-
zooplankton to resume its normal physiological and
ecological role.
There is one pelagic decomposer functional group,
bacteria. Bacterial uptake is a function of potential
assimilation rate, temperature, oxygen availability and
the concentration and nutrient quality of the food
source (dissolved organic matter). Respiration loss
consists of two terms, a temperature-dependent rest
respiration and an activity respiration which contains
a variable component dependent on the ambient
oxygen saturation. Mortality is given by a tempera-
ture-dependent rate. Additionally bacteria are consid-
ered to mediate the breakdown of particulate organic
matter to dissolved organic matter according to the
nutritional content of the particulate fraction.
The particulate carbon model has been subdivided
into three classes with differing sink rates whose
sources are related to the size of functional groups
as follows: 200 A faecal material from mesozooplank-
ton, sink rate 10 m d 1; >20 A faecal material and
grazing by microzooplankton, diatoms, dinoflagel-
lates, sink rate 1.0 m d 1; < 20 A picoplankton,
autotrophic flagellates, excretion and grazing by het-
erotrophic nanoflagellates, sink rate 0.1 m d  1.UN
CO
RR
E
Fig. 3. The model output for the North Sea Project period for PR
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2.4. Model set-up
Depth profiles of temperature, salinity and sedi-
ment along with surface meteorological data and tidal
constituents were used to force the model. The mete-
orological forcing data (six hourly air temperature at 2
m (TA), 10 m winds, and cloud cover, dew point
temperature (TD) and mean sea level pressure (PA))
were supplied by the European Centre for Medium-
range Weather Forecasts. TD and PA data were used to
calculate relative humidity (RH) based on the formu-
lation in Wallace and Hobbs (1977), using the calcu-
lation of the saturation vapour pressure (ES) of Tetens
(1930). Evaporation and precipitation are not consid-
ered. The tidal constituents for M2 and S2 tides used
to force the model were taken from the simulations
described in Sinha and Pingree (1997).
The model was run using a three year repeating
cycle of forcing data for 1987 as a ‘spin-up’ period to
allow the model to reach a quasi-equilibrium state and
provide initial conditions. The simulations presented
here are from August 1988 to September 1999, the
period of the North Sea project.
esearch xx (2004) xxx–xxxE3. Results and discussion
3.1. Seasonal cycles and validation
The simulation of the North Sea site CS (Fig. 1)
gives the temporal evolution of temperature and(a) temperature (jC), and (b) chlorophyll (mg C m 3).
UN
CO
RR
EC
TE
D P
RO
OF
ARTICLE IN PRESS
Fig. 4. Seasonal succession graph for August 1989–September 1999 of modelled (line) and measured (circles) chlorophyll (mg C m 3) for (a)
NSP data, depths 0–10 m, model data at 5 m, (b) NSP data, depths 15–25 m, model data at 20 m, (c) NSP data, depths 35 m–40 m, model data
at 40 m and ERBAS biomass (mg C m 3) for (d) diatoms, (e) flagellates, (f) mesozooplankton, (g) microzooplankton, (h) heterotrophic
flagellates.
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C
chlorophyll as shown in Fig. 3 for the period of the
North Sea Project. The system is stratified to a depth
of 30 m in late summer 1988, the stratification deep-
ens during the autumn and is finally mixed out by mid
November. In the spring of 1989, the onset of strat-
ification occurs in mid May, with a thermocline
forming at 30 m, which persists at this depth during
the summer before starting to deepen in September. In
order to correctly reproduce the observed thermocline
a simple assimilation scheme using the relaxation
method described in Burchard et al. (1999) was
applied to take account of horizontal advective pro-
cesses. Without this the mixed layer is found to be too
shallow (lying at 20 m rather than 30 m). Sharples and
Tett (1994) have previously noted the underestimation
of the depth of the mixed layer at this site when using
1-D turbulence models.
In the summer of 1988, the chlorophyll is mainly
found in the surface 30 m, with values ranging from
0.3 to 1.5 mg C m 3. As the summer progresses and
the pycnocline deepens and weakens, the chlorophyll
maximum also deepens until stratification disappears
in November and the production is mixed throughout
the water column. Over the winter period chlorophyll
stays below 0.5 mg C m 3, and is well mixed
throughout the water column. Chlorophyll concentra-
tions begin increasing again by the middle of Febru-
ary, with the maximum of 3.3 mg C m 3 being found
at the beginning of April. The chlorophyll is still well
mixed down the water column until the onset of a
second, less intense, bloom in early May, which is
triggered by the onset of stratification and then tracks
the depth of the pycnocline at around 30 m for the
remainder of the summer.UN
CO
R
Fig. 5. (a) Seasonal succession graph for August 1989–September 1999
d 1), (b) and the estimated annual cycle of bacterial production for the CED
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Modelled chlorophyll concentrations agree well
with the data (Fig. 4a, b, c), although it should be
noted that the model uses fixed carbon to chlorophyll
ratios and therefore the carbon biomass is a better test
of the models efficacy. The ERBAS data set (Baretta-
Bekker et al., 1995) gives values of carbon biomass
for diatoms, autotrophic flagellates, microzooplankton
and heterotrophic flagellates and data from the Con-
tinuous Plankton Recorder give mesozooplankton
values (Broekhuizen et al., 1995), which are com-
pared in Fig. 4d–h with the model data. These show
excellent agreement, indicating that the ERSEM mod-
el represents the biomass at different trophic levels
effectively. In Fig. 5 the simulations are compared to
measured North Sea Project surface primary produc-
tion data (I. Joint, pers. comm., 2002) and estimated
bacterial production rates from a comparable season-
ally stratified Celtic Sea site (Joint et al., 2001). These
both show good agreement.
Modelled and observed nitrate, phosphate and
silicate concentrations start to deplete in the euphotic
zone in March and reach a minimum in the spring.
Nutrients remain depleted in the euphotic zone,
which is bounded by a distinct nutricline during
the summer, and are replenished by vertical mixing
when the thermal stratification breaks down in the
autumn. The comparison of observed and modelled
nutrient data shows good agreement (Fig. 6a–h).
This suggests that the nutrient cycling may be
dominated by in-situ recycling mechanisms, and that
advective transport of nutrients may be of secondary
importance.
To investigate how light and turbulence influence
the biological function of the system, four simulationsof modelled and North Sea Project primary production (mg C m 3
eltic Sea (mg C m 3 d 1).
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Fig. 6. Seasonal succession graphs for August 1989–September 1999 of modelled and NSP nutrient concentration (mmol m 3) at depths 0–10
m (left) and 35–45 m (right) for (a, b) silicate, (c, d) phosphate, (e, f) nitrate and (g, h) ammonia.
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Fig. 7. Scenario A. No tide, constant cloud cover, 6 hourly meteorological forcing for days late spring and summer 1989 (Julian days 125–
250 inclusive): (a) irradiance (W m 2) and phytoplankton biomass (mg C m 3), (b) Brunt Va¨sia¨la¨ frequency (s 1) and bacterial biomass
(mg C m 3), (c) turbulent kinetic energy (m2 s 2) and zooplankton biomass (mg C m 3), (d) log10 (turbulent dissipation) (m2 s 3) and
nitrate (mmol m 3).
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ORwere run with hourly output for the period mid May toearly September 1989 to investigate the controllingfactors on the development and maintenance of thesub surface production over the summer period.
3.2. Sensitivity analysis
We start with the simplest situation, where the
model is forced with constant cloud cover and noU
Fig. 8. Evolution of the simulation autotrophic and heterotrophic commun
(c, d), scenario C (e, f) and scenario D (g, h)). P1c = diatoms, P2c = a
autotrophic flagellates (>20A), Z4c = mesozooplankton (>200 m), Z5c = m
B1c = heterotrophic bacteria.tidal mixing (run A). This is illustrated in Fig. 7.
Under these circumstances, a SSM of phytoplankton
biomass forms at about 25 m and its position appears
to be controlled by the region of maximum buoyancy
gradient. The bacterial biomass lies above the SSM
and the peak zooplankton biomass forms a layer
between the two. Some predator-prey interaction
occurs in late May/early June, which is then damped
out by mid summer. This is confirmed by the biomassity structure during the summer period (scenario A (a, b), scenario B
utotrophic flagellates (2–20A), P3c = picoplankton ( < 2A), P4c =
icrozooplankton (20–200A), Z6c = heterotrophic flagellates ( < 20A),
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diagram of both biomass and production (not shown).
It should be noted that the diatoms are not a signif-
icant part of the phytoplankton community in this run.
When the simulation is re-run forced with variable
cloud cover and no tide (run B) the SSM growth spots
occur at approximately 20–24 d intervals (Fig. 9).
The high biomass peaks of bacteria lie directly above
the phytoplankton and the zooplankton maximum
occurs in between the two lagged by a few days.
Fig. 10a shows the relationship between the surface
irradiance and the net primary production after the
seasonal trends have been removed. Light explains
65% (R = 0.81) of the variability in the de-trended
primary production suggesting that light is the dom-
inant source of variability. The biomass pulses thatUN
CO
RR
EC
T
Fig. 9. Scenario B. No tide, 6 hourly meteorological forcing for days l
irradiance (W m 2) and phytoplankton biomass (mg C m 3), (b) Brun
turbulent kinetic energy (m2 s 2) and zooplankton biomass (mg C m 3),OF
occur at 20–24 d intervals appear to be due to
predator-prey interactions, suggesting that the vari-
ability in the light forcing is being amplified by the
biological system. This behaviour can be replicated by
running the model with a randomly generated cloud
forcing confirming this assertion.
In run C (Fig. 11) the simulation is forced with the
observed tidal signal and constant cloud cover. The
addition of tidal forcing causes the SSM to form a
month later and the nutrient pumping to occur. A
significant consequence of this is a general increase in
biomass and the presence of diatoms (Fig. 8e). Addi-
tionally the proportion of heterotrophic biomass con-
tributed by bacteria decreases (Fig. 8f), indicating a
shift in ecosystem behaviour away from the microbial
loop. In May and June when significant phytoplank-ED
 PR
O
ate spring and summer 1989 (Julian days 125–250 inclusive): (a)
t Va¨sia¨la¨ frequency (s 1) and bacterial biomass (mg C m 3), (c)
(d) log10 (turbulent dissipation) (m2 s 3) and nitrate (mmol m 3).
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ton growth is taking place in the surface layer, peaks
in production occur just after the spring tide turbu-
lence maxima, indicating that nutrient supply is driv-
ing these pulses. From July onwards the bulk of the
production takes place in the SSM, and the biomass
peaks occur on the neap tide turbulence minima,
indicating that the balance between nutrient pumping
and carbon sequestration during these mixing events
is a significant control.
In the standard run (D) as described previously, the
tidal forcing and variability in cloud cover are fully
resolved. A sub surface plankton biomass maxima
forms at about 30 m in late June, which lies in the
region of maximum buoyancy gradient (Fig. 12). The
SSM exhibits patches of growth and decay, which are
not in phase with spring neap cycle of TKE and
turbulent dissipation, but shows some indication of
being driven by light. This is confirmed by the
correlation between net production and light (R =
0.78) after the seasonal trends have been removed
suggesting that light is responsible for 61% of theED
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OO
F
variability (Fig. 10b). Temporally coincident with the
SSM but 5–10 m higher up the water column, the
bulk of bacterial biomass occurs. Peaks in zooplank-
ton biomass with a 3–4 d lag follow these peaks of
phytoplankton and bacterial biomass suggestive of
predator prey dynamics. Simulated turbulent dissipa-
tion rates (Fig. 12d) are of the correct magnitude and
show a similar vertical distribution to observed meas-
urements in North West European Shelf seas (e.g.
Sharples et al., 2001; Burchard et al., 2002; Luyten et
al., 2002). The pumping of nutrients into the euphotic
zone is illustrated by the raising of the nutricline after
the dissipation maxima on a spring tide (Fig. 12d).
Comparison of Fig. 8c and d with Fig. 8g and
h indicates that the biomass peaks for both phyto-
plankton and heterotrophs are roughly in phase once
the spring bloom is over, thus suggesting that the
predator-prey interactions found in B are also found in
the standard run (D).
Further sensitivity analysis (not shown) reinforces
these basic properties of the system. For example,
unsurprisingly, doubling the tidal mixing leads to a
26% increasing in primary production, while remov-
ing the tidal mixing reduces it by 23%. When the
spring neap cycle is removed from the standard run
(D), the simulation exhibits temporally similar bio-
mass pulses (20–24 d) to run B (no tide). However,
the magnitude of these pulses in terms of both
production and biomass is considerably enhanced.
When the model is forced with, for example, no
tide and sinusoidally varying cloud, production and
biomass peaks occur at the same frequency as the
peaks in available solar radiation during the stratified
period, thus indicating that the biology may resonate
with periodic forcing. Similarly, changing constant
cloud cover from the observed 60% to 0% results in a
slightly earlier spring bloom, no significant change in
the timing of the ecosystem response but a significant
increase in the magnitude of the response. Again the
model is clearly amplifying hidden predator prey
oscillations.
3.3. Discussion
The effects of buoyancy production and shear upon
the microbial loop in the reference run are illustrated
in Fig. 13. Nutrient pumping into the mixed layer
relieves the nutrient limitation on phytoplankton en-
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Fig. 11. Scenario C. Tide, constant cloud, 6 hourly meteorological forcing for days late spring and summer 1989 (Julian days 125–250
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RRcouraging growth if the light conditions are favour-able. When the phytoplankton becomes nutrientstressed it undergoes leakage and lysis, releasing
DOC in to the mixed layer. This in turn drives
bacterial production, indicating that bacteria are pri-
marily carbon limited in this system.
In scenario C (Fig. 13a), bacterial production is
found to be enhanced above the thermocline as the
system moves from springs to neaps. Nutrient pump-
ing on a spring tide enhances phytoplankton growth.
As the system moves to neaps, the phytoplankton
above the thermocline becomes nutrient stressed and
undergoes lysis. The resultant release of DOC drives
bacterial production in this region. The optimal place
for growth for protozoan grazers is found to lie
between the peaks of bacterial and phytoplanktonbiomass where they overlap both food sources. In
scenario B (Fig. 13b), periods of low irradiance and
hence low primary production allow nutrients to
diffuse across the thermocline. When this is fol-
lowed by high irradiance, primary production
occurs. Simultaneously bacterial production occurs
above the phytoplankton maxima. This is because
the plankton on the upper side of the thermocline is
nutrient stressed and undergoes lysis. Once again the
optimal place for zooplankon growth lies in the
region where the phytoplankon and bacterial bio-
mass peaks overlap. This scenario is analogous to
that found in the stratified north western Mediterra-
nean Sea and there is some evidence from observed
profiles of chlorophyll, bacterial biomass and prima-
ry and bacterial production to suggest that this
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RRoccurs in reality (Conan et al., 1999; Van Wambekeet al., 2002).The rate of transport of nitrate across the nutricline
during the stratified period for scenario A is shown in
Fig. 14. Nitrate transport is a function of the vertical
nitrate concentration gradient and the vertical eddy
diffusivity and consequently shows strong tidal de-
pendence. The magnitude of the nitrate transport in
the bottom waters, below the pycnocline, is dependent
upon the semi-diurnal tide. There is also a spring-neap
cycle in the signal, with the transport maxima occur-
ring further up the water column at spring tides than at
neaps. The height to which the tidal transport of
nitrate occurs (not shown) closely follows the peaks
in shear frequency within the water column. In the
early summer the base of the thermocline is eroded byTKE leading to enhanced mixing of nitrate into this
region. As tidal currents increase from neap to spring
tides, the amount of TKE at the base of the thermo-
cline and hence the rate of turbulent dissipation will
increase. This leads to erosion of stratification. By
August the increased stability of the mixed layer has
forced the regions of maximum shear deeper and they
coincide with the regions of maximum buoyancy
gradient. As the tidal cycle approaches springs the
increased shear breaks through the thermocline lead-
ing to enhanced nutrient transport events. This can
clearly be seen in Fig. 14, which shows the transport
of nitrate across the nutricline as defined by the region
of maximum nitrate gradient. The mean and range of
the magnitude of nitrate flux over the stratified sum-
mer months was calculated as 1.05 (0.32–51.7) mmol
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N m 2 d 1, which compares with the 2.0 (0.8–3.2)
mmol N m 2 d 1 estimated for a similar seasonally
stratified station in the western English Channel
(Sharples et al., 2001). The observations were made
halfway through the transition from neaps to springs
and consequently do not display the same degree of
variability as displayed by the model.
The uptake and recycling of dissolved inorganic
nitrogen (both nitrate and ammonia) for the euphotic
zone (0–34 m) is shown in Fig. 15a. The phytoplank-
ton (62%) and bacterial (38%) nitrogen demands are
balanced by vertical transport (15%) and in-situ recy-
cling via heterotrophs (85%). The influence of the
tidal pumping on uptake can clearly be seen (Figs. 7
and 8). When the tide is removed (Fig. 15b) the
transport term is effectively zero and phytoplankton/
bacterial nitrogen demand is met entirely by hetero-
trophic recycling. The bacterial nitrogen requirement
is now 44% and that for phytoplankton is 56%,
indicating a shift towards a more microbially domi-
nant system as the stratification becomes stronger. PR
OO
F
Fig. 14 also shows the transport of carbon across
the nutricline from the mixed layer to the deeper
waters during late spring and summer. The spring
neap cycle can be clearly seen as suggested by
Sharples et al. (2001). Once the phytoplankton is
mixed into the deeper water regions they are lost
from productive regions and this process acts as a one-
way removal of carbon from the euphotic zone. The
mean and range of the modelled export of carbon was
11.01 (7–347) mg C m 2 d 1, compared with the
290 (120–480) mg C m 2 d 1 observed by Sharples
et al. (2001). The measurements of Sharples et al.
(2001) were made in the western English channel,
where the SSM was found to have extremely high
chlorophyll concentrations (>40 mg Chl m 3 com-
pared with 1–2 mg Chl m 3), which explains the
order of magnitude discrepancies between the two
situations. It should be noted that the highest modelled
values of C sequestration (over 0.35 g C m 2 d 1)
occur when the thermocline temporally breaks down,
and that such substantial removal of carbon inhibits
the production in the thermocline inspite of the
increased nutrient availability. This can be seen by
TARTICLE IN PRESS
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
Fig. 16. Flux of carbon into the benthos (mg C m 2 d 1), light
grey = POC with sink rate 1 m s 1, dark grey = POC with sink
rate 10 m s 1.
Fig. 15. Dissolved inorganic nitrogen demand and supply in the
euphotic zone (0–34 m), (a) tidal scenario, (b) non-tidal scenario
(mmol m 2 d 1).
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comparing Figs. 12 and 14b. A consequence of this is
that the degree of stratification influences the carbon
flux to the benthos (Fig. 16). Increased inputs are in
phase with the spring neap cycle when the export flux
is dominated by fast sinking zooplankton faecal
pellets in midsummer. At other times of year, the
inputs are lagged according to the sinking velocities of
the dominant flux of particulate organic matter. Es-
sentially a decrease in the strength of stratification
leads to higher turbulence and a shift towards a
phytoplankton/grazer dominated ecosystem and con-
sequently an enhanced export flux of carbon from the
surface mixed layer to the seabed.
3.4. Ecosystem classification
Finally we present a classification of the system in
terms of its physical mixing and its ecosystem prop-
erties. We define the physical properties in terms of
the stability of the water column using a Richardson
number (Ri) with critical value for stability of 0.25.
Ri is defined as the ratio buoyancy frequency (N) toED
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shear frequency (M). In winter the water column is
well mixed, while in summer the water column exists
as a three-layer system, a surface mixed layer (ap-
proximately 0–15 m Ri < 0.25), a stable mid water
layer (20–40 m, Ri > 10) and a mixed bottom layer.
Ecosystem properties are defined in terms the ratio of
bacterial to primary production. Three classes are
defined: (1) the bacteria dominate (BP/PP > 150),
(2) A mixed system (50 < BP/PP < 150) and (3)
phytoplankton dominated (BP/PP < 50). This gives
six classes and a seventh class is defined for regions
with negative primary production, this region being
approximately bounded by the 1% light contour. Fig.
17 shows the results of this classification plotted in
space and time. Essentially there is a photosyntheti-
cally active surface mixed layer all year round and a
stable mid water layer, which forms in April and
persists till mid September. In the surface mixed layer
in winter phytoplankton dominates the ecosystem
except in a thin layer at the bottom of the euphotic
zone where bacteria dominate. As the water column
stabilises in spring, the patterns become more com-
plex. Increasingly bacteria rather than phytoplankton
dominate in the unstable nutrient-depleted surface
mixed layer and the system shifts from phytoplankton
dominated to mixed in the spring and then to a
bacterially dominated system in summer. Within the
thermocline, a bacterially dominated ecosystem lies
in the regions immediately above and below the
region of maximum buoyancy gradient because the
phytoplankton is nutrient (above) and light limited
TRO
OF
ARTICLE IN PRESS
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761
762
763
764
765
Fig. 17. Classification scheme for system behaviour: dark green = unstable BP/PP < 50, light blue = unstable 50 < BP/PP < 150, dark blue =
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(below), respectively. Phytoplankton dominates in the
regions of very high stability where the nutricline lies.
Within these general patterns, some quite subtle high-
resolution changes can be seen as the ecosystem
dynamics respond to changes in the physical envi-
ronment. Along the region of maximum buoyancy
gradient the ecosystem changes from mixed to phy-
toplankton dominated in response to the changes in
light availability and tidally induced nutrient pumping
discussed previously. Analysis of the index for runs
B, C and D (not shown) indicates that the tidal
forcing is the dominant factor in inducing a phyto-
planktonic foodweb in this region of the water
column. In simulation D (no tide, constant cloud)
this region is characterised by a mixed function for
the stratified period once the spring bloom is finished.
The shift towards a phytoplankton-dominated system
also manifests itself as an increase in the inputs of
mesozooplankton faecal material into the benthos
(Fig. 16). By September, the water column becomes
increasingly unstable, the surface mixed layer
becomes increasingly more nutrient rich and primary
production once again dominates in the surface
waters (0–20 m) of this region. However the bottom
of the euphotic zone is now characterised by a band
of mixed function, with a bacterially dominated layer
below (20–30 m).ED
 P4. Conclusions
The coupling of GOTM with ERSEM enables the
examination of the impact of high frequency changes
in the turbulence characteristics of the water column
upon the behaviour of the pelagic ecosystem, at a high
resolution in both time and space. A 1-D model of a
site in the North Sea has been shown to effectively
reproduce the known seasonal patterns of biomass and
production. The biomass distribution between the
functional groups shows excellent agreement with
the data. This allows us to have confidence that the
biological model, if supplied with realistic physical
forcing, can adequately reproduce the biomass and
growth rates.
The model was used to investigate the impact of
turbulence and light upon the pelagic ecosystem. In
terms of short-term variability, the dominant qualita-
tive link between driving forces and system behaviour
is between light and primary production. These are
very strongly coupled and light variability explains
approximately two thirds of the variability in primary
production seen in the model. Qualitatively vertical
mixing determines the overall bulk seasonal bulk
properties of biomass and production. The control is
the strength of stratification (the difference between
surface and bottom temperature), which is essentially
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ability. Competition between turbulence production
by shear and turbulence suppression by density strat-
ification governs the turbulence profile. In turn this
regulates the pumping of nutrients into the surface
mixed layer and the export of carbon into the deeper
mixed layer. Primary production in the thermocline is
driven by the import of nutrients and inhibited by the
export of carbon. Tidally driven nutrient transport
leads to a significant increase in production (23%)
over a simulation without tidal mixing. A conse-
quence of these processes is that zooplankton biomass
and grazing are substantially enhanced in the tidally
forced model. Enhanced mesozooplankton grazing
leads to an increase in the production of fast-sinking
POM, which in turn impacts substantially on the flux
of carbon to the seabed. Hence the degree of stratifi-
cation ultimately influences the benthic pelagic cou-
pling. The strength of vertical mixing due to either
tide and/or wind determines the fine-scale transport
across the thermocline and these are amplified by the
biological system. The ability of ERSEM to amplify
subtle changes in meteorological forcing has previ-
ously been reported in Taylor et al. (2002).
In conclusion, these external physical drivers are
found to indirectly drive both the microbial loop and
secondary production, thus demonstrating that chan-
ges in the turbulent properties of the water column
influence the development of the microbial loop. C
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This paper outlines an approach to complex spatio-temporal marine ecosystem modelling as applied to the North Western
European Continental Shelf. The model presented here combines an eddy-permitting (approximately 6 km horizontal resolution)
baroclinic model, the Proudman Oceanographic Laboratory Coastal Ocean Modelling System (POLCOMS), with the European
Regional Seas Ecosystem Model (ERSEM). This has been run within an operational framework using operationally available high
resolution atmospheric and lateral boundary forcing, allowing hindcast and near-real time nowcast simulations to be performed.
The modelled surface temperature and chlorophyll distributions are presented, and interannual variations discussed. Validation of
both the physical and ecosystem submodels show the system to be effective, whilst highlighting areas where improvements in the
system can be made. Distinct regional differences in predictive skill are shown. The system presented is ready for operational
implementation to provide products and services for use both scientifically and in coastal zone and shelf seas management
activities. A programme of work to update the system is already in place.
Crown Copyright © 2006 Published by Elsevier B.V. All rights reserved.Regional terms: North Atlantic; NW European shelf; North Sea; Irish Sea; English channel: 48° to 62° N, 12° W to 13° E
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Shelf seas have high biological and hydrodynamic
variability and are the regions of the ocean where most
human contact with the marine systems occurs. Human
activity and changes induced by natural climatic variability
have a significant impact upon their physical and⁎ Corresponding author. Tel.: +44 1392 886824; fax: +44 1392 885681.
E-mail address: john.siddorn@metoffice.gov.uk (J.R. Siddorn).
0924-7963/$ - see front matter. Crown Copyright © 2006 Published by Els
doi:10.1016/j.jmarsys.2006.01.018biogeochemical properties which, in turn, impact upon
those industries and individuals that rely on shelf-seas
regions. It is thus of great importance to the marine
community to understand the processes that determine the
state of our seas, and to use this understanding to inform
decision making. Consequently there is a need for a robust
source of hydrodynamic, ecological and water quality data
upon timescales useful for decision making. The hydrody-
namic properties of shelf-seas have been simulated
operationally for a number of years, with users includingevier B.V. All rights reserved.
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communities. However, there is a growing realisation that
the biogeochemical state of our seas cannot be inferred
from their physical properties alone (e.g. Blackford et al.,
2004), and there is a requirement for explicit operational
modelling of the combined physical, chemical and biolo-
gical systems. The increased interest in the assessment of
ourmarine systems using an “ecosystem approach” implies
an increased need for timely, accurate modelled informa-
tion to provide the detailed and spatially complete dataset
required. There is also increasing demand for near-real time
and forecast products such as diver visibility and harmful
algal bloom likelihood. It is intended that these operational
systems provide the infrastructure to support marine
decision making in these and other areas. The forecasts
have also already been used to good effect in support of a
scientific research cruise (Fernand, pers. comm.).
Ecosystems have dynamics that are extremely nonlinear
and their modelling requires adequate representation of
both physical and biological processes. Much work has
been done in recent decades to improve the underlying
scientific knowledge of European coastal waters and our
understanding of both the hydrodynamic properties of the
region and the ecosystem behaviour is continually im-
proving. This knowledge has been used to inform the
development of modelling systems, and there are now a
number of studies which have successfully coupled lower-
trophic level ecosystem models with three-dimensional
hydrodynamic models. A review of ecosystem models of
theNorth Sea (Moll andRadach, 2003) shows that there are
several that robustly replicate the regional ecology, one of
which (POL3dERSEM) is the basis for the modelling
system used here.
Up until now complex ecosystem models have been
used primarily as scientific tools studying specific pro-
cesses, regions or temporal scales. The aim in thiswork is to
show that both technically and scientifically we have
reached the stage where nowcasting and short-period fore-
casting of the marine ecosystem of the North-West Euro-
pean Continental shelf is feasible in an operational
framework.
This paper details a pilot study with a model of the
North-West European continental shelf, the Medium-
Resolution Continental Shelf model coupled with the
European Regional Seas Ecosystem Model (MRCS-
ERSEM2004). This has been implemented within an
operational framework giving the capability for near-
real time and forecast simulations. As a test of the
system the model has been run for the years 2002 to
2004, with validation presented for 2002 and 2003.
Several years experience in using the coupled version
of the codes in European waters (e.g. Allen et al., 2001;Proctor et al., 2003; Holt et al., 2005) is of great benefit in
providing a stable, robust environment in which to
implement operational code. A systematic verification
of the coupled model system in this domain, particularly
using data from the North Sea Community Project
(Charnock et al., 1993), is currently being carried out
(Allen et al., unpublished results and Holt et al., 2005).
The horizontal grid size of the MRCS modelling
system, although eddy permitting, is insufficient to
resolve the on shelf mesoscale eddy processes, where a
characteristic Rossby radius of ∼3 km can be expected.
However, the MRCS is planned as part of a suite of
models which cascade down to high resolution
(∼1.8 km) applications of the model where needed,
for example the Southern North Sea (Proctor and James,
1996) and Irish Sea (Holt and Proctor, 2003).
2. Methods
Detailed descriptions of the MRCS implementation of
the Proudman Oceanographic Coastal Ocean Modelling
System (POLCOMS) are given in Holt and James (2001)
andHolt et al. (2005). It is a 3Dbaroclinic finite difference
model which uses an Arakawa-B grid (Arakawa, 1972) in
the horizontal and sigma coordinates in the vertical. This
choice of grid, the decision not to model explicitly the
horizontal diffusion and the use of a sophisticated
horizontal advection scheme – the Piecewise Parabolic
Method (James, 1996) – combine to give the model good
fronts conserving properties. The MRCS is thus ideally
formulated for high resolution shelf-seas work, where
gradients in both topography and scalar properties can be
large. The PPM advection scheme also transports the
biological variables, which often demonstrate high spatial
variability, so providing a sound modelling framework
from the ecosystem perspective.
POLCOMS has been shown to successfully simulate
the region of interest; descriptions of the POLCOMS
modelling system as applied within the North-East
Atlantic region can be found in the literature (Proctor
and James, 1996; Holt and James, 1999a,b; Holt et al.,
2001; Holt and James, 2001).
ERSEM (Baretta et al., 1995) was conceived as a
generic model, and is one of the most complex lower
trophic-level marine ecosystem models currently in use.
Its philosophy is to include all those processes which
significantly influence ecosystem dynamics, and to
resolve the ecosystem into sufficient functional groups
so that those processes can be sensibly defined. It thus has
one bacteria, four phytoplankton and three zooplankton
functional groups, and has a fully resolved diurnal cycle,
variable carbon to chlorophyll ratios (after Geider et al.,
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nitrogen, phosphorous and silicate (Baretta-Bekker
et al., 1997). The decoupling of the nutrient pools gives
a superior approximation of nutrient limitation (and the
associated changes in plankton regimes), and also allows
the production of significant pools of Dissolved Organic
Matter (DOM), thereby allowing the model to represent
the continuum of trophic pathways from the classic large-
cell based to the DOM recycling based microbial-loop
systems. The inclusion of an “over-wintering” physiology
for the mesozooplankton (Calanus-like) functional group
has been included to act as a proxy for the egg and early
nauplii stages, overcoming some of the problems asso-
ciated with using the functional group based approach for
the more complex and behavioural life-stages of these
plankton. Coupled with this pelagic complexity is a ben-
thic model, designed to give not only detailed process
information of the benthic ecosystem (Ebenhöh et al.,
1995; Blackford, 1997), but also a well defined nutrient
coupling between the benthic and pelagic systems
(Ruardij and van Raaphorst, 1995).Many coastal regions,
including sites in theNorth Sea (Proctor et al., 2003), have
nutrient cycling dominated by benthic inputs and so a
simple re-suspension and advection model of detritus is
not considered adequate. Blackford et al. (2004) gives a
full description of the ERSEM2004 model and para-
meterisations used.
ERSEM was initially developed for use in the North
Sea, and has since been used for a number of North Sea
and North-West European continental shelf studies (e.g.
Pätsch and Radach, 1997; Ruardij et al., 1997). Due to the
generic nature of the functional group approach the use of
ERSEM has not been limited to the North Sea; it has been
used in a number of studies within the Mediterranean
(Allen et al., 2002; Triantafyllou et al., 2003a) and
Arabian (Blackford and Burkill, 2002) Seas, showing that
it can be successfully applied in eutrophic, mesotrophic
and oligotrophic systems. A recent study (Blackford et al.,
2004) shows that the ERSEM2004 model can, without
any re-parameterisation, be applied to the North Sea,
Mediterranean Sea and Arabian Sea sites, all with very
different hydrodynamic and ecosystem characteristics.
This makes it an ideal model for use within operational
structures, as it allows for the relocation of the modelling
system to other regions with minimal modification. This
also suggests that the model will respond correctly to in
situ changes in climate and hydrodynamic forcing that
may arise from climate variation. The modular nature of
ERSEM means that it may be used in conjunction with
other complementary codes, and has for example been
coupled with a fish population model (Bryant et al., 1995;
Heath et al., 1997), allowing the possibility for anexpansion to the operational capabilities of the system in
the future.
Robinson and Frid (2003) review the potential of a
number of ecosystem models for providing useful
information to fisheries scientists and decision makers,
and conclude that the ERSEM group of models seem
well designed for fisheries uses. Similarly a review of
ecosystem models of the North Sea (Moll and Radach,
2003) concludes that POL3dERSEM, the precursor to
the Medium Resolution Continental Shelf (MRCS)-
ERSEM2004 implementation used in this work, “sets
new standards in the three-dimensional ecosystem
modelling of the North Sea”.
2.1. Model setup
Results presented here have been derived from the
MRCS-ERSEM2004 model, setup in the NW European
shelf region at an approximately 6 km resolution, with 20
sigma levels in the vertical. The open boundary of the
model has been defined to follow the 200 m bathymetry
contour around the continental shelf edge, with lateral
boundary conditions being provided by the Met Office
Atlantic Margin Model (AMM) operational implementa-
tion of a 12 km resolution POLCOMS (Holt et al., 2003).
The AMM is one-way nested within the Met Office
operational FOAM 1/3 degree resolution deep ocean
model (Bell et al., 2003). Temperature, salinity, barotropic
velocity and sea-surface height (six-hourly fields in the
case of FOAM, daily temperature and salinity fields and
hourly velocity and elevation fields in the case of AMM)
are used in the nesting process. Surface forcing is
provided from the Met Office's Mesoscale Numerical
Weather Prediction model (also at approximately 12 km
resolution) via three-hourly average fields of penetrating
and non-penetrating heat fluxes (corrected for intra-model
SST differences by a flux correction term, after Haney,
1971), moisture fluxes, and hourly instantaneous fields of
windspeed and surface pressure. The FOAM and
Mesoscale NWP models include state of the art
operational data assimilation systems that allow the full
model hierarchy to benefit from the best set of near-real
time observations possible.
The operational numerical weather prediction and
ocean models provide both nowcast and forecast
information (which are archived for future hindcast
studies) allowing a forecast period of 48 h for the
MRCS-ERSEM2004 model. Atmospheric data is also
routinely produced by the Met Office's Global model at
lower resolution but increased forecast lead time allowing
a T+120 forecast period to be employed in future
implementations if required. The forcing models are run
420 J.R. Siddorn et al. / Journal of Marine Systems 65 (2007) 417–429to a fixed daily schedule, with operator supervision, in the
suite of forecast models at the Met Office and output
products are available by a specified time each day. The
safeguards built into this system ensure that the data is
produced in a fully robust and timely manner, allowing
the model to be run in hindcast, near-real time, or forecast
mode as appropriate. To ensure reliability there is a careful
change control procedure applied to the models run in the
operational suite.
The model is currently been run in semi-operational
mode automatically every week, with a 7 day hindcast of
the previous week and a 48 h forecast. Results are
disseminated (again automatically) to the internet, where
the near-real time data is made freely available at http://
www.metoffice.gov.uk/research/ncof/mrcs/browser.html.
The system receives near-real time and forecast data as
described above from the Met Office's operational
system. The forecast is being assessed and will in time
be extended to five days. The aim is to make the forecasts
available alongside the near-real time data. The MRCS-
ERSEM2004 model is scheduled to enter the operational
suite shortly.
3. Results
The model has been run from January 2002 to the
present day in hindcast mode using the archived datasets
described above. Interpolated data for the 1st January
2002 from the AMM POLCOMS model were used to
initialize the physical variables, with biological data taken
from a 1988/89 MRCS POLCOMS-ERSEM simulation
(Allen et al., unpublished results and Holt et al., 2005).
Although the use of 1989 data for the biological restart
fields is not ideal it is likely to be an improvement on the
spatially constant initial field used in previous applica-
tions of the model. The impact on the model run due to
errors in the restart fields is presumed to be small because
the bio-chemical variables, with the exception of the
nutrient and detrital pools, are at background levels during
the winter; examination of timeseries of a number of
variables indicate that themodel quickly spins up tomatch
the data. Surface temperature and chlorophyll fields are
presented as examples of the spatio-temporal evolution of
the model physics and ecology, followed by the results of
validation intended to provide a more rigorous test of the
models performance.
3.1. A brief description of model behaviour
3.1.1. Temperature
The modelled surface temperature for 2002 is
described. It starts cool in the winter with a strong eastto west gradient, waters in the Skagerrak having tem-
peratures of close to 0 °C and those in the Celtic Sea of
around 10 °C. The structure of the English Channel can
be seen clearly, with warmer waters in the central water
mass, and cooler coastal waters near to the UK and
French landmasses. Similarly the central Irish Sea is
significantly warmer than the surrounding coastal waters.
There is a great deal of variability in the North Sea
waters, where Baltic and Atlantic waters mix. For the first
fewmonths of the year the North Sea and Irish Sea waters
gradually cool until the end of spring when surface
heating and warming river waters start having an impact.
By the beginning of June temperatures throughout the
domain are between 10 and 14 °C, with the exception of
the Norwegian Trench and Skagerrak where the warming
being distributed through a deeper water column means
the temperatures stay relatively low. By July shallow
regions such as the German Bight reach 18 °C.
Throughout the summer surface temperatures continue
to increase, especially in the seasonally stratified regions
of the southern North Sea. Temperatures peak in late
September, after which they return to their winter state.
3.1.2. Chlorophyll
Modelled surface chlorophyll starts low in the winter
of 2002 (Fig. 1), with particularly low values in the
northern North Sea and Celtic Sea. Levels of chlorophyll
start increasing in late February near to the coasts,
especially in regions of river inputs such as the German
Bight and near the Thames. These areas of elevated
chlorophyll levels expand with time and by the beginning
of March cover patches in the shallower parts of the
southern North Sea, such as the Dogger Bank, as well as
the heavily river influenced coastal regions. At this time
chlorophyll concentrations of up to 10 mg-Chl/m3 are
found in the Southern North Sea, whereas in the central
and northern North Sea and the Celtic Sea biological
activity is still minimal. Towards the end of March the
Celtic Sea shows signs of the onset of biological activity,
with a bloom occurring in the first two weeks of April.
During this same period the northern North Sea also starts
to show some chlorophyll growth and bymid-April levels
of above 1 mg-Chl/m3 can be found throughout the
domain. During April the bloom over the Dogger Bank
intensifies and shifts northwards so that by the beginning
ofMay the highest concentrations of chlorophyll are to be
found in the central North Sea and the Skagerrak, whilst
the southern North Sea shows patchy blooms. Towards
the end of May and beginning of June the stratified areas
of the North Sea become nutrient depleted, the spring
bloom dies back and a clear frontal pattern demarcating
the transition between the well mixed southern and the
Fig. 1. Modelled surface chlorophyll (in mg-Chl/m3) for a) 1st January 2002, b) 1st April 2002, c) 1st June 2002 and d) 1st October 2002. A
logarithmic scale is used.
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biological activity in the Irish Sea also increases, with
peak chlorophyll levels being found in the last week of
May, when there is an extensive bloom covering the
majority of the southern North Sea and the Irish Sea.
Chlorophyll levels at this time can be found of above
20 mg-Chl/m3 in the German Bight (consistent with
results for this region shown in Reid et al., 1990) and the
Skagerrak, and, more sporadically, throughout the
southern North Sea. Throughout June, July and August
the chlorophyll concentrations become patchier and high
levels (of the order 10 mg-Chl/m3) appear to be
predominantly around frontal areas or off headlands. By
the beginning of August the levels of nutrients in thestratified areas become too low to support much growth
and the central North Sea shows decreased levels of
chlorophyll. No clear autumn bloom is evident in the
model data, although the end of August and beginning of
September shows some increased growth in the German
Bight and Dutch coastal areas, and by the beginning of
October the central North Sea recovers to show increased,
but still, low levels of chlorophyll. By the end of the year
the distribution of chlorophyll is uniformly low, with less
than 1 mg-Chl/m3 across the whole domain.
These results are consistent with the chlorophyll
climatology presented in Moll (1998), where data from a
range of sources has been composited into regional bins
for the North Sea.
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Efforts have been made to validate both physical and
ecosystem properties. Surface temperature data have
been obtained from the Marine Automated Weather
Station (MAWS, the Met Office's near real time
network). Data have also been supplied by the UK's
Centre for the Environment, Fisheries and Aquaculture
Science (CEFAS) from their sampling buoys (Smart-
Buoys) situated in the Thames outflow region (stations
Warp Anchorage and Gabbard, Fig. 2). These buoys
sample for both physical variables (temperature and
salinity) as well as biological variables (nutrients and
chlorophyll). In the English Channel the L4 station, off
Plymouth Sound, has also been used to validate both the
physical and ecosystem submodels.Fig. 2. Map of the North-West European Continental Shelf, showing the MRC
for validating the model.3.2.1. Moored Automatic Weather Stations surface
temperature
Comparisons between modelled surface temperature
and observations from the MAWS buoys, taken at depths
of 1.5 m, are shown in Fig. 3. These sites show varying
degrees of stratification, with the near-shore sites at
Turbot Bank and Greenwich LV remaining well mixed
throughout most of the year, whilst M1 and K16 show
significant seasonal stratification. In both stratified and
unstratified regions the model replicates the measured
sea surface temperature and the timing and amplitude
of the stochastic features are, in the main, well
reproduced. This highlights the quality of the surface
heat and momentum forcing.
The M1, and to a lesser extent M2 and Greenwich
LV, sites show some underestimation of the winter seaS model domain, and the sites of the sampling stations and buoys used
Fig. 3. Measured and modelled sea surface temperatures for a) Seven Stones Light Vessel, b) Greenwich Light Vessel, c) K16 buoy, d) Turbot Bank
buoy, e) M1 buoy and f) M2 buoy. The solid line is the modelled data, the broken line the measured data. Modelled bottom temperatures are also
shown (dashed lines).
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due to its proximity to the open boundaries, where
temperature and salinity are prescribed using data taken
from the Atlantic Margin Model (AMM). A comparison
of AMM data against the MAWS sites (not shown)
indicates a tendency to underestimate winter sea surface
temperatures, and it follows that the relatively large
errors at the M1 site are a direct result of the inputs at the
boundaries. Turbot Bank, on the other hand, has a slight
overestimation of the sea surface temperatures in the
summer months. The precise cause of this is unclear, but
the site is close to land and in a region influenced by
both Celtic Sea and Bristol Channel waters.
3.2.2. CEFAS SmartBuoy surface temperature, nutrient
and chlorophyll
Modelled temperature, salinity, silicate, nitrate and
chlorophyll are compared with CEFAS ‘SmartBuoys’ at
two sites in the Thames ROFI, Warp Anchorage (at
51°31.5′ N, 1°01.9′ E in approximately 15 m water) andGabbard (at 52°00′ N, 2°20′ E in 45 m water). The
Gabbard SmartBuoy was moved in August 2002 to the
West Gabbard site in the southern North Sea, about 9 nm
closer to shore and in slightly shallower water (at
1°59′ N, 2°05′ E in approximately 32 m water depth).
The data shown is therefore labelled Gabbard but
includes model and measured data from the West
Gabbard site from this date onwards.
The temperature comparisons for both Gabbard
(Fig. 4) and Warp Anchorage (Fig. 5) are good, with the
model quickly spinning up to match the data. The longer
period seasonal variability and the shorter timescale
stochastic events show excellent correspondence, with all
the main mixing events evident in the measurements also
evident in the model data. Both the buoy locations are
close to the Thames outflow and modelling these sites
needs the surface forcing, the dynamics of the model, and
to a lesser extent river inputs, to be well represented.
Salinity is a more stringent test of the river inputs.
The modelled salinity shows mean values of the same
Fig. 4. Model comparisons with data from the CEFAS Gabbard SmartBuoy for a) sea surface temperature, b) surface salinity, c) surface nitrate and d)
surface silicate. This includes data for Gabbard and, after 28th August 2002, West Gabbard. Modelled data are the black solid lines and SmartBuoy
data the grey solid lines or points. Temperature and salinity data are not available for 2003.
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and frequency of the stochastic perturbations (Figs. 4
and 5). However, the use of climatological inputs means
that there are events in the model not seen in the
measured data, and vice versa. Improvements in river
source data would clearly improve the salinity distribu-
tion within the model, and ways of obtaining such data
are being investigated.
The observed nutrients show a seasonal variability,
with maxima in the winter and depletion in surface
waters in the spring and summer, as would be expected
in an area that is seasonally stratified and biologically
active. This seasonality is well replicated in the
modelled silicate, especially at the Gabbard site where
the winter levels of around 6 mmol/m3 and summer
depletion can be seen in both the model and the
measurements. The Warp site shows good replication of
measured silicate values, especially in summer and
winter 2003 (Fig. 5). However, the winter 2002/3 peaks
of silicate are significantly underestimated in the model.
This may be due to an underestimation of inputs from
the Thames. Overall, the modelled silicate values
indicate the diatom functional group, which is depen-
dent upon silicate, is being modelled adequately. The
comparison between modelled and observed nitrate isgood, although there appears to be an underestimation
of nitrate depletion in summer months. This lack of
draw-down of modelled nitrate is thought to be a
consequence of underestimation of primary production
as a result of difficulties in prescribing the light field in
these optically complex waters. There is also some
suggestion that the phytoplankton functional group
parameterisation needs adjusting and/or supplemental
detrital groups need to be included to improve modelled
nutrient cycling (Vichi et al., 2004). The winter nitrate,
conversely, shows lower levels than those indicated by
the data, again suggesting the inputs from the Thames
are being underestimated.
3.2.3. L4 monitoring station chlorophyll and plankton
biomass
The L4 station lies approximately 20 km off
Plymouth in the English Channel in around 50 m of
water, and is sampled weekly for biological and physical
data. Comparisons with the measured temperature
profiles (not shown) indicate that the model performs
well in obtaining the temperature structure at this site
with intermittent stratification occurring to depths of
approximately 20 m in both the modelled and measured
data. The measured data shows periods of low salinity,
Fig. 5. Model comparisons with data from the CEFAS Warp Anchorage SmartBuoy for a) sea surface temperature, b) surface salinity, c) surface
nitrate and d) surface silicate. Modelled data are the black solid lines and SmartBuoy data the grey solid lines or points. Temperature and salinity data
are not available for 2003.
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Plymouth Sound (Siddorn et al., 2003), not evident in
the model. This is because the spatial resolution of the
model is insufficient to reproduce the fine-scale features
which determine the plume position, possibly combined
with an underestimation of river inputs due to the use of
climatological values.
Fig. 6a shows the measured values and the MRCS
predicted surface chlorophyll. Both data and model
show chlorophyll levels of between 0.5 and 5 mg-Chl/
m3 throughout the year, with some peaks of above
10 mg-Chl/m3. The model simulates a spring bloom too
early in 2002. The measured data indicates there is more
intense biological activity in the autumn months than the
model predicts. In 2003 the modelled spring bloom is far
closer in timing to that shown in the measured data and
again the summer and winter values match well,
although with more variability evident in the measure-
ments than have been predicted.
The model predicts a spring bloom of diatoms followed
by a summer dominance of flagellates in both 2002 and
2003 (Fig. 6), which matches the normal pattern at L4
(Rodríguez et al., 2000). This isn't, however, shown in themeasured data for 2002, when the diatom peak actually
follows the flagellate bloom suggesting that some unusual
events occurred in 2002 that were not picked up by the
model. Fig. 6d shows the picoplankton biomass, which
show large discrepancies between the model and data.
However, other data taken from L4 for the same period
(unpublished results, Archer, pers. comm.) show levels of
picoplankton an order of magnitude higher than that in
Fig. 6, indicating the discrepancy is lower than indicated by
Fig. 6d. Even given the picoplankton data underestimates
the biomass the model still appears to be overestimating it,
suggesting that the parameterisation of the phytoplankton
functional groups shows a bias in favour of small plankton
growth during nutrient limited periods.
3.2.4. Comparison with satellite chlorophyll
SeaWIFS chlorophyll data, provided by the SeaWiFS
Project, NASA/Goddard Space Flight Center and ORB-
IMAGE, was obtained for 2002. Eight day satellite
composites (regridded from the original 9 km grid to the
same spatial dimensions as the MRCS) were compared
with eight day averages of MRCS surface chlorophyll
(which were masked with the satellite cloud mask to
Fig. 6. Station L4 surface data for a) chlorophyll, b) diatoms, c) flagellates and d) picoplankton. Measurements are shown in grey, modelled data in
black.
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compared, giving a total of nearly half amillion datapoints
collocated in space and time, an average of 22 data values
per cell. The annual mean spatially averaged chlorophyll
for 2002 from SeaWIFS and MRCS was 1.72 and
2.05 mg-Chl/m3 respectively, a 16% difference between
the satellite andMRCS values, well within the error of the
satellite measurements (which lie in the order 30 to 65%,
Gregg and Casey, 2004; Garcia et al., 2005). However, a
significant proportion of the domain lies within Case II
waters, where the satellite is to be expected to significantly
overestimate the chlorophyll concentrations. The model
bias (Fig. 7a) shows significantly lower estimates than the
satellite in the Irish Sea, eastern English Channel and
German Bight — all case II waters. However, in other
regions the tendency for the model is to overestimate
relative to satellite chlorophyll values. Over a significant
proportion of the domain this overestimation lies within
the accepted range of error for satellite data, but some
clear regions exist where the model is significantly in
error. A skill map has been produced in which the
proportions of datawhich lie within limits of satellite error
(taken to be 50%) are shown (Fig. 7b).This shows there is significant skill a significant
proportion of time across the domain. However, the
Dogger Bank, the slopes of the Norwegian Trench and the
South West Approaches rarely have model chlorophyll
values that fit the data. In all these regions the chlorophyll
values are significantly overestimated by the model. On
the Dogger Bank themodel appears to be underestimating
the suspended sediment load; this is a known issue with
this version of the model. Similarly, the high chlorophyll
values on the western slopes of the Norwegian Trench are
likely to be related to high mixing found in this region, a
known issue that will be dealt with in future model
configurations. The high chlorophyll values found in the
South West Approaches are not as easily explained; one
may speculate that it is in an issuewith boundary values of
sediments or nutrients, or related to strength of stratifica-
tion or maybe an artefact of the biological model
behaviour. Further investigation into the model behaviour
in this region needs to be undertaken.
Several sub-regions were assessed to gauge the models
variability in seasonal response. The regions chosen where
restricted to those with mainly case I waters, and included
the northern North Sea (defined as the region bound by the
Fig. 7. a) a Chlorophyll skill map. A skill of 100% is assigned for every model value that lies within 50% of the SeaWIFS value, and the average skill
score for each grid point calculated and b) the model vs. SeaWIFS chlorophyll data as an annual average bias in %.
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greater than 50 m), the Celtic Sea (defined as the region
bound by the box 8°W to 2°W, 50.7° N to 52° N), and the
West of Scotland (defined as the region bound by the box
10° W to 4° W, 55° N to 60° N in which the water depth is
less than 200 m). Only those data with a reasonable
coverage for the region where used in this analysis.
The annual mean chlorophyll data obtained from
satellite and model averaged over the MRCS domain
show good agreement (Table 1). However, there are
marked differences in the correspondence between annual
mean satellite and modelled chlorophyll in a number of
the sub-regions. The model has a tendency to overesti-
mate the size of the spring chlorophyll values, which is
particularly evident in the West of Scotland. In the Celtic
Sea, on the other hand, the model tends to consistently
underestimate chlorophyll. The weekly evolution of
chlorophyll values (not shown) however are well
replicated, even if the amplitudes are not.Table 1
Area weighted averages of surface chlorophyll for SeaWIFS satellite and the
MRCS Domain NNS
SeaWIFS MRCS SeaWIFS
Annual Mean (mg-Chl/m3) 1.72 2.05 1.21
Winter – – 0.92
Spring 2.19 3.41 1.69
Summer 1.64 2.18 0.92
Autumn 1.48 1.50 1.01
Winter is taken as the middle of November through to the middle of February
no data indicates no composites with sufficient data coverage (as a proportio4. Conclusions and further discussion
This paper presents a modelling framework in which
the hydrodynamics and ecosystem function of the North-
West European continental shelf are simulated using the
MRCS-ERSEM2004 model forced by data available in
both near-real time and as forecasts. The capability to run
the models with operationally available forcing gives the
potential to include this system within the Met Office
operational suite, and hence to model both the hydrody-
namics and ecosystem function of the region with the
level of robustness associated with operational numerical
weather prediction models. This is a substantial step to-
wards a community model resource with significant
potential as a data source and management tool.
The results presented show that the system adequately
represents aspects of both the hydrodynamics and
ecosystem behaviour of the region in those areas where
data is available. It would have been desirable to haveMRCS for the whole MRCS region and sub-regions
Celtic Sea W Scotland
MRCS SeaWIFS MRCS SeaWIFS MRCS
1.72 1.93 1.57 1.65 2.20
0.28 0.39 1.59 – –
2.70 2.89 2.42 1.51 2.97
1.44 2.28 1.23 1.95 2.36
1.18 1.36 1.21 1.50 1.59
and the subsequent seasons are taken as three months each. Boxes with
n of the area) exist in that period.
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cially given the complexity and diversity of the study
region. However there is a continuing problem with
attempting validation exercises such as this in that the
availability of data is poor, especially for biological and
chemical parameters, and where data exists it is often
hard to obtain data within reasonable timeframes. The
bulk of the validation undertaken for this paper was in
near-shore areas. However, other work using this model
(Holt and James, 1999a and Allen et al., unpublished
results) show that offshore regions validate better than
near-shore ones. This is also supported by the validation
against satellite data.
The predicted sea surface temperature compares
extremely well with measurements, emphasising the
strength of the hydrodynamic model coupled with the
use of the high resolution surface forcing and good
lateral boundary data. The validation of ecosystem
parameters is generally good, although this work high-
lights areas of model design already identified for
improvement. The data at the L4 site indicates that
although the general characteristics of the ecosystem are
effectively reproduced by the model, the distribution of
biomass between functional groups does not validate
well. The SmartBuoy data show that the model under-
estimates the drawdown of nitrate in the summer and
autumn in near coast regions, which may be related to
plankton functional group parameterisations and/or
detrital cycling. The plankton succession problems
raised by the L4 comparisons may similarly be related
to errors in nutrient modelling or plankton functional
group parameterisations.
Improvements to the model are being investigated,
including the impacts of an improved light submodel, to
include assimilation of satellite colour information and
improved determination of the light extinction due to
suspended particulate matter. Additionally, further
resolving the sediment components to improve sinking
rates will improve the modelled nutrient cycling. The
nutrient cycling in the model is dependent upon the
effective modelling of sediment transport, deposition
and resuspension and research is in place to improve this
component of the model. Furthermore, the use of
climatological river sources of salinity, detritus and
nutrients is not optimal and efforts to improve the
quality of the river data available to the model are
underway. Work is also being done to improve the
ecosystem model further by including data assimilation
(the assimilation of incoming solar radiation and
chlorophyll are being investigated Allen et al., 2003;
Triantafyllou et al., 2003b), which will, once tested and
published, be used in the next generation of ERSEMmodels. The comparison with satellite data show that the
model has variable skill across the domain, and the
causes of this are being investigated and will inform any
future developments of the model.
Whilst acknowledging the potential for improvement
identified above, the MRCS-ERSEM2004 has been
shown to be an effective modelling tool. The structures
are now in place for this to be used in an operational
environment where products and services can be pro-
vided on request, either for the present day, as short-term
forecasts or for past events. It is envisaged that these
products will range from model variables such as sea
surface temperature, sea surface height and currents and
chlorophyll, to derived products like annual or seasonal
mean primary productivity, OSPAR like eutrophication
indices and Harmful Algal Bloom event predictions. All
these, when validated against available observations,
could provide input to a climate status assessment of the
North Sea, as well as forming a component of an inte-
grated model and observation-based monitoring system.
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How well can we forecast high biomass algal bloom events in a eutrophic
coastal sea?
J. Icarus Allen a,*, Timothy J. Smyth a, John R. Siddorn b, Martin Holt b
a Plymouth Marine Laboratory, Prospect Place, West Hoe, Plymouth PL1 3DH, UK
bMet Ofﬁce, Fitzroy Road, Exeter, Devon EX1 3PB, UK
1. Introduction
A common characteristic of eutrophic aquatic ecosystems is
nutrient enrichment of the water column, with subsequent
enhanced growth of phytoplankton, leading to distortion of
foodwebs and degradation of water quality (e.g. OSPAR, 1998).
These increases in total algal biomass can lead to undesirable
effects such as oxygen depletion from the decay of biomass,
suffocation of ﬁsh, deleterious effects on benthic biomass and
enhanced biomass of toxic algal species. The result is poor
energy transfer to higher trophic levels. An extensive literature
exists on these subjects and details of the inﬂuence of enhanced
nutrients on harmful algae can be found in for example GEOHAB
(2006), Anderson et al. (2002) and references within. Clearly
there is a strategic imperative to be able to forecast algal bloom
occurrence.
The NWEuropean shelf, can be divided into two regions (Fig. 1),
the north and west of the region is characterised by seasonally
stratiﬁed, optically clear mesotrophic water and the south and east
is characterised by tidally well mixed, optically complex eutrophic
waters, in particular the southern North Sea, Irish Sea and English
Channel. The UK National Centre for Ocean Forecasting (NCOF) has
established a pre-operational ecosystem model of this region,
based on POLCOMS-ERSEM. This model is run every week in a 7-
day rolling hindcast (http://www.met-ofﬁce.gov.uk/research/
ncof/mrcs/browser.html). While ERSEM is a relatively complex
ecosystem model, describing four phytoplankton functional types
it does not resolve individual species.
There are a number of HAB species found regularly in northern
European waters. They are a disparate group, with examples
coming from all of the major phytoplankton classes. Their effects
are wide ranging from nuisance blooms (which produce foam and
are aesthetically unappealing but have no major direct impacts) to
high biomass blooms, which lead to anoxia and related effects, to
ichthytoxic blooms which kill ﬁsh, and may have large direct
economic impacts, to blooms which produce toxins which are
subsequently bio-accumulated in shellﬁsh and thus have health
and economic impacts. Shellﬁsh poisoning in European waters
comes in three major types, deﬁned by their impacts upon human
consumers; Paralytic Shellﬁsh Poisoning (PSP), Diarrhetic Shellﬁsh
Poisoning (DSP) and Amnesic Shellﬁsh Poisoning (ASP). Some
major genera implicated in harmful events in European waters are
shown in Table 1. This list is not exhaustive and other genera exist
that are potentially problematic. For instance the LIFEHAB
workshop report (LIFEHAB 2001) lists more than 25 diatom
species found in European waters that are, or have the potential to
be, toxic, of which nine are species of Pseudo-nitzschia.
Currently there are few heuristic models capable of simulating
aspects of the processes controlling speciﬁc harmful algal species,
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for example, Phaeocystis (Lancelot et al., 2007; Ruardij et al., 2005),
Pﬁesteria (Hood et al., 2006) and Pyrodinium (Villanoy et al., 2006).
The forecastmodelling of harmful algal blooms is in its infancy and
the starting point in evaluating the usefulness or otherwise of
models such as POLCOMS-ERSEM for HAB prediction is to quantify
the ability of the model to simulate high biomass algal blooms.
Satellite observations of ocean colour provide extensive spatio-
temporal data coverage of the distribution of chlorophyll, which in
Fig. 1. (a)Map of the study region. The thick dashed line denotes the 200 m contour on the shelf break and themodel boundary. The thin dotted lines indicate the approximate
position of the seasonally stratiﬁed tidal mixing fronts in the region. (b) A schematic diagram of the functional groups and linkages in the pelagic components of the ERSEM
model.
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turn indicate the presence of large algal blooms. The aim of this
paper is to assess the models ability to predict large algal blooms.
We present a technique for determining the probability that the
model correctly predicts a bloom event, along with a brief
discussion of the sources of model errors and the generic
application of the method to bloom prediction.
2. Methods
2.1. Model
The Medium Resolution Continental Shelf (MRCS) model is a
hindcasting/forecasting system (Siddorn et al., 2007). It is based on
a coupled 3D hydrodynamic and ecosystem model (the Proudman
Oceanographic Laboratory Coastal Ocean Modelling System
coupled with the European Regional Seas Ecosystem Model
POLCOMS-ERSEM; Allen et al., 2001; Holt et al., 2004), set up on
a 1/108 longitude by 1/158 latitude horizontal grid (7 km) and
20 s-levels (Song and Haidvogel, 1994) in the vertical with
boundaries following the North-West European Continental Shelf
break (approximate along the 200 m isobath, except for the
Norwegian Trench; Fig. 1a). Boundary forcing for temperature,
salinity, currents and sea surface elevation is obtained from a 1/68
longitude by 1/98 latitude (12 km) Atlantic Margin Model, which
is nested in the Met Ofﬁce’s FOAM system (Bell et al., 2000). An
averaged annual cycle is used for boundary conditions since the
operational system has not simulated the period of interest here.
Themodel includes the density evolving physics of POLCOMS (Holt
and James, 2001) and a size-fractionated SPM sub-model (Holt and
James, 1999), coupled with the biogeochemical processes of
ERSEM (Blackford et al., 2004; Baretta et al., 1995); Fig. 1b, is a
schematic of the pelagic model. ERSEM is a functional groupmodel
and has one bacteria, four phytoplankton and three zooplankton
pelagic functional groups. It has a fully resolved diurnal cycle,
variable carbon to chlorophyll ratios and independent nutrient
pools for carbon, nitrogen, phosphorous and silicate. Coupled with
the pelagic model is a benthic model to give not only detailed
process information of the benthic ecosystem but also a well
deﬁned nutrient coupling between the benthic and pelagic
systems. Full details of the model experiment are given in Siddorn
et al. (2007).
2.2. Satellite data
Satellite data was acquired from the NASAModerate Resolution
Imaging Spectroradiometer (MODIS) Aqua ocean colour sensor as
pre-processed level 2 chlorophyll-a (O’Reilly et al., 1998)
individual 1 km resolution passes within the model domain. These
were then projected (Mercator), mapped and weekly chlorophyll
composites produced. The weekly satellite composites were then
re-sampled onto the same grid as the MRCS model domain using a
14 pixel moving window median ﬁlter.
2.3. Statistical methods
We can assess model skill by using the predictive power of a
binary classiﬁcation system as a discrimination threshold is
varied. Brown and Davis (2006) provide a detailed and accessible
tutorial of these methods. The basis is a simple ‘‘yes’’ or ‘‘no’’
decision, based on the comparison of two independent informa-
tion sets (in our case satellite retrievals andmodel)with respect to
a threshold value. The aim is to assess howwell a test (model) can
discriminate between two discrete observed outcomes (e.g.
harmful algal bloom). The perfect model is one where all the
points in a scatter diagram of model vs. data lie on the x = y line.
The threshold criteria (t) set divides the data into two parts; by
then comparing it with the model using the same threshold we
can assessmodel data similarity at that threshold. This effectively
assesses the model ability to discriminate that threshold. The
decision process has four possible outcomes for each trial, either
correctly positive (CP), correctly negative (CN), incorrectly
positive (IP) or incorrectly negative (IN). The perfect model will
only give CP and CN outcomes; the more scatter there is in the
model–data relationship the more IP and IN conditions will occur
and the worse the model performance is judged to be. By varying
the threshold across the full range of observations, we obtain a
non-parametric measure of themodels ability to simulate a given
variable, which can be then compared directly with other
simulated variables. The classiﬁcation rate for n samples is
deﬁned as
CR ¼ CPþ CN
n
(1)
The decision process can be further assessed by calculating the
correct negative fraction (CNF) and the correct positive fraction
(CPF).
CNF ¼ CN
CNþ IP ; CPF ¼
CP
CPþ IN (2)
CNF and CPF express the fraction of negative and positive
events, which were correctly determined. These values are
independent of the actual numbers of positive and negative
events in the trials. Decisions based on CPF and CPN are estimators
of probabilities of decisions conditioned on events: i.e., if a positive
event (a bloom) has occurred what is the probability the correct
decision has been made? While these probabilities are useful they
do not address the fundamental question, if a positive decision is
made what is the probability that the decision is correct. The
Table 1
Some important plankton genera that cause problems in European coastal waters.
Organism Effect Areas with major HAB problems
Dinoﬂagellates
Alexandrium PSP, high biomass All European coasts, except Bay of Biscay, southern North Sea and Baltic Sea
Dinophysis DSP Europe wide
Karenia Ichthyotoxic Skagerrak, Kattegat, Celtic Sea, western English Channel, central
and northern North Sea, Bay of Biscay
Diatoms
Pseudo-nitzschia ASP Europe wide
Flagellates
Phaeocystis High biomass, foam production North Sea, English Channel, northern Norwegian fjords
Chattonella Ichthyotoxic, high biomass Skagerrak, North Sea coasts of Denmark, Germany and the Netherlands
Adapted from the LIFEHAB workshop report.
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positive predictive value (PPV) and negative predictive value (NPV)
can be expressed as (see Brown andDavis (2006) for the theoretical
background and derivation).
PPV ¼ CP
CPþ IP ; NPV ¼
CN
CNþ IN (3)
Values of PPV andNPV can range between 0 and 1, reﬂecting the
intrinsic power of the decision; high values indicating a decision
can be trusted, low values suggesting the decision should be
regarded with scepticism.
To establish thresholds we have calculated the mean chlor-
ophyll concentration for each pixel over the period 2004–2005
from the satellite weekly composites. The thresholds for a bloom
are set as (i) the mean chlorophyll concentration and (ii) the mean
plus 50%, for each individual pixel, to discriminate small and large
bloom events, respectively.
3. Results
The distribution of the percentage bias in the model and the
classiﬁcation rate when comparedwithMODIS Aqua chlorophyll is
illustrated in Fig. 2. The biasmap (Fig. 2a) shows some clear trends,
the model systematically overestimates chlorophyll concentra-
tions along the ocean boundaries and in the stratiﬁed regions and
systematically underestimates biomass in the highly eutrophic
waters of the Irish Sea and the southern North Sea. The
classiﬁcation rate map (Fig. 2b) is quite similar in structure to
the bias map; regions of poor performance (CR < 0.3) correspond-
ing with regions of high negative bias (model overestimation)
resulting in large numbers of false positive predictions. In terms of
classiﬁcation rate the model skill is best in the eutrophic waters,
and the stratiﬁed central North Sea and western English Channel,
achieving rates of 40–60%.
Basic error statistics have been calculated formodel datamisﬁt
of the weekly composites for chlorophyll in 2005 (2004 shows
similar behaviour). We illustrate the temporal evolution of model
errors made by plotting the square of the correlation coefﬁcient
against the root mean square error (RMSE, Fig. 3) which gives a
crude estimation of model skill. In winter there is limited forecast
skill (r2  0.3), but as we move into spring it decreases markedly.
In April the r2 is almost zero implying very little skill; this is
probably a consequence of errors in the timing of the spring
bloom. During the summer the model explains up to 50% of the
variability in the data (r2  0.5 in August), then the skill steadily
deteriorates until by November it is close to zero. This deteriora-
tion in skill may be in part due to prolonged thermal stratiﬁcation
(Holt et al., 2005).
Fig. 4 showsmaps of the spatial probability distribution for PPV
and NPV being correct for the two thresholds of the annual mean
chlorophyll (panel A and C) and 50% above the pixel mean
chlorophyll (panel B andD) for each pixel. Thesemaps indicate on a
pixel by pixel basis the ability of the model to discriminate
thresholds of chlorophyll concentration. When the threshold is set
to the mean, 40–50% of the model bloom predictions are correct
overmost of the domain (Fig. 4a). There are patches where the skill
Fig. 2. (a) Percentage bias (the sum ofmodel error normalized by the data) and (b) the classiﬁcation rate for each pixel; computed from the comparison of weekly composites
of MODIS Aqua chlorophyll and simulated chlorophyll for 2005. Negative bias indicates model overestimates chlorophyll. Pbias ¼PNn¼1ðDn MnÞ=PNn¼1 Dn  100 D = data
value, M = model value.
Fig. 3. Phase space plots of the monthly variation in errors in chlorophyll in 2005.
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is much higher (>70%) mostly either in the middle of stratiﬁed
regions or in near shore regions. The regions of very low skill
(<20%) occur in the turbid well-mixed waters (however see
discussion for caveats concerning the satellite data) and in frontal
regions particularly along the boundary of the Norwegian coastal
current. When the threshold for a bloom is raised to 50% above the
mean chlorophyll concentration the model skill is much lower
(Fig. 4b); PPV < 30% formost of the domain, with the lowest values
occurring in frontal regions. In the eutrophic regions the model is
biased towards underestimation. Consequently there are sub-
stantial areas where the model does not predict values above the
threshold and has no skill (indicated in white). The corresponding
skill maps for negative events are shown in Fig. 4c and d. At the
lower threshold themodel gets 90% of non-bloom events correct in
the stratiﬁed regions and the skill is much lower in the (<70%) in
the eutrophic regions. At the higher threshold the model correctly
predicts no bloom occurrence over 90% of the time. In both cases
over estimation of chlorophyll concentration in the Northern and
Western parts of the domain indicates that the model never
predicts values below the threshold.
Fig. 4. PPV and NPV estimator ﬁelds (units are %). (A) PPV for threshold >mean chlorophyll concentration for that pixel, (B) PPV for threshold > 1.5 mean chlorophyll
concentration for that pixel, (C) NPV for threshold >mean chlorophyll concentration for that pixel, (D) NPV for threshold > 1.5mean chlorophyll concentration for that pixel.
The data used as input were the weekly composite chlorophyll ﬁelds of both MRCS and Aqua (generated from the daily passes) for 2004 and 2005. Black indicates zero
probability, White indicates no data; a pixel where the model bias is such it never exceeds the threshold (PPV maps) for falls below it (NPV maps).
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4. Discussion and conclusions
It is apparent that the model has some aspect of skill for
predicting blooms at the mean, but not at the higher (>50% mean)
threshold. Also if themodel indicates no bloom it is usually correct.
However it is also apparent that there are many discrepancies
between the model and satellite data, the most notable being,
errors in the timing of the spring bloom (e.g. Fig. 3; Lewis et al.,
2006) and high bias in frontal regions (Fig. 1; Siddorn et al., 2007).
The discrepancies in the timing of the spring bloom can be
attributable to under estimation of turbulent mixing in the
stratiﬁed regions and poor model representation of the in-water
optics in the well-mixed regions. Further evidence and the
potential mechanisms are discussed in more detail in Holt et al.
(2005), Allen et al. (2007a,b), and Lewis et al. (2006). The errors
associated with physical structures (fronts) are attributed to
enhanced mixing in these regions (Siddorn et al., 2007).
Discrimination analysis allows us to assess model performance
in a way which is potentially highly relevant for environmental
management. Many decisions are based on thresholds. For
example OSPAR criteria for enhanced eutrophic status, has a
series of assessment criteria (e.g. winter dissolved nitrate or
phosphate concentrations, increased winter N:P ratio and elevated
maximum and mean chlorophyll concentrations). Elevated levels
are deﬁned as 50% above the regional speciﬁc background
concentration. Once these thresholds are deﬁned we can use the
discrimination analysis to determine the probability that a
predicted elevated level in the model is correct.
A basic assumption of the method outlined in this paper is that
the satellite data represents the ‘truth’. Inevitably our ability to
interpret this information is limited by the quality of the satellite
chlorophyll estimates used. The highly eutrophic regions where
high biomass blooms occur are optically complex (classiﬁed as
case II), being characterised by high sediment loads and both land
derived and marine dissolved coloured organic matter (Prieur and
Sathyendranath, 1981). Such waters present a major challenge to
satellite algorithms (Doerffer and Fischer, 1994; Ruddick et al.,
2001) and the current operational band ratio algorithms are unable
to accurately retrieve chlorophyll concentrations (Blondeau-
Patissier et al., 2004; Harding et al., 2005) in case II waters. It is
imperative that there is a signiﬁcant improvement in accuracy of
chlorophyll estimates from satellite in case II regions so we can
better assess model predictive skill. A possible pragmatic solution
to this problem, with relevance to our particular application, is to
introduce a statistical data error model with appropriately higher
variance in case II waters. This would result in a map of ‘‘correct
classiﬁcation probability’’ relevant throughout the domain. How-
ever it is likely that even if a ‘‘perfect’’ chlorophyll product from
space were developed in case II waters, this problem is only a
second order effect when compared with the complexity of
developing models to forecast/nowcast/hindcast the occurrence
and magnitude of algal blooms and their possible toxicity.
In themore oceanic waters where the variable optical signature
is dominated by phytoplankton (classiﬁed as case I waters) the
accepted accuracy goal from satellite is chlorophyll to within 30%.
An important aspect of modelled data is that it allows an expert
user to infer from it aspects of the system that themodel is not able
to simulate directly. In the same way that a weather forecaster
takes information about pressure and moisture ﬁelds from a
numericalweather predictionmodel to inferwhat theweatherwill
be, a marine environmental forecaster may be able to take
information from a numerical ecosystem prediction model to
predict aspects of the ecosystem not directly simulated. For
example, we know that HAB events often coincide with distorted
nitrate: phosphate ratios (e.g. Burkholder et al., 2001; Radach et al.,
1990) and low turbulence (e.g. Dahl and Tangen, 1993), and that
toxin production often occurs when the phytoplankton is nutrient
stressed (e.g. Johansson and Graneli, 1999; Anderson et al., 1990).
Currently we cannot make species-speciﬁc forecasts of HABs but
we can simulate the aforementioned indicators. If suitably large
data sets are available, we can assign thresholds for these
indicators and determine the probability the model predicts an
event correctly inmuch the sameway as we have outlined here for
satellite data. Therefore in principle, we can combine information
from hydrodynamic and ecosystemmodels to provide probability-
based risk maps of HAB occurrence in a manner similar to that
suggested by Brown et al. (2002) and Decker et al. (2007).
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INTRODUCTION
T
he North-West European shelf seas have been 
the subject of numerous hydrodynamic models of 
increasing complexity and sophistication.1,2 3D 
baroclinic hydrodynamic models have evolved 
from research tools into operational forecast systems at 
operational centres.3,4 Recently, in addition to operational 
forecasts for hydrodynamic variables, ecosystem models 
have been implemented operationally.5 Such ecosystem mod-
els provide model estimates of biogeochemical variables such 
as chlorophyll in complement to remote Earth observations.6
In global ocean and basin scale modelling, data assimi-
lation has proved an invaluable component for operational 
forecasting.7 For the shelf seas however,8 the necessary 
inclusion of shorter temporal and spatial scale processes, in 
particular in relation to the interaction of the tides and the 
shelf, has discouraged the widespread use of data assimila-
tion in operational systems. In this paper the authors outline 
the development of an operational modelling system for both 
physical and biogeochemical parameters in the North-West 
European continental Shelf (NWS) that includes assimilation 
of Sea Surface Temperature (SST) data.
In the Met Office’s Forecasting Ocean Assimilation 
Model (FOAM)9 system, the core dynamical model has 
recently10 migrated to the Nucleus for European Modelling 
of the Ocean (NEMO).11 Using NEMO allows short-
term operational ocean forecasting systems to employ the 
EJ O’Dea, AK Arnold, KP Edwards, R Furner, P Hyder, MJ Martin, JR Siddorn, D Storkey and 
J While, Met Office, Exeter, UK
JT Holt and H Liu, National Oceanography Centre, Liverpool, UK
A new operational ocean forecast system, the Atlantic Margin Model implementation 
of the Forecast Ocean Assimilation Model (FOAM-AMM), has been developed for the 
European North West Shelf (NWS). An overview of the system is presented including 
shelf specific developments of the physical model, the Nucleus for European Modelling of 
the Ocean (NEMO), and the Sea Surface Temperature (SST) data assimilation scheme. 
Initial validation is presented of the tides and model SST. The SST skill of the system is 
significantly improved by the data assimilation scheme. Finally, an analysis of the seasonal 
tidal mixing fronts shows that these, in general, agree well with observation, but data 
assimilation does not significantly alter their positions.
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same fundamental ocean model code as in the global and 
basin scale seasonal and climate prediction systems at the 
Met Office. Adopting NEMO is also beneficial to the group 
by becoming part of a large and active cross-institutional 
developer base. Like the open ocean, the strategy for the 
assimilative shelf seas forecasting system described here is 
to apply NEMO as the physics engine. Assimilation of SST 
adapts the existing open ocean FOAM system in a manner 
suitable for application in the shelf seas. Whilst NEMO is 
also coupled with the European Regional Seas Ecosystem 
Model (ERSEM)12,13 for ecosystem modelling, this paper 
details only the physics and assimilation. The coupled 
physics-ecosystem will be the subject of a following paper.13
Previously, operational modelling of the NWS at the Met 
Office utilised the Proudman Oceanographic Laboratory 
(now National Oceanography Centre) Coastal-Ocean Model 
System (POLCOMS),14,15 NEMO was developed as an 
open ocean model and therefore lacked many of the shelf-
specific features found in models such as POLCOMS. It 
was therefore necessary to incorporate significant modifica-
tions to NEMO to make it suitable to replace POLCOMS 
as the operational model for shelf applications. It should 
be noted that the POLCOMS system is a well established 
and validated system16 and provides a reliable reference 
system from which to compare forecast skill in any new 
modelling system.
The operational shelf seas forecasting system is run in the 
Met Office operational suite on a daily cycle and forms part 
of the Europe-wide operational oceanography contribution to 
Global Monitoring for Environment and Security (GMES). 
The NEMO forecasting system documented in this work is 
now providing operational forecasts. Analyses and five day 
forecast products for the NWS are provided as part of the 
MyOcean project, the EC FP7 project that currently delivers 
the GMES Marine Core Service.17
The remainder of this paper firstly describes the model 
domain and configuration, and then gives an overview of the 
model in general, and specific enhancements that have been 
developed to tackle the shelf seas dynamics, in particular. 
The developments required for assimilation of SST on the 
shelf are then described, followed by a preliminary validation 
of the system. Finally, conclusions and future developments 
are discussed. 
SYSTEM DESCRIPTION
Physical context: The North-West European shelf
The Atlantic Margin Model (AMM) region, shown in Fig 1, 
covers the North-West European shelf and part of the North-
East Atlantic ocean. A key feature dividing the shelf from 
the deep ocean is the shelf slope, running from Portugal to 
Norway. Associated with the shelf slope is the important Joint 
Effect of Baroclinity and Bottom Relief (JEBAR)18 process, 
which drives a poleward shelf slope current common to many 
eastern margins. Examples of other poleward eastern boundary 
currents in other regions include the coastal undercurrents of 
Chile and California, the Alaskan slope current and the bottom 
layer shelf break current of southwest Africa.19 The shelf slope 
itself varies in width and steepness. It is particularly steep along 
the Iberian slope to the west of Portugal and the Cantabrian 
slope to the north of Spain. The combination of step bathym-
etry and terrain following (sigma) coordinates requires special 
treatment for the modelling of Horizontal Pressure Gradients 
(HPG). The slope current is also variable and along the Iberian 
and Cantabrian slopes it is seasonal. It manifests itself as the 
Iberian Slope current during autumn and winter.20,21 
Further north the shelf widens from the Aquitaine slope 
to the Armorican and Celtic shelf slopes with France to the 
east. The Celtic shelf slope is a major source of internal 
tides22 and enhanced mixing.23 Travelling northwards, the 
shelf slope encompasses the Celtic Seas24 of the English 
Channel, Irish Sea, and the Celtic, Irish, Malin and Hebrides 
shelves. Thereafter the shelf slope turns more eastward at the 
Faroes-Shetland ridge towards Norway with the North Sea 
to the south and the Faroese channels to the north. Finally, 
crossing the Norwegian trench to the south, the shelf slope 
travels parallel to the Norwegian coast towards the northern 
boundary of the domain.
The Faroese channels and the Wyville-Thomson Ridge 
are important areas for the return of the cold dense outflow 
Fig 1: AMM domain. Left panel: Off shelf 
NOOS bathymetry >200m. Right panel: 
On shelf NOOS bathymetry <200m, with 
the MRCS domain boundary indicted in 
thick black
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from the Nordic seas.25,26 Accurate modelling of the overflow 
requires higher resolution models than is currently computa-
tionally possible for operational coupled physical-ecosystem 
models of the entire region. Careful attention is required at 
such overflows particularly in relation to the limitations of 
terrain following coordinates and steep bathymetry.
Although the main aim of the shelf model is in simulating 
the on-shelf properties, the off-shelf dynamics and the shelf 
slope current are also important as they impact cross-slope 
transport. Approximately 12.5% of the global tidal energy is 
transmitted into the Celtic Seas from the North Atlantic, with 
large tidal responses in the English Channel, Bristol channel 
and Irish Sea.24 The large tidal response results in large dissi-
pation of tidal energy and an input of turbulent kinetic energy 
into the water column. The seasonal variation in both wind, 
which further adds to the production of turbulence, and heat-
ing, which adds buoyancy, leads to seasonally stratified and 
mixed regions. The balance between mixing created by wind 
and tide, and stratification by thermal heating, leads to tidal 
mixing fronts at the boundary between well mixed and strati-
fied water columns.27 Thus accurate representation of tidal 
dynamics, turbulence production and dissipation, and the 
air-sea flux of momentum and heat are critical for modelling 
the regional dynamics. The effects of winds are not limited 
to turbulence production but also drive currents, which along 
with the buoyancy field provide the residual circulation.28 
Furthermore, wind forcing in combination with atmospheric 
pressure can produce large and potentially dangerous storm 
surges in the North Sea.29 As such, a regional model must 
include the atmospheric pressure gradient forcing, and the 
interaction of tides and surges.
Sources of freshwater influence the baroclinic flow with 
inputs from rivers, such as the Rhine, leading to dynami-
cally complex Regions Of Freshwater Influence (ROFI)30 and 
coastal currents. Sources of low saline water are not restricted 
to local riverine sources alone. Low saline water of Baltic 
origin, which may be considered as a large estuarine source, 
exchanges with relatively high saline North Sea water flow-
ing into the Baltic in a dynamically complex transition area. 
The connection with the Baltic consists of the shallow sills 
and narrow straits of the Kattegat, the Sound, the Great Belt 
and the Little Belt. To resolve the flow through these chan-
nels requires relatively high resolution models;31 where the 
resolution of the shelf model is not adequate to resolve them, 
fluxes between the Baltic and Kattegat must be specified as a 
special form of boundary condition. The dynamics are further 
complicated by the intrusion of the relatively deep Norwegian 
trench as far as the Skagerrak. This guides North Atlantic 
water along its slope into the Skagerrak, where it upwells 
and re-circulates.32 The outgoing current flowing along the 
Norwegian coast consists of both low saline Baltic and coast-
al water, and mixed North Sea and North Atlantic water. Thus 
any model of the region must be able to represent the complex 
combination of haline, bathymetric, heating, tidal and surge 
effects that all interplay in this region.
Physical model
The model is designed to provide simulations of the on-shelf 
hydrodynamics, biogeochemistry and light environments of 
the NWS. The high socioeconomic interest in the area has 
led to an intensive modelling effort, with a variety of high-
resolution models exploring specific dynamical regimes in 
detail. However, in the context of an operational forecast 
system that is coupled to sediment and ecosystem models, a 
regional approach that interconnects the variety of dynami-
cal regimes is required.15 The existing coupled POLCOMS-
ERSEM Medium Resolution Continental Shelf (MRCS)5 
system is nested into the physics only 12km POLCOMS-
AMM model and has a resolution of approximately 7 km. The 
new FOAM-AMM system extends the coupling of ERSEM 
outwards from the MRCS domain to cover the entire AMM 
region from 40°S, 20°W to 65°N, 13°E. Thus FOAM-AMM 
replaces both the existing POLCOMS operational models, 
POLCOMS-AMM33 and MRCS with a single domain. 
Fig 1 depicts the North-West Shelf Operational 
Oceanographic System (NOOS) bathymetry covering the 
AMM region, which is a combination of GEBCO 1’ data and 
a variety of local data sources from the NOOS partners. The 
shelf break in Fig 1 has been highlighted by the 200m iso-
bath. Also depicted is the perimeter of the existing MRCS16 
domain. In order to ensure that the cross-slope exchanges of 
momentum and tracers are well represented a hybrid s-σ34 ter-
rain following coordinate system is employed in those models 
in order to retain vertical resolution on the shelf, while allow-
ing a reasonable representation of deep water processes.
The resolution of FOAM-AMM is 1/15° latitude by 1/9° 
longitude. The horizontal resolution of ∼7km lies between 
typical shelf wide resolution (∼12km) and high-resolution 
limited-area models (1.8km) sufficient to resolve the domi-
nant fine scale physics on the shelf.28 It is not sufficient to 
resolve the internal Rossby radius on the shelf, which is of the 
order 4km, but well resolves the external Radius (∼200km). 
Ideally the model would be of sufficient resolution to resolve 
both the internal and external radii, ie, a resolution of the 
order <2km. At present the computational cost of such a 
system make this impractical for coupled hydrodynamic-
ecosystem operational forecasts.
The model bathymetry of POLCOMS is derived from the 
NOOS bathymetry. Some smoothing was applied to steep 
bathymetry, such as the shelf break in the derivation of the 
existing 12km AMM domain. This was to reduce HPG errors 
and improve the shelf slope current.33 The 12km POLCOMS-
AMM bathymetry has been interpolated onto the replace-
ment 7km FOAM-AMM grid for inter-comparisons of the 
two systems. This ensures that the new physics does not gain 
advantage simply by having more bathymetric information in 
initial hindcast comparisons. In the initial validation stages 
NEMO-AMM was also run on the 12km AMM grid for com-
plete like for like comparisons at equivalent grid resolution. 
The version of NEMO used in FOAM-AMM is v3.2. As 
it is necessary to model tides and surges, a non-linear free 
surface is implemented using a variable volume35 and time 
splitting methodology, using ‘leap-frog’ time stepping. The 
corresponding baroclinic time step is 150 seconds and the 
barotropic sub-cycle time step is 5 seconds. The momentum 
advection is both energy and enstrophy conserving.36 The 
lateral boundary condition on the momentum is free-slip. 
Horizontal diffusion of momentum is specified using both 
Laplacian and bilaplacian operators. Because FOAM-AMM 
utilises terrain following coordinates, it is necessary for 
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the specification of Laplacian diffusion to be applied on 
geopotential surfaces to prevent spurious mixing in the verti-
cal, and bilaplacian diffusion to be done on model levels to 
retain stability. The coefficients of Laplacian and bilaplacian 
diffusion are 30.0 m2s-1 and 1.0x1010 m4s-1, respectively. The 
total variation diminishing (TVD) scheme is used for tracer 
advection.37 The tracer diffusion operator is only Laplacian 
and operates along geopotential levels. The tracer diffusion 
coefficient is 50 m2s-1.
There are 32 terrain following coordinates in the vertical. 
The terrain following coordinate system is modified in two 
important ways. Firstly, as in34 and3, coordinates transition 
from a stretched S-coordinate system in the deep to a uniform 
σ-coordinate system on the shelf. Following33 the critical 
depth h
c
 is defined at 150m and the stretching parameters 
are defined as θ = 6 and B = 0.8. Focused resolution in deep 
water at the surface is important for air sea fluxes of heat, 
freshwater and momentum, and the bottom in relation to the 
bottom boundary layer and bed friction. On the shelf uniform 
coordinates are preferred, as in shallow regions very small 
vertical cells will tend to result in violations of the vertical 
Courant-Friedrichs-Lewy (CFL)38 condition.
An additional modification to the coordinate system is 
based upon a z*-σ approach.39 A major constraint on terrain 
following coordinates occurs when adjacent ocean depths 
differ significantly leading to errors in the calculation of the 
HPG term.40 To reduce the error the initial S-σ-system is cre-
ated using a smoothed envelope bathymetry rather than the 
input bathymetry itself. The motivation of the smoothing is 
to limit the steepness of the model levels to a given threshold. 
The threshold in FOAM-NEMO is chosen as 0.3. Thus, for 
any two adjacent depths, h
i,j
env, h
i,j
env
+1
 in the envelope bathym-
etry, the relative difference is:
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h h
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The smoother only deepens, it does not shallow, the 
envelope bathymetry relative to the source bathymetry. The 
S-σ-coordinate system is then created based on the envelope 
bathymetry. However, h is then masked for any grid cell that 
is lower than the input bathymetry. Hence, the coordinate 
slopes are never more than a desired threshold, at the expense 
of some vertical levels near steep bathymetry. At such points 
the levels intersect the bed and levels are lost. Fig 2 depicts 
a z*-σ-coordinate system with its underlying smoothed enve-
lope bathymetry. A hybrid z*-S-σ system provides one way 
of reducing HPG errors, that has the distinct advantage that 
the shape of the topography is not overly distorted by bathy-
metric smoothing. However, the underlying HPG scheme 
must also be suitably posed to minimise spurious velocities 
and cross-pycnocline mixing. Such errors result from inclined 
model surfaces relative to both geopotential surfaces and 
isopycnal surfaces. Furthermore, the z*-S-σ system does not 
resolve the issue of having a non-uniform surface box, which 
has implications for surface fluxes.
The standard HPG schemes in NEMO were found to give 
unacceptably large errors with the non-linear free surface, 
generating large erroneous velocities over steep topography, 
such as the shelf break. Furthermore, these schemes were not 
able to deal with the hybrid vertical coordinate. To address 
this, a new HPG scheme was developed employing a pressure 
Jacobian method rather than the widely used density Jacobian 
method. This can be illustrated with the following formula:
∂
∂ =
∂
∂ −
∂
∂
∂
∂
P
x
P
x
P
z
z
xz S S
  (2)
were, P is the pressure, z is the non-transformed physical ver-
tical coordinate and s is the transformed vertical coordinate 
used in the model. ∂/∂x|
z
 refers to the partial derivative in the 
horizontal defined on geopotential surfaces and ∂/∂x|
S
 is the 
horizontal partial derivative defined on coordinate surfaces of 
the model coordinate system. 
A constrained cubic spline (CCS) method has been 
employed here to reconstruct the vertical density profile. The 
CCS reconstruction has the property of monotonicity. The 
vertical pressure profile can be calculated analytically, so 
the density Jacobian method is not needed. By splitting the 
second term of the two-term pressure gradient formula into 
left and right hand side parts, the pressure gradient can be 
Fig 2: z*-σ coordinates with envelope 
bathymetry dashed. This generic figure is 
conceptual and thus the units for the lateral 
direction (x-axis) and vertical direction (y-axis) 
are non-dimensional
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calculated on the velocity cells without any weight parameter. 
In this formula, there is no hydrostatic consistency constraint. 
This pressure Jacobian HPG method can be applied to any 
hybrid vertical coordinate. For details about this HPG meth-
od, refer to41. The combination of the new HPG scheme and 
the vertical coordinate scheme give good results in proximity 
to steep topography.
The non-linear free surface allows for the accurate rep-
resentation of tides and surges. At the open boundaries tidal 
energy enters the domain via a Flather42 radiation boundary 
condition. Fifteen tidal constituents, calculated from a tidal 
model of the North-East Atlantic,43 are specified for the depth 
mean velocities and sea surface elevation. As the AMM region 
covers a significant area, the equilibrium tide is also specified. 
In addition to the tidal boundaries, FOAM-AMM is one-way 
nested within the Met Office operational FOAM 1/12° deep 
ocean model for the North Atlantic.10 Temperature and salinity 
are relaxed to the values specified by FOAM 1/12° model over 
a ten point relaxation zone on the open boundaries using the 
flow relaxation scheme.44 Sea surface elevation and barotropic 
currents from the FOAM 1/12° North Atlantic model are added 
to the tidal constituents via the Flather boundary condition.
Vertical turbulent viscosities/diffusivities are calculated 
using the Generic Length Scale (GLS) turbulence model.45 
This allows for a choice from a range of closure schemes. In 
FOAM-AMM, the second-moment algebraic closure model 
of Canuto46 is solved with the two dynamical equations47 for 
the turbulence kinetic energy (TKE), k, and TKE dissipation, 
σ.48 The choice of this scheme is based upon results in the 
North-West European shelf with POLCOMS.49 Neumann 
boundary conditions on k and ε are applied at the surface 
and sea bed. The Craig and Banner50 surface wave mixing 
parameterisation is also applied. The dissipation is limited 
under stratification using a Galperin51 limit of 0.267. The 
bottom friction uses a spatially varying log layer based drag 
coefficient with a minimum drag coefficient set at 0.0025.
River flow is specified for 320 European rivers.52 The river 
scheme in NEMO has been updated so temperature and salin-
ity boundary conditions at river inflow points can be specified 
flexibly to better represent the vertical structure of different 
river outflows. Although this could be used for all rivers in 
the domain if data were available, in this work it is used for 
the Baltic flows through the Belt region, which are treated as 
rivers with specified temperature, salinity, and volume fluxes. 
The data for the flux between the Kattegat and the Baltic is 
derived from the Danish Hydrographic Institutes’ Dynamics of 
Connected Seas (DYNOCS) experiment.3 In this configuration 
for other ‘rivers’ the temperature of the river water is specified 
as the SST of the model box at the river point and the river 
flow is specified by the river flow climatology. However, the 
river input is assumed to be of zero salinity.
The model is forced at the surface by fluxes from the 
global Met Office Numerical Weather Prediction (NWP) 
model. The NWP model has a horizontal resolution of approx-
imately 25km and incorporates 4-Dimensional Variational 
Data Assimilation (4DVAR). Three hourly mean fluxes of 
penetrating and non-penetrating heat fluxes (corrected for 
intra-model SST differences by a Haney flux correction 
term53), moisture fluxes, and hourly instantaneous fields of 
wind speed and surface pressure are applied. An atmospheric 
pressure gradient force is applied at the surface, which is 
important for surge modelling. The light attenuation coef-
ficient varies in the horizontal depending on the undisturbed 
water depth following POLCOMS. This is a simple way of 
partially accounting for more turbid and thus less clear waters 
in shallow coastal waters.
Data assimilation system
Data assimilation within FOAM-AMM is carried out using 
a modified version of the Analysis Correction scheme used 
in global FOAM. This system, described in10 and54, consists 
of three stages. In the first stage a one-day model run is 
compared to observations using a First Guess at Appropriate 
Time (FGAT) scheme. In the second stage, observation-
minus-model differences (the innovations) are converted to 
model increments using an iterative55 method to solve the 
Best Linear Unbiased Estimator (BLUE) equations. Finally, 
the model is rerun for the same day with an Incremental 
Analysis Update (IAU) scheme56 to update the model state 
using the pre-calculated increments. This three stage process 
is repeated for subsequent model analysis days. 
Considerable modifications have been made to the global 
FOAM data assimilation methodology10 to enable it to be 
applied to shelf seas. The resulting algorithm is similar to the 
scheme described in57 and also the optimal interpolation part 
of the method of58. However, unlike these two methods this 
scheme does not assume a zero correlation length for forecast 
error. The most significant difference between data assimila-
tion in the FOAM-AMM and global FOAM systems is that 
only SST data are assimilated. Temperature and salinity pro-
file assimilation along with sea surface height assimilation 
are technically more challenging in the shelf environment and 
will be implemented as future developments to the system. 
As in10, data assimilated into FOAM-AMM are comprised 
of in-situ data and level 2 satellite SST data provided by the 
Global High-Resolution Sea Surface Temperature project 
(GHRSST59). In-situ data are obtained from a variety of 
sources and include measurements taken by ships, moored 
buoys, and drifters. Satellite observations are obtained 
from the Advanced Microwave Scanning Radiometer-Earth 
observing system (AMSRE), the Advanced Along-Track 
Scanning Radiometer (AATSR), and the Advanced Very 
High Resolution Radiometer (AVHRR) instruments on board 
the NOAA and MetOp satellites. Also assimilated are data 
from the geostationary Spinning Enhanced Visible and 
Infrared Imager (SEVIRI), a dataset not included in global 
FOAM. All data are quality controlled using the Bayesian 
procedure of60. 
Furthermore a bias correction scheme, based on compari-
sons to in-situ and AATSR data, is applied to the AMSRE, 
AVHRR, and SEVIRI observations. A full description of the 
satellite data types and the scheme used to bias correct them 
can be found in61. To highlight the data coverage available, 
Fig 3 shows maps of the data coverage for a 10 day period 
of August 2008. It is worth noting from this figure the lack 
of AMSRE data near the coast and also that SEVIRI data is 
only available south of 60°N. Data availability for satellites 
is reduced in the winter, not shown, due to increased cloud 
cover and rain, this is especially true for the infrared satellites 
(AATSR, the two AVHRR instruments, and SEVIRI).
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The other major changes to the data assimilation system, 
as compared to global FOAM, apply to the specification of the 
forecast error covariance matrix. In the vertical, information 
is simply applied down to the base of the instantaneous (time-
step by time-step) mixed layer, with the mixed layer defined 
as the 0.2°C change in temperature from the surface (this 
is the same definition as used in62). The horizontal forecast 
error covariances, as in10, are specified by two Second Order 
Auto Regressive (SOAR) functions: a function describing 
synoptic-scale, atmospherically driven, error correlations 
and a function for shorter length scale, ocean driven, error 
correlations. Constant length scales – 450km for the synoptic-
scale and 30km for the shorter length scale – are used in these 
functions. The magnitudes (the variances) of the two terms are 
allowed to vary both spatially and temporally. Specifically, 
spatial maps of the variances were calculated for December-
January-February, March-April-May, June-July-August, and 
September-October-November, with linear interpolation used 
to form a continuous annual cycle. To find the variances, the 
National Meteorological Center (NMC) method of63 was used 
determine the spatial structure, with the method of64 used to 
determine the amplitude. The seasonal synoptic and mesos-
cale variances used by FOAM-AMM are shown in Fig 4 and 
reveal that mesoscale variability is dominant throughout the 
year. Also evident are the substantial temporal changes that 
occur on the shelf, particularly in the Norwegian trench and 
the large magnitude of the synoptic and mesoscale variances 
near the Faroes and Shetland Islands, which is an area of large 
SST gradients.
SYSTEM VALIDATION
Hindcasts
Any new modelling system requires systematic validation 
before being considered for integration into the operational 
suites. The existing POLCOMS-AMM system provides a 
baseline target from which to compare FOAM-AMM. A series 
of hindcasts are performed to assess the skill and reliability of 
the new system. The barotropic tidal dynamics are assessed 
first. An assessment is then made of the baroclinic dynamics 
using a full two-year hindcast integration. The FOAM-AMM 
hindcast is compared against observations and the operational 
POLOMS-AMM system for the hindcast period.
Tides
Harmonic analysis of the FOAM-AMM and POLCOMS-
AMM systems show greater skill for FOAM-AMM in terms 
of root mean square (RMS) error of Sea Surface Height (SSH) 
Fig 3: Composites of the data 
available from each satellite and 
in-situ sources for assimilation 
over 10 days between 1–10 
August 2008. Colours indicate 
temperature in ºC
Fig 4: Variance fields used 
by the NEMO Shelf data 
assimilation scheme. The top 
row shows the mesoscale 
variance, while the bottom 
row shows the synoptic-
scale variance. The columns 
represent the seasons: 
December-January-February 
(DJF), March-April-May 
(MAM), June-July-August 
(JJA), and September-
October-November (SON). 
Units are K2
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amplitude and phase versus tide gauge data gathered from the 
British Oceanographic Data Centre (BODC). An analysis of 
tidal SSH amplitude and phase is presented in Table 1 for 
a selection of the most significant tidal constituents. The 
SSH RMS error is about 10% better in FOAM-AMM than 
POLCOMS-AMM whereas the mean error is similar in both 
systems with the exception of the M2 tidal constituent. The 
majority of the mean amplitude error for M2 in FOAM-AMM 
is due to an underestimation of the M2 amplitude in the Irish 
sea. The modelled positions of the amphidromes for M2 are 
shown in the co-tidal chart of Fig 5, which may be com-
pared to observations as depicted in65. The positioning of the 
degenerate amphidrome in southern Norway is better placed 
in FOAM-AMM. The incorrect position of the degenerate 
Norwegian amphidrome partially explains the large improve-
ment in terms of RMS phase error for the M2 constituent in 
FOAM-AMM.
Spatial comparison between the two systems and obser-
vations of tidal constituents M2 and S2 is made in Fig 6, 
in which the absolute error between POLCOMS-AMM and 
observations is subtracted from the absolute error between 
FOAM-AMM and observations. From Fig 6 regions of relative 
strengths and weakness in each system can be identified. Blue 
indicates improved skill in FOAM-AMM over POLCOMS-
AMM. For the M2 SSH amplitude, the eastern Irish Sea is an 
area of weakness for FOAM-AMM. In the eastern Irish Sea 
FOAM-AMM tends to underestimate the SSH amplitude. In 
contrast for the S2 constituent, FOAM-AMM performs well 
for most of the Irish Sea. More generally, as may be seen in 
Fig 7, the SSH amplitude in FOAM-AMM tends to be slightly 
smaller than POLCOMS-AMM. POLCOMS-AMM tends 
to have amplitudes that are too large in areas of large tidal 
amplitude such as the Bristol Channel. Although the harmonic 
analysis statistics show a general improvement in FOAM-
AMM over POLCOMS-AMM, particular regions require 
further refinement in the FOAM-AMM system particularly in 
relation to underestimating the amplitude. 
Baroclinic hindcasts
Free and SST assimilating hindcasts of FOAM-AMM are 
integrated for the two-year period of 2007–2008. This period 
facilitates the inter-comparison of FOAM-AMM against 
archived operational POLCOMS-AMM data. Initial tem-
perature and salinity fields are interpolated from the analysis 
Table 1: Elevation amplitude and phase RMS and mean errors (model-observations) for tidal constituents O1, K1, N2, M2, S2 for 
both POLCOMS (POLC) and FOAM-AMM
Fig 5: M2 Co-tidal chart for FOAM-AMM (left) and POLCOMS (right). Co-range lines are thick and values are given on the 
horizontal colourbars. Co-phase lines are thin and values are given on the vertical colourbars
RMS Mean
Amplitude (cm) Phase (deg) Amplitude (cm) Phase (deg)
POLC FOAM POLC FOAM POLC FOAM POLC FOAM
O1 2.2 1.9 17.2 15.7 −1.5 −1.3 −3.8 −2.2
K1 1.9 1.8 20.6 17.1 −0.2 −0.2 −11.9 −8.4
N2 3.1 2.9 19.1 21.6 0.6 0.4 1.2 2.7
M2 12.0 10.3 21.1 14.7 −0.2 −4.7 −0.1 −0.2
S2 6.1 3.7 14.3 12.8 1.6 −0.4 1.0 0.5
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fields of the assimilative FOAM 1/12° North Atlantic system 
for November 2006. All other fields are taken at rest for the 
initial condition. The FOAM 1/12° North Atlantic system 
assimilates data through the water column and thus provides 
a good deep-water initial condition off the shelf. However, 
as profile data are limited on the shelf and the fact that the 
FOAM North Atlantic system does not include dynamical 
features of the shelf, such as tides, a number of spin up years 
are required for the on shelf physics. The system is run with-
out any assimilation for a period of one year until November 
2007 as an initial spin-up year. The system is restarted and 
run for a further spin-up year starting again from November 
2006 using the restart from the end of the first spin-up year. 
Finally, both a free run and an assimilative run are started 
from November 2006, running until the end of 2008 using 
the restart produced at the end of the 2nd spin-up year. For the 
free run, the temperature and salinity statistics between the 
2nd spin-up year and the final two-year hindcast are very 
similar. Thus the adjustment to the initial condition from the 
assimilative FOAM 1/12° North Atlantic analysis fields is 
largely attained over the first spin up year and any model drift 
thereafter is small between subsequent model years.
One of the key objectives of the new FOAM-AMM 
system is to improve the representation of SST. Thus the 
daily averaged surface temperature fields from the free and 
assimilative two year hindcast runs of FOAM-AMM and the 
existing POLCOMS-AMM operational archive are compared 
to the Operational Sea Surface Temperature and Sea Ice 
Analysis (OSTIA)66 SST fields for the hindcast period. It 
must be noted that OSTIA is not an independent data source, 
both because the NWP derived fluxes use OSTIA data as a 
reference SST and because the data assimilation uses data 
common to OSTIA. However, both the POLCOMS-AMM 
and FOAM-AMM systems use the same Haney correction 
scheme when applying the NWP fluxes and thus OSTIA is 
a useful data source for comparing the two non-assimilative 
systems. Comparisons to independent data in the form of 
salinity and temperature profiles are presented in Table 2. 
Here we show comparisons to OSTIA in order to provide a 
broad overview of the spatial distribution of the SST errors 
that is not so easily discernable with the data sparse profiles.
The 2008 time series of the daily mean and RMS dif-
ferences between the model runs and OSTIA for both the 
entire AMM domain and the on-shelf MRCS domain are 
compared in Fig 8. The free run of FOAM-AMM has an 
annual mean warm bias relative to OSTIA of 0.33°C. This 
warm bias is most marked during winter, which is in contrast 
to POLCOMS-AMM, which has its largest bias in summer. 
The POLCOMS-AMM summer SST warm bias is a result of 
the model over stratifying. The annual mean SST bias in the 
Fig 6: Difference (FOAM-AMM minus POLCOMS-AMM) of absolute SSH error from observations in amplitude (left) and phase 
(right) for tidal constituents M2 (top) and S2 (bottom)
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FOAM-AMM system may be related to a combination of the 
turbulence scheme, the simple light attenuation scheme and the 
prescribed fluxes. The surface mixed layer in FOAM-AMM is 
deeper than that of POLCOMS-AMM. Thus any surface cool-
ing by the Haney correction is reduced and the depth integrated 
heat content gained over the summer may be overestimated 
and thus leading to the warm SST bias in winter.
The assimilative FOAM-AMM hindcast has a mean 
discrepancy with OSTIA of 0.12°C and a similarly much 
reduced RMS difference with OSTIA of 0.39°C compared to 
0.71°C for the free run. The SST data assimilation results in 
a much improved model analysis field of SST throughout the 
year. The mean and RMS errors for all models are slightly 
larger in the on shelf MRCS region than over the entire 
AMM domain. Fig 9 shows the 2008 annual and monthly 
mean difference for February and August between OSTIA 
and the three model runs for the entire AMM domain. Clearly 
visible are the summertime warm bias in POLCOMS-AMM 
and the winter warm bias in FOAM-AMM, which are also 
visible in the time series of Fig 8. There are two distinct 
areas of error for both POLCOMS-AMM and FOAM-AMM 
in the annual mean. The first is the on shelf region and the 
second is between the northern boundary of the domain and 
the Faroes. It is found in the case of FOAM-AMM that the 
Fig 7: SSH amplitude (left) and phase (right) of POLCOMS (blue square) and FOAM-AMM (yellow circle) against observations 
for tidal constituents M2 (top) and S2 (bottom)
Table 2: RMS and mean differences between profile data and the assimilative and non-assimilative hindcasts of NEMO-AMM for 
August 2008 over the MRCS domain
RMS Mean
Temperature (°C) Salinity Temperature (°C) Salinity
Assimilative 0.824 1.791 −0.230 0.866
Free 1.062 1.800 −0.673 0.870
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coarse and smoothed bathymetry inherited from POLCOMS-
AMM leads to a shelf break current that is too strong due 
to the improved HPG scheme in FOAM-AMM. The strong 
shelf slope current leads to too much advection of relatively 
warm water along the shelf break. Using bathymetry derived 
directly from the 1nm NOOS bathymetric dataset reduces the 
shelf slope error significantly. However, further refinement 
of the shelf slope bathymetry may be required to simulate the 
shelf slope current with greater skill. 
With regards to the SST error near the northern bound-
ary, sensitivity tests reveal that both POLCOMS-AMM 
and FOAM-AMM are very sensitive to the prescription of 
SSH on the lateral boundaries. The boundary SSH affects 
both surface and the bottom water flows over the Iceland-
Shetland Ridge through channels such as the Faroe Bank 
Channel and small changes of SSH can lead to large changes 
in the currents in this region. The overflows in each sys-
tem are potentially too weak, resulting in high temperature 
waters east of Iceland. Modelling the overflow of cold dense 
Arctic water through the narrow straits is particularly dif-
ficult. The resolution required both in the vertical to capture 
bottom water cascades over the sills and the horizontal to 
capture the geometry of the narrow channels is currently 
prohibitive to implement across the entire AMM domain in 
an operational forecast system. 
Whilst it is clear that the SST data assimilation improves 
the system’s representation of SST, it is also important to 
consider whether the data assimilation has a negative impact 
on sub-surface water structure and the tidal mixing fronts. 
One of the key features of the NWS is the seasonal tidal mix-
ing fronts between seasonally stratified water such as in the 
central North Sea and tidal mixed waters such as those of the 
southern bight. As the assimilation applies constant incre-
ments to SST through each day, there is a risk that it may 
smooth out the fronts and consequently adversely affect the 
3D structure. 
To assess the tidal frontal locations and summer strati-
fication comparisons of the surface minus bed tempera-
tures of the model runs is made against gridded ICES 
data67 following49. Fig 10 shows the summer surface – bed 
temperature difference for the ICES climatology and the 
models. The frontal location is indicated by the 0.5oC 
Fig 8: Top panels are the 10 day running mean of RMS (left) and mean (right) differences from OSTIA SST over the AMM 
domain between POLCOMS-AMM, FOAM-AMM free run and FOAM-AMM assimilative run daily for 2008. Bottom panels are 
the 10 day running mean of RMS (left) and mean (right) differences from OSTIA SST over the MRCS domain for POLCOMS-
AMM, FOAM-AMM free run and FOAM-AMM assimilative run
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contour in surface-bed temperature difference. The location 
of the front in NEMO-AMM is more close to the ICES 
dataset than POLCOMS-AMM overall but it appears to 
over estimate mixing in the German Bight. The difference 
in the stratification between ICES and FOAM-AMM and 
POLCOMS-AMM is also shown in the bottom panels of 
Fig 10. POLCOMS-AMM has much more stratification than 
either ICES or FOAM-AMM. As noted by49 this arises from 
the turbulence model used in POLCOMS-AMM.
The locations of the tidal mixing fronts for the assimila-
tive and free runs of FOAM-AMM do not differ significantly. 
Thus the SST assimilation does not degrade the frontal 
positions. However, the level of stratification, particularly 
in the Norwegian trench is different, with the free run closer 
to ICES than the assimilative run. One source of the dis-
crepancy is simply that the SST is significantly corrected in 
the assimilative model run, particularly for the Norwegian 
trench area. However, the bottom water temperature in the 
trench is also cooler in the assimilative run than the free run. 
The origins of this discrepancy occur in winter months when 
the North Sea is mixed and the assimilation cools the water 
along the lip of the trench, which then feeds into the trench 
proper. Table 2 shows a comparison between the free and 
assimilative runs of FOAM-AMM and 558 profiles from 
profiling buoys and ships that are available over the Global 
Telecommunications System (GTS) on the shelf during 
August 2008, mostly in the North Sea. These data are not 
assimilated and thus constitutes a completely independent 
dataset. The assimilative run does not significantly alter the 
salinity profile comparisons and improves the temperature 
profiles. Thus whilst the change in the stratification in the 
Norwegian trench due to the SST assimilation requires 
further investigation, the overall effect on the shelf of the 
assimilation is to improve the SST without degrading salin-
Fig 9: Top row is the 2008 annual mean difference between POLCOMS-AMM (left), FOAM-AMM free (centre), FOAM-AMM 
assimilative (right) and OSTIA in °C. Middle row is the February 2008 monthly mean difference. Bottom row is the August 2008 
monthly mean difference
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Fig 10: Top left panel is the mean ICES surface–bed temperature for summer (JJA). Top right panel is the mean POLCOMS-
AMM surface-bed temperature for JJA 2008. Centre left is the mean FOAM-AMM non-assimilative surface-bed for JJA 2008. 
Centre right is the same for FOAM-AMM assimilative. Bottom left is the JJA mean difference of surface-bed temperature 
between ICES and FOAM-AMM (free). Bottom right is the JJA mean difference between ICES and POLCOMS-AMM. Thick 
contours indicate mean frontal locations using the 0.5˚C surface–bed contour for the ICES data (red), POLCOMS-AMM data 
(white) and FOAM-AMM data (yellow) 
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ity profiles or tidal mixing frontal positions. Table 3 is an 
equivalent comparison for winter months. However, the 
number of profiles available during winter is significantly 
less than summer. For the combined months of January and 
February there were only 348 observations available from 
the GTS across the entire MRCS domain.
CONCLUSIONS AND FUTURE 
DEVELOPMENTS
A new operational forecasting system, FOAM-AMM, has 
been developed for the European NWS. The system uses 
NEMO as its core physics engine and includes SST data 
assimilation. An outline of some of the major dynamical 
features of the NWS is reviewed, for which several key 
enhancements required for NEMO have been developed. 
Details of these key developments and a description of the 
system in general are outlined including the adaption of the 
FOAM assimilation scheme for SST data assimilation in a 
tidally driven shelf seas forecast system.
Initial verification of the system includes assessing the 
FOAM-AMM system compared to an existing operational 
shelf seas forecast system POLCOMS-AMM. Harmonic 
analysis of the dominant tidal constituents show that in 
general FOAM-AMM is better than or equal to POLCOMS-
AMM for SSH amplitude and phase. However, in the eastern 
Irish Sea FOAM-AMM is found to have weaker tides than 
observations and is an area that requires further refinement. 
A two year fully baroclinic hindcast for 2007–2008 
is also compared against archived operational fields from 
POLCOMS-AMM for the same period. The hindcasts reveal 
that the annual RMS SST errors in POLCOMS-AMM and 
FOAM-AMM without assimilation are similar, but with areas 
and seasons of weakness and strengths in each. 
The addition of SST data assimilation markedly reduces 
the RMS SST errors. Furthermore, an analysis of the seasonal 
stratification on the shelf and tidal mixing fronts shows that 
the assimilation does not significantly alter the tidal mixing 
frontal positions. The locations of fronts in FOAM-AMM are 
in general closer to the ICES data set than POLCOMS-AMM 
with some exceptions including the German Bight. 
The system continues to evolve and more detailed 
analysis of specific dynamics and regions continue to high-
light specific features and areas that need to be addressed. 
Developments under investigation include the replacement 
of the climatological Baltic boundary condition with real-
time data from a Baltic model. Specification from hydro-
logical models of the river outflows is also being assessed. 
An improved coordinate system that allows a constant sur-
face box domain wide is being developed to allow uniform 
specification of fluxes. The light attenuation scheme will 
be replaced by a three-band scheme and spatial variance of 
the light attenuation coefficient based on satellite climatolo-
gies is also being developed. Similarly, the coefficient of 
bottom friction may be varied depending on seabed types. 
A wetting and drying scheme is planned at NOC (follow-
ing the one implemented in POLCOMS) which should 
allow for improved tidal dynamics, particularly in the Irish 
Sea. The data assimilation scheme will be updated to use 
NEMOVAR68 and an improvement of the specification of 
the error covariance will be made. In addition to SST data 
assimilation, both profile data and altimeter data will be 
assimilated.
The FOAM-AMM system is also coupled to the 
ecosystem model ERSEM.13 The coupled system continues 
to develop in parallel to the physical model and replaces 
the existing POLCOMS-ERSEM. Finally, a fully coupled 
atmosphere-ocean model using a version of FOAM-AMM 
for the ocean component focused on waters around the UK is 
being developed using the OASIS69 coupler. 
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INTRODUCTION
T
he Forecast Ocean Assimilation Model (FOAM) is
a system for analysing and forecasting the proper-
ties of the deep ocean at global and basin scales. A
global configuration of the system has been
operational at the Met Office since 1997,1 and in the interim
a number of higher resolution, basin-scale configurations
have been implemented operationally. The system runs on a
daily cycle in the Met Office operational suite, producing
analyses and 5-day forecasts of physical ocean parameters,
including temperature, salinity, currents and sea-ice vari-
ables. The principal customer is the Royal Navy, who uses
the 3D density structure in sonar propagation models and
also has a requirement for surface currents and sea-ice
extent. The system increasingly has uses commercially, in
other government departments and for research purposes.
FOAM was one of the contributing systems to the Global
Ocean Data Assimilation Experiment (GODAE)2, 3 and will
contribute to the follow-on GODAE Ocean View4 initiative.
FOAM will form part of the Europe-wide operational
oceanography capability that is being assembled for the
Global Monitoring for Environment and Security (GMES)
Marine Core Service.5
The hydrodynamic model at the core of the system has
recently been changed to use the Nucleus for European
Modelling of the Ocean (NEMO) modelling code.6 NEMO
offers several advantages over the previous FOAM ocean
model, notably a more structured coding environment, access
to more up-to-date numerical options, and the opportunity to
collaborate with an extensive community of developers and
users. It also provides opportunities for closer collaboration
within the Met Office since the climate scale, decadal and
seasonal forecasting groups use, or will use, NEMO for the
ocean component of their systems, and the operational shelf
seas forecast system will also transition to the NEMO code in
the near future. 
The FOAM-NEMO system became fully operational in
December 2008. The first part of this paper gives a detailed
description of the new operational system, including the core
model and data assimilation components and other components
such as the observation processing, product delivery and auto-
mated verification system. It also briefly describes some of the
applications of the system. The second part provides some
preliminary assessment of the system, including assessment of
Forecasting the ocean state using
NEMO:The new FOAM system
D Storkey, EW Blockley, R Furner, C Guiavarc’h, D Lea, MJ Martin, RM Barciela, A Hines,
P Hyder, JR Siddorn, all of the Met Office, Exeter, UK
The Forecasting Ocean Assimilation Model (FOAM) deep ocean analysis and forecasting
system has been running operationally at the Met Office for over 10 years.The system has
recently been transitioned to use the Nucleus for European Modelling of the Ocean
(NEMO) community model as its core ocean component.This paper gives an end-to-end
description of the FOAM-NEMO operational system and presents some preliminary
assessment of operational and hindcast integrations including verification statistics against
observations and forecast verification against model best guess fields.Validation of the sea
surface height fields is presented, which suggests that the system captures and tracks the
major mesoscale features of the ocean circulation reasonably well, with some evidence of
improvement in higher-resolution configurations.
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hindcast integrations and operational verification statistics.
Finally, some conclusions are presented including a look ahead
to future areas of development. 
SYSTEM DESCRIPTION
Physical model
The original FOAM system was based on the ocean compo-
nent of the Met Office Unified Model (UM).7 This has now
been replaced by the NEMO code. Among other benefits, this
has allowed a number of the numerical schemes to be updat-
ed. In this section, the main features of the physical model are
summarised.
The FOAM-NEMO system is based on a new set of
operational configurations. The global configuration is based
on the ORCA025 configuration developed by Mercator-
Océan.8 This has a Mercator latitude-longitude grid over most
of the domain with 1/4° (28km) grid spacing near the equator
reducing to 6km grid spacing at high latitudes. There is a
stretched grid with two poles in the Arctic to avoid the conver-
gence of meridians at the geographic pole.9 It has 50 vertical
levels with a concentration of levels near the surface (1m near-
surface resolution) in order to resolve shallow mixed layers and
to give the potential to capture diurnal variability. There are
three nested, regional configurations: in the North Atlantic
(NATL12), the Mediterranean (MED12) and the Indian Ocean
north of 25ºS (IND12). These all have latitude-longitude grids
with 1/12º horizontal resolution. The NATL12 grid is rotated so
that the equator of the grid runs through the centre of the model
domain, which gives a more uniform resolution across the
domain. The regional configurations have the same 50 vertical
levels as the global configuration.
The ORCA025 bathymetry was derived by Mercator-
Océan6 from a combination of ETOPO510 for the deep ocean,
General Bathymetric Chart of the Oceans (GEBCO)11 for the
continental shelves and BEDMAP12 for the Antarctic. The
regional model bathymetries are derived from GEBCO.
The modelling code is currently version 3.0 of the NEMO
primitive equation ocean model. The model uses a linear free
surface with a filtered solver13 for the depth-mean solution and
an energy-and enstrophy-conserving form of the momentum
advection.14 The lateral boundary condition on the momentum
equations is free slip for the global configuration and partial
slip for the regional configurations. In the partial slip bound-
ary condition the tangential velocity along lateral boundaries
is reduced compared to the velocity at the nearest gridpoint,
but is nonzero. It is used in the higher resolution models for
stability reasons. The horizontal momentum diffusion uses a
combination of laplacian and bilaplacian operators, since this
has been found to better represent features like the Gulf
Stream separation at intermediate model resolutions.15
ORCA025 uses values for the laplacian and bilaplacian
coefficients of 340m2s-1 and 1.5x1011 m4s-1 respectively. The
regional models use values of 50m2s-1 and 1.0x1010m4s-1. For
ORCA025, the diffusion coefficients (for momentum and
tracers) are scaled with the gridspacing. The laplacian opera-
tor scales linearly with the grid spacing and the bilaplacian
coefficient scales with the cube of the grid spacing. This is to
prevent instabilities caused by using a too-high diffusion
coefficient at small grid spacing. The tracer equations use a
total-variation-diminishing (TVD) advection scheme.16 The
tracer diffusion operator is laplacian and along-isopycnal. 
The tracer diffusion coefficient is 300m2s-1 for ORCA025 and
100m2s-1 for the regional models.
The vertical coordinate system is on geopotential levels
with partial cell thicknesses allowed at the sea floor. Barnier
et al (2006)17 show that the combination of partial-cell
bathymetry, an energy and enstrophy conserving momentum
advection scheme and the free-slip momentum boundary
condition gives an improved representation of the mesoscale
flow field in models of intermediate horizontal resolution.
The vertical mixing uses the turbulent kinetic energy (TKE)
scheme of18 embedded in NEMO by Blanke and Delecluse
(1993).19 There is a prognostic equation for the TKE and a
diagnostic equation for the turbulent mixing length based on
the local stability profile. Convection is parameterised using
an enhanced vertical diffusion. A quadratic bottom friction
boundary condition is applied.
The regional configurations are nested into the global
configuration using one-way lateral boundary conditions with
the flow relaxation scheme algorithm.20 Temperature, salinity,
velocities, and sea-ice concentration and thickness are
relaxed to outer-model values over a 9-point zone at the edge
of the model domain. The bathymetries of the regional mod-
els are matched to the bathymetry of the global model in this
boundary zone. A correction is added to the velocities normal
to the boundary at each timestep to ensure that the total
volume of the model remains constant, taking into account
both the flux through lateral boundaries and the freshwater
flux across the free surface. In the NATL12 configuration a
relaxation of the temperature and salinity fields to climatol-
ogy is applied near the Strait of Gibraltar (which is closed in
the model) to simulate Mediterranean outflow water.
Sea-ice is included in the ORCA025 and NATL12 config-
urations. The model used is the second version of the
Louvain-le-Neuve sea-ice model (LIM2) as described by21.
The thermodynamics uses a three-layer model (two-layers of
ice and one of snow), with parameterisations of the sub-
gridscale ice thickness distribution and the effect of brine pock-
ets. The dynamical part treats the sea-ice as a two-dimensional
field in balance with the atmosphere and ocean stress fields and
uses the viscous-plastic constitutive relationship of Hibler.22
The model is forced at the surface by 6-hourly mean
fluxes from the Met Office Numerical Weather Predication
(NWP) model. A Haney flux correction23 is applied based on
the difference between the model sea surface temperature
(SST) and a climatological SST field.24 River outflow is input
to the model as a surface freshwater flux with an enhanced
vertical diffusion to mix the fresh water to depth. The clima-
tological river runoff fields for ORCA025 were derived by25
based on estimates given in26. The river outflow fields for the
regional models were derived from the Global Runoff Data
Centre (GRDC)27 climatology. 
Assimilation system
The data assimilation scheme used in FOAM-NEMO is based
on the OI-type scheme used in the original FOAM system
which is described in detail in Martin et al (2007)28. There have
been a number of improvements since the move to NEMO,
notably: the introduction of a first-guess-at-appropriate-time
Journal of Operational Oceanography Volume 3 No. 1 20104
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(FGAT) scheme for calculating model-observation differences;
the use of high-resolution SST data; improved error covari-
ances; and the assimilation of large-scale sea-level anomaly
(SLA) increments in addition to mesoscale SLA increments.
Here the main features of the system are summarised. 
FOAM assimilates in-situ and satellite SST data, satellite
altimeter SLA data, satellite sea-ice concentration data, and
temperature and salinity profile data. The satellite SST data
includes sub-sampled level 2 data from Advanced Microwave
Scanning Radiometer–Earth Observing System (AMSRE),
Advanced Very High Resolution Radiometer (AVHRR),
Advanced Along-Track Scanning Radiometer (AATSR), and
MetOp supplied by the Global High-Resolution Sea Surface
Temperature (GHRSST) project.29 Altimeter SLA data is
along-track data provided by Collecte Localisation Satellite
(CLS),30 which currently includes data from the Jason-1,
Jason-2 and Envisat platforms. A mean dynamic topography
field (MDT) is required to give the full dynamic topography.
For the FOAM-NEMO system the Rio et al 31 (2007) clima-
tology is used. This climatology was found to be problematic
in certain coastal regions. It was, therefore, modified in the
Bay of Biscay and masked out in the Persian Gulf, Gulf of
Oman and Gulf of Aden. In the masked areas, no assimilation
of SLA data takes place. The bulk of the profile data now
originates from the Argo32 array of profiling floats. The sea-
ice concentration data is Special Sensor Microwave/Imager
(SSM/I) data provided by the EUMETSAT Ocean Sea Ice
Satellite Application Facility (OSI-SAF). 
There is automated quality control of all data. The SST,
SLA and sea-ice data is compared with the model background
using a Bayesian procedure.33 The profile data are processed
using the comprehensive method described in the literature.34
The variances used in the quality control are the same as
those used in the assimilation. The assimilation scheme
currently runs on a 24-hour cycle. Model forecast fields are
temporally and spatially interpolated to observation points
over the period T-24h to T+0h. The model-observation differ-
ences at observation points are then used by the assimilation
scheme to generate fields of daily increments. The model is
rerun for the period T-24h to T+0h and the increments are
nudged in evenly over the period in an incremental analysis
update (IAU) step.35 Owing to the delayed arrival time of
many observations, the 24-hour observation window causes
the system to miss a significant number of observations. It is
therefore planned to perform an additional 24-hour cycle
between T-48h and T-24h each day in future versions of 
the system.
The assimilation scheme is a version of an analysis
correction scheme,36 which calculates an iterative solution to
the generalised optimal interpolation (OI) equations. FOAM
uses a fixed number of 10 iterations of this scheme. For all
observation types (apart from sea-ice), the analysis is
separated into horizontal and vertical parts. For the surface
observation types, a horizontal analysis is performed which is
projected to depth. The SST increments are applied over the
extent of the model mixed layer down to a maximum depth of
660m. SST increments are not applied in regions where there
is a temperature inversion or a marginally stable water column
as this can cause instabilities. Mesoscale SLA increments are
projected to depth using a version of an existing scheme.37
Synoptic scale SLA increments are applied directly to the
model SLA field, and the model allowed to adjust the 3D
fields. For profile data, a vertical analysis is first performed at
each observation point, and then a horizontal analysis
performed at each model level. After 3D temperature and
salinity increments have been derived from all the observation
types, geostrophic balancing increments are applied to the
baroclinic velocity field. The balancing velocity increments
are applied poleward of 5° ramping down to zero at 1°.
Surface salinity increments are calculated to balance sea-ice
increments. The salinity over the depth of the mixed layer is
adjusted to take account of the volume of freshwater added or
taken from the ocean due to the sea-ice increments. The
mesoscale surface height increments are recalculated to ensure
that they are in balance with the temperature and salinity
increments using hydrostatic balance.
The model and observation spatial error covariance
matrices used in the assimilation scheme are univariate, with
cross-correlations between state variables being provided by
dynamical balancing relationships as described in the previous
paragraph. The covariance matrices are static in time but spa-
tially varying. The model and observation error covariance
matrices are calculated using an observation-based technique38
making the assumption that there are no cross-correlations
between observations. Because of the sparseness of ocean
observations this gives a low spatial resolution for the model
error covariance matrix. The model error covariance matrix is
therefore also calculated using a model-based method.39 The
model-based based method uses the difference between 48h
forecast fields and 24h forecast fields as a proxy for model
error. These difference fields are then fitted by a linear combi-
nation of two second-order autoregressive (SOAR) functions.
The combination of two functions is used to represent two
sources of model error: synoptic-scale due to errors in the
atmospheric forcing and ocean mesoscale errors due to errors
from the internal model dynamics. A length-scale of 400km is
assumed for the synoptic errors and a length-scale of 40km for
the mesoscale errors. The model-based method provides high
spatial resolution, but underestimates the magnitude of the
covariances. The model-based estimates are therefore inflated
based on values generated by the observation-based tech-
nique. The covariances for all configurations were calculated
using output from a 2-year hindcast of the ORCA025 model.
Ideally, covariances for the high-resolution models should be
calculated from integrations of these models and this is
planned as a future upgrade. 
A number of bias correction schemes are used to deal with
systematic errors in the model and observations. Systematic
errors in the wind forcing or deficiencies in the vertical mixing
of momentum can cause spurious circulations in the tropics
when the pressure gradients are altered by assimilation of
temperature and salinity observations. One scheme40 adds a
correction term to the subsurface pressure gradients in the
tropics to counter this and ensure that temperature and salin-
ity increments are retained by the model. Errors in the MDT
field can lead to time-correlated biases in the observations of
surface height which are assimilated into the model. These
are detected and corrected using the method described in the
literature.41 The different sources of satellite SST data have
systematic differences due to sensor type, retrieval method
5Volume 3 No. 1 2010 Journal of Operational Oceanography
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and atmospheric phenomena. These are corrected by treating
the in-situ and AATSR data sets as reference data sets against
which the other satellite types are individually calibrated,
using the scheme developed for the Operational Sea Surface
Temperature and Sea Ice Analysis (OSTIA) SST analysis
system.42
Operational implementation
The FOAM system runs daily as part of the Met Office
operational suite, performing the following steps for each
daily cycle:
1. Observations for the correct time window are extracted
from the Met Office observations database and quality
controlled. The quality control flags are merged back to
the observations database for future reference. 
2. Fluxes produced by the operational, global 40km NWP
model are processed and interpolated onto the model
grid. The NWP system runs a main forecast run in the
early morning and then several update runs during the
day to take advantage of more recent observations. Each
of these runs produce fluxes for the ocean model, and 
the flux processing system merges this output to give the
most up-to-date fluxes at each validity time. 
3. For the regional models, lateral boundary data produced
by the ORCA025 model are copied and processed.
4. The model is integrated forward for 24 hours from the
previous best guess at T-24h and model equivalents of
the observations are calculated online and stored in
netcdf files together with the observation values and
quality control information. 
5. The assimilation system reads in the model and observa-
tion values and calculates model increments and bias
fields, which are written out to netcdf files. 
6. A 24-hour incremental analysis updating (IAU) step is
performed by running the model from the previous best
guess at T-24h and adding in the assimilation increment
fields evenly up to T+0. 
7. The model is run forward from T+0 for 5 days to give the
forecast.
The system currently operates as two daily suites: the global
ORCA025 configuration in one suite and the three regional
configurations in another suite. Both of these suites complete
the daily cycle detailed above in about one hour on four 
32-processor nodes of an IBM Power 6 cluster. 
Once the core suite is complete, separate batch jobs are
submitted to perform post-processing of diagnostic output,
interpolation of boundary conditions for nested FOAM and
shelf seas models, and the automated production of verifica-
tion statistics. Diagnostic output for Navy forecasters is
provided via a dedicated communications link. Output for
general users will be provided via the Global Monitoring for
Environmental Security (GMES) Marine Core Service frame-
work3 in two ways. For users requiring a robust, operational
feed of data, data will be provided via password-protected
FTP. This system is fully robust and used in the context of
other critical operational services and thus provides a high
specification service in terms of timeliness and delivery to
requirement. The systems operate a failover mechanism,
whereby a failure in one or more of the servers will result a
switch to secondary servers. For users with less stringent
requirements, data will be provided via File Transfer Protocol
(FTP), Open-source Project for a Network Data Access
Protocol (OpENDAP) and WebMap services from FTP and
Thematic Real-time Environmental Distributed Data Services
(THREDDS) servers on a third-party hosting service.
A web-based monitoring system has been developed at
the Met Office to allow developers quick access to daily out-
put to check for potential problems in the operational system.
Up-to-date output from all the FOAM configurations can be
viewed as horizontal fields or cross-sections. Also available
are visualisations of the daily model-observation differences,
temperature and salinity anomalies from climatology, and
maps of forecast errors versus analysis.
Applications of the system
The FOAM system has a variety of applications both for 
real-time products and reanalyses. The original application
was for use in Navy operations. Information about the 3D
temperature and salinity fields is fed into sonar propagation
models for use in anti-submarine warfare. The Navy also
have requirements for surface currents and sea-ice extent.
Another important application for real-time products is
the provision of lateral boundary data for operational regional
models. FOAM data is used to provide boundary conditions for
the Met Office operational Shelf Seas models on the north-
west European Shelf,43 and also for regional models at other
European centres within the GMES Marine Core Service
framework. 
Surface and subsurface currents are important in the
context of ship-routing and offshore operations. Surface
currents from the global FOAM system are supplied both as
a real-time product to aid the planning of shipping routes and
also as historical data for use in legal disputes. Offshore
operations such as oil drilling and undersea cable repair are
vulnerable to strong currents throughout the water column.
FOAM currents are supplied in real-time on a case-by-case
basis to give early warning of strong currents, and also as his-
torical data to provide climatologies of the current variability
at future locations of operations. Other potential use for real-
time surface currents include search and rescue and oil spill
tracking. At the time of writing, there has been limited direct
validation of model currents against observations, so these
products are still viewed as experimental. 
The 3D analyses of temperature and salinity provided by
FOAM are useful in the context of long-timescale applica-
tions such as seasonal forecasting and climate monitoring.
FOAM analyses are used as part of a system to predict 
winter temperatures in northern Europe.44 Knowledge of the
pattern of SST in the North Atlantic in late spring has been
shown to enable a forecast to be made of the conditions in
northern Europe in the following winter. This is because the
SST pattern in late spring is capped by summertime shallow
mixed layers, but then re-emerges in the autumn as deeper
water is mixed to the surface again. FOAM is used to track
these submerged temperature patterns over the summer when
they are not visible from satellite observations. 
Historical analyses of the physical state of the ocean are
of interest both to the research community and to commercial
Journal of Operational Oceanography Volume 3 No. 1 20106
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users and will be more readily available for research use
through the GMES Marine Core Service portals as described
in the previous section. Observing system experiments have
been used to feed back information on the design of observ-
ing arrays. For example, experiments assimilating different
numbers of altimeter platforms have shown that using more
platforms gives a better comparison with unassimilated
surface drifter data.45
SYSTEM VALIDATION
Operational verification
Automated verification of the operational system is run on a
daily basis a week behind real time. Verification of the
model forecasts is performed against in-situ observations
(surface and profile) and also against model analysis fields.
The raw differences are archived, and from these the system
can generate a variety of statistics and skill scores based on
the full model domains or subdomains and for any time
period. A selection of statistics are generated and plotted
automatically on a daily basis as a monitoring tool. Fig 1
provides an example of these daily plots, showing surface
temperature verification against in-situ observations for 50
days between April and June 2009 for ORCA025. There are
timeseries of: number of observations ingested, mean errors
and (root mean square) rms errors. Errors are shown for T+0
(best guess), T+72, and T+120 forecasts. Because these sta-
tistics are calculated daily, the number of observations
available for each comparison is small, which leads to a
noisy timeseries. The magnitude of the errors for the best
guess fields is generally similar to the errors found in the
hindcast runs (Table 1), although it will not be possible to
make a rigorous comparison until there is a year’s worth of
operational output. 
Fig 2 shows an example of the statistics that can be
generated from the system on an ad-hoc basis. It shows verifi-
cation of surface height forecasts against model best guess
fields using rms scores and anomaly correlations, where the
anomalies are calculated relative to the MDT field. These
were generated from 60 days of operational output in June and
July 2009. Comparisons are shown with persistence errors to
give an indication of model skill. By both measures the model
forecasts perform better than persistence. An anomaly correla-
tion score of 0.6 or above is often taken to indicate a forecast
that is accurate enough to be useful.46 By this measure, the
model forecasts may have useful skill for a considerable time
beyond the current 5-day lead time. 47shows anomaly correla-
tion scores for SLA above 0.6 out to 20–30 days lead time
depending on the area examined. 
It should be emphasised that Fig 2 shows verification against
model best guess fields rather than against observations. This is
an easier test for the system since where there are no observa-
tions assimilated in a particular period then the best guess field
at the end of the period is identical to the forecast field. For
satellite SSH there is reasonable coverage of the observations
even within a one-day window, so this measure should provide
some useful information about the skill of the system. 
Hindcasts
In order to validate the system prior to operational implemen-
tation, all the configurations were run in hindcast mode for
periods of 1–2 years. The integrations were initialised with
Forecasting the ocean state using NEMO:The new FOAM system
Fig 1: Example of output from auto-
mated verification of the operational
FOAM system, showing verification of
5m temperature fields between 27
April and 9 June 2009.Top: timeseries
of number of observations
processed each day. Middle: time-
series of daily mean error statistics
for three forecast lead times. Bottom:
timeseries of daily rms. error statistics
for three forecast lead times 
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Fig 2: Plots showing fore-
cast error statistics calcu-
lated versus the model
best guess (solid lines)
compared with persist-
ence errors versus model
best guess (dashed lines).
Left hand column: rms
errors. Right-hand col-
umn: anomaly correlation
scores. Statistics are calcu-
lated from the opera-
tional system using 60
day’s worth of output in
June and July 2009
Temperature Salinity (psu) 
SST (ºC) SSH (m) MLD (m) (ºC) surface surface to 
to 2000m 2000m
Global ORCA025 0.66 (-0.14) 0.10 (0.00) 30.0 (+1.6) 0.64 (+0.01) 0.10 (0.00)
North Atlantic ORCA025 0.84 (-0.05) 0.10 (+0.01) 40.1 (-0.5) 1.05 (+0.02) 0.23 (+0.01)
NATL12 0.95 (-0.04) 0.11 (-0.01) 41.8 (-0.05) 1.06 (+0.07) 0.21 (0.00)
Indian Ocean ORCA025 0.59 (-0.08) 0.07 (-0.02) 26.7 (+1.2) 0.56 (+0.02) 0.12 (0.00)
IND12 0.73 (-0.13) 0.07 (0.00) 27.9 (+3.0) 0.61 (0.00) 0.12 (0.00)
Mediterranean ORCA025 0.80 (+0.05) 0.08 (-0.04) 37.1 (-3.3) 0.72 (+0.04) 0.09 (0.00)
MED12 0.73 (+0.01) 0.07 (-0.00) 30.4 (+0.1) 0.69 (0.00) 0.09 (0.00)
Table 1: Rms (bold) and mean (bracketed) errors for various fields from the hindcast validation runs of the FOAM models.
Errors are calculated using the differences between the observations and model background fields at observation points. Fields
shown are sea-surface temperature (SST), sea-surface height (SSH), mixed-layer depth (MLD), and 3D temperature and salinity.
The mixed-layer depth is calculated according to the density criterion of57 for both observations and model fields. Global statis-
tics are shown for the ORCA025 configuration, then regional statistics for the North Atlantic, Indian Ocean and Mediterranean,
showing comparisons of statistics from the regional model and the region of the ORCA025 model
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operational temperature and salinity fields and zero velocity
fields and then spun up for 3 months with no data assimila-
tion and for a further 3 months with data assimilation. The
hindcast validation period began in April 2005 and ran for
two years for ORCA025 and MED12 and for one year for
NATL12 and IND12. The hindcasts operate on the same 24-
hour cycle described previously with the exception that the
IAU step was run for 24 hours and no further forecast was run
(ie, steps 1–6 of the operational cycle). The hindcasts were
forced with archived 6-hourly mean NWP fluxes and assimi-
lated all observations valid for the 24-hour period, including
those that would have been missed by the operational system
due to late delivery times. The hindcast period was chosen to
facilitate comparison with hindcasts performed with the pre-
vious FOAM system; it had the disadvantage that some
observation types were not available for the whole period.
High-resolution GHRSST SST data is only available in the
Met Office database from July 2006. Prior to this AVHRR
Pathfinder data48 was used, binned onto a 1º global grid. The
EUMETSAT OSI-SAF sea-ice concentration fields are only
available in the database from January 2006, so prior to this
no sea-ice data was assimilated. 
Table 1 shows a summary of the rms and mean error
versus observations from the hindcast integrations. These
errors are derived using the model-observation differences
calculated at observation locations for the assimilation step.
They, therefore, represent the difference between the model
background field (a forecast from the previous best guess)
and the observations prior to their assimilation into the
model. The table shows global statistics for the ORCA025
model and regional statistics comparing the statistics for the
regional models with the statistics for the corresponding
region of ORCA025. The temperature fields have rms errors
of between 0.5ºC and 1.0ºC with full-depth biases of less than
0.1. The salinity fields have rms errors of between 0.1psu and
0.2psu with biases of 0.01psu or less. For the SSH field typi-
cal rms. errors are around 10cm with a bias of 2cm or less.
The scores for the North Atlantic are generally worse than for
other areas, both for the ORCA025 and NATL12 models.
This probably reflects the fact that it contains several dynam-
ically active regions, including the Gulfstream extension
which is acknowledged as a particularly hard region to model
accurately with intermediate-resolution models.49
In general, the statistics for the regions are very similar in
ORCA025 and the regional models. With the exception of
SST, the biases in ORCA025 are generally very small so that
there is not much room for improvement in the regional mod-
els. An exception to this is the Mediterranean, where the
MED12 biases seem to be significantly better than ORCA025
for most variables. Rms errors are similar and in some cases
slightly worse in the regional models compared to ORCA025.
This does not necessarily indicate that the regional models
show no added value compared to ORCA025. As discussed
in50, 51 traditional verification metrics such as rms errors and
skill scores can penalise a higher resolution model. Such a
model will generally better represent the mesoscale eddy
field, with more eddies and more intense eddies, but this will
lead to a higher penalty when eddies are inevitably mis-
placed. In order to assess the added value of higher resolution
models, one needs additional techniques such as object-
oriented validation (one example is discussed in relation to
Fig 7) or fuzzy verification techniques.48
Table 2 shows a comparison of error statistics between the
FOAM-NEMO system and the old FOAM UM-based system.
This comparison is for only part of the period of the main hind-
cast integrations (April to December 2005), so the statistics in
Tables 1 and 2 are not directly comparable. In particular, the
period for the error statistics in Table 2 does not cover a full
annual cycle. The results show that for most variables the mean
and rms errors in the new system are the same or slightly better
than the mean and rms errors in the old system. The horizontal
and vertical resolution is increased in the new system compared
to the corresponding configurations in the old system (eg, the
resolution of the global model is increased from 1º, 20 levels to
1/4º, 50 levels). Therefore, as discussed above, maintaining or
improving the errors in the new system compared to the old
9Volume 3 No. 1 2010 Journal of Operational Oceanography
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Temperature Salinity (psu) 
SST (ºC) SSH (m) MLD (m) (ºC) surface surface to 
to 2000m 2000m
Global Old FOAM 1º global 0.96 (+0.05) 0.11 (-0.01) 19 (+1.5) 0.93 (-0.08) 0.22 (-0.05)
ORCA025 0.84 (-0.08) 0.10 (+0.01) 22 (-0.2) 0.92 (+0.02) 0.19 (+0.01)
Old FOAM 1/3º 1.1 (+0.08) 0.11 (0.00) 16 (+0.5) 1.1 (-0.08) 0.20 (+0.01)
North Atlantic
Atlantic
20N – 70N
Old FOAM 1/9º  1.2 (+0.11) 0.13 (-0.01) 17 (+0.7) 1.1 (-0.07) 0.22 (+0.03)
North Atlantic
NATL12 0.98(-0.04) 0.10 (0.00) 23 (-0.3) 0.94 (-0.07) 0.17 (0.00)
Table 2:Table showing comparison of error statistics between the old and new FOAM systems. Rms. (bold) and mean (bracket-
ed) errors for various fields are shown for the period April to December 2005. Errors are calculated using the differences
between the observations and model background fields at observation points. Fields shown are sea-surface temperature (SST),
sea-surface height (SSH), mixed-layer depth (MLD), and 3D temperature and salinity.The mixed-layer depth is calculated accord-
ing to the density criterion of57 for both observations and model fields. Comparisons are shown between the old FOAM global
1º model and the ORCA025 model on the global domain; and for the old FOAM 1/3º and 1/9º Atlantic models with NATL12
on the North Atlantic domain between 20ºN and 70ºN.The statistics for the new FOAM models are generally similar or slightly
improved compared to the old FOAM models. An exception is the rms error for the mixed layer depth which is slightly
degraded in the new system
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system is a reasonable result, especially for the rms errors which
usually punish an increase in model resolution.
Timeseries of the global statistics for the 2-year integrations
for ORCA025 are shown in Fig 3 for SST and surface height.
The timeseries for the surface height field is stable over the
hindcast period. The timeseries for SST shows some variabili-
ty in the first part of the hindcast period but is more stable in
the later period when the high-resolution SST data is being
assimilated. The bias in the SST is consistently around -0.1ºC
(see also Table 1), which is large compared to the subsurface
biases. This is partly due to the fact that the verification is done
against all SST observation types before they are bias-correct-
ed as described previously. The value of -0.1ºC therefore
includes the observation bias as well as the model bias.
Fig 4 shows profiles of the errors for temperature and
salinity for the North Atlantic region from ORCA025 and
NATL12 down to 2000m (the limit of most Argo floats). As
expected the highest errors are in the most active regions near
the surface. The NATL12 model has similar errors to
ORCA025 throughout the water column with small improve-
ments visible in the rms. errors at mid-depths but slightly
worse rms errors near the surface. The comparison of the
other regional models with ORCA025 (not shown) shows
that the mean and rms. profile errors are similar throughout
the water column. 
One of the principal aims of the system is to capture and
forecast mesoscale features such as eddies and fronts. Fig 5
shows the standard deviation of the surface height field com-
paring model best-guess fields with observations for the one
year of the NATL12 hindcast. In order to generate temporal
statistics, the along-track data was binned into 1ºx1º grid
boxes. This gave on average 250 observations per grid box
Journal of Operational Oceanography Volume 3 No. 1 201010
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Fig 3:Timeseries of model back-
ground versus observation errors
from a 2-year hindcast of ORCA025.
Timeseries of mean (dotted lines)
and rms (solid lines) best-guess minus
observation errors for surface height
(top) and sea surface temperature
(bottom).There was no surface
height data available for a week in the
third quarter of 2006
Fig 4: Profiles of error statistics from
hindcasts of ORCA025 and NATL12.
Profiles of mean (dotted lines) and
rms. (solid lines) model background
minus observation errors accumulat-
ed over the one-year hindcast period
of NATL12 for left: temperature; and
right: salinity. Results for the North
Atlantic region of ORCA025 are
shown in black and for the NATL12
model in blue. [From3]
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over the one year period. The model field was calculated by
using the model values at the observation points binned into
the same 1ºx1º grid boxes. The spatial pattern of the variabil-
ity is captured reasonably well by the model, but the overall
magnitude is too low. This is likely due to insufficient
horizontal resolution. It can be shown47 that for a model
without data assimilation, a resolution of at least 1/32º is
required to adequately simulate the variability in the
Gulfstream extension. As already noted the error covariance
fields for the regional models were calculated using output
from the ORCA025 model and this may restrict the variabil-
ity in the regional models.
As well as capturing the distribution of mesoscale vari-
ability, one wants to constrain the evolution of individual
eddies. As one way of trying to assess how well the model
does this, we have generated animations comparing the SLA
and SST anomaly fields output from the model with gridded
observation products. Animations have been generated for
areas of high variability including the Gulf Stream and
Kuroshio extensions, and in general show that the models
reproduce and track most of the larger features seen in the
observations, with some improvement in the representation
noticeable as one moves to higher resolution. Fig 6 shows
examples of stills from these animations, comparing the
ORCA025 output with a mapped product from CLS34 for the
Kuroshio region and the IND12 output with the CLS data for
the Indian Ocean. These illustrate typical comparisons: there
are many differences of detail, but the models capture the
positions of the major features in the mesoscale field. 
Following52 satellite ocean colour data has also been
used as an independent observation set to try to determine
how well the mesoscale eddies are reproduced on a case-by-
case basis. Fig 7 shows an example of this kind of compar-
ison for ORCA025 and IND12 in the north-west Arabian
Sea. An 8-day composite, merged chlorophyll concentration
product is shown in colour, overlaid with contours of the 
8-day mean model SLA. In the northern hemisphere,
cyclonic eddies have upwelling at their centre and therefore
show up as high-biomass-centre eddies in the colour plot
with anticyclonic eddies showing up as low-biomass-centre
eddies. The main features of the circulation are captured by
both models, for instance the intense cyclonic eddy at the
entrance to the Gulf of Oman and the cyclonic eddy off 
the south-east coast of Oman which is advecting high-
productivity coastal waters into the deep ocean. Some
improvement in the representation of the eddy field can be
seen in the IND12 model compared to the ORCA025 model;
for instance the match of the SSH field to the filament of
high-productivity water across the entrance to the Gulf of
Aden is better in the IND12 model. 
To more objectively assess the skill of the mesoscale
representation in this case, an eddy-matching technique has
been applied, similar to that described in52. 20 cyclonic and
anticyclonic eddies with diameters of 50km or more were
identified in the ocean colour field. Corresponding eddies
(where they exist) were identified in the model fields and an
eddy-position error calculated based on the eddy centres. The
results are summarised in Table 3. ORCA025 represents 65%
of the eddies with a median position error of 77km, whereas
IND12 represents 80% of the eddies with a median position
error of 67km. For comparison, previous results52 from a
1/16º forecasting system showed 70% of eddies are represent-
ed with a median error of 35km. It should be noted that this
previous study included smaller eddies in the comparison
with a minimum diameter of 25km. Both models, therefore,
represent the majority of the eddies with position errors of the
11Volume 3 No. 1 2010 Journal of Operational Oceanography
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Fig 5: Comparison of sea surface height variability between
observations and model for the NATL12 configuration.Top:
standard deviation of surface height (m), calculated by binning
the along-track observations into 1ºx1º gridboxes and calcu-
lating statistics for each gridbox. Bottom: standard deviation of
surface height (m), calculated from the NATL12 hindcast by
using the model equivalent values to the observations, binned
in the same way 
ORCA025 IND12
% of eddies present 65% 80%
Median eddy centre position error (km) 77.8 67.3
% of eddies with most accurate position 37% 63%
% eddies with position error < 30 km 7% 31%
% eddies with position error  28% 31%
between 30 and 60 km
% eddies with position error > 60 km 64% 37%
Table 3:Validation of eddy-centre locations in the north-west
Arabian Sea for the ORCA025 and IND12 models against
ocean colour data.The region verified is shown in Fig 7 and
the verification period is the 7–14 April 2005
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Fig 6: Stills from animations of SLA taken from hindcast integrations.Top: comparison of SLA analysis from CLS mapped product
(left) and ORCA025 hindcast field valid for 16 March 2006; Bottom: comparison of SLA analysis from CLS mapped product
(left) and IND12 hindcast field valid at 4 April 2006
Fig 7: Comparison of surface height fields (contours) from the hindcast integrations with a merged chlorophyll concentration
product (colour field) from GlobColour58 in the north-west Arabian Sea. Model fields are 8-day means and chlorophyll fields are
8-day composites valid between 7–14 April 2005. Left: ORCA025. Right: IND12 
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same order of magnitude as the eddy diameters, but there is a
clear improvement at higher resolution. These comparisons
are important to demonstrate the added value of higher
resolution models which is not evident in the error statistics
in this case. 
CONCLUSIONS AND FUTURE 
DEVELOPMENTS
The FOAM system now uses the NEMO code as its core
hydrodynamic model. A detailed description of the opera-
tional implementation of the new system has been provided.
Verification statistics against observations have been shown
for hindcast integrations. Rms errors for the higher resolu-
tion models are similar to those from the global model.
Subjective assessment of the hindcast fields by comparison
to gridded SST, SLA and ocean colour products suggests
that the models capture and track the major mesoscale
features of the ocean circulation, with some improvement
evident in the higher resolution configurations. Verification
of forecasts against analyses from the operational system
indicate that the models have skill out to the 5-day forecast
lead time.
The preliminary assessments of the system presented in
this paper have focussed on comparing the model background
fields (that is short lead-time forecasts) with data that is sub-
sequently assimilated into the model. Further assessments
will include more detailed assessment of forecast skill and
verification against independent data sets. Forecast error
statistics against analyses and observations will be generated
by spinning a number of forecasts off the hindcast integra-
tions. Surface currents are an important output parameter
from the model and will be assessed against surface drifter
data and mooring observations. 
A weakness of the current operational system is the fact
that a significant number of observations are not used owing
to late delivery. It is planned to improve this by starting the
assimilation cycle at T-48h each day instead of T-24h. 
A 24-hour assimilation and IAU step will be performed
between T-48h to T-24h to produce a best guess at T-24h and
then a second 24-hour assimilation and IAU step will be per-
formed between T-24h and T+0 to produce a preliminary best
guess from which the forecasts are initialised. It is estimated
that for the Argo data this will result in a 50% increase in the
observations being assimilated into the system. Other devel-
opments to the assimilation system include the calculation of
error covariances for the regional models based on regional
model integrations rather than global model integrations. In
the medium term, it is planned to upgrade the assimilation
scheme to use a 3D Variational (3DVAR) First Guess at
Appropriate Time (FGAT) scheme, using the NEMO
Variational (NEMOVAR) code53 that is being developed for
use with NEMO.
The high vertical resolution near the surface in the models
gives the potential to capture diurnal mixed layers. However,
the 6-hourly frequency of the fluxes means that the diurnal
cycle is barely resolved. It is planned to trial higher-frequency
NWP fluxes to resolve the diurnal cycle more fully. 
It is planned to replace the Louvain-la-Neuve Sea-Ice
Model (LIM2) with the Los Alamos CICE code.54 This will
open the possibility of using an ice thickness distribution
(ITD) scheme and elastic-viscous-plastic (EVP) rheology,
and align the work more closely with the Met Office Hadley
Centre climate model configuration.
Development and application of models of the ocean
ecosystem is currently an area of increasing activity, with
applications ranging from short-term information for limited
areas for fisheries management through to climate time-scale
applications to the global carbon cycle. The FOAM system is
being used as the basis for the development of a coupled phys-
ical-biological analysis and forecasting system, which will
provide products for the GMES Marine Core Service. A
low-resolution global configuration of the physical model is
coupled to the Hadley Centre Ocean Carbon Cycle (HadOCC)
model,55 a simple NPZD (Nutrient, Phytoplankton,
Zooplankton, Detritus) model that also includes dissolved
inorganic carbon (DIC) and alkalinity. Assimilation of satellite
ocean colour data is being tested, using the scheme given in
the literature.56
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INTRODUCTION
T
here has been much work undertaken to evaluate 
assimilative ocean models.1,2 However, to date, 
evaluation of simulated currents, and in particular, 
site specific comparisons, has been more limited.3 
Considerable effort was focused on site specific compari-
sons for oil drilling and production locations, particularly 
in the Gulf of Mexico, by the commercial company Ocean 
Numerics, but due to commercial confidentiality, only a small 
proportion of this effort was published.4 Relevant effort has, 
however, been undertaken to evaluate observational  current 
products.5–9 There has also been considerable site  specific 
evaluation effort in the meteorology community.10 The 
observational constraint on mesoscale and  sub-mesoscale 
ocean variability, through altimeter observations which are 
assimilated into models, has also been discussed in detail.11,12
This paper compares the simulated currents from two 
operational configurations of the Global 1/4° and Indian 
Ocean 1/12° FOAM models with and without data assimila-
tion with surface current observations undertaken through the 
Global Tropical Moored Buoy (GTMB) array programme 
(www.pmel.noaa.gov/tao/global/global.html). These current 
data are independent since they are not assimilated by the 
models. However, the associated temperature and salinity 
observations at the same sets of moorings are assimilated.
The main aims of this study are to:
P Hyder, D Storkey, E Blockley, C Guiavarc’h, J Siddorn, M Martin and 
D Lea, Met Office, Exeter, UK
Surface currents from 2007–2008 hindcasts of the Forecast Ocean Assimilation Model 
(FOAM) Global and Indian Ocean models are assessed against observations at 46 global 
tropical moored buoy array sites. Zonal (u) currents are less challenging to model than 
meridional flows (v) due to their lower frequency variability. The assimilative global model 
has reasonable skill for zonal currents but less skill for meridional currents. The assimilative 
models have higher skill than the corresponding non-assimilative models. A too-strong 
westward bias of the order of 20cm/s is evident along the equator in all model versions 
used in this study. No extra skill is evident in the high resolution (1/12°) regional model 
compared to the coarser resolution (1/4°) global model.
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 Quantify skill in surface currents, against global tropical 
moored buoy observations, and identify any biases and 
regional differences.
 Assess whether skill is improved by data assimilation, 
increased model resolution and other model upgrades.
 To compare several skill scores.
The 46 observational sites with surface currents during 
the hindcast period are in the tropics between 12°S and 20°N 
(mainly between 10°S and 10°N). On inter-annual timescales, 
zonal surface currents in these locations are mainly influ-
enced by the well-known equatorial climate modes, such as 
the El Niño Southern Oscillation13 and Indian Ocean Dipole.14 
In the Indian Ocean, seasonal reversals in the major equatorial 
flows are also observed, associated with the monsoon revers-
als. In the eastern Atlantic and Pacific meridional flows are 
dominated by Tropical Instability Waves (TIW), which have 
relatively short periods of around 20 to 30 days. Surface cur-
rents are influenced both by the wind driven Ekman transport 
and the density driven flows which, away from the equator 
(>2°N/S), are in geostrophic balance but closer to the equator 
can be approximated using beta plane dynamics.13 The verti-
cal structure of both Ekman and geostrophic flows depend on 
ocean mixing. It should be noted, however, that the focus of 
this study is on model skill rather than equatorial dynamics.
The next section covers the background to models and meth-
ods. This is followed by sections on the results, a discussion of 
the results and conclusions.
BACKGROUND TO MODELS AND 
METHODS
Forecast Ocean Assimilation Model (FOAM)
The Forecast Ocean Assimilation Model (FOAM) is a system 
for analysing and forecasting the properties of the deep ocean 
at global and regional scales.15,16 The Met Office runs daily 
analyses and five-day forecasts using several operational 
configurations, including the 1/4° resolution Global model 
and the nested high resolution Indian Ocean model (1/12° 
resolution). Both configurations employ the FOAM system 
using the coupled NEMO ocean and LIM2 sea ice models.
The hydrodynamic model at the core of the system 
has recently been changed to use the NEMO (Nucleus for 
European Modelling of the Ocean) modelling code. The global 
configuration is based on the ‘ORCA025’ configuration devel-
oped by Mercator-Océan. Full details of the model and data 
assimilation and their original configuration, termed V0, have 
been published,15 while details of the data assimilation system 
employed in FOAM have also been reported.17 Of particular 
relevance to model performance in the tropics are systematic 
errors in the wind forcing or deficiencies in the vertical mixing 
of momentum, which can cause spurious circulations when the 
pressure gradients are altered by assimilation of temperature 
and salinity observations. A scheme is therefore employed to 
add a correction term to the subsurface pressure gradients in the 
tropics to counter this and ensure that temperature and salinity 
increments are retained by the model.18 
Hindcasts of the operational configurations were run for 
the period 2007 to 2008 with and without data assimilation 
for the original V0 operational configuration. Subsequently, 
and only with data assimilation, an additional 2007–2008 
hindcast was completed using an updated configuration, 
termed V1. A series of corrections and upgrades were under-
taken at V1 which include:
 An updated version of the mean dynamic topogra-
phy (MDT)19 termed CNES-CLS v1.1. (www.aviso.
oceanobs.com) is used in the assimilation of sea surface 
height data. 
 New seasonally varying error covariance fields in the 
assimilation scheme.
 The version of the NEMO code used was upgraded from 
version 3.0 to version 3.2.
 At V0, only Laplacian viscosity was applied resulting in 
grid scale noise. At V1, this was corrected to apply mixed 
Laplacian and BiLaplacian viscosity which reduces grid 
scale noise (and increases Eddy Kinetic Energy).
 A modified version of the TKE scheme is used which is 
theoretically similar to that used for V0 but designed to 
be dynamically consistent with the momentum advection 
scheme.20
 At V0, the Haney forcing term in the surface heat flux 
used monthly-mean climatological fields for the refer-
ence SST field. At V1, the Haney forcing term uses 
the Operational Sea surface Temperature and sea Ice 
Analysis (OSTIA) SST analysis that is seen by the 
Numerical Weather Prediction model.
Observational products
To evaluate the equatorial variability and currents in FOAM 
the following observational products were used:
 For sea surface height comparisons, the AVISO 1/4° 
delayed time gridded global product – Ssalto/Duacs 
Gridded Sea level anomalies. For details see www.aviso.
oceanobs.com.
 For sea surface temperature comparisons, the daily 
OSTIA Sea Surface Temperature analysis.21,22 
 The ocean surface current observations come from the 
global tropical moored buoy array observations (www.
pmel.noaa.gov/tao/global/global.html).
Skill scores
A large number of different skill scores have been employed in 
the evaluation of ocean models. Essentially, all of these metrics 
attempt to summarise the distribution of observational versus 
simulated current components. Efforts were focused on the 
skill scores used to evaluate the Met Office operational mod-
els, which include Taylor diagrams, Root Mean Square Error 
(RMSE) and Mean Error (or bias). Taylor diagrams plot the 
Pearson correlation and model standard deviation (SD) divided 
by observed standard deviation (SD), from which the RMSE can 
also be derived.23 To facilitate comparison the following metrics 
(employed by Allen et al 24 and Holt et al 25) were also used:
(1) Holt cost function, HCF = RMSE/SD(observations).25
(2) Allen cost function, ACF = Mean(Absolute(error))/
SD(observations).24
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(3) Model Efficiency, ME = 1 − (RMSE/SD(observations))2.24 
Note – there is a direct relationship between ME and 
HCF such that ME = 1 − HCF2.
(4) Normalised Standard Deviation, NSD = SD(error)/SD 
(observations).
It should be noted that the above-mentioned commonly 
employed metrics are related to each other. For example, 
the HCF and ACF are similar but the ACF penalises outliers 
less. Both of these scores penalise bias (or time mean error) 
since the denominator does not include bias but the numera-
tor does. The NSD metric gets round this issue since neither 
term includes bias.
All metrics are calculated on daily mean observational 
and daily mean model analysis values.
RESULTS
Representation of equatorial variability and vertical 
structure
Fig 1 presents the sea surface height anomaly along the equa-
tor for the AVSIO observational product, together with the 
V0 assimilative (ASM) and non-assimilative (FREE) runs. 
The model and AVISO anomalies are relative to the mean 
dynamic topography. The model climatology was not used 
since the hindcast was limited to 2007–2008 and was there-
fore influenced by the predominantly La Niña state. There is 
reasonable agreement between the V0 assimilative run and 
the AVISO observational product. It should also be noted that 
plotting the anomalies relative to the two-year local mean (not 
shown as a figure) suggests that most of the major differences 
(including the large differences close to Southeast Asia) arise 
Fig 1: The sea surface height anomaly (m) variations 
along the equator over the 2007 to 2008 hindcast 
period for (a) the AVISO gridded observations 
(AVISO), (b) the V0 assimilative global model  
(V0 ASM) and (c) the V0 non-assimilative model 
(V0 FREE)
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from differences in the mean state over the two years, rather 
than differences in the variability. 
This agreement is perhaps not surprising since the same 
altimeter observations are used by FOAM as the AVISO 
product (albeit assimilated in very different ways) but it con-
firms adequate performance of the assimilation system. The 
non-assimilative run sea surface heights had a ∼20cm/year 
increasing trend in sea surface height associated with a fresh-
water imbalance (ie, too much precipitation and river input 
compared to evaporation). This drift was corrected for in 
Fig 1 by removing, for each day, the mean sea surface height 
across the global equator relative to its initial level. Once cor-
rected, the V0 non-assimilative run, sea surface heights agree 
reasonably with both the assimilative run and the observa-
tions for the large scale and inter-annual variations. However, 
significant errors are evident in short period and short scale 
variations in the non-assimilative run.
A similar analysis was undertaken (not shown) for SST 
against the OSTIA SST product. Visual analysis suggests that 
Tropical Instability Waves propagate at closer to their observed 
speeds in the assimilative V0 run than the non-assimilative V0 
run, presumably due to improved representation of vertical 
density structure that affects the wave speed. These compari-
sons also suggest that SST equatorial variability is reasonably 
well represented in the assimilative V0 run but a warm bias of 
1–2°C was evident in the non-assimilative V0 run.
Annual mean 2008 vertical current structure for a section 
at 140°W for V0 assimilative run and non-assimilative run are 
presented together with the corresponding mean observational 
section for 1991–1998 (present in26 their Fig 1). The vertical 
current structure for the assimilative model agrees rather well 
the observations. Flow structure is generally similar, except 
for small differences in vertical extent and a failure to fully 
resolve the Sub Surface Counter Currents or Tsuchiya Jets.26 
It should be noted that differences might be expected in both 
the flow magnitudes and vertical extents due to the predomi-
nantly La Niña state during 2008. The main flows, eg, South 
Equatorial Current and Equatorial Under-Current were also 
reproduced by the non-assimilative model (Fig 2). However, 
in the non-assimilative model the Equatorial Under-Current is 
too strong and the South Equatorial Current is too strong on 
the equator and too weak in its southern branch.
Time-series comparison example at 170°W 0°N
Example time-series comparisons for zonal (u) and meridi-
onal (v) components of the surface currents for the V0 assimi-
lative and V0 non-assimilative runs are presented in Fig 3. For 
the zonal (u) component there is clearly skill in the model at 
seasonal to inter-annual timescales. However, it is difficult to 
visually differentiate skill between the runs so a skill score 
is certainly required. The meridional (v) component is con-
siderably more challenging to model since it is dominated 
by higher frequency variability of less than ∼60 days. It is 
therefore difficult to assess skill by visual inspection so a skill 
score is again needed.
Relationship between skill scores
To decide on which skill score to employ, for all the model 
runs, all of the skill scores (detailed earlier) were calculated 
at each mooring location with surface current observations. 
Fig 4 inter-compares the skill scores at each of the 46 loca-
tions for the global V0 assimilative model with values of the 
model efficiency parameter discussed by Allen et al.24 This 
skill score was chosen as the baseline since thresholds for 
good, average and poor scores had already been defined, ini-
tially for river routing model evaluation.24
As expected from their derivations, there is a generally non-
linear relationship with little scatter between model efficiency 
and the Holt cost function (which are directly related), the 
Allen cost functions and the correlation (except for low corre-
lations). This is not the case for mean error or RMS error (nei-
ther of which incorporates information about the observational 
spread or standard deviation). Hence, careful interpretation of 
RMS and mean error is obviously essential, to avoid poten-
tially misleading inferences. The low scatter (ie, relatively few 
outliers) in the relationship between model efficiency and both 
the two cost functions and correlation suggests that equivalent 
thresholds for each of the descriptors, already defined for 
model efficiency, can be estimated. These are included for 
Fig 2: Mean zonal currents (m/s) in upper 400m of water 
column along 140°W for (a) Observations (redrawn, after 
Wang26), (b) the V0 global assimilative model (V0 ASM) and 
(c) the V0 global non-assimilative model (V0 FREE)
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Fig 3: Time-series of zonal (u) and meridional (v) component surface current (m/s) at 170°W 0°N for (a & b) the V0 assimilative 
global model (V0 ASM), and (c & d) the V0 global non-assimilative model (V0 FREE). The model is marked with a dashed red 
line and the observations are marked with a solid black line
Table 1: The equivalent correlation and Holt25 cost function skill score thresholds for the descriptors bands defined originally for 
model efficiency.24 
*Note that the original ‘poor’ band has been split into average and poor bands
Descriptor 
(subjective)
ME upper 
threshold
ME lower 
threshold
R upper 
threshold
R lower 
threshold
Holt CF upper 
threshold
Holt CF lower 
threshold
Excellent - 0.65 - 0.85 - 0.60
Very Good 0.65 0.50 0.85 0.80 0.60 0.70
Good 0.50 0.20 0.80 0.70 0.70 0.90
Average* 0.2 −0.20 0.70 0.60 0.90 1.20
Poor* <−0.2 - 0.60 - 1.20 -
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Fig 4: Relationship between the different skill scores at the 46 mooring locations for the V0 global assimilative model. The 
model efficiency parameter is presented on the x axis versus on the y axis: a) the Holt cost function; b) the Allen cost function; 
c) the standard deviation of the error divided by the standard deviation of the observations (STDO/STDE); d) the correlation 
coefficient, r ; e) the Root Mean Square Error (RMSE) and f) the Mean Error
Table 2: Skill score table for zonal (u) and meridional (v) surface currents for all the Global model hindcasts. The table includes 
velocity component (comp); number of values (n); Root Mean Square Errors (rmserr); Mean Errors (mnerr); Correlation 
coefficent (r); Standard deviation of model divided by standard deviation of observations (std (mod/obs)); Model Efficiency 
Parameter (model efficiency); Cost Function (Allen24); Cost Function (Holt25); and Normalised Root Mean Square Error (rmsnorm)
Global  
region
comp n rmserr 
(m/s)
mnerr 
(m/s)
r std  
(mod/obs)
model  
efficiency
cost 
function 
(Allen)
cost 
function 
(Holt)
rmsnorm
V0 ASM U 16627 0.25 −0.07 0.77 1.13 0.41 0.54 0.77 0.75
V0 ASM V 16627 0.20 0.00 0.46 1.01 −0.08 0.76 1.04 1.04
V0 FREE U 16627 0.28 −0.04 0.66 1.09 0.23 0.63 0.88 0.85
V0 FREE V 16627 0.22 0.01 0.36 1.00 −0.28 0.81 1.13 1.13
V1 ASM U 16627 0.28 −0.10 0.77 1.24 0.27 0.59 0.85 0.83
V1 ASM V 16627 0.19 0.00 0.52 1.05 −0.01 0.73 1.01 1.00
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Indian  
region
comp n rmserr 
(m/s)
mnerr 
(m/s)
r std  
(mod/obs)
ME cost 
function 
(Allen)
cost 
function 
(Holt)
rmsnorm
V0 ASM U 3700 0.22 −0.07 0.77 0.94 0.50 0.52 0.70 0.70
V0 ASM V 3700 0.17 0.00 0.63 0.94 0.31 0.65 0.83 0.83
V0 FREE U 3700 0.23 −0.02 0.73 1.02 0.45 0.57 0.74 0.74
V0 FREE V 3700 0.16 0.00 0.66 0.94 0.35 0.62 0.80 0.80
V0 HRS ASM U 3696 0.22 −0.06 0.75 0.95 0.49 0.53 0.71 0.71
V0 HRS ASM V 3696 0.18 0.00 0.62 1.00 0.23 0.67 0.88 0.88
V0 HRS FREE U 3696 0.23 −0.02 0.70 0.95 0.43 0.58 0.75 0.75
V0 HRS FREE V 3696 0.17 −0.01 0.62 0.95 0.27 0.65 0.86 0.85
V1 ASM U 3700 0.21 −0.07 0.78 0.92 0.53 0.50 0.68 0.68
V1 ASM V 3700 0.17 0.00 0.64 0.98 0.30 0.65 0.84 0.84
V1 HRS ASM U 3696 0.22 −0.06 0.77 0.99 0.51 0.52 0.70 0.70
V1 HRS ASM V 3696 0.18 −0.01 0.62 1.05 0.21 0.69 0.89 0.89
Pacific  
region
comp n rmserr
(m/s)
mnerr
(m/s)
r std 
(mod/obs)
ME cost 
function 
(Allen)
cost 
function 
(Holt)
rmsnorm
V0 AMM U 9417 0.28 −0.10 0.78 1.13 0.40 0.56 0.77 0.73
V0 ASM V 9417 0.22 0.01 0.43 1.02 −0.18 0.81 1.09 1.08
V0 FREE U 9417 0.33 −0.06 0.63 1.08 0.16 0.68 0.92 0.86
V0 FREE V 9417 0.25 0.02 0.26 1.03 −0.54 0.93 1.24 1.24
V1 ASM U 9417 0.33 −0.14 0.78 1.29 0.18 0.65 0.90 0.85
V1 ASM V 9417 0.22 0.01 0.48 1.08 −0.14 0.79 1.07 1.06
Atlantic 
region
comp n rmserr
(m/s)
mnerr
(m/s)
r std 
(mod/obs)
ME cost 
function 
(Allen)
cost 
function 
(Holt)
rmsnorm
V0 ASM U 3510 0.17 0.01 0.58 1.46 −0.46 0.82 1.21 1.16
V0 ASM V 3510 0.15 −0.02 0.33 1.02 −0.39 0.82 1.18 1.17
V0 FREE U 3510 0.17 0.00 0.56 1.37 −0.35 0.78 1.16 1.12
V0 FREE V 3510 0.14 0.00 0.40 0.88 −0.08 0.71 1.04 1.03
V1 ASM U 3510 0.16 −0.03 0.59 1.30 −0.20 0.73 1.10 1.06
V1 ASM V 3510 0.13 0.00 0.53 0.98 0.07 0.68 0.96 0.96
Table 3: Regional skill score tables for each ocean basin for zonal (u) and meridional (v) surface currents for all the Global 
and Indian Ocean model hindcasts. The table includes velocity component (comp); number of values (n); Root Mean Square 
Errors (rmserr); Mean Errors (mnerr); Correlation coefficent (r); Standard deviation of model divided by standard deviation of 
observations (std (mod/obs)); Model Efficiency Parameter (ME); Cost Function (Allen); Cost Function (Holt); and Normalised 
Root Mean Square Error (rmsnorm)
correlation and the Holt cost function in Table 1. Note that an 
‘average’ band has been added to the bands (discussed in24) by 
splitting their original ‘poor’ band which had an upper thresh-
old for correlation of 0.7 and therefore contained apparently 
useable skill. Note also that these new equivalent thresholds 
may well be specific to this dataset. Thresholds of correlation 
were used to define the descriptors (although for completeness 
associated values of the other skill scores are also included 
in Tables 2 and 3). The thresholds for these descriptor bands 
remain rather arbitrary; they are therefore used simply to attach 
approximate descriptors to bands of correlation and to facili-
tate future verbal inter-comparison between different systems. 
The ‘poor’ upper threshold for correlations of 0.6, in particular, 
corresponds to an explained variance 36% but may in some 
circumstances still represent useable skill.
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Fig 5:  Taylor diagrams for zonal (u) current component 
for a) the V0 global assimilative model (V0 ASM), 
b) the V0 global non-assimilative model (V0 FREE) and 
c) the V1 global assimilative model (V1 ASM).  The 
equivalent diagrams for the Indian Ocean region only 
are also presented for d) the V1 global assimilative run 
(V1 ASM – IND REG) and e) the V1 high resolution 
Indian Ocean assimilative model (HRS ASM – IND REG).  
‘*’s represent the overall values for the full datasets for 
the relevant region
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Fig 6:  Taylor diagrams for meridional (v) current 
component for a) the V0 global assimilative model 
(V0 ASM), b) the V0 global non-assimilative model  
(V0 FREE) and c) the V1 global assimilative model  
(V1 ASM).  The equivalent diagrams for the Indian  
Ocean region only are also presented for d) the V1 
global assimilative run (V1 ASM – IND REG) and e)  
the V1 high resolution Indian Ocean assimilative model 
(HRS ASM – IND REG).  ‘*’s represent the overall  
values for the full datasets for the relevant region 
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Inter-comparing skill across the models and regions
Taylor diagrams for all model runs are included in Figs 5 
and 6. Overall values for the metrics across all sites (weighted 
by number of observations at each site) are labelled with stars 
and are also presented in Table 2.
For zonal current (Fig 5) for the V0 hindcasts there is 
a notable improvement in skill for the assimilative run (V0 
ASM), compared to the non-assimilative run (V0 FREE). In 
particular, there are considerably fewer locations where cor-
relation falls below the 0.6 ‘average’ or ‘usable’ skill thresh-
old for the assimilative run than for the non-assimilative run. 
For meridional current (Fig 6), as expected, skill is generally 
considerably lower than for zonal. Again there are fewer sites 
with very low correlation for the assimilative hindcast than 
the non-assimilative hindcast but the assimilation does not 
appear to improve skill sufficiently to move these locations 
into the region above the 0.6 correlation or ‘useable’ band 
(although it should again be noted that the threshold for this 
band is somewhat arbitrary).
The same data is presented in the regional skill diagrams 
for zonal current in Fig 7 and for meridional current in Fig 8, 
together with overall regional skills which are included in 
Table 3. It can be clearly seen that for both current compo-
nents skill is best in the Indian Ocean, then medium in the 
Pacific Ocean and worst in the Atlantic. This is confirmed 
statistically for the global V0 and V1 runs in Table 3.
Tables 2 and 3 also indicate that there is a minor 
improvement in skill for the V1 run compared to the V0 run. 
Unfortunately, in combination with regional skill diagrams 
(Fig 9) they also demonstrate that that skill scores are no 
higher in the 1/12° high resolution Indian Ocean model com-
pared to the 1/4° global model, for either V0 or V1 runs.
Skill, ie, correlation, was also plotted against a range of 
parameters to try to determine potential causes of increased 
skill (not shown as a figure). The relationship between lon-
gitude and skill score confirmed the aforementioned regional 
skill variations between ocean basins. However, there is no 
clear relationship between skill and latitude. There is, though, 
a clear relationship between correlation and the observational 
standard deviation for both u and v component currents. This 
indicates that skill is generally highest when variability in 
the currents is strongest. In particular, skill for both u and v 
is consistently above the 0.6 ‘useable’ correlation threshold 
for all sites where observational standard deviation was more 
than 0.3m/s (note that correlation is also above this threshold 
for some sites where the observational standard deviation is 
lower but not for all sites). Further investigation is required to 
understand this relationship, whether it might also be related 
to the aforementioned variations in skill between ocean 
basins, and its potential value to model users.
Westward equatorial current bias
A westward (ie, too strong) equatorial current bias of around 
20cm/s is evident in this comparison with the global tropical 
moored buoy data (Figs 7, 8 and 9). This bias is evident in the 
assimilative and non-assimilative runs; in all ocean basins; 
and in the global and high resolution nested Indian Ocean 
model. In a comparison of simulated surface currents with 
drifter derived flows (not shown) this westward bias is also 
clearly evident and extends from around 2°N to 2°S. Initial 
Fig 7: Regional skill diagrams presenting correlation, RMS error  
and mean error for zonal (u) current for a) the V0 global 
assimilative model (V0 ASM), b) the V0 global non-assimilative 
model (V0 FREE) and c) the V1 global assimilative model  
(V1 ASM)
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findings of comparisons with sub-surface current meters at 
110, 140 and 170°W suggests the westward bias extends 
down to around 200m depth, although the vertical structure of 
the bias varies between the non-assimilative and assimilative 
run and also between longitudes.
DISCUSSION
The results demonstrate that the FOAM global assimilative 
model skill scores, including correlation, are reasonable for 
zonal current but lower for meridional. There are two possible 
causes for this apparent difference in skill. Firstly observa-
tional studies expect zonal flows to be better constrained 
than meridional flows due to the angle of the altimeter tracks, 
which is much closer to north-south than east-west near the 
equator (ie, the north-south sea surface slopes which influ-
ence zonal flows are better resolved than east-west slopes). 
Secondly, the meridional flows tend to be dominated by short 
period mesoscale variability whilst the zonal flows tend to 
be dominated by seasonal to inter-annual variations in the 
major equatorial currents. In the Eastern Atlantic and Pacific, 
in particular, equatorial meridional flow variability would be 
expected to be dominated by tropical instability waves whose 
period is generally around 20 to 30 days.
It cannot be expected to constrain these waves with the 
altimeter observations since the Niquist or shortest detectable 
period of the JASON altimeter is 20 days and the correspond-
ing Niquist periods for GFO and ENVISAT are 35 day and 70 
days, respectively. Although sea surface temperature is assimi-
lated daily at much higher spatial resolution than the altimeter, 
these data are only assimilated into the ocean mixed layer and 
therefore also cannot be expected to properly constrain the 
dynamics of the tropical instability waves. It is therefore not 
surprising that current variations, which are expected to be 
dominated by tropical instability waves, do not appear to be 
well represented. These limitations to the observational con-
straint on the ocean mesoscale, including tropical instability 
waves, provide possible explanations for the poor meridional 
surface current skill scores evident both in this study and in 
similar evaluations of observational surface current products.7
The data assimilation consistently improves skill com-
pared to the non-assimilative model, although currents are 
not directly assimilated. This is encouraging and suggests 
that observations (including temperature and salinity pro-
files and altimeter) are helping to constrain flows, at least 
for large scales and long period variability. There is also a 
slight improvement in skill score for the upgraded V1 model, 
compared to the V0 model configuration. Skill for both the 
V0 and V1 models appears to be highest in the Indian Ocean, 
then medium in the Pacific and lowest in the Atlantic. It 
should be noted, however, that this may well be related to the 
dominant variability in the different oceans (eg, the Indian 
Ocean variability in surface currents is dominated by seasonal 
monsoonal reversals). 
There is a ∼20cm/s too strong westward surface current 
bias on the equator (within ±∼2°) for all of the assimilative 
and non-assimilative hindcasts. In 2007–2008 the short-range 
Numerical Weather Prediction wind speed was about 10% too 
weak (ie, not westward enough) compared to tropical moored 
buoy observations.27 The Eastern Pacific thermocline is also 
Fig 8: Regional skill diagrams presenting correlation, RMS error 
and mean error for meridional (v) current for a) the V0 global 
assimilative model (V0 ASM), b) the V0 global non-assimilative 
model (V0 FREE) and c) the V1 global assimilative model (V1 ASM)
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too deep (ie, the east-west thermocline slope is less than 
observed) in the non-assimilative V0 run compared to the 
assimilative V0 run (not shown), which is also consistent with 
a too weak westward equatorial wind stress. The westward 
surface current error is evident in the assimilative run which 
assimilates a high volume of temperature and salinity profiles 
from the moored buoy array and therefore might be expected 
to have a reasonably accurate representation of the near equa-
torial density structure (and associated density driven flows). 
It is also evident in the non-assimilative run, so it also cannot 
be solely related to the assimilation process, and, in particu-
lar, the pressure correction scheme applied near the equator.
It is possible that the error is related to the magnitude and 
vertical structure of the locally wind-forced Ekman trans-
port currents. An eastward wind error would therefore not 
be expected to be the direct cause of the westward surface 
 current bias. The vertical structure of the Ekman currents 
is controlled both by wind stress and by vertical mixing 
Fig 9: Regional skill diagrams for zonal (u) and meridional (v) current component in the Indian Ocean region for  (a & b) the V1 
global assimilative model (V1 ASM) and  (c & d) the V1 high resolution Indian Ocean assimilative model (V1 HRS ASM)
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of  momentum. In short runs of the non-assimilative global 
model (not shown), applying wind versus current stress, 
ie, relative stress rather than the absolute stress which was 
prescribed for the runs presented herein, reduces the west-
ward surface current which would be expected to reduce the 
surface current bias. However, it remains uncertain whether 
using relative stresses improves the surface currents for the 
correct reasons (and how this change might impact on the 
representation of the east-west Pacific thermocline slope vari-
ations). Further analysis of simulated currents with Acoustic 
Doppler Current Profiler current (and temperature and salin-
ity) profiles, co-located in time, is therefore required to better 
understand the cause of this westward surface current error.
Even in the updated V1 FOAM model runs skill scores are 
still not improved in the high resolution 1/12° regional Indian 
Ocean model, compared to those for the 1/4° global model. 
This is disappointing, given that:
 high resolution models have been found to provide better 
estimates, ie, reduced underestimation, of eddy kinetic 
energy, compared to altimeter observations, and the 
V1 high resolution Indian Ocean model has more eddy 
kinetic energy than the V1 Global model;
 the V1 Indian Ocean model has lower RMS errors 
(0.048m) against the altimeter observations than the 
global model (0.054m) (for V0 their RMS errors were 
identical)15;
 qualitative comparisons with animated drifter tracks 
overlaid on simulated sea surface height appear to sug-
gest there may be some improved skill in the currents 
from the high resolution model.
On further consideration, however, there are several rea-
sons why this apparent lack of additional skill for the high 
resolution model might be expected. Errors in assimilative 
models at any location depend on both the initialisation 
errors and the total error growths.
error = initialisation errors + total error growths
The total error growth at any location or grid point 
depends in a rather complex manner on the integrated error 
growth rates along multiple wave or fluid paths moving 
back in time to the time at which they were initialised with 
observations (ie, the time since initialisation). The error 
growth rates themselves depend on initialisation errors both 
locally and at locations upstream of the location considered. 
However, they also depend both on model errors/biases and 
how chaotic or unstable the flow is, which would be expected 
to depend on the baroclinic instability (Eady growth rate), 
barotropic instability, topographic instabilities, etc. Higher 
frequency and short period flows might be expected to be 
more chaotic and unstable, and therefore, to have faster error 
growth rates.
total error growths = function (time since initialisation, 
error growth rate)
error growth rate = function (initialisation errors, 
model biases, flow instability)
For a single wave type, the time since initialisation could, to 
a first order, be considered to be the time since a particular fea-
ture was last over an observational track, which in turn depends 
on the speed at which features propagate over the tracks, eg, the 
Rossby or tropical instability wave speed. An order of magni-
tude estimate for the maximum time since initialisation, assum-
ing a typical distance between tracks of ∼100km and a Rossby 
wave speed of ∼10cm/s, would be up to around 10 days. 
In practice, total error growths and error growth rates for 
each model (including model error) could be estimated from 
time-varying differences for a series of paired model experi-
ments, where a small perturbation (at a different location for 
each pair of experiments) is applied to one model but not the 
other. Adjoint techniques are also employed in the meteorolog-
ical community to estimate model sensitivity to perturbations 
at different locations although it should be noted that these esti-
mates depend on assumptions of linearity in the adjoint model.
Considering next the initialisation errors, it has been 
stated11 that for merged altimeter datasets ‘for Gaussian 
shaped eddies, this wavelength resolution corresponds to 
being able to detect mesoscale features with e-folding scales 
of about 0.4°’. This represents a fundamental resolution limit 
for initialisation of observational products. Dynamic assimila-
tive models, however, have the advantage that they should be 
able to propagate information away from the observational 
tracks to build up a picture over time, albeit with the aforemen-
tioned error growths and observational Niquist period limita-
tions. However, even the along track data is only able to detect 
mesoscale features of e-folding scales of around 0.2°.12 There 
are also additional contributions to intialisation errors through 
limitations of the accuracy of the data assimilation (including 
the impact of model errors) and its configuration. In particular, 
the error covariance scale used in the data assimilation is also 
40km or ∼0.4°. This means that at each observational location 
information is spread over a region, ie, away from the altim-
eter tracks, of e-folding radius ∼0.4°. For sparse observations, 
this would also be expected to limit the minimum scales which 
might be expected to be accurately initialised.
In view of the above-mentioned limitations, one might 
expect large initialisation errors, faster error growth rates and, 
in consequence, a poor constraint on the shorter scale vari-
ability, ie, scales less than ∼0.4° (a coarser scale than either 
the global or Indian Ocean model resolutions of 0.25° and 
0.08°, respectively). It should also be noted that the minimum 
Niquist period of ∼20 days (for JASON observations) means 
that higher frequency variability than ∼20 days will not be 
adequately initialised in either model. One could, however, 
expect the high resolution model to more accurately represent 
the scales greater than 0.4° (and periods longer than 20 days) 
because of the expected improved model dynamics, including 
eddies (and associated eddy statistics) and mesoscale. This 
would be expected to result in improved propagation of obser-
vational information away from altimeter tracks, ie, slower 
error growth rates at these larger spatial scales. For example, 
in a high resolution model improved topographic and coastal 
constraints might be expected (with the caveat of sparse obser-
vation coverage in coastal regions, either for data assimilation 
or for evaluation); improved equatorial and boundary current 
width, location and strength; and improved mesoscale and 
eddy dynamics, statistics and feedbacks on mean flows.
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Since the assimilative model performs consistently better 
than the non-assimilative model, clearly the observations are 
providing a useful constraint, at least for large scale, low fre-
quency variability. The question remains, however, as to why 
improved skill scores for the high resolution Indian Ocean 
model are not being seen. An alternative potential reason for 
the similar skill scores is that in the statistical analysis the 
high resolution model is being penalised by its higher resolu-
tion of short-scale variability, which would not be expected 
to be well constrained. Filtering the high resolution model 
onto the same resolution as the global model prior to the 
comparison with observations might therefore provide a fairer 
comparison. 
It should also be noted that no tuning of the high resolu-
tion model has been undertaken to date. In particular, the 
error covariances used in data assimilation of the high resolu-
tion model are those derived from the low resolution global 
model output. These error covariances are not expected to be 
optimal for use in the high resolution Indian Ocean model and 
could therefore be limiting the benefits of the high resolution 
model. Recalculating error covariances using data from the 
high resolution Indian Ocean model and tuning model param-
eters might help to improve the performance of the high reso-
lution model. Hence, although it remains disappointing that 
additional skill at high resolution has not been demonstrated, 
it is hopeful that with further tuning, appropriate filtering and 
use of an appropriate skill measure it will become possible to 
demonstrate extra skill at high resolution.
CONCLUSIONS
This short note presents a simple statistical assessment of 
surface currents simulated by the Met Office FOAM  models. 
The initial aims have largely been met, which were to quan-
tify skill in simulating surface currents in the tropics; to 
assess whether skill for an independent variable is improved 
by data assimilation, model resolution and model upgrades; 
and to compare several skill scores. If adopted as a standard, 
the approach discussed in this paper could represent a good 
method to inter-compare skill across different modelling sys-
tems, for a truly independent variable.
Improved skill in analysed ocean surface currents has 
been demonstrated through the employment of data assimila-
tion. Useful skill has also been demonstrated for the zonal 
surface currents at many locations. However, skill appears to 
be more limited for the meridional component which is domi-
nated by high frequency variability, including tropical insta-
bility waves at many locations. This appears to be, at least in 
part, related to limitations associated with the altimeter obser-
vational constraint, including its repeat cycles and associated 
Niquist periods. The absence of improved skill scores for the 
nested high resolution Indian Ocean model compared to the 
Global model is disappointing and probably also, at least in 
part, related to the limited altimeter observational constraint. 
Further investigation is required and planned to filter the 
high resolution output onto a lower resolution grid prior to 
comparison with observations; to optimise the error covari-
ances and model configuration for the high resolution model; 
to investigate the regional differences in skill scores in differ-
ent ocean basins; and to better understand large scale model 
temperature and salinity biases. Work is also planned to use 
these statistics, against the Global Tropical Moored Buoy 
observations, to benchmark an evaluation over an equiva-
lent region using drifter observations, which could then be 
extended to a full global analysis. Drawing on experience from 
the meteorological community, the authors are also planning 
to trial a range of statistical approaches for evaluating ocean 
currents against mooring observations, including comparisons 
with adjacent model grid points (within a search radius).
This initial study focuses on evaluating analysed surface 
currents. Clearly, forecast currents would become progres-
sively more challenging to accurately simulate at increasing 
lead times, due to the increasing timescales for model errors 
to grow. Surface currents would also be expected to be better 
represented than deeper currents, whose representation relies 
on the propagation of observed sea surface height information 
through the water column and the associated assumptions and 
errors in the simulated density structure. Comparisons with 
Global Tropical Moored Buoy Acoustic Doppler Current 
Profiler observations of vertical current structure would 
therefore be valuable. This analysis might also provide more 
information on the potential cause of the westward current 
bias, eg, wind or mixing errors, etc.
To better inform engineering users of assimilative model 
products, increased effort would be valuable (drawing on 
considerable experience in the meteorological community) to 
better understand site-specific model performance, particularly 
representation of the mesoscale. Improved understanding of the 
dynamics of tropical current variability might also help model-
lers to relate errors to deficiencies in process representation. 
The SWOT wide swath altimeter, planned for 2014–16, with 
∼10km resolution, could significant improve the observational 
constraint for mesoscale and sub-mesoscale ocean variability. 
This instrument might therefore be expected to result in signifi-
cant improvements in observing and forecasting ocean currents, 
which would be particularly valuable for engineering users. 
ACKNOWLEDGEMENTS
The research leading to these results has received fund-
ing from the European Community’s Seventh Framework 
Programme FP7/2007–2013 under grant agreement n°218812 
(MyOcean). Funding support was also provided by the UK 
Ministry of Defence. Thanks to Mike Bell, Alistair Sellar, 
and Rosa Barciela for useful discussion. The global tropical 
moored buoy array current velocity observations were kindly 
provided by the TAO projecy office of NOAA/PMEL(www.
pmel.noaa.gov/tao/data_deliv/deliv.html).
REFERENCES
1. Bell MJ, Lefèbvre M, Le Traon PY, Smith N and 
Wilmer-Becker K. 2009. GODAE: The Global Ocean Data 
Assimilation Experiment. Oceanography, 22(3), 14–21.
2. Hurlburt HE, Brassington GB, Drillet Y, Kamachi M, 
Benkiran M, Bourdallé-Badie R, Chassignet EP, Jacobs GA, 
Le Galloudec O, Lellouche JM, Metzger EJ, Oke PR, Pugh 
TF, Schiller A, Smedstad OM, Tranchant B, Tsujino H, Usui N 
and Wallcraft AJ. 2009. High-resolution global and basin-scale 
ocean analyses and forecasts. Oceanography, 22(3), 110–127.
Hyder_JOO_Aug.indd   14 8/27/12   4:42 PM
39
Assessing equatorial surface currents in the FOAM Global and Indian Ocean models against observations
Volume 5 No 2 August 2012      Journal of Operational Oceanography
3. Metzger EJ, Hurlburt HE, Xu X, Shrivera JF, Gordon 
AL, Sprintall J, Susanto RD and van Aken HM. 2010. 
Simulated and observed circulation in the Indonesian Seas: 
1/12° global HYCOM and the INSTANT observations. 
Dynamics of Atmospheres and Oceans, 50, 275–300.
4. Giraud St Albin S, Crosnier L and Stephens R. 2005. 
Evaluation du nouveau système du assimilation multi-varié 
multidonnées Mercator-Océan pour la prévision du Loop 
Current et des positions des tourbillons frontaux dans le 
Golfe du Mexique. La lettre trimestrielle Mercator Océan, 19 
October 2005, 22–43.
5. Bonjean F and Lagerloef GSE. 2002. Diagnostic model 
and analysis of the surface currents in the tropical Pacific 
Ocean. Journal of Physical Oceanography, 32, 2938–2954.
6. Johnson ES, Bonjean F, Lagerloef GSE, Gunn JT and 
Mitchum GT. 2007. Validation and error analysis of OSCAR 
sea surface currents. Journal of Atmosphere and Ocean 
Technology, 24, 688–701.
7. Sudre J and Morrow RA. 2008. Global surface cur-
rents: a high-resolution product for investigating ocean 
dynamics. Ocean Dynamics, 58, 101–118, DOI 10.1007/
s10236-008-0134-9.
8. Dohan K and Maximenko N. 2010. Monitoring ocean 
currents with satellite sensors. Oceanography, 23(4), 94–103.
9. Jeans DG and Lefevre F. 2008. Evolving synergies in 
applied ocean current merasurement. Journal of Operational 
Oceanography, 1, 45–49.
10. Gilleland E, Ahijevych D, Brown BG, Casiti B and 
Ebert EE. 2009. Intercomparison of spatial forecast verifica-
tion methods. Weather and forecasting, 24, 1416–1430.
11. Fu LL, Chelton DB, Le Traon PY and Morrow R. 
2010. Eddy dynamics from satellite altimetry. Oceanography, 
23(4), 14–25.
12. Chelton DB, Schlax MG and Samelson RM. 
2011. Global observations of nonlinear mesoscale eddies. 
Progress in Oceanography, 91, 167–216, doi:10.1016/j.
pocean.2011.01.002.
13. Lagerloef GSE, Mitchum GT, Lukas RB and Niiler 
PP. 1999. Tropical Pacific near-surface currents estimated 
from altimeter, wind and drifter data. Journal of Geophysical 
Research, 104, 22313–22326.
14. Saji NH, Goswami BN, Vinayachandran PN and 
Yamagata T. 1999. A dipole mode in the tropical Indian 
Ocean. Nature, 401, 360–363.
15. Storkey D, Blockley EW, Furner R, Guiavarc’h, C, Lea 
D, Martin MJ, Barciela, RM, Hines A, Hyder P and Siddorn JR. 
2010. Forecasting the ocean state using NEMO: The new FOAM 
system. Journal of Operational Oceanography, 3(1), 3–15.
16. Bell MJ, Forbes RM and Hines A. 2000. Assessment of 
the FOAM global data assimilation system for real-time opera-
tional ocean forecasting. Journal of Marine Systems, 25, 1–22.
17. Martin MJ, Hines A and Bell MJ. 2007. Data Assimilation 
in the FOAM operational short-range ocean forecasting system: 
a description of the scheme and its impact. Quarterly Journal of 
the Royal Meteorological Society, 133, 981–995.
18. Bell MJ, Martin MJ and Nichols NK. 2004. Assimilation 
of data into an ocean model with systematic errors near the 
equator. Quarterly Journal of the Royal Meteorological 
Society, 130, 873–893.
19. Rio MH, Schaeffer P, Hernandez F and Lemoine JM. 
2005. The estimation of the ocean mean dynamic topog-
raphy through the combination of altimetric data, in-situ 
measurements and GRACE geoid: From global to regional 
studies. Proceedings of the GOCINA international workshop, 
Luxembourg
20. Burchard H. 2002. Energy-conserving discretisa-
tion of turbulent shear and buoyancy production. Ocean 
Modelling, 4, 347–361.
21. Stark JD, Donlon CJ, Martin MJ and McCulloch ME. 
2007. OSTIA: An operational, high resolution, real time, 
global sea surface temperature analysis system. Oceans ‘07 
IEEE Aberdeen, conference proceedings, Marine challenges: 
coastline to deep sea, Aberdeen, Scotland.
22. Donlon CJ, Martin M, Stark JD, Roberts-Jones J, 
Fiedler E and Wimmer W. 2011. The Operational Sea Surface 
Temperature and Sea Ice Analysis (OSTIA) system, remote 
sensing of environment. Available online 27 August 2011, 
ISSN 0034-4257, 10.1016/j.rse.2010.10.017.
23. Taylor KE. 2001. Summarizing multiple aspects 
of model performance in a single diagram. Journal of 
Geophysical Research, 106, 7183–7192.
24. Allen JI, Holt JT, Blackford J and Proctor R. 2007. 
Error quantification of a high-resolution coupled hydrody-
namic-ecosystem coastal-ocean model: Part 2. Chlorophyll-a, 
nutrients and SPM. Journal of Marine Systems, 68, 381–404.
25. Holt JT, Allen JI, Proctor R and Gilbert F. 2005. Error 
quantification of a high-resolution coupled hydrodynamic – 
ecosystem coastal – ocean model: Part 1 model overview and 
assessment of the hydrodynamics. Journal of Marine Systems, 
57, 167–188.
26. Wang C. 2005. Subthermocline tropical cells and 
equatorial subsurface countercurrents. Deep-Sea Research I, 
52, 123–135.
27. Ingleby B. 2010. Factors affecting ship and buoy 
data quality: A data assimilation perspective. Journal of 
Atmospheric and Oceanic Technology, 27, 1476–1489.
Hyder_JOO_Aug.indd   15 8/27/12   4:42 PM
Geosci. Model Dev., 7, 1069–1092, 2014
www.geosci-model-dev.net/7/1069/2014/
doi:10.5194/gmd-7-1069-2014
© Author(s) 2014. CC Attribution 3.0 License.
GO5.0: the joint NERC–Met Office NEMO global ocean model for
use in coupled and forced applications
A. Megann1, D. Storkey2, Y. Aksenov1, S. Alderson1, D. Calvert2, T. Graham2, P. Hyder2, J. Siddorn2, and B. Sinha1
1Marine Systems Modelling, National Oceanography Centre, Southampton, SO14 3ZH, UK
2Met Office, Hadley Centre, Exeter, Devon, EX1 3PB, UK
Correspondence to: A. Megann (apm@noc.ac.uk)
Received: 25 October 2013 – Published in Geosci. Model Dev. Discuss.: 26 November 2013
Revised: 6 March 2014 – Accepted: 7 April 2014 – Published: 6 June 2014
Abstract. We describe a new Global Ocean standard con-
figuration (GO5.0) at eddy-permitting resolution, developed
jointly between the National Oceanography Centre and the
Met Office as part of the Joint Ocean Modelling Programme
(JOMP), a working group of the UK’s National Centre for
Ocean Forecasting (NCOF) and part of the Joint Weather
and Climate Research Programme (JWCRP). The configura-
tion has been developed with the seamless approach to mo-
delling in mind for ocean modelling across timescales and
for a range of applications, from short-range ocean forecast-
ing through seasonal forecasting to climate predictions as
well as research use. The configuration has been coupled
with sea ice (GSI5.0), atmosphere (GA5.0), and land-surface
(GL5.0) configurations to form a standard coupled global
model (GC1). The GO5.0 model will become the basis for
the ocean model component of the Forecasting Ocean Assi-
milation Model, which provides forced short-range forecast-
ing services. The GC1 or future releases of it will be used in
coupled short-range ocean forecasting, seasonal forecasting,
decadal prediction and for climate prediction as part of the
UK Earth System Model.
A 30-year integration of GO5.0, run with CORE2 (Com-
mon Ocean-ice Reference Experiments) surface forcing from
1976 to 2005, is described, and the performance of the model
in the final 10 years of the integration is evaluated against
observations and against a comparable integration of an ex-
isting standard configuration, GO1. An additional set of 10-
year sensitivity studies, carried out to attribute changes in
the model performance to individual changes in the model
physics, is also analysed. GO5.0 is found to have substan-
tially reduced subsurface drift above the depth of the ther-
mocline relative to GO1, and also shows a significant im-
provement in the representation of the annual cycle of surface
temperature and mixed layer depth.
1 Introduction
Coupled climate models developed at the UK Met Office
have been at the forefront of international climate research
and projections for the past 15 years. HadCM3 (Hadley Cen-
tre Coupled Model version 3; Gordon et al., 2000) was used
in the Third and Fourth Assessment Reports (Houghton et
al., 2001; Solomon et al., 2007) and is still widely used as a
standard tool in climate research, while HadGEM1 (Hadley
Centre Global Environmental Model version 1) (Johns et
al., 2006), HadGEM2 (Collins et al., 2008) and HadGEM3
(Hewitt et al., 2011) have offered improvements in resolu-
tion, numerics and physics. All these models have an ocean
on a horizontal grid of around 1◦, although the HadGEM
models have a refinement of the north–south grid scale close
to the Equator down to 1/3◦. In this paper we will refer to
the model described by Hewitt et al. (2011) as HadGEM3,
however newer versions currently in development, with a
higher-resolution ocean, are also commonly referred to as
HadGEM3.
Global ocean models are also used at the Met Office as part
of seasonal and decadal forecasting systems (Arribas et al.,
2011; Smith et al., 2007) and for ocean analysis and short-
range forecasting (Storkey et al., 2010). At the Met Office
and elsewhere there is increasing interest in using a seamless
modelling system for use at all timescales from short range
forecasting to climate prediction (Brown et al., 2012).
Increased horizontal resolution in the ocean has been
shown to have several benefits for modelling climate. In
the North Atlantic the improved path of the Gulf Stream
and North Atlantic Current (NAC) reduces the magnitude
of a large cold bias off Grand Banks seen in many low-
resolution climate models (e.g. Gnanadesikan et al., 2007;
Danabasoglu et al., 2010). Reducing this bias has been shown
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to improve the frequency of blocking in a climate model
(Scaife et al., 2011). In the tropical Pacific Ocean, eddy per-
mitting resolution in HiGEM (High-resolution Global Envi-
ronment Model) has been shown to help reduce the equato-
rial cold tongue bias (Shaffrey et al., 2009; Roberts et al.,
2009) and the double intertropical convergence zone (ITCZ)
bias, and also to more realistically simulate the westward ex-
tent of El Niño. Furthermore, teleconnections to the North
Pacific Ocean associated with ENSO were also improved as
a result of increased ocean resolution (Dawson et al., 2012).
Eddy permitting models have an order of magnitude more
eddy kinetic energy (EKE) than low-resolution models (Del-
worth, 2012) and the 1/4◦ ORCA025 configuration has been
shown to simulate 81 % of observed sea level variability on
interannual timescales (Penduff et al., 2010).
Ocean models run on horizontal grids fine enough to re-
solve eddies in the Southern Ocean show “eddy saturation”,
where increased vertical transport of momentum and merid-
ional transport of heat away from the Antarctic Circumpolar
Current (ACC) by the eddy field in response to increases in
wind stress means that the isopycnal slopes and therefore the
circumpolar transport is relatively insensitive to changes in
the wind forcing (Tansley and Marshall, 2001; Hallberg and
Gnanadesikan, 2006; Munday et al., 2013). This is not ob-
served in lower-resolution models where the eddy transports
are parameterised by diffusive schemes. A similar insensi-
tivity of the global overturning circulation to the Southern
Ocean wind forcing (“eddy compensation”) is also seen in
eddy-resolving models (Viebahn and Eden, 2010; Farneti et
al., 2010) although some studies have suggested that eddy
compensation can be achieved in lower-resolution models
using a variable Gent–McWilliams coefficient and modified
tapering scheme at the base of the mixed layer (Gent and
Danabasoglu, 2011; Farneti and Gent, 2011).
Here we describe a new Global Ocean standard config-
uration (GO5.0) at eddy-permitting resolution, developed
jointly between the National Oceanography Centre and the
Met Office as part of the Joint Ocean Modelling Programme
(JOMP), a working group of the UK’s National Centre for
Ocean Forecasting (NCOF) and part of the Joint Weather and
Climate Research Programme (JWCRP). The configuration
has been developed with the seamless approach to modelling
in mind and is therefore intended to be used as the basis
for ocean modelling across timescales and for a range of ap-
plications, from short-range ocean forecasting, through sea-
sonal forecasting, to climate predictions as well as research
use. The configuration has been developed for use through-
out the UK academic and operational modelling communi-
ties. It has been coupled with the sea ice (GSI5.0), the at-
mosphere (GA5.0) and the land-surface (GL5.0) configura-
tions to form a standard coupled global model (GC1). Ad-
ditionally we take this opportunity to improve upon known
deficiencies in the vertical mixing scheme and to take ad-
vantage of recent releases of NEMO and improvements in
bathymetry data sets. The GO5.0 model will become the
basis for the ocean model component of the Forecasting
Ocean Assimilation Model (FOAM, Storkey et al., 2010),
which presently provides forced short-range forecasting ser-
vices to MyOcean (www.myocean.eu) and other users. The
global coupled model will be used in coupled short-range
ocean forecasting (as future versions of FOAM evolve into
coupled systems), for seasonal forecasting as part of the
GloSea4 (Global Seasonal forecasting system version 4) sys-
tem (Arribas et al., 2011), for decadal prediction as part of
the DePreSys (Decadal climate Prediction System; Smith et
al., 2007) and for climate prediction as part of the UK Earth
System Model (UKESM). The latter will be the UK’s con-
tribution to the upcoming IPCC (Intergovernmental Panel on
Climate Change) Sixth Assessment Report and to the Cou-
pled Model Intercomparison Project phase 6 (CMIP6).
We use the term “standard configuration” to denote all the
items required to run the model, i.e. model code, input pa-
rameters and data sets, and compilation keys, and these are
summarised in the Appendices A–E.
The main aim of this paper is to introduce the ocean model
constituting GO5.0, and to evaluate its performance in ocean-
only configuration, according to a set of first-order metrics.
We will also compare the performance of GO5.0 with the
previous global ocean configuration, which we denote GO1,
and attribute the salient differences between the two model
implementations to specific changes in model physics and
parameter sets. Documentation of the attribution of changes
in model behaviour to specific choices in a configuration
will allow model developers using this or other models to
make informed decisions and interpret model simulations
with more clarity. Section 2 describes the ocean and ice mod-
els and the surface forcing fields. Section 3 summarises the
main physics choices, and in Sect. 4 the experimental design
is described. In Sect. 5 we present the results of the analy-
sis: firstly the GO5.0 configuration is validated against ob-
servations; then GO5.0 is compared with the previous global
model GO1; and the main improvements identified in GO5.0
are attributed to specific physics choices. Finally in Sect. 6
we summarise the results and discuss upgrades to the model
currently under development.
2 Model description
GO5.0 is based on version 3.4 (v3.4) of NEMO (Nucleus
for European Models of the Ocean) (Madec, 2008), and is
closely related to the global DRAKKAR ORCA025 config-
uration (Barnier et al., 2006) sharing many of the same dy-
namics and physics choices. The horizontal grid, known as
ORCA025, has 1/4◦ resolution (1442 grid points×1021 grid
points) at global scale decreasing poleward (an isotropic
Mercator grid in the Southern Hemisphere, matched to a
quasi-isotropic bipolar grid in the Northern Hemisphere with
poles at 107◦ W and 73◦ E). The effective resolution is ap-
proximately 27.75 km at the Equator, but increases with lati-
tude to be, for example, 13.8 km at 60◦ S or 60◦ N. The model
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has 75 vertical levels where the level thickness is a double
tanh function of depth such that the level spacing increases
from 1 m near the surface to 200 m at 6000 m (I. Culverwell,
personal communication, 2009). This level set was chosen
to provide high resolution near the surface for short to mid-
range forecasting purposes while retaining reasonable reso-
lution at mid-depths for long-term climate studies.
The model’s bathymetry (DRAKKAR v3.3) is based on
the ETOPO1 data set (Amante and Eakins, 2009) with addi-
tional data in coastal regions from GEBCO (General Bathy-
metric Chart of the Oceans; IOC, 2003). This is a change
from the GO1 configuration, which used the DRAKKAR
G70 bathymetry based on the lower-resolution ETOPO2
with corrections from satellite-based bathymetry and other
sources (Remy et al., 2003). Bottom topography is repre-
sented as partial steps (Barnier et al., 2006). The derivation
of DRAKKAR bathymetry data sets is described by Barnier
et al. (2006). Initially, each model grid cell is assigned the
median of all observations falling within the boundaries of
that grid cell. The initial estimate is then modified by appli-
cation of two passes of a uniform Shapiro filter and, finally,
hand editing is performed in a few key areas.
The model uses a linear free surface and an energy and
enstrophy conserving momentum advection scheme. The
horizontal viscosity is bi-Laplacian with a value of 1.5×
1011 m4 s−1 at the Equator, reducing polewards as the cube
of the maximum grid cell dimension: thus at 60◦ N the ho-
rizontal viscosity is approximately one-eighth of its value at
the Equator. Tracer advection uses a total variance dissipa-
tion (TVD) scheme (Zalesak, 1979). Lateral tracer mixing is
along isoneutral surfaces with a coefficient of 300 m2 s−1.
The isopycnal mixing scheme of Gent and McWilliams
(1990) is not used in this configuration.
With regard to diapycnal mixing processes, the vertical
mixing of tracers and momentum is parameterised using a
modified version of the Gaspar et al. (1990) turbulent ki-
netic energy (TKE) scheme (described in Madec, 2008).
Unresolved vertical mixing processes are represented by a
background vertical eddy diffusivity of 1.2× 10−5 m2 s−1,
which decreases linearly from ±15◦ latitude to a value of
1.2× 10−6 m2 s−1 at ±5◦ latitude (Gregg et al., 2003) and a
globally constant background viscosity of 1.2×10−4 m2 s−1.
A parameterization of double diffusive mixing (Merryfield et
al., 1999) is included at GO5.0.
Bottom friction is quadratic with an increased coefficient
in the Indonesian Throughflow, Denmark Strait and Bab al
Mandab regions. An advective and diffusive bottom bound-
ary layer scheme is included (Beckmann and Doescher,
1997). The tidal mixing parameterisation of Simmons et al.
(2004) is included with a special formulation for the Indone-
sian Throughflow (Koch-Larrouy et al., 2008). At GO5.0 a
climatological geothermal heat flux (Stein and Stein, 1992)
is added as a bottom boundary condition; this was not used
at GO1.
The sea ice component is the latest public release of
the Los Alamos National Laboratory sea ice model version
4.1 (CICE v4.1; Hunke and Lipscomb, 2010). The model
includes elastic-viscous-plastic ice dynamics (Hunke and
Dukowicz, 1997), energy-conserving thermodynamics (Bitz
and Lipscomb, 1999) and multicategory ice thickness (Bitz
et al., 2001). The setup of CICE is the same as in the lower-
resolution version of HadGEM3 described by Hewitt et al.
(2011) with five sea ice thickness categories. Both GO5.0
and HadGEM3 use the zero-layer Semtner thermodynamics
scheme (Semtner, 1976). We also note that in both the GO5.0
and HadGEM3 configurations the sea ice model is not on the
same grid as the ocean (sea ice is on the Arakawa B-grid
and ocean is on the Arakawa C-grid; Arakawa, 1966) and an
interpolation routine is used to couple these model compo-
nents. As in HadGEM3, the ice and ocean components are
combined into a single executable, so there is no need for a
coupler.
We shall also discuss the preceding version of the Met
Office ocean model, GO1. This was based on NEMO ver-
sion 3.2 (v3.2) and CICE v4.1, and was implemented on the
same grid as GO5.0, with the same surface forcing.
The ocean and ice code are managed using the Subver-
sion code-management software, allowing unique identifica-
tion of the respective code bases using a code version num-
ber. Ocean and ice model code version numbers, compilation
keys and name lists are listed in the Appendices A–E.
The model was run on the MONSooN supercomputer,
jointly owned by NERC and the Met Office. The ocean was
distributed over 480 cores with the MPI communications har-
ness, with CICE running on a single node, and an acceptable
throughput of one model year in 6 h was achieved.
3 Summary of main physics choices
The main physics change between GO1 and GO5.0 is a set of
changes to the vertical mixing parameters based on the work
of Calvert and Siddorn (2013). Vertical mixing in the model
is achieved using a turbulent closure scheme with an alge-
braic mixing length (Gaspar et al., 1990; Madec, 2008). Ad-
ditionally, the NEMO implementation of the scheme includes
a number of parameterisations to represent additional unre-
solved turbulent processes, including surface wave breaking
(Craig and Banner, 1994) and Langmuir turbulence (Axell,
2002). A further parameterisation represents the enhanced
mixing due to breaking of near-inertial waves as an addi-
tional source of TKE exponentially decaying from the sur-
face. Users of previous versions of the NEMO ORCA025
model have found significant biases, particularly in the mid-
latitudes, and this has been highlighted as a priority bias to
reduce with this configuration. Calvert and Siddorn (2013)
explored the sensitivity of the model to realistic ranges of
parameters in the TKE scheme using 10-year integrations of
NEMO at ORCA1 (1◦) lateral resolution. As a result of this
work they found that altering the vertical length scale for this
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TKE source term (controlled by the parameter nn_htau) from
30 to 10 m at mid to high latitudes and from 0.5 to 10 m in
the tropics was able to significantly alleviate an excessively
diffuse midlatitude thermocline. This was seen to result in
reduced summertime mixed layer depths and a significant re-
duction of near-surface temperature biases at midlatitudes.
Additionally, Calvert and Siddorn (2013) suggested that a
small increase in the Craig and Banner (1994) wind-wave en-
ergy coefficient (controlled by the parameter rn_ebb) would
be more consistent with theory, but was shown to have a very
small impact on model results. Similarly, a minor change in
the minimum permitted surface mixing length (controlled by
the parameter rn_mxl0) suggested by Calvert and Siddorn
(2013) for consistency with other vertical mixing parameters
was shown to have a negligible impact.
Convection in the model is parameterised as an enhanced
vertical diffusivity of 10 m2 s−1 for momentum and tracer
fields where the water column is unstable. At NEMO v3.2
this enhanced vertical diffusivity was erroneously used in the
prognostic equation for the TKE, instead of the vertical dif-
fusivity calculated by the TKE scheme. This was shown to
result in a deep bias in wintertime mixed layer depths ow-
ing to the non-conservative increase in the calculated TKE.
This has since been addressed with NEMO v3.4 and there-
fore constitutes another difference between GO5.0 and GO1.
Other changes between GO1 and GO5.0 are changes to
other vertical mixing parameters between GO1 and GO5.0
as noted in Table 1; the inclusion of a double diffusive mix-
ing parameterisation at GO5.0; the addition of the bottom
boundary layer scheme of Beckmann and Doescher (1997);
and the inclusion of a climatological geothermal heating pa-
rameterisation at GO5.0.
The inclusion of the particular new processes and parame-
ter choices described above is based on a mixture of recom-
mendations from the recent literature (from low-resolution
model studies), and on changes considered desirable on
strong theoretical or observational grounds.
4 Experimental design
The GO5.0 configuration can be viewed as a set of incremen-
tal changes in the model physics relative to the GO1 config-
uration. In order to evaluate the GO5.0 configuration and to
understand the model improvements over GO1, a series of
forced ocean–sea ice integrations was performed to assess
the effects of each individual change.
4.1 Model initialisation and forcing
All of the integrations described here are driven over the
period 1976–2005 by the CORE2 surface forcing data set
(Large and Yeager, 2009). CORE2 supplies monthly precip-
itation and daily downward shortwave and longwave radia-
tion which are used to force the model directly, and 6-hourly
10 m wind, 2 m air humidity and 2 m air temperature which
are used to compute turbulent air–sea and air–sea ice fluxes
during model integration using the bulk formulae proposed
by Large and Yeager (2009). The source data for precipita-
tion and radiative fluxes are only available from 1979 and
1984 onward, respectively. Prior to these dates the respec-
tive climatologies are used. Climatological monthly runoffs
derived from the Dai and Trenberth (2002) climatology are
applied along the land mask (Bourdalle-Badie and Treguier,
2006). No diurnal cycle is imposed in the radiative forcing.
Initial conditions for temperature and salinity for all the
integrations are obtained from an average of years 2004–
2008 of the EN3 monthly objective analysis (Ingleby and
Huddleston, 2007) and the model is started from a state of
rest. To avoid unacceptable drifts in salinity and an exces-
sive spin-down of the overturning circulation, the sea surface
salinity (SSS) is restored toward monthly mean climatolog-
ical values: the vertical velocity for restoration rn_deds is
set to −33.33 mm day−1 psu−1 over the open ocean. Model
outputs are archived as successive 5-day means throughout
the whole integration and post-processed to monthly means.
More details about the model configuration may be found in
Storkey et al. (2010), Barnier et al. (2006), and Penduff et al.
(2007).
4.2 Model integrations
A 30-year integration of GO5.0 was carried out with the fi-
nal set of modifications and parameter values, from the initial
state described above. This was compared with the reference
integration, from the same initial state and of the same length,
of the pre-existing GO1 model based on NEMO v3.2. To es-
timate the effect of the code change alone, a further 30-year
integration of NEMO 3.4 was made with initial state and
all parameters and physics choices identical, or as close as
possible, to those of GO1. We compare annual and seasonal
means from each of these three integrations and also with ob-
servations in the form of the EN3 climatology for subsurface
temperature and salinity (Ingleby and Huddleston, 2007), the
HadSST3 surface temperature climatology (Kennedy et al.,
2011), satellite-derived sea ice extent (Cavalieri et al., 1996,
updated yearly), the PIOMAS (Pan-Arctic Ice-Ocean Model-
ing and Assimilation System) reanalysis for Northern Hemi-
sphere sea ice volume (Zhang et al., 2003), and measured
transports through key straits from a variety of observational
studies.
An additional set of 10-year simulations was made to
attribute changes between GO1 and GO5.0 to individual
changes in configuration. These are summarised as follows:
– The bathymetry was upgraded from the original
DRAKKAR ORCA025 data set as described in Sect. 2.
– The background vertical diffusivity rn_avt0 and viscos-
ity rn_avm0 were increased from 1.0× 10−5 to 1.2×
10−5 m2 s−1 and from 1.0×10−4 to 1.2×10−4 m2 s−1,
respectively.
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Table 1. Parameter changes between GO1 and GO5.0.
Parameter GO1 (where different from GO5) GO5
Horizontal bi-Laplacian viscosity Same as in GO5.0 −1.5× 1011 m4 s−1
Isoneutral Laplacian tracer diffusion Same as in GO5.0 300 m2 s−1
Background vertical viscosity 1.0× 10−4 m2 s−1 1.2× 10−4 m2 s−1
Background vertical diffusivity 1.0× 10−5 m2 s−1 1.2× 10−5 m2 s−1
Energy coefficient for Craig and Banner (1994)
surface wave breaking parameterisation 60.0 67.83
Length scale for near-inertial wave 0.5 m in tropics, 10 m everywhere
breaking parameterisation rising to 30 m at midlatitudes
Minimum value of surface mixing length scale 0.01 m 0.04 m
Minimum value of interior mixing length scale 0.001 m 0.01 m
– Changes were made to the TKE scheme parame-
ters rn_ebb (coefficient of the surface input of TKE),
rn_mxl0 (minimum surface mixing length scale) and
nn_htau (changing the TKE penetration depth scale
from a constant 10 m to varying from 0.5 m at the Equa-
tor to 30 m poleward of 40◦ N and 40◦ S).
– Geothermal heat flux was applied, as in Stein and Stein
(1992) via the parameter nn_geoflx.
– Double diffusion of tracers was added.
– A scheme for a bottom boundary layer as in Beckmann
and Doescher (1997) was added.
– The ice model (CICE) was modified to include a
salinity-dependent freezing point. The thermal con-
ductivity of the ice was changed from 2.00 to
2.63 W m−1 K−1 and the fixed ice salinity was changed
from 4.0 to 8.0 psu (practical salinity units), following
Rae et al. (2014).
The attribution study will compare the above experiments
with one another, as well as with the v3.2 model GO1 and
the original v3.4 integration with the GO1 parameter set. The
strategy of adjusting parameters according to individual sen-
sitivity studies may not be the optimal method for finding
the most appropriate parameter set, since the parameters and
physics choices may interact non-linearly, but resources were
insufficient for a systematic investigation of parameter space
such as that carried out with HadCM3 by Williamson et al.
(2013).
Table 2 summarises the integrations carried out, including
the values of the principal parameter changes at each step.
We note that the pair of runs comparing NEMO 3.2 and 3.4
(namely GO1 and N3.4) differ further in one minor respect.
The v3.4 parameter rn_mxl0, the minimum permitted surface
mixing length, was erroneously set to 0.001 in the latter ex-
periment to match the value of the parameter rn_lmin in v3.2.
The latter is an interior minimum length scale in v3.2 but is
absent in v3.4, and the equivalent parameter in v3.2 is in fact
rn_lmin0, which was set to 0.01. An additional 10-year inte-
gration (N3.4_mxl0) similar to N3.4 was performed, with a
value of 0.01: the consequent surface changes were not con-
sidered to be significant, with the two simulations being qual-
itatively the same with mean surface temperature differences
in years 6–10 of less than 0.05 ◦C everywhere.
5 Results
5.1 Validation of GO5.0 against observations
5.1.1 Surface biases and mixed layer depth
Figure 1 shows the sea surface temperature (SST) and salin-
ity (SSS) errors in years 21–30 of the GO5.0 model, relative
to the mean of the Reynolds et al. (2002) and EN3 (Ingleby
and Huddleston, 2007) respective monthly climatology over
the same period. There is overall a warm bias over most of the
global ocean, with a global mean bias of +0.72 ◦C, and with
the largest biases (of over 1 ◦C) in the tropics, the Southern
Ocean, the subpolar North Atlantic and over the separated
western boundary currents in the North Atlantic and North
Pacific. There are cool biases of 0.25–0.50 ◦C extending over
much of the subtropical North Atlantic and North Pacific.
GO5.0 is too fresh in most of the Atlantic, except in the sub-
polar gyre, where the salty bias of 0.5–1.0 psu is co-located
with the warm bias mentioned above. It is worth noting that
the largest surface errors occur at high latitudes, and there-
fore are perhaps unduly emphasised in the cylindrical pro-
jection used in Fig. 1. Generally the regions where there is a
surface warm bias (especially in the Southern Ocean and the
Pacific) correspond to a positive surface salinity error: these
may result from forcing errors, but are not inconsistent with
an excessive evaporation from surface waters with a warm
bias. The exception is in the Arctic, where there is a positive
surface salinity error of up to 2 psu, due to excessive autumn
sea ice formation on the Siberian shelves and in the Beaufort
Sea (Fig. 1); the reason for this error is unclear, but is most
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Table 2. Summary of integrations carried out. The UM (Unified Model) job ID (identification) is a unique identifier for each run within
the Met Office Unified Model system, and allows any configuration to be replicated by another user. The parameters listed are rn_avt0
(background vertical tracer diffusivity), rn_mxl0 (minimum surface mixing length scale), and rn_ebb (coefficient of the surface input of
TKE). The switch nn_htau enables a spatially varying TKE penetration depth scale, while nn_geoflx applies an abyssal geothermal heat flux
(bathy – bathymetry data set).
Run name UM job ID NEMO v rn_avt0×10−5 bathy rn_mxl0 rn_ebb nn_htau nn_geoflx Run (years)
GO1 xexoc 3.2 1.0 G70 n/a 60.0 1 0 30
N3.4 xhiml 3.4 1.0 G70 0.001 60.0 1 0 30
N3.4_mxl0 xhimq 3.4 1.0 G70 0.01 60.0 1 0 30
N3.4_bath xhimj 3.4 1.0 GO5 0.001 60.0 1 0 10
N3.4_vmix xhkfg 3.4 1.2 GO5 0.001 60.0 1 0 10
N3.4_tke xhkfi 3.4 1.2 GO5 0.04 67.83 0 0 10
N3.4_geo xhimt 3.4 1.2 GO5 0.04 67.83 0 2 10
N3.4_DD xhimp 3.4 1.2 GO5 0.04 67.83 0 2 10
N3.4_ice xhimm 3.4 1.2 GO5 0.04 67.83 0 2 10
N3.4_bbl xhimn 3.4 1.2 GO5 0.04 67.83 0 2 10
GO5.0 xhimo 3.4 1.2 GO5 0.04 67.83 0 2 30
Figure 1. Surface biases in years 1996-2005 of GO5.0: (a) mean surface 
temperature bias with respect to the Pathnder climatology; and 
(b) mean surface salinity bias with respect to the EN3 climatology.
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igure 1. Surface biases in years 1996–200 of GO5.0: (a) mean
surface temperature bias with respect to the Reynolds et l. (2002)
climatology, and (b) mean surface salinity bias with respect to the
EN3 climatology.
likely to be related to the air temperature and radiative biases
in the atmospheric forcing (Barnier et al., 2006). The sea ice
biases are discussed further in Sect. 5.1.4.
Figure 2 shows the annual minimum and maximum mixed
layer depth (MLD) calculated for years 1996–2005, corre-
sponding to the shallowest depth of the mixed layer in the
local hemispheric summer and the deepest mixed layer in
the local hemispheric winter, alongside the same quantity
from the de Boyer Montégut et al. (2004) climatology. The
model’s mixed layer depth is calculated from 5-day data us-
ing the same criterion of a 0.2 ◦C change relative to the sur-
face value as used in the climatology. The ocean data points
masked by hatching in the model output (panels a, c) and by
white in the climatology (panels b, d) represent the locations
where a full annual cycle of observations was not available
as a result of sea ice coverage. The GO5.0 model realistically
reproduces the spatial patterns of both summer and winter
surface mixing: in particular, the regions of wintertime, dense
water formation in the North Atlantic and Nordic Seas cor-
respond quite closely to those in the observations, as do the
near-zonal bands of deep turbulent mixing in the Southern
Ocean (Fig. 2c, d). There is a consistent bias, however, to an
unrealistically shallow summer mixed layer over the whole
ocean, with maximum values of 30–50 m in the tropics and
Southern Ocean in the model, contrasting with a range of
50–70 m in the same regions in the climatology (Fig. 2a, b).
This is consistent with the warm surface bias in the same re-
gions seen in Fig. 1. Also, the winter mixing in the dense
water formation regions in the North Atlantic is much deeper
than in the climatology, reaching to over 1000 m in many in-
stances. The patch of very deep mixing extending from the
Weddell Sea eastwards to 50◦ E is also seen in HadGEM1
and HiGEM: in GO5.0 this feature develops after year 20
of the integration, but it does not occur in GO1. It seems
to be associated with a gradual modification of the water
masses in the region and the development of the extensive
polynya visible in Fig. 6c, which together precondition for
the deep mixing, but the exact mechanisms are yet unclear.
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(a)
Figure 2 Seasonal cycle of mixed-layer depth (MLD) in GO5.0: (a) minimum monthly MLD in years 1996-2005; 
(b) minimum monthly MLD in the deBoyet Montégut et al climatology; (c) maximum monthly MLD in years
 1996-2005; and (d) maximum monthly MLD in the deBoyet Montégut et al climatology. The hatching in panels 
a and b correspond to the areas of missing ocean data in panels c and d, where a full annual cycle of MLD is 
not observed in the de Boyer Montégut climatology.
(c)
(b) (d)
m m
Figure 2. Seasonal cycle of MLD in GO5.0: (a) minimum monthly MLD in years 1996–2005, (b) minimum monthly MLD in the de Boyer
Montegut et al. (2004) climatology, c maximu monthly MLD in years 1996–2005, and (d) m ximum monthly MLD in the de Boyer
Montégut et al. (2004) climatology. The hatching in panels a and b correspond to the areas of missing ocean data in panels (c) and (d), where
a full annual cycle of MLD is not observed in the de Boyer Montégut climatology.
The simulated deep, winter, mixed layer in the eastern Wed-
dell Sea in the 1990s and 2000s is likely to be unrealistic,
although the limited winter data in the area (e.g. Sirevaag
et al., 2010) prevents us from making any definitive conclu-
sion. From the conductivity, temperature and depth (CTD)
data collected using Weddell seals, Årthun et al. (2013) sur-
mised that the maximum MLD in the region of the Antarctic
Bottom Water formation in the southern Weddell Sea is in
excess of 500 m, which is consistent with the model results
(Fig. 2c).
The surface biases of the model when forced by prescribed
surface boundary conditions are to a large degree constrained
by the forcing fields, but the subsurface drifts are a stronger
test of the model, revealing discrepancies in diapycnal mix-
ing and advection pathways. Figure 3 shows the zonal mean
temperature and salinity anomalies in GO5.0 averaged from
1996 to 2005, with reference to the EN3 climatology. The
black contours show the zonal mean potential density σ0,
with a 0.5 kg m3 contour interval, to illustrate the position
of the biases with respect to the main pycnocline. The largest
biases are in the top 700 m of the water column: these include
a cold subsurface bias (∼ 2 ◦C) around Antarctica; a warm
salty bias (∼ 1.5 ◦C and 0.25 psu) between 45 and 60◦ S; a
warm bias in the tropics of up to 2.5 ◦C down to about 200 m;
cold, fresh biases in the main thermocline (45◦ S–45◦ N, with
maximum discrepancies of 1 ◦C and 0.5 psu); and a warm
salty bias in the Northern Hemisphere subpolar gyre regions
(∼ 1 ◦C, 0.25 psu).
Figure 3. Zonal mean (a) temperature and (b) salinity biases in 
years 1996-2005 of GO5.0. The solid contours are of the zonal mean 
potential density σ0 , with a spacing of 0.5 kg m
3.
(a)
(b)
Figure 3. Zonal mean (a) temperature and (b) salinity biases in
years 1996–2005 of GO5.0. The solid contours are of the zonal
mean potential density σ0, with a spacing of 0.5 kg m3.
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5.1.2 Atlantic meridional overturning
Figure 4a shows a time series of the strength of the Atlantic
meridional overturning circulation (AMOC) at 26◦ N for the
full 30-year integration of GO5.0, alongside that in GO1.
Also shown is the potential density averaged over the up-
per 200m in the central Labrador Sea (55–58◦ N, 48–50◦ W).
Figure 4b illustrates the meridional overturning stream func-
tion in years 1996–2005 in both models. In both GO1 and
GO5.0 the overturning circulation reaches a maximum in
the second decade of the integration, decreasing by 2–3 Sv
by year 30; the run length is however not sufficient to de-
termine whether the circulation has settled at that stage. In
both runs both the AMOC (meridional overturning circula-
tion) and the Labrador Sea density increase over the first
decade and decrease later in the second decade, consistent
with the hypothesis that the Labrador Sea surface density
controls the overturning, although a longer time series would
be required to establish a statistically robust correlation. The
overturning strength at 26◦ N in the final decade is between
21 and 22 Sv, which is significantly stronger than the value of
18.5± 1 Sv observed between 2004 and 2008 by the RAPID
WATCH/MOCHA array (McCarthy et al., 2012). Interest-
ingly, the downward trend we see in the last decade of the
model runs (∼ 2− 3 Sv decade−1) is similar to that recently
reported from the RAPID array (Smeed et al., 2014). The
modelled annual means for 2 years overlapping the obser-
vations, namely 2004 (19 Sv) and 2005 (20 Sv) match well
with the observations (17.8 and 20.1 Sv, respectively), and
the strength of the modelled AMOC over the latter decade of
the run is entirely plausible, particularly since recent stud-
ies indicate that a substantial fraction of the variability in
the strength of the AMOC originates from surface forcing
(Roberts et al., 2013; Blaker et al., 2014). We cannot ex-
pect the model to simulate the measured AMOC perfectly,
since a significant fraction of the AMOC variability is in-
herently unpredictable, arising as a consequence of the baro-
clinic wave field and mesoscale eddy field (Hirschi et al.,
2013; Thomas and Zhai, 2013). Hirschi et al. (2013), per-
formed forced 1/4◦ simulations similar to those described in
this paper with different initial conditions: in the simulations
of Hirschi et al. (2013) about 70 % of the AMOC variability
is determined by the surface-forcing, and 30 % from intrinsic
ocean variability. We expect this to be an underestimation,
since our model configuration is eddy-permitting, rather than
eddy-resolving. The question of the physical processes con-
tributing to AMOC variability in models and observations
(for example, Ekman transport, advection of density anoma-
lies and Rossby waves) is complex and has been explored in
a number of recent papers (e.g. Sinha et al., 2013; Roberts
et al., 2013; Robson et al., 2014), but is beyond the scope of
the current paper. We note that the modelled annual means
quoted here are January–December, whilst the observational
array figures are April–March.
Figure 4. (a) Time series of the annual mean Atlantic meridional overturning 
circulation (AMOC) at 26°N in years 1996-2005 of GO1 and GO5.0, with the 
potential density σ0 in the upper 200 metres in the central Labrador Sea; and 
(b) mean Atlantic overturning streamfunction in GO1 (left) and GO5.0 (right). 
Note that velocity data are missing in years 1986-1990 of GO1 .  
(a)
(b)
Figure 4. (a) Time series of annual mean AMOC at 26◦ N in GO1
and GO5.0, with the potential density σ0 in the upper 200 m in
the central Labrador Sea; and (b) mean Atlantic overturning stream
function in years 1996–2005 of GO1 (left) and GO5.0 (right). Note
that velocity d ta are missing in years 1986– 990 of GO1.
Figure 4b also shows that the depth of the North At-
lantic Deep Water (NADW) return flow is too shallow. At
26◦ N the depth of the NADW return flow (usually defined
as the depth of the zero contour in the stream function) is
around 3500 m for most of the model run compared to deeper
than 4000 m in the RAPID array data. This is a common
bias in many ocean GCMs (global circulation models) us-
ing depth coordinates, and is usually attributed to spurious
mixing of overflow waters as they descend from passages
in the Greenland–Iceland–Scotland ridges to the deep ocean
(Saunders et al., 2008; Danabasoglu et al., 2010). It is worth
noting that substantial variation in the depth profile can arise
from the method used to compute the overturning. Comput-
ing the overturning from a model using the RAPID array
methodology and assuming a geostrophic reference depth of
4740 m can yield a transport profile much more similar to
the observations at 26◦ N than integrating the model veloci-
ties (Roberts et al., 2013).
The increase in the AMOC over the first decade of the
model run is a phenomenon often seen in ocean GCMs us-
ing mixed surface boundary conditions in which the high-
latitude oceans become overly sensitive to salinity pertur-
bations (Rahmstorf and Willebrand, 1995; Lohmann et al.,
1996; Greatbach and Peterson, 1996; Griffies et al., 2009;
Yeager and Jochum, 2009). In the GO5.0 model run, an initial
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error in the path of the NAC causes warm, salty water to be
advected into the subpolar gyre where it joins the Greenland
current and enters the Labrador Sea. The prescribed sur-
face air temperature causes excessive surface heat loss in the
Labrador Sea, increasing the density of the surface waters
and leading to excessive deep water formation in this region.
The increase in the AMOC causes more warm, salty water
to be advected into the subpolar gyre in a positive feedback.
Yeager and Jochum (2009) show that stronger sea surface
salinity restoration can reduce this feedback mechanism by
reducing the surface salinity in the Labrador Sea. This im-
provement, however, comes at the expense of realistic inter-
annual variability in the global climate.
5.1.3 Critical sill and strait transports
Table 3 lists the volume transports through the major straits
and across critical sills, evaluated from the model veloci-
ties averaged over the last 10 years of the 30-year integra-
tions of GO1 and GO5.0, together with recent observed esti-
mates and their sources. The sign convention is positive for
northward and eastward flow. Overall, the models simulate
these transports acceptably: in particular, the Drake Passage
throughflow is much closer to observations than those in the
lower-resolution coupled models HadCM3 and HadGEM1,
both of which at ∼ 200 Sv (Johns et al., 2006) are unrealis-
tically strong. HadGEM2 (Collins et al., 2008) gave a com-
parable simulated Drake Passage transport of∼ 140 Sv (Mei-
jers et al., 2012). In contrast to these aforementioned coupled
models, the 1/4◦ resolution of the ORCA025 grid allows the
present model to at least approach an explicit resolution of
the narrower passages: in particular, it can be seen that both
GO1 and GO5.0 have transports through the Bering Strait of
well within a factor of two of the observed values.
The Indonesian Throughflow is too strong in both GO1
and GO5.0, which may be due to insufficient enhancement
of the tidal mixing in this region (Koch-Larrouy et al., 2008).
Comparing the model-derived and observation-based
estimates of the Arctic–Atlantic exchanges across the
Greenland–Scotland Ridge, through the Fram and Davis
straits, and through the Barents Sea shows that in both 30-
year model runs the volume transports are within 10–20 %
of the observed long-term mean values and within the range
of the observational uncertainties, except for the Denmark
Strait overflow where the model estimates are 33 % (GO1)
and 45 % (GO5.0) higher than the observational estimate
(Table 3). Although the simulated net outflow from the Arctic
Ocean, of 4.8 Sv in GO1 and 4.6 Sv in GO5.0, is very close
to the observed value of 4.6 Sv, the model shows a different
partitioning of the exports west and east of Greenland: the
simulated flow through the Canadian Archipelago is larger
than the export through the Fram Strait, which is opposite
to the observations. The bias is stronger in summer than in
winter and is due to excessive Ekman convergence in the
Beaufort Sea; this in its turn is caused by the summer sea
ice extent being too low (see next section). The simulated
Pacific inflow in the Bering Strait is higher than in the ob-
servations, even considering the recent update in the latter
estimate (Woodgate et al., 2012). The simulated northward
ocean velocities in the strait are about 35 % higher then those
observed at the long-term moorings (Clement Kinney et al.,
2014). Aagaard et al. (2006) suggested that the flow through
the Bering Strait is partly driven by the local wind and
partly by the steric height difference between the Bering and
Chukchi seas. The latter is caused by the fresher, warmer wa-
ters present to the south of the strait and colder, more saline
waters to the north of the strait (Aagaard et al., 2006). In the
model the positive bias in salinity in the Chukchi Sea and
the eastern Arctic (Fig. 1b) increases the steric height gra-
dient from the North Pacific to the Arctic Ocean, increasing
the northward flow through the Bering Strait. The stronger
Pacific inflow brings extra heat into the Arctic Ocean, which
may contribute to the excessive sea ice melting.
Overall, both runs, GO1 and GO5.0, present more vigor-
ous northward flow of the Atlantic water than is observed
(“Total Greenland–Scotland inflow” in Table 3 is a proxy
for this) and stronger-than-observed return overflows across
the Greenland–Scotland Ridge: the combined overflows in
the Denmark Strait and in the opening between Iceland and
the Faeroes and between the Faeroes and Scotland are 6.3 Sv
from the data, 9.3 Sv in GO1 and 8.3 Sv in GO5.0. This is
also consistent with the stronger simulated AMOC compared
to observations.
It should be noted that the observational estimates of the
exchange transports into and out of the Arctic should be
treated with caution. First, in all straits, except for the moor-
ings in Bering Strait, the hydrographic section in the Fram
Strait and the one in the Barents Sea between Norway and
Bjørnøya (Barents Sea opening), uninterrupted records from
current meter moorings are no longer than 2 years. This
aliases interannual variations and introduces large uncertain-
ties in the observational transport estimates. Secondly, the
instruments were not positioned in the top 50 m or on shal-
low shelves, in order to prevent the moorings being damaged
by sea ice keels. Lastly, the distances between the moorings
were too great to resolve mesoscale variability of the flows
and in Bering Strait the transports were derived from velocity
measurements obtained from three separate moorings (e.g.
Woodgate et al., 2012). All this introduces spatial aliasing in
the interpolating procedures and uncertainties in the trans-
ports. For a detailed discussion of uncertainties in observed
transports, please refer to e.g. Curry et al. (2011) and Olsen
et al. (2008). It also should be noted that, while the model’s
standard deviations in the table represent variability of the
transports on synoptic to interannual timescales, the standard
deviations of the observational estimates include uncertainty
inherent in the estimation methods as well as the variability
of the transports, thus rigorous comparison of the variability
in the model and data requires additional analysis, not pre-
sented here.
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Table 3. Volume transports (Sv), observed and model mean values and their standard deviations. Model values are means over the last
10 years of the 30-year spin up. Model standard deviations are obtained from the 5-day averages. Sign convention is positive northwards and
eastwards, and is negative southwards and westwards.
Location Observed value GO1 GO5.0
AMOC at 26◦ N 18.5± 1 a 21.0± 4.2 22.0± 4.2
Barents Sea opening net 2.8± 0.6 b,c,d 3.3± 2.0 3.0± 2.0
Fram Strait net −2.3± 4.3 e −1.9± 2.4 −1.6± 2.3
Denmark Strait net (−6.0 to −3.6) d −3.4± 3.3 −3.3± 3.3
Denmark Strait overflowm −2.9± 0.6 f −5.3± 2.9 −4.34± 2.1
Iceland–Faeroes net 2.8± 0.5 g 2.72± 1.2 2.6± 1.2
Iceland–Faeroes overflowm −1.0± 0.5 f −0.9± 0.5 −0.9± 0.5
Faeroes–Scotland net 1.8± 0.5 g 1.4± 2.3 1.7± 2.3
Faeroes–Scotland overflowm −2.4± 0.4 f −3.1± 0.8 −3.1± 0.9
Total Greenland–Scotland inflown 8.5± 1.0 g 9.3± 1.8 10.0± 1.7
Bering Strait net 0.8[1.1 l] ± 0.2 i 1.3± 0.9 1.4± 0.9
Davis Strait neto −2.6± 1.0 to −2.3± 0.7 e,h −2.9± 1.2 −3.0± 1.1
Drake Passage 135± 20 j 119± 8 124± 8
Indonesian Throughflow −15± 4 k −19.7± 5.4 −19.8± 5.5
Key: a McCarthy et al. (2012), b Gammelsrod et al. (2009), c Skagseth et al. (2008), d Aksenov et al. (2010), e Curry et al. (2011),
f Olsen et al. (2008), g Østerhus et al. (2005), h Cuny et al. (2005), i Woodgate et al. (2012), j Cunningham et al. (2003),
k Sprintall et al. (2009), l climatological transport with the estimate for 2011 in parenthesis, m southward transport of waters with
σθ > 27.8, n Atlantic inflow derived as the residual flow after subtracting the southward transport of waters with σθ > 27.8,
o including transports on the West Greenland shelf.
5.1.4 Sea ice
In Fig. 5 time series of the sea ice extent and ice
concentration in the Northern Hemisphere and South-
ern Hemisphere are compared with products from pas-
sive microwave satellites SSMR/I (special sensor mi-
crowave/imager) and AVHRR (advanced very high reso-
lution radiometer; Cavalieri, 1996, updated 2013). In the
Northern Hemisphere the simulated annual mean of 11.2×
106 km2 and the amplitude of the seasonal cycle of 7×
106 km2 are in good agreement with the data (12.4×106 km2
and 5.8×106 km2, respectively), suggesting good model skill
in simulating sea ice extent (Fig. 5a), although the model un-
derestimates summer sea ice extent. The simulated and ob-
served interannual trends also agree. Figure 5b compares the
modelled Arctic sea ice volumes with these derived from the
PIOMAS reanalysis (Zhang et al., 2003). Simulated sea ice
volumes are about 60 % of those observed through the an-
nual cycle, with winter (DJF – December-January-February)
biases of around 30 % and in summer (JJA – June-July-
August) of around 50 %. Despite this bias, the multidecadal
trends in the modelled and observed sea ice extents are com-
parable, showing sea ice extent decline at a rate of −44×
103 km2 year−1 and −45× 103 km2 year−1, respectively. In
the Southern Hemisphere the modelled sea ice extent is again
in good agreement with observations (Fig. 5c), but with a
moderate negative summer bias. At present no published sea
ice volume time series are available for Antarctica, rendering
formal validation of the model skills in simulating sea ice
volumes in the Southern Hemisphere impossible. However,
comparing simulated sea ice thicknesses around Antarctica
for the period 1996–2005 with the Antarctic Sea Ice Pro-
cesses and Climate (ASPeCt) data (Worby et al., 2008) for
the same period, we conclude that the simulations underesti-
mate long-term mean annual sea ice thickness by about 15 %
(0.76 m in the model and 0.89 m in the observations). The
annual cycle in the model is in good agreement with the ob-
servations, with the maximum ice thickness (1.06 m and in
the model and 1.02 m in the observations) occurring in the
austral summer (DJF) and minimum ice thickness (0.58 m in
the model and 0.60 m in the observations) in the austral win-
ter (JJA). The simulated sea ice extent trend in the Southern
Hemisphere is negative and around −58× 103 km2 year−1,
in contrast to the positive trend of 13×103 km2 year−1 in the
observations. The negative trend in Antarctic sea ice extent is
a common feature of global ocean models, and is attributed
by Holland and Kwok (2012) to biases in the surface winds
around Antarctica in the forcing data.
Comparison between the simulated sea ice concentration
fields and those from the HadISST (Hadley Centre Sea Ice
and Sea Surface Temperature) observational data set (Rayner
et al., 2003) show that the simulated winter sea ice distri-
bution in both hemispheres is realistic (Fig. 6a–d), although
we note that there is a tongue of reduced ice cover extend-
ing eastward from the central Weddell Sea, which has also
been seen in HadGEM1 and the higher-resolution HiGEM
(Shaffrey et al., 2009), and which corresponds to the very
deep winter mixing described in Sect. 5.1.1. The summer
sea ice concentration in the model is lower than in the data
(Fig. 6e–h). In the Arctic Ocean this is likely to be caused by
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Figure 5. Time series of integrated sea ice properties in GO5.0 (red)
and from observational estimates (blue): (a) Arctic mean ice ex-
tent, (b) Arctic mean ice volume, (c) Antarctic mean ice extent, and
(d) Antarctic mean ice volume.
the negative bias in the sea ice thickness, which in turn results
in lower ice strength, faster ice drift toward the Canadian
Arctic archipelago and thus increased divergence of sea ice in
the central Arctic Ocean. This, combined with the increased
sea ice melting in summer, due to exposure of the ocean sur-
face to the atmospheric heat, could sustain the lower thick-
nesses in the Arctic throughout the year. In the present forced
simulations, the summer sea ice bias primarily affects polar
regions and has a moderate effect on the global ocean circula-
tion. However, in a fully coupled model atmospheric dynam-
ics might cause a significant effect on regions remote from
the ice-covered oceans.
5.2 Comparison of GO1 and GO5.0
As shown in Fig. 1, GO5.0 shows large-scale surface biases,
which are nevertheless not untypical of comparable forced
ocean models and are in part due to forcing errors. It is worth
noting that the impact on the coupled model of the vertical
Figure 6 High-latitude sea ice extent in GO5.0 and in the HadISST observational dataset: 
Arctic winter (DJF) ice extent in (a) GO5.0 and (b) observations; Antarctic winter (JJA) ice 
extent in (c) GO5.0 and (d) observations; Arctic summer (JJA) ice extent in (e) GO5.0 and 
(f) observations; and Antarctic summer (DJF) ice extent in (g) GO5.0 and (h) observations.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 6. High-latitude sea ice extent in GO5.0 and in the HadISST
observational data set: Arctic winter (DJF) ice extent in (a) GO5.0
and (b) observ tion ; Antarctic winter (JJA) ice extent in (c) GO5.0
and (d) observations; Arctic summer (JJA) ice extent in (e) GO5.0
and (f) observations; and Antarctic summer (DJF) ice extent in
(g) GO5.0, and (h) observations.
mixing changes is expected to be greater. We shall show in
this section that, while the surface biases in the GO1 con-
figuration are similar in most regions of the ocean to those
already described in GO5.0, there are significant improve-
ments in the subsurface drifts and the representation of the
annual cycle of surface temperature in GO5.0, both of which
are likely to lead to improvements in climate simulations.
5.2.1 Subsurface drifts
Figure 7 shows the global zonal mean temperature and salin-
ity drifts of GO1 and GO5.0, defined as the difference be-
tween the respective mean for each year and the correspond-
ing mean for the first year of integration, from the surface
www.geosci-model-dev.net/7/1069/2014/ Geosci. Model Dev., 7, 1069–1092, 2014
1080 A. Megann et al.: GO5.0
Figure 7. Subsurface drifts, dened as the dierence of the horizontally-averaged annual mean in any year 
from that in the rst year of integration, as a function of depth: (a) GO1 temperature drift; (b) GO5.0 
temperature drift; (c) GO1 salinity drift; and (d) GO5.0 salinity drift. 
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Figure 7. Subsurface drifts, defined as the differe ce of the horizontally aver ged annual mean in any year from that in the first year of
integration, as a function of depth: (a) GO1 temperature drift, (b) GO5.0 temperature drift, (c) GO1 salinity drift, and (d) GO5.0 salinity
drift.
to a depth of 1000 m. We note that the drifts in both mod-
els are an order of magnitude larger that the comparable
trends in the EN3 climatology (not shown). The temperature
field in the upper 300 m reaches a quasi-equilibrium state af-
ter about 5 years of integration. Both models warm in the
above depth range, with a maximum at about 120 m depth:
in GO1 the maximum is up to 0.6 ◦C, while in GO5.0 the
warming at the same depth only reaches 0.3 ◦C. Below 300 m
both models cool, with a similar maximum rate at 600 m of
around −0.12 ◦C decade−1. The salinity, by contrast, does
not equilibrate, even in the upper ocean, and both GO1 and
GO5.0 freshen globally, with a maximum rate at 200 m of
0.036 psu decade−1 in the former and 0.025 psu decade−1 in
the latter. We note that the warm error in GO5.0 is mainly
in the northwestern Atlantic and Southern Ocean, while this
model is generally too fresh at the surface, with the excep-
tion at the Arctic (where there is a large salty surface bias of
1–2 psu), and the Southern Ocean. There is also interannual
variability in the globally averaged surface temperature and
salinity in the upper 200 m: this is not well correlated with
that of the surface variability, so it is not likely to be a direct
signature of the ENSO cycle.
It is interesting to relate the drifts in GO1 and GO5.0
to those over the first 30 years of HadGEM1 (Johns et al.,
2006) and in CHIME and HadCM3 (Megann et al., 2010).
All these except for CHIME (which uses a hybrid isopycnic-
coordinate ocean, in contrast to the depth-coordinate ocean
model in the other three) have a pronounced freshening in the
upper ocean that steadily penetrates into the interior, and this
is likely to be a consequence of the numerical diapycnal mix-
ing typical of this model type (Griffies et al., 2000). HadCM3
and HadGEM1 (which shared an ocean model, albeit on a
slightly different grid) similarly had a negative surface tem-
perature error over most of the ocean, offset in HadCM3 by a
warm bias in the Southern Ocean, while CHIME had a warm
surface error, consistent with a reduced drawdown of heat by
numerical mixing.
5.2.2 Seasonal cycle of surface temperature and mixed
layer depth
Figure 8 shows the mean biases of the sea surface temper-
ature in GO1 and GO5.0 with respect to the interannual
Reynolds et al. (2002) climatology in the boreal winter and
boreal summer seasons, defined as the DJF and JJA periods
respectively. It is clear that both configurations have substan-
tial biases in the time-averaged surface fields, and as with
the 10-year mean fields discussed in Sect. 5.1.1, in many re-
gions these biases are very similar: for example, the tropics
and Southern Ocean are generally too warm in both config-
urations, while the northern high latitudes are generally too
cold, and there is a warm error in the subpolar North Atlantic
with maximum values of 3–4 ◦C in the boreal winter. There
are regions where the seasonal biases in GO1 are smaller
than in GO5.0: for example, the cold boreal winter error in
the subtropical North Atlantic is larger in GO5.0 south of
the separated Gulf Stream (Fig. 8a, b), and in the Southern
Ocean there is a substantial coherent warm error in GO5.0
in the austral summer that is not present to the same extent
in GO1. Overall, however, there are large-scale reductions in
seasonal bias, particularly in the northern summer (JJA) sea-
son: the cold errors in the North Atlantic and North Pacific
are substantially reduced in GO5.0, as are the warm biases
in the tropics and the Southern Ocean. To quantify the im-
provements, the global rms(root mean square) SST error in
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Figure 8. Seasonal sea surface temperature (SST) biases against Reynolds/Pathnder climatology: 
boreal winter (DJF) biases in (a) GO1 and (b) GO5.0; and boreal summer (JJA) biases in (c) GO1 and (d) GO5.0.
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Figure 8. Seasonal SST b ases again t Reynolds et al. (2002) climatology: boreal wi ter (DJF) biases in (a) GO1 and (b) GO5.0, and boreal
summer (JJA) biases in (c) GO1 and (d) GO5.0.
the boreal summer (JJA) is reduced from 0.93 ◦C in GO1 to
0.65 ◦C in GO5.0, while the global mean boreal winter (DJF)
error is reduced from 0.79 to 0.67 ◦C.
To illustrate the latitude dependence of the large-scale sea-
sonal biases in GO1 and GO5.0, Fig. 9 shows latitude-time
plots of the zonally averaged surface temperature bias (re-
ferred to the climatology of Reynolds et al., 2002) and MLD
error (referred to the data of de Boyer Montegut et al., 2004)
in GO1 and GO5.0. This shows more clearly that the boreal
summer warm bias in the tropics is reduced in GO5.0, as is
also the large summer cold bias in the northern subtropics.
As we have already noted, GO5.0 shows systematic biases
in both the minimum and maximum MLD (Fig. 2): specifi-
cally, in both hemispheres winter mixed layers are generally
too deep, while summer mixed layers are generally too shal-
low. The main difference between GO1 and GO5.0 is that
mixed layer depths are generally shallower in GO5.0, lead-
ing to increased stratification and hence the warmer summer
surface temperatures, especially in the Southern Ocean, seen
in Figs. 8b and 9a. The winter MLD biases, in contrast, are
generally reduced in GO5.0.
5.2.3 Surface heat fluxes
Although the model uses the CORE2 forcing data set, the use
of bulk formulae to calculate some of the components of the
heat flux means that the actual heat input to the ocean will be
slightly different from the climatological field, and will re-
flect the surface temperature biases of the model. Figure 10a
shows the zonal mean net downward surface heat flux in
GO5.0 and GO1, alongside the corresponding mean from the
CORE2 data set, while Fig. 10b shows the difference in the
surface heat flux between the two model configurations. The
physics changes between GO1 and GO5.0 can be seen to lead
to changes in the heat flux that are generally small compared
with the difference between the models and the climatology.
In tropical and subtropical latitudes the zonal mean surface
flux in both model integrations is within 5–10 W m−2 of the
observations, while the excessive heat loss of up to 20 W m−2
between 60 and 70◦ N and south of 60◦ S in both cases may
be linked with the warm biases described in Sect. 5.1.1 in
these latitude ranges. The regional differences in heat flux
between the model versions correspond closely to differences
in surface temperature, with the reduction in the warm bias in
the tropical Atlantic and Pacific from GO1 to GO5.0 (visible
in Fig. 9a and b) leading to an increase of up to 25 W m−2 in
the heat flux into the ocean in these regions, and similarly the
reduction in wintertime cold bias in subpolar latitudes seen in
Fig. 9 corresponds to a decreased heat loss over the Labrador
Sea. In the Southern Ocean the increased surface flux error is
larger in GO5.0 relative to that in GO1, and is linked to the
intense Weddell Polynya that develops in in GO5.0.
5.3 Attribution of changes
In this section we refer to the experimental design described
in Sect. 4, where a series of shorter (10-year) integrations are
made. The model code is first upgraded from NEMO v3.2
to v3.4, then other changes are progressively made within
v3.4, to attribute the most significant changes in model fields
to specific changes in the model physics. These changes are
summarised in Table 2. We compare the mean fields in the
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Figure 9 Monthly sea surface temperature (SST) and mixed layer depth (MLD) biases against 
Reynolds et al and de Boyet Montégut et al climatology, respectively, in years 1996-2005 as
 a function of latitude: (a) GO1 SST; (b) GO5.0 SST;  (c) GO1 MLD; and (d GO5.0 (monthly) MLD.
(a) (c)
(b) (d)
Figure 9. Monthly SST and LD biases gainst Reynolds e al. (2002) and de Boyer Montégut et al. (2004) climatology, respectively, in
years 1996–2005 as a function of latitu e: (a) GO1 SST, (b) GO5.0 SST, (c) GO1 MLD, and (d) GO5.0 (monthly) MLD.
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Figure 10. (a) Zonal mean net air–sea heat ux in GO1 (black); GO5.0 (red) and CORE2 data (dashed blue line) 
in years 1996-2005; and (b) surface net downward heat ux dierence GO5.0 minus GO1. 
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Figure 10. (a) Zonal mean net air–sea heat flux in GO1 (black), GO5.0 (red) and CORE2 data (dashed blue line) in years 1996–2005; and
(b) surface net downward heat flux difference GO5.0 minus GO1. This panel is adapted from Fig. 5.10 of Josey et al. (2013).
final 5 years (1981–1985) of each 10-year integration; the
main comparison will be of the surface fields, but the global
subsurface biases down to 700 m will also be compared. We
use an empirical criterion for the significance of the changes,
since the variance of the fields discussed here was not avail-
able in the model output: we judge a modification to have a
negligible effect if it leads only to differences in the 5-year
mean field with the characteristic signature of the mesoscale
eddy field, while modifications which lead to coherent large-
scale changes in temperature or salinity are deemed to have
a significant effect.
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Figure 11 Eect on sea surface elds in years 1981-1985 of ocean code upgrade 
from v3.2 (GO1) to v3.4 (N3.4): (a) GO1 SST bias; (b) N3.4 SST bias; (c) N3.4 minus 
GO1 SST; (d) GO1 SSS bias; (e) N3.4 SSS bias; and (f) N3.4 minus GO1 SSS.
(a) (d)
(c) (f)
(b) (e)
Figure 11. Effect on sea surface fields in years 1981–1985 of ocean code upgrade from v3.2 (GO1) to v3.4 (N3.4): (a) GO1 SST bias,
(b) N3.4 SST bias, (c) N3.4 minus GO1 SST, (d) GO1 SSS bias, (e) N3.4 SSS bias, and (f) N3.4 minus GO1 SSS.
5.3.1 Correction to TKE convective mixing
The code changes from NEMO versions 3.2–3.4 have one
main physics component, which is the correction to the treat-
ment of convective mixing in the TKE scheme described in
Sect. 3. As explained in Sect. 3, the expected change to the
solution due to this correction is an improvement in the ex-
cessively deep wintertime mixing. Figure 11 shows that the
code upgrade clearly has significant effects on the surface
fields: there are basin-scale changes over almost the whole
ocean, with warming of 0.1–0.2 ◦C over the Arctic and the
subtropical gyres, but cooling by a similar magnitude on
the Equator and coastal upwelling regions, in the Southern
Ocean and in the North Atlantic subpolar gyre. The surface
salinity changes are also predominantly in zonal bands, with
the largest increases of 0.2–0.4 psu between 15 and 30◦ S and
between 15 and 30◦ N in the Atlantic and eastern Pacific and
a surface freshening over much of the Southern Ocean. The
code change overall, however, has little effect on the rms sur-
face errors of the model: the rms SST error decreases from
0.665 to 0.657 ◦C, while the rms surface salinity error barely
changes from 0.828 to 0.825 psu. There are, however, major
subsurface effects resulting from the code upgrade, particu-
larly from the correction to the treatment of convective mix-
ing in the TKE scheme: comparing the temperature changes
in the upper 700 m with the mean isopycnal depths (Fig. 12)
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Figure 12. Eect on zonal mean temperature in years 1981-1985 of code 
upgrade from NEMO v3.2 (GO1) and v3.4 (experiment N3.4) in years 
1981-1985: (a) bias in GO1; (b) bias in N3.4; and (c) dierence N3.4 minus 
GO1. The black contours are of the mean isopycnals of the potential 
density σ0 in N3.4 to show the position of the main pycnocline.
(a)
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Figure 12. Effect on zonal mean temperature in years 1981–1985 of
code upgrade from NEMO v3.2 (GO1) to v3.4 (experiment N3.4)
in years 1981–1985. (a) Bias in GO1, (b) bias in N3.4, and (c) dif-
ference N3.4 minus 1. The solid contours are of the zonal mean
potential density σ0 in N3.4, with a spacing of 0.5 kg m3.
shows that the upgrade removes much of the warm bias in
the thermocline region between 50◦ S and 60◦ N, via a mean
cooling of up to 1 ◦C in the depth range from 50 to 250 m
over these latitudes. Additionally, the drastic reduction in
winter MLD biases between v3.2 and v3.4 observed in Fig. 9
can be directly attributed to the convective mixing correc-
tion. The crescent shape of the temperature bias with respect
to the observations (and of the difference between v3.2 and
v3.4) in Fig. 12 reflects the deepening of the thermocline with
increasing latitude.
5.3.2 TKE parameters
As a reminder to the reader we note that the main reason
for performing this sensitivity test was to investigate the ef-
fect of altering the vertical length scale for the TKE source
term at 1/4◦ resolution. In the 1◦ resolution experiments of
Calvert and Siddorn (2013) reducing this length scale in mid-
latitudes and increasing it in the tropics significantly allevi-
ated an excessively diffuse midlatitude thermocline, reduced
summertime mixed layer depths and significantly reduced
near-surface temperature biases at midlatitudes. For consis-
tency with theory, we simultaneously made a small increase
in the wind-wave energy coefficient and the minimum per-
mitted surface mixing length (controlled by the parameter
rn_mxl0) but these are expected to have a negligible impact.
The changes to the TKE scheme parameters lead to a con-
sistent surface warming of between 0.1 and 0.5 ◦C north of
30◦ N and south of 30◦ S (Fig. 13), while there is a small
cooling of around 0.05 ◦C in the tropics. The pattern of the
associated salinity changes is more complex, with freshening
of up to 0.2 psu in the Arctic, in the subpolar North Pacific,
and to a lesser extent in the tropics and along the path of the
ACC; and an increase in salinity in the subtropical zones and,
interestingly, in the regions dominated by the Amazon and
Congo river plumes. The subtropical surface warming is bal-
anced by a cooling down to 300 m in these latitudes (Fig. 14),
consistent with reduced vertical mixing.
We conclude that changing the vertical length scale for the
TKE source term has similar beneficial effects at 1/4◦ reso-
lution as at 1◦ resolution and therefore recommend making
this change to the existing scheme.
5.3.3 Bathymetry and background diffusivity and
viscosity
The rationale for upgrading the bathymetry is that the new
bathymetry is based on higher-resolution data (ETOPO1 in-
stead of ETOPO2) and therefore more accurate. Upgrading
the bathymetry (not shown) leads to small changes in the
temperature and salinity in the Arctic, which overall cools by
0.05 ◦C or less and freshen by around 0.05 psu: this is likely
to be a consequence of minor modifications to the North At-
lantic sill topography. There are southward displacements of
the path of the topographically steered ACC, north of the
Kerguelen Plateau and north of the Pacific–Antarctic Ridge
at 140–150◦ W, along with a depression of the surface ele-
vation in the Southern Ocean by 3–5 cm (not shown), which
may be associated with alterations in the path and strength of
the northward-flowing Antarctic Bottom Water.
The current consensus within the NEMO community is
that background diffusivity and viscosity should be of the or-
der of 1.2×10−5 m2 s−1 and 1.2×10−4 m2 s−1 respectively
and since these increases do not degrade the model simula-
tion we argue that these are appropriate values to employ.
Increasing the background vertical diffusivity and viscosity
parameters (rn_avt0 and rn_avm0 respectively) by 20 % (not
shown) has a small effect on the surface fields, relative to the
other parameter changes. There is a general surface freshen-
ing in the Arctic by 0.02–0.04 psu, and a hint of warming
north of the ACC, but elsewhere any signal is small com-
pared with the mesoscale noise. In the upper ocean the ex-
plicit representation of mixing processes by the TKE scheme
dominates the background term, while it is also likely that
over much of the ocean the numerical mixing in the model’s
advection scheme is at least as large as that associated with
the 1.2×10−5 m2 s−1 explicit background diffusivity, as dis-
cussed in Griffies et al. (2000) and Lee et al. (2002).
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Figure 13 Eect on sea surface elds in years 1981-1985 of  TKE scheme changes 
(from experiment N3.4_vmix to N3.4_tke): (a) N3.4_vmix SST bias; (b) N3.4_tke 
SST bias; (c) N3.4_tke minus N3.4_vmixSST; (d) N3.4_vmix SSS bias; (e) N3.4_tke 
SSS bias; and (f) N3.4_tke minus N3.4_vmix SSS.
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Figure 13. Effect on sea surface fields in years 1981–1985 of TKE scheme changes (from experiment N3.4_vmix to N3.4_tke):
(a) N3.4_vmix SST bias, (b) N3.4_tke SST bias, (c) N3.4_tke minus N3.4_vmix SST, (d) N3.4_vmix SSS bias, (e) N3.4_tke SSS bias,
and (f) N3.4_tke minus N3.4_vmix SSS.
We conclude that changing the bathymetry and the back-
ground vertical mixing parameters does not result in signifi-
cant global effects on the solution. However we note that the
more realistic bathymetry is likely to be important for local
circulation, particularly in the Southern Ocean.
5.3.4 Geothermal heating, double diffusion, bottom
boundary layer and ice model changes
Geothermal heating and double diffusion are physically
present in the real ocean, but on the relatively short
timescales discussed in this paper, their effects are expected
to be small. Nevertheless, in order to make our model as com-
plete as possible, and bearing in mind potential future ap-
plications, we explicitly perform sensitivity experiments to
evaluate their significance. The addition of benthic geother-
mal heat input (not shown) leads to a surface freshening of
0.1–0.2 psu between 40 and 50◦ S in the southwestern At-
lantic by the end of the 10-year integration, but little large-
scale surface effects elsewhere. Adding double diffusion
(also not shown) again has relatively little effect on the sur-
face temperature, apart from a small localised cooling along
the path of the ACC by 0.05 ◦C, but does produce a freshen-
ing of 0.05 psu over much of the Atlantic and the subtropical
Pacific. Neither change was expected to have a large sub-
surface effect over the timescale discussed here, and this is
confirmed by our experiments.
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Figure 14.  Eect on zonal mean temperature in years 1981-1985 of TKE 
scheme changes (from experiment N3.4_vmix to N3.4_tke): (a) bias in 
N3.4_vmix; (b) bias in N3.4_tke; and (c) dierence N3.4_tke minus 
N3.4_vmix. The black contours are of the mean isopycnals of the potential 
density σ0 in N3.4_tke to show the position of the main pycnocline.
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Figure 14. Effect on zonal mean temperature in years 1981–1985
of TKE scheme changes (from experiment N3.4_vmix to N3.4_tke).
(a) Bias in N3.4_vmix, (b) bias in N3.4_tke, and (c) difference of
N3.4_tke minus N3.4_vmix. The solid contours are of the zonal
mean potential density σ0 in N3.4_tke, with a spacing of 0.5 kg m3.
The rationale for inclusion of the bottom boundary layer
scheme was to improve the representation of overflows,
which are known to be a weak point of z-coordinate mod-
els such as NEMO. The bottom boundary layer scheme leads
to a surface cooling of ∼ 0.2 ◦C north of the separated Gulf
Stream, while larger modifications of up to 1 ◦C to the tem-
perature are seen near the sea floor in the region downstream
of the Denmark Strait overflow, but the relationship of the
surface signal to the deep temperature signal and associated
changes to the deep western boundary current are complex
and require further analysis beyond the scope of the present
paper.
As explained in Sect. 4, the ice model changes consisted
of salinity dependence for the freezing point of water, and
increases in the ice’s thermal conductivity and salinity, in
line with the latest observations. The addition of salinity de-
pendence is justified on the grounds that it is more realistic,
whilst the changes to the ice’s salinity and thermal conductiv-
ity are based on the work of Rae et al. (2014) where the ice
model parameters were tuned to reach agreement with the
observed seasonal cycle of ice extent. The changes to the ice
model (not shown) yield a surface cooling (of ∼ 0.2 ◦C) and
freshening (of ∼ 0.1 psu) in the Southern Ocean and a simi-
lar cooling in the Arctic. The change in salinity is consistent
with increased salt export from the polar regions (both po-
lar regions are associated with net ice export). The increased
thermal conductivity is expected to increase ice formation
and overall ice cover and hence to reduce the annual mean
surface water temperature (since at a given location there will
be a longer ice-covered period annually compared to the pre-
vious model configuration, GO1).
5.3.5 Attribution study summary
In summary, we find that the largest changes result firstly
from the ocean code version upgrade from NEMO v3.2 to
v3.4, due to an improvement in handling of diffusion of TKE
when convection occurs; and secondly from the changes to
the parameters of the TKE scheme; namely, the parameters
rn_ebb, rn_mxl0, and nn_htau. These have only a small ef-
fect on the surface errors, but in combination the two changes
result in much more substantial improvement of the subsur-
face temperature field and the seasonal cycle, as described in
Sect. 5.2.
6 Summary and discussion
We have introduced a new ocean model configuration,
GO5.0, developed jointly between the Met Office and NERC.
This is an implementation of version 3.4 of the NEMO
model, on the ORCA025 grid, with horizontal resolution of
at least 1/4◦ everywhere, together with the CICE sea ice
model on the same grid. The GO5.0 model configuration is
derived from the previous GO1 through an upgrade of the
NEMO code version from version 3.2, and a set of parameter
changes. A 30-year integration of GO5.0, run with CORE2
surface forcing from 1976 to 2005, has been compared with
GO1 with the same forcing. We have additionally described
a set of 10-year sensitivity studies carried out to attribute
changes in the model performance to individual changes in
the model physics.
The GO5.0 configuration was validated against observa-
tions during the final 10 years of the 30-year integration. It
was found to have a generally warm surface bias, with re-
spect to the EN3 climatological data set, of 0.5–1 ◦C in the
tropics, a cool bias of similar magnitude in the extratropics
and a warm bias of around 2 ◦C in much of the Southern
Ocean. The surface salinity biases were again predominantly
zonal, being up to 0.2 psu too salty close to the Equator and in
subpolar regions and the Arctic, and too fresh in the subtrop-
ics. In the Labrador Sea and in the North Atlantic subpolar
gyre the surface waters are between 2 and 4 ◦C too warm,
and around 1 psu too salty.
Both GO1 and GO5.0 model configurations showed good
skill in simulating oceanic exchanges between North At-
lantic, North Pacific and Arctic oceans. The net oceanic
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exports from the Arctic Ocean and the contributions from the
individual straits are within the uncertainties of the observa-
tional estimates. The main model bias is a more vigorous ex-
change between the Atlantic and Arctic oceans manifesting
itself in too strong (compared to observations) a northward
flow of the buoyant warm Atlantic water and too strong a re-
turn flow of the dense Arctic water as the overflows across
the Greenland–Scotland Ridge. The overturning circulation
at 26◦ N in the Atlantic was correspondingly stronger than
that observed, at 21 Sv. The transport in the Antarctic Cir-
cumpolar Current was 124 Sv, close to observed estimates,
while the Indonesian Throughflow was significantly higher
than observations, most likely because of insufficient mixing
at the critical straits.
Comparison of the sea ice in the Northern Hemisphere in
GO5.0 and observations show that the model simulates the
annual means, the interannual trend and the seasonal cycle
well, although the model underestimates summer sea ice ex-
tent. In the Southern Hemisphere the sea ice extent again
compares well with observations, although the recent rising
trend in sea ice cover is not simulated in GO5.0, as is also
the case in several other comparable models. Both GO1 and
GO5.0 underestimate sea ice volume in the Northern Hemi-
sphere with biases larger in summer than in winter. In the
Southern Hemisphere the seasonal cycle of sea ice thickness
is simulated correctly, with a moderate underestimation (of
15 % for GO5.0) of the hemisphere-averaged sea ice thick-
ness.
The main differences between GO5.0 and GO1 were seen
in the penetration of heat and salt into the interior ocean
above the thermocline and in the representation of the sea-
sonal cycle. The global mean warming, with a maximum
at 200 m depth, was reduced from 0.7 to 0.3 ◦C, while the
steady freshening trend at the same depth was also reduced
by 10–20 %. Although the overall reduction in mixed layer
depth from GO1 to GO5.0 did not lead to unequivocal im-
provements in surface biases, wintertime mixed layers were
consistently better represented in GO5.0, while the shallow
bias in MLD and consequent warm surface bias in GO1 in
tropical latitudes were significantly ameliorated in GO5.0.
To attribute the changes seen between GO1 and GO5.0,
the physics modifications were applied incrementally start-
ing from the original GO1 configuration. First of all the
NEMO source code was upgraded from v3.2 to v3.4; then
the model bathymetry was upgraded; the background verti-
cal diffusivity and viscosity were increased; some of the TKE
scheme parameters were adjusted; geothermal heat flux and
double diffusion of tracers were added; a scheme was added
to represent a bottom boundary layer; and, finally, modifica-
tions were made to the ice model. It was found that several of
the modifications led to changes with large spatial scales in
the model surface and subsurface fields that were distinguish-
able from the eddy variability, but the dominant effects were
traced to the code upgrade and to the TKE changes. These
two changes, which both affect mainly vertical mixing in the
upper few-hundred metres, were found to produce most of
the reduction of the subsurface temperature and salinity bi-
ases of the model, along with the reduced errors in the sea-
sonal cycle.
We conclude that GO5.0 represents a significant improve-
ment in realism over the previous configuration of the Met
Office ocean model, GO1. In particular, the improvements
in the representation of vertical mixing (associated both with
the code upgrade from the NEMO v3.2 and in the modifica-
tions to the TKE vertical mixing scheme in v3.4) lead to a
more faithful simulation of the annual cycle in surface tem-
perature and mixed layer depth, as well as to reduced subsur-
face drifts in the depth range of 200–400 m.
There are clearly aspects of the GO5.0 configuration that
need to be improved further. In particular, the subpolar North
Atlantic and the Southern Ocean show substantial errors in
both surface and subsurface fields that may be at least partly
ascribed to deficiencies in model physics. Process evaluation
groups (PEGs) have been set up within the JOMP programme
specifically to address issues relating to the two aforemen-
tioned regions, and work is ongoing in both cases.
In addition, GO5.0 does not contain several physics up-
grades which are currently either available or under develop-
ment in NEMO, and which offer potentially significant im-
provements in model realism. These include embedded sea
ice (in which the base of the sea ice lies beneath the ocean
surface and the ice displaces a non-zero volume of sea water);
and the z-tilde modification to the vertical coordinate to re-
duce numerical mixing from high-frequency vertical motions
(Leclair and Madec, 2011). The full non-linear free surface
physics is available in NEMO v3.4, but not implemented in
GO5.0; it is expected that this, along with z tilde and the em-
bedded ice, will be included in future implementations of the
global ocean model.
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Appendix A: Code availability and model trunk and
branches
The model code for NEMO v3.4 is available from the NEMO
website (www.nemo-ocean.eu). On registering, individuals
can access the FORTRAN code using the open source sub-
version software (http://subversion.apache.org/). The revi-
sion number of the base NEMO code (trunk) used for this
paper is 3424. In addition we apply some modifications to
the base code (branches). Please contact the authors for more
information on these branches and how to obtain them.
The model code for CICE is freely available from the
United States Los Alamos National Laboratory (http://
oceans11.lanl.gov/trac/CICE/wiki/SourceCode), again using
subversion. The revision number for the version used for this
paper is 430 (trunk). Once again there are some additional
modifications (branches) made for the purposes of this paper,
and interested readers are requested to contact the authors for
details.
UK users with access to PUMA (cms.ncas.ac.uk/wiki/
PumaService) can copy the job details (job ID xhimo) and
submit a duplicate job using the Met Office Unified Model
user interface (UMUI).
Appendix B: FPP keys used in GO5.0 (NEMO and
CICE)
key_dynspg_flt – filtered free surface
key_ldfslp – rotate diffusion operators
(for tracer isopycnal diffusion)
key_traldf_c2d – geographically varying lateral tracer
diffusion
key_dynldf_c2d – geographically varying lateral
momentum diffusion
key_zdftke – TKE scheme for vertical mixing
key_zdftmx – include tidal mixing scheme
key_zdfddm – include double diffusive mixing
parameterisation
key_trabbl – include bottom boundary layer scheme.
Appendix C: Ocean and ice name lists for GO5.0
These are included as the Supplement.
Appendix D: Surface forcing
These are the CORE-2 forcing data set (Large and Yeager,
2009), available at: http://rda.ucar.edu/datasets/ds260.2/.
Appendix E: Other input files
Other files such as bathymetry, river runoff mask and inter-
polation weights for the surface forcing are required to run
GO5.0. These can be obtained on request from the authors.
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The Supplement related to this article is available online
at doi:10.5194/gmd-7-1069-2014-supplement.
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