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Abstract
The paper is concerned with the existence and blow-up behavior of the min-
imizers for the 2D attractive Gross-Pitaevskii functional when the interaction
strength increases to a critical value. Our results hold for all bounded external
potential satisfying some general assumptions.
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1 Introduction
The Bose-Einstein condensation was first observed in 1995 in the Nobel Prize winning
works of Cornell, Wieman, and Ketterle [1, 7] and it has been studied intensively in the
last decades due to its various interesting quantum effects such as the superfluidity
and the quantized vortices, see e.g. [6, 5]. It is a remarkable fact that when the
interaction is attractive, the condensate may collapse, see e.g. [4, 21, 13]. In the
present paper, we will study the existence and the collapse of the condensate in a
specific model.
We will consider a 2D Bose-Einstein condensate with an external potential V :
R
2 → R and an attractive interaction of strength a > 0. The condensate is determined
by solving the variational problem
Ea = inf
u∈H1(R2),‖u‖
L2
=1
Ea(u) (1)
where Ea(u) is the Gross-Pitaevskii energy functional
Ea(u) =
∫
R2
(
|∇u(x)|2 + V (x)|u(x)|2 −
a
2
|u(x)|4
)
dx.
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The derivation of the Gross-Pitaevskii functional can be seen in [16] and references
therein. Since E(u) ≥ E(|u|) by the diamagnetic inequality, we can assume that u ≥ 0
for simplicity.
When V = 0, by defining uℓ(x) = ℓu(ℓx) we have the simple scaling property
E0(uℓ) = ℓ
2E0(u), ∀ℓ > 0.
Therefore, Ea = −∞ if a > a
∗ and Ea = 0 if a ≤ a
∗, where a∗ is the optimal constant
in the Gagliardo-Nirenberg inequality:(∫
R2
|∇u(x)|2dx
)(∫
R2
|u(x)|2dx
)
≥
a∗
2
∫
R2
|u(x)|4dx, ∀u ∈ H1(R2). (2)
It is well-known (see e.g. [9, 23, 14]) that
a∗ =
∫
R2
|Q|2 =
∫
R2
|∇Q|2 =
1
2
∫
R2
|Q|4. (3)
where Q ∈ H1(R2) is the unique positive radial solution to the nonlinear equation
−∆Q +Q−Q3 = 0. (4)
In particular, when V = 0, Ea has minimizers if and only if a = a
∗, and all minimizers
are of the form βQ0(βx− x0) with Q0 = Q/‖Q‖L2, β > 0 and x0 ∈ R
2.
When V 6= 0, the situation changes crucially. In [10], Guo and Seiringer showed
that for trapping potentials, i.e.
V (x) ≥ 0, lim
|x|→∞
V (x) =∞,
then Ea has a minimizer if and only if a < a
∗. Moreover, if V has a unique minimizer
x0 ∈ R
2 and
lim
x→x0
V (x)− V (x0)
|x− x0|p
= h0 > 0, p > 0, (5)
then the minimizer ua for Ea satisfies the blow-up behavior
lim
a↑a∗
εaua(x0 + εax) = Q0(x) in L
2(R2), (6)
where
εa = (a
∗ − a)1/(p+2)
(
ph0
2
∫
R2
|x|p|Q(x)|2dx
)−1/(p+2)
. (7)
In fact, the authors in [10] proved a generalization of (6) when V has finite mini-
mizers, and their result has been extended to other kinds of trapping potentials, see
[8, 12, 11].
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In [20], we proved that if V has a nontrivial negative part, i.e.
0 6≡ min{V, 0} ∈ Lp(R2) + Lq(R2), 1 < p < q <∞,
then Ea has a minimizer if a ∈ (a∗, a
∗) for some constant a∗ < a
∗. Moreover, if V has
a single singular point x0, e.g.
V (x) = −
1
|x− x0|p
, 0 < p < 2,
then a blow-up result similar to (6)-(7) holds true.
In the present paper, we are interested in bounded potentials. An important
example is the periodic potential, e.g.
V (x+ z) = V (x), ∀z ∈ Z2,
which has been observed in many experiments, see e.g. [2, 3, 15]. The existence
and blow-up property of the minimizers for Ea when a ↑ a
∗ for continuous, periodic
potentials has been solved in [24].
Our aim is to establish the existence and blow-up results for a very general class
of bounded potentials, without assuming the periodicity. Our main result is
Theorem 1. Let V ∈ L∞(R2,R) satisfy the following two conditions:
(V1) inf σ(−∆+ V ) > ess inf V ;
(V2) There exists ε > 0 such that for all u ∈ H1(R2) satisfying ‖u‖L2 = 1 and
inf
x∈R2
(V ∗ |u|2)(x) < ess inf V + ε, (8)
the function x 7→ (V ∗ |u|2)(x) has (at least) a (global) minimizer on R2.
Then we have the following conclusions.
(i) (Nonexistence) Ea = −∞ if a > a
∗ and Ea∗ = ess inf V but it has no minimizer.
(ii) (Existence) There exists a constant a∗ ∈ (0, a
∗) such that for all a∗ < a < a
∗,
the variational problem Ea in (1) has (at least) a minimizer. Moreover, if {un}
is a minimizing sequence for Ea, then there exist a subsequence of {un} and
a sequence {yn} ⊂ R
2 such that un(. − yn) converges strongly in H
1(R2) to a
minimizer for Ea.
(iii) (Blow-up) Assume an ↑ a
∗ and let un be a minimizer for Ean. Then
εn := ‖∇un‖
−1
L2 → 0.
Moreover, up to a subsequence of {un}, there exists a sequence {xn} ∈ R
2 such
that
lim
n→∞
εnun(εn(x− xn)) = Q0(x) strongly in H
1(R2).
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Let us explain the motivation of the above conditions.
• (V1) is necessary because if
inf σ(−∆+ V ) = ess inf V
then Ea = ess inf V but it has no minimizer for all a < a
∗. Here, as usual, we
denote by ess inf V the essentially infimum of V and inf σ(−∆+V ) the infimum
of the spectrum of −∆+ V , i.e.
ess inf V = sup{s ∈ R | V (x) ≥ s for a.e. x ∈ R2},
inf σ(−∆+ V ) = inf
‖u‖
L2
=1
∫
R2
(
|∇u|2 + V |u|2
)
.
• (V2) is motivated from the fact that if Ea has a minimizer u, then since
Ea(u(y − .)) ≥ Ea(u)
we get
(V ∗|u|2)(y) =
∫
V (x)|u(y−x)|2dx ≥
∫
V (x)|u(x)|2dx = (V ∗|u|2)(0), ∀y ∈ R2.
Note that the function x 7→ (V ∗ |u|2)(x) is uniformly continuous and bounded
because V ∈ L∞(R2) and |u|2 ∈ L1(R2).
If V is periodic, then V ∗ |u|2 is also periodic, and hence (V 2) holds true.
Moreover, (V 2) holds true for many other functions, for example the sine car-
dinal (or sampling) function [22]
sinc(x) =
sin(|x|)
|x|
.
Indeed, infx∈R2 sinc(x) ≈ −0.217 < 0 and sinc(x) → 0 as |x| → ∞. Therefore,
if u ∈ H1(R2) satisfies (8) with ε > 0 small enough, then the function f(x) =
(sinc ∗ |u|2)(x) has a global minimizer on R2 because f is continuous, f(x)→ 0
as |x| → ∞ and, by (8),
inf
x∈R2
f(x) ≤ inf
x∈R2
sinc(x) + ε < 0
In Section 2 and 3, we prove the nonexistence and existence part using the
concentration-compactness method of Lions [18, 19]. In Section 4, we prove the
blow-up property by showing that, up to an appropriate modification, the sequence
{un} forms a minimizing sequence for the Gagliardo-Nirenberg inequality (2).
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2 Nonexistence
In this section, we prove the nonexistence part of Theorem 1. As a preliminary step,
we recall the following result
Lemma 2. For all V ∈ L∞(R2,R), then
lim
a↑a∗
Ea = Ea∗ = ess inf V. (9)
Proof. The proof of (9) is similar to that in [10, 20] and we recall it below for the
reader’s convenience. As in [10] we use the trial function
u(x) = Aℓϕ(x− x0)Q0(ℓ(x− x0))ℓ
where 0 ≤ ϕ ∈ C∞c (R
2), ϕ(x) = 1 for |x| ≤ 1, and Aℓ > 0 is a normalizing factor.
Since both Q0 and |∇Q0| are exponentially decay (see [9, Proposition 4.1]), we have
A−2ℓ =
∫
R2
ϕ2(x− x0)|Q0(ℓ(x− x0))|
2ℓ2dx
=
∫
R2
ϕ2(x/ℓ)|Q0(x)|
2dx = 1 +O(ℓ−∞)
and ∫
R2
|∇u|2 −
a
2
∫
R2
|u|4 = ℓ2
(∫
R2
|∇Q0|
2 −
a
2
∫
R2
|Q0|
4
)
+O(ℓ−∞)
=
ℓ2(a∗ − a)
2
∫
R2
|Q0|
4 +O(ℓ−∞).
Here O(ℓ−∞) means that this quantity converges to 0 faster than ℓ−k when ℓ → ∞
for all k = 1, 2, ... Moreover, when ℓ → ∞, since x 7→ V (x)|ϕ(x − x0)|
2 is integrable
and ℓ2|Q0(ℓ(x− x0))|
2 converges weakly to Dirac-delta function at x0 when ℓ → ∞,
we have ∫
R2
V |u|2 = |Aℓ|
2
∫
R2
V (x)|ϕ(x− x0)|
2|Q0(ℓ(x− x0))|
2ℓ2dx→ V (x0)
for a.e. x0 ∈ R
2. Thus in summary,
Ea ≤ Ea(u) ≤
ℓ2(a∗ − a)
2
∫
R2
|Q0|
4 + V (x0) +O(ℓ
−∞)
for a.e. x0 ∈ R
2. By choosing ℓ = (a∗−a)−1/4 and optimizing over x0, we obtain that
lim sup
a↑a∗
Ea ≤ ess infV.
On the other hand, by the Gagliardo-Nirenberg inequality (2), E(a) ≥ E(a∗) ≥
ess inf V. Thus (9) holds true, i.e.
lim inf
a↑a∗
Ea = Ea∗ = ess inf V.
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From Lemma 2, it is easy to deduce the nonexistence part of Theorem 1.
Proof of Theorem 1 (Nonexistence part). By assumption (V1), we have V 6≡ constant.
If Ea∗ has a minimizer u
∗, then by (9), we have
ess inf V = Ea∗ = Ea∗(u
∗) =
∫
R2
V |u∗|2 +
[ ∫
R2
|∇u∗|2 −
a∗
2
∫
R2
|u∗|4
]
.
Using
ess inf V ≤
∫
R2
V |u∗|2
and the Gagliardo-Nirenberg inequality (2), we deduce that
ess inf V =
∫
R2
V |u∗|2 (10)
and ∫
R2
|∇u∗|2 −
a∗
2
∫
R2
|u∗|4 = 0 (11)
From (11), we see that u∗ is an optimizer for the interpolation inequality (2). This
implies that u is equal to Q0 up to translations and dilations. Since Q0(x) > 0, we
have |u0(x)|
2 > 0 for all x ∈ R2. But in this case (10) can not occur except when V
is a constant function. This contradiction implies that Ea∗ has no mimimizer.
Next, we show that Ea = −∞ if a > a
∗. From (3) and the definition Q0 = Q/‖Q‖
we have ∫
R2
|∇Q0|
2 =
a∗
2
∫
R2
|Q0|
4 = 1.
Therefore, with the choice uℓ(x) = ℓQ0(ℓx) we get
Ea ≤ Ea(uℓ) = ℓ
2
∫
R2
|∇Q0|
2 +
∫
R2
V (./ℓ)|Q0|
2 −
aℓ2
2
∫
R2
|Q0|
4
≤ ℓ2
(
1−
a
a∗
)
+ ess supV.
Since V is bounded and a > a∗, we can take ℓ→∞ to conclude that Ea = −∞.
3 Existence
Now we turn to the existence result in Theorem 1. The key tool is concentration-
compactness argument. For the reader’s convenience, we recall the following standard
result, which essentially goes back to Lions [18, 19].
Lemma 3 (Concentration-compactness). Let N ≥ 1. Let {un} be a bounded sequence
in H1(RN) with ‖un‖L2 = 1. Then there exists a subsequence (still denoted by {un}
for simplicity) such that one of the following cases occurs:
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(i) (Compactness) There exists a sequence {xn} ⊂ R
N such that un(.+xn) converges
strongly in Lp(RN) for all p ∈ [2, 2∗).
(ii) (Vanishing) un → 0 strongly in L
p for all p ∈ (2, 2∗).
(iii) (Dichotomy) There exist λ ∈ (0, 1) and two sequences {u
(1)
n }, {u
(2)
n } in H1(RN)
such that 

lim
n→∞
∫
RN
|u(1)n |
2 = λ, lim
n→∞
∫
RN
|u(2)n |
2 = 1− λ,
lim
n→∞
dist(supp(u(1)n ), supp(u
(2)
n )) = +∞;
lim
n→∞
‖un − u
(1)
n − u
(2)
n ‖Lp = 0, ∀p ∈ [2, 2
∗);
lim inf
n→∞
∫
RN
(|∇un|
2 − |∇u(1)n |
2 − |∇u(2)n |
2) ≥ 0.
Here 2∗ is the critical power in Sobolev’s embedding, i.e. 2∗ = 2N/(N − 2) if
N ≥ 3 and 2∗ = +∞ if N ≤ 2.
Proof. The result is essentially taken from [18, Lemma III.1], with some minor mod-
ifications that we explain below.
(i) The original notion of the compactness case in [18, Lemma I.1] reads
lim
R→∞
∫
|x|≤R
|un(x+ xn)|
2dx = 1. (12)
Since un(. + xn) is bounded in H
1(RN), up to subsequences un(. + xn) converges
weakly to some u in H1(RN). This implies that∫
|x|≤R
|un(. + xn)|
2 =
∫
|x|≤R
|u|2 +
∫
|x|≤R
|un(.+ xn)− u|
2 + o(1)n→+∞. (13)
Moreover,
χ{|x|≤R}un(.+ xn)→ χ{|x|≤R}u (14)
strongly in L2, as explained in [17, Section 8.6].
From (12), (13),(14) we obtain that ‖u‖L2 = 1. Hence un(.+xn) converges strongly
in L2(RN).
For any 2 ≤ p ≤ q, using the interpolation inequality and the Sobolev’s embedding,
we have
‖un(.+ xn)− u‖Lp ≤ ‖un(.+ xn)− u‖
α
L2‖un(.+ xn)− u‖
1−α
Lq
≤ ‖un(.+ xn)− u‖
α
L2‖un(.+ xn)− u‖
1−α
H1
≤ C‖un(.+ xn)− u‖
α
L2,
where 1
p
= α
2
+ 1−α
q
, 0 ≤ α ≤ 1.
Therefore, un(.+ xn) converges strongly in L
p.
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(ii) The original notion of the vanishing case in [18, Lemma I.1] reads
lim
R→∞
sup
y∈RN
∫
|x|≤R
|un(x+ y)|
2dx = 0.
This and the boundedness in H1 implies that un → 0 strongly in L
p(RN) for all
p ∈ (2, 2∗), as explained in [19, Lemma I.1].
(iii) In the dichotomy case, the original statement in [18, Lemma III.1] has a
parameter ε→ 0, but this parameter can be relaxed by a standard Cantor’s diagonal
argument.
Proof of Theorem 1 (Existence part). From Lemma 2 and Assumptions (V1)-(V2),
we can find a∗ ∈ (0, a
∗) such that
Ea < min
(
inf σ(−∆+ V ), ess inf V + ε
)
, ∀a ∈ (a∗, a
∗). (15)
where ε > 0 is the constant in (8). We will prove that Ea has a minimizer for all
a ∈ (a∗, a
∗).
Using the boundedness of V and the Gagliardo-Nirenberg inequality (2), we get
Ea(u) ≥
(
1−
a
a∗
)∫
R2
|∇u|2 − ‖V ‖L∞ , ∀u ∈ H
1(R2),
∫
|u|2 = 1.
Thus Ea > −∞ and if {un} is a minimizing sequence for Ea, then it is bounded
uniformly in H1(R2). By Concentration-Compactness Lemma 3, up to a subsequence
of {un}, we will obtain either compactness, vanishing, or dichotomy. We will show
that the vanishing and dichotomy can not happen.
No vanishing. If {un} is vanishing, then ‖un‖Lp → 0 for all p ∈ (2,∞). There-
fore,
Ea = lim
n→∞
Ea(un) ≥ lim inf
n→∞
∫
(|∇un|
2 + V |un|
2) ≥ inf σ(−∆+ V ).
However, this contradicts to the inequality Ea < inf σ(−∆+ V ) in (15).
No dichotomy. Assume the dichotomy occurs. Let {u
(1)
n }, {u
(2)
n } be the two
corresponding sequences. Let us show that
lim inf
n→∞
(Ea(un)− Ea(u
(1)
n )− Ea(u
(2)
n )) ≥ 0. (16)
Indeed, by Lemma 3 (iii) we already have
lim inf
n→∞
∫
R2
(|∇un|
2 − |∇u(1)n |
2 − |∇u(2)n |
2) ≥ 0. (17)
From (17) and since un is a bounded sequence in H
1(RN), we obtain that u
(1)
n and u
(2)
n
are also bounded in H1(RN). Thus by using the Sobolev’s embedding, there exists a
constant C such that
max{‖un‖Lp, ‖u
(1)
n ‖Lp, ‖u
(2)
n ‖Lp} ≤ C , ∀p ≥ 2.
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Moreover, since u
(1)
n and u
(2)
n have disjoint supports and ‖un−u
(1)
n −u
(2)
n ‖Lp → 0 when
n→∞ for all p ∈ [2,∞), we find that∫
R2
(|un|
4 − |u(1)n |
4 − |u(2)n |
4) =
∫
R2
(|un|
4 − |u(1)n + u
(2)
n |
4)→ 0.
Similarly, since V is bounded, we get∫
R2
V (|un|
2 − |u(1)n |
2 − |u(2)n |
2) =
∫
R2
V (|un|
2 − |u(1)n + u
(2)
n |
2)→ 0.
Thus (16) holds true.
Next, using ‖u
(1)
n ‖2L2 → λ, we obtain
Ea(u
(1)
n ) =
∫
R2
(
|∇u(1)n |
2 + V |u(1)n |
2
)
−
a
2
∫
R2
|u(1)n |
4 + o(1)n→∞
=
(
1− ‖u(1)n ‖
2
L2
)∫
R2
(
|∇u(1)n |
2 + V |u(1)n |
2
)
+ ‖u(1)n ‖
4
L2Ea
(
u
(1)
n
‖u
(1)
n ‖L2
)
+ o(1)n→∞
≥ (1− λ)λ inf σ(−∆+ V ) + λ2Ea + o(1)n→∞.
Similarly, using ‖u
(2)
n ‖2L2 → 1− λ, we get
Ea(u
(2)
n ) ≥ (1− λ)λ inf σ(−∆+ V ) + (1− λ)
2Ea + o(1)n→∞.
Inserting these estimates into (16), we find that
Ea(un) = Ea(u
(1)
n ) + Ea(u
(2)
n ) + o(1)n→∞
≥ 2(1− λ)λ inf σ(−∆+ V ) +
(
λ2 + (1− λ)2
)
Ea + o(1)n→∞.
Taking n→∞ we obtain
Ea ≥ 2(1− λ)λ inf σ(−∆+ V ) +
(
λ2 + (1− λ)2
)
Ea.
Since 1 > λ > 0, this leads to Ea ≥ inf σ(−∆+ V ), which contradict to (15).
Compactness. Thus from Lemma 3 we conclude that the compactness occurs,
i.e. there exists a sequence {xn} ⊂ R
2 such that un(. + xn) converges to some u0
weakly in H1(R2) and strongly in Lp(R2) for all p ∈ [2,∞). Then we have
u0 ∈ H
1(R2),
∫
|u0|
2 = 1
and ∫
R2
|∇un|
2 =
∫
R2
|∇un(x+ xn)|
2dx ≥
∫
R2
|∇u0|
2 + o(1)n→∞, (18)∫
R2
|un|
4 =
∫
R2
|un(x+ xn)|
4dx =
∫
R2
|u0|
4 + o(1)n→∞. (19)
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Moreover, since V is bounded and un(.+ xn)→ u strongly in L
2(R2), we can write∫
R2
V |un|
2 =
∫
R2
V (x+ xn)|un(x+ xn)|
2dx =
∫
R2
V (x+ xn)|u0(x)|
2dx+ o(1)n→∞.
In summary,
Ea(un) ≥
∫
R2
(
|∇u0(x)|
2 + V (x+ xn)|u0(x)|
2 −
a
2
|u0(x)|
4
)
dx+ o(1)n→∞.
Since un is a minimizing sequence, we conclude that
Ea ≥
∫
R2
(
|∇u0(x)|
2 + V (x+ xn)|u0(x)|
2 −
a
2
|u0(x)|
4
)
dx+ o(1)n→∞. (20)
Conclusion. From (20) and the Gagliardo-Nirenberg inequality (2), we obtain
inf
y∈R2
∫
R2
V (x+ y)|u0(x)|
2dx ≤ lim inf
n→∞
∫
R2
V (x+ xn)|u0(x)|
2dx ≤ Ea.
Combining with (15) we find that
inf
y∈R2
∫
R2
V (x+ y)|u0(x)|
2dx ≤ ess inf V + ε (21)
where ε > 0 is the constant in (8).
To use Assumption (V2), we introduce the function
v(x) := u0(−x)
which satisfies
(V ∗ |v|2)(y) =
∫
R2
V (y − x)|v(x)|2dx =
∫
R2
V (y + x)|v(−x)|2dx
=
∫
R2
V (y + x)|u0(x)|
2dx. (22)
Thus (21) is equivalent to
inf
y∈R2
(V ∗ |v|2)(y) ≤ ess inf V + ε.
Of course v ∈ H1(R2), ‖v‖L2 = 1. Therefore, by Assumption (V2), the function
y 7→ (V ∗ |v|2)(y) has a global minimizer x0 ∈ R
2. By (22), we obtain∫
R2
V (x+ y)|u(x)|2dx ≥
∫
R2
V (x+ x0)|u(x)|
2dx, ∀y ∈ R2. (23)
Finally, combining (23) and (20), we find
Ea ≥
∫
R2
(
|∇u0(x)|
2 + V (x+ x0)|u0(x)|
2 −
a
2
|u0(x)|
4
)
dx+ o(1)n→∞
= Ea(u0(.− x0)) + o(1)n→∞.
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Thus, by passing n→∞, we conclude that u0(.− x0) is a minimizer for Ea.
We have already had that un(. + xn) → u0 weakly in H
1(R2) and strongly in
L2(R2). Moreover, from the above proof, we see that the equality must occurs in
(18), i.e.
lim
n→∞
∫
R2
|∇un(xn + x)|
2dx =
∫
R2
|∇u0(x)|
2dx.
Thus we conclude that un(.+xn)→ u0 strongly in H
1(R2). Equivalently, un(.+xn−
x0)→ u(.− x0) strongly in H
1(R2).
4 Blow-up
In this section, we prove the blow-up part of Theorem 1. In the original paper of
Guo and Seiringer [10], the blow-up result was proved by a careful analysis of the
Euler-Lagrange equation associated to the variational problem Ea. This approach
has been followed by many other authors, e.g. [8, 12, 11, 24]. Here we represent
another, much simpler approach which does not use the Euler-Lagrange equation at
all.
The key tool of our approach is the compactness of minimizing sequences for the
Gagliardo-Nirenberg inequality (2).
Lemma 4. Let {fn} be a bounded sequence in H
1(R2) satisfying
‖∇fn‖L2 = ‖fn‖L2 = 1,
a∗
2
‖fn‖
4
L4 → 1.
Then there exist a subsequence of {fn} and a sequence {xn} ⊂ R
2 such that
lim
n→∞
fn(.− xn) = Q0 strongly in H
1(R2).
Proof. Let us apply Concentration-Compactness Lemma 3 to the sequence {fn}. The
vanishing does not occurs because ‖fn‖
4
L4 → 2/a
∗ > 0. Now we assume the dichotomy
occurs and let {f
(1)
n }, {f
(2)
n } be two corresponding sequences. From Lemma 3, we have
‖f (1)n ‖
2
L2 = λ, ‖f
(2)
n ‖
2
L2 = 1− λ, λ ∈ (0, 1),
1 = ‖∇fn‖
2
L2 ≥ ‖∇f
(1)
n ‖
2
L2 + ‖∇f
(2)
n ‖
2
L2 + o(1)n→∞
1 =
a∗
2
‖fn‖
4
L4 + o(1)n→∞ =
a∗
2
(
‖f (1)n ‖
4
L4 + ‖f
(2)
n ‖
4
L4
)
+ o(1)n→∞.
On the other hand, by the Gagliardo-Nirenberg inequality (2),
‖∇f (1)n ‖
2
L2 ≥
a∗
2λ
‖f (1)n ‖
4
L4 , ‖∇f
(2)
n ‖
2
L2 ≥
a∗
2(1− λ)
‖f (2)n ‖
4
L4 .
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Combining these estimates, we find that
1 = ‖∇fn‖
2
L2 ≥ lim inf
n→∞
(
‖∇f (1)n ‖
2
L2 + ‖∇f
(2)
n ‖
2
L2
)
≥ min
{
1
λ
,
1
1− λ
}
a∗
2
lim inf
n→∞
(
‖f (1)n ‖
4
L4 + ‖f
(2)
n ‖
4
L4
)
= min
{
1
λ
,
1
1− λ
}
.
However, this is a contradiction because 0 < λ < 1. Thus the dichotomy does not
occur.
Therefore, we obtain the compactness in Lemma 3, i.e. there exist a subsequence
of {fn} and a sequence {xn} ⊂ R
2 such that fn(.− xn) converges to some function f
weakly in H1(R2) and strongly in Lp(R2) for all p ∈ [2,∞). Then we have
‖∇f‖2L2 ≤ lim
n→∞
‖∇fn‖
2
L2 = 1 = lim
n→∞
a∗
2
‖fn‖
4
L4 =
a∗
2
‖f‖4L4. (24)
In view of the Gagliardo-Nirenberg inequality (2) and the constraint ‖f‖L2 = 1, we
conclude that
‖∇f‖2L2 = lim
n→∞
‖∇fn‖
2
L2 = 1
and hence fn → f strongly in H
1(R2). Moreover, since f is a minimizer for (24) and
Q0 is the unique minimizer for (24) up to translations and dilations, we obtain
f(x) = βQ0(βx− x0)
for some constant β > 0 and x0 ∈ R
2. From (3) and since ‖∇f‖2L2 = 1, we get β = 1.
Thus fn(.− xn + x0)→ f(.+ x0) = Q0 strongly in H
1(R2).
Now we finish the proof of Theorem 1.
Proof of Theorem 1 (Blow-up part). Let an ↑ a and let un be a minimizer for Ean .
Let us show that
εn := ‖∇un‖
−1
L2 → 0 (25)
as n→∞. We assume by contradiction that un has a subsequence which is bounded
in H1(R2). Then by applying Concentration-Compactness Lemma 3 to this subse-
quence and following the proof of the existence part, we can show that up to subse-
quences and translations, un converges strongly to a minimizer of Ea∗ . However, it is
in contradiction to the fact that Ea∗ has no minimizer in Lemma 2.
On the other hand, note that
Ean(un) ≥
∫
R2
(
|∇un|
2 −
an
2
|un|
4
)
+ ess inf V ≥ ess inf V
and, by Lemma 2,
Ean(un) = Ean → ess inf V.
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as n→∞. Thus
lim
n→∞
∫
R2
(
|∇un|
2 −
an
2
|un|
4
)
= 0. (26)
From (25) and (26), we can rescale and find that the sequence
fn(x) := εnun(εnx)
satisfies
‖fn‖L2 = ‖∇fn‖L2 = 1,
a∗
2
‖fn‖
4
L4 → 1.
Thus we can apply Lemma 4 to the sequence {fn}. The conclusion is that a subse-
quence of {fn}, there exists a sequence {xn} ⊂ R
2 such that
εnun(εn(x− xn)) = fn(x− xn)→ Q0(x) strongly in H
1(R2).
The proof is complete.
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