Approximation models (also known as metamodels) have been widely used in engineering design to facilitate analysis and optimization of complex systems that involve computationally expensive simulation programs. The accuracy of metamodels is directly related to the sampling strategies used. Our goal in this paper is to investigate the general applicability of sequential sampling for creating global metamodels. Various sequential sampling approaches are reviewed and new approaches are proposed. The performances of these approaches are investigated against that of the onestage approach using a set of test problems with a variety of features. The potential usages of sequential sampling strategies are also discussed. 
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INTRODUCTION
Mathematical models have been widely used to simulate and analyze complex real world systems in the area of engineering design. These mathematical models, often implemented by computer codes (e.g., Computational Fluid Dynamics and Finite Element Analysis), could be computationally expensive. For example, one run of a finite element model for vehicle crashworthiness can take several hours. While the capacity of computer keeps increasing, to capture the real world systems more accurately, today's simulation codes are even getting much more complex and unavoidably more expensive. The multidisciplinary nature of design and the need for incorporating uncertainty in design optimization have posed additional challenges. A widely used strategy is to utilize approximation models which are often referred to as metamodels as they provide a model of the model [1] , replacing the expensive simulation model during the process. Recent studies on using metamodels in design applications include [2, 3, 4, 5, 6] , etc. For dealing with multidisciplinary systems, Meckesheimer, et al. [7] presented a generic integration framework to integrate metamodels from multiple subsystems.
An important research issue related to metamodeling is how to achieve a good accuracy of a metamodel with a reasonable number of sample points. While the accuracy of a metamodel is directly related to the metamodeling technique used and the properties of a problem itself, the types of sampling approaches also have direct influences on the performance of a metamodel. Koehler and Owen [8] provided a good review on various sampling approaches for computer experiments. Simpson, et al. [9] compared five sampling strategies and four metamodeling approaches in terms of their capability to generate accurate approximations for two engineering applications. It is generally believed that spacefilling designs, e.g., Latin Hypercube design [10] , Orthogonal Array [11] , Minimax and Maximin design [12] , and Entropy design [13] , etc., are preferable for metamodeling. In addition to the types of sampling approaches, equally important is the sample size and how the sample points are generated. Typically, sample points are generated all at once, or in other words, at one-stage. However, when a limited sample size is affordable, sequentially selecting a (or several) sample point(s) at a time allows the sample size to be determined as data accumulate, or in other words, it allows the sampling process to be stopped as soon as there is sufficient information [14] . Based on a sequential sampling strategy, a metamodel is updated sequentially with new sample points and the associated response evaluations. Sequential sampling strategies that can take the advantage of information gathered from the existing (earlier created) metamodel could be very helpful. As Sacks, et al. [14] pointed out: Fully sequential design is, therefore, the most natural for computer experiments.
Sequential sampling can be used for both global metamodeling and metamodel-based design optimization. Sequential sampling for global metamodeling focuses on sequentially improving the accuracy of a metamodel over the entire design space of interest; Sequential sampling for metamodel-based design optimization emphasizes finding the global optimum by balancing a search for the optimal point of a metamodel and a search for unexplored regions to avoid missing promising areas due to the inaccuracy of the metamodel. For global metamodeling, Currin, et al [15] applied two stages optimal design based on the maximum entropy criterion to gain insight into a circuit-simulator example; Sacks [14] used two stages optimal design based on Integrated Mean Squared Error (IMSE) criterion for the same example; Osio and Amon [16] proposed Bayesian surrogates and a sequential-adaptive optimal sampling method based on the A-optimality criterion and applied the method for a case study on thermal properties of a embedded chip. For metamodel-based design optimization, based on different criteria for a balanced search (sequential sampling), various optimization approaches have been developed, e.g., Efficient Global Optimization (EGO) [17] , Surrogate Management Framework (SMF) [5] , Sequential Design Optimization (SDO) [18] , and Model-Assisted Grid Search (MAGS) [19] , etc. Jones [20] provided a comprehensive investigation on several criteria; Sasena et al. [21] compared several sampling criteria based on a few test problems. This paper focuses on sequential sampling for global metamodeling. Without additional notes in the rest of this paper, sequential sampling is referred for global metamodeling. The major issue in sequential sampling is how to choose new sample points based on the locations of available sample points and the information gathered from a created (updated) metamodel. To select new sample points, optimality criteria, such as the maximum entropy criterion and the maxmin distance criterion are often used. Regarding the utilization of information from an earlier created model, Sacks, et al. [14] classified sequential sampling approaches as sequential approaches with adaptation to the existing metamodel and those without adaptation. One immediate question is, how effective are the sequential sampling approaches compared to a onestage approach? Clearly, any sequential approaches without adaptation will generally be less efficient than a one-stage optimal sampling approach, since these approaches simply split the optimization in the one-stage approach into a sequence of small optimizations and their results (sample points) are only sub-optimums of the one-stage approach. On the other hand, if the information gathered from an existing metamodel is dependable and usable, sequential approaches with adaptation may be superior to one-stage approaches.
Even though most of the existing works provide good details about a particular type of sequential sampling strategy, it is not clear the effectiveness of a sequential sampling strategy when used for a variety of applications. There is also a lack of comparison between various sequential sampling approaches. Further, in the literature of computer experiments, sequential sampling approaches with adaptation are mainly developed for the Kriging [14] method. They typically make use of the model structure information available from a Kriging model. These techniques are no longer applicable when metamodeling techniques other than Kriging are used. Our goal in this paper is to investigate the general applicability of sequential sampling for creating global metamodels and to develop new sequential sampling approaches, which are not limited to Kriging metamodel. Using a set of test problems with a variety of features, we will test and compare the performance of several sequential sampling approaches that exist in the literature as well as the two approaches proposed by us. Through this study, we seek the answers to the following questions: (1) How effective are the sequential sampling approaches compared to the traditional one-step approach? (2) Among the various techniques investigated, is there any technique superior to the others? (3) What are the general benefits one can expect when applying the sequential sampling approaches?
The paper is organized as the following. In the next section, the technological base of our study is provided. After it, the test problems, test scheme, and test results will be provided. The last section is the closure of the paper where we summarize the important observations made from our study.
TECHNOLOGICAL BASE -SEQUENTIAL SAMPLING FOR GLOBAL METAMODELING
In this section, we first introduce two metamodeling techniques used in this study. And then a review of the existing sequential sampling approaches is provided, followed by the introduction of our proposed approaches.
Metamodeling Techniques
A variety of metamodeling techniques exists in the literature, e.g., Response surface methodology (see, e.g., [22] ), artificial neural network methods (see, e.g., [23] ), Kriging method (see, e.g., [14] ), Multivariate adaptive regression splines [15] , and radial basis function methods [25, 26] . In this paper, we will focus on two interpolation metamodels, i.e., Kriging method and Radial Basis Function (RBF) methods. We are interested in these two representative techniques, because both can provide good accuracy for fitting highly nonlinear behaviors. The major difference of these two techniques is that the former treats the output of the unknown function as a realization of a stochastic process and can provide an estimation of the prediction error while the later cannot.
The Kriging Method
The Kriging model used here treats the deterministic output y(x) as a realization of a stochastic process Y(x):
where µ is a constant; Z(x) is assumed to a stochastic process with zero mean and the Gaussian spatial correlation function is given by:
where σ 2 is the process variance, ρ stands for correlation functions, and d s (v, w) is the scaled distance between two points v and w:
The weight parameters θ h (h = = y , the best linear unbiased predictor (BLUP), i.e., the Kriging metamodel, can be expressed by:
where, J n is an n-vector of 1's; R D is a n*n matrix, whose elements are the correlation between two sample points: Kriging provides an estimation of the prediction error on an unobserved point, which is also called as the mean squared error (MSE):
More detailed introduction of Kriging is provided by [14, 2, 17] , etc. Kriging method is very flexible in capturing nonlinear behaviors because the correlation functions can be statistically tuned by the sample data. Another good feature of Kriging is its ability to provide the estimation of the prediction error. This feature is the basis of several sequential approaches examined in this paper. Kriging metamodels have been used in design and analysis of computer experiments in engineering applications. For example, Sacks, et al. [14] used Kriging to create a metamodel for a circuit-simulator code; Currin, et al. [15] applied Kriging in a Thermal Energy Storage System problem; Jones, et al. [17] used it to investigate how the performance of an integrated circuit depended on 36 input variables. Recently, Kriging has also been used in design optimization. For example, Simpson et al. [27] used the Kriging metamodel in structural design optimization; Stinstra et al. [28] used the Kriging metamodel and a multi-start optimization approach for design optimization of electron gun in a color TV.
The Radial Basis Function Method
Given n sample points 
where p(x) is a polynomial model; d is the Euclidean distance; φ is a basis function, for which we have many different choices, such as linear, cubic, thin plate spline, multiquadric, Gaussian, etc. Detailed review on RBF methods can be found in [29, 30] . This approach is suitable for highly nonlinear problems. Yang et al. [31] used the RBF method with multiquadric basis functions for a vehicle frontal impact problem.
In this paper, we focus on the RBF method with linear basis functions ) , 
. (7) The n unknown parameters λ i (i = 1, ..n) can be obtained by solving n linear equations and the prediction equation is expressed as:
where J n is a n-vector of 1's, B D is a n*n matrix, and b D is a n*1 vector with elements, respectively:
It can be noted that the function form of the predictor in Eq. (4) for Kriging is very similar to that of the predictor in Eq. (8) for RBF. In fact, Kriging is a RBF interpolation with Gaussian basis functions, except that the scaled distance is used and statistical approaches are applied to tune the correlation parameters θ h in Kriging. The RBF method, unlike Kriging, cannot provide the information of prediction error. Therefore, some of the sequential sampling approaches introduced below are not applicable when the RBF is used as the metamodeling technique.
Existing Sequential Sampling Approaches
As mentioned before, sequential sampling approaches are typically based on optimality criteria for experimental design. Here, we introduce three sequential sampling approaches, i.e., the Entropy approach, the IMSE approach, and the Maximin Distance approach. We also review the MSE approach, which is a variant of the Entropy approach. The Entropy approach, the IMSE approach, and the MSE approach are sequential approaches with adaptation to existing Kriging metamodels, and hence they are not suitable for other types of metamodels. The Maximin Distance approach is a sequential approach without adaptation and it is not limited to Kriging.
Entropy Approach
Shannon [32] used entropy to quantify the "amount of information". Currin, et al [13, 15] introduced the entropy criterion for design of computer experiments under the Bayesian framework. Given the existing sample set X P (with all l previous sample points
) and the existing Kriging metamodel (created based on X P ), the Entropy approach is to select a new sample set X C (with m sample points
,..., , 2 1 ) to maximize the amount of information obtainable from the new sample set. It can be shown [8] that this criterion is equivalent to:
where R A is the correlation matrix of all the l + m sample points in
; J n+m is an (n+m)-vector of 1's. The correlation parameters θ h (h=1,..,k) in the correlation matrix R A are set to the same as those in the existing Kriging metamodel, which makes the new sample points adapted to the existing metamodel.
MSE Approach
The MSE approach is to select a new sample point x C with the largest estimation of prediction error (Eq. (5)) in the existing Kriging metamodel (created based on the existing sample set X P ), i.e., ) ( max
This approach is in fact a special case of the Entropy approach if only one new sample point is selected at each stage. The proof is provided in Appendix A.
IMSE Approach
This integrated mean squared error (IMSE) criterion is introduced by Sacks, et al [14] for design of computer experiments. Given the existing sample set X P and the existing Kriging metamodel (created based on X P ), the IMSE approach is to select a new sample set X C to minimize the integrated mean square error, i.e.,
where ú û ù ê ë
Refer to Eqs. (5) and (10) for the notations of parameters. The correlation parameters used in R A and ) (x r A are the same as those used in the existing metamodel.
The differences between the IMSE approach (when used to generate one sample point at a stage) and the MSE approach are: 1) the IMSE approach uses an averaged MSE in the whole design space; 2) in the IMSE approach, the mean squared error is not only based on existing sample set X P , but also based on new sample set X C , while in the MSE approach, the mean squared error is only based on the previous sample points X P .
Maximin Distance Approach
The maximin distance criterion was proposed by Johnson, et al. [12] for computer experiments. Given the existing sample set X P , the Maximin Distance approach is to select a new sample set X C to maximize the minimum distance between any two sample points in the sample set (14) where x Ci ∈ X C (i =1,..,m) and
. This approach can be used for both Kriging and RBF methods. However, one potential limitation is that unlike other approaches reviewed here it cannot adapt new sample points to the information obtained from the existing metamodel (created based on X P ).
Proposed Sequential Sampling Approaches
In this work, two sequential sampling approaches, i.e., the Maximin Scaled Distance approach and the cross-validation approach, are proposed. Both approaches take use of the information from the existing metamodels and are not limited to the Kriging method.
Maximin Scaled Distance Approach
The Maximin Scaled Distance approach is a modification to the Maximin Distance approach (Eq. (14)). The original Maximin Distance approach cannot utilize the information obtained from the existing metamodel. To make new sample points adapted to the information from the existing metamodel, we introduce a scaled distance approach:
where,
The weight parameters a h reflect the importance of different variables identified from the existing metamodel. If one variable is more important than the other variables, more weights should be assigned to that variable. This approach is expected to lead to a better uniformity of the projection of sample points into the space made of those important variables and therefore to improve the quality of the information obtained. For example, consider an extreme case in which some input variables are totally irrelevant (a h = 0), this approach should select sample points that uniformly fill the space made of the rest of variables.
When Kriging is used for metamodeling, the correlation coefficients θ h could be used as a h . In fact, the correlation coefficients to some extent are indictors of the smoothness or predictability along the x h coordinate (e.g., the smaller the θ h is, the smoother along x h coordinate; if θ h is close to zero, the influence of x h is close to linear). In this case, the scaled distance d s is the same distance used in the correlation function of Kriging (Eq. (3)). For other metamodeling techniques, the relative importance of variables can be obtained by global sensitivity analysis approaches, e.g., variance-based approaches by Sobol' [33].
Cross-validation Approach
For those metamodeling techniques with which an estimation of prediction errors are not provided, such as the RBF method, we propose a cross validation approach to estimate the prediction error. The basic idea of this method is to leave out one or several sample points each time, to fit a metamodel based on the rest of sample points, to use the metamodel to predict the response on those leave-out points, and then to calculate the difference between the prediction and the real response. With this approach, no new sample points are needed for assessing the accuracy of a metamodel. Instead of using cross-validation for accuracy assessment, here we use it to estimate the prediction error for sequential sampling. The prediction error is estimated by averaging the cross-validation errors. Based on the existing sample set X P with l points
,..., , 2 1 , the prediction error on point x is estimated by: With the cross validation approach, a point with the largest prediction error (Eq. (17)) is selected as the new sample point. The idea is similar to the MSE Approach. It has been found from our preliminary study that in some cases the point with the largest estimated prediction error tends to be close to one of the existing sample points. To avoid that new sample points clustering around the existing sample points, we further modify Eq. (17) to take into consideration the distance between points:
TEST SCHEME AND RESULTS Test Examples [16] . Function 6, a shaft press fit problem for a V6 Engine, is provided by Ford Motor Company. The response (output) of this problem is the press fit pressure, while the inputs include shape parameters (housing outer diameter, housing inner diameter, bearing outer diameter and bearing inner diameter), material parameters (housing Young's modulus, bearing Young's modulus, housing Poisson's ratio, bearing Poisson's ratio), thermal parameters (housing thermal expansion, bearing thermal expansion), and other parameters (interference, temperature). The equations for the mathematical functions and 3-D figures for all the test examples are provided in Appendix B.
Test Scheme
The test scheme is shown in Table 2 . The IMSE approach is not tested because without applying special techniques sample points tend to pile up [14] . We do not apply the Maximin Scaled Distance approach to RBF because the relative importance of each variable needed in this approach cannot be obtained directly as with Kriging. However, once the relative importance information is available, e.g., through methods such as sensitivity analysis discussed by Sobol (1993), this approach can be easily used for RBF or other metamodeling techniques.
As shown before, the Entropy approach, the Maximin Distance approach, and the Maximin Scaled Distance approach are capable to select one points or several sample points at each stage; while the MSE approach and the Cross Validation approach are designed to select one sample point at each stage. The multi-point per stage scheme needs much more computational efforts due to the high-dimensional optimization involved in searching for new sample set and therefore its implementation is much difficult. In this study, we test the Entropy approach by using the multi-point per stage scheme. We test all the other approaches by the one point per stage scheme (note: the MSE approach is equivalent to the Entropy approach in this case).
For the purpose of comparison, one-stage (os) sampling strategy is tested with the Optimal Latin Hypercubes Sampling (OLHS) algorithm [36] . The OLHS algorithm can efficiently select an optimal sample set from Latin Hypercube designs based on the entropy criterion. The Entropy approach (ep) is tested with the OLHS (the algorithm can also select sample points sequentially). Because the good space filling property of OLHS, it is also used to generate initial sample points for all other sequential approaches. Since the accuracy of metamodels is very sensitive to the selection of sample points and the OLHS is not unique, we use 10 different initial sample sets obtained from OLHS for each test. For the one-point per stage scheme, at each sequential stage, we choose points from a large set of random sample points (50000 points) based on the optimality criterion of a particular sequential approach. Table 3 shows the sample size for sequential sampling approaches (based on the number of variables (k) of the test examples). The sample size for the one-stage approach is the same as the total sample size for sequential sampling approaches. Here, the number of stages for multi-point per stage scheme (the Entropy approach) is three, while the number of stages for one-point per stage scheme is 8k+1 if k<6 and 6k+1 if k≥6. The RMSE (root mean squared error) based on the confirmation tests is used to assess the accuracy of metamodels, i.e., 
where Ti 
Comparisons of Sequential Approaches to One-Stage Approach
As mentioned in the last subsection, 10 different initial sample sets are used for each sampling approach and therefore there are ten sets of accuracy results for each sampling approach. Box plots are used to show the deviations of the accuracy (RMSE) of the final metamodels when 10 different initial sample sets are used (see, e.g. Figs. 1 and 2) . From the results shown in Figs. 1, 2 and Figs. A7~A10, it is found that in general the performance of sequential sampling approaches is comparable to that of the one-stage approach. It is found that, however, no sequential approaches with adaptation to existing metamodels can consistently (for all test problems) have better performance than approaches without adaptation (i.e., the maximum distance approach). In addition, it is not easy to identify an approach that is generally better than the other approaches.
For Kriging, the entropy (ep) approach outperforms other sequential approaches and the one-stage approach (os) for functions 4 and 6, and outperform other sequential approaches (but not the one-stage approach) for function 5; for functions 1 and 2, the Maximin Scaled Distance approach (msd) outperforms other sequential approaches and the one stage approach; for function 3, the MSE approach (mse) is the best in the sequential approaches. The performance of Maximin Distance approach (md) is never the best but seldom the worst, since the method does not adapt to previous data and tends to select sample points evenly filling the design space. One reason that none of these sequential approaches consistently outperforms the one-stage approach is that the information obtained from early created metamodels might be misleading. As shown in the 3-D plots in the appendix, many test problems are irregular. With a limited sample size, it is difficult for Kriging to catch the correct correlation parameters θ h (h=1,.., k). This leads to large RMSE deviations for some sequential approaches that directly depend on the correlation parameters, e.g., the Maximin Scaled Distance approach. Further investigation also shows that the multiple variables in most of test problems selected appear to be equally important and none of these variables are ignorable. Due to this problem nature, when applying sequential approaches with adaptation, it is hard to make good use of the information obtained from the existing metamodel. To further study the adaptation performance of sequential approaches for Kriging, two spurious variables are added to functions 1~4. These two spurious variables have no influence on the response of all testing functions and the correlation parameters for the spurious variables ideally should be 0. It is expected that Kriging may work better to identify such structure and thus lead to better performance of sequential approaches (except Maximin Distance approach, which does not adapt to data). The test results are shown in Figs. 3, 4 and Figs. A8 and A9. It is found that in such cases, sequential approaches with adaptation do outperform the one-stage approach except for function 2, which is highly irregular. It is noted that the performance of the Maximin Distance approach
For the RBF method, the Cross-validation (cv) approach we proposed significantly outperforms the one-stage approach for function 4 and also outperforms the one-stage approach for function 6. The maximin distance (md) approach outperforms the Cross-validation approach for the remaining functions and outperforms the one-stage approach for function 1, but neither improvement is significant. The mixed performance could be caused by the misleading information obtained from the metamodels created in the early stages for estimating the prediction error in some test problems.
Potential Usages of Sequential Approaches
As mentioned earlier, the major advantage of sequential approaches is that they can be used to monitor the process of metamodeling and to help a user decide when to stop the sampling process. This is desirable for many engineering problems if the simulation or analysis codes are computationally expensive. To save computational costs, designers can stop the sampling process whenever they think the quality or fidelity of metamodels is good enough or the performance of metamodels cannot be further improved (in that case we may change the metamodeling approaches). One issue, however, is how to assess the performance of metamodels without using additional confirmation samples. We propose to use the cross-validation error as an accuracy measure to overcome this difficulty. Fig. 5 shows the sequential metamodeling history for the engine problem (function 6). From the figure, we note that compared to the real RMSE history, cross-validation can roughly provide the general trend of the performance history of a sequential metamodeling process. We also note that after the number of sample points is large than 80, the improvement of the accuracy becomes small. Designers could use this information to decide whether to stop the sampling process. Sequential sampling approaches could also be very helpful for identifying an interesting design region and improving the accuracy of a metamodel in a narrowed interesting design region. Consider a situation in which we are only interested in a given range of a response, if we simply use space-filling approaches for the entire design space, many sample points will be wasted. By using sequential sampling approaches, the sample points can be added gradually and used to refine the approximation in the interesting region identified from the early created metamodels.
In addition, sequential approaches require small computational costs compared to one-stage optimal sampling approach. Assuming the number of input variables is k and the number of sample points is n, one-stage optimal sampling approaches involve solving a k*n-dimensional optimization problem, which could be computationally prohibitive if k and n are large. By using sequential approaches, the problem is divided into several smaller-dimensional optimizations, which makes the generation of sample points much cheaper.
CLOSURE
By testing various sequential sampling approaches for a set of test problems using different sequential approaches and different metamodeling techniques, we have shown the general applicability of sequential sampling approaches. We find that there is no guarantee that a sequential sampling approach with or without adaptation can improve the accuracy of metamodels compared to one-stage approaches. This is because depending on the samples and the metamodeling techniques used, the information obtained from the early created metamodels (e.g., the correlation parameters in Kriging, the estimation of prediction error, or the importance of variables) may be misleading. However, it has been observed in our study that the sequential approaches have shown promises for functions with variables having small or ignorable influences on a response. This could be helpful to many engineering problems in which only a part of variables are important. By using sequential sampling approaches, engineers can stop the sampling process when the model is accurate enough. Sequential approaches can also be used to identify an interesting design region and further refine the approximation in this region. In addition, sequential approaches require less computational costs compared to one-stage.
It is also observed from the study that if the unknown function is smooth or predictable, such as functions 1 and 6, Kriging can tremendously outperform RBF. Even if the unknown function is smooth or predictable in some coordinates (directions), e.g., function 3, Kriging can still largely outperform RBF. This is due to the use of the scaled distance with the correlation parameters determined by the sample data. However, when the unknown function is very irregular or unpredictable, such as function 2 (waving) and function 4 (sharp change in some region), the correlation parameters in Kriging could be very sensitive to sample points. This may lead to large deviations of the performance of a sequential sampling approach when different initial sample sets are used. It is especially the case for the proposed Maximin Scaled Distance approach, in which the correlation parameters are directly used. The variable importance from the global sensitivity analysis may be a good alternative to the correlation coefficients of Kriging. Therefore, one future work will be to further develop the Maximin Scaled Distance approach to make use of variable importance information. With this development, it is also expected that the approach will also work with other metamodeling techniques such as RBF.
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APPENDIX
A Proof for MSE Approach
If there is only one new point x C in X C , the (l+1)*(l+1) correlation matrix R A can be written as (noting 1 ) , (
where R P stands for the l*l correlation matrix for l previous sample points in X P and the elements of the l-vector r P (x C ) are the correlation between x C and the sample points in X p . It can be proved that the determinant of correlation matrix R A for all the l+1 sample points can be written as:
And the inverse matrix for R A can be written as: 
It is easy to find that the only difference between Eq. (A4) and (5) is the const items before square brackets, which means that to maximize 
