National borders reduce trade, but most estimates of the border effect seem puzzlingly large. We show that major methodological innovations of the last decade combine to shrink the border effect to a one-third reduction in international trade flows worldwide. The border effect varies across regions: it is substantial in emerging countries, but relatively small in OECD countries. For the computation we collect 1,271 estimates of the border effect reported in 61 studies, codify 32 aspects of study design that may influence the estimates, and use Bayesian model averaging to take into account model uncertainty in meta-analysis.
Introduction
The finding that international borders significantly reduce trade, first reported by McCallum (1995) , has become a stylized fact of international economics. A high ratio of trade within national borders to trade across borders, after controlling for other trade determinants, implies large unobserved border barriers, an implausibly high elasticity of substitution between domestic and foreign goods, or both. Obstfeld & Rogoff (2001) include the border effect among the six major puzzles in international macroeconomics, and dozens of researchers have attempted to shrink McCallum's original estimates.
Researchers have proposed several methodological solutions to the border puzzle, such as the inclusion of multilateral resistance terms, consistent measurement of within and betweencountry distance, and use of disaggregated data. But the border effects reported in the literature are, on average, still close to those estimated by : regions are likely to trade with foreign regions about fifteen times less than with regions in the same country. Publication year Notes: The figure depicts median estimates of the "home coefficient" (the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows) reported in individual studies. The border effect can be obtained by exponentiating the home coefficient: the mean is exp(2.7) = 15. The horizontal axis measures the year when the first drafts of studies appeared in Google Scholar. The black line shows the time trend. Figure 1 shows that new methods and data sets used in the gravity equation, the workhorse tool for computing border effects, increase the dispersion of the results. The reported border effects do not diminish over time and do not converge to a consensus value that could be used for calibrations. Our goal in this paper is to collect the empirical estimates of the border effect, examine why they vary, and compute a benchmark value for different regions conditional on the implementation of major innovations in the gravity equation. That is, using previously reported results we construct a large synthetic study that estimates the border effect, but corrects for potential publication or misspecification biases.
We employ the framework of meta-analysis, the quantitative method of research synthesis (Stanley, 2001) . Meta-analysis has been used in economics by, for instance, Card & Krueger (1995) on the employment effects of minimum wage increases, Disdier & Head (2008) on the impact of distance on trade, Havranek & Irsova (2011) on the relation between foreign investment and local firms' productivity, and Chetty et al. (2011) on the intertemporal elasticity of substitution in labor supply. We collect 32 aspects of studies, such as the characteristics of data, estimation, inclusion of control variables, number of citations, and information on the publication outlet. To explore how these characteristics affect the estimates of the border effect, we employ Bayesian model averaging (Raftery et al., 1997) . The method addresses the model uncertainty inherent in meta-analysis by estimating regressions comprising the potential subsets of the study aspects and weighting them by statistics related to the goodness of fit.
Our results suggest that many innovations in estimating the gravity equation systematically affect the reported border effect: for example, the use of disaggregated data, consistent measurement of within and between-country distance, data on actual road or sea distance instead of the great-circle distance, control for multilateral resistance, and the use of the Poisson pseudo-maximum likelihood estimator. When we put these influences together and compute the general equilibrium impact of borders conditional on best practice methodology, we find that borders reduce international trade worldwide by only one third compared to a counterfactual world without borders. The border effects differ significantly across regions-we obtain large estimates for emerging countries, but relatively small estimates for most OECD countries.
We find little evidence of publication bias in the literature: researchers do not preferentially report small, large, or statistically significant estimates of the border effect. This result is remarkable considering a recent survey of estimates of publication bias, Doucouliagos & Stanley (2013) , who show that the problem of selecting intuitive and statistically significant estimates concerns most fields of empirical economics. For example, Ashenfelter et al. (1999) find evidence of publication bias in the literature on the returns from schooling, Görg & Strobl (2001) in the estimates of foreign direct investment spillovers, and Rusnak et al. (2013) in the literature on the transmission of monetary policy shocks to prices. Unlike many other important parameters in economics, it is easy for researchers to obtain statistically significant estimates of the border effect, so the literature lacks the typical driver of publication selection. Estimates consistent with appear to be over-reported, but this fact does not bias the literature because McCallum's estimates are close to the overall mean and median.
The remainder of the paper is organized as follows. Section 2 describes how we collect data from studies and discusses the basic properties of the data set. Section 3 tests for publication bias. Section 4 explores the heterogeneity in the estimated border effects and constructs best practice estimates for different regions. Section 5 presents robustness checks. Section 6 concludes. Appendix A includes diagnostics of Bayesian model averaging, Appendix B shows the list of studies included in the meta-analysis, and the online appendix at meta-analysis.cz/border provides the data, code, and a discussion of the potential pitfalls of our method.
The Border Effects Data Set
The studies from which we collect estimates of the border effect assume that trade flows are generated by the following general definition of the gravity equation:
Trade ij = G · Exporter i · Importer j · Distance −α ij · exp(home · Same country ij ) · Access ij , (1)
where Trade ij denotes the volume of trade flows from region i to region j, G is a "gravitational" constant, Exporter i denotes the exporting capabilities of region i with respect to all trading partners, Importer j denotes the characteristics of region j that affect imports from all trading partners, Distance ij denotes the distance between regions i and j, Same country ij denotes a dummy variable that equals one if regions i and j belong to the same country, and Access ij denotes all other bilateral accessibility characteristics between regions i and j (for example, a free trade agreement).
The authors usually estimate a log-linearized version of (1) with exporter and importer fixed effects to control for multilateral resistance terms. Some authors use non-linear estimators, and even for the linear estimation there are many method choices the authors must make. We identify 32 aspects of study design that may potentially influence the estimate of the border effect and explain them in detail in Section 4. We collect estimates of home reported in studies, which is the semi-elasticity corresponding to the ratio of within to between-country trade flows;
the border effect can be obtained by exponentiating the semi-elasticity. It is convenient to analyze the semi-elasticities because authors provide standard errors for them and the estimates should be approximately normally distributed.
Our data sources are studies that estimate the semi-elasticities; we call them primary studies and search for them using the RePEc database. We use the following search query for titles, keywords, and abstracts of papers listed in the database: (border OR home bias) AND trade AND gravity. The search yields 370 hits since 1995. We read the abstracts of all the studies and download those that show promise of containing empirical estimates of the border effect.
Additionally, we examine the references of the studies and obtain other papers that might provide empirical estimates. We stop the search on January 1, 2014. The list of all studies examined is available in the online appendix at meta-analysis.cz/border.
We apply three inclusion criteria. First, the study must investigate the effect of international borders. That is, we exclude studies estimating intranational border effects (for example, Wolf, 2000) . We expect the mechanism driving border effects in intranational trade to be different enough to call for a separate meta-analysis. Second, we exclude papers that include the "same nation" dummy in the gravity equation as a control variable for territories, such as the overseas departments of France (for example, Rose, 2000) . The "same nation" dummy has little variation and often captures trade between a large country and its small territories. Third, we only include studies that provide standard errors for their estimates-or statistics from which standard errors can be computed. Without estimates of standard errors we cannot test for publication bias in the literature. While we conduct the search using English keywords, we do not further exclude any studies based on the language of publication.
The 61 studies that conform to our selection criteria are listed in Appendix B. Of these, 48 are published in refereed journals and 13 are working papers or mimeographs; later in the analysis we control for the publication outlet of the study and other aspects of quality. The median study in our sample was published in 2007, which shows that the literature estimating border effects is alive and well, with more and more studies coming out each year. Together the studies have received almost 11,000 citations in Google Scholar, or about 800 on average per year, which suggests the importance of border effects for international economics.
We collect all estimates of the semi-elasticity from the primary studies. The approach yields an unbalanced data set, since some studies report many more estimates than other studies, but has three big advantages. First, it is demanding and sometimes impossible to select the authors' preferred estimate to represent each study, so by collecting all estimates we avoid the most subjective stage of meta-analysis. Second, throwing away information is inefficient, and many studies report estimates employing alternative methods or data sets, which increases the variation in our data set. Third, using multiple estimates per study we can employ study-level fixed effects, which removes all characteristics idiosyncratic to individual studies. In total, we gather 1,271 estimates of the semi-elasticity; the median primary study reports 13 estimates.
A few problems concerning data collection are worth mentioning. To start with, the variable capturing the border effect is not always defined in the same way as Same country in (1). Often it equals one for cross-border trade flows, in which case we simply take the negative of the estimated coefficient. Sometimes, however, the dummy variable equals one only for trade flows crossing the border in one direction (for example, Anderson & Smith, 1999) . Following the common practice to "better err on the side of inclusion" in meta-analysis (Stanley, 2001, p. 135), we choose to include the estimates of directional border effects, but control for this aspect of methodology to see whether it yields systematically different estimates. We also include the few border effect estimates that use services trade data , although almost all studies focus on the arguably less home-biased goods trade. Finally, the collection of data is labor-intensive, since we gather information on 32 aspects of estimation design for all 1,271 estimates. To alleviate the danger of typos and mistakes, both of us collect the data independently and correct inconsistencies by comparing the two data sets. The final data set is available in the online appendix at meta-analysis.cz/border. Figure 2 shows a box plot of the estimates reported in the primary studies; the heterogeneity both between and within studies is substantial. It is apparent, however, that most studies report Ghemawat et al. (2010) de Almeida and da da Pachioli (2011) Cafiso (2011b) Olper and Raimondi (2008c) Olper and Raimondi (2008b) Olper and Raimondi (2008a) Anderson and Yotov (2010a) Requena and Llano (2010) Coughlin and Novy (2013) Brulhart and Trionfetti (2009) Gil-Pareja et al. (2005) Minondo (2007) Chen (2004) Anderson and Yotov (2010b) Wall (2000) Cafiso (2011a) Vancauteren and Weiserbs (2011) Vancauteren (2002) Head and Mayer (2010) de Sousa et al. (2012) Tan (2012) Straathof (2008) Nitsch (2001) Hillberry (2002) Hillberry ( (2003) Helliwell and Verdier (2001) Helliwell (1997) Evans (2003) Anderson and Smith (1999b) Evans (2006) Helliwell (1996) Fontagne et al. (2005) Wei (1996) McCallum (1995) Ceglowski (2000) Anderson and Smith (1999a) Nitsch (2000) Bas and Ledezma (2009) Taglioni (2004) Fukao and Okubo (2011) Okubo (2004) Okubo (2007) Heinemeyer (2007) Wolf (2009) Notes: The figure shows a box plot of the estimates of the home coefficient (the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows) reported in individual studies. Studies are sorted by mid-year of the sample in ascending order. Full references for the studies included in the meta-analysis are available in Appendix B. at least some estimates close to 3, near the original estimate by . A large portion of the heterogeneity in the estimates may be due to differences in data, and especially different countries for which the border effect is evaluated. reported in the same primary study are likely to be dependent. Nevertheless, we are not aware of any meta-analysis that also tries to take into account the dependence in estimates due to the use of similar data sets. A few studies in our sample use the same data set, especially the one introduced by , but many others simply add a few years to data used elsewhere. So, we consider data sets to be the same or very similar if they provide data on the same region and start in the same year, and additionally cluster standard errors at the level of similar data sets. The implementation of two-level clustering follows the approach of Cameron et al. (2011) .
The left-hand part of the table shows unweighted estimates; the right-hand part shows estimates weighted by the inverse of the number of observations reported in each study. By using these weights we assign each study the same importance; otherwise studies reporting many semi-elasticities drive the results. The mean unweighted estimate of the semi-elasticity equals 3, virtually identical to the original estimate of the parameter by . This semi-elasticity implies a border effect of exp(3) = 20, which means that an average region in an average country trades twenty times more with regions in the same country than with foreign regions of similar characteristics. The 95% confidence interval for the mean estimate of the border effect is (13, 34), which shows substantial uncertainty due to differences in methodology.
The table documents that the semi-elasticities estimated for individual countries vary substantially. The smallest mean estimate corresponds to the US (implying a border effect of 2 in the case of the unweighted estimates), while the largest mean is obtained for emerging countries (implying a border effect of 156). The respective means for Canada, the EU, and OECD countries are close to the overall mean. When we weight the estimates by the inverse of the number of observations reported in each study, we obtain a smaller overall mean, implying a border effect of 13.3, and the country-specific estimates get less dispersed. In both cases the lower bound of the 95% confidence interval of the estimate for emerging countries is larger than the upper bounds of the confidence intervals for all other groups of countries. That is, the border effects estimated in the literature suggest that developing and transition countries are substantially less integrated into global trade than developed countries.
In Table 2 we report the mean estimated semi-elasticities for particular subsets of methods and studies. When compared with Table 1 , it seems that the effect of methods on results is less pronounced than the effect of the choice of the region for which the border effect is estimated.
Some method choices bring systematically different results, but the impacts get muted when we move to the right-hand part of the table where each study is assigned the same weight. Estimates obtained using panel or disaggregated data tend to be somewhat larger, while the use of actual Notes: The table presents mean estimates of the home coefficient (the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows) for estimates obtained using a particular methodology or reported in a particular study. Internal trade = within-country trade flows are directly observed in the data. Consistent dist. = within-country distance is measured in the same way as between-country distance. MR = multilateral resistance. New studies = studies published in 2007 (the median year of publication in our data) or later. The confidence intervals around the mean are constructed using standard errors clustered at both the study and data set level (the implementation of two-way clustering follows Cameron et al., 2011) . In the right-hand part of the table the estimates are weighted by the inverse of the number of estimates reported per study.
within-country trade flows (as opposed to approximating internal trade using production data) and inclusion of zeros are associated with smaller estimates. Published studies report mean estimates virtually identical to those of unpublished studies, and the average results also do not change much in time. Because authors often change several data and method characteristics simultaneously, and there are many additional aspects of study design that might influence the estimates, in Section 4 we use meta-regression analysis to investigate in detail the marginal effects of data and method choices on the reported border effects. Figure 3 shows the histogram of the estimated semi-elasticities. We see that almost all the estimates are positive; in the data we only have 22 negative estimates, 1.7% of all the semi-elasticities. The median estimate is very close to the overall mean and equals 2.9. The median estimate of the median semi-elasticities reported in individual studies equals 2.6, which is virtually identical to the mean of the estimates weighted by the inverse of the number of estimates reported per study. The closeness of the mean and median together with the shape of the histogram suggests that there are no serious outliers in our data set, so we do not exclude any estimates from the meta-analysis.
The journals in which the primary studies are published differ greatly in prestige and rating.
On the one hand, some studies are published in top field and general interest journals; on the other hand, many estimates come from studies published in local outlets. To illustrate the Econometrics. Eleven studies in our sample are published in these journals and they report a median semi-elasticity of 1.7, implying a border effect of 5.5, less than a third of the overall mean effect. Studies in respected journals seem to report smaller semi-elasticities, but the pattern may be explained by differences in methodology. Another potential reason for between-study differences in estimates is publication selection.
Publication Bias
Publication selection bias arises when estimates have a different probability of being reported based on their magnitude or statistical significance. Sometimes it is called the "file drawer problem" (Rosenthal, 1979) : researchers may hide in their file drawers estimates that are insignificant or have an unintuitive sign and search for estimates that are easier to publish. Publication bias has been identified in empirical economics by, for example, DeLong & Lang (1992), Card & Krueger (1995) , and Ashenfelter et al. (1999) . In a survey of examinations of publication bias, Doucouliagos & Stanley (2013) find that most fields of empirical economics are seriously affected by the problem. Because the potential presence of publication bias determines the weights that should be used in meta-analysis, we test for the bias before we proceed to the analysis of heterogeneity.
If researchers preferentially report estimates that are statistically significant and have the expected sign, the literature as a whole exaggerates the effect in question. For example, Stanley (2005) finds that the mean estimate of the price elasticity of water demand is exaggerated fourfold because of publication bias. The problem is widely recognized in medical science, and the best medical journals now require registration of clinical trials before publication, so that researchers can find the results of all trials, even though some are not submitted for publication.
In a similar vein, the American Economic Association has agreed to establish a registry of randomized experiments "to counter publication bias" (Siegfried, 2012, p. 648) .
The presence of publication bias can be examined visually using the so-called funnel plot (Egger et al., 1997) . It is a scatter plot showing the magnitude of the estimated effects on the horizontal axis and the precision (the inverse of the estimated standard error) on the vertical axis. If the literature is not influenced by publication bias, the most precise estimates of the effect will be close to the mean underlying effect. As the precision decreases, the estimates get more dispersed, forming a symmetrical inverted funnel. In the presence of publication bias the funnel becomes asymmetrical (if researchers discard estimates of a particular sign or magnitude), or hollow (if researchers discard statistically insignificant estimates), or both.
We report the funnel plot for the border effect literature in Figure 4 . Panel (a) shows the funnel for all estimates; panel (b) only shows the median estimates for each study. We make three observations from the funnels. First, both funnels are relatively symmetrical, with the most precise estimates being close to the average reported semi-elasticity. Second, the funnels are not hollow, and even estimates with very little precision (and, thus, small p-values) are reported. Third, the funnel in panel (a) has multiple peaks, which suggests heterogeneity in the estimated border effects. Signs of heterogeneity are not surprising given our estimates of cross-country differences in the previous section. We conclude that typical funnel plots reported in economics meta-analyses show much clearer signs of publication bias than what we observe in the literature on border effects (see, for example, Stanley & Doucouliagos, 2010) . The funnel plot represents a simple visual tool for the evaluation of publication bias, but the presence of bias can be tested more formally. Following Card & Krueger (1995) , we explore the relationship between the estimates of the semi-elasticity and their standard errors. Because the methods used by researchers to estimate the semi-elasticity yield a t-distribution (or another symmetrical distribution) for the ratio of estimates to their standard errors, the estimates and standard errors should be statistically independent quantities. In contrast, if statistically significant estimates are preferred, researchers will search for large estimates of the semi-elasticity in order to offset the standard errors and produce large t-statistics, which will lead to a correlation between the semi-elasticies and standard errors. Similarly, when researchers discard negative estimates, a positive relationship arises between the reported estimates and their standard errors because of heteroskedasticity (Stanley, 2008) :
where HOME ij are i-th estimates of the semi-elasticity reported in j-th study, SE(HOME ij ) are the reported standard errors of the semi-elasticity estimates, HOME 0 is the mean semi-elasticity corrected for potential publication bias, β measures the extent of publication bias, and u ij is a normal disturbance term. For example, if the true mean semi-elasticity was zero (implying no border effect) but all researchers reported the 5% of estimates that are positive and statistically significant, the estimated β would be close to two: the researchers would need their t-statistics, HOME/SE(HOME), to equal at least two.
Equation (2) can be interpreted as a test of funnel asymmetry, because it follows from rotating the axes of the funnel plot and inverting the values on the new horizontal axis to show standard errors instead of precision. Note that the test has low power if the true underlying value of the effect is close to zero and the only source of publication bias is selection for statistical significance: when HOME 0 is zero and insignificant estimates, positive or negative, are omitted, β is zero, even though publication selection may be substantial (the funnel plot gets hollow, but not asymmetrical). Nevertheless, such a symmetrical selection does not create a bias in the mean of the reported estimates, so it is usually not a source of concern (Stanley, 2005) .
In examinations of publication bias it is common to assume, as we have done so far in this section, that the selection criteria leading to the bias are based on the sign and statistical significance of the estimate in question. In the literature estimating the border effect, however, potential publication selection need not be driven by the sign and significance of the resulting coefficients, because negative and insignificant estimates are difficult to obtain due to the relatively large underlying border effect. Instead, researchers are likely to use the well-known results reported by as a benchmark, and in this case publication selection could assume the following two forms:
First, researchers may discard estimates inconsistent with give rise to a correlation between the nominator and denominator of the ratio and would show as a negative and statistically significant coefficient β in (2). In other words, the corresponding funnel plot would become asymmetrical because large estimates would be reported less often than small estimates with the same precision. Equation (2) measures the degree of asymmetry of the funnel plot and so it is able to detect any selection process that causes a systematic bias in the literature.
We present the results of the funnel asymmetry tests in Table 3 . Because regression (2) is heteroskedastic, we report robust standard errors, which are clustered at the level of individual studies and data sets. The first column of panel A shows estimates of the parameters from (2) using all 1,271 semi-elasticities in our sample. The coefficient corresponding to the extent of publication bias is statistically insignificant and close to zero, while the estimated semi-elasticity beyond publication bias is 2.9, close to the mean and median semi-elasticity reported in the literature. Therefore, neither visual nor formal tests show any evidence of publication selection, and the potential selection does not create any bias in the mean reported estimate of the border effect.
The second column of panel A in Table 3 estimates equation (2) using only the semielasticities reported in published studies. Perhaps editors or referees prefer coefficients that are significantly smaller than the central estimate of , which would pull the mean reported semi-elasticity down. Indeed, in a meta-analysis of vertical productivity spillovers 
HOM E ij and SE(HOM E ij ) are the i-th estimates of the home coefficient (the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows) and their standard errors reported in the j-th studies.
The standard errors of the regression parameters are clustered at both the study and data set level and shown in parentheses (the implementation of two-way clustering follows Cameron et al., 2011) . Published = we only include published studies. Fixed effects = we use study dummies. Instrument = we use the number of observations in the gravity equation as an instrument for the standard error. The regressions in Panel B are estimated by weighted least squares. Precision = we take the inverse of the reported estimate's standard error as the weight. Study = in addition to "Precision" the inverse of the number of estimates reported per study is taken as the weight. Impact = in addition to "Study" the RePEc recursive discounted impact factor of the outlet where the study was published is taken as the weight. Citations = in addition to "Impact" the number of Google Scholar citations received per year is taken as the weight. * * * , * * , and * denote statistical significance at the 1%, 5%, and 10% level.
from foreign direct investment, Havranek & Irsova (2011) find that studies published in refereed journals show substantially more publication bias than unpublished manuscripts. Our results concerning the border effect, however, show little difference between published and unpublished studies both in the extent of publication bias and in the mean underlying semi-elasticity beyond any potential bias. Next, in the third column we include fixed effects for individual studies to control for method or other quality characteristics specific to individual studies. The fixedeffects estimation represents another advantage of collecting multiple estimates per study. The results are very similar to the baseline specification reported in the first column; we get no evidence of publication bias, and the mean estimated semi-elasticity is still 2.9.
Specification (2) only includes one explanatory variable, the standard error. It is possible that some method choices affect both the estimated semi-elasticity and the corresponding standard error, which would cause the error term u ij to be correlated with SE(HOME ij ). In the last column of panel A in Table 3 we use the logarithm of the number of observations in the gravity equation as an instrument for SE(HOME ij ): the number of observations is correlated with the reported standard errors of the semi-elasticities, but little related to the methods of estimation. The instrumental variable estimation is less precise, but still reports the mean underlying semi-elasticity close to 3 and no evidence of publication bias.
In panel B of Table 3 we weight all the estimates by their precision. We have noted that equation (2) is heteroskedastic, and the explanatory variable directly captures the variance of the response variable. To achieve efficiency, many applications of meta-analysis divide (2) by the corresponding standard error; that is, they multiply the equation by the precision of the estimates. Such an approach has the additional allure of giving more importance to precise results. The first column of panel B shows that precision weights do not change our results.
The second column of panel B adds weighting by the inverse of the number of estimates reported in studies to the precision weights. In line with the summary statistics from the previous section, the mean semi-elasticity decreases when each study gets the same weight.
Next, in column 3 we add weighting by the discounted recursive RePEc impact factor of the publication outlet. The estimated semi-elasticity decreases to 1.6: better journals seem to publish smaller estimates, which corroborates our interpretation of Figure 3 . Finally, we also weight the estimates by the number of Google Scholar citations the study receives each year.
The semi-elasticity decreases to 1.2, implying a border effect of 3.4. Thus, when we give more weight to highly-cited papers published in good journals, we are able to shrink the mean border effect more than five times. In the next section we explore how these differences between studies can be explained by variation in data and methodology.
Why Border Effects Vary

Variables and Estimation
We substitute the characteristics of estimates and studies for SE(HOME ij ) in equation (2). The previous section shows that the reported standard errors are not correlated with the estimates of the semi-elasticity, and the exclusion of the standard error has the additional benefit of removing the obvious heteroskedasticity. After we remove the standard error from the equation, we have little to gain by weighting our estimates by precision. Moreover, weighting by the estimates' precision introduces artificial variation into variables defined at the study level (for example, the use of disaggregated or panel data). Instead, we weight the regressions by the inverse of the number of estimates reported per study to give each study the same weight, and also report a robustness check using unweighted data. and shows summary statistics. The last column presents the mean weighted by the inverse of the number of estimates reported in each study. We divide the variables into seven groups.
First, we collect information on data characteristics. Second, we control for regional differences in the estimates. Third, we collect variables reflecting the general design of the analysis. Fourth, we include dummy variables that capture how the authors treat multilateral resistance. Five, we distinguish between the different types of treatment of zero trade flows. Sixth, we include dummy variables reflecting whether the gravity equation uses control variables. Finally, we include information on publication and citation characteristics of the studies. Our intention is to introduce the possible reasons for heterogeneity in the estimated border effects, not to present a detailed survey of the methods used in estimating the gravity equation. For a survey of methods see Head & Mayer (2014) . Notes: SD = standard deviation. WM = mean weighted by the inverse of the number of estimates reported per study. All variables except for citations and the impact factor are collected from studies estimating the border effect (the search for studies was terminated on January 1, 2014, and the list of studies is available in Appendix B). Citations are collected from Google Scholar and the impact factor from RePEc. The data set is available in the online appendix at meta-analysis.cz/border.
Data characteristics
We control for the age of the data by creating a variable that reflects the midpoint of the sample; perhaps the mean border effect shrinks with the continuing globalization and integration of emerging markets. The mean semi-elasticity in our sample is estimated using data from 1990. To see whether cross-sectional and panel data yield systematically different border effects, we include a corresponding dummy variable. Sixty-seven per cent of the estimates come from specifications using panel data, but 48% of the studies rely on cross-sectional data (that is, panel studies usually report more estimates).
Next, we control for the level of aggregation in the gravity equation and add a dummy that equals one if the data are disaggregated at the sector or product level; about a half of all studies employ some sort of disaggregation. Researchers suspect that aggregation across products and sectors creates a bias in the gravity equation, but the direction of the bias is unclear (Anderson & van Wincoop, 2004, pp. 727-729) . We also include the logarithm of the Countries examined Border effects in our sample are estimated for different regions, so we control for regional differences. Among other things, countries may display different elasticities of substitution between domestic and foreign goods, which would affect the estimated border effect. We include five regional dummies: Canada, the US, the EU, the OECD, and emerging countries (including both developing and transition economies). The first paper on the border effect, , uses data on internal trade in Canada. Many others have followed, and 17% of all estimates in our sample use Canadian data. Another 5% of border effects are estimated for the US (for example, , 21% for the EU , 8% for the OECD , and 6% for emerging countries (da .
The reference category for this group of dummy variables is estimation for the entire world, countries not listed above, or combinations of regions. Relatively common are also estimates that identify the border effect using internal trade in Japan, Germany, and Spain.
Design of the analysis We distinguish studies that have data on within-country trade flows from studies that estimate trade with self using production data; about a half of the studies have access to data on internal trade. Regarding the studies that must compute data on trade with self, we distinguish between those that use the same definition for the computation of within and between-country distance and those that employ different definitions. show that employing inconsistent measures of internal distance can exaggerate the reported border effect. About 14% of all estimates are obtained using different definitions of internal and external distance.
We also include a dummy variable that equals one for estimates obtained with a measure of distance computed from actual road or sea routes instead of the great-circle formula (6% of all estimates). We expect that the great-circle formula overstates internal distance and thus leads to an upward bias in the estimated border effect. Regions are likely to be connected more efficiently with other regions in the same country than with foreign regions that show the same great-circle distance . A couple of studies in our data set commit what Baldwin & Taglioni (2007) call the "silver medal mistake" in estimating the gravity equation: they use total or average trade flows as the response variable and compute the sum or average before taking logs. About 14% of studies use an asymmetric definition of border effects, which means that they examine the difficulty of crossing borders in one direction (for example, Anderson & Smith, 1999) . Finally, we control for the case where researchers use instruments to account for the endogeneity of GDP in the gravity equation (6% of all estimates).
Treatment of multilateral resistance
We include five dummy variables to control for the way the authors of primary studies account for the problem. The first attempts, usually prior to , involve including remoteness terms, and about 10% of studies in our sample do so. The most straightforward approach is to use destination and origin fixed effects , employed by 31% of studies. Another consistent estimation method involves normalizing trade flows by trade with self , and 11% of studies use this method. About 6% of studies use the non-linear technique introduced by . A half of the primary studies do not estimate the border effect consistently; that is, they either add the atheoretical remoteness terms or ignore multilateral resistance entirely. The reference category for this group of dummy variables is estimation that controls for multilateral resistance using a method different from those described above (for example, the spatial econometric technique employed by Behrens et al., 2012) .
Treatment of zero trade flows
The simplest way to incorporate zeros is to add one to each observation and use the log-linear transformation. But as Head & Mayer (2014) note, in this case the results depend on the units of measurement. Many authors who choose this approach estimate the gravity equation using Tobit (6% of the studies). Next, 11% of primary studies use the non-linear method introduced by Silva & Tenreyro (2006) , the Poisson pseudo-maximum likelihood estimator (PPML). The method allows for the incorporation of zero trade flows and addresses heteroskedasticity in the error term of the gravity equation. Finally, 55% of studies exclude zeros from their data sets. The reference category for this group of dummy variables is estimation that incorporates zero trade flows using a method different from those described above or that encounters no zero trade flows in the data (for example, studies using aggregated OECD data).
Control variables Studies estimating the border effect typically include three control variables: dummies for adjacency, common language, and membership in a free trade agreement.
We examine whether the inclusion of these variables has a systematic influence on the estimated semi-elasticity. In many cases the primary studies cannot include the dummy variables for common language and free trade area membership, because the value of these dummies would be the same for all trading pairs in their data-for example, trade flows between Canadian provinces and US states. We code the variables such that "0" set for common language and FTA control means that the control variable could be included but is omitted.
Publication characteristics To see whether published studies yield different results even when all the main aspects of methodology are controlled for, we include a dummy variable that equals one if the study is published in a peer-reviewed journal. To account for the different quality of publication outlets, we include the recursive discounted RePEc impact factor. The greatest advantage of RePEc with respect to other impact metrics is that it provides information on virtually all journals and working paper series. Next, we control for the number of citations of the study, which could reflect aspects of study quality not captured by the data and methodology variables described above. Finally, for each study we find the year when it first appeared in Google Scholar and examine whether there is a publication trend in the estimates of the border effect beyond advances in methodology.
We intend to run a regression with the semi-elasticity as the response variable and all the aspects of data, methodology, and publication as explanatory variables. The problem is that such a regression would probably contain many redundant variables, and we do not know a priori which of the variables introduced in Table 4 should be excluded. Ideally, we would also like to run regressions containing different subsets of the explanatory variables to see whether our results are robust. With such a large number of explanatory variables we face substantial model uncertainty, which can be addressed by Bayesian model averaging (BMA).
BMA runs many regressions involving subsets of the 32 potential explanatory variables.
With 2 32 possible combinations, it would take several months to estimate all the regressions, so our approach relies on a Monte Carlo Markov Chain algorithm that walks through the potential models (we use the bms R package by Feldkircher & Zeugner, 2009 ). For each model BMA grayscale) means that the variable is included and the estimated sign of the regression parameter is positive. Red color (lighter in grayscale) denotes a negative estimated regression parameter.
Results
We can see that approximately a half of the variables appear in the best models and that the signs of their estimated regression parameters are robust to including other control variables.
The numerical results of Bayesian model averaging are reported in Table 5 . In addition, we show the results of an OLS regression which includes all but the 11 variables with a posterior inclusion probability lower than 0.3: these 11 variables do not seem to help explain the variability in the estimates of the border effect (nevertheless, our baseline specification is the weighted average of models from BMA, which does not exclude any variables). The OLS esti- Anderson & Yotov (2010 , p. 2167 , who also find that aggregated data yield "significantly smaller" estimates of the border effect (they do not report the precise difference).
In contrast, finds that aggregation exaggerates the home coefficient by about 1.
Next, more years of data available for the estimation translates into larger border effects, but the posterior inclusion probability of this variable is only 0.81. For all other variables in this category we get weak posterior inclusion probabilities.
Regional differences help explain the heterogeneity in the estimated border effects; the posterior inclusion probabilities for all the region dummies are decisive. Researchers typically obtain the largest border effects for developing and transition countries, followed by Canada. The smallest estimates are reported for the US. discuss how the small Notes: Home = the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows. PIP = posterior inclusion probability. SD = standard deviation. In the frequentist check we only include explanatory variables with PIP > 0.3. The standard errors in the frequentist check are clustered at both the study and data set level (the implementation of two-way clustering follows Cameron et al., 2011) . More details on the BMA estimation are available in Table A1 and Figure A1 . A detailed description of all variables is available in Table 4 .
estimates for the US may be affected by the characteristics of the Commodity Flow Survey, the source of data typically used for this estimation.
Regarding the general design of the gravity equation, it matters for the estimated border effect whether internal and external distances are measured consistently. If not, the reported semi-elasticities tend to be about 0.8 larger; the result is in line with the findings of , who also report that inconsistent measurement of within and between-country distance exaggerates the home coefficient (by more than 1). When the authors of primary studies use actual road or sea distances instead of employing the great-circle formula, they report semi-elasticities about 0.9 smaller. also find that using the actual distance reduces the estimated border effect (though only by 15%). Next, asymmetric estimates of the border effect are on average larger than those using the symmetric definition.
The border effects estimated using "trade with self" computed from production statistics differ little from the estimates obtained when data on within-country trade are directly available, which also suggests that the size of regions used for the definition of within-country trade flows does not matter much for the reported border effect. Furthermore, it seems that the "silver medal mistake" in estimation (summing imports and exports before taking logs) does not affect the resulting border effects, but very few papers in our data set commit this mistake.
In contrast, the "gold medal mistake" in estimating gravity equations has important consequences for the border effect: if authors do not control for multilateral resistance terms, they are likely to report semi-elasticities 0.8 larger. This result contrasts with the findings of , who report that the decrease in border effects found by is primarily due to the specifics of the data and not due to the control for multilateral resistance. The posterior inclusion probabilities for the specific types of control for multilateral resistance are weak: when estimating the border effect, it is important to control for multilateral resistance, but the exact methods used seems to matter little. In a similar vein, finds little difference between the magnitude of the border effect estimated using fixed effects and the estimator developed by .
The treatment of zero trade flows affects the estimated border effect as well. If Tobit or PPML is used, the resulting semi-elasticities tend to be on average about 0.7 smaller. This finding contrasts with the results of Cafiso (2011), who finds slightly larger home coefficients in the EU using PPML compared with OLS (by about 0.2). The inclusion of control variables for adjacency, common language, and mutual trade agreement does not seem to matter much for border effects. Concerning publication and other study characteristics, papers published in refereed journals tend to report semi-elasticities about 0.3 larger. The impact factor of the journal and the number of citations are not important for the reported border effects when we control for the characteristics of data and methods. The reported border effects seem to increase slightly over time: the semi-elasticities are 0.075 larger on average each year.
In the next step we try to piece the puzzle together by computing a mean estimate of the border effect conditional on avoiding the gold medal, silver medal, or any other potential mistake in estimation. This part of our analysis is the most subjective, because it involves defining "best practice" in the estimation of border effects, and different researchers may have different opinions on what the best practice is. Nevertheless, we believe there is value in correcting the mean reported coefficients for the marginal effects of method choices that arguably create problems in the identification of the gravity equation. We show that, when evaluated together, the major innovations introduced into the estimation of gravity equations in the last decade substantially alleviate the border puzzle.
For each variable in Table 5 we select a preferred value (or leave the value unchanged for a given estimate if we have no preference on the value of the variable), and compute the implied semi-elasticity for different regions as the mean predicted estimate of the semi-elasticity. In other words, we construct a synthetic study with a large number of observations, the best practice methodology, and the maximum number of citations and other publication characteristics. We select sample maxima for the mid-year of the data (that is, we put an emphasis on studies using recent data), panel data, disaggregated data, the number of observations per year, the number of years in the data, actual distance, the inclusion of control variables, publication in a refereed journal, the impact factor, and the number of citations. We plug in sample minima for the dummy variable corresponding to unavailability of within-country data, inconsistent measure- Notes: The table presents estimates of the home coefficient for selected countries and country groups implied by Bayesian model averaging and our definition of best practice. That is, we take the regression coefficients estimated by BMA (Table 5 ) and predict the values of home conditional on control for multilateral resistance, consistent measurement of within and between-country distance, and other aspects of methods and data (see text for details). Diff. = the difference between these estimates and the simple means reported in Table 1 . The confidence intervals are approximate and constructed using the standard errors estimated by OLS. The right-hand part of the table presents results based on the robustness check using unweighted regressions (Table 8) . Table 6 presents the results; the overall mean semi-elasticity is reported in the last row and region-specific estimates in the remaining rows. The column labeled "Diff." shows the difference between our new estimates and the simple means reported in Table 1 . The left-hand part of the table shows the baseline results constructed from Table 5 ; the right-hand part is based on regressions not weighted by the inverse of the number of estimates reported per study (Table 8 ). The two sets of results are qualitatively similar, but the unweighted specification yields somewhat smaller estimates for the US and EU, while larger estimates for Canada, OECD, and emerging countries. We focus on the results obtained from the weighted regressions, because in this framework studies reporting many estimates do not drive the results.
From Table 6 we see that giving more weight to studies that correct for the traditional problems in gravity equations and use novel methods decreases the estimated semi-elasticities significantly for each region. The overall mean semi-elasticity is 1.76, which translates into a border effect of 5.8-almost four times smaller than the border effect based on the sample mean of the semi-elasticities reported in the literature. The border effect for the US and OECD countries is even smaller: only exp(0.67) = 1.95 and exp(0.54) = 1.72; in contrast, the effect is still substantial for emerging countries: exp(3.16) = 23.6. Regions in emerging countries tend to trade almost twenty-four times more with regions in the same country than with similar foreign regions.
A qualification concerning the precision of our best-practice estimates is in order. The confidence intervals presented in Table 6 only reflect the uncertainty surrounding the estimates of regression parameters in Table 5 , not the uncertainty associated with defining the bestpractice values of various variables. Therefore the reported confidence intervals understate the total uncertainty surrounding our estimates. Nevertheless, we believe that the unmeasured uncertainty is skewed downward since plausible adjustments of the definition of best practice would yield even smaller estimates of the border effect. For example, giving preference to PPML would further reduce the resulting semi-elasticity. Similarly the reduction in the semi-elasticity would be even larger if we expressed no preference for the values of publication characteristics and the number of observations and years in the data instead of giving more weight to large, broadly cited studies published in good journals. We prefer the use of disaggregated data, but one could make the argument that in some cases disaggregated data are not representative;
withdrawing our preference for disaggregation would further reduce the estimate. The reduction in the size of the border effect presented in Table 6 is entirely (and equally) driven by our preference for the following three method characteristics: the inclusion of multilateral resistance terms, consistent measurement of within and between-country distance, and use of actual road or sea distance. It is also worth noting that our final estimate of the semi-elasticity (1.76) is close to the median semi-elasticity reported in the best journals (1.7; discussed at the end of Section 2).
To put our estimates into perspective, we compute the ad-valorem tariff equivalent of the implied border effects. The tariff equivalent can be expressed as exp(home/trade costs elasticity)− 1, so we need an estimate of the elasticity of trade with respect to trade costs. We use the survey of Head & Mayer (2014) , who find a median elasticity of 5.03 estimated in studies controlling for multilateral resistance and using tariff variation to identify the elasticity. For an average region the tariff equivalent is exp(1.76/5.03) − 1 = 42%. For OECD countries the tariff equivalent of border barriers falls to 11.4%, which is comparable to the mean tariff equivalent of core non-tariff barriers to trade of 12% estimated by Kee et al. (2009) . In contrast, our estimates of the border effect for emerging countries suggest a high tariff equivalent of 87%.
One of the main points of is that the general equilibrium trade impact of borders, which takes into account price index, wage, and GDP changes in response to changes in trade costs, is smaller than the partial equilibrium impact reflected in the coefficient estimated in the gravity equation. We approximate the general equilibrium effect using our estimate of the partial equilibrium effect and the approach based on exact hat algebra (Dekle et al., 2007) described in Head & Mayer (2014, pp. 167-170 , who also provide a Stata code for the computation). Employing the data provided by Head & Mayer (2014) 
Robustness Checks
We present three additional sets of results. First, we use alternative priors for Bayesian model averaging. Second, we employ unweighted regressions in the BMA exercise. Third, we use OLS and study fixed effects. We show that the results are similar to the baseline in terms of the estimated effects of the different aspects of study design on the estimated semi-elasticities, and that the resulting "best practice" estimates of the border effect are close to those reported in the previous section.
In the baseline specification we use the unit information prior for Zellner's g-prior, which means that the prior (each regression coefficient equals zero) provides the same amount of information as one observation in the data set. Because we have 1,271 observations, the prior does not drive the posterior results. The second important choice is the model prior, which determines the prior probability of each model. In the baseline specification we employ the uniform model prior, which gives each model the same prior probability. Eicher et al. (2011) show that these intuitive priors yield the best predictive performance. Nevertheless, there are obviously many other ways of choosing the priors, and the choice could influence our results.
The disadvantage of the uniform model prior is that it gives more weight to models with the mean number of variables, which is 32/2 = 16 in our case. Such models appear most frequently among the subsets of all the 2 32 possible models. Nevertheless, the true model may only contain a few variables, so the emphasis on large models may be counterproductive. An alternative is the beta-binomial prior advocated by Ley & Steel (2009) , which gives the same prior probability Notes: Home = the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows. PIP = posterior inclusion probability. SD = standard deviation. In the frequentist check we only include explanatory variables with PIP > 0.3. The standard errors in the frequentist check are clustered at both the study and data set level (the implementation of two-way clustering follows Cameron et al., 2011) . In this specification we use the beta-binomial prior advocated by Ley & Steel (2009) (the prior model probabilities are the same for all possible model sizes) and set Zellner's g prior following Fernandez et al. (2001) . More details on the BMA estimation are available in Table A2 and Figure A2 . A detailed description of all variables is available in Table 4 . Notes: Home = the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows. PIP = posterior inclusion probability. SD = standard deviation. In the frequentist check we only include explanatory variables with PIP > 0.3. The standard errors in the frequentist check are clustered at both the study and data set level (the implementation of two-way clustering follows Cameron et al., 2011) . In this specification we do not weight the regressions by the inverse of the number of estimates reported per study. More details on the BMA estimation are available in Table A3 and Figure A3 . A detailed description of all variables is available in Table 4 . Notes: Home = the coefficient estimated in a gravity equation on the dummy variable that equals one for within-country trade flows. Fixed effects = we use study dummies. The standard errors are clustered at both the study and data set level (the implementation of two-way clustering follows Cameron et al., 2011) . In the fixed effects estimation we exclude variables that do not vary within studies. A detailed description of all variables is available in Table 4. to each model size, and thus does not prefer large models. An often-used alternative to the unit information prior is the BRIC g-prior (for example, Fernandez et al., 2001) . Table 7 summarizes the results of Bayesian model averaging with the alternative priors; we provide more details and diagnostics in Table A2 and Figure A2 in Appendix A. The results are very similar to our baseline specification concerning the estimated posterior inclusion probabilities for the explanatory variables, the signs of the regression coefficients, and their magnitude.
The semi-elasticity conditional on best practice is 1.67, implying a partial equilibrium border effect of 5.3, slightly below the estimate presented in the last section. The region-specific semielasticities are also similar: 2.04 for Canada, 0.52 for the US, 1.41 for the EU, 0.40 for the OECD, and 3.06 for emerging countries.
The second robustness check involves unweighted regressions, which means that studies presenting many estimates wield more influence in the meta-analysis. Table 8 shows that the posterior inclusion probabilities differ from the baseline specification for some variables.
Concerning data characteristics, the age of the data seems to be important: the reported semielasticity decreases each year by about 0.025. Studies that do not have direct data on withincountry trade flows report larger estimates of the border effect. Adding one to zero trade flows typically yields lower semi-elasticities (by about 0.7). Moreover, the impact factor of the journal and the number of citations of the study seem to be important: better journals tend to report smaller estimates, while broadly cited studies usually report larger estimates. Nevertheless, the best practice estimates of the border effect for the entire world and for individual regions are again very close to our baseline results, as shown in the right-hand part of Table 6 . The overall mean semi-elasticity is 1.82, implying a partial equilibrium border effect of 6.2.
In the third robustness exercise we solely use frequentist estimation methods to check whether our reliance on Bayesian techniques drives the conclusions. The left-hand part of Table 9 presents the results of OLS; in the right-hand part of the table we include study fixed effects (which means that we also eliminate all variables that do not vary within studies, such as the number of citations). The OLS results corroborate our previous findings concerning the factors most relevant for the explanation of the differences in the reported border effects: the level of data aggregation, consistent measurement of within and between-country distance, use of actual road or sea distance, and control for multilateral resistance terms. Aggregation and control for multilateral resistance lose statistical significance when we add study fixed effects, but that is because the two variables show little within-study variation: most studies either use aggregated or disaggregated data and, apart from a few studies written around 2003, usually either ignore or control for multilateral resistance in all estimations. The semi-elasticity implied by our definition of best practice is 2.02 for OLS and 1.34 for fixed effects, with our baseline BMA estimate (1.76) representing approximately the midpoint of these two numbers.
Concluding Remarks
We conduct a meta-analysis of the effect of international borders on trade. Using 1,271 estimates from 61 studies and controlling for differences in study quality, we show that the available empirical evidence suggests a mean reduction of 33% in international trade due to borders (and an increase of 277% in intranational trade due to borders). Our results are close to those of , who find that borders reduce trade among industrialized countries by 29%. The innovations introduced in the last decade to estimating the gravity equation alleviate the border puzzle worldwide and almost solve it for some OECD countries.
Nevertheless, even after controlling for the advances in methodology we obtain large border effects for transition and developing countries.
To our knowledge, the only other quantitative survey on this topic is presented by Head & Mayer (2014, pp. 160-165) , who compute the mean and median reported estimates of several important coefficients in the gravity equation, including the home coefficient. They collect 279 estimates from 21 studies and compute a mean and median home coefficient close to 2; in contrast, we find a mean and median close to 3. They focus primarily on studies published in top journals, while we gather more studies and control for study quality. Furthermore, Head & Mayer (2014) also collect estimates of the regression coefficient for the "same nation dummy," which serves as a control variable in many applications focusing on issues other than the border effect: for example, the trade effect of currency unions.
The same nation dummy usually has little variation and in most cases captures trade flows between large countries and their territories, such as between France and its overseas departments. The estimated coefficient for the dummy is often statistically insignificant and close to zero (see, for example, the results presented in Rose, 2004) , which is the primary reason why Head & Mayer (2014) obtain a smaller mean border effect than we do. They also include estimates of intranational home bias (for example, Wolf, 2000) , which we prefer to exclude and focus on the effect of international borders. In consequence, only 10 primary studies overlap in the two meta-analyses.
Head & Mayer (2014) do not explicitly explore the heterogeneity in the estimates, but compute separate summary statistics for studies that control for multilateral resistance. For these studies they report a mean home coefficient of 1.9 and a median of 1.6. That is, Head & Mayer (2014) also find that disregarding multilateral resistance exaggerates the estimated home coefficient, but their meta-analysis indicates that the bias is less than 0.4. Our results suggest that this aspect of methodology is more important: the omission of multilateral resistance terms biases the home coefficient by about 0.8, or about a quarter of the effect reported by McCallum (1995) . In addition, we stress the importance of data aggregation, heterogeneity across regions, measurement of internal and external distance, and the treatment of zero trade flows.
Appendix A: Diagnostics of BMA Notes: In this specification we employ the priors suggested by Eicher et al. (2011) based on predictive performance: the uniform model prior (each model has the same prior probability) and the unit information prior (the prior provides the same amount of information as one observation of data). Figure A1 : Model size and convergence, baseline specification 0.00 0.10 0.20 The "random" model prior refers to the beta-binomial prior advocated by Ley & Steel (2009) : the prior model probabilities are the same for all possible model sizes. In this specification we set Zellner's g prior following Fernandez et al. (2001) . Notes: In this specification we employ the priors suggested by Eicher et al. (2011) based on predictive performance: the uniform model prior (each model has the same prior probability) and the unit information prior (the prior provides the same amount of information as one observation of data). 
