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ABSTRACT
The discovery of latent affective patterns of individuals with
affective disorders will potentially enhance the diagnosis and
treatment of mental disorders. This paper studies the phenom-
ena of affective dynamics among individuals in online mental
health communities. We apply non-negative matrix factoriza-
tion model to extract the common and individual factors of
emotional transitions across groups of individuals in different
levels of affective disorders. We examine the latent patterns of
emotional transitions and investigate the effects of emotional
transitions across the cohorts. We establish a novel frame-
work of utilizing social media as sensors of mood and emo-
tional transitions. This work might suggest the base of new
systems to screen individuals and communities at high risks
of mental health problems in online settings.
Index Terms— Joint Factor Analysis, Nonnegative Ma-
trix Factorization, Emotional Transition, Mental Health, On-
line Communities
1. INTRODUCTION
Social media offers people a new arena to freely express their
own opinions and feelings. User’s online behaviors are mak-
ing up a cyberspace which mirrors and interacts with the real
world. Hence, their online behaviors can be seen as indicators
of their psychological characteristics in real world. Thus the
new media gives us chances to infer the emotional states of
people from their online messages.
The user-generated content has been popularly seen in
two lenses: the topics people are talking about and the lan-
guage styles they use to discuss. However, for people with
mental health disorders, the emotional states they experience
would be the key to evaluate their mental health status. Thus,
detecting the latent affective patterns of users with mental
health disorder, such as depression or autism, likely enhances
the diagnosis and treatment of affective disorders.
To represent emotional states, we use the well-known
circumplex model of affect [1] proposed in psychology. This
model expresses emotional states along two dimensions of
affective experience, namely valence and arousal. The affec-
tive experience of each user in each online message could be
calculated by averaging the values of those sentiment-bearing
lexicon in the text. It can be projected into a two-dimensional
space based on corresponding scores of their valence and
arousal in the core affect circle.
With the advantage of machine learning in factor analysis,
we apply non-negative matrix factorization [2] to discover the
underlying factors of sentiment transitions among different
cohorts. The model provides linear factors to understand the
relationships between the elements of each data source, cap-
turing the common and individual factors of affective dynam-
ics across study groups. Our findings establish a novel frame-
work of using social media as sensors of mood and emotional
transitions between groups of online users with and without
affective disorders. This work might be an important first step
towards being able to help and monitor online individuals and
communities with mental health concerns.
The rest of the paper is organized as follows. Section 2
briefly presents the background literature. Section 3 describes
the framework of joint factor analysis for identifying latent
affective factors. Section 4 outlines the dataset description,
experimental set-up, and the results. Finally, Section 5 con-
cludes the paper.
2. BACKGROUND
Social media are becoming ‘indicators’ that capture and re-
flect user-egocentric thoughts, feelings and health behaviors.
Several studies on mood analysis for social media have been
conducted in both personal [3, 4] and community settings [5]
(for generic populations). In healthcare themes, social me-
dia can be exploited for the study of identifying mental health
issues (e.g., depression, autism, or suicide) [6]. Our work fo-
cuses on this promising new trend of mental health-related
research. Moreover, sentiment patterns such as moods and
affective words usage in blog posts have been investigated in
some studies for identifying characteristics of online mental
health-related communities and its members [7, 8, 9].
By investigating both language styles and topics ex-
pressed in the content of blog posts made by individuals in
online autism-related communities, existing studies [10, 11]
indicated that there are substantial differences between these
autism communities and general online communities. Other
studies [7, 12, 13] analyzed several informative features of
blog posts including topics, linguistic styles, and sentiment
information such as affective words and mood to identify dis-
tinct communities among different groups of depression and
general online communities. The findings suggest that social
media can be used as a barometer of affective information
and mood in monitoring and detecting mental well-beings
[7, 14].
Behavioral studies [15, 16] demonstrated the concepts and
experiences of emotional states via the affective circumplex
model. This circumplex model or core affect represents hu-
man emotional states in a two-dimensional space of pleasant-
ness (or valence) and activation (or arousal). The study [16]
contributed that the core affect is a computational modeling
approach of emotions based on data collected using a dimen-
sional model of emotional states.
Nonnegative matrix factorization (NMF) [2] is a popular
data analysis tool for object or pattern detection in text mining
and bioinformatics. The method is used to identify and ex-
tract hidden factors of observable visible data. For instance,
NMF is used in [16] as the dimension and categorical model
to detect emotions and affective states in text. In addition, as
suggested in [17], NMF can be used a framework for joint fac-
tor analysis. Echoing these above studies, we apply NMF to
investigate the underlying factors across latent affective dy-
namics among different sources, capturing the common and
individual latent affective factors for each source.
3. FRAMEWORK
3.1. Emotional Transitions
Emotional states of a user can be extracted from sentiment
conveyed either in the content of posts or in mood tags.
We concentrate on exploiting patterns of user’s emotional
states or experience which changes over time within each
user. Based on the circumplex model which represents
moods/emotional states in a 2-dimensional topology defined
by valence (x-axis) and arousal (y-axis), we construct a 16x16
matrix of emotional transitions for each user xt within the
core affect circles as seen in Figure 1. Each element (i, j)
of the matrix represents the number of times the emotional
experience of user’s post has changed from the ith to the jth
quadrant of the perimeter of the core affect model, sequen-
tially. This transition matrix is asymmetric which means
that the lack of balances among the patterns of emotional
experience changes.
Let d ji be the ith post of user x j and vd ji = {vi1, ..., vi|vdi j |}
be the set of all affective words of the post d ji of the user
x j. We present an average sentiment/emotional state score of
the user x j having n j posts as follows: s(x j) =
∑
n j
i=1 valence(d ji)
n j
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Fig. 1: An example of representing the emotional states of
an individual on the core affect model with 16 quadrants (re-
drawn from Russell’s model [15]). The space has 4 quadrants
(Q1,Q2,Q3,Q4) with its 4 subspace transitions, e.g., affective
states in Q1 including 4 subspaces (T1,T2, T3, and T4) have
higher valence and higher arousal.
Table 1: Annotations of emotional transitions across 4 quad-
rants of the Core Affect model. A total of 256 transitions on
16 subspaces will cover all emotional transitions over time of
each user.
Tran
Quadrants
sitio Q1 Q2 Q3 Q4
T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16
T1 1 17 33 49 65 81 97 113 129 145 161 177 193 209 225 241
T2 2 18 34 50 66 82 98 114 130 146 162 178 194 210 226 242
T3 3 19 35 51 67 83 99 115 131 147 163 179 195 211 227 243
T4 4 20 36 52 68 84 100 116 132 148 164 180 196 212 228 244
T5 5 21 37 53 69 85 101 117 133 149 165 181 197 213 229 245
T6 6 22 38 54 70 86 102 118 134 150 166 182 198 214 230 246
T7 7 23 39 55 71 87 103 119 135 151 167 183 199 215 231 247
T8 8 24 40 56 72 88 104 120 136 152 168 184 200 216 232 248
T9 9 25 41 57 73 89 105 121 137 153 169 185 201 217 233 249
T10 10 26 42 58 74 90 106 122 138 154 170 186 202 218 234 250
T11 11 27 43 59 75 91 107 123 139 155 171 187 203 219 235 251
T12 12 28 44 60 76 92 108 124 140 156 172 188 204 220 236 252
T13 13 29 45 61 77 93 109 125 141 157 173 189 205 221 237 253
T14 14 30 46 62 78 94 110 126 142 158 174 190 206 222 238 254
T15 15 31 47 63 79 95 111 127 143 159 175 191 207 223 239 255
T16 16 32 48 64 80 96 112 128 144 160 176 192 208 224 240 256
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where valence(d ji) =∑
|vdi j |
m=1 valence(vim) is the valence of the
post ith of the user x j. The valence of each affective word
in the post is calculated from Affective Norms for English
Words package (ANEW) [18]. ANEW lexicon is a set of 1034
sentiment-conveying English words. Similarly, arousal can be
calculated as we did the calculation for valence.
Denote by B the corpus of all posts and by M =
{depresed, sad, ...,happy} the set of 132 predefined moods
by LiveJournal where |M |=132. Each blog post d ∈ B
is labeled with a mood mi ∈ M where i=1...132. Let
m j =
{
m j1,m j2, . . . ,m j132
}
be the 132-dimensional mood
usage vector for a user j, where the element m jk is the total
number of times the mood kth ∈M was tagged by the user x j.
For each mood mi, we consider the number of posts tagged
that mood for each user of specific cohort.
3.2. Joint Factor Analysis for Latent Affective Dynamics
In this paper, we apply non-negative matrix factorization
(NMF), a factor analysis using non-negativity constraints, to
identify latent factors (or subspaces) that explain the predom-
inant affective behaviors of any individual. Indeed, our data
are constructed in the form of matrices with the data type
of non-negative counts. A non-negative data matrix Xn×m
denotes that n transitions are contributed by m users. The
latent affective transitions in both affective information and
mood tags across three groups are concatenated and decom-
posed into factors and the corresponding weightings or the
mix coefficient matrix.
3.2.1. Non-negative Matrix Factorization
For each user j, we vectorise the 16x16 emotional transition
matrix to x j ∈ R256×1. Denote by X = [x1, ...xN ] ∈ R256×N
be the emotional transition of a sentiment cohort with N
users. Formally, NMF aims to factorize the data matrix X
into a product of a matrix W whose columns span the la-
tent factors and an encoding matrix H: X = WH, where
W = [w1, ...,wK ] is the matrix of K latent factors to be in-
ferred, K< min(256,N) is a pre-specified number of latent
factors. Each column wK ∈ R256×1 represents a latent af-
fective dynamic pattern and contains the factor loadings or
the mixture coefficient matrix. Each column of the matrix H
contains weights associated with factors in W representing
each user in each latent affective factor.
3.2.2. Joint Factor Analysis
Denote by XD , XA, XG ∈ R256×Ni be the effective transition
matrices of three cohorts including depression, autism, and
general cohorts, respectively, where Ni is the number of users
in each cohort i. NMF attempts to model the factorization of
three matrices as follows.
[XDXAXG] ∈ R256×(ND+NA+NG) =WH (1)
where W = [w1, ...,wK ], wK ∈ R256×1 is the matrix of K la-
tent affective factors to be learnt, K is a pre-specified number
of latent factors, and H is the factor loadings or mixing co-
efficients matrix with each row vector H j ∈ R1×(ND+NA+NG),
j = 1, ..., K.
Similarly, denote by XD , XA, XG ∈R132×Ni be the mood
transition matrices for depression, autism, and general co-
horts, respectively, where Ni is the number of users in each
cohort. The factorization of three matrices is represented as
follows:
[XDXAXG] ∈ R132×(ND+NA+NG) =WH (2)
where W= [w1, ...,wK ], wK ∈R132×1 is the matrix of K latent
affective factors to be learnt, K < min(132,(ND+NA+NG)),
and H is the factor loadings or mixing coefficients matrix with
each row vector H j ∈ R1×(ND+NA+NG), j = 1, ..., K. Figure 2
shows an overview on how NMF decomposes sharing latent
factors between three cohorts.
Depression cohort Autism cohort General cohort
latent affective factors
Affective transition 
frequency distribution 
of each factor
x
Fig. 2: Overview of sharing factors between sources by NMF.
3.2.3. Latent Affective Factors
As far as the number of hidden factors K is concerned, there
is no straight way to set the value of K. In our case, ac-
cording to [17], we suggest that K can be approximated by
max(rank(XD,XA), rank(XD,XG), rank(XG,XA)). The ma-
trix W represents latent affective factors associated with users
across three cohorts. Some factors as column vectors in W
can be shared amongst cohorts whereas others may be only
used by individual cohort. We interpret each column of the
matrix W as a vector of frequency distribution for all tran-
sitions including latent affective dynamics and mood transi-
tions. The matrix H contains the factor loadings of each user
in the factor spanned by the column of the matrix W. In
the other words, H represents the strengths of the factors in
each dataset. Thus, we can identify the patterns of a factor.
Moreover, each user has its own factor loadings. Using this
loadings, we can easily understand the emotional transitions
of many users in each cohort. In short, NMF extracts latent
affective factors and factor strengths at the same time by de-
composing the data matrix of many data sources.
4. EXPERIMENTS
In this section, we first describe data cohorts of online com-
munities for experiments in the paper, then presenting analy-
sis on experiment results.
4.1. Datasets
This study investigated on online communities within the
LiveJournal (LJ) blogging platform1. LJ allows users to ex-
press their emotional states by tagging a mood to their post at
the time of writing. Thus, in conjunction with the affective in-
formation conveyed in the content of the post, the mood tags
are another potential source to understand the emotional states
1www.livejournal.com
Fig. 3: A visualization for 132 predefined mood tags.
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Fig. 4: Visualization of the relationship between latent mood
factors and mood tag usage in three cohorts.
of online users. We aim to investigate the affective patterns in
the emotional states of users from online communities with
and without affective disorders. We identify a large dataset of
online communities who have self-description in their profile
with any mental health-related concerns including depression
and autism. For control, we also examine online communities
who do not self-describe any health concerns in their profile.
Thus, three study cohorts are constructed as follows.
Depression cohort: We query for all communities in-
terested in ‘depression’ through the functionality of ‘search
communities by interests’2 on LJ website. We then selected
24 online communities with at least 200 posts. Moreover,
a majority of users have few posts, we select users having
at least 5 posts for this study. Subsequently, the depression
cohort consists of 2,000 users with a total of 28,235 posts.
Autism cohort: Similarly, we search on LJ for online
communities who interested in ‘autism’. Among the results,
ten autism-related communities with largest amount of posts
were chosen into this study. By selecting users with at least
5 posts for experiments, the autism cohort have nearly 500
users with 7,658 posts
General cohort: From common categories in LJ commu-
nities dictionary3, we selected 24 online communities without
any self-identification of affective disorders. This group has a
huge number of users and posts. However, to be comparable
2www.livejournal.com/interests.html
3www.livejournal.com/browse/
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Fig. 5: Visualization of relationships between emotional tran-
sitions and hidden affective factors.
with clinical cohorts of depression and autism, first 500 users
having at least 5 posts were selected. Thus, the general cohort
have a total of 3,000 users and 48,461 posts. This unbalanced
size of the data between three cohorts would not be biased. In
fact, the data of each cohort is normalized both by posts and
by users.
Furthermore, to characterize sentiment aspects of a post
made by a user in a community, expressed emotions were ex-
tracted. In this study, we investigate the affective aspect of the
post including the affective information and mood. ANEW
lexicon package [19] is used to extracted the affective infor-
mation conveyed in the content of the post. In ANEW lexi-
con, words are scored in term of valence and arousal values.
The valence is measured on scale of 1 (very unpleasant) to 9
(very pleasant). The arousal value is also on the same scale of
1 (less active) to 9 (most active). As another strong form of
sentiment expression, the mood tag is conveyed as a state of
mind such as being happy, sad, or angry. In LJ, each user can
select a mood from a pre-defined list of 132 common moods
to tag to the post while posting. Figure 3 shows the tag cloud
of these moods used by users of online communities of three
cohorts. We investigate if there are any patterns of transitions
in the mood usage across three cohorts of depression, autism
and general users.
4.2. Results and Analysis
In the light of the framework for joint factor analysis pre-
sented in previous section, we present an analysis on patterns
of mood transitions and latent affective factors as follows.
4.2.1. Patterns of Mood Transitions
Let us consider the analysis of a data matrix of mood usage
counts from three cohorts of approximately 5,500 users. The
data matrix consists of the mood counts of each user tagged
in their posts. NMF extracted K=54 patterns as latent mood
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Fig. 6: Latent factors and their contributions to each cohort.
transition factors and the loadings (strengths) of these factors.
Figure 4 shows the latent mood factors and mood contribu-
tions to each factor. Moreover, after applying a threshold is
set at the absolute deviation of weightings from the mean, we
obtained main significant users sharing factors for each cohort
with the strong loadings of each factor over the threshold.
We investigate the common and individual mood transi-
tion factors between users of three cohorts. Figure 6a shows
54 extracted factors and their contributions to each cohorts.
Three cohorts contributed to share 36 latent factors including
some strong shared proportional factors such as the factor F19
associated with mood ‘full’, F20 (‘scared’), F21 (‘bored’),
F23 (‘worried’), F24 (‘lonely’), F25 (‘frustrated’), F27 (‘an-
gry’), F30 (‘awake’), F32 (‘nervous’). For each cohort, De-
pression cohort contributed to all factors while Autism cohort
did not share 19 latent factors {F2 (‘happy’), F3 (‘thank-
ful’), F4 (‘crazy’), F9 (‘tired’), F10 (‘silly’), F11 (‘hot’), F12
(‘cold’), F13 (‘sad’), F16 (‘working’), F18 (‘depressed’),
F22 (‘lazy’), F29, F31, F38, F40 (‘stressed’), F42, F45,
F52, F54 (‘rushed’,‘exhausted’). Likewise, General cohort
did not involved in only 2 factors F18 (‘depressed’), and
F47 (‘touched’). As we observed over the shared factors,
only Depression cohort contributed to the factor F18 with
the ’depressed’ mood. Furthermore, Figure 7 shows the vi-
sualization of latent factors on mood transitions and their
membership with users across three cohorts.
4.2.2. Latent Affective Factors
We next validate the latent factors of affective dynamic by
running NMF on the dataset of emotional transition counts
for all three cohorts. We set the number of factors K to 38 ac-
cording to [17], although this parameter could be investigated
in future work with non-parametric NMF approaches. After
running with K=38, NMF extracted the encoding (factor load-
ing) matrix H for 38 latent factors and 5,500 users. Each of
the 38 values per user represents the user’s score within that
latent affective transitions. These were used as the features to
predict shared and individual factors of emotional transitions
of users of three cohorts. Figure 6b and Figure 5 show the
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Fig. 7: Latent mood factors with their memberships.
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Fig. 8: Latent affective factors and their memberships.
proportion of three cohorts in sharing K=38 latent factors.
From our observation, three cohorts share 25 latent af-
fective factors including ten strong jointed factors: F1 with
transitions in T222, F3 (T222), F4 (T222, T221), F5 (T217),
F6 (T142), F8 (T222, T238), F10 (T222, T212), F12 (T221),
F13 (T206, T221), F14 (T222, T216). From Figure 1 and Ta-
ble 1, we infer that most users in three cohorts have the sim-
ilar affective transitions of their emotional sates in quadrant
Q4 (high valence and low arousal) of the core affect model.
As can be seen in the Figures 6a & 6b, while Depression co-
hort do not contribute to the factor F20 with three main emo-
tional transition areas (T224, T225, T254), Autism cohort do
not share 13 factors consisting of F2, F7, F9, F15, F19, F20,
F25, F27, F29, F30, F37, F38. Furthermore, the factor F29 of
transitions (T103, T221, T110) is also not shared by General
cohort. Intuitively, the factor F20 focused on emotional tran-
sitions between transition subspaces T1, T15, and T5 of quad-
rants Q1 and Q4 which are high valence and low arousal ar-
eas of the core affect model. Thus, the findings indicated that
Depression cohort do not contribute to the factor F20 which
represents emotional states of high valence. Each latent factor
has their own memberships, as can be seen in Figure 8.
5. CONCLUSION
This paper has studied the phenomena of latent emotional
transitions among individuals with mental health conditions
in online communities. We have applied the non-negative ma-
trix factorization model to extract the common and individual
factors of latent affective dynamics across three cohorts of in-
dividuals with different levels of affective disorders. We ex-
amined the latent patterns of emotional transitions and investi-
gated the effects of latent emotional transitions across the co-
horts. Our finding demonstrates how social media can be used
as sensors of mood and emotional transitions among users
with mental health disorders. This work might provide the
base for building screening systems of individuals and com-
munities at high risks of mental health problems.
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