Abstract. Camera calibration is a necessary step in 3D modeling in order to extract metric information from images. Computed camera parameters are used in a lot of computer vision applications which involves geometric computation. These applications use camera parameters to estimate the 3D position of a feature in the image. Depending on the accuracy of the computed camera parameter, the precision of the position of the image feature in the 3D scene vary. Moreover if previously the accuracy of camera parameters is known, one technique or another can be choose in order to improve the position of the feature in the 3D scene.
Introduction
Calibration of cameras is considered as an important issue in computer vision. It allows extracting metric information from 2D images. Accurate calibration of cameras is especially crucial for applications that involve quantitative measurements such as dimensional measurements. Calibration process computes camera parameters which are divided into internal and external. Internal camera parameters determine how the image coordinates of a point is derived, given the spatial position of the point with respect to he camera. Internal parameters are also those which define the quality of the image. They measure the camera distortions. These parameters are non linear related with the data input coordinates. By the other hand, position of the camera with respect to the scene is defined with the external parameters. In this case a linear relation exists.
Existing camera calibration techniques can be divided into several categories. From the point of view of the calibration object they use, they can be classified into four categories. First uses 3D reference calibration object. In this case, calibration object consist of two or three planes orthogonally to each other. This requires an elaborated calibration apparatus but calibration can be done very efficiently [2] . Second, calibration process is based of the observation of a planar pattern shown at different orientations [11] . Any knowledge about camera motion is necessary. The calibration setup is easier but less accurate results are computed. Third 1D calibration object is used. In this case very easy calibration setup is necessary [12] . However accuracy of the computed parameters is worst. The fourth group is called selfcalibration. These calibration techniques are those which do not use any calibration object because only image point correspondences are required. Just by moving a camera in a static scene, the rigidity of the scene provides in general two constraints [7] on the cameras' internal parameters. If the images are taken by the same camera with fixed internal parameters, correspondences between three images are sufficient to recover both internal and external parameters.
All calibration techniques give a closed form solution for the camera parameters. Afterwards, an iterative scheme is used improve the results and to estimate parameters with non linear relation. They are radial distortion and geometrical misalignments. Taking into account that a non linear iterative scheme is done, final camera parameters are similar if one calibration object or another is used. They just give an initial value of the parameters to initialize non linear estimation and the iterative scheme give "the best" solution. Moreover, the computed parameter will never be the right ones since the input data is computed with noise. They will be the best which fit given data. From this point of view it is more interesting to obtain an interval in which the parameter is contained than computed an optimal solution for given data which will be wrong for sure.
In this paper a method to compute a interval in which a camera parameter is contained is presented. It is based on the residual error coming from the minimization algorithm. Depending on the minimization algorithm used to calibrate the camera the interval will be bigger or smaller. In this case the process is particularized to the calibration process using 3D calibration object since it gives more accurate solution using a closed form solution [1] , [8] . One advantage of this calibration method is that any inverse matrix is computed. That means, from a mathematical point of view that, this method is robust and good performance is achieved with no well conditioned matrixes. First a brief presentation of the calibration process is done. Second, computing interval method is presented following with the results of both simulated and real experiments.
Camera Calibration Using a 3D Pattern
T represents a point of the 3D calibration object and
T is its position in the 2D image plane expressed in homogeneous coordinates, they are related with the following expression: 
it can be called:
where m is the column vector with the unknown elements of the projection matrix and n the number of points used in the calibration process. The projection matrix elements are the elements of the eigen vector connected with the smallest eigen value of the matrix A T A [8] . Since the noise in the points' coordinate measurements, the solution is always false. In order to obtain more information from the calibration process an interval in which the parameter is included, is computed. One way to do it is explained in the following section.
Mean and Variance of Projection Matrix Elements
Mean and the variance of projection matrix elements depend on the calibration algorithm and the noise level of the points' coordinates and also their situation in the world. It is supposed that they are situated in such a way that the resulting matrix A T A is well conditioned. The aim is to compute a covariance matrix Λ m of dimensions (12x12) of the estimated projection matrix. In this section a method to compute them is presented assuming that the calibration process is carried out computing the eigen vectors of the matrix A T A. Computation of the covariance matrix is based on the following theorem [3] [10] . Given a symmetric matrix B of dimensions nxn, exists an orthogonal matrix H which accomplished the following expression: [ ] These are the result of applying the theorem to the calibration process and rearrange the matrices to express Λ m as a function of Λ A . In order to use this theorem, several terms should be defined before. These are matrix K, the value of ∆ A and the covariance matrix Λ A . They are defined in the following sections.
Interval Computation Method
Interval computation method can be summarized as follows. Using (1), (2) the relation between ∆ m and ∆ A is defined as Once the variance of the projection matrix elements is computed, it is possible to propagate this variance to the camera parameters. If a camera parameter p is related with the matrix projection elements with a function p=g(m), the variance of the parameter p is
represents the partial derivative of the function g for the computed matrix projection. Taking into account that the perturbation is modeled with a Gaussian distribution, the interval in which the parameter is contained can be computed using 95% of confidence degree. This is computed multiplying the standard deviation by 2.
Experimental Results
In order to test how well the variance estimation works several simulations have been carried out and also interval with real data from images has been calculated.
Simulations with Synthetic Data
A set of points are generated in two planes, and a camera is situated in the scene as is shown in figure 1 . The camera is situated 1 m away form the Y axis, with an angle of incidence of the camera optical axe of 45 degrees with the X-Y plane. The features of the virtual camera are U 0 =300 V 0 =200 α = 1580 β=1580.
The camera is in the scene and a chessboard of 20x20 points is generated. The images of the points in the scene are using the projection matrix formed with the ideal camera parameters. Afterwards a noise level is added to the scene points coordinates and to the image points' coordinates. With the corrupted coordinates, the camera calibration is done. An estimated value and an interval in which it is included, is computed. This interval is obtained with the 95% of the variance. Since the real value is known, it can be compared with the estimated value and the computed interval. The most representative results have been obtained changing the noise level in the points' coordinates, and the number of points used in the camera calibration process. Figure 2 shows the results for the internal parameter. Remaining camera parameters have similar behavior. The left side figure shows how the estimated interval changes with the noise level in the coordinates increase. In this case 50 points are used. Since the noise level increase, the residual error is bigger and the estimated interval increase also. The central figure shows the effects of the number of points used as input data in the calibration process. The noise level is constant to 1 pixel in the image coordinates and 1 millimeter in the scene points´ coordinates. If the number of points increases the computed solution is less deviated from the real one and therefore the residual error of the minimization decrease. As a consequence the interval in which the camera parameter is contained decrease also. The right side figure compares the computed interval with 10 points and 1 pixel and 1 millimeter noise level, with several camera calibrations using a Montecarlo simulation. Estimations are represented with one dot. Border straight lines shows mean of the intervals computed with each calibration. This figure shows that the interval computed with the previous analysis is correct because border lines include 95% of the estimated values for the internal parameter U 0 . Therefore, the value of the camera parameters will be always in this interval. This information will be very useful in order to mix information from several methods. The behavior of remaining parameters is very similar to this one. 
Experiments with Real Data
In this case images of a real calibration object has been taken. They are shown in figure  2 . Camera is situated half a meter away from the origin of coordinates of the scene. About 150 points are used in each calibration process. Calibration is carried out and using the residual error of the minimization algorithm, the interval in which the camera parameters are contained is computed. Table attached to figure 2 shows the results of the calibration process with real data. The camera has been calibrated 100 times to test if the computed interval includes the true value. Right column shows the mean results together with its standard deviation and the left one the computed parameters and the computed uncertainty for one calibration process. Really, the computed interval includes the true value of the parameter. 
One

Conclusions
A method to determine the variance of the projection matrix elements based on computing the eigen vector of the matrix A'A has been presented. Using the residual error of the minimization process the standard deviation of the projection matrix elements can be computed. From the point of view of 3D reconstruction process, interval in which the camera parameter is included is more useful than an accurate solution for a given set of data which is always false. Interval can be use to chose one or another 3D reconstruction method depending on the quality of the camera parameters and it can be computed with the presented method.
