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This paper is concerned with eigenvalues of perturbed second-
order vector discrete Sturm–Liouville problems. By some varia-
tional properties of eigenvalues of discrete Sturm–Liouville prob-
lems, error estimates of eigenvalues of perturbed problems, sufﬁ-
ciently close to a given Sturm–Liouville problem, are given under
a certain non-singularity condition. Perturbations of the coefﬁ-
cient functions of the difference equation, the weight function,
and the coefﬁcients of the boundary condition are all considered.
This, together with higher-dimension involved, results in a certain
complexity of the problem and difﬁculty of study. As a direct con-
sequence, continuous dependence of eigenvalues on problems is
obtainedunder thenon-singularity condition. In addition, an exam-
ple is presented to illustrate the necessity of the non-singularity
condition.
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1. Introduction
Consider the following second-order vector difference equation:
− ∇(Cnxn) + Bnxn = λwnxn, n ∈ [1,N], N  2 (1.1)
with the boundary condition
R
(−x0
xN
)
+ S
(
C0x0
CNxN
)
= 0, (1.2)
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where ∇ and  are the backward and forward difference operators, respectively, namely, ∇xn = xn −
xn−1 and xn = xn+1 − xn;Cn (n ∈ [0,N]),Bn and wn(n ∈ [1,N]) are d × d Hermitian matrices, wn > 0
for n ∈ [1,N],
C0 and CN are nonsingular; (1.3)
R and S are 2d × 2d matrices satisfying the following self-adjoint conditions [17, Lemma 2.1]:
rank(R, S) = 2d, RS∗ = SR∗; (1.4)
the interval [1,N] denotes the set of integers {1, 2, . . . ,N}; and λ ∈ C is the spectral parameter. Here, R∗
denotes the complex conjugate transpose of R.
Atkinson ﬁrst studied second-order scalar and vector discrete Sturm–Liouville problems and con-
verted the vector problemwith Dirichlet boundary condition into an equivalent spectral problem of a
certainHermitianmatrix [2, Chapters 4 and 6]. Recently, spectral problems for second-order difference
equations have attracted a lot of attention (cf. [2,9,10,12,17,18,19] and their references). In particular,
Shi and Chen [17] studied the second-order vector discrete problem (1.1) and (1.2). By introducing
a self-adjoint operator on a certain admissible space, a series of spectral results including Rayleigh’s
principle, theminimax theorem, the dual orthogonality, and the number of eigenvalueswere obtained.
These results lay the foundation of our present research. For the general spectral theory of discrete
Hamiltonian systems, the reader is referred to [1,8,15,16].
Continuous dependence of eigenvalues on problems has been concerned in the past years. Obvi-
ously, it is of theoretical significance. In addition, there must appear some errors in coefﬁcients of
equations and data of boundary conditions in deriving thesemathematicalmodels. So it is very impor-
tant in applications. Further, it is also fundamental from the numerical analysis perspective. Based on
it, the codes SLEIGN in [7] and SLEIGN2 in [3,4,5,6] were designed to compute the eigenvalues and
eigenfunctions of Sturm–Liouville problems. In 1996, Kong and Zettl [14] considered regular contin-
uous Sturm–Liouville problems and obtained an expression for the derivative of an eigenvalue with
respect to the parameters: endpoints, boundary condition, coefﬁcients of the equation, and theweight
function. Their results show that for each ﬁxed eigenvalue, there exists a continuous eigenvalue branch
through it. In 1999, Kong et al. [13] more deeply studied the continuous dependence of eigenvalues of
regular continuous Sturm–Liouville problem. They constructed a jump setJ that consists of all the
discontinuity points of the eigenvalues. Their results show that for a ﬁxed k, the kth eigenvalue λk is
not a continuous function of the boundary condition.We refer to [22] for amore detailed discussion of
continuous scalar Sturm–Liouville problems.More recently, Sun et al. [20,21] considered the following
scalar regular discrete Sturm–Liouville problem:
−∇(fnyn) + qnyn = λwnyn, n ∈ [1,N], N  2, (1.5)
A
(
y0
f0y0
)
+ B
(
yN
fNyN
)
= 0, (1.6)
where fn /= 0 for n ∈ [0,N], wn /= 0 for n ∈ [1,N], A and B are 2 × 2 complex matrices satisfying
rank(A,B) = 2. It was shown that all discrete Sturm–Liouville problems sufﬁciently close to problem
(1.5) and (1.6) have eigenvalues near the isolated eigenvalues of problem (1.5) and (1.6). Its continuous
eigenvalue branches were further studied and its jump set J, consisting of all the discontinuity
points of the eigenvalues of problem (1.5) and (1.6), was given out. By their results, there are some
similar properties and some different properties of continuous dependence of eigenvalues between
the continuous and the discrete cases. On one hand, the jump setJ is dependent on the boundary
condition and is independent of the weight function in both the continuous and the discrete cases. On
the other hand,J is independent of the coefﬁcients of the equation in the continuous case, but it is
dependent on the ﬁrst-term coefﬁcient f0 of Eq. (1.5) and independent of the other coefﬁcients of Eq.
(1.5) in the discrete case. Hence, for a ﬁxed k, the kth eigenvalue λk is not a continuous function of the
boundary condition, but is a continuous function of the weight function in both the continuous and
the discrete cases; it is a continuous function of the coefﬁcients of the equation in the continuous case;
it is not a continuous function of the ﬁrst-term coefﬁcient f0 of Eq. (1.5), but is a continuous function
of the other coefﬁcients of Eq. (1.5) in the discrete case. This difference is implied by the fact that the
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problem in the continuous case has inﬁnitely many eigenvalues and the problem in the discrete case
has only ﬁnitely many eigenvalues. More detailed discussions are referred to [13,17,21].
A natural question arises: when a Sturm–Liouville problem is regarded as a perturbed one of the
other, how is to estimate the error between their eigenvalues? This problem is very important since
there must be some error of data of each model. However, to the best of our knowledge, there have
been no results about this problem in either the continuous or discrete cases in the existing literature.
In the present paper, we try to study it for (1.1) and (1.2).
In this paper, by employing a variational property-theminimax theoremestablished in [17], an error
estimate of eigenvalues of all perturbed problems sufﬁciently close to problem (1.1) and (1.2) is given
under a certain non-singularity condition. The continuous dependence of eigenvalues on problems
is consequently obtained from the error estimate under the non-singularity condition. As discussed
above, the eigenvalues λk are not continuously dependent on boundary condition (1.6) and the ﬁrst-
term coefﬁcient f0 of Eq. (1.5) in the discrete case in general. The minimax theorem [17, Theorem 5.4]
was established in an admissible function space, which is dependent on the boundary condition (1.2).
So it is difﬁcult to directly apply it in the case that a perturbation of boundary condition (1.2) occurs.
In addition, the coefﬁcients C0 and CN in Eq. (1.1) are involved in boundary condition (1.2). We ﬁrst
establish a new minimax theorem in a new admissible function space with a new weight function
that includes the data of boundary condition (1.2). Then we apply it to study the error estimate of
eigenvalues. The other difﬁculty in the study results from a lot of calculations since the problem is
higher-dimensional and it is needed to estimate the norms of inverses of some perturbed matrices.
The paper is organized as follows. In Section 2, we recall some useful lemmas; introduce a new
suitable admissible space and establish a new minimax theorem on it; and establish an inequality
about matrix perturbation. In Section 3, we pay our attention to the main result that provides an error
estimate of eigenvalues of a perturbed problem of (1.1) and (1.2) under a non-singularity condition.
We discuss two special perturbed problems in Section 4. Finally, in Section 5, we give an example to
illustrate the necessity of the non-singularity condition.
2. Preliminary
In this section, we ﬁrst recall some results given in [17], which are useful in the present paper.
Next, we introduce a suitable admissible function space and establish a new variational property of
eigenvalues for (1.1) and (1.2) on this space. Finally, a perturbation problem for matrices is discussed.
By l denote the following second-order vector difference operator
(lx)n = w−1n [−∇(Cnxn) + Bnxn], n ∈ [1,N], (2.1)
and let
l[0,N + 1] = {x = {xi}N+1i=0 : xi ∈ C
d
, 0 i  N + 1}, (2.2)
〈x, y〉 =
N∑
n=1
y∗nwnxn, x, y ∈ l[0,N + 1], (2.3)
which are the same as in [17]. For convenience, we write x ∈B if x ∈ l[0,N + 1] satisﬁes boundary
condition (1.2). Denote
L[0,N + 1] = {x ∈ l[0,N + 1] : x ∈B}.
Lemma 2.1 (17, Lemma 2.2). Assume that (1.3) and (1.4) hold. Then x ∈B if and only if there exists a
unique vector ξ ∈ C2d such that(−x0
xN
)
= −S∗ξ ,
(
C0x0
CNxN
)
= R∗ξ. (2.4)
Let
R = (R1,R2), S = (S1, S2),
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where Rj and Sj (j = 1, 2) are 2d × d matrices. As in [17], (1.2) can be rewritten as

(
C0 0
0 −CN
)(
x0
xN+1
)
= (S1C0,R2 − S2CN)
(
x1
xN
)
,
where
 = (R1C−10 + S1, S2).
Throughout the whole paper, we always assume that
 is nonsingular. (2.5)
In this case, L[0,N + 1] is an Nd-dimensional Hilbert space with the inner product 〈·, ·〉
[17, Theorem 3.1].
A series of spectral results including the variational properties of eigenvalues for problem (1.1) and
(1.2) have been established in [17]. Since some of them are useful in the present paper, we state them
as follows.
The following result is Theorem 4.1 in [17] in the special case that (2.5) holds.
Lemma 2.2. Assume that (1.3), (1.4), and (2.5) hold. Then problem (1.1) and (1.2) has Nd real eigenvalues
(multiplicity included) arranged as
λ1  λ2  · · · λNd. (2.6)
The Rayleigh quotient for the difference operator l on l[0,N + 1] with 〈·, ·〉 is deﬁned by
R(x) = 〈lx, x〉〈x, x〉 , x ∈ l[0,N + 1] with x
′ = {xi}Ni=1 /= 0, (2.7)
where l is the same as in (2.1).
The following lemma is the minimax theorem – Theorem 5.4 in [17] in the special case that (2.5)
holds.
Lemma 2.3. Assume that (1.3), (1.4), and (2.5) hold. Then, for each k, 1 k  Nd,
λk = max{f (z(1), . . . , z(k−1)) : z(j) ∈ L[0,N + 1], 1 j  k − 1} (2.8)
with f (z(1), . . . , z(k−1)) = min{R(x) : x ∈ L[0,N + 1], x ⊥ z(j), 1 j  k − 1, x′ /= 0},where x ⊥ z(j) denotes
〈x, z(j)〉 = 0.
We shall remark that when (2.5) holds, L[0,N + 1] is the same as the admissible function space
L2ω[0,N + 1] in [17], and consequently, Theorems 5.2 and 5.4 in [17] are same under the assumption
(2.5).
Since the admissible function space L[0,N + 1] contains boundary condition (1.2), which involves
the coefﬁcients C0 and CN in Eq. (1.1), it will change when the coefﬁcients R and S in the boundary
condition and the coefﬁcients C0 and CN in the equation are perturbed. In this case, it is not easy to
directly apply (2.8) to estimate errors between eigenvalues of the original and perturbed problems. So
wehave to construct a new suitable admissible function space and establish a newvariational property
on this space.
By Lemma 2.1, x ∈B if and only if there exists a unique vector ξ ∈ C2d such that (2.4) holds. Further,
(2.4) can be rewritten as⎛⎜⎜⎝
x0
x1
xN
xN+1
⎞⎟⎟⎠ =
⎛⎜⎜⎝
0 0 Id 0
C−1
0
0 Id 0
0 0 0 −Id
0 C−1N 0 −Id
⎞⎟⎟⎠ (R, S)∗ξ , (2.9)
where Id is the d × d unit matrix. This means that (x0, x1, xN , xN+1)T can be represented uniquely by ξ .
So, we can now introduce the following new admissible function space:
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X = {u = {ξ , x2, . . . , xN−1} : ξ ∈ C2d, xj ∈ Cd, 2 j  N − 1}.
Since wn > 0 (n ∈ [1,N]) and is nonsingular, the matrix
W = 
(
w1 0
0 wN
)
∗ > 0. (2.10)
Hence, we can deﬁne an inner product on X by
〈u, v〉1 = η∗Wξ +
N−1∑
n=2
y∗nwnxn,
where u = {ξ , x2, . . . , xN−1}, v = {η, y2, . . . , yN−1} ∈ X . Denote its induced norm by
‖u‖1 = (〈u,u〉1)1/2. (2.11)
It is evident that (X , 〈·, ·〉1) is also an Nd-dimensional Hilbert space. It is noted that the elements of
the space X are independent of the boundary condition (1.2), which is put in the new weight function
{W} ∪ {wn}N−1n=2 .
To establish a connection between X and L[0,N + 1], deﬁne a linear map
T1 : X → L[0,N + 1]
by T1(u) = {xi}N+1i=0 ∈ L[0,N + 1]with {x0, x1, xN , xN+1} determined by (2.9) for any u = {ξ , x2, . . . , xN−1} ∈
X . Obviously, T1 is an invertible linear map. Further, for any u = {ξ , x2, . . . , xN−1}, v = {η, y2, . . . , yN−1} ∈
X , set T1(u) = {xi}N+1i=0 = x, T1(v) = {yi}N+1i=0 = y. Then
〈T1(u), T1(v)〉 = 〈x, y〉 =
N∑
n=1
y∗nwnxn
= y∗1w1x1 + y∗NwNxN +
N−1∑
n=2
y∗nwnxn
= η∗(R1C−10 + S1)w1(R1C−10 + S1)∗ξ + η∗S2wNS∗2ξ +
N−1∑
n=2
y∗nwnxn
= η∗Wξ +
N−1∑
n=2
y∗nwnxn
= 〈u, v〉1, (2.12)
i.e. T1 is a product-preserving map.
We now introduce the Rayleigh quotient corresponding to l on X with 〈·, ·〉1 as follows:
R(u) = P(u)〈u,u〉1 , u = {ξ , x2, . . . , xN−1} ∈ X with u /= 0,
where
P(u) = 〈l(T1(u)), T1(u)〉 = 〈lx, x〉
=
N∑
n=1
x∗n[−∇(Cnxn) + Bnxn]
=
N∑
n=1
x∗n[−Cnxn+1 − Cn−1xn−1 + (Bn + Cn + Cn−1)xn]
= − x∗1C1x2 − x∗NCNxN+1 − x∗N−1CN−1xN − x∗1C0x0
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− x∗2C1x1 − x∗NCN−1xN−1 + x∗1(B1 + C1 + C0)x1
+ x∗N(BN + CN + CN−1)xN −
N−2∑
n=2
x∗nCnxn+1
−
N−1∑
n=3
x∗nCn−1xn−1 +
N−1∑
n=2
x∗n(Bn + Cn + Cn−1)xn.
It follows from (2.9) that
P(u) = − ξ∗(R1C−10 + S1)C1x2 + x∗N−1CN−1S∗2ξ − x∗2C1(C−10 R∗1 + S∗1)ξ
+ ξ∗S2CN−1xN−1 + ξ∗[(R1C−10 + S1)(B1 + C1)(C−10 R∗1 + S∗1)
+ S2(BN + CN−1)S∗2 + R1C−10 R∗1 + SR∗]ξ −
N−2∑
n=2
x∗nCnxn+1
−
N−1∑
n=3
x∗nCn−1xn−1 +
N−1∑
n=2
x∗n(Bn + Cn + Cn−1)xn. (2.13)
Based on the above discussion, we obtain the following variational property of eigenvalues for (1.1)
and (1.2) on X by Lemma 2.3, which plays an important role in the next section.
Theorem 2.1. Assume that (1.3), (1.4), and (2.5) hold. Then, for each k, 1 k  Nd,
λk = max{g(u(1), . . . ,u(k−1)) : u(j) ∈ X , 1 j  k − 1} (2.14)
with g(u(1), . . . ,u(k−1)) = min{R(u) : u ∈ X ,u ⊥1 u(j), 1 j  k − 1,u /= 0}, where u ⊥1 u(j) denotes
〈u,u(j)〉1 = 0.
In the rest of this section, we study a perturbation problem for matrices. For A = (aij) ∈ Cd×d, a
norm of matrix A is deﬁned by
‖A‖ =
⎛⎝ d∑
i,j=1
|aij|2
⎞⎠1/2 .
Lemma 2.4 (11, Corollary 7.8.2). For any matrix A = (aij) ∈ Cd×d, |detA|
∏d
i=1
(∑d
j=1 |aij|2
)1/2
.
For convenience, introduce the following notation:
h(A) = |detA|
2d
√
d!(‖A‖ + 1)d−1
for any d × d invertible matrix A.
Lemma 2.5. Let A be a d × d invertible matrix. If a matrix A˜ ∈ Cd×d satisﬁes
‖A˜ − A‖ ε1 = min{h(A), 1}, (2.15)
then A˜ is invertible, and
‖A˜−1‖ 2d(‖A‖ + 1)
d−1
|detA| . (2.16)
Proof. To prove the lemma, we ﬁrst study adjoint matrices of submatrices of A. Suppose that B is any
k-order submatrix of A, 1 k  d. By Ba = (Bij)k×k denote the adjointmatrix of B. Then, by Lemma 2.4,
we get
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|Bij|
k−1∏
i=1
‖B‖
k−1∏
i=1
‖A‖ = ‖A‖k−1,
which implies
‖Ba‖ =
⎛⎝ k∑
i,j=1
|Bij|2
⎞⎠1/2  k‖A‖k−1, 1 k  d. (2.17)
Now, we prove the lemma by induction. First, let A˜2 and A2 be any corresponding 2-order subma-
trices of A˜ and A, respectively; that is, A˜2 and A2 are 2-order submatrices of A˜ and A, respectively, and
the position of A˜2 in A˜ is the same as that of A2 in A. Since the norms of a 2-order matrix and its adjoint
matrix are equal, then we have
√
2|det A˜2 − detA2| = ‖det A˜2I2 − detA2I2‖
= ‖A˜2A˜a2 − A2A2a‖
 ‖A˜2‖ ‖A˜a2 − A2a‖ + ‖A˜2 − A2‖‖A2a‖
 (‖A2‖ + 1)‖A˜2 − A2‖ + ‖A˜2 − A2‖‖A2‖
 2(‖A‖ + 1)‖A˜ − A‖
 2(‖A‖ + 1)ε1.
Thus, we get
|det A˜2 − detA2|
√
2 (‖A‖ + 1)ε1  2
√
2(‖A‖ + 1)ε1. (2.18)
Second, let A˜3 and A3 be any corresponding 3-order submatrices of A˜ and A, respectively. Then√
3|det A˜3 − detA3| = ‖det A˜3I3 − detA3I3‖
= ‖A˜3A˜a3 − A3A3a‖
 ‖A˜3‖ ‖A˜a3 − A3a‖ + ‖A˜3 − A3‖ ‖A3a‖
 (‖A‖ + 1)
⎛⎝ 3∑
i,j=1
|˜A3ij − A3ij|2
⎞⎠1/2 + ‖A3a‖ε1,
where A˜a
3
= (˜A3ij)3×3 andA3a = (A3ij)3×3 are the adjointmatrices of A˜3 andA3, respectively. Using (2.17)
and (2.18), we have
√
3|det A˜3 − detA3| (‖A‖ + 1) × 3 × 2
√
2(‖A‖ + 1)ε1 + 3‖A‖2ε1
 9
√
2(‖A‖ + 1)2ε1,
which implies
|det A˜3 − detA3| 3
√
3!(‖A‖ + 1)2ε1.
Finally, we suppose that A˜d−1 and Ad−1 are any corresponding (d − 1)-order submatrices of A˜ and
A, respectively, and satisfy
|det A˜d−1 − detAd−1| (d − 1)
√
(d − 1)!(‖A‖ + 1)d−2ε1. (2.19)
Then,
√
d|det A˜ − detA| = ‖A˜A˜a − AAa‖
 ‖A˜‖ ‖A˜a − Aa‖ + ‖A˜ − A‖ ‖Aa‖
 (‖A‖ + 1)‖A˜a − Aa‖ + ‖Aa‖ε1
 (‖A‖ + 1)
⎛⎝ d∑
i,j=1
|˜Aij − Aij|2
⎞⎠1/2 + ‖Aa‖ε1,
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where A˜a = (˜Aij)d×d and Aa = (Aij)d×d are the adjoint matrices of A˜ and A, respectively. From (2.17) and
(2.19), we obtain
√
d|det A˜ − detA| d(d − 1)
√
(d − 1)!(‖A‖ + 1)d−1ε1 + d‖A‖d−1ε1.
Thus,
|det A˜ − detA| (d − 1)√d!(‖A‖ + 1)d−1ε1 +
√
d‖A‖d−1ε1
 d
√
d!(‖A‖ + 1)d−1ε1.
(2.20)
Hence, from (2.15), we have
|det A˜ − detA| |detA|/2;
that is,
|detA|/2 |det A˜| 3|detA|/2. (2.21)
Therefore, A˜ is invertible. Further, from (2.17) and (2.21), we get
‖A˜−1‖ = ‖A˜
a‖
|det A˜| 
d‖A˜‖d−1
|det A˜| 
d(‖A‖ + 1)d−1
|det A˜| 
2d(‖A‖ + 1)d−1
|detA| .
The proof is complete. 
3. Main results
In this section, we discuss eigenvalues of a perturbed problem sufﬁciently close to problem (1.1)
and (1.2) and give an error estimate of them.
For convenience, introduce the following notations:
b = max
1nN
‖Bn‖, c = max
0nN
‖Cn‖, w = max
1nN
‖wn‖, w0 = min
1nN
|detwn|
r = ‖R‖, s = ‖S‖, m = 2d(‖C0‖ + 1)
d−1
|det C0| ,
and
β = min{min λ(wn) : n = 1, . . . ,N}, γ = min λ(W), (3.1)
where λ(wn) denotes an eigenvalue of wn and W is the same as in (2.10). It is evident that β > 0 and
γ > 0.
Consider the following perturbed problem of (1.1) and (1.2):
−∇(C˜nxn) + B˜nxn = λw˜nxn, n ∈ [1,N], N  2, (1.1’)
R˜
(−x0
xN
)
+ S˜
(
C˜0x0
C˜NxN
)
= 0, (1.2’)
where C˜n(n ∈ [0,N]), B˜n, and w˜n(n ∈ [1,N]) are d × d Hermitian matrices, w˜n > 0 for n ∈ [1,N]; R˜ and S˜
are 2d × 2d matrices and satisfy
R˜˜S∗ = S˜R˜∗. (3.2)
From the ﬁrst relation in (1.4), there exists a 2d × 2d nonsingular submatrix D of (R, S). In the
following proposition, we will prove that if the perturbation is sufﬁciently small, then
rank(˜R, S˜) = 2d (3.3)
and
˜ = (˜R1C˜−10 + S˜1, S˜2) is invertible. (3.4)
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Proposition 3.1. Let
ε2 = min
{
h(C0),
√
2
2
h(D),
h()
m2r + m2 + m + 2 ,
1
m2r + m2 + m + 2
}
.
For any 0 < ε  ε2, if
‖R˜ − R‖ ε, ‖˜S − S‖ ε, ‖C˜0 − C0‖ ε,
then (3.3) and (3.4) hold. Further,
‖˜−1‖ 4d(rm + s + 1)
2d−1
|det| . (3.5)
Proof. Let D˜ be a 2d × 2d submatrix of (˜R, S˜) and its position be the same as that of D in (R, S). Since
‖D˜ − D‖2  ‖R˜ − R‖2 + ‖˜S − S‖2  2ε2,
i.e.
‖D˜ − D‖
√
2ε 
√
2ε2 min{h(D), 1},
D˜ is invertible by Lemma 2.5 and consequently, rank(˜R, S˜) = 2d. So (3.3) holds.
It follows from (2.17) and Lemma 2.5 that
‖C−1
0
‖ = ‖C
a
0
‖
|det C0| 
d‖C0‖d−1
|det C0|  m (3.6)
and
‖C˜−1
0
‖ 2d(‖C0‖ + 1)
d−1
|det C0| = m, (3.7)
which imply
‖C˜−1
0
− C−1
0
‖ = ‖C˜−1
0
(C0 − C˜0)C−10 ‖
 ‖C˜−1
0
‖ ‖C˜0 − C0‖ ‖C−10 ‖
 m2ε.
Then, we have
‖R˜1C˜−10 − R1C−10 ‖ ‖R˜1‖ ‖C˜−10 − C−10 ‖ + ‖R˜1 − R1‖ ‖C−10 ‖
 (‖R‖ + 1)m2ε + mε
= ((r + 1)m2 + m)ε. (3.8)
This yields
‖˜−‖2 = ‖˜R1C˜−10 + S˜1 − R1C−10 − S1‖2 + ‖˜S2 − S2‖2
 (‖˜R1C˜−10 − R1C−10 ‖ + ‖˜S1 − S1‖)2 + ‖˜S2 − S2‖2
 ((m2r + m2 + m)ε + ε)2 + ε2
 (m2r + m2 + m + 2)2ε2,
i.e.
‖˜−‖ (m2r + m2 + m + 2)ε  (m2r + m2 + m + 2)ε2 min{h(), 1}.
Hence, by Lemma 2.5, ˜ is invertible and ‖˜−1‖ 4d(‖‖ + 1)2d−1/|det|. Since
‖‖2 = ‖R1C−10 + S1‖2 + ‖S2‖2
 ‖R1C−10 ‖2 + 2‖R1C−10 ‖ ‖S1‖ + ‖S1‖2 + ‖S2‖2
 r2m2 + 2rms + s2 = (rm + s)2. (3.9)
Therefore, (3.5) holds. The proof is complete. 
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Under the assumptions of Proposition 3.1, ˜ is invertible and so we can deﬁne the following inner
product on X corresponding to problem (1.1’) and (1.2’):
〈u, v〉2 = η∗W˜ξ +
N−1∑
n=2
y∗nw˜nxn,
where
W˜ = ˜
(
w˜1 0
0 w˜N
)
˜
∗
, (3.10)
and the following induced norm:
‖u‖2 = (〈u,u〉2)1/2
for any u = {ξ , x2, . . . , xN−1}, v = {η, y2, . . . , yN−1} ∈ X . Similarly, (X , 〈·, ·〉2) is also anNd-dimensional Hil-
bert space.
Under the assumptions of Proposition 3.1, if we further assume that ‖C˜N − CN‖ ε  h(CN), which
assure that C˜N is invertible by Lemma 2.5, then by Lemma 2.2 and (3.2), the perturbed problem (1.1’)
and (1.2’) has also Nd real eigenvalues (multiplicity included) arranged as
λ˜1  λ˜2  · · · λ˜Nd. (3.11)
We shall remark that themultiplicity of λ˜k , the kth eigenvalue of (1.1’) and (1.2’), may be different from
that of the kth eigenvalue λk of (1.1) and (1.2) in general (1 k  Nd).
In addition, the Rayleigh quotient corresponding to the difference operator
(l˜x)n = w˜−1n [−∇(C˜nxn) + B˜nxn] (3.12)
on X with 〈·, ·〉2 can be deﬁned by
R˜(u) = P˜(u)〈u,u〉2 , u = {ξ , x2, . . . , xN−1} ∈ X with u /= 0,
where
P˜(u) = − ξ∗ (˜R1C˜−10 + S˜1)C˜1x2 + x∗N−1C˜N−1S˜∗2ξ − x∗2C˜1(C˜−10 R˜∗1 + S˜∗1)ξ
+ ξ∗S˜2C˜N−1xN−1 + ξ∗
[
(˜R1C˜
−1
0
+ S˜1)(˜B1+ C˜1)(C˜−10 R˜∗1 + S˜∗1)
+ S˜2 (˜BN + C˜N−1 )˜S∗2 + R˜1C˜−10 R˜∗1 + S˜R˜∗
]
ξ −
N−2∑
n=2
x∗nC˜nxn+1
−
N−1∑
n=3
x∗nC˜n−1xn−1 +
N−1∑
n=2
x∗n (˜Bn + C˜n + C˜n−1)xn. (3.13)
Based on the above discussion, when the perturbation is very small, we can get the following
variational property of eigenvalues for (1.1’) and (1.2’) on X similar to Theorem 2.1: If (3.2)–(3.4) hold,
and C˜0 and C˜N are nonsingular, then, for each k, 1 k  Nd,
λ˜k = max{g˜(u(1), . . . ,u(k−1)) : u(j) ∈ X , 1 j  k − 1}
with g˜(u(1), . . . ,u(k−1)) = min{R˜(u) : u ∈ X ,u ⊥2 u(j), 1 j  k − 1,u /= 0}, where u ⊥2 u(j) denotes
〈u,u(j)〉2 = 0.
To obtain an error estimate of eigenvalues for the perturbed problem by applying the above varia-
tional property of eigenvalues, we have to discuss the relation between ⊥2 and ⊥1, and then give an-
other formofvariationalpropertyofeigenvalues for (1.1’)and (1.2’)onX . Foranyu = (ξ , x2, . . . , xN−1), v =
(η, y2, . . . , yN−1) ∈ X , we have
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〈u, v〉2 = 〈u˜, v〉1,
where u˜ = {ξ˜ , x˜2, . . . , x˜N−1} with
ξ˜ = W−1W˜ξ , x˜n = w−1n w˜nxn, n ∈ [2,N − 1].
For convenience, introduce the following linear transformation:
T2 : X → X ,
where for any u˜ = {ξ˜ , x˜2, . . . , x˜N−1} ∈ X
u = T2(u˜) = {W˜−1W ξ˜ , w˜−12 w2x˜2, . . . , w˜−1N−1wN−1x˜N−1}. (3.14)
Obviously, T2 is invertible. So, u ⊥2 v if and only if T−12 (u) ⊥1 v for any u, v ∈ X . Hence, for any
u(1), . . . ,u(k−1) ∈ X , we get
g˜(u(1), . . . ,u(k−1)) = min{R˜(u) : u ∈ X ,u ⊥2 u(j), 1 j  k − 1,u /= 0}
= min{R˜(T2(u˜)) : u˜ ∈ X , u˜ ⊥1 u(j), 1 j  k − 1, u˜ /= 0}
= min{R˜(T2(u)) : u ∈ X ,u ⊥1 u(j), 1 j  k − 1,u /= 0}.
Therefore, the variational property of eigenvalues for (1.1’) and (1.2’) on X can be restated as: If
(3.2)–(3.4) hold, and C˜0 and C˜N are nonsingular, then, for each k, 1 k  Nd,
λ˜k = max{g˜(u(1), . . . ,u(k−1)) : u(j) ∈ X , 1 j  k − 1} (3.15)
with g˜(u(1), . . . ,u(k−1)) = min{R˜(T2(u)) : u ∈ X ,u ⊥1 u(j), 1 j  k − 1,u /= 0}.
Before giving themain theorem,we prove three propositions.Weﬁrst study the difference between
P˜(T2(u)) and P(u).
Proposition 3.2. Let
ε3 = min
{
ε2,h(CN),
w0
2d
√
d!(w + 1)d−1
}
.
For any 0 < ε  ε3, if
‖R˜ − R‖ ε, ‖˜S − S‖ ε, ‖˜Bn − Bn‖ ε, ‖w˜n − wn‖ ε, n ∈ [1,N],
and
‖C˜n − Cn‖ ε, n ∈ [0,N],
then
|˜P(T2(u)) − P(u)| G1β + G2γ
βγ
‖u‖21ε, u = (ξ , x2, . . . , xN−1) ∈ X , (3.16)
where β and γ are the same as in (3.1),
G1 = g2 + G3(G3 + g1)√
2g1(rm + s)2w
× [(b + c + 2)((r + 1)m + s + 1)2 + (b + c + 2)(s + 1)2 + (r + 1)((r + 1)m + s + 1)]
+ 2(b + c)(r + 1)2m3 + (r + 1)(2(b + c)s + 5c + 4b + 3r + 3)m2
+ (2(b + c)(s + r + 2) + (r + 1)(4s + 7) + c)m
+ 4(b + c)(s + 1) + (s + 1)(4s + 7) + 2c + r, (3.17)
G2 = g2 + c(r + 1)m2 + (c + r + 1)m + 2s + 2c + 7 + G4(G4 + 1)(b + 4c + 5)
w
, (3.18)
G3 = 64g1d
3(rm + s + 1)4d−2(w + 1)d−1(rm + s)2w
|det|2w0
, G4 = 2d(w + 1)
d−1w
w0
, (3.19)
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g1 = ((r + 1)m + s + 1)2 + w((2r + 1)m + 2s + 1)((r + 1)m2 + m + 1)
+ (s + 1)2 + w(2s + 1), (3.20)
g2 = 64
√
2g1d
4(rm + s + 1)4d−2(w + 1)2d−2w(c + 1)((r + 1)m + 2s + 2)
|det|2w2
0
+ 2d(w + 1)
d−1(c + 1)((r + 1)m + 2s + 2)
w0
. (3.21)
Proof. It follows from (3.13) and (3.14) that for any u = (ξ , x2, . . . , xN−1) ∈ X ,
P˜(T2(u)) = ξ∗WW˜−1[−(˜R1C˜−10 + S˜1)C˜1w˜−12 w2x2 + S˜2C˜N−1w˜−1N−1wN−1xN−1]
+ [x∗N−1wN−1w˜−1N−1C˜N−1S˜∗2 − x∗2w2w˜−12 C˜1(C˜−10 R˜∗1 + S˜∗1)]W˜−1Wξ
+ ξ∗WW˜−1[(˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1)
+ S˜2 (˜BN + C˜N−1 )˜S∗2 + R˜1C˜−10 R˜∗1 + S˜R˜∗]W˜−1Wξ
−
N−2∑
n=2
x∗nwnw˜−1n C˜nw˜−1n+1wn+1xn+1 −
N−1∑
n=3
x∗nwnw˜−1n C˜n−1w˜−1n−1wn−1xn−1
+
N−1∑
n=2
x∗nwnw˜−1n (˜Bn + C˜n + C˜n−1)w˜−1n wnxn. (3.22)
So, we get from (2.13) and (3.22) that
|˜P(T2(u)) − P(u)| 2‖ξ‖ ‖x2‖1 + 2‖ξ‖‖xN−1‖2 + ‖ξ‖23 + 4 + 5 + 6, (3.23)
where
1 = ‖WW˜−1 (˜R1C˜−10 + S˜1)C˜1w˜−12 w2 − (R1C−10 + S1)C1‖,
2 = ‖WW˜−1S˜2C˜N−1w˜−1N−1wN−1 − S2CN−1‖,
3 = ‖WW˜−1 (˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1)W˜−1W
− (R1C−10 + S1)(B1 + C1)(C−10 R∗1 + S∗1)‖
+ ‖WW˜−1S˜2 (˜BN + C˜N−1 )˜S∗2W˜−1W − S2(BN + CN−1)S∗2‖
+ ‖WW˜−1R˜1C˜−10 R˜∗1W˜−1W − R1C−10 R∗1‖ + ‖WW˜−1S˜R˜∗W˜−1W − SR∗‖,
4 =
N−2∑
n=2
‖xn‖ ‖xn+1‖‖wnw˜−1n C˜nw˜−1n+1wn+1 − Cn‖,
5 =
N−1∑
n=3
‖xn‖ ‖xn−1‖ ‖wnw˜−1n C˜n−1w˜−1n−1wn−1 − Cn−1‖,
6 =
N−1∑
n=2
‖xn‖2‖wnw˜−1n (˜Bn + C˜n + C˜n−1)w˜−1n wn − (Bn + Cn + Cn−1)‖, (3.24)
and ‖x‖ is the Euclidean norm of x ∈ Cd, i.e.
‖x‖ =
⎛⎝ d∑
i=1
|xi|2
⎞⎠1/2 .
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In the following we discuss j , 1 j  6, term by term. It follows from the ﬁrst relation in (3.24)
that
1  ‖W − W˜‖ ‖W˜−1 (˜R1C˜−10 + S˜1)C˜1w˜−12 w2‖
+ ‖(˜R1C˜−10 + S˜1)C˜1w˜−12 ‖ ‖w2 − w˜2‖
+ ‖(˜R1C˜−10 + S˜1)C˜1 − (R1C−10 + S1)C1‖. (3.25)
From (3.7) and (3.8), we have
‖(˜R1C˜−10 + S˜1)C˜1 − (R1C−10 + S1)C1‖
 ‖R˜1C˜−10 C˜1 − R1C−10 C1‖ + ‖˜S1C˜1 − S1C1‖
 ‖R˜1C˜−10 ‖ ‖C˜1 − C1‖ + ‖R˜1C˜−10 − R1C−10 ‖ ‖C1‖
+ ‖˜S1‖ ‖C˜1 − C1‖ + ‖˜S1 − S1‖ ‖C1‖
 (c(r + 1)m2 + (c + r + 1)m + s + c + 1)ε. (3.26)
Since
ε  w0
2d
√
d!(w + 1)d−1 
|detwn|
2d
√
d!(‖wn‖ + 1)d−1
, n ∈ [1,N],
it follows from Lemma 2.5 that
‖w˜−1n ‖
2d(‖wn‖ + 1)d−1
|detwn| 
2d(w + 1)d−1
w0
, n ∈ [1,N], (3.27)
which, together with assumptions, yields that
‖(˜R1C˜−10 + S˜1)C˜1w˜−12 ‖ ‖w2 − w˜2‖
 ‖R˜1C˜−10 + S˜1‖ ‖C˜1‖ ‖w˜−12 ‖ ‖w2 − w˜2‖
 2d(w + 1)
d−1(c + 1)((r + 1)m + s + 1)
w0
ε. (3.28)
From (3.5), (3.10), and (3.27), we get
‖W˜−1‖ =
∥∥∥∥∥˜∗−1
(
w˜−1
1
0
0 w˜−1N
)
˜
−1
∥∥∥∥∥
 ‖˜−1‖2
√
‖w˜−1
1
‖2 + ‖w˜−1N ‖2
 32
√
2d3(rm + s + 1)4d−2(w + 1)d−1
|det|2w0
. (3.29)
And from (2.5), (2.10) and (3.10), we obtain
‖W˜ − W‖ =
∥∥∥∥˜(w˜1 00 w˜N
)
˜
∗ −
(
w1 0
0 wN
)
∗
∥∥∥∥
 ‖(˜R1C˜−10 + S˜1)w˜1 (˜R1C˜−10 + S˜1)∗ − (R1C−10 + S1)w1(R1C−10 + S1)∗‖
+ ‖˜S2w˜NS˜∗2 − S2wNS∗2‖.
Now, we discuss the above inequality. From (3.6)–(3.8), we get
‖(˜R1C˜−10 + S˜1)w˜1 (˜R1C˜−10 + S˜1)∗ − (R1C−10 + S1)w1(R1C−10 + S1)∗‖
 ‖R˜1C˜−10 + S˜1‖ ‖w˜1(C˜−10 R˜∗1 + S˜∗1) − w1(C−10 R∗1 + S∗1)‖
+ ‖˜R1C˜−10 + S˜1 − (R1C−10 + S1)‖‖w1‖ ‖C−10 R∗1 + S∗1‖
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 ‖R˜1C˜−10 + S˜1‖(‖w˜1 − w1‖‖C˜−10 R˜∗1 + S˜∗1‖ + ‖w1‖‖C˜−10 R˜∗1 + S˜∗1 − (C−10 R∗1 + S∗1)‖)
+ ‖˜R1C˜−10 + S˜1 − (R1C−10 + S1)‖‖w1‖ ‖C−10 R∗1 + S∗1‖
 ((r + 1)m + s + 1){((r + 1)m + s + 1) + w((r + 1)m2 + m + 1)}ε
+ ((r + 1)m2 + m + 1)w(rm + s)ε
 {((r + 1)m + s + 1)2 + w((2r + 1)m + 2s + 1)((r + 1)m2 + m + 1)}ε.
In addition,
‖˜S2w˜NS˜∗2 − S2wNS∗2‖
 ‖˜S2‖ ‖w˜NS˜∗2 − wNS∗2‖ + ‖˜S2 − S2‖ ‖wNS∗2‖
 ‖˜S2‖(‖w˜N − wN‖ ‖˜S∗2‖ + ‖wN‖ ‖˜S∗2 − S∗2‖) + ‖˜S2 − S2‖ ‖wN‖ ‖S∗2‖
 (s + 1)((s + 1)ε + wε) + wsε
 ((s + 1)2 + w(2s + 1))ε.
Thus, we have
‖W˜ − W‖ g1ε, (3.30)
where g1 is the same as in (3.20). Hence, it follows from (3.27), (3.29), and (3.30) that
‖W − W˜‖ ‖W˜−1 (˜R1C˜−10 + S˜1)C˜1w˜−12 w2‖
 ‖W − W˜‖ ‖W˜−1‖ ‖˜R1C˜−10 + S˜1‖ ‖C˜1‖ ‖w˜−12 ‖ ‖w2‖
 64
√
2g1d
4(rm + s + 1)4d−2(w + 1)2d−2w(c + 1)((r + 1)m + s + 1)
|det|2w2
0
ε, (3.31)
which, together with (3.25), (3.26), and (3.28), implies that
1 
{
64
√
2g1d
4(rm + s + 1)4d−2(w + 1)2d−2w(c + 1)((r + 1)m + s + 1)
|det|2w2
0
+ 2d(w + 1)
d−1(c + 1)((r + 1)m + s + 1)
w0
+ c(r + 1)m2 + (c + r + 1)m + s + c + 1
}
ε. (3.32)
With a similar argument to that for (3.32), from (3.27), (3.29), and (3.30) one can get
2 
{
64
√
2g1d
4(rm + s + 1)4d−2(w + 1)2d−2w(c + 1)(s + 1)
|det|2w2
0
+ 2d(w + 1)
d−1(c + 1)(s + 1)
w0
+ s + c + 1
}
ε. (3.33)
It can be easily concluded from (3.9) that
‖W‖ =
∥∥∥∥(w1 00 wN
)
∗
∥∥∥∥ ‖‖2√‖w1‖2 + ‖wN‖2  √2w(rm + s)2. (3.34)
So, similarly, from (3.29), (3.30), and (3.34) one can get
3 
{
32
√
2g1d
3(rm + s + 1)4d−2(w + 1)d−1
|det|2w0
×
(
64d3(rm + s + 1)4d−2(w + 1)d−1(rm + s)2w
|det|2w0
+ 1
)
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× [(b + c + 2)((r + 1)m + s + 1)2 + (b + c + 2)(s + 1)2 + (r + 1)((r + 1)m + s + 1)]
+. 2((r + 1)m + s + 1)2 + 2(b + c)((r + 1)m + s + 1)((r + 1)m2 + m + 1)
+ 2((s + 1)2 + (b + c)(s + 1)) + (r + 1)2m2 + (2r + 1)m + s + r + 1
}
ε. (3.35)
It follows from (3.27) that
‖wnw˜−1n C˜nw˜−1n+1wn+1 − Cn‖
 ‖wn − w˜n‖ ‖w˜−1n C˜nw˜−1n+1wn+1‖
+‖C˜nw˜−1n+1‖ ‖wn+1 − w˜n+1‖ + ‖C˜n − Cn‖
 ‖w˜−1n ‖‖w˜−1n+1‖(c + 1)wε + ‖w˜−1n+1‖(c + 1)ε + ε

(
4d2(w + 1)2d−2(c + 1)w
w2
0
+ 2d(w + 1)
d−1(c + 1)
w0
+ 1
)
ε

(
2d(w + 1)d−1(c + 1)(2d(w + 1)d−1w + w0)
w2
0
+ 1
)
ε
=
(
G4(G4 + 1)(c + 1)
w
+ 1
)
ε, n ∈ [1,N − 1].
So, by the assumptions and the Hölder inequality we have
4 
(
G4(G4 + 1)(c + 1)
w
+ 1
)
ε
⎛⎝N−2∑
n=2
‖xn‖2
⎞⎠
1
2
⎛⎝N−2∑
n=2
‖xn+1‖2
⎞⎠
1
2

(
G4(G4 + 1)(c + 1)
w
+ 1
)
ε
N−1∑
n=2
‖xn‖2. (3.36)
Similarly, it can be easily veriﬁed that
5 
(
G4(G4 + 1)(c + 1)
w
+ 1
)
ε
N−1∑
n=2
‖xn‖2, (3.37)
and
6 
(
G4(G4 + 1)(b + 2c + 3)
w
+ 3
)
ε
N−1∑
n=2
‖xn‖2. (3.38)
Therefore, from (3.23), (3.32), (3.33), (3.35)–(3.38), we obtain
|˜P(T2(u)) − P(u)|
 (‖ξ‖2 + ‖x2‖2)1 + (‖ξ‖2 + ‖xN−1‖2)2 + ‖ξ‖23 + 4 + 5 + 6
 ‖ξ‖2(1 + 2 + 3) + (‖x2‖2 + ‖xN−1‖2)(1 + 2) + 4 + 5 + 6
 ‖ξ‖2
{
g2 + G3(G3 + g1)√
2g1(rm + s)2w
×[(b + c + 2)((r + 1)m + s + 1)2 + (b + c + 2)(s + 1)2 + (r + 1)((r + 1)m + s + 1)]
+ 2(b + c)(r + 1)2m3 + (r + 1)(2(b + c)s + 5c + 4b + 3r + 3)m2
+ (2(b + c)(s + r + 2) + (r + 1)(4s + 7) + c)m
+ 4(b + c)(s + 1) + (s + 1)(4s + 7) + 2c + r} ε
+ (‖x2‖2 + ‖xN−1‖2){g2 + c(r + 1)m2 + (c + r + 1)m + 2s + 2c + 2}ε
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+
(
G4(G4 + 1)(b + 4c + 5)
w
+ 5
)
ε
N−1∑
n=2
‖xn‖2
 {G1‖ξ‖2 + G2
N−1∑
n=2
‖xn‖2}ε,
which, together with (3.1), implies that
|˜P(T2(u)) − P(u)|
⎧⎨⎩G1γ ξ∗Wξ + G2β
N−1∑
n=2
x∗nwnxn
⎫⎬⎭ ε

{
G1
γ
‖u‖21 +
G2
β
‖u‖21
}
ε = G1β + G2γ
βγ
‖u‖21ε.
The proof is complete. 
The following is an estimate of difference between ‖T2(u)‖22 and ‖u‖21 for any u = (ξ , x2, . . . ,
xN−1) ∈ X:
Proposition 3.3. For any 0 < ε  ε3, if
‖R˜ − R‖ ε, ‖˜S − S‖ ε, ‖w˜n − wn‖ ε, n ∈ [1,N],
and
‖C˜n − Cn‖ ε, n ∈ [0,N],
then, for any u = (ξ , x2, . . . , xN−1) ∈ X ,
|‖T2(u)‖22 − ‖u‖21|
G3β + G4γ
βγ
‖u‖21ε, (3.39)
where β and γ are the same as in (3.1), ε3 is the same as in Proposition 3.2, and G3 and G4 are the same as
in (3.19).
Proof. It follows from (3.14) that for any u = (ξ , x2, . . . , xN−1) ∈ X ,
‖T2(u)‖22 = (W˜−1Wξ)∗W˜(W˜−1Wξ) +
N−1∑
n=2
(w˜−1n wnxn)∗w˜n(w˜−1n wnxn)
= ξ∗WW˜−1Wξ +
N−1∑
n=2
x∗nwnw˜−1n wnxn,
which, together with (2.11), yields that
|‖T2(u)‖22 − ‖u‖21| = |ξ∗W(W˜−1W − I2d)ξ +
N−1∑
n=2
x∗nwn(w˜−1n wn − Id)xn|
 ‖ξ‖2‖W‖ ‖W˜−1‖ ‖W − W˜‖ +
N−1∑
n=2
‖xn‖2‖wn‖ ‖w˜−1n ‖ ‖wn − w˜n‖.
Further, from (3.27), (3.29), (3.30), and (3.34), we have
|‖T2(u)‖22 − ‖u‖21|
 ‖ξ‖2 64g1d
3(rm + s + 1)4d−2(w + 1)d−1(rm + s)2w
|det|2w0
ε +
N−1∑
n=2
‖xn‖2 2d(w + 1)
d−1w
w0
ε
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=
⎛⎝G3‖ξ‖2 + G4 N−1∑
n=2
‖xn‖2
⎞⎠ ε  (G3
γ
‖u‖21 +
G4
β
‖u‖21
)
ε = G3β + G4γ
βγ
‖u‖21ε.
Therefore, (3.39) holds and the proof is complete. 
Proposition 3.4. For any u = (ξ , x2, . . . , xN−1) ∈ X ,
|P(u)| G5β + G6γ
βγ
‖u‖21, (3.40)
where β and γ are the same as in (3.1),
G5 = (rm + s)2(b + c) + s2(b + c) + r2m + s r + r m c + 2 s c, (3.41)
and
G6 = r m c + 2 s c + b + 4c. (3.42)
Proof. For any u = (ξ , x2, . . . , xN−1) ∈ X , we get from (2.13) that
|P(u)| ‖ξ‖ ‖x2‖ ‖R1C−10 + S1‖ ‖C1‖ + ‖ξ‖ ‖xN−1‖ ‖CN−1S∗2‖
+‖ξ‖ ‖x2‖ ‖C1‖ ‖C−10 R∗1 + S∗1‖ + ‖ξ‖‖xN−1‖ ‖S2CN−1‖
+‖ξ‖2{‖(R1C−10 + S1)(B1 + C1)(C−10 R∗1 + S∗1)‖ + ‖S2(BN + CN−1)S∗2‖
+‖R1C−10 R∗1‖ + ‖SR∗‖} +
N−2∑
n=2
‖xn‖ ‖xn+1‖ ‖Cn‖
+
N−1∑
n=3
‖xn‖ ‖xn−1‖ ‖Cn−1‖ +
N−1∑
n=2
‖xn‖2‖Bn + Cn + Cn−1‖
 (‖ξ‖2 + ‖x2‖2)(rm + s)c + (‖ξ‖2 + ‖xN−1‖2)sc
+‖ξ‖2((rm + s)2(b + c) + s2(b + c) + r2m + s r) + (b + 4c)
N−1∑
n=2
‖xn‖2
 ‖ξ‖2((rm + s)2(b + c) + s2(b + c) + r2m + s r + r m c + 2 s c)
+(‖x2‖2 + ‖xN−1‖2)(r m c + 2 s c) + (b + 4c)
N−1∑
n=2
‖xn‖2
 ‖ξ‖2G5 + (r m c + 2 s c + b + 4c)
N−1∑
n=2
‖xn‖2
= G5‖ξ‖2 + G6
N−1∑
n=2
‖xn‖2

(
G5
γ
+ G6
β
)
‖u‖21 =
G5β + G6γ
βγ
‖u‖21.
This completes the proof. 
Nowwegive themain result of thepresent paper – an error estimate of eigenvalues of theperturbed
problem (1.1’) and (1.2’).
Theorem 3.1. Assume that (1.3), (1.4), (2.5), and (3.2) hold. Let
ε0 = min
{
ε3,
βγ
2(G3β + G4γ )
}
.
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For any 0 < ε  ε0, if
‖R˜ − R‖ ε, ‖˜S − S‖ ε, ‖C˜n − Cn‖ ε, n ∈ [0,N],
and
‖˜Bn − Bn‖ ε, ‖w˜n − wn‖ ε, n ∈ [1,N],
then the kth eigenvalue λ˜k of (1.1’) and (1.2’) and the kth eigenvalue λk of (1.1) and (1.2) (in the increasing
order as in (3.11) and (2.6), respectively) satisfy
|λ˜k − λk| 2
[
G1β + G2γ
βγ
+ (G3β + G4γ )(G5β + G6γ )
β2γ 2
]
ε, 1 k  Nd, (3.43)
where β and γ are the same as in (3.1), and G1, G2,G3,G4,G5,G6 are the same as in (3.17), (3.18), (3.19),
(3.41), and (3.42), respectively.
Proof. By Propositions 3.2–3.4 we have that for any u = (ξ , x2, . . . , xN−1) ∈ X with u /= 0,
|R˜(T2(u)) −R(u)| =
∣∣∣∣∣ P˜(T2(u))‖T2(u)‖22 −
P(u)
‖u‖2
1
∣∣∣∣∣
 |˜P(T2(u)) − P(u)|‖T2(u)‖22
+ |P(u)| |‖T2(u)‖
2
2
− ‖u‖2
1
|
‖T2(u)‖22 ‖u‖21
 G1β + G2γ
βγ
‖u‖2
1
‖T2(u)‖22
ε + G5β + G6γ
βγ
G3β + G4γ
βγ
‖u‖2
1
‖T2(u)‖22
ε
=
[
G1β + G2γ
βγ
+ (G3β + G4γ )(G5β + G6γ )
β2γ 2
] ‖u‖2
1
‖T2(u)‖22
ε.
(3.44)
Since
ε  ε0 
βγ
2(G3β + G4γ ) ,
we have by (3.39) that∣∣∣∣∣‖T2(u)‖22‖u‖2
1
− 1
∣∣∣∣∣ = |‖T2(u)‖22 − ‖u‖21|‖u‖2
1
 G3β + G4γ
βγ
ε  1
2
,
which implies that ‖T2(u)‖22/‖u‖21  1/2; that is, ‖u‖21/‖T2(u)‖22  2. Hence, it follows from (3.44) that
|R˜(T2(u)) −R(u)| 2
[
G1β + G2γ
βγ
+ (G3β + G4γ )(G5β + G6γ )
β2γ 2
]
ε.
Therefore, for each k, 1 k  Nd, and for any u(1), . . . ,u(k−1) ∈ X , we get
|g˜(u(1), . . . ,u(k−1)) − g(u(1), . . . ,u(k−1))|
= |min{R˜(T2(u)) : u ∈ X ,u ⊥1 u(j), 1 j  k − 1,u /= 0}
−min{R(u) : u ∈ X ,u ⊥1 u(j), 1 j  k − 1,u /= 0}|
 2
[
G1β + G2γ
βγ
+ (G3β + G4γ )(G5β + G6γ )
β2γ 2
]
ε,
which yields
|λ˜k − λk| 2
[
G1β + G2γ
βγ
+ (G3β + G4γ )(G5β + G6γ )
β2γ 2
]
ε, 1 k  Nd,
where Theorem 2.1 and (3.15) are used. The proof is complete. 
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The following result is a direct consequence of Theorem 3.1.
Corollary 3.1. Assume that the assumptions in Theorem 3.1 hold. Then the eigenvalues λk(1 k  Nd) of
problem (1.1) and (1.2) are continuously dependent on the coefﬁcients and weight function of Eq. (1.1) and
the boundary condition (1.2).
Remark 3.1. Theorem3.1 presents an error estimate of eigenvalues of the perturbed problem (1.1’) and
(1.2’) under the non-singularity assumption (2.5), whose direct consequence is that the eigenvalues
λk of problem (1.1) and (1.2) are continuously dependent on the coefﬁcients and weight function of
Eq. (1.1) and the boundary condition (1.2) under the non-singularity assumption (2.5). In Section 5, we
give an example to illustrate the necessity of this non-singularity assumption.
4. Two special cases
In this section, we consider the following two special cases: (1) the perturbed problem consists of
(1.1’) and (1.2)with C˜0 = C0 and C˜N = CN; that is, only Eq. (1.1) is perturbed, and the boundary condition
(1.2) is invariant; (2) the perturbed problem consists of
− ∇(C˜nxn) + B˜nxn = λwnxn, n ∈ [1,N], N  2, (1.1”)
and (1.2) with C˜0 = C0 and C˜N = CN; that is, only the coefﬁcients of Eq. (1.1) are perturbed, and the
weight function and the boundary condition (1.2) are invariant. The error estimates will be simpler
for these two special perturbed problems. Since the admissible space L[0,N + 1] for the perturbed
problems is the same as that for the original problem in these two cases, it can be directly applied
instead of the space X .
Case 1. The perturbed problem consists of (1.1’) and (1.2) with C˜0 = C0 and C˜N = CN .
Since the weight function is perturbed, the inner product of L[0,N + 1] for the perturbed problem
changes with it. Deﬁne an inner product on L[0,N + 1] for the perturbed problem by
〈x, y〉0 =
N∑
n=1
y∗nw˜nxn, x, y ∈ L[0,N + 1], (4.1)
and the following induced norm
‖x‖0 = (〈x, x〉0)
1
2 , x ∈ L[0,N + 1].
Obviously, L[0,N + 1] is still an Nd-dimensional Hilbert space with the inner product 〈·, ·〉0 by [17,
Theorem 3.1].
For convenience, we now introduce the Rayleigh quotient corresponding to the difference operator
l˜ on L[0,N + 1] with 〈·, ·〉0 as follows:
R̂(x) = 〈l˜x, x〉0〈x, x〉0 , x ∈ L[0,N + 1] with x
′ = {xi}Ni=1 /= 0, (4.2)
where l˜ is the same as in (3.12).
By Lemma2.2, problem (1.1’) and (1.2) has alsoNd real eigenvalues (multiplicity included) arranged
as
λˆ1  λˆ2  · · · λˆNd. (4.3)
The variational property (2.8) of eigenvalues λˆk for problem (1.1’) and (1.2) on L[0,N + 1] still holds,
where λk , f ,R(x),⊥, and 〈·, ·〉 are replaced by λˆk , gˆ, R̂(x),⊥0, and 〈·, ·〉0, respectively.
Similarly to the discussion in Section 3, we ﬁrst discuss the relation between ⊥0 and ⊥, and then
give another form of variational property of eigenvalues λˆk for problem (1.1’) and (1.2) on L[0,N + 1].
For any x = {xi}N+1i=0 , y = {yi}N+1i=0 ∈ L[0,N + 1], we have
〈x, y〉0 = 〈x˜, y〉,
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where x˜ = {x˜n}N+1n=0 with
x˜0 = S∗1∗
−1
(
x˜1
−x˜N
)
, x˜n = w−1n w˜nxn, n ∈ [1,N],
x˜N+1 = (C−1N R∗2 − S∗2)∗−1
(
x˜1
−x˜N
)
.
Clearly, x˜ satisﬁes boundary condition (1.2) and
x0 = S∗1∗
−1
(
w˜−1
1
w1x˜1
−w˜−1N wNx˜N
)
, xn = w˜−1n wnx˜n, n ∈ [1,N],
xN+1 = (C−1N R∗2 − S∗2)∗−1
(
w˜−1
1
w1x˜1
−w˜−1N wNx˜N
)
. (4.4)
Introduce the following linear transformation:
T3 : L[0,N + 1] → L[0,N + 1]
with x = T3(x˜), where x is determined by (4.4). Obviously, T3 is invertible. So, x ⊥0 y if and only if
T−1
3
(x) ⊥ y for any x, y ∈ L[0,N + 1]. Hence, for any z(1), . . . , z(k−1) ∈ L[0,N + 1], we get
gˆ(z(1), . . . , z(k−1)) = min{̂R(x) : x ∈ L[0,N + 1], x ⊥0 z(j), 1 ≤ j ≤ k − 1, x /= 0}
= min{̂R(T3(x˜)) : x˜ ∈ L[0,N + 1], x˜ ⊥ z(j), 1 j  k − 1, x˜ /= 0}
= min{̂R(T3(x)) : x ∈ L[0,N + 1], x ⊥ z(j), 1 j  k − 1, x /= 0}.
Therefore, the variational property (2.8) of eigenvalues λˆk for problem (1.1’) and (1.2) on L[0,N + 1]
still holds, where λk , f , and R(x) are replaced by λˆk , gˆ, and R̂(T3(x)), respectively.
Now, we give an error estimate of eigenvalues of the perturbed problem (1.1’) and (1.2).
Theorem 4.1. Assume that (1.3), (1.4), and (2.5) hold. Let
ε∗ = min
{
βw0
4d(w + 1)d−1w ,
w0
2d
√
d!(w + 1)d−1 , 1
}
,
where β is the same as in (3.1). For any 0 < ε  ε∗, if
‖C˜n − Cn‖ ε, n ∈ [1,N − 1],
and
‖˜Bn − Bn‖ ε, ‖w˜n − wn‖ ε, n ∈ [1,N],
then the kth eigenvalue λˆk of (1.1’) and (1.2) and the kth eigenvalue λk of (1.1) and (1.2) (in the increasing
order as in (4.3) and (2.6), respectively) satisfy
|λˆk − λk| 2(M1 + M2)ε, 1 k  Nd,
where
M1 =
G4(G4 + 1)
(√
2 r e + 2√2 c se + b + 4c + 5
)
+ 5w
βw
,
M2 = G4(re + 2cse + b + 4c)
β2
, e = 2d(rm + s)2d−1/|det|,
and G4 is the same as in (3.19).
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Proof. It follows from (2.7) and (4.2) that for any x ∈ L[0,N + 1] with x′ /= 0,
|̂R(T3(x)) − R(x)| =
∣∣∣∣∣ 〈l˜(T3(x)), T3(x)〉0〈T3(x), T3(x)〉0 − 〈lx, x〉〈x, x〉
∣∣∣∣∣
 |〈l˜(T3(x)), T3(x)〉0 − 〈lx, x〉|‖T3(x)‖20
+ |〈lx, x〉| |‖T3(x)‖
2
0
− ‖x‖2∗ |
‖T3(x)‖20 ‖x‖2∗
, (4.5)
where ‖x‖∗ = (〈x, x〉) 12 . Clearly,
|‖T3(x)‖20 − ‖x‖2∗ | =
∣∣∣∣∣∣
N∑
n=1
(w˜−1n wnxn)∗w˜n(w˜−1n wnxn) −
N∑
n=1
x∗nwnxn
∣∣∣∣∣∣
=
∣∣∣∣∣∣
N∑
n=1
x∗n(wnw˜−1n wn − wn)xn
∣∣∣∣∣∣

N∑
n=1
‖xn‖2‖wn‖ ‖w˜−1n ‖ ‖wn − w˜n‖.
It follows from (3.27) that
|‖T3(x)‖20 − ‖x‖2∗ |
2d(w + 1)d−1wε
w0
N∑
n=1
‖xn‖2 = G4ε
N∑
n=1
‖xn‖2  G4ε
β
‖x‖2∗ , (4.6)
which, together with the assumption of ε  βw0/(4d(w + 1)d−1w), implies that
‖x‖2∗  2‖T3(x)‖20. (4.7)
On the other hand, it follows from (2.9) that(
x1
−xN
)
=
(
C−1
0
R∗
1
+ S∗
1
S∗
2
)
ξ = ∗ξ ,
i.e.
ξ = ∗−1
(
x1
−xN
)
.
Hence,
x0 = S∗1ξ = S∗1∗
−1
(
x1
−xN
)
, xN+1 = (C−1N R∗2 − S∗2)∗−1
(
x1
−xN
)
. (4.8)
Thus,
|x∗NCNxN+1| =
∣∣∣∣x∗N(R∗2 − CNS∗2)∗−1 ( x1−xN
)∣∣∣∣
 (‖R2‖ + ‖CN‖ ‖S2‖)‖−1‖ ‖xN‖
√
‖x1‖2 + ‖xN‖2
 (r + cs)‖−1‖‖x1‖
2 + 2‖xN‖2
2
 (r + cs)‖−1‖
N∑
n=1
‖xn‖2. (4.9)
Similarly,
|x∗1C0x0| =
∣∣∣∣x∗1C0S∗1∗−1 ( x1−xN
)∣∣∣∣ c s ‖−1‖ N∑
n=1
‖xn‖2. (4.10)
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In addition, from (2.17) and (3.9), we have
‖−1‖ = ‖
a‖
|det| 
2 d ‖‖2d−1
|det| 
2 d (rm + s)2d−1
|det| = e.
From (2.1), we get
〈lx, x〉 =
N∑
n=1
x∗n[−∇(Cnxn) + Bnxn]
= −
N∑
n=1
x∗nCnxn+1 −
N∑
n=1
x∗nCn−1xn−1 +
N∑
n=1
x∗n(Bn + Cn + Cn−1)xn, (4.11)
which, together with (4.9) and (4.10), yields that
|〈lx, x〉| |x∗NCNxN+1| + |x∗1C0x0| +
∣∣∣∣∣∣
N−1∑
n=1
x∗nCnxn+1
∣∣∣∣∣∣
+
∣∣∣∣∣∣
N∑
n=2
x∗nCn−1xn−1
∣∣∣∣∣∣+
∣∣∣∣∣∣
N∑
n=1
x∗n(Bn + Cn + Cn−1)xn
∣∣∣∣∣∣
 (r + 2c s)e
N∑
n=1
‖xn‖2 + (b + 4c)
N∑
n=1
‖xn‖2
 r e + 2 c s e + b + 4c
β
‖x‖2∗ . (4.12)
With a similar argument to that used in the proof of Proposition 3.2, from (4.8) and (3.27) one can
get that
|〈l˜(T3(x)), T3(x)〉0 − 〈lx, x〉|
=
∣∣∣∣∣∣
N−1∑
n=1
x∗n(Cn − wnw˜−1n C˜nw˜−1n+1wn+1)xn+1 +
N∑
n=2
x∗n(Cn−1 − wnw˜−1n C˜n−1w˜−1n−1wn−1)xn−1
+
N∑
n=1
x∗n(wnw˜−1n (˜Bn + C˜n + C˜n−1)w˜−1n wn − (Bn + Cn + Cn−1))xn
+ x∗NCNxN+1 − (w˜−1N wNxN)∗CN(C−1N R∗2 − S∗2)∗−1
(
w˜−1
1
w1x1
−w˜−1N wNxN
)
+ x∗1C0x0 − (w˜−11 w1x1)∗C0S∗1∗−1
(
w˜−1
1
w1x1
−w˜−1N wNxN
)∣∣∣∣∣
 M1‖x‖2∗ε,
which, together with (4.5)–(4.7), and (4.12), implies that
|̂R(T3(x)) − R(x)| 2(M1 + M2)ε.
By Theorem 2.1, we have
|λˆk − λk| 2(M1 + M2)ε, 1 k  Nd.
This completes the proof. 
Remark 4.1. The error estimate of eigenvalues of the special perturbed problem (1.1’) and (1.2) can be
deduced from the proof of Theorem 3.1. Here, we give the proof instead of using the method of the
space transformation T1 from L[0,N + 1] into X . The proof here is simpler and more direct.
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Case 2. The perturbed problem consists of (1.1”) and (1.2) with C˜0 = C0 and C˜N = CN .
Since theweight function is invariant in this case, the inner product on L[0,N + 1] for the perturbed
problem is the same as that for the original problem. For convenience, we introduce the difference
operator for (1.1”):
(l¯x)n = w−1n [−∇(C˜nxn) + B˜nxn], x ∈ L[0,N + 1],
and the following Rayleigh quotient corresponding to l¯ on L[0,N + 1] with 〈·, ·〉:
R(x) = 〈l¯x, x〉〈x, x〉 , x ∈ L[0,N + 1] with x
′ = {xi}Ni=1 /= 0. (4.13)
By Lemma2.2, problem (1.1”) and (1.2) has alsoNd real eigenvalues (multiplicity included) arranged
as
λ¯1  λ¯2  · · · λ¯Nd. (4.14)
The variational property (2.8) of eigenvalues for problem (1.1”) and (1.2) on L[0,N + 1] still holds,
where λk , f , and R(x) are replaced by λ¯k , g¯, and R(x), respectively.
We give an error estimate of eigenvalues of the perturbed problem (1.1”) and (1.2).
Theorem 4.2. Assume that (1.3), (1.4), and (2.5) hold. For any ε > 0, if
‖˜Bn − Bn‖ ε, n ∈ [1,N], ‖C˜n − Cn‖ ε, n ∈ [1,N − 1],
then the kth eigenvalue λ¯k of (1.1”) and (1.2) and the kth eigenvalue λk of (1.1) and (1.2) (in the increasing
order as in (4.14) and (2.6), respectively) satisfy
|λ¯k − λk|
5ε
β
, 1 k  Nd,
where β is the same as in (3.1).
Proof. It follows from (2.7) and (4.13) that for any x ∈ L[0,N + 1] with x′ /= 0,
|R(x) − R(x)| = |〈l¯x, x〉 − 〈lx, x〉|‖x‖2∗
.
By the assumptions and the Hölder inequality, one can easily obtain
|〈l¯x, x〉 − 〈lx, x〉|
=
∣∣∣∣∣∣
N−1∑
n=1
x∗n(Cn − C˜n)xn+1 +
N∑
n=2
x∗n(Cn−1 − C˜n−1)xn−1
+
N∑
n=1
x∗n (˜Bn − Bn)xn +
N−1∑
n=1
x∗n(C˜n − Cn)xn +
N∑
n=2
x∗n(C˜n−1 − Cn−1)xn
∣∣∣∣∣∣
 5ε
N∑
n=1
‖xn‖2  5ε
β
‖x‖2∗ ,
which implies that
|R(x) − R(x)| 5ε
β
.
Therefore, by Theorem 2.1, we have
|λ¯k − λk|
5ε
β
, 1 k  Nd.
This completes the proof. 
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Remark 4.2. In Theorems 3.1 and 4.1, it is required that the scale ε of the perturbation is sufﬁciently
small. This scale is determined by the original problem.However, in Theorem4.2, there is no restriction
to the scale ε of the perturbation.
5. An example
In the study of error estimates of eigenvalues in the present paper, it is always assumed that 
is nonsingular. In this section, we give an example to illustrate that this non-singularity condition is
necessary.
Consider the second-order scalar difference equation (1.1) with
N = 3, Cj = 1, j ∈ [0, 3]; Bi = 0, wi = 1, i ∈ [1, 3], (5.1)
and the boundary condition (1.2) with
R =
(− cosα 0
0 cosβ
)
, S =
(− sinα 0
0 − sinβ
)
, (5.2)
where α ∈ [0,π),β ∈ (0,π ]. It is obvious that the boundary condition is separated, and (1.3) and (1.4)
hold in this case. In addition,
 = (R1C−10 + S1, S2) =
(− sinα − cosα 0
0 − sinβ
)
.
If
α = 3π
4
, β = π , (5.3)
then  = 0 is singular and rank = 0. Hence, by Theorem 4.1 in [17], the problem (1.1) and (1.2)
with (5.1) and (5.2) has only one eigenvalue in this special case. By a direct calculation, one can get
its eigenvalue λ = 2. However, when α ∈ [0, 3π/4) ∪ (3π/4,π),β = π , the problem (1.1) and (1.2) with
(5.1) and (5.2) has two eigenvalues again by Theorem 4.1 in [17], which are
λ±(α) = 4 cosα + 3 sinα ±
√
sin2 α + 4 sin 2α + 4
2(cosα + sinα) , α ∈
[
0,
3π
4
)
∪
(
3π
4
,π
)
.
From the above expressionswe can see that λ±(α) are continuous in [0, 3π/4) ∪ (3π/4,π), λ+(α) can
be regarded as being continuous at α = 3π/4 since its limit exists and equals 2 at this point, and λ−(α)
is not continuous at α = 3π/4. So the eigenvalue λ− is not continuously dependent on the boundary
condition. This implies that when the boundary condition (1.2) with (5.2) is perturbed near α = 3π/4,
where β = π is ﬁxed, the error estimate in Theorem 3.1 for the perturbed problem does not hold for
λ−. Therefore, the non-singularity assumption for is necessary in Theorem 3.1 and Corollary 3.1.
When d > 1 and is singular, the situation is more complicated.
Remark 5.1. The reader is referred to [20] for more detailed discussion about continuous dependence
of eigenvalues on problem (1.1) and (1.2) in the case of d = 1.
Remark 5.2. The necessity of the non-singularity assumption for  in Theorems 4.1 and 4.2 can be
similarly shown. Their details are omitted.
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Appendix. Detailed deduction of (3.33) and (3.35)
In the appendix, we will give the detailed deduction of (3.33) and (3.35). First, we show (3.3). From
the second relation in (3.24) we have
2 = ‖WW˜−1S˜2C˜N−1w˜−1N−1wN−1 − S2CN−1‖
 ‖W − W˜‖ ‖W˜−1S˜2C˜N−1w˜−1N−1wN−1‖
+ ‖˜S2C˜N−1w˜−1N−1‖ ‖wN−1 − w˜N−1‖ + ‖˜S2C˜N−1 − S2CN−1‖
 ‖W − W˜‖ ‖W˜−1‖ ‖˜S2‖ ‖C˜N−1‖ ‖w˜−1N−1‖ ‖wN−1‖
+ ‖˜S2‖ ‖C˜N−1‖ ‖w˜−1N−1‖ ‖wN−1 − w˜N−1‖
+ ‖˜S2‖ ‖C˜N−1 − CN−1‖ + ‖˜S2 − S2‖ ‖CN−1‖
 (c + 1)(s + 1)w ‖W − W˜‖ ‖W˜−1‖ ‖w˜−1
N−1‖
+ (c + 1)(s + 1) ‖w˜−1
N−1‖ ε + (s + c + 1) ε.
Then, (3.33) holds from (3.27), (3.29), and (3.30).
Next, we show (3.35). By the third relation in (3.24), 3 is a sum of four terms. We discuss them
term by term. It follows from (3.6)–(3.8) that
‖(˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1) − (R1C−10 + S1)(B1 + C1)(C−10 R∗1 + S∗1)‖
 ‖R˜1C˜−10 + S˜1‖ ‖(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1) − (B1 + C1)(C−10 R∗1 + S∗1)‖
+ ‖˜R1C˜−10 + S˜1 − (R1C−10 + S1)‖ ‖B1 + C1‖ ‖C−10 R∗1 + S∗1‖
 (‖˜R1‖ ‖C˜−10 ‖ + ‖˜S1‖)(‖˜B1 + C˜1 − (B1 + C1)‖ ‖C˜−10 R˜∗1 + S˜∗1‖
+ ‖B1 + C1‖ ‖C˜−10 R˜∗1 + S˜∗1 − (C−10 R∗1 + S∗1)‖)
+ ‖˜R1C˜−10 + S˜1 − (R1C−10 + S1)‖ (‖B1‖ + ‖C1‖) (‖C−10 ‖ ‖R∗1‖ + ‖S∗1‖)
 ((r + 1)m + s + 1){2((r + 1)m + s + 1) + (b + c)((r + 1)m2 + m + 1)}ε
+ ((r + 1)m2 + m + 1)(b + c)(r m + s)ε
 2{((r + 1)m + s + 1)2 + (b + c)((r + 1)m + s + 1)((r + 1)m2 + m + 1)} ε.
Thus
‖WW˜−1 (˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1)W˜−1W
− (R1C−10 + S1)(B1 + C1)(C−10 R∗1 + S∗1)‖
 ‖W − W˜‖ ‖W˜−1 (˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1)W˜−1W‖
+ ‖(˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1)W˜−1‖ ‖W − W˜‖
+ ‖(˜R1C˜−10 + S˜1)(˜B1 + C˜1)(C˜−10 R˜∗1 + S˜∗1)
− (R1C−10 + S1)(B1 + C1)(C−10 R∗1 + S∗1)‖
 (b + c + 2)((r + 1)m + s + 1)2 ‖W˜−1‖ (‖W˜−1‖ ‖W‖ + 1) ‖W − W˜‖
+ 2{((r + 1)m + s + 1)2 + (b + c)((r + 1)m + s + 1)((r + 1)m2 + m + 1)} ε. (1)
Similarly,
‖˜S2 (˜BN + C˜N−1 )˜S∗2 − S2(BN + CN−1)S∗2‖
 ‖˜S2‖ ‖(˜BN + C˜N−1 )˜S∗2 − (BN + CN−1)S∗2‖ + ‖˜S2 − S2‖ ‖(BN + CN−1)S∗2‖
 ‖˜S2‖(‖(˜BN + C˜N−1) − (BN + CN−1)‖ ‖˜S∗2‖ + ‖BN + CN−1‖ ‖˜S∗2 − S∗2‖)
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+ ‖˜S2 − S2‖ (‖BN‖ + ‖CN−1‖) ‖S∗2‖
 (s + 1)(2ε (s + 1) + (b + c) ε) + (b + c)s ε
 2((s + 1)2 + (b + c)(s + 1)) ε.
Hence, we have the following estimate of the second term
‖WW˜−1S˜2 (˜BN + C˜N−1 )˜S∗2W˜−1W − S2(BN + CN−1)S∗2‖
 ‖W − W˜‖ ‖W˜−1S˜2 (˜BN + C˜N−1 )˜S∗2W˜−1W‖
+ ‖˜S2 (˜BN + C˜N−1 )˜S∗2W˜−1‖ ‖W − W˜‖
+ ‖˜S2 (˜BN + C˜N−1 )˜S∗2 − S2(BN + CN−1)S∗2‖
 (b + c + 2)(s + 1)2 ‖W˜−1‖ (‖W˜−1‖ ‖W‖ + 1) ‖W − W˜‖
+ 2((s + 1)2 + (b + c)(s + 1)) ε, (2)
Again from (3.6) and (3.8), we get
‖R˜1C˜−10 R˜∗1 − R1C−10 R∗1‖
 ‖R˜1C˜−10 − R1C−10 ‖ ‖˜R∗1‖ + ‖R1C−10 ‖ ‖˜R∗1 − R∗1‖
 ((r + 1)2m2 + (2r + 1)m) ε.
In addition, it is obvious that
‖˜SR˜∗ − SR∗‖ (s + r + 1) ε.
Thus,
‖WW˜−1R˜1C˜−10 R˜∗1W˜−1W − R1C−10 R∗1‖
 ‖W − W˜‖ ‖W˜−1R˜1C˜−10 R˜∗1W˜−1W‖ + ‖R˜1C˜−10 R˜∗1W˜−1‖ ‖W − W˜‖
+ ‖˜R1C˜−10 R˜∗1 − R1C−10 R∗1‖
 m(r + 1)2 ‖W˜−1‖ (‖W˜−1‖ ‖W‖ + 1) ‖W − W˜‖
+ ((r + 1)2m2 + (2r + 1)m) ε, (3)
and
‖WW˜−1S˜R˜∗W˜−1W − SR∗‖
 ‖W − W˜‖ ‖W˜−1S˜R˜∗W˜−1W‖ + ‖˜SR˜∗W˜−1‖ ‖W − W˜‖ + ‖˜SR˜∗ − SR∗‖
 (s + 1)(r + 1) ‖W˜−1‖ (‖W˜−1‖ ‖W‖ + 1) ‖W − W˜‖ + (s + r + 1) ε. (4)
Therefore, from (1)–(4), we have
3  ‖W˜−1‖ (‖W˜−1‖ ‖W‖ + 1) ‖W − W˜‖
× [(b + c + 2)((r + 1)m + s + 1)2 + (b + c + 2)(s + 1)2 + (r + 1)((r + 1)m + s + 1)]
+ {2((r + 1)m + s + 1)2 + 2(b + c)((r + 1)m + s + 1)((r + 1)m2 + m + 1)
+ 2((s + 1)2 + (b + c)(s + 1)) + (r + 1)2m2 + (2r + 1)m + s + r + 1} ε,
Consequently, (3.35) follows from (3.29), (3.30), and (3.34).
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