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I. INTRODUCTION
The next generation of wireless networks must provide data streams for everyone everywhere at any time. Particularly, the data rates should be orders of magnitude higher than those in the current systems; a demand that creates serious power concerns because the data rate scales with power monotonically. The problem becomes even more important when we remember that currently the wireless network contributes ∼ 2% of global CO 2 emissions and its energy consumption is expected to increase 16 − 20% every year [1] .
To address the demands, the main strategy persuaded in the last few years is the network densification [2] . One of the promising techniques to densify the network is to use many antennas at the transmit and/or receive terminals. This approach is referred to as massive or large multiple-inputmultiple-output (MIMO) in the literature.
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The research leading to these results received funding from the European Commission H2020 programme under grant agreement n • 671650 (5G PPP mmMAGIC project), and from the Swedish Governmental Agency for Innovation Systems (VINNOVA) within the VINN Excellence Center Chase. communication [3] , [4] , which is indeed expected to be implemented in the next generation of wireless networks, makes it possible to assemble many antennas at the transmit/receive terminals. However, large MIMO implies challenges such as hardware impairments and signal processing complexity which may limit the number of antennas in practice. Also, one of the main bottlenecks of large MIMO is the channel state information (CSI) acquisition, specifically at the transmitter. Therefore, it is interesting to use efficient feedback schemes such as hybrid automatic repeat request (HARQ) whose feedback overhead does not scale with the number of antennas.
The performance of HARQ protocols in single-input-singleoutput (SISO) and MIMO systems is studied in, e.g., [5] - [8] and [9] - [20] , respectively. MIMO transmission with many antennas is advocated in [21] , [22] where the time-division duplex (TDD)-based training is utilized for CSI feedback 1 . Also, [23] - [29] introduce TDD-based schemes for large systems. Particularly, [29] studies the required number of antennas in TDD-based multi-cellular systems with pilot contamination being the major issue. Here, different precoders are designed such that the network sum throughput is optimized. In the meantime, frequency division duplex (FDD)-based massive MIMO has recently attracted attentions and low-overhead CSI acquisition methods were proposed [30] - [32] . Considering imperfect CSI, [33] derives lower bounds for the uplink achievable rate of the MIMO setups with large but finite number of antennas. Then, [34] (resp. [35] ) studies the zero-forcing based TDD (resp. TDD/FDD) systems under the assumption that the number of transmit antennas and the single-antenna users are asymptotically large while their ratio remains bounded. Finally, [39] derives approximate expressions for the mutual information of MIMO systems with large number of transmit and/or receive antennas, and evaluates the effect of quantized feedback/scheduling on the system performance (For detailed review of the literature on massive MIMO, see [36] - [38] ).
To summarize, a large part of the literature on the point-topoint and multi-user large MIMO is based on the assumption of asymptotically many antennas. Then, a natural question is how many transmit/receive antennas do we require in practice to satisfy different quality-of-service requirements. The interesting answer this paper establishes is relatively few, for a large range of outage probabilities. Moreover, the results of [5] - [39] are mainly obtained under the assumption that the instantaneous achievable rate of a user is given by log(1 + x) with x standing for the user's instantaneous received signalto-interference-and-noise ratio (SINR). This is an appropriate assumption in the cases with long codewords. However, it is also interesting to analyze the system performance in the cases with codewords of finite length where log(1 + x) is not an appropriate approximation for the achievable rates.
Here, we study the outage-limited performance of pointto-point MIMO systems in the cases with large but finite number of antennas. Using the fundamental results of [39] on the mutual information of MIMO setups, we derive closedform expressions for the required number of transmit and/or receive antennas satisfying various outage probability requirements (Theorem 1). The results are obtained for different fading conditions and in the cases with or without HARQ. Furthermore, we analyze the effect of the power amplifiers (PAs) efficiency (Section IV.A), erroneous feedback (Section IV.C) and spatial/temporal correlations (Sections V.B, V.C) on the system performance and study the outage probability in the cases with adaptive power allocation between the HARQ retransmissions (Theorem 3). Then, we use the recent results of [40] , [41] on the achievable rates of finite block-length codes to analyze the outage probability in the cases with short packets and erroneous feedback (Section IV.C). Finally, we study the asymptotic performance of MIMO systems. Particularly, denoting the outage probability and the number of transmit and receive antennas by Pr(Outage), N t and N r, respectively, we derive closed-form expressions for the normalized outage factor which is defined as Γ = − log(Pr(Outage)) NtNr when the number of transmit and/or receive antennas increases (Theorem 2).
As opposed to [5] - [20] , we consider large MIMO setups and determine the required number of antennas in outagelimited conditions. Also, the paper is different from [21] - [39] because we study the outage-limited scenarios in point-topoint systems, implement HARQ and the number of antennas is considered to be finite. The differences in the problem formulation and the channel model makes the problem solved in this paper completely different from the ones in [5] - [39] , leading to different analytical/numerical results, as well as to different conclusions. Finally, our discussions on the asymptotic outage performance of the MIMO setups, finite block-length analysis and the effect of PAs on the performance of MIMO-HARQ schemes have not been presented before.
Our analytical and numerical results indicate that:
• Different quality-of-service requirements can be satisfied with relatively few transmit/receive antennas. For instance, consider a SIMO (S: single) setup without HARQ and transmission signal-to-noise ratio (SNR) 5 dB. Then, with the data rate of 3 nats-per-channel use (npcu), the outage probabilities 10 −3 , 10 −4 and 10 −5 are guaranteed with 16, 18 and 20 receive antennas, respectively ( Fig.  5a ). Also, the implementation of HARQ reduces the required number of antennas significantly ( Fig. 3 ). • At moderate/high SNRs, the required number of transmit (resp. receive) antennas scales with (Q −1 (θ)) 2 , 1 MT , and 1 (log(φ)) 2 linearly, if the number of receive (resp. transmit) antennas is fixed. Here, M is the maximum number of HARQ retransmission rounds, T is the number of channel realizations experienced in each round, φ denotes the SNR, θ is the outage probability constraint and Q −1 (.) represents the inverse Gaussian Q-function. These scaling laws are changed drastically, if the numbers of the transmit and receive antennas are adapted simultaneously (see Theorem 1 and its following discussions for details). • For different fading conditions, the normalized outage factor Γ = − log(Pr(Outage)) NtNr converges to constant values, unless the number of receive antennas grows large while the number of transmit antennas is fixed (see Theorem 2) . Also, for every given number of transmit/receive antennas, the normalized outage factor increases with M T linearly. • There are mappings between the performance of MIMO-HARQ systems in quasi-static, slow-and fast-fading conditions, in the sense that with proper scaling of the channel parameters the same outage probability is achieved in these conditions. This point provides an appropriate connection between the papers considering one of these fading models. • Adaptive power allocation between the HARQ retransmissions leads to marginal antenna requirement reduction, while the system performance is remarkably affected by the inefficiency of the PAs. Also, the spatial correlation between the antennas increases the required number of antennas while, for a large range of correlation conditions, the same scaling rules hold for the uncorrelated and correlated fading scenarios. • Finally, with low number of antennas the system performance is considerably affected by the feedback error probability. However, the effect of erroneous feedback decreases with the number of antennas. Moreover, for a given number of nats per codeword, increasing the number of antennas can effectively reduce the required codeword length leading to low data transmission delay. Notations. In the following, we denote the determinant, the Hermitian and the (i, j)-th element of the matrix X by |X|, X h and X[i, j], respectively. Also, E[·] is the expectation operator, denotes the Kronecker product and
2π ∞
x e − u 2 2 du is the Gaussian Q-function. Then, ⌈x⌉ denotes the smallest integer number larger than or equal to x, and the arg function is used to indicate the solution of an equation. Finally, Q −1 (·) and W (·) represent the inverse Q-function and the Lambert W function, respectively. II. SYSTEM MODEL Table 1 summarizes the set of parameters used throughout the paper. We consider a point-to-point MIMO setup with N t transmit antennas and N r receive antennas. We study the block-fading conditions where the channel coefficients remain constant during the channel coherence time and then change to other values based on their probability density function (PDF). In this way, the received signal is given by
where H ∈ C Nr×Nt is the fading matrix, X ∈ C Nt×1 is the transmitted signal and Z ∈ C Nr×1 denotes the independent and Such a setup is of interest in, e.g., side-to-side communication between vehicles/buildings/lamp posts [42] , as well as in wireless backhaul point-to-point links where the trend is to introduce MIMO and thereby achieving multiple parallel streams, e.g., [43] . The results are mainly given for IID Rayleigh-fading channels where each element of the channel matrix H follows a complex Gaussian distribution CN (0, 1) (To analyze the effect of the antennas spatial correlation, see Fig. 9 and Section V.B). The channel coefficients are initially assumed to be known by the receiver. Taking the block-fading condition into account, this is an appropriate assumption in outage-constrained point-to-point MIMO setups with long codewords where sufficiently large number of pilot signals can be used to provide the receiver with accurate channel estimation [5] - [20] . Then, in Section IV.C, we study the other extreme case with codewords of finite length and no CSI at the receiver. On the other hand, there is no CSI available at the transmitter except the HARQ feedback bits (see [44] for mappings between the performance of the systems using HARQ and joint HARQ and quantized CSI feedback). The feedback channel is initially supposed to be error-free, while we study the cases with erroneous feedback in Section IV.C. As the most promising HARQ approach leading to highest throughput/lowest outage probability [5] , [6] , [9] , [14] , we consider the incremental redundancy (INR) HARQ with a maximum of M retransmissions, i.e., the message is retransmitted a maximum of M times. Note that setting M = 1 represents the cases without HARQ, i.e., open-loop communication. Also, a packet is defined as the transmission of a codeword along with all its possible retransmissions. We investigate the system performance for three different fading conditions:
• Fast-fading. Here, it is assumed that a finite number of channel realizations are experienced within each HARQ retransmission round. • Slow-fading. In this model, the channel is supposed to change between two successive retransmission rounds, while it is fixed for the duration of each retransmission. • Quasi-static. The channel is assumed to remain fixed within a packet period.
Fast-fading is an appropriate model for fast-moving users or users with long codewords compared to the channel coherence time [14] , [45] . On the other hand, slow-fading can properly model the cases with users of moderate speeds or frequencyhopping schemes [10] - [12] . Finally, the quasi-static represents the scenarios with slow-moving or stationary users, e.g., [5] , [9] , [17] - [20] .
III. PROBLEM FORMULATION
Considering the INR HARQ with a maximum of M retransmissions, q information nats are encoded into a parent codeword of length M L channel uses and the codeword is divided into M sub-codewords of length L. In each retransmission round, the transmitter sends a new sub-codeword and the receiver combines all signals received up to the end of that round. Thus, the equivalent rate at the end of round m is q mL = R m npcu where R denotes the initial transmission rate. The retransmissions continue until the message is correctly decoded by the receiver or the maximum permitted retransmission round is reached.
Assuming fast-fading conditions with T independent fading realizations H((m − 1)T + 1), . . . , H(mT ) in the mth round and an isotropic Gaussian input distribution over all transmit antennas, the results of, e.g., [46, Chapter 15] , [47, Chapter 7] , can be used to find the outage probability of the INR-based MIMO-HARQ scheme as
Here, φ (in dB, 10 log 10 φ) is the total transmission power and φ Nt is the transmission power per transmit antenna (because the noise variance is set to 1, φ represents the SNR as well). Also, I Nr represents the N r × N r identity matrix. Considering T = 1 in (2), the outage probability is rephrased as
in a slow-fading channel. Also, setting H(t) = H, ∀t = 1, . . . , M T, the outage probability in a quasi-static fading channel is given by
Using (2)-(4) for given initial transmission rate and SNR, the problem formulation of the paper can be expressed as
Here, θ denotes an outage probability constraint andN t ,N r are the minimum numbers of transmit/receive antennas that are required to satisfy the outage probability constraint. In the following, we solve (5) in the cases where one of the transmit or receive antennas is given, or there is a relationship between the number of transmit and receive antennas. Particularly, we study (5) in four distinct cases:
• Case 1: N r is large but N t is given. • Case 2: N r is given but N t is large. • Case 3: Both N t and N r are large and the transmission SNR is low. • Case 4: Both N t and N r are large and the transmission SNR is high. It is worth noting that the three first cases are commonly of interest in large MIMO systems. However, for the completeness of the discussions, we consider Case 4 as well. Moreover, in harmony with the literature [34] , [35] 2 , we analyze Cases 3-4 under the assumption
with K being a constant. However, as seen in the following, it is straightforward to extend the results of the paper to the cases with other relations between the numbers of antennas. The basis of our analyses comes from the well-established results of [39] which approximate the instantaneous mutual information of MIMO setups by equivalent Gaussian variables. Then, we use the results to derive the minimum number of transmit/receive antennas in outage-constrained conditions (Theorem 1), define and analyze the normalized outage factor (Theorem 2), study the effect of imperfect power amplifiers (Section IV.A), derive outage-optimized power allocation between the HARQ retransmissions (Theorem 3), and perform finite block-length analysis of MIMO-HARQ systems with erroneous feedback (Section IV.C).
Finally, we should mention that, as (5) is a non-convex problem, there is no guarantee that the globally optimal parameters are determined by any method, except exhaustive search algorithms. However, as we show in Section V, our approximation schemes lead to very close results to the ones obtained by exhaustive search.
IV. PERFORMANCE ANALYSIS To solve (5), let us first introduce Lemma 1. The lemma is of interest because it represents the outage probability as a function of the number of antennas, and simplifies the performance analysis remarkably. Lemma 1: Considering Cases 1-4, the outage probability of the INR-based MIMO-HARQ system is given by
where for different cases µ and σ are given in (8) .
Proof. The proof is based on (2)-(4) and [39, Theorems 1-3], where considering Cases 1-4 the random variable Z(t) = log |I Nr + φ Nt H(t)H(t) h | converges in distribution to a Gaussian random variable Y ∼ N (µ, σ 2 ) which, depending on the numbers of antennas, has the following characteristics
In this way, from (2) and for different cases, the outage probability in fast-fading condition is given by
where, because Z is the average
. Consequently, using the cumulative distribution function (CDF) of Gaussian random variables, the outage probability in fast-fading condition is given by (7.i). The same arguments can be applied to derive (7.ii-iii) in slow-fading and quasi-static conditions.
The advantage of Lemma 1 is that, as seen in the following, it replaces the complicated optimization problem (5) by finding the solution of very simple equations with no need for derivatives or other optimization techniques. Then, as we show in Section V, in all cases the derived analytical results match with the ones found via simulations with very high accuracy. Moreover, Lemma 1 leads to the following corollaries: 1) For Cases 1-4, using INR MIMO-HARQ in the quasistatic, slow-and fast-fading channels leads to scaling the variance of the equivalent random variable by 1, M and M T , respectively. That is, using HARQ, there exists mappings between the quasi-static, the slow-and the fastfading conditions in the sense that with proper scaling of σ in (7) they lead to the same outage probability. 2) With asymptotically large numbers of transmit and/or receive antennas, the optimal data rate which leads to zero outage probability and maximum throughput is given by R = µ − ω, ω → 0, with µ derived in (8); Interestingly, the result is independent of the fading condition. Also, with asymptotically high number of antennas and R = µ − ω, ω → 0, no HARQ is needed because the message is decoded in the first round (with probability 1). 3) Finally, using (7), we can map the MIMO-HARQ system into an equivalent SISO-HARQ setup whose fading follows N (µ, σ 2 ) with µ and σ given in (8) for different cases.
Using Lemma 1, the minimum numbers of antennas satisfying different outage probability constraints are determined as stated in Theorem 1. Theorem 1: The minimum numbers of the transmit and/or receive antennas in an INR MIMO-HARQ system that satisfy the outage probability constraint Pr(Outage) ≤ θ are given by
if Case 2
if the channel is fast-fading. For the slow-fading and quasistatic conditions, the minimum numbers of the antennas are obtained by (10) where the term
According to Theorem 1, the following conclusions can be drawn:
1) Using the second order Taylor approximation
, the required number of receive antennas in Case 1 is rephrased aŝ
where the last approximation holds for moderate/high SNRs. Thus, ignoring the small terms in the denominator of (11), at moderate/high SNRs the required number of receive antennas increases with (Q −1 (θ)) 2 (almost) linearly. On the other hand, the required number of receive antennas is inversely proportional to the number of experienced fading realizations M T, the number of transmit antennas N t , and (log(φ)) 2 . Interestingly, we can use (10.Case 2) to show that at high SNRs the same scaling laws hold for Cases 1 and 2. That is, in Case 2, the required number of transmit antennas decreases (resp. increases) with M T, N t , and (log(φ)) 2 (resp. (Q −1 (θ)) 2 ) linearly.
2) The same scaling laws are valid in Cases 3 and 4, i.e., when the numbers of transmit and receive antennas increase simultaneously. For instance, the required number of antennas increases with Q −1 (θ) and the code rate R affinely 3 (see (10.Cases 3-4)). At hard outage probability constraints, i.e., small values of θ, the required number of antennas decreases with the number of retransmissions according to 1 √ M . On the other hand, the number of antennas decreases with M linearly when the outage constraint is relaxed, i.e., θ increases. The only difference between Cases 3 and 4 is that in Case 3 (resp. Case 4) the number of antennas decreases with φ (resp. log(φ)) linearly.
3) It has been previously proved that at low SNRs the same performance is achieved by the MIMO systems using INR and repetition time diversity (RTD) HARQ [14, Section V.B]. Thus, although the paper concentrates on the INR HARQ, the same number of antennas are required in the MIMO-RTD setups, as long as the SNR is low. As the number of antennas increases, the CDF of the accumulated mutual information, e.g.,
fastfading conditions, tends towards the step function. Therefore, depending on the SNR and the initial rate, the outage probability rapidly converges to either zero or one as the number of transmit and/or receiver antennas increases. To further elaborate on this point and investigate the effect of the number of antennas, we define the normalized outage factor as
Intuitively, (12) gives the negative of the slope of the outage probability curve plotted versus the product of the numbers of transmit/receive antennas. That is, the normalized outage factor shows how fast the outage probability scales with the number of transmit/receive antennas when they increase. Also, (12) follows the same concept as in the diversity gain D = − lim φ→∞ log(Pr(Outage)) φ [9, Eq. 14] which is an efficient metric for the asymptotic analysis of the MIMO setups. Theorem 2 studies the normalized outage factor in more details.
Theorem 2: For Cases 1-4, different fading conditions and appropriate initial rates/SNR, the normalized outage factor is approximated by (35) .
Proof. See Appendix B. Interestingly, the theorem indicates that: 1) As the number of antennas increases, the normalized outage factor becomes constant in all cases, except Case 1 with a given and large number of transmit and receive antennas, respectively. Intuitively, this is because in all cases (except Case 1) the power per transmit antenna decreases by increasing the number of transmit antennas. Therefore, there is a tradeoff between increasing the diversity and reducing the power per antenna and, as a result, the normalized outage factor converges to the values given in (35) . In Case 1, however, the message decoding probability is always increased by increasing the number of receive antennas and, as seen in Theorem 2, the normalized outage factor increases with N r monotonically, as long as µ ≥ R M . 2) In Case 3, the normalized outage factor becomes independent of the transmission SNR as long as µ ≥ R M . In Cases 1, 2 and 4, on the other hand, the normalized outage factor scales with the SNR according to (log(φ)) 2 , if the SNR is high.
3) In all cases, the normalized outage factor scales with the number of experienced fading realizations during the packet transmission, i.e., M T, linearly. Note that the same conclusion has been previously derived for the diversity gain D = − lim φ→∞ log(Pr(Outage)) φ
[10], [12] . 4) In cases 3-4, the normalized outage factor does not depend on the initial transmission rate. Moreover, in Case 3 the normalized outage factor is independent of the ratio between the number of transmit and receive antennas.
A. On the Effect of Power Amplifiers
As the number of the transmit antennas increases, it is important to take the efficiency of radio-frequency PAs into account [36] - [38] . For this reason, we use Lemma 1 to investigate the system performance in the cases with non-ideal PAs as follows.
It has been previously shown that the PA efficiency can be written as [48] , [49] , [50, Eq. (3) ]
Here, φ, φ max and φ cons are the output, the maximum output, and the consumed power of the PA, respectively, ǫ ∈ [0, 1] denotes the maximum power efficiency achieved at φ = φ max , and ϑ is a parameter that, depending on the PA classes, varies between [0, 1]. Note that in (13) the parameter φ max has different effects, as it implies a maximum output power constraint φ ≤ φ max and also affects the PAs maximum consumed power by φ cons,max = φ max ǫ . In this way, and because the INR-based MIMO-HARQ setup can be mapped into an equivalent SISO-HARQ system (see Lemma 1 and its following discussions), the equivalent mean and variances (8) are rephrased as
in the cases with non-ideal PAs. This is the only modification required for the non-ideal PA scenario and the rest of the analysis remains the same as before.
B. On the Effect of Power Allocation
Throughout the paper, we studied the system performance assuming a peak power constraint at the transmitter. However, the system performance is improved if the transmission powers are updated in the HARQ retransmission rounds.
Let the transmission power in the mth round be φ m . Then, the outage probability in the fast-fading condition 4 , i.e., (2) , is rephrased as
where µ n and σ n are obtained by replacing φ n into (8) .
Here, (a) is obtained by
is based on the fact that the sum of independent Gaussian random variables is a Gaussian random variable with the mean and variance equal to the sum of the variables means and variances, respectively.
If the message is correctly decoded in the mth round, the total transmission energy and the total number of channel uses are ξ (m) = L m n=1 φ n and l (m) = mL, respectively. Also, the total transmission energy and the number of channel uses are ξ M = L M n=1 φ M and l (M) = M L if an outage occurs, where all possible retransmission rounds are used. Thus, we can follow the same procedure as in [5] , [6] , [14] to find the average power, defined as the expected transmission energy over the expected number of channel uses, as
In this way, with a power constraintΦ ≤ φ, the problem formulation (5) is rephrased as
which, using (8) and (15), can be solved numerically. Following the same discussions as in, e.g., [7] , [8] , [13] , it can be shown that the problem of optimal power allocation between the HARQ transmissions is a complex non-convex problem and does not have a closed-form expression even in the simplest case of SISO setups. However, Theorem 3 shows the optimality of uniform power allocation at low/moderate SNRs. The result of the theorem is interesting because it holds for different cases and the range of SNR which is of interest as the number of antennas increases. Theorem 3: At low SNRs and for Cases 1-3, the optimal power allocation, in terms of (17), tends towards uniform power allocation, i.e., φ i = φ j , ∀i, j.
Proof. See Appendix C. The accuracy of the results in Theorem 3 is verified in Section V (Fig. 6b ). Finally, note that, as an efficient numerical optimization algorithm, one can use the machine learningbased algorithm of [5, Algorithm 1] with straightforward modifications to find the (sub)optimal retransmission powers, in terms of (17).
C. Finite Block-length Analysis with Erroneous Feedback and no CSI at the Receiver
Throughout the paper, we presented the results for the cases with long sub-codewords, perfect CSI at the receiver and error-free feedback in harmony with the literature. In this section, we relax these assumptions, and analyze the system performance in the cases with short packets, no CSI at the receiver and erroneous feedback. Particularly, following the same discussions as in [51] , the outage probability of HARQ protocols with imperfect feedback channel is given by
Here, p e represents the feedback error probability and O m is the event that the message is not correctly decoded up to the end of round m. Thus, to analyze the system performance, we need to find Pr (O m ) , ∀m.
In [40] , Polyanskiy, et al. presented tight bounds for the maximum achievable rates of finite-length codewords. Then, with no CSI at the receiver, [41] extended the results of [40] to quasi-static conditions and presented a very tight approximation for the the error probability of a code with codewords of finite length L and q information nats per codeword as [41, eq. (59) ]
Here, {λ j }'s denote the eigenvalues of HH h . From (19) , the probability Pr(O m ) is found as
which is based on the fact that 1) with a quasi-static condition, the same fading realization is experienced in all rounds of a packet, 2) the receiver combines all received signals of a packet to decode the message and, 3) for a given value of H and q nats,
is an increasing function of L and, thus, O m ⊂ O n , n < m for quasi-static channels. Then, using V (H) ≃ min(N t , N r ) and the linear approximation
with a m = − mL 2π min(Nt,Nr) and b m = q mL , we have
Here, f Z (·) and F Z (·) represent the PDF and the CDF of the auxiliary random variable Z defined in Lemma 1. Also, (c) comes from the linear approximation technique of (21) and partial integration. Finally, (d) follows from the first order Riemann integral approximation a1 a0 f (x)dx ≃ (a 1 − a 0 )f a0+a1 2 and the CDF F Z (x) = Q µ−x σ with (µ, σ) given by Theorem 1 for different Cases 1-4.
In this way, replacing (22) into (18) and using the means and variances given by Theorem 1 for Cases 1-4, we can represent the outage probability of the MIMO-HARQ setup with no CSI at the receiver, erroneous feedback and finite length codewords as a function of the number of transmit and receive antennas. Thus, in all Cases 1-4 the minimum number of transmit and/or receiver antennas can be easily derived by, e.g., "fsolve" function of MATLAB because the outage probability (18) is represented as a function of a single unknown variable, e.g., N r in Case 1. In Figs. 7-8 we study the system performance for different codeword lengths/feedback error probabilities, and validate the accuracy of the approximations proposed in (21)-(22) by comparing them with the corresponding exact values that can be evaluated numerically.
To close the discussions it is worth noting that, as opposed to throughput-based applications, the HARQ feedback delay does not affect the performance of outage-constrained systems, e.g., [7] , [8] , [13] . For this reason, we have not considered the effect of delayed feedback in our analysis. Finally, taking the feedback delay into account, we have previously shown that even with the throughput as the objective function the performance of HARQ protocols is not sensitive to the feedback delay for a large range of parameter settings/SNRs [52] .
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, we verify the accuracy of the derived results, and present the simulation results in independent and spatially/temporally correlated fading conditions as follows.
A. Performance Analysis in Spatially/Temporally independent Fading Conditions
In Figs. 1-4 , we derive the required number of transmit/receive antennas in outage-limited conditions, and verify the accuracy of the results in Theorem 1 and (11) . Particularly, the figures compare the required number of antennas derived via Theorem 1 and exhaustive search (in all figures, we have considered 2×10 7 different channel realizations for each point in the simulation curves). Also, for faster convergence, we have repeated the simulations by using the iterative algorithm of [5, Algorithm 1] . In all cases, the results of the exhaustive search-based scheme and the iterative algorithm of [5, Algorithm 1] are the same with high accuracy, which is an indication of reliable results. Setting M = 2, N t = 1 (Case 1), and the outage probability constraints Pr(Outage) ≤ θ (with θ = 10 −4 , 10 −2 ), Fig. 1 shows the required number of receive antennas versus the initial transmission rate R. The results of the figure are obtained for slow-fading conditions and different transmission SNRs. Then, considering N r = 1 or 2, Fig. 2 demonstrates the required number of transmit antennas in Case 2 with large N t and given N r . Here, we consider quasi-static, slow-and fast-fading conditions with θ = 10 −4 , T = 2, M = 2, φ = 15 dB. In Fig. 3 , we verify the effect of HARQ on the system performance. Here, assuming Case 1 (large N r and N t = 1, 5), the required number of antennas is derived in the scenarios with (M = 2) and without (M = 1) HARQ. The results of the figure are given for quasistatic channels, φ = 5 dB and θ = 10 −4 . Figure 4 studies the required number of antennas in Cases 3 and 4 with low and high SNRs, respectively, large number of transmit and receive antennas, and Nt Nr = K. Also, the figure demonstrates the analytical results of Theorem 1 when the approximation steps (c)−(d) of (28)- (29) are not implemented, i.e., (24) is solved numerically via (8) . Here, we consider quasi-static conditions, M = 1, and θ = 10 −3 . Note that, to have the simulation results of Case 4 in reasonable running time, we have stopped the simulations at moderate initial transmission rates. For this reason, the simulation results of Case 4, i.e., the solid-line curves of Case 4 in Fig. 4 , are plotted for the moderate initial rates.
In Fig. 5 , we analyze the normalized outage factor and evaluate the theoretical results of Theorem 2. Considering quasistatic conditions, M = 1, N t = 1 and φ = 5 dB, Fig. 5a shows the outage probability versus the product of the number of transmit and receive antennas. Also, Fig. 5b demonstrates the normalized outage factor in Case 1 and compares the results with the theoretical derivations of Theorem 2. Finally, Fig.  5c studies the outage probability in Case 2 and compares the slope of the curves with the normalized outage factor derived in Theorem 2. Here, the results are obtained for the slow-and fast-fading conditions (T = 2) with R = 1, M = 1, N r = 1 and φ = 5 dB. Figure 6 evaluates the effect of non-ideal PAs and adaptive power allocation on the performance of large MIMO setups. Considering fast-fading conditions with T = 2, Case 2 with large (resp. given) number of transmit (resp. receive) antennas and the outage probability constraint Pr(Outage) ≤ θ, θ = 10 −4 , Fig. 6a demonstrates the supported initial transmission rates, i.e., the maximum rates for which the outage probability is guaranteed, versus the total consumed power. For the nonideal PA, we set φ max = 30 dB, ϑ = 0.5, ǫ = 0.65, while the ideal PA corresponds to φ max → ∞, ϑ = 0, ǫ = 1 in (13). The figure demonstrates the simulation results while, with the parameter settings of the figure, the same (with high accuracy) results are obtained if the supported initial rates are derived analytically according to (14) (Also, see Fig. 2 for the tightness of approximations in Case 2). Moreover, assuming slow-fading conditions and Case 2 with N r = 1, θ = 10 −3 , M = 2, Fig. 6b verifies the accuracy of the results in Theorem 3 and compares the required number of transmit antennas in the scenarios with optimal and uniform power allocation between the HARQ
retransmissions.
Considering Case 1 with N t = 2 and feedback error probability p e = 10 −1 , Fig. 7 derives the required number of receive antennas for different codeword lengths, and verifies the accuracy of the approximations (21)- (22) . Here, the results are obtained for Pr(Outage) < θ, θ = 10 −3 , M = 2, and φ = −5 dB. Then, setting N r = 2, K = 500, L = 1000 and φ = −5 dB, Fig. 8 demonstrates the required number of transmit antennas in Case 2 versus the feedback error probability probability p e . According to the results, the following conclusions can be drawn:
• For Cases 1-3 and different fading conditions, the analytical results of Theorem 1 and (11) are very tight for a broad range of initial transmission rates, outage probability constraints and SNRs (Figs. 1-3 ). Also, in Case 1 (resp. Case 2) the tightness of the approximations increases with the number of receive (resp. transmit) antennas ( Figs. 1-2) . Moreover, the approximation scheme of Theorem 1 can accurately determine the required number of antennas in Case 3 with different values of K. For Case 4, we can find the required number of antennas accurately through Theorem 1 when (24) is solved numerically via (8) . As such, the approximations (c) − (d) of (28)-(29) decrease the accuracy, although the curves still follow the same trend as in the simulation results. For instance, with different approximation approaches of Case 4, the required number of antennas increases with the initial rate linearly, in harmony with the simulation results (Fig. 4) . The tightness of the approximations in Cases 3 (resp. Case 4) increases when the SNR decreases (resp. increases). Finally, the scaling laws of Theorem 1 are valid because, as demonstrated in Figs. 1-4 , in all cases the analytical and the simulation results follow the same trends (see Theorem 1 and its following discussions). • In all cases, better approximation is achieved via Theorem 1 in fast-fading (resp. slow-fading) conditions compared to slow-fading (resp. quasi-static) conditions. This is intuitively because the central limit Theorem provides better approximation in Lemma 1 when the number of experienced fading realizations increases. • The required number of antennas decreases as the outage probability constraint is relaxed, i.e., θ increases, while for different transmission SNRs, there is (almost) a fixed gap between the curves of different outage probability constraints (Fig. 1) . Also, fewer antennas are required when the number of fading realizations experienced during the HARQ packet transmission increases. Intuitively, this is because more diversity is exploited by the HARQ in the fast-fading (resp. slow-fading) condition compared to the slow-fading (resp. quasi-static) conditions and, consequently, different outage probability constraints are satisfied with fewer antennas in the fast-fading (resp. slowfading) conditions (Fig. 2) . However, the gap between the system performance in different fading conditions decreases with the number of antennas (Fig. 2 ). • The HARQ reduces the required number of anten- nas significantly (Fig. 3 ). For instance, consider the quasi-static conditions, the outage probability constraint Pr(Outage) ≤ 10 −4 , N t = 5, φ = 5 dB and the code rate 20 npcu. Then, the implementation of HARQ with a maximum of M = 2 retransmissions reduces the required number of receive antennas from 95 without HARQ to 15 (Fig. 3) . Moreover, the effect of HARQ increases with the number of transmit/receive antennas (Fig. 3 ). • Different outage probability requirements are satisfied with relatively few antennas. For instance, consider a SIMO setup in quasi-static conditions and M = 1, φ = 5 dB. Then, with an initial rate R = 3 npcu, the outage probabilities Pr(Outage) ≤ 10 −3 , 10 −4 and 10 −5 are satisfied with 16, 18 and 20 receive antennas, respectively (Fig. 5a ). These numbers increase to 31, 35, and 38 for R = 4 npcu ( Fig. 5a ). • The normalized outage factor, i.e., the negative of the slope of the outage probability curve versus the product of the number of antennas as the number of antennas increases, follows the theoretical results of Theorem 2 with high accuracy (Figs. 5b and 5c ). Also, the number of fading realizations experienced during the packet transmission increases the normalized outage factor linearly ( Fig. 5c . Also, see Theorem 2 and its following discussions). • The inefficiency of the PAs affects the performance of large MIMO setups remarkably. For instance, with the parameter settings of Fig. 6a and R = 10 npcu, N r = 2, the inefficiency of the PAs increases the consumed power by ∼ 11 dB (Fig. 6a) . However, the effect of the PAs inefficiency decreases with the SNR which is intuitively because the effective efficiency of the PAs ǫ effective = ǫ( φ φ max ) ϑ is improved at high SNRs. On the other hand, in harmony with Theorem 3, optimal power allocation between the HARQ retransmissions reduces the required number of antennas marginally (Fig. 6b ). Therefore, considering Theorem3/ Fig. 6b and the implementation complexity of adaptive power allocation, uniform power allocation is a good choice for large MIMO systems at low SNRs. • As demonstrated in Fig. 7 , the finite block-length approximation results of (21)-(22) are very tight for moderate/large number of antennas. Moreover, for a given number of nats per codeword, increasing the number of antennas can effectively reduce the required codeword length leading to low data transmission delay. Finally, with few antennas, the system performance is remarkably affected by the feedback error probability (Fig. 8 ). However, the effect of erroneous feedback decreases when the number of antennas increases. This is intuitively because with large number of antennas the message is correctly decoded in the first retransmissions with high probability, and the sensitivity to feedback error decreases.
B. On the Effect of Spatial Correlation
Throughout the paper, we considered IID fading conditions motivated by the fact that the millimeter-wave communication, which will definitely be a part in the next generation of wireless networks, makes it possible to assemble many antennas close together with small spatial correlations [3] , [4] . However, it is still interesting to analyze the effect of the antennas spatial correlation on the system performance. For this reason, we consider the spatially-correlated conditions with Kronecker spatial correlation model [53] , [54] where, denoting the transmit-and the receive-side correlation matrices by Ω t and Ω r , respectively, the channel matrix follows H ∼ CN (0, Ω t Ω r ). Particularly, Fig. 9 demonstrates the required number of antennas in Case 2 with N r = 1, Ω r = N t and Ω t [i, j] = β |i−j| , i, j = 1, . . . , N t . Here, β is a correlation coefficient where β = 0 (resp. β = 1) corresponds to the uncorrelated (resp. fully correlated) conditions. As shown in the figure, the effect of the antennas spatial correlation on the required number of antennas is negligible for correlation coefficients of, say, β 0.4. This is in harmony with, e.g., [53] , [54] which, with different problem formulations/metrics, derive the same conclusion about the effect of the antennas correlation on the system performance. Then, the sensitivity to the spatial correlation increases for large values of the correlation coefficients, and the required number of antennas increases with β. However, the important point is that the curves follow the same trend, for a large range of correlation coefficients (Fig. 9 ). Thus, with high accuracy, the same scaling laws as in the IID scenario also hold for the correlated conditions, as long as the correlation coefficient is not impractically high. Moreover, we observe the same conclusions in the other cases, although not demonstrated in the figure. Finally, it is worth noting that, as shown in [55] , for moderate/large number of transmit and/or receive antennas and with appropriate mean and variance selection, the accumulated mutual information of the correlated MIMO setups follows Gaussian distributions with high accuracy. Therefore, one can use [55] and the same procedure as in our paper to derive closed-form expressions for the required number of antennas in the spatially-correlated MIMO-HARQ systems.
C. On the Effect of Temporal Correlation
In Section IV, we analyzed the system performance for quasi-static, slow-and fast-fading conditions with no temporal correlation between the successive fading realizations. To evaluate the effect of temporal correlations, Fig. 10 derives the supported initial code rate for a correlated slow-fading model in which the successive fading realizations follow
Here, ν is the temporal correlation factor where ν = 0 (resp. ν = 1) corresponds to the uncorrelated slow-fading (resp. quasi-static) conditions. This is a well-established model considered in the literature for different applications, e.g., [56] . As demonstrated in the figure, more time diversity is exploited by HARQ at low correlation coefficients and, consequently, the supported initial rate increases as ν decreases. However, for a broad range of temporal correlation coefficients, the system performance is (almost) insensitive to the temporal correlation. Moreover, the effect of temporal correlation decreases as the number of antennas increases (Fig.  10) .
VI. CONCLUSION
This paper studied the required number of antennas satisfying different outage probability constraints in large but finite MIMO setups. We showed that different quality-ofservice requirements can be satisfied with relatively few transmit/receiver antennas. Also, we derived closed-form expressions for the normalized outage factor which is defined as the negative of the slope of the outage probability curve plotted versus the product of number of antennas. As demonstrated, the required number of antennas decreases by the implementation of HARQ remarkably. The effect of temporal/spatial correlation on the required number of antennas is negligible for small/moderate correlation coefficients, while its effect increases in highly correlated conditions. Finally, with the problem formulation of the paper, the performance of the large MIMO systems is sensitive (resp. almost insensitive) to the power amplifiers inefficiency (resp. adaptive power allocation between the HARQ retransmissions). Performance analysis in the cases with short packets and partial CSI at the receiver is an interesting extension of the work presented in this paper.
APPENDIX A PROOF OF THEOREM 1
Considering Lemma 1 and a fast-fading condition, (5) is rephrased as 
Here, (e) is obtained by Lemma 1 which, using the approximation results of (8), simplifies the optimization problem (5) to finding the solution for the equation given in (a). In this way, for different cases we have Case 1 5 : 5 For further approximation of the number of antennas in Case 1 see (11). Case 2:
Case 3:N r = N ,N t = KN wherê
In (25), (f ) is obtained by using the approximation log(1 + u) ≃ log(u) for large u's and variable transform u = Nrφ Nt . Also, W (x) denotes the Lambert W function defined as ye y = x ⇒ y = W (x) [57] . Note that the Lambert W function has an efficient implementation in MATLAB and MATHEMATICA.
For Case 4, we consider two scenarios and use the following approximations.
Case 4 with K > 1: Then,N r = N ,N t = KN and N = arg
Here, (g) is obtained by implementing the Riemann integral approximation n i=1 f (i) ≃ n 1 f (x)dx in the first three summation terms. Then, (h) follows from some manipulations, the fact that N is assumed large, and N ( π 2 6 − KN i=1 
where (g) and (h) are obtained with the same procedure as in (28) 6 . Finally, note that with the same arguments as in (24), the optimization problem (5) 
in slow-fading and quasi-static conditions, respectively. Therefore, as stated in the theorem, with slow-fading and quasi-static channel the required numbers of the transmit and/or receive antennas are determined by (10) while the term Q −1 (θ) √ MT is replaced by Q −1 (θ) √ M and Q −1 (θ), respectively. 6 We can follow the same procedure as in (28) 
in the cases with K = 1 which can be solved numerically via, e.g., "'fsolve" function of MATLAB or by different approximation schemes. However, for simplicity and because it is a special condition, we do not consider K = 1 as a separate case.
APPENDIX B PROOF OF THEOREM 2
With given initial transmission rate R and SNR φ, we use the approximation
for large x's and (7) 
Then, from (8), the normalized outage factor in different cases is found as
both the objective function and the constraint of (17) are symmetric functions of φ i , ∀i, i.e., the power terms φ i , ∀i, are interchangeable in (17) , at low SNRs.
