In this paper we study rank one discrete valuations of the field k((X1, . . . , Xn)) whose center in k [ [X1, . . . , Xn] ] is the maximal ideal. In sections 2 to 6 we give a construction of a system of parametric equations describing such valuations. This amounts to finding a parameter and a field of coefficients. We devote section 2 to finding an element of value 1, that is, a parameter. The field of coefficients is the residue field of the valuation, and it is given in section 5.
Terminology and preliminaries
Let k be a field of characteristic 0, R n = k[ [X 1 , . . . , X n ] ] the formal power series ring in n variables, M n = (X 1 , . . . , X n ) its maximal ideal and K n = k((X 1 , . . . , X n )) its quotient field. Let v be a rank-one discrete valuation of K n |k, R v the valuation ring, m v the maximal ideal and ∆ v the residue field of v. The center of v in R n is m v ∩ R n . Throughout this paper "discrete valuation of K n |k" means "rank-one discrete valuation of K n |k whose center in R n is the maximal ideal M n ". The dimension of v, dim(v), is the transcendence degree of ∆ v over k.
For a valuation v of K|k with value group Γ v the well known Abhyankar's inequality [1] says that dim(K|k) ≥ rat.rank(Γ) v + dim(v), where rat.rank(Γ v ) is the rational rank of v, i.e. the dimension of Γ v ⊗ Q as a Q-vector space. In our case dim(K n |k) = n and rat.rank(Γ v ) = 1, so dim(v) ≤ n − 1. We actually know [7] that dim(v) can be any number between 1 and n − 1.
In order to simplify the writing we shall assume, without loss of generality, that the group of v is Z.
For α ∈ Z, consider the following R v -submodules of K n :
We define
The ∆ v -algebra G v is an integral domain. For any element f ∈ K n with v(f ) = α, the natural image of f in
Pα
Pα+ ⊂ G v is a homogeneous element of G v of degree α called the v-initial form of f , which we will denote by in v f . The algebra G v is saturated.
Let K n be the completion of K n with respect to v, v the extension of v to K n , R v , m v and ∆ v the ring, maximal ideal and the residue field of v, respectively (see [8] for more details). We know that ∆ v and ∆ v are isomorphic [6] . Let σ : ∆ v → R v be a k−section of the natural homomorphism R v → ∆ v , θ ∈ R v an element of value 1 and t an indeterminate. Since Kaplansky [5] we know that ∆ v [ [t] ] and R v are isomorphic, let us consider the k−isomorphism
and denote also by Φ its extension to the quotient fields. Then we have a k−isomorphism Φ −1 which, when composed with the usual order function on ∆ v ((t)), gives the valuation v. This is the situation we will consider throughout this paper, and we will freely use it without new explicit references.
We shall use two basic transformations in order to find an element of value 1 and construct the residue field:
Monoidal transformation:
with v(X 2 ) > v(X 1 ).
Change of coordinates:
where c i ∈ R v \ m v and L is an extension field of k.
For both transformations we have the following facts:
(a) The transformations are one to one. In the case of the monoidal transformations this property is well known. In the other case it is a consequence of [11] (corollary 2, page 137). From now on transformation will mean monoidal transformation, change of coordinates, variable permutations or finite compositions of these.
Finding an element of value 1
Remember that we are assuming that the group of v is Z, so there exists an element u ∈ K such that v(u) = 1.
n. By means of a finite number of monoidal transformations we can find
Proof. We can suppose that v(X 1 ) = α 1 = min{α i |1 ≤ i ≤ n} and consider the following two steps:
Step 1.-If there exists n i ∈ Z such that α i = n i α 1 for all i = 2, . . . , n, then for each i we apply n i − 1 monoidal transformations
Trivially v(Y i ) = α 1 for all i = 1, . . . , n.
Step 2.-Assume there exists i, with 2 ≤ i ≤ n, such that v(X 1 ) = α 1 does not divide to v(X i ) = α i . We can suppose that i = 2 with no loss of generality and then α 2 = qα 1 + r. So we apply q times the monoidal transformation
where v(Y 2 ) = r > 0 and Y 2 is the element of minimum value.
As the values of the variables are greater than zero, in a finite number of steps 2 we come to the situation of step 1. In fact, this algorithm is equivalent to the "euclidean algorithm" to compute the greatest common divisor of α 1 , . . . , α n . Proof. We shall denote Y 1,r , . . . , Y n,r the elements found after r transformations.
We can suppose that we have applied the previous lemma to obtain some elements
and so it suffices taking b i = a i,α /a 1,α and
. So the following procedure search the modules Pα Pα+ ⊂ G v for the initial forms of the elements Y i,r . The following two steps define a procedure to obtain an element of value 1:
Step 1.-We apply the coordinate change
With this transformation the values of the new variables are not equal to v(Y 1,2 ).
Step 2.-We apply lemma 2.1 to obtain the same values for the elements and go to step 1. Obviously, the minimum of the values of the elements does not increase, because the greater common divisor of the values does not exceed the minimum of the values. Moreover the first variable does not change.
If we obtain an element of value 1 then we are finished. We have to show that the procedure produces an element of value 1 in a finite number of transformations. The only way for the process to be infinite is that, in step 2, the minimum of the values of the elements does not decrease. This means that, in step 1, the value of the first variable divides the values of the new variables.
The composition of steps 1 and 2 is the transformation
Where
If we use steps 1 and 2 infinitely many times, we have an infinite sequence of transformations
Then we can obtain an infinite sequence of variables
So any sequence of partial sums of the series
have strictly increasing values. Then these series converge to zero in the complete ring R v , so
In this situation, the group of v is v(Y 1 ) · Z (see [2] ) but as the group is assumed to be Z, v(Y 1 ) = 1.
Transcendental and algebraic elements of ∆ v
In the following sections we give a procedure to construct the residue field ∆ v of a discrete valuation of K n |k, as a transcendental extension of k.
Before the describing procedure we have the following remark about the k−section σ.
Remark 3.1
We are going to search all the variables for those residues which generate the extension k ⊂ ∆ v . Hence we will have to move from ∆ v to R v using the k−section σ of the natural homomorphism
As R v is a complete ring, by Hensel's Lemma we know that 
there exists a k−section of ϕ which extends σ and σ(ω + m v ) is transcendental (resp. algebraic) over F.
Proof.
Let us suppose ω + m v to be transcendental over
be its minimal polynomial over F ′ . Let us consider the polynomial
By a corollary of Hensel's Lemma ( [11] , corollary 1, page 279) we know that there exists a ∈ R v such that a is a simple root of f (X) and ϕ(a) = α + m v . As ϕσ = id, f (X) is the minimal polynomial of a, so we can extend σ :
Let us consider the set
By Zorn's Lemma there exists a maximal element (L, σ ′ ) ∈ Ω, and again by another corollary of Hensel's Lemma ( [11] , corollary 2, page 280) we have ϕ(L) = ∆ v . So we can extend σ to a k−section σ ′ of ϕ in such a way that a = σ ′ (α+m v ) is an algebraic element over F.
A first transcendental residue.
We devote this section to finding a first transcendental residue of ∆ v over k. Note that this preliminary transformations construct the residue field in the case n = 2.
For a moment we shall suppose that the field k is algebraically closed.
Lemma 4.1 There exists a finite number of monoidal transformations and changes of coordinates that constructs
Proof. We can suppose that we have applied lemma 2.1 to obtain
and then
If the residue of this element lies too in k, then exist a i,r1 ∈ k such that
If α divides to α 2 then α 2 = r 2 α with r 2 > r 1 and we can repeat this operation. The above procedure is finite for at least one pair (i, j). We know ( [2] ) that any discrete valuation of k((X 1 , X 2 )) has dimension 1, so the restriction, v ′ , of our valuation v to the field k((X 1 , X 2 )) is a valuation of dimension 1, and the dimension of v is greater or equal than 1, because a transcendental residue of v ′ over k is a transcendental residue of v too. If the procedure didn't finish for all (i, j) then all the residues of v would be in k, so the dimension of v would be 0 and we have a contradiction. So we can suppose that the above procedure ends for (1, 2) by reordering the variables if necessary.
Hence there exists a first transcendental residue. We can apply the above procedure to the variables Y 1 , Y 2 , and so we have the transformations:
such that one of the following two situations occurs:
In case a), we make the transformation
and apply lemma 2.1 to obtain elements with the same values. We note these elements by Y 1 , . . . , Y n again in order not to complicate the notation. So, after this procedure, we have a transcendental element
In case b) we make the same transformation and go back to the beginning of the proof.
Anyway this procedure stops, because the value of the variables are greater or equal than 1.
Then we can suppose that, after a finite number of transformations, we have n elements 
with u and t independent variables over C. The residue
The residue
1 ) = u and u is trancendental over C, then
and this is a first transcendental residue of ∆ v over C.
In this situation we can do the transformation
is not in C.
In this example the extension of the valuation v to the field C((Y 1 , Y 2 )) is the usual order function. Theorem 4.1 says that, for n = 2, we always have this.
We end up the section with some specific arguments for the case n = 2. The proof of the following lemma is straightforward from ( Proof. After a finite number of transformations we are in the situation of the end of the previous proof.
where γ ′ is such that v ′ (γ ′ ) > rα. As u 2 / ∈ k, u 2 is transcendental over k, so h(1, u 2 ) = 0 and v ′ (h) = rα. By the previous lemma, the group of v ′ is α · Z, so α = 1 and v ′ is the usual order function.
The general case
Let us move to the general case. Assume n > 2 and suppose we have applied the procedure of lemma 4.1 in the transcendental case to find Y 1 , . . . , Y n ∈ K such that a) The value of these elements are α ∈ Z.
This section and the next one describe the transformations that we have to do in order to construct the residue field of v.
We know that there exists a k−section σ which extends σ 2 in the sense of proposition 3.1. 
where the elements {u 3,j } s3 j=1 are algebraic over ∆ 2 and
In this situation, if n = 3 we can apply monoidal transformations to obtain elements with the same values. We will denote these elements again by
), is the usual order function, as in case n = 2 (theorem 4.1). (Situation 3) All the residues obtained are algebraic elements. Then we take
Remark 5.3 Let us suppose that we have followed the previous construction with each element Y 4 , . . . , Y i−1 , so we have a field
where each ζ k is: 
where the elements u i,j are algebraic over ∆ i−1 and
So we have the transcendental extension
2) All the elements u i,j we have constructed are algebraic over ∆ i−1 , so we have the algebraic extension 
With the usual notations, the extension
3. We are assuming that the dimension of v, dim(v), is equal to m − 1.
and the dimension of v, i.e. the transcendence degree of ∆ n over k, is m − 1.
Proof. In this section we have given a construction by writing the elements Y i depending on Y 1 and some transcendental and algebraic residues. So we have constructed a map
This map is not injective in the general case, but we know that v = ν t • φ ′ |Kn , where φ ′ is the extension of ϕ ′ to the quotient field. So the residue field of v is equal to the residue field of ν t , i.e. ∆ n .
A straightforward consequence of this theorem is the following well-known result Corollary 5.1 The usual order function over K n has dimension n − 1, i.e. the transcendence degree of its residue field over k is n − 1.
Proof. Let ν be the usual order function over K n . All the residues X i /X 1 + m ν are transcendental over k(X 2 /X 1 + m ν , . . . , X i−1 /X 1 + m ν ): if this were not the case, there would exist u i ∈ σ(∆ ν ) such that ν(X i − u i X 1 ) > 1 and ν would not be an order function. So ∆ ν = k(X 2 /X 1 , . . . , X n /X 1 ).
Explicit construction of the residue field: an example
In order to compute explicitly the residue field of a valuation we need to construct a section σ : ∆ v → R v as in proposition 3.1. This procedure is not constructive in general. As in section 1, if the valuation is given as a composi-
] is an injective homomorphism and ν t is the order funcion in ∆ [ [t] ], then we can construct σ using the coefficients a i,j ∈ ∆ of Ψ(X i ) = j≥1 a i,j t j . (Of course, explicit does not mean effective because we are working with series j≥1 a i,j t j and this input is not finite).
Example 6.1 Let us consider the embedding
with t, T 2 , T 3 and T 4 variables over C, p ∈ Z prime and ∆ is a field such that C(T 4 )(T 2 , T 3 ) ⊆ ∆. C(T 4 ) is the algebraic closure of C(T 4 ). We are going to denote its extension to the quotient fields by Ψ. The composition of this injective homomorphism with the order function in t gives a discrete valuation of
Let us put u 2 = σ(X 2 /X 1 + m v ), a transcendental element over C. By proposition 3.1 we know how to construct σ step by step, so let take us u 2 = X 2 /X 1 and ∆ 2 = C(u 2 ).
The residue X 3 /X 1 + m v is algebraic over C(u 2 ), in fact
So we can take
. The value of X 3 − u 3,1 X 1 is 2, therefore we have to see if the residue
is algebraic over C(u 2 ). We have that
so it is algebraic and we can take u 3,2 = u 2 . Now v(X 3 − u 3,1 X 1 − u 3,2 X 2 1 ) = 3 and we have to check if
is algebraic over ∆ 2 . In this case, as
this residue is transcendental. So we take
Let us take ∆ 3 = C(u 2 , u 3 ).
We have to apply this procedure to X 4 . The residue 
Clearly v(X 4 − u 4,1 X 1 − u 4,2 X 2 1 ) = 3 and
The following residue is transcendental because
and
Then we can take
With the variable X 5 we obtain the next algebraic residues
Then the residue field of v is the subfield of R v
So we can find elements of R v as representatives of the generators of the residual field, but ∆ v ⊂ R v . In this case, by the transformation 
Rank one discrete valuations and order functions
We can summarize the constructions of previous sections in the following theorem wich generalize the results of [2, 3] 
