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Abstract
We study a ﬂexible class of nonproportional hazard function regression models in which the
inﬂuence of the covariates splits into the sum of a parametric part and a time-dependent
nonparametric part. We develop a method of covariate selection for the parametric part by
adjusting for the implicit ﬁtting of the nonparametric part. Asymptotic consistency of the
proposed covariate selection method is established, leading to asymptotically normal
estimators of both parametric and nonparametric parts of the model in the presence of
covariate selection. The approach is applied to a real data set and a simulation study is
presented.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Covariate selection is a form of model selection in which the class of models under
consideration is represented by subsets of covariate components to be included in the
analysis. Model selection methods are well developed in parametric settings, and in
recent years they have been extended to wide classes of nonparametric models [2].
For applications in survival analysis, however, in which the presence of censoring
and the use of complex time-dependent hazard function regression models is
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becoming increasingly popular (see, e.g., [1]), generally applicable and fully validated
procedures have not yet been developed.
In this paper we study covariate selection for conditional hazard function models
of the form
hðt; x; zÞ ¼ cðbT x þ f ðtÞT zÞ; ð1:1Þ
where c is a known (nonnegative) link function, ðx; zÞ is a partition of the covariates
into a q-vector x and a p-vector z; b is an unknown q-vector of regression parameters
and f ðtÞ is an unknown p-dimensional nonrandom function of time. We develop a
model selection procedure to ﬁnd the best subset of x-covariates and study the
asymptotic properties of the corresponding regression parameter estimates after
model selection.
The above model provides a ﬂexible extension of the Cox proportional hazards
model hðt; xÞ ¼ expðbT x þ f ðtÞÞ; where f ðtÞ is the log-baseline hazard function. Our
model is more ﬂexible in the sense that it allows some of the covariates to have a
longitudinal (or time-dependent) inﬂuence on survival. For the identity link function,
the model reduces to the partly parametric additive risk model of McKeague and
Sasieni [13]. Recently, Martinussen et al. [12] studied the model in the case of an
exponential link function.
Typically, some covariates are known to have a longitudinal inﬂuence on survival,
so those covariates are placed in z: However, only a small (but ﬁxed) number of
covariates can be treated in this way as an additional time-dependent function enters
the model for each component of z: The remaining covariates are placed in x: This
creates the need for a procedure to select a subset of the x-components that avoids
both overﬁtting and underﬁtting. With the nonzero components of b corresponding
to an unknown subset I ¼ I0 of the x-covariates, the statistical problem is to estimate
I0 and the corresponding components of b:
Numerous covariate selection procedures have been proposed for the Cox model:
penalized partial likelihood—henceforth PPL [16], a backwards elimination
covariate selection method [9], Bayesian model averaging [14,15], Bayesian variable
selection [8], the lasso method for PPL [17], and nonconcave PPL [7]. Large sample
properties of these procedures are largely unexplored, with the exceptions of
Senoussi [16] and Fan and Runze [7]. All these procedures only require parametric
model selection techniques because they exploit partial likelihood which does not
involve the inﬁnite-dimensional part of the semiparametric model (the baseline
hazard function). A more sophisticated PPL procedure was developed by Letue´ [11]
for ﬁtting the general proportional hazards model
hðt; xÞ ¼ expðgðxÞ þ f ðtÞÞ;
where gðxÞ is an unknown function of the covariates x and f ðtÞ is the log-baseline
hazard function. This model may be unsuitable, however, when x has high
dimension because of the curse of dimensionality. None of the above procedures
extends beyond the proportional hazards framework.
To study semiparametric models of form (1.1), in which a partial likelihood for b
is not available and I0 is also regarded as a parameter, we need a different approach.
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We consider the following two-stage procedure. The ﬁrst stage (covariate selection)
is to estimate I0 by Iˆ derived from maximizing a penalized full likelihood. To produce
a consistent Iˆ; the effect of estimating f nonparametrically needs to be controlled via
a penalty that is different from the parametric model selection procedures mentioned
above. In [16], for instance, the penalty term has the form anjI j=n; with an-N and
an=n-0; where j  j denotes the cardinality of a set; restrictions on an (e.g.,
an ¼ log n) then lead to consistent estimators of I0: This type of penalty term will not
work for full likelihood because the penalty must also balance the bias caused by
estimation of the inﬁnite-dimensional part of the model; see [5] for a regression
example. The second stage of our procedure is to reﬁt the model with the x-
components restricted to those in Iˆ using the estimators of b and the cumulative
regression function
R t
0 f ðsÞ ds developed by McKeague and Sasieni [13] and
Martinussen et al. [12]. The end result is consistent covariate selection along with
asymptotically normal estimators of both parametric and nonparametric parts of the
model.
The paper is organized as follows. In Sections 2.1 and 2.2 we introduce the
proposed method. Section 2.3 contains the main result giving the consistency of Iˆ
and, as an immediate consequence, the asymptotic normality of the corresponding
estimator of b: In Section 3 we present a simulation study comparing the proposed
approach with various competitors. An application to real data is discussed in
Section 4. The proofs of intermediate results are collected in Section 5.
2. Covariate selection
In this section we present the proposed method of selecting the best subset I0 of the
x-covariates based on a penalized full likelihood procedure. The procedure leads to
consistent estimates of I0: We also establish upper bounds on the convergence rates
of the corresponding estimators of b and f :
2.1. Preliminaries
The survival time T is assumed to be conditionally independent of a censoring
time C given the covariates ðX ; ZÞ: We observe n i.i.d. copies of the right censored
survival time Tobs ¼ minðT ; CÞ and the censoring indicator d ¼ 1ðTpCÞ: The true
conditional hazard function hðt; X ; ZÞ of T given ðX ; ZÞ is speciﬁed by (1.1) where t
is restricted to a ﬁxed time interval ½0; t	: The covariates are assumed to be bounded.
We suppose that the link function c is positive, continuous and strictly increas-
ing on some (sufﬁciently large) known bounded interval ½a; b	 for which
cðaÞphðt; x; zÞpcðbÞ for all t; x; z: This means that hðt; x; zÞ has known uniform
bounds in terms of values of the given link function. For the identity link function,
a40 and b represent prespeciﬁed bounds on the hazard function; in practice, a can
be chosen arbitrarily small and b arbitrarily large, so they have no effect on the
estimation procedure. For the exponential link function, a and b are bounds on the
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log-hazard function. The inverse of c is denoted c
1:½cðaÞ;cðbÞ	-½a; b	: The
function
rðt; x; zÞ ¼ c
1ðhðt; x; zÞÞ ¼ bT x þ f ðtÞT z ð2:2Þ
plays a central role in our approach; in the case of the exponential link, r is simply
the log-hazard function.
The following set of conditions is assumed throughout.
Conditions.
(A1) aprðt; X ; ZÞpb:
(A2) c and c
1 are Lipschitz on ½a; b	 and ½cðaÞ;cðbÞ	; respectively.
(A3) PðCXtjX ; ZÞ is bounded away from zero.
(A4) VarðlT X jZ ¼ zÞ40 for any nonzero lARq and any z:
(A5) VarðdT ZjX ¼ xÞ40 for any nonzero dARp and any x:
(A6) The components of f belong to BaNðL2Þ; for some 12oap1:
(A7) X and Z are uniformly bounded.
Here BaNðL2Þ is the Besov space of order a corresponding to the L2-space of square-
integrable functions on ½0; t	; see, e.g., [6] for the precise deﬁnition and properties.
Conditions (A4) and (A5) are identiﬁability assumptions that allow us to make
separate inferences on the parametric and nonparametric parts of the model, and can
be checked in practice by inspecting scatterplots of the components of X with respect
to the components of Z:
2.2. Sieves and selection criterion
We now introduce suitable parametric submodels (sieves) consisting of the
functions uðt; x; zÞ that will be used to approximate the true rðt; x; zÞ: The sieves also
naturally provide approximations to the true conditional hazard function.
Deﬁne the sieve
SI ¼ %SI-fuðÞ:apuðÞpbg
indexed by a given subset I ¼ fii;y; ilg of the x-covariate indices, where %SI is the
ﬁnite-dimensional linear approximating space
%SI ¼ /xi1 ;y; xil ;fn;1ðtÞz1;y;fn;NnðtÞz1;y;fn;1ðtÞzp;y;fn;NnðtÞzpS ð2:3Þ
with fn;iðtÞ  1½ði
1Þ=Nn;i=Nn	ðt=tÞ; for i ¼ 1;y; Nn; and Nn ¼ ½n1=ð2aþ1Þ	; where ½ 	
denotes the integer part. Thus, within each SI ; the components of f are
approximated by step functions based on a regular partition of ½0; t	: The mesh of
the partition depends on a and the sample size n: We note that although minimax
adaptive estimation of these functions is possible, see, e.g, [2] for a very general
approach, this would require the construction of a much richer set of approximating
spaces which would result in a very involved algorithm that may become
computationally intractable. Since at this stage of our estimation procedure we
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only need a good initial estimate of the nonparametric part of our model, we content
ourselves with the simple construction above.
To select amongst the subsets IDf1;y; qg we use the re-normalized log-
likelihood as a contrast function:
gnðuÞ ¼ 
 n
1
Xn
i¼1
Z t
0
logcðuðt; Xi; ZiÞÞ dNiðtÞ



Z t
0
YiðtÞcðuðt; Xi; ZiÞÞ dt

; ð2:4Þ
see (6.17). The subscript i above refers to the ith individual in the sample, NiðtÞ ¼
IðTobsi pt; di ¼ 1Þ; and YiðtÞ ¼ IðTobsi XtÞ: We declare rˆASIˆ a penalized maximum
likelihood sieve estimator if
gnðrˆÞ þ penðIˆÞ ¼ inf
I
inf
uASI
ðgnðuÞ þ penðIÞÞ
 
; ð2:5Þ
where penðIÞ is a penalty term which will be deﬁned in the next subsection.
2.3. Consistency of the selection and asymptotic normality
In this subsection we show that the method proposed above consistently estimates
I0: We indicate then how this can be used to construct asymptotically normal
estimators for b:
The choice of the penalty term is crucial for this result. We begin by giving the
motivation behind our choice and we defer the full proof to Theorem 2. Note that
PðIˆaI0Þ ¼ PðI0D! Iˆ Þ þ PðI0gIˆ Þ:
We show in Theorem 1 that our procedure leads to consistent estimators of b: Then,
it is easy to show that PðI0gIˆ Þ-0: To see this assume that, for example, b ¼
ð1; 2; 0; 3Þ: Then we cannot consistently estimate it by, say, #b ¼ ð #b1; #b2; 0; 0Þ: The
study of the second inclusion is more delicate. One cannot rely on the consistency of
#bIˆ alone to show that PðI0D! Iˆ Þ-0; as we can always consistently estimate zeros.
Thus, one needs a different argument, which will, in turn, lead to restrictions on the
penalty term. Note that
PðI0CIˆ Þ ¼
X
I*I0
PðIˆ ¼ IÞ:
Let Dn  Pn 
 P; where the measure P corresponds to the hazard function h ¼ c3r
and Pn is the empirical measure that puts mass 1=n at each observation. Then, as in
the course of the proof of Theorem 2, by the deﬁnition of our estimator, for any
I*I0 and an appropriately deﬁned constant B and function rI ; an upper bound for
PðIˆ ¼ IÞ is given by
P sup
vASI
Dn½gðrI Þ 
 gðvÞ	 
 jjv 
 rI jj2n4penðIÞ 
 penðI0Þ 
 BpN
2an
 !
: ð2:6Þ
ARTICLE IN PRESS
F. Bunea, I.W. McKeague / Journal of Multivariate Analysis 92 (2005) 186–204190
Thus, a ﬁrst restriction on the penalty term is
penðIÞ 
 penðI0Þ4BpN
2an : ð2:7Þ
Note that BpN
2an is a bias term introduced through the approximation
of the inﬁnite-dimensional part of the model within a space SI of ﬁnite dimension
pNn: We emphasize that a similar derivation for a fully parametric model would not
contain the bias term BpN
2an and that a requirement of type (2.7) is not a byproduct
of our method of proof, but it is intrinsic to the nature of a semiparametric
model (although it can be avoided when PPL is available); see also [5] for a
regression example. More generally, a penalty term satisfying (2.7) can be
used in any covariate selection procedure in which the criterion g satisﬁes the
same bound as in (2.6). McKeague and Sasieni’s [13] least-squares estimator
of b applies to a model with known covariate structure, and avoids bias
from the nonparametric part of the model. However, it would be misleading to
conclude that covariate selection can avoid bias from the nonparametric part in this
model: beyond the PPL framework it is necessary to use the full likelihood and take
the bias into account.
For our choice of Nn and with jI j denoting the cardinality of I ; the following
penalty term
penðIÞ ¼ C ðjI j þ 1ÞpNn
n
log n; ð2:8Þ
satisﬁes (2.7), for n large enough. We discuss the choice of C for large and small
samples in Section 5.1. Notice that a penalty term in which the dimensions of the two
parts of the approximating space are added rather than multiplied does not satisfy
(2.8); thus, a direct extension of the penalty terms developed for selection methods in
which the parameter of interest belongs to one of the candidate spaces fails in this
context. For this choice of penalty, we prove in Theorem 2 that, asymptotically, we
cannot underestimate or overestimate I0: As we discussed above, to show that we
cannot underestimate I0; we shall ﬁrst show that the selected #b is consistent. We
prove this in Corollary 1, which is an immediate consequence of the much stronger
result of Theorem 1, in which we give ﬁnite sample upper bounds on the risk of our
estimators.
Let rI denote the orthogonal projection of r onto %SI in the L
2
n space corresponding
to the measure n ¼ Leb mX ;Z on ½0; t	  Rq  Rp and mX ;Z is the distribution of
ðX ; ZÞ: Notice that, by Lemma 3, rIASI : The L2n and L2Leb-norms, respectively, are
denoted jj  jjn and jj  jj2: The Euclidean norm is denoted j  j2:
Theorem 1. Under Conditions (A1)–(A7), for the estimators relative to the collection
of approximating spaces (2.3) and for the penalty term (2.8) there exist positive
constants C1 and C2 such that
EPjjr 
 rˆjj2npC1 inf
I
½jjr 
 rI jj2n þ penðIÞ þ C2=n	: ð2:9Þ
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The following corollary provides rates of convergence of the estimators #b and fˆ
corresponding to rˆ: Let Da denote the family of functions f ¼ ð f1;y; fpÞT with
each component fj belonging to a ﬁxed bounded subset of the Besov space in
Condition (A6).
Corollary 1. Under the conditions of Theorem 1, we obtain
1. jj fˆj 
 fjjj22 ¼ OPð log nn2a=ð2aþ1ÞÞ; uniformly over fADa:
2. j #b
 bj22 ¼ OPð log nn2a=ð2aþ1ÞÞ; uniformly over b in any compact KCRq:
In the above result, the rate for fˆ is the minimax optimal nonparametric rate, up to
a log n factor, but the rate for #b is not the optimal
ﬃﬃﬃ
n
p
-rate. For this we need the
following consistency result for Iˆ:
Theorem 2. Under the conditions of Theorem 1, we have PðIˆaI0Þ-0 as n-N:
Proof. Note that
PðIˆaI0Þ ¼ PðI0D! Iˆ Þ þ PðI0gIˆ Þ: ð2:10Þ
We show that each term in the right-hand side of (2.10) converges to zero.
1. PðI0D! Iˆ Þ-0 as n-N:
Notice that if I0 ¼ f1;y; qg; PðI0D! Iˆ Þ ¼ 0; so it is enough to consider
I0D! f1;y; qg:
We can write
PðI0CIˆ Þ ¼
X
I*I0
PðIˆ ¼ IÞ; ð2:11Þ
where ICf1;y; qg: Deﬁne
fnðIÞ  inf
uASI
ðgnðuÞ þ penðIÞÞ: ð2:12Þ
By the deﬁnition of the estimator we have
PðIˆ ¼ IÞ ¼Pð fnðIÞ 
 fnðI 0Þo0; for all I 0aIÞ
pPð fnðIÞ 
 fnðI0Þo0Þ: ð2:13Þ
With notation (1.12), by adding and subtracting gnðrI Þ þ penðI0Þ; we have
fnðIÞ 
 fnðI0Þ ¼ 
 sup
vASmðIÞ
½gnðrIÞ 
 gnðvÞ 
 penðIÞ þ penðI0Þ	

 inf
uASI0
½gnðuÞ 
 gnðrI Þ þ penðI0Þ 
 penðI0Þ	:
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By (2.11), we restrict attention only to I*I0: By Lemma 3, rIASI for any I*I0:
Then
Pð fnðIÞ 
 fnðI0Þo0Þ
oP sup
vASI
½gnðrIÞ 
 gnðvÞ 
 penðIÞ þ penðI0Þ	40
 !
þ P inf
uASI0
½gnðuÞ 
 gnðrI Þ	40
 
oP sup
vASI
½gnðrIÞ 
 gnðvÞ 
 penðIÞ þ penðI0Þ	40
 !
þ PðgnðrI Þ 
 gnðrI Þ40Þ
¼ P sup
vASI
½gnðrI Þ 
 gnðvÞ 
 pen ðIÞ þ pen ðI0Þ	40
 !
: ð2:14Þ
Notice now that, for c1 and c2 given by Lemma 1 in Section 5, we obtain
gnðrI Þ 
 gnðvÞ ¼Dn½gðrIÞ 
 gðvÞ	 þ EPðgðrI Þ 
 gðrÞÞ 
 EPðgðvÞ 
 gðrÞÞ
pDn½gðrIÞ 
 gðvÞ	 þ c2jjrI 
 rjj2n 
 c1jjv 
 rjj2n
pDn½gðrIÞ 
 gðvÞ	 
 c1jjv 
 rI jj2n=2þ ðc1 þ c2ÞjjrI 
 rjj2n
pDn½gðrIÞ 
 gðvÞ	 
 c1jjv 
 rI jj2n=2þ B1ðc1 þ c2Þn
2a=ð2aþ1Þ;
since jjv 
 rI jj2np2ðjjv 
 rjj2n þ jjrI 
 rjj2nÞ and for B1 given in the proof of Corollary 1.
Then, with penðIÞ ¼ CðjI j þ 1Þn
2a=ð2aþ1Þlog n; for n large enough and a dominating
constant L; we obtain
gnðrIÞ 
 gnðvÞ 
 penðIÞ þ penðI0Þ
pDn½gðrI Þ 
 gðvÞ	 
 c1jjv 
 rI jj2n=2þ B1ðc1 þ c2Þn
2a=ð2aþ1Þ 
 Cn
2a=ð2aþ1Þlog n
pDn½gðrI Þ 
 gðvÞ	 
 c1jjv 
 rI jj2n=2
 Ln
2a=ð2aþ1Þlog n:
Notice now that 2n1=ð2aþ1ÞXðjI j þ pn1=ð2aþ1ÞÞ=pðq þ 1Þ: Let
sn  ðjI j þ pn1=ð2aþ1ÞÞlog n=2npðq þ 1Þ:
Let A  L=2pðq þ 1Þ and A  minðc1=2; AÞ: Then, noting that jI j þ p½n1=ð2aþ1Þ	 is
the dimension of SI ; we apply Theorem 5 of Brige´ and Massart [3].
For positive constants C3 and C4 given by this theorem, we obtain, for
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any I*I0; that
P sup
vASI
½gnðrIÞ 
 gnðvÞ 
 penðIÞ þ penðI0Þ	40
 !
pP sup
vASI
Dn½gðrIÞ 
 gðvÞ	4A½jjrn 
 vjj2n þ sn	
 !
pP sup
vASI
Dn½gðrIÞ 
 gðvÞ	
jjrn 
 vjj2n3sn
41=A
 !
pC3expð
C4nsnÞ-0: ð2:15Þ
Note that the hypotheses of Theorem 5 of [3] are veriﬁed in the course of the proof of
our Theorem 1. Then, from (2.11)–(2.15), we have PðI0CIˆÞ-0; which completes the
proof of this step.
2. PðI0gIˆÞ-0:
PðI0gIˆÞ ¼PðjeIˆ for all jAI0ÞpPðj0eIˆ for some j0AI0Þ
pPðj0AI0 
 IˆÞpPðbj0a0; #bj0 ¼ 0Þ
pPðj #bj0 
 bj0 j ¼ jbj0 j40Þ-0;
by the component-wise consistency of #b: This completes the proof of this
theorem. &
Once the consistency of Iˆ has been established, we can reﬁt model (1.1) with the X
covariates corresponding to the index set Iˆ: For this stage of our procedure, any
method that leads to asymptotically normal estimators of b in (1.1), for known I0;
can be employed. Let *b be the generic notation for an estimator obtained through
such method. Let q0  jI0j: Let S0  ðs0i; jÞði; jÞAI0I0 be a q0  q0 positive deﬁnite
matrix. Let S be a q  q positive deﬁnite matrix, with si; j ¼ s0i; j ; for ði; jÞAI0  I0;
and zero otherwise. Also, we denote by b0 the nonzero components of b; so that
b0AR
q0 ; and we denote by *b0ARq0 its estimator. In order to emphasize the possible
change in dimension, we shall denote by *bIˆAR
q the estimator in the model with Iˆ
covariates, to which we added zero’s to the necessary positions.
Theorem 3. Let *b be any estimator such thatﬃﬃﬃ
n
p ð *b0 
 b0Þ-dNq0ð0;S0Þ:
Under Conditions (A1)–(A7) we then haveﬃﬃﬃ
n
p ð *bIˆ 
 bÞ-dNqð0;SÞ;
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where the limiting distribution has all its mass concentrated on the space generated by
the true I0 covariates.
The proof of this theorem is identical to the proof of Theorem 5.2 of Bunea [2]. It
relies on the fact that
P
ﬃﬃﬃ
n
p
cTð *bIˆ 
 bÞpb
  ¼P ﬃﬃﬃnp cT ð *bIˆ 
 bÞpb; Iˆ ¼ I0 
þ P ﬃﬃﬃnp cTð *bIˆ 
 bÞpb; IˆaI0 ;
for any cARq; bAR: Then, one uses Theorem 2 and the asymptotic normality for
ﬁxed I0 to establish the result.
This result validates the following selection–estimation strategy.
Step 1: estimate I0 by Iˆ:
Step 2: use an estimation method that yields an asymptotically normal estimator
of b0 under known I0; replacing I0 by Iˆ:
Theorem 3 then guarantees that the resulting estimator of b is
ﬃﬃﬃ
n
p
-consistent and
asymptotically normal. The iterative estimation method of Martinussen et al. [12,
Section 3] can be adapted for Step 2, and also to provide a consistent estimate of the
asymptotic covariance matrix. Referring to their model formulation, we now brieﬂy
indicate (in their notation) the changes that are needed to extend the iteratively
deﬁned estimators to our more general model (1.1). Their exponential link function
is replaced by c; here assumed to be differentiable, and the derivative of log c
(identically 1 for the exponential link) is denoted k: Their matrices X ðtÞ and ZðtÞ are
replaced, respectively, by ðx˜1ðtÞ;y; x˜nðtÞÞ and ðz˜1ðtÞ;y; z˜nðtÞÞ; where
x˜iðtÞ ¼ kðxTi bðtÞ þ zTi gÞxi; z˜iðtÞ ¼ kðxTi bðtÞ þ zTi gÞzi:
Note that their g is b0 in our notation, and their BðtÞ ¼
R t
0 f ðsÞ ds in our notation.
This leads to asymptotically normal (and efﬁcient) estimators of the parametric and
nonparametric parts of model (1.1) in the presence of consistent covariate selection.
3. Simulation study
This section reports some simulation results designed to compare the proposed
approach with various competitors.
We compare our penalized full likelihood (proposed-PFL) procedure with the
penalized partial likelihood (PPL) procedure having penalty term penðIÞ ¼
C log njI j=n; as used by Senoussi [16]. Note that, in the special case of the Cox
model, this is a comparison between two asymptotically consistent methods. We also
compare with the performance of an alternative PFL procedure (naive-PFL) having
penalty term penðIÞ ¼ C log nðjI j þ pNnÞ=n; which may be regarded as a naive
adjustment for the bias caused by estimating the nonparametric part of the model.
To give a fair comparison between the three procedures we restrict our simulation
study to the case of a Cox model (exponential link function and p ¼ 1).
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The data were simulated using the conditional hazard function (1.1) with
exponential link, q ¼ 7; b ¼ ð1; 1; 0; 0; 0; 1; 0ÞT ; p ¼ 1 and f ðtÞ  0; which is a Cox
model with constant baseline hazard function, so both PPL and proposed-PFL are
consistent. The covariates X were i.i.d. uniform ð0; 1Þ; and Z  1: The censoring
time was taken as exponential with rate 0.5, and the end of follow-up t ¼ 0:3: Note
that the true x-covariate indices are I0 ¼ f1; 2; 6g:
We began by simulating 50 datasets each with 50 observations and estimated b via
each procedure. We chose a ¼ 1 in the case of proposed-PFL. To calibrate the tuning
constant C in each case, we varied C over a ﬁne grid and examined boxplots of the
estimates of b; the best results were obtained with C ¼ 0:7 for proposed-PFL and
C ¼ 0:3 for the other two procedures, see the left panels of Fig. 1. All three
procedures perform well and there is no clear winner at this sample size. We note
that a choice of CX1 leads to underﬁtting, with more relevant covariates being left
out as we increased C; whereas Cp0:2 leads to overﬁtting. In agreement with the
simulation results in [4], we conjecture that in practice a constant Co1 needs to be
used, large values of C leading to major underﬁtting, especially for small and
moderate (less than 500) sample sizes. Next we simulated 50 datasets each with 200
observations and applied the procedures using the tuning constant C calibrated for
n ¼ 50; see the right panels of Fig. 1. It is clear that the proposed procedure
outperforms both PPL and naive-PFL, and correctly identiﬁes the zero coefﬁcients
of b in almost every case. The results strongly suggest that our approach achieves
consistency of Iˆ at a faster rate than both the PPL and naive-PFL methods.
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Fig. 1. Componentwise boxplots of estimates of b: Top row: proposed-PFL (n ¼ 50; 200). Middle row:
PPL (n ¼ 50; 200). Bottom row: naive-PFL (n ¼ 50; 200).
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4. Example
The data come from a Mayo Clinic trial in primary biliary cirrhosis of the
liver, see [9]. Times between registration and death (possibly right censored)
are available for 312 patients; we only consider the 276 patients for whom
complete covariate information is available at registration. Nine of the 17
covariates clearly have no effect and are excluded. We restrict attention to the
following eight:
age age in yr
edema presence of edema (0 ¼ no; 0:5 resolved; 1 ¼ unresolved with therapy)
bili serum bilirubin, in mg/dl
albu albumin, in gm/dl
copp urine copper, in mg=day
SGOT SGOT, in U/ml
thromb prothrombine time, in s
hist histologic stage of disease, graded 1, 2, 3, or 4
Of these covariates, bili, albu and thromb were log-transformed. We used an
exponential link, t ¼ 3500 d; a ¼ 1; p ¼ 1; Z  1; and the same penalty constants
C as in the simulation study above. The results are displayed in Table 1.
We ﬁnd the best subset of covariates to be Iˆ ¼ fbili; albu; copp; thromb; histg
using the proposed-PFL method. In contrast, the PPL method gives
fage; bili; albu; copp; histg; and this is in essential agreement with the lasso solution
of Tibshirani [17]. On the other hand, Fleming and Harrington [9], using a
backwards elimination method, concluded that the best selection was
fage; edema; bili; albu; thrombg; as did Raftery et al. [14] using Bayesian model
averaging.
Our approach yields a different result to these previous analyses. In particular,
the variable thromb has a high Z-score under our procedure, in marked
disagreement with PPL which does not include that covariate in the selected model.
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Table 1
Comparison of estimates of b for the Mayo Clinic data
Covariate PPL Naive-PFL Proposed-PFL
Coeff SE Z-score Coeff SE Z-score Coeff SE Z-score
age 0.03 0.009 2.92 0.02 0.009 2.16 0. — —
edema 0.98 0.39 3.08 1.12 0.33 3.39 1.05 0.32 3.21
bili 0.78 0.11 6.67 0.76 0.12 6.32 0.75 0.12 6.23
albu 
2.25 0.83 
2.71 
3.58 0.74 
4.81 
3.77 0.73 
5.12
copp 0.002 0.001 2.36 0.002 0.001 2.46 0.003 0.001 2.65
SGOT 0. — — 0. — — 0. — —
thromb 0. — — 
3.08 0.62 
4.90 
2.63 0.59 
4.42
hist 0.33 0.14 2.28 0.35 0.15 2.28 0.41 0.15 2.67
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The naive-PFL method only excludes one of the covariates (SGOT), and on the basis
of the simulation study we may explain this as overﬁtting due to the incorrect penalty
term.
5. Discussion
This paper presents a new method of estimation in semiparametric hazard
function regression models. Although much work has been done on estimation
of models of known parametric dimension, very little exists on estimating
this dimension. Furthermore, in the semiparametric setting, there is no
established methodology that is tailored to this situation. In this paper we have
bridged this gap and established the theoretical properties of our suggested
estimators, in a way that allows post-model selection inference. We emphasize that
the form of the penalty term is a crucial ingredient in achieving optimal estimators,
and that this form is not merely an extension of the penalizations used in parametric
models or the Cox model. The validation of our procedure is given in Theorems 2
and 3. We note that the second step of our procedure is ﬂexible, and it does not
create computational difﬁculties, as any established efﬁcient algorithm for estimation
in models of known dimension can be used at this stage. The possible drawback of
our procedure is that at its ﬁrst stage, we must search through a large model space, if
q is very large. However, for qp15; computation is feasible, and that is typically the
case for the medical applications of this model. Further investigation of
computational issues is beyond the scope of this paper, and it is the subject of
future research.
6. Proofs
We ﬁrst give some counting process notation used in the proofs. Let
NðtÞ ¼ IðTobspt; d ¼ 1Þ be the single-jump counting process that registers
whether an uncensored failure has occurred by time t; and Y ðtÞ ¼ IðTobsXtÞ
the corresponding ‘‘at risk’’ indicator. Deﬁne the ﬁltrationFt ¼F03sfNðsÞ:sptg;
where F0 ¼ sðX ; ZÞ: Under the true probability measure P on F Ft;
the counting process NðtÞ has intensity process lðtÞ ¼ YðtÞhðt; X ; ZÞ; which
means that
MðtÞ ¼ NðtÞ 

Z t
0
lðsÞ ds; tA½0; t	 ð6:16Þ
is an Ft-martingale under P:
If the conditional hazard function changes from h to h0 and the distribution of the
covariates is unchanged, then we write the new probability measure on F as P0:
The intensity of N under P0 is then l0ðtÞ ¼ Y ðtÞh0ðt; X ; ZÞ: If hðt; X ; ZÞ and
h0ðt; X ; ZÞ are bounded and bounded away from zero over tA½0; t	 a.s., then the
restrictions P0t and Pt of P
0 and P toFt are mutually absolutely continuous and the
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log-likelihood ratio is
log
dP0t
dPt
¼
Z t
0
log
l0ðsÞ
lðsÞ
 
dNðsÞ 

Z t
0
ðl0ðsÞ 
 lðsÞÞ ds; ð6:17Þ
where log 0=0 ¼ 0; see Andersen et al. (1993, p. 98).
The Hellinger distance between two probability measures P and P0 is deﬁned by
r2ðP; P0Þ ¼ 1
2
EQ
ﬃﬃﬃﬃ
V
p


ﬃﬃﬃﬃﬃ
V 0
p 2
;
where Q ¼ ðP þ P0Þ=2; V ¼ dP=dQ; and V 0 ¼ dP0=dQ: Note that r2ðP; P0Þ does not
depend on the choice of the dominating measure Q: The Kullback–Liebler
information number between P and P0 is KðP; P0Þ ¼ R logðdP=dP0Þ dP when P is
absolutely continuous with respect to P0; otherwise KðP; P0Þ ¼N:
6.1. Proof of Theorem 1
It sufﬁces to verify conditions C, p. 377, and M (6.4)–(6.6), pp. 371–372, of
Theorem 8, p. 378, of [2] Barron et al. [2] in our context.
Lemma 1 provides the ‘‘closing argument’’ of Barron et al. (condition C, p. 377),
and gives an equivalence (up to constants) between the Kullback–Liebler
information number
KðP; P0Þ ¼ EðgnðuÞ 
 gnðrÞÞ
and the L2n-norm between u and r (c.f., [3, Section 4.2]). This equivalence is
established using a result of Jacod and Shiryaev [10] which allows us to express the
Hellinger distance between two counting processes in terms of their intensities.
In Lemma 2 we check condition M (6.4). This amounts to checking a Lipschitz
type condition on the process u/gðuÞ:
gðuÞ ¼ gðu; Tobs; d; X ; ZÞ ¼
Z t
0
YðtÞcðuðt; X ; ZÞÞ dt


Z t
0
log cðuðt; X ; ZÞÞ dNðtÞ: ð6:18Þ
Condition M (6.5) holds by Lemma 9, p. 400 of Barron et al. [2, p. 372].
Assumption M (6.6) follows by the deﬁnition of g in (6.18), our Conditions A and the
Lipschitz property of log on ½cðaÞ;cðbÞ	: Then, for some constant a140; we have
jjDð; u; vÞjjNpa1jjv 
 ujjN:
Lastly, note that Theorem 8 of Barron at al. [2] applies for any penalty term
greater or equal than C˜ðjI j þ pNnÞ=n; where jI j þ pNn is the dimension of the
approximating space and C˜ is a positive constant given by their Theorem.
Notice that, since jI j þ 1; pNnX1; then 2ðjI j þ 1ÞpNnXðjI j þ pNnÞ and so
2ðjI j þ 1ÞpNn log n=n4C˜ðjI j þ pNnÞ=n; for n large enough. Thus, in the deﬁnition
of our penalty term, one can take C ¼ 2: However, other choices are possible, and
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for small sample sizes it is easy to calibrate the value of C via simulation, as we did in
Section 3.
Lemma 1. Suppose uðt; x; zÞ satisfies Condition (A1) in place of r: Let P and P0
correspond to the conditional hazard functions h ¼ c3r and h0 ¼ c3u; respectively.
Then there exist constants 0oc1oc2 such that
c1jjr 
 ujj2npKðP; P0Þpc2jjr 
 ujj2n :
Proof. First note that P0 ¼ P00; so r2ðP0; P00Þ ¼ 0: Proposition 1.27 and Theorem 4.2
of Jacod and Shiryaev [10, p.197, 237)], applied with Q ¼ P; then give
r2ðP; P0Þ ¼ 1
2
EP
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
V 0s

p ﬃﬃﬃﬃﬃﬃﬃﬃ
lðsÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ðsÞ
q 2
ds;
where V 0t ¼ dP0t=dPt is given by (6.17). Using (6.17), the bounds on r and u and the
fact that N has at most a single jump, it can be easily seen that V 0t is bounded and
bounded away from zero by constants that only depend on a; b; e and t: Thus, in
the sense of the conclusion of the lemma,
r2ðP; P0ÞCEP
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
lðsÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ðsÞ
q 2
ds: ð6:19Þ
By Birge´ and Massart [3, (7.5), (7.6)] we have
2r2ðP; P0ÞpKðP; P0Þpr2ðP; P0Þð4þ 2 logjjV jjNÞ ð6:20Þ
where jjV jjN is the supremum norm of V ¼ dP=dP0: Combining (6.19) and (6.20) we
ﬁnd that
KðP; P0ÞCEP
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
lðsÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ðsÞ
q 2
ds: ð6:21Þ
Using the fact that C is conditionally independent of T given the covariates ðX ; ZÞ;
as well as the upper bound cðbÞ on h and the lower bound on PðCXtjX ; ZÞ in
Condition (A3), we have
EPðYðtÞjX ; ZÞ ¼ PðCXtjX ; ZÞEPðTXtjX ; ZÞXe expð
tcðbÞÞ
almost surely, for some e40; so conditioning on ðX ; ZÞ we ﬁnd that
EP
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃ
lðsÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
l0ðsÞ
q 2
ds ¼EP
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðs; X ; ZÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cðuðs; X ; ZÞÞ
p 2
YðsÞ ds
CEP
Z t
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hðt; X ; ZÞ
p


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cðuðt; X ; ZÞÞ
p 2
dt
CEP
Z t
0
ðcðrðt; X ; ZÞÞ 
 cðuðt; X ; ZÞÞÞ2 dt
C jjr 
 ujj2n :
The penultimate line above follows from the bounds on r and u; and the Lipschitz
property of the square-root function on ½cðaÞ;cðbÞ	; where here cðaÞ40: The last
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line above follows from the Lipschitz assumptions on c and c
1: This combined
with (6.21) completes the proof. &
Lemma 2. Suppose uðt; x; zÞ and vðt; x; zÞ satisfy Condition (A1) in place of r: Then
there exists a constant c340 only depending on a; b and t such that
EPðgðuÞ 
 gðvÞÞ2pc3jju 
 vjj2n :
Proof. First note that, in terms of the martingale (6.16), we have
gðuÞ 
 gðvÞ ¼
Z t
0
YðtÞ½cðuðt; X ; ZÞÞ 
 cðvðt; X ; ZÞÞ	 dt


Z t
0
log
cðuðt; X ; ZÞÞ
cðvðt; X ; ZÞÞ dMðtÞ


Z t
0
log
cðuðt; X ; ZÞÞ
cðvðt; X ; ZÞÞ Y ðtÞhðt; X ; ZÞ dt: ð6:22Þ
Consider the ﬁrst term on the r.h.s. above. By the Cauchy–Schwarz inequality
applied to the integral over t; we have
EP
Z t
0
Y ðtÞ½cðuðt; X ; ZÞÞ 
 cðvðt; X ; ZÞÞ	 dt
 2
ptjjc3u 
 c3vjj2n :
Using standard results on martingale integrals (see, e.g., [1, p. 78]), the second term
on the r.h.s. in (6.22) has second moment
EP
Z t
0
log
cðuðt; X ; ZÞÞ
cðvðt; X ; ZÞÞ dMðtÞ
 2
¼EP
Z t
0
log
cðuðt; X ; ZÞ
cðvðt; X ; ZÞÞ
 2
Y ðtÞhðt; X ; ZÞ dt
p c4jjc3u 
 c3vjj2n
for some constant c440; where the last inequality uses the bounds on u; v; h;
and the Lipschitz property of log on ½cðaÞ;cðbÞ	: The second moment of the last
term in (6.22) can be handled in a similar way to the ﬁrst. The result now follows by
applying the inequality ðx þ y þ zÞ2p3ðx2 þ y2 þ z2Þ to the square of the r.h.s. of
(6.22), using the second moment bounds already established and the Lipschitz
assumption on c: &
6.2. Proof of Corollary 1
We begin by giving some properties of the orthogonal projection operators that we
consider.
Lemma 3. Let rI  pðrÞ denote the orthogonal L2n-projection of r onto %SI : Let fj;n ¼
pnð fjÞ; where pn denotes the L2Leb-projection onto /fn;i: i ¼ 1;y; NnS; j ¼ 1;y; p:
(i) rIðt; x; zÞ ¼ bT x þ
Pp
j¼1zj fj;nðtÞ; for any I+I0:
(ii) Under (A1), rIASI ; for any I :
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Proof. ðiÞ By the linearity of p and since bT xASI ; for any I+I0; rI ðt; x; zÞ ¼
bT x þPpj¼1pðzj fjðtÞÞ: Hence, we need to show that pðzjfjðtÞÞ ¼ zjðpn fjÞðtÞ:
Recall from the uniqueness of the (Riesz) orthogonal decomposition that for any
gAL2n ; pðgÞ is the unique element in %SI such that g 
 pðgÞ is orthogonal to %SI (note
that SI is ﬁnite dimensional and thus closed).
By applying the above property to gðt; x; zÞ ¼ zjfjðtÞ we see that it sufﬁces
to show that the L2n-inner product between zjfjðtÞ 
 zjðpnfjÞðtÞ and each generating
function in %SI is zero. But the generator of the form zkfn;lðtÞ has L2n-inner product
with zjfjðtÞ 
 zjðpnfjÞðtÞ given by (where we separate the variables using Fubini’s
theorem)
EPðZjZkÞ 
Z t
0
ð fjðtÞ 
 ðpnfjÞðtÞÞfn;lðtÞ dt:
Notice that the second factor above is the L2Leb-inner product, so it vanishes by the
orthogonal decomposition for the projection pn: The same argument works for the
generators of the form xk:
(ii) Notice that by the argument used in (i) and by regarding r ¼ bT x þ f T z as a
function of t with x and z ﬁxed, we have
rI ¼ pðrÞ ¼ bT x þ pnð f ÞT z ¼ pnðbT x þ f T zÞ ¼ pnðrÞ:
Then, since the projection operator pn is order preserving and, by (A1), aprpb; we
have aprIpb; which completes the proof of this lemma. &
Proof of Corollary 1. First note that for fADa the bound on the approximation
error given by DeVore and Lorentz [6, Theorem 2.4, p. 358] is jj fj 
 fj;njj22
pBðaÞn
2a=ð2aþ1Þ; for a constant BðaÞ40 given by their theorem. By Lemma 3, for
any I+I0; the L2n-projection of r onto %SI is rIðt; x; zÞ ¼ bT x þ
Pp
j¼1zjfj;nðtÞ and
rIASI : Then
jjr 
 rI jj2n ¼
Xp
j¼1
zjð fj 
 fj;nÞ




2
n
ppM2
Xp
j¼1
jj fj 
 fj;njj22
p p2M2BðaÞn
2a=ð2aþ1Þ  B1n
2a=ð2aþ1Þ;
where M is a uniform bound on the absolute value of the components of Z:
Hence, by Theorem 1, for a dominating constant C40 (depending on
a; B; a; b; e; t; M; p), we have
EPjjr 
 rˆjj2npC1 inf
I+I0
ðjjr 
 rI jj2n þ penðIÞ þ C2=nÞ
pC1
B1
n2a=ð2aþ1Þ
þ CðjI0j þ 1Þp
n2a=ð2aþ1Þ
log n
 
pC log n
n2a=ð2aþ1Þ
: ð6:23Þ
Let now ðX˜; Z˜ÞBmX ;Z; with ðX˜; Z˜Þ independent of ðX1; Z1Þ;y; ðXn; ZnÞ and
notice that X˜ 
 EðX˜jZ˜Þ>mX ;Z Z˜: Then, writing En for integration w.r.t. n;
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by Pythagoras
jjr 
 rˆjj2n ¼Enðr 
 rˆÞ2ðt; X˜; Z˜Þ
¼En½ð f 
 fˆ ÞT Z˜ þ ð #b
 bÞT EnðX˜jZ˜Þ þ ð #b
 bÞTðX˜ 
 EnðX˜jZ˜ÞÞ	2
¼En½ð f 
 fˆ ÞT Z˜ þ ð #b
 bÞT EðX˜jZ˜Þ	2
þ En½ð #b
 bÞTðX˜ 
 EðX˜jZ˜ÞÞ	2:
Since jjr 
 rˆjj2n ¼ OPð log nn2a=ð2aþ1ÞÞ by (6.23), we have
En½ð #b
 bÞTðX˜ 
 EðX˜jZ˜ÞÞ	2 ¼ OP log n
n2a=ð2aþ1Þ
 
: ð6:24Þ
Deﬁne S ¼ ðsijÞqq; with
sij ¼CovðXi 
 yiðZÞ; Xj 
 yjðZÞÞ
¼CovðXi; XjÞ 
 CovðyiðZÞ; yjðZÞÞ; ð6:25Þ
for yiðzÞ  EnðXijZ ¼ zÞ: Since ðX˜; Z˜Þ is independent of #b by construction, we also
have
En½ð #b
 bÞTðX˜ 
 EðX˜jZ˜ÞÞ	2 ¼ð #b
 bÞTSð #b
 bÞ
X lminj #b
 bj22; ð6:26Þ
where we denoted by lmin the smallest eigenvalue of S: Since, by Condition (A4), for
any nonzero lARq
l0Sl ¼ Varðl0ðX 
 EðX jZÞÞ ¼
Z
Varðl0X jzÞ dmZðzÞ40; ð6:27Þ
S is positive deﬁnite and so lmin40: Thus, from (6.24) and (6.26), we have that for
any bAK
j #b
 bj22 ¼ OP
log n
n2a=ð2aþ1Þ
 
: ð6:28Þ
In a similar fashion, observing that Z˜ 
 EðZ˜jX˜Þ>mX ;Z X˜; we obtain now
jjr 
 rˆjj2n ¼En½ðb
 #bÞT X˜ þ ð fˆ 
 f ÞT EðZ˜jX˜Þ	2
þ En½ð fˆ 
 f ÞTðZ˜ 
 EðZ˜jX˜ÞÞ	2;
hence
En½ð fˆ 
 f ÞT ðZ˜ 
 EðZ˜jX˜ÞÞ	2 ¼ OP log n
n2a=ð2aþ1Þ
 
:
Deﬁne now V ¼ ðvijÞpp; with
vij ¼CovðZi 
 ZiðXÞ; Zj 
 ZjðXÞÞ
¼CovðZi; ZjÞ 
 CovðZiðX Þ; ZjðXÞÞ; ð6:29Þ
ARTICLE IN PRESS
F. Bunea, I.W. McKeague / Journal of Multivariate Analysis 92 (2005) 186–204 203
for ZiðxÞ  EðZijX ¼ xÞ: As before, under Condition (A5) this time, V is positive
deﬁnite, so
Enjj fˆ 
 f jj22 ¼ OP
log n
n2a=ð2aþ1Þ
 
which implies that
jj fˆj 
 fjjj22 ¼ OP
log n
n2a=ð2aþ1Þ
 
for j ¼ 1;y; p: &
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