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Abstract
Under mild trace norm assumptions on the perturbing sequence, we extend a recent perturbation result
based on a theorem byMirsky. The analysis concerns the eigenvalue distribution and localization of a generic
(non-Hermitian) complex perturbation of a bounded Hermitian sequence of matrices. Some examples of
application are considered, ranging from the product of Toeplitz sequences to the approximation of PDEswith
given boundary conditions. A ﬁnal discussion on open questions and further lines of research ends the note.
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1. Introduction
In recent works, the notion of approximating class of sequences was introduced as reported
below.
Deﬁnition 1.1 [10]. Suppose a sequence of matrices {An}, An of size dn, is given, dk < dk+1 for
each k. We say that {{Bn,m} : m ∈ N+}, Bn,m of size dn, is an approximating class of sequences
∗ Corresponding author.
E-mail addresses: stefano.serrac@uninsubria.it (S. Serra-Capizzano), debora.sesana@uninsubria.it (D. Sesana).
1 The work of the authors is supported in part by MIUR Grant No. 2006017542.
0024-3795/$ - see front matter ( 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.08.006
424 S. Serra-Capizzano, D. Sesana / Linear Algebra and its Applications 430 (2009) 423–437
(a.c.s.) for {An} if, for all sufﬁciently large m ∈ N+, the following splitting holds:
An = Bn,m + Rn,m + Nn,m for all n > nm,
with
rank Rn,m  dn c(m), ‖Nn,m‖  ω(m),
where ‖ · ‖ is the spectral norm (maximal singular value), nm, c(m) and ω(m) depend only on m
and, moreover,
lim
m→∞ω(m) = 0, limm→∞ c(m) = 0.
The idea behind the concept of a.c.s. was to deﬁne a basic approximation theory for matrix
sequences with respect to the global distribution of eigenvalues and singular values. More pre-
cisely, given a “difﬁcult” sequence {An}, the goal is to recover its global spectral behavior from
the spectral behavior of simpler approximating sequences. Indeed, in accordance with our notion
of approximation described in Definition 1.1, the following approximation result holds.
Proposition 1.2 [10]. Let {dn} be an increasing sequence of natural numbers. Suppose a sequence
of Hermitian matrices {An} is given such that An is of size dn and {{Bn,m} : m ∈ N+} is an a.c.s.
for {An} in the sense of Definition 1.1, with all Bn,m being Hermitian. Suppose that {Bn,m} ∼λ
(hm,K) and that hm converges in measure to the measurable function h over K,K of ﬁnite and
positive measure. Then necessarily
{An} ∼λ (h,K).
Here we say that a sequence {An} is distributed as a measurable function h over its domain K
with positive and ﬁnite (Lebesgue) measure μ{K}, and we write {An} ∼λ (h,K) if and only if
for every F ∈ C0(C) (continuous with bounded support over the complex ﬁeld C)
lim
n→∞λ(F,An) =
1
μ{K}
∫
K
F(h(s)) ds,
where
λ(F,An) = 1
dn
dn∑
i=1
F(λi(An)),
with {λi(An)} denoting the set of the eigenvalues of An (counted with their multiplicities) and
with the integral performed with respect to the same measure μ{·}.
Now if we lose the Hermitian character either of An or of Bn,m, then the same statements as
in Proposition 1.2 are true in full generality for the singular values (see [10,13] for details, more
results, and applications), but become false in general when considering the eigenvalues; see [14]
for a striking counterexample.
Our goal is to give new more restrictive conditions under which a more severe notion of
approximating class of sequences still enables to derive the spectral distribution of a “difﬁcult”
sequence from those of simpler approximating sequences.
More precisely, under mild trace norm assumptions on the perturbing sequence, we extend a
recent perturbation result based on a theorem by Mirsky. The analysis regards the localization and
the distribution of the eigenvalues of a generic (non-Hermitian) complex perturbation of a bounded
Hermitian sequence of matrices. Some examples of application are also considered, ranging from
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the sequence of component-wise products of Toeplitz sequences to the approximation of PDEs
with various boundary conditions.
The paper is organized as follows: the main theoretical results are proven in Section 2. Sections
3 and 4 are devoted to applications. Section 5 contains a conclusive discussion.
2. Main results
We start with a few notions and a well-known inequality.
Deﬁnition 2.1. A matrix sequence {An} of size dn, dk < dk+1 for each k, is properly (or strongly)
clustered at s ∈ C (in the eigenvalue sense), if for any  > 0 the number of the eigenvalues of An
off the disk
B(s, ) :={z : |z − s| < },
can be bounded by a pure constant q possibly depending on , but not on n. In other words
q(n, s) := #{i : λi(An) /∈ B(s, )} = O(1), n → ∞.
If every An has only real eigenvalues (at least for all n large enough), then s is real and the
disk B(s, ) reduces to the interval (s − , s + ). Furthermore, {An} is properly (or strongly)
clustered at a nonempty closed set S ⊂ C (in the eigenvalue sense) if for any  > 0
q(n, S) :=#{i : λi(An) /∈ B(S, )} = O(1), n → ∞,
B(S, ) := ∪s∈S B(s, ) is the -neighborhood of S, and if every An has only real eigenvalues,
then S has to be a nonempty closed subset of R. Finally, the term “properly (or strongly)” is
replaced by “weakly”, if
q(n, s) = o(dn), (q(n, S) = o(dn)), n → ∞,
in the case of a point s (a closed set S), respectively.
To link the concept of cluster with the distribution notion it is instructive to observe that
{An} ∼λ (h,K), with h ≡ s being a constant function, is equivalent to write that {An} is weakly
clustered at s ∈ C. Moreover in the following the definition of essential range will be used.
Deﬁnition 2.2. Given ameasurable complex-valued functionh deﬁned on aLebesguemeasurable
set K , the essential range of h is the set S(h) of points s ∈ C such that, for every ε > 0, the
Lebesgue measure of the set h(−1)(B(s, ε)) :={t ∈ K : h(t) ∈ B(s, ε)} is positive. The function
h is essentially bounded if its essential range is bounded.
S(h) is clearly a closed set (its complement is open), and moreover
S(h) =
⋂
{D : closed set with μ{h(−1)(D)} = μ{K}}.
We need also the well-known inequality
|tr(A)|  ‖A‖1, (1)
where A is any square matrix of size n, tr(A) is the trace of A, i.e., the sum of all its diagonal
entries (or equivalently the sum of all its eigenvalues), and ‖A‖1 is its trace norm, i.e., the sum
of all its singular values.
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A simple proof of (1) is as follows. Let A = USV be the singular value decomposition of A
[4]. Then by a similarity argument
tr(A) = tr(USV ) = tr(SVU) = tr(SW),
with W = VU being unitary. So, |tr(A)| = |s1w1 + s2w2 + · · · + snwn|, with s1, s2, . . . , sn be-
ing the singular values of A and where w1, w2, . . . , wn are the diagonal entries of W : all of them
bounded by 1. Hence, the application of the triangle inequality yields (1).
Furthermore, given a square complex matrix A, we may always write
A = Re(A) + i Im(A), i2 = −1, (2)
Re(A) = (A + A∗)/2, (3)
Im(A) = (A − A∗)/(2i), (4)
where as usual, A∗ is the conjugate transpose of the matrix A. Here we notice that both Re(A)
and Im(A) are Hermitian matrices by construction.
We are now ready for proving the main result. It is worthwhile to stress that such a statement
could be seen as a generalization of Theorem 3.4, p. 93 in [7] when the notion of a.c.s. is taken
into consideration.
Theorem 2.3. Let {{Bn,m},m ∈ N+} be an a.c.s. for {An}(An, Bn,m of size dn) such thatEn,m =
Nn,m + Rn,m, Bn,m are Hermitian and
{Bn,m} ∼λ (hm,K), 0 < μ{K} < ∞,
lim
m→∞hm = h in measure on K, (5)
with
sup
m
sup
n
‖Bn,m‖ = C˜,
sup
m
sup
n
‖En,m‖ = Ĉ,
C = max{C˜, Ĉ}.
Here C˜, Ĉ are positive universal constants, ‖En,m‖1  c(m)dn with c(m) →
m→∞ 0 (‖ · ‖1 being
the trace norm, i.e., Schatten 1 norm).
Then h is real-valued and {An} is distributed as h, i.e., {An} ∼λ (h,K) or, equivalently,
lim
n→∞λ(F,An) =
1
μ{K}
∫
K
F(h(x)) dx (6)
∀F ∈ C0(C).
Proof. We deﬁne the functionals acting on C0(C) as follows:
m(F ) = 1
μ{K}
∫
K
F(hm(x)) dx,
(F ) = 1
μ{K}
∫
K
F(h(x)) dx,
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where the function F is continuous with bounded support, i.e., F ∈ C0(C). It is immediate to
check that relation (6) is equivalent to write that ∀ > 0, ∃n¯ > 0 such that ∀n  n¯ and ∀F ∈
C0(C) we have |λ(F,An) − (F )| < . By allowing the parameter m, the latter is equiva-
lent to state that ∃k(m) →
m→∞ 0 such that ∀F ∈ C0(C), ∀m ∈ N
+ there exists n¯m ∈ N and the
inequalities
|λ(F,An) − (F )| < k(m) ∀n  n¯m, (7)
are fulﬁlled. Let us consider the left-hand side of (7) and let us decompose it in basic quantities
to be studied separately. In fact, by proper manipulations we ﬁnd
|λ(F,An) − (F )| = |λ(F,An) − λ(F, Bn,m) +
+λ(F, Bn,m) − m(F ) +
+m(F ) − (F )|
 αn,m + βn,m + γm,
where
αn,m=|λ(F,An) − λ(F, Bn,m)|,
βn,m=|λ(F, Bn,m) − m(F )|,
γm=|m(F ) − (F )|.
First let us focus on the quantities βn,m. From the assumptions in (5) for all ﬁxed m, βn,m
converges to zero as n → ∞; then we can take a value nˆm sufﬁciently large in such a way that
βn,m  1m ∀n  nˆm. In other words we can write lim supn→∞ βn,m  1m . By following the same
reasoning on the quantities γm, by (5) and from [17] (Remark 5.1.3, p. 124), limm→∞ m(F ) =
(F ), we can write γm = |m(F ) − (F )|  υ(m), with υ(m) → 0 as m → ∞.
As a consequence, the proof of (7) (and a fortiori of (6)) is reduced to check whether
[lim supn→∞ αn,m] →
m→∞ 0, that is
|λ(F,An) − λ(F, Bn,m)|  δ(m), δ(m) →
m→∞ 0. (8)
In conclusion the proof of (8) will consist in verifying the assumptions of Theorem 2.2, p. 88
in [7]. Hence, we perform the following steps.
I. The spectrum of all An is uniformly bounded, that is ∃Q positive constant such that
|λj (An)| < Q ∀n (λj ∈ (An), where (An) denotes the set of all the eigenvalues of
An);
II. Relation (6) is veriﬁed whenever F is a polynomial of arbitrary ﬁxed degree;
III. The sequence {An} is weakly clustered, in the eigenvalue sense, at a compact set S ⊂ C
with empty interior, such that C\S is a connected set, andS(h) ⊂ S, withS(h) denoting
the essential range of h.
Item I. From the assumptions we have
‖An‖ = ‖Bn,m + En,m‖  ‖Bn,m‖ + ‖En,m‖  2C ∀n,m,
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and hence the spectra of the sequences {An}, {Bn,m}, and {En,m} lie all in the closed disk {|z| 
2C}. In particular, the spectrum of all An is uniformly bounded since ∀n |λj (An)|  2C, 2C
constant independent of n, λj ∈ (An).
Item II. Since
tr(X) =
∑
λ∈(X)
λ =
dn∑
k=1
[X]k,k,
and since tr(·) is a linear functional, the assumption An = Bn,m + En,m implies that tr(An) −
tr(Bn,m) = tr(En,m). Consequently∣∣∣∣∣∣
1
dn
∑
λ∈(An)
λ − 1
dn
∑
λ∈(Bn,m)
λ
∣∣∣∣∣∣=
∣∣∣∣∣∣
1
dn
∑
λ∈(En,m)
λ
∣∣∣∣∣∣
(α)
1
dn
‖En,m‖1
(β)
1
dn
c(m)dn = c(m) →
m→∞ 0,
where (α) follows from (1) and (β) follows from the assumptions; therefore, by invoking also (8),
we deduce that (6) is satisﬁed in the special case where F(z) = z (deﬁned on the whole complex
ﬁeld C, hence with non-compact support, but which can be considered an admissible test function
since the spectra of all An are uniformly bounded).
We now prove that (6) is satisﬁed by taking as test function F any arbitrary polynomial of
ﬁxed degree. To this end, from the linearity in the ﬁrst variable of the operators λ(·, ·) and
(·) (i.e. λ(aG + bH, ·) = aλ(G, ·) + bλ(H, ·) and (aG + bH) = a(G) + b(H)), it
is sufﬁcient to consider the case of monomials, i.e., F(z) = zq for all non-negative integers q.
For q = 0, 1 the result is valid, so that we focus our attention to the case where q  2. Relation
An = Bn,m + En,m implies
A
q
n = (Bn,m + En,m)q = Bqn,m + E˜n,m,
where E˜n,m is a term of the form
E˜n,m =
∑
Xi∈{Bn,m,En,m}
(X1 · · ·Xq) − Bqn,m. (9)
In other words, the error matrix E˜n,m is the sum of all possible combinations of products of
j matrices Bn,m and k matrices En,m, with j + k = q and the exception of j = q (obviously it
is understood that all the addends are pairwise different). By using a simple Hölder inequality
involving Schatten p norms: ‖XY‖1  ‖X‖‖Y‖1, for every summand R in (9), we deduce that
there exists j  1, k = q − j for which
‖R‖1 ‖Bn,m‖k‖En,m‖j−1‖En,m‖1
CkCj−1c(m)dn. (10)
Therefore, by the triangle inequality and by applying inequality (10) to any summand in (9),
we ﬁnd ‖E˜n,m‖1  K̂c(m)dn, with K̂ = K̂(q) constant independent of n and m. Consequently
tr(Aqn) − tr(Bqn,m) = tr(E˜n,m), and, since λ(Xq) = λq(X), we have
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∣∣∣∣∣∣
1
dn
∑
λ∈(An)
λq − 1
dn
∑
λ∈(Bn,m)
λq
∣∣∣∣∣∣ =
∣∣∣∣∣∣
1
dn
∑
λ∈(E˜n,m)
λ
∣∣∣∣∣∣
 1
dn
‖E˜n,m‖1
 1
dn
K̂c(m)dn = K̂c(m) →
m→∞ 0.
The latter joint with relation (8) proves that (6) is satisﬁed withF(z) = zq for any non-negative
integer q and, a fortiori, with any polynomial F of ﬁxed degree.
Item III. According to the standard notations in (2)–(4), we write the matrix En,m as
En,m = Re(En,m) + i Im(En,m).
Clearly we have
‖Re(En,m)‖1  ‖En,m‖1  c(m)dn, (11)
‖Im(En,m)‖1  ‖En,m‖1  c(m)dn. (12)
We recall that every matrix Bn,m is Hermitian and the same is obviously true for Re(An) and
Re(En,m). Since
‖Re(An) − Bn,m‖1 = ‖Re(En,m)‖1 (11) c(m)dn,
from Lemma 5.1.3, p. 126, and from Corollary 5.1.2, p. 128 in [17], we deduce that {{Bn,m},m ∈
N+} is an a.c.s. for the sequence {Re(An)}. From (5) and from Corollary 5.1.1, p. 124 in [17], it
follows that
{Re(An)} ∼λ (h,K).
As a consequence from Theorem 2.4, p. 90 in [7], {Re(An)} is weakly clustered at the essen-
tial range S(h) of h, which is a compact subset of [−2C, 2C] (recall that max |λ(Re(An))| =
‖Re(An)‖  ‖An‖  2C). Therefore all the eigenvalues of the Hermitian matrix Re(An) belong
to the same interval [−2C, 2C].
We now consider the matrix Im(An) =Im(En,m). From (12) we have
‖Im(An)‖1 = ‖Im(En,m)‖1  c(m)dn,
from Lemma 5.1.3, p. 126 in [17], it follows that {0n} (sequence of null matrices of increasing
size) is an a.c.s. for the sequence {Im(An)}, and since {0n} ∼λ (0,K), from Corollary 5.1.1, p.
124 in [17], we deduce that
{Im(An)} ∼λ (0,K).
Therefore Theorem 2.4, p. 90 in [7], implies that {Im(An)} is weakly clustered aS(0) = {0}.
Therefore, by the definition of weak cluster, setting
B(s, ) := {z : |z − s| < } and B(S, ) := ∪s∈SB(s, )
for all  > 0, we obtain that
{j : λj (Im(An)) /∈ B(0, )} = o(dn). (13)
Finally, from Ky Fan-Mirsky Theorem (see Theorem 3.1, p. 92 in [7]), and from (13), we
plainly deduce
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{j : Im(λj (An)) /∈ B(0, )} = o(dn).
Consequently from (10) and (11), pp. 92–93 in [7] and from Corollary 3.3, p. 93 in [7], we
infer that all eigenvalues of An show real parts in the interval [−2C, 2C] and
{j : λj (An) /∈ B([−2C, 2C], )} = o(dn),
i.e., {An} is weakly clustered at the compact set [−2C, 2C], the interior of [−2C, 2C] is empty
as subset of C, C\[−2C, 2C] is connected in C, andS(h) ⊂ [−2C, 2C].
Since all the assumptions of Theorem 2.2, p. 88 in [7] are met, we conclude that {An} is
distributed, in the eigenvalue sense, as the function h in its definition domain K . 
3. The multilevel Toeplitz setting
Let f be a d variate complex-valued integrable function, deﬁned over the hypercube Qd , with
Q = (−, ) and d  1. From the Fourier coefﬁcients of f
aj = (2)−d
∫
Qd
f (t)e−i (j,t) dt, i2 = −1, j = (j1, . . . , jd) ∈ Zd ,
with (j, t) =∑dk=1 jktk , n = (n1, . . . , nd) ∈ Nd+ and N(n) = n1 · · · nd , we deﬁne the sequence
of Toeplitz matrices {Tn(f )}, where Tn(f ) = [aj−r ]nr,j=eT of sizeN(n), eT = (1, . . . , 1) ∈ Nd is
the Toeplitz matrix of order N(n) generated by f (see [22]). We are interested in proving results
regarding the asymptotic (as the multi-index n tends to inﬁnity) spectral behavior of matrix
sequences obtained by matrix operations (especially algebraic sum, multiplication) on Toeplitz
sequences. When we write
n → ∞,
with n = (n1, . . . , nd) being a multi-index, we mean that
min
1jd
nj → ∞.
In the following theorem, we are interested in estimating ‖An − Tn(h)‖1, i.e., the Schatten
1 norm of An − Tn(h), where An = Tn(f )Tn(g), n = (n1, . . . , nd) ∈ Nd+, f, g ∈ L∞(Qd), and
h = fg. To this end we will essentially use only classical approximation results.
Theorem 3.1. Letf, g ∈ L∞(Qd), An = Tn(f )Tn(g), n = (n1, . . . , nd) ∈ Nd+, and leth = fg.
Then ‖An − Tn(h)‖1 = o(N(n)),N(n) = n1 · · · nd.
Proof. For a given θ ∈ L1(Qd), let pm,θ its Cesaro sum of degree m = (m1, . . . , md) ∈ Nd (i.e.,
the arithmetic average of Fourier sums of order q = (q1, . . . , qd) ∈ Nd with 0  qj  mj , j =
1, . . . , d; see [5]): from standard trigonometric series theory we know that pm,θ converges in L1
norm to θ as everymj tends to inﬁnity, j = 1, . . . , d, and we also know that ‖pm,θ‖L∞  ‖θ‖L∞ ,
whenever θ ∈ L∞(Qd) ⊂ L1(Qd). Furthermore, the norm inequality ‖Tn(θ)‖1  N(n)(2)−d
‖θ‖L1 holds for every θ ∈ L1(Qd) and ‖Tn(θ)‖  ‖θ‖L∞ holds for every θ ∈ L∞(Qd) (see [16]).
Hence, by adding and subtracting and by using repeatedly the triangle inequality
‖An − Tn(h)‖1 ‖An − Tn(pm,f )Tn(g)‖1 + ‖Tn(pm,f )Tn(g) − Tn(pm,f )Tn(pm,g)‖1
+‖Tn(pm,f )Tn(pm,g) − Tn(pm,f pm,g)‖1 + ‖Tn(pm,f pm,g) − Tn(h)‖1.
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Now, by using Hölder inequalities involving Schatten p norms: ‖XY‖1  ‖X‖‖Y‖1, and the
previous norm inequality from [16], we infer
‖An − Tn(pm,f )Tn(g)‖1 = ‖(Tn(f ) − Tn(pm,f ))Tn(g)‖1
‖Tn(f ) − Tn(pm,f )‖1‖Tn(g)‖
N(n)(2)−d‖f − pm,f ‖L1‖g‖L∞ ,
‖Tn(pm,f )Tn(g) − Tn(pm,f )Tn(pm,g)‖1 = ‖Tn(pm,f )(Tn(g) − Tn(pm,g))‖1
‖Tn(g) − Tn(pm,g)‖1‖Tn(pm,f )‖
‖Tn(g − pm,g)‖1‖pm,f ‖L∞
N(n)(2)−d‖g − pm,g‖L1‖f ‖L∞ ,
‖Tn(pm,f pm,g) − Tn(h)‖1 = ‖Tn(h − pm,f pm,g)‖1
N(n)(2)−d‖h − pm,f pm,g‖L1 .
The case of ‖Tn(pm,f )Tn(pm,g) − Tn(pm,f pm,g)‖1 can be treated separately. Indeed since all
the involved symbols are trigonometric polynomials of degree not exceeding m, a direct check
shows that the two matrices Tn(pm,f )Tn(pm,g) and Tn(pm,f pm,g) can differ only on the ﬁrst
m1 block rows and on the last m1 block rows of size N(n)/n1; moreover on every block of
size N(n)/n1 the two matrices can differ only the ﬁrst m2 block rows and on the last m2 block
rows of size N(n)/(n1n2) and so on. Therefore, setting ‖m‖∞ = max1jd mj , the trace norm
of Tn(pm,f )Tn(pm,g) − Tn(pm,f pm,g) is bounded by the rank times the spectral norm, i.e.,
‖Tn(pm,f )Tn(pm,g) − Tn(pm,f pm,g)‖1
 4‖m‖∞‖g‖L∞‖f ‖L∞N(n)/(min
j
nj ) = o(N(n)).
Finally, since the Cesaro operator converges to the identity in the L1 topology, it follows that
‖f − pm,f ‖L1 and ‖g − pm,g‖L1 can be made arbitrarily small as every mj tends to inﬁnity,
j = 1, . . . , d. Hence, for every  > 0, there exists m¯ such that for any m larger than m¯ in the
component-wise sense, we have ‖An − Tn(h)‖1  N(n), i.e., ‖An − Tn(h)‖1 = o(N(n)) and
the proof is concluded. 
3.1. The Toeplitz product {Tn(f )Tn(g)} with bounded real-valued cumulative symbol h = fg
Here we are interested in the eigenvalue distribution of component-wise products of Toeplitz
sequences with real-valued symbols, whose study arises, e.g. in statistics (see [3,2]). Indeed, the
main result follows from combining Theorems 3.1 and 2.3.
Theorem 3.2. Let f, g ∈ L∞(Qd) be such that h = fg is real-valued, d  1. Then {An} ∼λ
(h,Qd) with An = Tn(f )Tn(g).
Proof. By [8] we know that {Tn(h)} ∼λ (h,Qd) and ‖Tn(θ)‖  ‖θ‖L∞ for every θ ∈ L∞(Qd):
therefore ‖Tn(h)‖  ‖h‖L∞ and ‖An‖ ≤ ‖Tn(f )‖‖Tn(g)‖ ≤ ‖f ‖L∞‖g‖L∞ . As a consequence
of Theorem 3.1 we deduce that for all m  0, ‖An − Tn(h)‖1  N(n)/m ∀n  nm, where the
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relations m  0 and ∀n  nm are intended component-wise. Therefore the desired results follow
by applying Theorem 2.3 with Bn,m = Tn(h), En,m = An − Tn(h). 
3.2. The Toeplitz product {Tn(f )Tn(g)} with cumulative symbol h = fg in the Tilli class
We start by introducing the Tilli class which is relevant for our subsequent spectral analysis.
Deﬁnition 3.3. Let D be any domain equipped with a positive measure and let us consider the
space L∞(D) of complex-valued essentially bounded functions. The Tilli classT is the subset
of L∞(D) made by functions whose (essential) range has empty interior and does not disconnect
the complex plane.
It is clear that the condition deﬁning the Tilli class does not involve any regularity of the
function, but it is more related to the topology/geometry of the range (see also Example 5.39 in
[6,24], at the top of page 390); by the way it is evident that the Tilli class includes properly all the
real-valued L∞ functions.
In the beautiful paper [21] Tilli was able to show that the distribution in the sense of the
eigenvalues of the Toeplitz sequence {Tn(f )} is valid whenever the symbol f ∈T. Indeed the
proof is given in one dimension (d = 1) but the extension in several dimensions is plain.
Now we extend Theorem 3.2 from the subset of real-valued symbols to the whole Tilli class.
The proof is not given in detail, but only by providing the main steps.
Theorem 3.4. Let f, g ∈ L∞(Qd) be such that h = fg belongs to the Tilli class, d  1. Assume
that a function φ can be found continuous onS(h), the range of h, such that it is injective and
the range of φ(h) lies on the real line, i.e.,S(φ(h)) is compact set of R. Then {An} ∼λ (h,Qd)
with An = Tn(f )Tn(g).
Proof. We consider ﬁve steps:
Step 1. Given  > 0 consider φ polynomial such that ‖φ − φ‖L∞,S(h) < , φ is injective,
the latter implying that its range does not disconnect the complex plane. In such a way the range
of φ(h) lies in a -neighborhood of a compact subset of the real line.
Step 2. Therefore, Tn(φ(h)) is Hermitian since φ(h) is real-valued and has real eigenvalues
contained in the interval [r, R] with r being the essential infimum of φ(h) and R being the
essential supremumofφ(h).Moreover, since‖Tn(φ(h)) − Tn(φ(h))‖ = ‖Tn(φ(h) − φ(h))‖ 
‖φ(h) − φ(h)‖L∞ = ‖φ − φ‖L∞,S(h) < , it follows that the matrix Tn(φ(h)) has all the
eigenvalues in a -neighborhood of [r, R].
Step3.Nowfor everypolynomialP ofﬁxeddegree‖P(Tn(f )Tn(g)) − P(Tn(h))‖1 = o(N(n))
and ‖P(Tn(h)) − Tn(P (h)))‖1 = o(N(n)); this is not difﬁcult in view of Theorem 3.1.
Step 4. Using the previous step with any polynomial P = φ and since the eigenvalues of
Tn(φ(h)) belong to [r, R], we deduce that the eigenvalues of {φ(Tn(h))} and {φ(Tn(f )Tn(g))}
are clustered in a -neighborhood of [r, R]. As a consequence, the injectivity of φ implies that
the eigenvalues of {Tn(f )Tn(g)} are clustered in a ′-neighborhood of the range of h = fg. Since
 and therefore ′ can be chosen arbitrarily, it follows that the sequence {Tn(f )Tn(g)} is clustered
in the eigenvalue sense atS(h).
Step 5. By trivial computation it is easily deduced that for every positive integer k
tr((Tn(f )Tn(g))
k − (Tn(h))k) = o(N(n)).
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Since {Tn(h)} ∼λ (h,Qd) by the previous relation, for every positive integer k, it follows that
lim
n→∞
tr(Tn(f )Tn(g))k
N(n)
= 1
(2)d
∫
Qd
h(s)k ds.
The above limit relation, the clustering of {Tn(f )Tn(g)} atS(h), the uniform boundedness of
the spectra of {Tn(f )Tn(g)}, and the fact that h does not disconnect the complex plane and its
range has empty interior are the assumptions of Theorem 2.2 in [7]: the conclusion of Theorem
2.2 in [7] is exactly the desired claim and hence the proof is concluded. 
The proof would have worked without technical assumptions if the following claim would
have been true.
Claim. Given h bounded such that its range has empty interior and does not disconnect the
complex plane, ﬁnd φ continuous onS(h), the range of h, such that it is injective and the range
of φ(h) lies on the real line, i.e.,S(φ(h)) is compact set of R.
Unfortunately this claim is generally false as the subsequent example shows.
Proposition 3.5. LetK ⊆ C be the Y shaped compact set illustrated in Fig. 1, and letφ : K → R.
Then φ continuous implies that φ is not injective and viceversa, i.e., φ injective implies that φ is
not continuous.
Proof. Let φ : K → R be continuous. Let us consider the three edges C1, C2, C3 and the point
α, α /∈ Cr , r = 1, 2, 3, as illustrated in Fig. 2, where K = C1 ∪ C2 ∪ C3 ∪ {α}. The continuity
of φ implies the following relationships
lim
z∈C1
z→α
φ(z) = φ(α), (14)
lim
z∈C2
z→α
φ(z) = φ(α), (15)
lim
z∈C3
z→α
φ(z) = φ(α). (16)
Assume now that φ is injective on K , that is ∀z1, z2 ∈ K , z1 /= z2, we ﬁnd φ(z1) /= φ(z2). Let
us set φ(α) = a.
Fig. 1. Y shaped compact set K.
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Fig. 2. Analysis of φ in the 3 branches of K.
The following reasonings can be made.
Claim 1. Let us remark that, given any of the three sets Cr with r = 1, 2, 3, the function φ − a
cannot change sign since the existence of two points z1, z2 ∈ Cr with φ(z1) > a and φ(z2) < a,
would imply by continuity the existence of z˜ ∈ Cr, z˜ /= α(α /∈ Cr) such that φ(z˜) = φ(α) = a.
This would imply that φ is not injective.
Claim 2. Given Cr and Cs, r, s = 1, 2, 3, r /= s, the following condition is impossible:
∀z ∈ Cr, φ(z) > a and ∀t ∈ Cs, φ(t) > a. (17)
Indeed, suppose by contradiction that (17) is satisﬁed. Since relations (14), (15), and (16) hold,
for every  > 0 there exist C˜r ⊆ Cr and Ĉs ⊆ Cs , with C˜r , Ĉs /= ∅, C˜r ∩ Ĉs = ∅, such that
for z ∈ C˜r , the range of φ(z) contains (a, a + );
for t ∈ Ĉs , the range of φ(t) contains (a, a + ).
Furthermore, since φ is a continuous function, by varying z in the set C˜r , φ(z) has to take all
the values (a, a + ) and by varying t in the set Ĉs , φ(t) has to take all the values (a, a + ).
From this it follows that there exist z˜ ∈ C˜r and tˆ ∈ Ĉs with z˜ /= tˆ such that φ(z˜) = φ(tˆ), and the
latter would imply again that φ is not injective.
Claim 3. Given Cr and Cs, r, s = 1, 2, 3, r /= s, the following condition is impossible:
∀z ∈ Cr, φ(z) < a and ∀t ∈ Cs, φ(t) < a.
In fact, it is enough to repeat verbatim the same reasoning as in the previous claim, using the
interval (a − , a) in place of (a, a + ).
Let us consider for instance the subset C1. Given relation (14) and Claim 1, we have two
possibilities:
(I) ∀z ∈ C1, φ(z) > a;
(II) ∀z ∈ C1, φ(z) < a.
Let us suppose that case (I) holds: of course the alternative case (II) can be handled similarly.
Therefore, we have
∀z ∈ C1, φ(z) > a. (18)
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Let us consider the subsetC2. With the same arguments used forC1, from (15) and (18), Claim
2 implies that
∀z ∈ C2, φ(z) < a. (19)
Now let us consider the subset C3. From (16), given the continuity of φ, we deduce that
1. by Claim 1, φ − a cannot change sign in any of the subsets Cr , r = 1, 2, 3;
2. by Claim 2 and (18) ∀z ∈ C3, φ(z)≯a;
3. by Claim 3 and (19) ∀z ∈ C3, φ(z) /= a;
4. by injectivity ∀z ∈ C3, φ(z) /= a.
The four listed claims are of course in contradiction. Therefore, φ cannot be simultaneously
continuous and injective over all K and the proof is complete. 
However, even in this case where the key assumption of Theorem 3.4 is not satisﬁed, the Szegö
formula can be recovered in full generality.
Indeed it is enough to repeat the same proof as in Theorem 3.4, with φ being continuous
and injective over C1 ∪ C2 and with φ(α) = φ(z) ∀z ∈ C3. In that case we obtain a partial Szegö
relation inwhich the test function is a arbitrary continuous function overC1 ∪ C2, but it is constant
over the remaining branch. However if we follow the same steps now choosing φ continuous and
injective over C1 ∪ C3 with φ(α) = φ(z) ∀z ∈ C2, then we obtain a new partial Szegö relation
in which the test function is a arbitrary continuous function over C1 ∪ C3, but it is constant over
the branch C2. If we sum up these two partial relations, then the general Szegö formula is derived
for this speciﬁc setting, in which the essential range of the symbol h is Y shaped and compact.
In conclusion, despite the negative answer provided by Proposition 3.5 for satisfying the key
assumption of Theorem 3.4, the arguments used for the case where the range of h is contained
in a Y shaped compact tells us that the Szegö relation can be extended as long as we have a
ﬁnite number of branches. The general case cannot be covered in the same fashion. However, the
indications collected so far allows one to hope for a positive answer in the general setting, i.e.,
when considering a cumulative symbol in the Tilli class.
4. Applications to approximated BVPs
Here we treat the case of boundary value problems (BVPs) approximated by ﬁnite difference
(FD) schemes. The idea is very general and can be applied to other local approximation methods
as ﬁnite elements or ﬁnite volumes on regions of Rd , d  1. However, for the sake of clarity, we
choose a single elliptic one-dimensional BVP for illustrating the general strategy. Let a, b, c, and
γ be four given continuous functions on [0, 1] and let us consider the second-order differential
equation −(au′)′ + bu′ + c = γ on (0, 1), with given Neumann–Dirichlet boundary conditions,
i.e., u(0) = α, u′(1) = 0. We consider the centered FD formula of minimal bandwidth, with
precision order two and on the equi-spaced grid {xj }n+1j=0, xj = jh, h = (n + 1)−1.
The coefﬁcient matrix of the resulting linear system has the form
Xn = A′n(a) + Rn, A′n(a) = An(a) − an− 12 ene
T
n−1,
Rn = h2 diagj=1,...,n(cj ) + h diagj=1,...,n(bj ) Tn(i sin(t)), vj = v(xj ), v ∈ {a, b, c}, and
where
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An(a) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a 1
2
+ a 3
2
−a 3
2−a 3
2
a 3
2
+ a 5
2
−a 5
2
−a 5
2
. . .
. . .
. . .
. . .
. . .
. . .
. . . −a
n− 12−a
n− 12 an− 12 + an+ 12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
From the previous representation and taking into account that nh < 1, it easy to check that
‖h2 diagj=1,...,n(cj )‖  h2‖c‖∞, ‖h diagj=1,...,n(bj ) Tn(i sin(t))‖  h‖b‖∞,
and
‖A′n(a) − An(a)‖  ‖a‖∞,
with rank(A′n(a) − An(a))  1, and hence the coefﬁcient matrix Xn equals An(a) plus a cor-
rection whose trace norm is bounded by ‖a‖∞ + ‖b‖∞ + h‖c‖∞. Furthermore, as clearly ana-
lyzed in [19], the Hermitian (real symmetric indeed) sequence {An(a)} is distributed as a(x)(2 −
2 cos(s))over (0, 1) × (0, ).As a consequence, byTheorem2.3, it follows that the non-Hermitian
sequence {Xn} shares the same distribution function with {An(a)}. In addition, since the trace
norm of the correction Xn − An(a) is bounded by a pure constant, for every ﬁxed  > 0 it
follows that the number of eigenvalues of Xn not belonging to an -neighborhood of the range of
a(x)(2 − 2 cos(s)) is bounded by a constant, possibly depending on , but independent of n (see
Theorem 3.5 in [7]).
It is worth noticing that all these derivations go through, with minor modiﬁcations, also for
higher order differential operators, in higher dimension, and by varying the boundary condi-
tions: as an example, the previous analysis remains the same if the Neumann–Dirichlet boundary
conditions are replaced by Dirichlet boundary conditions. As it can be easily argued, the only
significant exception can be found when considering somehow artiﬁcial singularly perturbed
problems in which the perturbation parameter is of the order of h (or of some power of h): in that
case the analysis becomes more involved, since the arising matrix structures become significantly
non-normal and different tools have to be taken into consideration.
5. Concluding remarks
We have extended a recent perturbation result based on a theorem byMirsky.More in detail our
ﬁndings concern the eigenvalue distribution and localization of a generic (non-Hermitian) complex
perturbation of a bounded Hermitian sequence of matrices. Some examples of application have
been studied, ranging from the product of Toeplitz sequences to the approximation of PDEs with
given boundary conditions. As an important example of application, it would be nice to extend
the CG convergence analysis of Beckermann and Kuijlaars [1] to this quasi-Hermitian setting,
in the case where the Hermitian part is positive definite for every n and the global distribution
function of the eigenvalues is positive and bounded. The key point would be the definition of
proper assumptions on the outliers and on the extreme eigenvalues in order to mimic, if possible,
the same analysis performed in [1].
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