Abstract-Estimating human poses is an important step towards developing robots that can understand human motions and improving their cognitive capabilities. This paper presents a geometric feature for estimating human poses from a 3D point cloud input. The proposed feature can be considered as an extension of the idea of visual features, such as color/edge, of color/grayscale images, and it contains the geometric structure of the point cloud. It is derived by arranging the 3D points into a tree structure, which preserves the global and local properties of the 3D points. Shown experimentally, the tree structure (spatial ordering) is particularly important for estimating human poses (i.e., articulated objects). The 3D orientation (pan, tilt and yaw angles) and shape features are then extracted from each node in the tree to describe the geometric distribution of the 3D points. The proposed feature has been evaluated on a benchmark dataset and compared with two existing geometric features. Experimental results show that the proposed feature has the lowest overall error in human-pose estimation.
Abstract-Estimating human poses is an important step towards developing robots that can understand human motions and improving their cognitive capabilities. This paper presents a geometric feature for estimating human poses from a 3D point cloud input. The proposed feature can be considered as an extension of the idea of visual features, such as color/edge, of color/grayscale images, and it contains the geometric structure of the point cloud. It is derived by arranging the 3D points into a tree structure, which preserves the global and local properties of the 3D points. Shown experimentally, the tree structure (spatial ordering) is particularly important for estimating human poses (i.e., articulated objects). The 3D orientation (pan, tilt and yaw angles) and shape features are then extracted from each node in the tree to describe the geometric distribution of the 3D points. The proposed feature has been evaluated on a benchmark dataset and compared with two existing geometric features. Experimental results show that the proposed feature has the lowest overall error in human-pose estimation.
I. INTRODUCTION
Human-pose estimation is essential for robots to develop their cognitive capabilities for human-motion analysis, human-human/robot interaction, gait recognition, and fall detection. The two main components in human-pose estimation are pose initialization and pose tracking. In pose initialization, a human is first detected in the scene and joints are fitted under predefined criteria; pose is then tracked by matching the joint features over time.
The main difficulties of human-pose estimation are the high dimensionality of pose space and feature ambiguity. As a human is highly articulated, modeling the poses directly is intractable. Simply assuming independence among joints, however, could not reflect the reality, and hence results in errors in modeling. Prior probability of poses will also produce bias in estimating human poses. Meanwhile, visual features from color/grayscale images are ambiguous because of the change in illumination, occlusion, viewpoint, camera motion, cluttered background and the 3D-to-2D projection. For example, a silhouette can be formed from different poses; the same color may result in different color-intensity values in the images because of the change in illumination. These one-to-many mappings between visual features and human poses create additional burdens on the modeling of human poses.
Several attempts have been reported to alleviate the problem of such mappings using visual or geometric features. By considering the temporal effect of visual features [1] , 2D motion can reduce the ambiguity of difference of appearance. In addition, multiple visual features could be incorporated to reduce the ambiguity [2] . More comprehensive surveys can be found in [3] [4] . Recently, Time-of-Flight (TOF) sensors such as Swissranger and Microsoft Kinect become widely available. Geometric features from the 3D point cloud [5] , which is a set of points containing only the 3D positions, can resolve the depth ambiguity directly and encode the 3D geometry of human poses. Although the 3D point cloud tends to be noisy and at least half of the surface of a human cannot be captured from a single TOF sensor in each frame, the geometric features could represent human poses geometrically using silhouette [6] and mesh [7] , and hence assist the visual features in reducing the ambiguities of depth and illumination. Other constraints such as kinematic chain (skeleton) [8] , joint limit and penetration [9] could be applied to reconstruct human poses.
In this paper, we study the performance of 3D human-pose estimation using geometric features from a 3D point cloud captured by a TOF sensor. We propose a geometric feature, namely VIewpoint and Shape feature Histogram (VISH), which is derived based on Viewpoint Feature Histogram (VFH) [10] . The novelty in our proposed geometric feature VISH is the spatial ordering of the VFH and shape features. Spatial ordering has been used for 3D-point-cloud preprocessing [11] and 3D-surface reconstruction [12] . This paper shows that the spatial ordering is important in resolving the ambiguity of symmetric poses. We have evaluated VISH on the Stanford TOF Motion Capture Dataset [8] using the k-nearest neighbor algorithm (k-NN) [13] and the support vector machines (SVM) [14] . Our results showed that VISH provides a more accurate 3D human-pose estimate, compared to the VFH and the Accumulative Geodesic EXtrema (AGEX) [15] .
II. VIEWPOINT AND SHAPE FEATURE HISTOGRAM
Histograms of oriented gradients (HOG) is a common visual feature, based on the orientation histograms obtained from 2D color/grayscale images, for human detection and human-pose estimation [16] [17] . Since HOG is computed based on gradients, it is to some extent invariant to the change in illumination. The proposed VISH measures the orientation and shape responses from a 3D point cloud and hence can be considered as a 3D adaptation of HOG.
To handle the large number of 3D points in a 3D point cloud, the distribution of the 3D points is summarized into a nonparametric distribution using VFH and shape extractors. The summarization is performed on overlapping 3D regions of the 3D point cloud so that the spatial ordering can be captured.
There are three steps to extract VISH from a 3D point cloud, namely 3D-point-cloud pre-processing, hierarchical structuring and feature extraction. In the pre-processing of 3D point cloud, 3D points corresponding to a human are extracted and outliers are removed to retain the 3D points of interest. This step is important to reduce the number of 3D points by keeping only the 3D points from the human for further processing. In the hierarchical structuring, the pre-processed 3D point cloud is partitioned and replicated into a tree structure as nodes. VFH and shape features are extracted from each node in the tree to provide a descriptor to represent each node. As the features are obtained based on histograms, coarse-level details are highlighted in large regions and fine-level details are highlighted in small regions. Therefore, the features from the point cloud in the tree can capture coarse level to fine level information.
A. Pre-processing of 3D Point Cloud
We assume that the person, whose pose is to be estimated, performs different actions in a predefined 3D region. Therefore, 3D points corresponding to the person can be extracted by filtering away 3D points outside the 3D region. Let P and R be the 3D point cloud captured from a TOF sensor and the set of 3D coordinates (points) in the predefined 3D region, respectively. The set of 3D points corresponding to the person, P A , is given by the intersection of the sets P and R, P A = P ∩ R.
Because of the measurement noise from the TOF sensor, there are outliers in the 3D point cloud P A . Smoothing or filtering techniques [18] can be used to remove the outliers by smoothing the spatial and temporal information of the 3D points. However, the size of the 3D points and the time interval for smoothing depend on the motion of the human and the sampling rate of the TOF sensor. Instead of estimating these two quantities, we assume the average distance between two neighboring points in the 3D point cloud P A follows a continuous cumulative distribution function F(·). Hence, the outliers can be detected by the pseudo-residual method [19] . Let D be the random variable of the average distance. Then, the random variable F(D) follows a uniform distribution U from 0 to 1; that is,
The auxiliary random variable, denoted as Z, for outlier detection is defined as
where Φ −1 (·) is the inverse of the cumulative distribution function of the standard normal distribution. Thus, the resulting point cloud, denoted as P H , after removing the outliers, can be derived by thresholding the deviation of the realization of the auxiliary random variable Z from the mean of the normal distribution.
B. Hierarchical Structuring
The 3D point cloud of a human in the predefined region P H is organized into a tree structure such that a node in the tree represents a set of 3D points in a 3D region and an edge represents the process of duplicating 3D points. In this paper, the 3D region is represented by a rectangular region (cuboid) but it could be represented by other shapes [20] as well. Nodes at different levels of the tree capture the spatial ordering of sets of 3D points. At the zeroth level (root level), the root node represents the 3D point cloud P H . Let M 0 be the set of the smallest cuboid that contains the points in the root node at the zeroth level. Let S n (·) be the function that splits a cuboid into a set of n exhaustive, continuous, mutually exclusive, and equal-sized cuboids. Let M i be the set of cuboids returned by the function S n i (·) at the ith level, where n i is the number of cuboids returned by the function S n i (·) at the ith level and n 0 is defined as 1. The jth element in M i is denoted as M i j . The set M i can be derived by the following recursive formula,
where is the set union, | · | is the cardinality of the input set and h is the height of the tree, with the convention that the root node is at level 0. In each cuboid M i j , i = 1, . . . , h, j = 1, . . . , |M i−1 |, 3D points from the 3D point cloud P H are extracted for feature extraction. Let P H (·) be the function that takes such cuboid as input and outputs a set of 3D points from the 3D point cloud P H that lies in the input cuboid. In the breadth-first fashion, we apply the function P H (·) to the cuboid at each level of the tree structure to obtain a set of collections of 3D points, denoted as W , as follows,
To illustrate the idea, Figure 1 shows an example of the hierarchical structuring when the height of the tree is 1 and the number of cuboids split (n 1 ) is 2. In the figure, the right side shows the smallest cuboid that contains the 3D point cloud P H from a person. The root node in the tree represents the smallest cuboid as shown on the upper left region. M 0 is the set that contains the cuboid. The cuboid is then divided into 2 sub-cuboids with equal volume by the function S 2 (·). The sub-cuboids are the children of the root node in the tree. M 1 contains the two sub-cuboids. Points from the 3D point cloud P H in each node of the tree are extracted and stored in W for feature extraction. In the example, W has three elements, denoted as W 1 , W 2 , and W 3 . Fig. 1 : An example of hierarchical structuring with the height of the tree being 1 and the number of cuboids split by S n 1 (·) being 2. The smallest cuboid, which contains the 3D point cloud P H from the person, is shown on the right side. The cuboid is divided into two smaller sub-cuboids with equal volume by S n 1 (·). All the cuboids are arranged into a tree structure as shown on the left upper region. Points from the 3D point cloud P H are extracted from each cuboid and grouped together in W for feature extraction.
C. Feature Extraction
Two features, namely VFH and shape features, are extracted from the set of 3D points in each cuboid. Let f(·) be the mapping from a set of 3D points to the row vector of VFH and shape features. VISH can be arranged into a row vector F and is found by concatenating all the features extracted from each element of W ; that is,
where W i is the ith element in W . Note that in the tree structure, 3D points in a child node are duplicated from its parent node. It provides an illusion that 3D points are redundant among different levels of the tree. However, VFH and shape features are the summarization of 3D points in cuboids. The features extracted from different scales of cuboids provide different levels of details in the summarization. In addition, the order of the set W provides useful information of spatial ordering of the 3D points from the human surface. In the tree, each 3D point appears exactly (h + 1) times. As shown below, the time complexity of extracting VFH and shape features is O(n). Thus, the proposed feature extraction is O((h + 1)n), where n is the number of 3D points. Moreover, experimental results show that h is typically small compared to n. Thus, the time complexity of the proposed feature extraction can be rewritten as O(n). VISH is asymptotically more efficient than AGEX, which has the time complexity O(n log n) [15] .
We next derive the VFH and shape features and analyze their time complexities.
1) VFH [10] : VFH is originally designed to estimate the 6 degree-of-freedom pose of rigid objects. Each 3D point in a 3D point cloud is first assigned a direction. The direction of a 3D point is found by three steps: 1) Find the k nearest neighbors of the 3D point; 2) Find the normal to the 2D plane that contains the 3D point and minimizes the average perpendicular distance between the nearest neighbors and the plane; 3) Set the normal to the 2D plane pointing towards the TOF sensor as the direction of the 3D point.
During the derivation of the normal (step 2), each 3D point, y, in the k nearest neighbors is represented by the summation of three vectors that form an orthonormal set; that is,
where a i is the weight corresponding to ψ i , and ψ 1 , ψ 2 and ψ 3 are vectors from the orthonormal set. Without loss of generality, let ψ 1 be the normal to the 2D plane. Let ψ 2 and ψ 3 be the two vectors that span the 2D plane. Then, the direction of the 3D point is given by ψ 1 that is found by minimizing the average squared error distance between y and the 2D plane. The average squared error distance in the k nearest neighbors, ε 2 (b), is given by
where b is a constant weight corresponding to ψ 1 , and E(·) is the expectation function. Taking the derivative of Eq. (8) with respect to b and setting it to zero, the local minimizer b * is given by
where T is the transpose operator. The minimum squared error distance can be written as
where Σ is the covariance matrix of y. It can be shown that the optimal ψ 1 for the minimum squared error distance is the eigenvector of Σ corresponding to the smallest eigenvalue. Then, VFH is formed by combining two components. The first component is the histogram of the pairwise pan, tilt and yaw angles between every pair of 3D points. The second component is the histogram of the angles between the viewpoint direction and the direction of each 3D point. The time complexity of VFH is O(n), where n is the number of 3D points [10] .
2) Shape: The shape of a 3D point cloud X is measured around the 3D centroid of X on the range image, denoted as I, which is the 2D projection of X . The 3D centroid, denoted as c, of X is defined as c = 1
Each pixel value in I represents the distance between the corresponding 3D point in X and the TOF sensor, with the convention that pixel values outside I are zeros. Let I(x, y) be the pixel value of I at the position (x, y). Let (x * , y * ) be the position on I where c is projected. The shape feature is defined as the row vector containing the pixels in the region of size (2w + 1) pixels by (2w + 1) pixels centered at the position (x * , y * ) on I. Let f s (X ) be the mapping from X to the row vector containing the shape feature of X . Then, f s (X ) can be expressed as f s (X ) = (I(x * − w, y * − w), I(x * − w, y * − w + 1),
. . . , I(x * − w + 1, y * − w), . . . , I(x * + w, y * + w)).
To compute the shape feature, all the 3D points in X are accessed to compute the 3D centroid. Then, (2w + 1) 2 pixels in the region on I are extracted. Typically, w is small compared to n. Thus, the time complexity of the shape feature is O(n), where n is the number of 3D points.
D. Comparison between VISH and VFH
The main difference between VISH and VFH is the spatial ordering of 3D point cloud. In VISH, VFH and shape features are extracted from the 3D point clouds in a tree. In VFH, the feature is extracted from the input 3D point cloud directly. As VFH is a histogram-based feature, extracting the feature from the input 3D point cloud directly can only capture the global properties of the point cloud. Any local properties (fine details) are suppressed. On the other hand, VISH can capture both the global and local properties by partitioning the input 3D point cloud into regions. Figure 2 shows the limitation of only capturing the global properties. In the figure, the subject at the bottom left is raising his/her left arm. The subject pose is represented by the VFH and the closest matches from a database are returned by k-NN as shown in the other regions. Some of the closest matches are raising the other arm. This shows that VFH gives a similar description among symmetric 3D human poses and cannot distinguish them. When the subject pose is represented by VISH, this ambiguity is removed as shown in Figure 3 . 
III. EXPERIMENTAL RESULTS
The proposed geometric feature was implemented in C++ using PCL [21] and tested on the Stanford TOF Motion Capture Dataset [8] , which contains 28 video sequences. The number of frames of the video sequences is shown in Table I . In the dataset, a subject performed different actions such as kicking and rotation, and was captured by a Swissranger Fig. 3 : Ambiguity of symmetric 3D human poses is removed using VISH. SR4000 TOF sensor. The range images were captured at 25 fps at a resolution of 176 pixels × 144 pixels. The groundtruth 3D joint locations of the subject were recorded by a commercial motion-capture system. The error metric, ζ , for each video sequence was defined as
where N f is the number of frames of the video sequence for testing, N s is the number of 3D joint locations measured by the motion-capture system at the sth frame, j s,i is the ground-truth 3D location of the ith joint at the sth frame,j s,i is the estimated 3D location of the ith joint at the sth frame and · 2 is the Euclidean norm. Two existing geometric features, namely VFH and AGEX, were implemented for comparison using k-NN and SVM. Each video sequence was divided into 5 equal parts randomly to perform 5-fold cross-validation.
In the pre-processing step, the predefined 3D region was set to be the 3D space with the depth ranging from -3 meters to -2 meters. 50 closest 3D points were used to estimate the average distance of each 3D point. The distribution function F(·) of the average distance was set to be normal distribution. 3D points were considered as outliers if their deviations from the mean of the normal distribution were larger than one standard deviation.
In the feature extraction step, two levels were used in the tree structure. Six cuboids were split from the smallest cuboid containing the root node. To estimate the direction of a 3D point, 3D points within 0.01 meters from that 3D point were used. The size of the 2D region used for shape feature was set to be 17 pixels × 17 pixels.
A. Evaluation using k-NN
The goal of the experiment is to evaluate the accuracy of 3D human-pose estimation using the proposed feature in a discriminative model. k-NN was used for learning the mapping from a geometric feature to a 3D human pose in the training database. The k nearest 3D human poses were then averaged to give the final estimate of the 3D human pose; that is,j
wherej i is the estimated 3D location of the ith joint and j p i
is the ground-truth 3D location of the ith joint of the pth closest match. Table II shows the quantitative result of the feature evaluation when k = 3. A bar chart of the errors using different features is shown in Figure 4 . The first bar corresponding to the error of VISH was significantly lower than the other two bars and it showed the strength of spatial ordering of 3D point cloud in VISH. The second bar shows the error of using VFH. The error was higher than that of VISH because VFH suffered from the limitation of describing the local properties of input 3D point cloud. The third bar shows the error of using AGEX. In AGEX, when the limbs of the person were moved, the geodesic extrema of the limbs might be switched or lost. It failed to look up the 3D human poses in the dataset. The overall error of the proposed feature was 0.017m. In VFH and AGEX, the overall errors were about twice and 4.6 times as much as that of the proposed feature, respectively. It shows that the proposed feature is more discriminative than the other two features. The overall error of features under different values of k in k-NN is plotted in Figure 5 . The overall error of VISH was the lowest among the three features when the value of k was changed. When the value of k started to increase from one, the error was decreased because the noise in the point cloud P H was averaged out. As the value of k increased, the error was first decreased, but started to increase because the details from the point cloud P H were also averaged out when k was too big. Overall, VISH is robust across a wide range of k in k-NN. The accuracy of the proposed feature was also evaluated using SVM. 1500 pose prototypes were used to model 3D human poses. They were found by running the k-means algorithm on the training video sequences. Table III shows the quantitative result of the feature evaluation. A bar chart of the errors using different features is shown in Figure 6 . The overall errors of VFH and AGEX were about 1.5 times and 2.4 times as much as that of VISH, respectively. It assures that the proposed feature performs better than the other two features. Note that the overall error incurred when using SVM was higher than the error incurred when using k-NN. The main reason is the quantization error in the pose prototypes when modeling the 3D human poses in a high-dimensional space.
IV. SUMMARY AND CONCLUSIONS
In this paper, we have proposed a geometric feature VISH, which is the 3D adaptation of HOG, for estimating human poses from a 3D point cloud. VISH is composed of preprocessing of 3D point cloud, hierarchical structuring and Fig. 6 : Feature evaluation using SVM. feature extraction. In the pre-processing step, region-based thresholding and pseudo-residual were used to stabilize the 3D point cloud from a person. The stable 3D point cloud was then organized into a tree structure in which VFH and shape features were extracted separately from each node in the tree. VISH was derived by combining all the features and therefore preserved the spatial ordering of the 3D point cloud. The spatial ordering was shown to be important in removing the ambiguity of symmetric 3D human poses. Two existing geometric features, namely VFH and AGEX, were implemented and compared with the proposed geometric feature. Both k-NN and SVM showed that the proposed geometric feature produces less errors than the other two features, suggesting that the proposed feature can describe the 3D point cloud more accurately for 3D human-pose estimation. The time complexity of the proposed feature extraction is asymptotically the same as that of VFH, which is O(n), and VISH is more efficient than AGEX, which is of time complexity O(n log n). Future work will be focused on the use of the proposed feature for real-time applications.
