This paper studies efficient detrending in cointegrating regression and develops modified tests for cointegration that use efficient detrending procedures. Asymptotics for these tests are derived. Monte Carlo experiments are conducted to evaluate the detrending procedures in finite samples and to compare tests for cointegration based on different detrending procedures. The limit theory allows for increasingly remote initial condition effects as the sample size goes to infinity.
INTRODUCTION
There is a large body of work on the theory of unit root tests and their multivariate versions in cointegrated time series. One of the directions in which the subject is presently moving is the development of tests with improved asymptotic properties (Schmidt and Phillips, 1992; Elliot, Rothenberg, and Stock, 1996; Hansen, 1995) . Monte Carlo results (see, e.g., Phillips and Perron, 1988; Schwert, 1989 ; DeJong, Nankervis, Savin, and Whiteman, 1992) indicate that unit root tests often have low power against plausible trend stationary alternatives, and, in consequence, much recent effort has been devoted to the construction of more efficient tests.
One of the mechanisms for increasing the efficiency of these tests is related to point optimal test procedures. When the time series model is a Gaussian AR(1) with unit error variance, the Neyman-Pearson lemma can be used to construct the most powerful test of a unit root against a simple point alternative. King (1988) provided a general discussion of such point optimal invariant tests, and Dufour and King (1991) developed the family of exact most powerful invariant tests. Elliot et al. (1996) applied this idea in the context of unit root tests. When the times series involves a deterministic component, Elliot et al. (1996) showed that power gains can be obtained by detrending under the alternative hypothesis beOur thanks go to Katsuto Tanaka and a referee for helpful comments on earlier versions of this paper. We also thank Glena Ames for her skill and effort in keyboarding the first version of this paper. Xiao thanks the Cowles Foundation for support under a C. Anderson Fellowship and Phillips thanks the NSF for research support under grant SBRBecause the directions with unit roots and roots less than unity are not immediately distinguishable in the n-dimensional coordinate system in which the time series Yt is observed, we have to transform or rotate the coordinate system so that the I(1) and I(0) components are separated. The first step in our procedure therefore involves a preliminary estimate of the directions of stationarity so that the rotation matrix can itself be estimated. We next run the QD detrending regression on the transformed data. The final test statistics are then constructed based on a reduced rank regression with the detrended data.
The outline of this paper is as follows. The next section presents the model structure. Section 3 develops an efficient detrending procedure for cointegrated systems and gives the limit distribution of the efficient detrended time series. A modified test for cointegration against a local alternative hypothesis is proposed in Section 4, and its asymptotic theory is developed. Section 5 discusses some additional issues concerning the effects of alternative initializations. The results of a small Monte Carlo experiment are reported in Section 6. Section 7 concludes. Proofs are given in Section 8.
A word on notation before we begin. We use the symbol => to signify weak convergence, and to signify equality in distribution. The term I(k) denotes integration of order k. All limits are taken as T -* oo, unless otherwise specified. To fix ideas for our analysis, we make the following assumptions on Yt.
STRUCTURE OF THE MODEL
Assumption RRR. In this model, the n-dimensional time series yt has s large autoregressive roots that are near unity with localizing parameters that arise from the matrix I -A = -T1-1,3L C,/, whose rank is at most s. This is the multivariate version (see Phillips, 1987b Phillips, , 1988 Phillips, , 1998 
A MODIFIED TEST OF n -r UNIT ROOTS AGAINST A LOCAL ALTERNATIVE
A key feature of the efficient unit root tests in Elliot et al. (1996) is that the trend parameters are estimated under a plausible local alternative hypothesis. The same idea can be used in tests for cointegrated systems, where the detrending procedure can be performed under a plausible local alternative. However, in this case, the formulation is not as straightforward because of the multivariate nature of the procedure.
For the vector time series Yt defined by (2) (or (3)) in Section 2, we consider the null hypothesis of r cointegration vectors, Ho: rank(t) = r, or equivalently, Ho: there are n -r unit roots, i.e., C = 0. When the alternative is "T is of full rank," then Yt is (trend) stationary, and OLS detrending is asymptotically efficient under the alternative (Grenander and Rosenblatt, 1957) .
Next consider the following local alternative, H, there are n -r roots local to unity and C = diag [Cr+,.. ., c j. In this case, when we perform efficient detrending under Hc, we estimate the trend coefficients based on quasi-differenced data in the n -r directions that are local to unity and estimate the trend coefficients in other directions by OLS. Under the null hypothesis Remark 6. The derivation of the limit theory depends on the asymptotic behavior of the product moment matrices of the detrended data. These asymptotic properties are verified and the proof of Theorem 3 is given in Section 8.
Remark 7. In the detrending regression, we used OLS regressions based on quasi-differenced data. Joint estimation of the trend coefficients from a seemingly unrelated (SUR) regression on (8') could also be used, and whether or not there is a further efficiency gain from the use of SUR regression depends on the form of the deterministic trend. For the polynomial trend given in Section 2, no gain is obtained from the SUR regression because the space spanned by xt is the same as the space spanned by A5xt.
Remark 8. If we consider another alternative H': there are n -r -1 unit roots and one root local to unity, then an efficient detrending procedure under this alternative would estimate the trend coefficients based on fully differencing in the n -r -1 directions that have unit roots and QD in the direction that is local to unity. In this case, the detrending procedure treats different directions in different ways, which is reflected in the limit distribution of the detrended data. More generally, we can consider local alternative H": there are n -r -s (s > 0) unit roots and s roots local to unity. This is the localized version of the model considered in Johansen (1996, chap. 14) in which there are r cointegrating vectors under the null and r + s cointegrating vectors under the alternative. Again, to apply the idea of efficient detrending under the alternative, we should fully difference the n -r -s directions that have unit roots and quasi-difference the s directions that are local to unity.
The same idea can be employed for the alternative Hc in the way that we perform QD by using different local parameters cj(j = r + 1, . When ,/ is unknown we can use a preliminary estimate of /3, obtained from a reduced rank regression in the usual way, to construct a rotation of the coordinate system. Then, we reestimate ,8 and calculate the modified test from a new reduced rank regression with the efficiently detrended data. Hence, we suggest the following three-step algorithm for testing in a cointegrated system.
Step 1 
J2_
Step 3 Remark 11. In all of these cases, the estimator for the intercept term Y21 iS inconsistent. In most of the cases, the estimator of Y2 1 iS of order T'1/2, However, for the estimation procedure (E3), when there is finite variance, the rate of divergence in the estimator of Y21 iS lower than that of the other estimators and we have to use another scaling matrix G. As a result, the variance of 721 in this case is lower than that of the other cases.
Remark 12. The invertibility of fXthX depends on c not equaling 0 because the constant term and the coefficient of the linear trend t are unidentified when c = 0. For values of c close to zero, the trend coefficients will be poorly estimated. About generating the random variables and calculating the test statistics, pseudorandom normal variates are generated using the GAUSS subroutine RNDN, and trace statistic LR, is calculated using COINT 2.0, the software developed for unit root and cointegration testing (Ouliaris and Phillips, 1994). The power of the LR test based on these detrending procedures is examined. The finite sample critical values of the tests are calculated from simulations based on 10,000 replications (Table 1) . We also calculated the approximated critical values for the asymptotic distribution based on a Monte Carlo simulation using Gaussian random variates and T = 400 (Table 2) . Table 3 reports the empirical size of these tests using the critical values given in Table 2 . To compare the power of different tests, we calculated the size corrected power, i.e., the Monte Carlo rejection rates when the actual 5% critical value computed for that model is used to calculate the rejections. Table 4 reports the empirical power of the cointegration tests for Case 1, and Table 5 ing procedures depends on the distributional form of the process, more efficiency gain is generally achieved in Case 2, which is consistent with the Monte Carlo results in unit root tests. An explanation of this phenomenon in unit root testing is given by Phillips and Lee (1996) . A choice of c value around -13.5 has been found in simulations to be a generally good default choice, whereas choices of c closer to 0 provide less favorable results. One of the reasons for this phenomenon is that the constant term and the coefficient of the trend t are unidentified when c = 0, as discussed earlier. As a result, for c close to 0, the inverse matrix [fX5Xf] l1 is unstable and the trend coefficients are poorly estimated.
CONCLUSION
This paper analyzes efficient detrending procedures in cointegrated time series regression. Tests for cointegration based on these detrending procedures are developed, and the limit distributions of these new tests are derived. Some limited Monte Carlo evidence indicates that the efficient detrending procedures and the efficiently detrended tests for cointegration perform reasonably well in finite samples. Because the directions of nonstationarity and stationarity are usually not known a priori in multivariate time series, some preliminary estimation and transformation of the system need to be performed before detrending. The LR test statistics, which are constructed from a reduced rank regression with the detrended data, are functions of certain eigenvalues of the product moment matrices corresponding to the smallest squared canonical correlations. The asymptotics of these tests are generally dependent on the specific directions in which the QD is performed, and the cancellation of nuisance parameters in the limit distributions depends crucially on the asymptotic behavior of these product moment matrices of the detrended data. Certain relationships among the limiting product moment matrices have been verified in this paper to validate these tests for cointegration. When the initial observation has variance that grows with the sample size, the initial value plays a role in the asymptotic theory of the estimate of the trend coefficients and can influence the limit distribution of the test statistics, as in unit root tests. Some differences between models with and without intercepts are also found in the analysis, and, again, this extends earlier findings on unit root tests. 
