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Abstract
The hyporheic zone (HZ) is an area of interaction between surface and ground
waters present in and around river beds. Bidirectional mixing within the
HZ, termed hyporheic exchange flow (HEF), plays significant roles in nutri-
ent transport, organic matter and biogeochemical processing in rivers. The
functional importance of the HZ in river ecology and hydrology suggests that
river managers should consider the HZ in their planning to help compromised
systems recover. However, current river restoration planning tools do not
take into account the HZ. This paper describes a novel multiscale, transfer-
able method that combines existing environmental information at different
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spatial scales to identify areas with potentially significant HEF for use in
restoration prioritization and planning. It uses a deductive approach that is
suited for data-poor case studies, which is common for most rivers, given the
very limited data on the spatial occurrence of areas of hyporheic exchange.
Results on nine contrasting European rivers, demonstrate its potential to
inform river management.
Keywords: hyporheic zone, statistics, hyporheic exchange flow, cluster
analysis, catchment management, river basin management
1. Introduction
The hyporheic zone (HZ) (Orghidan, 1959) is a region where surface and
ground waters mix together within the bed and banks of a river. It is char-
acterized by a diverse fauna and by a bidirectional flow of water known as
hyporheic exchange flow (HEF) (Robertson and Wood, 2010). A large body
of scientific literature has shown that both the physical and the biological
components of the HZ play a major role in river functioning (Findlay, 1995;
Brunke and Gonser, 1997; Krause et al., 2011). HEF is important for nu-
trient transport and cycling (Triska et al., 1993; Battin et al., 2008), stream
water temperature variation (Dugdale et al., 2018), contaminant deposition
and breakdown (Palumbo-Roe et al., 2017; Fuller and Harvey, 2000), organic
matter processing (Sobczak and Findlay, 2002; Zarnetske et al., 2011; Drum-
mond et al., 2014; Danczak et al., 2016) and the distribution and abundance
of ecological communities (Dole-Olivier et al., 2014; Boulton, 2007; Battin
2
et al., 2016). Perhaps the best-known examples of the importance of HEF
on driving ecological processes concern the supply of oxygen into the sedi-
ment (Corson-Rikert et al., 2016; Gibbins et al., 2016) and the modulation
of biogeochemical transformation (i.e. denitrification and nitrification pro-
cesses) (Wood and Armitage, 1999; Mendoza-Lera and Datry, 2017; Nogaro
et al., 2010; Heppell et al., 2014). As result of the strong and growing scien-
tific evidence that HEF support ecosystem level processes in river systems,
restoration practitioners have started to incorporate measures that promote
HEF to mitigate water quality impacts, support biodiversity and increase
ecological resilience (Hester and Gooseff, 2011; Mendoza-Lera and Datry,
2017).
Restoration measures can induce or enhance HEF through the generation
of hydraulic gradients (e.g.large wood, step-pools), creation of geomorpholog-
ical heterogeneity (i.e. bedforms, sediment sorting, meandering, realignment)
and reduction in sediment load (e.g. sediment traps) (Hester and Doyle,
2008; Schirmer et al., 2014; Gordon et al., 2013; Tuttle et al., 2014). How-
ever, at present there is little guidance on appropriate siting of restoration
measures to locations where HEF has the greatest potential to be enhanced.
Furthermore, most of the hyporheic-restoration work has thus far focused
on in-channel factors, and has not expressly considered the hierarchy of pro-
cesses at larger spatial scales that may influence HEF. As HEF is defined
by the interaction between surface and groundwater, both surface and sub-
surface conditions influence the occurrence of HEF at multiple spatial scales
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(Boano et al., 2014). In fact, hyporheic exchange exhibits scale-dependency
where HEF at reach and sub-reach scale is influenced significantly by larger-
scale hydrogeological patterns and processes (Boano et al., 2006; Wo¨rman
et al., 2007; Cardenas, 2007, 2008; Stonedahl et al., 2010; Aubeneau et al.,
2015). This fractal dimension to HEF (Wo¨rman et al., 2007) means that the
occurrence, rates, spatial patterns and temporal variability of HEF are de-
termined by the interaction of physical, chemical and biological processes in
the river valley and catchment (Boano et al., 2014; Ward, 2016). There are a
large number of factors that influence these processes, which can be divided
into five broad and overlapping categories: (1) hydrological, (2) hydrogeo-
logical, (3) topographic, (4) anthropogenic and (5) ecological (Table A1 in
Supplementary Material, Table 1, Table 2). Currently no framework exists to
represent the complexity of multiple inter-related and cross-scale processes
affecting the importance of HEF, taking account of typical data availabil-
ity (Ward, 2016), in river restoration prioritization and planning. Several
analytical, probabilistic, and deterministic approaches have been developed
to quantify and predict HEF (e.g. stream - tracer injection experiments,
one- dimensional advection, dispersion, transient storage models, river net-
work models) (Hester et al., 2017; Cardenas, 2015; Gomez-Velez and Har-
vey, 2014; Boano et al., 2014; Cardenas, 2008; Cardenas and Wilson, 2007;
Cardenas et al., 2004; Kasahara and Wondzell, 2003; Storey et al., 2003;
Wroblicky et al., 1998; Wondzell and Swanson, 1996; Harvey and Bencala,
1993). These different modelling approaches have helped to disentangle the
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mechanisms driving hyporheic mixing from a theoretical perspective and to
quantify HEF at very fine scales, e.g. sub-reach. Where detailed topograph-
ical data are available, approaches based on channel planform and bedforms,
like NEXSS, are applicable (Gomez-Velez and Harvey, 2014) However, the
bathymetric data needed to accurately map channel bedforms for NEXSS are
only available for a limited number of rivers, either large navigable lowland
rivers, like the Mississippi (Gomez-Velez and Harvey, 2014), or headwater
streams with low turbidity, for which bathymetry data can be measured us-
ing bathymetric LiDAR or photogrammetric techniques (for a review, see
Grabowski et al. (2014)). Consequently, such approaches are not suitable for
initial evaluation of hyporheic exchange for all channels in a river network in
most catchments.
Alternatives to these methods are hydrological classifications approaches,
which have been identified as both organizing frameworks and scientific tools
for river research and management (Olden et al., 2012). Those approaches
are common in the literature because they integrate factors and principles
controlling hydrological processes and the causes of variations (Olden et al.,
2012). They have several advantages: they are geographically independent
and use available high-quality hydrological, geological, topographical and
ecological datasets that make deductive reasoning a valid approach to define
spatial patterns in hydrological characteristics (Olden et al., 2012). The de-
ductive approach requires an accurate choice of environmental factors and
the underlying process-interactions in order to ensure that the data are rep-
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resentative of the total existing variation (Kennard et al., 2010).
Restoration measures could be used at different scales to promote HEF,
but tools are needed for practitioners that target the HZ to help them priori-
tize restoration sites, select approaches (i.e. measures) and monitor physical
and ecological responses (Palmer et al., 2010; Hester and Gooseff, 2011; Hes-
ter et al., 2016; Mendoza-Lera and Datry, 2017). In this paper we propose a
novel and transferable method to identify potential areas of HEF in river net-
works by combining and evaluating environmental data at reach, segment,
and catchment scales. The multiscale method merges statistical analyses
with a priori knowledge on the processes controlling the HEF and their re-
lationships to provide an assessment of HEF across broad spatial scales and
where the availability of measured or modelled hyporheic data is scarce or
absent. This deductive approach, using high-quality hydrologically-relevant
environmental datasets that relate to the processes that enhance or limit
HEF, avoids the reliance on detailed site-specific information of HEF, which
is rarely available for most rivers, to inform restoration prioritisation and
planning.
2. Material and Methods
In this research, we developed and applied a multiscale statistical method
to identify potential suitable areas for HEF-focused restoration (Figure 1).
The term suitable refers to conditions where factors indicate that HEF has
the potential to exist. The method is used in hierarchy and consists of a
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supervised system that classifies HEF at three spatial scales (catchment,
segment and reach). It is based on environmental factors that hydrological
theory suggests be related with hyporheic flow (Table 1, 2 and Table A1
in Supplementary Material) but which association to diagnose HEF in river
systems has not been studied. The multiscale method represents a deduc-
tive approach to HEF classification that is geographically independent and
depicted by a mosaic of factors across the catchment. It uses readily avail-
able spatially comprehensive datasets rather than extensive hyporheic data
as inputs, cause those are often not available at scales of analysis greater
than sub-reach and reach scale (>100 m), and finally expert knowledge. In
this paper we present the application of the method to three scales, but the
formulae and the rationale explained are applicable to a finer resolution of
scales. The multiscale statistical approach involves a series of steps applied
sequentially to the harmonized data at catchment, segment and reach scales
(Figure 1):
1. Step 1: Variable subsetting- the definition of several subsets of vari-
ables from factors that are identified as linked to HEF (Section 2.2).
The outcome of Step 1 is a set of testable datasets.
2. Step 2: Variable selection - uses exploratory data mining techniques
(PCA and X-Means cluster analysis) to reduce the dimensionality of
the input space from Step 1 and to identify factors that are the most
related to potential HEF. The outcome of Step 2 is several clusters
from each of the tested subsets from Step 1 (Section 2.3).
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3. Step 3: Hyporheic classifier - the semantic characterization of clusters
and the assignment of a classifier 1 (i.e., suitable) and 0 (i.e., unsuitable)
for every cluster in each tested subsets by an expert (Section 2.4).
4. Step 4: Classifier merger - uses a mathematical combination function
to merge the classifier produced for each cluster and each subset by
Step 3 (Section 2.5). The output of Step 4 is a single dataset of the
merged cluster classifiers across subsets.
5. Step 5: Large scale information merger - the final step involves the ap-
plication of a mathematical combination function to join the output
of Step 4 from one scale with the next larger scale (Section 2.6). The
output of Step 5 is a single dataset of the merged cluster classifiers
across scales.
The end result of the classification is a binary classification of suitable and
unsuitable areas of HEF for clusters of unique variable combinations at each
spatial scale (Figure 1). The algorithm was developed using the R scripting
language (R Core Team, 2015) and relies on the implementations of X-Means
1 running on the D4Science 2 services (Coro et al., 2013, 2015)(Figure 1).
1https://i-marine.d4science.org/group/biodiversitylab/data-miner?
OperatorId=org.gcube.dataanalysis.wps.statisticalmanager.synchserver.
mappedclasses.clusterers.XMEANS
2https://i-marine.d4science.org/group/biodiversitylab/data-miner
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Figure 1: Main steps of the method including Step 1 “Variables subsetting” (Section 2.2),
Step 2 “Variables selection”(Section 2.3), Step 3 “Hyporheic classifiers” (Section 2.4), Step
4 “Classifier merger” (Section 2.5), Step 5 “Large scale information merging” (Section 2.6).
Cog wheels refer to automatized steps while the person symbol refers to expert supervised
steps.
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2.1. Environmental Data
2.1.1. Selection of environmental data
The environmental data used to develop our method consisted of fac-
tors identified in the literature as potential influencing HEF within detailed
studies. The association of these factors to diagnose hyporheic conditions in
river system has not been studied before. Data were retrieved from remotely
sensed and national datasets and consisted of hydrological, hydrogeological,
topographic, anthropogenic and ecological factors (Table 1, Table 2). Hydro-
logical factors related to the quantity of water entering and flowing through
the catchment, and expression of surface and groundwater flows, includes
river and groundwater discharge (Dragoni and Sukhija, 2008; Ward et al.,
2012; Voltz et al., 2013). Hydrogeology encompasses factors that affect the
distribution of groundwater in aquifers and subsurface flows: geologic proper-
ties (porosity, grain size, hydraulic conductivity), heterogeneity of rocks, type
of aquifers and soils (Brunke and Gonser, 1997; Kasahara and Wondzell, 2003;
Jones et al., 2008; Packman et al., 2006; Bardini et al., 2012; Hartwig and
Borchardt, 2015; Kasahara et al., 2013). Topographic factors were included
because topography produces discontinuities in the direction of groundwater
flows, thus determining areas of groundwater discharge and recharge, and of
stream gradient and channel sinuosity (Anderson et al., 2005; Boano et al.,
2006; Wo¨rman et al., 2006, 2007; Caruso et al., 2016). Similar to topography
and hydrogeology, anthropogenic factors influence HEF at multiple spatial
and temporal scales. For instance, land cover and use (e.g. agricultural
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practices) were included as a factor because directly impacting on evapo-
transpiration, surface runoff, soil compaction, and erosion at valley scale, all
of which significantly impact on river hydrology and might represent a sedi-
ment source to reduce HEF (Ryan et al., 2010; Didone´ et al., 2014). Finally,
ecological factors related to the river-valley lateral and vertical hydrological
connectivity include riparian, in-channel vegetation, and in-channel wood.
Vegetation dynamics can potentially feedback on the temporal variability of
HEF and likely increase the spatial heterogeneity of this ecological- hydro-
logical relationship.
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Table 1: Environmental data for the UK case studies
Variables Dataset Format Resolution Source
Elevation
DTM,
LIDAR
ASCII
GRID
5 m
1 m
Digimap
Bedrock;
Superficial
Geology
Bedrock
Superficial
Geology
Shapefile
1:50,000
1:625,000
BGS50
BGS625
Soils;
Aquifers
European
Soil Database;
Groundwater
Resources maps
of Europe
Shapefile
1:1,000,000
1:500,000
ESDAC
JRC
Vegetation
Land Cover 2007
River Habitat
Survey
GeoTIFF
raw data
25 m
CEH
EA
Precipitation
Gridded
monthly
1981-2010
ASCII
GRID
5 km MetOffice
Air Temperature
Gridded
daily
1981-2010
ASCII
GRID
5 km MetOffice
River Flows Mean daily Discharge
Point
data
EA,
CEH
Bank;
in-channel
geology
River Habitat
Survey
Raw data,
miscellaneous
SPoint
data
EA
Land Cover
and Use
Land Cover 2007
River Habitat
Survey
GeoTIFF 25 m
CEH
EA
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Table 2: Environmental data for the Polish case study
Variables Dataset Format Resolution Source
Elevation DTM ASCII GRID
25 m,
10 cm
EEA
BNP
Bedrock;
Superficial
Geology
Bedrock &
Superficial
Geology
Shapefile
1:250,000 GeoLog
BNP
Hydrogeology;
Aquifers
Polish
Geological
Institute;
National
Research
Institute
Shapefile 1:50,000
PSH
BNP
Precipitation
Gridded daily
1951-2013
GeoTIFF 5 km
BNP
(Berezowski et al., 2016)
Air
Temperature
Gridded daily
1951-2013
GeoTIFF 5 km (Berezowski et al., 2016)
River Flows Discharge Row data Point data (Byczkowski and B., 2004)
Groundwater
flows
Groundwater
levels
Row data Point data BNP
Soils;
peat depth
Soil type,
peat depth
Shapefile BNP
Land Cover CORINE GeoTIFF 25 m EEA
2.1.2. Spatial discretization and data transformation
Data pre-processing included spatial delineation of catchments segments
and reaches for our case of study. At first, catchment boundaries were delin-
eated using the Hydrology toolset of the Spatial Analyst Toolbox of ArcGIS
10.2. Secondly, segment units, as sections of river that experience similar
valley-scale influences and energy conditions, were delineated based on dis-
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continuities in the gradient along the longitudinal profile of the river network
and in sub-catchment areas. The number of segments in a catchment was
related to the increase in catchment area due to tributary confluences. The
confluence was deemed significant when the sub-catchment area drained by
the tributary, was greater than 20% of the main stem catchment area imme-
diately upstream of the junction (Gurnell et al., 2014). River reaches were
delineated based primarily on their channel planform. The river channel was
divided into sinuosity units based on changes in the axis of the overall plani-
metric course. The units that differed in sinuosity by more than 10% were
considered separate reaches.
Continuous temporal and spatial variables (i.e. temperature and eleva-
tion) were summarized by summary statistics (mean, standard deviation,
minimum and maximum) (Figure 1, Table A2 and Table A3 in the Supple-
mentary Material). For spatial fuzzy variables (i.e. bedrock geology) the
relative contribution of each bedrock class (i.e. chalk geology) was expressed
as percentage of occupied surface area with respect to the variable overall
area and then scale in the range 0 and 1 (Figure 1, Table A2 and Table A3 in
the Supplementary Material). Spatial categorical variables as permeability
classes, were numerically ranked according to the number of classes (i.e. very
high=4, high=3, low=2, very low=1)(Figure 1, Table A2 and Table A3 in
the Supplementary Material).
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2.2. Step 1- Variables subsetting
The full set of data containing the environmental variables for all case
study, is manually subset into groups of variables. This is a necessary pre-
liminary step to statistical discriminant analysis, otherwise not directly ap-
plicable given the large set of information reporting dependent variables,
noise or missing data. Furthermore, there are usually more variables than
rivers that cause difficulties in identify similarity between variables of each
group of rivers and minimize the similarity between groups using statistical
discriminant analysis. These subsets can contain overlapping variables (e.g.
sharing one variable) and can be semantically driven (e.g. subset of aquifer
type or temperature ranges) (Figure 1). The subsets will be analyzed inde-
pendently. At the end, the independent analysis of multiple variable subsets
will provide information about discarded variables that are not correlated to
HEF in either Step 2 or Step 4.
2.3. Step 2- Variables selection
In Step 2, the variable subsets are analysed independently using princi-
pal component analysis (PCA) to explore patterns in data variability among
rivers and then complemented by cluster analysis to identify combinations
of variables possibly indicating hyporheic responses in a given river area.
First, a PCA is performed to reduce the dimensionality of the input space
(Jolliffe, 2002). By selecting only the principal components associated with
the largest eigenvalues, new vectors are obtained in the transformed-space
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that have smaller dimensions. These vectors are associated to the largest
variance directions of the principal components and hence selected for the
cluster analysis (variables selection) (Figure 2). Discarded variables can still
be included and analysed in other variable subsets or scale, if the presence of
those variables is known to be important for HEF. At this stage, the reduced
dimensional space is optimized with respect to the information (variance)
contained in the data, thus facilitating the application of cluster analysis to
the PCA output (Ding and He, 2004). Our method uses the distance- based
X-Means algorithm (Pelleg et al., 2000) a variant of the most common K-
Means (MacQueen, 1967). The X-Means algorithm was chosen after testing
the DBScan density-based clustering algorithm (Ester et al., 1996), which
did not produce meaningful grouping of the case studies, i.e. in most of the
cases vectors were all classified as outliers. Contrarily to K-Means, XMeans
requires indicating a minimum and a maximum number of clusters (Kmin
and Kmax). The algorithm applies KMeans to the data for all the possible
K values in the indicated range. KMeans finds the best assignment of the
vectors to the K clusters and produces a score for this assignment, based on
the average squared distance of the points to their clusters centroids (dis-
tortion measure). XMeans reports the output of the KMeans execution that
produced the best score. The associated K is the best number of clusters.
XMeans is also more efficient with respect to KMeans, because it uses kd-
trees (Bentley, 1975) and blacklisting as support to the processing. The
X-Means algorithm (Pelleg et al., 2000) is applied to the PCA-transformed
16
vectors, generating optimal grouping (clusters) of vectors according to their
distances. Clustering the dimensionally-reduced, PCA-transformed vectors
helps to find the best grouping in this space, since the vectors belonging
to the same cluster are close in the PCA-transformed space (Ding and He,
2004). Each cluster produced by XMeans is characterized by a centroid,
which is a representative vector of the cluster. In our method, the cen-
troid is interpreted as a summary of the characteristics of the cluster in the
PCA-transformed space. Re-projecting the clusters centroids to the original
space allows obtaining the coordinates of the centroids expressed in terms
of the original variables. Re-projection is mathematically possible although
the PCA transformed space has reduced dimensionality with respect to the
original space. However, during this step, some information is lost, hence our
method analyses the distribution of the variables onto the re-projected cen-
troids. Specifically, we calculate the distances between the variable value and
the coordinates of the re-projected centroids for each variable. The number
of times a centroid coordinate is closest to a real-data value is also recorded.
A tolerance threshold of 25% is applied, before the final clustering, on the
features having the most uniform distributions over the centroids. This step
allows the selection of variables that are equally distributed over the cen-
troids, and accounts for the loss of information during the re-projection.
The following example illustrates the criteria used to retain or discard
the variables. Suppose 2 data clusters are identified for 8 rivers, defined by
vectors of elevation, channel gradient and temperature. If 4 elevation values
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are determined to be closest to cluster A and the other 4 to cluster B, the
elevation variable would be retained, because the 25% tolerance threshold is
exceeded (i.e. >2 rivers assigned to a cluster). If 2 channel gradient values
were assigned to cluster A and 6 to cluster B, the channel gradient variable
would be discarded because the threshold (>2) is not exceeded. And, if 5
temperature values were assigned to cluster A and 3 to cluster B, temperature
would be retained in the analysis. In conclusion, by construction of the PCA
algorithm, if the variables are independent and carry high variance, then
the PCA-transformed space would correspond to the original space. Thus,
the centroids would take all of the variables into account, resulting in equal
distributions of the vectors coordinates on the centroids coordinates (Ding
and He, 2004). A variable that is not assigned to a cluster does not indicate a
missing value for that cluster, but it has been discarded during the clustering
analysis.
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Figure 2: The distribution of the vectors of two variables, average elevation and slope of
UK rivers and their related PCAs. The new axes identify the largest variance directions
(explained var.); the red circle represents highly correlated points that mostly contribute
to the correlation matrix. The values are scaled as requested by the PCA.
2.4. Step 3- Hyporheic classifiers
The unique combinations of variables that are generated by the cluster
analysis (Step 2), and their centroids are used to assess suitable and unsuit-
able areas for HEF-restoration for a river area using human expertise. The
expert provides a semantic description to each cluster in each subset using the
centroid of the cluster and then assigns an hyporheic classifier, 1 (suitable)
or 0 (unsuitable), which indicates if the environmental conditions depicted
by the clusters lead (i.e. 1) or not (i.e. 0) to HEF. The use of expert knowl-
edge is required because empirical data on HEF is not available for all of
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these unique combinations. The expert bases this assignment on the variable
types, the distribution of the variables in each cluster and on the knowledge
of the hydrological, hydrogeologic, topographic, anthropogenic and ecologi-
cal factors that yield HEF following the relationships summarized in Table
A1 in the Supplementary Material. At the end of the Step 3, the initial
set of variables has been factored into clusters, semantically described and
labelled (examples Tables A6, A7, A8 in the Supplementary Material). The
next section explains how these clusters are combined, which corrects errors
in the cluster label assignment and cluster analysis.
2.5. Step 4- Classifier merger
Classifiers for each cluster and subset are merged together using a math-
ematical combination function. The criterion used for the mathematical
combination function is to indicate that areas of HEF are suitable only if
over half of the hyporheic classifiers indicate that it is suitable. The mathe-
matical combination function allows us to account for errors in the hyporheic
classifiers due to mis-labelling of the clusters. The combination function is
the normalized sum of all the sub-classification for each case study:
Cs(r) = ∑Ni=1Csi(r)
N
C(r) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, Cs(r) > 50%
0, otherwise
where r is the complete set of variables associated to a river area; si is
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the i-th (of N) variable subset; Csi(r) is the i-th binary hyporheic classi-
fication over the si variable subset; Cs(r) is the normalised sum of all the
sub-classifications for the river area r and C(r) is the final classification
function. If Cs(r) is higher than 50%, the river area r is classified as suit-
able, otherwise the classifier assesses unsuitable. This threshold was set after
heuristic evaluation of a small (20%) subset of our data.
2.6. Step 5- Large scale merging
To increase the accuracy of predictions as the spatial scale becomes finer,
the last step of the method is to combine the binary classifiers from different
scales using a downscaling approach. The rationale behind the combination
function is the following: if the system predicts that HEF areas are suitable
in a river at a large spatial scale, then it is more likely to present suitable
areas at smaller spatial scales nestled within the larger area. For example,
a positive (binary 1) classification at catchment scale suggests that suitable
environmental conditions exist for HEF in the catchment area. At this scale
of analysis, the accuracy of the classification is generally higher because it is
not required to precisely identify the specific location of hyporheic exchange.
Hence, a smaller-scale classifier can use the information from a larger-scale
classifier because it represents the presence of factors that drive HEF. Our
method embeds this approach using a bonus function (20% weighting in the
equation) that combines the output of a classifier with the output of the
next-largest-scale classifier. The classification is recalculated for finer scales
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as follows:
Clarge(r) = Cs(r) + 20%Clargescale(r)
C(r) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, Clarge(r) > 50%
0, otherwise
Where Cs(r) is the normalized sum of all the sub-classifications for river
area r, and Clargescale(r) is the dichotomic score of the first larger scale.
Also in this case, the threshold (50%) has been set after heuristic analysis
on a small (20%) subset of our data.
3. Results
This section reports the results of the application of the multiscale statis-
tical method to the nine test catchments. The cluster results were compared
to expert opinion (Section 3.1) and discussed at each spatial scale (Section
3.2).
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Figure 3: Panels A and B represent the locations of the two cases of study UK (A) and
Poland (B). Panels C,D,E represent the River Dove in UK and the examined spatial scales:
catchment (C), segments (D), reaches (E). In panel A the numbers refer to: (1) the River
Wye,(2) the River Dove, (3) the River Tern, (4) the River Exe, (5) the River Tone, (6)
the River Frome, (7) the River Piddle, (8) the River Rother, (9) the River Biebrza. The
yellow points in panel E refer to literature studies carried out on that particular reach of
the catchment by Dunscombe (2011).
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Table 3: Selected Rivers in Europe. Coordinates (WGS84) refer to the downstream-most
point in the case studied rivers, which was used for catchment delineation
River
catchment
Latitude
Longitude
Catchment Area
(km2)
Bedrock
Geology
Dove
53.207;
-1.928
212.154
Carboniferous
Limestone
Wye
53.327;
-1.851
270.776
Carboniferous
Limestone
Exe
51.160;
-3.830
103.162
Permo-Triassic
Sandstone
Tone
51.088;
-3.380
461.857
Permo-Triassic
Sandstone
Frome
50.835;
-2.652
467.610
Cretaceous
Chalk
Piddle
50.835;
-2.431
202.471
Cretaceous
Chalk
Tern
52.945;
-2.336
852
Permo-Triassic
Sandstone
Rother
51.087;
-0.926
379.795
Greensand
Sandstone
Biebrza
54.188;
22.625
7062.618
Marl
Sands
3.1. Validation and reliability of the classification results
The X-Means algorithm identified three optimal clusters in all the three
spatial scales considered in the study. To evaluate whether the developed
multiscale statistical approach could identify suitable and unsuitable areas
for hyporheic exchange to occur, the reliability of the identified clusters was
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evaluated by examining the representativeness of the variables among the
clusters against human expertise by the authors. In the assessment, the lead
author manually assigned one of the interpretations of the XMeans clusters
(i.e. 1 or 0) to each river catchment (i.e. 8 catchments and 118 variables
for the UK case of study; 86 variables for the Polish case study), segment
(51 segments and 48 variables for the UK case of study; 10 segments and
35 variables for the Polish case study) and reach (135 reaches and 59 vari-
ables for the UK case of study; 11 reaches and 74 variables for the Polish
case study). At this stage, the expert evaluation differs from the expert in-
formation within the model (Step 4) because it is performed on the original
environmental data (Section 2.1) and not on the clusters. A confusion matrix
was used to assess the agreement between the expert assignment (binary 1
and 0) and X-means clusters as the percentage of matching assignments (ab-
solute percentage of agreement). Furthermore, the Cohen’ s Kappa (Cohen,
1960) was calculated to estimate the agreement between the expert and the
model compared to purely random assignments. The X-Means results agreed
generally with expert opinion indicating reliable semantic interpretations of
the categories identified in the clusters variations. At catchment scale the
absolute percentage of agreement is 88% and 75%, at segment 75% and 78%
and at reach 74% and 82% for the UK and Polish case studies respectively
(Table 4, Table 5).
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Table 4: UK case study: confusion matrix for classification at the catchment, segment and
reach scale
Clustering Catchment scale
Expert Classifier 1 Classifier 0 Total
Classifier 1 4 1 5
Classifier 0 0 3 3
Total 4 4 8
Agreement 4 3 7
By Chance 2.51 1.50 4.01
Fleiss Landis-Koch
Kappa 0.75 Good Substantial
Absolute % of agreement 88%
Clustering Segment Scale
Expert Classifier 1 Classifiers 0 Total
Classifier 1 16 7 23
Classifiers 0 6 22 28
Total 22 29 51
Agreement 16 22 38
By Chance 9.92 15.92 25.84
Fleiss Landis-Koch
Kappa 0.48 Good Moderate
Absolute % of agreement 75%
Clustering Reach scale
Expert Classifier 1 Classifier 0 Total
Classifier 1 25 7 32
Classifier 0 27 70 97
Total 52 77 129
Agreement 25 70 95
By Chance 12.90 57.90 70.80
Fleiss Landis-Koch
Kappa 0.42 Good Moderate
Absolute % of agreement 74%
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Table 5: Polish case study: confusion matrix for classification at the catchment, segment
and reach scale
Clustering Catchment scale
Expert Classifier 1 Classifier 0 Total
Classifier 1 1 1 2
Classifier 0 0 2 2
Total 1 3 4
Agreement 1 2 3
By Chance 0.52 1.53 2.31
Fleiss Landis-Koch
Kappa 0.5 Good Moderate
Absolute % of agreement 75%
Clustering Segment scale
Expert Classifier 1 Classifiers 0 Total
Classifier 1 24 9 33
Classifiers 0 7 7 7
Total 24 16 40
Agreement 24 7 31
By Chance 19.81 2.82 22.61
Fleiss Landis-Koch
Kappa 0.48 Good Moderate
Absolute % of agreement 78%
Clustering Reach scale
Expert Classifier 1 Classifier 0 Total
Classifier 1 3 0 3
Classifier 0 2 6 8
Total 5 6 11
Agreement 3 6 9
By Chance 1.36 4.36 5.72
Fleiss Landis-Koch
Kappa 0.62 Good Substantial
Absolute % of agreement 82%
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As the binary classifiers for each scale in Step 5 take account of the
information from the next-largest scale (i.e. catchment classifiers influencing
segment classifiers) to represent the scale dependence in HEF, the model
performance is expected to increase within decreasing scale. In the UK case of
study, the catchment scale effectively added information to the segment scale
(Step 5) because the agreement increases of 1 percentage point (Table 6).
However, in the Biebrza application, no performance increase was detected
(Table A4 in Supplementary Material).
Table 6: UK case study Step 5: confusion matrix segment agreement with enrichment of
the 20% using the information of the catchment
Clustering Segment-Catchment
Expert Classifier 1 Classifier 0 Total
Classifier 1 22 1 23
Classifier 0 11 17 28
Total 33 18 51
Agreement 22 17 39
By Chance 14.88 9.88 24.76
Fleiss Landis-Koch
Kappa 0.54 Good Moderate
Absolute % of agreement 76%
3.2. Prediction of HEF at different spatial scales
HEF suitable and unsuitable areas were predicted at all three spatial
scales for the examined rivers (Figure 3, Table 3). At catchment scale, un-
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suitable conditions for HEF are predicted for the Rivers Dove, Exe, Tone and
Wye (Figure 4). These rivers are predominantly characterized by confined
or semiconfined aquifers, poorly sorted superficial deposits, from coarse sand
to silt and clay (>50% cover over the catchment). In contrast, for the Rivers
Frome, Piddle, Tern and Rother, the semi-automatic classification method
predicts suitable areas for HEF to occur. The clusters for these rivers depict
predominantly complex aquifers with flows though fractures and discontinu-
ities, terrigenous deposits with sorted sand and gravel (30 to 45%), silt and
clay deposits less than 20% of cover on the catchment.
At segment scale, HEF is found to be characterized by suitable areas for
all the identified segments in the Rivers Piddle, Tern, Wye and the Biebrza
River (Figure 4, Table 3). Conversely, HEF is predicted to be low for all the
segments in the Rivers Dove, Rother and Tone. The Rivers Exe and Frome
are predicted to have a mixture of suitable and unsuitable HEF areas in dif-
ferent segments. Where suitable HEF condition is predicted, the clusters are
mainly characterized by sandstone geology, a low fraction fine sediments (be-
tween 10 and 30% cover over the segments), large fraction of sorted gravel and
sand deposits (between 20 and 50% cover over the segments), channel sinu-
osity of ≥ 1.2 and low channel gradient (0.002). In segments with unsuitable
conditions for HEF, the clusters describe mudstone and sandstone geology,
low channel gradients, high percentage of clay and fines (>55% cover) and
high percentage of arable and grassland (>70% cover) within 150 m of the
river channel. For the Biebrza River, the segments which are predicted to
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have suitable HEF conditions are characterized by sinuosity ≥ 1.3, high per-
centage of gravel and sand deposits ( >40%), high percentage of productive
aquifer, and low percentage of pasture lands (<10%) within 150 m of the
main river channel.
Table 7: Frequency of the categories, suitable 1, unsuitable 0 HEF in the catchments,
segments, reaches.
River
Catchment Segment Reach
1 0 1 0 1 0
Biebrza 1 - 10 - 5 6
Dove - 1 - 8 - 19
Exe - 1 3 4 - 16
Frome 1 - 5 1 37 1
Piddle 1 - 4 - 15 6
Rother 1 - - 10 - 11
Tern 1 - 4 0 - 9
Tone - 1 - 6 - 10
Wye - 1 6 - - 11
Finally, at reach scale, the multiscale statistical method predicted suitable
HEF areas for 3 rivers of the 9 evaluated: the Frome, Piddle and Biebrza
(Figure 4, Table 3). Generally, the clusters indicating suitable conditions
for HEF exhibit a low percentage of in-channel vegetation (2-10% of the
reach), gravel substrates (>10%), very low percentage of silt and clay deposits
(<1%), presence of pools and riﬄes (5-10%), and a low percentage of poached
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or overgrazed river banks (<5%). Cluster indicating unsuitable HEF areas
are mainly described by poached river banks, presence of in-channel emergent
vegetation and reeds, low percentage of gravel substrates, low number of
pools and riﬄes, and low mean flow velocity. In the Biebrza River, clusters
indicating suitability relate to superficial geology dominated by peat (80%
cover on the entire reach) and mud (10%), while those indicating unsuitability
are dominated by mud (60%) and peat (<10%) deposits, low percentage of
sand and gravels, and high percentage of unsorted till deposit (>50%) and
pasture lands.
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Figure 4: Grey-scale coded maps of the case study rivers based on suitable“1” (grey scale)
and unsuitable “0” (white) areas of HEF. a) the Biebrza River, b) the Dove River, c)
the Exe River, d) the Frome river, e) the Piddle River, f) the Rother River, g) the Tern
River, h) the Tone River, i) the Wye River. Yellow points refer to field data of HEF from
Dunscombe (2011); Anibas et al. (2012); Krause et al. (2011).
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4. Discussion and Conclusion
The multiscale statistical method was developed and applied to nine
rivers across Europe to identify suitable and unsuitable reaches, segments
and catchments for HEF-focused restoration. The results of the classifica-
tion showed good to moderate agreement (Cohen’ s Kappa) with expert opin-
ion, indicating reliable categories and semantic interpretations of the clusters.
Reasonable agreement is also observed with in-situ empirical data from previ-
ous studies, given the unavoidable differences in scale between these detailed
local research studies (1 m- 1 km) and our broad scale approach. In this
section we discuss the results of the classification against field observations
of actual HEF, the major predictors of suitable and unsuitable areas (Section
4.1) and finally the domain of application of the method (Section 4.2).
4.1. Linking processes to factors
At each spatial scale (catchment, segment and reach), cluster results show
groups of predictors that influence the determination of suitable and unsuit-
able areas for HEF-restoration. Hydrological factors (i.e. groundwater level,
discharge) influence HEF by changing surface water flow regimes and distri-
butions of hydraulic head (Table A1 Supplementary Material). Hydrogeo-
logical factors affect water flowing through the river bed by sediment grain
size, sediment heterogeneity, and depth, therefore promoting spatially diverse
hyporheic exchange (Packman and Salehin, 2003), Table A1 Supplementary
Material). Topographic factors, such as catchment gradient, individual bed-
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forms and bedforms sequences, valley confinement, author hydrodynamic and
hydrostatic forces that affect the variability of HEF from cm to km scale (Ta-
ble A1 Supplementary Material). Anthropogenic factors such as in-channel
structures (i.e. weirs, dams), land management and land use, impact HEF by
modifying river stage fluctuations, changing sediment delivery and channel
complexity, and by altering vertical hydraulic gradients (Table A1 Supple-
mentary Material). Also vegetation has long been known to exert a strong
control on land surface hydrology by moderating streamflow and groundwa-
ter recharge (Table A1 Supplementary Material). As an ecological factor,
vegetation feedbacks on the temporal variability of HEF and likely increase
the spatial heterogeneity of this ecological hydrological relationship. This
section presents the different factors affecting suitable and unsuitable HEF-
restoration areas and compares the HEF predictions at reach scale to in-situ
empirical data from previous studies.
High percentages of poached banks, emergent in-channel vegetation, im-
proved grassland, and low geomorphological complexity, and low number
of pool-and-riﬄe sequences, were associated with unsuitable reaches in the
Frome (1 reach) and in the Piddle catchments (15 reaches). Dunscombe
(2011) observed weak vertical hydraulic gradients (VHGs) at the head and
tail of riﬄes in both the Rivers Frome and Piddle, indicating little to no HEF
at this scale. This is a finer scale than the prediction of our model which
overall classifies that reach as unsuitable (Figure 4e). These neighboring
catchments are found in the south of England and are underlain by chalk
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bedrock. Chalk has a high secondary porosity, and groundwater flows easily
through fractures and fissures in the bedrock to these gravel-bed rivers (Wa-
ters and Banks, 1997). The combination of a permeable chalk geology and
coarse sediment would be expected to strongly support HEF (Morrice et al.,
1997; Hiscock, 2007). However, there are several reasons for unsuitable con-
ditions in these rivers: (i) the pronounced groundwater flows create strongly
gaining and losing conditions in reaches, which drive contraction (gaining)
or expansion (losing) of HZ and shortening of HEF paths (Wondzell and
Gooseff, 2013; Fox et al., 2014; Malzone et al., 2015, 2016); ii) the rivers have
few instream geomorphic features that would generate advective pore water
flow into, through and out of the river bed (Elliott and Brooks, 1997; Tonina
and Buffington, 2009); and iii) high fine sediment loads have led to clogging
of the coarse gravel bed (Boulton and Hancock, 2006; Pretty et al., 2006).
Several studies have shown that chalk rivers in England have elevated fine
sediment loads, derived principally from cultivated agricultural land (Walling
and Amos, 1999; Collins and Walling, 2007; Grabowski and Gurnell, 2016)
and grazing pressure (Trimble and Mendel, 1995; Bilotta and Brazier, 2008;
Bilotta et al., 2010). Also, in-channel vegetation appears be an important
factor at this scale of analysis. While vegetation patches have been shown
to narrow the active channel, increasing water velocities and mobilizing the
gravel bed Cotton et al. (2006), the localised reduced velocities within vegeta-
tion patches promote deposition of sediment and organic matter, decreasing
bed permeability and reducing or eliminating HEF (Salehin et al., 2004; En-
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sign and Doyle, 2005; Corenblit et al., 2007). For the Wye River, the results
of the statistical method agreed with Dunscombe (2011) observations (weak
VHGs), while for the Rivers Tone, Dove, the predictions did not align with
field data. Our method predicts unsuitable areas for HEF at the reach scale
along the Tone and the Dove, while Dunscombe (2011) observed strong pat-
terns of up- and downwelling flows at the head and tail of riﬄes on both
rivers. For the River Tern, all reaches were identified as unsuitable areas
by our method, however empirical HEF data at a pool-riﬄe-pool sequence
showed temporal flow patterns occurring around this geomorphic feature at
the sub-reach scale (Krause et al., 2011; Hannah et al., 2009).
Suitable areas for HEF were predicted consistently across all spatial scales
for the Rivers Dove and the Tone, but not for the Tern, Wye, Rother, Pid-
dle, Frome, Exe and Biebrza. At catchment scale, the clusters for the Dove
and Tone are characterized by well distributed variables: sandstone is mixed
with mudstone and siltstone bedrock geology and clay and silt superficial
deposits represent more than the 50% of the catchment. Similarly, the hy-
drogeology is dominated by unconfined but low-producing aquifers. While
the sandstone bedrock would normally support surface-subsurface exchange
(Hiscock, 2007), the low-conductivity superficial deposits characterizing the
clusters (more than 50% of the catchment area) would likely limit or restrict
vertical hyporheic flow. Indeed, the role of local sediment deposits in prevent-
ing or limiting groundwater-surface water interactions has been recognised
for unconfined alluvial channels (Gurnell et al., 2014). At segment scale,
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clusters characterized by low slopes, high percentage of in-channel fine sed-
iments, and extensive arable lands around the river channel are depicted in
the clusters, possibly suggesting an impact of sediment delivery from the
surrounding lands and simplification of landscape complexity (Gooseff et al.,
2007; Boano et al., 2014).
At reach scale, suitable conditions for HEF were predicted in some reaches
of the Biebrza, Frome and Piddle (Figure 4). For the Biebrza River, the
reaches identified as suitable (Figure 4a) in our classification corresponded in
spatial extent to one reach of our analysis, which were previously observed to
have upwelling and sections of recharge (Anibas et al., 2012). These reaches
were characterized mainly by a geology of peat and peat mixed with mud.
Our clusters identified peat as an important variable controlling HEF at the
reach scale. This reflects the underlying process controls, as the physical
structure and stratigraphy of peat has pronounced influence on the dynam-
ics of water retention, storage and solute transport (Rezanezhad et al., 2016).
Anibas et al. (2012)described two main types of peat soils that showed differ-
ent behaviors in driving HEF flows at the sediment-water interface; soil I has
a loose structure, covered in reed vegetation and characterized by high flow
fluxes, while soil II is more compact and has lower flow fluxes. In our data for
the Biebrza, peat characteristics are heterogeneous across reaches, varying
from loose, similar to soil type I, to more compact and mud-dominated, sim-
ilar to soil type II. Therefore, the overall assessment and spatial distribution
of HEF predictions at reach scale in the Biebrza catchment are supported by
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the findings of Anibas et al. (2012).
A possible reason of the difference in outputs between the predicted HEF
conditions by the multiscale approach and in-situ observations is the different
spatial and temporal resolutions. In-situ measurements commonly focuses on
an individual bedform or feature or sequences of them (i.e. meter to 10s meter
scale) are influenced by temporal variations that are not considered in the
proposed approach. Moreover, the resolution of geomorphological data used
in these case studies is coarser than the detailed, sub-reach-scale observations
of HEF. River Habitat Survey (RHS) data was used as point estimates of
in-channel conditions. While RHS data is ideal for this type of analyses
in many ways (e.g. UK-wide coverage, reach survey scale), it is a visual
appraisal of river habitats and geomorphic features, and does not involve
topographical or hydrogeological measurements (Raven et al., 1996). RHS
assesses river habitat within a 500 m long reach using 10 “spot-checks” and a
sweep-up survey to count key features or river channel. Whilst it does record
many features relevant to hyporheic flow (e.g. vegetation type, artificial
structures, channel substrate and emergent bedforms), it does not quantify
or map these features at a sub-reach scale, which is the scale used in many
empirical studies of hyporheic flow. Spatial resolution explains differences
by scale where suitable areas for HEF to occur are predicted only at spatial
scales larger than the reach scale (i.e., River Tern and River Rother).
Finally, results in Table 6 depict a scale-dependence effect between catch-
ment and segment scales. The small increment (1 percentage point) in the
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confusion matrix suggests that upper hierarchical levels inform on general
conditions at low resolution and exert constraints on the lower level, which
informs at higher resolution and provides mechanistic explanation for higher
levels.
4.2. Application to river restoration planning
This study proposes a multiscale statistical method to identify where HEF
potentially occurs at catchment, segment, and reach scale, i.e. an area that
is suitable for HEF-based restoration. The approach and results presented in
this study use readily available environmental datasets, enabling the method
to be transfered to other catchments. Restoration practitioners are increas-
ingly considering the HZ in their management plans because of the crucial
role it plays in river biogeochemical processing and the transferring of solutes
and oxygen between surface waters, groundwater and the HZ (Findlay, 1995;
Nogaro et al., 2010; Mendoza-Lera and Datry, 2017). Thus, there is a strong
need to provide river managers and restoration practitioners with a tool that
can be applied to any catchment, and which is flexible enough to work with
the data sources available in different regions and countries.
As highlighted by other framework approaches, i.e. REFORM (Gurnell
et al., 2014), structuring the analysis around multiple scales improves spa-
tial and temporal understanding of the variability of environmental factors
in river systems and how reaches have been impacted by catchment-scale
changes. Therefore, our approach supports broader restoration planning that
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includes catchment-scale solutions (Merill and Tonjes, 2014; Wortley et al.,
2013; Hester and Gooseff, 2011).
To assist river restoration practitioners, we propose that this multi-scale
statistical process be run as a preliminary assessment step in restoration
planning to identify and possibly prioritize restoration actions (i.e. reach
locations) across a catchment. Restoration managers can benefit from the
classification analysis by evaluating how well hydrological, hydrogeological,
topographical and ecological factors describe hyporheic drivers (Figure 5).
First, by interrogating the clusters generated by Step 2, managers can be in-
formed about: i) environmental and hyporheic-drivers on the targeted areas,
ii) identify areas with the same hydrological, hydrogeological, topographical
and ecological context, and iii) are spatially unique. Second, by examining
the final confusion matrices (Step 4), which embed a summary of knowledge
across the domains of hydrology, geology, and hyporheic theories and their
related environmental data, and provide insights into the spatial variabil-
ity of HEF in a catchment. Finally, by using the results of the multi-scale
assessment (Step 5), river managers can define a posteriori what processes
management actions are important for each reaches and then feedback to
management actions.
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Figure 5: Multiscale prediction of hyporheic flows using intrinsic (i.e. aquifer type, bedrock
geology) and dynamic factors (i.e. land use, superficial sediment) and potential restoration
approaches. “1” refers to likely presence of HEF and “0” to unlikely presence of HEF.
The definitions of terms can be found in the text.
Considering the above information, river managers can choose between
“passive” and “active” approaches. For example, some of the factors depicted
in the clusters will be intrinsic (i.e. bedrock geology) and cannot be changed
by management measures, while others will be dynamic (i.e. land use, veg-
etation, channel geomorphology) and therefore might become a target for
catchment or river management. If suitable HEF conditions are predicted, a
passive approach will likely be preferred and include measures that do not
directly address hyporheic conditions but that take advantage of HEF to pre-
serve and maintain, for example, habitat diversity or soil erosion reduction
(The River Restoration Centre, 2013). The passive approach would include
in-situ evaluation to verify that the method predictions are representative of
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local conditions. Conversely, if unsuitable HEF conditions are predicted, an
active approach can be adopted, and local or restoration measures applied
accordingly to the factors involved. For example, the case study on the River
Rother showed suitable conditions for HEF to occur at catchment scale (i.e.
complex aquifer, gravel to sand deposits), while unsuitable conditions were
predicted in segments and reaches (i.e. low channel gradient and sinuosity,
clay and lenses). An active restoration approach would be appropriate to im-
plement local restoration measures for enhancing local hyporheic flows and
ecological functioning in this river (Figure 5).
In our opinion, the identified factors for HEF have intuitive general va-
lidity, but we expect that in other applications the method would be tai-
lored to site-specific characteristics and applied to other factors. At reach
and sub-reach scales, the classification is generally limited by the resolution
and quality of the available data. This is a general issue when using envi-
ronmental surrogates of hydrological processes, especially due to the coarse
resolution of the data (Olden et al., 2012). We qualitatively compared the
prediction of the method on available empirical hyporheic evidence that was
i) spatially and temporally limited to local scales, ii) collected using multiple
methods, and iii) focused on specific geomorphic features, such as bedforms,
that likely trigger local advective HEF even when catchment conditions limit
larger-scale flows. In the future, we expect this evidence-based problem to be
overcome by technology and more complete and uniform metadata associated
with hyporheic studies.
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Finally, existing scientific literature suggests that knowing how and what
to prioritize in restoration actions for aquatic ecosystems are fundamental
to effective restoration planning (Wohl et al., 2005). There is an increasing
emphasis on addressing hyporheic zones into restoration to allow more com-
prehensive hydro-ecological understanding of aquatic ecosystems; our model
can support restoration as a first-order assessment to target HZ and thus
provide the greatest benefits to restoration plans.
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