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Summary
Orthogonal frequency division multiplexing (OFDM) has been adopted in several
wireless communication systems to provide high transmission rate, increase frequency
eciency and combat multi-path fading. Due to the reuse factor reduction, the
same frequencies are reused in adjacent cells, which causes an attendant increase
in co-channel interference (CCI). CCI has already become the limiting factor in the
performance of OFDM based cellular systems.
CCI cancellation algorithms can be divided into two classes based on the number
of antennas used for transmission and reception. The rst class, named multiple an-
tenna interference cancellation (MAIC), usually exploits transmit, receive, or space
diversity, or directional gain provided by multiple antennas and additional coding
schemes. The second class, called single antenna interference cancellation (SAIC),
cancels CCI by only one receive antenna. CCI cancellation by MAIC is particu-
larly challenging in the downlink since the cost of the performance enhancements
obtained through MAIC techniques is the added cost of deploying multiple antennas,
the space, multidimensional signal processor and circuit power requirements of these
extra antennas. Therefore, this thesis focuses on the SAIC techniques, which will still
perform an important role in the near future. However, since the use of additional
antennas in the mobile terminal has already been specied in the next generation
mobile communication systems, the analysis and results are also extended to the
domain of receiver diversity.
Joint detection (JD) and lter based blind interference cancellation (BIC) are the
two most prominent classes of SAIC. BIC does not need to demodulate the interfering
signals and is capable of canceling a single interferer if the modulation scheme is only
xvii
one-dimensional, e.g., BPSK and GMSK. BIC is not applicable when the desired
signal occupies two dimensions per transmitted symbol, e.g., QPSK and 16QAM. On
the other hand, JD detects the interfering signals in addition to the desired signal.
It can obtain very accurate reconstruction and mitigation of the interfering signals
compared to BIC but at a cost of increasing complexity.
Joint maximum a posteriori (JMAP) produces a posteriori probability for each
symbol, which can be exploited in the turbo code. A SAIC algorithm named sequen-
tial channel estimation-adaptive JMAP (SCE-AJMAP) is proposed. SCE-AJMAP
sequentially estimates channel transfer functions at every received symbol. SCE-
AJMAP decodes the desired and interfering data based on a joint trellis. The joint
trellis is generated by combining the trellis of each convolutional encoder of the de-
sired and interfering base stations. The sequentially updated channel estimates are
used to update the joint trellis to track the rapid amplitude changes caused by fast
fading channels. However, the calculation complexity of SCE-AJMAP depends on
the constraint length of the encoder and channel length, which makes it impractical
due to the prohibitive complexity.
Similar to JMAP, the time domain joint maximum likelihood sequence estimation
(JMLSE) searches the joint trellis to nd the most likely transmitted symbol sequence
out of all the possible sequences by using the maximum likelihood criterion. The total
number of states in the joint trellis depends on the total channel memory length and
therefore, the computational complexity and processing delay can be prohibitive.
A frequency domain JMLSE algorithm named least mean square-blind JMLSE
(LMS-BJMLSE) is proposed for OFDM systems. In OFDM, the channel transfer
function for each subcarrier can be represented by a single complex coecient and this
leads to a low complexity algorithm, whose computational complexity is independent
xviii
of the channel length. LMS-BJMLSE employs the least square estimation (LSE)
for initial channel estimation of the desired signal and is blind with respect to the
interfering signals. LMS-BJMLSE employs LMS for joint channel estimation and
JMLSE for the joint symbol detection.
However, LMS-BJMLSE requires a long training sequence (TS) for channel esti-
mation, which reduces the transmission eciency. The reason is that JMLSE is very
sensitive with respect to channel estimation errors. In order to solve this problem, a
subcarrier identication and interpolation algorithm is proposed, in which the sub-
carriers are divided into small groups based on the channel's coherence bandwidth,
and the slowest converging subcarrier in each small group is identied by exploit-
ing the correlation between the mean-square error (MSE) produced by LMS and
the mean-square deviation (MSD) of the desired channel estimate. The identied
poor channel estimate in each group is replaced by the interpolation result using
the adjacent subcarriers' channel estimates. Simulation results demonstrate that the
proposed algorithm can reduce the required training sequence dramatically for both
the cases of single interference and dual interference. The work is also extended to
the domain of receiver diversity, which provides a huge improvement in the BER
performance.
Furthermore, despite the fact that the error probability of JMLSE is very critical
for analyzing performance, to the best of our knowledge, its mathematical expression
has not been derived for MQAM-OFDM yet. One way to compute the error proba-
bility is to condition on each of all the possible transmitted signal pairs and compute
the probability that the received signal will cross a decision region boundary. This in-
volves integrating a multi-dimensional Gaussian distribution that has no closed-form
solution and the accuracy may be limited by the chosen numerical integration rou-
xix
tine. Another way is to upper and lower bound the error probability with computable
quantities. In this thesis, rstly, both the upper bound (UB) and the conventional
lower bound (CLB) are derived based on a genie-aided receiver, which is originally
developed for the BPSK modulation scheme. Secondly, in order to reduce the gap
between CLB and the simulation results, a new tighter lower bound (TLB) is derived
by replacing the genie with a less generous one. TLB is proved to be much tighter
compared to CLB. Finally, those derived error probability bounds are generalized for
the receiver diversity scheme and veried by simulation results.
The thesis is organized into four main chapters preceded by an introduction, and
terminated by a conclusion. All chapters are summarized below:
Chapter 1. Introduction describes the objective of this research by introducing
the co-channel interference (CCI) in OFDM based mobile communication systems.
Chapter 2. An Overview of Conventional Co-channel Interference Can-
cellation Algorithms provides a classication of CCI cancellation algorithms based
on the number of antennas used for transmission and reception. The motivation and
research background of this thesis are also explained.
Chapter 3. The Sequential Channel Estimation-Adaptive Joint Maxi-
mum A Posteriori (SCE-AJMAP) Algorithm describes a JMAP based SAIC
algorithm named SCE-AJMAP, which outperforms the conventional MMSE-JMAP
algorithm under fast-fading channels.
Chapter 4. The Least Mean Square-Blind Joint Maximum Likelihood
Sequence Estimation (LMS-BJMLSE) Algorithm describes a blind JMLSE
algorithm, whose computational complexity is much lower compared to the SCE-
AJMAP algorithm. The proposed LMS-BJMLSE is blind to interference, which
means neither training sequence nor pilot from interference is needed. A subcarrier
xx
identication and interpolation algorithm is proposed to reduce the required training
sequence length and improve the transmission eciency. The work is also extended
to the domain of receiver diversity.
Chapter 5. The Error Probability Bound Analysis of JMLSE Based
Interference Cancellation Algorithms for MQAM-OFDM Systems derives
the upper bound (UB), the conventional lower bound (CLB), and the tighter lower
bound (TLB) for MQAM-OFDM systems based on a genie-aided receiver. TLB
is compared with CLB to prove that TLB can reduce the gap between simulation
results and probability bounds. Finally, those derived error probability bounds are
also generalized for the receiver diversity scheme and veried by simulations.
Chapter 6. Conclusions summarize the research work presented in this thesis
and the future works.
xxi
1Chapter 1
Introduction
Orthogonal frequency division multiplexing (OFDM) has been adopted in several
wireless communication systems to provide high transmission rate, increase frequency
eciency and combat multi-path fading. The principles of OFDM have been in ex-
istence for several decades. However, this technology had not attracted many re-
searchers until only in recent years, and it quickly moved into practical implementa-
tion in modern communication systems[1]. OFDM is based on FDM access methods
to broadcast the high amount of digital data through the frequency spectrum. OFDM
multiplexes the radio signals into multiple independent subcarrier signals which are
then transmitted simultaneously at dierent frequencies to the receiver.
OFDM has been adopted in several wireless LAN standards, HIPERLAN2, IEEE
802.11a, and IEEE 802.16a, etc. OFDM has also been adopted in the next generation
mobile communication systems like the 3GPP long term evolution (LTE) system. In
LTE, due to the reuse factor reduction, the same frequencies are reused in adjacent
cells, which causes an attendant increase in co-channel interference (CCI). CCI has
already become the limiting factor in the performance of OFDM based cellular sys-
tems. The eects of CCI on multi-carrier communication systems have already been
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evaluated in [2], where the author demonstrates that CCI severely degrades the bit
error rate (BER) performance of cell-border users and interference cancellation is
required.
CCI cancellation algorithms can be divided into two classes based on the number
of antennas used for transmission and reception. The rst class, named multiple
antenna interference cancellation (MAIC), usually exploits transmit, receive, or space
diversity, or directional gain provided by multiple antennas and additional coding
schemes. The second class, called single antenna interference cancellation (SAIC),
cancels CCI by only one receive antenna.
This chapter gives an introduction about the basic principles of OFDM and CCI
in OFDM based cellular systems. The classication of CCI cancellation algorithm
will be introduced in the next chapter.
1.1 Introduction to OFDM Systems
In OFDM systems, the total data rate to be sent in the channel is divided by the
number of subcarriers, i.e., the data rate for each subcarrier is greatly slowed down.
By this way, due to the enlarged symbol period comparative to the delay spread,
OFDM symbols experience a slow at fading in multi-path propagation environment.
Inter-symbol interference (ISI) is minimized and equalization design is much simpler
compared to the narrow-band signal systems. Besides, separate dierent modula-
tion/demodulation schemes could be used for each subcarrier to suit for a particular
type of channel. All the subcarriers in OFDM systems are orthogonal signals created
by the frequency gap and time synchronized so that they do not end up into inter-
ference in the frequency domain. Fig. 1.1.1 shows the overall frequency spectrum
of a simple OFDM signal comprised with six subcarriers. It is noticed that the zero
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Figure 1.1.1: The overall frequency spectrum of an OFDM signal comprised with 6
subcarriers.
crossings all correspond to the peaks of adjacent subcarriers. In this way, the use
of orthogonal subcarriers would allow the subcarriers' spectra to overlap and this
way greatly increases the spectral eciency compared to traditional FDMA systems.
As long as the orthogonality is maintained, it is still possible to recover the individ-
ual subcarriers' signals despite their overlapping spectrum. Inverse discrete Fourier
transform (IDFT)is used to form an orthogonal basis set. IDFT of a signal can be
Figure 1.1.2: Inter-symbol interference (ISI) caused by multi-path fading channel.
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Figure 1.1.3: The OFDM transmitter block diagram.
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Figure 1.1.4: The OFDM receiver block diagram.
represented as a linear combination of the orthogonal sinusoids. Therefore, IDFT
is used at the OFDM transmitter to map an input signal onto a set of orthogonal
subcarriers, i.e., the orthogonal basis functions.
Similarly, discrete Fourier transform (DFT) is used at the OFDM receiver to
process the received subcarriers. FFT and IFFT are used to speed up the calculation.
Since orthogonal basis functions are uncorrelated, the correlation performed in DFT
for a given subcarrier only sees energy for that corresponding subcarrier. The energy
from other subcarriers does not contribute to their uncorrelated subcarriers. However,
in practical world, this condition can not be obtained. Due to the spectrum of OFDM
signal is not strictly band limited, multi-path fading channel will cause subchannel to
spread the power into the adjacent channels. This is called inter-symbol interference
(ISI). By adding an extra guard interval (GI) at the beginning of every symbol, ISI
can be completely suppressed in an OFDM signal. Fig 1.1.2 shows ISI caused by
multi-path fading channel. The yellow part is GI and the green part is transmitted
OFDM symbol. When GI is longer than the channel impulse response, or the multi-
path delay, ISI can be completely canceled. The length of GI is usually dependent
1.1. Introduction to OFDM Systems 5
0 1 2 3 4 5 6
-10
1
OFDM subcarrier1 in time domain
am
pl
it
ud
e
0 1 2 3 4 5 6
-10
1
OFDM subcarrier2 in time domain
am
pl
it
ud
e
0 1 2 3 4 5 6
-10
1
OFDM subcarrier3 in time domain
am
pl
it
ud
e
0 1 2 3 4 5 6
-10
1
OFDM subcarrier4 in time domain
am
pl
it
ud
e
0 1 2 3 4 5 6
-10
1
OFDM subcarrier5 in time domain
am
pl
it
ud
e
0 1 2 3 4 5 6
-10
1
OFDM subcarrier6 in time domain
am
pl
it
ud
e
time (s)
Figure 1.1.5: The six orthogonal subcarriers in the continuous-time domain.
on the specic application. However, GI also reduces the overall data throughput.
Fig. 1.1.3 and Fig. 1.1.4 show the OFDM transmitter and receiver respectively. In
the transmitter, the transmitted high speed data is rstly converted into parallel data
of K sub-channels. Then the transmitted data of each parallel channel is modulated
by a BPSK, QPSK or 16QAM modulator.
Let us consider a modulated baseband data sequence of K subcarriers, d =
(d0; d1;    ; dK 1). The transmitted symbol after IFFT is given by
s(t) =
1X
n= 1
K 1X
k=0
dk(n)e
j2fk(t nTk)g(t  nTs) (1.1.1)
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Figure 1.1.6: The real part and imaginary part of the transmitted OFDM signal in
the continuous-time domain.
s(t): transmitted symbol after IFFT
dk(n): modulated baseband signal of subcarrier k at time n
fk: frequency allocated for the k-th subcarrier
g(t  nTs): pulse shaping waveform of each OFDM symbol
Ts: symbol duration of each OFDM symbol
After the insertion of GI, the OFDM symbol is given by
s^(t) =
1X
n= 1
K 1X
k=0
dk(n)e
j2fk(t nTtotal)g(t  nTtotal) (1.1.2)
1.2. Introduction to Co-channel Interference in OFDM Systems 7
Table 1.1: Simulation parameters for BPSK-OFDM, QPSK-OFDM and 16QAM-
OFDM.
Number of subcarriers 128
FFT length 128
Modulation scheme BPSK, QPSK and 16QAM
Channel AWGN
Guard interval length 23
where Ttotal is the total symbol duration after GI insertion.
At the receiver side, the received signal r(t) is processed by a GI remover to
remove the GI. An orthogonal detector based on FFT is then applied to the signal
after it is down converted to the IF band. The detected signal is given by
d^k(n) =
1
Ts
Z Ts+Ttotal
nTtotal
r(t)e j2fk(t nTtotal)dt (1.1.3)
Fig. 1.1.5 shows the six orthogonal subcarriers in continuous-time domain. Fig.
1.1.6 shows the real part and imaginary part of the transmitted OFDM signal in
continuous-time domain. A simulation about OFDM-BPSK, OFDM-QPSK and
OFDM-16QAM under AWGN channels is also performed. The simulation param-
eters are dened in Table 1.1. Fig. 1.1.7 shows the BER performance vs. SNR for
BPSK, QPSK and 16QAM under AWGN channel.
1.2 Introduction to Co-channel Interference in
OFDM Systems
OFDM has been adopted in several wireless LAN standards like HIPERLAN2, IEEE
802.11a and IEEE 802.16a, etc and has also been adopted in the downlink of the
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Figure 1.1.7: The BER performance versus SNR for BPSK-OFDM, QPSK-OFDM
and 16QAM-OFDM under AWGN channel.
3GPP long term evolution (LTE) mobile communication system. Since frequency
factor of one is used in LTE to avoid frequency planning, system capacity is severally
limited by co-channel interference (CCI) from other users or base stations using the
same frequency band. The presence of downlink CCI caused by frequency reusing in
mobile communication systems is showed in Fig. 1.2.1 [3]. The base station using
frequency f1 in the center receives the interference from the base stations which are
also using frequency f1. Fig. 1.2.2 shows the uplink CCI caused by a mobile user who
is trying to communicate with a remote base station. If this mobile user is using the
same frequency as the desired user, it will block the desired user's signal in the base
station side. The eects of CCI on multi-carrier systems such as MC-CDMA and
OFDM have been studied in [2, 4]. They have demonstrated that CCI is devastating
and CCI cancellation is required. One way to reduce the eect of CCI is to reduce
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Figure 1.2.1: Downlink CCI caused by the frequency reusing in adjacent base stations.
the cell density [5]. Using many smaller cells to replace a single large cell can reduce
the eect of CCI in some extent but this way also needs more base station. This
method is showed in Fig. 1.2.3. However, this method reduces the coverage area
of base station and increase the overall cost of the cellular system. Fig. 1.2.4 and
Fig. 1.2.5 show the BER performance vs. SNR at ve dierent signal to interference
ratio (SIR) values for BPSK and QPSK systems respectively. It is clear that when
SIR is low, the receiver completely fails. The reason is that interfering symbols are
directly added to the BPSK or QPSK modulated base-band symbols and it is nearly
impossible to recover the desired signal.
1.3 Conclusions
In this chapter, the principle of orthogonal frequency division multiplexing (OFDM)
and its application were introduced. OFDM was adopted in several wireless commu-
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nication systems to provide high transmission rate, increase frequency eciency and
combat multi-path fading. Co-channel interference (CCI) in OFDM based cellular
systems was introduced. Both the uplink and downlink CCI was explained. Simu-
lation results showed that CCI could severely degrade the BER performance. When
the interference power is large enough, the receiver completely failed to recover the
desired signal. In order to improve the system performance under interference en-
vironment, CCI cancellation should be employed. An overview of CCI cancellation
algorithms will be provided in the next chapter.
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Figure 1.2.2: Uplink CCI caused by the mobile users who are served by a remote
base station.
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Figure 1.2.3: Using multiple micro cells to replace a large macro cell can reduce the
eect of CCI in some extent but requires more base stations.
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Figure 1.2.4: BER versus SNR performance under ve SIR scenarios for the BPSK
modulation scheme.
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Figure 1.2.5: BER versus SNR performance under ve SIR scenarios for the QPSK
modulation scheme.
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Chapter 2
An Overview of Conventional
Co-channel Interference
Cancellation Algorithms
2.1 Introduction
Firstly, this chapter provides a classication of co-channel interference (CCI) can-
cellation algorithms. Secondly, a literature review of CCI cancellation algorithms is
given. The research background and motivation of this thesis are also explained in
this chapter.
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?MAIC: multiple antenna interference cancellation
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?TCC: trellis coding co-channel interference 
canceller
•BIC: blind interference cancellation
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?Max-SINR: maximum signal to interference plus noise ratio
Figure 2.2.1: A classication of co-channel interference cancellation algorithms based
on the number of antennas used.
2.2 Classication of Co-channel Interference Can-
cellation Algorithms
CCI cancellation algorithm is any technique or combination of techniques that allow
an existing receiver to operate with presence of CCI. The motivation of improving
a receiver's performance in CCI is to increase the spectrum eciency of a system
usually by allowing a greater geographical re-use of frequencies. Increasing use of
spectrum made interference unavoidable and so that the radio system must not only
avoid interference but also mitigate against its presence.
The use of interference cancellation techniques can also make systems more reli-
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Figure 2.2.2: An example of SISO, MISO, SIMO and MIMO systems.
able, either by design or by incorporating additional signal processing into existing
systems. Adaptive arrays exploit the spatial separation of the wanted and interfering
signals to spatially lter or cancel the interfering signals. In some applications the use
of an antenna array is not feasible, for example in a mobile radio handset which only
uses a single antenna. Fig. 2.2.1 shows one way of classifying CCI cancellation algo-
rithms based on the numbers of transmission and receiver antennas. The rst class,
named multiple antenna interference cancellation (MAIC), usually exploits trans-
mit, receive or space diversity provided by multiple antennas and additional coding
schemes [6, 7, 8]. Fig. 2.2.2 shows an example of single input single output (SISO),
multiple input single output (MISO), single input multiple output (SIMO), and mul-
tiple input multiple output (MIMO) systems. An example of beamforming using
smart antennas is shown in Fig. 2.2.3. It is noticed that the transmission power is
maximized at the direction of desired user and minimized at the direction of inter-
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Figure 2.2.3: An example of beamforming based on smart antennas.
fering users. Beamforming can be particularly eective when signal source channels
are not correlated or the sources are spatially separated.
The second class is called single antenna interference cancellation (SAIC), which
cancels CCI using only one receive antenna. CCI cancellation is particularly challeng-
ing in the downlink since the cost of the performance enhancements obtained through
MAIC techniques is the added cost of deploying multiple antennas, the space, multi-
dimensional signal processor and circuit power requirements of these extra antennas
[9]. Therefore, this thesis focuses on SAIC techniques, which will still perform an
important role in the near future. However, since the use of additional antennas in
the mobile terminal has already been specied in the next generation mobile commu-
nication systems [10], the work is not limited to SAIC, and extended to the domain
of receiver diversity. Details of SAIC will be introduced in the Subsection 2.3.
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2.3 A Literature Review of Single Antenna Inter-
ference Cancellation Algorithms
Joint detection (JD) and lter based blind interference cancellation (BIC) are the
two most prominent classes of SAIC [5]. For BIC, BIC does not need to demod-
ulate the interfering signals. With two dimensions, BIC is capable of canceling a
single interferer if the modulation scheme is one-dimensional, e.g., BPSK and GMSK
[11, 12, 13, 14, 15]. In [11], a BIC algorithm named mono interference cancellation
(MIC) has benn proposed which could greatly increase the capacity of the second
generation (2G) global system for mobile communications (GSM) system. This MIC
algorithm is suitable for system only employing real-valued modulation scheme. In
[12], the MIC is extended to OFDM-BPSK system. In [13], it has been applied to
OFDM-ASK system. In [15], the author proposed an enhanced maximum signal to
noise ratio (SNR) lter which maximizes the signal to interference plus noise ratio
(SINR) of the received signal. However, the MaxSINR lter performs worse in the
reference sensitivity test case, characterized by a pure additive white Gaussian noise.
In conclusion, BIC is not applicable when the desired signal occupies two dimensions
per transmitted symbol, e.g., QPSK and 16QAM. In order for BIC to be applicable,
four dimensions are required to decompose the two-dimensional transmitted sym-
bol into two parallel one-dimensional modulated symbols, with each symbol occupies
only one dimension and has another redundant dimension for interference cancella-
tion. On the other hand, JD performs the joint detection to detect the interfering
signals in addition to the desired signal. It can obtain very accurate reconstruction
and mitigation of the interfering signals compared to BIC but at a cost of increasing
complexity.
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For JD, joint maximum a posteriori (JMAP) produces a posteriori probability for
each symbol which can be exploited in the turbo code.
JMAP based SAIC algorithms have been proposed for GSM systems in [16, 17],
and extended to OFDM systems in [18, 19]. A SAIC algorithm named sequen-
tial channel estimation-adaptive JMAP (SCE-AJMAP) has been proposed in [19].
SCE-AJMAP sequentially estimates channel transfer functions at each symbol. The
sequential channel estimates are used to update the joint trellis output, which will be
used by JMAP decoder to jointly decode both the desired and interfering data. The
joint trellis is generated by combining the trellis of each convolutional encoder of the
desired and interfering base stations. Therefore, the calculation complexity of SCE-
AJMAP depends on the constraint length of the convolutional encoder and channel
length, which makes it dicult to be implemented in a mobile terminal due to the
prohibitive complexity. Trellis-coded co-channel interference canceller (TCC) which
exploits trellis-coded modulation for interference cancellation has been proposed in
[20]. However, similar to JMAP, TCC is very impractical due to its prohibitive
complexity.
Joint maximum likelihood sequence estimation (JMLSE) based SAIC algorithms
have been proposed for GSM systems in [21, 22, 23, 24, 25, 26]. Similar to JMAP
and TCC, the time-domain JMLSE searches the super-trellis to nd the most likely
transmitted symbol sequence out of all possible sequences by using the maximum like-
lihood criterion. The total number of states in the super-trellis depends on the total
channel memory length and therefore, the computational complexity and processing
delay can be prohibitive. A frequency-domain JMLSE algorithm named least mean
square (LMS)-MLSE has been proposed for OFDM systems in [27]. LMS-MLSE
performs the joint channel estimation and joint symbol detection at each subcar-
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rier. In OFDM, the channel transfer function for each subcarrier can be represented
by a single complex coecient and this leads to a low complexity algorithm. The
computational complexity is independent of the channel length and encoder struc-
ture. However, LMS-MLSE requires additional information from interfering signals
and perfect synchronization between the desired and interfering signals, which are
usually unrealistic.
A frequency domain JMLSE algorithm named LMS-blind JMLSE (LMS-BJMLSE)
has been proposed for OFDM systems in [28]. LMS-BJMLSE employs the least square
estimation (LSE) for the initial channel estimation of the desired signal and is blind
with respect to the interfering signals. LMS-BJMLSE is also dierent from the lter
based BIC techniques because it employs a combination of LMS for the joint channel
estimation and JMLSE for the joint symbol detection.
However, LMS-BJMLSE requires a long training sequence (TS) for channel esti-
mation, which reduces the transmission eciency. The reason is that JMLSE is very
sensitive with respect to channel estimation errors. This implies that in JD much
attention should be paid to channel estimation, which appears to be a more severe
problem than the detection of multiple signals itself. The problem remains an open
issue and there is room for improvement, especially in the area of channel estimation
in the presence of CCI.
In order to solve this problem, a subcarrier identication and interpolation al-
gorithm is proposed, in which the subcarriers are divided into small groups based
on the channel's coherence bandwidth, and the slowest converging subcarrier in each
small group is identied by exploiting the correlation between the mean-square er-
ror (MSE) produced by LMS and the mean-square deviation (MSD) of the desired
channel estimate. The identied poor channel estimate in each group is replaced by
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the interpolation result using the adjacent subcarriers' channel estimates. Simulation
results demonstrate that the proposed algorithm can reduce the required training se-
quence dramatically for both the cases of single interference and dual interference.
The work is also extended to the domain of receiver diversity, which provides a huge
improvement in the BER performance.
Furthermore, despite the fact that the error probability of JMLSE is very critical
for analyzing the performance, to the best of our knowledge, its mathematical ex-
pression has not been derived for MQAM-OFDM yet. One way to compute the error
probability is to condition on each of all the possible transmitted signal pairs and
compute the probability that the received signal will cross a decision region bound-
ary. This involves integrating a multi-dimensional Gaussian distribution that has
no closed-form solution and the accuracy may be limited by the chosen numerical
integration routine. Another way is to upper and lower bound the error probability
with computable quantities. Therefore, our motivation is to derive the error prob-
ability bounds, which can be used to provide rapid and accurate estimation of the
BER performance over any MQAM scheme and an arbitrary number of interferers.
In this thesis, rstly, both the upper bound (UB) and the conventional lower bound
(CLB) are derived based on a genie-aided receiver, which was originally developed
for the BPSK modulation scheme in [23, 29, 30, 31]. Secondly, in order to reduce
the gap between the conventional lower bound and the simulation results, a new
tighter lower bound (TLB) is derived by replacing the genie with a less generous one.
This new lower bound is proved to be much tighter compared to the conventional
lower bound. Thirdly, those derived error probability bounds are generalized for the
receiver diversity scheme and veried by simulations.
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2.4 Conclusions
In this chapter, a classication of co-channel interference (CCI) cancellation algo-
rithms based on the number of antennas used for transmission and reception was
provided. CCI cancellation algorithms can be divided into classes, multiple antenna
interference cancellation (MAIC) and single antenna interference cancellation (SAIC).
MAIC was compared with SAIC and its advantages and disadvantages were intro-
duced. Although MAIC can achieve good performance at interference cancellation,
its high cost and requirement make it dicult to be implemented in mobile terminal
side. A literature review of SAIC algorithms was given, which explains the research
background and motivation of this thesis.
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Chapter 3
The Sequential Channel
Estimation-Adaptive Joint
Maximum A Posteriori
(SCE-AJMAP) Algorithm
3.1 Introduction
Joint maximum a posteriori (JMAP) produces a posteriori probability for each symbol
which can be exploited in the turbo code. However, conventional minimum mean
square error (MMSE)-JMAP algorithm perform poorly under fast-fading channels.
The reason is that MMSE-JMAP only performs channel estimation at the position of
pilot, which is not fast enough to track the dynamic amplitude changes caused by fast-
fading channels. In this chapter, a JMAP based algorithm named sequential channel
estimation-adaptive JMAP (SCE-AJMAP) is proposed. SCE-AJMAP sequentially
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estimates channel transfer functions at each symbol. The sequential channel estimates
are used to update the joint trellis output, which will be used by the JMAP decoder
to jointly decode both the desired and interfering data. The joint trellis is generated
by combining the trellis of each convolutional encoder of the desired and interfering
base stations.
The structure of this chapter is organized as follows: rstly, the co-channel system
model and conventional MMSE-JMAP algorithm will be introduced. Secondly, the
derivation of the SCE-AJMAP algorithm will be introduced. Thirdly, simulations are
performed to verify that SEC-AJMAP outperforms MMSE-JMAP under fast-fading
channels. Finally, conclusions will be made.
3.2 System Model
Let us consider a multi-path mobile communication environment, where at the mobile
terminal the desired signal, I   1 interfering signals and additive white Gaussian
noise (AWGN) are present. Fig. 3.2.1 shows the co-channel system model composed
of the desired base station (BS) and I   1 interferers. In the desired transmitter
(i=1), the encoded data are fed to K subcarriers by the serial to parallel (S/P)
conversion. The turbo encoder used here has two constituent convolutional encoders
separated by a random interleaver. This structure is called the parallel concatenated
convolutional code (PCCC) structure. The same information stream is encoded twice,
in parallel, using the straight and interleaved sequence of the information bits. The
turbo encoder is shown in Fig. 3.2.2. It is assumed that the interfering base stations
adopt the same turbo encoder structure. At each subcarrier, the data are mapped to
a symbol by a modulator. Orthogonal pilots (reference symbols) are inserted within
the pilot OFDM symbols with xed frequency-domain spacing. Zeros are padded
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Figure 3.2.1: The co-channel system model.
to t the inverse discrete Fourier transform (IDFT) length. Then the symbols are
fed into IDFT to produce the time-domain signal. Guard interval (GI) is added to
combat the inter-symbol interference (ISI). Finally, after P/S, the desired signal is
transmitted through a multi-path fading channel. The interfering BSs with the same
transmitter structure are assumed.
The received serial signal is rstly converted to a parallel signal by S/P. After
GI removal, it is transformed to a frequency-domain signal by DFT. After DFT, the
frequency-domain received signal at the k-th subcarrier can be expressed as
rk(n) =
IX
i=1
hik(n)p
i
k(n)d
i
k(n) + nk(n); d
i
k(n) 2 A; (3.2.1)
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Figure 3.2.2: The block diagram of a PCCC turbo encoder.
where hik(n) is the frequency-domain channel transfer function of the k-th subcarrier
for the i-th BS (i = 1 is the desired BS). n is the symbol index. Uncorrelated
Rayleigh fading channel is assumed. dik(n) is the modulated complex symbol. p
i
k(n)
is the power control parameter. nk(n) is the DFT of AWGN with the mean zero and
variance 2. A = fa0;    ; aM 1g is the alphabet of input symbols and each dik(n) is
a selection from A. M is the modulation alphabet size, e.g., M = 2 for BPSK.
3.3 MinimumMean Square Error-Joint Maximum
A Posteriori (MMSE-JMAP)
In this subsection, the conventional minimum mean square error-joint maximum a
posteriori (MMSE-JMAP) receiver is introduced. The MMSE-JMAP receiver is im-
plemented after DFT. In this thesis, the MMSE estimator describes the approach
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which minimizes the mean square error (MSE) of the channel estimation error. For
the i-th base station, the received orthogonal pilot after despreading is expressed as
Ri =

ci1r
0
1(n) : : : c
i
Kr
0
K(n)
T
= DiHi +Vi; (3.3.1)
where K is the total number of subcarriers used for data transmission. Di is the
orthogonal pilot matrix. Hi is the channel matrix. Vi is the noise despreaded by the
orthogonal sequences of the i-th base station. cik is the base station specic orthogonal
sequence. Di, Hi, Vi are given by
Di =
266664
di
0
1 (n)
. . .
di
0
K(n)
377775 ; (3.3.2)
Hi =

hi1(n)p
i
1(n) : : : h
i
K(n)p
i
K(n)
T
; (3.3.3)
Vi =

ci1n1(n) : : : c
i
KnK(n)
T
: (3.3.4)
Therefore, for the i-th base station, the MMSE channel estimate is given by
AiMMSE = R
i
hh(D
i)H
 
DiRihh(D
i)H + PNIK
 1
Ri ; (3.3.5)
where Rihh = E

Hi(Hi)H

is the autocorrelation of the channel matrix. ()H is the
Hermitian transpose. PN is the noise power. IK is the K K unit matrix.
The problem of MMSE is that the matrix inversion is time consuming and the
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calculation complexity is high. The channel estimation performance of MMSE-JMAP
also degrades under fast-fading channels.
3.4 Sequential Channel Estimation-Adaptive Joint
Maximum A Posteriori (SCE-AJMAP)
In this subsection, the derivation of the SCE-AJMAP algorithm will be introduced.
The receiver structure, sequential channel estimation process, joint trellis generation,
and joint detection process will be introduced in Subsection 3.4.1, 3.4.2, 3.4.3 and
3.4.4 respectively.
3.4.1 Receiver Structure
Fig. 3.4.1 shows the conguration of the proposed SCE-AJMAP interference can-
celler. The SCE-AJMAP interference canceller is composed of four parts: i) OFDM
demodulator; ii) sequential channel estimator (SCE); iii) joint trellis generator (JTG);
iv) turbo decoder. The received serial signal is rstly converted to a parallel signal
by S/P. After GI removal, it is transformed to a frequency-domain signal by DFT.
After DFT, the frequency-domain received pilot signals are used by SCE for initial
channel estimation.
For the received data signals, joint detection will be performed by the turbo
decoder. The detected symbol estimates will be feedback to SCE to generate the
CCI signal replica. Then the generated CCI is removed from the received signal to
perform channel estimation. Channel estimates are used again by JTG to update the
joint trellis output, which will be used by the turbo decoder for joint detection. The
received data signals associated with the rst encoder are fed to JMAP I. This decoder
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Figure 3.4.1: The proposed SCE-AJMAP receiver.
initially uses uniform priors on the transmitted bits and produces probabilities of the
bits conditioned on the observed data. These probabilities are called the extrinsic
probabilities. The output probabilities of JMAP I are interleaved and passed to
JMAP II, where they are used as the prior information, together with the received
data signals associated with the second encoder. The extrinsic output probabilities
of JMAP II are deinterleaved and passed back to become prior probabilities to JMAP
I. The process of passing probability information back and forth continues until the
maximum number of iterations is reached.
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Figure 3.4.2: The sequential channel estimator.
3.4.2 The Sequential Channel Estimation Algorithm
Fig. 3.4.2 shows the block structure of SCE. Fig. 3.4.3 shows the frame structure.
The 10 ms radio frame is divided into 20 equally sized slots of 0:5 ms. One slot consists
of 7 OFDM symbols, and the downlink pilots (reference symbols) are inserted within
the rst and fth OFDM symbols of each slot with a frequency-domain spacing of
6 subcarriers. There is a frequency-domain staggering of 3 subcarriers between the
rst and second pilot OFDM symbols. In this thesis, the code division multiplexing
(CDM) based orthogonal pilot sequence is adopted [32, 33]. In CDM, the orthogonal
sequence cikd
i0
k is generated by spreading the i-th base station's pilot d
i0
k with the base
station specic orthogonal sequence cik. In the receiver side, the received signal is
despreaded by the base station specic orthogonal sequence again to suppress the
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Figure 3.4.3: Frame structure.
co-channel interference. The base station specic orthogonal sequences of the i-th
base station and the j-th base station should satisfy the following relationship:
cikc
j
k =
8>><>>:
1; i = j
0; i 6= j
(3.4.1)
The initial channel estimate of the i-th base station at the time n is given by
h^ik(n)p^
i
k(n) =
r
0
k(n  1)cik
di
0
k(n  1)
: (3.4.2)
After the joint detection process, the transmitted bit estimates will be encoded
and modulated again to generate the transmitted signal replica, which is denoted
as d^ik(n). The co-channel interfering signal  
i
k(n) for the i-th base station can be
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generated by
 ik(n) =
IX
j=1;j 6=i
h^jk(n)h^
j
k(n)d^
j
k(n): (3.4.3)
By removing the co-channel interfering signal  ik(n) from the received signal rk(n),
the received signal for the i-th base station is approximately given by
hik(n)h
i
k(n)d
i
k(n)  rk(n)   ik(n): (3.4.4)
Then, in SCE, zero forcing (ZF) equalization is performed at a symbol-by-symbol
fashion. The ZF channel estimate is given by
~H ik(n) ~P
i
k(n) =
rk(n)   ik(n)
d^ik(n)
: (3.4.5)
Here, the BER performance will degrade if the noise-corrupted instantaneous
channel estimate is adopted. In order to solve this problem, the deterioration detector
which detects the instantaneous channel estimate deterioration by using a threshold
is proposed. Furthermore, the average circuit which reduces the impacts of noise by
averaging the instantaneous channel estimates in the time axis is proposed.
The principles of the deterioration detector are introduced here. Mean square
deviation (MSD) and relative mean square deviation (RMSD) are used to detect the
channel estimate deterioration. MSD and RMSD are given by
Dik(n) = E
h
k hik(n)hik(n)  ~hik(n)~hik(n) k2
i
 E
24nk(n)d^ik(n)

2
35 ; (3.4.6)
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RDik(n) = E
"
k hik(n)pik(n)  ~hik(n)~pik(n) k2
k ~hik(n)~pik(n) k2
#
 E
24 nk(n)d^ik(n)~hik(n)~pik(n)

2
35 : (3.4.7)
If Eb=N0 (energy per bit to noise power spectral density ratio) is high, i.e., (j
d^ik j2>>j nk j2), for MSD at time n   1 and time n, even nk(n   1) 6= nk(n), there
will be Dik(n   1)  Dik(n). It is very dicult to detect the deterioration by MSD
due to the small amplitude change. Therefore, it is better to use RMSD rather than
MSD. For RMSD, if j ~hik(n)~pik(n) j2 is too small, the noise will have a huge impact on
RMSD. Therefore, a threshold should be used to prevent small j ~hik(n)~pik(n) j2 from
being adopted. When Eb=N0 is high, the ratio of the square of the instantaneous
channel estimate at time n and previous time n  1 will be used by the deterioration
detector. The detection result of the deterioration detector, which is also the input
to the following average circuit, is given by
hik(n)p
i
k(n) =
8>><>>:
~hik(n)~p
i
k(n)
j~hik(n)~pik(n)j2
j~hik(n 1)~pik(n 1)j2  (
i
k)
2
~hik(n  1)~pik(n  1) otherwise
(3.4.8)
Here, ik is the threshold parameter. When
~hik(n)~pik(n)2  ~hik(n  1)~pik(n  1)2
 (ik)2 is satised, the instantaneous channel estimate at the time n will be adopted.
Otherwise, if the condition
~hik(n)~pik(n)2  ~hik(n  1)~pik(n  1)2  (ik)2 is not satis-
ed, the instantaneous channel estimate at the time n is discarded and the instanta-
neous channel estimate at the time n  1 will be adopted.
On the other hand, if Eb=N0 is low, i.e., (j d^ik j2<<j nk j2), the square value of the
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instantaneous channel estimate corresponding to the i-th base station is given by
~hik(n)~pik(n)2 
nk(n)d^ik(n)

2
/ Dik(n) (3.4.9)
By using (3.4.7) and (3.4.9), there will be RDik  1. Therefore, RMSD should
not be used for the deterioration detection. Therefore, it is better to use MSD rather
than RMSD. When Eb=N0 is low, the detection result of the deterioration detector,
which is also the input to the following average circuit, is given by
hik(n)p
i
k(n) =
8>><>>:
~hik(n)~p
i
k(n)
j~hik(n)~pik(n)j2
j~hik(n 1)~pik(n 1)j2 < 1
~hik(n  1)~pik(n  1) otherwise
(3.4.10)
Compared with the conventional SCE, the proposed deterioration detector can
solve the problem that once the instantaneous channel estimate becomes a large
number due to noise, the following channel estimate can not be updated any more.
Using the instantaneous channel estimate calculated by either?3.4.8?or?3.4.10?,
the impact of noise will be reduced by performing average in the time axis, which is
given by
h^ik(n+ 1)h^
i
k(n+ 1) =
1
N0
nX
m=n N0+1
hik(m)p
i
k(m) (3.4.11)
Here, N0 is the total number of symbols used for average in the time axis. By update
the channel estimate in a symbol-by-symbol fashion, SCE can track the amplitude
variance caused by the fast-fading channel, which will be shown to improve the BER
performance dramatically.
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Figure 3.4.4: The state transition diagram of the systematic convolutional encoder
implemented for the i-th base station.
3.4.3 Joint Trellis Generation
In the following, how to generate the joint trellis will be introduced. In the receiver
side, JTG uses the trellis of the convolutional encoders of each base station to generate
the joint trellis. In order to demonstrate how to generate the joint trellis, the structure
of the turbo encoder will be introduced rstly. A typical turbo encoder composed of
two systematic convolutional encoders, one interleaver and one multiplexer is showed
in Fig. 3.2.2. This systematic convolutional encoder produces two outputs for each
input, the systematic and non-systematic outputs. The turbo encoder implemented
in the interfering base station is usually similar but with dierent block structures,
or in other words, dierent trellis diagram.
The state transition diagram of the systematic convolutional encoder is showed
in Fig. 3.4.4. The output diagram when the state Sin at time n transits to the state
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Figure 3.4.5: The state diagram of the outputs of the systematic convolutional en-
coder implemented for the i-th base station.
Sin+1 at time n + 1 for the i-th base station is showed in Fig. 3.4.5. Fig. 3.4.6 and
3.4.7 show the state transition and output diagram of the systematic convolutional
encoder implemented for the j-th base station, i.e., i 6= j. Taking all the possible
combinations of states and outputs shown in Fig. 3.4.4, 3.4.5, 3.4.6 and 3.4.7 into
consideration, the generated joint trellis is shown in Fig. 3.4.8.
At the receiver side, the most important part of the JMAP algorithm lies in the
joint trellis generation. In order to correctly decode the desired and interfering signals
simultaneously, the calculation of the joint trellis output should take modulation
schemes and channel transfer function into consideration. For simply introduction
purpose, let us take BPSK for example. The JMAP algorithm could be used for any
modulation scheme in theory.
Fig. 3.4.9 shows an example of how to generate the joint trellis for 2 base stations,
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Figure 3.4.6: The state transition diagram of the systematic convolutional encoder
implemented for the j-th base station.
BPSK modulation. Sin is the state of the i-th base station at time n. S
i
n+1 is the state
of the i-th base station at the next time n+1. Qn is the state of the joint trellis, which
is the combination of the states of each base station at time n, i.e., (S1n; S
2
n; : : : ; S
I
n).
In this example, I = 2. The initial state of Qn is set to (0; 0). Qn+1 is the state of the
joint trellis at the next time n+1, which is the combination of the states of each base
station at time n+1, i.e., (S1n+1; S
2
n+1;    ; SIn+1). The solid line which links the state
Qn and the state Qn+1 represents that the state transfers from the state Qn to the
state Qn+1. The two numbers (label) above the sold line are the input which causes
the state to transfer from the state Qn to the state Qn+1, and the corresponding
output respectively. For example, if the initial state (S1n; S
2
n) at time n is (0; 0), and
the input at time n is (0; 1), then the sate transfers to (S1n+1; S
2
n+1) = (0; 0) at time
n+1, and the corresponding output is (1; 0). According to the generated joint trellis,
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Figure 3.4.7: The state diagram of the outputs of the systematic convolutional en-
coder implemented for the j-th base station.
the output of the joint trellis a
joint
k (Qn; Qn+1), when the state transfers from Qn at
time n to the state Qn+1 at time n+ 1 is given by
a
joint
k (Qn; Qn+1)=
2X
i=1
aik(S
i
n; S
i
n+1); (3.4.12)
Here, aik(S
i
n; S
i
n+1) is the corresponding trellis output of the i-th base station's en-
coder.
Using the channel estimates, the symbol-by-symbol updated joint trellis output
is given by
r
joint
k (Qn; Qn+1) =
IX
i=1
h^ik(n)p^
i
k(n)

aik(S
i
n; S
i
n+1)

mod (3.4.13)
Here, [ ]mod means the algorithm could be used for any modulation scheme.
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Figure 3.4.8: The state transition diagram of the generated joint trellis.
3.4.4 The Adaptive Joint Maximum A Posteriori Algorithm
In the following, the structure of the AJMAP decoder will be introduced. Let
Xk(n) = [x
1
k(n);    ; xIk(n)]T be the joint transmitted bit sequence. Let ~Xk(n) =
[~x1k(n);    ; ~xIk(n)]T , and X^k(n) = [x^1k(n);    ; x^Ik(n)]T be a hypothesis and an es-
timate of this vector respectively. Each JMAP decoder calculates the posteriori
probability by using the symbol-by-symbol updated joint trellis output [34],
P
h
~Xk(n)jrk(n)
i
= P
h
rk(n)j ~Xk(n)
i
P
h
~Xk(n)
i
X
(Qn;Qn+1)
(Qn)P
h
rk(n)jrjointk (Qn; Qn+1)
i
(Qn+1):
(3.4.14)
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Figure 3.4.9: An example about how to generate joint trellis (two interferers, BPSK).
 and  can be calculated in an iterative manner by
(Qn) =
Q 1X
Qn 1=0
(Qn 1)(Qn 1; Qn); (3.4.15)
(Qn+1) =
Q 1X
Qn+2=0
(Qn+1; Qn+2)(Qn+2): (3.4.16)
Here, Q is the total number of states of the joint trellis. (Qn) is computed
starting at the beginning of the trellis Qn 1, and working forward through the trellis
to the nal state Qn. This computation is called the forward pass. The (Qn+1)
probability is computed starting at the end of the trellis with the state Qn+2, and
working backward through the trellis to the initial state Qn+1. This computation
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is called the backward pass. The transition probability, (Qn; Qn+1), or the branch
metric for the branch from Qn to Qn+1, depends upon the particular distribution of
the observations. For the n0-dimensional AWGN channel, it can be calculated by
(Qn; Qn+1) =
1
(22)n0=2
P
h
~Xk(n)
i
exp

  1
22
rk(n)  rjointk (Qn; Qn+1)2 : (3.4.17)
Equation?3.4.14? can be written as
P
h
~Xk(n)jrk(n)
i
= Ps
h
~Xk(n)
i
Pp
h
~Xk(n)
i
Pe
h
~Xk(n)
i
: (3.4.18)
Here, Ps
h
~Xk(n)
i
is the systematic probability, which is the information about the
candidate explicitly available from the observed measurement. Pp
h
~Xk(n)
i
is the
prior probability, which is the information available about bits before any decoding
process. Pe
h
~Xk(n)
i
is the extrinsic probability, which is the information produced
by the decoder based on the received sequence and prior information. This extrinsic
probability is the most important part of the JMAP decoding algorithm. It is also
the information passed between JMAP decoders to present the prior probability.
By referring to Fig. 3.4.1, the decoding algorithm will be introduced. L is denoted
as the maximum number of iteration. In the rst iteration, the prior probability for
JMAP I, i.e., P 0;1p
h
X^k(n)
i
, should be set to 1=IM . Here, I is the total number of the
desired and interfering base stations, and M is the modulation array of the adopted
modulation schemes.
At the L-th iteration, the extrinsic probability of JMAP II computed at the
L   1-th iteration, i.e., PL 1;2e
h
X^k(n)
i
, is used as the prior probability by JMAP I
to calculate the extrinsic probability of the L-th iteration, i.e., PL;1e
h
X^k(n)
i
. This
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calculated extrinsic probability is interleaved and feedback to JMAP II. JMAP II
also uses the feedbacked extrinsic probability from JMAP I to calculate the extrinsic
probability. This iteration process is continued until the maximum number of the
dened iteration is reached. In the last iteration, JMAP II uses the extrinsic proba-
bility from JMAP I to calculate the posteriori probability by (3.4.18). Finally, JMAP
II performs the soft decoding based on the maximum a posteriori probability. The
decoded bits are feedback to SCE to generate the CCI replica.
3.5 Simulation Results
3.5.1 Simulation Parameters
The simulation parameters are summarized in Table 3.1 by referring to [35, 36]. A
turbo encoder with a coding rate of 1/3 is used. A quadratic permutation polynomial
(QPP) interleaver is adopted. The modulation scheme is BPSK. The FFT length is
512 and the number of subcarriers used for data transmission is 300.
The 10 ms radio frame is divided into 20 equally sized slots of 0:5 ms. One slot
consists of 7 OFDM symbols, and the orthogonal pilots are inserted within the rst
and the fth OFDM symbols of each slot. The OFDM symbol length is 66:7s. The
extended typical urban (ETU) model and the extended pedestrian A (EPA) model are
adopted. The channel parameters are given in Table 3.2 and Table 3.3 respectively.
The number of interfering base stations is 2. The deterioration threshold about
channel deterioration detection is set to 0:2. The average symbol length is set to 6.
The setting of these two parameters will be discussed later.
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Table 3.1: Simulation Parameters.
Carrier frequency 2 GHz
Subcarrier spacing 15 kHz
Bandwidth 5 MHz
Sampling frequency 7.68 MHz
Encoder Turbo Encoder
Coding Rate 1/3
Interleavers QPP
Modulation BPSK
OFDM symbol duration 66.7s
GI #1 5.2 s for the rst symbol
GI #2 4.7 s for the other 6 symbols
Slot duration 0.5ms
Number of data subcarriers 300
FFT length 512
Channel model ETU&EPA
Deterioration threshold 0.2
Iteration number 3
Number of CCI 2
Average symbol length 6
3.5.2 Simulation Results Analysis
Firstly, for the fast-fading environment, the ETU channel model is adopted for simu-
lation. The maximum Doppler frequency is 200Hz. Fig. 3.5.1 shows the bit error rate
(BER) performance comparison of the conventional MMSE-JMAP decoder and the
proposed SCE-AJMAP decoder. It is obvious that the performance of MMSE-JMAP
degrades. The reason is that in MMSE-JMAP, channel estimation is only performed
at the position of pilot symbol, which can not track the dynamic amplitude changes
caused by the fast-fading channel. On the other hand, in order to achieve a BER
of 10 4, the proposed SCE-AJMAP outperforms the conventional MMSE-JMAP de-
coder in terms of Eb=N0 by 3:2dB, 2:8dB and 2:3dB for the case of SIR=  2dB, 0dB
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Table 3.2: Extended Typical Urban (ETU) Model.
Excess tap delay [ns] Relative Power [dB]
0 -1.0
50 -1.0
120 -1.0
200 0.0
230 0.0
500 0.0
1600 -3.0
2300 -5.0
5000 -7.0
Table 3.3: Extended Pedestrian A (EPA) Model.
Excess tap delay [ns] Relative Power [dB]
0 0.0
30 -1.0
70 -2.0
90 -3.0
110 -8.0
190 -17.2
410 -20.8
and 2dB respectively. The reason is that SCE-AJMAP performs channel estima-
tion at each received symbol in order to track the fast-fading channel. SCE-AJMAP
achieves the best BER performance when SIR is  2dB. The reason is that when the
power of interference is strong compared to noise, it is easier for SCE-AJMAP to
distinguish the interference from the noise [27]. Table 3.4 shows the required Eb=N0
for achieving a BER of 10 4 under the case of two co-channel interferers and ETU
model. It is clear that SCE-AJMAP outperforms MMSE-JMAP for all the cases of
SIR.
Secondly, the EPA model is adopted to estimate the BER performance under
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Table 3.4: Required Eb=N0 for achieving a BER of 10
 4 (two co-channel interferers,
ETU model).
SIR SCE-AJMAP MMSE-JMAP
-2dB 15.8dB 19dB
0dB 17dB 19.8dB
2dB 18dB 20.3dB
the slow-fading environment. The maximum Doppler frequency is 5Hz. Fig. 3.5.2
shows the comparisons of the BER performances between the conventional MMSE-
JMAP decoder and the proposed SCE-AJMAP decoder. For the case of slow-fading
channel, MMSE-JMAP which only performs channel estimation at the position of
pilots can achieve a good performance because the amplitude changes caused by
fading channel is not fast. On the other hand, SCE-AJMAP performs worse than
MMSE-JMAP at the low Eb=N0 region. This performance degradation is caused by
the poor instantaneous channel estimates when Eb=N0 is low. However, SCE-AJMAP
begins to outperform MMSE-JMAP when SIR= 2dB, Eb=N0 = 8:5dB, or SIR=0dB,
Eb=N0 = 12dB, or SIR=2dB, Eb=N0 = 14dB. The reason is as Eb=N0 increases, the ac-
curacy of instantaneous channel estimates also increases, which produces more precise
CCI signal replica. Therefore, with sucient Eb=N0, SCE-AJMAP also outperforms
MMSE-JMAP under slow-fading channels.
Thirdly, the average symbol length and the deterioration detection threshold pa-
rameters are discussed for the case of ETU channel, SIR= 2dB. Fig. 3.5.3 shows the
BER performances of SCE-AJMAP for dierent average symbol length. The BER
performance degrades the most when N0 is set to 2. The reason is that although av-
erage processing is performed at the time axis, the average symbol length is too short
to reduce the impacts of noise. It is observed that the BER performance becomes
3.5. Simulation Results 45
1.E-06
1.E-05
1.E-04
1.E-03
1.E-02
1.E-01
1.E+00
5 7 9 11 13 15 17 19 21
Eb/N0 (dB)
B
E
R
SIR=-2dB,SCE-AJMAP
SIR=0dB,SCE-AJMAP
SIR=+2dB,SCE-AJMAP
SIR=-2dB, MMSE-JMAP
SIR=0dB, MMSE-JMAP
SIR=+2dB, MMSE-JMAP
Figure 3.5.1: BER for SCE-AJMAP and MMSE-JMAP (two co-channel interferers,
ETU model).
better if N0 is increased from 2 to 6. However, the BER performance degrades again
when N0 = 8. The reason is that when N0 becomes too large, the channel ampli-
tude changes caused by the fast-fading channel is averaged and SCE can not track
the fast-fading channel channel. Fig. 3.5.4 shows the BER performances of SCE-
AJMAP for dierent deterioration detection thresholds. When ik = 0:2, compared
to the case without deterioration detection (ik = 0), SCE-AJMAP with deteriora-
tion detection performs better. However, when ik becomes large, it is clear that
the BER performance degrades at high Eb=N0 regions. The reason is that when the
threshold is too large, it is always that the previous channel estimate will be adopted
and SCE-AJMAP can no longer track the amplitude changes caused by fast-fading
channel.
Fourthly, Fig. 3.5.5 shows the BER performances of SCE-AJMAP and MMSE-
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Figure 3.5.2: BER for SCE-AJMAP and MMSE-JMAP (two co-channel interferers,
EPA model).
JMAP for dierent co-channel interferers under the condition of SIR= 0dB, Eb=N0 =
17dB. As the number of co-channel interferers increases, both the performances of
SCE-AJMAP and MMSE-JMAP degrades, but SCE-AJMAP always outperforms
MMSE-JMAP. Huge performance gap between SCE-AJMAP and MMSE-JMAP un-
der fast-fading channels is obvious.
3.6 Conclusions
In this chapter, a SAIC algorithm named sequential channel estimation-adaptive
joint maximum a posteriori probability (SCE-AJMAP) was proposed for orthogonal
frequency division multiplexing (OFDM) communication systems under fast fading
environments. SCE-AJMAP sequentially estimates channel transfer function at each
received symbol, and the channel estimates are used to update the outputs of the
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Figure 3.5.3: BER performances of SCE-AJMAP for dierent average symbol length
(ETU model, SIR=-2dB).
joint trellis. Simulation results veried that SCE-AJMAP outperforms MMSE-JMAP
under fast-fading channels, e.g., 2.8dB Eb/N0 gain for a BER of 10 4 at SIR=0dB.
Under slow-fading channels, SCE-AJMAP also outperforms MMSE-JMAP with suf-
cient Eb/N0.
However, the calculation complexity of SCE-AJMAP depends on the constraint
length of the convolutional encoder and channel length, which makes it dicult to
be implemented due to the prohibitive complexity. In order to reduce the complexity
and the processing delay, in the next chapter, a frequency-domain JMLSE based
algorithm is proposed and named least mean square-blind joint maximum likelihood
sequence estimation (LMS-BJMLSE). LMS-BJMLSE performs joint detection before
the decoding process, and therefore, it's complexity does not depend on the structure
of the encoders used in the BSs and channel length. LMS-BJMLSE employs the least
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Figure 3.5.4: BER performances of SCE-AJMAP for dierent deterioration detection
thresholds (ETU model, SIR=-2dB).
square estimation (LSE) for the initial channel estimation of the desired signal and is
blind with respect to the interfering signals. LMS-BJMLSE is also dierent from the
lter based BIC techniques because it employs a combination of LMS for the joint
channel estimation and JMLSE for the joint symbol detection. LMS-BJMLSE will
be introduced in detail in the next chapter.
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Chapter 4
The Least Mean Square-Blind
Joint Maximum Likelihood
Sequence Estimation
(LMS-BJMLSE) Algorithm
4.1 Introduction
In this chapter, a frequency-domain JMLSE based algorithm is proposed and named
least mean square-blind joint maximum likelihood sequence estimation (LMS-BJMLSE).
LMS-BJMLSE performs joint detection before the decoding process, and therefore,
it's complexity does not depend on the structure of the encoders used in the BSs
and channel length. LMS-BJMLSE employs the least square estimation (LSE) for
the initial channel estimation of the desired signal and is blind with respect to the
interfering signals. LMS-BJMLSE is also dierent from the lter based BIC tech-
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niques because it employs a combination of LMS for the joint channel estimation
and JMLSE for the joint symbol detection. However, LMS-BJMLSE requires a long
training sequence (TS) for channel estimation, which reduces the transmission e-
ciency. The reason is that JMLSE is sensitive with respect to channel estimation
errors. In order to solve this problem, a subcarrier identication and interpolation
algorithm is proposed. The work has also been extended to the domain of receiver
diversity.
The structure of this chapter is organized as follows: rstly, the co-channel system
model is introduced. Secondly, the derivation of the LMS-BJMLSE algorithm will be
introduced. Thirdly, simulations are performed. Finally, conclusions are made.
4.2 System Model
Let us consider a multi-path mobile communication environment, where at the mobile
terminal the desired signal, I   1 interfering signals and the additive white Gaussian
noise (AWGN) are present. Fig. 4.2.1 shows the co-channel system model composed
of the desired base station (BS) and I 1 interferers. In the desired transmitter (i=1),
the encoded data are fed to K subcarriers by the serial to parallel (S/P) conversion.
At each subcarrier, the data are mapped to a symbol by a modulator. Pilots (reference
symbols) are inserted within the pilot OFDM symbols with xed frequency-domain
spacing. Zeros are padded to t the IDFT length. Training sequence composed
of pseudo-random symbols is added for channel estimation. The training sequence
structure is that the pilots are inserted within consecutive subcarriers and OFDM
symbols. Therefore, the time-domain pilot density of the training sequence is much
higher than the pilot OFDM symbol, which has a positive impact on the possibility
to track fast channel variations and enable the LMS algorithm to converge. Then the
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Figure 4.2.1: The co-channel system model.
symbols are fed into IDFT to produce the time-domain signal. Guard interval (GI)
is added to combat the inter-symbol interference (ISI). Finally, after P/S, the desired
signal is transmitted through a multi-path fading channel. The interfering BSs with
the same transmitter structure are assumed.
Fig. 4.2.2 shows the LMS-BJMLSE based receiver model. The received serial sig-
nal is rstly converted to a parallel signal by S/P. After GI removal, it is transformed
to a frequency-domain signal by DFT. After DFT, the frequency-domain received
signal at the k-th subcarrier can be expressed as
rk(n) =
IX
i=1
hik(n)d
i
k(n) + nk(n); d
i
k(n) 2 A; (4.2.1)
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Figure 4.2.2: The LMS-BJMLSE based receiver model.
where hik(n) is the frequency-domain channel transfer function of the k-th subcarrier
for the i-th BS (i = 1 is the desired BS). n is the symbol index. Uncorrelated Rayleigh
fading channel is assumed. dik(n) is the modulated complex symbol. nk(n) is the DFT
of AWGN with the mean zero and variance 2. A = fa0;    ; aM 1g is the alphabet
of input symbols and each dik(n) is a selection from A. M is the modulation alphabet
size, e.g., M = 4 for QPSK.
Fig. 4.2.3 shows the conguration of the proposed LMS-BJMLSE interference
canceller. The LMS-BJMLSE interference canceller is composed of six parts: i)
initial channel estimator; ii) joint symbol detector; iii) joint channel estimator; iv)
subcarrier identicator; v) subcarrier interpolator; vi) joint signal replica generator.
Fig. 4.2.4 shows the ow chart of the LMS-BJMLSE algorithm. CCI cancellation
is performed at each subcarrier. For the k-th subcarrier, the algorithm is implemented
as follows:
 During each frame, the rst symbol of the received training sequence, rk(1), is
used for the initial channel estimation introduced in Subsection 4.3.1.
 For the next received symbol, (rk(n); n 6= 1), if it is a pilot (either from training
sequence or pilot OFDM symbol), the JMLSE symbol detector has only to
detect the interfering signals. Otherwise, if the next received symbol is a data
signal, both the desired and interfering signals have to be detected by JMLSE.
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Figure 4.2.3: The proposed LMS-BJMLSE interference canceller.
The signal replicas are generated by using symbol candidates and compared
to the received symbol. The symbol candidate with the maximum likelihood
metric is selected as the combination of the transmitted symbols. The joint
symbol detection process is introduced in Subsection 4.3.2.
 Then, subcarrier identication is performed. If unidentied, both of the desired
and interfering channel coecients are jointly updated by LMS. If identied,
the desired channel coecient is updated by subcarrier interpolation while the
interfering channel coecients are updated by LMS. The joint channel esti-
mation process is introduced in Subsection 4.3.2. The proposed subcarrier
identication and interpolation algorithm is introduced in Subsection 4.3.3.
 Then the symbol index n is increased until the end of the sequence is reached.
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Figure 4.2.4: The ow chart of the proposed LMS-BJMLSE algorithm.
4.3 Least Mean Square-Blind Joint Maximum Like-
lihood Sequence Estimation (LMS-BJMLSE)
4.3.1 Initial Channel Estimation
The least square estimation (LSE) algorithm is modied to only estimate the desired
channel coecients, and to treat the interference as noise. For the desired BS (i = 1),
the rst OFDM symbol of the received TS is given by
R1(1)  D1(1)H1(1) +N(1); (4.3.1)
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where
D1(1)=
266664
d11(1)
. . .
d1K(1)
377775 ; (4.3.2)
R1(1)=

r1(1) : : : rK(1)
T
; (4.3.3)
H1(1)=

h11(1) : : : h
1
K(1)
T
; (4.3.4)
N(1)=

n1(1) : : : nK(1)
T
; (4.3.5)
and K is the total number of data subcarriers.
The initial channel estimate for the desired signal is given by
H^
1
(1) =
h 
D1(1)
H
D1(1)
i 1  
D1(1)
H
R1(1); (4.3.6)
where the superscript H denotes the Hermitian transpose. Initial channel estimates
for the interfering signals are set to random vectors. In the case that TS from the i-
th interfering BS is known, the initial channel estimate for the i-th interfering signal
can also be calculated by LSE rather than set to a random vector. However, this
performance gain achieved by knowing the additional information of the interference
at the mobile terminal is at the cost of increased system overhead and latency. Thus,
there is a trade-o between system performance and transmission eciency. The
advantage of the LMS-BJMLSE algorithm is that it can be applied for both cases.
Therefore, it enables a exible trade-o between system performance and system
overhead and latency.
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4.3.2 Joint Symbol and Channel Estimation
LetDk(n) = [d
1
k(n);    ; dIk(n)]T be the joint transmitted symbol vector. Let ~Dk(n) =
[ ~d1k(n);    ; ~dIk(n)]T , and D^k(n) = [d^1k(n);    ; d^Ik(n)]T be a hypothesis and an estimate
of this vector respectively. LetHk(n) = [h
1
k(n);    ; hIk(n)] be the joint channel trans-
fer function vector, and H^k(n) = [h^
1
k(n);    ; h^Ik(n)] be an estimate of this vector. The
joint symbol detection and channel estimation for the k-th subcarrier are performed
as follows:
1) Calculate the likelihood metric in terms of the Euclidean distance for each
hypothesis ~Dk(n) by
 k(n) =
H^k(n)~Dk(n)  rk(n)2 : (4.3.7)
The candidate with the maximum likelihood metric is selected as the transmitted
joint symbol vector and is denoted as D^k(n).
2) Jointly update the channel coecients for the symbol index n+ 1 by
8>><>>:
H^k(n+ 1) = H^k(n) + ek(n)
 
D^k(n)
H
; if unidentied
H^
0
k(n+ 1) = H^
0
k(n) + ek(n)
 
D^
0
k(n)
H
; if identied
(4.3.8)
where
H
0
k(n) = [h^
2
k(n);    ; h^Ik(n)]; (4.3.9)
D^
0
k(n) = [d^
2
k(n);    ; d^Ik(n)]T : (4.3.10)
For the identied subcarrier, the desired channel coecient is updated by subcarrier
interpolation.
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The estimation error ek(n) is given by
ek(n) = rk(n)  H^k(n)D^k(n): (4.3.11)
 is the step size parameter which controls the convergence rate and estimation
accuracy of the LMS algorithm. Although  looks similar to the forgetting factor
 dened in [37], the dierence is that  controls the amount of the adjustment
applied to the previous channel estimate vector, while  controls the relative weights
of the old data and the recent data respectively. The step size parameter  has to be
carefully chosen so that the convergence or stability of the LMS algorithm is satised.
In this thesis,  is xed so that the symbol index is dropped.
3) Increase the symbol index n to n + 1 and go to step 1) until the end of the
sequence is reached.
4.3.3 Subcarrier Identication and Interpolation
In this subsection, the relationship between MSE produced by the LMS algorithm
and MSD of the desired channel estimate is rstly investigated. The MSE learning
curve for the k-th subcarrier versus the iteration n is dened as
Jk(n) = E
j ek(n) j2 : (4.3.12)
The MSD learning curve for the desired signal is given by
D1k(n) = E
h1k(n)  h^1k(n)2 : (4.3.13)
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The weight error for the i-th BS is dened as
hik(n) = h
i
k(n)  h^ik(n): (4.3.14)
The estimation error produced by the LMS algorithm is expressed as
ek(n) = rk(n)  H^k(n)D^k(n)
= Hk(n)Dk(n)  H^k(n)D^k(n)

h
h1k(n) j H
0
k(n)
i
D^k(n)
= h1k(n)d^
1
k(n) + H
0
k(n)D^
0
k(n); (4.3.15)
where
H
0
k(n) = [h
2
k(n);    ;hIk(n)]: (4.3.16)
It is assumed that the variations of the weight error hik(n) with time are slow
compared with those of the input d^ik(n) and consequently, the stochastic product
d^ik(n)
 
d^ik(n)

can be replaced by its expected value E[d^ik(n)
 
d^ik(n)

] [38]. Hence, by
taking (4.3.15) into (4.3.12), the mean-square error produced by the LMS algorithm
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is given by
Jk(n) = E

h1k(n)d^
1
k(n) + H
0
k(n)D^
0
k(n)


h1k(n)d^
1
k(n) + H
0
k(n)D^
0
k(n)
H 
 E

h1k(n)R^k(h
1
k(n))


| {z }
1
+2Re

E

h1k(n)d^
1
k(n)
 
H
0
k(n)D^
0
k(n)
H
| {z }
2
+E

H
0
k(n)R^
0
k
 
H
0
k(n)
H
| {z }
3
; (4.3.17)
where R^k is the correlation of the desired signal estimate d^
1
k(n), and R^
0
k is the corre-
lation matrix of the interference estimate vector D^
0
k(n).
By using (4.3.13), the rst term on the right-hand side of (4.3.17) can be rewritten
as
E

h1k(n)R^k(h
1
k(n))


= R^kE

h1k(n)(h
1
k(n))


= R^kD1k(n): (4.3.18)
The second term on the right-hand side of (4.3.17) is the cross-correlation matrix
between the weight error of the desired signal and that of the interference. The
third term on the right-hand side of (4.3.17) is the weight error contributed from the
interference. When the weight error of the interference is much smaller than that of
the desired signal, i.e., the second and third terms on the right-hand side of (4.3.17)
are negligible compared to the rst term, the MSE Jk(n) reduces to R^kD1k(n), and is
in complete correlation with MSD of the desired channel estimate. The correlation
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decreases with an increase in the weight error of the interfering signals.
Based on the above analysis, a subcarrier identication and interpolation algo-
rithm is proposed, in which the subcarriers are divided into small groups based on
the channel's coherence bandwidth, and the slowest converging subcarrier in each
small group is identied by exploiting the correlation between MSE produced by the
LMS algorithm and MSD of the desired channel estimate. According to [3], if the co-
herence bandwidth is dened as the bandwidth over which the frequency correlation
function is above 0.9, then the coherence bandwidth is approximately
Bc  1
50
; (4.3.19)
where  is the root mean square (RMS) delay spread which is the square root of
the second central moment of the power delay prole. The group size Sgroup is
determined by
Sgroup =
Bc
f
 1
50f
; (4.3.20)
where f is the subcarrier spacing.
If the denition is relaxed so that the frequency correlation function is above 0.5,
then the coherence bandwidth is approximately
Bc  1
5
: (4.3.21)
The group size Sgroup is determined by
Sgroup =
Bc
f
 1
5f
: (4.3.22)
In this thesis, the denition that the frequency correlation function is above 0.9 is
4.3. LMS-BJMLSE 62
adopted. The most important reason for choosing the parameter of 0.9 is that it would
result in a smaller group size compared to the case of 0.5. As the group size decreases,
the total number of identied subcarriers will increase in a linear fashion, implying an
improved channel estimation performance. However, as the group size decreases, the
computational complexity will also increase in a linear fashion. Therefore, there is a
trade-o between channel estimation performance and computational complexity.
Therefore, the total number of groups is given by
Ngroup =
K
Sgroup
= 50Kf: (4.3.23)
The identied subcarrier's index in the j-th group is denoted as kj, j = 1;    ; Ngroup.
The channel estimates of the adjacent subcarriers are used for interpolation. Using
the linear interpolation scheme of [39], the linearly interpolated channel estimate is
expressed as
h^1kj(n+ 1) = c1h^
1
kj 1(n+ 1) + c2h^
1
kj+1
(n+ 1);
where
8>>>>>><>>>>>>:
c1 = 0; c2 = 1; if kj = 0
c1 = 1; c2 = 0; if kj = K   1
c1 = c2 =
1
2
; if 0 < kj < K   1
: (4.3.24)
The spline cubic interpolation which produces a smooth and continuous polyno-
mial is also adopted in order to compare with the linear interpolation [40].
The percentage of subcarriers which are identied for one OFDM symbol is given
by
Piden% =
Ngroup
K
% = 50f%: (4.3.25)
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This is also the percentage of subcarriers whose channel coecients are not updated
by the LMS algorithm. The percentage of subcarriers which are picked for interpo-
lation is given by
Pint% =
8>>>>>><>>>>>>:
100Kf 2
K
%; k1 = 0 & kNgroup = K   1
100Kf 1
K
%; k1 = 0 or kNgroup = K   1
100f%; k1 6= 0 & kNgroup 6= K   1
(4.3.26)
In conclusion, Piden% and Pint% both depend on the rms delay spread  and the
subcarrier spacing f . Whether Pint% depends on the total number of subcarriers
K or not depends on the identied subcarriers' indexes of the rst and last groups.
4.3.4 Extension to the Multi-branch Receiver Diversity Scheme
In this subsection, the proposed algorithm is generalized to the multi-branch receiver
diversity scheme. Receiver diversity exploits the fact that if the receive antennas
are spaced suciently far apart, it is unlikely that they all experience deep fades at
the same time. Therefore, the receiver diversity can mitigate the eects of fading
by combining the independent fading paths. Fig. 4.3.1 shows the generalization of
LMS-BJMLSE to the dual-branch diversity. The metric for the joint symbol detector
is the combination of the respective branch metrics given by single-branch metrics.
Let NR be the number of the receive antennas available at the mobile terminal.
The received signal at the nR-th antenna is given by
rnRk (n) =
IX
i=1
hi;nRk (n)d
i
k(n) + n
nR
k (n); nR = 1;    ; NR; (4.3.27)
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Figure 4.3.1: The proposed LMS-BJMLSE interference canceller with dual-branch
diversity.
where hi;nRk (n) is the frequency-domain channel transfer function of the k-th subcar-
rier for the i-th BS corresponding to the nR-th antenna. n
nR
k (n) is the DFT of AWGN
at the nR-th antenna. The joint detection and estimation process given in (4.3.7),
(4.3.8), and (4.3.11) is rewritten as
 NRk (n) =
NRX
nR=1
H^nRk (n)~Dk(n)  rnRk (n)2 ; (4.3.28)
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8>><>>:
H^nRk (n+1)=H^
nR
k (n)+e
nR
k (n)
 
D^k(n)
H
; if unidentied
H^
0nR
k (n+1)=H^
0nR
k (n)+e
nR
k (n)
 
D^
0
k(n)
H
; if identied
(4.3.29)
enRk (n) = r
nR
k (n)  H^nRk (n)D^k(n); (4.3.30)
where
H^
0nR
k (n) = [h^
2;nR
k (n);    ; h^I;nRk (n)]: (4.3.31)
The subcarrier interpolation given in (4.3.24) is rewritten as
h^1;nRkj (n+ 1) = c1h^
1;nR
kj 1(n+ 1) + c2h^
1;nR
kj+1
(n+ 1);
where
8>>>>>><>>>>>>:
c1 = 0; c2 = 1; if kj = 0
c1 = 1; c2 = 0; if kj = K   1
c1 = c2 =
1
2
; if 0 < kj < K   1
: (4.3.32)
4.4 Simulation Results
4.4.1 Simulation Parameters
The simulation parameters are summarized in Table 4.1 by referring to [35, 36]. A
convolutional encoder with a coding rate of 1/2 is used. A quadratic permutation
polynomial (QPP) interleaver is adopted. The modulation scheme is QPSK. The
FFT length is 512 and the number of subcarriers used for data transmission is 300.
The 10 ms radio frame is divided into 20 equally sized slots of 0:5 ms. One slot
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Table 4.1: Simulation Parameters.
Carrier frequency 2 GHz
Subcarrier spacing 15 kHz
Bandwidth 5 MHz
Sampling frequency 7.68 MHz
Encoder Convolutional encoder
Coding rate 1/2
Interleavers QPP
Modulation scheme QPSK
OFDM symbol duration 66.7 s
GI #1 5.2 s for the rst symbol
GI #2 4.7 s for the other 6 symbols
Slot duration 0.5 ms
TS #1 5 slots
TS #2 1 slot
Frame duration 10 ms
Data subcarrier number 300
FFT length 512
Channel model EVA (fmax = 70Hz)
Frequency correlation function  0.9
Group size 4
Number of interferers 1  2
Number of receive antennas 1  2
LMS step size 0.2
consists of 7 OFDM symbols, and the downlink pilots (reference symbols) are inserted
within the rst and the fth OFDM symbols of each slot with a frequency-domain
spacing of 6 subcarriers. There is a frequency-domain staggering of 3 subcarriers
between the rst and the second pilot OFDM symbols. The overall pilot overhead
for one frame is 4:76%, which is calculated in Subsection 4.4.5. The rst slot or
rst 5 slots of a frame are used as the training sequence. The non-orthogonal pseudo-
random training sequence is adopted. The desired training sequence will be interfered
randomly by either training sequences or data signals of neighbor base stations. The
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Table 4.2: Extended Vehicular A (EVA) Model.
Excess tap delay [ns] Relative Power [dB]
0 0.0
30 -1.5
150 -1.4
310 -3.6
370 -0.6
710 -9.1
1090 -7.0
1730 -12.0
2510 -16.9
proposed algorithm could also be applied for the case of the cell-specic orthogonal
training sequence. In such a case, careful training sequence planning, assignment
and alignment, strict cross-correlation and auto-correlation properties are required.
For each symbol, a guard interval is appended. The extended vehicular A (EVA)
model with a maximum Doppler frequency of 70 Hz and a channel length of 9 taps is
adopted. The channel parameters are given in Table 4.2. Using f =15 kHz and the
parameters of the EVA model, it can be calculated that Sgroup  4. Although this
thesis targets general OFDM systems, the subcarrier identication and interpolation
algorithm can also be applied for 3GPP-LTE systems. In LTE, a resource block (RB)
spans 12 subcarriers over a slot duration, which can be divided into 12  7=4 = 21
groups. Then the subcarrier identication and interpolation algorithm is performed
in each group. The step size for the LMS algorithm is set to 0:2. This number is
selected based on experiment results, which enables the channel estimate to converge
quickly while keeps the channel estimation error acceptable.
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Figure 4.4.1: Channel estimation performance at the 24-th iteration. (TS=5 slots,
SIR=-5 dB, SNR=20 dB): (a) mean-square deviation; (b) subcarrier SIR; (c) mean-
square error.
4.4.2 Channel Estimation Performance
In this subsection, the channel estimation performance of the LMS-BJMLSE algo-
rithm is evaluated. The MSE learning curve for the k-th subcarrier versus the itera-
tion n is dened in (4.3.12). The MSD learning curve for the desired signal is given
by (4.3.13).
Fig. 4.4.1 shows the snapshot of the MSD and MSE learning curves at the 24-th
iteration. Subcarriers with small MSD (Fig. 4.4.1(a)) are well estimated subcarriers
with a fast convergence speed. In contrast, subcarriers with large MSD are poorly
estimated subcarriers. Good agreement between MSD and MSE is observed in Fig.
4.4.1. For example, in Fig. 4.4.1(c), subcarrier 75 and 88 have a large MSE (circled
with ), while their MSD values in Fig. 4.4.1(a) are also larger than 0:5 (circled
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Figure 4.4.2: The evolution of MSD over the training sequences for the conventional
LMS-BJMLSE algorithm without interpolation.
with  too). Good agreements between MSD and MSE are also observed in other
subcarriers (circled with the same shape).
Fig. 4.4.2 shows the evolution of MSD over the training sequences for the con-
ventional LMS-BJMLSE algorithm without interpolation. The slowest converging
subcarrier requires a training sequence length of nearly 34 symbols to converge.
Fig. 4.4.3 shows the evolution of MSD over the training sequences for LMS-
BJMLSE with the proposed subcarrier identication and linear interpolation. The
slowest converging subcarrier only requires a training sequence length of 16 symbols
to converge. Simulation results demonstrate that the proposed subcarrier identi-
cation and interpolation algorithm improves the channel estimation performance
signicantly.
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Figure 4.4.3: The evolution of MSD over the training sequences for the proposed
LMS-BJMLSE algorithm with linear interpolation.
4.4.3 Single Interference Environment
Fig. 4.4.4 shows the BER performance with respect to SIR under the single interfer-
ence condition. TS #1 is used for the conventional LMS-BJMLSE algorithm without
subcarrier identication and interpolation, which is labeled as "conventional". TS
#2 is used for the proposed linear and spline subcarrier identication and interpola-
tion algorithms, which are labeled as "linear" and "spline" respectively. The length
of TS #2 is only 20% of that of TS #1. Single-branch based JMLSE with perfect
channel state information (CSI) is also simulated for comparison, which is labeled
as "perfect CSI, no diversity". TS #2 is also used for the generalized dual-branch
receiver diversity scheme, which is labeled as "diversity".
The conventional Viterbi decoder (CVD) with the minimum mean square esti-
mation (MMSE) equalizer degrades severely in the low and medium SIR regions.
Compared with MMSE-CVD, the conventional LMS-BJMLSE with TS=5 slots im-
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Figure 4.4.4: BER versus SIR for the case of one interferer.
proves the BER performance dramatically in the low and medium SIR regions, but
performs worse than MMSE-CVD when SIR>20 dB. In contrast, the proposed lin-
ear and spline subcarrier identication and interpolation algorithms outperform both
MMSE-CVD and the conventional LMS-BJMLSE in the whole SIR region with a
training sequence of only 1 slot. The reason is that instead of using the poor chan-
nel estimates of those subcarriers which converge slowly and have large MSD values,
the proposed algorithm uses the interpolated channel estimates to improve the BER
performance. Compared to MMSE-CVD, "linear" improves BER from 0:4 10 1 to
2  10 4 at SIR= 0dB. The spline and linear interpolation schemes result in nearly
the same performance, which indicates that the performance gain from using complex
interpolation functions becomes insignicant.
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4.4.4 Dual Interference Environment
In this subsection, the BER performance of the proposed algorithm is veried for the
case of two interferers. In the presence of two or more interferers, cases should be
divided by the dominant to rest of interference ratio (DIR).
1) DIR=0 dB: Fig. 4.4.5 shows the BER performance versus SIR for the case
of two interferers when DIR=0 dB. The linear interpolation scheme with TS=1 slot
outperforms the conventional LMS-BJMLSE with TS=5 slots in the whole SIR region,
but performs worse than MMSE-CVD when SIR>14 dB. The dual-branch diversity
scheme could improve the BER performance dramatically, which achieves a BER of
nearly 10 6 at SIR=10 dB.
2) DIR=5 dB: Fig. 4.4.6 shows the BER performance versus SIR for the case
of two interferers when DIR=5 dB. The linear interpolation scheme with TS=1 slot
outperforms the conventional LMS-BJMLSE with TS=5 slots in the whole SIR region,
but performs worse than MMSE-CVD when SIR>15 dB. The dual-branch diversity
scheme could improve the BER performance dramatically, which achieves a BER of
nearly 10 6 at SIR=13 dB.
3) DIR=10 dB: Fig. 4.4.7 shows the BER performance versus SIR for the case
of two interferers when DIR=10 dB. The linear interpolation scheme with TS=1
slot outperforms the conventional LMS-BJMLSE with TS=5 slots in the whole SIR
region, but performs worse than MMSE-CVD when SIR>17.5 dB. The dual-branch
diversity scheme could improve the BER performance dramatically, which achieves a
BER of nearly 10 6 at SIR=8 dB.
The performance degradation observed in the high SIR region arises when another
interference adds one more dimension of ambiguity to the channel estimation. The
poor channel estimates cause more than one signal combination to result in similar
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Figure 4.4.5: BER versus SIR for the case of two interferers at DIR=0 dB.
replicas that give the same Euclidean distance from the received signal. Therefore,
in the high SIR region, the partial cancellation which only cancels the strongest
interference might achieve better BER performance.
One problem of all the JMLSE based algorithms is that the performance degrades
in certain conditions, e.g., SIR=10 dB in case 1), SIR=5 dB in case 2), and SIR=0
dB in case 3). The reason is that the dierent combinations of the desired and
interfering signals result in the same coincident signal point [26]. Several algorithms
which employ power control and frequency spread coding to solve this problem have
been proposed in [41] and [42] respectively. It should be noted that in the EVA
channel the BER performance of JMLSE does not degrade severely around SIR=0
dB, where the BER performance degrades severely in the AWGN channel due to the
signal constellation ambiguity [26]. This is because the signal levels of either the
desired or interfering signals vary dynamically in the multi-path fading channels and
hence, the probability of the signal point coincidence becomes very low.
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Figure 4.4.6: BER versus SIR for the case of two interferers at DIR=5 dB.
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Figure 4.4.7: BER versus SIR for the case of two interferers at DIR=10 dB.
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Furthermore, the dual-branch receiver diversity scheme provides a huge improve-
ment in all of the three DIR cases. Signicant improvement is observed especially
in the medium and high SIR regions since the dual-branch receiver diversity scheme
exploits the signal transmitted through the other independent fading channels to
mitigate the eects of deep fading and reduce the ambiguity caused by another in-
terference.
4.4.5 Further Insight for Training Sequence Reduction
Training sequence is required because the simulation scenario considered in this thesis
is extremely strict. The interference scenario is that there are consistent amounts of
strong interference sources which adversely aect a consecutive number of bursts and
all of the subcarriers simultaneously. Interference is present all the time so that prior
knowledge from previous channel estimates is not available. Due to the fast-fading
channel model, the pilot OFDM symbol alone is not sucient to track fast channel
variations in the presence of interference.
However, even in such a strict situation, the overhead caused by TS #2 is reason-
able compared to the overhead of non TS. Consider the case of TS #1, the overall
pilot overhead for one frame is given by
PTS #1 =
(5 7 6 + 2 15)
6 20 7  28:57%: (4.4.1)
Consider the case of TS #2, the overhead for one frame is
PTS #2 =
(1 7 6 + 2 19)
6 20 7  9:52%: (4.4.2)
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Consider the case of non TS, the overhead for one frame is
Pnon TS =
(2 20)
6 20 7  4:76%: (4.4.3)
Comparing the TS #2 case with the non TS case, there is only a 4:76% (9:52%  
4:76% = 4:76%) increase in the overall overhead. Although the use of TS #2 increases
the system overhead, it could greatly improve the BER performances of those cell-
border users who suer from severe interferences, thus enables an ecient use of the
scarce spectrum resource and meets the minimum QoS requirements. Besides, the
training sequence will be required only for a small portion of users who are near to the
cell borders and suering from severe interferences. Therefore, the increased overhead
will be reasonably small to enable a balanced trade-o between system performance,
spectrum eciency, QoS satisfaction and system overhead and latency.
The proposed training sequence reduction algorithm targets general OFDM sys-
tems. For specic systems such as 3GPP-LTE, training sequence can be further
reduced or even eliminated by a cross-layer optimization scheme, which combines the
unique characteristics of the PHY/MAC layers and the LMS-BJMLSE algorithm.
Although this scheme is beyond the target of this thesis, some thoughts and opinions
are outlined here for future research.
The channel estimator and subcarrier interpolator used in this thesis are lim-
ited to one dimension (1-D) due to the strict interference model. However, in the
LTE downlink, channel-dependent OFDMA scheduler, which dynamically assigns the
time/frequency resources to the mobile terminal based on its instantaneous radio-link
conditions, can reduce the probability that there are consistent amounts of strong
interference sources which adversely aect a consecutive number of bursts and sub-
carriers. If a more relaxed interference model, in which occasional interference only
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corrupts one or a few bursts or a subset of the overall subcarriers, is adopted, the prior
knowledge from previous or neighbor subcarriers' channel estimates can be exploited
to further reduce or even eliminate the required training sequence. The channel es-
timation and subcarrier interpolation can be implemented in two dimensions (2-D).
In the frequency domain, if all of the resource blocks are not interfered simultane-
ously, the mobile terminal may not only use the pilots within the interfered resource
block but also the neighbor non-interfered resource blocks. In the time domain, the
previous channel estimate at the symbol index n n can be exploited, when there
was little or no interference due to that either the interference was not transmitted
in the same time/frequency resource or the mobile terminal was still far from the
interference source. n is the time-domain spacing which is a small integral number.
The channel estimation model is expressed as
h^k(n) = (n)h^k(n n) + n0k(n); (4.4.4)
where  (0    1) is the correlation coecient and n0k is the noise. (n) = 1 means
that h^k(n) completely depends on h^k(n   n), while (n) = 0 means that there is
no prior knowledge available.  depends on the interference model and the Doppler
frequency. In this thesis, only the worst situation that (n) = 0 is considered. The
relationship between the correlation coecient , the time-domain spacing n, and
the channel estimation performance will be claried in the future work.
Last but not least, more complex and robust coding schemes such as turbo code
can be employed to reduce the required training sequence. Additional information
of the interference can also reduce the desired training sequence by increasing the
convergence rate of the LMS algorithm, but is at the cost of increased system overhead
and latency. Thus, there is a trade-o between system performance and transmission
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eciency.
4.5 Conclusions
In this chapter, a SAIC algorithm named least mean square-blind joint maximum
likelihood sequence estimation (LMS-BJMLSE) was proposed for OFDM systems.
LMS-BJMLSE performs joint detection before the decoding process, and therefore,
its calculation complexity is independent of encoder structure and channel length.
LMS-BJMLSE is also blind with respects to interfering signals, which means that
neither pilot nor training sequence (TS) is needed from interference. Furthermore,
in order to reduce the required training sequence length of the conventional LMS-
BJMLSE algorithm and to increase transmission eciency, a subcarrier identication
and interpolation scheme was proposed. Simulation results demonstrated that the
proposed algorithm can reduce the required training sequence dramatically for both
the cases of single interference and dual interference. LMS-BJMLSE could improve
the BER from 0:410 1 to 210 4 for the case of SIR=0dB, single interference. LMS-
BJMLSE was also extended to receiver diversity, which provides a huge performance
improvement for all of the three DIR cases. In future work, other interpolation
schemes both in the time and frequency domains will be considered. A SIR and DIR
adaptive interference cancellation scheme will be proposed, which dynamically decides
whether the interference should be canceled or ignored. For 3GPP-LTE, a cross-layer
optimization scheme which combines the unique characteristics of the PHY/MAC
layers and the LMS-BJMLSE algorithm will also be investigated for further training
sequence reduction.
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Chapter 5
The Error Probability Bound
Analysis of JMLSE Based
Interference Cancellation
Algorithms for MQAM-OFDM
Systems
5.1 Introduction
Despite the fact that the error probability of JMLSE is very critical for analyzing the
performance, to the best of our knowledge, its mathematical expression has not been
derived for MQAM-OFDM yet. One way to compute the error probability is to con-
dition on each of all the possible transmitted signal pairs and compute the probability
that the received signal will cross a decision region boundary. This involves integrat-
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ing a multi-dimensional Gaussian distribution that has no closed-form solution and
the accuracy may be limited by the chosen numerical integration routine. Another
way is to upper and lower bound the error probability with computable quantities.
Therefore, our motivation is to derive the error probability bounds, which can be used
to provide rapid and accurate estimation of the BER performance over any MQAM
scheme and an arbitrary number of interferers. In this chapter, rstly, both the up-
per bound (UB) and the conventional lower bound (CLB) are derived based on a
genie-aided receiver, which is originally developed for the BPSK modulation scheme
in [23, 29, 30, 31]. Secondly, in order to reduce the gap between the conventional
lower bound and the simulation results, a new tighter lower bound (TLB) is derived
by replacing the genie with a less generous one. This new lower bound is proved to
be much tighter compared to the conventional lower bound. Thirdly, those derived
error probability bounds are generalized for the receiver diversity scheme and veried
by simulation results.
5.2 System Model
Let us consider a multi-path mobile communication environment, where at the mo-
bile terminal, the desired signal, the I   1 interfering signals and the additive white
Gaussian noise (AWGN) are present. The received serial signal is rstly converted to
a parallel signal by the serial to parallel (S/P) converter. After guard interval (GI)
removal, it is transformed to a frequency domain signal by the discrete Fourier trans-
form (DFT). After DFT, the frequency domain received signal at the k-th subcarrier
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can be expressed as
rk(n) =
IX
i=1
hik(n)d
i
k(n) + nk(n); d
i
k(n) 2 A; (5.2.1)
where hik(n) is the frequency domain channel impulse response of the k-th subcarrier
for the i-th BS (i = 1 is the desired BS). n is the symbol index. Uncorrelated Rayleigh
fading channel is assumed. dik(n) is the modulated complex symbol. nk(n) is the DFT
of AWGN with the mean zero and variance 2. A = fa0;    ; aM 1g is the alphabet
of the input symbols and each dik(n) is a selection from A. M is the modulation
alphabet size, e.g., M = 4 for 4QAM, M = 16 for 16QAM and M = 64 for 64QAM.
5.3 Upper Bound
The symbol index n is dropped for simplicity. Let Dk = [d
1
k;    ; dIk]T be the jointly
transmitted signal vector. Let ~Dk = [ ~d
1
k;    ; ~dIk]T and D^k = [d^1k;    ; d^Ik]T be a hy-
pothesis and a wrong estimation of this vector respectively. The normalized dierence
between Dk and D^k is referred to as an error vector, and is denoted as
"k =
Dk   ~Dk
2
= ["1k;    ; "Ik]T : (5.3.1)
Here, the normalization means that the dierence between the vector Dk and D^k is
"normalized" by a factor of 2-hence the term "normalized". Each row variable "ik of
the error vector "k represents the estimation error corresponding to the i-th BS.
The set of error vectors that aects the desired BS (i=1) is given by
E1k = f"k 2 M ; "1k 6= 0g; (5.3.2)
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Figure 5.3.1: ML decision regions for a binary hypothesis testing.
where
M =

fal   am
2
gI ; al; am 2 A

; (5.3.3)
is the set of the normalized dierence between any two elements of the input alphabet
A. Given an error vector "k 2 E1k, the set of the transmitted joint signal vector Dk,
which is compatible or admissible with the error vector "k, is expressed as
"k 2 A(Dk) = f"k 2 E1k;Dk   2"k 2 Ag: (5.3.4)
Therefore, for the desired BS, the upper bound on the error probability of the
k-th subcarrier for the single antenna based JMLSE algorithm is given by
Pk 
X
"k2E1k
P

"k 2 A(Dk); 
(D^k)  
(Dk)

; (5.3.5)
where 
(Dk) and 
(D^k) are the squares of the distances from HkDk and HkD^k to
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the received signal rk respectively. 
(Dk) and 
(D^k) are expressed as

(Dk) = j HkDk   rk j2; (5.3.6)

(D^k) = j HkD^k   rk j2; (5.3.7)
Hk = [h
1
k;    ; hIk]: (5.3.8)
According to (5.3.4), for each "k, the event "k 2 A(Dk) depends only on Dk but
not on the noise nk. Let w("k) be the number of the nonzero components (weight) of
the error vector "k. Let  be the number of the nonzero components of the set M
and expressed as
 = (2
p
M
2
+1   2)2 + 2(2
p
M
2
+1   2): (5.3.9)
For the zero component of the error vector "k, i.e., "
i
k = 0, the condition d
i
k 2"ik 2 A
is forever satised. While for the nonzero component, i.e., "jk 6= 0, the condition
djk   2"jk 2 A can be satised only when "jk 2 M . For each "jk, it could be any non
zero component selected from the set M , i.e., the probability is 1=. For the entire
error vector with w("k) non zero components, there will be
P

"k 2 A(Dk)

= Pf"k 2 E1k;Dk   2"k 2 Ag =  w("k): (5.3.10)
Fig. 5.3.1 shows the maximum likelihood (ML) decision regions for a binary
hypothesis testing [43]. Geometrically, from the Pythagorean theorem, there will be

(Dk)  
(D^k) = 
 (Dk)  
 (D^k); (5.3.11)
where 
 (Dk) and 
 (D^k) are the squares of the distances from HkDk and HkD^k to
the projection of rk on the straight line generated by HkDk and HkD^k respectively.
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Given the properties of AWGN, the projection of nk onto this one-dimensional line is
still a one dimensional Gaussian random variable with mean 0 and variance 2. The
event 
(D^k)  
(Dk) occurs if and only if  >j Hk"k j, when noise exceeds one-half
the distance between HkDk and HkD^k. Therefore, in binary hypothesis testing like
BPSK or 2PAM, for the particular error vector "k, the event 
(D^k)  
(Dk) occurs
if and only if  >j Hk"k j, which depends only on , Hk and "k, but not on the
transmitted signal vector Dk [43, 29, 44]. Taking 2PAM as an example, there will be
P


(D^k)  
(Dk)

2PAM = Q
 j Hk"k j


: (5.3.12)
With M hypotheses, the decision regions are Voronoi regions, which are sepa-
rated by perpendicular bisectors between the hypotheses. The probability derived
in (5.3.12) is rstly extended from 2PAM to MPAM with M   2 inner constellation
points and 2 outer constellation points. Using the results developed in [44], there will
be
P


(D^k)  
(Dk)

MPAM =
2(M   1)
M
Q
 j Hk"k j


: (5.3.13)
The MQAM modulation of size M can be viewed as two MPAM systems with signal
constellation of size
p
M transmitted over the in-phase and quadrature dimensions,
each with half the energy of the original MPAM systems. The total probability
equals the probability that either the in-phase or the quadrature branch has an error.
Therefore, there will be
P


(D^k)  
(Dk)

MQAM = 1 
 
1  2(
p
M   1)p
M
Q
 j Hk"k j

!2
: (5.3.14)
Since the event "k 2 A(Dk) depends only on Dk, and the event 
(D^k)  
(Dk)
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depends only on nk, therefore, they are independent events. Accordingly, using
(5.3.10) and (5.3.14), the upper bound (Pk  Pk;UB) given by (5.3.5) can be rewritten
as
P
k;UB =
X
"k2E1k
P

"k 2 A(Dk); 
(D^k)  
(Dk)

=
X
"k2E1k
 w("k)
241  1  2(pM   1)p
M
Q
 j Hk"k j

!235 : (5.3.15)
5.4 Conventional Lower Bound
As  ! 0, the sum in (5.3.15) will be dominated by the term or terms with the
smallest argument of the Q-function. That corresponds to the error vector "
0
k ("
0
k 2
E1k) which achieves
j Hk"0k j= min
"k2E1k
j Hk"k j; "1k 6= 0: (5.4.1)
The minimum error probability can be lower-bounded by the error probability of a
genie-aided receiver, which has some side information about the transmitted symbols
not available to the original receiver. The genie-aided receiver can be constructed as
follows:
 If the transmitted signal vector Dk is compatible with "0k, i.e., "0k 2 A(Dk),
then the genie informs the receiver that the true transmitted vector belongs to
the pair
 
Dk;Dk   2"0k

.
 If the transmitted signal vector Dk is compatible with  "0k, i.e.,  "0k 2 A(Dk),
then the genie informs the receiver that the true transmitted vector belongs to
the pair
 
Dk;Dk + 2"
0
k

.
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 If the transmitted signal vector Dk is such that "0k =2 A(Dk) [  "0k =2 A(Dk),
then the genie reveals Dk to the receiver.
An error will occur if and only if either of the following events occurs:
f"0k 2 A(Dk)g \ f
(Dk   2"
0
k)  
(Dk)g;
f "0k 2 A(Dk)g \ f
(Dk + 2"
0
k)  
(Dk)g: (5.4.2)
Since these error events are non overlapping and have equal probabilities, the
conventional lower bound (Pk  Pk;CLB) of the k-th subcarrier for the desired BS is
given by
P
k;CLB = 
1 w("0k)
241  1  2(pM   1)p
M
Q
 
j Hk"0k j

!!235 : (5.4.3)
If there are multiple error vectors "
0
k, which can achieve min
"k2E1k
j Hk"k j from the set
of error vectors E1k, the conventional lower bound in (5.4.3) can be maximized by
choosing "
0
k with the smallest possible weight. This minimum weight for the k-th
subcarrier is dened as
wk;min = min
"
0
k2E1k
w("
0
k): (5.4.4)
Thus, by taking (5.4.4) into (5.4.3), the conventional lower bound is given by
P
k;CLB = 
1 wk;min
241  1  2(pM   1)p
M
Q
 
j Hk"0k j

!!235 : (5.4.5)
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5.5 Tighter Lower Bound
In this subsection, a tighter lower bound is derived by replacing the genie with a
less generous one. Instead of revealing the pair
 
Dk;Dk   2"0k

or
 
Dk;Dk + 2"
0
k

directly to the receiver like the generous genie, the less generous genie gives the true
transmitted vector and one of its nearest neighbors.
Let E1k;m be the set of error vectors such that the hypothesis
~d1k = am, and let
E1k;j be the set of error vectors such that the hypothesis
~d1k = aj (am; aj 2 A;m 6= j).
The likelihood of the hypothesis ~Dk 2 E1k;m, i.e., ~Dk = [ ~d1k;    ; ~dIk], and ~d1k = am,
is given by
frkjam =M
1 I X
~Dk2E1k;m
P
h
rk j ~Dk
i
: (5.5.1)
Choose an arbitrary one-to-one correspondence m;j : E
1
k;m ! E1k;j, which satises
frkjaj = M
1 I X
~Dk2E1k;j
P
h
rk j ~Dk
i
= M1 I
X
~Dk2E1k;m
P
h
rk j m;j(~Dk)
i
: (5.5.2)
Therefore, the genie-aided detection problem is equivalent to an M -ary hypothesis
testing between M equiprobable hypotheses:
Hypothesis 0 : rk  frkja0 ;
Hypothesis 1 : rk  frkja1 ;
...
Hypothesis M-1 : rk  frkjaM 1 : (5.5.3)
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From the Bhattacharyya bound [45], there will be
Pk =
1
M
M1 I min
0B@ X
~Dk2E1k;m
P
h
rk j m;0(~Dk)
i
;   ;
X
~Dk2E1k;m
P
h
rk j ~Dk
i
;   
1CA : (5.5.4)
For real numbers, using the fact that
min
 
MX
j=1
xj;
MX
j=1
yj
!

MX
j=1
min (xj; yj); (5.5.5)
there will be
Pk M1 I
X
~Dk2E1k;m
1
M
min

P
h
rk j m;0(~Dk)
i
;  ; P
h
rk j ~Dk
i
; : : :

; (5.5.6)
where the term
1
M
min

P
h
rk j m;0(~Dk)
i
;    ; P
h
rk j ~Dk
i
;   

; (5.5.7)
is the error probability of the M -ary hypothesis testing, which is given in (5.3.14).
Therefore, (5.5.6) can be rewritten as
Pk M1 I
X
~Dk2E1k;m
241  1  2(pM   1)p
M
Q
 j Hk"k j

!235 : (5.5.8)
Let  be the maximum possible number of pairs
 
~Dk; m;j(~Dk)

such that
j Hk ~Dk  Hkm;j(~Dk) j=j 2Hk"0k j : (5.5.9)
Keeping only those  pairs from the summation in (5.5.8), the tighter lower bound
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(P
k;TLB  Pk) is given by
P
k;TLB = M
1 I
241  1  2(pM   1)p
M
Q
 j Hk"0k j

!235 : (5.5.10)
The weight wk;min dened in (5.4.4) positions where the error "
i
k 6= 0 being xed,
and the total number of zero positions is I   wk;min. Since there are M possi-
ble hypotheses for each zero position, there are at least M I wk;min possible pairs 
~Dk; j;m(~Dk)

which satisfy (5.5.9). Thus,  M I wk;min , and there will be
M1 I M I wk;minM1 I =M1 wk;min : (5.5.11)
Using the fact that  > M and 1  wk;min  0, there will be
M1 wk;min  1 wk;min : (5.5.12)
Therefore, there will be M1 I  1 wk;min . Comparing (5.5.10) with (5.4.5), it is
proved that P
k;TLB  Pk;CLB.
5.6 Extension to the Receiver Diversity Scheme
In this subsection, the error probability bounds of the single antenna based JMLSE
scheme is generalized to the receiver diversity scheme. Receiver diversity exploits the
fact that if the receive antennas are spaced suciently far apart, it is unlikely that
they all experience deep fades at the same time. Therefore, the receiver diversity
can mitigate the eects of fading by combining the independent fading paths. In
normal receiver diversity schemes, the multiple received signals which are received
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by the independent antennas are directly combined to form a signal. While in the
JMLSE algorithms, the metrics of the independent branches are combined to form
the total metric. The metric of each branch is a real number, which is dierent
from the normal receiver diversity scheme, where the received signal is a complex
number. In this thesis, considering that the receive antennas are spaced suciently
far apart from each other, there is no correlation between receive antennas. The case
of antenna correlation is beyond the scope of this thesis and will be studied in our
future work. Considering the interference limited environment and the independent
receive antennas, the metric from each branch should be weighted equally, which is
employed in [46].
Let NR be the number of the receive antennas available at the mobile terminal.
The metric for the receiver diversity scheme is the combination of the respective
branch metrics given by single-branch metrics.
The upper bound given in (5.3.5) can be rewritten as
PNRk 
X
"k2E1k
P

"k 2 A(Dk); 
NR(D^k)  
NR(Dk)

; (5.6.1)
where 
NR(Dk) and 

NR(D^k) are expressed as

NR(Dk) =
NRX
nR=1
j HnRk Dk   rnRk j2; (5.6.2)

NR(D^k) =
NRX
nR=1
j HnRk D^k   rnRk j2 : (5.6.3)
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NR(Dk) can be rewritten as

NR(Dk) =
NRX
nR=1
j HnRk Dk j2 +
NRX
nR=1
j rnRk j2
 
NRX
nR=1

HnRk Dk(r
nR
k )
 + rnRk D
H
k (H
nR
k )
H

; (5.6.4)
where the superscript  denotes the complex conjugate and the superscript H denotes
the Hermitian transpose. In the same way, 
NR(D^k) can be rewritten as

NR(D^k) =
NRX
nR=1
j HnRk D^k j2 +
NRX
nR=1
j rnRk j2
 
NRX
nR=1
h
HnRk D^k(r
nR
k )
 + rnRk D^
H
k (H
nR
k )
H
i
: (5.6.5)
With (5.6.4) and (5.6.5), 
NR(D^k)  
NR(Dk) can be calculated by

NR(D^k)  
NR(Dk) =
NRX
nR=1
h
j HnRk D^k j2   j HnRk Dk j2
i
| {z }
1
 
NRX
nR=1
h
HnRk D^k(r
nR
k )
  HnRk Dk(rnRk )
i
| {z }
2
 
NRX
nR=1
h
rnRk D^
H
k (H
nR
k )
H   rnRk DHk (HnRk )H
i
| {z }
3
: (5.6.6)
Using D^k = Dk   2"k, the rst part in (5.6.6) can be rewritten as
NRX
nR=1
[4 j HnRk "k j2  2HnRk Dk"Hk (HnRk )H   2HnRk "kDHk (HnRk )H ]: (5.6.7)
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Using rnRk = H
nR
k Dk + n
nR
k , the second part in (5.6.6) can be rewritten as
 
NRX
nR=1

2HnRk "kD
H
k (H
nR
k )
H + 2HnRk "k(n
nR
k )
 : (5.6.8)
The third part in (5.6.6) can be rewritten as
 
NRX
nR=1

2HnRk Dk"
H
k (H
nR
k )
H + 2(nnRk )
"Hk (H
nR
k )
H

: (5.6.9)
With (5.6.7), (5.6.8), (5.6.9), (5.6.6) can be rewritten as

NR(D^k)  
NR(Dk) =
NRX
nR=1
[4 j HnRk "k j2 +2HnRk "k(nnRk ) + 2(nnRk )"Hk (HnRk )H ]
=
NRX
nR=1
4 j HnRk "k j2 +
NRX
nR=1
4Re fHnRk "k(nnRk )g ; (5.6.10)
where HnRk "k(n
nR
k )
 is a complex Gaussian random variable with independent real
and imaginary components and variance given by
E[j HnRk "k(nnRk ) j2] = 2 j HnRk "k j2 : (5.6.11)
Therefore, P [
NR(D^k) > 

NR(Dk)] can be calculated by
P [
NR(D^k) > 

NR(Dk)] =
1 
0BBBBBB@1 
2(
p
M   1)p
M
Q
0BBBBBB@
NRX
nR=1
j HnRk "k j2

vuut NRX
nR=1
j HnRk "k j2
1CCCCCCA
1CCCCCCA : (5.6.12)
5.6. Extension to the Multi-branch Receiver Diversity Scheme 93
Similar to (5.3.15), (5.4.5), (5.5.10), the upper bound, conventional lower bound
and tighter lower bound for theNR-branch receiver diversity scheme can be calculated
respectively by
PNR
k;UB =
X
"k2E1k
P

"k 2 A(Dk); 
NR(D^k)  
NR(Dk)

=
X
"k2E1k
 w("k)
1 
0BBBBBB@1 
2(
p
M   1)p
M
Q
0BBBBBB@
NRX
nR=1
j HnRk "k j2

vuut NRX
nR=1
j HnRk "k j2
1CCCCCCA
1CCCCCCA ; (5.6.13)
PNR
k;CLB = 
1 wk;min
1 
0BBBBBB@1 
2(
p
M   1)p
M
Q
0BBBBBB@
NRX
nR=1
j HnRk "
0
k j2

vuut NRX
nR=1
j HnRk "
0
k j2
1CCCCCCA
1CCCCCCA ; (5.6.14)
PNR
k;TLB = M
1 I
1 
0BBBBBB@1 
2(
p
M   1)p
M
Q
0BBBBBB@
NRX
nR=1
j HnRk "
0
k j2

vuut NRX
nR=1
j HnRk "
0
k j2
1CCCCCCA
1CCCCCCA : (5.6.15)
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Table 5.1: Simulation Parameters.
Carrier frequency 2GHz
Modulation scheme 4QAM, 16QAM and 64 QAM
OFDM symbol duration 66.7s
Guard Interval #1 5.2s for the rst symbol
Guard Interval #2 4.7s for the remaining 6 symbol
Slot duration 0.5ms
Frame duration 10ms
Data subcarrier number 300
FFT length 512
Channel model EVA (fmax = 70Hz) or AWGN
Number of interferers 1  2
Number of receive antennas 1  2
5.7 Simulation Results
5.7.1 Simulation Parameters
The simulation parameters are summarized in Table 5.1 by referring to [35, 36]. The
modulation schemes are 4QAM, 16QAM and 64QAM. 4QAM is most likely to be
employed in the interference limited environments. 16QAM and 64QAM are used for
the purpose of verifying the derived bounds. The FFT length is 512 and the number
of subcarriers used for data transmission is 300. The 10ms radio frame is divided into
20 equally sized slots of 0:5ms. To each symbol, a guard interval is appended. The
extended vehicular A (EVA) model with a maximum Doppler frequency of 70Hz and
a channel length of 9 taps is adopted. The channel parameters are given in Table
5.2. For the non diversity scheme, the number of the receive antennas is NR = 1.
For the receiver diversity scheme, the number of the receive antennas is NR = 2. In
the following subsections, the derived upper bound, conventional lower bound and
tighter lower bound are veried for both the AWGN and EVA channels. In the case of
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Table 5.2: Extended Vehicular A (EVA) Model.
Excess tap delay [ns] Relative Power [dB]
0 0.0
30 -1.5
150 -1.4
310 -3.6
370 -0.6
710 -9.1
1090 -7.0
1730 -12.0
2510 -16.9
two interferers, the dominant to rest of interference ratio (DIR) is set to 3dB. Perfect
channel state information (CSI) is assumed at the receiver to remove the impact of
channel estimation errors.
5.7.2 Upper Bound, Conventional Lower Bound and Tighter
Lower Bound
Fig. 5.7.1 and Fig. 5.7.2 show the BER performances for 4QAM based JMLSE under
the AWGN channel in the presence of one and two interferers respectively. Fig. 5.7.3
and Fig. 5.7.4 show the BER performances for 16QAM based JMLSE under the
AWGN channel in the presence of one and two interferers respectively. Fig. 5.7.5
and Fig. 5.7.6 show the BER performances for 64QAM based JMLSE under the
AWGN channel in the presence of one and two interferers respectively.
Fig. 5.7.7 and Fig. 5.7.8 show the BER performances for the 4QAM based JMLSE
under the EVA channel in the presence of one and two interferers respectively. Fig.
5.7.9 and Fig. 5.7.10 show the BER performances for the 16QAM based JMLSE
under the EVA channel in the presence of one and two interferers respectively. Fig.
5.7. Simulation Results 96
1.E-06
1.E-05
1.E-04
1.E-03
1.E-02
1.E-01
1.E+00
-10 -5 0 5 10 15 20 25 30
SIR
B
E
R
upper bound
 JMLSE simulation results
 tighter lower bound
conventional lower bound
4QAM, AWGN channel
non diversity, 1 interferer
SNR=7dB
[dB]
Figure 5.7.1: BER versus SIR for 4QAM, AWGN, 1 interferer, non diversity.
5.7.11 and Fig. 5.7.12 show the BER performances for the 64QAM based JMLSE
under the EVA channel in the presence of one and two interferers respectively.
Fig. 5.7.13 and Fig. 5.7.14 show the BER performances of the 4QAM based dual-
branch receiver diversity scheme in the presence of two interferers for the AWGN and
EVA channels respectively. Fig. 5.7.15 and Fig. 5.7.16 show the BER performances of
the 16QAM based dual-branch receiver diversity scheme in the presence of two inter-
ferers for the AWGN and EVA channels respectively. Fig. 5.7.17 and Fig. 5.7.18 show
the BER performances of the 64QAM based dual-branch receiver diversity scheme in
the presence of two interferers for the AWGN and EVA channels respectively.
For the AWGN channel, Fig. 5.7.1, Fig. 5.7.2, Fig. 5.7.3, Fig. 5.7.4, Fig. 5.7.5
and Fig. 5.7.6 demonstrate that the JMLSE algorithm performs poorly in certain con-
ditions, e.g., SIR=0dB for the case of one interferer, and SIR= 5; 0; 5dB for the case
of two interferers. This performance degradation is observed for 4QAM, 16QAM and
64QAM. The reason is that the dierent combinations of the desired and interfering
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Figure 5.7.2: BER versus SIR for 4QAM, AWGN, 2 interferers, non diversity.
signal candidates result in the same coincident signal point [26]. Several algorithms
which employ power control and frequency spread coding to solve this problem have
been proposed in [41] and [42] respectively. It is also obvious from the simulation
results that the performance becomes worse when higher modulation scheme is em-
ployed. Clear performance degradation is observed in 16QAM and 64QAM because
of the exponential growth of the combinations of the desired and interfering signal
candidates. With large number of possible combinations, the probability of the signal
point coincidence becomes higher.
For the EVA channel, Fig. 5.7.7, Fig. 5.7.8, Fig. 5.7.9, Fig. 5.7.10, Fig. 5.7.11
and Fig. 5.7.12 demonstrate that the BER performance of JMLSE does not degrade
as severely as AWGN channel at SIR=0dB. This is because the signal levels of ei-
ther the desired or the interfering signals vary dynamically in the multi-path fading
channels and hence, the probability of the signal point coincidence becomes very
low. As the same as the case of AWGN channels, clear performance degradation is
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Figure 5.7.3: BER versus SIR for 16QAM, AWGN, 1 interferer, non diversity.
observed in 16QAM and 64QAM because of the exponential growth of the combina-
tions of the desired and interfering signal candidates. With large number of possible
combinations, the probability of the signal point coincidence becomes higher.
For the diversity scheme, Fig. 5.7.13, Fig. 5.7.14, Fig. 5.7.15, Fig. 5.7.16, Fig.
5.7.17 and Fig. 5.7.18 demonstrate that the receiver diversity scheme is eective for
all of the modulation schemes under both the AWGN and EVA channels. For AWGN
channels, only limited improvements are achieved for the performance degradation
region, e.g. SIR= 5; 0; 5dB. This is because that the channel amplitude does not
vary dynamically in the AWGN channel and hence, the probability of the signal
point coincidence is still very high. The receiver diversity scheme can not deal with
this situation very eectively. On the other hand, huge improvements are observed
in the EVA channel. At SIR=0dB, the receiver diversity scheme achieves a BER of
4:910 4 compared to 4:510 2 of non diversity for 4QAM, and a BER of 1:810 3
compared to 2:310 1 of non diversity for 16QAM, and a BER of 1:610 2 compared
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Figure 5.7.4: BER versus SIR for 16QAM, AWGN, 2 interferers, non diversity.
to 4:0 10 1 of non diversity for 64QAM. This is because that the receiver diversity
scheme exploits the signal transmitted through the other independent fading channels
to mitigate the eects of fading by combining the independent branch metrics, and
hence reduce the probability of the signal point coincidence.
From the simulation results of 4QAM, 16QAM and 64QAM, the derived error
probability bounds are in good agreement with the simulation results. By observing
the upper bound and the tighter lower bound, it is concluded that when higher
modulation schemes like 16QAM or 64 QAM is used, the JMLSE algorithm becomes
very sensitive with noise due to the exponential growth of the combinations of the
desired and interfering signal candidates. Therefore, considering the low SINR value
in the interference limited environment, 4QAM should be employed rather than the
higher modulation schemes like 16QAM and 64QAM. The tighter lower bounds are
much tighter than the conventional lower bounds in the whole SIR regions. The
reason is that only the  pairs have been kept from the summation in (5.5.8). The
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Figure 5.7.5: BER versus SIR for 64QAM, AWGN, 1 interferer, non diversity.
mathematical proof is given in 5.5. These error probability bounds are important
new analytical results which can provide rapid and accurate estimation of the BER
performance over any MQAM scheme and an arbitrary number of interferers and
receive antennas. In particular, the derived bounds can be used for large values of
SNR where computer simulation becomes infeasible.
5.8 Conclusions
In this chapter, both the upper and the conventional lower error probability bounds of
JMLSE were generalized for MQAM-OFDM systems based on a genie-aided receiver.
A tighter lower bound was derived by replacing the genie with a less generous one
and was proved to be tighter than the conventional lower bound. Those derived error
probability bounds are generalized to the receiver diversity scheme. To the best of our
knowledge, this is the rst comprehensive work to derive the mathematical expression
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Figure 5.7.6: BER versus SIR for 64QAM, AWGN, 2 interferers, non diversity.
of the error probability bounds of JMLSE for MQAM-OFDM systems. These error
probability bounds are important new analytical results that can be used to provide
rapid and accurate estimation of the BER performance over any MQAM scheme and
an arbitrary number of interferers and receive antennas. Our future work will include
the analysis of the impact of channel estimation errors, antenna correlations and error
correcting coding schemes.
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Figure 5.7.7: BER versus SIR for 4QAM, EVA, 1 interferer, non diversity.
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Figure 5.7.8: BER versus SIR for 4QAM, EVA, 2 interferers, non diversity.
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Figure 5.7.9: BER versus SIR for 16QAM, EVA, 1 interferer, non diversity.
1.E-06
1.E-05
1.E-04
1.E-03
1.E-02
1.E-01
1.E+00
-10 -5 0 5 10 15 20 25 30
SIR
B
E
R
upper bound
 JMLSE simulation results
 tighter lower bound
conventional lower bound
16QAM, EVA channel
non diversity, 2 interferers
SNR=25dB,DIR=3dB
[dB]
Figure 5.7.10: BER versus SIR for 16QAM, EVA, 2 interferers, non diversity.
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Figure 5.7.11: BER versus SIR for 64QAM, EVA, 1 interferer, non diversity.
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Figure 5.7.12: BER versus SIR for 64QAM, EVA, 2 interferers, non diversity.
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Figure 5.7.13: BER versus SIR for 4QAM, AWGN, 2 interferers, diversity.
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Chapter 6
Conclusions
6.1 Conclusions
In this thesis, a SAIC algorithm named sequential channel estimation-adaptive joint
maximum a posteriori probability (SCE-AJMAP) was proposed for orthogonal fre-
quency division multiplexing (OFDM) communication systems under fast fading envi-
ronments in Chapter 3. SCE-AJMAP sequentially estimates channel transfer function
at each received symbol, and the channel estimates are used to update the outputs of
the joint trellis. Simulation results veried SCE-AJMAP outperforms MMSE-JMAP
under fast fading channels, e.g., 2.8dB Eb/N0 gain for a BER of 10( 4) at SIR=0dB.
Under slow-fading channels, SCE-AJMAP also outperforms MMSE-JMAP with suf-
cient Eb/N0.
However, the calculation complexity of SCE-AJMAP depends on the constraint
length of the convolutional encoder and channel length, which makes it dicult to
be implemented due to the prohibitive complexity. In order to reduce the complexity
and the processing delay, a frequency-domain JMLSE based algorithm was proposed
in Chapter 4 and named least mean square-blind joint maximum likelihood sequence
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estimation (LMS-BJMLSE). LMS-BJMLSE performs joint detection before the de-
coding process, and therefore, it's complexity does not depend on the structure of
the encoders used in the BSs and channel length. LMS-BJMLSE is also blind with
respects to interfering signals, which means that neither pilot nor training sequence
(TS) is needed from interference. Furthermore, in order to reduce the required train-
ing sequence length of the conventional LMS-BJMLSE algorithm and to increase
transmission eciency, a subcarrier identication and interpolation scheme was pro-
posed. Simulation results demonstrated that the proposed algorithm can reduce the
required training sequence dramatically for both the cases of single interference and
dual interference. LMS-BJMLSE could improve the BER from 0:410 1 to 210 4
for the case of SIR=0dB, single interference. LMS-BJMLSE was also extended to re-
ceiver diversity, which provides a huge performance improvement for all of the three
DIR cases.
Finally, both the upper and the conventional lower error probability bounds of
JMLSE were generalized for MQAM-OFDM systems based on a genie-aided receiver
in Chapter 5. A tighter lower bound was derived by replacing the genie with a less
generous one and was proved to be tighter than the conventional lower bound. Those
derived error probability bounds are generalized to the receiver diversity scheme. To
the best of our knowledge, this is the rst comprehensive work to derive the math-
ematical expression of the error probability bounds of JMLSE for MQAM-OFDM
systems. These error probability bounds are important new analytical results that
can be used to provide rapid and accurate estimation of the BER performance over
any MQAM scheme and an arbitrary number of interferers and receive antennas.
In future work, other interpolation schemes both in the time and frequency do-
mains will be considered. A SIR and DIR adaptive interference cancellation scheme
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will be proposed, which dynamically decides whether the interference should be can-
celed or ignored. For 3GPP-LTE, a cross-layer optimization scheme which combines
the unique characteristics of the PHY/MAC layers and the LMS-BJMLSE algorithm
will also be investigated for further training sequence reduction. The impacts of
channel estimation errors, antenna correlations and error correcting coding schemes
on the developed error probability bounds will be investigated.
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