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ABSTRACT
The objective of this study is to develop time series models 
of the controller mechanisms of the human temperature regulating 
system. The controller responses are: changes in metabolic heat
production, changes in evaporative heat loss and alterations in the 
surface blood flow. After evaluating the models developed for the 
controller mechanisms, the models are validated in the context of a 
complete simulation model of temperature regulation. Additionally, 
upper and lower limits are set for the controller responses. Because 
of the nature of the data available for surface blood flow, this 
controller response is not represented by time series models.
Published data and time series techniques are used for 
modeling purposes. A set of models is developed for all temperatures 
combined and for ranges of temperatures in both air and water 





The specific goal of this study is to derive time series 
models of the controller functions of the human temperature regu­
lating system. The models that are developed are: models for the
changes in heat production by muscle metabolism and other means of 
producing heat and models for evaporative heat loss through 
perspiration and respiration. To make the modeling process 
complete, two independent sets of models are derived for both the 
air and water environments. The following section presents a review 
of the physiology of temperature regulation.
A. Temperature Regulation
Human beings are homeostatic, that is, they tend to maintain 
a constant body temperature despite changes in environmental 
temperature. This is one of the reasons that human beings are able 
to achieve and sustain levels of physical and mental activity much 
greater than animals whose temperatures change more easily with 
their external environment. Temperature regulation involves 
increasing or decreasing heat loss at the body surface.
The constancy of temperature is maintained by an automatic 
system in the hypothalamus which accurately measures the body 
temperature and initiates the appropriate control mechanisms. The
1
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receptor cells located throughout the body can be considered as 
important factors in regulating the internal temperature. Receptor 
cells in the hypothalamus monitor the temperature of blood flowing 
through the brain. There are also receptors for heat and cold in 
the surface of the skin as well as the spinal cord and abdomen.
1. Regulation at High Temperature
As the environmental temperature rises above body tempera­
ture, the body loses heat in two principal ways:
(1) The sweat glands will be stimulated and perspiration 
begins. Evaporation of this sweat cools the skin 
surface.
(2) Vasodilatation occurs, that is the blood vessels near 
the skin surface expand, and additional blood vessels
are used. The high rate of blood flow causes heat to
be conducted from the internal portions of the body to 
the skin with great efficiency.
2. Regulation at Low Temperature
As external temperature decreases, blood vessels constrict, 
preventing heat loss across the skin surface. Many means of heat
production are possible, for example, shivering is a primary means
of heat production. Shivering activates chemicals stored in muscle 
tissues and releases their energy in the form of motion and heat.
In general, the human thermoregulation system may be illus­
















Figure 1. Simplified Block Diagram of Human Thermoregulatory
Control System
The body heat capacitance can be subjected to a disturbance 
from environmental heat or cold. The disturbance causes a change in 
the controlled variable (a body temperature or combination of 
temperatures). The controlled variable is measured by thermal 
receptors which generate related neural or hormonal information. 
This information, the feedback, is compared with reference informa­
tion. The difference between the feedback and reference, termed the 
error, is a measure of the effect of the disturbance on the con­
trolled variable. The error activates a control center which 
provides a control action in such a way as to oppose the effect of
4
the disturbance. In thermoregulation the control actions are means 
of modifying heat loss, heat production, or heat conservation by 
sweating, shivering, or vasomotor activity.
B. Summary of Current Literature
Man's ability to adjust to a variety of environmental 
temperatures has been studied extensively. The following is a brief 
summary of findings in this area.
Hardy and Hammel [16] define different types of control 
systems. They suggest that the necessary condition for temperature 
regulation is the existence of a fixed temperature level. The dif­
ference between this fixed level and the actual temperature of the 
system is what they term "load error." There is always some thermal 
stress which causes the difference between body temperature and the 
set temperature, i.e. increase in the load error. This in turn 
results in the operation of the body regulating system to minimize 
this difference. There are four basic types of control systems 
recognized by control system engineers. They may be used singly or 
in combination to regulate any measurable quantity to within a 
prescribed deviation from the set point. These are:
(1) "on-off" regulators,
(2) continuous proportional control regulators,
(3) integral control regulators,
(4) rate control regulators.
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The on-off regulator is one of the simplest types of
regulators. This is an all or nothing response which is the charac­
teristic of many physiological responses, including responses to
cold and heat. Although the physiological thermostat is more 
complex than a simple on-off system, it has many characteristics of 
an all-or-nothing thermostat. One of the disadvantages of the 
on-off system is its instability in a system with large thermal lags 
where close control is desired.
Continuous proportional control provides a more stable type 
of regulation. This type of regulator exhibits a linear relation­
ship between the load error and the controller response. A 
characteristic of this system is that under load the regulated 
temperature must change from the set point before the control system 
is activated. (The load is zero when the regulated temperature is
at the set point.) This form of regulation has great appeal to
physiologists. Continuous proportional control is nearest to 
representing the type of regulation characteristic of physiologic 
temperature regulation. This control is attractive because it 
accounts for the great stability in physiologic temperature 
regulation as well as the load error which is always seen during 
exposure to heat or cold.
With integral or reset control, there is a fixed relation­
ship between the deviation of the temperature from its set point and 
the rate of controller reaction in restoring it. Physiologically, 
there is not good evidence of reset control action in temperature 
regulation. A fixed deviation in internal body temperature because
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of exposure to cold or heat does not drive the controller system to 
a sufficiently high activity to bring the body temperature back to 
the set point even though the deviation has prevailed for hours.
Rate control response quickens the action of the regulating 
system, i.e., the controller action is proportional to the rate of 
change of the temperature. This control action is the converse of 
reset control in which the rate of controller action is proportional 
to the temperature deviation. This means that a controller of this 
type will not regulate the temperature at a fixed level because the 
controller is responsive only to rate of change. Thus this type of 
control action is most effective when combined with proportional 
control to provide a more quickly responding system. There is 
evidence that the rate control is of importance in the regulation of 
body temperature. In summary, temperature regulation contains the 
elements of all but one of the four basic control actions.
Upon thorough examination of the literature on thermal 
regulation, Hammel [12] concludes that there is agreement among 
reviewers that the hypothalamus is the center for thermal 
regulation. The hypothalamic temperature, when transduced, becomes 
the regulated temperature.
Several parts of the body contain receptors which transform 
temperature to nervous activity which, in turn, affects a regulatory 
response. This regulatory response is determined by the sign and 
magnitude of the difference between the regulated temperature and 
the set point temperature. There are two classes of responses. 
The more advanced response is the physiological response which can
7
modify rates of heat loss and heat production. Physiological 
responses can take one or more of the following forms:
(1) Vasomotor response - In this type of response internal 
body temperature is regulated by controlling the blood 
vessels, i.e., transfer of heat from core to skin by 
means of increased or decreased blood flow.
(2) Evaporative heat loss - In this type of response body 
temperature is regulated by vaporization of water, 
primarily from the skin surface.
(3) Thermogenesis - Adjustments to body temperature by
increase in the rate of heat production. This may take 
the form of shivering or non-shivering actions.
The second class of thermoregulatory responses are the 
behavioral responses. In these types of responses man tries to
select or create a microenvironment to keep his body temperature 
constant without help from physiological responses.
The following are thermal and non-thermal inputs to the
regulator which activate the thermoregulatory responses:
(1) In a neutral environment, the hypothalamic temperature 
may vary between 0.5 to 1.0°C, depending on the 
species, without thermoregulatory responses being 
activated.
(2) Displacement of the hypothalamic temperature arti­
ficially activates the thermoregulatory responses. 
The magnitude of displacement depends on the species.
(3) Artificial displacement of the temperature of the 
spinal cord and other core organs also activates these 
responses.
(4) There are indications that the kidney and heart possess 
a kind of thermosensitivity which also can influence a 
thermoregulatory response.
(5) Injection of drugs into the preoptic-hypothalamic 
tissue affects the thermoregulatory response.
(6) A displacement in hypothalamic temperature results in a 
large response of opposite sign to restore the body 
temperature.
In summary, it appears that the hypothalamic temperature is 
involved in determining the thermoregulatory response and its 
magnitude. However, the hypothalamic temperature alone is not 
enough to determine the response. It is also apparent that changes 
in the core temperature induced by hypothalamic temperature dis­
placement are fed back to the controlling system to reduce the 
response first produced by the change in hypothalamic temperature.
Finally, the controlling system has a proportional charac­
teristic which means the regulatory response is proportional to the 
difference between the hypothalamic temperature and the set point 
temperature.
Benzinger, Kitzinger and Pratt [4] describe human tempera­
ture regulation in quantitative terms of effects and causes. They 
suggest that the quantities of metabolic heat production and 
evaporative heat loss by vasodilatation and sweating are determining
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characteristics of thermal regulation. The influence of temperature 
on certain tissues of the body causes thermoregulatory response in 
terms of production or loss of heat. Low levels of temperature 
stimulate the rate of oxygen consumption. When there is a sudden 
cooling, the rate of heat production first rises and then declines. 
Conversely, when the skin is suddenly warmed, oxygen consumption 
declines at first and then settles at a new level. Therefore, it 
can be concluded that the response to cold by increased metabolic 
heat production depends on the temperature of the skin as well as 
the temperature of the internal receptive system. It also indicates 
that the thermoreceptive system first reacts to changes in tempera­
ture and then to absolute temperatures.
Metabolic responses result from the stimulation of the 
skin's cold receptors. The role of the central thermoregulation 
system is to inhibit the metabolic response as central temperature 
increases. Thus the metabolic rate increases with the thermal 
stress caused by cold receptors at the central thermoreceptive site.
It is the internal and not peripheral warm receptors that 
provide the driving impulses for thermal sweating. Unlike sweating, 
vasodilatation is influenced by skin temperature in warm 
environments.
Finally, in the instances where the skin temperature is cold 
while the control temperature is hot, or conversely when the skin 
temperature is hot and the internal temperature is cold, temperature 
regulation is minimal. The controller resumes activity only when
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control and skin information on temperature returns to a state of 
agreement.
Cabanac [7] discussed the relationship between the tempera­
ture inputs and the responses. He states that in order to explain 
the relationship between thermoregulatory response and the thermal 
inputs, one should start by reviewing the outputs or responses. 
These responses are:
(a) heat production through shivering and other metabolic 
processes,
(b) vasomotor (changes of surface blood flow) responses 
resulting in a modification of heat transfer from core 
to skin and, in turn, of heat loss to the environment,
(c) evaporative heat loss,
(d) behavior.
Temperature sensors are considered to be the inputs to the 
thermoregulatory system. As already pointed out by Hammel [12], an 
input can be considered to play a role in temperature regulation 
only if its activation by specific stimuli is followed by a regula­
tory response of the opposite sign. These sensors which are found 
in both the body surface and in the core are:
(a) skin sensors,
(b) internal sensors,
(c) spinal cord temperature sensors,
(d) temperature sensors in the abdomen,
(e) temperature sensors in muscle.
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The information that is received from several inputs is used 
by the central nervous system to produce thermoregulatory responses. 
In general, skin and internal temperature have individual influences 
on thermoregulation. However, whether these inputs are combined 
additively or multiplicatively is not certain. The difference 
between the two is obvious only for extreme temperatures. The dif­
ference is not significant in usual temperature ranges.
The spinal cord and hypothalamus have individual influences 
of the same sign. These inputs are combined only additively. 
Spinal cord and skin inputs also have an influence of the same sign 
and are combined additively.
Hypothalamic temperature may be described as a set point of 
the system, and any deviation from this set point by input signals 
causes a thermoregulatory response in terms of production or loss of 
heat. In summary, temperature regulation is brought about by
multiple independent feedback loops, and the overall system can be
described by the theory of the adjustable set point with propor­
tional control.
Stolwijk [30] and Mitchell et al. [26] have developed
mathematical models of thermal regulation. Hwang and Konz [19] 
reviewed the weaknesses of these and some other existing models and 
found the following drawbacks of the existing models:
(1) all models assumed constant set point temperature,
(2) constants and parameters are not appropriately 
estimated to take care of the variation in physio­
logical and environmental conditions,
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(3) in the validation of the models, data other than that 
used to build the model must be used,
(A) the models do not incorporate any sort of limit on the 
physiological regulatory actions.
C. Data for the Research
The data for this research was collected from the following
sources:
1. Air Data
Stolwijk and Hardy [17, 32] collected data on metabolic heat 
production and evaporative heat loss in different air temperatures. 
Two sets of experiments were performed at John B. Pierce Foundation 
Laboratory of Yale University.
In the first set of experiments, three young healthy men 
were examined. One was of medium height and overweight, while the 
other two were tall and slim. No dietary restrictions were placed 
on the subjects, and they were dressed in shorts. Each subject was 
equipped with thermo-couples for measuring their tympanic tempera­
ture in both ears, rectal temperature, and skin temperature. Their 
skin temperature was measured in ten areas. Then each subject sat 
quietly in a room with little air movement and a low level of 
relative humidity maintained at a neutral temperature for two hours 
until the beginning of the experiment. The subjects were exposed 
for one hour to a temperature of 28°C, then they were quickly 
transferred to environmental temperatures of 33, 38, 43 or 48°C
for two hours, and finally transferred to 28°C for one hour. Two
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complete sets of measurements were made at 5 minute periods on each
subject including measurements of tympanic, rectal and average skin
temperature, metabolic rate and weight loss due to evaporation of
sweat. A high sensitivity balance was used for weight measurement
and an oxygen meter was used to measure the oxygen content of the
room. This data was used in the determination of body heat balance.
Evaporative heat loss was determined by continuously measuring and
recording the changes in body weight.
In the second experiment three young men in the same age
2group, tall and slender, with surface areas greater than 2m were 
used. In this experiment the subjects dressed in shorts were 
exposed to a series of air temperatures between 13 and 43°C while 
maintaining low air movement and a low level of relative humidity. 
Measurements of rectal, tympanic and skin temperature, metabolic 
heat production and evaporative heat loss were recorded at 5 minute 
intervals in the same manner as the first experiment. The experi­
ment involved making three to six sets of measurements on each 
subject during the following series:
(1) a first hour at a neutral temperature 28-29°C, followed
instantly by a two hour exposure at 22 or 18°C and a
final hour at 28-29°C,
(2) a first hour in a cool environment 18-22°C, then two
hours at 42-43°C, and a final hour at 18-22°C,
(3) one hour in a hot environment of 43°C, two hours at 
17°C, and a final hour at 43°C.
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These series of temperatures were selected to represent the changes 
in the body heat stored or lost due to changes in environmental 
temperature. Two more experiments were performed with four hours 
exposure at 13 and 18°C in order to study the start of shivering.
In both experiments the authors felt that the responses of 
the subjects were so similar that no significant detail is lost by 
averaging the data. Tabulated averaged data in 5 minute experi­
mental periods for rectal, tympanic, and average skin temperature
(in °C) and metabolic heat production and evaporative heat loss (in 
2Kcal/m /hr.) are available from the Library of Congress. Plots of 
air data are presented in Appendix A.
2. Water Data
Craig and Dvorak [9] collected data on thermal regulation 
during water immersions at the University of Rochester School of 
Medicine and Dentistry. These experiments were designed to study 
the responses of a group of subjects in different water tempera­
tures. Ten male subjects with similar build, none was considered to 
be overweight, were used in these experiments. Nude subjects were 
immersed (head-out) in water at temperatures of 24, 26, 28, 30, 32, 
35, 36, or 37°C for one hour with one week between each experiment. 
Water temperatures were controlled within ±.05°C, and the room 
temperature varied between 25 to 28°C. Blood pressure and skin 
temperatures at six different areas were measured before immersion. 
Then the subjects were immersed until the level of water was just 
below their chin. Except for evaporative heat loss, similar 
responses were observed during water immersion. Measurements on
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rectal, surface skin, ear (tympanic) temperatures, blood pressure, 
oxygen consumption (which is related directly to metabolic rate) and 
heart rate were taken every 10 minutes. Tabulated averaged data for 
the ten subjects at ten minute intervals is available from the 
Library of Congress.
Baker, Ringuest and Harnett [2] collected a set of data 
which can be used for validation of the water model. In their 
experiments six skin temperatures and rectal temperature were taken 
from subjects immersed in water with 11.8 or 1.7°C temperature 
depending on the potential protectiveness of the devices which were 
used.
D . Purpose and Methodology
The human thermoregulatory system has been the subject of 
many studies. Several controversial mathematical models have been 
developed. The controversies result, in part, because of the com­
plexity of the human body and its functions. The primary reason for 
the complexity of models is the number of complex equations required 
to define the human thermoregulatory system. The need for 
developing such quantitative models comes from the necessity to 
simulate certain regulatory behaviors in order to better understand 
the actual body responses.
The purpose of this research is to develop a more accurate 
mathematical model of the controller mechanism of the human thermo­
regulation system which can be used in a complete thermoregulation 
model (i.e., a model that contains both regulated and regulator
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systems) to predict man's responses to thermal stress. Time series 
techniques (Box-Jenkins modeling) are used to develop the model of 
the controller mechanism. One reason for using time series 
techniques is that most of the data collected on human thermal 
responses to a given environment are time series data. Another 
reason is that it may be difficult or impossible to explain the 
variations of the human responses to thermal stress through the use 
of a structural model. As mentioned above, simultaneous equation 
systems are needed to explain the human thermoregulation mechanism, 
but some of these equations are very difficult or impossible to 
specify. However, it may be possible to specify the reduced form 
equations that are associated with simultaneous equation systems. 
This can be done by identifying the transfer functions of the 
controller responses. The proof of the unique relationship between 
simultaneous equation models and their reduced forms, i.e., transfer 
function equations is presented in an article by Zellner and Palm 
[35]. This research takes the same approach as Zellner and Palm in 
assuming that it may be impossible to specify a simultaneous 
equation model of the thermoregulation system, but it may be 
possible to identify reduced form transfer function models of the 
same system.
Another justification for using a time series modeling pro­
cedure, i.e., transfer functions, comes from the article by 
Mitchell et al. [27]. A block diagram similar to the one presented 
earlier was used to model the human thermoregulation (See Figure 1). 
Their argument is:
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Each block represents the behaviour of a particular portion 
of the entire system. The mathematical expression relating 
the output to input of each block is termed its 'transfer 
.function.' The mathematical expression describing the
behaviour of the whole system is obtained by combining the 
transfer functions of all the blocks in the sequence in which 
they are connected.
This leads to the following conclusion: There is sufficient
supporting literature to justify modeling the human thermoregulatory
system with transfer functions. Yet, these are still very simple
data dependent models, and one can only hope that they provide a
more accurate characterization of a very complex system.
1. Box-Jenkins Time Series Methodology
i. Univariate Models 
Using the Box-Jenkins [5] methodology, an ARIMA (P, d, q)* 









Do we have good parameter estimates?
ESTIMATION:
*ARIMA (p, d, q) means autoregressive-integrated-moving 
average of order p, d, and q. p is the order of the autoregressive 
part, q is the order of the moving average, and d is the order of 
regular differencing required to achieve stationarity.
Identification is the key to model building. The empirical 
bases for specifying a tentative model are the sample autocorrela­
tion function (ACF), inverse autocorrelation function (IACF), and 
partial autocorrelation function (PACF). The patterns observed in 
the data are compared with the theoretical patterns of various ARIMA 
models. For example, a series may be classified as an auto­
regressive (AR) model which indicates that a given value of a time
series is a weighted linear sum of its past values and a random 
disturbance term, i.e.,
*t = +1 V l  + *2 *t-2 + + *p V p  + at
or in general
y « * t  = * t
where Y = Y — , and (J is the mean of the series, B is the back­
shift operator and <{> (B) = 1 - $ B - <t>„B2 - ... - (f B^. A seriesP 1 2  p
could also be classified as a moving average (MA) model, that is, a 
given value of a time series is a weighted linear sum of current and 
past random disturbances, a^, that is,
*t = 3t " 91 at-l - 62 at-2 “ ' V t - q ’
or in general
Y = 0 (B)a t q t
where Y = Y^ - p, B is the backshift operator, and
0 (B) = 1-0.. B2 - ... - 0 Bq , q i q
Finally, a series may be a combination of autoregressive and 
moving average models (ARMA), i.e.,
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or in general
<|) (B)Y = 0 (B)a .Tp t q t
The stochastic process that generates a series may be non- 
stationary, i.e., the mean, variance, or covariance between observa­
tions change over time. Non-stationarity can be detected by 
inspecting the ACF. In this case it is necessary to difference 
and/or transform the series prior to identifying a tentative model.
Estimation follows model identification. The estimated 
autoregressive and moving average parameters should be statistically 
significant to be retained in the model. Also parameter estimates 
must lie within the bounds of stationarity and invertibility. These 
conditions imply that the roots of the characteristic equations 
<)>(B) = 0 and 6(B) = 0 must lie outside the unit circle. If a 
stationary time series has been differenced incorrectly, or if a 
nonstationary series has not been differenced, the parameter 
estimates will invariably fall outside of the stationarity and 
invertibility region.
Diagnostic checking is performed after identification and 
estimation. The model must be checked for adequacy by analyzing the 
residuals. The residuals must be a realization of a white noise 
process.^" This means that the residuals must be independent and
Disturbing terms (efc) are white noise if E(e ) = 0,
var(e ) =ct < °° for all t, and cov(et , e ) = 0 for s f t. t e t s
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identically distributed with constant variance and expected value of 
zero. This is diagnosed by examining the ACF of the residuals and 
the Box-Pierce Q statistic. The ACF of the residuals must have no 
spikes at key lags, and the Q-statistic must not be significant. 
The Q-statistic is Chi-square distributed with k-p-q degrees of 
freedom where k is the number of lags, p is the order of the AR 
parameters and q is the order of the MA parameters. The Q-statistic 
tests the null hypothesis that the model is statistically adequate, 
and the model is not rejected if the residuals appear to be 
generated by a white noise process. Otherwise, the preceding steps 
must be repeated.
ii. Transfer Function Models
The steps defined above can be applied to both univariate 
and transfer function models. Univariate time series models explain 
the behavior of a single time series, whereas transfer function 
modeling concerns two or more series. A transfer function is used 
to describe an "output" series as a function of the current and past 
values of this same series, the past values of one or more "input" 
series, and "noise", where noise may be described by a univariate 
ARIMA model, i.e.,
rt = « rw  yt-2 ' V  Xt-1 > •••> ♦ v
The following discussion outlines transfer function model build­
ing with one input series, but it may also be applied to transfer
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function models with more than one input series with a modified pro­
cedure presented by Liu and Hanssens [22].
A simple formulation of Y with a single input series is
Yt = V0 Xt + V1 Xt-1 + V2 Xt-2 + ••• + V£ Xt-£ + V
This may be restated in compact notation as Y = v(B)Xfc + r)t where
2 dv(B) = v- + v1B + v B + .... and B x = x .. Y is explained byV/ J»  ̂ L L* U L
a weighted linear sum of lagged values from the input series. The 
v are the "impulse response weights" which indicate how the inputiC
series is "transferred to" the output series Y . The r)t represents
noise and is assumed to be generated by an ARIMA process which is
statistically independent of the input X . The model building
procedure for the construction of transfer function models consists 
of identification, estimation, and diagnostic checking stages.
The first step in identification of a transfer function is 
to build a univariate model for the input series. The next step is 
to prewhiten the input and to transform the output series with the
same filter. In both steps the input and output series must be
stationary. Nonstationary series should be differenced and/or 
transformed before the identification stage.
The prewhitened input and transformed output series are as
follows:
“t = V B)ex'1(B)xf
0t = *x<B>ex'1(B>rf
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The above process results in the impulse response weights being pro­
portional to the cross-correlations between the and series. 
This simplifies the identification procedure.
The last step in the identification of transfer function 
models is to identify the noise series r)̂ . ®ne can simply use the 
residuals of the transfer function to identify a univariate model 
for the noise component.
The following is a complete initially identified transfer 
function model written in typical Box-Jenkins notation:
g(u) -ulB - . . .- u) B )
Y = ?--- x + n
(1-6 B - ...- 6 Br)1 r
g
U)Q - WjB - ... - u)gB
where v(B) is replaced by ---------------------  and X by X , (b
1-6 B - ... - 6 Br *1 r
is the delay before the response to a given input change takes 
effect).
The roots of 6(B) = 0 must lie outside of the unit circle
for the model to be stable. These constraints are called the bounds
of system stability. The requirement of stabilization for the
transfer function models is identical to stationarity for ARIMA 
models. The stability condition implies that a finite incremental 
change in the input results in a finite incremental change in the 
output.
Box and Jenkins demonstrate that the impulse response 
weights v^ are simply the lag k cross correlation of and 
series, p^p(k), multiplied by a scaled factor as follows:
where ct and ct„ are the standard deviations of the or and B series, a p t *t ’
respectively. Using sample estimates of p „(k), ct , and ctr, the v
(Up Of p  K
can be estimated as follows:
\  = r«p(k) S® ' k = 0, 1, 2, ...M a
Using the estimated impulse weights, v^, one can determine the
values of (r, s, b) which are the orders of the u> and 6 polynomials,
and the delay of the effect of input X on output Y.
The general objective of this study is to apply some of the
recent techniques in time series analysis to the investigation of 
human thermoregulation responses. This objective is accomplished by 
a four step procedure as follows:
Step 1: The data of Stolwijk and Hardy [17, 32] is used to
model metabolic heat production and evaporative 
heat loss under conditions of thermal stress in 
three ranges of environmental temperature. These
ranges, as defined by Guyton [11], are air
temperatures of less than 20°C, 20 to 25°C, and
greater than 25°C. The following models are
developed in this step:
(1) univariate models of metabolic heat production 
and evaporative heat loss over the three
ranges of air temperature,
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(2) univariate models of the skin, tympanic, and 
rectal temperatures over the three ranges of 
air temperature,
(3) transfer function models between metabolic
heat production (output series) and/or skin,
rectal, tympanic temperatures (input series) 
over the three ranges of air temperature,
(4) transfer function models between evaporative
heat loss (output series) and/or skin, 
tympanic, rectal temperatures (input series) 
over the three ranges of air temperature.





Figures 2, 3, and 4 are the plots of metabolic heat produc­
tion, and evaporative heat loss, and skin, rectal, and tympanic
temperatures in the three temperature groups.
Step 2: Once the appropriate models for metabolic heat
production and evaporative heat loss are derived, 
they are validated. Stolwijk's model [30] which is 
one of the widely accepted temperature regulating 
system models is used for the purpose of validating 
these models. Stolwijk's model is a complete 
simulation model which includes both control and
25
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Figure 2. Metabolic Heat Production, Evaporative Heat loss,
Rectal, Tympanic, and Skin Temperatures in Air
Temperatures Less than 20°C
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Figure U. Metabolic Heat Production, Evaporative Heat
Loss, Rectal, Tympanic, and Skin Temperatures
in Air Temperatures Greater than 25°C
28
controlled systems. The controlled system is a 
representation of the physical characteristics and 
heat transfer relations of the body. Thermal 
stresses act on the controlled system and cause 
strains. These thermal changes caused by strains 
are sensed by sensor mechanisms belonging to the 
control system. The control system generates 
corrective actions which act to reduce the thermal 
strains. Stolwijk's model is modified using the 
controller models derived in step 1 to simulate 
rectal and skin temperatures of the experiments 
conducted by Stolwijk and Hardy [17, 32]. Skin and 
rectal temperatures are predicted because of their 
importance in indicating when physical injury and 
death would occur. Comparisons of simulated or 
predicted rectal and skin temperatures and the cor­
responding experimental values are made by the 
inspection of the plot of predicted and experi­
mental values versus time, and by performing 
statistical tests on the actual and simulated 
series.
Step 3: No model of the control mechanism of human tempera­
ture regulation is complete without including 
responses to water temperatures. In this step 
controller responses to water immersion are con­
sidered. The data of Craig and Dvorak [9] are used
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for this purpose. Since in water evaporative heat 
loss occurs through breathing and is relatively 
constant, only metabolic heat production is 
modeled. Because of the limitation of the number 
of observations in the water data only one model 
for the controller response metabolic heat produc­
tion is derived for all water temperatures. The 
same input variables as mentioned above are used. 
The procedure includes a univariate model of meta­
bolic heat production and a transfer function model 
between metabolic heat production (output series) 
and the above input series. Figure 5 is the plot 
of metabolic heat production and rectal and tympanic 
temperatures in different water temperatures.
Step 4: Montgomery's [28] model which is an extension of
the Stolwijk's model is used for validation of the 
water model. Montgomery's model is used to 
simulate skin and rectal temperatures of the 
experiments presented by Craig and Dvorak [9] and 
by Baker, Ringuest, and Harnett [2]. Comparisons 
of simulated and experimental values are made again 
by inspecting the plots of the experimental and 
simulated values versus time and by performing 
statistical tests.
The main purpose of building models for human thermo­
regulation is to predict man's responses to a given environment.
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Figure 5. Metabolic Heat Production, Rectal and Tympanic
Temperatures in Different Water Temperatures
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Therefore, models of the control mechanisms of human thermoregula­
tion should include both air and water environments in a wide range 
of temperatures. The models should also contain appropriate input 
temperatures and satisfy the conditions on temperature regulation 
discussed earlier. The procedure used in this analysis is designed 
to satisfy all of the above conditions.
E . Summary of Presentation
Chapter 2 documents the model building procedure for the 
controller responses of metabolic heat production and evaporative 
heat loss in an air environment. Both univariate and transfer 
function models built for each controller response in the three 
ranges of temperatures are presented. Also comparison of their 
performances using mean squared error criterion is presented.
Chapter 3 discusses the methods used to validate the per­
formance of the models developed in Chapter 2. The models are used 
to simulate known experiments and the extent of agreement between 
predicted and experimental results are also presented in Chapter 3. 
In addition, Stolwijk's simulation model [30], the modifications 
made to the model, and upper and lower limits on the controller 
responses are discussed in this chapter. Finally, the new model is 
compared with Stolwijk's model as a test of model performance. The 
results of this comparison are also presented.
Chapter 4 presents a discussion of developing the controller 
model for metabolic heat production in water. The results of these 
models and upper and lower limits on the controller responses are
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presented. As in Chapter 2 a univariate and transfer function model 
is developed for the controller response and their performances are 
compared using mean squared error criterion.
Chapter 5 gives the results of the validation tests that are 
used to verify the performance of the controller model developed in 
Chapter 4. Results of both graphical and statistical tests for 
predicted and experimental skin and rectal temperatures are pre­
sented. In addition, Montgomery's model [28] and modifications made 
to the model are presented. Finally, the results of the comparison 
of the new model and Montgomery's model for both experiments 
conducted by Craig and Dvorak [9] for nude individuals and Baker et 
al. [2] for suited individuals are presented.
A summary of this analysis and recommendations for future 
research are presented in Chapter 6.
CHAPTER 2
AIR ENVIRONMENT MODEL BUILDING PROCEDURE
A. Introduction
The data presented by Stolwijk and Hardy [17, 32] were used 
to build models for the air environment. Twelve models were 
developed for metabolic heat production and evaporative heat loss in 
three ranges of air temperature. Two separate models for metabolic 
heat production and for evaporative heat loss were derived for air 
temperatures of less than 20°C, between 20-25°C, and greater than 
25°C. The two models derived for each controller response were uni­
variate and transfer function models. These two models were then 
compared using a mean squared error criterion to determine which one 
performed better.
Guyton [11] defines the cold region to be temperatures less 
than 20°C. In this range the cold receptors begin to be stimulated. 
He states that temperatures above 25°C will cause the warm receptors 
to be stimulated and defines this range as the warm region. Tempera­
tures between 20-25°C can be considered as neutral temperatures. 
Using Guyton's guideline, a decision was made to separate the data 
into three groups: air temperatures of less than 20°C, air tempera­
ture between 20-25°C, and air temperature of greater than 25°C.
33
34
B. Development of the Models
The Box-Jenkins modeling procedure was used to develop 
twelve different models. These models were the univariate and the 
transfer function models for metabolic heat production and evapora­
tive heat loss in three ranges of temperature. Since the modeling 
procedure is essentially the same for all ranges, the model building 
procedure is discussed for one controller response that is randomly 
selected from the temperature ranges. The controller response 
chosen is metabolic heat production for air temperatures greater 
than 25°C. Once the discussion of the modeling procedure for con­
troller responses is completed, the reader should have a clear 
understanding of the model building procedure. A summary of all the
developed models is presented later in this chapter.
Box-Jenkins Modeling of Metabolic Heat Production 
for Air Temperatures Greater Than 25°C
Two different models were developed for this controller 
response in this air temperature: a univariate model, and a trans­
fer function model. The two models are discussed separately. They 
are then compared by examining their mean squared errors.
C . Univariate Model
To build a univariate model, the first requirement is to
have a stationary series. That is, to make sure the time series has
no systematic trend, and its variance and covariances between obser­
vations are not changing over time. When the above conditions are 
not met the series should be reduced to achieve stationarity. This
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is done by differencing and/or transforming the series. To detect 
nonstationarity of the metabolic heat production series, the plot of 
the series and the plot of its sample autocorrelation function were 
examined. The series was differenced once and the differenced 
series and the sample autocorrelation function of the differenced 
series were plotted. Figures 6 and 7 are the plots of the original 
and first differenced series. Inspection of the sample auto­
correlations and the plot of the first differenced series indicates 
that the first differenced series is stationary. The series was 
over differenced to make sure the first difference is sufficient to 
make the series stationary. Differencing the series twice caused 
the estimate of the parameters to fall outside of the invertibility 
region. The conclusion was then reached that the first differencing 
is sufficient to satisfy the series stationarity requirement.
Once the stationary series is obtained, the next step in the 
Box-Jenkins methodology is to identify a tentative model. In this 
step the orders of the autoregressive and moving average parameters 
are determined. This procedure may be quite difficult in practice. 
Many techniques have been developed to make the identification pro­
cess easier, but determination of the final model is an iterative 
process. As discussed before, in order to determine the order 
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Figure 6. Plot of The Metabolic Heat Production in Temperatures Greater 
Than 25°C (Original Series)
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Figure 7. Plot of The Metabolic Heat Production in Temperatures Greater 
Than 25°C (First Differenced Series)
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autocorrelation function (ACF), partial autocorrelation function 
(PACF), and inverse autocorrelation function (IACF) were inspected. 
Plots of the ACF, PACF, and IACF are presented in Figures 8-10. 
These plots were then compared with the theoretical functions. 
Several potential models were examined and it was decided that the 
series has no autoregressive parameters, has a moving average para­
meter of lag 1, and a deterministic trend. The sample ACF has a 
spike at the first lag. This indicates that a moving average model 
is appropriate. The plots of the sample IACF and PACF confirm the 
conclusion that the series is a moving average model of order one. 
This is because the spikes of the sample IACF and PACF decay
exponentially. There are also two significant spikes at lags 8 and
12. However, no justification could be made for these spikes, and 
since some spikes are usually found at lower lags, it was decided 
not to consider them for modeling. After the above analysis, the 
following model was considered as a tentative model:
(1-B) metfc = p + (1-B^B) afc
where met^ is the metabolic heat production at time t, p is a con­
stant term that implies a deterministic trend, 0^ is the moving
average parameter, B is a backshift operator, and a^ is a white
noise process.
Once the model is identified, the parameters are estimated 
using nonlinear least squares. The estimate of p is -0.0759, and 
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Figure 8. Sample ACF for The First Differenced Metabolic Heat Production 
Series for Air Temperatures Greater Than 25°C
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Figure 9. Sample IACF for The First Differenced Metabolic Heat Production 
Series for Air Temperatures Greater Than 25°C
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Figure 10. Sample PACF for The First Differenced Metabolic Heat Production 
Series for Air Temperatures Greater Than 25°C
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(1-B) raett = -0.0759 + (1-0.3368B) a
After the model is identified and its parameters are estimated, it 
should be diagnostically checked. This essentially involves an 
examination of the parameters and the residuals. The t values 
associated with the estimated parameters |J and 0, are -2.06 and 5.51 
respectively. These t values are greater than the table t value of 
t Q5(237) = which indicates the estimated parameters are
significantly different from zero at a significance level of .05. 
The estimated moving average parameter also lies within the bounds 
of invertibility. Recall that the assumption was that the dis­
turbance terms of the model should be independent, normally 
distributed with zero mean and constant variance. The Box-Pierce Q 
statistic is used to test whether or not the residuals are generated 
by a white noise process. Q is not significant for this example. 
This indicates that it is not possible to reject the hypothesis that 
the residuals are generated by a white noise process. This is 
confirmed by examining the plots of ACF, IACF, and PACF of the 
residuals. These plots show no spikes at any key lags which 
indicates that the residuals are not autocorrelated. As a final 
check, univariate analysis is performed on the residuals to test the 
normality of the residuals and also to test whether or not the 
residuals have a mean of zero. The normality and zero mean assump­
tions of the residuals is confirmed by the results of these tests. 
The normality assumptions is confirmed by the Kolmogorov-Smirnov 
D-statistic which tests the null hypothesis that residuals are a
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random sample from a normal population. It is also reconfirmed by 
the stem-and-leaf and normal probability plots, and finally from 
coefficients of skewness and kurtosis. The mean of zero for the
residuals is analyzed by a t-test that tests the hypothesis that the 
population mean is zero and also by inspecting the mean, median, and 
mode of the residuals. The results of the univariate model and
Box-Pierce Q statistic are presented in Table 1. The results of
the diagnostic checking procedures are presented in Figures 11-14.
The above analysis leads to the conclusion that the uni­
variate model of the metabolic heat production for air temperatures 
of greater than 25°C is ARIMA (0,1,1). All of the above analysis 
was done using the SAS statistical package [29].
D. Data Modification
The data for each temperature range consists of several 
individual experiments. In order to develop the models for con­
troller responses differencing was performed on the data. After 
differencing the data, the between experiment differences were 
removed because they were overly large in comparison with the other 
differences. This diversity was caused because in each experiment 
subjects were exposed to a different temperature just prior to the 
temperature of interest, thus their temperature was likely to be 
unusually elevated or depressed. The purpose of this modeling of 
controller responses is to understand the pattern of these responses 
under conditions of thermal stress in order to simulate body 
responses due to long term exposure to a constant air temperature.
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Figure 11. Plot of The Autocorrelation of The Residuals for The
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Figure 12. Plot of The Inverse Autocorrelation of the Residuals for The 
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Figure 13. Plot of The Partial Autocorrelation of The Residuals for The 
Model of The Metabolic Heat Production for Temperatures 
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Figure 14. Results of The Univariate Analysis of Univariate Model Residuals for 
Metabolic Heat Production for Air Temperatures Greater Than 25°C
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On the other hand, the individual experiments in each grouping of 
the data were the short term exposures to different air temperatures 
to observe the changes in the controller responses. That is, the 
experiments conducted at cold temperatures were performed to measure 
the onset of shivering, while the experiments conducted at warm 
temperatures were performed to measure the onset of sweating.
Keeping the large differences between experiments when dif­
ferencing was performed would cause the model to account for these 
differences which is not the intention of these models. Therefore, 
the adjustment of the data was deemed appropriate in developing the 
models.
E . Transfer Function Model
A transfer function model was developed for the controller 
response metabolic heat production for air temperatures greater than 
25°C. The first step in building a transfer function model is to 
develop an appropriate univariate model for all of the input series. 
The input series are: skin temperatures, tympanic temperatures, and
rectal temperatures. A procedure identical to that which led to a 
univariate model for the metabolic heat production for temperatures 
greater than 25°C in the previous section was used to obtain the 
univariate models for the input series. These are presented in 
Table 2. Plots of the original and first differenced input series 
and a summary of the statistical results are presented in Appendix 
B. The next step in transfer function modeling is to prewhiten the
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TABLE 2
SUMMARY OF MODELS OF INPUT VARIABLES FOR AIR 
TEMPERATURES GREATER THAN 25°C
Input Variable Differencing Univariate Model
Rectal (REC) Rect = (l-B)RECt (l-.96B)Rect=(l-.66)at
Tympanic (TYMP) Tympt = (l-B)TYMPt (l-.A6B-.25B5)Tympt = at
SKIN Skin. = (l-B)SKINt (l-.22B-.27B2)Skin,
1 1 = .013+at 1
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input series and transform the output series (metabolic heat produc­
tion) by the same filter. As discussed before, the purpose of the 
above process is to make the cross correlation function proportional 
to the impulse response weights so that the relationship between the 
input and the output series can be identified. Plots of the cross 
correlation functions of the prewhitened inputs and the transformed 
output series are presented in Figures 15-17. The positive lags are 
cross correlations for the situation where the prewhitened input 
lagged behind the prewhitened output, i.e., there is no statistical 
feedback. Significant cross correlations at positive lags suggest a 
relationship between the input in a given period to the output in 
the same or a later period. If such relationship exists the input 
is used in the transfer function model. The significant cross­
correlations at the top of the plots indicate that the output series 
feeds back into the input series. This violates the assumption that 
the input is truly exogenous. The two dotted lines on the plots 
give 95% confidence intervals under the hypothesis that the two 
series are not related.
For this case the cross correlation plots of prewhitened 
metabolic heat production series with prewhitened skin and rectal 
temperature series clearly indicate an instantaneous impact between 
input series rectal temperature, skin temperature and output series 
metabolic heat production, i.e., the series are only correlated at 
t=0. No association was found between the input series tympanic 
temperature and the output series. None of the plots showed any
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- 1 1 0 . 0 0 0 2 6 3 3 8 0 . 0 0 3 9 0  | 1 . 0 . 0 6 9 6 6 9 6
- 1 0 - 0 • C139163 - 0 . 1 7 9 7 7  | • i » i  , 0 . 0 6 9 6 8 9 6
- 9 - . 0 0 5 5 9 6 6 9 - 0 . 0 7 2 3 1  | •  1 , 0 . 0 6 9 6 8 9 6-e • 0 0 0 9 7 3 6 3 9 0 . 0 1 2 5 6  | 1 . 0 . 0 6 9 6 8 9 6
- 7 - 0 . 0 0 0 1 3 1 7 -0 .C C 1 7 O  | 1 . 0 . 0 6 9 6 8 9 6
- 6 0 .0 0 5 5 6 1 1 0 . 0 7 1 6 3  | 1 * . 0 . 0 6 9 6 6 9 6
- 5 - • C 0 58 1 173 - 0 . 0 7 5 0 6  | • •1  . 0 . 0 6 9 6 6 9 6
-  t 0 . 0 0 9 0 5 6 3 3 0 .1 1 6 9 7  I 1 **• 0 . 0 6 9 6 6 9 6
- 3 - . 0 0 0 2 9 0 3 1 - 0 . 0 0 3 1 0  | 1 • 0 . 0 6 9 6 8 9 6
- 2 - . 0 0 9 3 6 3 5 6 - 0 . 0 5 6 6 2  | • |  , 0 . 0 6 9 6 6 9 6
-  1 0 .0 0 1 3 7 6 0 6 0 . 0 1 7 6 0  | 1 • 0 . 0 6 9 6 6 9 6
0 - 0 . 0 1 6 2 2 2 9 - 0 . 2 0 9 5 3  | • **l • 0 . 0 6 9 6 8 9 6
1 0 .0 1 0 0 2 0 5 0 .  12993 | i • • • 0 . 0 6 9 6 8 9 6
2 - . 0 0 6 5 5 2 8 9 - 0 .  11097 1 . 0 . 0 6 9 6 8 9 6
3 - • 0 0 2 0 9 3 0 9 - 0 . 0 2 7 0 3  1 •  1 . 0 . 0 6 9 6 6 9 6t 0 . 0 0 9 6 6 6 6 6 0 . 0 6 2 6 6  | 1 • • 0 . 0 6 9 6 6 9 6
5 . 0 0 0 9 5 5 5 6 9 0 . 0 0 5 6 6  | 1 . 0 . 0 6 9 6 8 9 6
6 O .0C23S059 0 . 0 3 0 7 5  | 1 •  . 0 .0 6 9 6 6 Q 6
7 - . 0 0 9 5 3 8 5 6 - 0 . 0 5 6 6 2  | •1  • 0 . 0 6 9 6 8 9 6
6 - . 0 0 2 9 0 9 6 1 - 0 . 0 3 1 0 6  | •  1 . 0 . 0 6 9 6 8 9 6
9 0 . 0 0 2 7 3 7 7 6 0 . 0 3 5 3 6  1 1 * • 0 . 0 6 9 6 8 9 6
10 - . 0 0 6 6 0 0 0 9 - 0 . 0 6 5 2 5  | • •  1 . 0 . 0 6 9 6 8 9 6
11 0 . 0 0 3 9 1 1 6 5 0 . 0 5 0 5 3  | i • • 0 . 0 6 9 6 6 9 6
12 - • 0C0S2566 - 0 . 0 1 2 0 1  1 i . 0 . 0 6 9 6 8 9 6
13 - . 0 0 6 1 5 7 7 2 - 0 . 1 0 5 3 7  | 0 . 0 6 9 6 8 9 6
I t 0 . 0 0 6 2 2 0 7 5 C . 0 8 0 3 5  | . i 0 . 0 6 9 6 6 9 6
15 . o c c 2 e e o 3 t 0 .CC372 I i . 0 . 0 6 9 6 6 9 6
16 - 0 . 0 0  10392 - 0 . 0 1 3 3 6  | i . 0 . 0 6 9 6 8 9 6
17 0 . 0 0 7 2 6 5 6 3 0 . 0 9 3 8 5  | i ** . 0 . 0 6 9 6 8 9 6
18 - . 0 0 2 9 9 1 6 3 - 0 . C 3 8 0 0  1 •  i . 0 . 0 6 9 6 6 9 6
19 - . 0 0 * 6 6 3 9 3 - 0 . 0 6 0 2 9  | • i  , 0 . 0 6 9 6 8 9 6
20 - . 0 0 0 6 0 1 7 8 - 0 . 0 1 0 3 6  | i . 0 .  0 6 9 6 8 9 6
21 - . 0 0 2 6 5 9 9 9 - 0 . 0 3 9 3 6  | • i  . 0 .  0 6 9 6 8 9 6
22 0 . 0 0 3 3 1 2 9 7 0 . 0 9 2 7 9  | i •  . 0 . 0 6 9 6 6 9 6
23 0 .0 C 3 9 6 5 1 0 .0 5 1 2 1  1 i * • 0 . 0 6 9 6 8 9 6
2 t - . 0 0 5 2 2 3 1 9 - 0 . 0 6 7 9 6  | 0 .  0 6 9 6 8 9 6
25 0 .P 0 9 3 3 S 1 3 0 . 0 5 5 9 9  | i •  a 0 .  0 6 9 6 6 9 6
26 - . 0 0 7 5 5 6 0 6 - 0 . 0 7 7 6 3  1 • •  i 0 . 0 6 9 6 8 9 6
27 - . 0 0 1 2 3 5 7 9 - 0 . 0 1 5 9 6  1 i . 0 . 0 6 9 6 8 9 6
26 0 . 0 0 9 6 9 5 3 5 0 .C 6 3 2 3  | i * • 0 . 0 6 9 6 8 9 6
29 • 0 0 0 1 7 2 2 9 1 0 .0 C 2 2 2  | i • 0 . 0 6 9 6 6 9 6
30 - . 0 0 1 1 7 7 3 8 - 0 . 0 1 5 2 1  1 t . 0 . 0 6 9 6 6 9 6
BABES TIC STAPDAPD EPPOPS
Figure 15. Sample Cross Correlation Function Between Prewhitened
Metabolic Heat Production and Skin Temperature Series
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SIS
CORRELATION Of BET AID NEC
BOTH SERIES HAVE SIER PFEV H1TERED.
VARIANCE nr TRARSPORBED SERIES* 1.09526.000101864
R0R9ER CF PBSERTATIOVS* 239
CROSSCORRELATXOiS
LAG COVARIANCE COP8ELATXOR - 1 9 6 7 6 5 4 3 2  1 0  1 2 3 4 5 6 7 8 9  1 STD
- 3 0 0 . 0 0 1 0 9 7 3 5 0 . 0 7 9 5 9  I .  I 0 . 0 6 4 6 6 4 6
- 2 9 • 0 0 0 5 7 5 8 6 7 0 . 0 4 1 7 7  | • 1 •  • 0 . 0 6 4 6 8 4 6
- 2 0 .0 0 0 4 2 3 2 0 1 0 . 0 3 0 6 9  | • 1* • 0 . 0 6 4 6 8 4 6
- 2 7 - . 0 0 0 6 5 2 0 9 - 0 . 0 4 6 5 7  | • *1 . 0 . 0 6 4 6 8 4 6
- 2 6 - . 0 0 0 7 4 6 5 2 - 0 . 0 5 4 1 4  | • *1 • 0 . 0 6 4 6 6 4 6
- 2 5 • 0 0 C 1 19383 0 . 0 0 8 6 6  | 0 . 0 6 4 6 8 4 6
- 2 4 • 0 0 0 8 6 9 3 8 1 0 . 0 6 3 0 6  | • 1 * • 0 . 0 6 4 6 8 4 6
- 2 3 - • 0 013C862 - 0 . 0 9 4 9 1  | . • • 1  . 0 . 0 6 4 6 8 4 6
- 2 2 0 . 0 0 1 7 3 6 6 5 C . 12596  | • |  • • * 0 . 0 6 4 6 8 4 6
- 2 1 A. 68 7 E - 0 6 0 . 0 0 0 3 5  | 0 . 0 6 4 6 8 4 6
- 2 0 - 0 . C 0 0 1 0 5 1 - 0 . 0 0 7 6 2  I 0 .0 6 4 6 8 4 6
- 1 9 • 0 0 0 7 7 6 5 3 5 0 . 0 5 6 4 6  | • I*  I 0 . 0 6 4 6 8 4 6
- I B • 0 0 0 1 4 2 1 9  8 0 . 0 1 0 3 1  | 0 . 0 6 4 6 8 4 6
- 1 7 - * 0 0 1 5 6 0 3 8 - 0 .  11520 | . • • 1  . 0 . 0 6 4 6 8 4 6
- 1 6 .0 0 C 6 1 4 S 6 8 0 . 0 4 4 6 0  I • 1* • 0 . 0 6 4 6 8 4 6
- 1 5 - 0 . 0 0 0 2 3 7 - 0 . 0 1 7 1 9  | 0 . 0 6 4 6 8 4 6
- I N - . 0 0 0 5 3 9 7 0 - 0 . 0 3 9 1 5  | • *1 . 0 . 0 6 4 6 8 4 6
- 1 3 7 . 6 1 5 E-06 0 . 0 0 0 5 5  | 0 . 0 6 4 6 6 4 6
- 1 2 . 0 0 0 0 8 1 6 2 9 0 . 0 0 5 9 2  | .  1 1 0 . 0 6 4 6 8 4 6
- 1 1 - . 0 0 0 2 2 2 5 8 - 0 . 0 1 6 1 4  | 0 . 0 6 4 6 6 4 6
- 1 C 0 . 0 0 1  S t  158 0 . 1 3 8 6 4  | . 0 . 0 6 4 6 6 4 6
- 9 - . 0 0 0 8 2 4 5 5 - 0 . 0 5 9 8 0  | .  * |  *. 0 . 0 6 4 6 6 4 6
-a - • C 0 0 1 3 136 - 0 . 0 0 9 5 3  | 0 . 0 6 4 6 6 4 6
- 7 -  ■ COOS 1043 - 0 . 0 3 7 0 2  | i  * i  ! 0 . 0 6 4 6 6 4 6
- 6 • 0 0 0 7 4 0 8 5 4 0 . 0 5 3 7 3  | • t *  - 0 . 0 6 4 6 0 4 6
- 5 - . 0 0 2 1 6 5 3 7 - 0 .  15705 | • • • i  . 0 . 0 6 4 6 6 4 6
-  A 0 .Q Q 18144B 0 . 1 3 1 6 0  | .  1**4 0 . 0 6 4 6 6 4 6
- 3 . 0 0 0 5 0  3909 0 . 0 3 6 5 5  | •  1 * • 0 . 0 6 4 6 8 4 6
- 2 - A . 9 6 9 E - 0 5 - 0 . 0 0 3 6 0  | 0 . 0 6 4 6 6 4 6
- 1 - • C005C795 - 0 . 0 3 6 6 4  | • * i  . 0 . 0 6 4 6 8 4 6
0 0 . 0 0 1 4 6 5 2 5 0 . 1 0 7 7 2  I .  i * * . 0 . 0 6 4 6 6 4 6
1 - . 0 0 1 6 6 1 2 2 - 0 .  13499 | • * * i  . 0 . 0 6 4 6 6 4 6
4 0 . 0 0 1 4 2 1 0 4 C . 10307 | .  » • * . 0 . 0 6 4 6 6 4 6
3 - 0 . 0 0 0 9 5 6 2 - 0 . 0 6 9 3 5  | • * i  • 0 . 0 6 4 6 8 4 6
« •O 0C966017 0 . 0 7 0 0 6  | • i * . 0 . 0 6 4 6 8 4 6
5 . 0CC180164 0 . 0 1 3 0 7  | .  i . 0 . 0 6 4 6 6 4 6
6 - . 0 0 0 4 9 1 6 8 - 0 . 0 3 5 6 6  | • * i  . 0 . 0 6 4 6 8 4 6
7 - . 0 0 0 6 1 3 3 9 - 0 . 0 4 4 4 9  | .  * i  . 0 . 0 6 4 6 0 4 6
8 0 .0 0 1 5 3 7 5 4 0 . 1 1 1 5 2  I .  I * * . 0 . 0 6 4 6 6 4 69 - . 0 0 0 5 2 8 3 6 - 0 . 0 3 8 3 2  I * * i  . 0 . 0 6 4 6 8 4 6
10 • 0 0 0 2 4 7 9 3 5 0 .C 1 7 9 8  | 0 . 0 6 4 6 6 4 6
11 - . 0 0 2 1 6 5 1 6 - 0 . 1 5 6 4 3  } • * * i 0 . 0 6 4 6 8 4 6
12 0 . 0 0 0 9 8 5 2 0 . 0 7 1 4 6  1 .  i * . 0 . 0 6 4 6 8 4 6
13 0 . C003 £399 0 . 0 2 5 6 7  | .  i * • 0 . 0 6 4 6 8 4 6
IN - . 0 0 0 5 9 1 3 6 - 0 . 0 4 2 8 3  | .  * i  . 0 .  0646 8 46
15 - . 0 0 0 4 2 6 0 1 - 0 . 0 3 0 9 6  | -  * i  . 0 . 0 6 4 6 8 4 6
16 • 0 C 0 9 40 3 26 O.C 6820  | • i * • 0 .0 6 4 6 8 4 6
17 . 0 0 0 5 2 9 0 5 4 0 . 0 3 8 3 7  | .  i *  . 0 . 0 6 4 6 8 4 6
10 • 0 0 0 9 2 6 6 7 8 0 . 0 6 7 2 1  | * i * . 0 . 0 6 4 6 8 4 6
19 - 1 • 0 5 6 E - 0 5 • 0 . 0 0 0 7 7  | 0 . 0 6 4 6 8 4 6
20 -  • C00C2955 - 0 . 0 0 2 1 4  | ;  i : 0 . 0 6 4 6 6 4 6
21 - . 0 0 1 3 9 4 3 1 - 0 . 1 0 1 1 6  | . . 0 . 0 6 4 6 8 4 6
22 - . 0 0 0 8 9 3 3 1 - 0 . 0 ( 4 7 9  | .  *1 • 0 . 0 6 4 6 6 4 6
23 - . 0 0 0 5 9 6 5 6 - 0 . 0 4 3 2 7  | - * 1 . 0 . 0 6 4 6 9 4 6
2 ° • 0 0 0 6 5 9 5 2 6 0 . 0 4 7 8 4  | . |  •  . 0 . 0 6 4 6 8 4 6
25 O . C 0 1 5 5 8 7 6 0 . 1 1 3 0 6  | 1 • * . 0 . 0 6 4 6 8 4 6
26 - . 0 0 0 4 7 6 8 6 - 0 . 0 3 4 5 9  | .  *1 . 0 . 0 6 4 6 8 4 6
27 - 9 . 2  16E-06 - 0 . 0 0 0 6 7  | 0 .  0 6 4 6 0 4 6
20 .0C O 507198 0 . 0 3 6 7 9  I .  1* • 0 . 0 6 4 6 8 4 6
29 . 0 0 0 0 3 5 5 5 1 0 . 0 0 2 5 8  | 0 . 0 6 4 6 6 4 6
30 - . 0 0 0 6 4 6 2 2 - 0 . 0 6 1 5 2  | .  *1 . 0 . 0 6 4 6 8 4 6
BARKS TIC STANDARD ERRORS
Figure 16. Sample Cross Correlation Function Between Prewhitened
Metabolic Heat Production and Rectal Temperature Series
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c o m e l a t i o * or a n  a nd t i b f
BOTH SERIES HAVE BEER PPCUHITEKKT).
VARIANCE CF TRAASFCBRED SERIES* 1.22367.00C30B738 
ROBBER Of OB5ERIATIONS* 239
CBOSSCCFIELATIORS
LAC COVARIANCE CORRELATION - 1  5 8 7 6 5 4 3 2  1 0 1 2 3 4 5 6 7 8 9 1 STD
- 3 0 - . 0 0 2 0 3 2 1 4 - C . 10455 1 • * * |  • 0 . 0 6 4 6 6 4 6
- 2 9 0 . 0 0 1 4 4 9 2 4 0 . 0 7 4 5 6 1 .  | •  . 0 . 0 6 4 6 8 4 6
- 2 8 - . 0 0 1 0 5 2 3 4 - 0 . 0 5 4 1 4 i .  •  | . 0 . 0 6 4 6 8 4 6
- 2 7 0 .0 0 1 2 2 6 2 1 0 . 0 6 3 0 9 i • i •  • 0 . 0 6 4 6 8 4 6
- 2 6 - . 0 0 0 4 6 3 7 5 - 0 . 0 2 3 8 6 i .  i . 0 . 0 6 4 6 8 4 6
- 2 5 - 3 . 4 4 9 1 - 0 5 - 0 . 0 0 1 7 7 i .  i . 0 . 0 6 4 6 8 4 6
- 2 6 0 . 0 0 1 S7101 0 . 1 0 1 4 1 i .  i ** . 0 .0 6 4 6 8 4 6
- 2 3 - .  00 1 0 9 3 7 6 - 0 . 0 5 6 2 7 i .  •  i . 0 .  0 6 4 6 8 4 6
- 2 2 - 8 . 2 1 0 E - 0 5 - 0 . 0 0 4 2 2 i .  i . 0 .  0 6 4 6 6 4 6
- 2 1 - 0 . 0 0 0 6 4 2 3 - 0 . 0 3 3 0 5 1 a *1 • 0 .0 6 4 6 8 4 6
- 2 0 • 0 0 0 7 5 3 1 3 5 0 .0 3 8 7 5 1 • 1 •  . 0 . 0 6 4 6 8 4 6
- 1 9 • 0 0 0 1 5 3 9 1 1 0 . 0 0 7 9 2 1 • 1 • 0 . 0 6 4 6 8 4 6- i e - 0 . 0 0 0 3 7 6 8 - 0 . 0 1 9 3 9 1 • 1 • 0 . 0 6 4 6 8 4 6
- 1 7 - 0 . 0 0 0 4 6 2 9 - 0 . 0 2 3 8 2 1 • 1 • 0 . 0 6 4 6 8 4 6
- 1 6 0 . 0 0 1 9 2 7 2 8 0 . 0 9 9 1 6 1 • 1 * * . 0 . 0 6 4 6 8 4 6
- 1 5 - . C 0 1 16281 - 0 . 0 5 9 8 2 1 • • !  . 0 . 0 6 4 6 8 4 6
- H i . 0 0 0 7 0 4 8 7 7 0 .0 3 6 2 6 1 • |  . 0 . 0 6 4 6 8 4 6
- 1 3 - 0 . 0 0 1 0 7 5 2 - 0 . 0 5 5 3 2 i .  »i . 0 . 0 6 4 6 8 4 6
- 1 2 - . 0 0 0 4 3 3 4 4 - 0 . 0 2 2 3 0 1 • 1 • 0 . 0 6 4 6 8 4 6
- 1 1 . 0 0 0 5 1 4 2 3 6 0 . 0 2 6 4 6 I .  1 •  . 0 .0 6 4 6 8 4 6
- 1 0 •  0 0 0 4 4  1254 0 . 0 2 2 7 0 1 -  1 - 0 . 0 6 4 6 8 4 6
- 9 - 0 . 0 0 0 4 5 6 7 - 0 . 0 2 3 6 0 0 . 0 6 4 6 8 4 6
- 8 0 . 0 0 1 7 6 8 0 1 C . 09096 1 * 0 . 0 6 4 6 8 4 6
- 7 - . 0 0 0 1 6 1 1 9 -O.OC829 1 -  1 - 0 .0 6 4 6 6 4 6
-  6 - 2 . B72E-05 - 0 . 0 0 1 4 8 1 • 1 • 0 .0 6 4 6 8 4 6
- 5 - . 0 0 0 8 6 0 9 1 - 0 . 0 4 5 3 2 1 • •  1 • 0 .0 6 4 6 8 4 6
- 9 0 . 0 0 1  16374 0 .0 5 9 B 7 1 • 1 •  • 0 . 0 6 4 6 8 4 6
-  3 - . 0 C 2 1 1909 - C * 10902 1 • |  . 0 . 0 6 4 6 8 4 6
- 2 • 0 0 0 4 1 5 5 1 3 0 . 0 2 1 3 8 1 .  1 . 0 . 0 6 4 6 8 4 6
- 1 0 . 0 0 2 1 3 9 4 0 . 1 1 0 0 7 1 .  I • • • 0 . 0 6 4 6 8 4 6
0 - . 0 0 0 5 7 3 2 3 - 0 . 0 2 9 4 9 1 • * |  . 0 .0 6 4 6 6 4 6
1 0 . 0 0 1 1 7 3 8 8 0 .0 6 0 3 9 1 • |  4 • 0 . 0 6 4 6 8 4 6
2 0 . 0 0 1 1 5 2 5 8 0 . 0 5 9 3 0 1 • 1 •  • 0 . 0 6 4 6 8 4 6
3 • 0 0 0 5 1 7 6 6 5 0 . 0 2 6 6 4 1 .  1 •  . 0 . 0 6 4 6 8 4 6
6 - . 0 0 0 6 2 6 9 3 - 0 . 0 3 2 2 5 1 • •  1 • 0 . 0 6 4 6 8 4 6
5 - . 0 0 1 5 0 8 9 7 - 0 . 0 7 7 6 3 1 •* * !  • 0 . 0 6 4 6 8 4 6
6 - . 0 0 0 7 2 6 5 3 - 0 . 0 3 7 3 8 1 .  » |  . 0 .0 6 4 6 6 4 6
7 . 0 0 0 7 9 0 9 7 2 0 . 0 4 0 6 9 1 • 1 •  • 0 . 0 6 4 6 8 4 6
e . 0 0 0 8 9 7 2 2 9 0 . 0 4 6 1 6 1 • 1 •  • 0 . 0 6 4 6 8 4 6
9 - . 0 0 1 3 7 2 3 3 - 0 . 0 7 0 6 0 1 • • !  . 0 . 0 6 4 6 8 4 6
10 0 .0 0 1 0 3 7 4 1 0 . 0 5 3 3 7 1 • |  . 0 . 0 6 4 6 8 4 6
11 0 . 0 0 1 2 7  377 0 . 0 6 6 5 3 i • i •  • 0 . 0 6 4 6 8 4 6
12 -  .C002U146 - 0 . 0 1 2 4 2 i -  i . 0 . 0 6 4 6 8 4 6
13 - . 0 02 0 C 4 I2 - 0 . 1 C 3 1 1 i . • *  i • 0 . 0 6 4 6 8 4 6
16 0 . 0 0 1 7 5 0 0 2 0 . 0 9 0 0 4 i . .  i • * . 0 . 0 6 4 6 8 4 6
15 -0 * C 0 Q 4  349 - 0 . 0 2 2 3 7 i  \ 0 . 0 6 4 6 8 4 6
16 - . 0 0 0 6 3 6 0 6 - 0 . 0 3 2 7 2 i .  •  i 0 . 0 6 4 6 8 4 6
17 - . 0 0 1 1 2 4 9 4 - 0 . 0 6 7 8 8 i • * i  • 0 . 0 6 4 6 8 4 6
18 0 . 0 0 1 5 6 6 9 3 0 . 0 8 0 6 2 i • i • • • 0 . 0 6 4 6 8 4 6
19 0 . 0 0 1 1 9 3 9 8 Q . 06143 i  • i  * • 0 . 0 6 6 6 8 4 6
20 . 0 0 0 3 7 2 2 1 5 0 . 0 1 9 1 5 i .  i - 0 . 0 6 4 6 8 4 6
2 1 - . 0 0 0 6 3 7 1 2 - 0 . 0 3 2 7 B i .  *i  . 0 . 0 6 4 6 8 4 6
22 0 . 0 0 1 5 C 9 2 3 0 . 0 7 7 6 5 i  • i 0 .0 6 4 6 8 4 6
23 - . 0 0 1 2 4 6 1 1 - 0 . 0 6 4 0 6 i . * i  • 0 . 0 6 4 6 8 4 6
24 • 0 0 0 4 1 9 7 2 7 0 . 0 2 1 5 9 i - i - 0 . 0 6 4 6 8 4 6
25 - . 0 0 1 7 9 7 0 2 - 0 . 0 9 2 4 5 1 • « 0 . 0 6 4 6 8 4 6
26 0 . 0 0 1 6 3 8 1 5 0 . 0 8 4 2 8 1 • | • • • 0 . 0 6 4 6 8 4 6
27 •0 Q Q 33eS38 0 . 0 1 7 4 2 1 - I . 0 . 0 6 4 6 8 4 6
28 0 . 0 0 0 7 6 8 3 5 0 . 0 4  056 1 • |  • 0 . 0 6 4 6 8 4 6
29 - . 0 0 0 4 5 0 4 7 - 0 . 0 2 3 1 8 1 .  1 . 0 . 0 6 4 6 8 4 6
30 0 . 0 0 1 0 1 8 8 7 0 . 0 5 2 4 2 1 • |  4 • 0 . 0 6 4 6 8 4 6
••• BASICS TVC STEADIED ERRORS
Figure 17. Sample Cross Correlation Function Between Prewhitened
Metabolic Heat Production and Tympanic Temperature Series
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significant cross correlation in the key negative lags. Estimates 
of the impulse response weights are found by multiplying the cross 
correlations by the ratio of the estimated standard deviations of 
the prewhitened input and output series. The impulse response 
weights were used to identify the relationship between the input and 
the output series. After several iterations the following transfer 
function model was found:
U) u)
(1-B)METt = (l-B)SKINt + „t
where METt is the metabolic heat production at time t, RECt is the 




The next step in building the transfer function models is to esti­
mate the model parameters. Table 3 gives the estimates of the
parameters for the above model along with their appropriate 
statistics.
The final step is to diagnostically check the model. The 
summary of the goodness-of-fit and other statistics are presented in 
Table 4. All of the parameters are statistically significant and 
the estimates of the 6 parameters lie within the range of stability.
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TABLE 3
PARAMETER ESTIMATES AND SUMMARY STATISTICS FOR THE 
TRANSFER FUNCTION OF METABOLIC HEAT PRODUCTION 
FOR AIR TEMPERATURES GREATER THAN 25°C
Variable Parameter Estimate Std Error t Ratio3
RECTAL wo 6.8041 2.5259 2.69
RECTAL 61 -0.8374 0.0951
000001
SKIN wo -2.5985 0.5518 -4.71
SKIN 61 -0.4652 0.1858 -2.50
MET 62 0.2401 0.0677 3.55
MET *! -0.3503 0.0652 -5.27
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SUMMARY OF RESULTS OF THE TRANSFER FUNCTION MODEL FOR 
METABOLIC HEAT PRODUCTION FOR AIR TEMPERATURES 
GREATER THAN 25°C
S I S
ABI HA :  PRELIHINAPT EST1HATION
I N I T I A L  AOTOPEGRESSITE ESTIHATES
1 - 0 . 2 9 9 0 1
HOVING AVEFAGE ESTIHATES
2 0 . 0 0 9 2 8
ITERATION SSE
0  1 6 9 .  9 2 6
1 1 5 1 . 1 9 9
2  1 * 8 . 7 3 3
3  1 9 8 . 3 9 3
9 1 9 6 . 3 8 1
5 1 9 8 . 3 6 1
6  1 9 8 . 3 8 1
7 1 9 8 . 3 8 1
8 1 9 8 . 3 8 1
FAPAHETEF E S T M  ATE STD EPPOP 1 RATIO LAG VARIABLE
HA 1 ,  1 0 . 2 9 0 1 2 1 0 . 0 6 7 7 3 1 8 3 . 5 5 2 DET
A R 1 . 1 - 0 . 3 5 0 3 1 1 0 . 0 6 5 1 9 7 5 - 5 .  37 1 HET
HO H1 6 . 8 0 9 1 1 2 .  5 2 5 9 5 2 . 6 9 0 PEC
D E N I . 1 - 0 . 8 3 7 9 1 5 0 . 0 9 5 1 2 9 9 - 8 .  8 0 1 REC
NO H 2 - 2 . 5 9 E 5 3 0 . 5 5 1 8 0 7 - 9 . 7 1 0 SHIN
D E N I , 1 - 0 . 9 6 5 2 9 7 0 . 1 8 5 7 6 2 - 2 . 5 0 1 SKIN
VARIANCE ESTIHATE = 0 . 6 3 9 5 7 1
STD EPROP ESTI  HATE = 0 . 7 9 9 7 3 2
NUHBER Of PESI DDALS- 2 3 8
COP RI I AT IONS  o r  THE ESTIMATES
HA1,  1 AR 1 , 1 HUH 1 D E N I , 1 HUH2 DEN1, 1
BA 1 , 1 1 . C 0 0 - 0 . 3 3 1 0 . 0 9 0 0 . 0 1 9 0 . 0 7 1 - 0 . 0 2 9
AR1,  1 - 0 . 3 3 1 1 . 0 C 0 0 . 0 0 7 0 . 0 0 3 - 0 . 0 3 5 0 . 0 0 0
ho n 1 0 . 0 9 0 0 . 0 0 7 1 . 0 0 0 0 . 5 9 6 0 . 2 9 5 - 0 . 1 0 1
DENI ,  1 0 . 0 1 9 0 . 0 C 3 0 . 5 9 6 1 . 0 0 0 0 . 1 5 5 - 0 . 1 3 2
NDH2 0 . 0 7 1 - 0 . 0 3 5 0 . 2 « 5 0 .  155 1 . 0 0 0 0 . 0 1 5
DENI ,  1 - 0 . 0 2 9 0 . 0 0 0 - 0 . 1 0 1 - 0 .  1 3 2 0 . 0 1 5 1 . 0 0 0
NHITE BOI SE  VARIANCE E S I *  0 . 7 3 9 9 9 5
ARM A:  LEAST SQOAFES ESTIHATION
P.A1, 1 AR1 , 1 NUH1
. 0 0 9 2 7 7 8 - 0 . 2 9 9 0 1 8 .  1 6 6 8 3
0 . 2 1 1 1 1 3 - . 3 6 9 9 0 2 6 . 2 9 6 3 1
0 . 2 2 3 0 2 2 - . 3 6 2 0 6 5 6 . 6 6 0 1 2
0 . 2 3 7 9 7 2 - . 3 5 c i e e 6 . 9 2 3 8 9
0 . 2 3 9 9  98 - . 3 5 0 3 0 5 6 . 8 0 2 1 7
0 . 2 9 0 1 5 8 - . 3 3 0 2 2 9 6 . 8 0 7 1 3
0 . 2 9 0 0 8 5 - . 3 5 0 3 2 9 6 . B 0 3 1 3
0 . 2 9 0 1 9 1 - . 3 5 0 2 9 6 6 . 8 0 9 8 1
0 . 2 9 0 1 2 1 - . 3 5 0 3 1 1 6 . 8 0 9 1 1
D E N 1 , 1 BOH2 DEN 1 , 1  
0 . 1  - 2 . 6 6 0 6 8  0 . 1  1 
- . 9 1 3 8 0 9  - 2 . 6 1 9 0 9  - . 3 9 1 9 5 7  1,
- . 7 7 1 8 7 9  - 2 . 6 2 2 9 1  - . 9 9 0 6 5 9  
- C . 8 9 2 0 1  - 2 . 5 9 9 5 6  - . 9 7 8 9 9 2  
- 0 . 8 3 7 6 3  - 2 . 5 9 8 9 3  - . 9 6 1 0 1 6  1
- . 8 3 7 2 6 8  - 2 . 5 9 8 7 2  - . 9 6 7 2 6 1  1,
- . 8 3 7 9 6 9  - 2 . 5 9 8 5 3  - . 9 6 9 6 1 2  1
- 0 . 8 3 7 3 8  - 2 . 5 9 8 5 5  - . 9 6 5 6 9 9  1,
- . 8 3 7 9 1 5  - 2 . 5 9 8 5 3  - . 9 6 5 2 9 7  1
TO CHI
LAG SCO APE EP PROB
6 1 . 7 7 9 C . 7 7 0 0 . 0 0 6
12 1 9 . 9 2 10 0 . 1 5 9 - 0 . 0 5 2
18 2 0 . 7 2 16 0 . 1 9 0 - 0 . 0 9 2
29 2 2 .  15 22 0 . 9 5 1 0 . 0 3 9
30 2 5 . 2 9 28 0 . 6 1 2 0 . 0 3 5
36 2 9 . 8 8 39 C . 6 7 0 - 0 . 0 3 0
9 2 3 8 . 0 8 90 0 . 5 5 7 0 . 0 5 3
AOTOCORRELATION CHECH O r  RESIDUALS
AUTOCOBPELATIONS
0 . 0 1 9  - 0 . 0 2 9  - 0 . 0 5 7  - 0 . 0 0 8  - 0 . 0 5 3
0 . 1 7 6  0 . 0 9 9  - 0 . 0 1 5  0 . 0 5 5  0 . 1 0 9
- 0 . 1 1 6  0 . 0 9 9  0 . 0 1 5  0 . 0 1 6  0 . 0 0 6
0 . 0 2 9  - 0 . 0 3 8  - 0 . C 3 2  0 . 0 0 9  - 0 . 0 2 9
0 . 0 1 5  0 . 0 0 3  - 0 . 0 2 7  - 0 . 0 9 3  - 0 . 0 2 9
- 0 , 0 1 8  - 0 . 0 3 7  0 . 0 5 2  - 0 . 0 8 6  0 . 0 6 1
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There was no autocorrelation in the residuals. Plots of 
the ACF, IACF, and PACF of the residuals are presented in Figures 
18-20. These plots do not suggest residual autocorrelation. 
Table 5 presents the Chi-square test for the cross-correlation 
between the input series and the residual series. None of the 
Chi-square tests are significant suggesting no significant cross­
correlation between input series and the residual series as it was 
assumed. A univariate procedure was then used on the residuals to 
test the assumptions of normality and zero mean. Results of this 
test are presented in Figure 21. These results clearly indicate 
that the residuals are normally distributed with a zero mean. Again 
the analysis was performed using the SAS statistical package [29].
F. Comparison of the Univariate and Transfer Function Models
A summary of the univariate and transfer function models is 
presented in Table 6. A mean squared criterion is used to compare 
the two models. The mean squared errors for the univariate and 
transfer function models are 0.74 and 0.64 respectively. Thus, a 
14% reduction in error of fit was realized by using the transfer 
function model as opposed to using the univariate model for 
metabolic heat production in this temperature range.
The purpose of the digression on the Box-Jenkins methodology 
is twofold:
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Figure 18. Plot of The ACF of The Residuals for Transfer Function Model 
of Metabolic Heat Production for Air Temperatures Greater 
Than 25°C
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Figure 19. Plot of The IACF of The Residuals for Transfer Function Model 
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CROSS-CORRELATION BETWEEN THE RESIDUAL SERIES AND INPUT SERIES 
SKIN AND RECTAL TEMPERATURES
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Figure 21. Results of The Univariate Analysis of Transfer Function Model 
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1. Some researchers are not familiar with the procedure.
2. There is often a misconception about the ease of 
constructing Box-Jenkins models.
Model construction is not an automatic procedure. It is a tedious 
and time consuming process that requires a thorough understanding of 
the techniques for interpreting the most subtle characteristics of 
the data.
G. Models of the Controller Responses For 
the Three Ranges of Air Temperatures
A procedure similar to that which led to the univariate and 
transfer function models of metabolic heat production for air 
temperatures greater than 25°C was repeated for modeling the con­
troller responses metabolic heat production and evaporative heat 
loss in the three ranges of air temperatures. All of the models 
were subjected to extensive diagnostic checking including sig­
nificance of the parameter estimates, normality, independence, auto 
correlation of the residuals, and stability of the models. The 
summary of the univariate models for the input series skin tempera­
ture, rectal temperature, and tympanic temperature and the 
univariate and transfer function models of the controller responses 
with their corresponding mean squared error are presented in Tables 
7-13. In all cases except for metabolic heat production in air 
temperatures less than 20°C the transfer function model of the 
controller response had a lower mean squared error than the uni­
variate model. This indicates that except for controller response 
metabolic heat production in air temperatures less than 20°C, the
TABLE 7
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TABLE 8
SUMMARY OF INPUT VARIABLES FOR AIR 
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TABLE 11
SUMMARY OF INPUT VARIABLES FOR AIR 
TEMPERATURES BETWEEN 20-25°C
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transfer function models are superior over the univariate models for 
the same controller response. Tests of the validity of these models 
are presented in the next chapter.
CHAPTER 3
VALIDATION OF THE AIR MODEL
A. Introduction
The main objective of modeling the human temperature regu­
lating system is to predict the behavior of the human body under a 
variety of environmental temperatures. In order to accomplish this 
task the model of the human thermoregulatory system must include 
both a passive or regulated subsystem and a flexible control sub­
system. Such a model should give reasonably accurate predictions 
under a wide variety of environmental stresses. The validity of the 
models developed in the previous chapter is tested using an existing 
model of human temperature regulation developed by Stolwijk [30]. 
This model is a widely accepted simulation model containing both 
control and controlled subsystems. The controller portion of 
Stolwijk's model was replaced with the new controller response 
models developed earlier. To validate the performance of the new 
models the complete model is used to simulate experiments reported 
by Stolwijk and Hardy [17, 32]. As discussed before, the primary 
use of a model of the human temperature regulating system is to 
provide simulations that may aid in the prevention of death and 
physical injury. Skin and rectal temperatures are the primary
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indicators of physical injury and death. Thus, these temperatures 
are predicted under various environmental temperatures.
Graphical and statistical methods are then used to validate 
the performance of the models. For the graphical analysis, 
predicted and experimental skin and rectal temperatures are plotted 
versus time for all experiments and all three ranges of temperature. 
The comparison of the predicted and experimental results is made by 
inspecting these plots to see how close the predicted values are to 
the experimental values. For a more objective validation, statis­
tical procedures developed by Cohen and Cyert [8] and by Hsu and 
Hunter [18] are used to show that the predicted results are not 
significantly different from the experimental values.
A different set of data was not available to test the 
performance of the new model against the existing models, but the 
Stolwijk and Hardy experiments [17, 32] are predicted using
Stolwijk's model and the models developed in this study. The re­
sults are compared using a root mean square percent error criterion.
B. Limits on the Controller Responses
Most models of human temperature regulation lack appropriate 
upper and lower bounds on the controller responses. A complete 
model of the temperature regulating system must contain these upper 
and lower limits if there is an expectation of accurate predictions 
of human reactions to a variety of environmental temperatures. For 
this study limits were set according to the discussions presented by 
Guyton [11], Iampietro et al. [20], Timbal et al. [33], and Stolwijk
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[30]. Guyton suggests a lower limit of 77 kilocalories per hour for 
metabolic heat production for subjects who are awake and at rest. 
The upper limit on metabolic heat production is approximately 5 to 6 
times this rate. The lower limit for evaporative heat loss is 
approximately 12 kilocalories per hour which is the heat loss
through breathing. The maximum evaporative heat loss is not 
specified because it is built into the simulation model as a
function of environmental temperature and humidity. Under extreme 
cold stress the surface blood flow is reduced to essentially zero, 
while under extreme heat it can reach 168 liters per hour. Thus, a 
lower limit of zero and an upper limit of 168 liters per hour was 
set for the surface blood flow under vasoconstriction and
vasodilation.
C. Simulation Model of Thermoregulatory System
Figure 22 is a flow diagram of the model of the human
thermoregulatory system developed by Stolwijk [30]. In the first 
section of the diagram constants defining the regulated subsystems 
are input parameters. These constants are heat capacitance, basal 
metabolic heat production, basal evaporative heat loss, basal effec­
tive blood flow, surface area, and other constants which define the 
regulated subsystem. The controller constants are input parameters 
in the second section. These constants are: set point or reference
point temperatures (these are the steady state temperatures found 
under the conditions where there is no thermal stress), the dynamic 
sensitivity of thermoreceptors in different segments of the body,
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fraction of all skin receptors in different segments of the body, 
etc. The third section of the diagram contains the initial values 
for the temperatures in all parts of the body. The fourth section 
contains the experimental conditions such as air temperature, air 
velocity, relative humidity, and other experimental conditions. In 
the fifth section the temperatures of all segments of the body are 
compared with the set point temperatures to establish the 
thermoreceptor's outputs. In section 6 the skin signals are used 
for the integration process. In the next section control commands 
are found. These are then directed to the appropriate body 
segments.
In section 9 net flow ratios into or out of each segment 
are calculated, and the optimum integration time is found. Section 
11 calculates the new body segment temperatures and determines if 
printed output is necessary. If the output is not desired, the 
program returns to section 5, but if output is desired, the program 
moves on to the next section where the output is prepared.
The controller portion of the Stolwijk model (sections 6 and 
7 of the diagram) is replaced by the models presented earlier. The 
model is then used to simulate known experiments conducted by Hardy 
and Stolwijk [17, 32]. The simulation results are then used to
validate the performance of the controller portion of the model.
D. Predicting for the Validation Test
The Stolwijk simulation model is used to simulate known 
experiments, however, some modifications are made in the program
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before it is used. The major change involves replacing the con­
troller portion of the model with the newly developed models, i.e., 
sections 6 and 7 in Figure 22. However, several other programming 
changes are necessary.
First, it is necessary to define initial conditions for the 
controller response variables, metabolic heat production and 
evaporative heat loss, and their input variables skin, rectal, and 
tympanic temperatures. Initial conditions defined by Stolwijk [30] 
are used for these variables. It is also necessary to embody in the 
program a series of statements for storing lagged values of 
metabolic heat production and evaporative heat loss. Both of these 
variables were lagged by five minutes to match the data that is used 
in the construction of the controller response models. Finally, 
after replacing the controller portion with the new controller
models, several statements which affect the distribution of the
controller responses to various parts of the body were modified. 
Appendix C is a listing of the FORTRAN code with all of the 
modifications.
The modified Stolwijk model is used to simulate the experi­
ments conducted by Stolwijk and Hardy [17, 32]. In order to
simulate these experiments, several environmental conditions must be 
specified. These are relative humidity which is maintained as low 
as possible, wind velocity which is considered to be negligible, and 
air temperature. The simulated experiments are designed to measure 
the effects of the different environmental temperatures on an
average man at rest. The physical characteristics of an average man
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2(a man with a body weight of 74.4 kg and a surface area of 1.89 m ) 
are built into the simulation model, therefore by changing the en­
vironmental conditions all of the experiments conducted by Stolwijk 
and Hardy are simulated. The expanded form of the models for the 
controller responses and the inputs is presented in Appendix D.
E . Statistical Procedures Used in the Validation
Statistical tests must be used to determine if the output of 
the simulation model is analogous to the experimental results. Many 
"goodness of fit" tests have been developed to verify the output of 
simulation models, but few have been designed for the type of output 
present in this research. The procedure used in this study is the 
method suggested by Hsu and Hunter [18] . This technique is used to 
validate the results for the three ranges of temperatures. The 
procedure could not be used for the individual experiments because 
the technique requires a time series of at least 60 observations. 
Since the individual experiments have less than 60 observations, the 
method suggested by Cohen and Cyert [8] is used to verify the 
simulation performance over these experiments.
Cohen and Cyert [8] suggest using simple regressions in 
which the predicted series is the dependent variable and the 
experimental series is the independent variable. After fitting, the 
parameter estimates are used to test whether the regression 
equations have intercepts which are significantly different from 
zero or slopes which are significantly different from unity. This 
technique has been criticized by Aigner [1] who argues that the
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model is not appropriate for stochastic simulation. Since the 
simulations in this study are nonstochastic by Aigner's definition, 
the technique is appropriate.
Hsu and Hunter [18] developed a technique to compare 
simulated and actual time series outputs. They suggest that the Box 
and Jenkins [5] model building procedure be used to build time 
series models of both the predicted and actual series. They con­
sider only autoregressive models; therefore, when it is needed, the 
moving average portion of the model should be transformed to its 
equivalent autoregressive form. An inferential statistic which is 
Chi-squared distributed is used to test the difference in the 
estimated autoregressive parameters and residual variances of the 
two series. A second statistic is used to test the difference in 
the means of the two autoregressive series.
F. Validation Results
The inputs to the validation program are the outputs of the 
modified Stolwijk model which are simulated skin and rectal 
temperatures in a variety of environmental temperatures. The other 
inputs are the experimental skin and rectal temperatures. Both 
predicted and experimental values are recorded at five minute 
intervals.
1. Results of the Graphical Comparisons
As previously noted, the predicted and experimental results 
are also compared by graphical techniques. Figures 23 and 24 
present plots of skin and rectal temperatures for both predicted 
and experimental values. These are the plots from one of the 12
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Figure 23. Plot of Predicted and Experimental Skin Temperatures Versus
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experiments predicted using the simulation model, and they clearly 
indicate the closeness of the predicted results to the actual 
values. Plots of the other experiments for both simulated and 
experimental skin and rectal temperatures are presented in Appendix
E. Inspection of these plots indicates that the model is a valid 
predictor of skin temperatures, but it is not tracking rectal 
temperature very closely. Findings from the plots for rectal 
temperatures are rather disappointing, but this was expected. The 
reason for this expectation is that the controller model was 
designed to predict body responses due to long term exposure to a 
steady environmental temperature, not short term exposures to dif­
ferent air temperatures as is the case in these experiments.
2. Results of the Cohen and Cyert [8] Regression Test
Regression models for predicted rectal and skin temperatures 
as a function of experimental rectal and skin temperatures are 
developed for all of the Stolwijk and Hardy experiments [17, 32]. 
The null hypotheses that the intercepts of these regression models 
are not significantly different from zero and that their slopes are 
not significantly different from one are tested. The results of 
these tests for both skin and rectal temperatures are presented in 
Tables 14-17. These results do not appear particularly promising, 
but again the findings were expected. The justification for such 
findings, discussed in the previous section, might be a result of 
weaknesses in the passive portion of the simulation model, i.e., too
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TABLE 14
RESULTS OF THE COHEN AND CYERT REGRESSION TEST [8]
FOR PREDICTED AND EXPERIMENTAL SKIN TEMPERATURES
(Stolwijk and Hardy Experiments [32])
Experimental Air
Time Temperatures _____________ t values









































6 0-120 17.7 -4.80b 4.99b






RESULTS OF THE COHEN AND CYERT REGRESSION TEST [8]
FOR PREDICTED AND EXPERIMENTAL SKIN TEMPERATURES
(Hardy and Stolwijk Experiments [17])
Experimental Air
Time Temperatures t values
Experiment (minutes) (°C) H : o Intercept = 0  Ho: Slope = 1.0
1 0-240 28.2 4.38a -4.54a
0-60 27.8
2 60-180 33.3 -4.49a 4.693
180-240 28.0
0-60 28.5
3 60-180 37.4 -.69a .83a
180-240 28.5
0-60 28.0
2.35a4 60-180 42.5 -2.163
180-240 28.1
0-60 28.1





RESULTS OF THE COHEN AND CYERT REGRESSION TEST [8]
FOR PREDICTED AND EXPERIMENTAL RECTAL TEMPERATURES














































6 0-120 17.7 -19.38b 19.24b






RESULTS OF THE COHEN AND CYERT REGRESSION TEST [8]
FOR PREDICTED AND EXPERIMENTAL RECTAL TEMPERATURES
(Hardy and Stolwijk Experiments [17])
Experimental Air
Time Temperatures t values
Experiment (minutes) (°C) H : Intercept = 0 o H : Slope = 1.0 o
1 0-240 28.2 49.97a -50.213
0-60 27.8
-5.7432 60-180 33.3 5.703
180-240 28.0
0-60 28.5
3 60-180 37.4 -1.013 1.013
180-240 28.5
0-60 28.0
4 60-180 42.5 -5.32a 5.34a
180-240 28.1
0-60 28.1
8.6635 60-180 47.8 -8.603
180-240 28.3
t .005(47) * 2688
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few layers in the segments defining the passive system and also not
accounting for the heat transfer between these segments.
3. Results of the Hsu and Hunter Test
The Hsu and Hunter [18] technique is used to test whether or 
not the predicted and experimental skin and rectal temperatures for
the three ranges of air temperature are significantly different.
Plots of the experimental and predicted results of skin and rectal 
temperatures in the three ranges of temperature are presented in
Figures 25-30. For illustrative purposes the test procedure for
skin temperature in air temperatures less than 20°C is explained in 
detail.
As the first step in Hsu and Hunter's procedure, auto­
regressive models of the simulated and experimental series are 
developed using the Box-Jenkins modeling procedure as outlined 
earlier. The models developed for simulated and experimental series 
are:
Y.. = .7790 Y1 , + a , (Simulated)1 ̂ U J. ) ̂ "1 t
Y = .6914 Y , + a . (Experimental)
4 )  l> j  L  J. (■»
A A A A
where Yx t = zx t " al*d Y2 t = Z2 t - P2> and and [i2 are the 
means of the original series and Z2 Since there were no
moving average terms in the models, transformation was not necessary 
to obtain purely autoregressive models.
S T O P
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Figure 25. Plot of Predicted and Experimental Skin Temperatures Versus 
Time for Air Temperatures of Less Than 20°C.
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Plot of Predicted and Experimental Rectal Temperatures Versus 
Time for Air Temperatures of Less Than 20 C.
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Figure 27. Plot of Predicted and Experimental Skin Temperatures 
Versus Time for Air Temperatures of Between 20-25°C. 
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Figure 28. Plot of Predicted and Experimental Rectal Temperatures
Versus Time for Air Temperatures of Between 20-25°C.
( Predicted, - Experimental)
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Figure 29. Plot of Predicted and Experimental Skin Temperatures Versus
Time for Air Temperatures of Greater Than 25°C.
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Figure 30. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Air Temperatures of Greater Than 25°C.
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Diagnostic checks (discussed earlier) for the estimated 
parameters and residuals indicate that the AR(1) model fits both 
series well. The statistic G(iji, \) was computed to test the dif­
ference of autoregressive parameters (|>̂, t|>2 and the equality of the
2 2residual variances O^, . The G statistic is calculated using the
following formulas:
G(«|», Y) = ln{P(«|», Y Y1>t, Y ) / P ( i | i ,  Y Y2>t)},
- 1/2
* = *1 ~ V  Y = °2/CTl*
j (y )
Y Y1 f  Y2 t} “ 2----p721’ [S^(Y)]'
{1+-
(ip-ip) ' [J(y )]~1(4<-40 "(V1 + V2 + P)/2
(Vl + v2) X2(y)
b(*2)
J(V) = ICX£ Xj)'1 + 1 (X^ X2)_1],
where X and X are the matrices of lagged values of Y and Y ,1 Z 1 , - , t
S 2 ( y )  = [SC<t>1) + S ( ( | )2 ) / y ] / ( v 1 + v2), and S(<}>]L) and SC<)>2) are the sum 
of squares of residuals. Also, = n-2P, and v2 = m-2P where n and 
m are the number of observations in the simulated and experimental 
series and P is the order of autoregressive parameters. = <t>̂ - 4>2 
is the generalized maximum likelihood estimator (g.m.l.e.) of iJj 
conditional on the first p observations, and Y Is the g.m.l.e. of y.
A.
This estimation for y is obtained by numerically maximizing P(»J>, Y
Y, , Y ) with respect to y. Hsu and Hunter show that G(t|», y ) is 1 , t , t.
1 2asymptotically distributed as —X Yhe inferential statistic
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G(0,1) may be used to simultaneously test the differences between 
the autoregressive parameters and the equality of the residual 
variances. Table 18 lists the results of the comparisons of the two 
series with respect to their autoregressive parameters and residual 
variances. In all cases Y was found by numerically optimizing 
p(tjj, y t, Y2 t) using Coggin's [21] algorithm.
TABLE 18
RESULTS FOR COMPARISON OF AUTOREGRESSIVE PARAMETERS 
AND RESIDUAL VARIANCES FOR THE SIMULATED AND 
EXPERIMENTAL SERIES USING THE HSU AND HUNTER TECHNIQUE [18]
Number of /V A A
Observations P V «l» SOW X'X M
Simulated 92 1 90 .6914 74.00 142.96 29.4765
Experimental 92 1 90 .7790 38.97 101.02 29.3087
iji = .0876 
Y = 1.8142
P0l>, Y Yi t» Y2,t) = i -^SXlO-14
P(0, 1 Yl t , Y ) = 1.9738X10"16
G(0, 1) = ln(1.4898X10“14/1.9738X10~16) = 4.3239 < | X2 01(2:) = 4.605
The computed value for G(0,1) is 4.3239 which is less than
1 2the critical value —x oi(2) = Thus the data suggests that
with a significance level of .01 the autoregressive parameters and
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the residual variances of the simulated and actual series are
identical. In cases where the simultaneous inference that the
simulated and experimental series have the same autoregressive
structure and variances are rejected, separate tests are performed
for the equality of the two autoregressive parameters and for the
equality of the residual variances. This was the case for skin
temperature in air temperatures greater than 25°C, between 20-25°C,
and also for rectal temperature in air temperatures less than 20°C
and greater than 25°C. For these cases two separate inferential
statistics, G(0, y) and G(i|», 1), are obtained. G(0, y) which is 
1 2distributed as ~y ,  ̂ is used to test the similarity of the auto- 2 (p)
regressive parameters, and the statistic G(i)f, 1) which is 
1 2distributed as —x is used to test the equality of the residual
variances. The final step in Hsu and Hunter's technique is to test 
the difference in the means of the simulated and experimental 
series. The following statistic which is distributed as Student's t 
with g2 degrees of freedom is used to test a zero difference in the 
mean of the two series:
t = - W2 ~ W!
8l[sJ/(n-p) + S2/(m-p)]1/2
where w^ and w^ are the means of the transformed series. The trans­
formed series w.. and w„ are computed using the following 1> t z ft.
equations:
2 2where and are functions of and (sample variances of w^ t
and w ). Their values were found using the formulas in Box and z, t
Tiao [6]. Results of the computations for the t statistic for skin 
temperatures in air temperatures less than 20°C are presented in 
Table 19.
TABLE 19
RESULTS OF THE COMPARISON OF THE SIMULATED AND EXPERIMENTAL 
MEANS FOR SKIN TEMPERATURES IN AIR TEMPERATURES LESS 
THAN 20°C USING THE HSU AND HUNTER TECHNIQUE [18]
Number of A
Observations P H w s2
Simulated 92 1 29.4765 29.4612 8.6324
Experimental 92 1 29.3088 29.3785 8.8602






1 = -1878 < 005(178) = 2-576
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The computed t value of .1878 is less than the table t value
of 2.576 (t n no) which suggests that the means of the simulated •UOj,1/0
and experimental series are identical. A summary of the test 
results for comparing autoregressive parameters, residual variances, 
and the means of the simulated and experimental series for skin
temperatures in air temperatures less than 20°C is presented in 
Table 20.
An analysis identical to the above is performed on the pre­
dicted and experimental skin and rectal temperatures for each of the 
three ranges of temperature. Tables 21-25 summarize these results. 
The data suggests that the means and autoregressive parameters of
the experimental and simulated series for both skin and rectal
temperatures are identical. However, the data also suggest that 
the residual variances of skin temperature in air temperatures
greater than 25°C and between 20-25°C and rectal temperatures in air 
temperatures less than 20°C and greater than 25°C are not equal. 
This is not a critical factor because most simulation outputs are 
more variable than actual results especially for the case of body 
temperature where the variability in the data is significant. Thus, 
based on the statistical and graphical comparisons of the simulated 
and experimental results, the conclusion is made that the models 
developed are valid models of the controller functions of human 
temperature regulation in an air environment.
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TABLE 20
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES, AND MEANS OF THE SIMULATED AND 
EXPERIMENTAL SKIN TEMPERATURES FOR AIR TEMPERATURES 
LESS THAN 20°C USING THE HSU AND HUNTER TECHNIQUE [18]














SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES, AND MEANS OF THE SIMULATED AND 
EXPERIMENTAL SKIN TEMPERATURES FOR AIR TEMPERATURES 
BETWEEN 20-25°C USING THE HSU AND HUNTER TECHNIQUE [18]
M (J. a2 ta G(0 ,l)b G(i|),l)C G(0,y)C
Simulated 32.5262 .9085 .9228
.9305 16.1981 16.1595 .1003
Experimental 31.7700 .8584 .1187
t.005(178) = 2,576 
2 X .01(2) = 4,605 
2 X .01(1) = 3,23
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TABLE 22
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES, AND MEANS OF THE SIMULATED AND 
EXPERIMENTAL SKIN TEMPERATURES FOR AIR TEMPERATURES 
GREATER THAN 25°C USING THE HSU AND HUNTER TECHNIQUE [18]
G(0,l)b G 0 M ) C G(0,y)C
Simulated 35.8133 .9586 .3608
Experimental 34.7253 .9758











SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES, AND MEANS OF THE SIMULATED AND 
EXPERIMENTAL RECTAL TEMPERATURES FOR AIR TEMPERATURES 
LESS THAN 20°C USING THE HSU AND HUNTER TECHNIQUE [18]
a ta G(0,1) G(»M)C G(0,y)°
Simulated 36.7288 .8623 .0460
-3.0375 59.6447 59.6431 .00593













SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES, AND MEANS OF THE SIMULATED AND 
EXPERIMENTAL RECTAL TEMPERATURES FOR AIR TEMPERATURES 
GREATER THAN 25°C USING THE HSU AND HUNTER TECHNIQUE [18]
H
< -e- a2 ta G(0,l)b G(i|i,l)C G(0,y)C
Simulated 37.4104 .9422 .0829
1.1097 144.57 133.57 .0007
Experimental 37.1895 .9435 .0078
t.005(301) 2-576
C — v2 = 3 322 X .01(1)
TABLE 25
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES, AND MEANS OF THE SIMULATED AND 
EXPERIMENTAL RECTAL TEMPERATURES FOR AIR TEMPERATURES 
BETWEEN 20-25°C USING THE HSU AND HUNTER TECHNIQUE [18]
(J (|> a2 ta G(0, l)b
Simulated 37.0605 .7581 .0213
-.9367 1.7095
Experimental 37.1950 .8265 .0109
t.005(75) 2-6
b I  *2. o k m  = 4-605
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G. Comparison of the New Model and Stolwijk's Model
Finally, a root mean square percent error (RMSPE) criterion 
is used to evaluate the performance of the model against Stolwijk's 
model. The root mean square percent error is defined as
1 ^ ^i”^i 2 1/2RMSPE = jjf [ Z (-J— i) J 7
i=l i
where A represents the actual values and P the predicted values. 
The minimum value for RMSPE is zero, indicating that the predicted 
and actual values are identical, therefore, models with a RMSPE 
close to zero fit the data well. The skin and rectal temperatures 
of the Stolwijk's and Hardy [17, 32] experiments are predicted using 
the new model and Stolwijk's model [30]. The results are compared 
using the RMSPE criterion. Tables 26-29 present the RMSPE of both 
the new model and Stolwijk's model for predicted skin and rectal 
temperatures.
The results of the RMSPE criterion indicate that the 
performance of the two models is very similar. As mentioned 
earlier, the new model is designed to simulate long exposure to a 
constant temperature, not short time exposure to varying tempera­
tures. This can be seen from the superior results for the new model 
for experiments 6 and 7 in Stolwijk and Hardy experiments [32] and 
experiment 1 in Hardy and Stolwijk experiments [17].
A model of the human temperature regulatory system is 
incomplete without considering responses to the water environment. 
Models of controller functions for the water environment are the 
subject of the next chapter.
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TABLE 26
COMPARISON OF PREDICTED SKIN TEMPERATURES USING THE NEW
MODEL AND STOLWIJK'S MODEL
(Stolwijk and Hardy Experiments [32])
Experimental Air
Time Temperatures _______________RMSPE___________
Experiment (minutes) (°C) Stolwijk Model New Model
0-60 28.7
1 60-180 22.0 .0015 .0012
180-240 29.2
0-60 29.1
2 60-180 17.4 .0019 .0020
180-240 29.4
0-60 22.3
3 60-180 43.5 .0018 .0095
180-240 22.6
0-60 17.9
4 60-180 42.7 .0023 .0056
180-240 18.3
0-60 42.8
5 60-180 17.7 .0017 .0059
180-240 43.2
6 0-120 17.7 .0055 .0048
7 0-65 13.0 .0175 .0167
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TABLE 27
COMPARISON OF PREDICTED SKIN TEMPERATURES USING THE NEW
MODEL AND STOLWIJK'S MODEL
(Hardy and Stolwjik Experiment [17])
Experimental Air
Time Temperatures ______________ RMSPE___________
Experiment (minutes) (°C) Stolwijk Model New Model
1 0-240 28.2 .0018 .0016
0-60 27.8
2 60-180 33.3 .0013 .0039
180-240 28.0
0-60 28.5
3 60-180 37.4 .0016 .0053
180-240 28.5
0-60 28.0
4 60-180 42.5 .0014 .0073
180-240 28.1
0-60 28.1




COMPARISON OF PREDICTED RECTAL TEMPERATURES USING THE NEW
MODEL AND STOLWIJK'S MODEL
(Stolwijk and Hardy Experiments [32])
Experimental Air
Time Temperatures ______________ RMS PE___________
Experiment (minutes) (°C) Stolwijk Model New Model
0-60 28.7
1 60-180 22.0 .0015 .0009
180-240 29.2
0-60 29.1
2 60-180 17.4 .0024 .0029
180-240 29.4
0-60 22.3
3 60-180 43.5 .0009 .0032
180-240 22.6
0-60 17.9
4 60-180 42.7 .0013 .0021
180-240 18.3
0-60 42.8
5 60-180 17.7 .0018 .0018
180-240 43.2
6 0-120 17.7 .0047 .0045
7 0-65 13.0 .0059 .0049
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TABLE 29
COMPARISON OF PREDICTED RECTAL TEMPERATURES USING THE NEW
MODEL AND STOLWIJK'S MODEL
(Hardy and Stolwijk Experiments [17])
Experimental Air
Time Temperatures ______________ RMS PE___________
Experiment (minutes) (°C) Stolwijk Model New Model
1 0-240 28.2 .0008 .0009
0-60 27.8
2 60-180 33.3 .0009 .0009
180-240 28.0
0-60 28.5
3 60-180 37.4 .0011 .0011
180-240 28.5
0-60 28.0
4 60-180 42.5 .0012 .0025
180-240 28.1
0-60 28.1





In Chapter 2 a model of the controller responses of the 
human temperature regulating system in an air environment was 
developed. In Chapter 3 a complete model of temperature regulation 
was developed using the models derived in Chapter 2. Also, the 
performance of the controller response models was validated. To 
generalize the model of the human temperature regulating system an 
obvious next step is to consider the controller responses to water 
immersion. The objective of this chapter is to develop models of 
controller responses for the water environment. The data presented 
by Craig and Dvorak [9] is used to build the models. Again, as in 
the air environment, the controller responses are metabolic heat 
production and evaporative heat loss, but since evaporative heat 
loss in water occurs basically through breathing and is relatively 
constant, no new equation is developed for this controller response. 
Because of sample size limitations, the water data are not grouped 
in different temperature ranges. The data are used to build a 
single univariate and a single transfer function model for metabolic 
heat production in the water environment. The performance of the 
two models is then compared by using a mean squared error criterion.
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B. Model Building Procedure
The Box-Jenkins modeling procedure discussed earlier is used 
to build the models for metabolic heat production in the water 
environment. The modeling procedure was discussed in detail in 
Chapter 2, therefore, just a summary of the models is presented in 
this chapter. In the univariate case, examination of the plots of 
the series and its autocorrelation function indicate that the series 
is non-stationary. Stationarity is achieved by differencing the 
data once. Plots of both the original and differenced series are 
presented in Figures 31 and 32. Inspection of the sample ACF, PACF, 
and IACF of the differenced series led to the following model for 
metabolic heat production:
(l-B)METt = p + (1-6-jB) at
where MET^ is metabolic heat production at time t, p is a constant 
term which implies a deterministic trend, 0^ is the moving average 
parameter, a^ is a white noise process, and B is the backshift 
operator. The estimates of the parameters and their summary statis­
tics are presented in Table 30. The results indicate that the 
parameters are significant at the .01 level. Other diagnostic 
checks on the model, i.e., tests of normality, independence, and 
constancy of error variances suggest that the univariate model of 
metabolic heat production in the water environment is ARIMA(0,1,1).
In developing a transfer function model of the controller 
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Figure 32. Plot of the First Differenced Series for Metabolic Heat Production 
in the Water Environment. 112
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TABLE 30
PARAMETER ESTIMATES AND SUMMARY STATISTICS FOR THE 
UNIVARIATE MODEL OF METABOLIC HEAT PRODUCTION 
IN THE WATER ENVIRONMENT
Parameter Estimate Std. Error t Ratio3
H 2.2346 1.0846 2.06
61 -.3392 .1440 -2.36
t.01(43) 2,4
univariate model of the input series: skin temperatures, tympanic 
temperatures, and rectal temperatures. Summaries of the models are
presented in Table 31. All models were subjected to extensive 
diagnostic checking. Plots of the cross-correlation functions of 
the prewhitened inputs and output series were used to identify the 
following transfer function model of metabolic heat production in 
the water environment:
where
(l-B)METt = (u>0 + u>2B^)(l-B)RECt 





SUMMARY OF INPUT VARIABLES FOR 
DIFFERENT WATER TEMPERATURES










METfc is the metabolic heat production at time^, RECt is the rectal 
temperature at time^, SKINt  ̂ is the skin temperature with lag time 
of 2, and B is the back shift operator. The model was again sub­
jected to extensive diagnostic checking. The results of the 
parameter estimation and summary statistics are presented in Table 
32. These results indicate that all parameters are significant at 
the .01 level of significance. The Chi-square statistic for testing 
for white noise is not significant, and plots of the sample auto­
correlation function of the residuals do not have any significant 
spikes at key lags. All of these results clearly indicate that the 
above model is a proper transfer function model for metabolic heat 
production in the water environment.
The last step in developing the model of the controller 
response metabolic heat production in the water environment is to 
compare the univariate model with the transfer function model. 
A mean squared error criterion is used to compare the performance
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TABLE 32
PARAMETER ESTIMATES AND SUMMARY STATISTICS FOR THE 
TRANSFER FUNCTION MODEL OF METABOLIC HEAT PRODUCTION 
IN THE WATER ENVIRONMENT
Variable Parameter Estimate Std. Error T Ratio3
Rectal IL)0 -50.1297 8.7518 -5.73
Rectal U)2 -38.3863 8.2366 -4.66
Skin U)0 20.8012 8.0069 -2.60
Met °3 -.5824 .1399 -4.16
Met *4 .4273 .1542 2.77
a t.01(40) = 2.423
of the two models. Table 33 presents a summary of the univariate 
and the transfer function models with their mean squared errors. As 
was the case for models in the air environment, the transfer 
function model has a lower mean squared error. In this case a 
reduction of 55% in error of fit is realized by using the transfer 
function model as opposed to using the univariate model. Thus, the 
transfer function model of the metabolic heat production in the 
water environment is used in the simulation model. The simulation 
model is then used to predict known experiments in order to validate 
the controller model developed in this chapter. Validation of the 
model presented in this chapter is the discussion of the next 
chapter.
TABLE 33
SW91ART O F  MODELS OF  METABOLIC HEAT PRODUCTION (MET) 
FOR DIFFERENT WATER TEHPERATURES
_ _ _ _ _ _ _ _ Trinifer Function with Input Viriible_ _ _ _ _ _ _ _  Mean
Model Type Differencing Rrctal(hEc) Tynpinic(TYMt’) SKIN Model Nolle Model Square Error




R e c M l - B J R E C ,  
Skiff =(1-B)SK1N
(-50.lrt)8.39B*)Rect -- -20.80Skint.2 Het.=(-50.13+98.39B2 )Rec. n . = U r 4 i ! r ‘r -20.80Sklnt.2 ♦ n t ' )
13.43
CHAPTER 5
VALIDATION OF THE WATER MODEL
A. Introduction
The objective of this study is to develop a model of the 
human thermoregulatory system that may be used to predict body
responses under thermal stresses. In Chapter 3 such a model was 
developed for the air environment. In this chapter the controller 
model developed in the previous chapter is used to construct a 
complete model of the temperature regulating system so as to predict 
human reactions to a variety of water temperatures. A model of the 
human thermoregulatory system for the water environment was 
developed by Montgomery [28]. This model is a modification of 
Stolwijk's model [30] that was used to validate the controller
models for the air environment. Montgomery's model has both
controlled and controlling subsystems which can be used to simulate 
experiments for both nude subjects and subjects in wet suits
immersed in water. The controlled portion of Montgomery's model 
consists of the physical characteristics of the body, and it is 
almost identical to the controlled subsystem of the Stolwijk's 
model. Montgomery divides each segment of the body into ten con­
centric layers rather than the four layers used by Stolwijk. He
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also adds another layer to make the model flexible for simulating 
experiments for subjects wearing wet suits.
In order to validate the models developed for the water 
environment, the controller portion of Montgomery's model is 
replaced with the model developed in the previous chapter. Two 
versions of the new model are used to simulate experiments for nude 
subjects and for subjects wearing wet suits. One version is used to 
simulate the experiments conducted by Craig and Dvorak [9] on nude 
subjects. Both rectal and skin temperatures, which are the critical 
temperatures, are predicted for these experiments. The other 
version of the new model is used to simulate experiments conducted 
by Baker et al. [2] for subjects wearing wet suits. Rectal 
temperatures are predicted for fifteen different experiments.
Both graphical and statistical techniques are used to verify 
the results. In the graphical approach, predicted and experimental 
skin and rectal temperatures are plotted versus time to see how 
close the simulated results are to the actual values. Cohen and 
Cyert's [8] regression test is used to test the validity of the 
model in predicting the individual experiments conducted by Craig 
and Dvorak and Baker et al. Then for a more objective validation, 
Hsu and Hunter's [18] technique is used to verify the predicted 
values for all of the Craig and Dvorak experiments combined, and 
also for each different suit used in the Baker et al. experiments.
Finally, the new model and Montgomery's model are used 
individually to predict the experiments conducted by Craig and
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Dvorak and Baker et al. The objective is to compare the performance 
of the new model against the existing model of the human thermo­
regulatory behavior in the water environment. The results are 
compared using a root mean square percent error criterion.
B. Predicting for the Validation Test
A complete model of human thermoregulation must have both 
upper and lower limits for the controller responses. As in the air 
models, the existing models lack appropriate upper and lower limits. 
Limits identical to those used in the air environment are added to 
the new model. The upper limit on metabolic heat production is 
approximately 5 to 6 times the basal metabolic heat production, and 
the lower limit is approximately 77 kilocalories per hour. Surface 
blood flow is essentially zero under extreme cold stress and 
increases to as much as 168 liters per hour under extreme heat.
Montgomery's model is very similar to Stolwijk's model which 
was described in Chapter 3. The controller portion of the model is 
replaced with the model developed earlier for the water environment. 
The programming changes described in Chapter 3 are also made in 
Montgomery's model. The initial physiological conditions defined by 
Stolwijk, relative humidity, wind velocity, water temperature, 
height and weight of the subject, and thickness and thermal conduc­
tivity of the particular suit are inputs to the model. Two 
versions of Montgomery's model were developed, one to predict rectal
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and skin temperatures of the nude subjects and one to predict the 
rectal temperatures of the wet suited subjects.
The complete model with upper and lower limits on the 
controller responses is presented in Appendix F. The expanded form 
of the controller model, the input models developed in Chapter 4, 
and the models used in the simulation are presented in Appendix D.
C. Validation of Results for Nude Subjects
Two sets of experimental data are simulated to validate the 
water environment controller model. The first set is the experi­
ments conducted by Craig and Dvorak [9] . In these experiments 
subjects clothed in light swim shorts were immersed in nine 
different water temperatures ranging from 24 to 37°C. The subjects 
used in these experiments were completely at rest and were immersed 
in water with their heads above water. The exposure time for all 
experiments at each water temperature was one hour. The experi­
mental values were averaged values for the ten subjects studied in 
each experiment. The version of the modified Montgomery model for 
nude subjects is used to simulate these experiments. Both skin and 
rectal temperatures are predicted for each water temperature at ten 
minute intervals, thus six observations are available for each water 
temperature.
The inputs to the validation program are predicted and 
experimental skin and rectal temperatures for nine different water 
temperatures. As mentioned before, both graphical and statistical
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techniques are used to compare the predicted and experimental 
values.
Figures 33 and 34 are the plots of predicted and experi­
mental skin and rectal temperatures for a water temperature of 37°C. 
Plots of the remaining eight experiments for both predicted and
experimental skin and rectal temperatures are presented in
Appendix G. Inspection of these plots indicates that the predicted 
and experimental values are fairly close. However, since there are 
only six observations in each experiment, limited conclusions can be 
drawn from these plots.
As a next step in the validation of the simulation of Craig 
and Dvorak’s experiments, Cohen and Cyert's [8] regression test is 
performed. Regression models with predicted skin and rectal 
temperatures as dependent variables and experimental skin and rectal 
temperatures as independent variables are developed for all of the 
experiments. The models are then used to test whether the
intercepts are equal to zero and the slopes are equal to one.
The results of Cohen and Cyert's test for both skin and 
rectal temperatures in nine water temperatures are presented in 
Tables 34 and 35. These results are rather disappointing, but as
mentioned earlier there are only six observations available for each 
water temperature. However, despite the limited number of 
observations for each experiment, the validation results show that 
the model predicted both skin and rectal temperatures well in cold 
and warm water temperatures. On the other hand, the results show 
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Figure 33. Plot of Predicted and Experimental Skin Temperatures Versus
Time for Water Temperature 37°C.
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Figure 34. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Water Temperature 37°C.
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TABLE 34
RESULTS OF THE COHEN AND CYERT [8] REGRESSION TEST FOR
PREDICTED AND EXPERIMENTAL SKIN TEMPERATURES FOR THE
CRAIG AND DVORAK EXPERIMENTS [9]
Water Temperatures  t-values3












RESULTS OF THE COHEN AND CYERT [8] REGRESSION TEST FOR 
PREDICTED AND EXPERIMENTAL RECTAL TEMPERATURES FOR THE 
CRAIG AND DVORAK EXPERIMENTS [9]
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relatively neutral water temperatures. It is the objective of any 
model of the human thermoregulatory system to give accurate
predictions of human responses under extreme thermal stresses. The 
finding of this chapter indicate that the model of the controller 
function developed in Chapter 4 meets this objective, but because of 
the small number of observations these results must be interpreted 
with care.
Finally, the predicted values for each of the Craig and 
Dvorak experiments are combined and are compared with the combined 
experimental values using the technique suggested by Hsu and Hunter 
[18]. This technique could not be used for the individual experi­
ments because as mentioned in Chapter 3, the technique requires 
approximately 60 observations for both the predicted and experi­
mental series. Plots of the experimental and predicted skin and
rectal temperatures for the combined Craig and Dvorak experiments 
are presented in Figures 35 and 36. As discussed in detail in 
Chapter 3, in the Hsu and Hunter technique two autoregressive models 
are fitted to both the simulated and the experimental series. The 
equality of the autoregressive parameters and residual variances are 
tested using a Chi-square test. The means of the two series are
then compared using a t-test. Tables 36 and 37 present the results
of these tests for both skin and rectal temperatures for the Craig 
and Dvorak experiments.
Results of the above tests show that:
1. the predicted and experimental series for both skin and 






0 5 10 15 20 25 30 35 4 0 4 6  60 65
Figure 35. Plot of Predicted and Experimental Skin Temperatures Versus
Time for Different Water Temperatures.
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Figure 36. Plot of Predicted and Experimental Rectal Temperatures
Versus Time for Different Water Temperatures.
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TABLE 36
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES AND MEANS OF THE SIMULATED AND EXPERIMENTAL 
RECTAL TEMPERATURES FOR THE CRAIG AND DVORAK EXPERIMENTS [9] 
USING THE HSU AND HUNTER [18] TECHNIQUE
M <t> cr
Simulated 36.8720 .9298 .0128





” I *2.01(2) = 4'605
TABLE 37
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES AND MEANS OF THE SIMULATED AND EXPERIMENTAL 
SKIN TEMPERATURES FOR THE CRAIG AND DVORAK EXPERIMENTS [9] 
USING THE HSU AND HUNTER [18] TECHNIQUE
H <)> o2 ta G(0, l)b
Simulated 32.7233 .9806 .3286
.1492 1.5682
Experimental 31.8774 .9768 .4961
a 1- - O f.005(102)
” I  *2.01(2) = 4 '605
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2. the autoregressive parameters and residual variances for 
both skin and rectal temperatures are equal at a sig­
nificance level of .01,
3. the means of the predicted and experimental skin and 
rectal temperatures are equal at a significance level of 
.005.
Thus, the validity of the water environment controller model is
confirmed.
D. Validation Results for the Wet Suited Subjects
A second type of experiment conducted by Baker et al. [2] 
are used to further test the validity of the water environment con­
troller model. In these experiments subjects wearing different wet 
suits were immersed in 1.7°C water. Each subject was immersed to 
neck level in 1.7°C water and the suit covered the head, trunk, 
arms, hands, legs and feet. The rectal temperature of the
individual was recorded until the subject had sustained approxi­
mately 1°C drop in his rectal temperature causing the number of 
experimental observations to be different in each experiment. Some 
of the subjects were tested in more than one suit, but none of them 
were tested more than once with the same suit.
To test the accuracy of the controller model developed in
this study the same experiments are simulated using the version of
Montgomery’s modified model [28] for wet suited subjects. In 
each simulation run the height and weight of each subject and the
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thickness and the thermal conductivity of each suit is specified. 
Inputs to the validation program are the predicted and experimental 
rectal temperatures for the fifteen experiments conducted by Baker 
et al. in which the subjects wore full wet suits. The graphical and 
statistical techniques described earlier are again used to test
whether or not the predicted and experimental results are sig­
nificantly different.
A plot of the predicted and experimental rectal series for 
individual J. R. wearing a Henderson suit is presented in Figure 37. 
Plots of the other experiments for both predicted and experimental 
rectal temperatures are presented in Appendix H. For a more objec­
tive validation of the individual experiments, Cohen and Cyert's [8] 
regression test is used. Results of this test are presented in 
Table 38. Neither result is satisfactory. However, this was not 
unexpected. These results were expected for two reasons. The
model's objective is to predict thermoregulatory responses for an 
average man of a given height and weight, however, it was used to 
simulate experiments for specific individuals who may vary a great 
deal from the average. The other explanation for such results is 
that the data used to build the controller model was for water 
temperatures ranging from 24 to 37°C, but it was used to predict 
experimental results for water temperatures of 1.7°C. It can be 
argued that the individuals in water temperature of 1.7°C had pro­
tective clothing and can be compared to much higher water tempera­
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Figure 37. Plot of Predicted and Experimental Rectal Temperature Versus Time
for Subject J.R. Wearing Henderson Suit.
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TABLE 38
RESULTS OF THE COHEN AND CYERT [8] REGRESSION TEST 
FOR PREDICTED AND EXPERIMENTAL RECTAL TEMPERATURES 
FOR BAKER ET AL. EXPERIMENTS [2]
Number of t-values
Suit Subject Observations V : Intercept == 0 Hq: Slope 1.0 fc.005(n-l)
G.F. 24 14.81 -14.94 2.807
B.S. 27 4.31 -4.31 2.779
Helly-Hansen T.P. 22 5.86 -5.81 2.831
M.K. 29 27.99 -27.68 2.763
M.H. 30 8.89 -8.89 2.756
G.F. 22 16.69 -16.85 2.831
M.O. 22 5.97 -5.92 2.831
Sidep M.K. 30 27.49 -27.21 2.756
S.W. 28 19.58 -19.21 2.771
C.R. 27 17.61 -17.65 2.779
P.K. 26 2.85 -2.84 2.787
S.W. 19 5.57 -5.55 2.878
Henderson G.F. 18 12.42 -12.44 2.898
J.R. 19 -.62 .59 2.878
T.W. 25 27.88 -27.75 2.797 132
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factor, a water temperature of 1.7°C is beyond the range of tempera­
tures used to build the model.
As a final step Hsu and Hunter's technique [18] is used to 
test the closeness of predicted and experimental rectal temperatures 
for each of the three suits chosen from the Baker et al. experiment. 
Predicted values for the individual experiments are combined for 
each different suit and are compared to the experimental values for 
that suit. Figures 38-40 are the plots of predicted and experi­
mental rectal temperatures versus time for each of the three suits.
The results of the Hsu and Hunter test for predicted and
experimental rectal temperatures for each type of suit are presented
in Tables 39-41. These results indicate that for both the
Helly-Hansen suit and Henderson suit the predicted and experimental 
series have the same estimated autoregressive parameters, residual 
variances, and means. The results of the Hsu and Hunter test for 
the Sidep suit experiments show that the simulated and experimental 
series have the same estimated autoregressive parameters and means, 
but their residual variances are not equal. This difference in 
residual variances again may have occurred as a result of the
significant variability present in most simulation outputs. Based 
on these results it is concluded that the model developed in the 
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Figure 38. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Baker et al. Experiments - Helly-Hansen Suit.
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Figure 39. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Baker et al. Experiment - Sidep Suit.
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Figure 40. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Baker et al. Experiments - Henderson Suit.
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TABLE 39
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES AND MEANS OF THE SIMULATED AND EXPERIMENTAL 
RECTAL TEMPERATURES FOR THE BAKER ET AL. EXPERIMENTS [2] 
(HELLY-HANSEN SUIT) USING THE HSU AND HUNTER [18] TECHNIQUE
M
A ~2a ta G(0,l)b
Simulated 36.7689 .9544 .0332
1.166 .3855
Experimental 36.5643 .9664 .0274
t.005(247) ” 2,576 
2 X .01(2) = 4'605
TABLE 40
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES AND MEANS OF THE SIMULATED AND EXPERIMENTAL 
RECTAL TEMPERATURES FOR THE BAKER ET AL. EXPERIMENTS [2] 
(SIDEP SUIT) USING THE HSU AND HUNTER [18] TECHNIQUE
$ CT2 ta G(0,i)b G(tM)c g (o ,y)c
Simulated 32.1905 .9433 .0234
1.4628 16.2826 16.27 .0136
Experimental 36.8435 .9362 .0633
.005(225) 
b 1 2 . , ,nc 
2 X .01(2) 
2X .01(1) = 3,32
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TABLE 41
SUMMARY OF RESULTS OF COMPARING THE AUTOREGRESSIVE PARAMETERS, 
RESIDUAL VARIANCES AND MEANS OF THE SIMULATED AND EXPERIMENTAL 
RECTAL TEMPERATURES FOR THE BAKER ET AL. EXPERIMENTS [2] 
(HENDERSON SUIT) USING THE HSU AND HUNTER [18] TECHNIQUE
M
< -e- a2a t3 G(0,l)b
Simulated 37.0958 .9528 .0353
.7224 3.1173
Experimental 36.9627 .8786 .0519
* t.005(149) = 2'576
b I  *2.01(2) = 4'605
E . Comparison of the New Model and Montgomery's Model
In order to show that the new model of human thermoregula­
tory behavior in a water environment is better than the existing 
model, both the Craig and Dvorak [9] and the Baker et al. [2] 
experiments are predicted with the new model and Montgomery's model
[28]. These results are then compared using a root mean square per­
cent error criterion. Tables 42 and 43 present the results of the 
comparison of the new model with Montgomery's model in predicting 
skin and rectal temperatures for the Craig and Dvorak experiments. 
Results of the comparison of the two models for the Baker et al. 
experiments are presented in Table 44. These results indicate that 
the two models are equally accurate in predicting the Craig and 
Dvorak experiments, however, the new model performs much better 
in predicting the Baker et al. experiments. The model of the human
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TABLE 42
COMPARISON OF PREDICTED SKIN TEMPERATURES FOR CRAIG AND DVORAK 
EXPERIMENTS [9] USING THE NEW MODEL AND MONTGOMERY'S MODEL
Water Temperatures Root Mean Square Percent Error
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COMPARISON OF PREDICTED RECTAL TEMPERATURES FOR BAKER, ET AL. 
EXPERIMENTS [2] USING THE NEW MODEL AND MONTGOMERY'S MODEL
Suit Subject
Root Mean Square Percent Error
New Model Montgomery's Model
G.F. .0054 .0243
B.S. .0023 .0263














temperature regulating system is most useful when it gives accurate 
predictions under extreme cold water temperatures. Thus, the results 
of the comparison of the new model and Montgomery's model in 
predicting the Baker et al. experiments, keeping in mind that these 
experiments were not used in building the controller model, shows 
the superiority of the new model.
CHAPTER 6
SUMMARY AND CONCLUSION
The main objective of this research was to build models for 
the controller functions of the human temperature regulating system. 
These controller functions are: changes in metabolic heat produc­
tion, changes in evaporative heat loss, and increases or decreases 
in surface blood flow. The Box-Jenkins [5] modeling procedure was 
used to build models for the controller functions metabolic heat 
production and evaporative heat loss. No new equation was developed 
for surface blood flow because of the type and lack of data 
available for this controller function.
Models for metabolic heat production and evaporative heat 
loss were developed for three ranges of air temperature. Since the 
controller functions behave differently in different temperatures, 
it was decided to develop the models of the controller functions for 
neutral temperatures, for warm temperatures, and for cold 
temperatures. These ranges of temperature are defined as: air
temperature less than 20°C, betweeen 20-25°C, and greater than 25°C 
as suggested by Guyton [11].
To validate the controller models developed for an air 
environment a complete model of the human thermoregulatory 
system developed by Stolwijk [30] was used. This model contains two
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separate systems. The first of these is the controlled system which 
is a representation of the thermal characteristics of the body and 
the second is the controlling system. The controlled system of 
Stolwijk's model was combined with the controller models developed 
for the air environment. In addition, both upper and lower limits 
were included for the controller models. The modified model was 
then used to simulate known experiments. Graphical and statistical 
techniques were used to compare the simulated and experimental 
values. Since the purpose of developing such a model is to prevent 
physical injury and death, skin and rectal temperatures, which are 
the two critical temperatures, were predicted. In the graphical 
validation, predicted and experimental skin and rectal temperatures 
were plotted versus time to observe the closeness of predicted 
values to the experimental values. Two statistical validation 
techniques were used to compare the simulated and experimental 
results. The first technique was a test suggested by Cohen and 
Cyert [8]. In this test a regression model of predicted values as a 
function of experimental values was developed for both skin and rec­
tal temperatures for each individual experiment. The next statis­
tical test was a method suggested by Hsu and Hunter [18]. This test 
was used to validate the output of the simulation model for the 
three ranges of air temperature. In this method two autoregressive 
models were developed for both simulated and experimental series and 
the estimates of the autoregressive parameters, residual variances, 
and the means of the two series were compared. The result of the
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validation tests showed that the controller models developed for the 
air environment were statistically valid.
To be generally suitable, a model of the human temperature 
regulating system should be capable of predicting human responses in 
a water environment. Up to this point a model of the human tempera­
ture regulating system for an air environment was discussed. The 
controller models developed for an air environment are not valid for 
a water environment because of the greater cooling power of water. 
Thus, in modeling the human thermoregulatory system the next logical 
step was to build controller models for the water environment.
Since evaporative heat loss in water occurs through 
breathing and is relatively constant, only changes in metabolic heat 
production were modeled. Because of the sample size limitation for 
the water data only one controller model was developed for all of 
the different water temperatures. The resulting model was then 
validated by using Montgomery's model [28]. Montgomery's model is a 
modified version of Stolwijk's model and can be used to simulate 
experiments for both nude and wet suited subjects. The controller 
portion of Montgomery's model was replaced with the controller model 
developed and again upper and lower limits were set for all the 
controller functions. As a first step in validating the controller 
model, the modified version of Montgomery's model for nude subjects 
was used to predict the experiments used in building the model. 
Next, the modified version of Montgomery's model for wet suited 
subjects was used to simulate a completely different set of data. 
In both cases rectal temperatures of the individuals were predicted.
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The same methodology used to validate the air environment models was 
used to validate the results of the water experiment simulations. 
Results of the validation confirmed the validity of the controller 
model developed for the water environment.
The models for the controller functions of the human 
temperature regulating system developed in this study are not able 
to account for all thermoregulatory responses. They can, however, 
give reasonable prediction of human responses under a variety of 
environmental conditions.
Suggestions For Future Research
The findings of this study suggest several areas for future 
research. It is suggested that improvements be made in collection
of the data. Proper data sets are needed if a researcher assumes
that time series analysis is the appropriate modeling technique.
Such data should have at least 50 observations taken at equally
spaced intervals in time. This type of data was not available for 
changes in surface blood flow, and also there were a limited number 
of observations for changes in metabolic heat production and 
evaporative heat loss in both air and water environments. The 
availability of a proper set of data for each environmental 
temperature would give the researcher the flexibility to model these 
controller responses in a variety of temperatures and would help in 
better understanding the behavior of the controller responses. This 
would also help in the statistical validation of the results. It 
is also suggested that a researcher should have a hold out sample to
146
validate the models. A different set of experiments was available 
for the water environment in this study but not for the air 
environment. It is also recommended that more individuals be used 
in performing each experiment when collecting the data. This will 
make averaged data for all individuals more representative.
It is felt that some improvement should be made in the 
controlled subsystem of the simulation models of the human tempera­
ture regulating system. More layers should be assumed in the 
segments of the body and also heat transfer between compartments 
should be considered. Improvements made in the passive subsystem to 
handle a wider variety of protective clothing are also suggested.
Finally, intervention analysis can be used to model 
controller functions over all of the environmental temperatures. 
The results of this modeling technique could then be compared to the 
results of models developed for different ranges of temperature. 
One advantage of intervention modeling is that a single model of 
controller responses will be developed rather than 3 or more.
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PLOTS OF EXPERIMENTS CONDUCTED BY STOLWIJK AND HARDY [17, 32] FOR AIR ENVIRONMENT
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HKTABOUC HEAT PBOD. AND KVAP. B A T  LOSS
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HKTABOUC B A T  PROD. AND KVAP. B A T  LOSS
04 AIR T U P . £ 9 .1 - 1 7 .4 - 0 .4
IN
• •MET HEAT X:EVAP HCAT LOSS
RKTTAL.TYKPA.STC and  sk in  t e k pb r a t u r e s
04 AIR T U P . £ 9 .1 - 1 7 .4 - 0 .4
• +:SK;»,
AIR T U P . OP 2 0 .1 -1 7  4 - 2 9  4
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MTTAftOtJC HEAT PROD. AMD EVAP. HKAT LOSS
W  ABt T U P .  2 2 -3 -4 3 .8 -2 2  .<1
I
I
•  :METT HEAT PROD X:E^AP H E > ' LOSS
RECTAL.TYMPA.VIC AND SON TEMPERATURES 
IN AIK T U P . 2 2 .3 -4 3 .3 -2 2 .8
•;RECTA. x t y y &aj« ;; * .S k in
AW T U P . OP 2 2 .9 -4 9 .8 -2 2  6
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METABOLIC B A T  PBOD. AND WAP. O A T  IASS





:MFT.HEAT PROD X-.EVJP HEAT LOSS
RECTAL,TYMPANIC AND SON TEMPERATURES 




•Pl CTA. *  TYMPANIC 4-S K i N
AIR TEMP. OP 1 7 .8 -4 2 .7 -1 0 .8
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METABOLIC BEAT PBOD. AND CVAf>. H A T  LOSS 
m  AR TEMP. * 1 .8 -1 7 .7 —45.2
i
1
•  :MCT HEAT PROD X;CVAP HE>’  LOSS
RECTAL.TTMPANIC AND SON TEMPERATURES 
IN AIR TEMP. 4 2 4 -1 7 .7 - 4 3 .2
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■TTAMHJC BEAT P»OD. AND BVAP B U T  LOSS




!■  M t l» tTHM.
PROD X:EV*P HEAT LOSS
RECTAL.TTMPAN1C AND SON TEMPERATURES 
IN ADt TEMP. 17.7
•:R£CT*». X-t y m P A N ;
AIK TEMP. OP 17.7
159
KETAMUC B A T  PROD. AMD CVAP. SKAT LOSS
IN A S  T U P . CB.Z
I
•  PROD K:E^AP HEA" L O SS
RECTAL.TVMPANIC AMD SKIN TEMPERATURES 
IN AIR TEMP 28.2
•  ;RECTA. > ♦ •S K iS
AIR TEMP. OP 28.2
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METABOLIC BEAT PROD AND WAP. BEAT LOSS
IN AZS TEMP. C 7 .a-39 .a -E B
•:MET HEAT PRO L X:EV*P HEA"1 LOSE
RECTAL.TVBPANIC AND SE N  TEMPERATURES 
IN AIR TEMP. 27 6 -3 3 .3 - 2 8
IK1« 1M  M I II*. *>«***.
• : h e : t* .  x T t m p a m :  + ;s k in
AO T U P .  or 27.B-33.9-2a
’“i
i. iJ• s• !. *“ 1
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■STABOUC B U T  PtOD AND BVAP. LOSS
IN A B T U P . ta .B -S 7 .& -tS .S
M
jMP.HuAT PROD >.:ZVAP hEAT LOSS
RtCTAUTVMPANlC AND SUN TEMPERATURES 
IN AIR TEMP. a . 6 - 3 7 ^ - z a . a
;Rl CTA. X ’VMPA,*;'1;  4:SK|N
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■XTABOUC BEAT PROD. AND EVAP. BAT IASSVf AIS TVMP. Ct-«£.b-S0.l
•  :M H  H LA ' PRC'. >.:EVAP H t t f  LO W
RECTAL.TVKPAN1C AND SKIN TEMPERATURES 
IN A S  TEMP. 2 8 -4 2 .5 -2 8 .1
•  R CC'N. > TYMPAJ.:C t- S K i^
AIR TEMP. OP 26-42.6-28.1
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MKTAMUC b u t  p r o d . and  k v ap. h sa t  l o ss




•  :MFt.HEAT PROD X;EVAP HEAT LOSS
MCTALTYUPANir AND SON TENPERATURZS 
IN AIR TEMP £ C .l- * 7 J J - ra .3
•  :RECTA. X Ty m ^A N iC +  :S*-1N
AIR TXUP. OP aa.l-47 6 -2 6 .3
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APPENDIX B
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T e m p e r a t u r e s  o f  G r e a t e r  T h a n  2 5 ° C
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F i g u r e  B - 6 .  P l o t  o f  F i r s t  D i f f e r e n c e d  I n p u t  S e r i e s  S k i n  T e m p e r a t u r e s




NANE f)F VARIABLE = SKIN
NRAN OP RORKING S E B I E S =  0 .  0 2 5 1 0 9 9  
STANDARC DEVIATION = 0 . 0 8 9 5 7 1 1  
NUNBER CP OBSERVATIONS= 2 3 9
AOTOCORRELATIONS
LAG COVARIANCE CORRELATION - 1 9 8 7 6 5 9 3 2  1 0 1 2 3 9 5 6 7  8 9  1 S TD
0 0 . 0 0 7 1 5 2 2 7 1.COOOO |
1 0 . 0 0 2  1 2 e 61 0 . 2 9 7 6 1  | . | * • • • • • I 0 . 0 6 9 6 8 9 6
2 0 . 0 0 2 3 7 7 0 7 0 . 3 3 2 3 5  | 1 * * * * * * * I 0 . 0 7 0 1 8 0 9
3 0 . 0 0 1 9 6 9 9 1 0 . 2 0 9 7 5  | .  I » » * * I 0 . 0 7 6 9 8 2 8
M 0 . 0 0 1 0 9 5 7 9 0 . 1 5 3 2 1  | • 1 * * * I 0 . 0 7 8 7 9 2 8
5 . 0 0 0 8 8 3 8 9 9 0 . 1 2 3 5 8  | -  1 • * - I 0 . 0 7 9 9 8 0 3
6 . 0 0 0 8 3 9 3 3 2 0 . 1 1 7 3 5  | . 1 •*. I 0 . 0 8 0 7 7 5 9
7 0 . 0 0 1 6 3 1 7 6 0 . 2 2 8 1 5  | , | * • • • • I 0 . 0 8 1 9 8 5 6
8 0 . 0 0 1 3 2 5 6 7 0 . 1 8 5 3 5  | I * * * • I 0 . 0 8 9 1 1 5 8
9 0 . 0 0 1 2 8 1 2 1 0 . 1 7 9 1 3  | • 1 * * * * I 0 . 0 8 5 8 0 7 6
10 0 . 0 0 1 7 1 8 0 7 0 . 2 9 0 2 1  i , | * * * * * 1 0 . 0 8 7 3 5 8 3
11 0 . 0 0 1 6 2 1 2 1 0 . 2 2 6 6 7  | I 0 . 0 9 0 0 7 9 6
12 . 0 0 0 3 3 1 9 8 5 0 . 0 9 6 9 2  | 1 * . 1 0 . 0 9 2 9 3 5 9
13 0 . 0 0 1 3 6 9 7 7 0 . 1 9 0 8 2  | .  1 * * » * I 0 . 0 9 2 5 3 2 8
19 . 0 0 0 2 0 1 1 9 7 0 . 0 2 8 1 3  | 1 * . |  0 . 0 9 9 1 6 9 9
15 . 0 0 0 3 1 3 6 3 6 0 . 0 9 3 8 5  | 1 * . I 0 . 0 9 9 2
16 - . CC 0 1 C7 5 1 - 0 . 0 1 5 0 3  | • 1 • I 0 . 0 9 9 2 8 5 9
17 . 0 0 0 9 0 9 6 1 6 0 . 1 2 6 9 8  | 1 • • • - I 0 . 0 9 9 2 9 5 9
18 0 . 0 0 0 2 1 1 9 0 . 0 2 9 5 6  | 1 •  . |  0 . 0 9 5 0 0 2 6
19 0 . 0 0 1 2 1 3 0 5 0 . 1 6 9 6 0  | I * * * . I 0 . 0 9 5 0 9 1 1
2 0 . 0 0 0 6 1 9 0 7 6 0 . 0 8 5 8 6  | I * *  . I 0 . 0 9 6 2 9 9 1
2 1 . 0 0 0 9 1 9 8 1 5 0 . 1 2 7 9 1  | 1 I 0 . 0 9 6 6 1 8 8
22 0 . 0 0 0 9 5 2 0 1 0 . 0 6 3 2 0  | I *  . I 0 . 0 9 7 3 2 9 7
2 3 . 0 0 0 1 2 5 0 9 9 0 . 0 1 7 9 9  | |  0 . 0 9 7 9 9 6 3
2 9 . 0 0 0 9 9 5 0 5 9 0 . C 6 9 7 8  | 1*  . I 0 . 0 9 7 5 0 9 9
2 5 -.000 1 B3 9 9 -0.0 2 5 6 5  | .  *1 | 0 . 0 9 7 7 1 8 1
• • •  NARKS THO STANDARD ERRORS
F i g u r e  B - 7 .  S a m p l e  ACF f o r  t h e  F i r s t  D i f f e r e n c e d  S k i n  T e m p e r a t u r e
S e r i e s  f o r  A i r  T e m p e r a t u r e s  G r e a t e r  T h a n  2 5 ° C
INTEHSE AUTCCOFPELATICNS
Figure
LAG COFPELATION -1 9 8 7 6 5 9 3 2 1 0 1 2 3 9 5 6 7 8 9  1
1 - 0 . 2 1 8 9 8  | * •  » * |
2 - 0 . 1 2 6 2 1  1 * • • 1
3 - 0 . 0 0 2 0 8  | .  1
U 0 . 0 2 5 0 9  | .  1 *
5 - 0 . 0 8 2 1 9  | . ♦ • 1
6 0 . 1 6 3 5 6  | - 1 **
7 - 0 . 2 C 6 9 2  I * • * • 1
8 0 . 0 1 7 0 8  | .  1
9 0 . 0 5 6 7 0  I .  I *
10 - 0 . 1 0 6 9 6  | . ♦ * !
11 - 0 . 0 5 3 9 1  | .
12 0 .  1 9 5 8 0  | •  1 • •
1 J - 0 . 1 8 3 9 9  |
19 0 . 0 5 1 7 1  | I *
15 0 . 0 5 1 0 1  I .  1 •
16 0 . 0 5 2 9 2  | .  1*
17 - 0 . 0 6 6 7 1  | .  *1
10 0 . 1 0 7 6 6  I .  1 * •
19 - 0 . 1 3 8 5 0  | • * ♦ 1
20 0 . 0 5 6 8 3  | -  1 •
21 - 0 . 0 2 3 0 3  | .  1
2 2 - 0 . C 1 9 1 0  | .  1
2 3 0 . 0 2 0 0 2  1 .  1
29 0 . 0 1 9 5 0  | .  1
2 5 - 0 . 1 1 9 5 0  | .  1.
B - 8 .  S a m p l e  I A C F  f o r  t h e  F i r s t  D i f f e r e n c e d  S k i n  T e m p e r a t u r e
S e r i e s  f o r  A i r  T e m p e r a t u r e s  G r e a t e r  T h a n  2 5 ° C
5 AS
PAPTIAL AUTOCOPRELATI OHS
LAG CORRELATION -1 9 0 7 6 5 4 3 2 1 0  1 2 3 4 5 6 7 8 9 1
1 0 . 2 9 7 6 1  |
2 0 . 2 6 7 H 7  | •
J 0 . 0 6 2 2 6  I • •  • |
4 0 . 0 1 0 7 6  | • •  1
5 0 . 0 2 1 6 4  | • • |
6 0 . 0 4 0 4 9  | • •  •  |
7 0 . 1 7 1 ) 3 2  | • •  * * *  |
B 0 . 0 7 2 9 9  | • # •  1
9 0 . 0 2 0 0 4  | • • |
10 0 . 1 1 9 3 6  | • |
11 0 . 0 S 5 4 9  | • * * .  |
12 - 0 . 1 5 5 6 9  | # * • ■ 1
13 0 . 1 0 9 2 4  | « * * •  1
1U - 0 . 0 8 2 9 2  | •  * •
15 - 0 . 0 6 4 8 5  | •  1
16 - 0 . 0 6 4 9 8  | .  » •  |
17 C . 1 0 9 8 2  I • * * •  1
18 - 0 . 0 8 1 2 1  | •  • • •  |
1 9 0 . 1 6 1 7 2  | • * * *  1
2 0 - 0 .  0 5 5 5 4  |
2 1 0 . 0 2 5 8 0  | • 0 •  1
2 2 0 . 0 0 9 8 7  | • • |
2 3 - 0 . 0 2 4 3 2  1 • * |
2 4 - C . C C 9 9 8  | • • |
2 5 0 . 0 1 8 8 0  | • •  1
F i g u r e  B - 9 .  S a m p l e  PACF f o r  t h e  F i r s t  D i f f e r e n c e d  S k i n  T e m p e r a t u r e
S e r i e s  f o r  A i r  T e m p e r a t u r e s  G r e a t e r  T h a n  2 5 ° C
SAS
ARIFA PPOCEDUTE
NAHE OP TAPI  A OLE = REC
tlEAN OF MORNING S ER I  E S = - .  0 0 1  5 8 9 5 9  
STANDARD DEVIATION = 0 . 0 1 9 B 7 2 5  
NUNDFR OF OOSERVATIONS= 2 3 9
AUTOCORRELATIONS
LAG COV APIANCE CORRELATION - 1 9 8 7 6 5 9 3 2 1 0 1 2  3 9 5 6  7 8  9  1 STD
0 • 0 0 0 3 9  9 9 1 6 1 . 0 0 0 0 0 1 1 • • • • • • • * • • • • • • • • • • | 0
1 . 0 0 0 2 6 2 9 7 9 0 . 6 6 5 9 0 1 * 1 * • • • • • • •  • * •  | 0 . 0 6 9 6 8 9 6
2 . 0 0 0 2 9 7 9 1 3 0 . 6 2 7 7 6 1 * 1 « • * • • • • * * *  * | 0 . 0 8 8 8 5 2 2
3 . 0 0 0 2 2 9 9 0 5 0 . 5 8 2 1 6 |  •  | * * * * * * * •  • *  | 0 .  1 0 5 7 9 5
9 . 0 0 0 2 2 2 2 9 8 0 . 5 6 2 9 0 I * 1 •  •  | 0 .  1 1 8 9 9 2
5 . 0 0 0 1 9 9 6 0 9 0 . 9 9 2 7 7 |  „ | • • • • • • • •  | 0 . 1 2 9 1 5 1
6 . 0 0 0 2 1 0 8 3 3 0 . 5 3 3 8 7 •  •  | 0 . 1 3 6 7 9 2
7 . 0 0 0 1 8 1 8 9 9 0 . 9 6 0 9 6 1 • | • • • • • • • 0 . 1 9 5 2 9 9
8 . 0 0 0 1 8 1 9 8 7 0 . 9 6 0 8  3 |  •  | * • * • • • • 0 . 1 5 1 2 3 3
9 . 0 0 0 1 8  192 1 0 . 9 5 9 3 9 1 * 1 • « * • • • • 0 . 1 5 6 9 9 8
1 0 . 0 0 0 1 7 6 6 6 8 0 . 9 9 7 3 6 1 .  1 • • * • • • • 0 . 1 6 2 5 2 5
1 1 . 0 0 0 1 6 9 3 2 9 0 . 9  1 6 1 0 1 .  1 • • • * • • • 0 .  1 6 7 5 9 8
1 2 . 0 0 0 1 6 3 6 3 9 0 . 9  1 9 3 6 1 .  1 • • • • * • * 0 .  1 7 1 8 6 6
1 3 0 . 0 0 0 1 5 6 6 0 . 3 9 6 5 9 1 • 1 • • • * • • • 0 . 1 7 5 9 9 7
19 . 0 0 0 1 9 8 7 9 5 0 . 3 7 6 7 8 1 •  1 • • • • • • • 0 .  1 7 9 6 9 6
15 . 0 0 0 1 9 6 1 9 7 0 . 3 7 0 0 7 1 .  1 • • * • • • 0 .  1 8 2 9 7 2
16 . C O 0 19 3 8 1 7 0 . 3 6 9 1 7 1 .  1 * * * * * * 0 .  1 8 6 0 7 7
17 0 . 0 0 0 1 2 9 3 1 0 . 3 1 9 7 8 1 .  1 • * • • •  . 0 . 1 8 9 0 3 6
18 . 0 0 0 1 2 9 9 6 9 0 . 3 2 9 0 9 1 .  1 • • • * • * . 0 . 1 9 1 2 1 6
19 0 . 0 0 C 1 1 8 7 2 0 . 3 C 0 6 2 1 .  1 0 . 1 9 3 5 7 1
20 . 0 0 0 1 2 2 3 3 6 0 . 3 0 9 7 8 1 .  1 * * * * *  . 0 .  1 9 5 5 1 5
2 1 . 0 0 0 1 0 5 5 3 3 0 . 2 6 7 2 3 1 .  1 * ♦ • *  . 0 .  1 9 7 5 5 8
2 2 . 0 0 0 1 2 5 2 9 5 0 . 3 1 7 1 9 1 .  1 * * * * *  , 0 . 1 9 9 0 6 5
2 3 . 0 0 0 0 9 9 7 2 6 0 . 2 5 2 5 2 1 .  1 •  • • •  . 0 . 2 0 1 1 6 8
20 . 0 0 0 1 0 5 1 5 6 0 . 2 6 6 2 7 1 .  1 0 . 2 0 2 9 9
2 5 . COC1 0 9 0 9 7 0 . 2 7 6 1 3 1 .  1 • • • • •  . 0 . 2 0 3 9 9 9
• HARKS TWO STANDARD ERRORS
F i g u r e  B - 1 0 .  S a m p l e  ACF f o r  t h e  F i r s t  D i f f e r e n c e d  R e c t a l  T e m p e r a t u r e


























2 3  
2 9  
2 5
- 0 .  2 7 9 J 1 
- 0 . 0 7 9 8 9  
- 0 . 0 9 7 6 0  
- 0 . 0 7 9 5 9  
C . 0 9 9 9 8  
- 0 .  1 9 6 8 9  
0 . 0 9 7 7 6  
- 0 . 0 2 5 7 5  
- 0 . 0 2 1 7 0  
- 0 . 0 0 6 7 5  
- 0 . 0 2 1 6 3  
0 . 0 J 9 2 2  
- 0 . 0 9 J 3 6  
0 . 0 9 9 8 5  
- 0 . 0 5 6 5 1  
0 . 0 0 5 8 6  
0 . 0 3 5 5 8  
- 0 . 0 3 6 9 0  
0 . 0 5 6 2 9  
- 0 . 0 6 9 7 9  
0 . 0 9 3 3 7  
- 0 . 1 1 0 3 7  
0 . 0 6 0 6 7  
0 . 0 9 1 6 6  
- 0 . 0 5 5 9 0


























1 2 3 9 5 6 7 8 9  1
F i g u r e  B - 1 1 .  S a m p l e  I A C F  f o r  t h e  F i r s t  D i f f e r e n c e d  R e c t a l  T e m p e r a t u r e




1 0 . ( fc 5 9 0  | -  1 • • • * • * •
2 0 . 3 3 1 2 1  I 1
3 0 . 1 6 5 5 6  | .  1
4 0 . 1 3 2 1 3  I I • * *
5 - 0 . 0 C 9 1 R  | • 1 •
6 0 . 1 ( 6 3 1  I I + + +
7 - 0 . 0 3 3 2 2  I • * |  •
R 0 . 0 9 6 9 9  I • 1 # •
9 0 . 0 7 6 5 9  | • I
10 0 . 0 2 6 1 1  1 • 1 # •
1 1 0 . 0 1 1 7 9  | •  1 -
12 O . O C 7 2 3  1 • 1 .
13 0 . 0 2 2 5 6  I •  1 •
m - 0 . 0 C 5 2 5  1 • I .
15 0 . 0 1 2 5 5  | .  1 -
16 0 . 0 2 2 5 2  1 • I .
17 - 0 . 0 6 6 6 2  I • *  1 •
18 0 . 0 3 7 9 6  | •  I * •
1 9 - 0 . 0 2 7 1 6  I • *1 •
2 0 0 . 0 9 4 0 7  | • 1 •  •
2 1 - 0 . 0 5 2 0 1  | •  # l •
2 2 0 . 0 S B 1 9  I • |  * + •
2 3 - 0 . 0 6 2 2 5  I • * |  • •
2 4 0 . 0 0 2 2 8  I -  1 •
2 5 0 . 0 7 1 J 3  | • 1 #  •
Figure B-12. Sample PACF for the First Differenced Rectal Temperature




NANE O f  V A " I A 0 L E  = TTfiP
flEAN OP WOe KI NG 5  E P I E S  = 0 .  0 0 / 2 1 7 0 5  
STAN DAP C DEVIATION = 0 . 0 2 1 7 3 5 8  
NUHDER CF OBS Efi V ATI0NS = 2 3 0
AHTOCORRELATIONS
LAG COVARIANCE CORRELATION - 1  9 8 7 6 5 0 3 2 1 0 1 2 3 0 5 6 7 8 9 1  STD
0 . 0 0 0 0 7 2 0 0 7  1 . 0 0 0 0 0  |  I • • • * • * • • • * • • * • * * • * * * |  0
1 . 0 0 0 2 5 5 8 8 9  0 . 5 0 1 6 3  | -  ! • • • ♦ • • • • • • •  |  0 . 0 6 0 6 8 0 6
2 . 0 0 0 1 8 7 1 8 7  0 . 3 9 6 2 1  |  -  I * * ♦ • * * * •  | 0 . 0 8 1 0 7 9 9
3 . 0 0 0 1 8 2 8 9 0  0 . 3 8 7 1 3  I .  ( • • * • * * * •  |  0 . 0 8 9 1 7 7 0
0 . 0 0 0 1 7 0 6 6 5  0 . 3 6 1 2 0  | .  | * * * * * * *  |  0 . 0 9 5 9 5 1 8
5  . 0 0 0 1 9 2 1 9 1  0 . 0 0 6 8 0  |  .  I |  0 . 1 0 1 0 8 3
6  . 0 0 0 1 0 5 1 8 6  0 . 3 1 5 7 7  |  .  I |  0 . 1 0 8 0 9
7  . 0 0 0 1 3 3 1 7 6  0 . 2 8 1 8 9  | .  ! # • ♦ * • *  |  0 . 1 1 1 8 8 0
8 . 0 0 0 1 5 0 7 9 8  0 . 3 1 9 1 9  |  .  ! • • • • * •  j 0 . 1 1 0 8 1 7
9 . 0 0 0 1 0 0 9 0 0  0 . 2 9 8 3 3  |  .  ! « ♦ • • • •  |  0 . 1 1 8 0 7 1
1 0  0 . 0 0 0 1 7 2 8 1  0 . 3 6 5 7 8  |  .  ( • * • • • * •  |  0 . 1 2 1 5 7 0
11 . 0 0 0 1 0 0 9 3 9  0 . 3 0 6 7 8  |  .  |  0 . 1 2 6 0 9 0
1 2  . 0 0 0 1 3 6 8 3 8  0 . 2 8 9 6 0  |  .  ! • • • • • •  |  0 . 1 2 9 1 8
1 3 . 0 0 0 1 6 0 5 1 9  0 . 3 3 9 7 6  | .  ! • • • ♦ • * *  |  0 . 1 3 1 8 6 9
10  . 0 0 0 1 0 0 3 0 2  0 . 2 2 0 8 5  |  .  ! • • • * .  I 0 . 1 3 5 0 8 2
1 5  . 0 0 0 1 - 2 7 1 9 1  0 . 2 6 9 2 2  I .  ! • • • • *  t 0 .  1 3 6 9 8
1 6  . 0 0 0 1 5 8 3 3 1  0 . 3 3 5 1 3  |  .  |  0 . 1 3 9 1 7 6
1 7 . 0 0 0 1 7 3 8 1 8  0 . 3 6 7 9 1  |  .  ! • • • • • • •  | 0 . 1 0 2 5 1 3
18 . 0 0 C 1 9 0 3 0 1  0 . 0 1 1 3 5  |  .  ( • • • * • * ♦ •  | 0 .  1 0 6 0 3 3
19  . 0 0 0 1 7 7 0 9 7  0 . 3 7 5 7 0  | .  ! • • • • • • • •  |  0 . 1 5 1 1 9 1
2 0 . 0 0 0 1 5 8 9 7 5  0 . 3 3 6 0 9  |  .  |  0 . 1 5 5 0 0 7
2 1 . 0 0 0 1 8 5  3 9 6  0 . 3 9 2 0 2  I .  ! • • • • * • • •  |  0 . 1 5 8 0 7 3
2 2 . 0 0 0 1 6 6 8 0 5  0 . 3 5 3 1 5  |  .  ( • • • • • * *  |  0 . 1 6 2 0 9 8
2 3  . 0 0 0 1 3 8 6 B 3  0 . 2 9 3 5 0  |  .  ( • • • • • * .  | 0 . 1 6 5 2 8 6
2 0  . 0 0 0 1 0 9 7 9 6  C . 2 3 2 0 0  |  .  I .  I 0 . 1 6 7 0 5 3
2 5 . 0 0 0 1 3 3 2 1 1  0 & 2 8 1 9 6  | .  ! • • • • • • .  |  0 . 1 6 8 7 9 7
HARKS TOO STANDARD EPR OPS
Figure B-13. Sample ACF for the First Differenced Tympanic TemperatureSeries for Air Temperatures Greater Than 25°C
Figure
INVFHSF. MJTCCOFPELAT1CN1;
LAG COPREL ATION - 1  9 8 7 6 5 9 3 2  1 0 1 2 3 9 5 6 7 8 9  1
1 - 0 . 2 9 5 9 9  | * * • * ♦ * (
2 0 . C 1 9 1 0  |  .  I
3 - 0 . 0 3 8 5 9  | .  »l
9 - 0 . 0 1 9 5 9  |  .  I
5 - 0 .  1 2 0 3 5  | . I
6 0 . 0 9 7 1 7  ) . | »
7 0 . 0 1 9 1 1  |  .  |
8 0 . 0 0 5 5 6  | .  I
9 0 . 0 7 9 2 2  | .  I * *
10 - 0 . 1 2 7 3 7  |
11 0 . 0 C 2 8 8  |  .  I
12 0 . 0 5 5 5 7  | . 1 *
13  - 0 . 1 2 9 5 7  |  I
19 0 .  1 9 5 3 2  I I ♦*
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Figure B-16. Parameter Estimates and Summary Statistics for the Input Series Skin Temperatures for Air Temperatures of Greater Than 25°C
»UTT)COPP»UTION PIOT OP REST DU M S
M G COf A P M H C E C O F R E M T I O N  - 1 9 0 7 6 5 9  3 2 1 0  1 2 3 9 5 6 7 8 9 1 S TD
C 0 . 0 0 6 1 2 8 9 9 1.COOOO I ) « • ♦ • • * * • * * ♦ * * * * ♦ • * • • 0
1 0 0 0  10219 - 0 . 0 1 6 7 1  |  . 1 . 0 . 0 6 9 6 8 9 6
2 - 0 . 0 0 0  1 2 0 5 - 0 . 0 1 9 6 6  |  1 0 . 0 6 9 7 0 2 6
3 . 0 0 0 2 0 9 2 9 5 0 . 0 9 6 3 9  I .  1*  . 0 . 0 6 9 7 2 7 6
(l - 1 . 3 3 8 E - 0 5 - 0 . C 0 2 1 8  |  I . 0 . 0 6 9 8 6 6 6
5 - . 0 0 0 1 5 2 3 6 - 0 . 0 2 9 8 6  |  1 0 . 0 6 9 8 6 6 9
6 - . 0 0 0 1 1 1 0 2 - 0 . C 1 8 1 2  |  .  1 . 0 . 0 6 9 9 0 6 8
7 . 0 0 0 9 1 3 3 9 3 0 . 1 9 9 0 9  |  .  I * * * 0 . 0 6 9 9 2 7 9
8 . 0 0 0 3 9 0 7 8 6 0 . 0 5 5 6 1  |  .  1 * . 0 . 0 6 6 3 9 3 9
9 . C C C 0 e i 1 5 8 0 . 0 1 3 2 9  |  . |  . 0 . 0 6 6 5 3 8 6
10 0 . 0 0 1 0 2 6 3 9 0 . 1 6 7 9 7  |  .  1 • • • 0 . 0 6 6 5 9 9 7
1 1 . 0 0 0 7 8 7 5 3 5 0 . 1 2 9 5 0  |  .  I * * * 0 . 0 6 8 2 9 0 2
12 - . 0 0 0 6 3 0 0 9 - 0 . 1 0 2 9 9  |  . • • !  . 0 . 0 6 9 2 9 9 6
1 3 . 0 0 0 9 3 9 5 9 9 0 . 1 5 3 3 2  I . 0 . 0 6 9 9 3 1 5
1 9 - . 0 0 0 1 0 6 6 9 - 0 . 0 1 7 9 1  |  .  1 . 0 . 0 7 1 3 2 9 1
15 - . C 0 0 2 7 C 5 3 - 0 . 0 9 9 1 9  |  .  *1 0 . 0 7 1 3 9 1 8
16 - . 0 0 0 9 2 6 1 3 - 0 . 0 6 9 5 3  1 .  * |  . 0 . 0 7 1 9 5 6
17 . 0 0 0 5 8 9 3 8 9 0 . 0 5 6 1 7  |  .  1 0 . 0 7 1 7 3 8 6
18 - . 0 0 0 2 3 8 9 7 - 0 . 0 3 8 9 1  1 .  *1 . 0 . 0 7 2 2 7 6
19 . 0 0 0 7 5 1 9 6 9 0 .  1 2 2 7 0  I - 0 . 0 7 2 3 6 3 6
2 0 . 0 0 0 1 7 5 9 0 9 0 . 0 2 9 3 7  |  .  1 *  . 0 .  0 7 3 2 2 8 9
2 1 . C 0 0 5 0 1 5 2 1 o . o e t R j  1 • 1 • • • 0 . 0 7 3 2 7 8 2
2 2 . 0 0 0 0 9 1 0 8 9 0 . 0 0 6 7 0  I -  1 - 0 . 0 7 3 6 5 9 6
2 3 - . 0 0 0 2 1 6 9 7 - 0 . 0 3 9 1 0  |  .  *1 • 0 . 0 7 3 6 6 2 1
2 9 . 0 0 0 2 5 9 8 7 2 0 . 0 9 1 5 9  I • I *  • 0 . 0 7 3 7 2 8 1
2 5 - . 0 0 0 9 7 9 2 2 - 0 - 0 7 8 2 0  |  - 0 . 0 7  3 8 2 6 2
8M1KS TWC STARDAP9 ERRORS
F i g u r e  B - 1 7 .  P l o t  o f  ACF f o r  R e s i d u a l s  o f  M o d e l  f o r  t h e  I n p u t  S e r i e s  S k i n
T e m p e r a t u r e s  f o r  A i r  T e m p e r a t u r e s  o f  G r e a t e r  T h a n  2 5 ° C
INVFP^E AtlTCCOnFSUTIOIS
LAG COt BELATI OH - 1 9 8 7 6 5 9 3 2 1 0 1 2 3 9 5 6 7 8 9 1
1 - 0 , 0 7 5 0 J | .  .
2 0 . 1 1 1 6 0  1 .  | « * .
3 - 0 . 0 2 3 9 3  |
II 0 . 0 6 6 9 1  | .  ! •  .
5 - 0 . 1 1 9 9 9  I . ♦ * 1  .6 0 . 1 2 9 3 9  | .  | * * .
7 - 0 . 2 2 2 5 7  | •  • * * 1
8 - 0 . 0 1 9 2 1  »
9 - 0 . C 9 7 0 3  | .  *1 .
10 - 0 . 0 9 5 7 B  | . • • 1  .
11 - 0 . 1 9 1 9 2  J * * * |  .
12 0 . 1 9 2 9 6  | .  I • • •
13 - 0 .  1 7 6 3 9  |
1U 0 . 0 7 7 1 5  | .  I * * .
15 0 . 0 1 3 0 2  |
16 0 . 0 8 7 7 7  | .  1
1 7 - 0 . 0 7 1 0 1  I .  *1 .
18 0 .  1 0 7 6 2  I .  |  * * .
19 - 0 . 1 3 9 3 5  1 * » * (  ,
2 0 0 . 0 9 9 8 5  | .  I *  .
2 1 - 0 . 0 9 9 7 9  | .  * |  .
22 - 0 . 0 C 8 5 9  | • 1 •
2 3 0 . 0 0 9 7 9  | • 1 •
2 9 0 . 0 2 3 2 6  | • 1 •
2 5 - 0 . 0 0 7 0 9  |
Figure B-18. Plot of IACF for Residuals of Model for the Input SeriesSkin Temperatures for Air Temperatures of Greater Than 25 C
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Figure B-19. Plot of PACF for Residuals of Model for the Input Series Skin Temperatures for Air Temperatures of Greater Than 25°C
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Figure B-2 1 . Parameter Estimates and Summary Statistics for the Input Series Rectal Temperatures for Air Temperatures of Greater 
than 25°C
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Figure B-22. Plot of ACF for Residuals of Model for the Input Series Rectal Temperatures for Air Temperatures of Greater Than 25 °C
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Figure B—23. Plot of IACF for Residuals of Model for the Input Series Rectal Temperatures for Air Temperatures of Greater Than 25°C
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Figure B—24. Plot of PACF for Residuals of Model for the Input Series Rectal Temperatures for Air Temperatures of Greater Than 2 5 C
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Figure B-26. Parameter Estimates and Summary Statistics for the Input Series Tympanic Temperatures for Air Temperatures of Greater than 25°C
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APPENDIX C 
CHANGES IN STOLWIJK'S SIMULATION MODEL
195
196
The following are the changes and the description of the
changes made to Stolwijk's model [30]:
1. the first set of statements added to the model are in
lines 1 and 7-13 of the program. The first line changes 
the variable representing metabolic heat production to a 
real variable. Lines 7-12 are the DIMENSION statements 
needed to put the variables in the models in an array
format. Line 13 is the random number used to generate
random shocks for the models using GAUSS SUBROUTINE,
2. after the specification of initial conditions several new
variables are initialized. Lines 46-598 are the listing 
of these initial values. In lines 46 and 47 initial
value is given to skin temperature and in lines 47-51 
controllers metabolic heat production and evaporative 
heat loss are initialized. In lines 52-598 the initial 
values are calcualted for both output models metabolic 
heat production and evaporative heat loss and input 
models skin, rectal, and tympanic temperatures in the 
three ranges of air temperature. Then the lagged values 
for these inputs and outputs are kept so that they could 
be used later in the program,
3. controller models for metabolic heat production and 
evaporative heat loss in the section in Stolwijk's model 
labeled "Establish Thermoreceptor Output" are replaced by 
the air environment controller models developed in this
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study. Upper and lower limits are also set for both
Stolwijk's controller responses for surface blood flow
and controller responses developed in this study. These 
programming statements are in lines 633-669. Finally, in 
lines 673-952 lagged values for metabolic heat 
production, evaporative heat loss, skin temperature,
rectal temperature, and tympanic temperature are 
computed,
4. additional changes are made in the section labeled
"Assign Effecter Output to the Controller." These
changes are in lines 959 and 966,
5. Finally, two subroutines Gauss and Randu are added to the 
program to compute random shock terms for the models.
Following are the list of the terms used in the program and
the complete modified Stowijk's program.
Terms used in the program
GTYALG Lagged random shock for tympanic temperature model 
for air temperatures greater than 25°C.
GTYLG Lagged values for the tympanic temperature for air 
temperature greater than 25°C.
GEVALG Lagged random shock for evaporative heat loss model 
for air temperatures greater than 25°C.
GEVLG Lagged values for evaporative heat loss for air
temperatures greater than 25°C.
GREALG Lagged random shock for rectal temperature model for 
air temperatures greater than 25°C.
GRELG Lagged values for rectal temperature for air
temperatures greater than 25°C.
SSKALG Lagged random shock for skin temperature model for 
air temperatures greater than 25°C.
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GSKLG Lagged values for skin temperature for air 
temperatures greater than 25°C.
GMTALG Lagged random shocks for metabolic heat production 
model for air temperatures greater than 25°C.
GMTLG Lagged values for metabolic heat production for air 
temperatures greater than 25°C.
The same set of terms were used for air temperatures less 
than 20°C and between 20-25°C by replacing the first letter to "S" 
for temperatures less than 20°C and "B" for temperatures between 
20-25°C.
STEMP Average skin temperature.
TSET(I) Ambient condition temperature of segment I
BMT Basal metabolic heat production.
IX Nine digits random number.
AM Mean of the random shock for the models.
SS Standard deviation for the random shock.
MET Metabolic heat production.
EVAP Evaporative heat loss.
0001
0002
0  0 03
0 0 0 4
0 0 0 b
0 0 0 b
0 0 0 7
0 0 0 8




0 0 1 3
0 0 1 4
0 0 1 b
0 0 1 b
0 0 1 7
0 0 1 8




0 0 2  J
0 0 2 4
0 0 2 b
002b
0 0 2 7
0 0 2 8
0 0 2 9
0 0 3 0
0  0 31
0 0 3 2
0 0 3 3
0 0 3 4
0 0 3 b
























I X = 8 4 4 7 b b 0 7 2
T (2b) ,1S£TJ2b) ,BATE(2 5) ,C [2b) ,QB(24) , EB(24) ,BPB(24)
TC [24) ,S [b) ,SKINS(b) ,SKINV [b) .SK1NC [b) ,NORKH[b) ,SKINR [b| 
CHILM (6) , HR (b) , HC (b) , P (10) ,F(2b) ,H [6) .HARM (25) ,C0LD(2b) 
HF (2b) ,PSKIN (6)
EFROR [2b) rQ [24) ,E [24) ,BP[24) , EMAX [6) , BC [24) ,TD [ 24)
GTY ALG (6) ,GTTLG(12) ,GEVALG(3) ,GEVLG[1) ,GBEALG[9)
GRELG (9) ,GSKALG(8),GSKLG(7) .GHTALG (9) ,GMTLG(H)
STTALG[11),S1ILG[9),SEVALG[b),SEVLG(8),SHTALG[3)






0 0 0 0 0 0 8 0
0 0 0 0 0 0 9 0
00000100
0 0 0 0 0 1 1 0
00000120
BEAD CONSTANTS FOR THE CONTROLLED SYSTEM
100 FORMAT ( 1 4 F b . 2)
1 0 01  CONTINUE
READ ( b ,  IOC)  C 
READ ( b ,  1 0 0 )  QB 
READ ( b ,  1 0 0 )  ED 
READ [ b ,  10C)  BFB 
READ ( b , 1 0 0 )  TC 
READ ( b , 1 0 0 )  S 
READ [ b , l O G )  HR 
READ ( b ,  1 0 0 )  HC 
READ ( b ,  1 0 0 )  P 
SA= 0 . 0
DO 1 10  K = 1 , 6  
1 1 0  SA=SA+S (K)
READ CONSTANTS FOB THE CONTROLLER
BEAD ( b ,  10 0) TSET 
READ ( b , 1 0 0 )  RATE
BEAD [ b ,  1 0 0 )  C S W , S S N , P S H , C D I L , S  G I L , F D I I , C C C H , S C C N , P C O N ,  
1 C C H I L , S C H I L , P C H I L  
READ ( b , 1 0 0 )  S K I  NR 
BEAD ( b # 1 0 0 )  S K IN S  
READ ( S ,  10C)  SKINV 
READ ( b , 1 0 0 )  S KI N C 
READ J b , 1 0 0 )  UOHKH 
READ ( b ,  1 0 0 )  CHILM
0 0 0 0 0 1 4 0  
0 0 0 0 0 1 bO 
OOOOOIbO 
0 0 0 0 0 1 7 0  
0 0 0 0 0 1 8 0  
0 0 0 0 0 1 9 0  
0 0 0 0 0 2 0 0  
0 0 0 0 0 2 1 0  
0 0 0 0 0 2 2 0  
0 0 0 0 0 2 3 0  
0 0 0 0 0 2 4 0  
0 0 0 0 0 2 b 0  
0 0 0 0 U 2 b 0  
0 0 0 0 0 2 7 0  
0 0 0 0 0 2 8 0  
0 0 0 0 0 2 9 0  
0 0 0 0 0 3 0 0  
0 0 0 0 0 3 1 0  
0 0 0 0 0 3 2 0  
0 0 0 0 0 3 3 0  
0 0 0 0 0 3 4 0  
0 0 0 0 0 3 b 0  
0 0 0 0 0 3 b 0  
0 0 0 0 0 3 7 0  
0 0 0 0 0 3 8 0  
0 0 0 0 0 3 9 0  
0 0 0 0 0 4 0 0  
0 0 0 0 0 4 1 0  
0 0 0 0 0 4 2 0  
0 0 0 0 0 4 3 0
0 0 3 7
0030
0 0 3 9
0 0 4 0
0 0 4 1
0042
0 0 4 3
0 0 4 4  
0 0 4 3  
0 0 4 b
0 0 4 7
0 0 4 8
0 0 4 9
0 0 5 0
0 0 5 1
0 0 5 2
0 0 5 3
0 0 5 4
0 0 5 5  
0 0 5 b
0 0 5 7
0 0 5 8
0 0 5 9
0 0 6 0  
0061 
0062
0 0 6 3
0 0 6 4
0 0 6 5
0 0 6 6  
0 0 6 7  
00b8
0 0 6 9
0 0 7 0
0 0 7 1
0 0 7 2
0 0 7 3
: BEAD INITIAL CONDITIONS
BEAD ( 5 , 1 0 0 )  T
T 1 H E = 0 . 0
DTI  BE=0 . 0
I T i n E = 0
J T I H E —0
D T = 0 . 0 1 b 6 6 6 t 6 6 6 6 6 b 7  
DO 1 0 2  N = 1 , 2 5  
F (N) = 0 . 0  
1 02  CONTINUE
S T E H P * . 0 7 * T S E T ( 4 )  ♦ . 3 6 * T S E T ( B )  
! ♦ . 0 5 * T S E T ( 2 4 ) + , 3 3 * 1 S E T ( 20 )
B R T = 0 . 0  
B E 7 = 0 . 0  
DO 3 0 0 1  1 = 1 , 2 4  
BBT=BBT + QB ( I )
3 0 0 1  B E V = B E ? * E B ( I )
I N I T I A L  VALUES FOB THE NOBELS 
A B = 0.
S S = . 0 1 7 6 5 4 4  
DO 3  1 = 1 , 6
CALL GAUSS ( I X , S S , A f l , V )
3  G T T A L G ( I )  = 1 
DO 4  1 * 1 , 6  
J * 7 - I  
L = 0 * 1  
H = J * 2  
R = 0 * 5  
I K = J * 6
I F  ( J . N E . 6 )  GO TO 1 5 2  
GTE LG ( 7 ) = T  ( 1 )
GTTLG ( 8 )  =T (1)
GTTLG ( 1 1 ) = T  (1)
GTE LG ( 1 2 )  = T (1)
GO TO 1 5 3  
1 5 2  I F  ( J . N E . 5 )  GO TO 1 5 4  
GTE LG ( 7 ) = T  (1 )
GTTLG ( 1 0 )  = T  (1)
GTELG ( 1 1 )  = T  (1)
GO TC 1 5 3
0 0 0 0 0 4 4 0
0 0 0 0 0 4 5 0
0 0 0 0 0 4 6 0
0 0 0 0 0 4 7 0
0 0 0 0 0 4 8 0
U 0 0 0 0 4 9 0
0 0 0 0 0 5 0 0
0 0 0 0 0 5 1 0
0 0 0 0 0 5 4 0
0 0 0 0 0 5 5 0
0 0 0 0 0 5 6 0
0 0 0 0 0 5 7 0
0 5 * T S E T ( 1 6 ) ♦ . 1 4 * 1 S E T ( 1 2 )  0 0 0 0 0 5 8 0
0 0 0 0 0 5 9 0
0 0 0 0 0 6 0 0
0 0 0 0 0 6 1 0
0 0 0 0 0 6 2 0
0 0 0 0 0 6 3 0
0 0 0 0 0 6 4 0
0 0 7 4
0 0 7 5
0 0 7 b
0 0 7 7
0 0 7 8
0 0 7 9
0 0 8 0
0 0 8 1
0 0 8 2
0 0 8 J
0 0 8 4
0 0 8 5
0 0 8 6
0 0 8 7
0 0 8 8
0 0 8 9
0 0 9 0
0 0 9 1
0 0 9 2
0 0 9 3
0 0 9 4
0 0 9 5
0 0 9 6
0 0 9 7
0 0 9 8




0 1 0 3
0 1 0 4
0 1 0 5
010b
0 1 0 7
0 1 0 8
0 1 0 9
0110
0 1 1 1
0112
0 1 1 3
0 1 1 4
0 1 1 5
0 1 1 6
0 1 1 7
0 1 1 8
0 1 1 9
1 5 4  I F  ( J . K E . 4 )  GO TO 1 5 5  
GTT LG ( 9 )  =»T (1)
G T T L G ( 1 0 ) = T  (1)
GO TO 1 5 3
1 5 5  I F  ( J . N B . 3 )  GO TO 1 5 6  
GTTLG ( B ) = T  (1)
GTTLG ( 9 )  = T ( 1 )
GO TO 1 5 3
1 5 6  I F  ( J . M E . 2 )  GO TO 1 5 7  
GTTLG ( 7 )  *T {1)
G T T L G ( B ) = T (1 )
GO TO 1 5 3
1 5 7  I F  | J .  H E . 1 )  GO TO 1 5 3  
GTTLG ( 7 ) = T  (1)
1 5 3  GTTLG ( J )  = 1 . 4 5 6 * G T T L G  (L)  4 5 6 * GT U G ( H )  ♦ .  2 5 1 * G T I L G ( K )  2 5 1 * G T I L G  ( IK)  




GT LG3 = GT LG1 
GTLG4=GTLG1 





G T L G 1 0 = G I T L G (2)
GTLG11=GTLG 10 
G T L G 1 2 = G 1 L G 1 0  
G T L G 1 3 *G T L G 1 0  
GTLG 1 4 =G T LG 10  
GTLG 15= GTT LG (3)
G TLG 1 6 =G T LG 1 5  
G TLG 1 7 =G T LG 1 5  
G TLG1 8 = GTLG15  
G TLG 1 9 =G T LG 1 5  
GTLG20=GTT LG (4)
G TLG 2 1 =G T LG 2 0  
G T LG 2 2 = GT L G 2 0  
G TLG 2 3 =G T LG 2 0  
G T L G 2 4 = GT L G 2 0  
G T LG 2 5 = G T I  LG (5)
G T LG 2 6 =G T LG 2 5  
G T L G 2 7 = GT L G 2 5  
G T LG 2 8 = GT L G 2 5  
G T LG 2 9 =G T LG 2 5  
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0 2 0 7
0 2 0 8
0 2 0 9
0 2 1 0
0 2 1 1
0 2 1 2
0 2 1 J
0 2 1 4
0 2 1 5
0 2 1 b
0 2 1 7
0 2 1 8 9
0 2 1 9
0 2 2 0
0 2 2 1
0 2 2 2
0 2 2 3
0 2 2 4
0 2 2 5
0 2 2 b
0 2 2 7
0 2 2 8
0 2 2 9
0 2 3 0
0 2 3 1
0 2 3 2
0 2 3 3
0 2 3 4
0 2 3 5
0 2 3 b
0 2 3 7
0 2 3 8
0 2 3 9
0 2 4 0
0 2 4 1
0 2 4 2
0 2 4 3
0 2 4 4
0 2 4 5
0 2 4 b
0 2 4 7 13
0 2 4 8
0 2 4 9 12
0 2 5 0
0 2 5 1 15
0 2 5 2
GS LG 1 3 = G S L G 1 0  
GSLG 114=0 S L G 1 0 
G S LG 1 5 = G S K LG ( 2)  
G S L G 16 = GS L G 1 5  
G S L G 1 7 = G S L G 15 
GS LG 1 8 = G S L G 1 5  
G S L G 1 9 = G S L G 15  
GSLG20=GSKLG (3)
S S = . 7 9 9 7 3 2  
DO 9 1 = 1 , 9
CALL G A U S S { I X , S S , A N , V )
GNTALG ( I ) = V
GHAG1=GNTALG (9)
GNAG2=GNAG1












GNAG15=GHTALG( 3 )  
GBAG16=GHAG15 




DO 1 1  1 = 1 , 4
J = 5 - I
L = J * 1
H * J * 2
N = J *  3
K = J * 4
LP  ( J . N B . 4 J  GO 1 0  12  
DC 13 1 1 = 5 , 6  
GBTLG ( I I )  = BBT
GO TO 1 0 1
I F  ( J .  H E . 3)  GO TO 16 
DO 1 5  J J = 5 , 7 
G B T L G { J J )  =BHI  
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0 2 9 7
0 2 9 8
0 2 9 9
0 3 0 0
0 3 0 1
0  3 0 2
0 3 0 3
0 3 0 4
0 3 0 5
0 3 0 6
0 3 0 7
0 3 0 8
0 3 0 9
0 3 1 0
0 3 1 1
0 3 1 2
0 3 1 3
0 3 1 4
0 3 1 5
0 3 1 b
0 3 1 7
0 3 1 8
0 3 1 9
0 3 2 0
0 3 2 1
0 3 2 2
0 3 2 3
0 3 2 4
0 3 2 5
0 3 2 6
0 3 2 7
0 3 2 8 2 4
0 3 2 9
0 3 3 0
0 3 3 1
0 3 3 2
0 3 3 3
0 3 3 4
0 3 3 }
0 3 3  b
0 3 3 7 28
0 3 3 8
0 3 3 9 2 7
0 3 4 0
0 3 4 1 3 2
0 3 4 2
STAG3=STAG1
STAG4=STAG1
STAGS—S TI AL G (1)
STAG6=STAG5
STAG 7 = ST AG5
STAG8=STAG5
STAG 9 = ST AG5
S T A G 1 0 = S 1 Y A L G ( 2 )
S T I G  1 = T ( 1 )
S T I G 2 = S T L G 1 
S T L G 3 = S T L G 1 
S TL G4 = ST L G 1  
S T L G 5 = S T 1 L G (1)  
S T L G 6 = S T L G 5  
S T L G 7 = S T L G 5  
S T L G 8 =S T L G 5  
S T L G 9 = ST L G 5  
S T L G 1 0 = S T Y L G (2)
S T L G 1 1 = S T L G 10  
S T L G 1 2 = S T L G 1 0  
S T L G 1 3 = S 1 L G 1 0  
S T L G 1 9 = S T L G 10 
STLG 15= STY LG (3) 
S T L G 1 6 = S T L G 1 5  
S T L G 1 7 = S T L G 1 5  
S T L G 1 8 = S T L G 15 
S T L G 1 9 = S T L G 1 5  
S TL G2 0 =S TYL G (4)
S S = . 7 7 0 6 2
DO 2 4  1 = 1 , 6
CALL GAOSS ( I X , S S , A N , V )
S E V A L G ( I ) = V
DO 2 b  1 = 1 , 4
J  = 5 - I
L = J * 1
H = J  + 2
N= J + 3
K = J + 4
I F  ( J .  HE.  4)  GO TO 2 7  
DO 2 8  1 1 = 5 , 8  
S E V L G ( I I )  =BEV 
GO TC 2 9
I P  ( J . N E . 3 )  GO TO 31 
DC 3 2  J J = 5 , 7 
S EY LG ( J J )  = BEY
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0 * 3 1  S S = . 0 1 3 8 4 9 6
0 * 3 2  0 0  3 8  1 * 1 , 2
0 * 3 3  CALL G A O S S [ I X , S S , A B , T )
0 * 3 *  3 8  B T Y A L G ( I ) = V
0 * 3 5  BTTLG ( 1 ) = - . 0 2 * T  (1J ♦ B TI AL G (2)
0 * 3 8  B T I * - . 0 2 * B l T L G : l ) » B T Y A L G p )
0 * 3 7  BTLG1=T (1)
0 * 3 8  BTLG2=BTLG1
0 * 3 9  BTLG3=BTLG1
0 * * 0  B T LG * = B T L G 1
0 * * 1  BTLG5= BTt
0 * * 2  BTLG6=BTLG5
0 * * 3  BTLG7=BTLG5
0 * * *  BTLG 8 =B TLG5
0 * * 3  BTLG9=BTLG5
0 * * 6  BTLG10=BTY LG (1)
0 * * 7  S S = . 0 6 2 9 1 7 9
0 * * 8  DC 3 9  1 = 1 , 1 3
0 4 * 9  CALL GAUSS ( I X , S S , A H , V )
0 * 3 0  3 9  B S K A L G ( I ) = V
0 * 5 1  DC * 0  1 = 1 , 1 3
0 * 5 2  J = 1 * - I
0 * 5 3  L= J *  1
0 4 5 *  n = J + 3
0 * 5 5  K = J * 4
0 * 5 6  I P  ( J , H E . 1 3 )  GO TO *1
0 * 5 7  DC * 2  1 1 = 1 4 , 1 7
0 * 5 8  * 2  BSK1G ( I I )  = STEHP
0 * 5 9  GO TO * 3
0 * 6 0  * 1  I P  ( J . M E , 1 2)  GO TO * *
0 * 6 1  DO * 5  J J = 1 * , 1 6
0 * 6 2  4 5  BSKLG J J J ) = S 1 E H P
0 * 6 3  GO TC * 3
0 * 6 *  4 4  I F  ( J , R E , 11} GO TO 1 * 6
0 * 6 5  DO 1 * 7  L I = 1 4 , 1 5
0 * 6 6  1 4 7  B S K 1 G ( L L ) = S T E H P
0 * 6 7  GO TO * 3
0 * 6 8  1 4 6  I P  ( J . B E . 1 0 )  GO TO * 3
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0 * 7 0  4 3  B S K L G { 3 ) = - • 0 5 7 * B S K L G ( L ) ♦ , 3 3 1 * BS KLG( H) 3 3 1 * E S K L G ( N ) ♦ B S K A L G ( J )
0 * 7 1  40 CCNTIM1E
0 * 7 2  BS LG1 =S TE BP
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0 5 2 2 BEAG7=E£AG5
0 5 2 3 BEAG8=BEAG5
052<« BEAG9* EEAG5
0 5 2 5 BEAG 10=BEVA IG ( 2 )
0 5 2 b BEVLG [ I )  = EE V+ 4 4  . 01 9*BRELG J1) - 4 7  . 7 6 5 * B T Y  IG C1) +BEV ALG [ 1)
* ♦  . 3 4 9 * B E V A I G  (3)
0 5 2 7 I P  ( B E V L G ( I )  . I T . 1 2 . )  B E V I G ( 1) = 1 2 .
0 5 2 8 BELG1=BEV
0 5 2 9 BELG2=BELG1
0 5 3 0 BE L G 3 = BE L G 1
0 5 3 1 B E I G 4 =  B E I G 1
0 5 3 2 B £ I G5 = B E VL G (1)
0 5 3 3 S S = . 4 1 3 4 6 3
0 5 3 4 DO 4 7  1 = 1 , 7
0 5 3 5 CALL GADSS ( I 1 , S S , A H , V )
0 5 3 b 4 7 B HT AL GC l ) =V
0 5 3 7 BBAG1=EHTAIG (7)
0 5 3 8 B(IAG2=BI1AG 1
0 5 3 9 BHAG3=B RAG 1
0 5 4 0 BRAG4=BHAG1
0 5 4 1 BHAG5=BRTALG [1)
0 5 4 2 DO 4 8  1 = 1 , 5
0 5 4 3 J  = 6 - 1
0 5 4 4 l = J  + 1
0 5 4 5 H = J » 2
0 5 4 b N = J * 3
0 5 4 7 K = J + 4
0 5 4 8 I K = J * 5
0 5 4  9 I J = J + 6
0 5 5 0 1 1 =  J + 7
0 5 5 1 I H = J « - 8
0 5 5 2 I F  ( J . R E . 5)  GO TO 4 9
0 5 5 3 DO 5 0  1 1 = 6 , 1 0
0 5 5 4 5 0 B f l T L G ( I I )  = BUT
0 5 5 5 GO TO 51
0 5 5 b 4 9 I P  ( J .  HE.  4)  GO TO 5 2
0 5 5 7 DO 5 3  J J = 6 , 9
0 5 5 8 5 3 B R T L G ( J J ) = B H 1
0 5 5 9 GO TC 51
0 5 b 0 5 2 I F  C J * n E . 3 )  G °  1 0  5 4
0 5 b  1 DC 5 5  L L = 6 , 8
0 5 b 2 5 5 BB TI G ( 1 I )  = BBT
l ) 5 b  3 GO TO 51
0 5 b 4 5 4 I P  ( J .  ME. 2)  GO TO 5 b
0 5 b 5 DO 5 7  R R= 6 • 7
0566
0 5 o 7
0 5 6 8
0 5 6 9
0 5 7 0
0 5 7 1
0 5 7 2
0 5 7  J
0 5 7 6
0 5 7 5
0 5 7 6
0 5 7 7
0 5 7 8
0 5 7 9
0 5 8 0
0 5 8 1
0 5 8 2
0 5 8 3
0 5 8 6
0 5 8 5
0 5 8 6
0 5 8 7
0 5 8 b
0 5 8 9
0 5 9 0
0 5 9 1
0 5 9 2
0 5 9 3
0 5 9 6
0 5 9 5
0 5 9 6
0 5 9 7
0 5 9 8
0 5 9 9
0 6 0 0
0 6 0 1





5 7  B l f U G i n e )  “ BBT 
GC TC 51 
5 6  I P  ( J . N E . 1 )  GO TO 51  
B R T L G ( 6 ) =BNT
5 1  BBT LG ( J )  = - .  3 5 6 *  BNTLG(L)  * . 9 3 1 * 8 8 1 1 , 0 1 8 )  ♦ .  7 9 6 * B 8 T L G  (H) -  . 0 5 * B B T L G  JK) 
* - . 3 2 1*BNTLG ( I K ) * 3 . 5 1 5 *  BSKLG ( K ) -  1 . 7 8 6 * B S K L G ( I K ) - 1 . 7 2 9 * B S K L G ( 1 J )
* -  1 . 3 0 6 * B S K L G ( I L ) * 1 , 3 0 6 * B S K L G ( 1 8 ) ♦ BBTALG ( J ) * . 8 6 6 * B N T AL G (L )
I P  ( B H T L G ( J )  . L T . 7 7 . )  B 8 T L G ( J ) = 7 7 .
I F  (BHTLG ( J ) . G T . 6 3 2 . )  t B T L G ( J )  = 5 . * B N T  











BNLG1 1 = B 8 L G 10 
BRLG 1 2 =B B LG 1 0  
B B I G 1 3 = B R L G 1 0  
BNLG 16 =BNLG10 
BBLG 15= BOTLG (3)
BNLG 1 6 = B B L G15 
BNLG 17=BH1G 15 
B 0 L G 1 8 = E B L G 1 5  
B HLG1 9=B N LG 15 
B R LG 2 0 =B RT IG  (6)
B R LG 2 1= B BL G2 0  
B 0 LG 2 2=B 0 LG 2  0 
BHLG23= B0 LG2 0  
BHLG2 6=BO LG2 0 
B E I G 2 5 = B B T L G (5)
H R I T E  ( 6 , 2 0 0 1 )
2 0 0 1  PORNAT.  ( •  1* , 2 X , ' T 1 N B ' , 6 X , * T A I B '  , 5 X , , B T E B P, , 5 X , , S TB H P * )
1 0 2 0  CONTINUE
BEAD EXPEBIRBNTAL CO N DI TI ON S
BEAD ( 5 , 2 9 9 )  T A I H , V , R B . B O B K , I N T  



















0 6 2 1
0622
0 6 2 3














0 e 3 8
2 9 9  FORMAT ( 4 P 5  . 2 , 1 2 )
10 I F  [ N C R K - B € . 5) 1 0 4 , 1 0 4 , 1 0 5
104 W C R MO . O  
GO TO 1 0 6
1 0 5  WORK* ( W O R K - 6 6 . 5 ) * 0 . 7 8
106  CONTINUE
DO 2 0 2  1 = 1 , 6
H ( I )  = ;HR { I )  ♦ 3 . 1  6*HC ( I )  * V * * 0 . 5 )  *  S ( I )
2 0 2  CCNTINUE 
I = T A I R / 5
P AI R  = R H * ( P  U ) +  CP C I * 1)  - E  C l ) ) * [ T A I R - 5 * I ) / 5 .  0)
C
C EST ABL ISH THEBMCRECEPTOR OUTPUT 
C
3 0 1  CONTINUE
DO 3 0 2  H=1 , 2 5  
WARM (N) =  Q.
CCLD (N) = 0 .
ERROR JN) =T (N) - T S E T  IN) ♦ EATB( N) * F ( H )
I F  ( E R RO R ( N ) )  3 0 3 , 3 0 2 , 3 0 4
3 0 3  CCLD (N) =  - E B FC B ( N )
GO TO 3 0 2
3 0 4  HARR (N) = EBECB (N)
3 0 2  CONTINUE
C
C INTEGRATE PEBIPHBBAL AEPERENTS
C
WAR«S=0.
C O L D S = 0 ,
DO 3 0 5  1 = 1 , 6  
K = 4 * I
w a r b s = w a b h s * w a r h ;k ) * s k i n r  [i>
C O L D S * C O L D S + CO L D( K ) * S K 1 N B ( I )
3 0 5  CONTINUE
C
C DETERMINE EFFERENT OUTFLOW
C
D I L A T = C D I L * E B B O B ( 1 ) ♦ S D I L * ( WARMS-COLDS)♦ ED1L*WARM( 1 ) *W ARM S
S T B I C = - C C O N * E R B O R ( 1 ) - S C O N * ( WA BH S -C O L D S) * PC C N* C O L D( 1 ) *COLDS
I P  ( D I I A T  • LT.  0 . 0 )  D I L A T = 0 . 0
I P  ( ST R I C  . L T .  0 . 0 )  S T R I C = 0 . 0
I P  (DILAT . G T .  1 6 8 . 0 )  D I L A T = 1 6 8 . 0
I P  I S T B I C  . G T .  1 6 8 . 0 )  S T B I C = 1 6 8 . 0
S S = 1 . 2 4 1 6 6
CALL G A U S S ( I 1 , S S , A R , V )
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0 8 6 2 Bf l LG1 1= BH L G1 0
0 8 8 3 BHLG10=BBLG9
0 8 6 8 BflLG9=BHLG 6
0 8 b 5 BHLG8=BMLG7
0 8 6 6 BBLG7=Bt1LG6
0 8 6 7 BBLG6=BHLG5
0 8 b 8 B HL G5 = BB IG 8
0 8 6 0 BBLU8=BflLG3
0 8 7 0 B B LG 3 =B BI G2
0 8 7 1 BHLG2=B!1LG1
0 8 7 2 B B I G 1= BET
0 8 7 3 BBAGb=BBAG8
0 8 7 8 B HAG8= B BAG3
0 8 7 5 BBAG 3 - B  BAG 2
0 d 7 b BBAG2=BBAG1
0 8 7 7 BBAG1=BBTV
0 8 7 8 B S L G 8 0 = BS L G 3 9
0 8 7 9 B S L G J 9 = B S L G 3 8
0 8 8 0 B S L G 3 8 = B S L G 3 7
0 8 8 1 B S L G J 7 = B S L G 3 b
0 8 8 2 B S L G3 6 = B S L G 3 5
0 8 8 3 B S L G 3 b = B S L G 3 8
0 8 8 8 B S L G 38 = BS L G3 3
0 8 8 5 B S L G 3 3 = B S L G 3 2
0 8 8 6 B S L G 3 2 =E S L G 3 1
0 3 8 7 B S L G 3 1 = B S L G 3 0
0 8 8 8 B S L G3 0 = B S L G 2 9
0 8 8 9 B S L G2 9 =B S L G 2B
0 8 9 0 BS LG2 B= BSLG2 7
0 d 9 1 B S L G 2 7 - B S L G 2 6
0 8 9 2 BSLG2 6 = BSLG2 5
0 8 9 3 B S L G 2 5 = B S L G 2 8
0 8 9 8 8 S L G 2 4 = B S L G 2 3
0 8 9 5 B S L G 2 3 = B S L G 2 2
0 8 9 6 B S L G 2 2 = BS L G 2 1
0 8 9 7 B S L G 2 1 = B S L G 2 0
0 8 9 8 B S L G 2 0 = E S L G 1 9
0 8 9 9 BSLG 1 9 = B S L G 1 fi
0 9 0 0 B S L G 1 8 = 8 S L G 1 7
0 9 0 1 B S L G 1 7 = B S L G 1 6
0 9 0 2 B S L G 1 6 = B S L G 1 5
0 9 0 3 BSLG 1 5 =B S L G 18
0 9 0 8 BS LG 18= BS LG 13
0 9 0 5 B S L G 1 3 = B S L G 12
0 9 0 6 BS L G1 2 = E S L G 1 1
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1 0 2 8  E » = E » / S A
1 0 2 9  H P = H F / S A
1 0 3 0  HPLOW=HFLON/SA
1 0 3 1  C O H O = [ H P - ; E  (1)  + E  [ 5 ) )  / S A - H P L O N )  /  |T £25)  - T S )  
C
C BEGINNING OF OUTPUT 
C
1 0 3 2  WRITE ( 6 . 2 0 0 0 )  I T I R E , T A I R , T ( 5 )  , T S
1 0 3 3  2 0 0 0  FORNAT ; I 5 , 6 X , F 5 . 2 , 2 ( 3 1  , P 7 . 2 ) )
1 0 3 4  J T I H B = J T 1 H E * I N T
1 0 3 5  I F  ( J T I R E - 3 0 )  3  0 1 , 2 0 0 5 , 2 0  05
1 0 3 o  2 0 0 5  J T I H E = 0
1 0 3 7  I F  ( I T I H E - 2 4 0 )  1 0 2 0 , 3 0 0 0 ,  3 0 0 0
1 0 3 8  3 0 0 0  STOP
1 0 3 9  END
0 0 0 1  SUBROUTINE G A U S S ( 1 1 , S S  , AH, V)
0 0 0 2  A = 0 . 0
0 0 0 3  DO 5 0  1 = 1 , 1 2
0 0 0 4  CALL RANDU ( I I , I T , I )
0 0 0 5  I X = I Y
0 0 0 6  5 0  A=A*Y
0 0 0 7  9 =  ( A - 6 . 0 ) * S S * A R
0 0 0 8  RETURN
0 0 0 9  END
0 0 0 1  SUBROUTINE RANDU ( 1 1 , 1 1 , IFL)
0 0 0 2  I T = I X * 6 5 5 3 9
0 0 0 3  I F  ( I Y )  5 , 6 , 6
0 0 0 4  5  I Y = I Y * 2 1 4 7 4 £ 3 6 4 7 * 1
0 0 0 5  6  Y F I = I Y
0 0 0 b  Y F L = Y F L * . 4 6 5 6 6 1 3 E - 9
0 0 0 7  RETURN
0 0 0 8  END
0 0 0 0 2 5 9 0
0 0 0 0 2 6 0 0
0 0 0 0 2 6 1 0
0 0 0 0 2 6 2 0
OOOU2b30
0 0 0 0 2 6 4 0
0 0 0 0 2 6 5 0
0 0 0 0 2 6 6 0
0 0 0 0 2 b 7 0
0 0 0 0 2 8 1 0
0 0 0 0 2 8 2 0
0 0 0 0 2 8 3 0
0 0 0 0 2 8 4 0
0 0 0 0 2 9 3 0




EXPANDED FORM OF THE MODELS FOR BOTH OUTPUT AND INPUT SERIES FOR THREE RANGES OF AIR TEMPERATURE AND DIFFERENT WATER TEMPERATURES
224
225
T A B L E  D - 1
EXPANDED UNIVARIATE MODEL OF INPUT VARIABLESFOR AIR TEMPERATURES GREATER THAN 25°C
Rectal
(l-.964B)(l-B)Rectalt = (l-.655)at
Rectalt = 1.964Rectalt_^ - .964Rectalt_2 + a - .655at_^
Tympanic
(1-.456B - .251B^)(l-B)Tympanic = a^
Tympanict = 1.456Tympanict_^ - .456Tympanict_2
+ .251Tympanict_^ - .251Tympanict_g + at
Skin
(1-.218B - .268B2)(l-B)Skint = .0127 + at
Skin^ = .0127 + 1.218Skint_^ + .05Skint_2 ~ .268Skint_2 + a^
226
T A B L E  D - 2
EXPANDED MODELS OF EVAPORATIVE HEAT LOSS FORAIR TEMPERATURES GREATER THAN 25°C
Univariate Model
(l-B)EVAPt = .44 + (l-.246B)at 
EVAPt = .44 + EVAPt_1 + at - •246at_1
Transfer Function Model
(l-B)EVAPt = 39.771(l-B)Tympanict_1 + (l-.33B)at 
EVAPt = EVAPt_1 + 39.771Tympanict-1 - 39.771Tympanict_2
227
TA B L E  D - 3
EXPANDED MODELS OF METABOLIC HEAT PRODUCTIONFOR AIR TEMPERATURES GREATER THAN 25°C
Univariate Model
(l-B)METt = -.076 + (l-.337B)at
METt = -.076 + METt_1 + &t - .337at
Transfer Function Model
= J I O T I  0-B)Rectalt - (l-B)SkiDt
(1+.35B) at
METt =-.652METt_1 + .307METt_2 + . 709METt_3 + .136METt_/( 
+ 6.804Rectalt - 1.259Rectalt_^ - 4.436Rectalt_2 
- 1.107Rectalt_g - 2.599Skint - .486Skint_̂
+ 2.323Skint_2 + .762Skint_3 + at + 1.302at_1 
+ .149at_2 - .312at_3 - .093at_^
228
T A B L E  D - 4
EXPANDED UNIVARIATE MODEL OF INPUT VARIABLES FOR AIRTEMPERATURES LESS THAN 20°C
Rectal
(l-.265B)(l-B)Rectalt = -.008 + at
Rectal̂ . = -.008 + 1.265Rectalt_^ - .265Rectalt_2 +
Tympanic
(l-B)Tympanict = -.011 + (1+.182B + .223B2) at
Tympanict = -.011 + Tympanict_^ + at + .182 at_̂  
+ .223 at.2
Skin
(l-B)Skint = -.141 + (1+.344B2 + .297B3) at
Skin^ = -.141 + Skin^_^ + a^ + .344a^_2 + .297
229
TA B L E  D - 5
EXPANDED MODELS OF EVAPORATIVE HEAT LOSS FOR AIR 
TEMPERATURES LESS THAN 20°C
Univariate Model
(1+.253B + .312B2)(l-B)EVAPt = at
EVAPt = .7A7EVAPt_1 - .059EVAPt_2 + .312EVAPt_3 + at
Transfer Function Model
(l-B)EVAP. = n ‘80S—  (l-BjTympanic. , + ------ ------ 5—  a.
1 (1+.842B) (1+.211B+.379B )
EVAPt = -.053EVAPt_1 + .496EVAPt_2 + ,237EVAPt_3
+ .31SEVAPt_^ + 11.809Tympanict_̂
- 9.317Tympanict_2 + 1.984Tympanict_3
- 4.476Tympanict_^ + a^ + .842
230
T A B L E  D - 6
EXPANDED MODELS OF METABOLIC HEAT PRODUCTIONFOR AIR TEMPERATURES LESS THAN 20°C
Univariate Model
(l-B)METt = (l-.614B)at
METt = MET ^  + at - .614a ^
Transfer Function Model
No transfer function model could be found for this controller 
response in this air temperature range.
231
T A B L E  D - 7
EXPANDED UNIVARIATE MODEL OF INPUT VARIABLESFOR AIR TEMPERATURES BETWEEN 20-25°C
Rectal
(l-B)Rectalt = -.017 + (l+.A98B4)at
Rectal. = - £17+Rectal. , + a. + .A98a«. , t t-1 t t-4
Tympanic
(l-B)Tympanict = -.02 + a^
Tympanict = -.02 + Tympanict_^ + afc
Skin
(l-.331B3)(l-B)Skint = -.057 + at
Skint = -.057 + Skint_̂  + .331Skint_2 “ .331Skint_^ + a^
232
TA B L E  D - 8
EXPANDED MODELS OF EVAPORATIVE HEAT LOSSFOR AIR TEMPERATURES BETWEEN 20-25°C
Univariate Model
(l-B)EVAPt = (l-.253B2)at
EVAPt = EVAPt.1 + at - .253at_2
Transfer Function Model
(l-B)EVAPt = 44.019Rectalt - 47.765Tympanict 
+ (1 + .349B2)at 
EVAP^ = EVAPt_^ + 44.019Rectalt - 47.765Tympanict 
+ at + .349at_2
233
T A B L E  D - 9
EXPANDED MODELS OF METABOLIC HEAT PRODUCTIONFOR AIR TEMPERATURES BETWEEN 20-25°C
Univariate Model
(l+.432B)(l-B)METt = -.237 + (l-.529B)at 
METt = -.237 + .568METt_1 + .432METt_2 
+ at - .529at_1
Transfer Function Model
(l-B)MET = -•515. (l-B)Skin , + ------- -̂--- =- a.
t (1+.864B) (1+.492B-.371B ) t
MET. = -. 356MET . + .931MET* 0 + .796MET* 0 - .05MET„ , t t-1 t-2 t-3 t-4
-.321METt_5 + 3.515Skint_4 - 1.786Skint_5
-1.729Skin. , - 1.304Skin«. , + 1.304Skin„ 0 t-o t-/ t-o
+ a^ + .864at_^
234
TA B L E  D - 1 0
EXPANDED UNIVARIATE MODEL OF INPUT VARIABLES
FOR DIFFERENT WATER TEMPERATURES
Rectal
(l-.817B)(l-B)Rectalt = at
Rectalt = 1.817Rectalt_j - .817Rectalt_2 + at
Tympanic
(l-.465B2-.499B3)(l-B)Tympanict =-.004 + at
Tympanict =-.004 + Tympanict_^ + .465Tympanict_2
+ .034Tympanict_2 + •499Tympanict_^ + a^
Skin
(l-.415B)(l-B)Skint = -.027 + at
Skint = -.027 + 1.415Skint_j - .415Skint_2 + at
T A B L E  D - l l
EXPANDED MODEL OF METABOLIC HEAT PRODUCTION 
FOR DIFFERENT WATER TEMPERATURES
Univariate Model
(l-B)METt = 2.235 + (l+.339B)at
METt = 2.235 + M E T ^  + at + .339 at-1
Transfer Function Model
(l-B)METt = (-50.129 + 38.386B2)(l-B)Rectalt
- 20.801(l-B)Skin , + a
W  (1-.427B ) 1
METt = METt_1 + .427METt_4 - ,427METt_5
- 50.129Rectalt + 50.129Rectalt_^ + 38.386Rectalt_2
- 38.386Rectalt_2 + 21.405Rectalt_4 - 21.405Rectalt_̂
- 16.39Rectalt_^ + 16.39Rectalt_̂
- 20.801Skint_2 + 20.801Skint_2 + 8.88Skint_^
- 8.88Skint_^ + afc + .582at_g
APPENDIX E
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0 23 48 68 88 188 128 148 168 188 288 228 248
TIME
F i g u r e  E - l .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 9 . 1  -  1 7 . 4  -  2 9 . 4 ° C
( *  P r e d i c t e d ,  -  E x p e r i m e n t a l ) 237
38.9
38.6
3 8 .3 -
36.7
35.4
i | i n iiiim iWHiwf|»in m ii| iiiiiii i i | iiiiiiiin i iiiinm wiin im >»tni HniriiitHn m in n n iiiiiiim tin iii»fr  
9 28 48 68 88 188 128 148 188 168 288 228 248
T2ME
F i g u r e  E - 2 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 9 . 1  -  1 7 . 4  -  2 9 . 4 ° C
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B 28 48 68 88 188 128 148 168 188 288 228 248
TIME
F i g u r e  E - 3 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  1 7 . 9  -  4 2 . 7  -  1 8 . 3 ° C
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8 28 48 68 88 188 128 140 168 188 288 228 248
TOC
F i g u r e  E - 4 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  1 7 . 9  -  4 2 . 7  -  1 8 . 3 ° C





|rm iMH|iiiinin)iiwiiiiiywiinii«|ii»iiiim iinnmj»iimiii|m m t m »winiw|Hniiimmiiiin|iiii»nii|'
8 28 48 88 88 188 128 148 188 188 288 228 248
TIME
F i g u r e  E - 5 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s  V e r s u s
T i m e  f o r  A i r  T e m p e r a t u r e s  4 2 . 8  -  1 7 . 7  -  4 3 . 2 ° C









* A *  ***
0 20 40 60 80 100 120 140 180 180 288 220 240
T3HE
F i g u r e  E - 6 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  4 2 . 8  -  1 7 . 7  -  4 3 . 2 ° C
( *  P r e d i c t e d ,  -  E x p e r i m e n t a l )
242
39
im iiin n m m iminniim n w m iHHtim iiiiinHHiiiiHiiniiiHiiHniiHHHiHiMiiim iiHimminim iiH* 
8 29 40 69 88 188 128 148 169 188 288 228 248
TIME
F i g u r e  E - 6 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 1  -  4 7 . 8  -  2 8 . 3 ° C
( *  P r e d i c t e d ,  -  E x p e r i m e n t a l ) 243
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F i g u r e  E - 8 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 1  -  4 7 . 8  -  2 8 . 3 ° C
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0 28 40 00 88 188 128 140 160 188 280 228 240
T2ME
F i g u r e  E - 9 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 2 ° C




33.8 liiiiiiiiiliiiiiiinHiimiiHinnin m ifniimiiiim iHiiiiniMlinwuiniiinrHnniii m m iHiiiin m im in 1
8 28 48 38 33 138 128 148 138 188 288 228 248
TIME
F i g u r e  E - 1 0 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 2 ° C
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0 28 48 88 88 188 128 148 188 188 288 228 248
TJHE
F i g u r e  E - 1 1 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 7 . 8  -  3 3 . 3  -  2 8 . 0 ° C
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TZMC
F i g u r e  E - 1 2 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 7 . 8  -  3 3 . 3  -  2 8 . 0 ° C
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0 28 48 60 68 (80 120 140 160 ISO 288 220 240
TIME
F i g u r e  E - 1 3 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 5  -  3 7 . 5  -  2 8 . 5 ° C
( *  P r e d i c t e d ,  -  E x p e r i m e n t a l )
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mwim m in m n m im m m im m n m in n m im in n n n n n iim u inwiim in iim iin |» i »win|»iiim ii|
0 28 <48 88 88 188 128 140 168 188 288 228 248
T O C
F i g u r e  E - 1 5 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 0  -  4 2 . 5  -  2 8 . 1 ° C
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8 28 48 88
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88 188 128 148 108 188 288 228 248
TIME
F i g u r e  E - 1 6 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 8 . 0  -  4 2 . 9  -  2 8 . 1 ° C
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0 28 40 60 68 100 120 140 160 180 200 220 240
TIME
F i g u r e  E - 1 7 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 2 . 3  -  4 3 . 5  -  2 2 . 6 ° C
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t s c
F i g u r e  E - 1 8 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  2 2 . 3  -  4 3 . 5  -  2 2 . 6 ° C
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8 10 20 38 40 60 68
T D C
F i g u r e  E - 1 9 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  1 7 . 7 ° C









  * .
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0 10 20 30 40 56 68 70 68 90 100 110 120
TIME
F i g u r e  E - 2 0 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  1 7 . 7 ° C
( *  P r e d i c t e d ,  -  E x p e r i m e n t a l )
256
2 0 'liiiH i iiilii'iiiiiniiiiiiiiiiiii n in iiiiiinim i im i i i i ii n M r
0 6 10 15 2 0 2 6 9 0 9 5 4 0 4 6  60 56 60 06
TIME
F i g u r e  E - 2 1 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  S k i n  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  1 3 . 0 ° C






0 6 10 16 2 0 2 6 3 8 3 6 4 0 4 6  60 66 60 66
TIME
F i g u r e  E - 2 2 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s
V e r s u s  T i m e  f o r  A i r  T e m p e r a t u r e s  1 3 . 0 ° C
( *  P r e d i c t e d ,  -  E x p e r i m e n t a l )
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APPENDIX F
CHANGES IN MONTGOMERY'S SIMULATION MODEL
259
260
Changes made to Montgomery's model are identical to those 
made to Stolwijk's model. Variable names are analogous to those 
listed in Appendix C except the first letter in the terms describing 
the models is changed to "W," i.e., WMALG is the lagged random shock 
for metabolic heat production model.
Lines 53-282 in the program compute the initial values for 
inputs skin, rectal, tympanic temperatures, and output metabolic heat 
production. The lagged values for these models are also computed in 
these lines. Lines 317 and 319 calculate the metabolic heat 
production in water temperatures.
In lines 340-569 upper and lower limits are set for the 
controller functions and the lagged values of the inputs and output 
models are computed. The controller responses are allocated to the 
appropriate segments of body in lines 585, 588, 591 , and 594. The 
remainder of the program is left unchanged except for the subroutine 
programs described in Appendix C which were added to the model in 
order to compute the random shock terms for the models. The listing 





O O b O
O O b l
0 0 b 2
O O b J
0059
0 0 b 5
0 0 b 6
0057
O O b O
0 0 b 9












































DO 1112 1=1,60 
1112 BMET=BHET+QD(I)
DO 222 1=1,9 
CALL GAUSS(IX,SS,AH,V)
222 WHALG(I)=V
INITIAL VALUES F02 THE MODEL
WHAG1=WMALG (1)
WHAG2=UHAG1 







H HAG 10=W HALG (2)
WHAG11=HHAG 10 
UHAG12=WHAG 10 
H HAG 13=WHAG 10 
HNAG19=WHAG10 
W HAG 1 b= II HAG 10 
WHAG16=WHAG 10 












0091 WHAG29= W'H AG 20
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0 1 8 1 2KI>G39=BHEC
0 1 8 2 HRLG90=BREC
0 1 8 3 WRLG9 1 =DRKC
0 1 8 9 URLG42- BREC
0 1 8 5 HKLG9J=UREC
0 1 8 6 HRLG94=BHEC
0 1 8 7 U«LG95=BHEC
0 1 8 8 VRLG9b=3REC
0 1 8 8 WRLG9/=BHEC
0 1 8 0 WULG48=BHKC
0 1 9 1 WGLG49 = BiIEC
0 1 9 2 WRLG50=BREC
0 1 9 3 WBLG51=B«EC
0 1 9 9 WRLG52=3REC
0 1 9 5 « RLG53=BHEC
0 1 9 6 RRLG59=BREC
0 1 97 HRLG55=BUEC
0 1 9 8 WRLG56=BREC
0 1 9 9 URLG57=BREC
0 2 0 0 «RLG5H=BREC
0 2 0 1 HRLG59=BREC
0 2 0 2 WRLG60=BREC
0 2 0 3 HRLGb1=r>RtC
0 2 0 9 WRLG62=BREC
0 2 0 5 M1(I.G63=BREC
0 2 0 6 WRLG69=BREC
0 2 0 7 WRLG65=BREC
0 2 0 8 W S LG66=  B REC
0 2 0 9 HRLG67=BREC
0 2 1 0 WKLG6B=BREC
0 2 1 1 W8LG69=BREC
0 2 1 2 HRLG70=3RFC
0 2 1 3 •ISEG1=STEMP
0 2 1 9 WSLG2=ST2HP
0 2 1 5 HSLG3=STEr tP
0 2 1 6 HSLG9=S TEBP
0 2 1 7 WSLG5=STEHP
0 2 1 8 »SLG6=STEf*P
0 2 1 9 9S LG 7 =S TEH P
0 2 2 0 VSLG8=STEHP
0 2 2 1 HSLG9=STEHP
0 2 2 2 HSLG10=STE. '1P
0 2 2 3 KS LG 1 1 =ST EB P
0 2 2 9 WSLG12=STEHP
0 2 2 5 WSLG 13 = STEi1P
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0 2 4 b WSLG34=STEMP
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0 2 5 5 HSLG 4 3 =ST Ef lP
0  2 5 6 H3 L G4 4 =S T E NP
0 2 5 7 8 S L G 4 5 = S T E f l P
0 2 5 8 VSLG46=STKI ]P
0 2 5 9 WSLG4 7=S TE f l P
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G O c G G G G G G G G G G G G C G G G c G G G G G G G G G G G G G G
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0318 HET=WHLG 10*.427*WNLG4 0-.4 27*WMLGbO-bO.129*T (11) + 50. 129*»HLG 10
* + 3d. 386*WRLG20-3d.38b*WRLG30+21.405*«HLG40-21. 40b*WHLG50 
*-16. 39*WRLG60H6. 39*WELG70-20.801*WSLG20*20.80 1*WSLG30 
*♦8. 8d*WSLG60-B.88*WSLG VO* V*.582*WMAG30 
0 318 DO 302 N=1,61
0320 WARM(N)=0.0
0321 COLD(N) =0. 0
0322 IF (F (N) ) 310,311,311
0323 311 F(N)=0.0
0324 310 CUNTLN'JE
032b ERROR (3) =T (N)-TSLT (N) + H AT E (N) *F (II)
0326 I F (ERROR(N)) J03,302,304
0 327 303 COLD (3) =-F.RROU (N)
0 3 2 8  GO TO 302
0328 304 WARM (H) =r.REOR (N)
0330 302 CONTINUE.
0331 WAKMS=0.0
0 332 COL Do = 0.0
0333 DO 30b 1=1,6
0334 K=10*I
0 33b WARMS=UARM3+V!AKH (K) *SK1NR (1)
0336 COLDS=COLD5+COLD(K)*SKINR(I)
0337 30b CONTINUE
0338 D1LAT=CDIL*ERROR(1)+SD1L* (WARMS-COLOS)♦PDIL*WARM (1)*WARMS
033‘J STEIC=—CCOH*ERROR (1)-SCON* (K ARM S-COLDS) +PCON*COLD { 1) *COLD5
0340 IF (DILAT .LT. 0.0) DILAT=0-0 00005390
0341 IF (STRIC .LT. 0.0) STRIC=0.0 0000b400
0342 IF (DILAT .GT. 168.0) DILAT=168.0 0000b410
0343 IF (STRIC .GT. 168.0) STRIC=168.0 0000b420
0344 IF (MET .LT. 77.) MET=77. 0000b430
034b IF (MET .GT. 407.) MBT=S.*DMET 00006440
0346 312 CONTINUE
0347 DTIME=DTIME+DT*60.0 0000b4b0




0352 W MAG20= WHAG27
0353 WrtAG27=WMAG26






0360 W MAG20=W HAG 19
2 67
0 3 6  1 UHAG19=WHAG18
0 3 6 2 WKAG1H=HHAG17
0 3 6 3 WHAG 17=WHAG16
0 3 6 4 WHAGlb=VHAG15
0 3 6 6 WHAG 16=WHAG14
0 3 6 6 WHAG14=H HAG 13
0 3 6 7 WHAG13=WHAG12
0 3 6 8 HHAG12=WHAG11
0 3 6 ‘J WHAG 1 1=WHAG10
0 3 7 0 WHAG10=WHAG9
0 3 71 UHAG9=WHAG8
0 3 7 2 WHAG8=KHAG7
0 3 7 3 WHAG7=WHAG6
0 3 7 4 VHAG6=WHAG5
0 3 7 5 UHAG6=WHAG4
0 3 7 6 WHAG4=WHAG3
0 3 7 7 WHAG3=WHAG2
0 3 7 8 WHAG2=VHAG1
0 3 7 9 MBA G 1 = V
0 3 8 0 WHLG50=UHLG49
0 3 8 1 WHLG49=WHLG48
0 3 8 2 WHLG4 8 = WHLG47
0 3 8 3 WHLG47=WHLG46
0 3 8 4 WHLG4b=WHLG46
0 3 8 5 WHLG45=WHLG44
0 3 8 6 WHLG44=KHLG43
0 3 8 7 WHLG43=WHLG42
0 3 8 8 WHLG42=WHLG41
0 3 8 9 WHLG41=WHLG40
0 3 9 0 WHLG40=WHLG39
0 3 9 1 WHLG39=i«HLGJ8
0 3 9 2 W HLG30= WHLG37
0 3 9 3 UHLG37=WHLG36
0 3 9 4 UHLG36 = WHLG 35
0 3 9 5 HHLG35=WHLG34
0 3 9 6 WHLG34=WHLG33
0 3 9 7 WHLG3 3 = 4 HLG 32
0 3 9 8 HHLG32=WHLG31
0 3 9 9 U HLG31=WMLG 30
0 4 0 0 WHLG30=WHLG29
0 4 0 1 WHLG29=WHLG28
0 4 0 2 WHLG2B=WKLG27
0 4 0 3 UHLG27=WHLG2b
0 4 0 4 WHLG2 6 = WHLG2 5
0 4 0 5 WHLG26=WHLG24
0 4 0 6 UHLG24=WHLG23
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0 9 5 9 WRLG9b=WRLG95
0<I55 WKLG95=WRLG99
0 9 5 6 WRLG99=WRLG93
0 9 5 7 R11LG93=W'RLG92
0 9 5 8 UHLG92=WRLG91
0 « 5 9 WRLG91=WHLG90
0 9 6 0 WhLG90=WRLG39
0 9b1 WRLU39=VRLG38
0 9 6 2 WRLG38=WRLG3 7
0 9 6 3 WRLG37=WRLG36
0 9 6 9 NELG36=WRLGJ 5
0 9 6 5 U KLG35=W RLG39
0 9 6 6 WRLG39=WRLG 33
0 9 6 7 WRLG33=HRLG3 2
0 9 6 0 WRLG32=WKLG31
0  9 b 9 W R L G3 1= K RLG30
0 9 7 0 WHLGJU=»HLG29
0 9 7 1 W HLG29  = W RLG28
0 9 7 2 WRLG2 8 = WRLG27
0 9 7 3 WRLG27=WRLG26
0 9 7 9 WRLG2 6 = WRLG2 5
0 9 7 5 KRLG25=W RLG29
0 9 7 6 WRLG 2 9 = WR LG 23
0  9 7 7 WRLG23=WRLG22
0 9 7 0 WRLG22=WRLG21
0 9 7 9 W R L G2 1 = WRLG20
0 9 0 0 WHLG2 0 = WRLG19
0 9 8 1 WRLG1 9 = WRLu18
0 9 8 2 WRLG18=WHLG17
0 9 8 3 W RLG17=W RLG 16
0 9 8 9 WRLG1b=WRLG 15
0 9 8 5 WRLG1 5 = WRLG 19
0 9 8 6 WRLG19 = WHLG 13
0 9 8 7 W RLG13= W RLG 12
0 9 8 8 WHLG12=WHLG 11
0 9 8 9 WRLG11=WRLG10
0 9 9 0 WRLG1 0 = WRLG9
0 9 9 1 WRLGy=WRLG8
0 9 9 2 WRLG8 = WHLG7
0 9 9 3 WKLG7=WRLG6
0 9 9 9 WHLGb=WHLG5
0 9 9 5 W RLG5=W RLG9
0 9 9 6 WRLG9 = WR LG 3
0 9 9 7 WHLG3=KHLG2
0 9 9 8 WRLG2=WRLG1
0 9 9 9 WR LG1=T{11)
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0 5  4 6 WSLG24=W5LG23
0 5 « 7 WSLG2J=WSLG22
0 5 4 8 W SL G2 2 =U S LG 2 1
0 5 4 9 KSLG21=WSLG20
0 5 5 0 WSLG20=WSLG19
0 5 5 1 WSL319=WSLG18
0 5 5 2 W S L G 1 8 = WSLG 17
0 5 5 3 W S LG 1 7 = W SLG 16
0 5 5 4 WSLG16= USLG 15
0 5 5 5 H S L G 1 5 = WSLG 14
0 5 5 6 WSLG14=WSLG 13
0 5 5 7 WSLG13=KSLG12
0 5 5 B WSLG1 2 = WSLG 11
0 5 5 9 WSLG11= WSLG 10
0 5 6 0 WSLG10=WSLG9
0 5 6 1 W3LG9=WSLGI1
0 5 6 2 WSLG8=WSLG7
0 5 6 3 WSLG /=WSLGo
0 5 6 4 KSLG6=WSLG5
0 5 6 5 WSLG5=WSLG4
0 5 6 6 WSLG4=WSLGJ
0 5 6 7 WSLG3 = WSLG2
0 5 6 8 WSLG2=WSLG1
0 5 6 9 WSLG1=STEMP
0 5 7 0 4 0 0  CONTINUE 0 0 0 0 5 5 8 0
0 5 7 1 DO 4 0 1  1 = 1 , 6 0 0 0 0 5 5 9 0
0 5 7 2 N = 1 0 * 1 — 9 0 0 0 0 5 6 0 0
0 5 7 3 Q ( N ) = Q 3 ( N ) 0 0 0 0 5 6 1 0
0 5 7 4 B F ( N ) = B F B  (N) 0 0 0 0 5 6 2 0
0 5 7 5 E (N) = 0 . 0 0 0 0 0 5 6 3 0
0 5 7 6 Q (N♦ 11 = Q B ( S + 1 ) 0 0 0 0 5 6 4 0
0 5 7 7 BF ( N + 1 ) = B F B  (N+ 1) 0 0 0 0 5 b 5 0
0 5 7 8 E (N + 1) = 0 . 0 0 0 0 0 5 6 6 0
0 5 7 9 Q (N + 2) =01) (11*2) 0 0 0 0 5 6 7 0
0 5 8 0 B F ( N+ 2 ) = B F B ( N + 2 ) 0 0 0 0 5 6 8 0
0 5 8 1 E (N + 2)  = 0 .  0 0 0 0 0 5 b 9 0
0 5 8 2 Q (N + 3) =CB (H + 3) 0 0 0 0 5 7 0 0
0 5 8 3 BP (N + J )  =BFB (N + 3) 0 0 0 0 5 7 1 0
0 5 8 4 E (N + 3 ) = 0 . 0 0 0 0 0 5 7 2 0
0 5 8 5 Q (N +4) = 0B  (N + 4) +WOKKM ( I )  *WOHKI+CHILI1 ( I )  * ( i lET-BHET) 0 0 0 0 5 7 3 0
0 5 3 6 1)F (N + 4)  =BFB (N + 4 )  + 0  (N + 4)  - g B ( N  + 4) 0 0 0 0 5 7 4 0
0 5 8 7 E (N + 4)  = 0 .  0 0 0 0 0 5 7 5 0
0 5 8 8 0  (N + 5 ) = QB( N + 5 ) + W O H K W ( I ) * W O D K I + C H X L B ( I ) * ( NET -3 H E T) 0 0 0 0 5 7 6 0
0 5 8 9 BF (N + 5)  = BF 3  (N+5)  +Q ( N+5)  - Q 3  (N+5) 0 0 0 0 5 7 7 0
0 5 9 0 E (N + 5) = 0 . 0 0 0 0 0 5 7 8 0
0 5 9 1 0 ( N + 6 ) = 0 B  (N + 6)  +WOHKM ( I )  *WOHKI+Cl i ILN ( I )  * (MET-3HET) 0 0 0 0 5 7 9 0
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0 5 9 2
0 5 9 3
0 5 9 0
0 5 9 5
0 5 9 6
0 5 9 7
0 5 9 8
0 5 9 9
0 6 0 0
0 6 0 1
0 6 0 2
0 6 0 3
0 6 0 0
0 6 0 5
0 6 0 6
0 6 0 7
0 6 0 8
0 6 0 9
0 6 1 0
0 6 1 1
0 6 1 2
0 6 1 3
0 6 1 0
0 6 1 5
BF (N+6) =BFB (N+6) *Q (N+b) -yB(N+b)
E (N + 6) =0. 0
Q (N+7)=£B (N + 7) ♦ BOR KM (I) *WORKI + CHII.M (I) * (MET-BMET)
BF (N + 7) =BFB (N + 7) + y (N + /) -QB(N+7)
E (N+7)=0.0 
Q (N+8) =QB (N + 8)
BF (N *8) =BFB (N + 8)
E (N + 8) =0. 0 
y (N *9) =QB (N+9)
C BF(N + 'J)=SK1NV(I)*DII.AT+SKINC(I)*STRIC
BF(N+y)= ((BFB (N+9) +5K1NV(I) *»IL AT) / (1. 0+SK INC (I) ♦STflIC) ) 
**2. 0** {ERKOR (N + 9)/b.O)
E (N+9) =0.0 
001 CONTINUE













0 0 0 0 5 8 0 0
0 0 0 0 5 8 1 0
0 0 0 0 5 8 2 0
0 0 0 0 5 8 3 0
0 0 0 0 5 8 0 0
0 0 0 0 5 8 5 0
0 0 0 0 5 8 6 0
0 0 0 0 5 8 7 0
0 0 0 0 5 8 8 0
0 0 0 0 5 8 9 0
0 0 0 0 5 9 0 0  
0 0 0 0 5 9 1 0  
0 0 0 0 5 9 2 U  
0 0 0 0 5 9 3 0  
0 0 0 0 5 9 4 0  
0 0 0 0 5 9 5 0  
0 0 0 0 5 9 6 0  
0 0 0 0 5 9 7 0  
0 0 0 0 5 9 8 0  
0 0 0 0 5 9 9 0  
OOOOoOUO 
OOUUbO10 
0 0 0 0 6 0 2 0  
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F i g u r e  G - 2 .  P l o t  o f  P r e d i c t e d  a n d  E x p e r i m e n t a l  R e c t a l  T e m p e r a t u r e s  V e r s u s
T i m e  i n  W a t e r  T e m p e r a t u r e  2 4 ° C
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TIME
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Figure G-8. Plot of Predicted and Experimental Rectal Temperatures Versus
Time in Water Temperature 30°C
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Figure G-9. Plot of Predicted and Experimental Skin Temperatures Versus
Time in Water Temperature 32°C







Figure G-10. Plot of Predicted and Experimental Rectal Temperatures VersusTime in Water Temperature 32°C
(* Predicted, * Experimental)
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Figure G-ll. Plot of Predicted and Experimental Skin Temperatures Versus
Time in Water Temperature 34°C
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Figure 6-12. Plot of Predicted and Experimental Rectal Temperatures Versus
Time in Water Temperature 34°C
(* Predicted, - Experimental)
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Figure G-13. Plot of Predicted and Experimental Skin Temperatures Versus
Time in Water Temperature 35°C







Figure G-14. Plot of Predicted and Experimental Rectal Temperatures Versus
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Figure G-15. Plot of Predicted and Experimental Skin Temperatures Versus
Time in Water Temperature 36°C
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Figure G-16. Plot of Predicted and Experimental Rectal Temperatures Versus
Time in Water Temperature 36°C
(* Predicted, - Experimental)
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APPENDIX H
PLOTS OF PREDICTED AND EXPERIMENTAL RECTAL TEMPERATURES VERSUS TIME FOR WET SUITED SUBJECTS (BAKER ET AL. [2] EXPERIMENTS)
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Figure H -l. Plot of Predicted and Experimental Rectal Temperatures Versus
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Figure H-2. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject B. S. Wearing "Helly-Hansen" Suit
(* Predicted, - Experimental) 293
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Figure H-3. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject T. P. Wearing "Helly-Hansen" Suit
(* Predicted, - Experimental) 294
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Figure H-4. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject M. K. Wearing "Helly-Hansen" Suit
(* Predicted, - Experimental)
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Figure H-5. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject M. H. Wearing "Helly-Hansen" Suit




3 7 .8 -
3 7 .5 -
38.8
3 8 .6 -
3 8 .3 -
l i iu i i i iH n i i i i i i ii n i i i i i iiyii iim 'u p in iin i i i i i i iMi i i'iT
88 108 128 140 160 1886040200
TIME
Figure H-6. Plot of Predicted and Experimental Rectal Temperatures Versus
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Figure H-7. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject M. 0. Wearing "Sidep" Suit
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Figure H-8. Plot of Predicted and Experimental Rectal Temperatures Versus
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Figure H-9. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject S. W. Wearing "Sidep" Suit
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Figure H-10. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject C. R. Wearing "Sidep" Suit
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Figure H-ll. Plot of Predicted and Experimental Rectal Temperatures Versus
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Figure H-12. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject S. W. Wearing "Henderson" Suit
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Figure H-13. Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject G. F. Wearing "Henderson" Suit .
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Figure H-14.
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Plot of Predicted and Experimental Rectal Temperatures Versus
Time for Subject T. W. Wearing "Henderson" Suit
(* Predicted, - Experimental)
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