Tracking the ®lling front during polymer mold ®lling can be achieved by solving the so-called``volume of¯uid'' (VOF) equation. In this paper, a method that uni®es many of the existing VOF-based schemes is introduced. Each variant of this uni®ed method requires, at each time step, the solution of a system of equations which can be nonlinear. The introduction of pseudo compressibility transforms the basic VOF equation into an equation that matches the wellknown enthalpy formulation for solid/liquid phase change. This leads to a fully explicit scheme of the governing ®lling equations that does not require the solution of a system of equations. If the pseudo compressibility is small enough, the explicit solution is close to the solution obtained with a direct solution of the incompressible VOF equation. Further, in some cases, the explicit scheme is computationally ecient in terms of CPU time and accuracy. Ó
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Introduction
The success of the use of synthetic polymers for consumer products is based, in no small part, on the widespread availability of reliable simulation tools and methodologies. Currently, part and process design engineers routinely use computer-based tools to simulate the molding process [1, 2] . This has greatly reduced the trial-and-error process and has increased the reliability of the parts produced.
One of the critical areas in simulating injection molding processes is tracking the polymer ®lling front. A knowledge of the ®lling front movement helps the mold designer avoid such defects as short shots in injection molding (IM) [3] and dry spots in resin transfer molding (RTM) [4] . A common means of determining the movement of the polymer front is to solve a model based on the so-called``volume of¯uid'' (VOF) method introduced by Hirt and Nichols [5] . The basic feature in this model is to track the evolution of a ®ll factor, F, which takes a value of F 1 in ®lled regions and a value of F 0 in empty regions. Examples of the use of this approach in numerical methods of polymer molding operations can be found in the work of Liang and Tucker [6] , Young [7] and Voller and Peng [8] . A hall mark of these various models is that, at each time step, a solution of a set of equations is required to advance the polymer front. In some cases, depending on the nature of the time integration and the problem at hand, this system can be nonlinear requiring an iterative solution.
In the context of polymer mold ®lling, two contributions are made in the paper: 1. A common scheme that uni®es the previous VOF solution methodologies is presented. 2. On the introduction of pseudo compressibility, the basic VOF equation is transformed into an equation that matches the well-known enthalpy formulation for solid/liquid phase change. This leads to a fully explicit scheme of the governing ®lling equations. n outward pointing normal on C(t) n exponent of power law viscosity model P pressure ®eld P 0 t prescribed gate pressure w.r. The introduction of an explicit scheme has a number of advantages over previous ®lling algorithms. At the top of the list, there is no need to solve a system of equations at each time step and the code implementation is straightforward. This results in an easy-to-use approach that has a high degree of modeling¯exibility, e.g., complex situations involving nonlinear temperaturedependent properties can be readily handled. Further, this technique simpli®es the iterative solution method of existing schemes thus making the algorithm compatible with the next generation architecture of supercomputer, i.e., multiple parallel processors. The downside of using the proposed explicit scheme is that, in order to match results from a conventional VOF treatment, a small pseudo compressibility factor is required. This, in turn, requires a small simulation time step to meet the stability requirement and can result in excessive computation times.
The VOF model
The ®lling stage of a polymer molding operation is shown schematically in Fig. 1 . With reference to this ®gure, the task of the ®lling simulation is to track the movement of the ®lling front Ct. The basic VOF equation is written in the conserved form as [5] 
where u is the velocity of the¯uid. Eq. (1) is valid in the entire domain. Appropriate boundary conditions are: (1) a prescribed pressure, P 0 (t), or prescribed¯ux qt u Á n at the gates (where n is the outward pointing normal), and (2) no normal¯ow, i.e., u Á n 0, elsewhere.
A simpli®cation of Eq. (1) can be made on noting that in many polymer molding operations the following relationship holds between the pressure, P, and velocity, u:
where S is a¯uidity tensor. The de®nition of S depends on the speci®c process being modeled. Examples include: 1. Isotropic porous mats in RTM where, by Darcy's law [4] ,
k is the eective permeability of the porous medium, l the¯uid viscosity, and I is the identity matrix. In addition to the relationship in Eq. (1), it is also reasonable to assume that the gradient of pressure in the un®lled regions, where F 0, is 0, i.e.,
Then, using Eq. (2) in the ®lled region and Eq. (6) in the empty region a suitable VOF equation for polymer molding is obtained
The VOF model in Eq. (7) is completed on noting that appropriate boundary conditions are
on the nongated part of the boundary of X and SrP qt or P P 0 t 9 on the gated parts. The central attraction of using Eq. (7) in the simulation of a ®lling process is that it is valid for the entire region (X f and X e ).
A uni®ed VOF method
A number of numerical methods for solving the VOF method have been presented in [3±8] . The basic elements in these solutions are essentially the same. A discrete form of Eq. (7), subject to the boundary conditions in Eqs. (8) and (9), is solved for a nodal pressure ®eld. With this pressure ®eld a combination of Eqs. (2) and (7) can be used to update the nodal ®ll factor ®eld, F. A basic demarcation between the methods is the way in which the time stepping in the discretization of Eq. (7) is handled. One group of methods [3, 4] uses an explicit time stepping. An alternative and more recent approach [8, 9] uses an implicit time stepping. The explicit time stepping schemes are subject to a Courant criterion which restricts the time step. The implicit time scheme is free of this criterion. The aim of this section is to show how both these schemes can be combined into a uni®ed scheme through the choice of the update step for the ®ll factor ®eld, F.
On a grid of nodes the discrete VOF equation is
where a Ã 's are coecients (generated by ®nite element [4] , control volume ®nite elements [9] or ®nite dierence schemes [10] ), P i is the pressure at node i, F i is the ®ll factor at node i, and the subscript nb stands for nodes in the region of support of node i. Since the absolute viscosity of the displaced¯uid (air) is generally at least three orders of magnitude less than that of the injected polymer, the supplanted air can be assumed to remain at a gauge pressure of 0 unless trapped in a bubble. Thus the conditions of the nodal regions containing the ®lling front C(t) or in un®lled regions are zero pressure, i.e.,
A time step solution of Eq. (10) is achieved with the following procedure. 1. At the start of the time step the old ®eld values P i old and F i old are known. 2. Initial guesses for the new pressure and ®ll factor ®elds are arrived on setting
3. A search of the ®ll factor ®eld is made and at every point where F i`1 X0 the coecient a i , in Eq. (10) is replaced by a i large number (10 16 is used in the current work). 4. The modi®ed system of equations
is solved. 5. Due to the large value of a i in empty (F i 0) and ®lling cells (F i`1 ), a nodal value of P i 0 is returned for all empty and partially ®lled cells. This solution meets the requirement of Eq. (11). 6. The next step is to update the ®ll factor. The update can be obtained on returning to the normal values of a i and rearranging Eq. (10) to give
Two alternative implementations of Eq. (14) can be used. 6a. In the implicit time integration scheme of Voller and Peng [8] the ®ll factor from Eq. (14) is treated as an unknown value and in an iterative fashion, steps 3±6 are repeated until convergence. At each application of Eq. (14), over®lling of a cell is avoided by resetting F i 1 at nodes where Eq. (14) predicts a value of F i b 1. 6b. Iterations can be avoided if the explicit time integration scheme of Bruschke and Advani [4] is used. In this scheme, the time required to ®ll each node's control volume is calculated from a rearrangement of Eq. (10), i.e.,
Then selection of the smallest positive number from this set ensures that a single application of Eq. (14) will not over-®ll a computational cell. The main advantage of the Bruschke and Advani [4] time explicit approach for updating the ®ll factor (step 6b above) is that no iteration in a time step is required. The over®lling of a computational cell by Eq. (14) is avoided on choosing a time step that exactly ®lls the next available cell. The downside is that if the ®lling front has a high morphology then many small time steps may be required to move the front forward. This situation can be remedied, at the experience of some mass loss, on¯agging cells with F i > 0.99 as ®lled. Unlike the time explicit method, the alternative time implicit approach (step 6a above) requires iteration in the time step. This disadvantage is o-set on noting that, in situations where material properties are only spatially dependent, the implicit solution is independent of the time step [11] . That is, after convergence of the iterations, the ®ll factor nodal ®eld predicted with one large time step of n Â Dt is identical to the ®ll factor ®eld predicted with n times steps of Dt.
An enthalpy formulation
The central diculty in solving the VOF equation (Eq. (7)) is that there is no explicit relationship between the pressure and ®ll factor ®elds. A situation that necessitates the two-step algorithm of a complete pressure solution followed by a ®ll factor update. In some respects the lack of an explicit relationship between the pressure and ®ll factor is analogous to the lack of an explicit relationship between the pressure and velocity in solving the incompressible Navier± Stokes equations. If the material being injected was compressible, then such a relationship would exist. A well-known means of solving the incompressible Navier±Stokes equations is to assume slight compressibility, thereby introducing an equation of state that leads to an explicit pressure velocity coupling in the continuity equation (see the work of Chorin [12] ). This approach should also work for the case of mold ®lling. By introduction of a pseudo compressibility factor, c Ã (Kg/ Pa m 3 ), the density at any point is given by
where q 0 is the reference density of the material at P 0, gauge. The appropriate de®nition of F in this equation is a Heaviside step function, which has a value of unity if the point is full of¯uid and 0 otherwise. Dividing through by the reference density, q 0 , we get a new dimensionless variable G that explicitly couples the ®ll factor F and pressure P d dt
That is, the dimensionless mass in the control volume is determined by the dimensionless mass ux through the surface. R f and R e are the portions of the control surface covered by injection material and still empty, respectively. By utilizing Eqs. (2) and (17) we get (21) and retain the eects of compressibility only where necessary to couple the equation.
Further, examining the condition on the front boundary, following Chen et al. [13] , we note that
thus, we can further simplify Eq. (21) and get
Application of Leibnitz's and Gauss' theorems yields oG ot r Á SrP Y 24
which in the limit of c 3 0 will reduce to standard VOF form, Eq. (7). In addition to the above analysis, it is also noted that rearrangement of Eq. (17) provides an explicit relationship between the pressure, P, and ®ll factor,
and
In essence, Eq. (25) states that at points in the domain which are empty or ®lling, P is ®xed at the gauge pressure of 0.
Eq. (24) along with the condition in Eqs. (17) and (25) is identical in form to the enthalpy formulation of a one-phase melting problem [14, 15] , i.e., oH ot r Á KrT Y 27
where the enthalpy H is related to the temperature, T, through the relationship
C p is the constant speci®c heat, g the liquid fraction and L is the latent heat. K in Eq. (27) is thermal conductivity The analogy between Eqs. (27) and (24) can be made exact by replacing variables between the two equations as listed in Table 1 .
An extensive range of numerical techniques have been developed to solve the enthalpy formulation, see [16] ; this suggests that adaptation of these melting schemes could be used for ®lling problems. Indeed, the implicit VOF method of Voller and Peng [8] , outlined above, is simply the melting enthalpy method proposed by Swaminathan and Voller [17] implemented in the limit c 3 0.
An explicit enthalpy ®lling scheme
The simplest enthalpy melting scheme is an explicit time integration scheme. This can be applied to the enthalpy ®lling equations, Eqs. (17) and (24), using the following steps: 1. At each time step the old pressure, ®ll factor and G ®eld are known.
The new G ®eld is established from an explicit time integration of Eq. (24)
3. Following the solution of Eq. (29) new values of P are obtained from the discretized relationship in Eq. (17), i.e.,
4. This completes the calculation in the time step. The major advantage of this explicit scheme is that no system of equations needs to be solved and secondly, due to its explicit nature, nonlinearity can be readily handled. The major disadvantage is that the simulation time step may need to be small, e.g., in a one-dimensional problem, solved on a uniform grid, the time step needs to satisfy the condition
where d is the grid spacing. The eect of this restriction is reduced if the value of c is large. In order, however, to obtain ®lling predictions close to those obtained with the conventional incompressible VOF method one might expect to use relatively small values of c. Hence, in using the explicit enthalpy ®lling scheme, the critical adjustment is to make c large enough to maintain reasonable time steps and yet small enough to retain accuracy. In the next section the eect of the choice of c on the eciency and accuracy of ®lling calculations is investigated. In a subsequent section it is shown how the enthalpy ®lling algorithm can be modi®ed to allow for large values of c, fast solution times, and accurate predictions. Table 1 Comparison between phase change and ®lling variables
Enthalpy phase change Explicit ®lling
6. Performance
A one-dimensional problem
An investigation of the eect of the value of c on ®lling predictions can be conducted using a one-dimensional problem of ®lling a porous tube (length 1 unit), with unit properties and an applied pressure of P 1 at x 0, see Fig. 3 . For this case the analytical ®lling solution for the ®lling front movement is
Using various values for c, front movement predictions from the enthalpy ®lling algorithm are compared with the analytical solution in Fig. 4 . In these calculations the numerical solution used 10 equally spaced nodes and in each case a time step was set at 99% of the stability limit. The results in Fig. 4 suggest that a value of c on the order of 0.1 is required to determine the front position to within a few percent error.
In the case of a non-zero c, the predictions from the enthalpy algorithm should match the Neumann analytical solution for a one-phase melting of a pure material characterized by a Stefan number St c [14] , i.e., This provides for a more exact way of accounting for the error eect of c, viz.,
Recognize that at time t 0X5, by Eq. (33), X 1. Fig. 5 is a log±log plot of this error against the pseudo compressibility factor. As a reference point note that at a value of c 0X1 the front error (at t 0X5) is less than 2.0%.
Comparison with experimental measurements
One use of the ®lling simulation model, as mentioned previously, is predicting the ®lling front in RTM. The RTM process can be described brie¯y as follows [4] : (1) A hollow mold is constructed. (2) The mold is ®lled with reinforcing mats, e.g., ®berglass or carbon ®ber. These mats must be cut on the edge to match the mold wall. (3) The mold is injected with polymer. (4) The polymer cures in the mold and the part is ejected.
Due to the cutting of the ®ber mats at the edge of the mold, the injected polymer tends to¯ow preferentially along the mold edge. This phenomenon is often called`race tracking' because the polymer runs on the outside edge of the molded part. Numerically, the race track phenomena can be modeled by adjusting the permeability of computational cells adjacent to the mold edge.
In order to con®rm its physical validity, the ®lling front predictions from the proposed enthalpy ®lling method are compared with experimental race track data reported by Chen [11] . These experiments are described in detail by Sheard et al. [18] . The experiment was designed to simulate RTM ®lling and to capture the ®lling front in real time. Fig. 6 shows the boundary conditions and the geometry as well as the plan dimensions of the mold used. This ®gure also shows the three noded linear triangular control volume ®nite element grid used in the proposed explicit scheme. Following Chen [11] (who had performed an appropriate inverse analysis for calculating the permeability of the race tracked zone) the nominal permeability (S 1X05 Â 10 À9 ) of all elements with one or more nodes on the mold wall were enhanced by a factor of 27.5. The boundary conditions are no normal¯ux on the top, bottom, and right edge of the model and a constant pressure of 250 kPa along the entire left edge. Fig. 7 compares the numerical prediction (with the compressibility factor, c 0X1) with the experimental times of t 5X0, 14.0, and 21.0 s (no attempt has been made to smooth the experimental data). The comparison between the experimental and numerical data is close to the same correlation achieved by the implicit method reported by Chen [11] . Fig. 7 . Comparison of ®lling front predictions using the enthalpy scheme against experimental data at 5, 14, and 21 s. 
General testing
To test the general performance of the proposed enthalpy ®lling scheme, the test geometry, conditions, and grid (linear control volume ®nite element) shown in Fig. 8 was used. In this arrangement, the upper, right, and lower boundaries are no¯ow boundaries. The left boundary, the ®lling gate, is held a ®xed, dimensionless pressure of P 1, the nominal dimensionless permeability is S 1; but, in the upper half of the domain this value is enhanced by a factor of 30. This 50/50 permeability split is a practical and stringent test condition. In all simulations using the enthalpy ®lling scheme, a time step at 99% of the stability limit is used. In terms of accuracy, the performance of the proposed method will be compared with a benchmark obtained from the time step independent implicit method proposed by Voller and Peng [8] and developed by Chen et al. [19] . In these simulations a single unit time step (1.75 s) is chosen, the inner iterations on the pressure solver, Eq. (13) , are converged to a tolerance of 10 À3 maximum nodal change, and the outer iterations on the ®ll factor are converged to a tolerance of 10 À3 total error in the sum of all the computational cells. In comparing the explicit enthalpy solution to this benchmark, the focus will be on the eect of the pseudo compressibility factor, c, on the predicted shape and movement of the ®lling front. Fig. 9 compares the implicit predictions with three enthalpy simulations (c 0X05, 1.0, and 5.0). The enthalpy scheme with a pseudo compressibility factor c 0X05 gives a solution nearly indistinguishable from the benchmark solution. The simulation with c 1X0 noticeably diverges from the benchmark and the simulation with a c 5X0 is quite far from the implicit solution. The CPU requirements for these runs are shown in the ®rst four lines of Table 2 . From these results the indication is that the enthalpy method with pseudo compressibility can lead to reliable results but at the expense of high computation times. In the next section a modi®cation of the enthalpy ®lling algorithm is suggested that maintains accuracy and eciency.
Modi®ed enthalpy scheme numerical performance
Each of the enthalpy ®lling simulations in Fig. 9 is terminated when t 1 unit. This is the simulation time used in the implicit solution. It is noticed that as the value of c is increased, the front predicted by the enthalpy scheme falls further behind the benchmark solution. This is due to the fact that a larger value of c will have a larger level of apparent mass loss due to compressibility. Two modi®cations are suggested to improve this performance: 1. If the focus of interest is only on the shape and movement of the ®lling front and not the actual ®lling time, a comparison at dierent fractions of ®ll (as opposed to time) may provide a better ®t. This is typically the goal when trying to determine the last point to ®ll. 2. In addition to the error in the prediction of the front position the enthalpy method also leads to errors in the pressure ®eld. Fig. 10 schematically indicates the nature of this error in a one-dimensional test case. The analytical VOF solution is linear where the enthalpy solution is concave downward, the nonlinearity arising from the need to provide material to feed the compressibility. The smaller the value of c the closer to a linear pressure pro®le. In a general case, within a time step, once the enthalpy equations (Eqs. (29) and (30)) have been solved for new G, F, and P ®elds a pressure ®eld of the correct form can be obtained by solving the pressure equation
over the ®lled computational cells imposing a boundary condition of P 0 in all partially ®lled and empty cells. In practice, a reasonable pressure solution of Eq. (36) can be obtained using a Jacobi one-iterative pass. That is, after obtaining explicit ®rst estimates of the G and P ®elds from Eqs. (29) and (30), calculate, in a single pass, a modi®ed pressure ®led as Fig. 9 . Comparison of the enthalpy method at various pseudo compressibility factors against the implicit method. and then obtain a modi®ed ®ll fraction G i on all ®lled cells
to complete the time step calculations. It should be noted that this single pass update does not guarantee convergence of the pressure ®eld, it is merely an attempt to obtain a better pressure ®eld for large values of c. Fig. 11 shows the predicted pro®le of the fully implicit method, and the modi®ed enthalpy method obtained with c values of 1 and 5, respectively. In these results the comparison with the bench mark solution is made when the ®ll fractions are the same value. The position and shape of the enthalpy predicted front, for both the c 1 and c 5 case, is close to the benchmark. In addition CPU times are reasonable, approaching the implicit CPU times when c 5, line 6 in Table 2 . As expected, however, the actual ®ll times are slower than the bench mark, see the last column in Table 2 .
As an additional reference point, the time explicit version of the uni®ed VOF method (based on the method originally presented by Advani and co-workers [4, 20] ) is applied to the test problem. The grid in Fig. 8 is used, the following settings are made: (1) if a computational cell has a ®ll value greater than 0.99, it is considered ®lled, and (2) the implicit solver for the pressure ®eld allows an error of up to 10 À4 for any given node. Convergence limits much beyond these added unacceptable error to the solution of the explicit VOF method. The front prediction from this method is in close agreement with the time and position of the implicit benchmark, see Table 2 and Fig. 9 . The CPU usage is relatively high, however, around a factor of 6 times more than the implicit benchmark scheme and the modi®ed enthalpy scheme using a pseudo compressibility of c 5. 
Conclusions
A popular way of tracking the ®lling front in polymer molding is to use a numerical scheme based on the VOF equation. In this paper, a uni®ed VOF ®lling approach has been introduced that incorporates many previous methods, in particular implicit and explicit time integration schemes for updating the pressure ®eld. A drawback in this uni®ed schemes is the need, at each time step, to solve a system of equations in the pressure ®eld.
On introducing the concept of a pseudo compressibility, c, it has been shown how a VOF treatment can be made to match an enthalpy description of the melting of a one-phase pure material. This opens the door to a range of phase change solution algorithms that in the limit of c 3 0 will match the VOF solution. In particular an explicit enthalpy solution has been proposed that avoids the solution of a system of equations for the pressure. Although the proposed explicit scheme is easy to apply and in the limit of small c produces accurate results; its CPU usage, due to stability requirements, can be excessive. This problem is overcome by the introduction of an additional single iterative sweep that improves the pressure prediction from the enthalpy ®lling method. With this extra step, accurate predictions of front shape can be obtained with CPU time comparable to the most ecient VOF schemes.
The proposed enthalpy ®lling scheme will really come into its own, when directed at problems with high degrees of nonlinearity, in which the simulation step for accuracy is below that required for stability of the scheme. In such situations the enthalpy scheme will be robust and have a high degree of modeling¯exibility. Examples of these types of problems would include polymerization reactions during ®lling of large RTM parts [21] and severe temperature dependence of the viscosity model in IM [22] . Recently, Luoma [23] has demonstrated this feature by using the proposed explicit scheme to model an IM process with a temperature-dependent viscocity. Results compared well with short-shot experiements and were very close to those obtained with commercial IM ®lling codes. support of the Minnesota Supercomputer Institute and thank Profs. M. Bhattacharya and K. Stelson for their helpful discussions.
