Abstract: In this paper, we seek to establish asymptotic results for selective inference procedures removing the assumption of Gaussianity. The class of selection procedures we consider are determined by affine inequalities, which we refer to as affine selection procedures. Examples of affine selection procedures include post-selection inference along the solution path of the LASSO, as well as post-selection inference after fitting the LASSO at a fixed value of the regularization parameter. We also consider some tests in penalized generalized linear models. Our method of proof adapts a method of Chatterjee (2005) .
Introduction
Recent work by one of the authors Fithian et al. (2014) , Lee et al. (2013) , Taylor et al. (2014a Taylor et al. ( , 2013 has considered a class of problems that may loosely be called selective inference. This type of inference may be thought of as a mixture of classical confirmatory data analysis and exploratory data analysis (EDA) advocated by Tukey. In this work, we address some asymptotic issues in selective inference, moving beyond parameteric assumptions used in the above cited works.
The framework of selective inference blends confirmatory and (some) exploratory analyses by allowing statisticians to formally test hypotheses suggested by the data. Importantly, the data used for the hypothesis test is allowed to be the data used to suggest the hypothesis. The basic approach considers a selection procedure, denoted here by E * = E * (y, X) which generates a set of hypotheses to test, or perhaps parameters for which to form intervals. It is useful to think of E * ⊂ S where S is some large collection of questions of possible interest so that E * is a point process with values in S.
Example: linear regression
A concrete example can be found in the context of linear regression. Suppose y|X ∼ F with y ∈ R n , X ∈ R n×p . For E ⊂ {1, . . . , p} define the functionals 1 β j,E (F ) = e T j argmin β E F ( y − X E β E 2 |X).
Given a collection S of subsets E, perhaps {0, 1} {1,...,p} the natural set of questions would be S = {β j,E : j ∈ E, E ⊂ S} .
This set of questions is considered in Berk et al. (2013) in which the authors consider simultaneous inference for S. The approach in selective inference differs from Berk et al. (2013) in that we use some model selection procedure E * to choose only some questions in S to investigate. In Fithian et al. (2014) , it is argued that the natural quantity to control is a selective version of Type I error (or a selective version of coverage for the case of intervals). To be concrete, suppose (j, E) ∈ E * (y, X). The selective Type I error for a test of H 0 : β j,E (F ) = 0 against H a : β j,E (F ) = 0 based on some binary test φ j,E (y) with 1 denoting a rejection is defined as P H0 (φ j,E (y) = 1|β j,E ∈ E * ).
Control of this selective Type I error implies marginal control of Type I error, i.e. the average error when marginalizing over the questions in E * . Hence, one can reasonably think of controlling selective error as a finer measure of error than marginal Type I error.
Affine selection procedures with non-gaussian errors
The marginal property is also certainly of interest as this is what determines the long-run frequency of the procedures. In this paper, we focus on the marginal properties of a certain class of selection procedures. Specifically, we assume that each selection state is determined by a set of affine inequalities. That is, for each E ∈ §: we can write {E * (y, X) = E} = {A(E, X)y ≤ b(E, X)} .
As above, all distributions in this paper are conditional on X. We often do not explicitly repeat this assumption nor demonstrate the dependence of random variables on X. In particular, all random variables have access to X as if it were a constant.
1 One may want to instead considers pairs (y i , X i ) IID ∼F in which case the parameters have a different interpretation in that the expectation on the right hand side would not be conditional on X.
Assumptions on y|X
The case y|X ∼ N (µ(X), Σ(X))
has been considered in the recent work mentioned above Taylor et al. (2013) , Lee et al. (2013) , Taylor et al. (2014a) . In this work, we focus on lifting the assumption of normality and consider asymptotic versions of the exact Gaussian theory.
We assume that the components of y|X are independent with mean µ = µ(X) and known covariance Θ(X) = diag(σ 2 i (X), 1 ≤ i ≤ n). If we keep p fixed, then classical CLT asymptotics hold, and we expect the Gaussian theory to describe the limiting behaviour quite well. Our method of proof in this work allows for p to grow with n with the cost being the usual logarithmic factor for many procedures E * . In particular, in Section 4, we consider the LASSO Tibshirani (1996) for p > n growing. The exact Gaussian theory is described is Lee et al. (2013) . Under a sub-Gaussian error model as well as restricted strong convexity and sparse eigenvalue constraints we show that the corresponding Gaussian theory is valid asymptotically. We suspect the sparse eigenvalue condition is unnecessary though.
Our main contribution here, Theorem 2 establishes conditions on the selection procedures under which we may remove the Gaussian error assumption.
The main approach is to construct a new Gaussian vector
where is independent of (y, X). From this, it is clear that
The general framework described in Lee et al. (2013) provides exact pivots for functionals η T µ for arbitrary η ∈ σ(E * ) under L(Y|X). We compare the distribution of these pivots to the analogous pivots η(E * (y)) T µ under L(y|X), providing non-asymptotic error bounds. The framework we describe is broadly applicable. We include some examples in this works, though many more are clearly possible.
Examples of affine selection procedures
As mentioned above, our results are applicable for affine selection procedures. Here are two concrete examples of affine selection procedures. Tibshirani (1996) proposed the now famous LASSO. Suppose y = Xβ + , where
Inference for Lasso
where λ > 0 is the regularization parameter, we get a sparse solution β. For the Lasso regression problems, we consider inference at a fixed λ, chosen as in Negahban et al. (2012) . We will discuss in detail on how to form selective intervals for the nonzero coefficients for a fixed λ's in Lasso with subgaussian noise under restricted strong convexity and sparse eigenvalue assumptions. Since the inference for the k-th step into the Lasso path follows similar reasoning, we will mainly refer to Taylor et al. (2014b) to avoid repeating the details.
Global inference for GLM
One of the first results in this general area was the covariance test Lockhart et al. (2013) which provided an asymptotic limiting distribution for the first step of the LASSO or LARS path. An exact version of this test under Gaussian errors was described in Taylor et al. (2013) . While empirical studies showed that Gaussianity is clearly not strictly necessary, our work here quantifies this for the first time.
In particular, we consider the covariance test for a generalized linear model Suppose y comes from a distribution in an exponential family,
where β and x are p-dimensional vectors, T (y) is the sufficient statistic and Λ(η) is the cumulant generating function of the distribution. The 1 penalized generalized linear model can be expressed as
The covariance test is a test of the global null for the penalized GLM, H 0 :
We will see in Section 5.1, our theory is applicable in this situation.
Inference after forward stepwise selection
There are many variants of forward stepwise model selection. In this work, we consider a fixed number of step k. At each step 1 ≤ j ≤ k, the variable with the highest partial correlation with y is selected denoted by i * j (y, X) and the sign of its partial correlation is recorded. As described in Taylor et al. (2014a) , the algorithm fixes the sequence of variables added and signs is an affine selection procedure. Therefore, our theory is applicable and our main results provide asymptotically exact inference after k steps of forward stepwise selection.
What is not an affine selection procedure?
In the case of the LASSO, we will see that for λ fixed we can express the rule that chooses the variables and signs is an affine selection procedure. The reader might also expect a similar analysis to hold for (3) for λ fixed. However, as the likelihood is generally not quadratic, the procedure is not an affine selection procedure. In the fixed p scenario, the classical approximations for the GLM show that the likelihood is asymptotically quadratic and we can expect the Gaussian theory to be a good approximation here. However, for the p > n case, as the selection procedure is not affine, it is not covered by the theory presented here. However, there is certainly a reasonable quadratic approximation that uses the Fisher information atβ λ or perhaps a debiased version ofβ λ . We leave this as an interesting and open problem.
Another example of a selection procedure that is not an affine selection procedure is to consider forward stepwise after k steps but to record just the identity of the variable and not the sign of its partial correlation.
A geometric framework for post selection inference
Before stating the result, we recall some material on the truncated Gaussian distribution from Lee et al. (2013) . Suppose Y ∼ N (µ, Θ) and C = {z : Az ≤ b}. One of the main tools in our approach to post-selection inference is the distribution
Under P µ,Θ,C there exist exact pivots for the quantity η T µ. The pivot is determined by the following functions:
Given the above quantities, we have
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where
is the CDF of the univariate Gaussian law N (m, σ 2 ) truncated to the interval [a, b].
Affine selection procedures
The above result applies to some fixed set C which were determined by some affine constraints on the outcome vector. We assume that our selection procedure is of the form that return a state E * (y) from some finite set of states
We assume that the selection event can be written as
for some pair of functions A, b on S × R n×p (whose dimensions of course must match). We call such selection procedures affine selection procedures. Recalling our assumption about X note that E * (y) is also a function of X so that we might write
Conditioning on (i.e. fixing) X, we see that such procedures partition the sample space R n into convex polyhedral regions
Remark 1. The above definition is slightly sloppy in that there is some ambiguity on the intersection of these convex regions. When necessary, we will assume that these intersections have measure 0 under the appropriate conditional distribution of the response given X. This is clearly true for our pseudo response under the assumption that Θ > 0 as the law N (µ, Θ) has density with respect to Lebesgue measure on R n .
The following theorem follows directly from our definition of affine selection procedures and can essentially be read off directly from Figure 1 .
Theorem 1 (Lee et al. (2013) ). Suppose Y ∼ N (µ, Θ) and E * is an affine selection procedure on R n × R n×p . Then any for any η : R n → R n measurable with respect to σ(E * ) we have
Remark 2 (Conditional control implies marginal control). Since the conditional distribution is uniform regardless of the value E, we conclude that the marginal distribution is also Uniform(0, 1).
Bounding the influence function
In the non-Gaussian case, the exact test doesn't hold anymore, the best we can hope for being a weak convergence result for the same quantities under a sequence of distributions L(y|X) rather than L(Y|X). The quantities that we can hope will be asymptotically Gaussian are linear functions of y. In approximating the exact Gaussian theory with asymptotic results a quantity analogous to a Lipschitz constant (in y) will be necessary, expressing the changes in η as well as the upper and lower bounds L E * and U E * . This, in some sense, describes the influence each y i can have on the pivotal quantity (11). For an affine selection procedure E * and a contrast function η normalized so that η(E)
T Θη(E) = 1 for all E ∈ S, we define
and
Finally, for an affine selection procedure E * also define, for E ∈ S
and r(E * ) = max
The quantity M (E * , η) measures the maximal influence any y i has on a smoothed version of the triple (y, L E * (y), U E * (y)). The best possible rate we could hope for would be for a trivial affine selection procedure with one state, which corresponds to performing no selection at all. If the rows of X were themselves sampled from a population, and η correspond to some normalized row of X † A the normalization η T Θη = 1 suggests that we might hope for
Theorem 2. Fix X ∈ R n×p . Suppose (y, Y) are defined conditionally independent given X on a common probability space such that
• L(y|X) has independent entries with mean vector µ and covariance matrix variance Θ and finite third moments bounded by γ;
Suppose we are given η ∈ σ(E * , X) normalized so that η T Θη = 1. Then given any bounded function W ∈ C 3 (R 3 ; R) with uniformly bounded derivatives satisfying
where C(W, γ) is a constant depending only on the derivatives of W and γ, and we have used the abuse of notation η = η • E * .
Remark 3. In the LASSO case, a simple calculation will put the number of possible states at |S| = 2 p , ruling out naive applications of this result to postselection inference in the LASSO when p > n. However, a careful choice of λ together with a restricted eigenvalue and a sparse eigenvalue assumption will ensure we can take |S| ≈ p cs where c is some constant and s the sparsity of the true effects β. We discuss this more in Section 4.1.
Smoothness of the pivot
Besides the influence of each y i on (11), it is also necessary to control the smoothness of the (11). In the Gaussian case, the form of the truncated Gaussian distribution F (x; ) can depend heavily on the truncation interval [a, b] . In our context, this means controlling the upper and lower bounds appearing in (11).
It seems necessary to assume something along the lines of the following. For a given sequence of (y n , Y n ) and selection procedures E * = E * n we assume there exists δ n → 0 such that
In general, identifying the rate δ n seems difficult. However, in some applications, such as tests for each variable added in forward stepwise regression described in Taylor et al. (2014a) and below, it is easy to see that U E * (y n ) − L E * (y n ) = ∞. Further, depending on the tail of y n the growth of min(|U E * (y n )|, |L E * (y n )|) is easily controlled. With sub-Gaussian errors, it is often possible to bound this quantity by some multiple of √ 2 log p n . An example of this can be found in Lockhart et al. (2013) for the first step of forward stepwise (which agrees with the first step of LASSO and LARS (Least Angle Regression)). For tests based on a model selected after a fixed number of steps of forward stepwise (or the LAR path for the LASSO) it is no longer clear that U E * (y n ) − L E * (y n ) = ∞ and finding the correct rate δ n is not quite as clear.
In the selection procedure defined by LASSO at a fixed λ, described in Lee et al. (2013) and Section 4 below; we have min(|U E * (y)|, |L E * (y)|) is bounded by log p to some powerα under the additional assumption of y i 's being subGaussian random variables . Hence we can take δ n = log p −α n and the last two conditions in (19) are satisfied if log p n = o(n α ) for some small α. The top two conditions in (19) seem more difficult to find the correct rate δ n . Corollary 1. [Two-sided pivotal quantity] In addition to the same assumptions and notations as in Theorem 2, suppose (19) holds with δ n satisfying
, with bounded third derivatives, we have (suppressing the dependence on n):
Remark 4. From Corollary 1, it is easy to see that if we assume the conditions in Corollary 1, we have
is an asymptotically pivotal quantity.
The rest of the paper is organized as follows. Section 3.1 will be dedicated to the proof of Theorem 1, Theorem 2, and Corollary 1, and Sections 4 and 5.1 illustrates some applications of our results.
Proof of the theorems
Without loss of generality, we restrict our interest to the case µ = µ(X) = 0, Θ = Θ(X) = I. This is possible since any affine selection procedure E * applied to data with mean µ(X) = 0 is equivalent to a centered affine selection procedure E * ,0 applied to the centered data. Specifically, the linear part of E * ,0 is the same as E * and the offsets are related by
Further, note that all quantities in the theorems above are independent of b.
Scaling of the errors is handled in a similar fashion.
Proof of Theorem 1
Analogous to the proof in Lee et al. (2013) , we prove Theorem 1.
Dropping the dependence on E for the moment,
In other words,
T Y is distributed as a Gaussian r.v. with mean 0 and variance 1 (recall our reduction to the standard Gaussian N (0, I) in Section 2). truncated at U E * and L E * . Therefore,
Considering that η T Y is independent of U E * and L E * , we have (11).
Smoothing the maxima of affine functions
In the proof of Theorem 2 and the related lemmas and corollaries, a technique developed by Chatterjee (2005) is frequently used. Roughly speaking, we want to study convergence of functions like L E and U E which can be expressed as maxima or minima of affine functions. These nonsmooth functions are replaced by a smoothed surrogate at the cost of factor appearing in their derivatives depending on the smoothing parameter. Specifically, we are interested in how this smoothing affects the following quantities.
For any collection F of functions define
Definition 2. For any g ∈ C 3 (R 3 , R), and any multi-index α = (α 1 , α 2 , α 3 ), we define, for r = 1, 2, 3:
is a finite collection of functions and v k 's are differentiable. Now we define
Let h β = g • f β , and Lemma 1 gives a bound on h − h β ∞ .
Lemma 1. Assume the same notations as above,
Proof. Note that for any u ∈ R q max 1≤k≤q
Specifically, we take q = 3,
Thus we proved (24). Chatterjee (2005) proved that
This combined with Lemma 3 proves (25).
Proof of Theorem 2
To prove Theorem 2, we first prove the following lemma. Recall our reduction to the standard Gaussian N (0, I) in Section 2 and the corresponding assumption η(E) T Θη(E) = η(E) 2 2 = 1 for each E ∈ S. Lemma 2. Assume the same notation as in Theorem 2, and choose some fixed
where c 1 is a universal constant and M (E, η) is defined in (14).
The proof of the lemma will refer to the following lemma we state without proof.
Lemma 3. For any f ∈ C(R n ; R 3 ) and r = 1, 2, 3
We will prove Lemma 2 now.
However, the functions L E , U E are not C 3 . Instead,
where F L , F U are the collections of affine functions
Finally, note that
LetL E,δ andŨ E,δ be the smooth approximation for L E and U E defined in Lemma 1 with β = 1 δ . These are smooth approximations in the sense that they are C 3 and, according to Lemma 1, we have,
The proof proceeds by following the Lindberg proof of the CLT for h δ . Define
We can break the absolute difference of the two expectations into n parts,
Note that
Moreover, because y l 's and Y l 's are independent, W l is independent of both y l and Y l . Continuing, we see
Combining the n parts, we have
Returning to the unsmoothed version, note that we have established, for any δ > 0
We now optimize over δ, yielding (27).
Now we turn to the proof of Theorem 2.
Proof. Note that since {A(E i , X)y ≤ b(E i )}, 1 ≤ i ≤ |S| are disjoint and
we have
There are two non smooth expressions above: the maximum function over the states and in L Ei and U Ei . We smooth each, then, as before, we optimize over the smoothing parameter.
We first smooth over U Ei and L Ei . Referring to Lemma 1 with β = 1/δ, we defineL
By Lemma 1, for any selection state E, we see
Based on (34), we have
The equality follows from the fact that U E ≥Ũ E,δ and L E ≤L E,δ , for any state E and that W is supported on D = {(u, v, w)|v ≤ u ≤ w}. Therefore,
Next, we smooth the maximum over states. We define the smoothed proxy of the maximum function over the states H δ as follows,
Also we denote by W Ei (y) = W (η T y,L Ei,δ (y),Ũ Ei,δ (y)). Thus by Lemma 1,
Thus,
Also, for any state E,
where M (E * , η) is defined in (14). From (32) in Lemma 2 together with (39) and (40), we have
All the above combined, we have
Optimizing over δ yields (18). Now let's turn to our last piece of proof, proof of Corollary 1, Proof. For the convenience of notation, we denote W (x; σ 2 , m, a, b) by W (x; a, b), omitting σ 2 , m in the following proof. Define
We claim that for any small 1 4 > δ > 0, we can find a thrice differentiable function W δ such that W δ is supported on the set {a ≤ x ≤ b}
where K 1 and K 3 are defined in Corollary 4. The proof of the existence of such a function W δ is left to Lemma 6 in the Appendix. Therefore,
On the other hand, we plug in Ψ • W δ as the W in Theorem 2, then for any sequence of W δn ,
. (43) If we choose a subsequence δ n , such that the right hand side of (43) goes to zero, and the probabilities in (42) goes to zero, then
Note that the right hand side of (44) goes to 0 because of assumptions (19).
Inference for the LASSO with non-Gaussian errors
The following discussion on the LASSO problem with λ fixed is analogous to that in Lee et al. (2013) , in which the errors were assumed Gaussian. In light of Theorem 2 the results in Lee et al. (2013) may be expected to hold asymptotically under some assumptions. The first issue that must be addressed is the number of possible states selected. Under a restricted strong convexity condition, as in Negahban et al. (2012) , we show below that the effective number of states is polynomial in p. The second issue we address is in bounding the quantity M (E * , η) for the LASSO. Perhaps the simplest approach to this problem, which we use here, is to assume a sparse minimal eigenvalue condition Bühlmann & Geer (2011).
Number of states |S| for sufficiently large λ
We notice the bound in Theorem 2 involves log |S|, where |S| is the number of states you can select from.
Naively, for a fixed λ, |S| = 2 p , which will invalidate the bound if p grows with n. However, the following result shows that in a lot of cases the effective number of selection states is much less than 2 p . We first introduce the restricted strong convexity assumption. Hereafter, we suppose X is column standardized to be mean zero and norm 1. Following Negahban et al. (2012) , if the quadratic loss satisfies a restricted strong convexity condition, the effective number of states is polynomial in p.
Definition 3 (Restricted strong convexity). We say X ∈ R n×p satisfies the restricted strong convexity condition for index set A if If λ ≥ 4 √ log p, then with probability at least 1 − c 1 exp(−c 1 λ 2 ),
where k = |supp(β 0 )|, φ max = σ max (X T X) is the largest eigenvalue for X T X, c 1 is some constant that depends on m and the subgaussian constant of .
Based on Theorem 3, whose proof is deferred to the appendix, |S| ≤ p ck with high probability. It is not hard to show the following corollary.
Corollary 2. With the same assumptions as in Theorem 2 as well as the assumptions in Theorem 3 and E * is selected by the solving the Lasso problem at a fixed λ ≥ 4 √ log p. Then
where s = β 0 0 is the number of nonzero coeffients of β 0 .
Thus, in the case of sparse underlying effects β 0 , the bound in Corollary 2 still holds even in the high dimensional setting where p n.
Bounding the influence M (E * , n)
Assume we have normalized the design matrix X columnwise so that each column has norm 1.
Lemma 4. If we have observed the active set A, and assume that φ min ≥ ν > 0, where
where K = |A| is the number of the active variables.
The proof of the lemma is left to the Appendix.
Forward stepwise procedures
In this section, we present some applications of Corollary 1 to model selection procedures related to forward stepwise model selection. The first example of this type, considered asymptotically in Lockhart et al. (2013) and in finite samples in Taylor et al. (2013) is the so-called covariance test.
Covariance test for 1 -penalized generalized linear models
The work Lockhart et al. (2013) describes an asymptotic test of the global null in the context of the LASSO or LARS. Taylor et al. (2013) gives an exact test for this case. According to KKT conditions for solving (3), the first knot λ 1 is the biggest in absolute value among the score statistics, formally
Under the null hypothesis, β = 0, thus we can compute ∇Λ(0). The selection procedure is
If we denote z = y − ∇Λ(0), then z comes from a distribution with mean zero and finite third moments. Let η j = e j , then
is an affine selection procedure. Formally, Taylor et al. (2013) gives the following theorem:
In practice, we often normalized the columns of the design matrix X. In addition we may assume the observations y i 's are independently distributed with unit marginal variance, i.e. Σ = I, then L j * simplifies to the second knot in the lasso path λ 2 , thus we have:
One can prove Theorem 4 by directly applying Theorem 1.
, and let X, λ 1 , j * , s * , Θ jk , U j * , L j * be the same as defined in Theorem 4. Suppose p = o(e n ), ∀ > 0. We further assume that we can normalize the columns of X such that Θ jj = 1 and max ij |X ij | = o(n − 1 3 ), then U (j * ,s * ) = ∞ and we have:
A specific example of the above models is the l 1 -penalized logistic regression problem posed as follows:
where g(z) = 1 1+exp(−z) is the logistic function, and β is the fitted coefficients. We obtain the test for the global null hypothesis that β = 0, thus g(Xβ) = 1/2, Assuming separation of true signal and noise variables, (Lockhart et al. 2013 ) also show that the null distribution holds at the first time noise variables are added to the model. In this setting, we expect a similar result to hold with the variance of the errors under the global null hypothesis being replaced by ∇ 2 Λ(Xβ). However, formally proving such a result is beyond the scope of this paper. One possible solution for this is to consider the behavior of forward stepwise logistic regression.
Forward stepwise regression
Taylor et al. (2014a) describe a variant of forward stepwise that conditions of the variable added at each step of the algorithm. After orthogonalizing with respect to the current model, the next variable is selected. In Taylor et al. (2014a) it is shown that this procedure is an affine selection procedure and hence our results can be applied. In terms of hypothesis tests, there are at least two of potential interest. Let A k denote model and signs chosen after each step. We might consider
Adding the next variable We continue to build the model A k+1 = A k ∪ {V k+1 } by adding variable V k+1 and η is chosen to be the linear functional that estimates the OLS coefficient of this variable within the model A k+1 . Inference for selected variables For each variable V j ⊂ A k we consider η to be the linear functional that estimates the OLS coefficient of this variable within the model A k .
In both of these cases, it is not immediately clear how to determine the rate δ n in (19).
Discussion
Further work may include, 1. Fixed λ for generalized linear model. Our work derives a theory for inference after the affine selection procedure. However, as we mentioned in Section 1.3.4, inference for a fixed λ for the generalized linear regression is not an affine selection procedure. A plausible solution will be to approximate the loss function of GLM by a quadratic form and bound the difference between the quadratic form and the GLM loss function. However, this is still an open question. 2. The condition on subgaussianity.
We only need the subgaussianity assumption in the proof of bounding the selection states to a polynomial of the dimension p. It is possible to prove the result without a subgaussianity assumption and therefore, our result will hold for the Lasso for a fixed λ without the subgaussianity assumption.
so it suffices to prove that
on D(δ) for δ < 1/4 as well as
Let's consider this latter case first. For any δ > 0 on the set D(δ)∩{(x, a, b) : sign(a) = sign(b)} we have Or, e C |α| (W ) ≤ K |α| δ −|α| .
for universal constants K l , l ≥ 1.
Proof. We prove for α = (0, 0, 1), and similar proofs can be extend to other multi-index α as well. Since W (x, a, b) = 2 min(F (x; a, b), 1 − F (x; a, b)), we only need to prove for F (x; a, b).
Therefore,
Finally, we put the lemma and the corollary together and prove the following lemma.
Lemma 6. There exists a thrice differentible approximation W to W that satisfies,
• W (x, a, b) is supported on {(x, a, b) : a ≤ x ≤ b}, I δ 2 (x, a, b) also satisfies C 3 (I δ 2 ) ≤ 1 δ 6 , for some universal constant C. Thus it is not hard to verify that C 3 ( W δ ) ≤ K 3 1 δ 6 .
