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Abstract
This paper deals with development and analysis of %nite volume schemes for a one-dimensional nonlinear, degenerate,
convection-di1usion equation having application in petroleum reservoir and groundwater aquifer simulation. The main
di3culty is that the solution typically lacks regularity due to the degenerate nonlinear di1usion term. We analyze and
compare three families of numerical schemes corresponding to explicit, semi-implicit, and implicit discretization of the
di1usion term and a Godunov scheme for the advection term. L∞ stability under appropriate CFL conditions and BV
estimates are obtained. It is shown that the schemes satisfy a discrete maximum principle. Then we prove convergence
of the approximate solution to the weak solution of the problem. Results of numerical experiments using the present
approach are reported. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we develop and analyze %nite volume methods for the following nonlinear degenerate
convection-di1usion problem (P):
06 u(x; t)6 1 in QT ;
	(x)ut + b(u)x − (K(x)(u)x)x =0 in QT ;
u(0; t)= 1; u(1; t)= 0 on J;
u(x; 0)= u0(x) on I;
(1)
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where ut denotes the time derivative of u and ux the derivative with respect to the space vari-
able x, QT = I×J , I = ]0; 1[, J = [0; T [, ∈C2(I), such that a:=′, a(0)= a(1)= 0 and a(s)¿0
∀s∈ I , b∈C1(I) is a monotone increasing function, 	;K ∈L∞(I) such that 0¡	−6	(x)6	+¡1,
0¡K−6K(x)6K+¡∞, 06 u0(x)6 1 a.e. in I , and u0; K(u0)x ∈L∞(I) ∩ BV(I). The space
BV(I) is the space of functions of %nite total variation in I . The basic set of equations considered
here arises from oil recovery and groundwater 'ow models. It is well known that the main di3culty
in approximating (1) is that the solution typically lacks regularity due to the degenerate nonlinear
di1usion term. For the mathematical analysis of this problem, we refer the reader to [1–3,6,15]. In
petroleum reservoir and groundwater applications u is the saturation of the wetting phase, 	 and K
are the porosity and absolute permeability of the porous medium, and a(u) and b(u) are nonlinear
functions depending on the relative permeability, the viscosity of the two phases, and the capillary
pressure function. For such applications other boundary conditions and the e1ect of gravity may be
speci%ed. The technique developed in this paper is applicable for such problems as well. For more
details on the formulation of such problems see [2,6].
Flow simulation in petroleum and groundwater reservoirs has been extensively studied using %nite
element methods in past years (see, e.g., [4,6,9,10] and the bibliographies therein). Also, a dis-
cretization using both %nite element and %nite volume methods for two-phase 'ow in porous media
is presented in [7]. However, it appears that there are few results on convergence theory for the
degenerate problem [4,9,10]. More recently, %nite volume methods were developed and analyzed
for immiscible two-phase 'ow in porous media in the case where the di1usion term is neglected,
see [12,13,16,24]. This approach leads to robust schemes applicable for unstructured grids and the
approximate solution has various interesting properties which correspond to the properties of the
physical solution [14,23]. Let us also mention that error estimates for %nite volume schemes have
been obtained by several authors for linear di1usion-convection equations (see, [18,21,22] and the
references therein).
In petroleum and groundwater reservoir simulation the governing equations that describe 'uid 'ow
are usually written in a fractional 'ow formulation, i.e., in terms of a saturation and a global pressure
[2,6]. This formulation leads to a coupled system of partial di1erential equations which includes an
elliptic pressure–velocity equation and a nonlinear degenerate parabolic saturation equation. The
saturation equation is in general convection dominated and thus special care should be taken in the
discretization. Also, while the di1usion term is relatively small, it is in general important and cannot
be neglected [5,22]. The main di3culties related to the convergence of the approximate solution of
such systems are the coupling between the pressure and the saturation equations and the degeneracy
of the saturation equation. In view of these di3culties, we consider the one-dimensional 'ow of a
diphasic incompressible 'uid in a porous medium; we assume that the phases are immiscible. In
this case, the system is decoupled and the pressure equation is solved explicitly. Thus the saturation
equation reduces to (1). We are interested in the convection dominated case taking into account
the di1usion term. Our goal is to construct %nite volume schemes for (1) that satisfy a discrete
maximum principle, and to derive convergence results.
The outline of the remainder of this paper is as follows. In the next section, we present the
%nite volume discretization schemes for the problem (P). Three families of numerical schemes are
considered. They are classi%ed as explicit, semi-implicit and implicit. The solution is approximated
by a piecewise constant, which can capture the discontinuities very e1ectively. The L∞ stability
under appropriate CFL condition, BV estimate, and the convergence of the schemes are derived
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in Section 3. Finally, in Section 4, numerical results using the %nite volume methods are shown
and compared with a standard method [6,8,10] which treats the di1usion term with mixed %nite
elements.
2. Finite volume discretization
Before describing the %nite volume discretization of the model problem (P) we give some nota-
tions. As usual, let (tn)n=0; :::;M be a partition of KJ with a time step Lt:=tn+1−tn, Tn:=[tn; tn+1], and let
(xi)i=0; :::;N be a partition of I with xi+1 = xi+Lxi. We denote by xi+1=2 the center of Ii+1=2:=[xi; xi+1],
x−1=2:=0, xN+1=2:=1, hi:=xi+1=2 − xi−1=2, and the control volume Ii:=[xi−1=2; xi+1=2], i=0; : : : ; N . For
an initial condition u0 ∈L∞(I) ∩ BV(I), we set u0i := 1hi
∫
Ii
u0(x) dx, un−1=2 = 1 and u
n
N+1=2 = 0. We
de%ne 	i:= 1hi
∫
Ii
	(x) dx. For simplicity we assume that the function K is piecewise constant and
set Ki+1=2:=K |Ii+1=2 . Note that in general the value Ki+1=2 is obtained by an averaging technique of
K . Let uni [resp. u
n
i+1=2] be an approximation of u(xi; tn) [resp. u(xi+1=2; tn)] which will be de%ned
precisely in the sequel. Integrating (1) over the set Ii×Tn we obtain the following %nite volume
(FV) scheme: for i=0; : : : ; N
	i(un+1i − uni )hi +
∫
Tn
(b(u)i+1=2 − b(u)i−1=2) dt
=Ki+1=2
∫
Tn
(
@(u)
@x
)
i+1=2
dt − Ki−1=2
∫
Tn
(
@(u)
@x
)
i−1=2
dt: (2)
From (2) we will derive three families of schemes; one is explicit, the others are implicit and
semi-implicit.
2.1. Explicit scheme
Using an explicit approximation of (2), we get
	i(un+1i − uni )hi + (b(u)ni+1=2 − b(u)ni−1=2)Lt
=Ki+1=2
(
@(u)
@x
)n
i+1=2
Lt − Ki−1=2
(
@(u)
@x
)n
i−1=2
Lt:
The advection term is approximated by an upwind Godunov scheme [17]. Since b′(u)¿ 0 and
′(0)= ′(1)= 0, the scheme could be written in the following form:
un+1i = u
n
i −
Lt
	ihi
(b(uni )− b(uni−1)) +
Ki+1=2Lt
	ihiLxi
((uni+1)− (uni ))
− Ki−1=2Lt
	ihiLxi−1
((uni )− (uni−1)) for i=1; : : : ; N − 1
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and
un+10 = u
n
0 −
Lt
	0h0
(b(un0)− b(1)) +
K1=2Lt
	0h0Lx0
((un1)− (un0))
un+1N = u
n
N −
Lt
	NhN
(b(unN )− b(unN−1))−
KN−1=2Lt
	NhNLxN−1
((unN )− (unN−1)):
For simplicity in notations, we set (un−1):=(un0), (unN+1):=(unN ) and b(un−1):=b(1), then we can
write the above three formulae in the following form: for i=0; : : : ; N
un+1i = u
n
i −
Lt
	ihi
(b(uni )− b(uni−1))
+
Ki+1=2Lt
	ihiLxi
((uni+1)− (uni ))−
Ki−1=2Lt
	ihiLxi−1
((uni )− (uni−1)): (3)
2.2. Implicit scheme
Similarly, using an implicit approximation of (2) the equation becomes: for i=0; : : : ; N
un+1i = u
n
i −
Lt
	ihi
(b(un+1i )− b(un+1i−1))s+
Ki+1=2Lt
	ihiLxi
((un+1i+1 )− (un+1i ))
− Ki−1=2Lt
	ihiLxi−1
((un+1i )− (un+1i−1)) (4)
with (un+1−1 ):=(u
n+1
0 ), (u
n+1
N+1):=(u
n+1
N ) and b(u
n+1
−1 ):=b(1).
Note that we have used an implicit scheme for both advection and di1usion terms.
2.3. Semi-implicit scheme
Here, we consider an implicit approximation of the right-hand side of (2), we get: for i=0; : : : ; N
un+1i = u
n
i −
Lt
	ihi
(b(uni )− b(uni−1)) +
Ki+1=2Lt
	ihiLxi
((un+1i+1 )− (un+1i ))
− Ki−1=2Lt
	ihiLxi−1
((un+1i )− (un+1i−1)) (5)
with (un+1−1 ):=(u
n+1
0 ), (u
n+1
N+1):=(u
n+1
N ) and b(u
n−1):=b(1).
Note that we have used an implicit scheme for the di1usion term and an explicit scheme for the
advection term.
Existence and uniqueness of the solution of the implicit and semi-implicit schemes are derived in
Section 3. The above schemes are conservative and consistent in the sense of %nite volume methods
(see [20, p. 159]).
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3. Stability and convergence results
In this section, we shall analyze the FV schemes obtained in Section 2. We present L∞ stability,
BV and convergence results.
3.1. L∞ stability and BV estimate
Let h:=mini(hi), H :=maxi(hi), C1:=supi(1=	i) and C2:=supi(max(Ki+1=2=	i;Ki−1=2=	i)), we shall
prove some properties for the three schemes (3)–(5).
3.1.1. Explicit scheme
Proposition 3.1. Under the above assumptions and the CFL condition:
CFL1:=
Lt
h
C1 sup
06s61
b′(s) + 2
Lt
h2
C2 sup
06s61
a(s)6 1 (6)
the approximate solution (uni ) de,ned by (3) satis,es: 06 u
n
i 6 1 for i=0; : : : ; N and n=1; : : : ; M .
Furthermore, the explicit scheme (3) is BV stable.
Proof. We write scheme (3) in the following form:
un+1i = u
n
i −
Lt
	ihi
b′ni−1=2(u
n
i − uni−1) +
Ki+1=2Lt
	ihiLxi
ani+1=2(u
n
i+1 − uni )−
Ki−1=2Lt
	ihiLxi−1
ani−1=2(u
n
i − uni−1);
(7)
where b′ni−1=2 = (b(u
n
i )− b(uni−1))=(uni − uni−1), ani−1=2 = ((uni )− (uni−1))=(uni − uni−1) if uni = uni−1 and
b′ni−1=2 = b
′(uni ), ani−1=2 = a(u
n
i ) if u
n
i = u
n
i−1, with an−1=2:=a
n
N+1=2:=0 and u
n−1:=1. Then we write
Eq. (7) in the following way: for i=0; : : : ; N
un+1i = u
n
i
(
1−
(
Lt
	ihi
b′ni−1=2 +
Ki+1=2Lt
	ihiLxi
ani+1=2 +
Ki−1=2Lt
	ihiLxi−1
ani−1=2
))
+ uni−1
(
Lt
	ihi
b′ni−1=2 +
Ki−1=2Lt
	ihiLxi−1
ani−1=2
)
+ uni+1
(
Ki+1=2Lt
	ihiLxi
ani+1=2
)
: (8)
Now by using CFL condition (6), and by induction 06 uni 6 1 implies that 06 u
n+1
i 6 1. Hence
the L∞ stability is proven. We turn now to the proof of a BV estimate. From (8) we get
un+1i+1 − un+1i = (uni+1 − uni )
(
1− Lt
	i+1hi+1
b′ni+1=2 −
Ki+1=2Lt
	i+1hi+1Lxi
ani+1=2 −
Ki+1=2Lt
	ihiLxi
ani+1=2
)
+(uni − uni−1)
(
Lt
	ihi
b′ni−1=2 +
Ki−1=2Lt
	ihiLxi−1
ani−1=2
)
+(uni+2 − uni+1)
(
Ki+3=2Lt
	i+1hi+1Lxi+1
ani+3=2
)
:
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Using CFL condition (6) and assuming the function un is continued by constants outside the interval
[0; 1], it immediately follows that∑
i∈Z
|un+1i+1 − un+1i |
6
∑
i∈Z
|uni+1 − uni |
(
1− Lt
	i+1hi+1
b′ni+1=2 −
Ki+1=2Lt
	i+1hi+1Lxi
ani+1=2 −
Ki+1=2Lt
	ihiLxi
ani+1=2
)
+
∑
i∈Z
|uni+1 − uni |
(
Lt
	i+1hi+1
b′ni+1=2 +
Ki+1=2Lt
	i+1hi+1Lxi
ani+1=2
)
+
∑
i∈Z
|uni+1 − uni |
(
Ki+1=2Lt
	ihiLxi
ani+1=2
)
then we have the following estimates
||un+1||BV(I):=
∑
i=0;:::;N
|un+1i+1 − un+1i |6
∑
i=0;:::;N
|uni+1 − uni |6 ||u0||BV(I):
This completes the proof of Proposition 3.1.
3.1.2. Implicit and semi-implicit schemes
First we prove the existence and uniqueness of the solution of the implicit scheme (4) and the
semi-implicit scheme (5) by using a %xed point technique.
Let us set Vn:=[vn−1; vn0; : : : ; vni ; : : : ; vnN ]
T for V =U;W with v= u; w:
wni = u
n
i −
Lt
	ihi
(b(uni )− b(uni−1))= uni −
Lt
	ihi
b′ni−1=2(u
n
i − uni−1)
for i=0; : : : ; N and wn−1:=un−1 = 1. Schemes (4) and (5) can be written as limit for systems of
equations, namely
D1([Un+1](k))[Un+1](k+1) =Un with [Un+1](0) =Un; (9)
D2([Un+1](k))[Un+1](k+1) =Wn with [Un+1](0) =Un; (10)
where Ds, s=1; 2, is a tridiagonal matrix with entries: (Ds)−1;−1:=1 and for i=0; : : : ; N
[D1(Un+1)(k)]i; i =1 +
Lt
	ihi
((b′n+1i−1=2)
(k) + (dn+1i−1=2)
(k) + (dn+1i+1=2)
(k));
[D1(Un+1)(k)]i; i−1 =−
Lt
	ihi
((b′n+1i−1=2)
(k) + (dn+1i−1=2)
(k));
[D1(Un+1)(k)]i; i+1 =−
Lt
	ihi
(dn+1i+1=2)
(k)
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and
[D2(Un+1)(k)]i; i =1 +
Lt
	ihi
((dn+1i−1=2)
(k) + (dn+1i+1=2)
(k));
[D2(Un+1)(k)]i; i−1 =−
Lt
	ihi
(dn+1i−1=2)
(k);
[D2(Un+1)(k)]i; i+1 =−
Lt
	ihi
(dn+1i+1=2)
(k)
with
(dn+1i−1=2)
(k) =
Ki−1=2
Lxi−1
(an+1i−1=2)
(k) for i=1; : : : ; N and (dn+1−1=2)
(k) = (dn+1N+1=2)
(k) = 0:
Lemma 3.2. Under the above assumptions, the solution [Un+1](k+1) of system (9) satis,es the
following discrete maximum principle: 06 (uni )
(k)6 1 for i=0; : : : ; N; n=1; : : : ; M and k¿ 0. The
same result is valid for the solution of system (10) under the CFL condition
CFL2:=
Lt
h
C1 sup
06s61
b′(s)6 1: (11)
Proof. It is easy to see that the matrix Ds is a monotone matrix, i.e. we have (D−1s )i; j¿ 0, fur-
thermore (Di; i −
∑
i =j |Di;j|)¿ 1, then ||D−1s ||∞6 1, where || · ||∞ is the l∞ matrix norm, hence
∀V ∈ [0; 1]N+2, D−1s V ∈ [0; 1]N+2. So since U 0 ∈ [0; 1]N+2 and by induction, this implies that any
solution of system (9) [Un+1](k+1) ∈ [0; 1]N+2, then we get the discrete maximum principle, i.e.
06 (un+1i )
(k+1)6 1.
For the semi-implicit scheme, using the CFL condition (11) and by induction we have that
06 uni 6 1 implies
wni =
(
uni
(
1− Lt
	ihi
b′ni−1=2
)
+ uni−1
Lt
	ihi
b′ni−1=2
)
∈ [0; 1]:
Furthermore, we have Wn ∈ [0; 1]N+2 then D−12 [Wn] = [Un+1](k+1) ∈ [0; 1]N+2 and we get that any
solution of system (10) satis%es the discrete maximum principle. This completes the proof of
Lemma 3:2.
Now we are ready to prove the existence and uniqueness of the solution of schemes (4) and (5).
Proposition 3.3. Under the above assumptions, there exist one solution (uni ) for the implicit scheme
(4). Furthermore, this solution satis,es: 06 uni 6 1 for i=0; : : : ; N and n=1; : : : ; M . The same
result is valid for the semi-implicit scheme (5) under the CFL condition (11).
Proof. For the implicit scheme, we get from Lemma 3.2 that the sequence ([Un+1](k))k∈N solution
of system (9) is bounded, then we can extract a subsequence, still denoted as ([Un+1](k))k∈N, such
that Un+1 = limk→∞ [Un+1](k) ∈ ([0; 1])N+2, then from the continuity of V 
→ D1(V )[V ], the limit
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Un+1 is a solution of D1(V )[V ] =Un which is equivalent to (4). This concludes that there is at
least one solution for the implicit scheme and this limit satis%es the discrete maximum principle,
i.e. 06 uni 6 1. Our next goal is to establish the uniqueness.
Let Un+1; V n+1 be two solutions of the implicit scheme (4), i.e. we have for i=0; : : : ; N :
un+1i = u
n
i −
Lt
	ihi
(b(un+1i )− b(un+1i−1)) +
Ki+1=2Lt
	ihiLxi
((un+1i+1 )− (un+1i ))
− Ki−1=2Lt
	ihiLxi−1
((un+1i )− (un+1i−1))
and
vn+1i = u
n
i −
Lt
	ihi
(b(vn+1i )− b(vn+1i−1 )) +
Ki+1=2Lt
	ihiLxi
((vn+1i+1 )− (vn+1i ))
− Ki−1=2Lt
	ihiLxi−1
((vn+1i )− (vn+1i−1 )):
By subtracting, we obtain
un+1i − vn+1i =−
Lt
	ihi
(b(un+1i )− b(vn+1i )− b(un+1i−1) + b(vn+1i−1 ))
+
Ki+1=2Lt
	ihiLxi
((un+1i+1 )− (vn+1i+1 )− (un+1i ) + (vn+1i ))
− Ki−1=2Lt
	ihiLxi−1
((un+1i )− (vn+1i )− (un+1i−1) + (vn+1i−1 ));
therefore,
0 = (un+1i − vn+1i )
(
1 +
Lt
	ihi
b′i +
Ki+1=2Lt
	ihiLxi
ai +
Ki−1=2Lt
	ihiLxi−1
ai
)
− (un+1i−1 − vn+1i−1 )
(
Lt
	ihi
b′i−1 +
Ki−1=2Lt
	ihiLxi−1
ai−1
)
− (un+1i+1 − vn+1i+1 )
(
Ki+1=2Lt
	ihiLxi
ai+1
)
where b′i =
b(un+1i )−b(vn+1i )
un+1i −vn+1i
, ai =
(un+1i )−(vn+1i )
un+1i −vn+1i
if un+1i = vn+1i and b′i = b′(un+1i ), ai = a(un+1i ) if un+1i = vn+1i
with a−1:=aN+1:=0 and b′−1:=0. This system of equations could be written in the following form:
D(Un+1; V n+1)[Un+1 − Vn+1]= 0
where D is a tridiagonal matrix with entries: for i=0; : : : ; N
[D(Un+1; V n+1)]i; i =
	ihi
Lt
+ b′i +
Ki+1=2
Lxi
ai +
Ki−1=2
Lxi−1
ai;
[D(Un+1; V n+1)]i; i−1 =− b′i−1 −
Ki−1=2
Lxi−1
ai−1;
[D(Un+1; V n+1)]i; i+1 =−
Ki+1=2
Lxi
ai+1:
M. A,f, B. Amaziane / Journal of Computational and Applied Mathematics 145 (2002) 31–48 39
It is easy to see that the transpose of matrix D is strictly diagonally dominant. We then derive
the uniqueness of the solution of the implicit scheme. The existence and the uniqueness of the
solution of the semi-implicit scheme (5) is obtained by similar arguments. This concludes the proof
of Proposition 3.3.
Proposition 3.4. Under the above assumptions; the approximate solution (uni ) de,ned by (4) is BV
stable without any CFL condition. The same result is valid for the semi-implicit scheme (5) under
the CFL condition (11).
Proof. From (4) we have
(un+1i+1 − un+1i )
(
1 +
Ltb′n+1i+1=2
	i+1hi+1
+
LtKi+1=2an+1i+1=2
	i+1hi+1Lxi
+
LtKi+1=2an+1i+1=2
	ihiLxi
)
=(uni+1 − uni ) + (un+1i − un+1i−1)
(
Ltb′n+1i−1=2
	ihi
)
+(un+1i − un+1i−1)
(
LtKi−1=2an+1i−1=2
	ihiLxi−1
)
+ (un+1i+2 − un+1i+1 )
(
LtKi+3=2an+1i+3=2
	i+1hi+1Lxi+1
)
:
Assume that the function un is continued by constants outside the interval [0; 1], we obtain:∑
i∈Z
|un+1i+1 − un+1i |
(
1 +
Ltb′n+1i+1=2
	i+1hi+1
+
LtKi+1=2an+1i+1=2
	i+1hi+1Lxi
+
LtKi+1=2an+1i+1=2
	ihiLxi
)
6
∑
i∈Z
|uni+1 − uni |+
∑
i∈Z
|un+1i+1 − un+1i |
(
Ltb′n+1i+1=2
	i+1hi+1
)
+
∑
i∈Z
|un+1i+1 − un+1i |
(
LtKi+1=2an+1i+1=2
	i+1hi+1Lxi
)
+
∑
i∈Z
|un+1i+1 − un+1i |
(
LtKi+1=2an+1i+1=2
	ihiLxi
)
:
Then we have the following estimates
||un+1||BV(I):=
∑
i=0;:::;N
|un+1i+1 − un+1i |6
∑
i=0;:::;N
|uni+1 − uni |6 ||u0||BV(I):
For the semi-implicit scheme (5), we have
(un+1i+1 − un+1i )
(
1 +
LtKi+1=2an+1i+1=2
	i+1hi+1Lxi
+
LtKi+1=2an+1i+1=2
	ihiLxi
)
=(uni+1 − uni )
(
1− Ltb
′n
i+1=2
	i+1hi+1
)
+ (uni − uni−1)
(
Ltb′ni−1=2
	ihi
)
+(un+1i − un+1i−1)
(
LtKi−1=2an+1i−1=2
	ihiLxi−1
)
+ (un+1i+2 − un+1i+1 )
(
LtKi+3=2an+1i+3=2
	i+1hi+1Lxi+1
)
:
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Using CFL condition (11) and assuming the function un is continued by constants outside the interval
[0; 1], shows that:∑
i∈Z
|un+1i+1 − un+1i |
(
1 +
LtKi+1=2an+1i+1=2
	i+1hi+1Lxi
+
LtKi+1=2an+1i+1=2
	ihiLxi
)
6
∑
i∈Z
|uni+1 − uni |
(
1− Ltb
′n
i+1=2
	i+1hi+1
)
+
∑
i∈Z
|uni+1 − uni |
(
Ltb′ni+1=2
	i+1hi+1
)
+
∑
i∈Z
|un+1i+1 − un+1i |
(
LtKi+1=2an+1i+1=2
	i+1hi+1Lxi
)
+
∑
i∈Z
|un+1i+1 − un+1i |
(
LtKi+1=2an+1i+1=2
	ihiLxi
)
:
Then we have the following estimates
||un+1||BV(I):=
∑
i=0;:::;N
|un+1i+1 − un+1i |6
∑
i=0;:::;N
|uni+1 − uni |6 ||u0||BV(I):
This concludes the proof of Proposition 3.4.
3.2. Convergence results
In this subsection, we present some convergence results. In order to prove the main result of this
subsection, namely Theorem 3.7, we need the following result:
Lemma 3.5. Under CFL condition (6); for the explicit scheme (3); CFL condition (11); for the
semi-implicit scheme (5); and without any CFL condition for the implicit scheme (4); the following
estimate is valid:
||un+1 − un||L1(I):=
∑
i=0;:::;N
hi|un+1i − uni |6CLt (12)
i.e. we have the L1 continuity in time; where C is a constant independent of h and Lt.
Proof. For simplicity, we present the proof only for the explicit scheme. Similar results hold for
the other schemes. Multiply (3) by 	ihi=Lt and sum over j6 i, we obtain
wni :=
∑
j6i
	jhj
un+1j − unj
Lt
= b(1)− b(uni ) +
Ki+1=2
Lxi
((uni+1)− (uni )) (13)
now we have
wni − wni−1 =	ihi
un+1i − uni
Lt
and
wn+1i =w
n
i − b(un+1i ) + b(uni ) +
Ki+1=2
Lxi
((un+1i+1 )− (un+1i ))−
Ki+1=2
Lxi
((uni+1)− (uni ))
=wni − b′n+1=2i (un+1i − uni ) +
Ki+1=2
Lxi
(an+1=2i+1 (u
n+1
i+1 − uni+1)− an+1=2i (un+1i − uni ));
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where b′n+1=2i :=
b(un+1i )−b(uni )
un+1i −uni
, an+1=2i :=
(un+1i )−(uni )
un+1i −uni
if un+1i = uni and b′n+1=2i :=b′(uni ), an+1=2i :=a(uni ) if
un+1i = u
n
i , with a
n+1=2
N+1 :=0. Then we have
wn+1i =w
n
i −
Ltb′n+1=2i
	ihi
(wni − wni−1) +
LtKi+1=2a
n+1=2
i+1
	i+1hi+1Lxi
(wni+1 − wni )−
LtKi+1=2a
n+1=2
i
	ihiLxi
(wni − wni−1)
hence
wn+1i+1 − wn+1i
=(wni+1 − wni )
(
1− Ltb
′n+1=2
i+1
	i+1hi+1
− LtKi+1=2a
n+1=2
i+1
	i+1hi+1Lxi
− LtKi+3=2a
n+1=2
i+1
	i+1hi+1Lxi+1
)
+(wni − wni−1)
(
Ltb′n+1=2i
	ihi
+
LtKi+1=2a
n+1=2
i
	ihiLxi
)
+ (wni+2 − wni+1)
(
LtKi+3=2a
n+1=2
i+2
	i+2hi+2Lxi+1
)
using CFL condition (6) we deduce that
∑
i 	ihi|un+1i − uni |=Lt=
∑
i |wni+1 − wni | is non-increasing,
and %nally we have:∑
i
	ihi
|un+1i − uni |
Lt
6
∑
i
∣∣∣∣b(u0i−1)− b(u0i ) + Ki+1=2 (u0i+1)− (u0i )Lxi − Ki−1=2
(u0i )− (u0i−1)
Lxi−1
∣∣∣∣
6 sup(b′)||u0||BV(I) + ||K(u0)x||BV(I)6C:
This completes the proof of Lemma 3.5.
The following corollary is an immediate consequence of Lemma 3.5.
Corollary 3.6. Under the assumptions of Lemma 3:5; we have the following estimates:
||K((un))x||BV(I):=
∑
i=1;:::;N
∣∣∣∣Ki+1=2 (uni+1)− (uni )Lxi − Ki−1=2
(uni )− (uni−1)
Lxi−1
∣∣∣∣6C (14)
and
||K((un))x||L∞(I):= sup
i=0;:::;N
∣∣∣∣Ki+1=2 (uni+1)− (uni )Lxi
∣∣∣∣6C: (15)
Proof. From (13), we have
||K((un))x||BV(I) :=
∑
i=1;:::;N
∣∣∣∣Ki+1=2 (uni+1)− (uni )Lxi − Ki−1=2
(uni )− (uni−1)
Lxi−1
∣∣∣∣
6
∑
i=1;:::;N
|wni − wni−1|+
∑
i=1;:::;N
|b(uni )− b(uni−1)|
6
∑
i=1;:::;N
	ihi
|un+1i − uni |
Lt
+ sup(b′)||un||BV(I)6C
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and
||K((un))x||L∞(I) := sup
i=0;:::;N
∣∣∣∣Ki+1=2 (uni+1)− (uni )Lxi
∣∣∣∣
6 sup
i=0;:::;N
∑
j6i
	jhj
|un+1j − unj |
Lt
+ b(1) + |b(uni )|6C:
We de%ne certain functions spaces and notations. Let:
W = {w∈H 1(I); w(1)= 0};
W0 = {u∈L2(I); (u)∈W ; [(u)](0)= (1)};
V = {v∈C1(0; T ;C10 (I)); v(:; T ) ≡ 0}:
In the sequel we will present a weak formulation of the problem (P):
(i) u : ]0; T [→ W0; 06 u(x; t)6 1 a:e: in QT ;
(ii) ut ∈L2(0; T ;W ′) and (u)∈L2(0; T ;W );
(iii)
∫ ∫
QT
[	uvt + (b(u)− K(u)x)vx] dt dx +
∫
I
	u0v(x; 0) dx=0 ∀v∈V:
(16)
The data are assumed to be smooth enough to guarantee the existence and uniqueness of the weak
solution. We refer to [6,15,19] for a more detailed analysis.
Now we are ready to prove the main result of this subsection.
Theorem 3.7. Under the above assumptions and the CFL condition (6) [resp. (11)] the approximate
solution uh; given by the explicit scheme (3) [resp. semi-implicit scheme (5)]; converges to u in
L1(QT ) as H and Lt go to zero. The same result is valid for the implicit scheme (4) without any
CFL condition.
Proof. In order to show the convergence of uh:=uh(x; t):=uni in Ii×Tn toward the weak solution
de%ned by (16), we pass to the limit in the discretized equation.
From Propositions 3.1, 3.3, 3.4 and Lemma 3.5 (uh) is bounded in L∞(QT )∩BV(QT ) ⊂¿ L1(QT )
with compact embedding. We can therefore extract, by a diagonal procedure, a subsequence, still
denoted (uh), such that
uh → u∗ in L1(QT ) (17)
as H and Lt go to 0 where the limit u∗ ∈L∞(QT ) ∩ BV(QT ) (see [11, p. 176]).
Let h(u) de%ned by: h(u)(xi; t):=(uni ) for all t ∈Tn and h(u)(:; t)∈P1. It is easy to obtain from
(15) the following estimate: for all t ∈ J
||(h(u))x||L∞(I)6C;
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where C is a constant independent of h and Lt. Then using the compactness embedding W 1;∞(I) ⊂¿
C0( KI) we get: for all t ∈ J
h(u) * ∗ in H 1(I)–weakly and h(u)→ ∗ in C0( KI); (18)
where ∗ ∈H 1(I) and from (18) ∗ satis%es the boundary conditions. The next step is to prove that
∗= (u∗). Taking account the assumptions on the data it follows from (17) that: for all t ∈ J
(uh)→ (u∗) in L1(I) (19)
and the fact that (uh)∈BV(I) we have
|(uh)− h(u)| → 0 in L1(I); (20)
we deduce now from (18)–(20) that ∗= (u∗). At this stage, one concludes that u∗ satis%es (16)(i),
16(ii). It remains to be shown that u∗ satis%es (16)(iii). For this, let v∈V be a test function and
denote by vni = v(xi−1=2; tn). Multiply by hivni in schemes (3)–(5), and by summation we obtain∑
n; i
Lthivni 	i
un+1i − uni
Lt
+
∑
n; i
Ltvni (b(u
s
i )− b(usi−1))
=
∑
n; i
Ltvni
[
Ki+1=2
(uki+1)− (uki )
Lxi
− Ki−1=2
(uki )− (uki−1)
Lxi−1
]
; (21)
where k; s= n or n+ 1. We transform the sums in (21) in the following way
−
∑
i
hiv0i u
0
i 	i +
∑
n; i
Lthiun+1i 	i
vni − vn+1i
Lt
=
∑
n; i
Lthib(usi )
vni+1 − vni
hi
+
∑
n; i
LtKi+1=2
(uki+1)− (uki )
Lxi
(vni − vni+1): (22)
Taking into account the assumptions on the data and using the Lebesgue theorem, it follows as H
and Lt goes to 0
−
∑
i
hiv0i u
0
i 	i → −
∫
I
	u0v(x; 0) dx;
∑
i; n
Lthiun+1i 	i
vni − vn+1i
Lt
→ −
∫ ∫
QT
	u∗vt dt dx;
∑
n; i
Lthib(usi )
vni+1 − vni
hi
→
∫ ∫
QT
b(u∗)vx dt dx;
∑
n; i
LthKi+1=2
(uki+1)− (uki )
Lxi
(vni − vni+1)→ −
∫ ∫
QT
(K(x)(u∗)x)vx dt dx:
Finally, passing to the limit in (22) yields∫
I
	u0v(x; 0) dx +
∫ ∫
QT
(	u∗vt + (b(u∗)− K(u∗)x)vx) dt dx=0:
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u
1
a (u)
0.06
0 u 10
1
b (u)
Fig. 1. Capillary di1usion a(u) and fractional 'ow b(u).
Table 1
CPU times (in s) up to T =0:1
h EFV MFE S-IFV IFV
CFL1 = 1 CFL3 = 1 CFL2 = 1 CFL2 = 1:5
5×10−2 0.15 0.30 0.28 0.30
1×10−3 12.77 27.22 6.92 6.90
5×10−4 96.60 205.56 27.92 27.82
Then, u∗ is a weak solution of problem (16) which only admits a unique solution u. Thus, the entire
sequence (uni ) converges to u.
4. Numerical simulations
In this section we present numerical results using the FV schemes described in Section 2, for
immiscible 'ow in porous media modeled by problem (P). We deal with the displacement of oil
(o) by water (w) in a horizontal one-dimensional porous core sample. We study the process for an
injection of water in the left end of the core sample and before breakthrough time. The expressions
of the nonlinear functions a, capillary di1usion, and b, fractional 'ow, in terms of the relevant
physical quantities are given by
a(u)=
k1(u)k2(u)
k1(u) + k2(u)
p′c(u); b(u)=
k1(u)
k1(u) + k2(u)
;
where k1(u)= krw(u)=,w, k2(u)= kro(u)=,o with krs, s=w; o, is the relative permeability, ,s is the
viscosity of phase s and pc is the capillary pressure. For details of physical data we refer the reader
to [5,22].
Numerical experiments, to test the FV schemes described here, have been performed on various
examples. The results obtained are satisfactory even in the convection dominated case. The computed
approximate solutions satisfy the discrete maximum principle and are monotone. Moreover, the front
is approximated e1ectively.
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Table 2
Relative L1-error
h EFV MFE S-IFV IFV
CFL1 = 1 CFL3 = 1 CFL2 = 1 CFL2 = 1:5
5×10−2 1:22×10−2 1:23×10−2 8:10×10−3 4:07×10−2
1×10−3 2:81×10−3 2:79×10−3 1:80×10−3 6:88×10−3
5×10−4 1:56×10−3 1:58×10−3 1:07×10−3 1:50×10−3
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
E.F.V.
M.F.E.
EXACT
0.66 0.68 0.70 0.72 0.74
0.0
0.2
0.4
0.6 E.F.V.
M.F.E.
EXACT
Fig. 2. Saturation pro%les with h=0:001, EFV and MFE schemes.
Numerical results using the FV schemes are shown and compared with a standard method [6,8,10]
which treats the di1usion term with mixed %nite elements. The FV method provides a better approx-
imation of the solution of problem (P) than the standard methods.
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0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
S-I.F.V.
I.F.V.
EXACT
0.66 0.68 0.70 0.72 0.74
0.0
0.2
0.4
0.6 S-I.F.V.
I.F.V.
EXACT
Fig. 3. Saturation pro%les with h=0:001, S-IFV and IFV schemes.
Below we present one such simulation to illustrate our results. In the simulation presented,
the relative permeabilities used are krw(u)= u3=2, kro(u)= (1 − u)3, the capillary pressure pc(u)=
− [(1 − u)=u]1=2 and the initial condition u0(0)= 1; u0(x)= 0 for all x∈ ]0; 1]. The test problem
involves simulation with %xed porosity, 	(x)= 0:2, and %xed absolute permeability K(x)= 0:2,
,w =1 and ,o=3, and the capillary di1usion function a, and the fractional 'ow function b, are
shown in Fig. 1.
We test numerically the stability properties of the constructed schemes: explicit %nite volume
scheme (EFV), implicit %nite volume scheme (IFV), semi-implicit %nite volume scheme (S-IFV),
and the mixed %nite element method (MFE) [6]. The CFL condition for the MFE scheme is:
CFL3:=
Lt
h
C1 sup
06s61
b′(s) + 3
Lt
h2
C2 sup
06s61
a(s):
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The nonlinear equations arising at each time level with the (5) and (4) schemes are solved by a
predictor–corrector method. Since it is very di3cult to construct a test problem with both exact
solution and su3cient generality, we use resolved numerical solutions in place of exact solutions.
The computer runs were performed on Digital-Alpha Server 8200. In Table 1 we have plotted the
CPU times for di1erent values of h. In Table 2 we have plotted the relative l1-error for di1erent
values of h. A comparison between the di1erent schemes with a close up view of the saturation
pro%les near the discontinuities is presented in Figs. 2 and 3. As expected, the explicit schemes EFV
and MFE lead generally to large CPU time computing taking into account the restrictive stability
criteria. It turns out that the S-IFV scheme is much more accurate than the other schemes.
5. Concluding remarks
The purpose of this paper was to apply and develop %nite volume schemes for a one-dimensional
nonlinear, degenerate, convection-di1usion equation. We studied and analyzed three families of such
schemes. After proving that the schemes are L∞; BV stable under CFL conditions and satisfy a
discrete maximum principle, we obtained convergence results. Both schemes were tested numeri-
cally for the discretization of the above mentioned equation, in the case of immiscible two-phase
'ow in porous media. The approximate solution using the present approach was compared to a
numerical solution obtained by a standard method which treats the di1usion term with mixed %nite
elements. The numerical results indicate that the %nite volume method is particularly well adapted
to the discretization of this problem. The extension of the present technique to the two-dimensional
problem with uniform rectangular grids is straightforward. Our future work will be concentrated on
development of this technique on unstructured grids in the 2-D case.
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