We present an assortment of methods for finding and counting simple cycles of a given length in directed and undirected graphs. Most of the bounds obtained depend solely on the number of edges in the graph in question, and not on the number of vertices. The bounds obtained improve upon various previously known results.
to cover all the edges of G. The degeneracy of a directed graph G = (V, E) is defined to be the degeneracy of the undirected version of G. The degeneracy of a graph is an important parameter of the graph that appears in many combinatorial results. It is easy to see that for any graph G = (V, E) we have d(G) < 2E Tables 1 and 2. As any planar graph has a vertex whose degree is at most 5, the degeneracy of any planar graph is at most 5. As a consequence of the above bounds we get, in particular, that C3's, C4's, and Cs's in planar graphs can be found in O(V) time. This in fact holds not only for planar graphs but for any nontrivial minor-closed family of graphs.
Another contribution of this paper is an O(V ~) algorithm for counting the number of Ck's, for k < 7, in a graph G = (V, E). A preliminary version of this work appeared in [1 ] .
2, Comparison with Previous Works. Monien [11 ] obtained, for any fixed k >_ 3, an O(VE) algorithm for finding Ck's in a directed or undirected graph G = (V, E). In a previous work [2] we showed, using the color-coding method, that a Ck, for any fixed k > 3, if one exists, can also be found For every k _> 7, each one of the four bounds (including the bound that involves the degeneracy) beats the others on an appropriate family of graphs.
In a previous work [ 161 we have also shown that cycles of an even length in undirected graphs can be found even faster. Namely, for any even k > 4, if an undirected graph G = (V, E) contains a Ck, then such a Ck can be found in O ( V 2) time. Our O (E 2-(l/2k)(l+ 1/~)) bound for C4k-2 and O(E 2-(I/~-l/t2k+l))) bound for C4k are again better when the graph is sparse enough.
Itai and Rodeh [8] showed that a triangle (a C3) in a graph G = (V, E) that contains one can be found in O(V ~ or O(E 3/2) time. We improve their second result and show that the same can be done, in directed or undirected graphs, in O(E 2'~176 = O(E 1"41 ) time.
Chiba and Nishizeki [6] showed that triangles (C3's) and quadrilaterals (C4's) in [8] and also Papadimitriou and Yannakakis [13] showed that C3's in planar graphs can be found in O(V) time. Chiba and Nishizeki [6] showed that C3's as well as C4's in planar graphs can be found in O(V) time. Richards [ 14] showed that Cs's and C6's in planar graphs can be found in O(V log V) time. We improve upon the result Eppstein [7] has recently shown that the fixed-subgraph isomorphism problem for planar graphs, i.e., given a fixed graph H and a planar graph G = (V, E), find a subgraph of G isomorphic to H, can be solved, for every fixed H, in O(V) time.
3. Finding Cycles in Sparse Graphs. Monien [11 ] obtained his O (VE) algorithm by the use of representative collections. Such collections are also used by our algorithms.
In what follows, a p-set is a set of size p. PROOF. We use Monien's algorithm to find a q-representative subeollection ~" of 3 r whose size is at most Y~fl=0 pi and a p-representative subcollection ~ of ~ whose size is at most Y~-/P=0 qi. This takes only O(13rl + IGI) time (as p and q are constants).
It is easy to see that if there exist A 6 5 r and B 6 G such that A n B = ~, then there also exist A' 6 ~ and B' ~ ~ such that A' N B' = 0. To see this note that if A f3 B = ~, then, by the definition of q-representatives, there must exist a set A' ~ .~" such that A' N B = ~ and then there must exist a set B' 6 ~ such that A' n B' = (6 as required.
After finding the representative collections ~ and ~ it is therefore enough to check whether they contain two disjoint sets. This can be easily done in constant time (as p and q are constants).
[]
We also need the following lemma that follows immediately from the work of Monien [ 11 ] .
LEMMA 3.3 [1 l]. Let G = ( V, E) be a directed or undirected graph, let v E V, and let k >_ 3. A Ck that passes through v, if one exists, can be found in O(E) time.
We are finally able to present our improved algorithm.
THEOREM 3.4. Deciding whether a directed or undirected graph G = (V, E) contains simple cycles of length exactly 2k -1 and of length exactly 2k, and finding such cycles if it does, cart be done in O(E 2-1/k) time.
PROOF. We describe an O(E 2-1/k)-time algorithm for finding a C2k in a directed graph G = (V, E). The details of all the other cases are similar. Let A = El/*. A vertex in G whose degree is at least A is said to be of high degree. The graph G = (V, E) contains at most 2E/A = O(E I-Ilk) high-degree vertices. We check, using Monien's algorithm (Lemma 3.3), whether any of these high-degree vertices lies on a simple cycle of length 2k. For each vertex this costs O(E) operations and the total cost is O(E2/A) = O(E2-1/k). If one of these vertices does lie on a cycle of length 2k we are done. Otherwise, we remove all the high-degree vertices and all the edges adjacent to them from G and obtain a subgraph G' that contains a C2k if and only if G does. The maximum degree of G' is at most A = E I/k and there are therefore at most E.A k-I = E 2-1/k simple directed paths of length k in G'. We can find all these simple paths in O(E 2 l/k) time. We divide these paths into groups according to their endpoints. This can be done using radix sort in O(E 2-1/k) time and space. We get a list of all the pairs of vertices connected by simple directed paths of length exactly k. For each such pair u~ v, we get a collection ,T'u,~ of (k -1)-sets. Each (k -1)-set in 5t-u,o corresponds to the k -1 intermediate vertices that appear on simple directed paths of length k from u to v. For each pair u, v that appears on the list, we check whether there exist two directed paths of length k, one from u to v and the other from v to u, that meet only at their endpoints. []
In the case of triangles we can get a better result by using fast matrix multiplication.
THEOREM 3.5. Deciding whether a directed or an undirected graph G = (V, E) contains a triangle, and finding one if it does, can be done is 
Finding Cycles in Graphs with Low
Degeneracy. An undirected graph G : [4] ) if there exists an acyclic orientation of it in which dout(V) < d for every v ~ V. The smallest d for which G is d-degenerate is called the degeneracy or the max-rain degree of G and is denoted by d(G). It can be easily seen (see again [4] ) that d(G) is the maximum of the minimum degrees taken over all the subgraphs of G. The degeneracy d(G) of a graph G is linearly r~lated to the arboricity a (G) of the graph, i.e., a(G) = | (d(G)), where a (G) is the minimal number of forests needed to cover all the edges of G. The degeneracy of a directed graph G = (V, E) is defined to be the degeneracy of the undirected version of G. It is easy to see that the degeneracy of any planar graph is at most 5. Clearly, if G is d-degenerate, then [EI < d.IVI. The following simple iemma, whose proof is omitted, is part of the folklore (see, e.g., [10]).
The main result of this section is the following theorem: 
A vertex is said to be of high degree if its degree is more than A and of low degree otherwise. As in the proof of Theorem 3.4, we can check in O(E2/A) time whether any of the high-degree vertices lies on a Cak+l. If none of them lies on a Cak+l, we can remove all the high-degree vertices along with the edges adjacent to them from G and obtain a graph whose maximal degree is at most A. The degeneracy of a graph can only decrease when vertices and edges are deleted and d(G) is therefore an upper bound on the degeneracy of the graph obtained.
Suppose therefore that G is a graph with maximal degree A and degeneracy d(G). To find a C4k+l in G, it is enough to find all directed simple paths of length 2k and 2k + 1 in G and then check, using the algorithm described in the proof of Lemma 3.2, whether there exist a path of length 2k and a path of length 2k + 1 that meet only at their endpoints.
In O(E) time we can get an acyclically oriented version G' of G in which the outdegree of each vertex is at most d(G). The orientations of the edges in G and G' may be completely different.
The number of paths, not necessarily directed, of length 2k -t-1 in G, is at most We can lower the number of paths of length 2k + 1 and 2k we have to consider by utilizing the fact that a Cak+l can be broken into two paths of length 2k + 1 and 2k in many different ways. In particular, let C be a directed C4k+l in G and consider the orientations of its edges in G'. As 4k + 1 is odd and as G' is acyclic, C must contain three consecutive edges ezk, ezk+l, and e2k+2, the first two of which have the same orientation while the third one has an opposite orientation. It is therefore enough to consider all (2k + 1)-paths that start with at least two backward oriented edges and all 2k-paths that start with at least one backward oriented edge. The orientations referred to here are in G'.
The number of paths of length 2k + 1 in G whose first two edges are backward oriented The proof of the directed case is similar.
In O(E) time we can get an acyclically oriented version G' = (V, E') of G in which the out-degree of each vertex is at most d(G). Suppose that G contains a C6. The six possible nonisomorphic orientations of this C6 in G' are shown in Figure I . We refer to these orientations as Ai ..... A6. Our algorithm checks, for each 1 < i < 6, whether G' contains an Ai and if so finds one.
We show how to find an A 1 in G', if one exists. The other cases are similar, and in fact easier. As in [2], we color the vertices of G' randomly using six colors (i.e., every vertex receives a number between 1 and 6, all numbers equally likely). Let c(v) denote the color of vertex v. Let A be a specific copy of an A i in G'. We say that A is well-colored if its vertices are consecutively colored by 1 through 6, and the color 1 is assigned to one of the three vertices having only outgoing edges in A. (By "consecutively colored" we mean that each v 9 A with c(v) < 6 has a neighbor u 9 A with c(u) = c(v) + 1). The probability that A is well-colored is 6/66. We now show how to detect a well-colored copy of an A ~ deterministically, if one exists. Clearly, there exists an undirected triangle in G* iff there exists a well-colored A i in G'.
We can detect such a triangle in G* in O((E*) 2~ = O((Ed(G)) 2'~/(0~+1)) time using the algorithm of Theorem 3.5. If such a triangle is not found, we repeat the whole process using a new random coloring. If G' contains an A 1, then such an A i will be found after an expected number of 65 = 7776 attempts.
We By combining the algorithm described in the proof of Theorem 4.2 with an algorithm given in [16] we obtain the following theorem. It is easy to check, for example, that C3 is k-cyclic for every k > 3 except k = 4. It is also not difficult to check that c3 (C3) = 6 (and more generally ck (Ck) = 2k for every k _> 3) and that c5(C3) ----30. The only 3-cyclic graph is C3 itself. The k-cyclic graphs, for 4 < k < 7, are given in nG(H6)= Z (aCi))'
Note that aly ) is the number of common neighbors of i and j, which is also the number of paths of length 2 between i and j. n(;(H7) = 7"Li~= l iik 2 " n~-;(Hs) = Z a~) )(di --2)(dj -2) --2riG(H6).
(i.j)EF
Note that we must subtract 2nG(H6) to avoid the case in which the two degree-one vertices of H8 are, actually, the same vertex. Note that (Taii)(Y~,j~i a~ )).~ is simply the number of triangles through i times the number of paths of length 2 that begin with i. However, we must only count such a triangle and such a path if they are disjoint, so we must subtract appropriate occurrences of C3,//5, and H6.
14.
~-~ (laj 3, )
15. Since we have already shown how to compute nG(H) for all the 6-cyclic graphs, excluding C6, we can use (1) to compute riG(C6). 16.
17.
18.
19.
riG(HI2)= ~ al 2) _{3) 9 aij -9nG(C3) --2nG(/-/5) --4nG(H6).
(i,j)~E
Here we count the number of triangles through (i, j) and multiply each triangle by the number of walks of length 3 between i and j. Since these walks need not be simple, or may intersect the triangle, we may actually be counting C3's, Hs's, or H6's. Therefore, we subtract the appropriate values. Using slightly more effort, it can be shown that, in O(V') time, we can also count the number of Ck's, for 3 < k < 7, that pass through each vertex of G. We have, in fact, done this in the preceding proof for k = 3, 4, 5. If the graph G contains a Ck, for some 3 < k < 7, we can therefore find, in O(W") time, a vertex through which such a Ck passes. We can then locate a Ck in the graph in additional O(E) time using Monien's method (Lemma 3.3). Similar formulae can be obtained, of course, for the number of octagons (C8's) and even larger cycles. To compute the number of octagons, however, we have to compute first the number of Ka'S in the graph, since a K4 is 8-cyclic. We do not know how to do this is O(V') time.
It is easy to count the number of K4's in a graph in O(V ~ time: for each vertex, count the number of triangles among its neighbors, sum these numbers, and divide by 4. Counting the number of Ka's in a graph, or, in fact, deciding whether a graph contains a K4, in o(V ~ time, is an interesting open problem. For counting the number of larger cycles using our method, we would have to count the number of larger cliques in the graph. Ne~e~ril and Poljak [12] give an O(V'~ time algorithm for deciding whether a graph G = (V, E) contains a Kt. It is easy to check that their method can also be used to count the number of such cliques contained in the graph. By combining the method of Nege~ril and Poljak [12] with the ideas used in Section 4, we get the following result. Using an idea similar to the one used in Theorem 3.5, Kloks et al. [9] have recently obtained an O(E t'~ = O(E 1"69) time algorithm for counting the number of Ka's contained in a graph G = (V, E). They also obtain improved results for finding larger cliques and other induced subgraphs.
