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Abstract 
Leaming in neural networks has attracted considerable interest in recent years. Our focus is 
on learning in single hidden layer feedforward networks which is posed as a search in the 
network parameter space for a network that minimizes an additive error function of 
statistically independent examples. In this contribution, we review first the class of single 
hidden layer feedforward networks and characterize the learning process in such networks 
from a statistical point of view. Then we describe the backpropagation procedure, the leading 
case of gradient descent learning algorithms for the class of networks considered here, as 
well as an efficient heuristic modification. Finally, we analyse the applicability of these 
learning methods to the problem of predicting interregional telecommunication flows. 
Particular emphasis is laid on the engineering judgment, first, in choosing appropriate 
values for the tunable parameters, second, on the decision whether to train the network by 
epoch or by pattern (random approximation), and, third, on the overfitting problem. In 
addition, the analysis shows that the neural network model whether using either epoch-based 
or pattern-based stochastic approximation outperforms the classical regression approach to 
modelling telecommunication flows. 
LEARNING IN SINGLE HIDDEN LAYER FEEDFORWARD NETWORK MODELS 
BACKPROPAGATION IN A REAL WORLD APPLICATION 
1. Introduction 
Recently, cognitive scientists have developed a rich and interesting class of non-linear models 
inspired by the neural architecture of the brain (the so-called neural network models, 
connectionist models or parallel distributed processing models) which are capable of learning 
through interaction with their environment by a process which may be regarded as a recursive 
statistical estimation procedure (White 1989). The promise of these models and the excitement 
evident across various disciplines such as cognitive science, neurophysiology, psychology, 
computer science and engineering is founded on demonstrated successes in solving a diversity 
of difficult problems encompassing the areas of vision, speech and handwritten recognition, 
process control and non-linear prediction. Neural networks seem to be well suited to problems 
of pattern recognition and classification, non-linear feature detection, prediction and function 
approximation. 
Learning in neural networks has attracted considerable interest in recent years (see Sompolinski 
1993). The activity in this area has centered on two major issues. The first is the question of 
representation. Given a neural network of some architecture and size, is there a set of network 
parameters which makes the network perform the desired task? The second question which is 
the focus of this paper is the question of learning from examples. Our focus is on learning in 
single hidden layer networks, the leading case of the class of feedforward networks. 
The essence of network learning is to find a suitable set of parameters that approximate an 
unknown input-output relation. This problem is generally solved using supervised learning 
algorithms. Supervised learning requires a training set (i.e. a set of input-output examples). 
Learning the training set may be posed as a search in the network parameter space by 
introducing an additive error function of statistically independent examples which measures the 
quality of the network's approximation to the input-output relation on the restricted domain 
covered by the training set. The minimization of this error over the network's parameter space 
is called the training process. The task of learning, however, is to minimize that error for all 
possible examples related through the input-output relation, namely, to generalize outside of the 
training set (Levin, Tishby and Solla 1990). 
Section 2 of this paper will briefly review the important and widely used class of two-layer 
feedforward networks and characterize the learning process in such networks from a statistical 
point of view. Section 3 will describe the backpropagation method of Rumelhart, Hinton and 
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Williams (1986) as well as a heuristic modification to it. Investigations of network learning 
have so far primarily been proceeded by Monte Carlo simulation or in other words by toy 
problems, i.e. problems which are simple to state and which require no significant application 
domain to understand (Hecht-Nielsen 1991). Section 4 will analyse the applicability of the 
learning procedures given in section 3 to a low-dimensional real world problem. We have 
chosen interregional telecommunication modelling in Austria as described in Fischer and Gopal 
(1994). The choice of this application domain has been stimulated by several reasons. First, the 
analysis of spatial interaction patterns has always been at the forefront of interest in quantitative 
geography and regional science. Second, spatial interaction modelling has played an important 
role in the evolution of quantitative geography and regional science as a testing ground for new 
methodological approaches. Third, spatial interaction modelling may be viewed as the one of 
the most valuable geographic assets which has a number of practical applications outside 
geography. 
2. A Statistical Approach to Learning in Layered Feedforward Networks 
Feedforward neural networks have been unquestionably the most influential development in the 
field of neural networks during the past decade. The problem addressed by such networks is 
the approximate implementation of an input-output relation, by means of supervised training or 
examples of the mapping's action. For simplicity, but without loss of generality, we consider 
two-layer feedforward networks with one hidden layer (see Figure 1), the leading case of 
feedforward neural networks. Hornik, Hinton and White (1989) and Cybenko (1989) have 
shown that such networks can approximate any continuous input-output relation of interest to 
any degree of accuracy, provided sufficiently many hidden units are available. 
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Figure 1: The Two-Layer Feedforward Neural Network 
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The architecture of the two-layer feedforward network considered here is fixed and determined 
by the number of units per array and by their connectivity. The network receives a vector input 
signal x and emits an output signal z. The system includes feedforward type, but not feedback 
connections. Such an architecture is depicted in Figure 1. Input units i (i=l, .. ., I) send signals 
Xi toward intermediate (hidden) units over connections that either attenuate or amplify signals 
by a factor m~jl) . Each hidden unit j U= 1, ... , J) sees signals Xi m~1 ) (i= 1, ... , I) and 
processes them in some characteristic way. In the simplest case - considered here - the hidden 
unit sums what it sees and produces an activation (or state) 
j=l, ... , J (1) 
that is then sent to the output upits k (k= 1, ... , K). The input to the hidden unit determines the 
state Yj of the element through the transfer function f. Without loss of generality we specify the 
transfer function as a logistic function which scales the activation sigmoidally between 0 and 1. 
This specification leads to 
j=l, "" J (2) 
where (Jf) is the bias for hidden unit j. This bias can be conceived of as a coupling to unit i 
with full activation, and is in practice treated just like mij. 
The output units treat the hidden units as inputs so that 
-I -I ~ = [I+ exp [-( t ro;<;l (I+ ex+(~ rogl x, + roy>))) + o{2J)]] (3) 
k=l, ... , K 
where m?) is the bias for output unit k. 
The parameters of the network are the connections {mi~>, i= 1, ... , I, j= 1, ... , J; mg>, 
j=l, .. ., J; k=l, .. ., K} and the biases {my>, j=l, .. ., J; ~2) , k=l, ... , K} corresponding to 
a point min the S=(J(I+l)+K(J+l))-dimensional Euclidean space 9\8. For every point min the 
network configuration space W c 9\8, the network (3) is a realization of a deterministic 
mapping from an input x e X c 9\1 to an output z E Z c 9tK. This mapping may be denoted 
by 
(4) 
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We focus on the problem of learning an unknown input-output relation F from examples, i.e. a 
training set of N input-target pairs, related through the unknown relation F: 
(5) 
where S = (x, z) with x E X c 9\1 and z E Z c 9\K. Following Levin, Tishby and Solla 
(1990) the relation F can be described by a probability density function defined over the space 
of input-output pairs X ® z c 9\I+K. 
(6) 
where Pp(x) defines the region of interest in the input space and Pp(z Ix) describes the 
functional relation between the inputs and outputs. The training set consists of examples drawn 
independently according to this probability density function. 
Viewing (3) as generating a family of approximations by changing the co-parameters, then the 
central task of learning is to find a way to pick the best approximation from this family. 
Learning the training set by (3) may be posed as an optimization problem by introducing a 
measure of quality of the approximation of the desired relation F by the mapping Fco realized by 
the network. The goodness of an approximation can be eviiluated using an additive error 
function. 
N 
E(N\co) = E (~(N) I co) = I e (zn I xn, co) (7) 
n=I 
which measures the dissimilarity between F and Fco on the restricted domain covered by the 
training set. The error function e (z Ix, co) is a distance measure on 9\K between the target 
output z and the output of the network on the given input x, i.e. e (z Ix, co)= d(y, Fro(x)) An 
important example of an error function and the standard approach is the squared error function 
(8) 
where the conditional probability p (z Ix, co), which may be considered as a measure of the 
"reasonable expectation" of the compatibility of the pair (x,z) to the network; is the Gaussian 
distribution (Levin, Tishby and Solla 1990). 
The learning process selects network configurations that perform well on the restricted domain 
defined by the training examples. Whether the learning process, however, leads to a successful 
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rule extraction in the sense that the resulting network configurations co implement the desired 
relation F can only be tested through performance on novel patterns outside the training set. It is 
important to note that it is generally possible to get increasingly better performance on the 
training examples by increasing the complexity of the neural network model, but such a 
procedure does not necessarily lead to a better generalization ability of the network. 
3. The Backpropagation Procedure and the Momentum Variant 
The problem of computing the network parameters of a layered feedforward network which 
minimize the squared error function (8) can be attacked globally using non-linear optimization 
techniques such as, for example, the extended Kalman filter algorithms. Despite the fact that 
non-local techniques frequently show good convergence properties, these techniques are not 
used to update the parameters of neural networks. This is because the neural network paradigm 
aims to discover the information processing capabilities of neural networks that rely on local 
computations. This may be referred to as locality constraint. Methods which satisfy the locality 
constraint, i.e. modify each estimate of a parameter value based only on information about that 
parameter, may be termed local optimization techniques (Jacobs 1988). 
The locality constraint may be justified due to several reasons. First, neural networks which 
perform local computations are frequently viewed as metaphors for biological neural networks 
even though they abstract severely from them. However, it is important to stress, that (3) is 
viewed as an interesting flexible functional form inspired by biological neural architectures, but 
not as an adequate description of any biological system. Second, the computational costs of 
global optimization techniques can become prohibitive even for networks of moderate size. 
Third, such algorithms may not be suitable for distributed implementations. 
Basic backpropagation (Rumelhart, Hinton and Williams 1986) is currently the most popular 
local optimization procedure for performing the supervised learning task described in section 2. 
By means of this procedure, learning is carried out by iteratively adjusting the coupling 
strengths in the network so as to minimize (7) - (8). In essence backpropagation, as illustrated 
in Figure 2, is a three stage procedure. In the first stage, the network is initialized with small 
random network parameters. An input vector x is presented to the network and propagated 
forward to determine the output signals. The output vector, z = F ro(x) is then compared in the 
second stage with the target vector z resulting in error signal e (z Ix, co) defined by (8) which is 
backpropagated through the network in order to adjust the coupling strengths in the third stage. 
The learning process is repeated until the network satisfactorily performs on the restricted 
domain defined by the training examples. The backpropagation of information is what gives the 
learning procedure its name. 
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Figure 2: Basic Backpropagation (Pattern Learning) 
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The parameter update rule at step n can be written as 
ffi (n+ 1) ae (z IX, ro(n)) = ffi (n) + TJ ------'--
iJro(n) 
(9) 
where ro(n) is a simple parameter at step n, ae I aro denotes the partial derivative of the error 
with respect to this parameter and TJ is a constant factor, the learning rate. 
The backpropagation algorithm implements a local gradient descent on a hyper surface (error 
surface) in the S-dimensional parameter space, where at any point in that space the error of 
performance (8) is the height of the surface. Recursion (9) is an extension of learning 
procedures for the perceptron (Widrow and Hoff 1960). Convergence results for the perceptron 
prove that perceptron learning is possible in particular contexts. Similar analytic results for 
backpropagation to single hidden layer networks are not yet available, though Monte Carlo 
simulations are suggestive. White ( 1989) shows that the backpropagation estimator either 
diverges or converges to a stationary point. Moreover, he proves that if this stationary point 
satisfies a local indentifiability condition then backpropagation either diverges or converges to a 
local minimum. The identifiability condition rules out 'flats' in the error surface, caused by 
redundant inputs or redundant hidden units. The local identifiability condition, however, does 
not rule out the possibility of multiple global minima (White 1989). This result shows the 
limitations of backpropagation to get stuck at local minima or at saddle points, or to diverge. 
Thus, it is reasonable to start with different parameter initialization, apply the algorithm and 
then select the estimates giving the smallest e-value. This usually leads to an estimate consistent 
for some local minimum. But there is no guarantee that one will come close to a global 
minimum (see White 1989). 
In practice, the backpropagation technique has proved to be a suitable algorithm in establishing 
a set of network parameters that enables the network to perform certain input-output mappings. 
But the convergence tends to be extremely slow. Thus, several heuristic schemes have been 
suggested to improve the speed of convergence (Jacobs 1988, Shah, Palmieri and Datum 
1992). These enhancements are inexpensive and usually local. One prominent and widely 
adopted example is the momentum version of backpropagation. The momentum variant adds a 
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new term to the parameter update equation (9) to achieve a faster rate of convergence (Jacobs 
1988). At step n, each parameter co(n) of the network is updated according to the following 
rule: 
co(n+l) 
de (z Ix, co(n)) 
co (n) + Tl + y ~ co(n) 
dCO(n) (10) 
where y is the momentum factor which determines the relative contribution of the change 
~ co(n) of the parameter co at step n. Note that the connection weight is adjusted by a large 
amount, when consecutive derivatives of this weight have the same sign. When consecutive 
derivatives of a weight have opposite signs, this sum becomes small in magnitude and the 
parameter is adjusted by a small amount. The momentum factor may be viewed as a low-pass 
filter pole which reduces the sensitivity of training to variations in Tl· 
4. The Prediction of Interregional Telecommunication Flows: A Real World Application 
We now illustrate the ideas introduced in the preceding sections with a low-dimensional real 
world example, the prediction of interregional telecommunication flows, and pay particular 
attention to the judgment in choosing appropriate values for the two tunable parameters in (10), 
to the decision whether to train the network by epoch or by pattern, as well as to the overfitting 
problem. The conventional regression approach of the gravity type (Rietveld and Janssen 1990, 
Fischer et al. 1992) is used as point of reference for designing the network architecture. 
The Conventional Regression Model of the Gravity Type as Benchmark 
The conventional statistical model to predict interregional telecommunication flows from a 
region r (r=l, ... , m) to a regions (s=l, .. ., m; s;t:r) reads as follows (see Rietveld and Janssen 
1990, Fischer et al. 1992): 
r, s=l, ... , m; r;es (11) 
where T~~nv denotes the volume of telecommunication from r to s (measured in terms of 
erlang) predicted by the model. Ar and Bs represent the potential pool of calls in region r and the 
potential draw of calls in region s, respectively. Gross regional product is widely used as a 
measure for Ar and Bs. Drs denotes a separation factor (measured in terms of distances) 
associated with the origin-destination pairs (r, s). k is a scale parameter, a.1, a.2 and p are 
parameters. The usual approach to estimate these parameters is to assume that a normally 
distributed multiplicative term applies. In this case, OLS can be applied after a logarithmic 
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transformation. It is widely known that this regression approach of the gravity type leads to 
underpredictions of large flows. It is based on the questionable assumption that the variances of 
the error terms are identical. 
The Neural Network Architecture 
The primary advantage of the neural network model approach over the classical regression 
approach to spatial interaction modelling in general and interregional telecommunication flow 
modelling in particular lies in the fact that is has a more general functional form than the gravity 
model can effectively deal with. The neural network model approach implements a functional 
input-output relationship that is expressed in terms of a general modifiable form (see (3)). This 
functional form is modified via the adaptive setting of weights by means of the application of 
the backpropagation procedure (see (9)) or its momentum variant (see (10)) and the squared 
error function (8) to fit the specific mapping which is approximated (Fischer and Gopal 1994). 
It may be viewed as a non-linear regressive function of a quite specific form (White 1989). The 
methods of non-linear analysis evidently resemble those of neural network modelling. But 
none, if any, individual statistical regression function procedures have been developed as the 
neural network model analysed in this paper. 
Figure 3: The Information Processing System to Modelling Tele-
communications over Space (Fischer and Gopal 1994) 
Output Data 
Bias 
t t t 
Input Data Ar Bs Drs 
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One Output Unit 
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Three Input Units 
i=l, ... , 3 
The network architecture has a strong effect on what can be learned and how long it takes to 
learn (Fischer and Gopal 1994). Trial and error has been used to find an acceptable architecture 
in terms of convergence during learning and generalization. The architecture considered in this 
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study is outlined in Figure 3. The three input units correspond to the three independent 
variables Ar, B5 , and Drs in (11). The output unit generates the telecommunication flow 
prediction, T~eur. The number of hidden units is a priori fixed to 1=28 in this study. It is 
worthwhile to mention that this (3:28: 1) information processing system has been obtained from 
the (3:30: 1) model discussed in Fischer and Gopal (1994) by the method of weight elimination. 
The Data 
From three Austrian data sources - a (32,32)-interregional (domestic) telecommunication flow 
matrix (T~5b5)r,s, ... ,32, a (32, 32)-distance matrix (Drs)r,s=l, ... ,32, gross regional product data for 
the 32 regions - a set of 992 4-tuples (Ar, B5, Drs. T~sbs) was constructed, where the first three 
components represent the input vector and the last component the target output of the neural net 
model. Input and target output signals were preprocessed to logarithmically transformed data 
scaled into (0,1). The telecommunication data stem from network measurements of carried 
telecommunication traffic in Austria in 1991, in terms of erlang, which is defined as the number 
of phone calls (including facsimile transfers) multiplied by the average length of the call 
(transfer) divided by the duration of measurement (for more details see Fischer et al. 1993). 
This data set was randomly divided into three separate subsets: 
• a training set (70% of the data) used for the training process (i.e. training the model) only, 
• a validation test set (20% of the data) used only for determining when to stop training (i.e. 
to tackle the overfitting problem), 
• aprediction test set (10% of the data) strictly set apart and only used to analyse the 
generalization performance. 
Basic Backpropagation Learning 
Learning via backpropagation is implemented by (9). The initial parameters were drawn at 
random from an uniform distribution between -0.1 and 0.1. During training of the network, 
each time step n is an epoch of 20 input signals (i.e. epoch size of 20), presented in random 
order (stochastic approximation). At the end of each epoch, the network parameters were 
updated as defined by (9). 
The learning rate Tl in the parameter update rule (9) determines what portion of the accumulated 
change to the weight set after each training epoch will be used for correction. The 'best' value 
of the learning rate depends on the characteristics of the error surface. If the error surface 
changes rapidly, the gradient calculated only on local information will give poor indication of 
the true 'right path'. In this case, a smaller Tl-value is desirable. On the other hand, if the 
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surface is relatively smooth, then a larger 11 will speed convergence. A learning rate which is 
too large may cause the information processing system to oscillate, and thus to slow or prevent 
the model's convergence. Unfortunately, the shape of the error surface is rarely known in 
practice. In order to evaluate training (learning in a strict sense) performance of basic 
backpropagation we performed eight experiments corresponding to eight (constant) 11-values. 
These values were 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8. Training performance is 
measured in terms of two measures. The first performance measure is the average relative 
variance ARV(S) of a set S of patterns, which is widely used in the neural network literature 
(see Weigend, Rumelhart and Huberman 1991) defined as 
ARV (S) = IE s (12) 
I e S 
-
where YI denotes the target value and Y1 the actual network value, y the average over the 20 
desired values in S. The averaging, i.e. division by Ns (the number of patterns in set S 
(=epoch), Ns = 20) makes ARV(S) independent of the size of the set. The division by the 
estimated variance ~ of the data removes the dependence on the dynamic range of the data. 
This implies that if the estimated mean of the observed data would be taken as predictor, 
ARV(S) would be equal to 1 (Weigend, Rumelhart and Huberman 1991). In this study the 
variances of the individual sets S associated with the different epochs differ only slightly. Thus 
it appears to be reasonable to always use the variance of the entire data record 
"2 2 
cr = oan = 3 .112 as a proxy. A value of ARV (S) = 0.1 corresponds, thus, to an average 
absolute quadratic error of ARV(S)·cr;11 =0.1·3.112 = 0.3112""' 0.9682
2
• The 
alternative would have been to normalize each individual set S by its own variance. 
The second performance measure used in this study is the coefficient of determination R2(S), a 
widely used goodness-of-fit measure in spatial interaction modelling (Fotheringham and 
O'Kelly 1989). This measure is defined as 
(13) 
... 
with 0 :5 R2 :5 1 and y denoting the average over the 20 predicted values in S. 
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Table 1: 
Epochs 
50 
200 
400 
600 
800 
1000 
1200 
1400 
1600 
1800 
1900 
2000 
Performance of Epoch-Based Backpropagation Learning for Different Learning Rates 
(measured in terms of ARV and R2) 
Performance Learning Rates 
Measures 0.1 0.2 0.3 0.4 0.5 0.6 0.7 
ARV 0.6145 0.6001 0.4905 0.4521 0.3826 0.3967 0 .3663 
R2 0.2121 0.2300 0.3031 0.3160 0.3654 0.3664 0.3716 
ARV 0.3154 0.2971 0.2565 0.2405 0.2298 0. 1975 0.1755 
R2 0.3731 0.3838 0.4012 0.4253 0.4338 0.4453 0.4623 
ARV 0.2268 0.2119 0 . 1768 0.1647 0.1498 0. 1270 0. 1198 
R2 0.4322 0.4407 0.4595 0.5213 0.5475 0.551 s 0.5615 
ARV 0.1861 0.1666 0.1443 0.1308 0.1194 0.1026 0.0972 
R2 0.4574 0.4676 0.5236 0.5485 0.5585 0.5614 0.5694 
ARV 0.1632 0. 1449 0. 1249 0.11 so 0. 1056 0.0868 0.0816 
R2 0.5128 0.5223 0 .5433 0 .5603 0.5628 0 .5736 0 .5875 
ARV 0.1477 0.1348 0 .1149 0.1066 0.0982 0.0760 0.0705 
R2 0.5216 0.5415 0.5625 0.5643 0.5715 0.5995 0.6113 
ARV 0.1338 0.1182 0. 1054 0.0964 0.0867 0.0694 0.0630 
R2 0.5365 0.5568 0.5645 0.5732 0.5736 0.6126 0.6205 
ARV 0.1248 0. 1087 0.0972 0.0828 0.0796 0.0637 0 .0562 
R2 0.5432 0.5503 0.5705 0.5873 0.5916 0.6173 0.6302 
ARV 0.1152 0.1021 0.0895 0.0771 0.0733 0.0601 0.0507 
R2 0.5433 0.5608 0.573 3 0.5913 0.6015 0.6293 0.6412 
ARV 0.1093 0.0916 0.0814 0.0717 . 0.0666 0.0555 0.0487 
R2 0.5504 0.5633 0.5803 0.5975 0.6114 0.6314 0.6594 
ARV 0.1062 0.0897 0.0759 0.0694 0.0631 0.0541 0.0483 
R2 0.5702 0.5733 0.5801 0.6010 0.6130 0 .6300 0.6611 
ARV 0.1047 0 .0856 0 .0715 0 .0666 0 .0611 0 .0517 0 .0484 
R2 0.5708 0.5913 0.6001 0.6027 0.6203 0.6332 0.6613 
' Figure 4: Network Approximation Using Backpropagation: Effect of Learning 
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The backpropagation procedure is sensitive to different starting points. Thus, five runs starting 
from different random initializations were conducted in each experiment. In Table 1, the results 
of the experiments are summarized in terms of ARV(S) and R2(S) for the best out of the five 
runs. In addition, Figure 4 displays the learning curves corresponding to the eight experiments, 
as a function of training time in epochs. The x-axis represents the number of epochs and the y-
axis logarithmically the average relative variances. 
The results show the following properties. First, within each experiment training performance 
continuously increases with increasing epochs until 2,000 epochs (Tl=O.l, 0.2, 0.3, 0.4, 0.5, 
0.6) and 1,900 epochs (1'1=0.7). Second, 1'1=0.8 tends to cause the information processing 
system to oscillate after 1,200 epochs, especially with respect to R2(S), and, thus, to slow the 
model's convergence. Third, by increasing the learning rate Tl from 0.1 to 0.7 training 
performance can continuously be improved and convergence time decreased. Backpropagation 
with 1'1=0. 7 evidently yields the best result in terms of both, the two performance measures and 
convergence time. 
Momentum Learning 
In order to analyse the advantages of the momentum variant over basic backpropagation we 
analysed its effect on training performance. Four experiments were performed corresponding to 
four values for momentum. These values were 0.2, 0.4, 0.6 and 0.8. Within each experiment, 
again five simulations were executed, differing in random initialisations. For the four 
experiments we used the learning rate of 1'1=0.7. 
Figure 5: Network Approximation Using Backpropagation: Effect of Momentum 
Rate on Epoch-Based Learning 
1.00 
5: 0.50 
<( 
x 
Q) 
'O 
E 
~ 
c: 
<II 
E 
0 
ai 0.10 
a.. 
0.05 
0 10 20 30 40 
Number of Iterations (in 1000) 
12 
Table 2: Performance of the Momentum Variant of Epoch-Based Back-
propagation Learning for ri=0.7 and Different Momenta (measured in 
terms of ARV and R2) 
Epochs Performance Momentum 
Measures 0.0 0.2 0.4 0.6 0.8 
50 ARV 0.3663 0.3465 0.3199 0.3012 0.3015 
R2 0.3718 0.3792 0.3914 0.4003 0.4013 
200 ARV 0.1755 0.1726 0.1681 0.1600 0.1536 
R2 0.4629 0.4634 0.4633 0.5113 0.5214 
400 ARV 0.1198 0.1098 0.0967 0.0883 0.0751 
R2 0.5613 0.5635 0.5714 0.5734 0.5894 
600 ARV 0.1008 0.0993 0.0879 0.0715 0.0624 
R2 0.5793 0.5804 0.5844 0.6004 0.6114 
800 ARV 0.0816 0.0757 0.0714 0.0565 0.0547 
R2 0.5873 0.5836 0.5943 0.6315 0.6347 
1000 ARV 0.0703 0.0747 0.0617 0.0541 0.0511 
R2 0.6113 0.5974 0.6143 0.6335 0.6344 
1200 ARV 0.0630 0.0613 0.0583 0.0532 0.0502 
R2 0.6204 0.6234 0.6344 0.6376 0.6406 
1400 ARV 0.0562 0.0544 0.0513 0.0498 0.0492 
R2 0.6304 0.6320 0.6360 0.6406 0.6424 
1600 ARV 0.0507 0.0481 0.0453 0.0493 0.0478 
R2 0.6415 0.6447 0.7005 0.6425 0.6457 
1800 ARV 0.0492 0.0481 0.0468 0.0499 0.0483 
R2 0.6596 0.6604 0.6674 0.6407 0.6605 
1900 ARV 0.0487 0.0483 0.0469 0.0499 0.0487 
R2 0.6614 0.6617 0.6675 0.6403 0.6412 
2000 ARV 0.0484 0.0487 0.0472 0 .0505 0.0499 
R2 0.6615 0.6642 0.6664 0.6414 0.6430 
Table 2 displays the results of experiments in terms of ARV(S) and R2(S). Figure 5 exhibits the 
learning curves in comparison to the learning curve corresponding to basic backpropagation 
learning (y=O.O). The following results are worthwhile to mention. First, the addition of a 
momentum term improves the training performance, may prevent oscillations in the systems 
and may help the system to escape local minima of the error function in the training process. 
Second, increasing the momentum term tends to increase the training performance up to 1,500 
epochs. Third, after 1,500 epochs backpropagation learning with y=0.4 clearly proves to be 
superior to backpropagation with y=O.O, 0.2, 0.6 or 0.7. Overall considered, this type of 
learning performs best. 
Epoch-Based versus Pattern-Based Learning (Stochastic Approximation) 
Two different adoption strategies may be used with backpropagation, when adopting neural 
networks in a stochastic mode: 
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• epoch-based learning, the strategy adopted in the preceding subsections (epoch size of 20 
patterns), and 
• pattern-based learning, a special case of epoch-based training. 
Each of these strategies involves iterating through the training set many times, until the 
estimated weights settle down or the level of error is acceptably small. Epoch-based training 
represents an overall or accumulated correction to the weight set after each epoch of 20 input 
signals, presented in random order. Pattern-based training is a form of incremental weight 
update for each input signal, provided in random order. Pattern-based training may be viewed 
as a special case of epoch-based training, namely for the case that the epoch size equals one. 
Table 3: Training Performance of the Neural Net Model: 
The Cases of Epoch-Based and Pattern-Based 
Training (measured in terms of R2 and ARV) 
Number of Training Performance 
Iterations Pattern-Based Epoch-Based * 
(in 1000) R2 ARV R2 ARV 
2 0.4912 0.1296 0.3620 0.2122 
4 0.5415 0.1996 0.5081 0.1213 
8 0.5914 0.0856 0.5617 0.0955 
12 0.6453 0.0788 0.5871 0.0887 
16 0.6613 0.0687 0.6216 0.0841 
20 0.6714 0.0595 0.6455 0.0797 
24 0.6858 0.0577 0.6600 0.0754 
28 0.6905 0.0551 0.6611 0.0715 
32 0.7013 0.0539 0.6700 0.0689 
36 0.7105 0.0530 0.6721 0.0667 
40 0.7126 0.0525 0.6930 0.0645 
* Epoch Size: 20 Patterns 
Table 3 summarizes the results of our investigation C11=0.7 and y=0.4, random approximation). 
The ARV-measure (R2-measure) continuously decreases (increases) with the increasing number 
of iterations and seems to level after 36,000 ( 40,000) iterations for pattern-based (epoch-based) 
training. The table clearly demonstrates that pattern-based training proves to be superior to 
epoch-based training with epoch size of 20 patterns, in terms of both performance measures. 
The Over.fitting Problem 
If the network mapping Fro fits the training data exactly, the capability of the network to 
generalize, that is to generate an acceptable output when a novel input signal is applied to the 
network, will often be poor. This arises from the rapid oscillations in the network function that 
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are generally needed to fit the noisy training data. To improve the generalization capability of 
the network model, it is necessary for the network mapping to represent the underlying trends 
in the data, rather than fitting all of the fine details of the data set (Bishop 1991 ). 
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We used the random method of cross validating to detect when overfitting occurs (see Fischer 
and Gopal 1994). Figure 6 shows the performance of the neural network using (a) pattern-
based learning and (b) epoch-based learning as a function of trainii;ig time in iterations. The 
average relative variances are given for the training set, the validation set and the prediction set. 
In Figure 6, the success in mastering the training set is indicated by the monotonic decrease of 
the lowest curve, indicating the fitting error. The case of pattern-based learning is shown in the 
upper panel of Figure 6. In both cases, the prediction error first decreases, but then starts to 
increase. The network begins to use its resources to fit the noise of the training set, i.e., it starts 
to pick out characteristics which are specific to the training set, but not present in the prediction 
sets. This overfitting leads to deteriorated generalization. 
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The validation set is required for a statistically proper determination of the end of the training 
process. To get a feeling for the effect of the sampling error by picking a specific training set -
validation set combination, we investigated several training set-validation set pairs. The 
validation test set error as shown in Figure 6 decreases first, for both pattern-based and epoch-
based training, more rapidely until 3,000 (2,000) iterations in the case of pattern-based 
( epoch)based training, and then slightly increases and tends to approach an asymptotic value. If 
we assume that the error curve of the neural net model tested against the entire infinite set of 
possible patterns would be approximately the same as that of the validation set curve (Hecht-
Nielsen 1990), which is only crudely correct assumption, then clearly we would like to stop 
training when this curve arrives at its minimum. The minimum is reached after 6,500 (7,000) 
iterations in the case of pattern-based (epoch-based) learning. At this stopping point, P, the 
model is used for prediction. In the specific choice of a training set - validation set combination 
shown in Figure 6, the fitting of the noise of the training set occurs to have only little effect on 
the validation set, which is also reflected in the prediction set curve. 
Generalization Capability of the Neural Net 
So far, we have concentrated on the training behaviour of the network using different 
adaptation strategies. The ultimate task of learning, however, is to minimize the error for all 
possible examples related through the input-output relation, i.e. to generalize outside the 
training set. In the sequel, we assess the predictive power of the network for the two adaptation 
strategies and compare it to the benchmark model, the log-normal version of (11). 
Table 4: Generalization Capability of the Neural Net 
Model: The Cases of Epoch-Based and Pattern-
Based Training (measured in terms of R2 and ARV) 
Number of Generalization Capability 
Iterations Epoch-Based * Pattern-Based 
(in 1000) R2 ARV Rl ARV 
2 0.1041 0.8901 0.1132 0.9101 
4 0.1211 0.8976 0.1052 0.8820 
8 0.2324 0.8379 0.2423 0.8379 
12 0.3371 0.7162 0.4003 0.7362 
16 0.4001 0.6812 0.4250 0.5933 
20 0.3973 0.6866 0.4300 0.5766 
24 0.3960 0.6891 0.4350 0.5733 
28 0.3593 0.6923 0.4251 0.5941 
32 0.3517 0.6992 0.4150 0.6294 
36 0.3461 0.7211 0.4177 0.6478 
40 0.3451 0.7247 0.4198 0.6645 
* Epoch Size: 20 Patterns 
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Table 4 reports the prediction performance of the neural network on the testing set in terms of 
R2 and ARV. As can be seen by comparing the R2- and ARV-values, the pattern-based 
adaptation strategy leads to a somewhat higher generalization capability than the epoch-based 
strategy. Both strategies clearly outperform the prediction performance of the gravity model. 
The prediction quality of this model shows a R2-value of 0.7825 and an ARV-value of 0.2535. 
Note that the gravity model was estimated (tested) with the same data seen by the neural net 
model using pattern-based learning during training (testing) in order to make the comparison 
with the benchmark model as close as possible. 
Figure 7: Model Predictions and Target Tr8-Values 
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The superiority of pattern-based over epoch-based stochastic approximation, and of both 
strategies over the benchmark model is illustrated in Figure 7. The case of pattern-based neural 
net model predictions is shown in the left upper box of Figure 7, the case of epoch-based neural 
net model predictions in the right upper box and the case of conventional gravity model 
predictions at the bottom of Figure 7. In each box the target values, In T rs. ordered by size, 
serve as a benchmark to evaluate the prediction quality visually. The solid curves refer to the 
model predictions and the dotted line to the target values. The figure illustrates that the log-
normal gravity model leads to noticeable underpredictions of large flows, a well-known 
deficiency of the approch, and overpredictions of small flows. The neural net models are much 
more successful in prediction, altogether in 94% of the cases. The superiority of these models 
is evidenced also in terms of the R2-performance (0.4201and0.3310 for the pattern-based and 
epoch-based neural net compared to 0.3017 for the gravity model) and the ARV-performance 
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(0.7509 and 0.8794 for the pattern-based and epoch-based neural net compared to 0.7821 for 
the gravity model). This is what one expects from the more general functional form of the 
neural net models. The figure also supports the view that pattern-based approximation generates 
more accurate predictions than epoch-based approximation. In the context of the current 
application this is evident for 77% of the predictions. Especially, with respect to small flows the 
differences in prediction quality tends to be remarkable. 
5. Summary and Outlook 
Single hidden layer feedforward networks are fairly well understood, and procedures for 
applying them successfully in a number of application domains have been worked out. Such 
networks implement a functional input-output relationship that is expressed in terms of a 
general, modifiable form. This functional form is modified via the adaptive setting of weights 
by means of the application of a local learning process that minimizes an error function through 
an iterative statistical scheme. A popular learning process or this type is given by 
backpropagation. Investigations of network learning have so far primarily proceeded by Monte 
Carlo simulation. In this contribution we apply the neural network approach to a real world 
problem, the prediction of interregional telecommunication flows, and analyse backpropagation 
learning in this application context. The major results obtained in this study may be summarized 
as follows: 
First, the backpropagation procedure is a suitable algorithm in establishing a set of network 
parameters that enable to perform the desired input-output mapping. The 'optimal' value of the 
learning rate depends on the characteristics of the error surface which are unknown in practice. 
In the application context considered a learning rate of O. 7 was found to lead to the best training 
performance measured in terms of ARV and R2. A larger learning rate would cause the 
information processing system to oscillate, and, thus, to slow or prevent the neural net model's 
convergence. 
Second, a simple heuristic modification to the basic backpropagation algorithm improves its 
training performance. The modification amounts to adding a new term, the so-called momentum 
term, to the parameter update equation to prevent oscillations in the system, and to assist the 
system to escape local minima of the error function in the training process. Simulation 
experiments revealed that a momentum term of 0.4 yielded the best improvement. 
Third, two different adaptation strategies may be used with backpropagation: epoch-based and 
pattern-based stochastic approximation. Experiments clearly demonstrated that pattern-based is 
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superior to epoch-based approximation (epoch size of 20 patterns) not only in terms of training 
performance, but also in terms of the generalization capability. 
Finally, it is worthwhile to mention that the neural network model using either epoch-based or 
pattern-based learning is outperforming the conventional gravity model. 
Despite the merits and popularity of backpropagation learning there are some fundamental 
problems which deserve further attention. First, supervised learning using a backpropagation or 
a backpropagation-like gradient based learning rule can be stuck in a local minimum of the error 
function in the presence of local minima due to the gradient descent nature of gradient-based 
learning rules. Because local minimum errors are still potential pitfalls undermining or plaguing 
supervised learning, further investigations are deemed necessary. Second, backpropagation-like 
procedures require a large number of computations per iteration so that the algorithm runs 
slowly unless implemented in expensive custom hardware. Moreover, they need many 
iterations to converge and, thus: are inappropriate for on-line real time, rather than off-line 
learning considered in this contribution. 
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