This paper presents a new 3-D Markov model for motion vector elds. The three dimensions consist of the two space dimensions plus a scale dimension. We use a compound signal model to handle motion discontinuity in this 3-D Markov random eld. For motion estimation, we use an extended Kalman lter as a pel-recursive estimator. Since a single observation can be sensitive to local image characteristics, especially the model is not accurate, we employ windowed multiple observations at each pixel to increase accuracy. These multiple observations employ di erent weighting values for each observation, since the uncertainty in each observation is di erent. Finally, we compare this 3-D model with earlier proposed 1-D (coarse-to-ne scale) and 2-D spatial compound models, in terms of motion estimation performance on a synthetic and a real image sequence.
I. INTRODUCTION
Motion estimation is formulated as the computation of a 2-D motion vector eld. The motion vector eld is de ned as the set of motion vectors which are used to denote the apparent motion of the image brightness pattern in a timevarying image sequence. This perceived motion has been called optical ow. The optical ow can be the true motion or just a change of illumination in the scene. Since motion vector elds relate successive images of a given scene, reliable estimation of these elds is important for image sequence processing such as interpolation, coding, tracking, and ltering 1]. For certain visual tasks, such as video compression, it may not be necessary to compute true motion. However, other tasks such as temporal interpolation will require true motion.
There are two principle approaches to the problem of estimation of motion vector elds: the feature-based matching approach and the gradient-based approach. The gradie-nt-based approach allows the motion vect eld to be dense, and does not have to nd feature points with signi cant variations. In the gradient-based approach, gray value variation at a pixel does not give enough information to determine the two components of the motion vector at the pixel, and is therefore called ill-posed or ill-conditioned.
The well known approach for solving ill-posed problems is to restrict the class of admissible solutions by using suitable a priori knowledge 2, 3] . In an algebraic approach, Horn and Schunk 4] have sought the solution which simultaneously satis es the optical constraint (measurement) and minimizes a motion smoothness error. Hildreth 5] estimated the motion vector component orthogonal to the intensity contour while minimizing motion variation along the contour. Nagel and Enkelmann 6, 7] and Fogel 8] have varied the smoothness constraint based on the characteristics of the data structure. Yuille and Grzywacz 9] proposed a theoretical model for motion coherence and chose the smoothing function so that the interaction between the motion vectors falls o like a Gaussian as a function of the distance between them. As a stochastic approach, vector eld models have also been used for smoothing motion vectors. Stuller Konrad and Dubois 14] used noncausal AR models. They modeled each component of the motion vector eld with a compound Gaussian Markov random eld. Driessen 15] has used a 3-D (spatiotemporal) Gaussian Markov random eld model. A spatiotemporal model uses both the spatial and the temporal dependencies of the motion vector eld. Namazi et al. 16, 17] modeled the transform coe cients with a stationary 1-D AR model and used an 1-D Kalman lter for the estimation of the coe cients corresponding to low frequencies. As types of pel-recursive methods, a 1-D Kalman lter and a 2-D Kalman lter have been used for estimating motion vector elds 10, 18, 13] . In these methods, motion vector elds have been modeled with a single or compound generalized causal AR model.
In addition to the above methods, multiscale (coarse-to-ne) methods have been used for solving the ill-posed problem 19, 20] . In multiscale methods, the motion vector eld is rst estimated at previous coarser scales. This estimated vector eld is propagated to the ner scale with estimation uncertainty. Since this propagation can be thought as a 1-D (coarseto-ne) Markov random sequence and each observation at each scale has observation uncertainty, a 1-D Kalman lter is used over the scale. This multiscale method can be viewed as imposing an a priori smoothness constraint over the scale 19] .
In this paper, we will model the motion vector eld with a compound 3-D generalized causal AR model. The 3-D space consists of the 2-D image space augmented with a 1-D multiscale dimension. When there is discontinuity in the motion vector eld, motion vectors on one side are weekly correlated with motion vectors on the other side. Therefore, causal AR models do not result in good prediction. A noncausal AR model results in better prediction than the causal AR models because the noncausal model uses information of motion vectors on both sides of the discontinuity. The proposed 3-D model uses information of motion vectors in the previous scales, motion vectors in the previous rows, and motion vectors before in the current row. Those motion vectors in the previous scale include information of motion vectors in the noncausal support region in the current scale.
In the 1-D multiscale method, the estimation in the previous scale is coarser than the estimation in the current scale. When there is a line discontinuity in the 2-D motion vector eld, a motion vector estimated in the causal region in the current scale can be highly correlated with the motion vector at the current pixel than motion vectors estimated in the previous scale.
When the prediction error is smaller, so is the linearization error. The gradient-based motion estimation results in better performance when the prediction error is smaller. Therefore, the proposed 3-D model results in better prediction than the 2-D spatial model and 1-D multiscale model.
We will show that this 3-D model can handle motion discontinuity properly. We will estimate a motion vector eld with a measurement (optical constraint) and the proposed motion model. A 3-D extended Kalman lter will be used for estimating the motion vector eld. This 3-D extended Kalman lter is a simple extension of the 2-D reduced order model Kalman lter (ROMKF) 21] and is derived in 22].
The paper is organized as follows: The 3-D motion vector eld model is presented rst in Section 2. This is followed by the observation model in Section 3. In Section 4, we will explain how to obtain a set of model parameters for the proposed 3-D vector eld model. In Section 5, we will show a multi-model extension of the 3-D motion vector eld model. In Section 6, we will use a 3-D extended Kalman lter for motion estimation and present the model detection problem. Some experimental results are presented and discussed in Section 7. This is followed by Conclusions.
II. THREE-DIMENSIONAL MOTION VECTOR FIELD MODEL
We describe a 3-D Gaussian Markov random process for modeling a motion vector eld, where the 3-D space consists of the 2-D space and the 1-D multiscale. The term motion vector means "displacement vector". The image eld at the current scale is horizontally and vertically decimated by two for the generation of the image eld at the coarser scale.
When the image eld s(n 1 ; n 2 ; n 3 ? 1) at the previous coarse scale n 3 ? 1 is generated as follows: s(n 1 ; n 2 ; n 3 ? 1) = 1 4 s(2n 1 ; 2n 2 ; n 3 ) + s(2n 1 + 1; 2n 2 ; n 3 ) + s(2n 1 ; 2n 2 + 1; n 3 ) +s(2n 1 + 1; 2n 2 + 1; n 3 ) ;
the unit distance, the distance between two neighbor pixels, at the scale n 3 ? 1 is twice that at the ner scale. This means that when an object moves one pixel at the previous coarser scale n 3 ? 1, the corresponding object moves two pixels at the ner scale n 3 . Therefore, the motion vectord(2n 1 ; 2n 2 ; n 3 ) can be estimated by 2d(n 1 ; n 2 ; n 3 ? 1). When the motion vector eld at the previous coarse scale n 3 ? 1 is propagated to the ner scale n 3 , a parent motion vector at the previous coarser scale, is propagated to four child motion vectors as illustrated in Fig. 1 . In this Markov random eld sequence, we de ne the ordering structure: At each scale n 3 , motion vectors are processed line-by-line, in raster scan order. Motion vectors at the ner scale n 3 are processed after processing all motion vectors at the previous coarser scale n 3 ? 1. In this way, we can divide the multiscale motion vector eld into two parts, i.e. past and future. The generalized causal model support region illustrated in Fig. 1 As the model support region R ++ increases, the proposed 3-D Markov random eld can model motion vector elds more accurately, but its complexity also increases. In some papers about multiscale signal processing, a signal is de ned on a 3-D pyramid and a tree-like structure is used 23]. In this paper, we are interested in the simplest 3-D Markov random eld. In the multiscale Markov eld, the 1st order Markov is successively used for modeling various random From (4), (5), and the orthogonality condition 24], the parameter set for each component is determined by the following equation:
phases at each scale, that is four di erent model parameter sets at each scale. These four phases are illustrated in Fig.  2 . For the nearest pixel model (M 3 = 1), Eq. (4) is simpli ed as
where (2n + ) and (2 1?k3 n + 1?k3 ? k) are de ned in (3) and (4), denotes the four phases, and the n 3 argument of A( ) indicates that the model is scale-variant.
III. OBSERVATION MODEL In an intensity image sequence, the motion eld is observed as displaced intensities. Two consecutive image frames are related by a displacement eld. Introducing the new variable`t' to denote time, the observed pyramidal image frame is then given by r(n 1 ; n 2 ; n 3 ; t) = s(n 1 ; n 2 ; n 3 ; t) + w r (n 1 ; n 2 ; n 3 ; t); (10) where s(n 1 ; n 2 ; n 3 ; t) is the original image intensity at the spatial location (n 1 ; n 2 ) at the scale level n 3 at the time t, r(n 1 ; n 2 ; n 3 ; t) is the observed image intensity, and the observation noise w r (n 1 ; n 2 ; n 3 ; t) is assumed to be zero-mean and Gaussian. Under the assumption that image intensity is constant along motion trajectories, two observed image frames are related by the displacement eld as r(n 1 ; n 2 ; n 3 ; t) =r(n 1 ? d 1 (n 1 ; n 2 ; n 3 ); n 2 ? d 2 (n 1 ; n 2 ; n 3 ); n 3 ; t ? 1) +w obs (n 1 ; n 2 ; n 3 ; t); 
and w obs (n 1 ; n 2 ; n 3 ; t) = w r (n 1 ; n 2 ; n 3 ; t) ? w r (n 1 ; n 2 ; n 3 ; t ? 1) + spatial interpolation error. We will use (12) as the observation equation for the motion vector eld, and thereby assume that image intensity does not change along motion trajectories. Since (12) provides only a single linear-constraint for the two unknown components of the motion vector, a stochastic model of the motion vector eld is used for combining information on motion vectors in the neighborhood, thereby producing a unique solution. Even though a motion vector eld model eliminates the ill-posed problem, the observation equation (12) can still result in motion estimation which is sensitive to local characteristics of a noisy image, especially when the model does not well represent the local characteristics of the motion vector eld.
A. Multi-Observation
At each pixel, the motion vector is usually fairly constant in a small region centered at the pixel. Hence, observations in a symmetric J J window can be used for estimating the motion vector at that pixel. Assuming that motion is constant in the J J window W, the observations within the window can be expressed as: (14) where w err (n 1 ? j 1 ; n 2 ? j 2 ; n 3 ; t) includes the second, the third, and the fourth terms of the RHS in (14) . The error term w err (n 1 ?j 1 ; n 2 ?j 2 ; n 3 ) increases as the distance between the center of window and the pixel (n 1 ?j 1 ; n 2 ?j 2 ; n 3 )
increases. This error is treated as a zero-mean Gaussian noise. The observation uncertainty is di erent at each pixel in the window. Hence, the observation at each pixel (n 1 ? j 1 ; n 2 ? j 2 ; n 3 ) should be weighted di erently in estimating d(n 1 ; n 2 ; n 3 ). When the weighting value at each pixel (n 1 ? j 1 ; n 2 ? j 2 ; n 3 ) is expressed as
variance of w err (n 1 ; n 2 ; n 3 ) variance of w err (n 1 + j 1 ; n 2 + j 2 ; n 3 ) ;
the weighting value decreases as the distance between the center of window and the pixel (n 1 ? j 1 ; n 2 ? j 2 ; n 3 ) increases.
Since the observation uncertainty at each pixel depends on the local properties of the image and the motion vector eld, determining the weighting values is quite complicated. Here we use a predetermined set of weighting values. From (14) and (16), a formula for determining the set of weighting values is expressed as
In Section 6, we will explain how this set of weighting values is used.
IV. MODEL PARAMETER SETS AT MULTISCALE LEVELS
Our 3-D AR model can be interpreted as a smoothing constraint over space and scale. In the 2-D case, Yuille and Grzywacz 9] imposed two criteria for the smoothing function of the motion vector eld as follows: It must impose enough smoothness to make the problem well-posed. The interactions between di erent measurements must fall o to zero at large distances. They chose the smoothing function such that the correlation between two motion vectors is a Gaussian function because of the following reasons: First it meets the two criteria; second, it generates analytic solutions; and third, it has a natural spatial scale.
When the correlation function is given by: f(n 1 ; n 2 ) = 1 p 2 2 exp ? (n 2 1 + n 2 2 ) =2 2 2 ; for 1 2;
it satis es the two criteria and may be able to account for a large part of the motion vector eld. When = 2, the correlation is a 2-D Gaussian function, which corresponds to a separable 2-D AR random eld. The value = 1 has been used for describing a 2-D isotropic random eld 25]. By selecting these two parameters: and , we choose the model parameter set for the motion vector eld. In our proposed 3-D model for motion vector elds, it is very complicated to have analytic 3-D model parameters. However, a parameter set for the 3-D AR model at each level n 3 can be obtained from the Yuille and Grzywacz model as follows:
1. By selecting and , determine the parameter set for a 2-D AR model. 2. With the chosen model-parameter set, generate a 2-D random eld, which becomes the random eld at the nest scale (n 3 = 4) in our case.
3. From the random eld at the ner scale n 3 , generate a random eld at the coarser scale n 3 ? 1.
4. From the random elds at the ner scale and the coarser scale, determine the parameter set for a 3-D AR model, which satis es the linear minimum mean square error (LMMSE) criterion (9).
5. At the next coarser scale n 3 ? 1, repeat steps 3-4, since the model parameters may be scale variant.
In the above procedure, we do not use a real displacement eld but use a 2-D random eld that satis es the given correlation function, for the following reasons: First, in the region where the motion ow is continuous in all directions, the motion vector is very strongly correlated with its neighboring motion vectors. In the multi-model approach of the next section, a 3-D isotropic model is used for motion vectors in this region. By selecting and , we can choose a 2-D random eld that can model motion vectors in this region accurately, and hence we can obtain the model parameter set for a 3-D isotropic model from the above procedure. Secondly, the purpose of using a stochastic model is to restrict the class of admissible solutions. Smoothness constraints and stochastic models are used for smoothing the motion vector eld. When we do not know the true random eld, a random eld that satis es Yuille and Grzywacz's two criteria can be used for smoothing the motion vector eld.
Given and , parameter sets at di erent scale levels are shown in 22]. The 3-D AR model is scale-variant. As the scale level decreases (gets coarser), the spatial correlation decreases, and the prediction of the motion vector at the pixel currently being processed depends more on the parent motion vector. Also, though, as the scale level decreases (becomes coarser), the magnitude of the motion vector (displacement vector) decreases. The overall result is that the model error variance decreases, even though the spatial correlation decreases. It turns out that the error variance of the 3-D AR model at the coarser scale n 3 ? 1 is about half of that of the 3-D AR model at the ner scale n 3 .
V. MULTI-MODEL FOR MOTION VECTOR FIELDS
Motion vector elds may be assumed to be globally stationary random vector elds, but they have apparently nonstationary local structures such as motion discontinuity. To represent nonstationary local structures of motion vector elds, a multi-model will be used. Our multi-model consists of 6 di erent elementary models: one 3-D isotropic model, 4 spatial-directional models (0, 45, 90, and 135 degrees), and one spatially unpredictable model (a scale-directional model), in which only a motion vector at the previous coarse scale is used for predicting the current motion vector.
For the isotropic model, we used the method proposed in Section 4. For the spatial-directional models, only a single motion vector in the generalized causal support region is used for predicting the motion vector at the current pixel. The prediction is from a pixel in a given direction. These directional models are simple and make an estimated motion vector eld sharp at any motion discontinuities.
When there are motion discontinuities between the pixel (2n + ) and four pixels in the spatial generalized causal support region, f(2n 1 + 1 ; 2n 2 + 2 ; n 3 ),(2n 1 + 1 + 1; 2n 2 + 2 ; n 3 ), (2n 1 + 1 ; 2n 2 + 2 + 1; n 3 ),(2n 1 + 1 + 1; 2n 2 + 2 + 1; n 3 )g, motion vectors in the spatial support region cannot satisfactorily predict the motion vector at (2n + ). Since the 3-D generalized causal support region includes the previous scale, a motion vector from the previous coarser scale can be used for the prediction when the spatial-directional models do not help. Since the 3-D motion vector eld has four phases, using only a parent motion vector for the prediction is not appropriate. When the phase at the point is the 4th phase, ( 1 ; 2 )=(1; 1), (illustrated in Fig. 2.) , the parent motion vectord(n 1 ; n 2 ; n 3 ? 1) corresponds to the average value ofd(2n 1 ; 2n 2 ; n 3 );d(2n 1 + 1; 2n 2 ; n 3 );d(2n 1 ; 2n 2 + 1; n 3 ), andd(2n 1 + 1; 2n 2 + 1; n 3 ). These four motion vectors are located at the four pixels in the spatial generalized causal support region. Hence, the parent motion vector is also inappropriate for predicting the motion vector at a motion discontinuity. In this case, we can use the motion vector at (n 1 + 1; n 2 + 1; n 3 ? 1). As a result, selection of a motion vector at the coarse scale depends on four phases as selectd(n 1 ; n 2 ; n 3 ? 1) if = (0; 0) selectd(n 1 + 1; n 2 ; n 3 ? 1) if = (1; 0) selectd(n 1 ; n 2 + 1; n 3 ? 1) if = (0; 1) selectd(n 1 + 1; n 2 + 1; n 3 ? 1) if = (1; 1) (18) This is illustrated in Fig. 3 .
For this multi-model, the underlying process which determines the elementary model is described by a Markov chain. Equation (10) is then changed into:d
A l(n) (k; ; n 3 )2d(2 1?k3 n + 1?k3 ? k)
where l(n) is a most likely elementary model at n, and (2n + ) and (2 1?k3 n + 1?k3 ? k) are de ned in (3) and (4).
As described in the previous section, the motion vector eld model is both scale-variant and space-variant. Under the Gaussian assumption, each model parameter set consists of a prediction parameter set and an error variance. As for the isotropic model, the model parameter set can be calculated by the method proposed in the previous section. For the directional models, the model parameter sets consist of a single prediction parameter and an error variance. In general, the error variance of a spatially unpredictable model should be greater than that of the isotropic model. Since we employ a compound eld model, we try to detect the most likely elementary model at each pixel while estimating the motion vector eld. When the error variance of a model increases, the probability of selecting that model decreases. In a real motion vector eld, most regions are smooth and only a small number of regions have sharp transitions. Based on these facts, we empirically chose the parameter set for each directional model. At each scale, the error variance for each spatial-directional model was set to one and a half (1 1 2 ) times larger than that of the corresponding 3-D isotropic model. Also, the error variance for a scale-directional model was set at one and a half (1 1 2 ) times larger than that of the spatial-directional model. The exact values for each scale are given in 22].
VI. RECURSIVE ESTIMATION
In the previous section, we have described our compound multiscale model for the proposed 3-D motion vector eld. In this section, we will describe a recursive estimation method for this model. In the 3-D case, the global state for the Kalman lter is O (N 1 N 2 M 3 ) dimensional, where N 1 is the width of the image frame, N 2 is its height, and M 3 is the order of the recursive model. Since it requires an enormous amount of computation to update all these points, the reducedorder model Kalman lter (ROMKF) and the reduced-update Kalman lter (RUKF) were proposed as suboptimal lters 21, 26] . In 22, 27] , based on the relationship between RUKF and ROMKF, the ROMKF was further improved. In motion estimation, the observation is a nonlinear function of a motion vector. At each pixel, the observation equation needs to be linearized about the predicted motion trajectory. Hence, we will use ROMKF because of better adaptation capability in a nonlinear setting.
A. Extended Kalman Filter for Multi-Observations
Since the observation equation (15) is nonlinear, we use an extended Kalman lter for estimating motion vector elds. =d(n) ?d(n); and w(n 1 ? j 1 ; n 2 ? j 2 ; n 3 ) 4 = w err (n 1 ? j 1 ; n 2 ? j 2 ; n 3 ) + higher order terms:
When we express (21) in vector form, we obtain: The state equation for the motion estimation and more details are given in 22]. The ltering for such a compound-model can be interpreted as a two step process: at each point, one rst estimates the local state of the underlying Markov chain, and then chooses a most likely model to estimate the higher level random vector eld. We defer the required model detection to Subsection 6.2.
With By a simple matrix operation, ref. (5.34) of 22] , the update calculation for the state vector can be simpli ed tô Xa =X b + P b H t P ?1 11 " P !(j 1 ; j 2 )F j 1 ;j 2 ;1 F j 1 ;j 2 ;1 + 2 w P 11;1 P F j 1 ;j 2 ;1 F j 1 ;j 2 ;2 P !(j 1 ; j 2 )F j 1 ;j 2 ;2 F j 1 ;j 2 ;1 P !(j 1 ; j 2 )F j 1 ;j 2 ;2 F j 1 ;j 2 ;2 + 2 w P 11;2 # ?1 P !(j 1 ;j 2 )F j 1 ;j 2 ;1 z j 1 ;j 2 P j 1 ;j 2 !(j 1 ; j 2 )F j 1 ;j 2 ;2 z j 1 ;j 2 (22) where 2 w is the error variance of the observation noise w at the center of the window, and F i;j;k = F i;j , and P 11 = HP b H t . Equation (23) Pa(n 1 ;n 2 ; n 3 ) = I ? " P !(j 1 ; j 2 )F j 1 ;j 2 ;1 F j 1 ;j 2 ;1 + 2 w P 11;1 P !(j 1 ; j 2 )F j 1 ;j 2 ;1 F j 1 ;j 2 ;2 P !(j 1 ; j 2 )F j 1 ;j 2 ;2 F j 1 ;j 2 ;1 P !(j 1 ;j 2 )F j 1 ;j 2 ;2 F j 1 ;j 2 ;2 + 2 w P 11;2 # ?1 P !(j 1 ; j 2 )F j 1 ;j 2 ;1 F j 1 ;j 2 ;1 P !(j 1 ;j 2 )F j;1 F j;2 P !(j 1 ;j 2 )F j;2 F j;1 P !(j 1 ;j 2 )F j;2 F j;2 P b (n 1 ; n 2 ;n 3 ):
These Kalman ltering equations are derived under the assumption that a most likely model is chosen, i.e. the decisiondirected approach 29].
B. Model Detection
At each pixel, a model detection algorithm uses the observations in the small window W for estimating a probability of the acting model being l k . Using Bayes' rule, we obtain = ffl(n) = kg; L(n 1 ? 1; n 2 ; n 3 )g; k = 1; :::; 6: From (15) and (21), (14) and (20), the conditional probability of r(n 1 ? j 1 ; n 2 ? j 2 ; n 3 ; t) can be expressed as p r(n 1 ? j 1 ; n 2 ? j 2 ; n 3 ; t)jr(n 3 ; t ? Since calculating even an approximate error variance 2 w is very complicated, we make use of the predetermined weighting values !(j 1 ; j 2 ). Then, the switching logic is simpli ed as follow: select model l(n 1 ; n 2 ; n 3 ) = k if X !(j 1 ; j 2 ) z k (n 1 ? j 1 ; n 2 ? j 2 ; n 3 ) 2 2 2 k (n 1 ;n 2 ; n 3 ) + c k + P L k (n 1 ;n 2 ; n 3 )j(n 1 ? 1; n 2 ; n 3 )] X !(j 1 ;j 2 ) zq(n 1 ? j 1 ;n 2 ? j 2 ;n 3 ) 2 2 2 q (n 1 ;n 2 ; n 3 ) + cq + P Lq(n 1 ; n 2 ;n 3 )j(n 1 ? 1;n 2 ; n 3 )]; (26) where q = 1; :::; 6, and c q = 1 2 log 2 2 q (n 1 ; n 2 ; n 3 ) .
VII. EXPERIMENT AND DISCUSSION
In order to examine the behavior of the proposed 3-D motion vector eld model,we estimated motion vector elds for a set of synthetic and real image sequences. We compared the proposed 3-D compound model to the 1-D coarse-to-ne scale model and to the 2-D spatial compound model. The 1-D coarse-to-ne scale model was proposed by Simoncelli 19] . The 2-D spatial compound model was proposed by Brailean and Katsaggelos 13]. Since our purpose is to compare our proposed 3-D multi-model to these earlier models, we did not preprocess the test image sequences in obtaining local gradients. Thus we applied these three models to motion estimation under the same test conditions. In the case where the motion vector eld is known quantitatively, we can analyze the errors in our estimates. The measure is the mean squared error between the correct and estimated motion vectors. In the case where the motion vector eld is not known quantitatively, we used the estimated motion vector eld to calculate a motion-compensated prediction. The MSE between frame t and its motion-compensated prediction is then used as the performance measure. Since these two mean square errors do not show the local behavior of the estimate, we illustrated the estimation results by a vector diagram. To make the vector diagram clear, we scaled down (or scaled up) the magnitude of each motion vector. In the case of the synthetic image sequence, each vector represents a single motion vector per pixel. In the case of real image sequences, each vector represents the average value of motion vectors within a 8 8 local window.
The uncertainty w in (21) includes the uncertainty due to measurement noise w r and other terms such as the uncertainty due to linearization of the nonlinear observation equation and uncertainty due to interpolation ofr as indicated earlier. The uncertainties due to linearization and interpolation depend on the local characteristics of the image and the motion vector eld, and hence determining the error variance of w(n 1 ; n 2 ; n 3 ) is very complicated. In this experiment, we treated the observation uncertainty w as Gaussian distributed. When we use multiple observations in a small window for estimating motion, we weighted the observation at each pixel di erently using (17) . In predetermining these values, the set of the weighting values should be large enough to make (23) . In real image sequences, the measurement noise variance can be estimated by calculating the mean square error between two consecutive frames in the still background or in a region where image intensity does not change.
VIII. CONCLUSION
We proposed a 3-D compound AR model for motion vector elds. To apply the model to motion estimation, we used a 3-D extended Kalman lter of the ROMKF variety. We experimentally demonstrated that the 3-D compound model can perform signi cantly better than the 1-D (coarse-to-ne) and 2-D compound models proposed earlier. Since single observations can be sensitive to local image characteristics in the presence of noise, especially where an inappropriate local model is chosen, we employed multiple or windowed observations at each pixel. Since the uncertainty of each observation is di erent, we used predetermined weighting values for each relative position. We experimentally found that our proposed 3-D model using a weighted 3 3 window was best at handling motion discontinuity while simultaneously smoothing the motion vector eld. 
