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With the help of a Markov State Model (MSM), two-state behaviour is resolved for two computer
models of water in a temperature range from 255 K to room temperature (295 K). The method is first
validated for ST2 water, for which the so far strongest evidence for a liquid-liquid phase transition
exists. In that case, the results from the MSM can be cross-checked against the radial distribution
function g5(r) of the 5th-closest water molecule around a given reference water molecule. The latter
is a commonly used local order parameter, which exhibits a bimodal distribution just above the
liquid-liquid critical point that represents the low-density form of the liquid (LDL) and the high
density liquid. The correlation times and correlation lengths of the corresponding spatial domains are
calculated and it is shown that they are connected via a simple diffusion model. Once the approach
is established, TIP4P/2005 will be considered, which is the much more realistic representation of
real water. The MSM can resolve two-state behavior also in that case, albeit with significantly
smaller correlation times and lengths. The population of LDL-like water increases with decreasing
temperature, thereby explaining the density maximum at 4 ◦C along the lines of the two-state model
of water. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4963305]
I. INTRODUCTION
The so-called two-state model of water has been put
forward more than a century ago1 in an attempt to explain the
anomalous thermodynamic properties of water, most notably
the density maximum at 4 ◦C, by a shifting equilibrium
between a low-density form of the liquid (LDL) and a
high density liquid (HDL). That is, while a “simple liquid”
would monotonically increase in density when decreasing
temperature due to the anharmonic interaction potentials,
a decreasing amount of HDL counteracts that trend and
eventually leads to a decreasing density with decreasing
temperature.2 The two-state model of water has seen a
revival more recently by the liquid-to-liquid phase transition
hypothesis of Stanley and coworkers,3,4 according to which
a second critical point exists for water in the deeply
super-cooled regime that separates LDL and HDL in a
discontinuous phase transition. In part, the liquid-to-liquid
phase transition hypothesis is motivated by the corresponding
forms of amorphous ice, i.e., low-density amorphous (LDA)
ice versus high-density amorphous (HDA) ice. In either case,
the two forms are characterized as either a predominantly
hydrogen-bonded tetrahedral structure (LDL and LDA), or as
interpenetrating hydrogen bond networks that lead to waters
in interstitial sites (HDL and HDA).
While the existence of the two forms of amorphous ice
is well established, the discussion of liquid-to-liquid phase
transition hypothesis remains very controversial. The second
critical point is supposed to lie in the so-called “no-mans
land,” which is difficult to reach experimentally, since water
homogeneously nucleates very quickly within about 1 ms
in that regime.5 Only very recently, experiments attempted
to reach into “no-mans land” from either the top5 or the
bottom.6 Even for computer models of water, no agreement
has been reached. Conflicting results have been discussed
as either two metastable phases7–10 or as an artifact from
non-equilibrated molecular dynamics (MD) simulations.11–14
Some authors argue that relatively minor changes in the force
field, i.e., the treatment of the long range electrostatics, can
make the difference of whether or not a liquid-to-liquid phase
transition exists for a particular water model (Refs. 8 and 9
versus Refs. 11 and 12), whereas others claim that it is a
universal property of any tetrahedrally shaped force field in
a sizeable parameter range.15,16 According to Chandler14 as
well as Binder,17 diverging correlation lengths coincide with
diverging relaxation times when approaching a critical point,
hence the equilibration time would inevitably exceed that of
spontaneous nucleation. However, it has also been argued10,17
that this time scale issue does not necessarily preclude a
liquid-to-liquid phase separation.
It is a central claim of the liquid-to-liquid phase transition
hypothesis that its reminiscence is still observable at ambient
temperatures along the Widom line. The transition between
both forms then is no longer discontinuous, rather both
forms are believed to coexist in spatial domains, whose
correlation length decreases as the temperature increases.
That scenario is the two-state model of water. However, even
if the liquid-to-liquid phase transition does exist, it is not clear
whether two-state behavior survives into ambient conditions.
This question has been addressed from an experimental
point of view, but remained controversial as well. That is,
the enhanced scattering amplitude for very small angles in
X-ray scattering experiments of room temperature water has
been interpreted in terms of these spatial domains,18 while
others have interpreted essentially the same experimental
observation as continuous—in contrast to bimodal—density
fluctuations, as they are expected from the isothermal
compressibility.19
0021-9606/2016/145(13)/134501/11/$30.00 145, 134501-1 Published by AIP Publishing.
134501-2 Peter Hamm J. Chem. Phys. 145, 134501 (2016)
Identifying two-state behaviour above the liquid-to-liquid
phase transition point requires a local order parameter that
discriminates whether a given water molecule belongs to a
LDL or to a HDL domain. Two order parameters have been
used in this regard: The radial distribution function g5(r)
of the 5th-closest water molecule around a given reference
water molecule,20 as well as the so-called local structure
index (LSI),21,22 which considers all waters in the first and
the second coordination layers and evaluates their distances
to the central water (for details see Eq. (1) of Ref. 21).
Both order parameters reveal a bimodal distribution to some
extent, however, in the case of g5(r) only for temperatures just
above the hypothesized liquid-liquid phase transition point.20
The peak at the larger distance in g5(r) corresponds to a 5th
water that is in the second coordination layer of a tetrahedral
structure (i.e., a water in a LDL domain), while the peak at
smaller distances corresponds to an interstitial water (i.e., a
water in an HDL domain). The LSI distribution, on the other
hand, remains bimodal even at ambient temperatures, but only
if it is calculated after energy-minimizing a snapshot structure
taken from a MD simulation.21,22 This procedure quenches
the liquid into the amorphous ices LDA and HDA at 0 K. The
existence of these amorphous forms of ice is not questioned,
however, it is not clear to what extent the quenching procedure
preserves the structure of the liquid. Other order parameters,
in particular the local density derived from the volume of
the Voronoi polyhedron (i.e., all points that are closer to
the oxygen atom of the reference water than to any other
oxygen atom), do not reveal any bimodal distribution.22,23
However, a geometry-based, predetermined order parameter
will essentially always underestimate barrier heights between
free-energy basins, up to the point that it completely misses a
barrier, as it typically fails to incorporate all relevant degrees
of freedom.24
Here, a kinetic approach is taken to detect and to
analyze two-state behaviour of water above the liquid-to-
liquid phase transition. The approach does not have to
start from a predetermined order parameter. Rather, it first
groups snap-shot structures taken from a MD simulation into
structurally highly resolved microstates, using the RMSD as
a measure of similarity. Subsequently, a transition probability
matrix is constructed between these microstates, which is
analyzed as a Markov State Model (MSM). To that end, the
eigenvalues of the transition probability matrix are calculated,
which are related to the time-constants of various relaxation
processes.25,26 MSMs lead to a physically interpretable coarse-
graining of the system under study, if one finds a separation
of time scales between one, or very few, significant time-
constants, which are slow compared to all other time-
constants. In that case, the slow time-constants are interpreted
as transition times between a small number of free-energy
basins, whereas the fast time-constants represent the kinetics
within the basins.
MSMs are commonly applied to proteins,25–28 and will be
adapted here to study water. The approach is first established
for ST2-water.29 That computer model of water is not chosen
because it is believed to be a particularly good representation
of real water, but because the so far strongest evidence
for a liquid-to-liquid phase transitions (albeit not generally
accepted11–14) has been provided for that model,7,8,20,30–33
most notably in the recent work by Debenedetti and co-
workers.9 If ST2 water indeed exhibits a liquid-to-liquid
phase transition, it must show two-state behaviour at least at
temperatures just above the liquid-to-liquid phase transition
point. From all models of water, for which a liquid-to-liquid
phase transition has been hypothesized, ST2 water reveals the
highest temperature for the liquid-to-liquid phase transition
point with estimates ranging from 237 K31 to 247 K,30
depending on the way how the long-range electrostatics
is treated (Ewald versus reaction field, respectively). The
high temperature of the liquid-to-liquid phase transition point
renders the dynamics comparatively fast, allowing one to
converge simulations relatively easily. The melting point of
ST2 water at ambient pressure has been estimated to lie around
300 K.34 It will be shown that two-state behaviour can indeed
be identified as local free energy minima of the MSM that
correlates well with the radial distribution function g5(r) of the
5th-closest water molecule. Temporal and spatial correlation
functions will then be discussed in dependence of temperature.
Once the method is validated for ST2 water, we will turn
to TIP4P/2005 water,35 which in terms of its thermodynamic
properties is believed to be the best possible among all rigid
non-polarizable water models.36 In particular, it has been fitted
to reproduce density maximum at 4 ◦C,35 while its melting
point is at 252 K. If a central claim of the two-state hypothesis
is correct and the density maximum is indeed related to a shift
in equilibrium between LDL and HDL, one should expect to
resolve these states in a MSM even at ambient temperatures.
Also for TIP4P/2005 water, evidence for a liquid-to-liquid
phase transition has been provided,37–40 albeit much less
thoroughly than for ST2 water. Furthermore, the criticism
that the observation of a liquid-to-liquid phase transition is
an artifact of non-equilibrated MD simulation11–14 is probably
even more relevant in the case of TIP4P/2005 water, since
the hypothesized phase transition point is much lower in
temperature, i.e., at ≈180-190 K.37–40 It will be shown that the
MSM can resolve two-state behaviour also for TIP4P/2005
water in a temperature range that covers the density maximum,
with a shift in equilibrium between HDL and LDL domains
that is exactly as expected for the two-state model of water.
II. METHODS
A. MD simulation
For ST2 water, the same parametrization as in Refs. 30,
32, and 33 has been used, i.e., the charge geometry of
Ref. 29 augmented with a screening function for the Coulomb
interaction for small distances and a switching function
for long distances with cut-off 7.8 Å, the Lennard Jones
interactions cut-off at the same distance, and the long-range
electrostatics approximated by the reaction field.41 The water
molecules were kept rigid by Shake.42 Using a home-written
code, a box with 5000 water molecules has been simulated
with time step 2 fs in the NVT ensemble with box-sizes varied
from 54.58 Å to 53.44 Å, corresponding to densities varied
from 0.92 g/cm3 to 0.98 g/cm3, respectively, and thermostated
with a coupling time-constant of 1 ps. The MD setup has been
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checked against the results of Ref. 32, in particular with regard
to the diffusion constant and the inflection point obtained in the
(p,V )-diagram when approaching the liquid-to-liquid phase
transition point. For each state point in the phase diagram
considered, the simulation box has been pre-equilibrated for
at least 10 ns, revealing the mean square displacement of the
water molecules of ≈28 Å (i.e., 10 inter-water distances) for
the slowest case considered here (ST2 water at T = 255 K and
density 0.92 g/cm3). A similar criterion has been used before
as validation of equilibration.32 The production runs were 1 ns
long with saving time 20 fs.
TIP4P/200535 was simulated in Gromacs43 with the long
range electrostatic forces approximated by the particle-mesh-
Ewald approximation and the Lennard-Jones interactions
truncated at 10 Å. The goal was to observe two-state behavior
across the density maximum of water at an ambient pressure of
1 bar. To that end, simulation boxes have been pre-equilibrated
for 10 ns in the NpT ensemble at 1 bar in a temperature range
from 255 K to 295 K in 5 K steps, and the resulting averaged
box-sizes have been determined. That box-size as a function
of temperature has then been fitted to a cubic function, and
the simulation box has been equilibrated a second time in the
NVT ensemble for 10 ns using box-sizes from that fit. The
subsequent production runs were 1 ns in the NVT ensemble.
All other simulation parameters were the same as for ST2
water.
B. RMSD calculation
As a first step to define a MSM, one needs a measure of
similarity of the local structures around two water molecules.
Motivated by the observation that the 5th-closest water
molecule around a central reference water is to a certain
extent decisive to distinguish HDL and LDL, i.e., by the fact
that g5(r) exhibits a bimodal distribution at least close to the
liquid-liquid phase transition point,20 water clusters were cut
out from the full simulation box, which included a central
reference water together with the five closest waters around it.
These (H2O)6 clusters would typically contain the four water
molecules that are hydrogen-bonded to the central reference
water in a tetrahedral structure as well as the 5th-closest water,
from which g5(r) is calculated.
As a measure of similarity of two such (H2O)6 clusters i
and j, the RMSD was calculated as
rmsd(i, j)2 = min
d,Q,P
1
N
N
k=1
x(i)k − d −QPklx( j)l 2, (1)
where the sum runs over the N = 6 oxygen atoms in the water
clusters. Here, x(i)
k
are the Cartesian coordinates of the kth atom
in water cluster i. Following well established procedures,44–46
both water clusters were optimally superimposed by first
overlying their center of masses via a translation d, and by
a subsequent unitary transformation Q finding the global
minimum for all 5! = 120 permutations Pkl of the five
indistinguishable waters surrounding the central reference
water. There is no closed algorithm that finds that global
minimum within polynomial time,46 but since the number of
permutations is not very large, all were explored explicitly
(however, that issue severely limits the number of molecules
in the water cluster that could potentially be considered). The
optimal unitary transformation Q has been determined via a
singular value decomposition (SVD),47 which for this problem
is superior compared to the method based on quaternions,45
as the SVD also includes improper rotations, i.e., a rotation
combined with a reflection (the water clusters are not expected
to be chiral).
C. Building microstates
As a second step towards a MSM, the per se continuous
space of (H2O)6 structures needs to be discretized into highly
resolved microstates. These microstates ideally should have
roughly the same volume to avoid an erroneous entropy
contribution to the free energy of the microstate. To that
end, one may define a small cut-off RMSD, and all (H2O)6
clusters, whose RMSD to a still-to-be-determined reference
cluster is smaller than that cut-off, are lumped into the
microstate related to that reference cluster. In the simplest
(naïve) implementation, the so-called leader algorithm,48 one
searches for each (H2O)6 cluster along the MD trajectory
whether a reference cluster already exists with an RMSD
smaller than the cut-off, in which case the cluster is lumped
to that reference cluster. Otherwise, the cluster is considered
to be a new reference cluster. That algorithm however has two
serious problems. First, it scales very unfavorably as ns · nm,
where ns is the number of considered snapshots and nm is
the number of microstates. Second and more severely, the
final outcome of the MSM strongly depends on the random
initial choice of reference clusters. For example, if a reference
cluster happens to sit right at the top of a free-energy barrier,
it might bridge two free energy basins, which is in particular
a problem if the barriers are small as they are in the present
case.
To overcome both these problems, the hierarchical
algorithm presented in Ref. 49 has been used in a slightly
modified form. That is, a tree with total six layers was
constructed with decreasing RMSD cut-offs. During a first
scan of the MD data (the learning phase of the tree), two
situations may occur for each snapshot structure of a water
cluster as one proceeds from the top to the bottom of the tree:
If the snapshot structure did not agree with any of the already
existing nodes within the cut-off of the corresponding layer, a
new node was generated as a child. Otherwise, the snapshot
structure was added to the node with the smallest RMSD,
whose centroid structure was shifted so that it becomes
the average over all snapshot structures within that node
(in contrast to Ref. 49, a centroid structure has also been
calculated for the lowest tree level). In the second scan of the
MD data, the tree as well as the centroid structures were taken
from the first scan and kept fixed. The cut-offs were no longer
considered; instead, the child with the smallest RMSD was
chosen at each level, and the final node reached at the lowest
level was called a microstate. Due to the successive filtering,
the mean RMSD within these microstates is significantly
smaller than the smallest cut-off.
Each water molecule in the simulation box, together
with its surrounding 5 closets waters, was considered to be
134501-4 Peter Hamm J. Chem. Phys. 145, 134501 (2016)
an independent sample, hence in total 5000 · (1 ns/20 fs)
= 250 000 000 individual (H2O)6 clusters were used in the
microstate analysis. The cut-offs were chosen such that the
typical number of children per parent in the tree is 10-30,
which was achieved for the series of cut-offs 1.25, 1.05,
0.91, 0.80, 0.72, and 0.65 Å. With these RMSD cut-offs,
the procedure revealed ≈18 000 microstates for ST2 water at
T = 255 K and density 0.95 g/cm3 and an average RMSD
within each microstate of 0.27 Å.
The algorithm is much more computer-time efficient than
a leader algorithm and roughly scales as ns · n1/lm , where l
is the number of levels in the tree. On a single core of a
Xeon E5-2690 processor running at 2.9 GHz, it took ≈7
days to analyze the 250 000 000 (H2O)6 clusters of a 1 ns
trajectory (a parallelized version of the code exists as well),
and as such is about 25 times slower than calculating the
actual MD trajectory with Gromacs on a single core of the
same processor. Furthermore, as a consequence of calculating
averaged structures of each node in the first scan of the MD
data, the nodes drift towards regions of high data density and
render the final tree largely independent of the starting point
(but not completely independent, e.g., the noise in Fig. 7(c)
shown further below originates from the randomness that
remains from the starting point in the tree building).
D. Markov state model
Once the microstates were established, a MSM has been
constructed along the lines of Ref. 26. To that end, the
transition probability matrix is introduced, which describes
the probability of a transition from microstate j to i within a
lag time τlag. It can considered to be a time-propagator
ρi(t + τlag) =

j
Ti jρ j(t), (2)
where ρi(t) is the population of microstate i at time t. The
transition probability matrix was estimated from the number
of transitions Ci j from microstate j to i observed in the MD
trajectory
Ti j = Ci j/Cj (3)
with Cj =

j Ci j. Since the MD simulation is in equilibrium,
detailed balance Ci j = Cj i is expected, which however is not
obtained exactly due to statistical shot noise (i.e., with an
error on the order of

Ci j). The count-matrix C has therefore
been symmetrized by setting Ci j ← (Ci j + Cj i)/2, which is
a reasonable approximation in the “data rich regime,”25,27 in
which the simulation is due to the huge amount of samples
(more sophisticated algorithms have been proposed for that
purpose25,26).
Spectral analysis of a MSM calculates the eigenvalues
λk and corresponding eigenvectors ρ(k) of the transition
probability matrix T. By construct (i.e., due to conservation
of total probability), the largest eigenvalue is λ1 = 1
and the corresponding eigenvector ρ(1) is the equilibrium
distribution. This is the stationary solution of Eq. (2).
The equilibrium probabilities are all positive ρ(1)i > 0
and normalized

i ρ
(1)
i = 1. Subsequent smaller eigenvalues
describe relaxation processes with time-constants
τk = − τlagln(λk) . (4)
The corresponding eigenvectors ρ(k) contain the change of
population during that relaxation process with positive as well
as negative components ρ(k)i and

i ρ
(k)
i = 0 for all k ≥ 2.
The transition probability matrix T is not symmetric.
For the numerical solution of the eigenvalue problem, it is
advantageous to introduce the symmetric matrix
T ′i j ≡

Ti jTj i = Ti j

Tj i
Ti j
= Ti j

Cj
Ci
= Ti j

ρ
(1)
j
ρ
(1)
i
, (5)
where detailed balance has been used in the second step.
The eigenvectors of T′, ρ′(k), are orthonormal. From the last
equality in Eq. (5), it is easy to see that the eigenvalues of
T are the same as those of T′, and that one obtains for the
corresponding eigenvectors
ρ
(k)
i = ρ
′(k)
i ·

ρ
(1)
i = ρ
′(k)
i · ρ′(1)i . (6)
The matrix T′ is quite large but sparse. As one is interested
only in a few largest eigenvalues, they can easily be calculated
with not too many Lanczos iterations. Occasionally, isolated
microstates lead to spurious eigenvalues/eigenvectors, which
can easily be filtered out, since their participation ratio
i
(
ρ
′(k)
i
)4
(7)
is close to 1.
In analogy to molecular orbitals,50 it is instructive to
localize the eigenvectors by a unitary transformation U in a
subspace of the s significant eigenvectors
ρ′(k,loc) =
s
k,l=1
Uklρ′(l). (8)
As a criterion of localization, the combined participation ratio
max
U
s
k=1

i
(
ρ
′(k,loc)
i
)4
(9)
is iteratively maximized with respect to U using the algorithm
described in Ref. 50. The resulting probabilities have arbitrary
signs, which were chosen such that

i ρ
′(k,loc)
i > 0. Finally,
the localized probabilities are defined in analogy to Eq. (6),
ρ
(k,loc)
i = ρ
′(k,loc)
i · ρ′(1)i . (10)
Note that the densities defined in this way are not strictly
positive (albeit positive values dominate, see Fig. 1(d) below),
and furthermore
N ≡

i,k
ρ
(k,loc)
i , 1. (11)
The localized probabilities therefore were divided by N in
order to normalize the total probability.
It has been verified that the results of the MSM (discussed
below) are very robust and depend only minimally on the
parameters of the analysis, such as the length or saving time
of the MD simulation, the cut-offs in the microstate algorithm,
or the lag-time in the MSM.
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E. Illustration of the Markov state model
Fig. 1 illustrates the various objects just introduced for the
simple example of a diffusive process on a one-dimensional
double-minimum potential
V (x) = 4V0(x4 − x2), (12)
where V0 = kBT has been chosen (Fig. 1(a)). The problem
has been solved by discretizing x-space in the Smoluchowski
diffusion equation with a transition probability matrix in the
limes τlag → 0.51 The resulting eigenvalue spectrum (Fig. 1(a),
inset) contains one slow process with time constant τ2, which
is well separated from all other time constants, and which
relates to the exchange kinetics between the two basins of the
potential. The corresponding first two eigenvectors ρ(1)x and
ρ
(2)
x , as well as their localized counterparts ρ
(loc,1)
x and ρ
(loc,2)
x ,
are shown in Figs. 1(b) and 1(d), respectively. We also see
FIG. 1. MSM of a diffusive process on a one-dimensional double-minimum
potential (Eq. (12)) with V0= kBT . (a) Potential, (b) the eigenvectors ρ
(1)
x
(red) and ρ(2)x (blue), (c) the ratio ρ
(2)
x /ρ
(1)
x , and (d) the localized probabilities
ρ
(loc,1)
x (red) and ρ
(loc,2)
x (blue). The inset of panel (a) shows the nine leading
time-constants obtained from the spectral analysis of the MSM in units of
D−1, where D is the diffusion constant.
that the ratio
px ≡ ρ
(2)
x
ρ
(1)
x
(13)
shown in Fig. 1(c) is monotonic (in contrast to ρ(2)x ) and
separates the two basins by switching sign. Hence, it will be
used as an order parameter to analyze the MSM.
III. RESULTS AND DISCUSSION
A. ST2 water
1. Spectral analysis of the MSM
Fig. 2(a) shows the leading time constants of the MSM
of ST2 water at constant density 0.95 g/cm2 and the
temperature varied from 255 K (violet) to 295 K (red).
A lag-time τlag = 40 fs has been chosen in the calculation
of the transition probability matrix, which revealed the
best resolution of the MSM. That is, that lag-time on
the one hand maximizes the time scale separation τ2/τ3
and at the same time minimizes the number of spurious
eigenvalues/eigenvectors resulting from isolated microstates
in the transition network. It can be seen in Fig. 2(a) that
the slowest time-constant, τ2, is clearly separated from all
others in the full temperature range considered, in analogy to
FIG. 2. (a) The leading time constants of the transition probability matrix for
ST2 water for the temperature varied from T= 255 K (violet) to 295 K (red)
in steps of 5 K at constant density 0.95 g/cm2. (b) The same for TIP4P/2005
water at constant pressure of 1 bar.
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Fig. 1(a) (inset), providing evidence that two-state behaviour
is indeed observed. The time scale separation is τ2/τ3 ≈ 2.3
at 255 K and decreases with increasing temperature, but a
sizeable value of τ2/τ3 ≈ 1.9 remains even at room temperature
(295 K).
2. Local structure
Figs. 3(a) and 3(b) shows the radial distribution functions
g5(r) of the 5th-closest water molecule around a given
reference water molecule for a series of MD simulations
of ST2 water, in which either the density is varied at constant
temperature 255 K (Fig. 3(a)) or the temperature is varied
at constant density 0.95 g/cm2 (Fig. 3(b)). g5(r) has been
used before as an order parameter that evidences two-state
behaviour of water.20 At a temperature of 255 K, close to the
hypothesized liquid-to-liquid phase transition point (247 K),
g5(r) indeed exhibits a bimodal shape with two maxima,
whose statistical weights change as the density of the liquid is
varied (Fig. 3(a)). That change in weights reflects the shift in
the equilibrium between LDL and HDL domains. At higher
temperatures (&270 K), however, the bimodal shape of g5(r)
washes out completely (Fig. 3(b)).
Each water molecule along the MD trajectory is the
central reference water of a (H2O)6 cluster, and as such
can be assigned to a microstate i. With that, the distance
of the 5th-closest water molecule can be weighted with
either ρ(1,loc)i or ρ
(2,loc)
i in the calculation of g5(r), the result
of which is shown in Figs. 3(c) and 3(d). The localized
probabilities ρ(1,loc)i and ρ
(2,loc)
i represent the free energy
basins that are separated by a time-constant τ2. Indeed, the
radial distribution functions g5(r) of the two sub-ensembles
completely separate the two peaks of the overall g5(r) shown
in Figs. 3(a) and 3(b). This observation proves that the time
scale separation found in the MSM (Fig. 2) results in a
physically meaningful coarse graining of the network. For
example, as the density is increased, the relative fraction of
HDL, represented by the g5(r) peaking at a smaller distance
r , increases (Fig. 3(c)). Most importantly, even though the
full g5(r) is no longer bimodal at temperatures &270 K
(Fig. 3(b)), the MSM can still kinetically separate the two
sub-populations (Fig. 3(d)). The higher resolution power of
the MSM is also evidenced from the distributions of the order
parameter p defined in Eq. (13) (Figs. 3(e) and 3(f)), whose
bimodal character is more pronounced than that of g5(r) at all
temperatures.
Fig. 4(a) shows the 3D distributions of waters around
a central water molecule at temperature 255 K and density
0.95 g/cm2. The first co-ordination layer shown in grey
forms a rather well-defined tetrahedra. The 5th-closest water
is shown for the two sub-ensembles corresponding to HDL
in blue and LDL in red. In the HDL case, the 5th-closest
water populates one of the four interstitial sites between the
tetrahedra of the first co-ordination layer. The red lobes
of LDL, on the other hand, are arranged in triangulars
around the waters of the first co-ordination layer (shown
in grey), hence, they are part of the next co-ordination layer
in a tetrahedral structure. These red lobes appear to be too
FIG. 3. (a) Radial distribution func-
tions g5(r ) of the 5th-closest water
molecule around a central reference
water molecule for ST2 water with
the density varied from 0.92 g/cm2
(violet) to 0.98 g/cm2 (red) in steps
of 0.01 g/cm2 at constant T= 255 K,
and in (b) with the temperature var-
ied from T= 255 K (violet) to 295 K
(red) in steps of 5 K at constant density
0.95 g/cm2. Panels (c) and (d) show the
same, but weighting each MD snapshot
with the 2 localized probabilities ρ(1, loc)
and ρ(2, loc) calculated via Eq. (10). Pan-
els (e) and (f) show the corresponding
distributions of the order parameter p
defined in Eq. (13).
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FIG. 4. (a) Oxygen distributions in 3D
around a central water molecule for
ST2 water at temperature 255 K and
density 0.95 g/cm2. The first coordina-
tion layer is shown in grey, the distri-
bution of the 5th closest water molecule
weighted with ρ(1, loc) corresponding to
the smaller distance (HDL) in blue, and
that weighted with ρ(1, loc) correspond-
ing to the larger distance (LDL) in red.
(b) Same for TIP4P/2005 water at tem-
perature 255 K and pressure 1 bar.
close to the central water to be consistent with a tetrahedral
structure. However, for that one needs to keep in mind that
we consider here the 5th-closest water only, and not the in
total 12 waters of the second co-ordination layer, hence the
presentation of Fig. 4(a) over-emphasizes the low-distance
edge of the distribution of waters in the second coordination
layer.
3. Time and spatial correlation functions
Fig. 5(a) shows the time-correlation functions of the order
parameter p (defined in Eq. (13))
ct(t) ≡ ⟨p(0)p(t)⟩ (14)
with p(t) ≡ pi(t), and where the average ⟨. . .⟩ goes over time
and all water molecules. It follows from the normalisation
of the eigenvectors that the mean of the order parameter
vanishes, ⟨p⟩ = 0, hence ct(t) t→∞−−−→ 0, and that the correlation
function is normalized, ct(0) = 1. At all temperatures, the
correlation function initially decays highly non-exponentially,
but eventually turns into an exponential tail, whose time
constant strongly depends on temperature. The thin black
lines in Fig. 5(a) represent exponential fits of the tong-time
tail of ct(t), whose time-constants τc are summarized in
Fig. 6(c) (black).
The time scale of the long-time tail is significantly slower
than the time-constant τ2 obtained from the spectral analysis of
the MSM (Fig. 2), e.g., 100 ps versus 0.27 ps for temperature
255 K and density 0.95 g/cm2. Rather, τ2 from the MSM
roughly coincides with the time scale of the initial drop of
ct(t) (Fig. 5(a), inset). The highly non-exponential decay of
ct(t) emphasized that the current order parameter does not
reveal Markovian dynamics despite the fact that a MSM can
resolve the sub-ensembles.
The dynamics is non-Markovian, since the order
parameter considers only the local structure around a given
water molecule, while longer-lived spatial domains exist,
FIG. 5. (a) Time-correlation function ct(t) and (b) spatial correlation func-
tion cr(r ) for ST2 water at density 0.95 g/cm2 and the temperature varied
from T= 255 K (violet) to 295 K (red). The inset of panel a focuses into
the initial drop of ct(t). The thin black lines represent exponential fits to the
long-time or large-distance tails of ct(t) and cr(r ), respectively.
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FIG. 6. Temperature dependence of ST2 water at density 0.95 g/cm2 of
(a) the self-diffusion constant D, (b) the correlation length rc, and (c) the
correlation time τc in black. Panel (c) also shows in red the diffusion time
τD calculated according to Eq. (16).
whose length scales are much larger than what the order
parameter measures. To see that this is indeed the case, we
start with plotting spatial correlation functions in Fig. 5(b)
cr(r) ≡ ⟨pipjδ(r − ri j)⟩⟨δ(r − ri j)⟩ , (15)
where ri j is the distance between the central waters i and j, pi
and p j are the corresponding order parameters, respectively,
and the average ⟨. . .⟩ goes over time and all pairs of waters.
The correlation function is normalized to the radial distribution
function (the denominator in Eq. (15)) in order to reduce its
oscillatory contribution. Again, the thin black lines in Fig. 5(b)
represent exponential fits of the large-distance tails of cr(r),52
with the resulting correlation lengths being summarized in
Fig. 6(b).
With that, we can now see the connection between
correlation time τc and correlation length rc. It turns out
that both are related by a simple expression
τc ∝ τD ≡ r
2
c
D
, (16)
where τD is shown in red in Fig. 6(c). Here D is the self-
diffusion constant of water (Fig. 6(a)), and the proportionality
constant in Eq. (16) is a small numerical factor around 1/3.
In simple words, the time τc (Fig. 6(c), black) it takes for a
given water molecule to change its character between HDL
and LDL-like is directly related to the time τD (Fig. 6(c),
red) it needs to diffuse out of the corresponding domain with
length-scale rc (Fig. 6(b)). The correlation time has a much
FIG. 7. (a) Radial distribution functions g5(r ) of the 5th-closest water
molecule around a central reference water molecule for TIP4P/2005 water
with the temperature varied from T= 255 K (violet) to 295 K (red) in steps
of 5 K at constant pressure of 1 bar. Panel (b) shows the same, but weighting
each MD snapshot with the 2 localized probabilities ρ(1, loc) and ρ(2, loc).
stronger temperature dependence than the correlation length,
since the latter enters quadratically in Eq. (16) and since both
the correlation length and diffusion constant contribute in a
concerted way. Finally, the non-exponential decay of ct(t)
originates from the fact that a water molecule at the border
of a domain will interchange between domains much more
quickly than a water molecule in the center of a domain.53
B. TIP4P/2005 water
After having established the method for ST2 water, we
now turn to TIP4P/2005 water, which is the much more
realistic representation of real water.35,36 Qualitatively, the
properties are still the same, and two-state behaviour can be
identified in the temperature range from 255 K to 295 K.
That is, the spectral analysis of the MSM still reveals one
leading time-constant that is well separated from the all other
time-constants (Fig. 2(b)). The time scale separation is smaller
than that for ST2 water with τ2/τ3 ≈ 1.6 at 255 K, but still
sizeable.
Furthermore, despite the fact that the overall g5(r) shows
no indication of a bimodal distribution at any temperature
(Fig. 7(a)), the slowest time-constant τ2 of the MSM still
separates two subensembles, one HDL-like ensemble peaking
at smaller distance r and one LDL-like ensemble peaking at
larger distance r (Fig. 7(b)). Also the 3D distributions of these
two subensembles, albeit being more smeared out, reveal very
similar patterns as in the case of ST2 water (compare Fig. 4(b)
with Fig. 4(a)).
The correlation times and correlation lengths are
significantly smaller than for ST2 water (compare Fig. 8 with
Fig. 5; note the different axes labelling) and also the variation
with temperature is smaller, probably since the considered
temperature range is further away from the hypothesized
critical point. Other than that, the trends stay the same with
the correlation time decreasing from 8.3 ps to 1.6 ps, and
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FIG. 8. (a) Time-correlation function ct(t) and (b) spatial correlation func-
tion cr(r ) for TIP4P/2005 water at pressure 1 bar and the temperature
varied from T= 255 K (violet) to 295 K (red). The thin black lines represent
exponential fits to the long-time or large-distance tails of ct(t) and cr(r ),
respectively.
the correlation length decreasing from 1.5 Å to 1.1 Å,
respectively, when increasing the temperature from 255 K to
295 K.
FIG. 9. (a) Density of TIP4P/2005 water as a function of temperature at 1
bar pressure together with a cubic fit and (b) statistical weight of the two
sub-ensembles as a function of temperature (the solid lines represent linear
fits to guide the eyes).
The most important result is the statistical weights
of the two subensembles as a function of temperature
(Fig. 9(b)). As one moves through the density maximum
at 4 ◦C at constant pressure of 1 bar (which is correctly
reproduced by the TIP4P/2005 water model, see Fig. 9(a)), the
statistical weight of HDL-like water decreases with decreas-
ing temperature. That is exactly how the two-state model
of water attempts to explain the density maximum, i.e., the
decreasing statistical weight of HDL-like water counteracts
the otherwise expected monotonic increase in density with
decreasing temperature.
IV. CONCLUSION
In conclusion, it has been shown that both ST2
and TIP4P/2005 water exhibit two-state behaviour for
temperatures ranging from 255 K to room-temperature
(295 K). In that temperature range, the slow and potentially
diverging relaxation time, which hampers an unambiguous
identification of a liquid-liquid critical point, is no longer
an issue. Two-state behaviour is observed irrespective
of the question whether that liquid-liquid critical point
exists.
In order to identify two-state behaviour, an optimized
order-parameter has been implemented. The only predeter-
mined knowledge, which has been put into the construction of
that order-parameter, is the fact that the 5th-closest water
molecule is decisive. Hence, (H2O)6 clusters consisting
of a central water molecule and the five closest water
molecules around it have been considered. Other than that, no
predetermined information has been included in the analysis,
such as a geometry-based definition of a hydrogen bond54 that
we have used previously in a related study.55 The structural
similarity of two water clusters defined via their RMSD
together with their kinetic connectivity along a MD trajectory
have been used to coarse grain the ensemble of structures with
the help of a MSM.
The resulting order parameter pi (Eq. (13)) is defined
by geometry only, i.e., for any arbitrary cluster structure one
could determine whether it is HDL or LDL-like water, without
having to know its past or future in the MD trajectory. It is a
high-dimensional order parameter, in contrast to g5(r), and as
such it has higher resolution power. For example, an interstitial
water will to a certain extent also affect the positions of the
neighboring waters in the first coordination layer. That is, the
positions of all water molecules in the cluster are correlated,
which is captured by the order parameter pi, but not by g5(r).
In contrast to the LSI,21,22 on the other hand, the assignment
to HDL or LDL water can be made directly from the local
structure without having to quench the whole simulation
box to 0 K. While the numerical costs of both approaches
are comparable, that energy minimization step puts some
question marks over the validity of the LSI as an order
parameter.
In essence, the order parameter pi is considered to be
an improved version of g5(r), in the sense that the particular
construct of the MSM started from the observation that g5(r)
can discriminate HDL and LDL to a certain extent.20 But
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just like with “conventional” order parameters, two of which
might highlight very different aspects of one and the same
molecular systems, a differently constructed MSM might also
give a different answer. There is no universal construct of a
MSM.
Given that the MSM does detect a separation of time
scales, albeit small in the case of TIP4P/2005 water, one
must conclude that the distribution of structures is indeed
bimodal and not continuous (which has been a matter of
debate18,19). The time scale separation in the MSM goes along
with multiple time scales in the time-correlation function
ct(t), which reflects the fact that spatial domains of certain
correlation lengths exist (Fig. 6). Hence, despite the fact that
the MSM analyzes only the local structure around a given
water, two-state behaviour is a collective phenomenon. One
may assume that two-state behaviour deceases once the decay
of ct(t) would become single-exponential.
TIP4P/2005 water is considered to be the best point-
charge model of water.36 That model of water can almost
quantitatively describe recent SAXS data around room
temperature, but an increasing temperature offset is needed
for a semi-quantitative agreement with experiment in the
supercooled regime.56 In these experiments, the increasing
scattering amplitude at small scattering angles is believed to
result from exactly the spatial domains of HDL and LDL,18
but their correlation length changes only minimally with
temperature in TIP4P/2005 water (Fig. 8(b)). It will be very
interesting to see how more involved, ab-initio based water
models, such as MB-pol,57 behave in this regard. Another
possible extension of this work concerns the possibility that
the so-called dynamical transition in proteins is correlated
with a crossing of the Widom-line, i.e., that HDL or LDL
water affects the dynamics of a protein differently.58,59 Having
developed a robust order parameter to discriminate HDL and
LDL-like water, that effect should easily be detectable from
all-atom MD simulations.
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