We measure the cross-correlation between weak lensing of galaxy images and of the cosmic microwave background (CMB) on the same patch of sky. The effects of gravitational lensing on different sources will be correlated if the lensing is caused by the same mass fluctuations. We use galaxy shape measurements from 139 deg 2 of the Dark Energy Survey (DES) Science Verification data and overlapping CMB lensing from the South Pole Telescope (SPT) and Planck. The DES source galaxies have a median redshift of z med ∼0.7, while the CMB lensing kernel is broad and peaks at z∼2. The resulting cross-correlation is maximally sensitive to mass fluctuations at z∼0.44. Assuming the Planck 2015 best-fit cosmology, the amplitude of the DES×SPT cross-power is found to be A SPT = 0.88 ± 0.30 and that from DES×Planck to be A Planck = 0.86 ± 0.39, where A = 1 corresponds to the theoretical prediction and the errors are 68% confidence limits. These are consistent with the expected signal and correspond to significances of 2.9σ and 2.2σ respectively. We demonstrate that our results are robust to a number of important systematic effects including the shear measurement method, estimator choice, photometric redshift uncertainty and CMB lensing systematics. Significant intrinsic alignment of galaxy shapes would increase the cross-correlation signal inferred from the data; we calculate a value of A = 1.08 ± 0.36 for DES×SPT when we correct the observations with a simple IA model. With three measurements of this cross-correlation now existing in the literature, there is not yet reliable evidence for any deviation from the expected LCDM level of cross-correlation, given the size of the statistical uncertainties and the significant impact of systematic errors, particularly IAs. Future data sets, including those from upcoming releases of DES and SPT, will cover more sky area and provide both greater depth and higher resolution, making this correlation a potentially very powerful cosmological tool. We provide forecasts for the expected signal-to-noise of the combination of the five-year DES survey and SPT-3G.
INTRODUCTION
Weak lensing (WL) refers to the coherent bending, by gravity, of light from distant sources as it passes through the large-scale massive structures of the Universe. WL is a powerful tool for studying the distribution and evolution of large-scale structure in the Universe because it is directly sensitive to both dark matter and baryonic matter. Here we focus on WL of two background sources: lensing of galaxies (which we will refer to as GWL) and lensing of the cosmic microwave background (referred to as CMBWL).
Observations of GWL rely on accurately measuring the shapes of a large number of small, faint galaxies, which are often at the edge of our survey magnitude detection limits. GWL surveys have steadily improved since the first measurements at the turn of the millennium (Bacon et al. 2000; Kaiser et al. 2000; Wittman et al. 2000; van Waerbeke et al. 2000) , most notably with the CanadaFrance-Hawaii Telescope Lensing Survey (CFHTLenS, Heymans et al. 2012) , and are now a viable probe of cosmology. Detection of CMBWL exploits mode couplings in the temperature and polarisation fields of the CMB, which are negligible in absence of WL (Blanchard & Schneider 1987; Okamoto & Hu 2003) . This technique has been used in numerous studies to date (Hirata & Seljak 2003; Smith et al. 2007; van Engelen et al. 2012; Planck Collaboration 2014; Das et al. 2014; Planck Collaboration 2015a; Story et al. 2015) . Lewis & Challinor (2006) provide a comprehensive review of CMBWL.
GWL and CMBWL signals from the same patch of sky are expected to be correlated as both are, in part, sourced by the gravitational potentials of the same large-scale mass fluctuations. The cross-correlation of the lensing measurements from two such different sources offers a number of important applications. First, it provides a powerful check of systematics for cosmic shear measurements. For example, Vallinotto (2012) suggested that this cross-correlation can be used to mitigate shear measurement bias, whether from noise or complex galaxy morphologies (Jarvis et al. 2015) , to which CMBWL is insensitive. The same is true of other observational and astrophysical systematics such as modelling the point spread function (PSF) and galaxy intrinsic alignments (IAs), though the estimation of lensing potential from CMB maps is prone to some multiplicative errors of its own. Taking GWL and CMBWL together, there is considerable scope for calibration of these bias terms through cross-correlation of the GWL and CMBWL signals. In addition, CMB lensing offers an extra high-redshift source bin that can be included in joint analyses of late-universe probes (Vallinotto 2013) to study late-time dark energy or modifications to gravity.
Two measurements of the GWL×CMBWL cross-correlation have previously been reported: Atacama Cosmology Telescope (ACT) lensing data crossed with 121 deg 2 of galaxy lensing convergence as measured by the Canada-France-Hawaii Telescope (CFHT) Stripe 82 Survey (Hand et al. 2013) , and Planck lensing crossed with 140 deg 2 galaxy lensing data as measured by CFHTLenS (Liu & Hill 2015) . Both report low detected signals compared with expectations for the Planck best-fit cosmology, with Liu & Hill (2015) reporting a particularly low signal at roughly half the expected amplitude, a 2σ discrepancy. In this paper we aim to obtain a measurement of the GWL×CMBWL crosscorrelation using new data from DES Science Verification (SV) and CMBWL maps from the South Pole Telescope (SPT) and Planck. Our measurement has slightly deeper CMBWL data (SPT compared with ACT and Planck), similar sky coverage, but slightly shallower GWL measurements compared to those used in previous GWL×CMBWL results. Importantly, with DES and SPT, we employ different GWL and CMBWL data to those used before for this cross-correlation and cover a different patch of sky to the previous analyses. Our results therefore serve as an independent check on the measurements made by Hand et al. (2013) and Liu & Hill (2015) .
We begin by describing the relevant theory and formalism for GWL and CMBWL in Section 2. In Section 3 we describe our data from DES, SPT and Planck. We describe our methods in Section 4 and present our measurements of the GWL×CMBWL crosscorrelation in Section 5. In Section 6 we demonstrate that our results are robust to a variety of important systematic effects and consistency checks. In Section 7 we compare the power of the current data with that expected from the full DES survey and SPT-3G. We discuss the implications of our measurements, their relation to previous results and the future potential of this cross-correlation in Section 8. Throughout this paper we employ Planck 2015 cosmology (TT+TE+EE+lowP+lensing+ext) with Ω b = 0.049, Ωm = 0.309, ΩΛ = 0.691, σ8 = 0.816, h = 0.677.
THEORY
In this paper we consider two light sources that experience weak lensing: galaxies and the CMB. Two particularly useful quantities associated with the distortion of light are the spin-0 convergence field, κ, and spin-2 shear field, γ (see for example Bartelmann & Schneider 2001; Munshi et al. 2008; Hoekstra & Jain 2008 , for details and definitions of the lensing quantities). Both are derivatives of the lensing potential, which describes the strength of lensing for a given configuration of source, lens and observer. In GWL, the main observable is shear, which is measured by the distortions of the source galaxy shapes.
1 Convergence, a measure of the magnification of the image, can be reconstructed from the shear. In CMBWL both shear and convergence can be reconstructed from the temperature map. The analytic expressions given in this section are equally applicable to shear or convergence power spectra.
Since their means vanish, it is convenient to quantify the fluctuations in both GWL and CMBWL with angular two-point functions, in particular auto-and cross-power spectra in harmonic space. Under the Limber approximation (Kaiser 1992) , these take the form of integrals over the non-linear matter power spectrum, P δδ ( /χ(z), z), and a pair of appropriately chosen window functions. We are interested in the cross-correlation between GWL and CMBWL,
where χ(z) is the comoving distance to redshift z, and χ * is the distance to the horizon. Here WGWL and WCMBWL are the GWL and CMBWL window functions. The GWL window function, also known as the lensing efficiency function or lensing kernel, takes the form
where H0 is the Hubble parameter, c the speed of light, Ωm the total matter density and n(χ ) is the galaxy redshift distribution. We have assumed a flat universe, as we will throughout the paper.
The CMBWL window function takes a similar form but is somewhat simpler due to the single source plane,
where χ * is the comoving distance to the last scattering surface. Although the CMBWL weight function peaks at z∼2 (Lewis & Challinor 2006) , it is sensitive to the integrated gravitational potential between the source and the observer. The window functions for CMBWL and GWL corresponding to the DES sources used in this work are shown in Figure 1 . The DES source galaxies are sensitive to mass fluctuations at lower redshift than the peak of the CMB lensing kernel (z∼2) but there is sufficient overlap to expect a significant cross-correlation in the gravitational lensing signal of both sources. During the epoch of structure formation, galaxies experience tidal forces due to the gravitational potential of the surrounding mass distribution. The presence of such forces may cause the ellipticity and orientation of neighbouring galaxies to become aligned (Heavens et al. 2000; Catelan et al. 2001; Hirata & Seljak 2004) . This effect, known as intrinsic alignment (IA), produces a correlation between the intrinsic shapes of galaxies and will be present as an extra term in our GWL×CMBWL cross-correlation measurement (Troxel & Ishak 2014; Hall & Taylor 2014; Chisari et al. 2015) ,
The IA×CMBWL cross-correlation can be calculated, like the other power spectra, using Equation (1) with the appropriate IA weight function instead of the GWL weight function. In this paper we assume IAs are described by the widely-used non-linear alignment (NLA) model (Bridle & King 2007; Hirata & Seljak 2010) , which means the weight function is given by
Here ρcrit is the critical density at z = 0 and C1 = 5 × 10 −14 h −2 M −1 Mpc 3 , a normalisation constant based on the SuperCOSMOS measurement at low redshift (Brown et al. 2002) . D[χ(z)] is the linear growth function, normalised to unity at z = 0. Current measurements of IAs for different galaxy types over different redshifts still leave a significant uncertainty as to the expected level of the IA contribution for any given sample of source galaxies. The DES SV cosmology analysis (Dark Energy Survey Collaboration 2015) was consistent with an IA signal between zero and four times C1 within 2σ confidence limits. We treat the range of possible IA contributions in Section 6.5 and discuss the significance of IAs for our measurement and future GWL×CMBWL analyses in Section 8. First though, we neglect the IA contribution in our main analysis, fitting for the pure GWL×CMBWL signal only. Note that the negative sign in Equation (5) means that the IA contribution subtracts from the total observed GWL×CMBWL crosscorrelation. This is because the galaxy shape alignment sourced by IAs is of the opposite sense to that sourced by GWL. This means any measured cross-correlation amplitude will be lower than it would be if IAs were taken into account and that the IA contribution, if significant, would therefore increase the significance of the detection if it were included in the analysis.
DATA
In this section we describe the data sets used in this paper. The DES SV data products are introduced in Section 3.1, including the photometric redshift (photo-z) and shear catalogues. Next, we describe the CMB data sets and their lensing κCMB maps, including those from SPT (Section 3.2.1) and Planck (Section 3.2.2). Finally, in Section 3.3, we describe the GWL and CMBWL simulations and mock catalogues used for pipeline testing and covariance estimation.
The Dark Energy Survey
The Dark Energy Survey (DES) is an optical survey, currently in progress, which will cover 5,000 deg 2 in five filters (grizY ) using DECam (Flaugher et al. 2015) over five years, reaching a 10σ limiting magnitude of ∼24.1 in the i-band (Sánchez et al. 2014 ). The DES footprint was designed to overlap significantly with the region observed by the SPT (described in the next section), enabling many interesting cross-correlation measurements (Carlstrom et al. 2011; Giannantonio et al. 2015; Saro et al. 2015) . In this paper we use the DES Science Verification (SV) data, which was taken during the period November 2012 -February 2013, before the start of the main survey in late August 2013. Specifically, we use the 139 deg 2 contiguous area of the DES SV data that overlaps with the SPT East field; this is known as the SPT-E region (Jarvis et al. 2015) and is centred on RA ∼ 77.5 deg, DEC ∼ -51 deg. All the DES data products in this paper have been reduced from the raw survey data by the DES Data Management pipeline (Mohr et al. 2012; Desai et al. 2012 ).
The DES SV photo-z catalog
Large optical surveys like DES use photometry to estimate the redshift of source galaxies; this estimation technique is known as photo-z (Hildebrandt et al. 2010 ). Fluxes in multiple broad filter bands are measured as a kind of very low resolution spectrum and a variety of methods are employed to estimate the corresponding true redshift, exploiting broad features of the spectral distribution rather than spectral lines. This is obviously less accurate than spectroscopic approaches, which produce high resolution spectra for each object, but the photo-z approach is faster and cheaper for large imaging surveys. For our cross-correlation measurement it is essential that the overall redshift distribution, n(z), is well characterised as this affects the theoretical cross-correlation power spectrum that we fit to our measured values.
The primary photo-z catalogue used in this work is produced by the SkyNet2 neural network algorithm described in Graff & Feroz (2013); ; . Four different photo-z methods were extensively tested and characterised in for the galaxy sample used in the DES SV shear catalogs. In addition to SkyNet2, these were the ANNz2 (Sadeh et al. 2015) , BPZ (Benítez 2000; Coe et al. 2006) , and TPZ (Carrasco Kind & Brunner 2013 photo-z estimation pipelines, selected because they performed well in the analysis of Sánchez et al. (2014) . found that the catalogues agreed to better than ∆z < 0.05 in the mean photo-z of the distribution and we explore the effect of using these alternate photo-z estimators in Section 6.6.
SkyNet2 produces a full probability density function, p(z), for each galaxy. We use the mean of the p(z) for each galaxy, zmean, as its point-estimate redshift and select/bin the galaxies according to zmean. We use this point estimate to select galaxies in the redshift range 0.3 < z < 1.3, as this is the range over which the SkyNet2 algorithm gives reliable photo-z estimates according to . Other point estimates were tested but the mean produced the best results for our application as it reduces the impact of unphysical features in individual galaxy p(z). However, for the calculation of the theoretical prediction of our cross-correlation measurements, we use the full stacked p(z) from each galaxy to estimate the total redshift distribution for our forecast. Figure 1 shows the resulting redshift distribution of the DES sources used in this cross-correlation as well as the corresponding GWL lensing kernel, Equation (2), and the CMBWL kernel, Equation (3), for comparison.
The DES SV shear catalog
The DES shear catalogs, described in detail by Jarvis et al. (2015) , are based on two independent galaxy shape measurement algorithms: ngmix (Sheldon 2014) and im3shape (Zuntz et al. 2013) . Note that although the coadd catalogues were used in the initial processing of the shear measurement pipeline, the galaxy shape measurements were carried out at the single-exposure level. The shape (or shear) of each galaxy is estimated by jointly fitting a galaxy model to multiple single-exposure images of that same galaxy (Jarvis et al. 2015) , thus reducing the impact of instrumental artefacts and PSF variation between exposures.
The analysis of Jarvis et al. (2015) showed that both catalogues passed all requirements on contamination by systematic effects and that the two catalogues were consistent with each other under a range of statistics. Becker et al. (2015) and Dark Energy Survey Collaboration (2015) demonstrated that the two catalogues remain consistent at the level of two-point statistics and inferred cosmological constraints. We use the ngmix catalogue for our main analysis because it has a larger effective source galaxy number density, 5.7 arcmin −2 as opposed to 3.7 arcmin −2 for im3shape (see Jarvis et al. (2015) for details of the weighting used to calculate this effective number density). This choice is consistent with the DES SV GWL two-point analysis (Becker et al. 2015) and the DES SV GWL cosmology analysis (Dark Energy Survey Collaboration 2015). We repeat our analysis using the im3shape catalogue as a consistency check; these results can be found in Section 6.1. Both catalogues have demonstrated that they can provide shear measurements with systematic uncertainties (whether from astrophysical, observational, or measurement effects) subdominant to the statistical uncertainty in the SV data for different cosmological probes including two-point statistics in real and harmonic space, galaxy-galaxy lensing and mass-mapping (Jarvis et al. 2015; Chang et al. 2015; Vikram et al. 2015; Becker et al. 2015; Clampitt et al. 2015) . We produce maps of our shear catalogues, described in more detail in Section 4, using the HEALPix pixelisation scheme at Nside = 2048 (Górski et al. 2005) . This corresponds to a pixel area of 2.95 arcmin 2 or a pixel scale of ∼600 kpc at z = 0.44, our redshift of maximal sensitivity.
Shape estimates from both pipelines were 'blinded' during our analysis to avoid experimenter bias (Klein & Roodman 2005) . This meant that a constant scaling factor (between 0.9 and 1) was applied to all ellipticities. This would slightly alter the amplitude of the cross-correlation, preventing over-fitting to results from other papers or to any given cosmology. Our analysis procedure was finalised and fixed before de-blinding.
CMBWL Maps

SPT Lensing Maps
The CMB κ maps are based on temperature measurements made with the SPT (Carlstrom et al. 2011) , which is a 10 metre diameter Figure 1 . The blue region shows the redshift distribution of the source galaxies from DES over our chosen redshift range, 0.3 < z < 1.3, normalised such that the total area under the curve equals unity. The solid and dashed black lines show the lensing kernels for GWL and CMBWL respectively. Each weight function has been normalised for visual comparison with the n(z). The DES sources are taken from the ngmix shape catalogue and we use the SkyNet2 photo-z estimates; see Sections 3.1.1 and 3.1.2 for more details.
telescope located at the National Science Foundation AmundsenScott South Pole Station in Antarctica. During 2008-2011, this telescope was used to conduct a tri-band (90, 150, 220 GHz) wide-field survey covering ∼ 2540 deg 2 (Story et al. 2013) . The survey area is composed of 19 subfields, all of which were scanned in a similar fashion, reaching minimum depths (maximum noise levels) of 40 µK-arcmin (90 GHz), 18 µK-arcmin (150 GHz) and 70 µK-arcmin (220 GHz) with roughly arcminute resolution.
The κCMB maps are produced by applying quadratic estimators (Okamoto & Hu 2003) on the filtered 150 GHz temperature map in the range temperature < 4000 on a 25
• × 25
• region extracted from the full survey area, centred on the DES SPT-E field. Modes with temperature x < 500 are also removed to minimise extra noise along the scanning direction (van Engelen et al. 2012) . Positive sources brighter than 15σ (corresponding to approximately 10 mJy) and clusters detected above 6σ were masked with a 16 × 16 aperture, and the masked regions were filled using Wiener filter interpolation. The maps are produced on a HEALPix grid of Nside = 2048.
The signal-to-noise in our cross-correlation drops significantly at high , and the contamination to the κ reconstruction from emissive sources and galaxy clusters that are not masked becomes increasingly important at high . For these reasons, we impose a conservative cut on the κ map of max = 1600. This cut does not lead to a significant loss of signal. We have tested this choice of max and found our result robust to values between = 1200 and = 2000. All of these issues are even more relevant to the Planck CMBWL data (which has higher noise per mode than SPT, particularly at high , as well as potentially higher contamination from point sources and clusters because of the larger Planck beams), and we apply the max cut to the Planck data (described in the next section) as well.
Planck
We use the Planck lensing maps from the second data release, which were made public in 2015 2 . These κ maps are produced by using filtered temperature and polarisation measurements from the Planck satellite (Planck Collaboration 2015a). The temperature and polarisation maps are both constructed by taking linear combinations of multi-frequency data (30 -857 GHz for temperature and 30 -353 GHz for polarisation) with scale-dependent coefficients using the SMICA method to produce foreground cleaned minimum variance maps (Planck Collaboration 2015b). Planck HFI beams range from 4 (857 GHz) to 10 (100 GHz) arcminutes in resolution, compared to SPT's 1 arcminute. Planck covers the full sky, while SPT is focused on a smaller patch.
Similar to the SPT κ map, the CMBWL potential is produced using the quadratic estimators from Okamoto & Hu (2003) . The main difference here is the availability of E and B-mode polarisation, which allows for additional estimators (φ T E , φ EE , φ EB , φ T B ) in addition to φ T T . These estimators are combined to form a minimum-variance estimate of the lensing potential φ, which is provided in the form of spherical harmonic coefficients of the CMB lensing convergence κ, filtered to 8 < 2048, along with the analysis mask. The map is in HEALPix format with resolution Nside = 2048.
Simulations
We test our estimators using simulated data sets, constructed specifically to mimic the noise and other statistical properties of each of our observables: GWL shape catalogues for DES and CMBWL convergence maps for SPT and Planck.
For DES, we use two sets of mock catalogues in addition to the data itself. The first are based on N-body simulations and are the same set of simulated galaxy catalogues described in Becker et al. (2015) , consisting of 126 realisations of the SV SPT-E patch with lensing fields calculated by ray-tracing. We sub-sample the galaxies in the simulations to match the galaxy number density, redshift distribution and noise properties of the data, drawing a corresponding shape value from the data and adding it to the cosmological shear signal from the simulation to ensure a realistic shape noise distribution.
When estimating the noise properties of our cross-correlations we also employ a separate set of 100 DES mock catalogues produced, not from N-body simulations, but simply by applying a random rotation to the orientation of each source galaxy in our DES shape catalogue. This retains the spatial and redshift distribution of galaxies as well as the overall intrinsic ellipticity distribution across the sample, while destroying any cosmological information. Therefore these randomised catalogues act as noise-only realisations.
The SPT collaboration has produced 100 lensed and 100 unlensed simulated sky realisations. Instrumental noise is added to these sky realisations and the result is converted into simulated time streams, then processed in the same way as the real data, including the effects of masking and filtering. The 100 output reconstructions were then cross-correlated with the input lensing potential, φ, to obtain the lens transfer function. This transfer function was then applied to κ reconstructions from the unlensed CMB realisations, providing 100 realistic realisations of noise in the κ map. Noise in the CMB convergence maps comes primarily from fluctuations in the CMB temperature field itself, rather than instrumental noise. More discussion of these noise simulations can be found in Giannantonio et al. (2015) .
Planck has produced 100 simulated lensing maps using their Full Focal Plane 8 (FFP8) Monte Carlo simulations (Planck Collaboration 2015c). The noise level in these simulations has been tuned by the Planck collaboration to match the amplitude of the Planck CMB power spectra.
METHODS
In this section we describe our main analysis pipeline -how we make our cross-correlation measurement and calculate the associated error. This main analysis is conducted using the PolSpice code (Szapudi et al. 2000; Chon et al. 2004 ) to estimate projected angular power spectra in harmonic space using the ngmix shape catalogues and the CMB convergence maps from SPT and Planck. The results themselves are presented in Section 5.
We produce shear maps by averaging shear estimates for individual galaxies from the DES shape catalogues into HEALPix pixels at a resolution of Nside = 2048, applying the standard cuts, weighting and bias corrections as described in Jarvis et al. (2015) . The two shear components, γ1 and γ2, are treated separately to produce two maps. We then combine γ1 and γ2 maps from DES with the κCMB maps from SPT/Planck into a {κCMB, γ1, γ2} triplet. We use the PolSpice (Szapudi et al. 2000; Chon et al. 2004 ) code in polarisation mode to estimate projected angular power spectra for the auto-and cross-correlations of κCMB and DES γ. Our input {κCMB, γ1, γ2} are analogous to the CMB {T, Q, U } triplet. We have tested this process on the DES, SPT and Planck simulations described in Section 3.3 to confirm it is capable of returning an unbiased estimate in the presence of the relatively restrictive DES SV survey mask.
The shear maps can be decomposed into spin ±2 spherical harmonics
where ±2Y m and p ±2, m are the spin ±2 spherical harmonics and their coefficients. Of particular interest to us are the linear combinations of these spherical harmonics which produce curl-free E-mode and divergence-free B-mode components of the shear field (Bartelmann 2010; Schneider et al. 2002; Crittenden et al. 2002) :
To first order, WL only generates E-modes because the lensing potential is a real scalar (Schneider et al. 2002; Crittenden et al. 2002) . We therefore aim to measure the κCMBγE cross-correlation. Any measurable κCMBγB correlation is unphysical and evidence of some untreated systematic effect in the DES data which is correlated with CMBWL (see Section 6.4 below for κCMBγB analysis). The decomposition is handled by PolSpice, which is designed to make the same split into curl-and divergence-free components in the context of CMB polarisation studies (Munshi et al. 2002) . We have used our simulation catalogues to confirm that PolSpice can recover an unbiased estimate of the cosmic shear power spectrum via this method. We apply simple binary masks to our data. For DES, HEALPix pixels are set to zero if they do not contain any DES SV source galaxies after all our quality cuts have been applied; the remaining region covers 139 deg 2 . For SPT we have data over a wider contiguous patch of 600 deg 2 , overlapping the DES SV SPT-E region. The mask is one inside this region and zero outside. For Planck we use the publicly available mask designed for power spectrum estimation, where point sources and galactic emission are masked out, removing roughly one third of the full sky.
We take a hybrid approach to estimating the noise in our crosscorrelation, describing the noise with an analytic expression that includes estimates of noise in the constituent GWL and CMBWL parts acquired from simulations or randomised realisations of the data. Alternate noise estimators and the considerations governing our choice are described in Section 6.3. The analytic form of the noise is given by
where Cγ E γ E , Cκ CMB κ CMB and Cκ CMB γ E are the theory power spectra of the WL auto-correlation, the CMB lensing autocorrelation and the WL/CMB cross-correlation respectively, assuming the Planck 2015 best-fit cosmology, and f sky is the fraction of sky covered by the survey. These are calculated using CAMB sources (Challinor & Lewis 2011) . The auto-correlation contributions to the noise estimate include measurement noise terms, Nγ E γ E ( ) and Nκ CMB κ CMB ( ). The noise term for DES is the mean of the auto-correlations of the maps produced from the 100 randomised realisations of our shape catalogue. The CMBWL noise term is calculated as the mean of the auto-correlations of the 100 noise realisations provided by both the SPT and Planck collaborations. Each of these sets of noise simulations are described in Section 3.3 above. Note that we have estimated the uncertainty using the mean noise level from Planck, whereas in reality the SV patch covers a region where Planck noise is lower than average, hence we are slightly over-estimating the noise in the DES×Planck case.
We calculate f sky using our most restrictive mask, in this case that of the DES shape catalogues. As mentioned above, the DES SV SPT-E patch which we are using covers 139 deg 2 of sky, though the exact sky fraction varies slightly depending on the shape catalogue and redshift range considered. We take this variation into account in our calculations. In the case of DES×Planck there are a small number of additional regions inside the DES SV mask but excluded from the Planck mask. We take the product of the two masks when estimating f sky , reducing the sky fraction by 1.5% compared to DES×SPT.
We also tested a number of alternative techniques to estimate the cross-correlation signal, covariance and noise as consistency checks on our main analysis. These are detailed in Section 6 below. Figure 2 shows our results using PolSpice to correlate κCMB with γE in harmonic space. The measurement is averaged into 16 linearly-spaced bins over the multipole range 64 < < 1600. We then use our forecast cross-correlation power spectrum to fit a single free parameter, the cross-correlation amplitude A, by a simple 0 200 400 600 800 1000 1200 1400 1600
RESULTS
Figure 2. κ CMB γ E correlation measured in harmonic space with PolSpice. Projected angular power spectra, C( ), are shown for DES × SPT (blue boxes) and DES × Planck (orange boxes). Sources come from the ngmix shape catalogue and span the redshift range 0.3 < z < 1.3, selected using the SkyNet2 photo-z catalogue. The height of the bars represents 68% error limits. The theoretical prediction for the cross-correlation, with amplitude A = 1, is also shown (black solid line).
0.86 ± 0.39 1.52 Table 1 . Summary of constraints on the cross-correlation, κ CMB γ E , showing best-fit cross-correlation amplitude, A, with 1σ errors and minimum χ 2 /dof (where dof = 15). Results are shown for cross-correlations between DES GWL from the ngmix catalogue and CMBWL from both SPT and Planck. χ 2 minimisation:
where the error, σκ CMB γ E , is calculated according to Equation (9). The fits to the cross-correlation amplitude are detailed in Table 1 . If our measurement were consistent with the expectation from theory, assuming the Planck cosmology and that we have correctly modelled the DES galaxy redshift distribution, then we would expect a result consistent with A = 1. Our measurement shows E-mode cross-correlations with bestfit amplitudes of A = 0.88 ± 0.30 for DES×SPT and A = 0.86 ± 0.39 for DES×Planck, giving a significance of 2.9σ and 2.2σ respectively. We estimate the goodness-of-fit by calculating χ 2 per degree of freedom (15, the number of bins minus one), finding good fits in both cases, with χ 2 /dof = 0.93 for DES×SPT and χ 2 /dof = 1.52 for DES×Planck. The measurements with SPT and Planck are consistent with each other and with the theoretical expectation. The DES×Planck cross-correlation has a rela-tively high χ 2 /dof , with the probability to exceed such χ 2 being ∼ 10%; a similar result was found in Giannantonio et al. (2015) for DES SV LSS×Planck CMBWL. These measurements of A fix all other cosmological parameters at the Planck 2015 best-fit cosmology and ignore IAs.
We consider in detail the impact of a variety of systematic effects in Section 6. Some effects, including uncertainty in shear measurement bias and estimation of photo-z could change the measured amplitude of the cross-correlation. The result quoted here should be considered the 'bare' constraint on A, when we assume our best estimates for shear measurement bias, photo-z. This is a reasonable approach because any deviation in these quantities will scale both the best-fit amplitude and the error bars, leaving the significance of detection unaffected.
CONSISTENCY AND SYSTEMATICS TESTS
In this section we summarise a number of checks carried out to ensure that our analysis is accurate and robust to observational and astrophysical systematic effects. A substantial amount of work has been done quantifying the contribution of systematics to our data sets (Jarvis et al. 2015; Becker et al. 2015; Vikram et al. 2015; Leistedt et al. 2015) . In particular, Giannantonio et al. (2015) dealt with a number of systematics that could potentially manifest as spurious signal in the cross-correlation of DES SV galaxy number density with CMBWL; all were found to be of negligible importance. In this paper we will concentrate on those of particular relevance to the GWL×CMBWL cross-correlation.
Shape Measurement Pipelines
As mentioned in Section 3.1.2, the DES collaboration has produced two independent shape measurement catalogues: ngmix (Sheldon 2014), which we use for our main analysis, and im3shape (Zuntz et al. 2013) .
We have repeated our cross-correlation measurement using the im3shape shape catalogue. The results are in good agreement with those from ngmix and our forecasts but the errors are larger due to the lower effective source number density in im3shape (3.7/arcmin 2 compared to 5.7/arcmin 2 for ngmix). With im3shape, we measure a cross-correlation amplitude of A = 0.76 ± 0.38 for DES×SPT and A = 0.76 ± 0.53 for DES×Planck. Like our main results, the im3shape measurements are consistent with the expected signal within 1σ errors.
Alternate Estimators
Besides the aforementioned PolSpice pipeline, we tested an additional flat-sky implementation of the same calculation, also known as the Kaiser-Squires method (KS, Kaiser & Squires 1993) . The KS method was used in both Hand et al. (2013) and Liu & Hill (2015) and shown to perform well. With an eye on the larger sky coverages in future data sets, we have performed our main calculations based on a curved sky analysis but we also checked whether our results are consistent with the those from the flat-sky KS analysis used in previous literature.
In the flat-sky KS approach γ for each galaxy in the shear catalogue are projected onto a zenith equal area projection coordinate grid, then averaged over all the galaxies that fall on the same square grid. Since the shear measurements are made with respect to spherical coordinates, we apply the rotation
where ϕ is the local angle between equal right ascension to the yaxis of the image, such that the shear measurements are described with respect to the flat-sky xy-coordinates. The γ maps are converted into γE by Fourier transforming γ1, γ2 using
and are cross-correlated with CMB κ in Fourier space,
where
y . In this process, we also apply a mask due to the finite survey area, which inevitably induces mode-coupling between the bins. To account for the mask, we follow Hivon et al. (2002) to decouple the effect of the mask from the computed spectra. Using this method, we obtain amplitudes of A = 0.92 ± 0.30 for DES×SPT and A = 0.91 ± 0.39 for DES×Planck, with a χ 2 /dof of 1.18 and 1.17 respectively, which is consistent with the
PolSpice pipeline. We also tested an alternate method which uses the pseudoCl estimation technique for CMB polarization developed in Kogut et al. (2003) . Spectra are computed from pseudo-multipole coefficients and related to the true spectra through a coupling matrix, which we bin before inversion (see also Efstathiou 2006) . Using this approach, we obtain amplitudes of A = 0.82 ± 0.32 for DES×SPT and A = 0.91 ± 0.39 for DES×Planck, which are in good agreement with the other two methods.
Alternate covariance estimates
We have checked the hybrid noise estimates used in our main analysis by also estimating the full covariance of our cross-correlation using both our N-body simulations and jack-knife resampling. Both estimate the covariance according to
where f (N ) = 1/(N − 1) for the N-body case and f (N ) = (N − 1)/N for the jack-knife and v counts over the N separate crosscorrelation realisations, C v κ CMB γ E ( ). For the N-body method N = 100, the number of DES/SPT simulations used, and for the jackknife N = 40, the number of equal area regions (3.5 deg 2 ) into which the data is split.Cκ CMB γ E ( ) is the mean of the N crosscorrelations in each case. For more details of both approaches to covariance estimation see the excellent review by Norberg et al. (2009) .
All three approaches give consistent estimates of the error, with both the jack-knife and N-body errors agreeing with our hybrid estimate to within 10% at all . There is little off-diagonal power in the resulting covariance matrices using either method. When inverting the covariance matrices we apply the β correction of Hartlap et al. (2007) to account for the effect of having a finite number of realisations. We are confident that our hybrid approach remains the most accurate available noise estimate for this cross-correlation measurement. The simulations used are not correlated between the GWL and CMBWL, therefore the N-body method, which would otherwise be preferred, misses power due to both correlated non-linear structure growth and correlated cosmological signal. In addition the assumed cosmology in the simulations produces a lower amplitude signal than the Planck best-fit assumed throughout the rest of this work. The jack-knife approach is useful as a consistency check but is known to over-estimate errors on small scales (Norberg et al. 2009 ). In future work, with the full DES survey data set, the production of correlated N-body simulations of GWL and CMBWL should be a main priority so that we can use the full covariance estimate and capture off-diagonal power from mode-mixing due to correlated structure formation and mask effects.
B-modes
In Section 4 we describe how the GWL shear field, γ, can be decomposed into curl-free (E-mode) and divergence-free (B-mode) contributions. WL will only produce E-mode signal to first order so, in cosmic shear measurements, detection of a significant Bmode auto-correlation is a diagnostic for systematics in the observations or the measurement, for example a poorly reconstructed PSF. While we do not necessarily expect these processes to generate B-modes that are positively correlated with CMBWL, it is possible that our estimator could introduce spurious power to our measurement (which would appear equally in the E/B-mode) or allow power to leak from the κCMBγE to the κCMBγB signal. Testing for significant κCMBγB cross-correlation is therefore still a useful check on the efficacy of our estimators. Note that although the CMB lensing signature may contain some B-mode fluctuations, the magnitude is substantially less than the gravitationally-induced lensing signal (Planck Collaboration 2014) and we ignore this effect in our current study.
In Section 5 we presented the cross-correlation of our GWL E-mode signal with lensing from the CMB, κCMBγE. In Figure 3 and Table 2 we show the equivalent κCMBγB cross-correlation. We estimate the significance of the κCMBγB signal by fitting the expected E-mode signal with, as before, a varying constant crosscorrelation coefficient, AB. We estimate the best-fit value of that constant by minimising χ 2 in the same way as with the theoretical forecasts in our main κCMBγE measurement. A significant signal of this kind would indicate leakage of power from E-to B-modes. Our best-fit B-mode cross-correlation amplitudes are consistent with zero for both DES×SPT, AB = 0.18 ± 0.21, χ 2 min /dof = 0.79, and DES×Planck, AB = 0.17 ± 0.25, χ 2 min /dof = 0.92. We also checked the χ 2 /dof for zero cross-correlation, AB = 0, finding this to be a good fit to the data in both the DES×SPT, χ 2 A B =0 /dof = 0.83, and DES×Planck, χ 2 A B =0 /dof = 0.95, cases. This gives us confidence that our estimator is not suffering from either spurious power or E to B leakage at a level that could bias our measurement significantly, given the size of our errors.
Intrinsic Alignments
As described in Section 2, GWL measurements are contaminated by the alignment of unlensed galaxy shapes determined by largescale gravitational potentials during galaxy formation, known as intrinsic alignments (IA) (Heavens et al. 2000; Croft & Metzler 2000; Catelan et al. 2001; Crittenden et al. 2001; Hirata & Seljak 2004) . The IAs reduce the overall observed correlation because they tend to align galaxy shapes and the matter distribution with the opposite sign to the GWL alignment. Figure 3 . κ CMB γ B correlation measured in harmonic space with PolSpice for DES × SPT (blue boxes) and DES × Planck (orange boxes). Sources come from the ngmix shape catalogue and span the redshift range 0.3 < z < 1.3, selected using the SkyNet2 photo-z catalogue. The height of the bars represents 68% error limits. Table 2 . Summary of constraints on the B-mode cross-correlation, κ CMB γ B . The table shows best-fit cross-correlation amplitude, A B , with 1σ errors and minimum χ 2 /dof as well as χ 2 /dof for A B = 0 (where dof = 15). Results are shown for cross-correlations between DES GWL from the ngmix catalogue and CMBWL from both SPT and Planck. The redshift selection, 0.3 < z < 1.3, is performed using the SkyNet2 photo-z catalogue.
We examine the potential contamination of our GWL×CMBWL cross-correlation by IAs using the NLA model as given in Equation (5). Figure 4 shows the effect of IAs on the cross power spectrum. For our fiducial SkyNet2 source redshift distribution the decrement in expected observed power spectrum, C obs κ CMB γ E ( ), can be as much as ∼18% around ∼200 but is substantially lower at other scales. This is a relatively simplistic approach to the modelling of IAs. We have assumed that the NLA model applies to all types of galaxy even though it is only designed to explain alignment of elliptical galaxies and there is, as yet, no positive detection of IAs in spiral galaxies for large surveys in the field (Mandelbaum et al. 2011 ). Furthermore we have assumed that the amplitude of alignment is set exactly by the C1 normalisation of Brown et al. (2002) ; Bridle & King (2007) , though the DES SV cosmic shear analysis was equally consistent, at the 2σ level, with there being no IAs or IAs at four times this assumed amplitude (Dark Energy Survey Collaboration 2015). . Illustration of the impact of intrinsic alignments on our crosscorrelation signal. Top panel: Forecast projected angular power spectra, C( )s, for the pure GWL×CMBWL cross-correlation, κ CMB γ E (red dashed); the absolute value of the IA contribution to the cross-correlation, κ CMB γ I (blue dot-dashed), and the total cross-correlation, κ CMB γ E + κ CMB γ I (black solid). This assumes that IAs are well described by the NLA model and that they affect all galaxies equally; see Section 6.5 for more discussion. Bottom panel: Percentage contribution of IAs as a proportion of the total observed cross-correlation signal |κ CMB γ I |/(κ CMB γ E + κ CMB γ I ). All C( )s are calculated using CAMB sources using the SkyNet2 DES SV source galaxy redshift distribution from our main analysis.
Our aim is to determine the significance of IAs in the detection of the cross-correlation and check that our measurement is robust to IAs. We defer attempts to make precise measurements of the IA signal to later work when the volume and quality of DES and SPT data will have greatly increased, producing a significant improvement in precision; see Figure 6 and discussion in Section 7 for more details.
Assuming all galaxies are affected by the NLA model, with normalisation given by C1, is a conservative way to model a 'significant' IA effect that can be compared to our main analysis where IAs are ignored entirely. Chisari et al. (2015) have recently made more careful models of IA contamination in the context of the Hand et al. (2013) data sets. Their estimated potential levels of contamination for both red and blue galaxies are slightly lower than our assumed model (∼10% vs. ∼18%), confirming that our implementation is a realistic, conservative example.
Including IAs in this way shifts our best-fit cross-correlation amplitude from AnoIA = 0.88 ± 0.30 to A withIA = 1.08 ± 0.36. The effect of IAs reduces the expected cross-correlation signal and accounting for this effect increases our measured cross-correlation amplitude. The significance of the detection remains unchanged at ∼3σ and the result is entirely consistent with forecast expectations and the measurement without IAs within the 1σ errors. Nevertheless the shift due to intrinsic alignment is at ∼ 0.6σ level, indicating that future, higher precision measurements of this cross-correlation have the potential to be a powerful probe of IAs. . Difference in measured power spectra, C( ), for different choices of photometric redshift estimation pipeline, relative to the SkyNet2 estimates used in our main analysis. All other data choices and estimator settings remain constant between runs. The grey contours show the 1σ errors on our fiducial measurement.
Photometric Redshift Uncertainties
Our main analyses are based on the SkyNet2 photo-z catalog but we also cross-check our main results with three other photoz estimation pipelines validated by the DES collaboration: BPZ2, ANNz2 and TPZ. See Section 3.1.1 and for more discussion of these estimators.
We recalculate our measurement of the cross-power spectrum in exactly the same way as our main analysis, but using the different photo-z estimates. The photo-z estimates are used to select the galaxies which enter our maps and to create the n(z), which is in turn used to produce the theory Cκ CMB γ E ( ) used to fit the crosscorrelation amplitude, A. See for more detail on the testing of these photo-z pipelines in the context of the DES SV GWL analysis. Figure 5 shows the difference in estimated C( ) for each choice of estimator, relative to the fiducial SkyNet2. It is clear that the variation in measured cross-correlation due to different photo-z estimation codes is significantly smaller than the error on the same measurement. The scatter in best-fit A is well within the 1σ confidence limits. used their analysis of multiple photo-z pipelines to define a Gaussian prior on the mean of the photo-z distribution (of tomographic bins) of width ∆z = 0.05. Any variation in the mean of the photo-z distribution would scale both our best-fit value of A and our errors, leaving the significance of our detection unchanged. We have checked that the shift in best-fit crosscorrelation amplitude due to a change of ∆z = ±0.05 in the mean of the photo-z distribution is well within our one sigma errors and we quote the 'bare' constraint on A as our headline result, where we have assumed the accuracy of the SkyNet2 n(z) derived by stacking the p(z) of individual galaxies. 
Systematic uncertainties in the κ map
We have also tested for the degree of contamination in the SPT κ-map due to point-sources and the tSZ effect by applying a more stringent mask than the one used for lensing reconstruction. The more stringent mask removes point sources detected between 5σ (corresponding to approximately 6 mJy) and 15σ using a 2 radius circular aperture in addition to the 16 ×16 mask applied to sources detected above 15σ using the main mask. Clusters catalogued in Bleem et al. (2015) with detections between 4.5σ and 6σ are also masked with a 5 radius disk in addition to the 16 × 16 mask applied to clusters detected above 6σ. We obtain an amplitude of A = 0.88 ± 0.3 with χ 2 /dof = 0.98 when applying this mask, which is entirely consistent with our main result, suggesting that our kappa maps are minimally contaminated by these sources.
FORECASTS
The volume of GWL surveys will greatly increase over the coming years. Dark Energy Survey 3 (DES) will deliver an unprecedented 5000 deg and Large Synoptic Survey Telescope (LSST) 7 also producing data over the next decade. These surveys will push deeper than previous efforts, increasing the overlap with the CMB lensing kernel, which is broad and peaks at z∼2 (Lewis & Challinor 2006) . On the CMB side, Planck 8 has set a new standard for all-sky CMB surveys from space but it will also be important to maximise the overlap of galaxy surveys with high-resolution CMB surveys using the upgraded cameras on the South Pole Telescope (SPT) 9 and the Atacama Cosmology Telescope (ACT) 10 , as well as the nextgeneration PolarBear 11 instrument. This paper represents an important test of the WL measurement pipelines in both the DES and SPT collaborations, and allows us to look forward with confidence to more scientifically ambitious analyses in the future when these more powerful data sets become available, particularly the full DES survey and the SPT third generation camera (SPT-3G) (Benson et al. 2014 ). The principal gain will be increased sky coverage, with 2500 deg 2 of overlapping area expected from the full DES five year survey (Y5) and SPT-3G. This represents an ∼18-fold increase over the data used in this work. In addition, the SPT-3G upgrade will significantly decrease the noise level compared to current SPT measurements (SPT SZ). Estimates from the SPT collaboration foresee a factor of ∼30 decrease in effective noise between SPT SZ and SPT-3G when temperature measurements alone are used to reconstruct the CMBWL convergence map, and a factor of ∼150 between SPT SZ and SPT-3G when the SPT-3G reconstruction also uses CMB polarisation measurements. Figure 6 shows the expected signal-to-noise (S/N) from DES Y5 and SPT-3G, compared to that from the DES SV and SPT SZ data used in this paper. We have restricted this forecast to the expected 2500 deg 2 overlapping area available by DES Y5 and assumed moderate improvements in number density and GWL shape noise for DES (see figure caption for details). We can confidently expect a detection of GWL×CMBWL from DES Y5 × SPT-3G with a S/N of > 50σ. This huge increase in measurement power over the coming years will allow us to move beyond detection of the cross-correlation and to exploit this measurement to answer a number of science questions. Note that there is a turnover in the cross-correlation power spectrum at low ell. We have excluded this turnover from these forecasts by retaining a minimum scale of > 40. Increased coverage of this feature would further improve the power of this particular cross-correlation.
The very different observational properties of the two surveys means that the cross-correlation is an extremely useful discriminant of measurement systematics. Both CMBWL and GWL are affected by multiplicative biases in the measurement of the lensing signal. For example, uncertainties in measuring galaxy shapes leads to a shear measurement bias in DES GWL, currently marginalised over in the cosmology analysis (Dark Energy Survey Collaboration 2015). As both probes are estimated from different types of data using very different techniques, there is considerable scope for calibration of these bias terms through cross-correlation of the GWL and CMBWL signals.
As the precision of our cross-correlation increases, the systematic effects will become more significant. In this work we estimated the order of magnitude effect of galaxy IAs, finding that the presence of IAs could shift our best-fit measurement of A by a significant fraction of the 1σ errors. However, this did not alter our level of agreement with theory, given the size of our error bars. The much higher S/N measurement we can expect from future data means that the impact of IAs will be much more significant. On the one hand this means that we need to improve our modelling of IAs, paying particular attention to the impact of galaxy type and luminosity; at the same time, it means that the GWL×CMBWL cross-correlation has the potential to make precision measurements of the IA signal in exactly the data sets we want to use for cosmic shear analyses, possibly allowing us to discriminate between competing IA models.
Using this cross-correlation to measure the amplitude of the IA signal for different types of source galaxy is a real possibility. This will be important for cosmic shear studies and the first robust test of the modelling done in Troxel & Ishak (2014) ; Hall & Taylor (2014) ; Chisari et al. (2015) and Larsen & Challinor (2015) , who have suggested that the type of spiral galaxies that dominate WL data sets may experience an IA×CMBWL correlation of opposite sign to that expected in the linear alignment model.
SUMMARY
We have found evidence for the cross-correlation of GWL measured in 139 deg 2 of DES SV galaxy shape catalogues (effective source number density 5.7 arcmin −2 ) and CMBWL from both SPT and Planck at a significance of 2.9σ and 2.2σ respectively. When we fit an amplitude, A, as a free parameter to the DES×SPT crosscorrelation, we measure A = 0.88 ± 0.30 (68% confidence limit), using the Planck 2015 best-fit cosmology to calculate the expected power spectrum. The cross-correlation amplitude for DES×Planck is A = 0.86 ± 0.39. Therefore we can conclude that our measurement is consistent with the expected level of cross-correlation.
Two previous works reported detections of the GWL-CMBWL cross-correlation. Hand et al. (2013) 2 ) and ACT CMBWL to measure the cross-correlation with 4.2σ confidence and a best-fit amplitude of A = 0.78 ± 0.18 using best-fit 2013 Planck+lensing+WP+high-ell cosmology and A = 0.92 ± 0.22 using a WMAP9 best-fit cosmology i.e. a result consistent with either the WMAP9 or Planck expectation. In contrast, Liu & Hill (2015) found significantly lower bestfit amplitudes for their cross-correlation of 140 deg 2 of CFHTLenS GWL (12.5 source galaxies per arcmin 2 ) and Planck CMBWL. They report A2013 = 0.48 ± 0.26 and A2015 = 0.44 ± 0.22 using the 2013 and 2015 Planck releases respectively. The authors speculate about a number of potential systematic effects, including IAs and photo-z errors, which could produce the unexpectedly low cross-correlation amplitude. None seemed sufficient to account for the observed discrepancy.
Our results are consistent with expectations from the Planck 2015 cosmology and with Hand et al. (2013) , though our errors are larger due to the smaller number density of sources in the DES SV catalogues. We see no evidence of the significantly low crosscorrelation amplitudes reported by Liu & Hill (2015) , though our result is also consistent with their measurement as the 1σ errors overlap, even with their low best-fit amplitude. This is true for both our cross-correlation of DES with SPT and with Planck.
With three measurements of this cross-correlation now existing in the literature, there is not yet reliable evidence for any deviation from the expected LCDM level of cross-correlation, given the size of the statistical uncertainties and the significant impact of systematic errors, particularly IAs. The low best-fit amplitude found by Liu & Hill (2015) seems to be an outlier. We have demonstrated that IAs can shift the expected result by significant fractions of the 1σ errors of the current experiments. This underlines the fact that accurate modelling of IAs (Troxel & Ishak 2014; Hall & Taylor 2014; Chisari et al. 2015; Larsen & Challinor 2015) must be an immediate priority as new data increases the precision of this measurement in the coming years.
We tested the various tools and procedures used to produce our measurement for systematic variations that could bias the result. This included checks on our measurement estimator, noise calculation and the re-making of the measurement using a different DES shape catalogue. Results when alternate estimators for both the cross-correlation and the covariance were substituted into our analysis pipeline were found to be consistent with our primary measured result. We have also tested two independent shear measurement pipelines and four independent photometric redshift estimators produced by the DES collaboration. Results from each were entirely consistent with our fiducial analysis choices. No change in the analysis procedure had a significant impact on our measured cross-correlation strength, within the errors.
CMBWL also presents us with physical phenomena that could impact future cross-correlation measurements. One example is the bias on the estimated CMB convergence arising from galaxies and clusters. These non-Gaussian foreground objects induce mode coupling of the observed sky in a way that mimics gravitational lensing. Amblard et al. (2004) estimated that this contamination could be as high as 10% based on large-scale simulations. van Engelen et al. (2014) show that biases arise from galaxy-lensing correlation and cluster-lensing correlation. The exact size of the effect depends on the choice of mask radius and maximal temperature multipole. This level of contamination does not impact our current results greatly, given the magnitude of our uncertainties, so we left it untreated in the current analysis. It will become increasingly important as we move on to DES year one data and beyond, meaning accurate estimation of the strength of this effect should be a priority.
Thinking beyond the calibration of systematic effects, as a cosmological tool GWL-CMBWL cross-correlation will be particularly important as an ingredient in a joint analysis framework with tomographic GWL and large-scale structure (LSS) data sets. Here it will help constrain cosmological parameters and calibrate systematic nuisance parameters, including galaxy bias in LSS measurements, while acting as an additional high redshift 'bin'. This will increase our sensitivity to phenomena at the upper end of the redshift range of late-time probes. As the power of the combined data sets increases over the coming years, novel techniques to optimise cosmological information should be considered, including optimal weighting schemes to maximise the overlap of the respective sensitivity kernels of GWL, CMBWL and LSS surveys. 
