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ALGORITHMIC PROBLEMS IN AMALGAMS OF FINITE
GROUPS: CONJUGACY AND INTERSECTION
PROPERTIES
L.MARKUS-EPSTEIN
Abstract. Geometric methods proposed by Stallings [46] for treating
finitely generated subgroups of free groups were successfully used to
solve a wide collection of decision problems for free groups and their
subgroups [3, 19, 29, 30, 36, 41, 49].
In the present paper we employ the generalized Stallings’ methods,
developed by the author in [32], to solve various algorithmic problems
concerning finitely generated subgroups of amalgams of finite groups.
1. Introduction
This paper continues the line of [33] and [34]. The primary goal of the
sequence of these three papers is to solve effectively (by finding an algo-
rithm) various decision problems concerning finitely generated subgroups of
amalgams of finite groups.
Decision (or algorithmic) problems is one of the classical subjects of com-
binatorial group theory originating in the three fundamental decision prob-
lems posed by Dehn [9] in 1911: the word problem, the conjugacy problem
and the isomorphism problem. As is well known (the reader is referred to
[37, 38] for a survey on decision problems for groups), these problems are
theoretically undecidable in general. Thus the celebrated Novikov-Boone
theorem asserts that the word problem is undecidable (p.88 in [27]). However
restrictions to some particular classes of groups may yield surprisingly good
results. Remarkable examples include the solvability of the word problem
in one-relator groups (Magnus, see II.5.4 in [27]) and in hyperbolic groups
(Gromov, see 2.3.B in [15]).
In free groups a big success in this direction is due to the geometrical
methods proposed by Stallings [46] in the early 80’s. Recall that Stallings
showed that every finitely generated subgroup of a free group is canonically
represented by a minimal immersion of a bouquet of circles. Using the
graph theoretic language, the results of [46] can be restated as follows. A
finitely generated subgroup of a free group is canonically represented by a
finite labelled graph which can be constructed algorithmically by a so called
1Supported in part at the Technion by a fellowship of the Israel Council for Higher
Education
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process of Stallings’ foldings (Stallings’ folding algorithm). Moreover, this
algorithm is quadratic in the size of the input [19, 30]. See [48] for a faster
implementation of this algorithm.
This approach reviled as extremely useful to solve algorithmic problems in
free groups. See [3, 29, 30, 36, 41, 49] for examples of the applications of the
Stallings’ approach in free groups, and [22, 24, 35, 42] for the applications in
some other classes of groups. Note that Stallings’ ideas were recast in a com-
binatorial graph theoretic way in the remarkable survey paper of Kapovich
and Myasnikov [19], where these methods were applied systematically to
study the subgroup structure of free groups.
Our recent results [32] show that Stallings’ methods can be completely
generalized to the class of amalgams of finite groups. Along the current
paper we refer to this generalization of Stallings’ folding algorithm as the
generalized Stallings’ folding algorithm. Its description is included in the
Appendix. Let us emphasize that the generalized Stallings’ algorithm is
quadratic in the size of the input, which yields a quadratic time solution of
the membership problem in amalgams of finite groups (see [32]).
We employ these generalized Stallings’ methods to answer a collection of
algorithmic questions concerning finitely generated subgroups of amalgams
of finite groups, which extends the results presented in [19]. Our results
include polynomial solutions for the following algorithmic problems (which
are known to be unsolvable in general [37, 38]) in amalgams of finite groups:
• computing subgroup presentations,
• detecting triviality of a given subgroup,
• the freeness problem,
• the finite index problem,
• the separability problem,
• the conjugacy problem,
• the normality,
• the intersection problem,
• the malnormality problem,
• the power problem,
• reading off Kurosh decomposition for finitely generated subgroups
of free products of finite groups.
These results are spread out between three papers: [33, 34] and the current
one. In [34] free products of finite groups are considered, and an efficient
procedure to read off a Kurosh decomposition is presented.
The splitting between [33] and the current paper was done with the fol-
lowing idea in mind. It turn out that some subgroup properties, such as
computing of a subgroup presentation and index, as well as detecting of
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freeness and normality, can be obtained directly by an analysis of the cor-
responding subgroup graph. Solutions of others require some additional
constructions. Thus, for example, intersection properties can be examined
via product graphs, and separability needs constructions of a pushout of
graphs.
In [33] algorithmic problems of the first type are presented: the computing
of subgroup presentations, the freeness problem and the finite index prob-
lem. The separability problem is also included there, because it is closely
related with the other problems presented in [33]. The rest of the algorithmic
problems are introduced in the current paper.
The paper is organized as follows. The Preliminary Section includes the
description of the basic notions used along the present paper. Readers fa-
miliar with amalgams, normal words in amalgams and labelled graphs can
skip it. The next section presents a summary of the results from [32] which
are essential for our algorithmic purposes. It describes the nature and the
properties of the subgroup graphs constructed by the generalized Stallings’
folding algorithm in [32]. The rest of the sections are titled by the names of
various algorithmic problems and present definitions (descriptions) and so-
lutions of the corresponding algorithmic problems. The relevant references
to other papers considering similar problems and a rough analysis of the
complexity of the presented solutions (algorithms) are provided. In contrast
with papers that establish the exploration of the complexity of decision prob-
lems as their main goal (for instance, [20, 21, 48]), we do it rapidly (sketchy)
viewing in its analysis a way to emphasize the effectiveness of our methods.
Other Methods. There have been a number of papers, where methods,
not based on Stallings’ foldings, have been presented. One can use these
methods to treat finitely generated subgroups of amalgams of finite groups.
A topological approach can be found in works of Bogopolskii [4, 5]. For the
automata theoretic approach, see papers of Holt and Hurt [17, 18], papers
of Cremanns, Kuhn, Madlener and Otto [8, 25], as well as the recent paper
of Lohrey and Senizergues [26].
However the methods for treating finitely generated subgroups presented
in the above papers were applied to some particular subgroup property. No
one of these papers has as its goal a solution of various algorithmic problems,
which we consider as our primary aim. Moreover, similarly to the case of free
groups (see [19]), our combinatorial approach seems to be the most natural
one for this purpose.
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3. Preliminaries
Amalgams. Let G = G1 ∗A G2 be a free product of G1 and G2 with amal-
gamation, customary, an amalgam of G1 and G2. We assume that the (free)
factors are given by the finite group presentations
G1 = gp〈X1|R1〉, G2 = gp〈X2|R2〉 such that X
±
1 ∩X
±
2 = ∅.(1.a)
A = 〈Y 〉 is a group such that there exist two monomorphisms
φ1 : A→ G1 and φ2 : A→ G2.(1.b)
Thus G has a finite group presentation
G = gp〈X1,X2|R1, R2, φ1(a) = φ2(a), a ∈ Y 〉.(1.c)
We put X = X1 ∪ X2, R = R1 ∪ R2 ∪ {φ1(a) = φ2(a) | a ∈ Y }. Thus
G = gp〈X|R〉.
As is well known [27, 28, 43], the free factors embed in G. It enables us
to identify A with its monomorphic image in each one of the free factors.
Sometimes in order to make the context clear we use Gi ∩A
1 to denote
the monomorphic image of A in Gi (i ∈ {1, 2}).
Elements of G = gp〈X|R〉 are equivalence classes of words. However it is
customary to blur the distinction between a word u and the equivalence class
containing u. We will distinguish between them by using different equality
signs: “≡” for the equality of two words and “=G” to denote the equality
of two elements of G, that is the equality of two equivalence classes. Thus
in G = gp〈x | x4〉, for example, x ≡ x but x 6≡ x−3, while x =G x
−3.
Normal Forms. Let G = G1 ∗A G2. A word g1g2 · · · gn ∈ G is in normal
form (or, simply, it is a normal word) if:
(1) gi 6=G 1 lies in one of the factors, G1 or G2,
(2) gi and gi+1 are in different factors,
(3) if n 6= 1, then gi 6∈ A.
1Boxes are used for emphasizing purposes only.
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We call the sequence (g1, g2, . . . , gn) a normal decomposition of the element
g ∈ G, where g =G g1g2 · · · gn.
Any g ∈ G has a representative in a normal form (see, for instance, p.187
in [27]). If g ≡ g1g2 · · · gn is in normal form and n > 1, then the Normal
Form Theorem (IV.2.6 in [27]) implies that g 6=G 1. The number n is unique
for a given element g of G and it is called the syllable length of g. We denote
it l(g). We use |g| to denote the length of g as a word in X∗.
Labelled graphs. Below we follow the notation of [11, 46].
A graph Γ consists of two sets E(Γ) and V (Γ), and two functions E(Γ)→
E(Γ) and E(Γ) → V (Γ): for each e ∈ E there is an element e ∈ E(Γ) and
an element ι(e) ∈ V (Γ), such that e = e and e 6= e.
The elements of E(Γ) are called edges, and an e ∈ E(Γ) is a direct edge
of Γ, e is the reverse (inverse) edge of e.
The elements of V (Γ) are called vertices, ι(e) is the initial vertex of e,
and τ(e) = ι(e) is the terminal vertex of e. We call them the endpoints of
the edge e.
A path of length n is a sequence of n edges p = e1 · · · en such that vi =
τ(ei) = ι(ei+1) (1 ≤ i < n). We call p a path from v0 = ι(e1) to vn = τ(en).
The inverse of the path p is p = en · · · e1. A path of length 0 is the empty
path.
We say that the graph Γ is connected if V (Γ) 6= ∅ and any two vertices
are joined by a path. The path p is closed if ι(p) = τ(p), and it is freely
reduced if ei+1 6= ei (1 ≤ i < n). Γ is a tree if it is a connected graph and
every closed freely reduced path in Γ is empty.
A subgraph of Γ is a graph C such that V (C) ⊆ V (Γ) and E(C) ⊆ E(Γ).
In this case, by abuse of language, we write C ⊆ Γ. Similarly, whenever we
write Γ1∪Γ2 or Γ1∩Γ2, we always mean that the set operations are, in fact,
applied to the vertex sets and the edge sets of the corresponding graphs.
A labelling of Γ by the set X± is a function
lab : E(Γ)→ X±
such that for each e ∈ E(Γ), lab(e) ≡ (lab(e))−1.
The last equality enables one, when representing the labelled graph Γ as a
directed diagram, to represent only X-labelled edges, because X−1-labelled
edges can be deduced immediately from them.
A graph with a labelling function is called a labelled (with X±) graph.
The only graphs considered in the present paper are labelled graphs.
A labelled graph is called well-labelled if
ι(e1) = ι(e2), lab(e1) ≡ lab(e2) ⇒ e1 = e2,
for each pair of edges e1, e2 ∈ E(Γ). See Figure 1.
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Figure 1. The graph Γ1 is labelled with {a, b, c}±, but it is not
well-labelled. The graphs Γ2 and Γ3 are well-labelled with {a, b, c}
±.
If a finite graph Γ is not well-labelled then a process of iterative identi-
fications of each pair {e1, e2} of distinct edges with the same initial vertex
and the same label to a single edge yields a well-labelled graph. Such iden-
tifications are called foldings, and the whole process is known as the process
of Stallings’ foldings [3, 19, 29, 30].
Thus the graph Γ2 on Figure 1 is obtained from the graph Γ1 by folding
the edges e1 and e2 to a single edge labelled by a.
Notice that the graph Γ3 is obtained from the graph Γ2 by removing the
edge labelled by a whose initial vertex has degree 1. Such an edge is called
a hair, and the above procedure is used to be called “cutting hairs”.
The label of a path p = e1e2 · · · en in Γ, where ei ∈ E(Γ), is the word
lab(p) ≡ lab(e1) · · · lab(en) ∈ (X
±)∗.
Notice that the label of the empty path is the empty word. As usual, we
identify the word lab(p) with the corresponding element in G = gp〈X|R〉.
We say that p is a normal path (or p is a path in normal form) if lab(p) is
a normal word.
If Γ is a well-labelled graph then a path p in Γ is freely reduced if and only
if lab(p) is a freely reduced word. Otherwise p can be converted into a freely
reduced path p′ by iterative removals of the subpaths ee (backtrackings)
([29, 19]). Thus
ι(p′) = ι(p), τ(p′) = τ(p) and lab(p) =FG(X) lab(p
′),
where FG(X) is a free group with a free basisX. We say that p′ is obtained
from p by free reductions.
If v1, v2 ∈ V (Γ) and p is a path in Γ such that
ι(p) = v1, τ(p) = v2 and lab(p) ≡ u,
then, following the automata theoretic notation, we simply write v1 · u = v2
to summarize this situation, and say that the word u is readable at v1 in Γ.
A pair (Γ, v0) consisting of the graph Γ and the basepoint v0 (a distin-
guished vertex of the graph Γ) is called a pointed graph.
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Following the notation of Gitik ([11]) we denote the set of all closed paths
in Γ starting at v0 by Loop(Γ, v0) , and the image of lab(Loop(Γ, v0)) in
G = gp〈X|R〉 by Lab(Γ, v0) . More precisely,
Loop(Γ, v0) = {p | p is a path in Γ with ι(p) = τ(p) = v0},
Lab(Γ, v0) = {g ∈ G | ∃p ∈ Loop(Γ, v0) : lab(p) =G g}.
It is easy to see that Lab(Γ, v0) is a subgroup of G ([11]). Moreover,
Lab(Γ, v) = gLab(Γ, u)g−1, where g =G lab(p), and p is a path in Γ from v
to u ([19]). If V (Γ) = {v0} and E(Γ) = ∅ then we assume that H = {1}.
We say that H = Lab(Γ, v0) is the subgroup of G determined by the graph
(Γ, v0). Thus any pointed graph labelled by X
±, where X is a generating
set of a group G, determines a subgroup of G. This argues the use of the
name subgroup graphs for such graphs.
Morphisms of Labelled Graphs. Let Γ and ∆ be graphs labelled with
X±. The map pi : Γ→ ∆ is called a morphism of labelled graphs, if pi takes
vertices to vertices, edges to edges, preserves labels of direct edges and has
the property that
ι(pi(e)) = pi(ι(e)) and τ(pi(e)) = pi(τ(e)), ∀e ∈ E(Γ).
An injective morphism of labelled graphs is called an embedding. If pi is an
embedding then we say that the graph Γ embeds in the graph ∆.
A morphism of pointed labelled graphs pi : (Γ1, v1) → (Γ2, v2) is a mor-
phism of underlying labelled graphs pi : Γ1 → Γ2 which preserves the base-
point pi(v1) = v2. If Γ2 is well-labelled then there exists at most one such
morphism ([19]).
Remark 3.1 ([19]). If two pointed well-labelled (with X±) graphs (Γ1, v1)
and (Γ2, v2) are isomorphic, then there exists a unique isomorphism pi :
(Γ1, v1) → (Γ2, v2). Therefore (Γ1, v1) and (Γ2, v2) can be identified via pi.
In this case we sometimes write (Γ1, v1) = (Γ2, v2). ⋄
The notation Γ1 = Γ2 means that there exists an isomorphism between
these two graphs. More precisely, one can find vi ∈ V (Γi) (i ∈ {1, 2}) such
that (Γ1, v1) = (Γ2, v2) in the sense of Remark 3.1.
Lemma 3.2 ([19]). Let (Γ1, v1) and (Γ2, v2) be pointed graphs well-labelled
with X± such that degree(v) > 1 2 , for all v ∈ V (Γi) \ {vi} (i ≤ {1, 2}).
Then Lab(Γ1, v1) ≤ Lab(Γ2, v2) if and only if there exists a unique mor-
phism pi : (Γ1, v1)→ (Γ2, v2). ⋄
2Recall degree(v) = |{e ∈ E(Γi) | ι(e) = v or τ (e) = v}|.
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4. Subgroup Graphs
The current section is devoted to the discussion on subgroup graphs con-
structed by the generalized Stallings’ folding algorithm. The main results
of [32] concerning these graphs (more precisely, Theorem 7.1, Lemma 8.6,
Lemma 8.7, Theorem 8.9 and Corollary 8.11 in [32]), which are essential for
the present paper, are summarized in Theorem 4.1 below. All the missing
notations are explained along the rest of the present section.
Theorem 4.1. Let H = 〈h1, · · · , hk〉 be a finitely generated subgroup of an
amalgam of finite groups G = G1 ∗A G2.
Then there is an algorithm (the generalized Stallings’ folding algorithm)
which constructs a finite labelled graph (Γ(H), v0) with the following proper-
ties:
(1) Lab(Γ(H), v0) = H.
(2) Up to isomorphism, (Γ(H), v0) is a unique reduced precover of G
determining H.
(3) (Γ(H), v0) is the normal core of (Cayley(G,H),H · 1).
(4) A normal word g ∈ G is in H if and only if it labels a closed path in
Γ(H) starting at v0, that is v0 · g = v0.
(5) Let m be the sum of the lengths of words h1, . . . hn. Then the al-
gorithm computes (Γ(H), v0) in time O(m
2). Moreover, |V (Γ(H))|
and |E(Γ(H))| are proportional to m.
Corollary 4.2. Theorem 4.1 (4) provides a solution of the membership problem
for finitely generated subgroups of amalgams of finite groups.
Throughout the present paper the notation (Γ(H), v0) is always used
for the finite labelled graph constructed by the generalized Stallings’ folding
algorithm for a finitely generated subgroupH of an amalgam of finite groups
G = G1 ∗A G2.
Definition of Precovers: The notion of precovers was defined by Gitik in
[11] for subgroup graphs of amalgams. Below we present its definition and
list some basic properties. In doing so, we rely on the notation and results
obtained in [11]. The discussion of precovers which are reduced come later
in Section 5.
Let Γ be a graph labelled with X±, where X = X1 ∪X2 is the generating
set of G = G1 ∗AG2 given by (1.a)-(1.c). We view Γ as a two colored graph:
one color for each one of the generating sets X1 and X2 of the factors G1
and G2, respectively.
The vertex v ∈ V (Γ) is called Xi-monochromatic if all the edges of Γ
incident with v are labelled with X±i , for some i ∈ {1, 2}. We denote
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the set of Xi-monochromatic vertices of Γ by VMi(Γ) and put VM(Γ) =
VM1(Γ) ∪ VM2(Γ).
We say that a vertex v ∈ V (Γ) is bichromatic if there exist edges e1 and
e2 in Γ with
ι(e1) = ι(e2) = v and lab(ei) ∈ X
±
i , i ∈ {1, 2}.
The set of bichromatic vertices of Γ is denoted by V B(Γ).
A subgraph of Γ is called monochromatic if it is labelled only with X±1
or only with X±2 . An Xi-monochromatic component of Γ (i ∈ {1, 2}) is a
maximal connected subgraph of Γ labelled with X±i , which contains at least
one edge. Thus monochromatic components of Γ are graphs determining
subgroups of the factors, G1 or G2.
We say that a graph Γ is G-based if any path p ⊆ Γ with lab(p) =G 1 is
closed. Thus if Γ is G-based then, obviously, it is well-labelled with X±.
Definition 4.3 (Definition of Precover). A G-based graph Γ is a precover
of G if each Xi-monochromatic component of Γ is a cover of Gi (i ∈ {1, 2}).
Following the terminology of Gitik ([11]), we use the term “covers of G”
for relative (coset) Cayley graphs of G and denote by Cayley(G,S) the
coset Cayley graph of G relative to the subgroup S of G.3 If S = {1}, then
Cayley(G,S) is the Cayley graph of G and the notation Cayley(G) is used.
Note that the use of the term “covers” is adjusted by the well known
fact that a geometric realization of a coset Cayley graph of G relative to
some S ≤ G is a 1-skeleton of a topological cover corresponding to S of the
standard 2-complex representing the group G (see [47], pp.162-163).
Convention 4.4. By the above definition, a precover doesn’t have to be a
connected graph. However along this paper we restrict our attention only to
connected precovers. Thus any time this term is used, we always mean that
the corresponding graph is connected unless it is stated otherwise.
We follow the convention that a graph Γ with V (Γ) = {v} and E(Γ) = ∅
determining the trivial subgroup (that is Lab(Γ, v) = {1}) is a (an empty)
precover of G. ⋄
Example 4.5. Let G = gp〈x, y|x4, y6, x2 = y3〉 = Z4 ∗Z2 Z6.
Recall that G is isomorphic to SL(2,Z) under the homomorphism
x 7→
(
0 1
−1 0
)
, y 7→
(
0 −1
1 1
)
.
3Whenever the notation Cayley(G,S) is used, it always means that S is a subgroup of
the group G and the presentation of G is fixed and clear from the context.
10 L.MARKUS-EPSTEIN
The graphs Γ1 and Γ3 on Figure 2 are examples of precovers of G with
one monochromatic component and two monochromatic components, re-
spectively.
Though the {x}-monochromatic component of the graph Γ2 is a cover
of Z4 and the {y}-monochromatic component is a cover of Z6, Γ2 is not a
precover of G, because it is not a G-based graph. Indeed, v · (x2y−3) = u,
while x2y−3 =G 1.
The graph Γ4 is not a precover of G because its {x}-monochromatic com-
ponents are not covers of Z4. ⋄
PSfrag replacements
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{y}-monochromatic vertex
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Γ2
Γ3
Γ4
Figure 2.
A graph Γ is x-saturated at v ∈ V (Γ), if there exists e ∈ E(Γ) with
ι(e) = v and lab(e) = x (x ∈ X). Γ is X±-saturated if it is x-saturated for
each x ∈ X± at each v ∈ V (Γ).
Lemma 4.6 (Lemma 1.5 in [11]). Let G = gp〈X|R〉 be a group and let
(Γ, v0) be a graph well-labelled with X
±. Denote Lab(Γ, v0) = S. Then
• Γ is G-based if and only if it can be embedded in (Cayley(G,S), S · 1),
• Γ is G-based and X±-saturated if and only if it is isomorphic to
(Cayley(G,S), S · 1). 4
Corollary 4.7. If Γ is a precover of G with Lab(Γ, v0) = H ≤ G then Γ is
a subgraph of Cayley(G,H).
Thus a precover of G can be viewed as a part of the corresponding cover
of G, which explains the use of the term “precovers”.
Remark 4.8 ([32]). Let φ : Γ→ ∆ be a morphism of labelled graphs. If Γ
is a precover of G, then φ(Γ) is a precover of G as well. ⋄
4We write S · 1 instead of the usual S1 = S to distinguish this vertex of Cayley(G,S)
as the basepoint of the graph.
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Precovers are Compatible: A graph Γ is called compatible at a bichro-
matic vertex v if for any monochromatic path p in Γ such that ι(p) = v and
lab(p) ∈ A there exists a monochromatic path t of a different color in Γ such
that ι(t) = v, τ(t) = τ(p) and lab(t) =G lab(p). We say that Γ is compatible
if it is compatible at all bichromatic vertices.
Example 4.9. The graphs Γ1 and Γ3 on Figure 2 are compatible. The
graph Γ2 does not possess this property because w ·x
2 = v, while w ·y3 = u.
Γ4 is not compatible as well. ⋄
Lemma 4.10 (Lemma 2.12 in [11]). If Γ is a compatible graph, then for any
path p in Γ there exists a path t in normal form such that ι(t) = ι(p), τ(t) =
τ(p) and lab(t) =G lab(p).
Remark 4.11 (Remark 2.11 in [11]). Precovers are compatible. ⋄
The following can be taken as another definition of precovers.
Lemma 4.12 (Corollary2.13 in [11]). Let Γ be a compatible graph. If all Xi-
components of Γ are Gi-based, i ∈ {1, 2}, then Γ is G-based. In particular,
if each Xi-component of Γ is a cover of Gi, i ∈ {1, 2}, and Γ is compatible,
then Γ is a precover of G.
Normal Core and Canonicity:
Definition 4.13. A vertex of Cayley(G,H) is called essential if there exists
a normal path closed at H · 1 that goes through it.
The normal core (∆,H·1) of Cayley(G,H) is the restriction of Cayley(G,H)
to the set of all essential vertices.
Remark 4.14. Note that the normal core (∆,H · 1) can be viewed as the
union of all normal paths closed at H · 1 in (Cayley(G,H),H · 1). Thus
(∆,H · 1) is a connected graph with basepoint H · 1.
Moreover, V (∆) = {H · 1} and E(∆) = ∅ if and only if H is the trivial
subgroup. Indeed, H is not trivial iff there exists 1 6= g ∈ H in normal form
iff g labels a normal path in Cayley(G,H) closed at H · 1, iff E(∆) 6= ∅.
⋄
Therefore the normal core of Cayley(G,H) depends on H itself and not
on the set of subgroup generators, which, by Theorem 4.1 (3), implies the
canonicity of the construction of (Γ(H), v0) by the generalized Stallings’
folding algorithm. This provides a solution of the Membership Problem for
finitely generated subgroups of amalgams of finite groups given by Theo-
rem 4.1 (4).
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Complexity Issues: As were noted in [32], the complexity of the gener-
alized Stallings’ algorithm is quadratic in the size of the input, when we
assume that all the information concerning the finite groups G1, G2, A and
the amalgam G = G1 ∗A G2 given via (1.a), (1.b) and (1.c) (see Section 3)
is not a part of the input. We also assume that the Cayley graphs and all
the relative Cayley graphs of the free factors are given for “free” as well.
Otherwise, if the group presentations of the free factors G1 and G2, as well
as the monomorphisms between the amalgamated subgroup A and the free
factors are a part of the input (the uniform version of the algorithm) then
we have to build the groups G1 and G2, that is to construct their Cayley
graphs and relative Cayley graphs.
Since we assume that the groups G1 and G2 are finite, the Todd-Coxeter
algorithm and the Knuth Bendix algorithm are suitable [27, 45, 47] for these
purposes. Then the complexity of the construction depends on the group
presentation of G1 and G2 we have: it could be even exponential in the
size of the presentation [7]. Therefore the generalized Stallings algorithm,
presented in [32], with these additional constructions could take time expo-
nential in the size of the input.
Thus each uniform algorithmic problem for H whose solution involves the
construction of the subgroup graph Γ(H) may have an exponential complex-
ity in the size of the input.
The primary goal of the complexity analysis introduced along the current
paper is to estimate our graph theoretical methods. To this end, we assume
that all the algorithms along the present paper have the following “given
data”.
GIVEN: : Finite groups G1, G2, A and the amalgam G = G1 ∗A G2
given via (1.a), (1.b) and (1.c).
We assume that the Cayley graphs and all the relative Cayley graphs
of the free factors are given.
5. The Conjugacy Problem
The conjugacy problem for subgroups of a group G asks to answer whether
or not given subgroups of G are conjugate. Below we solve this problem for
finitely generated subgroups of amalgams of finite groups, using subgroup
graphs constructed by the generalized Stallings’ algorithm.
Our results extend the analogous ones obtained for finitely generated
subgroups of free groups by Kapovich and Myasnikov in [19]. We start by
discussing of this analogy. Throughout the present section we assume that
G = G1 ∗A G2 is an amalgam of finite groups.
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The solution of the conjugacy problem for finitely generated subgroups of
free groups, presented in [19], involve a construction of a special graph Type
which is a core graph with respect to each of its vertices. Thus it posses
the property that H,K ≤f.g. FG(X) conjugate if and only if Type(ΓH) =
Type(ΓK).
The extended definition of Type in the case of amalgams of finite groups
as well as a discussion of its properties are introduced in Section 5.1. The-
orem 5.16 gives a connection between Types of conjugate subgroups, which
provides a solution of the conjugacy problem for subgroups in amalgams
of finite groups. The algorithm is presented along with the proof of Corol-
lary 5.17. The complexity analysis shows that this algorithm is quadratic in
the size of the input.
In [46] Stallings defined a core-graph to be a connected graph which has
at least one edge, and each of whose edges belongs to at least one cyclically
reduced circuit. He noted that every connected graph with a non-trivial
fundamental group contains a core where the fundamental group is con-
centrated, and the original graph consists of this core with various trees
hangings on. Thus given a connected graph Γ which has at least one edge,
one can obtain its core by the process of “shaving off trees”.
In [19] the Stallings’ notion of a core-graph were split into two aspects:
a core with respect to some vertex (the basepoint) and a core with re-
spect to any of its vertices. The first notion corresponds to the subgroup
graph (ΓS , v0) of S ≤f.g. F (X) constructed by Stallings’ algorithm [46],
while the second one defines Type(ΓS). Thus ΓS can be obtained from
Cayley(FG(X), S) by a “partial shaving procedure”, which preserves the
basepoint S · 1. The “full shaving procedure” yields Type(ΓS). Moreover,
Type(ΓS) can be obtained from the subgroup ΓS by the iterative erasure of
the unique sequence of spurs (spur is an edge one of whose endpoints has
degree 1) starting from the basepoint v0 of ΓS.
An analog of (ΓS , v0) in amalgams of finite groups is the subgroup graph
(Γ(H), v0) constructed by the generalized Stallings’ algorithm, whereH ≤f.g.
G1∗AG2. By Theorem 4.1 (3), (Γ(H), v0) is the normal core of (Cayley(G,H),H·
1), that is the union of all normal paths in (Cayley(G,H),H · 1) closed at
H ·1. That is, it is a sort of a core graph with respect to the basepoint H ·1.
An analog of a spur in subgroup graphs of finitely generated subgroups
of amalgams of finite groups is a redundant component. The notion of re-
dundant component were defined in [32]. However in the present context its
more convenient to use the name redundant component w.r.t. the basepoint
v0 for that notion defined in [32], and to keep the name redundant component
for the following.
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Definition 5.1. Let Γ be a precover of G. Let C be a Xi-monochromatic
component of Γ (i ∈ {1, 2}). C is redundant if one of the following holds.
(1) C is the unique monochromatic component of Γ (that is Γ = C) and
Lab(C, v) = {1} (equivalently, by Lemma 4.6, C is isomorphic to
Cayley(Gi)), where v ∈ V (C).
(2) Γ has at least two distinct monochromatic components and the fol-
lowing holds.
Let ϑ ∈ V B(C). Let K = Lab(C, ϑ) (equivalently, by Lemma 4.6,
(C, ϑ) = (Cayley(Gi,K),K · 1)).
Then K ≤ A and V B(C) = A(ϑ). 5
C is redundant w.r.t. the vertex u ∈ V (Γ) if C is redundant and u ∈ V (C)
implies u ∈ V B(C) and K = {1}.
Remark 5.2. Similarly to the removing of spurs from graphs representing
finitely generated subgroups of free group, in the case of amalgams of finite
groups the erasing of redundant components w.r.t. v0 from (Γ, v0) doesn’t
change the subgroup defined by this pointed graph (see Lemma 6.17 in [32]).
Namely, if Γ′ is the graph obtained from Γ, by erasing of a monochromatic
component which is redundant w.r.t. v0, then Lab(Γ
′, v′0) = Lab(Γ, v0),
where v′0 is the image of v0 in Γ
′.
⋄
The following example attempts to give an intuition of what happens in
the covering space corresponding to the subgroup H ≤ G of the standard
2-complex representing G, when we remove redundant monochromatic com-
ponents from a subgraph of Cayley(G,H), which is the 1-skeleton of this
covering space.
Example 5.3. Let G = gp〈x, y|x4, y6, x2 = y3〉 = G1 ∗A G2, where G1 =
gp〈x|x4〉, G2 = gp〈y|y
6〉 and A = 〈x2〉 = 〈y3〉.
Assume that all the redundant monochromatic components are isomor-
phic to either Cayley(G1) or Cayley(G2). Hence a removing of a redundant
component from Cayley(G,H) is expressed in the covering space by re-
moving a 2-cell with the boundary path x4 (or y6) and two 2-cells with
the boundary path x2y−3. One can imagine this process as “smashing of
bubbles”, see Figure 3.
However even if a redundant component is isomorphic to Cayley(Gi, S),
where {1} 6= S ≤ Gi, i ∈ {1, 2}, the “bubbles intuition” fails as well as in the
cases when the factor groups are not cyclic. That is now the parts removed
5Recall that A(ϑ) = {ϑ · a | a ∈ A} is the A-orbit of ϑ in V (C) by the right action
of A on V (C). Since Aϑ = K, the condition V B(C) = A(ϑ) can be replaced by its
computational analogue |V B(C)| = [A : K].
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from the covering space hardly resemble bubbles, while the motivation for
their removing remains the same.
Here the common intuition with Stallings’ construction: we “smash bub-
bles” instead of “shaving off trees”, which can be thought of as an iterative
erasure of spurs. ⋄
     
     
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Figure 3. A bubble.
The subgroup graph (Γ(H), v0) is a unique finite reduced precover of G,
by Theorem 4.1 (2). Now we are ready to recall the precise definition of this
term.
Definition 5.4 (Definition 6.18 in [32]). A precover (Γ, v0) of G is reduced
if the following holds.
(i) (Γ, v0) has no redundant components w.r.t. v0.
(ii) Lab(C0, v0)∩A 6= {1} implies v0 ∈ V B(Γ), where C0 is a monochro-
matic component of Γ such that v0 ∈ V (C0).
Roughly speaking, the reduced precover (Γ(H), v0) can be obtained from
(Cayley(G,H),H · 1) by removing of all redundant components w.r.t. the
basepoint H · 1. Intuitively, in analogy with [19], the graph obtained from
(Cayley(G,H),H ·1) by erasing of all redundant components is Type(Γ(H)).
Moreover, Type(Γ(H)) can be obtained from the graph Γ(H) by the iterative
erasure of the unique sequence of redundant components starting from C0
such that v0 ∈ V (C0). Some special cases occur when H is a subgroup of a
factor, G1 or G2, of G.
5.1. Type. Consider (Γ(H), v0), where H is a finitely generated subgroup
of an amalgam of finite groups G = G1 ∗A G2.
As is mentioned in the introductory part, a definition of Type(Γ(H))
largely relies on the definition of Γ(H). To this end we start by presenting
some properties of reduced precovers based on the results obtained in [32].
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Lemma 5.5 (Lemma 6.21 in [32]). Let (Γ, v) be a precover of G with no
redundant components w.r.t. v. Let H = Lab(Γ, v).
If (Γ, v) is not a reduced precover of G, then Lab(C, v) ∩ A = S 6= {1}
and v ∈ VMi(Γ), where C is a Xi-monochromatic component of Γ such that
v ∈ V (C) (i ∈ {1, 2}).
Moreover, (Γ(H), v0) = (Γ∗{v·a=Sa | a∈A}Cayley(Gj, S), ϑ),where 1 ≤ i 6=
j ≤ 2 and ϑ is the image of v (equivalently, of S · 1) in the amalgam graph.
Corollary 5.6. Let Γ be a precover of G. Let C be a Xi-monochromatic
component of Γ and let v ∈ VMi(C) (i ∈ {1, 2}).
Then the graph ∆ = Γ∗{v·a=Sa | a∈A}Cayley(Gj , S), where S = Lab(C, v)∩
A, satisfies
• Γ and Cayley(Gj, S) embeds in ∆ (1 ≤ i 6= j ≤ 2),
• Lab(∆, ϑ) = Lab(Γ, v), where ϑ is the image of v in ∆.
Lemma 5.7. Each of the following holds.
(i) H = {1} if and only if V (Γ(H)) = {v0}, E(Γ(H)) = ∅.
(ii) H ≤ Gi and H ∩A = {1} if and only if Γ(H) consists of a unique
Xi-monochromatic component: (Γ(H), v0) = (Cayley(Gi,H),H · 1)
(i ∈ {1, 2}).
(iii) H ≤ A if and only if (Γ(H), v0) = (∆, ϑ), where
∆ = Cayley(G1,H)∗{Ha | a∈A}Cayley(G2,H) and ϑ is the image of
H · 1 in ∆.
(iv) If H  Gi for all i ∈ {1, 2} then C0 ⊆ Γ(H) is a redundant compo-
nent if and only if v0 ∈ V (C0) and there exists u0 ∈ V B(C0) such
that V B(C0) = A(u0) and Lab(C0, u0) ≤ A. Moreover, C0 is a
unique redundant component of Γ(H).
Proof. By Theorem 4.1 (2), the reduced precover (Γ(H), v0) is unique up to
isomorphism. By the Definition 5.4, a graph (∆, u) such that V (∆) = {u}
and E(∆) = ∅ is a reduced precover of G, which satisfies Lab(∆, u) = {1}.
Therefore (∆, u) = (Γ(H), v0). This gives the “if” direction of (i). Similar
arguments prove the “if” direction of (ii) and (iii).
The converse of (i) is trivial. The opposite direction of (ii) is true, be-
cause, by Lemma 4.6, (Γ, v) = (Cayley(Gi,H),H · 1) (i ∈ {1, 2}) implies
Lab(Γ, v) = H. Moreover, by Definition 5.4, (Γ, v) is a reduced precover of
G with Lab(Γ, v) = H whenever H ≤ Gi such that H ∩A = {1}.
To prove the converse of (iii), let Γ = C1 ∗{v1·a=v2·a | a∈A} C2, where
(Ci, vi) = (Cayley(Gi,H),H · 1) and H ≤ A (i ∈ {1, 2}). Let v be the
image of vi in Γ. Hence Lab(Ci, vi) ≤ Lab(Γ, v). Now we need the following
result from [32].
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Claim 1. Let (Γ, v) be a precover of G. Let C be a Xi-monochromatic
component of Γ. Then the followings are equivalent.
• u1 · a = u2 implies a ∈ A, for all u1, u2 ∈ V B(C).
• V B(C) = A(ϑ) and Lab(C, ϑ) ≤ A, for all ϑ ∈ V B(C).
Thus u1 · a = u2 implies a ∈ A, for all u1, u2 ∈ V B(C1) = V B(C2).
Therefore no normal words of syllable length greater than 1 label normal
paths in Γ closed at v. Hence if g ∈ Lab(Γ, v) and p is a normal path in
Γ closed at v such that lab(p) ≡ g then either p ⊆ C1 or p ⊆ C2. Thus
g ≡ lab(p) ∈ H. Therefore Lab(Γ, v) = H ≤ A. By Theorem 4.1 (2),
(Γ, v) = (Γ(H), v0).
The statement of (iv) is an immediate consequence of Definition 5.4 and
Definition 5.1.
To prove the uniqueness of C0 assume that there exists another redundant
componentD in Γ(H) such that v0 ∈ V (D) and there exists u ∈ V B(D) such
that V B(D) = A(u) and Lab(D,u) ≤ A. Thus, without loss of generality,
one can assume that C0 is a X1-monochromatic component and D is a
X2-monochromatic component. Hence v0 ∈ V B(C0) ∩ V B(D). Therefore
A(u0) = A(v0) = A(u). Hence V B(C0) = V B(D). Since the graph Γ(H)
is well-labelled, this implies that C0 and D are the only monochromatic
components of Γ(H).
Moreover, since v0 ∈ A(u0), there is a ∈ A such that v0 = u0 · a. Hence
Lab(C0, v0) = aLab(C0, u0)a
−1 ≤ A. Similarly, Lab(D, v0) ≤ A. Thus
Lab(C0, v0) = Av0 = Lab(D, v0).
6 Therefore, by (iii), H = Av0 ≤ A, which
contradicts the assumption of (iv).
⋄
Remark 5.8. In (iii), the graphs Cayley(G1,H) and Cayley(G2,H) em-
beds in ∆, by Corollary 5.6, ⋄
Corollary 5.9 (The Triviality Problem). Let h1, · · · , hn ∈ G.
Then there is an algorithm which decides whether or not the subgroup
H = 〈h1, · · · , hn〉 is trivial.
Proof. We first construct the pointed graph (Γ(H), v0), using the generalized
Stallings’ folding algorithm.
By Theorem 4.1 (2), (Γ(H), v0) is a reduced precover of G. Therefore, by
Lemma 5.7(i), H = Lab(Γ(H), v0) = {1} if and only if V (Γ(H)) = v0 and
E(Γ(H)) = ∅. ⋄
Remark 5.10 (Complexity). To detect the triviality of a subgroup H given
by a set of generators it takes the same time as to construct the subgroup
6Av0 = Lab(C0, v0) ∩A is the A-stabilizer of v0 by the right action of A on V (C0).
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graph Γ(H). By Theorem 4.1 (5), it is O(m2), where m is the sum of the
lengths of words h1, . . . hn. ⋄
Lemma 5.11. Let H be a finitely generated subgroup of G such that H  Gi
(i ∈ {1, 2}).
If Γ(H) has a redundant component, then there exists a unique sequence of
alternating monochromatic components C0, · · ·Cm−1 of Γ(H) such that the
graph Γm, obtained from Γ(H) by the iterative erasure of the above sequence,
has no redundant components.
Proof. By Lemma 5.7 (iv), Γ(H) has the unique redundant component
C0 which satisfies v0 ∈ V (C0) and there exists u0 ∈ V B(C0) such that
V B(C0) = A(u0) and Lab(C0, u0) ≤ A.
Let Γ1 be the graph obtained from Γ(H) by removing of the component
C0. That is
VMi(Γ1) = VMi(Γ(H)) \ VMi(C0), V Mj(Γ1) = VMj(Γ(H)),
V B(Γ1) = V B(Γ(H)) \ V B(C0) and E(Γ1) = E(Γ(H)) \ E(C0).
The resulting graph Γ1 is, obviously, a finite precover of G. If Γ1 has no
redundant components then m = 1.
Otherwise there exists a unique Xj-monochromatic component of Γ1 (1 ≤
i 6= j ≤ 2) which is redundant. Indeed, Γ(H) has a uniqueXj-monochromatic
component C1 such that C0 ∩ C1 = V B(C0) (1 ≤ i 6= j ≤ 2). By abuse of
notation, we identify the component C1 of Γ(H) with its image in Γ1. Thus
V BΓ1(C1) = V BΓ(H)(C1) \ V B(C0).
Therefore, C1 is aXj-monochromatic redundant component of Γ1 if and only
if there exists a vertex u1 ∈ V BΓ(H)(C1)\V B(C0) such that Lab(C1, u1) ≤ A
and V BΓ(H)(C1) = A(u1) ∪ V B(C0) = A(u1) ∪A(u0).
Since the graph Γ(H) is finite, continuing in such manner one can find
the unique sequence
C0, C1, . . . , Cm−1(∗)
of Xji-monochromatic components of Γ(H) (see Figure 4) such that the
following holds.
(1) 1 ≤ ji 6= ji+1 ≤ 2 for all 0 ≤ i ≤ m− 1.
(2) v0 ∈ V (C0) and there exists u0 ∈ V B(C0) such that Lab(C0, u0) ≤ A
and V B(C0) = A(u0).
(3) For all 1 ≤ i ≤ m − 1, there exists ui ∈ V B(Ci) \ V B(Ci−1) such
that Lab(Ci, ui) ≤ A and V B(Ci) = A(ui−1) ∪A(ui).
(4) The graph Γm, obtained from Γ(H) by the iterative removal of se-
quence (∗), has no redundant components.
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⋄
Following the notation of Lemma 5.11 we define.
Definition 5.12 (Definition of Type). Let H be a finitely generated subgroup
of G = G1 ∗A G2.
If H ≤ Gi or Γ(H) has no redundant components then Type(Γ(H)) =
Γ(H). Otherwise Type(Γ(H)) = Γm.
Lemma 5.13 (Properties of Type(Γ(H))).
(i) Type(Γ(H)) is a finite nonempty precover of G.
Let v ∈ V (Type(Γ(H))). Let K = Lab(Type(Γ(H)), v).
(ii) K 6= {1}.
(iii) Lab(Γ(H), v) = K.
(iv) If H,K  A then Type(Γ(K)) = Type(Γ(H)).
If H ≤ A then Type(Γ(H)) = C1 ∗{v1·a=v2·a | a∈A} C2 and
Type(Γ(K)) =
{
Cl, K  A;
Cl ∗{v·a=K·a | a∈A} Cayley(Gj ,K), K ≤ A,
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Figure 4. Let H ≤f.g G1 ∗A G2 ≃ Z4 ∗Z2 Z6, where G1 = gp〈x|x
4〉,
G2 = gp〈y|y
6〉 and A = 〈x2〉 = 〈y3〉.
Thus C0, C1, C2 is the unique sequence of alternating monochromatic
components in the graph Γ(H) such that Γ3 has no redundant compo-
nents.
In Γ(H): (C0, u0) = Cayley(G1) and V B(C0) = A(u0); (C1, u1) =
Cayley(G2) and V B(C1) = A(u0) ∪ A(u1); (C2, u2) = Cayley(G1)
and V B(C2) = A(u1) ∪ A(u2); (C3, u3) = Cayley(G2), but V B(C3) =
A(u2) ∪A(u3) ∪ A(u4). Thus Type(Γ(H)) = Γ3.
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where (Ci, vi) = (Cayley(Gi,H),H·1), for all i ∈ {1, 2}, Lab(Cl, v) =
K and 1 ≤ l 6= j ≤ 2.
Proof. If Type(Γ(H)) = Γ(H) then the statement of (i)-(iii) is trivial. There-
fore, without loss of generality, we can assume that Type(Γ(H)) = Γm,
where Γm is obtained from Γ(H) by the iterative removal of the unique
sequence (∗) of alternating monochromatic components
C0, C1, . . . , Cm−1.
By the construction, Type(Γ(H)) = Γm is a finite precover of G. Assume
that Γm consists of a unique monochromatic component Cm, that is Γm =
Cm, then Cm is not redundant. Indeed, |V BΓm(Cm)| = 0 (see Figure 5),
hence V BΓ(H)(Cm) = A(um−1). Since v0 6∈ V (Cm) and (Γ(H), v0) is a
reduced precover of G, that is has no redundant components w.r.t. v0, this
is possible if and only if {1} 6= Lab(Cm, um−1)  A. This completes the
proof of (i) and (ii).
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Figure 5. Example of the sequence C0, C1 of alternating monochro-
matic components in the graph Γ(H), where H ≤ f.g.G1 ∗AG2 ≃ S3 ∗Z2
S3, where G1 = gp〈a, b | a
3, b2, ab = ba2〉, G2 = gp〈x, y | x
3, y2, xy =
yx2〉, and A = 〈ab〉 = 〈yx〉. In Γ(H): (C0, u0) = Cayley(G1) and
V B(C0) = A(u0); V B(C1) = V B(C0), Lab(C1, v) = 〈x〉  A. Thus
Type(Γ(H)) = Γ2 = C1.
Since each monochromatic component Ci (1 ≤ i ≤ m − 1) is redundant
in Γi (which is the graph obtained from Γ(H) by the iterative removal of
C0, · · · , Ci−1) w.r.t. some v ∈ V (Γm) ⊆ V (Γ(H)), we conclude, by Re-
mark 5.2, that Lab(Γ(H), v) = Lab(Γm, v). We get (iii).
To prove (iv), assume first that H ≤ A. Therefore, by Definition 5.12 and
by Lemma 5.7 (iii), Type(Γ(H)) = Γ(H) = C1 ∗{v1·a=v2·a | a∈A} C2, where
(Ci, vi) = (Cayley(Gi,H),H · 1) (i ∈ {1, 2}). Without loss of generality,
assume that v0 6= v ∈ V (C1). Therefore C2 is redundant w.r.t. v. Hence,
ALGORITHMIC PROBLEMS 21
by Lemma 5.5,
Γ(K) =
{
C1, K ∩A = {1};
C1 ∗{v·a=S·a | a∈A} Cayley(G2, S), K ∩A = S 6= {1}.
Therefore
Type(Γ(K)) =
{
C1, K  A;
C1 ∗{v·a=K·a | a∈A} Cayley(G2,K), K ≤ A.
Assume now thatH,K  A. Thus combining Definition 5.12 and Lemma 5.7,
we conclude that Type(Γ(H)) has no redundant components. If (Type(Γ(H)), v)
is a finite reduced precover ofG then, by Theorem 4.1 (2), (Type(Γ(H)), v) =
(Γ(K), u0).
Otherwise, by Lemma 5.5,
(Γ(K), u0) = Type(Γ(H)) ∗{v·a=S·a | a∈A} Cayley(Gj , S),
where S = Lab(C, v) ∩ A 6= {1} and C is a Xi-monochromatic component
of Type(Γ(H)) such that v ∈ V (C) (1 ≤ i 6= j ≤ 2). Since K  A, the com-
ponent D = Cayley(Gj , S) is redundant in Γ(K). Therefore Type(Γ(H)) =
Type(Γ(K)). This completes the proof.
⋄
Example 5.14. Concerning the subgroups H1 and H2 from Example A.2
and their subgroup graphs Γ(H1) and Γ(H1) presented on Figures 12 and
13, we compute that Type(Γ(H1)) = Γ(H1) and Type(Γ(H2)) = Γ(H2). ⋄
5.2. Conjugate Subgroups.
Lemma 5.15. Let H and K be nontrivial subgroups of G such that Type(Γ(H)) =
Type(Γ(K)). Then H is conjugate to K in G.
Proof. Suppose that Type(Γ(H)) = Type(Γ(K)) = Γ. Let v ∈ V (Γ) ⊆
V (Γ(H)). Hence the subgroup Lab(Γ(H), v) is conjugate to the subgroup
Lab(Γ(H), v0). By Lemma 5.13 (iii), Lab(Γ(H), v) = Lab(Γ, v). Therefore
the subgroup Lab(Γ, v) is conjugate to the subgroup Lab(Γ(H), v0) = H.
By symmetric arguments, the subgroup Lab(Γ, v) is also conjugate to the
subgroup K. Hence H is conjugate to K. See Figure 6. ⋄
Theorem 5.16. Let H and K be finitely generated subgroup of an amalgam
of finite groups G = G1 ∗A G2.
Then H is conjugate to K in G if and only if one of the following holds
(1) H,K  A and Type(Γ(K)) = Type(Γ(H)).
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Figure 6. K = gHg−1, where g ≡ g1g2g3.
(2) H ≤ A, Type(Γ(H)) = C1 ∗{v1·a=v2·a | a∈A} C2 and
Type(Γ(K)) =
{
Cl, K  A;
Cl ∗{v·a=K·a | a∈A} Cayley(Gj ,K), K ≤ A,
where (Ci, vi) = (Cayley(Gi,H),H·1), for all i ∈ {1, 2}, Lab(Cl, v) =
K, v ∈ V (Cl) and 1 ≤ l 6= j ≤ 2.
Proof. If (1) holds then, by Lemma 5.15, H is conjugate to K in G.
Assume that (2) holds and, without loss of generality, assume that l = 1.
Thus, by Lemma 5.13 (iii), Lab(Γ(K), v) = Lab(Type(Γ(K)), v). Therefore,
by Lemma 5.5, Lab(Type(Γ(K)), v) = Lab(C1, v). Therefore the subgroup
Lab(C1, v) is conjugate to the subgroup Lab(Γ(K), u0) = K.
On the other hand, Lab(Γ(H), v) = Lab(C1, v), by Remark 5.2, because
C2 is redundant w.r.t. v. Therefore the subgroup Lab(C1, v) is conjugate to
the subgroup Lab(Γ(H), v0) = H. Thus H and K are conjugate subgroups
of G.
Let K = g−1Hg. Without loss of generality, assume that g ∈ G is a
normal word. Let g ≡ g1g2, where g1 is the maximal prefix of the word g
such that there is a path p in Γ(H) with ι(p) = v0 and lab(p) ≡ g1, where
v0 is the basepoint of Γ(H). Let v = τ(p) ∈ V (Γ(H)). See Figure 7.
If g2 is the empty word then g ≡ g1, and Lab(Γ(H), v) = g
−1Hg = K.
If v ∈ Type(Γ(H)) then, by Lemma 5.13 (iv), we are done.
Assume now that v 6∈ V (Type(Γ(H)). Therefore Type(Γ(H)) 6= Γ(H).
Thus, by Definition 5.12, H  Gi (i ∈ {1, 2}). Without loss of generality, we
can assume that Type(Γ(H)) = Γm, where Γm is obtained from Γ(H) by the
iterative removal of the unique sequence (∗) of alternating monochromatic
components
C0, C1, . . . , Cm−1.
Hence there exists 1 ≤ i ≤ m − 1 such that v ∈ V (Ci). Without loss of
generality, we can assume that Ci is a X1-monochromatic component. Let
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Figure 7. The closed connected curves represent monochromatic
components of different colors. The broken curves denote the rest of
the graph.
Γi be the graph obtained from Γ(H) by the iterative removal of the unique
sequence C0, . . . , Ci−1. By Lemma 5.5, we have either Γ(K) = Γi or
Γ(K) = Γi ∗{v·a=S·a | a∈A} Cayley(G2, S),
where S = K ∩A.
In the first case, since each component Cj is redundant in Γj (i ≤ j ≤
m − 1), Type(Γ(K)) is obtained from Γ(K) by the iterative erasure of the
unique sequence of alternating monochromatic components Ci, . . . , Cm−1.
In the second case, the component D = Cayley(G2, S) of Γ(K) is re-
dundant. Therefore Type(Γ(K)) is obtained from Γ(K) by the iterative
erasure of the unique sequence of alternating monochromatic components
D,Ci, . . . , Cm−1. Therefore K  Gi (i ∈ {1, 2}) and
Type(Γ(K)) = Γm = Type(Γ(H)).
Assume now that g2 is a nonempty word.
We suppose first that v ∈ V (Type(Γ(H))). Let Γ′ be the graph obtained
from Type(Γ(H)) by attaching to this graph a “stem” q at the vertex v,
such that lab(q) ≡ g2. Thus ι(q) = v and we let τ(q) = v
′, see Figure 8.
Obviously, Lab(Γ′, v) = Lab(Type(Γ(H)), v). By Lemma 5.13,
Lab(Γ′, v) = Lab(Type(Γ(H)), v) = Lab(Γ(H), v) = g−11 Hg1.
Therefore Lab(Γ′, v′) = g−12 Lab(Γ
′, v)g2 = g
−1Hg = K.
Let q = q1 · · · gk be a decomposition of q into maximal monochromatic
paths. Let vi = ι(qi), 1 ≤ i ≤ k. Thus v = v1.
24 L.MARKUS-EPSTEIN
0
PSfrag replacements
Γ(H)
v
p
C0
C1
C2
C3
Ci
D1 D2
q1 q2 qk
v1 v2 vkv3 v′
Figure 8. The closed connected curves represent monochromatic
components of different colors. The broken curves denote the rest of
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Now we need the following result from [33] (given along with the proof of
Claim 2 in [33]).
Claim 2. The graph (Γ′, v′) can be embedded into a finite precover (Γ′′, v′′)
of G such that
Γ′′ =
(((
Γ′ ∗{v1·a|a∈A} D1
)
∗{v2·a|a∈A} D2
)
· · ·
)
∗{vk ·a|a∈A} Dk,
where
• (Dj , vj) = Cayley(Gij , Sj) (1 ≤ j ≤ k, 1 ≤ ij 6= ij+1 ≤ 2),
• S1 = Lab(C, v) ∩A, where C is a Xi1 monochromatic component of
Type(Γ(H)) such that v ∈ V (C),
• Sj+1 = Lab(Cayley(Gij , Sj), vj+1) ∩A (1 ≤ j ≤ k − 1),
• the image of qj in Γ
′′ is a path in Dj ,
• v′′ is the image of v′ in Γ′′.
Let Γ′j =
((
Γ′ ∗{v1·a|a∈A} D1
)
· · ·
)
∗{vj ·a|a∈A} Dj , for all 1 ≤ j ≤ k. Thus
Γ′′ = Γ′k.
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By Corollary 5.6, Lab(Γ′, v1) = Lab(Γ
′
1, v1) and Lab(Γ
′
j , vj) = Lab(Γ
′
j−1, vj).
7
Therefore
Lab(Γ′j , vj+1) = (lab(qj))
−1Lab(Γ′j, vj)lab(qj) = (lab(qj))
−1Lab(Γ′j−1, vj)lab(qj)
= (lab(q1 · · · qj))
−1Lab(Γ′1, v1)lab(q1 · · · qj)
= (lab(q1 · · · qj))
−1Lab(Γ′, v1)lab(q1 · · · qj).
Thus
Lab(Γ′′, v′′) = Lab(Γ′k, v
′′) = g−12 Lab(Γ
′, v1)g2 = (g1g2)
−1H(g1g2) = K.
Moreover, by the construction, Γ′′ is a precover of G which has no redundant
components w.r.t. v′′. Hence, by Lemma 5.5, either Γ(K) = Γ′′ or
Γ(K) = Γ′′ ∗{v′′·a=S·a | a∈A} Cayley(Gl, S),
where S = K ∩A and l = ik−1.
By the construction of Γ′′ (see the proof of Claim 2), Dk, . . . ,D1 is
the unique sequence of redundant components in Γ′′ which satisfies the
conditions (1)-(3) from the description of sequence (∗) (see the proof of
Lemma 5.11). Therefore, in the first case, it should be erased from Γ(K)
along the construction of Type(Γ(K)).
In the second case, the component D = Cayley(G2, S) of Γ(K) is re-
dundant. Therefore the sequence D,Dk, . . . ,D1 should be erased from
Γ(K) along the construction of Type(Γ(K)). Therefore, by Definition 5.12,
K 6= Gi (i ∈ {1, 2}). Moreover, if Type(Γ(H)) has no redundant com-
ponents, that is H  A then Type(Γ(K)) = Type(Γ(H)) if Type(Γ(H)).
Otherwise
Type(Γ(H)) = Γ(H) = C1 ∗{v1·a=v2·a | a∈A} C2,
where (Ci, vi) = (Cayley(Gi,H),H · 1), for all i ∈ {1, 2}. Without loss of
generality assume that v ∈ V (C1). Hence Type(Γ(K)) = C1.
If v 6∈ V (Type(Γ(H))) then H  Gi (i ∈ {1, 2}). We take Γ′ to be
the graph obtained by gluing a stem q labelled by g2 at v ∈ V (Ci) to
the graph Γi, which is obtained from Γ(H) by the iterative removal of the
sequence C0, . . . , Ci−1 of redundant components in Γ(H). Combining the
proofs of two previous cases, namely v 6∈ V (Type(Γ(H))), g2 =G 1 and
v ∈ V (Type(Γ(H))), g2 6=G 1, we conclude that K  Gi (i ∈ {1, 2}), and
Type(Γ(K)) = Type(Γ(H)).
⋄
7By abuse of notation, we identify the vertices vj ∈ V (Γ
′) with their images in the
graphs Γ′j (1 ≤ j ≤ k).
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Corollary 5.17. Let h1, . . . , hs, k1, . . . , kt ∈ G. Then there is an algorithm,
which decides whether or not the subgroups
H = 〈h1, . . . , hs〉 and K = 〈k1, . . . , kt〉 (i ∈ {1, 2})
are conjugate in G.
Proof. First we construct the graphs (Γ(H), v0) and (Γ(K), u0), using the
generalized Stallings’ algorithm. Then we compute Type(Γ(H)) and Type(Γ(K))
according to the definition of Type. Now we verify if any of the conditions
from Theorem 5.16 are satisfied.
Note that the verification of ∆1 = ∆2 actually means to check whether or
not Γ1 and Γ2 are isomorphic. This can be done by fixing a vertex v ∈ V (∆1)
and comparing for each vertex w ∈ V (∆2) the pointed graphs (∆1, v) and
(∆2, w), because by Remark 3.1, such an isomorphism if it exists is unique.
Since morphisms of well-labelled graphs preserves endpoints and labels,
we can specify the above verification by fixing a bichromatic vertex v ∈
V B(∆1) and comparing the pointed graphs (∆1, v) and (∆, w), for each
bichromatic vertex w ∈ V B(Γ2).
⋄
Example 5.18. The subgroups H1 and H2 from Example A.2 (see Figures
12 and 13) are not conjugate to each other, because their Type graphs are not
isomorphic. Indeed, Type(Γ(Hi)) = Γ(Hi) for i ∈ {1, 2}, but |V (Γ(H1))| 6=
|V (Γ(H2))|. Hence these graphs can not be isomorphic. ⋄
Complexity. Let m be the sum of the lengths of the words h1, . . . hs, and
let l be the sum of the lengths of the words k1, . . . , kt. By Theorem 4.1 (5),
the complexity of the construction of the graphs Γ(H) and Γ(K) is O(m2)
and O(l2), respectively.
The detecting of monochromatic components in the constructed graphs
takes O(|E(Γ(H))|) and O(|E(Γ(K))|), that is O(m) and O(l), respectively.
Since all the essential information about A, G1 and G2 is given and it is not
a part of the input, verifications concerning a particular monochromatic
component of Γ(H) or of Γ(K) takes O(1). Therefore, the complexity of
the construction of Type(Γ(H)) from Γ(H) is O(|E(Γ(H))|), that is O(m).
Similarly, the complexity of the construction of Type(Γ(K)) from Γ(K) is
O(|E(Γ(K))|), that is O(l).
Now we are ready to verify an isomorphism of the obtained type graphs.
We can start by comparing the sizes of V (Γ1) and V (Γ2) and of E(Γ1)
and E(Γ2). If |V (Γ1)| = |V (Γ2)| and |E(Γ1)| = |E(Γ2)| then we continue.
Otherwise the graphs are not isomorphic.
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Let Γ1 = Type(Γ(H)) and Γ2 = Type(Γ(K)). Let v ∈ V B(Γ1) and
w ∈ V B(Γ2). Thus, by Definition 5.4, (Γ1, v) and (Γ2, w) are finite reduced
precovers of G.
Theorem 4.1 (2) implies that the finite reduced precovers (Γ1, v) and
(Γ2, w) are isomorphic if and only if they are isomorphic via the morphism
µ of well-labelled pointed graphs, defined in the proof of Lemma 4.6 in [11].
That is to check the isomorphism between (Γ1, v) and (Γ2, w), we simply
have to check if µ is defined. Recall that µ : (Γ1, v)→ (Γ2, w) satisfies
µ(ϑ) = w·x
(
∀ ϑ = v·x ∈ V (Γ1)
)
and µ(e) = (µ(ι(e)), lab(e))
(
∀ e ∈ E(Γ)
)
.
Thus for all ϑ = v · x ∈ V (Γ1) we have to check if Star(v · x,Γ1) =
Star(w · x,Γ2), where the star of the vertex σ (see [46]) in the graph ∆ is
the set
Star(σ,∆) = {e ∈ E(∆) | ι(e) = σ}.
This procedure takes time proportional to |E(Γ1)|, that is proportional to
m. Since in the worst case we have to repeat the above procedure for all
pointed graphs (Γ2, ω), where ω ∈ V B(Γ2), the verification of an isomor-
phism between the graphs Γ1 and Γ2 takes O
(
|V B(Γ2)| · |E(Γ1)|
)
.
Since |V B(Γ2)| ≤ |V (Γ2)| and, by Theorem 4.1 (5), |V (Γ2)| is propor-
tional to l and |E(Γ1)| is proportional to m, the complexity of the algorithm
given along with the proof of Corollary 5.17 is
O
(
m2 + l2 +ml
)
= O
(
(m+ l)2
)
.
Thus the above algorithm is quadratic in the size of the input.
Note that if the subgroups H and K are given by the graphs Γ(H) and
Γ(K), the complexity of the algorithm that decides whether or not the
subgroup H and K are conjugate in G is
O
(
|E(Γ(H))|2 + |E(Γ(K))|2 + |V B(Γ2)| · |E(Γ1)|
)
.
Note that, since our graphs are connected, |V (Γ2)| ≤ |E(Γ2)|. Thus
|V B(Γ2)| ≤ |V (Γ2)| ≤ |E(Γ2)| ≤ |E(Γ(K))|. Since |E(Γ1)| ≤ |E(Γ(H))|,
the complexity is
O
(
|E(Γ(H))|2 + |E(Γ(K))|2 + |E(Γ(H))| · |E(Γ(K))|
)
.
That is it is quadratic in the size of the input O
((
|E(Γ(H))|+ |E(Γ(K))|
)2)
.
5.3. More Conjugacy Results.
Theorem 5.19. Let H and K be finitely generated subgroup of an amalgam
of finite groups G = G1 ∗A G2.
Then there exists g ∈ G such that gKg−1 ≤ H if and only if one of the
following holds.
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(1) If K  A then there exists a morphism of well-labelled graphs
pi : Type(Γ(K))→ Type(Γ(H)).
(2) If K ≤ A and Type(Γ(K)) = C1∗{v1·a=v2·a | a∈A}C2, where (Ci, vi) =
(Cayley(Gi,K),K · 1) (i ∈ {1, 2}), then there exists a morphism of
well-labelled graphs pi : Cl → Type(Γ(H)), for some l ∈ {1, 2}.
Proof. We begin with the following claim which allows to assume that Γ(H) =
Type(Γ(H)).
Claim 3. There exist v ∈ V (Γ(H)) such that Type(Γ(L)) = Γ(L), where
L = Lab(Type(Γ(H)), v).
Proof of the Claim. By Definition 5.12, either Type(Γ(H)) = Γ(H) or
Type(Γ(H)) = Γm.
If Γm = Cm then we take v ∈ V BΓm−1(Cm−1) = V BΓm−1(Cm). Thus
L = Lab(Cm, v) ≤ Gi (i ∈ {1, 2}), and, by the proof of Lemma 5.11, L  A.
Hence, by Lemma 5.7, Γ(L) = Cm. Thus, by Definition 5.12, Γ(L) =
Type(Γ(L)).
Assume now that Γm has at least two distinct monochromatic compo-
nents. Let v ∈ V B(Γm). By Lemma 5.13(i), Γm is a finite nonempty
precover of G. Thus, since Γm has no redundant components and v ∈
V B(Γm), we conclude that Γm is a finite reduced precover. That is (Γm, v) =
(Γ(L), u0), where u0 is the basepoint of Γ(L). Therefore Type(Γ(L)) = Γ(L).
⋄
Let y ∈ G such that v = v0 ·y. Therefore L = y−1Hy. Thus y−1gKg−1y ≤
L. Hence, without loss of generality, we can assume that Γ(H) = Type(Γ(H)).
Assume first that there exists g ∈ G such that gKg−1 ≤ H. By Lemma 3.2,
there exists a morphism ϕ : Γ(gKg−1)→ Γ(H). Let ϕ′ be the restriction of
ϕ to Type(Γ(gKg−1)), that is ϕ′ : Type(Γ(gKg−1))→ Type(Γ(H)).
Let K  A. Thus either gKg−1  A or gKg−1 ≤ A. Hence, by Theo-
rem 5.16, either Type(Γ(K)) = Type(Γ(gKg−1)) or,
Type(Γ(gKg−1)) = C1 ∗{v1·a=v2·a | a∈A} C2, T ype(Γ(K)) = Cl (l ∈ {1, 2}),
where (Ci, vi) = (Cayley(Gi, gKg
−1), gKg−1 · 1), i ∈ {1, 2}. In the first
case, we take pi = ϕ′. In the second one, there exists an embedding φ :
Type(Γ(K)) → Type(Γ(gKg−1)). Therefore pi = ϕ′ ◦ φ gives the desired
morphism.
Assume now that K ≤ A. Thus, by Definition 5.12 and Lemma 5.7 (iii),
Type(Γ(K)) = C1∗{v1·a=v2·a | a∈A}C2, where (Ci, vi) = (Cayley(Gi,K),K ·1)
(i ∈ {1, 2}).
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If gKg−1  A then, by Theorem 5.16, Type(Γ(gKg−1)) = Cl, for some l ∈
{1, 2}. Thus pi = ϕ′ produces the desired morphism pi : Cl → Type(Γ(H)).
If gKg−1 ≤ A then, by Theorem 5.16,
Type(Γ(gKg−1)) = Cl ∗{v·a=(gKg−1)·a | a∈A} Cayley(Gj , gKg
−1),
where 1 ≤ l 6= j ≤ 2. Thus there exists an embedding φ : Cl → Type(Γ(gKg
−1)).
Therefore pi = ϕ′ ◦ φ : Cl → Type(Γ(H)) gives the desired morphism.
Suppose now thatK  A and the morphism pi : Type(Γ(K))→ Type(Γ(H))
exists. Let p be a path in Γ(K) with ι(p) = u0, where u0 is the basepoint of
the graph Γ(K), such that τ(p) ∈ V (Type(Γ(K))). Let u = τ(p), lab(p) ≡ f
and let ϑ = pi(u) ∈ V (Type(Γ(H))).
Since Type(Γ(H)) ⊆ Γ(H), we have ϑ ∈ V (Γ(H)). By Lemma 4.10, there
exists a normal path q in Γ(H) with ι(q) = v0 (the basepoint of Γ(H)) and
τ(q) = ϑ. Let lab(q) ≡ c. By Lemma 5.13 (iii), Lab(Type(Γ(K)), u) =
Lab(Γ(K), u) = f−1Kf and Lab(Type(Γ(H)), ϑ) = Lab(Γ(H), ϑ) = c−1Hc.
Since pi can also be considered as a morphism of pointed graphs
pi : (Type(Γ(K)), u) → (Type(Γ(H)), ϑ),
by Lemma 3.2, we have Lab(Type(Γ(K)), u) ≤ Lab(Type(Γ(H)), ϑ). Thus
f−1Kf ≤ c−1Hc. Therefore g = c · f−1 and gKg−1 ≤ H, as required.
Let K ≤ A. Thus, by Lemma 5.7 (iii), Γ(K) = C1 ∗{v1·a=v2·a | a∈A} C2,
where (Ci, vi) = (Cayley(Gi,K),K · 1) (i ∈ {1, 2}) and the basepoint u0
of Γ(K) is the image of K · 1. Thus Lab(C1, u0 · a) = Lab(C2, u0 · a) =
Lab(Γ(K), u0 · a), for all a ∈ A.
Assume that there is l ∈ {1, 2} such that the morphism pi : Cl →
Type(Γ(H)) exists. Let p be a path in Γ(K) with ι(p) = u0, where u0
is the basepoint of the graph Γ(K), such that τ(p) ∈ V (Cl). Let u = τ(p),
lab(p) ≡ f and let ϑ = pi(u) ∈ V (Type(Γ(H))).
Since Type(Γ(H)) ⊆ Γ(H), we have ϑ ∈ V (Γ(H)). By Lemma 4.10, there
exists a normal path q in Γ(H) with ι(q) = v0 (the basepoint of Γ(H))
and τ(q) = ϑ. Let lab(q) ≡ c. Thus Lab(Cl, u) = f
−1Lab(Cl, u0)f =
f−1Lab(Γ(K), u0)f = f
−1Kf and Lab(Type(Γ(H)), ϑ) = Lab(Γ(H), ϑ) =
c−1Hc.
Since pi can also be considered as a morphism of pointed graphs
pi : (Cl, u)→ (Type(Γ(H)), ϑ),
by Lemma 3.2, we have Lab(Cl, u) ≤ Lab(Type(Γ(H)), ϑ). Thus f
−1Kf ≤
c−1Hc. Therefore g = c · f−1 and gKg−1 ≤ H, as required.
⋄
Corollary 5.20. Let h1, . . . , hs, k1, . . . , kt ∈ G. Then there exists an algo-
rithm which decides whether or not there exists g ∈ G such that gKg−1 ≤ H,
30 L.MARKUS-EPSTEIN
where
H = 〈h1, . . . , hs〉 and K = 〈k1, . . . , kt〉.
Moreover, the algorithm produces one such g if it exists.
Proof. First we construct the graphs (Γ(K), u0) and (Γ(H), v0), using the
generalized Stallings’ folding algorithm. Then we construct Type(Γ(K)) and
Type(Γ(H)), according to Definition 5.12.
If K  A then we proceed as follows. Let u ∈ V (Type(Γ(K))). For each
vertex v ∈ V (Type(Γ(H))) we iteratively check if there exists a morphism
pi : (Type(Γ(K)), u) → (Type(Γ(H)), v). If no such morphism can be found
then K is not conjugate to any subgroup of H, by Theorem 5.19. Otherwise,
by the proof of Theorem 5.19, gKg−1 ≤ H, where g = c · f−1 and v = v0 · f
and u = u0 · c.
Assume now that K ≤ A. Thus Type(Γ(K)) = C1 ∗{v1·a=v2·a | a∈A} C2,
where (Ci, vi) = (Cayley(Gi,K),K · 1) (i ∈ {1, 2}).
For each i ∈ {1, 2}, let ui ∈ V (Ci). For each vertex v ∈ V (Type(Γ(H)))
we iteratively check if there exists a morphism pi : (Ci, ui)→ (Type(Γ(H)), v).
If no such morphism can be found thenK is not conjugate to any subgroup of
H, by Theorem 5.19. Otherwise, by the proof of Theorem 5.19, gKg−1 ≤ H,
where g = c · f−1 and v = v0 · f and u = u0 · c.
⋄
Complexity. Similarly to the complexity analysis of the algorithm pre-
sented along with the proof of Corollary 5.20, the complexity of the above
algorithm is O((m + l)2), where m is the sum of the lengths of the words
h1, . . . hs, and l is the sum of the lengths of the words k1, . . . , kt. Similarly,
when the subgroup H and K are given by the graphs Γ(H) and Γ(K), the
complexity is O
((
|E(Γ(H))| + |E(Γ(K))|
)2)
.
Corollary 5.21 (The Conjugacy Problem). The conjugacy problem is solv-
able in amalgams of finite groups.
Namely, let G = G1∗AG2 be an amalgam of finite groups. Given elements
k, h ∈ G one can decide whether exists g ∈ G such that gkg−1 =G h.
Proof. Let K = 〈k〉 and H = 〈h〉. We apply to K and H the algorithm
described along with the proof of Corollary 5.20. If there is no g ∈ G such
that gKg−1 ≤ H then the elements k and h are not conjugate in G.
Otherwise, let g ∈ G such that gKg−1 ≤ H. We have to check whether
gkg−1 =G h. To this end we rewrite the element gkg
−1h−1 as a normal word.
If the resulting word is not empty then, by the Torsion Theorem (IV.2.7,
[27]), gkg−1h−1 6=G 1, that is gkg
−1 6=G h. Otherwise, gkg
−1 =G h. ⋄
ALGORITHMIC PROBLEMS 31
6. The Normality Problem
The current section is devoted to the solution of the normality problem,
which asks to know if a subgroup H of a group G is normal in G, for finitely
generated subgroups of amalgams of finite groups.
The quadratic time algorithm is presented in Corollary 6.6. It is based on
Theorem 6.2 and Lemma 6.3, which give a connection between the normality
of a subgroup H of an amalgam of finite groups G = G1 ∗A G2 and its
subgroup graph Γ(H) constructed by the generalized Stallings’ algorithm.
The complexity analysis of the algorithm is given at the end of this section.
We start by presenting the following technical result from [32], which is
essential for the proof of Theorem 6.2.
Lemma 6.1 (Lemma 6.10 and Remark 6.11 in [32]). Let G = G1 ∗A G2 be
an amalgam of finite groups. Let (Γ, v) be a finite precover of G such that
Lab(Γ, v) =G H 6= {1}.
Let w ∈ H be a normal word. Then w labels a path in Γ closed at v if
one of the following holds
• l(w) > 1,
• l(w) = 1 and w ∈ Gi \ A (i ∈ {1, 2}),
• l(w) = 1, w ∈ Gi ∩A and, v ∈ V B(Γ) or v ∈ VMi(Γ).
Otherwise, if w ∈ Gi∩A and v ∈ VMj(Γ) (1 ≤ i 6= j ≤ 2), then there exists
a path in Γ closed at v and labelled with w′ such that w′ ∈ Gj ∩A, w =G w
′.
Theorem 6.2. Let H ≤ G be a nontrivial subgroup of G such that H 6≤ Gi
for all i ∈ {1, 2}. Then H is normal in G if and only if the following holds.
(i) The graph Γ(H) is X±-saturated.
(ii) For all vertices v, u ∈ V (Γ(H)), the graphs (Γ(H), v) and (Γ(H), u)
are isomorphic.
Proof. Suppose first that conditions (i) and (ii) are satisfied.
Let g be an element of G. Since Γ(H) is X±-saturated, there exists a
path p in Γ(H) such that ι(p) = v0 and lab(p) ≡ g. Let v = τ(p). Condition
(ii) implies Lab(Γ(H), v0) = Lab(Γ(H), v). Thus H = g
−1Hg, for all g ∈ G.
Hence H ✂G.
Assume now that {1} 6= H ✂G. Then Γ(H) is X±-saturated. Otherwise,
without loss of generality, we can assume that there exists v ∈ VM1(Γ(H)).
Let C be the X1-monochromatic component of Γ(H) such that v ∈ V (C).
Let q be the approach path in Γ(H) from v0 to v with lab(q) ≡ g. Thus
Lab(Γ(H), v) = gLab(Γ(H), v0)g
−1 = gHg−1 = H.
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Since (Γ(H), v) is a precover of G, each normal element of H, whose
syllable length is greater than 1, labels a normal path in (Γ(H), v) closed at
v, by Lemma 6.1.
Let h ∈ H has the normal decomposition (h1, . . . , hk). Thus k > 1, since
H  Gi (i ∈ {1, 2}). Let p be a normal path in Γ(H) such that
ι(p) = τ(p) = v, p = p1 · · · pk, where lab(pl) ≡ hl, 1 ≤ l ≤ k.
Thus h1, hk ∈ G1 \ A, because v ∈ VM1(Γ(H)). Hence pkp1 is a path in C
from ι(pk) to τ(p1), and we have lab(pkp1) ≡ hkh1 ∈ G1.
If hkh1 6∈ A then the decomposition (h2, . . . , (hkh1)) is normal. Moreover,
h−11 hh1 =G h2 · · · (hkh1) ∈ H, because H ✂ G. Therefore, by Lemma 6.1,
there exists a normal path in Γ(H) closed at v and labelled with h2 · · · hk−2(hkh1).
However, this is impossible because v ∈ VM1(Γ(H)) and h2 ∈ G2 \ A. We
get a contradiction.
If hkh1 ∈ G1 ∩ A, we take b =G hkh1 such that b ∈ G2 ∩ A. Thus the
decomposition (h2, . . . , (hk−1b)) is normal, since hk−1b ∈ G2 \ A. We get a
contradiction in the similar way.
Therefore the graph Γ(H) is X±-saturated. Moreover,
Lab(Γ(H), v) = gLab(Γ(H), v0)g
−1 = gHg−1 = H,
where g ≡ lab(q) and q is an approach path in Γ(H) from v0 to v.
Thus, by Lemma 4.6, (Γ(H), v) is isomorphic to (Cayley(G,H),H · 1),
for all v ∈ V (Γ(H)). Therefore the graphs (Γ(H), v) and (Γ(H), u) are
isomorphic, for all vertices v, u ∈ V (Γ(H)).
⋄
Lemma 6.3. Let H be a nontrivial subgroup of G such that H ≤ Gi (i ∈
{1, 2}). The following holds.
(i) If H ✂G then H ≤ A.
(ii) If H ≤ A then H ✂G if and only if each monochromatic component
C of Γ(H) is a regular graph, that is (C, v) is isomorphic to (C, u),
for all v, u ∈ V (C).
Proof. To prove (i) suppose that there exists h ∈ H \ A. Let g ∈ Gj \ A,
where 1 ≤ i 6= j ≤ 2. Therefore ghg−1 is a normal word of syllable length
3. Hence ghg−1 6∈ H. This contradicts with the assumption that H ✂G.
Since H ≤ A, Γ(H) = Cayley(G1,H) ∗{Ha | a∈A} Cayley(G2,H), by
Lemma 5.7 (iii). Since H ≤ A, H ✂ G if and only if H ✂ Gi (i ∈ {1, 2}).
ThereforeH✂G if and only if the graphs Cayley(G1,H) and Cayley(G2,H)
are regular (see 2.2.7 in [47]). ⋄
Recall the following result from [33].
ALGORITHMIC PROBLEMS 33
Theorem 6.4 (Theorem 7.1 in [33]). Let H be a finitely generated subgroup
of an amalgam of finite groups G = G1 ∗G2.
Then [G : H] <∞ if and only if Γ(H) is X±-saturated.
Remark 6.5. By Theorem 6.4, H ✂G implies [G : H] <∞.
Corollary 6.6. Let h1, . . . hk ∈ G. Then there exists an algorithm which
decides whether or not H = 〈h1, . . . , hk〉 is a normal subgroup (of finite
index) in G.
Proof. We first construct the graph Γ(H) using the generalized Stallings’
algorithm.
If the number of monochromatic components of Γ(H) is equal to 1 then,
by Lemma 5.7 (ii), H ≤ Gi and H ∩ A = {1} (i ∈ {1, 2}). Hence, by
Lemma 6.3 (i), H is not normal in G.
If the number of distinct monochromatic components of Γ(H) is equal 2
and
(Γ(H), v0) = (Cayley(G1,H) ∗{Ha | a∈A} Cayley(G2,H), ϑ),
where ϑ is the image of H · 1 in the amalgam graph, then H ≤ A, by
Lemma 5.7 (iii). Thus, by Lemma 6.3 (ii), H is normal in G if and only if
Cayley(G1,H) and Cayley(G2,H) are regular graphs, that is if and only
if (Cayley(Gi,H), v) is isomorphic to (Cayley(Gi,H),H · 1), for all v ∈
V (Cayley(Gi,H)), i ∈ {1, 2}. Since an isomorphism of pointed labelled
graphs is unique, by Remark 3.1, we are done.
Assume now that H 6≤ Gi, Thus we verify if Γ(H) is X
±-saturated. If it is
not then, by Theorem 6.2, H is not normal in G. Otherwise, if Γ(H) is X±-
saturated, then, by Theorem 6.2, H is normal in G if and only if the graphs
(Γ(H), v0) and (Γ(H), v) are isomorphic, for each vertex v ∈ V (Γ(H)). Since
an isomorphism of pointed labelled graphs is unique, by Remark 3.1, we are
done.
⋄
Example 6.7. Let H1 and H2 be subgroups from Example A.2. One can
easily verify from Figures 12 and 13 that H1 is not normal in G, because
Γ(H1) is not {x, y}
±-saturated, while H2 ✂G. ⋄
Complexity. By Theorem 4.1 (5), the complexity of the construction of
Γ(H) is O(m2), where m is the sum of lengths of the given subgroup gener-
ators.
The detecting of monochromatic components in the constructed graph
takes O(|E(Γ(H))|) , that is O(m), by Theorem 4.1 (5).
Since all the essential information about the amalgam G = G1 ∗A G2,
A, G1 and G2 is given and it is not a part of the input, the verifications
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concerning monochromatic components of Γ(H) takes O(1). Therefore, to
check from Γ(H) whether H ≤ Gi, or H ≤ A and the monochromatic
components of Γ(H) are regular graphs, takes O(1).
To verify that all the vertices of Γ(H) are bichromatic takes O(|E(Γ(H))|).
The verification of an isomorphism of the graphs (Γ(H), v0) and (Γ(H), v),
for all v ∈ V (Γ), takes time proportional to |V (Γ(H))| · |E(Γ(H))| (see the
complexity analysis of the conjugacy problem). Since, by the Theorem 4.1
(5), |V (Γ(H))| and |E(Γ(H))| are proportional to m, the complexity of the
above algorithm is O(m2).
If the subgroupH is given by the graph (Γ(H), v0) and not by a finite set of
subgroup generators, then the complexity is equal to |V (Γ(H))| · |E(Γ(H))|.
Thus in both cases the algorithm is quadratic in the size of the input.
7. Intersection Properties
In this section we study properties of intersections of finitely generated
subgroups of amalgams of finite groups such as the Howson property (the in-
tersection of two finitely generated subgroups is finitely generated), malnor-
mality and almost malnormality. The corresponding algorithmic problems
and their solutions are presented.
Definition 7.1. Let H be a subgroup of a group G.
We say that H is a malnormal subgroup of G if and only if
gHg−1 ∩H = {1}, ∀g ∈ G \H.
H is almost malnormal if for all g ∈ G \H, the subgroup H ∩ gHg−1 is
finite.
Obviously, {1} and G are malnormal subgroups of G. If G is Abelian,
then {1} and G are the only malnormal subgroups of G. The most natural
example of a malnormal subgroup is K inside any free product K ∗ L.
Malnormal subgroups of hyperbolic groups have recently become the ob-
ject of intensive studies (see, for instance, [10, 11, 12, 14]). Thus malnor-
mality plays an important role in the Combination Theorem for hyperbolic
groups [1, 13, 23]. For importance of almost malnormality see, for example,
[39, 50].
As is well known [6], in general, malnormality is undecidable in hyperbolic
groups. However, the results presented in the current section show that
malnormality is decidable for finitely generated subgroups in the class of
amalgams of finite groups. Below we present a polynomial time algorithm
(Corollary 7.12) that solves the malnormality problem, which asks to decide
whether or not a subgroup H of the group G is malnormal in G. The
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complexity analysis of the presented algorithm is given at the end of this
section.
Product graphs (Definition 7.2) are used to compute intersections of sub-
groups via their subgroup graphs. We start by studding products of precov-
ers. As an immediate consequence, a solution of the intersection problem,
which asks to find effectively the intersection of two subgroups, is obtained
(Corollary 7.7). This allows one to conclude (Corollary 7.9) that amalgams
of finite groups possess Howson property, which is known to be true (see, for
instance [10, 44]).
Then we characterize malnormality of a finitely generated subgroup H
of an amalgam of finite groups by the properties of the product graph
Γ(H) × Γ(H) (Theorem 7.11). This provides the solution of the malnor-
mality problem (Corollary 7.12). These results are naturally extended to
detect almost malnormality of finitely generated subgroups of amalgams of
finite groups (Theorem 7.14 and Corollary 7.15).
Product Graphs.
Definition 7.2. Let Γ and ∆ be two labelled with X±1 ∪ X
±
2 graphs. The
product graph Γ×∆ is the graph defined as follows.
(1) V (Γ×∆) = V (Γ)× V (∆).
(2) for each pair of vertices (v1, u1), (v2, u2) ∈ V (Γ×∆) (so that v1, v2 ∈
V (Γ) and u1, u2 ∈ V (∆)) and the letter x ∈ X there exists an edge
e ∈ E(Γ×∆) with
ι(e) = (v1, u1), τ(e) = (v2, u2) and lab(e) ≡ x
if and only if there exist edges e1 ∈ E(Γ) and e2 ∈ E(∆) such that
ι(e1) = v1, τ(e1) = v2 and lab(e1) ≡ x
and
ι(e2) = u1, τ(e2) = u2 and lab(e2) ≡ x
Along this section we consider G = G1 ∗A G2 to be an amalgam of finite
groups G1 and G2.
Lemma 7.3. Let Γ and ∆ be finite precovers of G = G1 ∗A G2.
Then nonempty connected components of Γ×∆ are finite precovers of G.
Proof. Since Γ and ∆ are finite graphs the product graph is finite, by Defi-
nition 7.2. Thus each of its connected components is finite as well.
Let Φ be a nonempty connected component Φ of Γ×∆, that is E(Φ) 6= ∅.
Let p be a path in Φ such that lab(p) ≡ r, where r =G 1. Let (v, u) = ι(p)
and (v′, u′) = τ(p) then there exist paths p1 in Γ and p2 in ∆ such that
ι(p1) = v, τ(p1) = v
′ and lab(p1) ≡ r
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and
ι(p2) = u, τ(p2) = u
′ and lab(p2) ≡ r.
Since Γ and ∆ are G-based graphs, we have v = ι(p1) = τ(p1) = v
′ and
u = ι(p2) = τ(p2) = u
′. Thus (v, u) = (v′, u′). Hence p is a closed path in
Φ. That is Φ is G-based.
Finally, we have to show that each Xi-monochromatic component of Φ is
a cover of Gi (i ∈ {1, 2}). By Lemma 4.6, a Xi-monochromatic component
is a cover of Gi if and only if it is X
±
i -saturated and Gi-based (i ∈ {1, 2}).
Let C be a Xi-monochromatic component of Φ. Since the graph Φ is
G-based, it is, in particular, Gi-based. Hence C is Gi-based.
C is X±i -saturated. Indeed, let (v, u) ∈ V (C). Thus either (v, u) ∈
VMi(C) (i ∈ {1, 2}) or (v, u) ∈ V B(C). Definition 7.2 implies that in the
first case at least one of the vertices v or u is Xi-monochromatic in Γ and
∆, respectively, and the other one is bichromatic or Xi-monochromatic. If
(v, u) ∈ V B(C) then v ∈ V B(Γ) and u ∈ V B(∆).
Since Γ and ∆ are precovers, their bichromatic vertices are X±-saturated
and their Xi-monochromatic vertices are X
±
i -saturated (i ∈ {1, 2}).
Therefore, by Definition 7.2, the vertex (v, u) is X±i -saturated. Thus C
is X±i -saturated. Hence it is a cover of Gi.
By definition of precover, each nonempty connected component Φ of Γ×∆
is a finite precover of G.
⋄
Let C be the connected component of Γ × ∆ containing the vertex ϑ.
Therefore Lab(Γ×∆, ϑ) = Lab(C, ϑ), because Loop(Γ×∆, ϑ) = Loop(C, ϑ).
From now on we allow ourselves to vary between this two notations which
define the same.
Lemma 7.4. Let Γ and ∆ be finite precovers of G such that Lab(Γ, v) = H
and Lab(∆, u) = K, where v ∈ V (Γ) and u ∈ V (∆).
Let ϑ = (v, u) ∈ V (Γ × ∆). Let C be a connected component of Γ × ∆
such that ϑ ∈ V (C).
If v ∈ VMi(Γ) and u ∈ VMj(∆), where 1 ≤ i 6= j ≤ 2, then
V (C) = {ϑ}, E(C) = ∅ and {1} ≤ H ∩K ≤ A.
Otherwise E(C) 6= ∅ and Lab(Γ×∆, ϑ) = H ∩K.
Proof. If v ∈ VMi(Γ) and u ∈ VMj(∆), where 1 ≤ i 6= j ≤ 2, then, by
Definition 7.2, V (C) = {ϑ} and E(C) = ∅.
Let H ∩ K 6= {1}. Then there exists 1 6= w ∈ H ∩ K. Without loss of
generality, we can assume that the word w is in normal form.
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Assume first that the syllable length of the normal word w is greater than
1. Let (x1, x2, . . . , xk−1, xk) be a normal decomposition of w. By Lemma 6.1,
this word labels a normal path closed at the basepoint in both graphs Γ and
∆.
Hence x1, xk ∈ Gi \ A, because v ∈ VMi(Γ). On the other hand,
u ∈ VMj(∆) and therefore x1, xk ∈ Gj \ A (1 ≤ i 6= j ≤ 2). This is a
contradiction. Therefore the syllable length of the normal word w ∈ H ∩K
is equal to 1. By Lemma 6.1, similar arguments show that in this case
w ∈ A.
Assume now that the vertices v and u are not of different colors. Us-
ing the same ideas as in the proof of Lemma 7.3, we can assume, without
loss of generality, that the vertices v and u are X±i -saturated (i ∈ {1, 2}).
Therefore, by Definition 7.2, E(C) 6= ∅.
Let w ∈ H ∩K be a normal word.
By Lemma 6.1, if either l(w) > 1, or l(w) = 1 and w 6∈ A then the word w
labels a path in Γ closed at v and also labels a path in ∆ closed at u. Hence,
by Definition 7.2, there exists a path p closed at ϑ in C ⊆ Γ(H)×Γ(K) such
that lab(p) ≡ w. Thus w ∈ Lab(Γ(H)×∆, ϑ) = Lab(C, ϑ).
Assume now that the syllable length of w is equal to 1 and w ∈ A. Let
w′ ∈ Gi ∩ A such that w′ =G w. Since, by our assumption, the vertices
v and u are X±i saturated, Lemma 6.1 implies that the normal word w
′
labels a path closed at the basepoint in both graphs Γ and ∆. Therefore
w ∈ Lab(Γ(H)×∆, ϑ). Thus
H ∩K ⊆ Lab(Γ×∆, ϑ) = Lab(C, ϑ).
Now let p be a path in C ⊆ Γ×∆ closed at ϑ. Hence, by Definition 7.2,
there exists a path p1 in Γ closed at v and there exists a path p2 in ∆ closed
at u, such that
lab(p) ≡ lab(p1) ≡ lab(p2).
Since lab(p1) ∈ Lab(Γ, v0) = H and lab(p2) ∈ Lab(∆, u) = K, we have
Lab(C, ϑ) ⊆ Lab(Γ, v) ∩ Lab(∆, u) = H ∩K.
Hence Lab(C, ϑ) = H ∩K.
⋄
Remark 7.5. The above proof implies that if H ∩K ≤ Gi (i ∈ {1, 2}) then
H ∩K = Lab(C, v) ∩ Lab(D,u),
where C and D are Xi-monochromatic component of Γ and ∆, respectively,
such that v ∈ V (C) and u ∈ V (D). ⋄
Recall that (Γ(H), v0) is the subgroup graph of H constructed by the
generalized Stallings’ algorithm.
38 L.MARKUS-EPSTEIN
Corollary 7.6. Let H be a finitely generated subgroup of G.
Let ∆ be a finite precover of G such Lab(∆, u) = K.
Let ϑ = (v0, u) ∈ V (Γ(H) × ∆). Let C be a connected component of
Γ(H)×∆ such that ϑ ∈ V (C).
Then Lab(Γ(H)×∆, ϑ) = Lab(C, ϑ) = H ∩K.
Proof. If C is a nonempty (i.e., E(C) 6= ∅) connected component of Γ(H)×∆
then, by Lemma 7.4, Lab(Γ(H)×∆, ϑ) = Lab(C, ϑ) = H ∩K.
Otherwise, Lemma 7.4 implies that {1} ≤ H ∩K ≤ A. If H ∩K = {1}
then, since Lab(C, ϑ) = {1}, the desired equality holds.
Assume now that {1} 6= H∩K ≤ A. Hence H∩A 6= {1}. Therefore, since
Γ(H) is a reduced precover of G, Definition 5.4 (ii) implies v ∈ V B(Γ(H)).
Therefore, by Lemma 7.4, E(C) 6= ∅. That is C is nonempty. This is a
contradiction. Thus Lab(Γ(H)×∆, ϑ) = Lab(C, ϑ) = H ∩K.
⋄
Corollary 7.7 (The Intersection Problem). Let H = 〈h1, · · · , hn〉 and K =
〈k1, · · · , km〉 be finitely generated subgroups of an amalgam of finite groups
G = G1 ∗A G2.
Then there exists an algorithm which finds the generators of H∩K, which
is finitely generated.
Proof. We first use the generalized Stallings’ folding algorithm to construct
the subgroup graphs (Γ(H), v0) and (Γ(K), u0).
Since, by Theorem 4.1, these graphs are finite, the product graph Γ(H)×
Γ(K) can be effectively constructed, and it is finite.
By Corollary 7.6, H ∩ K = Lab(C, (v0, u0)), where C is a connected
component of Γ(H) × Γ(K) such that (v0, u0) ∈ V (C). Therefore it is
sufficient to construct only the component C.
Let ϑ = (v0, u0). Recall that G = G1 ∗A G2 = gp〈X | R〉.
By Lemma 7.3, (C, ϑ) is a precover of G, which is finite by the construc-
tion. Therefore, in particular, it is a finite well-labelled graph. Hence, the
subgroup L˜ of FG(X) determined by (C, ϑ) is finitely generated ([19, 29,
46]). Since Lab(C, ϑ) = L˜/N = L˜/L˜ ∩N , where N is the normal closure of
R in FG(X), we conclude that Lab(C, ϑ) = H ∩K is finitely generated.
To find the generating set we proceed as follows. Let T be a fixed spanning
tree of C. For all v ∈ V (C), we consider tv to be the unique freely reduced
path in T from the basepoint ϑ to the vertex v.
For each e ∈ E(C) we consider t(e) = tι(e)etτ(e). Thus if e ∈ E(T ) then
t(e) can be freely reduced to an empty path, that is lab(t(e)) =FG(X) 1.
Let E+ be the set of positively oriented edges of C. Let
XL = {lab(t(e)) | e ∈ E
+ \ E(T )},
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As is well known [19, 29, 46], L˜ = FG(XH). Therefore L = 〈XL〉.
⋄
Remark 7.8. In order to compute a finite group presentation of the sub-
groupH∩K one can apply to (C, ϑ) the restricted version of the Reidemeister-
Schreier algorithm presented in [33]. This is possible, because C is a finite
precover of G, by Lemma 7.3. ⋄
Corollary 7.9 (Howson Property). Let G = G1 ∗A G2 be an amalgam of
finite groups.
The intersection of two finitely generated subgroups of G is finitely gen-
erated in G. That is G possesses the Howson property.
Malnormality.
Lemma 7.10. Let H and K be finitely generated subgroups of the group G.
Let g be an element of G.
Then H ∩ gKg−1 conjugates to a subgroup of A or it conjugates to the
subgroup Lab(C, ϑ), where C is a nonempty connected component of Γ(H)×
Γ(K) such that ϑ = (v, u) ∈ V (C), and v ∈ V (Γ(H)), u ∈ V (Γ(K)).
Proof. Without loss of generality, assume that g is a normal word. Then
either there exists a path p in Γ(K) such that ι(p) = u0 and lab(p) ≡ g
−1
or such a path doesn’t exist in Γ(K).
In the first case, let u = τ(p) then Lab(Γ(K), u) = gKg−1. By Corollary
7.6, Lab(C, ϑ) = H ∩ gKg−1, where ϑ = (v0, u).
Assume now that p′ is the longest path in Γ(K) such that ι(p′) = u0 and
lab(p′) ≡ g−12 , where g ≡ g1g2. Let u = τ(p
′). Then either there exists a
path q in Γ(H) such that ι(q) = v0 and lab(q) ≡ g1 or such a path doesn’t
exist in Γ(H).
PSfrag replacements
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Figure 9.
First we assume that q exists in Γ(H), see Figure 9. Let v = τ(q). Thus
Lab(Γ(K), u) = g2Kg
−1
2 and Lab(Γ(H), v) = g
−1
1 Hg1. By Lemma 7.4, if u
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and v are monochromatic vertices of different colors then
{1} ≤ g−11 Hg1 ∩ g2Kg
−1
2 ≤ A.
Otherwise, Lab(C, (u, v)) = g−11 Hg1 ∩ g2Kg
−1
2 , where C is a nonempty con-
nected component of the product graph Γ(H)×Γ(K) containing the vertex
ϑ = (v, u), v ∈ V (Γ(H)), u ∈ V (Γ(K)).
Since
H ∩ gKg−1 = g1(g
−1
1 Hg1 ∩ g2Kg
−1
2 )g
−1
1 ,
we have {1} ≤ H ∩ gKg−1 ≤ g1Ag
−1
1 or H ∩ gKg
−1 = g1Lab(C, ϑ)g
−1
1 ,
respectively.
Assume now that there is no path in Γ(H) starting at v0 and labelled
with g1. Below we prove that in this case H ∩ gKg
−1 = {1}.
Suppose that H ∩ gKg−1 6= {1}. Let (Γ′, u′) be the graph obtained
from Γ(K) by attaching a path t at the vertex u, such that ι(t) = u and
lab(t) ≡ g−11 . Let τ(t) = u
′, see Figure 10. The graph (Γ′, u′) is finite,
1
1
m
k
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Figure 10. The graph Γ′
because Γ(K) is finite and the “stem” t is also finite. It is well-labelled,
because Γ(K) is well-labelled and g−12 is the maximal prefix of the word g
−1
that is readable in Γ(K) starting at u0.
Thus Lab(Γ′, u′) = gKg−1, and for each nontrivial element in gKg−1 and
,in particular, for each 1 6= z ∈ H∩gKg−1 there exists a nonempty path γ in
(Γ′, u′) such that lab(γ) =G z and ι(γ) = τ(γ) = u
′. The above construction
of (Γ′, u′) implies that lab(γ) ≡ g1wg
−1
1 , where w ∈ Lab(Γ(K), u). Since
lab(γ) =G z 6= 1, the word w is nonempty. Thus, by Lemma 6.1, we can
assume that the word w is in normal form, because (Γ(K), u) is a finite
precover of G and w ∈ Lab(Γ(K), u).
Since each Xi-monochromatic component of Γ(K) is a cover of Gi, i ∈
{1, 2} (thus, in particular, it is X±i -saturated) and because g
−1
2 is the maxi-
mal prefix of the word g−1 such that there is a path p′ in Γ(K) with ι(p′) = u0
and lab(p′) ≡ g−12 , there exists a normal decomposition of the word g
(y1, . . . , yk, x1, . . . , xm)
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such that g1 ≡ y1 · · · yk and g2 ≡ x1 · · · xm, where yk ∈ Gi and x1 ∈ Gj ,
1 ≤ i 6= j ≤ 2.
Note that u is a Xj-monochromatic vertex of Γ(K). Otherwise there
exists a Gi-monochromatic component D in Γ(K), such that u ∈ V (D).
Since it is Xi-saturated, yk is readable from u in D and therefore in Γ(K).
This contradicts the maximality of the word g2. Thus the word g1wg
−1
1 is
in normal form.
On the other hand, since z =G g1wg
−1
1 ∈ H, Theorem 4.1 (4) implies that
there exists a normal path γ′ in Γ(H) closed at v0 with lab(γ
′) ≡ g1wg
−1
1 .
Therefore there exists a path in Γ(H) starting at v0 and labelled with g1.
This contradicts with our assumption that such a path doesn’t exist in Γ(H).
Hence H ∩ gKg−1 = {1}.
⋄
Theorem 7.11. Let H be a finitely generated subgroup of G. Then H is
malnormal in G if and only if the following holds
(1) H ∩ gHg−1 ∩ fAf−1 = {1} for all g ∈ G \H, f ∈ G;
(2) each connected nonempty component C of Γ(H)×Γ(H) which doesn’t
contain the vertex (v0, v0) satisfies Lab(C, ϑ) = {1} for all ϑ ∈ V (C).
Proof. Suppose that H is malnormal in G. Then H ∩ gHg−1 = {1} for all
g ∈ G \H. Hence H ∩ gHg−1 ∩ fAf−1 = {1} for all g, f ∈ G.
Let C be a nonempty connected component of Γ(H) × Γ(H) such that
(v0, v0) 6∈ V (C). Let ϑ = (v1, v2) ∈ V (C). Hence v1 6= v2 ∈ V (Γ(H)).
Indeed, if v1 = v2 then (v1, v2) ∈ V (C0), where C0 is a connected component
of the product graph Γ(H)× Γ(H), containing the vertex (v0, v0).
Lemma 7.4 implies that
Lab(C, ϑ) = Lab(Γ(H), v1) ∩ Lab(Γ(H), v2) = g
−1
1 Hg1 ∩ g
−1
2 Hg2,
where g1 and g2 label paths in Γ(H) from v0 to v1 and to v2, respectively.
Since Γ(H) is a G-based graph and v1 6= v2, we have g1g
−1
2 6∈ H. Indeed,
otherwise
v0 = v0 · (g1g
−1
2 ) = (v0 · g1) · g
−1
2 = v1 · g
−1
2 .
Thus
v1 = v1 · (g
−1
2 g2) = (v1 · g
−1
2 ) · g2 = v0 · g2 = v2.
However g1Lab(C, ϑ)g
−1
1 = H ∩ g1g
−1
2 Hg2g
−1
1 = {1}, because H is mal-
normal in G. Therefore Lab(C, ϑ) = {1}.
Assume now that the conditions (1)-(2) are satisfied. By Lemma 7.10,
the subgroup H ∩ gHg−1 conjugates to a subgroup of A or it conjugates to
the subgroup Lab(C, ϑ), where C is a nonempty (i.e. E(C) 6= ∅) connected
component of the product graph Γ(H)× Γ(H).
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In the first case, 1 ≤ f−1(H ∩ gHg−1)f ≤ A for some f ∈ G. Therefore
H ∩ gHg−1 ∩ fAf−1 6= {1}. This contradicts condition (1).
Condition (2) implies Lab(C, ϑ) = {1}, hence H ∩ gHg−1 = {1}. There-
fore H is malnormal in G.
⋄
Corollary 7.12 (The Malnormality Problem). Let h1, . . . hk ∈ G. Then
there exists an algorithm which decides whether or not the subgroup H =
〈h1, . . . hk〉 is malnormal in G.
If H is not malnormal, the algorithm produces a nontrivial element g ∈
G \H such that H ∩ gHg−1 6= {1}.
Proof. First we construct the subgroup graph Γ(H) using the generalized
Stallings’ algorithm. Since, by Theorem 4.1, it is finite, the product graph
Γ(H) × Γ(H) can be constructed effectively. Now we check whether each
connected nonempty component C of Γ(H)×Γ(H) which doesn’t contain the
vertex (v0, v0) satisfies Lab(C, ϑ) = {1} for some ϑ ∈ V (C). If there exists
a component with Lab(C, ϑ) 6= {1} (ϑ ∈ V (C)), then, by Theorem 7.11, H
is not malnormal in G.
Moreover, by the proof of Theorem 7.11, a nontrivial element g ∈ G \H
such that H ∩ gHg−1 6= {1} is g =G g1g
−1
2 , where
v1 = v0 · g1, v2 = v0 · g2 and ϑ = (v1, v2).
Note that it is sufficient to check whether Lab(C, ϑ) = {1} only for some
ϑ ∈ V (C). Indeed, if v′ ∈ V (C) such that v′ 6= ϑ then Lab(C, v′) =
xLab(Γ, ϑ)x−1, where x ∈ G and v′ · x = ϑ. Thus Lab(Γ, v′) = {1}.
Since, by Lemma 7.3, C is a precover, the above verification can be done
as follows.
By Lemma 5.7(i), a reduced precover (∆, u) has Lab(∆, u) = {1} if and
only if V (∆) = u and E(∆) = ∅. Thus Lab(C, ϑ) = {1} if and only if
the iterative removal of the unique sequence of redundant components from
(C, ϑ) yield the empty graph (∆, u) with the above properties.
Assume now that all connected nonempty components of Γ(H) × Γ(H)
satisfy condition (2) from Theorem 7.11. Then H is malnormal in G if and
only if condition (1) is satisfied. In order to verify this we proceed as follows.
Let D be an arbitrary single vertex of the product graph Γ(H)×Γ(H), i.e.
D is an empty component of Γ(H)×Γ(H) such that V (D) = {(v1, v2)} and
E(D) = ∅. Then v1 6= v2 ∈ V (Γ(H)) such that v0 · gi = vi, i ∈ {1, 2}. Since
E(D) = ∅, by Lemma 7.4, v1 and v2 are monochromatic vertices of Γ(H) of
different colors. Without loss of generality, assume that vi ∈ VMi(Γ(H)),
i ∈ {1, 2}. By Lemma 7.4, {1} ≤ g−11 Hg1 ∩ g
−1
2 Hg2 ≤ A.
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Let Ci be a Xi-monochromatic component of Γ(H) such that vi ∈ V (Ci).
By Remark 7.5,
g−11 Hg1 ∩ g
−1
2 Hg2 = Lab(C1, v1) ∩ Lab(C2, v2) 6= {1}.
Thus we have to check if Lab(C1, v1) ∩ Lab(C2, v2) is a nontrivial subgroup
of A. If so then g−11 Hg1 ∩ g
−1
2 Hg2 is a nontrivial subgroup of A, otherwise
g−11 Hg1 ∩ g
−1
2 Hg2 = {1}.
Let S = A ∩ Lab(C1, v1). We consider (Cayley(G2, S), S · 1). Thus
Lab(Cayley(G2, S), S · 1) = S. Let E be a nonempty connected component
of the product graph Cayley(G2, S) × C2 containing the vertex (S · 1, v2).
Then, by Lemma 7.4,
Lab(E, (S · 1, v2)) = Lab(Cayley(G2, S), S · 1) ∩ Lab(C2, v2) =
= S ∩ Lab(C2, v2) = A ∩ Lab(C1, v1) ∩ Lab(C2, v2) = g
−1
1 Hg1 ∩ g
−1
2 Hg2.
Thus g1Lab(E, (S · 1, v2))g
−1
1 = H ∩ gHg
−1, where g =G g1g
−1
2 . Hence
Lab(E, (S · 1, v2)) 6= {1} implies H is not malnormal in G.
Otherwise if Lab(E, (S ·1, v2)) = {1} for each component D of the product
graph Γ(H) × Γ(H), where E is constructed as described above, then H is
a malnormal subgroup of G.
⋄
Example 7.13. Let G = gp〈x, y|x4, y6, x2 = y3〉 = G1 ∗A G2, where G1 =
gp〈x|x4〉, G2 = gp〈y|y
6〉 and A = 〈x2〉 = 〈y3〉.
Let H be a finitely generated subgroup of G given by its subgroup graph
Γ(H) which is presented on Figure 11.
We compute Γ(H) × Γ(H) (see Figure 11). Using the method described
along with the proof of Corollary 7.12, we conclude that Lab(C1, (v0, v1)) =
{1}, Lab(C3, (v0, v3)) = {1}, but Lab(C2, (v0, v2)) 6= {1}. Therefore, by
Theorem 7.11, H is not malnormal in G.
⋄
Complexity. By Theorem 4.1 (5), the complexity of the construction of
Γ(H) for a subgroup H of G given by a finite set of generators is O(m2),
where m is the sum of lengths of the input subgroup generators.
The construction of Γ(H)× Γ(H) takes
O(|V (Γ(H))|2 + |V (Γ(H))| · |E(Γ(H))|).
Let C be a connected component of Γ(H) × Γ(H). To verify whether
Lab(C, v) = 1, v ∈ V (C), takes time proportional to |E(C)|2, by the com-
plexity analysis of the generalized Stallings algorithm (see Lemma 8.7 in
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Figure 11.
[32]). Since ∑
C⊆Γ(H)×Γ(H)
|E(C)| = |E(Γ(H)× Γ(H))| ≤ |E(Γ(H))|2,
the above verification for all connected components of Γ(H) × Γ(H) takes
O(|E(Γ(H))|4).
Since all the information about the free factors of the amalgams, as well
as the relative Cayley graphs of the free factors are not a part of the input,
the verifications concerning the empty components of the product graph
Γ(H)× Γ(H) takes time O(|V (Γ)|2).
Since, by Theorem 4.1 (5), |E(Γ(H))| and |V (Γ(H))| are proportional to
m, algorithm given by the proof of Corollary 7.12 takes O(m4). Thus the
algorithm is polynomial in the size of the input.
Almost Malnormality.
Theorem 7.14. Let H be a finitely generated subgroup of G. Then H is
almost malnormal in G if and only if Lab(C, ϑ) conjugates to a subgroup
of G1 or G2 (ϑ ∈ V (C)), for each nonempty connected component C of
Γ(H)× Γ(H), which doesn’t contain the vertex (v0, v0).
Proof. Suppose that H is almost malnormal in G. Then H ∩gHg−1 is finite
for all g ∈ G \H.
Let C be a nonempty connected component of Γ(H) × Γ(H) such that
(v0, v0) 6∈ V (C). Let ϑ = (v1, v2) ∈ V (C). By the proof of Theorem 7.11,
v1 6= v2 ∈ V (Γ(H)) and g1g
−1
2 6∈ H, where vi = v0 ·gi (i ∈ {1, 2}). Moreover,
Lab(C, ϑ) = Lab(Γ(H), v1) ∩ Lab(Γ(H), v2) = g
−1
1 Hg1 ∩ g
−1
2 Hg2.
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However g1Lab(C, ϑ)g
−1
1 = H ∩ g1g
−1
2 Hg2g
−1
1 is finite, because H is al-
most malnormal in G. Therefore, by the Torsion Theorem (IV.2.7 in [27]),
g1Lab(C, ϑ)g
−1
1 conjugates to a subgroup of G1 or G2.
Assume now that the condition is satisfied. By Lemma 7.10, for all g ∈
G\H the subgroupH∩gHg−1 conjugates to a subgroup of A or it conjugates
to the subgroup Lab(C, ϑ), where C is a nonempty connected component
of the product graph Γ(H) × Γ(H). Therefore if Lab(C, ϑ) conjugates to
a subgroup of G1 or G2, then, since Gi (i ∈ {1, 2}) is finite, H is almost
malnormal.
⋄
The almost malnormality problem asks to decide whether or not a sub-
group H of the group G is almost malnormal in G.
Corollary 7.15 (The Almost Malnormality Problem). Let h1, . . . hk ∈ G.
Then there exists an algorithm which decides whether or not the subgroup
H = 〈h1, . . . hk〉 is almost malnormal in G.
If H is not almost malnormal, the algorithm produces a nontrivial element
g ∈ G \H such that H ∩ gHg−1 is not finite.
Proof. The proof is similar to that of Corollary 7.12. First we construct the
subgroup graph Γ(H) using the generalized Stallings’ algorithm. Since, by
Theorem 4.1, it is finite, the product graph Γ(H)×Γ(H) can be constructed
effectively. Now for each nonempty connected component C of Γ(H)×Γ(H)
which doesn’t contain the vertex (v0, v0), we check whether Lab(C, ϑ) (ϑ ∈
V (C)) conjugates to a subgroup of G1 or G2. By Theorem 7.14, H is almost
malnormal in G if and only if each such component C possesses this property.
We proceed as follows. If C consists of a unique Xi-monochromatic com-
ponent (i ∈ {1, 2}) then {1} ≤ Lab(C, v) ≤ Gi. Otherwise, let ϑ ∈ V B(C)
be a basepoint of C.
By Lemma 7.3, C is a finite precover of G. If (C, ϑ) is not a reduced
precover then we remove from C all the redundant components w.r.t. the
basepoint ϑ. Let (C ′, ϑ′) be the resulting graph, where ϑ′ is the image of ϑ
in C ′. Thus (C ′, ϑ′) is a reduced precover such that Lab(C, ϑ) = Lab(C ′, ϑ′).
Let L = Lab(C ′, ϑ′).
By Lemma 5.7, L ≤ Gi such that L∩A = {1} if and only if C
′ consists of
a unique Xi-monochromatic component, and L ≤ A if and only if (C
′, ϑ′) =
Cayley(G1, L) ∗{La | a∈A} Cayley(G2, L). Thus Lab(C, ϑ) = L conjugates to
a subgroup of G1 or G2 if and only if C
′ satisfies one of the above properties.
Note that if there exists a connected component C such that none of the
above properties is satisfied then, by the proof of Theorem 7.14, a nontrivial
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element g ∈ G \H such that H ∩ gHg−1 is not finite is g =G g1g
−1
2 , where
v1 = v0 · g1, v2 = v0 · g2 and ϑ = (v1, v2).
⋄
Complexity. Similarly to the complexity analysis of the solution of the
malnormality problem, presented along with the proof of Corollary 7.12,
the above solution of the almost malnormality problem takes O(|E(Γ(H))|4),
that is O(m4), where m =
∑k
i=1 |hi|.
8. The Power Problem
The power problem asks for an algorithm that decides whether or not
some nontrivial power of a word g in the generators of a group G belongs
to the subgroup H of G.
By a nontrivial power of g we mean an element gn ∈ G such that n ≥ 1
and gn 6=G 1 (otherwise g
n ∈ H for each torsion element g ∈ G and all
o(g) | n).
This problem is an extension of the membership problem for H in G. The
membership problem for finitely generated subgroups in amalgams of finite
groups was (successfully) solved in [32] using subgroup graphs constructed
by the generalized Stallings’ algorithm. Below we employ same technics
to solve the power problem in this class of groups (Corollaries 8.1 and 8.4).
Theorem 8.3 provides the solution. The complexity analysis of the described
algorithm is given at the end of the section.
We split the power problem into two instances. The first one, (PI), asks
for an answer “Yes” or “No” on the question whether some nonzero power
of a word g in the generators of G belongs to the subgroup H.
The second one, (PII), asks to find the minimal power n > 0 such that
gn ∈ H. Evidently, (PII) implies (PI).
Corollary 8.1 (The Power Problem). Let G = G1 ∗AG2 be an amalgam of
finite groups. Then there exists an algorithm which solves (PI).
That is, given finitely many subgroup generators h1, . . . hk ∈ G and normal
word g ∈ G, the algorithm decides whether or not some nonzero power of g
is in the subgroup H = 〈h1, . . . hk〉.
Proof. LetK = 〈g〉. Construct the subgroup graphs (Γ(H), v0) and (Γ(K), u0)
using the generalized Stallings’ algorithm.
By Corollary 7.6, Lab(C, ϑ) = H ∩K = 〈gn〉, where C is the connected
component of Γ(H) × Γ(K) such that ϑ = (v0, u0) ∈ V (C). Therefore
Lab(C, ϑ) = {1} implies no nonzero power of g is in H.
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Thus we construct the connected component C of the product graph
Γ(H)×Γ(K). The verification whether or not Lab(C, ϑ) = {1} can be done
as is explained in the proof of Corollary 7.12.
⋄
Complexity. By the complexity analysis of the “malnormality” algorithm
given along with the proof of Corollary 7.12, the complexity of the above
algorithm given by Corollary 8.1 is O
(
|E(Γ(H))|2 · |E(Γ(K))|2
)
. That is
O
(
m2 · |g|2
)
, where m is the sum of lengths of h1, . . . hk.
Following [27], we say that a word g ≡ g1g2 · · · gk ∈ G = G1 ∗A G2 given
by the normal decomposition (g1, g2, . . . , gk) is cyclically reduced if k ≤ 1 or
if g1 and gk are in different factors of G. Hence if g is cyclically reduced then
all cyclic permutations of (g1, g2, . . . , gk) define normal words. Obviously,
if g ∈ G is cyclically reduced then g is freely cyclically reduced, that is
g 6≡ xg′x−1 (x ∈ X±).
Lemma 8.2. Let g ∈ G be a normal word given by the normal decomposition
(g1, g2, . . . , gk). Then there exists a normal word x ∈ G and a cyclically
reduced word g′ ∈ G such that g =G xg
′x−1 and the word xg′x−1 is in
normal form.
Proof. If k = 1 then the statement is trivial: x ≡ 1 and g′ ≡ g. If k is
an even number then the syllables g1 and gk are, evidently, in different free
factors. Therefore g is cyclically reduced. Thus the statement is trivial.
Assume now that k is odd. The proof is by induction on the syllable
length of g, that is on k.
If gkg1 ∈ Gi \ A then we put g
′
k =Gi gkg1 (i ∈ {1, 2}). Thus g =G
g1(g2 · · · g
′
k)g
−1
1 . Since g2 ∈ Gj \ A (1 ≤ i 6= j ≤ 2), the word g
′ ≡ g2 · · · g
′
k
is normal and cyclically reduced. Moreover, the words x ≡ g1 and xg
′x ≡
g1g2 · · · gk−1(g
′
kg
−1
1 ) are normal.
If gkg1 ∈ Gi ∩A (i ∈ {1, 2}) we take b ∈ Gj ∩A (1 ≤ i 6= j ≤ 2) such that
b =G gkg1. Since gk−1 ∈ Gj \A, we have gk−1b ∈ Gj \A. Let g
′
k−1 =Gj gk−1b.
Then
g =G g1(g2 · · · gk−2g
′
k−1)g
−1
1 .
We put x ≡ g1, g
′ ≡ g2 · · · gk−2g
′
k−1. Thus x, g
′ and xg′x−1 are normal
words. Moreover, by the inductive assumption, there exists a normal word
x′ ∈ G and a cyclically reduced word g′′ ∈ G such that g′ =G x
′g′′(x′)−1,
where x′ ≡ g2 · · · gl (l ≤ (n − 1)/2) and the word x
′g′′(x′)−1 is in normal
form.
Thus the words xx′ and (xx′)g′′(xx′)−1 are normal. Since g =G (xx
′)g′′(xx′)−1,
we are done.
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⋄
Theorem 8.3. Let H be a finitely generated subgroup of an amalgam of
finite groups G = G1 ∗A G2. Let g ∈ G be a non torsion element such that
gn ∈ H for some n ≥ 1.
Then there exists 1 ≤ z ≤ |V (Γ(H))| such that gz ∈ H.
Proof. Assume that g 6∈ H otherwise the statement is trivial. Let n ≥ 1 be
the smallest positive integer such that gn ∈ H. Since g 6∈ H, we have n > 1.
Suppose that n > |V (Γ(H))| > 1 otherwise the statement is trivial.
Without loss of generality we can assume that g is a normal word given by
the normal decomposition g ≡ g1 · · · gk, where k > 1 since g is non torsion.
By Lemma 8.2, there exits a normal word x ∈ G and a cyclically reduced
word g′ ∈ G, such that g =G xg
′x−1 and the word xg′x−1 is normal.
Note that the syllable length of g′ is greater than 1. Otherwise g′ is an
element of either G1 or of G2. Thus g is a conjugate of an element of either
G1 or of G2. Therefore, by the Torsion Theorem (IV.2.7 in [27]), g is a
torsion element of G, which contradicts our assumption.
Therefore gn =G x(g
′)nx−1 and the word x(g′)nx−1 is normal. Hence, by
Theorem 4.1 (4), there exists a normal path p in Γ(H) with ι(p) = τ(p) = v0
and lab(p) ≡ x(g′)nx−1. Since the graph Γ(H) is well-labelled, there is a
decomposition p = tqt, where
ι(t) = v0, τ(t) = v, lab(t) ≡ x, and ι(q) = τ(q) = v, lab(q) ≡ (g
′)n.
Since the word g′ is freely cyclically reduced, we have |(g′)n| = |g′| · n.
Hence we can set vm = u · (g
′)m, 1 ≤ m ≤ n. Since n > |V (Γ(H))|, there
exist 1 ≤ i < j ≤ n such that vi = vj . Thus vi · (g
′)j−i = vj = vi. Therefore
v = v · (g′)n = v · (g′v)n−(j−i). Hence
v0 ·
(
x(g′)n−(j−i)x−1
)
= v ·
(
(g′)n−(j−i)x−1
)
= v · x−1 = v0.
Thus x(g′)n−(j−i)x−1 ∈ H. Hence gn−(j−i) ∈ H. Since 1 ≤ i < j, we have
1 ≤ n− (j − i) < n. This contradicts with the choice of n.
⋄
Corollary 8.4 (The Power Problem). Let G = G1 ∗AG2 be an amalgam of
finite groups. Then there exists an algorithm which solves (PII).
That is, given finitely many subgroup generators h1, . . . hk ∈ G and normal
word g ∈ G, the algorithm finds the minimal nonzero power n such that
gn ∈ H = 〈h1, . . . hk〉.
Proof. We begin by rewriting the word g as a normal word xg′x−1, where
x ∈ G is a normal word and g′ ∈ G is a cyclically reduced word. This is
possible by Lemma 8.2 and can be done according to the process described
in the proof of this lemma. Thus g =G xg
′x−1.
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If l(g′) = 1 then g′ ∈ Gi (i ∈ {1, 2}). Thus g is a torsion element of G.
Let o(g′) be the order of g′. Since 1 < o(g) = o(g′) ≤ |Gi|, we have to verify
whether gm ∈ H, for all 1 ≤ m ≤ |Gi| − 1, and to stop when the first such
power is found or when gm =G 1, that is no nontrivial power of g is in H.
By Theorem 4.1 (4), such a verification can be done using the subgroup
graph (Γ(H), v0) constructed by the generalized Stallings’ algorithm. That
is gm ∈ H if and only if its normal form labels a normal path in Γ(H) closed
at the basepoint v0. If (g
′)m 6∈ A (1 ≤ m ≤ |Gi| − 1), then x(g
′)mx is a
normal word. Otherwise we just rewrite it as a normal word.
If l(g′) > 1, then, by the proof of Theorem 8.3, gm ∈ H if and only if
there exists a path p in Γ(H) closed at v0 with lab(p) ≡ x(g
′)mx−1 such that
1 ≤ m ≤ |V (Γ(H))|.
Hence we try to read x(g′)mx−1 on Γ(H) starting at v0, for all 1 ≤ m ≤
|V (Γ(H))|. That is we begin with m = 1 and stop when we succeed to read
x(g′)mx−1 at the first time. If no such m is found then no nonzero power of
g is in H.
⋄
Complexity. By Theorem 4.1 (5), the construction of Γ(H) takes O(m2),
where m is the sum of the lengths of h1, . . . hk. To find the desired normal
form of g, which is xg′x−1, takes O(|g|). A verification of whether or not
x(g′)ix−1 can be read on Γ(H) starting at v0 (1 ≤ i ≤ |V (Γ(H)|) takes
O(|g| · |V (Γ(H)|), when g is non torsion. Otherwise it takes O(|g| · |Gi|)
(i ∈ {1, 2}). Since the information about the factors, G1 and G2, is given
and it is not a part of the input, it takes O(|g|).
Since, by Theorem 4.1 (5), |V (Γ(H))| is proportional to m, we conclude
that the complexity of the algorithm given along with the proof of Corollary
8.4 is O(m2 + m · |g|). Thus the algorithm is quadratic in the size of the
input. Moreover, it is faster than the algorithm presented in Corollary 8.1
which solves (PI).
Appendix A.
Below we follow the notation of Grunschlag [16], distinguishing between
the “input” and the “given data”, the information that can be used by the
algorithm “for free”, that is it does not affect the complexity issues.
Algorithm
Given: Finite groups G1, G2, A and the amalgam G = G1 ∗AG2 given
via (1.a), (1.b) and (1.c), respectively.
We assume that the Cayley graphs and all the relative Cayley
graphs of the free factors are given.
Input: A finite set {g1, · · · , gn} ⊆ G.
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Output: A finite graph Γ(H) with a basepoint v0 which is a reduced
precover of G and the following holds
• Lab(Γ(H), v0) =G H;
• H = 〈g1, · · · , gn〉;
• a normal word w is in H if and only if there is a loop (at v0) in
Γ(H) labelled by the word w.
Notation: Γi is the graph obtained after the execution of the i-th step.
Step1: Construct a based set of n loops around a common distin-
guished vertex v0, each labelled by a generator of H;
Step2: Iteratively fold edges and cut hairs 8;
Step3:
For each Xi-monochromatic component C of Γ2 (i = 1, 2) Do
Begin
pick an edge e ∈ E(C);
glue a copy of Cayley(Gi) on e via identifying 1Gi with ι(e)
and identifying the two copies of e in Cayley(Gi) and in Γ2;
If necessary Then iteratively fold edges;
End;
Step4:
For each v ∈ V B(Γ3) Do
If there are paths p1 and p2, with ι(p1) = ι(p2) = v and
τ(p1) 6= τ(p2) such that
lab(pi) ∈ Gi ∩A (i = 1, 2) and lab(p1) =G lab(p2)
Then identify τ(p1) with τ(p2);
If necessary Then iteratively fold edges;
Step5: Reduce Γ4 by an iterative removal of all (redundant) Xi-monochromatic
components C such that
• (C, ϑ) is isomorphic to Cayley(Gi,K,K · 1), where K ≤ A and
ϑ ∈ V B(C);
• |V B(C)| = [A : K];
• one of the following holds
– K = {1} and v0 6∈ VMi(C);
– K is a nontrivial subgroup of A and v0 6∈ V (C).
Let Γ be the resulting graph;
8A hair is an edge one of whose endpoint has degree 1
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If V B(Γ) = ∅ and (Γ, v0) is isomorphic to Cayley(Gi, 1Gi)
Then we set V (Γ5) = {v0} and E(Γ5) = ∅;
Else we set Γ5 = Γ.
Step6:
If
• v0 ∈ VMi(Γ5) (i ∈ {1, 2});
• (C, v0) is isomorphic to Cayley(Gi,K,K · 1), where L = K ∩A
is a nontrivial subgroup of A and C is a Xi-monochromatic
component of Γ5 such that v0 ∈ V (C);
Then glue to Γ5 a Xj-monochromatic component (1 ≤ i 6= j ≤ 2)
D = Cayley(Gj, L, L · 1) via identifying L · 1 with v0 and
identifying the vertices L · a of Cayley(Gj , L, L · 1) with the vertices
v0 · a of C, for all a ∈ A \ L.
Denote Γ(H) = Γ6.
Remark A.1. Note that the first two steps of the above algorithm cor-
respond precisely to the Stallings’ folding algorithm for finitely generated
subgroups of free groups [46, 29, 19]. ⋄
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Figure 12. The construction of Γ(H1).
Example A.2. Let G = gp〈x, y|x4, y6, x2 = y3〉.
Let H1 and H2 be finitely generated subgroups of G such that
H1 = 〈xy〉 and H2 = 〈xy
2, yxyx〉.
The construction of Γ(H1) and Γ(H2) by the algorithm presented above
is illustrated on Figures 12 and 13. ⋄
52 L.MARKUS-EPSTEIN
References
[1] M. Bestvina, M. Feighn, A combinatorial theorem for negatively curved groups, J.
Differential Geom. 35 (1992), no.1, 85-101.
[2] M. Bestvina, M. Feighn, Addendum and correction to: “A combination theorem
for negatively curved groups” [J. Differential Geom. 35 (1992), no. 1, 85-101], J.
Differential Geom. 43 (1996), no. 4, 783-788.
[3] J.-C.Birget, S.Margolis, J.Meakin, P.Weil, PSPACE-complete problems for subgroups
of free groups and inverse automata, Theoret. Comput. Sci. 242 (2000), no. 1-2, 247-
281.
[4] O.V.Bogopolski, Finitely generated groups with the M. Hall property, Algebra and
Logic 31 (1992), no. 3, 141-169.
[5] O.V.Bogopolski, Almost free groups and the M. Hall property, Algebra and Logic 33
(1994), no. 1, 1-13.
[6] M. Bridson, D.Wise, Malnormality is undecidable in hyperbolic groups, Israel J.
Math. 124 (2001), 313-316.
[7] J.J.Cannon, L.A.Dimino, G.Havas, J.M.Watson, Implementation and analysis of the
Todd-Coxeter algorithm, Math.Comp., 27 (1973), 463-490.
[8] R.Cremanns, F.Otto, Constructing cannonical presentations for subgroups of context-
free groups in polynomial time, Proc. ISSAC’94.
[9] M.Dehn, U¨ber unendliche diskontinuerliche Gruppen, Math. Annn. 69 (1911), 116-
144.
[10] R.Gitik, On quasiconvex subgroups of negatively curved groups, J. Pure Appl. Algebra
119 (1997), no.2, 155-169.
1 2
34
56
7
1 2
3
4,7
5
6
1 2
3,6
5
4,7
I
II
III
IV
V
1,a
2,3,4,
6,7,b,
c,d
5
1
2
4,7
3,6
5
a
b
c
d
0 1
PSfrag replacements
vv
Figure 13. The construction of Γ(H2).
ALGORITHMIC PROBLEMS 53
[11] R.Gitik, Graphs and separability properties of groups, J. of Algebra 188 (1997), no.1,
125-143.
[12] R.Gitik, Doubles of groups and hyperbolic LERF 3-manifolds, Ann. of Math.(2) 150
(1999), no.3, 775-806.
[13] R.Gitik, On the combination theorem for negatively curved groups. Corrected reprint
of “On the combination theorem for negatively curved groups” [Internat. J. Algebra
Comput. 6 (1996), no. 6, 751-760]. Internat. J. Algebra Comput. 7 (1997), no. 2,
267-276.
[14] R.Gitik, S.W.Margolis, B.Steinberg, On the Kurosh theorem and separability prop-
erties, J. Pure Appl. Algebra 179 (2003), no. 1-2, 87-97.
[15] M.Gromov, Hyperbolic groups. Essays in group theory, 75-263, Math. Sci. Res. Inst.
Publ., 8, Springer, New York, 1987.
[16] Z. Grunschlag, Algorithms in geometric group theory, PhD thesis, University of Cal-
ifornia at Berkeley, 1999.
[17] D.F.Holt, Decision problems in finitely presented groups. Computational methods for
representations of groups and algebras (Essen, 1997), 259-265, Progr. Math., 173,
Birkhauser, Basel, 1999.
[18] D.F.Holt, D.Hurt, Computing automatic coset systems and subgroup presentations,
J. Symbolic Computation 27 (1999), no.1, 1-19.
[19] I.Kapovich, A.Myasnikov, Stallings foldings and subgroups of free groups, J. Algebra,
248 (2002), no.2, 608–668
[20] I.Kapovich, A.Myasnikov, P.E. Schupp, V.Shpilrain, Generic-case complexity, deci-
sion problems in group theory, and random walks, J. Algebra 264 (2003), no. 2,
665-694.
[21] I.Kapovich, A.Myasnikov, P.E. Schupp, V.Shpilrain, Average-case complexity and
decision problems in group theory, Adv. Math 190 (2005), no.2, 343-359.
[22] I.Kapovich, R.Weidman, A.Miasnikov, Foldings, graphs of groups and the member-
ship problem. Internat. J. Algebra Comput. 15 (2005), no. 1, 95-128.
[23] O.Kharlamovich, A.Myasnikov, Hyperbolic groups and free constructions, Trans.
Amer. Math. Soc. 350 (1998), no.2, 571-613.
[24] O.Kharlamovich, A.Myasnikov, V.Remeslennikov, D.Serbin, Subgroups of fully resid-
ually free groups: algorithmic problems, Contemporary Math.
[25] N.Kuhn, K.Madlener, F.Otto, Computing presentations for subgroups of polycyclic
groups and of context-free groups. Appl. Algebra in Engrg, Comm. and Comput., 5
(1994), no.5, 287-316.
[26] M.Lohrey, G. Senizergues, Rational subsets in HNN-extentions and amalgamated
products, in preparation.
[27] R.C.Lyndon and P.E.Schupp, Combinatorial group theory. Springer-Verlag, Berlin-
New York, 1977.
[28] W.Magnus, A.Karas, D.Solitar, Combinatorial group theory. Presentations of groups
in terms of generators and relations. Second revised edition. Dover Publications, Inc.,
New York, 1976.
[29] S.W.Margolis and J.C.Meakin, Free inverse monoids and graph immersions, Internat.
J. Algebra Comput. 3 (1993), 79-99.
[30] S.W.Margolis, M.Sapir, P.Weil, Closed subgroups in pro-V topologies and the exten-
sion problem for inverse automata, Int. J. Algebra Comput. 11 (2001), no.4, 405-445.
[31] L.Markus-Epstein, Algorithmic Problems in Subgroups of Some Finitely Presented
Groups, Phd thesis, Bar Ilan University, 2005.
54 L.MARKUS-EPSTEIN
[32] L.Markus-Epstein, Stallings Foldings and Subgroups of Amalgams of Finite Groups,
arXiv.org: math.GR/0705.0754, to appear in Internat. J. Algebra Comput (2007).
[33] L.Markus-Epstein, Algorithmic Problems in Amalgams of Finite Groups, arXiv.org:
math.GR/0705.0759.
[34] L.Markus-Epstein, Reading Off Kurosh Decomposition, arXiv.org:
math.GR/0706.0101 (2007).
[35] J.McCammond, D.Wise, Coherence, local quasiconvexity and the perimeter of 2-
complexes, to appear in Geom. funct. anal..
[36] A.Miasnikov, E.Ventura, P.Weil, Algebraic extensions in free groups, arXiv.org:
math.GR/0610880 (2006).
[37] C.F. Miller III, On group-theoretic decision problems and their classification. An-
nals of Mathematics Studies, No. 68. Princeton University Press, Princeton, N.J.;
University of Tokyo Press, Tokyo, 1971.
[38] C. F. Miller III, Decision problems for groups—survey and reflections. Algorithms
and classification in combinatorial group theory (Berkeley, CA, 1989), 1-59, Math.
Sci. Res. Inst. Publ., 23, Springer, New York, 1992.
[39] A.Minasyan, Separable subsets of GFERF negatively curved groups, J. of Algebra
304 (2006), no. 2, 1090-1100.
[40] O.Payne, S.Rees, Computing Subgroup Presentation, Using Arguments of McCam-
mond and Wise, J. of Algebra, 300 (2006) (Leedham-Green birthday volume), 109-
133.
[41] A.Roig, E.Ventura, P.Weil, On the complexity of the Whitehead minimization prob-
lem, arXiv.org: math.GR/0608779 (2006).
[42] P.E.Schupp, Coxeter groups, 2-completion, perimeter reduction and subgroup sepa-
rability, Geom. Dedicata 96 (2003), 179-198.
[43] J.-P.Serre, Trees. Translated from the French by John Stillwell. Springer-Verlag,
Berlin-New York, 1980.
[44] H.Short, Quasiconvexity and a Theorem of Howson, Group theory from a geometric
point of view, Proc. ICTP. Trieste, World Scientific, Singapore, 1991.
[45] C.C.Sim, Computation with finitely presented groups. Encyclopedia of Mathematics
and its Applications, 48. Cambridge University Press, Cambridge, 1994.
[46] J.Stallings, Topology of graphs, Invent. Math. 71 (1983), no.3, 551-565.
[47] J Stillwell, Classical topology and combinatorial group theory. Springer-Verlag,
Berlin-New York, 1980.
[48] N.Tuikan, A fast algorithm for Stallings’ folding process, Internat. J. Algebra Comput.
16 (2006), no. 6, 1031-1045.
[49] E.Ventura, On fixed subgroups of maximal rank, Comm. Algebra, 25 (1997), 3361-
3375.
[50] D.Wise, The residual finiteness of negatively curved polygons of finite groups, Inven-
tiones Mathematicae, 149, no.3, 453-685.
Department of Mathematics, Technion, Haifa 32000, Israel
E-mail address: epstin@math.biu.ac.il
