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This paper presents a hybrid procedure for mechanical characterization of hyper-elastic
materials based on moiré, ﬁnite element analysis and global optimization. The character-
ization process is absolutely general because does not require any assumption on specimen
geometry, loading or/and boundary conditions.
The novel experimental approach followed in this research relies on a proper combina-
tion of intrinsic moiré and projection moiré which allows 3D displacement components to
be measured simultaneously and independently using always the same experimental setup
and just one single camera. In order to properly compare experimental data and ﬁnite
element predictions, 3D displacement information encoded in moiré patterns which are
relative to the deformed conﬁguration taken by the specimen are expressed in the refer-
ence system of the unloaded state.
A global optimization algorithm based on multi-level and multi-point simulated anneal-
ing which keeps memory of all best records generated in the optimization is used in order
to ﬁnd the unknown material properties through the minimization of the X functional
built by summing over the differences between displacements measured experimentally
and those predicted numerically.
Feasibility, efﬁciency and robustness of the proposed methodology are demonstrated for
both isotropic and anisotropic specimens subject to increasing pressure loads: a natural
rubber membrane and a glutaraldehyde treated bovine pericardium patch, respectively.
Remarkably, the results of the characterization process are in very good agreement with
target data independently determined. For the isotropic specimen, the maximum error
on hyper-elastic constants is less than 1% and the residual error on displacements is less
than 3.5%. For the anisotropic specimen, the maximum error on material properties is
about 3.5% while the residual error on displacements is less than 3%. The identiﬁcation pro-
cess fails or becomes less reliable if ‘‘local” displacement values are considered.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
Mechanical characterization of hyper-elastic materials is nowadays a very challenging engineering problem since this
class of materials is often utilized to model soft biological tissues (Fung, 1993; Ogden, 1997; Humphrey, 2003; Holzapfel,
2004). Many constitutive models are available for isotropic hyper-elastic materials and allow the characterization process
to be carried out in a rather standardized manner. Hyper-elastic constants can be obtained by ﬁtting a stress–strain curve
determined experimentally. Planar biaxial testing (Sacks, 2000), where a square specimen is subject to biaxial tension,. All rights reserved.
ax: +39 080 5962777.
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the two experimental protocols most widely utilized in the characterization of hyper-elastic materials.
However, the above-mentioned approach can yield inaccurate results when the material possesses a high degree of
in-homogeneity and anisotropy or undergoes a general state of stress as it happens in the case of natural and synthetic
biological tissues. Continuum mechanics theory states that, regardless of load non-uniformity, material in-homogeneity/
anisotropy and type of boundary conditions, the structural response is univocally deﬁned by the values of u, v and w-dis-
placements. Therefore, in order to capture local variations in structural response, full-ﬁeld displacement maps must be avail-
able. In fact, strains are more or less complicated combinations of displacement gradients. Furthermore, stress values are
accurate only if the constitutive model is reliable. In view of the preceding discussion, a procedure directly based on displace-
ments seems to be the most straightforward and robust approach to the identiﬁcation of a whatever complex material
behaviour.
Full-ﬁeld displacement maps can be obtained with a great deal of accuracy by utilizing non-contact optical methods
(NCOM) such as moiré, speckle and holography (Cloud, 1998; Sciammarella, 2003). For this reason, displacements are mea-
sured in this research with moiré techniques and then compared with numerical predictions provided by ﬁnite element
models in order to identify constitutive behaviour of hyper-elastic membranes. The reverse engineering problem is formu-
lated in fashion of an optimization problem where the unknown material properties are included as design variables. The
cost function to be minimized is the error functional X built by summing over the differences between displacements mea-
sured experimentally and those predicted numerically. The material characterization process is hence a hybrid technique
since it entails experimental measurements, ﬁnite element analysis and numerical optimization. The use of hybrid experi-
mental–numerical techniques in identiﬁcation problems is well documented in literature by several studies carried out on
isotropic, composite and rubber materials under static and dynamic conditions (Sol et al., 1997; Cunha et al., 1999; Hwang
and Chang, 2000; Rikards et al., 2001; Kang et al., 2004; Genovese et al., 2005, 2006; Martins et al., 2006; Pagnotta, 2006;
Cugnoni et al., 2007).
Because of the continuous improvements in computing hardware, gradient based optimization utilizing local approxima-
tions has progressively been replaced by wide-range approximations utilizing response surfaces and by global optimization
techniques such as simulated annealing – SA – (Kirkpatrick et al., 1983; Van Laarhoven and Aarts, 1987; Rao, 1996) and
genetic algorithms – GA – (Goldberg, 1989; Rao, 1996), which perturb randomly the design variables. SA and GA certainly
are the two most popular global optimization techniques because of their robustness and efﬁciency. Their use in material
identiﬁcation processes is justiﬁed by the high degree of non-linearity usually entailed by these problems which may make
it impossible to build accurate approximations. Simulated annealing mimics the cooling process of melted materials while
genetic algorithms mimic the process of natural selection. The random generation of trial points allows larger fractions of
design space to be explored than in gradient-based optimization where sensitivity analysis and search of candidate designs
are performed only in the neighbourhood of the design point about which the problem is approximated. Although GA seem
superior over SA in view of the fact that operate on a population of designs while SA is a point-based algorithm which iden-
tiﬁes only one design in each optimization iteration and than develops it, the ‘‘hill-climbing” capability which allows local
minima to be by-passed is possessed only by simulated annealing.
Genovese et al. (2005, 2006) successfully utilized SA for characterizing composite laminates and latex membranes. How-
ever, their optimization routine deﬁned only one candidate design in each iteration. Multi-point SA algorithms generating
instead a population of candidate designs in each new iteration were developed more recently for structural optimization
(Lamberti and Pappalettere, 2007; Lamberti, 2008) in order to speed up the optimization process and expand the search
space. The above-mentioned multi-level and multi-point schemes have been modiﬁed in this study in order to reduce the
number of structural analyses. In particular, the population size has been increased and the optimization algorithm now
keeps memory of the best records determined in the previous annealing cycles. This is done because the computational cost
of the optimization part of the mechanical characterization process may become too high especially in anisotropic hyper-
elasticity identiﬁcation problems where there are many unknown material parameters.
There is a basic issue that must be addressed when mechanical characterization of materials is attempted by using
hybrid techniques. How many experimental data should be collected in order to ensure the uniqueness of the solution of
the identiﬁcation problem? This question becomes more and more important as the constitutive model deviates from
linear elasticity and isotropy. Avril and Pierron (2007) pointed out that although it is possible to match experimental
and numerical data over a limited set of control points, accuracy and robustness of the identiﬁcation process increase
with the number of data compared in the X functional. In general, processing only one displacement component or a
limited amount of information rather than all of the 3D displacement maps will work well if there are few unknown
material parameters but could lead to erroneous results when there are many material parameters such as it occurs
in the case of anisotropic hyper-elasticity.
In view of the preceding discussion, in this research, each displacement component is measured independently and then
compared with the corresponding values predicted by ﬁnite element analyses. For that purpose, an innovative experimental
moiré setup is introduced. The new setup allows the 3D displacement information to be recovered with one single camera.
Since moiré fringes result from the modulation of a grating attached to the specimen surface or projected onto it
(Sciammarella, 1972, 2003; Patorski, 1993; Cloud, 1998), in this work, besides a square-dot grid printed on the specimen
surface, another grating is simultaneously projected onto the specimen itself. As the specimen deforms under the applied
loads, the two grids are independently modulated and the moiré setup becomes sensitive to all displacement components.
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camera, it is possible to recover the full-ﬁeld map of each displacement component.
The simultaneous measurement of all 3D displacement components by means of the new moiré setup introduced in this
research is an important generalization with respect to other hybrid procedures for mechanical characterization of materials,
where the optical setups could measure only the target displacement component speciﬁcally considered in the identiﬁcation
problem. For example, Genovese et al. (2005, 2006) measured the in-plane displacement u for a composite specimen under
three-point-bending and the out-of-plane displacement w for an inﬂated latex membrane. However, while the relative ‘‘sim-
plicity” of those constitutive models (i.e., in-plane orthotropy and two-parameter Mooney–Rivlin hyper-elasticity) could jus-
tify the use of only one displacement component as target quantity, the anisotropic hyper-elastic constitutive models usually
hypothesized for biological tissues will certainly require a much larger quantity of information to be processed in the opti-
mization. The larger amount of information provided by the new moiré setup, together with a more efﬁcient SA-based opti-
mization routine, may allow the identiﬁcation process to be completed successfully and with less computational effort.
The new framework described in this paper including 3D moiré measurements and improved fast multi-point simulated
annealing is ﬁrst calibrated for the ‘‘simple” case of isotropic hyper-elasticity and then tested in the much more complicated
case of anisotropic hyper-elasticity. Two membranes are considered: respectively, a natural rubber specimen and a glutar-
aldehyde treated bovine pericardium patch (GTBP). The isotropic constitutive law hypothesized for the natural rubber is the
two-parameter Mooney–Rivlin model (Mooney, 1940; Rivlin, 1948a,b). The GTBP specimen is instead modelled as a trans-
versely isotropic material since micro-structural studies demonstrated that collagen ﬁbres are normally distributed about a
mean preferred ﬁbre direction (Sacks and Chuong, 1998; Hiester and Sacks, 1998). Since structural uniformity is a funda-
mental requisite in bioengineering applications, the present assumption of transversely isotropic hyper-elasticity made
for the GTBP patch sounds logical (see also the discussion on the relationship between ﬁbre-splay and degree of anisotropy
made in Freed et al. (2005)). The optimization is hence carried out with 17 variables: 16 unknownmaterial constants and the
orientation of collagen ﬁbres.
The membranes are inﬂated by air at increasing pressure. Since displacement information encoded in moiré patterns are
referred to the deformed conﬁguration (Sciammarella, 1972, 2003) while the results of non-linear ﬁnite element analysis are
referred to the global reference system, it is important to transform experimental data into their corresponding ‘‘global”
quantities. Finally, the unknown material properties are determined by solving the reverse engineering optimization prob-
lem with improved fast multi-point simulated annealing.
Results of the characterization process demonstrate the very good efﬁciency of the proposed framework. For the isotropic
rubber specimen, the values of MR constants are in very good agreement (less than 1% difference) with target values; fur-
thermore, the residual percent error on target displacements is less than 3.5%. For the anisotropic specimen, the maximum
error on hyper-elastic constants is about 3.5% and the residual error on displacements is less than 3.1%. As expected, the
identiﬁcation process is insensitive to the initial guess on material parameters. Conversely, the characterization process fails
or becomes less accurate if target displacement values are referred to the deformed conﬁguration.2. Description of the identiﬁcation procedure
The main steps of the hybrid characterization procedure described in this paper are summarized by the ﬂow-chart in
Fig. 1. A detailed description of each step is given in the following sections.
2.1. Principles of moiré techniques
Moiré techniques measure displacements by locating the interference fringes produced by two gratings: one on the spec-
imen and one used as a reference (Cloud, 1998; Sciammarella, 2003). The grating can be directly applied to the specimen
surface (Intrinsic Moiré, IM) or projected onto it (Projection Moiré, PM). While the reference grating remains unloaded
and therefore keeps its original dimensions, the specimen grating deforms as the specimen is loaded. The resulting interfer-
ence pattern is comprised of alternating bands, called moiré fringes. Interference fringes can be produced virtually by sub-
tracting the two images recorded for the unloaded and loaded conﬁgurations. Fringes are iso-displacement loci. The
sensitivity of a moiré setup represents the relative displacement between points lying on two adjacent fringes. Sharp
changes in fringe topology or pattern frequency provide information on ﬁeld in-homogeneities.
However, two facts must be carefully considered when moiré techniques are utilized (Sciammarella, 1972, 2003). In the
ﬁrst place, moiré fringes provide displacement values with respect to the deformed conﬁguration (i.e., in the Eulerian refer-
ence system). Second, fringe patterns recorded by the camera are actually the projections of the moiré pattern in the image
plane of the recording device. This statement can be easily understood if one considers that the specimen grating deforms
because it is attached to the specimen surface. Therefore, transformations of coordinates must be performed in order to
recover correctly displacement information.
The simple schematic of Fig. 2 explains why it is necessary to account for the difference between the ‘‘local” reference
system relative to the deformed conﬁguration and the ‘‘global” reference system relative to the unloaded conﬁguration.
For the sake of simplicity, the diametrical section of an inﬂated circular membrane clamped at its edges is taken into
consideration since it reproduces the experimental test cases reported later in this paper. For instance, if the membrane
Fig. 2. Interpretation of displacement information encoded in moiré fringes.
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Fig. 1. Flow-chart of the hybrid characterization procedure used for hyper-elastic membranes.
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the membrane before deformation will remain on the same plane also during inﬂation. Therefore, only two displacement
components (u and w) can be considered for the analysis. The generalization to the 3D case of anisotropic hyper-elasticity
is indeed straightforward as all of the displacement components u, v and w will have to be considered.
The applied loads cause the point P to displace into the deformed position P0. Let us assume that a moiré fringe passes
right through P0. Fringe order will be counted with respect to such deformed conﬁguration. In the neighborhood of P’ we
can approximate the deformed surface to its tangent plane P. This operation allows us to express, with respect to P, the
in-plane displacements measured by the modulated grating attached to the specimen surface. Let uloc be the displacement
component encoded by moiré fringes. As is clear, the difference between the ‘‘moiré” displacement uloc and the real displace-
ment u will become more signiﬁcant as the deformation increases.
A similar argument can be made for the out-of-plane displacement values provided by the projection moiré fringe pat-
tern. Each contour fringe represents a region of the specimen surface at a given distance from the reference plane corre-
sponding to the undeformed conﬁguration. The Lagrangian notation would hence imply that w is the out-of-plane
Fig. 3. Moiré setup used in the characterization process for measuring experimentally the whole 3D displacement ﬁeld of the inﬂated membranes.
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reference plane actually is the out-of-plane displacement of point P, not of P00. Therefore, the w-quantity evaluated at P0 must
be combined with the u-displacement experienced by P in order to determine correctly the total displacement utot of point P.
Another aspect to be considered is that moiré patterns are imaged in the image plane of the camera sensor. Each point of
the image plane will hence correspond to a point of the object surface that has experienced some displacement. Generally
speaking, each displacement component can be considered as a 3D surface depending from the spatial coordinates x, y and z.
Let u(x,y,z), v(x,y,z) and w(x,y,z) be the displacement functions. Fringe patterns imaged by the sensor represent the projec-
tions of the spatial functions u, v and w onto the image plane (see, for instance, the segment uimag represented in Fig. 2).
Therefore, 2D fringe patterns must be transformed into spatial distributions by using the 3D shape information of the de-
formed object.
2.2. Experimental measurements of 3D displacement ﬁeld
The IMPM (intrinsic moiré & projection moiré) experimental setup used for measuring simultaneously all 3D displace-
ment components is shown in Fig. 3. Since moiré techniques do not pose any limitation on the magnitude of displacements
to be measured, they ﬁt very well in the characterization procedure of hyper-elastic materials. In the case of isotropic hyper-
elasticity, the specimen is a natural rubber circular membrane (diameter = 40 mm, thickness = 1 mm), clamped by an O-ring
seal attached to a pressurizing system nozzle, and progressively inﬂated. A controlled air pressure system provides 12 dif-
ferent load levels progressively increasing from 1.03 to 15.25 kPa. The anisotropic specimen is a circular patch of GTBP
(diameter = 40 mm, thickness = 0.5 mm). The above mentioned loading conditions are slightly modiﬁed: the GTBP patch is
submitted to 11 different load levels progressively increasing from 0.74 to 12.22 kPa.
A square-dot grating (pitch pIM = 1 mm) has been printed by serigraphy on the surface of the rubber membrane in order to
measure the in-plane displacements u and vwith IM. At the same time, another grating (pitch pPM = 2 mm) is projected onto
the membrane in order to measure the out-of-plane displacement w with PM. The illuminating (white light) wave-front ar-
rives collimated to the specimen surface since the exit pupil of the condenser lens system of the projector is located exactly
in the focal plane of the collimating lens. The illumination angle ho (42.96) can be measured by comparing the pitch pPM,j ofFig. 4. Undeformed conﬁguration and deformed conﬁgurations recorded for increasing pressures acting on the natural rubber membrane.
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of the grating pPM. The value of the illumination angle is determined from the relationship pPM,j = pPM/cosho.
In the case of the pericardium patch, another square-dot grating of pitch pIM = 1 mm (i.e., the same grating used for the
rubber membrane) has been applied to the membrane by simply laying down onto the sample surface an ink-jet printed
sheet. The sticking surface of the wet membrane, in fact, rapidly absorbed the ink thus allowing a well deﬁned dot pattern
to be transferred from the paper to the sample. The illumination angle ho utilized in this experiment has been increased to
57.76 in order to obtain the best quality of fringes. Because of the large deﬂections experienced by the two membranes, a
coarse grating could sample w-displacement values.
The two grids printed or projected onto the membrane are independently modulated as the specimen deforms under the
action of the applied pressure. A 1280  1024 B/W CMOS camera recorded the images of the modulated gratings for each
pressure level. Reference images of the unloaded specimens are also recorded by the camera. Fig. 4 shows the grating mod-
ulations observed for a set of different pressure levels acting on the rubber membrane (respectively, 0 – corresponding to the
undeformed conﬁguration; 3.8, 7.6, 11.4 and 15.25 kPa – the maximum pressure). For increasing pressures, the spatial fre-
quency of the printed dots becomes larger while the lines projected onto the surface become more curved. The same behav-
iour has obviously been observed for the pericardium patch (see Fig. 5, showing the patterns for the unloaded membrane and
the maximum pressure of 12.22 kPa).
The values of in-plane displacements can be determined from the classical IM equationFig. 5.u; v ¼ nu;v  pIM; ð1Þ
where nu and nv are, respectively, the fringe orders of moiré patterns relative to X or Y-directions. From Eq. (1), it appears that
the sensitivity value for the IM setup is equal to the pitch of the dot-grating printed onto the membrane.
The PM optical system is designed in such a way that projection (collimated light) and viewing are from inﬁnity (telecen-
tric lens system). This simpliﬁes the mathematical model from which the out-of-plane displacements and hence the curva-
ture of the inﬂated surface are computed. The height h of the surface with respect to the reference plane can be expressed ash ¼ nw  pPM= sin ho; ð2Þ
where nw is the fringe order of the projection moiré pattern. The sensitivity of the PM setup hence is p/sinho: that is, 2.935
and 2.365 mm, respectively, for the rubber membrane and the bovine pericardium patch.
Eqs. (1) and (2) are the basic relationships used in moiré analysis. In order to transform fringe patterns into full-ﬁeld con-
tinuous displacement maps, hence computing more precisely the global displacement map, the phase difference D/ be-
tween the unloaded conﬁguration and the modulated grating (Sciammarella, 2003) must be evaluated. It can be written asu; v ¼ ðD/u;v=2pÞ  pIM
h ¼ ðD/h=2pÞ  ðpPM= sin hoÞ;
ð3Þwhere the subscripts u, v and h are relative to the different displacement components. As previously remarked, all displace-
ment components must be ﬁnally expressed in the global reference system.
All moiré patterns recorded in this study have been processed with the Holo Moiré Strain AnalyzerTM (HMSA) Version
2.0 fringe analysis software package developed by Sciammarella and his collaborators and supplied by General Stress
Optics Inc., Chicago (IL), USA. The HMSA package includes a very detailed library of state-of-the-art fringe processing
tools based on Fourier analysis (fast Fourier transform, ﬁltering, carrier modulation, fringe extension, edge detection
and masking operations, removal of discontinuities, etc.). The software has been continuously developed over the years
and can deal practically with any kind of interferometric patterns. The reader can refer to the classical paper by
Sciammarella (2003) and to the GSO company website (General Stress Optics, 2008) for an overview of the many suc-
cessful applications of the HMSA software in the ﬁelds of experimental solid-mechanics, measurement science and tech-
nology: large-scale components (displacement measurements, shape contouring, determination of buckling loads of
aircraft panels, etc.), damage detection and monitoring of natural frequencies (fracture of turbine blades for jet engines,
auxiliary power generators of space vehicles, particle-reinforced composites, etc.), micro-components (electronic chips,
solid propellant particles, etc.), nano-scale measurements (optical super-resolution problems, detection of nano-crystals,
etc.), high precision contouring, etc.Undeformed conﬁguration and deformed conﬁguration recorded for the maximum pressure (12.22 kPa) acting on the bovine pericardium patch.
Fig. 6. Wrapped phase map and displacement ﬁeld of the inﬂated natural rubber membrane: (a) in-plane and (b) out-of-plane.
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erence and modulated gratings recorded by the camera are transformed into 1024  1024 square images. Then, each fringe
pattern is ﬁltered in the frequency space. Harmonics corresponding to each displacement component can be easily separated
because of the large difference in frequency between the IM and PM gratings selected for the present experiments. Phase
distributions of the reference grating and of the modulated grating are obtained using the in-quadrature ﬁlter. Then, phases
are subtracted each other in order to obtain the phase D/ of the equivalent moiré fringes. The resultant phase distribution is
modulated by a 128 frequency carrier and ﬁltered again. Finally, full-ﬁeld displacement maps are obtained through unwrap-
ping. More details on the fringe processing operations can be found in the classical paper published by Sciammarella (2003).
Fig. 6 shows the phase distribution and the corresponding displacement ﬁeld obtained for the maximum pressure
(15.25 kPa) applied to the natural rubber membrane. The in-plane displacement ﬁeld (Fig. 6a) has been obtained by process-
ing the harmonics corresponding to the square-dot grid pattern while the out-of-plane displacement ﬁeld (Fig. 6b) has been
obtained by processing the projected fringe pattern. Because of load symmetry, distributions of u and v displacements obvi-
ously coincided in shape. The largest in-plane displacement was 1.1 mm while the largest out-of-plane displacement was
8.85 mm.
Fig. 7 summarizes the results obtained for the maximum pressure load applied to the pericardium patch. The FT pattern
shown in Fig. 7a again reveals the presence of three well distinct families of fringes. The ﬁrst family – the one of highest
intensity overall – portrays the modulation of the projected grating (i.e., the large circles centred on the horizontal axis of
the frequency space). The other two families describe the modulation of the square-dot grating printed on the specimen sur-
face (i.e., the small circles displaced with respect to the FT coordinate axes). Since these fringes are inclined with respect to
both horizontal and vertical directions (see Fig. 7b), the GTBP patch is not isotropic. Conversely, the in-plane displacement
phase patterns obtained for the natural rubber membrane are perfectly symmetric about coordinate axes X and Y (see Fig. 6)
because they derive from two families of horizontal and vertical fringes. By composing the two families of oblique fringes in
Fig. 7b, one can obtain a family of ellipses whose major axis is inclined by the angle hf corresponding to the direction of col-
lagen ﬁbres (see Fig. 7b). Further evidence of this can be gathered from the phase pattern reconstructed by extracting the
harmonics corresponding to the modulation of the projected grating (see Fig. 7c). There is a clear difference between this
w-displacement phase map and its counterpart obtained for the natural rubber membrane (see Fig. 6b). In the GTBP case,
phase contour lines are again ellipses with the same orientation shown by total in-plane displacement contour lines. Con-
versely, the w-displacement phase map obtained for the natural rubber specimen is circularly shaped as it was expected for
an inﬂated isotropic membrane. The largest in-plane displacement measured for the GTBP patch was about 0.5 mmwhile the
largest out-of-plane displacement was about 5.3 mm.
Experimental data have ﬁnally been expressed in the global reference system by following the principles illustrated in
Fig. 2 and outlined in the preceding section. This operation is required in order to correctly compare the experimental results
with numerical predictions within the hybrid characterization process described in this paper.
2.3. Finite element modelling and analysis of the inﬂated membranes
Finite element modelling and analysis of the hyper-elastic membranes have been carried out with the ANSYS Version
10.0 general purpose FEM software developed by ANSYS Inc., Canonsburg, PA, USA. The FE model of the rubber membrane
is shown in Fig. 8: the mesh is comprised of 1200 SHELL181 hyper-elastic elements and includes 1241 nodes. The FE model
of the pericardium patch is instead comprised of 1200 quadratic SOLID186 hyper-elastic elements and includes 8603 nodes.
Quadratic solid elements allowed the transverse stiffness of the membrane to be increased thus avoiding numerical
Fig. 7. Bovine pericardium patch: (a) FT of fringe pattern; (b) phase map of in-plane displacements and corresponding color map of the resultant in-plane
displacement; and (c) unﬁltered phase map of out-of-plane displacements and corresponding contour lines.
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thickness of the pericardium patch is half of the thickness of the natural rubber specimen (i.e., 0.5 vs. 1 mm). Since both
specimens have the same radius (i.e., 20 mm) and the same grating was printed onto them, the corresponding FE models
have the same element size in the plane of the membrane.
The natural rubber membrane has been modelled as an isotropic-incompressible hyperelastic material following the two-
parameter Mooney–Rivlin (MR) constitutive equation. The corresponding strain energy density function isW ¼ a10ðI1  3Þ þ a01ðI2  3Þ; ð4Þ
where a10 and a01 are the Mooney–Rivlin constants given in input to ANSYS as material properties. Strain invariants are
deﬁned, respectively, as I1 ¼ tr½C and I2 ¼ ftr2½C  tr2½C2g, where [C] is the Cauchy–Green strain tensor.
The anisotropic GTBP membrane has been modelled as a transversely isotropic hyper-elastic material. The strain energy
density function W depends on nine strain invariants, Ii ði ¼ 1; . . . ;9Þ. The ﬁrst three invariants deﬁned, respectively, as
I1 ¼ tr½C, I2 ¼ ftr2½C  tr2½C2g and I3 ¼ det½C, correspond to isotropic hyper-elasticity (i.e., Mooney–Rivlin, Yeoh, Arruda-
Boyce, Gent, Blatz-Ko, Ogden Potential models, etc.). The other six strain invariants, deﬁned, respectively, as I4 ¼ A  ½CA,
I5 ¼ A  ½C2A, I6 ¼ B  ½CB, I7 ¼ B  ½C2B, I8 ¼ ðA  BÞA  ½CB and I9 ¼ ðA  BÞ2, account for material anisotropy. For ﬁbrous hy-
per-elastic materials like GTBP, ‘‘isotropic” behaviour is associated with matrix properties while ‘‘anisotropic” behaviour
is associated with ﬁbre properties and ﬁbre/matrix interactions. In order to account for these effects, material microstructure
is deﬁned in ANSYS 10.0 by assigning two directions A and B whose orientations are speciﬁed with respect to the unde-
formed conﬁguration.
Fig. 8. Finite element model of the inﬂated membranes. Natural rubber and GTBP specimens have the same radius but different thickness. Control paths hc
and vc also are sketched.
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Wd. The deviatoric term can be further decomposed in a term Wd,iso related to isotropic behaviour and in another term
Wd,aniso related to anisotropic behaviour. It follows:W ¼ Wv þWd;iso þWd;aniso: ð5Þ
The volumetric term Wv is directly dependent on the third strain invariant I3 in fashion of Wv ¼ ðI3  1Þ2=d where the d
parameter is equal to 0 for fully incompressible behaviour.
The ‘‘isotropic” deviatoric termWd,iso depends on the ﬁrst two strain invariants I1 and I2: it is hence similar to the general
polynomial form used in isotropic hyper-elasticity:Wd;iso ¼
X3
i¼1
aiðI1  3Þi þ
X3
j¼1
bjðI2  3Þj; ð6Þwhere the six constants ai and bj are speciﬁed in input to ANSYS as material properties.
The ‘‘anisotropic” deviatoric termWd,iso is again similar to the general polynomial form used in isotropic hyper-elasticity,
but depends on strain invariants I4, I5, I6, I7, I8 and I9, which are function of the microstructure property vector A. That isWd;aniso ¼
X6
k¼2
ckðI4  3Þk þ
X6
l¼2
dlðI5  3Þl þ
X6
m¼2
emðI6  3Þm þ
X6
n¼2
fnðI7  3Þn þ
X6
o¼2
goðI8  I9Þo; ð7Þwhere the 25 constants ck, dl, em, fn and go also are given in input as material properties.
Eq. (7) becomes simpler for a transversely isotropicmaterial because I6, I7, I8, I9 ¼ 0 as themicrostructure directionB is null.
Therefore, constants em, fn and go are no longer required in structural analysis. In summary, 16hyper-elastic constants aswell as
the orientation of the reinforcing ﬁbres must be determined in the identiﬁcation process of the pericardium patch.
Convergenceanalysis has beencarriedout in order tohavemesh independent solutions. Elementdistribution is such tokeep
thecorrespondencebetweennodesof theFEmodel and thegrating-dotsprintedon the inﬂatedmembrane. Fig. 8 showsalso the
pressure load acting on the two membranes and the zero-displacement constraints applied along the circular edge.
Finite element analyses obviously accounted for the large deformations experienced by the hyper-elastic membranes. The
geometric non-linearity option is activated by switching on theNLGEOMcommand.Non-linear analysis has been divided in 12
load steps for the isotropic specimen and in 11 load steps for the anisotropicmembrane. Each load step solved in ANSYS corre-
sponds toadifferentpressure level applied to themembrane. Comparisonsbetweendisplacementmaps shown, respectively, in
Figs. 6and9 (rubber specimen)and inFigs. 7and10 (pericardiumpatch)prove thegoodagreementbetweenexperimentalmea-
surements and FE predictions for both the isotropic and anisotropic specimens considered in this study. The circular symmetry
exhibited by the displacementmaps obtained for the isotropic specimen does not exist anymore for the anisotropic specimen
which instead shows displacement maps shaped as ellipses inclined with respect to coordinate axes.
2.4. Formulation of the inverse problem: matching of moiré data and FEM predictions
The different displacement components measured with IM and PM have been matched to ﬁnite element predictions in
order to determine material properties of the two hyper-elastic membranes. Displacement components have been summed
Fig. 9. Natural rubber membrane. Finite element predictions of displacement ﬁelds: (a) in-plane u; (b) total in-plane; and (c) out-of-plane w.
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þw2p , expressed with respect to the origin of the global coordinate system.
Let NCNT be the number of control points at which experimental data and numerical predictions are compared. Also, let u
j
tot
and ujtot be the total displacements evaluated in correspondence of the jth control point, respectively, for the experimental
and numerical data.
The measured displacements ujtot are taken as target values since moiré experimental tests can be carried out without
knowing material properties a priori. Conversely, hyper-elastic constants must be given in input to FE analysis in order to
calculate displacements. As is clear, numerical predictions can match experimental results only if the right material property
values are given in input to the FE model. For this reason, the mechanical characterization problem becomes a non-linear
optimization problem, whose formulation changes if the hyper-elastic specimen to be characterized is isotropic or aniso-













al10 6 a10 6 au10;
al01 6 a01 6 au01;
ð8Þwhere the two unknown Mooney–Rivlin constants a10 and a01 are included as design variables. As is mentioned in Section
2.1, because of load symmetry and specimen isotropy, the total displacement utot reduces to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þw2p . Additional con-
straints, such as the positive deﬁniteness of tangential material stiffness, ensure stability of the non-linear material. The low-
er bounds of hyper-elastic constants have been set as 80 kPa for a10 and 1 kPa for a01; upper bounds have been set as 1 MPa
for a10 and 200 kPa for a01.
The control path chosen for matching experimental results and numerical predictions coincides with the horizontal diam-
eter of the inﬂated membrane (i.e., the red etched line hc in Fig. 8). As is said previously, nodes of FEM model correspond to
the grating dots printed onto the membrane. Therefore, the X functional is built by summing over the errors on displace-
ments evaluated at NCNT = 41 control points. Should node spacing not coincide with the grating pitch, this would not be a
major problem. In fact, moiré data are available in a continuous fashion from the unwrapping operation.
Fig. 10. Bovine pericardium patch. Finite element predictions of displacement ﬁeld: (a) in-plane u; (b) total in-plane; and (c) out-of-plane w.
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this paper. In order to check the robustness of the identiﬁcation algorithm, six optimization runs have been conducted by
matching different displacement components or/and starting from different initial values of the MR constants. As far as it
concerns displacements, u and w displacements have been considered singularly as the target quantities or combined to-
gether into the global displacement utot; v displacements can be obviously neglected since the control path lies on the mem-
brane diameter. Optimizations have been started from two different points: a10 = 80 kPa, a01 = 1 kPa (Run A) and a10 = 1 MPa,
a01 = 200 kPa (Run B).
For the bovine pericardium patch, the identiﬁcation problem, again solved with the new SA-based algorithm presented in













al1;2;3 6 a1;2;3 6 au1;2;3;
bl1;2;3 6 b1;2;3 6 b
u
1;2;3;
cl2;3;4;5;6 6 c2;3;4;5;6 6 cu2;3;4;5;6;
dl2;3;4;5;6 6 d2;3;4;5;6 6 d
u
2;3;4;5;6;
cos hl 6 cos h 6 cos hu;
ð9Þwhere the 16 hyper-elastic constants and ﬁbre orientation direction cosine cosh are included as design variables: hence,
there are 17 unknown material properties. The total displacement utot is computed as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2 þw2p . Upper and lower
bounds of hyper-elastic constants are set as 10 kPa and 1 MPa, respectively. The direction cosine cosh deﬁning the orienta-
tion of the collagen ﬁbres can range between 0.65 and 0.75. Two optimization runs have been carried out: Run A starting
from the uniform design of 10 kPa (i.e., variable lower bound) and Run B starting from the uniform design of 1 MPa (i.e., var-
iable upper bound); in both cases, cosh has been initially set equal to 0.7.
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matched along both horizontal and vertical diameters of the GTBP patch (i.e., the etched red lines hc and vc in
Fig. 8) because all displacement components are different from 0. Therefore, a total of 81 control points have been
considered in the optimization process. Since directions of control paths do not coincide with material directions (in
fact, displacement fringes are inclined with respect to coordinate axes), the identiﬁcation process is absolutely
general.
2.5. Determination of target values of hyper-elastic constants
Since this research aims to demonstrate that it is possible to characterize hyper-elastic membranes by matching 3D dis-
placement components simultaneously measured by the IMPM system with numerical predictions, complementary exper-
imental campaigns based on planar equi-biaxial testing (PEBT) have been conducted on the investigated specimens in order
to determine independently their material properties. As is clear, these complementary campaigns could have been omitted
if the hybrid identiﬁcation procedure was tested on materials for which constitutive parameters are known a priori. How-
ever, carrying out independently two experimental campaigns certainly gives more generality and robustness to the hybrid
identiﬁcation procedure described in this paper.
The PEBT experimental apparatus shown in Fig. 11 is shaped as a frame onto which there are mounted 12 linear slide
guides and 12 loose pulleys. At the extremities of the mobile parts of each linear slide there are two screwed holes of
2.6 mm diameter: one serves to ﬁx the membrane while the other bears the ﬂexible thread where calibrated weights are
applied. Linear guides force the boundary of the membrane to expand in the radial direction thus generating the equi-biaxial
state in the centre of the specimen. Seven different calibrated weights – from 50 to 500 g for the rubber membrane and from
50 to 600 g for the pericardium patch – have been applied to the specimens in order to cause the progressive deformation of
the membrane.
Specimen deformations and displacements have been monitored with a very simple intrinsic moiré setup (Genovese
et al., 2006; Cosola et al., 2008) where the camera is orthogonal to the plane where membranes deform. The dot-gratings
have been applied onto specimens as is described in Section 2.2. All moiré patterns have been processed with the HMSA soft-
ware. Because of loading and constraint conditions, no out-of-plane displacements could occur during the biaxial test. InFig. 11. Schematic and detailed view of the planar equi-biaxial testing apparatus for determining target values of material properties.
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hard rubber ring pressed against the testing apparatus by a vertical force. The stiff ring is slightly removed after that all dead
weights are applied to the membrane.
For the natural rubber specimen, the target values of Mooney–Rivlin constants have been computed by the ANSYS pro-
gram through ﬁtting of engineering stresses and strains. For each weight load, the corresponding engineering stress r gen-
erated inside the region delimited by the inner diameter Di = 68 mm can be determined as r = F/pDit, where F is the radial
force resultant and t is the specimen thickness. True strain values corresponding to the frequency of the IM fringe pattern
have been converted into engineering strains. The target material properties resulting from the ﬁtting process are:
a10 = 201.021 kPa and a01 = 13.201 kPa.
However, this simple ﬁtting procedure could not be utilized for the pericardium patch because of the anisotropy of the bio-
logical tissue. Therefore, the in-planedisplacementsu and vhavebeen taken as target displacements and anoptimizationprob-
lem similar to that described by Eq. (9) has been formulated and solved. The total displacement utot has been obviously
computed as
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2p . The optimization process started from the uniform initial design of 0.1 MPa for all hyper-elastic con-
stants and cosh = 0.7 in order to ensure fast convergence of ﬁnite element analyses. The different steps of the calibration cam-
paignaredescribedwithagreatdeal of detail inCosola et al. (2008). The followingmaterial propertieshavebeendetermined for
the GTBP patch: a1 = 199.357, a2 = 126.334, a3 = 135.041, b1 = 387.799, b2 = 170.465, b3 = 186.066, c2 = 197.786, c3 = 89.976,
c4 = 174.898, c5 = 169.682, c6 = 148.472, d2 = 158.028, d3 = 21.405, d4 = 69.605, d5 = 165.645, d6 = 101.767 kPa and
cosh = 0.6833 corresponding to 133.1 ﬁbre inclination with respect to the X-axis. These values have then been given in input
to a ﬁnite elementmodel simulating the inﬂation test later executed. A good agreement between the displacement valuesmea-
suredwith theprojectionmoiré setupand thosepredictedby thenumericalmodelhasbeenobserved.However, theveriﬁcation
process carried out in the calibration phase did not considered as target the total displacements expressed in the global refer-
ence system, but directly compared only the out-of-plane displacement component resulting from PMmeasurements.
2.6. Solution of the inverse problem: the optimization algorithm
The pseudo-code of the new SA-based optimizer used in this research is now provided. The optimization code
implements a multi-level and multi-point architecture. In each iteration, a population of candidate designs is generatedSTART  OPTIMIZATION
BEGIN A NEW COOLING CYCLE 
PERFORM GLOBAL ANNEALING 
PERTURB SIMULTANEOUSLY (ai,bj,ck,dl,cosθ); 
GENERATE POPULATIONS OF TRIAL DESIGNS 
Π GLOB , Π  GLOBpenalty and Π OPT
YES 
CONVERGED? 
PERFORM LOCAL ANNEALING 
PERTURB VARIABLES 1 BY 1





NOEND COOLING CYCLE and 
REDUCE TEMPERATURE
EVALUATE ΔΩTR=Ω Ω—TR OPT
EXTRACT THE CANDIDATE DESIGN XTR FROM 
POPULATIONS  Π GLOB, Π GLOBpenalty and Π OPT
ΔΩ TR>0 
Fig. 12. Flow chart of the simulated annealing algorithm used in the characterization process.
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present optimization algorithm can be found in Genovese et al. (2005), Lamberti and Pappalettere (2007), and Lamberti
(2008). Those original formulations have been modiﬁed in this paper and adapted to the mechanical characterization of hy-
per-elastic membranes in order to improve the convergence behaviour of the optimization search thus reducing the corre-
sponding computational cost in the case of material anisotropy. The most signiﬁcant improvement with respect to the
previous SA formulations is that larger populations of candidate designs are now considered in each optimization cycle. Fur-
thermore, the new algorithm now keeps memory of the evolution of the optimization process by storing each current best
record in a database fromwhich additional design variable values can be extracted. The ﬂow-chart of the SA-based algorithm
is shown in Fig. 12.
Step 1. Start the optimization process. Set initial values of algorithm parameters.
As is stated in Section 2.4, the number N of design variables is, respectively, equal to 2 or 17 for the rubber membrane and
the pericardium patch. If the rubber membrane is to be characterized, store the Mooney–Rivlin constants in the design vec-
tor X(a10,a01). In the case of pericardium patch, store material properties in the design vector X(a1,a2,
a3,b1,b2,b3,c2,c3,c4,c5,c6,d2,d3,d4,d5,d6,cosh). Choose the initial design and store it in the vector XOPT corresponding to the
point POPT of design space. Denote as XOPT the corresponding value of the error functional. Set as K = 1 the counter of cooling
cycles.
Set the initial temperature as To = 1000. This value is much larger than the expected value ofX – which must be close to 0
– in order to ensure that the acceptance probability threshold may be large enough throughout the optimization process.
This strategy allows in principle to limit the number of trial designs rejected in each cooling cycle.
Step 2. Global annealing search. Generate the population of candidate designs.
In the global annealing search, trial designs are generated by perturbing simultaneously all material parameters. Each
design variable xi (i = 1, . . . ,N) is randomly perturbed as follows:oX=oxi > 0 ) Dxi ¼ ðxui  xliÞNRND;iliXOPT;l=XOPT;l1;
oX=oxi < 0 ) Dxi ¼ ðxui  xliÞNRND;iliXOPT;l=XOPT;l1;
ð10ÞFor each variable, the random number NRND,i is chosen in the interval (0,1). Each weighting coefﬁcient li is deﬁned as
j oX=oxi j =k rXðXOPTÞk and is obviously smaller than 1. The weighting coefﬁcients provide information on the effect of each








NCNT XðxOPT;1; xOPT;2; . . . ; xOPT;i; . . . ; xOPT;NÞ
q
;where i = 1,2 for the rubber membrane, while i = 1, . . . ,17 for the pericardium patch. The partial derivatives oujtot=oxi are eval-
uated with centred ﬁnite differences (dxi = xOPT,i/10,000).
The XOPT,l and XOPT,l1 terms are the last two current best record values taken by the cost function. If the cost function
decreases in two successive iterations, the ratio XOPT,l/XOPT,l1is greater than 1. The XOPT,l/XOPT,l1 ratio hence is a sort of
adjustment parameter which forces the optimizer to take movements large enough to maintain at least the current rate
of reduction in cost function. This strategy allows the number of optimization iterations to be reduced substantially with
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Fig. 13. Trial design generation in the SA-based optimization process.
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1
TRðDx1;Dx2; . . . ;DxNÞ, which is the diagonal of the
R1 domain (the POPT RHT rectangle in Fig. 13 for the simpler case of isotropic hyper-elasticity where there are two optimi-
zation variables). Other portions of design space must be added to R1 in order to form a population of candidate designs for
which there is some probability of reducing the error functional X. For this purpose, a set of descent directions is deﬁned.
Fig. 13, again for the simpler case of isotropic hyper-elasticity, shows that any descent direction has to lie below the segment
A1A2, which is orthogonal to the gradient vector rXðXOPTÞ. The unknownmovements Dxlim1 and Dxlim2 that deﬁne, respectively,
the two ‘‘limit directions” S00LIM and S
0
LIM lying on A1A2 can be computed from the linear system formed by the orthogonality
conditions ðS0LIMÞT½ rXðXOPTÞ ¼ 0 and ðS00LIMÞT½ rXðXOPTÞ ¼ 0.
Movements Dxlimi are resized as niDx
lim
i ði ¼ 1; . . . ;NÞ. Therefore, another set of random numbers ni are deﬁned in order to
transform the limit directions into the descent directions SqTR for which it holds ðSqTRÞT½ rXðXOPTÞ < 0. It can be seen from
Fig. 13 that the descent directions SqTR are the diagonals of the search domain R – corresponding to the LKHM rectangle –
while the last diagonal POPTL is not a descent direction. The step size along the non-descent direction SND is automatically
set once step sizes on each descent direction have been deﬁned. Say DxNDi ði ¼ 1; . . . ;NÞ the movements deﬁning the non-des-
cent direction SND.
Each descent direction SqTR is limited by the current optimum design POPT and a trial design P
q
TRðxOPT;1 þ Dxq;fin1 ;
xOPT;2 þ Dxq;fin2 ; . . . ; xOPT;N þ Dxq;finN Þ, where the movements Dxq;fini are determined by resizing movements Dxlimi . These trial
points are represented as circle dots in Fig. 13. A maximum of (N + 1) descent directions are deﬁned in order to limit the
number of ﬁnite element analyses required in the characterization process. This strategy is ‘‘exact” in the case of isotropic




TR (see Fig. 13). In the case of anisotropic
hyper-elasticity, the additional N directions SqTR are deﬁned besides S
1
TR by taking the most favourable combinations of incre-
ments
P
k½ðoX=oxkÞ  Dxk, where 1 < k < N. One starts with including in this sum (N  1) terms ﬁrst, (N  2) terms then and
progressively reduces the number of unknown components.
In order to reﬁne the search locally, another set of trial points Pq;moreTR ðxOPT;1 þ gqDxq;fin1 ; xOPT;2 þ gqDxq;fin2 ; . . . ; xOPT;N þ gqDxq;finN Þ
are deﬁned on the descent directions SqTR. For that purpose, a new set of random numbers gq (q = 1, . . . ,N + 1) are generated in
the interval (0,1). These new trial points are indicated by triangular dots in Fig. 13.
Trial designs PqTR and P
q;more
TR have been deﬁned by perturbing simultaneously all optimization variables. This strategy is
rather different from classical simulated annealing where design variables are perturbed one by one. For this reason, 2N
additional trial designs are considered: Pi;1dTR ðxOPT;1; xOPT;2; . . . ; xOPT;i þ Dxi; . . . ; xOPT;NÞ and Pi;1d;moreTR ðxOPT;1; xOPT;2; . . . ;
xOPT;i þ ciDxi; . . . ; xOPT;NÞ. These points, represented in Fig. 13 by cross-dots, are practically the components of the limit direc-
tions resized by means of the random numbers ci (i = 1, . . . ,N). By doing this, the present SA algorithm considers populations
of candidate designs much larger than the previous formulations developed by Lamberti and Pappalettere (2007) and
Lamberti (2008), where there is only one candidate design for each descent direction SqTR. Remarkably, the present algorithm
mixes ‘‘global” (i.e., perturbation of all design variables) and ‘‘1D” (i.e., perturbation of one variable at a time) information in
order to ﬁnd the best path towards the target optimum.
Fig. 13 shows that there are 2(N + 1) + 2N trial points that can potentially improve design. All of these trial points, within
the R search domain, are stored in the PGLOB population. However, R will include also the ‘‘non-descent” point
PNDðxOPT;1 þ DxND1 ; xOPT;2 þ DxND2 ; . . . ; xOPT;N þ DxNDN Þ lying on the non-descent direction SND. Another design PmoreND ðxOPT;1þ
mDxND1 ; xOPT;2 þ mDxND2 ; . . . ; xOPT;N þ mDxNDN Þ is hence generated by scaling movements DxNDi with the m parameter deﬁned as
the smallest amongst the random numbers gq and ci (i,q = 1, . . . ,N) used for re-sizing step sizes along descent directions
and in the 1D generation, respectively. The result of this operation is that the point PmoreND is closer to the current best record
POPT than PND and eventual weight penalties might be reduced. However, since the X functional may be locally non-convex,
there is no guarantee that the PmoreND design is better (i.e., less worse) than PND. For this reason, both PND and P
more
ND points must
be considered in the successive steps of the annealing process. The ‘‘non-descent” points PND and P
more
ND are represented by
square dots in the schematic of Fig. 13.
Step 3. Select the candidate design and evaluate its quality. Eventually use probabilistic criterion of acceptance/rejection.
The trial point PTR(xTR,1,xTR,2, . . . ,xTR,N) for which there is the largest reduction in cost is selected from the PGLOB
population as the best candidate design. Let XbestTR denote the corresponding cost function value. The design XOPT
found in each new optimization iteration is stored in the population of current best records POPT. Let ITER be the
number of iterations already completed before the current iteration. The database POPT is comprised of N  ITER val-
ues assigned to the optimization variables and can be decomposed in N vectors each of which has ITER components.
For instance, the vector XiMEM includes the optimal values taken by the ith design variable in the past ITER iterations.
If ITER > 2, for each design variable, one of these optimal values is randomly extracted from the corresponding vec-
tors XiMEM and stored then in the vector XOPT-MEM. The corresponding value XOPT-MEM of the error functional X is
computed in order to evaluate the quality of the current population PGLOB with respect to the development of
the optimization process.
If XOPT-MEM < X
best
TR , accept the design XOPT-MEM as the new optimum XOPT and set XOPT =XOPT-MEM. Conversely, if
XOPT-MEM > X
best
TR , accept the trial design XTR as the new optimum XOPT and set XOPT ¼ XbestTR . A new global annealing cycle
is then performed by returning to Step 2.
If PGLOB does not include any points for which the error functional X can decrease, the acceptance probability value is
computed for each ‘‘no-improvement” design XsTR by using the Metropolis’ probability function:









ð11Þwhere NDW is the number of trial points at which the cost function resulted larger than the current best records found
throughout the optimization process. The DXr terms are the corresponding cost penalties. The ratio
P
r¼1;NDWDXr=NDW
accounts for the general formation of all candidate designs previously generated and serves to normalize the probability
function with respect to cost changes.
The generic trial design XsTR is provisionally accepted or certainly rejected according to the Metropolis’ criterion re-formu-
lated asPðDXsTRÞ > Max½qs; PðDWNDÞ; PðDWmoreND Þ ) Provisionally accepted;
PðDXsTRÞ < Max½qs; PðDWNDÞ; PðDWmoreND Þ ) Reject;
ð12Þwhere qs is a random number in the interval (0,1); P(DXND) and PðDXmoreND Þ are the probability values computed for the cost
function increments DXND and DX
more
ND corresponding to the points PND and P
more
ND deﬁned on the non-descent direction SND.
All trial designs provisionally accepted are stored in the populationPpenaltyGLOB . The trial point X
high-prob
TR with the highest value
of acceptance probability is extracted from PpenaltyGLOB and set as the new current optimum design XOPT. The corresponding cost
is set as the new best record: that is, XOPT ¼ Xhigh-probTR . The optimization process is restarted from Step 2.
If no trial design could be included in PpenaltyGLOB , the classical 1D annealing search is performed by perturbing material
parameters one by one (Step 4).
Step 4. Perform 1D annealing search.
If the global annealing search resulted unsuccessful, trial designs are generated in a random fashion by perturbing opti-
mization variables one by one through M perturbation cycles. Therefore, N M function evaluations are performed. The fol-
lowing scheme is utilized for generating random designs (i = 1, . . . ,N):xi ¼ xuOPT;i þ ðqi  0:5Þðxui  xliÞ; ð13Þ
where qi is a random number deﬁned in the interval (0,1) for the ith variable. The 0.5 threshold value serves to increase or
reduce the current best value of the perturbed variable based on the magnitude of the random number generated.
By using Eq. (13), N new trial points PlocalTR;1dðxOPT;1; xOPT;2; . . . ; xi; . . . ; xOPT;NÞ are deﬁned. These points are stored into the pop-
ulation P LOC which includes also the ‘‘1-directional” point P
1d;max




TR ði ¼ 1; . . . ;NÞ previ-
ously deﬁned with the global annealing search (Step 2). The point P1d;maxTR corresponds to the trial design with the highest
value of acceptance probability evaluated by means of the criterion (12).
The trial point of the population PLOC yielding the largest reduction of the error functional X or possessing the highest
acceptance probability again computed with Eq. (11) and evaluated with the acceptance/rejection criterion (12) is set as
the new current best record. Once the N M analyses required to perform the local annealing search have been completed,
Step 5 can be executed.
Step 5. Check for convergence and eventually reset annealing parameters.




















ð14Þwhere XOPT,K and XOPT,K, respectively, denote the best record and the corresponding design vector found in the Kth cooling
cycle. The parameter eCONV is set to 1010. If the convergence criterion is satisﬁed, the optimization process is terminated and
Step 6 is executed.
If K < 3 or the convergence criterion (14) remains unsatisﬁed, the K counter of annealing cycles is reset as K = K + 1.













5; ð15Þwhere XFIN,K1 and XINIT,K1, respectively, are the error functional values at the beginning and at the end of the current
annealing cycle. NREJE is the number of trial designs rejected out of the total number of trial designs NTRIA generated in
the current cooling cycle; NREJE includes each trial point which did not yield immediate improvement in design. The correc-
tion term ½PK1r¼0 br=K is the average of all of the bK factors deﬁned in the optimization process until the current annealing
cycle is being executed. As is clear, the correction term is equal to 1 in the ﬁrst annealing cycle.
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Step 6. End the optimization process and store optimization results.
2.7. Implementation details
The SA-based optimization algorithm described in the preceding section can be easily integrated into a commercial ﬁnite
element package. Therefore, the optimization routine has been coded in the own programming language of the ANSYS soft-
ware. There is a main code denoted as ANNEAL and a routine code denoted as ANALYSIS.
The main code ANNEAL reads input data (i.e., displacement target values measured experimentally, initial values of
material properties and their corresponding side constraints, convergence tolerance, cooling parameters, number of
annealing cycles to be performed, etc.), includes loops for perturbing randomly all material parameters simultaneously
or one at a time, stores trial designs in the corresponding populations and handles output quantities.
The ANALYSIS routine, called by the main code ANNEAL, calculates the new structural response each time the material
properties are perturbed and a new trial design is generated thus updating the error functionalX. Computations then return
back to the ANNEAL main code level. The current value of X is compared with the current best solution stored in the opti-
mization process and the new search strategy is hence decided according to Steps 2–5.
All operations listed in the main code ANNEAL are executed at the /BEGIN level of the ANSYS software. Model updating,
assignment of material parameters, speciﬁcation of loading and constraint conditions are done at the/PREP7 level. Structural
analysis and evaluation of the error functional X are, respectively, executed at the/SOLUTION and/POST1 levels.
Structural analysis and optimization runs entailed by the characterization process have been carried out on a standard PC
equipped by a 3.4 GHz Intel Pentium Dual Core processor with 4 Gb of RAM memory. One structural analysis took about
30 s for the natural rubber specimen and about 250 s for the bovine pericardium patch. The entire optimization process
has been completed, respectively, within about 2.5 and 10 h of wall-clock time. The annealing process always required less
than 500 structural analyses for the rubber membrane and less than 2000 structural analyses for the pericardium patch.
Remarkably, the number of analyses performed in the anisotropic case is only 4 times larger than for the isotropic case
although the number of design variables considered for the pericardium patch is more than 8 times larger than for the rubber
specimen (i.e., 17 vs. 2). This fact conﬁrms the efﬁciency of the proposed SA algorithm and the importance of using largely
sized populations of candidate designs.
3. Results and discussion
Table 1 summarizes the results obtained for the isotropic hyper-elastic membrane made of natural rubber. Data are rel-
ative to the maximum pressure of 15.25 kPa. The table lists the initial values assigned to Mooney–Rivlin constants and the
corresponding values obtained with the optimization-based identiﬁcation process. Percent errors on material properties
with respect to target values independently determined with the planar biaxial calibration tests are also shown in the table.
It can be seen that the largest error on hyper-elastic constants is always less than 1.5% in all optimization runs. Errors in-
creased when u-displacements are included as target quantity in the error functional X. Remarkably, optimization results
are insensitive to starting point. In fact, standard deviations of a10 and a01 with respect to target values are only 0.51%
and 0.63%, respectively.
Values of residual errors on displacements are also listed in Table 1. The average error is always less than 2.3%. The largest
error overall is less than 3.6%. Matching u-displacements resulted in slightly larger errors than matchingw-displacements orTable 1
Natural rubber membrane: results of the characterization process for different optimization runs






Percent error on MR constants
(%)
Percent error on displacements
(%)
a10 = 80 kPa; a01 = 1 kPa u a10 = 203.643 1.304 Average 2.231
a01 = 13.376 1.318 Largest 3.597
w a10 = 201.344 0.160 Average 1.515
a01 = 13.353 1.144 Largest 2.989
utot a10 = 201.318 0.147 Average 1.542
a01 = 13.354 1.151 Largest 3.293
a10= 1 MPa; a01 = 20 kPa u a10 = 203.229 1.098 Average 2.213
a01 = 13.398 1.485 Largest 3.533
w a10 = 202.403 0.687 Average 1.543
a01 = 13.336 1.015 Largest 3.404
utot a10 = 203.244 1.105 Average 1.602
a01 = 13.166 0.273 Largest 3.487
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Fig. 14. Natural rubber membrane. Distribution of residual error on displacements for the different optimization runs.
E. Cosola et al. / International Journal of Solids and Structures 45 (2008) 6074–6099 6091global displacements. This fact can be explained with the informal argument that u-displacements are smaller in magnitude
and hence may be more sensitive to small variations of hyper-elastic constants.
Fig. 14 shows the residual errors evaluated at control nodes for the different optimization runs. As expected, error values
are maximum near membrane boundaries for each displacement component considered in the optimization process. This
could be because the O-ring seal ﬁxture did not realize the perfect clamping hypothesized in the ﬁnite element model. Resid-
ual errors on u-displacements increase near the centre of the membrane. Again, this behaviour could be due to the fact that
u-displacements are very small in magnitude near the pole of the inﬂated membrane.
Fig. 15 compares the displacement values expressed in the ‘‘moiré” reference system and their counterpart expressed in
the global reference system. The plot shown in the top of the ﬁgure is relative to Run B executed by considering the out-of-
plane displacement w as target quantity. As expected, ﬁnite element predictions matched much more accurately the dis-
placement values expressed in the global reference system. In particular, deviations became much larger near membrane
boundaries. This is because the curvature of deformed surface increases as one moves away from the central region of
the membrane. However, as the curvature increases, the plane tangent to the surface of the membrane representing the
‘‘moiré” reference system to which fringe patterns are referred becomes more inclined with respect to the image plane which
is instead lined up with the global reference system. This misalignment may result in signiﬁcant errors on in-plane displace-
ments and consequently affects also the ﬁnal value of the out-of-plane component.
The plot in the bottom of the ﬁgure is instead relative to the optimization run carried out including the total displacement
utot as target quantity. Again, errors are very large (up to 21%) near membrane boundaries if displacement components are
expressed in the ‘‘moiré” reference system.
Table 2 reports the results obtained in two additional optimization runs carried out by including as target quantities in
the X functional the displacement values expressed in the local reference system. Initial values of MR constants correspond
to Run B. It can be seen that matching FE predictions with ‘‘local” displacements led to wrong results. In particular, the error
on a01 raised to more than 50%. The error on a10 is also signiﬁcant: between 2 and 5 times larger than for the ‘‘global” ref-
erence system case. The average error on displacements is more than twice larger than in the ‘‘global” reference system case
while the largest error on displacements raised to about 25%.
The analysis of residual error distributions plotted in Fig. 16 reveals that using target displacement values referred to the
‘‘moiré” reference system led to increase dramatically errors in the critical regions (i.e., near the membrane pole and bound-
aries). Although in one case the ‘‘local” reference system optimization seems to produce results good enough (the error on
MR constants is less than 2.5%: a10 = 196.285 kPa and a01 = 12.876 kPa vs., respectively, 201.022 and 13.202 kPa), the dis-
placement values predicted by a ﬁnite element analysis carried out including a10 = 196.285 kPa and a01 = 12.876 kPa as
material properties are much more consistent (average error is 2.726% vs. 5.290%) with the displacement values expressed
in the global reference system than with the target ‘‘moiré” values with respect to which the optimization run was
performed.
Fig. 17 shows the SA convergence curves for the natural rubber membrane. The number of annealing cycles completed in
the matching process is rather insensitive to the initial values hypothesized for material properties. As is clear, the ﬁnal value
of the cost functional X depends on the speciﬁc combination of target displacements considered in the optimization. Fur-
thermore, the speed of the optimization process does not change much if displacement values expressed in the ‘‘moiré” ref-















































































Fig. 15. Natural rubber membrane. Comparison of experimentally measured displacements and ﬁnite element predictions after the optimization process.
Table 2













a10 = 1 MPa; a01 = 20 kPa GLOBAL u a10 = 203.229 1.098 Average 2.213
a01 = 13.398 1.485 Largest 3.533
utot a10 = 203.244 1.105 Average 1.602
a01 = 13.166 0.273 Largest 3.487
LOCAL ‘‘Moiré” u a10 = 212.298 5.609 Average 11.962
a01 = 6.525 50.576 Largest 21.569
utot a10 = 196.285 2.413 Average 5.920
a01 = 12.876 2.469 Largest 24.493
6092 E. Cosola et al. / International Journal of Solids and Structures 45 (2008) 6074–6099large errors made in the ‘‘local” reference system optimization, the number of annealing cycles required to approach the
point of minimum for X does not change signiﬁcantly. These facts conﬁrm with no shadow of doubt the robustness of
the SA-based optimizer utilized in this research.
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Fig. 17. Natural rubber membrane. Convergence curves for different optimization runs carried out in the identiﬁcation process.
E. Cosola et al. / International Journal of Solids and Structures 45 (2008) 6074–6099 6093Table 3 reports the results obtained for the bovine pericardium patch; data are relative to the maximum pressure of
12.22 kPa. It can be seen that the SA-based optimizer found also in this case material properties very close to the target val-
ues. In fact, the average error on hyper-elastic constants and ﬁbre orientation is less than 1% (i.e., 0.550% and 0.975% for Runs
A and B, respectively) and the corresponding standard deviation is 1.085%. The largest difference with respect to the target
properties determined with the planar-biaxial test conducted in the calibration phase is, respectively, 1.621% (i.e., for con-
stant b3) in Run A and 3.677% (i.e., for constant d3) in Run B. Remarkably, the difference on hyper-elastic constants exceeded
1.5% only in other three cases (i.e., a3, b2 and d5). Percent differences on material properties with respect to target values
resulting from optimizations Runs A and B are distributed in a fairly random fashion. This fact leads to conclude that the
SA-based routine always converged globally to the same target design and there was no speciﬁc material parameter driving
the optimization process.
It can be seen from Table 3 that the average residual error on total displacements is 1.5% (i.e., 1.505% and 1.493% for Runs
A and B, respectively) while the corresponding maximum error is about 3% (i.e., 2.941% and 3.008% for Runs A and B, respec-
tively). Distributions of residual errors on utot displacements evaluated along the two control paths hc and vc considered in
the identiﬁcation process are plotted in Fig. 18. Error trends are similar to those observed in the case of the isotropic rubber
membrane: errors increase sharply in the region where in-plane displacements are largest and near membrane boundaries.
Table 3
Bovine pericardium patch. Results of the identiﬁcation process for different optimization runs
Material properties GLOBAL – Run A GLOBAL – Run B LOCAL (Cosola et al., 2008)
a1 199.270 199.137 199.357
a2 125.717 126.278 126.334
a3 135.071 137.162 135.041
b1 386.253 390.180 387.799
b2 170.630 166.608 170.465
b3 189.082 186.201 186.066
c2 199.099 195.633 197.786
c3 89.390 88.712 89.976
c4 174.704 173.544 174.898
c5 169.737 169.516 169.682
c6 147.190 149.012 148.472
d2 158.352 159.242 158.028
d3 21.227 22.192 21.405
d4 68.651 69.431 69.605
d5 167.888 170.563 165.645
d6 102.371 102.090 101.767
coshf 0.6833 0.6846 0.6833
Error on material properties (%) Average 0.550 Average 0.975
Largest 1.621 Largest 3.677
Error on displacements (%) Average 1.505 Average 1.493
Largest 2.941 Largest 3.000
The hyper elastic constants ai, bj, ck and dl are expressed in kPa.
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Fig. 18. Bovine pericardium patch. Comparison of experimentally measured displacements and ﬁnite element predictions after the optimization process.
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yield some asymmetry in the error plots; edge effects are more pronounced for the Y-direction.
The identiﬁcation process of the pericardium patch conﬁrmed the need for having displacements expressed in the global
reference system. Table 4 compares the residual errors on displacements made in Runs A and B with those relative to the
calibration campaign (Cosola et al., 2008). As explained in Section 2.5, the results of the planar equi-biaxial test carried
out on the pericardium patch were veriﬁed by giving the target material properties determined via optimization in input
to a ﬁnite element model simulating another inﬂation test carried out independently. However, out-of-plane displacements
measured experimentally with projection moiré were compared with ﬁnite element predictions without accounting for the
presence of the in-plane displacements in the inﬂation test and, consequently, not accounting for membrane curvature
changes with respect to the image plane. Therefore, the locations in the image plane corresponding to control points were
referred to the ‘‘local” reference system of the moiré grating printed on the deformed surface (see discussion in Section 2.1).
It can be seen from Table 4 that the average error on displacements became about 50% larger for the horizontal control path
hc and about two times larger for the vertical control path vc if the local reference system is considered. The same behaviour
was observed for the maximum error.
Table 4
Bovine pericardium patch: sensitivity of optimization results to the reference system considered in the identiﬁcation process
Reference system Average error on displacements (%) Maximum error on displacements (%)
GLOBAL – Run A Control path hc 1.914 Control path hc 2.941
All displacements Control path vc 1.095 Control path vc 1.594
GLOBAL – Run B Control path hc 1.916 Control path hc 3.000
All displacements Control path vc 1.071 Control path vc 1.602
LOCAL w-displacement (Cosola et al., 2008) Control path hc 2.777 Control path hc 3.826
Control path vc 1.823 Control path vc 3.023
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plotted. It can be seen that while the error magnitude near the membrane pole are comparable regardless of the chosen ref-
erence system, errors sharply increase in the region where in-plane displacements are largest and have more or less the same
magnitude of out-of-plane displacements. This behaviour is consistent with that observed for the isotropic rubber mem-
brane. Therefore, the composition of displacement components becomes strictly necessary if all displacement components
are of the same order of magnitude and hence contribute signiﬁcantly in the resulting global displacement vector.
Fig. 19 shows that the convergence speed of the SA-based routine is again insensitive to the initial values assigned to
material properties. The optimization process carried out for the GTBP patch has been completed in 35 and 34 annealing
cycles, respectively, for Run A and B. However, the corresponding convergence curves practically coincided after only 25 iter-
ations and the error functional X did not change signiﬁcantly till the end of the optimization process. The robustness of the
SA-based routine presented in this paper is conﬁrmed by the fact that the number of annealing cycles changed slightly with
respect to the case of the isotropic rubber membrane although the identiﬁcation problem of the pericardium patch included
17 variables vs. only 2 of the isotropic material. Furthermore, Run B started from a design vector about 840% different from
the target material properties while this difference was only 226% in the case of the rubber membrane. Indeed, the very large
number of design variables included in the identiﬁcation problem of the bovine pericardium patch as well as the multi-point
annealing strategy contributed to increase very much the size of the population of candidate designs considered in the sim-
ulated annealing process thus expanding the portion of design space explored in the optimization process. This allowed con-
vergence speed to be signiﬁcantly enhanced in the more complicated identiﬁcation problem.
Convergence behaviour seems to improve when all of the displacement components are included in the optimization.
This is because out-of-plane displacements are much larger in magnitude than in-plane displacements and therefore drive
the search process. In order to support this statement, one can observe that the error functionalX decreased in Runs A and B
much more quickly than for the SA-based optimization carried out in the calibration campaign where the in-plane displace-
ments were included as target quantity in the X functional (Cosola et al., 2008). This occurred in spite of the fact that in the
3D moiré setup case the difference between initial and target designs was between 4 and 14 times larger than for the 2D
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Fig. 19. Bovine pericardium patch. Convergence curves for different optimization runs carried out in the identiﬁcation process.
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improvements in cost for many annealing cycles.
Finally, the sensitivity of optimized designs to perturbations of material properties has been also analysed. For that pur-
pose, all optimized values of hyper-elastic constants and ﬁbre orientation have been reduced or increased by 10% and new
ﬁnite element analyses have been executed in order to re-compute distributions of residual errors on displacements. The
response of the isotropic rubber membrane is much more sensitive to perturbations of material properties than the response
of the anisotropic GTBP patch. In fact, while the error magnitude never went above 4.35% for the pericardium patch, the aver-
age error raised to more than 10% even for a 10% variation of a10 in the case of the isotropic rubber membrane. This occurred
in spite of the fact that values of average residual errors on displacements were comparable for all optimized designs (see
Tables 1 and 3). However, the observed behaviour was somehow expected and can be explained rather easily with the larger
amount of design freedom introduced in the GTBP patch case by the 17 unknown material parameters included as optimi-
zation variables.
Fig. 20 shows the error plots relative to the sensitivity analysis carried out for the pericardium patch. The 10% increment
or the 10% reduction in material parameters are, respectively, indicated in the plots by the (+) and () notations. It can be
seen that the largest error magnitude is 4.35% or 2.90%, respectively, for the horizontal (Fig. 20a) and vertical (Fig. 20b) con-
trol paths. Results of sensitivity analysis are somehow similar for both materials: in fact, the solution is rather sensitive to
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Fig. 20. Bovine pericardium patch. Sensitivity of residual errors on displacements to perturbations of optimized material properties: (a) horizontal diameter
and (b) vertical diameter.
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stants b1,b2,b3 or d2,d3,d4,d5,d6 are increased by 10%. However, this would have resulted in rather large errors in the region
where in-plane displacements are comparable with out-of-plane displacements (see the local peaks in the residual error dis-
tributions plotted in Fig. 20). As is clear, this would have complicated the process of convergence of the SA-based optimiza-
tion routine. Sensitivity analysis hence conﬁrmed once again the necessity of including all displacement components in the
error functional X. In fact, the structural response of a thin hyper-elastic membrane is very sensitive to changes in material
properties just in the regions where in-plane displacements are comparable in magnitude with out-of-plane displacements.
If displacements were expressed in the local reference system (i.e., the ‘‘moiré” system) without accounting properly for their
mutual interaction in composing the global displacement vector, large residual errors and hence high values of the error
functional X might have occurred in the identiﬁcation process even for small oscillations in material property values.4. Concluding remarks
This paper presented a framework for mechanical characterization of hyper-elastic materials. The hybrid procedure uti-
lized moiré techniques, ﬁnite element analysis and multi-point simulated annealing optimization. A novel experimental set-
up based on a proper combination of intrinsic and projection moiré allowed the 3D displacement components to be
simultaneously and independently measured with the same experimental setup and just one camera. The very common ap-
proach followed in literature where only one displacement component measured optically is taken as target quantity has
hence been made absolutely general in this research.
The efﬁciency of the new framework presented in the paper was tested in the mechanical characterization of two differ-
ent hyper-elastic materials: (i) an isotropic membrane made of natural rubber following the two constant Mooney–Rivlin
constitutive law; (ii) an anisotropic GTBP patch modelled as a transversely isotropic material. In the latter case, the number
of material parameters to be identiﬁed raised to 17. The inﬂation test was chosen as the only experimental protocol utilized
in the characterization process.
Remarkably, the MR constants determined at the end of the characterization process of the natural rubber membrane
were in excellent agreement with target values found independently: less than 1% difference. The same happened also for
the anisotropic bovine pericardium patch: in fact, the maximum error on material parameters was about 3.5%.
In the case of the rubber membrane, the residual error on displacements evaluated in correspondence of the MR constants
that minimized the error functional X was less than 3.5%. Although it might be surprising that the residual percent error on
displacement is more than three times as large as the percent error on hyper-elastic constants, one has to remind that the
structural response of an inﬂated hyper-elastic membrane is highly non-linear. However, the above-mentioned discrepancy
became less signiﬁcant for the bovine pericardium patch: in fact, the largest error on displacements was about 3% vs. about
3.5% error on hyper-elastic constants. Such a behaviour can be explained with the informal argument that the considerably
large number of material parameters included in the GTBP constitutive model makes the error functionalX to be overall less
sensitive to even fairly large errors on some speciﬁc hyper-elastic constant. In simple words, the error functional X is af-
fected at different extents by the errors made on the different material properties. Therefore, even a ‘‘rather large” error
on some hyper-elastic constant does not necessarily imply large residual errors on displacements.
The results obtained in this study demonstrate with no shadow of doubt the feasibility and robustness of the proposed
approach which worked very well for both isotropic and anisotropic hyper-elasticity. Since all displacement components
were simultaneously measured using the same experimental setup and hence compared with FE predictions provided by
a single numerical model, thus avoiding the obvious complications entailed by setting up different test protocols and sim-
ulating each experimental test with the same degree of accuracy and reliability, the present framework for mechanical char-
acterization of hyper-elastic materials seems to be very general and should be utilized in all those cases where it is not
possible to realize uniform strain/stress states.
Besides the novelty in having introduced only one experimental setup for simultaneously measuring all displacement
components, the importance of having a powerful optimization routine inherently able to deal with non-linearity and
non-convexity entailed by the identiﬁcation problem has been clearly underlined in the paper. The present simulated
annealing formulation is certainly a state-of-the-art optimization algorithm and is truly innovative in the sense that popu-
lations of candidate designs each of which has a real probability of reducing the error functional X are generated in each
annealing cycle. Furthermore, the SA algorithm keeps memory of the different best records progressively generated in the
search process. Finally, the SA code is highly ﬂexible because can change search strategy based on the current development
of the optimization process. Remarkably, the simulated annealing algorithm utilized in this paper allowed the search process
to be completed within the same optimization run. The commercial ﬁnite element code ANSYS required instead multiple-
start gradient based optimization runs and much more iteration cycles: for example, after 30 iterations, the error functional
Xwas still greater than 0.55 and 0.25, respectively for Run A and Run B, while the SA routine already converged practically to
the ﬁnal design.
From the previous discussion, it can be stated that the hybrid identiﬁcation procedure presented in this research repre-
sents an important step further with respect to other hybrid procedures – like, for instance, those presented by the last three
authors (Genovese et al., 2005, 2006) – where only one displacement component was considered as target quantity because
of constraints on the complexity of experimental setups. However, the ‘‘one displacement component” approach can work
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information made available by the present approach, with no extra cost in terms of experimental setup complexity, im-
proved signiﬁcantly the entire characterization procedure which was able to deal successfully even with a real biological
membrane following a complicated constitutive law such as transversely isotropic hyper-elasticity.
The achievements reached in this research are relevant. In fact, although many sophisticated hyper-elastic models have
recently been presented in literature (see, for instance, Attard and Hunt, 2004; Itskov and Aksel, 2004; Limbert and
Middleton, 2004; Sun and Sacks, 2005; Guo et al., 2006; Holzapfel, 2006; Balzani et al., 2006; Drozdov, 2007; Massabò
and Gambarotta, 2007), the validation of these formulations often relies on the assumption of homogeneous strain states
which may hardly be reproduced through experimental tests or is limited to simple loading cases such as uniform axial ten-
sion or compression or pure shear. The present approach overcomes this limitation because it deals simultaneously with all
displacement components without making any assumption on loading and constraint conditions. This conclusion is sup-
ported by the excellent results obtained for both isotropic hyper-elastic materials (i.e., natural rubber) and for real aniso-
tropic biological membranes (i.e., bovine pericardium patch).
The existence of analytical solutions for identiﬁcation problems in anisotropic hyper-elasticity is a very debated question
because of the huge mathematical complexity which does not allow us to employ the straightforward material property ﬁt-
ting procedures available for isotropic hyper-elastic materials. Constitutive behaviour of anisotropic materials identiﬁed via
hybrid procedures should always be validated by carrying out other independent tests. This requirement was certainly sat-
isﬁed in the present research since material properties identiﬁed via optimization of 3D data obtained from an inﬂation test
matched very well the corresponding values obtained in the calibration phase from 2D data gathered with a planar equi-
biaxial test.
Although the present identiﬁcation process could be used as a black-box, some facts should be carefully consid-
ered. In the ﬁrst place, moiré patterns have to be transformed into displacement information expressed in the global
reference system. This question becomes more and more important as the distortion experienced by the specimen is
larger.
Second, it may be difﬁcult to realize the conditions of projection and viewing from inﬁnity. This fact could suggest the use
of photogrammetry and multi-camera systems for contouring out-of-plane displacements (see, for instance, Grytten et al.,
2007). The error made on the out-of-plane displacement value for a given point P of the deformed surface corresponds to
the error made on a spatial coordinate equal to the distance between P and the reference plane. The ﬁgure generally accepted
for quantifying maximum accuracy on spatial coordinates measured with photogrammetry is 105 of the largest dimension
of the analyzed object. However, PM has been proven to be substantially competitive with photogrammetry regardless of the
size of the investigated object (see, for instance, Sciammarella et al., 2005; Galietti et al., 2007; Sciammarella et al.,
2008a,b,c). This was achieved by implementing correction functions very simple compared to the complicated bundle
adjustment software which is usually utilized in photogrammetry. Furthermore, the condition of projection from inﬁnity
can be realized rather easily through interference of two identical gratings projected by point sources located symmetrically
about the optical axis of the camera.
The last issue is the level of accuracy reached in the moiré measurements. This is very important in view of the fact that
structural response may be sensitive to even very little perturbations of material properties especially in those regions where
displacement magnitude is small. Therefore, the standard deviation of measured displacements with respect to target values
may become a critical quantity. Based on the considerable amount of experimental data available from the above mentioned
studies on moiré and considering the present values of sensitivity, the standard deviation of displacement values measured
with the IMPM setup developed in this paper can be estimated as about 6 lm. This is a very small quantity compared to
displacement values (between 500 and 8850 lm) that were measured in the present experiments and therefore does not
affect at all the validity of the results obtained in this research.
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