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&RQWHQWPRGHUDWLRQ6RFLDOPHGLD¶VVH[LVWDVVHPEODJHs 
  
Abstract 
 
7KLVSDSHUSURSRVHVµVH[LVWDVVHPEODJHs¶ as a way of understanding how the human 
and mechanical elements that make up social media content moderation assemble to 
perpetuate normative gender roles, particularly white femininities, and to police content 
related to women and their bodies. It investigates sexist assemblages through three of many 
potential elements: (1) the normatively gendered content presented to users through in-
platform keyword and hashtag VHDUFKHVVRFLDOPHGLDSODWIRUPV¶FRPPXQLW\JXLGHOLQHV
which lay out SODWIRUPV¶FRGHVRIFRQGXFW and reveal biases and subjectivities, and (3) the 
over-simplification of gender identities that is necessary to algorithmically recommend 
content to users as they move through platforms. By the time the reader finds this paper, the 
elements of the assemblages we identify might have shifted (Latour, 1990), but we hope the 
framework remains useful for those aiming to understand the relationship between content 
moderation and longstanding forms of inequality. 
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Introduction 
  
%DQQLQJ LPDJHV RI µIHPDOH-SUHVHQWLQJ QLSSOHV¶ RQ 7XPEOU 'XJXD\  OLPLWLQJ
the results of hashtag searches related to women of colour - like #mixedgirls, #blackgirls, 
and #mexicangirls - on Instagram (Drewe, 2016), and problematising images of underweight 
female bodies on Pinterest (Gerrard, 2018) are only a few recent examples of the nuanced 
human and machine policing of social media content related to women and their bodies. In 
this paper, we explore how gender ± specifically sexism, defined here and elsewhere as the 
discrimination of a person on the basis of their sex or gender (amongst others, Douglas, 
2010; Gill, 2014) ± can be used as an analytic lens through which to understand the 
underpinning logics, processes, and, importantly, consequences of social media content 
moderation. Further, we show how gender, race and other identity markers intersect 
(Crenshaw, 1989) through the various processes of content moderation to reproduce 
stereotypes of those who experience eating disorders. Content moderation - µWKHRUJDQL]HG
practice of screening user generated content (UGC) posted to Internet sites, social media 
and other online outlets, in order to determine the appropriateness of the content for a given 
VLWHORFDOLW\RUMXULVGLFWLRQ¶5REHUWVD 44) - has gained increased scholarly and public 
attention in recent years$V*LOOHVSLHQRWHV VRFLDOPHGLDFRPSDQLHVKDYHEHFRPH µPRUH
like tUDGLWLRQDOPHGLD WKDQ WKH\FDUH WRDGPLW¶  WKH\DUH LQFUHDVLQJO\ setting the 
parameters RI µDFFHSWDEOH¶ VRFLDO FRQGXFW DQG DV HYHU WKLV LV KDYLQJ FRQVHTXHQFHV IRU
VRFLHW\¶VPRVWPDUJLQDOLVHGJURXSV7KLVFRQFHUQVSHDNVGLUHFWO\ WR WKH IRFXVRI this New 
Media and Society Special Issue: understanding the social in a digital age. 
 
Researchers have so far focussed on the human labour behind content moderation 
(Roberts, 2016, 2017b, 2019; Carmi, 2019VRFLDOPHGLDSODWIRUPV¶FKDQJLQJresponsibilities 
(Gillespie, 2015, 2018; Suzor, 2019XVHUV¶ experiences of SODWIRUPV¶LQWHUYHQWLRQV'XJXD\
et al, 2018; Gerrard, 2018; Myers-West, 2018), and community-driven forms of moderation 
(Lo, 2018; Seering et al, 2019; Squirrell, 2019). Uniting this research is a focus on humans 
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and machines, partly through the legacy of Science and Technology Studies (STS) 
scholarship (for example Wajcman, 1991; Suchman, 2007; Barad, 2009) but also because of 
WKHLQFUHDVLQJQHHGWRXQGHUVWDQGKRZVRFLDOQRUPVµOHDNDFURVV¶WRXVH&KHQH\-/LSSROG¶V
term (2017:143), to content moderation processes and vice versa. A fundamental yet 
academically under-addressed part of content moderation debates is gender; specifically, 
how gender norms factor into and get reproduced by content moderation processes and 
outcomes.  
  
This is not to say that there is an absence of scholarship looking at inequalities. 
Researchers interested in issues of gender have to date explored individual components of 
ZKDWZHDUHFDOOLQJVRFLDOPHGLD¶Vsexist assemblages (and which we describe below). For 
H[DPSOH WKH µEDNLQJ¶ RI JHQGHU LQWR VRFLDO PHGLD¶V GHVLJQ Kirchner, 2015; Bivens and 
Haimson, 2016), the intersection of gendered and racialised norms through search results - 
for example, how Google used to recommend a website called hotblackpussy.com as one of 
WKH ILUVW VHDUFK UHVXOWV IRU µBODFN JLUOV¶ 1REOH  - and the gendering of artificial 
LQWHOOLJHQWµGLJLWDODVVLVWDQWV¶OLNH$PD]RQ¶V$OH[D1HII Our use of these examples in 
addition to discussing our own also demonstrates how gender, race, and other identity 
markers intersect (Crenshaw, 1989) to discriminate. The sexist assemblages that we identify 
in this paper are therefore much more than sexist assemblages. One of the critiques levelled 
at such previous work as Bucher has argued (drawing on the work of scholars like Law, 
2004; DeLanda, 2006; Mackenzie, 2006; Suchman, 2007), relates to their exploration of 
singular or static elements of social media, producing a less sophisticated understanding 
than is needed of both the object of enquiry (the given social media platform) and the work 
that algorithms and human interaction do (2018:54-5). For Bucher, this means that 
understanding platforms as anything other than a range of permutations, as multiplicity and 
as processes is too limiting (2018:49). 
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,Q NHHSLQJ ZLWK %XFKHU¶V DUJXPHQW ZH GUDZ RQ WKH FRQFHSWLRQ of platforms as 
assemblages (2018:50-51) to acknowledge the dynamic and iterative processes of platforms 
always-already coming into being, rather than considering them as static or fixed objects of 
study. At the same time, the notion of assemblages directs us to consider issues of power 
(in a Foucauldian, 1977 or Butlerian, 1990 sense) in terms of how some elements of 
assemblages are negated and others are more durable (Latour, 1990). Given that the 
durable elements are likely to change over time (Deleuze and Guattari, 1987; Law, 2004), 
this paper addresses three constitutive elements as broad directions to consider - both 
theoretically and methodologically - rather than claiming them as fixed objects of study. Our 
proposition is that if we ask questions about: interfaces or content (as momentary 
stabilisations or representations of socio-technical negotiations (Suchman, 2007)); alongside 
an interrogation of public facing decision-making processes, which is how we understand 
community guidelines; and machine learning processes as they are also (but differently) 
momentarily stabilised through recommendation systems, then we can begin to get closer to 
a sense not only of platforms as assemblages, but also to the durable elements within these 
assemblages, and, crucially, what they do to the social world. Given this, our paper takes as 
a directive: (1) the content presented to (or concealed from) users through in-platform 
searches, (2) public-IDFLQJFRPPXQLW\JXLGHOLQHVZKLFKOD\RXWDJLYHQSODWIRUPV¶FRGHVRI
conduct and nod to the political, economic, and social considerations of a given social media 
company, and (3) the content that is algorithmically recommended to users as they move 
through social media. 
  
By evoking the notion of assemblages, we are also of course thinking of the work of 
Deleuze and Guattari (1987), Law (2004), and DeLanda (2006), particularly for how their use 
of the term helps us to articulate the intimate connections between and within, for example, 
the actors and systems that generate communication, design, and experience. For Deleuze 
DQG *XDWWDUL DVVHPEODJHV VHHN WR H[SODLQ µDOO WKH YRLFHV SUHVHQW ZLWKLQ D VLQJOH YRLFH¶
 EXW DUH DOVR µFRQVWDQWO\ VXEMHFW WR WUDQVIRUPDWLRQV¶  6HHQ KHUH DQG
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relating this work to the scholarship already discussed, are resonances of notions of 
durability - WKH µYRLFHV¶ - and concerns with permutations, multiplicity and processes that 
Bucher takes up through her emphasis on performativity (2018:50, following Introna, 2016). 
These themes are also addressed by DeLanda when he argues that the performative 
FDSDFLW\ RI DVVHPEODJHV DV µD ZKROH¶1 µFDQQRW EH UHGXFHG WR WKRVH RI LWV SDUWV¶ SUHFLVHO\
because of the performatiYHFDSDFLW\RIDVVHPEODJHVWKHIDFWWKH\DUHµQRWDQDJJUHJDWLRQ¶
RI WKH YDULRXV FRPSRQHQWV EXW µWKH DFWXDO H[HUFLVH RI WKHLU FDSDFLWLHV¶  7KLV
suggests, for the purposes of this article, that we need to consider not only the constructions 
of the various assemblages (our three directives as described above), but also the 
SHUIRUPDWLYHFDSDFLW\RIWKHDVVHPEODJHVZKHQKHOGWRJHWKHUDVµDZKROH¶2 
 
This leads us to our proposition of sexist assemblages. Assemblages, as Wiley et al 
(2012) note, do something, and we argue that only by understanding the particular 
DUUDQJHPHQW RI VRFLDO PHGLD FRQWHQW PRGHUDWLRQ¶V PDQ\ HOHPHQWV FDQ we see how they 
perpetuate rigid gender roles, typically about women; in short, how they perpetuate sexism. 
While we focus on pro-eating disorder (pro-ED) content moderation in this paper (a term we 
define later), we include other examples to argue that the notion of sexist assemblages 
permeates other platforms and might open up spaces for theoretical and methodological 
revisions. After discussing social media content moderation and pro-ED identities more 
generally, we turn to a discussion of the research methods that inspired this paper: a cross-
platform visual analysis of eating disorder images on Instagram, Pinterest, and Tumblr. We 
then unpack three of the (various) elements of our sexist assemblages - the content 
presented to and hidden from users through in-platform searches, public-facing community 
guidelines, and recommendation systems - to ask about the implications of such durability 
within and for assemblages. 
 
 
Moderating controversial content on social media 
 6 
  
Community-driven internet spaces have always been moderated in some way, but 
the growing volume of content uploaded to social media in particular has forced companies 
to develop more sophisticated moderation techniques. At present, there are two dominant 
forms of social media content moderation: (1) automated and (2) human. Automated content 
moderation relies on machine learning techniques which µFRQVLVWHQWO\ PDSV RQWR H[LVWLQJ
GDWD¶7KRUQKDP, LQDµUHFXUVLYHORRS¶'D\and Lury, 2016:43): it matches content 
agaiQVWNQRZQGDWDDQGGDWDEDVHVRI µXQZDQWHG¶ 5REHUWV, 2017b:n.p) or flagged content, 
measuring the distance between points within systems and between certain words or 
images (Sumpter, 2018:198). Automated moderation encapsulates the processes of 
uploading content and the period after: they are both pre-emptive and retrospective 
(Gillespie, 2018). Machine learning moderation compares content with existing data, which 
PHDQV XQLTXH FRQWHQW QHHGV WR EH DOUHDG\ QRUPDWLYH RU DW OHDVW µNQRZQ¶ IRU PDFKLQH
OHDUQLQJPRGHUDWLRQWRµVHH¶LWDVDFRQVWLWXWLYHHOHPHQWWRSURPSWDFWLRQVXFKDVGHOHWLRQ
This has a number of implications, but for the purposes of this article also demonstrates why 
human content moderation is so important for setting the parameters of normativity from 
which the automated systems can learn and build. When content is flagged, it is often 
redirected to a human commercial content mRGHUDWRU &&0 ZKR LV JLYHQ µVHFRQGV¶
(Roberts, 2017b) to decide if it should stay or go. Content moderation is also outsourced to 
users who DUH DVNHG WR µIODJ¶ LQDSSURSULDWH FRQWHQW to feed into moderation algorithms 
(Crawford and Gillespie, 2016). Flagged content is weighted differently within the constitutive 
elements of algorithms and automated moderation learns from and develops such weighting 
to create different processes and re-evaluate past outcomes, such as alerts, deletions, and 
restrictions on access to certain content (Suzor, 2016). All of these forms of content 
moderation are limited for the reasons outlined above, and the automated techniques 
GHVFULEHGDERYHDUHIDPRXVO\µLPSHUIHFW¶5REHUWVE:n.p.). 
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At a macro-level, there are also issues in relation to decisions about what counts as 
µSUREOHPDWLF¶ VRFLDO PHGLD FRQWHQW LQ WKH ILUVW SODFH not least because of current debates 
around social media as on the one hand being a safe and supportive space, and on the 
other a space that needs safeguarding for vulnerable groups and individuals. As an 
example, these concerns are reflected in the UK *RYHUQPHQW¶V QHZ 2QOLQH +DUPV:KLWH
Paper, which lays out plans to develop an independent regulatory body to µdraw up codes of 
conduct for tech companies¶RXWOLQHWKHLUQHZµVWDWXWRU\³GXW\RIFDUH´WRZDUGVWKHLUXVHUV¶
and enforce penalties for non-compliance (Goodman, 2019:n.p.). The recent news story 
about the role Instagram and Pinterest might have played in a teenager¶s suicide is a case in 
point (Gerrard and Gillespie, 2019). As Gillespie argues, moderation of content relating to 
HDWLQJ GLVRUGHUV LV SHUKDSV µWKH KDUGHVW WR MXVWLI\¶  not least because internet 
spaces have long been praised (and condemned) for offering non-judgemental communities 
for those with marginalised or stigmatised identities (amongst others, Turkle, 1996; Dias, 
2003), particularly spaces permitting the use of pseudonyms (van der Nagel and Frith, 2015; 
Haimson and Hoffmann, 2016). This contradiction and its accompanying debates have 
intensified in recent years as tech creators are becoming increasingly aware of the 
consequences of their designs, while at the same time, as boyd (2015) and Ford (2019) 
note, being excited by them. Rules about eating disorders were enforced on sites like 
MySpace, Xanga, and Yahoo! but a 2012 Huffington Post H[SRVp DERXW 7XPEOU¶V µVHFUHW
ZRUOG RI WHHQDJH ³WKLQVSLUDWLRQ´¶ *UHJRLUH  WULJJHUHG D ZDYH RI SODWIRUP SROLF\
alterations. Exactly two weeks after the exposé, Tumblr released a new policy relating to 
eating disorder content (Tumblr, 2012a) and Instagram and Pinterest followed suit within the 
same year. The three platforms said they would draw lines between accounts and posts that 
µSURPRWH¶HDWLQJGLVRUGHUVDQGWKRVHDLPLQJWRµEXLOGFRPPXQLW\¶7XPEOUERUIDFLOLWDWH
µVXSSRUW¶ ,QVWDJUDP  3LQWHUHVW  EHWZHHQ XVHUV 7R UHVWULFW DFFHVV WR
µSUREOHPDWLF¶FRQWHQWWKHSODWIRUPVLVVXHpublic service announcements (PSAs) when users 
search for certain hashtags or keywords, block or limit the results of searches for other 
terms, and also remove content and accounts they think breaks the rules (Gerrard, 2018). 
 8 
 
Rule-setting is subjective and reflects the biases and worldviews of the rule-setters, 
and VRFLDO PHGLD¶V FRPPXQLW\ JXLGHOLQHV DUH, as Roberts reminds us, GHYHORSHG µLQ WKH
specific and rarefied sociocultural context of educated, economically elite, politically 
OLEHUWDULDQDQGUDFLDOO\PRQRFKURPDWLF6LOLFRQ9DOOH\86$¶-4). Thus it is perhaps 
fair to say that the decision to moderate eating disorder-related content reflects a longer-
VWDQGLQJ SDWHUQDOLVWLF GHVLUH WR µSURWHFW¶ \RXQJ ZRPHQ - who are the likeliest gender to 
experience an eating disorder (amongst others, ANAD, 2019; Beat, 2019) - following a 
pattern established by traditional media and earlier internet spaces. The form of sexism we 
point to in the politics of moderation is also based on a notion of the fragility of white 
ZRPHQ¶VERGLHVDQGWKHQHHGWRSURWHFWWKHP In their analysis of media representations of 
eating disorders, Saguy and Gruys found that µanorexics and bulimics are typically portrayed 
DV\RXQJZKLWHZRPHQRUJLUOVWKLVUHLQIRUFHVFXOWXUDOLPDJHVRI\RXQJZKLWHIHPDOHYLFWLPV¶
(2010:231). (DWLQJGLVRUGHUVKDYHORQJEHHQYLHZHGDVDµ:KLWHIHPDOHSKHQRPHQD¶5RRW
1990:525), an assumption reinforced by misguided research methodologies led by 
µstereotypes that only WKLWH PLGGOH WR XSSHU FODVV JLUOV GHYHORS HDWLQJ GLVRUGHUV¶ 5RRW
1990:531), and despite evidence to the contrary. But as Lupton (2013) notes, not all 
ZRPHQ¶VERGLHVDUH seen as fragile nor worthy of protection. ,QZHVWHUQVRFLHWLHVµIt seems 
that there is something culturally repellent about the fat body, something that calls out to be 
FRQWUROOHG FRQWDLQHG DQG SXQLVKHG¶ /XSWRQ 3), and yet the thin body earns the 
SURWHFWLRQRIVRPHRIWKHZRUOG¶V ODUJHVWFRUSRUDWLRQV. This article attempts to demonstrate 
how such values can become embedded - or coded - LQWRSODWIRUPV¶DOJRULWKPLFDQGSXEOLF-
facing methods of control. TKHSODWIRUPV¶GHFLVLRQVUDLVHa number of questions, but for the 
purposes of this article they remind us of the wider socio-political arena in which moderation 
decisions are also being made, and that filters through to how such decisions are variously 
and unevenly operationalised. We now turn to a discussion of the research methods 
LQVSLULQJWKLVSDSHU¶VFRQWHQW 
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Show and tell: Finding images through search results 
  
         The findings we present in this paper are part of a larger dataset of 975 unique 
Instagram, Pinterest and Tumblr images. We initially ran searches for ten keywords using 
WKH UHVSHFWLYH SODWIRUPV¶ EXLOW-LQ VHDUFK HQJLQHV DQG XVHG WKH 'LJLWDO 0HWKRGV ,QLWLDWLYH¶V
TumblrTool to identify the most common workaround hashtags to give us a set of terms to 
use in case the root tags were banned.3 )RUH[DPSOHEHFDXVHµSURDQD¶LVEDQQHGRQVRPH
SODWIRUPVXVHUVPLJKWVHDUFK IRU µSURDQDD¶RUDVLPLODUQRQ-banned workaround term (see 
Chancellor et al, 2016). We originally collected these images to conduct a cross-platform 
YLVXDO DQDO\VLV DQ DSSURDFK LQIOXHQFHG E\ *LQJ DQG *DUYH\¶V  ILQGLQJ WKDW LPDJHV
relating to mental health on Instagram are highly aestheticised (see also McCosker and 
Gerrard, forthcoming). Using a clean browser and a new account, we wanted to see what 
the platforms showed us - a form of platformed show and tell - using their search engines to 
discover new content, precisely as social media users would.4 But it was the method through 
which we obtained our data that revealed an algorithmic conflation between posts related to 
eating disorders and those associated with other feminised phenomena, such as fitness, diet 
plans, cosmetics and fashion. This resonaWHV ZLWK RQH RI WKH PRWLYDWLRQV EHKLQG 1REOH¶V
book, Algorithms of Oppression (2018), which she wrote after discovering that Google 
UHFRPPHQGHG VWHUHRW\SLFDO UDFLVW DOWHUQDWLYHV ZKHQ VKH VHDUFKHG IRU µBODFN JLUOV¶ DV
H[SODLQHG LQ WKH SDSHU¶V Introduction). Although the flattening of identities Noble (2018) 
identified resonates with our findings, we want to note that the intersections are different. 
Noble (2018) found a reproduction of hateful and explicitly sexualised stereotypes of Black 
women via Google searches, and we identify (as we discuss throughout) a link between 
white, feminised behaviours and interests with eating disorders via Pinterest 
recommendations. Although the pattern is similar, the intersections ± WKHµPXOWLSOHJURXQGVRI
ideQWLW\¶including gender and race (Crenshaw, 1991:1245) ± are different. 
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 A number of considerations that emerged from the methods and that relate to the 
concept of sexist assemblages are worth briefly noting here. The first relates to the idea of 
attempting to momentarily stabilise assemblages through keyword and/or hashtag searches, 
and the limits and affordances this offers not only in terms of research findings, but also in 
WHUPVRIKRZWKHVHPHWKRGVFDQFRQFHSWXDOLVHSODWIRUPVµWKHPVHOYHV¶DVWKHVXPRIWKHVH
methods). Internet researchers, we suggest, need better methods for capturing the 
dynamics of social media platforms because what we do to understand platforms shapes 
how we understand them. For example, the problem with researching algorithms is that we 
can only access already-made decisions: it is very difficult to account for the silences (an 
issue with assemblage theory itself, and which we return to in our Conclusion). The 
methodological issues raised here precisely illustrate why this paper might be read as both a 
theoretical and methodological intervention. This means it is important to emphasise that 
WKHVH µVKRZDQGWHOO¶ methods should not underpin a conceptualisation of the platform, but 
should rather be understood as a tool through which we might come to understand some of 
the durable elements of larger processes (see Lury and Wakeford, 2016; Bucher, 2018). 
And second, this method highlights the need for dynamic methods that can iterate and 
change in keeping with algorithms. Keywords and hashtags, for example, are constantly 
revised and given that any one experience of a platform may be different (see Bucher, 
2018), it is particularly important to note an instability not only with the object being studied 
but with the methods too (Hayles, 2017). 
 
What we found on Pinterest inspired many of the arguments behind this paper. For 
example, when you select a post on Pinterest (on either a mobile app or on the desktop 
YHUVLRQ \RXFDQVFUROOGRZQ WRYLHZZKDW3LQWHUHVW FDOOV µPRUH OLNH WKLV¶ WKH LPDJHV\RX
might want to see, based on your browsing habits and other forms of mined social media 
data (Kennedy, 2016; Sumpter, 2018). The algorithm showed us images related to the root 
image but also suggested other search terms we might want to explore. When we searched 
IRU µERQHVSR¶ - D SRUWPDQWHDX WHUP FRPELQLQJ µERQHV¶ DQG µLQVSLUDWLRQ¶ WR GHQRWH LPDJHV
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which focus on and glorify bones protruding through skin (Cobb, 2017) - Pinterest showed 
us an image of a seemingly white SHUVRQ¶V slender legs and small wrist (see Image 1), and 
VXJJHVWHGZHPLJKWDOVROLNHWRVHDUFKIRURWKHUSRVWVUHODWLQJWRµJUXQJH¶µKLSVWHU¶DQGµV¶
fashion (see image 2): 
 
 
Image 1: the ILUVWVHDUFKUHVXOWIRUµERQHVSR¶RQ3LQWHUHVW 
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,PDJH3LQWHUHVWUHFRPPHQGDWLRQVIROORZLQJDVHDUFKIRUµERQHVSR¶ 
  
'HVSLWH ERQHVSR¶V FOHDU OLQNV WR SUR-ED discourses, it remained searchable on 
Pinterest at the time of writing. However these recommendations alone - and arguably the 
image itself - are not especially objectionable.5 They relate to fashion and perhaps classed 
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identities and imply highly stylised gender performances that are consciously intended: 
something more akin to the notion of self-branding or promotion (Hearn, 2017). What 
matters here is what prompted the recommendations: a keyword search explicitly related to 
the promotion of eating disorders. The seemingly mundane process of searching for an 
image and receiving suggestions for more images users might like reveals a connection 
between eating disorders, the performatively feminine body and fashion/consumerism. As 
Dias notes, and mirrored in the search results discussed above, µWhe assumption, evident in 
most popular notions about eating disorders, is that these women are conforming to 
GRPLQDQWQRWLRQVRI IHPLQLQLW\¶ . They also conform to dominant notions of white 
IHPLQLQLW\ DV JUXQJH VXEFXOWXUHV LQ SDUWLFXODU KDYH WKHLU URRWV LQ µZKLWH \RXWK LQ WKH 86
VXEXUEV¶ +XT6:139). Further, this finding highlights WKH LPSRUWDQFHRI WKH µDOVR OLNHG¶
algorithm we discuss later in the article.  
 
However, not all pro-ED-related terms are searchable on Pinterest. For example, a 
VHDUFK IRU µSURDQD¶ ZDV EORFNHG RQ 3LQWHUHVW DQG SURPSWHG WKH IROORZLQJ 36$ µ$UH \RX
struggliQJ ZLWK DQ HDWLQJ GLVRUGHU" +HOS LV DYDLODEOH¶ %XW D IDLOHG VHDUFK IRU µSURDQD¶
SURPSWHGWKHSODWIRUPWRJLYHXVDOLVWRIRWKHUWHUPVZHPLJKWZDQWWRµWU\¶VHHLPDJH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Image 3: recommended search terms to remedy DIDLOHGVHDUFKIRUµSURDQD¶RQ3LQWHUHVW 
  
         $OWKRXJK WKHVHDUFK IRU µSURDQD¶ IDLOHG WKHSODWIRUPNQHZ WRFDWHJRULVH WKH WHUP LQ
relation to bodies and body workDQG3LQWHUHVWDGYLVHGXVWRVHDUFKIRUµQLFHERG\¶µVNLQQ\
OHJV¶µWKLJKJDSH¶µILWQHVVPRWLYDWLRQ¶DQGµVNLQQ\ERG\JRDOV¶LQVWHDG 
 
:H WKHQ VHDUFKHG IRU ZKDW &KDQFHOORU HW DO  FDOO D µZRUNDURXQG¶ KDVKWDJ - 
#proanaa - and Pinterest gave us the following image: 
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,PDJHWKHILUVWVHDUFKUHVXOWIRUµSURDQDD¶RQ3LQWHUHVW 
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,PDJH3LQWHUHVWUHFRPPHQGDWLRQVIROORZLQJDVHDUFKIRUµSURDQDD¶ 
  
At first glance, these recommendations are not explicitly linked to identity markers 
such as gender, race or age. But when combined - indeed, assembled - with both discursive 
and statistic knowledge of eating disorders indirectly tells us that they are experienced as 
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feminine, white, and youthful in multiple ways. 3LQWHUHVW¶V UHFRPPHQGDWLRQV WKXVDGG WRD
broader social imagination and stereotyping of eating disorders not only as a white ZRPHQ¶V
issue but as a neoliberal, postfeminist preoccupation with body improvement and 
SHUIRUPDQFHV RI µVXFFHVVIXO¶ IHPLQLQLW\ XQGHUVWDQGLQJ WKDW IHPLQLQLW\ LV D ERGLO\ SURSHUW\
that a woman must possess the right body in line with the current hegemonic ideals, that the 
body must be adequately disciplined and surveilled, DQG WKDW D ZRPDQ¶V µJRDOV¶ FDQ EH
successfully achieved through a makeover (Gill, 2007). 7KH µVH[LVW¶ HOHPHQW RI WKH
assemblage(s) is bound up in the social and cultural inferences that are both evidenced in 
the content itself, and through the content in terms of what the search algorithms suggest 
over time. To reiterate, this is not to say that these elements are static or will not change but 
rather that we begin to get a sense of processes and logics that we need to investigate 
further.    
 
Indeed, to take one of the recommended search terms in Image 3 - µVNLQQ\ ERG\
JRDOV¶ - there is both a normativity and mundanity of these associations (given the issues 
discussed in the paragraph above) that demonstrate a complicity with the gendering of 
social phenomena and a misguided alignment of eating disorders with vanity and thinness 
(Bordo, 2003). At the same time, recommendations are algorithmically generated based on 
existing data and click-throughs: they represent and perpetuate normativity insofar as they 
are both an algorithmic outcome of existing activity/behaviour, and they generate and 
perpetuate ongoing activity//behaviour. In keeping with scholars such as Bucher (2018) and 
Introna (2016), we are suggesting that recommendations are not transparently gendered 
(solely) because eating disorders are represented primarily as a female-orientated issue; 
rather, they are gendered because this conclusion is borne out of existing normative practice 
and behaviour (see also Neff 2018). 
  
RHWXUQLQJ WR 'H/DQGD¶V DUJXPHQW WKDW DVVHPEODJHV have performative capacities 
ZKHQKHOGWRJHWKHUDVµDZKROH¶RXUILQGLQJVDOVRSURYRNHQHZGLVFXVVLRQVDERXW
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the social costs of recommendation systems, particularly if we think about the performative 
elements of the search algorithms in terms of shaping normativity. One of our main concerns 
is that search results stabilise, however momentarily, KRZ DQ HDWLQJ GLVRUGHU µVKRXOG¶ EH
experienced: thin, hyper-feminised, consumerist, and by young, white women, not because 
of the image per se but because of the socio-technical assemblages that have generated it 
in that moment as an automated response to a query. Our argument here then, is that 
content, recommendations and searches are all elements of the sexist assemblage, that 
need to be thought about and investigated together and which also includes algorithmic 
process and community guidelines and policies. We now turn to a fuller discussion of the 
latter. 
  
  
Community guidelines: The (gendered) rulebooks of social media  
 
The power and politics of social media content moderation not only lie in its 
processes and outcomes but in the decisions about what gets moderated and why this 
VKRXOG KDSSHQ 7KLV FRPPXQLFDWLYH ZRUN SDUWO\ WDNHV SODFH LQ VRFLDO PHGLD SODWIRUPV¶
µFRPPXQLW\JXLGHOLQHV¶ VRPHWLPHVFDOOHG µFRPPXQLW\VWDQGDUGV¶RUVLPLODU Most, if not all 
platforms have these public-facing documents and they serve a unique and academically 
under-addressed purpose: they purport to OD\ RXW LQ µGHOLEHUDWHO\ SODLQVSRNHQ ODQJXDJH¶
(Gillespie, 2018:46), how platforms want their users to behave and what kinds of content 
they think are and are not acceptable. As suggested earlier, we are interested in the 
community-facing guidelines as human-machine contextual responses to a perceived 
human-DOJRULWKPLFFKDQJHWKDWDUH µFDXJKW¶PRPHQWDULO\VWDELOLVHGWKURXJKGLVFRXUVHDQG
that might, in turn, reweigh certain algorithms or change certain processes in visible and less 
visible ways. But community guidelines are always-already inadequate as a representation 
of action or policy because the assemblage is in process and iterating beyond that moment. 
6RPHµUXOHV¶DUHPRUHVWDEOHWKDQRWKHUVVXFh as those against supporting terrorism, crime 
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and hate groups; sharing sexual content involving minors; malicious speech, and so on, 
mostly because they verge on or cross the threshold of illegality. But some of SODWIRUPV¶ 
other rules, such as those about eating disorders, are less stable and reflect morality rather 
than legality. 
  
Community guidelines differ from terms of service and other legal documents 
because they are intended to be read by users and are written as such. At the very least, 
community guidelines are spaces in which normativity (as understood by the employees of 
any given platform) is discussed within a specific temporal and historical context. More than 
this though, they are spaces where the human rather than the machine comes to the fore, 
and in juxtaposing the machine learning elements with these discursive human responses, 
we can see tensions and sutures, priorities and politics. Who responds, when, and how is 
DOVR LPSRUWDQW QRW OHDVW LI ZH FRQVLGHU DV *LOOHVSLH DUJXHV WKDW WKH µYRLFH¶ RI SODWIRUPV¶
FRPPXQLW\ JXLGHOLQHV DUH RIWHQ FRQVLVWHQW ZLWK WKHLU µFKDUDFWHU¶¶  ZKLFK SHUKDSV
creates the conditions for them to evoke gendered language.6 Community guidelines are a 
crucial component of the assemblage we discuss in this paper because they are the spaces 
where interpretations of values and rules are consciously conveyed. Indeed, while platforms 
have long emphasised their neutrality (Gillespie, 2010), community guidelines undo some of 
this careful discursive work by revealing biases, politics and normativities.7 It is also 
important to note that the community guidelines are also far from static: the guidelines 
themselves are malleable and constantly being re-shaped and re-purposed; the language 
changes, the discourses shift. For example, a week after publishing its initial policy, Tumblr 
LVVXHG µIROORZ-XS¶ JXLGHOLQHV IRU FRQWHQW UHODWHG WR HDWLQJ GLVRUGHUV DQG VHOI-harm and 
responded to user feedback. One XVHUV¶comment read: 
  
,W¶VQRWDVHFUHW WKDW WKLVQHZUXOHZLOO WDUJHWSULPDULO\ZRPHQ6LFNZRPHQ WKDWKDYH ILQDOO\
IRXQGDFRPPXQLW\ZKHUHWKH\GRQ¶WIHHODORQH,I\RXWKLQNFHQVRULQJWKHVHZHEVLWHVZLOOOHDG
more women to recovery, consider whether people fought in wars before there was violence 
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on TV. This is shutting down a community where people can talk openly without addressing 
the (actually evil) blogs that may have caused them to be where they are at. Great job, 
Tumblr. (Tumblr, 2012b) 
  
The same thing happened when Tumblr announced its ban on adult content - which 
LQFOXGHG LPDJHV RI µIHPDOH-SUHVHQWLQJ QLSSOHV¶ - in late 2018.  Following a pattern 
established by traditional media (amongst others, see Atwood, 2009; Gill, 2009; Evans et al, 
2010), the adult content ban reflected a historic problematisation and over-sexualisation of 
ZRPHQ¶VQXGHERGLHV Tumblr then released another post to its Staff Blog clarifying some of 
WKHJXLGHOLQHV¶GHWDLOV7XPEOU+HOS'HVNDECommunity guidelines thus echo other 
media processes and hint at how those writing the community guidelines see the platform: it 
is interesting, for example, that Tumblr chose to highlight a comment about sexism in its own 
follow-up post. These public-facing documents form a core part of sexist assemblages 
because they (re-)iterate 7XPEOU¶V complicity in unequal divisions between acceptable 
gendered bodies. Evidently, and unlike terms of service, community guidelines are more 
µRSHQ WR RXWVLGH SUHVVXUH¶ *LOOHVSLH 18:70), making them crucial spaces where biases 
and subjectivities are displayed to users. They offer us insight, we argue, into the politics 
behind moderation as well as the decisions prompting and responding to machine learning 
outcomes. If, as Gillespie QRWHVµWKHIXOO-time employees of most social media platforms are 
overwhelmingly white, overwhelmingly male, overwhelmingly educated, overwhelmingly 
OLEHUDORUOLEHUWDULDQDQGRYHUZKHOPLQJO\WHFKQRORJLFDOLQVNLOODQGZRUOGYLHZ¶ZH
cannot ignore the profound implications this has on their rules and the broader sexist 
assemblages we discuss in this paper. If we return to our theme of sexist assemblages, we 
can note the need to also consider issues such as employee demographics, work practices 
and policies, identity signifiers and labour issues, to name a only few issues at stake. All of 
these things contribute to SHRSOH¶VH[SHULHQFHVRISODWIRUPV, EXWPDQ\DUH UDUHO\ µVHHQ¶RU
accounted for in the push to only note the productive elements of platforms. This point, then, 
is a further reminder of the need to consider content moderation as an assemblage. 
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Examples like the above evidence a pervasive platform policing of the female body in 
particular, not only in the decisions made about the parts of the gendered body that are 
problematised (protruding bones, female-presenting nipples, and so on) but also, and 
SHUKDSVHYHQPRUHSHUQLFLRXVO\WKHFDOOZLWKLQSODWIRUPV¶FRPPXQLW\JXLGHOLQHVIRUXVHUVWR
VXUYHLO DQG SUREOHPDWLVH HDFK RWKHU¶V ERGLHV E\ flagging content that they think glorifies 
eating disorders. We now turn to a discussion of our final element of the assemblage: social 
PHGLD¶VDOJRULWKPLFUHFRPPHQGDWLRQV\VWHPV 
  
  
7KHµDOVROLNHG¶DOJRULWKPDQGWKHJHQGHUHGVWDNHVRIUHFRPPHQGDWLRQsystems 
 
A central way content circulates on social media is through algorithmic 
UHFRPPHQGDWLRQ V\VWHPV RU WKH µDOVR OLNHG¶ DOJRULWKP 6XFK V\VWHPV DUH GHVLJQHG WR
improve user experience, help users to make sense of masses of content, and ultimately 
retain their participation in - and data-generation on - platforms. But as Sumpter reminds 
UHDGHUVZKHQIDFHGZLWKDSOHWKRUDRILQIRUPDWLRQXVHUVORRNDWµIHZHURSWLRQV¶
This is why the also-OLNHGRUµSUHIHUHQWLDODWWDFKPHQW¶DOJRULWKPLVVRSowerful: because of 
how it orders information. Scholars have long argued that we are directed to social media 
content based on our own data trails, which prioritise content in part according to previous 
activity and purchasing decisions (amongst others, Cheney-Lippold, 2017; Noble, 2018; 
Sumpter, 2018). The argument follows that this WKHQ OHDGV WRD µILOWHUEXEEOH¶ZKHUHE\RXU
experience online is roughly in keeping with our own socio-political opinions (Parisier, 2011). 
More recently, however, scholars have questioned the idea of the filter bubble through 
empirical research that suggests that algorithmic recommendations pay less lip service to 
variables such as user data and previous data trails and more lip service to corporate 
sponsors and geolocation (Noble, 2018:5; Introna, 2016). If this is the case, then categories 
like gender, race, and class are being flattened out in keeping with neoliberal and 
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consumerist principles to have economic rather than socio-political resonance (see 
Thornham 2018:127). For this article, these issues demonstrate a need to consider 
assemblages, content moderation and pro-ED-related content also within economic and 
consumerist frames.  
  
Sumpter (2017) argues that one of the mathematical formulas applied to social 
media data iV µSULQFLSOHFRPSRQHQWDQDO\VLV¶ 3&$8 PCA works by isolating the strongest 
correlations in the data and it does this by thematically collating a range of variables into 
µFOHDQHU¶ FDWHJRULHV SDUWO\ WR KDYH IHZHU FDWHJRULHV DQG WKHUHIRUH VWURQJHU FRUUHODWLRQV
(Sumpter, 2017:29-31). This mathematical sorting prioritises blunt content such as clicks and 
likes rather than, for example, demographic data or the tone of the post. The nuances of 
gender performativity (Butler, 1990) are therefore negated, the tone and style are irrelevant, 
making the socio-cultural and political elements of gender identity flattened and rendered 
LQYLVLEOH 7KH µDOVR-OLNHG¶ DOJRULWKP WKHQ EXPSV XS WKDW PLVUHDGLQJ RU VLPSOLILFDWLRQ RI
something like gender to grossly exaggerate it as a signifier, and as it increasingly sees this 
variable, it notes it and gives it more weight. It is the new categories generated through this 
process that we are concerned with in this paper, because what gets generated through 
recommendation systems are over-simplified versions of gender and other identities. To 
represent only over-simplified versions of gender is, we argue, a form of sexism. This 
process also plays a crucial role in how phenomena such as eating disorders become linked 
to certain identities: thin, hyper-feminised, consumerist, youthful, and white. 
  
Whilst algorithms do a very good job of appearing to be neutral and wholly driven by 
XVHU GDWD WKH\ LQ IDFW µUHSUHVHQW FHUWDLQ GHVLJQ GHFLVLRQV DERXW KRZ WKH ZRUOG LV WR EH
RUGHUHG¶ %XFKHU  DQG DV VXFK DUH VHOHFWLYH partial and constructed (Kitchin, 
 *LWHOPDQ DQG -DFNVRQ  7KH\ DUH DEOH WR µ³DVVLJQ PHDQLQJIXOQHVV´¶
(Langlois, 2013 in Gillespie, 2014:167) and are essentially mathematical formulas that come 
to stand in for gender and other identity markers. Recommendations are an element of 
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sexist assemblages because users receive more content which is likely to be gendered in 
the most simplistic way, as we have previously seen in the images of Pinterest 
recommendations. Pinterest understands that eating disorders dominantly relate to female 
bodies, thus in turn users might want to look at other content related to performed femininity 
such as fashion or cosmetics. 
  
It is particularly interesting to us that recommendation systems do not at first seem to 
be part of the content moderation process, but this is precisely their power. 
Recommendation systems and content moderation are not typically discussed together, and 
this is because they constitute content which is left over after moderation has taken place: 
ZKDWRWKHUSHRSOHKDYHµOLNHG¶WKHDFFRXQWVWKH\PLJKWZDQWWRIROORZWKHSRVWVWKH\µPLJKW
ORYH¶. In other words, recommendations represent the most acceptable content social media 
has to offer (Gerrard and Gillespie, 2019). Recommendation systems are essentially 
moderation systems: they are perhaps the most seemingly neutral element of social media 
and yet the stakes for how WKH\ FDWHJRULVH FRQWHQW DUH HVSHFLDOO\ KLJK IRU KRZ ZH µVHH¶
gender, along with race, sexual orientation, age, ability, and social class. This means 
recommendation systems are partly responsible for telling users what eating disorders and 
other social phenomena are, and for reflecting the values of the platform. As Cheney-Lippold 
explains, because of the categorisations social media companies make - via decisions about 
ZKDW NLQGV RI FRQWHQW WR PRGHUDWH KRZ SODWIRUPV¶ UXOHV DUH ZRUGHG DQG KRZ WKH\ NQRZ
what to recommend to their users - this means our digital identities are DOVR µGHFODUDWLRQ>V@
E\ RXU GDWD DV LQWHUSUHWHG E\ DOJRULWKPV¶  -4). We now conclude our paper by 
further considering the social implications of this and other elements of sexist 
assemblages.    
  
 
Concluding thoughts on sexist assemblages and the social 
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In this paper, we have presented three of the many potential elements of what we 
call sexist assemblages: the logics, processes and outcomes of social media content 
moderation. We have proposed sexist assemblages as a way of understanding how the 
human and mechanical elements that make up social media content moderation combine to 
perpetuate normative gender roles, and to police, perhaps even silence content related to 
women and their bodies. We have investigated sexist assemblages through three of several 
potential elements: (1) through the content presented to - or concealed from - users through 
in-platform searches, and which reflects dominant gendered, racialised and other norms. We 
argued here that, while problematic, the sexism at play is meant to µprotect¶white women; 
WKURXJKVRFLDOPHGLDSODWIRUPV¶SXEOLF-facing community guidelines, which lay out a given 
SODWIRUPV¶FRGHVRIFRQGXFWDQGUHYHDOELDVHVDQGVXEMHFWLYLW\ LQ WKHGHFLVLRQVDERXWZKDW
content to moderate, how best to do so, and how these decisions are explained to users. 
Ultimately, we have argued that pro-eating disorder content moderation reflects longer-
standing anxieties around the out-of-control female body (Bordo, 2003), and (3) through the 
content that is algorithmically recommended to users as they move through platforms. Here, 
we argued that the seeming neutrality of recommendation systems conceals a powerful 
process through which eating disorders (and other social phenomena) come to be linked to 
particular identities. By the time the reader finds this paper, the elements of social media 
content moderation that we identify might have changed, especially given how the elements 
that make up assemblages are ever-changing, and certain elements are more durable that 
others (Latour, 1990). But our hope with this article is that in considering the above durable 
elements and locating them within wider discourses of gender, we can begin to forge a 
theoretical intervention into how we understand platforms and gender, which has 
corresponding methodological implications. 
 
We draw this paper to a close by making three suggestions for scholars hoping to 
understand the social in a digital age. First, we underscore the importance of using social 
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media research methods which capture the dynamics of platforms, and to note an instability 
not only with the object being studied but with the methods too (Hayles, 2017). For example, 
the problem with researching algorithms, keywords, hashtags, and other momentary 
stabilisations of social media content is that we can only access already-made decisions. it 
is very difficult to account for the silences, which is indeed an issue with assemblage theory 
itself. We recognise that one of the main criticisms of assemblage theory is that it only 
counts or sees the active elements, which creates problems for the unseen or silenced (and 
which feminist scholarship has long wanted to be attuned to). But assemblage theory helps 
to direct us to silences; to show us what the most durable elements of an assemblage are; to 
FRQVLGHUWKHSHUIRUPDWLYHFDSDFLW\RIDVVHPEODJHVZKHQWKH\DUHKHOGWRJHWKHUDVµDZKROH¶
(DeLanda, 2006:11); to tell us what they do to the social world. 
 
Second, we call for a recognition and identification of other elements of the 
assemblage as the ones we propose in this paper are not exhaustive. Some might include: 
VRFLDO PHGLD FRPSDQLHV¶ SUHVV UHOHDVHV SXEOLF HQJDJHPHQW E\ WKHLU UHSUHVHQWDWLYHV
individual decisions made by commercial content moderators, specific decisions made by 
PDFKLQH OHDUQLQJ V\VWHPV DQG XVHUV¶ H[SHULHQFHV RI JHQGHU LQHTXDOLW\ LQ PRGHUDWLRQ
decisions. We would suggest that the latter proposal in particular warrants sustained 
academic interrogation. 
 
Finally, and perhaps most importantly, we urge scholars to continue to engage with 
the intersectional nature of the assemblages we propose to better understand the link 
between content moderation and the social. ,QDGGLWLRQWRKLJKOLJKWLQJFRQWHQWPRGHUDWLRQ¶V
parallel protection of whiteness and women, there are places in this paper where we note 
how gender intersects with, for example, sexual orientation and sexuality in 7XPEOU¶VDGXOW
content ban (Duguay, 2018). Sexist assemblages are thus QRW RQO\ µVH[LVW¶ assemblages. 
We close this paper by arguing that the deep embeddedness of sexism within the social ± as 
revealed through the sexist assemblages of the social media platforms discussed here ± 
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work to silence some of the most marginal and at-risk social groups, for whom social media 
promised the strongest community ties. 
 
 
Funding 
 
This research received no specific grant from any funding agency in the public, commercial, 
or not-for-profit sectors. 
 
 
Acknowledgements 
 
The authors would like to thank the members of the Social Media Collective, Microsoft 
Research New England whose thoughtful comments on this research inspired many of the 
arguments behind this paper. They would also like to thank the anonymous peer reviewers 
for their generous feedback; Gina Neff for a well-WLPHGFRPPHQWDERXWWKHSDSHU¶VVWUXFWXUH; 
and Elena Maris, Miriam Miller and Joseph Seering for their helpful comments on earlier 
drafts. Finally, the authors wish to thank Harry Dyer and Zoetanya Sujon for their efforts in 
organising the Understanding the Social conference (January 2019) and for diligently 
preparing this Special Issue. 
  
 
References 
 
ANAD: National Association of Anorexia Nervosa and Associated Disorders (2019) Eating 
disorder statistics. Available at: https://anad.org/education-and-awareness/about-eating-
disorders/eating-disorders-statistics/ (accessed 11 January 2019). 
 
 27 
Atwood F (2009) Mainstreaming sex: the sexualization of Western culture. London: IB 
Tauris.  
 
Barad K (2009) Meeting the universe halfway. Durham, NC: Duke University Press.͒ 
  
Beat (2019) Statistics for journalists. Available at: 
https://www.beateatingdisorders.org.uk/media-centre/eating-disorder-statistics (accessed 11 
January 2019). 
  
Bivens R and Haimson OL (2016) Baking gender into social media design: how platforms 
shape categories for users and advertisers. Social Media + Society. 2(4): 1-12. 
  
Bordo S (2003) Unbearable weight: feminism, Western culture, and the body. Berkeley, CA: 
University of California Press. 
 
boyd, d (2015, October 20). What world are we building? Everett C. Parker Lecture, 
Washington DC. Available at: http://www.danah.org/papers/talks/2015/ParkerLecture.html 
(accessed 27 May 2019).  
  
Bucher T (2018) ,I«7KHQDOJRULWKPLFSRZHUDQGSROLWLFV. Oxford: Oxford University Press. 
  
Butler J (1990) Gender trouble. London: Routledge. 
 
Carmi E (2019) The hidden listeners: regulating the line from telephone operators to content 
moderators. International Journal of Communication. 13: 440-458.  
  
 28 
Chancellor S, Pater JA, Clear T, et al (2016) #thyghgapp: Instagram content moderation and 
lexical variation in pro-eating disorder communities. In: Proceedings of the 19th ACM 
conference on computer±VXSSRUWHGFRRSHUDWLYHZRUN	VRFLDOFRPSXWLQJ&6&:¶
Available at: http://www.munmund.net/pubs/cscw16_thyghgapp.pdf (Accessed 6 December 
2016). 
  
Cheney-Lippold J (2017) We are data: algorithms and the making of our digital selves. New 
York: New York University Press. 
  
&REE*µ7KLVLVQRWSUR-DQD¶GHQLDODQd disguise in pro-anorexia online spaces. Fat 
Studies. 6(2): 189±205. 
  
Crawford K and Gillespie T (2016) What is a flag for? Social media reporting tools and the 
vocabulary of complaint. New Media and Society. 18(3): 410-428. 
 
Crenshaw K (1989) Demarginalizing the intersection of race and sex: a Black feminist 
critique of antidiscrimination doctrine, feminist theory and antiracist politics. University of 
Chicago Legal Forum. 1(8): 139-167.  
 
Crenshaw K (1991) Mapping the margins: intersectionality, identity politics, and violence 
against women of color. Stanford Law Review. 43(6): 1241-1299.  
 
DeLanda M (2006) A new philosophy of society: assemblage theory and social complexity. 
London, UK: Continuum. 
  
Deleuze G and Guattari F (1987) A thousand plateaus (B. Massumi, Trans.). Minneapolis, 
MN: University of Minnesota Press. 
 
 29 
'LDV.7KHDQDVDQFWXDU\ZRPHQ¶VSUR-anorexia narratives in cyberspace. Journal 
RI,QWHUQDWLRQDO:RPHQ¶V6WXGLHV. 4(2): 31-45. 
 
Douglas S (2010) (QOLJKWHQHGVH[LVPWKHVHGXFWLYHPHVVDJHWKDWIHPLQLVP¶VZRUNLVGRQH. 
New York: Times Books.  
 
'UHZH10D\7KHKLODULRXVOLVWRIKDVKWDJV,QVWDJUDPZRQ¶WOHW\RXVHDUFKThe 
Data Pack. Available at: http://thedatapack.com/banned-instagram-hashtags-update/ 
(accessed 6 December 2018). 
  
'XJXD\6'HFHPEHU:K\7XPEOU¶VEDQRQDGXOWFRQWHQWLVEDGIRU/*%74\RXWK
The Conversation. Available at: http://theconversation.com/why-tumblrs-ban-on-adult-
content-is-bad-for-lgbtq-youth-108215 (accessed 7 December 2018).   
  
'XJXD\6%XUJHVV-DQG6X]RU14XHHUZRPHQ¶VH[SHULHQFHVRISDWFKZRUN
governance on Tinder, Instagram, and Vine. Convergence: The International Journal of 
Research into New Media Technologies. DOI: https://doi.org/10.1177/1354856518781530. 
  
(YDQV$5LOH\6DQG6KDQNDU$7HFKQRORJLHVRIVH[LQHVVWKHRUL]LQJZRPHQ¶V
engagement in the sexualization of culture. Feminism and Psychology. 20(1): 114-131.  
 
Ford P (2019, May 14) Why I (still) love tech: in defense of a difficult industry. WIRED. 
Available at: https://www.wired.com/story/why-we-love-tech-defense-difficult-industry/ 
(accessed 27 May 2019).  
 
Foucault M (1977) Discipline and punish. New York: Vintage. 
 
 30 
Gerrard Y (2018) Beyond the hashtag: circumventing content moderation on social media. 
New Media and Society. 20(12): 4492-4511. 
 
Gerrard Y and Gillespie T (2019) When algorithms think you want to die. WIRED. Available 
at: https://www.wired.com/story/when-algorithms-think-you-want-to-die/ (accessed 14 March 
2019).  
  
Gill R (2007) Postfeminist media culture: elements of a sensibility. European Journal of 
Cultural Studies. 10(2): 147-166. 
 
*LOO5%H\RQGWKHµVH[XDOL]DWLRQRIFXOWXUH¶WKHVLVDQLQWHUVectional analysis of 
µVL[SDFNV¶µPLGULIIV¶DQGµKRWOHVELDQV¶LQDGYHUWLVLQJSexualities. 12(2): 137-160. 
 
Gill R (2014) Unspeakable inequalities: post feminism, entrepreneurial subjectivity, and the 
repudiation of sexism among Cultural Workers. Social Politics. 21(4): 509-528.  
  
*LOOHVSLH77KHSROLWLFVRIµSODWIRUPV¶New Media and Society. 12(3): 347-364. 
  
Gillespie T (2014) The relevance of algorithms. In: Gillespie T, Boczkowski P and Foot K 
(eds) Media Technologies: Essays on Communication, Materiality, and Society (pp. 167-
194). Cambridge, MA: MIT Press. 
  
Gillespie T (2015) Platforms intervene. Social Media + Society. 1(1): 1-2. 
  
Gillespie T (2018) Custodians of the internet: platforms, content moderation, and the hidden 
decisions that shape social media. New Haven: Yale University Press. 
  
 31 
*LQJ'DQG*DUYH\6µ:ULWWHQLQWKHVHVFDUVDUHVWRULHV,FDQ¶WH[SODLQ¶DFRQWHQW
analysis of pro-ana and thinspiration image sharing on Instagram. New Media and Society. 
20(3): 1181-1200. 
  
Gitelman L and Jackson V (2013) Introduction. In: Gitelman L (ed) Raw Data is an 
Oxymoron (pp. 1±14). Cambridge, MA: MIT Press. 
 
Goodman E (2019, April 10) The Online Harms White Paper: its approach to disinformation, 
and the challenges of regulation. LSE Media Policy Project Blog. Available at: 
https://blogs.lse.ac.uk/mediapolicyproject/2019/04/10/the-online-harms-white-paper-its-
approach-to-disinformation-and-the-challenges-of-regulation/ (accessed 16 June 2019).  
 
  
Gregoire C (2012, February 9) THE HUNGER BLOGS: a secret world of teenage 
³WKLQVSLUDWLRQ´+XIILQJWRQ3RVW)HEUXDU\$YDLODEOHDW
http://www.huffingtonpost.co.uk/entry/thinspirationblogs_n_1264459 (accessed 14 June 
2017). 
  
Haimson OL and Hoffmann AL (2016) Constructing and enfRUFLQJµDXWKHQWLF¶LGHQWLW\RQOLQH 
Facebook, real names, and non-normative identities. First Monday. 21(6). Available at: 
http://firstmonday.org/ojs/index.php/fm/article/view/6791/5521. 
  
Hayles KN (2017) Unthought: the power of the cognitive unconscious. Chicago, IL: Chicago 
University Press. 
 
Hearn A (2017) Verified: self-presentation, identity management, and selfhood in the age of 
big data. Popular Communication. 15(2): 62-77.  
 
 32 
Huq, R. (2006). Beyond subculture: pop, youth and identity in a postcolonial world. London: 
Routledge.  
 
,QVWDJUDP$SULO,QVWDJUDP¶VQHZJXLGHOLQHVDJDLQVWVHOI-harm images & accounts. 
Available at: http://blog.instagram.com/post/21454597658/instagrams-new-guidelines- 
against-self-harm (accessed 24 May 2017). 
  
Introna LD (2016) Algorithms, governance and governmentality on governing academic 
writing. Science, Technology and Human Values. 41(1): 17-49. 
 
Kirchner L (2015, September 6) When discrimination is baked into algorithms. The Atlantic. 
Available at: http://www.theatlantic.com/business/archive/2015/09/discrimination-algorithms-
disparate-impact/403969 (accessed 17 May 2019). 
 
Kennedy H (2016) Post, mine, repeat: social media data mining becomes ordinary. 
Basingstoke: Palgrave Macmillan. 
  
Kitchin R (2014) The data revolution: big data, open data, data infrastructures and their 
consequences. London: Sage Publications. 
  
Latour B (1990) Technology is society made durable. The Sociological Review. 38(1): 103-
131. 
 
Law J (2004) After method: mess in social science research. London: Routledge. 
 
Light B, Burgess J and Duguay S (2016) The walkthrough method: an approach to the study 
of apps. New Media and Society. 20(3): 881±900. 
  
 33 
Lo C (2018) When all you have is a banhammer: the social and communicative work 
RIYROXQWHHUPRGHUDWRUV0DVWHU¶V7KHVLV0DVVDFKXVHWWV,QVWLWXWHRI7HFKQRORJ\0,7
Available at: https://cmsw.mit.edu/banhammer-social-communicative-work-volunteer-
moderators/ (accessed 19 December 2018). 
  
Mackenzie A (2006) Cutting code: software and sociability. New York: Peter Lang. 
 
McCosker, A and Gerrard, Y (forthcoming) Hashtagging depression on Instagram: Towards 
a more inclusive mental health research methodology. New Media and Society. 
 
Myers-West S (2018) Censored, suspended, shadowbanned: user interpretations of content 
moderation on social media platforms. New Media and Society. 20(11): 4366-4383. 
  
Neff G (2018, 25 June) Does AI have gender? Oxford Internet Institute [online video]. 
Available at: https://www.oii.ox.ac.uk/videos/does-ai-have-gender/ (accessed 6 January 
2019). 
  
Noble SU (2018) Algorithms of oppression: how search engines reinforce racism. New York: 
NYU Press. 
 
Pariser E (2011) The filter bubble: what the internet is hiding from you. London: Penguin 
Books. 
 
Pinterest (2019) Community guidelines. Available at: https://policy.pinterest.com/en-
gb/community-guidelines (accessed 11 January 2019). 
  
 34 
Reider B (2016, 27 May) Closing APIs and the public scrutiny of very large online platforms. 
The Politics of Systems. Available at: http://thepoliticsofsystems.net/2016/05/closing-apis-
and-the-public-scrutiny-of-very-large-online-platforms/ (accessed 4 January 2019). 
  
Roberts ST (2016) CommHUFLDOFRQWHQWPRGHUDWLRQGLJLWDOODERUHUV¶GLUW\ZRUN,Q1REOH68
and Tynes B (eds) The Intersectional Internet: Race, Sex, Class and Culture Online (pp. 
147-159). New York: Peter Lang. 
 
Roberts ST (2017a) Content moderation. In: L.A. Schintler and C.L McNeely (Eds). 
Encyclopedia of Big Data (pp. 44-49). Springer. 
  
5REHUWV67E6RFLDOPHGLD¶VVLOHQWILOWHUThe Atlantic. Available at: 
https://www.theatlantic.com/technology/archive/2017/03/commercial-content-
moderation/518796/ (accessed 19 December 2018). 
  
Roberts ST (2019) Behind the screen: content moderation in the shadows of social media. 
New Haven: Yale University Press. 
 
Root MPP (2000) Disordered eating in women of color. Sex Roles. 22(7/8): 525-536).  
 
Saguy AC and Gruys K (2010) Morality and health: news media constructions of overweight 
and eating disorders. Social Problems. 57(2): 231-250.  
 
Seering J, Wang T, Yoon J and Kaufman, G (2019) Moderator engagement and community 
development in the age of algorithms. New Media and Society. DOI: 
https://doi.org/10.1177/1461444818821316.  
 
 35 
Squirrell T (2019) Platform dialectics: The relationship between volunteer moderators and 
end users on Reddit. New Media and Society. DOI: 
https://doi.org/10.1177/1461444819834317.  
  
Suchman L (2007) Human-machine reconfigurations: planes and situated actions. 
Cambridge, UK: Cambridge University Press. 
 
Sumpter D (2018) Outnumbered: from Facebook and Google to fake news and filter-bubbles 
- the algorithms that control our lives. London. Bloomsbury Press 
  
Suzor N (2016, 17 September) How does Instagram censor hashtags? Medium. Available 
at: https://digitalsocialcontract.net/how-does-instagram-censor-hashtags-c7f38872d1fd 
(accessed 29 July 2017). 
 
Suzor N (2019) Lawless: the secret rules that govern our digital lives. Cambridge, UK: 
Cambridge University Press.  
  
Thornham H (2018) Gender and digital culture: between irreconcilability and the datalogical. 
London: Taylor and Francis. 
  
Tumblr Staff Blog (2012a, February 23) A new policy against self-harm blogs. Available at: 
https://staff.tumblr.com/post/18132624829/self-harm-blogs (accessed 2 June 2017). 
  
Tumblr Staff Blog (2012b, March 1) Follow-XS7XPEOU¶VQHZSROLF\DJDLQVWSUR-self-harm 
blogs. Available at: https://staff.tumblr.com/post/18563255291/follow-up-tumblrs-new-
policyagainst 
(accessed 2 June 2017). 
  
 36 
Tumblr Help Center (2018a) Adult content. Available at: https://tumblr.zendesk.com/hc/en-
us/articles/231885248-Adult-content (accessed 6 December 2018). 
  
Tumblr Staff Blog (2018b, December 3) A better, more positive Tumblr. Available at: 
https://staff.tumblr.com/post/180758987165/a-better-more-positive-tumblr (accessed 6 
December 2018). 
  
Turkle S (1996) Life on the screen: identity in the age of the Internet. London: Weidenfeld 
and Nicolson. 
 
van der Nagel E and Frith J (2015). Anonymity, pseudonymity, and the agency of online 
identity: examining the social practices of r/GoneWild. First Monday. 20(3). Available at: 
http://firstmonday.org/article/view/5615/4346. 
  
Wajcman J (1991) Feminism confronts technology. Cambridge: Polity. 
 
Wiley SBC, Becerra, TM and Sutko DM (2012) Subjects, networks, assemblages: a 
materialist approach to the production of social space. In: J Packer and SBC Wiley (Eds.), 
Communication Matters: Materialist Approaches to Media, Mobility, and Networks (pp. 183±
195). New York, NY: Routledge. 
 
                                                     
1
 WKLFKLVLWVHOIDPLVQRPHUEHFDXVHWKHµZKROHQHVV¶RIDQDVVHPEODJHFDQRQO\EH
conceptualised through its relations of exteriority that also change (DeLanda, 2006:10) 
 
2
 Whilst recognising this offers insight but not solutions or answers, and nor can it 
DGHTXDWHO\µFDSWXUH¶WKHDVVHPEODJHV-as-processes. 
 
3
 At present, a similar co-tag analysis tool does not exist for Pinterest, and the Instagram tool 
QRORQJHUZRUNVEHFDXVHRIWKHSODWIRUP¶V$3,FORVXUHV6HH5HLGHUIRUDIXOOHU
discussion. We also used the keywords listed by the three platforms when they announced 
their ban on eating disorder-related content: thinspiration, probulimia, proanorexia 
(Instagram, 2012), anorexia, anorexic, bulimia, bulimic, thinspiration, thinspo, proana, purge, 
purging, promia (Tumblr, 2012a). 
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4
 This approach is akin to the walkthrough method (Light et al, 2016) but taking algorithmic 
recommendations as the focus. We maintain this should be a method for internet 
researchers - a form of show-and-tell, a way of conducting user research/experiencing 
platforms like a user would - but it is beyond the scope of this paper to develop the method 
as such. 
 
5
 ,WLVEH\RQGWKHVFRSHRIWKLVDUWLFOHWRGLVFXVVWKHVHPLRWLFFRQVLGHUDWLRQRIWKHµSUR¶HDWLQJ
disorder identity, as it is often difficult to know if an image alone, devoid of a caption or text 
overla\µSURPRWHV¶WKHZRUVHQLQJRIHDWLQJGLVRUGHUVEXWLWFHUWDLQO\UDLVHVTXHVWLRQVDERXW
the interpretation of visual imagery both by users and human content moderators. 
 
6
 A potential direction for future research might include a discourse analysis of various 
SODWIRUPV¶FRPPXQLW\JXLGHOLQHV 
 
7
 $V*LOOHVSLHQRWHVVRFLDOPHGLDFRPSDQLHVUHIHUWRWKHLUSURGXFWVDVµSODWIRUPV¶SUHFLVHO\
EHFDXVHRIWKHWHUP¶VFRQQRWDWLRQVµRSHQQHXWUDOHJDOLWDULDQDQGSURJUHVVLYHVXSSRUWIRU
DFWLYLW\¶S 
 
8
 The algorithms are black-boxed and they change over time, but Sumpter (2017) makes a 
highly educated guess based on the basic principles. 
