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THE TOPOLOGICAL LIGAMENT IN SHAPE OPTIMIZATION: A CONNECTION
WITH THIN TUBULAR INHOMOGENEITIES
C. DAPOGNY1
1 Univ. Grenoble Alpes, CNRS, Grenoble INP1, LJK, 38000 Grenoble, France.
Abstract. In this article, we propose a formal method for evaluating the asymptotic behavior of a shape
functional when a thin tubular ligament is added between two distant regions of the boundary of a domain.
In the contexts of the conductivity equation and the linear elasticity system, we relate this issue to a perhaps
more classical problem of thin tubular inhomogeneities: we analyze the solutions to versions of the physical
partial differential equations which are posed inside a fixed “background” medium, and whose material
coefficients are altered inside a tube with vanishing thickness. Our main contribution from the theoretical
point of view is to propose a heuristic energy argument to calculate the limiting behavior of these solutions
with a minimum amount of effort. We retrieve known formulas when they are available, and we manage
to treat situations which are, to the best of our knowledge, not reported in the literature (including the
setting of the 3d linear elasticity system). From the numerical point of view, we propose three different
applications of the formal “topological ligament” approach derived from these expansions. At first, it is
an original way to account for variations of a domain, and it thereby provides a new type of sensitivity
for a shape functional, to be used concurrently with more classical shape and topological derivatives in
optimal design frameworks. Besides, it suggests new, interesting algorithms for the design of the scaffold
structure sustaining a shape during its fabrication by a 3d printing technique, and for the design of truss-like
structures. Several numerical examples are presented in two and three space dimensions to appraise the
efficiency of these methods.
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1. Introduction
In line with the growing interest raised by shape and topology optimization within the academic and indus-
trial communities, various computational paradigms have emerged, with competing assets and drawbacks;
see [92] for an overview. Among them, relaxation-based topology optimization frameworks feature designs
as density functions and (possibly) microstructure tensors, describing the local arrangement of material and
void at the microscopic scale; see for instance [30, 95] about the SIMP method, and [2] about the homog-
enization method. Another popular optimal design framework is that of “geometric” shape and topology
optimization, where the optimized shape is rather represented as a true “black-and-white” domain. Several
mathematical tools are then available to evaluate the sensitivity of the optimized criterion with respect to
variations of the design, notably the notions of shape derivative and topological derivative. This article
focuses on another, less considered type of sensitivity for functions of the domain which evaluates the effect
of gluing a thin tubular ligament to the optimized shape. The proposed approach to address this question
relies on a formal connection between this geometric shape and topology optimization setting and the math-
ematical field of small inhomogeneities asymptotics, which has been the focus of much attention from the
inverse problems community.
1.1. Foreword: various means to evaluate the sensitivity of a function with respect to the
domain




where the objective function J(Ω) depends on the optimized design Ω, which is sought within a set Uad of
admissible shapes in Rd (d = 2, 3 in applications). A great deal of optimization algorithms dedicated to
the resolution of (1.1) (starting from the gradient method) rely on the “sensitivity” of J(Ω) with respect to
“small variations” of Ω. These notions are usually understood from two different, complementary viewpoints:
• Hadamard’s boundary variation method is perhaps the most popular framework for geometric shape
optimization. It features variations of a shape Ω of the form
Ωθ := (Id + θ)(Ω), where θ : Rd → Rd is a “small” vector field.
Intuitively, θ encodes the deformation of Ω (and particulary, its boundary ∂Ω) at each point; see
Fig. 1 (top, right). The shape derivative J ′(Ω)(θ) of J at Ω is accordingly defined as the Fréchet
derivative of the underlying mapping θ 7→ J(Ωθ) at θ = 0, so that the following expansion holds in
the neighborhood of θ = 0:
J(Ωθ) = J(Ω) + J
′(Ω)(θ) + o(θ), where
o(θ)
||θ|| → 0 as θ → 0;
2
see Section 7.2.1 for a little more detailed presentation. We refer generally to e.g. [12, 70, 83, 98]
for the mathematical theory underlying Hadamard’s boundary variation method, and to [8, 93] for
implementation issues.
• The concept of topological derivative is based on variations of Ω of the form
Ωx0,r := Ω \B(x0, r) where B(x0, r) is the open ball with center x0 and radius r.
In other terms, Ωx0,r is obtained from Ω by nucleation of a hole centered at x0 ∈ Ω with small radius
r > 0; see Fig. 1 (bottom, left) for an illustration. The topological derivative dJT (Ω)(x0) of J at Ω
is the first non trivial term in the asymptotic expansion of J(Ωx0,r) as r → 0; typically:
J(Ωx0,r) = J(Ω) + r
ddJT (Ω)(x0) + o(r
d).















Figure 1. (Top, left) One shape Ω ⊂ Rd; (top, right) deformation Ωθ of Ω via the diffeo-
morphism (Id + θ); (bottom, left) variation Ωx0,r of Ω by nucleation of a hole with radius
r around x0; (bottom, right) variation Ωσ,ε of Ω by addition of a thin ligament with base
curve σ and thickness ε.
There is also a third notion of sensitivity of J(Ω) with respect to Ω, seldom considered in the literature,
which accounts for the addition to Ω of a ligament ωσ,ε with “small” thickness ε around a base curve σ; see
Fig. 1 (bottom, right). More precisely, let σ : [0, `]→ Rd be a curve, whose endpoints σ(0) and σ(`) belong
to ∂Ω, and which otherwise lies completely outside Ω; one considers the variations Ωσ,ε of Ω defined by:
(1.2) Ωσ,ε = Ω ∪ ωσ,ε, where ωσ,ε :=
{
x ∈ Rd, d(x, σ) < ε
}
,
the thickness ε 1 of the ligament tends to 0, and d(x, σ) = minp∈σ |x− p| is the usual Euclidean distance
from x to σ. One then looks for an asymptotic expansion of J(Ωσ,ε) of the form:
(1.3) J(Ωσ,ε) = J(Ω) + ε
d−1dJL(Ω)(σ) + o(ε
d−1).
Note that the decay rate εd−1 of the first non trivial term in this expansion is proportional to the measure
|ωσ,ε| of the vanishing ligament as ε → 0. The sign of the “ligament derivative” dJL(Ω)(σ) then indicates
whether grafting the thin tube ωσ,ε to Ω is beneficial in terms of the performance criterion J(Ω).
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Variations of a domain of the form (1.2), and the associated asymptotic expansions (1.3) of related shape
functionals, have been originally analyzed in the series of articles [85, 84, 86]. Unfortunately, the derivation of
an expansion of the form (1.3) is far from an easy task, especially when the shape optimization problem (1.1)
under scrutiny originates from mechanical applications: J(Ω) then depends on Ω via the solution uΩ to a
partial differential equation posed on Ω (e.g. the conductivity equation, or the linear elasticity system), which
characterizes its physical behavior. In this spirit, the asymptotic analysis of partial differential equations
posed on domains of the form (1.2) has been considered in the seminal works [85, 84, 86], where expansions
of the form (1.3) are proved rigorously. The notion of “exterior topological derivative” constructed in there
involves partial differential equations posed on the product set of the shape Ω with the rescaled geometry
ωσ,1 of the ligament. The mathematical justification of expansions such as (1.3) is intricate; moreover, the
resulting formulas do not lend themselves to an easy use in numerical algorithms, as the authors themselves
acknowledge in [84].
1.2. From topological ligaments to thin tubular inhomogeneities
In the present article, we propose a formal change in viewpoints about the means to understand variations
of a shape of the form (1.2), which paves the way to approximate expansions of the form (1.3). These are
easier to calculate than their exact counterparts, and they are also much more amenable to use in numerical
practice.
In order to enter a little more into specifics, let us slip into the model context of the conductivity equation,






where j : R→ R is a smooth function, and the physical state uΩ is the potential, solution to:
(1.5)

−div(γ∇uΩ) = f in Ω,
uΩ = 0 on ΓD,
γ ∂uΩ∂n = g on ΓN ,
γ ∂uΩ∂n = 0 on Γ,
and γ(x) stands for the inhomogeneous conductivity inside Ω. The parts ΓD and ΓN of ∂Ω bearing homoge-
neous Dirichlet and inhomogeneous Neumann boundary conditions are non optimizable, and the functions f
and g stand for a body source and a heat flux entering Ω through ΓN , respectively. The remaining, effort-free
subregion Γ of ∂Ω is therefore the only one subject to optimization. The perturbed version of (1.5) where a
thin ligament ωσ,ε of the form (1.2) is grafted to Ω is described by the system:
(1.6)

−div(γ∇uΩ,ε) = f in Ω ∪ ωσ,ε,
uΩ,ε = 0 on ΓD,
γ
∂uΩ,ε
∂n = g on ΓN ,
γ
∂uΩ,ε
∂n = 0 on ∂(Ω ∪ ωσ,ε) \ (ΓD ∪ ΓN );
where homogeneous Neumann boundary conditions are imposed on the boundary of the grafted ligament
ωσ,ε defined in (1.2).
In our analysis, we propose to approximate (1.5) and (1.6); we introduce a large “hold-all” domain D ⊂ Rd,
containing Ω, such that both regions ΓD and ΓN of ∂Ω are also subsets of ∂D, and we replace (1.5) by the
following “background” conductivity equation, posed on D as a whole:
(1.7)

−div(γ0∇u0) = f in D,
u0 = 0 on ΓD,
γ0
∂u0
∂n = g on ΓN ,
γ0
∂u0
∂n = 0 on ∂D \ (ΓD ∪ ΓN ),
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where γ0(x) is an inhomogeneous conductivity coefficient. Formally, the solution u0 to (1.7) is a good
approximation of that uΩ to (1.5) when γ0 is of the form
(1.8) γ0(x) =
{
γ(x) if x ∈ Ω,
ηγ(x) otherwise,
with η  1, thus mimicking void, or when γ0(x) is a smoothed version of (1.8), as we assume thenceforth for
simplicity (see Remark 2.2 below about this point). This is the well-known ersatz material method in shape

















Figure 2. (Left) Graft of the ligament ωσ,ε with base curve σ and thickness ε to a shape Ω;
(right) corresponding tubular inclusion inside an approximate background medium occupying
the hold-all domain D.
As an approximation of (1.6), we then introduce the perturbed version of (1.7) where the thin tube
ωσ,ε b D in (1.2) is filled by a material with conductivity γ1(x); the perturbed potential uε then satisfies:
(1.9)

−div(γε∇uε) = f in D,
uε = 0 on ΓD,
γε
∂uε
∂n = g on ΓN ,
γε
∂uε
∂n = 0 on ∂D,
where γε(x) =
{
γ1(x) if x ∈ ωσ,ε,
γ0(x) otherwise;
see Fig. 2 for an illustration.
Our strategy for calculating approximate topological ligament expansions such as (1.3) now outlines as
follows. We investigate the asymptotic behavior of the perturbed, smoothed potential uε as ε→ 0, and that





More precisely, we search for a function u1 : D → R and a real number J ′σ(0) such that:
(1.11) uε = u0 + ε
d−1u1 + o(ε
d−1), and Jσ(ε) = Jσ(0) + ε
d−1J ′σ(0) + o(ε
d−1).
Finally, we retain J ′σ(0) as an approximation of the ligament derivative dJL(Ω)(σ) featured in the exact
expansion (1.3).
Interestingly, we could have considered a wide variety of “small” inclusion sets ωε b D in the formulation
of the problem (1.9), beyond thin tubes ωσ,ε of the form (1.2). For instance, ωσ,ε could be replaced by a ball
with radius ε, or a collection of such.
The general study of the influence of low volume inclusions ωε within a smooth background medium
has received a considerable attention in the literature. Since the analysis of the approximate asymptotic
expansions (1.11) conducted in the next sections relies heavily on results and techniques involved in these
investigations, we next present this topic with a little more details.
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Remark 1.1. The above strategy for evaluating approximately the sensitivity of a functional with respect to
the addition of a thin ligament to the domain is somehow reminiscent of the so-called “Moving Morphable
Components” method in structural optimization; see [67], and [71] in the context of density-based topology
optimization. In those works, designs are represented as collections of bars, parametrized by one of their
endpoints, their length and orientation. A smooth material coefficient is calculated thanks to the ersatz
material method, approximating the mechanical behavior of the design. Finally, the optimal design problem
is reformulated and solved in terms of these parameters. This idea could lead to an alternative way to
construct a perturbed, smoothed equation such as (1.9), and thereby a smoothed functional (1.10); see also
[27] where a similar process is analyzed in connection with shape and topological derivatives.
1.3. Sensitivity of a problem perturbed by small inhomogeneities
The effect of low-volume perturbations in the material coefficients of a partial differential equation has been
the subject of multiple investigations in the literature. In this section, we mention a few related facts and
interesting results, without claiming for exhaustivity.
The general structure of the expansion of the solution uε to the conductivity equation (1.9), when the
smooth background medium γ0(x) is perturbed by an arbitrary inclusion set ωε with vanishing measure
|ωε|→ 0 has been identified in the article [42]; it reads:
(1.12) uε(x) = u0(x) + |ωε|
∫
D
M(y)∇u0(y) · ∇N(x, y) dµ(y) + o(|ωε|).
Here, dµ is a measure capturing the limiting behavior of the rescaled inclusions 1|ωε|ωε,M(y) is a polarization
tensor, appraising the limiting behavior of the field uε inside ωε, and N(x, y) is the fundamental solution
of the background conductivity operator in (1.7); see (2.9) below for a precise definition. These conclusions
have been extended to various physical contexts, such as those of the linear elasticity system in [31], or the
Maxwell’s equations in [66].
A few particular instances of the above general question have been thoroughly analyzed, where more
specific assumptions about the geometry of the vanishing inclusion set ωε make it possible to determine
explicitly the limiting measure dµ and the polarization tensor M(y).
• The situation which is best understood is certainly that of diametrically small inclusions, where ωε
is of the form
(1.13) ωε = x0 + εω, for some fixed x0 ∈ D and ω b Rd.
The limiting measure dµ turns out to be the Dirac distribution δx0 at the point x0 where ωε shrinks,
and the explicit expression of the polarization tensor M(x0) involves the solution to an exterior
problem posed in Rd\ω; see Section 4 below for more precise statements. Among other contributions
in this direction, see [23, 43, 88] in the case of the conductivity equation, [21] as regards the linear
elasticity system and [24] when it comes to the Maxwell’s equations.
• Thin inhomogeneities have also been paid much attention: ωε is then a thin sheet of the form
(1.14) ωε = {x ∈ R, d(x,S) < ε} ,
around a (open or closed) (d − 1) hypersurface S ⊂ Rd. In this setting, the limiting measure dµ
corresponds to the integration over S and for y ∈ S, the polarization tensor M(y) is diagonal in
a local frame obtained by gathering tangent and normal vectors to S at y; see Sections 2 and 3
below for a more precise account in two space dimensions. In this thin inhomogeneity context, we
refer to [35, 34] for the rigorous calculation of the expansion of the solution uε to the conductivity
equation based on variational techniques, and to [72] for an alternative method of proof based on
layer potentials. Interestingly, asymptotic expansions have been derived in the thin inhomogeneities
context which are uniform with respect to the conductivity γ1 filling ωε (the latter may take values
arbitrarily close to 0 or ∞): see [52] in the case where S is closed, and the recent two-part paper
[44, 45] dealing with the challenging issue of open curves in 2d. Let us finally refer to [33] about thin
inhomogeneities expansions in the context of the linear elasticity equations in 2d.
• One last context of interest in applications is that of tubular inhomogeneities ωσ,ε, of the form
(1.2). This situation coincides with that of thin inhomogeneities when d = 2, but it turns out to
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be altogether different when d = 3. Then, to the best of our knowledge, the only rigorous result in
the literature arises in the context of the conductivity equation, under the assumption that the base
curve σ is a straight segment; see [32].
In general, the mathematical analysis of such small inhomogeneities asymptotics can be conducted via
different techniques. On the one hand, variational methods rely on precise estimates (in the energy norm,
notably) of the field uε and the difference between uε and u0 or several intermediate quantities; see the
aforementioned works [34, 33, 43, 44, 45, 52, 88]. On the other hand, layer potential techniques rely on a
representation of the field uε as an integral over the boundary of the vanishing set ∂ωε, and on asymptotic
expansion formulas for the fundamental solution N(x, y) of the background operator involved in this integral;
see for instance [22, 19].
From the numerical point of view, asymptotic formulas of the form (1.12) have been widely used for the
detection or the reconstruction of small inclusions ωε inside a known background medium. Most of these
investigations arise in the context of electrical impedance tomography, where a known current g is injected
(or a collection of such), and the corresponding potential uε, solution to (1.9) is measured either on all, or
only one part of the domain D, with the purpose to retrieve some of the features of ωε (its diameter, the
position of its centroid, etc.).
• The reconstruction of diametrically small inhomogeneities has been extensively addressed in the
literature, and we refer to Chapter 5 in [18] for an overview. In a few words, a least-square algorithm
was originally proposed in [43] for the reconstruction of the parameters of the inclusion set ωε at
play in the asymptotic formula (1.12) when the latter is a collection of balls (center, shape). More
robust approaches were then devised, using particular input currents g, such as constant [75, 23],
linear [18], or exponential functions [22]. The entries of the polarization tensorM and the locations
of the inclusions can then be inferred from the calculation of integral quantities involving the input
and measured data, namely, the values of g and the measured potential uε on ∂D. Let us also
mention the variant of the linear sampling method developed in [38] to deal with the identification
of diametrically small inhomogeneities.
• The reconstruction of thin inhomogeneities has been considered in [16] in the context of the 2d
conductivity equation; the authors use the knowledge of the first non trivial term in the expansion of
the potential uε to infer first the polarization tensor, thus the direction of the base curve, assumed to
be a line segment, then the endpoints of the curve, from the datum of two boundary measurements.
This idea is generalized in [17] to handle inclusions made from multiple segments in 2d.
• To the best of our knowledge, the identification of tubular inhomogeneities inside a three-dimensional
medium has only been addressed in [32] and [65], in the context of the conductivity equation. In
the former work, the asymptotic expansion of uε is rigorously calculated and used, in the particular
case where σ is a straight segment; on the contrary, in [65], the author relies solely on the general
structure (1.12) of this expansion in order to construct an indicator W (x, n) which vanishes on D,
except at points x ∈ D which are close to the sought curve σ and in the directions n which are
orthogonal to σ at x.
1.4. Main contributions and outline of the article
The findings of the present article were partly announced in the preliminary note [49]; our purpose is twofold.
From the theoretical point of view, our main aim is to calculate the sensitivity of the solution uε to certain
partial differential equations—namely the conductivity equation and the linearized elasticity system— with
respect to perturbations of the background material properties inside tubular inclusions ωσ,ε, of the form
(1.2). As we have mentioned, these expansions have already been computed in a variety of situations, mainly
in 2d; their proof is however quite intricate, and we propose a formal method to achieve this, inspired by the
former works in [88, 52], and [82]. With a minimum amount of technicality, the presented argument allows
us to retrieve asymptotic expansions for thin tubular inhomogeneities in situations where rigorous proofs are
already available in the literature (the cases of the 2d conductivity and linear elasticity equations, and that
of the 3d conductivity equation when σ is a straight segment); moreover, it allows for a formal calculation of
such expansions in situations which are, to the best of our knowledge, not reported in the literature (such as
that of the 3d linear elasticity system). Furthermore, we show that the expansions of uε obtained in these
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different contexts make it possible to calculate the asymptotic behavior of related observables Jσ(ε) (see e.g.
(1.10)) in a convenient adjoint-based framework which is familiar in shape and topology optimization.
From the numerical point of view, we explore several applications in shape and topology optimization of
our asymptotic formulas for thin tubular inhomogeneities. We have indeed exemplified in Section 1.2 that
they make it possible to approximate the sensitivity of a function of the domain when a thin ligament is
grafted to the latter. We show how this strategy can be used to fulfill multiple purposes in the shape and
topology optimization context, such as:
• to add bars to structures in the course of a “classical” shape optimization process driven by shape
derivatives, thereby making the final design less sensitive to the initial guess;
• to calculate an optimized support structure for a shape showing overhang features, in readiness for
its construction by additive manufacturing;
• to predict a “clever” initial guess, made of bars, for the optimization of a truss-like structure (i.e.
whose outline resembles a collection of bars).
The remainder of this article is organized as follows. In Section 2, we discuss the problem of thin tubular
inclusions in the physical context of the two-dimensional conductivity equation. The main result, Theo-
rem 2.1, describes the first non trivial term in the asymptotic expansion of the perturbed state uε. Although
this situation is well-understood in the literature, we take advantage of its technical simplicity to explain
carefully how a simple and heuristic energy argument allows to retrieve the correct expression. The derivative
with respect to the vanishing thickness ε of a functional depending on uε is then calculated in Section 2.3 by
means of a suitable adjoint method. In Section 3, we adapt these developments to the case of the 2d linear
elasticity system. Our next task is to obtain similar results in three-dimensional situations. It turns out
that this question shares much similarity with the treatment of diametrically small inhomogeneities. For this
reason, we expose in Section 4 how our heuristic energy argument also allows to handle this well-known case
in the literature. We are then in position to address the calculation of the asymptotic expansion of the field
uε in the case of tubular inhomogeneities in 3d, first in the case of the conductivity equation in Section 5,
then in the context of the linear elasticity system in Section 6. As we have mentioned, the ideas introduced
in this article give rise to various numerical algorithms in connection with the field of shape and topology
optimization. These are presented in Section 7, and illustrated with concrete physical examples. Eventually,
several theoretical perspectives of our work are outlined in Section 8, as well as promising applications.
2. Asymptotic expansion of the solution to the conductivity equation in 2d
The analyses of this section take place in the setting of the 2d conductivity equation which we have already
encountered in Section 1.2, where the salient points of this article can be conveniently exposed, with a
minimum level of technicality.
2.1. Presentation of the model setting and statement of the results
Let D ⊂ R2 be a bounded Lipschitz domain, filled by a material whose conductivity γ0 ∈ C∞(D) satisfies:
(2.1) ∀x ∈ D, γ− ≤ γ0(x) ≤ γ+,
for some fixed constants 0 < γ− ≤ γ+. The boundary ∂D is composed of three disjoint, open subsets: the
voltage potential is kept at constant value 0 on ΓD, while a smooth heat flux g ∈ C∞(ΓN ) is entering D via
the subset ΓN ; the domain D is insulated from the outside on the remaining part ∂D \ (ΓD ∪ΓN ). Denoting




u ∈ H1(D), u = 0 on ΓD
}
to the following “background” conductivity equation:
(2.2)

−div(γ0∇u0) = f in D,
u0 = 0 on ΓD,
γ0
∂u0
∂n = g on ΓN ,
γ0
∂u0
∂n = 0 on ∂D \ (ΓD ∪ ΓN ).
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Let us already notice that the classical regularity theory for elliptic equations predicts that the solution u0
to (2.2) is smooth in the interior of D; see e.g. [37], §9.3
We now consider a version of the above situation where D is perturbed by a “thin” tubular inclusion ωσ,ε
with width ε > 0 around a base curve σ:
(2.3) ωσ,ε =
{
x ∈ R2, dist(x, σ) < ε
}
;
see Fig. 3 for an illustration. Here, we assume that σ : [0, `] → D is a smooth (open or closed) connected
curve, parametrized by arc length (so that ` is the length |σ| of the curve), which does not intersect ∂D, and
is not self-intersecting. Throughout the article, with a slight abuse of notation, we identify the geometric
curve σ with its parametrization s 7→ σ(s). The inclusion ωσ,ε is filled with another material with smooth
conductivity γ1 ∈ C∞(D), which also satisfies (2.1) (up to modifying the values γ− and γ+). The potential
uε in this perturbed situation is the unique solution in H
1
ΓD
(D) to the following equation:
(2.4)

−div(γε∇uε) = f in D,
uε = 0 on ΓD,
γ0
∂uε
∂n = g on ΓN ,
γ0
∂uε
∂n = 0 on ∂D \ (ΓD ∪ ΓN ),
where γε(x) =
{












Figure 3. Setting of the perturbed conductivity problem (2.4) in the case of (left) a closed
base curve σ and (right) an open base curve σ.
We aim to understand the behavior of uε as the thickness ε of the inclusion vanishes. In this direction, a
fairly classical analysis yields the natural convergence result (see Lemma B.1 for a proof):
uε
ε→0−−−→ u0 strongly in H1ΓD (D).
We then wish to identify the next term in the asymptotic expansion of uε as ε → 0; the main result of
interest is the following and we refer to [34, 72] for rigorous proofs based on different techniques.
Theorem 2.1. The following expansion holds at any point x ∈ D \ σ:
(2.5) uε(x) = u0(x) + εu1(x) + o(ε), where u1(x) :=
∫
σ
M(y)∇u0(y) · ∇yN(x, y) d`(y),
and the remainder o(ε) is uniform when x belongs to a fixed compact subset of D \ σ. Here, N(x, y) is
the fundamental solution of the background operator (2.2) (see Section 2.2.1), and for any point y ∈ σ, the
polarization tensor M(y) is a symmetric 2× 2 matrix. Its expression reads, in the local orthonormal frame










Remark 2.1. In the above expression, and throughout this article, we have denoted by d` the line measure
on a (smooth enough) one-dimensional subset of Rd, d = 2, 3. This measure coincides with the surface
measure ds on a (d− 1)-dimensional hypersurface of Rd when d = 2, and we shall use interchangeably either
notation in this situation.
Theorem 2.1 holds regardless of whether σ be closed or open. While the latter situation is the most
interesting for our applications, its rigorous mathematical treatment is significantly more involved. Briefly,
one has to prove that the contribution of the endpoints of σ to the asymptotic behavior of uε is of order higher
than ε. This fact is observed in all the situations handled in the literature, to the best of our knowledge:
see [34] for the case of the 2d conductivity equation, [33] for the case of the 2d elasticity system, and [32]
in the context of the 3d conductivity equation, under some technical assumptions. It even holds true when,
in the 2d conductivity case, the conductivity inside the inclusion is allowed to degenerate to 0 or ∞; see
[44, 45, 52].
In Section 2.2.3 below, we propose a formal method, which can be made rigorous in some cases, leading to
the correct expansion (2.5) from intuitive considerations. According to the previous discussion, for simplicity,
the presentation of our formal argument proceeds under the simplifying assumption that the curve σ is closed.
Our second topic of attention in Sections 2.2 and 2.3 concerns the behavior as ε → 0 of a quantity of





where j ∈ C∞(R) satisfies the growth assumptions:
(2.8) ∀u ∈ R, |j(u)| ≤ C(1 + |u|2), |j′(u)| ≤ C(1 + |u|), and |j′′(u)| ≤ C,






This expression is somewhat awkward, since it involves the term u1 in (2.5), which depends on σ in a very non
trivial way. This makes difficult the identification of a curve σ such that J ′σ(0) be as negative as possible. To
overcome this drawback, we show that, thanks to the introduction of a suitable adjoint state p0 ∈ H1ΓD (D),




M(x)∇u0 · ∇p0 d`(x),
which is much more suitable for our purpose.
Remark 2.2. We believe that the aforementioned results, and notably Theorem 2.1, still hold true in the
case where the background conductivity γ0 is only piecewise smooth, with jumps not aligned with the curve
σ, and in the case where σ does intersect ∂D in a non tangential way. Although we have no proof of these
facts, we shall see in the examples of Section 7.3 that the use of our asymptotic formulas when σ intersects
∂D yields coherent numerical results.
2.2. Asymptotic behavior of the potential uε
Our purpose in this section is to retrieve the conclusion of Theorem 2.1 thanks to a simple formal argument
based on energy considerations, in the particular case where σ is a closed curve. To this end, we first recall
some elementary facts about the fundamental solution to (2.2) in Section 2.2.1 and about the signed distance
function to a closed curve σ in Section 2.2.2.
2.2.1. Preliminaries about the fundamental solution to the background conductivity equation (2.2) in 2d
Let N(x, y) be the fundamental solution of the operator in (2.2), that is, for a given point x ∈ D, the function
y 7→ N(x, y) satisfies:
(2.9)





(x, y) = 0 on ∂D \ ΓD,
N(x, y) = 0 on ΓD,
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where δy=x is the Dirac distribution at y = x. A simple adaptation of the proof of Lemma 2.36 in [60] reveals
that the function N(x, y) is symmetric in its arguments: N(x, y) = N(y, x). Moreover, it has essentially the
same singularities as the (modified) fundamental solution of the Laplace operator in the free space




More precisely, the following decomposition holds:
(2.11) N(x, y) = G(x, y) +R(x, y),
where for x ∈ D, the remainder y 7→ R(x, y) satisfies:
divy(γ0(y)∇yR(x, y)) = 12πγ0(x)
x−y




(x, y) = γ0(y)2πγ0(x)
(x−y)·n(y)
|x−y|2 on ∂D \ ΓD,
R(x, y) = − 12πγ0(x) log |x− y| on ΓD.
Since the right-hand side of the above equation is in Lp(D) for 1 ≤ p < 2, it follows from classical elliptic
regularity that, for a given point x ∈ D, the functions y 7→ R(x, y) and y 7→ N(x, y) are smooth on D \ {x};
moreover, for any compact subsets K,K ′ b D, there exists a constant C such that:
(2.12) sup
x∈K
||R(x, ·)||W 2,p(K′) + sup
x∈K
||R(x, ·)||H1(D) ≤ C;
see [37, 64], and also [61] for a more thorough analysis of such fundamental solutions.
Let now σ b D be a smooth, connected, open or closed curve which does not present self-intersections; we
denote by n(x) a smooth unit normal vector field to σ, whose orientation may be arbitrary for the purpose
of this section. When a(x) is a discontinuous quantity across σ which is sufficiently smooth from either side





the one-sided limits of a at x ∈ σ. Accordingly,
[a](x) := a+(x)− a−(x) and {a} (x) := a+(x) + a−(x)
are respectively the jump and the mean value of a across σ; see again Fig. 3.
In the following, we shall require information about the following integrals, involving the fundamental
solution N(x, y) to (2.2) and a smooth enough density function ϕ, say ϕ ∈ C0,l(σ) for some 0 < l < 1:











These quantities are respectively the well-known single and double layer potentials associated to ϕ; see
[19, 60, 80] and references therein for related material, and also [73, 74] when σ is open.
The single and double layer potentials Sσϕ and Dσϕ satisfy the following jump relations on σ:

















both formulas being obviously independent of the chosen orientation for the normal vector n.
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A straightforward calculation based on (2.13) and (2.14) reveals that the first-order term u1 in the ex-
pansion (2.5) of the perturbed potential uε satisfies the following partial differential equation:
(2.15)

−div(γ0∇u1) = 0 in D \ σ,
u1 = 0 on ΓD,
γ0
∂u1
















The function u1 is equivalently characterized by the integral representation (2.5) or as the solution to (2.15).
Note however that the functional setting for (2.15) differs, depending on the nature of σ. When σ is closed,
u1 is the unique solution in the space H
1
ΓD
(D \σ) to this equation. The case where σ is open is more subtle;
see [73] for related issues. The function u1 then satisfies the various components of (2.15) in the sense that
it belongs to C2(D \ σ), that it has one-sided limits u±1 (x) at every point x in the interior of σ, and that it
has logarithmic singularities at the endpoints; see [16] for precise statements and proofs.
Remark 2.3. The exact counterparts of the above properties hold in the case of three space dimensions, up
to the fact that the (modified) fundamental solution G(x, y) in (2.10) then reads:
G(x, y) = − 1
4πγ0(x)|x− y|
.
2.2.2. Preliminaries about the signed distance function to a closed curve in 2d
As we have mentioned, our formal calculation of the first-order asymptotic expansion of Theorem 2.1 is
considerably simpler when σ is a closed curve. This situation can indeed be treated with the help of the
notion of signed distance function, whose main properties we recall for the convenience of the reader, referring
to e.g. [41, 53, 64] for details.
Let σ ⊂ R2 be a smooth, connected, closed and non self-intersecting curve, which delimits an interior and
an exterior domain, O0 and O1 respectively; see Fig. 3 (left). We denote by n = (n1, n2) : σ → R2 the unit
normal vector to σ, pointing outward O0, and by τ = (n2,−n1) the corresponding tangent vector, so that
for any point x ∈ σ, (τ(x), n(x)) is a local orthonormal frame of the plane.
Definition 2.1.
• The signed distance function dσ to the interior domain O0 is defined by:
∀x ∈ R2, dσ(x) :=
 −d(x, σ) if x ∈ O
0,
0 if x ∈ σ,
d(x, σ) if x ∈ O1,
where
(2.16) d(x, σ) = min
p∈σ
|x− p|
is the usual Euclidean distance function to σ.
• The points p ∈ σ achieving the minimum in the definition (2.16) are called the projections of x onto
σ. When there exists a unique such point, it is denoted by pσ(x).
• The skeleton Σ of σ is the set of points x ∈ R2 having at least two projections on σ.
Since σ is smooth, there exists r > 0 such that the mapping
(2.17) (−r, r)× σ 3 (t, x) 7−→ x+ tn(x) ∈ ωσ,r
is a smooth diffeomorphism onto the tubular neighborhood ωσ,r of σ defined in (2.3). Its inverse is:
ωσ,r 3 x 7−→ (dσ(x), pσ(x)) ∈ (−r, r)× σ;
see [14] or [99], Th. 20, p. 467. Throughout this article, we assume for notational simplicity and without
loss of generality that this property holds for some r > 1. As a consequence, the tangential and normal
vector fields τ(x) and n(x) can be extended from σ to the whole set ωσ,1 via the formulas
(2.18) τ(x) ≡ τ(pσ(x)), and n(x) ≡ n(pσ(x)), x ∈ ωσ,1,
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a notation that we consistently employ in the following. In particular, it is possible to define the normal and
tangential derivatives ∂u∂n and
∂u
∂τ of a (smooth enough) function u : D → R on the whole neighborhood ωσ,1.






its expression in the local basis (τ, n), that is, for x ∈ ωσ,1: Mττ (x) = M(x)τ(x) ·τ(x), Mτn(x) = M(x)n(x) ·
τ(x), etc.
The derivatives of the signed distance function dσ and the projection pσ read:
(2.19) ∀x ∈ ωσ,1, ∇dσ(x) =
x− pσ(x)
dσ(x)







where the latter matrix is expressed in the local basis (τ(x), n(x)). Here, κ : σ → R is the mean curvature of
σ, oriented in such a way that κ(x) is positive when O0 is locally convex around x, and we take the shortcut
κ(x) ≡ κ(pσ(x)) for x ∈ ωσ,1.
In the following, it will also prove useful to recast integrals over the tubular neighborhood ωσ,1 as nested
integrals over σ and (−1, 1); to this end, applying the coarea formula of Lemma A.1 with the mapping pσ
and using (2.19) yields:







(1 + tκ(p))f(p+ tn(p)) dt
)
d`(p).
We conclude this section with a few technical formulas involving the extended normal and tangential
vector fields n, τ : ωσ,1 → R2 in (2.18).
We first calculate the derivatives of n and τ . Differentiating the normalization identities |τ |2 = |n|2 = 1
and τ · n = 0 yields:
∇τT τ = ∇nTn = 0, and ∇τTn+∇nT τ = 0.









in the local basis (τ, n) of the plane; see e.g. [64], §14.6. Now, straightforward calculations yield:
∇τn · τ = ∇τT τ · n = 0, ∇τn · n = ∇τTn · n = −∇nT τ · n = 0,
as well as:
∇ττ · τ = 0 and ∇ττ · n = ∇τTn · τ = −∇nT τ · τ,







Finally, let v : ωσ,1 → R2 be a smooth enough vector-valued function; similar calculations based on the
previous formulas yield:
(2.22) ∇(v · n) · n = ∇vTn · n+∇nT v · n = ∇vn · n,
and
(2.23) ∇(v · τ) · n = ∇vT τ · n+∇τT v · n = ∇vn · τ +∇τn · v = ∇vn · τ.
Likewise,













(2.25) ∇vτ · τ = ∇(v · τ) · τ + κ
1 + dσκ
v · n.
Remark 2.4. Most of the above results actually extend to regions outside the tubular neighborhood ωσ,1 of
σ. More precisely, the mappings dσ and pσ turn out to be differentiable on the whole set D \ Σ (see again
[41, 53, 64]) and all the formulas in this section hold true in there.
2.2.3. Formal proof of Theorem 2.1 when σ is a closed curve
We now describe how the asymptotic behavior of the potential uε, solution to (2.4), can be inferred from
heuristic energy considerations. Let us notice that, however formal, this argument can be made rigorous
along the lines of our previous work [52], but this goes beyond the scope of the present article. To simplify
the presentation, we assume throughout this section that the considered curve σ is closed; see the discussion
following Theorem 2.1 about this point.
Introducing the difference rε :=
1
ε (uε − u0) ∈ H1ΓD (D), we aim to prove that, as ε → 0, rε converges to
the function u1 defined in (2.5). We proceed in three steps.
Step 1: We represent the error rε(x) at points x ∈ D\σ in terms of the fundamental solution N(x, y) and the










rε = 0 on ΓD,
γ0
∂rε
∂n = 0 on ∂D \ ΓD,
where γε is defined in (2.4) and 1ωσ,ε is the characteristic function of ωσ,ε. The variational form of this
equation is:
(2.26) ∀v ∈ H1ΓD (D),
∫
D





(γ1 − γ0)∇u0 · ∇v dx.
Let x ∈ D \ σ be a fixed point; it follows again from elliptic regularity that rε is smooth in a neighborhood













γε(y)∇rε(y) · ∇yN(x, y) dy +
∫
ωσ,ε
(γ1 − γ0)(y)∇rε(y) · ∇yN(x, y) dy.
In order to rewrite the first integral in the above right-hand side, we wish to insert y 7→ N(x, y) as test
function in the variational formulation (2.26) for rε. Unfortunately, this is is not directly possible since
N(x, ·) is not a function in H1ΓD (D). More precisely, it follows from (2.10) to (2.12) that N(x, y) is in
W 1,1(D) and that it belongs to H1(D \ V), where V is an arbitrary open neighborhood of x. To achieve our
purpose nonetheless, we argue as in [42]: since x /∈ σ, for a fixed and small enough ε, there exists an open
neighborhood V ⊂ D of x such that:
ωσ,ε b D \ V,
and a sequence of functions vk ∈ H1ΓD (D) satisfying:
vk ∈ H1ΓD (D), vk(y) = N(x, y) for y ∈ D \ V, and vk(y)
k→0−−−→ N(x, y) in W 1,1(D).
We may now use v = vk in (2.26) and take limits in the resulting expression because rε is smooth on V. This
yields: ∫
D





(γ1 − γ0)(y)∇u0(y) · ∇yN(x, y) dy;
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(γ1 − γ0)(y)∇u0(y) · ∇yN(x, y) dy +
∫
ωσ,ε
(γ1 − γ0)(y)∇rε(y) · ∇yN(x, y) dy,
which is the desired representation formula for rε(x).
Step 2: We identify the behavior of the rescaled error inside the inclusion set ωσ,ε. This is the part where
our derivation becomes formal. Let us introduce the mapping mε : ωσ,1 → ωσ,ε defined by:
(2.29) ∀x ∈ ωσ,1, mε(x) = pσ(x) + εdσ(x)n(pσ(x)).









We now seek the limiting behavior of the rescaled error sε := rε ◦mε inside the unit inclusion set ωσ,1; this
quantity will show up in the course of the third step below.
To this end, applying the classical Lax-Milgram theory to the variational problem (2.26) allows to char-
acterize rε as the unique solution to the following minimization problem:
(2.31) min
u∈H1ΓD (D)










(γ1 − γ0)∇u0 · ∇u dx.
Our strategy now outlines as follows: we construct an equivalent minimization problem from (2.31), involves
both scales (rε, sε) of the problem. The minimized objective Fε(u, v) depends on functions u which are
defined “far” from ωσ,ε and functions v defined on the rescaled inclusion ωσ,1. We then obtain information
about the limiting behavior v of sε from the intuition that it should minimize the leading order terms of
Fε(u, v) as ε→ 0.
More precisely, let us transform the integrals on ωσ,ε in (2.31) into integrals posed over ωσ,1 by means of a





where the space Vε is defined by:
Vε =
{
(u, v) ∈ H1ΓD (D)×H1(ωσ,1), ∀x ∈ σ,
{
v(x+ n(x)) = u(x+ εn(x))
v(x− n(x)) = u(x− εn(x))
}
,

















((γ1 − γ0) ◦mε)|det∇mε|(∇u0) ◦mε · (∇m−Tε ∇v) dx.































































We now expect that the limiting behavior of (rε, sε) as ε→ 0, which we denote by (u, v), should minimize
in priority the terms weighted by 1ε in the above expression of Fε(u, v). In other terms, the limiting behavior


























































We now extract information about the desired limit function v from this equation. Applying the coarea
formula of Proposition 2.1 and using test functions of the form
ϕ(p+ tn(p)) = ψ(p)ζ(t), p ∈ σ, t ∈ [−1, 1],





















As a result, for any point p ∈ σ, the function (−1, 1) 3 t 7→ v(p+ tn(p)) is affine (i.e. d2dt2 (v(p+ tn(p))) = 0),
and ddt (v(p+ tn(p))) =
∂v


















Note that we have not fully characterized the limiting function v for sε inside ωσ,1, but the above information
is all that will be needed for our purpose; see Remark 2.5 and Section 5.4 about this point.
Step 3: We pass to the limit in the representation formula (2.28). Using a change of variables in (2.28) based


























































where v ∈ H1(ωσ,1) is the limiting behavior of sε derived in the course of the second step. Finally, it follows




























































which is the desired expression.
Remark 2.5. As we have mentioned, the limiting behavior v of the rescaled error sε inside the unit inclusion
ωσ,1 is not completely determined by our analysis; only the normal derivative (2.34) is. The main reason
is that the “near field” v depends on the “far field” u, i.e. the limiting behavior of the error rε “far” from
σ, in an non trivial way. Actually, injecting the information (2.34) back into the two-scale minimization
problem (2.32) and arguing as in [52] (in particular, pursuing the strategy of minimizing only leading order
terms as ε→ 0) would provide another minimization problem satisfied by the “far field” u, which is exactly
that associated to the equation (2.15) satisfied by the function u1 in the expansion (2.5). As we shall see
in Section 5.4, a completely different phenomenon occurs in 3d, where the “near field” function v can be
explicitly characterized, independently of the “far field” u.
2.3. Asymptotic expansion of an observable involving the solution to the conductivity equation
In this section, we investigate more precisely the asymptotic behavior of the quantity of interest Jσ(ε) defined
in (2.7) as ε→ 0. Let us start with a preliminary lemma.
Lemma 2.1. The function Jσ(ε) is differentiable at ε = 0 and its derivative reads:




where u1 is defined in (2.5).












Using the Lp estimate of Lemma B.1 for controlling the quantity uε−u0ε and the growth condition (2.8), we
may apply the Lebesgue dominated convergence theorem in the above expression to pass to the limit as
ε→ 0. As a result of Theorem 2.1, Jσ(ε) is differentiable at ε = 0, with derivative (2.35). 
The formula supplied by Lemma 2.1 is unfortunately difficult to handle, since it involves the function u1,
which depends on σ either via the integral (2.5) involving the fundamental solution N(x, y), or in an implicit
manner, via the solution u1 to (2.15) where σ plays the role of a “parameter”. This classical difficulty in
shape optimization, and in optimal control in general, can be overcome thanks to the introduction of a
suitable adjoint state, which allows to make explicit the dependence of J ′σ(0) on σ.
Proposition 2.2. The derivative J ′σ(0) rewrites:
(2.36)
























M∇u0 · ∇p0 d`,
where the polarization tensor M is that given in (2.6), and the adjoint state p0 ∈ H1ΓD (D) is the unique
solution to the equation:
(2.37)

−div(γ0∇p0) = −j′(u0) in D,
p0 = 0 on ΓD,
γ0
∂p0
∂n = 0 on ∂D \ ΓD.
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where the second line follows from the Fubini theorem and the first line in the definition (2.37) of p0.
On the other hand, using the definition (2.9) of the fundamental solution N(x, y), and its symmetry with
respect to its arguments, it holds, for an arbitrary point y ∈ σ,∫
D
div(γ0∇p0)(x)N(x, y) dx = p0(y).
Hence,





















which is the desired formula (2.36). 
Remark 2.6. Interestingly, (2.36) can be derived from (2.35) by using the system (2.15) for characterizing
u1, instead of its integral representation (2.5), at least when the curve σ is closed. Indeed, under this






























γ0∇p0 · ∇u1 dx.
Now using the variational formulation attached to (2.15) (and since p0 ∈ H1ΓD (D) ⊂ H1ΓD (D \ σ)), we get:∫
D




















Combining both expressions, and using integration by parts on σ in the last integral of the above right-hand
side, we retrieve (2.36).
Remark 2.7. The particular form (2.7) of functionals Jσ(ε) considered in Proposition 2.2 is only a means to
set ideas, and multiple other functionals could be handled in exactly the same way, such as integral quantities
involving the trace of the perturbed potential uε on a fixed region of ∂D, or “stress-based” criteria based on
the gradient ∇uε.
With a little anticipation on Section 7, let us finally comment about the practical interest of this result.
The quantities u0 and p0 only depend on the “background” configuration, and the structure (2.36) makes
it easy to identify a curve σ making the derivative J ′σ(0) negative, indicating that a tubular inclusion with
small enough width ε, filled with a material with conductivity γ1 “improves” this background configuration,




P (x, τ1(x), τ2(x))d`(x),
where P (x, ·, ·) is the bivariate, homogeneous polynomial of degree two defined for x ∈ σ by:
P (x, τ1, τ2) = β1(x)τ
2




with the explicit expression of the coefficients:














































where the dependence with respect to x is omitted for brevity.
3. Thin tubular inhomogeneities in the context of the 2d linear elasticity system
In this section, we examine the effect of thin tubular inhomogeneities inside a background elastic medium.
Up to an increased level of technicality, our analyses are very close in spirit to those conducted in Section 2,
in the context of the 2d conductivity equation. In order to emphasize the parallel between both situations,
we reuse the notations in there insofar as possible.
3.1. Presentation of the 2d linear elasticity setting and statement of the main results
3.1.1. The background and perturbed linearized elasticity systems
In the present context, the bounded and Lipschitz domain D ⊂ R2 represents a structure which is clamped
on a subset ΓD of its boundary ∂D; traction loads g : ΓN → R2 are applied on a disjoint subset ΓN of ∂D,
and body forces f : D → R2 are assumed. The structure is filled with an isotropic, linearly elastic material
with inhomogeneous, smooth Hooke’s tensor A0(x): for any element e in the set S2(R) of symmetric 2 × 2
matrices,
(3.1) A0(x)e = 2µ0(x)e+ λ0(x)tr(e)I,
where the Lamé coefficients µ0 and λ0 belong to C∞(D) and satisfy in addition:
(3.2) ∀x ∈ D, γ− ≤ µ0(x) ≤ γ+, and γ− ≤ λ0(x) + µ0(x) ≤ γ+,
for some positive constants 0 < γ− < γ+.
The displacement field u0 ∈ H1ΓD (D)2 in the above situation is the unique solution to the system:
(3.3)

−div(A0e(u0)) = f in D,
u0 = 0 on ΓD,
A0e(u0)n = g on ΓN ,
A0e(u0)n = 0 on ∂D \ (ΓD ∪ ΓN ),
where e(u) := 12 (∇u +∇uT ) is the strain tensor associated to a vector field u : D → R2. Throughout the
sequel, we assume smooth enough data f, g; elliptic regularity then implies that the background displacement
u0 is smooth in the interior of D.
We now consider the situation where the medium A0 is perturbed by a thin tubular inclusion ωσ,ε of
the form (2.3), filled by another elastic material with smooth, inhomogeneous Hooke’s law A1(x), whose




−div(Aεe(uε)) = f in D,
uε = 0 on ΓD,
Aεe(uε)n = g on ΓN ,
Aεe(uε)n = 0 on ∂D \ (ΓD ∪ ΓN ),
where Aε(x) =
{
A1(x) if x ∈ ωσ,ε,
A0(x) otherwise.
3.1.2. The fundamental solution to the linear elasticity system
Like in Section 2, our goal is to obtain an asymptotic expansion for the perturbed displacement field uε (and
a related quantity of interest) of the form:
uε = u0 + εu1 + o(ε),
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where the first-order term u1 has yet to be identified. The precise statement of the result involves, again, the
fundamental solution N(x, y) of the background operator in (3.3). Here, N(x, y) is defined for x 6= y ∈ D as
a 2× 2 matrix; for x ∈ D and j = 1, 2, its jth column vector y 7→ Nj(x, y) is the solution to:
(3.5)

divy(A0(y)ey(Nj(x, y))) = δy=xξj in D,
A0(y)ey(Nj(x, y))n = 0 on ∂D \ ΓD,
Nj(x, y) = 0 on ΓD,
where ξj is the j
th coordinate vector of R2.







(xi − yi)(xj − yj)
|x− y|2 , x 6= y ∈ R






















see [19, 68, 81] for properties of this matrix. More precisely, it holds
N(x, y) = Γ(x, y) +R(x, y),
where the remainder R(x, y) is “smooth enough” – it satisfies (2.12), as in the case of the 2d conductivity
equation.
Again, the structure of the sought expansion of the perturbed displacement uε (see Theorem 3.1 below)
builds upon the layer potential operators associated to the base curve σ. In this context, we introduce
the (vector-valued) single layer potential Sσϕ associated to a (vector-valued) density function ϕ ∈ C0,l(σ)2
(0 < l < 1):




and the double layer potential Dσϕ of ϕ is:




In the above formula, (A0ey(N(x, y))n(y)) is by definition the 2 × 2 matrix where the conormal derivative























see [19] about these matters.
The jump relations for the single- and double-layer potentials read, in the present context:
(3.7) [Sσϕ] = 0, [A0e(Sσϕ)n] = ϕ, [Dσϕ] = −ϕ and [A0e(Dσϕ)n] = 0 on σ.
Remark 3.1. Again, the above considerations extend to the three-dimensional case, up to the different
definition of the Kelvin matrix:







(xi − yi)(xj − yj)
|x− y|3 , i, j = 1, 2, 3,
where αΓ and βΓ are still given by (3.6).
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3.1.3. Statement of the asymptotic expansion of the displacement uε
The asymptotic behavior of the displacement uε as the thickness ε of the ligament ωσ,ε vanishes is described
in the following theorem, whose rigorous proof can be found in [33].
Theorem 3.1. For an arbitrary point x ∈ D \ σ, the following asymptotic expansion holds:
(3.8) uε(x) = u0(x) + εu1(x) + o(ε), where u1(x) =
∫
σ
M(y)e(u0) : ey(N(x, y)) d`(y),
and the o(ε) is uniform when x is confined to a compact subset K ⊂ D \ σ. The polarization tensor M(y)
reads, for any symmetric 2× 2 matrix e ∈ S2(R):
M(y)e = αT (y)tr(e)I + βT (y)e+ γT (y)(eτ · τ)τ ⊗ τ + δT (y)(en · n)n⊗ n,
where the coefficients αT , βT , γT and δT are given by:
αT = 2(λ1 − λ0)
λ0 + 2µ0
λ1 + 2µ1





γT = 4(µ1 − µ0)
(









One comment is in order about the notation employed in (3.8): M(y)e(u0) : ey(N(x, y)) is the vector
field with components:
(M(y)e(u0) : e(N(x, y)))j =M(y)e(u0) : ey(Nj(x, y)), j = 1, 2;
i.e. the jth component ofM(y)e(u0) : ey(N(x, y)) is the Frobenius inner product between the strain tensors
of u0 and the j
th column of the fundamental solution.
Equivalently, using the jump relations (3.7) for the single and double layer potential operators, the first-
order term u1 in the above expansion can be seen as the solution to the system:
(3.9)

−div(A0e(u1)) = 0 in D \ σ,
u1 = 0 on ΓD,
A0e(u1)n = 0 on ∂D \ ΓD,














e(u0)ττ (x) on σ,
[A0e(u1)n] · τ = −2∂a∂τ (x) on σ,
[A0e(u1)n] · n = 2κa(x) on σ,




µ1 − µ0 + λ1
2µ1 + λ1









Again, this solution is sought in H1ΓD (D\σ)2 when σ is a closed curve; when σ is open, the functional setting
is a little more involved, and similar to that outlined in Section 2.2.1 in the case of the conductivity equation.
We do not elaborate on these issues, since they are not needed in the following.
3.2. Formal derivation of the asymptotic expansion of uε when σ is a closed curve
In this section, we show how the asymptotic expansion (3.9) can be derived from a simple adaptation of the
heuristic energy argument exposed in Section 2.2.3. Still under the assumption that σ is closed, we follow
the same trail as in there, and for this reason, we only sketch the calculation.
Let us introduce the difference rε :=
1
ε (uε − u0) ∈ H1ΓD (D)2, which is the solution to the following
variational problem:
(3.10) ∀v ∈ H1ΓD (D)2,
∫
D





(A1 −A0)e(u0) : e(v) dx.
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(A1 −A0)e(u0) : e(u) dx.
Like in Section 2.2.3, we proceed in three steps.
Step 1: We establish a representation formula for the error rε(x) at points x ∈ D \ σ in terms of the
fundamental solution N(x, y) in (3.5) and the values of rε inside ωσ,ε. A calculation analogous to (2.28)












Aε(y)e(rε)(y) : ey(Nj(x, y))) dy +
∫
ωσ,ε
(A1 −A0)(y)e(rε)(y) : ey(Nj(x, y)) dy.
Now repeating the argument used in the first step of our derivation in Section 2.2.3, we may “insert”
y 7→ Nj(x, y) as test function in the variational formulation (3.10) for rε. The first integral in the above
right-hand side then rewrites:∫
D













(A1 −A0)(y)e(u0)(y) : ey(Nj(x, y))) dy +
∫
ωσ,ε
(A1 −A0)(y)e(rε)(y) : ey(Nj(x, y)) dy,
which is the desired representation formula.
Step 2: We examine the limiting behavior of the rescaled error sε := rε ◦mε inside ωσ,ε. To this end, we
construct an equivalent two-scale minimization counterpart for the problem (3.15), satisfied by the couple
(rε, sε), thanks to a rescaling via the mapping mε in (2.29) and (2.30); we then simplify the involved energy
functional by retaining only the leading order terms as ε→ 0.
Before we do so, let us recall the following elementary fact from calculus: if ϕ : V → U is a smooth
diffeomorphism between two open sets V,U ⊂ R2 and u : U → R2 is a smooth vector field, then
e(u) ◦ ϕ = 1
2
(
∇(u ◦ ϕ)∇ϕ−1 +∇ϕ−T∇(u ◦ ϕ)T
)
, and (divu) ◦ ϕ = tr(∇(u ◦ ϕ)∇ϕ−1).
Hence, a change of variables yields, for an arbitrary vector field u ∈ H1ΓD (D)2:∫
ωσ,ε
































(∇vτ · τ)2 + 1
ε2

























By the same token, we also get:
(3.14)∫
ωσ,ε


























































Fε(u, v), where Fε(u, v) =
1
ε
F 1ε (u, v) + F
2
ε (u, v),
and we have denoted






























((divu0) ◦mε) (∇vn · n) dx.
The quantity F 2ε (u, v) in (3.15) is made of terms whose coefficients are of order O(1) as ε → 0, and its
explicit expression is not needed in the following. The functional space Vε is defined by:
Vε :=
{
(u, v) ∈ H1ΓD (D)2 ×H1(ω1)2, ∀x ∈ σ,
{
u(x+ εn(x)) = v(x+ n(x))
u(x− εn(x)) = v(x− n(x))
}
.
We now obtain information about the limiting behavior v ∈ H1(ωσ,1)2 of sε by relying on the intuition that
v should minimize the leading order terms in the formulation (3.15), so that it actually solves the problem:
(3.17) min
v∈H1(ωσ,1)2






























((divu0) ◦ pσ) (∇vn · n) dx.
As in Section 2.2.3, we glean the information needed for our purpose about v by writing down the Euler-
Lagrange equations for (3.17).
Using at first test functions of the form
∀p ∈ σ, t ∈ (−1, 1), ϕ(p+ tn(p)) = ζ(t)ψ(p)τ(p),


















Here, we recall from (2.22) to (2.25) that for a sufficiently smooth vector-valued function v : R2 → R2, it
holds:
(3.18) ∇vn · n = ∇(v · n) · n and ∇vn · τ = ∇(v · τ) · n.
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Taking now ζ with compact support in (−1, 1), we see at once that t 7→ (v ·τ)(p+ tn(p)) is an affine function.



















Now writing down the Euler-Lagrange equation for (3.17) with test functions φ ∈ H1(ωσ,1)2 of the form















which is the needed information for our purpose.
Step 3: We pass to the limit in the representation formula (3.12). Using again a change of variables via the




















|det∇mε|((λ1 − λ0) ◦mε) tr(∇sε∇m−1ε ) (divyNj)(x,mε(y)) dy












((A1 −A0) ◦mε) (e(u0) ◦mε) : (ey(Nj)(x,mε(y))) dy,













(A1 −A0)e(u0) : ey(Nj(x, p)) d`(p).
Note that, in the above expression, as often in the following, we omit the mention to the integration point





2(µ1 − µ0) ◦mε
(












so that, using again (3.18) and the convergence of sε to the function v satisfying (3.19) and (3.20) obtained











(v · τ)(ey(Nj)(x, pσ(y))τ · n) +
∂
∂n









(v · τ)(ey(Nj(x, p))τ · n) +
∂
∂n








(λ1 − λ0) ◦mε
(
























(v · n)(divy(Nj(x, p))) d`(p)
Putting (3.21) to (3.23) together, and using the explicit expressions (3.19) and (3.20) for the derivatives
∂
∂n (v · τ) and ∂∂n (v · n), a simple, albeit tedious calculation yields the desired asymptotic expansion (3.8).
3.3. Derivative of a quantity of interest depending on the perturbed displacement uε
In this section, we use the asymptotic expansion of uε obtained in Theorem 3.1 to appraise the limiting





where j : R2 → R is a given smooth function, satisfying the growth conditions (2.8).
The result of interest is the next proposition; we omit the proof, since the arguments developped in
Section 2.3 in the context of the 2d conductivity equation can be carried out in an analogous way.











































where M is the polarization tensor defined in the statement of Theorem 3.1, and the adjoint state p0 is the
unique solution in H1ΓD (D)
2 to the system:
(3.25)

−div(A0e(p0)) = −j′(u0) in D,
p0 = 0 on ΓD,
A0e(p0)n = 0 on ∂D \ ΓD.
As in the conductivity case described in Section 2.3, the derivative (3.24) can be rewritten in a way which




P (x, τ1(x), τ2(x)) d`(x),
where, for a given point x, P (x, ·, ·) is the homogeneous polynomial of degree 4 given by:













Using the shortcuts e ≡ e(u0) and f ≡ e(p0) (in which the dependence with respect to the point x is also
omitted for brevity), the coefficients βi, i = 1, . . . , 5 read:
β1 = α1e11f11 + α2(e22f11 + e11f22) + α3e12f12 + α4e22f22,
β2 = 2α1(e11f12 + e12f11) + 2α2(−e12f11 − e11f12 + e22f12 + e12f22)
+ α3(e12(f22 − f11) + f12(e22 − e11))− 2α4(e22f12 + e12f22),
25
β3 = α1(e11f22 + 4e12f12 + e22f11) + 2α2(e11f11 + e22f22 − 4e12f12)
+ α3(−2e12f12 + (e22 − e11)(f22 − f11)) + α4(e11f22 + e22f11 + 4e12f12),
β4 = 2α1(e12f22 + e22f12) + 2α2(e11f12 + e12f11 − e12f22 − e22f12)
− α3(e12(f22 − f11) + f12(e22 − e11))− 2α4(e11f12 + e12f11),
and
β5 = α1e22f22 + α2(e11f22 + e22f11) + α3e12f12 + α4e11f11.





4µ1(µ1 − µ0 + λ1)− 2(µ0λ1 + µ1λ0) + 2λ0(λ1 − λ0)
)
,










, and α4 = 2(2µ0 + λ0)
(




4. Asymptotic expansions in the context of diametrically small inclusions
As we shall see in more detail from the next Section 5, our mathematical treatment of three-dimensional tubu-
lar inclusions ωσ,ε (the three-dimensional version of (2.3)) somehow boils down to that of a two-dimensional
diametrically small inclusion, of the form (1.13), inside each 2d normal plane to the base curve σ. For this
reason, we temporarily pause our discussion about tubular inhomogeneities to exemplify how our formal
energy argument allows to derive the asymptotic expansion of the field uε when the ambient medium bears
a diametrically small inclusion. For the sake of simplicity, we focus our attention on the physical context of
the conductivity equation in Sections 4.1 to 4.3; since the analysis is very similar, we handle both cases d = 2
and d = 3 simultaneously. The corresponding derivation in the linear elasticity setting entails no additional
difficulty, except that it is a little more involved as far as calculations are concerned. For this reason, we
simply state the results of interest in Section 4.4.
4.1. Diametrically small inclusions in the context of the conductivity equation
The physical setting of interest is exactly that of Section 2.1: the bounded and Lipschitz domain D is filled
with a material with smooth conductivity γ0 satisfying (2.1), a smooth source term f : D → R is acting
inside the medium, and a smooth heat flux g is imposed on the region ΓN ⊂ ∂D; the voltage potential u0
inside D is the unique solution in H1ΓD (D) to the equation:
(4.1)

−div(γ0∇u0) = f in D,
u0 = 0 on ΓD,
γ0
∂u0
∂n = g on ΓN ,
γ0
∂u0
∂n = 0 on ∂D \ (ΓD ∪ ΓN ).
Assuming that 0 ∈ D for simplicity, a small inclusion ωε := εω b D is present inside D, shaped from
a smooth bounded domain ω ⊂ Rd, and filled by a material with smooth, inhomogeneous conductivity γ1
which also fulfills (2.1). In this context, the perturbed potential uε is the solution in H
1
ΓD
(D) to the equation:
(4.2)

−div(γε∇uε) = f in D
uε = 0 on ΓD
γ0
∂uε
∂n = g on ΓN ,
γ0
∂uε
∂n = 0 on ∂D \ (ΓD ∪ ΓN ),
where γε(x) =
{
γ1(x) if x ∈ ωε,
γ0(x) otherwise.
As we shall see, the main difference between the present situation and that tackled in Section 2 is that
the “near field”, i.e. the rescaled behavior of uε near ωε, no longer depends on the “far field”, away from ωε.
This “near field” is a well-defined function, characterized as the solution to a partial differential equation
posed on the whole ambient space Rd.
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The adapted mathematical setting to deal with such “exterior problems” depends on the space dimension,





(1 + |x|2) 12 log(2 + |x|2)








(1 + |x|2) 12
u ∈ L2(R3), ∇u ∈ L2(R3)
}
.
Let us emphasize that functions u ∈W 1,−1(R3) vanish at infinity, while functions u ∈W 1,−1(R2) do not in




W 1,−1(R2)/R if d = 2,
W 1,−1(R3) if d = 3,
of functions in W 1,−1(Rd) vanishing at infinity; see [87] §2.5 for further details about these issues.
4.2. Asymptotic expansion of the perturbed potential uε
The asymptotic behavior of uε as ε → 0 in the context of diametrically small inhomogeneities ωε = εω
has been extensively studied in the literature, either by variational considerations or by layer potential
techniques; see for instance [43, 72, 88] or [19], Chap. 5. Our purpose in this section is to sketch how the
formal technique exposed in Section 2.2.3 may be adapted to handle this case. The result of interest is the
following theorem:
Theorem 4.1. For any point x ∈ D \ {0}, the following expansion holds:
(4.3) uε(x) = u0(x) + ε
du1(x) + o(ε
d), where u1(x) :=M∇u0(0) · ∇yN(x, 0),
and N(x, y) is the fundamental solution of the background equation (4.1); see Section 2.2.1. In (4.3), the
polarization tensor M = (Mij)i,j=1,...,d is defined by:




where for any ξ ∈ Rd, φξ is the unique solution in W 1,−10 (Rd) to the exterior problem:
(4.5)






∂n = −(γ0(0)− γ1(0))ξ · n on ∂ω,
|φξ(y)| → 0 when y →∞.
Formal derivation of (4.3). We aim to analyze the limiting behavior of the remainder rε :=
1
εd
(uε − u0) ∈
H1ΓD (D) “far” from the point 0. Our starting point is again the observation that rε is the unique solution
to the following variational problem:
(4.6) ∀v ∈ H1ΓD (D),
∫
D





(γ1 − γ0)∇u0 · ∇v dx,
or equivalently to the minimization problem:
(4.7) min
u∈H1ΓD (D)










(γ1 − γ0)∇u0 · ∇u dx.
According to the formal method presented in Sections 2 and 3, we proceed in three steps.
Step 1: We represent the error rε(x) at a given point x ∈ D \ {0} in terms of the values of rε inside
ωε. Arguing exactly as in Section 2.2.3 – that is, using the fundamental solution N(x, y) in (2.9) for
the background equation (4.1), integrating by parts, and “injecting” y 7→ N(x, y) as test function in the






(γ1 − γ0)(y)∇u0(y) · ∇yN(x, y) dy +
∫
ωε
(γ1 − γ0)(y)∇rε(y) · ∇yN(x, y) dy.
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Step 2: We study a rescaled version of rε near the inclusion set ωε. To this end, let us introduce the rescaled
error sε ∈ H11
εΓD









a quantity which will appear naturally in the course of the third step. The convergence of sε as ε→ 0 is the
subject of the next lemma, which is exactly Theorem 1 in [43]; we postpone the formal justification of this
formula thanks to our heuristic energy argument to the end of the proof of Theorem 4.1.
Lemma 4.1. The following expansion holds:
||∇(sε − v)||L2( 1εD) ≤ Cε
1
2 ,
where v(y) ∈W 1,−10 (Rd) is the unique solution to the exterior problem:
(4.9)






∂n = −(γ0(0)− γ1(0))∇u0(0) · n(y) on ∂ω,
|v(y)| → 0 as |y| → ∞.
Remark 4.1.
• It follows from the theory of exterior problems that (4.9) has a unique solution in W 1,−10 (Rd); see
[87] §2.5.4. Without entering into details, let us solely mention that when d = 2, this fact holds true
because the compatibility condition∫
∂ω
∇u0(0) · n(y) ds(y) = 0
is obviously satisfied by the data of the transmission conditions on ∂ω in (4.9).
• The function v(y) in (4.9) is exactly the function φ∇u0(0) defined in (4.5).
Step 3: We pass to the limit in the representation formula (4.8). A change of variables in (4.8) brings into




(γ1 − γ0)(εz)∇u0(εz) · ∇yN(x, εz) dz +
∫
ω
(γ1 − γ0)(εz)∇sε(z) · ∇yN(x, εz) dz.






(γ1(0)− γ0(0))(∇u0(0) +∇v(z)) · ∇yN(x, 0) dz,
which is the expected formula (4.3), in view of (4.4). 
We eventually provide the missing link in the previous argument.
Formal proof of Lemma 4.1. Using a change of variables in (4.7), the function sε(z) = ε
d−1rε(εz) is the
unique minimizer in H11
εΓD


















(γ1 − γ0)(εz)∇u0(εz) · ∇v dz
)
.
Removing the multiplicative factor, retaining only the leading-order terms in Eε(v), and replacing the func-
tion space H11
εΓD
( 1εD) by W
1,−1


















(γ1(0)− γ0(0))∇u0(0) · ∇v dz.
Writing down the Euler-Lagrange equation associated to this minimization problem, it is easy to see that
its unique solution is the function v(y) defined by (4.9), which is the desired conclusion. 
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4.3. Asymptotic expansion of a quantity of interest involving uε and final comments
Again, the result of Theorem 4.1 allows to calculate the derivative of a function Jω(ε) depending on the size





where j : R→ R is a smooth function, satisfying the growth conditions (2.8). Since the proof is completely
analogous to those of Propositions 2.2 and 3.1, we state the following result without proof.
Proposition 4.1. The function Jω(ε) has the following expansion at ε = 0:
(4.10) Jω(ε) = Jω(0) + ε
dJ ′ω(0) + o(ε
d),
where the “derivative” J ′ω(0) reads:
J ′ω(0) =M∇u0(0) · ∇p0(0).
Here,M is the polarization tensor defined by (4.4), and the adjoint state p0 is the unique solution in H1ΓD (D)
to: 
−div(γ0∇p0) = −j′(u0) in D,
p0 = 0 on ΓD,
γ0
∂p0
∂n = 0 on ∂D \ ΓD.
Remark 4.2. When d = 2 and ω is the unit disk, one has |ω| = π, and a simple calculation based on










Then, the polarization tensor M is the isotropic matrix:




and so, (4.10) reads:




∇u0(0) · ∇p0(0) + o(εd),
which is a well-known topological derivative formula in the context of the two-phase conductivity equation;
see e.g. [25].
4.4. Extension to the linear elasticity case
The above calculations and conclusions are readily adapted to the case where the scalar conductivity equation
(4.1) is replaced by the d-dimensional linear elasticity system (3.3). Along the lines of the previous pages, it
can indeed be proved that the following asymptotic expansion holds for the perturbed displacement uε:
uε,j(x) = u0,j(x) + ε
du1,j(x) + o(ε
d), where u1,j(x) :=Me(u0)(0) : ey(Nj(x, 0)), j = 1, . . . , d.
The polarization tensor M is defined by:








N(x, y) is the fundamental solution of the background linear elasticity operator in (3.3) (see Remark 3.1)
and φξ is now the unique solution in W
1,−1
0 (Rd)d to the exterior problem:
(4.12)

−div(A0(0)e(φξ)) = 0 in Rd \ ω





+ −A1(0)e(φξ)n− = (A1(0)−A0(0))ξn on ∂ω
|φξ(y)| → 0 as |y| → ∞.
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This polarization tensor M can be calculated explicitly when d = 2 and ω is the unit disk:
∀e ∈ S(Rd), Me = αStr(e)I + βSe;
see [19] §10.3 or [20]. In the above formula,
(4.13) αS = π
(
(λ0 + 2µ0)(λ1 + µ1 − (λ0 + µ0))
µ0 + λ1 + µ1
− 2µ0(µ1 − µ0)(λ0 + 2µ0)




µ0(λ0 + 2µ0)(µ1 − µ0)
µ0(λ0 + µ0) + µ1(λ0 + 3µ0)
,
and we have denoted λi ≡ λi(0), µi ≡ µi(0) for short.
5. Asymptotic expansion of the solution to the conductivity equation in 3d under
perturbations by thin tubular inhomogeneities
In this section, we begin our investigations about thin tubular inclusions in 3d. The bounded, Lipschitz
domain D ⊂ R3 is filled by a material with smooth conductivity γ0(x), fulfilling the ellipticity assumption
(2.1), and the potential u0 is the unique solution in H
1
ΓD
(D) to the “background” conductivity equation:
(5.1)

−div(γ0∇u0) = f in D,
u0 = 0 on ΓD,
γ0
∂u0
∂n = g on ΓN ,
γ0
∂u0
∂n = 0 on ∂D \ (ΓD ∪ ΓN ),
where the homogeneous Dirichlet boundary conditions are imposed on the region ΓD ⊂ ∂D, and f : D → R
and g : ΓN → R are respectively a smooth source and a smooth flux entering through the region ΓN ⊂ ∂D
which is disjoint from ΓD.
The constituent material γ0 in D is perturbed by an inhomogeneity
ωσ,ε =
{
x ∈ R3, d(x, σ) < ε
}
b D,
taking the shape of a thin tube with width ε around a smooth, non self-intersecting curve σ : [0, `] → R3,
which may be open or closed. The inclusion ωσ,ε contains a material with smooth conductivity γ1(x) which







−div(γε∇uε) = f in D,
uε = 0 on ΓD,
γ0
∂uε
∂n = g on ΓN ,
γ0
∂uε
∂n = 0 on ∂D \ (ΓD ∪ ΓN ),
where γε(x) =
{
γ1(x) if x ∈ ωσ,ε,
γ0(x) otherwise.
We are interested in the asymptotic expansion of uε as ε vanishes. As we have mentioned, to the best of
our knowledge, this is still an open question in the literature, although the particular instance where σ is
a straight line segment (and not a general curve) has been treated in [32]. In the next sections, we apply
our heuristic energy argument to calculate the asymptotic expansion of interest. As in Sections 2 and 3,
our presentation is simplified in the case where σ is closed, which we shall assume throughout this section,
unless state otherwise. We are confident that the very same asymptotic formula holds when σ is open (and
we shall actually use this formula in this context in the numerical examples of Section 7), since we expect
the endpoints of σ to contribute only to higher-order terms in the expansion of uε.
We initiate our study by recalling in Section 5.1 a few useful properties about the (unsigned) distance
function δσ to σ, before turning in Sections 5.2 and 5.3 to the derivation of the sought asymptotic expansions
of uε and related quantities of interest. We close this study with a few comparisons between the two- and
three-dimensional behaviors of tubular inhomogeneities in Section 5.4.
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5.1. The unsigned distance function to a three-dimensional closed curve
In this section, we collect some facts about the unsigned distance function to a closed curve in 3d; although
these are admittedly not new, they are not so easily found under this form in the literature. Throughout
this section, σ : [0, `] → R3 is a smooth, closed and non self-intersecting curve. Recall that, without loss of
generality, σ is assumed to be parametrized by arc length, that is: |σ′(s)|= 1 for all s ∈ (0, `).
Definition 5.1.
• The unsigned distance function to σ is defined by:
(5.3) ∀x ∈ R3, δσ(x) = inf
y∈σ
|x− y|.
• The skeleton Σ of σ is the set of points x ∈ R3 for which the minimum in (5.3) is achieved at least
at two distinct points y1 6= y2 ∈ σ.
• When x /∈ Σ, the unique minimizer in (5.3), denoted by pσ(x), is called the projection of x onto σ.
The skeleton Σ admits the following alternative characterization:
Proposition 5.1. The skeleton Σ is exactly the set of points x ∈ D where δ2σ fails to be differentiable. Since
δσ is a Lipschitz function, Rademacher’s theorem implies that Σ has null Lebesgue measure.
Actually, the smoothness of σ implies that the closure Σ also has 0 Lebesgue measure.
See [53] for a proof of the first part of the proposition, and [56] about Rademacher’s theorem. The final
point is delicate, and it is the only one in this statement which requires the smoothness of σ; see [79].
Let us introduce a few additional objects attached to a point p = σ(s0) ∈ σ; see Fig. 4 for an illustration:
• τ(p) = σ′(s0) is the unit tangent vector to σ at p, with the orientation induced by the parametrization
s 7→ σ(s).
• a(p) := σ′′(s0) is the acceleration vector of σ at p.
• Nτ(p) =
{
z ∈ R3, z · τ(p) = 0
}
is the (vector) plane of directions in R3 which are orthogonal to τ(p).
• Pσ(p) ⊂ Nτ(p) contains those directions z ∈ Nτ(p) such that p+ z has p as unique projection point:
Pσ(p) :=
{
z ∈ Nτ(p), pσ(p+ z) = p
}
.
• Bσ(p, r) := B(p, r)∩
{
p+ z, z ∈ Nτ(p)
}
is the two-dimensional ball with center p and radius r in the
(affine) plane p+Nτ(p).
The next result of interest for our purpose is concerned with the smoothness of δσ and pσ near the curve
σ. It is based on an argument using local charts, and a use of the implicit function theorem; see Th. 3.1 in
[14] or [13].
Theorem 5.1. There exists ε0 > 0 such that, for 0 < ε < ε0,
• the squared distance function δ2σ is of class C∞ on the tubular neighborhood ωσ,ε.
• The projection pσ : ωσ,ε → σ is well-defined and of class C∞.
• For every point p ∈ σ, one has Bσ(p, ε) ⊂ Ppσ, that is, for any z ∈ Nτ(p) with |z| ≤ ε, pσ(p+z) = p.
For convenience, and without loss of generality, we assume in the following that ε0 > 1 can be chosen in
the above statement. Like in the case of the signed distance function in 2d discussed in Section 2.2.2, the
squared distance function δ2σ and the projection pσ happen to be smooth on the whole set D \ Σ; see again
[41, 53, 64]. These facts allow, in particular, to define extensions of the tangent vector τ and the acceleration
vector a from σ to the neighborhood ωσ,1 (and actually D \ Σ):
∀x ∈ ωσ,1, τ(x) ≡ τ(pσ(x)), and a(x) ≡ a(pσ(x)),
a convention thatwe adopt throughout the following.
In the forthcoming sections, we shall need the expressions of the derivatives of δσ and pσ. Our first step
toward this goal is the following simple consequence of the first- and second-order optimality conditions for
(5.3):
Lemma 5.1. Let x ∈ R3 \ Σ and p ∈ σ be its projection pσ(x) onto σ; then:
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(i) The vector (x− p) is normal to σ at p:
τ(p) · (x− p) = 0.
(ii) The following inequality holds:
1− a(p) · (x− p) ≥ 0.
Proof. Let s0 ∈ [0, `) be the parameter value such that p = σ(s0); by definition, and since the curve σ is





The first-order necessary condition for optimality then reads:
σ′(s0) · (x− σ(s0)) = 0,
which is exactly (i).
In a similar fashion, the necessary second-order optimality condition for (5.4) at s = s0 reads:
σ′′(s0) · (x− σ(s0))− |σ′(s0)|2≤ 0;
after rearrangement, this yields (ii). 
Let us now proceed with the calculation of the gradient of δσ:






Proof. This is a simple consequence of the theorem of differentiation of a minimum value with respect to a
parameter, see [53], Chap. 10, Th. 2.1. 
By analogy with the two-dimensional situation of Section 2.2.2, the unit vector field x−pσ(x)δσ(x) , defined on
R3 \ (Σ∪ σ), pointing from σ to x, is denoted by n(x); as a consequence of the definition and Lemma 5.2, it
holds:
∇n(x) = ∇nT (x) = ∇2δσ.
We also introduce the unit vector field
b : R3 \ (Σ ∪ σ)→ R3, b(x) = τ(p)× n(x),
so that for any point x ∈ R3 \ (Σ ∪ σ), (τ(p), n(x), b(x)) is a direct orthonormal frame of R3. Note that
(n(x), b(x)) is also the vector basis for the polar coordinates in the plane Nτ(p); see again Fig. 4.
The next result of interest is about the derivative of the projection mapping pσ:
Proposition 5.2. Let x ∈ R3 \ Σ and p = pσ(x). Then, the derivative ∇pσ(x) reads, in any orthonormal
basis of R3 with τ(p) as first coordinate vector:
∇pσ(x) =
 11−δσ(x)a(p)·n(x) 0 00 0 0
0 0 0
 .
Proof. We already know from Theorem 5.1 and the subsequent remark that the mapping R3 \ Σ 3 x 7→
pσ(x) ∈ σ is smooth; hence, it is enough to calculate ∇pσ(x) for x ∈ R3 \ (Σ ∪ σ), which we do. Using
Lemma 5.2, it holds, for x ∈ R3 \ (Σ ∪ σ),
pσ(x) = x− δσ(x)∇δσ(x),
and so:
∇pσ(x) = I−∇δσ(x)⊗∇δσ(x)− δσ(x)∇2δσ(x);
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in particular, ∇pσ(x) is a symmetric 3 × 3 matrix. Also, Theorem 5.1 implies that for any given vector
z ∈ Nτ(p) and for s > 0 small enough, pσ(x+ sz) = pσ(x), so that, for any such vector:
∇pσ(x)z = 0.
Therefore, the proof of the proposition is complete provided we show the following relation:
(5.5) ∀z ∈ R3, ∇pσ(x)z · τ(p) =
z · τ(p)
1− a(p) · (x− p) ,
which is our next task.
To this end, differentiating the relation
τ(pσ(x)) · (x− pσ(x)) = 0
at x, in an arbitrary direction z ∈ R3 yields:
(5.6) (∇τ(p)∇pσ(x)z) · (x− p) + τ(p) · (z −∇pσ(x)z) = 0,
in which the directional derivative ∇pσ(x)z is a tangent vector to σ at p. On the other hand, by definition,






where c : (−l, l)→ σ is an arbitrary local parametrization of σ with c(0) = p and c′(0) = z̃ = (z̃ · τ(p))τ(p).
Selecting a curve c with constant velocity |c′(s)| satisfying these properties, it follows from the definition of
a(p) that:
∇τ(p)z̃ = (z̃ · τ(p))a(p).
In particular, taking z̃ = ∇pσ(x)z in the above identity, we obtain:
(5.7) ∇τ(p)∇pσ(x)z = (∇pσ(x)z · τ(p)) a(p).
Inserting (5.7) into (5.6) finally yields:
((∇pσ(x)z) · τ(p)) (a(p) · (x− p)) + τ(p) · (z −∇pσ(x)z) = 0,
whence (5.5) follows, thus completing the proof of the proposition. 
It follows from Proposition 5.2 and the definition of n(x) that the derivative of the mapping x 7→ n(x)
reads, in the local basis (τ(p), n(x), b(x)):
(5.8) ∀x ∈ R3 \ (Σ ∪ σ), ∇n(x) =
 −a(p)·n(x)1−δσ(x)a(p)·n(x) 0 00 0 0
0 0 1δσ(x)
 .
Likewise, exploiting the orthonormality relations within the basis (τ, n, b), simple albeit lengthy calculations
yield the following formulas (in the same basis):
(5.9) ∇τ(x) =
 0 0 0a(p)·n
1−δσ(x)a(p)·n 0 0
0 0 0
 , and ∇b(x) =
 0 0 00 0 − 1δσ(x)
0 0 0
 .
Let us now apply the coarea formula of Lemma A.1 to the mapping pσ : R3 \ Σ→ σ:







(1− |z|a(p) · n(z))f(p+ z) ds(z)
)
d`(p).
In the above formula, as in the rest of this article, d` stands for the line measure on σ (that is, the
restriction to σ of the one-dimensional Hausdorff measure), while ds is the surface measure on each normal
plane Nτ(p) (the restriction to Nτ(p) of the two-dimensional Hausdorff measure).



















Figure 4. Illustration of the main objects attached to the 3d tubular inclusions considered
in Section 5.1.
• The normal component vN of a vector field v : R3 → R3 is given by:
∀x ∈ R3 \ Σ, vN (x) = v(x)− (v(x) · τ(x))τ(x).
• Accordingly, the normal component ∇Nu of the gradient of a smooth enough function u : R3 → R
is defined on R3 \ Σ by:




• The normal part eN of a symmetric matrix e ∈ S3(R) is:
eN = e− (eτ)⊗ τ − τ ⊗ (eτ) + (eτ · τ)τ ⊗ τ.
• The normal derivative ∇Nv of a smooth enough vector field v : R3 → R3 is defined on R3 \ Σ by:
∇Nv = ∇v − (∇vτ)⊗ τ,




(∇Nv + (∇Nv)T ).
This strain tensor can be expressed in the local basis (n, b) of the plane Nτ(p) as:
eN (v) = (e(v)n · n)n⊗ n+ (e(v)b · b)b⊗ b+ (e(v)n · b)(n⊗ b+ b⊗ n),
and with a small abuse of notations, we shall either consider eN (v) as a 3×3 symmetric matrix with
0 entries in the τ indices, or as a 2× 2 matrix.
Note that (5.8) and (5.9) imply immediately:
eN (v) = eN (vN ).
Also, for smooth enough vector fields v, w : R3 → R3, it holds:
(5.10) e(v) : e(w) = eN (v) : eN (w) + 2(e(v)τ)N · (e(w)τ)N + (∇vτ · τ)(∇wτ · τ).
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5.2. Formal derivation of the asymptotic expansion of uε
In this section, we look for the asymptotic expansion of the perturbed potential uε, the solution to (5.2),
as the thickness ε of the tubular inclusion ωσ,ε vanishes. As we have already emphasized, our argument is
formal; even though we believe that it could be made rigorous, along the lines of [52, 88], this goes beyond
the scope of this article. Since the next result has only been proved rigorously in the literature in a particular
case (see again [32]), we state it as a conjecture.
Conjecture 5.1. The following formula holds, for any point x ∈ D \ σ:
(5.11) uε(x) = u0(x) + ε
2u1(x) + o(ε
2), where u1(x) :=
∫
σ
M(p)∇u0(p) · ∇yN(x, p) d`(p).
Here, N(x, y) is the fundamental solution attached to the background equation (5.1); see Section 2.2.1 and
notably Remark 2.3. For p ∈ σ, the polarization tensor M(p) is the 3 × 3 matrix defined by the following
formula, expressed in any orthonormal basis of R3 with τ(p) as first coordinate vector:
(5.12) M(p) =
(




where the 2×2 submatrixMNN (p) is the polarization tensor associated to a disk-shaped, diametrically small
inclusion in 2d:




see Section 4 and (4.11).
Formal argument: Let us, as usual, consider the error rε :=
1
ε2 (uε − u0) ∈ H1ΓD (D), which is the unique
solution to the following variational problem:
∀v ∈ H1ΓD (D),
∫
D





(γ1 − γ0)∇u0 · ∇v dx,
or equivalently, the solution to the minimization problem:
min
u∈H1ΓD (D)










(γ1 − γ0)∇u0 · ∇u dx.
We proceed in three steps.
Step 1: We write a representation formula for the error rε(x) “far ” from σ, in terms of the fundamental
solution N(x, y) to the background operator (4.1) and the values of rε inside ωσ,ε. Considering an arbitrary,







(γ1 − γ0)(y)∇u0(y) · ∇yN(x, y) dy +
∫
ωσ,ε
(γ1 − γ0)(y)∇rε · ∇yN(x, y) dy.
Step 2: We analyze the limiting behavior of a rescaled version of rε inside ωσ,ε. In order to carry out this
formal part of our argument, let us introduce the mapping mε : ωσ,1 → ωσ,ε defined by:
(5.14) mε(x) = pσ(x) + εδσ(x)n(x),
where we recall the notation n(x) = x−pσ(x)δσ(x) from Section 5.1. According to Lemma 5.2 and Proposition 5.2,
the derivative of mε reads, at an arbitrary point x ∈ ωσ,1:
(5.15) ∇mε(x) =
 1−εδσ(x)a(x)·n(x)1−δσ(x)a(x)·n(x) 0 00 ε 0
0 0 ε
 ,
in any orthonormal basis of R3 having τ(p) as first coordinate vector. What’s more, still using the material
from Section 5.1, mε can be extended to a mapping R3\Σ→ R3\Σ, and we introduce the rescaled remainder
sε := εrε ◦mε, which will naturally be involved during the calculations of the third step. In order to analyze
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its behavior near the unit inclusion set ωσ,1, we express sε as the minimizer of a rescaled version of the
energy functional Eε(u), which we subsequently simplify by retaining only the leading order terms as ε→ 0.


















(1− |z|a(p) · n(z))(γ1 − γ0)(p+ z)∇u0(p+ z) · ∇u(p+ z) ds(z)
)
d`(p).

















(1− ε|z|a(p) · n(z))(γ1 − γ0)(p+ εz)∇u0(p+ εz) · (∇u ◦mε)(p+ z) ds(z)
)
d`(p).









1− δσa · n


























(1− |z|a(z) · n(z))2





























Like in the situations tackled in the previous sections, we expect that the limiting behavior of the rescaled
remainder sε = εrε ◦mε “near” the rescaled inclusion set ωσ,1 can be determined by looking at the solution




Let us emphasize that the above formulation is not mathematically rigorous, and we deliberately do not
attempt to provide an adapted functional framework, which seems a difficult task.
According to our methodology, we look after the minimization of the approximate energy functional F̃ε(v)














(γ1 − γ0)(p)∇Nu0(p) · ∇Nv(p+ z) ds(z) d`(p),
where we have defined, for p ∈ σ and z ∈ Nτ(p):
γ̂(p, z) =
{
γ1(p) if z ∈ Bσ(0, 1),
γ0(p) otherwise.
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Note that the formal simplification (5.17) from (5.16) – and notably the change in domains of integration
for the inner integrals, from 1ε (D ∩ Pσ(p)) to the whole plane Nτ(p) – tacitly relies on the intuition that for
a fixed point p ∈ σ, the function Nτ(p) 3 z 7→ v(p+ z) vanishes when |z| → ∞.
That the coefficients of the energy F̃ε(v) have a tensorized structure with respect to σ ×Bσ(p, 1) entices
us to search for the limiting behavior v of sε in the tubular region ωσ,1 as ε→ 0 under the form:
∀p ∈ σ, ∀z ∈ Nτ(p), sε(p+ z) ≈ v(p, z),
for a function v :
{
(p, z) ∈ σ × R3, z ∈ Nτ(p)
}
→ R to be determined. To achieve this task, we use the
Euler-Lagrange equations for the minimization of (5.17), with test functions of the form
∀p ∈ σ, ∀z ∈ Nτ(p), w(p+ z) = ϕ(p)ψ(z),
for arbitrary smooth functions ϕ ∈ C∞(σ), ψ ∈ C∞(Nτ(p)). This immediately yields that for every point




−∆zv(p, z) = 0 for z ∈ Nτ(p) \ ∂Bσ(0, 1),







(p, z) = −(γ0 − γ1)(p)∇Nu0(p) · n(z) for z ∈ ∂Bσ(0, 1),
|v(p, z)| → 0 when z →∞.
In other terms, we recognize that the function z 7→ v(p, z) is
v(p, z) = φ∇Nu0(p)(z),
where for ξ ∈ R2, φξ ∈ W 1,−10 (R2) is the (radial) cell function attached to a 2d diametrically small, disk-
shaped inclusion; see (4.5). Note that, in the above formula, (and in (5.18) before that), we have identified
the plane Nτ(p) with R2 (that is, we have identified one orthonormal basis of the former plane with one of
the latter). Since both functions z 7→ v(p, z) and φ∇Nu0(p) have radial symmetry, this identification can be
performed in an arbitrary way, and the forthcoming considerations do not depend on this choice.
To conclude this second step, we note for further reference that the following identity holds:







as a consequence of the expression (4.4) of the polarization tensor MNN (p) and of (4.5) and (5.18).
Step 3: We pass to the limit in the representation formula (5.13). Rescaling both integrals in the right-hand














1− εδσ(z)a(z) · n(z)
1− δσ(z)a(z) · n(z)












1− εδσ(z)a(z) · n(z)




where we have used the expression (5.15) of the derivative of mε as well as the definition of sε. Now bringing
into play the approximation of sε by the function v in (5.18) inferred in the course of the second step, then
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1− δσ(z)a(z) · n(z)





1− δσ(z)a(z) · n(z)
































· ∇NyN(x, p) ds(z) d`(p).
Using finally (5.19) to reformulate the second integral in the above right-hand side in terms of the two-












(x, p) d`(p) +
∫
σ
MNN∇Nu0(p) · ∇NyN(x, p) d`(p),
which is the desired result.

5.3. Asymptotic expansion of a quantity of interest involving uε
We now consider the derivative of a functional depending on the small thickness ε via the perturbed potential





where j : R → R is a smooth function satisfying the growth conditions (2.8). The result of interest is the
following proposition, whose proof is again omitted; see the proof of Proposition 2.2 if need be.
Proposition 5.4. The function Jσ(ε) has the following asymptotic expansion as ε→ 0,
Jσ(ε) = Jσ(0) + ε
2J ′σ(0) + o(ε
2),
where the “derivative” J ′σ(0) reads:
(5.20) J ′σ(0) =
∫
σ
M∇u0 · ∇p0 dx.
In the above formula, M is the polarization tensor defined in (5.12), and the adjoint state p0 is the unique
solution in H1ΓD (D) to the equation:
−div(γ0∇p0) = −j′(u0) in D,
p0 = 0 on ΓD,
γ0
∂p0
∂n = 0 on ∂D \ ΓD.




P (x, τ1(x), τ2(x), τ3(x)) d`(x),
where for x ∈ σ, τ = (τ1, τ2, τ3) 7→ P (x, τ1, τ2, τ3) is the trivariate polynomial with degree 2:
P (x, τ1, τ2, τ3) = 2πγ0(x)
γ1(x)− γ0(x)
γ1(x) + γ0(x)




(∇u0(x)⊗∇p0(x)) τ · τ.
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5.4. Comparison between the 2d and the 3d cases
Let us conclude this study of thin tubular inhomogeneities in the context of the three-dimensional conduc-
tivity equation with a few remarks about the differences between the 2d case analyzed in Section 2 and the
present 3d situation.
However similar at first glance, the 2d and 3d asymptotic formulas (2.5) and (5.11) have actually quite
different structures. As we have seen indeed, the first non trivial term u1 in the 2d expansion of uε is
“variational”, insofar as it can be characterized as the solution to a fairly classical boundary value problem
(or as the minimizer of the corresponding energy functional) and it belongs to a functional space which is
inherited from that associated to uε; see the equation (2.15) and the comments thereafter.
On the contrary, in the three-dimensional case, u1 cannot be characterized in the same fashion: intuitively,
curves in 3d are “too small” sets to bear boundary conditions in the context of a “standard” second-order
elliptic problem (they have zero harmonic capacity). This difference is reflected by the difference in order
(ε2 rather than ε) at which the correction u1 comes up in (5.11).
Another interesting manifestation of this phenomenon lies in the study that we carried out during the
second step of the proofs of Theorem 2.1 and Conjecture 5.1, about the “far field” u and the “near field” v,
as the limiting behaviors of the error rε =
1
εd−1
(uε − u0) and its rescaled version sε, respectively. In our 2d
analysis, we have not completely determined the limit v of sε inside the unit inclusion set ωσ,1 (and we did
not need to do so). In this case actually, the complete limiting behavior v would depend on the “far field” u;
see Remark 2.5. If we were to try and apply verbatim the methodology used in the context Conjecture 5.1
in the 2d case, we would have to consider, for each point p ∈ σ, an exterior problem posed on the normal
line to σ at p, that is, a one-dimensional version of (5.18). This 1d exterior problem has no solution decaying
to 0 at infinity, but only solutions tending to constant values at infinity. These constants are exactly the
connection between the limiting behaviors of the “near field” v and the “far field” u that we observed in
the case of the 2d conductivity equation. On the contrary, we have seen that in 3d, the 2d exterior problem
(5.18) characterizing the “near field” v in each normal plane to σ has a solution which goes to 0 at infinity.
As a result, it is a completely determined function, independently of the “far field”.
6. The linear elasticity case in three space dimensions
In this section, we adapt the previous considerations to analyze the effects of thin tubular inhomogeneities
in the context of 3d linearly elastic structures, a situation which has not been addressed in the literature, to
the best of our knowledge.
The physical setting is the exact three-dimensional counterpart to that described in Section 3.1.1. Inside
a bounded, Lipschitz domain D, the “background” and perturbed displacements u0, uε : D → R3 are thes
solution to the 3d versions of the systems (3.3) and (3.4), respectively. The two isotropic materials featured
in these equations are physically described by Hooke’s laws A0, A1 of the form (3.1), with respective Lamé
parameters λ0, µ0 and λ1, µ1.
Using our formal energy method, we derive the asymptotic expansion of the perturbed displacement
uε ∈ H1ΓD (D)3 in terms of u0 and a suitable polarization tensor M. Since the derivation is analogous to
that in the conducted in the 3d conductivity setting in Section 5 (up to an increased level of technicality),
we solely provide the main steps of the argument.
Conjecture 6.1. The following asymptotic expansion holds at an arbitrary point x ∈ D \ σ:
uε(x) = u0(x) + ε
2u1(x) + o(ε
2), where u1(x) =
∫
σ
M(p)e(u0) : ey(N(x, p)) d`(p),
N(x, y) is the fundamental solution of the background operator in (3.3) (see Remark 3.1), and the polarization
tensor M(p) is defined at any point p ∈ σ by:
(6.1) ∀e, ẽ ∈ Sd(R), Me : ẽ =MNNeN : ẽN +
π(λ1 − λ0)(λ0 + 2µ0)
µ0 + λ1 + µ1
(
tr(eN )(ẽτ · τ) + (eτ · τ)tr(ẽN )
)
+ 4MτN (eτ)N · (ẽτ)N + π
(
2(µ1 − µ0) + (λ1 − λ0)−
(λ1 − λ0)2
µ1 + λ1 + µ0
)
(eτ · τ)(ẽτ · τ).
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Here, we have omitted the mention to the point p under consideration for brevity. We have also introduced
the two tensors MτN (p) and MNN (p), acting on two-dimensional quantities, defined by:
• MτN (p) is the 2 × 2 matrix describing the effect of a disk-shaped, diametrically small inclusion in
the 2d conductivity setting, where the conductivity coefficients at play equal µ0(p) and µ1(p), namely:





• MNN (p) is the isotropic fourth-order tensor describing the effect of a disk-shaped diametrically small
inclusion in the linear elasticity setting; it is defined for any symmetric 2× 2 matrix e by:
(6.3) MNN (p)e = αS(p)tr(e)I + βS(p)e,
where the coefficients αS(p) and βS(p) are given by (4.13); see Section 4.4.
Formal argument. As usual, let us introduce the error rε :=
1
ε2 (uε − u0), which is the unique solution in
H1ΓD (D)
3 to the variational problem
∀v ∈ H1ΓD (D)3,
∫
D





(A1 −A0)(x)e(u0) : e(v) dx;














(A1 −A0)e(u0) : e(u) dx.
Step 1: We construct a representation formula for the error rε(x) “far” from ωσ,ε in terms of the fundamental
solution N(x, y) to the background equation (3.3) and the values of rε inside ωσ,ε. Considering a fixed point








(A1 −A0)(y)e(u0)(y) : ey(Nj(x, y)) dy +
∫
ωσ,ε
(A1 −A0)(y)e(rε)(y) : ey(Nj(x, y)) dy.
Step 2: Asymptotic behavior of a rescaled version of rε. To conduct this formal step of our argument, let us
introduce the rescaled error sε := εrε ◦mε, where mε is the mapping given by (5.14). We aim to determine
the limiting behavior of sε near the rescaled inclusion set ωσ,1, and to this end, we perform a rescaling and
a simplification of the energy functional Eε(u) in (6.4).
At first, the coarea formula of Proposition 5.3 yields the following equivalent expression for the energy


















(1− |y|a(p) · n(y))(A1 −A0)(p+ y)e(u0)(p+ y) : e(u)(p+ y) ds(y)
)
d`(p).






















Now, elementary calculations based on (5.14) allow to relate the strain tensor of a smooth enough vector-



















































εe(v)n · b 1εe(v)b · b
 ,
where the above matrix is expressed in the local basis (τ, n, b) of the space. Similarly, it holds:
(6.7) (divu) ◦mε =
1
ε
1− δσa · n
1− εδσa · n
e(v)τ · τ + 1
ε2
(e(v)n · n+ e(v)b · b) .





where we decompose the quantity Fε(v) in terms of the powers in ε of the coefficients in the featured integrals:
Fε(v) = F
1
ε (v) + εF
2
ε (v) + ε
2F 3ε (v);
in the above identity, each contribution F iε(v) has coefficients of order O(1) as ε→ 0, and only the expression
of F 1ε (v) will be needed for our purpose:








2µε ◦mε(1− ε|z|a · n)
(
(e(v)n · n)2 + (e(v)b · b)2 + 2(e(v)n · b)2 + 1
2















λε ◦mε(1− ε|z|a · n)
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2(µ1 − µ0) ◦mε(1− ε|z|a · n)
(
(e(u0)n · n)(e(v)n · n) + (e(u0)b · b)(e(v)b · b)










(1− ε|z|a · n) (λ1 − λ0) ◦mε(divu0) ◦mε
(





In the above integrals, as often in the forthcoming calculations, the mention to the integration point p + z
is sometimes omitted when it is clear, for the sake of brevity.
Our methodology then proceeds as in the case of Conjecture 5.1. We expect that the limiting behavior v
of sε near the rescaled inclusion set ωσ,1 be dictated by the minimization of the energy F
1
ε (v), and, in turn,
by that of a simplified version F̃ 1ε (v) of the latter where only the leading-order terms as ε→ 0 are retained.















(e(v)n · n)2 + (e(v)b · b)2 + 2(e(v)n · b)2 + 1
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(e(u0)(p)n · n)(e(v)n · n) + (e(u0)(p)b · b)(e(v)b · b)

















and we have defined, for p ∈ σ and z ∈ Nτ(p),
µ̂(p, z) =
{
µ1(p) if |z| < 1,
µ0(p) otherwise.
Recall that it is quite unclear what would be a rigorous framework for this minimization, and we do not
elaborate on this issue.
Taking advantage of (5.8) and (5.9), the energy F̃ 1ε (v) may be reformulated in terms of the normal and
tangential components of v with respect to σ:










||eN (vN )||2 +
1
2






















(λ1 − λ0)(p)(divu0)(p)tr(eN (vN )) ds(z) d`(p).
At this point, judging from the tensorized structure of the integrals and coefficients in the above expression
of F̃ 1ε (v), we are enticed to seek the limiting behavior v of sε inside the rescaled inclusion ωσ,1 under the
form:
∀p ∈ σ, z ∈ Bσ(p, 1), sε(p+ z) ≈ v(p, z),
for a certain vector field v :
{
(p, z) ∈ σ × R3, z ∈ Nτ(p)
}
→ R3 to be determined.
To achieve this purpose, we rely on the Euler-Lagrange equations associated to the resolution of (6.8). It
immediately follows from the expression (6.9) of the energy F̃ 1ε (v) that this minimization can be conducted
in terms of the tangential and normal components v · τ and vN of the unknown function v, independently.
Let us then write down the Euler-Lagrange equations for the minimization of (6.9) by considering only
variations of the tangential component v · τ : for each point p ∈ σ, the function Nτ(p) 3 z 7→ (v · τ)(p, z) ∈ R




µ̂∇N (v · τ) · ∇Nw ds(z) +
∫
Bσ(p,1)
2(µ1 − µ0)(p)(e(u0)(p)τ) · ∇Nw ds(z) = 0.
The above variational problem is well-posed when the unknown and test functions v and w are chosen in
the functional space W 1,−10 (R2) (see Remark 4.1). It exactly corresponds to the variational formulation for
the 2d profile (4.9) associated to a disk-shaped diametrically small inclusion in the conductivity setting, up
to the identification of the Nτ(p) with R2; see again the proof of Conjecture 5.1, and notably the discussion
immediately after (5.18). More precisely, v · τ equals:
∀p ∈ σ, ∀z ∈ Nτ(p), (v · τ)(p, z) = φ2e(u0)(p)τ(p)(z),
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where for a given vector ξ ∈ R2, the function φξ ∈W 1,−10 (R2) is the solution to:





∂n = −(µ0(p)− µ1(p))(ξ · n) on ∂B(0, 1),
|φξ(z)| → 0 when |z| → ∞;
which is exactly (4.5), in which γ0(0), γ1(0) are replaced by µ0(p) and µ1(p), respectively.
For further reference, we note that the 2× 2 matrix MτN (p) in (6.2) satisfies the following identity:
(6.11) 2MτN (p)(e(u0)(p)τ)N =
∫
Bσ(p,1)
(µ1(p)− µ0(p))(2(e(u0)(p)τ)N +∇N (v · τ)(p, z)) ds(z).
Let us now consider variations of the normal component vN in the minimization of the energy F̃ 1ε (v) in












2(µ1 − µ0)(p)eN (u0N )(p) : eN (w) + (λ1 − λ0)(p)(divu0)(p)tr(eN (w))
)
ds(z) = 0,
and we decompose vN (p, z) as:
vN (p, z) = w1(p, z) + w2(p, z),
where w1(p, z) and w2(p, z) are defined as follows:
• the vector field z 7→ w1(p, z) equals veN (u0N )(p)(z), where for any symmetric 2 × 2 matrix ξ, vξ ∈












2(µ1 − µ0)(p)ξ : eN (w) + (λ1 − λ0)(p)tr(ξ)tr(eN (w))
)
ds(z) = 0,
that is, vξ is exactly the profile function (4.12) attached to the asymptotic expansion of the solution
to the 2d linear elasticity system in the situation of a diametrically small disk-shaped inclusion.
• The vector field z 7→ w2(p, z) equals we(u0)(p)τ ·τ , where for h ∈ R, wh is the unique solution in
W 1,−10 (R2) to the variational problem:∫
Nτ(p)
(





(λ1 − λ0)(p)htr(eN (w)) ds(z) = 0.
By uniqueness of the solution to (6.12), it holds:






For further reference, we note that, for any symmetric 2× 2 matrix ξ:




















tr(ξ + eN (vξ)) ds(z).
















Step 3: We pass to the limit in the representation formula (6.5). It follows from a change of variables based











|det(∇mε)|(A1 −A0)(mε(z))(e(rε) ◦mε) : ey(Nj(x,mε(z))) dz,
=: I1ε + I
2
ε ,








(A1 −A0)(p)e(u0)(p) : ey(Nj(x, p)) ds(z) d`(p).







2(µ1 − µ0) ◦ pσ
1− δσ(y)a(y) · n(y)
(
(∇vn · τ)(ey(Nj(x, pσ(y)))τ · n) + (∇vb · τ)(ey(Nj(x, pσ(y)))τ · b)






(λ1 − λ0) ◦ pσ
1− δσ(y)a(y) · n(y)
(
e(v)n · n+ e(v)b · b
)
divy(Nj(x, pσ(y))) dy.



















(λ1 − λ0)(p)tr(eN (vN ))divy(Nj(x, p)) ds(z) d`(p).
























(λ1 − λ0)(p)tr(eN (vN ))divy(Nj(x, p)) ds(z) d`(p).
We now rewrite the above expression by bringing into play the tensors MNN (p) and MτN (p) defined in
(6.2) and (6.3). To this end, expanding the first integral in the above right-hand side (and notably using
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∇N (v · τ) + 2(e(u0)τ)N
)


























αj(x, p) ds(z) d`(p),
with obvious notations. We now calculate the integrands αj(x, p), j = 1, . . . , 8, omitting the mention to the
point p when it is clear:
• Using (6.13) yields:
(α1 + α2)(x, p) =MNN (p)eN (u0N )(p) : eN (Nj(x, p)).
• Using (6.15), we obtain:




µ1 − µ0 + λ1 − λ0
(e(u0)τ · τ)
(
MNN I : eN (Nj(x, p))
)
;
taking advantage of the expression (4.13) of the coefficients of MNN , this rewrites:
(α3 + α4)(x, p) =
π(λ1 − λ0)(λ0 + 2µ0)
µ0 + λ1 + µ1
(e(u0)τ · τ) tr(eN (Nj(x, p))).
• On account of (6.11), one has:
α5(x, p) = 2MτN (2e(u0)τ)N · (ey(Nj(x, p))τ)N = 4MτN (e(u0)τ)N · (ey(Nj(x, p))τ)N










(ey(Nj(x, p))τ · τ),
which yields, from (4.13),
α6(x, p) =
π(λ1 − λ0)(λ0 + 2µ0)
µ0 + λ1 + µ1
tr(eN (u0N ))(ey(Nj(x, p))τ · τ).
• The term α7(x, p) does not need to be reformulated.
• Using again (6.14) and then (4.13), α8(x, p) rewrites:
α8(x, p) = −π
(λ1 − λ0)2
µ1 + λ1 + µ0
(e(u0)(p)τ · τ)(ey(Nj(x, p))τ · τ).
This results in the desired expression. 
Remark 6.1. As we have already noticed in the course of the previous calculation, the component MτN of
the polarization tensor M in (6.1) coincides with the polarization tensor (4.11) attached to a disk-shaped,
diametrically small inclusion in the situation of the 2d conductivity equation, where the Lamé parameter µ
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plays the role of the conductivity coefficient. This echoes to the well-known two-dimensional reduction of the
3d linear elasticity system in the particular situation of antiplane shear; see for instance [96].
We conclude this study with the calculation of the asymptotic expansion of a quantity depending on the





where j : R3 → R is smooth and satisfies the growth conditions (2.8).
Proposition 6.1. The function Jσ(ε) admits the following asymptotic expansion:
Jσ(ε) = Jσ(0) + ε
2J ′σ(0) + o(ε
2),




Me(u0) : e(p0) d`.
Here,M is the polarization tensor defined in (6.1), and the adjoint state p0 is the unique solution in H1ΓD (D)3
to the following system:
(6.19)

−div(A0e(p0)) = −j′(u0) in D,
p0 = 0 on ΓD,
Ae(p0)n = 0 on ∂D \ ΓD.
Again, we provide a slightly different, more practical form of the “derivative” J ′σ(0), emphasizing its




P (x, τ1(x), τ2(x), τ3(x)) d`(x),
where at a given point x ∈ σ, τ = (τ1, τ2, τ3) 7→ P (x, τ1, τ2, τ3) is the trivariate polynomial with degree 4
defined by:










(λ1 − λ0)(λ0 + 2µ0)
µ0 + λ1 + µ1
− αS
)
(tre (fτ · τ) + trf (eτ · τ))
+
(
αS + βS − 2π
(λ1 − λ0)(λ0 + 2µ0)




+ 2π(µ1 − µ0) + π(λ1 − λ0)− π
(λ1 − λ0)2
µ1 + λ1 + µ0
)
(eτ ·τ)(fτ ·τ).
In the above formula, we have taken the shortcuts e ≡ e(u0), f ≡ e(p0); the values αS and βS depend on
µ0, µ1, λ0, λ1 via (4.13) and the dependence of all the coefficients with respect to x is omitted for brevity.
7. Numerical illustrations and applications
In this illustrative section, we discuss the practical use of the asymptotic formulas (1.11) for thin tubular
inhomogeneities considered in this article. After verifying the numerical accuracy of these formulas in Sec-
tion 7.1, we propose three different applications in shape and topology optimization. At first, in Section 7.2,
we introduce a methodology for grafting a thin ligament to a shape in the course of a more “classical” optimal
design process, with the aim to make the final design less sensitive to the initial guess. Secondly, Section 7.3
is devoted to an algorithm for computing an optimized set of pillars, serving as the scaffold structure of a
shape during its construction by means of an additive manufacturing technique. Eventually, in Section 7.4,
we present a strategy for the computation of a judicious initial design in view of the optimization of a
truss-like structure.
Before proceeding, let us already emphasize that these numerical methods are proposed as preliminary
“proofs of concept”, rather than as fully mature techniques. In particular, several algorithmic aspects have
not been paid much attention in the present article; see in particular Remark 7.1 and Section 8 for several




In this first example section, we appraise numerically the validity of our asymptotic formulas for thin tubular
inhomogeneities in the 2d and 3d conductivity and linear elasticity settings.
The physical configurations at stake are depicted in Fig. 5: in two space dimensions, the hold-all domain
D is the rectangle D = (−1, 1) × (0, 1), ΓD is defined as the left-hand side of ∂D and ΓN is its right-hand






In three space dimensions, D is the unit cube D = (0, 1)3 and the regions ΓD and ΓN are the left-hand side

































Figure 5. Numerical evaluation of the asymptotic formulas for thin tubular inhomo-
geneities in Section 7.1; (top) common physical setting of the test cases (left) in 2d, (right)
in 3d; (bottom) computational mesh where the inclusion ωσ,ε is explicitly discretized (left)
in 2d for ε = 0.02, (right) in 3d for ε = 0.05.
7.1.1. The case of the conductivity equation in 2d and 3d
In the “background” situation, the domain D is filled by a material with conductivity γ0 ≡ 1; a flux g = −1
is applied on ΓN and volumic sources f are omitted for simplicity. In the perturbed situation, several values
of the thickness ε are considered for the tubular inclusion ωσ,ε, as well as for the (constant) conductivity γ1
inside the latter.








γε∇uε · ∇uε dx,
where uε is the solution to (2.4). The numerical computation relies on the use of the Lagrange P1 finite
element method on a conforming mesh of D where the inclusion ωσ,ε is meshed explicitly – that is, a mesh
of ωσ,ε appears as a submesh of that of D; see Fig. 5, (bottom). We rely on the remeshing library mmg (see
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[50, 51]) for the construction of such a mesh, and on the FreeFem environment [69] for the finite element
calculations.
On the other hand, we compute the approximation of Cσ(ε) predicted by the asymptotic expansion of
Theorem 2.1 and Conjecture 5.1:
Cσ(0) + ε
d−1C ′σ(0).
The solution u0 to the background conductivity equation (2.2) and all the depending quantities involved in
the expressions (2.36) (in 2d) and (5.20) (in 3d) of the derivative C ′σ(0) are calculated on a fixed reference
mesh of D.
The values of both expressions, associated to different conductivities γ1 = 10, 100, or 1000 and different
thicknesses ε for the inclusion set are reported on Fig. 6 in the two-dimensional case, and on Fig. 7 in the
three-dimensional case.
Figure 6. Evaluation of the asymptotic formula for tubular inhomogeneities in the 2d con-
ductivity case of Section 7.1.1: comparison between Cσ(ε) and the formula Cσ(0) + εC
′
σ(0)
for γ0 = 1 and (left) γ1 = 10, (middle) γ1 = 100 and (right) γ1 = 1000.
Figure 7. Evaluation of the asymptotic formula for tubular inhomogeneities in the 3d con-
ductivity case of Section 7.1.1: comparison between Cσ(ε) and Cσ(0) + ε
2C ′σ(0) for γ0 = 1
and (left) γ1 = 10, (middle) γ1 = 100 and (right) γ1 = 1000.
As expected, the asymptotic formula Cσ(0)+ε
d−1C ′σ(0) provides a fairly good approximation of the exact,
perturbed compliance Cσ(ε) when ε is sufficiently small (especially in 3d). Let us notice however that, for
a given value of the thickness ε, the quality of the approximation deteriorates as the conductivity γ1 inside
ωσ,ε (thus the contrast γ1/γ0) gets larger. This observation is in line with the conclusions of [44, 45, 52],
according to which the asymptotic formulas (2.5) and (5.11) for uε cannot hold uniformly with respect to
the contrast γ1/γ0, i.e. the remainders o(ε) and o(ε
2) in there depend on γ1/γ0. Actually, it turns out that
the limit of uε itself may differ from the background potential u0 when the contrast γ1/γ0 degenerates to 0
or∞ as ε→ 0. It would be interesting to appraise the use of the asymptotic formulas for uε derived in these
articles, which hold uniformly with respect to the ratio γ1/γ0 (and are unfortunately much more difficult to
derive and compute numerically) to get more robust approximation formulas for uε and Cσ(ε) with respect
to the values of γ1.
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7.1.2. The case of the linear elasticity system in 2d and 3d
We perform a similar analysis in the context of the linearized elasticity system: now, u0 is the solution to
the background elasticity system (3.3), where the Hooke’s tensor A0 in (3.1) is characterized by the Lamé
coefficients λ0 = 0.5769 and µ0 = 0.3846. In the perturbed situation, the displacement uε is the solution to
the system (3.4), and several values will be considered for the thickness ε of the inclusion set ωσ,ε and the
Lamé coefficients λ1, µ1 of its constituent material A1. In all cases, body forces f are omitted; the surface
load reads g = (0,−1) in 2d and g = (0, 0,−1) in 3d.




g · uε ds =
∫
D
Aεe(uε) : e(uε) dx
on a confoming mesh of D where ωσ,ε is explicitly discretized; see Fig. 5 (bottom row).
On the other hand, we evaluate the asymptotic formula
(7.2) Cσ(0) + ε
d−1C ′σ(0)
on a fixed mesh of D. The results associated to different values of the thickness ε, and different values of
the Lamé coefficients λ1, µ1 are displayed on Fig. 8 in the 2d case, and on Fig. 9 in the 3d case.
Figure 8. Evaluation of the asymptotic formula for tubular inhomogeneities in the 2d elas-
ticity case of Section 7.1.2: comparison between Cσ(ε) and Cσ(0) + εC
′




equal to (left) 10, (middle) 100 and (right) 1000.
Figure 9. Evaluation of the asymptotic formula for tubular inhomogeneities in the 3d elas-
ticity case of Section 7.1.2: comparison between Cσ(ε) and Cσ(0) + ε
2C ′σ(0) for values of
the ratio µ1µ0 =
λ1
λ0
equal to (left) 10, (middle) 100 and (right) 1000.
Again, a fine matching is observed between both quantities (7.1) and (7.2), which is, perhaps a little
surprisingly, better than in the case of the conductivity equation. As can be expected from the discussion
in the previous Section 7.1.1, for a fixed value of ε, this correspondance deteriorates as the ratios µ1µ0 and
λ1
λ0
increase (again, to a lesser extent than in the case of the conductivity equation).
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7.2. Topological ligament for elastic structures
The first application context of our asymptotic expansion formulas for thin tubular inhomogeneities is also
our initial motivation for the work of this article (see Section 1.1): we intend to use them in the course of a
structural optimization process, as a guide to insert now and then bars of material between distant regions
of the shape, in an optimal way with respect to a function of the domain.
7.2.1. Shape and topology optimization of elastic structures using the boundary variation method of Hadamard
We deal with the optimization of an elastic structure Ω ⊂ Rd (d = 2, 3), whose boundary ∂Ω is composed
of three disjoint parts: ∂Ω = ΓD ∪ ΓN ∪ Γ. The structure is clamped on ΓD, and surface loads g : ΓN → Rd
are applied on ΓN ; both regions are imposed by the context, so that the remaining, traction-free region Γ is
the only one subject to optimization. Omitting body forces for simplicity, the displacement uΩ : Ω→ Rd of
the structure in these circumstances is the solution to the linear elasticity system
(7.3)

−div(Ae(uΩ)) = 0 in Ω,
uΩ = 0 on ΓD,
Ae(uΩ)n = g on ΓN ,
Ae(uΩ)n = 0 on Γ,
where the Hooke’s law A of the material reads:
(7.4) ∀e ∈ Sd(R), Ae = 2µe+ λtr(e)I, with Lamé coefficients λ = 0.5769, µ = 0.3846.
Our purpose is to solve the shape optimization problem
(7.5) min
Ω
C(Ω) s.t. Vol(Ω) = VT ,




Ae(uΩ) : e(uΩ) dx =
∫
ΓN




dx is the volume, which is expected not to exceed the threshold value VT . Note that the
choice of the compliance and the volume as the objective and constraint in (7.5) is only a matter of simplicity,
and that other functionals could be considered instead without much change to the forthcoming discussion:
least-square difference functions over the displacement, stress-based criteria, etc.
Our numerical resolution of (7.5) relies on the boundary variation method of Hadamard, which we have
already evoked in Section 1.1, and whose salient features we now briefly recall for the convenience of the
reader; see e.g. [12, 70, 83, 98] for further mathematical details and [8, 93] about implementation issues.
Variations of a given shape Ω are considered under the form
Ωθ := (Id + θ)(Ω), where θ ∈W 1,∞(Rd,Rd), ||θ||W 1,∞(Rd,Rd)< 1,
is a “small” vector field encoding the deformation of Ω; see Fig. 1 (top, right). The shape derivative of, say,
C(Ω) is the Fréchet derivative C ′(Ω) of the underlying mapping θ 7→ C(Ωθ) at θ = 0:
(7.7) C(Ωθ) = C(Ω) + C




The shape derivatives of C(Ω) and Vol(Ω) are well-known to be (see e.g. [11]):
(7.8) C ′(Ω)(θ) = −
∫
Γ
Ae(uΩ) : e(uΩ) θ · n ds, and Vol′(Ω)(θ) =
∫
Γ
θ · n ds.
This allows to calculate a so-called (negative) “shape gradient” θC : Rd → Rd for C(Ω) (and similarly, a
shape gradient θV for Vol(Ω)): θC is a vector field such that the deformed version ΩtθC of Ω achieves a lesser
value C(ΩtθC ) < C(Ω) of the compliance for t > 0 small enough. One such possibility, among others, is such
that:
θC = Ae(uΩ) : e(uΩ)n on Γ,
as follows readily from (7.7) and (7.8). This information is the main ingredient of shape optimization
algorithms based on the method of Hadamard, a generic sketch of which is provided in Algorithm 1.
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Algorithm 1 Resolution of Problem (7.5) using the method of Hadamard.
Initialization: Initial shape Ω0, intial values α0C , α
0
V of the optimization parameters.
for n = 0, ..., until convergence do
(1) Calculate the elastic displacement uΩn of Ω
n.
(2) Calculate shape gradients θnC and θ
n
V for the functionals C(Ω) and Vol(Ω), respectively.








(4) Deform Ωn along θn:
Ωn+1 := (Id + τnθn)(Ωn),
where the pseudo-time step τn is chosen small enough so that:
αnCC(Ω
n+1) + αnV Vol(Ω
n+1) < αnCC(Ω
n) + αnV Vol(Ω
n).





In Algorithm 1, the optimization parameters αnC , α
n
V are updated so that the volume constraint is gradually
enforced, while decreasing the value of the compliance, insofar as possible. Several strategies are available to
this end, and in our practical implementation, we rely on the constrained optimization algorithm from [58].
As far as the numerical representation of shapes and their evolution are concerned, we rely on the level set
based mesh evolution method from [6, 7] (see also [57, 59] for recent developments). Grossly speaking, this
method couples a level set representation of the shape on a fixed computational domain D [11, 101] (see also
[91] for the seminal reference about the level set method) with remeshing operations using the open source
library mmg [50, 51] to ensure that the shape is meshed explicitly at each stage of the process: no ersatz
material approximation is needed in our numerical realization of Algorithm 1. Again, all the finite element
calculations considered in this article rely on the FreeFem environment [69].
One drawback of the method of Hadamard is that it does not, in theory, leave the room for topological
changes between iterations; indeed, the mappings (Id + θ) driving the update process are homeomorphisms.
As a result, the quality of the optimized design strongly depends on that of the initial guess Ω0. In practice,
a little abuse of the above framework authorizes certain topological changes: for instance, two separate
holes can merge, but no hole can appear inside the bulk of the shape. To alleviate this problem, classical
shape optimization algorithms based on the method of Hadamard are often complemented with the use of
topological derivatives, as a mechanism to nucleate holes inside the optimized shape in an “optimal” way;
see again Section 1.1, and [9, 39].
In the next section, we present another mechanism to enrich the topology of a shape in the course of its
optimization via the method of Hadamard, namely the addition of a thin bar.
7.2.2. Insertion of a material bar
In this section, we explain how a thin bar can be added to a shape Ω arising in the course of Algorithm 1;
for notational simplicity, we drop the mention n to the particular iteration in the present discussion.
To achieve our purpose, we approximate the mechanical behavior of Ω by the displacement u0 supplied




−div(A0e(u0)) = 0 in D,
u0 = 0 on ΓD,
A0e(u0)n = g on ΓN ,
A0e(u0)n = 0 on ∂D \ (ΓD ∪ ΓN ),
where A0(x) =
{
A if x ∈ Ω,
ηA otherwise,
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and η  1 is a very small parameter (in all our examples, we take η = 10−3). Accordingly, the variation
Ωσ,ε = Ω ∪ ωσ,ε where the thin tube ωσ,ε is grafted to Ω is described by the solution uε to:
(7.10)

−div(Aεe(uε)) = 0 in D,
uε = 0 on ΓD,
Aεe(uε)n = g on ΓN ,
Aεe(uε)n = 0 on ∂D \ (ΓD ∪ ΓN ),
where Aε(x) =
{
A if x ∈ Ω ∪ ωσ,ε,
ηA otherwise.




Aεe(uε) : e(uε) dx =
∫
ΓN
g · uε ds;
in particular, Cσ(0) is the approximation of C(Ω) supplied by the ersatz material method. Relying on
Propositions 3.1 and 6.1, this quantity has the following expansion as ε→ 0:
(7.11) Cσ(ε) = Cσ(0) + ε
d−1C ′σ(0) + o(ε
d−1);
note that the adjoint state p0 in (3.25) and (6.19) featured in those formulas for C
′
σ(0) is simply p0 = −u0
in the present context where the compliance functional is considered; see also Remark 2.7.
On the other hand, the expansion of the volume Vol(Ωσ,ε) of the perturbed shape is easily calculated as:
(7.12) Vol(Ω ∪ ωσ,ε) = Vol(Ω) + εd−1|σ|+ o(εd−1),
where |σ| is the length of σ.
The sensitivities (7.11) and (7.12) lead to a simple methodology to add a bar with thickness ε (of the
order of the mesh size in our applications) to the shape Ω in order to optimize its behavior with respect to
Problem (7.5). The proposed procedure is summarized in Algorithm 2.
Algorithm 2 Optimal insertion of a bar in the course of one particular iteration of Algorithm 1.
Initialization: Shape Ω, optimization parameters αC , αV , thickness parameter ε.
(1) Calculate the solution u0 to (7.10) in D.
(2) Calculate C ′σ(0) for all the segments of the form σ = [x
1, x2], with x1, x2 ∈ ∂Ω.










is the most negative.
return Ωσ,ε := Ω ∪ ωσ,ε.
Remark 7.1. The strategy of Algorithm 2, running through all segments of the form [x1, x2], where x1, x2
belong to (a discretization of) ∂Ω is admittedly naive: even though the evaluation of the asymptotic formula
(7.11) for C ′σ(0) is cheap (the background displacement u0 needs only to be computed once and for all,
independently of σ), we expect that this procedure could become computationnally expansive when the size
of the mesh gets larger, thus raising the need for a more clever strategy (e.g. a randomized procedure); see
Section 8 for further comments about this point.
7.2.3. An example in 2d: the benchmark cantilever test case
The first numerical illustration of our topological ligament approach features the benchmark 2d cantilever
test case, whose details are reported on Fig. 10 (top, left): the shapes Ω of interest are contained inside a
box D with size 2 × 1; they are clamped on their left-hand side ΓD, and a unit vertical load g = (0,−1) is
applied on the region ΓN in the middle of their right-hand side. Starting from the initial design of Fig. 10
(top, left), we solve the shape optimization problem (7.5) with a value VT = 0.8 for the volume target, while
imposing symmetry of shapes with respect to the ξ2 direction.
In a first attempt, we rely on Algorithm 1, which solely uses the boundary variation method of Hadamard.
We intentionally select update rules for the optimization parameters αC , αV so that the volume constraint is








Figure 10. (From left to right, top to bottom) Iterations 0 (with details of the test case),
20, 40 and 200 in the 2d cantilever test case of Section 7.2.3 solved by using the boundary
variation Algorithm 1.
optimization path ends in a local minimum with a quite simple topology and poor structural performance:
the compliance of the final shape equals 3.09; see Fig. 10 where several intermediate shapes are represented.
We then conduct the same experiment, up to an additional ingredient: the optimization process of Algo-
rithm 1 is periodically interrupted every 10 iteration, from iteration 40 to iteration 100, in order to try and
graft a bar to the optimized shape, according to Algorithm 2. Several snapshots of this process are depicted
on Fig. 11, and the related convergence histories are reported on Fig. 12: obviously, the final shape has a
richer topology, showing a larger number of holes, and the compliance of the final shape equals 2.61, a lower
value than in the previous situation.
7.2.4. Optimization of the shape of a three-dimensional bridge
A similar experiment is conducted in the context of the optimization of a 3d bridge. As depicted on Fig. 13,
the shapes are contained inside a trapezoid D with dimensions 4× 1× 1. They are clamped on the reunion
ΓD of four disjoint regions located on the side and bottom parts of their boundary, while a unit vertical load
g = (0, 0,−1) is distributed on their upper side ΓN . Starting from the initial shape of Fig. 14 (top, left), we
solve the problem (7.5), with the value VT = 0.12 for the volume constraint, while imposing symmetry of
shapes with respect to the ξ2 direction.
We rely first on the boundary variation Algorithm 1, where we use an awkward rule for the update of the
optimization parameters αC , αV . Again, the volume constraint is imposed very rapidly, so that the shape
accidentally gets disconnected from two of the four clamping regions which compose ∂D. The optimized
shape in this case has a poor structural performance, as reflected by the large value C(Ω) = 29.66 of its
compliance; see Fig. 14 for several snapshots of the process.
In a second time, we perform the same experiment, up to the use of our topological ligament approach:
every 10 iteration from iteration 40 to iteration 100 of the procedure in Algorithm 1, we apply Algorithm 2
to try and add a bar to Ω, which either connects two points x1, x2 ∈ ∂Ω, or one point x1 ∈ ∂Ω and a point
x2 ∈ ΓD. Several intermediate shapes of the process are represented on Fig. 15, and the convergence histories
are reported on Fig. 16. Obviously, the algorithm is able to detect that it is beneficial to insert bars between
the shape and the isolated components of the clamping region ΓD; the resulting shape from this procedure
has a much lower compliance value C(Ω) = 8.34 than in the previous situation.
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Figure 11. Iterations 0, 40, 41, 51, 61, 71, 81, 90, 100 and 200 in the 2d cantilever test
case of Section 7.2.3 solved by using a coupling of Algorithm 1 with periodic insertion of
bars owing to Algorithm 2.
54
Figure 12. (Left) Evolution of the compliance in the course of the optimization of the 2d
cantilever in Section 7.2.3 with a combined use of Algorithms 1 and 2; (right) evolution of













Figure 13. Setting of the three-dimensional bridge example of Section 7.2.4.
7.3. Optimal design of supports for additive manufacturing.
In this section, we apply our asymptotic formulas for thin tubular inhomogeneities to the computation of an
optimized collection of vertical pillars, serving as the support structure for a fixed shape Ω in the course of
its construction by an additive manufacturing technique.
We refer to [63] for a general overview of additive manufacturing techniques, and to the survey arti-
cle [78] for a description of the new issues and challenges they raise in connection with the field of shape
and topology optimization. Briefly, additive manufacturing (or 3d printing) is a common label for a whole
range of fabrication processes, which have in common that they begin with a subdivision of the constructed
shape into a series of horizontal slices; these layers are then constructed one atop the other, according to
the selected technology (Fused Filament Fabrication, Electron Beam melting, etc.). These additive manu-
facturing methodologies have recently become very popular in engineering since they are allegedly capable
of assembling arbitrarily complex shapes, such as the lattice structures whose optimality is predicted in a
wide variety of situations by the homogenization theory. Unfortunately, additive manufacturing methods
also impose limitations of their own on the constructed design Ω; in particular, for various reasons, they all
experience difficulties when Ω shows large overhangs, i.e. nearly horizontal regions hanging over void. One
possible solution to cope with the presence of such features is to erect a support structure S at the same time
as Ω (possibly made of a different, cheaper material) so as to anchor them to the build table; see [40, 55]
among other contributions.
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Figure 14. Iterations 0, 40, 100 and 200 in the three-dimensional bridge test case of Sec-
tion 7.2.4 solved by using the boundary variation Algorithm 1.
In this section, we aim to optimize the design of a support structure S for a given shape Ω containing
large overhangs. The optimized supports S should ease the construction of the total structure Ω ∪ S, for a
minimum weight, so as to limit material consumption.
We rely on the model introduced in [3] for the fabrication process. The structure Ω to be assembled,
together with all the possible designs for the supports S are contained in a fixed computational domain D
of the form D = [0,M1] × . . . × [0,Md], which stands for the build chamber. Since Ω is fixed throughout
this section, the dependences of the various considered quantities with respect to Ω are omitted for brevity.
The physical behavior of Ω ∪ S during the construction stage is accounted for by the linearized elasticity
system, in the situation where Ω ∪ S is clamped on the ground Γ0 := {x = (x1, · · · , xd) ∈ D, xd = 0}, and
is submitted to gravity loads, represented by a body force f : Rd → Rd. The displacement uS of Ω ∪ S in
these circumstances is the solution to:
(7.13)

−divASe(uS) = ρf in Ω ∪ S,
uS = 0 on Γ0,
Ae(uS)n = 0 on ∂(Ω ∪ S) \ Γ0.
Here ρ is the density of material, which equals 1 inside the structure Ω, and 0 inside the supports for
simplicity; the value of the Hooke’s tensor AS inside Ω is that A in (7.4), as used in the previous section;
inside the support structure, AS takes the weaker value A1 = ηSA (in practice, we use ηS = 0.4).
We aim to solve the problem
(7.14) min
S⊂D









ASe(uS) : e(uS) dx =
∫
Ω∪S
f · uS dx
is required not to exceed the user-defined threshold CT .
Remark 7.2.
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Figure 15. Iterations 0, 40, 41, 51, 61, 71, 81, 100, 150 and 200 in the three-dimensional
bridge test case of Section 7.2.4 solved by using a combination of Algorithms 1 and 2.
• This model for the physical behavior of a shape Ω and the companion scaffold structure S during
the fabrication process was proposed in [3]. It is a simplified version of the layer-by-layer approach
introduced in [5, 4, 15], where the compliance of each intermediate shape Ωh := {x ∈ Ω, xd < h}
(corresponding to the stage where Ω is assembled up to the level xd = h) is involved.
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Figure 16. (Left) Evolution of the compliance in the course of the optimization of the
three-dimensional bridge of Section 7.2.4 with a combined use of Algorithms 1 and 2; (right)
evolution of the volume of the structure.
• Other physical criteria than the compliance (7.15) could be used for evaluating the performance of
the structure S, such as criteria based on the steady-state heat equation, as a means to measure the
rapidity of heat evacuation or the accumulation of residual stress (see e.g. [10, 36]). The application
of the strategy described below to create an optimized set of pillars in view of Problem (7.14) in
this other context governed by the conductivity equation could make use of the asymptotic formulas
derived in Sections 2 and 5.
The optimal design problem (7.14) of a suitable support structure for Ω was treated by means of a
boundary variation algorithm very similar to Algorithm 1 in [3]. In many practical situations, however, it is
desirable that the scaffold structure S resemble as much as possible a collection of vertical pillars (at the very
least, S itself should not feature overhang regions!) One idea in this direction is to rely on the asymptotic
formulas in this article to devise an optimized set of vertical pillars with respect to Problem (7.14).
To achieve this, as in Sections 1.2 and 7.2.2, we approximate the solution uS to (7.13) by that u0 to the
approximate counterpart supplied by the ersatz material method:
(7.16)

−divA0e(u0) = ρf in D,
u0 = 0 on Γ0,
A0e(u0)n = 0 on ∂D \ Γ0,
where A0(x) =
 A if x ∈ Ω,ηSA if x ∈ S,
ηA otherwise,
and the small parameter for the ersatz material equals η = 10−3. Likewise, the mechanical behavior uS∪ωσ,ε
of the total structure when a thin bar ωσ,ε is added to the supports S is approximated by the solution uε to:
(7.17)

−divAεe(uε) = ρf in D,
uε = 0 on Γ0,
Aε(uε)n = 0 on ∂D \ Γ0,
where Aε(x) =
 A if x ∈ Ω,ηSA if x ∈ S ∪ ωσ,ε,
ηA otherwise,




Aεe(uε) : e(uε) dx =
∫
D
ρf · uε dx,
whose asymptotic expansion
Cσ(ε) = Cσ(0) + ε
d−1C ′σ(0) + o(ε
d−1)
is supplied by Proposition 3.1 in 2d and by Proposition 6.1 in 3d.
Starting from an empty support structure S0 = ∅, we repeatedly apply an easy adaptation of Algorithm 2
to insert a vertical bar with thickness ε > 0 and material properties A1, connecting one point x ∈ ∂Ω with
its projection x̃ := (x1, . . . , xd−1, 0) on the base table Γ0 in an optimal way. While in concrete applications
the thickness ε of the inserted pillars should be set according to the capabilities of the machine tool, we
simply choose ε of the order of the mesh size in the model examples of this article.
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Depending on the capabilities of the machine tool, it may be possible to construct more general shapes
of supports than just pillars. In such a case, the optimized collection of pillars Stemp resulting from the
previous procedure may serve as a “good” initial guess for a subsequent resolution of (7.14) by means of a
more classical boundary variation algorithm, such as Algorithm 1 up to some minor adaptations, as in the
article [3].
These considerations lead to a two-stage optimal design process for the support structure S, which is
summarized in Algorithm 3.
Algorithm 3 Optimization of the support structure S for the construction of Ω by 3d printing
Initialization: Shape Ω, intial support structure S0 = ∅, thickness parameter ε.
Step 1:
while C(S) ≥ CT do
(1) Calculate the ersatz material approximation u0 to the solution uS of (7.13).
(2) For all point x ∈ ∂Ω, calculate the quantity C ′σ(0), where σ = [x, x̃] connects x with its projection
x̃ = (x1, . . . , xd−1, 0) on Γ0. and retain the segment achieving the most negative value.
(3) Update S by S ∪ ωσ,ε.
end while
Intermediate result: Optimized collection of vertical pillar Stemp .
Step 2: Solve the shape optimization problem (7.14) by using (an adapted version of) the boundary
variation algorithm Algorithm 1, starting from Stemp.
return Optimized support structure S.
Remark 7.3.
• In practice, in the first stage of Algorithm 3, bars are inserted, regardless of their volume, until the
compliance constraint is fulfilled, before the true constrained optimization Algorithm 1, based on the
method of Hadamard, is used. Of course, it would be possible to rely on a constrained optimization
algorithm since the beginning.
• We sometimes interrupt the first stage when the compliance of the support structure S reaches a
slightly larger value than the imposed threshold CT : we indeed observe that at some point, it is no
longer optimal to insert bars, but a better design is more easily obtained by switching to a boundary
variation algorithm such as Algorithm 1.
7.3.1. Optimization of the support structure of a 2d MBB beam
We first consider a 2d example where the shape Ω to be produced is the MBB Beam of Fig. 17 (top), which
has been optimized with respect to its elastic compliance; see Fig. 17 (top) (the details of this optimization
are not reported for brevity). Obviously, Ω presents large overhangs, and we solve Problem (7.14) so as to
calculate a suitable support structure S, which eases its construction by additive manufacturing. We use
Algorithm 3 to achieve our purpose, while imposing symmetry of the structure S in the direction ξ1. The
numerical value f = (0,−9.8) is used for the body force representing gravity effects in (7.13), and we select
the threshold CT = 67 for the compliance constraint.
The optimized structures resulting from both stages are represented on Fig. 17 and the associated conver-
gence histories are in Fig. 18. The compliance C(S) decreases very rapidly in the course of the first stage,
and only 20 iterations are needed to obtain an intermediate structure Stemp such that C(Stemp) < CT . The
second stage of Algorithm 3 proves also quite efficient in delivering a final support structure S which uses
a lesser amount of material for about the same compliance value as Stemp. Interestingly, S resembles much
the intermediate design Stemp resulting from the first, bar insertion stage.
7.3.2. Optimization of the support structure for a 3d chair
We apply the same methodology on a three-dimensional example, similar to one of those tackled in [3].
The constructed structure Ω is a chair, enclosed in a box D with size 0.7 × 0.5 × 1, which results from a
preliminary shape optimization process; see Fig. 19 (top, left) below.
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Figure 17. (Top) Optimized design Ω of an MBB Beam in terms of is structural compli-
ance; (middle) optimized collection of pillars Stemp resulting from the first stage of Algo-
rithm 3 (in red); (bottom) optimized support structure S resulting from the second stage of
Algorithm 3.
Figure 18. (Left) Evolution of the compliance C(S) in (7.15) of the support structure for
the MBB beam example of Section 7.3.1, during the first stage of Algorithm 3; (middle)
evolution of C(S) during the second stage of Algorithm 3; (right) evolution of the volume
Vol(S) during the second stage.
The body force f modeling gravity effects equals f = (0, 0,−9.8), and the threshold value for the com-
pliance constraint is CT = 1. No particular symmetry is imposed on the support structure S. We apply
Algorithm 3, and several snapshots of the optimization process are displayed on Fig. 19; the associated
convergence histories are reported on Fig. 20.
As in the example of Section 7.3.1, very few iterations of the first stage are needed to deliver a support
structure Stemp whose compliance satisfies the desired inequality in (7.14). The second stage also offers a
significant improvement of this intermediate design.
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Figure 19. (From top to bottom, left to right) Iterations 0, 5, 10 of the first phase, followed
by iterations 7, 19, 30 of the second phase of Algorithm 3 in the scaffold structure optimization
example of Section 7.3.2. The fixed shape Ω to be fabricated is represented in grey, and the
support structure S is displayed in orange.
7.4. An incremental algorithm for the optimization of truss structures.
Although we have hitherto focused on the optimization of continuous structures in this example section, one
promising application of asymptotic formulas for thin tubular inhomogeneities concerns the optimization of
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Figure 20. (Left) Evolution of the compliance C(S) of the support structure for the 3d
chair example of Section 7.3.2, during the first stage of Algorithm 3; (middle) evolution of
C(S) during the second stage of Algorithm 3; (right) evolution of the volume Vol(S) during
the second stage.
trusses, that is, structures that are collections of straight members, connected at joints. Most often, the
optimal design of such structures is conducted by means of combinatorial, or sizing optimization algorithms.
One popular approach is the so-called “ground structure” method (see [54] for the seminal article), where the
optimized structure is initialized with a very large amount of bars, connecting all the nodes of a user-defined
set. The thickness of each bar is optimized with respect to a given measure of the mechanical performance
of the structure, and a vanishing thickness for a bar indicates that it should be removed from the structure.
One obvious drawback of the resulting optimal control formulation is that it typically features a very large
number of variables. Quite differently, truss-like structures have also been optimized by means of modern
continuous shape optimization methods (see e.g. [11]), with the risk that the resulting structure might be
too “bulky”, and lose its “truss-like” character. We refer to [29] for a general overview of the question of
truss optimization.
In this section, we propose a fairly simple variation of the bar insertion methodology of Section 7.2.2 to
address the model structural optimization problem
(7.18) min
Ω
Vol(Ω) s.t. C(Ω) ≤ CT ,
in a context where the structure Ω is expected to resemble a truss. Here, as before, C(Ω) stands for the elastic
compliance (7.6) of the structure Ω, whose mechanical behavior is characterized by the elastic displacement
uΩ in (7.10), and CT is a user-defined threshold.
Contrary to the “ground structure” approach, our algorithm starts with an empty structure Ω. A set
N =
{
x1, . . . , xN
}
of nodes is defined once and for all by the user within the computational domain D;
we then rely on the methodology of Algorithm 3 in Section 7.2.2 to iteratively try and enrich Ω with bars:
the ersatz material method is used to produce an approximation Cσ(ε) of the compliance C(Ωσ,ε), where
variations of the actual structure Ω are of the form Ωσ,ε = Ω ∪ ωσ,ε, involving segments σ = [xi, xj ] with
endpoints in N . Relying on the asymptotic expansion of Cσ(ε) supplied by Propositions 3.1 and 6.1, we
iteratively try and insert bars to decrease the value of the compliance until it gets below the threshold CT .
As a complement to this bar insertion algorithm, and depending on whether the optimized structure Ω
is required to be exactly a collection of bars, or this assumption might be relaxed slightly, it is interesting
to try and optimize further the resulting design Ωtemp from this first stage by means of the more classical
boundary variation Algorithm 1.
This optimal design methodology for truss-like structures is summarized in Algorithm 4.
7.4.1. Optimization of the layout of a crane in 2d
Our first optimization example of a truss-like structure is that of a two-dimensional crane, as depicted on
Fig. 21 (top, left). The considered shapes are enclosed in a box with size 5×4; two vertical loads g = (0,−1)
are applied on the front and rear parts ΓN of the crane, mimicking the weight of the lifted object and the
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Algorithm 4 Optimization of a truss-like structure Ω
Initialization: Initial shape Ω = ∅, set of nodes N =
{
x1, . . . , xN
}
⊂ D, thickness parameter ε.
Step 1:
while C(S) ≥ CT do
(1) Calculate the ersatz material approximation u0 to the solution uΩ of (7.10).
(2) For all pairs of nodes xi, xj ∈ N , calculate the quantity C ′σ(0), for σ = [xi, xj ], and retain the
segment achieving the most negative value.
(3) Update Ω by Ω ∪ ωσ,ε.
end while
Intermediate result: Optimized collection of bars Ωtemp.
Step 2: Solve the shape optimization problem (7.18) by using (an adapted version of) the boundary
variation algorithm Algorithm 1, starting from Ωtemp.
return Optimized truss-like structure Ω.
counterweight, respectively. The optimization problem (7.18) is considered, with a value CT = 120 for the
imposed threshold on the compliance of shapes.
We apply Algorithm 4 to the resolution of this problem. Several iterates of the optimization process
are depicted on Fig. 21, and the associated convergence histories are reported on Fig. 22. Interestingly, the
optimized shape resembles very much a truss and its outline is very reminiscent of the intermediate collection
of bars Ωtemp resulting from the first, bar insertion stage.
7.4.2. Optimization of the layout of a mast in 3d
We now turn to a three-dimensional example, that of the optimization of an electric mast. The physical
situation is represented on Fig. 23 (top, left): shapes are enclosed in a 3 × 1 × 3 T-shaped domain D and
they are clamped at their bottom side; surface loads g = (0, 0,−1) are applied at the end of both arms.
Here, symmetry is imposed with respect to the ξ2 direction, and the considered threshold for the compliance
is CT = 100.
Several intermediate shapes arising in the course of the optimization process are represented on Fig. 23,
and the associated convergence histories are reported on Fig. 24. Note that the resulting collection of bars
Ωtemp from the first stage is connected, while no particular effort was paid during the optimization to enforce
this property.
8. Conclusions and perspectives
The investigations of the present article lie halfway between the fields of asymptotic analysis and shape and
topology optimization.
From the theoretical point of view, we have focused on the asymptotic expansion of the solution to a
“background” partial differential equation (particularly, the conductivity equation and the linear elasticity
system in 2d and 3d) when the ambient medium is perturbed inside a tube with vanishing thickness. Our
main contribution in this direction was to propose a simple, heuristic argument to conduct the analysis.
Albeit not perfectly rigorous, it allows to retrieve quite effortlessly existing formulas and also to deal with
settings which have not yet been addressed in the literature, to the best of our knowledge.
As regards applications, we have proposed a formal use of these asymptotic formulas for thin tubular
inhomogeneities in order to graft a bar to a shape in an “optimal” way. We approximate the sensitivity of a
function of the domain with respect to the addition of a ligament between two distant regions of the shape – a
question which was investigated in [85, 84, 86] from a different perspective. Taking advantage of the popular
adjoint method from optimal control theory, our approximate sensitivities can be given a very convenient
structure for numerical calculations. We have exemplified how this strategy may serve various purposes in
the field of shape and topology optimization with three different applications: it supplies a complementary
means to enrich the topology of a shape in the course of its optimization within the framework of Hadamard’s
method; it is also a natural ingredient in the optimization of the support structure of a shape constructed




















































































































































































































































































































































































































































































































Figure 21. (Top) Iterations 0, 4 and 9 of the first phase; (bottom) Iterations 11, 91 and
200 of the second phase in the crane optimization example with design of a truss-like initial
guess, as considered in Section 7.4.1.
The present work opens the way to various perspectives, at first regarding the mathematical analysis. One
first lead for future work arises from the observations made in Section 7.1: it is natural to wonder in which
capacity our asymptotic analyses can be made uniform with respect to the contrast between the material
properties outside and inside the vanishing ligament ωσ,ε (γ0 and γ1, A0 and A1 in the conductivity and
elasticity settings, respectively). This is interesting for our applications, where these asymptotic formulas
are used with “very soft” background properties γ0 or A0. This may also help to make the connection
between our formal topological ligament approach and the rigorous expansions derived in [85, 84, 86]. In
this direction, let us mention that, in the conductivity setting, such asymptotic expansions of the potential
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Figure 22. (Left) Evolution of the compliance in the course of the first stage; (middle)
evolution of the compliance during the second step; (right) evolution of the volume during













Figure 23. (Top) Iterations 0, 3 and 7 of the first phase; (bottom) Iterations 0, 20 and 100
of the second phase in the T-shaped mast optimization example with design of a truss-like
initial guess considered in Section 7.4.2.
uε which are uniform with respect to this contrast have been derived in [88] in the context of diametrically
small inclusions and in [44, 45, 52] in the context of thin inhomogeneities.
On a different note, it would be interesting to conduct the investigations of this article in other physical
contexts, and notably that of fluid mechanics, as described by, e.g., the Stokes equations. We expect that
our formal energy argument would have to be adapted in a non trivial way to handle such situations, where
the physical partial differential equations at stake are no longer elliptic.
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Figure 24. (Left) Evolution of the compliance in the course of the first stage; (middle)
evolution of the compliance during the second step; (right) evolution of the volume during
the second step in the mast optimization example of Section 7.4.2.
As far as applications are concerned, besides those described in Sections 7.2 to 7.4, we believe that the
approximate sensitivity formulas considered in this article could be adapted to deal with a wide variety of
tasks, such as the following ones:
• Besides its mathematical interest, the extension of the present work to the context of fluid mechanics
would allow to optimize the outline of the cooling channels conveying the refrigerating liquid within
molds; indeed, these intrinsically take the form of tubes, although their base curve may not be a
straight segment; see for instance [102] and the references therein for more details about this problem.
• The techniques developped in this article naturally allow to address another requirement imposed on
a shape Ω constructed by means of a powder-based additive manufacturing process, such as Electron
Beam Melting (EBM) or Selective Laser Sintering (SLS): the powder used for construction has to
be removed at the end of the process, lest that it cause unnecessary material loss and potential
health hazard. Much of the effort in this direction has been directed towards designing structures
Ω which are free from internal voids. As such, the article [77] introduces the so-called “virtual
temperature method” to enforce the simple connectedness of the optimized design. In a different
spirit, and following [100], our asymptotic formulas could help in identifying one channel connecting
an internal void of a structure Ω to its outer surface, which can be pierced as a post-processing of
the construction stage and which is “optimal” in the sense that it degrades as little as possible the
mechanical performance of Ω.
• Still about applications related to powder-based additive manufacturing, the techniques developped
in this article could be used to optimize the path of the laser in charge of fusing the processed metallic
powder, in order to e.g. evacuate heat as fast as possible; we refer to [36] for further details about
this question, where a totally different method is used.
• The thin tubular inhomogeneities considered in this article find another interesting application in the
optimization of cylindrical geometries in 3d, that is, structures that are described by a midsurface S
and with given thickness function in the normal direction. Such structures are ubiquitous in nature,
since they encompass elastic plates or shells (see e.g. [94]) or, for instance, micro-chip devices such
as those used in nanophotonics (see e.g. [76] and the references therein). The optimization of
such devices is often carried out as a 2d optimization on the midsurface, and so the calculation
of topological derivatives in the 2d midsurface boils down to a topological ligament asymptotic
expansion for the underlying, three-dimensional partial differential equation.
• Beyond the work of this article, and quite in the same spirit, it would be interesting to use “thin”
inhomogeneities (that is, sets which shrink to a hypersurface in Rd, as in (1.14)) to add “walls” of
material to a three-dimensional shape.
Let us finally highlight a few potential algorithmic improvements of the methods presented in this article:
• One obvious improvement direction of the proposed method, which is crucial for realistic applications,
is the device of a procedure for locating the “optimal” bar to be inserted, which does not incur an
exhaustive search as in Algorithm 2. We believe that gradient methods based on the minimization
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of the expansion σ 7→ Cσ(0) + εd−1C ′σ(0) with respect to the endpoints of σ, however cheap, would
be prone to end up in local minima with poor structural performance. One interesting alternative
might be to use stochastic optimization algorithms.
• Although the approximate sensitivities derived in this article account for the addition of not only
bars, but also curved ligaments to shapes, the optimization of such geometric entities is certainly a
more challenging algorithmic topic.
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Appendix A. The coarea formula
For the reader’s convenience, we recall the following avatar of the coarea formula (a curved version of the
Fubini theorem), which is used in several different contexts in the present article; see [46]:
Lemma A.1. Let X,Y be two smooth Riemannian manifolds with respective dimensions m ≥ n, and
f : X → Y be a surjective mapping of class C1, whose differential dxf : TxX → Tf(x)Y is surjective for













where the Jacobian Jac(f) is defined by Jac(f)(x) :=
√
det(∇f(x)∇f(x))T .
Appendix B. Technical results
The following lemma gathers convergence results of the solution uε to the perturbed conductivity equation
(2.4) to the background potential u0 in (2.2); we handle both cases d = 2, 3 at the same time.
Lemma B.1. Let σ b D be a (open or close) smooth curve which is not self-intersecting; let uε be the
perturbed potential in (2.4), and u0 be the solution to the background equation (2.2). Then, for ε > 0 small
enough,
(i) There exists a constant C > 0, depending only on u0, such that ||uε − u0||H1(D) ≤ Cε
d−1
2 .




where the constant C > 0 is independent of ε.
Proof. Proof of (i): The difference rε := uε−u0 is the unique solution in H1ΓD (D) to the variational problem:
∀v ∈ H1ΓD (D),
∫
D
γε∇rε · ∇v dx = −
∫
ωσ,ε
(γ1 − γ0)∇u0 · ∇v dx.








and the result follows from the Poincaré inequality and the smoothness of u0 on a neighborhood of ωσ,ε (see
again [37, 64]).
Proof of (ii): This is a variation of the classical Aubin-Nitsche duality argument; see [28, 89] for the original
references, and [47] in the context of the finite element method.
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At first, the remainder sε :=
uε−u0
εd−1
is the unique solution in H1ΓD (D) to the variational problem:
∀v ∈ H1ΓD (D),
∫
D





(γ1 − γ0)∇u0 · ∇v dx.
The conclusion of (i) immediately implies that:
(B.1) ||∇sε||L2(D) ≤ Cε−
d−1
2 .
Let now q > 2 be defined by the relation 1p +
1
q = 1 and z ∈ Lq(D) be arbitrary; we introduce the unique
solution v0 ∈ H1ΓD (D) to the problem:
∀v ∈ H1ΓD (D),
∫
D




Classical interior elliptic regularity theory implies that there exists an open subset V b D containing ωσ,ε
for ε small enough, as well as a constant C > 0 such that v0 ∈W 2,q(V) and:
(B.2) ||v0||H1(D) + ||v0||W 2,q(V) ≤ C||z||Lq(D).











γε∇v0 · ∇sε dx+
∫
D





(γ1 − γ0)∇v0 · ∇u0 dx+
∫
ωσ,ε
(γ0 − γ1)∇v0 · ∇sε dx.
Now since ||∇u0||L∞(V) ≤ C as a result of classical interior elliptic regularity, and ||∇v0||L∞(V) ≤ C||q||Lq(D)






(γ1 − γ0)∇v0 · ∇u0 dx
∣∣∣∣∣ ≤ C||∇u0||L∞(V)||∇v0||L∞(V) ≤ C||z||Lq(D).





(γ0 − γ1)∇v0 · ∇sε dx
∣∣∣∣∣ ≤ C||∇v0||L2(V)||∇sε||L2(D),






where we have used (B.1).
Eventually, combining (B.3) to (B.5) yields the desired result. 
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