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Outline
• What is a Synchrotron?
• ESRF and other Synchrotrons in the world
• Why so much data?
• SR Computing today and for the next 10 years
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What is a Synchrotron?
A super microscope to examine condensed matter:
Synchrotron CollidersEye & Microscope
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Influence of the wavelength …seeing the invisible
0.35-0.38 nm (UV)
0.4-0.7 nm (visible)
0.025 nm (X-rays)
1-900 μm (IR)
3 mm
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Synchrotron Light
Remarkable properties:
• Brilliance
• Coherence
• Pulsed emission
(duration of a flash: 100 ps)
Moreover:
• Flux
• Polarisation
• Beam stability
Brilliance
(photons/s/mm2/mrad2/0.1%BW)
The ESRF X-rays are 1000 billion times brighter 
than a typical hospital X-ray source
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AS – the Australian Synchrotron
ESRF Australian Synchrotron
6 GeV 3 GeV
200 mA 200 mA
844m 210m
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The European Light Source - ESRF
http://www.esrf.eu/
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A Cooperation between 18 countries
Budget breakdown %
France 27,5
Germany 25,5
Italy 15
United Kingdom 14
Spain 4
Switzerland 4
Benesync 6
(Belgium, Pays-Bas)
Nordsync 4
(Denmark, Finland, Norway, Sweden)
Scientific partners :
Portugal 1
Israel 1
Austria 1
Poland 1
Czech Republic 0,44
Hungary 0,20
Annual budget of ~80 M€ (2007)
~600 staff (150 scientists)
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The ESRF main office building
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A view into a beamline (optics hutch, left) and the storage ring (right) 
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X-ray standing waves
anomalous scattering
small angle scattering
surface diffraction
optics
gamma spectroscopy
ultra-fast scattering/ 
high pressure
materials science
circular polarisation
microbeam
protein crystallography
inelastic scattering
medical
nuclear spectroscopy
microtomography
- topography
high energy
magnetic scattering
microfluorescence
dispersive EXAFS
multi-use
absorption spectroscopy
powder diffraction
spectroscopy on ultra 
diluted samples
protein 
crystallography
X-ray microscopy
A rich portfolio of beamlines
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A data centric view of the ESRF
¾ 42 Beamlines (31 ESRF, 11 CRGs)
¾ 6092 user visits in 2006
¾ 15 534 eight hour shifts schedules for experiments in 2006
¾ Many distinct scientific fields with a large variety of needs
¾ Many disciplines do not generate a lot of data
¾ Some generate a moderate amount of data
¾ Two disciplines generate mountains of data
¾ Life Science
¾ Imaging
¾ An average of 1 TB of data/day in 2006
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Life Sciences – Protein Crystallography
ever higher resolution and shorter readout times
Diffraction
pattern
Electron density
cloud
3D structure
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Why so much MX data?
Screening
Sample changers
ID14 – 4 end stations
ID23 – 2 end stations
ID29
Detectors
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Imaging techniques
Phase contrast measurements 
can reveal unprecedented 
details but also generate huge 
amounts of data
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Toumai – our oldest ancestor?
¾ Micro tomography studies of Toumai
(Sahelanthropus tchadensis) reveal the 3D 
structure of the skull and allows remodeling of 
missing fragments. 
¾ 1 scan = volume of 160 x 160x 200 mm, pixel 
size of 45 μm = ~ 1*1011 Bytes = ~100 GB
¾ The raw data set is in the order of 400 GB
¾ The processed data represents more than 4 TB.
¾ Processing has taken several 1000 h CPU time 
on a 2.2 GHz AMD Opteron system
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A very wide range of objects
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High Resolution Microtomography on fossils
Credits for the images: Paul Tafforeau-ESRF.
Feist M, Liu J and Tafforeau P, New insights into Paleozoic charophyte morphology and phylogeny, 
American Journal of Botany 92 (7): 1152-1160, 2005.
1. High resolution Radiographs 
with 1.4 μm resolution.
2. Virtual slices are 
reconstructed
3. 3D representation from all 
slices
4. Internal cavity after virtual 
removal of a part of the 
gyrogonite wall
5. Reconstruction of a virtual 
mould 
6. Detail views of the virtual 
mould
7. Observation with a polarizing 
microscope
500 μm
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Disk Space per Beamline Group
44.84%
28.30%
0.53%
0.49%
14.10% 6.33%4.89%
0.53%
Surface & Interface Science
Soft Condensed Matter
Imaging
MX
Absorption & Mag. Scattering
High Res. & Res. Scattering
Materials Science
CRG
Total allocated disk space ~ 140 TBytes (May 2007)
Data Storage – disk space allocation
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Data Storage – 10 years evolution
1997 1998
1999 2000
2001 2002
2003 2004
2005 2006
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10 years of data storage on NICE Estimated data 
Production in 2007:
400 TB
180 000 000 files
The data rate doubles 
every 14 months
The data rate has 
multiplied by 260 over 
the last ten years!
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ESRF Storage Policy for Scientific Data
In-house research data
100
days
Tape 
backup
6 month
User data
30
days
• After 6 months the ESRF has no trace of the data anymore!
• Archiving of the data is currently left to the users!
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A Computing Infrastructure to support science
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ESRF – connected to the world
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Data Communication Network
ESRF operates with a class B address:
• 160.103.a.b; a=subnet, b=host
• 5000 connected nodes
• 10 Gbps backbone links
Data Storage: NAS systems
~ 210 TB total disk storage capacity
~ 24 Gbps (~ 2 GB/s) total network bandwidth
75 MB/s single process read/write performance
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Data Storage: Tape Backup
4 x StorageTek L700, 700 slots, 
4-10 LTO-2 and LTO-3 tape drives
1 x StorageTek L8500, 3000 slots, 
18 tape drives LTO-2 and LTO-3
Software: Quadratec Time Navigator
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Compute Clusters
• Compute power is added to the 
network in form of “commodity 
clusters”
• The clusters are either “generic”, i.e. 
for all users, or dedicated to a 
beamline
• All cluster nodes are based on the 
AMD Opteron 64 bit dual core 
processor
• Total currently ~400 CPUs
• The big issue: electrical power + heat
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Trends & Challenges
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The ESRF Upgrade Programme
A 250 M€, 10 years programme to keep the ESRF 
at the forefront of SR research
• Nano-Science
• Biology + Soft matter
• X-ray imaging
• Pump-probe, time resolved
• Extreme conditions
• A vast building programme
• Extended beamlines
• An enhanced X-ray source
• Enhanced instrumentation
• Powerful computing
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Upgrade Programme Buildings
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Screening & Automation for Macromolecular Crystallography
• Available crystals become smaller
• Interesting complexes become 
larger
• 2006 figures ( >160.000 samples  
tested) expected to increase by 
more than a factor of 10
• Massif automation and nano 
beams needed
F Brueckner et al. Science , 315, 859-862, 2007
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Holotomography
Reference: P. Cloetens, R. Mache, M. Schlenker, S. Lerbs-
Mache, Quantitative phase tomography of Arabidopsis 
seeds reveals intercellular void network, PNAS, published 
September 14, 2006
¾ 3-D examination at sub-
micron resolution of an 
arabidopsis seed revealing 
a void network
¾ Oxygen and water storage 
network for germination?
¾ Non destructive method
¾ How the network is used 
during germination needs 
nano-methods. 
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New Detectors – New Science
Quantuum ADSC Q315
• 6k x 6k pixels = 72 MB/image; 
• ½ fps = 36 MB/s
Frelon2k
• 16 frames/s = 66 MB/s
Dalsa Pantera TF1M60
• 60 fps = 150 MB/s
Sarnoff CAM512
• 512x512, 400 fps, 200MB/s
• 1kx1k = 500MB/s, PCIe camera link
Medipix2
• 1000fps of 256x256 – 14 bit = 130MB/s, 5 chips 
grouped together: 650 MB/s, PCIe interface
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How to stay abreast of the data avalanche?
Today the ESRF produces 1TB/day
How much data will the ESRF produce in 5-10 years?
If the trend of the last 10 years simply continues:
• In 5 years   Ö ~ 10 – 20 TB/day
• In 10 years Ö ~ 500 TB/day
The ESRF Upgrade Programme will have a significant impact 
on the data rate. My guess is:
• In 10 yearsÖ 1 PB/day
(for comparison: LHC  =  15 PB/year once fully operational)
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Computing & Science
Computing is (and will remain) on the critical path for science at ESRF.
We have to make progress on two fronts:
Lower latency Ö diminish the time to measure, store, analyse data
¾ On-line data analysis
¾ Network, Storage, and Cluster upgrades
¾ Grid
Add functionality Ö new ways to measure, store, analyse data
¾ On-line and off-line data analysis
¾ Scientific Management Information System (SMIS), data mining
¾ Grid, remote access
¾ Data curation
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Upgrade Programme Computing Projects
1. Online Data Analysis
2. Scientific Computing
3. E-science and Grid
4. Accelerator and Beamline Control System
5. Scientific Management Information System
6. Enhanced computing Infrastructure
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Online Data Analysis
• implement real-time data reduction for typical experiments to 
allow for fast feedback on the experiment
• (re)-write analysis code as reusable components
• plug-in features for easy interaction with algorithms developed by 
scientists
• easy to use modern graphical user interface
• visualisation of results in 1d, 2d, 3d and 4d
• can run online, offline, on a Grid and on users PC
• integrate online programs with grid computing
• setup international collaborations
Goal = deliver a software workbench for online and offline data 
analysis for a wide range of scientific experiments
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Scientific Software Developments
• advanced BL optics simulation
• X-ray phase contrast image simulations
• tools for quantitative analysis of 3D volumes (microtomography) 
• software for diffraction contrast tomography reconstruction (grain 
tracking …)
• hybrid numerical approaches for stereotactic SR therapy
• parallelization of many software packages
• collaboration with program authors to upgrade software
• Goal = a catalogue of powerful data analysis software
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e-Science and Grid Computing
• install and configure Grid management software
• install Grid toolkit software for online computing
• integrate online programs with Grid computing
• introduce Grid certificates
• install reliable file transfer using Grid security and Grid 
services (GridFTP)
• play a leading role in the creation of virtual organisations
for SR-research
• allow for enhanced remote access to the experiments
• setup international collaborations
Goal = a virtual computer for online and offline computing
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Data Storage
¾ Today S-ATA disks reach up to 750 GB capacity.
¾ Perpendicular magnetic recording techologies will allow another jump 
in storage densities:
¾ 10 years ago 50 GB/19” Rack
¾ Today 50 TB/19” Rack, (500 GB 3½” disks)
¾ Seagate achieved, with perpendicular heat assisted recording, 
storage densities leading to 2.5 TB in a 3 ½” disk (available in 2009) 
¾ But read/write times and seek times (latency) are not following:
¾ 500 GB S-ATA disk Æ 2h fill time, 
¾ 500 GB USB-II disk Æ 10h fill time!
Æ Fighting storage latency in the data centre means aggregating 
bandwidth and storage across the network.
Æ Managing huge storage capacities requires new tools
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Global Namespace
A
B
C
A1
A2A3
B1
B2C1
C2
C3
Projects
A B C
A1 A2 A3 B1 B2 C1 C2 C3
Global 
Name
Space
Linux Cluster
Virtual 
Server
¾ Replace physical file systems 
with a virtual file system
¾ All Linux nodes must be able to 
access all data
¾ Single mount point
¾ name space must span PBs of 
data
¾ Simplifies client management
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Data Redistribution
A
B
C
A1
A2A3
B1
B2C1
C2
C3
Projects
A B C
A1 A2 A3 B1 B2 C1 C2 C3
Linux Cluster
¾ Use cases
 Optimize performance
 Eliminate “hot spots”
Maximize disk utilization
¾ Without down-time 
¾ Without touching clients
Optimize performance for project A
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Storage Expansion
A B
C
A1 A2
A3
B1
B2
C1
C2
C3
Projects
A B C
A1 A2 A3 B1 B2 C1 C2 C3
Linux Cluster
¾ Use cases
 Add controllers and disks
 Deploy new applications
¾ While application is running 
¾ No need to touch clients
Move data to newly added storage
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Data Striping
A
B
CA1
A2
A3
B1
B2
C1
C2C3
Projects
A B C
A1 A2 A3 B1 B2 C1 C2 C3
Linux Cluster
Go to GB/s performance
Hundreds of TB capacity
A first test setup to reach 250-300 
MB/s read/write performance will 
be put into place in the next 12 
months.
Stripe data over several storage systems
D
D
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Data Storage and Backup - Data Curation
• adopt a common data format with other synchrotron and 
neutron facilities, e.g. Nexus
• create a common data archive between facilities
• define and use standard meta data tags
• develop long term storage of metadata and results
• provide easy access to a common archive
Goal = permit large data sets to stay at ESRF for analysis             
and long-term storage
“Digital documents last forever -
or for five years, which ever comes first” 
Jeff Rothenberg, 1997
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Network evolution
Medium Term:
¾ Aggregated 10 Gbps backbone links
¾ General monomode FO cabling between the 
beamlines and the data centres
¾ Cat 6 compliant copper cabling on all 
beamlines
Long Term:
¾ 100 Gbps backbone links
¾ 10 Gbps links between beamlines and data 
centre
¾ Cat 6 compliant cabling in all offices
¾ State of the art WiFi network
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High Performance Parallel Computing
• massively increase the compute power
• configure I/O balanced clusters
• setup on demand high performance computing
• provide support for porting applications to parallel multi-core 
computer architectures
• pool compute power with other computer centers (EGEE-Grid)
Goal = create an on-demand high performance computer centre
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Compute and Data Centre
A new data centre 
• Surface of 500 m2
• Usable height of 2.5 m
• Available electrical power of 500 kW
• Air conditioning power of 750 kW
• Pre-installed racks
• High density network infrastructure
Goal = ability to respond to current and future needs for:
• disk storage, 
• backup/archiving devices, 
• CPU-power
• Network bandwidth
water cooled racks
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International Collaborations
• EDNS - Common data format, metadata definition, data curation and access
• UK e-Research, ISIS, Diamond, ILL, ESRF
• FP7 call in progress
• Virtual computing service for photon science – fast detector read-out, online 
data analysis
• SLS, Soleil, Elettra, DESY-PETRA-III, ESRF
• Project within the SR round-table in progress
• TANGO control system collaboration
• Soleil, Elettra, Alba, DESY-PETRA-III, ESRF
• International experiment proposal submission system
• Diamond, ESRF, DESY-XFEL
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Conclusion - Future challenges on the beamlines
1. The volume of data generated by many experiments calls for on-line data 
analysis to judge the quality of the data in real-time
2. The decreasing time required for many experiments is motivating remote 
access to beamlines
3. The traceability of samples must be perfect
4. Each data file needs to be tagged with meaningful metadata and entered 
into a relational database
5. Beamline automation must be further developed to let scientists focus on 
science
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Conclusion - Future Challenges in the data centre
1. Storage capacity will continue to increase – but latency will become a 
challenge.
2. Storage virtualisation for better performance and management of storage.
3. Single processor performance will not increase substantially anymore, thus 
data analysis software must be parallelised to profit from new multi-core 
CPUs or clusters.
4. We need I/O balanced clusters, hence a need for substantial network 
bandwidth. The overall cost of the network will further increase.
5. Relational databases are needed to manage the data avalanche (billions of 
data files!).
6. Extensive metadata and standard data formats are fundamental for data 
mining projects.
7. GRID tools will be used to access and process the data remotely but also to 
authenticate users.
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Thank you for your attention!
ESRF
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