Latent binary MRF for online reconstruction of large scale systems by Martin, Victorin et al.
Latent binary MRF for online reconstruction of large
scale systems
Victorin Martin, Jean-Marc Lasgouttes, Cyril Furtlehner
To cite this version:
Victorin Martin, Jean-Marc Lasgouttes, Cyril Furtlehner. Latent binary MRF for online re-
construction of large scale systems. Annals of Mathematics and Artificial Intelligence, Springer
Verlag, 2016, 77 (1), pp.123-154. <10.1007/s10472-015-9470-x>. <hal-01186220v2>
HAL Id: hal-01186220
https://hal.inria.fr/hal-01186220v2
Submitted on 27 Aug 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Latent Binary MRF for Online Reconstruction of
Large Scale Systems
Victorin Martin ∗ Jean-Marc Lasgouttes † Cyril Furtlehner ‡
Published in Annals of Mathematics and Artificial Intelligence, 2015.
The final publication is available at Springer via
http://dx.doi.org/10.1007/s10472-015-9470-x
Abstract
We present a novel method for online inference of real-valued quan-
tities on a large network from very sparse measurements. The target
application is a large scale system, like e.g. a traffic network, where
a small varying subset of the variables is observed, and predictions
about the other variables have to be continuously updated. A key
feature of our approach is the modeling of dependencies between the
original variables through a latent binary Markov random field. This
greatly simplifies both the model selection and its subsequent use. We
introduce the mirror belief propagation algorithm, that performs fast
inference in such a setting. The oﬄine model estimation relies only on
pairwise historical data and its complexity is linear w.r.t. the dataset
size. Our method makes no assumptions about the joint and marginal
distributions of the variables but is primarily designed with multimodal
joint distributions in mind. Numerical experiments demonstrate both
the applicability and scalability of the method in practice.
Keywords: latent variables; Markov random field; belief propagation;
inference; soft constraints.
1 Introduction
Predicting the behavior of large scale complex stochastic systems is a rele-
vant question in many different situations where a (communication, energy,
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transportation, social, economic, etc.) network evolves, for instance with re-
spect to some random demand and limited supply. This remains to a large
extent an open and considerable problem, especially for partially observed
systems with strong correlations (see e.g. Boyen [5]). Although efficient
methods like Kalman and particle filters (see e.g. Doucet et al. [11]) exist,
they exhibit limited scalability. The framework presented in this article is
based on a probabilistic graphical model (PGM) and avoids modeling the
underlying complexity of the physical phenomena. Its two main building
blocks are:
• the model itself, built oﬄine from historical data;
• an iterative inference algorithm, that uses the incoming observations
to continuously update the prediction about the network state.
Formally, the state of the system is a random vector X = (Xi)i∈V of
|V| real valued random variables, attached to nodes i ∈ V which take their
respective values in the sets Xi ⊂ R. The problem at hand is to predict,
from sparse local data gathered by moving sensors, the state of the system.
Contrary to Eulerian-like approaches, where only a sparse set of fixed loca-
tions is observed, the set of nodes to predict is dynamic, due to the sensors’
movement. Since only very sparse joint observations are available, purely
data-driven methods such as k nearest neighbors (k-NN) cannot be used
and one has to resort to building some model of the whole network. Assum-
ing that the sensors behavior is ergodic, all the nodes of the network will
eventually be visited an unbounded number of times, making the creation of
a statistical model possible. Such an approach would not be possible when
sensing happens in fixed places.
The inference problem has to cope with another constraint: prediction on
X must be available in “real-time”, which means in practice a few minutes.
This constraint implies some design requirements: we need an inference
algorithm that scales well and a model that is suitable for use with this
inference algorithm. By contrast the estimation of the statistical model via
oﬄine processing of historical data can possibly be time consuming.
The example that motivates this work and which will be used for il-
lustration purpose, is road traffic reconstruction from floating car data in
an urban context as described in [14, 17]. The density of probe vehicles is
supposed to be low, and therefore a model is required to reconstruct the
full state of an urban area. The “real-time” constraints for inference are
easy to understand in this context, where information is only useful when
it is “fresh”. This traffic reconstruction application will be described more
precisely in Section 7. Swarm robotics, with robots trying to describe collab-
oratively the state of the area they are exploring could be another possible
application.
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Building a model of dependency between real-valued variables can be
very costly, in terms of statistics, calibration and prediction, if one tries
to account for the empirical joint probability distribution of each pair of
variables. We choose here another route to model the dependencies of the
vector X: to each variable Xi, we attach a latent binary variable σi, roughly
representing a classification (e.g. good vs. bad state) of the variable Xi.
To be able to infer the behavior of these binary variables, given a partial
observation of the system, we use a pairwise Markov Random Field (MRF),
i.e. an Ising model in statistical physics parlance (see e.g. Baxter [1]). Keep
in mind that ultimately we are interested in predicting X.
The problem tackled in this paper can be decomposed into three some-
what related tasks:
• Encoding: define the latent variable σi in relation to the real valued
random variable Xi by specifying P(Xi, σi);
• Model estimation: construct the joint distribution of the latent vari-
ables σi, i.e. P(σ), in an efficient way in terms of prediction perfor-
mance;
• Inference: once the model is built, insert partial observations ofX into
the model to perform the predictions of the unobserved variables.
These three tasks are of course intertwined, but the key component is
the inference algorithm. Exact procedures to infer the behavior of the Xi’s
generally face an exponential complexity, and one has to resort to an ap-
proximate procedure. We rely here on Pearl’s belief propagation (BP) algo-
rithm [30]—widely used in the Artificial Intelligence and Machine Learning
communities [22, 40]—as a basic decoding tool. This choice will be instru-
mental in the MRF design.
The paper is organized as follows: a formal definition of the model is
given in Section 2 along with the main results of the paper. Section 3 is
devoted to tackling the encoding task, by finding, for different criteria, op-
timal mappings between an observation X = x and the parameter of a
Bernoulli variable σ. Section 4 focuses on the model estimation task con-
cerning the optimal encoding of Xi’s dependencies within the latent space,
i.e. the estimation of the underlying MRF. In Section 5, we address inference
by introducing mirror BP, a variant of the belief propagation algorithm that
imposes belief values equal to P(σi | Xi) whenever Xi is observed. The im-
plementation and algorithmic complexity aspects are discussed in Section 6.
Some experimental results of are presented in Section 7 and the merits of
the different encoding/decoding schemes are discussed. Finally, in Section 8,
we discuss in particular why binary latent variables have been preferred to
other possibilities, like Gaussian variables.
3
2 Model definition and main results
The model under study is motivated by a moving sensor context where
the limited density of sensors prevents acquisition of complete observations
of the vector X. We assume that most of the variables are repeatedly
observed jointly with some other variables. Pairwise statistics can thus
be computed in order to build a model. We retain all pairs of variables
{(Xi, Xj), (i, j) ∈ E ⊂ V2}, such that (Xi, Xj) is observed Nij > n0 times,
where n0 is some arbitrary threshold. Note that the set E could also be
limited by a given a priori such as knowledge of the neighborhood. We
assume all the observations to be independent. For each pair (i, j) ∈ E, the
available observations are summarized as:
(Xi, Xj) = (xki , xkj ) for k ∈ {1, . . . , Nij}. (1)
From such data, a natural option would be to build a pairwise MRF, in which
each interaction pair is justified by relevant statistics of the data. In general
it may be advantageous to find an invertible mapping of each variable Xi to
some new variable Yi like e.g. Gaussian variables. The new variables might
be more suitable than the input variables, which empirical distributions are
not necessarily easy to model. As explained in the introduction, we choose
a mapping to binary variables for which efficient pairwise interactions can
be obtained.
We assume in our model that the variables {Xi}i∈V are independent,
conditionally to the latent state σ. Along with an invertible mapping, this
assumption would be equivalent to model X by a pairwise MRF. Here it
is a design choice: the statistical interactions between variables Xi’s are
assumed to happen entirely through the latent variables. Since these latent
variables are not given in the data, it will be necessary to construct them
and multiple choices can be meaningful. This amounts to choosing feature
functions from Xi to {0, 1}. The problem at stake, even if it looks similar,
is distinct from the inference of the states of a hidden Markov model from
noisy observations: in the end the only variables of interest are the Xi’s.
Under these assumptions, the joint measure for the variables X and σ
factorizes as (Figure 1):
P(X ≤ x,σ = s) = P(σ = s)
∏
i∈V
P(Xi ≤ xi | σi = si), (2)
P(σ = s) = 1
Z
∏
(i,j)∈E
ψij(si, sj)
∏
i∈V
φi(si), (3)
with Z a constant ensuring that P sums up to 1. The joint distribution of
X is therefore obtained by summing up all latent variables in our PGM and
is quite involved. This is not actually a problem, at least for the usage we
want to make of this model, i.e. a regression on the variables Xi’s. However,
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Figure 1: Markov random field (X,σ) for V = {i, j, k, `}. The pairwise PGM
of the vector X to be expected from the data (dotted lines) is approximated
through the latent binary variables σ (plain lines).
the model estimation has to be performed beforehand and this is usually
done via likelihood maximization. This clearly is not tractable because of
the presence of the latent variables. We will therefore have to resort to an
expectation–maximization (EM) procedure.
Summary of the main results. In this paper, we propose to model the
random vectorX by (2) and (3), and we address the three related tasks of the
introduction. Let us sum up the solutions which are our main contributions
• Encoding task: an answer is provided in Section 3, by finding two
optimal mappings, based on different criteria, between an observation
X = x and the conditional distribution P(σ | X = x). The first
one corresponds to a step function that defines σ as a deterministic
function ofX; the second one is the cumulative distribution function of
X for which σ is a random variable conditionally to X. The numerical
experiments of Section 7 show that it is more efficient than the step
function when the level of correlation increases. Besides, we show with
Proposition 1 that such mappings are equivalent to modeling X as a
mixture of two stochastically ordered variables. In the traffic context,
these two variables can be associated with a free flow and a congested
state.
• Model estimation task: this is addressed in Section 4; the pairwise
marginals P(σi, σj) for any encoding function are estimated using a
maximum-likelihood based approach. The task can then be formu-
lated as an Inverse Ising problem. Various methods exists in the lit-
erature to approximate the optimal joint distribution P(σ); following
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e.g. Wainwright [37], this can be approximated directly from these
pairwise marginals based on the fact that approximate inference will
be performed with BP.
• Inference task: our solution, described in Section 5, is a variant of BP
named mirror BP that imposes belief values P(σi | Xi) whenever Xi is
observed. This algorithm extends and greatly simplifies the algorithm
of Teh and Welling [36]; Sufficient conditions for its convergence are
provided in Proposition 5.
3 Latent variables definition
Let X be a real-valued random variable with cumulative distribution func-
tion (cdf) F (x) def= P(X ≤ x). We focus in this section on a way to relate
an observable variable X to its latent binary variable σ, i.e. the definition
of P(σ,X). Since X is observed we will use its empirical distribution P(X)
and define the conditional distribution P(σ | X).
Let us emphasize, once more, that σ is not just an unobserved latent
random variable which estimation is required. It is a feature that we define
in order to tackle the inference on X. A simple way to relate an observation
X = x to the latent variable σ is through a mapping Λ, such that Λ(x)
define the conditional distribution of σ.
3.1 A stochastically ordered mixture
The mapping Λ will be referred to as the encoding function and can depend
on the cdf F . σ being a latent variable, it will not be observed directly but,
conditionally to an observation X = x, we define its conditional distribution
as:
P(σ = 1 | X = x) def= Λ(x). (4)
For simplicity, we assume that Λ is continuous on right, limited on left
(corlol) and increasing. Note that Λ could equivalently be decreasing, since
choosing the mapping 1−Λ simply swaps the states 0 and 1 of the variable σ.
Moreover, Λ shall increase from 0 to 1, without requiring that Λ(X ) = [0, 1],
since Λ can be discontinuous. This constraint is expressed as follows:∫
X
dΛ(X) = 1 and inf
x∈X
Λ(x) = 0.
This encoding is part of the following global scheme
Xi = xi ∈ Xi Λi−→ P(σi = 1 | Xi = xi) ∈ Λi(Xi)y inference algorithm (mBP)
Xj = xj ∈ Xj Γj←− P(σj = 1 | Xi = xi) ∈ [0, 1]
which can be stated in plain terms as:
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• observations of variables Xi are encoded through the distribution of a
latent binary random variable σi using the encoding function Λi;
• an inference procedure is then performed on these latent variables σ, in
a way that will be described later, to obtain the marginal distributions
of the σj ’s;
• the unknown real variables Xj are predicted from the distributions of
the σj ’s.
This scheme requires that we associate to Λ an “inverse” mapping Γ :
[0, 1] 7→ X . Since Λ can be non invertible, the decoding function Γ cannot
always be the inverse mapping Λ−1. We will return to the choice of the
function Γ in Section 3.3.
To understand the interaction between σ and X, let us define the con-
ditional cdf’s:
F 0(x) def= P(X ≤ x | σ = 0),
F 1(x) def= P(X ≤ x | σ = 1).
Bayes’ theorem implies
P(σ = 1 | X = x) = P(σ = 1)dF
1
dF
(x),
and thus
dF 1(x) = Λ(x)
P(σ = 1)dF (x). (5)
Summing over the values of σ imposes
F (x) = P(σ = 1)F 1(x) + P(σ = 0)F 0(x), (6)
and the other conditional cdf follows
dF 0(x) = 1− Λ(x)
P(σ = 0)dF (x).
Note that, when Λ = F , the conditional cdf’s of X are actually:
F 1(x) = (F (x))2 = P(max(X1, X2) ≤ x),
F 0(x) = F (x)(2− F (x)) = P(min(X1, X2) ≤ x),
with X1 and X2 two independent copies of X. The cdf’s F 0 and F 1 are
thus stochastically ordered. This property still holds in the general case, as
shown in the following proposition.
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Proposition 1. The choice of an increasing encoding function Λ yields a
separation of the random variable X into a mixture of two stochastically
ordered variables X0 and X1 with distributions dF 0 and dF 1. Indeed, we
then have
X ∼ 1{σ=0}X0 + 1{σ=1}X1,
where ∼ is the equality in term of probability distribution. The stochastic
ordering is the following
X0  X  X1.
Proof. It is sufficient (and necessary) to prove that
∀x ∈ X , F 1(x) ≤ F (x) ≤ F 0(x).
Consider first the left inequality (F 1 ≤ F ) and assume that x is such that
Λ(x) ≤ P(σ = 1). We have then:
F 1(x) =
∫ x
−∞
dF 1(y) =
∫ x
−∞
Λ(y)
P(σ = 1)dF (y) ≤
∫ x
−∞
dF (y) = F (x),
because, Λ being increasing, Λ(y) ≤ P(σ = 1) for all y ∈] −∞, x]. In the
opposite case, where Λ(x) > P(σ = 1), one can write
F 1(x) = 1−
∫ +∞
x
dF 1(y) = 1−
∫ +∞
x
Λ(y)
P(σ = 1)dF (x)
≤ 1−
∫ +∞
x
dF (y) = F (x),
using again the fact that Λ is increasing. We have proved that ∀x ∈ X the
inequality F 1(x) ≤ F (x) holds. The other inequality F ≤ F 0 is obtained
using (6). 
Remark 1. Since the encoding function Λ is increasing from 0 to 1, it can
be considered as the cdf of some random variable Y ,
P(Y ≤ x) def= Λ(x),
and, assuming that Y and X are independent,
P(σ = 1) =
∫
X
P(σ = 1 | X = x)dF (x) =
∫
X
Λ(x)dF (x) =
∫
X
P(Y ≤ x)dF (x)
= P(Y ≤ X).
The variable σ can therefore be defined as
σ
def= 1{Y≤X},
which means that the variable Y acts as a random threshold separating
X-values that correspond to latent states 0 and 1. The stochastic ordering
between (X | σ = 0) and (X | σ = 1) then appears quite naturally. Note
that this interpretation leads to a natural extension to a larger discrete
feature space for σ, by simply using multiple thresholds.
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3.2 Choosing a good encoding function Λ
Now that the nature of the mapping between X and σ has been described,
it remains to find an “optimal” encoding function Λ. It turns out to be
difficult to find a single good criterion for this task. In this section, we
therefore propose two different approaches, based respectively on mutual
information and on entropy.
Mutual information. The idea here is to choose Λ (or equivalently σ),
such that the mutual information I(X,σ) between variables X and σ is
maximized. In other words, a given information about one variable should
lead to as much knowledge as possible on the other one.
Proposition 2. Let med(X) be the median of X. The encoding function
ΛMI which maximizes the mutual information I(X,σ) between variables X
and σ is the step function
ΛMI(x) def= 1{x≥med(X)}. (7)
Before turning to the proof of this proposition, let us remark that this
definition of the binary variable σ is a natural one, σ being deterministic as a
function of X. However, as we shall see in Section 7, it is usually suboptimal
for the reconstruction task.
Proof. The function to maximize is
I(X,σ) =
∑
s
∫
x∈X
P(σ = s) log
(
dF s(x)
dF (x)
)
dF s(x)
= H(P(σ = 1))−
∫
x∈X
H(Λ(x))dF (x),
where H(p) def= −p log p − (1 − p) log(1 − p) is the binary entropy function.
Among all random variables σ with entropy H(P(σ = 1)), the ones which
maximize I(X,σ) should minimize the second term in the preceding equa-
tion. These are deterministic functions of X, or equivalently the ones for
which Λ is an indicator function. Since we limit ourselves to the corlol class,
we get Λ = 1[a,+∞[ for some a ∈ X . It remains to maximize the entropy of
the variable σ, which leads to P (σ = 1) = 1/2 and a = med(X). 
Max-entropy principle. Another possibility is, in order to maximize the
information contained in the latent variable σ, to maximize the entropy of
U = Λ(X). This variable U is indeed the data that will be used to build
the PGM over the latent variables (see Section 4). We assume here that
the variable X admits a probability density function (pdf). We add to
the few constraints detailed in the previous section that Λ is a bijection
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between X and [0, 1]. When dealing with continuous random variables,
the entropy only makes sense relatively to some measure (see Jaynes [21,
pp. 374-375]). Following Jaynes’ [20] arguments, since U is the parameter
of a binary variable with both outcomes possible, having no other prior
knowledge leads us to the uniform measure as reference.
Proposition 3. Let X be a random variable which admits a pdf. The (in-
creasing) invertible function which maximizes the entropy of U = Λ(X),
taken relatively to the uniform measure, is the cumulative distribution func-
tion F of the variable X.
Proof. The variable U with maximal entropy has a uniform pdf hΛ(u) =
1[0,1](u). The encoding function Λ such that Λ(X) is a uniform variable on
[0, 1] is the cdf of X. This concludes the proof. 
Let us quickly sum up the choices we proposed for the encoding function:
• the indicator function ΛMI is a deterministic encoding: σ indicates the
position of X w.r.t. its median;
• the cdf F of the variable X corresponds to the less discriminating
choice about the encoded data distribution.
We will see that these two encoding functions have very distinct properties:
ΛMI is much more conservative than F but is rather adapted to modeling
precisely the joint distributions. Let us remark that in the first case, Λ is the
feature function while, in the second case, the feature function is a random
variable.
3.3 Decoding function Γ
Before turning to the definition of the decoding function Γ, let us focus first
on the following simple question:
What is the best predictor of a real-valued random variable X,
knowing only its distribution?
The answer will obviously depend on the loss function considered and this
will in turn influence the choice of the decoding function Γ, which purpose
is to predict the random variable X. Assuming a Lr norm as loss function,
the optimal predictor θˆr(X) is then defined as
θˆr(X)
def= argmin
c∈R
EX [|X − c|r].
In the case r = 1, the optimal predictor θˆ1(X) is simply the median of X;
r = 2 corresponds to θˆ2(X) = E[X], the mean value of X. In the following,
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we call contextless prediction the X-prediction performed without other
information than the distribution of X.
When focusing on the definition of the “inverse” mapping Γ, two natural
definitions arise. When Λ is a bijection, the simplest predictor of X, given
b = P(σ = 1), is Λ−1(b). Actually, it is the unique X-value such that
(σ | X = x) is distributed as P(σ = 1 | X = x) = b, by definition (4) of Λ.
We will denote this first choice for the decoding function
ΓL def= Λ−1.
ΓL corresponds, in some sense, to a predictor based on maximum likelihood
(ML). Indeed, suppose that the knowledge of b = P(σ = 1) is replaced with
a sample of M independent copies sk of a binary variable distributed as
P(σ | X = x). The ML estimate of x is then Λ−1(∑k sk/M). So the choice
Λ−1 as decoding function corresponds to the ML estimate from a sample
with an empirical rate of success equal to b.
In the general case of an increasing corlol encoding function, applying
Jeffrey’s rule (see Chan and Darwiche [6]), the cdf of X is updated using b
to:
FJ (x) = bF 1(x) + (1− b)F 0(x). (8)
Let XJ be a random variable which distribution is FJ . The predictor
θˆ(XJ ) previously defined can be used irrespective of whether Λ is invertible
or not. To refer to this second choice we will use the notation
ΓJ def= θˆ(XJ ).
Note that, while it may be costly in general to compute θˆ(XJ ), some choices
of Λ lead to explicit formulas.
Mutual information. We consider here the case of the step function ΛMI
as encoding function. This function is of course not invertible and only the
decoding function ΓJ can be used. Using (5) and (8), the cdf of XJ is
FJ (x) =
2(1− b)F (x), if x ≤ med(X),FJ (med(X)) + 2b (F (x)− F (med(X))) , if x > med(X). (9)
In order to compute θˆ1(XJ ), we need to solve the equation FJ (x) = 1/2,
leading to the decoding function
ΓJ (b) =

F−1
(
1
4(1−b)
)
, if b ≤ 12 ,
F−1
(
4b−1
4b
)
, if b > 12 .
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When F is not invertible, F−1 should be understood as the pseudo-inverse
of F , commonly used to define quantiles:
F−1(b) def= inf
x
{x | F (x) ≥ b}.
If we choose the predictor θˆ2 based on a L2 loss function, using the linearity
of the expectation we get
ΓJ (b) = E
[
XJ
]
= bE [X | σ = 1] + (1− b)E [X | σ = 0] .
Max entropy principle. When one uses ΓL = F−1 as decoding function,
the contextless prediction, i.e. without any observation, is simply F−1
(
P(σ =
1)
)
. Moreover, we know that P(σ = 1) = E[F (X)] = 1/2—provided that X
admits a pdf—so the ground prediction is the median of X. The choice
Λ = F and Γ = F−1 is therefore optimal w.r.t. a L1 loss function for the
prediction error.
The other choice for the decoding function is to use ΓJ and to compute,
for example, the predictor θˆ1(XJ ). Using (5)–(8), we get the cdf of XJ
FJ (x) =
(
(2b− 1)F (x)− 2(b− 1))F (x),
and the sought function is solution of the following quadratic equation
((2b− 1)F (x)− 2(b− 1))F (x) = 12 ,
with only one reachable root. Thus the decoding function ΓJ is
ΓJ (b) = F−1
(
2(b− 1) +√(2b− 1)2 + 1
4b− 2
)
. (10)
Let us remark that ΓJ is always more conservative for decoding than
ΓL = F−1, which can make predictions spanning the whole range X of
possible outcomes. Figure 2 illustrates this.
Assume that two random variables X1 and X2 are equal with probability
1. Even if we build a latent model such that P(σ1 = σ2) = 1, using ΓJ as
decoding function will never predict X1 = X2. The approximation of the
joint distribution of (X1, X2) with help of ΓJ is very rough when the vari-
ables are strongly dependent (see Proposition 4 in next section). However,
the choice (F, F−1) is equivalent to performing a X-quantiles regression. We
will see in Section 7 that this last choice is better when variables are strongly
dependent.
If one wishes to choose the decoding function based on the ML estimate
ΓL = Λ−1, it is of interest to generalize the max-entropy criterion in order
to get an encoding function Λ with an optimal contextless prediction w.r.t.
12
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Figure 2: Prediction, expressed in quantiles, of the variable Xi for a given
belief bi(1) on the associated latent binary variable σi depending on the
choice of encoding/decoding functions. The left and right values are (1/4, 3/4)
for ΛMI and (1− √2/2,√2/2) for (F ,ΓJ ).
a specific loss function. It is in fact quite simple to solve this problem and to
obtain the sought encoding function which is based on the cdf (Martin [24,
chapter 5]). We will use here only the cdf function because we are interested
in L1 error measure. Compared to a loss function based on the L2 norm, it
gives less weight to extreme values.
4 Building latent variables dependencies
It was shown in Section 3 how to relate the variable Xi to its latent state σi,
by means of an encoding function Λi. The next issue concerns the dependen-
cies at the latent state level and therefore the estimation of the underlying
PGM on σ. Assuming that we have only pairwise observations (1) and
that we defined the σi’s distributions conditionally to Xi’s the natural way
to go is to estimate pairwise marginals P(σi, σj). Using Jaynes’ maximum
entropy principle this leads us to the choice of a pairwise PGM for σ (see
Appendix A). Given two real-valued variables Xi and Xj , with respective
cdfs Fi and Fj , and two binary variables σi and σj , we will construct a
pairwise model as described in Figure 1. The probability distribution of the
vector (Xi, Xj , σi, σj) for this model is
P(Xi ≤ xi, Xj ≤ xj , σi = si, σj = sj) = pij(si, sj)F sii (xi)F sjj (xj).
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Since σi and σj are binary variables, pij(si, sj) can be expressed with 3
independent parameters:
p1i
def= P(σi = 1) = E(σi),
p1j
def= P(σj = 1) = E(σj),
p11ij
def= P(σi = 1, σj = 1) = E(σiσj).
The probability distribution is valid as soon as (p1i , p1j ) ∈ [0, 1]2 and
p11ij ∈ D(p1i , p1j ) def=
[
max(0, p1i + p1j − 1),min(p1i , p1j )
]
.
Until now, we have been able to make optimal choices in some sense, but
obviously the number of parameters is not enough to encode exactly any
structure of dependency. This is shown in the following proposition.
Proposition 4. When the mutual information IP(Xi, Xj) between the real
variables is strictly greater than log(2), our model is not able to perfectly en-
code the joint distribution of Xi and Xj for any choice of encoding function.
This result is compatible with intuition: whatever the definition of the
binary variables, it will not be possible to share more than one bit of infor-
mation between two of them. However, we shall see in Section 7 that it is
still possible to obtain quasi-optimal performances for the prediction task
even when the mutual information is strictly greater than log(2).
Proof. See Appendix B. 
We will first propose a simple EM-based algorithm to estimate the pair-
wise distribution pij of (σi, σj), without discussing how to estimate the joint
distribution of σ from them. We will come back to this problem in the end
of this section.
4.1 Pairwise distributions estimation
The choice of the encoding functions Λi imposes the marginal distributions
of the latent variables σi; indeed we have seen that
p1i = P(σi = 1) = E[Λi(Xi)] =
∫
Xi
Λi(x)dFi(x). (11)
These parameters can easily be estimated using empirical moments and it
will only remain to estimate the correlation parameter p11ij . We propose
here to carry out a maximum likelihood estimation. The estimation of each
parameter p11ij is independent of the others and we carry out one unidi-
mensional likelihood maximization per edge. For the sake of simplicity, we
assume that the random variables admit probability distribution functions.
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The joint pdf of (Xi, Xj) associated with the distribution pij will be referred
to as
f ijpij (xi, xj)
def=
∑
si,sj
pij(si, sj)fsii (xi)f
sj
j (xj),
where fsii is the pdf associated to dF
si
i . Let us first express the logarithm of
the likelihood of a distribution pij of (σi, σj) corresponding to the pairwise
observations x described in (1).
L(x, pij) =
Nij∑
k=1
log f ijpij (x
k
i , x
k
j )
=
Nij∑
k=1
log
∑
si,sj
pij(si, sj)fsii (xki )f
sj
j (xkj )
 .
Because of the hidden variables σi and σj , a sum appears within the log-
arithms. Therefore, it will not be possible to find explicitly the distribu-
tions pij maximizing L(x, pij). The usual approach is to use the EM algo-
rithm of Dempster et al. [10]. It consists in building a sequence of (σi, σj)-
distribution p(n)ij with increasing likelihood. Using the following notation
p(n)ij (si, sj | xi, xj) def= P(n)(σi = si, σj = sj | Xi = xi, Xj = xj),
the EM algorithm can be expressed as
p
(n+1)
ij ← argmax
pij
`(pij‖p(n)ij ) def=
∑
k
∑
si,sj
p(n)ij (si, sj | xki , xkj ) log pij(si, sj),
The derivative of `(pij‖p(n)ij ) with respect to p11ij is
∂`(pij‖p(n)ij )
∂p11ij
=
Nij∑
k=1
∑
si,sj
(
21{si=sj} − 1
) p(n)ij (si, sj | xki , xkj )
pij(si, sj)
,
Stationary points yield an obvious solution, which is
pij(si, sj) =
1
Nij
Nij∑
k=1
p(n)ij (si, sj | xki , xkj ).
The function that we maximize being concave, this solution is the unique
stationary point of `(pij‖p(n)ij ). We obtain the following update rule for the
EM algorithm
p
(n+1)
ij (1, 1)←
1
Nij
Nij∑
k=1
ψ(n)ij (1, 1)Λi(xki )Λj(xkj )
Zij(xki , xkj )
, (12)
15
with
ψ(n)ij (si, sj)
def=
p(n)ij (si, sj)
p(n)i (si)p
(n)
j (sj)
,
Zij(xi, xj)
def=
∑
si,sj
ψ(n)ij (si, sj)Λ
si
i (xi)Λ
sj
j (xj),
and Λ1 def= Λ, Λ0 def= 1 − Λ. The update rule (12) is quite simple, although
one has to check that the estimated parameter is valid, i.e. p11ij ∈ D(p1i , p1j ).
If it is not the case, it means that the parameter saturates at one bound.
4.2 Latent binary PGM estimation compatible with BP
Now that the pairwise marginals of the model are estimated, it remains to
use them to determine the joint distribution pσ of σ. First, let us remark
that (as discussed by Mackay et al. [23]) having compatible marginals does
not guarantee the existence of a joint distribution pσ such as
∀(i, j) ∈ E,∀si,
∑
sV\{i,j}
pσ(σ = s) = pij(si, sj),
However, in the case where the graph G = (V,E) contains no cycles, the
joint distribution is entirely determined by its pairwise marginals. This
joint distribution is expressed as
pσ(σ = s) =
∏
(i,j)∈E
pij(si, sj)
pi(si)pj(sj)
∏
i∈V
pi(si), (13)
with pi(si) =
∑
sj pij(si, sj).
In the general case of a graph containing cycles, the situation is more
complex. This inverse problem is much studied in statistical physics (see
Cocco and Monasson [7] and references within). Potentially it is NP-hard
and may have no solution. Only approximate methods can be used for
graph of large size. Wainwright [37] proposed an approach of particular
interest, which takes into account the fact that once the distribution pσ
is fixed in an approximate way, the marginalization will also be performed
in an approximate way. The idea is to use compatible approximations for
these two tasks. In our case, we wish to use the BP algorithm, described
in forthcoming Section 5, to compute the approximate marginals of pσ.
It seems reasonable to impose that, without any observation, the answer
given by BP is the historical marginals {pij} and {pi}. For doing so, the
distribution pσ should be chosen under the Bethe approximation (13) which
is closely related to the BP algorithm, as we shall see in Section 5. If this
choice is a good candidate as starting point, the Bethe approximation is
usually too rough and overestimates correlations, and it is thus necessary
to improve on it. This can be achieved using various results from linear
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response theory (see Welling and Teh [38], Yasuda and Tanaka [39], Mézard
and Mora [26]), when the level of correlation is not too high.
We use instead a simple but more robust approach, which is to modify
the model using a single parameter α such as
pσ(σ = s) =
∏
(i,j)∈E
(
pij(si, sj)
pi(si)pj(sj)
)α∏
i∈V
pi(si). (14)
α can roughly be interpreted as an inverse temperature, which role is to avoid
overcounting interactions when the graph contains cycles. This parameter
can easily be calibrated by finding a phase transition w.r.t. α. Indeed, for
α = 0, the BP output is exactly {pi} and, when α increases, it remains close
to it until some discontinuity appears (see Furtlehner et al. [15]). In some
sense, the best α corresponds to the maximal interaction strength such that
the BP output remains close to {pi}.
5 A message passing inference algorithm
According to the results of Section 3, observations about the real-valued
random variable Xi are converted into knowledge of the marginal distribu-
tion of σi. In order to estimate the distributions of the other binary latent
variables, we need an inference algorithm that imposes this marginal con-
straint to node i when Xi is observed. For this task, we propose a modified
version of the BP algorithm. This extends and simplifies a BP variant pro-
posed by Teh and Welling [36]. Moreover, we provide sufficient conditions
for convergence of our algorithm (Proposition 5).
5.1 The BP algorithm
We present here the BP algorithm, first described by Pearl [30], in a way
very similar to the one of Yedidia et al. [40]. We use in this section a slightly
more general notation than in Section 1, since instead of considering only
pairwise interactions, variables in the set V interact through factors, which
are subsets a ⊂ V of variables. If F is this set of factors, we consider the
following probability measure
P(σ = s) =
∏
a∈F
ψa(sa)
∏
i∈V
φi(si), (15)
where sa = {si, i ∈ a}. It is also possible to see variables and factors as
nodes of a same bipartite graph, in which case the shorthand notation i ∈ a
should be interpreted as “there is an edge between i and a”. F together with
V define a factor graph, such as defined by Kschischang et al. [22]. The
set E of edges contains all the couples (a, i) ∈ F × V such that i ∈ a. We
denote by di the degree of the variable node i. The BP algorithm is a message
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passing procedure, whose output is a set of estimated marginal probabilities,
the beliefs ba(sa) (including single nodes beliefs bi(si)). The idea is to factor
the marginal probability at a given site as a product of contributions coming
from neighboring factor nodes, which are the messages. With definition (15)
of the joint probability measure, the updates rules read:
ma→i(si)←
∑
sa\i
ψa(sa)
∏
j∈a\i
nj→a(sj), (16)
ni→a(si)
def= φi(si)
∏
a′3i,a′ 6=a
ma′→i(si), (17)
where the notation ∑sa should be understood as summing all the variables
σi, i ∈ a ⊂ V, over the realizations si ∈ {0, 1}. In practice, the messages are
often normalized so that ∑sima→i(si) = 1.
At any point of the algorithm, one can compute the current beliefs as
bi(si)
def= 1
Zi
φi(si)
∏
a3i
ma→i(si), (18)
ba(sa) def=
1
Za
ψa(sa)
∏
i∈a
ni→a(si), (19)
where Zi and Za are normalization constants that ensure that∑
σi
bi(σi) = 1,
∑
σa
ba(σa) = 1. (20)
When the algorithm has converged, the obtained beliefs ba and bi are com-
patible: ∑
sa\i
ba(sa) = bi(si). (21)
Yedidia et al. [40] proved that the belief propagation algorithm is an
iterative way of solving a variational problem: namely it minimizes the
Kullback-Leibler divergence DKL(b‖p) to the true probability measure (15)
over all Bethe approximations on the factor graph, of the form
b(s) =
∏
a∈F
ba(sa)∏
i∈a bi(si)
∏
i∈V
bi(si),
subject to constraints (20)–(21). The approximation is actually exact when
the underlying graph is a tree. The stationary points of the above variational
problem are beliefs at a fixed point of the BP algorithm (see Yedidia et al.
[40]). This variational description of BP will be used in the next section to
derive a new variant of the algorithm.
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5.2 Imposing beliefs: mirror BP
In the following, V∗ will be the set of nodes i such that Xi is observed:
Xi = x∗i , for all i ∈ V∗. (22)
Assuming that the model (ψa and φi) is given, we wish to include in the
algorithm some constraints on the beliefs of the form
∀i ∈ V∗,∀si ∈ {0, 1}, bi(si) = b∗i (si). (23)
We suppose in the following that each b∗i is normalized. The issue of how to
convert real-valued observation to this distribution b∗i has been studied in
Section 3. We seek to obtain a new update rule from the Kullback-Leibler
divergence minimization, with the additional constraints (23). Constraints
of this form as sometimes referred to as soft constraints in the Bayesian
community [4].
We start from the Lagrangian of the minimization problem:
L(b, λ) = DKL(b‖p) +
∑
i∈V\V∗
a3i,si
λai(si)
(
bi(si)−
∑
sa\i
ba(sa)
)
+
∑
i∈V∗
a3i,si
λai(si)
(
b∗i (si)−
∑
sa\i
ba(sa)
)
+
∑
i∈V
γi
(∑
si
bi(si)− 1
)
,
with DKL(b‖p) defined as
DKL(b‖p) def=
∑
a,sa
ba(sa) log
ba(sa)
ψa(sa)
+
∑
i,si
bi(si) log
bi(si)1−di
φi(si)
.
The stationary points satisfy
ba(sa) = ψa(sa) exp
(∑
i∈a λai(si)− 1
)
, ∀a ∈ F,
bi(si) = φi(si) exp
(∑
a3i λai(si)
di−1 +1−γi
)
,∀i /∈ V∗,
bi(si) = b∗i (si), ∀i ∈ V∗.
Following Yedidia et al. [40], we introduce the parametrization
λai(si) = logni→a(si),
for all edges (ai) ∈ E. Note that we do not consider any node in V \ V∗ of
degree di equal to 1 since they play no role in the minimization problem.
For all nodes i /∈ V∗ we also have
λai(si) = log
[
φi(si)
∏
b3i,b 6=a
mb→i(si)
]
.
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Then it follows that, whenever i /∈ V∗,
ni→a(si) = φi(si)
∏
b3i,b 6=a
mb→i(si).
Enforcing the compatibility constraints on nodes i 6∈ V∗ shows that update
rules (16)–(17) are still valid for these nodes. For i ∈ V∗, the compatibility
constraints yield
b∗i (si) =
∑
sa\i
ba(sa) =
∑
sa\i
ψa(sa)
∏
j∈a
nj→a(sj)
= ni→a(si)
∑
sa\i
ψa(sa)
∏
j∈a
nj→a(sj).
Until now the message from a factor a to a variable i ∈ V∗ has not been
defined. For convenience we define it as in (16) and the preceding equation
becomes
ni→a(si)ma→i(si) = b∗i (si),
as in the usual BP algorithm. This leads to a definition that replaces (17)
when i ∈ V∗
ni→a(si) =
b∗i (si)
ma→i(si)
= b
∗
i (si)
bi(xi)
φi(si)
∏
b3i,b 6=a
mb→i(si). (24)
Therefore the message (24) is the BP message (17) multiplied by the ratio
of the belief we are imposing over the current belief computed using (18).
This is very similar to iterative proportional fitting (IPF, see Darroch and
Ratcliff [9]). To sum up, the characteristics of this new variant of belief
propagation are:
• all factors and all variables which values have not been fixed send the
same messages (16)–(17) as in classic BP;
• variables which value has been fixed use the new messages (24);
• beliefs for factors or for variables which value has not been fixed are
still computed using (18)–(19);
In the classical BP algorithm, the information sent by one node can only
go back to itself through a cycle of the graph. When (24) is used, however,
the variable with fixed value acts like a mirror and sends back the message
to the factor instead of propagating it through the graph. It is to emphasize
this property that we call our new method the mirror BP (mBP) algorithm.
Note that it could be defined for variables valued in any discrete alphabet.
A very similar algorithm to our mBP has been proposed by Teh and
Welling [36]. Their algorithm is described as iterations of successive BP
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Figure 3: Illustration of Proposition 5. If only black nodes are in V∗, Propo-
sition 5 tells us that mBP converges since the resulting graph T (G,V∗) (right
graph) contains two disconnected trees with exactly two nodes in V∗. If we
add the gray node in V∗ then Proposition 5 does not apply, the right tree
contains three nodes in V∗, and we cannot conclude about convergence.
However, on the other part of the graph Proposition 5 still holds.
runs on unobserved nodes and IPF on nodes in V∗. The update (24) is
just obtained as direct IPF. The main drawback of their version is that it
assumes a particular update ordering because they consider that the updates
(17)–(24) are of different nature, which is in fact not really necessary and
complicates its use.
It is known that BP can exhibit non convergent behavior in loopy net-
works, although sufficient conditions for convergence are known (see e.g.
Mooij and Kappen [29], Tatikonda and Jordan [35], Ihler et al. [18]). Since
the mirroring behavior of our algorithm seems to be quite different, we
present some sufficient conditions for convergence.
Definition 1. Let T (G,V∗) be the factor graph where each node i ∈ V∗
has been cloned di times, each clone being attached to one (and only one)
neighbor of i. We denote T (·,V∗) : G → T (G,V∗), the transformation
applied to a factor graph G for a given set of variable nodes V∗.
Example of a such transformation G → T (G,V∗) is shown in Figure 3.
The following proposition describes cases where the mBP algorithm is guar-
anteed to converge.
Proposition 5. If the graph T (G,V∗) is formed by disconnected trees con-
taining not more than two leaves cloned from V∗, the mBP algorithm is
stable and converges to a unique fixed point.
Proof. See Appendix. 
5.3 Pairwise case
The mBP algorithm is actually simpler for a pairwise Markov random field
like (3). Indeed the factors are simply the edges (i, j) ∈ E and we can use
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the following notation for the messages:
mj→i(si)
def= m(i,j)→i(si), ni→j(si)
def= ni→(i,j)(si).
The message update rules (16)–(17) reduce to
mj→i(si)←
∑
sj
ψij(si, sj)nj→i(sj), (25)
ni→j(si) =

φi(si)
∏
(k,i)∈E,k 6=j
mk→i(si), ∀i ∈ V \ V∗
b∗i (si)
mj→i(si)
, ∀i ∈ V∗.
(26)
The marginal and joint beliefs formula (18)–(19) respectively read
bi(si) =
1
Zi
φi(si)
∏
(j,i)∈E
mj→i(si), ∀i ∈ V \ V∗, (27)
bij(si, sj) =
1
Zij
ψij(si, sj)ni→j(si)nj→i(sj), ∀(i, j) ∈ E.
This is the form of mBP that is used in the remainder of this paper.
6 Implementation aspects
At this point, it is useful to gather the various elements discussed previously
in view of practical implementation. The workflows for the main elements
of our framework are discussed below.
Encoding/decoding Selecting Λ and Γ is the first step. There are three
possibilities:
• encoding via ΛMI (7) and decoding with ΓJ (9);
• encoding via cdf F and decoding with F−1;
• encoding via cdf F and decoding with ΓJ (10).
Model set-up. It is done in several steps, using as input historical data
of the form (1).
1. for each variable i ∈ V, estimate Λi (either the empirical cdf or the
empirical median).
2. for each variable i ∈ V, compute p1i according to (11); in practice, for
the choices of Λ above, one can set p1i = 0.5.
3. for each pair of variables (i, j) ∈ E, compute iteratively p11ij using (12).
4. the joint binary model is then given by (14).
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Online inference. This is an endless loop, which basic step goes as fol-
lows:
1. get new data of the form (22) and update V∗; depending on the prob-
lem at hand, it can be chosen to discard earlier data according to some
obsolescence criterion;
2. compute the imposed beliefs (23) using the encoding function Λ.
3. run mBP on G using (25) and (26) until convergence;
4. compute the beliefs bi, i ∈ V \ V∗ using (27);
5. compute the prediction of Xi, i ∈ V \ V∗ using Γi.
Before moving to numerical experiments, let us describe the algorithmic
complexity of our method. The relevant parameters and constants are
• |V| the number of variables,
• |E| the number of edges,
• ηa the maximum number of iterations for the algorithm a,
• N the total number of pairwise observations,
• Ni the number of observations of the variable Xi,
• Nij the number of joint observations of the pair (Xi, Xj),
• 〈·〉 the mean value over all the possibilities.
Table 1 summarizes the global complexity of all the steps described in
previous sections. The empirical cdf of the variable Xi is stored as a vector
hi of length `h such that F (hik) = k`h and is built by sorting the vector of
observations. Given an observation Xi = xi, the encoded belief can thus be
computed through a dichotomy search on hi. Decoding beliefs is immediate.
Let us first remark that all the steps can be easily parallelized, since com-
putations over nodes or edges can be made independently. We can clearly
see that the crucial steps are the mirror-BP algorithm and the pairwise
marginal computations, which have both a complexity linear in the number
of edges. While the constant ηEM is usually smaller than 10 and can be
neglected, ηBP has to be controlled more carefully. The overall complexity
of model estimation scales with the number of edges, which is unavoidable,
and is linear in the number of pairwise observations per edge, which seems
reasonable. For the inference part, neither encoding or decoding add an
additional complexity cost and we just have to be careful to obtain a model
which converges quickly. This is not a problem as long as the model is not
both dense and highly correlated.
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Task Step Global complexity
Model estimation Encoding functions O(|V| 〈Ni logNi〉)
Pairwise marginals pˆij O(|E|ηEM 〈Nij〉) = O(ηEMN)
Inference
Encoding O(|V| log `h)
mBP based inference O(|E|ηBP)
Decoding O (|V|)
Table 1: Complexity of each step of the method described in the previous
sections.
7 Numerical experiments
In order to understand its behavior, we test our method on two classes of
models with increasing complexity
• generic models: pairs (X1, X2) of real-valued random variables, trees
with interior connectivity fixed;
• road traffic networks: first a synthetic model that demonstrates the
scalability of the proposed method, and then one built from actual
traffic data about the Paris urban area.
For each case, we repeat the following decimation experiment: for an
outcome of the random vector X, we observe its components Xi in a ran-
dom order and we make prediction about unobserved components using our
method. This stacks up the performance of the different choices of encoding
and decoding functions against each other when the proportion of observed
variables varies.
As discussed in Section 6, the choices for the encoding and decoding
functions are:
• the step function ΛMI with the decoding function ΓJ of (9),
• the cumulative distribution function F with its inverse ΓL = F−1,
• the cumulative distribution function F with the decoding function ΓJ
of (10).
Each of these choices yields an estimator θ for which we will compute the
performance w.r.t. the L1 norm:
EX
[
|θ(X)−X|
]
. (28)
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Figure 4: Model of the random vector (X1, X2, σ1, σ2). The true distribution
of (X1, X2) is approximated through the latent variables σ1 and σ2.
7.1 Generic models
These synthetic models are based on Gaussian copulas with support corre-
sponding to one of the three cases previously described. More precisely, it
corresponds to the support of the precision matrix, i.e. the inverse covariance
matrix, of the Gaussian vector Y. For doing so, we randomly generate the
partial correlations, the entries of the precision matrix of Y, with uniform
random variables on [−1,−0.2] ∪ [0.2, 1]. Since this will not always lead to
a positive definite precision matrix, we use this matrix as a starting point
and reduce the highest correlation until it becomes definite positive.
We can then generate outcomes of this Gaussian vector Y and transform
them, using the function which maps a Gaussian variable N (0, 1) into a
variable of chosen cdf FX . More precisely, each component of the vector X
is defined as
Xi = F−1X
(
FN (0,1)(Yi)
)
,
where FN (0,1) is the cdf of a N (0, 1) variable. Exact inference can then be
performed using the Gaussian vector Y since the X-dependencies are based
on a Gaussian copula.
We will sometimes consider the case of β(a, b) random variables, so let
us recall their pdfs fβa,b for a, b ∈]0,+∞[
fβa,b(x) =
1
B(a, b)x
a−1(1− x)b−11[0,1](x),
where the normalization constant B(a, b) is the Euler beta function. These
distributions are of particular interest because different cases arise depending
on the parameters a and b. Indeed, it is possible to obtain almost binary
(a, b→ 0), unimodal (a, b > 1) or uniform (a, b = 1) distributions on [0, 1].
A pair (X1, X2) of real-valued random variables. Let us start with
the simple case where the vector X is just two random real-valued variables
(Figure 4). We repeat 100,000 times the decimation experiment. In this
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Density Correlation θˆ1 (F, F−1) (F,ΓJ ) ΛMI
β(1/10, 1/10)
ρ = 0.5 0.320 0.2% 3.1% 3.3%0 −0.0034 −0.0079 0.0001
ρ = 0.9 0.136 0.1% 22% 9.5%0 −0.0015 −0.0072 −0.0006
β(2, 3)
ρ = 0.5 0.142 1.4% 4.4% 6.7%0 −0.0026 0.0047 0.0044
ρ = 0.9 0.069 1.3% 68.8% 61.7%0 0.001 0.0125 0.0092
β(1, 1)
ρ = 0.5 0.210 0.1% 4.6% 7.3%0 0.0002 0.0001 −0.0003
ρ = 0.9 0.098 0.4% 66.2% 58.6%0 0.0002 −0.0009 0
β(1/2, 2/10)
ρ = 0.5 0.230 2.7% 4.4% 7.5%0 0.069 0.051 −0.041
ρ = −0.7 0.182 4.1% 16.9% 20.8%0 0.057 −0.088 −0.052
Table 2: Performances of all estimators in the case of Figure 4. The first line
is mean L1 error in % of deviation from the optimal performance obtained
with θˆ1(X), the conditional median predictor, displayed in the third column.
The second one is the estimator biases. Bold values are the best performing
choices.
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case, this experiment is just to observe either X1 or X2 for a given outcome
of the vector (X1, X2) and to predict the other variable. In addition to the
L1 performance, we compute the biases of the different estimators θ
EX
[
θ(X)− θˆ1(X)
]
. (29)
We recall that θˆ1(X) is the optimal predictor w.r.t. the L1 distance i.e. the
conditional median.
The results, for various values of a, b and ρ def= cov(Yi, Yj), are given in
Table 2. The first line is the L1 performance (28) and the second one the
bias (29) of the estimator. Generally, with weak correlations all estimators
have a satisfactory behavior. However the best choice is the cdf function
Λ = F with the inverse mapping ΓL = F−1. As expected, the conservative
property of the decoding ΓJ is a real drawback in the case of strong cor-
relation because it prevents from predicting extreme values (see Figure 2).
When considering symmetric variables Xi, all estimators biases are close to
0. Even with β(2, 3) variables, this bias is negligible. In the case of asym-
metrical variables, these biases are clearly non zero, but do not prevent from
obtaining good performance.
Regular trees. We consider here the case of a tree containing 100 nodes
with given connectivity n for interior nodes: all nodes, except leaf nodes,
have exactly n neighbors. For n = 3, we get a binary tree with maximal
depth equal to 6. We perform the decimation experiments and results are
presented in Figure 5. For the sake of comparison, we show three other
predictors: the median (in red), the k nearest neighbors (k-NN, Cover and
Hart [8]) predictor (in orange) and the perfect predictor (in black), which
is obtained by computing the conditional mean of the vector Y. The k-NN
predictor is manually optimized to the k = 50 nearest neighbors in the whole
training set used to build the model. This predictor is known to perform
reasonably on road traffic data (Smith et al. [33]), but its complexity is
too high for large networks compared to BP. Moreover, it requires complete
observations of the network, which are not available when dealing with probe
vehicles data. However, on synthetic models, we can use it as a comparison.
As a general rule, the choice (F, F−1) seems to be the best one. Let
us remark that, if we continue to increase the connectivity n, this situation
can change. In fact, at very high connectivity (n ∼ 10), the convergence of
mBP can be very slow. Non convergent cases can then impact the result and
one should rather use ΛMI. Indeed, for the choice ΛMI the mBP algorithm
is strictly equivalent to BP. In this case, the BP algorithm is more stable
since it is always converging on trees. At this point, we discard the choice
(F,ΓJ ) which is clearly inferior to the other ones.
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Figure 5: Mean L1 prediction error of unobserved variables (×100) as a
function of the proportion of revealed variables; the small embedded figures
are the corresponding pdf of the beta variables. The connectivity is n = 3
for top figures and n = 5 for the bottom ones. Each tree contains 100
variables.
Figure 6: Simple models of urban road networks with two-way streets. The
inner grids represent the city center, while exterior edges form ring roads
connecting them. Left network contains 232 nodes and 624 edges while the
the one on the right contains 13,752 nodes and 39,880 edges.
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Figure 7: Mean L1 prediction error on unobserved variables, as a function
of the proportion of revealed variables, for the urban networks of Figure 6.
All values are relative to the error made by the median predictor.
7.2 Some traffic reconstruction experiments.
Before showing some results on models related to road networks, let us come
back to the description of the road traffic example application, alluded to
in the introduction. The classical way to obtain data on a road traffic net-
work is to install fixed sensors, such as magnetic loops. However, this is
adapted to highways and arterial roads, but not to a whole urban network
which typically scales up to 105 segments. As part of the Field Opera-
tional Test PUMAS [31] in Rouen (Normandy), we explored the possibility
of acquiring data with equipped vehicles that send geolocalized information,
and to process it directly with a fast prediction scheme (Furtlehner et al.
[14]). This approach is related to the work of Herrera et al. [17]. The sys-
tem is partially observed and the goal is to predict the complete state of
the traffic network, which is represented as a high-dimensional real valued
vector of travel times, speeds or densities. State of the art methods in this
field exploit both temporal and spatial correlations with multivariate regres-
sion (Min and Wynter [28]), with rather restrictive linear hypotheses on the
interactions. The different route we explore here for encoding spatial and
potentially temporal dependencies simplifies both the model calibration and
the data reconstruction tasks for large scale systems.
A simple road network model. Let us now consider two new synthetic
models, associated to the road networks of Figure 6, which can be seen
as very rough descriptions of city networks. The dependency graph of the
vector X is basically the line graph of the road networks, i.e. there is a
direct dependency between edges i and j iff they are adjacent in the road
network. For both models the graph mean connectivity is between 5 and
6. To model the impact of a ring road on its neighborhood, we set their
partial correlations with adjacent edges to 0.3. The marginal distributions
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of travel times are real data coming from the Australian M4 motorway. We
assume that the ring road links are always observed, by means of specific
equipment such as magnetic loops. In both cases, we worked with training
samples of size 10,000, which is smaller than the vector dimension (13,752)
for the large model. For the network of Figure 6-right, we will not present
the perfect predictor performance, since GaBP is not convergent on the true
model and exact computation would involve working with matrices too large
to be done in reasonable time.
The decimation experiments are performed 1,000 times for the small
model (Figure 6-left) and 50 times for the larger one (Figure 6-right). The
results are presented in Figure 7. Note that, in these cases, the k-NN pre-
dictor performance is very bad, due to the fact that correlations are small
compared to the vector dimension (Beyer et al. [2]). The parameter α of (14)
is estimated with a dichotomy search on [0, 1] up to a precision of 0.01. Once
again, the best choice of encoding function is the cdf, which performs clearly
better than ΛMI. Note that on the larger networks results are harder to in-
terpret because of two reasons: the absence of comparison to the perfect
predictor (which computation is too long) and the fact that the network
contains mainly weak correlations.
To give an idea of the actual scalability of our method, the mean running
time for BP to converge on the larger network is around 0.4 seconds with
the choice (F, F−1) and 0.2 seconds for ΛMI.
Let us now turn to an experiment based on actual traffic data.
The Paris urban area highway network. As far as real data exper-
iments are concerned, we have not yet at our disposal a dataset of urban
floating car data covering a complete network, on which we could test the
method in real conditions on a large scale. Nevertheless, it is by now quite
easy to get data from static sensors, installed on the main axes of most high-
way networks and measure the local vehicle speeds (averaged over 5 minutes
in our case). The dataset we consider corresponds to the Île-de-France ur-
ban area, between 5 am and 10 pm, and aggregated over a period of roughly
four months, from March to June 2014 (excluding week-ends and day-offs).
After cleaning the data, from a number of 4,638 stations, we end up with
a set of 1,632 stations with an activity rate greater than 50%. Our dataset
consists of 204× 69 = 14,076 samples of the speed vector Xt ∈ R1632, with
roughly between 10% to 20% of missing entries in average. The dataset is
divided into two parts, the training set, used to build the model, of size
12,240, and a test set of size 1,836, corresponding to the last 9 days of June.
Contrary to the previous synthetic example, the graph of the inference
model is not given in advance, because the stations we are using are scattered
randomly over the network, and are not necessarily associated to contigu-
ous segments. Considering nearest 2d spatial neighbors doesn’t then make
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Figure 8: (left) Graph obtained with ?-IPS of mean connectivity 2 used by
BP-Ising. (right) L1 relative speed error as a function of the proportion
of observed variables. Comparison between BP-Ising, k-NN, GaBP and
exact inverse Gaussian on the decimation experiment. Each curve is drawn
averaged over 1,000 runs. The indicated running times in seconds represents
the mean CPU time needed to perform one inference over the network,
averaged over all the runs.
much sense. In such a situation, as discussed previously in Section 4.2, no
exact optimal way is available to calibrate the model, the task is complicated
by the lack of a graph structure known in advance. From this viewpoint,
Gaussian MRF (GMRF) based model are in a better situation, since many
efficient methods exists to identify graphs corresponding to the inverse co-
variance matrix [12]. In fact in [25] we have developed a specific algorithm
called ?-IPS to address this question, namely building a GMRF compatible
with Gaussian belief propagation (GaBP). Since solving this problem is out-
side the scope of this paper, we simply use here the various graphs given by
?-IPS in combination with the results of Section 4.2 to calibrate the model.
In fact this procedure makes sense only for very sparse graphs, close to the
maximal spanning tree of mutual information [13], because then most im-
portant links are expected to be properly selected, without deteriorating
too much the Bethe approximation underlying Section 4.2. An instance of
a graph selected for BP-Ising is shown on Figure 8-left. We see that, many
long range links are present, even though by looking at the distributions
(not shown) most of the links are short range as expected. This is clearly
an effect of the GMRF modeling, which cannot propagate long range corre-
lations from short range interactions. Instead Ising models should not rely
on long range interactions to propagate long range correlations, especially
on dense urban traffic network, but we are not yet able to verify it properly.
Then, we perform once again the decimation experiment and the com-
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parison between different models and procedures is shown on Figure 8-
right. The encoding used for BP-Ising is (FX , F−1X ). Note that for the
GMRF we supposed a Gaussian copula which amounts to the encoding
(F−1N (0,1) ◦ FX , F−1X ◦ FN (0,1)). The best performance is obtained with the
GMRF modeling, where we see that sparse models compatible with GaBP
can be found and perform better and much faster than the “exact” Gaussian
procedure, which seems to slightly overfit the data in this example. k-NN
is very efficient to find the global traffic pattern with very few observed
variables, but then it does not gain any additional information when more
variables are observed, in contrary to the GMRF modeling, which is able to
gain information by exploiting local correlations. Concerning BP-Ising, we
observed that it has similar performances with GMRF of similar complexity,
i.e. model having a mean connectivity K ∈ [2, 3], both regarding the recon-
struction error and computation time. So clearly the encoding strategy we
have developed in this paper for binary variables is correctly working on this
example, which it was not designed for. Efficient models with higher con-
nectivity are not accessible yet with the ad hoc calibration procedure used
for this dataset. In order to obtain a modeling which gets the best of the
two worlds—GMRF for local correlations and k-NN for global patterns—
which is in a way the promise of the discrete MRF modeling, we have yet
to improve the procedure of model calibration.
8 Conclusion
A new method to model the interaction between real-valued random vari-
ables defined over a graph has been proposed. It relies on the following
information:
• the empirical cumulative distribution function of each variable;
• a potentially incomplete covariance matrix.
This method relies on a MRF model with binary latent variables. A binary
perception is built as a latent state descriptor and the dependencies between
the real state variables are encoded at this latent level. Global patterns can
then emerge from local interactions. This leads to a minimal parametric
method, where both the prediction and the model estimation are easy to
perform.
While the original motivation is traffic reconstruction, this method ap-
plies to any kind of mobile sensors moving on a large network and measuring
some quantity. Sensors on shared bikes could measure air pollution for ex-
ample. This is particularly true in a context of very sparse observations.
Other possible approaches. Before moving forward with the discussion
of our results, it is interesting to examine our reliance on binary latent vari-
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ables, since it is not self-evident. The most natural alternative would have
been to build a multivariate Gaussian copula, since then the Gaussian be-
lief propagation algorithm can be run efficiently on such models. However,
worthwhile complex systems are likely to be multimodal, and a Gaussian
model, which is always unimodal and admits only one reference state asso-
ciated to one single belief propagation fixed point [3], might be not the most
suitable modeling hypothesis. Conversely, binary models are well studied in
statistical physics—under the spin glass terminology [27]—and can exhibit
metastable states corresponding to different modes. Each mode can be, un-
der certain conditions, associated to a belief propagation fixed point [15].
In a preliminary work, we have indeed observed on simulated traffic data,
that belief propagation fixed points can represent the main global traffic
patterns [14].
Another route to obtain multimodal models is the use of a Gaussian
mixture model, where the number of components can be learned from the
data. However, the BP algorithm is well defined for real-valued variables
only in the case of a Gaussian vector X. For Gaussian mixture models,
the nonparametric BP algorithm has been proposed by Sudderth et al. [34],
but it is computationally heavier than classical BP. Indeed, it has to store
and update a number of particles for each marginal distribution and its
complexity scales as particle filtering does, but applied to a larger class
of PGMs. Even with the improvements proposed by Han et al. [16], this
approach remains too time-consuming for real-time applicability on large
networks. By contrast, the BP-based method described in this paper keeps
computations lightweight, with a complexity scaling as the number of edges
in the latent variables graph.
Results and discussion. Let us now come back to discuss the results of
the method and possible extensions.
The choice of the cdf as encoding function and its inverse as decoding
function seems to be the best one, as long as the graph connectivity is not too
high. When this connectivity increases too much, the mBP algorithm looses
its efficiency and one should rather choose the encoding function ΛMI. A
potentially difficult but sometimes necessary task, as illustrated by the Paris
urban area dataset in Section 7, has been left aside in this paper: finding
the dependency graph structure. This task can be performed in principle
using greedy heuristics (see Jalali et al. [19]) or L1-based regularization
method (see Ravikumar et al. [32]). But some additional effort has to be
put forth to make it fully efficient in our context, where compatibility with
BP is mandatory. Adapting the ?-IPS strategy [25] to the context of discrete
models is a line of research under investigation.
Nevertheless, in our target application we expect the dependency graph
to be imposed by the data. Once the encoding/decoding functions are cho-
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sen and the marginals pij have been estimated, many available methods
exist to define the latent PGM, i.e. the set of couplings. The best one will
depend on the data and determining it will require tests on real data. How-
ever, the results presented here make us quite optimistic about applying
this method to urban road traffic data, for which the underlying binary
description seems natural. A natural improvement would be to make the
“temperature” parameter α in (14) depend on the proportion ρ of revealed
variables. This makes sense since this parameter aims to avoid overcounting
interactions, which is roughly related to the number of cycles, decreasing
when ρ increases.
Straightforward generalization of the approach presented here can be
carried out to construct latent variables with a feature space larger than
{0, 1}, by considering additional random thresholds defined in Section 3.1
or deterministic ones; the underlying principles remain unchanged. In par-
ticular, it is still possible to build decoding functions based on ML or on
Jeffrey’s rule, to use the EM algorithm for pairwise distributions estimation
and the mBP algorithm for inference.
A Pairwise model justification with Jaynes’ max-
imum entropy principle
Let us assume that, for a given set E ⊂ V2 of node pairs, we know the
pairwise marginal distributions
∀(i, j) ∈ E, P(σi = si, σj = sj) = pij(si, sj). (30)
We want to express the probability distribution of the vector σ maximizing
the entropy, subject to the constraints (30). The entropy is expressed as:
S(P) = −
∑
σ=s
P(σ = s) logP(σ = s).
The Lagrangian of the given maximization problem reads
L(P,λ) = S(P) +
∑
(i,j)∈E
λij(si, sj)
 ∑
σ=s|
σi=si,σj=sj
P(σ = s)− pij(si, sj)
 ,
and its stationary points yield a distribution of the form
P(σ = s) ∝ exp
 ∑
(i,j)∈E
λij(si, sj)
 = ∏
(i,j)∈E
eλij(si,sj). (31)
In the end we obtain a pairwise PGM for σ as in (3) and thus (31) is a
pairwise model. The only assumptions leading to this is that the pairwise
observation (1) without any other prior cannot lead to more than pairwise
marginal distributions combined with Jaynes’ maximum entropy principle.
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B Proof of Proposition 4
We will prove that the Kullback-Leibler divergence between the empirical
joint distribution P of (Xi, Xj) and the joint distribution P within our model
is strictly positive as soon as IP(Xi, Xj) > log(2).
DKL(P‖P) =
∫
P(xi, xj) log P(xi, xj)P(xi, xj) dxidxj
= IP(Xi, Xj) +
∫
P(xi, xj) log P(xi)P(xj)P(xi, xj) dxidxj ,
def= IP(Xi, Xj)− I(Xi, Xj).
Using the fact that P(xi) = P(xi) and expanding w.r.t. σi and σj , one gets
I(Xi, Xj) =
∫
P(xi, xj) log
∑
σi,σj
P(σi, σj)
P(σi)P(σj)
Λσii (xi)Λ
σj
j (xj)
 dxidxj ,
≤ log
∫ P(xi, xj) ∑
σi,σj
P(σi, σj)
P(σi)P(σj)
Λσii (xi)Λ
σj
j (xj)dxidxj
 ,
with Λ1 def= Λ and Λ0 def= 1 − Λ. Defining Pσiσj def= EP [Λσii (Xi)Λσjj (Xj)], we
get the final expression
I(Xi, Xj) ≤ log
∑
σi,σj
P(σi, σj)
P(σi)P(σj)
Pσiσj
 ≤ log(2),
because we have P(σi, σj) ≤ P(σj) and ∑σj Pσiσj = P(σi).
C Proof of Proposition 5
Let us focus first on the case of one factor with two binary variables σi and
σj , both observed (Figure 9 with n = 2). The messages ma→i are assumed
to be normalized such that ∑
si
ma→i(si) = 1.
We introduce the following notation
un
def= ma→i(0), vn
def= ma→j(0),
so that 1−un = ma→i(1) and 1−vn = ma→j(1). Using the update rules (16)–
(17), one obtains:
un+1 =
ψ00αj v¯n + ψ01α¯jvn
(ψ00 + ψ10)αj v¯n + (ψ01 + ψ11)α¯jvn
, (32)
vn+1 =
ψ00αiu¯n + ψ10α¯iun
(ψ00 + ψ01)αiu¯n + (ψ10 + ψ11)α¯iun
, (33)
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where αi
def= b∗i (0), ψyz
def= ψ(σi = y, σj = z) and using the convention
z¯
def= 1− z.
Lemma 1. The sequences (un)n∈N and (vn)n∈N, defined recursively by (32)
and (33), converge to a unique fixed point for any (u0, v0) ∈]0, 1[2.
Proof. Since the roles of un or vn are symmetric, we will only prove the
convergence of un. From (32) and (33), we obtain a recursive equation of
the form un+2 = f(un) such as
f(x) = h0x+K0(h0 + h1)x+ (K0 +K1)
,
with
h0
def= ψ00αj(α¯iψ11 − αiψ01) + ψ01α¯j(ψ10α¯i − ψ00αi),
h1
def= ψ10αj(α¯iψ11 − αiψ01) + ψ11α¯j(ψ10α¯i − ψ00αi),
K0
def= ψ00ψ01αi, K1
def= αi(ψ10ψ01αj + ψ11ψ00α¯j).
The derivative of f is
f ′(x) = h0K1 − h1K0(
(h0 + h1)x+ (K0 +K1)
)2 ,
which is of constant sign. If f ′(x) ≥ 0, then u2n and u2n+1 are monotonic,
and, because un is bounded, we can conclude that both u2n and u2n+1
converge. If we could prove that there is a unique fixed point in the interval
[0, 1], we would have proved that un converges.
Let us begin by discarding some trivial cases. First the case f(1) = 1
implies that αi = 1 and
h0 = −ψ00ψ01 = −K0,
h1 = −ψ10ψ01αj − ψ11ψ00α¯j = −K1,
which leads to f being a constant function equal to K0K0+K1 . When f(0) = 0,
one has αi = K0 = K1 = 0, and f is again constant. The cases f(1) = 0
and f(0) = 1 are treated similarly and f is still a constant function, which
implies the trivial convergence of un.
Case 1: f is increasing At least one fixed point exists in [0, 1] since
f([0, 1])⊂ [0, 1]. Studying the roots of f(x) − x shows that the number of
fixed points is at most 2 since these fixed points are roots of a degree 2
polynomial.
Since f(0) > 0, f being increasing and f(1) < 1 the number of fixed
points has to be odd, indeed the graph of f must cross an odd number of
times the first bisector. One can conclude that there is only one fixed point
in [0, 1], so both u2n and u2n+1 converge to the same fixed point.
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σ1 σ2 σN−1 σNψa1 ψa2 ψaN−2 ψaN−1
Figure 9: Chain of N pairwise factors, the extremal variables σ1 and σN are
observed.
Case 2: f is decreasing We just have to consider the sequence (1 −
un)n∈N, which is similar, but will be defined by recurrence of the form 1 −
un+2 = g(1 − un) with a function g such as g′ is positive and the result of
Case 1 applies. 
The case we just studied is in fact much more general than it looks.
Indeed, as soon as a tree gets stuck between exactly two nodes with fixed
beliefs, the situation is equivalent and leads to the result of Proposition 5.
Proof of Proposition 5. First it is trivial to see that fixing the beliefs of a
set of nodes V∗ ⊂ V has the effect of the transformation T (·,V∗) in term
of messages propagation. To conclude the proof, it is enough to focus on
proving the convergence on a tree with two leaves in V∗. Consider the tree of
Figure 9; one can show that it is equivalent to the case of Lemma 1 for a well
chosen function ψ. Propagating the updates rules yields ma1→1(s1) ← Θ,
with
Θ ∝
∑
sN
( ∑
s1...sN−2
N−2∏
i=1
ψai(sai)φi(si)
)ψaN−1(saN−1)b∗r(sN )
maN−1→N (sN )
.
We define ψ˜ such as
ψ˜(s1, sN ) =
( ∑
s1...sN−2
N−2∏
i=1
ψai(sai)φi(si)
)
ψaN−1(saN−1),
then we use the results of Lemma 1 to obtain the convergence of messages
on this tree. In the general case of a tree with two leaves in V∗, leaves fixed
on variables σi, i ∈ {1 . . . N} will simply affect the local fields φi. The leaves
fixed on factors ai will affect the functions ψai . In fact, since the graph is a
tree, we know that the information sent by σ1 and σN to these leaves will
not come back to σ1 and σN . These leaves send constant messages, which
can be integrated into the functions ψ and φ, in order to recover the setting
of Lemma 1. 
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