ABSTRACT It is difficult to balance the convergence and diversity at the same time and select the globally optimal particle (gbest) in the multiobjective particle swarm optimization (MOPSO) process. In this paper, a novel method based on adaptive angle division is proposed targeting at archive maintenance and gbest selection. According to the number of particles in the current archive, the angle region of the target space is adaptively adjusted and uniformly divided. The globally optimal particle is selected from the low-density angle region of the particle distribution; in the meanwhile, the superfluous particles are deleted from the high-density angle region. Consequently, the selection of gbest and update of external archive set which including the generation of the optimal solution set and maintenance of external archive set are synchronized. The convergence and diversity are ensured while improving the uniformity of the optimal solution set. In addition, the current highest non-dominated particles in each angle region are preserved, and the particles in adjacent regions are selected to conduct global guidance for such regions and regions of the particle-free distribution area. Through these two ways, the diversity of the population is maintained while the coverage spreadability of the optimal solution set in the target space is enhanced. Four state-ofthe-art evolution multiobjective optimization (EMO) algorithms and the two classic EMO algorithms are selected as the peer algorithms to validate multiobjective particle swarm optimization based on adaptive angle division (AADMOPSO) algorithm. A series of extensive experiments are conducted on five groups of standard test functions. The experimental results show the effectiveness and competitiveness of the proposed AADMOPSO in balancing convergence and diversity.
I. INTRODUCTION
Multiobjective optimization problems (MOPs) widely exist in many fields, such as industry, economy, management, medicine and so on. Such problems often need to take into account two or more objectives simultaneously, and these objectives are mutually restricted or even contradicting. It is challenging to find an optimal solution as well as allowing each objective to achieve optimum at the same time. Therefore, the solution of MOP is no longer a single solution, but a solution set composed of many solutions. It is impossible to judge the merits and demerits of each solution under different
The associate editor coordinating the review of this manuscript and approving it for publication was Haiquan Zhao. criteria for multiobjectives. In addition, with the growing number of objectives and the dimension of solution space, it will be increasingly difficult to compare the advantages and disadvantages of each solution, which will greatly increase the difficulty of creating the optimal solution set.
Evolutionary algorithm [1] - [3] is the most widely used solution to MOP. In recent years, with the rapid development of computer technology and the continuous advancement of evolutionary algorithms, the application of evolutionary algorithms in multiobjective optimization has achieved more and more breakthrough results. At present, there are four main types of multiobjective optimization methods: The first one is based on aggregation or decomposition methods. These methods obtain the solution of multiobjective problems by giving different weights to each single objective, whose essence is to integrate multiobjective problems into single-objective problems. A classic algorithm [4] is multiobjective evolutionary algorithm based on decomposition (MOEA/D). In addition, [5] proposes a new method to maintain external archive sets by combining dominance with decomposition method, which achieves better diversity and coverage in both objective and solution spaces. It is worth mentioning that [6] proposes an enhanced MOEA/D based on elite group with adaptive weight vector adjustment (MOEA/D-AWA) for MOPs with complex PF. The introduction of elite groups can better guide computing resources to search for real sparse regions instead of pseudo sparse regions, i.e. discontinuous regions. Experimental results show that the strategy is helpful to improve the computational efficiency of the algorithm and obtain PF with more uniform distribution. Although the algorithm is continuously improved, there are still some flaws. Firstly, as the number of objectives increases, population becomes very large in size, the multiobjective optimization becomes limited. Secondly, the weight vectors of algorithms are generally set by human to get the optimal solution set, which is difficult to ensure uniformity. Moreover, a set of weights can only obtain one solution set, the efficiency is therefore low.
The second category is indicator-based evolution algorithms. This method uses some indicators as measurement to evaluate the pros and cons of individuals or non-dominated solutions, and carry out the fitness value assignment at the same time. The essence is to transform the original multiobjective problem into a single-objective problem. However, the single objective is an optimization for this performance indicator. The representative algorithms are quick hypervolume algorithm [7] and fast hypervolume-based manyobjective optimization algorithm [8] . Most of index-based evaluation methods above rely on the known real Pareto front (PF), however, the PF in actual engineering applications is often unknown. Therefore, a highly accepted hypercube index is proposed, which advantage is not require the known ideal PF and even is closer to engineering practice. Nevertheless, this method [9] has highly computational complexity and hypervolume (HV) value are greatly affected by the reference point.
The third category is a collaborative multiobjective algorithm based on single targets. The whole population is divided into multiple subgroups and each subgroup optimizes a single-objective problem [10] . New subgroups generated reassemble them into a complete group, then implement cross mutation, resulting in a Pareto solution set through the process of segmentation-merging. Typical algorithm includes vector evaluated genetic algorithm (VEGA). The disadvantages are as follow. Individual subgroups prone to extreme optimal solutions, and the coordination of target values among subgroups is difficult. Competitive and cooperative particle swarm optimization (CCPSO) [11] divides the whole population into subgroups of equal size. At the same time, to promote diversity it also joins force with the elite learning mechanism. Enhance the search ability of the entire group through information exchange, and also prevent premature convergence of the algorithm effectively. Vector evaluated particle swarm optimization (VEPSO) [12] is a multiobjective optimization particle swarm optimization (MOPSO) that also uses multiple populations. Clustering technology [13] is also applied to gbest selection to obtain better solution distribution. This method divides the whole population into several subgroups, and the optimal particles of each subgroup were randomly selected. The selection pressure is adjusted by the migration of the optimal particles among the subgroups.
The fourth type is based on Pareto sorting which is a multiobjective evolutionary algorithm in view of non-dominated sorting. The advantage of this method is that it can find multiple solutions in a run, and it is easy to combine with various evolutionary algorithms. It is efficient and flexible to use. At present, the more classic optimization algorithm based on non-dominated sorting is non-dominated sorting genetic algorithm-II (NSGA-II) [14] . The algorithm has good effects in non-dominated sorting method and crowding degree calculation, while it has certain limitations for three targets and above. Measuring the individual distribution density will result in uneven distribution of the same level of non-dominated solutions. Many MOPSO algorithms are optimized based on non-dominated sorting methods, which include multiobjective comprehensive learning PSO (MOCLPSO) [15] , improved MOPSO based on crowding, mutation, ε-dominance (IMOPSO) [16] , and cultural-based MOPSO (CMOPSO) [17] .
AADMOPSO algorithm is proposed in this paper based on angle adaptive division of target space. The choice of gbest and the maintenance of external archive set are completed synchronously according to the particle distribution in the angle region. Compared with the former algorithm, the main contributions of AADMOPSO algorithm are summarized as follows.
1) Adaptive segmentation of angular regions in the target space. As the number of non-dominant solutions in the external archive set increases, in view of the number of particles and iteration times the angle region is divided in the target space adaptively, which benefit to improving the coverage and distribution of the optimal solution set.
2) The choice of gbest. The high-density region and low-density region are determined by the comparison of the number of particles in each angle region of the target space. Choose particles randomly in low-density region as gbest to guide the renewal of population, which conducive to strengthen the local search of particles in low-density region and improve the uniformity of non-dominant solutions. 3) Maintenance mechanism for external archive sets.
By keeping the number of particles in each angle region of the target space to maintain the number of particles in external archive set. The updating of the current optimal solution set and the deletion of the redundant VOLUME 7, 2019 particles are carried out synchronously, which conducive to improve the calculation efficiency. Besides, maintaining the currently highest non-dominant level particles in the target space at all angles is conducive to the maintenance of the population diversity. In this paper, systematic experiments are carried out to compare AADMOPSO with four other state-of-the-art algorithms and two classic algorithms on a group of MOPs. The remainder of this paper is organized as follows.
The structure of the paper is roughly divided into several parts: Section I introduces the related background and classification of MOPs; Section II introduces the related background of MOPSOs and the motivations of this paper; The basic multiobjective particle swarm algorithm and AADMOPSO algorithm are given in Section III; Several experimental studies are conducted in Section IV, in order to investigate the performance of AADMOPSO. Finally, our conclusions and some possible paths for future work are provided in Section V.
II. MOTIVATION AND RELATED WORK
Particle swarm optimization (PSO) [18] is an evolutionary algorithm inspired by bird swarm foraging. The approach can be seen as a distributed behavioral algorithm that performs multidimensional search. Because of its simple principle and fast convergence speed, PSO can be used to optimize single objective and MOP. Multiobjective particle swarm optimization [19] allows the PSO algorithm to be able to deal with multiobjective optimization problems, which is relatively simple to implement. It is populationbased with approach, and uses an external archive and a geographically-based to maintain diversity.
Each update of PSO algorithm requires the selection of the previous gbest. For the single objective optimization problem, the global optimal particle can be obtained by comparison. However, the selection of gbest is very difficult in MOP. Since gbest is the only ''leader'' of the whole population particles, the choice of gbest is critical to the effect of the convergence and diversity of the whole algorithm.
At present, the main problem of MOPSO is the selection of gbest. The easiest way is to filter out the highest level of non-dominated solutions, which based on the pros and cons of all particles in the current population and store them in an external archive set. The simplest way to select gbest from an external archive set is to select the method randomly. The advantage of randomly selecting gbest is that it helps to maintain the diversity of the population. The denser the distribution of particles in this area, the greater the probability that the particles will be selected as gbest. The search efficiency is low, therefore it is difficult to ensure the diversity of the non-dominated solutions, and it is not conducive to the uniform distribution of the particles, which tends to cause the particles to fall into localized optimum and affecting the overall diversity or even precocity. Thus, many methods are proposed for the update of gbest, including fuzzy clustering method [20] and cooperative method [21] . Moreover, [22] proposed a dynamic MOPSO is proposed, which the number of swarms are adaptively adjusted to support convergence and diversity criteria. In [23] , an external archive-guided MOPSO algorithm (AGMOPSO) according to immune evolutionary strategy was proposed for maintaining external archive.
There are also some papers that use different external archive maintenance mechanisms. In [24] , a new archiving method was proposed to guide the particles to different regions of the PF by reference points. Adaptive grid technique [25] based on hypercubes is proposed to gain a well-distributed PF. The method of adaptive meshing in the target space is served to estimate the particle density of the non-dominated solution, and gbest is randomly selected in the sparse region of the non-dominated solution distribution, and the excess density of the non-dominated solution set is removed. Consequently, the uniformity of particles is improved. However, meshing depends on artificial settings. When the number of particles contained in the grid is equal, the selection of gbest degenerates into random search, which is not conducive to algorithm convergence.
Moreover, the choice of gbest and gbest will lead to different flight directions of particles, which exerts an important influence on the convergence and diversity [26] . However, for algorithms above, how to balance the relationship between convergence and diversity is a persistent challenge [27] , [28] . In addition, fuzzy clustering and coevolution are also used to improve the convergence of MOPSO in [29] . The faster the convergence speed is, the easier it will fall into local optimization. Perturbation operator can avoid falling into local optimization. As a result, almost all MOPSOs have employed a perturbation operator to accelerate the convergence or escape from local PF. A new MOPSO algorithm [30] is proposed based on decomposition (MPSO/D). In view of the decomposition method, each sub-region in the target space has a solution to ensure the diversity of the population. At the same time, the convergence is ensured by measuring the fitness value through the crowding distance for selection operator. The algorithm has certain advantages in convergence and diversity.
The MOPSO algorithm mentioned above has improved the selection of gbest and the balance of global and local search capabilities, but cannot guarantee diversity and convergence at the same time. It requires external archive sets for redundant particle deletion, and the screening of the solution and the deletion of the unwanted particles cannot be performed synchronously. Most of them are solved by means of the Euclidean distance.
In view of all above, it is difficult to ensure the diversity and convergence of the multiobjective optimization process synchronously. The screening of non-dominated solutions and the deletion of redundant particles cannot be synchronized, and the problem of gbest selection is difficult. With these ideas and motivation in mind, it is recommended in the following sections that is to study and to discuss AADMOPSO algorithm.
1) The adaptive adjustment angle division is used to divide the region of the multiobjective space. The divided region covers the entire target region, and there is no default region. The angle is adaptively adjusted according to the number of non-dominated solutions and number of iterations in the angular region of target space. The number of particles in each angle region is taken as the measurement standard, and gbest is selected in the low-density angle region to guide the population update. It is beneficial to improve the uniformity of the optimal solution set and coverage. 2) Meanwhile, the denser particles in the high-density angle region are deleted to maintain the external archive set. Compared with the traditional method, it is not necessary to remove the surplus particles according to the crowded degree after all the non-dominated solutions in the population are screened, thus improving the efficiency. 3) For the regions without particles in the external archive set, the current highest non-dominated particles in each angle region are preserved. In order to strengthen local search for such regions and regions without particles, the global optimal particles are selected in the adjacent angle regions to guide the update, which is beneficial to improve the search efficiency while maintaining the diversity of the population. The algorithm synchronizes gbest selection, the generation of the optimal solution set and the maintenance of the external archive set, ensuring convergence and diversity and improving the efficiency of the algorithm.
III. DEVELOPMENT OF THE PROPOSED ALGORITHM
In this section, we introduce some concepts and definitions used in AADMOPSO firstly. Then we describe initialization of population based on boundary particles guidance and the process of adaptive angular region division. Besides, gbest selection strategy and excess particles deletion process are given in Sections III-D and III-E respectively. Finally, we propose the framework of the proposed algorithm.
A. DEFINITIONS AND CONCEPTS 1) MULTIOBJECTIVE OPTIMIZATION PROBLEM (MOP):
A MOP may be stated as a minimization problem and defined as follows:
where is the decision (variable) space, m is the objective space, and F : → m consists of M real-valued objective functions.
where x ≺ y denotes that x dominates y. If x is not dominated by any other solution y, x is called a Pareto optimal solution.
The set of the optimal solutions in the solution space is represented as the Pareto set, and the corresponding set in the objective space is denoted as the PF.
2) BASIC MOPSO ALGORITHM
The MOPSO algorithm treats each particle as a feasible solution, and the optimization process is that each particle of the whole population is iterated under the joint influence of gbest and the individual optimal particle (pbest).
Suppose that the particle swarm in the d-dimensional space consists of N particles. N represents the number of particles in the whole population, t represents the current iteration algebra, f represents the fitness function, and P represents the position. Then the particle velocity V and the position P are calculated by the following update formula:
d-dimensional space, position of particles x i is:
is the upper and lower limits of speed.
Optimal position of particle i is:
The best place the population has experienced is:
The d-dimensional position and velocity update formula of particle i at time t + 1 is:
id is the d-th component of the flight velocity vector of the particle i at the tth iteration; x t id is the d-th component of the position vector of the particle i at the tth iteration; c 1 , c 2 is acceleration constant, adjust the learning maximum step size; r 1 , r 2 is two random functions, ranging from [0,1] to increase search randomness; ω is inertia weight, non-negative number, adjust the search range of the solution space.
B. INITIALIZATION OF POPULATION BASED ON BOUNDARY PARTICLES GUIDANCE
At the beginning, the velocity and position of the particles initialized randomly in the population. It is important that the particles in the external archive set have a relatively broad coverage and uniform distribution in the target space. Since the angle area in the target space is divided according to the number of particles in the current external archive set, the number of particles in the previous external archive set is small. In this case, if a small angle area division method is adopted, there will no particles present in many areas, which will cause the lack of global optimal particle guidance and the uniformity of the distribution.
Therefore, we propose an improved algorithm that takes boundary particles as the global optimal particle to guide other particle updates in the early stage, so as to improve the VOLUME 7, 2019 uniformity, the overall coverage of the optimal solution set distribution in the target space, and improve particle diversity.
Firstly, the minimum boundary particle of the target value is used as gbest to guide the particle update. Here we take minimum of the target value 1 (fitness 1 ) as an example. After n 1 generations, initialization iterations are terminated. Since MOPSO algorithm converges fast, the number of iterations should not be too much to prevent premature convergence. If the number of iterations is too small, the uniform effect is not easy to be showed. Here, we set the range of n 1 to 3-10.
Secondly, the initialization state is taken as the starting state again.
Thirdly, the minimum of the target value 2 (fitness 2 ) is used as gbest guiding particle update, then update another n1 generations, which is the same number of iterations as before.
We update the extreme value of a target value after saving the initialization state, and then move again from the initialization state to the other extreme boundary particle. If starts at the current state, the target value is another extreme particle acting as a global optimal particle which guide other particle updates in the population, although the particle movement is affected by other factors, such as its own state and random variation. The overall trend will show the first-to-one extreme particle movement, and another ''reciprocating'' trend of the extreme particles moving back on one side. At this time, not only the distribution of the population particles in the target space is more uniform, but also the coverage. It maintains population diversity comprehensively.
C. ADAPTIVE ANGLE DIVISION IN TARGET SPACE
After the particles are uniformly initialized, the angle region is adaptively divided in the target space.
When the angle region is divided in the target space, if the angle region is too large in the initial stage, it is not easy to clearly identify the high density region and low density region of particle distribution, and the selection of gbest has weak pertinence, which is easy to affect the convergence speed. The low density area refers to the area with a small number of archive particles distributed in the divided angle area in the target space, while the high density area refers to the area with a large number of archive particles distributed in the divided angle area in the target space. If angle region division is required at one time according to the number of final solution sets (here we assume 100 particles in the final target space), when gbest is randomly selected in the current optimal non-dominated level, it is impossible to judge the particle distribution of the local region relative to the entire target space, as shown in Figure 1 . If the target space is evenly divided into 100 regions according to the angle, there is only one particle in the angle regions a, b, c,..., j, etc. The selection of gbest is carried out randomly in these regions with the same selection probability. In fact we prefer gbest to be able to choose from the h, i and j regions. Judging from the whole target space, these areas are really sparse. When we increase the angle of division, we find that there are 2 particles in region A, 3 particles in regions B and C, and only one particle in regions D, E and F respectively. Obviously, the D, E and F regions can be better identified as real low density regions by using this region division method. Therefore, the division of angle region cannot be too small or too large. As the number of iterations increases, the number of particles in the current highest non-dominated level will continue to increase and their distribution will become more and more extensive.
The adaptive angle region is mainly divided into five phases, which is shown in Figure 2 . There are five main stages in adaptive angle division. Here, we use D = 3 to illustrate.
At the first stage, the whole target space is divided into D i regions with D i (i = 1) angular region when the number of divisions and the number of particles in current external archive set have the following relationship:
where P archive is the number of particles in current external archive set, P is the maximal number of particles in external archive set, i max is the maximal number of divisions. The process of the first stage is shown in Figure 2 (a). The particles are randomly selected from the angular regions with low particle distribution density as gbest. Because the angular region spans a large extent, it is guaranteed that particles exist in each region, which is beneficial to ensure the diversity and global coverage of the population. The second stage of angular division: as the number of iterations increases, the number of particles in the external archive set will gradually increase. At this time, the angle of the angular region is 90
• D i (i = 1) and the particles are randomly selected from the angular region with low particle distribution density as the global excellent particles, the targeted guiding effect will not be obvious, therefore, it is necessary to further refine the division of the angular region in the target space. When the number of particles in the external archive set is 25-50, the span area is adjusted to 90
, that is, the target space of 90 degrees is evenly divided into 9 regions, and gbest is still randomly selected in the region with low particle density for the excellent particles to increase the probability of particles in the low-density distribution region, that is, to further improve the uniformity of the optimal solution set distribution in the target space, which is shown in Figure 2(b) . For the angular region where the particle distribution in the target space is 0, there are two possibilities, one is that there is no non-dominated solution of this region, that is, the optimal solution set is intermittent; the other possibility is that it has not been searched so far. The target value distributed within the angular region. In both cases, we use an improved method of randomly selecting particles in adjacent angular regions as gbest, thereby increasing the possibility of particle distribution in this part.
The third stage, when the number of non-dominated solutions in the external archive set is 90
• D i (i = 3), the target space is divided into D i (i=3) domains. The process of angle division is shown in Figure 2(c) .
At the fourth stage, when the number of non-dominated solutions in the external archive set is 75-100, the target space is divided into D i (i = 4) domains. VOLUME 7, 2019 At the fifth stage, we divide the target space into 100 regions, that is, 0.9
• per area. The resulting external storage set has 100 solutions, and the final ideal result is that there is one particle in each region, which is shown in Figure 2(d) . However, in many cases, the convergence of the MOPSO algorithm is very fast. After several iterations, it is difficult to generate a new coverage area even if it is further iterated. At this time, a good optimization effect has been achieved. Therefore, the termination condition of the algorithm iteration is set to two, one is that there is one particle in each region, and the other is that the number of iterations reaches 100 generations, and the two can satisfy the termination of one of the algorithms.
D. GBEST SELECTION STRAGY
We can judge the high density area and the low density area according to the distribution of particles in the target space by dividing the target space into angles adaptively. Selecting gbest from the low density region is helpful to guide the population particles to strengthen the local search in the low density region, thus improving the probability of finding better solution set in this region.
In the process of multi-objective optimization, PF may be concave, convex, continuous and discontinuous. When PF is discontinuous, there are some areas where particle distribution does not exist. These areas are called true sparse areas, while some areas where particle distribution exists but are not searched out are called pseudo sparse areas. In the search process, we hope to devote as much energy as possible to mine really sparse areas, instead of wasting time in pseudo sparse areas.
To solve this problem, our method is to retain the current highest priority particles in each region to maintain diversity, and to increase the variation of particles distributed in the region to explore a better solution in the region. At the same time, the particles in the neighboring areas of this area are used as gbest to guide the search for better individuals. The specific operation is as follows: when the division of the adaptive angle region of the target space is finished, the whole target space is divided into 100 regions, and at this time we keep the particles at the highest non-dominated level in each angle region in the external archive set (archive 0 ). That is to say, not only the highest non-dominated particles in the entire population are retained, but also the particles in the region where the highest non-dominated particles do not exist but exist are stored in another external archive set (archive 1 ). gbest is selected from particles in the low density region of archive 0 . In the update process, if particles at higher non-dominated level appear in archive 1 , the original particles will be replaced; if they do not appear, the original particles will be retained. At the same time, the population update is guided by selecting particles from adjacent regions as gbest. When the non-dominated level of particles in archive 1 is the same as that in archive 0 , move to archive 0 . This method is not only helpful to strengthen the local search in the true sparse region and improve the search efficiency of the algorithm, but also helpful to maintain the diversity of the population.
For the particle-free distribution region, gbest is selected randomly in the adjacent angular region. Selecting particles as the global optimal particle guidance update is beneficial to improve the uniformity of the non-dominated solution distribution in the optimal solution set.
E. MAINTAIN THE NUMBER OF PARTICLES IN THE EXTERNAL ARCHIVE
If the traditional MOPSO algorithm finally obtains the optimal solution set of 100 solutions, about 200 solutions will be stored in the external archive set, and 100 solutions with lower crowding degree will be selected according to the crowding degree of the particles in the target space. As the current optimal solution set, the crowding degree is obtained according to the Euclidean distance between the target values of the particles in the target space. Although the diversity of particles can be maintained, the process is relatively complicated in two steps.
The method proposed in this paper sets the external archive set with only 100 particles, and gradually generates an optimal solution set with 100 solutions by continuously optimizing 100 particles. As the number of iterations increases, quantities of particles in the external archive set will continue to increase. When the amount of particles reaches 100 upper limits, optimization continued until there is only one particle in each angular region. If the scalar of particles in a certain region is better than one, the excess particles are randomly deleted. That is to say, the selection of gbest and the maintenance of external archive set are completed synchronously. The update probability of the low-density region is enhanced, then the deletion of the excess particles with high crowding degree is completed, and the optimal solution set is obtained. For an area where no particles exist in the external archive set, the particles with the highest non-dominated level in the area are retained. Even if the current highest non-dominated particles in this area have a lower dominant level compared with particles in other areas, these particles will be retained, and the search will be strengthened by updating the particles in this part of the area. Considering that the algorithm may has converged but still cannot reach only one particle in each angular region, here we increase the maximum number of iterations as another termination condition. When one out of the two termination conditions are satisfied, the algorithm will terminate the iteration.
Moreover, AADMOPSO algorithm has obvious advantages comparing to the MOPSO algorithm based on mesh partitioning.
1) The grid-based method only sets the meshing area according to the minimum and maximum values appearing in the target space after each update. When the real extreme value in the target space is not reached in the update process, the meshing area in the target space will be missing. The method based on adaptive angle region partitioning can cover the entire target space after normalization.
2) The grid with particle distribution 0 has no chance to be guided, which leads to the lack of exploration of possible space. The method based on adaptive angle region segmentation randomly selects the particles in the adjacent angular region for the angular region with particle distribution 0 and provide guidance, it helps to explore in the area with no particles present, and offers better diversity. 3) The method based on meshing uses random deletion to process the extra particles in the mesh, and the method based on adaptive angle region division has one and only one particle in each angular region, which is beneficial to improve the uniformity of the optimal solution set in the target space. 4) The method based on meshing first screens out the non-dominated solutions in the external archive set, and then removes the extra particles according to the particle density in the mesh. The method based on adaptive angle region partitioning is to complete the selection of non-dominated solutions as well as remove the excess particles spontaneously, with improved efficiency.
F. FRAMEWORK OF THE PROPOSED ALGORITHM
In this paper, an AADMOPSO algorithm in target space is proposed. The angle segmentation region is adaptively adjusted according to the distribution of particles in the target space in the external archive set, until the number of particles in the external archive reaches each angle. The algorithm terminates when there is one and only one particle in the region or when the maximum number of iterations is satisfied. In the meantime, the dense particles are deleted in the high-density angle region to keep the number of particles in the external archive set concentration stable. The algorithm synchronizes gbest selection, the optimal solution set generation and redundant particles deletion. It ensures diversity of population and improves on the efficiency of the algorithm. At the same time, the global coverage of the optimal solution set in the target space is enhanced by increasing the update and guidance of the particle-free distribution region in the adjacent angle region.
The flow of AADMOPSO algorithm is as follows:
IV. COMPARISON OF RESULTS

A. INITIALIZATION COMPARISON
In this section, we will compare the pros and cons of five evolutionary algorithms with five more commonly used bi-objective test instance from ZDT benchmark functions [31] , which PF of ZDT1 and ZDT4 function is convex, PF of ZDT2 and ZDT6 function is concave and PF of ZDT3 function is disconnected. Boolean Function ZDT5 has not been tested because it requires binary encoding. For ZDT1-ZDT3 test problems, 30 decision variables are used; ZDT4 and ZDT6 are used for 10 decision variables. The conventional initialization method is to randomly initialize the population and assign the boundary particles with high fitness value. The method we propose is to keep the initialization state of the population, and respectively take the extreme points of the two target values as gbest to guide the population update, which has been introduced in detail in part B of Section III. In order to show the effectiveness of this initialization method, we compare the proposed initialization method with the conventional initialization method. The test functions ZDT1-ZDT6 are updated for 10 generations and run 20 times respectively, and the one with the best effect is selected to compare. In order to be fair, we will keep the particle distribution initialized for the first time during each comparison, so that the initialization effect can be compared under the same initial state, and making the comparison result more objective.
As it can be seen from Figure 3 - Figure 5 , for the test functions ZDT1-ZDT3, since one of the two target values is
Algorithm 1 Framework of AADMOPSO
Input: Number of particles P, number of iterations n, number of initial divisions D, number of divisions i, number of archive particles P archive Termination conditions:1) There is one and only one particle in each region
2) The maximum number of iterations is reached Termination while 1) or 2) Step1: Initialization of population based on boundary particles guidance 1) Randomly initialize the position and velocity of each particle, calculate the minimum value of fitness_1 as fitness_1_initial and the minimum value of fitness_2 as fitness_2_initial in the target space, and record the particle solution space and the initial state of the target space.
2) The target space target value is dynamically normalized.
if n ≤ n1 find the minimum value of fitness_1 in archive if fitness_1 > fitness_1_initial gbest is selected as fitness_1_initial else gbest is selected as fitness_1 end else if n1≤ n ≤ n2 find the minimum value of fitness_2 in archive if finess_2 > fitness_2_initial gbest is selected as fitness_2_initial else gbest is selected as fitness_2 end end Step2: Adaptive angle region division 1) While
≥ 100, order D i = 100) regions 2) Count the number of archive particles in each region 3) gbest is selected from the low density region randomly Step3: gbest selection after adaptive division and archive maintenance 1) Count the number of archive particles in each region 2) if the number of archive particle=0 and no particles exist gbest is selected from the adjacent region randomly else if the number of archive particle=0 and any particle exists the current highest non-dominated particle is stored in another archive set, gbest is selected from the adjacent region randomly else if the number of archive particle>1 the excess particle is deleted randomly end Output: a group of solutions used as gbest to guide the update respectively, there may be some influence on the convergence speed during initialization, but from the convergence effect of the final algorithm, it does not affect the overall convergence effect. For the test functions ZDT4 and ZDT6 in Figure 6 and Figure 7 , due to the high complexity of the test function itself and many factors affecting the convergence of the algorithm, the initialization method proposed by us has good consistency and coverage, and has certain advantages in convergence speed. In short, compared with the traditional initialization method, the particle distribution in the target space is more uniform and the coverage is wider.
B. BENCHMARK PROBLEMS
This paper section compares the proposed AADMOPSO with four state-of-the-art MOPSO algorithms: interactive PSO (IMOPSO) [32] , crowded distance MOPSO (DCMOPSO) [33] , MOPSO based on decomposition and dominance with archiving using crowding distance algorithm (D 2 MOPSO) [5] and MOPSO in view of parallel cell coordinate system (PCCSMOPSO) [34] . In order to verify the effectiveness of adaptive angle region division method and the selection produced, the proposed AADMOPSO algorithm is compared with IMOPSO algorithm according to adaptive grid and PCCSMOPSO algorithm based on parallel cell. IMOPSO algorithm is MOPSO algorithm based on adaptive grid, which also divides the target space into hypercube regions. The difference between grid-based region division and angle-based region division has been analyzed in details with part E of Section III. PCCSMOPSO algorithm is in view of the parallel coordinate system to maintain the external archive set, which is different from the crowded-based maintenance method of most MOPSO algorithms. Moreover, for a more comprehensive explanation of the experimental results, the proposed AADMOPSO algorithm is compared with the classical evolutionary algorithms-D 2 MOPSO based on decomposition and DCMOPSO based on crowded distance. D 2 MOPSO is MOPSO algorithm that in view of decomposition, which can make the obtained PF have good diversity and coverage. DCMOPSO algorithm is a basic MOPSO algorithm according to non-dominated sorting. NSGA-II and MOEA/D are also chosen to compare with AADMOPSO algorithm. NSGA-II is a multi-objective optimization algorithm based on non-dominated sorting, and MOEA/D is a multi-objective optimization algorithm according to decomposition, both of which are very classic multi-objective optimization algorithms.
For IMOPSO, DCMOPSO, D 2 MOPSO, PCCSMOPSO and AADMOPSO algorithm, set the population size to 100. The maximum number of archives to 100 and the maximum number of iterations is 200. All algorithms run 30 times for each test function. To allow a fair comparison, the related parameters of all the compared algorithms are set according to references. Their control parameters c 1 and c 2 are randomly sampled at [1.5, 2.5] , and the inertia weight is randomly generated from [0.1, 0.5]. In order to avoid PSO converge to a local PF, mutation operators [35] were adopted. In NSGA-II, the crossover rate is 0.9, while the mutation rate is 1/n, where n is the number of decision variables. The distribution indexes for SBX and polynomial mutation operators are both set to 20. For MOEA/D, the number of neighboring subproblems is set to 20, the number of total subproblems is 100. The distribution indexes for crossover and mutation are both set to 20. The probability that parent solutions are chosen from neighbors and maximal number of parent solutions that are replaced by each child solution is 0.9 and 2, respectively.
The results of the test function ZDT1-ZDT6 are shown in Figure 8 - Figure 12 . These plots show the final set of non-dominated solutions found by AADMOPSO algorithm. To visually show the optimization performance, the best results of AADMOPSO algorithm on these test problems are plotted the true PFs are identified with the red lines and the approximated PFs are marked with small blue circles. It is evident that the found approximated PF by AADMOPSO algorithm is distributed uniformly on the true PF. 
C. PERFORMANCE MEASURES
There are generally three main optimization objectives for MOP. The distance between the non-dominated solution set obtained by the algorithm and the real PF is the smallest. To explore the performance of multiobjective evolutionary algorithms, three performance metrics are used to measure the quality of the obtained solutions.
The first performance indicator is SP (spacing indicator) [36] , which is one of the normally used uniformity evaluation methods. The evaluation function is defined as follows. d i is the distance between the non-dominated solution i and j in the target space,d is the average value of all d i , n is the number of non-dominated solution that has been found. The smaller value of SP, the more uniform obtained nondominated solution and its distribution in the target space. If SP=0, it will indicate that the solution obtained by the algorithm is equally spaced in the target space.
The second performance indicator is the reverse generation distance (IGD) [37] , which is the average distance of the true and uniformly distributed Pareto optimal solution set P * to the optimal solution set P obtained by the algorithm. The minimum Euclidean distance between individuals and individuals v in population P is represented by dist (v, P); IGD is the comprehensive performance index of the algorithm, reflecting the distribution and convergence of the algorithm, the smaller the better. The IGD value can be calculated as follows:
|P * | is cardinal number of P * . When P * is large enough to represent the PF, the smaller the IGD index value, the better the convergence and diversity of the obtained population P.
The third performance indicator is HV metric [1] .
T is the reference point in the target space and is governed by all Pareto optimal target vectors, P is an approximate solution set obtained by a given multiobjective evolutionary algorithm. Then the HV value of the solution set P is the volume of the region that is bounded by z * and governed by the solution in P, and its mathematical definition is as follows:
where volume (·) is the Lebesgue measure used to measure volume. S represents the number of non-dominated solutions, v i represents the hypercube formed by reference point z * and the ith solution in the solution set HV is an effective one-dimensional quality metric. It is strictly monotonous in terms of Pareto dominance. The higher the HV index value, the better the approximation of set P. Here we use I H indicator based on indicator of HV. I H can be used to comprehensively evaluate the convergence and distribution of algorithms, which are defined as follows:
A is the set to be solved; R is the theoretical solution set; I h is the pure super-volume indicator, which can calculate the super-volume of the region dominated by the approximate frontier in the target space. The smaller the I H value, the convergence of the solution set found and the overall effect of distribution is better.
D. PERFORMANCE INDICATORS
It can be observed from the above table that for ZDT1-ZDT6 test function, the simulation results of AADMOPSO are compared with other four algorithms: IMOPSO, DCMOPSO, D 2 MOPSO and PCCSMOPSO. The second group is two classic algorithms, which include NSGA-II and MOEA/D.
For each test question, run 30 times independently, and then statistically analyze the calculation results, namely the mean value (Mean) and the standard deviation (Std). Table 1 shows the results of seven algorithms for solving five test problems-the average and standard deviation of SP values. As can be seen from the table, AADMOPSO algorithm has better convergence and uniformity than other algorithms. Table 2 and Table 3 show the average and standard deviation of IGD indicator and I H indicator respectively for the seven algorithms to solve the five test problems. As can be VOLUME 7, 2019 seen from the table, for most test problems, AADMOPSO can get a well-distributed Pareto boundary. By analyzing the mean value and standard deviation of these two indicators, we can find that AADMOPSO algorithm has better diversity and convergence than other six algorithms. The performance of AADMOPSO is found better in most of the cases, thus justifying its potential.
V. CONCLUSION AND FUTURE WORK
We put forward a proposal AADMOPSO algorithm to expand PSO to deal with MOP. The proposed AADMOPSO algorithm is relatively easy to implement the guidance of population update by introducing the division of adaptive angle regions in the target space. To obtain the optimal solution set with uniform distribution and good coverage, gbest selection in low density region, archive maintenance and redundant particle deletion are accomplished simultaneously. Moreover, the current optimal particle in each angular region is preserved to maintain diversity. It is effective to use particles in adjacent angular region to guide population update. The algorithm ensures the distribution and convergence of the optimal solution set. The results of test functions show evidence that our method is a feasible alternative with its highly competitive average performance compared with some best multiobjective evolutionary algorithms known so far.
We hope to explore one aspect in the future is to use MOPSO algorithm based on adaptive angle region division to solve the three-objective optimization problem. This will improve the ability of the algorithm to evenly distribute the found non-dominated solution sets. We are also considering the possibility of extending this algorithm so that it can handle the dynamic function. Finally, we hope to study the fine tuning of the required parameters for the algorithm in greater details so as to provide a more solid foundation for more accurate definition of those parameters. 
