This paper reports the application of Kohonen 's Self-Organising Map @OM) network to the classification of lithology ?om well log data. The well log data are classiJied into nodes according to a pre-deflned grid arrangement. The Learning Vector Quantization (ZVQ, algorithm is then applied to train the network under supervised learning. After the network is trained, it is used as the classi$cation model for subsequent data. Results obtainedfrom exampIe studies using this proposed method have shown to be fast and accurate.
Introduction
today. However, this method can only handle a limited number of log data as any graphical representation exceeding three dimensions will be diftlcult to visualise. The second approach makes use of multivariate statistical methods such as principal component analysis and cluster analysis. Although these methods enable the integration of various log measurements, large number of training data are required so as to satis@ a number of assumptions in the evaluation process.
I
Lithology classification involves the deduction of principal rock matrix composition based on data obtained from various well logging instruments. These well logging instruments record the physical properties of earth at specific depths along the well bore. The measured quantities include resistivity, bulk density, gamma ray, neutron porosity, sonic waves and other parameters [1,2]. The determined lithologies can then be used to answer a variety of questions such as thickness of a specific zone, or, depth of a particular formation. In addition to classification of lithologies, well logging data are also used to determine or predict petrophysical properties such as porosity, permeability and water saturation [3,4,5]. These information are essential for the prediction of reservoir characteristics and subsequently for the determination of reservoir production and related economic factors. In both cases of lithology determination and petrophysical properties prediction, interpretation models are required to translate the well logging data to output quantities such as rock matrices and petrophysical properties. Derivation of such interpretation models normally falls into one of the two main approaches [6] . The first one is based on graphical crossplotting and statistical techniques. This method requires knowledge and experience of a log analyst who decides the appropriate modeIs judging from a series of graphical crossplots. This method has been in use for more than thirty years and is still widely used I In recent years, artificial neural networks (ANN) have been used to establish the interpretation models Although the results reported are very promising, applications of the BPNN suffer the main disadvantage of long training time. The training time for a large amount of data using a basic BPNN can be in terms of hours or even days. Another problem of BPNN is the need to select various parameters such as network contiguration. Also, it is necessary to optimise the variables such as learning rate and momentum used in the weight updating formula. Coupled with excessive long training time, optimisation of the BPNN is Micult when a complex model and huge number of data are involved. This paper reports the application of the Kohonen's Self-Organising Map (SOM) algorithms [lo] to the determination of lithologies. Although predication of petrophysical properties is not reported in this paper, outputs from the initial classification process based on SOM can be applied to other networks in next level for that purpose. This approach enables the division of a complex network into a number of subnetworks. Since the number of data to be handled by each sub-network is smaller, the training time is significantly reduced. This is similar to the 'genetic approach' used for petrophysical properties prediction as reported in References [5] and [ll] . A test example of 127 training samples comprising six input variables and three rock matrix outputs is used. The trained network is then applied with 378 test data. The recognition accuracy is close to 100%. The training time recorded are in seconds and it is negligible as compared to the BPNN method.
Well Log Interpretation Model and ANN
In well log data interpretation, the relationship between the input and output data of the interpretation model can be expressed as follows. When a feedforward ANN configuration is used as the interpretation model [6,7,8], the network is applied with input quantities such as gamma ray, resistivity, neutron porosity and bulk density from various logging instruments. The number of hidden layers and number of nodes in each hidden layer are parameters that have to be decided by the user. The nodes in the output layer correspond to different output parameters such as rock matrices, porosity and permeability. A set of input and output training vectors is used to train the network. This training process is based on Supervised Learning. Among the vast varieties of learning algorithms, the error backpropagation algorithm [12] is most widely used. Although results from this approach has been highly successful [5, 6] , the disadvantages such as long training time associated with the BPNN cause inconveniences in practical use. This calls for improvement of the basic BPNN algorithm or other forms of network configurations and learning algorithms.
The Self-Organising Map
The Self-Organising Map (SOM) proposed by Kohonen [lo] has the ability to classify and cluster a set of input data. The network consists of two layers and the input nodes are corresponding to the number of attributes of the input vectors. The SOM algorithm performs clustering based on the "winner take all" competitive learning technique. Through the unsupervised learning process, the output nodes of the network will organise the inputs into different classes according to their characteristics, The network essentially estimates the probability density function of the input data. Once the network is trained, subsequent inputs will be assigned to the closest class with the highest probability. If the outputs due to the input vectors are known, the SOM approach can be extended to form the Learning Vector Quantization (LVQ) algorithm. Similar to SOM, the LVQ algorithm makes use of competitive learning rule to define decision boundaries in the input space. An additional layer representing the known output classes is incorporated above the normal SOM output layer. This layer enforces oneto-one correspondence between the SOM outputs and the expected output classes. The LVQ algorithm is based on supervised learning because it is given a set of input patterns along with correct output class labels. Execution time of the SOM and LVQ algorithms is very fast and their classification accuracies are high as illustrated with the example in Section 5.
Applying SOM and LVQ Algorithms to Lithology Classifications
In applying the SOM and LVQ algorithms to lithology classifications, a number of approaches have been attempted and they are listed as follows. Approach 3. Class@ the output data using SOM algorithm. Unlike the manual approach in 2, the input data is now classified automatically according to their output characteristics. The LVQ algorithm is then applied. The resultant network will be the classification model for subsequent inputs.
Output Grid Size Time
When all the approaches are tested, results from Approach 1 have proved to be unsatisfactory. An ideal result is one which classifies both sets of input and output data into comparable classes. The matching accuracy between the two classification results was found to be less than 50%. This indicates that the mapping between the two sets of data is not unique. Hence this approach was abandoned.
Quantization Error
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The second approach assumes that the input data are classified according to the input and/or output characteristics. This requires the experience and knowledge of a log analyst or geophysicist. Hdshe will observe the input data and determine the class patterns. With the manually classified input data, LVQ algorithm is applied to train the network. This approach is time consuming and inefficient. The classifcation accuracy is very much dependent on the expertise of the personnel involved.
Since it is known that a certain relationship exists between the input vectors and the characteristics within the output data, the third approach uses the output data as basis for initial classification. The SOM is first applied to class@ the output data. The classes obtained are then used to label the input vectors. The input vectors coupled with the output class labels are then applied to the LVQ algorithm. The process is summarised in the following steps.
Step 1: Normalise the input and output data.
Step 2: Determine the number of classes required and apply SOM algorithm to the output vectors.
Step 3: Label the input vectors according to output classifications from Step 2. Step4: Apply the LVQ algorithm to the normalised inputs and establish the network.
Results and Discussions
The hardware platform for this work is a PC 486 Figure 1 . Three output variables are used in the classification process as described in
Step 2. They are rock matrices MATRIX-1, MATRIX-2 and MATRIX-3, which correspond to sandstone, limestone and dolomite respectively.
Three output grid sizes for the SOM output layer have been tested. The quantization error and execution time due to these three configurations are tabulated in Table 1 . From the results in Table 1 , it can be observed that the quantization error reduces with increasing number of classes. However, increasing number of classes implies a reduction of the generalisation capability. On the other hand, if the number of classes is too low, the network provides poor discrimination. In this study, an output grid size of 2x3 is considered to be the most satisfactory option. In order to illustrate the characteristics of the rock matrix compositions, samples with the least quantization error in each class are shown in Table   2 . In the same table, the number of samples grouped under each class is also illustrated.
Once the network is trained, new input data can be classified by applying the normalised data to the network. Table 2 (a), composition of class 1 for the 1x3 grid-size is predominantly sandstone (MAT-1) and classes 2 and 3 show different ratios of limestone (MAT-2) and dolomite (MAT-3). In the 2x3 gridsize output as shown in Table 2 Table 3 illustrates a very high recognition accuracies. However, the value decreases with increasing grid-size. This is due to the existence of data in the overlapped boundaries between classes. As the number of classes is increased, the overlapped areas are also increased and some of these data may be classified incorrectly.
After the network is trained, a set of test data is applied to validate and check the accuracy of the network. A plot of the classification results is also shown in Figure 1 . The test data were obtained from the same well at an interval of 0.5 ft whereas the training samples were recorded at an interval of 1.5 ft. Samples of the results are shown in Table 4 . In this table, the entries shown in italic are the original training data while the rest are testing data. In most cases, the test data have shown consistency between two known classes. This is illustrated in Table 4 (a). However, there are occasions that the network has identified the existence of additional lithofacies. In 
Conclusion
A lithology classification approach based on the selforganising map (SOW algorithms is proposed. This approach uses the SOM algorithm to classify the output data into a predefined grid arrangement. The nodes in the output grid are corresponding to different classes of data characteristics. These class labels are then attached to the input vectors and the learning vector quantization (LVQ) algorithm is applied. After the network is trained in a supervised manner under the LVQ algorithm, the network can then be used as the classification model for subsequent input vectors. The proposed method is fast and high recognition accuracies are achieved.
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