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1–MEIXNER RANDOM VECTORS
A. I. STAN* AND F. CATRINA
Abstract. A definition of d–dimensional n–Meixner random vectors is given first. This
definition involves the commutators of their semi–quantum operators. After that we will
focus on the 1-Meixner random vectors, and derive a system of d partial differential equations
satisfied by their Laplace transform. We provide a set of necessary conditions for this
system to be integrable. We use these conditions to give a complete characterization of
all non–degenerate three–dimensional 1–Meixner random vectors. It must be mentioned
that the three–dimensional case produces the first example in which the components of a
1–Meixner random vector cannot be reduced, via an injective linear transformation, to three
independent classic Meixner random variables. semi–quantum operators and commutators
and Gamma distributions and 1–Meixner random vectors and Laplace transform
42C05 and 46L53
1. Introduction
Since its discovery in [6], the class of Meixner random variables has been intensively studied
by many authors. It seems that, among the six types of random variables belonging to this
class (after a shifting and re-scaling): Gaussian, Poisson, negative binomial, Gamma, two
parameter hyperbolic secant, and binomial, the two simplest should be the Gaussian and
Poisson ones. This is apparent from the fact that the principal Szego˝-Jacobi parameters,
{ωn}n≥1, for these two types of random variables, can be expressed as a linear function (with
no constant term) of n,
ωn = tn,
where t is a nonnegative number, while for the other four types, these parameters are qua-
dratic functions (with no constant term) of n,
ωn = βn
2 + (t− β)n,
where either both β and t are non-negative, or β is negative and t is a negative integer
multiple of β (hence t is positive).
However, as it was pointed out in [8], from the point of view of the commutator between
the semi-quantum operators generated by each classic Meixner random variable, the two
simplest are the Gaussian and Gamma distributed ones.
There are some possible reasons why the Gamma distributed random variables could be
considered more “basic” than the Poisson random variables. First of all, by looking only
at the simplicity of the principal Szego˝-Jacobi parameters, {ωn}n≥1, means to ignore the
importance of the secondary Szego˝-Jacobi parameters, {αn}n≥0, which for all classic Meixner
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random variables are linear functions of n:
αn = αn+ α0,
for all n ≥ 0, where α and α0 are both fixed real numbers. For the Gamma and Gaussian
distributed random variables, the fixed real numbers α and β are not independent of each
other, but they are linked by the relation:
α2 = 4β.
The Szego˝-Jacobi parameters make sense in the one-dimensional case. It has been pro-
posed in [1] and [2] that a good replacement of the Szego˝-Jacobi parameters, in the multi-
dimensional case, is given by the quantum operators: creation, preservation, and annihilation
operators. For polynomially symmetric random vectors, the preservation operators vanish,
see [1]. For this reason, it is much easier to study the polynomially symmetric random
vectors than the non-symmetric ones. In the symmetric case, the multiplication operator
generated by each random variable (assumed to have finite moments of all orders) is the
sum of only two operators: creation and annihilation operators. For non-symmetric random
vectors, the preservation operators play a significant role. In order to capture the effect of
these operators, and still treat the multiplication operator generated by each random vari-
able as a sum of only two operators, in [7], each preservation operator was split into two
halves. One half was added to the corresponding creation operator, while the other half was
added to the annihilation operator. In this way, the semi-quantum operators: semi-creation
and semi-annihilation operators were defined, and the multiplication operator generated by
each random variable can also be written as a sum of only two semi-quantum operators.
Moreover, by splitting the preservation operators into two equal parts, the fact that each
semi-creation operator is the polynomial dual of its corresponding semi-annihilation operator
was preserved. In this way, the non-symmetric random vectors can be treated similarly to
the symmetric ones.
It must also be mentioned that using the semi-quantum operators, rather than the quan-
tum operators, it was possible not only to give an elegant way to describe the Gamma and
Gaussian random variables, using only one condition, but to also come up with the definition
of a countable family of Meixner classes. Each class is determined by the number of nested
commutators involving the semi-quantum operators, see [8]. Thus for example, the Gamma
and Gaussian use only one commutator, while the class of classic Meixner random variables
is described by two nested commutators.
In [8] the non-degenerate two dimensional 1-Meixner random vectors were characterized.
The method used in that paper was particular to the two dimensional case, and did not give
any indication about how to proceed in the multi-dimensional case. In the two-dimensional
case, the components of a 1-Meixner random vector can be reduced, via an injective affine
transformation, to two independent classic Gamma or Gaussian random variables.
In this paper, we find first a system of d linear partial differential equations satisfied by
the Laplace transform of a non-degenerate d–dimensional 1–Meixner random vector. Then
we find a set of necessary conditions for the integrability of this system of linear partial
differential equations. Finally, we give a complete characterization of all non–degenerate
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three–dimensional 1–Meixner random vectors. The important thing that will appear in our
characterization is the fact that there are non–degenerate three–dimensional Meixner ran-
dom vectors whose components cannot be reduced, via any injective affine transformation,
to three independent random variables. This fact is of great importance, because it shows
the power of the quantum and semi-quantum operators as natural extensions of the classic
Szego˝–Jacobi parameters to the multi-dimensional case.
The paper is structured as follows. In section 2, we give a minimal background of quantum
and semi-quantum operators. In section 3, we review the Meixner random variables. In
section 4, we present a set of simplifying assumptions and consistency conditions. In sec-
tion 5, we present a system of partial differential equations which has to be satisfied by the
Laplace transform of any d-dimensional 1-Meixner random vector, for all natural numbers
d. In section 6, we find a necessary condition for the existence of solutions for this system.
In section 7, we describe all solutions of the system in the particular case d = 3. Finally,
in the Appendix, we present calculations of the Laplace transforms of measures, that match
the solutions found in the three–dimensional case.
2. Background
Throughout this paper we consider d random variables, X1, X2, . . . , Xd, having finite
moments of all orders, and defined on the same probability space (Ω, F , P ), where d is a
fixed natural number. We define the space:
F := {f(X1, X2, . . . , Xd) | f is polynomial},
and call it the space of all polynomial random variables in X1, X2, . . . , Xd. The polynomials
f in this definition are polynomials of d variables with complex coefficients.
For each non-negative integer n, we define the space:
Fn := {f(X1, X2, . . . , Xd) | f is polynomial of degree at most n}.
Since X1, X2, . . . , Xd have finite moments of all orders, we have:
C ≡ F0 ⊆ F1 ⊆ F2 ⊆ · · · ⊆ F ⊆ L2(Ω,F , P ).
Moreover, since for each n ≥ 0, Fn is a finite dimensional vector space, we conclude that Fn
is a closed subspace of L2(Ω,F , P ).
Since the spaces {Fn}n≥0 are closed and contained one into another, we can orthogonalize
them with respect to the inner product, 〈·, ·〉, of the space L2(Ω,F , P ). Thus, we define:
G0 := F0,
and for all n ≥ 1,
Gn := Fn ⊖ Fn−1,
that means Gn is the orthogonal complement of Fn−1 in Fn. For each n ≥ 0, we call Gn
the n-th homogenous chaos space generated by X1, X2, . . . , Xd. We also call every random
variable f(X1, X2, . . . , Xd) in Gn a homogenous polynomial random variable of degree n
(here, the word “homogenous” does not have the classic meaning that all terms have the
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same degree).
Define the spaces F−1 = G−1 = {0}, where {0} denotes the null space.
We change now the way that we view the random variables X1, X2, . . . , Xd, by regarding
them as the multiplication operators that they generate. That means, for each i ∈ {1, 2,
. . . , d}, we consider the linear operator going from F to F , defined by:
f (X1, X2, . . . , Xd) 7→ Xif (X1, X2, . . . , Xd) .
For all i ∈ {1, 2, . . . , d}, we denote this operator by Xi.
In what follows, instead of f(X1, X2, . . . , Xd), we write briefly f .
Regarding the multiplication operators X1, X2, · · · , Xd, we have the following lemma that
can be found in [3], Theorem 1, page 6, (see also [1], Lemma 2.1., page 487).
Lemma 1. For all i ∈ {1, 2, . . . , d} and all non–negative integers n, we have:
XiGn ⊥ Gk,
for all k 6= n− 1, n, n+ 1, where “⊥” means “orthogonal to”.
From this lemma, we conclude that, for all i ∈ {1, 2, . . . , d} and all n ≥ 0, we have:
XiGn ⊆ Gn−1 ⊕Gn ⊕Gn+1.
That means if f ∈ Gn, there exist and are unique three homogenous polynomial random
variables: fn−1,i ∈ Gn−1, fn,i ∈ Gn, and fn+1,i ∈ Gn+1, such that:
Xif = fn−1,i + fn,i + fn+1,i.
We define the following linear operators:
D−n (i) : Gn → Gn−1,
D−n (i)f := fn−1,i,
and call D−n (i) an annihilation operator, since it decreases the degree of a homogenous
polynomial by one unit,
D0n(i) : Gn → Gn,
D0n(i)f := fn,i,
and call D0n(i) a preservation operator, because it preserves the degree of a homogenous
polynomial, and
D+n (i) : Gn → Gn+1,
D+n (i)f := fn+1,i,
and callD+n (i) a creation operator, due to the fact that it increases the degree of a homogenous
polynomial by one unit.
Lemma 1 can be written now:
Lemma 2. For all 1 ≤ i ≤ d and all n ≥ 0, we have:
Xi|Gn = D−n (i) +D0n(i) +D+n (i),
where Xi|Gn is the restriction of the multiplication operator Xi to the space Gn.
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We extend now, by linearity, the definition of the annihilation, preservation, and creation
operators to the space F of all polynomial random variables, in the following way. If f ∈ F ,
then there exist and are unique homogenous polynomial random variables f0 ∈ G0, f1 ∈ G1,
f2 ∈ G2, . . . , with only finitely many of them being different from zero, such that:
f = f0 + f1 + f2 + · · · .
We define the i-th annihilation operator by:
a−(i)f = D−0 (i)f0 +D
−
1 (i)f1 +D
−
2 (i)f2 + · · · ,
i-th preservation operator by:
a0(i)f = D00(i)f0 +D
0
1(i)f1 +D
0
2(i)f2 + · · · ,
and i-th creation operator by:
a+(i)f = D+0 (i)f0 +D
+
1 (i)f1 +D
+
2 (i)f2 + · · · .
Lemma 1 becomes now:
Lemma 3. For all i ∈ {1, 2, . . . , d}, we have:
Xi = a
−(i) + a0(i) + a+(i),
where the domain of Xi, a
−(i), a0(i), and a+(i) is considered to be the space F of all poly-
nomial random variables.
We call the operators: {a−(i)}1≤i≤d, {a0(i)}1≤i≤d, and {a+(i)}1≤i≤d the joint quantum
operators of X1, X2, . . . , Xd. It is not hard to see that, for all i ∈ {1, 2, . . . , d}, we have:(
a+(i)
)∗
= a−(i)
and (
a0(i)
)∗
= a0(i),
where the above duality is a polynomial duality, that means, for all f and g in F , we have:
〈a+(i)f, g〉 = 〈f, a−(i)g〉
and
〈a0(i)f, g〉 = 〈f, a0(i)g〉.
It is clear that for all i and j in {1, 2, . . . , d}, the multiplication operators by Xi and Xj
commute, that means:
XiXj = XjXi.
It was shown in [1] and [2], that the commutativity of the multiplication operators by Xi
and Xj is equivalent, in terms of the commutators of the joint quantum operators, to the
following set of rules: [
a−(i), a−(j)
]
= 0,(1) [
a−(i), a0(j)
]
=
[
a−(j), a0(i)
]
,(2)
6 A. I. STAN* AND F. CATRINA[
a0(i), a0(j)
]
=
[
a−(j), a+(i)
]− [a−(i), a+(j)] ,(3) [
a0(i), a+(j)
]
=
[
a0(j), a+(i)
]
,(4)
and [
a+(i), a+(j)
]
= 0.(5)
We refer to the commutation rules (1), (2), (3), (4), and (5), as the axioms of Commutative
Probability.
For all i ∈ {1, 2, . . . , d}, we define the linear operators:
Ui, Vi : F → F,
Ui = a
−(i) +
1
2
a0(i)
and
Vi = a
+(i) +
1
2
a0(i).
For all i ∈ {1, 2, . . . , d}, we call Ui a semi-annihilation operator, and Vi a semi–creation
operator. We also call {Ui}1≤i≤d and {Vi}1≤i≤d the joint semi-quantum operators generated
by X1, X2, . . . , Xd.
It is now clear that, for all i ∈ {1, 2, . . . , d}, we have:
Xi = Ui + Vi
and
V ∗i = Ui,
where the above duality is, as before, only a polynomial duality.
As it was shown in [7], the axioms of Commutative Probability, can be written now in terms
of the commutators involving the joint semi-quantum operators as any one of the following
three equivalent statements:
(1) For all (i, j) ∈ {1, 2, . . . , d}2, we have:
[Ui, Xj] = [Uj , Xi] .
(2) For all (i, j) ∈ {1, 2, . . . , d}2, we have:
[Xi, Vj] = [Xj , Vi] .
(3) For all (i, j) ∈ {1, 2, . . . , d}2, the operators [Ui, Xj] and [Xi, Vj] are polynomially
self–adjoint.
Let us see what this general theory becomes in the one dimensional case, d = 1. For d = 1,
there is no need to use subscripts since we are dealing with only one random variable, X ,
one creation, a+, one preservation, a0, one annihilation, a−, one semi–creation, V , and one
semi–annihilation operator, U .
For all n ≥ 0, since the co–dimension of the space Fn−1 (spanned by 1, X , . . . , Xn−1) into Fn
(spanned by 1, X , . . . , Xn−1, Xn) is at most 1, the homogenous chaos space Gn = Fn⊖Fn−1
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has dimension at most 1. If the random variable X takes on only a finite number, k, of
different values, with positive probability, then we have:
dim(Gn) =
{
1 if n ≤ k − 1
0 if n ≥ k ,
where “dim” denotes the dimension. If the probability distribution, of the random variable
X , has an infinite support, then, for all n ≥ 0, we have:
dim(Gn) = 1.
If dim(Gn) = 1, then there exists a unique polynomial fn ∈ Gn, having the leading coefficient
equal to 1. Because XGn ⊆ Gn+1 + Gn + Gn−1, there exist αn and ωn real numbers, such
that:
Xfn(X) = fn+1(X) + αnfn(X) + ωnfn−1(X).
For n = 0, because f−1 = 0, we can choose ω0 as we please. The real numbers {αn}n≥0 and
{ωn}n≥1 are called the Szego˝–Jacobi parameters of X .
In the case d = 1, for all n ≥ 0, we have:
a−fn = ωnfn−1,
a0fn = αnfn,
a+fn = fn+1,
Ufn =
αn
2
fn + ωnfn−1,
and
V fn = fn+1 +
αn
2
fn.
3. d-dimensional n-Meixner random vectors: definition and general
properties
We review now the classic Meixner random variables.
Definition 1. A real valued random variable X , having finite moments of all orders, is called
a classic Meixner random variable if its Szego˝-Jacobi parameters are of the form:
αn = αn+ α0
and
ωn = βn
2 + (t− β)n,
for all n ≥ 1, where α, α0, β, and t are fixed real numbers such that one of the two possible
scenarios happens:
(1) β ≥ 0 and t ≥ 0.
(2) β < 0 and t ∈ −Nβ.
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Of course, if t = 0, then ω1 = 0, and so X is a constant random variable, since the L
2-norm
of the 1-degree monic orthogonal polynomial is ‖ f1 ‖22= ω1 = 0. This case is not interesting,
and we are going to assume that t > 0.
We may also assume that α ≥ 0 since otherwise, we can replace X by −X .
There are six types of Meixner random variables:
• If α = β = 0, then X is a Gaussian random variable, i.e., a continuous random
variable given by the density function
f(x) =
1√
2pit
e−(x−α0)
2/(2t).
• If β = 0 and α 6= 0, then X is a shifted and re-scaled Poisson random variable, i.e.,
µX =
∞∑
k=0
λk
k!
e−λδα(k−λ)+α0 ,
where λ := t/α2.
• If β > 0 and α2 > 4β, then X is a shifted Pascal (negative binomial) random variable,
i.e.,
µX =
∞∑
k=0
Γ(r + k)
k!Γ(r)
pr(1− p)kδk−[2t/(α+d)]+α0 ,
where d :=
√
α2 − 4β, p := 2d/(α+ d), r := t/β.
• If β > 0 and α2 = 4β, then X is a shifted and re–scaled Gamma distributed random
variable with shift parameter 2t/α and scaling parameter α/2, i.e.,
f(x) =
22t/α
α2t/αΓ(2t/α)
x(2t/α)−1e−2x/α1(0,∞).
• If β > 0 and α2 < 4β, then up to a translation, X is a two parameter hyperbolic
secant random variable:
f(x) = ce2θx/γ |Γ(k + ixγ)|2 ,
where γ :=
√
4β − α2 and γ + iα = reiθ, with −pi/2 < θ < pi/2, k := 2t/(rγ).
• If β < 0, then t ∈ −Nβ, and in this case, up to a shifting and re-scaling, X is a
binomial random variable:
µX =
n∑
k=0
(
n
k
)
pk(1− p)n−kδk,
where n := −t/β, p := (1/2)± (1/2)
√
c/(4 + c), and c := −α2/β ≥ 0.
In [7], it was shown that, the shifted and re–scaled Gamma distributed random variables
(Meixner with α2 = 4β > 0) and the Gaussian random variables (Meixner with α = β = 0),
are exactly those random variables X , having finite moments of all orders, for which the
commutator between the semi–annihilation operator U and X is of the form:
[U,X ] = bX + cI,(6)
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where b and c are real numbers. Using the polynomial duality between U and V , where V
denotes the semi-creation operator of X , this condition is equivalent to:
[X, V ] = bX + cI.(7)
We must mention that the equality (6) makes sense since one of the axioms of Commutative
Probability says that [U , X ] is a polynomially self–adjoint operator. The shifted multiplica-
tion operator bX + cI from the right of (6) is clearly self-adjoint. If [U , X ] where not self
adjoint, then equality (6) would have been impossible.
It was also shown in [9], that the classic Meixner random variables (all six of them) are
exactly those random variables X , having finite moments of all order, for which the double
commutator [[U , X ], X ] is of the form:
[[U,X ] , X ] = bV − bU(8)
= b(X − 2U),
where b is a real number. One may wonder why the right-hand side of (8) looks much
different than the right-hand side of (6). The reason is that while the commutator [U , X ],
from the left-hand side of (6), is polynomially self-adjoint, the double commutator [[U , X ],
X ], from the left-hand side of (8) is polynomially anti-self-adjoint. Thus, the coefficients of
U and V , in the right-hand side of (8), must be opposite one to another.
Observe that when we have an odd number of nested commutators, we obtain a polynomially
self-adjoint operator, while an even number of nested commutators creates a polynomially
anti-self-adjoint operator. The following definition of different types of Meixner random
vectors was proposed in [8].
Definition 2. Let X1, X2, . . . , Xd be d random variables having finite moments of all orders.
Let n be a natural number. We say that (X1, X2, . . . , Xd) is a d–dimensional n–Meixner
random vector if:
• If n is odd, then for all i, i1, i2, . . . , in in {1, 2, . . . , d}, we have:
[· · · [[Ui, Xi1 ] , Xi2 ] , · · · , Xin] =
d∑
j=1
bi,i1i2...in,jXj + ci,i1i2...inI,
for some real numbers bi,i1i2...in,j and ci,i1i2...in, 1 ≤ j ≤ d.
• If n is even, then for all i, i1, i2, . . . , in in {1, 2, . . . , d}, we have:
[· · · [[Ui, Xi1 ] , Xi2] , · · · , Xin] =
d∑
j=1
bi,i1i2...in,j(Vj − Uj)
=
d∑
j=1
bi,i1i2...in,j(Xj − 2Uj),
for some real numbers bi,i1i2...in,j, 1 ≤ j ≤ d.
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Moreover, we say that the random vector (X1, X2, . . . , Xd) is non–degenerate if the operators
I, X1, X2, . . . , Xd are linearly independent. If µ denotes the joint probability distribution
of X1, X2, . . . , Xd, and the space of all polynomial functions of d variables, F (x1, x2, . . . ,
xd), is dense in L
2(Rd, µ), then the non-degeneracy condition is equivalent to the fact that 1,
X1, X2, . . . , Xd are linearly independent as random variables, where 1 denotes the constant
random variable equal to 1.
According to this definition, the shifted and re–scaled Gamma and Gaussian distributed
random variables form the one–dimensional 1–Meixner random vectors (variables). The
classic Meixner random variables (all six types of them) are precisely the one–dimensional
2–Meixner random vectors. We would like to stress that, this definition, that uses the
semi–quantum operators, permits us to include all the six types of classic Meixner random
variables. It also allows us to keep the number of commutator conditions to a minimum.
Moreover, it allows us to study not only 3–Meixner, 4–Meixner, . . . random variables, but
also random vectors.
In [7] is was shown how this definition, employing the commutator between U and X , can
be used effectively to recover first the moments and then the probability distributions of
the 1-Meixner random variables. In [9], it was shown how the definition using the double
commutators can be applied to recover the probability distributions of all the classic Meixner
random variables. In [8], the first step in moving from one dimension to two dimensions was
achieved, and all non-degenerate two dimensional 1-Meixner random vectors were described.
In this paper, we will find a system of differential equations satisfied by the Laplace transform
of each non–degenerate d–dimensional 1–Meixner random vector, for every finite dimension
d, and characterize all the non-degenerate three dimensional 1-Meixner random vectors.
4. d-dimensional 1-Meixner random vectors: simplifying assumptions and
consistency conditions
In this section we make some simplifying assumptions that will ease our work in the next
section. We also establish some important consistency conditions. The following is a very
simple fact to check.
Proposition 1. Let X1, X2, . . . , Xd be d-random variables defined on the same probability
space (Ω, F , P ) and having finite moments of all orders. Let {Ui}1≤i≤d and {Vi}1≤i≤d be the
joint semi-annihilation and semi-creation operators, respectively, generated by X1, X2, . . . ,
Xd. If A = (ai,j)1≤i,j≤d is a d × d invertible matrix with real entries, and b = (bi)1≤i≤d is a
vector in Rd, then if we define the random variables:
X ′1 := a1,1X1 + a1,2X2 + · · ·+ a1,dXd + b1
X ′2 := a2,1X1 + a2,2X2 + · · ·+ a2,dXd + b2
...
...
...
X ′d := ad,1X1 + ad,2X2 + · · ·+ ad,dXd + bd,
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then X ′1, X
′
2, . . . , X
′
d have finite moments of all orders, and their joint semi-quantum oper-
ators satisfy:
U ′1 = a1,1U1 + a1,2U2 + · · ·+ a1,dUd + b1
U ′2 = a2,1U1 + a2,2U2 + · · ·+ a2,dUd + b2
...
...
...
U ′d = ad,1U1 + ad,2U2 + · · ·+ ad,dUd + bd,
and similar formulas hold for their semi-creation operators. Moreover, if (X1, X2, . . . , Xd)
is non-degenerate, then (X ′1, X
′
2, . . . , X
′
d) is also non-degenerate.
Let us assume now that (X1, X2, . . . , Xd) is a non-degenerate d-dimensional 1-Meixner
random vector. That means, there exist two finite sequences of real numbers: {αi,j,k}1≤i,j,k≤d
and {βi,j}1≤i,j≤d, such that, for all (i, j) ∈ {1, 2, . . . , d}2, we have:
[Ui, Xj] =
d∑
k=1
αi,j,kXk + βi,jI,
where I denotes the identity operator on the space F of all polynomial random variables in
X1, X2, . . . , Xd.
It follows now from Proposition 1, that if we apply an invertible affine transformation T :
Rd → Rd,
Ty = Ay + b,
where A is a d × d invertible matrix, and b a vector in Rd, to the random vector X := (X1,
X2, . . . , Xd), then the obtained random vector:
X ′ := AX + b
is also a non-degenerate d-dimensional 1-Meixner random vector.
Let us first center the random variables X1, X2, . . . , Xd, by subtracting for each of them its
expectation. That means, for all i ∈ {1, 2, . . . , d}, we define:
X ′i := Xi −E [Xi] .
Thus, (X ′1, X
′
2, . . . , X
′
d) is a non-degenerate d-dimensional 1-Meixner random vector, in
which each component is a random variable with expectation equal to 0.
Now let us apply the Gram-Schmidt orthogonalization procedure to X ′1, X
′
2, . . . , X
′
d, with
respect to the inner product 〈·, ·〉 of L2(Ω, F , P ). We obtain an orthonormal set of random
variables X ′′1 , X
′′
2 , . . . , X
′′
d , which are also the components of a centered non-degenerate d-
dimensional 1-Meixner random vector, since the Gram-Schmidt orthogonalization procedure
is obtained via an invertible linear map.
Thus, via an invertible affine map, we may assume that (X1, X2, . . . , Xd) is a non-degenerate
d-dimensional 1-Meixner random vector such that for all i, j, and k in {1, 2, . . . , d}, we
have:
E [XiXj] = δi,j
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and
E [Xk] = 0,
where δi,j denotes Kronecker’s symbol.
Since, for all 1 ≤ i ≤ d, we have E[Xi] = 0, if we define φ := 1, i.e. φ is the constant
polynomial equal to 1, then we have:
Uiφ = a
−(i)φ+
1
2
a0(i)φ
= 0 +
1
2
E [Xi]φ
= 0,
since φ ∈ G0, and a−(i) : G0 → G−1 = {0}, while:
a0(i)φ = P0 (Xi · 1)
= 〈Xiφ, φ〉φ
= E [Xi]φ,
where Pn denotes the orthogonal projection of L
2(Ω, F , P ) onto Gn, for all n ≥ 0.
For all 1 ≤ i, j ≤ d, using the polynomially duality between Ui and Vi, we have:
δi,j = E [XiXj ]
= 〈XiXjφ, φ〉
= 〈(Ui + Vi)Xjφ, φ〉
= 〈UiXjφ, φ〉+ 〈Xjφ, Uiφ〉
= 〈XjUiφ, φ〉+ 〈[Ui, Xj ]φ, φ〉+ 0
= 0 +
〈(
d∑
k=1
αi,j,kXk + βi,jI
)
φ, φ
〉
=
d∑
k=1
αi,j,kE [Xk] + βi,j
= βi,j .
Thus, for all (i, j) ∈ {1, 2, . . . , d}2, we have:
βi,j = δi,j .
We establish now two sets of consistency conditions:
Proposition 2. Linear Consistency Conditions For all (i, j, k) ∈ {1, 2, . . . , d}3, we
have:
(1) αi,j,k = αj,i,k.
(2) αi,j,k = αi,k,j.
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(3) for every permutation pi of the indices (i, j, k):
αpi(i),pi(j),pi(k) = αi,j,k.
Proof. 1. For all 1 ≤ i, j ≤ d, due to the axiom of Commutative Probability:
[Ui, Xj] = [Uj , Xi] ,
we have:
d∑
k=1
αi,j,kXk + βi,jI =
d∑
k=1
αj,i,kXk + βj,iI.
Since X1, X2, . . . , Xd, and I are linearly independent, we conclude that for all 1 ≤ k ≤ d,
we have:
αi,j,k = αj,i,k.
2. For all 1 ≤ i, j, k ≤ d, we can compute the joint moment E[XiXjXk] in two different
ways.
Indeed, we have:
E [XiXjXk] = 〈(Ui + Vi)XjXkφ, φ〉
= 〈UiXjXkφ, φ〉+ 〈XjXkφ, Uiφ〉
= 〈XjXkUiφ, φ〉+ 〈[Ui, XjXk]φ, φ〉+ 0.
Using now Leibniz commutator rule:
[Ui, XjXk] = [Ui, Xj]Xk +Xj [Ui, Xk] ,
we obtain:
E [XiXjXk]
=
〈(
d∑
l=1
αi,j,lXl + δi,jI
)
Xkφ, φ
〉
+
〈
Xj
(
d∑
l=1
αi,k,lXl + δi,kI
)
φ, φ
〉
=
d∑
l=1
αi,j,lE [XlXk] +
d∑
l=1
αi,k,lE [XjXl]
=
d∑
l=1
αi,j,lδl,k +
d∑
l=1
αi,k,lδj,l
= αi,j,k + αi,k,j.(9)
Permuting now the factors Xi, Xj , and Xk inside the expectation, a similar computation
shows that:
E [XiXjXk] = E [XkXiXj ]
= αk,i,j + αk,j,i.(10)
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Thus, from (9) and (10), it follows that:
αi,j,k + αi,k,j = αk,i,j + αk,j,i,
which combined with the fact, from part 1., that:
αi,k,j = αk,i,j,
implies:
αi,j,k = αk,j,i.
3. Let i, j, and k be fixed in {1, 2, . . . , d}. Parts 1. and 2, imply that for all transpositions
τ of (i, j, k), we have:
ατ(i),τ(j),τ(k) = αi,j,k.
Since every permutation can be written as a product of transpositions, we conclude that for
all permutations pi of (i, j, k), we have:
αpi(i),pi(j),pi(k) = αi,j,k.

As a consequence of formula (9) we obtain:
Corollary 1. For all i, j, and k in {1, 2, . . . , d}, we have:
E [XiXjXk] = 2αi,j,k.(11)
5. Moments estimates and Laplace transform
Let (X1, X2, . . . , Xd) be a d-dimensional random vector.
Let i = (i1, i2, . . . , id) ∈ [N ∪ {0}]d. We introduce the following notations:
• |i| := i1 + i2 + · · ·+ id and call |i| the length of i.
• X i := X i11 X i22 · · ·X idd .
We have the following lemma.
Lemma 4. Let (X1, X2, . . . , Xd) be a centered d-dimensional 1-Meixner random vector. Let
{αi,j,k}1≤i,j,k≤d and {βi,j}1≤i,j≤d be the coefficients that are used to express the commutators
of the joint semi-annihilation operators and X1, X2, . . . , Xd as linear combinations of X1,
X2, . . . , Xd, and the identity operator I. Then for all i = (i1, i2, . . . , id) ∈ [N ∪ {0}]d, we
have: ∣∣E [X i]∣∣ ≤ K |i| · |i|!,(12)
where K := max{dA + B, 1}, for A := max{|αi,j,k| | 1 ≤ i, j, k ≤ d}, B := max{|β(i, j)| |
1 ≤ i, j ≤ d}, and
E
[∣∣X i∣∣] ≤ (2K)|i| · |i|!.(13)
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Proof. We will prove first (12) by induction on l := |i|.
For l := 0, the inequality is obvious since:
∣∣E [X0]∣∣ = 1
≤ K.
Let us assume that inequality (13) is true for all multi-indexes i ∈ [N∪{0}]d of length |i| ≤ l,
and prove that it remains true for all multi-indexes of length l + 1.
Let i = (i1, i2, . . . , id) ∈ [N∪{0}]d be a multi-index of length i1+ i2+ · · ·+ id = l+1. Since
l + 1 ≥ 1, there exists w ∈ {1, 2, . . . , d}, such that iw ≥ 1. Thus, the factor Xw appears for
sure in the product X i = X i11 X
i2
2 · · ·X idd .
We have:
E
[
X i
]
= 〈X i1, 1〉
= 〈XwX i11 · · ·X iw−1w · · ·X idd 1, 1〉
= 〈(Uw + Vw)X i11 · · ·X iw−1w · · ·X idd 1, 1〉
= 〈UwX i11 · · ·X iw−1w · · ·X idd 1, 1〉+ 〈X i11 · · ·X iw−1w · · ·X idd 1, Uw1〉
= 〈UwX i11 · · ·X iw−1w · · ·X idd 1, 1〉,
since Uw1 = 0 due to the fact that E[Xw] = 0 (since Xw is assumed to be centered).
Let us define now the vector j, of length |j| = |i| − 1, by j := (j1, j2, . . . , jd), where:
jr :=
{
ir if r 6= w
iw − 1 if r = w.
We commute Uw with X
j using Leibniz commutator rule, and obtain:
E
[
X i
]
= 〈UwXj11 · · ·Xjww · · ·Xjdd 1, 1〉
= 〈Xj11 · · ·Xjww · · ·Xjdd Uw1, 1〉+
〈[
Uw, X
j1
1 · · ·Xjww · · ·Xjdd
]
1, 1
〉
=
d∑
p=1
jp∑
q=1
〈
Xj11 · · ·Xjp−1p−1 Xq−1p [Uw, Xp]Xjp−qp Xjp+1p+1 · · ·Xjdd 1, 1
〉
since Uw1 = 0. Because:
[Uw, Xp] =
d∑
r=1
αw,p,rXr + βw,pI,
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we obtain:
E
[
X i
]
=
d∑
p=1
jp∑
q=1
〈
Xj11 · · ·Xq−1p
(
d∑
r=1
αw,p,rXr + βw,pI
)
Xjp−qp · · ·Xjdd 1, 1
〉
=
d∑
p=1
jp∑
q=1
d∑
r=1
αw,p,rE
[
Xj11 · · ·Xq−1p XrXjp−qp · · ·Xjdd
]
+
d∑
p=1
jp∑
q=1
βw,pE
[
Xj11 · · ·Xq−1p Xjp−qp · · ·Xjdd
]
=
d∑
p=1
d∑
r=1
jpαw,p,rE
[
XrX
j1
1 · · ·Xjp−1p · · ·Xjdd
]
+
d∑
p=1
jpβw,pE
[
Xj11 · · ·Xjp−1p · · ·Xjdd
]
.(14)
Since XrX
j1
1 · · ·Xjp−1p · · ·Xjdd = Xu, for some vector u, with |u| = l, and
Xj11 · · ·Xjp−1p · · ·Xjdd = Xv, for some vector v, of length |v| = l − 1, using the triangle
inequality, the induction hypothesis, and the inequalities (l − 1)! ≤ l! and K l−1 ≤ K l, we
conclude from (14) that:
E
[
X i
] ≤ d∑
p=1
d∑
r=1
jp · A ·K l · l! +
d∑
p=1
jp · B ·K l−1 · (l − 1)!
≤ dAK l · l!
(
d∑
p=1
jp
)
+BK l · l!
(
d∑
p=1
jp
)
≤ dAK l · l! · (l + 1) +BK l · l! · (l + 1)
= K l(dA+B) · (l + 1)!
≤ K l+1 · (l + 1)!.
The proof of part a) is now complete.
To prove part b), we use Jensen inequality for the convex function ϕ(t) = t2, and the
inequality from part a). Thus, for all i ∈ [N ∪ {0}]d, we have:
(
E
[∣∣X i∣∣])2 ≤ E [∣∣X i∣∣2]
= E
[
X2i
]
≤ K |2i| · |2i|!
≤ K2|i| · 22|i| (|i|!)2 ,(15)
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due to the fact that for all l ∈ N ∪ {0}, we have:
(2l)!
(l!)2
=
(
2l
l
)
≤
2l∑
j=0
(
2l
j
)
= 22l.
Taking the square root in both sides of (15) we obtain inequality (13). 
Because of the above estimates, we have the following:
Lemma 5. If X = (X1, X2, . . . , Xd) is a d-dimensional 1-Meixner random vector, then the
Laplace transform of X,
ϕ (t) = E [exp (t ·X)]
is well defined and twice differentiable, with continuous second order partial derivatives on a
neighborhood V of 0 = (0, 0, . . . , 0) ∈ Rd.
Proof. Let V := {t ∈ Rd |‖ t ‖∞< R}, where for all t = (t1, t2, . . . , td) ∈ Rd, we define
‖ t ‖∞:= max{|t1|, |t2|, . . . , |td|}, and R := 1/(2Kd), where K is the constant from the
previous lemma.
For all n ∈ N, we define Pn := {σ : {1, 2, . . . , n} → {1, 2, . . . , d}}. Then for all t ∈ V , we
have:
∞∑
n=0
E[|t ·X|n]
n!
≤ 1 +
∞∑
n=1
∑
σ∈Pn
E
[|tσ(1)||Xσ(1)||tσ(2)||Xσ(2| · · · |tσ(n)||Xσ(n)|]
n!
≤ 1 +
∞∑
n=1
∑
σ∈Pn
‖ t ‖n∞
E
[|Xσ(1)||Xσ(2)| · · · |Xσ(n)|]
n!
≤ 1 +
∞∑
n=1
∑
σ∈Pn
‖ t ‖n∞
2nKnn!
n!
=
∞∑
n=0
2nKndn ‖ t ‖n∞
=
∞∑
n=0
(‖ t ‖∞
R
)n
=
R
R− ‖ t ‖∞
< ∞.
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Monotone convergence theorem implies now that:
E [exp (|t ·X|)] = E
[ ∞∑
n=0
|t ·X|n
n!
]
=
∞∑
n=0
E[|t ·X|n]
n!
< ∞.
Thus, we have:
ϕ(t) = E [exp (t ·X)]
≤ E [exp (|t ·X|)]
< ∞.
Therefore, the Laplace transform of X , ϕ, is well defined on V .
In the same way, we can see that ϕ is infinitely differentiable on V , and each derivative can
be performed term by term using the exponential series. 
We find now a system of partial differential equations for the Laplace transform ϕ of X .
We have the following lemma.
Lemma 6. Let X = (X1, X2, . . . , Xd) be a non-degenerate d-dimensional 1-Meixner ran-
dom vector. Let {αi,j,k}1≤i,j,k≤d and {βi,j}1≤i,j≤d be the coefficients that are used to express
the commutators of their semi-annihilation operators and the components of X, as linear
combinations of X1, X2, . . . , Xd. We also assume that X1, X2, . . . , Xd form an orthonor-
mal set of centered random variables in L2 (which we saw before that it is possible to be
achieved via a translation and an invertible linear transformation). Thus, for all 1 ≤ i,
j ≤ d, βi,j = δi,j (the Kronecker symbol). Then the Laplace transform of X, which is defined
as:
ϕ(t1, t2, · · · , td) := E [exp (t1X1 + t2X2 + · · ·+ tdXd)] ,
for all t = (t1, t2, . . . , td) in a neighborhood V of 0 = (0, 0, . . . , 0), satisfies the following
system of differential equations:
∂ϕ
∂t1
=
∑
1≤j,k≤d
α1,j,ktj
∂ϕ
∂tk
+ t1ϕ
∂ϕ
∂t2
=
∑
1≤j,k≤d
α2,j,ktj
∂ϕ
∂tk
+ t2ϕ
...
...
...
∂ϕ
∂td
=
∑
1≤j,k≤d
αd,j,ktj
∂ϕ
∂t1
+ tdϕ.
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Proof. As we saw in the previous lemma, there exists a neighborhood V of 0, on which the
Laplace transform of ϕ is defined and infinitely many times differentiable. Moreover, on that
neighborhood the differentiation can be carried out term by term in the Taylor series of the
exponential function, and the differentiation can be interchanged with the expectation.
Let i ∈ {1, 2, . . . , d} be fixed. For all t := (t1, t2, . . . , td) ∈ V , we have:
∂ϕ
∂ti
(t)
= E [Xi exp (t1X1 + t2X2 + · · ·+ tdXd)]
=
∞∑
n=0
1
n!
E [Xi (t1X1 + t2X2 + · · ·+ tdXd)n]
=
∞∑
n=0
1
n!
〈(Ui + Vi) (t1X1 + t2X2 + · · ·+ tdXd)n 1, 1〉
=
∞∑
n=0
1
n!
〈Ui (t1X1 + t2X2 + · · ·+ tdXd)n 1, 1〉
+
∞∑
n=0
1
n!
〈(t1X1 + t2X2 + · · ·+ tdXd)n 1, Ui1〉
=
∞∑
n=0
1
n!
〈Ui (t1X1 + t2X2 + · · ·+ tdXd)n 1, 1〉,
since Ui1 = (1/2)E[Xi] = 0.
We commute now Ui and (t1X1 + t2X2 + · · ·+ tdXd)n, using Leibniz commutation rule, and
obtain:
∂ϕ
∂ti
(t)
=
∞∑
n=0
1
n!
〈(t1X1 + t2X2 + · · ·+ tdXd)n Ui1, 1〉
+
∞∑
n=0
1
n!
〈[Ui, (t1X1 + t2X2 + · · ·+ tdXd)n] 1, 1〉
=
∞∑
n=0
1
n!
n∑
p=1
〈(t1X1 + t2X2 + · · ·+ tdXd)p−1 [Ui, t1X1 + t2X2 + · · ·+ tdXd]
(t1X1 + t2X2 + · · ·+ tdXd)n−p 1, 1〉
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=
∞∑
n=0
1
n!
n∑
p=1
〈(t1X1 + t2X2 + · · ·+ tdXd)p−1
d∑
j=1
tj [Ui, Xj ]
(t1X1 + t2X2 + · · ·+ tdXd)n−p 1, 1〉
=
∞∑
n=0
1
n!
n∑
p=1
〈(t1X1 + t2X2 + · · ·+ tdXd)p−1
d∑
j=1
tj
(
d∑
k=1
αi,j,kXk + δi,jI
)
(t1X1 + t2X2 + · · ·+ tdXd)n−p 1, 1〉
=
∞∑
n=0
n∑
p=1
d∑
j=1
d∑
k=1
1
n!
αi,j,ktj〈Xk (t1X1 + t2X2 + · · ·+ tdXd)n−1 1, 1〉
+
∞∑
n=0
n∑
p=1
1
n!
ti〈(t1X1 + t2X2 + · · ·+ tdXd)n−1 1, 1〉
=
∞∑
n=0
d∑
j=1
d∑
k=1
n
1
n!
αi,j,ktjE
[
Xk (t1X1 + t2X2 + · · ·+ tdXd)n−1
]
+ti
∞∑
n=0
n
1
n!
E
[
(t1X1 + t2X2 + · · ·+ tdXd)n−1
]
=
d∑
j=1
d∑
k=1
αi,j,ktj
∞∑
n=1
1
(n− 1)!E
[
Xk (t1X1 + t2X2 + · · ·+ tdXd)n−1
]
+ti
∞∑
n=1
1
(n− 1)!E
[
(t1X1 + t2X2 + · · ·+ tdXd)n−1
]
=
d∑
j=1
d∑
k=1
αi,j,ktjE [Xk exp (t1X1 + t2X2 + · · ·+ tdXd)]
+tiE [exp (t1X1 + t2X2 + · · ·+ tdXd)]
=
d∑
j=1
d∑
k=1
αi,j,ktj
∂ϕ
∂tk
(t) + tiϕ (t) .
The proof of this lemma is now complete. 
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At this point, it will be desirable to integrate the system in Lemma 6. If this is achieved,
then inverting the Laplace transform will produce the probability distribution of the 1-
Meixner random vector (X1, X2, . . . , Xd). While this seems to be a challenging task, in the
following two sections we present results in this direction. In the next section we derive an
important necessary condition for the integrability of the system, for any dimension d ≥ 2,
while in the last section we characterize (describe completely) the 1-Meixner random vectors
in the case when the dimension is d = 3.
6. Necessary conditions for integrability
In this section we find a set of necessary conditions for the integrability of the system
from Lemma 6. Provided the system has a smooth solution ϕ, then ϕ is positive on a
neighborhood V of 0, since:
ϕ(0) = E [exp(0 ·X)]
= 1.
We introduce the following notations: we denote by ”〈·, ·〉” the inner product with respect
to the original probability P , and by ”·” the standard inner product in Rd:
(x′1, x
′
2, · · · , x′d) · (x′′1, x′′2, . . . , x′′d) := x′1x′′1 + x′2x′′2 + · · ·+ x′dx′′d.
We have the following result:
Lemma 7. Let {αi,j,k}1≤i,j,k≤d be real numbers, such that for every (i, j, k) ∈ {1, 2, . . . ,
d}3 and every permutation pi of {i, j, k}, we have:
αpi(i),pi(j),pi(k) = αi,j,k.
If the system of partial differential equations:
∂ϕ
∂t1
=
∑
j,k
α1,j,ktj
∂ϕ
∂tk
+ t1ϕ
∂ϕ
∂t2
=
∑
j,k
α2,j,ktj
∂ϕ
∂tk
+ t2ϕ(16)
...
...
...
∂ϕ
∂td
=
∑
j,k
αd,j,ktj
∂ϕ
∂tk
+ tdϕ
has a solution ϕ of class C2 defined on a neighborhood V of 0 = (0, 0, . . . , 0), such that
ϕ(0) 6= 0, then for all (i, j) ∈ {1, 2, . . . , d}2 and t = (t1, t2, . . . , td) in a neighborhood of
0, we have:
(Ci,jt) ·
(
(I − t1A1 − t2A2 − · · · − tdAd)−1 t
)
= 0,(17)
where, for all k ∈ {1, 2, . . . , d}, we define the d× d matrix:
Ak := (αk,r,s)1≤r,s≤d ,(18)
22 A. I. STAN* AND F. CATRINA
and
Ci,j := [Ai, Aj ](19)
is the commutator of Ai and Aj, and I is the d× d identity matrix.
Proof. For i = j, Ci,j = [Ai, Ai] = 0, and so formula (17) is obvious. So, we may assume
that i 6= j.
Let us differentiate both sides of the ith equation of the system (16) with respect to the
variable tj . We have:
∂
∂tj
∂ϕ
∂ti
=
∂
∂tj
(∑
p,q
αi,p,qtp
∂ϕ
∂tq
+ tiϕ
)
.(20)
This is equivalent to:
∂2ϕ
∂tj∂ti
=
∑
q
αi,j,q
∂ϕ
∂tq
+
∑
p,q
αi,p,qtp
∂2ϕ
∂tj∂tq
+ ti
∂ϕ
∂tj
.(21)
Applying now the Young’s commutation theorem:
∂2ϕ
∂tj∂tq
=
∂2ϕ
∂tq∂tj
,(22)
for all q ∈ {1, 2, . . . , d}, and using the jth equation of the system (16), we obtain:
∂2ϕ
∂tj∂ti
=
∑
q
αi,j,q
∂ϕ
∂tq
+
∑
p,q
αi,p,qtp
∂
∂tq
∂ϕ
∂tj
+ ti
∂ϕ
∂tj
=
∑
q
αi,j,q
∂ϕ
∂tq
+
∑
p,q
αi,p,qtp
∂
∂tq
[∑
r,s
αj,r,str
∂ϕ
∂ts
+ tjϕ
]
+ ti
∂ϕ
∂tj
=
∑
q
αi,j,q
∂ϕ
∂tq
+
∑
p,q,s
αi,p,qαj,q,stp
∂ϕ
∂ts
+
∑
p,q,r,s
αi,p,qαj,r,stptr
∂2ϕ
∂tq∂ts
+
∑
p
αi,p,jtpϕ+
∑
p,q
αi,p,qtptj
∂ϕ
∂tq
+ ti
∂ϕ
∂tj
.(23)
Switching the roles of i and j, similarly, we can prove that:
∂2ϕ
∂ti∂tj
=
∑
q
αj,i,q
∂ϕ
∂tq
+
∑
p,q,s
αj,p,qαi,q,stp
∂ϕ
∂ts
+
∑
p,q,r,s
αj,p,qαi,r,stptr
∂2ϕ
∂tq∂ts
+
∑
p
αj,p,itpϕ+
∑
p,q
αj,p,qtpti
∂ϕ
∂tq
+ tj
∂ϕ
∂ti
.(24)
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Since ∂2ϕ/(∂ti∂tj) = ∂
2ϕ/(∂tj∂ti), formulas (23) and (24) imply:∑
q αi,j,q
∂ϕ
∂tq
+
∑
p,q,s αi,p,qαj,q,stp
∂ϕ
∂ts
+
∑
p,q,r,sαi,p,qαj,r,stptr
∂2ϕ
∂tq∂ts
+
∑
p αi,p,jtpϕ+
∑
p,q αi,p,qtptj
∂ϕ
∂tq
+ ti
∂ϕ
∂tj
=
∑
q αj,i,q
∂ϕ
∂tq
+
∑
p,q,s αj,p,qαi,q,stp
∂ϕ
∂ts
+
∑
p,q,r,sαj,p,qαi,r,stptr
∂2ϕ
∂tq∂ts
+
∑
p αj,p,itpϕ +
∑
p,q αj,p,qtpti
∂ϕ
∂tq
+ tj
∂ϕ
∂ti
.
Since, we have:
∑
q αi,j,q
∂ϕ
∂tq
=
∑
q αj,i,q
∂ϕ
∂tq
,
∑
p,q,r,sαi,p,qαj,r,stptr
∂2ϕ
∂tq∂ts
=
∑
p,q,r,s αj,p,qαi,r,stptr
∂2ϕ
∂tq∂ts
,
and
∑
p αi,p,jtpϕ =
∑
p αj,p,itpϕ, we conclude from the last formula that:∑
p,q,s
αi,p,qαj,q,stp
∂ϕ
∂ts
+
∑
p,q
αi,p,qtptj
∂ϕ
∂tq
+ ti
∂ϕ
∂tj
(25)
=
∑
p,q,s
αj,p,qαi,q,stp
∂ϕ
∂ts
+
∑
p,q
αj,p,qtpti
∂ϕ
∂tq
+ tj
∂ϕ
∂ti
.
Note that from the system (16) we have∑
p,q
αi,p,qtptj
∂ϕ
∂tq
= tj
(
∂ϕ
∂ti
− tiϕ
)
,
and similarly ∑
p,q
αj,p,qtpti
∂ϕ
∂tq
= ti
(
∂ϕ
∂tj
− tjϕ
)
.
Therefore, the equalities (26) can be written:∑
p,q,s
αi,p,qαj,q,stp
∂ϕ
∂ts
+ tj
∂ϕ
∂ti
− tjtiϕ+ ti ∂ϕ
∂tj
=
∑
p,q,s
αj,p,qαi,q,stp
∂ϕ
∂ts
+ ti
∂ϕ
∂tj
− titjϕ+ tj ∂ϕ
∂ti
.
That means: ∑
p,s
tp (AiAj)ps
∂ϕ
∂ts
=
∑
p,s
tp (AjAi)ps
∂ϕ
∂ts
.
This means:
t · AiAj∇ϕ(t) = t · AjAi∇ϕ(t),
which due to the fact that both Ai and Aj are self-adjoint matrices, is equivalent to:
AjAit · ∇ϕ(t) = AiAjt · ∇ϕ(t).
This last equation is equivalent to:
[Ai, Aj] t · ∇ϕ(t) = 0,(26)
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for all t in a neighborhood V of 0. Since our system of partial differential equations (16) is
equivalent to:
∇ϕ(t) = (I − t1A1 − t2A2 − · · · − tdAd)−1 ϕ(t)t,
equation (26) is equivalent to:
[Ai, Aj ] t · (I − t1A1 − t2A2 − · · · − tdAd)−1 ϕ(t)t = 0,
and since ϕ(0) = 1 6= 0, we can divide the equation by ϕ(t), on a neighborhood V of 0, and
conclude that:
[Ai, Aj] t · (I − t1A1 − t2A2 − · · · − tdAd)−1 t = 0.
Thus, the Lemma is proved. 
Proposition 3. The necessary condition (17) is equivalent to:
Ci,jt · (t1A1 + t2A2 + · · ·+ tdAd)n t = 0,(27)
for all n ∈ N and all t = (t1, t2, . . . , td) ∈ Rd, which is turn is equivalent to:
Ci,jt · (t1A1 + t2A2 + · · ·+ tdAd)n t = 0,(28)
for all 1 ≤ n ≤ d− 1 and all t = (t1, t2, . . . , td) ∈ Rd.
Proof. Since, for all t = (t1, t2, . . . , td) in a neighborhood V of 0 = (0, 0, . . . . 0), we have:
(I − t1A1 − t2A2 − · · · − tdAd)−1 =
∞∑
n=0
(t1A1 + t2A2 + · · ·+ tdAd)n ,(29)
equation (17) becomes:
∞∑
n=0
(Ci,jt) · ((t1A1 + t2A2 + · · ·+ tdAd)n t) = 0.(30)
Due to the fact that, for all n ≥ 0, (Ci,jt) · (t1A1 + t2A2 + · · · + tdAd)nt is a homogenous
polynomial of degree (n+ 2) in the variables t1, t2, . . . , td, we conclude that for all n ≥ 0,
we have:
(Ci,jt) · ((t1A1 + t2A2 + · · ·+ tdAd)n t) = 0,
for t not only in a neighborhood V of 0 but in the whole space Rd.
For a fixed t = (t1, t2, . . . , td) ∈ Rd, using Cayley-Hamilton-Frobenius Theorem, the matrix
At := t1A1 + t2A2 + · · ·+ tdAd satisfies its own characteristic equation:
det (xI − At) = 0,(31)
which is a polynomial equation of degree d:
xd + cd−1xd−1 + · · ·+ c1x+ c0 = 0,(32)
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for some real numbers c0, c1, . . . , cd−1.
It follows from here that each of the matrices: Adt , A
d+1
t , A
d+2
t , . . . is a linear combination
of I, At, A
2
t , . . . , A
d−1
t . Thus, the condition: for all n ≥ 0, we have
(Ci,jt) · ((t1A1 + t2A2 + · · ·+ tdAd)n t) = 0,
is equivalent to: for all 1 ≤ n ≤ d− 1,
(Ci,jt) · ((t1A1 + t2A2 + · · ·+ tdAd)n t) = 0.
Note that for n = 0, due to the fact that Ci,j = [Ai, Aj ] is skew-symmetric, we have:
(Ci,jt) · t = 0.

For n = 1, equation (27) becomes:
(Ci,jt) · ((t1A1 + t2A2 + · · ·+ tdAd) t) = 0.(33)
Proposition 4. For any ξ ∈ Rd, the cubic homogenous polynomial:
F (t) :=
∑
i,j,k
αi,j,ktitjtk(34)
is constant along the points of the curve:
t(s, ξ) := exp (sCi,j) ξ,
which satisfies the initial value problem:

d
ds
t(s, ξ) = Ci,jt(s, ξ)
t(0, ξ) = ξ.
(35)
Proof. Indeed, for any i ∈ {1, 2, . . . , d}, we have (Euler’s formula):
∂F
∂ti
(t) =
∑
p,q,r
αp,q,r
∂
∂ti
(tptqtr)
=
∑
p,q,r
αp,q,r (δiptqtr + tpδiqtr + tptqδir)
=
∑
q,r
αi,q,rtqtr +
∑
p,r
αp,i,rtptr +
∑
p,q
αp,q,itptq
= 3
∑
j,k
αi,j,ktjtk,(36)
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since αu,v,w = αpi(u),pi(v),pi(w), for all (u, v, w) ∈ {1, 2, . . . , d}3 and any pi permutation of the
triplet (u, v, w). It follows from here that:
d
ds
F (t(s, ξ)) = ∇F (t(s, ξ)) · d
ds
t(s, ξ)
= ∇F (t(s, ξ)) · Ci,jt(s, ξ)
=
(
3
∑
j,k
α1,j,ktjtk, 3
∑
j,k
α2,j,ktjtk, . . . , 3
∑
j,k
αd,j,ktjtk,
)
· Ci,jt(s, ξ)
= 3
(∑
j,k
tjαj,1,ktk,
∑
j,k
tjαj,2,ktk, . . . ,
∑
j,k
tjαj,d,ktk,
)
· Ci,jt(s, ξ)
= 3
(
d∑
j=1
(tjAjt)1 ,
d∑
j=1
(tjAjt)2 , . . . ,
d∑
j=1
(tjAjt)d
)
· Ci,jt(s, ξ)
= 3
((
d∑
j=1
tjAj
)
t
)
· Ci,jt(s, ξ)
= 0,(37)
by equation (33). 
Proposition 5. For all t = (t1, t2, . . . , td) ∈ Rd, we have:
F (t) =
1
2
E
[
(t ·X)3] ,
where X := (X1, X2, . . . , Xd).
Proof. Indeed, using formula (11), we have:
F (t) =
∑
i,j,k
αi,j,ktitjtk
=
∑
i,j,k
1
2
E [XiXjXk] titjtk
=
1
2
∑
i,j,k
E [tiXitjXjtkXk]
=
1
2
E
[(∑
i
tiXi
)(∑
j
tjXj
)(∑
k
tkXk
)]
=
1
2
E
[
(t ·X)3] .

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7. The case d = 3
In this section we restrict our attention to the case d = 3. We give a complete description
of the non-degenerate 3-dimensional 1-Meixner random vectors, which is contained in The-
orem 1, stated at the end of the section.
It turns out that unlike the case d = 2, in R3 there exist random vectors whose components
are not independent one-dimensional random variables.
We distinguish between two cases:
Case I. At least one of the commutators [A1, A2], [A2, A3], or [A1, A3] is non-zero.
Lemma 8. If any one of the commutators [A1, A2], [A2, A3], or [A1, A3], is non-zero, then
there exists an orthogonal matrix U such that the cubic form:
FX (t) :=
∑
i,j,k
αi,j,ktitjtk
is written in the canonical form
FX
(
U−1s
)
= FUX (s) = 3as3(s
2
1 + s
2
2) + as
3
3,
for some a 6= 0.
Proof. Without loss of generality we may assume that C = C1,2 := [A1, A2] 6= 0. Since C
is a skew–symmetric real matrix, it must have a non–zero purely imaginary eigenvalue iλ.
Then there exists an orthonormal basis {f1, f2, f3} of R3, such that:
Cf1 = λf2
Cf2 = −λf1
Cf3 = 0.
Let ξ := xf1 + yf2 + zf3 ∈ R3, where x, y, and z are fixed real numbers.
In the basis {f1, f2, f3}, the curve (level curve for FX) described in Proposition 4 is:
t(s, ξ) = exp (sC) ξ
=
∞∑
n=0
sn
n!
Cn (xf1 + yf2 + zf3)
= zf3 +
∞∑
n=0
sn
n!
Cn (xf1 + yf2)
= zf3 + x
∞∑
n=0
s2n
(2n)!
(−1)nλ2nf1 + y
∞∑
n=0
s2n
(2n)!
(−1)nλ2nf2
+x
∞∑
n=0
s2n+1
(2n+ 1)!
(−1)nλ2n+1f2 − y
∞∑
n=0
s2n+1
(2n+ 1)!
(−1)nλ2n+1f1
= zf3 + [x cos(λs)− y sin(λs)] f1 + [x sin(λs) + y cos(λs)] f2.
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The right hand side in the last formula represents the parametric equation of a circle centered
at (0, 0, z), that sits in a plane perpendicular to f3 and has radius r =
√
x2 + y2. Therefore,
by Proposition 4, FX is constant on all circles that are centered at a point found on the
Rf3–axis and sit in a plane perpendicular to f3.
Now, let us consider the orthogonal transformation U that maps the basis f1, f2, and f3 into
the standard basis e1 = (1, 0, 0), e2 = (0, 1, 0), and e3 = (0, 0, 1), where f1, f2, and f3 is a
basis of R3, such that F is rotationally invariant about f3. Therefore,
Uf1 = e1, Uf2 = e2, Uf3 = e3.
Since U is an orthogonal transformation, it preserves the standard inner product in R3. By
Proposition 5 we have:
FX(t) =
1
2
E
[
(t ·X)3]
=
1
2
E
[
(Ut · UX)3]
= FUX(Ut)
=
∑
i,j,k
βi,j,ksisjsk,
where:
s = (s1, s2, s3)
:= Ut
and βi,j,k are the numbers αi,j,k that correspond to the new non-degenerate 1-Meixner random
vector:
X ′ := UX.
Let us consider a circle of the form:
Ce(c, r) := {s1e1 + s2e2 + s3e3 | s21 + s22 = r2, s3 = c},(38)
for some fixed numbers c and r. For any s ∈ Ce(c, r), we have:
FX′(s) = FUX
(
U
(
U−1s
))
= FX
(
U−1s
)
= FX
(
U−1 (s1e1 + s2e2 + s3e3)
)
= FX
(
s1U
−1e1 + s2U−1e2 + s3U−1e3
)
= FX (s1f1 + s2f2 + s3f3)
= constant,(39)
since FX is constant along circles of the form:
Cf (c, r) := {s1f1 + s2f2 + s3f3 | s21 + s22 = r2, s3 = c}.(40)
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Thus FX′ = FUX is constant along the circles Ce(a, r), for which s3 is constant and s21 + s22
is constant. Because FX′ is a third–degree homogeneous polynomial in the variables s1, s2,
and s3, we must have:
FX′(s) = 3a
(
s21 + s
2
2
)
s3 + bs
3
3,
for some real numbers a and b.
We argue that we cannot have a = 0. Indeed, if this was the case, then
FX′(s) = bs
3
3, and so FX(t) = b(u · t)3,
where u = (u1, u2, u3) is the third row of U (this also means that u = f3). Therefore,
αi,j,k = buiujuk, for (i, j, k) ∈ {1, 2, 3}3 .
However, this implies that either, one (or both) of the matrices A1 and A2 is zero, or else, they
have proportional entries. In either case, the commutator [A1, A2] = 0, which contradicts
our hypothesis.
Since we have:
FX′(s) =
∑
i,j,k
βi,j,ksisjsk,
identifying the coefficients of sisjsk, for all possible values of i, j, and k in {1, 2, 3}, we
obtain:
βi,j,k :=


a if (i, j, k) is a permutation of (1, 1, 3) or (2, 2, 3)
b if i = j = k = 3
0 otherwise
.
This implies that the matrices corresponding to the new three–dimensional 1–Meixner ran-
dom vector X ′ = (X ′1, X
′
2, X
′
3) are:
(41) A′1 =

0 0 a0 0 0
a 0 0

 , A′2 =

0 0 00 0 a
0 a 0

 , A′3 =

a 0 00 a 0
0 0 b

 .
Therefore
C ′1,2 = [A
′
1, A
′
2] =

 0 a2 0−a2 0 0
0 0 0

 6= 0, as a 6= 0.
On the other hand, consider the commutator
C ′2,3 = [A
′
2, A
′
3] =

0 0 00 0 a(b− a)
0 −a(b− a) 0

 .
Applying equation (33) to C ′2,3 and t := e2 = (0, 1, 0), we obtain:(
C ′2,3e2
) · ((0A′1 + 1A′2 + 0A′3) e2) = 0.(42)
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Since C ′2,3e2 = (0, 0, −a(b − a)) = −a(b − a)e3 and A′2e2 = (0, 0, a) = ae3, equation (42)
becomes:
−a2(b− a) = 0.(43)
Because a 6= 0, we conclude from (43), that b = a, which also implies C ′2,3 = C ′1,3 = 0.
Therefore, the proof of this lemma is concluded. 
In the next lemma we integrate the system (16) in the particular case of a canonical
random vector (with associated cubic form as in Lemma 8). Consequently, we produce an
explicit formula for the Laplace transform of its probability distribution.
Lemma 9. Let X ′ be a random vector with associated cubic form
FX′ (s) = 3as3(s
2
1 + s
2
2) + as
3
3,
for some a 6= 0. Then, the Laplace transform ϕ(s) = E [exp (s ·X ′)] is given by the formula
(44) ϕ(s) = e−(1/a)s3
(−a2s21 − a2s22 + (1− as3)2)−1/(2a2) ,
which is analytic in the interior of the cone
D :=
{
s ∈ R3 | |a|
√
s21 + s
2
2 < 1− as3
}
.
Proof. Since ϕ(0) = 1 6= 0 and ϕ is continuous at 0, we can divide both sides of each equation
of the system (16) by ϕ(s), for s in a neighborhood V of 0, and conclude that the logarithm
of the joint Laplace transform of X ′1, X
′
2, . . . , X
′
d:
ψ(s) := lnϕ(s)
satisfies the system of partial differential equations, written in matrix form as:
∇ψ(s) = M(s)s,
for all s in V , where:
M(s) := (I − B(s))−1 ,
for:
B(s) := s1A
′
1 + s2A
′
2 + s3A
′
3,
with the coefficients A′1, A
′
2, A
′
3 given by (41). We have:
B(s) =

as3 0 as10 as3 as2
as1 as2 as3

 ,
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and
M(s) = (I −B(s))−1 =

−a2s2
2
+(1−as3)2
(1−as3)(−a2s21−a2s22+(1−as3)2)
a2s1s2
(1−as3)(−a2s21−a2s22+(1−as3)2)
as1
−a2s2
1
−a2s2
2
+(1−as3)2
a2s1s2
(1−as3)(−a2s21−a2s22+(1−as3)2)
−a2s2
1
+(1−as3)2
(1−as3)(−a2s21−a2s22+(1−as3)2)
as2
−a2s2
1
−a2s2
2
+(1−as3)2
as1
−a2s2
1
−a2s2
2
+(1−as3)2
as2
−a2s2
1
−a2s2
2
+(1−as3)2
1−as3
−a2s2
1
−a2s2
2
+(1−as3)2

 .
We get
M(s)s =


s1
−a2s2
1
−a2s2
2
+(1−as3)2
s2
−a2s2
1
−a2s2
2
+(1−as3)2
as21+as
2
2−as23+s3
−a2s2
1
−a2s2
2
+(1−as3)2

 ,
and from ∇ψ(s) =M(s)s we obtain:
ψ(s) = − 1
2a2
ln
(−a2s21 − a2s22 + (1− as3)2)− 1as3.
Since ψ(s) = lnϕ(s), we conclude that the Laplace transform of X ′ is:
ϕ(s) = e−(1/a)s3 · [−a2s21 − a2s22 + (1− as3)2]−1/(2a2) ,
and therefore the Lemma is proved. 
Our next step is to invert the Laplace transform (44), to obtain the joint probability
distribution of X ′1, X
′
2, and X
′
3.
We introduce the following notations:
• We denote the Laplace transform by L, and accordingly, its inverse by L−1.
• For all c ∈ R3, we denote by Ec, the exponential function:
Ec(x) := ec·x,
for all x ∈ R3.
• For all c ∈ R3, we denote by Tc, the translation operator that maps a function f into
the function Tcf , defined by:
(Tcf) (x) := f(x+ c),
for all x ∈ R3.
• For all c ∈ R \ {0}, we denote by Dc, the dilation operator that maps a function f
into the function Dcf , defined by:
(Dcf) (x) := f(cx),
for all x ∈ R.
We have the following properties:
• For every function f and c ∈ R3,
L (Tcf) = E−c · (Lf) .
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• For every function f and c ∈ R3,
L (Ecf) = Tc (Lf) .
• For every function f and c ∈ R \ {0},
L (Dcf) = 1|c|3D1/c (Lf) .
Using these properties, it is not hard to see that:
L−1
[
e−(1/a)s3 · [−a2s21 − a2s22 + (1− as3)2]−1/(2a2)]
= L−1
{
Da
[
e−(1/a
2)s3 · [−s21 − s22 + (1− s3)2]−1/(2a2)]}
=
1
|a|3D1/a
{
L−1
[
e−(1/a
2)s3 · [−s21 − s22 + (1− s3)2]−1/(2a2)]}
=
1
|a|3D1/a
{
L−1
[
E−(1/a2)e3 ·
[−s21 − s22 + (1− s3)2]−1/(2a2)]}
=
1
|a|3D1/a
{
T(1/a2)e3
[
L−1
{[−s21 − s22 + (s3 − 1)2]−1/(2a2)}]}
=
1
|a|3D1/a
{
T(1/a2)e3
[
L−1
(
T−e3
{(−s21 − s22 + s23)−1/(2a2)})]}
=
1
|a|3D1/a
{
T(1/a2)e3
{
E−e3L−1
[(−s21 − s22 + s23)−1/(2a2)]}} .(45)
It was shown in [4] (see also [5] pages 6482–6483), that L−1[(s23−s21−s22)−1/(2a2)] is a (positive)
measure ν if and only if:
1
2a2
≥ 3− 2
2
,
here the number 3 from the right–hand side of the last inequality is the dimension d of R3.
The above inequality is equivalent to:
|a| ≤ 1.
We will refer to a probability measure having the Laplace transform L(s) = (s23 − s21 −
s22)
−1/(2a2), as a three-dimensional Gamma distribution.
Moreover, for |a| < 1, the measure ν is absolutely continuous with respect to the Lebesgue
measure dx1dx2dx3 on R
3. Its Radon–Nikody´m derivative is:
g(x1, x2, x3) :=
1
21/a2−3/2ΓΩ(1/(2a2))
(
x23 − x21 − x22
)1/(2a2)−3/2
,
where, for all p > 1/2
ΓΩ(p) := (2pi)
1/2Γ(p)Γ
(
p− 1
2
)
,
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for all x = (x1, x2, x3) ∈ Ω, where Ω is the open cone:
Ω :=
{
x ∈ R3 | x3 >
√
x21 + x
2
2
}
.
We have also included the computation of the Laplace transform of these functions in the
Appendix.
Let us define p := 1/(2a2) > 1/2. Then the joint probability distribution µ of X ′1, X
′
2, X
′
3 is
absolutely continuous with respect to the Lebesgue measure on R3, and its density function
is according to formula (45):
f(x1, x2, x3) :=
1
|a|3D1/a
{T(1/a2)e3 {E−e3g(x1, x2, x3)}}
=
1
|a|3D1/a
{T2pe3 {e−x3g(x1, x2, x3)}}
=
1
|a|3D1/a
{
e−(x3+2p)g(x1, x2, x3 + 2p)
}
=
e−2p
|a|3 e
−x3/ag
(x1
a
,
x2
a
,
x3
a
+ 2p
)
=
e−1/a
2
|a|3 e
−x3/a 1
21/a2−3/2ΓΩ(1/(2a2))[(
x3
a
+
1
a2
)2
− x
2
1
a2
− x
2
2
a2
]1/(2a2)−3/2
= Cae
−(x3/a+1/a2)
[(
x3
a
+
1
a2
)2
− x
2
1
a2
− x
2
2
a2
]1/(2a2)−3/2
,(46)
for all x = (x1, x2, x3) inside a cone Ωa, where Ca is the positive constant:
Ca :=
1
21/a2−3/2|a|3ΓΩ(1/(2a2)) .
The presence of the factor e−x3/a in formula (46), ensures the fact that µ has finite moments
of all orders inside the (shifted) cone Ωa, where:
Ωa :=
{
(x1, x2, x3) ∈ R3
∣∣∣∣∣
(
x3
a
+
1
a2
)2
>
x21
a2
+
x22
a2
,
x3
a
+
1
a2
> 0
}
.
For |a| = 1, formula (44) becomes:
ϕ (s) =
e±s3√
(1± s3)2 − s21 − s22
.
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The case when a = −1 can be obtained from the case a = 1, by applying a dilation of factor
c = −1, since:
ϕ−1 (s) =
es3√
(1 + s3)2 − s21 − s22
=
e−(−s3)√
[1− (−s3)]2 − (−s1)2 − (−s2)2
= ϕ+1 (−s) .
Thus, we have:
L−1 (ϕ−1) = L−1 (D−1ϕ+1)
= D−1L−1 (ϕ+1) .
Therefore, if we find the measure of µ+1, corresponding to a = +1, and its support is D+1,
then the measure µ−1, corresponding to a = −1, will be supported by D−1 := −D+1, and
for all Borel subsets B of D−1, we have µ−1(B) = µ+1(−B).
The probability measure µ+1, corresponding to a = +1, is supported on a cone (a two–
dimensional manifold), and its construction is described in the Appendix.
Case 2. If [A1, A2] = [A2, A3] = [A3, A1] = 0. Since all the matrices A1, A2, and A3 are
symmetric and commute, they can be diagonalized in the same basis {f1, f2, f3} of R3. Let
U : R3 → R3 be the orthogonal linear transformation that maps the standard basis {e1, e2,
e3} of R3 into {f1, f2, f3}. We identify U with its matrix {ui,j}1≤i,j≤d. We have U−1 = UT
(the transpose of U), and for all r ∈ {1, 2, 3}:
UArU
T = Dr,
where Dr is a 3× 3 diagonal matrix.
Let us define the following random variables:
X ′1 :=
3∑
j=1
u1,jXj,
X ′2 :=
3∑
j=1
u2,jXj,
X ′3 :=
3∑
j=1
u3,jXj.
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Then, for all i ∈ {1, 2, 3}, we have:
Xi =
3∑
j=1
uTi,jX
′
j
=
3∑
j=1
uj,iX
′
j .
Since (X1, X2, X3) is a non–degenerate 1-Meixner random vector, and U is an invertible
linear transformation, (X ′1, X
′
2, X
′
3) is also a non-degenerate 1-Meixner random vector.
Moreover, the joint semi–annihilation operators of X ′1, X
′
2, and X
′
3 are, for all i ∈ {1, 2, 3}:
U ′i :=
3∑
j=1
ui,jUj.
For all i and j in {1, 2, 3}, such that i 6= j, we have:
[
U ′i , X
′
j
]
=
[
3∑
k=1
ui,kUk,
3∑
l=1
uj,lXl
]
=
∑
k,l
ui,kuj,l [Uk, Xl]
=
∑
k,l
ui,kuj,l
(∑
r
αk,l,rXr + δi,jI
)
=
∑
k,l,r
ui,kαr,k,lu
T
l,j
∑
s
us,rX
′
s
=
∑
r,s
us,r
(∑
k,l
ui,kαr,k,lu
T
l,j
)
X ′s
=
∑
r,s
us,r
(
UArU
T
)
i,j
X ′s
=
∑
r,s
us,r (Dr)i,jX
′
s
= 0,
since Dr is a diagonal matrix and i 6= j.
Since for all i 6= j, we have [U ′i , X ′j ] = 0, it follows from Theorem 4.6 from [10], that the
joint probability distribution of (X ′1, X
′
2, X
′
3) is polynomially factorisable. That means, for
all i, j, and k ∈ N ∪ {0}, we have:
E
[
X ′i1X
′j
2 X
′k
3
]
= E
[
X ′i1
]
E
[
X ′j2
]
E
[
X ′k3
]
.
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That means, from the point of view of momentsX ′1,X
′
2, andX
′
3 behave like three independent
random variables. Since the new coefficients α′i,j,k = 0, for all i 6= j, permuting the indexes,
we obtain, that, for all k ∈ {1, 2, 3}, we have:
α′k,i,j = 0,
for all i 6= j. Thus, if we choose i := k and j 6= k, we have:
α′k,k,j = 0.
That means, for all k ∈ {1, 2, 3}, we have:
[U ′k, X
′
k] =
3∑
j=1
α′k,k,jX
′
j + c
′
kI
= α′k,k,kX
′
k + c
′
kI.
The last equation shows that individually each random variable X ′1, X
′
2, and X
′
3 is a 1-
Meixner random variable. It was shown in [7], that the 1-Meixner random variables are up to
a re-scaling and translation Gamma or Gaussian random variables. Since the joint moments
of X1, X2, and X3 can be written as products of the corresponding individual moments of
X1, X2, and X3, and because the moment problem for 1-Meixner random vectors is uniquely
solvable (due to the estimates that we obtained in Lemma 4), we conclude that the joint
probability distribution µ of X ′1, X
′
2, and X
′
3 is the product of the individual probability
distributions µ1, µ2, and µ3 of X
′
1, X
′
2, and X
′
3, respectively. Thus X
′
1, X
′
2, and X
′
3 are three
independent re-scaled and shifted Gamma or Gaussian random variables.
We conclude our discussion with the following theorem:
Theorem 1. A three–dimensional random vector (X1, X2, X3), having finite joint moments
of all orders, is a non–degenerate 1–Meixner random vector if and only if there exists an
invertible affine transformation from R3 to R3, denoted
(X1, X2, X3)→ (X ′1, X ′2, X ′3),
such that either:
• X ′1, X ′2, and X ′3 are independent Gamma or Gaussian random variables
or
• the joint probability distribution of (X ′1, X ′2, X ′3) is a three–dimensional Gamma
distribution.
8. Appendix
Proposition 6. Let µ be the measure on R3, that is absolutely continuous with respect to
the Lebesgue measure dx1dx2dx3 on R
3, and whose Radon-Nikody´m derivative is:
dµ(x)
dxdydz
=
(
x23 − x21 − x22
)p
1Ω(x1, x2, x3),
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where:
Ω :=
{
(x1, x2, x3) ∈ R3 | x21 + x22 < x23, x3 > 0
}
,
is the open upper cone with vertex at the origin, axis of symmetry the positive x3-axis, whose
generator and axis of symmetry make an angle ϕ, of measure m(ϕ) = 45◦, and 1Ω denotes the
characteristic function of Ω. Then, for p > −1, the Laplace transform of µ (or equivalently,
of its Radon-Nikody´m derivative with respect to the Lebesgue measure) is:
Eµ [exp (t ·X)] = 2piΓ(2p+ 2)
(
t23 − t21 − t22
)−p−(3/2)
.
Proof. Let t = (t1, t2, t3) ∈ R3. We have:
ϕ (t) =
∫
D
et1x1et2x2et3x3
(
x23 − x21 − x22
)p
dx1dx2dx3.
Let us move to spherical coordinates:

x1 = r sin(ϕ) cos(θ)
x2 = r sin(ϕ) sin(θ)
x3 = r cos(ϕ),
where r ∈ (0, ∞), θ ∈ [0, 2pi), ϕ ∈ [0, pi/4). The absolute value of the Jacobian is:
|J(r, θ, ϕ)| = r2 sin(ϕ).
Thus, we have:
ϕ (t) =
∫ pi/4
0
sin(ϕ)
[∫ ∞
0
et3r cos(ϕ)
(
r2 cos(2ϕ)
)p
r2[∫ 2pi
0
er sin(ϕ)(t1 cos(θ)+t2 sin(θ))dθ
]
dr
]
dϕ.
The order of integration that we choose is: first with respect to θ, second with respect to r,
and third we respect to ϕ.
Let us compute first the innermost integral, with respect to θ, for r and ϕ fixed. In the
exponent of that integrand we write the superposition of waves as only one wave, namely:
t1 cos(θ) + t2 sin(θ) =
√
t21 + t
2
2
[
cos(θ)
t1√
t21 + t
2
2
+ sin(θ)
t2√
t21 + t
2
2
]
=
√
t21 + t
2
2 [cos(θ) cos(τ) + sin(θ) sin(τ)]
=
√
t21 + t
2
2 cos(θ − τ),
where τ ∈ [0, 2pi) is the only angle such that:

cos(τ) = t1√
t2
1
+t2
2
sin(τ) = t2√
t2
1
+t2
2
.
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Therefore, the most inner integral becomes:
I1 :=
∫ 2pi
0
er sin(ϕ)
√
t2
1
+t2
2
cos(θ−τ)dθ.
Since the integrand is a periodic function of period 2pi, we can integrate on any interval of
length 2pi. So, we can integrate on the interval [τ , τ + 2pi), obtaining after the change of
variable θ 7→ θ + τ :
I1 =
∫ 2pi
0
er sin(ϕ)
√
t2
1
+t2
2
cos(θ)dθ.
We use now the Taylor series expansion of the exponential function:
ez =
∞∑
n=0
zn
n!
.
Since this is an entire series (radius of convergence R = ∞), according to Weierstrass The-
orem, it converges uniformly on any compact K. Thus, we can interchange the series and
integral, obtaining:
I1 =
∫ 2pi
0
er sin(ϕ)
√
t2
1
+t2
2
cos(θ)dθ
=
∫ 2pi
0
∞∑
n=0
(
r sin(ϕ)
√
t21 + t
2
2 cos(θ)
)n
n!
dθ
=
∞∑
n=0
(
r sin(ϕ)
√
t21 + t
2
2
)n
n!
∫ 2pi
0
cosn(θ)dθ.
For all n ≥ 0, let us define:
Jn :=
∫ 2pi
0
cosn(θ)dθ.
Then J0 = 2pi, J1 = 0, and for all n ≥ 2, integrating by parts, we obtain:
Jn =
∫ 2pi
0
cosn−1(θ) cos(θ)dθ
=
∫ 2pi
0
cosn−1(θ)d (sin(θ))
= cosn−1(θ) sin(θ)|2pi0 + (n− 1)
∫ 2pi
0
cosn−2(θ) sin2(θ)dθ
= 0 + (n− 1)
∫ 2pi
0
cosn−2(θ)
[
1− cos2(θ)] dθ
= (n− 1)Jn−2 − (n− 1)Jn.
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We obtain from here, that:
Jn =
n− 1
n
Jn−2,
for all n ≥ 1. Iterating this recursive relation, we get:
J2n+1 = 0
and
J2n =
(2n− 1)!!
(2n)!!
2pi
=
(2n− 1)!!
2nn!
2pi.
Thus, we obtain:
∫ 2pi
0
er
√
t2
1
+t2
2
cos(θ)dθ =
∞∑
n=0
r2n(t21 + t
2
2)
n sin2n(ϕ)
(2n)!
· (2n− 1)!!
2nn!
2pi
=
∞∑
n=0
r2n(t21 + t
2
2)
n sin2n(ϕ)
22n(n!)2
2pi.
We compute now the second integral, with respect to r, for a fixed ϕ.
I2 :=
∞∑
n=0
(t21 + t
2
2)
n sin2n(ϕ)
22n(n!)2
2pi
∫ ∞
0
r2n+2p+2et3r cos(ϕ)dr.
Here, for convergence, we must assume that t3 < 0, and make the change of variable s =
r|t3| cos(ϕ), dr = 1|t3| cos(ϕ)ds. We obtain:
I2 =
∞∑
n=0
(t21 + t
2
2)
n sin2n(ϕ)
22n(n!)2
2pi
∫ ∞
0
s2n+2p+2e−s
1
|t3|2n+2p+3 cos2n+2p+3(ϕ)ds
=
∞∑
n=0
(t21 + t
2
2)
n sin2n(ϕ)
22n(n!)2|t3|2n+2p+3 cos2n+2p+3(ϕ)2piΓ(2n+ 2p+ 3).
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Finally, we compute the last integral, with respect to ϕ, which is the Laplace transform of
µ. We have:
ϕ (t) =
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)∫ pi/4
0
sin2n+1(ϕ)
cos2n+2p+3(ϕ)
cosp(2ϕ)dϕ
=
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)∫ pi/4
0
sin2n(ϕ)
cos2n+2p+3(ϕ)
cosp(2ϕ) sin(ϕ)dϕ.
We make now the change of variable u = cos(ϕ), du = − sin(ϕ)dϕ. We obtain:
ϕ (t) =
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)
∫ 1
√
2/2
(1− u2)n
u2n+2p+3
(
2u2 − 1)p du.
We make now the change of variable v = u2, dv = 2udu. We obtain:
ϕ (t) =
1
2
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)
∫ 1
1/2
(1− v)n(2v − 1)p
vn+p+2
dv
=
1
2
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)
∫ 1
1/2
(
1− v
v
)n(
2v − 1
v
)p
1
v2
dv.
Finally, we make the change of variable w = (1− v)/v, dw = −(1/v2)dv. We obtain:
ϕ (t) =
1
2
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)
∫ 1
0
wn(1− w)pdw
=
1
2
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)B(n+ 1, p+ 1),
where B is the Euler beta function. Applying the formula:
B(n + 1, p+ 1) =
Γ(n+ 1)Γ(p+ 1)
Γ(n+ p+ 2)
,
we have:
ϕ (t) =
1
2
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ(2n+ 2p+ 3)
Γ(n+ 1)Γ(p+ 1)
Γ(n + p+ 2)
=
1
2
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+2p+32piΓ
(
2
(
n+ p+
3
2
))
n!Γ(p+ 1)
Γ(n+ p+ 2)
.
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Using now Legendre duplication formula for the Gamma function:
Γ(2z) =
22z−1Γ(z)Γ(z + (1/2))√
pi
,
we obtain:
ϕ (t)
= pi
∞∑
n=0
(t21 + t
2
2)
n
22nn!|t3|2n+2p+3
22n+2p+2Γ(n + p+ (3/2))Γ(n+ p+ 2)√
pi
Γ(p+ 1)
Γ(n+ p+ 2)
= pi
22p+2
|t3|2p+3
∞∑
n=0
(t21 + t
2
2)
n
n!|t3|2n
Γ(n+ p+ (3/2))√
pi
Γ(p+ 1)
= pi
22p+2
|t3|2p+3
∞∑
n=0
(t21 + t
2
2)
n
n!|t3|2n
(n+ p+ (1/2))(n− 1 + p+ (1/2)) · · · (1 + p+ (1/2))Γ(1 + p+ (1/2))√
pi
Γ(p+ 1)
= pi
22p+2
|t3|2p+3
∞∑
n=0
(−1)n (−p− (3/2))(−p− (3/2)− 1) · · · (−p− (3/2)− (n− 1))
n!
(t21 + t
2
2)
n
|t3|2n
Γ(p+ 1)Γ(p+ 1 + (1/2))√
pi
.
Using now the binomial formula:
(1 + x)r =
∞∑
n=0
r(r − 1) · · · (r − n+ 1)
n!
xn,
for |x| < 1, and the duplication formula again, we obtain:
ϕ (t) = pi
22p+2
|t3|2p+3
[
1− t
2
1 + t
2
2
t23
]−p−(3/2)
Γ(2p+ 2)
22p+1
= 2piΓ(2p+ 2)
(
t23 − t21 − t22
)−p−(3/2)
.

The case a = 1 corresponds to p = −1 which is not covered by Proposition 6 above.
However, in this situation we have the simpler
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Proposition 7. Let ν (x) be the two dimensional measure on ∂Ω (the surface of the cone
with equation
√
x21 + x
2
2 = x3) obtained as the push–forward of the surface measure on the
cylinder given by parametrization
(r, θ)→ (cos(θ), sin(θ), r), r > 0, θ ∈ [0, 2pi),
via the map
(cos(θ), sin(θ), r)→ (r cos(θ), r sin(θ), r).
Then, for t ∈ −Ω the Laplace transform
Lν (t) =
∫
∂Ω
et·x dν(x) ,
is given by
Lν (t) = 2pi√
t23 − (t21 + t22)
.
Proof. Using x = (r cos(θ), r sin(θ), r), we have
Lν (t) =
∫ ∞
0
∫ 2pi
0
et3ret1r cos(θ)+t2r sin(θ) dθ dr.
Therefore
Lν (t) =
∫ ∞
0
et3r
∫ 2pi
0
er
√
t2
1
+t2
2
cos(θ−τ) dθ dr,
where τ ∈ [0, 2pi) is the only angle such that

cos(τ) = t1√
t2
1
+t2
2
sin(τ) = t2√
t2
1
+t2
2
.
As in Proposition 6, we have
I1 :=
∫ 2pi
0
er
√
t2
1
+t2
2
cos(θ)dθ =
∞∑
n=0
r2n(t21 + t
2
2)
n
(2n)!
(2n− 1)!!
2nn!
2pi
=
∞∑
n=0
r2n(t21 + t
2
2)
n
22n(n!)2
2pi.
We compute now the second integral, with respect to r.
I2 :=
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2
2pi
∫ ∞
0
r2net3rdr.
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Here, for convergence at infinity, we must assume that t3 < 0. Making the change of variable
s = r|t3|, dr = 1|t3|ds. We obtain:
I2 =
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2
2pi
∫ ∞
0
s2ne−s
1
|t3|2n+1ds
=
∞∑
n=0
(t21 + t
2
2)
n
22n(n!)2|t3|2n+12pi(2n)!.
Therefore, for
t2
1
+t2
2
t2
3
< 1, we have
I2 =
2pi
|t3|
1√
1− 4 t21+t22
4t2
3
=
2pi√
t23 − (t21 + t22)
.

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