A kind of Hausdorff measure can be defined by using the entropy and this measure can be applied to the study of compact sets. The author established a combinatorial formula for a large class of Hausdorff measures. In this paper, we develop an algorithm for approximating the Hausdorff measure of uniform Cantor sets and prove the validity of the algorithm.
Introduction
It seems now that deterministic fractal geometry is racing ahead into the serious engineering phase. Commercial applications have emerged in the area of image compression, video compression, computer graphics, and education (ref. [1] ). What is a useful metric for studying the contractivity of the vector recurrent Iterated Function System (IFS) of affine functions in R 2 ? Set L(I) = inf{x | x ∈ I} and R(I) = sup{x | x ∈ I} for a subset I of R. Let k ≥ 2 be a fixed integer and r a fixed real number satisfying 0 < r < 1/k(k−1). Set c = 1/k − (k − 1)r and a n = krc n−1 and n = c n for all n ∈ N.
Let E 0 = [0, 1] be the unit interval in R. At the first stage of the construction, we remove (k − 1) open subintervals of the same length a 1 from E 0 such that there remain k closed intervals of the same length 1 . (We notice that k 1 + (k − 1)a 1 = 1.) The E 1 consists of these k closed intervals of length 1 .
We can construct the E n+1 from E n by the essentially same way: We obtain E n+1 by removing (k − 1) open subintervals of the same length a n+1 from each interval of E n such that there remain k closed intervals of the same length n+1 . Let I for all i = 1, . . . , k n+1 − 1. The uniform Cantor set C k (r) is now defined by
The non-negative integer m = min s ∈ N 0 | kr ≥ c s+1 will be called the index of C k (r). For any subsets A, B of R, we make use of the notations A ⊂ B and A ⊆ B when A is a proper subset of B and when A is a subset of B, respectively. We use #A to denote the cardinal number of a set A. The diameter of a subset I of R is defined by d(I) = sup |x − y| | x, y ∈ I . For any subset I of R with 0 < d(I) ≤ n , we define the mass distribution α n (I) of I on the n-th stage by
Some properties of this mass distribution are presented in [2] . For example, the following equality
holds for any I ⊂ R with 0 < d(I) ≤ n and for all p ∈ N. This equality will be used in the proof of Lemma 2.2 of this paper. For a given δ > 0, we define an entropy E(C, δ) of a compact subset C of R by
For more details, we refer to [3, 4, 5] . As C k (r) is compact, we can define the entropy of C k (r) for all δ > 0 and a function h satisfying h(δ) = 1/E(C k (r), δ) for δ > 0 and h(0) = 0 and a Hausdorff h-measure μ h by
for all subsets A of R. According to Rogers [6] , μ h is indeed a Hausdorff measure. Such a measure was first introduced by Mycielski [4] and Kahnert [3] .
The measure μ h has turned out to be very useful for constructing some invariant measures and also for studying the set-theoretical properties of compact sets.
In [2] , the author investigated some properties of the Hausdorff measure μ h and presented a combinatorial formula:
In this paper, on the basis of the last formula, we develop an algorithm with which we can approximate the Hausdorff h-measure of the uniform Cantor set C k (r). In the main theorem, we give a tolerable error bound for this algorithm.
Fractal dimensions can be attached to clouds, trees, coastlines, feathers, networks of neurons in the body, dust in the air at an instant in time, clothes you are wearing, the distribution of frequencies of light reflected by a flower, the colors emitted by the sun, and the wrinkled surface of the sea during a storm. These numbers alow us to compare sets in the real world with the laboratory fractals, such as attractor of IFS.
Preliminaries
From now on, we use E n to denote the n-th stage of the uniform Cantor set C k (r). More precisely, the E n consists of k n subintervals of length n and these subintervals will be denoted by I 1 n , . . . , I k n n . In this section, we prove two lemmas related to the mass distributions. According to these lemmas, an interval I can have the maximum mass distribution if its left end point coincides with one of left end points of the intervals of E n with n ≥ d(I).
Here, I 
for any subset J of E 0 and for any p ∈ N.
We will use the induction to prove
which is a contradiction. Hence, it should hold that c n+1 [0, 
Moreover, if j < q, then
It follows from (2.1) that
which is a contradiction. The fourth line in the last expression immediately follows from the equality
which is obvious in view of the structures of E n+j and E n+q .
Thus, it has to hold that Since
Hence, using the fact α n+q (I) = k q α n (I), we have
Thus, we have J ⊂ I 
Hypotheses of algorithm
Let C k (r) be a uniform Cantor set and let m be the index of
Let us choose an integer m 0 , m 0 ≥ m + 4, so large that the number
is not less than 1.
Assume
Note that the interval J n includes n intervals of E m+m 0 and that no other interval of E m+m 0 intersects J n . In particular, it holds that
Algorithm
(1) Set the new value of n by adding 1 to the old value of n.
(2) Estimate the entropy E(E m+m
1 , d(J n )). (3) Compute h n α n = 1 E(E m+m 1 , d(J n )) · k m 0 n ,where α n = α m (J n ) = n/k m 0 (ref. Eq. (5.8) below.) (4) If n < k m 0 , then repeat the process from (1) to (3). (5) Output μ (C k (r)) = k m min h i α i k m 0 −1 ≤ i ≤ k m 0 .
Remark 4.1 In this algorithm, we estimate the entropy of the
(m + m 1 )-th stage E m+m 1 instead of C k (r).
Validity of algorithm
We first compare the entropies of C k (r) and E m+m 1 . The following relationships between the entropies are of great importance for justifying the algorithm.
Lemma 5.1 If n is an integer with
Proof. According to the definitions of J n and m 1 , we have
(a) First, we prove the left inequality of this lemma:
If m = 0 and n = k m 0 − 1, then J n+1 = E 0 , the closed unit interval. In this case, we get
for any q with 2 ≤ q ≤ min{n 1 , n 2 }. We consider two different cases. 
By collecting the results, we conclude that
for all q = 1, . . . , min{n 1 , n 2 }. This implies the validity of left inequality of this lemma.
(b) Since C k (r) ⊂ E m+m 1 , we can easily prove the validity of the second inequality of this lemma. 2
The larger the number m 0 is chosen, the more accurate the value of μ (C k (r)) is estimated through the algorithm.
Theorem 5.2 Let C k (r) be a uniform Cantor set. Then
where we set
and we can prove the above inequalities for n = k m 0 −1 which was not considered in Lemma 5.1. Let us define
The finite sequence {e n } n∈Λ is monotone decreasing, and we know
Hence, there should exist non-negative integers q and s such that 
We notice that the tail part is not a slide.
It then follows from (5.3) that
Assume that q and s are positive integers and that {e i−q , e i−q+1 , . . . , e i+s } is a slide satisfying (5.4). Set n = i and n = i + 2 in (5.5) separately, and take (5.4) into account to get
Therefore, it follows from the definition of J * e i that
Similarly, if we set n = i + j − 1 and n = i + j + 2 in (5.5) separately, and if we take (5.4) into account, then we obtain
for each j = 1, . . . , s. Hence, we get
for j = 1, . . . , s.
Since J n includes n intervals of E m+m 0 and no other intervals from E q (q > m + m 0 ), we have
Hence, it follows from (5.6), (5.7) and (5.8) that
)) = 1/e i+j , it follows from (5.9) and (5.10) that
since it holds that
(5.14)
for j = 1, . . . , s. Hence 
Furthermore, by (5.9) and in view of (3) in §4, we see
As a result, we get 
By [2, Theorem 10] and by the above equality, we get
By using the results of (5.12), (5.15) and (5.17), we conclude that
since {e i } i∈Λ consists of a finite number of slides and the tail part. 2 transformations on simple spaces, and yet they are geometrically complicated. We will show that iterated function systems provide a convenient framework for the description, classification, and communication of fractals.
Discussions

