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Abstract 
This paper introduces a measure of accuracy for quadrature methods for Fredholm integral equations of the first kind. 
It is based on their accuracy for test problems whose xact solutions form a basis for a certain function space of interest. It
may be used to identify methods that are accurate for equations whose solutions can be well approximated bya member 
of the function space, and to establish approximate error bounds for their solutions. 
Keywords: Fredholm integral equations of the first kind; Quadrature methods 
AMS classification: primary 65R20; secondary 45B05 
1. Introduction 
We consider quadrature methods for Fredholm integral equations of the first kind, 
l g ( t ,x ) f (x )dx  = y(t), t E It, (1) 
where f (x)  is the unknown,  and It is the domain of t. Eq. (1) may be written in operator form: 
Kf  = y. Let xj and wj ( j  = 1, 2, . . . ,  N)  be the abscissae and weights of an N-point quadrature rule, 
QN. A quadrature method replaces the integral in (1) with QN for t = ti (i = 1, 2, . . . ,  N) and leads to 
N simultaneous equations 
N 
~" wjK(t i ,x j )  f (xj)  = y(ti), i = 1, 2 , . . . ,  N. (2) 
j= l  
Let K (N)= [wjK(t i ,  Xj)]N×N. Provided that K (N) is nonsingular, (2) has a unique solution f(xj), 
which is an approximat ion of f (x j )  (j = 1, 2 , . . . ,  N). For  brevity, a method that uses QN and 
a certain set of ti's will be referred to as method (QN, T) ,  where T = {tl, t2 . . . .  , tN}. 
Despite the fact that they are the simplest of all numerical methods for solving (1), quadrature 
methods are rarely used in practice. One reason is that they frequently lead to inaccurate numerical 
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solutions. Yet little is known concerning conditions under which they may be accurate. This 
difficulty is further discussed in the next section. For a comprehensive discussion concerning 
quadrature methods and their drawbacks, see Baker [1]. Nonetheless, as we shall see from 
subsequent examples, there are equations for which accurate quadrature methods exist. The 
question is how to identify these accurate methods from a virtually infinite number of methods 
available. In the present paper, we introduce a simple measure of accuracy that may be used to 
identify such methods. This measure may also be used to establish error bounds for the solutions. 
In Section 2, we examine, through an example, the difficulties of determining the accuracy of 
quadrature methods, and introduce the measure of accuracy. In Section 3, we discuss how this 
measure may be applied to identify accurate methods and calculate approximate error bounds. We 
shall provide some general discussion on basis selection and error bounds in Section 4. 
2. The order of accuracy of a quadrature method 
The choice of each of the three components for a quadrature method, i.e., the type of quadrature 
rule, the number of abscissae N and the ti's, affects its accuracy. Unfortunately, unless K(t ,  x) is of 
a certain special form, e.g., Example 5.35 in Baker [1], it is generally difficult to determine 
theoretically how the accuracy depends on the choices of these components. Even increasing the 
number of abscissae, a strategy commonly used to improve the accuracy of numerical methods, 
may fail to bring more accurate solutions for quadrature methods. Consider the following example. 
Example 1. 
f l sinh(t) et~f(x) dx - - -  t e ( - oo, oo), (3) -1 t ' 
which has exact solutionf(x) = 0.5 for x e [ - 1, 1]. Denote the error of the quadrature formula at 
t = ti by ri, andf (x j )  - f (x j )  by ej. Let R = ( r l , . . . ,  rN) T and E = (el, ..., eN) r. Table 1, computed by 
methods using N-point Gauss-Legendre ules and t~'s that are equally spaced points between - 1 
and 1, contains IIg[l o~, the estimated condition number of K ~m, x~(K~N)), and IIEll o0. 
It can be shown that K~N)E = R. Thus in general [I E l[ oo is small when both x l (K  tN)) and I I R I I oo are 
small. Initially as N increases, x l (K  tN)) increases, but II R II ® decreases. The decrease in II R 11 ® offsets 
Table 1 
The effect of the number of abscissae on the error 
N II R II o0 to, (K ~N>) II E rl 
3 3.27× 10 -5 4.57× 101 1.34× 10 -4 
5 4.12x 10 -x° 1.53 × 104 1.15 x 10 -7 
7 6.66 x 10-16 1.32 × 10 7 2.29 x 10- lo 
9 4.44 X 10 -16  2.15 × 10 '° 7.00 × 10 -8 
11 2.22 × 10 -16  5.65 × 1013 3.34 × 10 -5 
13 4.44 × 10 -16  3.26 x 1018 9.66 × 101 
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Table 2 
Example 1 continued. Orders of accuracy 
for methods using N-point Gauss-Legendre 
rules with ti = - 1 + 2(i - 1)/(N - 1) 
N r(P3) r (P4)  r (P5)  r(P6) 
5 4 3 3 2 
7 8 5 4 2 
9 3 2 0 -1  
the increase in x x(KtN)), and the accuracy of the numerical solution improves. However, once I[ R II 
drops to near machine epsilon at N = 7, it cannot drop further, but xl(K tN)) still increases very 
rapidly. Consequently, [[E[[o~ becomes larger. The influence of the type of quadrature rule is even 
more difficult to determine. 
Although theoretical analyses on the errors of quadrature methods eem intractable, one can still 
judge their accuracy through test problems. We propose the following measure of accuracy to 
explore this idea. To simplify our presentation, we shall assume that (1) has a unique solution. 
Let Ph = span{l, x, x 2 .... , x ~} be the set of polynomials of degree h or less. The set o fh  + 1 test 
equations, Kj~ = Kx t, have solutions x t (l = O, 1,..., h). To measure the accuracy of a certain 
quadrature method, (QN, T), we compare its numerical solution to K f  = Kx ~, j~, with x ~ for 
l = 0, 1 . . . . .  h. Let 
e l=  max {Ix}-J~(xi)l }, (4) 
j~{1 ...N} 
and emax(h) = max{eo, el, ..., eh}. Write emax(h) in scientific notation, 
emax(h) = ~ x 10-', (5) 
where 1 ~< e < 10 and r is an integer. We call r the order of accuracy of method (QN, T) with respect 
to eh, and write this order as r(Ph), r(Ph) is a nonincreasing function of h, i.e., r(Ph+ 1) <~ r(Ph). Table 
2 shows the orders of accuracy of 5-point, 7-point and 9-point methods as used to compute Table 
1 with respect o P3,  P4,  Ps ,  and P6. The 7-point method has consistently the highest order of 
accuracy with respect o all four different polynomial spaces. This agrees with Table 1, where the 
7-point method was shown to be the most accurate. 
To see how the order of accuracy may be used to establish error bounds for numerical solutions of 
quadrature methods, we first note that if fand  ~ are the numerical solutions for equations where the 
exact solutions are fand  9, then the numerical solution for the equation with exact solution e f  + 80 is 
~f+ fig. This linearity of the numerical solution implies that if (1) has solution f~ Ph, i.e., 
f=  Co + clx + c2 x2 + "" + chx h, (6) 
where the c~'s are constants, then the corresponding numerical solution f i s  
f=  Cjo + clYl + ... + (7) 
A bound on the error is then given by 
h 
flf-fl lo~ ~< ~ Icjl × e~. (8) 
j=O 
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or, in terms of the order of accuracy, 
(fo) IIf-f[Io~ <~ Icjl × ~ x 10 -r(v"), (9) J 
where ~ is the same as in (5). The c/s are in general unknown, but may be approximated by the 
method of least squares. Also, the above bounds are often useful even iff(x)~Ph, provided it can be 
well approximated bysome p(x) ~ Ph. We shall further illustrate these points through Example 2 in 
the next section. 
3. The optimal method 
Different choices of quadrature rules and ti's can also greatly affect he orders of accuracy. Table 
3 is computed by methods using N-point composite Simpson's rules and Gauss-Legendre (G-L) 
rules with ti's that are equally spaced between -2  and 2. With the same choices of N and T, 
methods that use Gauss-Legendre ules have considerably higher orders of accuracy. Also, by 
comparing orders of accuracy of methods that use the above Gauss-Legendre ules with those of 
methods (shown in Table 2) that use the same quadrature rules but different /s, we see that the 
order of accuracy is heavily influenced by the choice of T. In general, to obtain high-order methods, 
the larger the N, the wider spread in the t~'s needs to be. For methods that use the 15-point 
Gauss-Legendre rule, for example, r(Ps) is actually negative when the t/s are equally spaced 
between -2  and 2. When they are equally spaced between - 11 and 11, r(Ps) is 7. There is a limit, 
however, on how large one can make N and still obtain a high-order method. When N is too large, 
K (N) may be too ill-conditioned regardless of the choice of quadrature rule and T. 
In general, to look for the method with the highest order of accuracy with respect to a certain ph, 
one should consider methods with different types of quadrature rule and different choices of N and 
T, so that methods of possible high orders are not overlooked. One computes and then compares 
their orders of accuracy. The method with the highest order found by this process will be referred to 
as the optimal method with respect o Ph, or  simply the optimal method. The optimal method is not 
necessarily the one with the highest order possible. Nevertheless, when used to solve (1), it generally 
gives the most accurate solutions among methods considered. 
Table 3 
Example 1 continued. Orders of accuracy for methods using N- 
point composite Simpson's rules and G-L rules with 
t,= -2+4( i -1) / (N- -1)  
N Simpson's rule G-L rule 
r(P3) r(P4) r(Ps) r(Pa) r(P4) r(Ps) 
5 1 1 1 3 3 2 
7 1 1 1 6 5 4 
9 0 0 0 6 5 4 
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Table 4 
Max imum absolute errors and error  bounds  for 
Example  2 
N r[E [[ ~o Er ror  bound 
7 2.04 x 10 -v 3.04x 10 -v  
9 1.48 x 10 -v  2.64 x 10 -6  
15 8.01 x 10 -1°  3.17x 10 -8 
We now use some of the methods discussed above to compute the following example involving 
the operator in Example 1. These methods all use the Gauss-Legendre rule. 
Example 2. 
f 
l e(t+ 1) _ e - ( t+ 1) 
etXf(x) dx = (10) 1 ( t+ l )  (e 1 -e -1 )  ' t~( -~,~) .  
The exact solution isf(x) = e~'/(e - e-  1) for x e [ - 1, 1]. Table 4 contains, in the middle column, 
the maximum absolute error of the numerical solutions of a 7-point, a 9-point and a 15-point 
method, where the ti's are equally spaced points in [ - 2, 2], [ - 5, 5], and [ - 11, 11], respectively. 
These methods have orders of accuracy r(Ps) = 2, 4, and 7, respectively. The 15-point method is the 
optimal method. The estimated error bounds, computed using (8), are in the right-hand column. 
These bounds are calculated using the coefficients of the third-order polynomials that best 
approximate the numerical solutions. The method of least squares is used to compute these 
coefficients. The decision to use third-order polynomials is based on the observation that the 
coefficients for x 4 and x s, should they be used, are much smaller than those of the lower-order 
terms. Also, without these terms, the error sum of squares is already very small. Adding them to the 
least-squares regression reduces the error sum of squares very little. 
Note that although the exact solution in this example is not a polynomial, it can be well 
approximated by a third-order polynomial and the optimal method with respect o P5 does give 
the most accurate solution. In practice, since the exact solution is unknown, one in general does not 
know the value of h such that the solution may be well approximated by a member of Ph. Thus 
optimal methods with respect o Ph, where h is reasonably large, such as h = 5 in this example, are 
recommended. 
4. Basis selection and error bounds 
Let L ~ R (h+ 1)x(h+ 1) be nonsingular and X = (1, x ,  . . . ,  xh) T. The elements of~P = (~bo, ~bl, ..., ~bh) T 
where ~P = LX forms a basis for Ph. Under this basis, f~  Ph in (6) may be expressed as 
f=  CTX = CTL-X~ = vT~,  (11) 
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where C = (Co, c l , . . . ,  Ch) T and V = CTL-  1 = (Vo,/)1, " ' - ,  /')h) T" Substituting ~bl(xj) for x~ and •l(xj) 
forJ~(xj) in (4) for l = 0, 1,..., h, where 6t is the numerical solution to Ktk = K~bl, the resulting e[s 
may be used to define the order of accuracy and optimal method under {q~0, ~bl, ..., ~bh} by 
following procedures described in Sections 2 and 3. For (1) where fe  Ph, they also lead to the 
following bound on the error o f f  
h 
I If-fl loo ~ ~ Ivjl x e~, (12) 
j=O 
Although the order of accuracy of a method may change with the basis, we observed that the 
optimal method under one basis remains optimal under another. Furthermore, it also remains 
optimal even when the dimension of Ph is changed; e.g., among the three methods hown in Table 2, 
the 7-point method is consistently optimal with respect to P3, P4, P5 and P6. This independence of 
the optimal method on the choice of basis raises an interesting question: is there a strategy for 
finding a basis under which the error bound given by (12) for the optimal method is the smallest or 
the closest o the real error? 
Since the vSs and the eSs will both vary with the basis, even for examples where the exact 
solutions are known it is usually difficult o determine theoretically whether a certain basis will lead 
to a bound smaller than that under, say {1, x , . . . ,  Xh}. One exception to this is that when f= q~ for 
some i, then vi = 1 and vj = 0 forj  V: i. The equality in (12) holds and its right-hand side gives the 
minimum bound. In practice, however, the exact solution is not known, thus the minimum bound 
cannot be achieved. If we fit the numerical solution with a polynomial using the method of least 
squares, and let q~i be this polynomial, then v~ ,~ 1 and vj ~ 0 for i :/: j. The resulting bound may be 
close to the minimum bound, provided the numerical solution is accurate. This bound may not be 
useful in practice since its accuracy depends on that of the numerical solution. A practical strategy 
for looking for a small bound may be to use a certain set of bases, such as {1, x , . . . ,  x h} and the 
shifted Chebyshev polynomials, at the same time routinely, and compare the resulting error 
bounds. 
For  f(EPh, wr i te fas f= Ph + e where Ph E Ph. Let/~h, ~ andfbe  solutions to Kg = Kph, Kg = Ke  
and (1), respectively, given by the same method. Then l i f - f l l  ~ -< [Iph -/~hlloo + tl~ -- &ll ~. While 
we may assume IlPh -- 13hlL ~ is small when the method is optimal with respect to Ph, we still need to 
know the error in solving Kg = Ke. This is an important and yet complicated problem. Here we 
make two suggestions that may be useful for dealing with it. If it is known that e e A where A is 
a function space of a finite dimension, one may consider deriving and using an optimal method 
with respect to both Ph and A. Without this information, one may select a high h value so that the 
solution can be well approximated by some Ph e Ph and solve the problem as i f f  is in Ph. This 
approach usually works well in practice, e.g., Example 2. 
5. Concluding remarks 
We have found that optimal methods defined in Section 3 work well for solving a variety of 
problems where the kernel is not too fiat and I, is ( - oo, oo). A typical example is that of inverting 
Laplace transformations of functions that vanish outside some finite intervals. Under these two 
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conditions, optimal methods with high orders of accuracy can usually be found, and numerical 
solutions given by these methods are very accurate. The error bound given by (8) is also quite 
reliable. We also found, however, that for equations where the two conditions are not met, optimal 
methods are sometimes oflow orders of accuracy (r(Ps) ~< 3), and their numerical solutions may be 
poor. Although the simple basis, {1, x, ..., xh}, is usually satisfactory in practice, basis selection 
remains an important problem to be further studied. 
Finally, the idea behind the above order of accuracy is the same as that behind the precision of 
quadrature rules, i.e., evaluating numerical methods according to their performance on test 
problems involving polynomials. Since continuous functions on finite intervals can be well 
approximated by polynomials, when (1) has a continuous olution, the Ph's are natural choices 
relative to which the order of accuracy and optimal methods are defined. Nevertheless, when exact 
solutions are known to be in some other spaces, one should consider using these spaces instead. 
Examples in this paper were computed using Fortran 77 on a SPARC station. The linear system 
solver used was DLSARG, least-squares timates were computed by DRCURV, and condition 
numbers were estimated by DLFCRG, all from IMSL. 
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