We consider surfaces of constant mean curvature in three-dimensional Euclidean space which have a nonparametric representation over a disc. It is shown that if the surface has a horizontal tangent plane at the origin of the disc, then the Gauss curvature of the surface at the origin satisfies an a priori bound. The existence of a bound is established by identifying and proving the existence of an extremal surface.
Introduction.
We consider surfaces S of constant mean curvature H which have a nonparametric representation z=u(x,y) over the disc x2+y2<R2. This is equivalent to saying that u(x,y) is a solution of the partial differential equation (1) (1 + u;)uxx -2uxuvuxy + (I + u2x)um = 2H(l +u¡ + u2yf'2.
Without loss of generality, we will assume H^.0. We are interested in obtaining information about the Gauss curvature K of 5 at the origin. In the minimal surface case H=Q, Heinz [4] showed that, for all such surfaces S, one has \K\^c/R2, c=4tt3/3.
In [3] , Finn and Osserman gave a completely different method for obtaining such a bound. They also showed that if S has a horizontal tangent plane at the origin, then the best possible value of c is -n2ß, with the classical Scherk's surface playing the role of an extremal.
Recall that Scherk's surface is defined by the expression z = (y/2R/-n)(log cos^y/^R) -log cos(nx/^/2R)) over the square \x\<Rjyj2, \y\<Rjyj2, and takes on the boundary values ±co, on alternate sides of the square. Recently the author [9] has proven the existence of a "Scherk type" surface of constant mean curvature exhibiting the same general behavior as the classical Scherk's surface. The domain D of definition of this unusual surface may be described as follows. For any R^\j2H, Dis a domain contained in x2+y2^R2 which is bounded by two circular arcs of curvature +2H and two circular arcs of curvature -2H, and is symmetric about the x and y axes. The situation is illustrated in Figure 1 . The solution takes on the boundary values + oo on the convex Figure 1 circular arcs and -oo on the concave circular arcs. The exact geometry of the configuration is determined by the relationship
where /+ is the length of the convex arcs and l~ is the length of the concave arcs. As H-*0 the circular arcs become straight and D tends to the square over which the classical Scherk's surface is defined. The main result of this paper is that the Gauss curvature of our Scherk type surface provides a sharp bound for the Gauss curvature at the origin for all solutions of (1) defined over x2+y2^R2^\/4H2 with horizontal tangent plane at the origin. As in the minimal surface case equality is never attained although there is a sequence of solutions defined over x2+y2^R2 whose curvature at the origin approaches the extremal bound. A precise statement of our main result is given in Theorem 1. The method of proof will be a modification of the comparison method used by Finn and Osserman.
The author is indebted to Professor Robert Finn for helpful conversations.
Preliminary results.
Notation. For each R^lßH we will denote by v(R; x,y) the Scherk type surface of constant mean curvature H>0 that corresponds to the disc of radius R, as described in the introduction. Also we will denote by K(R) the Gauss curvature of v at the origin.
The following useful lemma is well known [8] .
Lemma 1. Let u and v be solutions of (I) in a neighborhood of the origin 0. Suppose that u^év while Vw= Vu at 0. Then for some integer k^.2 we have v -u=constant+P(x, y) + 0(rk+1), r=(x2+y2)1/2 where P(x, y) is a harmonic (homogeneous) polynomial of degree k in the variables x, y, and x, y are affinely related to x, y.
It follows that a neighborhood of 0 is subdivided by A-^2 smooth curves into 2k^f.4 sectors in such a way that u-v alternates sign in each sector.
We next discuss an "explicit" solution of (1) which is needed in later results. If we look fora solution of (1) of the form u=u(r), then we are led to the ordinary differential equation
where A is an arbitrary constant. In the case A>0, no solution exists unless 4AH<1. If this condition is satisfied there is a solution w(r) defined in the annulus
This annulus is contained in the disc of radius If H and is symmetric about the circle of radius 1/2//. On the inner circumference the exterior normal derivative du\dn--co while on outer circumference du¡dn= + cc.
In the following discussion we will use the notation w(Rx, r) to indicate that Rx is the inner radius of the annulus of definition of w(r) defined by (3). (ii) K(R)<2RH-IIR2 so that K(R)-+-co as R-*0.
Proof, (i) Observe that each of the functions v(R ; x, y), v(R ; x, -y), v(R; -x,y) are solutions of (1), have the same boundary data and agree at the origin. Hence by the uniqueness theorem established in [9, Theorem 7.1] they must be identical. The conclusions of (i) now follow immediately.
(ii) Consider the surface of revolution of constant mean curvature H that corresponds to the solution w( , r) discussed above. In 1841, Delaunay [1] found that the generating curve of this surface of revolution is obtained by tracing out the path of the focus of an ellipse as the ellipse rolls without slipping along the axis of the surface. Using the notation of (3), the ellipse that corresponds to w( , r) will have a major semiaxis of length 1/2// and a minor semiaxis of length (A/H)1'2 where 0</l<l/4//.
The generating curve is illustrated in Figure 2 . If we revolve the generating curve about the y-axis and consider the "bottom" half of the surface cut off by the x-y plane, then we have a surface of constant mean curvature + H defined over the symmetric domain A in the plane defined by the generating curve and its reflection about the j-axis. We have oriented things so that the origin 0 lies on a "waist" of this surface. Let us denote this surface by z=u(x, y). Evidently Vm(0)=Vw(0')=0 and uxv=0 on the y axis. (Note that the point 0' corresponds to an "outer waist" of the surface.) Using the formula K=w'w"jr(\+w'2)2, a simple computation using (2) shows that K=H2-A2jr* where r is the distance from a point on the generating curve to the j-axis. We now choose A=R(\-RH). Then the Gauss curvature K(0) of the surface z=u(x,y) at 0 is equal to (2RH-l)jR2. With this choice of A, the disc of radius R in which v(R; x,y) is defined is just contained in A. The proof of part (ii) now amounts to showing that K(R)< K(0). To do this, suppose for the moment that K(R)<0; then if 0> K(R)^.K(0) we can let the parameter A increase towards its maximum value of 1/4//. This has the effect of decreasing | A"(0)| to the value zero while the domain A becomes more and more like a strip of width \jH. We stop this process when K(R)=K(0). We can then rotate the surface v(R;x,y) (i.e. use v(R; y, x) if necessary) so that the second derivatives of u and v(R; x,y) coincide at the origin. By Lemma 1 there are at least six level curves of cp(x,y)=u(x,y)-v(R;x,y) passing through the origin and dividing a neighborhood of the origin into sectors such that 93 alternates sign in each sector. Consider any component U of the open set {99^0} nD, where D is the domain of definition of v(R; x, v). At an interior boundary point of U, 95=0 so that by the maximum principle for differences of solutions of (1), the boundary of U cannot consist entirely of interior points of D. But if the boundary of U contains an "inner point" of a side of D then it must contain the whole side. Hence the set {925^0} nD has at most four components whose boundaries contain inner points of sides of D. On the other hand, the set {<p^0}nD has at least six components since this is true near the origin and otherwise some component would have all its boundary points interior to D which was seen to be impossible. Hence some component U of {cp^fynD has as boundary points only interior points of D and one or more "vertices" of D. By the general maximum principle [9] this is impossible. Thus the assumption K(R)^. (2RH-\)jR2 leads to a contradiction once we know that K(R)<0. So suppose K(R)^.0. Translate the surface z=v(R; x, y) along the positive j-axis so that it is centered at the point 0' of Figure 2 . At 0' the value of the Gauss curvature of the surface z=u(x, y) achieves its maximum value. If K(R) is less than this value we again let A tend to 1/4//. Then this maximum curvature tends to the value 0 so that at some point the curvatures of the two surfaces become equal. A repetition of the preceding argument gives a contradiction. If K(R) is greater than this maximum value we decrease A to the value zero. This has the effect of increasing the maximum curvature of z=u(x, y) to the value H2 while the domain A becomes more and more like a sequence of circles of radius 1 /// stacked on top of each other. Thus at some point we can reach a situation in which the two surfaces have the same Gauss curvature and the same domain of definition. Hence we must have K(R)<0 proving the lemma. (R0;x,y) . By Theorem 7.1 of [9] , v(R0; ) and v differ by a constant which must be zero by normalization. Since the above argument holds for any subsequence of the original sequence, it follows that the entire sequence {v(Rn; )} converges to v(R0; ). Now a bound on the sequence {v(Rn; )} in a neighborhood of the origin implies a uniform bound on \Vv(Rn; )\ in a neighborhood of the origin [8] . Consequently we can think of the v(Rn: ) as solutions of a uniformly elliptic equation with a fixed modulus of ellipticity. This implies that ^v(Rn ; ) are uniformly Holder continuous [5] in a still smaller neighborhood of the origin. The classical Schauder estimates show that the second derivatives of the sequence are also uniformly Holder continuous in this neighborhood, so that by the Arzela-Ascoli theorem, the first and second derivatives of {v(Rn; )} at the origin converge uniformly to those of v(R0; ). Hence {K(Rn)} converges to K(R0) proving the lemma. at the origin. Moreover K(R0X(2R0H-l)/Rl and the lower bound K(R0) is never actually attained although there is a sequence of solutions defined over x2+y2<R\ whose curvature at the origin approaches K(R0).
Remark. Of course if R0> 1/2// we still have an a priori estimate for K by restricting u to the disc of radius 1/2//.
Proof. The inequality K^ H2 is always satisfied for any surface so that we need only prove the right-hand side of (3). Suppose that K^K(R0). By Lemma 2, K(R) tends to -co as R-»-0. By Lemma 3 we can choose R such that K-K(R). Then by rotating one of the surfaces, we can make all second derivatives of u and v(R; ) coincide at the origin. Thus u and v(R; ) have a "second order contact" at the origin (by a translation we may assume w(0, 0)=v(R ; 0, 0)). By the argument already given in the proof of Lemma 2, this is impossible. By the proof of the existence of v(R0; ) given in [9] , there is a sequence of solutions defined over x2+y2<Rl converging to v(R0; ). A repetition of the argument of Lemma 3 shows that their curvatures at the origin tend to K(R0). This proves the theorem.
Final Remarks. It seems quite likely that a priori bounds for the Gauss curvature at the origin exist independent of the slope of the solution surface at the origin. By considering Scherk type comparison surfaces with less symmetry it is possible to improve Theorem 1 somewhat. However it is not at all clear whether the comparison method could be used to prove a general result. Another interesting point is that solutions of (1) in general do not exist for R in the range lj2H<R^ \jH. That is, boundary data cannot be prescribed arbitrarily. We expect that solutions of (1) in this range must be subject to severe a priori limitations. For example, R. Finn has conjectured that the oscillation of all such solutions must be uniformly bounded. We also suspect strong limitations on the Gauss curvature of such surfaces.
