By explicit studying on theta-multipliers (i.e. the multipliers which appear in theta-transformation formulas under general modular substitutions), we can naturally get the reciprocity law of Gauss sums or quadratic residue symbols. This remarkable fact, by Cauchy, Kronecker, Hecke and others, is very classical, but its theoretical meaning has not been sufficiently clear yet.
In the case of quadratic residue symbols there is an adelerized expression for the reciprocity, namely, the product formula of Hubert symbols. But in our case it is an open question if such interpretation is possible or riot.
The author wishes to express his gratitude to Professor Kubota who gave him many valuable advices very kindly.
The universal covering group of SL{2,R) and its factor set.
In this section, we shall construct a universal covering group of SL{2,R); the 2x2 special linear group over the real number field R, with a convenient parametrization for our purpose, and we shall give the explicit value of the factor set for that extension over SL (2,R) , which has a very simple expression.
In the notation used here, we especially notice about the choice of argument of a complex number, i.e. for an arbitrary complex number z^O), arg{z) is always chosen in the fixed interval [-π, π). Moreover, for any real number θ, a symbol θ r means a unique number in [-:r,π) such that Θ'Έ=Θ (mod. 2π). for σ= (* ^)), and θ=arg(ci + d) is a point of T with torus topology. In this way, the group G can be identified with the ^ x T as a topological group, while an element σ is also parametrized as (z, 0). By a short calculation, we can see the group multiplication on G = J%? X T under the (z,#)-parametrization to be as follows: for any σ v e G, y = 1, 2, 3.
/. Because of lemma 1, it can be easily seen by direct calculation.
Remark 1. The factor set w{σ 19 σ 2 ), that will play an important role in our discussion, was firstly investigated by Hans Petersson in a different way ( [5] ).
Remark 2. Lemma 2 results also from the associativity of the group multiplication (1), under lemma 1.
On the other hand, lemma 1 follows directly from lemma 2, too. 1-2. Now, we define a new group G whose multiplication is defined similarly to (1) , and that becomes a universal covering group of G, besides its factor set as the group extension G over G will coincide exactly with w(σ 19 σ 2 ) introduced above.
Let G be the product set J^ x R = {(z 9 θ); z <= <^f , Θ<=R}. On the topological space G, we define a multiplication as follows: As compared with (1), it can be easily seen that G with the above multiplication becomes a group, for instance, the associativity of 0-part follows from lemma 1. Moreover, because of the multiplication (5) which is some different from (1) in 0-part, G is surely a topological group. In this way, we have obtained a simply connected group G, which is homeomorphic to RK On the other hand, it is obvious that the mapping:
is a locally-isomorphic homomorphism from G onto G. And its kernel is {{i,2kπ); k^Z} 9 which is contained in the center of G and isomorphic to the additive group of rational integers Z. Thus G is a universal covering group of G, while G is a central group extension of G with the kernel Z.
For the purpose of inquiring into the factor set of that extension, we denote an element (z 9 θ) = (z 9 θ r + 2kπ) of G by (σ 9 k) afresh, where σ = {z 9 θ') is an element of G, i.e. we identify G with G x Z. By calculating the multiplication under this parametrization as following:
Namely, it was proved that the factor set of the group extension G over G is nothing but w(σ l9 σ 2 ) of (3) itself.
1-3. We show here that the factor set ιv{σ 19 σ 2 ) does not split, and more strongly, never split even modulo any natural number n^2. THEOREM 
1.
There exists no mapping v's from G into R, suck that: for any σ v e G, v = 1, 2,
We prove the theorem after the next lemma, which can be verified by the direct calculation using (3). 
rf. n).
In particular, from the following matrices' equality
we get
•(C D)-(C 4/ i))-KC "?))-
On the other hand, we can prove by another method which we shall mention about in lemma 4, 12υ (\~ Yn is congruent to 1 {mod. n). This is a contradiction, for n^.2. This completes the proof.
Remark. Theorem 1 gives a way to construct an n-fold covering group of G. Namely, we can define the group G n as the image of the homomorphism:
then, G n is surely an w-fold covering group of G. Since its factor set w(σ 19 σ 2 ) (mod. n) does not split, G n is a non-trivial covering of G. The universal covering group G can be considered as the projective limit of these 1-4. Finally in this section, let us determine the explicit value of our factor set of (3). This expression is quite similar to the construction of a{σ ί9 σ 2 ) by Kubota (M).
2.
The splitting formula of w(σ lf σ 2 ) on &Z(2, Z) and Dedekind sums.
As we have observed in theorem 1, the factor set w{σ 19 σ 2 ) does not split on the whole group G. It, however, may split on a certain subgroup of G, and especially, we are interested in the case of an arithmetic subgroup.
In particular, we shall deal with the very case of SL{2 9 Z) (hereafter, we denote this group by Γ) in this section. We should notice here that the term "splitting" is used in a wider sense than usual, i.e. in the sense of theorem 3. In fact, there does not exist ^-valued C V satisfying the relation (9), but only rational valued C V. And such C V is very interesting in our discussion, for it is naturally related to the theory of Zog^-multipliers or Dedekind sums.
2-1. We here fix the branch of log(z) for an arbitrary complex number z(φθ) as follows: log(z) -log\z\ + iarg(z), where log\z\ is in the real branch and -π<arg{z)<π as before. Then, log{cz + d) is a one-valued analytic function of z on the upper-half-plane J3?% for any real pair (c, d) ψ (0,0). In the above notation, (3) can be stated in another way, i.e. Now, let us quote a little from the theory of modular forms. It is wellknown that there is a unique (up to constant multiple) cusp form Δ{z) of dimension -12 for Γ and that is expressed as 24-th power of Dedekind ψ function:
We need only the following transformation-equality:
Next, we choose the branch of logΔ{z) independently as follows: On the other hand, the right-hand-side is also equal to 
= logJ(z) + 12{log(c,z + d t )
Combining with (7), these imply the following:
In this way, we obtain the splitting theorem as follows: Proof For the existence and the last assertion, it is enough that we put 1/12 of N(σ) in (8) i.e. #(S) = u(T) = 0. It is also well-known that Γ is generated by these S and T, and so, u(σ) = 0 for arbitrary <τ e Γ. Thus the uniqueness was proved.
Remark 1. The factor set for the ^-fold covering group w(σ ί9 σ 2 ) (mod. n) also splits on Γ 9 but not uniquely, in fact, it can be shown that there are 12 different ways of splitting for any case of n ^> 2.
Remark 2. In a certain sense, Γ is a maximal splitting subgroup for w(σ 19 σ 2 ). In fact, we can prove that w{σ 19 σ 2 ) never splits on any subgroup of SL{2 9 Q) (Q: the rational number field) which contains Γ properly.
Remark 3. For the existence proof of theorem 3, we used the property of modular forms, but essentially owing to Rademacher and others, it can be proved only by arithmetical means as we will be mentioned later. 
2-2. Let us now investigate
If we solve the above as simultaneous equations, we get the assertion of the lemma. Moreover, if we solve them as congruence equations (mod. w), an equality
can be obtained, which was used in the proof of theorem 1.
Proof. Because of theorem 2, its corollary and lemma 4, the lemma can be easily shown. In consideration of (10) of lemma 5, it is natural to put as follows:
Then, particularly putting S = L ) in σ, we have
In general, we have the following formulas on t{d,c): Because of (18) and ad -be = 1, the proof of lemma 8 is completed. Proof. Well-known. For instance, we can refer to [8] , Therefore, t{d,c) must coincide exactly with t'{d,c).
Thus, we have obtained arithmetically the following theorem on the explicit formula for v{σ) in (9):
The value of v{σ) in theorem 3 is given by
l~~--sgn(c){^-+s(d,\c\)}, if
Remark. Summarizing all results in 2-1 and 2-2, it has become possible to represent /^^-multipliers by means of Dedekind sums only by purely arithmetical steps, although this was firstly done by function theoretical means (Dedekind, [1] ).
2-3. Finally, let us make some reconsideration about the reciprocity law of Dedekind sums. As it was observed in the proof of lemma 8, the reciprocity (19) is nothing but stated in other words for the formula:
where σ x σ z = S = L ~J* And (A) is a special case of the splitting formula (6):
From these stand points, the very (B) should be called the generalized reciprocity law. Furthermore, the following modified formula is more convenient than (B), by its symmetrical expression:
where σiσ&i = /.
In fact, from (C) and (14), we can get the following "generalized reciprocity law of Dedekind sums": What appears in the splitting formula for the case of n-fold covering (wl>3) may be more interesting.
