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Introduction
The equation
is found in the literature on linearized electromagnetic wave propagation in the cold plasma model at frequencies lying below the geometrical optics range; see in particular the discussion of eq. (81) in [W1] . Here ϕ(x, y) is a scalar function. We denote by a subscripted variable partial differentiation in the direction of the variable. This equation changes from elliptic to hyperbolic type along the parabola x = y 2 . By analogy with the equations of steady flow, which change from elliptic to hyperbolic type at the speed of sound, it has become conventional to call this parabola the sonic curve. Except for a point at the origin, eq.
(1) can be continuously mapped into the Tricomi equation yϕ xx + ϕ yy = 0, an equation which is somewhat more accessible than (1). However, both the physical and mathematical interest of eq. (1) arise from the tangency of the sonic curve to the line x = 0 at the origin. This is the point at which plasma heating might occur in the physical model, and a point which appears to be singular in numerical studies of solutions; see [PF] , [W2] , [MSW] .
Various lower-order terms have been affixed to eq. (1) in the literature; see, e.g., [PF] , [MSW] , [O2] , [O4] , [Y] . The addition of lower-order terms is not motivated by the physical application, as only the second-order terms have physical significance, but by analytic convenience. For example, adding (1/2)ϕ x to eq. (1), as was done in [MSW] and [O4] , makes the associated differential operator self-adjoint.
The formulation of boundary-value problems for eq. (1) is of considerable interest, as the boundary conditions which are physically natural do not appear to be mathematically natural; see [MSW] for a discussion. Moreover, eq. (1) belongs to a larger class of elliptic-hyperbolic equations which change type along a conic section; see [O3] and references therein. Members of this class are of independent interest for geometry and optics and have been less intensively studied than equations, such as the Tricomi equation, which change type on a line.
Following the practice initiated in [M] for Tricomi-like equations, we transform transform eq. (1) into the first-order elliptic-hyperbolic system
for an unknown vector
and a given vector
where K is a constant; σ(y) ≥ 0 is a continuously differentiable function of its argument satisfying
and σ ′ (y) < 0 ∀y < 0.
In the special case in which the components of the vector u are continuously differentiable and u 1 = ϕ x , u 2 = ϕ y for some twice-differentiable function ϕ(x, y), the first-order system (2)-(4) reduces for σ(y) = y 2 to the secondorder scalar equation (1) with a lower-order perturbation.
In [O2] weak solutions to eqs. (2)- (4), with K ∈ [0, 1] and Dirichlet data
prescribed on the non-characteristic portion of the boundary ∂Ω, were shown to exist. Here ds denotes the line element on ∂Ω. It is reasonable to ask whether weak solutions to eqs. (2)-(4) exist with both Dirichlet and co-normal data prescribed, on different segments of the non-characteristic boundary. We show in Sec. 2 that the answer to this question is "yes." In Sec. 3 we adopt a different approach. The equation
where K 1 and K 2 are constants, arises in the same physical context as eq. (1). This leads us to write eqs. (2) in a form for which the elliptic and hyperbolic regions are reversed and the lower-order terms are modified. We find that a multiplier can be introduced which converts the differential operator for the system into a symmetric-positive operator. This allows us to show the existence of strong solutions on a smooth domain under appropriate boundary conditions.
The boundary-value problems considered in this report are open in the sense that no data are prescribed on a certain portion of the boundary. Our proofs do not extend to closed boundary-value problems, in which data are prescribed on the entire boundary. (The existence of weak solutions to a closed boundary-value problem for an equation similar to (1) was shown in [O4] , using methods developed in [LMP] for the Tricomi equation.) However, the arguments of Sec. 2 will work for the case in which Dirichlet conditions are prescribed on the entire non-characteristic part of the boundary. In particular, they extend the results of [O2] for the open Dirichlet problem to a different class of domains.
2 Weak solutions to a mixed boundary-value problem
The domain
The domain considered in [O2] was restricted to the upper half-plane. The non-sonic boundary C 1 of the elliptic region was required to satisfy an explicit differential inequality and the non-characteristic portion C 2 of the hyperbolic boundary had to be chosen so that dy was non-positive and dx was nonnegative when C 2 was traversed in the counter-clockwise direction. Here we consider a more conventional class of elliptic-hyperbolic domains; compare, for example, this domain with those of [T] , [M] , and Sec. 2 of [O3] . We require the domain Ω to be a bounded subset of R 2 having piecewise smooth boundary and including that portion of the curve x = y 2 which is tangent to the origin. Orient ∂Ω in the counter-clockwise direction. Let the smooth curve C 1 intersect the sonic curve at exactly two points, (x 1 , y 1 ) and (x 2 , y 2 ) , the first intersection point lying below the x-axis and the second intersection point lying above the x-axis. Let C + 2 be a smooth curve of positive slope, originating at (x 2 , y 2 ) and terminating at a point (x 3 , y 3 ) . Then the entire arc of C + 2 will lie in the hyperbolic region with the exception of the point (x 2 , y 2 ) . Let C − 2 be a smooth curve of negative slope, originating at (x 1 , y 1 ) and terminating at a point (x 4 , y 4 ) . Then the entire arc of C − 2 will also lie in the hyperbolic region with the exception of the point (x 1 , y 1 ) . Denote by Γ + a characteristic curve of (2)- (4), originating at the point (x 3 , y 3 ) , having positive slope
and terminating at a point (x 5 , 0) on the negative x-axis. The point (x 5 , 0) will be determined by the choice of the point (x 3 , y 3 ) , which functions an an initial boundary condition for the differential equation (9). Denote by Γ − a characteristic curve of (2)- (4), having negative slope
and connecting the point (x 4 , y 4 ) with a point (x 6 , 0) on the negative x-axis.
The point (x 6 , 0) will be determined by the point (x 4 , y 4 ) which acts as an initial boundary condition for the differential equation (10). Included is the special case in which the point (x 6 , 0) is identical to the point (x 5 , 0) , and the boundary of Ω is symmetric with respect to the x-axis. Call the arc of C 1 lying above the x-axis C + 1 and the arc of C 1 lying below the x-axis C − 1 . On C + 1 , dx/ds ≥ 0 and on C − 1 , dx/ds ≤ 0. Let dy/ds be nonnegative on all of C 1 . Construct C 2 in the same way: On C + 2 , dy/ds ≥ 0 and dx/ds ≥ 0 whereas on C − 2 , dy/ds ≥ 0 and dx/ds ≤ 0. Choose ∂Ω so that if the line C 0 2 connecting the points (x 5 , 0) and (x 6 , 0) is not an empty set of points, then dx/ds ≥ 0 and dy/ds = 0 on C 0 2 . On both characteristic curves dy/ds ≤ 0, but on Γ + , dx/ds ≤ 0 whereas on Γ − , dx/ds ≥ 0.
Remarks i)
In [O2] it was necessary to have the characteristic curve articulate with the curve C 1 at the intersections of C 1 with the sonic curve x = y 2 . That presents a small numerical inconvenience, as that intersection − the initial value of the differential equation (9) or (10) − has vertical tangent dy/dx. Here we can allow a non-characteristic curve to articulate with C 1 at the sonic curve. Thus the origin of a characteristic curve need not occur on the sonic curve, at which its derivative dy/dx is singular.
ii) In [O2] the origin of coordinates was forced to lie on the boundary of the domain. The question of whether weak solutions to boundary-value problems for eqs. (2)-(4) can be shown to exist for cases in which the origin is allowed to be an interior point was raised in Ch. 3 of [Y] . In allowing the origin to lie at either a boundary point or an interior point, we answer that question in the affirmative.
Function spaces
The function spaces employed in [O2] were weighted in such a way that the energy vanished at the origin. Here we show the existence of weak solutions in L 2 . Define G to be a subset of the non-characteristic portion of the boundary, ∂Ω\Γ. Denote by W (Ω) the linear space of continuously differentiable functions (w 1 , w 2 ) on Ω, satisfying w 1 = 0 on G, w 2 = 0 on ∂Ω\{Γ ∪ G},
and
in Ω.
We define a weak solution to eqs. (2)- (4) under the mixed boundary conditions
to be any u ∈ L 2 (Ω) such that ∀w ∈ W (Ω),
under the L 2 inner product ( , ).
Proposition 1. A continuously differentiable weak solution to the mixed boundary-value problem (2)- (4), (12), (13) is a classical solution.
Proof. The argument is standard; see for example the proof of Proposition 1 of [O2] . For u, w ∈ L 2 (Ω), integration by parts yields
On G, w 1 = 0 and we obtain
On ∂Ω\{Γ ∪ G}, w 2 = 0, and we obtain
Points (x, y) on Γ satisfy the characteristic equations (9), (10). Combining these equations with condition (11) implies that
Substituting eqs. (16), (17) and (18) into (15) and using (14), we obtain
Because this identity must hold for every w ∈ W (Ω), we conclude that (12) holds almost everywhere on G and (13) holds almost everywhere on ∂Ω\{Γ ∪ G}. Because u is continuously differentiable, these conditions hold everywhere on the respective curves. This completes the proof.
Weak existence
Theorem 2. Take the curve G of Sec. 2.2 to be the curve C 1 . Let the constant K in eq. (3) exceed 1/2. Then for every f ∈ L 2 (Ω) there exists on Ω a weak solution to the mixed boundary-value problem (2)-(4), (12), (13).
The dependence of Theorem 2 on the value of the lower-order coefficient is typical of equations which change type on a conic section (c.f. [O3] ) and represents a difference between these equations and those of Tricomi type; the properties of the latter class of equations tend not to depend on the form of the lower-order terms (c.f. [P] ).
The proof of Theorem 2 follows from the following a priori estimate:
Lemma 3. Under the hypotheses of Theorem 2 there exists a positive number k such that ∀w ∈ W we have
Proof of Lemma 3. Choose a positive number m. Let a = −(m + x), and let b = −ty for an arbitrary but fixed constant t exceeding 1. We will place various conditions on m, all of which require that it be sufficiently large in comparison with other parameters − K, t, |Ω|, |σ| max(Ω) and |σ ′ | max(Ω) − as well as with certain explicit combinations of these parameters. Choose c = [σ(y) − x] b and d = a. By the continuity of σ, we can choose m so large that the matrix
is non-singular on a domain that includes the origin. The idea of the proof is to obtain the inequality of the lemma by estimating the L 2 inner product (L * w, Mw) from above and below. We have
where
We can choose m so large that α exceeds zero on Ω. Now
so we can also choose m so large that αγ − β 2 ≥ 0 on Ω. Applying Green's Theorem, we obtain
Applying (11) to the terms in w 1 w 2 on the boundary integral over Γ, we obtain
These integrands vanish by eqs. (9), (10), and (11); c.f. [O2] , (3.24)−(3.26). On C 1 , w 1 = 0 and the boundary integral reduces to
This integral is non-negative provided m is sufficiently large, and provided
On C 2 , w 2 = 0 and the boundary integral reduces to
The curve C 2 is defined on the hyperbolic region, on which σ(y) − x exceeds zero. Thus we require that m be sufficiently large, that
and that dx ds
Note that the condition placed in Sec. 2.1 on the possibly empty set C 0 2 of points connecting the points (x 5 , 0) and (x 6 , 0) is satisfied, as the boundary integral would vanish on any such line.
We have shown that
for some positive number δ. Because the elements of M are bounded on Ω, applying the Schwarz inequality to the inner product (L * w, Mw) completes the proof of Lemma 3.
We complete the proof of Theorem 2 by a standard argument [M] . An inequality similar to Lemma 3 implies that ∀w ∈ W,
for a constant c 0 depending only on the domain. For fixed f ∈ L 2 , the functional
can be extended to a bounded linear functional on L 2 . The Riesz Representation Theorem then implies the existence of an element u ∈ L 2 for which
This completes the proof.
Strong solutions to an open Dirichlet problem 3.1 Symmetric-positive operators
We say that a vector u = (u 1 , u 2 ) ∈ L 2 (Ω) is a strong solution of an operator equation of the form (2) with boundary condition u(x) ∈ N for x ∈ ∂Ω, if there exists a sequence u ν of continuously differentiable vectors, satisfying the boundary conditions, for which u ν converges to u in L 2 and Lu ν converges to f in L 2 . From a geometric point of view, a strong solution u has the property that the pair {u, f} lies in the closure of the graph of the differential operator. The fact that a strong solution can be approximated in L 2 by a sequence of smooth functions is important from the perspective of numerical analysis. Most importantly, it is easy to show by classical arguments that every strong solution is unique, a property not necessarily possessed by weak solutions.
A sufficient condition for u to be a strong solution of (2) was formulated by Friedrichs ([F] , c.f. [LP] ). An operator L associated to an equation of the form
where A 1 , A 2 , and B are matrices, is said to be symmetric-positive if the matrices A 1 and A 2 are symmetric and the matrix
is bounded below by a positive multiple of the identity matrix, where B * is the symmetrization of the matrix B :
If L is not symmetric-positive, we may consider the equation
for a non-singular matrix E chosen so that EL is symmetric-positive. Define the matrix
where n = (n 1 , n 2 ) is the outward-pointing normal vector on ∂Ω. Let N(x, y), (x, y) ∈ ∂Ω, be a linear subspace of the vector space V, where u : Ω∪∂Ω → V. Suppose that N(x, y) depends smoothly on x and y. The boundary condition that u lie in N is admissible if N is a maximal subspace of V and if the quadratic form (u, βu) is non-negative on ∂Ω.
It is sufficient for admissibility that there exist a decomposition
for which the following three conditions hold:
i) The direct sum of the null spaces for β + and β − spans the restriction of V to the boundary;
ii) the intersection of the ranges of β + and β − have only the vector u = 0 in common;
iii) the matrix µ = β + − β − satisfies
If these conditions are satisfied, then the boundary condition
is admissible for the boundary-value problem consisting of eq. (2) and the boundary condition w t β t + = 0 on ∂Ω is admissible for the adjoint problem
Moreover, both problems can be shown to possess unique, strong solutions.
Strong existence
In this section we replace eq. (8) by the first-order system (2) with
where (x, y) ⊂ Ω 1 ⊂ R × R + ; K 1 and K 2 are constants; σ(y) satisfies eqs. (5) and (6).
Identifying eq. (22) with (19) and computing 2B
y , we find that L is not a symmetric-positive operator. However, define
where again m is a sufficiently large positive constant. In particular, E is non-singular if m is sufficiently large in comparison with |x − σ(y)| and |σ ′ (y)| on Ω 1 . We now have 2(EB)
If K 2 = 0, then we require that K 1 ≥ 1; otherwise, we require K 1 to exceed 1/2. In either case, let 2K 2 σ ′ (y) + σ ′′ (y) > 0. Then for a sufficiently large choice of m, EL is a symmetric positive-operator on Ω 1 .
Admissible boundary conditions
For the operator EL as defined by (22) and (23), eq. (21) has the form
Here n = (n 1 , n 2 ) is the outward-pointing normal vector on ∂Ω 1 . As in Sec. 2, we orient the boundary in the counter-clockwise direction.
On the hyperbolic part of the boundary, σ(y) < x and β is positive semidefinite provided n 1 ≥ 0 and n 2 ≤ 0 there. Thus on this part of ∂Ω 1 we can choose β + = β and choose β − to be the zero matrix. As a result, no boundary conditions will be specified on the hyperbolic part of the boundary. This is a generalization of the classical Guderley-Morawetz problem, in which data are specified on the non-characteristic boundary. The hyperbolic part of ∂Ω 1 may or may not be composed of characteristic curves (but must be smooth).
On the elliptic part of the boundary, σ(y) > x. On this boundary segment we choose
Imposing the Dirichlet boundary condition
on the elliptic portion of ∂Ω 1 , we find that β − u = 0 on this boundary segment, and that w t β t + satisfies the adjoint condition
Thus the null spaces of β + and β − span V. That the ranges of β + and β − are independent follows in this case from the independence of the vectors n 1 and n 2 . Finally,
This matrix is positive semi-definite on the elliptic region provided σ ′ (y)n 2 + mn 1 ≤ 0.
A sufficient condition for this inequality is that n 1 and n 2 are non-positive on the elliptic region. But we can choose m to be sufficiently large to allow n 2 to assume both positive and negative values on this boundary segment provided n 1 is non-positive there and strictly negative wherever n 2 is positive. In particular, if the cotangent space is written in a basis of 1-forms (dx, dy), then we can choose (n 1 , n 2 ) = (dy, −dx). In this case it is sufficient to take Ω 1 to be a smooth region of the upper half-plane, with convex hyperbolic boundary lying below the sonic curve in the first quadrant and intersecting the origin on the left and the sonic curve on the right. We have considerable freedom in choosing the elliptic boundary provided dy/ds does not exceed zero when that boundary segment is traversed in a counter-clockwise direction. (We encountered the same property in a different elliptic-hyperbolic system, studied by different methods, in [O1] .)
We have proven:
Theorem 4. Let K 1 ≥ 1 if K 2 = 0 and K 1 > 1/2 otherwise. Let κ 1 , and κ 2 be finite constants. Let Ω 1 ⊂ R × R + be a region having C 2 boundary for which the outward-pointing normal vector n = (n 1 , n 2 ) satisfies n 1 ≥ 0 and n 2 ≤ 0 on the segment of ∂Ω 1 on which x − σ(y) > 0 and n 1 ≤ 0, κ 1 ≤ n 2 ≤ κ 2 on the segment of ∂Ω 1 on which x − σ(y) < 0. Let σ(y) satisfy conditions (5) and (6) and let 2K 2 σ ′ (y) + σ ′′ (y) exceed zero on Ω 1 . Then the matrix equation (2), with L defined by eq. (22) and with the Dirichlet condition (24) imposed on the elliptic portion of ∂Ω 1 , has a unique strong solution u for every f ∈ L 2 (Ω 1 ).
