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a b s t r a c t
This paper investigates nonlocal problems for a class of fractional integrodifferential equa-
tions via fractional operators and optimal controls in Banach spaces. By using the fractional
calculus, Hölder inequality, p-mean continuity and fixed point theorems, some existence
results ofmild solutions are obtainedunder the two cases of the semigroup T (t), the nonlin-
ear terms f and h, and the nonlocal item g . Then, the existence conditions of optimal pairs of
systems governed by a fractional integrodifferential equation with nonlocal conditions are
presented. Finally, an example is given to illustrate the effectiveness of the results obtained.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
During the past two decades, fractional differential equations have attractedmuch attention (see for instance [1–4]). This
is mostly because they efficiently describe many practical dynamical phenomena arising in engineering, physics, economy
and science. In particular, we can find numerous applications in viscoelasticity, electrochemistry, control, porous media,
electromagnetic (see for instance [5–10]).
There has been a significant development in nonlocal problems for fractional differential equations or inclusions (see for
instance [11–25]). Very recently, Chang [26] investigate the fractional order integrodifferential equations with nonlocal
conditions in the Riemann–Liouville fractional derivative sense. Meanwhile, Wang and Zhou [27] considered a class of
fractional evolution equations and optimal controls in the Caputo derivative sense and obtained some interesting results.
However, to the best of our knowledge, the nonlocal problems for fractional integrodifferential equations in the Caputo
derivative sense have not been discussed extensively. Especially, few authors discuss the optimal control problems of
systems governed by the fractional integrodifferential equations with nonlocal conditions in infinite dimensional spaces.
As we all know, the main difficulty to study the fractional evolution equations is how to obtain the suitable fractional
resolvent family generated by the infinitesimal generator A in Banach space. In order to solve this problem, some
authors introduced an α-resolvent family under the Riemann–Liouville fractional derivative and some constraints, see, for
example, [28–31], and the others introduced suitable operator families with the Caputo fractional derivative in terms of
some probability density functions and operator semigroup [24,25]. For the latter, a pioneering work has been reported by
El-Borai [32,33].
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Here, motivated by [21,23–27,34–40], the main purpose of this paper is to consider the following fractional nonlinear
integrodifferential evolution equations with nonlocal initial conditions:
CDqx(t) = −Ax(t)+ tnf (t, x(t), (Hx)(t)) , t ∈ J, n ∈ Z+, q ∈ (0, 1),
x(0) = g(x)+ x0 ∈ Xα, (1)
where CDq denotes Caputo derivative,−A : D(A)→ X is the infinitesimal generator of an analytic semigroup {T (t), t ≥ 0},
the operator H is defined by (Hx)(t) =  T0 h(t, s, x(s))ds, the nonlinear term f : J × Xα × Xα → X(or Xα) is a given function
where J = [0, T ], Xα = D(Aα) (0 < α < 1) is a Banach space with the norm ‖x‖α = ‖Aαx‖ for x ∈ Xα . The functions f , h
and g will be specified later.
In the present paper, using the same idea in our previous result [24], we will introduce suitable mild solutions for
system (1). Then we will prove the existence results of mild solutions for system (1). Our results will cover the cases for
the nonlinearity f taking values in X or Xα, f , h are Lipschitz continuous or not Lipschitz continuous, and the nonlocal
term g satisfies the Lipschitz continuousness or completely continuousness. The main techniques used here are fractional
calculation, Hölder inequality, p-mean continuity via Banach contraction principle and Schauder’s fixed point theorem for
compact maps. Furthermore, we will consider the Bolza problem of systems governed by (1) and the existence result of
optimal controls will be presented.
The rest of this paper is organized as follows. In Section 2, we give some preliminary results on the fraction powers of
the generator of an analytic compact and introduce the mild solutions for system (1). In Section 3, we study the existence
of mild solutions for system (1). In Section 4, we introduce a class of admissible controls and prove an existence result of
optimal controls for the Bolza problem (P). At last, an example is given to demonstrate the applicability of our results.
2. Preliminaries
We denote by X a Banach space with the norm ‖ · ‖ and −A : D(A) → X is the infinitesimal generator of an analytic
compact semigroup of uniformly bounded linear operators {T (t), t ≥ 0}. This means that there exists a M > 1 such that
‖T (t)‖ ≤ M . We assume without loss of generality that 0 ∈ ρ(A). This allows us to define the fractional power Aα for
0 < α < 1, as a closed linear operator on its domain D(Aα)with inverse A−α (see [41]).
We will introduce the following basic properties of Aα .
Theorem 2.1 ([41], p. 69–75).
(1) Xα = D(Aα) is a Banach space with the norm ‖x‖α = ‖Aαx‖ for x ∈ Xα .
(2) T (t) : X → Xα for each t > 0.
(3) AαT (t)x = T (t)Aαx for each x ∈ Xα and t ≥ 0.
(4) For every t > 0, AαT (t) is bounded on X and there exist Mα > 0 and ν > 0 such that
‖AαT (t)‖ ≤ Mα
tα
e−νt ≤ Mα
tα
.
(5) A−α is a bounded linear operator in X with Xα = Im(A−α).
(6) If 0 < α ≤ µ < 1, then D(Aµ) ↩→ D(Aα).
In what follows, we also use ‖f ‖Lp(J,R+) to denote the Lp(J, R+) norm of f whenever f ∈ Lp(J, R+) for some p with
1 < p < ∞. We set α ∈ (0, 1) and denote by Cα , the Banach space C(J, Xα) endowed with supnorm given by
‖x‖∞ ≡ supt∈J ‖x‖α , for x ∈ Cα .
Let us recall the following known definitions. For more details, see [1].
Definition 2.2. The fractional integral of order γ with the lower limit zero for a function f is defined as
Iγ f (t) = 1
0(γ )
∫ t
0
f (s)
(t − s)1−γ ds, t > 0, γ > 0,
provided the right side is point-wise defined on [0,∞), where 0(·) is the gamma function.
Definition 2.3. The Riemann–Liouville derivative of order γ with the lower limit zero for a function f : [0,∞)→ R can be
written as
LDγ f (t) = 1
0(n− γ )
dn
dtn
∫ t
0
f (s)
(t − s)γ+1−n ds, t > 0, n− 1 < γ < n.
Definition 2.4. The Caputo derivative of order γ for a function f : [0,∞)→ R can be written as
CDγ f (t) = LDγ

f (t)−
n−1
k=0
tk
k! f
(k)(0)

, t > 0, n− 1 < γ < n.
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Remark 2.5. (1) If f (t) ∈ Cn[0,∞), then
CDγ f (t) = 1
0(n− γ )
∫ t
0
f (n)(s)
(t − s)γ+1−n ds = I
n−γ f (n)(t), t > 0, n− 1 < γ < n.
(2) The Caputo derivative of a constant is equal to zero.
(3) If f is an abstract function with values in X , then integrals which appear in Definitions 2.2 and 2.3 are taken in Bochner’s
sense.
We need our previous work ([24], Lemma 3.1 and Definition 3.1) and the following definition of mild solutions.
Definition 2.6. By the mild solutions of system (1), we mean that the function x : J → Xα which satisfies
x(t) = T (t)[x0 + g(x)] +
∫ t
0
(t − s)q−1snS (t − s)f (s, x(s), (Hx)(s)) ds, t ∈ J,
where
T (t) =
∫ ∞
0
ξq(θ)T (tqθ)dθ, S (t) = q
∫ ∞
0
θξq(θ)T (tqθ)dθ,
ξq(θ) = 1q θ
−1− 1qϖq

θ
− 1q

≥ 0,
ϖq(θ) = 1
π
∞−
n=1
(−1)n−1θ−qn−10(nq+ 1)
n! sin(nπq), θ ∈ (0,∞),
ξq is a probability density function defined on (0,∞), that is
ξq(θ) ≥ 0, θ ∈ (0,∞) and
∫ ∞
0
ξq(θ)dθ = 1.
Remark 2.7. It is not difficult to verify that for v ∈ [0, 1],∫ ∞
0
θvξq(θ)dθ =
∫ ∞
0
θ−qvϖq(θ)dθ = 0(1+ v)
0(1+ qv) .
The following results are very useful and will be used throughout this paper.
Lemma 2.8 (Lemma 2.9, [27]). The operators T andS have the following properties:
(1) For fixed t ≥ 0, T (t) andS (t) are linear and bounded operators. For any x ∈ X,
‖T (t)x‖ ≤ M‖x‖ and ‖S (t)x‖ ≤ qM
0(1+ q)‖x‖.
(2) {T (t), t ≥ 0} and {S (t), t ≥ 0} are strongly continuous.
(3) For every t > 0, T (t) andS (t) are also compact operators.
(4) For any x ∈ X, β ∈ (0, 1) and α ∈ (0, 1), we have
AS (t)x = A1−βS (t)Aβx, t ∈ J,
‖AαS (t)‖ ≤ Mαq0(2− α)
0(1+ q(1− α)) t
−αq, 0 < t ≤ T .
(5) For fixed t ≥ 0 and any x ∈ Xα , we have
‖T (t)x‖α ≤ M‖x‖α and ‖S (t)x‖α ≤ qM
0(1+ q)‖x‖α.
(6) Tα(t) andSα(t), t > 0 are uniformly continuous, that is for each fixed t > 0, and ϵ > 0, there exists h > 0 such that
‖Tα(t + ϵ)− Tα(t)‖α < ε, for t + ϵ ≥ 0 and |ϵ| < h
‖Sα(t + ϵ)− Sα(t)‖α < ε, for t + ϵ ≥ 0 and |ϵ| < h
where
Tα(t) =
∫ ∞
0
ξq(θ)Tα(tqθ)dθ, Sα(t) = q
∫ ∞
0
θξq(θ)Tα(tqθ)dθ.
Lemma 2.9 (p-Mean Continuity, [42]). For eachψ ∈ Lp(J, X)with 1 ≤ p < +∞, we have limh→0
 T
0 ‖ψ(t+h)−ψ(t)‖pdt = 0
where ψ(s) = 0 for s does not belong to J.
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To end this section, we recall the following known results.
Lemma 2.10 (Bochner’s Theorem). A measurable function V : J → X is Bochner integral if ‖V‖ is Lebesgue integrable.
Lemma 2.11 (Schauder Fixed Point Theorem). If B is a closed bounded and convex subset of a Banach space X and F : B→ B
is completely continuous, then F has a fixed point inB.
3. Existence of mild solutions
3.1. The case that T (t) is not compact, f is in X, and f , h and g are Lipschitz continuous
We first make the following assumptions.
[Hf1]: f : J × Xα × Xα → X is continuous and there existm1,m2 > 0 such that
‖f (t, x1, x2)− f (t, y1, y2)‖ ≤ m1‖x1 − y1‖α +m2‖x2 − y2‖α
for all xi, yi ∈ Xα, i = 1, 2 and t ∈ J .
[Hh1]: Let Dh = {(t, s) ∈ R2; 0 ≤ s, t ≤ T }, where h : Dh × Xα → Xα . Then, there exist amh(t, s) ∈ C(Dh, R+) and
H∗ = sup
t∈J
∫ T
0
mh(t, s)ds <∞
such that
‖h(t, s, x)− h(t, s, y)‖α ≤ mh(t, s)‖x− y‖α
for each (t, s) ∈ Dh and x, y ∈ Xα .
[Hg1]: g : Cα → Xα is continuous and there exists a constant lg > 0 such that
‖g(x)− g(y)‖α ≤ lg‖x− y‖∞, for arbitrary x, y ∈ Cα.
[HΩ]: The functionΩn,α,q,p : J → R+, n ∈ Z+, 1p < q < 1 with some 1 < p <∞ defined by
Ωn,α,q,p(t) = Mlg + Mαq0(2− α)(m1 + H
∗m2)
0(1+ q(1− α))
[
p− 1
p+ p(q− 1)− 1
] p−1
p
tn+q−αq,
satisfies 0 < Ωn,α,q,p(t) ≤ ω < 1, for all t ∈ J .
Now we are ready to give our first result which are based on the Banach contraction mapping principle.
Theorem 3.1. Assume that [Hf1], [Hh1], [Hg1] and [HΩ] are satisfied. If x0 ∈ Xα , then system (1) has a unique mild solution
x ∈ Cα .
Proof. Define the function 0 : Cα → Cα by
(0x)(t) = T (t)[x0 + g(x)] +
∫ t
0
(t − s)q−1snS (t − s)f (s, x(s), (Hx)(s)) ds, t ∈ J. (2)
Note that 0 is well defined on Cα . Now, take t ∈ J and x, y ∈ Cα . Then we have
‖(0x)(t)− (0y)(t)‖α
≤ ‖T (t)[g(x)− g(y)]‖α +
∫ t
0
(t − s)q−1sn‖S (t − s)[f (s, x(s), (Hx)(t))− f (s, y(s), (Hy)(s))]‖αds
≤ M‖g(x)− g(y)‖α +
∫ t
0
(t − s)q−1sn‖AαS (t − s)‖ ‖f (s, x(s), (Hx)(s))− f (s, y(s), (Hy)(s))‖ds,
which according to [Hf1], [Hh1], [Hg1], (4)–(5) of Lemma 2.8 and Hölder inequality, leads to
‖(0x)(t)− (0y)(t)‖α ≤ Mlg‖x− y‖∞ + t−αq Mαq0(2− α)
0(1+ q(1− α))m1‖x(s)− y(s)‖α
∫ t
0
(t − s)q−1snds
+ t−αq Mαq0(2− α)
0(1+ q(1− α))m2‖(Hx)(s)− (Hy)(s)‖α
∫ t
0
(t − s)q−1snds
≤ Mlg‖x− y‖∞ + t−αq Mαq0(2− α)
0(1+ q(1− α))

m1‖x− y‖∞ +m2
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×
∫ T
0
mh(s, τ )‖x(τ )− y(τ )‖αdτ
∫ t
0
(t − s)(q−1) pp−1 ds
 p−1
p
∫ t
0
snpds
 1
p
≤ Mlg‖x− y‖∞ + Mαq0(2− α)
0(1+ q(1− α)) t
−αq
×

(m1 + H∗m2)

p− 1
p+ p(q− 1)− 1
 p−1
p
t
p−1
p +(q−1)

1
1+ np
 1
p
tn+
1
p

‖x− y‖∞.
Therefore, we can deduce that
‖0x− 0y‖∞ ≤

Mlg + Mαq0(2− α)(m1 + H
∗m2)
0(1+ q(1− α))

p− 1
p+ p(q− 1)− 1
 p−1
p
tn+q−αq

‖x− y‖∞
≤ Ωn,α,q,p(T )‖x− y‖∞.
Hence, [HΩ] allows us to conclude in view of the contraction mapping principle, that 0 has a unique fixed point x ∈ Cα ,
and
x(t) = T (t)[x0 + g(x)] +
∫ t
0
(t − s)q−1snS (t − s)f (s, x(s), (Hx)(s)) ds
is the unique mild solution of system (1). 
3.2. The case that T (t) is compact, f is in Xα , and f , h and g are not Lipschitz continuous
We assume the following conditions.
[Hf2]: f : J × Xα × Xα → Xα is Carathéodory function and there exists a positive function ρ ∈ Lp(J, R+) for some p with
1 < p <∞ such that
‖f (t, x, y)‖α ≤ ρ(t)
for all x, y ∈ Xα and t ∈ J .
[Hh2]: The function h : Dh × Xα → Xα is continuous and there exist L3, L4 > 0 such that
‖h(t, s, x)− h(t, s, y)‖α ≤ L3‖x− y‖α + L4
for each (t, s) ∈ Dh and x, y ∈ Xα .
[Hg2]: g : Cα → Xα is completely continuous and there exist β1, β2 > 0 such that
‖g(x)‖α ≤ β1‖x‖∞ + β2.
Nowwe are ready to state our second existence resultwhich are based on thewell knownSchauder’s fixed point theorem.
Theorem 3.2. Assume that the conditions [Hf2], [Hh2], [Hg2] are satisfied. If x0 ∈ Xα, 1p < p
2−p+1
p2
< q < 1 for some
1 < p <∞, then system (1) has at least one mild solution on J provided that
Mβ1 < 1.
Proof. Define the function F : Cα → Cα by
(Fx)(t) = T (t)[x0 + g(x)] +
∫ t
0
(t − s)q−1snS (t − s)f (s, x(s), (Hx)(s)) ds,
and for n ∈ Z+, we choose r such that
r ≥

M(‖x0‖α + β2)+ qM0(1+q)

p−1
p+p(q−1)−1
 p−1
p
T n+q−
1
p ‖ρ‖Lp2 (J,R+)

1−Mβ1 .
Let Br = {x ∈ Cα | ‖x‖∞ ≤ r}. Then, we will proceed in three steps.
Step 1. We show that FBr ⊂ Br .
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Let x ∈ Br . Then for t ∈ J , using (5) of Lemma 2.8 and the Hölder inequality, we have
‖(Fx)(t)‖α ≤ ‖T (t)[x0 + g(x)]‖α +
∫ t
0
(t − s)q−1sn‖S (t − s)f (s, x(s), (Hx)(s))‖αds
≤ M(‖x0‖α + ‖g(x)‖α)+ qM
0(1+ q)
∫ t
0
(t − s)q−1sn‖f (s, x(s), (Hx)(s))‖αds,
which, according to [Hf2], [Hg2] and 1p < q(⇒ p+ p(q− 1)− 1) > 0, gives
‖(Fx)(t)‖α ≤ M(‖x0‖α + β1‖x‖∞ + β2)+ qM
0(1+ q)
∫ t
0
(t − s)q−1snρ(s)ds

≤ M(‖x0‖α + β1‖x‖∞ + β2)+ qM
0(1+ q)
∫ t
0
(t − s)(q−1) pp−1 ds
 p−1
p
∫ t
0
(snρ(s))pds
 1
p
≤ M(‖x0‖α + β1‖x‖∞ + β2)
+ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
t
p+p(q−1)−1
p
∫ t
0
s
np2
p−1 ds
 p−1
p2
∫ t
0
(ρ(s))p
2
ds
 1
p2
≤ M(‖x0‖α + β1‖x‖∞ + β2)
+ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
t
p+p(q−1)−1
p

p− 1
np2 + p− 1
 p−1
p2
tn‖ρ‖Lp2 (J,R+)
≤ M(‖x0‖α + β1‖x‖∞ + β2)+ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
tn+
p+p(q−1)−1
p ‖ρ‖Lp2 (J,R+)
≤ M(‖x0‖α + β1‖x‖∞ + β2)+ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
tn+q−
1
p ‖ρ‖Lp2 (J,R+)
≤ r
for t ∈ J . Hence, we deduce that ‖Fx‖∞ ≤ r .
Step 2. We prove that F is continuous.
Let {xm} be a sequence of Br such that xm → x in Br . It comes from [Hh2] and that
h(s, τ , xm(τ ))→ h(s, τ , x(τ )),
‖h(s, τ , xm(τ ))− h(s, τ , x(τ ))‖α ≤ L3‖xm(τ )− x(τ )‖α + L4 ≤ 2L3r + L4.
By means of the Lebesgue dominated convergence theorem, one can prove that∫ T
0
h(s, τ , xm(τ ))dτ →
∫ T
0
h(s, τ , x(τ ))dτ , asm →∞.
Then,
f (s, xm(s), (Hxm)(s))→ f (s, x(s), (Hx)(s)) asm →∞ (3)
because the function f is continuous on J × Xα × Xα .
Now for t ∈ J , according to [Hf2], [Hg2], (5) of Lemma 2.8 and the Hölder inequality, we have
‖(Fxm)(t)− (Fx)(t)‖α ≤ ‖T (t)[g(xm)+ g(x)]‖α
+
∫ t
0
(t − s)q−1sn‖S (t − s)[f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))]‖αds
≤ M‖g(xm)− g(x)‖α
+ qM
0(1+ q)
∫ t
0
(t − s)q−1sn‖f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))‖αds
≤ M‖g(xm)− g(x)‖α + qM
0(1+ q)
∫ t
0
(t − s) p(q−1)p−1 ds
 p−1
p
×
∫ t
0
snp‖f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))‖pds
 1
p
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≤ M‖g(xm)− g(x)‖α + qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
t
p+p(q−1)−1
p

1
1+ np
 1
p
tn
×
∫ t
0
s
np2
p−1 ds
 p−1
p2
∫ t
0
‖f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))‖p2ds
 1
p2
≤ M‖g(xm)− g(x)‖α
+ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
tn+
p+p(q−1)−1
p
 1
1+ np2p−1

p−1
p2
t
np2+p−1
p−1
×
∫ t
0
‖f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))‖p2ds
 1
p2
≤ M‖g(xm)− g(x)‖α +

qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
T n+q+1−
1
p+ np
2
p−1

×
∫ T
0
‖f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))‖p2ds
 1
p2
.
Obviously, it is clear that
g(xm)→ g(x) asm →∞
since g is completely continuous on Cα .
Moreover, by virtue of (3) and Lebesgue’s dominated convergence theorem,∫ T
0
‖f (s, xm(s), (Hxm)(s))− f (s, x(s), (Hx)(s))‖p2ds → 0, asm →∞.
Therefore, it is easy to see that
lim
m→∞ ‖Fxm − Fx‖∞ = 0, asm →∞.
That is, F is continuous.
Step 3. We show that F is compact.
To this end, we use the famous Ascoli–Arzela’s theorem. We first prove that {(Fx)(t) | x ∈ Br} is relatively compact in
Xα , for all t ∈ J . Obviously, {(Fx)(0) | x ∈ Br} is compact. Let t ∈ (0, T ], and for each h ∈ (0, t), arbitrary δ > 0 and x ∈ Br ,
define the operator Fh,δ by
(Fh,δx)(t) = T (t)[x0 + g(x)] + T (hqδ)
∫ t−h
0
(t − s)q−1sn

q
∫ ∞
δ
θξq(θ)T ((t − s)qθ − hqδ)dθ

f (s, x(s), (Hx)(s)) ds
= T (t)[x0 + g(x)] + q
∫ t−h
0
∫ ∞
δ
θ(t − s)q−1snξq(θ)T ((t − s)qθ)f (s, x(s), (Hx)(s)) dθds.
Then the sets {(Fh,δx)(t) | x ∈ Br} are relatively compact in Xα since by Lemma 3.3 of [21], the operators Tα(hqδ), hqδ > 0
are compact in Xα . Moreover, using [Hf2] and the Hölder inequality, we have
‖(Fx)(t)− (Fh,δx)(t)‖α ≤ q
∫ t
0
∫ δ
0
θ(t − s)q−1snξq(θ)T ((t − s)qθ)f (s, x(s), (Hx)(s)) dθds

α
+ q
∫ t
0
∫ ∞
δ
θ(t − s)q−1snξq(θ)T ((t − s)qθ)f (s, x(s), (Hx)(s)) dθds
−
∫ t−h
0
∫ ∞
δ
θ(t − s)q−1snξq(θ)T ((t − s)qθ)f (s, x(s), (Hx)(s)) dθds

α
≤ q
∫ t
0
∫ δ
0
θ(t − s)q−1snξq(θ)‖T ((t − s)qθ)f (s, x(s), (Hx)(s)) ‖αdθds
+ q
∫ t
t−h
∫ ∞
δ
θ(t − s)q−1snξq(θ)‖T ((t − s)qθ)f (s, x(s), (Hx)(s)) ‖αdθds
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≤ qM
∫ t
0
∫ δ
0
θ(t − s)q−1snξq(θ)ρ(s)dθds+ qM
∫ t
t−h
∫ ∞
δ
θ(t − s)q−1snξq(θ)ρ(s)dθds
≤ qM
∫ t
0
(t − s)q−1snρ(s)ds
∫ δ
0
θξq(θ)dθ + qM
∫ t
t−h
(t − s)q−1snρ(s)ds
∫ ∞
0
θξq(θ)dθ
≤ qM
∫ t
0
(t − s)q−1snρ(s)ds
∫ δ
0
θξq(θ)dθ + qM
∫ t
t−h
(t − s)q−1snρ(s)ds

.
Using the fact that∫ t
0
(t − s)q−1snρ(s)ds ≤
∫ t
0
(t − s)(q−1) pp−1 ds
 p−1
p
∫ t
0
(snρ(s))pds
 1
p
≤

p− 1
p+ p(q− 1)− 1
 p−1
p
t
p+p(q−1)−1
p
∫ t
0
s
np2
p−1 ds
 p−1
p2
∫ t
0
(ρ(s))p
2
ds
 1
p2
≤

p− 1
p+ p(q− 1)− 1
 p−1
p
t
p+p(q−α−1)−1
p
 1
1+ np2p−1

p−1
p2
t
p−1
p2
+n‖ρ‖Lp2 (J,R+)
≤

p− 1
p+ p(q− 1)− 1
 p−1
p
‖ρ‖Lp2 (J,R+)

t
p+p(q−1)−1
p + p−1p2 +n
and ∫ t
t−h
(t − s)q−1snρ(s)ds ≤

p− 1
p+ p(q− 1)− 1
 p−1
p
‖ρ‖Lp2 (J,R+)

h
p+p(q−1)−1
p + p−1p2 +n,
we obtain
‖(Fx)(t)− (Fh,δx)(t)‖α ≤

qM

p− 1
p+ p(q− 1)− 1
 p−1
p
‖ρ‖Lp2 (J,R+)

t
p+p(q−1)−1
p + p−1p2 +n
∫ δ
0
θξq(θ)dθ
+ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
‖ρ‖Lp2 (J,R+)

h
p+p(q−1)−1
p + p−1p2 +n.
Therefore, there are relatively compact sets {(Fh,δx)(t) | x ∈ Br} arbitrarily close to the set {(Fx)(t) | x ∈ Br} for t ∈ (0, T ].
Hence, {(Fx)(t) | x ∈ Br} is relatively compact in Xα for all t ∈ (0, T ] and since it is compact at t = 0 we have the relatively
compactness in Xα for all t ∈ J .
Next, let us prove that F(Br) is equicontinuous. By the compactness of the set g(Br), we can prove that the functions
Fx, x ∈ Br are equicontinuous at t = 0. For 0 < s < t2 < t1 ≤ T , we have
‖(Fx)(t1)− (Fx)(t2)‖ ≤ ‖(T (t1)− T (t2))[x0 + g(x)]‖α
+
∫ t2
0
(t1 − s)q−1sn[S (t1 − s)− S (t2 − s)]f (s, x(s), (Hx)(s)) ds

α
+
∫ t2
0
[(t1 − s)q−1 − (t2 − s)q−1]snS (t2 − s)f (s, x(s), (Hx)(s)) ds

α
+
∫ t1
t2
(t1 − s)q−1snS (t1 − s)f (s, x(s), (Hx)(s)) ds

α
.
Denote
I1 = ‖(T (t1)− T (t2))[x0 + g(x)]‖α,
I2 =
∫ t2
0
(t1 − s)q−1sn[S (t1 − s)− S (t2 − s)]f (s, x(s), (Hx)(s)) ds

α
,
I3 =
∫ t2
0
[(t1 − s)q−1 − (t2 − s)q−1]snS (t2 − s)f (s, x(s), (Hx)(s)) ds

α
,
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I4 =
∫ t1
t2
(t1 − s)q−1snS (t1 − s)f (s, x(s), (Hx)(s)) ds

α
.
Now, we need to prove that I1, I2, I3, I4 tend to 0 independently of x ∈ Br when t2 → t1.
In fact, letting x ∈ Br , one can deduce that
I1 ≤ ‖(T (t1)− T (t2))[x0 + g(x)]‖α
≤ ‖Tα(t1)− Tα(t2)‖α(‖x0‖α + sup
x∈Br
‖g(x)‖α),
from which we deduce that limt2→t1 I1 = 0 by (6) of Lemma 2.8.
After some calculation, we get
I2 ≤
∫ t2
0
(t1 − s)q−1sn‖(Sα(t1 − s)− Sα(t2 − s))f (s, x(s), (Hx)(s)) ‖αds
≤ 0(2)
0(1+ q)
M1+α
α
∫ t2
0
(t1 − s)q−1snρ(s)[(t1 − s)−qα − (t2 − s)−qα]ds
≤ 0(2)
0(1+ q)
M1+α
α
∫ t2
0
[snρ(s)] pp−1 ds
 p−1
p
∫ t2
0
(t1 − s)p(q−1)[(t1 − s)−qα − (t2 − s)−qα]pds
 1
p
≤ 0(2)
0(1+ q)
M1+α
α

1
1+ np2
(p−1)2
 (p−1)2
p2
T
(p−1)2
p2
+n‖ρ‖
L
p2
p−1 (J,R+)
×
∫ t2
0
(t1 − s)
p2(q−1)
p−1 ds
 p−1
p2
∫ t2
0
[(t1 − s)−qα − (t2 − s)−qα]p2ds
 1
p2
≤ 0(2)
0(1+ q)
M1+α
α

1
1+ np2
(p−1)2
 (p−1)2
p2
T
(p−1)2
p2
+n‖ρ‖
L
p2
p−1 (J,R+)
× p− 1
p2(q− 1)+ p− 1

t
p2(q−1)
p−1 +1
1 − (t1 − t2)
p2(q−1)
p−1 +1
∫ T
0
[(t1 − s)−qα − (t2 − s)−qα]p2ds
 1
p2
.
Using Lagrange mean value theorem, one can obtain (t1 − s)−qα − (t2 − s)−qα → 0 as t2 → t1, for s ∈ J . By Lemma 2.9, we
can deduce∫ T
0
[(t1 − s)−qα − (t2 − s)−qα]p2ds → 0 as t2 → t1.
Thus, we deduce that limt2→t1 I2 = 0 by (6) of Lemma 2.8 again.
Also, note that
I3 ≤ qM
0(1+ q)
∫ t2
0
[(t1 − s)q−1 − (t2 − s)q−1]sn‖f (s, x(s), (Hx)(s)) ‖αds
≤ qM
0(1+ q)
∫ t2
0
[(t1 − s)q−1 − (t2 − s)q−1]snρ(s)ds
≤ qM
0(1+ q)
∫ t2
0
[snρ(s)] pp−1 ds
 p−1
p
∫ t2
0
[(t1 − s)q−1 − (t2 − s)q−1]pds
 1
p
≤

qM
0(1+ q)

1
1+ np2
(p−1)2
 (p−1)2
p2
T
(p−1)2
p2
+n‖ρ‖
L
p2
p−1 (J,R+)
∫ T
0
[(t1 − s)q−1 − (t2 − s)q−1]pds
 1
p
.
By Lagrange mean value theorem and Lemma 2.9 again, we have limt2→t1 I3 = 0.
From the following inequality
I4 ≤
∫ t1
t2
(t1 − s)q−1sn‖T (t1 − s)f (s, x(s), (Hx)(s)) ‖αds
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≤ qM
0(1+ q)
∫ t1
t2
(t1 − s)q−1snρ(s)ds
≤ qM
0(1+ q)
∫ t1
t2
(t1 − s)(q−1)
p
p−1 ds
 p−1
p
∫ t1
t2
snp(ρ(s))pds
 1
p
≤ qM
0(1+ q)
∫ t1
t2
(t1 − s)(q−α−1)
p
p−1 ds
 p−1
p
∫ t1
t2
s
np2
p−1 ds
 p−1
p2
∫ t1
t2
(ρ(s))p
2
ds
 1
p2
≤ qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
(t1 − t2)
p+p(q−1)−1
p
p− 1
np2 + p− 1

t
np2+p−1
p−1
1 − t
np2+p−1
p−1
2

‖ρ‖Lp2 (J,R+)
≤

qM
0(1+ q)

p− 1
p+ p(q− 1)− 1
 p−1
p
‖ρ‖Lp2 (J,R+)

× (t1 − t2)
p+p(q−1)−1
p × np
2 + p− 1
p− 1 κ
np2
p−1 (t1 − t2)
np2+p−1
p−1 , 0 < κ < 1,
one can deduce that limt2→t1 I4 = 0.
In summary, we have proven that F(Br) is relatively compact, for t ∈ J, {Fx | x ∈ Br} is a family of equicontinuous
functions. Hence by Arzela–Ascoli’s theorem, F is compact. By Schauder’s fixed point theorem F has a fixed point x ∈ Br .
Consequently, system (1) has at least one mild solution on J . 
4. Existence of optimal controls
We suppose that Y is another separable reflexive Banach space from which the controls u take the values. We denote a
class of nonempty closed and convex subsets of Y byWf (Y ). Themultifunctionω : J −→ Wf (Y ) is measurable andω(·) ⊂ E
where E is bounded set of Y , the admissible control setUad = Spω = {u ∈ Lp(E) | u(t) ∈ ω(t) a.e.}, 1 < p <∞. ThenUad ≠ Ø
(Proposition 1.7 and Lemma 3.2, [43]).
Consider the following controlled system
CDqx(t) = −Ax(t)+ tnf (t, x(t), (Hx)(t))+ C(t)u(t), t ∈ J, u ∈ Uad, n ∈ Z+, q ∈ (0, 1),
x(0) = g(x)+ x0. (4)
Assumption [HC]: C ∈ L∞(J, L(Y , Xα)).
It is easy to see that Cu ∈ Lp(J, Xα) for all u ∈ Uad.
By Theorem 3.2, we have the following result.
Theorem 4.1. In addition to the assumptions of Theorem 3.2, suppose the assumption [HC] holds. For every u ∈ Uad and
pq(1− α) > 1, system (4) has a mild solution corresponding to u given by the solution of the following integral equation
xu(t) = T (t)[x0 + g(x)] +
∫ t
0
(t − s)q−1snS (t − s)f (s, x(s), (Hx)(s)) ds+
∫ t
0
(t − s)q−1snS (t − s)C(s)u(s)ds.
Proof. Compared with Theorem 3.2, the key step is to check the term containing control policy. Consider
z(t) =
∫ t
0
(t − s)q−1snS (t − s)C(s)u(s)ds.
Using the Hölder inequality, we have
‖z(t)‖α ≤
∫ t
0
(t − s)q−1snS (t − s)C(s)u(s)ds

α
≤
∫ t
0
(t − s)q−1sn‖AαS (t − s)‖ ‖C(s)u(s)‖ds
≤ Mαq0(2− α)‖C‖∞T
n
0(1+ q(1− α))
∫ t
0
(t − s)q−α−1‖u(s)‖ds
≤ Mαq0(2− α)‖C‖∞T
n
0(1+ q(1− α))
∫ t
0
(t − s)(q−α−1) pp−1 ds
 p−1
p
∫ t
0
‖u(s)‖pYds
 1
p
≤ Mαq0(2− α)‖C‖∞T
n
0(1+ q(1− α))

p− 1
p+ p(q− α − 1)− 1
 p−1
p
T
p+p(q−α−1)−1
p ‖u‖Lp(J,Y ),
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where ‖C‖∞ is the norm of operator C in Banach space L∞(J, L(Y , Xα)). It is easy to see that ‖(t−·)q−1(·)nS (t−·)C(·)u(·)‖α
is Lebesgue integrable with respect to s ∈ [0, t] for all t ∈ J from Lemma 2.11. Hence z(·) ∈ Cα . Using Theorem 3.2, one
can verify it immediately. 
Let xu denote the mild solution of system (4) corresponding to the control u ∈ Uad. We consider the Bolza problem (P):
find an optimal pair (x0, u0) ∈ Cα × Uad such that
J(x0, u0) ≤ J(xu, u), for all u ∈ Uad,
where
J(xu, u) =
∫ T
0
l(t, xu(t), u(t))dt + Ψ (xu(T )).
We introduce the following assumption on l and Ψ .
Assumption [HL]:
[HL1] The functional l : J × Xα × Y −→ R ∪ {∞} is Borel measurable.
[HL2] l(t, ·, ·) is sequentially lower semicontinuous on Xα × Y for almost all t ∈ J .
[HL3] l(t, x, ·) is convex on Y for each x ∈ Xα and almost all t ∈ J .
[HL4] There exist constants d ≥ 0, e > 0, ϕ is nonnegative and ϕ ∈ L1(J, R) such that l(t, x, u) ≥ ϕ(t)+ d‖x‖α + e‖u‖pY .
[HL5] The functional Ψ : X −→ R is continuous and nonnegative.
In order to obtain the existence of optimal controls, we need the following important lemma.
Lemma 4.2 (Lemma 4.2, [27]). Operator Q : Lp(J, Y ) −→ Cα for some pq(1− α) > 1, given by
(Qu)(·) =
∫ ·
0
S (· − s)C(s)u(s)ds
is strongly continuous.
Now we can give another main result of this paper, the existence of optimal controls for Bolza problem (P).
Theorem 4.3. Let −A be the infinitesimal generator of an analytic compact semigroup {T (t), t ≥ 0}. If the assump-
tions [Hg1], [HL] and the assumptions of Theorem 4.1 hold, then the Bolza problem (P) admits at least one optimal pair on
Cα × Uad provided that Mlg < 1.
Proof. If inf{J(xu, u) | u ∈ Uad} = +∞, there is nothing to prove. So we assume that inf{J(xu, u) | u ∈ Uad} = ϵ < +∞.
Using [HL], we have
J(xu, u) ≥
∫ T
0
ϕ(t)dt + d
∫ T
0
‖xu(t)‖αdt + e
∫ T
0
‖u(t)‖pYdt + Ψ (xu(T )) ≥ −η > −∞,
where η > 0 is a constant. Hence, ϵ ≥ −η > −∞.
By definition of infimum there exists a minimizing sequence of feasible pair {(xm, um)} ⊂ Aad where Aad ≡ {(x, u) | x is
a mild solution of system (4) corresponding to u ∈ Uad}, such that J(xm, um)→ ϵ as m → +∞. Since {um} ⊆ Uad, {um} is
bounded in Lp(J, Y ), there exists a subsequence, relabeled as {um}, and u0 ∈ Lp(J, Y ) such that
um
w−→ u0 in Lp(J, Y ).
Since Uad is closed and convex, by Marzur Lemma, we have u0 ∈ Uad.
Suppose xm are the mild solutions of system (4) corresponding to um (m = 0, 1, 2, . . .) and xm satisfied the following
integral equation
xm(t) = T (t)[x0 + g(xm)] +
∫ t
0
(t − s)q−1snS (t − s)f (s, xm(s), (Hxm)(s))ds+
∫ t
0
(t − s)q−1snS (t − s)C(s)um(s)ds.
Let fm(θ) ≡ f (θ, xm(θ), (Hxm)(θ)). Then by [Hf2], we obtain that fm is a bounded continuous operator from J into Xα .
Hence, fm(·) ∈ Lp(J, Xα). Furthermore, {fm(·)} is bounded in Lp(J, Xα), and there exists a subsequence, relabeled as {fm(·)},
andf (·) ∈ Lp(J, Xα) such that
fm(·) w−→f (·) in Lp(J, Xα).
By Lemma 4.2, we have
Qfm
s−→ Qf in Cα.
Now, we turn to consider the following controlled system
CDqx(t) = −Ax(t)+ tnf (t)+ C(t)u0(t), t ∈ J, u0 ∈ Uad, n ∈ Z+,
x(0) = g(x)+ x0. (5)
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By Theorem 4.1, it is clear that system (5) has a mild solution
x(t) = T (t)[x0 + g(x)] + ∫ t
0
(t − s)q−1snS (t − s)f (s)ds+ ∫ t
0
(t − s)q−1snS (t − s)C(s)u0(s)ds.
Define
η(1)m (t) = ‖T (t)[g(xm)− g(x)]‖α,
η(2)m (t) =
∫ t
0
(t − s)q−1snS (t − s) fm(s)−f (s) ds
α
,
η(3)m (t) =
∫ t
0
(t − s)q−1snS (t − s)C(s) um(s)− u0(s) ds
α
.
By [Hg1], we can obtain
η(1)m (t) = M‖g(xm)− g(x)‖α ≤ Mlg‖xm −x‖∞.
Using the Hölder inequality again, we have
η(2)m (t) ≤ T n
∫ t
0
(t − s)q−1 S (t − s) fm(s)−f (s)α ds
≤ T n
∫ t
0
(t − s)(q−1) pp−1 ds
 p−1
p ∫ t
0
‖S (t − s)(fm(s)−f (s))‖pαds 1p
≤ Tn,p,q ∫ T
0
‖S (t − s)(fm(s)−f (s))‖pαds 1p .
Similarly, we also have
η(3)m (t) ≤ Tn,p,q‖C‖∞ ∫ T
0
S (t − s)(um(s)− u0(s))p
α
ds
 1
p
,
whereTn,p,q =  p−1p+p(q−1)−1 p−1p T n+ p+p(q−1)−1p .
By virtue of Lemma 4.2 and Lebesgue’s dominated convergence theorem,∫ T
0
‖S (t − s)(fm(s)−f (s))‖pαds → 0 asm →∞,
and ∫ T
0
S (t − s)(um(s)− u0(s))p
α
ds → 0 asm →∞.
As a result,
η(2)m , η
(3)
m → 0 asm →∞. (6)
For each t ∈ J, xm(·),x(·) ∈ Xα , we have
‖xm(t)−x(t)‖α ≤ Mlg‖xm(t)−x(t)‖α + η(2)m + η(3)m ,
which implies that
‖xm −x‖∞ ≤ η(2)m + η(3)m1−Mlg , (Mlg < 1⇒ 1−Mlg > 0).
So, we can infer that
xm
s−→x in Cα asm →∞.
Furthermore, using [Hf2], [Hk2] and [Hh2], we can obtain
fm(·) s−→ f (·,x(·), (Hx)(·)) in Cα asm →∞.
Using the uniqueness of limit, we havef (t) = f (t,x, (Hx)(t)).
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Thus,x can be given by
x(t) = T (t)[x0 + g(x)] + ∫ t
0
(t − s)q−1snS (t − s)f (s,x, (Hx)(s))ds+ ∫ t
0
(t − s)q−1snS (t − s)C(s)u0(s)ds,
which is just a mild solution of system (4) corresponding to u0.
Since Cα ↩→ L1(J, Xα), using [HL] and Balder’s theorem, we can obtain
ϵ = lim
m→∞
∫ T
0
l

t, xm(t), um(t)

dt + Ψ (xm(T ))
≥
∫ T
0
l

t,x(t), u0(t) dt + Ψ (x(T )) = J x, u0 ≥ ϵ.
This shows that J attains its minimum at (x, u0) ∈ Cα × Uad. 
5. An example
Consider the following controlled system
∂
19
20
∂t
19
20
x(t, y) = ∂
2
∂y2
x(t, y)+ e
−t
et + e−t cos
[
x(t, y)+
∫ T
0
cos(ts)x(s, y)ds
]
+ e−t
+
∫ 1
0
k0(y, τ )u(τ , t)dτ , y ∈ [0, 1], t, s ∈ (0, T ], u ∈ Uad,
x(t, 0) = x(t, 1) = 0, t > 0,
x(0, y) =
σ−
i=0
∫ 1
0
k1(y, τ )x(ti, τ )dτ +
σ−
i=0
∫ 1
0
k2(y, τ )
∂
∂τ
x(ti, τ )dτ ,
(7)
with the cost function
J(x, u) =
∫ T
0
∫ 1
0
|x(t, y)|2dy+
∫ T
0
∫ 1
0
|u(t, y)|2dy+
∫ 1
0
|x(T , y)|2dy,
where 0 < T ≤ 1, σ ∈ N, 0 < t0 < t1 < · · · < tσ < T and k0 : [0, 1] × [0, 1] → R is continuous, ki ∈ L2([0, 1] × [0, 1])
for i = 1, 2.
We assume:
(i) The function k1(t, τ ) is measurable and
c11 =
[∫ 1
0
∫ 1
0
k21(t, τ )dtdτ
] 1
2
<∞.
For each τ ∈ [0, 1], the function t → ∂
∂t k1(t, τ ) is measurable, k1(0, τ ) = k1(1, τ ) = 0,
c12 =
∫ 1
0
∫ 1
0

∂
∂t
k1(t, τ )
2
dtdτ
 1
2
<∞,
and there is a nonnegative function G1 ∈ L1(0, T ) such that
 ∂
∂t k1(t, τ )
 ≤ G1(t) for all (t, τ ) ∈ [0, T ] × [0, 1].
(ii) The two first-order partial derivatives of the function k2(·, ·) are measurable, k2(t, 0) = k2(t, 1) = 0, k2(0, τ ) =
k2(1, τ ) = 0 and
c21 =
∫ 1
0
∫ 1
0

∂
∂t
k1(t, τ )
2
dtdτ
 1
2
<∞,
c22 =
∫ 1
0
∫ 1
0

∂
∂τ
k1(t, τ )
2
dtdτ
 1
2
<∞.
Let X = Y = (L2([0, 1]), ‖ · ‖2). The operator A : D(A) → X defined by D(A) = {f ∈ X | f ′, f ′′ ∈ X, f (0) = f (1) = 0}
with Af = −f ′′. Then −A generates a compact, analytic semigroup T (·) of uniformly bounded linear operator. Moreover,
the eigenvalues of A are n2π2 and the corresponding normalized eigenvectors are en(u) =
√
2 sin(nπu), n = 1, 2, . . . .
We take the functions u : Tx([0, 1])→ R, such that u ∈ L2(Tx([0, 1])) as the controls. This claim is that t → u(·, t) going
from [0, T ] into Y is measurable. Set U(t) = {u ∈ Y | ‖u‖Y ≤ ϑ}, where ϑ ∈ L2(J, R+). We restrict the admissible controls
Uad to be all the u ∈ L2(Tx([0, 1])) such that ‖u(·, t)‖2 ≤ ϑ(t), a.e.
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Let X 1
2
=

D(A
1
2 ), ‖ · ‖ 1
2

, where ‖ · ‖ 1
2
= ‖A 12 ‖2 and the operator A 12 is given by
A
1
2 =
∞−
n=1
⟨z, en⟩en
for each z ∈ D(A 12 ) = f ∈ X |∑∞n=1⟨z, en⟩en ∈ X and ‖A− 12 ‖ = 1.
We denote by C 1
2
, the Banach space C

J, X 1
2

equipped with supnorm ‖ · ‖∞, x(t)(y) = x(t, y), (Hx)(t)(y) =
 T
0
cos(ts)x(s, y)ds, C(t)u(t)(y) =  10 k0(y, τ )u(τ , t)dτ . Let f : [0, T ] × X 12 → X 12 by
f (t, x(t), (Hx)(t)) (y) = e
−t
et + e−t cos
[
x(t)+
∫ T
0
cos(ts)x(s)ds
]
(y)+ e−t ,
and g : C 1
2
→ X 1
2
by
g(x)(y) =

σ−
i=0
(Kx)(ti)

(y) for x ∈ C 1
2
,
whereK : X 1
2
→ X 1
2
is defined by
(Kφ)(τ) =
∫ 1
0
k1(y, τ )φ(τ)dτ +
∫ 1
0
k2(y, τ )φ′(τ )dτ , for all φ ∈ X 1
2
.
Obviously,
K(φ −φ)(τ ) = ∫ 1
0
k1(y, τ )(φ −φ)(τ)dτ + ∫ 1
0
k2(y, τ )(φ −φ)′(τ )dτ , for all φ,φ ∈ X 1
2
.
Thus system (7) can be transformed into
CDqx(t) = −Ax(t)+ tnf (t, x(t), (Hx)(t))+ C(t)u(t), t ∈ J, u ∈ Uad, n ∈ Z+, q ∈ (0, 1),
x(0) = g(x)+ x0, (8)
with the cost function
J(u) =
∫ T
0

‖x(t)‖21
2
+ ‖u(t)‖2Y

dt + ‖x(T )‖ 1
2
.
It is not difficult to see that
‖f (t, x(t), (Hx)(t)) ‖ 1
2
≤ e
−t
et + e−t + e
−t = ρ(t), ρ ∈ L10(J, R+).
Meanwhile, it comes from the example in [21] that g is completely continuous operator from C 1
2
→ X 1
2
and satisfies
‖g(x)‖ 1
2
≤ σ(c12 + c22)‖x‖∞, ‖g(x)− g(z)‖ 1
2
≤ σ(c12 + c22)‖x− z‖∞.
Since pq(1 − α) = 194 > 1 and q = 1920 = 95100 > 91100 = p
2−p+1
p2
> 10100 = 1p , system (7) has at least one optimal pair while
the condition 2M 1
2
σ(c12 + c22) < 1 holds.
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