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ABSTRACT
A framework is developed to perform multistage compressor computations, with the
objective of assessing the impact of blade-row interaction involving wakes and end-
wall flow on compressor performance. This framework consists of analyzing the flow
in a discrete blade row or a stage, embedded in a multistage environment where the
other blade rows are modeled by distributed body forces and heat sources. This
ensures proper impedance matching of the flow upstream and downstream of the
considered discrete blade row or stage.
A blade row model is first developed in steady flow, then adapted to the unsteady
flow environment. Three different classes of model elements are shown to have dif-
ferent roles: heat sources model the flow entropy rise, the streamwise body force
components model the blade row work input on the flow, and the orthogonal body
force components model the flow turning and pressure rise. The model is assessed
in steady flow by comparing, on a momentum- and energy-average basis, the flow in
a discrete blade row with the flow obtained when the blade row is replaced by its
model. In two dimensions, the equivalence of the two flows is shown analytically. In
three dimensions, three relevant test cases are used: a straight duct, a stator, and a
rotor. All aerodynamic and thermodynamic flow variables of interest are observed to
be well matched on an average basis by the model. The only discrepancy in the stator
and rotor test cases is shown to be the result of the model's inability to account for
the blade thickness distribution, which can be included via a blockage factor.
The model is then assessed in unsteady flow by comparing the flow in a discrete
blade row with the flow obtained when the blade row is replaced by its model, in terms
of time-averaged pressure rise and loss. In a first test case, unsteadiness is generated
by a wake model at the inflow of a stator. The stator is then replaced by its blade row
model. Discrepancies in the time-averaged static pressure rise and loss measured in
the two flows are shown to result from the absence of wake-boundary layer interaction
phenomena in the model. A second test case is run with a rotor-stator stage, and the
flow in the stage is compared with the flow obtained when the stator is replaced by
the model. The time-averaged static pressure rise and loss in the rotor are observed
to be identical in the two cases. A discrepancy in the stator time-averaged static
pressure rise and loss is once again attributed to the lack of wake-boundary layer
interaction in the model. Overall, the replacement of the stator by the model cuts
down the computation time by a factor of 3 to 4.
Based on the results obtained here, the proposed framework can potentially be used
to analyze the impact of flow phenomena in a multistage environment on compressor
performance and design.
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NOMENCLATURE
Roman
A surface
A1  surface in contact with fluid
A 2  surface in contact with solid
a speed of sound (V RT)
C, static pressure coefficient
CPt stagnation pressure coefficient
CP constant pressure specific heat of air, 1005 J/(kg.K)
E internal energy
Sbodyforce per unit mass
centrifugal force per unit mass
Fc Coriolis force per unit mass
H enthalpy
I rothalpy
L length of 2D mesh face
M Mach number (v)
rh mass-flow
Nblade number of blades on a blade row
surface normalized outside pointing normal vector
p pressure
Pt stagnation pressure
Pr Prandtl number
Q heat
R perfect gas constant of air, 287 J/(kg.K)
Re Reynolds number
r radial coordinate
S entropy
s curvilinear coordinate
t time
T temperature
T stagnation temperature
u x-component of the velocity
v y-component of the velocity
V volume
absolute velocity vector
relative velocity vector
x axial coordinate
y y-coordinate in a cartesian reference frame
vector coordinate of a point in the blade passage
Greek
a tangential angle
/ radial angle
' Ratio of specific heats
6 deviation angle
A thermal conductivity
p dynamic viscosity
Sonabla ( a- + -fY + t)
w rotor angular velocity
(D heat source power per unit volume
p density
0stress tensor
viscous stress tensor
X7 x-component of viscous friction
T7 y-component of viscous friction
0 tangential coordinate
Subscripts
cv control volume
hub blade row hub
in, inflow blade row inflow plane
irrev irreversible
lam laminar
mg model geometry
nd nondimensional
out, out flowblade row outflow plane
II component parallel to the local velocity vector
I component orthogonal to the local velocity vector
r radial component
ref reference value
rg real geometry
t stagnation (or total) fluid quantity
T turbulent
tip blade row casing
0 tangential component
x axial component
y y-component in a cartesian frame of reference
z z-component in a cartesian frame of reference
Superscripts
weak average value
model flow value
weak average of model flow value
relative frame of reference
Other useful notations
CFD computational fluid dynamics
1D one-dimensional (x)
2D two-dimensional (x and 0)
3D three-dimensional (r, x and 0)
CHAPTER 1
INTRODUCTION
1.1 Evolution in Compressor Design Methods
High performance compressors have been the object of innumerous research efforts
since World War II, when the development of the first jet engines opened a wide
new scope of applications for them. Design methodologies have also dramatically
changed. Initial designs were relying on 1D meanline analyses coupled with cascade
data, and most often involved numerous iterations between design and testing until a
satisfactory configuration was found. Radial Equilibrium and Streamline Curvature
methods [3], [25] brought the analytical design from one to two dimensions, and led
to improved first bench test performance. Such methods have enabled the designers
to reduce the number of design iterations.
With the computer era, new perspectives have appeared in compressor design with
the development of Computational Fluid Dynamics, and modern design methods rely
on computational results rather than testing [20]. The benchmark today is to do a
full 3D computer design and achieve the expected performance at the first bench test
[19].
The exponential increase in computing power witnessed in the last ten years has
enabled the computation of the turbulent flow in complex 3D geometries. Such com-
putations, applied to single blade rows or single stages, have led to sharply reduced
compressor design time cycles, and have helped develop creative ideas for blade de-
signs leading to substantial performance improvements [20]. In spite of this, at the
scale of an entire multistage compressor, a full 3D viscous computation of the flow still
remains a daunting prospect, and is not yet achievable in amounts of time acceptable
for design purposes without massive parallel computing [19].
1.2 Motivation of the Research
As direct multistage computations cannot be used for multistage compressor designs,
some kind of approximation must be done. One of the most commonly used approx-
imations is the mixing plane approach [24], [13], in which each blade row is designed
individually (figure 1-1). This leads to an essentially steady design method, and does
not reflect the impact of any unsteady phenomenon on the compressor performance.
However, it has long been known that the unsteady interaction between neighbor-
ing blade rows has an important role in determining the maximum pressure rise and
efficiency of a compressor. Smith [26] showed on the single-stage General Electric
Low-Speed Research Compressor that a one-point efficiency gain and a two-to-four
point pressure rise increase could be achieved by reducing the axial gap between the
blade rows from 37% to 7% of the stator axial chord. Similar results were found by
Mikolajczak [22], whereas Hetherington and Moritz [16] achieved a 2-point efficiency
gain by increasing the spacing in front of the rotor blade rows in a multistage com-
pressor. Gostelow [14] also showed the existence of an optimal blade row spacing for
turbines.
In addition to blade row spacing, other design parameters such as blade loading
and spanwise loading distribution are known to have a major impact on performance,
much of which cannot be accurately predicted without taking into account unsteady
interaction phenomena.
Stage downstream
boundary conditions
Mixed-out stator
inlet boundary conditions
z
Mixed-out rotor
outlet boundary conditions
Figure 1-1: Mixing plane approach to the design of a single stage. The rotor is first
designed, using as outflow boundary conditions a first guess of the conditions
upstream of the stator. The rotor outflow is then used as the inflow boundary
condition for the stator design.
Several mechanisms of blade row interaction, and their impact on performance,
have been studied in the past. A review of these mechanisms is provided by Valkov
[28]. Blade row interaction manifests itself in two forms: potential and vortical.
Potential interaction is the impact of the blade row pressure field on the upstream
and downstream blade rows. Vortical interaction encompasses the effect of vortical
structures - wake, tip vortex, streamwise and corner vortices - on downstream
blade rows. Both forms have been shown, analytically and experimentally, to impact
efficiency and pressure rise.
Even though these mechanisms have been studied in the past, this has only been
Stage upstream
boundary conditions
done at the scale of a single stage. This is because, as already pointed out above, it is
unrealistic to perform multistage 3D computations with currently available computa-
tional resources. The ability to implement multistage computations would provide:
* for the researcher, a means to assess on a qualitative and quantitative basis
the flow interaction effects within the multi-blade row environment that impact
stage matching and compressor performance,
* for the design engineer, a tool to improve multistage compressor designs by
taking into account unsteady interaction phenomena in a rigorous manner.
The objective of this research is to develop and implement an innovative method-
ology for performing multistage compressor computations, with the goal of reducing
the computation time to affordable levels.
1.3 Statement of the Problem
When designing a blade row embedded in a multistage compressor, the flow in the
whole multistage compressor must be computed at once if the unsteady interaction
effects are to be accounted for, even though most of the flow details in the other blade
rows do not need to be known. This leads to a considerable waste of computation
power.
The methodology developed here consists of replacing the blade rows for which the
flow details are not needed on a blade-to-blade level but only on an averaged basis by
a computationally economical model (figure 1-2). The model must be designed to be
computationally economical while duplicating the important interaction phenomena.
This new methodology is developed on a step-by-step basis. Modeling is first
addressed for a single blade row in steady flow in order to understand the key concepts.
This model is then adapted to the unsteady flow environment and tested in a rotor-
stator configuration. Multistage applications will be the object of upcoming research
I
II II I
I
II
I
I
I
I
III \\ 'II
II I
I
Blade row being designed :
Figure 1-2: Methodology for Multistage Compressor Computations
efforts.
In the course of this work, a number of questions are addressed:
* What constitutes a model in Fluid Dynamics? What are the physical properties
that models can duplicate? What level of modeling is adequate to reach the
goal stated here?
* What should be required of a model in steady flow? Given the geometry of a
blade row and its operating point, how can a steady model be created? How
well are the model requirements met? What can be done to improve the model?
* What are the model requirements in unsteady flow? How well does the steady
model developed above satisfy the unsteady flow requirements? Is there any
improvement from using a quasi-steady model rather than a steady one? What
can be done to further improve the model?
* Are most or all physical effects which impact blade row performance in a multi-
blade row environment well accounted for by the model? If not, does it explain
the results observed when testing the model in unsteady flow? In regard of this,
can such a model be used effectively in a multistage compressor?
1.4 Contributions of the Thesis
1.4.1 Modeling in Turbomachinery Fluid Dynamics
The framework developed here consists of computing the flow in a discrete blade
row or a stage, embedded in a multistage environment where the other blade rows
are modeled by distributed body forces and heat sources. It provides a means of
addressing the flow phenomena that impact compressor performance and design in
multistage environment.
Present Work in the Context of Previously Published Work
The concept of using body force distributions to represent a blade row is not new. It
has been used by Marble [21], Horlock and Marsh [18], Denton [11] and Adamczyk
[1] among others.
Marble has developed an axisymmetric body force model for throughflow compu-
tations in blade rows. This body force can be seen as the distribution of the force
applied by the blade on the flow, which can be decomposed into a normal pressure
force and a tangential shear force. Marble's model can be computed if the blade
geometry and various flow variables at the blade surface are known.
Horlock and Marsh showed, by averaging the 2D differential form of the continu-
ity and momentum equations across a blade passage, that 2D blade rows in steady
inviscid flow can be replaced by distributed body forces. The computation of their
body forces requires the knowledge of the static pressure on the blade surface.
Denton used distributed streamwise body forces to simulate viscous effects in a
flow otherwise computed using an inviscid solver. He showed that the pitchwise profile
of body forces can be arbitrarily chosen, provided they create the correct shear force
at the blade surface, which is therefore the input in the construction of his model.
Finally, Adamczyk showed by applying three averaging operators on the 3D un-
steady Navier-Stokes equations that, among other things, unsteadiness resulting from
a multi-blade row environment can be captured on an averaged basis by a steady
computation using distributed body forces, heat sources and deterministic stresses.
The model elements are obtained by the application of a closure model, in the same
way as a turbulence model is used to obtain Reynolds stresses in a turbulent flow
computation.
In this thesis, the steady flow in the blade row for which the model is sought is first
computed, using an existing CFD code. The discrete blade passage is then discretized
in a number of control volumes, and the equations of fluid mechanics and thermo-
dynamics are written in their integral form on each of these control volumes. The
model elements, body forces and heat sources, are extracted from the implementation
of these integral equations on the computed flow. Such a model can, in principle, be
computed for a set of operating points in the blade row or stage pressure character-
istic, yielding a model which can respond to flow nonuniformities and design changes
in a multistage environment. The modeling approach used here is clearly different
from previously published work.
The model developed here has been designed for completeness, i.e. to model both
the aerodynamics and thermodynamics of the flow, and for flexibility, so that the same
modeling approach can be applied to construct a model representation that ranges
from a simple, zero-dimensional actuator disc to a fully three-dimensional unsteady
model.
A New Breakdown of Model Elements
Model elements are shown to belong to three distinctive categories: streamwise com-
ponents of the body force vectors, orthogonal components of the body force vectors,
and heat sources. The role that model elements of each category have in modeling a
blade row, and the flow variables that they impact in the model flow, are explained
on a physical basis. The heat sources are shown to model the flow entropy rise, the
streamwise components of the body forces the blade row work input on the flow, and
the orthogonal body force components the flow turning and pressure rise.
Equivalence of the Model Flow and the Discrete Blade Row Flow
A first-of-a-kind analysis is developed to show that, in 2D flow cases, the replacement
of a blade row by its model will duplicate the aerodynamic and thermodynamic flow
variables on an averaged basis.
1.4.2 Expected Contribution to On-Going and Future Re-
search Efforts
The implementation of the model developed in this research leads to computational
codes which are expected to be used in the course of on-going and future research
efforts:
* A code has been written, and a methodology has been defined, to compute the
model elements for any given blade row geometry at any given operating point.
This code offers flexibility in its ability to include the relevant physical effects
as needed.
* Two CFD codes, the steady and unsteady versions of the NEWT code developed
by Dawes, have been adapted so that one or several blade rows can be replaced
by the model developed here.
1.5 Organization of the Thesis
The concept of modeling in Fluid Dynamics is introduced in chapter 2. A physi-
cal approach is used in order to understand what level of modeling is required to
accomplish the objectives of this research.
The equations of Fluid Dynamics and Thermodynamics are used in Chapter 3 to
explain how a model can be created for a given blade row at a given operating point,
and how it relates to the physics of the flow. In Chapter 4, an analytical study shows
the effectiveness of the model for 2D steady cases, whereas test cases are presented
in Chapter 5 to assess the model performance in 3D steady cases. A brief description
of the CFD mesh generator and solver used in this research is provided in appendix
A. The numerical implementation of the model is detailed in Appendix B.
In Chapter 6, the model derived for steady flows in Chapters 3 through 5 is as-
sessed in an unsteady flow environment. Unsteadiness is first generated by nonuniform
inflow boundary conditions moving relative to the blade row, representing hypothet-
ical incoming wakes. The derivation of the wake model is detailed in Appendix C.
Time-resolved and time-averaged flow variables help understand qualitatively and
quantitatively if and how the model reproduces the physical phenomena known to
affect time-averaged performance in a multistage compressor. A further investigation
of the model performance in unsteady flow is then conducted in a realistic multi-blade
row environment. The model replaces a stator located downstream of a discrete rotor,
and time-resolved as well as time-averaged flow data shows how realistic nonunifor-
mities such as real wakes and tip vortices are processed by the model, and how the
influence of the stator model on the upstream rotor compares with the influence of
the discrete stator in the rotor-stator configuration.
Finally, conclusions on the overall performance of the model are presented in
Chapter 7, and guidelines are provided for future work. Expectations on the usefulness
of such a model in multistage computations are stated.
CHAPTER 2
MODELING IN TURBOMACHINERY
COMPUTATIONAL FLUID DYNAMICS:
KEY CONCEPTS
As pointed out in Chapter 1, a blade row model is necessary if multistage compressor
computations are to be conducted using acceptable computational resources. The
main reason for which multistage turbomachinery computations are so highly time-
consuming is the presence of many different length scales. This concept will be
explained below, and will be the basis for the development of a model.
2.1 Parametric Dependence of Computation Power
on Problem Length Scales
When a mesh is constructed for flow computation, the spacing between mesh points
must be small compared to the length scale of all the phenomena to be described. The
grid resolution is therefore dictated by the length scale of the smallest phenomenon of
interest. On the other end of the scale, the largest length scale of the problem deter-
mines the overall size of the mesh. The larger the ratio of the largest to the smallest
length scales, the more mesh points are needed, the more computation-intensive each
iteration will be.
In CFD 1 codes using explicit resolution schemes, such as the code used in this re-
search, the smallest length scale of the problem also has a great impact on the number
of iterations needed to complete the computation. Indeed, for stability purposes, the
time step used when running a CFD code is limited, and the limit is directly pro-
portional to the smallest length scale of interest [17]. The presence of small length
scales in the problem therefore not only makes each iteration more computationally
intensive, as explained in the previous paragraph, but also requires a smaller time
step, and hence more iterations to reach convergence.
Airflows in compressors have almost always high Reynolds numbers, and are there-
fore turbulent. The smallest length scale is then the size of the boundary layer turbu-
lent structures, some of them only a few percent of the boundary layer thickness. It
is important to capture these structures when computing the flow in a compressor, as
they impact the shear and heat transfer at the wall. On the other hand, the largest
length scale in a multistage compressor is the overall size of the machine, which can be
several orders of magnitude larger than the length scale of the turbulent flow struc-
tures. The ratio of the largest to the smallest length scales is therefore huge, and
the computing resources required to compute the flow in a multistage compressor are
beyond the reach of present day available computational technology.
As pointed out above, the required computation power increases dramatically
when small length scale phenomena are present in the flow. The only way to make
the computation power required for a multistage compressor realistic is to make the
smallest length scale larger. This is done by removing small scale phenomena from
the flow, and the next paragraphs will illustrate this concept step by step.
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2.2 First Step: Turbulence Modeling
The small size of turbulent structures makes the computation of the turbulent flow in
multistage compressors unrealistic. Even for a three-dimensional flow in a single blade
row, such a computation is not achievable with currently available computational
resources. The most complex geometries in which turbulent flows can be computed
today are two-dimensional single blade rows.
What can then be done for more complex geometries, i.e. three-dimensional flows
and multiple blade rows? The resolution of the meshes for which the computation
of the flow can be afforded by available computational resources is far too coarse to
capture turbulent structures. When solving the flow on such meshes, the computed
boundary layers are perfectly laminar, and computed friction and heat transfer on
solid surfaces will then be underestimated. In order to avoid such errors, turbulence
models are included in the codes. The principle underlying these models is simple:
the effect of the turbulent structures is duplicated by a large-scale model which does
not require the grid resolution needed to resolve the small-scale structures it models.
The important effect of turbulence is to increase the fluid transport properties,
and therefore shear and heat transfer on solid surfaces, so a turbulence model will
consist of a turbulent viscosity and a turbulent heat transfer coefficient. The turbulent
viscosity and heat transfer are added to the physical ones. With a turbulence model,
the computed boundary layers create the same wall friction and heat transfer as
if they were turbulent, even though no turbulence can be found in the flow. The
effects of turbulence are therefore captured, while the smallest length scale in the
problem has been increased from the size of turbulent structures to the boundary
layer thickness, by about one order of magnitude. The introduction of a turbulence
model can therefore reduce the required computing power by more than one order
of magnitude. In the following paragraphs, additional levels of modeling will be
introduced to reduce it even more.
To illustrate how different levels of modeling increase the smallest length scale in
Figure 2-1: Computation mesh for a stator blade row with turbulence model
a problem, the computation mesh for a typical stator will be compared at each level.
The baseline will be the computation mesh used with a turbulence model, shown on
Figure 2-1.
2.3 Second Step: Viscous Effects Modeling
Turbulence models are used today in computations for which turbulent structures
cannot be resolved adequately. The computation without turbulence modeling, also
referred to as Direct Numerical Simulation (DNS), is currently unrealistic for three-
dimensional flows. The computation of 3D flows is made possible by turbulence
modeling in single blade row geometries, but multistage unsteady computations are
still prohibitive. Further modeling is therefore required. What a model should do
and how it does it has been clearly detailed in the section on turbulence modeling: a
model seeks to eliminate small length scale phenomena from the flow while duplicating
their effect using only large scale features.
Once turbulence has been modeled, the smallest length scale in the flow becomes
the boundary layer thickness, and similarly to a turbulence model, a boundary layer
model will seek to duplicate the effects of the boundary layer: loss and blockage.
Which large scale features can duplicate these effects? Loss can be created by dis-
tributed streamwise body forces, whereas blockage can be artificially introduced by the
use of a blockage factor in the flow equations [18].
Such a model has been used with success by Denton [11] to simulate the viscous
effects in a flow computed using an inviscid flow solver. Denton showed that the
relevant viscous effects could be accurately predicted using his model, while cutting
down the computation time.
Figure 2-2 shows the computation mesh for the same stator as described in the
previous paragraph, when a viscosity model is used. As viscous effects are accounted
for by a model, there is no boundary layer to capture, and the grid density close to
the blade surface can be noticeably reduced.
2.4 Third Step: Blade Modeling
Viscous effects modeling will reduce the time required to compute the flow in a multi-
stage compressor more than what turbulence models alone can do. It is still expected
that, even with viscous effect modeling, the required computation power will still be
too high to make multistage computations practical in research or design processes,
Figure 2-2: Computation mesh for a stator blade row with viscosity modeling
as numerous computations of different designs and operating points are needed. A
further level of modeling will therefore be sought. Turbulent structures and boundary
layers have been removed from the flow by the models above. The smallest length
scale in the flow then becomes the geometry of the blade, and blade modeling is the
object of this thesis.
As can be seen on figure 2-2, high levels of grid resolution are needed along the
blade in order to describe the actual blade shape. The modeling concept which is
developed here is to completely remove the blade, in order to further coarsen the
Figure 2-3: Computation mesh for a stator blade row with blade modeling
mesh as shown on figure 2-3.
The modeling methodology used for this third step is similar to the one used for
the first two: the chosen model will seek to duplicate the important effects that the
blade has on the flow using large scale features.
2.4.1 Model Elements
Models for turbulence and viscous effects have been developed in the previous para-
graphs by considering the effects of the phenomena on the flow and duplicating these
effects using large-scale features.
A similar approach can be used for blade modeling. As the two main effects of
a blade row on a flow are to apply forces - whether they are viscous or pressure
forces - and blockage, it can be argued that a blade row can be removed from a
flow computation if the equivalent forces and blockage are still applied through the
use of a physically sound model. The blade model developed in this research will be
constituted of distributed body forces and distributed heat sources. A blockage factor
should also be included, but this will not be done here for simplicity. The cost of this
simplification will appear in the following paragraphs. A blockage factor is expected
to be included in future refinements of the model though.
In contrast to Denton's viscosity model, which only made use of body forces aligned
with the flow to create loss, the model developed here will feature body forces both
aligned with and orthogonal to the flow, to provide loss as well as turning and diffu-
sion.
As stated above, the blade model will also feature distributed heat sources. Whereas
the presence of body forces in the model is consistent with the idea of replacing a
blade by equivalent forces, the distributed heat sources are not a representation of
flow physics, and their relevance will appear later as an important tool in controlling
the flow thermodynamics.
2.4.2 Model Requirements
The blade model developed here is expected to be used to replace blade rows in a
multistage compressor computation. It is therefore necessary for this model to:
* duplicate the effect of the blade row on the typical unsteady flow encountered in
multistage compressors, in particular the physical phenomena known to affect
compressor performance.
* provide consistent boundary conditions for the blade rows placed directly up-
stream and downstream in the compressor.
Both these requirements will be examined below.
Unsteady Flow Behavior
The unsteady flow in a compressor blade row consists of a succession of patches of irro-
tational flow and vortical flow. The vortical flow is shed by the blade row immediately
upstream, and consists of a wake, a tip leakage vortex, and a number of additional
vortices. The blade model will be expected to duplicate both the irrotational and
vortical flow behaviors.
Irrotational Flow Behavior Table 2.1 summarizes the different transformations
undergone by irrotational flow as it proceeds through a compressor blade row. For
each transformation, table 2.1 also indicates the flow variables which are affected.
Transformation Affected Flow Variables Change
Turning Tangential Flow Angle Decreases
Diffusion Relative Velocity Magnitude Decreases
Static Pressure Increases
Loss Stagnation Pressure Decreases
No Heat Exchange Stagnation Temperature (Stator) Constant
Rothalpy (Rotor)
Table 2.1: Irrotational Flow Behavior in Stator Blade Row
The irrotational flow behavior will be duplicated by the model if the flow variables
listed in the second column of table 2.1 are matched when a blade row is replaced by
its model. The radial flow angle will be added to the list for completeness.
If the above flow variables are matched by the model, other variables will be
matched as well:
* The three components of the velocity will be matched because velocity magni-
tude and the two flow angles are matched
* Static temperature will be matched because stagnation temperature and veloc-
ity magnitude are matched
* Density will be matched because static pressure and temperature are matched
* Entropy will be matched because stagnation pressure and stagnation tempera-
ture are matched
In conclusion, the model will match all aerodynamic and thermodynamic flow
variables.
Vortical Flow Behavior A review of vortical flow physics in multistage turboma-
chines is provided by Taylor [27]. In addition to the transformations listed above for
the irrotational flow, the vortical flow undergoes additional transformations, each of
which leads to additional model requirements:
Viscous Dissipation Wakes and vortices are viscously dissipated as they pro-
ceed through the compressor. When a blade row is replaced by a body force and heat
source model, it might be deemed important that the dissipation still continues to
take place in a similar fashion in the modeled region. The use of the blade row model
with a Navier-Stokes solver will therefore be considered in chapter 6.
Wake and Tip Vortex Stretching The wake shed by a blade row is chopped
into vortical fluid filaments by the downstream blades. These filaments are then
stretched as they proceed through the blade row because of two phenomena: the
increase in cross-flow area, and a rotation of the filament due to the velocity difference
between the blade pressure and suction sides. Similar phenomena affect tip vortices.
Stretching of wakes and tip vortices lead to a reversible recovery of the excess kinetic
energy present in these vortical structures into static pressure.
In order to capture wake and tip vortex stretching, the model must duplicate both
cross-flow area change and filament rotation. The former is linked to flow turning,
and is already part of the model requirements associated with the irrotational flow
behavior. The latter requires in addition that the model should not be axisymmetric.
Interaction with Blade Boundary Layer Recent work by Valkov [28] has
shown that wakes and tip vortices do interact with the boundary layer of the down-
stream blade, and that this interaction affects the compressor performance.
This interaction phenomenon cannot be easily captured by the blade row model,
because of the absence of blades and therefore of boundary layers. The time-averaged
impact of wake and tip-vortex boundary layer interaction can still be accounted for
by the model though, by making the model elements variable with the local flow
conditions. This allows the model to process irrotational and vortical fluid in different
fashions, and to reflect the effect of vortical fluid-boundary layer interaction on an
averaged basis.
Table 2.2 summarizes the specific transformations undergone by the vortical flow
as it proceeds through a compressor blade row, and the additional model requirements
which follow.
Transformation Model Requirement
Stretching Non-axisymmetric model
Dissipation Use of a Navier-Stokes solver
Interaction with boundary layer Model elements variable with local flow condition
Table 2.2: Rotational Flow Behavior in Stator Blade Row and Subsequent Model Re-
quirements
Boundary Conditions
In subsonic flow, as is the case for all flows considered in this research, four of the
five boundary conditions needed to solve the Navier-Stokes equations are imposed at
the upstream boundary, and the fifth one at the downstream boundary [17]. The
upstream boundary conditions are the stagnation pressure, stagnation temperature
and the two flow angles, while the downstream boundary condition is the hub static
pressure.
Let then a stator blade row model be considered in between two discrete rotor
blade rows (Figure 2-4)
The static pressure on plane 2 therefore acts as the downstream boundary condi-
tions for the upstream rotor. The stagnation pressure, stagnation temperature and
the two flow angles on plane 3 acts as the upstream boundary conditions for the
downstream rotor.
To meet its requirement to provide consistent boundary conditions to the blade
rows directly upstream and downstream, the model needs to accurately provide the
static pressure at its upstream boundary, and the stagnation pressure and temperature
and flow angles at its downstream boundary.
Backpressure fluctuations In modern compressor designs, the spacing be-
tween neighboring blade rows is small, typically 20 to 40 percent of the stator axial
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Figure 2-4: Stator model embedded between two rotors
chord. The high static pressure region which develops around a blade leading edge is
therefore felt at the trailing edge of the blade directly upstream. Recent work by Graf
[15] has shown that the backpressure fluctuation felt by a rotor as it moves relative to
a downstream stator affects the rotor flow and the time-averaged rotor performance.
This phenomenon needs to be captured by the blade row model developed here, and
the static pressure field at the inflow boundary of the model region should therefore
be non axisymmetric. This results in the requirement that the model should be non
axisymmetric too, a requirement which has already been stated in order for the model
to capture wake and tip vortex filament rotation.
2.4.3 Blade Modeling: Summary
A blade model consisting of distributed body forces and heat sources will be developed
in this thesis. This model will first be constructed in steady flow, before tackling the
more challenging unsteady flow case.
Steady Flow Model In steady flow, only the irrotational flow requirements apply.
The model will be required to match all aerodynamic and thermodynamic flow vari-
ables. Because the flow is uniform, no viscous dissipation takes place, and the model
can be used with an Euler solver.
This option will be preferred, because it makes the computation of the model
elements more straightforward, as will be seen in chapter 3.
Unsteady Flow In unsteady flow, the model can be used with a Navier-Stokes
solver in order to feature flow nonuniformities dissipation. In addition, in order to
capture all the unsteady flow phenomena known to affect compressor performance,
the model should be non axisymmetric, and model elements should respond to local
flow conditions. For the sake of simplicity, none of these two features will be included
in the model developed here, nor will the model include a blockage factor, and the
cost of this simplification on the effectiveness of the model will be assessed.
CHAPTER 3
DEVELOPMENT OF A BLADE ROW
MODEL IN STEADY FLOW
Chapter 2 introduced the concept of modeling in computational fluid dynamics and
described the elements used to construct a blade row model, namely distributed body
forces and heat sources. This chapter will describe how a model is constructed for a
given blade row in steady flow at a given operating point. An analytical approach
will then be developed in chapter 4 to show the effectiveness of the model for two-
dimensional flows, and test cases will be presented in chapter 5 for three-dimensional
flows. This development of the steady flow model will be followed by proposed guide-
lines for further improvement.
3.1 Prerequisites to the Construction of a Model
As described in Chapter 2, a blade row model is a large-scale representation of small-
scale effects that the blade row has on the flow. In order to construct a blade row
model, it is necessary to know these effects to a certain extent. The detail to which
these effects need to be known depends on the precision required from the model.
One extreme is to know the flow variables exclusively at the inflow and outflow
of the blade row to be modeled, but not in between. The model developed is then
referred to as an actuator disc. Its role is to transform given inflow conditions into
given outflow conditions, but the way flow variables evolve in between is not pre-
scribed. At the other end of the scale, the flow is known throughout the flow domain,
and a model can be developed to duplicate not only the inlet/outlet behavior of the
blade row, but also the way flow variables change through it.
The latter approach is chosen for this research, and it will be assumed that, prior to
the developments below, the flow in the blade row to be modeled has been computed
at the chosen operating point.
3.2 Compatibility of the Model with the NEWT
Code
The equations of fluid dynamics are just equations of a particular form of continuum
mechanics. Hence, the computation of fluid flows is similar to that of other continuum
mechanics problems such as elasticity problems, in the sense that the continuum
equations are transformed into algebraic equations by discretizing the computational
domain into a finite number of elements. These algebraic equations can then be solved
using various numerical methods.
There are two very different ways to discretize and solve the equations of fluid
mechanics:
* Finite Difference equations result from the discretization of the differential form
of fluid mechanics equations. The computational domain is discretized into
discrete points.
* Finite Volume equations result from the discretization of the integral form of
fluid mechanics equations. The computational domain is discretized into finite
volumes.
More details on the differential and integral forms of the equations of fluid me-
chanics and on the discretization procedures alluded to above can be found in [17].
All the flow computations performed in this research make use of the NEWT
CFD code developed by W.N. Dawes [10]. This is not a model requirement though:
the model has been designed to be as portable as possible. A concise description of
NEWT is provided in appendix A.
NEWT is a finite-volume code, and for full compatibility with the model, body
forces and heat sources are also computed in finite volumes rather than at discrete
points. For identical reasons, the model makes use of the integral form of the equations
of fluid mechanics rather than of their local differential form.
3.3 Computation of the Model Elements
In this section, the equations of fluid mechanics and thermodynamics are used to
show how a body force and heat source model can be constructed for a blade row
at a given operating point, provided the flow in this blade row has been previously
computed. For reasons which will appear below, aerodynamics and thermodynamics
are considered separately.
As explained above, the model is developed using the integral form of the equa-
tions, and is based on a control volume approach.
3.3.1 Flow Aerodynamics
Let then a control volume be considered in the blade passage (figure 3-1). The control
volume will be referred to as V, and the surface surrounding it as A. No precise
description will be given at this point of the actual shape of the control volume or
its location in the blade passage, apart from the fact that, in the most general case,
some part of the surface A will be in contact with a solid surface, either the blade
row or an endwall. A will therefore consist of A1, which is in contact with a solid
surface, and A 2 , which is not.
Figure 3-1: Typical Control Volume in a Blade Row
The integral form of the continuity and momentum equations of fluid mechanics
will be written for this control volume in two cases:
* Case 1: The blades are physically present, the flow is viscous and the walls are
adiabatic. This flow will be referred to as the real flow.
* Case 2: The blades are removed and replaced by their model. The flow is
nonviscous and there are distributed body forces and heat sources. This flow
will be referred to as the model flow.
The two sets of equations will be compared, and the values of the body forces and
heat sources will be found from this comparison.
The integral continuity and momentum equations of fluid mechanics are, in their
most general form [2]:
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All flows considered in this chapter are steady, so all time derivative terms will be
set to zero.
Some of the integrals in these equations will also vanish depending on which one
of the two cases is considered.
Case 1
In this case,
* V vanishes on all solid surfaces. All integrals where the velocity multiplies
an integrand will only be evaluated on surface A 2 , the fraction of the control
volume boundary surface which is not in contact with a solid.
* If the effects of gravity are neglected as is commonly done for low-density fluids,
body forces will vanish from all equations.
With these simplifications, the general integral equations become:
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Case 2
In this case, the only possible simplification comes from the fact that the flow is
nonviscous. All integrals where the viscous stress tensor multiplies an integrand will
therefore vanish. With this simplification, and separating integrals on surfaces A1
and A 2 where needed for clarification, the general integral equations become:
5V • *dA + j V dA 0 (3.5)
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In these equations and in all equations which will follow, the tilde(~) symbol is
used to denote the model flow variables from the real flow ones.
The following sections will analyze how to compare these two sets of equations in
order to extract the model from them.
Identity of Two Flows
To claim that a flow model has been adequately developed to simulate an actual blade
row, the flow must be duplicated when the blade row is replaced by its model, i.e.
flows in cases 1 and 2 must be identical.
The notion of identity of two flows needs to be defined. Due to the finite volume
structure of the computation code, the computation domain is discretized using three
types of structures: nodes, faces and volumes. Based on this discretization, two
approaches can be taken in comparing two flows:
* The strong approach: compare the flow variables at each node
* The weak approach: compare carefully defined averages of flow variables on
each face
The integral form of the equations of fluid mechanics is not well suited to the
strong approach, as no reference whatsoever is made to the individual flow variables
at the mesh nodes. On the other hand, these equations make extensive use of integrals
of the flow variables on the faces of the mesh, and the weak approach will therefore
be preferred in comparing the two flows.
Momentum Averaging of Aerodynamics Flow Variables
Some kind of average of flow variables on the mesh faces must be defined in order
to use the weak approach above. Momentum averaging is an attractive averaging
method, because the averaged flow is still a fluid flow as it satisfies the continuity and
momentum equations.
In all that follows, average variables will be differentiated from non-averaged vari-
ables by a hat (^) symbol.
The Momentum average of the aerodynamic flow variables on a mesh face is defined
by:
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It is easy to check that the so-defined average variables satisfy the continuity and
momentum equations.
Application to the Weak Identity of Two Flows - Aerodynamics
The requirement on the steady model performance is to match all aerodynamic and
thermodynamic variables. As far as aerodynamics are concerned, this requirement
will be weakly satisfied if:
=p (3.10)
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where the hat tilde symbol (^) denotes averages of the model flow variables.
Replacing the Momentum averaged variables by their definitions from equations
3.7- 3.9 in equations 3.10-3.12:
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Assuming that the value of the mass-flow through any mesh face is unchanged
when the blade row is replaced by its model:
(3.13)
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and equations 3.13-3.15 become:
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It should be noted that equation 3.17 is simply the projection of equation 3.19
on the surface normal, and only four of the five equations 3.17-3.19 are therefore
independent.
Equations 3.17-3.19 are the conditions under which all flow aerodynamic variables
are weakly matched when a discrete blade row is replaced by its model. These equa-
tions should be verified on any mesh face in order to state that the two flows are
weakly aerodynamically identical, and this is true in particular of surfaces A1 and A 2
of the above control volume.
There is one exception, however: in a blade passage, the pressure gradient has a
component in the tangential direction because of the pressure difference between the
pressure and suction sides of the blades. When the blades are removed and replaced
by their model, such a pressure gradient cannot be supported because of the absence
of solid surfaces. Equation 3.18 will therefore not be verified on A 1, which is in
contact with solid surfaces.
With this in mind, plugging equations 3.17-3.19 into equations 3.3, 3.4, 3.5 and
3.6 leads to:
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Equations 3.20 and 3.21 will be satisfied if:
V (-) n-(-) 0 V- E A, (3.23)
or, in other words, if the surface A1 is a streamsurface of the model flow.
In further developments, it will appear that this condition can also be met in some
particular cases even when A1 is not a streamsurface.
Control volumes will always be constructed in such a way that equation 3.23 is
satisfied.
The vector equation 3.22 is a system of three functional equations with three
unknowns: the three components of the distributed body force. Throughout this re-
search, volumetric body forces will be considered uniform in each control volume,
but different from one control volume to another. Equation 3.22 therefore yields:
n= (f dA + dA - ffJpn dA) (3.24)
A A 1  A1
where Vcv is the volume of the considered control volume
Equation 3.24 gives a method of calculating the distributed body force in any given
control volume such that equation 3.23 is satisfied. It should be noted that equation
3.24 is consistent with the flow physics, in that the body force acting on the flow in
a control volume is simply the volumetric distribution of the sum of all forces at the
boundaries of this control volume.
Calculating body forces using equation 3.24 requires an estimation of the static
pressure distribution jP in the model flow. The estimating method will be presented
in Appendix B, where the implementation of the above model will be described in
details.
3.3.2 Flow Thermodynamics
Thermodynamics of fluid flows are controlled by the two laws of thermodynamics.
The general integral form of the first law applied to fluid flows is, written on control
volume V [2]:
0t N pEt dV + f pHt -. dA = t dA + ff ( ) ) A + (pf -V + ) dV
V A A A V (3.25)
The second law of thermodynamics is most often written in its differential form
[23]:
dQ
dS = + dSirrev (3.26)
Similarly to what has been done in the above section on aerodynamics, these
equations can be greatly simplified by considering the properties of each case:
Case 1
In addition to the simplifying observations stated in section 3.3.1, it should also be
noted that:
* There are no heat sources in the flow
* The flow velocity vanishes on A 2, and the surface viscous friction do not do any
work. In addition, for a flow Prandtl number close to 1, which is always the
case in turbulent boundary layers, and for adiabatic walls, it can be shown that
[29]:
Af
A
+ f AdA e 0
A
(3.27)
The general energy equation becomes:
JJ pHtV . dA = 0
A 2
(3.28)
The second law of thermodynamics does not include any heat source term, and
simply becomes:
dS = dSirrev 0 (3.29)
A combined form of the first and second laws [23] will be very useful in the sections
below:
dTtdS = cpT t
dPt
- RP (3.30)
A VT-n dA
Case 2
Splitting integrals on the surface A into integrals on surfaces A1 and A 2, and taking
into account the fact that there are no viscous stresses in this case, the energy equation
becomes:
Jpt'VTi dA + f T - dA =•(pF. V +q )dV (3.31)
A 1  A 2  V
As far as the second law of thermodynamics is concerned, it should be noted that,
because of the choice to use an Euler flow solver with the steady model, the model
flow is inviscid and does not conduct heat, and there are therefore no irreversibilities
in this flow [23]. The second law becomes:
dQdS - (3.32)
Equation 3.32 shows that heat sources control the evolution of entropy in the model
flow. In other words, under the current assumptions, the model body forces have no
impact on the model flow entropy.
Energy Averaging of Thermodynamic Flow Variables
Similarly to what has been done for the continuity and momentum equations, an
energy averaging of thermodynamic flow variables can be defined so that the averaged
variables still satisfy the energy equation.
The energy average of stagnation enthalpy is defined by:
ff p(V - n)H dA
fi ace
ff p(V - -n ) dA
face
(3.33)
Application to the Weak Identity of Two Flows - Thermodynamics
A development similar to what has been done for the flow aerodynamic variables can
be conducted for the thermodynamic variables.
It should be noted up front that, because of equation 3.30, the three thermody-
namic variables of interest, namely the stagnation pressure, stagnation temperature
and entropy, are not independent. Matching two of these variables will assure match-
ing the third one. For convenience, the two variables for which matching will be
enforced are chosen to be the stagnation temperature and the entropy.
Stagnation Temperature
enthalpy by the equation:
The stagnation temperature is related to the stagnation
Ht = cT (3.34)
Matching the stagnation temperatures is therefore equivalent to matching the
stagnation enthalpy. The matching condition is:
Ht = Ht (3.35)
Replacing the weak averages of the stagnation enthalpy by their definition from
equation 3.33, and provided that condition 3.16 is valid, one gets:
fp(L -t)H dA = JI(V - -)H dA (3.36)
face face
Plugging equation 3.36 into equations 3.28 and 3.31, one gets the condition:
PH V dA + ](p -V + ) dV = 0 (3.37)
A1  V
If the surface A 1 is a model flow streamsurface, as required in the section on
aerodynamics, equation 3.37 finally becomes:
S(p - v + ) dV = 0 (3.38)
Equation 3.38 links the body forces and the heat sources. The role of heat sources
appears in this equation as a way to compensate for the work done by the body forces
on the flow, which has no physical origin. What is then the origin of this work? In
the discrete blade row, the shear force is localized at the blade surface, where the
flow velocity vanishes because of the no-slip condition. Thus, this shear force does no
work. On the other hand, in the model, the shear force is distributed throughout the
flow, where the flow velocity does not vanish, and the body forces therefore do work.
For consistency, this work is cancelled by the heat sources, as indicated in equation
3.38
Experience shows that, because of numerical errors, equation 3.28 is never perfectly
satisfied. Equation 3.38 should be modified accordingly, and becomes:
V + ) dV = V dA 0 (3.39)
V A 2
As three components of the body forces are determined by the flow aerodynamics,
the value of the distributed heat source in each control volume can be obtained using
equation 3.39.
Entropy The evolution of the model flow entropy is totally determined by the
model heat sources, as shown in equation 3.32. The model heat sources are computed
from equation 3.39 and the model flow entropy is therefore totally determined by the
above developments. However, initial implementations of the so-developed model
have shown large errors in the control of the entropy. To understand why, figure 3-2
shows a typical model flow velocity vector and body force. For easier visualization,
the problem is limited to two dimensions.
F FF
Figure 3-2: Typical Velocity Vector and Body Force in the Model Flow. The body force is
decomposed in components parallel (FI1) and orthogonal (FL) to the velocity
vector
The body force has two components: one parallel to the flow velocity vector (F11)
and one orthogonal (F ) to it. As equation 3.37 indicates, only the parallel component
does work and therefore impacts the value of the local heat source.
At the blade row operating point, where the model is developed, viscous friction
on the blade surface is small. Consequently, the parallel component of the body force,
which represents a volumetric distribution of this friction, is also small compared to
the orthogonal component, which represents a volumetric distribution of the pres-
sure force at the blade surface. The angle e between the body force vector and its
orthogonal component is therefore small, typically a few degrees.
The parallel component of the body force is given by the following trigonometric
relationship:
Fll = F sin E (3.40)
As will be seen in appendix B where the practical implementation of the above
model is detailed, the computation of the model elements is not error-free, and the
impact on Fi of an error, either on the modulus or on the angle of P, is given by:
Fil 6F be
11- = - + (3.41)
FI F tan
Equation 3.41 shows that, because of the i factor, even small errors on the angle
c can create large errors on the parallel component of the body force. This large error
on F1 leads itself to a large error on ¢, so that the entropy and stagnation pressure
will not be exactly matched.
To avoid this problem, a slightly different approach to computing the model is
used. For each control volume, the heat source is computed first, using equation
3.32, and the parallel component of the body force is computed afterwards to satisfy
equation 3.39.
This method guarantees a precise computation of the parallel component of the
body forces and of the heat sources, which will provide a good matching of the thermo-
dynamic variables. The discrepancy of this approach is that the parallel component
of the body force, calculated as described here, might be slightly different from the
projection on the velocity vector of the body force calculated in the aerodynamics
section. For the reasons expressed above, the former is by far the more precise, and
will be used in substitution of the latter.
3.4 Extension of the Model to a Rotating Frame
of Reference
All equations used previously to derive the model elements have been written for a
stationary frame of reference. If a similar model is to be developed for a rotor blade
row, the above developments have to be adapted to rotating frames.
The equations governing fluid flows in rotating frames differ from those in station-
ary frames by the addition of the centrifugal and Coriolis acceleration terms in the
momentum equation, and by the substitution of the flow stagnation enthalpy by its
rothalpy in the energy equation [17]. In a rotating frame of reference, and with simi-
lar hypotheses and simplifying assumptions as used in the steady frame of reference
problem, equations 3.3, 3.4 and 3.28 become [17]:
Sp -Ti dA = 0 (3.42)
A 2
JfpW(W - )dA =- pJf dA + ff - -dA +f p dV +J pF dV
A 2  A A V V (3.43)
SpITV. - dA = 0 (3.44)
A 2
where F, = pw2r is the local centrifugal force per unit mass and Fc = -2w 1, x
is the local Coriolis force per unit mass. I = H + - (w)2 is the fluid rothalpy.
By one-to-one comparison with the absolute frame of reference case, the relative
frame of reference case can be modeled by defining the model elements as:
pe?=C I (f -dA + fp dA - ff p-4 dA + pf dV +pF* dV)
Al Al Al V V (3.45)
(p W + ) dV =1 pI* ndA (3.46)
V A 2
The flow entropy being identical in an absolute or relative reference frame, equation
3.32 remains valid, and will be used in both cases to compute the value of distributed
heat sources.
3.5 Choice of a Blade Passage Discretization
The previous sections detailed how model elements can be computed for any given
control volume in the blade passage for which a model is created. The problem of
how a blade passage should be divided into such control volumes will be addressed here.
The division of a blade passage into a number of control volumes for the purpose of
computing a blade row model will be referred to as blade passage discretization.
If a model is to replace an entire blade row in a multistage compressor computation,
distributed body forces and heat sources should be applied to the entirety of the
volume of the removed blade row, i.e. an annulus. Because of blade row periodicity
in the tangential direction, the volume for which the model needs to be computed is
only a section of the annulus, defined by the following boundaries:
Xin flow < x < Xoutflow (3.47)
rhub r < rtip (3.48)
<- 0 < (3.49)
Nblade - - Nblade
The only condition that must be observed on the passage discretization is that A1
type surfaces, as defined above, must be streamsurfaces of the model flow, according
to equation 3.23.
There are four levels of discretization for a blade passage, featuring increasingly
numerous and geometrically complex control volumes. Each one of these discretiza-
tion methods will be examined below.
First Level of Discretization
The simplest way to discretize a blade passage is to replace the whole passage by a
single control volume, as shown on figure 3-3(a) (the reference frame and the location
of the inflow, outflow, hub and casing surfaces in figures 3-3(a) to 3-3(d) are repre-
sented on figure 3-3(e)). By doing this, the computed body forces and heat sources
will be uniform throughout the model. Such a model is equivalent to an actuator
disc, transforming given inflow conditions into given outflow conditions, but without
concern on how the transformation is actually done.
(a) Actuator Disk Type Mesh
(c) Streamwise and Spanwise Re-
fined Mesh
(d) Streamwise, Spanwise and
Pitchwise Refined Mesh
e
x
(e) Schematic View and Reference Frame
Figure 3-3: Different levels of Blade passage Discretization
(b) Streamwise Refined Mesh
Second Level of Discretization
A second level of refinement is represented on figure 3-3(b). The blade passage is
divided into several control volumes, each of the control volumes being defined by:
x_ < x < x+, (3.50)
rhub < r < rtip (3.51)
- 0 7r (3.52)
Nblade - - Nblade
where x_, and x+, are the upstream and downstream boundary planes of control
volume i respectively.
Each control volume fills the whole span and pitch of the domain, but only a
fraction of the inflow to outflow space. Using such a discretization, the model elements
will vary in the streamwise direction, but neither in the spanwise nor in the pitchwise
directions. The model flow computed using such a model will be axisymmetric. In
addition, the model will not be able to handle nonuniform radial profiles of flow
variables.
Third Level of Discretization
The third level of refinement can be added by limiting the extent of each control
volume to only a fraction of the span, as represented on figure 3-3(c). The control
volumes are therefore defined by:
x_ < < x + (3.53)
r_< r < r+, (3.54)
< 0 < (3.55)
Nblade - _ Nblade
where r_, and r+, are the inner and outer radii of control volume i.
Each control volume fills the whole pitch of the domain. The model elements will
therefore vary in both the streamwise and spanwise direction. The flow computed
using such a model will still be axisymmetric, but this model will be able to handle
nonuniform radial profiles of flow variables.
Fourth Level of Discretization
Finally, the ultimate level of refinement is to adopt control volumes occupying only
fractions of all three streamwise, spanwise and pitchwise directions (figure 3-3(d)).
These control volumes will be defined by:
x_ < x < xZ+ (3.56)
r_ < r < r+, (3.57)
0 _ < 0 < + (3.58)
where 0_, and 0+, are the two boundary planes of control volume i.
The model elements computed using such a discretization will vary in all three
directions, and the flow computed using such a model will not be axisymmetric any-
more. This level of refinement lead to a model which can handle nonuniform radial
profiles and tangential gradients of flow variables.
Choice of a Refinement Level
A discretization using this last approach should be able to represent all the aspects
of the blade flow. However, one must be conscious of the fact that the model should
not become as complex as the initial blade row it is designed to replace, and this
last level of refinement should therefore be avoided, except in situations where the
0-dependence of the blade-to-blade effects must absolutely be represented. On the
other end of the scale, the first two levels lead to severe solution convergence problems,
being too simplistic.
The third level of discretization refinement will therefore be chosen for this re-
search. The model computed on such a discretization of the blade passage will be
axisymmetric, and therefore, the mesh used for steady flow computations can and
will only have two nodes in the pitchwise direction, as represented on figure 3-3(c).
In unsteady flow environments however, the mesh will need to be discretized in the
pitchwise direction in order to capture flow nonuniformities, yielding a computation
mesh similar to the one found on figure 3-3(d).
It should already be pointed out that this axisymmetric model will not support
any pitchwise gradients of flow variables. As a consequence, steady flows computed
using this model will be axisymmetric, and unsteady flows will be processed in an
axisymmetric fashion. It can already be expected that wake and tip vortex filament
rotation and backpressure fluctuation, alluded to in the model requirements, will not
be featured by this model. It should be kept in mind that the model can be improved
by adopting the fourth level of refinement, if it is necessary to do so in order to
accomplish the specific goals of the research.
3.6 Construction of a Blade Row Steady Model:
Summary
The development of a blade row steady model consists of the following steps:
* The flow in the blade passage for which a model is sought is computed using a
3-D Navier-Stokes code at the operating point at which the model is developed.
* The blade passage is divided into a number of control volumes using the third
level of refinement described in the previous section. Those faces of the control
volumes which are in contact with solid surfaces are designed to be streamsur-
faces of the model flow.
* The body forces in each of the control volumes are computed using equation
3.24, which represents a volumetric distribution of the surface forces acting on
the control volume. These body forces have a component orthogonal to the
local velocity vector, which will be used as part of the model, and a component
parallel to the local velocity vector, which will not be used.
* The heat sources in each of the control volumes are computed using equation
3.32, which links the heat sources to the entropy rise in the flow.
* The parallel components of the body force in each of the control volumes are
computed using equation 3.39, which states that the work done by the body
forces should balance the energy associated with the heat sources, to keep the
stagnation temperature constant along a streamline.
The output of this process is a table containing, for each finite volume, three
components of volumetric body force, the volumetric body force component parallel
to the velocity vector, and a volumetric heat source power. The elements of this table
constitute a blade row model at the chosen operating point, which can be used in
future flow computations.
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CHAPTER 4
ANALYTICAL VALIDATION OF THE
MODEL FOR TWO-DIMENSIONAL
FLOWS
The developments of chapter 3 have detailed how a model can be computed for a
blade row at a given operating point. Equations 3.24, 3.32 and 3.38 show how the
model elements are calculated from the knowledge of the flow in the blade row to be
modeled.
These equations are derived from the hypothesis that, when a discrete blade row is
replaced by its model. all aerodynamic and thermodynamic variables are duplicated
on all faces of the control volumes into which the blade passage is discretized. What
these equations show is that, if the model elements are not those given by equations
3.24, 3.32 and 3.38, then aerodynamic and/or thermodynamic variables will not be
duplicated by the blade row model, on some or all faces of the finite volumes. However,
the opposite is not true: nothing in chapter 3 proves that, if the model elements are
those given by equations 3.24, 3.32 and 3.38, then flow variables will be duplicated.
The purpose of this section is to give such a demonstration in the simple case of
two-dimensional flows, whereas the effectiveness of the model in three-dimensional
cases will be assessed by test cases in the next section.
4.1 Statement of the Problem
Let a two-dimensional stator blade passage be considered (figure 4-1(a)), as well as its
discretization in finite volumes of the type described in paragraph 3.5 (figure 4-1(b)).
(a) Discrete 2-D stator blade row (b) 2-D stator mesh discretization
mesh
Figure 4-1: Discretization of a 2-D stator blade row
A particular finite volume has been highlighted in the discretization, and will be
used for the developments below (figure 4-2).
In a cartesian coordinate system (x,y), the two components of the velocity V will
be denoted as (u,v). The angle between the horizontal axis and the velocity vector
will be named a. The four sides of the cell are identified either by a number: 1 for
the inflow face, 2 for the outflow face, or by the acronyms ps (pressure side) and ss
(suction side).
Some of the flow variables at the inflow and outflow faces are imposed as boundary
conditions by the neighboring cells: the stagnation pressure Pt, stagnation tempera-
ture Tt and flow angle a are imposed on face 1, and the static pressure p is imposed
on face 2.
The problem is the following: if the Euler equations are solved on this cell, with
the boundary conditions above, and with a distributed body force and heat source
given by the two-dimensional form of equations 3.24, 3.32 and 3.38, will all aerody-
namic and thermodynamic flow variables on faces 1 and 2 be weakly identical to the
xFigure 4-2: 2-D control cell
corresponding variables, solution of the Navier-Stokes equations on the same cell in
the discrete blade row mesh?
This will be demonstrated via the following four steps:
* Step 1: the real flow Navier-Stokes equations and model flow Euler equations
are written for the considered control volume,
* Step 2: the model flow equations are transformed to show that they have only
one solution,
* Step 3: a solution is found for the model flow equations; as step 2 has proven
that there was only one solution, this is the solution,
* Step 4: the solution of the model flow equations found at step 3 is shown to
equal the averages of the real flow solution on planes 1 and 2.
V
4.2 Step 1: Real Flow and Model Flow Equations
The Navier-Stokes equations, written for the considered cell, are for steady flow [2]:
Spu dy = pu dy (4.1)
1 2
J(pu2+ p)dy- (pu2p)d+ J T, dA =0 (4.2)
1 2 Ablade
Spuvdy - puvdy + TdA= (4.3)
1 2 Ablade
SpuHt dy- puHt dy J (rTu + Tyv)dA =0 (4.4)
1 2 Ablade
Similarly, the steady axisymmetric Euler equations with body forces and heat
sources, written for the same cell, are:
5IlL1 = (z22L2 4.5)
13U 12 L1 + 1 iL 1 - A2 u 22 L 2 - 1i2 L 2 + FAcei = 0 (4.6)
ijfCL1 - 5P2!2iV2 L 2 ± FyAcell = 0 (4.7)
1 T1H 1L 1 - P21 2 Ht2 L 2 +ff (Fxft + Fy + q) dA = 0 (4.8)
A
where L1 and L 2 are the lengths of the faces 1 and 2.
It should be noted that, as opposed to equations 4.1-4.4, equations 4.5-4.8 do not
feature any integrals of flow variables on the inflow or outflow faces because the choice
of an axisymmetric model yields an axisymmetric solution flow.
The problem stated above is to compute the solution of equations 4.5-4.8 with
the body force and heat source terms given by the two-dimensional form of equations
3.24, 3.32 and 3.38, and to show that this solution equals the solution of equations
4.1-4.4 on faces 1 and 2, on a momentum and energy average basis.
4.3 Step 2: Existence and Uniqueness of Model
Flow Solution
In order to compute the solution of equations 4.5-4.8, a few additional equations and
assumptions will be introduced:
The two components of the velocity and the flow angle, are linked by the following
relationship:
v = tan & (4.9)
The static pressure, temperature and density are linked by the perfect gas equa-
tion:
(4.10)P = RT
The stagnation enthalpy, static temperature and flow velocities are linked by the
relationship:
H2 2
Ht = cT + (4.11)
The stagnation pressure, static pressure and velocity are linked by the incompress-
ible flow relationship:
= + i 2 + > (1 + tan2 (4.12)
2 2
Many flows in turbomachines have blade row relative inlet Mach numbers slightly
greater than 0.4, the customary accepted limit for the use of the incompressible
equation 4.12, but it will be assumed here that this equation can still be used so that
the analysis is tractable. This approximation is not used in the implementation of
the model though, in which the exact relationship is used.
With these additional equations, equations 4.5-4.8 can be transformed as follows:
917l1 = -- 2U2L2 = ri (4.13)
2(P, Pl) +1 5)L 1 - (  2 - 2 + p 2 )L 2 + FxAceu = 0 (4.14)
1 + tan 2 l 1 + tan2 2
L1 tan 
-
2  L 2 tan 62 + FyAceu = 0 (4.15)
1 + tan2 al 1 + tan2 a 2
rhcP(T L2 - T LI) + (Fxt + F + $) dA = 0 (4.16)
A
These equations need to be further simplified, and two more assumptions will be
done. As in the case of the static pressure/stagnation pressure relationship 4.12, these
assumptions are made only for the analysis presented in this chapter. They are not
used in the actual implementation of the model.
* It will be assumed that a stagnation pressure loss coefficient a can be inferred
for the blade row, according to the relationship
Pt2 = Pt (1 - ) (4.17)
The inlet stagnation pressure Pt, being a boundary condition, this assumption
means that the outlet stagnation pressure Pt2 is not an unknown of the prob-
lem anymore. This assumption is realistic in the sense that almost all blade
row designs are optimized at their operating point, where the model is being
developed, and all designs have similar loss coefficients.
* The relative exit angle a 2 will be assumed to be small enough for tan2 a 2 to be
negligible compared to 1. This assumption is marginal.
With these assumptions, the subsystem of equations 4.14-4.16 finally becomes:
2 2P,1(1- )Lfy = (2Pt2  12)L 2 - 21 L - FxAcel1 + tan2 a1  1+ tan 2 l (4.18)
-2L1 tan dl 2Pt, tan dl
15, + 2(Pt - 1 2)L2 tF 2 yAcell1 + tan2 1 +tan 2 al
(4.19)
hcL2T =hcpLI 1 - ff (Fx + Fi) + q) dA (4.20)
A
Equations 4.18-4.20 constitute a system of three linear equations with three un-
knowns: i51, 62 and t,2. It can be easily shown that the determinant of this system
is nonzero, and this system has therefore one and only one solution.
4.4 Step 3: Solution to the Model Flow Equations
The body force and heat source terms in equations 4.18-4.20 are given by the two-
dimensional form of equations 3.24, 3.32 and 3.38:
FxAcell = f T dl (4.21)
blade
FyAcell = T, dl (4.22)
blade
(Fi + Fy + ) dA = 0 (4.23)
A
A solution to this system of equations is given by:
h= pu dy (4.24)
p= 4fp dy (4.25)
2(P - p ) 1 dy (4.26)1p+ tan2  -= pu 2 dy (4.26)1 + tan2 L
13u2 tan & = f puv dy (4.27)
rcpT = puHt dy (4.28)
where each of the expressions 4.24-4.28 can be written on either face 1 or 2.
Indeed, replacing expressions 4.24-4.28 into equations 4.18-4.20, equations 4.1-4.4
are retrieved. The latter are the Navier-Stokes equations written on the same control
volume in the real flow, and they are of course satisfied.
The set of equations 4.24 to 4.28 are a solution to the system of model flow
equations. As this system has one and only one solution, this is the solution of the
model flow.
4.5 Step 4: Identity of Real and Model Flow So-
lutions
It is now still necessary to show that his solution of the model flow equals the solution
of the real flow on faces 1 and 2 on a momentum and energy average basis.
The expressions involved in the left-hand side of equations 4.24, 4.26, 4.27 and
4.28 can be rewritten in terms of the solution of the model flow:
rh = fiiL (4.29)
2(P - ) 22(Pt- ) = (4.30)1 + tan2  P
3 2 tan & = p2il (4.31)
rhcpTt = pE (4.32)
Comparing equations 4.24-4.28 with equations 4.29-4.32, one can see that the
solution to the model flow equations verifies:
= - pu dy (4.33)
L
L =- p dy (4.34)
L
fu2 = 2 dy (4.35)
L
ii = L puv dy (4.36)
L
piilt = puHt dy (4.37)
L
Equations 4.33-4.37 show that the model flow is identical to the real flow on faces
1 and 2, on a momentum and energy average basis.
4.6 Summary
The different steps followed in this derivation can be summarized as follows:
* The real flow is solution of equations 4.1-4.4, and the model flow is solution of
equations 4.5-4.8. The body force and heat source terms in the latter are given
by equations 4.21-4.23.
* The model flow equations can be transformed successively into equations 4.13-
4.16 and 4.18-4.20. The latter system of equations is linear, determinate, and
has therefore one and only one solution. The same can hence be said of the
model flow equations.
* One solution of the model flow equations is given by equations 4.24-4.28. Be-
cause the model flow equations have been shown to have only one solution, this
is the solution. Equations 4.24-4.28 can be transformed into equations 4.33-4.37
using equations 4.29-4.32. The latter show that the solution of the model flow
equations is identical to the real flow solution on faces 1 and 2 of the cell.
The demonstration above shows that the model defined by equations 4.21 to 4.23
satisfies the requirements stated in chapter 2 for the 2D flow situation.
CHAPTER 5
NUMERICAL VALIDATION OF THE
MODEL FOR THREE-DIMENSIONAL
FLOWS
Chapter 4 used an analytical approach to show that the model given by the equations
4.21-4.23 met the requirements stated in chapter 2. Even though it works well for two-
dimensional cases, such an approach requires too many approximations in the three-
dimensional situation to make the analysis tractable. Thus it is more appropriate to
directly implement the model computationally to assess the effectiveness of the model
in three-dimensional flow situations.
The practical implementation of the model is detailed in appendix B.
The assessment of the model consists of the following steps:
* A geometry and an operating point are chosen for the test case. Three different
geometries will be considered here: a straight duct, a stator blade passage,
and a rotor blade passage. The choice of these three geometries is guided by
the fact that they will be the ones found in practice in multistage compressor
applications. In addition, the stator will be modeled at two operating points:
at design, and off design, in order to assess the effectiveness of the model both
at reduced and high loss. This is important to evaluate the potential of the
model for future developments, where the model is expected to be used for
large operating point variations around the design point.
* The real flow in the chosen geometry is computed using the NEWT code.
* The real geometry is discretized in finite volumes, a model geometry mesh is
created, and the model elements are computed.
* The model flow is computed using a modified version of the NEWT code, in
which the model elements are added as source terms in momentum and energy
equations.
* The real flow and model flow are compared, and conclusions are drawn on the
effectiveness of the model for the chosen test case.
5.1 Test Case Geometries and Operating Condi-
tions
The test case boundary conditions will be given in non-dimensional form. The non-
dimensionalization equations will be defined below in section 5.2.
5.1.1 Straight Duct
The straight duct test case is aimed at assessing the effectiveness of the model as far
as thermodynamics are concerned.
Indeed, in a straight duct, with an inflow velocity vector aligned with the duct
axis, the static pressure and mass-averaged velocity are almost constant from inflow
to outflow. The more interesting variables in the duct test case are the stagnation
pressure, stagnation temperature and entropy. The stagnation pressure will drop,
and the entropy rise, because of the development of boundary layers on the four duct
walls, whereas the stagnation temperature will remain constant because the flow is
adiabatic. To magnify these effects, the test case will be conducted with a viscosity
ten times the viscosity of air.
Geometry
The straight duct geometrical data is detailed in Table 5.1 (Real Geometry) and 5.2
(Model Geometry). It should be noted that the duct has an annular section.
Streamwise Pitchwise Spanwise Structured Mesh Dimension
Extent [m] Extent [nondim.] Extent [m] (Pitchw. x Streamw. x Spanw.)
0 < x < .124 0 < 0 < 0.178 < r < 0.218 29 x 32 x 29
Table 5.1: Duct Test Case Real Flow Mesh Geometrical Data
Streamwise Pitchwise Spanwise Structured Mesh Dimension
Extent [m] Extent [nondim.] Extent [m] (Pitchw. x Streamw. x Spanw.)
0.0004 < x < .1204 0 < 0 < F 0.178 < r < 0.218 2 x 13 x 15
Table 5.2: Duct Test Case Model Flow Mesh Geometrical Data
The corresponding geometries are represented on figure 5-1. Figure 5-1(c) schemat-
ically indicates the location of different surfaces of interest on figures 5-1 (a) and 5-1(b).
Operating Conditions
The inflow boundary conditions required by the NEWT code are the flow stagnation
pressure and temperature, and the two flow angles. For simplicity, these boundary
conditions are chosen uniform in both the pitchwise and spanwise directions. The
outflow boundary condition is the hub static pressure. The spanwise distribution of
outflow static pressure is then extrapolated from the latter by the code, using radial
equilibrium.
(a) Straight Duct Test Case Real
Flow Mesh
(c) Straight Duct Geometry -
(b) Straight Duct Test Case Model
Flow Mesh
Inflow
Schematic View
Figure 5-1: Straight Duct Test Case: Real and Model Computational Meshes
The angles defined as boundary conditions are: the tangential angle (equation 5.1)
and the radial angle (equation 5.2).
a = arctan V (5.1)
x2 +Vr 2
Vxp = arctan r (5.2)
where V, V and V are the streamwise, pitchwise and spanwise components of
the velocity respectively.
The boundary conditions used in the straight duct test case are given in non-
dimensional form in table 5.3. The subscripts in and out are used to denote the
inflow and outflow boundaries respectively.
Ptn Ttin ain[0] n [0] Pouthub
0.0 1.0 0 0 0.0
Table 5.3: Duct Test Case Boundary Conditions
5.1.2 Stator and Rotor
Stator and rotor blade rows are the typical geometries which will need to be modeled
in the multistage compressor applications of the model considered here. These two
test cases are therefore critical in assessing the potential of the model for future
applications.
Geometry
The test case stator and rotor geometries are those of the Mitsubishi Heavy Industries
3-stage compressor third stage.
(a) Stator Test Case Real Flow
Mesh
(c) Rotor Test Case Real Flow
Mesh
(b) Stator Test Case Model
Flow Mesh
(d) Rotor Test Case Model Flow
Mesh
(e) Stator Geometry - Schematic View (f) Rotor Geometry - Schematic View
Figure 5-2: Stator and Rotor Test Cases: Real and Model Computational Meshes
The size of the structured mesh used for the real and model flow computation of
both the stator and rotor test cases are provided in table 5.4.
L
Structured Mesh Dimension (Pitchw. x Streamw. x Spanw.)
Stator Rotor
Real Flow Mesh Model Flow Mesh Real Flow Mesh Model Flow
49 x 72 x 11 2 x 40 x 11 41 x 48 x 37 2 x 32 x
Table 5.4: Stator and Rotor Test Cases Mesh Geometrical Data
Mesh
19
The stator and rotor real and model geometries are represented on figure 5-2.
Figures 5-2(e) and 5-2(f) shows schematically the location of surfaces of interest.
Operating Conditions
For the stator and rotor test cases, realistic operating conditions are provided by
experiments conducted by MHI on an research compressor. The inflow and outflow
boundary conditions are uniform in the pitchwise direction, but can have spanwise
gradients.
Non-dimensionalized plots of the spanwise distributions of inflow and outflow test
case boundary conditions are provided on figures 5-3 and 5-4. The non-dimensionalization
process is detailed in section 5.2. It should be remembered that only the outflow hub
static pressure is enforced as a boundary condition. The spanwise distributions of p2
shown on figures 5-3(e) and 5-4(e) are only initial guesses.
0 91
0.91
-o
( 0.9,
0.g;4 0.,
a
0.81
z 0.8(
0.8&
0 8,
Inflow Stagnation Pressure Profile1
1 -0 8 -0.6 -0 4 -0.2 0 0.2 0.4 0.6 0.8
Nondimensionalized Stagnation Pressure
(a) Stator Pt,
Inflow Tangential Angle Profile
-58 -56 -54 -52 -50 -48
Tangential Angle (degrees)
Inflow Stagnation Temperature Profile
0.91
0.9E
0.9
E! 0.8a
z 0.
0.84
0.8,
0.2 0.4 0.6 0.8 1 1 2 1.4 1.6 18 2
Nondimensionalized Stagnation Temperature
(b) Stator Tt,
098
096
g0s4
0 92
09
6088osa
Z 086
084
082
(c) Stator al
Inflow Radial Angle Profile
u1 -08 -06 -04 -02 0 02 04 06 08
Radial Angle (degrees)
(d) Stator i3
Outflow Static Pressure Profile
1
0.91
0.9
--"6
IO0.9,
0 9
o 0.l
0
z 0.8(
0.8,
0.8,
-0 025 -0.02 -0 015 -0.01 -0 005
Nondimensionalized Static Pressure
(e) Stator p2
Figure 5-3: Stator Test Case Boundary Conditions
88
{] ,'- ' = I
i
c
Inflow Stagnation Pressure Profile
0.91
0.9(
.-o
C0.98
U 0. 8
0.81
z0 8(
0.84
0.8,
-018 -0.016 -0.014 -0.012 -0.01 -0 008 -0.006 -0.004 -0.002
Nondimensionalized Stagnation Pressure
(a) Rotor Pt,
Inflow Tangential Angle Profile
096
0 94
c 092
09
E0 88
Z 0 86
084
0 82
-32 -31 -30 -29 -28 -27
Tangential Angle (degrees)
(c) Rotor al
0.9E
0.9
0.94
N 0.9;8
E 0.81
z 081
0.8'
0 8;
n
0.91
0.9t
"o 80.9
o 0.
z081
08,
0.8,
nr
098
096
S094
092
-09
0 88
z 0 86
0 84
0 82
) 02 0.4 0.6 0.8 1 1 2 1.4 16 1.8
Nondimensionalized Stagnation Temperature
Inflow Radial Angle Profile
-1 -08 -0.6 -04 -02 0 02 04 0.6 08
Radial Angle (degrees)
(d) Rotor 31
Outflow Static Pressure Profile
2 -0.18 -0 16 -0.14 -0.12 -0.1 -0.08 -0.06 -0.04 -0.02
Nondimensionalized Static Pressure
(e) Rotor P2
Figure 5-4: Rotor Test Case Boundary Conditions
89
(b) Rotor Tt,
m ' i m m
I I I I I i I
Inflow Stagnation Temperature Profile
I I I I I I
5.2 Flow Variable Non-Dimensionalization
All flow variables are non-dimensionalized in the plots below. The definition of the
non-dimensional variables follows:
* Non-dimensional static pressure
C = -P2,ef (5.3)
2P1ref ref (
Where p is the local static pressure, P2ref is an outflow reference static pressure
(see below), -y = 1.4 is the specific heat ratio of air, Plref is an inflow reference
static pressure, and MIre is an inflow reference Mach number.
The expression P1ef Mie!2 is an inflow reference dynamic pressure, which will
be used to non-dimensionalize the static pressure as well as the stagnation
pressure. An outflow reference static pressure P2ref is chosen at the numerator
of equation 5.3 because its value is the same in all the test cases, as it is imposed
as a boundary condition, which is not the case of the inflow reference static
pressure Plre 
-
* Non-dimensional density
pnd pRTef (5.4)
Ptlref
* Non-dimensional velocity
Vnd - (5.5)
wrmidspan
Where w is the rotor angular velocity, and r is the blade midspan radius. The
expression wr is the rotation velocity at midspan.
* Non-dimensional stagnation pressure
Pt - Ptef (5.6)
P plref Mre 2
* Non-dimensional stagnation temperature
TtTnd T (5.7)
lref
* Non-dimensional entropy
Snd = - (5.8)
Where c, is the constant pressure specific heat of air (not to be confused with
the non-dimensional static pressure Cp)
* Mass-flow
mnond = (5.9)
Tmreal flowl
Where rhrea flow is the real flow inlet mass-flow.
A non-dimensional mass-flow is defined to compare the real and model flow mass
flows.
5.3 Test case number 1: Straight Duct
As a reminder, in the model flow, the duct side walls are removed and viscous effects
are represented by a distributed body force which appears as a source term in the
Euler equations describing the model flow.
A comparison of the mass flow, stagnation pressure, stagnation temperature and
entropy at 13 axial locations through the duct is provided on figure 5-5.
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The axial locations where comparison is made are taken to be the axial position of
the model flow mesh nodes. The real flow variables are plotted using a blockline, while
the model flow variables are plotted with crosses. The axial position is expressed in
percentage of the duct length, 0 indication the duct inlet.
The thermodynamic variables are compared on an averaged basis, averaging being
conducted on cross-flow planes extending across the duct pitch, and from hub to
casing. The stagnation temperature average is computed according to averaging
equation 3.33. Stagnation pressure average is computed in a similar fashion (equation
5.10).
ff p (V )Pt dA
fat =face 
(5.10)
ff p( ~) dA
face
Finally, real and model flow entropy averages are computed using equation 3.30.
The plots of figure 5-5 show that the model provides a very good matching of the
mass-flow and stagnation temperature. The model flow entropy rise and stagnation
pressure drop are slightly greater than in the real flow. This phenomenon will also
be observed in the stator and rotor test cases, and will be discussed below.
5.4 Test Case Number 2: MHI 3-stage Compres-
sor 3rd stage Stator
5.4.1 Test Case Results
In the stator and rotor test cases, emphasis will be put on comparing both aerody-
namic and thermodynamic flow variables. Comparisons of the real and model flow
non-dimensionalized flow variables are provided for the stator blade row on figure 5-6
at design operating point and figure 5-7 at high incidence.
Averages of thermodynamic variables are computed as detailed in the previous sec-
tion, while those of aerodynamic variables are computed by implementing equations
3.7, 3.8 and 3.9. Finally, averages of flow angles are deduced from a three-dimensional
form of equation 4.27.
On each plot, the axial position through the blade row is expressed in percentage
of the stator axial chord, 0 being the leading edge and 100 the trailing edge.
5.4.2 Analysis of the Results
Both cases show similar discrepancies between the real and model flow behavior.
Axial Velocity, Static Pressure and Density
A major difference between real and model flows appears on the static pressure,
density and axial velocity plots. This discrepancy can be shown to be due to the lack
of blockage factor in the model.
Indeed, in the blade region, the real flow undergoes a large acceleration due to the
blade passage area change. This acceleration is accompanied by a sharp increase of
the axial velocity and a decrease of both the static pressure and density. In contrast,
the model flow does not undergo such an acceleration, because the absence of blockage
factor - a choice made for the sake of simplicity in this first stage of model development
-, leads to a constant passage area. Consequently, the model flow axial velocity does
not increase in the blade region, and the static pressure and density are greater than
in the real flow case. However, the flow variables are in agreement at the leading edge
and trailing edge planes for both flows.
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The above conclusion is strengthened by plotting Areaeailtow (in block line) and
PUmodelf low (in crosses) vs. axial position (figure 5-8). The comparison shows that the
PUreal flow
difference between the two flows is indeed due to the passage area difference.
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Figure 5-8: Comparison of Areareat flow and PUmodelflow vs. x for stator test case
Areamodelflow PUrealflow
Stagnation Pressure and Entropy
The second discrepancy between real and model flows appears on the thermodynamic
variables. The stagnation temperature error is very small considering the scale of the
plot, but the stagnation pressure loss and entropy rise are larger in the model flow
than in the real flow, a fact already pointed out in the duct test case.
The excess of entropy rise and stagnation pressure loss is principally located around
the blade leading edge. It can be shown to result from the dissipative effect of artificial
viscosity on large body force gradients which appear at that place. The magnitude
of these gradients can be observed by considering the plots of figure 5-9, where the
x-, y- and z-components of the hub to tip integral of the non-dimensional body force
(equation 5.11) are plotted versus the axial position x.
x x
xx
1 frT Sp dr
Tr t p 2 - rh u b 2 (2 - T1) ]rhub r drNblade
(5.11)
The body force is non-dimensionalized by the hydrostatic axial force acting on the
flow.
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Figure 5-9: Radially-integrated Body Force Components in Stator Test Case at Design
High body force gradients visibly appear around the leading edge. This is due to
the fact that, in the discrete blade row, the flow is first slowed down when approaching
uuu-
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0
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I 1
n nm
the stagnation point, and then strongly accelerated on the blade, and these changes
of flow velocity are reflected likewise in the body forces.
These large body force gradients induce large flow variable gradients, and the
latter undergo spurious dissipation due to the solver artificial viscosity, leading to the
excessive stagnation pressure loss and entropy rise witnessed on the plots of figures
5-5, 5-6 and 5-7.
This hypothesis is strengthened by changing the artificial viscosity parameters
when running the NEWT code with body forces, and comparing the stagnation pres-
sure errors in each case. Figure 5-10 shows such a comparison for small, medium and
large values of the artificial viscosity. The corresponding values of the three artificial
viscosity parameters can be found in table 5.5. Some information on the physical
meaning of the three types of artificial viscosity is provided in appendix A.
Artificial Background Pressure gradient 4th derivative
Viscosity smoothing smoothing smoothing
Small 0.0001 0.1 0
Medium 0.001 2 0.0005
Large 0.01 5 0.001
Table 5.5: Stator Test Case Artificial Viscosity Parameters
The small set of artificial viscosity parameters does not damp large oscillations
in the model flow solution, which totally mask the stagnation pressure loss on figure
5-10(a). However, a trend in the model flow Cp, can be seen to match the real
flow's. These oscillations are damped by the higher artificial viscosity parameters of
the figure 5-10(b) case, but the model flow Cpt undergoes a larger drop in the blade
leading edge area than in the small artificial viscosity case. This trend continues when
the artificial viscosity parameters are given even greater values, as is shown on figure
5-10(c).
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As can be seen on the example of figure 5-10(a), to avoid large oscillations which
would make the model flow results unreadable, artificial viscosity must be maintained
at a high enough level, at which it creates a measurable non-physical drop in stag-
nation pressure and entropy rise around the blade leading edge. This effect is not
easily predictable, and cannot be accounted for when computing the model elements.
A solution to this problem is provided at the end of this chapter.
5.5 Test Case Number 3: MHI 3-stage Compres-
sor 3rd stage Rotor
In the rotor test case, real and model flow variables are compared in both the rela-
tive and absolute frames of reference. Such comparisons are plotted on figures 5-11
(relative frame) and 5-12 (absolute frame).
The comparison of real and model flow variables in the relative frame of reference
leads to identical conclusions and interpretations as in the stator test case. This could
be expected as rotor and stator blade passages are similar when considered in their
relative frame of reference.
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5.6 Improvement of Model Effectiveness
All three test cases presented above show similar discrepancies when comparing the
three thermodynamic variables in the real and model flow.
5.6.1 Axial Velocity, Static Pressure and Density
As shown on the plot of figure 5-8, a good matching of real and model axial velocity,
static pressure and density in the blade region can be achieved by the introduction of a
blockage in the model flow solver to represent the effect of blade thickness distribution,
and this will be performed in upcoming research efforts.
5.6.2 Stagnation Pressure, Stagnation Temperature and En-
tropy
Stagnation pressure drop and entropy rise are much larger in the model flow than in
the real flow, sometimes by as much as 50 % of the real flow values.
As far as stagnation temperature is concerned, even though the scale used on
figures 5-6, 5-7,5-11 and 5-12 seems to indicate that the matching is perfect, there
is still a little spurious mismatching between real and model flow, as can be seen on
figure 5-13
Even though the error is very small - the difference between the real and model flow
stagnation temperatures does not exceed 0.1 % of the inflow stagnation temperature
in the rotor and stator test cases -, it has a non negligible impact on the entropy error
because of the c, multiplicative factor in equation 3.30.
It should be remembered at this point that the objective of the model is to replace
entire blade rows in multistage computations, either for research or design purposes.
In both cases, it is important to precisely predict the overall compressor pressure rise
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Figure 5-13: Real/Model Flow Stagnation Temperature Comparison in Stator Test Case
at Design - Zoom
and efficiency, the latter being usually measured by the stagnation pressure loss. It
appears therefore that if the model cannot precisely match the real flow stagnation
pressure drop and entropy rise, its main purpose could be in jeopardy. This section
shows how the model thermodynamics can be improved.
A method will be presented below to update body forces and heat sources in
order to match entropy and stagnation temperature, and equation 3.30 indicates that
stagnation pressure will then also be matched.
Entropy
The model distributed heat sources are calculated using equation 3.32, based on
the assumption that the model flow does not undergo any irreversible process. The
results presented above indicate that this hypothesis is not totally verified because
of the artificial viscosity-driven dissipation in the blade leading edge region, and this
explains the discrepancy observed between the real and model flow entropy profiles.
Taking in consideration the additional entropy generated by the artificial viscosity
dissipation, equation 3.32 becomes:
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dS - d + dSirrevT
The model distributed heat sources have therefore been overestimated, and should
be updated to:
dS - dS"
dQ + 1 = dQ" + Tn (5.13)
where ()" indicates a value at the nth iteration.
The direct use of equation 5.13 will lead to a wrong estimation of how much the
heat source should be changed though. Indeed, the different model heat sources are
changed one after the other, but the change of each heat source will affect not only the
entropy it controls directly, but also the entropy everywhere downstream. Figure 5-14
shows schematically the impact of the change of a heat source on the flow entropy.
X X X
x
X X X X 
X
X
(a) Real and Model Flow Entropy
Comparison before Update of a
Heat Source
(b) Real and Model Flow Entropy
Comparison after Update of a Heat
Source
Figure 5-14: Impact of the change of a heat source on the overall flow entropy distribution
Figure 5-14(a) shows a typical Real/Model flow entropy comparison: the model
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(5.12)
flow entropy increases excessively around the blade leading edge region. One par-
ticular location has been highlighted, and the entropy error is marked by an arrow.
If the heat source directly upstream of the considered location is reduced in order
to annihilate the entropy difference, all the entropy distribution downstream of this
location will also be affected by the same reduction, as shown of figure 5-14(b).
The change of one heat source in the flow will therefore affect the entropy errors
everywhere downstream, and this needs to be taken into account in equation 5.13,
leading to equation 5.14 below:
dS - dS"+
dQn+ = dQn + (5.14)
S"+ indicates the value of S, modified to account for the impact of the change
of other model heat sources in the iteration process.
Stagnation Temperature
The streamwise components of the body forces are calculated using equation 3.39.
This equation links the evolution of the model flow stagnation enthalpy to the body
force streamwise components and to the heat sources.
As the heat sources are modified in this model updating process to provide a better
matching of model flow entropy, the streamwise component of the body forces have
to change accordingly. In addition, the streamwise component of the body forces will
also be updated in order to improve the matching of stagnation temperature.
The change in F, is immediately deduced from equation 3.39:
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JJ(p(n - n) . + n+1 - n)ndV = ff (H - A ) -dA
v A 2  (5.15)
Similarly to the case of model heat sources, the model streamwise body force
components must be updated while taking into account the fact that the error based
on which they are updated might be affected by the previous change of other model
elements. Equation 5.15 will therefore be rewritten:
J (( +1 - n) . v + V ' - ") dV= -i ) da
V A 2 (5.16)
where A' is the fraction of surface A 2 in contact with other control volumes in
which the iteration has not yet been completed. Indeed, if it is assumed that the
update perfectly matches the model flow stagnation enthalpy to the real flow value,
the difference Ht - HI vanishes on the fraction of A 2 in contact with neighboring
control volumes where the update has already been completed.
Will all three real and model flow thermodynamic variables perfectly match after
this update? Probably not, as some of the model flow variables appear in update
equations 5.14 and 5.16 and, these variables are likely to change slightly after the
model elements are updated. In particular, the body force gradients in the blade
leading edge region, and the non-physical entropy rise they are responsible for, are
most likely to change. It can therefore be expected that more than one iteration will
be necessary. Experience has shown however that no more than two iterations on the
values of 4 and F, were usually needed to provide a very good matching of the real
and model flow thermodynamic flow variables.
Figure 5-15 shows the real and model flow comparison in the stator test case at
108
design after two iterations. All three thermodynamic variables are very well matched
between the real and model flows. It should be noted that the scales of the plots of
axial velocity and density are different from what they are on figures 5-6,5-7,5-12 and
5-11.
This stage of model development is deemed satisfactory for steady flows, and
the next chapters will consider the performance of this model in an unsteady flow
environment representative of what can be encountered in a multistage turbomachine.
5.7 Summary: Steady Model Effectiveness
The model developed in Chapter 3 has been tested in three different cases that will
be found in practice: a duct, a stator blade row, and a rotor blade row. The blade
row geometries and operating conditions used for the test cases are characteristic of
current designs.
All three test cases show similar discrepancies between the real flow and model
flow as far as the three thermodynamic variables are concerned. An excessive entropy
rise has been shown to be the result of a non-predictable viscous dissipation taking
place in high body force gradient regions around the blade leading edge. The excessive
stagnation pressure drop results from the excessive entropy rise as well as from errors
of numerical nature in the matching of stagnation temperature. A methodology has
been developed to improve the matching of all three thermodynamic variables, and
an additional test case has proven the effectiveness of this methodology.
In addition, in the rotor and stator test cases, a further discrepancy between the
real and model flow static pressure, density and axial velocity has been linked to
the difference in passage area between the real and model flow geometries. Further
developments of this model will seek to solve this problem by the introduction of a
blockage factor in the model.
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CHAPTER 6
DEVELOPMENT AND VALIDATION OF A
BLADE ROW MODEL IN UNSTEADY
FLOW
Chapters 3 to 5 present the development and validation of a blade row model in steady
flow. Ultimately, as indicated in chapter 1, the goal of this model is to be used in
multi-blade row unsteady computations. The objective of this chapter is to transform
the steady blade row model in order to adapt it to the unsteady flow environment,
and to assess its effectiveness in unsteady flow.
6.1 Construction of an Unsteady Blade Row Model
The unsteady model used in this research will be constructed by modifying the steady
model developed in chapters 3 to 5, and the objective of this section is to analyze what
modifications are needed for the model to describe the unsteady flow environment
encountered in multistage compressors in an adequate manner. As was the case in
steady flow, several levels of modeling complexity can be adopted, depending on the
unsteady phenomena of interest in multistage compressors.
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6.1.1 Development of a Non-Axisymmetric Model
Two of the important physical phenomena in multistage compressors, vortical flow
filament rotation and backpressure fluctuation due to the discrete blade row potential
interaction, require the blade model to be non axisymmetric.
The development of a non axisymmetric model is identical to what has been done
in chapter 3 for the axisymmetric model, apart from the fact that the blade passage
discretization referred to as the Fourth level of refinement in section 3.5 should be cho-
sen rather than the Third level of refinement, which was chosen for the development
of the axisymmetric steady model.
The choice of the fourth level of refinement rather than the third one leads to
control volumes which do not extend from pressure side to suction side, but only
across a limited fraction of the blade passage pitch. As a consequence, additional
integral terms appear in the integral formulation of the momentum equation and the
first Law used in chapter 3 to derive the body forces and heat sources. However, the
approach to constructing the model elements remains identical, only with additional
complexity in the implementation.
6.1.2 Introduction of Viscosity
As pointed out in chapter 3, the steady model has been elected to be used with a
Euler solver, so that the model heat sources could be computed using the simple
equation 3.32. Viscous dissipation length scales are typically greater than a blade
axial chord, so viscous dissipation is not a major issue in the case of a single stage in
which the stator is replaced by a model.
However, in cases where dissipation of flow nonuniformities is deemed relevant,
the same model should be used with a Navier-Stokes solver. How this affects the
modeling process is examined here.
The developments conducted in chapter 3 show that the use of a Navier-Stokes
112
solver with the model would exclusively affect equation 3.32, which is based on the
hypothesis that no irreversible processes take place in the flow, an hypothesis which
will not hold anymore if flow nonuniformities are viscously dissipated. However, it has
been shown in chapter 5 that, even in the absence of physical viscosity, equation 3.32
was not perfectly satisfied anyway because of the artificial viscosity-driven dissipation
in high body force gradient regions. The addition of the physical fluid viscosity
to the artificial viscosity will only strengthen this discrepancy. The approach to
taking the fluid viscosity into account in the construction of the model is therefore
similar to what has been done for the artificial viscosity: the model elements are first
calculated neglecting the effect of flow viscosity in equation 3.32, and then iterated
on as described in chapter 5.
6.1.3 Variability of Model Elements with Local Flow Condi-
tions
Necessity of an Unsteady Blade Model
Vortical flow-boundary layer interaction is a major unsteady phenomenon in multi-
stage compressors, and it has been found [28] to have a measurable impact on com-
pressor performance. This section shows that the use of a steady blade model, i.e. a
model whose elements are fixed, cannot reflect the impact of vortical flow-boundary
layer on performance. A solution to this problem is then presented in the form of a
quasi-steady blade model.
Sources of Entropy Generation in Unsteady Flow in a Discrete Blade Row
In unsteady flow, the mass-averaged entropy production within a blade passage is
the result of three phenomena: boundary layer development, viscous dissipation of
nonuniformities, and vortical flow-boundary layer interaction:
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AS = ASBL + ASdissipation + ASinteraction (6.1)
In equation 6.1, the mass-averaged entropy production due to the development of
a boundary layer, ASBL is defined as the entropy production which can be measured
in the same blade passage in steady flow, and does not therefore include any source of
entropy due, either to unsteadiness in the boundary layer, or to interaction between
the boundary layer and the filaments of vortical fluid which are being transported
through the blade passage.
Similarly, the mass-averaged entropy production due to the dissipation of the
flow nonuniformities, ASdissipation, is defined as the entropy production which can
be measured when the same flow nonuniformities flow freely through an open duct
in flow conditions similar to the ones they encounter in the blade row; it does not
include any source of entropy due to the interaction of the flow nonuniformities with
the blade boundary layers.
The mass-averaged interaction entropy production, ASinteraction, encompasses all
the rest.
Sources of Entropy Generation in Unsteady Flow in a Body Force and
Heat Source Model When a discrete blade row is replaced by the steady body
force and heat source model described in chapters 3 to 5, and this model is embedded
in a multistage compressor environment, the entropy rise through the model can be
written as:
AS- T dt ( pV ds dA + ASav + ASdissipation (6.2)
A streamline
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where fodt ( streamline ds) dA is the mass-averaged entropy rise gener-
A streamline T
ated along the model flow streamlines by the model heat sources, ASa, is the arti-
ficial viscosity-driven entropy production in high body force gradients regions, and
ASdissipation is the entropy production due to the viscous dissipation of flow nonuni-
formities.
It will be assumed that the dissipation of flow nonuniformities creates entropy at
the same rate in the real and model flows. This appears to be a reasonable assumption
since, as will be seen in section 6.3.5, the replacement of a blade row by its model has
very little impact on the upstream blade row and therefore on the characteristics of
the nonuniformities it generates. Thus:
ASdissipation = ASdissipation (6.3)
The model heat sources have been computed to create the same entropy in the
model flow as the blade boundary layers in the real flow (equation 3.32), and then
iterated on to take into account the spurious entropy generated in the model flow by
viscous dissipation in high body force gradient regions. One can therefore write:
SjT ( pV I ds)Q dA + aZS, = SBL (6.4)
A streamline
The comparison of equations 6.1, 6.2, 6.3 and 6.4 shows that the steady blade
model does not take into account the interaction entropy.
Paradigm for an Unsteady Blade Model In order to correct for this shortcom-
ing, the model heat sources must respond to local flow conditions:
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(6.5)
The axial velocity Vx, tangential velocity V, static pressure p and entropy S are
some of the variables which can be used to identify the presence of a flow nonunifor-
mity and change the heat source accordingly.
The interaction entropy will then be accounted for by the model if:
d / Q(V Vo, ps,...) ds) dA + ASa, = ASBL + ASinteraction
A streamline
In addition to the model heat sources Q, the other model elements can also be
made variable with local flow conditions. It will appear below that, by doing so, the
model will not only capture the vortical flow-boundary layer interaction, but also the
additional turning and pressure rise undergone by the vortical flow fluid.
Construction of a Quasi-Steady Blade Model
The developments above show the necessity to use model elements which vary with
local flow conditions. They do not discuss which local flow variables are adequate
for this task, nor how the model elements can be calculated as functions of these
variables. It is the purpose of this paragraph to discuss these issues.
Choice of a Flow Variable to define Varying Model Elements In a quasi-
steady perspective, the unsteady flow in a stator can be seen to consist of a succession
of patches of background flow and vortical flow; this in turn generates the flow un-
steadiness. Each is being processed differently by the blade row, depending on its
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Q = Q(V, V, p, S,...)
inflow conditions.
It can be argued that a quasi-steady model can be constructed by first computing
the steady model for several different sets of inflow conditions typically encountered
in unsteady flow at the design point. This is then followed by correlating the model
elements with a local flow variable at each point in the blade passage. For the cor-
relation to be precise, one should choose a flow variable which, at every point in the
blade passage, takes different values for different sets of inflow conditions.
Analysis of the Steady Model obtained for Different Sets of Inflow Condi-
tions Figure 6-1 shows a typical time trace of the three inflow boundary conditions
measured at the inflow of MHI stator 3. These time traces are extracted from a com-
putation of the unsteady flow in MHI stage 3, the details of which will be provided
below.
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Figure 6-1: Unsteady Boundary Conditions at Stator Inflow
Three specific points are highlighted on figure 6-1, indicating three different sets
of inflow conditions. These points can be referred to respectively as Strong Wake
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(corresponding to the center of the wake), Weak Wake (corresponding to the wake
outside boundary), and Core Flow, counted from left to right on figure 6-1.
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Figure 6-2: Radially-integrated Body Force and Heat Source Components - Quasi-Steady
Model
For each of these inflow conditions, a steady flow can be computed in MHI 3-stage
compressor stator 3, and a model can be developed for the blade row at the three so-
defined operating points, using the techniques described in chapters 3 and 5. The plots
of figure 6-2 show the axial distribution of the x- and y- body force components and
the heat source, integrated over the blade span and nondimensionalized as described
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in chapter 5 (equation 5.11), for the three considered sets of inflow conditions.
Figure 6-2 illustrates how the body forces and heat sources change with the corre-
sponding change in inlet conditions. In particular, the heat sources are visibly larger
in the strong wake conditions than in the other ones, leading to an increase in the
model flow entropy rise. Also, the tangential body force component F, appears to
increase in the blade region when passing from core flow to strong wake conditions;
this is consistent with the additional turning undergone by wake fluid as it encounters
a blade row, because of its greater incidence angle. Similarly, the axial body force
component Fx increases in the strong wake conditions; this is again consistent with
the greater static pressure rise of the wake fluid.
The qualitative analysis above shows that a quasi-steady blade row model should
be able to feature the impact of vortical flow-boundary layer interaction on blade row
time-averaged entropy rise, as well as duplicate the higher turning and pressure rise
undergone by the vortical flow as it proceeds through the blade row.
6.1.4 Unsteady Model: Summary
The three additions needed to make the steady model effective in unsteady flow have
been described above: the use of a non-axisymmetric model, the inclusion of viscosity,
and the implementation of a quasi-steady model. The model can be used without these
additions, at the expense of neglecting some aspects of the unsteady flow phenomena.
As pointed out above, the inclusion of viscosity is rather straightforward, while the
use of non axisymmetric, quasi-steady model would be more complex, although its
implementation has been well defined.
Table 6.1 summarizes the various additions which can be done to the steady blade
row model developed in chapter 3, progressively increasing its level of complexity,
and the different unsteady flow phenomena which are expected to be included at
each level. The letters Y and N are used to indicate if a particular feature (viscous,
non axisymmetric, variable elements) is included in the model or not, while crosses
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(x) indicate the unsteady flow phenomena described by each level of modeling.
Model Complexity Minimum Small Medium High
Viscous N Y Y Y
Non-Axisymmetric N N Y Y
Variable Elements N N N Y
Stretching by Area Change x x x x
Diffusion of nonuniformities x x x
Stretching by Rotation x x
Backpressure fluctuations x x
Vortical flow-boundary layer interaction x
Table 6.1: Unsteady flow phenomena captured by different levels of model complexity
The model used below for test cases has been intentionally kept to a low level of
complexity: it includes viscosity, but it is still axisymmetric, and does not feature
variable model elements. In can therefore already be expected that the model will
feature dissipation of nonuniformities and stretching due to area change, but will lack
stretching due to rotation, vortical flow-boundary layer interaction and backpressure
fluctuations.
6.2 Figures of Merit for the Model in Unsteady
Flow
The requirements on a blade row model in unsteady flow have been briefly explored in
chapter 2, and relevant figures of merit are discussed in detail here. The discussion is
confined to the situation of a single rotor-stator stage in which the stator is replaced
by a model, but can readily be extended to the case of a multistage compressor.
Ideally, an unsteady blade row model should duplicate the instantaneous unsteady
flow in the blade row it replaces. However, this is not achievable without a model
complexity which would weigh against the benefit of using it in place of a discrete
blade row.
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Such a level of modeling accuracy is not required though, as the objective of the
model is to replace blade rows in multistage compressor computations for the purpose
of understanding interaction phenomena and how they affect compressor performance.
To achieve its purpose, the model should therefore only accurately duplicate the
impact of unsteady interaction phenomena on performance. This consideration leads
to the model figures of merit below.
6.2.1 Rotor-Stator Interaction Affecting the Stator
The convection of the vortical flow generated by the upstream rotor through the
downstream stator is the main source of interaction affecting the stator performance,
and it has been shown to have a measurable impact on the time-averaged stator
pressure rise and loss. The model will therefore be required to process this vortical
flow in a fashion similar to a discrete stator blade row. How well this requirement is
satisfied will be assessed by comparing the time-averaged static pressure and entropy
rise through the stator with those through the stator model.
6.2.2 Rotor-Stator Interaction Affecting the Rotor
The flow in the rotor is affected by potential interaction 1 with the downstream stator.
To account for this interaction phenomenon, the model will be expected to duplicate
the instantaneous static pressure field at the rotor-stator interface. A figure of merit
will be provided by comparing time traces of the static pressure at different points
on the rotor-stator interface with time traces at the same points after the stator has
been replaced by its model. In addition, the time-averaged static pressure and entropy
rise through the rotor will be compared in the cases where the rotor is followed by
a discrete stator, and where the stator is replaced by its model. This will provide
additional information on to what extent the replacement of the stator by its model
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Istatic pressure field-driven interaction
affects the rotor performance.
6.3 Numerical Validation of the Unsteady Blade
Row Model
6.3.1 Overview of the Test Cases
In this section, the unsteady blade row model is examined and assessed in a number
of test cases.
The test cases are conducted in two different configurations: a stator alone, and
a rotor-stator stage. Two tests are conducted on MHI stator 3 alone, a wake model
being used to generate wakes at the stator inflow. A third test is implemented on the
MHI stage 3 rotor-stator configuration.
The objective of these test cases is to address the following issues:
1. The model used here in unsteady flow is based on a steady flow model, to which
only one addition, viscosity, is made. Of interest here is the time-averaged
static pressure and entropy rise for a discrete blade row in unsteady flow at
design, and those for a blade row model in unsteady flow at design. How can
one explain the differences between those two situations, in terms of the model
used here? How much of the difference can be attributed to the lack to include
all the relevant effects in the model? These questions will be addressed in test
case number 1.
2. If the model is intended to be used in the design process, then it should reflect
the impact of a design change on the compressor performance. How well does
the current model respond to a typical design change? If the model does not
respond in the same manner as a discrete blade row, how much of the difference
is a result of not including all the relevant physical phenomena in the model?
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These issues will be examined using the results from test case number 2.
3. The model is intended to replace one or several blade rows in a multistage
compressor computation. It is therefore of interest to ask: when replacing a
discrete blade row by a model in a multistage environment, what effect does it
have on the flow in the other blade rows? Therefore, is the use of the model to
represent blade rows in a multistage environment viable? These questions are
answered by test case number 3
In summary, these test cases are designed to assess the adequacy of the present
model and to interpret any difference seen in the computed results from the discrete
blade row and the model in term of flow features.
Test cases number 1 and 2 make use of a wake model at the stator inflow. The
reasons for this choice are presented below.
A Wake Model for Unsteady Computations
The use of a wake model presents several advantages.
First, the unsteady computation of the flow in a stator blade row with an inflow
wake model can be implemented more readily than the unsteady computation of a real
rotor-stator pair. Indeed, the rotor accounts for more than half the nodes in a rotor-
stator mesh, because of the large number of nodes required in the spanwise direction
to accurately describe the rotor tip clearance. Using a wake model reduces by a factor
of more than two the number of nodes in a rotor-stator mesh. Moreover, computing
the flow in a stator alone rather than in a rotor-stator pair does not require the highly
time-consuming sliding operation of the rotor mesh with respect to the stator one.
Also, the absence of tip vortex in the wake model alleviates the difficulty of distin-
guishing what is due to to wake from what is due to the tip vortex in any conclusion
drawn on the effectiveness of the model. The physical phenomena which affect the
compressor time-averaged performance are similar for wakes and tip vortices though
123
[28], and the conclusion presented here will also be valid in an environment in which
both wakes and tip vortices are present.
A full rotor-stator computation will be implemented to confirm among other things
the conclusions drawn here based on the use of a wake model.
The details of wake modeling are given in appendix C.
Test Case Number 1: Process and Objectives
In test case number 1, the wake model is used to compute the unsteady flow at
design in MHI stator 3. The stator is then replaced by distributed body forces and
heat sources, and the associated unsteady flow is computed. The time-averaged static
pressure and entropy rise are compared in the discrete blade row and model flows.
As was done for the steady model assessment in chapter 5, the unsteady flow in
the discrete blade row geometry will be referred to as the real flow, and the unsteady
flow in the model as the model flow.
Because the chosen level of modeling complexity lacks the ability to account for
wake filament rotation and wake-boundary layer interaction, the following observa-
tions can be expected from this first test case:
* The absence of wake rotation should be noticeable when comparing visualiza-
tions of the real and model flows
* The entropy rise should be greater in the real flow because wake-boundary layer
interaction generates additional entropy
* The pressure rise should be smaller in the real flow because wake-boundary
layer interaction creates blockage. This is due to the fact that, in a reference
frame moving with the core flow fluid, the wake appears as a 'jet' towards the
blade pressure side [27], pulling low momentum fluid out of the suction side
boundary layer. As a consequence, the low momentum flow region is extended
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into the core flow, effectively increasing blockage.
If the above observations are found in the test case, then the question will be
asked: are the orders of magnitude of the discrepancies on the pressure and entropy
rise totally explainable by the absence of wake-boundary layer interaction in the
model?
Test Case Number 2: Process and Objectives
In test case number 2, the following question is asked: in a rotor-stator stage, and
by extension in a multistage compressor, the spacing between rotor and stator is
known to affect stator performance. If this spacing is changed from its design value
to another value, is the change in performance observed in the discrete stator reflected
by a comparable change of performance when the stator is replaced by its model?
In the specific example of test case number 2, the rotor-stator spacing is changed
from its design value to infinity. This is implemented by mixing-out the unsteady
nonuniform flow at the stator inflow (see Deregel and Tan [12]).
The mixed-out inflow conditions will be obtained by mixing-out and averaging
over time the nonuniform, unsteady inflow conditions in the course of the unsteady
computations conducted in test case number 1. This yields uniform, steady inflow
conditions, which can then be used to compute a steady flow. The static pressure and
entropy rise with these mixed-out inflow conditions can be expected to be different
from the time-averaged values measured in test case number 1.
When the nonuniform inflow conditions are mixed-out, by comparing how much
static pressure and entropy rise change in the discrete blade row with how much
they change in the model, additional information on the effectiveness of the model in
unsteady flow will be gained. This information is particularly relevant, since it gives
insight into the capability of the model to respond to changes in compressor design.
Considering the shortcomings of the simple unsteady model used here, some ob-
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servations can be anticipated. By mixing the wake upstream of the stator rather
than letting it proceed through, the two main unsteady phenomena considered here,
stretching and wake-boundary layer interaction, will not take place. To understand
how this affects the time-averaged stator performance, table 6.2 show the impact
of wake stretching and wake-boundary layer interaction on the time-averaged flow
pressure rise and loss.
Discrete Blade Row Model
Wake-BL interaction Stretching No Wake-BL interaction Stretching
Pressure Rise Loss Pressure Rise Loss Pressure Rise Loss Pressure Rise Loss
+ + - 0 0 +
Table 6.2: Stator pressure rise and loss when wakes proceed through, compared to the
case when wakes are mixed upstream
Table 6.2 shows that, in the discrete blade row, wake stretching and wake-boundary
layer interaction have counteracting effects on pressure rise and loss. Consequently,
when the wakes are mixed-out upstream of the stator, neither wake stretching nor
wake-boundary layer interaction are present, and the impact on stator performance
cannot be inferred on a quantitative basis.
On the contrary, as wake-boundary layer interaction is not included in the blade
row model, table 6.2 shows that only stretching takes place, with beneficial effects on
both pressure rise and loss. Mixing-out the wake upstream of the blade model should
therefore have a detrimental impact on performance.
If the above trends are observed, the question will be asked: is the difference
measured by the discrete blade row and the model totally explainable by the ab-
sence of wake-boundary layer interaction in the model? This should strengthen the
conclusions of test case number 1
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Test Case Number 3: Process and Objectives
Test case number 3 uses a rotor-stator configuration, and seeks to answer the following
questions:
* Are the results observed in test case number 1 in the case of a wake alone
confirmed in the case where both a wake and a tip vortex flow through the
stator?
* When the stator is replaced by its model, how much does it affect the flow in
the upstream rotor?
* How much computation power is saved by replacing the stator by a model in a
rotor stator configuration?
In this test case, the flow in MHI stage 3 rotor-stator configuration is computed
first. The stator is then replaced by its model, and the flow is computed in the
rotor-model configuration.
It is anticipated that, because of the axisymmetric character of the simple model
used here, no pressure fluctuations will be observed at the rotor-stator interface plane
when the stator is replaced by its model.
6.3.2 Measurement Points and Averaging Planes
In the three test cases conducted here, flow information is extracted at each iteration
to calculate the model figures of merit (i.e. time- and area-averaged static pressure
rise, time- and mass-averaged entropy rise). This section describes the locations at
which this information is extracted.
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Measurement Points
Radial profiles of the static pressure are extracted from the flow at the rotor-stator
interface in test case number 3. The location of the different points is described on
figure 6-3.
Figure 6-3: Location of Measurement Points in Unsteady Flow
There is a total of six measurement points, located one mesh node upstream of the
rotor-stator interface. One of them is located at mid-pitch. Another two are located
at a quarter and three quarters of the pitch. Finally, the last three are located,
immediately downstream of the trailing edge, and 10 percent of the pitch on either
side. These six points cover all the regions of interest at the rotor-stator interface.
These points will be referred to respectively as: core, core pressure side, core
suction side, wake, wake pressure side, and wake suction side.
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Averaging Planes
There are four cross-flow averaging planes in the rotor, and four cross-flow averaging
plane in the stator, on which the area-average of static pressure and the mass-averages
of stagnation pressure, stagnation temperature and entropy are measured at each
iteration. The location of these planes is indicated on figures 6-4 and 6-5.
Figure 6-4: Location of Averaging Planes in Rotor in Unsteady Flow
These planes are constant J surfaces, and are numbered from 1 to 8 for convenience.
Planes 1 to 4 are located respectively at the rotor inflow, one mesh point upstream
of the rotor leading edge, one mesh point downstream of the rotor trailing edge and
at the rotor outflow. Planes 5 to 8 are located at similar places in the stator.
In addition to area-averages of the static pressure and mass-averages of the stag-
nation pressure, stagnation temperature and entropy on planes 1 to 8, flow conditions
on planes 5 and 7 are also mixed-out at each iteration, leading to states referred to
as 5.5 and 7.5 respectively.
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Figure 6-5: Location of Averaging Planes in Stator in Unsteady Flow
Values of time-averaged static pressure and entropy rise estimated in the test cases
below will be measured between planes 1 and 4 in the rotor, and between planes 5
and 7.5 in the stator.
6.3.3 Test Case Number 1
Real and Model Geometry Meshes
The construction of the real and model geometry meshes is described in appendix B.
Structured Mesh Dimension (Pitchw. x Streamw. x Spanw.)
Real Flow Mesh Model Flow Mesh
49 x 72 x 11 49 x 40 x 11
Table 6.3: Unsteady Computations Mesh Geometrical Data
Table 6.3 summarizes the number of mesh nodes chosen for the unsteady compu-
tations, in both the real and model geometries. Figure 6-6 shows the corresponding
real and model geometry computation meshes. The axes and reference surfaces of
figure 6-6 are show on figure 5-2(e)
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(a) Nonuniform Flow Real Flow (b) Nonuniform Flow Model
Mesh Flow Mesh
Figure 6-6: Unsteady Real and Model Geometry Meshes
Unsteady Flow Computation in MHI Stator 3
The first step in test case number one is to compute the unsteady flow in the discrete
blade row with an inflow wake model. Some detail is provided here on how the
computation is organized.
The computation is conducted using a uniform time step, as is normally required
in a time-accurate calculation. The inflow boundary conditions are nonuniform in
the pitchwise direction, as detailed in appendix C, and rotate around the axis of the
turbomachine at the same speed as if the wake was shed by a real upstream rotor.
The time step is chosen in such a way that the nonuniform inflow boundary conditions
are physically represented, a rule of thumb being that the inflow boundary conditions
period should be of the order of 1000 iterations [7]. In addition, the time step must be
small enough for the CFL number on any mesh cell not to exceed the maximum value
allowed by the numerical scheme used in Dawes code, which is 2Vxi. The maximum
CFL number reached anywhere is chosen to be 1, which corresponds to an inflow
boundary conditions period of 768 iterations.
The convective time, defined as the time needed for a perturbation to be convected
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through the entire flow field, is evaluated at 4 rotor blade passings, or approximately
3072 iterations. A steady computation is usually converged after one convective
time, but convergence can take much longer for unsteady computations. The time
to convergence is observed here to be between 2 and 3 convective times, but the
gathering of data only starts after 5 convective times to ensure that equilibrium is
reached. Data gathering is then conducted during an additional 2 convective times,
or 8 rotor blade passing periods, to provide precise time averages.
Boundary Conditions
Inflow Boundary Conditions The inflow boundary conditions are imposed by
the wake model, as explained in appendix C.
Outflow Boundary Condition The outflow boundary condition is the hub
static pressure. This boundary condition is usually used in the computation of sub-
sonic flows to control the mass-flow. But as the mass-flow is controlled here by the
inflow relative stagnation pressure, as explained in appendix C, the downstream static
pressure can be specified. It will be given the same value as in steady flow.
Analysis of the Flow Figure 6-7 shows an instantaneous view of the flow entropy
distribution on a cylindrical cut at the stator mid-span. Both shades of gray and iso-
entropy contours are represented, light gray colors denoting regions of low entropy,
and dark ones regions of high entropy.
The entropy contours of figure 6-7 show that the wakes are both stretched and
turned as they proceed through the stator blade row.
Wake-boundary layer interaction is also visible on figure 6-7. Regions of high
entropy appear where the wake enters in contact with the blade pressure and suc-
tion sides. In addition, the entropy contours show that the boundary layer grows
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Figure 6-7: Instantaneous Entropy Visualization at Mid-Span in Real Geometry
significantly across each wake, a well-known consequence of wake-boundary layer in-
teraction.
Construction of a Model for MHI Stator 3 in Unsteady Flow
Definition of a Steady Model for Unsteady Flow As stated above, for sim-
plicity, the model developed here will not be made variable with local flow conditions.
It will therefore be created in a similar fashion to what has been done in chapter 5 in
the steady test cases.
As seen in chapters 3 to 5, the construction of a steady blade row model is based
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on a real flow, which is the steady flow in the considered discrete blade row at the
considered operating point. But what should the real flow be for a model developed
essentially for unsteady computations?
In an unsteady flow situation, a "real flow" from which the model can be con-
structed needs to be defined and assessed. The choice of a real flow will be consistent
with the approach described for the construction of a quasi-steady model. When a
quasi-steady blade row model is developed, the variable model elements are computed
by establishing correlations between the model elements of several steady models.
Each steady model is defined by inflow boundary conditions which are representative
of the conditions at the stator inflow, at some time instant in the unsteady flow (figure
6-1).
For consistency, the real flow will be defined here as the steady flow obtained with
inflow boundary conditions which are the time-average of the inflow conditions seen
by the stator in unsteady flow.
Construction of the Steady Model for Unsteady Flow The averaged bound-
ary conditions can still be radially nonuniform, and averaging is conducted in the
pitchwise direction only. The averaging equations will be consistent with other aver-
ages defined in this thesis. Stagnation pressure and stagnation temperature are time-
and mass-averaged:
1
Ptt(r) = 2xT ] dt fbd p(r, 0, t) V(r, 0, t)Ptot(r, 0, t) dO (6.7)
Nblade Nblade
1 T
Tot(r)= 2T dt fbade p(r, , t)V(r, , t)Ttot(r, , t) dO (6.8)
Nblade Nblade
and the averaged tangential angle is defined by:
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fT Nblade p(r, , t)V(r, 9, t)Vo(r, 6, t) dO
= dt Nblade 7r10 l e
o( =blade71 7 p(r, 0, t)V2(r, 0, t) dO
Nblade
Averged Inflow Stagnation Pressure Profile
098
096
0094
0.92
09-2B
088
084
082
08
-0.1 -008 -006 -004 -002 0 002 004 006 008 01
Nondimensionalized Stagnation Pressure
(a) Stator Pt,
Avera5
098
096
0 94
'R
092
-- 09
8088
Z 086
084
082
098
096
0094
-6
092
09
6088
Z086
084
082
Averged Inflow Stagnation Temperature Profile
7
09 092 094 096 098 1 102 104 106 108
Nondimensionalized Stagnation Temperature
(b) Stator Tt,
ged Inflow Tangential Angle
-51 5 -51 -50 5 -50 -495 -49
Tangential Angle (degrees)
-485 -48
Figure 6-8: Time-Averaged Stator Inflow Boundary Conditions
To compute these averaged inflow conditions, the stator inflow conditions in un-
steady flow, Ptot(r, 0, t), Ttot(r, 0, t), p(r, 0, t), V(r, 0, t) and Vo(r, 0, t), are extracted
from the stator unsteady computation presented above. The nondimensionalized av-
eraged inflow boundary conditions, obtained by implementing equations 6.7 to 6.9,
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(6.9)
(c) Stator a
are plotted on figure 6-8.
These boundary conditions are used to compute a steady flow in MHI 3-stage
compressor stator 3, based on which a body force and heat source model is developed
as explained in chapter 3.
Unsteady Flow Computation in Model Geometry
The unsteady flow in the model geometry is computed using the body force and
heat source model developed above, and the same inflow wake model used for the
computation in the real geometry. As explained in appendix C, in order to make a
rigorous comparison between the unsteady flows in the real and model geometries,
the wake primary variables, namely the inflow relative stagnation pressure, relative
stagnation temperature and relative tangential flow angle, are given the same values
in both computations.
The unsteady computation in the model geometry is conducted with the same
uniform time step as the computation in the real geometry, corresponding to a max-
imum CFL number of 0.2017. As in the real geometry case, data gathering starts
after five convective times, and is conducted during an additional eight rotor blade
passing periods.
Boundary Conditions
Inflow Boundary Conditions The inflow boundary conditions are imposed by
the wake model, using the same values for the relative stagnation pressure, relative
stagnation temperature and relative tangential flow angle profiles as in the real ge-
ometry unsteady computation. This guarantees that the characteristics of the wake
will be identical in the computations conducted for the discrete blade row and the
blade row model, and that the results of these computations can be meaningfully
compared.
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Outflow Boundary Condition The outflow static pressure, which is the only
outflow boundary condition, is usually used in unsteady flow computations to impose
the mass-flow. The unsteady computation in the real geometry, conducted above,
is an exception to this rule, as the mass-flow was controlled by the inflow relative
stagnation pressure (see appendix C). In the model geometry unsteady computation
however, the inflow relative stagnation pressure cannot be changed, as it is required
to have the same value as in the real geometry computation. The downstream static
pressure is therefore iterated on to reach the desired mass-flow. Successive updates
are conducted at time intervals of one convective time.
Figure 6-9: Instantaneous Entropy Visualization at Mid-Span in Model Geometry
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Analysis of the Flow Figure 6-9 shows an instantaneous view of the flow entropy
distribution at the model geometry mid-span. Similarly to what has been done above
in the real geometry case, darker shades of gray indicate regions of higher entropy.
The visualization of figure 6-9 shows that the wakes undergo stretching in the
model in a similar fashion to the real geometry. As expected, wakes do not undergo
any rotation.
Comparison of Static Pressure and Entropy Rise in Discrete Blade Row
and Model
Time-Averaged Static Pressure and Entropy Rise Values Based on the un-
steady computations conducted in the real and model geometries, the figures of merit
of the blade row model in unsteady flow can be evaluated.
Figures 6-10(a) and 6-10(b) give the values of time- and area-average static pres-
sure and time- and mass-average entropy on planes 5, 7, 7.5 and 8, in the discrete
blade row and the model respectively.
These two variables are nondimensionalized according to:
P- ref(6.10)
2 P1eMf Iref
Snondim - T ( S - S 1)1 2 (6.11)
2 ref
where pi and S1 are the averaged static pressure and entropy on plane 1 respec-
tively, and Vref is a reference velocity of the flow.
The definition of nondimensional entropy 6.11 differs from the definition adopted
in chapter 5 for steady flows (equation 5.8). The reason is that small differences in
entropy rise between the real and model flows will be considered here.
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(b) Average Static Pressure and Entropy - Model Geometry
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Average Static Pressure and Entropy - Comparison of the Real and Model
Geometries - Detail
The above results show that, in comparison with the real geometry, the static
pressure rise is higher in the model geometry by 1.63 percent of the inflow dynamic
head, while the nondimensional entropy rise is lower by 0.0131. The sign of these
numbers (a greater pressure rise and a smaller entropy rise in the model than in the
discrete blade row) are consistent with the expected results, discussed in the objectives
of test case number one above.
Estimation of the Error To get some insight into the meaningfulness of these
numbers, it is interesting to look at how well the steady model matches the real flow
static pressure and entropy rise, as any error in the steady model can be expected to
directly affect the results in unsteady flow.
Figure 6-11(a) shows a comparison of the evolution of static pressure and entropy
from inflow to outflow in the real and model flows. The solid line indicates real flow
values, while crosses indicate model flow values.
Even though the matching seems perfect, the zooms of figure 6-11(b) (where the
presence of a 'o' on the real flow curve indicates the location of averaging planes
1 and 3 respectively) indicate that, even though the matching is very good, slight
discrepancies still remain. The discrepancy in static pressure rise in steady flow is 0.94
percent of the inflow dynamic head, while the discrepancy nondimensional entropy
is 0.0014. The former is large compared to the difference in averaged static pressure
rise of 1.63 percent, measured between the discrete blade row and the model, and this
static pressure rise difference of 1.63 will therefore not be used in the assessment of
the model.
For test case number 1, entropy will therefore be used as the figure of merit.
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Figure 6-11: Real/Model Flow Comparison in Steady Flow - Static Pressure and Entropy
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Analysis of Entropy Rise Error The differences in value between the discrete
blade row and model static pressure and entropy rise have the expected sign, as
pointed out above. An approximate estimation of the wake-boundary layer interaction
entropy in the discrete blade row will show that the difference in entropy rise between
the two flows can be attributed to the lack of wake-boundary layer interaction in the
unsteady blade row model.
The pitchwise profile of entropy on plane 3 can be written as the sum of three
different contributions, the stator wake, the rotor wakes convected through the stator,
and the rotor wake-stator boundary layer interaction:
s 3. 5 rea1 (0 t) = Sstator wake(0) + Srotor wakes(0, t) + Sinteraction(O, t)
(6.12)
By time-averaging equation 6.12, one gets:
3.5real (0) = 8 stator wake(0) + Srotorwakes(O) + Sinteraction(O) (6.13)
Equation 6.13 can then be rewritten:
S3.5eal (0) - Sstator wake(0) = grotorwakes(0) + Sinteraction(O) (6.14)
The first term S3.5re (0) can be evaluated by running the unsteady flow com-
putation in the real geometry and averaging entropy over time. The second term
Sstator wake(O) is the entropy profile at the real geometry trailing edge in absence of
wakes, i.e. in steady flow, and can be extracted from the steady real flow computa-
tions of chapter 5.
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A typical profile of 3.5,re, (0) - Sstator wake(0) as a function of 0 is plotted in solid
line on figure 6-12.
x 10-
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Theta (% of pitch)
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Figure 6-12: Typical Profile of S3.5,rel () - S stator wake(O) VS. 0
In order to evaluate ginteraction (), the time-average entropy contribution from the
rotor wakes, it is still necessary to estimate Srotor wakes(O). Intuitively, it appears that,
over time, each point on plane 3 will be affected by a rotor wake, and it can be roughly
assumed that, on a time-averaged basis, grotor wakes(O) is uniform across the pitch. As
the interaction entropy is everywhere positive, the rotor wakes entropy Srotorwakes ()
must be smaller or equal to the minimum value of 93.5,ea (0) - Sstator wake(O) across the
pitch, and will actually be assumed to equal this minimum value. This is a reasonable
assumption, since the interaction entropy is supposed to vanish at mid-pitch, away
from the stator wake.
The time-averaged rotor wake entropy is plotted in dashed line on figure 6-12.
The difference between the two curves gives the interaction entropy. This interaction
entropy can therefore be mass-averaged on plane 3, yielding:
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f dp r blade drtp lb J- Nbde VxSinteraction (r, O)r dr dO
Nblade
Sinteraction (6.15)
fr, rO _ _" pV(r, O)r dr dONblade
= 0.0133 (6.16)
which is very close to the 0.0131 entropy rise difference between the real and model
geometries. It is therefore reasonable to assume that the difference in entropy rise
between the discrete blade row and the model is due to the presence of wake-boundary
layer interaction in the discrete blade row, which is not featured by the model.
Test Case Number 1 - Conclusions
The computations of test case number one show that, at design, the simple unsteady
flow blade row model leads to an overestimation of the blade row time-averaged
static pressure rise, and an underestimation of the loss. The value of the entropy
rise underestimation has been found to be closely matched by an estimate of the
wake-boundary layer interaction entropy in the discrete blade row.
This leads to the conclusion that the unsteady model used here is biased in a
systematic fashion by not accounting for wake-boundary layer interaction.
6.3.4 Test Case Number 2
Real and Model Geometry Meshes
As explained in the objective section on test case number 2, this test case aims at
analyzing the effect of mixing out the flow upstream of the stator blade row on
performance, and how much the change of performance observed with a discrete
blade row is reflected when the blade row is replaced by its model.
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The mixed out conditions are obtained in the course of test case number 1, by
mixing out to a uniform state the nonuniform flow conditions on plane 5, and averag-
ing the results over time. This leads to uniform flow conditions, which are then used
to compute a steady flow downstream of mixing plane 5. The computation meshes
for test case number 2 are therefore obtained by truncating the meshes used in test
case number 1, removing the mesh nodes located upstream of the mixing plane.
Figure 6-13 shows the transformation of the real geometry mesh used for unsteady
computations into the mesh used for mixed-out computations. The process is identical
for the model geometry mesh.
2
Mix-out
3 3.5 4
Mix-out
Figure 6-13: Transformation of Real Geometry Mesh for Mixed-Out Inflow Computations
Figure 6-13 also shows the two averaging planes used in the mixed-out inflow
computations. These planes are located at the same places with respect to the blade
as in the unsteady computations, and are referred to as plane 1.5 (mixed-out inflow),
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3' (trailing edge) and 3.5' (trailing edge mixed-out).
Boundary Conditions
Inflow Boundary Conditions As stated above, the inflow boundary conditions
are obtained by mixing-out the nonuniform flow on plane 1 in the course of test case
number 1, and averaging the results over one or several time periods.
Outflow Boundary Condition In both the real and model flow, the downstream
static pressure is updated in the course of the computation to match the mass-flow
to its design value.
Analysis of the Results
Figures 6-14(a) and 6-14(b) show the results of the mixed-out inflow computations.
Static Pressure In the discrete blade row, the static pressure rise between planes
1 and 3, in nondimensional form, is 0.4816 when the wakes are allowed to proceed
through the blade row, and 0.4796 when the wakes are mixed-out at the inflow. In
the model geometry, the corresponding numbers, are 0.4985 and 0.4866 respectively.
Mixing out the flow upstream of the blade row therefore leads to a reduction of
the static pressure rise by 0.20 percent of the inlet dynamic head in the real geometry,
and 1.19 percent in the model geometry. These values, and their sign, are consistent
with the trends presented in table 6.2, and the conclusions expected in the objectives
of test case number 2.
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Figure 6-14: Average Static Pressure and Entropy - Comparison of the Real and Model
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The change in static pressure rise observed here in the discrete blade row is also
consistent with the work of Valkov ([28], page 43), who estimated the difference in
pressure rise when the wakes are mixed-out upstream rather than downstream of the
stator, as a function of the relative velocity defect at the center of the wake. This
relative velocity defect has been measured to be 27 percent of the core flow velocity,
for which Valkov predicts a difference in static pressure rise of 0.17 percent of the
inlet dynamic head.
In the model geometry, where only wake stretching is present, the change in static
pressure rise can be compared to the results of Deregel and Tan [12], who conducted
unsteady inviscid computations in a stator blade row with incoming wakes. Because
they are inviscid, their computations do not feature wake-boundary layer interaction,
which makes them comparable to the model flow considered here. Deregel and Tan
found a pressure rise lower by 1.4 to 1.6 percent of the inlet dynamic head when the
wakes are mixed upstream of the blade row, which has the same magnitude as the
1.19 percent found here.
Entropy In the discrete blade row, the nondimensional entropy rise is 0.138 in
unsteady flow, and 0.1302 when the wakes are mixed upstream of the blade row. In
the model geometry, the corresponding numbers are 0.1255 and 0.1241. When the
wakes are mixed-out upstream of the discrete blade row, the entropy rise through
the discrete blade row is reduced by 0.0078. In the same conditions, it is almost
unchanged in the model. The difference of behavior between the real and model flows
is also compliant with the trends discussed in table 6.2.
Mixing Loss The physical sources of pitchwise nonuniformity, which are responsi-
ble for the entropy rise associated with mixing out the flow, differ depending on the
location and the case considered. At plane 1, the nonuniformity is due to the presence
of rotor wakes. In the case where these rotor wakes are allowed to proceed through
the blade row, they are also responsible for part of the mixing entropy at plane 3. In
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addition, in the discrete blade row, additional mixing entropy at plane 3 is generated
by the presence of the stator boundary layers.
When the wakes are allowed to proceed through the blade row, the mixing entropy
in the real geometry is 0.008 at plane 1, and 0.0042 at plane 3. If the wakes are mixed-
out upstream of the blade row, the mixing loss at plane 3 is 0.0044, almost unchanged.
This leads to the conclusion that the entire mixing loss at plane 3 comes from the
stator boundary layers, or in other words that the excess kinetic energy present in
the rotor wakes is totally recovered by stretching by the time they reach plane 3. This
conclusion is consistent with the observations of Valkov ([28], page 40), who computed
the percentage of wake energy recovered by stretching as a function of the stator
inflow angle and turning. With the design values of MHI 3-stage compressor stator
3, Valkov's model shows that almost 90 percent of this energy is recovered.
In the model geometry, the mixing entropy rise is 0.0094 on plane 1, and 0.0022
on plane 3 when the wakes are allowed to proceed through the model region. If, on
the contrary, the wakes are mixed upstream of the model, the mixing entropy rise on
plane 3 remains unchanged, at 0.0022. The fact that the mixing loss on plane 3 does
not depend on whether or not the wakes are allowed to proceed through the model
region shows that, similarly to the discrete blade row case, almost all the energy in
the wake is recovered by stretching. This could have been expected, as the model
matches the flow turning almost perfectly (figure 5-6).
Test Case Number 2 - Conclusions
The results of test case number 2 show that the unsteady model overestimates the
impact of rotor-stator spacing on the performance of the stator. This is explained
by the lack in accounting for wake-boundary layer interaction in the model. This
conclusion strengthens the conclusion already deduced from test case number 1.
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6.3.5 Test Case Number 3
In test case number 3, a rotor-stator configuration is used. The computation code used
for this test case is the unsteady version of Dawes NEWT code, which features a mesh
sliding function, enabling it to handle multi-blade row configurations. A modified
version of this code, including the model elements as source terms in the Navier-
Stokes equations, has been written for the needs of this thesis. The implementation
is similar to what has been done in the steady version of NEWT (see appendix B),
and no further details will be given on it here.
Real and Model Geometry Meshes
The real geometry used here is MHI 3-stage compressor stage 3. The rotor-stator
spacing is set at its design value. The rotor tip clearance, which has not been pro-
vided by MHI, has been given the value of 2 percent of the chord, which ensures the
development of a tip clearance vortex, as is desired in this test case.
In the model geometry, the stator is replaced by a model. Table 6.4 summarizes
the number of mesh nodes chosen for the rotor-stator and rotor-model computations.
Structured Mesh Dimension (Pitchw. x Streamw. x Spanw.)
Rotor-Stator Configuration Rotor-Model Configuration
Rotor Stator Rotor Stator replaced by its model
65 x 48 x 21 65 x 48 21 1 65 x 48 x 21 49 x 33 x21
Table 6.4: Rotor-Stator Computations Mesh Geometrical Data
It should be noted that, when the stator is replaced by its model, the number
of nodes is reduced in all three directions. This is made possible by the following
changes taking place when the stator is replaced by its model:
* No mesh refinement in the stator blade boundary layer regions is required, so
that the number of stator mesh nodes in the pitchwise direction is considerably
less.
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* It is not necessary anymore to describe the complex blade shape, so that a
smaller number of stator mesh nodes is needed in the streamwise direction.
* The hub and shroud boundary layers do not need to be described anymore, thus
a smaller number of stator mesh nodes is needed in the spanwise direction.
Overall, the total number of nodes in the mesh has been reduced from 131000 to
83307. This will have a considerable impact on the computation time, as will be seen
below.
Figure 6-15 shows 2D cylindrical cuts at mid-span in the rotor-stator and rotor-
model computation meshes, showing the smaller number of mesh nodes when using
the stator model.
Unsteady Flow Computation in MHI Stage 3
Choice of Time Step The computation in MHI stage 3 is performed using Dawes
unsteady NEWT code. The time step is chosen following the same rule of thumb as
described above, ensuring that the rotor blade passing period is of the order of 1000
iterations. To make the computation stable, experience has shown that a uniform
time step leading to a maximum local CFL number of 1 should be chosen. The
corresponding rotor blade passing period is 1727 iterations, well within the limits.
Convergence Curves The computation convergence curves, which will be useful
below to estimate the computation time gained by using a model in place of the
stator, are represented on figure 6-16. The four convergence indicators provided by
NEWT are the mass flow, the mass flow difference between inflow and inflow, the
minimum static pressure in the flowfield, and a root mean square value of the change
in density from one iteration to the next.
From the plots of figure 6-16, it appears that the rotor-stator computation is
converged after approximatively 25000 iterations.
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(a) Rotor-Stator Computation Mesh
(b) Rotor-Model Computation Mesh
Figure 6-15: Comparison of Rotor-Stator and Rotor-Model Computation Meshes
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Figure 6-16: Rotor-Stator Computation Convergence Curves
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Figure 6-17 shows an instantaneous visualization of the flow entropy at mid-pitch
in the rotor-stator configuration. Dark shades indicate areas of higher entropy.
Figure 6-17: Flow Entropy Visualization at Midspan in Rotor-Stator Configuration
As was the case in test case number 1, wake-boundary layer interaction, wake
stretching and wake rotation are easily observable.
Construction of a Stator Blade Row Model
An unsteady blade row model is constructed for MHI stator 3 using an identical
approach to what was done in test case number 1. The time-average of the stator
inflow conditions is computed during the unsteady rotor-stator computation. These
averaged inflow conditions are then used as boundary conditions for the computation
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of a steady flow in MHI stator 3, based on which the model can be created following
the steps described in chapters 3 and 5.
Unsteady Flow Computation in the Rotor-Model Configuration
Choice of Time Step For the rotor-model computation, a time step slightly larger
than that chosen for the rotor-stator computation can be used. Indeed, in multi-blade
row computations, the time step is mostly limited to ensure a proper transmission
of information from one blade row mesh to its neighbors. In the specific case of
a rotor-stator, the important information to transmit is the wake and tip vortex
characteristics. The time step is therefore limited so that the wake and tip vortex
regions stay in contact with each stator mesh cell for a large enough number of
iterations, before the sliding of the mesh brings them in contact with the next cell.
This leads to the rule of thumb used above.
However, in the case where the stator is replaced by its model, the number of
stator mesh nodes in the pitchwise direction is reduced from 65 to 49. In other words,
the time step of the computation can be increased by a factor A while maintaining
constant the number of iterations during which the wake and tip vortex face any
individual stator cell. This leads to a rise of the maximum CFL number reached in
the computation domain from 1 to 1.333, and contributes to making the rotor-model
computation faster than the rotor-stator one.
Convergence Curves The convergence curves of the rotor-model computation are
plotted on figure 6-18
The plots of figure 6-16 show that the rotor-model computation is converged after
approximately only 15000 iterations, as opposed to 25000 for the rotor-stator con-
figuration. In addition, observations made during the computations showed that an
iteration of the rotor-model computation is about two times as fast as an iteration of
the rotor-stator computation.
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Figure 6-18: Rotor-Model Computation Convergence Curves
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The overall computation time is therefore reduced by a factor of 3 to 4 thanks to
the use of a model to replace the stator.
The reduction of the number of iterations needed to reach convergence from 25000
to 15000 is not totally explained by the increase in the CFL number from 1 to 1.333.
The other factor appears to be the more simple geometry found in the rotor-model
configuration.
The benefit of using a model in replacement of a discrete blade row in a multi-blade
row computation therefore appears as the combination of three factors:
* Each iteration requires a smaller number of Flops 2 due to the reduced number
of mesh nodes
* Less iterations are required because the geometry is simpler
* The time step can be increased because the mesh spacing in the pitchwise
direction is relatively larger where the blade is removed
It is expected that the acceleration factor of 3 to 4 observed here in a single stage
will become much larger as the number of blade rows increases.
Figure 6-19 shows an instantaneous visualization of the flow entropy at mid-span
in the rotor-model configuration. It shows that, similarly to what was observed in
test case number 1, wakes are stretched as they convect through the model region,
but without undergoing any turning.
Similar conclusions can be drawn from observing the flow entropy distribution
near the tip. In the rotor-stator computation, tip vortex stretching, rotation, and
tip-vortex boundary layer interaction are clearly visible, while only stretching appears
when visualizing the flow entropy in the rotor-model configuration.
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2Floating Point Operations
Figure 6-19: Flow Entropy Visualization at Midspan in Rotor-Model Configuration
Unsteady Model Assessment in Rotor-Stator Configuration
Three unsteady model figures of merit can be extracted from this test case, as ex-
plained in the objectives section related to test case 3. In order to assess these figures
of merit, the time-averaged and area-averaged static pressure, and time-averaged and
mass-averaged entropy are computed on each of the averaging planes defined above
in the rotor and stator blade rows. These values are indicated on figures 6-20 and
6-21.
Stator Performance The comparison of the measured stator performance when
the stator is replaced by its model, with the case where both rotor and stator are
discrete, yields similar conclusions as those stated in test case 1. The replacement of
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Figure 6-20: Average Static Pressure and Entropy - Rotor-Stator Geometry
the discrete stator by its model leads to an overestimation of the stator static pressure
rise and an underestimation of the stator loss.
The effects are accentuated in the rotor-stator configuration from what they were
in test case 1. The stator static pressure rise is seen here to be overestimated by 2.4
percent of the stator inlet dynamic head, whereas the error was only 1.63 percent in
test case 1. As far as the entropy rise is concerned, the replacement of the stator by
its model underestimates it by 0.05355 here, whereas the error is only 0.013 in test
case 1.
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Figure 6-21: Average Static Pressure and Entropy - Rotor-Model Geometry
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The accentuation of the under- and over- is due to the presence of a tip vortex,
which was not featured in test case 1, as well as a stronger wake. The impact of tip
vortex-boundary layer interaction is substantial, which explains why the entropy rise
is much more underestimated here than in test case number 1.
As in test case 1, the improvement of model performance lies in the inclusion of
vortical flow-boundary layer interaction in the model by the adoption of a quasi-steady
model.
Rotor Performance The replacement of the stator by its model leads to a re-
duction of the rotor static pressure rise by 0.53 percent of the inflow dynamic head,
and increases its entropy rise by 0.0019, a negligible amount. The change in static
pressure rise is of the order of the typical static pressure matching error of the model,
and cannot yield any conclusions here. Overall, the replacement of the stator by its
model is seen to have very little impact on the rotor performance.
Rotor Backpressure Figure 6-22 shows time traces of the rotor backpressure,
integrated from hub to casing, at the six points defined above. Traces in the case
where the rotor is followed by a discrete stator (solid line) are compared to traces
where the stator located downstream of the rotor is replaced by its model (dashed
line).
As was expected and already discussed in the objectives of test case 3, the back-
pressure oscillations seen by the rotor when it is followed by a discrete stator are not
duplicated when the stator is replaced by its model, because of the choice of using an
axisymmetric unsteady model.
The effect of an oscillating backpressure on the rotor performance does not appear
clearly here, as little rotor performance change is observed when the downstream
stator is replaced by a model. However, Graf [15] showed that this effect could have
a measurable impact on rotor performance though, and the development of a non-
axisymmetric stator model, capable of generating backpressure fluctuations similarly
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Figure 6-22: Time Traces of Rotor Backpressure at Six Relevant Locations
to a discrete stator, should be regarded as an option for future refinements of the
model.
Test Case Number 3 - Conclusions
As far as the flow in the stator is concerned, test case number 3 confirmed the conclu-
sions deduced from the results of test case number 1: the failure to include vortical
flow-boundary layer interaction phenomena in the blade row model leads to an over-
estimation of the static pressure rise and an underestimation of the loss in the rotor.
The rotor time-averaged static pressure rise and loss appear not to be affected
when the downstream stator is replaced by a model. This shows that the framework
consisting of replacing one or several blade rows by models in a multistage compressor
computation is viable.
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Rotor exit - core suction side
6.4 Summary: Unsteady Model Effectiveness
The unsteady model has been examined in three test cases: a stator at design, a
stator design change, and a rotor-stator stage, where the stator is replaced by its
model.
The first test case shows that, at design, the replacement of a stator by its un-
steady model leads to an overestimation of the time-averaged static pressure rise and
an underestimation of the time-averaged loss of the flow. In the test case considered,
the pressure rise was greater by 1.63 percent of the inflow dynamic head, and the
nondimensional entropy smaller by 0.0131, when the stator was replaced by its un-
steady model. The time-averaged entropy rise due to wake-boundary layer interaction
in the discrete blade row was estimated to be 0.0133, and the lack to account for wake-
boundary layer interaction in the model is therefore responsible for the discrepancy
observed between the discrete blade row and the model.
In the second test case, an increase of the rotor-stator spacing from its design
value to infinity led to respective reductions of the static pressure rise by 0.2 and 1.19
percent of the inflow dynamic head in the discrete blade row and in the model. At the
same time, the entropy rise was observed to be reduced by 0.0078 in the discrete blade
row, and almost unchanged in the model. These trends can also be explained by the
absence of wake-boundary layer interaction effects in the model. In addition, mixing
loss at plane 3 was found to be unaffected by whether or not the wakes are mixed-out
upstream of the stator, both in the discrete stator and in the model. This shows that
most of the excessive kinetic energy in the wakes is recovered by stretching, both in
the discrete stator and in the model.
In test case number 3, the replacement of a stator downstream of a rotor by
its unsteady model leads to an overestimation of the static pressure rise and an
underestimation of the loss in the stator by 2.4 percent of the inflow dynamic head
and 0.0535 respectively. The increased discrepancies compared to test case 1 are
due to the combined effects of the wake and the tip vortex. The flow in the rotor
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is found to be unaffected by the replacement of the stator by a model. The overall
computation time to convergence is cut down by a factor of 3.4.
These results show that no spurious error source has been found to affect the
unsteady model. The various discrepancies observed have been attributed to the
absence of vortical flow-boundary layer interaction in the model.
The observation that the rotor performance is unchanged when the downstream
stator is replaced by a model shows that such a model can be used to replaced one
or several blade rows in multistage computations. The model could be used as such
in research or design, provided the consequences of the lack to account for vortical
flow-boundary layer interaction are well understood.
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CHAPTER 7
SUMMARY AND CONCLUSIONS,
RECOMMENDATIONS FOR FUTURE
WORK
7.1 Summary and Conclusion
The objective of this thesis was to develop a framework to analyze the unsteady
flow phenomena which impact compressor performance and design in a multistage
environment. This framework consists of studying the flow in a blade row or a stage
embedded in a multistage environment, where the other blade rows are modeled by
distributed body forces and heat sources. This objective has been reached in many
respects.
Steady Blade Row Model
A blade row model constituted of distributed body forces and heat sources has been
developed for steady flow situations. The model elements are derived from the integral
form of the equations of fluid mechanics and thermodynamics.
Three different classes of model elements were identified by this approach: body
force components parallel to the local velocity vector, body force components orthog-
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onal to the local velocity vector, and heat sources. Each one of these three classes is
associated with a specific aspect of the model: heat sources model the flow entropy
rise, body force components parallel to the flow velocity vector model work input
from the blade row on the flow, and body force components orthogonal to the flow
velocity vector model turning and pressure rise.
The use of the integral form of the equations rather than the differential form
provides a degree of flexibility in tailoring the complexity of the model (from 1 to 3
dimensions) to the particular needs of an intended application.
A first-of-a-kind derivation was developed to demonstrate the equivalence, on a
momentum and energy average basis, of the flow in a blade row and in the blade row
model for 2D flow situations. This is followed by the implementation of the model in
three 3D test cases, a straight duct, a stator and a rotor.
In the test case involving a straight duct, the flow of a fluid ten times as viscous
as air was considered. The computed results showed that the model was able to
reproduce the loss distribution and that the stagnation enthalpy remained a constant.
In the other two test cases, the flows in a stator and a rotor were considered.
Models for the two blade rows appeared to accurately describe turning, pressure
rise, work input from the blade row and loss. The observed discrepancies have been
explained: the lack of a blockage factor in the model is responsible for a discrepancy
in the matching of axial velocity, static pressure and density distribution in the blade
region. Spurious viscous dissipation driven by the solver artificial viscosity also leads
to a slight mismatching of the stagnation pressure and entropy. However, an iterative
process has been developed and implemented, which corrects the effect of artificial
viscosity and brings matching of the flow thermodynamic variables.
Unsteady Blade Row Model
The use of the blade row model in unsteady flow has been discussed, and by consid-
ering the unsteady phenomena which are known to impact compressor performance,
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three additions to the model have appeared necessary: the use of a non axisymmetric
model, the inclusion of viscosity, and the construction of a quasi-steady model.
The unsteady model was examined in two configurations. In the first configuration,
a single stator was replaced by its model with unsteadiness generated in the flow by
an inflow wake model. In the second configuration, a stator was replaced by its model
in a rotor-stator computation.
In both cases, discrepancies in the stator time-averaged static pressure rise and
loss have been shown to be a result of not accounting for the effects of vortical-flow
boundary layer interaction in the current model. The same conclusion was drawn
when it was observed that the model was more sensitive than the discrete stator to
one of the most important design parameters in multistage compressors, the spacing
between blade rows. However, the rotor time-averaged static pressure and entropy
rise appeared not to be affected by the replacement of the stator by its distributed
body force and heat source model.
In the single rotor-stator stage considered here, replacing the stator by its model
led to a reduction of the computation time to convergence by a factor of 3 to 4.
Larger numbers are expected to be achieved in configurations where more blade rows
are present.
7.2 Recommendations for Future Work
The results from the rotor-stator computation show that one or several blade rows in
a multistage compressor can be replaced by the model developed here, leading to a
substantial reduction of the flow computation time while having no or little effect on
the flow in the remaining discrete blade rows.
However, the current model does not specifically account for the time-averaged in-
fluence of vortical flow-boundary layer within the blade row. Future work on the
model should therefore initially concentrate on developing and implementing the
167
quasi-steady model alluded to in chapter 6, in which the effects of vortical flow-
boundary layer interaction can be accounted for.
In addition, further research should be conducted to determine the importance of
backpressure fluctuation on upstream blade row performance, and it should be kept
in mind that the model could be further refined as to include these effects, if they
were deemed necessary for specific applications.
A quasi-steady model developed as explained in this thesis will be effective for small
operating point excursions around the blade design point. Future work should also
be dedicated to investigating if, and eventually how, this approach can be extended
to the development of a quasi-steady model capable of responding to large variations
of flow variables, notably variations in operating point. Such a model would be able
to characterize the impact of large-scale design changes.
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APPENDIX A
OVERVIEW OF THE NEWT
COMPUTATIONAL FLUID DYNAMICS
PACKAGE
The objective of this appendix is to give an overview of the NEWT mesh generator
and CFD code. The information is kept very concise on purpose, and the reader
interested in more details can refer to [5], [9], [6] and [10]. Some of the information
below is duplicated from the NEWT code user's manual [8].
A.1 The Mesh Generator
A.1.1 General Considerations
NEWT is an unstructured flow solver, meaning that it computes flows on unstructured
meshes. Some details will be given below on how such meshes are constructed and how
geometrical and boundary information is used by the mesh generator. Of particularly
interest, how this knowledge of the mesh properties affects the implementation of the
model developed in this research will be discussed in appendix B.
In an unstructured mesh, the domain in which the flow is computed is discretized
in a number of elements which do not have any particular geometrical structure.
169
In the case of the NEWT code, which uses a finite volume computational method,
this implies that the domain is divided in volumes of potentially irregular shape or
geometry. Dawes elected to use tetrahedra as his basic mesh elements, also referred to
as cells in this research. One of the advantages of unstructuredness is that different
tetrahedra can have different sizes and orientations, which gives a lot of flexibility
when constructing a mesh. The faces and nodes constituting the tetrahedra are
important elements of the mesh, and are referred to throughout this research.
A.1.2 General Structure of the Mesh
In the particular case of the NEWT mesh generator, a structured mesh is first con-
structuted. The basic elements of this mesh are parallelepipeds. Each parallelepiped
is then divided into six tetrahedra, leading to the final unstructured mesh. This
approach has the advantages of both types of meshes:
* The unstructured mesh is very flexible in adapting to complex geometries,
* The mesh can be refined/derefined in the course of the computation, a charac-
teristic of structured meshes,
* It is very easy to address a particular node of the mesh, a characteristic of
structured meshes.
This particular way in which the mesh is created will have a sizeable impact on
the practical implementation of the model developed in this research, as will be seen
below.
A.1.3 Addressing of the Mesh Nodes
Any node in the structured mesh can be identified by the knowledge of its three indices
(figure A-1): I indicates its pitchwise position, J its streamwise position (J=1 being
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the inflow boundary), and K its spanwise position (K=1 being the blade row hub).
After the mesh is unstructured, the location of a node is referenced in a cartesian
coordinate system (x,y,z), the x-axis pointing along the axis of the turbomachine.
For convenience, cylindrical coordinates x, 0, r will also be used below.
I=cte view
K -I
J
Figure A-1: Structure of a Typical NEWT Mesh
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A.1.4 Properties of the Mesh
The nodes of the structured mesh are located on three types of surfaces: constant
I, constant J and constant K surfaces. These different node surfaces have important
properties:
* The intersections of constant J and constant K surfaces are constant x, constant
r circular arcs.
* If the blade row hub and tip surfaces are cylindrical, then constant K surfaces
are also cylindrical.
The latter property is true in all cases considered in this research.
A.1.5 Input Data to the Mesh Generator
The input file used by the mesh generator is constituted of:
* General information on the mesh geometry: number of nodes in the I, J and K
directions, spacing between constant I mesh surfaces, spacing between constant
K mesh surfaces,
* Detailed geometry of the I=1 mesh surface,
* Inflow and outflow boundary conditions.
The geometry of the I=1 mesh surface is given at different radii, and the whole I=1
mesh surface is obtained by interpolation. The rest of the mesh is constructed from
that initial mesh surface, using the spacing data provided in the input file. Finally, an
initial guess of the flow variables is computed using the inflow and outflow boundary
conditions.
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A.2 The Flow Solver and Turbulence Model
A.2.1 Flow Equations
The equations solved are the full 3-D Reynolds-averaged Navier-Stokes equations
expressed in strong conservation form and retaining the full stress tensor including
the full viscous energy equation. Turbulence is modeled via k-E transport equations
with appropriate low Reynolds number terms.
The Navier-Stokes equations and turbulent transport equations constitute a sys-
tem of seven partial differential equations, which can be written in the compact form:
(J FdV = J-n.4 dA + pS dV
V A V
(A.1)
where the matrices F, -a and S are defined by:
pr
p VX + =0
pV,V + :
PIv + .V
pl~ + -~ ~
C21Vk
0/1 LVC
p
Sx
Sy
- 71
+ AVT
0
0
yw 2 - 2wVz
zw2 + 2wVy
0
G - pC
CkG - f2
where the total dynamic viscosity p = tLam + PT and the total heat transfer
coefficient A = cp(W + A_) include laminar and turbulent terms.
Turbulence is modeled using the k - c transport model. The turbulence terms in
equations A.1 are defined by:
- T = pfIc 1
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p
pvx
p V
pVz
p
pE
pk
- PrT=0.9
- G = 2p(def(V) )2 - 21 (V)2
where def (V) = 1( + (VV)t) is the symmetric part of the V tensor.
The turbulence model also includes the following low-Reynolds number damping
terms to handle smoothly the approach to solid surfaces:
- f, = 1 - e- O.OOsRT
- f2 = 1 - e-RT 2
where RT = P" is the turbulent Reynolds number.
Alam lE
Finally, cl, c2, c 3 , c 4 and c5 are parameters of the turbulence model, which are
given the standard values of 0.09, 1.0, 0.769, 1.44 and 1.92 respectively.
A.2.2 Resolution Procedure
At each iteration, the right-hand side of the equation system A.1 is evaluated, and
used to update the F vector using a four-step Runge-Kutta time-marching algorithm.
Artificial diffusion is added to control shock capture (which is not an issue in this
research, where all flows are subsonic) and solution decoupling. Three artificial diffu-
sion (also referred to as artificial viscosity) controlling parameters are made available
in NEWT:
* A second-order artificial viscosity parameter
* A pressure-gradient smoothing parameter
* A fourth-order artificial viscosity parameter
All three artificial viscosity parameters have the same effect: they damp large gra-
dients of flow variables by introducing additional viscosity-like terms in the equations
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A.1 [17]. The difference between the three coefficients resides in how the aritificial vis-
cosity scales with local gradients of flow variables: the second-order artificial viscosity
scales with the first derivative of flow variables, whereas the fourth-order artificial vis-
cosity scales with the third derivative. Both are effective at damping the oscillations
introduced in the flow by the numerical scheme, although the use of fourth-order
artificial viscosity has been seen to destabilise the computation in several cases. The
pressure-gradient smoothing scales with the first derivative of pressure, and helps
crisp shock capturing.
More detail about the discretization and resolution procedure can be found in [8].
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APPENDIX B
IMPLEMENTATION OF THE BODY
FORCE AND HEAT SOURCE MODEL
In chapter 3, the equations of fluid mechanics are used to show how a body force and
heat source model can be created for a blade row at a given operating point. This
model is then tested on various test cases in chapter 5, and a method to improve the
performance of the model is provided. No details are given however on how:
* The model geometry is constructed
* The model elements are practically calculated
* The model is implemented in the NEWT code
* The real and model flows are assessed
These details will be exposed in the following paragraphs.
The following terminology will be used throughout this appendix:
* The real geometry is the blade passage for which the model is developed
* The real geometry unstructured mesh is a mesh created on the real geometry
using the NEWT mesh generator
* The model geometry is obtained by removing the blades from the real geometry
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* The model geometry structured mesh is a discretization of the model geometry
into structured finite volumes, as described in section 3.5
* The model geometry unstructured mesh is a mesh created by unstructuring the
model geometry structured mesh as described in appendix A
B.1 Creation of the Model Geometry
The model geometry (figure B-1(b)) is theoretically obtained by removing the blades
from the real geometry (figure B-1(a)). This process leads to a model geometry which,
in the former blade region, is not periodic in the pitchwise direction, something which
is not compatible with the NEWT code. The model geometry boundary will therefore
be extended to the blade camber line (figure B-1(c)).
As a consequence, the real and model geometries cross-flow areas will differ in the
blade region, and how this is accounted for in the implementation of the model will
be examined below.
B.2 Creation of the Model Geometry Mesh
The model geometry structured and unstructured meshes are created by discretizing
the model geometry in the streamwise and spanwise directions, as detailed in section
3.5 (figure B-2).
The number and position of the model geometry mesh nodes can be freely chosen
with two constraints:
* The use of a model in substitution of a blade row is expected to reduce the
computation time, and the number of model geometry nodes should therefore
be substantially smaller than in the real geometry's.
178
(a) Real flow computation domain (b) Model flow computation do-
main
(c) Model flow computation do-
main - final
Figure B-1: Construction of the Model Geometry
e As pointed out in Appendix A (figure B-3), constant K mesh surfaces are con-
stant r surfaces, and the intersection of constant J with constant K surfaces
are constant x arcs. For reasons which will appear below, the model geometry
mesh will be constructed in such a way that each model geometry constant K
surface has the radius of a real geometry mesh constant K surface, and each
model geometry constant J surface is a constant x plane.
B.3 Computation of the Model Elements
Each cell of the model geometry structured mesh is a finite volume for which the
model elements will be computed. This finite volume is bounded by the following six
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(a) Model Flow Geometry Struc-
tured Mesh
(b) Model Flow Geometry Un-
structured Mesh
Figure B-2: Model Flow Geometry Structured and Unstructured Meshes
0, I
Figure B-3: Typical Model Geometry Mesh Cell
surfaces (see figure B-3:
* Two constant J, constant x surfaces
* Two constant K, constant R surfaces
* Two constant I surfaces
For convenience, the six faces will be numbered. The two constant J faces will be
numbered 1 (inflow) and 2 (outflow), the two constant K faces will be numbered 3
(smaller radius) and 4 (larger radius), and the two constant I faces will be numbered
5 (suction side) and 6 (pressure side).
The model elements for any such given control volume can be computed by im-
plementing equations 3.24, 3.32 and 3.39.
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B.3.1 Computation of the Model Body Forces
Even though equations 3.32 and 3.39 can be easily implemented, equation 3.24 re-
quires the computation of the viscous stress 7, on surface A. Unfortunately, , is
defined by derivatives of the flow velocity, and numerical derivatives are highly im-
precise.
For this reason, the body forces are computed using equation 3.6:
f - 4 -+ -+ -+ r
pV (V - )dA + V ( V - n)dA = - fndA + ? dV
Al A2  A V (B.1)
Taking into account the fact that the model geometry is constructed in such a way
that surface A1 is a streamsurface of the model flow, equation B.1 can be simplified
to equation B.2:
fpV ( - n)dA = -fit dA + f dV (B.2)
A 2  A V
Equation B.2 links the body forces to the model flow variables, which are not
known. Fortunately, most integrals of model flow variables can be replaced by in-
tegrals of real flow variables, using the flow identity equations defined in chapter 3,
leading to equation B.3.
ff pV(V -n)dA = Amodel geom ff pndA- ff P-nIdA + fi i dV
A 2  real geom A 2  A V (B.3)
One of the integrals in equation B.2 has not been replaced by an integral of the real
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flow variables: the integral of PIn on surface A1 . Indeed, as pointed out in chapter
3 when developing the model, the model flow static pressure cannot be expected
to match the real flow static pressure on solid surfaces A1 because of the tangential
pressure gradient which the presence of the solid blade creates. The integral ff JpndA
A1
will therefore need to be evaluated in order to compute the body forces.
The factor Amodel geom is the ratio of areas of a same mesh face in the model andAreal geom
real geometries. As pointed out above, these face areas differ because the removal of
the blade has led to a change of the model geometry boundary in order to maintain
circumferential periodicity in the mesh. The reason why such a factor is introduced
in front of integrals of static pressure resides in the definition of the identity of two
flows (equation 3.18).
The body forces can be obtained by implementing:
-= ( (Jf (V )dA + JJAmodel gem" dA + p n fihdA)A
S real geom
A2  A2  A1  (B.4)
The implementation of equation B.4 requires the computation of integrals on sur-
faces A1 and A 2. At this point, it appears necessary to identify what surfaces A1 and
A 2 are for a typical control volume (figure B-3).
Constant I surfaces
Figure B-2(a) shows that, because of the way the model geometry structured mesh is
constructed (section 3.5), the two constant I faces of any control volume are on the
model geometry mesh periodic boundary. This periodic boundary is constituted of
the assembly of three surfaces:
e A streamsurface from the inflow boundary to the leading edge
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* The blade camber surface from the leading edge to the trailing edge
* A streamsurface from the trailing edge to the outflow boundary
The blade camber surface can be roughly assumed to be a streamsurface of the model
flow, considering the fact that the model is designed in such a way that the model
flow will be identical to the pitchwise average of the real flow. If this assumption is
made, the whole mesh periodic boundary is a streamsurface of the model flow, and
the two constant I surfaces belong to the control volume A1 boundary.
Constant J surfaces
Constant J surfaces are always cross-flow surfaces, and will always belong to the
control volume A 2 boundary.
Constant K surfaces
Constant K surfaces are constant radius surfaces. The K = 1 surface is therefore
located on the blade row hub surface, and the K = Kmax surface on the blade row
casing. These two particular surfaces will be A1 type boundaries. All other constant
K surfaces will be A 2 type boundaries.
Based on the identification of A1 and A 2 boundaries above, equation B.4 can be
rewritten in the form B.5
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-41 K=N+1 I=2 A
PM,N FM,N = f(f(p±m'-4+ fI 2 +),J=M dA
VM,N K=N I=1 Arg
KN11=2 A
K=I1 =2 (p(. -) + m p-)j-M+1 dAK=N I=1 Arg
J-M+1 1-2r= (p+ 11 ( )+ mg( )K=N dA
=M I=1 Arg
J=M+1 I=2 4)+Am 4
+:=~i (P ~ + )K=N+1 dAJ=M I=1 (V Argp/J=M+1 K=N+1 J=M+1 K= N+1
~+ fJ==1Mn dA + PI=2 n dA)LJ=M fK=N J=M K=N
(B.5)
The subscripts rg and mg are used to denote the real geometry and model geometry
respectively. The indices (M,N) are used to reference a particular cell in the model
geometry structured mesh. Index M indicates the position of a cell in the streamwise
direction, M = 1 being the cell next to the inflow boundary and M = Jmax - 1 the
cell next to the outflow boundary. Likewise, N indicates the position of the cell in
the spanwise direction, N = 1 being the cell closest to the hub and N = Kmax - 1
the cell closes to the casing.
As pointed out above, constant J surfaces are also constant x, and constant K
surfaces are constant r. Equation B.5 can be simplified by rewriting it in a cylindrical
coordinate system as defined in Appendix A.
Defining:
XMin = XJ=M
XMax = XjM+1
rMin = rK=N
rMax - rK=N+1
(B.6)
(B.7)
(B.8)
(B.9)
equation B.5 becomes:
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IV,IY I
SrMax
Ma n
-Z
S(XMax 
- XMin)(rMax 2 
- rMin 2 )
s V + Amg,x=xMax P)X=XMax dO rdr
Ps Arg,x=XMaxI f:(P VV + Am9,x=xMzn P)X=X, dO rdr
s Arg,x=xMn
Jf(P--VVr + Am=rr p( 1sin 0 + 1 cos 0))r=rMaxrMadO dx(B.10)
PS Arg,r=rMax
S p Am'rrr+M'" p(1y sin 0 + cos 0))r,=,,r, MindO dx
P Arg,r=rMin
(n  )o= dr dx + f p )o=o= 2 dr dx
Min XMin rMzn
where Vr = V, sin 0 + Vz cos 0 is the radial velocity.
Equation B.10 will be ultimately used to compute the model body forces. Three
types of integrals have to be implemented: integrals on constant x surfaces, inte-
grals on constant r surfaces, and integrals on the mesh periodic boundary, and the
implementation of these three types of integrals will be exposed below.
Integrals on constant x surfaces
Figure B-4 shows a typical integration domain of a constant x surface integral ap-
pearing in equation B.10.
The integration is conducted from pressure side to suction side, and from r = rMin
to r = rMax. In compliance with the hypothesis done above, both r = rMi, and
r = rMax are constant K mesh lines of both the real geometry and model geometry
meshes.
As can be seen from figure B-4, one model geometry mesh face is the sum of
several real geometry mesh faces. The constant x surface integrals in equation B.10
can therefore be computed as the sum of same integrals on the real geometry mesh
faces constituting the considered model geometry mesh face.
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_e =T
Model geometry
mesh face \
Real geometry
mesh face
Figure B-4: Typical Constant x Integration Surface
Let then a typical real geometry mesh face be considered (figure B-5).
z
1
Figure B-5: Typical Constant x Real Geometry Mesh Face
Any integral on the constant x surface bound by the contour (1,2,3,4) can be
written as:
I =(dA /rmin
A rmin
0+(r)  (r, )r dO dr0-(r) (B.11)
where -# is any point belonging to surface A, rmin and rmax - not to be confused
with rMin and rMax - are the radii of the (1,2) and (3,4) circular arcs respectively, and
0 (r) and 0+ (r) are the inferior and superior boundaries respectively of the 0 integral
at radius r.
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In the present case, the function = pVV, + p can be assumed to vary linearly
in both the radial and tangential directions, and f will be interpolated by:
- (r, 0) = r-r a + r + C o + s t
The coefficients a,, c and d are determined by imposing that:
f = a r019 +
f = r2 +
f= r033 +
b r, + -01 +
b r2 + 82 + -
r3 + C03 +
4 = ar484 + b r 4 - C +
(B.12)
(B.13)
(B.14)
(B.15)
(B.16)
where f , f2, f and f are the values of ? at real geometry mesh nodes 1,2,3
and 4.
The system of equations B.13 to B.16 has the solution:
f ri 01 1
f r 2 02 1
-+f3 r3 83 1
f~ r4  84 1
r1 81 r1 i 1
r 2 82 r 2 02 1
r383 r 3 83 1
r484 r4 84 1
(B.17)
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and similar equations for the coefficients b 7 and -.
Equation B.11 then becomes:
I= .in fO+(r) (arO + br + 7 + )r dO dr (B.18)
The integral over the 0 variable can be easily performed, yielding:
= r ( - + ')(0+ (r) - -(r) 2 ) + (-r + )(+ (r) - 0_(r))) r dr
(B.19)
The values of 0_(r) and 0+(r) depend on r, and they cannot be obtained by direct
interpolation between the values of 0 at points 1,2,3 and 4 because of the non-linear
relationship which exists between the cartesian and cylindrical coordinates. The
interpolation should be done using cartesian coordinates, and the values of 0_ (r) and
O+(r) are then determined by:
0_(r) = arctan y(r) (B.20)
z_(r)
0+(r) = arctan y+(r) (B.21)
z+(r)
where y_(r), y+(r), z_(r) and z+(r) are the cartesian coordinates of the points of
branches (1,3) and (2,4) which have the radial coordinate r in the cylindrical frame
of reference.
The values of y_(r), y+(r), z_(r) and z+(r) are linked by the following interpolation
relationships:
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(z (r) - z1)y3 + (z3 - Z_ ())Y1
Z3 -- Z1
y+(r) (z+(r) - z 2 )Y 4 + (Z 4 - z+(r))Y2
z4 - Z2
(B.22)
(B.23)
(B.24)
Finally, y_, y+, z_ and z+ are linked by the conditions:
y_(r)2 +_(r)2 = r2
y+ (r) 2+ +()2 = r
(B.25)
(B.26)
Combining equations B.22,B.23,B.25 and B.26 and solving for z_(r) yields:
Z_ - 1 2 , + Y 2 ) + [rJ + Y2__ 
2
y (Z3 - 1)2 ± (Y3 - yl)2 (y 1 + YZ3 + 1  1  3+ + y 3 - y1y 3(z + z3 )) 2
z_2 + (z3  + 1)2 -_-Y3 - Yl)2
- ((Z3 - z1)2 + (y1 - y1 2)-2 2 2_ T2( 3 - 2ziz 3 y3 ]) (B.27)
A similar equation can be found for z+(r), and the values of y_(r) and y+(r) can
be computed using equations B.25 and B.26. Finally, the values of 0_(r) and 0+(r)
can be computed using equations B.20 and B.21.
As can be seen from the developments above, 0_ and 0+ are non-trivial functions
of r, and the integral in equation B.19 cannot be completed analytically. A six-point'
Newton-Cotes integration [4] method will be used, yielding:
1The choice of six points is empirical, and has been made to yield sufficient integration precision
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Ar -+ Ar 2Ar
2 8= (19 h(rmin) + 75 h-(rmin + ) + 50 h (rmin + )288 5 5
S3Ar 4Ar h
+ 50 (rmin + ) + 75 h (rmin + ) + 19 (rmax)) (B.28)
with Ar = rmax - rmin, and
h (r) = (I + -)( + 2 - _2) + (-r + -)(0+ - _)
Integrals on constant r surfaces
Integrals on constant r surfaces are conducted in a similar fashion to those on constant
x surfaces. As figure B-6 shows, a constant r face of the model geometry mesh is the
sum of several constant r faces of the real geometry mesh.
Model geometry
mesh face
Real geometry
--0 mesh face
J
Figure B-6: Typical Constant r Integration Surface
A typical real geometry mesh constant r face is plotted on figure B-7.
There are two types of integrals on constant r surfaces featured in equation B.10,
and they will receive different treatments.
Integrals of momentum flux These are integrals of the form:
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x
Figure B-7: Typical Constant r Real Geometry Mesh Face
I1 = a s p-Vr rdO dx
JXmtn pS
(B.29)
where Xmin and Xmax are the axial coordinate of the (1,4) and (2,3) circular arcs
respectively.
The integrand pV has no predictable variation in the 0 direction, and will be
interpolated in a similar fashion to the one used for integrals on constant x surfaces:
-(x, 0) = - x0 + bx + -0 + - (B.30)
The coefficients a,-b, c and -d are computed using equations similar to B.17.
Equation B.29 therefore becomes, after integrating on the 0 variable:
1 = (X + _)(( - (x)X22) + (V + )(+(x) - _(x)))r dx
(B.31)
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where 0_ (x) and 0+ (x) are given by:
0 (x) = arcsin y(x)
r
90+ (x) = arcsin y+ (x)
(B.32)
(B.33)
Because the integration variable is the cartesian coordinate x in this case by op-
position to the cylindrical coordinate r in the constant x surface integral case, y_ and
y+ can be obtained by direct interpolation:
y+(x) =
(x - xl)y2 + (x 2 - x)y 1
Ax
(X - x 4)y 3 ± (X 3 -- x)y 4
Ax
(B.34)
(B.35)
(B.36)
with Ax = Xmax - Xmin-
Finally, the integral in equation B.31 will be evaluated using an identical 6-point
Newton-Cotes formula to that used in the previous section:
Ax -I = (19 h (Xmin)
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+ 50-4(xz +0 h(xmin 3Ax5 )
+ 75- (in ++ 75 h (xmin ±
+ 75h 5 (Xmin +
Ax ) + 50 h(min5
4Ax)
5
2Ax
5
+ 19 h (xmax))
2 (x) = ( + -)(+2 - 0 2) + ( x + -t)(0+ - _)
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with
(B.37)
These are integrals of the form:
2 = p( ly sin 0 + 1 cos 0) rdO dx (B.38)
As opposed to the integrals of momentum flux case, the variation of the integrand
with 0 is known to a certain extent, and this knowledge will be taken advantage of
to improve the accuracy of the interpolation.
The integral in equation B.31 will be rewritten in the form:
1 2  
Xma 
s 1
where = pz and - = Ply
= = ply.
Both functions -?
COs 0 + ? sin 0) rdO dx (B.39)
and ?- are bilinear functions of x and 0:
(B.40)
(B.41)?(x, ) = axO + bx + 0 +
The interpolation function coefficients are determined using equations similar to
equation B.17. Equation B.39 then becomes:
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Integrals of static pressure
12 = 1 o(f) ( cos + g sin 8) rdO dx
= r Xxdx ((ax + -c)(0+(x) sin 0+(x) + cos 0+(x) - 0_(x) sin0_(x) - cos0 (x))
+ (?x + -) (sin 0+(x) - sin 0_(x))
+ (ax + c)(-0+(x) cos0+(x) + sin 0+(x) + 0_(x) cos0 (x) - sin 0_(x)) (B.42)
+ (bx + d )(- cos 0+(x) + cos 0_(x)))
where 0_(x) and 0+(x) are given by equations B.32,B.33, B.34 and B.35.
Similarly to the constant x surface integrals case, the integral in equation B.42
cannot be computed analytically, and a 6-point Newton-Cotes integration is used:
Ax -Ax 2Ax
12 = r2 8 8 (19 h (x_) + 75 h(x_ + ) + 50 h (x_ + ) (B.43)
3Ax 4Ax
+50 s (x_ + ) + 75-h(x_ + )+ 19 h(x+))5 5
with Ax = x+ - x_, and
~ (x) = r((ax + c)(0+ sin 0+ + cos 0+ - 0_ sin 0_ - cos 0_)
+ (-- x + -t)(sin 0+ - sin 0_)
+ (a- + c)(-0+ cos 0+ + sin 0+ + 0_ cos 0_ - sin 0_) (B.44)
+ ( x + d)(- cos 0+ + cos0_))
Integrals on periodic boundaries
Faces 5 and 6 of the control volume are located on the periodic boundary of the model
geometry. Whereas constant J surfaces are constant x and constant K surfaces are
constant r, this periodic boundary has no specific geometrical property which can
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be taken advantage of, and a typical model flow face located on this boundary will
usually not even be planar. For this reason, a face will be divided into two triangles,
as shown on figure B-8.
3
z
Figure B-8: Typical Periodic Boundary Model Geometry Mesh Face
Integrals of the form:
13 = Xma 
frma
1 min rmin
(i n)0o-periodzc boundary dr dx
are to be evaluated on the periodic boundaries.
The problem is that the model flow static pressure PI is not known a priori, and
an estimation will be needed. As the model developed here is axisymmetric and
therefore leads to an axisymmetric model flow, the model flow static pressure on the
periodic boundary will be indentical to the static pressure at mid-pitch at the same
axial location. If the model geometry is discretized in a sufficient number of points in
the streamwise and spanwise directions, the static pressure on a periodic boundary
face can be assumed to vary linearly with x and be constant with r, leading to:
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(B.45)
I Face 1 + PFace 2 Zma drdx
13 2 Xmn Jrmn =Oper od...tc boundard (B46)
Both PFace 1 and PFace 2 can be evaluated from the real flow, using the identity
equation 3.18.
Taking into account the fact that both surfaces 5 and 6 are divided into two
triangles, equation B.46 can be rewritten:
S PFace 1 Face 2 ( n 123A1 23 + n 234 A 234 ) (B.47)2
where n123 and n234 are the unit vectors normal to planes (123) and (234) respec-
tively, and A 123 and A 234 are the surfaces of triangles (123) and (234) respectively.
The product ni-123A 123 can be computed evaluating the following determinant:
1
123A123 X2 - Y2 - Y Z2 - 1 (B.48)
X 3 -X 1  Y3 - Y1 3 - Z 1
and similarly for the product n--123A123-
Estimation of the model flow density
Equation B.10 gives a method to calculate as a sum of integrals of real and model
flow variables on the faces of the considered finite volume.
The developments above have indicated how these integrals are implemented in
three different cases: integrals on constant x surfaces (faces 1 and 2), integrals on
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constant r surfaces (faces 3 and 4) and integrals on the model geometry mesh periodic
boundary (faces 5 and 6). The expression in equation B.10 can therefore be evaluated
if the real flow and the model geometry mesh are known.
In order to compute the actual body forces P from equation B.10, the model
flow density p still needs to be evaluated. Similarly to what has been done above for
the model flow static pressure, an estimation of the model flow density is obtained
by assuming that, if the number of model geometry mesh nodes is large enough, the
density varies linearly in the streamwise direction between its value on faces 1 and 2.
An estimation of the model flow density is obtained for the considered control
volume as:
PEace 1 + PFace 2 (B.49)
2
Using the flow identity relationship 3.10 and the definition of density momentum
average 3.8, this estimation can be rewritten in terms of the real flow variables:
( ff pV. dA) 2  ( ff pV; dA)2
1 face 1 1 face 2
Aface I ff (p) 2 dA Aface 2 f (pV) 2 dA
face 1 2 face 2 (B.50)
2
B.3.2 Computation of the Model Heat Sources
The model heat sources are computed using equation 3.32, which describes the evo-
lution of the model flow entropy along a streamline:
SdQdS Q (B.51)
T
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In order to write an equivalent form of equation B.51 for a control volume, a
hypothesis will have to be made regarding where, on the control volume boundary,
streamlines enter and exit.
In all the cases considered in this research, the flow radial angle / (as defined
by equation 5.2) is always close to zero, and control volume faces 3 and 4, which
are constant r surfaces, can then be assumed to be streamsurfaces. The model flow
streamlines therefore enter the control volume via face 1 and exit it via face 2. Assum-
ing that the entropy change is the same for each streamline traversing the considered
control volume, and if the flow temperature T can be assumed uniform in it, equation
B.51 can be integrated from face 1 to face 2:
S2 -S t (B.52)
where Q112, which has J/kg as unit, is the amount of heat added to a single
streamline traversing the considered control volume. To get the overall heat power
added to this control volume Q1,2 is multiplied by the mass-flow traversing the
control volume:
rh + 7f2 VcvOM,N
l (S2 - S1) = (B.53)2 T
where V~, is the volume of the considered control volume, and OM,N is the model
heat source power density in cell (M,N), expressed in W
The expression rn+,42 estimates the mass-flow traversing the considered control
volume.
The temperature in the considered control volume is estimated to be the average
of temperatures on faces 1 and 2, as has been done above for the static pressure and
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the density:
S= 2 (B.54)
2
Surface temperature averages are calculated by simple averaging and using the
perfect gas equation:
T = 1 p- dA (B.55)
face
Finally, the entropy on faces 1 and 2 is computed using the integtated form of
relationship 3.30:
S = cln - Rln t  (B.56)
Ttref Ptref
where In() indicated the natural logarithm, and the subscript ref indicates a
reference value. The choice of the reference stagnation temperature and pressure
is irrelevant, as only differences in entropy are considered. Combining equations
B.53,B.54,B.56 and B.57 with the definitions of Pt and Tt from equations 5.10 and
3.33, the model heat source in a model geometry control volume is given by:
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)M,N 2 2
Nblade (Xmax - Xmin )(rmax2 -rmin
ff p(V-.)Ht dA
face 2
ril + ri 2  2 face 
face 1
ff p(V.-n+)dA
face 1
B.3.3 Computation of the M
Component
1 f -dA+ 1 2 dAAface 1 face 1 pR Aface face 2 pR
2
ff p(V-n)Pt dA
face 2ff p(-n+)dA
71n face 2
ff p(Vn -)Pt dA
face 1
ff p(-n) dA
face 1
(B.57)
odel Body Forces Streamwise
As explained in chapter 3, the streamwise component of the body forces is :w Iculated
separately to provide a more accurate matching of the thermodynamic variables than
is otherwise allowed by the body forces computed above. Equation 3.39 provides the
relationship between the streamwise component of the body force, the heat source
power, and the flow stagnation enthalpy:
](F .V +b)dV- IHt V - idA
V A2
(B.58)
A slight approximation will be made in order to simplify this equation, but sim-
ilar developments can be conducted without making this approximation. It will be
assumed that control volume faces 3 and 4 are model flow streamsurfaces, an approxi-
mation which has already been made above to determine the heat sources, and which
is valid in all the cases considered here. Using the definition of the energy average of
stagnation enthalpy 3.33, equation B.58 can be rewritten:
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c e(Tf 2 Ttfa 1) = Vcv+]i VdV (B.59)
V
Once again, the model flow velocity must be known throughout the considered
control volume in order to develop equation B.59. As has been done above, it will
be assumed that the model flow velocity varies linearly through the control volume.
The body force being uniform in the control volume, equation B.59 can be rewritten:
SVfacel + Vface 2
nc,(Tace 2 - Ttface 1) = V~V, + FV 2 v (B.60)
where Vface 1 and Vface 2 are the average velocities on faces 1 and 2.
The streamwise component of the body force Fv can finally be computed as:
S= (r5i + m72)(Ttface 2 - Ttface 1) - 2Vvo (B.61)
(Vfacel + Vface 2)Vcv
B.4 Implementation of the Model in the NEWT
Code
In order to test the model developed above, it is necessary to compute a flow in
presence of body forces and heat sources. A modified version of the NEWT code
is used for this purpose, and this section will detail how the model is practically
implemented in the code.
When body forces and heat sources are present in a fluid flow, additional terms
appear in the Navier- Stokes equations, which then become in finite volume formula-
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tion:
2 jJ FdV = J YIdA +J pSdV +JS model dV
V A V V (B.62)
where F,- and S are given by equation A.1, and Smodel iS:
0
pFx
pFy
Smodel = pFz
0
0
The practical implementation of the model in NEWT therefore requires the eval-
uation of fff Smodel dV on every control volume used by the code. The terms in this
v
expression are integrals of the model body forces and heat sources on the control
volume V.
The body forces and heat sources being uniform in each model geometry structured
mesh cell, the different elements of the vector fff Smodel dV can be rewritten:
v
i=NxM
ff p dV = p Vol(V n vi) x (B.63)V i=
i=NxM
J pFV dV = p Vol(V nv,)xF FV (B.64)
V i=1
i=NxM
SdV = p Vol(V n v)x i (B.65)
V i=1
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where N x M is the total number of cells in the model geometry structured mesh,
Vol(V n vi) is the volume of the intersection of the model geometry structured mesh
cell i with the finite volume V, and 1, F,, and /i are the model elements in cell i.
To determine how Vol(V n Yi) can be computed, the way NEWT constructs its
control volumes V must be examined, and this will be done at two dimensions to
simplify the problem. Let a typical model geometry structured mesh and its associ-
ated unstructured mesh be considered (figure B-9). Two blade passages have been
represented for clarity.
(a) Model geometry structured (b) Model geometry unstructured
mesh mesh
Figure B-9: Model geometry structured and unstructured 2D meshes
At two dimensions, unstructured mesh cells are triangles (figure B-9(b)). The way
NEWT constructs a control volume around a mesh node is by assembling the four
triangles which have this node in common. At three dimensions, unstructured mesh
cells are tetrahedra and a control volume is constituted of eight tetrahedra which
have a node in common.
Appendix A details how the NEWT mesh generator creates unstructured meshes,
and stresses in particular the fact that the unstructured mesh is constructed by un-
structuring a structured mesh. This can be seen on figures B-9(a) and B-9(b), where
a particular structured mesh cell, and its two corresponding unstructured mesh tri-
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angles, have been highlighted.
This way to construct the unstructured mesh makes the evaluation of Vol(V n ui)
very easy: indeed, each of the eight unstructured mesh cells constituting control
volume V will either have no intersection with structured mesh cell i, or be an integral
part of it.
Equations B.63 to B.65 can therefore finally be rewritten:
i=8
Jp dV= p Vol(i) x F (B.66)
V i=1
i=8
pFV dV p Vol(Ti) x F,,(i)V(i) (B.67)
V i=1
i=8
fJqdV =p Vol() x C3 (i) (B.68)
V i=1
where Ti, i = 1 -+ 8 are the eight tetrahedra constituting control volume V, and
j(i) is the structured mesh cell to which tetrahedron i belongs.
B.5 Comparison of the Real and Model Flows
The test cases presented in chapter 5 are assessed by comparing the real and model
flow aerodynamic and thermodynamic flow variables. This section addresses how the
comparison is achieved. As pointed out in chapter 3, two flows computed using a
finite volume discretization can only be compared on a weak basis, that is, in terms
of averages of flow variables on mesh faces.
In order to compare the real and model flows, all aerodynamic and thermodynamic
flow variables of interest are averaged on each model geometry mesh constant J sur-
face. Momentum and energy averaging, as defined in chapter 3, are used to compute
these flow variables averages:
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S face1 pdA (B.69)
face
(SS p . n dA) 21 face (B.70)
face
ff p(V .)dAff p(V -)P dAt =face (B.71)
face
Htref Pt ef
ff p(. n -n+) dA
- =face (B.74)ff p(V . -n) dA
face
fp pV( V, dA
& = face (B.75)ff p( - .) dAfaceff pV, V, dA& = arctanf ace  (B.75)ff pVg dA
face
= arctan ffpce  A (B.76)
SS pV dA
face
All the integrals featured in averaging equations B.69 to B.76 are performed on
constant J faces of the model geometry structured mesh, and are therefore integrals
on constant x surfaces. As far as the real flow variables are concerned, the integrals
are performed as described above in the section on model element derivation.
The computation of model flow variables integrals on constant x faces is much
simpler taking into account that the model flow is axisymmetric. Any integral on a
constant x face of a model flow variable or a function of model flow variables can be
written:
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frmax fOI=2
Imodel = rm f(r) r dr dO
rmnm =1
27- frmax 7 (r)r dr
Nblade rmzn
(B.77)
The function f(r) is linearly interpolated between the radii rmin and rmax, and the
integral is then then evaluated using a 6-point Newton-Cotes method:
Imodel = A(19 (rmin) +288 757(rmin +
Ar
5
2Ar
+ 507(rmin + -- )5
+ 507(rmin + 3r )+ 75 (rmin5
4Ar
+ 5) + 197(rma))
Equation B.78 is used to compute all integrals of model flow variables on constant
x surfaces.
206
(B.78)
APPENDIX C
WAKE MODEL
The unsteady computations performed in chapter 6 aim at assessing the effectiveness
of the blade model developed in this research in a realistic unsteady flow environment.
The benchmark is the comparison of the time-averaged static pressure and entropy
rise through a stator located downstream of a rotor, with those same variables when
the stator is replaced by its model.
In the first two test cases, 6 uses an artificial wake, created by imposing boundary
conditions at the inflow of the stator which are not uniform in the pitchwise direc-
tion. This appendix describes how such a wake model is constructed, and how the
nonuniform boundary conditions are applied in practice.
C.1 Boundary Conditions in the NEWT Code
In subsonic flows, four of the five boundary conditions needed to solve the Navier-
Stokes equations are imposed at the inflow boundary, and the fifth one at the outflow.
In NEWT, the four inflow boundary conditions are the stagnation pressure, stagnation
temperature, and the two flow angles. The outflow boundary condition is the static
pressure.
Each of the inflow boundary conditions can be made variable with span. At the
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outflow boundary, only the hub static pressure can be imposed, its spanwise variation
being determined by application of radial equilibrium.
In all the stator cases considered, the radial flow angle is close or equal to zero
at every point in the flow. As a consequence, the problem of wake modeling will be
approached on a quasi-2D basis, in which only three inflow boundary conditions, the
stagnation pressure, stagnation temperature and tangential flow angle, are imposed.
C.2 The Concept of Wake Modeling
An wake incoming into a stator is modeled by making the stator inflow boundary
conditions variable with pitch in addition to span, and making these nonuniform
boundary conditions rotate at the speed, and in the direction, of the imaginary up-
stream rotor. The problem is then twofold:
* To derive a way to compute pitchwise profiles of these inflow boundary condi-
tions which are consistent with a real wake.
* To make sure that the characteristics of the so-defined wake do not change when
the stator blade row is replaced by its model.
The second of these requirements is important in order to make the assessment of
the model against the discrete blade row meaningful. It will be shown below that,
in a rotor-stator pair, and under certain conditions, the relative stagnation pressure
P, relative stagnation temperature T' , and relative tangential flow angle a' at the
rotor-stator interface are imposed by the rotor only. Therefore, in the case of a stator
alone, located downstream of an imaginary rotor, the relative stagnation pressure,
stagnation temperature and tangential flow angle at the stator inflow do not depend
on the flow in the stator. In other words, these variables will not change when the
stator is replaced by its model, and they will be used to characterise the wake. These
variables will be referred to as the wake primary variables.
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Once these three flow variables are known at the stator inflow, the problem is to
compute the stator inflow boundary conditions as a function of the pitchwise variable
0, in a fashion which is consistent with the profile these same flow variables would
have in the presence of a real wake. The developments below will show that these
boundary conditions can be determined from the knowledge of P 2, T'2 and a' if the
static pressure at the interface P2 is also known.
C.3 Wake Primary Variables
All the developments below will assume the presence of an imaginary rotor directly
upstream of the stator for which the wake model is developed. The approach will
be quasi-2D, i.e. it will be assumed that cylindrical surfaces are flow streamsurfaces
which do not interact with one another. In all that follows, the index 2 will be used
to denote flow variables at the stator inflow.
C.3.1 Relative Stagnation Pressure
A wake from an imaginary upstream rotor blade results from the reunion of the rotor
blade pressure and suction side boundary layers at its trailing edge, and the wake
fluid relative stagnation pressure is therefore lower than the core flow. The relative
stagnation pressure Pt2 at the rotor-stator interface can be written as a function of 0
as:
P2 () = P 2coref() (C.1)
where f(0) describes the pitchwise relative stagnation pressure profile, assumed to
be unchanged when the stator is replaced by its model, and Pt2 core is the core flow
relative stagnation pressure at the rotor-stator interface.
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The average relative stagnation pressure loss in the two-dimensional rotor blade
row can be written as:
1 0 2
APt' = P- 2ir j Nblade p2 (o)V2 ()P (0) dO
Nblade
S- 212cor jNbade p2(O) VT2 (O)f(O) dO (C.2)
Nblade
= P' - kPcP'
21r
where k = - Pr-- f blad p2()VX2 (0)f(O) dO is a constant at a given operating
Nblade
point.
When a stator blade row is replaced by its model, the flow in the imaginary
upstream rotor is bound to be affected by the change in static pressure field at the
interface. However, if the change in interface static pressure is small, it can be assumed
that the loss in the rotor remains constant. As the rotor inflow relative stagnation
pressure Pt' is a boundary condition of the problem, this implies that the interface
core relative stagnation pressure P2 c will not change when the stator blade row is
replaced by its model. Equation C.1 then shows that the interface relative stagnation
pressure remains unchanged at every point. In other words, if the variations of stator
inflow static pressure field are small, Pt2 (0)' does not depend on the details of the flow
in the stator, and will not change when the stator is replaced by its model.
C.3.2 Relative Stagnation Temperature
In turbulent boundary layers, the Prandtl number is close to 1, which means that
the heat transfer inside the boundary layer uniformly distributes in the pitchwise
direction the streamwise change in rothalpy [29]. The flow rothalpy being defined by:
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U2
I = T-- (C.3)
S 2
this means that, in the two-dimensional case considered here, T' will also be uni-
form in the pitchwise direction, because the local rotation velocity u is uniform.
In addition, in the absence of any heat transfer, the stagnation temperature re-
mains unchanged from the rotor inflow to the rotor-stator interface. The relative
stagnation temperature T 2 at the rotor-stator interface therefore equals T', which is
a boundary condition, and hence does not depend on the flow in the stator, and will
not change when the stator is replaced by its model.
C.3.3 Relative Tangential Flow Angle
The relative tangential flow angle at the interface is approximately uniform in the
pitchwise direction, and is given by:
/ = ao + 6 (C.4)2 2geom
where 6 is the boundary layer deviation and om is the blade camber line trailing
edge angle. The deviation is usually small at the blade design point, and becomes
large only when approaching stall. All the cases computed here are conducted at
design, and can be assumed to remain close to design when the stator is replaced by
its model. It can therefore be inferred that a~ will not change either.
211
C.4 Construction of the Model
C.4.1 Choice of a Relative Stagnation Pressure Profile
The relative stagnation pressure profile function will be written in the form [28]:
f (0) 1 - Ke- )nf() = 1 - Ke- c (C.5)
where 90 is the 0-coordinate of the center of the wake, and K,n and C are param-
eters which control its shape. The value of these parameters is chosen to fit the wake
relative stagnation pressure profile C.5 to a typical relative stagnation pressure profile
downstream of a rotor. Such a profile has been measured at mid-span, immediately
downstream of the rotor in the rotor-stator computation conducted in chapter 6.
1.01
0.93 I I I  
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Pitchwise position (% of pitch)
Figure C-1: Fitting of the relative stagnation pressure profile
Figure C-1 shows the measured Pt2 profile in solid line. This profile is fit by
the following choice of parameters in equation C.5: K=0.06, n=2 and C=0.008 rad.
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Equation C.5 is plotted in dashed line on figure C-1 with this choice of parameters.
C.4.2 Computation of Pitchwisely Nonuniform Stator Inflow
Boundary Conditions
The relative stagnation pressure profile defined above, the uniform relative stagna-
tion temperature and relative tangential flow angle and the local static pressure are
used below in successive steps to construct pitchwisely nonuniform inflow boundary
conditions for a stator.
Relative Mach Number
The relative Mach number Mr can be deduced from the relative stagnation pressure
and the static pressure:
M' ( ) ( P )2(o) - 1 ))2 (C.6)M() 7 - 1 P2
Static Temperature
The static temperature can be calculated using the relative stagnation temperature
and the relative Mach number:
T2 2(C.7)
1 + 21M22 (0
Relative Velocity
The relative velocity can be deduced from the relative Mach number and the static
temperature:
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w2(0) = M2( ) /RT 2 (0)
Absolute Velocity and Absolute Tangential Flow Angle
The absolute velocity is calculated from the relative velocity using a velocity triangle
(figure C-2).
W
wake
wake core
U U
Vwake Yore
Figure C-2: Typical Velocity Triangles in the Core Flow and in the Wake
As can be seen on figure C-2, the velocity triangles constructed in the core flow and
in the wake differ significantly because of the difference in relative velocity between
the two flow regions. As a consequence, both the absolute velocity and absolute
tangential flow angle differ.
The absolute velocity and tangential angle are given by:
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(C.8)
12() = ((w2(0) cos a')2 + (W2( ) sin a' - 2) (C.9)
W2(0) Sin a' u
a 2 = arctan - u (C.10)W2(0) cos a2
Absolute Mach Number, Stagnation Pressure and Stagnation Tempera-
ture
The absolute Mach number is given by:
M2V2() (C.11)
2() RT2(8
Finally, the absolute stagnation pressure and temperature can be calculated using:
T,2(0) =T 2()(1+ 21 M22(0)) (C.13)
The developments above show that, if the interface relative stagnation pressure,
relative stagnation temperature and relative tangential flow angle are known, the
stator inflow boundary conditions can be calculated using the local static pressure.
C.5 Estimation of the Wake Model Parameters
In order to be able to use this model in practice, it is necessary to estimate what
the core relative stagnation pressure, the relative stagnation temperature, and the
relative tangential flow angle would be at the inflow of the considered stator, if this
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stator was located downstream of a rotor. These estimations are discussed below.
C.5.1 Relative Flow Angle
The relative flow angle at the rotor-stator interface has been discussed above, and is
given by equation C.4. As the operating point considered here is the blade design
point, it can be assumed that the deviation 6 is small, and the relative flow angle at
the interface will be assumed to equal the rotor blade trailing edge camber line angle.
The latter can be deduced from the rotor geometry.
C.5.2 Relative Stagnation Temperature T'2
As pointed out above, the relative stagnation temperature remains constant along a
streamline from the rotor inflow to outflow. In the quasi-2D approach used here, this
means that the relative stagnation temperature at the stator inflow equals the relative
stagnation temperature at the rotor inflow at the same radius, which is known as a
boundary condition of the problem.
C.5.3 Relative Stagnation Pressure P' )
The relative stagnation pressure P 2 (6) is given as a function of 0 by equations C.1 and
C.5. The core relative stagnation pressure P'2. is not known a priori, and cannot
be deduced from the rotor inflow boundary conditions because the loss through the
rotor is not known. An initial guess, followed by an iterative process, will be used
to compute P,cor and the iterations will aim at matching the rotor-stator interface
mass flow with the compressor design mass-flow.
Initial Guess
An initial guess of P 2 is obtained as:
216
, p22(1 .M2P f + 2 (C.14)
foNblade f(O) dO
where the averaged interface static pressure p2 and relative Mach number M2' are
defined as:
27r
2 2 blade P2 dO (C.15)
Nblade
M= 2 (C.16)
and
-2
- 2 (C.17)T2= T' 2
2 2Cp
V2 ~Vm2 2 2 2 (C.18)
Both the averaged meridional velocity Vm2 and averaged tangential velocity Vo2
are known from measurements conducted by MHI on the compressor.
Iteration on the value of P'2 coret2core
The values of T'2 , a2 and the initial guess of P'2coe can be used to implement equations
C.6 to C.10. An estimate of the 2-D mass-flow at the considered radius can therefore
be obtained as:
217
27r
T2D = lNbade 2 (0) V2 (8)COS O2(O) dO
S27r (C.19)
= Nblade P 2( V2() coS 2(o) dOo RT2(O)
where p2(0) is the interface local static pressure, and T2 (0),V 2 (0) and a 2(0) are
given by equations C.6 to C.10.
If the mass-flow computed by equation C.19 does not have the desired value, which
is likely with the first guess of P
'  obtained in the previous section, then P' 2  is
iterated on until satisfactory matching is obtained. The value of P/' is updated
•t2core
using the following scheme:
pt n+1 ( m2Dgoat m K~ (C.20)t2core 
core
where the superscripts ()n and ()n+1 denote iterations n and n+1 respectively, and
the coefficient K is empirically set at a value of 0.1 for fast and stable convergence.
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