The results of kinetic simulations of magnetic reconnection in Harris current sheets are analyzed. A range of guide fields is considered to study reconnection in plasmas characterized by different ␤ values, ␤Ͼm e /m i . Both an implicit particle-in-cell ͑PIC͒ simulation method and a parallel explicit PIC code are used. Simulations with mass ratios up to the physical value are performed. The simulations show that the reconnection rate decreases with the guide field and depends weakly on the mass ratio. The off-diagonal components of the electron pressure tensor break the frozen-in condition, even in low ␤ plasmas. In high ␤ plasmas, evidence is presented that whistler waves play a key role in the fast reconnection physics, while in low ␤ plasmas the kinetic Alfvén waves are important. The in-plane and the out-of-plane ion and electron motion are also considered, showing that they are influenced by the mass ratio and the plasma ␤.
I. INTRODUCTION
Magnetic reconnection causes global changes of the magnetic field topology and of the plasma properties, and the conversion of magnetic energy into plasma particle kinetic energy in form of plasma jetting and plasma heating. 1, 2 It is observed to occur in collisionless plasmas over a wide range of ␤ values: In the geomagnetic tail, 3 ␤ӷ1; the Earth's magnetopause, 4 ␤Ϸ1; the solar corona, 2 laboratory 5, 6 and fusion plasmas, 1 and astrophysical plasmas, 7 ␤р1. In the high ␤ case, the geospace environment magnetic ͑GEM͒ reconnection challenge ͑see Ref. 8 and references therein͒ has clarified the physics of fast reconnection. The primary mechanism by which the frozen-in condition is broken is given by the nongyrotropic electron pressure terms ͑e.g., see Refs. 9 and 10͒. The reconnection rate is then enhanced thanks to the Hall term, which gives rise to the whistler dynamics and decouples the electron and ion motion ͑e.g., see Ref. 8͒ .
At lower ␤, the physics of fast reconnection is still under investigation. Theoretical ͑e.g., see Ref. 9͒ and experimental 6 results provide strong evidence that fast reconnection still occurs in lower ␤ plasmas, but the reconnection rate is reduced. However, the scaling of the reconnection rate with the plasma ␤ and the mass ratio has not been clarified completely. Theoretical studies [11] [12] [13] have proposed kinetic Alfvén wave ͑KAW͒ dynamics as the mechanism that enables fast reconnection in lower ␤ plasmas, but the signature for this mechanism has been observed only in fluid simulations. 14 Recently, for ␤Ϸ1 plasmas, evidence has been presented that the off-diagonal terms of the electron pressure tensor break the frozen-in condition 15, 16 but it is not known what happens in lower ␤ plasmas. In low ␤ plasmas, drift motions are responsible for a typical asymmetry in the ion and electron motion in the reconnection plane, 9, 16 but how the velocities depend on the mass ratio and plasma ␤ has not been examined in detail.
The aim of the present paper is to study magnetic reconnection in plasmas with different ␤ values, using kinetic simulation to study reconnection at low plasma ␤ with mass ratios up to the physical value. The reconnection process is simulated using two particle-in-cell ͑PIC͒ codes, which model both kinetic ions and electrons. One is CELESTE3D, an implicit PIC code, [17] [18] [19] which is particularly suitable for large scale simulations with high mass ratios, and the other NPIC, a two-dimensional massively parallel explicit code, 20, 21 which is much more expensive to run but which resolves all scales. The initial condition is a perturbed Harris sheet equilibrium and the system is permitted to evolve freely. The plasma ␤ is changed by varying the intensity of the initial guide field, ranging from ␤ӷ1 ͑no guide field case͒, to ␤Ͻ1 ͑strong guide field͒.
It should be remarked that other physical systems have been considered in the literature in order to study reconnection in low ␤ plasmas.
14,22-24 Nishimura et al. 22 consider a
sheet pinch equilibrium 23 and analyze the growth of tearing and Buneman instabilities. Drake et al. 24 simulate a thin double current layer in three dimensions, in which the total magnetic field B and density are constant. The simulations show the development of turbulence that collapses in structures where the electron density is depleted. Rogers et al. 14 consider fluid simulations of wider current layers and point out that both the total ␤ and the ␤ based on the reconnecting field ͓␤ x ϭ8n 0 (T i ϩT e )/B x0 2 , where B x0 is the asymptotic reconnecting field͔ play an important role in determining the structure of the out-of-plane field and pressure profiles. ͑In our simulations, the total ␤ is varied, while ␤ x is held fixed.͒ The conclusions described in the literature above do not apply directly to our results because they are based on different equilibria.
Our simulations yield several new results. First, we determine the scaling of the reconnection rate with large guide fields and high mass ratios. Second, we identify the mechanism by which the frozen-in condition is broken in the presence of a strong guide field, a crucial problem in the physics of reconnection. Third, we analyze the influence of the guide field on the in-plane and out-of-plane ion and electron velocities. Fourth and final, we demonstrate through our fully kinetic simulations with a strong guide field the typical electron density pattern related to the KAW dynamics previously predicted by theoretical studies 12 and shown by fluid simulations.
velocity in the y direction is V i0 ϭ1.67V A , where V A is the Alfvén velocity defined with the density n 0 and the field B 0 , and V e0 /V i0 ϭϪT e /T i . The equilibrium current is mostly carried by ions because V i0 ϭϪ5V e0 . The ion inertial length, d i ϭc/ pi , is defined using the density n 0 .
The standard GEM challenge is modified by introducing an initially uniform guide field B y ϭB y0 (B y0 ϭ0,B 0 ,5B 0 ), which eliminates the line of null magnetic field for B y0 0. Different mass ratios are used, m i /m e ϭ25 ͑standard GEM mass ratio͒, m i /m e ϭ180, and the physical mass ratio for hydrogen m i /m e ϭ1836. Following Ref. 8, the Harris equilibrium is modified by introducing an initial flux perturbation in the form
with A y0 ϭ0.1B 0 c/ pi . The perturbation introduces in the Harris current sheet a seed magnetic island with X point at xϭ0 and zϭ0. This magnetic island develops and grows during reconnection. The boundary conditions for the particles and fields are periodic in the x direction. Conducting boundary conditions are imposed for the fields at the z boundaries while reflecting boundary conditions are used for the particles.
The simulations shown in the present paper are performed using two PIC codes, CELESTE3D, an implicit PIC code, and NPIC, an explicit simulation code. The implicit PIC method, and particularly the code CELESTE3D, has been applied to many problems in plasma physics in one dimension, 26 in two dimensions, 10, 18, [27] [28] [29] [30] and three dimensions. [31] [32] [33] NPIC has been used to study the dynamics of thin current layers. 34, 35 CELESTE3D solves the full set of Maxwell-Vlasov equations using the implicit moment method. [17] [18] [19] The implicit moment method allows simulations on ion length and time scales, while retaining the kinetic effects on these scales for both electrons and ions. Both Maxwell's equations and the particle equations of motion are discretized implicitly in time. With large time steps, the discretized equations model a quasineutral plasma, in which random fluctuations in the electrostatic field are much reduced compared with an explicit solution with the same number of particles, and smooth solutions are obtained with a relatively small number of particles per cell.
The explicit plasma simulation code NPIC is based on a well-known explicit electromagnetic algorithm. 20, 21 Maxwell's equations are advanced in time using either a simple explicit algorithm 21 or a semi-implicit method that permits 20 This corresponds to an implicit treatment of light waves, while the rest of the algorithm remains explicit and the electron plasma frequency and cyclotron motion are fully resolved. In this manuscript, all simulations at low mass ratio m i /m e ϭ25 were performed with the simple explicit version of the field solver, while two of the simulations at higher mass ratio (m i /m e ϭ180, B y0 ϭ0, B 0 ) were performed with the semi-implicit version of the field solver with a time step approximately three times larger than the Courant limit. For the strong guide field high mass ratio case (m i /m e ϭ180, B y0 ϭ5B 0 ), the simple explicit field solver was employed since the time constraint imposed by the guide field on the particle mover is more limiting. Extensive comparisons between the two versions of the field solver have revealed no significant differences. NPIC is run on a parallel computer using domain decomposition with calls to the Message Passing Interface ͑MPI͒ library.
The explicit simulation is much more expensive because it must observe the time step limit, ⌬tϽ2/ pe , and the mesh spacing required to avoid the finite grid instability, ⌬x р2 De , with pe and De denoting the electron plasma frequency and Debye length. The implicit simulations must respect an accuracy condition, v th,e ⌬tϽ⌬x, whose principal effect is to determine how well energy is conserved ͑see , is much less expensive. ͑The time step can be kept constant with respect to the ion plasma frequency and the ratio ci / pi is scaled as (m i /m e ) 1/2 , in order to maintain the ratios i /L and v th,e /c constant. 10 ͒ However, the explicit PIC method resolves all relevant scales within the plasma, and with a massively parallel computer, now even high mass ratio simulations are becoming feasible in two dimensions. The explicit simulations reported here stretch the limit of the current computational resources; 128 processors on the Los Alamos Q-machine were used. The implicit simulations, by comparison, are run on a commodity PC with a single Pentium IV processor.
The simulation parameters for CELESTE3D, with m i /m e ϭ25, are a N x ϫN z ϭ64ϫ64 grid, with time step pi ⌬tϭ0.3, and 25 particles per species per cell, for a total of 2ϫ10 5 computational particles. For high mass ratios, the simulations are performed by CELESTE3D with the same simulation parameters, except for the m i /m e ϭ1836 case where the time step is reduced to pi ⌬tϭ0.1.
The simulation parameters for NPIC, with m i /m e ϭ25, are a N x ϫN z ϭ1024ϫ512 grid, 104ϫ10 6 computational particles and a time step corresponding to pi ⌬tϭ0.029 for B y0 ϭ0, B 0 , and pi ⌬tϭ0.014 at B y0 ϭ5B 0 . For the high mass ratio cases m i /m e ϭ180, the simulation parameters are N x ϫN z ϭ2560ϫ1280, 1ϫ10 9 particles, and a time step pi ⌬tϭ0.019 for B y0 ϭ0, B 0 , and pi ⌬tϭ0.0064 at B y0 ϭ5B 0 . For the case B y0 ϭ5B 0 and m i /m e ϭ25, a more detailed explicit simulation with grid N x ϫN z ϭ3072ϫ1536 has been performed, with time step pi ⌬tϭ0.0065, and with 1 9 particles. In comparison to the simulations with grid N x ϫN z ϭ1024ϫ512, the latter simulation does resolve the electron gyroradius, with grid spacing ⌬xϭ⌬zϭ0.016L and e ϭ0.032L.
In general, as is discussed below the results from the two codes agree for the mass ratios m i /m e ϭ25,180. CELESTE3D is also used to simulate the physical mass ratio m i /m e ϭ1836. No comparison with NPIC is possible for this case, since only CELESTE3D can do this problem.
In conclusion, the strength of our approach is that it is based on two independent codes with complementary capabilities. It should be remarked that this degree of verification is rarely observed in the literature.
III. SIMULATION RESULTS
A set of simulations is performed, using different mass ratios (m i /m e ϭ25, m i /m e ϭ180, and m i /m e ϭ1836) and different guide fields: the standard GEM challenge with B y0 ϭ0, B y0 ϭB 0 , and B y0 ϭ5B 0 , corresponding to ␤ϭϱ, ␤ϭ1.2, and ␤ϭ0.048, in the center of the current sheet ͓␤ϭ8(n 0 ϩn b )(T i ϩT e )/B y0 2 ͔. In all cases, the typical evolution of the magnetic flux and the out-of-plane current is similar to the picture of magnetic reconnection in the absence of a guide field provided by the GEM challenge project ͑e.g., in Ref. 18͒. In particular, in the presence of a guide field reconnection still occurs but it requires a longer time and saturates at a lower level. The current is considerably more filamentary and peaks of negative current appear which are not present in the standard GEM challenge with no guide field.
In Fig. 1 , the reconnection flux as a function of time for both NPIC and CELESTE3D simulations are shown. The reconnected flux is measured as the flux difference ⌬⌿ between the X and the O points. Simulations are performed with m i /m e ϭ25,180,1836 with the implicit PIC code CELESTE3D and with m i /m e ϭ25,180 for the explicit PIC code NPIC. All the simulations show a similar evolution. After slow initial growth, which lasts until t ci Ϸ10 ͑or longer, for higher guide fields͒, reconnection enters a fast phase that persists until the saturation level is reached. During the fast reconnection phase, both NPIC and CELESTE3D ͑when simulations with enhanced spatial resolution are performed͒ show multiple small scale islands, which merge at later time into a single island. The saturation level decreases with the guide field, because the out-of-plane magnetic field influences the plasma motion reducing its compressibility.
The reconnection rates that best fit the fast reconnection phase are listed in Table II for CELESTE3D and in Table III for NPIC. In general, the reconnection rate decreases as the guide field increases for all values of the mass ratio, as the fast reconnection mechanism becomes less efficient in low-␤ plasmas. Both CELESTE3D and NPIC show that the reconnection rate increases weakly with the mass ratio for all the guide fields considered.
For the reconnected flux, the results of the explicit and implicit simulations agree remarkably well for both mass ratios and all the guide fields. As Tables II and III show, the two codes give reconnection rates within 5% of each other. Also, the saturation levels are similar in the two codes. It should be remarked that, in some cases, the fast reconnection phase starts later in explicit simulations. The later start is due to the reduced initial noise in the explicit simulation because of a much larger number of particles.
A study of sensitivity of the explicit simulation to the simulation parameters is shown in Fig. 2 . The reconnected flux is plotted for m i /m e ϭ25 and B y0 ϭ5 as a function of time, for two NPIC simulations: the standard resolution simulation (N x ϫN z ϭ1024ϫ512 grid, pi ⌬tϭ0.014, and 2ϫ10 5 particles͒ and the higher resolution simulation that does resolve the electron gyromotion (N x ϫN z ϭ3072 ϫ1536 grid, pi ⌬tϭ0.0065, and 1ϫ10 9 particles͒. The slope of the two is very similar in both runs. The only noticeable difference is a later start of the fast reconnection phase for the higher resolution case, confirming that an increased number of particles ͑i.e., a reduced initial noise͒ postpones the fast reconnection phase.
The energy associated with the different components of the magnetic field, and the electron and ion kinetic energy are plotted in Fig. 3 . The reconnection process causes a decrease of the total magnetic energy, because the x component of the magnetic field is destroyed by the reconnection pro- cess. In particular our results show that, while the energy related to the y component of the magnetic field is almost constant ͑it slightly increases in the B y ϭ0, B 0 case͒, the B x field energy decreases, and the energy of the z component of the magnetic field, which is created during the reconnection process, grows. The lost magnetic energy is transferred to the ions and electrons in form of kinetic energy. In the following section, the mechanism which leads to the breakup of the frozen-in condition for electrons is analyzed, and the general motion of ions and electrons depending on the guide field is studied. Finally, the mechanism of fast reconnection is pointed out, when the whistler dynamics are suppressed by the presence of the guide field.
A. Violation of the frozen-in condition
The frozen-in condition is a characteristic property of ideal magnetohydrodynamics ͑MHD͒ plasmas, which forces plasma and magnetic fields to move together. As long as the frozen-in condition is satisfied, the magnetic field topology cannot change and reconnection cannot take place.
1 Reconnection cannot occur unless some mechanism breaks the frozen-in condition. Once the frozen-in condition is broken, the plasma particles can move relative to the magnetic field, and the magnetic field lines can reconnect and change their topology.
Fundamentally, the frozen-in condition follows from the assumption of ideal plasmas, where Ohm's law reduces to ideal terms only. However, in collisionless plasmas the complete Ohm's law includes a number of terms neglected in the ideal MHD limit that can be significant and can potentially break the frozen-in condition. The complete Ohm's law states that the reconnection electric field, which is proportional to the reconnection rate, can be expressed as ͑e. where the resistive term is not included, since it is rigorously zero in collisionless plasmas. At the X point, the magnetic field components B x and B z vanish and the only contributions to the reconnection electric field are given by gradients of the off-diagonal terms of the electron pressure and electron inertial effects. A considerable debate has taken place in the literature among supporters of one or the other of the two mechanisms.
In the zero guide field case, the general consensus is that the off-diagonal terms of the pressure tensor are the main players, while the electron inertia is negligible. Kutnetsova et al. 37 show that the electrons become demagnetized near the X point, at distances comparable to the electron meandering lengths, , ͑7͒
and execute a bounce motion which results in the presence of off-diagonal terms of the electron pressure tensor. In this case, the off-diagonal terms of the electron pressure are most important in breaking the frozen-in condition. 9, 10 In the presence of a guide field, no established result has yet been agreed upon. Evidence has been given that the elec -FIG. 3 . Plotted are the relative variation of the total energy of the plasma, ͓E tot (t)ϪE tot (0)͔/E tot (0) ͑a͒; the energy of the y component of the magnetic field, E By ͑b͒; the energy of the x component of the magnetic field, E Bx ͑c͒; the energy of the z component of the magnetic field, E Bz ͑d͒; the electron kinetic energy, E kin,e ͑e͒, and the ion kinetic energy, E kin,i ͑f͒ for the CELESTE3D simulation with m i /m e ϭ25, pi ⌬tϭ0.08, and B y0 ϭ5B 0 . The energies are normalized to E Bx (0). tron pressure is still the mechanism that allows reconnection in presence of a weak guide field (B y0 ϭ0.3B 0 , B y0 ϭ0.8B 0 ). 15, 16 In the present work we consider larger guide fields and investigate what mechanism breaks the frozen-in condition.
Figures 4 and 5 show the nonideal part of out-of-plane electric field ͓i.e., E y ϩ(v ze B x Ϫv xe B z )/c, which is the difference between the electric field E y and the ideal terms v e ϫB/c], and the contribution of the electron pressure terms close to the X point during the reconnection process. Simulations performed by NPIC ͑Fig. 4͒ and CELESTE3D ͑Fig. 5͒ with the guide fields B y0 ϭ0, B y0 ϭB 0 , and B y0 ϭ5B 0 are considered for a mass ratio m i /m e ϭ25.
In the B y0 ϭ0 case, we confirm the previous findings predicting that the electron pressure tensor is the dominant contribution at the X point ͑e.g., see Refs. 9 and 10͒ on a scale length of the order of the electron meandering length. 10 For B y0 ϭB 0 and B y0 ϭ5B 0 , the symmetry of the break-up region seen in the B y0 ϭ0 case is lost and is replaced by a more complex nonsymmetric structure. Figures 4  and 5 show that the electron pressure is the dominant nonideal term with B y0 ϭB 0 and B y0 ϭ5B 0 .
It should be remarked that the out-of-plane electron velocity evaluated from both simulations shows that electron inertia alone cannot be responsible for the break-up mechanism. Figure 6 , which shows results for the case m i /m e ϭ25 and B y0 ϭ5B 0 from NPIC, allows one to study the contributions to the nonideal electric field ͓plotted in Fig. 6͑a͔͒ . In Fig. 6͑b͒ are shown the off-diagonal terms of the electron pressure tensor, in Fig. 6͑c͒ the convective inertial terms, v xe ‫ץ‬v ye /‫ץ‬xϩv ze ‫ץ‬v ye /‫ץ‬z, and in Fig. 6͑d͒ the inertial term, computed as the difference between the nonideal electric field and the pressure contribution. As in the zero guide field case, the pressure terms dominate in the region closest to the X point, while the inertia terms are relevant at intermediate lengths. The contribution of the term ‫ץ‬v ye /‫ץ‬t appears small because Figs. 6͑c͒ and 6͑d͒ are similar. The ideal terms give the main contribution far away from the reconnection region. According to these results, the importance of the pressure terms does not decrease in presence of a guide field. However, the spatial thickness of the region in which these terms dominate is of order e and thus decreases with increasing guide field.
If the off-diagonal terms of the pressure tensor are indeed responsible for breaking the frozen-in condition and allowing electrons to move relative to the magnetic field lines, thereby enabling reconnection to take place, what is the cause of the presence of off-diagonal terms of the pressure tensor in the first place?
To study the origin of off-diagonal terms of the pressure tensor, the simple approximations upon which most fluid models are based are no longer valid. More advanced fluid models incorporating the presence of off-diagonal terms for the pressure tensor have been recently designed to study the specific issue being considered here. 15 Based on the theoretical derivations, the off-diagonal components of the pressure are generated by gradients of the electron flow velocity in the y direction and by differences in the diagonal terms of the pressure tensor where the heat flux has been ignored. It is assumed that B y ӷB x and B y ӷB z , that the diagonal components of the pressure tensor are much larger than the off-diagonal components, and that ӷL/v e , where is a typical evolution scale, v e is a typical electron velocity, and L is a typical scale length. For the B y0 ϭ5B 0 case, Fig. 7 compares the actual value of P xye and P yze obtained from the simulation, with the value computed from Eqs. ͑8͒ and ͑9͒, for the NPIC simulation. Once again, there is a good agreement between the simulation results and the theoretical predictions. The contribution to the off-diagonal terms in Eqs. ͑8͒ and ͑9͒ have been evaluated separately. It has been found that P zze / ce ‫ץ‬v ye /‫ץ‬z plays an important role in the evaluation of P xye , while the contribution of P xxe / ce ‫ץ‬v ye /‫ץ‬x is not important to P yze and thus P yze ϷB z ( P yye Ϫ P xxe )/B y . CELESTE3D confirms these findings.
For B y0 ϭ0 the results of the two codes are in very good agreement, although NPIC results are more refined because of the higher number of particles. For B y0 ϭB 0 and B y0 ϭ5B 0 , the results of the two codes need further discussion. ͑b͒; v xe ‫ץ‬v ye /‫ץ‬x ϩv ze ‫ץ‬v ye /‫ץ‬z ͑c͒ and by all the inertia terms, evaluated as the difference between the nonideal electric field and the pressure contribution. ͑d͒ We consider m i /m e ϭ25, B y0 ϭ5B 0 . The results are plotted at a time when ⌬⌿ ϭ1. These results are from NPIC, and represent average over 100 time slices separated each other by a time step ⌬t pi ϭ0.14.
Both NPIC and CELESTE3D do indicate that the contribution of the electron pressure tensor is responsible for the breakup of the frozen-in condition for all the guide fields. Moreover, the numerical value of the nonideal electric field at the X point and its pressure contribution, which is equal to the reconnection rate, are similar in the explicit and implicit simulations. However, only the higher spatial grid resolution of NPIC reveals that the characteristic thickness of the break-up region is of the order of a few e in presence of a guide field, while the implicit moment method spreads out the electron diffusion region from the electron gyroradius to a scale linked to the grid spacing.
As an aside, it should be pointed out that implicit simulations with B y0 ϭ5B 0 that explore the electron break-up region are computationally very expensive, as they require the temporal resolution of the electron gyromotion.
B. Ion and electron motion
When B y0 ϭ0, the ions and electrons EϫB drift towards the X point along the z direction ͑see, e.g., Ref. 9͒. The ions become demagnetized at distances of the order of a few d i , because of the Hall effect, are accelerated along the y direction by the reconnection electric field E y and flow outwards in the x direction at the Alfvén speed, where they are diverted by the B z magnetic field. The electrons follow a similar flow pattern, except that they are demagnetized at shorter distances, of the order of the electron meandering lengths ͓see Eq. ͑7͔͒, and are expelled at super-Alfvénic velocities. The whole ion and electron motion is up-down and left-right symmetric.
The presence of a guide field rotates the EϫB motion, causes ions and electrons to drift in directions not otherwise possible, and destroys the symmetry with respect to the z ϭ0 axes. In Figs. 8 and 9 , the ion and electron motion in the (x,z) plane is represented in the presence of a guide field.
In all cases, the ions are diverted when they approach the X point in an antisymmetric way with respect to the xϭ0   FIG. 7 . ͑Color online͒. The actual offdiagonal terms of the electron pressure tensor from the NPIC simulation with m i /m e ϭ25 and B y0 ϭ5B 0 are plotted. Shown are P xye ͑a͒, and P zye ͑c͒, and their values computed from Eqs. ͑8͒ ͑b͒ and ͑9͒ ͑d͒. The results are plotted at a time when ⌬⌿ϭ1. The data are averaged over 100 time slices separated by a time step ⌬t pi ϭ0.14. line. Their outflow motion is primarily along x. The outflow region becomes smaller as the guide field increases. The electron dynamics are completely different and depend strongly on the guide field. In the B y0 ϭB 0 case ͑Fig. 8͒ electrons exhibit a strong flow along the separatrix. The motion is inward in the first and third quadrant, and outward in the second and fourth quadrants. Our simulation confirms the asymmetric motion of the electrons, which has been shown theoretically to have an important role in the reconnection process. [11] [12] [13] In the presence of a stronger guide field, B y0 ϭ5B 0 ͑Fig. 9͒, the electrons flow with a similar pattern to the B y0 ϭB 0 case, but the in-plane motion is more localized.
The electron motion along the y direction ͑i.e., the outof-plane direction of the guide field͒ is also affected by the guide field. This is shown in Fig. 10 , where CELESTE3D and NPIC results are compared. When B y0 ϭ0, the ions are accelerated by the reconnection electric field E y at the X point along the y direction. However, the B z field diverts the electrons, decreasing the y velocity, and forcing the outflow in the x direction. In the presence of a guide field, even far from the X point, the electrons maintain a significant velocity in the y direction, as they flow along the magnetic field. The electron motion is concentrated at the separatrix and the y velocity increases with the guide field. Figure 11 shows the details of the electron distribution function. The histograms represent the distribution of the velocity v x , v y , and v z in a region close to the X point, for different guide fields. In particular, the v y distribution shows the presence of a drift that increases with the guide field. Moreover, in the case B y0 ϭ5B 0 , the presence of the background population is shown by a peak in the distribution near v y0 ϭ0.
CELESTE3D results 38 reveal also a dependence of the out-of-plane velocity on the mass ratio, showing that lighter electrons reach higher velocities. 
C. Fast reconnection mechanism
One of the main new development in the understanding of reconnection in the last few years has been the discovery of the importance of the presence of both an ion diffusion region and an electron diffusion region ͑see, e.g., Ref. 39͒. In the ion diffusion region, the electrons and the ions uncouple and while the electrons continue to be bound to the field lines by the frozen-in condition, the ions can flow freely. In the smaller electron diffusion region, the electrons become uncoupled as well and the reconnection process can change the topology of the field lines.
In Sec. III A, the mechanism active in the inner layer and responsible for uncoupling the electrons from the magnetic field has been studied and has been identified with the offdiagonal terms of the pressure tensor. In the present section, attention is focused on the outer layer, which is responsible for uncoupling the ions.
When B y0 ϭ0, the Hall term in Ohm's law JϫB decouples electron and ion motion and strongly enhances the reconnection rate. Because of the Hall effect, ion motion decouples from the electrons and the magnetic field at a distance of the order of d i and the whistler dynamics are enabled. The whistler waves have a quadratic dispersion relation (ϰk 2 ), 11 and a characteristic group speed that is inversely proportional to the length scale of the process. The dispersion is an essential component of Hall reconnection physics. As the scales are compressed within the ion layer, the outflow speed increases to balance the higher whistler wave speed, leading to a scale invariant reconnection rate. Thus, unlike the Sweet-Parker model where the outflow is limited by the Alfvén speed, the presence of the quadratic dispersion relation allows outflows from the inner electron layer at much higher speeds, thereby enabling fast reconnection. The mechanism is now well established and described in textbooks and articles, for example Refs. 1 and 40 give full descriptions. The typical signature of the Hall effect is the presence of a quadrupolar out-of-plane magnetic field, 41, 42 which has also been observed by some satellite observations. 3 At low ␤, the whistler dynamics are pushed to smaller scales, [11] [12] [13] because of magnetic field compression, B y0 ""v, which remains finite even if the motion is almost incompressible. Provided ␤Ͼm e /m i ͓i.e., s Ͼd e , s 2 ϭc 2 m i (T e ϩT i )/e 2 B y0 2 ], parallel gradients of the electron pressure due to variations in electron density, ٌ ʈ n e , support a parallel electric field. 12 The dispersion corresponds to KAW, and is similar to the dispersion of the whistler wave (ϰk 2 ). Thus fast reconnection is possible through the same mechanism described above.
The KAWs are characterized by a scale length s , which replaces d i as the spatial scale of interest in presence of a guide field, and a quadrupolar density structure. 12 The electron density variation is due to an ion polarization drift, which causes the electron density gradient to reverse direction across the X point as the vertical magnetic field lines change polarity. Consequently, there is a quadrupolar pattern to the electron density and a parallel electric field that allows the ions to flow across B and reconnection to occur. This process happens on the scale length s . The electron density pattern in the presence of a guide field from a simulation is plotted in Fig. 12 . The quadrupolar structure close to the reconnection region is as predicted, and has not been observed previously in kinetic simulations. At still lower ␤ (␤Ͻm e /m i ), ions and electrons are tightly coupled, ions are forced to follow the electron dynamics, and fast reconnection is not possible. We have restricted our simulations to plasma ␤s for which fluid models predict fast reconnection. Our systematic kinetic study of fast reconnection as a function of the plasma ␤ confirms the fluid results.
In Fig. 13 , the out-of-plane magnetic field during the reconnection process is plotted for different mass ratios and different guide fields. In the zero guide field case, the out-ofplane magnetic field presents the typical quadrupolar symmetric structure due to the Hall effect. When a guide field is added to the initial Harris sheet equilibrium, the out-of-plane magnetic field is dramatically altered. The quadrupolar structure due to the Hall effect, is weakened and tilted at B y0 ϭB 0 , and is unidentifiable for B y0 ϭ5B 0 . Even if the pattern of the magnetic field does not depend on the mass ratios, the maximum and minimum values are affected.
The width of the ion outflow region is shown in Fig. 14 for three different guide fields, by examining the x component of the ion velocity, v xi . It is remarkable that for all guide fields, the ion outflow pattern is not influenced by the mass ratios. It follows that, at least for the range of guide fields studied, there is a mechanism that decouples the ion and electron dynamics ͑the electron dynamics depend on the mass ratio͒. Without a guide field, the outflow region is of the order of a few d i . In the presence of the guide field B y0 ϭB 0 , the outflow width decreases, and with a stronger guide field, B y0 ϭ5B 0 , the outflow region is narrower ͑Fig. 14͒. We note also that the scale length of interest, s , of this regime decreases when the guide field increases.
As Tables II and III show, the reconnection rate decreases as the guide field increases and the fast reconnection mechanism transitions occur from whistler dynamics to KAW dynamics. Experimental results confirm this trend 6 as well as previous numerical results. 9 A scaling law for the reconnection rate has been proposed with this same property. 43 The reconnection rate shows only a weak dependence on the mass ratio. For B y0 ϭ0, Shay and Drake 39 have demonstrated that the reconnection rate is insensitive to the physics that breaks the frozen-in condition. Consequently, the rate is insensitive to the electron mass. This is confirmed by previous kinetic calculations extended to the physical mass ratio in Ref. 10 .
IV. CONCLUSIONS
By performing kinetic simulations of Harris current sheets with different guide fields and different mass ratios, the physics of magnetic reconnection in plasmas characterized by different ␤ values has been studied.
A main result of these simulations is the scaling of the reconnection rate with the guide field and the mass ratio, up to physical values. As in the case of high ␤ plasmas, the mechanism which breaks the electron frozen-in condition is provided by the off-diagonal terms of the electron pressure tensor. The simulations extend the results to high guide fields, and demonstrate that the scale length of the diffusion region passes from the electron meandering length for B y0 ϭ0 to the electron gyroradius as the guide field increases. The simulations indicate that the mechanism that allows fast reconnection changes with ␤. For high ␤, the typical quadrupolar structure of the out-of-plane magnetic field associated with whistler dynamics is present in the simulations. This mechanism decouples electrons and ions. At low ␤ ͑high guide fields͒, KAW dynamics decouples electron and ions. The quadrupolar electron density pattern which characterizes KAW as predicted theoretically and by fluid models is observed in the simulations. The presence of a guide field causes additional components of the EϫB drift, which modify the ion and electron motion causing asymmetric plasma flow.
The implicit and the explicit codes agree on the reconnection rate and the total reconnected flux, the structure of the out-of-plane magnetic field, and the electron velocity.
Even though electron scales are not resolved by CELESTE3D, the electron gyrotropic pressure contributions are still clearly responsible for breaking the frozen-in condition, but they are distributed over a more extended spatial scale.
In closing, we note that an experimental setup has been built to study experimentally the dependence of reconnection on the guide field 5 and we plan to compare our simulation results with the experiments.
FIG. 14. ͑Color online͒. The ion velocity v xi is plotted when ⌬⌿ϭ1, for B y0 ϭ0 ͑a,b͒, B y0 ϭB 0 ͑c,d͒, B y0 ϭ5B 0 ͑e,f͒, and mass ratio m i /m e ϭ25 ͑a,c,e͒, m i /m e ϭ1836 ͑b,d,f͒. These results are from CELESTE3D.
