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We present the equivalence of some stochastic fixed point iterative algorithms by proving the equivalence between the convergence
of random implicit Jungck-Kirk-multistep, random implicit Jungck-Kirk-Noor, random implicit Jungck-Kirk-Ishikawa, and
random implicit Jungck-Kirk-Mann iterative algorithms for generalized 𝜑-contractive-like random operators defined on separable
Banach spaces.
1. Introduction
Probabilistic functional analysis is an aspect of mathematics
that deals with probabilistic models to solve uncertainties
and ambiguities that exist in real-world problems. Random
nonlinear analysis is a vital area of probabilistic functional
analysis that deals with various classes of random operator
equations and related problems and solutions. The devel-
opment of various random methods has transformed the
financial markets. Random fixed point theorems for random
contraction mappings on separable complete metric spaces
were first proved by Spacek [1] and Hans (see [2, 3]). Random
fixed point theory has become the full-fledged research area
and various ideas associated with the theory are applied to
obtain the solutions to a class of stochastic integral equations
(see [4, 5]). Randomfixed theorems arewell known stochastic
generalizations of classical fixed point theorems and are
usually needed in the theory of random equations, random
matrices, random differential equations, and different classes
of random operators emanating in physical systems [6, 7].
The origin and various generalizations of random fixed point
theorem exist in the literature; for complete survey, see [3]
and several related references therein.
The concept of employing various iterative schemes in
approximating fixed points of contractive-like operators is
very useful in fixed point theory and applications and other
relevant fields like numerical analysis, operation research,
and so forth (see [8–15]) This is due to the close relationship
that exists between the problem of solving nonlinear equa-
tions and that of approximating fixed points of corresponding
contractive-like operator.
However, while many researchers have proved useful
results on the equivalence of the various iterations, that is,
the convergence of any of the iterative methods to the unique
fixed point of the contractive operator for single map 𝑇 is
equivalent to the convergence of the other iterations (see
[16–24]), it is observed that little result is known of the
equivalence of implicit schemes for a pair of maps [25]. This
work will address these areas.
2. Preliminary
Definition 1. Let (Ω, Σ, 𝜇) be a complete probability measure
space and𝑌 a nonempty subset of a separable Banach space𝐸.
For two random mappings 𝑆, 𝑇 : Ω × 𝑌 → 𝐸 with 𝑇(𝜔, 𝑌) ⊆𝑆(𝜔, 𝑌) and 𝐶 being a nonempty closed convex subset of a
separable Banach space𝐸, there exists a real number𝛿 ∈ [0, 1)
and a monotone increasing function 𝜑 : R+ → R+ with𝜑(0) = 0, and for all 𝑥, 𝑦 ∈ 𝐶, one has󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 ≤ 𝛿 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩+ 𝜑 (󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩) , (1)
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and for 𝑥, 𝑦 ∈ 𝐶 and ℎ ∈ (0, 1), one has
󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 ≤ ℎmax{󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 ,
‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖ + 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑦) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩2 ,󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑦) − 𝑇 (𝜔, 𝑥)󵄩󵄩󵄩󵄩2 } ,
(2)
󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 ≤ ℎmax{󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 ,
‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖ + 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑦) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩2 ,
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 , 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑦) − 𝑇 (𝜔, 𝑥)󵄩󵄩󵄩󵄩} .
(3)
For 𝑥, 𝑦 ∈ 𝐶, 𝐿 > 0, 0 < 𝛿 < 1,󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 ≤ 𝛿 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩+ 𝐿 ‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖ . (4)
For 𝑥, 𝑦 ∈ 𝐶, 0 ≤ 𝛿 < 1, 𝑀 ≥ 0 and since 𝜑 : R+ → R+ is a
monotone increasing sequence with 𝜑(0) = 0, then󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩
≤ 𝛿 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 + 𝜑 (‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖)1 +𝑀‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖ ,
(5)
󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑦)󵄩󵄩󵄩󵄩
≤ 𝛿 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 + 𝜑 (‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖) . (6)
Remark 2. Observe that the contractive conditions imply one
another but not conversely: (2)⇒ (3)⇒ (4)⇒ (5)⇒ (6).
Definition 3. Let (Ω, Σ) be a measurable space and 𝐶 be a
nonempty closed convex sunset of a separable Banach space𝐸. A function 𝑇 : Ω → 𝐶 is said to be measurable if 𝑇−1(B ∩𝐶) ∈ Σ for each Borel setB of 𝐸. A function 𝑇 : Ω × 𝐶 → 𝐶
is called a random operator if 𝑇(⋅, 𝑥) : Ω → 𝐶 is measurable
for every 𝑥 ∈ 𝐶. A measurable function 𝑓 : Ω → 𝐶 is called
a random fixed point for the operator 𝑇 : Ω × 𝐶 → 𝐶 if𝑇(𝜔, 𝑓(𝜔)) = 𝑓(𝜔).
Definition 4. Let (Ω, Σ) be a measurable space and 𝐶 be a
nonempty closed convex subset of a separable Banach space𝐸. A measurable function 𝑓 : Ω → 𝐶 is called a random
coincidence for two random mappings 𝑆, 𝑇 : Ω × 𝐶 → 𝐶
if 𝑇(𝜔, 𝑓(𝜔)) = 𝑆(𝜔, 𝑓(𝜔)) for all 𝜔 ∈ Ω. The maps 𝑆, 𝑇
are said to be random weakly compatible if they commute at
their random coincidence; that is, if 𝑆(𝜔, 𝑓(𝜔)) = 𝑇(𝜔, 𝑓(𝜔))
for every 𝜔 ∈ Ω, then 𝑆(𝑇(𝜔, 𝑓(𝜔))) = 𝑇(𝑆(𝜔, 𝑓(𝜔))) or𝑆(𝜔, 𝑇(𝜔, 𝑓(𝜔))) = 𝑇(𝜔, 𝑆(𝜔, 𝑓(𝜔))).
We define the random explicit Jungck-Kirk-multistep
hybrid iterative algorithm as follows.
Let (Ω, Σ) be a measurable space and 𝐶 be a nonempty
closed convex subset of a separable Banach space 𝐸. Let 𝑆, 𝑇 :Ω×𝐶 → 𝐸 be two randommappings with𝑇(𝜔, 𝐶) ⊆ 𝑆(𝜔, 𝐶).
Let 𝑥0, 𝑦0, 𝑧0, 𝑢0 : Ω → 𝐶 be an arbitrary measurable
mapping for 𝜔 ∈ Ω, for 𝑛 = 1, 2, . . ..
(i) The random explicit Jungck-Kirk-multistep hybrid
iterative algorithm is a sequence {𝑆(𝜔, 𝑥𝑛(𝜔))}∞𝑛=0 defined
iteratively by
𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑥𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑦𝑗𝑛 (𝜔)) = 𝛽𝑗𝑛,0𝑆 (𝜔, 𝑥𝑛 (𝜔))
+ 𝑘𝑗+1∑
𝑖=1
𝛽𝑗𝑛,𝑖𝑇𝑖 (𝜔, 𝑦𝑗+1𝑛 (𝜔)) ,
𝑘𝑗+1∑
𝑖=1
𝛽𝑗𝑛,𝑖 = 1, 𝑗 = 1, 2, . . . , 𝑞 − 2,
𝑆 (𝜔, 𝑦𝑞−1𝑛 (𝜔)) = 𝛽𝑞−1𝑛,0 𝑆 (𝜔, 𝑥𝑛 (𝜔))
+ 𝑘𝑞∑
𝑖=1
𝛽𝑞−1𝑛,𝑖 𝑇𝑖 (𝜔, 𝑥𝑛 (𝜔)) ,
𝑘𝑞∑
𝑖=1
𝛽𝑞−1𝑛,𝑖 = 1, 𝑞 ≥ 2,
(7)
where 𝑘1 ≥ 𝑘2 ≥ 𝑘3 ≥ ⋅ ⋅ ⋅ ≥ 𝑘𝑞, 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽𝑗𝑛,𝑖 ≥0, 𝛽𝑗𝑛,0 ̸= 0, for each 𝑗 and 𝛼𝑛,𝑖, 𝛽𝑗𝑛,𝑖 are measurable sequences
in [0, 1] for each 𝑗 while 𝑘1, 𝑘𝑗 are fixed integers (for each 𝑗).
(ii) The random explicit Jungck-Kirk-Noor hybrid iter-
ative algorithm is a sequence {𝑆(𝜔, 𝑦𝑛(𝜔))}∞𝑛=0 defined itera-
tively by
𝑆 (𝜔, 𝑦𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑦𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑦1𝑛 (𝜔)) = 𝛽1𝑛,0𝑆 (𝜔, 𝑦𝑛 (𝜔))
+ 𝑘2∑
𝑖=1
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𝑆 (𝜔, 𝑦2𝑛 (𝜔)) = 𝛽2𝑛,0𝑆 (𝜔, 𝑦𝑛 (𝜔))
+ 𝑘3∑
𝑖=1





where 𝑘1 ≥ 𝑘2 ≥ 𝑘3, 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽1𝑛,𝑖 ≥ 0, 𝛽1𝑛,0 ̸= 0,𝛽2𝑛,𝑖 ≥ 0, 𝛽2𝑛,0 ̸= 0, and 𝛼𝑛,𝑖, 𝛽1𝑛,𝑖, 𝛽2𝑛,𝑖 are measurable sequences
in [0, 1] and 𝑘1, 𝑘2, 𝑘3 are fixed integers.
(iii) The random explicit Jungck-Kirk-Ishikawa hybrid
iterative algorithm is a sequence {𝑆(𝜔, 𝑧𝑛(𝜔))}∞𝑛=0 defined
iteratively by
𝑆 (𝜔, 𝑧𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑧𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑧1𝑛 (𝜔)) = 𝛽1𝑛,0𝑆 (𝜔, 𝑧𝑛 (𝜔))
+ 𝑘2∑
𝑖=1





where 𝑘1 ≥ 𝑘2 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽1𝑛,𝑖 ≥ 0, 𝛽1𝑛,0 ̸= 0, and𝛼𝑛,𝑖, 𝛽1𝑛,𝑖 aremeasurable sequences in [0, 1] and 𝑘1, 𝑘2 are fixed
integers.
(iv) The random explicit Jungck-Kirk-Mann hybrid iter-
ative algorithm is a sequence {𝑆(𝜔, 𝑢𝑛(𝜔))}∞𝑛=0 defined itera-
tively by
𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑢𝑛 (𝜔))
+ 𝑘1∑
𝑖=1





where 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, and 𝛼𝑛,𝑖 is a measurable sequence in[0, 1] and 𝑘1 is a fixed integer.
Next, we define the random implicit Jungck-Kirk-
multistep hybrid iterative algorithms as follows.
Let (Ω, Σ) be a measurable space and 𝐶 be a nonempty
closed convex subset of a separable Banach space 𝐸. Let 𝑆, 𝑇 :Ω×𝐶 → 𝐸 be two randommappings with𝑇(𝜔, 𝐶) ⊆ 𝑆(𝜔, 𝐶).
Let 𝑥0, 𝑦0, 𝑧0, 𝑢0 : Ω → 𝐶 be an arbitrary measurable
mapping for 𝜔 ∈ Ω, 𝑛 = 0, 1, 2, . . ..
(i) The random implicit Jungck-Kirk-multistep hybrid
iterative algorithm is a sequence {𝑆(𝜔, 𝑥𝑛(𝜔))}∞𝑛=0 defined
iteratively by
𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑥(1)𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑥(𝑗)𝑛 (𝜔)) = 𝛽𝑗𝑛,0𝑆 (𝜔, 𝑥(𝑗+1)𝑛 (𝜔))
+ 𝑘𝑗+1∑
𝑖=1
𝛽𝑗𝑛,𝑖𝑇𝑖 (𝜔, 𝑥𝑗𝑛 (𝜔)) ,
𝑘𝑗+1∑
𝑖=1
𝛽𝑗𝑛,𝑖 = 1, 𝑗 = 1, 2, . . . , 𝑞 − 2,
𝑆 (𝜔, 𝑥(𝑞−1)𝑛 (𝜔)) = 𝛽𝑞−1𝑛,0 𝑆 (𝜔, 𝑥𝑛 (𝜔))
+ 𝑘𝑞∑
𝑖=1
𝛽𝑞−1𝑛,𝑖 𝑇𝑖 (𝜔, 𝑥𝑛 (𝜔)) ,
𝑘𝑞∑
𝑖=1
𝛽𝑞−1𝑛,𝑖 = 1, 𝑞 ≥ 2,
(11)
where 𝑘1, 𝑘𝑗 are fixed integers (for each 𝑗) with 𝑘1 ≥ 𝑘2 ≥𝑘3 ≥ ⋅ ⋅ ⋅ ≥ 𝑘𝑞, 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽𝑛,𝑖 ≥ 0, 𝛽𝑛,0 ̸= 0,
and 𝛼𝑛,𝑖, 𝛽𝑛,𝑖 (for each 𝑗) are measurable sequences in [0, 1];
(11) is called random implicit Jungck-Kirk-multistep hybrid
iterative algorithm.
(ii) The random implicit Jungck-Kirk-Noor hybrid iter-
ative algorithm is a sequence {𝑆(𝜔, 𝑦𝑛(𝜔))}∞𝑛=0 defined itera-
tively by
𝑆 (𝜔, 𝑦𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑦(1)𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑦(1)𝑛 (𝜔)) = 𝛽1𝑛,0𝑆 (𝜔, 𝑦(2)𝑛 (𝜔))
+ 𝑘2∑
𝑖=1
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𝑆 (𝜔, 𝑦(2)𝑛 (𝜔)) = 𝛽2𝑛,0𝑆 (𝜔, 𝑦𝑛 (𝜔))
+ 𝑘3∑
𝑖=1





where 𝑘1 ≥ 𝑘2 ≥ 𝑘3, 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽1𝑛,𝑖 ≥ 0, 𝛽1𝑛,0 ̸= 0,𝛽2𝑛,𝑖 ≥ 0, 𝛽2𝑛,0 ̸= 0, and 𝛼𝑛,𝑖, 𝛽1𝑛,𝑖, 𝛽2𝑛,𝑖 are measurable
sequences in [0, 1] and 𝑘1, 𝑘2, 𝑘3 are fixed integers.
(iii) The random implicit Jungck-Kirk-Ishikawa hybrid
iterative algorithm is a sequence {𝑆(𝜔, 𝑧𝑛(𝜔))}∞𝑛=0 defined
iteratively by
𝑆 (𝜔, 𝑧𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑧(1)𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑧(1)𝑛 (𝜔)) = 𝛽1𝑛,0𝑆 (𝜔, 𝑧𝑛 (𝜔))
+ 𝑘2∑
𝑖=1





where 𝑘1 ≥ 𝑘2, 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽1𝑛,𝑖 ≥ 0, 𝛽1𝑛,0 ̸= 0, and𝛼𝑛,𝑖, 𝛽1𝑛,𝑖 aremeasurable sequences in [0, 1] and 𝑘1, 𝑘2 are fixed
integers.
(iv) The random implicit Jungck-Kirk-Mann hybrid iter-
ative algorithm is a sequence {𝑆(𝜔, 𝑢𝑛(𝜔))}∞𝑛=0 defined itera-
tively by
𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑢𝑛 (𝜔))
+ 𝑘1∑
𝑖=1





where 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, and 𝛼𝑛,𝑖 are measurable sequences in[0, 1] and 𝑘1 is a fixed integer.
Next, we introduce the random Jungck-Kirk-SP multiple
iterative algorithm.
Let (Ω, Σ) be a measurable space and 𝐶 be a nonempty
closed convex subset of a separable Banach space 𝐸. Let 𝑆, 𝑇 :Ω×𝐶 → 𝐸 be two randommappings with𝑇(𝜔, 𝐶) ⊆ 𝑆(𝜔, 𝐶).
Let 𝑥0, 𝑦0 : Ω → 𝐶 be an arbitrary measurable mapping for𝜔 ∈ Ω, 𝑛 = 0, 1, 2, . . ..
(i) The random Jungck-Kirk-multistep-SP hybrid itera-
tive algorithm is a sequence {𝑆(𝜔, 𝑥𝑛(𝜔))}∞𝑛=0 defined itera-
tively by
𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑦(1)𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑦(𝑗)𝑛 (𝜔)) = 𝛽𝑗𝑛,0𝑆 (𝜔, 𝑦(𝑗+1)𝑛 (𝜔))
+ 𝑘𝑗+1∑
𝑖=1
𝛽𝑗𝑛,𝑖𝑇𝑖 (𝜔, 𝑦(𝑗+1)𝑛 (𝜔)) ,
𝑘𝑗+1∑
𝑖=1
𝛽𝑗𝑛,𝑖 = 1, 𝑗 = 1, 2, . . . , 𝑞 − 2
𝑆 (𝜔, 𝑦(𝑞−1)𝑛 (𝜔)) = 𝛽𝑞−1𝑛,0 𝑆 (𝜔, 𝑥𝑛 (𝜔))
+ 𝑘𝑞∑
𝑖=1
𝛽(𝑞−1)𝑛,𝑖 𝑇𝑖 (𝜔, 𝑥𝑛 (𝜔)) ,
𝑘𝑞∑
𝑖=1
𝛽(𝑞−1)𝑛,𝑖 = 1, 𝑞 ≥ 2,
(15)
where 𝑘1, 𝑘𝑗 are fixed integers (for each 𝑗) with 𝑘1 ≥ 𝑘2 ≥ 𝑘3 ≥⋅ ⋅ ⋅ ≥ 𝑘𝑞, 𝛼𝑛,𝑖 ≥ 0, 𝛼𝑛,0 ̸= 0, 𝛽𝑛,𝑖 ≥ 0, 𝛽𝑛,0 ̸= 0, and 𝛼𝑛,𝑖, 𝛽𝑛,𝑖 (for
each 𝑗) are measurable sequences in [0, 1].
(ii) The random Jungck-Kirk Noor-SP hybrid iterative
algorithm is a sequence {𝑆(𝜔, 𝑦𝑛(𝜔))}∞𝑛=0 defined iteratively by
𝑆 (𝜔, 𝑦𝑛+1 (𝜔)) = 𝛼𝑛,0𝑆 (𝜔, 𝑦(1)𝑛 (𝜔))
+ 𝑘1∑
𝑖=1




𝑆 (𝜔, 𝑦(1)𝑛 (𝜔)) = 𝛽1𝑛,0𝑆 (𝜔, 𝑦(2)𝑛 (𝜔))
+ 𝑘2∑
𝑖=1
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𝑆 (𝜔, 𝑦(2)𝑛 (𝜔)) = 𝛽2𝑛,0𝑆 (𝜔, 𝑦𝑛 (𝜔))
+ 𝑘3∑
𝑖=1





where 𝑘1, 𝑘2, 𝑘3 are fixed integers with 𝑘1 ≥ 𝑘2 ≥ 𝑘3, 𝛼𝑛,𝑖 ≥0, 𝛼𝑛,0 ̸= 0, 𝛽𝑛,𝑖 ≥ 0, 𝛽𝑛,0 ̸= 0, and 𝛼𝑛,𝑖, 𝛽𝑛,𝑖 (for each 𝑗) are
measurable sequences in [0, 1].
Lemma5. If 𝛿 is a real number such that 0 ≤ 𝛿 < 1 and {𝜀𝑛}∞𝑛=0
is a sequence of positive numbers such that lim𝑛→∞ = 0, then,
for any sequence of positive numbers {󰜚}∞𝑛=0 satisfying
󰜚𝑛+1 ≤ 𝛿󰜚𝑛 + 𝜀𝑛, 𝑛 = 0, 1, 2, . . . , (17)
one has lim𝑛→∞ 󰜚𝑛 = 0.
Lemma6. Let (𝑋‖⋅‖) be a normed linear space and 𝑆, 𝑇 : 𝑌 →𝑋 be a non-self-random commuting operator on an arbitrary
set 𝑌 with values in 𝑋 satisfying (6) such that 𝑇(𝜔, 𝑌) ⊆𝑆(𝜔, 𝑌):
‖𝑆 (𝜔, 𝑆 (𝜔, 𝑥)) − 𝑇 (𝜔, 𝑆 (𝜔, 𝑥))‖
≤ ‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖ ,󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑆 (𝜔, 𝑥)) − 𝑆 (𝜔, 𝑆 (𝜔, 𝑦))󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩 .
(18)
Let 𝜑 : R+ → R+ be a sublinear, monotone increasing function
such that 𝜑(0) = 0 and 𝜑(𝑢) = (1 − 𝛿)𝑢 for all 0 ≤ 𝛿 < 1, 𝑢 ∈
R+. Then, for every 𝑖 ∈ N and 𝑥, 𝑦 ∈ 𝑌, we have󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑥) − 𝑇𝑖 (𝜔, 𝑦)󵄩󵄩󵄩󵄩󵄩
≤ 𝛿𝑖 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥) − 𝑆 (𝜔, 𝑦)󵄩󵄩󵄩󵄩
+ 𝑖∑
𝑗=0
(𝑖𝑗) 𝛿𝑖−𝑗𝜑𝑗 (‖𝑆 (𝜔, 𝑥) − 𝑇 (𝜔, 𝑥)‖) .
(19)
Proof. Lemma 6 is proved by mathematical induction in [17].
3. Main Results
Theorem 7. Let 𝐸 be a separable Banach space and 𝑆, 𝑇 :Ω×𝐸 → 𝐸 be two random commutingmappings satisfying (19)
such that 𝑇(𝜔, 𝐸) ⊆ 𝑆(𝜔, 𝐸). Assume that 𝑆 and 𝑇 are random
weakly compatible. Let 𝑝(𝜔) be the random common point of𝑆, 𝑇, 𝑆𝑖, 𝑇𝑖 (i.e., 𝑆(𝜔, 𝑝(𝜔)) = 𝑇(𝜔, 𝑝(𝜔)) = 𝑝(𝜔)). If 𝑢0, 𝑥0 ∈𝐸 defined by {𝑆(𝜔, 𝑢𝑛(𝜔))}∞𝑛=0, {𝑆(𝜔, 𝑥𝑛(𝜔))}∞𝑛=0 as sequences
satisfying (14) and (11), respectively, then the following are
equivalent:
(i) Random implicit Jungck-Kirk-Mann iteration (14) con-
verges strongly to 𝑝(𝜔).
(ii) Random implicit Jungck-Kirk-multistep iteration (11)
converges strongly to 𝑝(𝜔).
Proof. We first prove that (i)⇒ (ii).
Assume lim𝑛→∞𝑆(𝜔, 𝑢𝑛(𝜔)) = 𝑝(𝜔), and then using (14)
and (11) and generalized contractive condition (19), we get
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩 ≤ 𝛼𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(1)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑘1∑
𝑖=1
𝛼𝑛,𝑖 󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 𝛼𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(1)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ( 𝑘1∑
𝑖=1





(𝑖𝑗) 𝛿𝑖−𝑗𝜑𝑗 (󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑇𝑖 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩)) .
(20)
From (20),
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑇𝑖 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔))
− 𝑆 (𝜔, 𝑝 (𝜔)) + 𝑇 (𝜔, 𝑝 (𝜔)) − 𝑇𝑖 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑝 (𝜔))
− 𝑇𝑖 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩





(𝑖𝑗) 𝛿𝑖−𝑗𝜑𝑗 (󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑝 (𝜔)) − 𝑇 (𝜔, 𝑝 (𝜔))󵄩󵄩󵄩󵄩))
= (1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 .
(21)
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Substituting (21) into (20), we get
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩 ≤ 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(1)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ∑𝑘1𝑖=1 𝛼𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 .
(22)
Using (11) and (14) and contractive condition (19), we get
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(1)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 𝛽1𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))
− 𝑆 (𝑤, 𝑥(2)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑞2∑
𝑖=1
𝛽1𝑛,𝑖 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))
− 𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔)) + 𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔))
− 𝑇𝑖 (𝜔, 𝑥(1)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 𝛽1𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))
− 𝑆 (𝜔, 𝑥(2)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑞2∑
𝑖=1
𝛽1𝑛,𝑖 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))
− 𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑘2∑
𝑖=1
𝛽1𝑛,𝑖 󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔))
− 𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 𝛽1𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))
− 𝑆 (𝑤, 𝑥(2)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑞2∑
𝑖=1
𝛽1𝑛,𝑖 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))
− 𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + ( 𝑘2∑
𝑖=1
𝛽1𝑛,𝑖𝛿𝑖)󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔))





⋅ (󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩) .
(23)
Following the method of proof in (21), we can write󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑇𝑖 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ (1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 . (24)
Substituting (24) into (23) and simplifying, we obtain
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(1)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(2)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ∑𝑘2𝑖=1 𝛽1𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑞2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩
+ ∑𝑘2𝑖=1 𝛽1𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖 .
(25)
Also, using (11) and (14) and contractive condition (19), we get
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(2)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(3)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ∑𝑘3𝑖=1 𝛽2𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑞3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩
+ ∑𝑘3𝑖=1 𝛽2𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖 .
(26)
Substituting (25) and (26) into (22), we get
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩
≤ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖)
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥(3)𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)
∑𝑘3𝑖=1 𝛽2𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩
+ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
∑𝑘3𝑖=1 𝛽2𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖 )
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+ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
∑𝑘2𝑖=1 𝛽1𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖 )
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩
+ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
∑𝑞2𝑖=1 𝛽1𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘2𝑖=1 𝛽(1)𝑛,𝑖 𝛿𝑖 )
+ ∑𝑘1𝑖=1 𝛼𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 .
(27)
Continuing this process to (𝑞 − 1) and simplifying, we get
the following:
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩 ≤ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅ ( 𝛽𝑞−1𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛 (𝜔))󵄩󵄩󵄩󵄩
+ [[(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽(1)𝑛,𝑖 𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)(
∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖 )
+ ( 𝛽(1)𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)(
∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖 ) +(
∑𝑘2𝑖=1 𝛽1𝑛,𝑖 (1 + 𝛿𝑖)1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖 )]](
𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)
⋅ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 + ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅ (∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 ∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖 )
+(∑𝑘1𝑖=1 𝛼𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 ) .
(28)
Recall that 𝛼𝑛,0/(1 − ∑𝑞1𝑖=1 𝛼𝑛,𝑖𝛿𝑖) ≤ ∑𝑞1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 + 𝛼𝑛,0.
Let 𝛿𝑖 ≤ 𝛿 < 1; then,
𝑞1∑
𝑖=1
𝛼𝑛,𝑖𝛿𝑖 + 𝛼𝑛,0 ≤ [(1 − 𝛼𝑛,0) 𝛿 + 𝛼𝑛,0] . (29)
Substituting (29) into (28), we get
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩
≤ [1 − 𝜆𝑛] 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥𝑛 (𝜔))󵄩󵄩󵄩󵄩 + 𝑒𝑛, (30)
where 𝜆𝑛 = (1 − 𝛼𝑛,0)(1 − 𝛿),
𝑒𝑛 = {{{[(1 − 𝛽
1
𝑛,0) 𝛿 + 𝛽1𝑛,0]
⋅ [(1 − 𝛽2𝑛,0) 𝛿 + 𝛽2𝑛,0] ⋅ ⋅ ⋅ [(1 − 𝛽𝑘−2𝑛,0 ) 𝛿 + 𝛽𝑞−2𝑛,0 ]
⋅ [[
∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖]]
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+ [(1 − 𝛽1𝑛,0) 𝛿 + 𝛽1𝑛,0] ⋅ ⋅ ⋅ [[
∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖1 − ∑𝑘𝑞−1𝑖=1 𝛽𝑘−2𝑛,𝑖 𝛿𝑖]]
+ [ ∑𝑘2𝑖=1 𝛽1𝑛,𝑖1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿1]
}}}[(1 − 𝛼𝑛,0) 𝛿 + 𝛼𝑛,0] (1 + 𝛿
𝑖)
⋅ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 + [(1 − 𝛼𝑛,0) 𝛿
+ 𝛼𝑛,0] [(1 − 𝛽1𝑛,0) 𝛿 + 𝛽1𝑛,0] ⋅ ⋅ ⋅ [(1 − 𝛽𝑞−2𝑛,0 ) 𝛿
+ 𝛽𝑞−2𝑛,0 ] [[
∑𝑘𝑞𝑖=1 𝛽𝑘−1𝑛,𝑖 ∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖 ]]𝜑
𝑗 ((1 + 𝛿𝑖)
⋅ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑢𝑛 (𝜔)) 𝑝 (𝜔)󵄩󵄩󵄩󵄩) .
(31)
Applying Lemma 5 in (30), it follows that lim𝑛→∞‖𝑆(𝜔,𝑢𝑛(𝜔)) − 𝑆(𝜔, 𝑥𝑛(𝜔))‖ = 0.
By assumption lim𝑛→∞𝑆(𝜔, 𝑢𝑛(𝜔)) = 𝑝(𝜔), then ‖𝑆(𝜔,𝑥𝑛(𝜔))−𝑝(𝜔)‖ ≤ ‖𝑆(𝜔, 𝑢𝑛(𝜔))−𝑆(𝜔, 𝑥𝑛(𝜔))‖+ ‖𝑆(𝜔, 𝑢𝑛(𝜔))−𝑝(𝜔)‖ → 0 as 𝑛 → ∞, that is, lim𝑛→∞𝑆(𝜔, 𝑥𝑛(𝜔)) = 𝑝(𝜔).
Next, we show that (ii) → (i). Assume lim𝑛→∞𝑆(𝜔,𝑥𝑛(𝜔)) = 𝑝(𝜔); then, using (11) and (14) and contractive
condition (19), we have
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩
≤ 𝛼𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑘1∑
𝑖=1
𝛼𝑛,𝑖
⋅ 󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑥𝑛+1 (𝜔))
− 𝑇𝑖 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 𝛼𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔))
− 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + ( 𝑘1∑
𝑖=1
𝛼𝑛,𝑖𝛿𝑖)󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔))





⋅ (󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩)) .
(32)
From (32),󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔))
− 𝑆 (𝜔, 𝑝 (𝜔)) + 𝑇 (𝜔, 𝑝 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑝 (𝜔))
− 𝑇𝑖 (𝜔, 𝑥𝑛+1 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩





(𝑖𝑗)𝛿𝑖−𝑗𝜑𝑗 (󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑝 (𝜔)) − 𝑇 (𝜔, 𝑝 (𝜔))󵄩󵄩󵄩󵄩))
= (1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 .
(33)
Substituting (33) into (32) and simplifying, we obtain
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩 ≤ 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ∑𝑘1𝑖=1 𝛼𝑛,𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 .
(34)
Using (11) and (14) and contractive condition (19), we have
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 𝛽1𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥2𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑘2∑
𝑖=1
𝛽1𝑛,𝑖
⋅ 󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + 𝑘2∑
𝑖=1
𝛽1𝑛,𝑖
⋅ 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ ( 𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖)
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥2𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
+ ( ∑𝑘2𝑖=1 𝛽1𝑛,𝑖1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖)
⋅ 󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 .
(35)
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󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔))
− 𝑆 (𝜔, 𝑝 (𝜔)) + 𝑇 (𝜔, 𝑝 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩󵄩𝑇 (𝜔, 𝑝 (𝜔))
− 𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩
+ 𝛿𝑖 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 + 𝑖∑
𝑗=0
(𝑖𝑗) 𝛿𝑖−𝑗
⋅ 𝜑𝑗 (󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑝 (𝜔)) − 𝑇 (𝜔, 𝑝 (𝜔))󵄩󵄩󵄩󵄩) = (1 + 𝛿𝑖)
⋅ 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 ,
(36)
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 ≤ 𝛽1𝑛,0 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥2𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩
+ 𝑘2∑
𝑖=1
𝛽1𝑛,𝑖 󵄩󵄩󵄩󵄩󵄩𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩
≤ ( 𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥2𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 ,
(37)
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥2𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 ≤ ( 𝛽
2
𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖)
⋅ ( 𝛽3𝑛,01 − ∑𝑘4𝑖=1 𝛽3𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅ ( 𝛽𝑞−1𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 ,
(38)
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑞−1𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩󵄩 ≤ ( 𝛽
𝑞−1
𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)
⋅ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 .
(39)
Substituting (37) and (38) into (36) yields
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑇𝑖 (𝜔, 𝑥1𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ (1 + 𝛿𝑖)
⋅ ( 𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)
⋅ ( 𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅ ( 𝛽𝑞−1𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 .
(40)
Substituting (40) into (35), we obtain
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ ( 𝛽
1
𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖)
⋅ 󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥2𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 + (1 + 𝛿𝑖)
⋅ ( 𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)
⋅ ( 𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅ ( 𝛽𝑞−1𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)(
∑𝑘2𝑖=1 𝛽1𝑛,𝑖1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖)
⋅ 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 .
(41)
‖𝑆(𝜔, 𝑥2𝑛(𝜔))−𝑆(𝜔, 𝑢𝑛(𝜔))‖, . . . , ‖𝑆(𝜔, 𝑥𝑞−2𝑛 (𝜔))−𝑆(𝜔, 𝑢𝑛(𝜔))‖,
and ‖𝑆(𝜔, 𝑥𝑞−1𝑛 (𝜔)) − 𝑆(𝜔, 𝑢𝑛(𝜔))‖ are similarly obtained and
substituted into (41) to get
󵄩󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥1𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩󵄩 ≤ ( 𝛽
1
𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)
⋅ ( 𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅ ( ∑𝑘𝑞𝑖=1 𝛽𝑘−1𝑛,𝑖1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔))
− 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩 + [[(
∑𝑘2𝑖=1 𝛽1𝑛,𝑖1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖)
+ ( ∑𝑘3𝑖=1 𝛽2𝑛,𝑖1 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) + ⋅ ⋅ ⋅ + (
∑𝑘𝑞𝑖=1 𝛽𝑘−1𝑛,𝑖1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)]]
⋅ ( 𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖)
. . . ( 𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)(
𝛽𝑞−1𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)(1
+ 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩 .
(42)
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Substituting (42) into (34), we have
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩 ≤ ( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) ⋅ ⋅ ⋅ (
𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)
⋅( ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩
+[[(
∑𝑘2𝑖=1 𝛽1𝑛,𝑖1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖) + (
∑𝑘3𝑖=1 𝛽2𝑛,𝑖1 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) + ⋅ ⋅ ⋅ + (
∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)]]
⋅( 𝛼𝑛,01 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖)(
𝛽1𝑛,01 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖𝛿𝑖)(
𝛽2𝑛,01 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖)
⋅ ⋅ ⋅ ( 𝛽𝑞−2𝑛,01 − ∑𝑘𝑞−1𝑖=1 𝛽𝑞−2𝑛,𝑖 𝛿𝑖)(
𝛽𝑞−1𝑛,01 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)(1 + 𝛿
𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩
+∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 .
(43)
Recall that 𝛼𝑛,0/(1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖) ≤ ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 + 𝛼𝑛,0.
Let 𝛿𝑖 ≤ 𝛿 < 1; then,
𝑘1∑
𝑖=1
𝛼𝑛,𝑖𝛿𝑖 + 𝛼𝑛,0 ≤ [(1 − 𝛼𝑛,0) 𝛿 + 𝛼𝑛,0] . (44)
Using (44) in (43), we have󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛+1 (𝜔))󵄩󵄩󵄩󵄩
≤ [1 − 𝜆𝑛] 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑆 (𝜔, 𝑢𝑛 (𝜔))󵄩󵄩󵄩󵄩 + 𝑒𝑛, (45)
where 𝜆𝑛 = (1 − 𝛼𝑛,0)(1 − 𝛿),
𝑒𝑛 = (1 + 𝛿𝑖) [(1 − 𝛼𝑛,0) 𝛿 + 𝛼𝑛,0] [(1 − 𝛽1𝑛,0) 𝛿 + 𝛽1𝑛,0] [(1 − 𝛽2𝑛,0) 𝛿 + 𝛽2𝑛,0] ⋅ ⋅ ⋅ [(1 − 𝛽𝑞−2𝑛,0 ) 𝛿 + 𝛽𝑞−2𝑛,0 ]
⋅ [[(
∑𝑞2𝑖=1 𝛽1𝑛,𝑖1 − ∑𝑘2𝑖=1 𝛽1𝑛,𝑖) + (
∑𝑘3𝑖=1 𝛽2𝑛,𝑖1 − ∑𝑘3𝑖=1 𝛽2𝑛,𝑖𝛿𝑖) + ⋅ ⋅ ⋅ + (
∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖1 − ∑𝑘𝑞𝑖=1 𝛽𝑞−1𝑛,𝑖 𝛿𝑖)]]
󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩
+ ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖∑𝑖𝑗=0 ( 𝑖𝑗 ) 𝛿𝑖−𝑗𝜑𝑗 ((1 + 𝛿𝑖) 󵄩󵄩󵄩󵄩𝑆 (𝜔, 𝑥𝑛+1 (𝜔)) − 𝑝 (𝜔)󵄩󵄩󵄩󵄩)1 − ∑𝑘1𝑖=1 𝛼𝑛,𝑖𝛿𝑖 .
(46)
Using Lemma 5 in (45), it follows that lim𝑛→∞‖𝑆(𝜔, 𝑥𝑛(𝜔)) −𝑆(𝜔, 𝑢𝑛(𝜔))‖ = 0.
Since, by assumption, lim𝑛→∞𝑆(𝜔, 𝑥𝑛(𝜔)) = 𝑝(𝜔), then‖𝑆(𝜔, 𝑢𝑛(𝜔)) − 𝑝(𝜔)‖ ≤ ‖𝑆(𝜔, 𝑥𝑛(𝜔)) − 𝑆(𝜔, 𝑢𝑛(𝜔))‖ + ‖𝑆(𝜔,𝑥𝑛(𝜔)) − 𝑝(𝜔)‖ → 0 as 𝑛 → ∞; that is, lim𝑛→∞𝑆(𝜔, 𝑢𝑛(𝜔)) =𝑝(𝜔).
Since (i) → (ii) and (ii) → (i), it is shown that the
convergence of random implicit Jungck-Kirk-Mann iteration
(14) is equivalent to the convergence of random implicit
Jungck-Kirk-multistep iteration (11) when applied to a pair
of random weakly compatible generalized 𝜑-contractive-like
conditions (19). This ends the proof.
Since the random implicit Jungck-Kirk-multistep itera-
tion (11) generalizes other random implicit Jungck-Kirk-type
iterations (12), (13), and (14), then Theorem 7 leads to the
following corollaries.
Corollary 8. Let 𝐸 be a separable Banach space and 𝑆, 𝑇 :Ω × 𝐸 → 𝐸 be two random commuting mappings satisfying
(19) such that 𝑇(𝜔, 𝐸) ⊆ 𝑆(𝜔, 𝐸). Assume that 𝑆 and 𝑇 are
random weakly compatible. Let 𝑝(𝜔) be the random common
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Table 1: Approximation of stochastic common fixed point.
𝑛 𝑥𝑛 𝑦𝑛 𝑧𝑛 𝑢𝑛 𝑆(𝜔, 𝑥𝑛(𝜔)) 𝑆(𝜔, 𝑦𝑛(𝜔)) 𝑆(𝜔, 𝑧𝑛(𝜔)) 𝑆(𝜔, 𝑢𝑛(𝜔))
0 0.1000 0.1000 0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
1 1.0472 1.0468 1.0462 1.0459 0.6982 0.6926 0.6912 0.6908
2 1.0739 1.0711 1.0692 1.0673 0.7343 0.7337 0.7332 0.7328... ... ... ... ... ... ... ... ...
5 1.0790 1.0783 1.0740 1.0702 0.7411 0.7407 0.7404 0.7401... ... ... ... ... ... ... ... ...
7 1.0791 1.0791 1.0769 1.0766 0.7414 0.7413 0.7412 0.7411
8 1.0792 1.0792 1.0791 1.0791 0.7415 0.7415 0.7414 0.7414
9 1.0792 1.0792 1.0792 1.0791 0.7415 0.7415 0.7415 0.7415
point of 𝑆, 𝑇, 𝑆𝑖, 𝑇𝑖 (i.e., 𝑆(𝜔, 𝑝(𝜔)) = 𝑇(𝜔, 𝑝(𝜔)) = 𝑝(𝜔)).
If 𝑢0, 𝑧0, 𝑦0 ∈ 𝐸 defined by {𝑆(𝜔, 𝑢𝑛(𝜔))}∞𝑛=0, {𝑆(𝜔, 𝑧𝑛(𝜔))}∞𝑛=0
and {𝑆(𝜔, 𝑦𝑛(𝜔))}∞𝑛=0 as sequences satisfying (14), (13), and (12),
respectively, then the following are equivalent:
(a)
(i) Random implicit Jungck-Kirk-Mann iteration
(14) converges strongly to 𝑝(𝜔).
(ii) Random implicit Jungck-Kirk-Ishikawa iteration
(13) converges strongly to 𝑝(𝜔).
(b)
(i) Random implicit Jungck-Kirk-Mann iteration
(14) converges strongly to 𝑝.
(ii) Random implicit Jungck-Kirk-Noor iteration (12)
converges strongly to 𝑝.
Proof. Theproof ofCorollary 8 is similar to that ofTheorem7.
Corollary 9. Let 𝐸 be a separable Banach space and 𝑆, 𝑇 :Ω×𝐸 → 𝐸 be two random commutingmappings satisfying (19)
such that 𝑇(𝜔, 𝐸) ⊆ 𝑆(𝜔, 𝐸). Assume that 𝑆 and 𝑇 are random
weakly compatible. Let 𝑝(𝜔) be the random common point of𝑆, 𝑇, 𝑆𝑖, 𝑇𝑖 (i.e., 𝑆(𝜔, 𝑝(𝜔)) = 𝑇(𝜔, 𝑝(𝜔)) = 𝑝(𝜔)). If 𝑢0, 𝑧0,𝑦0, 𝑥0 ∈ 𝐸 defined by {𝑆(𝜔, 𝑢𝑛(𝜔))}∞𝑛=0, {𝑆(𝜔, 𝑧𝑛(𝜔))}∞𝑛=0,{𝑆(𝜔, 𝑦𝑛(𝜔))}∞𝑛=0 and {𝑆(𝜔, 𝑥𝑛(𝜔))}∞𝑛=0 as sequences satisfying
(14), (13), (12), and (11), respectively, then the following are
equivalent:
(i) Random implicit Jungck-Kirk-Mann iteration (14) con-
verges strongly to 𝑝(𝜔).
(ii) Random implicit Jungck-Kirk-Ishikawa iteration (13)
converges strongly to 𝑝(𝜔).
(iii) Random implicit Jungck-Kirk-Noor iteration (12) con-
verges strongly to 𝑝(𝜔).
(iv) Random implicit Jungck-Kirk-multistep iteration (11)
converges strongly to 𝑝(𝜔).
Example 10. Consider the equation 𝑓(𝜔, 𝑥(𝜔)) = 0, where𝑓 is a random real function defined on interval [0, 𝜋/2] by𝑓(𝜔, 𝑥(𝜔)) = 𝑥2(𝜔) − (𝜋/2)2cos(𝑥(𝜔)).
Note that 𝑓 can be decomposed as 𝑓 = (𝜋/2)(𝑆 − 𝑇),
where the maps 𝑆 and 𝑇 are the self-mappings in [0, 𝜋/2]
defined by 𝑆((𝜔, 𝑥(𝜔)) fl (2/𝜋)𝑥2(𝜔) and 𝑇((𝜔, 𝑥(𝜔)) fl(𝜋/2)cos(𝑥(𝜔)). Clearly, 𝑆((𝜔, 𝑥(𝜔)) and 𝑇((𝜔, 𝑥(𝜔)) satisfy
the generalized𝜑-contractive condition (19).They coincide at𝑎(𝜔) ≈ 1.0792 and we have 𝑝(𝜔) = 𝑆(𝜔, 𝑎(𝜔)) = 𝑇(𝜔, 𝑎(𝜔)) ≈0.7415. Thus, 𝑎(𝜔) is a solution to 𝑓(𝜔, 𝑥(𝜔)) = 0. However,
if 𝑆 and 𝑇 are random weakly compatible, then 𝑝(𝜔) =𝑆(𝜔, 𝑝(𝜔)) = 𝑇(𝜔, 𝑝(𝜔)) ≈ 0.7415.
Using MATLAB, we show in Table 1 that (11), (12), (13),
and (14) are equivalently used to approximate the stochastic
common fixed point 𝑝(𝜔).
4. Conclusion
In this work, we have investigated the equivalence of con-
vergence of various stochastic implicit Jungck-Kirk-type
iterations for generalized random contractive-like operators
in separable Banach spaces. We also gave an example to show
the equivalence results. We hope that the findings in this
paper will help researchers enhance and promote the further
study on iterative schemes for two or more maps in well
known spaces to carry out a general framework for their
applications in real life.
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