Ten acquisition curves were obtained from each of 4 pigeons in a two-choice discrete-trial procedure. In each of these 10 conditions, the two response keys initially had equal probabilities of reinforcement, and subjects' choice responses were about equally divided between the two keys. Then the reinforcement probabilities were changed so that one key had a higher probability of reinforcement (the left key in half of the conditions and the right key in the other half), and in nearly every case the subjects developed a preference for this key. The rate of acquisition of preference for this key was faster when the ratio of the two reinforcement probabilities was higher. For instance, acquisition of preference was faster in conditions with reinforcement probabilities of .12 and .02 than in conditions with reinforcement probabilities of .40 and .30, even though the pairs of probabilities differed by .10 in both cases. These results were used to evaluate the predictions of some theories of transitional behavior in choice situations. A trial-by-trial analysis of individual responses and reinforcers suggested that reinforcement had both short-term and long-term effects on choice. The short-term effect was an increased probability of returning to the same key on the one or two trials following a reinforcer. The long-term effect was a gradual increase in the proportion of responses on the key with the higher probability of reinforcement, an increase that usually continued for several hundred trials.
Of the numerous studies on choice that have been conducted over the last several decades, studies using such procedures as concurrent schedules, concurrent-chains schedules, and discrete-trial procedures, the vast majority have focused on steady-state behavior. In a typical experiment of this type, a single pair of reinforcement schedules might remain in effect for 10 or 20 sessions, until a subject's choices show no systematic changes from session to session. The results of the last few sessions are then treated as a measure of the subject's steadystate behavior with this pair of reinforcement schedules.
Because of the interest in steady-state behavior, there have been few published reports describing behavior during periods of transition-those times when a subject is first pre- sented with a new pair of schedules and its behavior has not yet stabilized. Myerson and Miezin (1980) reviewed two studies of this type (Catania, 1969; Killeen, 1972) , and more recently Myerson and Hale (1988) reported the results of an experiment on the acquisition of preference in concurrent random-ratio (RR) schedules. In addition, Commons, Woodford, Boitano, Ducheny, and Peck (1982) and Kacelnik, Krebs, and Ens (1987) have examined the acquisition of preference in two other choice situations. Studies of this type are scarce, however, and more extensive data on choice behavior during periods of transition would almost surely enhance our understanding of choice. The purpose of the present study was to gather additional data of this type, using a procedure that provided repeated within-subject observations of the acquisition of preference.
In contrast to the scarcity of empirical work, there has been considerable interest in dynamic and quasi-dynamic theories of choice behavior that bear on the topic of acquisition. For several decades, linear operator models (Bush & Mosteller, 1955) have been widely used to describe acquisition curves, although the adequacy of these models has been challenged (e.g., 409 1990, 539 [409] [410] [411] [412] [413] [414] [415] [416] [417] [418] [419] [420] [421] [422] NUMBER 3 (MAY) Mazur & Hastie, 1978; Staddon & Horner, 1989) . Several variations of the linear operator model have been used in optimal foraging models designed to predict the acquisition of preference in choice situations (e.g., Harley, 1981; Lester, 1984 ; see Kacelnik et al., 1987 , for a review). Other theories of acquisition in choice situations include melioration theory (Herrnstein & Vaughan, 1980; Vaughan & Herrnstein, 1987) , the kinetic model (Myerson & Miezin, 1980) , and the ratio invariance model (Horner & Staddon, 1987; Staddon, 1988; Staddon & Horner, 1989) .
One purpose of the present experiment was to collect data that might help to evaluate the predictions of some of these theories. More generally, this experiment was designed to examine some factors that might affect the rate of acquisition of preference when two alternatives deliver reinforcers with different probabilities. The experiment used a discrete-trial procedure, in which a subject made one response per trial; this response might or might not be reinforced. Every trial was followed by a 1-s intertrial interval (ITI). Because all subjects responded rapidly once a trial began (usually in less than 1 s), the trials continued at a fairly steady pace throughout a session. In each of several conditions, an acquisition function was obtained from every subject. Each condition began with a few one-probability sessions, in which a single probabilistic schedule assigned reinforcers to the two response keys with equal probability. These sessions were designed to elicit roughly equal numbers of responses on the two keys. Each condition ended with several two-probability sessions, in which two independent probabilistic schedules assigned reinforcers to the two keys, and the probability of reinforcement was higher for one key than for the other. Throughout this paper, 4, will refer to the higher probability of reinforcement and 42 to the lower probability of reinforcement. These schedules were the discrete-trial analogues of concurrent RR schedules, on which near-exclusive preference for the alternative with the higher probability of reinforcement is usually found once steadystate behavior is reached (Herrnstein & Loveland, 1975) . Between the one-probability sessions and the two-probability sessions was one transition session, which began with the oneprobability schedule and switched to the twoprobability schedule after 100 trials. The purpose of each condition was therefore to begin with a subject responding about equally often on the two keys, and then to observe the shift in responding that occurred when the twoprobability schedule was implemented. The values of 0/ and 42 were varied across conditions to determine how these variables affected the rate of acquisition.
This method for studying the development of preference has several advantages. First, the starting points and asymptotes of the acquisition function can be specified in advance, at least in principle. This is because the response proportions on the two keys should both be about .5 with the one-probability schedules, and the Herrnstein and Loveland (1975) data suggest that P1, the proportion of choice responses for the alternative with the higher probability of reinforcement, will approach 1.0 with sufficient training. Thus, in theory, the starting point and asymptote of the acquisition functions should be approximately the same in all conditions, but the rate of approach to this asymptote should depend on the values of 4, and O2. A second advantage of this procedure is that many acquisition curves can be obtained from each subject. A general improvement across conditions-a learning-to-learn effect-is of course possible with this procedure, but its impact can be minimized by ignoring the results from the early part of the experiment and by counterbalancing across conditions. A third advantage is that, by virtue of the discrete-trial procedure, response rate is kept roughly constant across conditions. This experiment was designed to gather some information on how the rate of acquisition depends on kl and 42. (Stubbs, 1968) or in number (Hobson & Newman, 1981) . In the present experiment, the stimuli differed along the dimension of reinforcement probability, and we predicted that when the ratio 01/02 was larger, subjects would discriminate between the two more easily and therefore develop a preference for Alternative 1 more rapidly.
Some of the theories of acquisition already mentioned conflict in their predictions for this experiment, and some make no clear prediction. To evaluate the predictions of Staddon's (1988) (Herrnstein & Vaughan, 1980) predicts identical rates of acquisition for all conditions in which the difference 4l -k2 is the same (see Myerson & Hale, 1988 , for the derivation of this prediction). However, a more recent and more general version of melioration theory (Vaughan, 1985) makes no specific predictions for this experiment. Similarly, Myerson' s kinetic model makes no predictions for this experiment, but for a different reason. As mentioned, this experiment used a discrete-trial procedure, whereas the kinetic model's predictions are limited to free-operant choice situations (Myerson & Hale, 1988) . It is worth noting, however, that for free-operant situations the kinetic model makes the same prediction as does the original version of melioration theory-that acquisition rates should be identical as long as 01 -02 iS constant.
In addition to examining the effects of different reinforcement probabilities on acquisition rates, this experiment stored complete trialby-trial records of each choice response and its consequences (reinforcement or nonreinforcement). These data were used to examine the trial-by-trial effects of individual reinforcers and nonreinforcers.
METHOD

Subjects
Four White Carneau pigeons were maintained at 80% of their free-feeding weights. All had experience with a variety of experimental procedures.
Apparatus
The experimental chamber was 30 cm long, 32 cm wide, and 32 cm high. Recessed in the front wall of the chamber, 24 cm above the floor, were two response keys, separated by 15 cm, and each measuring 2 cm in diameter. Each of the keys could be transilluminated by red or green light produced by two 2-W bulbs mounted behind the keys. A force of about 0.10 N was required to operate each key. When either of the keys was illuminated, an effective peck produced a feedback click; no feedback was produced for a peck at a dark key. A hopper that could present grain for a specified interval was situated 12 cm below the keys. When the grain was presented, the hopper was illuminated with white light from the two 2-W bulbs mounted above it. Two 2-W houselights were mounted above the wire-mesh ceiling of the chamber.
The chamber was enclosed in a sound-attenuating wooden box that had an exhaust fan for ventilation and for masking extraneous noises. A PDP-8® computer in another room was programmed in the SuperSKED9 language to control all stimuli and to record the responses. Procedure
The pigeons all had considerable experience in key pecking, so little effort was needed to get them to respond in the experiment. In addition, they participated in a pilot experiment with a similar (but not identical) procedure, during which several acquisition curves were obtained from each subject. In the present experiment, each session lasted for 600 trials or 80 reinforcers, whichever came first. At the beginning of a session, the houselight came on and remained on for the entire session, except during reinforcement periods. At the start of each trial, the two response keys were illuminated, the left key red and the right key green. When one of the keys was pecked, the keys became dark, and either (a) the hopper was raised to present grain for 2 s, followed by a 1-s ITI during which the keys were dark, or (b) there was no reinforcer, and the 1-s ITI began immediately. After the ITI, the next trial began, and this procedure continued for the entire session. This procedure was used throughout the experiment, and the only differences among conditions were the probabilities of reinforcement for the two keys, as described below.
The experiment consisted of one training condition and 10 experimental conditions. Each condition began with two or more one-probability sessions, followed by one transition session and then one to five two-probability sessions. In one-probability sessions, the computer operated a single probabilistic reinforcement schedule for both alternatives. Therefore, a reinforcer could be scheduled to be delivered with some probability on each trial. The reinforcer was then assigned with a probability of .5 to either of the two alternatives. Once a reinforcer was assigned to one of the alternatives, the next response on that key delivered the reinforcer, but no additional reinforcers were assigned to either key until that reinforcer was collected.
In two-probability sessions, two independent probabilistic schedules assigned reinforcers for the two keys. Each response on Key 1 was reinforced with a probability of 01, and each response on Key 2 was reinforced with a probability of c2. The left key had the higher probability of reinforcement, 01, in five of the experimental conditions, and the right key had the higher probability in the other five. In transition sessions, the first 100 trials used the same procedure as the preceding one-probability session, and the remaining trials (either 500 trials or until the 80th reinforcer of the session was delivered) used the same procedure as the subsequent two-probability sessions.
In the 10 experimental conditions, five different pairs of probabilities each appeared in the two-probability sessions of two conditions. The rich alternative was presented once on each side in the two conditions with the same pair of probabilities. The training condition was used to familiarize the subjects with the experimental procedures, and the same three types of sessions were used in this condition.
Within each condition, the following criteria were used to determine when a subject switched from one type of session to the next. Each subject first received at least two one-probability sessions, and these sessions continued until the subject's proportion of left-key responses was between .40 and .60 in any one session. Then the animal advanced to the transition session. After the single transition session, the subject received two-probability sessions until its proportion of responses on the key with the higher probability of reinforcement was .90 or higher in two consecutive blocks of 100 trials or until five two-probability sessions had passed. After a subject completed one condition, it began the one-probability sessions of the next condition. Table 1 shows the order in which the conditions were conducted for each subject. The experiment was divided into two parts. The first six sessions used the following three pairs of probabilities in the two-probability sessions: .20 and .10, .15 and .05, and .225 and .075. Thus, in both the .20-.10 and the .15-.05 conditions, the difference between the two probabilities was .10. In both the .15-.05 and the .225-.075 conditions, the ratio of the two probabilities was 3 to 1. For these six conditions, the one-probability session used a probability of .125 to assign reinforcers. This probability was chosen to minimize the difference in overall reinforcement probabilities between the oneprobability procedure and the two-probability procedure. (Assuming that a subject began the two-probability procedure by responding equally often on the two keys, the overall probability of reinforcement would be about .10 for the .1 5-.05 condition and about .15 for the .20-.10 and .225-.075 conditions.)
In the second part of the experiment (Conditions 7 through 10), the probability pairs were .40 and .30 and .12 and .02. The purpose of these conditions was to extend the range of probability-pair ratios that differed by .10. The one-probability sessions assigned reinforcers with a probability of .35 for the .40-.30 conditions and a probability of .07 for the .12-.02 conditions. Again, these probabilities were chosen to minimize the difference in overall reinforcement probabilities between the oneprobability and two-probability procedures.
In both parts of the experiment, the order of conditions and the assignment of the higher probability of reinforcement to the left or right 
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key were counterbalanced across subjects. Another factor of possible importance was whether or not the higher probability of reinforcement switched from one key to the other between two consecutive conditions. This factor was almost but not completely counterbalanced.
RESULTS
The mean number of one-probability sessions per condition was 2.4 (range, 2 to 5). The number of two-probability sessions is shown in Table 1 for each subject and each condition. The results from each condition were analyzed on a trial-by-trial basis to determine how many trials were required for P1, the proportion of responses on Key 1, to reach .90 over 200 consecutive trials. These 200 trials and all those preceding them were then used in the subsequent data analyses. In cases in which P1 never reached this value, the results from all two-probability trials were used in subsequent data analyses.
To illustrate the type of performance that was produced by this procedure, Figure 1 presents five acquisition curves from a representative bird, Subject 1. The five panels show the results from each of the five probability pairs, from conditions with the higher probability of reinforcement on the left key. The first data point in each panel is the value of P1 during the final one-probability session and the first 100 trials of the transition session (in which the same one-probability procedure was still in effect). The subsequent data points are values of P1 from successive blocks of 160 trials of the two-probability procedure. The last data point is usually based on fewer than 160 trials, but if it included 20 or fewer trials, the data were combined with those of the preceding 160-trial block. Figure 1 shows, first of all, that P1 was always close to .50 during the last several hundred trials of the one-probability procedure. (The criteria for terminating one-probability sessions ensured that this would be the case.) Values Figure 1 also shows that, as expected, P1 increased over trials with the two-probability procedure. The rate of increase in P1 varied considerably across conditions and, in some cases, across replications with the same pair of probabilities. The following analyses, and the resultant summary statistics presented in Table 1 , provide information about the rate of acquisition for each of the 40 individual learning curves obtained in this experiment.
To estimate the rate of acquisition in each condition, a least squares curve-fitting procedure was used, in turn, with each of four different equations that might describe the course of acquisition. Four different equations were tried because there is no consensus about which equation is the most appropriate. The linear operator model predicts that the course of acquisition should have a exponential form, but Mazur and Hastie (1978) found that a hyperbolic equation more accurately described learning curves from human subjects in several dozen experiments. The kinetic model predicts that acquisition curves should conform to a logistic function. Although the kinetic model does not apply to discrete-trial procedures, it is still possible that the course of acquisition could best be described by a logistic equation.
The fourth -equation we tested was a simple linear function. According to one interpretation (Myerson & Hale, 1988) , the original version of melioration theory predicts that acquisition curves will be linear.
The results from the hyperbolic equation will be described in the most detail, both because this equation has been applied successfully to learning curves in previous studies (Mazur & Hastie, 1978) and because, of the four equations tested, the hyperbolic accounted for the greatest percentage of variance in the data of the present experiment. We used the following hyperbolic equation:
P1 (0) is the choice proportion for Alternative 1 at the start of the two-probability trials, and P1 (t) is the choice proportion after t two-probability trials. M is a learning rate parameter, and the predicted rate of acquisition decreases as M increases. For Equation 1 and for the other three equations, the curve-fitting procedure treated P1(0) and M as free parameters and determined the best fitting values of these two parameters. The predictions of each equation were compared to the obtained mean values of P1 in successive blocks of 160 trials (as discussed above in reference to Figure 1) .
For Equation 1, the last two columns in Table 1 present the best fitting estimates of M for each subject in each condition, along with the percentage of variance accounted for. The mean percentage of variance accounted for was 69.6%. An estimate of M could not be obtained for Subject 3 in one condition with the probability pair .40-.30, because this subject developed a preference for the key with the lower probability of reinforcement. For the purposes of subsequent data analyses, this case was treated as one in which the subject was very slow to acquire the appropriate preference, and M was set at 9,993, the highest value from the other nine conditions for Subject 3. Figure 2 presents the best fitting values of M for each subject from each of the five probability pairs, averaged across two replications. We will start by considering the first four probability pairs in each panel. Although 01 and k2 differed by .10 in each case, our hypothesis (based on Weber's Law) predicts that M should decrease from left to right for the first four probability pairs, indicating faster learning as the ratio 01/X2 increases. Such a trend was found (although with some reversals) for all subjects. A repeated-measures analysis of variance conducted for these four probability pairs revealed a significant effect of condition, F(3, 9) = 11.16, p = .002. Furthermore, the decreasing trend in M that we predicted was supported by a significant linear contrast, F(1, 9) = 29.68, p < .001.
The original version of melioration theory (Herrnstein & Vaughan, 1980) predicts that M will be smaller in the .225-.075 condition than in the other four conditions, because the difference between reinforcement probabilities was higher in this condition. Figure 2 shows that this prediction received mixed support. For 2 of the 4 subjects, M was smallest in the .225-.075 condition, and, averaged across subjects, M was smaller in this condition than in all except the .12-.02 condition.
Similar analyses of the individual acquisition curves were conducted for the other three equations. We used the exponential equation Because all responses, reinforcers, and nonreinforcers were recorded on a trial-by-trial basis throughout the experiment, it was possible to answer a number of questions about the effects of individual reinforcers and nonreinforcers. Suppose a subject chose Key 1 on trial t. There were two possible consequences: Sometimes the response was followed by a reinforcer, and sometimes it was not. After those trials on which a reinforcer was delivered, was the probability of another response on Key 1 higher on trial t + 1 than after trials on which no reinforcer was delivered? Similar questions can be asked about more remote effects of reinforcement or nonreinforcement for a response on Key 1: Was the probability of choosing Key 1 higher on trials t + 2, t + 3, and so on, after a reinforced Key 1 response on trial t than after a nonreinforced Key 1 response on trial t? Of course, the same questions can be asked about the immediate and more remote consequences of reinforced and nonreinforced choices of Key 2. Figure 3 presents analyses of this type for responses on Key 1 from three different portions of a condition. The results are presented separately for each subject, but they are averaged across all 10 conditions because an examination of the results from individual conditions showed no systematic differences across conditions. The left column shows results from the 100 one-probability trials that began a transition session. The middle column shows results from the first 200 two-probability trials of the transition sessions. The right column shows results from the final 200 two-probability trials of each condition (i.e., those that satisfied the stability criteria). The filled circles in each panel show the proportion of responses made on Key 1 (which will be called same-key responses) on each of the five trials that followed a reinforced response on Key 1. For example, each filled circle for five trials ahead is the probability of a same-key response on trial t + 5 after a reinforced Key 1 response on trial t, regardless of which responses, reinforcers, and nonreinforcers occurred on trials t + 1, t + 2, t + 3, and t + 4. In a similar fashion, the open circles show the proportion of same-key responses on each of the five trials that followed every nonreinforced response on Key 1. Fig. 3 . For each subject, mean probabilities of a response on the key with the higher probability of reinforcement are shown for the five trials that followed each reinforced (filled circles) and nonreinforced (open circles) response on that key. The three columns show the results from the last 100 trials of the one-probability procedure, the first 200 trials of the two-probability procedure, and the last 200 trials of the two-probability procedure, respectively.
For the present purposes, the important question is whether the probability of a samekey response was higher on the trials following a reinforced response on Key 1. The three columns of Figure 3 show that, during all three portions of a condition, reinforced responses on Key 1 were indeed followed by a higher proportion of same-key responses on the next trial (Subject 4 in the last 200 trials was the only exception). However, the patterns of results on trials t + 2 through t + 5 were distinctly different in the three different portions of a condition. The results from the one-probability trials showed a crossing pattern, in which a reinforcer was followed by an increased proportion of same-key responses on trials t + 1, t + 3, and t + 5 but a decreased proportion on trials t + 2 and t + 4. This pattern is indicative of a tendency to switch keys after each nonreinforced response, which was the optimal strategy for the one-probability procedure, because reinforcers were assigned to the two keys with equal probability.
The middle column of Figure 3 shows that, during the first 200 trials of the two-probability procedure, the crossing pattern was less pronounced, although it was still evident for all subjects on trials t + 1 through t + 3. Of course, alternating responses between the two keys is not the optimal strategy on two-probability trials, and the decrease in the alternating pattern suggests that the birds were becoming sensitive to this change in the reinforcement contingencies. The right column of Figure 3 shows that, by the final 200 trials of the two-probability procedure, the alternating pattern was completely absent. What remained, however, was a tendency toward more same-key responses on trial t + 1 after a reinforced Key 1 response. This tendency was present to a lesser extent on trial t + 2. Averaged across subjects, same-key responses on trials t + 3 through t + 5 were about the same after reinforcers and nonreinforcers. Figure 4 shows the results of the same type of trial-by-trial analysis for Key 2, the key that had the lower probability of reinforcement in the two-probability procedure. Overall, the results were fairly similar to those for Key 1. In all 15 panels of Figure 2 , the proportion of same-key responses on trial t + 1 was higher after reinforced responses on Key 2. The two left columns show evidence of an alternating response pattern, although the evidence from the one-probability trials is not as clear as in Figure 3 . In Figure 4 , the evidence is clearest for trials t + 1 and t + 2: 3 subjects showed a crossing pattern on these two trials, and the 4th subject (Subject 3) showed a shift in the same direction, although its response proportions did not actually cross between the two trials. The results from the first 200 trials of the two-probability procedure are very similar to those in Figure 3 .
The results from the last 200 two-probability trials (right column) are much more variable than the analogous results in Figure 3 . This variability can be attributed to the smaller sample size (especially for the response proportions following reinforced responses on Key 2), because during these trials the subjects made many more responses on Key 1 than on Key 2. Nevertheless, the results were similar to those for Key 1 in the following respects: (a) On trial t + 1, the proportion of same-key responses was consistently higher after a reinforcer, and (b) there was no consistent tendency of this type on trials t + 3 through t + 5.
DISCUSSION
The discrete-trial procedure used in this experiment provided a convenient means of obtaining repeated acquisition curves from individual subjects. The one-probability procedure brought subjects' choice proportions close to .5, and the rate of acquisition could then be assessed in the subsequent two-probability procedure. There was considerable variability in acquisition rates across conditions, in some cases even between the two replications with the same probability pair. This variability could be due to several factors, including the fact that the probabilistic schedules used in this experiment sometimes produced, by chance, an unusually rich (or lean) string of reinforcers on one key or the other. This uncontrolled variability in acquisition rates is certainly not desirable, but the brevity of each condition (about eight sessions) makes the option of repeating each probability pair several times quite feasible. In future research with this procedure, the use of more than two replications for each pair of schedules might be advisable.
Despite the variability in acquisition rates across subjects and replications, these rates were sufficiently orderly to demonstrate a significant effect of the ratio 01/02. That is, larger ratios led to faster acquisition, even though the difference between the two probabilities was constant at .10. These results are inconsistent with at least three of the theories of acquisition described in the Introduction-the ratio invariance model (Staddon, 1988) , the linear operator model (Bush & Mosteller, 1955) , and the original version of melioration theory (Herrnstein & Vaughan, 1980) . However, the results are consistent with the hypothesis of Weber's Law that larger ratios will be more discriminable, so that acquisition of preference for the higher probability of reinforcement will be faster.
Another prediction of the original version of melioration theory about rates of acquisition For each subject, mean probabilities of a response on the key with the lower probability of reinforcement are shown for the five trials that followed each reinforced (filled circles) and nonreinforced (open circles) response on that key. The three columns show the results from the last 100 trials of the one-probability procedure, the first 200 trials of the two-probability procedure, and the last 200 trials of the two-probability procedure, respectively. may be correct, however. The theory predicts that the rate of acquisition will be faster when the difference between the two probabilities, 01 -2, is greater. The present experiment was not designed to provide a thorough test of this prediction, because it included only one probability pair, .225 and .075, in which the difference was not .10. For 2 subjects, acquisition rates were faster with this probability pair than with any other, as the model predicts, but this was not true for the other 2 subjects.
A more complete test of this prediction could be conducted by holding the ratio constant across several probability pairs while varying the difference between them (e.g., . 40 and .20 versus .20 and .10 versus .10 and .05 ). Yet regardless of how such an experiment might turn out, the present study demonstrates that the difference between the two probabilities is not the only important factor, because the ratio of the two probabilities was shown to affect the rate of acquisition. The analysis of response proportions across the several trials that followed each reinforcer and nonreinforcer showed that subjects' trialby-trial response patterns were affected by the prevailing reinforcement contingencies. During the one-probability procedure, the trialby-trial analysis revealed a tendency to switch keys after each response, the strategy that would maximize the ratio of reinforcers per trial in this type of reinforcement schedule. This alternating response pattern was not optimal in the two-probability procedure, however. Instead, the optimal strategy was to respond exclusively on the key with the higher probability of reinforcement. A tendency toward alternation was still evident during the first 200 trials of the two-probability procedure, but it was not as pronounced, suggesting that subjects were beginning to respond to the change in contingencies. By the final 200 trials of the two-probability procedure, no tendency toward alternation was evident.
The most consistent pattern revealed by the trial-by-trial analysis was the effect of a reinforcer on the next response, an effect that can be called a positive recency effect. After a reinforcer on either key, the probability of a samekey response on the next trial was substantially higher than after a nonreinforced response. This effect occurred for all subjects, in both one-probability and two-probability conditions. Note that during the one-probability procedure there was no advantage to this strategy, because the probability of reinforcement was the same for both keys on any trial following a reinforcer.
At the end of the two-probability procedure, when the tendency to alternate keys had disappeared, the delivery of a reinforcer elevated the probability of same-key responses for perhaps the next two trials, after which there was no consistent difference in same-key responses after a reinforcer or a nonreinforcer (see the right columns of Figures 3 and 4) . Transient effects of reinforcement on subsequent responses have been observed in a number of other experiments on choice, but the effects of individual reinforcers are not always in the same direction. Fantino and Royalty (1987) reviewed the results of several studies of this type and presented some additional data from concurrent-chains schedules. They noted that positive recency effects have been found in studies that used concurrent schedules and an interdependent scheduling of reinforcers (e.g., Menlove, 1975; Morgan, 1974) . A negative recency effect (a transient decrease in the probability of a response on the same key) has been found in studies with concurrent-chains schedules and independent scheduling of reinforcers (e.g., Fantino & Royalty, 1987; Killeen, 1970) . With other combinations (concurrent schedules with independent scheduling or concurrent-chains schedules with interdependent scheduling), neither positive nor negative recency effects have been observed.
The present results are at least partially consistent with the pattern of results observed by Fantino and Royalty (1987) . Our procedure was a discrete-trial version of a concurrent schedule. The one-probability conditions used an interdependent scheduling of reinforcers, and a positive recency effect was observed, consistent with the studies cited above. However, a positive recency effect was also observed in the two-probability conditions, which employed independent reinforcement schedules. This finding differs from that of Nevin (1969) , who found neither positive nor negative recency effects with a discrete-trial procedure that also used independent concurrent schedules. Nevin's procedure differed from ours in several ways, however. For instance, Nevin used discrete-trial variable-interval schedules, whereas our study used discrete-trial RR schedules. Whereas Nevin examined steadystate behavior, the present study examined behavior in a period of transition, when choosing the alternative that just delivered a reinforcer may be an adaptive way to respond to the changing contingencies.
Our observation of a positive recency effect suggests that, at least at a descriptive level, the presentation of a reinforcer had two different effects in this procedure. One effect was shortlived: The reinforcer increased the probability of a same-key response on the next one or two trials, but not much longer. The second effect was the much more gradual increase in preference for the key with the higher probability of reinforcement: Several hundred trials were usually needed for the proportion of responses on Key 1 to increase from about .50 to .90.
There are at least two ways to interpret the short-and long-term effects of reinforcement observed in this experiment, and we are not sure which is most appropriate. On one hand, the two effects may be the result of the same underlying principles. It is certainly conceivable that some model built around simple conditioning principles (e.g., reinforcement strengthens a response and nonreinforcement weakens it), when developed in enough detail, could account for both the short-and longterm effects of reinforcement that were observed here. On the other hand, these two effects may have been the result of two different processes, such as those related to the common distinction between short-term and long-term memory. Perhaps the same mechanisms that allow a subject to respond on the basis of both the short-term events and long-term contingencies in tasks such as delayed matching to sample were responsible for the short-and long-term effects of reinforcement observed in this choice situation.
