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Abstract
This paper develops two orthogonal contributions to scalable sparse regression
for competing risks time-to-event data. First, we study and accelerate the broken
adaptive ridge method (BAR), an `0-based iteratively reweighted `2-penalization al-
gorithm that achieves sparsity in its limit, in the context of the Fine-Gray (1999)
proportional subdistributional hazards (PSH) model. In particular, we derive a new
algorithm for BAR regression, named cycBAR, that performs cyclic update of each
coordinate using an explicit thresholding formula. The new cycBAR algorithm effec-
tively avoids fitting multiple reweighted `2-penalizations and thus yields impressive
speedups over the original BAR algorithm. Second, we address a pivotal computa-
tional issue related to fitting the PSH model. Specifically, the computation costs of
the log-pseudo likelihood and its derivatives for PSH model grow at the rate of O(n2)
with the sample size n in current implementations. We propose a novel forward-
backward scan algorithm that reduces the computation costs to O(n). The proposed
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method applies to both unpenalized and penalized estimation for the PSH model and
has exhibited drastic speedups over current implementations. Finally, combining the
two algorithms can yields > 1, 000 fold speedups over the original BAR algorithm.
Illustrations of the impressive scalability of our proposed algorithm for large com-
peting risks data are given using both simulations and a United States Renal Data
System data.
Keywords: Broken Adaptive Ridge; Fine-Gray model; `0-regularization; Massive Sample
Size; Model Selection/Variable selection; Oracle property; Subdistribution hazard.
2
1 Introduction
Advancing informatics tools make large-scale data such as electronic health record (EHR)
data and genomic data routinely accessible to researchers. This data deluge offers unprece-
dented opportunities for new and innovative approaches to improve research and learning
(Schuemie et al., 2017). However, it also presents new computational challenges and barriers
for quantitative researchers as many current statistical methodologies and computational
tools may grind to a halt as the sample size (n) and/or number of covariates (pn) grow
large. Such challenges are particularly common in time-to-event data analysis where the
likelihood function (such as the partial likelihood for the Cox model with data) and its
derivatives typically require O(n2) number of operations, which will explode quickly as n
increases. The computational burden can be further aggravated as the number of covariates
(pn) increases. Statistical methods coupled with high-performance algorithms are critically
needed for large-scale time-to-event data analysis.
This paper aims to develop high-performance computational methods for large-scale
competing risks time-to-event data analysis by addressing two orthogonal computational
challenges due to large pn and large n respectively. First, we develop a scalable `0-based
method for simultaneous variable selection and parameter estimation for the large pn prob-
lem. It is well known that `0-penalized regression is natural for variable selection, but is
computationally NP hard and not scalable to even moderate pn. As a scalable approxi-
mation to `0-penalized regression, the broken adaptive ridge BAR estimator, defined as
the limit of an `0-based iteratively reweighted `2-penalization algorithm, has been recently
studied for simultaneous variable selection and parameter estimation and shown to possess
some desirable selection, estimation, and grouping properties under various model settings
(see, e.g., Zhao et al. (2018), Dai et al. (2018), Zhao et al. (2019), and Zhao et al. (2019)).
However, while previous research has focused on studying the statistical properties of BAR
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methodology, the feasibility of applying BAR to large-scale data has yet to be explored.
To this end, we note that BAR requires fitting multiple reweighted `2-penalized regres-
sions until convergence, which can potentially create a computational bottleneck if a large
number of iterations is needed for convergence. As demonstrated in Table 1 of Section 4,
BAR can grind to a halt for large scale data. Second, we address a pivotal computational
issue specifically related to fitting the PSH model when n is large. As discussed later in
Section 2.4, computation of the log-pseudo likelihood and its derivatives for the PSH model
involves O(n2) number of operations, which presents a critical computational barrier as n
becomes large. Moreover, because the computations involve weighted sums over some risk
sets where the risks sets are not monotone over time and the weights are subject-specific,
commonly used efficient computational techniques for fitting the Cox (1972) model do not
apply to the PSH model. To the best of our knowledge, no algorithm exists in the literature
that reduces the computational cost for the PSH model from O(n2) to a lower order.
In addressing the aforementioned computational challenges for large data, the contri-
bution of this paper is two folds:
1. We propose a novel cyclic coordinate-wise update algorithm for BAR, referred to as
cycBAR, by deriving an explicit analytic coordinate-wise update for a fixed-point
problem whose unique solution approximates the BAR estimator. Because the cy-
cBAR algorithm avoids carrying out iteratively reweighted `2-penalizations, it can
result in substantial gains in computational efficiency. We emphasize that the appli-
cation of the cycBAR algorithm over the original BAR method is not limited to the
PSH model and spans a variety of models and data settings such as generalized linear
models and time-to-event models, as well as sparse signal reconstruction (Gorodnit-
sky and Rao, 1997) and compressive sensing (Candes et al., 2008; Chartrand and Yin,
2008; Gasso et al., 2009; Daubechies et al., 2010; Wipf and Nagarajan, 2010) where
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the `0-based iteratively reweighted `2-penalization algorithm are popularly used. In
our numerical studies (Section 3.3, Figure 1(b)), cycBAR showed marked reduction
in runtime over the standard BAR.
2. By exploiting the special structure of the risk set and the subject-specific weight
functions associated with the Fine-Gray pseudo likelihood and its derivatives, we
derive a novel forward-backward scan algorithm to reduce their computational costs
from O(n2) to O(n), allowing one to analyze competing risks data much quicker
than current approaches. We have observed in empirical studies, e.g. Figure 1(c) in
Section 3.3, that the forward-backward scan algorithm can yield dramatic speedups
over standard implementations. We point out that our proposed forward-backward
scan algorithm for the PSH model is not specific to the BAR method and can be
applied to accelerate other penalized regression methods such as LASSO (Tibshirani,
1996), SCAD (Fan and Li, 2001), adaptive LASSO (Zou, 2006), and MCP (Zhang,
2010) for the PSH model (Fu et al., 2017), and the unpenalized estimation method
of Fine and Gray (1999), as well as to hypothesis testing and cumulative incidence
estimation for the PSH model.
The rest of this article is organized as follows. In Section 2.1, we review the mathe-
matical formulation of competing risks data and the Fine and Gray (1999) proportional
subdistribution hazards model. Section 2.2, introduces the BAR estimator for the PSH
model and refers its asymptotic properties to the Online Supplementary Material. Sec-
tion 2.3 derives the cyclic coordinate-wise BAR algorithm. The forward-backward scan
method for the PSH model is described in Section 2.4. Section 3 presents some simula-
tion studies to demonstrate the computational efficiency gains of both the cycBAR and
forward-backward scan algorithms. A proof-of-concept real data example for fitting large-
scale competing risks data is provided in Section 4 using a subset of the United States
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Renal Data System (USRDS). Concluding remarks are given in Section 5. The proposed
method has been implemented in an R package, named pshBAR, which is available at
https://github.com/erickawaguchi/pshBAR.
2 Methodology
2.1 Competing risks data, model, and parameter estimation
Competing risks time-to-event data arises frequently in clinical trials, reliability testing,
social science, and many other fields (Prentice et al., 1978; Pintilie, 2006; Putter et al.,
2007). Competing risks occur when individuals are susceptible to more than one types of
possibly correlated events or causes and the occurrence of one event precludes the others
from happening. For example, one may wish to study time until first kidney transplant
for kidney dialysis patients with end-stage renal disease. Then terminating events such as
death, renal function recovery, or discontinuation of dialysis are competing risks as their
occurrence will prevent subjects from receiving a transplant. For i = 1, . . . , n, let Ti, Ci,
i, and zi be the event time, possible right-censoring time, cause (event type), and a pn-
dimensional vector of time-independent covariates, respectively, for subject i. Without loss
of generality assume there are two event types  ∈ {1, 2} where  = 1 is the event of interest
and  = 2 is the competing risk. With the presence of right censoring, we generally observe
Xi = Ti ∧ Ci, δi = I(Ti ≤ Ci), where a ∧ b = min(a, b) and I(·) is the indicator function.
Competing risks data consists of n independent and identically distributed quadruplets
{(Xi, δi, δii, zi}ni=1. Assume that there exists a τ such that (1) for some arbitrary time t,
t ∈ [0, τ ]; (2) Pr(Ti > τ) > 0 and Pr(Ci > τ) > 0 for all i = 1, . . . , n.
An important quantity for competing risks data is the cumulative incidence function
(CIF), which describes the probability of failing from a certain cause of interest before
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the other causes. The CIF for cause 1 events conditional on the covariates is defined as
F1(t; z) = Pr(T ≤ t,  = 1|z). To model F1(t; z), Fine and Gray (1999) introduced the now
popular proportional subdistribution hazards (PSH) model:
h1(t|z) = h10(t) exp(z′β), (1)
where
h1(t|z)= lim
∆t→0
Pr{t ≤ T ≤ t+ ∆t,  = 1|T ≥ t ∪ (T ≤ t ∩  6= 1), z}
∆t
= − d
dt
log{1− F1(t; z)}
is a subdistribution hazard (Gray, 1988), h10(t) is a completely unspecified baseline sub-
distribution hazard, and β is a pn × 1 vector of regression coefficients. As Fine and Gray
(1999) mentioned, the risk set associated with h1(t; z) is somewhat counterfactual as it
includes subjects who are still at risk (T ≥ t) and those who have already observed the
competing risk prior to time t (T ≤ t ∩  6= 1). However, this construction is useful for
direct modeling of the CIF.
Inference for the PSH model based on the following log-pseudo likelihood (Fine and
Gray, 1999):
l(β) =
n∑
i=1
∫ τ
0
(
z′iβ − log
{∑
j
wˆj(s)Yj(s) exp(z
′
jβ)
})
× wˆi(s)dNi(s), (2)
where Ni(t) = I(Ti ≤ t, i = 1), Yi(t) = 1 − Ni(t−), wˆi(t) is a time-dependent weight for
subject i at time t defined as wˆi(t) = I(Ci ≥ Ti ∧ t)Gˆ(t)/Gˆ(Xi ∧ t), and Gˆ(t) is the Kaplan
and Meier (1958) estimate for G(t) = Pr(C ≥ t), the survival function of the censoring
variable C. Note that, for any subject i and time t, wˆi(t)Yi(t) = 0 if an individual is
right censored or has experienced the event of interest; and wˆi(t)Yi(t) = 1 if t < Xi, and
wˆi(t)Yi(t) = Gˆ(t)/Gˆ(Xi) for events due to the competing risk.
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Commonly-used optimization routines to estimate the parameters of the PSH model
typically require the calculation of the log-pseudo likelihood (2), the score function
l˙j(β) =
n∑
i=1
I(δii = 1)zij −
n∑
i=1
I(δii = 1)
∑
k∈Ri zkjw˜ik exp(ηk)∑
k∈Ri w˜ik exp(ηk)
, (3)
and, in some cases, the Hessian diagonals
l¨jj(β) =
n∑
i=1
I(δii = 1)
[∑
k∈Ri z
2
kjw˜ik exp(ηk)∑
k∈Ri w˜ik exp(ηk)
−
{∑
k∈Ri zkjw˜ik exp(ηk)∑
k∈Ri w˜ik exp(ηk)
}2]
, (4)
where
w˜ik = wˆk(Xi) = Gˆ(Xi)/Gˆ(Xi ∧Xk), k ∈ Ri,
Ri = {y : (Xy ≥ Xi) ∪ (Xy ≤ Xi ∩ y = 2)} and ηk = z′kβ. Direct calculations using
the above formulas will need O(n2) operations due to the the double summations and is
computationally taxing for large n. We will show how to calculate the double summation
linearly in Section 2.4, allowing us to calculate these quantities in O(n) time.
2.2 Broken adaptive ridge estimation for the proportional sub-
distribution hazards model
Penalized regression is useful for simultaneous variable selection and parameter estimation
and has recently been introduced to the PSH model for competing risks data (Ha et al.,
2014; Fu et al., 2017; Ahn et al., 2018; Hou et al., 2018). Below we extend the broken
adaptive ridge (BAR) estimator to the PSH model.
Let l(β) be the log-pseudo likelihood defined by (2). The BAR estimator of β starts
with an initial `2-penalized (or ridge) estimator
βˆ(0) = arg min
β
{−2l(β) + ξn
p∑
j=1
β2j }, (5)
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which is updated iteratively by a reweighted `2-penalized estimator
βˆ(k) = arg min
β
{
−2l(β) + λn
p∑
j=1
β2j
|βˆ(k−1)j |2
}
, k ≥ 1, (6)
where ξn and λn are non-negative penalization tuning parameters. The BAR estimator of
β is defined as the limit of this iterative algorithm:
βˆ = lim
k→∞
βˆ(k), (7)
which can be viewed as a surrogate to `0-penalized regression.
Note that adaptively reweighting the penalty of a coefficient by the inverse of its squared
estimate from the previous iteration allows each coefficient to be penalized differently. At
each successive iteration, coefficients whose true values are zero will have larger penalties
that will shrink the estimate further towards zero. We have shown in Section S1 of the
Online Supplementary Material that the BAR estimator has an oracle property for selection
and estimation and a grouping properties for highly correlated covariates.
The BAR estimator can be implemented using the algorithm outlined in Section S2.1
Algorithm S1 of the Online Supplementary Material in which cyclic coordinate decent
(CCD) algorithm is employed for each reweighted `2-penalized regression. Because the
algorithm runs a sequence (k = 0, 1, . . .) of adaptively reweighted ridge regressions, it
adds an extra layer of computational complexity as compared to other popular single-step
penalization methods such as LASSO and can create a bottleneck when a large number of
iterations is needed. Moreover, because ridge regression is not sparse and thus the limit is
never achieved at any given step of the BAR algorithm, an arbitrarily small cutoff value ∗
has to be used to induce sparsity in Algorithm S1 (line 18), which is an unpleasant feature.
Below we show that these issues can be avoided using a new cyclic BAR algorithm.
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2.3 A cyclic coordinate-wise BAR algorithm
In this section, we derive a fast cyclic coordinate-wise BAR algorithm that will result
in the elimination of performing multiple ridge regressions and avoid using a cutoff ∗
to introduce sparsity as required by the original BAR algorithm (Algorithm S1 in the
Online Supplementary Matieral). For a consistent estimate β˜ of β, consider the Cholesky
decomposition −l¨(β˜) = X˜′X˜ and define y˜ = (X˜′)−1{−l¨(β˜)β˜+ l˙(β˜)} as the pseudo-response
vector. Approximating the negative log-pseudo likelihood by −l(β) ≈ (1/2)(y˜− X˜β)′(y˜−
X˜β) using a second-order Taylor expansion in (6) leads to the following solution
βˆ(k) = g(βˆ(k−1)),
where g(β) = {X˜′X˜+ λnD(β)}−1X˜′y˜. and D(β) = diag(β−21 , . . . , β−2pn ). Hence, as k →∞,
the limit of the sequence {βˆ(k)} is the fixed point of the function g(·) or the solution of
g(β) = β.
The next theorem shows that each component of the fixed-point solution of g can be
expressed as a function of all other components. The proof is deferred to Section S1.5 of
the Online Supplementary Material.
Theorem 1 Let βˆ be the fixed-point solution of g(·). Then, for each j = 1, . . . , pn, the jth
component of βˆ can be expressed as follows
βˆj = gj(βˆ−j) ≡
0, if |bj| < 2
√
λnx˜′jx˜j,
bj+sign(bj)
√
(bj)2−4λnx˜′j x˜j
2x˜′j x˜j
, otherwise,
(8)
where bj = x˜
′
j(y˜ −
∑
i 6=j x˜iβˆi) and βˆ−j = (βˆ1, . . . , βˆj−1, βˆj+1, . . . , βˆpn)
′ .
The above result motivates our cyclic coordinate-wise broken adaptive ridge (cycBAR)
algorithm which performs cyclic coordinate-wise updates for the fixed point of g(·) using
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Algorithm 1: The cycBAR algorithm
1 Set β(0) = βˆridge;
2 for s = 1, 2, . . . do
3 # Enter cyclic coordinate-wise BAR algorithm
4 for j = 1, . . . pn do
5 Calculate c1j = −l˙j(β(s−1)), c2j = −l¨jj(β(s−1)) and b(s)j = c2jβ(s−1)j − c1j ;
6 if |b(s)j | < 2
√
c2jλn then
7 β
(s)
j = 0;
8 else
9 β
(s)
j =
b
(s)
j +sign(b
(s)
j )
√
(b
(s)
j )
2−4c2jλn
2c2j
;
10 end
11 end
12 if
∥∥β(s) − β(s−1)∥∥ < tol then
13 βˆBAR = β
(s) and break;
14 end
15 end
equation (8) as outlined in Algorithm 1 below. In Algorithm 1, X˜ and y˜ are initially
estimated using the initial ridge estimate β(0) and then subsequently updated at step s
using the previous estimate β(s−1) for s ≥ 1. Consequently, at step s, we have
b
(s)
j ≡ x˜′j
{
y˜ −
∑
i 6=j
x˜iβ
(s−1)
i
}
= −l¨jj(β(s−1))β(s−1)j + l˙j(β(s−1)), for j = 1, . . . , pn,
where l˙j(β) is the jth element of −l˙(β) and −l¨jj(β) is the jth diagonal element of l¨(β).
Remark 2.1 (cycBAR versus BAR) The cycBAR algorithm is derived by approxi-
mating the log-psuedo likelihood with a quadratic approximation, so it provides an approxi-
mation of the BAR estimator. Because the quadratic approximation is updated iteratively
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in the algorithm, the difference between them are expected to be mostly negligible, which has
been corroborated by our empirical studies.
Remark 2.2 (Convergence of cycBAR) The cycBAR algorithm resembles the well-
known cyclic coordinate decent (CCD) algorithm that has been commonly used for some
popular single-step penalized regression methods such as LASSO. However, its numerical
convergence is guaranteed by a different mechanism since the cycBAR algorithm makes
coordinate-wise updates for a fixed-point problem whereas CCD aims to decrease an objective
function with each coordinate update. Some graphical illustrations of the convergence of the
cycBAR algorithm for pn = 2 are given in Section S2.2 Figures S1 and S2 of the Online
Supplementary Material. A rigorous proof of the numerical convergence of the cycBAR
algorithm is however not trivial and needs to be investigated in future research.
2.4 Scalable parameter estimation via forward-backward scan
Before proceeding further, we note that for the Cox proportional hazards model with no
competing risks, Ri = {y : Xy ≥ Xi} and w˜ik ≡ 1 for all i and k. Therefore the score
function can be written as
l˙j(β) =
n∑
i=1
I(δi = 1)zij −
n∑
i=1
I(δi = 1)
∑
k∈Ri zkj exp(ηk)∑
k∈Ri exp(ηk)
, (9)
for j = 1, . . . , pn. Again, if done directly, calculating l˙j(β) will require O(n
2) calculations.
Suchard et al. (2013) and Mittal et al. (2014), among others, have implemented the fol-
lowing technique to calculate (9) in O(n) calculations. Note that if the event times are
arranged in decreasing order, both
∑
k∈Ri zkj exp(ηk) and
∑
k∈Ri exp(ηk) are a series of
cumulative sums. For example, given Xi > Xi′ , the set Ri′ consists of the observations
from Ri and the set of observations {y : Xy ∈ [Xi′ , Xi)}, therefore
∑
k∈Ri′ zkj exp(ηk) =
12
∑
k∈Ri zkj exp(ηk)+
∑
k∈{y:Xy∈[Xi′ ,Xi)} zkj exp(ηk) and calculating both
∑
k∈Ri zkj exp(ηk) and∑
k∈Ri exp(ηk), and consequently its ratio, for all i = 1, . . . , n will only require O(n) calcu-
lations in total. Furthermore, the outer summation of subjects who observe the event of
interest is also a cumulative sum since, provided that Xi > Xi′ and both δi = 1 and δi′ = 1,
i∑
l=1
I(δl = 1)
∑
k∈Rl zkj exp(ηk)∑
k∈Rl exp(ηk)
=
i′∑
l=1
I(δl = 1)
∑
k∈Rl zkj exp(ηk)∑
k∈Rl exp(ηk)
(10)
+ I(δi = 1)
∑
k∈Ri zkj exp(ηk)∑
k∈Ri exp(ηk)
, (11)
which will also only require O(n) calculations since the ratio can be precomputed in O(n)
calculations. The diagonal elements of the Hessian also follow a similar derivation and can
be calculated in O(n) calculations.
For the PSH model, however,
∑
k∈Ri w˜ik exp (ηj), i = 1, . . . , n, are not a series of simple
cumulative sums because 1) the risk sets Ri are not monotone over time, and 2) for each i,
a different set of weights w˜ik = Gˆ(Xi)/Gˆ(Xi ∧Xk), k ∈ Ri are required. To overcome this
problem, we show in Lemma 1 below that
∑
k∈Ri w˜ik exp (ηj) can be decomposed into a
forward cumulative sum and a backward cumulative sum over two disjoint monotone sets.
A simple proof is provided in Section S1.6 of the Online Supplementary Material.
Lemma 1 Assume that no ties are present. Then∑
k∈Ri
w˜ik exp (ηk) =
∑
k∈Ri(1)
exp (ηk) + Gˆ(Xi)
∑
k∈Ri(2)
exp (ηk) /Gˆ(Xk) (12)
where Ri(1) = {y : (Xy ≥ Xi)} and Ri(2) = {y : (Xy < Xi ∩ y = 2)} are distinct
partitions of Ri. Furthermore, Ri(1) is monotonically decreasing over time and Ri(2) is
monotonically increasing over time.
Because Ri(1) grows cumulatively as the event times decrease from the largest to the
smallest, whereas Ri(2) grows cumulatively as the observed event times increase from the
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smallest to the largest since it only involves subjects who observed a competing risk and
had an observed event time smaller than subject i. Thus, similar to the Cox model, the
ratio of summations for the score and diagonal Hessian values can be calculated in linear
time via a forward-backward scan where one scan goes in one direction to calculate the
cumulative sums associated with Ri(1) and the other scan goes in the opposite direction to
calculate the cumulative sum associated with Ri(2). Therefore, we can effectively reduce
the number of operations from O(n2) to O(n).
3 Simulation study
3.1 Simulation setup
We simulate datasets under various sample sizes and parameter dimensions. The de-
sign matrix, Z was generated from a pn-dimensional standard normal distribution with
mean zero and pairwise correlation corr(zi, zj) = ρ
|i−j|, where ρ = 0.5 simulates moder-
ate correlation. The vector of regression parameters for cause 1, the cause of interest, is
β1 = (0.40, 0.45, 0, 0.50, 0, 0.60, 0.75, 0, 0, 0.80,0p−10). The data generation scheme follows
a similar design to that of Fine and Gray (1999) and Fu et al. (2017). The CIF for cause
1 is F1(t; zi) = Pr(Ti ≤ t, i = 1|zi) = 1 − [1 − pi{1 − exp(−t)}]exp(z′iβ1), which is a unit
exponential mixture with mass 1− pi at∞ when zi = 0. Unless otherwise noted, the value
of pi is set to 0.5, which corresponds to a cause 1 event rate of approximately 41%. The
CIF for cause 2 is obtained by setting Pr(i = 2|zi) = 1− Pr(i = 1|zi) and then using an
exponential distribution with rate exp(z′iβ2) for the conditional CIF Pr(Ti ≤ t|i = 2, zi)
with β2 = −β1. Censoring times are independently generated from a uniform distribution
U(0, umax) where umax controls the censoring percentage. The average censoring percentage
for our simulations vary between 30− 35%.
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3.2 Finite-sample properties of BAR
In this section, we briefly summarize the results for comparing the operating characteristics
of BAR along with LASSO (Tibshirani, 1996), SCAD (Fan and Li, 2001), adaptive LASSO
(Zou, 2006, ALASSO), and MCP (Zhang, 2010) which are implemented in the crrp package
(Fu et al., 2017). Our simulations illustrate that 1) the BAR estimator is insensitive
over the choice of ξn over a large interval and 2) BAR performs as well as other oracle-
based procedures in terms of estimation and variable selection. This has been observed
consistently over several different combinations of model dimension, event rates, signal
values, sample sizes, and model sparsity. We refer readers to Section S3 of the Online
Supplementary Material for a more detailed explanation of the conclusions from the study.
3.3 Computational savings via cycBAR and forward-backward
scan
In this simulation we illustrate the impressive computational savings obtained from cy-
cBAR and the forward-backward scan described in Sections 2.3 and 2.4. We compare
three implementations of BAR for the PSH model: the original BAR without the forward-
backward scan, cycBAR without the forward-backward scan, and cycBAR with the
forward-backward scan. We let n vary from 600 to 2000, pn = 100, and ρ = 0.5 and com-
pute the runtime of each method averaged over 100 simulations. We report the runtime on
a system with an Intel Core i5 2.9 GHz processor and 16GB of memory.
Figure 1(a) displays the mean runtime (in seconds) for each method as the sample size
increases, which shows that the runtime of the original BAR increases quickly while the
runtime of BAR implementing both cycBAR and forward-backward scan grows at a much
slower rate. Panels (b) and (c) further demonstrate the separate contributions of cycBAR
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Figure 1: Runtime comparison between three BAR(λn) implementations (cyc. = cycBAR
described in Section 2.3; lin. = forward-backward scan described in Section 2.4).
and the forward-backward scan method, respectively, using fold change. Panel (b) shows a
15-20 fold decrease in runtime between cycBAR and the original BAR. Panel (c) shows the
benefit of linearized estimation, with a 50-150 fold decrease in runtime between cycBAR
with and without the forward-backward scan. Additionally, we perform both SCAD and
MCP penalizations both with and without the forward-backward scan implementation and
observe similar fold changes as observed in Figure 1(c) and the results are tabulated in Table
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S4 of the Online Supplementary Material. Panel (d) illustrates that using both cycBAR
and the forward-backward scan results in a multiplicative gain, yielding an impressive
1,000-2,000 fold speedup in runtime. The runtime reduction is expected to increase as n
and/or pn grow larger as illustrated by the real data example in the following section.
4 End-stage renal disease
The United States Renal Data System (USRDS) is a national data system that collects
information about end-stage renal disease in the United States. Patients with end-stage
renal disease are known to have a shorter life expectancy compared to their disease-free
peers (USRDS Annual Report 2017) and kidney transplantation has been shown to provide
better health outcomes for patients with end-stage renal disease (Wolfe et al., 1999; Purnell
et al., 2016). As an illustration of the scalability of various methods for large data, we run
penalized regressions for a PSH model with 63 demographic and clinical variables using a
subset of n = 225, 000 patients from the USRDS that spans a 10-year study time between
January 2005 to June 2015. The event of interest was first kidney transplant for patients
who were currently on dialysis. Death, renal function recovery, and discontinuation of
dialysis are competing risks. Subjects who are lost to follow up or had no event by the end
of study period are considered as right censored. We randomly split the data into a training
set (n = 125, 000) and test set (n = 100, 000). Table S5 in the Online Supplementary
Material shows that the proportions of each type of event are similar across the training
and test sets.
The BAR method along with SCAD and MCP penalizations are used to fit the PSH
model using the training set. As with Section 3.3, we consider four implementations of
BAR: 1) without both cycBAR and the forward-backward scan; 2) without cycBAR
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and with the forward-backward scan; 3) with cycBAR and without the forward-backward
scan; and 4) with both cycBAR and the forward-backward scan. BIC score minimization,
implemented with a 25-value grid search, is used to find the optimal value for the tuning
parameter for all three methods. We fix ξn = log(pn) for the BAR method. SCAD and
MCP were performed using the crrp R package (Fu et al., 2017) where its generalized cross
validation estimation component is removed to allow a fair comparison of their runtime with
BAR only for parameter estimation. Additionally, we run SCAD and MCP penalizations
using our forward-backward scan to compare the computational performance of our new
implementation to the current state of the art. The BIC score based on the training data
is used to compare selection performance between models and predictive performance is
measured by the concordance index (c-index) proposed by Wolbers et al. (2009) based on
the data. Table 1 summarizes the computational time (in seconds), the BIC score, the
c-index, and the number of selected variables for each method.
We observe from Table 1 that cycBAR, without the forward-backward scan, took 46
hours to finish, a marked reduction in runtime over the original BAR implementation which
did not finish after 96 hours and was terminated. More impressively, adding the forward-
backward scan resulted in an enormous boost in speeding up the computation, performing
the same task in 40 seconds. We observe similar trends in both SCAD and MCP imple-
mentations as well. Our forward-backward scan algorithm results in significant reduction
in runtime, over-thousand fold, for BAR, SCAD, and MCP, allowing us to perform variable
selection for large-scale competing risks data within seconds rather than days.
The predictive and selection performances of all methods are comparable with similar
BIC scores, c-index values and model sizes (number of selected variables), that we attribute
to the massive sample size of both the training and test set. The variables selection by BAR
are also a subset of the variables selected by both SCAD and MCP. Many of the selected
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Table 1: Analysis results of a USRDS data using BAR and cycBAR along with MCP
and SCAD. (BAR/cycBAR: ξn = log(pn) and λn selected through a grid search; BIC was
used to select tuning parameters for all methods; Seconds: Runtime in seconds without
the forward-backward scan (no scan) and with (scan); BIC score: BIC score based on the
training data; c-index: c-index based on the test data; Model size: Number of nonzero
parameters; *The original BAR without cycBAR and forward-backward scan did not
finish after 96 hours.)
BAR cycBAR SCAD MCP
Seconds (no scan) 345,600+∗ 167,020 92,571 102,565
Seconds (scan) 1,401 40 37 35
BIC score 251873.7 251867.6 251929.9 251895.3
c-index 0.85 0.85 0.85 0.85
Model size 43 42 48 49
variables have been previously reported to have an impact on kidney transplantation.
5 Discussion
In extending the `0-based BAR methodology to the Fine and Gray (1999) PSH model for
competing risks data, we have developed a novel coordinate-wise update (cycBAR) algo-
rithm to avoid carrying out multiple ridge regressions in the original BAR implementation.
Furthermore, we introduce a forward-backward scan algorithm to reduce the computational
cost of the log-pseudo likelihood and its derivatives for the PSH model from the order of
O(n2) to O(n). While showing comparable selection and estimation performance, the BAR
method for the PSH model using the two new algorithms can produce greater than 1,000
19
fold speedups over some current penalization methods for the PSH model in numerical
studies.
An important domain of application of the developed scalable sparse regression method
is large comparative effectiveness and drug safety studies using massive electronic health
record (EHR) databases such as the Observational Health Data Sciences and Informatics
(OHDSI) program (Hripcsak et al., 2015) (https://ohdsi.org/) and the U.S. FDA’s Sentinel
Initiative (https://www.fda.gov/safety/fdassentinelinitiative/ucm2007250.htm). These mas-
sive databases typically contain millions to hundreds of millions patient records with tens
of thousands patient attributes, which are particularly useful for drug safety studies of a
rare event (such as an unexpected severe adverse event (SAE)) to protect public health.
As illustrated by the USRDS data example in Section 4, while existing methods for
the PSH model is likely to grind to a halt, the developed scalable BAR method with high-
performance algorithms has made it possible to analyze these massive data in real time.
To this end, we point out that for a large data with millions of patient records on tens of
thousands covariates, it may not always be feasible to fit a model when the data is stored in
the standard dense format due to the high memory requirement. On the other hand, these
massive datasets are often sparse with only a small portion of covariates are being nonzeros
for a given subject. We are currently working on implementing the developed BAR method
for sparse massive sample size competing risks data by exploiting the sparsity in the data
matrix.
Finally, we emphasize that the developed cycBAR method in Section 2.3 and the
forward-backward scan method of Lemma 1 in Section 2.4 are of interest on their own.
The cycBAR method can be applied directly to other models and data settings. It is also
straightforward to apply the forward-backward scan method to accelerate other estimation
methods for the PSH model. Using this approach, we are currently developing a stand-
20
alone package for R that includes the unpenalized estimation method of Fine and Gray
(1999) and other popular penalization methods.
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ONLINE SUPPLEMENTARY MATERIAL
for “Scalable Algorithms for Large Competing Risks Data”
A Statements and technical proofs of theorems and
lemmas
A.1 Regularity conditions
Define
S(k)(β, s) =
1
n
n∑
i=1
wˆi(s)Yi(s)z
⊗k
i exp(β
′zi), k = 0, 1, 2,
E(β, s) = S(1)(β, s)/S(0)(β, s),
and
V (β, s) = S(2)(β, s)/S(0)(β, s)− E(β, s)⊗2,
where x⊗k = (1,x,xx′) for k = 0, 1, 2, respectively. Moreover, withNi(t) = I(Ti ≤ t, i = 1)
and Yi(t) = 1−Ni(t−) define Mi(β, t) =
∫ t
0
dNi(u)−
∫ t
0
Yi(u)h10(u) exp(β
′zi)du. Similarly,
with defining N ci (t) = I(Ci ≤ t) and Hc(t) being the cumulative hazard function by treating
the censored observations as events, M ci (t) = N
c
i (t) −
∫ t
0
I(Xi ≥ u)dHc(u). Let || · ||p be
the `p-norm for vectors and the norm induced by the vector pn-norm for matrices. The
following technical conditions will be needed in our derivations for the statistical properties
of the pshBAR estimator.
(C1)
∫ τ
0
h01(t)dt <∞;
(C2) There exists some compact neighborhood, B0, of the true value β0 such that for
k = 0, 1, 2, there exists a scalar, vector, and matrix function s(k)(β, t) defined on
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B0 × [0, τ ] such that
sup
t∈[0,τ ],β∈B0
∥∥S(k)(β, t)− s(k)(β, t)∥∥
2
= op(1), as n→∞;
(C3) Let s(1)(β, t) = ∂s(0)(β, t)/∂β and s(2)(β, t) = ∂s(1)(β, t)/∂β. For k = 0, 1, 2, the
functions s(k)(β, t) are continuous with respect to β ∈ B0, uniformly in t ∈ [0, τ ],
and are bounded on β0 × [0, τ ]; furthermore, s(0)(β, t) is bounded away from zero on
B0 × [0, τ ];
(C4) Let e(β, t) = s(1)(β, t)/s(0)(β, t), v(β, t) = s(2)(β, t)/s(0)(β, t)− e(β, t)⊗2, and
Ω =
∫ τ
0
v(β0, u)s
(0)(β0, u)h10(u)du. There exists some constants C2 and C3 such that
0 < C2 < eigenmin(Ω) ≤ eigenmax(Ω) < C3 <∞,
where for any real diagonalizable matrix A, eigenmin(A) and eigenmax(A) represent its
smallest and largest eigenvalues, respectively; furthermore, there also exists a matrix
Γ such that ‖n−1∑ni=1 var(Ui)− Γ‖2 → 0, where
Ui =
∫ τ
0
{zi(u)− e(β0, u)}wi(u)dMi(β0, u) +
∫ τ
0
q(u)/pi(u)dM ci (u),
for
wi(t) = I(Ci ≥ Ti ∧ t)G(t)/G(Xi ∧ t)
q(u) = − lim
n→∞
1
n
n∑
i=1
∫ τ
0
{zi(t)− e(β0, t)}wi(t)I(Xi < u ≤ t)dMi(β0, t)
pi(u) = lim
n→∞
1
n
n∑
i=1
I(Xi ≥ u)
(C5) There exists a constant C6 such that sup1≤i≤nE(U
2
ijU
2
il) < C6 <∞ for all 1 ≤ j, l ≤ p,
where Uij is the j-th element of Ui defined in (C4);
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(C6) As n→∞, p4n/n→ 0, λn →∞, ξn →∞, ξnbn/
√
n→ 0, p/(na2n)→ 0, λnb3n
√
qn/
√
n→
0 and λn
√
qn/(a
3
n
√
n)→ 0, where an = minj=1,...,qn(|β0j|) and bn = maxj=1,...qn(|β0j|).
The above conditions (C1)-(C5) are similar to those proposed by ? and Ahn et al.
(2018). Condition (C1) ensures a finite baseline cumulative hazard. Condition (C2) en-
sures the asymptotic stability of S(k)(β, t), as required under fixed dimension. Under
diverging dimension, it follows from Theorem 1 of Kosorok and Ma (2007) that under
certain regularity conditions, supt∈[0,1],β∈B0
∥∥S(k)(β, t)− s(k)(β, t)∥∥
2
≤ √pn ln p/n, which
implies that (C2) holds if pn ln p/n → 0. Condition (C3) requires that exp(β′zi) remain
integrable under diverging dimension. This will allow integration and differentiation with
respect to S(k)(β, t) (k = 0, 1) to be interchanged in our technical derivations. Condition
(C4) guarantees that the covariance matrix of the score function is positive definite and has
uniformly bounded eigenvalues for all n and β ∈ B0. Other authors in the variable selection
literature have also required a slightly weaker condition (Fan et al., 2004; ?; Cho and Qu,
2013; Ni et al., 2016; Ahn et al., 2018). Condition (C5) is vital in proving the Lindeberg
condition under diverging dimension for our proof. Condition (C6) specifies the divergence
or convergence rates for the model size, the penalty tuning parameters, and the lower and
upper bound of the true signal. These technical assumptions are only sufficient conditions
for our theoretical derivations and observations from our empirical studies illustrate that
our theoretical results may, in fact, hold under weaker conditions. Further, we would like
to point out that the conditions in (C6) do not impose any one-to-one relationship in finite
scenarios.
Remark A.1 Ahn et al. (2018) showed that under Conditions (C1) - (C5) and p4n/n→ 0
||l˙(β0)||2 = Op(√npn) (13)
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and
n−1l¨(β) = Ω + op(1), (14)
in probability, uniformly in β ∈ B0.
A.2 Statement and proof of the oracle property
Let β1 and β2 be the first qn and remaining pn − qn components of β, respectively, and
define β0 = (β
′
01,β
′
02)
′ as the true values of β where, without loss of generality, β01 =
(β01 . . . , β0qn) is a vector of qn non-zero values and β02 = 0 is a pn − qn dimensional vector
of zeros. Below we state the asymptotic properties of the BAR estimator for the PSH
model under certain regularity conditions.
Theorem 2 (Oracle property) Assume the regularity conditions (C1) - (C6) in the Sec-
tion S1.1. Let βˆ1 and βˆ2 be the first qn and the remaining pn− qn components of the BAR
estimator βˆ, respectively. Then,
(a) βˆ2 = 0 with probability tending to one;
(b)
√
nd′nΓ
−1/2
11 Ω11(βˆ1 − β01) → N(0, 1), for any qn-dimensional vector dn such that
||dn||2 ≤ 1 and where Γ11 and Ω11 are the first qn × qn submatrices of Γ and Ω,
respectively, defined in Condition (C4).
Theorem 2(a) establishes that with large probability, the true zero coefficients will be
estimated as zeros by the BAR estimator. Part (b) of the theorem essentially states that
the nonzero component of the BAR estimator is asymptotically normal and equivalent to
the weighted ridge estimator of the oracle model. To prove Theorem 2 we first establish
four lemmas.
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Lemma 2 (Consistency of ridge estimator) Let
βˆridge = arg min
β
{
−2l(β) +
pn∑
j=1
ξnβ
2
j
}
,
be the PSH ridge estimator defined in Equation (3). Assume that Conditions (C1) - (C6)
hold. Then
||βˆridge − β0||2 = Op
[√
pn{n−1/2(1 + ξnbn/
√
n)}] = Op(√pn/n), (15)
where bn is an upper bound of the true nonzero |β0j|’s defined in Condition (C6).
Proof. Let αn =
√
pn(n
−1/2 + ξnbn/n) and `(β) = −2l(β) + ξn
∑pn
j=1 β
2
j . To prove
Lemma 2, it is sufficient to show that for any  > 0, there exists a large enough constant
K0 such that
pr
{
inf
||u||2=K0
L(β0 + αnu) > L(β0)
}
≥ 1− , (16)
since (16) implies that there exists a local minimum, βˆridge, inside the ball {β0 + αnu :
||u||2 ≤ K0} such that ||βˆridge−β0||2 = Op(αn), with probability tending to one. To prove
(16), we first note
1
n
L(β0 + αnu)− 1
n
L(β0) = − 1
n
{2l(β0 + αnu)− 1
n
2l(β0)}+ ξn
n
pn∑
j=1
{
(β0j + αnuj)
2 − β20j
}
= − 1
n
{2l(β0 + αnu)− 2l(β0)}+ ξn
n
pn∑
j=1
(
2β0jαnuj + α
2
nu
2
j
)
≥ − 1
n
{2l(β0 + αnu)− 2l(β0)}+ 2ξnαn
n
pn∑
j=1
β0juj
= − 1
n
{2l(β0 + αnu)− 2l(β0)}+ 2ξnαn
n
qn∑
j=1
β0juj
≡ W1 +W2.
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By Taylor expansion, we have
W1 = − 2
n
αnu
′l˙(β0)− 1
n
α2nu
′l¨(β∗)u
= W11 +W12,
where β∗ lies between β0 and β0 + αnu, and l˙(β) and l¨(β) denote the first and second
derivatives of l(β), respectively. By the Cauchy-Schwartz inequality,
W11 = − 2
n
αnu
′l˙(β0) ≤ 2
n
αn||l˙(β0)||2 · ||u||2 = 2
n
αnOp(
√
npn)||u||2 ≤ Op(α2n)||u||2,
where the second equality is due to (13). By (14) we have
W12 = − 1
n
α2nu
′l¨(β∗)u = α2nu
′Ωu{1 + op(1)}.
Since eigenmin(Ω) ≥ C2 > 0 by Condition (C4), W12 dominatesW11 uniformly in ||u||2 = K0
for a sufficiently large K0. Furthermore
W2 ≤ 2ξnαn
n
|β′01u| ≤
2
√
qnξnαnbn
n
||u||2 = Op(α2n)||u||2,
where the last step follows from the fact that
√
qnξnbn/n <
√
pn(n
−1/2 + ξnbn/n) = αn.
Therefore for a sufficiently large K0, we have that W12 dominates W11 and W2 uniformly
in ||u||2 = K0. Since W12 is positive, (16) holds and therefore ||βˆridge − β0||2 = Op(αn) =
Op
[√
pn{n−1/2(1 + ξnbn/
√
n)}] = Op(√pn/n), where the last step follows from condition
(C6). 
Remark A.2 Recall β = (β′1,β
′
2)
′ where β′1 and β
′
2 correspond to the first qn and remain-
ing pn − q components of β, respectively. Let
Qn(θ | β) = −2l(θ) + λnθ′D(β)θ, (17)
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where D(β) = diag(β−21 , β
−2
2 , . . . , β
−2
qn , β
−2
qn+1, . . . , β
−2
pn ) and l(θ) is the pn-dimensional log-
partial likelihood of the reduced model. Let Q˙(θ | β) and Q¨(θ | β) be the first and second
derivatives of Q(θ | β) with respective to θ, respectively. Then
Q˙(θ | β) = −2l˙(θ) + 2λnD(β)θ, (18)
Q¨(θ | β) = −2l¨(θ) + 2λnD(β). (19)
Remark A.3 Let βˆridge,1 and βˆridge,2 denote the first qn and the remaining pn− qn compo-
nents of βˆridge, respectively. Then, Lemma 2 and condition (C6) imply that for j = 1, . . . , qn
and sufficiently large n, an/2 ≤ |βˆridge,1j| ≤ 2bn, where βˆridge,1j is the jth component of
βˆridge,1 and ||βˆridge,2||2 = O(
√
pn/n).
Remark A.4 Recall β = (β′1,β
′
2)
′ where β′1 and β
′
2 correspond to the first qn and remain-
ing pn − q components of β, respectively. Let
Qn(θ | β) = −2l(θ) + λnθ′D(β)θ, (20)
where D(β) = diag(β−21 , β
−2
2 , . . . , β
−2
qn , β
−2
qn+1, . . . , β
−2
pn ) and l(θ) is the pn-dimensional log-
partial likelihood of the reduced model. Let Q˙(θ | β) and Q¨(θ | β) be the first and second
derivatives of Q(θ | β) with respective to θ, respectively. Then
Q˙(θ | β) = −2l˙(θ) + 2λnD(β)θ, (21)
Q¨(θ | β) = −2l¨(θ) + 2λnD(β). (22)
Lemma 3 Let Mn = max{2/an, 2bn}. DefineHn ≡ {β = (β′1,β′2)′ : |β1| = (|β1|, . . . , |βqn|)′ ∈
[1/Mn,Mn]
qn , 0 < ‖β2‖2 ≤ δn
√
pn/n, }, where δn is a sequence of positive real numbers sat-
isfying δn →∞ and pnδ2n/λn → 0. For any given β ∈ Hn, define
Qn(θ | β) = −2l(θ) + λnθ′D(β)θ, (23)
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where l(θ) is the pn-dimensional log-partial likelihood and D(β) = diag(β
−2
1 , . . . , β
−2
pn ). Let
g(β) = (g1(β)
′, g2(β)′)
′ be a solution to Q˙(θ | β) = 0, where
Q˙(θ | β) = −2l˙(θ) + 2λnD(β)θ, (24)
is the derivative of Q(θ | β) with respective to θ. Assume that conditions (C1) - (C6) hold.
Then, as n→∞, with probability tending to 1,
(a) supβ∈Hn
‖g2(β)‖2
‖β2‖2 ≤ 1K1 , for some constant K1 > 1;
(b) |g1(β)| ∈ [1/Mn,Mn]qn.
Proof. By the first-order Taylor expansion and the definition of g(β), we have
Q˙(β0|β) = Q˙{g(β) | β}+ Q¨(β∗ | β){β0 − g(β)} = Q¨(β∗ | β){β0 − g(β)}, (25)
where β0 is the true parameter vector, and β
∗ lies between β0 and g(β). Rearranging
terms, we have
Q¨(β∗ | β)g(β) = −Q˙(β0|β) + Q¨(β∗ | β)β0, (26)
which can be rewritten as{
−2l¨(β∗) + 2λnD(β)
}
g(β) = −
{
−2l˙(β0) + 2λnD(β)β0
}
+
{
−2l¨(β∗) + 2λnD(β)
}
β0
= 2l˙(β0)− 2l¨(β∗)β0.
Write H(β) ≡ −n−1l¨(β), we have{
H(β∗) +
λn
n
D(β)
}
g(β) = H(β∗)β0 +
1
n
l˙(β0), (27)
which can be further written as
{g(β)− β0}+ λn
n
H(β∗)−1D(β)g(β) =
1
n
H(β∗)−1l˙(β0). (28)
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Now we partition H(β∗)−1 into
H(β∗)−1 =
 A B
B′ G

and partition D(β) into
D(β) =
 D1(β1) 0
0′ D2(β2)

where D1(β1) = diag(|β1|−2, ..., |βqn|−2) and D2(β2) = diag(|βqn+1|−2, ..., |βpn|−2). Then
(28) can be re-written as g1(β)− β01
g2(β)
+ λn
n
 AD1(β1)g1(β) +BD2(β2)g2(β)
B′D1(β1)g1(β) +GD2(β2)g2(β)
 = 1
n
H(β∗)−1l˙(β0). (29)
Moreover, it follows from (13), (14), and condition (C5) that∥∥∥n−1H(β∗)−1l˙(β0)∥∥∥
2
= Op(
√
pn/n). (30)
Therefore,
sup
β∈Hn
∥∥∥∥g2(β) + λnn B′D1(β1)g1(β) + λnn GD2(β2)g2(β)
∥∥∥∥
2
= Op(
√
pn/n). (31)
Furthermore,
‖g(β)− β0‖2 =
∥∥∥∥∥−
{
H(β∗) +
λn
n
D(β)
}−1{
λn
n
D(β)β0 − 1
n
l˙(β0)
}∥∥∥∥∥
2
≤
∥∥∥∥{H(β∗)}−1{λnn D(β)β0 − 1nl˙(β0)
}∥∥∥∥
2
≤ ∥∥{H(β∗)}−1∥∥
2
·
{∥∥∥∥λnn D1(β1)β01
∥∥∥∥
2
+
∥∥∥∥ 1nl˙(β0)
∥∥∥∥
2
}
= Op(1)
{
O(n−1λnM3n
√
qn) +Op(
√
pn/n)
}
= Op(
√
pn/n),
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where the first equality follows from (27) and the fourth step follows from (14), condition
(C3), ‖n−1λnD1(β1)β01‖2 = O(n−1λnM3n
√
qn), and
∥∥∥n−1l˙(β0)∥∥∥
2
= Op(
√
pn/n), and the
last step holds since n−1λnM3n
√
qn = o(1/
√
n) under condition (C6). Hence,
‖g(β)‖2 ≤ ‖β0‖2 + ‖g(β)− β0‖2 = Op(Mn
√
qn). (32)
Also note that ‖B‖2 = Op(1) since ‖BB′‖2 ≤ ‖A2 +BB′‖2 + ‖A2‖2 ≤ 2 ‖A2 +BB′‖2 ≤
2 ‖H(β∗)−2‖2 = Op(1). This, combined with (32), implies that
sup
β∈Hn
∥∥∥∥λnn B′D1(β1)g1(β)
∥∥∥∥
2
≤ λn
n
sup
β∈Hn
‖B‖2 ‖D1(β1)‖2 ‖g1(β)‖2 = Op
(
λnM
3
n
√
qn
n
)
= o(1/
√
n).
(33)
It then follows that
sup
β∈Hn
∥∥∥∥g2(β) + λnn GD2(β2)g2(β)
∥∥∥∥
2
≤ Op(
√
pn/n) + o(1/
√
n) = Op(
√
pn/n).
Since G is positive definite and symmetric with probability tending to one, by the spectral
decomposition theorem, G =
∑pn−qn
i=1 r2iu2iu
′
2i, where r2i and u2i are the eigenvalues and
eigenvectors of G, respectively. Now with probability tending to one,
λn
n
‖GD2(β2)g2(β)‖2 =
λn
n
∥∥∥∥∥
(
pn−qn∑
i=1
r2iu2iu
′
2i
)
D2(β2)g2(β)
∥∥∥∥∥
2
≥ λn
n
∥∥∥∥∥C2
(
pn−qn∑
i=1
u2iu
′
2i
)
D2(β2)g2(β)
∥∥∥∥∥
2
≥ C2
∥∥∥∥λnn D2(β2)g2(β)
∥∥∥∥
2
, (34)
where the first inequality is due to (14) and condition (C4) since we can assume that for
all i = 1, . . . , p− q, r2i ∈ (C2, C3) for some C2 < C3 <∞ with probability tending to one.
Therefore with probability tending to one,
C2
∥∥∥∥λnn D2(β2)g2(β)
∥∥∥∥
2
− ‖g2(β)‖2 ≤
∥∥∥∥g2(β) + λnn GD2(β2)g2(β)
∥∥∥∥
2
≤ δn
√
pn/n, (35)
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where δn diverges to ∞. Let mg2(β)/β2 = (g2(βqn+1)/βqn+1, . . . , g2(βpn)/βpn)′. Because
||β2||2 ≤ δn
√
pn/n, we have
C2
∥∥∥∥λnn D2(β2)g2(β)
∥∥∥∥
2
= C2
λn
n
∥∥D2(β2)1/2mg2(β)/β2∥∥2 ≥ C2λnn
√
n
δn
√
pn
∥∥mg2(β)/β2∥∥2 , (36)
and
‖g2(β)‖2 =
∥∥D2(β2)−1/2mg2(β)/β2∥∥2 ≤ ∥∥D2(β2)−1/2∥∥2·∥∥mg2(β)/β2∥∥2 ≤ δn√pn√n ∥∥mg2(β)/β2∥∥2 .
(37)
Hence it follows from (35), (36), and (37) that with probability tending to one,
C2
λn
n
√
n
δn
√
pn
∥∥mg2(β)/β2∥∥2 − δn√pn√n ∥∥mg2(β)/β2∥∥2 ≤ δn√pn/n.
This implies that with probability tending to one,∥∥mg2(β)/β2∥∥2 ≤ 1λn/(C1pδ2n)− 1 < 1K1 , (38)
for some constant K1 > 1 provided that λn/(pnδ
2
n) → ∞ as n → ∞. Now from (38), we
have
‖g2(β)‖2 ≤
∥∥mg2(β)/β2∥∥2 maxq+1≤j≤p |βj| ≤ ∥∥mg2(β)/β2∥∥2 ‖β2‖2 ≤ 1K1 ‖β2‖2 , (39)
with probability tending to one. Thus
pr
(
sup
β∈Hn
‖g2(β)‖2
‖β2‖2
<
1
K1
)
→ 1 as n→∞
and (a) is proved.
To prove part (b), we first note from (39) that as n→∞, pr(∥∥mg2(β)/β2∥∥2 ≤ δn√pn/n)→
1. Therefore it is sufficient to show that for any β ∈ Hn, |g1(β)| ∈ [1/Mn,Mn]qn with prob-
ability tending to 1. By (29) and (30), we have
sup
β∈Hn
∥∥∥∥(g1(β)− β01) + λnn AD1(β1)g1(β) + λnn BD2(β2)g2(β)
∥∥∥∥
2
= Op(
√
pn/n). (40)
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Similar to (33), it can be shown that
sup
β∈Hn
∥∥∥∥λnn AD1(β1)g1(β)
∥∥∥∥
2
= Op
(
λnM
3
n
√
qn
n
)
= op(1/
√
n), (41)
where the last equality holds trivially under condition (C6). Furthermore, with probability
tending to one,
sup
β∈Hn
∥∥∥∥λnn BD2(β2)g2(β)
∥∥∥∥
2
≤ λn
n
sup
β∈Hn
‖B‖2 · ‖D2(β2)g2(β)‖2 ≤
λn
n
√
2K3
(
δn
√
pn
n
)2
,
(42)
for some K3 > 0, since ||g2(β)|| ≤ δn
√
pn/n, ||B||2 = Op(1) and ‖D2(β2)‖2 ≤ δn
√
pn/n.
Therefore, combing (40), (41) and (42) gives
sup
β∈Hn
‖g1(β)− β01‖2 ≤
λn
n
√
2K3
(
δn
√
pn
n
)2
+
δn
√
pn√
n
,
with probability tending to one. Because λn/n→ 0 and δn
√
pn/n =
√
pnδ2n/λn
√
λn/n→ 0
as n→∞, we have pr(|g1(β)| ∈ [1/Mn,Mn]qn)→ 1. This completes the proof of part (b).

Lemma 4 Let β1 be the first qn components of β. Define f(β1) = arg minθ1{Qn1(θ1 | β1)},
where Qn1(θ1 | β1) = −2ln1(θ1) + λnθ′1D1(β1)θ1, is a weighted `2-penalized -2 log-pseudo
likelihood for the oracle model of model size qn, and D1(β1) = diag(β
−2
1 , β
−2
2 , . . . , β
−2
qn ).
Assume that conditions (C1) - (C6) hold. Then with probability tending to one,
(a) f(β1) is a contraction mapping from [1/Mn,Mn]
qn to itself;
(b)
√
nd′nΓ
−1/2
11 Ω11(βˆ
◦
1 − β01) → N(0, 1), for any qn-dimensional vector dn such that
d′ndn = 1 and where βˆ
◦
1 is the unique fixed point of f(β1) and Σ11 and Ω11 are the
first qn × qn submatrices of Σ and Ω, respectively.
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Proof: (a) First we show that f(·) is a mapping from [1/Mn,Mn]qn to itself with
probability tending to one. Again through a first order Taylor expansion, we have
{f(β1)− β01}+ λn
n
H1(β
∗
1)
−1D1(β1)f(β1) =
1
n
H1(β
∗
1)
−1l˙1(β01), (43)
where H1(β
∗
1) = −n−1l¨1(β∗1) exists and is invertible for β∗1 between β01 and f(β1). We
have
sup
|β1|∈[1/Mn,Mn]qn
∥∥∥∥f(β1)− β01 + λnn H1(β∗1)−1D1(β1)f(β1)
∥∥∥∥
2
= Op(
√
qn/n),
where the right-hand side follows in the same fashion as (33). Similar to (33) we have
sup
|β1|∈[1/M0,M0]qn
∥∥∥∥λnn H1(β∗1)−1D1(β1)f(β1)
∥∥∥∥
2
= Op
(
λnM
3
n√
n
√
qn
n
)
= op
(
1/
√
n
)
.
Therefore, with probability tending to one
sup
|β1|∈[1/Mn,Mn]qn
‖f(β1)− β01‖2 ≤ δn
√
qn/n, (44)
where δn is a sequence of real numbers diverging to ∞ and satisfies δn
√
pn/n → 0. As a
result, we have
pr(f(β1) ∈ [1/Mn,Mn]qn)→ 1
as n→∞. Hence f(·) is a mapping from the region [1/Mn,Mn]qn to itself. To prove that
f(·) is a contraction mapping, we need to further show that
sup
|β1|∈[1/Mn,Mn]qn
∥∥∥f˙(β1)∥∥∥
2
= op(1). (45)
Since f(β1) is a solution to Q˙1(θ1 | β1) = 0, we have
− 1
n
l˙1(f(β1)) = −λn
n
D1(β1)f(β1). (46)
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Taking the derivative of (46) with respect to β′1 and rearranging terms, we obtain{
H1(f(β1)) +
λn
n
D1(β1)
}
f˙(β1) =
2λn
n
diag{f1(β1)/β31 , . . . , fqn(β1)/β3qn}. (47)
With probability tending to one, we have
sup
|β1|∈[1/Mn,Mn]qn
2λn
n
∥∥diag{f1(β1)/β31 , . . . , fqn(β1)/β3qn}∥∥2 = Op(λnM4nn
)
= op(1),
where the last step follows from condition (C6). This, combined with (47) implies that
sup
|β1|∈[1/Mn,Mn]qn
∥∥∥∥{H1(f(β1)) + λnn D1(β1)
}
f˙(β1)
∥∥∥∥
2
= op(1). (48)
Now, it can be shown that probability tending to one,∥∥∥H1(f(β1))f˙(β1)∥∥∥
2
≥
∥∥∥f˙(β1)∥∥∥
2
· ∥∥H1(f(β1))−1∥∥−12 ≥ 1K2
∥∥∥f˙(β1)∥∥∥
2
,
for some K2 > 0, and that
λn
n
∥∥∥D1(β1)f˙(β1)∥∥∥
2
≥ λn
n
∥∥∥f˙(β1)∥∥∥
2
∥∥D1(β1)−1∥∥−12 ≥ λnn 1M2n
∥∥∥f˙(β1)∥∥∥
2
.
Therefore, combining the above two inequalities with (47) and (48) gives(
1
K2
− λn
nM2n
)
sup
|β1|∈[1/Mn,Mn]qn
∥∥∥f˙(β1)∥∥∥
2
= op(1).
This, together with the fact that λn
n
1
M2n
= o(1), implies that (45) holds. Therefore, with
probability tending to one, f(·) is a contraction mapping and consequently has a unique
fixed point, say βˆ◦1, such that βˆ
◦
1 = f(βˆ
◦
1).
We next prove part (b). By (43) we have
f(β1) =
{
H1(β
∗
1) +
λn
n
D1(β1)
}−1{
H1(β
∗
1)β01 +
1
n
l˙1(β01)
}
.
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Now,
√
nd′nΓ
−1/2
11 Ω11(βˆ
◦
1 − β01) =
√
nd′nΓ
−1/2
11 Ω11
[{
H1(β
∗
1) +
λn
n
D1(βˆ
◦
1)
}−1
H1(β
∗
1)− Iqn
]
β01
+
√
nd′nΓ
−1/2
11 Ω11
[{
H1(β
∗
1) +
λn
n
D1(βˆ
◦
1)
}−1
1
n
l˙1(β01)
]
= I1 + I2. (49)
Note that for any two conformable invertible matrices Φ and Ψ, we have
(Φ + Ψ)−1 = Φ−1 − Φ−1Ψ(Φ + Ψ)−1,
Thus we can rewrite I1 as
I1 =
√
nd′nΓ
−1/2
11 Ω11
[{
H1(β
∗
1) +
λn
n
D1(βˆ
◦
1)
}−1
H1(β
∗
1)− Iqn
]
β01
= − λn√
n
d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1D1(βˆ◦1)
{
H1(β
∗
1) +
λn
n
D1(βˆ
◦
1)
}−1
H1(β
∗
1)β01.
Moreoever
‖I1‖2 ≤
λn√
n
∥∥∥Γ−1/211 Ω11∥∥∥
2
∥∥H1(β∗1)−1∥∥2 ∥∥∥D1(βˆ◦1)∥∥∥2
∥∥∥∥∥
{
H1(β
∗
1) +
λn
n
D1(βˆ
◦
1)
}−1∥∥∥∥∥
2
‖H1(β∗1)‖2 ‖β01‖2
=
λn√
n
·O(1) ·Op(1) ·M2n ·Op(1) ·Op(1) ·Mn
√
qn
= Op(λnM
3
n
√
qn/
√
n) = op(1), (50)
where the first equality follows from (14) and condition (C4), and the last equality is a
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consequence of condition (C6). Similarly, we can rewrite I2 as
I2 =
√
nd′nΓ
−1/2
11 Ω11
[{
H1(β
∗
1) +
λn
n
D1(βˆ
◦
1)
}−1
1
n
l˙1(β01)
]
= d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1 1√
n
l˙1(β01)
− λn√
n
d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1D1(βˆ◦1)
{
H1(β
∗
1)
−1 +
λn
n
D1(βˆ
◦
1)
}−1
1
n
l˙1(β01)
= d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1 1√
n
l˙n1(β01) + op(1). (51)
We now establish the asymptotic normality of n−1/2d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1l˙1(β01) which will
be derived in a similar manner to the proof of Theorem 2 in (?). By (14), (44), and the
continuity of Ω, we can deduce that H1(β
∗) = Ω11 + op(1). This implies that
I2 = n
−1/2
n∑
i=1
d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1Ui1 + op(1)
= n−1/2
n∑
i=1
d′nΓ
−1/2
11 Ui1 +
{
n−1/2
n∑
i=1
d′nΓ
−1/2
11 Ω11Ui1
}
op(1) + op(1)
= I21 + I22 · op(1) + op(1), (52)
where Ui1 consists of the first qn components of Ui. Letting Yni = n
−1/2d′nΓ
−1/2
11 Ui1, then
by condition (C5)
s2n =
n∑
i=1
var(Yni) =
1
n
n∑
i=1
d′nΓ
−1/2
11 var(Ui1)Γ
−1/2
11 dn
= d′nΓ
−1/2
11
{
1
n
n∑
i=1
var(Ui1)
}
Γ
−1/2
11 dn → 1.
To prove the asymptotic normality of I21, we need to verify the Lindeberg condition: for
all  > 0,
1
s2n
n∑
i=1
E{Y 2niI(|Yni| ≥ sn)} → 0, (53)
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as n→∞. Note that
n∑
i=1
E(Y 4ni) = n
−2
n∑
i=1
E
[{
d′nΓ
−1/2
11 Ui1
}4]
≤ n−2
n∑
i=1
E
[
||dn||42 · ||Γ−1/211 ||42 · ||Ui1||42
]
= n−2eigen2max{Γ−111 }
n∑
i=1
E(||Ui1||42)
= n−2eigen2max{Γ−111 }
n∑
i=1
pn∑
j=1
pn∑
k=1
E(U2ijU
2
ik)
= O(p2/n), (54)
where the first inequality is due to Cauchy-Schwarz, the second equality is due to ||dn||2 = 1
and the last step follows from conditions (C4) and (C5). Therefore for any  > 0,
1
s2n
n∑
i=1
E
{
Y 2niI(|Yni| > sn)
} ≤ 1
s2n
n∑
i=1
{
E(Y 4ni)
}1/2 [
E {I(|Yni| > sn)}2
]1/2
≤ 1
s2n
{
n∑
i=1
E(Y 4ni)
}1/2
·
{
n∑
i=1
pr(|Yni| > sn)
}1/2
≤ 1
s2n
{
n∑
i=1
E(Y 4ni)
}1/2
·
{
n∑
i=1
var(Yni)
2s2n
}1/2
=
1
s2n
{
O(p2/n)
}1/2 1

→ 0.
Thus, (53) is satisfied and by the Lindeberg-Feller central limit theorem and Slutsky’s
theorem
I21 = sn
(
1
sn
n∑
i=1
Yni
)
→ N(0, 1). (55)
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Similarly one can show that I22 = Op(1) and by Slutsky’s theorem,
n−1/2d′nΓ
−1/2
11 Ω11H1(β
∗
1)
−1l˙1(β01) = n−1/2
n∑
i=1
d′nΓ
−1/2
11 Ui1
+
{
n−1/2
n∑
i=1
d′nΓ
−1/2
11 Ω11Ui1
}
op(1) + op(1)
= I21 + I22 · op(1) + op(1)
→ N(0, 1).
Hence, combining (49), (50), (52), and (55) gives
√
nd′nΓ
−1/2
11 Ω11(βˆ
◦
1 − β01)→ N(0, 1),
which proves part (b). 
A.3 Proof of Theorem S1
Part (a) of the theorem follows immediately from part (a) of Lemma S3. Part (b) of the
theorem will follow from part (b) Lemma S4 and the following
Pr
(
lim
k→∞
∥∥∥g1(β(k))− βˆ◦1∥∥∥
2
= 0
)
→ 1, (56)
where βˆ◦1 is the fixed point of f(β1) defined in Lemma S4. Note that g(β) is a solution to
− 1
n
D(β)−1l˙(θ) +
1
n
λnθ = 0, (57)
where D(β)−1 = diag{β21 , . . . , β2qn , β2qn+1, . . . , β2pn}. It is easy to see from (57) that
lim
β2→0
g2(β) = 0pn−qn .
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This, combined with (57), implies that for any β1
lim
β2→0
g1(β) = f(β1).
Hence, g(·) is continuous and thus uniform continuous on the compact set β ∈ Hn. Hence
as k →∞,
ωk ≡ sup
|g1(β)|∈[1/Mn,Mn]qn
∥∥∥g1(β1, βˆ(k)2 )− f(β1)∥∥∥
2
→ 0, (58)
with probability tending to one. Furthermore,∥∥∥βˆ(k+1)1 − βˆ◦1∥∥∥
2
≤
∥∥∥g1(βˆ(k))− f(βˆ(k)1 )∥∥∥
2
+
∥∥∥f(βˆ(k)1 )− βˆ◦1∥∥∥
2
≤ ωk + 1
K4
∥∥∥βˆ(k)1 − βˆ◦1∥∥∥
2
,
(59)
for some K4 > 1, where the last inequality follows from (45) and the definition of ωk.
Denote by ak =
∥∥∥βˆ(k)1 − βˆ◦1∥∥∥
2
, we can rewrite (59) as
ak+1 ≤ 1
K4
ak + ωk.
By (58), for any  > 0, there exists an N > 0 such that ωk <  for all k > N . Therefore
for k > N ,
ak+1 ≤ 1
K4
ak + ωk
≤ ak−1
K24
+
ωk−1
K4
+ ωk
≤ a1
Kk4
+
ω1
Kk−14
+ · · ·+ ωN
Kk−N2
+
(
ωN+1
Kk−N−14
+ · · ·+ ωk−1
K4
+ ωk
)
≤ (a1 + ω1 + ...+ ωN) 1
Kk−N4
+
1− (1/K4)k−N
1− 1/K4 → 0, as k →∞,
with probability tending to one. Therefore,
Pr
(
lim
k→∞
∥∥∥βˆ(k)1 − βˆ◦1∥∥∥
2
= 0
)
= 1
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with probability tending to one, or equivalently
Pr(βˆ1 = βˆ
◦
1) = 1 (60)
with probability tending to one. This proves (56) and thus complete the proof of the
theorem. 
A.4 Statement and proof of the grouping property
An appealing property of `2-penalized regression, which does not hold for `0-penalized
regression, is its tendency to shrink correlated covariates toward each other. As an `2-
based procedure, the BAR method also retains this grouping property for highly-correlated
covariates while retaining the sparsity property of `0.
Theorem 3 (Grouping property) Assume that Z = (z′i, . . . z
′
n) is standardized. That
is, for all j = 1, . . . , p,
∑n
i=1 zij = 0, z
′
[,j]z[,j] = n − 1, where z[,j] is the jth column of Z.
Suppose the regularity conditions (C1) - (C6) hold and let βˆ be the BAR estimator. Then
for any βˆi 6= 0 and βˆj 6= 0,
|βˆ−1i − βˆ−1j | ≤
1
λn
√
2{(n− 1)(1− rij)}
√
n(1 + en)2, (61)
with probability tending to one, where en =
∑n
i=1 I(δi = 1), and rij =
1
n−1z
′
[,i]z[,j] is the
sample correlation of z[,i] and z[,j].
We can see that as rij → 1, the absolute difference between βˆi and βˆj approaches 0
implying that the estimated coefficients of two highly correlated variables will be similar
in magnitude.
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Proof: Under Conditions (C1) - (C6), by Theorem 2 we have that βˆ = lim
k→∞
βˆ(k), where
βˆ(k+1) = g(βˆ(k)) = arg min
β
−2ln(β) + λn
pn∑
j=1
I(βj 6= 0)β2j(
βˆj
(k)
)2
 .
Note that
D(βˆ(k))−1l˙n(βˆ(k+1)) = λnβˆ(k+1).
Therefore for any l = i, j where βˆi 6= 0, βˆj 6= 0,
βˆ
(k+1)
l =
(βˆ
(k)
l )
2
λn
l˙nl(βˆ
(k+1)).
Letting k →∞, (62), we have
βˆ−1l =
1
λn
l˙nl(βˆ).
Letting η = Zβ we can rewrite the score function
ζ(ηi) =
∂
∂ηi
ln(η) =
∫ τ
0
wˆi(s)dNi(s) +
∫ τ
0
wˆ2i (s)Yi(s) exp(ηˆi)∑n
j=1 wˆj(s)Yj(s) exp(ηˆj)
dN¯(s) i = 1, . . . , n.
Recall that wˆi(s)Yi(s) ∈ [0, 1] for all i = 1, . . . n. Then
|ζ(ηˆi)| ≤ |Ni(1)|+
∣∣∣∣∣
∫ τ
0
wˆ2i (s)Yi(s) exp(ηˆi)∑n
j=1 wˆj(s)Yj(s) exp(ηˆj)
dN¯(s)
∣∣∣∣∣ ≤ 1 + en i = 1, . . . , n,
where en =
∑n
i=1 I(i = 1). Hence
‖ζ(ηˆ)‖2 ≤ ‖1+ en1‖2 =
√
n(1 + en)2.
Let z[,i] denote the i
th column of Z. Since Z is assumed to be standardized, z′[,i]z[,i] = n− 1
and z′[,i]z[,j] = (n − 1)rij, for all i 6= j and where rij is the sample correlation between z[,i]
and z[,j]. Since
βˆ−1i =
1
λn
z′[,i]ζ(ηˆ) and βˆ
−1
j =
1
λn
z′[,j]ζ(ηˆ),
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we have ∣∣∣βˆ−1i − βˆ−1j ∣∣∣ = ∣∣∣∣ 1λnz′[,i]ζ(ηˆ)− 1λnz′[,j]ζ(ηˆ)
∣∣∣∣
=
∣∣∣∣ 1λn (z[,i] − z[,j])′ζ(ηˆ)
∣∣∣∣
≤ 1
λn
∥∥(z[,i] − z[,j])∥∥ ‖ζ(ηˆ)‖
≤ 1
λn
√
2{(n− 1)− (n− 1)rij}
√
n(1 + en)2
for any βˆi 6= 0 and βˆj 6= 0. 
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A.5 Proof of Theorem 1
Because βˆ is a fixed point of g(·) or βˆ = g(βˆ), we have for j = 1, . . . , p
{X˜′X˜+ λnD(βˆ)}


βˆ1
...
0
...
βˆp

+

0
...
βˆj
...
0


= X˜′y˜. (62)
Alternative, one can rewrite (62) as
{D(βˆ)−1X˜′X˜+ λnIp}


βˆ1
...
0
...
βˆp

+

0
...
βˆj
...
0


= D(βˆ)−1X˜′y˜. (63)
By extracting the jth element of (63), we have
x˜′j
∑
i 6=j
x˜iβˆ
3
i + λn · 0 + x˜′jx˜j · βˆ3j + λnβˆj = x˜′jy˜βˆ2j , (64)
Letting b∗j = x˜
′
j(y˜ −
∑
i 6=j x˜iβˆi), simple algebra will allow us to rewrite (64) as
βˆj(x˜
′
jx˜j · βˆ2j − b∗j βˆj + λn) = 0, (65)
which yields
βˆj =
0, if |b
∗
j | < 2
√
x˜′jx˜jλn
b∗j+sign(b
∗
j )
√
(b∗j )2−4x˜′j x˜jλn
2x˜′j x˜j
, otherwise.
(66)
for j = 1, ..., p. 
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A.6 Proof of Lemma 1
Recall that, for the PSH model, w˜ik = Gˆ(Xi)/Gˆ(Xk ∧ Xi). Because Ri = {y : (Xy ≥
Xi) ∪ (Xy ≤ Xi ∩ y = 2)}, k ∈ Ri implies that either k ∈ {y : (Xy ≥ Xi)} or k ∈
{y : (Xy ≤ Xi ∩ y = 2)}. If k ∈ {y : (Xy ≥ Xi)}, then w˜ik = Gˆ(Xi)/Gˆ(Xi) = 1. If
k ∈ {y : (Xy ≤ Xi ∩ y = 2)}, then w˜ik = Gˆ(Xi)/Gˆ(Xk). Therefore∑
k∈Ri
w˜ik exp (ηk) =
∑
k∈Ri(1)
w˜ik exp (ηk) +
∑
k∈Ri(2)
w˜ik exp (ηy)
=
∑
k∈Ri(1)
exp (ηk) + Gˆ(Xi)
∑
k∈Ri(2)
exp (ηk) /Gˆ(Xk),
where Ri(1) = {y : (Xy ≥ Xi)} and Ri(2) = {y : (Xy < Xi ∩ y = 2)}.
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B Supplementary material for Section 2.3
B.1 BAR regression via cyclic coordinate descent
Algorithm 2: The BAR algorithm using cyclic coordinate descent optimization
1 Set βˆ(0) = βˆridge;
2 for k = 1, 2, . . . do
3 β(0) = βˆ(k−1);
4 for s = 1, 2, . . . do
5 # Enter cyclic coordinate descent
6 for j = 1, . . . p do
7 Calculate c1j = l˙j(β
(s−1)) and c2j = −l¨jj(β(s−1));
8 β
(s)
j = (c2jβ
(s−1)
j + c1j)/{c2j + λn/(βˆ(k−1)j )2};
9 end
10 if
∥∥β(s) − β(s−1)∥∥ < tol1 then
11 βˆ(k) = β(s) and break;
12 end
13 end
14 if
∥∥∥βˆ(k) − βˆ(k−1)∥∥∥ < tol2 then
15 βˆBAR = βˆ
(k) and break ;
16 end
17 end
18 βˆBAR = βˆBAR × I(|βˆBAR| > ∗) # Induce sparsity;
B.2 Computational behavior of cycBAR
We illustrate under a simple scenario with pn = 2 that the cycBAR algorithm converges
to the fixed point of g(β1, β2) along the graphs of β1 = g1(β2) and β2 = g2(β1), with each
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coordinate-wise update moving monotonically a step closer to the fixed point.
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Figure 2: Graphs of β1 = g1(β2) (solid line) and β2 = g2(β1) (dotted line) under selected
scenarios, which by Theorem 1, intersect at the fixed-point of g(β1, β2).
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Figure 3: An illustration of the cycBAR algorithm in a zoomed in picture of Figure S1(a).
The BAR estimator is the fixed point of g(β1, β2), which, by Theorem 1, is the intersection
of β1 = g1(β2) and β2 = g2(β1).
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C Supplementary material for Section 3.2
The operating characteristics of BAR with different tuning parameter selection strategies
along with LASSO, adaptive LASSO (ALASSO), SCAD and MCP are assessed by the
following measures. As a gold standard, we also fit the oracle model (ORACLE) as if
the true model was known a priori. Estimation bias is summarized through the mean
squared bias (MSB), E{∑pi=1(βˆi − β0i)2}. Variable selection performance is measured
by a number of indices: the mean number of false positives (FP), the mean number of
false negatives (FN); and average similarity measure (SM) for support recovery where
SM = ||Sˆ1 ∩ S1||0/
√
||Sˆ1||0 · ||S1||0 and S1 and Sˆ1 are the set of indices for the non-zero
components of β1 and βˆ1, respectively (Zhang and Cheng, 2017). The similarity measure
can be viewed as a continuous measure for true model recovery: it is close to 1 when the
estimated model is similar to the true model, and close to 0 when the estimated model is
highly dissimilar to the true model.
For BAR, we investigate two tuning parameter selection approaches: 1) ξn and λn are
selected via a two-dimensional grid search to minimize the BIC criterion (BAR(ξn, λn));
and 2) λn is selected via grid search to minimize the BIC criterion; and ξn = log(pn)
(BAR(λn)). The grids for ξn and λn were chosen from a log-spaced interval of 25 values
between [0.001, 3 log(pn)]. Unless otherwise noted, we implement BAR using both the cy-
cBAR and forward-backward scan. The tuning parameter for LASSO, ALASSO, SCAD,
and MCP is selected by minimizing the BIC-score through a data-driven grid search of 25
possible values for λn. We only consider the pn < n scenario and thus use the maximum
pseudo likelihood estimator as the initial estimator for ALASSO.
Tables S1-S3 display the estimation and selection performances of BAR with LASSO,
ALASSO, SCAD, and MCP across several simulation scenarios. The selection and estima-
tion performances between optimizing over both ξn and λn (BAR(ξn, λn)) and over only
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λn (BAR(λn)) are similar, suggesting that the BAR estimator is insensitive over the choice
of ξn. This is further corroborated by Figures S3-S5 where the solution path of the BAR
estimator with various choices of are stable over a large interval of ξn. We also observe
that BAR and MCP are generally top performers in every scenario and that, as expected,
LASSO tends to select more noise variables.
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Table 2: Additional simulation results for model comparison. Based on 100 replications
with ρ = 0.5, β1 = (β
∗,0pn−10) where β
∗ = (0.40, 0.45, 0, 0.50, 0, 0.60, 0.75, 0, 0, 0.80),
censoring rate ≈ 33% and type 1 event rate ≈ 41%.
n = 300; p = 100 n = 700; p = 100
Method MSB FN FP SM MSB FN FP SM
ORACLE 0.09 0.00 0.00 1.00 0.04 0.00 0.00 1.00
BAR(ξn, λn) 0.31 0.40 1.87 0.85 0.06 0.01 0.89 0.94
BAR(λn) 0.32 0.49 1.70 0.85 0.06 0.01 0.86 0.94
LASSO 0.44 0.10 2.82 0.83 0.21 0.00 2.49 0.85
ALASSO 0.39 0.75 2.00 0.81 0.09 0.00 0.73 0.95
SCAD 0.43 0.33 2.73 0.82 0.12 0.02 1.39 0.91
MCP 0.37 0.56 1.89 0.84 0.08 0.08 0.65 0.95
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Table 3: Additional simulation results for model comparison. Based on 100 replications
with ρ = 0.5, β1 = (β
∗,0pn−10) where β
∗ = (0.40, 0.45, 0, 0.50, 0, 0.60, 0.75, 0, 0, 0.80),
censoring rate ≈ 33% and type 1 event rate ≈ 32%(pi = 0.4) and ≈ 43%(pi = 0.75).
n = 700; p = 100;pi = 0.4 n = 700; p = 100;pi = 0.75
Method MSB FN FP SM MSB FN FP SM
ORACLE 0.04 0.00 0.00 1.00 0.03 0.00 0.00 1.00
BAR(ξn, λn) 0.08 0.03 0.88 0.94 0.04 0.00 0.65 0.96
BAR(λn) 0.08 0.04 0.84 0.94 0.05 0.00 0.67 0.95
LASSO 0.23 0.00 2.63 0.85 0.18 0.00 2.51 0.86
ALASSO 0.11 0.06 0.94 0.93 0.06 0.00 0.58 0.96
SCAD 0.15 0.08 1.44 0.90 0.09 0.00 0.96 0.93
MCP 0.11 0.13 0.73 0.94 0.06 0.02 0.35 0.97
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Figure 5: Path plot for BAR regression with varying ξn and several fixed values of λn where
n = 300 and pn = 100. The path plots are averaged over 100 simulations.
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Table 4: Additional simulation results for model comparison. Based on
100 replications with ρ = 0.5, β1 = (β
∗,β∗,β∗,0pn−30) where β
∗ =
(0.40, 0.45, 0, 0.50, 0, 0.60, 0.75, 0, 0, 0.80), censoring rate ≈ 33% and type 1 event rate
≈ 41%.
n = 300; p = 100 n = 700; p = 100
Method MSB FN FP SM MSB FN FP SM
ORACLE 0.40 0.00 0.00 1.00 0.13 0.00 0.00 1.00
BAR(ξn, λn) 0.84 0.24 3.60 0.91 0.16 0.01 1.38 0.96
BAR(λn) 0.79 0.36 3.27 0.91 0.16 0.01 1.33 0.97
LASSO 2.32 0.05 11.02 0.79 1.27 0.00 11.92 0.78
ALASSO 1.21 0.57 6.35 0.85 0.32 0.00 2.40 0.94
SCAD 0.98 0.19 7.00 0.85 0.16 0.01 1.54 0.96
MCP 1.03 0.33 3.59 0.91 0.15 0.02 0.73 0.98
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Table 5: SCAD and MCP penalizations performed with (scan) and without (no scan) the
forward-backward scan. Runtime is calculated as mean seconds over 100 simulations.
n = 600 800 1000 1200 1400 1600 1800 2000
SCAD (scan) 0.16 0.17 0.20 0.23 0.28 0.30 0.31 0.33
(no scan) 4.82 7.77 12.29 15.11 23.65 35.26 34.96 42.91
MCP (scan) 0.21 0.23 0.27 0.27 0.32 0.38 0.39 0.42
(no scan) 6.17 9.06 14.99 15.49 24.56 34.07 32.65 46.67
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Table 6: Additional simulation results for model comparison. Based on 100 replications
with ρ = 0.5, β1 = (β
∗,0pn−10) where β
∗ = (0.40, 0.45, 0, 0.50, 0, 0.60, 0.75, 0, 0, 0.80),
censoring rate ≈ 33% and type 1 event rate ≈ 41%.
n = 300; p = 100 n = 700; p = 100
Method MSB FN FP SM MSB FN FP SM
ORACLE 0.09 0.00 0.00 1.00 0.04 0.00 0.00 1.00
BAR(ξn, λn) 0.31 0.40 1.87 0.85 0.06 0.01 0.89 0.94
BAR(λn) 0.32 0.49 1.70 0.85 0.06 0.01 0.86 0.94
BAREBIC 0.51 1.68 0.03 0.84 0.10 0.25 0.00 0.98
LASSO 0.44 0.10 2.82 0.83 0.21 0.00 2.49 0.85
ALASSO 0.39 0.75 2.00 0.81 0.09 0.00 0.73 0.95
SCAD 0.43 0.33 2.73 0.82 0.12 0.02 1.39 0.91
MCP 0.37 0.56 1.89 0.84 0.08 0.08 0.65 0.95
E Supplementary material for Section 4
Table 7: Additional information about the USRDS subset used in Section 4. Summary
of event count (%) observed for the training (n = 125, 000) and test (n = 100, 000) sets
for the USRDS subset. (Disc: Discontinued dialysis; Recov: Renal function recovery; RC:
Right censored including loss-to-follow up and end of study time.)
Set Transplant Death Disc. Recov. RC Total
Training 11,943(10%) 60,175 (48%) 8,160 (6%) 7,555 (6%) 37,167 (30%) 125,000 (100%)
Test 9,642 (10%) 47,830 (48%) 6,459 (7%) 6,057 (6%) 30,012 (29%) 100,000 (100%)
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Figure 4: Path plot for BAR regression with varying ξn and several fixed values of λn where
n = 300 and pn = 40. The path plots are averaged over 100 simulations.
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Figure 6: Path plot for BAR regression with varying ξn and several fixed values of λn where
n = 700 and pn = 40. The path plots are averaged over 100 simulations.
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