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Parallel Computing- Pros and Cons explained 
Abstract: 
Parallel computing has always fascinated me since I became aware of it. I think it is the only 
path forward if we are to build and make a super-fast computer in days to come. For my senior 
seminar, I want to build a simple framework of the parallel system and dig deeper into potential 
benefits and drawbacks of using a parallel system compared to the serial computing that is still 
pervasive in today’s modern technology 
Background: 
Parallel computing can be simply defined as running more than two programs or instructions at a 
time. In order to understand the parallel system, it is very crucial for us to understand what serial 
computing is. In serial computing, a problem is divided into instructions and each instruction is 
executed one after other sequentially in the processor. To understand parallel computation, it is 
critical to understand why the multi-tasking we perform in our modern computers is not a parallel 
rather sequential processing. In the modern computers we use, the speed is really fast and 
processor switch between processes so rapidly that we do not realize that things are happening 
sequentially. With such a fast speed of processor to switch back and forth between the processes, 
we feel like our computer is multitasking, equally running both program at same time. But, in 
reality, only one process gets executed at a time. 
Now, as we understand how sequential computation work and how multi-processing exists in 
sequential computation, it’s time to understand how parallel computation work. In parallel 
computation, a problem is broken down into different tasks. Each task is then broken down into 
small instructions and those instructions from different tasks can be executed simultaneously at 
the same time. As several things are running at the same time, we also need certain control and 
coordination mechanism to combine the result of each processes into a final result and we 
implement particular mechanism called MPI which stands for Message Passing Interface. 
Requirements: 
Here are some of the requirements that need to be fulfilled to make sure parallel computation 
indeed is the solution to our problem. 
1. We should be easily able to split the problem into small task that can be executed 
independently. 
2. We should be able to perform two or more tasks simultaneously in the solution. 
3. We should be able to execute multiple instructions at any moment in time. 
4. The solution should take less time than traditional computation paradigm. 
The physical resource that are required for implementing parallel computation technique is either 
multiple cores processors or group of computer connected by network in such a way that compute 
resources can be shared. 
Importance of Parallel Computing: 
Now that we have got the basic insights about what parallel computation is, let’s discuss why 
parallel computing is important to us in this modern world.  
• Higher Speed 
• To understand the complex and dynamic world that we live in 
• To understand the world where things are simultaneous rather than sequential 
Parallel computation is proven to be faster. Example: Super computers extensively use parallel 
computation technique by making a networks of thousands and thousands of compute devices 
and sharing all their resources in the network. The fastest supercomputer that exists in today’s 
world has the maximum speed of 10^18 calculations per second. 
Talking about understanding the complex world, we can implement and test several variables at 
the same time using parallel system. In real world, several factors play a role for certain 
phenomenon to occur both natural and artificial. For example: weather, change of season, 
temperature changes simultaneously than sequentially. So, if we are to study these natural 
phenomenon in greater precision, we need suitable computation tool to do so and parallel 
computation plays a role to meet this greater precision role. Parallel computation not only 
increases speed but it also helps to correlate several variables that are affecting the phenomenon 
at the same. 
Pros of Parallel Computation: 
Now, let’s talk about some of the advantages of parallel computation. 
• Greater Precision 
• Less Processing time – Higher Speed 
• Less Processing Cost 
• Solve complex problem of parallel world 
• Full Utilization of compute resources 
• Provides concurrency 
As already discussed earlier in the paper, the precision is one of the most important benefits of 
parallel computation. Parallel computation makes the compute resource more scalable and we 
can break the boundary of memory and the processors to solve a particular problem. So, better 
the compute resource, enough the compute resource, better the precision will be. 
Higher speed certainly reduces the time to perform long calculations which otherwise would have 
been super long if sequential processes were to be followed. Further, splitting and doing two 
things at the same time certainly makes things faster. 
When we talk about big calculations, certainly the cost of computation would reduce if we are to 
deploy parallel computation than sequential computation. Big calculation requires higher 
processing time, higher labor hours if we are to use sequential computation and we cannot 
guarantee precision with limitation in compute resources. However, parallel computation can 
solve all these problem. 
Talking about solving complex problem, we already discussed it in the importance section on how 
parallel computation is best fit for understanding and researching the parallel world that we live 
in. 
Talking about full utilization of compute resources, it is a matter of fact that the hardware we have 
are designed parallel and they are being wasted with the sequential form of computation that still 
predominates the computing industry. If we can implement certain form of parallel computation, it 
will certainly help reduce the wastage of those resources and when things are shared, they are 
proper utilized which happens in the parallel computation. 
Concurrency is all about ability to do more than two things at the same time which is certainly 
possible with parallel computation. This is useful to understand the correlation between several 
variables that are all affecting the particular phenomenon and concurrency is what comes to play. 
 
The graph below shows the growth of speed of super computer aka parallel computation over the 
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Cons of Parallel Computation: 
Now that we have discussed about the advantages of parallel system, it is time to discuss what 
some of the potential disadvantages of parallel computation are. Let’s discuss the limitation of 






Talking about the Design, it is very difficult to implement and design a parallel computation 
sometimes depending on the nature of problems. Some problems are very difficult to parallelize. 
Sometimes even impossible. We should really be considering what percent of problems can be 
parallelized. If we cannot parallelize the entire problem, it might sometimes be worthless solving 
the problem using parallel computation as we might not be able to achieve the greater speed we 
aimed compared to sequential programming. 
There is another design process problem on how we will make the processes to communicate 
with one other. Communication between the processes is one of the two extra things we need to 
implement if we are to implement parallel computation instead of sequential computation. In 
parallel computation, more than two processes are happening at the same time and sometimes 
these processes need to communicate with one other, exchange some variables values with one 
other to complete the task and bring it  to end results. This thing might get complicated and 
sometimes can prevent the programmer from achieving the accuracy and speed. 
Similarly, synchronization between the processes is another important design problem. How 
would we set up different processes and synchronize them so that we reach the final results 
without any errors and with aimed speed? 
Talking about coding, as mentioned earlier that we need to implement extra things such 
as communication and synchronization in the program, the coding we do will be completely 
different in the parallel computing. We need extra work which requires extra time and the labor 
cost on things like implementing the communication and synchronization pattern in the code. 
Since we implement all these extra stuff in our traditional way of coding, it might be difficult for us 
to debug and find the errors in the code. We know a lot of things are happening in the background 
and we are using a lot of processors. We still do not have very effective debugging tools and 
technology that meets the need of  debugging parallel programs. 
Similarly, there might be tuning complexity on trying to balance the perfect synchronization 
between the processes to achieve the highest possible speed. There are certain parallel 
overheads involved in the parallel computation like time for communication and synchronization. 
If these internal processes are taking more time and is affecting the total process time of the 
problem, we might not achieve our goal of speed compared to sequential computation. So, we 
need to find a perfect balance on trying to limit the time and resources on internal things required 
to implement parallel computation to achieve the greater speed. 
Likewise, it is very clear to us now that it would certainly be difficult for us to maintain these 
complex systems if we are facing the difficulty from the first step. 











MPI- Message Passing Interface: 
Now, that we have discussed about communication and synchronization in detail in previous part, 
it’s time to understand how these things are done in parallel computation. So, we have a library 
called MPI which stands for Message Passing Interface which helps to achieve the 
communication between the processes. There are popular libraries of MPI in several 
programming languages and MPICH, MPI4PY, OPEN MPI are some examples. 
Here are some of the basic methods of MPI 
• MPI_Init – Initialize MPI 
• MPI_Comm_size – How many Processors are there? 
• MPI_Comm_rank – My process number 
• MPI_Send – Send a message 
• MPI_Recv – Receive a message 
• MPI_Finalize – Close MPI universe 
Concept of Master and Worker: 
In mpi world, there is the concept of Master and Worker. Master is the node that takes the user 
instruction, splits it into different small task and send it to the workers and also receives the end 
results from each of its worker. So, we can basically say master as a supervisor node. 
On the other hand, Workers are individual nodes that receive the task from the Master, complete 
the task assign and send the result back to Master. 
 
Parallel computation using mpicc library to print sum of two matrices 
 
Reflection on the project: 
After a semester of research on parallel computation and its related components, I have realized 
that parallel computers are really good when it comes to speed and solving problems of parallel 
world. I also become aware that it has already helped in several modern scientific inventions of 
today’s modern world and it has been implemented in lots of industries and field. The coolest 
thing about parallel computer or super computer is its speed. The fastest computer we have has 
the speed of 10^18 calculations per sec which is a lot. 
Talking about some cons, I think its super complicated to design the parallel program and 
implement that in code to solve a particular problem. I think it requires a lot of home work on how 
to design the solution of problem in such a way that we can combine the speed of parallel 
computation and achieve the best possible result. Also, I think it is still quite costly to implement 
parallel system to be used in personal homes and to solve normal problems. Parallel computer is 
better for complex problems. Also, I realized the workforce in parallel computation industries is 
really scarce. The report from ACM states that 93% of HPC centers still have the difficulty hiring 
the staff with requisite skills. 
I also had some personal thoughts on some ethical issues revolving around the use of parallel 
computation. The higher speed of parallel computation can replace the labor force and also be 
used in some destructive jobs like military. We do not know if the beauty of parallel computation 
will only be used in solving the real-world problems. There are potentials that it can be used to 
create further problems in the world. So, I think ethical part of the usage should also be equally 
considered by the engineers and people involved in this industry to get the maximum benefit from 
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