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Let A be an m × m complex matrix with zero trace and let ε > 0.
Then there are m × m matrices B and C such that A ¼ ½B,C and
‖B‖‖C‖ ≤ Kεmε‖A‖ where Kε depends only on ε. Moreover, the
matrix B can be taken to be normal.
It is well-known that a complexm × mmatrixA is a commutator(i.e., there are matrices B and C of the same dimensions as A
such that A ¼ ½B; C ¼ BC −CB) if and only if A has zero trace.
In such a situation clearly ‖A‖ ≤ 2‖B‖‖C‖ where ‖D‖ denotes
the norm of D as an operator from ℓm2 to itself.
Is it true that the converse holds? That is, if A has zero trace
are there m × m matrices B and C such that A ¼ ½B; C and
‖B‖‖C‖ ≤ K‖A‖ for some absolute constant K?
Here we provide a weaker estimate.
Theorem 1. For every ε > o there is a constantKε such that if anm ×
m matrix A has zero trace then there are m × m matrices B and C
such that A ¼ ½B; C and ‖B‖‖C‖ ≤ Kεmε‖A‖. Moreover, the
matrix B can be taken to be normal.
The proof will be presented in the next section. It is self-con-
tained except for two facts. The first is a relatively easy result of
Rosenblum (1) which gives a solution for X of the matrix equa-
tion A ¼ SX −XT where all matrices are square and S and T
have separated spectra in the sense that there is a domain D,
whose boundary is a simple curve, which contains the spectrum
of S and is disjoint from the spectrum of T. The solution then is,
as follows:
X ¼ 1
2πı
Z
∂D
ðzI − SÞ−1AðzI − TÞ−1dz:
The second fact is a heavy theorem of Bourgain and Tzafriri (2)
related to restricted invertibility of matrices and to the Kadison–
Singer conjecture. It is stated as Theorem 2 in the sequel.
We also remark in Claim 3 that if the statement of our main
theorem, Theorem 3, which is a somewhat stronger version of the
theorem above, holds with an absolute constant replacing Kεmε,
then the Kadison–Singer conjecture holds.
After two of us were led to this problem while considering
classification problems for commutators in spaces of operators
on Banach spaces, one of us raised the problem discussed here
on MathOverFlow (http://mathoverflow.net/questions/27345)
Although the MathOverFlow discussion did not produce a solu-
tion to the problem, it did put the authors in contact with one
another and the discussion itself contains some useful tidbits.
The Main Result
Given 0 < ε < 1, define a sequence of sets Λn inductively: Λ1 is
the set of 4 points f1 ı1g and
Λn ¼
1 − ε
2
Λn−1 þ

 1þ ε
2
 ı 1þ ε
2

:
Note that Λn is a subset of the square ½−1; 1 × ½−ı; ı of cardin-
ality 4n and that it consists of a disjoint union of four sets each of
which is a translate of 1−ε
2
Λn−1 and for each two of them their
projection on either the real or imaginary axis is 2ε separated.
As we shall discuss below, every square matrix with zero trace
is unitarily equivalent to a matrix with zero diagonal. It is thus
enough to consider such matricesA. In our main result the matrix
B can then be chosen to be a diagonal matrix. This fact is the
reason for the definitions of μ and λ below. We do not know
if one can get better results with more general B.
Given a 4n × 4n matrix A with zero diagonal denote by μðAÞ
the smallest number μ such that there is a diagonal matrix B with
diagonal elements exactly the points ofΛn and a 4n × 4n matrixC
such that A ¼ ½B; C ¼ BC −CB and ‖C‖ ≤ μ. Note that be-
cause A has zero diagonal, for each diagonal matrix B with dis-
tinct diagonal entries fbig such a matrix C exists and its
nondiagonal entries are uniquely defined by cij ¼ aij∕ðbi − bjÞ.
Put also μð4nÞ ¼ max μðAÞ where the max ranges over all zero
diagonal 4n × 4n matrices of norm one.
Similarly, for m not necessarily of the form 4n, we denote
by λðAÞ the smallest number λ such that there is a diagonal matrix
B with diagonal elements in ½−1; 1 × ½−ı; ı and anm × m matrix
C such that A ¼ ½B; C ¼ BC −CB and ‖C‖ ≤ λ. Put λðmÞ ¼
max λðAÞ where the max ranges over all m × m matrices of zero
diagonal and norm one.
Given an m × m, m ¼ 4n, matrix A write it as a 4 × 4 block
matrix with blocks of size 4n−1 × 4n−1
A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44
0
BB@
1
CCA:
Claim 1.
μðAÞ ≤ 2
1 − ε
max
1≤i≤4
μðAiiÞ þ
6‖A‖
ε2
:
In particular
μð4nÞ ≤ 2
1 − ε
μð4n−1Þ þ 6
ε2
:
Also,
λðAÞ ≤ 2
1 − ε
max
1≤i≤4
λðAiiÞ þ
6‖A‖
ε2
and
λð4nÞ ≤ 2
1 − ε
λð4n−1Þ þ 6
ε2
: [1]
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Proof: Let Bii be diagonal matrices with diagonal entries in Λn−1
and Cii 4n−1 × 4n−1 matrices with Aii ¼ ½Bii; Cii and ‖Cii‖ ¼
μðAiiÞ. Let
fB 0iig4i¼1 ¼

1 − ε
2
Baþ1
2
þbþ2;aþ1
2
þbþ2
þ

a
1þ ε
2
þ ıb 1þ ε
2

I4n−1

a;b¼1
(the order doesn’t matter), and, for i ≠ j, let C 0ij be defined
(uniquely) by
Aij ¼ B 0iiC 0ij −C 0ijB 0jj:
Then by the result mentioned in the Introduction (see refs. 1
or 3),
C 0ij ¼
1
2πı
Z
∂Dij
ðzI − B 0iiÞ−1Ai;jðzI − B 0jjÞ−1dz;
where Dij is the boundary curve of any domain containing the
spectrum of B 0ii and disjoint from the spectrum of B
0
jj. Because
we can easily find such a curve of distance at least ε from
the spectra of B 0ii and B
0
jj and of length 4þ 4ε < 8 we get
that ‖C 0ij‖ <
2
ε 2
‖Aij‖.
Let C 0ii ¼ 21−εCii and set
B ¼
B 011 0 0 0
0 B 022 0 0
0 0 B 033 0
0 0 0 B 044
0
BB@
1
CCA
and
C ¼ ðC 0ijÞi;j¼1;2;3;4:
Then
‖C‖ ≤ 2
1 − ε
max
i;i
μðAiiÞ þ
6
ε2
‖A‖:
Here the first summand on the right-hand side comes from the
estimate of the diagonal part of the decomposition of C and the
second from the rest (the constant 6 is not important here but is
easy to achieve by decomposing the off diagonal part of C into
three matrices each of which is a permutation of a diagonal block
matrix). This estimate gives the claim for μ and the proof for λ is
almost identical. ▪
Note that to estimate λð4nÞ in terms of λð4n−1Þ we only used
the fact that ‖Aii‖ ≤ ‖A‖. If we could get a better estimate on
‖Aii‖ we would get a better estimate on λð4nÞ. This observation
will be used in the proof of the main theorem below. In the proof
of the main theorem we shall only use the parameter λ. The rea-
son we also included μ here is that the matrices B in the proof for
the property of μ depend only on ε and not on the matrices A.
Optimizing over ε we get
Corollary 1. (i) For eachm there is anm × m diagonal matrix B with
spectrum in the square ½−1; 1 × ½−ı; ı such that for each m × m
matrix A with diagonal zero there is an m × m matrix C with norm
at most OððlogmÞ3 ffiffiffiffimp Þ‖A‖ such that A ¼ ½B; C.
(ii) For each m ¼ 4n there is a subset Λm of ½−1; 1 × ½−ı; ı
such that for any trace zero m × m matrix A there is a normal
matrix B with spectrum Λm and a matrix C with norm at most
OððlogmÞ3 ffiffiffiffimp Þ‖A‖ such that A ¼ ½B; C.
Proof:For each 0 < ε < 1,m of the form 4n, and anm × mmatrix
A with norm 1 and zero diagonal, Claim 1 gives, as long as
6
ε 2
≤ 2ε
1−εμðm∕4Þ, that
μðmÞ ≤ 2 1þ ε
1 − ε
μðm∕4Þ:
Let k be the largest natural number smaller than log4m such that
6
ε 2
≤ 2ε
1−εμðm∕4kÞ. (If no such k exists take k ¼ log4m and change
the argument below a bit, getting a better estimate.) Then
μðmÞ ≤

2
1þ ε
1 − ε

k
μðm4−kÞ
≤

2
1þ ε
1 − ε

k

2
1 − ε
μðm4−ðkþ1ÞÞ þ 6
ε2

≤

2
1þ ε
1 − ε

k

6
ε3
þ 6
ε2

≤ 12
ε3

2
1þ ε
1 − ε

k
:
For ε ¼ 1k we get
μðmÞ ≤ 12k32k

1þ 3
k

k
:
Because k is at most log4m we get (i). To get (ii) use the fact (see
e.g. refs. 4 or 5) that any trace zero matrix is unitarily equivalent
to a matrix with zero diagonal. ▪
Remark 1: The power 1∕2 ofm in the first part of Corollary 1 can-
not be lowered. Indeed, if B is any m × m diagonal matrix with
spectrum in ½−1; 1 × ½−ı; ı then there are i ≠ j in f1; 2;⋯; mg
with ji − jj ≤ ffiffiffiffiffiffiffiffiffi8∕mp . If A is the m × m matrix with 1 in the
i; j place and zero elsewhere and A ¼ ½B; C, then it is easy to
see that the absolute value of the i; j entry of C is at least
ffiffiffiffiffiffiffiffiffi
m∕8
p
.
Note that the constant 2
1−ε in Eq. 1 is what leads to the power
1∕2 ofm in the Corollary above. If we could replace it with 1
1−ε we
could eliminate the power ofm altogether and be left with only a
log factor. The way we approach this strengthening was hinted at
above—we make sure that the norms of the ‖Aiijj are substan-
tially smaller than that of ‖A‖. Unfortunately, we can assure
that only for half of the i-s (and we shall say more about it before
Theorem 2). The next Claim hints at how to deal with the full
matrix once we take good care of half of it. We place it here rather
than just before it is used because its proof is similar to that of
Claim 1. Claim 2 shows that if a zero diagonal 2m × 2mmatrix A
has its twom × m central submatrices having substantially differ-
ent λ values and the smaller one is substantially larger than the
norm of the matrix, then λðAÞ is, up to a multiplicative constant
close to 1, basically the same as the larger of these two values.
This reasoning will be used in the proof of the main theorem.
Claim 2. Let
A ¼ A11 A12
A21 A22
 
be a 2m × 2mmatrix with zero diagonal where theAij are allm ×
m matrices. Assume also that λðAiiÞ ≤ ci where c1∕c2 < 1∕4.
Then
λðAÞ ≤ ð1þKððc1∕c2Þ1∕2 þ ‖A‖∕c1ÞÞc2
for some absolute constant K > 0.
Proof:Write Aii ¼ BiiCii −CiiBii, i ¼ 1; 2 where the Bii are diag-
onal matrices with spectrum in ½−1; 1 × ½−ı; ı and ‖Cii‖ ¼
λðAiiÞ ≤ ci. For any 1∕2 > δ ≥ c1∕c2 put
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B 011 ¼ ð−1þ δÞI þ δB11; B 022 ¼ 2δI þ ð1 − 2δÞB22
and
C 011 ¼ δ−1C11; C 022 ¼ ð1 − 2δÞ−1C22:
Then Aii ¼ B 0iiC 0ii −C 0iiB 0ii and the B 0ii-s are diagonal matrices
with spectrum in ½−1; 1 × ½−ı; ı. Moreover, the spectrum of
B 011 lies to the left of the vertical line ℜz ¼ −1þ 2δ and that
of B 022 to the right of the vertical line ℜz ¼ −1þ 4δ. Also
max
i¼1;2
‖C 0ii‖ ≤ maxfδ−1c1; ð1 − 2δÞ−1c2g ¼
c2
1 − 2δ
:
Define C 0ij, i ≠ j ∈ 1; 2, by
Aij ¼ B 0iiC 0ij −C 0ijB 0jj
then, by the same argument as in the proof of Claim 1, using
Rosenblum’s result, ‖Cij‖ ≤ K‖A‖∕δ2 for some universal K.
Define
B 0 ¼ B
0
11 0
0 B 022
 
and C 0 ¼ C
0
11 C
0
12
C 021 C
0
22
 
then A ¼ B 0C 0 −C 0B 0, B is a diagonal matrix with spectrum in
½−1; 1 × ½−ı; ı and
‖C 0‖ ≤ c2
1 − 2δ
þK‖A‖
δ2
:
Taking δ ¼ ðc1∕c2Þ1∕2 we get that
λðAÞ ≤ ð1þKððc1∕c2Þ1∕2 þ ‖A‖∕c1ÞÞc2
for some absolute constant K (which, as a careful examination of
the proof shows, can be taken to be 4∕π). ▪
Claim 2 together with the remark following the proof of Claim
1 hints that to evaluate λð2mÞ in terms of λðmÞ it is enough, given
a 2m × 2mmatrix A with zero diagonal, to find anm × m central
submatrix and a 4 × 4 block decomposition of it so that the 4 cen-
tral submatrices (corresponding to Aii in Claim 1) have relatively
small norms. To achieve this decomposition and similar ones we
use a theorem of Bourgain and Tzafriri (2):
Theorem 2. For some absolute constant K > 0, if A is an m × m
matrix with zero diagonal then for all ε > 0 there is a central
(i.e., whose diagonal is a subset of the diagonal of A) submatrix
A 0 of dimension ⌊ε2m × ε2m⌋ whose norm is at most Kε‖A‖.
Consequently, if A is a norm one 2 · 4n × 2 · 4n matrix with zero
diagonal then for all l ≤ n there are 4 l disjoint subsets σi of
1; 2;…; 2 · 4n each of size 4n−l such that all the submatrices corre-
sponding to the entries in σi × σi have norm at most K2−l.
The last paragraph in the theorem above is a simple and known
consequence of the first one—choose σ1, remove it from the set
of rows and columns obtaining a somewhat smaller matrix [of size
ð2 · 4n − 4n−lÞ × ð2 · 4n − 4n−lÞ. Choose σ2 from the set of rows
(and columns) of this new matrix, remove it and continue in that
manner 4 l times. This choice is possible because all the subma-
trices from which we are choosing 4n−l × 4n−l central submatrices
are of size at least 4n × 4n.
We are now ready for the statement and proof of our main
theorem, which easily implies Theorem 1.
Theorem 3. (i) For each ε > 0 there is a constant Kε such that
for all m
λðmÞ ≤ Kεmε:
(ii) For each ε > 0 there is a constant Kε such that for all m and
every m × m zero trace matrix A there is a normal matrix B with
spectrum in ½−1; 1 × ½−ı; ı and a matrix C with norm at most
Kεmε‖A‖ such that A ¼ ½B; C.
Proof: Let A be a 2 · 4n × 2 · 4n matrix with zero diagonal and
norm one. Let 1 ≤ l ≤ n and letA 0 be the 4n × 4n submatrix cor-
responding to the entries in ∪4 li¼1 σi ×∪4
l
i¼1 σi where σi are given by
Theorem 2. Let Alii denote the submatrix corresponding to the
entries in σi × σi, i ¼ 1; 2;…; 4 l. Divide 1; 2;…; 4 l into 4 l−1 dis-
joint sets each a union of 4 σi-s and let Al−1ii , i ¼ 1; 2;…; 4 l−1,
denote the 4n−lþ1 × 4n−lþ1 submatrices corresponding to the
entries corresponding to these sets. Continue in this manner
to define Asii, i ¼ 1; 2;…; 4s for each s ¼ 0; 1; 2;…; l where
for s ≥ 1 Asii is a 4
n−s × 4n−s submatrix of one of the As−1jj . Note
that A 0 ¼ A011.
Now, By Claim 1 for each ε > 0,
λðA 0Þ ≤ 2
1 − ε
max
1≤i≤4
λðA1iiÞ þ
6
ε2
≤

2
1 − ε

2
max
1≤i≤16
λðA2iiÞ þ

2
1 − ε
þ 1

6
ε2
≤……
≤

2
1 − ε

l−1
max
1≤i≤4 l−1
λðAl−1ii Þ
þ

2
1 − ε

l−2
þ⋯þ 2
1 − ε
þ 1

6
ε2
≤

2
1 − ε

l
λð4n−lÞK2−l
þ

2
1 − ε

l−1
þ⋯þ 2
1 − ε
þ 1

6
ε2
;
where the last step is the place we use Theorem 2. Now use
Corollary 1 to get that for some absolute constants K (not neces-
sarily the same in each row)
λðA 0Þ ≤ K

1
1 − ε

l
λð4n−lÞ þ l

2
1 − ε

l−1 6
ε2
≤ K

1
1 − ε

l
ðn − lÞ32n−l þ l

2
1 − ε

l−1 6
ε2
: [2]
For ε ¼ 1∕l we get
λðA 0Þ ≤ Kððn − lÞ32n−l þ l32 lÞ
and taking l ¼ n∕2 gives
λðA 0Þ ≤ Kn32n∕2 ¼ KðlogmÞ3m1∕4: [3]
We managed to reduce the power of m in the bound on λðAÞ
from m1∕2 to m1∕4 but only for a large submatrix. Next we are
going to utilize Claim 2 to get a similar bound for the whole
matrix. Let σc ¼ f1; 2;⋯; 2 · 4ng \∪4 li¼1 σi and let A 0 0 be the
submatrix of A with entries in σc × σc. Put c1 ¼ KðlogmÞ3m1∕4
and c2 ¼ maxfKðlogmÞ7m1∕4; λðA 0 0Þg. Then A, A11 ¼ A 0
and A22 ¼ A 0 0 satisfy the assumptions of Claim 2 with c1; c2.
Consequently,
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λðAÞ ≤ ð1þKðlogmÞ−2ÞmaxfKðlogmÞ7m1∕4; λðA 0 0Þg;
where we continue to use K to denote a universal constant, pos-
sibly different in different occurrences, and for m ¼ 4n, n ≥ 1,
λð2mÞ ≤ ð1þKðlogmÞ−2ÞmaxfKðlogmÞ7m1∕4; λðmÞg:
Repeating the argument again reducing from matrices of size
4nþ1 × 4nþ1 to ones of size 2 · 4n × 2 · 4n and combining with
the above we get, for m ¼ 4n,
λð4mÞ ≤ ð1þKðlogmÞ−2ÞmaxfKðlogmÞ7m1∕4; λðmÞg:
Let k ≤ m be the largest power of 4 such that λðkÞ ≤
Kðlog4 kÞ7k1∕4. Then
λð4mÞ ≤
 Ylog4 m
s¼log4 kþ1
ð1þKs−2Þ

Kðlog kÞ7k1∕4:
For some other absolute constant K this last quantity is at most
KðlogmÞ7m1∕4. We thus improved the previous bound on λðmÞ
(for m ¼ 4n) to
λðmÞ ≤ KðlogmÞ7m1∕4
for some absolute K.
Repeating the argument one can improve the bound further:
Go back to Eq. 2 and plug this new bound to get
λðA 0Þ ≤ K

1
1 − ε

l
ðn − lÞ72ðn−lÞ∕2 þ l

2
1 − ε

l−1 6
ε2
:
For ε ¼ 1∕l we get
λðA 0Þ ≤ Kððn − lÞ72ðn−lÞ∕2 þ l32 lÞ
and taking l ¼ n∕3 gives
λðA 0Þ ≤ Kn72n∕3 ¼ KðlogmÞ7m1∕6:
replacing Eq. 3 with this new estimate and following the rest of
the argument above leads to
λðmÞ ≤ KðlogmÞ11m1∕6:
Iterating, this argument leads to a bounds of the form:
λðmÞ ≤ KkðlogmÞ4k−1m1∕2k [4]
for every m ¼ 4n and every positive integer k, where Kk depends
only on k. This inequality gives the statement of the theorem for
m being a power of 4. For a general m × m zero diagonal matrix
A, complete it to a 4n × 4n matrix A 0 where 4n−1 < m ≤ 4n by
adding zero entries and keeping A supported on f1; 2;⋯; mg ×
f1; 2;⋯; mg. Apply the theorem toA 0 and note that the fact that
B is diagonal implies that we can assume that C has nonzero en-
tries only in f1; 2;⋯; mg × f1; 2;⋯; mg. We thus proved the first
part of the theorem. The second follows from the fact that any
trace zero matrix is unitarily equivalent to a zero diagonal
matrix. ▪
Concluding Remarks
1. Recall that the paving conjecture states that for every ε > 0
there is a positive integer nðεÞ such that any norm one zero diag-
onal matrix has a paving of length at most nðεÞ and norm at most
ε. By a paving of A we mean a block diagonal submatrix of A
whose diagonal is the same as that of A. The length of a paving
is the number of blocks. Anderson (6) showed that this conjecture
is equivalent to the Kadison–Singer conjecture (7) on the exten-
sion of pure states. For a recent expository paper on these con-
jectures see ref. 8.
It is clear from the proof above that if the paving conjecture
holds with the right parameters then the proof can be simplified
and the main result strengthened to get a polylog estimate on
λðmÞ. We next show that the reverse holds in a very strong sense.
In particular if λðmÞ is bounded independently of m then the
paving conjecture holds.
Claim 3. Assume A ¼ ½B; C with B an m × m diagonal matrix
with spectrum in ½−1; 1 × ½−ı; ı and C an m × m matrix. Then
for every 0 < ε < 1 A has a paving of length ⌊ 2ε ⌋
2 and normffiffiffi
2
p
ε‖C‖.
Proof: Partition ½−1; 1 into ⌊ 2ε ⌋ disjoint intervals Ii of length
at most ε each. Let Bði; jÞ be the central (diagonal) submatrix
of B whose diagonal entries are in Ii × ıIj, let Aði; jÞ and
Cði; jÞ be the central submatrices of A and C; respectively, with
the same support as Bði; jÞ. Aði; jÞ, i; j ¼ 1; 2;⋯; ⌊ 2ε ⌋, is a paving
of A and it is enough to prove that ‖Aði; jÞ‖ ≤ ffiffiffi2p ε‖C‖.
ClearlyAði; jÞ ¼ ½Bði; jÞ; Cði; jÞ. Pick i; j, let b be the center of
the square Ii × ıIj and note that bI − Bði; jÞ [with I the identity
matrix of the same dimensions as Bði; jÞ] is a diagonal matrix with
entries of absolute value at most ε∕
ffiffiffi
2
p
. Therefore
‖Aði; jÞ‖ ¼ ‖ðBði; jÞ − bIÞCði; jÞ −Cði; jÞðBði; jÞ − bIÞ‖
≤
ffiffiffi
2
p
ε‖C‖:
▪
2. A more careful examination of the proof of Theorem 3
shows that the constant we get in Eq. 4 is
λðmÞ ≤ KkðlogmÞ4k−1m1∕2k
for some absolute constant K. Optimizing over k gives
λðmÞ ≤ mKðlog logm∕ logmÞ 1∕2
for some absolute K.
3. It is quite easy to see that 1∕2 is also the best constant for
K in the second paragraph of the introduction (assume A has
zero diagonal and take B to be diagonal with diagonal elements
1∕2 and −1∕2). It also follows that λð2Þ ¼ 1∕2 ffiffiffi2p . We did not
try to compute the best constants for other small values of the
dimension.
4. Although the problem we discuss seems basic enough not
to need further motivation, we would like to indicate one. If any
trace zero matrix A could be written as A ¼ ½B; C with
‖B‖‖C‖ ≤ K‖A‖ for a universal K, then we would get a simple
characterization of the commutators in an important class of II1
factors, the Wright factors; an element there would be a commu-
tator if and only if it has zero trace. See ref. 9 for this and related
matters.
5. One can ask similar questions to the one addressed here
for norms other than the operator norm. In particular, what is the
(order of) the best constant in
‖B‖‖C‖HS ≤ K‖A‖HS
where A ranges over all trace zero m × m matrices,
A ¼ BC −CB and ‖ · ‖HS denotes the Hilbert–Schmidt norm?
We checked that a proof with a similar idea but much simpler
gives K ¼ OððlogmÞ3∕2Þ. In this case we can also prove a lower
bound for K of order ðlogmÞ1∕2. This proof uses a quantitative
version of an argument from ref. 10. Details will appear
elsewhere.
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