Abstract. Perverse schobers are categorifications of perverse sheaves. We construct a perverse schober on a partial compactification of the stringy Kähler moduli space (SKMS) associated by Halpern-Leistner and Sam to a quasisymmetric representation X of a reductive group G, extending the local system of triangulated categories exhibited by them. The triangulated categories appearing in our perverse schober are subcategories of the derived category of the quotient stack X/G.
Introduction
Perverse sheaves appear as (derived) solution spaces to systems of linear differential equations with nice ("regular") singularities and perverse schobers are categorifications of perverse sheaves. The simplest perverse sheaves on a connected complex manifold M are the local systems (suitably shifted) and these correspond to representations of π 1 (M, x) where x is a base point. The corresponding categorified notion is a triangulated category A with an π 1 (M, x)-action by autoequivalences. We call this a local system of triangulated categories on M and we refer to A as the fiber in x of the local system.
In general a perverse sheaf on M is only a local system on some dense open U ⊂ M . Likewise a perverse schober is a suitable "extension to M " of a local system of triangulated categories on some U . In an ideal world a perverse schober on M would just be a perverse sheaf of triangulated categories on M . Unfortunately it is not known how to make such an approach work in general, the main culprit being the absence of a sensible notion of complexes of triangulated categories.
On the other hand, there are many cases where the category of perverse sheaves admits a combinatorial description and one may try to categorify the latter. This was the approach taken by Kapranov and Schechtman in the foundational paper [KS15] where amongst others they made the beautiful observation that perverse sheaves on a punctured disk are naturally categorified by spherical functors.
A much more general instance where a combinatorial description of the category of perverse sheaves is known [KS16] is that of a complex affine space stratified by a complexified real hyperplane arrangement H and this leads to a corresponding definition of perverse schobers [BKS18] . See §3 for more details. Since there is some flexibility in what one wants from a perverse schober (see §3.4) we use this notion somewhat loosely and we refer to the specific notion introduced in [BKS18] as an H-schober (this is the terminology in loc. cit.).
Hyperplane arrangements are common in representation theory and geometric invariant theory and they are often accompanied by wall-crossing formulas ("reflections"). If these can be categorified in some way to a local system of categories on the open stratum then one may hope to enhance the categorification further to a perverse schober on the whole space. See [BKS18] for some far reaching conjectures in this direction related to [Bez06] . In the context of geometric invariant theory perverse schobers on a punctured disc were associated to a "balanced wall-crossing" in VGIT by Donovan [Don17, Don18] , building on earlier work by Halpern-Leistner and Schipman [HLS16b] .
In fact the main example considered in [Don18] is a very special case of hyperplane arrangements constructed by Halpern-Leistner and Sam in [HLS16a] (as noted e.g. in [Don18, Remark before §1.2]). The main purpose of this note will be to construct perverse schobers on the latter in complete generality.
The input in the work in [HLS16a] is a connected reductive group G with maximal torus T and Weyl group W and a G-representation W which is quasi-symmetric. By the latter we mean that if (β i ) i ∈ X(T ) are the weights of W then for every line ℓ ⊂ X(T ) R through the origin we have βi∈ℓ β i = 0. This is in particular the case if W ∼ = W * , i.e. if W is equipped with a non-degenerate G-invariant bilinear form. Below we also assume that the generic T -stabilizer is finite (i.e. (β i ) i spans X(T ) R ).
Quasi-symmetric representations were introduced in [ŠVdB17] . It was shown in loc. cit. that for such representations the GIT quotient X/ /G often admits a noncommutative crepant resolution [VdB04] where X = Sym(W ) = W * . If G is not semi-simple and hence X(G) = X(T ) W = 0 then we may also consider non-trivial linearizations of the G-action associated to 0 = χ ∈ X(G). If G is a torus and χ is chosen generically then the semi-stable locus X ss,χ of X for such a linearization yields a smooth Deligne-Mumford stack X ss,χ /G which resolves X/ /G. Moreover this is often true for more general groups as well (see [HLS16a, Proposition 2.1] for the precise conditions) so let us consider this case. In [HLS16a] Halpern-Leistner and Sam construct an X(T ) W -invariant hyperplane arrangement H in X(T ) W R together with a local system on (X(T )
W with fiber D(X ss,χ /G). Mirror symmetry considerations let one think of the quotient (X(T )
as the so-called stringy Kähler moduli space (SKMS) of X ss,χ /G when X is a quasisymmetric representation (in [Kit17] this is somewhat rigorously established when G is a torus).
The actual construction of H is a bit involved and we refer the reader to §4. Let us restrict ourselves to giving the following simple example.
Example 1.1.
[Don18] Let G = G m be a 1-dimensional torus acting on a representation with weights (a i ) i ∈ Z such that i a i = 0 and such that not all a i are zero.
Then the SKMS is (X(G
). In the case the weights are −1, . . . , −1, 1, . . . , 1 this example is considered in [Don18] . The resulting local system of triangulated categories is related to the simplest case of a flop (see also Example 3.11).
In this paper we prove the following. Theorem 1.2. The local system on the SKMS given in [HLS16a] extends to a perverse schober on the partial compactification of the SKMS given by X(T )
See Proposition 5.1 for a much more precise statement. In the context of Example 1.1, Theorem 1.2 means that we construct a perverse schober of P 1 C − {0, ∞} extending the local system on P Of course the reader will note that we have been rather sloppy in the formulation of Theorem 1.2 since the SKMS is not actually the complement of a hyperplane arrangement in an affine space but rather a quotient of such. So what we actually do below is construct an H-schober on X(T ) W C which is X(T ) W -equivariant in an appropriate sense. See Remark 3.5.
Notation and conventions
Let k be an algebraically closed field of characteristic zero. Throughout everything is linear over k.
Let G be a connected reductive group. Let T ⊂ B ⊂ G be respectively a maximal torus and a Borel subgroup. We assume that the roots of B are the negative roots. Half the sum of positive roots of G is denoted by ρ. Let W = N (T )/T be the Weyl group of T . We denote the dominant cones in X(T ) and Y (T ) by X(T ) + and Y (T ) + , respectively. The corresponding notations X(T ) − , Y (T ) − denote the anti-dominant cones. If χ in X(T ) R and there exists w ∈ W such that w * χ := w(χ + ρ) − ρ ∈ X(T ) + R then we write χ + = w * χ. Otherwise χ + is undefined. If χ ∈ X(T ) + then we denote V (χ) := Ind G B χ. Note that V (χ) is the irreducible representation of G with highest weight χ. By w 0 we denote the longest element in W. In particular V (χ) * = V (−w 0 χ). If α is a simple root then the corresponding reflection is written as s α . On Y (T ) R we sometimes choose a positive definite W-invariant quadratic form and denote the corresponding norm by . Below W will be a finite dimensional G-representation and we denote the Tweights of W by (
Most of our results will be for the case that W is quasi-symmetric (see [ŠVdB17, §1.6]), i.e. for all lines ℓ such that 0 ∈ ℓ ⊂ X(T ) R we have βi∈ℓ β i = 0. We impose this condition from §4 on. For λ ∈ Y (T ) R let X λ,+ := Spec Sym(W/K λ ) where K λ is the linear subspace of W spanned by the weight vectors w j with λ, β j > 0. Now we list some more general conventions. All modules are left modules. All stacks are algebraic (and in fact quotient stacks). If Λ is a ring then D(Λ) is the unbounded derived category. If X is a stack we denote by D(X ) the unbounded derived category of complexes of O X -modules with quasi-coherent cohomology. The notation Λ
• denotes the opposite ring of Λ, if A is a category then A • is the opposite category. 
In any kind of cell complex, cells (or faces, cones,. . . ) are assumed to be relatively open. We refer to their closures as "closed cells". The ordering on cells is by C ≤ C ′ iff C ⊂ C ′ . Facets are cells of codimension one. In the case of a polyhedron we regard the full polyhedron as a face.
If A is a triangulated category closed under coproduct then we write A c for the category of compact objects in A. If S ⊂ Ob(A) then the full subcategory of A generated by S (notation S ) is the smallest strict, full triangulated subcategory of A closed under coproduct which contains S. We often implicitly use the fact that if S consists of compact objects then S c is classically generated by S [Nee92]; i.e. S c is the smallest (strict) thick subcategory of A which contains S. In particular S c = S ∩ A c . In general one must be quite careful with compact objects on stacks [HNR, HR14] but in the benign situation we consider there are no surprises. If G is a reductive group acting on an affine variety X then D(X/G) is compactly generated and the compact objects are the G-equivariant perfect complexes (see e.g. [ŠVdB16, Theorem 3.5.1]).
If B is a full subcategory of A then B ⊥ is the full subcategory of A spanned by the objects {A ∈ Ob(A) | Hom(B, A) = 0 for all B ∈ B}.
3. Perverse schobers on affine hyperplane arrangements 3.1. Introduction. In this section we define perverse schobers on linear spaces stratified by affine hyperplane arrangements. This is achieved by categorifying the Kapranov and Schechtman [KS16] description of perverse sheaves on hyperplane arrangements. In the linear case such a categorification was carried out in [BKS18] and the affine case is just a straightforward generalization. Since there is some ambiguity what the precise conditions on a perverse schober should be in this situation (see e.g. §3.4 below) the perverse schobers from [BKS18] are more specifically referred to as H-schobers.
3.2. Definitions. We first recall the description of Kapranov and Schechtman of perverse sheaves. Let H be an affine hyperplane arrangement in a finite dimensional real vector space V . The closures of the connected components of R n \H are convex polytopes. Let (C, ≤) denote the set of these polytopes partially ordered by C 1 ≤ C 2 iff C 1 ⊂ C 2 . If C 1 and C 2 share a common face then there is a maximal one and we denote it by
Theorem 3.1. [KS16, Theorem 9.10] The category of perverse sheaves on V C with respect to the stratification induced by H C is equivalent to the category of diagrams consisting of finite dimensional vector spaces E C , C ∈ C, and linear maps
in vec(k) and the following conditions are satisfied:
(i) φ C1C2 is an isomorphism for every C 1 = C 2 which are of the same dimension d lying, lie in the same d-dimensional affine space and share a facet. (t) φ C1C3 = φ C2C3 φ C1C2 for collinear triples of faces (C 1 , C 2 , C 3 ).
Replacing vector spaces with categories and maps with functors we obtain the concept of an H-schober. Let us first specify the meaning of the representation of (C, ≤) in the (2-)category.
Definition 3.2. Let T be a category (resp. 2-category). We say that ((
Remark 3.3. In [BKS18, Definition 3.3] the natural isomorphisms of functors as above
are kept as part of the data, and this data is referred to as a "triangulated 2-functor". An alternative terminology for this concept is "pseudo-functor".
, is a representation of (C, ≥) in the 2-category of triangulated categories satisfying the following conditions: 
3.3. Equivariant H-schobers. Assume V is equipped with an affine, H-preserving, group action by a group G. In that case C is of course also preserved. A G-action on an H-schober on V C is a collection of exact functors φ g,C : E C → E gC for g ∈ G, C ∈ C, enhanced with natural isomorphisms φ h,gC φ g,C ∼ = φ hg,C satisfying the obvious compatibility for triple products in G. Moreover we should have pseudocommutative diagrams for every C ′ < C:
/ / E gC ′ so that the implied natural isomorphism δ gC,gC ′ φ g,C ∼ = φ g,C ′ δ C,C ′ should again satisfy a number of obvious compatibilities. Note that by adjointness we automatically have similar diagrams as (3.1) for the γ's. An H-schober equipped with a G-action will be called a G-equivariant H-schober.
Remark 3.5. Below we think of a G-equivariant H-schober as a perverse schober on the stack V C /G. This is especially interesting if G acts freely and discretely on V as then V C /G is a complex manifold.
3.4. H-schobers versus spherical pairs. H-schobers form a satisfactory categorification of perverse sheaves on hyperplane arrangements, but it is important to observe that it is not the strongest possible notion. To see this it is instructive to consider the example of the disc, i.e. the complex hyperplane arrangement (C, 0) with the real version H = (R, 0). In that case Kapranov and Schechtman identify perverse schobers with spherical functors (see (1.8) in [KS15] ) and it was observed by Halpern-Leistner and Shipman in [HLS16b, Theorem 3.15] that spherical functors are essentially the same as 4-periodic semi-orthogonal decompositions
In other words this data is completely determined by an admissible subcategory E + ⊂ E 0 whose mutation helix is 4-periodic
Observation 3.6. It seems that in actual examples, notably the ones that we consider in this paper,
as in (I) and C = C 1 ∧ C 2 often gives rise to a 4-periodic semi-orthogonal decompositions but this does not follow from the definition of an H-schober.
We given a concrete example below (see Example 3.11) but first we note that the notion of a 4-periodic semi-orthogonal decompositions can be generalized to that of a spherical pair.
Definition 3.7. [KS15, Definition 3.5] Let E 0 be a triangulated category with admissible subcategories E ± and semi-orthogonal decompositions
The fact that 4-periodic semi-orthogonal decompositions yield spherical pairs is [BB15, Proposition B.3]. To distinguish the two notions we refer to the former as a mutation spherical pair.
Remark 3.9. Note that the notion of spherical pair is strictly more general. Indeed for any semi-orthogonal decomposition E 0 = E ⊥ + , E + we have a trivial spherical pair given by (E + , E + ) which is a mutation spherical pair if and only if E 0 = E ⊥ + ⊕E + . Remark 3.10. If we have a semi-orthogonal decomposition E 0 = E ⊥ + , E + such that E 0 has a Serre functor S then the mutation helix is In other words we obtain a mutation spherical pair if and only if the semi-orthogonal decomposition is preserved by S 2 and in that case [BB15] ). Consider the example where Z is the three dimensional quadratic cone, let p ± : X ± → Z be its two crepant resolutions and let
. Then the data (E, δ, γ) forms an H-schober 2 but it is easy to verify that it is not a spherical pair and hence it is certainly not a mutation spherical pair. On the other hand, it was shown in [BB15] (see also [DK19] ) how to fix this. One should replace D(X 0 ) by D(X 0 )/K where K is the common kernel of Rp * ,± . After doing so one really obtains a mutation spherical pair.
The SKMS associated to a quasi-symmetric representation
From now on we assume, unless otherwise specified, that W is a quasi-symmetric G-representation (see [ŠVdB17, §1.6] and §2) and that the generic T -stabilizer is finite. We recall hyperplane arrangements constructed in [HLS16a] . Let (
The hypothesis on the generic T -stabilizer implies that Σ is full dimensional. Set ∆ = −ρ + ∆ 0 , and denote by (H i ) i the affine hyperplanes in X(T ) R spanned by facets of ∆. PutH = i (−H i + X(T )) and
Let (C, ≤) be the poset of faces in X(T ) W R corresponding to H. Similarly let (C, ≤) be the poset of faces in X(T ) R corresponding toH. Note that H is clearly invariant under translation by X(T ) W .
Definition 4.1 ([HLS16a, §6], also [Don18, Remark before §1.2]). The SKMS associated to the data (G, W ) is
5. Perverse schobers on the SKMS associated to a quasi-symmetric representation 5.1. Main result. Let H, C be as in §4. In this section we construct an X(T )
W invariant H-schober on C. Via Definition 4.1 this may then be thought of as a perverse schober on the partial compactification X(T ) W C /X(T ) W of the SKMS of a quasi-symmetric representation.
2 This H-schober is also called a flober since X + → X − is a flop.
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We now give the construction of the H-schober. For each C ∈ C choose ξ C ∈ C. Then (ξ C + ∆) ∩ X(T ) is independent of ξ C ∈ C by Lemma 5.3 below. We put
Obviously L C also does not depend on ξ C ∈ C. By Lemma 5.3 below,
Put X = Spec Sym(W ) = W * and define
We let E c C be the full subcategory of E C consisting of compact objects. For C ′ ≤ C let δ CC ′ : E C ֒→ E C ′ be the inclusion. Clearly δ CC ′ preserves compact objects. By Lemma 5.7 below δ CC ′ has a right adjoint γ C ′ C which also preserves compact objects. Finally for χ ∈ X(G) = X(T ) W we define
The following is our main result.
(1) For collinear C 1 , C, C 2 with C < C 1 , C 2 , (E C1 , E C2 ) forms a mutation spherical pair in E C . (2) The same results are true with E c C replacing E C . Remark 5.2. Denote by X s (resp. X u ) the stable (resp. non-stable) locus of X and by X ss,χ the semi-stable locus of X for a linearization of the G-action by χ ⊗ k O X for some χ ∈ X(G) = X(T ) W . Assume that ∅ = X s = X ss,χ and that C is maximal. Then by [HLS16a, Theorem 3.2] the restriction P C of P C to X ss,χ is a tiling bundle on X ss,χ /G and hence
As a corollary one obtains that all E C (for maximal C) are in fact derived equivalent. This is also a consequence of the more general Proposition 5.1. If W is moreover generic (see [ŠVdB17, Definition 1.3.4]) then by a suitable modification of [ŠVdB17, Theorem 1.6.3] it follows that Λ C := End X/G (P C ) is a so-called non-commutative crepant resolution of k[X] G .
Properties of H.
The following trivial lemma was used.
Lemma 5.3. Let E be vector space over R and let ∆ ⊂ E be a full dimensional convex polytope. Let S be a discrete subset of E. Let (H i ) i∈I be the set of hyperplanes spanned by the facets of ∆. Let H be the affine hyperplane arrangement given by −H i + s, s ∈ S, i ∈ I and let E = C∈C C be the corresponding cell decomposition of E. Then the following holds:
Proof. Assume ∆ = {x ∈ E | φ i (x) ≤ 0, i ∈ I} where φ i (x) = 0 are the equations for H i . Then the equations for the hyperplanes in H are φ i (s − x) = 0 for i ∈ I, s ∈ S. For a ∈ R let ǫ(a) = −1, 0, 1 depending on whether a < 0, a = 0 or a > 0. Then the functions ǫ i,s (x) := ǫ(φ i (s − x)) are constant on C (and in fact they define C). Denote their values by ǫ i,s (C). Now assume ξ ∈ C. Then
which is clearly independent of ξ ∈ C. If C ′ is as in the statement of the lemma then we have ǫ s,i (C ′ ) = t s,i ǫ s,i (C) for some t s,i ∈ {0, 1}. This implies the inclusion (ξ + ∆) ∩ S ⊆ (ξ ′ + ∆) ∩ S.
Let the notation be as in §4, §5.1. For use below we give some more trivial lemmas.
Lemma 5.4. Let σ ∈ ±W. Then σ(∆) = ξ σ + ∆ for ξ σ ∈ X(T ). If σ = −w 0 then ξ σ = 0.
Proof. We have ∆ = −ρ+∆ 0 . ∆ 0 is W-invariant and the fact that W is unimodular also implies that ∆ 0 is invariant under x → −x. So it is sufficient that σ(ρ) − ρ ∈ X(T ). This is standard (it is enough to consider the case σ(x) = −x which is trivial and the case that σ is a simple reflection s α in which case we have σ(ρ) − ρ = −α). The second claim follows from the fact that −w 0 ρ = ρ. Proof. The first claim follows from Lemma 5.4 and the fact thatH consists of the supporting hyperplanes for −∆ + χ for χ ∈ X(T ). The rest of the claims are clear.
Adjoints.
We have
Theorem 5.6. [ŠVdB17, Theorem 1.6.1] Λ C has finite global dimension.
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Lemma 5.7. δ CC ′ has a right denoted by γ C ′ C which sends E c C ′ to E c C . We have (5.1)
Proof. It is easy to see that (5.1) is the right adjoint to δ CC ′ . When we evaluate it on P χ for χ ∈ C ′ then we see by Theorem 5.6 that the image lies in E c C . 5.4. Duality. Below we use the autoduality functor
+ . Then D(P χ ) = P −w0χ . By Lemmas 5.4,5.5 we have −w 0 χ ∈ −ξ C + ∆ = ξ −C + ∆ = ∆ −C and hence −w 0 χ ∈ L −C .
Besides the objects P χ in D(X/G) introduced in §5.1 we will also be interested in the objects 3 RInd 
′ we put ε = ξ C ′ − ξ C . In the notation of Corollary A.3 with Π = ∆ C we have E = E C , E ε = E C ′ (using Lemma 5.3) and hence by (A.3), E C,C ′ = E ε . Concretely we obtain from Corollary A.3:
In particular E C,C ′ is generated by compact objects in D(X/G).
The next lemma elucidates how E C,C ′ interacts with duality.
Lemma 5.11. Let C 1 , C, C 2 be collinear faces in C such that C < C 1 , C 2 (C 1 and C 2 determine each other). Then
Proof. We use the notation of Corollary A.3, but to indicate the context we write F C,λ = F λ . We may assume ξ C2 + ξ C1 = 2ξ C . Set
3 See §2 for our use of Ind
By definition, E C,C1 (resp. E −C,−C2 ) is generated by RInd G B (χ⊗O X λ,+ ) for χ ∈ F C,λ (resp. χ ∈ F −C,λ ) with λ ∈ Y (T ) − R , λ, ε > 0. By Lemma 5.9, we therefore need to check that for λ ∈ Y (T ) − R with λ, ε > 0 we have
By duality, it is enough to prove one inclusion. Assume χ ∈ F C,λ . Using (A.5) below we can write
for some c ′ i ∈ [−1/2, 0] using quasi-symmetry. By Lemma A.7 below, −2ρ−χ−β λ ∈ F −C,λ as desired.
Mutation spherical pairs.
Proposition 5.12. Let C 1 , C, C 2 be collinear faces in C such that C < C 1 , C 2 . There are semi-orthogonal decompositions
C are mutation spherical pairs. Proof. In our current notation Corollary A.3 implies that there is a semi-orthogonal decomposition E C = E C,C1 , E C1 . By inspecting the proof, there is a semi-orthogonal decomposition
By using duality in Lemmas 5.8, 5.11 (replacing C by −C, C 1 by −C 1 , C 2 by −C 2 ), and by interchanging C 1 and C 2 one respectively obtains three more semiorthogonal decompositions
. From these one easily obtains corresponding semi-orthogonal decompositions with the (−) c omitted:
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5.6. Proof of Proposition 5.1. The X(T ) W -equivariance is obvious. The first part of Definition 3.4 is satisfied by the definition of δ C ′ C , γ CC ′ . We need to verify the conditions (M ), (I), (T ).
(M) This follows from the fact that (δ CC ′ , γ C ′ C ) is an adjoint pair and δ CC ′ is fully faithful. (I) Put C = C 1 ∧ C 2 . The property is a consequence of Proposition 5.12, which implies that φ C1C2 is the mutation functor. (T) Since C 1 , C 2 , C 3 are collinear we may assume
The interval [ξ C1 , ξ C3 ] passes through different faces of C (all sharing C 0 ) and by considering those we reduce formally to the case where C 1 , C 2 are neighboring, i.e. C 1 < C 2 or C 2 < C 1 . So below assume we are in this situation.
We claim that in case C 1 < C 2 we have
and hence λ, µ − ξ C3 + ξ C1 ≥ λ, χ . It follows λ, µ > λ, χ . We finish the proof of the claim by invoking Lemma 5.9. Now it remains to prove that the canonical natural transformation
is an isomorphism and it is sufficient do this after evaluation on a generator P χ with χ ∈ L C1 . In other words we have to prove
(we have not written the δ's). If C 2 < C 1 then E C1 ⊂ E C2 and hence γ C0C2 (P χ ) = P χ and so there is nothing prove. So assume C 1 < C 2 . In that case γ C0C2 P χ = γ C1C2 P χ and by Proposition 5.12
Then (5.4) follows by applying γ C0C3 to (5.5) and invoking (5.3). (1) is a restatement of Proposition 5.12. (2) follows from the main statement of the proposition (and Proposition 5.12).
Appendix A. Explicit semi-orthogonal decompositions
The purpose of this appendix is to give a self-contained exposition on the results 4 from [ŠVdB16] which were used above, and are somewhat dispersed in loc.cit. 4 In [ŠVdB16] we are mainly concerned with producing semi-orthogonal decompositions of D(X/G) whose main part is a non-commutative resolution of X/ /G. Such a non-commutative resolution may be of the form D(X ss,χ /G) but it does not have to be. In particular in the linear case the theory in loc. cit. does not depend on the existence of non-trivial characters to produce non-trivial results. So it also applies when G is semi-simple.
A.1. Faces and fans. Let E be a finite dimensional real vector space and let Π be a full dimensional polyhedron in E. Let us say that λ ∈ E * defines a supporting half plane for a face F of Π if there is a supporting half space for F of the form {x | λ, x ≥ u}, i.e. λ, f ≥ u for f ∈ Π with equality if and only if f ∈ F . Clearly F and u are determined by λ and we write F λ = F , u λ = u. For f ∈ Π we put
This is an open polyhedral cone with unique vertex 0. For use below we note
It is easy to see that σ f only depends on the face F that f belongs to. We write
The function is λ → u λ is continuous and piecewise linear on Σ Π .
Now assume that E is equipped with a positive definite inner product (−, −).
This induces an identification E ∼ = E * and a positive definite inner product on E * , also denoted by (−, −).
We put
and set
If τ f = ∅ then it is easy to see (see Corollary A.9 below) that q|(τ f − {0}) takes its maximum values on a unique ray R >0 λ f . We put q f = q(λ f ). If τ f = ∅ then we put q f = −∞.
A.2. Main results. We recall that in [ŠVdB17, §11.2, Proof of Lemma 11.2.1] certain bounded complexes C λ,χ where constructed for χ ∈ X(T )
The terms in C λ,χ are of the form P ζ with
In particular P χ occurs once and the canonical morphism
is represented by a morphism of complexes P χ → C λ,χ whose cone is in (P ζ ) ζ,p =0 where ζ is as in (A.2).
5 Σ Π is called the "normal fan of Π".
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The following is our main combinatorial result about the complexes C λ,χ .
Proposition A.2. Assume that W is quasi-symmetric and the generic T -stabilizer is finite (so that Π is full dimensional). Put Π = ξ − ρ + ∆ 0 ⊂ X(T ) R := E with ξ ∈ X(T ) W R and fix 0 = ε ∈ X(T ) W R as above. Choose (−, −) to be W-invariant. Let χ ∈ Π ∩ X(T ) + be such that ∀κ > 0 : χ ∈ κε + Π (i.e. q χ = −∞).
(
(3) Moreover if λ = λ χ and ζ = χ then those terms satisfy in addition q ζ < q χ .
For the benefit of the reader we give a self-contained proof of this combinatorial proposition in §A.6 below. The ensuing corollary below may be deduced from the results in [ŠVdB16] and also from the results in [HL15, HLS16a] . See Remarks A.5,A.6 below.
Corollary A.3. Assume that W is quasi-symmetric and the generic T -stabilizer is finite. Let Π be as in Proposition A.2. Put
+ and let E = P ζ ζ∈L and E ε = P ζ ζ∈Lε . Let E ε be the full subcategory of D(X/G) spanned by RInd
Proof. The fact that E ε ⊂ E follows from Proposition A.2(2) (using the above fact that C λ,χ computes RInd
The fact that E is generated by E ε and E ε follows by repeatedly applying Proposition A.2(1,3). So we have to prove orthogonality; i.e. for ζ ∈ L ε and µ ∈ L \ L ε , λ ∈ σ µ ∩ Y (T ) − R , λ, ε > 0 we must have Hom X/G (P ζ , RInd G B (µ ⊗ O X λ,+ )) = 0. This follows from Lemma 5.9, using the fact that we have λ, ζ > λ, µ (by the definition of Π ε there is some κ > 0 such that ζ −κǫ ∈ Π, hence λ, ζ > λ, ζ −κǫ ≥ λ, µ ).
Remark A.4. We have stated Corollary A.3 in a way that is independent of the choice of (−, −). However we could also have defined E ε as the full subcategory of D(X/G) generated by RInd
In this way it is easy to see that E ε can be further decomposed according to the value of q µ .
Remark A.5. In [HL15] (see also [BFK19] ) Halpern-Leistner constructs under very general conditions an (infinite) semi-orthogonal decomposition of D(X/G) for a linearized quotient stack X/G in terms of windows (a concept introduced in [DS14] ). Using the windows description of Π in [HLS16a, Definition 2.5, Lemma 2.8, §3.1], and the fact that the inclusion Π ε ⊂ Π is obtained by replacing some of the closed intervals describing Π by half-open intervals, one may view (A.3) as realizing, using explicit generating objects, a fragment of that semi-orthogonal decomposition in the case that X is a quasi-symmetric representation.
Remark A.6. An alternative way of proving (A.3) is to replace Π by a slightly scaled and translated version δ ′ − ρ + r∆ 0 for r > 1 and
. Then one may invoke the results of [ŠVdB16, §8] . But as said above, we have preferred to give a self-contained proof here.
A.3. Faces of zonotopes. In this section we use the notations introduced in §A.1 but we now consider the case that Π is a zonotope
and v i , w i ∈ E. It is well known that in this case the F λ introduced in §A.1 have the following concrete description [ŠVdB17, Appendix B]
We also have the following convenient characterization of F λ and σ f .
Proof. By (A.4) we have f ∈ F λ if and only if
On the other hand inspecting the inequality
λ, w i we see that it is an equality if and only if (A.5) is true.
A.4. Some convex geometry. In this section we use the notations introduced in §A.1. We remind the reader of a trivial lemma. Let S = {λ ∈ E | λ = 1}.
Proof. We have λ t < 1. Hence
Corollary A.9. Assume τ f = ∅. Then q attains a unique maximum on τ f ∩ S. This maximum is strictly positive.
Proof. τ f ∩ S is compact and q is continuous so it has at least one maximum on τ f ∩S. Since q > 0 on τ f = ∅ this maximum cannot be zero. If there are two (global) maxima for λ 1 = λ 2 ∈ τ f ∩ S then by (A.6) q((λ 1 + λ 2 )/ λ 1 + λ 2 ) > q(λ 1 ) = q(λ 2 ), which is a contradiction.
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As already mentioned above we write λ f (or λ F if F is the face containing f ) for the element of τ f ∩ S where q attains its maximum. By (A.1)
Since q is invariant under dilation, R >0 λ f is the half ray in τ f where q takes its maximum values. We also write
The following is our main technical result.
Lemma A.10. Assume that W is quasi-symmetric and the generic T -stabilizer is finite. Assume q(λ f ′ ) ≥ q(λ f ) and put λ t = (1 − t)λ f + tλ f ′ for 0 < t ≪ 1. By (A.6) we have q(λ t ) > q(λ f ) as λ f = λ f ′ . We claim that λ t ∈ τ f , or equivalently f ∈ F λt , which is a contradiction with the fact that q(λ f ) is the maximum value of q on τ f . According to (A.5) we must check (A.9) λ t , β i > 0 =⇒ c i = −1, λ t , β i < 0 =⇒ c i = 0.
This condition follows from (A.7) if λ f , β i = 0 (λ t is close to λ f and hence λ f , β i and λ t , β i have the same sign). Therefore we may assume λ f , β i = 0. By (A.8)(A.9) we must have Remark A.11. For use below we note that f ′ ∈ Σ in Lemma A.10 would be true with any λ replacing λ f such that f ∈ F λ and ∀j : λ, β ij > 0.
A.5. Weyl group action. Now we let Π be as in §A.1 but we assume E = X(T ) R and Π is W-invariant. Combining (A.10)(A.11) we conclude that for all ν ∈ Π we have (A.12) wλ, wν = λ, ν ≥ wλ, f .
If this is an equality then in particular (A.10) is an equality so that ν ∈ F . Since we clearly have equality in (A.12) for ν = w −1 f we conclude in particular that w −1 f ∈ F which implies that in our current setting w −1 F = F . It follows that F wλ = F λ = F and hence in particular wλ ∈ σ F ∩ Y (T ) (1) We note that the fan Σ Π introduced in Proposition A.1 is invariant under translation of Π. Moreover λ χ and q χ are also invariant under translation. Hence (1) follows from Corollary A.13 applied with f = χ−ξ +ρ ∈ X(T )
(2) This follows from Lemma A.10 with Remark A.11 and the fact that ξ − ρ + ∆ 0 is invariant under the twisted Weyl group action. (3) If µ ∈ X(T ) + R then by translation invariance and the fact that q is Winvariant we obtain q µ + = q µ . Therefore the inequalities q ζ < q χ follow from Lemma A.10.
