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Abstract 
Szeged situated at the confluence of the Tisza and the Maros Rivers has been exposed to significant flood risk for centuries due to its 
low elevation and its location on the low floodplain level. After the Ottoman (Turkish) occupation of Hungary (ended in 1686), sec-
ondary sources often reported that the town was affected by devastating floods which entered the area from north, and a great part of 
the town or its whole area was inundated. Natural and artificial infill reduced the flood risk to some extent after the town had been 
founded, but in the 19th century flood risk was mitigated by river engineering and the reconstruction of the town. The town relief was 
raised by a huge amount of sediment, which makes it difficult to determine the elevation of the original relief as well as the exact flood 
risk of the study area. However, some engineering surveys originating from the 19th century contain hundreds of levelling data in a 
dense control point network making possible to model the relief of the whole town preceding its reconstruction and ground infill. Based 
on these data, we prepared a relief model which was compared with the known data of the 1772 flood peak, from which we deduced 
that 60% of the town must have been inundated before it was filled up. As there could have been 50-100 cm thick natural or artificial 
ground infill since the 11th century, the original natural relief can be gained by deducting these data. Based on this deduction, the extent 
of inundation centuries ago could reach 85%, which means almost total flooding. 
Keywords: Szeged, relief, flood, inundation map, settlement history
INTRODUCTION 
Szeged was the third most important town in the medieval 
Kingdom of Hungary, right after Buda and Fehérvár. The 
town was founded at the mouth of two big rivers (the Tisza 
and the Maros), so its most important potential was being an 
ancient junction of trading and military routes. This potential 
was well-utilised by its inhabitants. The economic and urban 
development of the town starting in the 11th and 12th centu-
ries resulted in being granted certain privileges by the king, 
and Szeged became a free royal town by the 14th century. 
A common principle in urban geography and in archae-
ology is that river mouths are one of the most important ur-
ban settlement factors. Rivers do not only provide an active 
connection with other parts of the world, but they also have 
other important features, for example, according to biogeog-
raphy, rivers may guarantee tranquillity for the inhabitants of 
the surrounding area. 
The confluence of the Tisza and the Maros Rivers ex-
hibits similar advantages. Their valleys have been important 
routes connecting the Middle East through the Balkan with 
the central and the northern parts of Europe, and as such, they 
made the travel of ancient people and the spread of different 
economies, raw materials, lifestyles, and material cultures 
easier. This advantageous geographical situation should have 
enabled the foundation of significant human settlements at the 
mouth of the two rivers or the nearby riverside in different 
archaeological periods, which would also have meant several 
significant and big archaeological sites. As opposed to this, 
the lack of archaeological findings and sites points to the fact 
that the area was mainly uninhabited before the 11th century. 
Neither archaeology, nor history have researched its reasons 
in detail so far, the presented ambiguity has not been resolved. 
We finished a complex land use evaluation some years 
ago, which also enabled us to add a new approach to settle-
ment history (Szalontai, 2014). Our findings indicated that 
the reasons for the area staying unpopulated for such a long 
time must be connected to the disadvantageous physical ge-
ographical features of the Tisza-Maros confluence. 
A detailed analysis of archaeological sites and road net-
works proved that the Tisza-Maros confluence was not con-
trolled by the ancient people directly on the riverside, but 
from a bit farther away. While the river mouth proved to be 
rather unfavourable, the water system situated 8 km farther 
away from the Tisza, which we are going to describe later, 
provided more favourable conditions. The ancient routes 
crossing the Carpathian Basin met here, too. By controlling 
the fords, the confluence of the two rivers could be overseen 
every period, and the more favourable physical geographical 
features of these places provided more peaceful life than the 
river mouth. High flood risk and low elevation were those 
two unfavourable features that hindered human settlement 
here the most before the 11th century. 
The research of historical floods has been boosted by 
new findings both in national and international studies for 
two decades. Climate and environmental history research 
as well as flood research have gained more and more at-
tention. Our primary aim was to reconstruct floods events 
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by the systematic analysis of primary and secondary 
sources as well as architectural monuments. In addition, 
flood-induced environmental, economic, social, architec-
tural, and settlement historical effects and consequences 
of certain flood sites were studied in detail (Brázdil and 
Kotyza, 1995; Kiss, 2011; Rohr, 2007; Glaser, 2008). 
Our previous researches aimed at identifying and clas-
sifying those landscape characteristics of Szeged which help 
us understand the history of Szeged and its surrounding area. 
We also intended to provide the basics for the development 
of a great and comprehensive settlement history of Szeged 
and its neighbourhood that is based on a new approach de-
veloped by the combined efforts of different sciences. 
The present study is the continuation of the previous 
work (Szalontai, 2014a). Our current research questions are 
the followings: 1) What was the degree of flood risk at the 
Tisza-Maros confluence and Szeged in the centuries (and 
millennia) preceding the reconstruction of the town and the 
beginning of the river engineering works at the end of the 19th 
century? 2) What was the flood risk extent of medieval Sze-
ged? 3) What influence did it have on the habitation of the 
area? 4) How often was the area inundated by the Tisza? 4) 
Where were those higher grounds that remained dry even 
during floods so they could ensure survival chances? 5) How 
did all these features influence human settlement? 
The above mentioned questions are closely connected 
to the research interests of archaeology and settlement his-
tory as the structure of the inhabited parts of Szeged was ba-
sically determined by the connections between surface water 
and topography. These two features designated those mor-
phological sites that were suitable for permanent settlement. 
By answering the above mentioned questions, we can iden-
tify those places that are suitable for human settlement. 
We also aimed at studying why the area of the pre-
sent-day town was not populated before the 11th century 
(in the so-called Hungarian Middle Ages), and why there 
are no such archaeological findings and sites that would 
signify the presence of permanent or, at least, frequently-
populated settlements at the strategic point of the Tisza-
Maros confluence. Our previous research proved that the 
centre of the settlement was not situated along the Tisza 
before the Hungarian Middle Ages, but it was situated on 
the high floodplain areas of the water system surrounding 
the town in an 8-km diameter (Maty-ér/Maty Creek, Fehé-
rtó/White Lake, Fertő-láposa/Fertő Marsh, etc.). More 
significant human settlements were founded on the banks 
of the Tisza only from the 11th century (Szalontai, 2014b). 
Finally, we also aimed at finding out whether there 
are hills in the area which are usually not affected by 
floods, but they are so close to the surrounding surface 
water that they can support life. 
STUDY AREA  
Szeged is the county seat of Csongrád County, the largest 
city and the regional centre of Southern Hungary. It is closely 
situated to the Hungarian-Serbian border, and it is located on 
the boundary of two microregions: the Southern Tisza Valley 
and the Dorozsma-Majsa Sand Ridge (Fig. 1). The area is the 
lowest-lying region of Hungary, its geomorphology is char-
acterised by the relatively small number of macro- and 
mesoforms (Mezősi, 1984). Its surface forms have relatively 
small relief (0-2 m/km2), and they are mainly of fluvial 
origin. The average relief is between 77-79 m asl, flood-free 
areas can only be found at a height of 81-82 m asl on the 
natural levees and the edges of Fehértó. A greater part of the 
area belongs to the low floodplain of the Tisza, which also 
surrounds the city of Szeged. The three small islands of the 
city rise above the surroundings as residual surfaces. 
Basically, the hydrography of the study area is de-
termined by the Tisza and the Maros Rivers as well as 
some smaller streams along the Tisza (Szillér, János-
ér/János Creek, Tápai-ér/Tápai Creek). The River Maros 
hardly affected the features of the right bank of the Szeged 
landscape, except when its flood dammed up the water of 
the Tisza. The Tisza is characterised by two annual floods, 
which are often likely to last for half a year because they 
subside slowly. It also means that the land along the river 
is inundated almost continuously. As the medieval part of 
Szeged lies in a basin-like area, the somewhat higher 
ridges along the Tisza prevent floodwater from flowing 
back into the main river channel, which results in longer 
floodings. The second important water network around 
Szeged (Maty-ér, Fehértó, Baktó) has an 8-to-10-km-wide 
 
Fig. 1 The location and map of the study area, demonstrating the recent and the medieval residential areas 
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diameter, and it totally surrounds Szeged. The two water 
networks have different flood risk characteristics. The 
Maty-ér, Fehértó, and Fertő-láposa receive water input 
from the Kiskunság Sand Ridge (Homokhátság) lying be-
tween the Danube and the Tisza. This water input includes 
both surface and subsurface water flows, which fill the 
pools, basins, and channels along the boundaries of the 
Sand Ridge. These water flows are slow, static, and of lit-
tle or no dynamics, they reach the Tisza from beneath Sze-
ged, and they cross the natural stream channels without 
any obstacles. They have no flood risks in general. This 
water network is accompanied by unflooded ridges, and 
the arable lands found here are of the best quality. 
As opposed to this, the water network situated on the 
east is connected to the dynamically changing gauge height 
of the Tisza, and its parts pose a regular and devastating flood 
risk due to the two annual floods of the Tisza. The relationship 
of Szeged and the Tisza is totally different from the usual 
river-settlement relationship, where every change occurring 
on the river affects the structure and the safety of the accom-
panying settlement. Secondary sources documenting floods 
in Szeged have never reported that the Tisza would have 
flooded the town by stepping over its banks in the city. Some 
documents say that the embankment situated on the outer arch 
of the city-side of the river was washed away, and they also 
mention that the eastern wall of the fortress standing directly 
on the riverbank was destroyed by a flood. But there is no data 
proving that the city would have been totally flooded. 
The Tisza always floods the city from the north. The 
right bank of the Tisza to the north of Szeged is accompanied 
by a 30-km-long and 2-to-4-km-wide low floodplain which 
used to carry flood flows downstream. The three small islands 
where the oldest parts of Szeged were founded are situated on 
the low floodplain with an average height of 1-1.5 m. Floods 
usually flowed around these islands: one part of the flood flow 
passed round from the eastern area of the town, the other part 
passed round the islands from the north and the west, and they 
returned to the main channel of the Tisza beyond the town 
further downstream. In addition, the island of Felsőváros (Up-
per Town), which is one of the ancient city parts, was divided 
by several smaller streams which carried water from the low 
floodplain downstream into the Tisza. These streams also al-
lowed bigger floods to inundate even these older parts of the 
city. The above mentioned characteristic of the city’s location 
meant a relatively high flood risk, which was further strength-
ened by unusually high floods. 
DATA AND METHODS 
Methodology 
In order to answer our research questions, we had to recon-
struct the hydrographic and geomorphologic environment 
preceding the land use changes that occurred in the 19th cen-
tury. By reconstructing the original natural circumstances, 
we could also get an insight into the circumstances that char-
acterised the different archaeological periods. 
A detailed study of the original relief and geomor-
phology is greatly complicated by the fact that the number 
of the sources is very scarce, which makes the research 
object very difficult to investigate. It is obvious that our 
primary task is not the investigation of historical sources, 
instead we have to focus on preparing geological sur-
veys/bores that cover the entire area of the city in the 
greatest possible number, and we have to prepare the 
model of the original terrain based on these data, and, fi-
nally, we have to display historical changes with the help 
of the so-prepared model. Since such a model is not avail-
able for us at present, we are forced to make use of histor-
ical data and reconstruct the original relief of the city with 
the complex analysis of the available historical sources. 
Although the historical sources provide useful general 
information about the structure and the relief of the city, they 
do not abound with accurate data. Even the great number of 
available secondary (written) sources (certificates, travel lit-
erature, military reports, etc.) do not contain data on topog-
raphy. In case they do, they usually emphasise the lowland 
character of the landscape, and they rarely mention the 
"Öthalom" hills (literally Five Hills) which are residual sur-
face elements with an average of 12-15 meters. The geo-
graphical names of the area may contain names with the 
word "mount", but they are not of morphological origin, they 
refer to former vineyards. Flood descriptions often mention 
flood free (dry) islands as well as floods flowing through 
most of the town without any obstacles. 
The research was made further difficult by another 
characteristic of Szeged. The city was completely destroyed 
in the 1879 flood, and, during the rebuilding of the city, its 
residential areas were filled up with a considerable amount 
of land lifting the relief but also forever concealing any traces 
of the original terrain. Therefore, in order to investigate our 
questions concerning settlement history, we have to recon-
struct the geomorphology characterising the area before 
1879. Then, we will be able to identify those city parts which 
were inundated or usually dry by analysing flood data. 
Filling up the inhabited parts of Szeged and the basins 
between them with soil was a known practice before the 19th 
century, which resulted in a gradual decrease in the size of 
the flooded areas. However, the enormous work that began 
in 1879 surpassed all previous landscape-changing work and 
was considered a rare and unique process both in Hungary 
and in Europe. Its primary purpose was to reduce flood risk, 
and in order to do so, the ground level of the Downtown area 
was going to be raised to the height of 822 cm compared to 
the 0 cm of the stream gauge of the Tisza, which corresponds 
to 81.92 metres above the Baltic Sea level. There is no doubt, 
however, that the entire area of the Downtown was not in-
tended to be covered by a homogenous layer. The final ver-
sion realized was even simpler, in fact, only roads and streets 
were filled in while the gardens and yards of the houses were 
no, so there were level differences up to a meter within rela-
tively small distances, such as a house and the street in front 
of it, which has characterised Szeged since then. So, while 
the streets are artificially infilled and lifted terrains, the ele-
vation of the gardens and yards of the houses did not change 
essentially (Kuklay, 1880; Lechner, 2000). 
A 3-4-meter-thick or even thicker layer was filled in 
only into former pools and surface streams, but the entire 
area is characterized by a 1-2-meter-thick layer (Kaszab, 
1987). The thickest infill in the three ancient parts of Sze-
ged can be found in Palánk (City), while the thickness of 
the infill is not significant in Alsóváros (Lower Town) and 
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Felsőváros (Upper Town). A new city structure was devel-
oped during the reconstruction. The new structure was 
characterized by a network of boulevards and avenues, all 
of which lay higher than their surroundings, the ideal infill 
height was only kept along the road network. As a result, 
all side streets rise toward the main streets even nowadays. 
The natural or artificial lifting of the terrain level of 
populated areas is not an unknown phenomenon in Euro-
pean towns. It was a well-known practice even in different 
archaeological periods, which practice resulted in distinc-
tive, interdependent settlements built on each other. It is a 
natural phenomenon that settlements, especially cities, 
having been inhabited for centuries or millenia, have sev-
eral meters thick infill layers (Puskás, 2008). In Moscow, 
for example, this layer is 2-5 meters thick, but natural de-
pressions may also have a 20-meter-thick infill. Thus, 
three typical geomorphological forms can be created in 
cities: excavated (hollow, negative), graded (levelled) and 
accumulative (cumulative, positive) (Puskás, 2008; 
Farsang and Puskás, 2009). The resulting infill can be sed-
iment of natural origin, or soil-like material, and can be 
artificial material (debris, gangue, waste, etc.). 
Due to the infill of the city, we have to look for maps 
that were prepared before the reconstruction. It led us to in-
vestigate the topographical data of those handwritten or 
printed maps that were created before the end of the 19th cen-
tury, which finally helped us to prepare the topographical re-
construction of the historical town centre. Our previous re-
search did not make use of these maps, although more of 
these scaled city maps that were prepared before the 1879-
1890 city reconstruction contain elevation data. Their im-
portance is also great, because only these maps contain exact 
data about the original (i.e. preceding the reconstruction of 
the city) topographical features of the area so they are essen-
tial for the topographical reconstruction. 
Reducing flood risk was a regularly recurring need and 
demand in the 19th century Szeged, but to plan this, a general 
survey of the area had to be done first, with a special attention 
to surveying elevation. Otherwise it was not possible to start 
planning river engineering. Thus, the first such map was cre-
ated in 1830 (Map 1, Buday 1830), but the overall survey 
took place only a few decades later when, due to the 1879 
flood, the destroyed city had to be completely rebuilt (Maps 
2-4, Barilari et al., 1879, Heller, 1880, Kuklay, 1879). The 
consistent and accurate use of elevation data was made easier 
by 45 iron rods that had been installed as fixed points, and 
which were intended to promote mapping and rebuilding the 
city (Map 5, Halácsy, 1879) (Halácsy, 1879; Bertalan, 1884). 
After digitizing the maps having been collected during 
the research, they were georeferenced, then their elevation 
data were visualized in an EOV system using a GIS program, 
and they were also recalculated to the present value of meters 
above the Baltic Sea level (m asl). No compiled city maps 
depicting the iron rods were made, but each iron rod had a 
very accurately drawn on-site sketch, which made it possible 
for us to identify their position as accurately as possible. 
Therefore, we could locate each reference point and its ele-
vation on the georeferenced city map. 
When identifying the original terrain characteristics of 
the area before the reconstruction and the infill, we also had 
to pay attention to determine the ground level associated with 
the elevation data, because elevation data were measured in 
meters above the Adriatic at the end of the 19th century. The 
Baltic baseline is 0,675 meters higher than that of the Adri-
atic baseline, i.e. the absolute values of the Baltic heights are 
that much smaller than the values of the Adriatic heights. 
There was one independent reference point in Szeged, to 
which all architectural plans were aligned: it was the 0 point 
of the stream gauge of the Tisza River (73.70 m asl) (Vágás, 
1991). The reason why it is important to emphasise 0 as a 
reference point is that, for example, when giving the thick-
ness of the infill layer, this thickness was given compared to 
the 0 point of the stream gauge. Six meters of infill does not 
mean six meters of soil, it means that compared to the 0 ref-
erence point of the Tisza, the level of the terrain was lifted 
with 6 meters. That is, the Tisza 0 point + 6 m + 74.37 m 
above Adriatic sea level -0.675 m = 79.7 m above Baltic sea 
level.  
After the terrain reconstruction, the collected elevation 
data were compared to the peak values of the floods, then by 
depicting them on a map we were able to locate those areas 
which were more likely to be inundated when a higher flood 
occurred. To do so, we utilized the flood data which were 
less influenced by landscape-changing human activities. It 
means using those data which originate from the time when 
floods occurred in a natural (non-engineered) riverbed, flood 
control works did not hinder flood flow, and floodwater re-
turned to the original river channel naturally. These require-
ments are necessary because archaeological and historical 
flood risk cannot be compared to such floods of which causes 
or flow were influenced by significant human activities. 
Therefore, useful and credible data can only be gained from 
the times preceding river engineering. Thus, we used the data 
of the 1772 flood as our standard flood level data, which 
peaked with 630 cm (80 m asl above the 0 point of the Tisza 
stream gauge in Szeged). It was not the biggest flood Szeged 
had to suffer, but it was one of the last floods which was nei-
ther caused nor influenced by human activities, and there 
were accurate data on the highest flood level. There were big-
ger floods in the 18th and 19th centuries (1851: 80.61 m), and 
there were even higher average flood peaks between 1772 
and 1850 (80.11 m asl), but we deliberately underestimated 
the extent of the potential risks a little bit (Fig. 2).  
 
Fig. 2 Data of the highest floods on the Tisza (m asl) (Vágás, 
1991) 
We carried out the following analyses with the data 
of the studied maps. We indicated the elevation data on 
the original and the georeferenced maps one by one. We 
divided the measured points into 3 groups on the basis of 
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the highest flood water level in 1772 (630 cm over the 0 
point of the Tisza stream gauge = 80.00 m asl): 
- inundated points; 
- saturated points, which are situated 20 cm higher 
than flood level; 
- flood-free (dry) points. 
Subsequently, we performed the same process, but we sub-
tracted 50 cm from the 19th century elevation data assuming 
that it equals with the amount of natural infill of the area 
between the 11th and the 19th centuries. Based on these data, 
we divided the elevation data into three groups again. 
Finally, we simultaneously visualized all data of 
the five maps by copying them into one file, then we 
carried out the above mentioned classification again. 
We also carried out an analysis where we calculated 
with a 100-cm-thick infill since the 11 th century settle-
ment. In order to provide easier orientation, we indi-
cated the contemporary major road network (avenues 
and boulevards) as well as the earliest settlement struc-
ture of Szeged on the original map. 
The detailed description of the applied historical maps 
Map 1 (Buday, 1830) is one of the most accurate and detailed 
maps from the first half of the 19th century, which depicted 
the outline of all surface water on the town structure, and both 
the height of water level and that of the walking level were 
given everywhere. The data were given in Viennese feet / inch 
units, and the then highest flood peak data of the year 1770 
were also given in the same units. A total of 70 elevation data 
were recorded, 44 of which were numbered. Data measured 
in the streets, on the water level of Eugenius Ditch and its 
trench are also included in the elevation data (Fig. 3a,b). 
Map 2 (Barilari et al., 1879) depicts the entire area of 
the city, its street network, street names, all houses, and the 
data of 203 measured points. The survey was carried out 
mainly during and after the flood receded. Slope calculations 
 
Fig. 3 Location of inundated and flood-free points in the city a) on the basis of Buday (1830); b) on the basis of Buday (1830), calculated 
with 50 cm infill; c) on the basis of Barilari et al. (1879); d) on the basis of Barilari et al. (1879), calculated with 50 cm infill; e) on the 
basis of Heller’s map depicting boring sites (1880); f) on the basis of Heller’s map boring sites (1880), calculated with 50 cm infill 
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were done in the inner area of the city to determine ele-
vation differences, and the elevation layer plan of the 
city was developed on the basis of these calculations 
(Kulinyi, 1901). Elevation values were given compared 
to the 0 point of the Tisza stream gauge (Fig. 3c,d). 
Map 3 (Heller, 1880) depicts the ground-plan of Sze-
ged as it was before the flood. The works were organized by 
B. Kuklay, a royal assistant engineer appointed to help the 
Royal Commissioner of Szeged, and B. Zsigmondy engi-
neer, who also evaluated the data (Bertalan, 1884). There are 
63 boring points on the map, which were drilled with augers 
between April 4, 1879 and December 15, 1880. Measuring 
points were designated to gather data about the entire area of 
the city, but first of all the three major city parts, especially 
the central squares. Additional data were collected on such 
sites which had hydrographic, topographic, or town-planning 
importance (e.g. Mars Square and vicinity). The map also in-
cludes the drilling profile of the "Geological Cross-section of 
Lajos Tisza Boulevard artesian fountain 1: 2500" as well as 
the section drawings of the "Geological layer plan of the 
Royal town of Szeged". The eight sections have scales, the 
elevation of the surface (above the Tisza 0 point marked with 
a line and text as well) is also written on the surface (e.g. 
+6.75) (Fig. 3 e,f). 
Map 4 (Szeged, 1879) depicts the entire area of the city, 
street network, street names, all buildings and land lots. Ar-
eas covered by water were indicated with blue colour. Eleva-
tion values were given compared to the 0 point of the Tisza 
stream gauge. The data come from the 1879-survey of 
Kuklay, in which a total of 110 points were measured. In sev-
eral cases, it happened that he measured at the same location 
as the data indicated on Map 3 (e.g. at the two corners of the 
same street), but the values did not correspond to each other. 
As a point definition of these places is no longer possible, we 
treated both values as authentic and included them into our 
database (Fig. 4a,b). 
Finally, Map 5 (Halácsy, 1879) depicts the points (87 
pieces) that were placed out for triangulation in order to help 
mapping and rebuilding the city, among which 45 pieces 
were cast iron rods and 42 were marked wooden posts (Ha-
lácsy, 1879; Bertalan 1884). The iron rods were marked with 
Roman numbers from I to XLV, and each of them had two 
designated elevation data: one indicated the elevation above 
the 0 point of the Tisza stream gauge, the other one indicated 
meters above the Adriatic (Fig. 4c,d). A number of outskirt 
points were also designated by elevation data. The work was 
carried out in July-August 1879, when the city was still partly 
inundated, and there were lots of ruins. 
Each rod and post had an own data sheet which con-
tained a few lines in handwriting about their exact location, 
the property where they were placed out or they were the 
closest to, and each property was marked with the number of 
the respective rod or post. In addition, a 1: 1000 scale sketch 
was also prepared depicting all of the important landmarks, 
rods, and posts as in a plan. 
We continued to survey the extent of flood risk on the 
basis of the maps mentioned above. We know a lot of floods 
from the history of the city, so we have to classify the area as 
having high flood risk on the basis of its historical data al-
ready. However, only a detailed analysis of the data can an-
swer the question whether it was always true for the entire 
city or there were dry, flood-free spots in the flooded area. 
 
Fig. 4 Location of inundated and flood-free points in the city a) on the basis of Kuklay’s map (1879); b) on the basis of Kuklay’s 
map (1879) calculated with 50 cm infill; c) location of inundated and flood-free points in the city based on the number of iron sur-
vey posts a) based on Halácsy’s map (1879); d) on the basis of Halácsy’s map (1879), calculated with 50 cm infill 
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RESULTS 
The topography of Szeged 
Those anthropogenic activities that shape the downtown 
area of contemporary Szeged have been present for nearly 
a thousand years. Landscape transformation is likely to 
have begun in the early settlement times when people 
started to change the terrain in order to securely possess 
central areas. It was not a major influence on the land-
scape back then because it was not a primary goal to 
change the functioning of the natural environment. The 
inhabitants' will to adapt to nature was still stronger than 
the force to change the environment. 
The second phase is the post-Ottoman city-forming 
period when two types of landscape changing activities 
took place. First, there was a conscious and significant re-
construction of the city structure (e.g. building Eugenius 
Ditch which was a fortification system around the inhab-
ited parts of the city). Second, there was an increasing de-
mand for more and more area which also facilitated 
stronger landscape changing activities. This period had a 
stronger impact already but it had little impact on the land-
scape and topography yet. However, former depressions 
around the islands were started to be infilled, and the sur-
face of the islands was also subject to levelling. 
In the third phase, the settlement structure became 
stable by the middle of the 19th century, and, in addition 
to the already existing landscape changing activities, the 
city experienced a significant external impact in the form 
of recurring floods of the Tisza River. Hundreds of houses 
collapsed in the inundated city, and after the flood re-
treated, the ruins were certainly used locally for grading, 
for example, or for levelling elevation differences. The 
1867 flood had the greatest influence on the city: this pe-
riod saw the reconstruction and the infill of the city's in-
habited areas to reach the ideal level as well as the infill 
of the inner part of the city. 
By analysing the database of the five maps previ-
ously described, we can see that the elevation values var-
ied between 77 and 83 m asl (Fig. 5) by the 19th century. 
One of the outstandingly high data among the 83 m asl 
values definitely refers to the height of a flood control 
dam, so it is not a relevant data. 
 
Fig. 5 Height distribution of the survey points (m asl) in the 
database 
Only a few data were included in the extreme range, 
55.24% of the points were shorter than 80 meters (the 
flood peak of the Tisza was 80 meters in 1772). If we also 
add those data which are in the high-risk data range of 80-
81 m, then we can see that a significant part of the city, i.e 
81.59 % of the measured points can be found under the 
critical 81 m asl. The highest values (above 82 m asl) typ-
ically occur in a narrow stripe along the Tisza, which val-
ues clearly indicate initial bank dikes and natural levees. 
In addition, these high values often appear along the Eu-
genius Ditch (an earth trench built as fortification at the 
end of the 17th century) too. The mean of all points is 
79.85 m asl (Fig. 6). 
Unfortunately, the elevation data of Map 1 cannot be 
used here as its lowest points indicate such channels and 
pools that were either temporarily or permanently covered 
by water. The purpose of its creation was not the levelling 
of the city, but the survey of the water-filled pools, there-
fore the measuring points do not show the relief of the 
city. The highest points of the survey can be found either 
along the Tisza or on the city side of Eugenius Ditch, 
which points designate artificial dikes along the water. 
The results correspond to the known data of the to-
pography of the city well. Earlier reconstructions 
(Reizner, 1899; Kaszab, 1987; Blazovich, 2002) reached 
the same essential conclusion. J. Reizner proved very 
early that Szeged was founded on those three islands 
which we knew as Palánk (City), Alsováros (Lower 
Town) and Felsőváros (Upper Town) later. He was the 
first to utilize scientifically the results of the drillings that 
had been carried out 20 years earlier, and he evaluated the 
data not only from a geological point of view, but also in 
terms of settlement history.  
Topographic data (Fig. 7) also show that the different 
parts of the city and the area between them were divided into 
several small pools that were permanently covered by water 
(called as "csöpörke" in Szeged). They were regularly filled 
with water during floods, and it took a long time for them to 
dry up completely, so it was very difficult to utilize the suit-
able parts of the islands. 
All three islands are residual surfaces located di-
rectly on the riverfront. Their slightly higher surfaces by 
the river can be defined as narrow natural levees which 
are characteristic of meandering channels (Kohán, 2003; 
Molnár, 2011). The edges of the islands that are farther 
away from the Tisza gradually sink toward the direction 
of the lower terrains, so the area beyond the islands be-
comes deeper, and closed pools do not let flood water flow 
back to the river. Those parts of the city that are situated 
even more distant from the Tisza may lie even deeper, the 
elevation difference may reach up to 1-2 meters compared 
to the levees. 
This drainless area character was the reason for the 
1879 flooding to downflow so slowly; it took a half year 
to get rid of the water in the inhabited parts of the city, and 
even then steam pumps had to be used. But this nature was 
the cause of another common phenomenon: several-day-
long rainfall could cause serious aerial floods in the city 
(Lechner, 2000). 
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Fig. 6 Location of inundated and flood-free points a) on the ba-
sis of all height points depicted on the map; b) calculated with 
50 cm infill; c) calculated with 100 cm infill 
The geomorphological features of the islands were 
also different. The middle island (Downtown) was the 
highest of the three islands. Other parts of the city which 
are usually situated farther away from the central part of 
Felsőváros (Upper Town) lie lower than the rest of the city. 
Obviously, it also means that these parts of the city were 
inundated first when flood waves from the north arrived. 
Present day Rókus and Makkosháza are also characterized 
by lower terrain, but they were not inhabited in the Middle 
Ages. A significant part of Alsóváros (Lower Town) is also 
considered to be low-lying save its southern end where the 
elevation of the surface reaches that of the Palánk (Fig. 7). 
 
Fig. 7 Relief models of Szeged before the great flood a) on the 
basis of map data; b) calculated with 50 cm infill; c) calculated 
with 100 cm infill 
Flood risk of Szeged 
According to scientific literature, flood-proof settlement 
level is marked at 6 meters above the 0 point of the Tisza 
stream gauge (Nagy, 1957), which is 79.70 m asl in the 
case of Szeged. For this reason, the research assumes 
that prior to 1879 those parts of Szeged which lay below 
77.32 m asl were hardly habitable, while large areas of 
the city lay either at or below 75.32 m asl (Vágás, 1991). 
The newly processed data clearly show that a high 
flood would not inundate about half of the city by the end of 
the 19th century. However, it is clear that it could hardly have 
been valid in previous centuries or millennia, and already in 
the early Middle Ages the city had very high flood risk. If we 
do not take the 50-100 cm thick infill originating from urban 
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planning into account, the elevation of the measured points 
reduces, and, therefore, the number of inundated points 
greatly increases. 
These data and results spectacularly demonstrate 
that the low-lying terrain of Szeged, which characterized 
the city before the reconstruction, meant extremely high 
flood risk, and virtually the entire territory of the city was 
equally affected. However, this risk continues to grow if 
remember the simple fact that it is not just inundation that 
causes damage, but also those seemeingly dry city parts 
are greatly affected where the soil is saturated from be-
neath, furthermore the waves caused by the wind could 
also pose further damages on the dry surfaces. Flood dam-
age does not end at the water level, however, we had to 
define damaged area in our present study so we consid-
ered those area damaged which lay 10 to 20 cm above the 
highest flooded water level. Saturated areas also become 
totally useless, life is limited here for a while, too. So, if 
we examine flooded and saturated areas together, an even 
higher proportion of the inhabited parts of the city is af-
fected by the flood.  
Visualizing the processed data on a map meant im-
portant new results, as it was the first time that we could 
assess the extent of flood on the basis of accurate figures 
(Fig. 6-7). However, if we subtract the values of the as-
sumed 0.5-1 meters thick infill layer from the data gained 
from the map analyses, it is even more clearly visible 
which parts of the city were affected by a high flood. 
This result also indicates that in climate cycles 
similar to the 18th and 19th centuries the extent of inun-
dated areas might have been the same. It also became 
clear that before the foundation of the town, 86% of the 
measured points was certainly inundated when a higher 
flood occurred on this low-lying terrain, which was due 
to the absence of a thick, either natural or artificial in-
fill layer (Fig. 8). It means an almost total inundation 
actually. 
 
Fig. 8 Normal inundation extent of the points in database (i: in-
undated, s: saturated), as well as calculated with 50 cm infill 
(i50, s50) and 100 cm infill (i100, s100) 
The reliability of our method can be checked easily. 
We marked the elevation points on the inundation map 
of the 1879 flood, and they obviously indicated a total 
overlay with the inundation of the city which means that 
our results are correct (Fig. 9). 
 
 
Fig. 9 a) Location of the studied points on an inundation map 
dating from 11 June 1879 (Action Plan, 1879); b) Medieval 
city structure on an inundation map dating from 24 July 1879 
(Action Plan, 1879) 
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Since the primary purpose of our present study was 
to analyse the flood risk of the study area during a much 
longer time period, we must also emphasize that the 
highest flood was compared to the levels measured in 
1879. In addition, we also found data that supports our 
hypothesis that the elevation of the original terrain was 
different centuries ago, or, for example, in archaeologi-
cal times. Unfortunately, we do not have precise and use-
ful drilling data about it, but if we presume that a mini-
mum of 50-cm-thick layer was formed at certain meas-
uring points, we must be close to the truth. I. Puskás 
measured a 50-cm-thick layer in the former fortress, 
which was formed before the 19th century, and there are 
other excavation proofs of 50 to 100 cm thick infill lay-
ers from other parts of the city, which layers originated 
in the Middle Ages or the modern era (Puskás, 2008). 
We cannot find as thick an infill layer in an empty room 
inside of a fortress as in residential areas, there are no 
ruins of former buildings there, no sign of purposeful in-
fill, and floods were not able to deposit a significant 
amount of mud due to the fortress walls. Based on these 
observations and data, we are right to presume that there 
was a minimum of 50-cm-thick infill from the founda-
tion of the city to the end of the 19th century. Moreover, 
even higher values, up to a 100-cm-thick infill, are also 
likely to have occurred, but we must also emphasize that 
it still has to be researched in the near future. 
We cannot finish our investigation without com-
menting on the real destruction of the flood. The earliest 
measured data about the flood peak of the Tisza in Sze-
ged originates in 1770 (Buday, 1830). Although there 
are older secondary sources describing the devastating 
effects of major floods, they do not contain any accurate 
data about flood peaks. For this reason, we do not know 
where the flood peak of the Tisza was before the 18 th 
century. It is certain that the end of the 18 th century was 
characterized by a cooler and more humid climate both 
in European and Hungarian history, which meant that 
river flow rates must have increased and resulted in 
higher floods. However, it also means that drier climate 
periods (e.g. the Roman Age, or the 10th to the 13th cen-
turies) witnessed smaller floods, which also reduced the 
high flood risk of the city. 
As to settlement history, the most important issues 
concerning the Tisza are related to the floods. The most 
important settlement historical issue of the frequently 
flooded areas was the population's ability to adapt to the 
changing stages and discharges of the river, to what ex-
tent they were able to use the excess water of the floods, 
or how they could mitigate flood damage (Molnár, 
2011). The Tisza has two characteristics that distinguish 
it from other large rivers. One of them is that the river 
floods the low floodplain already at middle water level 
surface elevation, and its environment is gradually 
flooded. The other one is that the two annual flood cy-
cles make life unbearable along the Tisza due to the 
elongated time of river downflow and slow drying out of 
the flooded areas (Fig. 10). It has been made even more 
difficult by the fact that the populated area of the city is 
of basin-like, and the slightly higher ridges along the 
river prevent the free flow of flood water from the deeper 
pools that are farther away from the river. So the whole 
process takes much longer than elsewhere. Flood dam-
age, isolation and all negative effects are extremely im-
portant in terms of settlement history, because they com-
plicate life as well as land use (Kiss, 2011). 
 
Fig. 10 Map of the catchment area of the river-system in and near Szeged, and map of the permanent and temporary surface wa-
ter cover before river engineering (Szalontai, 2014b). Green arrow: waterflow from the Kiskunság Sand Ridge (Homokhátság) 
without flood risk; red arrow: Tisza floods posing significant flood risk and damages  
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It cannot be accurately determined which areas were 
flooded in Szeged and in its vicinity. We know about a 
flood that reached even the pool of Fehértó from the west 
(in 1801), but floods usually inundated the areas that lie to 
the east of the highway leading to Csongrád today. In the 
late Middle Ages, of all populated areas it was the northern 
part of the city, Felsőváros (Upper Town) that experienced 
the most floods or was directly threatened by them. Never-
theless, it was also common that Alsóváros (Lower Town) 
was also flooded, for example in 1712 (Reizner, 1899), 
when the flood arrived from the north and inundated the 
inhabited parts from that direction (Fig. 11) 
 
Fig. 11 Length of inundations (number of days) (Vágás 1991) 
From landscape assessment point of view it is also im-
portant to know where were dry surfaces where the inhab-
itants could move in case of a flood inundating the whole 
city. It is known that in 1689 and in April 1712 the whole 
city was inundated except for Palánk due to the earth 
trenches. In these cases the surrounding vineyards and the 
“Öthalom” hills were surely dry, which could be ap-
proached by boats (Reizner, 1899; Kardos, 1979). In 1770 
Szilléri hills, the highest situated small island (79.5-80 m) 
were also inundated, which meant that all other lower-ly-
ing areas were flooded for that time and the loess-covered 
“islands” were also inundated. Engineering maps from 
1830 demonstrate that these flooded areas extended to the 
Öthalom hills and Ballagitó areas; water covered low-ly-
ing arable lands, thus, the city was fully surrounded by 
Tisza floods from the north.  
If we study the flood exposure of Szeged, we have to 
take into account another important aspect. Today we can 
state precisely where there used to be streams, pools in the 
populated parts of the city (Szalontai, 2014a). These surface 
waters were not of temporary nature, but permanent, their 
riverbed was always visible and meaningful to the commu-
nity, as long as it was not concealed (or destroyed) artifi-
cially. Their long-lasting (sometimes persisting for centu-
ries) presence is best proved by the fact that street and 
ground-plot structure was developed in harmony with the 
then-present subsurface water bodies, and thus the people 
living there adapted to their channels and water influx. 
But what is even more surprising is that not only the 
permanent hydrological elements trace out the possible 
settlement sites, but temporarily flooded areas as well. We 
can come to this conclusion also when we overlay the me-
dieval town structure to the city map that was prepared 
five months after the great flood. In 1879, the deepest 
parts of the city were still covered by floodwater in July, 
after the March flood. These areas indicate those pools 
which were characterized by temporary inundation before 
the river was engineered. It can be noticed very well that 
these pools almost completely surround the earliest parts 
of the city, and they literally complement the blank spaces 
between the separated units. 
These urban wetlands were not built in with houses 
and remained empty until the 20th century. Their single 
city structure utilization was the building of Eugenius 
Ditch after the Turkish occupation as the southern end of 
the ditch was built by using these wetlands and pools as a 
security system. The stream that once ran along the north-
ern wall of the former fortress had similar effects on the 
settlement structure, as there was a large wetland there 
that separated the two parts of the city for centuries, and 
this situation did not change over time, not even after los-
ing the border fortification role it previously had. 
The low-lying areas were not inhabited, and they 
were usually swamplands with recurring inundation. The 
area is likely to have had aquatic or hydrophobic plants 
as the predominant vegetation. In the modern era, they 
were low-lying arable lands (so-called “nyomásföldek”) 
which served mainly for grazing. 
It is a complex water system, which received signif-
icant flood water supply on each occasion when the in-
habited parts of the city were flooded. Its pools are likely 
to have always been filled with water. Due to the signifi-
cant water supply of these pools, their infill or drying out 
became significantly difficult, which can also be consid-
ered as flood damage, similarly to the physical destruction 
caused by water. 
CONCLUSION 
Concluding the results of our study, we can say that, 
compared to the 19th century city, the inhabited parts of 
Szeged were situated on lower-lying terrains for centu-
ries or millenia before the foundation of the city. For this 
reason, particularly during periods of cooler and wetter 
climate, the Tisza floods coming from the north inun-
dated the entire area of the later city. The flood covered 
the low floodplain and the low-lying basins to be filled 
with water, thus creating an actual sea around the city 
with several kilometers of diameter. This huge amount 
of water made life as well as entering or leaving the set-
tlement impossible. These conditions significantly lim-
ited the location of residential areas and therefore before 
the Hungarian Middle Ages the center of settlement was 
found farther away from the banks of the Tisza, and not 
along it, on the flood-free areas of the surroundings. 
The 10th and 11th centuries were characterized by a 
gradual warming, and the coming drier climate (medie-
val climate optimum) significantly improved this unfa-
vorable hydrological feature, and must have reduced 
flood risk to a great extent (Lamb, 1982; Rácz, 2001). 
These changes led to the possibility of using the eco-
nomic benefits of Maros salt trade to start the develop-
ment of the city, which finally turned Szeged into one of 
Hungary`s most important and flourishing cities.  
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Abstract 
Rapid urbanization and change of landuse/landcover results in changes of the thermal spectrum of a city even in small cities like 
English Bazaar Municipality (EBM) of Malda district. Monitoring the spatio-temporal surface temperature patterns is important, 
therefore, the present paper attempts to extract spatio-temporal surface temperature from thermal band of Landsat imageries and 
tries to validate it with factor based Land Surface Temperature (LST) models constructed based on six proxy temperature variables 
for selected time periods (1991, 2010 and 2014). Seasonal variation of temperature is also analyzed from the  LST models over 
different time phases. Landsat TIRS based LST shows that in winter season, the minimum and maximum LST have raised up 
2.32C and 3.09C in last 25 years. In pre monsoon season, the increase is much higher (2.80C and 6.74C) than in the winter 
period during the same time frame. In post monsoon season, exceptional situation happened due to high moisture availability caused 
by previous monsoon rainfall spell. Trend analysis revealed that the LST has been rising over time. Expansion and intens ification 
of built up land as well as changing thermal properties of the urban heartland and rimland strongly control LST. Factor based  
surface temperature models have been prepared for the same period of times as done in case of LST modeling. In all seaso ns and 
selected time phases, correlation coefficient values between the extracted spatial LST model and factor based surface tempera ture 
model varies from 0.575 to 0.713 and these values are significant at 99% confidence level. So, thinking over ecological  growth of 
urban is highly required for making the environment ambient for living. 
Keywords: Land Surface Temperature, Landsat TIRS, factor based LST models
INTRODUCTION 
Knowledge of Land Surface Temperature (LST) and its 
temporal and spatial variations within a city environment 
is of prime importance to the study of urban climate and 
human–environment interactions (Stathopoulou and 
Cartalis, 2009; Sharma and Joshi, 2013; Singh and 
Grover, 2014; Alavipanah et al., 2015). The retrieval of 
the LST from remotely sensed TIR data has attracted 
much attention, and its history dates back to the 1970s 
(McMillin, 1975). Urban heat island (UHI) and magni-
tude of the difference in observed ambient air temperature 
between cities and their surrounding rural regions have 
been a concern for more than 60 years (Landsberg, 1981). 
Nichol and Hang (2012) reported that there is a clear cut 
difference of temperature between rural and urban region 
and this gap is usually 3-4C. One of the earliest UHI 
studies was conducted in 1964 (Nieuwolt, 1966) in the ur-
ban southern Singapore. Extensive urbanized surfaces 
modify the energy and water balance processes and influ-
ence the dynamics of air movement (Nichol and Hang, 
2012). Afterward, many scientists (Giridharan et al., 
2004; Neteler, 2010; Schwarz et al., 2011; Xiong et al., 
2012; Zhang et al. 2013; Li et al. 2014; Kuang et al., 
2015b; Alavipanah et al., 2015) have worked in this field 
emphasizing different cognitive issues.  
LST is a key factor in physical dispensation of land 
surface at different spatial scale, and it generalizes the 
results of the interaction between land surface and at-
mosphere, exchange of matter and energy (Wan and 
Dozier, 1996; Alavipanah et al, 2015). In the general as-
sessment model of sustainable development and LST 
change, the change of LST is regarded as an important 
criterion upon which the evaluation of environmental 
quality and social and economic development policy can 
be based (Keller, 2008; Dai et al., 2010). Dynamic vari-
ability of LST seasonally and diurnally encouraged 
scholars to address this fact. Seasonal variation is well 
documented by Yuan and Bauer (2007) and Deosthali 
(2000) and they found that at night, the center of the city 
appeared as both heat and moisture island whereas at the 
time of sunrise as heat and dry island. 
In 2008 more than half of the world's population 
were urban dwellers and the urban population is ex-
pected to reach 81% by 2030 (UNFPA, 2007). This ac-
celeration of urbanization is very high both in intensity 
and area in developing countries like India. So, studying 
of the environmental conditions is necessary for proper 
planning or policy review. At the same time, it is already 
established that low population density is associated 
with lower LST values (Li et al., 2014) and conversely 
it is true that higher temperatures are associated with 
densely populated urban areas.  
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Intensity of LST is related to patterns of land use/cover 
changes (LULC), e.g. the composition of vegetation, water 
and built-upand their changes (Ding and Shi, 2013; Li et al. 
2014; Grover and Singh, 2015; Kuang et al, 2015 a, b). Both 
horizontal and vertical urban expansion, spacing between 
buildings, building materials, location of public places, bus 
stoppage, railway station, major and minor industrial hubs 
etc. influence temperature concentration (Park, 1986; Alavi-
panah et al., 2015). Rising population and building density 
are also accelerating factors of LST (Schwarz et al., 2011; 
Peng et al., 2012). The spatial extent of concrete cover and 
material composition is another major vector of spatial pat-
tern of LST (Xiong et al., 2012; Kuang et al., 2015b). Grow-
ing population density, greater consumption of energy etc. 
can also aggravate temperature condition (Zhang et al, 2013; 
Li et al., 2014). 
Clearly, the built-up land exhibited the highest LST, fol-
lowed by bare soil, water body, and vegetation in all three pe-
riods as reported by Weng (2001), Weng and Yang (2004) 
and Chen et al. (2006). In forested area, temperature is almost 
4.5-5C lower than bare land (Buyantuyev and Wu, 2010).  
It has been shown from both a theoretical and a practi-
cal point of view that the Normalized Difference Vegetation 
Index (NDVI) derived from satellite data is a good indicator 
of vegetation density (Grover and Singh, 2015; Gulácsi and 
Kovács, 2015). Vegetation can reduce LST by 13°C and con-
sidered one of the dominant factors for better health condi-
tion and a positive human comfort (Gémes et al., 2016). Both 
directionality of values (positive and negative) carry im-
portant role for regulating surface temperature. Positive and 
negative respectively indicate high vegetation density and 
high moisture which can help to reduce surface temperature 
(Choudhury, 1987; Kibert, 2012). In most cases, a negative 
correlation between NDVI and LST is found (Xiao et al., 
2007; Zhang et al., 2013), although high canopy cover area 
is not a prime determinant because plant species, leaf area, 
soil background, and shadow can all contribute to the NDVI 
variability (James and Charles, 2014). Yuan and Bauer 
(2007), Li et al. (2012) revealed that the relationship between 
NDVI and LST varies seasonally. James and Charles (2014) 
also established that water bodies exhibits minimum land 
surface temperature than other landuse/land cover.  
Normalized Difference Building Index (NDBI) indi-
cates built up area concentration over space. Most of the pre-
vious studies recorded high surface temperature in the urban 
built up areas (Chen et al., 2006; Liu and Zhang, 2011; Essa 
et al., 2012) although its magnitude varies significantly due 
to variability in composition of building materials and den-
sity of buildings. Vertical growth is also responsible for in-
tensifying LST (Park, 1986). Yuan and Bauer (2007) sug-
gested that the percentage impervious surface cover as a 
more reliable metric for quantitative analysis of LST over 
different seasons for urbanized areas. Major road axes and 
railway station arecharacterized by high traffic and popula-
tion concentrations and often have a higher temperature 
(Weng et al., 2004).  
For preparing multi criteria approach based spatial 
modeling in different sector, the use of GIS has received val-
ued reputation (Carver, 1991; Eastman, 1997). The Boolean 
overlay operations (no compensatory combination rules) and 
the weighted linear combination (WLC) methods (compen-
satory combination rules) are two major dimensions of mul-
ticriteria suitability modeling. They have been the most often 
used approaches for different sorts of landuse suitability 
analysis (Malczewski, 2004). All the previous work in this 
approach is based on weighted additive average of the data 
layers selected for the suitability models. But the way of 
providing weight to the data layers according to their im-
portance are different. For weighting the data layers PCA 
based approach (Khatun and Pal, 2016), analytic hierarchical 
approach (AHP) (Satty, 1980) etc. are used.  
Ground measurement cannot provide wide spread data 
of different places at a time therefore contribution of satellite-
based thermal infrared data is applied frequently in the devel-
oped nations. In India, this advanced method for spatial surface 
temperature extraction is not often applied. Growing urbaniza-
tion rate, intra-urban density etc. require such study for rethink-
ing about renewal of urban planning based on satellite data 
based temperature analysis at different spatio-temporal scale. 
In the Third World Countries like India, the density of meteor-
ological stations is so sparse over space (average density of 
meteorological station is 1/500 km2, in plain region it is 1/520 
km2, in elevated land it is 1/260-390 km2 and in hilly region it 
is 1/130 km2 (Raghunathan, 2010) that there is no other alter-
native than to use TIR satellite data based temperature extrac-
tion. Another major advantage of this data is that it provides 
pixel to pixel temperature information and produces micro 
level variation of temperature over space. Such data also helps 
to predict the local driving factors of surface temperature. Ka-
washima et al. (2000) documented a relation between mean air 
temperature and mean surface temperature. Also they rightly 
mentioned that this relation varies with altitude. They recorded 
that mean air temperature is 7 to 9.6C larger than the mean 
surface temperature and obviously difference is higher at 
lower elevation. Adjusted R2 ranges from 0.91 to 0.98 when 
regression is carried out between spatial air temperature and 
LST distribution models because of their high spatial associa-
tionship.  
Present paper attempts to capture spatio-temporal vari-
ation of land surface temperature over the English Bazar Mu-
nicipality (EBM) and its peripheral areas of West Bengal 
state of India. Furthermore, a factor based LST model was 
developed for understanding the relative variation of temper-
ature over the region. Comparison of the actual land surface 
temperature data extracted from TIR is done in response to 
the factor based LST models constructed using major con-
trolling factors. Main motive behind the factor based model-
ing is to find out it can substitute TIR satellite data based LST 
model. Also it aims to investigate whether the selected fac-
tors are effective for explaining spatial LST patterns. Priority 
analysis of the local level driving factors of temperature var-
iation is carried out to understand the dominant driving factor 
of LST. Seasonal variation of temperatures at each time pe-
riod (pre-monsoon, monsoon and winter) is analyzed to show 
seasonal extremities in this sub humid urban region. Trend 
analysis of temperature in different seasons over the temporal 
scale is also carried for identifying changing degree and in-
tensity of LST. In brief, two sets of LST models have applied 
in this work. First approach is Landsat TIR based LST mod-
eling and second approach is proxy factor based LST 
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modeling for the same phases. Ultimately, spatial correlation 
coefficient between two sets of models have been calculated 
to test the accuracy of the factor based models.  
STUDY AREA 
The present study area consists of 29 wards of English Bazar 
Municipality (EBM), 16 surrounding mouzas (smallest ad-
ministrative or land revenue unit) from English Bazar block 
and 11 mouzas from Old Malda block (relatively larger ad-
ministrative unit composed with several mouzas) covering 
an area of about 5500 ha (Fig. 1). The entire study area comes 
under Diara tract of West Bengal with fertile fine grain silty 
clay carried out by river Ganga and its distributary Kalindri 
River and Mahananda River, located at the northern and east-
ern margins of the study area. The average elevation of the 
region is 17m above MSL.  
The water table is moderately deep (5 m to 10 m un-
der surface) with moderately high seasonal fluctuation (2-
4m). (Central Ground Water Board, 2010) and it may con-
trol evaporation as well as land surface temperature. 
North western part of the present study area is covered 
with mango orchards. Chatra wetland (perennial) is con-
sidered the lungs of the town, and is located at the bound-
ary zone of the town. Over time, this wetland area is cap-
tured by built up area. Climate of this region is character-
ized by sub tropical monsoon with seasonal wet and dry 
spell of rainfall, cold and hot spell of temperature. The 
year is sub divided by four major seasons: (1) winter sea-
son (January and February), (2) pre-monsoon season 
(March to May) with little rain and high temperature and 
evaporation, (3) monsoon season (June to mid-October) 
with maximum (about 82% of total rain) rain and high 
temperature and (4) post-monsoon season (mid-October 
to mid-December) with steady decline of rainfall and tem-
perature. The post monsoon effect is less distinct. Average 
annual rainfall of this basin as gauged by Malda meteoro-
logical station is 1444 mm. Monthly variation of rainfall 
and temperature is noticeable (Table 1). The average po-
tential evaporation, being one of the controlling factors of 
surface temperature, was 73 mm/year between1901 and 
2014 in the area. 
 
Fig. 1 Study sites showing selected mouzas, rivers, wetland, NH34, railway line, station and major market points 
Table 1 Average monthly temperature and rainfall conditions between 1991 and 2014 
Climatic 
indicator 
January February March April May June July August Sept. Oct. Nov. Dec. 
Tmax (C)     23 26.7 32.3 35 34.7 33.7 32.2 32.2 31.7 30.8 28.5 24.8 
Tmin (C)     10.1 12.1 16.5 21.7 24.3 25.7 25.9 26 25 22 16.9 11.9 
Rainfall (mm) 10.9 10.8 11 39.1 117.5 229.4 353.1 302.4 296.6 91.8 12.3 10.3 
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The town possesses a good infrastructure and facilities. Two 
railway stations e.g. GourMalda and Malda town are located 
at southern and northern part of this area. Railway line and 
National High way (NH) 34 perforate the town from south to 
north. Two main markets, Netaji market/Rathbari market and 
Chittaranjan market are located at the heart of the town and 
are considered as Central business district (CBD) of this 
commercially improved town (see Fig. 1).  
The total number of population and house hold in the 
study area are 291612 people and 61803 households respec-
tively according to the census of 2011. Additionally, it is also 
needed to mention that apart from these, the amount of people 
in the city is more than 50 % higher due to people from out-
side the city. The town is the main market town of the larger 
catchment of the Malda, Murshidabad and Dinajpur districts 
of West Bengal and Larger part of Eastern Jharkhand state of 
India. Most of the cases, spacing between houses is about to 
45-60cm, exemplifying the dense building pattern. 
MATERIALS AND METHODS 
Data and image pre-processing 
Landsat 5 and Landsat 8 are used for both landuse/land-
cover mapping and LST modeling (path/row 139/43; spa-
tial resolution for TIR band of Landsat 5 is 120m and for 
Landsat 8 it is 100m.; spatial resolution for other bands is 
30m in Landsat 5 and band 1 to 7 for Landsat 8). The ex-
traction of LST is based on Landsat satellite images ac-
quired through the USGS Earth Resource Observation 
Systems Data Center, which are corrected for radiometric 
and geometrical distortions of the images to an acceptable 
quality level before delivery. The Landsat image is further 
rectified to a common Universal Transverse Mercator co-
ordinate system. Noise diminution is essential for re-
motely sensed satellite images, particularly for the ther-
mal infrared (TIR) band. The inherent noise may affect 
the retrieval of brightness temperature or LST. 
Methods 
The methodology consists of three sections (Fig 2): extrac-
tion of LST from Landsat images, multicriteria LST mod-
elling, spatial association between Landsat based LST 
model with multicriteria LST (McLST) model. The first 
section adopted two approaches for LST modeling. 1) 
Landsat TIR based extraction of LST and 2) Proxy temper-
ature factor based multicriteria LST modeling. First ap-
proach is entirely based on thermal band of landsat images 
of different time periods and the second approach is based 
on six proxy temperature factors as indicated in Table 2. 
Entire methodological work flow is illustrated in Figure 2. 
 
Fig. 2 Flow chart showing methodological workflow 
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Table 2 Selected proxy parameters and associated sources 
of data set 
Name of the 
parameters 
Source(s) 
1) Land use 
Sensor: Imageries of Landsat 5, Nov., 2013 
(Path/Row:139/43; Band used: G, R, NIR; 
Spatial resolution: 30m. ), Land use map, 
2014 of Land reform Deptt., West Bengal 
2) NDBI Extracted from Landsat 5 and 8 images  
3) NDVI 
Satellite image of Landsat 5 and 8 based on 
Townshend and Justice, 1986 
4) NDWI 













TIRS 1 & TIRS 2 band of Landsat 8 and 
Thermal Infrared band of Landsat 5 
LST extraction and modeling 
Approach 1 deals with extraction of LST from thermal 
band of the selected sensors is well discussed with a good 
number of merits and demerits by the Xiong et al. (2012), 
Zhang et al, (2013), Li et. al. (2014). It is multistep methods 
i.e. Conversion of the Digital Number (DN) to Spectral Ra-
diance, conversion of spectral radiance to at satellite bright-
ness temperature, LST extraction, conversion of LST from 
Kelvin to degree Celsius. This method is quite different for 
each sensor (Landsat 5, 7 etc.). All these things are well de-
fined in the respective guidelines published by Landsat Pro-
ject Science Office (2002). In this present work, guidelines 
of the same have been followed for working out LST from 
Landsat imageries.  
Approach 2 deals with six proxy data layers (Table 
3). These layers are (1) Landuse/landcover, (2) Normal-
ized differential Vegetation Index (NDVI) map, (3) Nor-
malized differential water index (NDWI) map, (4) Nor-
malized differential built up index (NDBI), (5) Major 
roads and (6) railway station. Here some other factors the-
oretically can be adopted like relief, rainfall etc. But these 
layers are not taken here because of their minimal influ-
ence within such a small spatial area. 
As WLC process executes on the basis of raster based 
weighted linear combination (WLC), it is required to convert 
each with an equal. NDWI, NDVI, NDBI, landuse/landcover 
layers have been extracted as raster layers, so there is no need 
for conversion for these four layers. But other two layers i.e. 
major roads and railway station layers are in vector forms and 
these are needed to be converted into raster layers. For this, 
proximity maps have been constructed from these layers. It 
is assumed that the area nearer to the roads or railway lines 
or stations will be affected more by increased LST and grad-
ually it will decrease with increasing distance from roads or 
railway lines. After converting the selected layers to raster 
format, each attribute (map layer) is categorized into 10 clas-
ses ranking 1 to 10,wherea higher rank reflects a potentiality 
higher LST. Landuse/landcover classes have been ranked 
based on the potential contribution toward LST. For exam-
ple, built up class has assigned maximum weight. Here rela-
tive ranking of the landuse/landcover class is done based on 
subjective priority. To fulfill this purpose, all the attributes 
have been reclassified into 10 classes following natural break 
method and ranked accordingly. The logic behind ranking to 
intra attribute classes from 1-10 is described in Table 3. 
Weightage of each attribute has been defined objectively 
(Table 4) considering the degree of correlation of each driv-
ing factor with land surface temperature generated for differ-
ent years. The logic behind this consideration is that highly 
correlated parameters maximally explain the spatial variation 
of temperature. Normalization of respective weights (values 
of r for respective parameters) based on dimension index 
have been performed for frame it in a scientific scale. It is 
calculated for distributing relative weight of all the parame-
ters. Here total normalized weight is 1. The parameter shares 
maximum out of 1 is emerged as dominant parameter. The 
result of each normalized value is called attribute weight. 
Weights of the parameters for different seasons in respective 
years are different due to having some dynamic variables like 
landuse/landcover, built up area, water bodies, canopy cov-
erage etc. Therefore nine models have been articulated for 
different seasons in the selected years. 






10 point scale 
Logic behind 
1) Land use 
10 rank at 
built up land 
Concrete area has high 
temperature emissivity 
2) NDBI 
10 rank at 
highest inten-
sity class 




10 rank at ‘0’ 
value  
Above and below 0 value 
canopy cover and water 
availability increases 
which may reduce temper-
ature 
4) NDWI 
10 rank at 
lowest NDWI 
value 
It does indicate water con-
centration; more concen-
tration of water bodies 




10 rank at road 
adjacent zone 
Highly dense traffic in all 
roads concerned specifi-
cally National High Way 
34 insists temperature rise 
6) Railway 
Station 
10 rank at near 
to the railway 
station 
Being a nodal centre, a 
good number of trains ups 
and down and huge num-
ber of passengers uses this 
station as nodal point  
 












   (Eq. 1)
 where wj=weight of jth parameter; ajr= correlation coeffi-
cient of jth attribute; Σjr = summation of correlation of all 
jth variable.  
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Rank of all sub classes under each attribute is then 
multiplied by the defined weight of each individual attrib-








  (Eq. 2)
 
where, aij= ith rank of jth attribute; wj= weightage of jth 
attribute. This weighted linear combination has been done 
using raster calculator tool in ArcGIS environment.  
Weight of the attributes for different other periods 
has been calculated based on their respective correlation 
coefficient values. See table 6 for calculated weights of 
the parameters for different time phases. Calculation of 
the entire process is represented in Table 4 showing the 
case of January, 2014. 
Table 4 Pattern of reclassification of the parameters, ranking 
and weighting of the parameters of January, 2014 
Parameters Sub-class Rank  
Weight of pa-
rameters 








3) NDWI  natural breaks 1-10 0.064 
4) Land use/ 
Land cover  








Fallow Land 8 
Built up Land 10 















After preparing the multicriteria spatial LST model based 
on controlling factors and the Landsat TIR based LST 
model(s), spatial correlation coefficient between them has 
been calculated to judge the level of spatial association. 
Strong correlation coefficient (r) does mean higher level 
of spatial coincidence and vice-versa. Chen et al (2006) 
and Ogashawara and Brum Bastos (2012) focused on the 
quantitative relationship between LST and temperature 
controlling factors by using correlation coefficient analy-
sis. In this present work, their line of thinking has been 
followed. 
Methods for framing data layers used for multicriteria 
LST modeling 
This section describes how NDVI, NDWI, NDBI and others 
have been prepared for constructing multicriteria LST mod-
els. For NDVI extraction, method of Townshend and Justice, 









 (Eq. 3) 
where, NIR=near infrared band (band 4 of MSS and TM), 
R=red band (MSS band 2, TM band 3). Values ranges 
from -1 to +1, where negative values normally are associ-
ated with water and where positive values indicate vege-
tation mass.  In principle, higher values are linked with 
higher vegetation density.  
For extracting NDWI, equation presented by 










 (Eq. 4) 
where Green is the green band (MSS band 1, TM band 2) 
and NIR is the near infrared band (band 4 of MSS and 
TM). This value ranges from-1 to 1. Value nearer to 1 in-
dicate greater possibility of low LST. 
Normalized differential built up index (NDBI) has 









 (Eq. 5) 
where, MIR is the mid infrared band (TM band 5, OLI 
band 6) and NIR is the near infrared band (TM band 4, 
OLI band 5). NDBI value ranges from -1 to 1. Value 
nearer to 1 means greater possibility of high LST. 
The land use data set has been prepared from Landsat 
imageries of the respective periods mentioned in Table 2. Su-
pervised image classification techniques (non-parametric 
rule: maximum likelihood) have been used for landuse/land-
cover (LULC) classification. Accuracy assessment has been 
done by cross checking 139 sites through GPS survey and 
Google Earth images. From this assessment, it was found 
that the accuracy assessment generated from the supervised 
classification technique showed an overall classification ac-
curacy of 84.45% with Kappa statistic of 0.829, which indi-
cates a very good agreement (Monserud and Leemans, 1992) 
between thematic maps generated from image and the refer-
ence data. 
Road and railway lines have been digitized from 
Google Earth image, toposheet of Survey of India and 
those vector layers have been converted into raster layers 
through proximity or distance mapping. Actually, ten 
equidistance buffer classes have been made both from 
roads and railway line individually. 
Method for spatial association between Landsat based 
LST model with multicriteria LST (McLST) model 
Most of the previous work across India in this field have 
extracted surface temperatures but these were not vali-
dated with any reference standard datasets collected from 
meteorological monitoring stations. As only one meteor-
ological station is available over the present study area, it 
is difficult to validate thespatio-temporal data with mete-
orological data available there on. Authors here attempted 
to compare their models with some MulticriteriaLST 
models created based on major locally dominant temper-
ature driving factors. After extracting LST from TIRS of 
Landsat and constructing multicriteria LST model, simple 
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correlation coefficient (r) between these two layers for 
different seasons in the selected years has been calculated. 
It is being considered that higher degree of r value means 
strong spatial association. Student’s ‘t’ test has been car-
ried out for assessing degree of significance level of the 
calculated correlation at 95% and 99% confidence levels. 
A strong spatial relation would indicate that multicriteria 
LST models can be used for assessing relative LST pat-
tern over the study area. 
For finding out dominant factor of LST, correlation 
coefficient of the selected factors with surface tempera-
ture layers of the respective periods have been calculated. 
Strongly correlated parameters are considered as domi-
nant factors. This is calculated during Multicriteria LST 
model building. 
RESULTS AND DISCUSSION 
Results extracted from data layers 
Earlier it is mentioned that six data layers have been pre-
pared for constructing multicriteria LST modeling. In this 
section result of the individual layers has been depicted. 
Through supervised image classification, six number of 
major landuse/landcover classes have been identified with 
an accuracy level of 84.45% with Kappa statistic of 0.829. 
Out of total area (~5500 ha), 42.24% is covered with built 
up land followed by mango orchard (24.15%). The core 
part of the study area is composed of built up land and it 
spreads along the major roads and railway line outside the 
core. If only core area is considered, more than 78% of the 
area is built up area. Such built up area concentration is 
highly effective for enhancing LST. The NDBI pattern 
shows that the maximum intensities (NBBI score: 0.160-
0.179) of built up area are found at the core part and also 
it increases even in the peripheral land. Over time, greater 
proportion of study area comes under this intensity of 
NDBI. NDVI value is recorded maximum (0.292-0.487) 
in the north western part of the study area where one 
denser mango orchard is located. Such value is only found 
in the peripheral part of the study area. This value de-
creases over time over the major parts, especially in the 
core parts. From this result it can be stated that there is a 
negative relation between NDBI and NDVI. NDWI val-
ues with maximum intensity are only (0.288-0.422) found 
in the river Mahananda at the eastern side and Chatra wet-
land at the western side of the study area.  
Landsat image based LST change 
Seasonal temperature dynamics (winter, pre-monsoon and 
monsoon) in 1991 
Usually, temperature is confined within the range of 
14.41-20.34C during January, 1991 (Fig. 3A). Out of to-
tal area, 32.83% area represents temperature from 16.18 - 
16.77C followed by 24.8% area is represented by 16.77 
- 17.37C temperature. More than 83% is characterized by 
the temperature ranges from 16.18-18.55C. Mean tem-
perature of this study area in this time was 17.24˚C and 
the coefficient of variation (CV) was 4.04%.Core urban 
area is sensitive to high temperature. 
April and May of this year show that the maximum 
air temperature was 40C or more. But at present case sur-
face temperature ranges from 23.99C to 34.64C (Fig. 
3B). Low antecedent moisture and lack of rainfall trig-
gered by nor wester (a kind of local storm with rain) might 
enhanced temperature a little bit. Within this temperature 
spectrum, 29.31 - 30.37C temperature covers 20.97% of 
the total area followed by 30.37 - 31.44C temperature in 
20.66% of the area. More than 81% area possesses tem-
perature between 27.18-32.5C. North western and south 
eastern part of the study area exhibit relatively low range 
of temperature due to the Bagbari mango orchard and 
Chatra wetland. Only in April, the wetland area is promi-
nent due to its distinct oceanicity factor. Expectedly, areal 
coverage of high temperature is maximum in this time. 
From temperature condition, it is also clear that urban 
spread is maximum in the eastern part of the main town 
following river Mahananda and north western part of the 
main town along main concrete road (National High way) 
which connects the western and north western part of the 
Malda district with district town (English Bazar Munici-
pality).   
In October of the monsoon month, due to frequent 
rainfall, despite having high temperature potential, temper-
ature is self regulated. In this year temperature ranges from 
21.66C to 28.09C (Fig. 3C). About 89% spatial extent is 
characterized by 22.30C to 24.87C temperatures. Spatial 
character of moisture availability regulates temperature 
over space. In temperature distribution, there is no such 
continuity as exhibited in figure 3C. Except main town 
most part of the peripheral area shows quite lower temper-
atures. Within main town variation of temperature is 
27.64% and it is about 64.25% in the peripheral area.  
Seasonal temperature dynamics (winter, pre-monsoon and 
monsoon) in 2010 
In winter season, 2010 range of temperature was 16.72C 
to 22.98C (Fig. 3D), which is 2-2.5C higher both from 
lower and upper limits than1991 of the same season. Out 
of total area, 75% area is characterized by temperature 
level ranges from19.22C to 21.10C. Mean and CV of 
temperature of this phase are respectively 19.97C and 
4.11%. Temperature spread is high both in western and 
eastern periphery of the main urban land. In the peripheral 
area rising trend of surface temperature is also identical 
with core urban area.   
In pre monsoon or summer season, 2010 temperature 
was within the range of 26.83C to 36.98C which is 
3.20C higher than 1991. This LST is about 7C lower than 
mean air temperature of the same period (Fig. 3E). 
Increasing trend of temperature is also reflected in air 
temperature. Out of the total area, 77% was characterized 
by a temperature ranged from 28.86C to 33.93C. Mean 
temperature in this period was 31.47C. and coefficient of 
variation (CV) was 5.32% which was 0.99% higher than in 
1991. The northern part of the main urban area recorded the 
maximum temperature. This area is characterized by one of 
the main dense market (Netaji market), busiest traffic node 
and garlands of hard ware shops.  
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The mean LSTwas 1.98C higher thanin 1991 in the 
monsoon season. In 2010, the LST was in range of 
22.98C to 30.58C (Fig. 3F). Out of total area, 86.08% 
was characterized by temperatures ranging from 23.73C 
to 26.01C. The mean temperature was 25.37C and the 
CV is 4.70% (Table 5).  
Seasonal temperature dynamics (winter, pre-monsoon and 
monsoon) in 2014 
In the winter period of 2014, the LST ranged from 
20.17C to 27.30C and the mean temperature was 
23.39C which was 3.42C higher compared to 2010 (Fig. 
3G). The CV values in this season in all phases establish 
the fact that there was marginal increase of LST (Table 5).  
In the summer season of 2014, the LST varied from 
25.22C to 34.60C and mean temperature was 30.36C 
which was1.11C lower than during the previous phase 
(Fig. 3H). Actually, 4days antecedent moisture caused by 
nor wester lowered surface temperatures. Out of the total 
area, 87% was characterized by temperatures between 
28.03 to 32.72C. 
In the monsoon of 2014, the LST ranged from 
23.63C to 33.66C and the mean temperature was 
28.70C which was 3.33C higher than in 2010 (Fig. 
3I). The lowest temperature limit had increased by 
0.65C and the upper temperature limit with 3.08C 
compared to the same period in 2010. Out of total area, 
87.75% was characterized by temperatures between 
26.63C and 30.65C. 
The present work shows that not only the metro-
politan city, but small urban centre like EBM are also 
gaining temperatures, which is not a good sign for the 
ambient living conditions. Figure 4 clearly displays the 
comparative pattern of areal proportion under different 
 
Fig. 3 Land surface temperature A) January 1991 B) April 1991 C) October 1991 D) January 2010 E) April 2010  
F) October 2010 (G) January 2014 (H) April 2014 (I) October 2014 based on LANDSAT images 
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range of temperature since 1991 to 2014 both for sum-
mer and winter periods. From this diagram, it can be 
observed that a larger proportion of the area has shifted 
to higher temperature classes. For example, only 2.3% 
area was under the LST above 33C in 1991 but it is 
raised to almost 5% in 2014. Such trend is also noticed 
for other classes also during summer period. Similarly, 
in winter time, in 1991, no such area was found where 
LST was 20C but in 2014 29% area was found where 
LST is above 23C. 



















 1991 14.41 20.34 17.24 0.70 4.04 
2010 16.72 22.98 19.97 0.82 4.11 





1991 23.99 34.64 29.67 1.94 6.53 
2010 26.83 36.98 31.47 1.67 5.32 






 1991 21.66 28.09 23.40 0.79 3.36 
2010 22.98 30.58 25.37 1.19 4.70 
2014 23.63 33.66 28.70 1.28 4.47 
 
Multicriteria Land Surface Temperature (McLST) models  
As mentioned before, the McLST models have been cal-
culated based on six data layers (factors) which control 
temperature variation. The LST models calculated from 
the Landsat images and the McLST models have been pre-
pared for the same period of time. Such models will help 
to understand whether McLST models can explain LST 
variation.  
Models for 1991 
The WLC values varied from 2.17 to 8.87 during winter, 
1.61 to 8.69 in summer and 1.95 to 8.57in monsoon sea-
sons (Fig. 5A, 5B and 5C). In all seasons, higher WLC 
values were noticed in the main urban land and some parts 
of peripheral urban areas where urban extension has al-
ready proliferated.  
Models for 2010 
In 2010, WLC varied from 1.45 to 9.04 in winter, 1.60 to 
9.70 in summer and 1.74 to 9.39 in the monsoon or rainy 
season (Fig. 5D, 5E and 5F). In all seasons, the upper limit 
of WLC was above 9, while they were below 9 in 1991. 
This does indicate that LST has raised between 2010 and 
2014. The LST trend extracted from multicriteria LST 
models shows the same pattern as the extracted surface 
temperature models from Landsat images during the re-
spective seasons. On average surface, the temperature in-
creased with 2.5C in 2010 compared to 1991.  
Models for 2014 
In 2014, WLC varies from 1.26 to 9.41 in winter, 2.24 to 
9.14 in summer, and 2.54 to 9.35 in rainy season (fig.  5G, 
5H, 5I). WLC values at the lower end had raised to some 
extent indicating rise of LST in the relatively low temper-
ature zones. At the same time, the upper limit of WLC 
values was also consistently high in all seasons pointing 
out high LST. From the Landsat based LST models, it was 
clear that, except in pre-monsoon time, the temperature 
raised by 3 to 3.5C in comparison to 2010. Mainly, grow-
ing urban intensity could explain this trend. 
Spatial Association between LST and McLST models  
Spatial correlation analysis is carried out between the mod-
els for the respective periods to bring out the fact that these 
models are spatially associated. In all seasons and selected 
seasons, correlation coefficient values vary from 0.44 to 
0.81 (Table 6) and all values are significant at 99% confi-
dence level. Therefore, these models can be considered as 
spatially associated. Moreover, the scholarly works carried 
out by Kawashima et al. (2000) clearly indicates that the 
mean air temperature is 7 to 9.6C higher than surface tem-
perature. If same line of thinking could be followed, such 
association is existing. For further analysis of the relation-
ship, the correlation is also calculated between the two 
models based on different landuse/landcover classes. In 
summer period, this correlation coefficient is very high 
(0.93) in case of built up land, -0.57 in vegetated land, and  
-0.52 in case of moist land and water bodies.  In the core area, 
 
Fig. 4 A) Changing pattern of heat zone (intensity) during April; B) during January in 1991 and 2014 
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this relation is very strong in most of the periods (r= 0.86-
0.93) while in the peripheral area, the relation is quite 
weak and varying due to significant differences in 
landuse/landcover types. In most cases, the strength of the 
relationship increases over time. Even in the peripheral 
land, the intensity of temperature rise is mentionable.  
Table 6 Degree of correlation between actual and 
 potential temperature models  
(every correlation coefficient has a significance level of 99%) 
Time Pre-Monsoon Monsoon Winter 
1991 0.68 0.62 0.51 
2010 0.75 0.81 0.60 
2014 0.44 0.69 0.68 
The McLST models do not directly provide an abso-
lute LST value but the relative temperature differences 
can be explored. Relative patterns of WLC values do in-
dicate relative rise or fall of LST. If some random field 
recording of temperature is made for different sites within 
the study area and tallying with WLC values, such quali-
tative McLST models can be quantified.   
Factorial analysis  
From the selected driving factors of temperature in local 
scale, it was identified that NDBI most strongly affects 
the surface temperature followed by land use and major 
roads. The correlation value between NDBI and LST 
ranges from 0.42 to 0.80 and mean value for all seasons is 
0.66 (Table7). Densely settled building with very narrow 
inter buildings spacing, high rise building, expanding 
roads etc. are some triggering vectors behind the trend of 
rising temperatures in the urban area. Decreasing canopy 
cover and increasing concrete impervious surface modi-
fies thermal processes in urban regions, thus causing 2-
 
Fig. 5 Multicriteria LST models A) January 1991 B) April 1991 C) October 1991, D) January 2010 E) April 2010 
F) October 2010 G) January 2014 H) April 2014 I) October 2014 based on driving factors 
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3.5C higher temperatures compared to rural areas and 
this effect is known as urban heat island effect (Ogasha-
wara and Bastos, 2012). Dense mango orchard in the north 
western part of the study area recorded relatively low 
LST. But the LST condition is not fixed over time, it also 
increases. This condition results in confusion regarding 
the role of local driving factor behind temperature 
changes. Alteration of the hydrologic cycle represents the 
most significant urban water quality issue at hand today 
(DeBusk et al., 2010) because storm water runoff from 
impervious surfaces creates water quality problems in-
cluding higher water temperatures and elevated levels of 
contaminants in surface waters (Davis et al., 2010). This 
effect can immediately influence the nearby Chatra wet-
land which is considered as kidney of the town (Kar and 
Pal, 2012). Lack of impoundments within the town accel-
erates rain water to run down with a fast rate and it also 
causes rise of LST even in the monsoon season. Low re-
charge due to high impervious land reduces moisture 
availability in pore space of the top and sub soil. So, when 
incident sun rays strike on surface, they penetrate much 
deeper into the part of the soil strata and enhance surface 
temperature. The impact of NDVI is prominent during the 
pre monsoon season but its impact is less obvious during 
the monsoon because monotonization of surface in regard 
to high moisture availability. Major roads, specifically the 
crowded NH34, enhance temperature levels along their 
axis and their influence is clearly visible in both the Land-
sat image based LST models and McLST models created 
for different seasons. Other roads also influence LST in 
same trend but not with the same intensity. This sort of 
result is also found in the work of Weng et al. (2004). The 
modification of LULC associated with urbanization has 
altered the thermal properties of land, thereby changing 
the energy budget, creating the UHI as also reported by 
Xiong et al. (2012) in his work. Brick kiln factories (15 
nos.) in the north western part (Bagbari region) of the 
study area highly increased temperature. Actually this 
layer is not separately taken into consideration because of 
its identical emissivity with built up area. The impact of 
water bodies on lowering temperature is reflected by the 
models. Chatra wetland (>4 km2), located at south western 
part of the study area, not only decreases its own temper-
ature but also helps to reduce the temperature of its sur-
roundings. The turbidity level of this wetland has been ris-
ing over time and as a result, even in the wetland domain 
the temperature has also raised up. Related to this, it could 
be mentioned that in last 20 years more than 50% of the 
total wetland area has been converted or will be converted 
into built up land (Kar and Pal, 2012). Therefore, these 
areas will also show an increased temperature in the fu-
ture. The railway station modifies the temperature in ani-
solated manner, mainly in the station premises. All the 
discussion imparts to the models prepared from Landsat 
images and multi criteria approaches and therefore these 
are comparable. 
CONCLUSIONS 
It can be said that surface temperature is rising over time 
in all seasons and the intensification of concrete surfaces 
within the urban environment and urban expansion in its 
peripheral zones increases temperature. Both types of 
LST models point out the unidirectionality of the temper-
ature change. Land use change in terms of installing brick 
kiln industries, transforming of wetland into urban land, 
exchange of land between mango orchard and agricultural 
land etc. are some prime causes for surface temperature 
change in the urban fringe area. Expansion of concrete 
surfaces, intensification of built up land, high rise building 
etc. are some reasons behind increasing temperature in the 
urban heart land. Considering this trend, immediately land 
transformation policies should be reviewed specially re-
garding transforming mango orchard and wetland into 
built up land. Wetland and forest land can mediate tem-
perature condition in their surroundings. 
Urbanization is the main driving process of land 
cover changes and consequently of change ofLST. How-
ever, unless undertaking a radical urban decentralization 
policy, it is difficult to stop or reverse the urbanization 
process even to the medium and small cities because their 
function as facility hub.  
Vegetation management policies (e.g., green belt) 
can be implemented that would contain making space for 
green belts, can consequently help reducing the UHI ef-
fect. In addition, policies must not be limited to horizontal 
growth management only. Additional consideration to im-
plement new urbanism (e.g., green building) concepts in 
the planning permission (or development assessment) 
stage of development would also help reducing the LST. 
English Bazaar Municipality, a small town is so congested 
in its core part, it is quite difficult make more space avail-
able for greening and reducing land surface temperature, 
Table 7 Average and range of degree of correlation between LST and selected factors in different seasons 
Parameters 












Landuse 0.06-0.59 0.38 0.22-0.41 0.32 0.07-0.07 0.07 
NDBI 0.61-0.68 0.65 0.42-0.80 0.67 0.62-0.74 0.66 
NDVI 0.07-0.17 0.12 0.25-0.65 0.41 0.23-0.41 0.29 
NDWI 0.05- 0.37 0.17 0.16-0.48 0.31 0.16-0.27 0.24 
Major 
Road 
0.17-0.27 0.22 0.26-0.30 0.27 0.39-0.44 0.42 
Railway 
Station 
0.04-0.13 0.07 0.07-0.21 0.11 0.13-0.38 0.27 
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but further growth should be happening using the new ur-
banism concepts. Existing roof area can be surfaced with 
horticulture based plants. At present, municipal rules re-
garding keeping space between two buildings is only 1 
foot but this is too narrow. So, this inter building space 
policy should be reconsidered. One of the valuable envi-
ronmental limbs is Chatra wetland located in the south 
western part of this city that should be intensively pre-
served. Unfortunately, this wetland is rapidly reclaimed 
by built up area through urban sprawl. At any cost, it 
should be protected. Association of such wetland can to 
some extent decelerate the rise of temperature. Dispersion 
of urban population through expanding urban structure to-
ward peripheral areas can also reduce temperature. Keep-
ing vacant space with less concrete structures can help to 
reduce the rising temperature effect. So it is inferred that 
there is a dire need for continuous monitoring of city’s 
landuse/landcover dynamics and to devise scientific and 
sustainable urban landuse policies with the purpose to 
monitor the phenomenon of intensification of UHI.  
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Abstract 
The Retezat Mountains, located in the Southern Carpathians, are one of the highest massifs in Romania and home of the Retezat 
National Park, which possesses an important biological value. This study aimed at the investigation of water quality in creeks of the 
Southern Retezat (Piule-Iorgovanul Mountains) in order to provide information on pollutants of both natural and anthropogenic origin, 
which could pose a threat for the human health. Heavy metal and other inorganic ion contents of samples were analyzed with on-site 
and laboratory measurements to estimate water quality. The samples were investigated using microwave plasma - atomic emission 
spectrometry to quantify specific elements, namely aluminium, cadmium, cobalt, chromium, copper, iron, magnesium, manganese, 
molybdenum, nickel, lead and zinc. The results were compared with the European Union and Romanian standards regarding drinking 
water and surface water quality. The studied heavy metals have been found to be in very low concentrations or under the method’s 
detection limit. Thus, in the microbasin corresponding to the sampling points, there seems to be no heavy metal pollution and, from 
this point of view, the samples comply as drinking water according to the European Union and Romanian recommendations. Our 
findings confirm that the Retezat Mountains are still among the least contaminated regions in Europe and that the ecosystem and the 
human health is not negatively influenced by water quality problems. 
Keywords: water chemical analysis, surface water quality, heavy metals, MP-AES, Retezat National Park 
INTRODUCTION 
Heavy metals are considered common pollutants of the 
environment, having both natural and anthropogenic origins 
(Tchounwou et al., 2012; Bradl et al., 2005). The rapid 
development of modern world has accelerated their release 
into the biosphere (Mosa et al., 2016; Panagos et al., 2013). 
Some of the chemical species that contain heavy metals can 
be highly toxic when inhaled or ingested. They can have an 
impact on almost every organ and system in a living 
organism, posing a serious threat to the stability of the 
ecosystems and a danger for the human health (Jaishankar et 
al., 2014; Bradl et al., 2005). They constitute the main 
contaminant category that affects Europe, contributing to 
around 30-35% in soil and groundwater contamination 
(Panagos et al., 2013). Besides air pollution, heavy metals 
have been regarded, in the last decades, the greatest 
immediate health threat in Central and Eastern Europe 
(Fitzgerald et al., 1998). The influence of metal pollution on 
the river ecological status in Europe is evaluated according 
to the Water Framework Directive (Roig et al., 2016). 
The Retezat National Park is located in the western 
part of the Southern Carpathian Mountain Range 
(Romania, Hunedoara County). It possesses a high 
biological value and has thus been added to the 
UNESCO’s Man and the Biosphere reserves network. The 
park includes 19 peaks above 2000 m elevation and it has 
been proposed as a model for the conservation efforts in 
Romania and other countries (Bytnerowicz et al., 2005). 
While several studies from the scientific mainstream 
literature have dealt with the geology and hydrogeology 
of the area (Povară and Ponta, 2010) or the composition 
of mountain lake sediments (Catalan, 2015; Camarero et 
al., 2009; Rose et al., 2009), studies regarding the 
composition of surface creeks seem to be scarce or non-
existent. 
In this work, several springs and streams from the 
Southern Retezat were analyzed for the presence of heavy 
metals and other ions (cations and anions). The tested 
cations include ammonium (NH4+), arsenic (As3+), 
calcium (Ca2+), iron (Fe2+/Fe3+) and other heavy metals 
(e.g., lead Pb2+), while the anions that were searched for 
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include halides (chloride Clˉ, bromide Brˉ, iodide Iˉ), 
nitrite (NO2ˉ) and sulfate (SO42ˉ), all of them being 
determined according to the chemical methods 
stipulated in the Romanian Pharmacopoeia (1993) or by 
using test strips. The results were supplemented by 
microwave plasma - atomic emission spectrometry (MP-
AES) determinations for some metals, i.e. aluminium, 
cadmium, cobalt, chromium, copper, iron, magnesium, 
manganese, molybdenum, nickel, lead and zinc. Most of 
these species are included in the category of heavy 
metals (Duffus, 2002). 
STUDY AREA 
The studied area (Fig. 1) belongs to the southern part 
of the Retezat Mountains (Bytnerowicz et al., 2005), 
also known as Southern Retezat (“Retezatul Sudic” in 
Romanian), and is located on the southern slope of the 
Piule-Iorgovanu Mountains (Ardelean, 2010; Povară 
and Ponta, 2010), between 1529 and 1871 m of altitude. 
The stream water samples (Fig. 1) were collected at six 
sampling points at Scorota cu Apă and Scorota Seacă 
(the headwaters of Scorota River) in the upper part of 
the Jiul de Vest River basin (Iordache et al., 2015; 
Ujvári, 1972). The microbasins corresponding to the 
sampling points contain active streams with lengths 
which vary between 100 and 500 m, and with a 
discharge usually between 2 and 5 L/s. The sampling 
points were allocated by considering these short 
lengths and their relative position to the Scorota 
sheepfold: near the sheepfold, which is also the lowest 
part of the grazing area, and in the higher limit of this 
area, with approximately 100 m of altitude between the 
different sample points. 
From geological point of view, mostly 
sedimentary rocks cover the surface, like quartz 
sandstones, marl and marl-limestones, with patches of 
schists and limestones. The most important soil types 
are humus-iron-illuvial podzols, humus-silicate soils, 
brown podzols and brown acidic soils. These 
mountains are characterized by a rich flora and fauna. 
Subalpine meadows (grassland) predominate, being in 
contact with the upper limit of the coniferous domain, 
composed mainly of Norway spruce (Picea abies). 
Carex and Festuca meadows alternate with mountain 
pine, juniper shrubs and dwarf shrubs composed of 
Vaccinium vitis-idaea and Vaccinium myrtillus 
(Bytnerowicz et al., 2005; Kern and Popa, 2009; Mâciu  
 
 
Fig. 1 Location of the sampling points  
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et al.,1982; Tulucan et al., 1999), as can be seen in Fig. 
2 (left). The climate is continental and typical for high 
mountain areas (Povară and Ponta, 2010). Prior to 
sampling, weather was stable with constant 
atmospheric pressure. There was no record of rainfall 
or snowfall that could have produced signs of indirect 
contamination (e.g., acid rain or residual grazing 
waste). 
The list of analyzed samples, together with time, 
location and on-site measured parameters, are given in 
Table 1. Samples 1-3 come from springs which 
originate in fluvial deposits from non-karst rocks 
(sandstones). For samples 2 and 3, the measurements 
were taken near a confluence of two very short creeks, 
which combine to form a right tributary of Scorota cu 
Apă stream. Sample 4, corresponding to the highest 
measured point, comes from a spring localized in non-
calcareous detrital rocks; the sampling was done in a 
ravine with erosional slopes (Fig. 2, right). Samples 5 
and 6 were collected near Scorota sheepfold from two 
creeks that flow over Holocene detrital deposits. The 
catchment is located in the Festuca meadows 
perimeter; sampling sites corresponding to samples 1-
3, 5 and 6 are located in the juniper floor, where juniper 
clusters alternate with Festuca meadows. 
Due to the fact that the sampling was performed at 
the beginning of November, any organic pollution that 
might have appeared because of grazing should have been 
washed by precipitations in the two months that have 
passed since the ending of the grazing period. 
METHODS 
Sampling and in situ measurements 
Geographic coordinates and altitudes were established 
using a Magellan Meridian Platinum Mapping GPS 
receiver, while air temperature and pressure were 
recorded with a portable Auriol weather station. Sample 
temperature, pH and electrical conductivity (EC) were 
registered with a portable Hanna HI 98130 Combo pH&EC 
measuring device. Nitrites and sulfates were measured in 
situ using Merck test strips (Merckoquant® Nitrit-Test and 
Merckoquant® Sulfat-Test) (Table 1). 
We have generally followed ISO 5667-3 guidelines 
for sampling. To prevent contaminations, thoroughly 
cleaned plastic recipients were used (Bradl et al., 2005; 
Ogoyi et al., 2011), prepared in the laboratory by 
protracted soaking with 2 M nitric acid followed by 
rinsing with double distilled water. They were also 
conditioned in situ with several aliquots of the water to be 
  
Fig. 2 Environment of the sampling sites (left side: juniper forest and Festuca meadows, characteristic for 
samples 1, 2, 3, 5 and 6; right side: eroded mountain slopes in the case of sample 4) 
Table 1 Sampling parameters 
Parameter / Sample 1 2 3 4 5a 6a 
Date (day/month/year) 01/11/2014 01/11/2014 01/11/2014 01/11/2014 02/11/2014 02/11/2014 















Altitude [m] 1620 1759 1759 1871 1533 1529 
Air pressure [mbar] 842.8 828.3 828.3 817.6 -b -b 
Air temperature [°C] 25 22 22 15 -b -b 
Sample temperature [°C] 4.8 5.4 5.9 4.9 5.0 4.0 
pH [pH units] 8.40 7.92 8.02 8.00 8.13 8.18 
EC [μS/cm] ~ 10 < 10 < 10 < 10 < 10 < 10 
a geographic coordinates and altitude were established using Google Earth (2015) software; 
b not measured. 
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sampled. After completing this protocol a volume of 350 
mL of water was collected. To avoid the loss of elements 
by adsorption on the walls of the storage recipients, the 
samples were stabilized by acidification to pH ~ 1 by 
adding 20 mL of 10% nitric acid (Pascariu et al., 2013). 
Laboratory analysis 
All glassware needed for analysis was washed with 2 M 
nitric acid and thoroughly rinsed with double distilled 
water just prior of being used. Preliminary analyses were 
performed on filtrated samples the day after they were 
collected according to the general procedures stated by 
the Romanian Pharmacopoeia (1993). A blank solution 
(350 mL double distilled water with 20 mL 10% nitric 
acid) was also prepared in an identical plastic container 
and tested for comparison. The following aqueous 
reagents were used: Nessler’s reagent (potassium 
tetraiodomercurate (II), K2HgI4, and potassium 
hydroxide, KOH) for ammonium, sodium 
hypophosphite (NaH2PO2) in hydrochloric acid (HCl) 
for arsenic, ammonium oxalate ((NH4)2C2O4) for 
calcium, silver(I) nitrate (AgNO3) for halides, potassium 
hexacyanoferrate(II) (K4[Fe(CN)6]) for iron, sodium 
sulfide (Na2S) for heavy metals (e.g., lead) and barium 
chloride (BaCl2) for sulfates. The chemical reactions that 
use these reagents are stated to have the following 
detection limits: 0.3 ppm for ammonium, 1 ppm for 
arsenic, 3.5 ppm for calcium, 0.5 ppm for chlorides, 0.5 
ppm for iron, 0.5 ppm for lead and 3 ppm for sulfates 
(Romanian Pharmacopoeia 1993). 
For MP-AES, an Agilent 4100 with web-
integrated Agilent MP Expert software was used. The 
instrument was adjusted using as calibration standard 
the provided Wavelength Calibration Concentrate for 
ICP-OES & MP-AES (Al, As, Ba, Cd, Co, Cr, Cu, Mn, 
Mo, Ni, Pb, Se, Sr, Zn 50 mg/L, K 500 mg/L) and also 
an AAS standard solution for Ca, Fe and Mg. The 
following wavelengths (in nm) were measured: Al 
396.152, Cd 228.802, Co 340.512, Cr 425.433, Cu 
324.754, Fe 259.940, Mn 403.076, Mg 285.213, Mo 
379.825, Ni 352.454, Pb 405.781, and Zn 213.857. In 
contrast to atomic absorption spectrometry (AAS), 
which is based upon the absorption of a characteristic 
radiation, atomic emission spectrometry (AES) uses 
the emission of a characteristic wavelength for the 
determination of the analyte element. Plasma emission 
spectrometry utilizes a plasma as the excitation source 
for atomic emissions, which, in MP-AES, is formed via 
the use of a microwave field source. AES belongs to 
the most useful and commonly used techniques for the 
analysis of heavy metals, providing rapid and sensitive 
results in a variety of sample matrices, although the 
detection limits are higher than those of AAS (Bradl et 
al., 2005; Higson, 2006). 
RESULTS AND DISCUSSION 
The average water temperature was 5.0 °C, the mean pH 
value was 8.11, while the measured EC value was around 
or below 10 μS/cm for all samples (Table 1). The in situ 
tests using test strips did not indicate the presence of 
nitrites or sulfates (nitrite ion concentration less than 1 
mg/L, sulfate ion concentration less than 200 mg/L, 
according to test strips instructions). Also, the very low 
measured EC indicates that the total dissolved solids 
(TDS) must be under 10 ppm (Lenntech, 2016). 
The samples were tested for the presence of 
ammonium, arsenic, calcium, halides (chloride, bromide, 
and iodide), iron, heavy metals (e.g., lead) and sulfates. 
Except for a very faint opalescence obtained when sample 
1 was tested for calcium, all these tests were negative, an 
observation that supports the very low measured EC for 
all samples (Table 1). 
MP-AES results are summarized in Table 2, while the 
drinking water standards from EU (1998) and Romanian 
“Law no. 311 from June 28, 2004” (Romanian Government 
2004) are given in Table 3 for comparison with the 
analyzed samples. As can be seen, except for a somewhat 
increased iron content in sample 1 (probably due to the 
humus-iron-illuvial podzols, which are present in the area), 
the studied streams are within the limits specified for 
drinking water (Brad et al., 2015) by all specified standards. 
The metal contents are generally low and there is no 
observable trend downstream on any of the elements. 
The Romanian environmental legislation regarding 
surface water quality, stipulated in “Order no. 161 from 
February 16, 2006” (Romanian Government 2006), is 
summarized for the considered ions in Table 4. This surface 
water quality classification is useful in order to establish the 
ecological status of all marine and continental  
Table 2 MP-AES cation content results, in mg/L 
Sample 
Concentration 
Al Cd Co Cr Cu Fe Mg Mn Mo Ni Pb Zn 
1 * * 0.03 * * 1.61 0.53 * 0.03 * 0.01 * 
2 * * 0.03 * * 0.05 1.10 * 0.02 * 0.01 * 
3 * * 0.02 * * 0.13 1.84 * 0.02 * * * 
4 0.01 * 0.02 * * 0.08 0.18 * 0.02 * * * 
5 0.01 * 0.02 * * 0.14 0.88 * 0.02 * * * 
6 * * 0.02 * * 0.05 0.54 * 0.02 * * * 
* under detection limit (< 0.005 mg/L). 
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Table 3 Drinking water standards comparative table; all values 
are in units of mg/L unless stated otherwise (European Union, 








pH [pH units] 6.5-9.5 6.5-9.5 
EC [mS/cm] 2.500 2.500 
TDS # # 
Temperature [°C] # # 




Cadmium (Cd2+) 0.0050 0.0050 
Calcium (Ca2+) # # 
Chromium (Cr3++Cr6+) 0.050 0.050 
Cobalt (Co2++Co3+) # # 
Copper (Cu2+) 2.0 0.1* 
Iron (Fe2++Fe3+) 0.200 0.200 
Lead (Pb2+) 0.010 0.010 
Manganese (Mnx+) 0.050 0.050 
Magnesium (Mg2+) # # 
Molybdenum (Mox+) # # 
Nickel (Ni2+) 0.020 0.020 
Zinc (Zn2+) # 5.000 
Chloride (Clˉ) 250 250 
Nitrite (NO2ˉ) 0.50 0.50 
Sulfate (SO42ˉ) 250 250 
# not mentioned; 
* is allowed as 2.0 mg/L if the distribution piping material 
contains copper. 
Table 4 Surface water quality classes depending on cation 
content, as stated in Romanian “Order no. 161 from February 
16, 2006”; units are in mg/L, unless stated otherwise 
Parameter 
Order no. 161 (2006) 
I II III IV V 
pH [pH units] 6.5 – 8.5 
EC [mS/cm] No guideline 
TDS Not mentioned 
Temperature [°C] No guideline 
Aluminium (Al3+) Not mentioned 
Cadmium (Cdx+) 0.0005 0.001 0.002 0.005 >0.005 
Chromium, total 
(Cr3++Cr6+) 
0.025 0.050 0.100 0.250 >0.250 
Calcium (Ca2+) 50 100 200 300 >300 
Cobalt (Co3+) 0.010 0.020 0.050 0.100 >0.100 
Copper (Cu2+) 0.020 0.030 0.050 0.100 >0.100 
Iron, total 
(Fe2++Fe3+) 
0.3 0.5 1.0 2 >2 
Lead (Pbx+) 0.005 0.010 0.025 0.050 >0.050 
Magnesium (Mg2+) 12 50 100 200 >200 
Manganese, total 
(Mn2++Mn7+) 
0.05 0.1 0.3 1 >1 
Nickel (Nix+) 0.010 0.025 0.050 0.100 >0.100 
Zinc (Zn2+) 0.100 0.200 0.500 1.000 >1.000 
Chloride (Clˉ) 25 50 250 300 >300 
Sulfate (SO42ˉ) 60 120 250 300 >300 
aquatic ecosystems, including rivers and lakes, both 
natural and artificial. The evaluation of the considered 
quality elements, like chemical and physical-chemical 
parameters, can indicate the presence of certain natural 
environments, minor alterations of these or the degree of 
anthropic impact, and, respectively, the status of water 
bodies quality in a certain amount of time. There are five 
ecological states being defined for natural rivers and 
lakes: very good (I), good (II), moderate (III), poor (IV) 
and bad (V). According to Table 4, the streams 
corresponding to samples 3-6 belong to class I. An 
exception could be the stream that provided sample 1, 
which belongs to class IV according to the iron content. 
Also, according to the lead content, the streams that 
provided samples 1 and 2 could belong to class II or III, 
but these low measured lead levels may more realistically 
be accounted for by the MP-AES precision limit. 
Our findings support the previous studies which 
state that the Retezat Mountains are among the least 
contaminated regions in Europe (Catalan, 2015; Catalan 
et al., 2009). Regarding the studied parameters and 
considering the low levels of dissolved ions, water quality 
was found to be good or very good. Thus, heavy metals 
do not pose any ecological or human risk in the studied 
area. 
CONCLUSIONS 
MP-AES, alongside some classical analytical procedures, 
were used to analyze the water quality of springs and 
creeks from the Retezat National Park. For all tested 
samples, heavy metals were at very low levels or under 
the detection limit for the chemical reactions employed 
and the MP-AES method applied. From this point of view, 
the samples comply as drinking water according to the EU 
and Romanian recommendations. The average water 
temperature was 5.0 °C, the mean pH value was 8.11, 
while the measured EC value was around or below 10 
μS/cm for all samples, the later also confirming the very 
small ion content present in the analyzed mountain 
streams. In the microbasin corresponding to the sampling 
points, there seems to be no heavy metal pollution. Also, 
no other potential sources of chemical pollution was 
recorded in the studied perimeter during our survey. 
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Abstract 
Integrated Water Cycle Management (IWCM) aims to bring together a diversity of social, environmental, technological and economic 
aspects to implement sustainable water and land management systems. This paper investigates the challenges and opportunities facing 
Kazakhstan as it its efforts to move towards a more sustainable approach to managing its finite and highly stressed water resources. 
The use of a strategic-level risk governance framework to support a multi-disciplinary Kazakh-EU consortium in working collabora-
tively towards enhancing capacity and capability to address identified challenges is described. With a clear focus on addressing capacity 
building needs, a strong emphasis is placed on developing taught integrated water cycle management programmes through communi-
cation, stakeholder engagement and policy development including appropriate tools for managing the water issues including hydraulic 
models, GIS-based systems and scenario developments. Conclusions on the benefits of implementing an EU-style Water Framework 
Directive for Central Asia based on a risk management approach in Kazakhstan are formulated.   
Keywords: risk management, capacity building, water management, stakeholder engagement 
INTRODUCTION 
Kazakhstan is facing important challenges in water re-
source management from a variety of perspectives, in-
cluding climate change and melting glaciers (Salnikov et 
al., 2011; Smith et al., 2005; Chen et al., 2013) over usage 
of river water resources and groundwater systems for irri-
gation (Dostay, 2012), water pollution by industry and ag-
riculture, and increasing water consumption (Qadier et al., 
2009). As a result, ecological crises including the drying 
out of large terminal lakes such as Aral lake and, more 
recently, Balkhash Lake are reported (Zavialov, 2005; 
Turzunov et al., 1997; Dostay, 2009). Figure 1 shows the 
main Kazakh river catchments, with seven of the eight 
river catchments identified as being transboundary and 
thus requiring the establishment of an international water 
management agreement to peacefully address water dis-
tribution conflicts which have been reported (Wegerich, 
2008).  
Integrated Water Cycle Management (IWCM is a 
term used in Kazakhstan, which is synonymous with Inte-
grated Water Resource Management) aims to bring to-
gether a diversity of social, environmental, technological 
and economic aspects to implement sustainable water and 
land management systems (Global Water Partnership, 
GWP, 2010). It is widely promoted as international best 
practice with regard to water resources planning to meet 
the needs of both current and future generations (e.g. 
Bunting, 2009; EU WFD, 2000; Meyer et al., 2014). The 
central concept is the development and application of ob-
jectives in the form of regional and national catchment-
based goals for water management based on each catch-
ment’s natural conditions and water usage patterns. It in-
cludes the development of knowledge about ground and 
surface water quality and quantity, evaluation of water re-
source policy over a long-term perspective, implementa-
tion of plans and actions that have been developed collab-
oratively by all water users to address problems identified, 
and the on-going monitoring and evaluation of manage-
ment processes including the development of simulation 
models and decision support systems as supporting tools 
for IWCM (Meyer et al., 2014). Any implementation of 
IWCM also includes the protection of the environment by 
avoiding overexploitation and/or the deterioration of wa-
ter resources. It requires the development and moderniza-
tion of institutional structures, methods, legislation and 
norms including a range of management skills for build-
ing capability, capacity and impact in IWCM and working 
in partnerships.  
The need to strengthen partnerships between busi-
ness, regulatory and academic sectors at a national and in-
ternational level was identified by the Kazakh Govern-
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ment, with the areas of environmental protection and wa-
ter management recognised as priority areas requiring ac-
tion (Nazarbayev, 2010). It is within this context that the 
nurturing of a collaborative cross-sector approach to de-
veloping capability and capacity of Kazakh graduates in 
the field of IWCM was the specific challenge targeted by 
the EU-TEMPUS funded project I-WEB (Integrating Wa-
ter cycle Management: Capability, Capacity and Impact 
in Education and Business). In addition to its recognition 
at a national level, Kazakh members of I-WEB were able 
to further clarify the scale and impact of the major water 
resource issues currently impacting Kazakhstan, demon-
strating recognition of its importance at a local and sub-
regional level. These include increasing levels of water 
consumption by agriculture, industry (especially the gas 
and oil industries) and urban areas. For example, whilst 
modernisation of agriculture is strongly encouraged, it is 
often linked to increasing water consumption. This is 
leading to reduction in water levels in both surface and 
groundwater bodies, the most notable example of which 
is the Aral Sea (Kostianoy and Kosarev, 2010; Micklin et 
al., 2014).  
Increasing demand for water resources within Ka-
zakhstan is driven by intensifications of agriculture irriga-
tion, industrialisation and urbanisation. Together with the 
transboundary nature of the majority of its river basins, 
the need for IWCM plans to balance demands on water 
resources across economic sectors but also across national 
boundaries is clear. A further crucial aspect is the need to 
mitigate the impacts of climate change (current scenarios 
indicate continuing falling levels of precipitation and 
glacier run-off with the latter imparticular a key source of 
drinking water supply within Almaty (the largest city in 
Kazakhstan). Water pollution is also a major national con-
cern, with water quality in many of its surface and ground 
waters identified as ‘unsatisfactory’. Discharges of un-
treated effluents from chemical industries and petroleum 
processing are identified as principal sources with devas-
tating environmental impacts reported (Lundy, 2014). 
A common issue in managing environmental re-
sources at a national or regional level is that it requires 
inputs from a wide range of stakeholders, each with very 
different capabilities, agendas, mandates and resources. It 
also requires an evidence–based assessment of the risks 
associated with adopting any changes in practice pro-
posed, in association with an assessment of the risks of 
any ’business as usual’ scenario. The complexity of im-
plementing such legislative requirements within and 
across national boundaries and sectors requires a strategic 
level risk management approach that utilises the best sci-
entific and technical evidence to prioritise sustainable de-
cisions but also has the flexibility to respond meaningfully 
to variations in stakeholder perceptions of what is ac-
ceptable or tolerable (Ecologic Institute and SERI, 2010).  
As a contribution to addressing this ‘wicked prob-
lem’ of water management in a Kazakh context, this pa-
per, maps a strategic risk management approach to devel-
oping management capacity. It identifies key methodolo-
gies and supporting tools for assisting in the implementa-
tion of IWCM and discusses the current status of trans-
boundary basins of Kazakhstan and its neighbours. Fi-
nally conclusions on the benefits of implementing a Water 
Framework Directive for Central Asia based on a risk 
management approach in Kazakhstan are developed. 
 
 
Fig. 1 Map of Main River Basins and Rivers in Kazakhstan (Water Resources Committee of the Ministry of Agriculture of the 
Republic of Kazakhstan, Anonymous, 2004; Map after Duskayev & Minzhanova 2014, changed) 
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STUDY AREA- CURRENT STATUS OF 
TRANSBOUNDARY BASINS OF KAZAKH-
STAN AND ITS NEIGHBOURS 
Water resources are a key for the sustainable economic 
development of Central Asian states, with Kazakhstan be-
ing an exceptionally transboundary- dependent state. Al-
most all sectors of the economy in these countries are wa-
ter dependent, requiring huge amounts of water for devel-
opment. Most of the water resources in the region are 
transboundary, formed and flowing in from the territory 
of neighbouring states. Almost 60% of water resources of 
the country are transboundary and Kazakhstan is down-
stream almost in all transboundary basins (Table 1). The 
transboundary water management became a uniquely im-
portant aspect of water management in Kazakhstan after 
the collapse of Soviet Union. 






Irtish 1.643.000  
Kazakhstan, Russian Federation, 
People Republic of China  
Tobol 426.000  Kazakhstan, Russian Federation 
Ural 237.000  Kazakhstan, Russian Federation 
Syr Darya 219.000  
Kazakhstan, Kyrgyzstan, Tajiki-
stan, Uzbekistan  
Ishim 177.000  Kazakhstan, Russian Federation 
Ili 140.000  
Kazakhstan, People Republic of 
China 
Shu 67.500  Kazakhstan, Kyrgyzstan  
Talas 52.700  Kazakhstan, Kyrgyzstan 
 
Other smaller transboundary catchments (not shown 
in Fig. 1) are the Big Uzen (14.300 km²); the Small Uzen 
(13.200 km²) and the Burla (12.800 km²) of Kazakhstan and 
Russian Federation; the Aspara catchment (1.210 km²) of 
Kazakhstan and Kyrgyzstan and the Ugam catchment (870 
km²) of Kazakhstan and Uzbekistan. With Russia (Ural 
River basin and others), Kazakhstan has agreed “least prob-
lematic” relations on transboundary river systems, enforc-
ing the Soviet era agreements through water commissions. 
The abundance of water, resources and a less dry climate 
made it possible to continue the agreements between Ka-
zakhstan and Russia made within Soviet times (Table 2). 
However, water quality is a current concern and measures 
to improve the environmental situation in both in the Urals 
and Siberia are planned between two countries. Being part 
of Eurasian Economic Union, the two countries have a 
strong legislative basis for water cooperation (Abdullaev 
and Rakhmatullaev, 2013). China, on the other hand, is a 
major problematic riparian state for Kazakhstan. Although 
having major economic interests in Kazakhstan, China has 
made no efforts to improve water cooperation. Despite hav-
ing Soviet era agreements in force with China, no technical 
or institutional enforcement mechanisms are in place to 
monitor their implementation.  
Kazakhstan has Transboundary Rivers flowing in 
from China, Russia, Uzbekistan, Kyrgyzstan and flow-
ing out to the same neighbouring states (Table 1). Two 
examples from Central Asia show different options of 
transboundary water cooperation where Kazakhstan is 
involved. In both cases, Kazakhstan is a downstream 
country but has applied different approaches in order to 
receive its water shares from the Transboundary Rivers. 
Former Soviet Central Asian states have been using wa-
ter resources of the two largest rivers and many smaller 
ones since historical times (Abdullaev and Rakhmat-
ullaev, 2013).  The Central Asian neighbours of Kazakh-
stan are linked with Kazakhstan through Syr Darya 
River, which supplies water Southern part of Kazakh-
stan.  Around 700,000 ha land and around 1 million peo-
ple depend from the water of Syr Darya River.  
Soviet era water agreements and regulations in 
Central Asia were arranged and monitored by Moscow. 
The centrally administered and financed water manage-
ment system has been built to enforce the water agree-
ments among Central Asia states (then Soviet repub-
lics). However, frequent water related disputes 
emerged even in the Soviet period, which was arbi-
trated by the Central Ministry of Water and Ameliora-
tion of the USSR. The Soviet era water agreements 
were regulated by “normative” documents - decrees of 
Cabinet of Ministries, assigning water shares to the 
production system and not to the specific country 
(state), although national states then translated these al-
locations into water sharing percentages.  
Although, national states (republics) did not 
openly contest decisions of the centre, in most of the 
cases arrangements were made in order to sustain own 
water shares. Therefore, in the mid-1980’s the Soviet 
government felt pressure from the national states and 
prepared new basin plans for both rivers of the region 
and launched new institutions - River Basin Organiza-
tions (BVO’s) for Syr Darya and Amu Darya.  These 
were two serious interventions focused on de-central-
izing the transboundary water management in Central 
Asia. Basin plans clearly predicted development scale 
and pressure on the river systems of the region and de-
scribed measures to be implemented in order to balance 
water situation in the region, including the balancing of 
the Aral Sea levels. The basin plan included water-
sharing percentages among the riparian states. Moreo-
ver, the plan proposed measures on improving water 
efficiency in both basins for the long-term. The plan 
was a part of the centralized, top-down principles of 
water (natural) resources management in the Soviet 
Union. After the collapse of the Soviet Union, newly 
emerged Central Asian countries agreed to keep this 
system unchanged and signed an agreement in 1992 
(Abdullaev and Rakhmatullaev, 2013).  
Since then, countries of the region have made a few 
attempts to replace the old Soviet water agreement with 
new one, either for the region as a whole or each for river 
basin. However, these attempts have not achieved any 
success. The water allocation in the region is set up 
through bi-annual meetings of Interstate Coordination  
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Water Commission (ICWC), which consists of 
water ministers of the Central Asian states. Kazakh-
stan, represented by the deputy Minister of Agriculture 
in the commission, receives its shares for Syr Darya in 
the meeting of this body. The decisions are made based 
on water allocation percentage of the flow and water 
availability forecasts for the given season (6 month). 
This agreement retains internationally known historical 
rights principles.  However, currently upstream coun-
tries, Kyrgyzstan and Tajikistan, are not happy and are 
contesting this agreement. The need for energy and 
abundance of the water resources formed in their terri-
tories are arguments used by the two upstream coun-
tries to change the pattern of the water use more to-
wards energy generation (Abdullaev and Atabaeva, 
2012; Wegerich, 2013).  
Table 2 Transboundary River agreements of Kazakhstan 
Title of the agreement 
Place and date of 
signing the 
agreement 
Agreed bodies and countries Focus of the agreement 
Statement of heads of water economy 
organizations of Central Asian 
Republics and Kazakhstan  
10-12 October 1991 
meeting in Tashkent 
State committee on water 
resources of Kazakhs SSR, 
Ministry of Water Resources of 
Kyrgyzstan, Ministry of Water 
Resources of Tajikistan, Ministry 
of Water Resources of 
Uzbekistan, Ministry of Water 
Resources of Turkmen SSR   
Lack of water resources, ecological 
tension in Aral Sea basin  
 
http://icwc-aral.uz/statute2 
Statement between Republic of 
Kazakhstan, Kyrgyz Republic, 
Republic of Uzbekistan, Republic 
of Tajikistan and Turkmenistan 
on cooperation in the fields of 
joint management, using and 
protection of water resources of 
intergovernmental sources  
Almaty, 18th of 
February, 1992  
Republic of Kazakhstan, 
Kyrgyz Republic, Republic of 
Uzbekistan, Republic of 
Tajikistan and Turkmenistan 
Regulation, protection of water 
resources, water supply, irrigation       
Related to all transboundary 
watersheds and lakes 
Agreement between Government 
of Russian Federation and 
Government of Republic of 
Kazakhstan on joint use and 
protection of transboundary water 
bodies (and Protocol decision on 
prolongation of the Agreement)   
Orenburg, 27th of 
August, 1992 
(Pavlodar, 26th of 
June, 1997) 
Republic of Kazakhstan, 
Russian Federation  
Protection of water resources, 
water supply, irrigation, floods, 
regulation; Related to all surface 
and ground water resources, 
including transboundary rivers 
such as Ishim, Irtish, Ural, Tobol 




Statement on joint actions to 
address the problems of Aral Sea 
Basin and Aral Sea Region, 
ecological recovery and 
providing of socio-economic 
development of the Aral Sea 
Region  
Kyzyl Orda, 26th of 
March, 1993  
Republic of Kazakhstan, 
Kyrgyz Republic, Republic of 
Uzbekistan, Republic of 
Tajikistan and Turkmenistan 
Problems of Aral Sea Basin                                 
The Inter-State Council on Aral 
Sea Basin Problems and its 





Statement between Republic of 
Kazakhstan and People’s 
Republic of China on Kazakh-
Chinese State Border  
Almaty,26th of 
April, 1994  
Republic of Kazakhstan, 
People’s Republic of China 
Identification of location of 
boundary watersheds, middle of 
boundary rivers or its main 
streams, belonging of islands on 





Statement on using of fuel-power 
and water resources, construction 
and maintenance of gas pipe line 
in Central Asian region  
Tashkent, 5th of 
April, 1996  
Government of Republic of 
Kazakhstan, Government of 
Kyrgyz Republic, 
Government of Republic of 
Uzbekistan  
Effective using of the hydro 
resources of Syr Darya river for 
irrigational purposes. Regulation of 
working practices of Naryn – Syr 
Darya cascade of water reservoirs  
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Kazakhstan has been facing the consequences of the 
change of water use in the Syr Darya basin, having floods 
in winter and water shortages in summer due to the energy 
generation regime in the river. In order to reduce negative 
impacts of such changes, Kazakhstan has promoted re-
gional energy trade and tried to promote energy exchange 
with Kyrgyzstan and other riparian states. This was a 
short-lived strategy and only worked for a short time. 
Then Kazakhstan took a unilateral approach and built 
counter-regulations for capturing the water in winter, and 
strengthened the river bed of the Syr Darya within its ter-
ritory. In order to enhance its water security in summer 
Kazakhstan has worked out bi-lateral and mostly informal 
agreements with Kyrgyzstan and Uzbekistan.  
Kazakhstan has also developed a different approach 
utilising exemplary agreements with Kyrgyzstan on the 
Chu-Talas basin (Abdullaev and Atabaeva, 2012). In this 
smaller basin, two sides agreed to work out the agreement 
on joint management and maintenance of the water infra-
structure, which are transboundary. Kazakhstan, being the 
downstream country, has put funds for rehabilitation and 
maintenance of water infrastructure located in Kyrgyzstan. 
The joint basin organization has been set up by two sides in 
order to institutionalize the water cooperation.  
In spite of existing legal and institutional instru-
ments for transboundary cooperation Kazakhstan is facing 
a serious risk on water security. Moreover, current setting 
of transboundary system does not respond to environmen-
tal and water quality issues, mainly concentrating only 
quantity aspects. Therefore, inclusion of major stakehold-
ers, namely local – riparian communities into the process 
of transboundary cooperation will reduce the risk of fail-
ure. Application of more integrative and inter-sectoral 
principles would help to include issues of water quality 
and environmental maintenance into the transboundary 
negotiations.   
METHODOLOGY 
A scoping study and the creation of a project advisory board 
to facilitate the development of a common understanding of 
current working practices and emerging challenges was un-
dertaken for clarification of the major risks with regard to 
water cycle management. Representatives of Kazakh aca-
demic, practice, policy and student organisations were inter-
viewed to identify current working practices and emerging 
challenges. The results of this process are detailed in 
(NIREAS, 2013) and were used to identify and frame IWCM 
needs from multiple perspectives. 
Building on the initial assessment, the concept of 
risk governance (IRGC, 2005; Renn, 2008; Renn and 
Walker, 2008) was identified as a useful framework to 
link identified strategic and applied components to-
gether in a manner that integrated the various functions 
and showed the relationship between them. Watt 
(2014a) discusses the origin of such approaches and in-
troduces the first major feature that can be used to begin 
to understand the relationship between the roles of dif-
ferent actors (stakeholders). This reflects a development 
that emerged in the USA in the 1980s (NAS, 1983) that:  
“Regulatory agencies should take steps to establish and 
maintain a clear conceptual distinction between assess-
ment of risks and the consideration of risk management 
alternatives; that is, the scientific findings and policy 
judgments embodied in risk assessments should be ex-
plicitly distinguished from the political, economic, and 
technical considerations that influence the design and 
choice of regulatory strategies”.  
In this context, risk governance can be presented as 
a conversation between two ‘sides’ (risk management and 
risk assessment), which facilitates evaluation of the func-
tions of those responsible for any given task. Policy mak-
ers and regulators can be presented as general managers 
undertaking a risk management function, which may re-
quire evidence from scientists and engineers, who are spe-
cialists.  
RESULTS AND DISCUSSION 
The first challenge identified during the interviewing of 
stakeholders was the need to support stakeholders in 
developing a strategic vision – a way of looking at the 
IWCM challenges faced from the top down that would 
support recognition of how the various 
components/activities of stakeholders fit together. A 
further challenge within this was recognition that many 
individuals come to the practice of IWCM from different 
disciplines and backgrounds and also may go on to a 
variety of roles in their professional life. A strategic 
approach needs to integrate data from specialists, for 
example engineers and analytical chemists, operating 
across a range of sectors that can appear remote from each 
other, and which require very different types of education 
and training, and yet each has an important role in 
different parts of IWCM. For example, whilst policy 
makers may never undertake a technical role, they will be 
called on to set objectives or develop policy that technical 
teams will have to implement and which need to be 
underpinned by high quality science and engineering.   
A strategic risk management approach to developing 
management capacity 
A framework for the evaluation of IWCM in Kazakhstan 
was developed by Watt, 2014b based on the International 
Risk Governance Council (IRGC) Risk Governance Fra-
mework (IRGC, 2005, Renn, 2008, Renn and Walker, 
2008; see Fig. 2).  The framework separates the process 
of risk governance into a number of different elements 
that make the process easier to understand.  
The first stage of the IRGC framework, known as 
‘pre-assessment’, highlights the importance of context for 
anchoring the subsequent risk management to the aims and 
objectives of the organisation mandated to manage the risk, 
and discuss ways that the local context can be established 
with a clear recognition of the benefits of the water being 
managed. Pre-assessment is undertaken by both managers 
and technical specialists together, and can framed in many 
different ways – physical (e.g. hydrology, climate, ecology) 
and human (e.g. sustainability, economy, use to which 
resources are devoted). Pre-assessment also evaluates 
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constraints placed on options for risk management by 
scientific conventions utilised, the law and regulatory 
arrangements. Within I-WEB, this pre-assessment process 
involved interviewing a range of stakeholders including po-
licy-makers, practitioners, industry representatives and 
academics to understand their current working practices, 
challenges and ambitions (see NIREAS, 2013). This initial 
needs assessment supported the identification of a broad set 
of skills required in teaching and practice, encompassing 
social, environmental, technological and economic aspects 
of sustainable water-land management. Specific topics 
identified included water indicators and monitoring 
(including statistical methods and modelling), geo-
information and water treatment technologies and methods 
to the strengthen cooperative working between diverse 
actors (e.g. public authorities, universities and research 
institutes, NGOs, governmental and international 
organisation), including the relevant laws, finances and ma-
nagement approaches pertaining to surface and ground 
waters both nationally and internationally (NIREAS, 
2013). 
 
Fig. 2 Framework of the functions of the risk governance at 
strategic level (Adapted from Bunting, 2009) 
The second stage, risk appraisal, involved gathering 
and sharing data from scientific assessments of the water 
supply and its quality undertaken by several disciplines 
e.g. hydrologists, climate change scientists, agricultural 
scientists and economists.  Within I-WEB, this stage took 
the form of a specialist workshop on IWCM 
methodologies and practices where representatives from a 
range of Kazakh and EU organisations presented research 
methodologies, current scenarios and future challenges 
from a range of organisational perspectives. The outputs 
of this workshop firmed the basis of the development of 
the ‘IWCM in Kazakhstan’ handbook (Meyer and Lundy, 
2014) which includes concepts of IWCM, methodologies 
and supporting tools for IWCM, management skills for 
building capability, capacity and impact, best practice 
examples for water treatment, basics on the sustainable 
use of water resources in KZ, a concept of IWCM for KZ 
and transboundary catchment issues and future integrated 
management. In the current model, this stage is an 
extension of the risk assessment referred to by the NAS 
(1983) in the quotation above to include evaluation of 
public (or other stakeholder) concerns, which may impact 
on the way that management options can be evaluated.  
The third stage, characterisation and evaluation is 
the core of the process, best undertaken by all involved, 
where the evidence from the risk appraisal is evaluated in 
the light of the organisational values set out in the first 
stage. This is where a judgement is made on the 
acceptability of a risk and leads to one of three possible 
management actions – do nothing, ban some proposed or 
current activity or manage the risk. Within the I-WEB 
programme this stage took the form of presenting the 
results of the pre-assessment process to members of the I-
WEB International Activity Board (IAB) for their com-
ment and feedback on data collected and its interpretation. 
The I-WEB IAB currently consists of over 20 members 
from a range of academic, policy, and 
professional/industry backgrounds who voluntarily 
participate in annual meetings to share knowledge on 
IWCM challenges within their sectors and comment on I-
WEB outputs as they develop to collectively take forward 
best practice within IWCM in Kazakhstan. This IAB 
approach is a co-owned mechanism to facilitate the 
development of closer links between academia and 
practice for mutual benefit; enhancing the skill sits of 
graduates and hence graduate employability (through 
ensuring graduates have the skills employers need) as well 
as an awareness of the challenges they face.  
The fourth stage, risk management, shows how po-
licy or management options can be developed based on 
the judgement made and implications from the technical 
evidence. A number of generic approaches were presented 
taking into account the extent to which stakeholder 
concerns needed to be incorporated.  As an example, if 
scientific uncertainty was very high, a risk management 
decision might be required to be made by the government 
or a regulator to address public concern.  In the absence 
of scientific data this might be made on the basis of a risk 
philosophy such as the precautionary principle with some 
form of stakeholder agreement (or societal endorsement) 
needed on the level of precaution required. Within I-
WEB, the management options developed were three-fold 
involving staff re-training, the development of Bologna-
compliant academic programmes and the re-working of 
programme material to additionally form short continued 
professional development (CPD) courses. More 
specifically, using outputs of the stage 1 and stage 2 
activities, and following input and refinement of the stage 
3 activities, findings derived were used to develop a 
bespoke intensive re-training programme for 30 Kazakh 
academics. New knowledge developed was shared both 
horizontally, through seminars at each participating 
institution, and vertically through the subsequent 
development of learning materials for MSc and PhD 
teaching and research programmes as well as the more 
vocational CPD courses.  
The fifth element of the risk governance framework 
highlights the importance of communication (both 
internal and external), by positioning it in the centre of all 
of the other activities. A number of approaches have been 
developed depending on the nature of the risk, which is 
tasked with dealing with it and their relationship to other 
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stakeholders. In I-WEB, communication was both a 
central challenge (language, cultural and experiential) and 
a core area of activities, which was addressed through 
multiple routes with particular focus on developing strong 
partnership working approaches. The wider context for 
this is that, together with many other sectors, 
communication and partnership working is now 
fundamental to water resource management legislation in 
many EU and Central Asian countries as its recognised 
that there are practical limits to the application of a top-
down legislative approach as it is often difficult to 
enforce. It is increasingly appreciated that the existence of 
legislation alone is not enough to ensure environmental 
protection, because when water pollution occurs, it is 
often the result of ignorance and neglect rather than 
deliberate acts (Chatfield and Lundy, 2016). Over the last 
twenty years a range of alternative cross-sector 
partnership approaches have been developed to protect 
the water environment, involving regulators, industry 
partners and communities, working together to promote 
good practice and improved standards. In recognising the 
success of such, often voluntary, partnership initiatives, 
legislative frameworks increasingly include a requirement 
for partnership working as a core element. These include, 
for example, the EU Water Framework Directive (EU 
WFD, 2000), the EU Floods Directive (2007), the 
Integrated Pollution Prevention and Control Directive 
(EU, 2008) and Strategic Environmental Assessment 
Directive (SEA, 2001).  
Whilst actual data on the benefits of a partnership 
working approach is hard to source (Slater et al., 2007, 
Reed, 2008), the literature identifies a range of reasons for 
collaborative working. The development of a forum 
where industry, regulators and communities can work 
together provides a constructive arena for those affected 
by decisions to influence those decisions which may 
affect their activities (e.g. industry) and or quality-of-life 
(local communities). It can facilitate the breakdown of 
legislative, institutional and social barriers to changes, 
supporting the development of novel options which are 
workable and acceptable within national and local 
regulatory and operating contexts (van Herk et al., 2011). 
Partnership approaches can raise awareness of 
environmental issues, making use of the knowledge and 
expertise held by a wider range of stakeholders and 
generating approaches which have higher levels of regu-
lator, organisational, sectoral and wider public 
acceptance, commitment and support (CIS, 2003). Within 
an I-WEB context, the IAB was the forum that brought 
individuals from a range of sectors together with a 
common goal of enhancing water resource management 
within not only Kazakhstan but the Central Asian region 
as whole. The IAB activities commenced with Kazakh 
partners pro-actively identifying and contacting a range of 
environmental protection specialists, water managers, po-
licy makers and users to join discussions on enhancing the 
management of Kazakhstan’s water resources. With 
national government recognition of the challenges being 
faced, there was interest in the IWEB IAB from a range 
of sectors, although bringing all interested parties together 
was a time-consuming process. It is well recognised that 
partnership working is a long process, that successful 
partnerships grow incrementally and evolve through the 
building of trust and shared experiences (Slater et al., 
2007). The role of a ‘local champion’ – a person who is 
known by all parties, and is passionate and enthusiastic 
about the initiative in hand - is critical in the early stages 
of partnership building to both bring on board other 
partners and strengthen commitment to the process (Mor-
ris, 2006). Within I-WEB each of the local Kazakh 
university partners took the role of ‘local champion’, 
often using a combination of local knowledge and 
personal contacts to bring relevant stakeholders to the 
table together. 
Methodologies and supporting tools for supporting imple-
mentation of IWCM 
In implementing IWCM in practice, it is widely 
recognised that water resource (WR) systems are among 
the most complex systems to cope with when analysed 
from a risk management perspective. Risk management of 
WR systems has to include the identification, assessment, 
and prioritization of risks in order to implement 
coordinated actions to reduce, monitor and control the 
probability and/or the impact of any plausible events. A 
short list of the type of events that are usually of concern 
includes climate change, hydrological events, 
infrastructure safety, system management policies, effects 
of management policies in trans-boundary basins, 
accidental spills and incidents arising from other natural 
hazards. Alone or combined, these events define scenarios 
to be addressed by the risk management strategy. Ideally, 
any integrated WR strategic risk management platform 
should rely on a set of interconnected subsystems: 
1. Events: Determination of plausible events and their 
probabilities. 
2. Impacts: Assessment of every event impact. 
3. Monitoring: System monitoring to anticipate events 
and to support the quantification of associated 
impacts. 
4. Control: Mathematical models of the WR system – 
frequently based on a GIS platform – to predict and 
quantify the evolution of relevant parameters and 
variables of the system.  
5. Actions: WR system protocols and procedures to 
make decisions in real time, and for the short and 
mid-terms. 
The above subsystems are also connected through a loop 
because any taken action changes the probabilities and 
impacts of events. The whole platform has to be 
conceived and managed embedding the fundamental po-
licy guidelines of the responsible organisation, and the 
participation of the stakeholders.  
In general, most basin authorities and 
administrations, mainly in developed and populated 
regions, run different institutional programs or units that 
address the above subsystems. These programmes have 
usually focused on the most plausible events, many of 
them of hydrological origin, with droughts and floods 
often being the main concerns. However, risk associated 
to infrastructure failures or to the accidental introduction 
of pollutants into the water bodies should be also 
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prioritized. A situation that requires special consideration 
is that of trans-boundary basins / WR systems. In this 
case, with different areas of the basin managed by 
different authorities, the existence of supra-national or 
supra-regional organisation to coordinate the basic policy 
objectives of the WR system is fundamental. This should 
be the “layer 0” underlying the participation of 
stakeholders and the existing risk management platforms 
in every sub-basin or subsystem. Without this basic 
coordination, risk management has to be based on partial 
treaties and slow and limited mechanisms; this situation 
would call for the use of specific tools such as the methods 
developed in games theory to support the decision-
making process in the absence of ability to control sub-
parts of the system. Madani (2010) reviews the 
applicability of game theory to water resources manage-
ment and conflict resolution through a series of non-
cooperative water resource games. The study includes 
case studies all over the world, including central Asia 
conflict on the legal status of Caspian Sea waters. 
The implementation of a strategic risk management 
platform requires the availability and integration of data, 
models and networks, including at least the following: 
 Historical records of the WR system to support 
conceptual models of subsystems, the analysis of 
trends in selected variables, extreme hydrological 
events estimations, and the calibration of 
mathematical models - both deterministic and 
statistical. These records should at least include data 
series of: runoff at selected control points along 
rivers, reservoirs storage and operation, piezometric 
levels in selected points in the main groundwater 
bodies, rainfall and other meteorological variables, 
basic quality parameters in surface water and 
groundwater at selected points, water consumption 
for irrigation, energy production and urban use, 
evapotranspiration, and series of any other relevant 
information regarding the characteristics of the WR 
system. The length of the series is relevant and if no 
information is available, or the series are very short, 
data series from similar locations might be useful. 
 A complete and sound hydrological and 
hydrogeological description of the system.  
 Monitoring networks to increase the length of 
existing historical records, and real-time networks 
connected to feed alert systems. The latter might 
require rainfall and rainfall intensity, river and/or 
channel flows, reservoirs levels, critical quality 
parameters, etc. 
 Conceptual and qualitative models to understand the 
main subsystems flows and interactions, including 
surface water and groundwater.   
 Rainfall – runoff sub basin models. 
 Mathematical flow models of the main groundwater 
bodies. 
 Flood simulation models for the main basins / sub 
basins with higher flood risks. 
 Basin / sub basin models that integrate both surface 
water and groundwater systems with capabilities to 
simulate both flows and water quality. 
Geographical information systems are basic tools to 
organize the basin information and in many cases they 
support the use of models for different purposes. There 
can be other types of water resources like water imported 
from other basins, desalinated water or treated water. In 
this case, the proper parameters to characterize these 
resources have to be also included in the above listing. 
Note that this is a basic list of required data, monitoring 
networks and modelling tools to build a strategic RM plat-
form. In practice, it is necessary to develop Decision 
Support Systems (DSSs) that help the decision-maker to 
analyse and understand the dynamics of the system, 
foresee short and mid-term evolution, and to assess the 
impact of alternative decisions. DSSs are tools 
specifically designed for a given system and specific 
purposes (although the software platform can be design to 
be adapted to different basins). They usually integrate 
several mathematical models of the system, and stochastic 
simulators for hydrological inflows, that can cope with 
WR system operation under drought or flooding 
conditions, simulating short, mid and long term scenarios 
to remediate water scarcity or pollution problems, etc. The 
use and development of DSSs has historically run in pa-
rallel with the development of graphical capabilities in 
computers. An early DSS, under continuous development 
and well described in scientific and technical literature, is 
AQUATOOL, see Andreu et al. (1996). This tool has been 
evolving since the first releases and includes simulation 
and optimization of WR management accounting for the 
uncertainty of hydrological inflows in the system and 
many other features. It has been applied in many basins 
around the world (Spain, Argentina, Brazil, Italy, Mexico, 
Bosnia, Chile, Morocco, Algeria, Ecuador, Peru, etc.), 
and is supported by a friendly Graphic User Interface 
(GUI), spatially referenced, that allows its use by 
personnel with a low levels of training in the use of 
computers. 
The use of risk as a criterion to manage a water 
resource (WR) system – risk based WR management - 
was described and applied by Capilla et al. (1998). Other 
authors, e.g. Rousta and Araghinejad (2015), illustrate 
how to incorporate multi-criteria decision making into a 
DSS using objective functions that include multiple goals. 
These goals or objectives can be as diverse as the 
fulfilment of ecological flows, the satisfaction of mini-
mum levels of water demands, the maintenance of levels 
in lakes and reservoirs, the amount of energy generated in 
hydropower plants or maintenance of thresholds in the 
exploitation of groundwater bodies, etc. Note that the 
mathematical formulation of the multiple objectives 
optimization requires the definition of weights to be 
applied to reflect the importance to be apportioned to a 
prior decision reflecting the fundamental management po-
licy. 
Integrated water cycle management also requires 
working with scenarios that account for future climate 
change. In this case it is necessary to work with scenarios 
that are downscaled from General Circulation Model 
(GCM) results. The reports issued by the 
Intergovernmental Panel on Climate Change (IPCC), see 
IPCC (2014) are the primary source of information. 
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However, for specific geographical regions and basins, it 
is necessary to analyse which GCM best reproduces the 
local conditions, and to downscale the low resolution data 
provided to a scale that allows more accurate 
determination of impacts on water resources. Chirivella et 
al. (2015) show the results and methodology of a study in 
which dynamic and statistical downscaling 
methodologies are compared.  
CONCLUSION ON THE BENEFITS OF IM-
PLEMENTING A WFD RISK MANAGE-
MENT APPROACH IN KAZAKHSTAN 
Whilst both the EU and Kazakhstan are moving towards 
implementing an IWCM approach, the launch and phased 
implementation of the EU WFD has greatly accelerated 
progress towards its full implementation throughout Eu-
rope. As a single piece of legislation that all European 
Member States must implement, it requires the collection 
of data, involvement of all stakeholders and the 
development and implementation of science-based 
programmes of measures via the use of common 
methodologies and processes. All data collected is freely 
available with the use of common methodologies 
promoting the harmonization of management approaches 
both within and, crucially, between Member States. As 
such, this transparent approach facilitates transboundary 
dialogue with the development of common goals, 
languages and tools identified here as a strong mechanism 
for intra-regional co-operation irrespective of national 
boundaries. Therefore risk management is applied from 
strategic to local application scales.  
Whilst the adoption of legislation such as the Kazakh 
Water Code indicates the recognition of, and priority placed 
on IWCM within Kazakhstan, no single country which 
shares transboundary waters can fully implement an IWCM 
approach in isolation. Whilst arguably not a short-term 
objective, the need for a Central Asian Water Framework 
Directive approach - which would co-ordinate and 
harmonize the emerging activities taking place across the 
region - is identified as a priority requirement. In developing 
such an over-arching framework, the current transboundary 
river basin agreements (Table 2) can be considered as an 
initial agenda for discussions to further develop and 
strengthen partnerships between business, regulatory and 
academic sectors at a national and international level to face 
the common need to implement robust approaches to water 
resource management in the face of a changing climate. 
Furthermore key aspects on the adaptation to climate change 
have to be considered including establishment of core 
principles and approaches, international commitments, po-
licy, legislation and institutional frameworks, information 
and monitoring needs for adaptation strategies design and 
implementation, scenarios and models for impact assessment 
and water resource management, adaptation strategies and 
measures for financial matters and evolution purposes (UN 
ECE, 2009).  
In developing and implementing approaches to 
ensuring water resources are available to meet the needs 
of current and future generations, Europe and Central 
Asian are facing many common challenges. The 
opportunity for closer collaboration between regions is 
highlighted here, with regard to both the need to develop 
a regional approach to IWCM and the role that individual 
countries can play in contributing to its delivery. With a 
specific focus on supporting the development of IWCM 
within Central Asia, key challenges identified by Lundy 
and Meyer (2014) included:  
 Persuading neighbouring upstream countries that it 
is in their interest to work on a catchment basis 
 Developing increased collaboration as opposed to 
competition over use of water resources within 
catchments e.g. to address tensions between 
agriculture and energy production 
 Compliance with state legislative controls and 
facilitating stakeholder participation 
 Scoping and developing a Central Asian Water Fra-
mework Directive; what can be learned from 
international best practice and mistakes? 
 Developing the institutions and their capacities to 
successfully develop and deliver an IWCM 
approach which can respond to the challenges of a 
changing climate 
By prioritising IWCM and investing strongly in their 
education system, Kazakhstan is now well positioned to 
take a leading role in supporting Central Asia’s transition 
to a region with a strong economy based on the 
sustainable management of its resources.  
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Abstract 
According to the forecasts of numerous regional models (eg. REMO, ALADIN, PREGIS), the number of predicted rainfall events decreases, 
but they are not accompanied by considerably less precipitation. It represents an increase in rainfall intensity. It is logical to ask (if the limitations 
of the models make it possible) to what extent rainfall intensity is likely to change and where these changes are likely to occur in the long run. 
Rain intensity is considered to be one of the key causes of soil erosion. If we know which areas are affected by more intense rain erosion, we 
can identify the areas that are likely to be affected by stronger soil erosion, and we can also choose effective measures to reduce erosion. This 
information is necessary to achieve the neutral erosion effect as targeted by the EU. We collected the precipitation data of four stations every 
30 minute between 2000 and 2013, and we calculated the estimated level of intensity characterizing the Carpathian Basin. Based on these data, 
we calculated the correlation of the measured data of intensity with the values of the MFI index (the correlation was 0.75). According to a 
combination of regional climate models, precipitation data could be estimated until 2100, and by calculating the statistical relationship between 
the previous correlation and this data sequence, we could estimate the spatial and temporal changes of rainfall intensity. 
Keywords: rainfall intensity, regional differences of R, data of REMO and ALADIN models 
INTRODUCTION 
Soil erosion is one of the greatest environmental threats, 
which causes significant environmental damage in Hungary. 
Its extent has been estimated lots of times, and it affects about 
2 million hectares (Stefanovics, 1992). In order to prepare 
long-time estimations concerning the regional change 
tendencies of soil erosion, we have to pre-estimate dynamic 
parameters and factors. (In 2015, the EU set an ambitious 
goal to reduce the extent of soil erosion to zero.) The aim of 
the present analysis is to pre-estimate the temporal changes 
of rainfall erosion potential of the dynamic parameters. By 
doing so, we will receive information about one of the most 
important factors of soil erosion. Even if it is all about 
tendencies, detecting temporal and spatial changes in rainfall 
intensity may serve as important information to take 
extended-range measures to reduce the effects of erosion. In 
addition to geomorphological and soil data, dynamic (land 
cover) as well as numerous static factors may also be 
required to estimate the extent of soil erosion. Our study aims 
at revealing major changes of the R value in the present 
study. There are lots of uncertainties that result from using 
the data of the applied regional climate models, and, besides 
these, we also have to take into account that such social and 
economic changes may happen in the next few decades that 
may also change climate and land cover data predicted 
earlier. Our results must be interpreted within these 
limitations. 
Soil erosion processes are characterized by a lot of 
theoretical and empirical models. However, the parameters 
of the processes can be well-defined. For example, rainfall 
intensity and land cover (C) are dynamic parameters in the 
Universal Soil Loss Equation (USLE), while the others are 
static ones. It is a complex task to calculate rainfall intensity 
and the erosion potential associated with it. Rainfall erosivity 
factor (R) is expressed by summarizing the energy values of 
each rainfall event in a given period (Wischmeier - Smith, 
1978, Wischmeier, 1959). The rainfall erosivity factor is 
calculated by multiplying the kinetic energy of precipitation 
(E) by the maximum rainfall intensity during a period of 30-
minutes for each rainstorm (ExI30). Rainfall erosivity (R) 
expresses the collective erosivity value of locally occurring 
rainstorms (Table 1). The logic of the calculation dates back 
to the 1961s (Wischmeier, 1959), but it gained wide 
recognition when the Universal Soil Loss Equaiton became 
commonly used (1978) as it was one of its parameters. 





R = E x I30/ 100, where 
I30 – maximum rainfall intensity during 
a period of 30-minutes for each 
rainstorm (cm/h),  






E = ∑ E𝑖
𝑛
𝑖=1 , where  
Ei - the kinetic energy of the i segment 
of precipitation (n is the number of 
segments) 
Ei = (206 + 87 log Isi) x Hsi , where  
Isi – the intensity of the i segment of 
precipitation (cm/h),  
Hsi – the amount of the i segment of 
precipitation (cm) 
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In Hungary, R factor values vary between 360 and 
1,000 (Panagos et al., 2015), and they are characterized by 
small-scale variance as a result of the homogeneous 
environmental features of the country. (The calculation is 
based on the ten-minute precipitation data of 30 rain 
gauges between 1998 and 2013.) It has an average value 
compared to other European data, and it is also far below 
the great, 4,000 to 6,000 MJ/ha rainfall intensivity values 
of the continent. Former Hungarian local test results 
usually recorded data in this interval (Kertész and Richter, 
1997: 49-59 MJ/ha; Centeri, 2002: 76 MJ/ha; Jordán et 
al., 2004: 809 MJ/ha; Szűcs, 2012: 60-512 MJ/ha). 
Homogeneity is expressed in the elevation, the climate 
type, and the general water balance, although different 
soil conditions would require different land use in order 
to reduce soil erosion. Despite the relative homogeneity 
of the environmental factors, territorial differences are 
visible (if not otherwise, then their impact is). We also 
aimed at estimating this spatial difference concerning the 
future periods. 
Rainfall intensity can be calculated by two different 
methods. One of them operates with great temporal 
resolution using a minimum of 30-minute precipitation 
data. The other one does not have such high temporal 
resolution data, it calculates intensity with more easily 
accessible precipitation data by employing parameters 
which are significantly correlated with R. The frequent 
use of the latter method also shows that there is no 
widely accepted and widely applied method for 
calculating rainfall intensity. The different precipitation 
data and their correlations can only be used with 
quantitative (eg. with <12.7 mm of rainfall - otherwise 
at EI default event) and qualitative (e.g. fixed drop size 
ratio) prerequisites, and they can be converted to MJha -
1cmh-1 value. A weakness of the commonly used 
empirical formula is that it presupposes the existence of 
precipitation data series dating back to several decades, 
and the correlation was tested on plot-sized areas. The 
erosion factor (R) is usually the average value of the data 
collected during several years. 
There are usually not any data (which would be 
detailed enough) available to calculate the rainfall 
erosivity factor, so a lot of alternative parameters were 
developed by using daily and annual precipitation data 
to substitute the value of the R factor. These parameters 
are typically such indices that are related to smaller 
areas, and they are used at the maximum of meso-level. 
They often show as good correlation with soil erosion as 
the R index (eg. Fournier p²/ P index, REM index Lal's 
Aim index, P/St universal index) (Fournier, 1960; 
Arnoldus, 1980; Daidato, 2007; Onchev, 1985; 
Sauerborn et al., 1999; Renard et al., 1994 - Table 2). 
These indices also show at least as strong a correlation 
with the rainfall erosivity index as the E xI30 calculated 
by Wischmeier. The rainfall erosivity factor (R) was also 
estimated by using other precipitation data, but they 
usually did not live up to the expectations (eg. Deumlich 
et al., 2006). 
The result of the large number of measurements is 
that there is not a one and only sure method of 
calculating the rainfall erosivity factor due to the large 
number of active components and their plot-specific 
nature (although it would be important in order to 
estimate soil erosion, for example). Measuring soil 
Table 2 A compilation of alternative methods of calculating rainfall erosivity 
Authors 




F = p2/P, where p is mean monthly precipitation, 
and P is mean annual precipitation 
Fournier Index 
Arnoldus, 1980 
MFI = ∑12i=1 pi2/P, where pi is mean monthly 
precipitation, and P is mean annual precipitation 
Modified Fournier Index 
Onchev, 1985 
R = P/St, where P is > 9.5 mm rainfall intensity, St 
is the time of a > 0.18mm/min rainstorm 
Universal Precipitation Event Index / 
Universal Index for Calculating Rainfall 
Erosivity 
Renard – Freimund, 1994 
R = 0.07397 F1.847  
R = 95.77 – 6.08 F + 0.477 F2  
F<55mm 
F>=55mm 
Sauerborn et al., 1999 Rs = - 33.2 + 2 x FIMs (r2 = 0.64) Fournier Index with summer months 
FAO – Colotti, 2004 R =a x MFI + b 
a and b are two regionally defined 
parameters 
Deumlich et al., 2006 
R = - 12.98 + 0.0783 x P, where P is annual 
precipitation 
Mean annual precipitation 
Diodato – Bellocchi, 2007 Rm = b0 x [pm (f(m) + f(E, L)]b1 Rm is based on monthly precipitation 
Eltaif et al., 2010 R = 4x 10-6xF3.5874 Monthly precipitation data 
Hernando – Romana, 2015 
R = 0.15 P, where P is annual precipitation data 
R = 2.51 F, where F is the Fournier Index 
R = 1.05 MFI, where MFI is the Modified Fournier 
Index 
>5-year-long simulation 
> 10-year-long simulation 
>10-year-long simulation 
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erosion requires an extensive collection of both spatial 
and temporal data (eg. 10-to-30-minute precipitation data, 
and a sufficient number of rain gauges, or pluviographs). 
As they often were and/or are available, a lot of methods 
were developed to estimate this factor by employing 
easily obtainable data (Table 2). The R factor was often 
introduced as an index that significantly correlates to soil 
erosion (Wischmeier, 1959; Wischmeier and Smith, 1978; 
Lo et al., 1985). Several alternative indices were also 
connected to rainfall erosivity. Most of these indices had 
a strong correlation with the Fournier Index that uses 
monthly and annual mean precipitation data (1960), 
which index assesses the extent of erosion by using the 
p2/P (average monthly/annual rainfall) correlation. The 
subsequent modification of the Fournier Index (MFI) 
defined an even stronger correlation, and it eventually 
showed its connection with soil erosion. 
Preparing soil erosion models requires such 
precipitation information that is very time-consuming and 
cost-intensive to obtain, and it is often without measurable 
benefits. The R value often correlates well with other 
readily available rainfall data in the long run. Of course, 
the result is usually also true: high erosivity rainfalls result 
in high R values. From the alternative calculations, the 
readily available monthly/annual precipitation data were 
investigated, a lot of researchers also used these data for 
extreme values, e.g. for >100 mm precipitation. Other 
researches preferred to have a greater number of rain 
gauges (>100) or excluded extreme values (eg. >1,000 
mm, exclusion of winter precipitation) in order to secure 
a strong correltaion between the MFI and the R index 
(typically 0.8) (Renard, 1997; van Dijk et al., 2002; 
Hernando 2015). 
STUDY AREA AND METHODS 
In our study the major changes of R were evaluated in Hun-
gary, as study area. The method we applied consisted of 
the following steps: 
Step 1: We calculated the R value on the basis of the 
10-minute rainfall data of 4 meteorological stations in 
Hungary (Szeged, Agárd, Pécs, Debrecen) as shown in 
Table 1, and we used the available data series from 1999 
to 2014. We calculated the Modified Fournier Index on 
the basis of mean monthly and mean annual precipitation 
data as shown in Table 2 for the same period. Then we 
calculated the correlation between the rainfall intensity 
(R) and the Modified Fournier Index (MFI) data series. 
Step 2: We calculated monthly and annual 
precipitation data by averaging the daily data of this century 
on the basis of the REMO and ALADIN regional models 
(Mezősi et al., 2013). These models did not provide 
detailed data on rainfall events, which could have helped to 
estimate the spatial and temporal changes of rainfall 
intensity. These average values were the raw data of the 
MFI values concerning certain intervals of this century. 
Step 3: We used the so-gained correlation between 
the R and the MFI to do the calculations for this century. 
By employing it as a linear relationship, we could 
estimate the R values as we also had knowledge of the 
MFI values of this century. In addition to the linear 
nature of the relationship calculated by FAO (which is 
also used in the study), other relationships can also be 
interpreted (Table 2). 
Step 4: We calculated the R values for the periods 
of 2021-2050, and 2071-2100. For both the near and 
the distant future, we prepared the average results as 
the average of every five years, then we visualized 
these data on maps. We edited the maps by kriging 
which was based on the data relating to the given 
settlements. The small number of data limits the 
preparation of statistical maps. This disadvantage is 
reduced by the nature of the results which were created 
to raise awareness about both time periods. It could not 
be calculated for the target data model limited of 
uncertainty, respectively. We did not aim at preparing 
a more accurate spatial and temporal estimation of 
rainfall intensity as it was restricted by the limitations 
and uncertainty of the computed model data, and the 
limited possibilities of the applied calculation. 
Applying the Gaussian process regression slightly 
improved the geostatistical method that had been based 
on little data. Practically it meant that elevation 
(despite the study area having relatively small 
elevation differences) as a supportive parameter was 
included in generating the pattern of the R factor when 
the maps were being produced (Goovaerts, 1999). 
RESULTS 
We calculated the correlation of the R factor with the 
data measured for the 1999-2014 period by applying 
the Modified Fournier Index (MFI) for a linear 
relationship, (Figure 1). More than three dozens of such 
rainfall events occurred during that period which were 
characterized by >12.7 mm of rainfall. The correlation 
was 0.74 which indicates a significant relationship 
between the two parameters as the limit is 0.4 with a 
1% probability. Hernando and Romana (2015) studied 
a smaller Spanish area with eight stations for a longer 
time period, and calculated a >0.8 correlation. It further 
strengthens the relationship between the R and the 
F/MFI/P that had already been proven by numerous 
researches earlier, however, it does not exclude further 
analyses.  
 
Fig. 1 The correlation between rainfall intensity (R) and the 
calculated MFI value on the basis of 10-minute data recorded 
from 1999 to 2014 
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Changes in rainfall intensity can also be studied 
annually. The annual results of the R value using 
simulated data increase in the 30-year time period. We 
give two examples of our calculations calculated by the 
average values of the REMO and ALADIN models 
between 2021 and 2050. These results demonstrate that 
intensity varies both spatially and temporally (Fig. 2). 
The initial values are characterized by 750 MJ/ha 
intensity, which is characteristic of the average values of 
the past 25 years (Panagos et al., 2014), and their increase 
is clearly observable from 2021 to 2050. Changes in the 
pattern of the R often follow the changes of relief (even if 
elevation differences are modest) and the changes in the 
amount of rainfall. The deviation of the R data shows a 
more significant change which is greater than the increase 
in the R values. Figure 2 represents the annual data disp-
laying this change. The uncertain, simulated basic data 
can be evaluated on the basis of the average values of 
longer time periods.  
Figure 3 displays the R values modeled for a nearer 
time period broken down by five years. The average 
figures for the short period support the fact that these data 
are not sufficient enough to reach an easily recognizable 
and well-established conclusion. However, when 
comparing to the average raw data of the 1961-1990 
interval that served as the base of our study, we can see 
that the R value usually differs positively. The changes do 
not exhibit regional trends though. Therefore, the average 
data of longer periods provide more reliable information. 
Changes in rainfall intensity can be obtained by 
using average model values. The comparison was related 
to the average value calculated for the years between 1961 
and 1990 which served as raw data. The regional climate 
models used in our study do not give the same known 
results when calculating the quantity of rain. The results 
of the models are, therefore, separately included (Table 
3), but regional conclusions were drawn on the basis of 
the average values. The rate of growth both in the 
proximal and distant intervals is significant, it is more 
than 50% of the current value. 
Compared to the raw data, the R value can as well 
be doubled, but it is not extremely high concerning Eu-
ropean data. Other European peak values of the R index 
exceed 4,000, while the maximum mean value is 1,500 
in Hungary. In addition, the environmental features and 
economic conditions of the Carpathian Basin are also 
remarkably different. This increase is in line with the 
projected growth of heavy rainfalls of >30 mm of 
rainfalls in the 21st century as the model results indicate. 
The increase of the mean R value can also be estimated 
locally. The joint calculations of the REMO – ALADIN 
models show the changes of mean values in Figure 4. 
The biggest change can be seen in the central and north-
western parts of the Carpathian Basin in this period. 
 
 
Fig. 2 Rain intensity values in two years of the modeled time period from 2021 to 2050 
 
Fig. 3 Changes in the R value compared to the raw data of the 1961-1990 period 
Brought to you by | EP Ipswich
Authenticated
Download Date | 1/4/17 9:25 AM
 Estimation of the changes in the rainfall erosivity in Hungary 47 
 
 
DISCUSSION AND CONCLUSION 
According to earlier analyses, the rainfall intensity index of 
the Carpathian Basin increased in the summer over the past 
100 years (Lakatos et al., 2011). Based on the modeled 
characteristics of different climate change scenarios (eg. the 
number of rainy days, >30 mm of rainfalls), the previously 
mentioned growth characterizing the summer is not likely 
to continue, but the annual intensity is likely to increase due 
to fewer but heavier, more intense rainfall events (Tables 4 
and 5). The amount of precipitation will not become less, 
but its annual distribution will be rearranged. The 20% 
reduction in summer precipitation will be compensated by 
the increase in winter precipitation, but the growing number 
of more intensive rainfalls indicates an increase in rainfall 
intensity. 
In order to estimate the R value for this century, we 
used the Modified Fournier Index. We could reveal a 
significant correlation between the R and the MFI by using 
the precipitation data of the past nearly 30 years. By 
applying this trend and the data provided by the model 
results, we calculated a 50-80% increase in rainfall 
intensity for this century. Yet, the estimated 1,000-1,500 
MJ/ha increase in intensity significantly lags behind the 
maximum values (5,000 to 6,000 MJ/ha) of certain regions 
in Italy, Croatia, or Slovenia (as well as western Scotland 
and southern Spain) (Panagos et al., 2014). The estimated 
value of R concerning Hungary comes near to the 
contemporary mean R values (1,300-1,600 MJ/ha) of the 
previously mentioned countries. Of course, it must be taken 
into account that the Carpathian Basin is characterized by 
very different environmental features and land use. 
One of the most obvious effects is how the 
increasing precipitation intensity influences agriculture. 
In order to measure it (either on model or standard 
Hungarian levels), versions of the Wischmeier-Smith 
formula (EPIC, USLE, RUSLE, etc.) are used the most. 
Although they operate with 5-7 variables, rainfall 
intensity (R) is the one that affects the extent of soil 
erosion the most. In terms of the extent of soil erosion, 
slope length, steepness, soil type are also sensitive 
parameters, but they can be considered stable at this 
scale. Land cover is also susceptible to the extent of soil 
erosion. In our case, however, the change should be a 
consequence rather than the cause of soil erosion growth. 
A change in land cover/land use could be a point of 
intervention which could help reduce the extent of 
erosion. Calculating the extent of soil erosion is not easy 
because the critical period from May to September. The 
climate data provided by the models predict greater R 
values and greater erosivity values in the long run 
despite decreasing summer precipitation. Apart from the 
rainfall erosivity factor, the extent of soil erosion is also 
regulated by terrain-, soil-, and land-cover-related data. 
The complexity of the system means that the conclusions 
drawn from the R data can only be considered as the 
mean values of longer periods, but the consequences of 
their possible effect may be useful to provide support for 
regional development. 
Table 3 Changes in the R value compared to the base period (1961-1990) 
 ALADIN REMO 
 2021- 2050 2071-2100 2021- 2050 2071-2100 
Mean +60.45 % +50.99 % +51.93 % +53.17 % 
Minimum +41.38 % +28.79 % +27.86 % +29.81 % 
Maximum +90.37 % +72.61 % +82.11 % +86.19 % 
     
 
Fig. 4 The increase of the mean R value for the years 2071-2100 as calculated with REMO–ALADIN data 
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On the basis of our results, it is necessary to provide 
more reliable and accurate raw data to define the R value (eg. 
using the ENSEMBLES model), and to further investigate 
soil erosion by applying vegetation change scenarios. 
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Table 4 Changes in the amount of annual precipitation in mm compared to the base data of the 1961-1990 period as calculated by the 
REMO and ALADIN models (Szabó et al., 2011) 
Period Annual mean Spring Summer Autumn Winter 
2021-2050 -1 to 0 -7 to +3 -5 +3 to +14 -10 to +7 
2071-2100 -5 to +3 -2 to +2 - 26 to -20 +10 to +19 -3 to +31 
 
Table 5 Changes in precipitation and temperature compared to the base data of the 1961-1990 period as calculated by the REMO and 
ALADIN models (Blanka et al., 2013) 
Parameter 
The extent of change compared to the mean values of the 1961-1990 period 
REMO 2021-2051 ALADIN 2021-2051 REMO 2071-2100 ALADIN 2071-2100 
Precipitation (mm/year) -42.6 – 58.5 -31.6 – 53.1 -16.5 - 101 -21.4 - (-84.2) 
Temperature (°C/year) 1.2 – 1.5 1.7 - 2 3.4 – 3.7 3.4 – 3.7 
RR> 30 mm (day/year) 0.7 – 1.0 0.6 – 1.2 1.0 – 1.5 0.9 – 1.3 
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Abstract 
Hyperspectral remote sensing combined with advanced image processing techniques is an efficient tool for the identification of 
agricultural crops. In our study we pursued spectral analysis on a relatively small sample area using low number of training 
points to examine the potential of high resolution imagery. Spectral separability measurements were applied to reveal spectral 
overlapping between 4 crop species and for the discrimination we also used statistical comparisons such as plotting the PC 
values and calculating standard deviation of single band reflectance values on our classes. These statistical results were proven 
to be good indicators of spectral similarity and potential confusion of data samples. The classification of Spectral Angle Mapper 
(SAM) had an overall accuracy of 72% for the four species where the poorest results were obtained from the test points of garlic 
and sugar beet. Comparing the statistical analyses we concluded that spectral homogeneity does not necessarily have influence  
on the accuracy of mapping, whereas separability scores strongly correlate with classification results, implying also that 
preliminary statistical assessments can improve the efficiency of training site selection and provide useful information to specify 
some technical requirements of airborne hyperspectral surveys. 
Keywords: hyperspectral remote sensing, Spectral Angle Mapper, spectral separability measurements, agricultural monitoring
INTRODUCTION 
High resolution aerial and satellite spectrometers 
opened new horizons for the computer-assisted analy-
sis of land cover. Hyperspectral remote sensing tech-
niques are not only used for identifying minerals, soils 
and urban surfaces, but they also constitute a powerful 
tool for the mapping of vegetation and natural habitats. 
Chlorophyll and other biochemical components have 
their very specific spectral characteristics, like absorp-
tion bands or the the red edge in the near-infrared wave-
length region, thus reflectance curves can be accurately 
classified if the spectral sampling of the data is subtle 
enough to detect these features. 
Agricultural parcels are widely used for the calibra-
tion and testing of image processing tools as the spatially 
separated and homogeneous blocks of crops can be eas-
ily identified both on the images and in the field surveys. 
There are a high number of scientific papers that deal 
with the spectral analysis of different vegetation parame-
ters, natural habitats and agricultural plants (Visi-Rajczi 
et al., 2012; Burai et al., 2014; Kertész et al., 2014; Lausch 
et al., 2015). For example, advanced machine learning al-
gorithms were employed for the detection of mixed pixels 
of weeds by Moshou et al. (2001), and Liu et al. (2010) 
were also using vector quantization for the mapping of 
fungal plant infections. The scope of environmental appli-
cations includes floodplains and saline soils (Burai 
andTomor, 2011; Kardeván et al., 2003), laboratory meas-
urements for the estimation of various biochemical pa-
rameters (Lausch et al., 2016) and the monitoring of plant 
diseases (Liu et al., 2010; Visi-Rajczi et al., 2012). 
In our study we focused on some basic statistical 
approaches to estimate the separability and the classifi-
cation accuracy of crops based on hyperspectral aerial 
photography. Conclusions derived from our results can 
be used for the improvement of field surveys, feature and 
noise reduction and the preliminary planning of aerial 
photography campaigns. 
BACKGROUND 
The so called curse of dimensionality is a significant ob-
stacle to hyperspectral data interpretation, the large num-
ber of data bands combined with data noise and limited 
training areas can lead to poorer classification accuracy 
(Landgrebe, 2003). A possible way to mitigate this risk 
is either to improve the ground truth data set or to per-
form feature reduction (i. e. principal component trans-
formation). In order to test the training pixels we can cal-
culate spectral separability indices that indicate the over-
lappings between classes. Both Jeffries-Matusita and 
Transformed divergence algorithms were proven to be 
efficient tools for the evaluation of vegetation, soil and 
other land cover training sites (Büttner et al., 1988; Met-
ternicht and Zinck, 1998; Ustin et al., 2009). 
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Another way to present spectral similarities is to 
plot image data to a 2 dimensional feature space where 
pixels are usually arranged in a triangle of soils, water 
surfaces and vegetation (Tobak et al., 2012). 
The elaboration of ground survey is crucial for 
the agricultural applications of remote sensing, some 
studies show that adding biochemical and soil param-
eters increases mapping accuracy on high resolution 
imagery (Burai, 2006). Hence, the limitation of 
ground truth data is a serious constrain for the classi-
fications which can be mitigated using non-parametric 
methods that are less sensitive to small deviations, 
like the SAM (Burai et al., 2010). 
STUDY AREA 
The geographical region of our study, the flood plain area 
called Tápai-rét is situated in southeastern Hungary, at the 
outskirts of the city of Szeged, over the confluence of riv-
ers Tisza and Maros (Fig. 1). The landscape is mainly 
characterized by cultivated agricultural land and parcels 
of various sizes and settlements of scattered farmsteads. 
Due to its small differences of elevation and the remarka-
ble diversity of crops Tápai-rét is an ideal site to examine 
spectral discrimination techniques.  
 
Fig. 1 The geographical location of the study area 
Land use in Hungary is usually dominated by 
smaller agricultural parcels and it is also true for the 
Tápai-rét area where a great part of the territory belongs 
to the irregular network of farm. The mosaic of small and 
diverse parcels imposes an obstacle to field surveys and 
significantly limits the number of available training points 
for the crops.  
DATA AND METHODS  
Hyperspectral imagery were acquired in September 
2010 using the airborne spectrometer of AISA. Reflec-
tance values were recorded on 359 spectral bands be-
tween the wavelength of 0.4 and 2.4 micrometers with 
a spatial resolution of 1.5 metres. Some of the bands 
contained significant amount of noise, the values for 
these wavelength regions were left blank on the reflec-
tance curve diagram (Fig. 2). Around 120 spectral 
bands were removed based on their spatial autocorrela-
tion values, however, we kept all the data from the re-
gion between 400 and 900 nanometers as these reflec-
tance values are the most informative about vegetation 
characteristics. 
 
Fig. 2 Average spectra of the four crop species 
We used online cadastral maps (Fig. 3) and the ex-
pertise of local farmers to collect ground truth data about 
the crops. The online map contains the 5 digit ID num-
bers for each parcel that are connected to the ownership 
information, the database is managed and regularly up-
dated by the Hungarian Cadastral Office.  
 
Fig.3 The online cadastrial map of the study area 
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An accurate method to verify the selection of 
training points is the calculation of spectral separabil-
ity. Formulas like the Jeffries-Matusita or the Trans-
formed Divergence distance show index values on a 
scale of 0 to 2 where 0 refers to complete overlapping 
and 2 indicates perfect separability. These calculations 
are based on the comparison of reflectance or other data 
values within a certain range. However, it is essential 
to have more training points than the dimensionality, or 
in other words, the number of the spectral bands. In or-
der to meet this criteria, feature reduction of the hyper-
spectral imagery is required if the set of data samples 
cannot be extended. For this purpose, in our study we 
performed a principal component transformation, 
where the first few transformed data bands contain 
most of the spectral information with a reduced degree 
of noise.  
Another important aspect of the training site se-
lection is the spectral homogeneity of the pixels. It can 
be affected by some possible spatial autocorrelation, 
the presence of noise, and also the heterogeneity of the 
examined land cover features. We selected spatially di-
verse training areas for the better characterization of 
our classes and to avoid the use of pixels with similar 
traces of noise. Standard deviation was calculated for 
single spectral bands both from the visible (550 nm) 
and the near-infrared region (900 nm). 
The Spectral Angle Mapper (SAM) algorithm 
was applied for the classification which is considered 
as a relatively simple spectral statistical method as it 
calculates only the average of the sample spectra and 
the vector angle deviations of the individual test 
points, measured by the milliradian. Our goal was to 
compare the results of this non-parametric classifier 
with the values obtained from the training site image 
statistics. 
RESULTS 
Spectral separability measurements 
 
To examine the possible spectral overlappings be-
tween the classes we performed spectral separability 
measurements. Jeffries-Matusita (JM) and Trans-
formed Divergence (TD) indices have proven to be 
powerful tools for the evaluation of training areas 
(Metternicht and Zinck, 1998; Ustin et al., 2009; To-
bak et al., 2013). Since these calculations require 
more spectral samples than the number of the input 
bands, we used a principal component transformation 
to reduce data dimensionality. Separability values 
were measured on the first two PC bands for the four 
crop classes (Table 1).  
The TD index happened to be less sensitive to the 
overlappings than the JM, however, the results are in 
agreement as the ranking of the classes is the same, 
medick is completely separable from the rest of the 
species, while a high extent of spectral similarity oc-
curs between the pixels of the other 3 classes, espe-
cially in the case of those of garlic and sugar beet.  
 
Table 1 Jeffries-Matusita (JM) and Transformed Divergence 
(TD) indices based on the values of the first two Principal 
Component bands 
 Medick Corn Garlic Sugar beet TD 
Medick 0 2 2 2 Medick 
Corn 2 0 1.08 0.58 Corn 
Garlic 2 0.78 0 0.27 Garlic 
Sugar beet 2 0.53 0.26 0 Sugar beet 
JM Medick Corn Garlic Sugar beet  
 
Scatter plot visualization 
Spectral classes can be visualized by plotting the pixel val-
ues of certain image bands, in our study we used the first 
two principal component bands to illustrate the relative po-
sitions of the pixel groups in the spectral space and indi-
cated denser areas with lighter colour shades (Fig. 4). The 
elements of 2 dimensional plots usually form the shape of 
a triangle when studying imagery of a natural landscape 
where the three endmembers are vegetation, water and soil 
surfaces (Mucsi and Henits, 2011; Tobak et al., 2012). The 
scatter plot of our study area has the pixels of medick in the 
upper left corner, separated from the other crops which are 
closer to the brighter central region where most of the veg-
etation data points are located, thus confirming the findings 
of the separability measurements. In comparison, grassland 
pixels from the external regions of the original aerial pho-
tography can be found scattered below the main line of veg-
etation, water and some shaded surfaces are situated in the 
upper right corner of the triangle, while soils and concrete 
are in the bottom (Fig. 4). 
 
 
Fig.4 Crops featured on the scatter plot of the first two2 PC 
bands 
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Homogeneity analysis 
The outcome of the supervised classification is affected 
by the homogeneity of the training areas, therefore we an-
alysed the standard deviation of reflectance values per sin-
gle spectral bands (Table 2), where data from the visible 
range (550 nanometres), from the near infrared (900 nm), 
and one band from the short-wavelength infrared (SWIR) 
region (2100 nm) were used. 
Reflectance values were found more homogeneous 
in the visible and in the SWIR wavelength regions, while 
there is a significant increase of the standard deviation at 
the near infrared light range that can be explained with the 
individual characteristics of the plants’ spectral red edge. 
Corn shows relatively low heterogeneity compared to the 
other three species, however, these values depend not only 
from the spectral features of the vegetation, but also from 
the spatial distribution and the noise content of pixels. 
Table 2 Standard deviation of reflectance values per single bands 
Wavelength Medick Corn Garlic Sugar beet 
550 nm 0.0090 0.0031 0.0067 0.0037 
900 nm 0.0394 0.0235 0.0357 0.0337 
2100 nm 0.0068 0.0041 0.0068 0.0062 
 
SAM classification 
The SAM classification was performed without any spec-
tral angle threshold specified to have more information on 
misclassifications between our crop classes. Table 3 
shows the confusion matrix of the result, where columns 
represent the ground truth points (15 items per class) and 
rows display the classified pixels. 
The two approaches of classification accuracy meas-
urement (Users’ and Producer’s Accuracy) show more or 
less the same results on the reliability of identification. 
The overall accuracy of the mapping is on an acceptable 
level (72%), however, significant differences can be ob-
served between the results of certain classes. The worst 
performance was in the category of sugar beet, where the 
slight majority of control pixels where misclassified. 
Also, the highest extent of confusion was registered be-
tween sugar beet and garlic. 
Figure 5 presents the spatial distribution of the 4 
classes on the true colour hyperspectral image. As it can 
be seen on the picture, the mapping categories of the crops 
rarely extend beyond the parcels, the SAM classification 
rather omitted to detect certain pixels of agricultural veg-
etation. The parcels of corn and medick are easily recog-
nizable, their mapping classes designate more or less ho-
mogenous bocks. On the other hand, in the case of the two 
western parcels there is a high level of misclassification, 
especially between the categories sugar beet, garlic, and 
corn, as it was predicted by the separability measure-
ments. 
 
Table 3 Confusion matrix of the SAM classification, indicating 
Users’ Accuracy (U. A.) and Producer’s Accuracy (P. A.) 
 Medick Corn Garlic Sugar beet U. A. 
Medick 15    100% 
Corn  12 1 3 75% 
Garlic   9 5 64% 
Sugar beet  3 5 7 47% 
P. A. 100% 80% 60% 47% 72% 
 
 
Fig. 5 The four SAM classes placed over the true colour image 
of the hyperspectral data: sugar beet (blue), garlic (red), corn 
(green), and medick (purple) 
 
DISCUSSION  
SAM classifier was proven to be an accurate technique for 
the spectral discrimination of most of the crop species, 
however, in the cases of spectrally less separable plants 
(sugar beet and garlic) classification results were signifi-
cantly poorer. The calculation of spectral angles has also 
the advantage that the outcome of the analysis is insensi-
tive to the level of illumination of the surface objects, thus 
shaded pixels will have a lower rate of misclassification 
(van der Meer, 2004; Lillesand et al., 2004; Kruse et al., 
1993). Some papers also suggest that SAM provides ac-
ceptable results on hyperspectral data when the number of 
training points is significantly limited (Burai et al., 2010; 
Tobak et al., 2012), although an increasing number of au-
thors prefers machine learning algorithms for advanced 
classifications and land cover mapping (Huang et al., 
2002; Lary et al., 2015).  
Our finding, that the Jeffries-Matusita distance is 
more sensitive to spectral similarities than Transformed 
Divergence has confirmed the same conclusions of Jensen 
1986. 
In his study Burai (2006) examined the spectral fea-
tures of similar plants (medick, corn, sugar beet, etc.) in a 
much larger study area, obtaining an overall mapping ac-
curacy of 85,5%. He argued that the use of an extended 
and more detailed ground truth database including soil pa-
rameters can significantly improve the reliability of clas-
sifications, which is in line with our conclusions. 
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CONCLUSION 
Our main goal was to compare classification results with 
some spectral statistical analyses we performed on the PC 
transformed data and on single spectral bands. Using 
spectral separability measurements we found two classes 
that show significant overlapping (sugar beet and garlic) 
what was also confirmed by the SAM accuracy results. 
Also, it was proven that spectral separability distances 
correlate with classification results, where a higher degree 
of spectral overlapping on the PC transformed data can 
lead to poorer accuracy even in the case of a high resolu-
tion hyperspectral dataset. We also examined the spectral 
homogeneity of training points and we concluded that the 
standard deviation values of the classes do not show a 
strong correlation with the classification’s outcome. 
As the SAM results resembled those of the separa-
bility distance calculations, we drew the conclusions that 
despite the possible data loss, principal component trans-
formation is an applicable tool for the identification and 
comparison of crops on high resolution imagery even 
when spectral differences are very subtle and the size of 
training areas is limited.   
Acknowledgement 
This research was supported by the European Union and 
the State of Hungary, co-financed by the European Social 
Fund in the framework of TÁMOP 4.2.4. A/2-11-1-2012-
0001 ‘National Excellence Program’. 
References 
Burai, P. 2006. Földhasználat-elemzés és növény-monitoring különböző 
adattartalmú és térbeli felbontású távérzékelt felvételek alapján 
(Land use analysis and vegetation monitoring using remote 
sensed images of different data content and spatial resolution). 
Agrártudományi Közlemények 2006/22 Különszám, 7–12. (In 
Hungarian) 
Burai, P., Tomor, T. 2011. Hiperspektrális felmérés eredményei az Ipoly 
Balassagyarmat és Ipolytarnóc közötti szakaszán (The results of the 
hyperspectral survey along river Ipoly between Balassagyarmat and 
Ipolytarnóc. In: A Bükki Nemzeti Park Igazgatóság természeti érté-
keinek kutatása I.: „Az Ipoly–vízgyűjtő vizes élőhelyeinek komplex 
felmérése, közösségi jegyzékeinek kidolgozása” Felsőtárkány, 
2011 (Conference book, in Hungarian). Online at: 
https://bnpi.hu/file/45/. 
Burai, P., Lövei, G. Zs., Lénárt, Cs., Nagy, I., Enyedi, P. 2010. Mapping 
aquatic vegetation of the Rakamaz-Tiszanagyfalui Nagy-morotva 
using hyperspectral imagery. Acta Geographica Debrecina 
Landscape & Environment, 4 (1), 1–10. 
Burai, P., Deák, B., Orolya, V., Lénárt, Cs. 2014. Mapping of Grass Spe-
cies Using Airborne Hyperspectral Data. In: Pfeifer, N., Zlinszky, 
A. (eds) Proceedings of the International Workshop on Remote 
Sensing and GIS for Monitoring of Habitat Quality, Vienna, 87–88. 
Büttner, Gy., Csillag, F., Mather, P. M. 1988. Spectral And Spatial 
Information Content Of Spot Data. In: Geoscience and Remote 
Sensing Symposium, 1988. IGARSS '88. Remote Sensing: 
Moving Toward the 21st Century. International; 10/1988 DOI: 
10.1109/IGARSS.1988.570172 
Huang, C., Davis, L. S., Townshend, J. R. G. 2002. An assessment of 
support vector machines for land cover classification. Internatio-
nal Journal of Remote Sensing 23, 725–749. DOI: 
10.1080/01431160110040323 
Jensen, J. R. 1986. Introductory digital image processing: A remote 
sensing perspective. Englewood Cliffs, NJ: Prentice-Hall. 
Kardeván, P., Vekerdy, Z., Róth, L., Sommer St.–Kemper, Th., Jordan, 
Gy., Tamás, J.,  Pechmann, I., Kovács, E., Hargitai, H., László, F. 
2003. Outline of scientific aims and data processing status of the 
first Hungarian hyperspectral data acquisition flight campaign, 
3rd EARSeL Workshop on Imaging Spectroscopy in 
Oberpfaffenhofen, 13-16 May 2003  
Kertész, P., Király, G.,Burai, P. 2014. Tree Species Mapping Using 
Airborne Hyperspectral Remote Sensing. In: Pfeifer, N., Zlinszky, 
A. (eds) Proceedings of the International Workshop on Remote 
Sensing and GIS for Monitoring of Habitat Quality, Vienna, 60–
62. 
Kruse, F. A., Lefkoff, A. B., Boardman, J.W., Heidebrecht, K.B., 
Shapiro, A. T., Barloon, J. P., Goetz, A. F. H. 1993. The 
spectral image processing system (SIPS) - Interactive 
visualization and analysis of imaging spectrometer data. 
Remote Sensing of Environment 44, 145–163. DOI: 
10.1016/0034-4257(93)90013-n 
Landgrebe, D. A. 2003. Signal Theory Methods in Multispectral Remote 
Sensing. John Wiley & Sons, Inc. 
Lary, D. J., Alavi, A. H., Gandomi, A. H.,Walker, A. L. 2015. Machine 
learning in geosciences and remote sensing. Geoscience Frontiers 
7, 3–10. DOI: 10.1016/j.gsf.2015.07.003 
Lausch, A., Salbach, C., Doktor, D., Schmidt, A., Merbach, I.,Pause, M. 
2015. Deriving phenology of barley with imaging hyperspectral 
remote sensing. Ecological Modelling 295, 123–135. DOI: 
10.1016/j.ecolmodel.2014.10.001 
Lausch, A., Bannehr, L., Beckmann, M., Boehm, C., Feilhauer, H., Hac-
ker, J. M., Heurich, M., Jung, A., Klenke, R., Neumann, C., Pause, 
M., Rocchini, D., Schaepman, M. E., Schmidtlein, S., Schulz, K., 
Selsam, P., Settele, J., Skidmore, A. K., Cord, A. F. 2016. Linking 
Earth Observation and taxonomic, structural and functional 
biodiversity: Local to ecosystem perspectives. Ecological 
indicators. DOI: 10.1016/j.ecolind.2016.06.22 (in press) 
Lillesand, T. M., Kiefer, R. W., Chipman, J. W. 2004. Remote Sensing 
and Image Interpretation (Fifth Edition).  John Wiley & Sons, Inc. 
Liu, Zh-Y., Wu, H-F., Huang, J-F. 2010. Application of neural networks 
to discriminate fungal infection levels in rice panicles using hy-
perspectral reflectance and principal components analysis. Com-
puters and Electronics in Agriculture 72, 99–106. DOI: 
10.1016/j.compag.2010.03.003 
van der Meer, F. D. 2004 Pixel-Based, Stratified and Contextual 
Analysis of Hyperspectral Imagery. In: de Jong, S. M., van der 
Meer, F. D. (eds) Remote Sensing Image Analysis: Including the 
Spatial Domain, Dordrecht, Springer Academic Publishers, 153–
180. 
Metternicht, G. I., Zinck, J. A. 1998. Evaluating the information content 
of JERS-1 SAR and Landsat TM data for discrimination of soil 
erosion features. ISPRS Journal of Photogrammetry & Remote 
Sensing, 53, 143–153. DOI: 10.1016/s0924-2716(98)00004-5 
Moshou, D., Vrindts, E., De Ketelaere, B., De Baerdemaeker, J., Ramon, 
H. 2001. A neural network based plant classifier. Computers and 
Electronics in Agriculture 31, 5–16. DOI: 10.1016/s0168-
1699(00)00170-8 
Mucsi, L. Henits, L. 2011. Belvízelöntési térképek készítése közepes fel-
bontású űrfelvételek szubpixel alapú osztályozásával (Mapping 
inland excess water using subpixel classification of middle reso-
lution satellite images) Földrajzi közlemények 135(4), 365–378. 
(In Hungarian). 
Tobak, Z. 2013. Urban surface analyses using high temporal and spectral 
resolution aerial imagery. PhD theses, University of Szeged, Hun-
gary.  
Tobak, Z., Csendes, B., Henits, L., van Leeuwen, B., Szatmári, J., Mucsi, 
L. 2012. Városi felszínek spektrális tulajdonságainak vizsgálata 
légifelvételek alapján (Spectral analysis of urban surfaces using 
aerial photography) In: Lóki, J. (ed) Az elmélet és gyakorlat talá-
lkozása a térinformatikában III, Debrecen, 413-420. ISBN:978-
963-318-218-5 (In Hungarian:). 
Ustin, L. S., Valko, P. G., Kefauver, S. C., Santos, M. J., Zimpfer, J. F., 
Smith, S. D. 2009. Remote sensing of biological soil crust under 
simulated climate change manipulations in the Mojave Desert. 
Remote Sensing of Environment 113, 317–328. DOI: 
10.1016/j.rse.2008.09.013 
Visi-Rajczi, E., Burai, P., Király, G., Albert, L. 2012. Ecological 
Characterization of the green areas in Sopron by Plant Chemical 
Analysis and Hyperspectral Recording. In: The Impact of 
Urbanization, Industrial and Agricultural Technologies on the 
Natural Environment: International Scientific Conference on 
Sustainable Development and Ecological Footprint. University of 
West Hungary, Sopron. ISBN 978-963-334-047-9 
 
Brought to you by | EP Ipswich
Authenticated
Download Date | 1/4/17 9:25 AM
