Introduction
When we think about limits, derivatives and other constructions commonly employed in calculus we often do it in intuitive terms. We manipulate "dx", "dy" and the like as they were algebraic objects, with ease. Nevertheless, when it comes to formalize these entities mathematically the definition usually employed is the oneà la Cauchy: derivatives and limits become analytic constructions relying on the mantra "the more you go further, the more this quantity will get near to this other one". As an instance, take the usual undergrad textbook definition of limit for a succession, originally given by Weierstrass: We all know what this definition tries to capture: It does not matter how small ε is, for every ε you pick at some point the distance between s n and l will consistently be less than ε, and hence we can say that s n gets "closer and closer" to l. We would be tempted to say, then, that s n becomes infinitesimally close to l but we can't, since we have no notion of what "infinitesimal" really means: This concept has to be relegated to our intuition. In practice, this means that one has to deal with a lot of ugly inequalities, moving out from the comfortable and reassuring world of pure algebra (I'm pretty sure this is the main reason why people that hate calculus hate calculus).
Definitions such the one above work nicely for a plethora of applications, and this is clearly proved by the fact that calculus is probably the most popular tool in the history of Science. Nevertheless, not having any way to explicitly talk about infinities and infinitesimals becomes a problem when, say, one has to work with compositional features of a model.
To better explain this, we consider an example from Categorical Quantum Mechanics (abbreviated CQM). In this framework there are some very important tools that are called Frobenius algebras. It is not important at this point to know what they do or why they are useful, what is important is that, in a Hilbert space H , to have Frobenius algebras the sum ∑ n 1 e i | has to be part of H , where n is dim H and |e i are vectors of an orthonormal basis. Obviously using the standard definition of sum and limits this object does not belong to H unless its dimension is finite (since that sum is divergent), and because of this 2 The construction of ⋆ R In logic there is a very famous theorem called compactness theorem. What it says goes more or less like this: If Σ is a set of statements such that every finite subset Σ ′ of Σ has a model (that is, some mathematical structure in which all the statements in Σ ′ are true), then Σ has a model itself. Now, suppose that Σ is the set of all statements that are true for real numbers, plus the statements 0 < ε, ε < 1, ε < 1 2 , ε < 1 3 , , . . .
Using the compactness theorem we can infer that Σ has a model, call it ⋆ R, that will be an ordered field in which the element ε is an infinitesimal, that is, something greater than zero but smaller than any real number. We also get that statements in ⋆ R "formulated in the right way" will hold if and only if they hold in R. This last sentence has been intentionally expressed in a murky way, and one of the objectives of this document is to understand what it precisely means. Albeit the compactness theorem is what makes non-standard analysis ultimately work, extending the real numbers using this approach has a great disadvantage: We get a model of the reals containing infinities and infinitesimals, but in a non-constructive way. What we will do, instead, is to constructively build the extended real numbers ⋆ R, using mathematical tools called ultraproducts. The experienced logician will be aware that, in practice, what we will do amounts to re-proving the compactness theorem in a more specialized setting that suits our need. But in order to proceed with this construction, we have to figure out first what real numbers really are.
Structure of R
There are many definitions of real numbers, all equivalent. We here state some of them, with which the reader may be familiar:
• A real number is something that can be expressed as an infinite decimal expression. As an instance,
The set of all such numbers is called R.
• A real number is an element of a field R that is:
-Ordered, meaning that there is an order relation ≤ compatible with the field operations of R; -Complete, meaning that every non-empty set S ⊆ R with an upper bound 1 has a supremum 2 .
This notion identifies R uniquely since it can be shown that two ordered complete fields are always isomorphic.
• Given a sequence p 1 , p 2 , . . . , p n , . . . , we say that it is a Cauchy sequence if lim i, j→∞ |p i − p j | = 0. This is nothing more than the usual definition of Cauchy sequence seen in undergrad calculus. Now consider the set of all the Cauchy sequences of rational numbers (call it Q), that is, all the Cauchy sequences in which p i ∈ Q for every i. Given two sequences p 1 , p 2 , . . . , p n , . . . , s 1 , s 2 , . . . , s n , . . . , we say that they are equivalent if lim n→∞ |p n − s n | = 0 meaning that two sequences are equivalent if they approach the same limit. It can be shown that the definition above is an equivalence relation on Q. The equivalence classes of this relation can be endowed with an ordered field structure that is complete, and this again characterizes R since we already said that two complete ordered fields are isomorphic. Note that in this approach two equivalent Cauchy sequences define the same real number.
As we already mentioned, it can be proved that all the definitions above are equivalent, but the reader can already appreciate some differences: The third one is constructive, while the second one is not. We will extend R with infinities and infinitesimals following steps similar to the ones in the third construction, starting with sequences of real numbers and quotienting them in an opportune way. The next section is about finding what this opportune way is.
TBD

Comparing Sequences
In the last subsection we said that we begin our construction considering sequences of real numbers. If r is a sequence, we will indicate with r n the n-th element of the sequence, that is of course just a real number. Given two sequences r, s, we want to find some criterion to compare them. Intuitively, one way to go is to say that r, s are equivalent if they agree on a large number of elements, that is, if the set E r,s := {n ∈ N : r n = s n } is large, whatever this means. Since we want this notion of equivalence to define an equivalence relation, we can already state some properties we want this notion of "bigness" to have:
• N has to be large, this is because our equivalence relation has to be reflexive, and clearly E r,r = N;
• Equivalence relations are transitive. This means that if E r,s and E s,k are large, also E r,k has to be large. But E r,k contains E r,s ∩ E s,k , and hence the property we are looking for is
If A, B are large and A ∩ B ⊆ C, then C is large.
In particular this means that the set of large sets is closed for intersection and supersets, meaning that
If A, B are large and A ⊆ C, then A ∩ B and C are large.
• / 0 cannot be large: Every other set K ⊂ N has the property / 0 ⊆ K, so if / 0 were to be large every subset of N would be large, making our equivalence relation trivial.
Remark 2.1. The first notion of largeness that comes to mind is to say that a set L is large if it is cofinite, meaning that its complement N − L is a finite set. Unfortunately this notion does not work well: What we want ultimately do is to take our extension of the real numbers to be the sequences of reals quotiented by the equivalence relation we are defining. Moreover we want this extension to be totally ordered, meaning that given two equivalence classes of sequences r, s it is always From this remark we deduce that we have to impose an extra requirement, namely that Given a set A, either A or N − A is large.
We can immediately infer that if we require this A and N−A cannot be both large, otherwise A∩N−A = / 0 would be large as well.
The experienced reader will already have noted that our requirements to define what largeness is match the definition of ultrafilter. This is indeed the tool we are going to use.
Ultrafilters
After the discussion in the last section we are able to formally state what we want. Definition 2.2. Let I be a nonempty set, and denote with P(I) its powerset (the set of all subsets of I). A filter on I is a nonempty collection F of subsets of I (that is, an F ⊆ P(I)) such that
• If A, B ∈ F , then A ∩ B ∈ F (F is closed with respect to intersections);
• If A ∈ F and A ⊆ B ⊆ I, then B ∈ F (F is closed with respect to supersets). Moreover, a filter F is called ultrafilter if it satisfies the additional condition For any A ⊆ I, it is A ∈ F or I − A ∈ F . Note that a filter containing / 0 coincides with P(I). Thus, we call F proper if / 0 ∈ F . Example 1. The powerset P(I) of any nonempty set I is a filter (the trivial one, if you want) but not an ultrafilter. Example 2. The cofinite (or Fréchet) filter, briefly discussed in the previous subsection in the case of natural numbers, is defined as
This is a filter but not in general an ultrafilter, as we have already seen in the previous subsection. Example 3. The set {I} is an ultrafilter. Note that I is an element of every filter because of the superset closure, hence {I} is the smallest filter on I. Example 4. The principal ultrafilter generated by an element i ∈ I, defined as We will use this theorem later, so keep it in mind.
Construction of ⋆ R
Now we developed enough stuff to really begin our journey. As we said, we start from sequences of real numbers. Since a sequence (r 1 , r 2 , . . . ) of real numbers can be seen as a function N → R and viceversa, we can denote with R N the set of all such sequences. We will usually denote with r the sequence (r 1 , r 2 , . . . ) (mnemonic rule: unless otherwise specified, such as in "r ∈ R", if r has a subscript it's a real, otherwise it's a sequence of reals!), and with r the constant sequence (r, r, . . . ) for r ∈ R.
The first thing we want to do is to endow R N with a ring structure. Given sequences r, s we can define
is a commutative ring, with zero 0 = (0, 0, . . . ), unity 1 = (1, 1, . . . ) and addictive inverses −r = (−r 1 , −r 2 , . . . ) for every r. It is not a field since (0, 1, 0, 1, . . . ) ⊙ (1, 0, 1, . . . ) = 0 and so there are non-zero sequences that do not possess multiplicative inverses.
Our aim is to turn this ring into an ordered field. As espected, we will reach our goal quotienting (R N , ⊕, ⊗) by an ultrafilter on the natural numbers. We will show in a bit that we need this ultrafilter to be non principal to get infinities and infinitesimals from our extension. 
When r ≡ s we say that r and s agree almost everywhere modulo F . Borrowing some logical notation the set {n ∈ N : r n = s n } can be denoted as [[r = s]], and can be thought as a measure of the extent to which "r = s" is true. Quotienting R N by F can be tought as collapsing this measure into a binary one: r, s agree "enough to be equal" or they do not. The notation [[r = s]] is utterly convenient to generalise this procedure to statements other than equality, as an instance setting
Since ⊕, ⊙, < are well-behaved with respect to ≡, we can extend these operations to the quotient R N /F . We denote with [r] an element of R N /F , that, being an equivalence class modulo F , is the set of all r ′ ∈ R N such that r ≡ r ′ . We set . We now have to check that the order relation
are disjoint sets and that their union is the whole N, the conclusion follows from a general property about ultrafilters (easy to prove!):
There are still some trifles to prove (like that the set of
is closed under addition), that are left to the reader. From now on, the ordered field R N /F will be denoted with ⋆ R and called the set of Hyperreals (equivalently, Non-standard reals).
Importantly, we can send every real number r ∈ R to the equivalence class [r] ∈ ⋆ R, where r is the constant sequence (r, r, . . . ). This correspondence is a ordered field homomorphism, and so we can regard R as a subfield of ⋆ R: This tells us that the latter is an extension of the former in the "intuitive" sense. The common notation to define an element of ⋆ R that corresponds to some r ∈ R is ⋆ r. That is, ⋆ r = [r].
What about F ?
We built the hyperreal numbers as a quotient by some non principal ultrafilter F . But which one? What if we have multiple choices of F ? Is there a right one to pick?
The answer to this question is it doesn't matter: If we assume the continuum hypothesis it can be proved that all the quotients of R N by a non principal ultrafilter are isomorphic as ordered fields, and this is why we left the choice of F completely undetermined.
The continuum hypothesis is an important conjecture about cardinality of sets, and it has been proved by Paul Cohen that this conjecture is indecidable in the usual Zermelo-Fraenkel-Choice formalization of set theory. In particular, assuming it is true or not does not produce any contradiction, so it is up to us to decide if we want it or not in our axiomatization of set theory. Clearly we do, and in this way the problem of picking the right ultrafilter for our construction vanishes completely.
Infinities and infinitesimals
Let ε be the sequence (1, If F is non principal, it contains all the cofinite sets.
From this we infer that [[ε < r]] ∈ F for every positive real r, and hence we conclude that [ε] is a positive infinitesimal. We can generalize this to define negative infinitesimals in the obvious way, and we will refer to infinitesimals in general when we do not specify a sign. If we set If r is a sequence that converges to zero, using the strategy above we can easily check that [|r|] is an infinitesimal in ⋆ R (note that, however, it is not guaranteed that [r] = [ε]: there are many different infinities and infinitesimals in ⋆ R!). Similarly, if r → ∞ then [r] is unlimited, so the notion of infinities and infinitesimals in our extension ⋆ R captures the intuitive concepts of infinity and infinitesimal that we know from undergrad calculus.
Moreover, infinities (that from now on we will prefer to call "unlimited quantities") and infinitesimals are elements of ⋆ R, and hence we can multiply them, sum them etc. Their arithmetic will be explored in detail later. TBD 2.7 Extending sets, functions, relations Remark 2.7 . For all the definitions given below one has to check that they are well defined, in the sense that they do not depend on the choice of representatives in an equivalence class [r] ∈ ⋆ R. This is indeed the case and verifying it can be a useful exercise.
If A is a subset of R, we can consider the set ⋆ A defined by
We can also extend functions f : A → R. To do this, for each [r] ∈ ⋆ A define
. We need to do this because [r] ∈ ⋆ A means that r ∈ A almost everywhere, and hence there could be some r n of the sequence r that is not in A, on which f is not well defined. With the definition above we formally set f to 0 on these elements. Notice moreover that if r is a real number in A, then ⋆ f ( ⋆ r) = ⋆ ( f (r)): f and ⋆ f agree on the real numbers. For this reason it makes sense to drop the ⋆ symbol to denote the extension, and this is what we will do for most functions. As an instance, we will use x 2 both to denote the usual function R → R and its extension ⋆ R → ⋆ R. Note in particular that a sequence is a function s : N → R, hence we can extend it to an hypersequence s : ⋆ N → ⋆ R: We can now look which values it assumes at infinite since this corresponds to just unlimited numbers in ⋆ N. This is exactly what we will use to calculate limits.
Finally, we can extend real k-ary relations: A real k-ary relation P is nothing but a subset of R k , and hence we can set
It is easy to see that the previous extensions are just particular cases of this one: A set A ⊆ R is just an unary real relation and every function f : A → R can be identified with the relation {(a, r) : f (a) = r}. You can check that extending sets and functions seeing them as relations gives us the same results we got performing the extension directly.
The transfer theorem
The transfer theorem (also called transfer principle, according to your taste) is what tells us which properties get preserved from statements on standard sets, like N, R etc. to their extensions ⋆ N, ⋆ R, . . . . Up to now we built our stuff "manually", having to verify every time some things: Namely, we said that some property held for a [r] if it held almost everywhere on its components, that is, if the set of the r n for which the property held in the "standard" universe was in the ultrafilter F . Clearly this ain't an easy way to do mathematics since at every step lots of conditions have to be checked and verified. The transfer theorem can be seen as a huge shortcut to avoid all this meticulous work. To fully understand how the transfer theorem works quite a bit of a background in logic is needed. In here, we will provide a practical recipe with examples and counterexamples that should be more than sufficient to use it with confidence.
First of all we have to specify what do we mean when we say "statement on a set". Given a set S, we consider the triplet (S, R S , F S ), where R S and F S are the set of all the possible k-ary relations (for all finite k) and functions on S, respectively. Note that since a k-ary relation on S is just a subset of S k , S k is a relation itself. R S then includes also all the subsets of S (seen as unary relations) and all the finite products of subsets of S.
This triplets are called relational structures, and each of them comes with a language: This language is the set of all the well-formed formulas in which we allow the use of variables (ex. the x in x ∈ N), constants, that are just elements of S (ex. the 1 in 1 ∈ N), functional symbols in F S (ex. the f in f (x) ∈ N), relational symbols in R S (ex. the ∈ in x ∈ N) and the usual logical connectives ∧, ∨, ¬, →, ↔, parentheses and ",". We moreover allow universal and existential quantification of variables as long as the quantifiers range on a relation in R S . This means that we allow only quantification over elements of subsets of finite products of S, hence statements like ∀K ∈ P(S) are in general not allowed since P(S) cannot be expressed as a subset of S k for some finite k if S is infinite.
A statement on a set S is a formula in the language of the relational structure on S in which every variable is bounded by a quantifier, that is, every variable can "range" over a defined set.
Example 5. Here some examples:
• ∀K ⊂ N, / 0 ∈ K is not a formula in the language of N, since quantification over K is not allowed (K is a subset of N and hence a variable ranging in P(N));
• x ∈ N is a formula in the language of N, but not a statement since x is not bounded;
• 1 ∈ N is a statement in the language of N since there are no variables around, and hence everything is trivially bounded;
• ∀x ∈ N, x + 1 ∈ N is a statement in the language of N since every variable is bound;
• ∀n ∈ N, ∃r ∈ R : n < r is a statement in the language of R: both variables are bounded, one on a subset of R and one on R itself; It is not a statement in the language of N since we cannot define R by means of subsets of finite products of N.
• ∀c ∈ C, c + 1 ∈ R is a statement (clearly false, but still a statement) in the language of R: C can be seen as R 2 , and hence our quantification is legit! It is clearly also a statement in the language of C.
⋆ -transformations
We saw in section 2 how to build ⋆ R from R by means of the ultrapower construction. This can be done for every set S, and we can transform a statement on S to a statement on ⋆ S using the tools developed in section 2.7 as follows:
• We replace every set A in the statement with its extension ⋆ A;
• We replace every function f with its extension ⋆ f ;
• We replace every constant s with its interpretation in the extension ⋆ s.
As an instance, the statement ∀x ∈ N, x + 1 ∈ N becomes ∀x( ⋆ ∈) ⋆ N, x( ⋆ +) ⋆ 1( ⋆ ∈) ⋆ N. For some special relation and function symbols though, such as "+", "=", "∈", "≤" and the like, we avoid to write explicitly the ⋆ symbol to avoid clutter. In the previous example then we will usually write ∀x ∈ ⋆ N, x + ⋆ 1 ∈ ⋆ N. Note that this is not ambiguous: The ∈ symbol, having ⋆ N on the right, must necessarily be the extended version of ∈, otherwise the formula would not make sense. Similarly, the + is acting on elements x, ⋆ 1 that are both in ⋆ N and hence must denote the extension of the function +. Finally, the relation between a statement and its ⋆ -transformation is expressed by the transfer theorem:
Theorem 3.1 (Transfer theorem). If a property φ is true in the language of S, then ⋆ φ is true in the language of ⋆ S.
Taking S to be R and focusing only on universal quantification, we get the obvious corollary If you think about it, this corollary is obvious: A property that holds for all real numbers is a statement on the language of the reals, hence its extension must hold, by transfer theorem, on all the hyperreals, exactly as the corollary says. It is nevertheless very useful:
Example 6. We can now prove that ⋆ R is a ordered field without having to check a lot of bullshit, simply considering
Since these formulas are always true in R, their ⋆ -transforms are also true in ⋆ R, proving that ⋆ R is an ordered field. Note that ⋆ R is not complete: the completeness property cannot, in fact, be expressed using only quantification over variables (you also need to quantify over subsets and the like), and hence cannot be transferred. If you recall that all ordered fields are isomorphic, then this should not be surprising: If ⋆ R were to be complete it would have been isomorphic to R, and we wouldn't have obtained anything new!
Another interesting corollary of the Transfer theorem is This can be expressed saying that if f is "such and such", then it exists a real number x such that "blablabla". The idea is that if we can express the "such and such" and the "blablabla" part of the statement (that is, the bits involving derivatives, continuity and the like) as statements on the reals (and we obviously can, as we will see later), then we can consider the following
Aritmethic of ⋆ R
First of all, some useful definitions. Since we know from section 2 that every real s uniquely corresponds to an hyperreal ⋆ s, we will just call an hyperreal "a real number" when we mean that it is in the form ⋆ s for some s ∈ R. An hyperreal b is called • limited if it is r < b < r ′ for some r, r ′ ∈ R;
• positive unlimited if r < b for all r ∈ R; negative unlimited if b < r for all r ∈ R; unlimited if it is positive or negative unlimited;
• positive infinitesimal if 0 < b < r for all positive r ∈ R; negative infinitesimal if r < b < 0 for all negative r ∈ R; infinitesimal if it ispositive or negative infinitesimal, or 0;
• appreciable if it is limited but not infinitesimal: r < |b| < r ′ for some r, r ′ ∈ R + .
From this it is clear that all reals and infinitesimal are limited, and that the only real infinitesimal is 0. All reals are appreciable. You can think of appreciable number as an hyperreal that "is not too fucked up" with respect to real numbers.
• The distance between r and s is unlimited. We are in general not interested in this situation.
One of the most important things we will use is the following: Proof. Consider the set A := {s ∈ R : s < r}. Since r is limited there are reals s ′ , s ′′ such that s ′′ < r < s ′ . The first part of the inequation tells us that A is not empty, while the second tells us that it is bounded. Since R is complete, A has then a supremum, call it a. We want to prove that a is infinitesimally close to r. To do this we will prove that |r − a| < e for all positive reals e (definition of infinitesimal).
Since a is a supremum for A and for all e ∈ R + it is a < a + e, then a + e can not be in A. This means r ≤ a + e by definition. Now consider a − e. This is a real number and moreover a − e ≤ a, so it cannot be r ≤ a − e otherwise s < r ≤ a − e against the fact that a is the supremum of A. This implies a − e < r, and hence a − e < r ≤ a + e, that means |r − a| < e, as we wanted. Now unicity. Suppose s ≃ r for s real. Recalling what we just proved we get s ≃ r ≃ a and being ≃ an equivalence relation, s ≃ a. This means |s − a| < e for all positive reals e, but being s, a reals also |s − a| is real and the only infinitesimal real is 0, proving s = a.
To mnemonically remember this last result you can think about a (not that good) song by Green Day, that in the chorus goes like "My shadow's the only one that walks beside me"! Proposition 3.7. Shadows are very well behaved, and in fact the assignment r → Sh(r) is a ordered field homomorphism from L to R. For every limited r, s ∈ ⋆ R we indeed have:
Noting moreover that the shadow of an hyperreal r is 0 if and only if r is infinitesimal, we deduce that the kernel of the shadow map is just I. The cosets of I in L are, for each r ∈ L, the sets {r + ε :
is an injective monomorphism L/I to R. Finally, recalling that every real number is the shadow od some limited hyperreal, we have that the correspondence Hal(b) → Sh(b) is also surjective, proving L/I and R to be isomorphic as ordered fields.
Structure of the hypernaturals
Hypernaturals (elements of ⋆ N) look like N only "locally". ⋆ N can in fact be described as an abominous collage of densely ordered copies of Z. To show this, first note that the only limited hypernaturals are the elements of N. In fact if n ∈ ⋆ N is limited we have n ≤ m for some m ∈ N. Consider now the formula on
this formula is obviously true and then by transfer so it is its ⋆ -transform. Hence n ≤ m implies that (n = 0) ∨ · · · ∨ (n = m), proving n is an element of N. From this we infer that ⋆ N − N consists only of positive unlimited numbers. Given two hypernaturals K, H, if K < H and K ∼ H then Gal(K) < Gal(H), meaning that every element in the set on LHS is less than every element in the RHS. If we define γ(
When K is an unlimited hypernatural, γ(K) can be also written as {K + m : m ∈ Z}: this is mainly because if K is positive unlimited so is K + m for every integer m, and by definition K + m ∼ K. From here it is easy to see that, when K is in ⋆ N − N, γ(K) isomorphic to the ordered set Z (they are not isomorphic as monoids though, because obviously (K + m) + (K + n) = 2K + m + n and 2K = K + K ∼ K when K is unlimited, hence γ(K) is not a monoid).
When K is limited, instead, γ(K) is just N. We then see that the order on ⋆ N can be splitted into "blocks": There is an initial block order isomorphic to N, followed by blocks γ(K) each order isomorphic to Z, for every K ∈ ⋆ N − N.
If K is unlimited, clearly K < 2K and K ∼ 2K, hence γ(K) < γ(2K) and so there is no "bigger"block γ(K). The blocks γ(K) with K unlimited also do not have a "smaller" block: obviously γ(K) = γ(K + 1), and by transfer theorem we can prove that, for each unlimited K, one between K and K + 1 is even, so we can assume without loss of generality to work with γ(K) with K even. Moreover, if K is even,
Finally we prove that these blocks γ(K) with K unlimited are densely ordered, meaning that for every K, H such that γ(K) < γ(H) there is some H ′ such that γ(K) < γ(H ′ ) < γ(H). Again, we can just assume K, H to be both even and infer γ(K) < γ H+K 2 < γ(H). All things considered, the ordering on ⋆ N looks more or less like this:
. . . . . .
. . . The order structure of ⋆ N highlights one of the most important things to keep in mind in nonstandard analysis: making objects like infinities and infinitesimals algebraically manageable is not free, but comes at a price, that is, the topological structure of our spaces will in general become quite scrambled up. If the transfer theorem provides a sort of "universal recipe" for algebraic manipulation that can be learned with ease, there is no such analogous to address the topological issues, that have to be dealt with case by case. This mainly depends on the fact that topological properties are formalized in terms of formulas where the variables are open sets. But to apply transfer we are allowed, alas, to quantify only on elements and not on subsets, making many topological properties of ⋆ R, ⋆ C, ⋆ N and the like not transferrable.
Examples
We have now developed enough material to start (re)formalizing analytical concepts. First, we will cover some standard textbook arguments in undergrad calculus, such as limits and derivatives. Then, we will focus on more high-level properties, like the topology of the extended reals and complexes, as well as non-standard Hilbert spaces.
Calculus
We start with something simple: Consider a sequence of real numbers (r 1 , r 2 , . . . ). We are used to say that this sequence converges to a limit L if
This is no more and no less than the definition of convergence for sequences of reals that everyone sees in a first undergrad calculus course. Conversely, in a nonstandard setting, our idea of convergence is that the sequence r n is infinitesimally close to L when n is infinite. We finally have the tools to express this formally, obtaining
This is great, especially if you thing that from a statement with three quantifier we now have a statement that just needs one. Obviously, we have to prove that the two definitions are actually the same: Proof.
[std ⇒ nonstd] Fix an arbitrary ε ∈ R + . Then, for some m ε ∈ N, equation (1) clearly implies
Applying transfer then ∀n ∈ ⋆ N(n > m ε → |r n − L| < ε), and hence for every unlimited N it is |r N − L| < ε since every unlimited hypernatural is by definition bigger than every natural number and hence also bigger than m ε . But we already saw in the previous section that all the elements in ⋆ N − N are unlimited numbers, so we have
Our choice of ε was arbitrary, so we conclude that for every unlimited hypernatural N the inequation |r N − L| < ε holds for any ε, that means by definition r N ∈ Hal(L). Hence ∀N ∈ ⋆ N − N, r N ∈ Hal(L), that is equation (2) . Notice how the key step here is not just applying transfer "blindly" to equation (1), but instead specialize it first such that we can interpret ε and m ε as constants. Applying transfer directly to equation (1) would have given us m ε ∈ ⋆ N, and hence we could not have guaranteed anymore that N > m ε for all N ∈ ⋆ N − N.
Since n > M implies that n is also unlimited and hence in ⋆ N − N, equation (2) implies ∀n ∈ ⋆ N, (n > M → r n ∈ Hal(L)). Now fix also an ε ∈ R + . By definition, from r n ∈ Hal(L) we have |r n − L| < ε, and hence ∀n ∈ ⋆ N, (n > M → |r n − L| < ε). This is still in a non-transferrable form because of the M that gets in the way, but we can massage this formula observing that it obviously implies
But this is now the ⋆ -transform of a statement on R and hence can be transferred. Finally, we get ∃m ∈ N : ∀n ∈ N, (n > m → |r n − L| < ε), and since ε was chosen arbitrarily in R + we can universally quantify ε over R + , getting equation (1).
TBD
Limits and continuity
The definition of continuity in general settings is topological and requires universal quantification on open sets, making it difficult to transfer. Nevertheless, in metric spaces things are much easier, since the existence of a metric makes the usual topological definition of continuity equivalent to the following well-known first-order one (commonly known as δ -ε definition)
Intuitively, we say that a function f is continuous at a point c of its domain if "the more x gets near to c, the more f (x) gets near to f (c)". In the language of nonstandard analysis this can again be made precise, setting
Proposition 4.2. Equations (3) and (4) are equivalent.
Proof. The proof is very similar in spirit to the one in 4.1. To prove [std ⇒ nonstd] just get rid of the first two quantifiers in (3) choosing any ε and a δ ε depending on it and then transfer:
Now, for all x ∈ ⋆ R if x ≃ c then clearly |x − c| < δ ε and hence by the equation above
The direction [nonstd ⇒ std] is as follows: Clearly if δ is a positive infinitesimal and |x − c| < δ , then |x − c| < δ < r where r is any positive real, and hence by definition x ≃ c. Then we get the inequation ∀x ∈ ⋆ R, (|x − c| < δ → x ≃ c), where δ is a positive infinitesimal. Now pick any positive real ε.
Combining these last two facts with equation (4), we get that if equation (4) is true, then also ∀x
δ is an infinitesimal and hence we still cannot transfer, but as usual this equation implies a weaker version in which δ gets replaced by a universal quantifier:
And this is now transferrable. Remembering that ε was an arbitrary positive real we can also add quantification of ε on R + , finally obtaining equation 3.
Example 9. We now prove that the function x → x 2 is continuous at a given point c ∈ R. Suppose x ≃ c, that is, x = c + ε for some infinitesimal ε. Then, remembering the arithmetic rules for infinitesimals,
and hence x ≃ c implies x 2 ≃ c 2 . This clearly works way better than the usual definition! Not surprisingly, using these techniques we can prove that the definitions given below are in fact equivalent to the usual definitions of limit for a function f : A → R, where A ⊆ R.
Non-Standard separable Hilbert Spaces
The construction of Non-standard separable Hilbert spaces goes exactly as for R: We can in fact apply the ultrafilter construction to any Hilbert space H , obtaining an extension ⋆ H . Now, do you remember all the fuss about relational structures carried out in section 3? Well, the theory of Hilbert spaces can be formulated in terms of relational structures, and hence our transfer theorem keeps holding. We won't dive into details here (you can find a lot about non-standard Hilbert spaces in [2, Chapter 7, section 2]), but here is a useful fact you have to remember:
If H is a separable Hilbert space on C (respectively, on R), then ⋆ H is an Hilbert space on ⋆ C (respectively ⋆ R).
In particular, the non-standard extension of the inner product on H will be the inner product on ⋆ H , so our inner product is now extended and goes from ⋆ H × ⋆ H to ⋆ C. Hence taking the inner product of a couple of vectors can now give an unlimited or an infinitesimal complex number as a result. Since we use the inner product to define a norm , this in particular means that we will have vectors of unlimited or infinitesimal lenght. Moreover, a vector in a separable Hilbert space can be seen as a sequence of complex numbers (v 0 , v 1 . . . ), and as usual a non-standard vector is a sequence of standard vectors (hence a sequence of sequences) quotiented by the ultrafilter relation. It is easy to see then how the vector identified by the sequence of vectors (1, 1, . . . ), ( We give some useful definitions to conclude this section:
• The standard vectors are the ones of the form ⋆ v for some v ∈ H . These vectors DO NOT form a Hilbert space on ⋆ C. To see this, consider the standard vector v = (1, 1, . . . ). Since ⋆ C contains infinitesimal, I can multiply this vector by an infinitesimal ε, obtaining εv = (ε, ε, . . . ), that clearly is not in the form ⋆ v ′ for some v ′ ∈ H . Nevertheless standard vectors do form a Hilbert space on C.
• The near-standard vectors are the ones of the form w ∈ Hal(v), with v of the form ⋆ v for some v ∈ H . This means that a near-standard vector is, as the name says, infinitesimally close to some standard vector. Note that, as in the real case, the halo of a non-standard vector can contain at most one standard vector. Again, these vectors are not a Hilbert space on ⋆ C. For instance, consider the vector v = (1 + ε, 1 + ε, . . . ), with ε infinitesimal. This is clearly in the halo of (1, 1, . . . ) and hence is near-standard. As in the previous case I can pick the unlimited complex ω = 1 ε and do ωv = ( 1 ε + 1, 1 ε + 1, . . . ) = (ω + 1, ω + 1, . . . ). being ω unlimited, every ω + 1 is an unlimited complex number, and hence ωv is not in the halo of any standard vector. Again, near-standard vectors do instead for a Hilbert space on C. Even better, if we quotient the set of near-standard vectors by the relation ≃ defined in section 3.2.1, we get back our original vector space H ! This amounts to "squeeze all together" the near-standard vectors that are infinitesimally close to each other.
Conclusion
You know Kung Fu now! Use it and conquer the world!
