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We generalize Sauer's lemma to multivalued functions, proving tight bounds on 
the cardinality of subsets of II~'= 1{ 0, ..., N,,,} which avoid certain patterns. In addi- 
tion, we give an application of this result, bounding the uniform rate of convergence 
of empirical estimates of the expectations ofa set of random variables to their true 
expectations. © 1995 Academic Press, Inc. 
1. INTRODUCTION 
Let N denote the positive integers, Z + denote the nonnegafive integers 
and Z denote the integers. Let [ 0 ] = ~ and for each m ~ N, let [ m ] be the 
set { 1, ..., m}. 
We begin by stating Sauer's result [ 17]. Vapnik and Chervonenkis 
independently proved a similar lemma in [24].  
Let m ~ Z +. Let F be a family of subsets of [m] .  If I is a subset of [m] ,  
we say that I is shattered by F if and only if 
{fc~I :  feF}  =2 z. (1) 
The Vapnik-Chervonenkis(VC) dimension of F [24] is the cardinality of 
the largest subset of I ra]  shattered by F. 
THEOREM 1 [ 17 ]. I f  the VC-dimension of  F is d, then 
i=0 \z /  
and this bound is tight; Le., for  all d, m ~ Z +, d <<. m, there exists F ~_ 2 [' '] of 
VC-dimension d that meets this upper bound. 
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In this paper, we look at some generalizations of the above definition of 
dimension and of Theorem 1. 
Following [8], let (m, k) ~ (n, l) denote the statement: If F_~2 ;'~, 
IF[ =k,  then there exists I_G_ [m] such that [I1 = n and 
[{fnI: feF}[>l. (3) 
Sauer's result can now be stated as 
m, 1 + i=0 ~ (d, 2d). (4) 
Proofs of other statements of the form (m, k) --* (n, l) and related results are 
given in [3, 5, 6, 8, 11, 10, 20]. 
Let m e Z +. Let Ni ~ N, 1 ~< i ~ m. Let 
F~X= rI {0, ..., Ni}. (5) 
i=1  
Note that when Ni = 1 for all i, I ~< i ~ m, F is essentially a family of subsets 
of [m],  as in Sauer's lemma. For fe  X, denote by f~ the ith coordinate of 
f ,  and similarly for all cartesian products used in the paper. 
Let I=  { i l , - - . ,  ik} ~ [m], with il < i2< " "  <ik. Define 
For each f e X, let 
Define 
k 
X,,= I ]  {0 ..... Nq}. (6) 
j~ l  
~,= (f~,, ..., f~). (7) 
FI ,= {fll: feF}. (8) 
Suppose that we extend Sauer's definition of shattering to say that F 
shatters I if and only if Fix = Xtz. Generalizations of Sauer's result using this 
extension of the definition of shattering are given in [2, 13, 19, 4]. Unfor- 
tunately, the bounds obtained grow exponentially with m. For applications 
such as that given in section 3, a generalization of shattering which gives 
rise to bounds on IF[ that grow polynomially in m is desirable. We extend 
Sauer's result to some such generalizations which were given in [ 14, 15]. 1 
Bounds polynomial in m and N for yet another generalization f the VC-dimension are 
implicit in [1], research pursued independently from ours. It appears, however, that the 
bounds of this paper are more useful when applying the results of section 3(see e.g. [ 12]). 
A GENERALIZATION OF SAUER'S LEMMA 221 
Choose ~b: N ~ N --+ {0, 1, *}. Extend ~b to 
L) Nk×Nk (9) 
ken  
by defining 
~b(x, ;)  = (~(x~, yl), ..., ~(xk, yk)). (10) 
Extend ~b further to 2 Nk x N k by defining 
~(s, y )= {~(~, y): s~S}. (11) 
We say that I is ~b-shattered by F if there exists ~ ~ XII such that 
{0, 1} III ~ ~b(rl~, y). (12) 
We say that ~ witnesses F's ~-shattering of I and that f~F  satisfies 
be{0, 1} III if and only if ~b(fl,, j)--/~. The ~b-dimension f F is the car- 
dinality of the largest subset of [m] shattered by F. 
We say F~_X Pollard-shatters (P-shatters) I if F ~b-shatters I with ~b 
defined by 
~b(i, j) = if i<j (13) 
and define the Pollard-dimension (hereafter called the P-dimension) of F to 
be its ~b-dimension i this case. We denote the P-dimension of F by 
P-dim(F). This definition is discussed in [12, 15, 16]. It is called the 
pseudo dimension in [ 16] and the combinatorial dimension in [ 12]. 
Graph-shattering (G-shattering) and the Graph-dimension (G-dimen- 
sion) are defined similarly with ~b defined by 
~(i, j)=fl if i=j 
(14) 10 if ivaj. 
The G-dimension of F is denoted by G-dim(F). This definition is treated in 
[14]. 
For the purpose of bounding the cardinality of sets of a given dimension 
using either of the previous two definitions, we define the GP-dimension of 
F to be its ~b-dimension when ~b is given by 
! if i=j 
~b(i, j) = if i<j (15) 
if i>j 
with the corresponding definition for GP-shattering. The GP-dimension of 
F is denoted by GP-dim(F). 
582a/71/2-4 
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Note that if Ni = 1 for all i, 1 <~ i <~ m, all of these dimensions reduce to 
the VC-dimension. This can be seen by viewing the subsets of [m] in the 
definition of VC-dimension as elements of {0, 1}". Then F_{0 ,  1} m 
shatters I_~ [mJ exactly when {0, 1} Izl __Ftz. It can now easily be verified 
that, for each function ~b given above, F is shattered exactly when F is 
~b-shattered. 
We now look at a fourth generalization of the VC-dimension. 
Choose ?: N 3 -+ {0, 1, *}. Extend ? to 
U 2Nk × Nk × Nk (16) 
keN 
as above. We say that I is 7-shattered by F if there exist y, ~¢ Xjl such that 
for all i, 1 ~< i ~< k, Yi < zi and 
{0, 1} IIl= 7(FI,, 37, 2). (17) 
Here we say that )7 and ~ witness F's ?-shattering of I and say f e F satisfies 
e { 0, 1 } Irr if and only if 
7(fir, ) 7, Z)=/~. (18) 
We say F N-shatters I if F 7-shatters I with ? given by 
! if i= j  
? ( i , j , l )= if i= l  (19) 
otherwise. 
The Natarajan-dimension (or N-dimension) of F is defined to be its 
?-dimension in this case. This definition appears in [ 14]. The N-dimension 
also reduces to the VC-dimension when iV,- = 1 for all 1 ~< i ~< m. 
Define 
Pmax(d, m, N], ..., Nm) =max {IFI: F_- 
Gmax(d, m, N1, ..., Nm) =max {[F[: F_  
GPmax(d , m, N1, ..., Nm)=max {IF[: F~ 
Nm~x(d, m, N1 ..... Nm) =max {IFl: F~ 
f i  {0, ..., N;}, P-dim(F) ~<d} (20) 
i=1  
i=1 
i=1 
(22) 
f i  {0 ..... N ,} ,N-d im(F)~d} (23) 
i=1  
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It is easily verified that if a set F N-shatters a set, it also GP-shatters it, 
and if F GP-shatters a set, it also G-shatters it and P-shatters it. This 
implies that 
N-dim(F) < GP-dim(F) (24) 
GP-dim(F) ~< P-dim(F) (25) 
GP-dim(F) ~< G-dim(F) (26) 
which in turn implies that 
Pmax(d, m, mm,... , Nm) ~ GPmax(d, m, X l , . . .  , Xm) (27) 
Gmax(d, m, mm, ... ,mm) <~ GPmax(d, m, mm,... , Xm) (28) 
GPmax(d, m, X , ,  ..., Xm) ~ mmax(d, m, mi, ..., Nm) (29) 
for all relevant d, m E Z +, N1, ..., Nm e N. 
Our main result is stated below, and will be proved in the following 
section. In the following, for each i, m e Z +, let Fmi c_ 2 [m] be defined by 
Fmi= {S=_ Ira]: ISI =i}. (30) 
THEOREM 2. For all d, m6Z +, N1, ..., Nm~N such that d<~m, 
G~ax(d, m, N~ .... , Arm) = (31) 
Pmax(d, m, N1,..., Nm) = (32) 
d 
GPm~x(d, m, X~, ..., Xm)= • Z [ I  Nk. (33) 
i=0 S~Fmi kES 
When there is an N e N such that Ni = N for all i, 1 ~< i < m, we obtain 
the following corollary, which is useful for obtaining learning results such 
as those in [ 12]. 
COROLLARY 3. Let d, m e Z +, N~ N be such that d~ m. Let 
F_~ {0, ..., N} m (34) 
such that F has G-, P-, or GP-dimension o greater than d. Then 
i=0 
Proof Follows from Theorem 2 by substituting N for each Nk and 
collecting terms. | 
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Using similar techniques, we can establish the following. 
THEOREM 4. For all d, mEZ +, N1, ...,NInoN such that d<~m, 
d 
Z Z l~ Nk <~ Nm~x(d, m, N~ .... , Nm) (36) 
i=O S~Fmi k~S 
~<Z Z l~ Nk 1 . (37) 
i=O SeFmi  keS  
This gives a result similar to that obtained by Natarajan [14] in the 
special case above. 
COROLLARY 5. Let d, m e Z +, N e N be such that d <~ m. Let 
g~ {0, ..., N} m (38) 
such that F has N-dimension o greater than d. Then 
/m\ /N+ 
Note that both Corollary 3 and Corollary 5 give Sauer's result 
(Theorem 1) in the case N = 1. 
2. PROOFS OF THE RESULTS 
We begin by exhibiting large sets of a given G-, P-, GP-0 and N-dimen- 
sion. 
LEMMA 6. Let d, m ~ Z+, N~ .... , Nm ~ N be such that d <~ m. Then there 
exists 
F~X= f i  {0, ..., Ui} (40) 
i=1 
such that F has G-, P-, GP-, and N-dimension d and 
d 
[rl = Z Z I] N#. (41) 
i=0  SeFmi  keS  
Proof Define F to be all the elements of X with at most d nonzero 
entries. We claim F has G-, P-, GP-, and N-dimension d, and IFI is as 
given above. 
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To prove that the G-, P-, GP-, and N-dimensions of F are all no greater 
than d, it is sufficient o prove that G-dim(F) ~< d and P-dim(F) <~ d, since 
as discussed above 
N-dim(F) ~< GP-dim(F) 
GP-dim(F) ~< P-dim(F) 
GP-dim(F) ~< G-dim(F). 
(42) 
(43) 
(44) 
First, we show that G-dim(F)~< d. Assume G-dim(F)> d for contradic- 
tion. Let 07 witness F's G-shattering of I with 111 =k>d.  Form/~e {0, 1} k 
by 
bi=S0 if y i=0 
(45) ll otherwise. 
Le t f~ F satisfy/~. Let g= flz- By definition of G-shattering, we have gi ¢ Yi 
if yi = 0 and g, = y~ if Yi ¢ 0, so g, ¢ 0 for all i, which implies f /~  0 for all 
j e I which contradicts the definition of F, since [II> d. 
Next, we need to show that P-dim(F)<~ d. Again, assume P-dim(F)> d 
for contradiction. Let )7 witness F's P-shattering of I=  {il, ..., ik} with 
[I[ =k>d.  Let f~F  satisfy (0,0 ..... 0)i Since y j>f/ j  for all j, l<<,j<~k, we 
have Y1 > 0 for all j, 1 ~< j" ~< k. Let g e F satisfy (1, 1 ..... 1 ). Since g,j >~ Y1 for 
all j, 1 ~< j ~< k, we have gij > 0 for all j, 1 ~< j ~< k, which again contradicts 
the definition of F. 
We can see that the G-, P-, GP- and N-dimensions of F are all no less 
than d, since for each of the definitions of shattering, any subset I of d 
elements of [m] is shattered, since it is trivially N-shattered (taking 
07=(0 ,0  ..... 0), f=(1 ,1  ..... 1)), and as discussed previously, the 
N-shattering of I implies its G-, P-, and GP-shattering. 
We can see that F's cardinality is as given in the lemma by breaking the 
elements of F up into subsets consisting of the elements with exactly i non- 
zero elements, 0 ~< i ~< d, and for each i further breaking these up according 
to which i elements are nonzero. | 
For our next lemma, we give an upper bound on the cardinality of sets 
of a given GP-dimension, and thereby that of sets of a given G- or 
P-dimension. Our argument is a generalization of that given by Sauer in 
[ 17], and is similar to Natarajan's generalization of this argument in [ 14]. 
LEMMA 7. Let d, m ~ Z +, N1 ..... N~ ~ N be such that d <, m. Let 
Fc_X= f i  {0 ..... Ni} (46) 
i--1 
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be such that GP-dim(F) <<. d. Then 
d 
IFI < Z Z I-[ Nk. (47) 
i=0  SeFmi  k~S 
Proof Our proof is by double induction on rn and d. 
First we consider the case in which d= 0. Here, the bound (47) reduces 
to IFI ~< 1. If IF[ > 1, then F must have two distinct elements f and g. Let 
i be an index on whose entry f and g differ. Then { i} is shattered by F, so 
the GP-dimension of F is at least 1, which contradicts the assumption that 
d= 0, so IFI ~< 1 and the lemma holds. 
Next, suppose that d = m. By partitioning the elements of the domain as 
discussed above, we can see that 
JXJ<-i ~ 2 Ark. (48) 
i=0  SEI"m i keS  
so since F c X, certainly 
IFI ~< ~ ~2 2 Nk, (49) 
i=0  S~Fmi keS  
establishing the result in this case. 
Now, choose d, meZ + such that 0<d<m.  
FIm-1 ~ {0 ..... N/} by 
zc(J 7) = (f , ,  "", fm --1 )" 
Define 
by 
Define 
Define re: X~ 
ccz f fF )~{0 .... ,Nm} 
~(wl  ..... w in_ , )  = min{  v: (w,  .... , w in_ , ,  v) e F} 
F_ = {(fl .... , f,.n-1,0((fl . . . . .  fm 1)): feF}  
(50) 
(51) 
(52) 
(53) 
and for each n e N, 1 ~< n ~< N,,, define 
Fn= { f  eF--  F " f,~=n}. (54) 
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Since the above sets are disjoint and their union is all of F, we have 
Nm 
]F I= IF_ ]+ ~ IFnl. (55) 
n=l  
Let us make the inductive assumption that the bound (47) holds for 
all sets F of vectors of m-  1 elements. We claim that this implies the 
following. 
CLAIM 8. 
d 
IF_ ]~< ~, ~ l-[ Nk. (56) 
i=0 S~Ftm_l}i  k~S 
Proof of Claim 8. The restriction of ~z to F is 1-1 by construction of 
F .  The set re(F_) has GP-dimension no greater than d since any set of 
indices shattered by ~(F  ) is also shattered by F_ ,  and therefore by F. By 
the induction hypothesis, 
d 
I7:(F_)] ~ ~2 ~2 I~ Nk, (57) 
i=0 S~F{m_I) i kES  
so since rc's restriction to F_ is 1-1, the claim is verified. | 
Next, under the same induction hypothesis, we make the following claim. 
CLAIM 9. For all n ~ N, 1 <<. n <~ Nm, 
d--1 
IF,, I ~< ~ ~ H Nk. (58) 
i=0 S~F{m_I) i IcES 
Proof of Claim 9. Choose n ~ { 1, ..., Nm}. We will show that the GP- 
dimension of F n is at most d -  1. The claim then follows by an argument 
similar to that of the previous claim. Let I be a set of indices GP-shattered 
by Fn and let 1II =l. Note that rn(sI, sincefm=n for a l l f~F , .  
Now we show that Iu  {m} is GP-shattered by F. Let y be the witness 
of Fn's GP-shattering of L Consider (Yl,---, Yl, n). Choose be  {0, 1} l+1. 
Let feF~ satisfy (bl ..... bl) (with respect o I). 
If b~+ 1 = 1, then f satisfies b, and if bt+ 1 = 0, then 
( f l  . . . .  , fm 1, 0{(fl , "", f ro--  1)) (59) 
satisfies 6. Since 6 was chosen arbitrarily, Iu  {m} is GP-shattered by F. 
Since by assumption the GP-dimension of F is no greater than d and m ~ I, 
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we have [I[ ~< d-  1. Since I was chosen arbitrarily, the GP-dimension of F, 
is no greater than d -  1, which is sufficient o prove this claim, as discussed 
above. | 
From the previous two claims, we have that 
IFI • Ark +Nm 2 2 I] X~ (60) 
L i=0 S~F(m- l ) i  i=0  S~F(m_I) i k~S 
= 2 Nk + 2 2 ~I Nk (61) 
i= S~F(m-1)i  i=0  S~F(m- l ) i  k~Su{m} 
[ = I+Z Z Ark +2 Z IF] N k (62) 
i= l  S~F(rn-I) i  i=1  S~F(m-l)( i - l )  k~Su{m} 
i=1  SEF(m_I) i ksS  A S~Flm_l)(i_l) keS~o{m} 
i= l  SE ,mq~S k~S S~Tmi, m~S 
d 
=2 ~, ~ INk  • (65) 
i=0  S~I'mi k~S 
This completes the induction. | 
Theorem 2 easily follows from the previous lemmas together with the 
discussion relating GPm~x to Gm~ x and Pm,x' 
Next, in turn to Theorem 4. The lower bound was established in Lemma 
6. We obtain the upper bound with the following lemma, the proof of 
which is similar to that of Lemma 7. 
LENNA 10. Let d, m ~ Z +, Ni, ..., Nm ~ N be such that d <~ m. Let 
F~_X= fi {0, ..., Ni} (66) 
i~ l  
be such that N-dim(F) <~ d. Then 
IFI ~< ~ 2 k l~Is • (67) 
i=0  S~l~mi 
Proof As before, our proof is by double induction on m and d. 
Using the same argument as the previous lemma, we can establish this 
lemma for the case d = 0. 
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Next, suppose that d = m. By partitioning the elements of the domain as 
discussed above, we can see that 
E Nk (68) 
i=0  S~Fmi k~S 
1-[ 1/ (69) 
+ 
4_  ~ k~s\ 2 
i=0  S~Fmi / 
so since F~_ X, certainly 
n( 71) 
i=0  S~Fmi keN 
Now, choose d, meZ + such that 0<d<m.  Define ~ and F_ as in the 
previous lemma and for each pair of distinct elements u, vsN,  
O<~u<v<~N,~, define 
F~,= { feF - -F_ :  fm= v, c~(f,, ..., f,~_,) =u}. (71) 
Since each of the above sets are disjoint and their union is all of F, we have 
Arm - 1 N., 
IF[ = IF_ I+ Z Z [F,~I. (72) 
u=0 v=u+l  
Using the same argument as in the previous lemma, under the inductive 
hypothesis that the lemma holds for all sets F of vectors of m - 1 elements, 
we have 
IF_ I~ < Y', ~ l-[ Nk 1 . (73) 
i=0  Sel-im_i)i k~S 
Now, we wish to establish the following claim under the same inductive 
hypothesis. 
CLAIM 11. For all u, v E N, 0 ~ u < v <~ Nm, we have 
dl (;) [F,~[~< ~ ~ I-I Ark 1 . (74) 
i=0  S~l~(m-l) i ]¢@3 
Proof of Claim. Choose u, v ~ N, 0 ~< u < v ~< N,~. We will show that the 
N-dimension of F,~ is at most d -1 .  The claim then follows by an argu- 
ment similar to that of Claim 8. Let I be a set of indices shattered by F,~ 
with [II= L Note that m ¢/,  since fm= V for all fe  F,~. 
Now we show that Iw  {m} is shattered by F. Let 37 and ff be the wit- 
nesses of F,~'s N-shattering of L Consider (Yl, ..., Yt, u) and (zl, ..., zl, v). 
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We claim that these vectors witness F's N-shattering of Iu  {m}. Choose 
/~ {0, 1} l+1. Let f~F~ satisfy (b 1, ..., bt) (with respect o I). 
If bl+ 1 = 1, then j7 satisfies/~, and if bz+ 1 = 0, then 
(ft . . . . .  fro-l, o~(fl .... , fm-1)) = (fl ..... fro--,, U) (75) 
satisfies /~. Since /~ was chosen arbitrarily, Iw {m} is N-shattered by F. 
Since by assumption the N-dimension of F is no greater than d and m ¢/, 
we have III -4< d -  1. Since I was chosen arbitrarily, the N-dimension of F~ 
is no greater than d -  1, which completes our proof of this claim, by the 
discussion above. | 
From the previous two claims, we have that 
rrr  2 2 13 
i=0  S~l~(m_l) i k~S 
(N2-} - l )d -1  I-[ ~Nk "~- 
+ Z Z k~s\  2 
i=0  SEF(m-1) i 
=Z 2 H Nk l  
i=0  ScF(m- l ) i  k~S 
+2 2 1-I 
i=0  S~F(m-l) i lc~Su{m} 
I "J'-t~l H (Nk"t - l ) ]  = 1 ~ k~S\ 2 "= SEF(m_I) i 
+£ Z FI 
i=l SEF(m-1)(i-1) k~Su{m} 
1 
,21 S~F(m-1)i k~S 2 2 
+ 
[ ( ;';]} + E H Ark 
SEl~(m_l)(i_l) keS~{m} 
i=1  SEFmi, m(£S kES 
Sel-'nu, ruES k~S 
=2217 
i=0  S~Fmi k~S 
which completes the induction. I 
Theorem 4 can now easily be established. 
1). (76) 
(77) 
(78) 
(79) 
(80) 
(81) 
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3. AN APPLICATION 
In this section, we give an application of Corollary 3, bounding the 
sample size necessary to obtain uniformly good empirical estimates for the 
expectations of all random variables of a given class F in terms of a 
generalization of the definition of P-dimension given above to classes of 
real valued functions, in this case, random variables. We will measure the 
deviation of the estimates from the true expectations using a metric intro- 
duced in [12]. These results can be extended to bound the sample size 
necessary for learning according to the computational model of learning 
discussed in [12], an extension of that introduced in [21] which incor- 
porates additional methods from previous work in Pattern Recognition. 
We begin with some definitions. First, we will denote the set of positive 
real numbers by R +. Now, let S be a set. Let d: S x S ~ R +. We say that 
d is a metric on S if for all x, y, z e S, 
x= y .~d(x ,  y)=O (82) 
a(x, y) --- ~/(y, x) (83) 
d(x, z) <~ d(x, y) + d(y, z). (84) 
In this case, we say (S,d) is a metric space. Let Tc_S. We say T is 
bounded if sup{d(x, y): x, yeT}  is finite. For any eeR +, a finite set N 
is an e-cover for T if and only if for all x e T, there exists y e N with 
d(x, y) <~ e. We say T is totally bounded if T has a finite e-cover for each 
e e R +. In this case, we let oAr(e, T, d) denote the cardinality of the smallest 
e-cover of T (w.r.t. S and d). 
Now, we define the metric relative to which we prove uniform con- 
vergence results in this section. This metric was introduced and its utility 
as a measure of accuracy for an approximation of a function was discussed 
in [12]. For each veR +, define dr: R + xR  + --,R + by 
[?'--S t 
d~(r,S)=v + r + s. (85) 
It is straightforward but tedious to verify that for all v e R +, dv is a metric 
on R +. 
Let (S, N, D) be probability space with D a probability measure on the 
set S, and N some appropriate a-algebra on S. Let F be a set of 
(measurable) random variables on S. For m >~ 1, denote by S m the m-fold 
product space with the usual product probability measure. For any 
(= (41, ..., 4m) e s m (86) 
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and f e F, let 
1 
Y f(¢,), (87) fTg(f) = m,=l  
and 
Fig= { (f(¢,), ..., f(¢,,)): f~F} .  (88) 
We can view Fig as a subspace of the metric space (R m, dL~), where dL~ is 
the usual L 1 metric, i.e., for any ~ = (x 1 ..... xm) and )7 = (Yl .... , Ym) in R' ,  
1 ~ [xi--Yil. dL,(X, f )=mi=l  (89) 
Also, we denote by ~Ar(e, Fig , dL~) the size of the smallest e-cover of Fig in 
the dL~ metric by elements of R m. 
Similarly, we can view Fr( as a subspace of (R m, dL~), where dL~ is 
defined as follows. For ~= (Xl, ..., x~) and 2f= (Yl, .--, Ym) in R '~, 
dL~(X, y )=max{ lx i -Y i l : l  <<. i <. m}. (90) 
Denote by JV(e, Fig, dL~) the size of the smallest e-cover of Fig in the 
dr~ metric by elements of R m. Since clearly for all 2, ~f~R ~, dc~(2, fi)<~ 
dL~(2, f),  any e-cover in the dL,~ metric also serves as a e-cover in the dL~ 
metric, which implies 
W(e, Fig, dL,) <~ Y(e ,  F,4, dL~). (91) 
We are now ready for the following theorem. Similar results are given in 
[9, 15, 22]. In general, these theorems bound deviation of estimates ~g(f)  
from true means E( f )  for functions f in F in terms of sizes of e-covers 
for Fl~. 
THEOREM 12 [ 12]. Let F be a set 2 of random variables on S such that 
there exists M ~ R + with 0 <<. f (~)  <~ M for all f ~ F and ~ ~ S. Assume v > O, 
0 < ~ < 1 and m ~ 1. Suppose that ~ S" is generated by m independent 
random draws according to the f ixed measure D on S. Let 
p(a, v, m) = Pr{ 3 fe  F: dv(Rg(f), E ( f ) )  > ~}. (92) 
Then 
p(~, v, m) <~ 2E(min(2JV(av/8, Fig, dzO e -~2vm/sM, 1 )). (93) 
2 Further measurability assumptions are required. See [ 12]. 
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Let us generalize the definition of the ~b-dimension given above for sets 
of integer vectors to sets of real valued functions. F be a set of real 
valued functions defined on some linearly ordered domain X. Let 
I={x l  .... , xk}~X,  w i thx  l<xa<. . .  <x k .For feF , le t  
f ] i  = ( f (X l )  , ..., f(xk) ). (94)  
Define 
FIt= {fl;: f eF}. (95) 
Choose ~b: R x R -~ {0, 1, *}. Extend ~b to 2 Rk x R k as in Section 1. We say 
that I is ~b-shattered by F if there exists )7 e R k such that 
{0, 1} k _~ ~b(FL;, )7)- (96) 
We say that 37 witnesses F's ~b-shattering of I and that feF  satisfies 
De {0, 1} k if and only if ~b(fl;, 37)=/?. The q~-dimension of F is the car- 
dinality of the largest subset of X shattered by F. 
As in Section 1, we define the P-dimension and P-shattering to be the 
~b-dimension and ~b-shattering with ~b defined by 
~b(i,j) = {10 ifif i>~Ji<j. (97) 
Note that this definition is equivalent to that of the previous ections when 
Y= fro] and we restrict the range of functions in F to initial intervals of 
the nonnegative integers. If we assume that X= [m] and the range of all 
functions in F is [0, M] for some positive real M, we obtain from the 
above definition a definition of the P-dimension of a subset of [0, M] '~ 
analogous to that of the previous section for integer vectors. This will 
prove useful. 
Now we wish to show that if a subset of a product of closed intervals of 
R has small P-dimension, then it has a small e-cover in the dL~ metric. 
LEMMA 13. Let MeR +, m6Z +. Let F~[O,M]  m be such that 
P-dim(F) <<, d. Let e E R +. Then 
i~O 
(98) 
Proof. If S ~ R m, 37 e R "~ and c e R, denote by cS + 37 the set 
{c~+ 37: ~E s}. 
Define fl: [0, M]m~ {0, ..., LM/ZeJ} m by f l ( f )=~,  where g;=Lf; /2ej  
for all i, 1 ~ i ~< m. Let G = fl(F). Let H = 2eG + (e, e, ..., e). 
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First, we claim that H is an e-cover for F with respect o the dL~ metric. 
Choose fe  F. Let /7 = 2e/~(f) + (e, e .... , e). Choose i, 1 ~< i ~< m. Then we 
have 
(99) 
z -  
=2e 2e [_2eJ 
~<e. (101) 
Since i was chosen arbitrarily, 
dr~(f, h) = max{ [f~-h,[: 1 <~i<<.m} <~e. (102) 
Since fe  F was chosen arbitrarily, H is an e-cover for F. 
Next, we wish to show that P-dim(G)~<d. Let I=  {il .... , ik} be a set 
shattered by G and let 
ye  0,..., ~ (lO3) 
witness this shattering. We claim that 2ey witnesses F's shattering o f / .  
Choose/~e {0, 1} k. Let ~s  G satisfy/). Choose fE  F, such that f l ( f )=~.  
If bj = 1, we have g~ ~> yj which is equivalent o 
which implies 
2eJ >~ yj (104) 
2-7~> yj (105) 
since x/> Ix ]  for all x c R. Finally, the previous inequality implies 
f,j>>. 2eyj. (106) 
So if hi= 1,fo>~2ey j. 
Suppose b j=0 and fo>~2eyj. This implies f~j2e~> yj, which in turn 
implies 
II;,I 
go = [2eJ ~> yj' (107) 
A GENERALIZATION OF SAUER'S LEMMA 235 
since yj e Z. But this is a contradiction, since g;j < y j, which holds because 
bj = 0 and g satisfies 6. So if bj = 0, we have fij < 2eyj. 
In the preceding two paragraphs we have established that for all j, 
1 ~< j ~< k, we have fij >~ 2eyj if and only if bj = 1, and thereby that f satisfies 
6. Since 6 was chosen arbitrarily, I is shattered by F. Since I was chosen 
arbitrarily, P-dim(G) ~<P-dim(F) =d. 
Now, by Corollary 3, 
IGI<<. - Z (m i Ml' (lO8) 
i=o \ i j [~]"  
Since H is an e-cover of F and IGI = [HL, we have 
y(e ,  F, dL ) , 
i=0 
which completes the proof. | 
(109) 
COROLLARY 14. Let M~R +, m~Z +. Let F_c[0, M] ~ be such that 
P-dim(F) <, d. Let ~ ~ R +. Then 
dV(e, F, dL,) ~< (110) 
/=o i 27e 
Proof As discussed above 
JV'(e, F, dL~) <~ Y(e, F, dLoo). (111) 
The corollary then follows from the previous lemma. | 
The technique by which we obtain bounds on the sample size necessary 
for the uniform convergence of estimates to true means for a sequence of 
random variables has elements which are similar to that used to in [ 18 ] 
improve the bounds o f  [7]. The following lemma is useful in this 
derivation. 
LEMMA 15 [18]. Let x, y~R+.  Then 
ln x <<, xy - ln  ey. (112) 
Proof Fix y e R +. Consider f :  R + ~ R defined by 
f (x )  = xy - ln  exy. (113) 
Then 
f ' (x )  = y -  1Ix. (114) 
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Clearly, f ' (x )  is positive when x > 1/y and negative when x < 1/y and f is 
continuous and differentiable over its domain, so f assumes its minimum at 
l/y and 
f (1/y) = y( l /y)  -- In ey(1/y) = 0. (115) 
So f (x )  >1 0 for all x e R +, which yields the desired result. | 
Finally, we are ready to bound the sample size necessary to ensure that 
with high probability an empirical estimate of the expected value of a 
random variable chosen from a set of a small P-dimension is accurate. 
THEOREM 16. Let F be a set 3 of random variables on S such that there 
exists MeR + with O<~f(~)<~M for all feF  and ~S.  Assume v>0, 
0 < ~ < 1 and m >~ 1. Suppose that ~ is generated by m independent random 
draws according to the fixed measure D on S. Suppose also that 
P-dim(F) <~ d. Then 
Pr{3f  ~F:dv(~(( f ) ,E ( f ) )>o~ } 4(4M~d(em~ae-~2vm/sM. (116) 
\~v/  \d /  
Moreover, for 
9M(  17M 4) 
- -  + ln~ , (117) m>~o? v 2dln (~ x/~) v 
this probability is less than ft. 
Proof First, from Corollary 14, we have that 
~, (m) [4~j '  
~A/'( o:r/8, Fie, dL, ) ~ ~v " (118) 
i=0 
Using the well known combinatorial identity that 
i=0 
and substituting 
for each 
(4M)d (120) 
0~v /
4M i 
L ~v j  
3 The same measurability assumptions as Theorem 12 are required. 
(121) 
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we get 
(4M~U(em~ a (122) Fj , alL1) .< \7 /  
Applying Theorem 12 yields the first result. 
Now, we wish to determine a lower bound on m which guarantees that 
4(4M~a(f~-)ae-~2~m/SM<<.6. (123) 
\ c~v /
Set k = 4M/cw. Then the above expression simplifies to 
4ka(e~)ae -~m/2k 46. (124) 
Taking logs and rearranging terms yields the following equivalent expres- 
sion: 
2-~>~d In m+ln  + In 4/6. (125) 
Since by the preceding lemma for any 2 ~ R, 0 < )~ < 1, 
.<(Roc~ (lnkd~, 
In m ..~ \kd] m + 2o~e] (126) 
the following is sufficient o guarantee Inequality (125): 
2k ~ m + in ~/~c~e + In + In 4/6 ( 127 )
J[0~ k 2 
=~-m + din ~+ in 4/6. (128) 
Solving for m yields 
2k (2d In k 
m >~ 0~(1 _22) ~+ln~)  
and resubstituting k = 4M/o~v gives 
8M (2dln 4M +ln4) .  
m ~> ~2v( 1 - 22) 0cv x/2~ 
(129) 
(130) 
582a/71/2-5 
238 HAUSSLER AND LONG 
We choose 2 = 1/18 for readability, yielding 
~M~( 17M +ln~)  (131) m ~> 2dln (~ V~ ) v 
which is the desired bound. | 
For comparison, we give the following theorem from [ 12], which was 
obtained using a completely different technique, due to Pollard [16, 
Theorem 4.7]. 
THEOREM 17. Let F be a set 4 of random variables on S such that there 
exists MeR + with O<~f(~)<<,M for all feF  and ~eS.  Assume 
0 < v <~ 4Mid, 0 < oc < 1 and m ~ 1. Suppose that ~ is generated by m inde- 
pendent random draws according to the fixed measure D on S. Suppose also 
that P-dim(F) <~ d. Then 
Pr{3f~ F: d~(Eg(f), E( f ) )  > ~} ~ S (16eM In 16eM~ ae-~2~m/Sg 
- \ ~v  ~v / 
(132) 
Moreover, for 
m~>--  2dln In 
0C2p 0~]J 
(133) 
this probability is less than 3. 
4. CONCLUSION 
We have given tight bounds on the cardinality of a subset of 
I]i {0, ..., N/} of a certain dimension for two generalizations of the VC- 
dimension: namely the pseudo dimension discussed by Pollard [ 15] and 
the graph dimension introduced by Natarajan [ 14]. We also have used a 
similar technique to obtain tighter bounds for another generalization of the 
VC-dimension introduced by Natarajan, which we have called the Natara- 
jan dimension. The problem of obtaining tight bounds for the Natarajan 
dimension remains open. 
In addition, we have applied this result to bound the rate of convergence 
of empirical estimates of the expectations of a sequence of random 
variables to their true expectations, obtaining bounds similar to those 
already derived in [15, 12]. These results can be extended to bound the 
4 Again, the same measurability assumptions a  Theorem 12 are required. 
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sample size required for learning under the computational model of 
learnability discussed in [ 12]. 
The primary motivation for this research, however, was to attempt o 
find some simple property of a class of functions that would characterize 
the uniform rate of convergence of estimates to true means. While the 
finiteness of any of the dimensions discussed in this paper is sufficient for 
rapid convergence, none of them are necessary. We hope that the insight 
gained by studying these generalizations of the VC-dimension will aid us in 
this pursuit. 
Towards this end, we are currently investigating-the following conjecture. 
Let m ~ Z +, N~ N. Define 7 as in the definition of N-dimension given 
previously. Let G=(V,E) be a graph with V= {0 ..... N}. Form 
G"~= (V m, E m) as follows. Let V m= {0, ..., N} m, as the notation suggests. 
Let 
E'~={(f,g):f,g,~V m, ~i, l<~i<~m, (~.,gi)~E}. (134) 
Let F~ V m be a clique in G m. Let I_~ [m]. We say I is GN-shattered by 
F if there exist f ,  ff e F such that for all i s L (f~, gi) E G, and 
{0, 1} Izl _ 7(FIt, ~ g). (135) 
We define the GN-dimension of F to be the cardinality of the largest subset 
of Ira] shattered by F. Our conjecture is that if the GN-dimension of F is 
no greater than d, then 
IFI<< ~ (m~(N+ 1) i. (136) 
i=o\ i / \  2 
Note that if G is the complete graph, any F_~ V "~ induces a clique, and the 
GN-dimension of F reduces to its N-dimension, so the above bound 
follows from Corollary 5. 
If such a result could be obtained, it would lead to a new characteriza- 
tion of conditions that ensure rapid uniform convergence similar to the 
conditions outlined by Vapnik [23 ]. 
We are also working on the problem of characterizing those functions ~b 
(or 7) such that a bound on the ~b-dimension of a set gives the bounds of 
Theorem 2, or more generally, characterizing the functions ~b such that 
there exist hounds polynomial in m and N on the cardinality of subsets of 
l~I~ml {0 .... , N} of a given ~b-dimension. 
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