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DISCRETE QUANTUM DRINFELD-SOKOLOV CORRESPONDENCE
C. GRUNSPAN
Abstract. We construct a discrete quantum version of the Drinfeld-Sokolov correspondence
for the sine-Gordon system. The classical version of this correspondence is a birational Poisson
morphism between the phase space of the discrete sine-Gordon system and a Poisson homoge-
neous space. Under this correspondence, the commuting higher mKdV vector fields correspond
to the action of an Abelian Lie algebra. We quantize this picture (1) by quantizing this Poisson
homogeneous space, together with the action of the Abelian Lie algebra, (2) by quantizing the
sine-Gordon phase space, (3) by computing the quantum analogues of the integrals of motion
generating the mKdV vector fields, and (4) by constructing an algebra morphism taking one
commuting family of derivations to the other one.
1. Introduction
1.1. Background. The link between integrable systems and quantum groups has been inten-
sively studied during the last few years from several viewpoints. The goal of this article is to
present a discrete and quantum version of a natural construction occurring in the theory of in-
tegrable systems, namely the Drinfeld-Sokolov correspondence [DS]. At the classical level, this
correspondence was discovered by Drinfeld and Sokolov in the eighties, by using the dressing
method of Zakharov and Shabat [SZ]. It is a bijective map between phase spaces of certain
evolution equations (such as the KdV, mKdV, or Toda hierarchy) and homogeneous spaces.
Each phase space is equipped with an infinite commuting family of vector fields : the Hamil-
tonian fields generated by the integrals of motion of the KdV, mKdV, or Toda hierarchy. One
of the main properties of the Drinfeld-Sokolov correspondence is that it leads to a geometric
interpretation of these commutative families : they correspond to the action of an Abelian Lie
algebra on a double coset space. After Drinfeld and Sokolov, Feigin and Frenkel developed a
cohomological approach based on the fact that screening operators of the Toda theory satisfy the
Serre relations [FF2] and [FF3]. This allowed them (1) to prove the existence of a commutative
family of integrals of motion in the quantum case and (2) to suggest a possible discretization
of the problem, generalizing those introduced much earlier by Izergin and Korepin (see [IK1],
[IK2]). At the semi-classical level, the discretized Toda system has been studied by Enriquez and
Feigin in the case when the Lie algebra is ŝl2 [EFe]. This is the discrete sine-Gordon theory. By
imitating the cohomological approach of Feigin and Frenkel, the authors (1) proved the existence
of a classical family of integrals of motion in involution and (2) constructed a Drinfeld-Sokolov
correspondence between phase spaces equipped with the Hamiltonian action of the integrals of
motion, and homogeneous spaces equipped with the action of an Abelian Lie algebra. Moreover,
the phase spaces are endowed with a natural structure of Poisson manifold, the homogeneous
spaces are Poisson homogeneous spaces and the correspondence is a Poisson isomorphism. The
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aim of our present work is to quantify this result. So, this article fills in the discrete-quantum
square of the following array.
Drinfeld-Sokolov correspondence
classical quantum
continuous Drinfeld-Sokolov (1981) ?
discrete Enriquez-Feigin (1995) this article (2000)
1.2. The classical Drinfeld-Sokolov correspondence. The Drinfeld-Sokolov correspondence
is inspired by the application of dressing methods developed by Zakharov and Shabat in the
theory of integrable systems [SZ]. The integrable systems studied by Drinfeld and Sokolov by
this method are Korteweg-de Vries hierarchies (KdV) or modified Korteweg-de Vries hierarchies
(mKdV), associated with an affine Kac-Moody algebra. For example, in the case when the
Kac-Moody algebra g˜ is ŝl2, the second equation of the mKdV hierarchy is (the first one being
∂zu = uz)
ut = uzzz + 6u
2uz. (1)
The main achievement of Drinfeld and Sokolov was (1) to associate Lax pairs (A(u), L(u)) to
these equations taking values in affine Kac-Moody Lie algebras and then (2) by assigning to a
point of the phase space, the matrix conjugating its Lax matrix to a prescribed form, to set up a
bijection between the phase space and a coset space (3) to show that the corresponding system
on the coset space is ”linear”. This way, Drinfeld and Sokolov achieved the linearization of their
system. More precisely, if u belongs to the phase space, the matrices K(u) conjugating the
matrix L(u) into a standard form belong to a pro-algebraic pro-unipotent subgroup N+ of the
Kac-Moody group G associated to g˜. Moreover, such a matrix K(u) is determined uniquely up
to a multiplication by an element of a commutative subgroup A+ in N+, and all the coefficients
of the class of K(u) in N+/A+ are differential polynomials in u. As a result, one gets a map
from the phase space of the hierarchy to N+/A+. The Drinfeld-Sokolov theorem asserts that
this map is bijective. Moreover, in the corresponding bijection between the rings of functions,
the hierarchy equations viewed as commutative flows on the phase space correspond to the right
action of the Lie algebra of the normalizer of A+ in G, N+ being embedded into the flag variety
B−\G. The Hamiltonian structure (which one can associate to these hierarchies) were studied
by Gelfand, Dickey and Dorfman ([GDi1], [GDi2], [GDo]).
1.3. The viewpoint of Feigin and Frenkel. Feigin and Frenkel reformulated the Drinfeld-
Sokolov correspondence in a cohomological language. This allowed them to identify the action of
n+ on the phase space U (which is, according to the Drinfeld-Sokolov correspondence, the same
as the left action by vector fields of n+ on the homogeneous space N+/A+) with the Hamiltonian
action of screening charges of the Toda system associated with the Lie algebra g˜. Besides, their
formalism led to a quantization as well as a discretization of the Toda system. Precisely, let g
be a semi-simple Lie algebra and g˜ be the affine Kac-Moody algebra built from g. The Toda
3system associated with the Lie algebra g˜ is the following system of differential equations :
∂τ∂zφi(z, τ) =
l∑
j=0
(αi, αj) exp(−φj(z, τ)), i = 1, . . . , l, (2)
where α0, . . . , αl are simple roots of g˜. Each function φi(z, τ) depends on z as well as the time
variable τ , and φ0(z, τ) = −
1
a0
l∑
i=1
aiφi(z, τ), where a0, . . . , al are labels of the Dynkin diagram.
In the case when g˜ = ŝl2, the system reduces to the sine-Gordon equation :
∂τ∂zφ(z, τ) = exp(φ(z, τ)) − exp(−φ(z, τ)). (3)
Let π0 be the ring of functions on U . We have π0 = C[u
(n)
i ]1≤i≤l;0<n. This is a differential ring
equipped with the derivation ∂ defined by ∂u
(n)
i = u
(n+1)
i . Because of the presence of exp(−φi)
(and contrary to the mKdV case) one cannot view the Toda equations as derivations of the
differential ring π0. Yet, one can view the right hand side of these equations as the action of an
evolution operator (i.e., a linear map commuting with the action of derivation ∂),
H˜ =
∑
i∈J
Q˜i : π0 −→
⊕
i∈J
π−αi (4)
for some differential modules π−αi = π0 ⊗ exp(−φi) equipped with derivations ∂ defined by
∂(u⊗exp(−φi)) = (∂u)⊗exp(−φi)−(uu
(0)
i )⊗exp(−φi). One of the results of Feigin and Frenkel
shows that Q˜i = −Tie
G
i , where e
G
i denotes the image under the Drinfeld-Sokolov correspondence
of the left action by the vector field ei on N+/A+, and Ti denotes the multiplication by exp(−φi)
sending π0 to π−αi . In the Hamiltonian formalism of Feigin and Frenkel, one defines F−αi :=
π−αi/Im∂. This is the space of functionals of the form
u 7−→
∫
|z|=1
P
(
u(z), ∂zu(z), . . .
)
exp(−φi(z))dz (5)
with u(z) =
(
u
(0)
1 , . . . , u
(0)
l
)
: S1 −→ h, where S1 is the unit circle and φi is an anti-derivative of
u
(0)
i . The space F0 is the local functionals space of the Toda system (one uses only derivatives
of u). It was shown in [GDi,GDo] that it may be equipped with the structure of a ”vertex
Poisson” algebra (this notion was first introduced in these papers, and developed in [BD,EF]).
Such vertex Poisson structures are classical limits of families of VOA structure (as opposed to
classical limits of associative algebra structures in the case of Poisson structures). It is possible
to extend the Poisson bracket to bilinear maps :
F0 ×F−αi −→ F−αi
(F,G) 7−→ {F,G}
(6)
satisfying the Jacobi identity on F0. In other words, the F−αi are F0-modules. By passing
to the quotients, the morphisms Q˜i define screening operators Q¯i : F0 −→ F−αi . Feigin and
Frenkel showed that Q¯i = {.,
∫
exp(−φi)}, where
∫
exp(−φi) is the projection of exp(−φi) onto
F−αi . This projection is called the classical screening charge. Then, we define a Hamiltonian
H =
∑
Q¯i : F0 −→
⊕
i∈J
F−αi . (7)
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Indeed, in this formalism, we can write Toda equations as
∂τu(z) = {u(z),H}. (8)
The integrals of motion of the Toda system are the local functionals which commute with all
the screening charges. On the other hand, it was known [BMP] that the the Q¯i satisfy the
Serre relations for g. This gives an action of the nilpotent Lie algebra n+ on π0 and allowed
Feigin and Frenkel to interpret the space of integrals of motion as the first cohomology group
of n+ with coefficients in π0. Using resolutions of BGG type, the authors managed to compute
this cohomology, yet without giving explicit formulas for the integrals of motions (except for
some particular cases). They showed that the space of integrals of motion forms a graded one-
dimensional Lie subalgebra of F0 (for the gradation defined by ∂
ou
(k)
i = −k on π0), generated by
integrals of motion Im, m ∈ Z− and ∂
oIm = m. This Lie subalgebra is the classical W-algebra
of g. Moreover, the Hamiltonian flow of Im corresponds to the mKdV hierarchy equations.
Similarly, this Hamiltonian approach allowed them to show that the integrals of motion admit
quantum deformations.
1.4. The quantum sine-Gordon system. The interpretation of the Poisson structure on F0
in terms of Kirillov-Kostant structures allows the following quantum deformation ([FF3]).
1.4.1. The continuous quantum model. Consider the quantum Heisenberg algebra of ŝl2, gener-
ated by I, qi, b
i
n, i ∈ {0, 1}, n ∈ Z, satisfying the following relations :
[I, qi] = [I, b
i
n] = 0
[qi, b
j
n] = (αi, αj)δn,0 β
2I
[bin, b
j
n] = n(αi, αj)δn+m,0 β
2I,
where δi,j denotes the Kronecker symbol, β
2 is a deformation parameter (q = exp(iπβ2)), and
(αi, αj) denotes the scalar product of two roots αi and αj in ŝl2.
This algebra acts on the direct sum of Fock modules in such a way that the vertex operators :
Vi(z) =: exp
(
φi(z)
)
:= exp
(
φ−i (z)
)
exp
(
φ+i (z)
)
,
satisfy the following commutation relations :
Vj(w)Vi(z) = exp
(
iπβ2(αi, αj)
)
Vi(z)Vj(w) (9)
in the domain |z| > |w|. Here, φi(z) is the free field :
φi(z) =
∑
n 6=0
−
1
n
binz
−n − bi0 ln(z)− qi,
and
φ+i (z) =
∑
n>0
−
1
n
binz
−n − bi0 ln(z)
φ−i (z) =
∑
n<0
−
1
n
binz
−n − bi0 ln(z).
5The screening charges are defined by :
Si =
∫
|z|=1
Vi(z)dz =
∫
|z|=1
: exp
(
φi(z)
)
: dz (10)
for i ∈ {0, 1}. The integrals of motion of the system are expressions of the form∫
|z|=1
P
(
∂kzφi
)
k≥0,i∈{0,1}
(z)dz
which commute with S0 and S1. Feigin and Frenkel showed that the screening charges S0 and
S1 satisfy quantum Serre relations of ŝl2. This allowed them – as in the classical case – to
interpret the space of quantum integrals of motion as the first cohomology group of a certain
complex. They proved that the integrals of motion commute with each other and that the space
of integrals of motion generates a quantum deformation of the classical W-algebra.
1.4.2. The discrete quantum sine-Gordon model. The first model of a discrete integrable system
was introduced by Izergin and Korepin in 1982 for the sine-Gordon system in order to resolve
ultraviolet divergence problems occurring in the continuous theory. The q-commutation relations
between vertex operators naturally lead to the aforementioned discretization, which is adopted
by Izergin and Korepin.
Set q = exp(iπβ2), and replace the complex numbers z by relative integers k ∈ Z. The vertex
operators V0(z) and V1(z) are replaced by variables yk and xk satisfying the relations :
∀k < l, xkxl = qxlxk (11)
ykyl = qylyk (12)
ykxl = q
−1xlyk (13)
∀k ≤ l, xkyl = q
−1ylxk, (14)
coming from (9). The analogues of screening charges are S0 and S1 defined by S0 =
∑+∞
k=−∞ yk
and S1 =
∑+∞
k=−∞ xk in a certain completion of the algebra of variables on the given lattice. The
Hamiltonian of the system is H = S0 + S1. The integrals of motion correspond to expressions
of the form
+∞∑
i=−∞
P (x±1i+1, y
±1
i+1, . . . , x
±1
i+k, y
±1
i+k)
which commute with S0 and S1, where P (X
±1
1 , Y
±1
1 , . . . ,X
±1
k , Y
±1
k ) denotes a polynomial in the
variables, X±11 , . . . , Y
±1
k , these variables being q-commutative.
As in the continuous case, Enriquez and Feigin showed that the screening charges satisfy the
Serre relations (for ŝl2), which gives a cohomological interpretation for the integrals of motion.
By means of Demazure desingularization, they managed to compute this cohomology in the
classical limit q → 1, to give formulae for densities of integrals of motion, and to prove that the
integrals of motion are in involution. This justifies calling the system a discrete integrable system.
Moreover, Enriquez and Feigin identified the phase space of this system with the homogeneous
space H−\B−, where B− is a Borel subgroup of the loop group of SL2, and H− is a subgroup
of B− consisting of diagonal matrices, and established a discrete version of the Drinfeld-Sokolov
correspondence. The Hamiltonian action by integrals of motions corresponds to a (left) action
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of a commutative Lie algebra h+ on the homogeneous space, which is embedded into H−\G/N+.
Moreover, the correspondence is a Poisson morphism.
2. Main results
In this section, we present our main results which deal with the discrete sine-Gordon theory.
Proposition 3 is proved in [G1]. In Proposition 5, we construct a quantization of the Poisson
homogeneous space considered by Enriquez and Feigin [EFe]. Theorem 1 is a discrete and
quantum version of the Drinfeld-Sokolov correspondence. It generalizes a theorem of Enriquez
and Feigin to the quantum case.
2.1. Some basic definitions. The following notation will be used throughout the article. Let
q be a formal variable.
The quantum phase space of the discrete sine-Gordon system. Let Aq be the algebra
generated over Q[q, q−1] by the non-commutative variables x±1i and y
±1
i , i ∈ Z, subject to
relations (11), . . . , (14). This is the quantum phase space of our system. It can be shown
that a basis for Aq is given by the family
∏+∞
i=−∞ x
αi
i y
βi
i , where (αi) and (βi) are two sequences
in ZZ which have only a finite number of non-zero elements. At the semi-classical limit, Aq
defines a Poisson structure on Acl = Q[x
±1
i , y
±1
i , i ∈ Z]. There is a gradation deg on Aq defined
by deg(xi) = − deg(yi) = 1 for all i ∈ Z. Let T
1
2 denote the half-translation antigraded
automorphism defined on Aq by T
1
2 (xi) = yi and T
1
2 (yi) = xi+1 for all i ∈ Z. We shall set
T =
(
T
1
2
)2
. For n ∈ Z, let Aq[n] be the submodule of Aq of all elements of degree n. The
discrete analogue of π0 is Aq[0].
The functional spaces and integrals of motion. By definition, the functional spaces are
Fn, n ∈ N defined by Fn = Aq[n]/Im(T − Id). If P ∈ Aq[n], one notes I(P ) its class in Fn.
The discrete analogues of the screening charges S0 and S1 seen in (10), are Σ+ = I(x0) ∈ F1
and Σ− = I(y0) ∈ F−1. The Hamiltonian of the system is H = Σ− + Σ+ ∈ F−1 ⊕ F1. We set
I = Ker[.,Σ−]∩Ker[.,Σ+] ⊂ F0. It is the space of all local integrals of motion of the system. If
P ∈ Aq[0] and if I(P ) ∈ I, we say that P is a density of an integral of motion.
The homogeneous space of Enriquez and Feigin. We set G = SL2
(
C((λ−1))
)
, B− =
π−1
(
B¯−
)
, and N+ = p
−1
(
N¯+
)
, where B¯− (resp. N¯+) is the subgroup of SL2(C) defined by
all lower triangular (resp. upper unipotent) matrices, π (resp. p) is the induced map from
SL2
(
C[[λ−1]]
)
(resp. SL2
(
C[λ]
)
) to SL2(C) obtained by sending λ
−1 (resp. λ) to 0. We also
denote by H− the subgroup of B− given by all the diagonal matrices of the form diag(a, a
−1),
a ∈ C[[λ−1]]∗. The Poisson homogeneous space considered by Enriquez and Feigin is H−\B−
endowed with the Poisson structure induced by the Poisson bivector P∞ = r
L − rR∞ on G such
that the map H−\B− →֒ H−\G/N+ is a Poisson morphism. Here, r is the standard r-matrix on
G, r∞ corresponds to the conjugation of r with an element of the Weyl group with an infinite
length (it is the r-matrix associated with the “new realizations” of Drinfeld) and rL (resp. rR∞)
is the left (resp. right) translation of r (resp. r∞) on G. The homogeneous space H−\B− is
endowed with an action from the left by the Abelian Lie algebra h+ := {diag(a,−a), a ∈ λC[λ]}.
Enriquez and Feigin identified this action with the Hamiltonian action of the integrals of motion
on Acl. Theorem 1 generalizes this result.
72.2. The results. The first few results deal with the integrals of motion of the discrete sine-
Gordon system.
Proposition 1. Let n be an integer. For any F ∈ F0, G ∈ Fn, P ∈ I
−1(F ) ⊂ Aq[0] and
Q ∈ I−1(G) ⊂ Aq[n], the two sums
∑+∞
i=−∞[T
iP,Q] and
∑+∞
i=−∞[P, T
iQ] are equal and do not
depend on P nor Q but only of F and G. Moreover, the bilinear map :
F0 ×Fn −→ Fn
(F,G) 7−→ [F,G]
(15)
with F = I(P ), G = I(Q), and
[I, J ] :=
1
q − 1
+∞∑
i=−∞
[T iP,Q] (16)
=
1
q − 1
+∞∑
i=−∞
[P, T iQ] (17)
satisfies the Jacobi identity on F0. In other words, the space F0 of all local functionals is a Lie
algebra, and Fn is a F0-module.
The following proposition shows that the local functionals act on Aq by adjoint action.
Proposition 2. For any F ∈ F0 and x ∈ Aq, the sum
∑∞
k=−∞[T
kP, x] does not depend of the
representative P ∈ I−1(F ) ⊂ Aq[0] chosen for F and defines a derivation on Aq which commutes
with the automorphism T . This derivation is the adjoint action of F on Aq and is denoted by
ad(F ). Moreover, if DerT (Aq) denotes the Lie algebra of all derivations on Aq which commute
with T , we have a Lie algebra morphism :
ad : F0 −→ DerT (Aq)
F 7−→ 1
q−1
∑∞
k=−∞[T
kP, .]
(18)
and the kernel of this morphism is equal to the class of constants in F0.
Proposition 3 gives an explicit basis for the space I of local integrals of motion. This should be
compared to the formulas involving quantum trace identities of Izergin and Korepin [IK2] (see
also [FTT] and [H]) at least in the classical case. Indeed, in the quantum case, the Izergin and
Korepin formulas for the sine-Gordon system are no longer local.
Proposition 3. The local classical integrals of motion of the discrete sine-Gordon system can
be deformed in the quantum case. A basis for I is given by the family In = I(ψn), n > 0. The
generating function of the densitites of integrals of motion ψn is given by
lnq U + lnq V =
∞∑
p=1
1
[p]
ψpλ
−p (19)
where for all integers p, [p] :=
qp − 1
q − 1
, U = lim
N→∞
UN , V = lim
N→∞
VN ,
8 C. GRUNSPAN
UN :=
1
1−
(λx1y1)
−1
1−
(λy1x2)
−1
. . . (λxN−1yN−1)
−1
1− (λyN−1xN )−1
(20)
VN := T
1
2UN (21)
the limits being taken in the sense of the λ−1− topology. By convention, we have set
a
b
:= ab−1,
and for all power series f in λ−1 with non-zero constant term,
lnq f :=
∞∑
p=1
1
[p]
(1− f−1)p.
The following proposition is proved in section 3.
Proposition 4. The space I is a commutative Lie subalgebra in F0.
Proposition 5 gives a quantization of the homogeneous space considered by Enriquez and Feigin.
Proposition 5. The algebra given by generators : ui,mi, i > 0 and (quadratic) relations(
λ−1u(λ)− µ−1u(µ)
)(
u(λ)− u(µ)
)
= q
(
u(λ)− u(µ)
)(
λ−1u(λ)− µ−1u(µ)
)
(22)(
λ−1m(λ)− µ−1m(µ)
)(
m(λ)−m(µ)
)
= q−1
(
m(λ)−m(µ)
)(
λ−1m(λ)− µ−1m(µ)
)
(23)
u(λ)m(µ) = q−1m(µ)u(λ) (24)
with u(λ) =
∑∞
i=0(−1)
iui+1λ
−i and m(λ) =
∑∞
i=0(−1)
imi+1λ
−i is a quantum deformation of
the algebra of functions over the Poisson homogeneous space
(
H−\B−, P∞
)
.
The following proposition shows that the action by vector fields of the Abelian Lie subalgebra
h+ on H−\B− can also be quantized.
Proposition 6. There is (Hn)n∈N∗, a commutative family of derivations on C[H−\B−]q defined
by the formulas :
Hµ
(
u(λ)
)
=
1
λ−1 − µ−1
(
λ−1u(λ)− µ−1u(µ)
)
v(µ)u(λ) −
µ−1
λ−1 − µ−1
(
u(λ)− u(µ)
)(
1 + v(µ)u(µ)
)
;
(25)
Hµ
(
m(λ)
)
=
µ−1
λ−1 − µ−1
(
1 +m(µ)w(µ)
)(
m(λ)−m(µ)
)
−
1
λ−1 − µ−1
m(λ)w(µ)
(
λ−1m(λ)− µ−1m(µ)
)
(26)
with H(µ) =
∑∞
k=1(−1)
kHkµ
−k, v(µ) = −
(
u(µ) + µm(µ)−1
)−1
and w(µ) = −
(
m(µ) + µu(µ)−1
)−1
.
This family of derivations deforms the classical action by vector fields of h+ on H−\B−.
The following theorem is a quantum version of the Drinfeld-Sokolov correspondence. It shows
that the quantization of the action of h+ on H−\B− considered in Proposition 6 can be identified
with the adjoint action of the integrals of motion on the phase space Aq.
9Theorem 1. There is an injective and birational map DSq from C[H−\B−]q to Aq defined by
DSq(u(λ)) = lim
N→∞
y−10
1 +
(λx0y0)
−1
1 +
(λy−1x0)
−1
. . . (λy−N+1x−N+2)
−1
1 + (λx−N+1y−N+1)−1
(27)
and
DSq(m(λ)) = lim
N→∞
x−11
1 +
(λx1y1)
−1
1 +
(λy1x2)
−1
. . . (λyN−1xN )
−1
1 + (λxNyN)−1
(28)
the limit being taken with respect to the λ−1-adic topology, and where, in the first case,
a
b
:= b−1a,
and in the second case,
a
b
:= ab−1. We have : DSq ◦Hn = ad(In) ◦DSq for all integers n.
The algebras C[H−\B−]q and Aq have fraction fields, and the phrase ”birational” means that
DSq induces an isomorphism of these fraction fields.
3. Commutativity of the local integrals of motion of the discrete sine-Gordon
system
We give here a (new) proof of the commutativity of the quantum local integrals of motion [IK2]
(see also [FTT], [V], [H]). This constitutes Proposition 4. Our proof is based on the explicit
form taken by the elements In of the basis of I given in the Proposition 3. First, we note that,
as a consequence of Proposition 1, I is a Lie subalgebra of F0. We shall use Proposition 7 given
below, proved in [G1] and which is equivalent to Proposition 3. If a and b are two integers, we
set : [
a
b
]
=


1, si b = 0 ;
0, si b < 0 ou si b > Max(0, a) ;
[a]!
[b]![a − b]!
, si 0 ≤ b ≤ a ;
with [n]! =
∏n
i=1[i] and [i] =
qi − 1
q − 1
.
Also, for any relative integers N, a1, . . . , aN , we set Fq(a1, . . . , aN ) =
∏N
i=1
[
ai + ai+1 − 1
ai+1
]
.
Proposition 7. A basis for I is given by the family In = I(ψn), with ψn = An + Bn, Bn =
T
1
2An, and
An =
∑ [n]
[α1]
Fq(α1, . . . , α2N−2)(x1y1)
−α1(y1x2)
−α2 . . . (yN−1xN )
−α2N−2 (29)
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the sum being taken on the set of indices α1, . . . , α2N−2 such that αi ∈ N, α1 ∈ N
∗, and
α1 + . . .+ α2N−2 = n. Here, N is any integer such that n ≤ 2(N − 1).
One will achieve the proof of the commutativity of I in several steps. The key step is the
existence of a filtration on a Lie subalgebra F ′0 which contains I.
3.1. Gradation on F0. We denote degp the principal gradation on Aq defined by degp(xi) =
degp(yi) = 1 for all i ∈ Z. Also, we set e2i−1 = (xiyi)
−1 and e2i = (yixi+1)
−1. The elements e±1j ,
j ∈ Z generate Aq[0]. So, any element u ∈ F0 can be represented by a sum of terms Pk, k ∈ Z
with degp(Pk) = 2k ∈ 2Z. Therefore, the gradation degp on Aq induces a gradation deg on the
module F0 by the following way : an element u of F0 is said to be homogeneous of degree k
if there exists P ∈ Aq[0] such that I(P ) = u and degp(P ) = 2k. The formula (16) shows that
(I,deg) is a Lie subalgebra of F0 generated by In = I(ψn), n ∈ N
∗ with deg(In) = −n.
3.2. The subalgebra Bq[0] of Aq[0]. Let Bq[0] be the subalgebra (without unit) of Aq[0]
generated by the ei, i ∈ Z. For all i, j ∈ Z, we have eiei+1 = q
−1ei+1ei and eiej = ejei if
|i−j| ≥ 2. A basis for Bq[0] is given by the family εα =
∏
i∈Z e
αi
i , where α is a non-zero sequence
in NZ such that almost all elements are zeros (except for a finite number of them). We define a
function l on Bq[0] by the following way. If P =
∑
α λαεα is a non-zero element in Bq[0] we set
l(P ) := Inf{l(α)/λα 6= 0} with l(α) := card{i ∈ Z/αi 6= 0}. We have l(P ) ∈ N
∗. By convention,
we consider that l(0) = +∞. Obviously, Bq[0] is invariant by the translation automorphism T
defined in 2.1, and l ◦ T = l. Moreover, if P and Q ∈ Bq[0], then l(PQ) ≥ Max
(
l(P ), l(Q)
)
and
l(P +Q) ≥ Inf
(
l(P ), l(Q)
)
with equality in the last inequality if l(P ) 6= l(Q).
3.3. The Lie subalgebra F ′0 of F0. We note F
′
0 the quotient module Bq[0]/ Im(T − Id). A
basis for F ′0 is given by the elements I(εα) where α is an almost zero sequence satisfying the
property αi = 0 if i ≤ 0, and α1 6= 0 or α2 6= 0. The module F
′
0 is a Lie subalgebra by taking
the formula (16) as a definition. Furthermore, we have a natural injective map of Lie algebras
F ′0 →֒ F0 such that the following diagram is commutative.
Bq[0] →֒ Aq[0]
↓ ↓
F ′0 →֒ F0.
The first horizontal map is the canonical injection of Bq[0] in Aq[0]. The vertical maps are the
canonical projections. Note that F ′0 is a graded Lie subalgebra of F0 with respect to gradation
deg. Also, according to Proposition 7, F ′0 contains I.
3.4. Filtration on F ′0. Let us start with the following lemma.
Lemma 1. Let u ∈ F ′0 with u 6= 0. Then Lu := {l(P )/P ∈ Bq[0] and I(P ) = u} is a bounded
non-empty set in N∗.
Proof. Obviously, Lu 6= ∅. Consider Q ∈ Bq[0] such that Q is generated by ei, n1 ≤ i ≤ n2.
Let V1 (resp. V2) be the submodule generated by the monomials εα with l(α) ≤ n2 − n1 + 1
(resp. l(α) > n2 − n1 + 1). We have Bq[0] = V1 ⊕ V2, Q ∈ V1, and Vi (i = 1, 2) is invariant
by T . Assume that there exists P ∈ Bq[0] such that I(P ) = u and l(P ) > n2 − n1 + 1. Then,
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there exists R such that P = Q+ T (R)− R. We set R = R1 + R2 with Ri ∈ Vi (i = 1, 2). By
projecting on V2, we obtain P = T (R2)−R2. So, u = 0. But this contradicts our hypothesis. ✷
Lemma 1 allows us to define a length function on F ′0.
Definition. Let u ∈ F ′0, with u 6= 0. We set l(u) = MaxLu. By convention, l(0) = +∞.
Thanks to section 3.3 the following lemma allows us to compute lengths in F ′0 explicitly.
Lemma 2. Let x ∈ Bq[0] be a non-zero element such that x is a linear combination of mono-
mials of the form εα, with αi = 0 if i ≤ 0 and α1 6= 0 or α2 6= 0. Then, l
(
I(x)
)
= l(x).
Proof. Set l(x) = k. Let V1 (resp. V2) denotes the submodule of Bq[0] generated by all
monomials εα with length k (resp. with a length different from k). We proceed as in the proof
of the Lemma 1 ✷
We are now able to show that F ′0 is a filtred Lie algebra.
Lemma 3. Let u and v be two elements of F ′0. Then, l
(
[u, v]
)
≥ Max
(
l(u), l(v)
)
.
Proof. Set j = l(u), k = l(v) and n = Max(j, k). There exist P and Q in Bq[0] such that
I(P ) = u, I(Q) = v, l(P ) = j and l(Q) = k. For all k ∈ Z, we have l(Tα(P )) = l(P ). So,
l
(
(Tα(P ))Q
)
≥ n and l
(
Q(Tα(P ))
)
≥ n. So, l
(
[Tα(P ), Q]
)
≥ n. Hence, l
(∑∞
α=−∞[T
α(P ), Q]
)
≥
n and l
(
[u, v]
)
≥ n. ✷
3.5. End of the proof. For n ∈ N∗, we set un = e
n
1 and vn = e
n
2 . Thanks to Proposition
7, there exists wn ∈ Bq[0] such that l(wn) ≥ 2 and ψn = un + vn + wn. Clearly we have
[I(un), I(up)] = [I(vn), I(vp)] = 0 for all n, p ∈ N. On the other hand, by using Lemma 2, the
computation shows that l
(
[I(un), I(vp)]
)
= 2. So, we deduce from Lemma 3 and the bilinearity
of the Lie bracket that l
(
[In, Ip]
)
≥ 2 for all n, p ∈ N. But, for degree reasons, [In, Ip] is
proportional to In+p and l(In+p) = 1. Hence, [In, Ip] = 0.
4. Quantization of the Poisson homogeneous space
(
H−\B−, P∞
)
The aim of this section is to prove Proposition 5. As shown in the subsection 4.1, at the semi-
classical level, the generators ui and mi, i > 0, give a natural system of coordinate functions on
H−\B− which satisfy the Poisson relations obtained by taking the limit q → 1 in (22), (23), (24).
Therefore, to prove Proposition 5, it is enough to show that C[H−\B−]q is a flat deformation of
C[H−\B−]. The idea is to obtain a realization of the algebra C[H−\B−]q in Aq by using Lemma
4 which asserts that the finite screening charges of the discrete sine-Gordon system satisfy the
quantum Serre relations. In all the following, the ground ring is no longer Q[q, q−1] but C[q, q−1].
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4.1. The Poisson homogeneous space
(
H−\B−, P∞
)
. The Poisson manifold
(
H−\B−, P∞
)
was defined in 2.1. Any element x¯ ∈ H−\B− can be expressed uniquely in the following form :
x¯ = clH−
(
1 vcl(λ)(x¯)
0 1
)(
1 0
ucl(λ)(x¯) 1
)
with ucl(λ) ∈ C[H−\B−][[λ
−1]] and vcl(λ) ∈ λ
−1C[H−\B−][[λ
−1]]. For i ∈ N∗, we define coordi-
nate functions ui,cl and mi,cl on H−\B− by :
ucl(λ) =
∞∑
i=0
(−1)iui+1,clλ
−i (30)
mcl(λ) =
∞∑
i=0
(−1)imi+1,clλ
−i (31)
and mcl(λ) := −λvcl(λ)
(
1 + uclvcl(λ)
)−1
∈ C[H−\B−][[λ
−1]]. (32)
The functions ui,cl and mi,cl are algebraically independent and C[H−\B−] = C[ui,cl,mi,cl, i > 0].
Moreover, computation shows that the Poisson relations between these functions (the Poisson
structure is induced by the field of bivectors P∞) are precisely the ones we get from (22), (23),
(24) when q → 1.
4.2. The Enriquez-Feigin morphism. Let n− be a nilpotent subalgebra of ŝl2 and Uqn−
be the quantum algebra generated by the generators f+ and f− subject to the quantum Serre
relations :
f3±f∓ − (q + 1 + q
−1)(f2±f∓f± − f±f∓f
2
±)− f∓f
3
± = 0. (33)
Let deg be the gradation on Uqn− defined by deg f± = ±1. In the sequel of the article, if
(A,degA) and (B,degB) are two graded algebras, we define the twisted tensor product A⊗¯B by
the formula :
(a1⊗¯b1)(a2⊗¯b2) = q
− degA(a2) degB(b1)(a1a2⊗¯b1b2)
for homogeneous elements a1, a2, b1, b2 in A and B. There is a unique graded algebra morphism
∆¯ from Uqn− to Uqn−⊗¯Uqn− given by ∆¯(f±) = f±⊗¯1 + 1⊗¯f±. This morphism is called the
twisted comultiplication on Uqn−.
Lemma 4 ([EFe]). Let n ∈ N. Then Σ+,n :=
∑n
i=1 xi and Σ−,n :=
∑n
i=1 yi satisfy the quantum
Serre relations. In other words, there exists a graded algebra morphism fn defined by
fn : Uqn− −→ Aq
f± 7−→ Σ±,n.
(34)
Proof. For 1 ≤ i ≤ n, we define two graded algebra morphisms ϕi and ψi by :
ϕi : Uqn− −→ C[xi, x
−1
i ]
f+ 7−→ xi
f− 7−→ 0
and
ψi : Uqn− −→ C[yi, y
−1
i ]
f+ 7−→ 0
f− 7−→ yi
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with the convention deg xi = − deg yi = 1. Then, it appears that the map fn defined in (34) is
equal to mult2n ◦(ϕ1⊗¯ψ1⊗¯ . . . ⊗¯ϕn⊗¯ψn) ◦ ∆¯
(2n) where mult2n is the algebras monomorphism
mult2n : C[x1, x
−1
1 ]⊗¯C[y1, y
−1
1 ]⊗¯C[xn, x
−1
n ]⊗¯C[yn, y
−1
n ] −→ Aq
u1⊗¯v1⊗¯ . . . un⊗¯vn 7−→ u1v1 . . . unvn.
✷
So as to realize C[H−\B−]q in Aq, it is useful to give another expression of the quantum algebra
Uqn−.
Definition. Let q
1
4 be an indeterminate, q
1
2 =
(
q
1
4
)2
, q =
(
q
1
2
)2
, K0 = C[q
1
4 , q−
1
4 ], K =
C[q, q−1],
H =


q−
1
0 0 0
0 q
1
4 0 0
0 0 q
1
4 0
0 0 0 q−
1
4

 ∈M4(K0) ≃M2(K0)⊗2 , (35)
and R(λ, µ) =


1 0 0 0
0 λ−µ
q
−
1
2 λ−q
1
2 µ
(q−
1
2−q
1
2 )µ
q
−
1
2 λ−q
1
2 µ
0
0 (q
−
1
2−q
1
2 )λ
q−
1
2 λ−q
1
2 µ
λ−µ
q−
1
2 λ−q
1
2 µ
0
0 0 0 1

 ∈M4(K0) ≃M2(K0)
⊗2 . (36)
By definition, C[N+]q is the algebra generated over K by the a
(r)
i,j for i, j ∈ {1, 2} r ∈ N and the
relations :
a
(0)
2,1 = 0, a
(0)
1,1 = a
(0)
2,2 = 1, (37)
R(λ, µ)L1(λ)HL2(µ) = L2(µ)HL1(λ)R(λ, µ), (38)
a1,1(qλ)
[
a2,2(λ)− a2,1(λ)a1,1(λ)
−1a1,2(λ)
]
= 1, (39)
with : ai,j(λ) =
+∞∑
r=0
a
(r)
i,j λ
r, L(λ) = [ai,j(λ)],L
1(λ) = L(λ)⊗ Id and L2(µ) = Id⊗ L(µ).
Relations (38) and (39) have coefficients in K. So, the above definition makes sense. The
relation (39) is the quantum determinant relation. It can be shown [G2] that C[N+]q is a
quantum deformation of the algebra of functions on the Poisson manifold N+ defined in 2.1,
equipped with the Poisson bivector P = rG − rD +
1
4
(hG ⊗ hD − hD ⊗ hG) where r denotes the
r-trigonometric matrix :
r(λ, µ) = −
1
4
λ+ µ
λ− µ
h⊗ h−
1
λ− µ
(λe⊗ f + µf ⊗ e)
with h =
(
1 0
0 −1
)
, e =
(
0 1
0 0
)
and f =
(
0 0
1 0
)
. We can define a gradation deg on C[N+]q by
deg(a
(k)
i,j ) = i− j for integers i, j, k as well as a twisted comultiplication ∆¯ given by ∆¯
(
L(λ)
)
=
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L(λ)⊗¯L(λ). Moreover, the map
Φ : Uqn̂− −→ C[N+]q
f+ 7−→ a
(1)
2,1
f− 7−→ a
(0)
1,2
is an algebra morphism such that ∆¯ ◦Φ = (Φ⊗¯Φ) ◦ ∆¯. Let us consider the morphism fn defined
in Lemma 4 above. Thanks to the proof of Lemma 4, there exists a graded algebra morphism
gn : C[N+]q −→ Aq
L(λ) 7−→
∏n
i=1
(
1 0
λxi 1
)(
1 yi
0 1
)
.
(40)
It is clear that for r > n, a
(r−1)
1,1 , a
(r−1)
1,2 , a
(r)
2,1, a
(r)
2,2 ∈ Ker gn. Moreover, a
(n−1)
1,1 , a
(n−1)
1,2 , a
(n)
2,1 and
a
(n)
2,2 are invertible. This leads to the study of the quantum algebra C[B−wnB− ∩ N+]q given
below.
4.3. The quantum Schubert cell C[B−wnB− ∩ N+]q. The interest in studying the algebra
C[B−wnB−∩N+]q stems from the fact that the generating series of certain functions defined on
this quantum algebra satisfies the same relation (22) as the generators ui, i ∈ N
∗ in C[H−\B−]q,
and that we can deduce from (40), the existence of an algebra morphism from C[B−wnB−∩N+]q
to Aq.
Definition. The algebra C[B−wnB− ∩ N+]q is given by generators a
(k)
i,j (i, j ∈ {1, 2}; k ∈
{0, . . . , n}), a
(n−1)
1,1
′
, a
(n−1)
1,2
′
, a
(n)
2,1
′
, a
(n)
2,2
′
, and relations (37), (38), (39) with ai,j(λ) =
∑n
k=0 a
(k)
i,j λ
k
and a
(n)
1,1 = a
(n)
1,2 = 0 as well as relations which express the fact that a
(n−1)
1,1
′
(resp. a
(n−1)
1,2
′
, a
(n)
2,1
′
,
a
(n)
2,2
′
) is an inverse for a
(n−1)
1,1 (resp. a
(n−1)
1,2 , a
(n)
2,1 , a
(n)
2,2 ).
At the semi-classical limit, for q → 1, we get the algebra of functions on the Schubert cell
(B−wnB− ∩ N+, P ) with wn = diag(λ
−n, λn) with a Poisson structure given by the fact that
(B−wnB− ∩ N+, P ) may be viewed as a symplectic leaf of the Poisson manifold (N+, P ). The
algebra C[B−wnB−∩N+]q is just a rough quantum deformation of (B−wnB−∩N+, P ). To obtain
an exact quantum deformation, one should impose relations between a
(n−1)
1,1
′
, a
(n−1)
1,2
′
, a
(n)
2,1
′
, a
(n)
2,2
′
and all the a
(k)
i,j on the definition. However, we don’t need to be so precise and our definition
will suffice. There is a natural morphism p : C[N+]q −→ C[B−wnB− ∩N+]q. Moreover, if C is
an algebra and if f : C[N+]q −→ C is an algebra morphism such that a
(r−1)
1,1 , a
(r−1)
1,2 , a
(r)
2,1, a
(r)
2,2 ∈
Ker f pour r > n, and f
(
a
(n−1)
1,1
)
, f
(
a
(n−1)
1,2
)
, f
(
a
(n)
2,1
)
, f
(
a
(n)
2,2
)
are invertible in C, then there
exists g : C[B−wnB− ∩ N+]q −→ C an algebra morphism such that the following diagram is
commutative :
C[N+]q
p
−→ C[B−wnB− ∩N+]q
f ց ւ g
C
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By virtue of (40), it follows that there exists an algebra morphism hn : C[B−wnB−∩N+]q −→ Aq
such that :
hn
(
L(λ)
)
=
n∏
i=1
(
1 0
λxi 1
)(
1 yi
0 1
)
(41)
with L(λ) = [ai,j(λ)]i,j∈{1,2} and ai,j(λ) =
∑n
k=0 a
(k)
i,j λ
k. The element a2,2(λ) is invertible in the
ring C[B−wnB− ∩N+]q((λ
−1)). We set α(λ) := a2,2(λ)
−1a2,1(λ).
Lemma 5. The function α(λ) satisfies the same relation (22) as the function u(λ). We have :(
λ−1α(λ)− µ−1α(µ)
)(
α(λ)− α(µ)
)
= q
(
α(λ) − α(µ)
)(
λ−1α(λ) − µ−1α(µ)
)
.
Proof. By definition, for two elements a and b of an algebra, We denote by [a,b] the commutator
ab - ba. Then,[
α(λ), α(µ)
]
= a2,2(λ)
−1[a2,1(λ), a2,2(µ)−1]a2,1(µ) + [a2,2(λ)−1, a2,2(µ)−1] a2,1(λ)a2,1(µ)
+ a2,2(µ)
−1a2,2(λ)
−1[a2,1(λ), a2,1(µ)]+ a2,2(µ)−1[a2,2(λ)−1, a2,1(µ)] a2,1(λ).
Relation (38) shows that
∀ i, j ∈ {1, 2}, [ai,j(λ), ai,j(µ)] = 0 (42)
and
[
a2,1(λ), a2,2(µ)
]
=
[
a2,1(µ), a2,2(λ)
]
(43)
= (1− q−1)
(
µa2,2(µ)a2,1(λ)− λa2,2(λ)a2,1(µ)
)
. (44)
So, thanks to (42) and (43), we get[
α(λ), α(µ)
]
= a2,2(λ)
−1a2,2(µ)
−1
[
a2,1(λ), a2,2(µ)
](
a2,2(λ)
−1a2,1(λ)− a2,2(µ)
−1a2,1(µ)
)
(45)
= (1− q−1)
(
µα(λ)− λα(µ)
)(
α(λ) − α(µ)
)
. (46)
The result follows from this last equality. ✷
Let us see now what is the image of α(λ) by the map hn.
Lemma 6. We have hn
(
α(λ)
)
=
y−1n
1 +
(λxnyn)
−1
1 +
(λyn−1xn)
−1
. . . (λy1x2)
−1
1 + (λx1y1)−1
, with
a
b
:= b−1a for two elements a
and b such that b is invertible.
Proof. Let us define elements an, bn, cn, dn in Aq[λ] such that hn
(
L(λ)
)
=
(
an bn
cn dn
)
. Then,
thanks to (41), we have hn
(
a2,1(λ)
)
= cn, hn
(
a2,2(λ)
)
= dn and hn
(
α(λ)
)
= d−1n cn. If n = 1
then d1 = 1 + λ(x1y1) is invertible in Aq((λ
−1)) and h1
(
α(λ)
)
=
(
1 + (λx1y1)
−1
)−1
y−11 . Let us
make the hypothesis that n > 1. We have :
cn = cn−1 + λdn−1xn (47)
dn = cn−1yn + dn−1(λxnyn + 1). (48)
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From this, the computation shows that
hn
(
α(λ)
)
=
(
1 + (λxnyn)
−1
(
1 + q−1(d−1n−1cn−1yn−1)(λyn−1xn)
−1
)−1)−1
y−1n
Therefore, if we set Vn := hn
(
α(λ)
)
yn and W
(k)
n :=
(
1 + qkVn−1(λyn−1xn)
−1
)−1
, we see that
Vn =
(
1 + (λxnyn)
−1W (−1)n
)−1
.
By induction on n, we deduce that for all integers k with k > n, (xkyk) and Vn commute. Hence,
by induction on p,
∀p ∈ N, (λxnyn)
−pW (k)n =W
(k+p)
n (λxnyn)
−p.
So,
Vn =
(
1 +W (0)n (λxnyn)
−1
)−1
=
(
1 +
(
1 + Vn−1(λyn−1xn)
−1
)−1
(λxnyn)
−1
)−1
.
The result follows from this by induction on n. ✷
Set α(λ) =
∑∞
i=0(−1)
iαi+1λ
−i and let us see what the images of αi in Aq are. For that, we shall
need the following proposition.
Proposition 8. Let N be an integer and IN the ideal in AN := C[q, q
−1]{{t1, . . . , tN}} gener-
ated by elements titi+1 − qti+1ti for i ∈ {1, . . . , N} and titj − tjti for |i− j| ≥ 2. Then, in the
ring AN/IN , we have :(
1−
(
1−
(
1− . . . (1− tN )
−1tN−1
)−1
. . . t2
)−1
t1
)−1
=
∑
α1,... ,αN
Fq(α1, . . . , αN )t
αN
N . . . t
α1
1 .
We recall that the function Fq has been defined in section 3.
Proof. We note FN the quantum fraction in the left hand side, vN the valuation on AN
corresponding to the gradation given by deg tj for all j, and iN the valued injection from AN to
AN+1 given by iN (tj) = tj+1. If N = 1, the result is obvious. Let us assume that the property
is true until the rank N . Then, vN+1
(
iN (FN )t1
)
≥ 1 for vN (FN ) ≥ 0. So, 1 − iN (FN )t1 is
invertible in AN+1 and FN+1 exists. Set t
′
1 = t1, . . . , t
′
N−1 = tN−1 and t
′
N = (1 − tN+1)
−1tN .
Then, the t′j satisfy the same relations as the generators tj in AN/IN . Moreover,
FN+1 =
(
1−
(
1−
(
1− . . . (1− t′N )
−1t′N−1
)−1
. . . t′2
)−1
t′1
)−1
.
So, the induction hypothesis implies that FN+1 =
∑
α1,... ,αN
Fq(α1, . . . , αN ) t
′αN
N . . . t
′α1
1 . On the
other hand, an induction on k shows that :[
(1− tN+1)
−1tN
]k
= (1− tN+1)
−1 . . . (1− qk−1tN+1)
−1tkN .
Therefore,
FN+1 =
∑
α1,... ,αN
Fq(α1, . . . , αN )(1 − tN+1)
−1 . . . (1− qαN−1tN+1)
−1tαNN . . . t
α1
1 .
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The result follows from the classical relation :
N−1∏
s=0
(1− qst)−1 =
∑
k≥0
[
N + k − 1
k
]
tk.
✷
Lemma 6 and Proposition 8 allow us to obtain explicitly images of αi by hn.
Corollary 1. We have hn(αi) =
∑
Fq(α1, . . . , α2n−1)(x1y1)
−α2n−1 . . . (xnyn)
−α1y−1n , the sum
being taken on all integers α1, . . . , α2n−1 such that α1 + . . .+ α2n−1 = i− 1.
The fact that the αi satisfy relation (22) leads to the study of the following quantum algebra.
4.4. The quantum homogeneous space C[S∞\B−]q. Let S∞ be the sub-group of B− con-
stituted by all lower triangular matrices of the form
(
a λ−1b
0 a−1
)
.
Definition. We denote by C[S∞\B−]q the algebra given by generators ui, i ∈ N
∗, and relation
(22) :
(
λ−1u(λ) − µ−1u(µ)
)(
u(λ) − u(µ)
)
= q
(
u(λ) − u(µ)
)(
λ−1u(λ) − µ−1u(µ)
)
with u(λ) =∑∞
i=0(−1)
iui+1λ
−i.
We can check that relations coming from (22) are equivalent to the equalities
∀ i < j, [ui, uj ] = (1− q
−1)
i+j−1∑
k=i
ukui+j−k. (49)
The algebra C[S∞\B−]q is a graded algebra with the gradation given by deg ui = 1 for all i.
Thanks to Lemma 5, there exists a specialization morphism :
r : C[S∞\B−]q −→ C[B−wnB− ∩N+]+
∀ i, ui 7−→ αi
. (50)
We set h′n = T
−n◦hn◦r where T is the translation automorphism on Aq. Thanks to Corollary 1,
for all integers i, j,m with i ≤ 2n and i ≤ 2m we have h′n(ui) = h
′
m(ui). Now, if we take into
account Lemma 6, we deduce the existence of a graded algebra morphism
h : C[S∞\B−]q −→ Aq
u(λ) 7−→ lim
N→∞
y−10
1 +
(λx0y0)
−1
1 +
(λy−1x0)
−1
. . . (λy−N+1x−N+2)
−1
1 + (λx−N+1y−N+1)−1
(51)
with the convention that
a
b
= b−1a if b is invertible. Explicitly, the image of ui by h is given by
the formula :
h(ui) =
∑
Fq(a1, a2, . . . ) . . . (x−ky−k)
−a2k+1(y−kx−k+1)
−a2k . . . (x0y0)
−a1y−10 , (52)
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the sum being taken on all integers ai such that
∑
k ak = i − 1. For example, h(u1) = y
−1
0
and h(u2) = (x0y0)
−1y−10 . We note that for all integers i and n with i ≤ 2(n − 1) we have
hn(αi) = T
nh(ui).
Proposition 9. A basis for C[S∞\B−]q is given by the family ξa :=
∏∞
i=1 u
ai
i where a = (ai)i∈N∗
denotes an almost zero sequence of integers.
Proof. Thanks to (49), C[S∞\B−]q is spanned by the family ξa. But this set of vectors is
also free. Indeed, this is a consequence of (1) the existence of h given above, (2) the fact that
in each new element of the sequence h(ui) occurs one and only new element of the form x−k or
y−k (according to the parity of i) and (3) the fact that the family
∏
xaii y
bi
i forms a basis of Aq
where (ai) and (bi) are almost zero sequences in Z
Z. ✷
Note that the proof of Proposition 9 shows the following result.
Corollary 2. The algebra morphism h is injective.
In the classical case, when q → 1, we see from (52), that h is a birational map. We can also
deduce from Proposition 9 that C[S∞\B−]q is a quantum deformation of the algebra of functions
on the Poisson manifold S∞\B− equipped with the Poisson structure induced by the field of
bivectors rL − rR [G2].
4.5. End of the proof. It is based on Proposition 9 and Lemma 7 which show together that
C[H−\B−]q is in a way the quantum “double” of C[S∞\B−]q.
Definition. We note C[S∞\B−]
+
q the algebra given by generators : mi, i ∈ N
∗ and relations :
(23), i.e.,
(
λ−1m(λ) − µ−1m(µ)
)(
m(λ) − m(µ)
)
= q−1
(
m(λ) − m(µ)
)(
λ−1m(λ) − µ−1m(µ)
)
with m(λ) =
∑∞
i=0(−1)
imiλ
−i. We note also by deg the gradation on C[S∞\B−]
+
q defined by
degmi = −1 for all i and by ϕ
+ the anti-isomorphism of algebras :
ϕ+ : C[S∞\B−]q −→ C[S∞\B−]
+
q
∀ i ∈ N∗, ui 7−→ mi
. (53)
The map ϕ+ is an anti-graded involution. On the other hand, there exists also an involution ϕ
on Aq which is an algebras anti-graded anti-automorphism defined by :
ϕ : Aq −→ Aq
∀ i ∈ Z, xi 7−→ y1−i
yi 7−→ x1−i
. (54)
By considering the map ϕ ◦ h ◦ ϕ+, we deduce the existence of a graded algebra morphism
h+ : C[S∞\B−]
+
q −→ Aq
m(λ) 7−→ lim
N→∞
x−11
1 +
(λx1y1)
−1
1 +
(λy1x2)
−1
. . . (λyN−1xN )
−1
1 + (λxNyN )−1
(55)
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with the convention that
a
b
= ab−1. Explicitly, thanks to Proposition 8, we get
h+(mi) =
∑
Fq(α1, α2, . . . )x
−1
1 (x1y1)
−α1 . . . (xkyk)
−α2k−1(ykxk+1)
−α2k . . . (56)
As usual, the sum is taken on all almost zero sequences (ak) such that
∑
k ak = i− 1. Here also,
in each new term of the sequence mi occurs one and only one new variable of the form xk or yk
(according to the parity of i). Therefore, the same argument as before shows the two following
results.
Proposition 10. A basis for C[S∞\B−]
+
q is given by the family ηa :=
∏∞
i=1m
ai
i where a =
(ai)i∈N∗ denotes any almost zero sequence of integers.
Corollary 3. The map h+ est injective.
In the classical case, h+ is also a birational isomorphism from C[S∞\B−]
+ to C[x−1i , y
−1
i , i > 0].
Let us consider again the quantum algebra C[H−\B−]q defined in Section 2.
Lemma 7. The natural map
C[H−\B−]q −→ C[S∞\B−]q⊗¯C[S∞\B−]
+
q
∀ i, ui 7−→ ui⊗¯1
mi 7−→ 1⊗¯mi
is a graded algebra isomorphism.
Proof. It is enough to construct the inverse. But, there exist natural morphisms f and f+
from C[S∞\B−]q and C[S∞\B−]
+
q to C[H−\B−]q. These morphisms q
−1-commute. So, there
exists f⊗¯f+ : C[S∞\B−]q⊗¯C[S∞\B−]
+
q −→ C[H−\B−]q. One can check that this gives an
inverse for the studied map. ✷
Hence, by virtue of Proposition 9 and 10, we deduce that C[H−\B−]q is indeed a flat deformation
of C[H−\B−]. This completes the proof of Proposition 5. Note that C[H−\B−]q is a graded
algebra with the gradation given by deg ui = − degmi for all i and that a basis of C[H−\B−]q
is given by the family
∏∞
i=1 u
αi
i
∏∞
j=1m
βj
j where (αi) and (βj) are two almost zero sequences of
integers.
5. Quantum Drinfeld-Sokolov correspondence
The aim of this section is to prove Theorem 1. As a result of the previous section, we have already
proved the existence of DSq. Indeed, it suffices to consider the morphisms h and h+ seen in (51)
et (55), to note that Imh ⊂ C[x±1i , y
±1
i , i ≤ 0]q, Imh+ ⊂ C[x
±1
i , y
±1
i , i > 0]q and to take into
account Lemma 7 together with the isomorphism Aq ≃ C[x
±1
i , y
±1
i , i ≤ 0]q⊗¯C[x
±1
i , y
±1
i , i > 0]q.
Note that the injectivity of h and of h+ imply the one of DSq. It remains to prove the equality
DSq ◦Hµ = ad(Iµ) ◦ DSq. For that, the idea is first to prove the existence of Hn (this will be
achieved in subsection 5.4) and then, using the embedding of C[H−\B−]q into Aq, to extend Hn
not only on Aq but also on A¯q the algebra obtained from Aq by adding the two half screening
charges Σ± of the discrete sine-Gordon system. The interest in considering this algebra is that
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it is endowed with an Uqb̂−-module-algebra structure, where b̂− is a Borel subalgebra of ŝl2.
Moreover, the adjoint actions of integrals of motion extend to A¯q and commute with the action
of Uqb̂−. Conversely, each derivation which commutes with the action of Uqb̂− is the adjoint
action of an integral of motion. We shall use this fact to complete the proof. First, we start by
giving precise definitions of the quantum group Uqb̂− and algebras A¯q and C[H−\B−N+]q.
Definition. Let b̂− be a Borel subalgebra of ŝl2. We note Uqb̂− the quantum group given by
generators : k±1ε , fε′, with ε, ε
′ ∈ {+,−} and relations :
kεk
−1
ε = k
−1
ε kε = 1 (57)
kεkε′ = kε′kε (58)
kεfε′k
−1
ε = q
αε,ε′fε′ , (59)
together with the quantum Serre relations between f± and f∓:
f3±f∓ − (q + 1 + q
−1)
(
f2±f∓f± − f±f∓f
2
±
)
− f∓f
3
± = 0, (60)
with the convention that αε,ε′ = 1 if ε = ε
′, −1 if not. The comultiplication is given by :
∆(fε) = fε ⊗ 1 + kε ⊗ fε (61)
∆(k±1ε ) = k
±1
ε ⊗ k
±1
ε . (62)
We shall use neither the antipode nor the co-unit in this article.
5.1. The extended phase space A¯q. If we consider only a finite number of sites x
±1
i , y
±1
i , i ∈
{1, . . . , n}, it can be shown from Lemma 4 that we get a Uqb̂−-module-algebra. For all x
homogeneous with respect to deg, the formulas are the following :
f+.x =
n∑
i=1
[xi, x]q, (63)
f−.x =
n∑
i=1
[yi, x]q, (64)
k±.x = q
±deg xx. (65)
If we consider now an infinite number of sites at the left of an arbitrary site x±1i , y
±1
i , i ≤ N ,
we also obtain a Uqb̂−-module-algebra. For that, we set :
f+.x =
∑
i≤N
[xi, x]q, (66)
f−.x =
∑
i≤N
[yi, x]q, (67)
k±.x = q
± deg xx, (68)
for any x homogeneous with respect to deg. This follows from the fact that for all x ∈ Aq, xi
and x q-commute provided that i is small enough. However, if we consider the whole algebra
Aq, there is no longer a Uq b̂−-module-algebra structure on it. For that, it is necessary to add
the half screening charges Σ+ and Σ− which correspond heuristically to
∑
i>0 xi and
∑
i>0 yi.
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Definition. We note A¯q the algebra given by generators : Σ+. Σ−, x
±1
i , y
±1
i , i ∈ Z and
relations :
∀i < j, xixj = qxjxi
yiyj = qyjyi
yixj = q
−1xjyi
∀i ≤ j, xiyj = q
−1yjxi
∀i ∈ Z, xiΣ+ − qΣ+xi =
∑i
j=1[xi, xj]q
xiΣ− − q
−1Σ− =
∑i
j=1[xi, yj]q
yiΣ+ − q
−1Σ+yi =
∑i
j=1[yi, xj ]q
yiΣ− − qΣ−yi =
∑i
j=1[yi, yj ]q
(69)
together with the quantum Serre relations between Σ± and Σ∓ :
Σ
3
±Σ∓ − (q + 1 + q
−1)
(
Σ
2
±Σ∓Σ± − Σ±Σ∓Σ
2
±
)
−Σ∓Σ
3
± = 0. (70)
As usual, for two elements a and b, [a, b]q denotes the q-commutator of a and b. The gradation
deg on A¯q is given by :
∀ i ∈ Z, deg xi = degΣ+ = − deg yi = − degΣ− = 1.
The following result can be proved easily.
Lemma 8. A basis for A¯q is given by the family
∏+∞
i=−∞ x
αi
i y
βi
i u where u belongs to a basis B
of C[Σ+,Σ−]q ≃ Uqn̂− and (αi), (βi) are two almost zero sequences in Z
Z.
Hence, thanks to subsection 2.1, we get the following lemma.
Lemma 9. There is a natural graded algebra embedding Aq →֒ A¯q. This embedding identifies
generators x±1i and y
±1
i , i ∈ Z with the ones of A¯q.
The semi-classical limit of A¯q is C
[
x±1i , y
±1
i , i ∈ Z, Σε0 , {Σε0 ,Σε1}, {Σε0 , {Σε0 ,Σε1}}, . . . , εk ∈
{+,−}
]
. We note this algebra A¯cl. Let us remark that it is possible to extend the half-translation
automorphism T
1
2 on A¯cl by setting T
1
2
(
Σ+
)
= Σ− and T
1
2
(
Σ−
)
= Σ+−x1. It can be shown that
A¯cl is the localized of a subalgebra of a projective limit of algebras. Explicitly, these algebras
are the ones generated by variables xi and yi for i ≤ n with obvious projection morphisms. The
considered subalgebra is the one generated by xi, yi, i ∈ Z and the half-screening charges Σ+
and Σ− identified with (x1, x1+x2, . . . ) and (y1, y1+y2, . . . ). The multiplicative set is generated
by elements x−1i and y
−1
i for i ∈ Z. It satisfies the Ore relation [D]. Therefore, we can deduce
from formulas (66), (67), (68) that there exists a Uqb̂−-module-algebra structure on A¯q given
by :
f+.x =
[
Σ+, x
]
q
=
0∑
i=−∞
[xi, x]q +
[
Σ+, x
]
q
(71)
f−.x =
[
Σ−, x
]
q
:=
0∑
i=−∞
[yi, x]q +
[
Σ−, x
]
q
(72)
k±.x = q
±deg xx. (73)
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At the semi-classical limit, it also gives a U b̂−-module-algebra structure on A¯cl.
5.2. The quantum homogeneous space C[H−\B−N+]q. Geometrically, at the classical level,
adding half screening charges is the same as studying the Schubert cell B−N+ of G instead of
its Borel group B−.
Definition. We denote by C[H−\B−N+]q the quantum algebra given by generators : Σ+, Σ−,
ui, mi, i ∈ Z and relations :(
λ−1u(λ)− µ−1u(µ)
)(
u(λ)− u(µ)
)
= q
(
u(λ)− u(µ)
)(
λ−1u(λ)− µ−1u(µ)
)
(74)(
λ−1m(λ)− µ−1m(µ)
)(
m(λ)−m(µ)
)
= q−1
(
m(λ)−m(µ)
)(
λ−1m(λ)− µ−1m(µ)
)
(75)
u(λ)m(µ) = q−1m(µ)u(λ) (76)
u(λ)Σ± = q
±1Σ±u(λ) (77)
m(λ)Σ+ − q
−1Σ+m(λ) = 1− q
−1 (78)
m(λ)Σ− − qΣ−m(λ) = −(q − 1)λ
−1m(λ)2 (79)
Σ
3
±Σ∓ − (q + 1 + q
−1)
(
Σ
2
±Σ∓Σ± − Σ±Σ∓Σ
2
±
)
− Σ∓Σ
3
± = 0 (80)
with the same notation as before i.e., u(λ) =
∑∞
i=0(−1)
iui+1λ
−i and m(λ) =
∑∞
i=0(−1)
imi+1λ
−i.
The algebra C[H−\B−N+]q is graded with the gradation given by :
∀ i ∈ Z, deg ui = degΣ+ = − degmi = − degΣ− = 1.
The relations between u(λ), m(λ) and Σ± will appear to be natural when we prove the following
proposition which claims the existence of the morphism DSq.
Proposition 11. The map
DSq : C[H−\B−N+]q −→ A¯q
∀ i ∈ N∗, ui 7−→ DSq(ui)
mi 7−→ DSq(mi)
Σ± 7−→ Σ±
exists and defines a graded algebra morphism.
Proof. We need to prove some compatibility relations. The ones dealing with DSq(uk), k ∈ N
∗
and Σ± follow from the fact that all the terms in DSq(uk) are sums and products of x
±1
i and
y±1i for i ≤ 0. The ones dealing with DSq(mk) and Σ+ can be handled in the following way. If
we take again the involution ϕ defined in (54), we have DSq(mk) = ϕ
(
DSq(uk)
)
. So, for any
integer n large enough,
[
DSq(mk),Σ+
]
q
=
[
DSq(mk),
n∑
i=1
xi
]
q
= ϕ
([ 0∑
i=−n+1
yi,DSq(uk)
]
q
)
= (T n ◦ ϕ)
([ n∑
i=1
yi, T
n
(
DSq(uk)
)]
q
)
.
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Recall the notation of subsection 4.3 and in particular the morphism hn : C[B−wnB−∩N+]q −→
Aq, we have T
nDSq(uk) = hn(αk) and hn(a
(0)
1,2) =
∑n
i=1 yi. Then the result comes from com-
muting relations in C[B−wnB− ∩N+]q. We prove the compatibility relation between DSq(mk)
and Σ− using a similar method. ✷
From the commuting relations in C[H−\B−N+]q together with the results of section 4, we can
deduce the following corollary.
Corollary 4. If B denotes a basis for C[Σ−,Σ+]q ≃ Uqn̂−, then the family
∏∞
i=1 u
αi
i
∏∞
j=1m
βj
j u
where (αi) and (βj) are two almost zero sequences of integers and u ∈ B is a basis for C[H−\B−N+]q.
We also obtain the following result.
Corollary 5. The morphism DSq is injective.
Proof. This is a consequence of Corollary 4, Corollary 8 and of the already seen fact that
each new term of the sequence uk (resp. mk) gives a new variable x−i (resp. xi) or y−i (resp.
yi), i ∈ N according to the parity of k. ✷
Corollary 4 also shows that C[H−\B−N+]q is a flat deformation of the function algebra of the
Poisson manifold
(
H−\B−N+, P∞
)
. Poisson relations on this manifold show that we obtain a
quantum deformation. Moreover, the map :
F : C[[λ−1]]× λ−1C[[λ−1]]×N+ −→
(
H−\B−, N+
)
(ucl(λ), vcl(λ), n+) 7−→
(
clH−
(
1 vcl(λ)
0 1
)(
1 0
ucl(λ) 1
)
, n+
)
(81)
is a bijection and the elements Σ+ and Σ− correspond classically to the functions a
(1)
2,1 and a
(0)
1,2
on N+. On the other hand, by virtue of subsection 4.1, classical limits of ui and mi correspond
to coordinate functions with generating functions ucl(λ) and mcl(λ). Note that Corollary 4 also
implies the following lemma.
Lemma 10. There is a natural graded algebra embedding C[H−\B−]q →֒ C[H−\B−N+]q. This
embedding identifies generators ui (resp. mi), i ∈ Z of C[H−\B−]q with the ones of C[H−\B−N+]q.
Moreover, we have the following commutative diagram where all maps are graded algebras em-
bedding :
C[H−\B−]q →֒ C[H−\B−N+]q
DSq ↓ ↓ DSq
Aq →֒ A¯q.
Proposition 11 together with Lemma 10 lead to the following result.
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Corollary 6. There is a Uqb̂−-module-algebra structure on C[H−\B−N+]q given by :
f+.u(λ) = −(q − 1)λ
−1u(λ)2 − (q − q−1)u(λ)Σ+ (82)
f−.u(λ) = (1− q
−1) + (q − q−1)u(λ)Σ− (83)
k±.u(λ) = q
±1u(λ) (84)
f+.m(λ) = 1− q + (q − q
−1)m(λ)Σ+ (85)
f−.m(λ) = (1− q
−1)λ−1m(λ)2 − (q − q−1)m(λ)Σ− (86)
k±.m(λ) = q
∓1m(λ) (87)
fε.Σε′ =
[
Σε,Σε′
]
q
. (88)
The morphism DSq defined above is a Uqb̂−-module-algebra morphism.
Proof. This comes from the fact that the morphism DSq is injective and from the computation
of f±.DSq(x) for x ∈ C[H−\B−N+]q. For example, according to formula (71), the computation of
f+.DSq(uk) leads to the computation of
∑0
i=−∞
[
xi,DSq(uk)
]
q
. This sum is finite. So, recalling
the involution ϕ on Aq defined in (54), we have :
0∑
i=−∞
[
xi,DSq(uk)
]
q
=
∞∑
i=1
ϕ
([
DSq(mk), yi
]
q
)
= ϕ
([
DSq(mk),Σ−
]
q
)
= (ϕ ◦DSq)
([
mk,Σ−
]
q
)
.
Then it suffices to use (79) to get the expression of f+.DSq(uk). ✷
5.3. Adjoint action of integrals of motion on A¯q. Let I be an integral of motion. By using
the definition seen in (18) of the adjoint action of I on Aq together with the equality between
(16) and (17), it can be shown that there exists an unique homogeneous element R+(I) ∈ Aq[1]
without constant term such that ad(I)(x1) = T
(
R+(I)
)
−R+(I). For instance, if I = I1 is the
first integral of motion with respect to the basis (Ik) of I seen in Proposition 3, then R+(I1) =
−y−10 . It follows that for any integer n, we have ad(I)(x1 + . . . + xn) = T
n
(
R+(I)
)
− R+(I).
On the other hand, thanks to the form taken by the Ik, we have ad(I) ◦ T
1
2 = T
1
2 ◦ ad(I)
for all I ∈ I. So, there exists also R−(I) ∈ Aq[−1] with R−(I) = T
1
2
(
R+(I)
)
such that
ad(I)(y1) = T
(
R−(I)
)
−R−(I). So, for all n, ad(I)(y1 + . . .+ yn) = T
n
(
R−(I)
)
−R−(I). This
leads to extend the derivation ad(I) on A¯q as explained in the following proposition.
Proposition 12. Let Der(A¯q) be the Lie algebra of derivations on A¯q. For I ∈ I, there is a
unique derivation ad(I) on A¯q which satisfies formula (18) if x belongs to Aq and ad(I)(Σ±) =
−R±(I). Moreover, the kernel of the Lie algebra morphism :
ad : I −→ Der(A¯q)
I 7−→ ad(I)
(89)
is C[q, q−1] i.e., the one-dimensional Lie subalgebra of all constant integrals of motion. Its image
is Der
Uqb̂−
(A¯q) the Lie subalgebra of all derivations which commute with the action of Uqb̂−.
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Proof. Let I ∈ I. So as to prove the existence of ad(I) on A¯q, it is necessary to show some
compatibility relations like :
∀ j ∈ Z,
[
ad(I)(xj),Σ+
]
q
+
[
xj ,−R+
]
q
=
j∑
k=1
ad(I)
(
[xj, xk]q
)
. (90)
But, according to Proposition 2, ad(I) is well defined on Aq. So, for any fixed integer j, we
have :
∀n ∈ N,
[
ad(I)(xj),Σ+,n
]
q
+
[
xj , T
n(R+)−R+
]
q
=
j∑
k=1
ad(I)
(
[xj , xk]q
)
with Σ+,n =
∑n
k=1 xk. This equality leads to (90) by taking n large enough. The other relations
except those coming from the quantum Serre relations between Σ± and Σ∓ can be proved in
the same way. The unicity of ad(I) is obvious.
To prove that ad(I) and f± commute, we set C± = {x ∈ A¯q/ ad(I) ◦ f±(x) = f± ◦ ad(I)(x)}.
We remark that for all x homogeneous with respect to deg, we have deg
(
ad(I)(x)
)
= deg(x).
Hence, C± is a graded subalgebra of A¯q. Then, computation shows that Aq ∪ {Σ+,Σ−} ∈ C±.
It follows that C± = A¯q.
Conversely, let us fix D ∈ Der
Uqb̂−
(A¯q). Using the fact that the result is true at the classical
level ([EFe]) and the fact that classical integrals of motions can be quantized, first, we show the
following result :
∀δ ∈ Der
Uq b̂−
(A¯q)∀n ∈ N ∃ I ∈ I ∃ δ
′ ∈ Der
Uqb̂−
(A¯q), ∀x ∈ A¯q, δ(x) = ad(I)(x) + (q − 1)
nδ′(x).
(91)
Then, we can deduce from (91) and from the explicit form of the basis (Ik) of I that (1) D is
a graded derivation (it means that if x ∈ A¯q is homogeneous with respect to deg, then D(x) is
also homogeneous with respect to deg and degD(x) = degx), (2) [D,T
1
2 ] = 0 or in other words,
D and T
1
2 commute, and (3) Aq is invariant by D. Hence, we show that D is entirely defined
by D(x0) : the natural map coming from the foregoing,
Der
Uqb̂−
(A¯q) −→ Der
T
1
2
(Aq)
δ 7−→ δ|Aq
(92)
is injective. Let us give some definitions. Let Vp be the free sub-module of Aq of all homogeneous
elements of degree p with respect to the principal gradation degp (see subsection 3.1). Let Bp
be a basis for Vp. If there exists q ∈ Z such that p = −2q + 1, then Bp can be chosen such
that ad(Iq)(x0) belongs to Bp. There is N ∈ N and αp ∈ Vp, p ∈ {−N, . . . ,N} such that
D(x0) =
∑N
p=−N αp. Let p ∈ {−N, . . . ,N}. By projecting (91) on Vp with δ = D and x = x0,
we see that the valuations in q−1 of all coefficients of αp on basis Bp (except perhaps the element
ad(Iq)(x0) of Bp if there is an integer q such that p = −2q + 1) are arbitrarily large. Hence,
αp = 0 or αp is proportional to ad(Iq)(x0). Thus, there is I ∈ I such that D(x0) = ad(I)(x0).
Then, the injectivity of the map (92) shows that D = ad(I). ✷
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5.4. Existence of Hn. The aim of this section is to prove Proposition 6. In fact, we shall
prove the existence of Hn not only on C[H−\B−]q but also on C[H−\B−N+]q. This will imply
Proposition 6.
Proposition 13. There is a commutative family of derivations (Hn)n∈N∗ on C[H−\B−N+]q
which quantizes the classical action by vector fields of h+ on H−\B−N+ and which commute
with the action of Uqb̂− on C[H−\B−N+]q (for the definition of h+, see subsection 2.1). If
H(µ) =
∑∞
k=1(−1)
kHkµ
−k denotes the generating function of (Hn)n∈N∗, then, the derivations
Hn are defined by formulas :
Hµ
(
u(λ)
)
=
1
λ−1 − µ−1
(
λ−1u(λ)− µ−1u(µ)
)
v(µ)u(λ) −
µ−1
λ−1 − µ−1
(
u(λ)− u(µ)
)(
1 + v(µ)u(µ)
)
(93)
Hµ
(
m(λ)
)
=
µ−1
λ−1 − µ−1
(
1 +m(µ)w(µ)
)(
m(λ)−m(µ)
)
−
1
λ−1 − µ−1
m(λ)w(µ)
(
λ−1m(λ)− µ−1m(µ)
)
(94)
H(µ)(Σ+) = −µ
−1
(
u(µ) + u(µ)v(µ)u(µ)
)
(95)
H(µ)(Σ−) = v(µ) (96)
with v(µ) = −
(
u(µ) + µm(µ)−1
)−1
and w(µ) = −
(
m(µ) + µu(µ)−1
)−1
.
5.5. The classical case. For n ∈ N, set hn = diag(λ
n,−λn). With the notation of subsection
5.2 and in particular of the map F defined in (81), we show that the left translation action of hn
on generating series ucl(λ) and vcl(λ) of coordinate functions ui and mi is given by formulas :
hn.ucl =
[
(1 + 2uclvcl)λ
n
]
≤
ucl − 2
[
ucl(1 + uclvcl)λ
n
]
≤
−
[
2vclλ
n
]
<
u2cl +
[
(1 + 2uclvcl)λ
n
]
≤
ucl
(97)
hn.vcl = 2
[
vclλ
n
]
<
(1 + 2uclvcl)− 2
[
(1 + 2uclvcl)λ
n
]
≤
(98)
where for x ∈ C((λ−1)), x≤ (resp. x<) denotes the part of x in C[[λ
−1]] (resp. λ−1C[[λ−1]]). Let
h(µ) be the generating series of hn. From (97) and (98), it is possible to compute the action of
1
2
h(µ) on ucl(λ) and mcl(λ). It can be checked that these relations are precisely the ones we get
from (93) and (94) when q → 1. In the same way, with the identification of Σ+ and Σ− with
1 ⊗ a
(1)
2,1 and 1 ⊗ a
(0)
1,2, it can be shown that we have
1
2
h(µ).Σ+ = −µ
−1
(
u(µ) + u(µ)2v(µ)
)
and
1
2
h(µ).Σ− = v(µ). Hence, it is clear that if derivation Hn exists then it deforms the classical
action of
1
2
hn on the homogeneous space H−\B−N+.
5.6. The algebra Uλ,µ. To obtain algebra Uλ,µ, we just need to replace generating series u(λ)
and u(µ) by variables uλ and uµ.
Definition. We denote by Uλ,µ the algebra over the ground ring C[λ
−1, µ−1] given by generators
uλ and uµ and relation :
(
λ−1uλ − µ
−1uµ
)(
uλ − uµ
)
= q
(
uλ − uµ
)(
λ−1uλ − µ
−1uµ
)
.
Note that Uλ,µ is a graded algebra with respect to the gradation given by deg uλ = deg uµ = 1.
It can be proved that Uλ,µ does not have any torsion of zero divisor. and that a basis is given
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by the family (uαλu
β
µ) with (α, β) ∈ N2. Thanks to definition of Uλ,µ and C[S∞\B−]q, there is
an algebra morphism :
Uλ,µ −→ C[S∞\B−]q[[λ
−1, µ−1]]
uλ 7−→ u(λ)
uµ 7−→ u(µ).
(99)
It can be shown that this morphism is injective. There are unique coefficients ck,lα,β satisfying
∀ k, l ∈ N, (uµ)
k(uλ)
l =
∑
α+β=k+l
ck,lα,β (uλ)
α(uµ)
β . (100)
We give below formulas which deal with cases k or l equal to 1 or 2. These formulas will be
useful because the relations between uλ and uµ are quadratic as well as the right side of (93).
Proposition 14. There are coefficients cα,β, dα,β, c
(2)
α,β, d
(2)
α,β such that :
∀n ∈ N, uµ(uλ)
n =
∑
α+β=n+1
cα,β (uλ)
α(uµ)
β (101)
(uµ)
nuλ =
∑
α+β=n+1
dα,β (uλ)
α(uµ)
β (102)
(uµ)
2(uλ)
n =
∑
α+β=n+1
c
(2)
α,β (uλ)
α(uµ)
β (103)
(uµ)
n(uλ)
2 =
∑
α+β=n+1
d
(2)
α,β (uλ)
α(uµ)
β. (104)
For all α ≥ 0 and b ≥ 1, we have :
cα,0 =
(qα−1 − 1)λ−1
qα−1λ−1 − µ−1
(105)
∀ β 6= 0, cα,β = q
α−1
[α+β−1∏
j=α+1
(qj − 1)
](λ−1 − µ−1)(λ−1 − qµ−1)µ−(β−1)∏α+β−1
j=α−1 (q
jλ−1 − µ−1)
. (106)
Also, for all α ≥ 0 and β ≥ 2,
c
(2)
α,0 =
(qα−2 − 1)(qα−1 − 1)λ−2
(qα−2λ−1 − µ−1)(qα−1λ−1 − µ−1)
(107)
c
(2)
α,1 = q
α−2(qα−1 − 1)[2]
(λ−1 − µ−1)(λ−1 − qµ−1)λ−1
(qα−2λ−1 − µ−1)(qα−1λ−1 − µ−1)(qαλ−1 − µ−1)
(108)
c
(2)
α,β = q
α−2
[α+β−2∏
j=α+1
(qj − 1)
] (λ−1 − µ−1)(λ−1 − qµ−1)µ−(β−2)P (2)α,β(λ−1, µ−1)∏α+β−1
j=α−2 (q
jλ−1 − µ−1) (109)
with :
P
(2)
α,β(λ
−1, µ−1) = q[α+ β − 1](qλ−1 − µ−1)(qα−2λ−1 − µ−1) (110)
− [α](λ−1 − qµ−1)(qα+β−1λ−1 − µ−1).
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Coefficients dα,β (resp. d
(2)
α,β) are obtained from cα,β (resp. c
(2)
α,β) by :
∀α, β, λ−(β−1)cα,β = µ
−(β−1)dβ,α (111)
λ−(β−2)c
(2)
α,β = µ
−(β−2)d
(2)
β,α. (112)
Proof. Coefficients c
(2)
α,β and d
(2)
α,β can be obtained by computation from cα,β and dα,β . To
prove (105) and (106), we define cα,0 and cα,β by these formulas, and we try to prove (101).
For that, we express uλ and uµ in terms of variables v := uλ − uµ and v
′ := λ−1uλ − µ
−1uµ.
These variables being q-commuting, we expand the two expressions
∑
α+β=n+1 cα,β (uλ)
α(uµ)
β
and uµ(uλ)
n as a sum of terms in viv′j. Then, we fix i and j and we want to identify coefficients
in viv′j . This leads to prove an equality between polynomials in
λ−1
µ−1
which reduces as a relation
between q-integers. In the same manner, we prove (102). ✷
5.7. Proof of Proposition 13. First, we define derivations Hn on the free algebra A generated
by ui, mi, i > 0, Σ+ and Σ−. To prove that the Hn give derivations on C[H−\B−N+]q, we have
to prove several relations. The most complicated one is
π ◦H(ν).
(
Relation between u(λ) and u(µ)
)
= 0 (113)
where π denotes the projection of A onto C[H−\B−N+]q. To prove (113), we decompose
H(ν).u(λ) and H(ν).u(µ) according to the relation :
H(µ).u(λ) = µ−1(u(µ)− u(λ)) +
+∞∑
k=0
(−1)k+1q{k+1} ×
×
(
λ−1u(λ)u(µ)ku(λ) + µ−1u(µ)k+2 − µ−1u(µ)k+1u(λ)− µ−1u(λ)u(µ)k+1
)
m(µ)k+1µ−(k+1)
(114)
which comes from (93) and (76) by decomposing v(µ) into a generating series in u(µ)km(µ)kµ−k.
Thus, the left side of (113) is of the form
∑+∞
k=0 Pk(u(λ), u(µ), u(ν))m(ν)
kν−k where Pk(u(λ), u(µ), u(ν))
is a polynomial in non-commutative variables u(λ), u(µ) and u(ν).
Let k ∈ N. According to the fact that the relations between u(λ) and u(µ) are quadratric and
that the only terms in u which appear in (93) are also quadratic, it is possible to reorganize the
terms of polynomial Pk(u(λ), u(µ), u(ν)) by using Proposition 14 and the morphism defined in
(99) so as to obtain a sum of monomials of the form (u(λ))α(u(µ))β(u(ν))γ . Then, we fix α, β, γ
and we show that the coefficient of (u(λ))α(u(µ))β(u(ν))γ in Pk is equal to 0. Thus, Pk = 0,
and (113) is true. In the same way, we prove all other relations. Thus, Hn exists. To prove the
commutativity, we deduce from formulas (93) and (94) that
H(µ)(v(λ)) =
1
λ−1 − µ−1
(
µ−1v(λ) − λ−1v(µ)
)
+
1
λ−1 − µ−1
v(λ)
(
µ−1u(µ)− λ−1u(λ)
)
v(µ)
(115)
+
1
λ−1 − µ−1
v(µ)
(
µ−1u(µ)− λ−1u(λ)
)
v(λ).
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Then, the computation shows that H(µ) ◦ H(ν) = H(ν) ◦ H(µ) (it is not necessary for that
to decompose in generating series). On the other hand, with the help of the formulas coming
from Corrolary 6, the computation shows that Hµ ◦ f± = f± ◦Hµ. This completes the proof of
Proposition 13, and also of Proposition 6.
5.8. End of the proof of Theorem 1. We are going to prove that for any integer n, ad(In) ◦
DSq = DSq ◦Hn. In other words, DSq set up a Drinfeld-Sokolov correspondence for the extended
phase space A¯q and the quantum homogeneous space C[H−\B−]q. Thanks to Lemma 10, the
result will follow. To simplify, we note Uq = C[H−\B−]q and U¯q = C[H−\B−N+]q. In the
following of the article, we shall identify the elements of U¯q with their images in A¯q by the
algebra monomorphism DSq. The following lemma will be useful.
Lemma 11. Let D1 and D2 be two derivations defined on Aq (resp. A¯q) such that D1(x) =
D2(x) for all x ∈ Uq (resp. U¯q). Then, D1 = D2.
Proof. Let us denote by C the subalgebra of Aq (resp. A¯q) of all elements x such that
D1(x) = D2(x). If x ∈ C, is invertible in Aq (resp. A¯q) then x
−1 ∈ C. By induction, using the
explicit forms of un and mn given in (52) et (56), we show that for all n ∈ Z, x
±1
n , y
±1
n ∈ C. For
example, y−10 ∈ C, x
−1
0 = q
−1u2y
2
0 ∈ C. Hence, we get the result. ✷
Let n ∈ N∗. Then Hn is a derivation on U¯q ⊂ A¯q. We have to prove that Hn extends as a
derivation on A¯q and that Hn = ad(In).
5.8.1. First, let us assume that Hn has an extension to Aq. Then, Hn has also an extension on
A¯q. Moreover, thanks to the definition of Hn together with the relations (27) and (28) which
give expressions for u(λ) and m(λ) as quantum continued fractions, we show that the image of
U¯q by T
− 1
2 is generated by U¯q and u
−1
1 and that Hn ◦ T
− 1
2 (x) = T−
1
2 ◦Hn(x) for all x ∈ U¯q.
Lemma 11 ensures that this relation is also true on A¯q. On the other hand, computation shows
that for all x ∈ Uq, Hn ◦ϕ(x) = ϕ◦Hn(x) where ϕ is the involution on Aq defined in (54). Using
again Lemma 11, this last equality extends on Aq. So, by using the relation ϕ ◦ T
1
2 = T−
1
2 ◦ ϕ,
we deduce that Hn ◦ T
1
2 (x) = T
1
2 ◦ Hn(x) for all x ∈ Aq. It can be shown that this relation
is also true for x = Σ±. It follows that Hn ◦ T
± 1
2 = T±
1
2 ◦Hn on A¯q. On the other hand, by
virtue of Proposition 13, we have Hn ◦ f±(y
−1
0 ) = f± ◦Hn(y
−1
0 ) for u1 = y
−1
0 . From the equality
f± ◦T
− 1
2 = T−
1
2 ◦ f∓, we deduce that Hn ◦ f±(x) = f± ◦Hn(x) for all x ∈ Bq, where Bq denotes
the subalgebra of Aq generated by x
−1
i and y
−1
i , for i ∈ Z. Then, the Uqb̂−-module-algebra
structure of A¯q implies that Hn ◦ f±(x) = f± ◦ Hn(x) for all x ∈ Aq and also on A¯q for this
equality is also true if x = Σε, ε ∈ {+,−}. Thus, Hn ∈ DerUqb̂−(A¯q) and thanks to Proposition
12, we see that Hn is a linear combination of ad(Ik). But, the same proposition also shows that
there is a gradation deg on Der
Uqb̂−
(A¯q) given by deg δ = n for δ ∈ DerUq b̂−(A¯q) if there is a
homogeneous element α ∈ A¯q with respect to the principal gradation degp on A¯q defined on Aq
in subsection 3.1 and extended on A¯q by degpΣ± = 1, such that δ(α) is also homogeneous with
respect to degp and degp δ(α) = n+ degp(α). Note that if δ is homogeneous, this last property
occurs not only for one special homogeneous element α with respect to the gradation degp but
also for all homogeneous elements x in A¯q with respect to degp. Now, from the definition of Hn,
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it is easy to see that degHn = deg In. Then, the computation of both Hn(y
−1
0 ) and ad(In)(y
−1
0 )
on the basis element y−1−kx
−2
−k+1y
−2
−k+1 . . . x
−2
0 y
−2
0 or x
−1
−ky
−2
−k . . . x
−2
0 y
−2
0 of the basis
∏
xαii y
βi
i (with
k such that n = 2k or n = 2k + 1 according to the parity of n) shows that Hn = ad(In). Thus,
to conclude, it suffices to extend Hn on A¯q.
5.8.2. Proof of the existence of an extension. In the classical case, we use the fact that the
classical limit Ucl of Uq possesses the same field of fraction K as Acl to extendHn,cl in a derivation
of K. The extension is unique. So, the relation Hn,cl ◦T
− 1
2 = T−
1
2 ◦Hn,cl true on Acl is also true
on K. The same argument as above with the involution ϕ shows that Hn,cl ◦T
± 1
2 = T±
1
2 ◦Hn,cl.
But, Hn,cl(y
−1
0 ) = Hn,cl(u1) ∈ Ucl ⊂ Acl. Thus, Acl is invariant by Hn. Hence, we get the result.
In the classical case, it is a little bit more complicated. The problem comes from the fact that
it is not obvious that non-zero elements of Aq as well as of C[H−\B−]q satisfy Ore conditions.
Nevertheless, we show that this is true when q is a formal variable “close to 1”. For that, we
develop the notion of extended Ore conditions.
Definition. Let A be an algebra without any zero divisors over a field k and (A[[t]], ∗) a
formal deformation of the multiplication on A. For all n, we note by πn the natural projection
of A[[t]] on An := A[[t]]/(t
n). A multiplicative set S in A[[t]] is said to satisfy the extended Ore
conditions if πn(S) satisfy the Ore conditions in An equipped with the natural non-commutative
product induced by ∗.
If S is a multiplicative set which satisfies the extended Ore conditions in A[[t]], then there are
natural morphisms : (An)Sn −→ (Ap)Sp pour n > p. We note A[[t]]S the projective limit of
(An)Sn .
Examples.
1. Let B = C[X−1i , Y
−1
i , i ∈ Z], and K be the field of fractions of B. Let us consider the
isomorphism of free modules :
B[[q − 1]] −→ B′q∏∞
i=1X
−αi
i
∏∞
j=1 Y
−βj
j 7−→
∏∞
i=1 x
−αi
i
∏∞
j=1 y
−βj
j
where (αi) and (βj) are two almost zero sequences in N
Z and B′q is the (q − 1)-adic completion
of the subalgebra Bq aforementioned. This isomorphism leads to a formal deformation ∗
′ of
the multiplication on B[[q − 1]]. We show that the multiplicative set S′ of all elements non
divisible by q − 1 satisfy the extended Ore conditions. Moreover, ∗′ is a star-product, i.e.,
there are Bn bidifferential operators such that ∗
′ =
∑
Bn(q − 1)
n. Hence, we get a non-
commutative structure on (K[[q−1]], ∗′) which contains (B[[q−1]], ∗′) and it can be proved that
(B[[q − 1]]S′ , ∗
′) ≃ (K[[q − 1]], ∗′).
2. One can also define a structure of non-commutative algebra (C[Ui,Mi, i > 0][[q−1]], ∗) thanks
to the isomorphism of free modules :
C[Ui,Mi, i > 0][[q − 1]] −→ U
′
q∏∞
i=1 U
αi
i M
βi
i 7−→
∏∞
i=1 u
αi
i m
βi
i
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where U ′q denotes the (q − 1)-adic completion of Uq. Contrary to the previous case, it is not so
easy to check that the non-commutative product ∗ is a star product. So, there is a priori no
reason for (C(Ui,Mi, i > 0)[[q − 1]], ∗) to exist. However, we prove the following result.
Lemma 12. For all x ∈ Aq, there is ω a monomial in x
−1
i , y
−1
i such that ω ∈ Uq and ωx ∈ Uq.
Proof. It suffices to prove the lemma for x = x−1i or x = y
−1
i with i ∈ Z. Thanks to the
symmetry relation between un and mn i.e., mn = ϕ(un) and un ∈ C[x
−1
j , y
−1
j , j < 0]q, we
can assume that i < 0. Then, we prove the result by induction. For example, 1.y−10 = u1,
q−1y−20 x
−1
0 = u2 and y
−1
0 = u1, etc. ✷
Lemma 12 implies that the multiplicative set S of all elements in C[Ui,Mi, i > 0][[q − 1]] which
are non-divisible by q− 1 satisfy the extended Ore conditions and that we have an isomorphism
(C[Ui,Mi, i > 0][[q − 1]]S , ∗) ≃ (B[[q − 1]]S′ , ∗
′). Now, to conclude, we say that the (q − 1)-adic
completion of Hn defined on C[Ui,Mi, i > 0][[q−1]] has naturally an extension on (K[[q−1]], ∗
′).
Moreover, this extension is unique. The same arguments as above with the involution ϕ and
the half-translation automorphism T±
1
2 show that Hn and T
± 1
2 commute on K[[q − 1]]. But
Hn(y
−1
0 ) ⊂ Aq. It follows that Aq is invariant by Hn.
6. Conclusion and outlooks
First of all, it would be interesting to see whether if it is possible to extend our result to the
more general case of an arbitrary non-twisted Lie algebra and to study other possible models of
discretization proposed by Enriquez and Feigin [EFe]. It would be also interesting to study in
details the case when q is a root of the unity.
6.1. Affine Poisson homogeneous space. Theorem 1 leaves us with the feeling that there is a
general Drinfeld-Sokolov correspondence for the discrete Toda theory and that the homogeneous
space of the correspondence is a Poisson homogeneous space equipped with a Poisson structure
induced by a Poisson bivector π of the form π = rL − r′R, where r and r′ are two r-matrices
such that their Schouten bracket [r, r] and [r′, r′] are equal and invariant by the adjoint action
of the Lie group G on
∧3 Lie(G) and where rL (resp. rR) is the left (resp. right) translation of
r (resp. r′) on G. A group G endowed with such a Poisson structure is a particular case of an
affine Poisson homogeneous space (APHS), according to the terminology introduced by Dazord
and Sondaz [DaSo] (see also [L] and [Ko]). By definition, an APHS is a Poisson manifold which
is a principal homogeneous space under the action of a Poisson-Lie group and that if it is the
case, then there are on G two commuting actions by Poisson-Lie groups.
6.2. Links with Parmentier’s work. Our method of quantizing the Poisson manifoldH−\B−
equipped with the Poisson structure induced by the field of bivectors P∞ = r
L − rR∞ (which is
truly a quotient of an APHS) lays on the study of the classical case and on the fact that the
phase space of the discrete sine-Gordon system had a natural quantization. But, it is perhaps
not the easiest way to quantize (H−\B−, P∞). Indeed, in the case we dealt with, r denotes the
standard r-matrix and r∞ denotes the r-matrix corresponding to Drinfeld new realizations. So,
according to Parmentier works, to get a quantization of the APHS G with Poisson structure
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given by the field of bivectors P∞, it suffices to have a twist relying the two Hopf algebra
structures (Uqg,∆) and (Uqg,∆nr) where, in the first case, the comultiplication is the “Drinfeld-
Jimbo” comultiplication, and in the second case, it is the one corresponding to the Drinfeld new
realizations. But such a twist appears in the paper [KT]. We need to apply this method and
to investigate further about how derivations Hn appear in it. We plan to study this question
elsewhere.
6.3. The continuous case. It would be also interesting to see whether it is possible to deduce
from our results solutions to problems of continuous Toda theory, to compute explicitly integrals
of motion, to quantize in terms of Vertex Operator Algebra the Vertex Poisson Algebra shown
by Enriquez and Frenkel on homogeneous spaces [EFr2], and to obtain a quantum version of
Drinfeld-Sokolov correspondence in terms of V.O.A. in the continuous case.
6.4. The Drinfled-Sokolov reduction. Finally, we indicate that there exists another corre-
spondence, close to the one we discussed here, which is called the Drinfeld-Sokolov reduction
[DS]. This correspondence allows to construct W-algebras from Kac-Moody algebras. There is
a Poisson isomorphism between the manifold of scalar differential operators of order n with the
second Gelfand-Dickey bracket on one hand, and the manifold of matrix differential operators of
order 1 viewed as a subspace of ŝln
∗
, with Kirillov-Kostant bracket on the other hand. The quan-
tization of this correspondence is studied in [FF1]. A q-deformed version of this correspondence,
in which manifolds of differential operators are replaced by manifolds of q-difference operators is
proposed in [FRS] and [SS]. Quantization of this correspondence leads to q-deformedW-algebra.
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