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ON THE BEST HARDY CONSTANT FOR QUASI-ARITHMETIC MEANS
AND HOMOGENEOUS DEVIATION MEANS
ZSOLT PÁLES AND PAWEŁ PASTECZKA
Abstract. The aim of this paper is to characterize the so-called Hardy means, i.e., those
means M :
⋃
∞
n=1
R
n
+ → R+ that satisfy the inequality
∞∑
n=1
M(x1, . . . , xn) ≤ C
∞∑
n=1
xn
for all positive sequences (xn) with some finite positive constant C. The smallest constant C
satisfying this property is called the Hardy constant of the mean M .
In this paper we determine the Hardy constant in the cases when the mean M is either a
concave quasi-arithmetic or a concave and homogeneous deviation mean.
1. Introduction
Hardy’s, Landau’s, Carleman’s and Knopp’s celebrated inequalities in an equivalent and
unified form state that
(1)
∞∑
n=1
Pp(x1, . . . , xn) ≤ C(p)
∞∑
n=1
xn,
for every sequences (xn)
∞
n=1 with positive terms, where Pp denotes the p-th power mean (ex-
tended to the limiting cases p = ±∞) and
C(p) :=


1 p = −∞,
(1− p)−1/p p ∈ (−∞, 0) ∪ (0, 1),
e p = 0,
+∞ p ∈ [1,∞],
and this constant is sharp, i.e., it cannot be diminished. First result of this type with nonoptimal
constant was established by Hardy in the seminal paper [14]. Later it was improved and
extended by Landau [18], Knopp [15], and Carleman [4] whose results are summarized in
inequality (1). More about the history of the developments related to Hardy type inequalities
is sketched in catching surveys by Pečarić–Stolarsky [37], Duncan–McGregor [12], and in a
recent book of Kufner–Maligranda–Persson [17].
In a more general setting, for a given mean M :
⋃
∞
n=1 I
n → I (where I is a real interval with
inf I = 0), let H(M) denote the smallest nonnegative extended real number, called the Hardy
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constant of M , such that
∞∑
n=1
M(x1, . . . , xn) ≤ H(M)
∞∑
n=1
xn
for all sequences (xn)
∞
n=1 belonging to I. IfH(M) is finite, then we say thatM is a Hardy mean.
In this setup, a p-th power mean is a Hardy mean if and only if p ∈ [−∞, 1) and H(Pp) = C(p)
for all p ∈ [−∞,+∞].
For investigating the Hardy property of means, we recall several notions that have been partly
introduced and used in the paper [35]. Let I ⊆ R be an interval and let M :
⋃
∞
n=1 I
n → I be
an arbitrary mean.
We say that M is symmetric, (strictly) increasing, and Jensen convex (concave) if, for all
n ∈ N, the n-variable restriction M |In is a symmetric, (strictly) increasing in each of its
variables, and Jensen convex (concave) on In, respectively. It is worth mentioning that means
are locally bounded functions, therefore, the so-called Bernstein–Doetsch theorem implies that
Jensen convexity (concavity) is equivalent to ordinary convexity (concavity) (cf. [3]). If I = R+,
we can analogously define the notion of homogeneity of M . Finally, the mean M is called
repetition invariant if, for all n,m ∈ N and (x1, . . . , xn) ∈ I
n, the following identity is satisfied
M(x1, . . . , x1︸ ︷︷ ︸
m-times
, . . . , xn, . . . , xn︸ ︷︷ ︸
m-times
) = M(x1, . . . , xn).
Having all these definitions, let us recall the two main theorems of the paper [35]. The first
result provides a lower estimation of Hardy constant.
Theorem 1.1. Let I ⊂ R+ be an interval with inf I = 0 and M :
⋃
∞
n=1 I
n → I be a mean.
Then, for all non-summable sequences (xn)
∞
n=1 in I,
H(M) ≥ lim inf
n→∞
x−1n ·M (x1, x2, . . . , xn) .
In particular,
H(M) ≥ sup
y∈I
lim inf
n→∞
n
y
·M
(y
1
,
y
2
, . . . ,
y
n
)
.
Under stronger assumptions for the mean M , the latter lower estimate obtained above be-
comes equality by the following result.
Theorem 1.2. Let M :
⋃
∞
n=1R
n
+ → R+ be an increasing, symmetric, repetition invariant, and
Jensen concave mean. Then
(2) H(M) = sup
y>0
lim inf
n→∞
n
y
·M
(y
1
,
y
2
, . . . ,
y
n
)
.
If, in addition, M is also homogeneous, then
H(M) = lim
n→∞
n ·M
(
1, 1
2
, . . . , 1
n
)
,
in particular this limit exists.
Upon taking M to be a power mean in the above theorem, the Hardy–Landau–Knopp–
Carleman inequality (1) can easily be deduced. For the details, see [35].
The purpose of our paper is to find explicit formulas for the constant on the right hand side
of equation (2) in two important classes of means: quasi-arithmetic means and homogeneous
deviation means. On the other hand we will present some iff conditions for these means to
satisfy assumptions of theorem above.
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2. Families of means
From now on our consideration will go twofold. First, we will introduce and recall the most
important results concerning quasi-arithmetic means. Later, in Section 2.2, we will do the same
with the family of deviation means. This splitting will appear in the next section too.
2.1. Quasi-arithmetic means. Idea of quasi-arithmetic means first only glimpsed in a pi-
oneering paper by Knopp [15]. Their theory was somewhat later axiomatized in a series of
three independent but nearly simultaneous papers by De Finetti [11], Kolmogorov [16], and
Nagumo [27] at the beginning of 1930s.
Let I be an interval and f : I → R be a continuous, strictly monotone function. For n ∈ N
and for a given vector x = (x1, . . . , xn) ∈ I
n, set
Af(x) := f
−1
(
f(x1) + · · ·+ f(xn)
n
)
.
The mean Af :
⋃
∞
n=1 I
n → I defined this way is called the quasi-arithmetic mean generated by
the function f . Quasi-arithmetic means are a natural generalization of power means. Indeed,
whenever I = R+ and f = pip, where pip(x) := x
p if p 6= 0 and pi0(x) := ln x, then mean Af
coincides with p-th power mean (this is what was noticed by Knopp [15]). These means share
most of the properties of power means. In particular, it is easy to verify that they are symmetric,
strictly increasing, and repetition invariant. In fact, they admit even more properties of power
means (cf. [16], [1]).
Immediately after the formal definition, Mulholland [26] characterized the Hardy property
in the class of quasi-arithmetic means. Namely, he proved that
(3) Af is a Hardy mean ⇐⇒
(
there exist parameters q < 1 and C > 0
such that Af(x) ≤ C · Pq(x) for all x
)
.
Later, in 1948, Mikusiński [25] proved that the comparability problem within this family
can be (under natural smoothness assumptions) boiled down to pointwise comparability of the
mapping f 7→ f
′′
f ′
(negative of this operator is called the Arrow–Pratt index of absolute risk
aversion; cf. [2, 38] ). More precisely, he proved
Proposition 2.1. Let I ⊂ R be an interval, f, g : I → R be twice differentiable functions
having nowhere vanishing first derivative. Then the following two conditions are equivalent
(i) Af (x1, . . . , xn) ≤ Ag(x1, . . . , xn) for all n ∈ N and vector (x1, . . . , xn) ∈ I
n;
(ii) f
′′(x)
f ′(x)
≤ g
′′(x)
g′(x)
for all x ∈ I.
Obviously, if I ⊆ R+, then condition (ii) can be equivalently written as
κf(x) :=
xf ′′(x)
f ′(x)
+ 1 ≤
xg′′(x)
g′(x)
+ 1 =: κg(x) (x ∈ I).
It is easy to verify (with the notation pip introduced above), that the equality κpip ≡ p holds for
all p ∈ R. Therefore, in view of Proposition 2.1, we have
Pq = Apiq ≤ Af ≤ Apip = Pp,
where q := infI κf and p := supI κf , moreover these parameters are sharp. In other words, the
operator κ(·) could be applied to embed quasi-arithmetic means into the scale of power means
(cf. [36]). As a trivial consequence we obtain a natural estimations of Hardy constants
(4) C(q) ≤ H(Af) ≤ C(p).
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In the next result we characterize Jensen concave quasi-arithmetic means. Some results in
this direction have recently been obtained in the paper [5].
Theorem 2.2. Let f : I → R be a twice continuously differentiable function with a nonvanishing
first derivative. Then the quasi-arithmetic mean Af is Jensen concave if and only if either f
′′
is identically zero or f ′′ is nowhere zero and the ratio function f
′
f ′′
is a convex and negative
function on I.
Proof. Without loss of generality, we may assume that f is strictly increasing, then f ′ > 0 holds
on I. The Jensen concavity of the mean Af is equivalent to its concavity, that is, for all n ∈ N
and for all x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ I
n, t ∈ [0, 1], we have
Af(tx+ (1− t)y) ≥ tAf (x) + (1− t)Af(y),
in more detailed form,
f−1
(
f(tx1 + (1− t)y1) + · · ·+ f(txn + (1− t)yn)
n
)
≥ tf−1
(
f(x1) + · · ·+ f(xn)
n
)
+ (1− t)f−1
(
f(y1) + · · ·+ f(yn)
n
)
.
Applying f to this inequality side by side and introducing the new variables ui := f(xi) and
vi := f(yi), we get that the above inequality is equivalent to
f(tf−1(u1) + (1− t)f
−1(v1)) + · · ·+ f(tf
−1(un) + (1− t)f
−1(vn))
n
≥ f
(
tf−1
(
u1 + · · ·+ un
n
)
+ (1− t)f−1
(
v1 + · · ·+ vn
n
))
for all u1, . . . , un, v1, . . . , vn ∈ f(I) =: J . The meaning of this inequality is exactly the Jensen
convexity of the function
Ft(u, v) := f(tf
−1(u) + (1− t)f−1(v))
on J2. By the continuity of Ft, this property is equivalent to the convexity of Ft. In view of
the regularity assumptions of the theorem, this property is satisfied if and only if the second
derivative matrix F ′′t (u, v) is positive semidefinite for all u, v ∈ J and t ∈ (0, 1). This is
equivalent to the positive semidefiniteness of F ′′t (f(x), f(y)) for all x, y ∈ I and t ∈ (0, 1). By
the Sylvester determinant test, this 2× 2 matrix is positive semidefinite if and only if
(5) ∂21Ft(f(x), f(y)) ≥ 0, ∂
2
2Ft(f(x), f(y)) ≥ 0
and
(6) ∂21Ft(f(x), f(y))∂
2
2Ft(f(x), f(y))− ∂1∂2Ft(f(x), f(y))
2 ≥ 0.
We can easily obtain that
∂21Ft(f(x), f(y)) =
t2f ′′(tx+ (1− t)y)
f ′(x)2
−
tf ′(tx+ (1− t)y)f ′′(x)
f ′(x)3
,
∂22Ft(f(x), f(y)) =
(1− t)2f ′′(tx+ (1− t)y)
f ′(y)2
−
(1− t)f ′(tx+ (1− t)y)f ′′(y)
f ′(y)3
,
∂1∂2Ft(f(x), f(y)) =
t(1− t)f ′′(tx+ (1− t)y)
f ′(x)f ′(y)
.
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Therefore, the first inequality in (5), is equivalent to
tf ′′(tx+ (1− t)y)
f ′(tx+ (1− t)y)
≥
f ′′(x)
f ′(x)
.
Putting x = y, it follows that f ′′(x) ≤ 0 for all x ∈ I. If, for some x ∈ I, f ′′(x) were zero, then
this inequality and the nonpositivity of f ′′ implies that f ′′(tx+ (1− t)y) = 0 for all y ∈ I and
t ∈ (0, 1). Letting t tend to zero, we get that f ′′(y) = 0 for all y ∈ I. Therefore, from now on,
we may assume that f ′′ is strictly negative on I.
The inequality in (6) can now be rewritten in the following form:
(7) t
f ′(x)
f ′′(x)
+ (1− t)
f ′(y)
f ′′(y)
≥
f ′(tx+ (1− t)y)
f ′′(tx+ (1− t)y)
(x, y ∈ I, t ∈ (0, 1)).
Thus, we have proved that the ratio function f ′/f ′′ is convex and negative.
For the reversed implication, assume that either f ′′ = 0, or f ′′ is nowhere zero and f ′/f ′′
is convex and negative. If f ′′ = 0, then f(x) = ax + b for some real constants a, b, hence Af
equals the arithmetic mean, which is trivially Jensen concave (and also Jensen convex).
Without loss of generality, we again may assume that f ′ is positive. Suppose now that f ′′ is
negative and f ′/f ′′ is convex. As we have seen above, the negativity of the function f ′′ and the
convexity of f ′/f ′′, which is expressed by inequality (7) imply that (6) is satisfied. Using that
f ′′ is negative (recall that f ′ is positive), inequality (7) yields that
t
f ′(x)
f ′′(x)
≥
f ′(tx+ (1− t)y)
f ′′(tx+ (1− t)y)
and (1− t)
f ′(y)
f ′′(y)
≥
f ′(tx+ (1− t)y)
f ′′(tx+ (1− t)y)
(x, y ∈ I, t ∈ (0, 1)).
A simple computation now shows that the two inequalities in (5) are also fulfilled. Therefore,
the second derivative matrix of Ft is positive semidefinite on J
2, which implies the convexity of
Ft for all t ∈ (0, 1). However, this property is equivalent to the concavity of the quasi-arithmetic
mean Af . 
2.2. Deviation means. Given a function E : I × I → R vanishing on the diagonal of I × I,
continuous and strictly decreasing with respect to the second variable, we can define a mean
DE :
⋃
∞
n=1 I
n → I in the following manner (cf. Daróczy [6]). For every n ∈ N and for every
vector x = (x1, . . . , xn) ∈ I
n, the deviation mean (or Daróczy mean) DE(x) is the unique
solution y of the equation
E(x1, y) + · · ·+ E(xn, y) = 0.
By [28] deviation means are symmetric and repetition invariant. The increasingness of a devia-
tion meanDE is equivalent to the increasingness of the deviation E in its first variable. All these
properties and characterizations are consequences of the general results obtained in a series of
papers by Losonczi [19–24] (for Bajraktarević means and Gini means) and by Daróczy [6, 7],
Daróczy–Losonczi [8], Daróczy–Páles [9, 10] (for deviation means) and by Páles [28–34] (for
deviation and quasi-deviation means).
Observe that if E(x, y) = f(x)−f(y) for some continuous, strictly monotone function f : I →
R, then the deviation mean DE reduces to the quasi-arithmetic mean Af . Therefore, deviation
means include quasi-arithmetic means. One can also notice that Bajraktarević means and Gini
means are also form subclasses of deviation means.
It is known [34] that a deviation mean generated by a continuous deviation function E : R2+ →
R is homogeneous if and only if E is of the form E(x, y) = g(y)f(x
y
) for some continuous
functions f, g : R+ → R such that f vanishes at 1 and g is positive. Clearly, the deviation mean
generated by E is determined only by the function f , therefore, as we are going to deal with
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homogeneous deviation means only, let Ef denote the corresponding deviation mean. In the next
section, we will determine the Hardy constant for the homogeneous deviation mean Ef under
general circumstances for f . The following result will be instrumental for our considerations.
Theorem 2.3. Let f : R+ → R be a strictly increasing concave function with f(1) = 0. Then
the function E : R2+ → R defined by E(x, y) := f
(
x
y
)
is a deviation and the corresponding
deviation mean Ef := DE is homogeneous, continuous, increasing and concave.
Proof. It is easy to check, using the continuity (which is a consequence of concavity) and strict
increasingness of f that the function E is a deviation function. The homogeneity of the mean
Ef is obvious. We have that E is strictly increasing in its first variable, hence, one can show,
that the mean Ef is also strictly increasing. The continuity of f implies the continuity of the
mean directly. We only prove its concavity.
Let x = (x1, . . . , xn) ∈ R
n
+ and u = (u1, . . . , un) ∈ R
n
+ and denote Ef(x) and Ef(u) by y and
v, respectively. Then we have that
f
(x1
y
)
+ · · ·+ f
(xn
y
)
= 0 and f
(u1
v
)
+ · · ·+ f
(un
v
)
= 0.
These equations and the convexity of f follow that
0 =
y
y + v
(
f
(x1
y
)
+ · · ·+ f
(xn
y
))
+
v
y + v
(
f
(u1
v
)
+ · · ·+ f
(un
v
))
=
(
y
y + v
f
(x1
y
)
+
v
y + v
f
(u1
v
))
+ · · ·+
(
y
y + v
f
(xn
y
)
+
v
y + v
f
(un
v
))
≤ f
( y
y + v
x1
y
+
v
y + v
u1
v
)
+ · · ·+ f
( y
y + v
xn
y
+
v
y + v
un
v
)
= f
(x1 + u1
y + v
)
+ · · ·+ f
(xn + un
y + v
)
.
Therefore,
Ef(x) + Ef(u)
2
=
y + v
2
≤ Ef
(x+ u
2
)
,
which proves that Ef is Jensen concave. Being also continuous, this property implies the
concavity of Ef . 
In fact one could strengthen the result of the above theorem, by showing that the concavity
of f is not only sufficient but also necessary in order that the mean Ef be concave.
3. Main Results
We will apply results contained in [35] to both quasi-arithmetic and homogeneous deviation
means. Let us notice that the intersection of these families are power means, which are usually
treated as a trivial case in a consideration of Hardy property. (See inequality (1).)
3.1. Quasi-arithmetic means. Let us begin this section with our main result, which allows
us to compute the Hardy constant for a large class of quasi-arithmetic means.
Theorem 3.1. Let I be a real interval with inf I = 0 and let f : I → R be a twice continuously
differentiable function with nowhere vanishing first derivative. Define
(8) q := lim infx→0+
κf (x) ≤ lim sup
x→0+
κf(x) =: p.
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Then, for all x ∈ I,
(9) C(q) ≤ lim inf
n→∞
n
x
Af(
x
1
, x
2
, . . . , x
n
) ≤ lim sup
n→∞
n
x
Af(
x
1
, x
2
, . . . , x
n
) ≤ C(p)
and, consequently,
(10) C(q) ≤ H(Af ).
Observe that inequality (9) is the strengthening of (4).
Proof. We prove the right hand side inequality of (9) only, the proof of the left hand side
inequality is completely analogous, therefore, its detailed proof is left to the reader.
If p ∈ [1,+∞], then C(p) = +∞, therefore there is nothing to prove. Assume that p ∈
[−∞, 1). Consider any real number r ∈ (p, 1) \ {0}. Then there exists δ > 0 such that
(11) κf(x) ≤ r for all x ∈ (0, δ).
Let ϕ : I → R be a C2 function with a non-vanishing first derivative such that, for all x ∈ I,
(12) κϕ(x) = max (r, κf(x)) .
(This equation for ϕ is a second-order differential equation, which has such solutions, see
e.g. [36].) By (11), we have:
(13) κϕ(x) = r for all x ∈ (0, δ).
Therefore, there exists constants α, β such that ϕ(x) = αxr + β for all x ∈ (0, δ).
Define ϕ0 :=
1
α
ϕ − β. Then κϕ = κϕ0, hence equality (12) holds with ϕ0, too, furthermore
Aϕ = Aϕ0 . Therefore, with no loss of generality, we may assume that ϕ and ϕ0 coincide, i.e.
(14) ϕ(x) = xr, x ∈ (0, δ].
As a consequence, for the inverse function of ϕ, we have the formula
(15) ϕ−1(y) = y1/r for y ∈
{
(0, δr] if r > 0,
[δr,+∞) if r < 0.
Due to (12), we have κf ≤ κϕ so, by Mikusiński’s theorem, we get Af ≤ Aϕ.
Fix now x ∈ I. We have
lim sup
n→∞
n
x
Af(
x
1
, x
2
, . . . , x
n
) ≤ lim sup
n→∞
n
x
Aϕ(
x
1
, x
2
, . . . , x
n
) = lim sup
n→∞
n
x
ϕ−1
(
1
n
n∑
i=1
ϕ
(x
i
))
.
Now our argument splits into two similar cases depending on the sign of r.
Consider first the case r > 0. By the increasingness of ϕ, the sequence
(
ϕ( x
n
)
)
converges to
zero, therefore there exists n0 ∈ N such that, for all n > n0,
1
n
n∑
i=1
ϕ
(x
i
)
< δr.
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It also implies, for all n > n0, that
x
n
< δ, therefore, applying the construction of n0 with (14)
and (15), we get
n
x
ϕ−1
(
1
n
n∑
i=1
ϕ
(x
i
))
=
n
x
(
1
n
n∑
i=1
ϕ
(x
i
))1/r
=
(
nr−1
xr
n∑
i=1
ϕ
(x
i
))1/r
=
(
nr−1
xr
n0∑
k=1
(
ϕ
(x
k
)
−
(x
k
)r)
+
nr−1
xr
n∑
k=1
(x
k
)r )1/r
.
As r − 1 < 0 we obtain that the first term tends to 0 as n→∞. The second term equals
nr−1
xr
n∑
k=1
(x
k
)r
=
1
n
n∑
k=1
(
k
n
)
−r
−→
∫ 1
0
t−rdt =
1
1− r
.
Thus
lim sup
n→∞
n
x
Af(
x
1
, x
2
, . . . , x
n
) ≤ lim sup
n→∞
n
x
Aϕ(
x
1
, x
2
, . . . , x
n
) = (1− r)−1/r = C(r).
With appropriate changes in the above argument, we can obtain that the same inequality holds
also in the case r < 0. Finally, upon passing the limit r → p, we obtain
lim sup
n→∞
n
x
Af (
x
1
, x
2
, . . . , x
n
) ≤ C(p).
Completely analogous considerations lead to the inequality
lim inf
n→∞
n
x
Af(
x
1
, x
2
, . . . , x
n
) ≥ C(q).
Finally, using this inequality and the second inequality of Theorem 1.1, it follows that (10) is
also valid. Thus the proof is complete. 
Combining Proposition 2.1 with Theorem 3.1 we immediately obtain
Theorem 3.2. Let f : R+ → R be a twice continuously differentiable function with nowhere
vanishing first derivative. If the limit p := limx→0+ κf (x) exists and κf(x) ≤ p for every x > 0,
then H(Af ) = C(p). In particular, this mean is Hardy if and only if p < 1.
Proof. By (4) we get H(Af) ≤ C(sup κf (x)) = C(p). The converse inequality is implied by
Theorem 3.1 – more precisely by inequality (10). 
The following result strengthens Mulholland’s theorem [26] in the class of concave quasi-
arithmetic means (compare (3) and the implication (i)⇒ (ii) below).
Theorem 3.3. Let f : R+ → R be a twice continuously differentiable function with nowhere
vanishing first and second derivatives such that f ′/f ′′ is convex and negative. Then κf is a
decreasing function. Furthermore, the following assertions are equivalent:
(i) Af is a Hardy mean;
(ii) There exists a parameter q < 1 such that Af ≤ Pq;
(iii) p := limx→0+ κf (x) < 1.
And, in each of the above cases, Af ≤ Pp, and H(Af ) = C(p).
Proof. By the convexity and negativity of the function f ′/f ′′, the mapping x 7→ f ′(x)/(x·f ′′(x))
is negative and increasing. Therefore, κf is decreasing, whence the right limit p of κf at zero
exists and κf ≤ p. Then, by Proposition 2.1, it follows that Af ≤ Pp.
ON THE BEST HARDY CONSTANT FOR MEANS 9
To prove (i)⇒ (ii), assume that Af is a Hardy mean. Then Theorem 3.2 implies that p < 1,
hence (ii) holds with q = p. The implication (ii)⇒ (iii) is obvious.
Finally, we prove (iii)⇒ (i). In view of Theorem 2.2, the convexity and negativity of f ′/f ′′
implies that Af is a concave quasi-arithmetic mean. Therefore, by Theorems 1.2 and 3.1,
H(Af ) = sup
y>0
lim inf
n→∞
n
y
·Af
(y
1
,
y
2
, . . . ,
y
n
)
≤ sup
y>0
lim sup
n→∞
n
y
·Af
(y
1
,
y
2
, . . . ,
y
n
)
≤ C(p),
where p < 1, hence Af is a Hardy mean.
To complete the proof, observe that, by the convexity and negativity of f ′/f ′′, the mean Af
is concave, therefore Theorem 3.2 implies the equality H(Af ) = C(p). 
3.2. Homogeneous deviation means.
Theorem 3.4. Let f : R+ → R be a strictly increasing concave function with f(1) = 0. Then
the homogeneous deviation mean Ef is a Hardy mean if and only if
(16)
∫ 1
0
f
(1
t
)
dt < +∞
and, if the above inequality holds, then its Hardy constant is the unique positive solution c of
the equation ∫ c
0
f
(1
t
)
dt = 0.
Proof. By Theorem 2.3, the deviation mean Ef is homogeneous, continuous, increasing and
concave. Therefore, applying the second assertion of Theorem 1.2, we have that
H(Ef ) = lim
n→∞
Ef
(n
1
,
n
2
, . . . ,
n
n
)
.
Assume first that Ef possesses the Hardy property. ThenH(Ef) is finite, and hence the sequence(
Ef
(
n
1
, n
2
, . . . , n
n
))
is bounded. Thus, there exists K > 0 such that, for all n ∈ N,
(17) Ef
(n
1
,
n
2
, . . . ,
n
n
)
≤ K,
which is equivalent to
f
( n
K
)
+ f
( n
2K
)
+ · · ·+ f
( n
nK
)
≤ 0
For the sake of brevity define the function f ∗ : R+ → R by f
∗(t) := f
(
1
t
)
. Then f ∗ is a
continuous strictly decreasing function with f ∗(1) = 0. Hence, the above inequality is equivalent
to
(18)
K
n
(
f ∗
(K
n
)
+ f ∗
(2K
n
)
+ · · ·+ f ∗
(nK
n
))
≤ 0.
By the decreasingness of f ∗, for all i ∈ {1, 2, . . . , n}, we have that∫ (i+1)K
n
iK
n
f ∗(t)dt ≤
K
n
f ∗
( iK
n
)
.
After adding up these inequalities side by side and using (18), we get
(19)
∫ (n+1)K
n
K
n
f ∗(t)dt ≤ 0.
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Hence, for all n ≥ K, ∫ 1
K
n
f ∗(t)dt ≤ −
∫ (n+1)K
n
1
f ∗(t)dt.
Upon taking the limit n→∞, we arrive at the inequality
(0 ≤)
∫ 1
0
f ∗(t)dt ≤ −
∫ K
1
f ∗(t)dt,
which proves that condition (16) must be valid.
Now assume that (16) holds. Define the function F : R+ → R by
F (x) :=
∫ x
0
f
(1
t
)
dt =
∫ x
0
f ∗(t)dt.
Obviously, F is continuous, strictly increasing on (0, 1), and strictly decreasing on (1,∞). To
show that it has a zero on (1,∞), it suffices to prove that F (x) tends to −∞ as x→ +∞.
By the concavity of f , there exists a positive constant a ∈ R such that, for all x ∈ R+,
f(x) = f(x)− f(1) ≤ a(x− 1).
Therefore, for x ≥ 1, we get
F (x) =
∫ x
0
f
(1
t
)
dt ≤
∫ 1
0
f
(1
t
)
dt+ a
∫ x
1
(1
t
− 1
)
dt ≤
∫ 1
0
f
(1
t
)
dt+ a(ln(x)− x+ 1).
The right hand side estimate tends to −∞ as x → +∞, therefore F also has this property.
This ensures that F has a unique zero, denoted by c, in the interval (1,∞).
In the rest of the proof, we show that c = H(Ef ). Let K > H(Ef) be an arbitrary number.
Then there exists n0 such that, for all n ≥ n0, we have the inequality (17). Repeating the same
argument as above, this inequality implies (19) for all n ≥ n0. Upon taking the limit n→∞,
we obtain that
F (K) =
∫ K
0
f ∗(t)dt ≤ 0.
Consequently, c ≤ K. Taking now the limit K → H(Ef), we get that c ≤ H(Ef).
The proof of the reversed inequality c ≥ H(Ef ) is completely analogous, therefore the equality
c = H(Ef) holds as desired. 
In order to formulate a corollary of this theorem for Gini means (cf. [13]), we introduce the
following notation: Given two real numbers p, q ∈ R, define the function χp,q : R+ → R by
χp,q(x) :=


xp − xq
p− q
if p 6= q,
xp ln(x) if p = q.
In this case, the function Ep,q : R
2
+ → R defined by
Ep,q(x, y) := y
pχp,q
(x
y
)
is a deviation function on R+. The deviation mean generated by Ep,q will be denoted by Gp,q
and called the Gini mean of parameter p, q (cf. [13]). One can easily see that Gp,q has the
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following explicit form:
(20) Gp,q(x1, . . . , xn) :=


(
xp1 + · · ·+ x
p
n
xq1 + · · ·+ x
q
n
) 1
p−q
if p 6= q,
exp
(
xp1 ln(x1) + · · ·+ x
p
n ln(xn)
xp1 + · · ·+ x
p
n
)
if p = q.
Clearly, in the particular case q = 0, the mean Gp,q reduces to the pth Hölder mean Pp. It is
also obvious that Gp,q = Gq,p.
Corollary 3.5. Gini means Gp,q is increasing and concave if and only if
(21) min(p, q) ≤ 0 ≤ max(p, q) ≤ 1.
In this case, Gp,q is a Hardy mean if and only if max(p, q) < 1 and then
H(Gp,q) =


(
1− p
1− q
) 1
q−p
p 6= q,
e p = q = 0.
Proof. By the results of Losonczi [20], [22], Gp,q is concave if and only if (21) holds. On the
other hand, Gp,q is increasing if and only if the first two inequalities in (21) are satisfied, that
is, if 0 is between p and q.
Now, for p 6= q, in view of Theorem 3.4, with f = χp,q, we get that Gp,q is a Hardy mean if
and only if ∫ 1
0
χp,q
(1
t
)
dt < +∞.
For p 6= q, we have ∫ 1
0
χp,q
(1
t
)
dt =
1
p− q
∫ 1
0
(t−p − t−q) dt,
which is finite if and only if max(p, q) < 1. In that case, the Hardy constant c of the mean Gp,q
satisfies
0 =
∫ c
0
χp,q
(1
t
)
dt =
1
p− q
∫ c
0
(t−p − t−q) dt =
1
p− q
(
1
1− p
c1−p −
1
1− q
c1−q
)
.
Solving this equation with respect to c, we obtain that
c =
(
1− p
1− q
) 1
q−p
.
In the case p = q = 0, we get∫ 1
0
χ0,0
(1
t
)
dt = −
∫ 1
0
ln t dt = 1 < +∞,
proving that G0,0 is a Hardy mean. For its Hardy constant c it remains to find the positive
solution of the equation
0 =
∫ c
0
χ0,0
(1
t
)
dt = −
∫ c
0
ln t dt = c(1− ln c),
which results the solution c = e. 
12 ZSOLT PÁLES AND PAWEŁ PASTECZKA
References
[1] J. Aczél. On mean values. Bull. Amer. Math. Soc., 54:392–400, 1948.
[2] K. J. Arrow. Aspects of the Theory of Risk-Bearing. Yrjö Jahnsson Foundation, Helsinki, 1965.
[3] F. Bernstein and G. Doetsch. Zur Theorie der konvexen Funktionen. Math. Ann., 76(4):514–526, 1915.
[4] T. Carleman. Sur les fonctions quasi-analitiques. Conférences faites au cinquième congrès des mathémati-
ciens scandinaves, Helsinki, page 181–196, 1932.
[5] J. Chudziak, D. Głazowska, J. Jarczyk, and W. Jarczyk. On weighted quasi-arithmetic means which are
convex. manuscript.
[6] Z. Daróczy. A general inequality for means. Aequationes Math., 7(1):16–21, 1971.
[7] Z. Daróczy. Über eine Klasse von Mittelwerten. Publ. Math. Debrecen, 19:211–217 (1973), 1972.
[8] Z. Daróczy and L. Losonczi. Über den Vergleich von Mittelwerten. Publ. Math. Debrecen, 17:289–297
(1971), 1970.
[9] Z. Daróczy and Zs. Páles. On comparison of mean values. Publ. Math. Debrecen, 29(1-2):107–115, 1982.
[10] Z. Daróczy and Zs. Páles. Multiplicative mean values and entropies. In Functions, series, operators, Vol.
I, II (Budapest, 1980), page 343–359. North-Holland, Amsterdam, 1983.
[11] B. de Finetti. Sul concetto di media. Giornale dell’ Instituto, Italiano degli Attuarii, 2:369–396, 1931.
[12] J. Duncan and C. M. McGregor. Carleman’s inequality. Amer. Math. Monthly, 110(5):424–431, 2003.
[13] C. Gini. Di una formula compressiva delle medie. Metron, 13:3–22, 1938.
[14] G. H. Hardy. Note on a theorem of Hilbert. Math. Z., 6:314–317, 1920.
[15] K. Knopp. Über Reihen mit positiven Gliedern. J. London Math. Soc., 3:205–211, 1928.
[16] A. N. Kolmogorov. Sur la notion de la moyenne. Rend. Accad. dei Lincei (6), 12:388–391, 1930.
[17] A. Kufner, L. Maligranda, and L.E. Persson. The Hardy Inequality: About Its History and Some Related
Results. Vydavatelsky` servis, 2007.
[18] E. Landau. A note on a theorem concerning series of positive terms. J. London Math. Soc., 1:38–39, 1921.
[19] L. Losonczi. Über den Vergleich von Mittelwerten die mit Gewichtsfunktionen gebildet sind. Publ. Math.
Debrecen, 17:203–208 (1971), 1970.
[20] L. Losonczi. Subadditive Mittelwerte. Arch. Math. (Basel), 22:168–174, 1971.
[21] L. Losonczi. Subhomogene Mittelwerte. Acta Math. Acad. Sci. Hungar., 22:187–195, 1971.
[22] L. Losonczi. Über eine neue Klasse von Mittelwerten. Acta Sci. Math. (Szeged), 32:71–81, 1971.
[23] L. Losonczi. General inequalities for nonsymmetric means. Aequationes Math., 9:221–235, 1973.
[24] L. Losonczi. Inequalities for integral mean values. J. Math. Anal. Appl., 61(3):586–606, 1977.
[25] J. G. Mikusiński. Sur les moyennes de la forme ψ−1[
∑
qψ(x)]. Studia Mathematica, 10(1):90–96, 1948.
[26] P. Mulholland. On the generalization of Hardy’s inequality. J. London Math. Soc., 7:208–214, 1932.
[27] M. Nagumo. Über eine Klasse der Mittelwerte. Japanese J. Math., 7:71–79, 1930.
[28] Zs. Páles. Characterization of quasideviation means. Acta Math. Acad. Sci. Hungar., 40(3-4):243–260, 1982.
[29] Zs. Páles. On complementary inequalities. Publ. Math. Debrecen, 30(1-2):75–88, 1983.
[30] Zs. Páles. Inequalities for comparison of means. In W. Walter, editor, General Inequalities, 4 (Oberwolfach,
1983), volume 71 of International Series of Numerical Mathematics, page 59–73. Birkhäuser, Basel, 1984.
[31] Zs. Páles. Ingham Jessen’s inequality for deviation means. Acta Sci. Math. (Szeged), 49(1-4):131–142, 1985.
[32] Zs. Páles. General inequalities for quasideviation means. Aequationes Math., 36(1):32–56, 1988.
[33] Zs. Páles. On a Pexider-type functional equation for quasideviation means. Acta Math. Hungar., 51(1-
2):205–224, 1988.
[34] Zs. Páles. On homogeneous quasideviation means. Aequationes Math., 36(2-3):132–152, 1988.
[35] Zs. Páles and P. Pasteczka. Characterization of the Hardy property of means and the best Hardy constants.
Math. Inequal. Appl., 19(4):1141–1158, 2016.
[36] P. Pasteczka. When is a family of generalized means a scale? Real Anal. Exchange, 38(1):193–209, 2012/13.
[37] J. E. Pečarić and K. B. Stolarsky. Carleman’s inequality: history and new generalizations. Aequationes
Math., 61(1–2):49–62, 2001.
[38] J. W. Pratt. Risk aversion in the small and in the large. Econometrica, 32(1/2):122–136, 1964.
ON THE BEST HARDY CONSTANT FOR MEANS 13
Institute of Mathematics, University of Debrecen, Pf. 12, 4010 Debrecen, Hungary
E-mail address : pales@science.unideb.hu
Institute of Mathematics, Pedagogical University of Cracow, Podchorążych str 2, 30-084
Cracow, Poland
E-mail address : pawel.pasteczka@up.krakow.pl
