Introduction
Currently, facial recognition algorithms from intensity images can be classified into two categories [1] [2] [3] : (1) the holistic model or photometric recognition and (2) featurebased or geometric recognition. Face recognition algorithms based on features are founded on the construction of a human face model, able to capture the changes of the faces. The a priori knowledge about the human face is used to build models. For example, the modelbased matching starts from the calculation of the relative distances and positions of distinctive facial features like the eyes, the mouth, the nose etc. The distances can be calculated using different metrics. The recognition algorithms based on a model usually contain three stages: the construction of the model, the fitting of the model on a given face and the use of the model parameters as a vector of features for determining the similarity between the questioned face and the prototype faces from the database for recognition.
The holistic approaches detect a face using the global features of the face and not the local characteristics. These techniques are also divided into two categories: statistical and AI approaches [3] . The most known statistical holistic algorithms -Principal Component Analysis (PCA) [4] and its variant algorithms [22] , Fisher's Linear Discriminant Analysis (LDA) [5] [6] , and the Independent Component Analysis (ICA) [7] use the entire face area in the recognition process. Starting from the face area one constructs the image vector which is projected on the basic vectors that are built based on prototype faces. By the projection of the image vector based on basic vectors, the resulting coefficients are used in the form of a representation of the image through a set of characteristics. The matching score between a test image and a prototype image is determined by means of the coefficients of the projections; the higher the score, the better the matching degree. The main advantage of this method is that it focuses not only on one area or on certain points of interest [8] , but the results are directly influenced by scale, illumination and pose [9] . Most public databases containing faces are background controlled. This paper proposes an algorithm to detect faces and then to normalize them in an uncontrolled context, so that the determined area can be used by an algorithm for recognition so as to lead to an increased good recognition rate. In order to assess the results, a database consisting 1,068 Internet images representing a single person was created. The individuals can be photographed in one or more situations, and for each image the maps corresponding to the eyes, respectively the mouth, were generated.
Face detection based on facial features
The detection of the face in color images, with uncontrolled context, was based on the eyes and mouth facial features. For eye detection, the color maps [10] , the symmetry map [11] and the image intensity are combined into a single selection criterion [12] :
(1) where k E , k S , k I are the weights associated to the detection map of the eyes E(x,y), to the symmetry map S(x,y) and to the intensity of the image I(x,y); k E , k S , k I are improper fractions. The area corresponding to a potential eye in the analyzed image will have a higher value on the color map E(x,y) and lower values on the symmetry maps S(x,y) and on intensity maps I(x,y), respectively. A maximum value of the I E criterion corresponds to a maximum of probability for locating an eye on the (x,y)coordinate. The pixel candidates as potential eyes in the image represent local minimum values and are determined by means of the Watershed transform based on which one can determine a single local minimum value at region level. Thus, first we determine the area containing local minimum values and retain only the first two values. The major problems that occurred in the detection of the eyes, based on color maps, symmetry and intensity, refer to the image resolution [9] and to points of local extrema detected in the corners of the image. In order to eliminate the errors generated by the resolution, various heights of the image were taken into consideration (in the images that contain faces, the ratio width/height<1), and the best results were obtained if the height was between 325 pixels and 350 pixels (80.24% and 80.43% good detection rate, respectively) due to the symmetry elements that directly affect the image resolution. Taking into account a height H=325 pixels resolution, the images that have a lower height will remain unchanged, and those with a higher height will be rescaled by bilinear interpolation at a value H [23] . With regard to the symmetry elements detected at the extremities of the images, they were eliminated during a preprocessing procedure applied to image in order to isolate the skin area. Initially, from the color image in the HSV space, we determined the skin area by using the Bayesian approach with the MAP (maximum aposteori) technique [13] [14] [15] [16] components. Unlike the eye, which represents a great variation in color and shape, the mouth has a relatively uniform color and shape, regardless of the facial expression and illumination. The shape of the mouth is elongated and thin and cannot be determined by symmetry elements. After applying the maps corresponding to the two eyes, and to the center of the mouth, respectively, one can obtain detection errors both at the level of the eyes and the level of the mouth (Fig. 1 ). For the database under consideration, the good detection rate of the mouth, with the mask described in relation 2 and a scaling of the image to value H=325 pixels, reached values of over 95.88%; the errors occurred only in the case of red artefacts in the skin area.
Figure 1. The detection of eyes (a correct eye and an erroneously detected eye) and of the center of the mouth based on the associated maps
The next step is to reduce the number of omissions in the detection of the eyes, considering that the mouth is large enough to ensure at least its position information. Based on the anthropometric measurements of the distance between the eyes and mouth and the middle of the line of the eyes [17] [18] , one has to check if the detected features may form a triangle of the face (relation 4)
where De is the line determined by the two eyes, Dm is the segment determined by the center of the mouth and the middle of the segment joining the two eyes, ME α , the angle determined by the two segments joining the center of the mouth with the left eye, and the right eye, respectively.
Figure 2. Triangle of the face determined by the center of the mouth and the two eyes
The three determined points will be validated only if they cumulatively meet the conditions described in relation 4. If the conditions are not validated, it is necessary to identify the correct eye first, and then the position of the undetected eye will be estimated starting from the positions of the mouth and that of the correct eye. If the conditions are not validated, it is necessary to identify the correct eye first and then one can estimate the position of the undetected eye starting from the positions of the mouth and of the correct eye. For the database under consideration, under the conditions of rescaling the images at a height H = 325 pixels and using the masks constructed a priori for the eyes and mouth, a correct detection rate of the three facial features TDR=71.63% was obtained, a rate that was improved by identifying the correct eye and by estimating the position of the second eye. The criterion of validation/selection of the correct eye is based on the evidence that the eye has a white component and has an elliptical shape, thus the white coefficient is calculated based on the radius disks De/4 determined by the coordinates of the eyes and the correct eye is considered the area containing the greatest amount of white [23] . In brief, the algorithm for locating the facial features based on the fact that the features are arranged in the form of a triangular pattern [19] [20] [21] , can be summarized as follows: -detecting the skin area in color images using a Bayesian classification by means of the MAP method; If the limits of the skin area are adjacent to the edges of the image, we will board it with 10 pixels up to the edges of the image. The facial features will be detected only in the delineated skin area.
-locating the eyes -using the map of the chrominance, the symmetry map and the image intensity (rel. 1); -on the basis of the map corresponding to the mouth (rel. 2), the center of the mouth is determined; -checking the triangle of the face -the coordinates of the eyes and the coordinate of the mouth form a facial-feature-triangle (approximately an isosceles triangle -for a face oriented forward); a distorted triangle for a face that does not face forward).
-if the three coordinates (eyes, mouth) do not cumulatively meet the conditions in relation 4, the correct eye is validatedbased on the histogram of the white component, the eye with the greatest amount of white is retained -and the position of the undetected eye is estimated.
-if the three coordinates cumulatively meet the conditions of relation 4, one can estimate the angle of the face for normalization.
Estimating the angle of inclination of the face
The concrete estimation of the angle of inclination can be done by selecting an area in the image corresponding to the mouth, starting from the detected point of the mouth, so that for determining the angle, one should apply the Radon transform. The Radon transform [25] (rel. 7) applied to a binary image can determine the angle of inclination of all the existing lines. After applying the transform, a line will be characterized by two parameters: θ -the angle of inclination and ρ -the minimum distance from the origin of the system of coordinates.
The application of the Radon transform to a binary image of size 250x259 (Fig. 5) enables the determination of the angle of inclination, an angle determined as the maximum of the projections of the intensities.
Figure 5 The Radon transform applied to a lozenge and the determination of the angle of inclination
The Radon transform applied to an image ensures the connection between the rectangular coordinates (x,y) and the space of projections (ρ, θ). The angle of inclination of the image, if it does exists, corresponds to the projection of the maximum variation [24] . Thus, the Radon transform will be applied to a binary image representing the mouth contour detection in the grayscale version of the corresponding color region (Fig. 6) . Since the size of the face and therefore of the mouth are not known at this time, one can choose a window to cut in the region around the detected point of the mouth with the following dimensions:
where W w and H w are odd imposed dimensions of the window to be cut, and W is the width of the image (assuming the most usual case where the mouth is disposed horizontally). The contour detection will be done after a filtering with a Gaussian low-pass filter to remove the disturbing contour elements, like the small grooves specific to the skin.
Figure 6. Example of determining the rotation angle of the face by means of the Radon transform and of the contour of the detected mout
The selection of the height of the region corresponding to the mouth will be 2/3 above the detected point and 1/3 below it (Fig. 7) . This is necessary because in most cases, the detected point is on the lower lip. Moreover, in the case of the facial expressions, the upper lip changes its horizontal form less, enabling a more accurate detection of the angle of orientation.
Figure 7. The selection of the calculation region of the Radon transform for the detection of the inclination angle of the mouth
The images can contain different obstructions caused, for example, by strands of hair or other objects, so that it is more practical to choose the detection of the mouth contour in a color space which illustrates its prominence. Therefore, the conversion of the analyzed image in the Various problems can occur in the situations when it is not facing front, when the triangle of the face undergoes a deformation caused by perspective. Thus, although the eye line is parallel to that of the mouth, they become convergent in the projected image. The application of the rotation with the Radon transform will determine the achievement of a correct orientation of the mouth, while the eye line will continue to have an inclination angle due to perspective. The elimination of this drawback can be done only in the situations when we know the position of the mouth and of the eyes by applying a warping bilinear interpolation correction (Fig. 8) . 
The perspective correction
The perspective deformations occur in situations when the subject is located at a certain angle in relation to the objective of the camera. As a result, the objects closer to the camera are larger than those that are farther. The perspective deformation can be corrected using an inverse perspective transformation. This type of transformation carries out the association (the mapping) between two quadrilaterals, one in the distorted image and one in the corrected image (Fig. 9) . Unlike other situations where the parallelism of the straight lines was required, it is not necessary in this case. In order to construct the correction grid at least 4 points forming the association quadrilateral are required. In the present case, however, only the positions of the three points that make up the triangle of the face are known. It is necessary, therefore, to make an algorithm that enables the estimation of two corresponding points starting from the point of detection of the mouth, while the other two points need to be considered eye detection points. It is also possible to determine the angles of the segment that connects the eyes and the mouth segment by calculation. From the anthropometric analysis of the face, the following formal relations between the facial elements are known or at least can be empirically estimated:
-the mouth length is 2/3 of the distance between the extremities of the two eyes; -the ratio between the distance of the eyes and the distance from the mouth to the middle of the distance of the eyes is 1.25 (average determined value); -the vertical angle of the segment connecting one eye and the mouth is 22.5 0 (average value determined experimentally). It is necessary to estimate the length of the mouth in order to determine the 4 points necessary to the correction grid (Fig. 10) . If it is assumed that the point of detection of the mouth is at the middle of the segment of the mouth, the length of the mouth is estimated as 2/3 of the segment connecting the coordinates of the two eyes E 1 and E 2. In order to implement the warping, a quadruple parameterization is carried out starting from the four corresponding points on the grid. Four line segments parametric to the portions are created and are defined according to formula (14):
where E 1 , E 2 , M 1 and M 2 are the coordinates of the points of the eyes and mouth from the initial image, and u, v, w and k are the parameters associated to the curves, defined according to relation (15) : 4 , and by means of these we determined the equations of two straight lines whose parameters are defined according to equations (16): The current coordination point (Fig. 10) is given by the intersection of the two segments defined in relation (17) as solution of the system:
The values of the two coordinates are (rel. 18):
Starting from the two coordinates, which signify the mapping (correspondence) with the values of the pixel in the original image, the pixel in the final image will be defined by the relation: (20) where x E is the x coordinate of the line of the eyes, x M is the x coordinate of the mouth, y LE is the y coordinate of the left eye, y RE is the y coordinate of the right eye, and D ME is the distance between the mouth and the middle of the line of the eyes. The results obtained by applying the correction of the eyes' detection, as well as by applying geometric corrections, allow the obtaining of some classification rates superior to the case when the processing is missing. By applying corrections, one can obtain rates of 72.67%, and 70.12%, respectively, compared to values of 63.12% and 60.03% respectively, for the case when these corrections were not implemented. In the case of the classification with neural networks, the error rates that were obtained for the two resolutions of the images (converted as input vectors) are higher if the corrections were applied. Values of 76.44% and 74.12% are obtained, respectively, as compared to values of 64.43% and 62.18% respectively. We should mention the fact that recognition problems occur, on the one hand, due to errors of rotation corrections or where proper detection of the eyes could not be performed because of the degraded image, and, on the other hand, because of the selections of the images from the database.
Conclusions
From the observations made during the analysis, the perspective correction is useful only if the grid in the original image is correctly detected. Otherwise, the introduced deformities can be major for a small deviation of the points of the extremities of the mouth. It is estimated that superior results can be obtained by means of a nonlinear interpolation grid that would consider other facial features such as the nose or the limits of the face area. Particular attention will be paid to the detection of the contour of the mouth, in order to use this information as the upper lip contour does not radically change its form when the facial expression changes.
