Apatite fission-track length and etch figure data are powerful tools for obtaining thermal history information, but both require human analysts making manual measurements and reproducibility is not assured. We report the results of an inter-laboratory study designed to clarify areas of congruence and divergence for these measurements and provide a basis for evaluating best practices to enhance intercompatibility of data sets. Four samples of megacrystic apatite from Durango, Mexico, with induced tracks, one unnannealed and three thermally annealed by varying amounts, were distributed internationally. In all, 55 analysts in 30 laboratory groups participated in the experiment. Relative mean track lengths among the samples were consistent across all analysts, but measurements for each sample showed scatter among labs and analysts considerably in excess of statistical expectation. Normalizing measurements of annealed samples using the unannealed sample improved consistency, as did normalizing for track angle using c-axis projection. Etch figure data also showed variability beyond statistical expectation, and consistency was improved by normalizing. Based on these data we recommend rigorous analyst training for length and etch figure measurement that includes measurement of standards, and that each analyst's data on unknowns be normalized by that analyst's own measurements on standards when using thermal history inverse modeling as part of the interpretation process.
intRoduction
The key to resolving detailed thermal histories using the apatite fission-track (AFT) system comes from combining ages with track length data. Fission tracks form over time, and earlierformed ones will experience more of a sample's thermal history than later-formed ones. This leads to characteristic patterns in horizontal confined track length distributions that can provide unique information on thermal history . Even greater resolution is available when length data are paired with computational tools (e.g., Gallagher 1995 Gallagher , 2012 Green et al. 1989; Ketcham 2005) to identify the range of thermal histories that are consistent with both the length and age data and other geological constraints, using kinetic models of fission-track annealing (Crowley et al. 1991; Ketcham et al. 2007b Ketcham et al. , 1999 Laslett and Galbraith 1996; Laslett et al. 1987) .
The ability to use track length data correctly and confidently hinges on the fidelity of the length measurements, and in particular their consistency with respect to the measurements underlying models of fission-track annealing (e.g., Barbarand et al. 2003a; Carlson et al. 1999; Green et al. 1986) . Although the analytical procedures used in these studies can be reproduced, and we understand many of the geometric sources of bias associated with track observation (Galbraith 2005, Chapter 8; Galbraith et al. 1990; Ketcham 2003) , full compatibility is not assured. In particular, because confined tracks are found and measured by a human analyst using a microscope, rather than some mechanical or automated procedure, reproducibility of length data is an important concern.
The reproducibility of confined length data has been considered at both the inter-lab and intra-lab level. Intra-lab studies are valuable because they enable better control of conditions (such as repeating measurements of the same material using the same instrumentation), and thus allow focus on variables of interest. For example Green et al. (1986) include and compare measurements by two analysts of the same mounts. Barbarand et al. (2003b) gathered a series of induced-track data aimed at examining various aspects of reproducibility in detail, including among analysts and for single analysts over time, as well as the effects of Cf irradiation and the number of measurements necessary to converge to the correct mean length. Ketcham et al. (2009) obtained data for several analysts on two samples with induced and spontaneous tracks, and assessed the effects of measurement variability on thermal history reconstruction and the potential mediating ability of normalizing for length and angle.
Inter-laboratory experiments, however, provide the information necessary to assess the fidelity of measurements across the community and thus the overall reliability of the technique as it is applied. There has only been one previous large-scale inter-laboratory experiment for length measurements (Miller et al. 1993) , and its outcome was mixed, indicating general agreement but scatter substantially in excess of statistical expectation. Definitive interpretation was complicated, however, because the material was non-ideal, consisting of aliquots of natural samples with spontaneous fission tracks, which could conceivably have been non-homogeneous. Also, no information was reported about laboratory techniques, such as etching method.
With the help and cooperation of the international AFT community, we have performed a new inter-laboratory experiment designed to gather information intended to clarify areas of congruence and divergence, provide a basis for evaluating best practices to enhance intercompatibility of data sets, and suggest areas that merit further study.
methodological oveRview

Length revelation
Fission tracks are too narrow (8-9 nm diameter in apatite; Li et al. 2010 ) to be observed under an optical microscope, and instead are revealed by their ability to etch more easily than bulk crystal. Fission-track mounts are prepared by mounting grains in epoxy, polishing to reveal interior surfaces, and then etching in nitric acid (HNO 3 ) at some prescribed conditions of strength, temperature, and duration. Apatite etches anisotropically (Green and Durrani 1977) , with faster etching in the direction of the crystallographic c axis, and in general stronger etchants (higher concentration and/or temperature) are expected to increase this anisotropy compared to weaker ones.
Fission tracks intersecting the polished surface only contain partial length information, as one of their ends is missing. Confined tracks are revealed when etchant travels down a pathway from the exposed surface and intersects a track in which both ends are within the solid crystal. When the etchant pathway is another fission track, the confined track is referred to as a track-in-track (TINT; Lal et al. 1969) , while if the pathway is a fracture or cleavage it is termed a track-in-cleavage (TINCLE, Bhandari et al. 1971) .
Length measurement
Confined track lengths are measured under a microscope at high magnification, generally 1000-1600×, using either a drawing tube and digitizing tablet or a camera and specialized software to measure the distance between track ends. As surface etch rates vary according to crystallographic orientation it is normal practice to control for etching efficiency and measure tracks only on grains in which the crystallographic c axis is in the polished plane, as these have the lowest bulk etch rate. C-parallel sections can be determined by their aligned etch figures (Donelick et al. 2005) , and track orientation with respect to the c axis can be determined as the angle between the track and the etch figure elongation direction. Confined tracks must be close to horizontal, although limited inclination has little effect; the projection of a track dipping 10° with respect to the polished surface is within a factor of cos(10°), or 0.985, of the true length. It is also possible to measure steeper tracks if the measurement system records the 3D location of the endpoints and accounts for the apatite refractive index, allowing a correction to be made, although one test has found non-horizontal tracks to slightly increase the standard deviation of the length distribution (Jonckheere and Ratschbacher 2010) .
For a fission track to be considered measurable, it must be completely etched, with clearly defined ends. The revelation of a track will depend on its angle relative to the c axis (hereafter denoted as f) and the etching protocol; examples are shown in Figure 1 . When a strong etchant (5.0 or 5.5 M) is used, tracks are most easily observed, and more likely to be fully etched, when they are in the f range of ~30-85° (Figs. 1a and 1b) (Barbarand et al. 2003b; Donelick et al. 1999 ). Tracks at lower angles (Figs. 1c, 1d track 1, and 1e track 1) are thin for their entire extent. Tracks close to perpendicular to the c axis (f > 85°) can look wide but slightly distorted ( Fig. 1e track 2) or initially wide near the intersection with the etchant pathway and pinched toward the ends (Fig. 1f) . The distorted shape of track 2 in Figure 1e may result in a slight error in angle determination when the line connecting the endpoints is not parallel to the length. In the case of thin or pinched tracks, the ends can be indistinct, making it difficult to tell whether they are fully etched or not; under-etched tracks should not be measured because they may not record the full length, and instead could give a spurious signal of track shortening. These etching effects, combined with the anisotropy of TINT etchant pathways, impart a substantial bias upon which angular populations are measured (Galbraith et al. 1990; Ketcham 2003) .
The anisotropy in etching diminishes for a weaker etchant (e.g., <2 N HNO 3 ), reducing somewhat the dissimilarity of confined tracks at different f angles. However, weaker etchants require longer etching times (>40 vs. 20 s), and etching duration brings up additional considerations (Jonckheere et al. 2007; O'Sullivan et al. 2004 ). There is inevitably some time delay before confined tracks start to etch, which varies depending on the strength of the etchant, extent of subsurface penetration along a pathway (TINT or TINCLE) and solubility (composition) of the apatite. As a result, even tracks at favorable angles can be under-etched, and the variability in etching time contributes to variation in measured track lengths. For similar reasons, short tracks are somewhat more likely to be fully etched than otherwise equivalent longer tracks, partially counter-acting the biasing effect of longer lengths being more likely to be intersected and etched than shorter ones (Laslett et al. 1982) .
Other situations that can lead to erroneous measurements are shallow tracks that intersect the polished surface (Figs. 1c and 1d track 2), tracks with fluid-filled and thus obscured ends (Figs. 1g and 1h ) and opposite-dipping semi-track pairs that appear superficially to be single tracks. Of these cases, the first two will lead to erroneously short measurements, and the third can be either short or long.
The analyst measuring fission tracks must thus constantly keep in mind, and adhere to, strict criteria for determining which confined tracks should be measured and which should be bypassed. There is likely to be some variability in these criteria between analysts and lab groups, which will contribute to variation. Finally, measurement by microscopy or via stored digital images requires some form of calibration. Methods employed include calibrated microscope scale bars (typically at 1-2 mm resolution) or SEM diffraction gratings (typically <0.4-0.6 mm resolution). Calibration should be made only for the area in which the features to be measured are placed. Typically this is in the center of the field of view to avoid the defocused peripheral regions. Systems that use digitizing tablets are also vulnerable to models that have an uneven spacing of grid wires. Another potential issue when a drawing tube is employed is the size of the LED spot used to demark track ends; most analysts center the spot over the ends, but some use an edge of the spot to attempt to make the measurement more precise. All of these aspects can contribute to systematic differences between laboratories.
C-axis projection
In addition to anisotropy of etching, apatite fission tracks also show annealing anisotropy, with tracks parallel to the c axis annealing more slowly than tracks oriented along the a axis (Donelick 1991; Donelick et al. 1999; Green and Durrani 1977) . At low to medium amounts of annealing, annealing rates vary smoothly between these two orientations, and length distributions are well represented as ellipses on a polar plot (Donelick 1991) , although in detail the distribution may be slightly non-elliptical (Jonckheere et al. 2007) . At high levels of annealing, tracks at high f angles begin to shorten much more quickly and disappear while low-f tracks persist, a process termed accelerated length reduction .
As annealing progresses, annealing anisotropy leads to greatly increased dispersion in lengths of tracks that have experienced identical amounts of heating, as shown in experiments in which induced tracks are annealed (e.g., Green et al. 1986 ). To compensate for this, Donelick et al. (1999) introduced c-axis projection, which was subsequently refined by Ketcham (2003) and Ketcham et al. (2007a) . C-axis projection is a transform that converts each (l,f) measurement into an estimate of what the length of a track oriented along the c axis that had experienced the same annealing conditions would be, l c , and the uncertainty in that estimate, s lc . It can be more generally viewed as a means of removing the dispersion caused by annealing anisotropy, resulting in a more precise index of thermal input for a given track than length alone.
Creating a c-axis projection model consists of fitting ellipse radii, l c,fit and l a,fit corresponding to the c-axis and a-axis directions, to sets of tracks measured in a series of experimental annealing runs. These data are then used to fit a four-parameter projection transform (Ketcham et al. 2007a ). This process generally requires dozens of experiments to document all stages of annealing and overcome dispersion in the ellipse fits, and thus has only been done on the two largest experimental data sets, by Carlson et al. (1999) and Barbarand et al. (2003a) . These studies used slightly different etchant strengths, respectively 5.5 and 5.0 M HNO 3 , and the difference between their respective c-axis projection models was attributed to etchant (Ketcham et al. 2007a ). The present study tests whether this assertion is correct, or some other factor may be responsible for variation in observed anisotropy effects.
Etch figures
Etch figures, the intersections of etched tracks with the polished surface (Fig. 1d) , are useful for determining crystallographic orientation, as a proxy for inferring the effective annealing kinetics (Burtner et al. 1994; Ketcham et al. 1999) and estimating initial (unannealed) track length . The principal measured parameter is the diameter of the track parallel to the apatite c axis when it is in the polished plane (D par ); the c-axis perpendicular diameter, D per , is also of potential use, but is more difficult to measure reliably. The Ketcham et al. (2009) experiment found reproducibility among multiple analysts measuring D par on the same grain mounts to be poor. Sobel and Seward (2010) studied the problem under better conditions and in considerably more detail, and suggest protocols for executing and normalizing D par measurements.
method
Preparations for the experiment began in 2004. Mark Cloos (University of Texas at Austin) provided a selection of lime-colored apatite crystals from Durango, Mexico, and three were selected as containing minimal defects. Each was heated at 500 °C for 24 h to totally anneal spontaneous tracks. Aliquots of each crystal were polished, etched, and inspected to confirm total spontaneous track removal. Each crystal was sliced into ~1 mm plates parallel to the c-axis using a fine diamond saw. The sliced crystals were wrapped in aluminum foil and irradiated at the Lucas Heights reactor (Australia) in April 2004 using nominal thermal neutron fluences of 2 × 10 16 n/cm 2 . Each crystal was irradiated in a separate reactor run (TE68, TE70, and TE77) to keep the total mass of active material within acceptable limits. Each irradiation was monitored by inclusion of a CN-5 dosimeter glass with a mica detector. Substantial radioactivity was allowed to decay until early 2008.
In 2008, induced tracks in the samples were partially annealed and aliquots distributed to participating laboratories. Apatite from irradiation TE70 was designated DUR-1, apatite from irradiation TE77 was divided into two aliquots designated DUR-2 and DUR-3, and apatite from irradiation TE68 was designated DUR-4. Appropriate annealing conditions were estimated based on Barbarand et al. (2003a) , and the furnaces, annealing rig, thermocouples, and all procedures were identical to those used by Barbarand et al. (2003a) .
For sample DUR-1 annealing conditions of 288 ± 2 °C and 10 h (plus ~3 min equilibration time on loading) were chosen to produce a track-length distribution similar to exhumed basement, with a mean length (l m ) of 11.5-12 mm. Measurements of a test aliquot gave an l m of 12.05 ± 0.07 mm (n = 100). Sample DUR-2 was left unannealed as a control sample containing full-length induced tracks. For sample DUR-3 the aim was to produce a broad track-length distribution as might be found in a subsurface sample, more complex to measure but with a statistically adequate number of tracks. It was annealed at 310 ± 2 °C for 10 h (equilibration on loading took about 3.5 min), and an initial test aliquot gave an l m of 10.20 ± 1.10 mm (n = 101). DUR-4 was intended to simulate a volcanic-cooling type track-length distribution. It was annealed at 240 ± 2 °C for 10 h (equilibration on loading took about 2 min), and an initial test aliquot gave an l m of 13.80 ± 0.80 mm (n = 102).
Part of the intention behind using single apatite crystals was to attempt to overcome compositional variation between different grains of a large apatite concentrate. However, sample compositional heterogeneity within a single crystal could still produce variation between results. To help monitor such variation, the cut plates of each apatite were broken and the relative positions of each sub-piece recorded by simple letter-number coordinates (e.g., A1, C5 etc.). Where possible each lab was sent the aliquots for each apatite (DUR 1, DUR 2, DUR 3, and DUR 4) taken from the same relative position (A1, C5 etc.); however, this system broke down in later distributions when inadequate orientated material remained.
Fission-track laboratories known to the authors were contacted and aliquots provided to those who agreed to participate. All preparation of grain mounts and measurement was done at each participating laboratory using its standard operating procedures and instrumentation. A survey (Supplementary Data 1 ) was also prepared to accompany all aliquots, so that laboratories could report pertinent information such as etching procedures, measurement systems, and analyst experience as of the time of the measurement. Survey answers are summarized in Table 1 .
Results were returned by email. Each data set by a single analyst for a single sample was given a code (1-4)-L(1-47)-A(1-6) [-Q(1-3) ], where the first number indicates the DUR sample number, the second is the laboratory group, the third is the analyst at that laboratory, and the "Q" designation is used as needed when the analyst measured the same sample multiple times (example: 1-L13-A2-Q1 refers to sample DUR-1 analyzed by lab 13, analyst 2, first measurement).
Summary statistics were calculated for all data submitted. The angular distribution of tracks in each measurement for which angle data were reported was analyzed by fitting polar-plot ellipses to provide the intercepts with crystallographic c and a axes (l c,fit , l a,fit ), following the method of Donelick (1991) and Donelick et al. (1999) .
In results for DUR-3 that showed evidence of accelerated length reduction, the shortened tracks, generally those <7-7.5 mm at high f angles, were removed for ellipse fitting; numbers ranged from 0 to 16 deleted measurements, the average was 2 per experiment (or 1.7% of tracks measured), and the median was 1.
We also calculated l c,mod , the mean of individually c-axis-projected lengths, using the two models given in Ketcham et al. (2007a) , which characterize the Carlson et al. (1999) and Barbarand et al. (2003a) data sets; for brevity, these are referred to as the C99 and B03 projection models, respectively, in the discussion below. Which of these two models more closely represents the tendencies of a given analyst may be evaluated by the extent to which l c,fit and l c,mod match, or in how they co-evolve with increasing annealing.
Results
In all, 30 laboratory groups participated in the experiment, with 55 analysts in total, 53 of which provided analyses of all four samples.
To evaluate variability among aliquots, two analysts in lab 32 measured three separate aliquots. Lab 32 also included a virtually untrained analyst (number 4), who received only enough instruction to recognize a track and measure it, as an intentional end-member case of minimal experience.
Some laboratory groups independently decided to conduct additional measurements to capture additional information. Lab 13 re-polished and re-etched each mount three times with different etching protocols to inspect etching effects. Three analysts in lab 14 measured both TINT and TINCLE tracks and provided summaries for each; all results are reported, but for comparing among lab groups we utilize the combined results. Lab 41 performed measurements with and without 252 Cf irradiation (Donelick and Miller 1990 ) to enhance detection of confined tracks.
Survey
Responses to the survey are provided in Table 1 . We requested for one survey to be submitted per analyst, although some lab groups submitted combined surveys, and others omitted some questions or neglected to submit them. Experience of users represents a full continuum from 38 yr of experience to novice. Among those who reported at least 1 yr of experience, the mean was 12.5 yr.
Results indicate several areas of congruence in the community. Only one lab uses oil-immersion microscopy, and almost all used the straightforward method of demarking track ends directly with an LED or pointer when measuring, as opposed to previously mentioned strategies aimed at compensating for non-negligible LED size. Most analysts measured only TINT tracks to avoid uncertainties associated with fracture movement that could increase the apparent length of tracks and to avoid additional orientation bias (since cleavage in apatite is oriented at {0001} and {1010}), as well as the possibility that geologic fluids could have infiltrated and pre-etched or otherwise fixed tracks at some earlier stage in their history (Jonckheere and Wagner 2000) .
Results showed an unexpected diversity of etching protocols, however. In all 14 different protocols were reported, although two of these were experiments intended to test etching effects, and one was an adapted procedure intentionally analogous to that used for zircon (e.g., Yamada et al. 1995) . Seven employed 5.0 or 5.5 M HNO 3 at slightly different temperatures; seven used other etchant strengths. The number of track lengths measured on each sample varied among labs and samples, from 50 to over 200.
Unannealed sample, mean length
There was considerable variation among results for the unannealed sample, DUR-2. Data are given in Table 2 , and mean track lengths and errors are plotted against several variables in Figure 2 . Excluding four outliers below 15 mm, there was a spread in results of almost 1.6 mm (15.25-16.84 mm). Overall, only 23 of the 65 measurements reported (35%) are within 2 standard errors of the overall mean (15.89 ± 0.12 mm).
Experience and frequency of making measurements do not seem to be factors contributing to consistency of results; the most frequent analysts (lab 13) differed from the second-most frequent (lab 14) by well over 1 mm (Fig. 2b ). There is a vague trend of increasing mean Table 1b . Years: No. of years before experiment train in fission-track analysis. M/yr: Est. avg. no. of track mounts measured per year over career. M/yr (3 yr): Est. avg. over 3 yr preceding experiment. LED: 1 = LED placed over track tips; 2 = LED placed tangential to internal arc of track tips; 3 = LED placed on opposite tangents of tip arcs on each end of track. Scope: 1 = air; 2 = oil immersion. Mag.: Scope magnification for measurements. System: 1 = Autoscan; 2 = FTStage; 3 = other (custom system); 4 = no computer (manual). Standards measured: DR = Durango; FC = Fish Canyon; i = induced; s = spontaneous; Pisa = measured only during Ketcham et al. (2009) experiment; Y = yes (no details provided); N = none. a Labs 9 and 35 experience predominantly or exclusively with zircon rather than apatite. length vs. operators' frequency of analyses and years of experience (Figs. 2b and 2c), but overall the data are scattered in this regard. Interestingly, there is no evidence of a trend in initial length vs. etching protocol, and in particular etchant strength (Fig. 2d) .
Overall the amount of variation observed using the two primary etching protocols employed currently (5.0 or 5.5 M HNO 3 , 20 s, 21 °C) spans the range observed with different etchant strengths and temperatures and durations. Figure 3 shows the mean lengths and uncertainties reported for the annealed samples, and data are provided in Tables 3-5. The degree of scatter is similar to or somewhat worse than obtained for the unannealed sample: in order of increasing degree of annealing (DUR-4, DUR-1, DUR-3), 16 of 62 (26%), 19 of 62 (31%), and 24 of 63 (38%) reported means were within two standard errors of the respective overall means.
Angular data
Of 55 analysts, 42 reported angular data and 13 did not. The ellipse fits to each experiment are shown in Supplemental Data Figures 1-5 1 . For each sample, a characteristic pattern of length vs. angle is observed across many laboratories and analysts. In general, results repeated patterns observed in the data of Carlson et al. (1999) and Barbarand et al. (2003a) : generally an elliptical distribution, with the possible exception of the most-annealed sample DUR-3.
Two selected sets of ellipse fits for the four samples are shown in Figure 4 ; Figures 4a-4d show the results for a very experienced analyst from lab 32, and Figures 4e-4h show the corresponding fits for the novice user from the same lab. The measurements by the experienced analyst cluster tightly around the ellipses, while the measurements by the novice are much more scattered. Most of the novice's outliers were short compared to the experienced analyst's data, although some were long. The analysts also diverge in that there is little systematic anisotropy in the measurements of the novice, whereas the experienced analyst shows the familiar pattern of increasing anisotropy at increasing levels of annealing (e.g., Donelick 1991; Donelick et al. 1999) .
The most-annealed sample, DUR-3, experienced conditions that put it into the first stages of the "accelerated length reduction" regime Ketcham et al. 1999) , in which tracks at high angles to the c-axis begin to anneal more quickly, departing from the elliptical trend. Whether these shortened tracks were measured or not was an area of particular divergence. Figure 5 shows six additional examples (to go with Figs. 4c and 4g) , in which all analysts had at least 19 yr of experiences. These analysts range from measuring zero (top row) to a few (middle row) to several (bottom row) tracks that do not fall on the elliptical trend. In some cases (e.g., labs 41, 47), different analysts observing the same mount measured very different proportions of off-trend tracks.
The data also show divergence in the relative frequencies of measurement of elliptical-trend high-and low-f tracks. For example, some analysts measured very few high-angle (f > 85°) tracks (lab 5-A1; see Supplemental Fig. 1 1 for examples in this paragraph), and others measured very few in the unannealed samples but more in the annealed samples (labs 5-A2, 34, 41). Some measured very few to zero low-angle tracks (f < 30-40°) in all experiments (labs 20, 22, 30, 32-A1, 34, 41) , while others measured an increasing proportion of low-angle tracks as annealing progressed (labs 7, 13, 14, 26, 32-A2) , and others measured them with roughly equivalent frequency in all samples (labs 5, 28).
C-axis projected data
Both c-axis projection models provided l c,mod values that matched the fitted ellipses fairly well. The B03 model fits best, with a mean residual (l c,fit -l c,mod ) of -0.02 mm and standard deviation of 0.56 mm, whereas C99 model has a mean residual of -0.30 mm and standard deviation of 0.58 mm. The cause of this difference is made evident (Fig. 6a ) by comparing the l c,fit vs. l a,fit points against the lines that define their relationship , Eq. 1) in the two projection models. The B03 line passes through the center of the data, and the C99 line intersects a cluster of points implying a steeper slope, or more quickly increasing anisotropy with increasing annealing.
To further examine the data, lines were fitted to the four l c,fit vs. l a,fit data points for each sample by each analyst. The resulting slope and intercept parameters are shown in Figure 6b . The B03 line parameters lie in the midst of the resulting point cluster, while the C99 parameters are close to the high-slope extreme, excluding outliers.
When deriving the two c-axis projection models, Ketcham et al. (2007a) postulated that their difference in slope may be due to the difference in etchant strength, with stronger etchant leading to higher anisotropy. This idea can be tested by observing how slope varies with etchant across the range used in this study (Fig.  6c) . Overall, we find no clear signal; the range of slopes obtained for 5.0 M HNO 3 encompasses the entire range observed for both 5.5 M HNO 3 and also weaker etchants. The strongest etchant (7 M HNO 3 ) appears to feature the highest slope, but those data are among the outliers. The slopes from the lab 13 experiments testing various etchant strengths by the same analysts also show no clear pattern; analyst 1 got equivalent slopes for the strongest and weakest etchants, and the highest slope for the 5.0 M HNO 3 , while analyst 2 got the lowest slope for the 5.0 M and the highest for the weakest etchant. In part, these results reflect that the four-point line fits have considerable variability.
Replicate analyses
Replicate analyses by lab 32 showed no evidence of variation among aliquots. Although there was some divergence between answers beyond predicted statistical uncertainty, these were not systematic. For example, analyst 1 measured the longest mean track length on the third aliquot of sample DUR-2, whereas analyst 3 measured the shortest. On none of the four samples did they agree on the aliquot with the longest and shortest mean length. We thus conclude that variation among the apatite crystals in this study is at most a secondary effect. diverge. Similarly, measurements obtained using exclusively tracks revealed by 252 Cf irradiation by lab 41 analysts 2 and 5 showed no significant or systematic differences from other measurements by lab 41.
TINT vs. TINCLE and 252
Cf irradiation
We detected no indication in the reported data, particularly those for lab 14, that TINT and TINCLE measurements systematically 
Normalization
The large degree of variation observed among laboratories and analysts is likely to be due in part to persistent factors, such as laboratory instrumentation or procedures or systematic differences in analyst training or decision-making. We thus used the results for unannealed samples (DUR-2) for each analyst to normalize results for their annealed samples.
The results of two normalizations are shown in Figure 7 . Normalizing based on the mean length of DUR-2 (Figs. 7a-7c ) considerably increases agreement among the data. The proportions of analyses within 2 standard errors of the overall mean increase to 48, 37, and 49% for DUR-4, DUR-1, and DUR-3, respectively.
Convergence is similar and perhaps somewhat better when the track length data are c-axis projected with the B03-based model (Figs. 7d-7f) , with 42, 43, and 52% of analyses within two standard errors of the mean. Although the comparison is imperfect because not all analysts reported angle data, it is noteworthy that this improvement comes despite the smaller uncertainties of the c-axis projected means, which feature standard errors on average 29, 33, and 42% smaller for DUR-4, DUR-1, and DUR-3, respectively. Figure 8 summarizes the measurements of etch figure long axis diameter (D par ). As with the track length data, measurements for the unannealed sample show considerable variation. Interestingly, as with the track length data, this variation does not seem to correlate with etching procedure. If one considers the two principal protocols (5.0 and 5.5 M HNO 3 , 20 s, 21 °C), it would be expected that the stronger etchant would result in larger etch figures (Sobel and Seward 2010) . However, the aggregate data do not show this (Fig. 8b) .
Etch figures
Again, we normalized the D par data for the annealed samples for each analyst using their respective measurements for sample DUR-2 (Fig. 8c) . With the exception of some outliers, data for a given analyst are shown to be generally consistent to within ±10%. The slightly lower normalized values for DUR-3 provide some indication that D par may be influenced by annealing, although the effect is subtle. The lesser degrees of D par shortening in the other annealed samples may be due to the less severe annealing conditions, or slight chemical variation; DUR-2 and DUR-3 are from same crystal, whereas the other experiments were from different crystals.
discussion
Although concerns about the reproducibility of track-length data certainly arise from these experiments, the predominant picture has many positive aspects. Given that this experiment was used in part as a training aid by many laboratories (for example, as a benchmark for inexperienced analysts), full congruence of measurements is unrealistic. Length measurements by all analysts arranged all samples into their correct ordering in term of annealing level, and the fact that the angular pattern observed by Carlson et al. (1999) and Barbarand et al. (2003a) is now repeated across many laboratories is an encouraging sign of consistency in the community. Also encouraging is that many of the differences among analysts are systematic enough that they can be substantially reduced by normalization with respect to a uniform standard of unannealed induced tracks.
It is important to note that there is no "correct" answer, as there will always be real differences due to etching, microscopy, and analyst decision-making. However, there are "incorrect" answers, which can be recognized as departures from the widely observed patterns. These took various forms: scatter at all angles (L05-A2, L21-A3, L25-A1, L32-A4); increased observation of short tracks across various angles (L38-A1 samples 1 and 4, 1-L21-A5, L28-A2, L14-A3 samples 2 and 4); scattered or short low-angle tracks (4-L21-A1); out-of-place short high-angle tracks (4-L12-A1).
A very interesting result is how non-influential etching is to the overall patterns in these data. There are no strong tendencies observed that can be traced to etching variations, particularly among the most commonly employed protocols. This indicates that most variation present is due to the analyst rather than the etching procedure used. We stress, however, that we are not at all diminishing the importance of strict attention to detail when etching; this study was not designed to test the consequences of poor etching procedure.
Recommendations
The two most crucial lessons that arise from the results presented here are the importance of normalization and training. Also of interest is the optimal method for c-axis projection among laboratories that use it. We present below recommendations for each of these.
Normalization
All length measurements should be normalized before interpretation using thermal history inverse modeling, to ensure that they are compatible with the measurements underlying the annealing models. As a minimum step, initial length track should be normalized to Durango apatite, either using sample DUR-2 from this study or an independently created induced-track sample. However, insofar as initial induced track length is known to vary with apatite chemistry and solubility ), a more thorough procedure that takes this into account is preferable. The measurable parameter that is best-correlated with initial track length is D par . Four methods might thus be considered:
(1) Use the DUR-2 measurement as the "initial track length" for modeling software. This is at best a first-order correction, as it neglects that Durango apatite actually has a slightly longer initial track length than typical F-apatites , which are the most commonly encountered variety in practice.
(2) Adjust length measurements using DUR-2, and use published models for extrapolation. An adjustment factor for mean length, a lm , based on DUR apatite can be calculated for an analyst as:
where the numerator is the unannealed induced Durango mean track length measurement underlying the published annealing model calibration (i.e., from Carlson et al. 1999 or Barbarand et al. 2003 ) and the denominator is a particular analyst's corresponding measurement. Length measurements can be multiplied by this factor before being entered into modeling software, or the software may allow entry of a lm . It carries the advantage of still using etch figures or composition (assuming they are measured) to better approximate initial length, and leverages the many measurements that underlie the published calibrations. If etch figures are used, they would require a similar adjustment factor:
The primary shortcoming of this solution is that it is based on a single measurement, which provides only limited information on whether there is a change in how length varies among apatites. (3) Use the same method as 2, with more apatite varieties. Sobel and Seward (2010) advocate a cross-calibration of D par data using two apatite standards, Durango and Fish Canyon, in which the user-measured values are plotted against the published ones, and a line is fitted through them that also passes through the origin. This approach is mathematically equivalent to option 2 above, simply averaging together two or even more apatites, and can be applied equally to length data. Thus:
This approach has the advantage of being less sensitive to a single analysis, and incorporating information from different apatites. (4) Construct complete new calibrations between initial track length and solubility or composition using multiple apatites. This method would be most rigorous, but also the most demanding, both in terms of effort and the demands placed upon the experimental material. In particular, it would be necessary to have samples spanning the range of solubility/composition, as well as the variability in the initial track length documented in F-apatites . Figure 9 illustrates normalization methods 1 through 3, using data measured by an analyst for Durango and Fish Canyon standards (DUR l m = 16.05 ± 0.08 mm, D par = 1.98 ± 0.03 mm; FCT l m = 16.17 ± 0.09 mm, D par = 2.44 ± 0.04 mm). In this example it is assumed that the analyst has decided that the C99 c-axis projection model is more appropriate, and thus the measurements should be normalized based on Carlson et al. (1999) data. The track length measurements are systematically lower than the corresponding ones from Carlson et al. (1999) , but the D par measurements are slightly higher (DUR l m = 16.21 ± 0.08 mm, D par = 1.83 ± 0.03 mm; FCT l m = 16.38 ± 0.08 mm, D par = 2.43 ± 0.04 mm). Figure  9 shows the Carlson et al. (1999) l m and D par data, with apatites DUR and FCT highlighted, along with the published linear fit. The analyst's corresponding measurements are plotted, as well as the linear relationships based on each normalization method. Method 1 provides an invariant line, which is sub-optimal but arguably defensible if only near-end-member F-apatites are being considered. Method 2 captures the variation in initial length documented by Carlson et al. (1999) , but with a slightly different slope caused by the 7.6% increase in D par values (a lm = 1.010, a Dpar = 0.924). When results for FCT apatites are averaged in (method 3), the slope becomes more similar to the published one due to the D par increase being reduced to 3.4%, which is further offset by the l m decrease of 1.1% (a lm = 1.011, a Dpar = 0.966).
Of the options discussed, our recommendation is that analysts use method 3, or otherwise method 2 if further annealed standards with induced tracks cannot be obtained. These options leverage the large amount of existing calibration data that underlie the published relationships between initial length and solubility or composition, which makes them more likely to give reasonable answers when applied to unusual apatite varieties (i.e., large etch figures). Although the difference between methods 2 and 3 is minor in the example shown in Figure 9 , we feel that, analogously to age z calibration (Hurford 1990) , best practice requires evaluation of multiple standards. The effort required for option 4 is probably only justified if the etching protocol is severely changed, such as by using a weak etchant and/or substantially longer etching times.
A full analysis of the ramifications of neglecting normalization for inverse modeling are beyond the scope of this study, as they are very context-dependent based on the types of samples and geological histories being investigated. Ketcham et al. (2009) showed that omitting normalization affected the shape of the fitted cooling path and the final cooling temperature in cooling-only histories, and the maximum reheating temperature in non-monotonic histories.
C-axis projection
C-axis projection seems to increase inter-laboratory compatibility, and accounts for some differing operator tendencies, particularly at strong levels of annealing. It also removes a substantial component of noise: all tracks at a given level of annealing (i.e., Fig. 5 ) reflect the same thermal input despite their difference in length, and c-axis projection responds by utilizing, rather than discarding, the information in track angle.
It is worth reconsidering which is the appropriate c-axis projection model for a given analyst or lab group to use. The B03 model seems to represent the majority of the community, but some labs are better represented by C99 model. The spread in Figure 6b indicates that four-point fits are not enough data to make a definitive judgment in any single case, however. The C99 model tends to result in larger l c,mod values, because increased anisotropy means that the lengths of high-f tracks are increased more when being projected to c-axis-parallel. Thus, in Figures  7d-7f , the C99 projection model will cause the data for a given lab or analyst to move rightward, slightly at low degrees of annealing and more at higher degrees. In some cases this step can increase compatibility among analysts and lab groups; for example, using C99 for lab 13 appears on the whole to increase intercompatibility with other large lab groups (14, 32).
It is in fact possible to create a "tunable" parameter that adjusts the projection model slope+intercept to maximize compatibility among laboratories. However, we are cautious about recommending such a step, as we have not ascertained the reasons underlying this apparent change in the evolution of anisotropy among analysts. The divergent answers in C99 and B03 are both real, as they each reflect dozens of careful experiments, but we do not yet know what makes them real. Also, again, some divergences observed in this study are likely to be simply a case of inadequate training or attention to detail, and it would be unwise to create a fudge factor to compensate for this rather than addressing the root of the problem.
We thus recommend that each lab evaluate for itself which is the preferable model to employ, using the four samples from this study, or equivalents, to decide which more closely reflects the measurements they produce. The model chosen should be reported when thermal history inversion is used.
Training
In addition to the protocols developed by experienced workers for their respective laboratories, the samples distributed in this study can be a useful training resource. In particular, we recommend a training regimen of measuring these four samples (or equivalents) and critiquing the results, if necessary repeatedly, until they are judged suitably compatible with the community, before measurement and utilization of track lengths for research is undertaken. Results should be evaluated not only for the usual mean and standard deviation but also for consistent distribution with angle, and careful attention to how borderline cases are evaluated and pitfalls avoided.
These mounts are good for training and inter-laboratory comparison, but not perfect. They are simple length-angle distributions, and after an analyst begins to measure a pattern may be recognized, which can in turn bias further measurements of that sample. Measuring "blind" (i.e., not seeing tables or summaries of measurements as they are made) is thus crucial. The use of megacryst slabs does not test for grain selection, and the plentitude of tracks may shift an analyst's bias in evaluating track suitability (i.e., borderline cases may be more likely to be passed over). Measurement of the samples in this study also provides no information about relative probability of sampling from different length populations, and whether this tendency varies among analysts. In view of these considerations, samples containing multiple, known annealed populations would be a valuable additional inter-calibration and training tool, and are being created by the lead author.
implications
The results of this study indicate that there has been some degree of scatter in apatite fission-track length data used for research that can be traced to the human element in their measurement, which in turn is likely to affect some aspects of thermal history inverse modeling. It is also clear that a large component of the problem can be addressed fairly simply and easily through normalizing for length and angle and, where necessary, enhancing training regimens.
The time is approaching when automated systems may take over the measurement of length data, which may enhance or even come close to assuring inter-laboratory consistency. Even over the interval between when most of the measurements in this study were made and this study's publication there has been considerable progress in using image-analysis-based methods to improve the picking of track end-points (Donelick et al. 2013; Gleadow and Seiler 2013) . However, full automation of track identification and evaluation is still some time away, with universal acceptance and adoption of these solutions even further in the future. In the intervening time, the measures advocated here should serve to improve the overall quality of length data produced by the fission-track community, and in turn the interpretations generated from those data.
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