A new method for inverting P-wave traveltimes for seismic anisotropy on a local scale is presented and tested. In this analysis, direction-dependent seismic velocity is represented by a second-or fourth-order Cartesian tensor, which is shown to be equivalent to decomposing a velocity surface using a basis set of Cartesian products of unit vectors. The new inversion method for P-and S-wave anisotropy from traveltime data is based on the tensor decomposition. The formulation is formally derived from a Taylor series expansion of a continuously extended, 3-D velocity function originally de¢ned on the surface of the unit sphere. This approach allows us to solve a linear inversion instead of the standard non-linear method. The resultant, linearized, fourthorder traveltime equation is similar to a previous fourth-order result (Chapman & Pratt 1992), although our representation o¡ers a natural second-order simpli¢cation. Conventional isotropic traveltime tomography is a special case of our tensorial representation of velocities. P-wave velocity can be represented by a second-order tensor (matrix) as a ¢rst approximation, although S-wave traveltime tomography is intrinsically fourth order because of S-wave solution duality. Di¡erences between isotropic and anisotropic parametrizations are investigated when velocity is represented by a matrix A. The trade-o¡ between isotropy and anisotropy in practical tomography, which di¡ers from the fundamental de¢ciency of anisotropic traveltime tomography (Mochizuki 1997) , is shown to be *1; that is, their e¡ects are of the same order. We conclude that anisotropic considerations may be important in velocity inversions where ray coverage is less than optimal. On the other hand, when the ray directional coverage is complete and balanced, e¡ects of anisotropy sum to zero and the isotropic part gives the result obtained from inverting for isotropic variations of velocity alone. Synthetic test data sets are inverted, demonstrating the e¡ectiveness of the new inversion approach. When ray coverage is fairly complete, original anisotropy is well recovered, even with random noise introduced, although anisotropy ambiguities arise where ray coverage is limited. Random noise was found to be less important than ray directional coverage in anisotropic inversions.
INTRODUCTION
In conventional seismic tomography, where heterogeneities are determined by traveltime inversion, velocity is generally assumed to be isotropic. Real Earth materials, however, are known to be anisotropic and these e¡ects are generally not second order (i.e. negligible) compared with isotropic heterogeneities (e.g. Anderson 1989 ). Thus, the theoretical simpli¢cation of velocity isotropy can potentially introduce errors of the same order as velocity inhomogeneities in 3-D tomographic inversions. Anisotropy has been investigated using traveltime residuals since the earliest examples of seismic tomography (Crampin & Bamford 1977) . The method originally developed for anisotropic traveltime inversion applied only to measuring azimuthal anisotropy at the surface of the Earth, and provided little to the understanding of overall 3-D anisotropy. These early 2-D results could not provide a strong basis for lithological inferences. As more precise traveltime data have become available, structures in the traveltime residuals after isotropic inversion have become visible and important (Hirahara 1988) , and seismic anisotropy can be determined in more detail.
Several methods are available for determining true 3-D anisotropic traveltime tomography (Hirahara 1988; . Two sets of linearized equations of P-wave traveltime residuals have been developed to model weak and orthorhombic anisotropy (Hirahara & Ishikawa 1984; Hirahara 1988) . Both linearizations apply either to some speci¢c symmetry group or to weak anisotropy. In practice, however, some forms of anisotropy cannot be represented by these simpli¢ed anisotropies. Moreover, inversions produced by these methods are, in most cases, non-linear and solutions are di¤cult to obtain.
An alternative fourth-order tensorial method uses a perturbed traveltime equation based on a perturbation of the Kelvin^Kristo¡el equation from isotropy . This anisotropic perturbation is general and provides a traveltime equation that is valid for all symmetry classes. Like the elastic tensor, the fourth-order traveltime perturbation tensor has up to 21 independent components, although the equation can be simpli¢ed and the number of parameters reduced under certain symmetries in two dimensions ).
This derivation assumes that anisotropy is a small perturbation from isotropy, an assumption that precludes the use of anisotropic reference velocity and, as a result, the use of iterative, non-linear solution methods. In an application to cross-borehole data, Pratt et al. (1993) reduced the number of parameters in the perturbation tensor to six by con¢ning rays to a 2-D imaging plane, and thus generated a set of tomograms of velocity with anisotropic elastic parameters.
Anisotropy is an intrinsic property of minerals, cracks and non-hydrostatic stress ¢elds (Anderson 1989) . The purpose of this paper is to establish an alternative, theoretically simple formulation for anisotropic tomography based on a tensorial velocity representation. Furthermore, this new formulation enables us to investigate the trade-o¡ between anisotropy and isotropy in conventional isotropic traveltime tomography, when data are collected near the surface of the Earth. Direction-dependent velocity is generally represented by a surface as a Taylor series expansion of an extended di¡er-entiable velocity function, independent of any speci¢c anisotropic symmetry group. A truncation of the Taylor series at second order yields a squared ellipsoidal (matrix) velocity that allows us to describe a 3-D anisotropy using six parameters. This new formulation of the traveltime inversion requires at least six times more computational resources. The increased requirements are o¡set, however, by high-speed computing facilities now available to many seismologists at their desktops. It is the quality and quantity of the available traveltime data, rather than computational penalties, that limit our imaging capabilities.
REPRESENTATION OF SEISMIC VELOCITY IN ANISOTROPIC MEDIA
There are three modes of body waves in a linear, elastic, anisotropic material (e.g. Anderson 1989, pp. 310^312) . The three modes include one P and two S modes, each travelling at di¡erent, direction-dependent speeds. The squares of these three velocities are determined through the solution of a cubic equation arising from the determinant of a linear system for plane waves (Anderson 1989, pp. 310^312) . All three modes share a general form of solution for velocity, o~o(xª )~o(h, 0), where xª~( sin h cos 0, sin h sin 0, cos 0) is the direction of wave propagation (Anderson 1989) . There are no more than three body-wave modes, since a cubic equation has at most three real-value solutions. In general, the particle motion direction for each mode is misaligned with respect to ray direction. Only in special cases is particle motion direction either perpendicular or parallel to the direction of wave propagation xª . In a weakly anisotropic medium, we expect that polarizations of the three body-wave modes are close to the polarizations in an isotropic medium.
For each body-wave mode, there exists a closed velocity surface with respect to spherical coordinates h and 0 which can be synthesized via spherical harmonic expansion (Aki & Richards 1980) . In this paper, however, we take a di¡erent approach and use Cartesian products of unit vectors as a basis set for expansion. The resultant representation of velocity is intuitive and convenient for application to the traveltime inverse problem. To begin, we smoothly extend the 2-D function o(h, 0) on the unit sphere to a 3-D function f (x) subject to the constraint that f (x) is in¢nitely di¡erentiable at the origin x~0. Whilst this extension is possible, it is also nonunique. For example, we may choose an analytic extension such as Poisson's integral,
where the integration is performed on the surface of the unit sphere. Eq. (1) is a solution of Laplace's equation on the unit sphere jxj¦1 with o(h, 0) as the boundary condition. Since f (x) is di¡erentiable by the above assumption, we have, by a Taylor series expansion around the origin x~0,
where duplicate subscripts denote summation from 1 to 3 and all derivatives are evaluated at the origin x~0. On the unit sphere, o(h, 0)~f (x). From physics, waves travelling in opposite directions should have the same wave speed and o(x) is symmetric with respect to x. As a result, all odd order terms in eq. (2) disappear. Letting o 0~f (0), we have
where C ij and D ijkl are second-and fourth-order Cartesian tensors, respectively. The exchanging symmetries of all the cross-derivatives of function f (x) at the origin give rise to a total symmetry in C ij and D ijkl ; in other words, C ij and D ijkl are symmetric upon exchange of any two indices. There are six independent components in C ij , 15 in D ijkl and 30 in the sixthorder term (see Appendix A for derivations). If we truncate the above series (3) to second order, we obtain a matrix representation of velocity based on the second-order Cartesian products of the unit vector
where I ij~dij is a unit, isotropic tensor of second order and A ij is symmetric positive de¢nite and has six independent components. We note that for some speci¢c symmetry classes, A ij may have fewer independent components. For example, if a crystal is transversely isotropic with symmetry axis z, such that ß 1999 RAS, GJI 137, 64^80
A 11~A22 , A 12~0 and A 13~A23 , A will have only three independent components. The shape of the velocity surface represented in eq. (4) is a squared ellipsoid in the sense that o p is an ellipsoid. This is di¡erent from the ellipsoidal velocity model adopted by Hirahara & Ishikawa (1984) , but the di¡er-ence is second order in weak anisotropy. Eq. (4) is similar to the representation of Crampin & Bamford (1977) up to second order, which is a special case of eq. (4) in a plane containing a symmetry axis when the material is transversely isotropic. We note that xª~( sin h cos 0, sin h sin 0, cos h) and eq. (4) is an approximation of the original velocity surface on a set of bases of second order, which is a direct product of xª . Eigenvectors of A ij are the fast, medium and slow directions (principal axes) of the velocity squared ellipsoid (Appendix B) and the three eigenvalues of A ij are the corresponding principal velocities. Letting j i be the eigenvalues of A ij , we de¢ne a measure of the magnitude of anisotropy, the anisotropic factor, a f , as
where the average velocity " j~(j 1 zj 2 zj 3 )/3 is the arithmetic mean of the eigenvalues. If we truncate eq. (3) at fourth order,
where I ijkl is the totally symmetric, isotropic, unit fourth-order tensor and C' ijkl is the promotion of C ij to fourth order while retaining total symmetry of D ijkl . Basically, we have
To see this, recall that the most general form of isotropic tensors of fourth order is (Je¡reys 1931, p. 70 )
where j, k, l are scalars. This general form does not possess total symmetry unless j~k~l. Furthermore, since I ijkl xª i xª j xª k xª l~1 for any unit vector xª , we obtain j~1/3. The promotion of symmetric C ij to a totally symmetric fourth-order tensor C' ijkl is
The totally symmetric G ijkl in eq. (6) has 15 unique, independent components (Appendix A). For a class of crystals with speci¢c symmetry, we may have fewer independent components. For example, a transversely isotropic crystal has eight free components. When the sixth-order term is included in eq. (3), we can obtain a sixth-order representation of the velocity that has 30 free components (Appendix A). With eq. (6) representing the velocity surface, the isotropic portion of velocity can be extracted by contraction
and the matrix (second-order) portion by
and, of course, o 0~Aij d ij /3, which is familiar.
The fourth-order tensorial representation of velocity, which is natural since the elastic tensor is fourth order, has been found in many perturbation schemes of body-wave velocities (Backus 1965; Mochizuki 1995) . It has been shown (Backus 1965 ) that P-wave velocity perturbation in a slightly anisotropic medium is 2oo p do p~d ! ijkl xª i xª j xª k xª l ,
( 1 2 ) where d! ijkl is a perturbation of the elastic tensor, o is density and xª is the wave propagation direction. The elastic tensor ! ijkl can be broken into a totally symmetric tensor, S ijkl , and an asymmetric tensor, Y ijkl (Mochizuki 1995) :
where S ijkl has the same total symmetry as D ijkl in eq. (3) and Y ijkl is the remainder. We note that d! ijkl has 21 independent components and S ijkl has 15 independent components (Appendix A), so the asymmetric part Y ijkl has only six independent components. Perturbations in the P-wave velocity do p are shown to depend only on the totally symmetric part S ijkl with 15 independent components, and the asymmetric part cannot be determined from P-wave traveltime tomography (Mochizuki 1995) . This result suggests that going to sixth order in eq. (3) for P waves may not be useful and would probably not provide new information about material anisotropy. The six independent components of the asymmetric part of the elastic tensor can be determined only from S-wave traveltime tomography.
MINERAL ANISOTROPY AND DETECTION
A fundamental concern with the representation of anisotropic velocity derived above is how well it models the velocity surfaces of real crystals found in the Earth. This problem warrants further research and in the limited scope of this paper we restrict ourselves to some simple examples. In Fig. 1 we present plots of velocity surfaces illustrating second-and fourth-order representations. Velocity surfaces of two anisotropic minerals from cubic and orthorhombic symmetry classes are shown in Fig. 2. It appears that the P-wave velocity surface of a cubic crystal is more appropriately represented by a second-order tensor than others (Figs 1a and 2a and d), and the velocity of the fast S wave, presumably being observed as ¢rst S-wave arrivals, is more appropriately represented by a fourth-order tensor (Figs 1b and 2b and e).
To illustrate the relative magnitude of various terms in eq. (3), we examine some practical anisotropic velocity representations. It has been shown that the square of the P-wave velocity on a surface for weak anisotropy containing a vertical axis of symmetry can be represented by (Backus 1965; Crampin & Bamford 1977) o 2 p~a zb cos 2hzc cos 4h ,
( 1 4 ) where a, b, c are material constants containing elastic parameters and h is the azimuth in the plane measured from the in-plane principal axis. Clearly, the second term, b cos 2h, corresponds to a second-order tensor and the third term, c cos 4h, corresponds to a fourth-order tensor. The above equation up to the second term is a special case of eq. (3) in two dimensions. Eq. (14) for (001) where the relative importance of various terms can be seen. The second-order anisotropy accounts for about one-quarter of the traveltime measurements and the fourth-order term for about one 24th. In practice, the above numbers, especially the higherorder term, are even smaller due to the cancelling e¡ects of randomly oriented anisotropy. Crampin & Bamford (1977) gave a cancelling equation of eq. (15) as o 2 p~7 4X414z16X086 cos 2hz1X934 cos 4h .
( 1 6 ) The relative magnitudes of the second and fourth orders are reduced compared with eq. (15). When crystals are not aligned, the anisotropic terms are reduced further and become harder to recognize (Crampin & Bamford 1977) . Eqs (15) and (16) nonetheless reveal that the approximate portion of anisotropic contributions to total traveltime, which is reversely related to the velocity, can be about 10 per cent. If we want to improve the resolution of an isotropic inversion after an isotropic velocity model has been obtained, anisotropy, at least the second-order term, must be taken into consideration when formulating traveltime inversions. It was noted that the mixture of anisotropic materials with isotropic ones a¡ects the isotropic part a of eq. (14). The ratio of coe¤cients, b/c, however, is not a¡ected by the unknown proportion of isotropic contamination (Crampin & Bamford 1977) . As a result, this ratio can be used as a discriminator amongst di¡erent anisotropies. The linear mixture equations adopted by Crampin & Bamford (1977) are based on a linear mixture of elastic constants. In the context of our matrix representation of velocity, the same methodology can be followed to obtain proportions of isotropic and anisotropic materials from A ij when the forms of anisotropy are known. Now we have a matrix description of anisotropy and more information about the anisotropic ingredients can possibly be obtained. Since the square of velocity is proportional to the elastic constants which are linearly mixed in the material mixture, we multiply A ij by itself:
( 1 7 ) and assume that " A ij is a linear combination of the underlying material ingredients. Supposing that the proportions of di¡erent materials a, b, c, F F F in the mixture are p a , p b , p c , F F F , we have
Since " A ij can be decomposed into isotropic and deviatoric parts,
( 1 9 ) the proportions of di¡erent anisotropic materials can be calculated by ¢tting " s ij using the pure anisotropic part of known forms of anisotropy. The relevant isotropic parts for each known anisotropic ingredient are then deduced from " to yield the proportion of the isotropic ingredient. Theoretically, this procedure is able to resolve up to ¢ve di¡erent anisotropic materials since the pure anisotropic part " s ij has at most (a) 2nd Order % Perturbation (b) 4th Order % Perturbation (a) P Velocity(Orthorhombic) (b) Fast S1 Velocity(Orthorhombic) (c) Slow S Velocity(Orthorhombic) (f) Slow S Velocity(Cubic) (e) Fast S Velocity(Cubic) (d) P Velocity(Cubic) Figure 2 . Upper-hemisphere equal-area projections of P-, fast S-and slow S-velocity surfaces of bronzite (orthorhombic symmetry) and garnet (cubic symmetry). Elastic parameters are taken from Anderson (1990, pp. 308^309) 
where " s ij Ã denotes the pure anisotropic parts of each known anisotropic ingredient as in eq. (19). After p Ã are determined, the isotropic ingredient has a proportion
The number of anisotropic ingredients resolvable by the second-order representation is limited to ¢ve anisotropies, whereas the fourth-order representation is able to distinguish up to 15.
ANISOTROPIC P -WAVE TRAVELTIME TOMOGRAPHY
Once anisotropic velocity representations, eqs (4) and (6), have been obtained, the next step is to use them to formulate inverse problems. In conventional traveltime tomography, an isotropic velocity tensor A ij~o I ij is used. For general anisotropic media, however, A ij is not necessarily diagonal. If A ij is close to aI ij , that is, when the velocity-squared ellipsoid is close to a sphere, an isotropic reference velocity o 0 I ij can be used, and we have
where e ij is a symmetric, possibly anisotropic velocity perturbation. The velocity o in the direction xª is o~o 0 zo 0 e ij xª i xª j .
To see the di¡erences between an ellipsoidal and a squared ellipsoidal velocity surface, we assume that e ij is small, kek%1, and take the square of eq. The approximation drops the second-order term and is an ellipsoidal velocity with a perturbation 2e ij from a sphere I ij . The di¡erences between an ellipsoidal and a squared ellipsoidal velocity representation are thus second order in weak anisotropy. In light of eq. (4), the basic relation in traveltime tomography becomes
where T is traveltime. Substitution of eq. (22) into eq. (25) yields
i.e.
where T 0 is the predicted traveltime in the reference medium o 0 in which rays are traced. Conventional isotropic tomography can be obtained from eq. (27) by taking e ij as a scalar multiplication of the identity matrix I ij and, in general, e ij is a symmetric matrix. After discretization and following the methodology of Lees & Crosson (1989) , we obtain a linear system
where R is the matrix describing the ray paths, L is the spatial Laplacian and j is a regularization parameter. This linear system can be solved by any of the standard linear system solvers (Golub & Van Loan 1989) . If ray tracing in matrix media is available, an iterative non-linear inversion of eq. (27) can be performed. It has been noted that there is a fundamental nonuniqueness in the solution of anisotropic traveltime tomography (Mochizuki 1997) . In other words, anisotropic traveltime tomography may be ill posed for situations where sources and receivers are external to the target region (Hearn 1996) . In most seismic tomography, however, sources are not external to the target, at least over some parts of the target. The most important factor in making the traveltime deterministic, however, is the discretization, which imposes such strong constraints on the problem that eq. (28) 
or a matrix reference velocity, A' ij ,
we can still obtain a traveltime residual
where T 0 is the traveltime in the reference medium and H ijkl is a fourth-order perturbation. This relation is similar to that of obtained by perturbing the KelvinK risto¡el equation that governs the P-phase velocities in the high-frequency limit.
A fourth-order inversion can also be easily computed if a ray-tracing scheme for matrix media is available. If a matrix reference velocity A' ij is known, such as at an intermediate step in an iterative solution scheme, we can employ a restrictive form of the fourth-order formulation to reduce the perturbation H ijkl from fourth to second order. Let
where h ij is a small, second-order perturbation. Although G ijkl in eq. (33) is not totally symmetric, the traveltime equation reduces to second order:
This is virtually the same as the second-order eq. (27) except that rays and traveltimes are calculated in the matrix reference medium, A' ij , rather than in an isotropic reference medium.
ß 1999 RAS, GJI 137, 64^80
ANISOTROPIC S-WAVE TRAVELTIME TOMOGRAPHY
Knowledge of P-wave anisotropy resolves only part of the elastic tensor, and S-wave anisotropy is necessary to constrain fully the elastic tensor (Mochizuki 1995) . S-wave splitting has been widely used to map S-wave anisotropy. Since S-wave splitting is seen only when there exists a sizeable region with nearly uniform anisotropic directions along a ray path, however, the scope of its application is severely limited. In structurally complex regions with small-scale, randomly oriented variations in anisotropy, S-wave splitting is not obvious and a smeared S pulse is anticipated instead of clearcut split pulses. A more formal approach should be employed to delineate such complex, unaligned anisotropies. We will show that such a formal inversion scheme is easily obtained from the velocity tensorial representations discussed earlier.
If one S mode is uniformly faster in all directions than all other S modes, as in a speci¢cally anisotropic material, this mode is universally observed as the ¢rst S arrivals on seismograms. In this case, S-wave velocity for the ¢rst S arrivals can be parametrized in a similar manner to P waves using a matrix B ij , o s~Bij xª i xª j , ( 3 5 ) and a second-order inversion scheme can be formed analogously.
We suspect that real Earth materials include S-wave traveltimes that are much more complicated. According to our previous discussion, there are normally two S-wave modes in a speci¢c wave-propagation direction and neither is uniformly faster than the other in all directions. In other words, the velocity surfaces of these two S modes have crossings (Fig. 3) and the observed S wave, represented by the outer contour of the two intersecting ellipsoids, is the faster of the two modes. This outer contour (Fig. 3) can no longer be represented by a second-order tensor. For example, the horizontal cross-section of the faster S-velocity contour is usually four-lobed (sin 4h, the envelope of the two crossing ellipses), indicating fourth-order e¡ects (Fig. 3) . Assuming that the two S modes, which are not necessarily orthogonal to each other, are both well generated and recorded and that the two S-mode velocity ellipsoids have crossings (Fig. 3) , the e¡ective S-wave velocity for the ¢rst arrival is
where the superscripts of B ij denotes two S modes. A problem with the above velocity-contour parametrization is that the ¢rst-arriving S wave is not always the faster S mode along its ray path. This happens when P^S conversion occurs on the ray path, an e¡ect that is neglected in the present paper. Since the outer contour has four maxima, a fourth-order representation is more appropriate. Ideally, since eq. (36) is non-linear, nonlinear inversion techniques should be used to invert for the outer contour of crossing velocity ellipsoids. Fortunately, eq. (36) can be approximated by a fourth-order tensor, B ijkl :
ij xª i xª j )&B ijkl xª i xª j xª k xª l . ( 3 7 ) Eq. (37) is the same as eq. (6) and can be solved similarly. Since B (1) and B (2) each have six independent components, o s (xª ) in eq. (37), B ijkl has 12 independent components instead of 15 for a general symmetric, fourth-order tensor. We believe that B ijkl is a reasonable approximation when the two S-mode ellipsoids have a similar shape and are orthogonal to each other (Fig. 3) .
EFFECTS OF ANISOTROPY IN ISOTROPIC TRAVELTIME INVERSIONS
To analyse the e¡ects of anisotropic and isotropic inhomogeneities in traveltime tomography, we decompose the velocity perturbation tensor, e ij , into compressional (isotropic) and deviatoric parts:
where I ij is isotropic with ~tr(e ij )/3 and s ij is pure deviatoric with tr(s ij )~0. Consider some block j and a ray xª~(x 1 , x 2 , x 3 ) passing through it. The traveltime residual dt is written z2s 13 x 1 x 3 z2s 23 x 2 x 3 }t 0 , ( 3 9 ) where t 0 is the reference traveltime in this block. The partial derivatives of with respect to s ij represent relative changes of isotropic perturbation to pure anisotropic perturbations for a given, ¢xed dt:
Let p(h, 0) be the ray directional distribution through this block. Consider the case when rays penetrate this block uniformly in all directions with complete coverage, i.e. p(h, 0) is a constant. We can compute the mean and variance of the partial Velocity Dependance on Directions derivatives against s 11 in eq. (40): with a deviation 2 15 p /15. In both cases, the average tradeo¡s, denoted by the partial derivatives of isotropy and anisotropy, are zero, whereas the deviations have an order of *1. When ray directional coverage is complete, the isotropic part can be recovered with zero disturbances, on average, from the anisotropic part s ij and, in this case, performing an isotropic inversion is justi¢ed. If the ray coverage deviates from completely uniform, however, we expect that the average e¡ects of anisotropy on isotropy will shift away from zero and most probably have the order of its deviation, i.e. *1.
In typical seismic tomographic applications, seismic sources are located below seismic stations, and ray directions tend to cluster around the vertical axis. In this situation, partial derivatives of with respect to s 11 and s 22 will be severely a¡ected and we expect that s 11 and s 22 will have the most in£uence on . For a given ray coverage, the trade-o¡ between isotropy and anisotropy can be computed from the corresponding ray directional distribution. The mutual e¡ects could be as large as the contributions from isotropic inhomogeneities. Inadequacies of isotropic inversions occur when anisotropic e¡ects are not negligible (Pratt et al. 1993) . The absence of anisotropic considerations yields a drastically di¡erent isotropic image and the e¡ects of anisotropy and isotropy are of the same order (Pratt et al. 1993) .
COMPUTATIONAL CONSIDERATIONS IN ANISOTROPIC INVERSION
In order to perform iterative, non-linear inversion using a second-order, anisotropic reference medium, a new algorithm is needed to trace rays in second-or fourth-order anisotropic media. The two-point ray-tracing algorithm of Um & Thurber (1987) could easily be adapted to matrix media, and we are currently developing an algorithm.
Because real data are inherently noisy, care must be taken to prevent artefacts associated with small eigenvectors of the inversion process from mapping into large £uctuations in the models. This generally comes in the guise of regularization, often associated with damping or smoothing. There are two possible strategies for damping eq. (28): (1) damping both the isotropic and anisotropic parts equally; and (2) damping the isotropic and anisotropic parts di¡erently in order to compensate for the adverse e¡ects of incomplete ray coverage. To separate the e¡ects of anisotropic and isotropic inhomogeneities, we decompose e ij into compressional and deviatoric parts as in eq. (38) and use , s 11 , s 22 , s 12 , s 13 and s 23 as model parameters. A ray penetrating a block fully constrains the isotropic part of that block, but only partially controls the pure-shear part s ij . Isotropic and anisotropic parts can be damped separately using j and c, respectively, whose relative magnitudes control the trade-o¡ between isotropy and anisotropy in an inversion. When c??, the anisotropic part is eliminated and we end up with the conventional isotropic inversion.
In most examples of traveltime inversion, data are collected on the surface of the Earth and thus directional ray coverage may be a prominent problem for some, if not all, parts of the model, where many model parameters are essentially unconstrained except by regularization. One solution is to force isotropy in those parts of the model by increasing the value of c. An alternative strategy is to link damping parameters with ray coverage so as to mitigate properly the adverse e¡ects of heterogeneous sampling. For a given ray coverage, we can estimate its e¡ects prior to forming a linear inversion and adjust the damping parameters accordingly. Blocks with poor ray coverage can be given a larger damping, giving preference to isotropic perturbations for those model parameters. One method to estimate the e¡ects of ray coverage is to perform a pre-inversion using a synthetic data set including traveltimes from a constant-velocity model with zero residuals using the real ray coverage. The preinversion result will re£ect only the e¡ects of ray coverage since there are no structural variations in the constant-velocity model. Blocks with poor ray coverage should generally be discounted in subsequent interpretations of the real data inversions. To test the capability of the inversion scheme using matrix velocity, we conduct a series of numerical experiments using synthetic data sets for simple models. Two sets of 700 ¢ctional seismic sources and 25 randomly positioned seismic stations are used. The ¢rst set consists of sources distributed randomly in the target body to a depth of 5 km, providing good (homogeneous) ray coverage (Fig. 4a) . The locations of the second set of sources are restricted horizontally and vertically to the lower left corner of the target area to simulate a more realistic (biased) clustered source distribution (Fig. 4b) . The stations for the two sets of events are the same, and a total of 17 500 rays, traced in a 1-D, isotropic model, is generated for each experiment. The recorded traveltime residuals, with an average of *30 ms, are used in a linear inversion of eq. (28) for the reference model. Only a single regularization parameter j~c is used in the simulation inversions, so we are not discriminating against anisotropy. The regularization parameter, j, is chosen by trial and error and a variance reduction of b 98 per cent is achieved for noise-free data. Each simulation experiment was repeated with 10 per cent white noise, ranging from {3 to z3 ms, added to mimic typical traveltime picking errors. We found that these inversions are relatively noise-resistant and e¡ects of random noise are secondary in their in£uence as compared with artefacts associated with ray coverage. Obviously, the adverse e¡ects of de¢cient ray coverage cannot be eliminated or attenuated by a wise choice of regularization parameters or damping. Random noise, on the other hand, can be suppressed e¤ciently by choosing a proper regularization.
Example I: homogeneous anisotropy
The ¢rst example is overly simple, intended to show that our inversion scheme can precisely reconstruct the original model in ideal circumstances. The original anisotropy is 5 per cent and the fast direction dips 45 0 SE (Fig. 5a ). Horizontal projections of fast axes, scaled by the anisotropic factor, are plotted in Fig. 5(a) for the original model. Distributed sources of set 1 are used and the inversion is computed for six layers. In the ¢gures, we have excluded the top and bottom layers. The reconstruction for the noise-free case is almost identical to the original model in the middle of the target (Fig. 5b) , where both anisotropic factors and fast directions are well recovered. Boundary blocks are not well resolved due to incomplete ray coverage, and model irregularities are observed on the edges of the target. After adding 10 per cent noise to the data, the inversion results deteriorate slightly and incorrect anisotropic directions appear in the central, well-sampled portions of the target. From visual inspection, the recovered anisotropic factors have more variation than the noise-free case, although generally the fast directions are still reasonably well reconstructed.
(c) 
Example II: three-fault junction
In the second example, three faulting blocks are simulated (Fig. 6a) , with one block isotropic and the other two anisotropic. The two anisotropic blocks have transverse isotropy with di¡ering fast symmetry axes. Similar to the previous example of homogeneous anisotropy, the noise-free case with distributed events is, overall, successfully reconstructed with only boundary blocks showing inconsistencies (Fig. 6b) . With 10 per cent white noise, the results are degraded (Fig. 6c) and artefact anisotropies appear in the isotropic region. These false anisotropies appear random and probably depend on the particular ray coverage of individual blocks. The two anisotropic regions exhibit gross alignments of the fast directions. The anisotropy is more clearly seen in the cross-sections (Figs 6d^f). The ray coverage is more limited when the restricted events (Fig. 4b ) are used than with previous examples, which include evenly distributed sources. The inversion results for noise-free and noisy data are shown in Figs 7(a) and (b), respectively. The three regions with di¡ering anisotropies are clearly resolved in the noise-free case but with less certainty than with a homogeneous source distribution. The anisotropic factors are resolved more poorly than the fast directions, which, in gross terms, are well resolved. When noise is introduced, regions of di¡ering anisotropy are di¤cult to distinguish and appear blurred. The resolved anisotropic factors vary greatly and the e¡ects of the ray coverage are prominent. The central parts of the model are much better reconstructed than the blocks close to the edge of the model. This case of exaggerated source distribution bias is introduced to illustrate potential problems inherent in any inversion of real data. We are currently applying these methods to the geothermal region of Coso, California.
CONCLUSIONS
In this paper we have introduced a new method for parametrizing seismic anisotropy for application to tomographic inversion. The direction-dependent velocity function has been smoothly extended to three dimensions and the extension expanded to a Taylor series. The resultant representation of velocity is essentially a decomposition of the velocity surface on a set of bases composed of the Cartesian products of unit vectors. We were then able to use six parameters (a symmetric matrix) to represent 3-D anisotropy in the second order case, and 15 parameters (a totally symmetric, fourth-order tensor) in the fourth order case. Test inversion examples with a matrix representation showed that the representation scheme is robust and able to yield a reasonable result, even for noisy data sets with poor ray coverage. Anisotropic structures were well resolved in well-covered cases, despite the presence of noise in the data. In cases with restricted, heterogeneous ray coverage, the quality of the results was naturally poorer, while the original structures remained discernible. By an analysis of the relative traveltime contributions of inhomogeneous isotropy and anisotropy, the plausible anisotropy or isotropy to explain a traveltime anomaly was found to be of the same magnitude in realistic seismic traveltime tomography. Ray coverage analysis is strongly advised before attempting inversion and geological interpretation. The possibility of performing a non-linear inversion or iterative inversion depends on our capability to calculate ray paths in anisotropic media.
