The Milnor number of an isolated hypersurface singularity, defined as the codimension µ( f ) of the ideal generated by the partial derivatives of a power series f whose zeros represent locally the hypersurface, is an important topological invariant of the singularity over the complex numbers, but its meaning changes dramatically when the base field is arbitrary. It turns out that if the ground field is of positive characteristic, this number is not even invariant under contact equivalence of the local equation f . In this paper we study the variation of the Milnor number in the contact class of f , giving necessary and sufficient conditions for its invariance. We also relate, for an isolated singularity, the finiteness of µ( f ) to the smoothness of the generic fiber f = s. Finally, we prove that the Milnor number coincides with the conductor of a plane branch when the characteristic does not divide any of the minimal generators of its semigroup of values, showing in particular that this is a sufficient (but not necessary) condition for the invariance of the Milnor number in the whole equisingularity class of f .
Introduction
Let R = k[[X 1 , . . . , X n ]] be the ring of formal power series in n indeterminates over an algebraically closed field k. We denote by m its maximal ideal and by R * its group of units. When n = 2, we will write R = k [[X, Y] ].
Let f ∈ m \ {0}. We define the hypersurface determined by f as its class under the associate equivalence relation: ( f ) = {u f ; u ∈ RRecall that in the complex case the Milnor number of f was introduced in [Mi] as the rank of the middle cohomology group of the fiber of the local smoothing f = s. In this setting µ( f ) is referred to as the number of vanishing cycles associated to f . When we switch to a field of positive characteristic p, the fibration f = s may not be a local smoothing anymore, that is, it may be a counter example to Bertini's theorem on the variation of singular points in linear systems, true in characteristic zero. In Section 4, we characterize this phenomenon, that may only occur in positive characteristic, in terms of the infiniteness of the Milnor number.
Finally, in the last two sections, we study plane branches singularities over arbitrary algebraically closed fields. In characteristic zero, the Milnor number µ( f ) coincides with the conductor c( f ) of the semigroup of values of a branch ( f ). In arbitrary characteristic, Deligne proves in [De] (see also [MH-W] ) the inequality µ( f ) c( f ), where the difference µ( f )−c( f ) measures the existence of wild vanishing cycles. We prove that Milnor's number and the conductor of a branch ( f ) coincide when the characteristic does not divide any of the minimal generators of the semigroup of values of f . Our proof was inspired by a result of P. Javorski in the work [Ja2] , which we simplified and extended to arbitrary characteristic, under the appropriate assumptions. We would like to point out that in the process of writing the final version of this paper, E. García Barroso and A. Ploski posted the preprint [GB-P] , showing by other methods our last result (with the converse), but in the particular case when p is greater than the multiplicity of f , and also observed that their proof fails when p is less or equal than the multiplicity of f . We should also mention that H.D. Nguyen in [Ng] has shown, in the irreducible case, the weaker result, namely, that if p > c( f ) + mult( f ) − 1, then µ( f ) = c( f ). Notice that once fixed the ground field k of positive characteristic p, both results in [GB-P] and [Ng] cover only finitely many values of the multiplicity mult( f ), while our result is in full generality.
This work is part of the PhD Thesis of the second author, under the supervision of the other two authors.
Remark 2.2. The reason why in characteristic zero τ( f ) < ∞ ⇒ µ( f ) < ∞ is that in this case one has f ∈ X 1 f X 1 , . . . , X n f X n , where the notation I means the integral closure of the ideal I (cf. [H-S] , Theorem 7.1.5). But, the above inclusion implies that
and because of Proposition 2.1, τ( f ) < ∞ implies that µ( f ) < ∞.
Notice that the condition f ∈ J( f ), which appears in Proposition 2.1 is weaker than the condition f ∈ J( f ) that holds in characteristic zero. On the other hand, the condition f ∈ J( f ), in arbitrary characteristic, implies the Briançon-Skoda inclusion: f n ∈ J( f ), where n = dim R (cf. Theorem 13.3.3) .
Recall that an ideal J is called a reduction of an ideal T if J ⊂ T and there exists n ∈ N such that T n+1 = JT n . We denote by e 0 (I) the Hilbert-Samuel multiplicity of an m-primary ideal I and put e 0 (I) = ∞ if √ I m. The next well known proposition describes, in general, the effect of the condition f ∈ J( f ).
Proposition 2.3 ([N-R] and [R])
. Let f ∈ m be such that τ( f ) < ∞. The following conditions are equivalent:
(ii) ⇔ (iii): This follows from [N-R] and from [R] , Theorem 3.2, since R is a level ring (analytically unramified).
Corollary 2.4. Let k be a field of characteristic zero and f
Proof: If τ( f ) = ∞ then µ(g) = ∞, for every g in the same contact equivalence class and we are done. So we are restricted to the case τ( f ) < ∞. Since changing coordinates obviously does not change µ, we only need to show that µ( f ) = µ(u f ) for every unit u ∈ R. However it is easy to see that T ( f ) = T (u f ), for every such u. In characteristic zero, both J( f ) and J(u f ) are reductions of T ( f ), according to the previous proposition and remark. On the other hand, R is a regular (hence Cohen-Macaulay) local ring. So µ( f ) = e 0 (J( f )) (cf. [Ma] , Theorem 17.11). Therefore,
The inequality in the above remark may be strict, as shows the following example.
then an easy calculation with intersection indices shows that
It follows from the preceding discussion that the importance of the Jacobian ideal of a hypersurface singularity in characteristic zero is due to the fact that it is a minimal reduction of the Tjurina ideal, which is the ideal that carries all the information about the singular point. In this situation, one has that e 0 (T ( f )) = µ( f ), and this is why Milnor's number is full of meanings in characteristic zero.
This leads us to consider the Milnor number of a hypersurface ( f ) as
which is an invariant of the contact class of f . Notice that in characteristic zero one always has µ( f ) = µ( f ).
Remark 2.7. Proposition 2.3 gives a numerical criterion for testing if f belongs to J( f ).
Example 2.6 shows that one may have f
3. Variation of µ(u f ) and computation of µ( f )
We have seen that in characteristic zero the multiplicity e 0 (T ( f )) may be computed as the codimension of J( f ) in R because, in that situation, J( f ) is a minimal reduction of T ( f ). On the other hand, this is not always the case if the ground field has positive characteristic. Therefore, we are led to investigate whether J( f ) is a minimal reduction of T ( f ) when τ( f ) < ∞. As a consequence of our discussion we will analyze the variation of µ(u f ) when u varies in R * and obtain a method for computing µ( f ). More generally, we will search for minimal reductions of T ( f ).
Since R is a local ring with infinite residue field k and f is such that τ( f ) < ∞, it is well known that for a fixed set of generators, not necessarily minimal, f, f X 1 , . . . , f X n of T ( f ), if we take sufficiently general linear combinations
. . , g n is a system of parameters in R and the ideal they generate is a reduction of the m-primary ideal T ( f ), hence a minimal reduction (cf. [Ma] , Theorem 14.14).
To find the conditions on the h j,i to be sufficiently general, we will need the notion of null-forms.
A null-form (cf. [Ma] , proof of Theorem 14.14) for the ideal
s . This notion is independent of the choice of F. We denote by
The k-algebra on the right hand side is called the fiber cone of T ( f ) and it is the graded ring corresponding to the special fiber of the blow-up of Spec R at T ( f ). We also have [Ma] , proof of Theorem 14.14), which implies that the projective zero set Z(
Given f ∈ m, in order to have e 0 (T ( f )) = µ(u f ), for some unit u, we must find u ∈ R * such that u f ∈ J(u f ). We will show next that this is so for general units.
We will need the following result due to Northcott and Rees ([N-R] , or [Ma] , proof of Theorem 14.14):
The ideal g 1 , . . . , g n , where the g i 's are as in (1) 
is a reduction of the ideal T ( f ) if and only if the linear forms
with associated linear forms
We then have 
The above theorem shows that if u is a general unit, in the sense that it has a general linear term, then J(u f ) is a reduction of T (u f ), and so, u f ∈ J(u f ), which in turn implies that
This theorem allows us to give the following interpretation for µ( f ).
, proving the first assertion. The second assertion follows immediately from Proposition 2.3.
We also have the following result.
Theorem 3.6. Let f ∈ m be such that τ( f ) < ∞. The following three statements are equivalent.
, which implies the equality by comparing dimensions and by the irreducibility of Z(Y 0 ).
Proof:
for every invertible u, hence we may use the preceding theorem. If f is such that µ(u f ) is independent of the unit u, that is, when µ( f ) is invariant under contact equivalence, we will say that f is µ-stable.
Remark 3.8 (cf. [Ga]). The preceding corollary can be derived from the fact that if p
The third condition in Theorem 3.6 may help to decide whether a given power series is or not µ-stable as we can see in the following examples. However, in order to have this condition as a computational method, we need to bound ℓ.
where L is a linear form and
Proof: We will actually show that if p|d, then f
ℓ , for all ℓ ∈ N. By a linear change of coordinates we may assume that
This implies that mult(h) ℓd + 1, for all h ∈ m T ( f ) ℓ ; and since mult(
The above proposition has the following corollary:
The converse of the above corollary is not true, as one may see from the following example:
Notice that whether f is µ- 
Finally, we give an example to show that the µ-stability is not preserved by blowing-up.
Example 3.14. Let char k = 2, and f
Bertini's Theorem vs Milnor Number
Let f ∈ k[X 1 , . . . , X n ] with an isolated singularity at the origin of A n . In this section we are going to study when the fibration f : A n → A 1 is a local smoothing of the singularity. Notice that in characteristic zero this is always the case, according to Bertini's theorem on the variation of singular points in linear systems. However, it is well known that this is not true over fields of positive characteristic. 
We clearly have that C ∩Z( f − s) is a singular point of the fiber f = s. Hence, it remains to show that C dominates A 1 under f . Otherwise, f (C) would be finite and there might exist s 0 such that Z( f X 1 , . . . , f X n , f − s 0 ) is infinite in some neighborhood at the origin of A n . But this is a contradiction because, if s 0 0, then f − s 0 does not vanish in some neighborhood of the origin and if s 0 = 0 it says that f does not have an isolated singularity at the origin. Now, if µ( f ) < ∞ then the same argument used in Proposition 2.1 shows that f belongs to the ideal
is a singular point of the fiber f −1 (s), with s 0, then f (x) = s and f X i (x) = 0 for each i = 1, . . . , n. On the other hand, since B(x) 0 it follows from (2) that s = f (x) = 0, which is a contradiction.
Milnor number for plane branches with tame semigroups
For the definitions and notation used in this section we refer to [He] . Let f ∈ m ⊂ k[ [X, Y] ] be an irreducible power series, where k is an algebraically closed field of characteristic p 0. In this situation, we call the curve ( f ) a plane branch. Let us denote by S ( f ) = v 0 , . . . , v g the semigroup of values of the branch ( f ), represented by its minimal set of generators. These semigroups have many special properties which we will use throughout this section and describe them briefly below.
Let us define e 0 = v 0 and denote by e i = gcd{v 0 , . . . , v i } and by n i = e i−1 /e i , i = 1, . . . , g. The semigroup S ( f ) is strongly increasing, which means that v i+1 > n i v i , for i = 0, . . . , g − 1, (cf. [He] , (6.5)). This implies that the the sequence v 0 , . . . , v g is nice, which means that n i v i ∈ v 0 , . . . , v i−1 , for i = 1, . . . , g, (cf. [He] , Proposition 7.9). This, in turn, implies that the semigroup S ( f ) has a conductor, denoted by c( f ), which is the integer characterized by the following property: c( f ) − 1 S ( f ) and x ∈ S ( f ), for all x c( f ), and it is given by the formula (cf. [He] , (7.1))
The semigroup S ( f ) is also symmetric (cf. [He] Proposition 7.7), that is,
To deal with the positive characteristic situation, we introduce the following definition: We call S ( f ) a tame semigroup if p does not divide v i for all i ∈ {0, . . . , g}. Recall that two plane branches over the complex numbers are equisingular if their semigroups of values coincide. We will keep this terminology even in the case of positive characteristic.
The following example will show thatμ( f ) may be not constant in an equisingularity class of plane branches. 
The following is an example which shows that the µ-stability is not a character of an equisingularity class. 
. In this case one has µ(h) =μ(h) = 29. Notice that here, again, S is not tame.
The aim of this section is to prove the following result:
The proof we give of this theorem is based on the following theorem which was stated without a proof over the complex numbers in [Ja1] , but proved in the unpublished work [Ja2] . Our proof, in arbitrary characteristic, is inspired by that work, which we suitably modified in order to make it work in the more general context we are considering.
Theorem 5.5. Let f ∈ m 2 be an irreducible Weierstrass polynomial such that S ( f ) is tame. Then any family F of elements inside k[[X]][Y] of degree in Y less than mult( f ) such that
is a representative set of generators of the k-vector space R/J( f ).
We postpone the proof of this theorem until the next section, since it is long and quite technical.
In order to use Theorem 5.5 to prove Theorem 5.4, we will need a kind of Weierstrass Preparation Theorem, which in our case is not suitable, since it makes use of multiplication by units that affects Milnor's number. The solution is given by the Levinson Preparation Theorem which was originally proved in [Le] over C, but may be adapted without major changes in order to work in arbitrary characteristic. For the proof we refer to the original paper [Le] . 
Corollary 5.6. Let f ∈ k[[X, Y]] be irreducible where k is algebraically closed of characteristic p. If p ∤ mult( f ), then there exists an automorphism ϕ of k[[X, Y]] such that
Proof: Since f is irreducible, we have that f = L n + hot, where L is a linear form in X and Y. By changing coordinates, we may assume that f is as in the Levinson Preparation Theorem. Now, since p ∤ n, we take an n-th root of A n (X) and perform the change of coordinates Y → YA 1 n n and X → X. So, after only changes of coordinates ϕ, we have that
Proof of Theorem 5.4: From Deligne's results in [De] one always has µ( f ) c( f ). Now, after a change of coordinates, that do not affect the result, we may assume that f is a Weierstrass polynomial. For every α ∈ S ( f ) \ (S ( f ) + c( f ) − 1), take an element g ∈ k[ [X, Y] ] such that I( f, g) = α and after dividing it by f by means of the Weierstrass Division Theorem, we get in this way a family F as in Theorem 5.5.
Theorem 5.5 asserts that the residue classes of the elements in
. The result will then follow from the next lemma that asserts that the number in the right hand side of the inequality is just c( f ).
The µ-stability follows from the fact that for every invertible element u in k[ [X, Y] ], both power series f and u f can be individually prepared to Weierstrass form by means of a change of coordinates that does not alter the semigroup, nor the Milnor numbers. Hence,
Proof: In fact, to every
in the following way:
The map i → s i is injective since S ( f ) is a symmetric semigroup. On the other hand, the map is surjective, because, given j ∈ S ( f ) \ (S ( f ) + c( f ) − 1), we have j = s j if j c( f ) − 1; otherwise, if j = i + c( f ) − 1 for some i > 0, then again by the symmetry of S ( f ), it follows that j does not belong to S ( f ) and therefore j = s i .
We believe that the converse of Theorem 5.4 is true, in the sense that if µ( f ) = c( f ), then S ( f ) is a tame semigroup, or, equivalently, if p divides any of the minimal generators of
If this is so, we would conclude from our result that if µ( f ) = c( f ), then f is µ-stable.
To reinforce our conjecture, observe that the result of [GB-P] proves it when mult( f ) < p. The following example is a situation where the converse holds and is not covered by the result in [GB-P]. Anyway, the other possible converse of 5.4, namely, if f is µ-stable then S ( f ) is tame, is not true, as one may see from the following example.
, where char k = 5. Since f 3 ∈ mT ( f ) 3 (verified with Singular), then f is µ-stable, but its semigroup of values S ( f ) = 4, 6, 25 is not tame.
Finally, we observe that the fundamental result used in [GB-P] to prove that c( f ) = µ( f ) if and only if S ( f ) is tame, under the assumption that p > mult( f ), was Lemma 3.3 in that paper that asserts that, in this situation, one has that I( f, f Y ) µ( f ) + mult( f ) − 1, with equality if and only if S ( f ) is tame. The above inequality is false if one does not assume that p > mult( f ), as we show in the following example.
. In this case, we have S ( f ) = 18, 26, 301 , so c( f ) = 492. If p = 13, then p < mult( f ) and µ( f ) = 559 (computed with Singular [DGPS] ), hence The natural numbers a i = v(y i ), i = 0, . . . , n − 1, form the Apéry sequence of S ( f ), so they are such that 0 = a 0 < a 1 < · · · < a n−1 and a i a j mod n for i j (cf.
[He] Proposition 6.21).
We have the following result. 
Hence, v(h) >> 0 implies that for a given natural number l we have that min j {v(b j )} > l, hence, h ∈ m l ⊂ I, as we wanted to show.
We will need another auxiliary result that appears in [Ca] (Proposition 7.4.1), under the name Delgado's Formula, proved over C, which we extend to arbitrary algebraically closed fields. 
g), with equality if and only if p does not divide I( f, g).
Proof: Since either x or y is a transversal parameter for f = 0, we may assume without loss of generality that x is a transversal parameter (the proof in the other case is similar). Let (x(t), y(t)) be a parametrization of f = 0. Since p does not divide v 0 we have that
On the other hand, since I( f, g) = ord t g(x(t), y(t)) , we have
I( f, g) − 1 ≤ ord t g ′ (x(t), y(t)) ,
with equality if and only if p ∤ I( f, g). It follows that
where equality holds if and only if p ∤ I( f, g). [Za] , proved over C, but same proof works under our hypothesis). So, we conclude that
Remark 6.3. If f is a Weierstrass polynomial in Y of degree v 0 and p
∤ v 0 , it is well known that I( f, f Y ) = c( f ) + v 0 − 1 (cf.I( f, [ f, g]) I( f, g) + c( f ) − 1,
with equality if and only if p ∤ I( f, g).
Now, under the assumptions that f is a Weierstrass polynomial in Y with S ( f ) = v 0 , . . . , v g and p ∤ v 0 , one may associate the Abhyankar-Moh approximate roots (cf. [A-M] ), which are irreducible Weierstrass polynomials 
where a i j are polynomials in Y of degree less than deg( f j ) = v 0 /e j for j = −1, . . . , g − 1.
So, from Remark 6.3 we have that 
This implies that if
The key result to prove Theorem 5.5 is Proposition 6.4 below that will allow us to construct elements in J( f ) ∩ V n−1 whose intersection multiplicity with f sweep the set 
Proof: The proof will be by induction on the genus g of f . We will construct step by step the polynomial q s which will be of the form q s = q f,s = i P i [ f, f j i ] (an infinite sum, possibly) where each f j i is an approximate root of f and the P i are monomials in the approximate roots of f satisfying the following conditions:
It is easy to check that q f,s satisfies (4) and the conclusion of the proposition. Inductively, we assume that the construction was carried on for branches of genus g − 1. Consider the approximate root f g−1 of f of genus g − 1. Since e g−1 = n g and n g v g ∈ v 0 , . . . , v g−1 , we have
For t ∈ S ( f g−1 ) * , the inductive hypothesis guarantees the existence of a Y-polynomial
where each f j i is one of the approximate roots f −1 , f 0 , . . . , f g−2 and P i are monomials in these approximate roots satisfying (4) and the conclusion of the proposition, with f g−1 and v 0 /e g−1 replacing f and v 0 , respectively. Using this q f g−1 ,t we introduce the following auxiliary polynomialq
To begin with, we will estimate the degree in Y of these polynomials. The inductive hypothesis gives deg q f g−1 ,t < deg f g−1 and deg P i deg P i f j i < deg f g−1 , for all i. On the other hand, the Abhyankar-Moh's relation f = f n g g−1 − G, where G = a n g −2 f n g −2
which together with the identitỹ
give the estimate
Indeed, since no generator of S ( f ) is multiple of p, we have from (3)
On the other hand, since the P i f j i are products of approximate roots of f g−1 (so, also of f ), and I( f g−1 , P 1 f j 1 ) = t, it follows that I( f, P 1 f j 1 ) = n g t. Now, since from (4), the intersection number I( f, P i f j i ) assumes its minimum value once for i = 1, when it is equal to t, we have
The family of polynomials {q f g−1 ,t ; t ∈ S ( f g−1 ) * } just introduced will be used in the construction of the family {q f,s ; s ∈ S ( f ) * } as announced in the proposition. To this end, observe that each element s of S ( f ) * decomposes uniquely as s = n g t + wv g , with t ∈ S ( f g−1 ), w ∈ {0, 1, . . . , n g − 1}.
Now, we break up the analysis in three cases.
Case 1: s = n g t. From Claim 1, we have
The estimate on the degree ofq f g−1 ,t , made just before Claim 1, allows us to deduce that the series q f,s :=q f g−1 ,t has all the required properties, which proves the proposition in this case.
Moreover, using the preceding notations and estimates we get 
On the other hand, since gcd(v g , n g ) = 1, we have that n g ∤ s.
The proposition, in this case, will be established by using the following result that gives a method to reduce degree while preserving intersection multiplicities with f and residual classes modulo J( f ).
Claim 2: Let s ∈ N * be such that n g ∤ s and s > n g (c( f g−1 ) − 1). Suppose that we have a Y-polynomial h such that
and
Indeed we begin by dividing h by f
The rough idea of the proof is to eliminate the term f
in the preceding relation using the polynomialsq f g−1 ,u where u ∈ S ( f g−1 )
* . This will be done iteratively, in possibly infinitely many steps, with the help of the following auxiliary result.
Claim 3: With the same conditions as above, we have I( f, h
We will prove this claim after the conclusion of the proof of Claim 2, given below. Using the formula c( f ) − 1 = n g (c( f g−1 ) − 1) + (n g − 1)v g and Claim 3, we get
On the other hand, since I( f, h) − (c( f ) − 1) = s and n g ∤ s, it follows that
So, from the first part of Claim 3 and the above inequality, we get
allowing us to conclude that u 1 ∈ S ( f g−1 ) * . The inductive hypothesis guarantees the existence of a polynomial q f g−1 ,u 1 satisfying all requirements in (4) and the conclusion in Proposition 6.4.
From Claim 1, we have
So, after multiplication by a suitable α 1 ∈ k * , we get that
This allows us to write
). From (5) we have that there exists s 1 ∈ N * such that
So, s 1 > s and n g u 1 > s.
In the next step we proceed differently according to the divisibility of s 1 by n g . Suppose n g | s 1 , say s 1 = n g u 2 . In this case, by the above inequality we have
So, it follows that u 2 ∈ S ( f g−1 )
* . Hence, there exists a polynomial q f g−1 ,u 2 such that
and again we may choose α 2 ∈ k in such a way that if
If, however, n g ∤ s 1 , we are in position to repeat the preceding process of division by f where j −1 = ord X a J (X). Also, in f
With these tools at hands, we may conclude the proof of Theorem 5.5.
Proof of the Theorem 5.5: Choose F with minimal number of elements, so from Lemma 5.7 it follows that #F = c( f ). We will show that the set F generates R/J( f ) as a k-vector space. In particular, this will show also that µ( f ) c( f ) when S ( f ) is tame. In order to do this it is enough to show that there exists a decomposition R = F + J( f ), where F denotes the k-vector space spanned by the elements of F = {ϕ 1 , . . . , ϕ c( f ) }.
Given any element h ∈ R we can divide it by the partial derivative f Y which, under our assumptions, is a Y-polynomial of degree v 0 − 1. The remainder of the division is a Y-polynomial h ′ of degree less than v 0 − 1 and it is sufficient to show that h ′ belongs to F + J( f ).
If We carry on this process that increases intersection indices to eventually achieve whose intersection multiplicity with f is big enough and whose degree is less than deg f , hence from Proposition 6.1 it belongs to the Jacobian ideal J( f ).
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