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ABSTRACT 
We define a coloring of a family of vectors ur,. . , u, as a partition of or,. ., o,, 
into free subfamilies. We introduce the planarity concept for families of vectors and 
give two proofs of a 4color theorem for families of vectors, one using the 4color 
theorem for graphs and one not. 
1. INTRODUCTION 
In [2] we studied the concept of the k-dimension of a family of vectors. 
This concept was closely related to group theory and multilinear algebra. In 
fact it is possible, using the notion of k-index of a symmetry class of tensors, 
to associate to each irreducible C-character of a subgroup G of S, a partition 
of m. It was also proved in [2] that if G = S,, this partition coincides with 
the partition usually associated with the irreducible characters of S,. 
A different approach to this subject leads us to graph theory, namely the 
coloring problems. In Section 2 we define a k-colorable family of vectors, and 
we will see that a family of vectors xi,. . . , x, is k-colorable if the k-dimen- 
sion of xr,...,x, is m. It can be easily seen that this concept is “formally” 
the concept of a k-colorable graph, if in the definition of k-dimension we 
understand independence as vertex independence. The question that natu- 
rally arises from the above considerations is the following: Is it possible to 
define a “planarity concept” in this setting? In this article we give an answer 
to this question. However, a more workable definition of planarity is desired, 
and as we can see in Section 3, the search for such a concept is a tantalizing 
problem. 
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The planarity notion introduced leads to a four color theorem which is the 
main result of this article. The obvious questions about the relations of this 
theorem with the four color problem in graph theory remain open and are 
connected with other interesting questions that we raise in Section 3 about 
characterization of graphs that we call vectorial graphs. 
2. MAIN RESULT 
Let V be a vector space over a field F. 
DEFINITION. Let 0 1,. . . , v, be a family of vectors of V. A k-tuple of 
subsets of {l,...,m} 
z = (I,,..., Zk) 
is a k-partition of vi,. . . , v, if the following conditions are satisfied: 
(i) ZinZj=O if i#j, i,jE{l,..., k}, 
GO {“j I J E ‘i > is a subset of linearly independent vectors. 
We call the cardinal of the set lJi=,Z, the rank of the k-partition Z = 
(Z i, . . . , Zk), and we will denote this rank by 
Q(Z). 
The set of all k-partitions of vi,. . . , v, will be denoted by 
DEFINITION. The nonnegative integer 
will be called the k-dimension of vi,. . . , v,. 
Let J=(_Z,,..., _Zk) be a k-partition. Denote by Xi the set 
and let Yi = (Xi) (the linear closure of Xi). If i E (1,. .., k} and A c (Xi), 
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define 
Supp”‘(A) = {e E XilP(,)(A) + (01) 
(where p(,) is the projection of (Xi) onto (e) along (Xi - {e})). If 
u e (Xi), define Supp(‘)({ u}) =0. We denote Supp”‘({ v}) by Supp(‘)(o). 
The following theorem, stated in [2], has a lot of interesting information 
about those k-partitions whose rank attains the k-dimension of a family of 
vectors. 
THEOREM A. Let J = (II, &, . . . , .lk) be a k-partition of vl,. . . , v,, such 
that r,(J) = dk(vl,..., v,,). Suppose that Y, 2 Y, 2 . . . 2 Yk 2 Yk+ 1 (where 
Y k+l=(UjljE (l,e.e> m} - Ufi=,J,)). lf A c X, is a maximal subset of X, 
satisfying 
ISupp(“Al = IAI, i=l ,...,k-1 
(notice that A can be empty), then (A) 2 Yk+i. 
In the sequel we assume the vectors we consider nonzero. 
As is well known, a k-coloring of a graph G with set of vertices V and set 
of edges I is a partition of V into k sets of independent vertices. The 
obvious way to generalize this concept is to define a k-coloring of a family of 
vectors u,, . . . , II, as a partition (Ii,. . . , Zk) of { 1,. . . , m }, such that Zj is the 
index set underlying a family of linearly independent vectors. It is easy to see 
that this definition is equivalent to the following one: 
DEFINITION. A k-partition I of vi,. . . , v, satisfying rk(I) = m will be 
called a k-coloring of ~i,...,o,. A coloring will be a k-coloring for some 
k= N. We say that vi ,..., v,, is k-colorable if there is a k-coloring of 
01, * *. , on,. 
The problem which will concern us is the introduction of a planarity 
concept for families of vectors such that the classical coloring problems can 
be set in this approach. As we have stated before, we give a solution here 
which in our opinion should be improved. In order to present that solution, 
we associate to each family of vectors a set of graphs. 
DEFINITION. Let I = (Ii,. . . , Zk) be a coloring. Let G(Z) = 
(lx i”“’ x,, }, I) be the undirected graph with vertex set {xi,. . . , r,} and 
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x6 0 x3 
FIG. 1. Graphofthecoloringof u ,,..., U, ({1,3,4},{2,5},{6}). 
set of edges r satisfying the following conditions: 
(i) {x,, xs} @ r if r, s E Ii for some i E {l,.. ., k}. 
(ii) If reZi, self,, ifi’, i,i’E{l,..., k}, then {x~,x~}E~ if and 
only if 
u, E Supp(‘)( u,) or us E Supp(“‘( 0,). 
We say that this graph is the graph associated with I. 
EXAMPLE 1. Let e,, e2, e, be linearly independent vectors of V (we are 
assuming dim V >, 3), and ol,. . . , o6 be a family of vectors of V such that 
o1 = e,, v2=e2, v3=e2+e3, 
u4=e,+e2, us = e, + e2, v6=e,+e2. 
Then Z = ({L&4}, {2,5}, (6)) is a coloring. The graph G(Z) is for this 
coloring the one shown in Figure 1. 
DEFINITION. A family of nonzero vectors vl,. . . , v,, is said to be planar 
if for every coloring Z of vl,. . . , u,, G(Z) is a planar graph. 
EXAMPLE 2. The family of vectors (v~)~ E C1,,,,,6j referred to in Example 
1 is a planar family of vectors. In fact the graphs associated with the colorings 
of that family are the planar graphs shown in Figure 2. 
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FIG. 2. Graphs of the colorings of the family ni, , v, 
Notice that if z?i,. . . , v, is a planar family of vectors, then vi,. . . , v,,_ 1 is 
also a planar family of vectors. In fact, if Z = (Ii,. . . , Zk) is a coloring of 
oi,...,n,,_1, then I’ =(Zi ,..., Zk,{ m}) is a coloring of vi ,..., v,, and G(Z) 
is a subgraph of G(Z’). We are able now to state a four color theorem. 
THEOREM. Let v~,..., v,,, be a planar family of vectors. Then vl,. . . , v, 
is 4-colorable. 
Proof. We proceed by induction on the number of elements of the 
family, m. For m = 1 the result is trivial. Assume, now, that every planar 
family with m - 1 vectors is Ccolorable. Suppose that vi,. . . , v, is a planar 
family which is not 4colorable. Since vJ,. . . , v, is planar, then vi,. . . , v,_~ 
is also planar, then 4colorable. Let J = (Zi, Js, Zs, .Z4) be a 4coloring of 
vi,..., v*-1. Denote by Xi the set of the vectors indexed by J,, i = 1,2,3,4 
(i.e. Xi = {vi 1 j E Ii}), and let Yi = (Xi). Assume that the following condi- 
tion is satisfied: 
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(notice that if the set of Ccolorings is not empty, then there is a Ccoloring 
satisfying this condition). Then the coloring J = (Zi, . . . , Js) with Js = { m } 
satisfies the extra condition 
r,(l) =d,(v,,...,qJ, 
and Yi 2 Ys 2 . . . 2 (II,,,) = Ys (recall that by hypothesis vi,. . . , v, is not 
Ccolorable). 
Denote by A the maximal subset of X, which satisfies 
ISupp(‘)Al = lAl, i = 1,2,3. 
Then, using Theorem A, we get { v, } c (A). 
Denote by A, the minimal subset of A satisfying 
(i) ISupp(‘)A,J = IA41, i = 1,2,3; 
(ii) (A4) 1 {onl). 
Let A i = Supp(’ )A 4r i = 1,2,3. For each j E {1,2,3,4} define Bj c Zj such 
that 
Aj = {v,lk E Bj}. 
Let G(J)=({x,,..., x, }, r) be the graph associated with the coloring J. 
For each subset Z of (1,. .., m } denote by G(Z) the subgraph of G(J) 
inducedby {x~I~EZ}. 
As vi,...,v,,, is a planar family of vectors, G(J) is planar, and conse- 
quently, for every Z c { 1,. . . , m }, G(Z) is planar. We consider the 4partition 
B = (B,, B,, B,, B4) of vi ,...) v,. This Cpartition is a coloring of the family 
A, u A, u A, U A,. The graph G(B) coincides with the subgraph G(B, 
U . . . u B4), and so G(B) is planar. A well-known result guarantees that 
G(B) has a vertex of degree less than or equal to 5. 
Assume, without loss of generality (w.l.o.g.), that xi, is a vertex of degree 
less than or equal to 5, with ii E B,. Notice that, by definition of Ai and Bi, 
if p E B,, k E {l,..., 4}, then for every k’ E (1,. . . ,4}, k’ z k, xp is adja- 
cent to a vertex xq with 4 E B,,. Thus every vertex of G(B) has degree 
greater than or equal to 3, and then one of the following situations holds: 
(a) The degree of xi, in G(B) is 3; 
(b) The degree of xi, in G(B) is 4; 
(c) The degree of xi, in G(B) is 5. 
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We will end the proof showing that in any case we obtain a subgraph of 
G(B) contractible to k, or k,,,. We begin with the following: 
CLAIM. 
(1) Zf for p E Bi, xP is adjacent to xq with q E Bj and xP is not adjacent to 
any other vertex of Bj, then: 
(i) There exists c # 0, c E F such that vP = cvp. 
6) (Ai - {VP)> = (Aj- {V,)>* 
(iii) Zf k E ({1,2,3,4} - {i, j}) and t E B, then 
{xpy x,} El- - {XO’XI} Er. 
(2) Zf xP (p E Bi) is adjacent to xq and xqT with q # q’, q, q’ E B,, and 
x,, is not adjacent to any other vertex of Bj, then there exists p’ E Bi, p’ # p, 
such that x,,, is adjacent to xq and to xq,. 
Proof. (1): Since ( Ai) = (A j) and xP is not adjacent to any other 
vertex x, with s E Bj, we can conclude that for some c E F, c # 0, we have 
vP = cvg and (Ai - {v,}) G (Aj - {v,}). Then bearing in mind the cardi- 
nality of both sets we have 
Assume that {x,,x,} E r with t E B,, k E {1,2,3,4} - {i, j}. Then 
vP E Supp(‘)(v,) or v, E S~pp(~)(v,). In the first case we have 
0, = alvP + z, a,+O, a,EF, 
and z E (Ai - {v,}). Then 
v, = (a,c)u, + z 
witha,c#Oand ZE(A~-{vg}).Thus 
uq E supp”‘( { vt } ) . 
If o, E SuppCk)({ v, }), then 
vP = blu, + w, b, f 0, b, E F, 
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and w E (Ak - {q}). It follows that 
vq = c -‘bv, + c-lw 
with c-lb # 0 and c-‘w E (A, - {q}). Thus v, l Supp(~)(v~). We con- 
clude by the above considerations that { rq, xt } E r. Using a similar argu- 
ment we can prove that if { xq, x,} E I? then { xP, rt} E I. 
(2): Suppose that x,,, with p E Bi, is adjacent to xq and xq, with 
9,9’ E Bj, 9 # 9’, and that xP is not adjacent to any other vertex of Bj. Then 
there exist a and b in F such that 
up = avq + bv,, 
with a z 0 or b # 0. Three subcases should be considered: 
(i) a # 0 and b = 0, 
(ii) a = 0 and b f 0, 
(iii) a # 0 and b # 0. 
(i): Assume that up = avq. Since x,, is adjace 
V qP = cup + 2 
with c # 0, c E F, and z E (Ai - {v,}). Since 1, 
there exists p’ E Bi such that 
nt to xq,, it follows that 
(I) 
Ai1 = lAjl and (Ai) = (Ai), 
Then vq, E Supp(j)(v,,). We are going to see that vq E Supp(j)( v,,,). Assume 
that this situation does not hold. Then 
t+,< = dvq, + w, d#O, deF, 
and w E (Aj - { vq, v,,}). Then, bearing in mind that 
we have 
(Aj- {Vq,Vq,})~(Ai- {VP>), 
vr,, = dvq, + w 
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with d f 0, d E F, and w E (Ai - {up}), which implies, using (l), that 
withdc#O,dc~F,andw~(A~-{v,}).ThusAiisnotasetoflinearly 
independent vectors. Contradiction. Therefore xP, is adjacent to xq and xq,. 
Notice that p f p’, since 
and u,=au,~(A~- {u,,}). 
(ii): The proof of (ii) is similar to the proof of (i). 
(iii): Suppose up = uoq + bu,, with a, b z 0, a, b E F. Since { uq, v9,} g 
(u,), there exists p’ + p, p’ E Bi such that 
VP’ E supp(‘)( v,) 
or 
VP, E supp”‘( u,, ). 
Assume, w.l.o.g., that vP, E Supp(‘)(v,). Then vP, E Supp(‘)v,,. In fact, if 
v 
P 
, $z Supp’% 
9” 
then vq, E ( Ai - {u,~}); therefore 
vp = au9 + bv,, 
= ucv,, + uz + bvq> 
with UC # 0, UC E F; uz, bv,, E ( Ai - { vp, }). The above equality contradicts 
the linear independence of the set Ai. Thus, there exists p’ # p, p’ G Bi such 
that xp, is adjacent to x9 and xg,. n 
Coming back to the proof of the theorem, we will consider the three 
above mentioned cases depending on the degree of xi 1 in G(B). 
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(a) The degree ofxi, in G(B) is 3. For each k E {2,3,4} there exists a 
unique i, E B, such that 
{ ri,, rik} E r* 
Therefore, by the Claim [part (l)], 
thus by the minimality of A, 
un,e(Ai- {vi,})= ... =(Ad- {ui,})> 
which implies o. E Supp(‘)(v m , . . . , ui, E Sup~(~)( u,). Then x, is adjacent ) 
to xi,,..., xi, in”G(J). Then G(J) has the subgraph shown in Figure 3, 
contradicting the planarity of G(J). 
(b) The degree of xi, in G(B) is 4. If xi, has degree 4, there exists 
j E {2,3,4}, ii, i( E Bj (ii f is), such that xi, is adjacent to xii and xi;. On 
the other hand for k z j, k E {2,3,4}, xi, is adjacent to a unique xk with 
i, E B,. Suppose w.1.o.g. that j = 2. Then, by the claim, there exists ii E B,, 
i; z i,, such that xi; is adjacent to xi, and to xii. Thus (recall the Claim) the 
subgraph shown in Figure 4 is a subgraph of G(B). Since it is contractible to 
k,, we get a contradiction to the planarity of G(B). 
X. 
‘4 
X 
m 
FIG. 3. Subgraph of G(B) when degree of xi, is 3. 
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FIG. 4. Subgraph of G(B) when degree of xi, is 4. 
(c) The degree of xi, in G(B) is 5. We will consider two subcases: 
(i) There exists k E {2,3,4} and i,, ii, i;’ E B, i, + ii z i;’ + i, such that 
xi, is adjacent to xi,, xii and xii’. 
(ii) There exists k,r E {2,3,4} with k z r such that xi, is adjacent to 
x. IL) Ii> 1,) 1; r. x. x. with i f ii, i, f ii; i,, i[ E B,, i,, ii E B,. k 
(i): Suppose w.1.o.g. that k = 2. Then xi, is adjacent to a unique xi, with 
i, E B, and to a unique xi, with i, E B4. Then G(B) has the subgraph shown 
in Figure 5 (recall the Claim), contradicting the planarity of G(B). 
(ii): Suppose w.1.o.g. that k = 2 and r = 3. Then xi, is only adjacent to 
‘i,P xi;> xi,? ri$, and xi, with i, # i;, i, # ij, and is, il E B,, i,, ij E B,, 
FIG. 5. Subgraph of G(B) when degree of xi, is 5 [subcase (i)] 
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i, E B4. Therefore 
vi, = at+* + a’lq, 
2 
ui, = bvi, + b’v,;, 
a,a’,b,b’EF, with a#0 or a’#0 and b#O or b’#O. The different 
possibilities for a, a’, b, b’ are considered in the following three cases: 
(I) vi,=aviz=bvi3 withO#a,bEF. 
(II) vi, = aviz = bvi, + b’vi5 with 0 # a, b, b’ E F. 
(III) vi, = aviz + a’vi; = buiJ + b’vi5 with 0 # a, a’, b, b’ E F. 
(I) vi, = (IL+, = bvi3. S ince 
and z E (A, - {vi,}) such that 
xi, is adjacent to xi;, there exists 0 z c E F 
Vii = cvi, + z. 
Thus vii 4 (A, - { vi3, vi;}). In fact, if 
“ih E ( A3 - 1 ‘i3’ “ij 1)) 
we get 
Vih = cq, + 2 = w 
with OZCEF and z,w~(Ai-{vi,}) (notice that (Aa-{vi,,uij})~ 
(A,- {vi,})), which 1 ea d s us to the conclusion that A is a set of linearly 
dependent vectors. Contradiction. Now we have 
vi, E supp’s’( Vi&) 
or 
vij E supp’a’( vi;)) 
and then either 
(a) xii is adjacent to xi, or 
(p) xii is adjacent to xii 
(a) Xii is adjacent to xi,. Let ii E B,, ii # i, such that xi; is adjacent 
to xi, and xii (recall the Claim). Then the graph shown in Figure 6, which is 
contractible to k,, is a subgraph of G(B). Contradiction. 
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xi I 
2 
X. 
‘3 
FIG. 6. Subgraph of G(B) when degree of x,, is 5 [subcase (ii)(I)(a)]. 
(j3) xi& is adjacent to xi;. Let ii and ii’ be elements of B,, ii # ii, 
ii’ # i, (it could happen that 2i - ” ii’), such that xii is adjacent to xi,, xii and 
xiY is adjacent to xi ), xi,. Assuming ii # i;‘, we conclude that the graph 
shown in Figure 7 is a subgraph of G(B). S ince it is contractible to k, we get 
a contradiction to the planarity of G(B). If ii = ii’ we obtain the graph 
shown in Figure 8 as a subgraph of G(B), which is also contractible to k,, 
and we still get a contradiction to the planarity of G(B). 
(II) ui, = avip = bq, + b’u,;. In this case xi, is adjacent to xi, and xii. 
Let ii E B,, ii z ii, such that xi; is adjacent to xi, and to xi5 (recall the 
Claim). Then we obtain the graph shown in Figure 9 as a subgraph of G(B), 
contradicting the planarity of G(B). 
X 
i_i 
FIG. 7. Subgraph of G(B) when degree of xi, is 5 [subcase (ii)(I)(P), ii f i;‘] 
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X 
ii 
X 
FIG. 8. Subgraph of G(B) when degree of xi, is 5 [subcase (ii)(I)(p), ii = ii’]. 
(III) ui, = auiB + a$ = hoi3 + b’q;. If v. 
S~pp(~)( 0. I ) we have 
‘3 B: Sup~(~)(v~,) and oi,, P 
12 y 
and then also U~,E (A3 - { ui,}), w ic contradicts the hypothesis. There- h h 
fore either uiJ E S~pp(~)(u~ ) or vi, E Sup~(~)( uik), and similarly either uij E 
Sup~(~)(v~,) or uij E Sup~(~(u~~). Then xi, is adjacent either to xi, or to xii, 
and xii is adjacent either to xi, or to xih. Then, using the Claim, we conclude 
that one of the graphs in Figure 10 is a subgraph of G(B). Since all these 
X. X 
'3 
ij 
FIG. 9. Subgraph of C(B) when degree of xi, is 5 [subcase (ii)(I 
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FIG. 10. Possibilities for subgraphs of G(B) when degree of xi, is 5 [subcase 
(ii)(III)]. 
graphs are contractible to k,, we 
G(B). 
Thus v 1,. . . , vnl is 4-colorable. 
3. REMARKS AND EXAMPLES 
get a contradiction to the planarity of 
It has already been observed that the concept of planarity of a family of 
vectors which we introduced is not satisfactory. 
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In order to get a more workable concept we raise the following question: 
Is there a subset of the set of the colorings of pi,. . . , o, such that the 
planarity of the graphs associated with these colorings implies the planarity of 
the family? Define the following equivalence relation on the set of colorings: 
DEFINITION. I - J, where Z = (Zi, .. . , Zk) and J = (_Zi, . . . , Jk), if there is 
cr E S, such that for every T E Ii there exists an s E J,,(ij such that 
(fJr> = (%>2 i=l ,..*> k. 
Then it turns out that any system of distinct representatives gives an 
affirmative answer to the question we have asked. However, there are still a 
lot of colorings whose graphs we have to check. 
The search for a better answer is hampered by the lack of regularity, 
concerning the planarity, of the graphs associated with colorings. In fact the 
following situations can occur for some families of vectors and for some 
integer k: 
(1) There exist k-colorings whose associated graphs are not planar and 
k-colorings whose associated graphs are planar, even if k is the least integer 
for which there is a k-coloring (the chromatic number of the family). 
(2) All the k-colorings are planar, but there exist (k + 1)-colorings which 
are not planar. 
The following examples illustrate these situations, 
EXAMPLES. Let e,, es, ea, e, be linearly independent vectors of V. Con- 
sider the family (u~)~~ (i,,,,,s) such that vi = e,, va = e, + ea, va = es, v4 = e,, 
us = ea, 0s = es, or = e, + e4, 0s = e, + e2 + es. Then I = 
({1,2,3,4},{5,6,7,8}) and J= ({5,2,3,4},{1,6,7,8}) are Bcolorings of 
v1,...,vg> whose associated graphs are shown in Figure 11. This example 
illustrates situation (1) since G ( .Z) is planar and G (I ) is not planar. 
Let hi)iE (1,...,6) be such that ui = e,, ua = ea, us = uq = ug = us = e, + 
e2. It is easy to see that every Pcoloring has the planar graph shown in 
Figure 12 as associated graph. On the other hand, the Scoloring of 
(Ui)iE(i,...,s)> ~=({I,2},{3},{~},{5},{6}), has a nonplanar associated 
graph. This example illustrates situation (2). 
It will be natural, in order to overcome the problems of the definition of 
planarity, to associate a graph intrinsically (in the sense that it is independent 
of the concept of coloring) to each family of vectors. One way to achieve this 
could be given by the following definition. 
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x5 ‘6 x7 ‘8 
x1 ‘6 x7 ‘8 
FIG. 11. Subgraphs associated with the 2-colorings of L)~, . . , us ({ 1,2,3,4}, 
{5,6,7,8}), ({5,2,3,4}, {1,6,7,8}). 
FIG. 12. Subgraph associated with the 4-colorings of Us,. , u6. 
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DEFINITION. Let VI,. . . , v, be a family of nonzero vectors, and %’ be the 
set of its minimal dependent subfamilies. We say that G = ({ xi,. . . , x, }, r) 
is the graph associated with vi,. . . , v,,, if the following condition is satisfied: 
{ri,xj} EI ifandonlyif vi,vjEC forsome CEV. 
We denote this graph by G,,,,. 
It is easy to see that if J=(J,,...,Jk) is a k-coloring of vl,...,vm, then 
G(J) is a subgraph of G,,,,. 
G 
Moreover two vertices xi and xi are adjacent in 
(“, ) if and only if there is a coloring J of vi,. . . , v, such that xi and r j are 
adjacent in G(J). Then if G,,,, is a planar graph, the family vi,. . . , v,,, is a 
planar family of vectors in the sense of the definition of Section 2. The 
converse is not true. In fact the graph G,,,, associated with the family 
CVi>iE (1,...,6) referred to in Examples 1 and 2 of Section 2 is the union of k, 
and k,, and as we observed there, this family is a planar family of vectors. 
All these properties have the disadvantage of keeping little information 
about the family vi,.. ., v, in the graph G,,,,. In fact we are able to show 
that all the connected components of the graphs G,,,, are complete sub- 
graphs. This statement could be easily derived from the following Lemma. 
LEMMA. Let v~,..., v,,, be a family of nonzero vectors with associated 
graph G,,,,. Zf xi, x j belong to the same connected component, then xi and 
x j are adjacent. 
Proof. Assume that xi, x j belong to the same connected component of 
G fO,). Let ri =rV09 XT,,..., x,, = x be a path linking xi to x j. We are going 
to prove that xi is adjacent to xi i’f 2 = 2. Then we conclude the theorem by 
induction. Suppose that there exists x, such that { xi, x, }, { x j, xt } E r, with 
i f t # j. Then there exist C,, C, E V such that { vi, q } c C, and { vi, v, } c 
C, (recall the definition of G,,(,). Let 
and let 
0, = PoVj + Pl”j, + ’ * . + Psvjs 
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with (Ye f 0, p, f 0; p E {O,l,. . . , r}, 9 E {O,l,. . . , s}. Let 
ui, nil,. . . , oi, ui 
r 
,+,,'..Y oi,, be a basis of 
(Ui,z)i,,...,Di,)+(Dj,,".,Dj~) 
chosen from the family vi, vi,, . . . , vi,, ojl,. . . , vi.. 
Consider the following cases: 
(i) uj E (ui ,,..., Di,+ ,,..., oi ). Assume w.1.o.g. that r, 
UjP (Ui,,...,Ui,). 
Then 
with yr # 0. Thus 
0, = (YgUi + oLl( YlUj + ’ ’ * + Yn”j,) + aZui, + . . . + arui, 
= y&Ii + y;Uj + YiUj, + ’ . . + Y&in 
with yd = LYE, yr’ = a,~, # 0. Thus there exists C E V such that { Z)i, Uj} C C. 
(ii) Uj 4 (Vi ,,..., Ui,+ ,,..., ui,,). From the equalities ( *) we have 
(youi - PoUj = /3lUj, + . . ’ + fi,“j,- alui, - . . ’ - arui, 
Bearing in mind the assumptions of this case, we can conclude that 
where (ya - (~a), & # 0. Then, as in case (i), there exists C E %? such that 
{Ui,Uj} cc. n 
We have proved that every graph G,,#, is a graph whose connected 
components are complete graphs. Conversely, it is easy to see that if G is 
union of complete graphs, then there exists a family of vectors ( ui)i E I such 
that G = G,,,,. 
We can raise a similar question for graphs of colorings. We call these 
graphs vector graph. To describe the class of vector graphs seems to be a 
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hard problem. It can be easily seen, at any rate, that this class is neither the 
class of all graphs nor the empty class. In fact, C, is a vector graph and C, is 
not. 
We remark that the concept of the graph associated with a k-coloring of a 
family of vectors can be generalized to k-partitions in the following way: 
DEFINITION. Let Z = (I,, . . . , Zk) be a k-partition of the family ui, . . . , v,. 
The graph G=({x,,..., x, }, r) will be called the graph associated with the 
k-partition I if: 
(i) {x,,x~} PI if r,s~Z~ forsome Jo {l,...,k}; 
(ii) if r E Ii, s E I,,, i # i’, i, i’ E {l,..., k}, then {xr, xs} E r if and 
only if 0, E Supp(‘)(v,) or 0, E Supp(“)( 0,); 
(iii) if r E Ii for some i E (1,. .., k}, s E Uf=,Zj, then {r,, x,} E r if 
and only if v I E Supp(‘)( v ) s + 
Using this definition and a proof similar to the proof of the main theorem, 
it is possible to state that every family of vectors vi,. . . , v,, which has a 
Ppartition J such that 
(i) r4(J)=dq(01,..., u,), 
(ii) G(J) is planar 
is Ccolorable. 
The last observation we wish to make concerns an alternative proof of the 
main theorem using the four color theorem for graphs [l]. This proof depends 
on the following result about vector graphs. 
LEMMA 3.2. Let G = ({ xl,. .., x,,,}, r) be a vector graph associated with 
a coloring (_ll, . . . Jk) of the family of vectors vl,. . . , v, such that 
Zf x t,>. . , xt are independent vertices of G, then the corresponding vectors 
vt,, . . . , v,, a;e linearly independent. 
Proof. Let rt,, . . . , x,, be independent vertices of G. Let 
{ mjl,-.., mip,} = {tl,..*9ts}nIi> i = l,..., k. 
Denote by xii the vertex x,,,. Let {f;j}bethedualbasisof {vj]j~.Zj}. 
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Since xii is not linked to xlr, i=2,...,k, j=l,...,pi, ~=L...,P,, it 
follows that 
Then if 
and if t E {l,...,p,}, we have 
= f l,ml, j$luljum,j 
i. ) 
=a 11’ 
From the above equalities we conclude that 
As xii is not linked to x2,, i = 3,.. ., k, j = 1,. . ., pi, r = 1,. . . , ~2, we have 
that 
Using an argument similar to the one above, we conclude that 
U 21= ... =uzp2= 0. 
It is now clear how to conclude the reasoning using an induction 
argument. n 
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Alternative proof of the muin theorem. Let (Jr,. . . , _lk) be a k-coloring of 
or,..., v, satisfying the conditions of Lemma 3.2. Let G = ({ xr,. . . , xm}, r) 
be the graph associated with this coloring. Since G is planar, then it is 
4colorable [l]. Let (B,, Bs, B,, B4) be a partition of {l,...,m} such that 
v = {Xjlj E Bi}, i=l 4 ,‘.‘, , 
is a color class of G. Then using Lemma 3.2, (B,, B,, B,, B4) is a coloring of 
ur>.*., V “,, and then vr, . . . , v, is Ccolorable. W 
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