In this paper, we consider constant factor approximation algorithms for a variant of the discrete piercing set problem for unit disks. Here a set of points P is given; the objective is to choose minimum number of points in P to pierce the unit disks centered at all the points in P . We first propose a very simple algorithm that produces 12-approximation result in O(n log n) time. Next, we improve the approximation factor to 4 and then to 3. The worst case running time of these algorithms are O(n 8 log n) and O(n 15 log n) respectively. Apart from the space required for storing the input, the extra work-space requirement of all these algorithms are O(1). Finally, we propose a PTAS for the same problem. Given a positive integer k, it can produce a solution with performance ratio (1 +
Introduction
The piercing set of a set of objects S in R 2 is a set of points Q such that each object in S contains at least one point in Q. Here, the goal of the optimization problem is to compute a piercing set for S of minimum size. A clique C in the geometric intersection graph G of a set of objects S implies that each pair of objects corresponding to the nodes in C are intersecting. But, it does not imply that all of them have a common intersection region. In other words, a clique C in G does not imply that the objects corresponding to the members in C can be pierced by a single point. However, if S consists of a set of axis-parallel rectangles, then the minimum piercing set corresponds to the minimum clique cover of the intersection graph of the members in S.
The minimum clique cover problem for a set of axis-parallel unit squares in R 2 is known to be NP-hard [20] . Hochbaum and Maass [23] proposed a PTAS for the minimum clique cover problem for a set of axis-parallel unit squares with time complexity n O(1/ 2 ) . The time complexity was later improved to n O(1/ ) by Feder and Greene [19] , and then by Gonzalez [22] . Chan [10] proposed a PTAS for squares of arbitrary size with time complexity n O(1/ 2 ) . In fact, this algorithm works for any collection of fat objects. Chan and Mahmood [12] considered the problem for a set of axis-parallel rectangles of fixed height (but of arbitrary width), and proposed a PTAS with n O(1/ 2 ) time complexity.
The minimum clique cover problem for unit disk graph also has a long history. The problem is known to be NP-hard [8] , and a 3-approximation algorithm is easy to obtain [26] . Recently, Dumitrescu and Pach [18] proposed an O(n 2 ) time randomized algorithm for the minimum clique cover problem with approximation ratio 2.16. They also proposed a polynomial time approximation scheme (PTAS) for this problem that runs in O(n 1/ 2 ) time. It improves on a previous PTAS with O(n 1/ 4 ) running time [30] .
As a clique in a disk graph may not imply a common intersection region (see Figure 1) , the minimum piercing set problem and the minimum clique cover problem are different for unit disk graphs. The minimum piercing set problem for disks has many applications in wireless communication where the objective is to place the base stations to cover a set of radio terminals (sensors) distributed in a region. The minimum piercing set problem for unit disks is also NP-hard [5, 18] . Carmi et al. [5] proposed an approximation algorithm for this problem where the approximation factor is 38. In particular, if the points are distributed below a straight line L, and the base stations (of same range) are allowed to be installed on or above L then a 4-factor approximation algorithm can be obtained provided each point below L lie within a unit distance from at least one base station.
In the discrete version of the minimum piercing set problem for unit disks, two sets of points P and Q are given. The unit disks are centered at the points of P , and the piercing points need to be chosen from Q. The objective is to choose minimum number of points from Q to pierce the disks centered at all the points in P . The problem is known to be NP-hard [25] . The first constant factor approximation result on this problem is proposed by Calinescu et al. [4] . It uses linear programming relaxation method to produce an 108-factor approximation result. The approximation result is then improved to 72 in [28] , 38 in [5] , and 22 in [14] . Finally, Das et al. [16] proposed an 18-factor approximation algorithm that runs in O(n log n + m log m + mn) time, where |P | = n and |Q| = m.
Another variant of the discrete piercing set problem for unit disks assumes Q = P . In other words, the unit disks corresponding to the points in P need to be pierced by choosing minimum number points from P itself. This problem has a nice application. Consider a situation where a set of sensors are distributed in a region, and their positions are known. Each sensor can communicate with all the sensors in its communication range ρ, and can get the data acquired by them. The ρ parameter of all the sensors are assumed to be same. The objective of the base station is to select minimum number of these sensors to collect data from all the sensors.
In this paper, we study this variant of the discrete piercing set problem. This is equivalent to the minimum dominating set problem for the unit disk graph (or MDS problem in short). Here, an undirected graph is constructed with nodes corresponding to the points in P . Between a pair of nodes there is an edge if the distance between the two points is at most their radii. A node in the graph dominates itself and all its neighbors. The objective is to choose minimum number of nodes to dominate all the nodes in the graph.
The above problem is known to be NP-hard [13] . Ambühl et al. [3] first proposed an approximation algorithm for this problem. They considered the weighted version of the problem where each node is attached with a positive weight. The objective is to find the minimum weight dominating set of the nodes in the graph. The approximation factor of their proposed algorithm is 72. Huang et al. [24] improved the approximation factor for the same problem to 6 + . Dai and Yu [15] further improved the approximation factor to 5 + . Recently, Zou et al. [32] proposed a polynomial time 4 + factor approximation algorithm. The theme of the algorithms in [24, 15, 32] are same. First, they solve a sub-problem with approximation factor γ (γ = 6, 5, 4 in [24] , [15] and [32] respectively) and then using this result they solve the original problem with approximation factor γ + . The time complexity of their algorithms are of the form O(α(n) × β(n)), where O(α(n)) is the time complexity of the algorithm for the sub-problem and O(β(n)) = O(n 4( 84 ) 2 ) is the number of times the sub-problem needs to be invoked to solve the corresponding original problem. Putting = 1, we can get γ + 1 factor approximation algorithm, but the time complexity becomes very high degree polynomial function in n. Nieberg and Hurink [29] proposed an O(n c 2 ) time PTAS for computing the minimum dominating set for unit disk graphs, where c is an integer satisfying (2c + 1) 2 < (1 + ) c for 0 < ≤ 1. It accepts any undirected graph as input, and returns a (1 + ) factor approximation solution for the dominating set problem, or a certificate indicating that the input graph is not a unit disk graph. The fastest worst-case running time is obtained by setting = 1 for a 2-approximation result, which runs in O(n c 2 ) = O(n 9 2 ) = O(n 81 ) time. Clearly, this algorithm is not very efficient. Recently, Gibson and Pirwani [21] proposed a PTAS for minimum dominating set of (arbitrary size) disk graph which runs in n O( 1 2 ) time. Our present work is directed towards finding the constant factor approximation algorithms for the MDS problem that are tractable with respect to computation time. For the unweighted version of the MDS problem, the best known result is a 5-factor approximation algorithm proposed in [6] , and it works for disks of arbitrary radii. This result is then used for the h-piercing problem, where the objective is to choose minimum number of points in P to pierce each disk by at least h points. The proposed approximation factor is 5(2 h − 1).
In this paper, we propose three almost similar algorithms for the MDS problem (i.e., the discrete piercing problem with Q = P ). The first one produces a 12-approximation result in O(n log n) time. The second one produces a 4-approximation solution in O(n 8 log n) time, and the last one produces a 3-approximation solution in O(n 15 log n) time. We can use this result to improve the approximation factor for the h-piercing problem [6] of constant radius disks to 3(2 h − 1) from 5(2 h − 1).
We also show that each of these algorithms can be made in-place with O(1) extra-space keeping their time complexities invariant. This is of great advantage in the sense that the algorithms for different optimization problems in unit disk graph have wide applications in sensor network where the necessary softwares are embedded in tiny sensors, and the constraint in memory size is very much important due to their size.
Finally, we propose a PTAS for the discrete piercing set problem. Given a positive integer k, the proposed algorithm produces a solution with performance ratio ( 
Approximation algorithms
We are given a set of points P , where each point corresponds to a unit disk centered at that point. The objective of the optimum algorithm for the discrete piercing set problem is to choose minimum number of points of P such that each disk contains at least one chosen point. In this section, we propose constant factor approximation algorithms for this problem.
A simple 12-approximation algorithm
We partition the plane into a regular hexagonal lattice as shown in Figure 2 . Here, each cell is a regular hexagon whose largest diagonal is of unit length. So, all the unit disks centered in a particular cell χ can be pierced by choosing any point from that cell χ. Our algorithm will take a point p ∈ P from each non-empty cell and report them as a piercing set. Now, we will prove the following observation: (a) Proof: Consider the partitioning of the plane as shown in Figure 2 (a). Here, the cells are numbered as 1,2, ..., 27. The cell 14 is further divided into 6 sub-cells named as A, B, C, D, E and F . Let p be a point inside the cell 14. Without loss of generality, assume that p is in the sub-cell A. Now, observe that p can pierce unit disks centered in the fourteen cells numbered as 2,3,7,8,9,12,13,14,15,18,19,20,24 and 25 . We will show that p can not pierce unit disks centered in cells 2 and 24 simultaneously. For any two point u and v in cell 2 and 24 respectively, the distance
where dist(a, b) denotes the Euclidean distance of two points a and b in R 2 . This implies that at least one of dist(u, p) and dist(p, v) is greater than 1. Thus, the point p can not pierce unit disks centered at u and v simultaneously. Using similar argument it can be shown that p can not pierce unit disks centered at pair of cells (3, 24) , (2, 25) and (3, 25) simultaneously. Therefore, p can not pierce unit disks centered at more than twelve cells simultaneously. Hence we have the result. 2
Now, we will describe how to implement this algorithm in an in-place manner. We will virtually assume that the cells are rectangle as shown in Figure 2 (b). Each rectangle is of size
excepting the starting and ending rectangles of even rows, which are of size
. Each rectangle is attached with an identity (i, j), where i denotes the row number and j denotes the rectangle number in the i-th row. Each hexagonal cell is attached with an identity (i, j) if it contains the center (intersection of the diagonals) of the (i, j)-th rectangle. For a point p = (x, y), we will first decide in which rectangle it belongs as follows. We compute i = x/ √ 3 4 . If i is even, we compute j = y/ . Thus, the point p is in the j-th rectangle of the i-th row. Next, we check whether it is in any of the two triangular pockets of that rectangle. If not, then we assign the point in the cell (i, j). Otherwise, if it is in the left triangle in the (i, j)-th rectangle and i is even (resp. odd), we assign p in cell (i − 1, j − 1) (resp. (i − 1, j)). Similarly, if p is in the right triangle in the (i, j)-th rectangle and and i is even (resp. odd), we assign p in cell (i − 1, j) (resp. (i − 1, j + 1)). Thus, the cell identity of a point can be computed in O(1) time using only constant number of variables. Thus, we have the following theorem:
The approximation factor of the proposed algorithm is 12, and its running time is O(n log k), where k is the size of the optimum solution. Apart from the array containing the input points, the extra-space required for this algorithm is O(k).
Proof: Consider a piercing point in the optimum solution. By Observation 1, it can pierce unit disks centered in at most twelve cells. But, we have chosen at most 12 different points to pierce those unit disks. Thus, the approximation factor follows.
In order to justify the time complexity, we shall not construct the grid explicitly. We maintain a height balanced binary tree T for storing the non-empty grid cells. The processing of each point consists of computing its corresponding cell number (i, j), and checking whether (i, j) is in T . If it is present in T then nothing needs to be done; otherwise, we insert (i, j) in T along with the point p. After processing all the points in P , we need to visit T for reporting the piercing points. Since the size of T is at most 12k, the time and space complexity results follow.
2
The space complexity can further be improved to O(1) by sorting the points in P with respect to their cell identity number. Note that the cell number of the points are never stored; these are computed on demand. After sorting, the points in the same cell appear consecutively in the array P . Finally, another scan in the array P is required to report one point (in P ) from each non-empty cell. Thus, the total time required is O(n log n).
Improving the approximation factor
In this section, we follow a different scheme for designing approximation algorithms for the considered problem. The basic idea of these algorithms is as follows.
• Partition the entire plane into (polygonal) cells and color the cells using t colors, say c 1 , c 2 , . . . , c t , such that no unit disk intersects two or more cells of the same color.
• Find a polynomial time exact algorithm A which will take a cell χ as input and compute minimal subset of points in P to pierce all the unit disks centered at χ.
• Let OP T i be the set of piercing points obtained by the algorithm A for all the cells colored by c i . Due to the partitioning property, |OP T i | ≤ |OP T |, where OP T is the optimum solution for the problem. Thus i |OP T i | ≤ t|OP T |, and we have t-approximation algorithm.
A 4-approximation algorithm
For 4-approximation algorithm, we partition the plane into a grid whose each cell is of size
as shown in Figure 3 (a). Observe that we can color the cells using 4 colors such that no unit disk can intersect two or more cells of same color. First, we analyze the time complexity of computing the minimum number of points in P required to pierce all the unit disks centered in a cell χ of size
. We use P χ to denote the set of point inside the cell χ. In order to get the minimum cardinality subset of P for piercing the unit disks centered at the points in P χ , we need to identify the minimum number of points in P such that the unit disks centered at those points can cover all the points in P χ . We split χ into 9 sub-cells each of size
(see Figure 3 (b)) such that a unit disk at any point inside a sub-cell covers that sub-cell completely. Note that we need at most 9 disks to cover all the points in P χ . The reasons are (i) the disk centered at any point inside a sub-cell covers all the points inside that sub-cell, and (ii) each non-empty sub-cell of χ can contribute one such point.
Consider the unit width shaded region around the cell χ (see Figure 3(c) ). Let Q χ be all the points in P lying inside χ and this shaded region. The points in Q χ can pierce the unit disks centered in the cell χ. We choose every point of p ∈ Q χ , and check whether all the unit disks centered centered in P χ are pierced by p. If it fails for all the points in Q χ , then we choose each pair of points p, q ∈ Q χ and test whether each unit disks centered in P χ is pierced by at least one of the points p and q. If it fails again for all possible pairs of points, we choose each triple of points of Q χ and so on. For all possible 7-tuples, we choose each tuple of 7 points from Q χ and test whether each unit disk centered in P χ is pierced by any of those 7 points. For each tuple, the checking needs O(n) time. Thus, for checking all possible tuples of size at most 7, the total time needed is O(n 8 ) in the worst case. If this also fails, then we check for a solution of size 8 by following manner:
Consider all possible 7-tuples of points from Q χ . For each 7-tuple S ⊆ Q χ , do the following:
1. Find the points of P χ whose corresponding units disks are not pierced by any of the points in S. Let U ⊆ P χ be these set of points.
Compute the farthest point
3. Consider each point p in Q χ \ S and check whether p pierces all the unit disks centered at U as follows: find the farthest point f of p among the members in U by performing a point location in the FVD of U . If the dist(p, f ) < 1, then S ∪ {p} is a valid piercing set for all the unit disks centered in P χ .
Computation of FVD needs O(n log n) time and point location for each point needs O(log n) time. Thus, the overall time complexity for obtaining a solution of size 8 (if exists) is O(n 8 log n).
If there exists no solution of size 8, we can get a solution of size 9 by choosing one point from each of the 9 sub-cells of χ. Note that, all these sub-cells must be non-empty.
Thus, we have the following result:
The minimum piercing set of the unit disks centered at the points inside a cell χ of size
can be computed in O(n 8 log n) time.
Lemma 1 along with the facts that (i) a unit disk in the optimum solution of a cell χ does not cover any point of some other cell ψ unless ψ is one of the eight neighboring cells of χ, and (ii) the proposed 4-coloring of the cells (in Figure 3) indicating that no unit disk intersect two cells of the same color, lead to the following result.
Theorem 2 A 4-approximation algorithm for the minimum discrete piercing set problem for unit disk exists with time complexity O(n 8 log n).
Remark 1
We can reduce the time complexity of this problem by using the general version of the discrete 2-center problem, stated as follows: Given a set of n points Π and a set Ψ of m unit disks, cover all the members of Π with two disks from Ψ.
The time complexity of our algorithm is dominated by the problem of testing the existence of a solution of size 8. Here we considered all possible 6-tuples, for each 6-tuple T , we identified the disks in P χ that are not pierced by any of the members of that 6-tuple. Let the centers of these disks be Π, and Ψ = the unit disks centered at Q χ \ T .
Agarwal et al. proposed an O(n 4/3 log 5 n) time algorithm for a restricted version discrete 2-center problem [1] , where the set Π and the centers of disks in Ψ are same. We can reduce the time complexity of our algorithm to O(n 
Making the algorithm in-place
This algorithm can easily be made in-place as follows. As in the earlier section, we sort the points in P according to the cell number in which they belong. Next, we consider each non-empty cell χ in an ordered manner, and compute the optimum set of points to pierce all the unit disks centered at χ as follows.
Note that the cells are placed in order in the array P , and the points in each cell are also contiguously placed in P . Since the position of χ is known, we also know the starting and ending positions of the points in each of the 9 cells contributing to the point set Q χ . These starting and ending positions are stored in an array A of size 2×9. We use another array of size 7 to generate all possible combinations of size i (for all i = 1, 2, . . . , 7) with the integers {1, 2, . . . , k}, where k = 9 j=1 (A[2, j] − A[1, j] − 1) = total the number of points in these 9 cells. For each generated combination, we can identify the corresponding points S ⊆ Q χ by using the array A. Again, a linear scan among the members in P χ is needed to test whether the corresponding unit disks are pierced by the chosen points in S. Thus, the existence of an optimal solution of size 7 can be made in-place.
As we do not know any in-place way to compute farthest point Voronoi diagram, we substitute the steps mentioned earlier for getting a solution of size 8 as follows.
Consider all possible 7-tuples of points from Q χ . For each 7-tuple S ⊆ Q χ , do the following 1. Find the points of P χ whose corresponding units disks are not pierced by any of the points of S. Let U 1 , U 2 , . . . , U 9 be the these points in the 9 sub-cells.
Some of the U i 's may be empty. Move U i at the beginning of the corresponding sub-cell in an in-place manner.
2. Compute convex hulls C 1 , C 2 , . . . C 9 for point sets U 1 , U 2 , . . . , U 9 , respectively, in an in-place manner [9, 31] . The hull vertices are stored at the beginning of the corresponding sub-cells.
3. Consider each point p ∈ Q χ \ S and check whether p pierce all the unit disks centered in U as follows:
-Find farthest point f i of p in each non-empty U i by performing a binary search among the vertices in
Since in-place convex hull algorithm needs O(n log n) time [9, 31] , and computing the farthest point f i of a point p ∈ Q χ \ S in U i needs O(log n) time, this step takes O(n 8 log n) time and O(1) extra-space.
If all these efforts fail, then choosing one point from each of the 9 sub-cells of χ can also be performed by a linear scan in the portion of the array P χ . Thus, the overall time complexity remains O(n 8 log n) in the worst case.
Further improving the approximation factor to 3
As in the earlier sections, here too we need to partition the plane into cells. We split the plane into horizontal strips of height
. Each odd numbered strip is divided into equal sized cells of width
. The horizontal width of the last cell may be less than
, depending on the horizontal width of the region. Each even numbered strip is divided into cells such that the first cell is of width
and the other cells are of width
, excepting the last cell as mentioned for odd numbered strips. 
Figure 4: Coloring the cells for 3-factor approximation algorithm
In Figure 4 , we give a coloring of the cells using 3 colors. Observe that such a coloring has the property that no point can pierce unit disks centered in two or more cells of the same color.
The maximum number of points required to pierce all the unit disks centered in a cell χ of size
is 18 as we can split χ into 18 sub-cells each of size
. As described in previous subsection, we can show that to compute the minimum number of points from P to pierce all the unit disks centered in χ needs at most O(n 17 log n) time and it can be implemented in an in-place manner using O(1) extra-space. Thus, we have the following result: Theorem 3 A 3-approximation in-place algorithm for the minimum discrete piercing set problem for unit disk exists with time complexity O(n 17 log n).
Improving the time complexity
Here, we split the plane into horizontal strips of width 2 such that no point in P lies on the boundary of a strip. Next, we split each strip of width 2 into cells of size 4 × 2 (similar to Figure 4 ). Here too, we can color all the cells using 3 colors such that no point can pierce unit disks centered in two or more cells of same color.
Consider a cell χ of size 4 × 2 in the Euclidean plane. Let P χ be the set of points in P lying inside χ. We now give an upper bound on the minimum number of points in P required for piercing the unit disks centered at the points of P χ . Note that
• the set of points Q χ that pierce the unit disks centered at P χ lie inside a rectangle R of size 6 × 4 whose each of the four sides is 1 unit away from the corresponding boundary of χ, and
be the minimum cardinality subset of points in P χ (resp. Q χ ) required to pierce the unit disks centered at P χ , then |O | ≤ |O|.
Consider the graph G = (V, E), where vertices of V correspond to the points in P χ and E = {(v i , v j )|v i , v j ∈ V & disks of radius 1 2 centered at the points corresponding to v i and v j intersect}. Therefore, finding O, the minimum cardinality subset of points in P χ for piercing the unit disks centered at the points in P χ is equivalent to finding minimum dominating set γ(G) of the graph G. Minimum dominating set and maximum independent set 1 of a graph G are closely related as stated in the following lemma.
Lemma 2 [2]
For an arbitrary graph G, |γ(G)| ≤ |I(G)|, where γ(G) and I(G) are the minimum dominating set and maximum independent set respectively.
We use Γ and I to denote the set of disks corresponding to the vertices in γ(G) and I(G) respectively.
Let R be the rectangular region of size 5 × 3 whose each of the four sides is 1 2 unit away from the corresponding boundary of χ. If a set of disks H of radius 1 2 can be placed inside a rectangle R where no two of these disks are mutually overlapping, but may touch each other, then we state that the set of disks H can be packed inside the rectangle R . By an optimal packing, we mean a packing of maximum size. Let Ψ be the set of disks of radius 1 2 of maximum cardinality (not necessarily centered at the points in P χ ) that can be packed in the region R . We now have the following result.
Lemma 3 |I| ≤ |Ψ|.
Proof: Note that if a disk lies completely inside R then its center lies inside χ or on the boundary of χ. For contradiction, let |I| > |Ψ|. Since the disks in I are non-intersecting, all the members in I can be packed in R . Thus, we have a contradiction since |Ψ| is the maximum number of disks of radius 1 2 that can be packed in R .
2 Lemma 2 and 3 along with the above discussions imply that
In [7] , it is proved that the size of the optimal packing of a 10 × 10 square with unit disks is 25. They also provided a pictorial illustration of the corresponding packing (see Figure 5 ). It shows that the size of the optimal packing of a 10 × 6 rectangle is 15. The reason is that if we could pack the 10 × 6 rectangle with more than 15 unit radius disks, then we could improve the size of the optimal packing of the 10 × 10 square. This contradicts the claim stated in [7] . Thus, the number of non-overlapping disks of radius 1 2 that can be put in a rectangle of size 5 × 3 can be at most 15 (see Figure 5) . Therefore, we have the following result. 
Lemma 4 leads to the following result:
Theorem 4 A 3-approximation in-place algorithm for the minimum discrete piercing set problem for unit disk exists with time complexity O(n 15 log n).
Remark 2 Note that if we use cells of size 2 × 2 for the 4-approximation algorithm, then the same algorithm works as in Section 2.2.1, and the time complexity remains unchanged (see Theorem 2).
Polynomial time approximation scheme
Given a point set P in R 2 and a fixed integer k ≥ 1, we design polynomial time approximation scheme (PTAS) for our discrete piercing set problem by using two nested applications of shifting strategy, proposed by Hochbaum and Mass [23] .
We first split the plane into horizontal strips of width 2 and then split the plane into vertical strips of width 2. These will be referred to as elementary horizontal strips and elementary vertical strips, respectively. In the first level, we apply shifting strategy in horizontal direction by executing k iterations as follows. In the i-th iteration of this level, decompose the entire region into disjoint horizontal slabs such that the first slab is of width 2i and all other slabs are of width 2k. We then consider only those slabs H having at least one point, and compute the solution by applying the shifting strategy in the vertical direction by executing k iterations at the second level. Its j-th iteration splits the slab H into rectangular cells such that the first cell is of size 2j × h and all other cells are of size 2k × h, where h is the width of the slab H; h = 2i for the first slab and h = 2k for all other slabs. We use elementary horizontal strips to split the region into strips at the first level, and then the elementary vertical strips to get the cells at the second level. We use the notation (i, j)-th iteration to denote the i-th iteration at the first level and j-th iteration at the second level.
We now explain the method of computing the optimum solution in each cell of size 2k × 2k. For a smaller cell also the same method works by conceptually extending it to a size 2k × 2k. We partition a cell of size 2k × 2k into ( 2 √ 2k ) 2 sub-cells each of size
. Since any point inside a sub-cell ρ of size
can pierce all unit disk centered in that sub-cell, we can say that maximum number of disk required to pierce all the unit disks centered inside the cell of size 2k × 2k is ( 2 √ 2k ) 2 . Therefore, we have to check at most O(n
) combinations of the points for getting the optimum solution for piercing all unit disks centered in a cell χ of size 2k × 2k, where n χ is the number of points in P whose corresponding disk has a portion in the cell χ (see Figure  3(c) ). Since the points in P centered in a cell is disjoint from that of the other cells, and a point in P can participate in computing the optimum solution of at most 9 cells, we have the following result:
Lemma 5 The total time required for the (i, j)-th iteration of the algorithm is O(n ( 2 √ 2k ) 2 ).
In the (i, j)-th iteration, the feasible solution is the union of the optimum solutions of all the cells constructed in that iteration. Finally, the algorithm returns the minimum among the k 2 feasible solutions corresponding to k 2 iterations.
Theorem 5 Given a set P of n points in R 2 and an integer k ≥ 1, the proposed algorithm delivers a discrete piercing set of the disks centered at all the points of P in O(k 2 n ( 2 √ 2k ) 2 ) time, whose size is at most (1 + Proof: We use the same technique of [23] to analyze the approximation factor of our algorithm. Let OP T be the optimum solution, OP T ij ⊆ OP T that intersect the boundary lines of all the cells considered in the (i, j)-th iteration. If S ij is a feasible solution obtained by our algorithm in the (i, j)-th iteration, then S ij ≤ OP T + OP T ij . Summing over all (i, j), we have
Since no disk of unit radius is intersected by two elementary horizontal strips (resp. by two elementary vertical strips), and each horizontal (resp. vertical) boundary appears at most k times throughout the algorithm, we have
Thus,
Denoting by S av and S min the average and minimum values of S ij considering all the iterations, we have S min ≤ S av ≤ (1 + 1 k ) 2 OP T . The time complexity result follows from Lemma 5, and the fact that we need to execute k 2 number of iterations.
The proposed algorithm can be implemented in an in-place manner using an array of size ( 2 √ 2k ) 2 for generating the different combinations of indices of the points inside a cell. It also needs three scalar locations I, J, S, where S stores the minimum solution obtained so far, and (I, J) stores the iteration number when the minimum solution is obtained.
Improving the time complexity
We can improve the time complexity using a divide and conquer strategy as stated below using the following result.
Lemma 6 Let χ be a cell of size k × k, and L be a vertical line that properly intersects χ. The number of points required to pierce all the unit disks which intersect L and whose center is to the left (resp. right) of L is at most 5k.
Proof: Consider a vertical strip of width 2 inside R whose right (resp. left) boundary is the line L. Split it into squares of size . All unit disks centered in such a square can be pierced by any point of P inside that square. The result follows from the fact that the total number of squares in each of these two strips is 3
Let Q be the set of points of P inside a cell χ of size k × k. Consider a vertical line V and a horizontal line H that split R into four sub-cells each of size
Let Q V H be the points in Q whose corresponding unit disks intersect the V and/or H, and Q a , Q b , Q ra , Q rb be the set of points of Q in the four quadrants whose corresponding unit disks do not intersect V and H.
Note that (i) the size of optimum discrete piercing set for Q V H is at most 20k (see Lemma 6) , and any subset of Q V H may appear in the optimum solution for R, (ii) Q i ∩Q j = ∅, i, j ∈ { a, b, ra, rb}, and (iii) any unit disk centered in the optimum solution of any one of the four quadrants do not intersect V and H. Thus, we can adopt the following divide and conquer strategy to compute the optimum solution inside χ.
Consider all possible subsets Q ⊆ Q V H of size at most 20k. For each of these choices, we do the following in each quadrant i ∈ { a, b, ra, rb}: delete all the points in Q i whose corresponding unit disks are already pierced by any of the points of Q ; letQ i ⊆ Q i be the remaining set of points. Now compute the optimum solution Q i ⊆ Q i for piercing the unit disks centered inQ i recursively using the same procedure. Next, check whether Q ∪ Q a ∪ Q b ∪ Q ra ∪ Q rb pierce all the unit disks centered at Q. Thus, the number of combinations of points to be chosen for testing for an optimum solution follows the recursion relation T (n, k) = 4 * T (n, k 2 ) × n 20k = n O(k) . This leads to the following result:
Theorem 6 Given a set P of n points in R 2 and an integer k ≥ 1, the proposed algorithm delivers a discrete piercing set of the disks centered at all the points of P in n O(k) time, whose size is at most (1 + It needs to be mentioned that we could not suggest a scheme of implementing this recursive algorithm in an in-place manner using extra-space whose size is a sub-linear function of the input size n.
Conclusion
We propose constant factor approximation algorithms for a variant of the discrete piercing set problem for unit disks, where the points chosen for piercing the disks are from the set of center points of the disks given for piercing. The simplest algorithm produces 12-approximation result in O(n log n) time. We then improve the approximation factor to 4. Finally, we propose a 3-approximation algorithm, which is an improvement of the current best known result by a factor of 5 3 [6] . The method of designing approximation algorithms used in this paper may be useful for some other problems. All these algorithms can be made in-place with O(1) extra-space without any degradation in their asymptotic running time.
Our algorithm can also be used to solve the h-piercing problem for unit disks as defined in [6] . Following the same method as in [6] , it can be shown that the result obtained by our method is no worse than 3(2 h − 1)-factor of the optimum solution for the h-piercing problem. Thus, our result for the h-piercing problem is an improvement by a factor 5 3 over the existing best known result [6] . The algorithms proposed in [11, 27, 21] can be tailored to get a PTAS for our MDS problem in n O( 
