Abstract
Introduction
With the improvement of Internet, multimedia services have become very popular. Live stream is an important kind of multimedia services. For Live stream applications, IP multicast [1] is the perfect solution. However, it has not been widely deployed for some practical reasons. Application Layer Multicast, which is also called Overlay Multicast [2] , is a good substitution of IP multicast. How to build an efficient and scalable overlay multicast construction has becomes a hot research topic.
There are many problems to be solved in a practical overlay multicast system, such as large source-to-end delay, waste of network bandwidth, churn of the overlay. These problems decrease the usability of the live steam applications based on overlay multicast. In order to solve these problems, there have been many studies on how to optimize the overlay multicast. The impact of Heterogeneous Bandwidth [3] is researched for improving the overlay multicast schemes. Locality aware strategies [4] are also used in many optimization schemes, such as AnySee [5] . In the overlay multicast scheme, the tree structure is often build for delivering data. Live stream applications have high play continuity demands, but the peers in the multicast tree can easily crash or leave the system and impact their descendent peers. It's the most important challenge for Tree-based multicast schemes.
There have been some studies on the impact of heterogeneous bandwidth constraints on Multicast Protocols. Many practical multicast protocol and system have considered it when the overlay multicast is established. Actually, outgoing bandwidth capabilities of peers in the overlay can't be known precisely when the peers first join the overlay. Therefore, a peer can't have an appropriate position when it just joins the overlay.
In this paper, we design DOMT (Dynamically Optimize Multicast Tree), a tree-based overlay multicast protocol with high reliability in the dynamic environment. In DOMT protocol, we propose a dynamic optimization scheme to reduce source-to-end delay and the waste of physical network bandwidth.
We design the dynamic optimization algorithm mainly for two objectives. First, reduce the average hops in the overlay network. Second, let more peers have better parent in the tree that is near the child peer in the physical network. It can reduce the average source-to-end delay and the source-to-end delay. It can also save the physical network bandwidth resource because more data packets are transferred between near peers in physical network.
There is another good result of optimization. The system will be less influenced when a part of physical network crash or can't connect with other parts because more peers rely on near peers in the physical network. Dynamic optimization has bad impact to the stability of the multicast service. For solving this problem, we design some mechanisms to alter multicast tree without impact many peers.
The experimental results show that the impact made by dynamic optimization is much smaller than the peers leaving and joining.
The rest of this paper is organized as follows.
Section 2 discusses the works related to ours. Section 3 describes the design of DOMT protocol. Section 4 presents the experimental results. At last, we conclude our work and outline our future work.
Related Works
There have been significant studies on overlay multicast these years. Many overlay multicast protocols and systems employ the tree structure because it's simple and efficient. There are two kinds of tree structure, single tree and multiple tree. There are many single tree based protocols such as SpreadIt [6] , NICE [7] and ZigZag [8] . And Splitstream [9] is a multiple tree protocol. Constructing and maintaining an efficient multicast tree among the overlay peers is the key issue for tree-based protocols.
The internal peers in multicast tree often leave or crash in the highly dynamic environment. The peers leaving have impact to their descendant peers.
Therefore, many algorithms are devised to repair multicast tree [10] . But the tree-based overlay multicast systems is still suffering from this. Because of this problem, some protocols eliminate trees from overlay multicast, such as Chainsaw [11] . However, recent studies, such as AnySee, prove that tree structure is effective and efficient in practice.
Gossip algorithms are good for message dissemination in p2p systems [12] . The random choice of gossip targets achieves resilience to random failures. Therefore, Gossip algorithms fit dynamic environment such as Internet. However, gossip algorithms can't be used as media data delivery protocol in live streaming applications, because of the significant redundancy. The DONet [13] protocol has employed a gossip protocol for membership management. In DOMT protocol, we also employ a gossip protocol for membership management. But we do not eliminate tree-structure.
Furthermore, we use the gossip protocol to maintain and optimize the multicast tree.
Design and Optimization of DOMT
The running of DOMT can be simply described as follows. First, a reliable gossip-based overlay is constructed. Second, multicast tree is established based on the overlay. Third, when the multicast system is running normally, the optimization alters the multicast tree. At the same time, the Buffer manager guarantees the play continuity during optimization process. The locality awareness policy is used both when the multicast tree is build and optimized.
Gossip-based Overlay Network
In DOMT, when a peer want to join the overlay multicast system, it joins a Gossip-based overlay network first. The overlay is maintained by a gossip-based membership protocol SCAMP [14] . In SCAMP, every peer establishes partner relation with some other peers randomly. Each peer periodically send heartbeat message to its partners.
In DOMT, the partners could be the parent of the peer or help it upgrade or degrade in the multicast tree.
Gossip-based protocols have attractive scalability and reliability properties. We use the Gossip-based protocol to maintain an overlay network, and build multicast tree on it. This scheme is mainly for enhance the stability of the overlay multicast. When a peer crash or leave, its child peers can get new parent from partner list quickly, without long time pause.
Building Multicast Tree
After the peer joins the Gossip-based overlay network, it joins the multicast tree as soon as possible. When a peer first joins the multicast tree, fast startup deserves prior attention. When the peer gets the first partner, it asks the partner to join the multicast tree as its child. If failed, it will continue trying another partner until success. When several partners can be select as parent, the high level ones in the tree have priority. When a peer leaves the multicast tree and its child peers lose parent temporarily, the child peers will soon choose a new parent from its partners. The high level ones have priority. If no partner can be a parent, it will ask the partners recommend a parent from their partner lists.
In DOMT, a joining peer may not be laid in an appropriate position in the multicast tree, because the bandwidth capability of the peer is not clear.
And fast startup is the most important thing for a new comer, not optimization of the multicast tree.
During the multicast system is running, the bandwidth capabilities of the peers are clear. And then DOMT can optimize the multicast tree based on the peers' Capability.
Multicast Tree Optimization
Before describing the optimization algorithm, we give several definitions clearly. First, We define a peer's number of child peer as its contribution to the system. Second, we define a peer's level as follows. The root of the multicast tree is level 0, the highest level. Its child peers are level 1. The child peers of a level n peer are level n+1. Third, We define a peer is full when its bandwidth is not enough to afford a new child. Then we define two optimization operations, Degrade and Upgrade. The optimization algorithm is mainly construct of the two operations.
Degrade Operation. If a peer doesn't have
contribution to the system and its level is high (for example: level < 6), it may be degrade. From Figure   1 we can see that the peer H, which have no contribution and at a high level, is degraded. The degraded peer finds a lower level peer as its new parent and leave the original parent.
Upgrade Operation.
If a peer has much contribution to the system, it may be upgrade. From Figure 2 we can see that the peer C is upgraded. The upgraded peer finds a high level peer as its parent and leave the original parent. 
Buffer Management
The upgraded peers get new parents that have less source-to-end delay than the old parents. For ensuring play continuity, every peer has a buffer that stores the media data. The video stream is divided into segments of one-second length. When a peer gets media data segments, it keeps the segments in the buffer. After a segment is played, the buffer still reserves the segment for 30 seconds. When a 'slow' child is upgraded to a 'fast' parent, it can also get the segment from the buffer. Therefore, the upgraded peers can play the video smoothly during the upgrade operation.
Locality Awareness
The locality of the peers in the physical network has impact to the efficiency of the multicast. We use 
Experimental Results

Simulation Methodology
We generate a network topology by GT-ITM [15] and simulate DOMT protocol running on it. We assume the peers' bandwidth distribution as [16] measured. And we assume that the live stream service is CBR (constant Bit Rate) and the bit rate is 350Kbps. There are about 5000 peers running in the system simultaneously at most. SCAMP protocol is used to maintain the overlay network, and most of the peers have more than 10 partners. The parameter T equals to 10 seconds.
Stable Simulation
Firstly, we evaluate the optimization algorithm in an ideal environment that there are 5000 peers running in the system, and no peer leave or join the system during the simulation period. Figure 4 plots the decrease of average source-to-end hop on the overlay network caused by the optimization. Figure 5 plots the decrease of average source-to-end delay. The source-to-end delay is not always equal to the delay of playing. For example, an upgraded peer's source-to-end delay is shortened, but its delay of playing is not changed. From Figure 4 and Figure 5 , we can see the effectiveness of the optimization scheme clearly. The decrease of source-to-end hop and delay means that the system spends less network bandwidth and the peers get data from source faster. 
Dynamic Simulation
Different from the previous simulation, all of the rest simulation is based on a dynamic environment.
We design the simulation process as follows. The overlay network and multicast tree are build as we described before, but the optimize do not start until the system is stable. We assume that the number of peers remains at about 5000 when we start to optimize the system. The average lifetime of the peers is 40 minutes, with exponential distribution. We can see that the optimized system is also influenced by this factor. The optimization efficiency in the first 2 minutes is much better than in the second 2 minutes. 
Bad Impact of Optimization
Dynamic optimization is a kind of churn of the multicast tree, and has bad impact to some of the peers. The experimental result showed in Figure 8 is to prove the cost of dynamic optimization is acceptable. We define that if a peer leaves the multicast system, all of its descendent peers that get media data from it, no matter directly or indirectly, are temporarily impacted. When a peer is degraded during the optimization, its source-to-end delay increases. Therefore, the playing may be paused, waiting for media data. We define that the degraded nodes are temporarily impacted. When a peer is ensure the play continuity. As we described before, every peer has a buffer to keep played media data for 30 seconds. In the experiment, we find that the max decrease of source-to-end delay in the optimization period is less than 15 seconds. Therefore, the upgraded peer can ask the new parent to send the needed data that is stored in the buffer.
So the upgraded peers are not temporarily impacted.
In Figure 
Optimization Frequency
Optimization frequency has impact to the system. If the optimization is executed too frequently, there will be too many peers impacted by the optimization and the multicast service will be unstable. If the optimization frequency is low, the efficiency will be worse. It's because the peers leaving churn the multicast tree and interrupt the optimization strategy. Figure 10 
Conclusions and Future Work
In this paper, we propose an overlay multicast protocol, DOMT. We used a gossip-based protocol to maintain the overlay network, improving the reliability and scalability. And we design a dynamic optimization algorithm to improve the performance of DOMT. The Heterogeneous Bandwidth of the peers and Locality aware strategy are considered in DOMT, and help to optimize the multicast tree. The experimental results show dynamic optimization have much benefit to the multicast system, and will not do harm to the stability of system if we have good control mechanism.
This work proves that dynamic optimization is helpful to optimize overlay multicast. However, there are a lot of progresses we can do to this simple algorithm. Although we have some mechanisms to avoid bad impact to the system made by dynamic alter the multicast tree, there might be some unknown problem during dynamic optimization in practice. We will have more experiments to discover the problem, and solve them.
