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知识表达系统可表示为S = < U , C, D , V , f > , U是对象的集合, A = C∪D是属性集合,
C 和D 分别为条件属性集和决策属性集, V = ∪
a∈A
a是属性值的集合, V a表示属性a∈ A 的属性
值范围, f : U ×A →V 是一个信息函数,它指定 U中每一个对象 x 的属性值. 定义 IN D ( C) 和
IN D ( D ) 是U上关于属性 C和D 的两个不可辨认关系,并满足: x , y ∈U且 x , y 关于C等价,








属性值,从而得到属性核值表,最后经过整理就得到所需的规则.具体方法见文献[ 3, 4] .
1. 3　单一属性约简
在具体问题中, 通常希望属性的等价类不要过多,这样易于问题的处理, 所以我们可以先










设A 为条件属性集合, D为决策属性集合, f ( x ij ) 为条件属性ai的等价类X j所对应的决策
值. U/ ai , {X ij } , i为条件属性个数, j 为条件属性的等价类数.
第 1步: 确定要合并的等价类X ij , 遵循以下原则:
1) 对 ai ∈ A , f ( X ij ) 为单一值,可考虑把 X ij 并入其他等价类X ij 中.
2) 若
car d X ij1ûf ( X ij 1) = V dd∈D
card( X ij 1)
=
car d X ij2ûf ( X ij 2) = V dd∈D
card ( X ij 2)
,等式两边V d取值相同,可把
X ij1 与 X ij 2 归为一类.
第 2步:检查等价类合并后的新表, 合并相同的记录,并且把新表分解为相容与不相容两
个表.
第 3步: 求出相容表的规则集 S1, 具体方法见文献[ 6] , 把不相容表中的变动的等价类重
新还原为原来的类,求出规则集 S2.
第 4步: 对 S1和 S2进行综合,步骤如下:
1) 在 S1中,找出这样的规则,其条件属性值在不相容表中无相应匹配值.
2) 在 S2 中,找出可由变更条件属性唯一确定的规则.
3) 在S1和 S2剩余规则中,根据规则确定性原则. 按文献[ 1]中的方法,先还原标记为?的
属性,找出属性值与决策值存在一一映射的规则,然后同理处理标记为×的属性.
第 5步: 综合第 4步中得到的规则,得所需的结果.
2　举　例
现以一气象状况实例作为对象集, 如表 1所示.其中: a1, a2, a3, a4为条件属性, 数字分别
代表:
Outlook( a1) : 1—sunny; 2—overcast ; 3—rain
Temperature( a2) : 1—hot ; 2—mild; 3—cool
Humidity ( a3) : 1—high; 2—normal
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表 1　气象状况表
Tab. 1　The status of w eather
U 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Outlook( a1) 1 1 2 3 3 3 2 1 1 3 1 2 2 3
T em perature( a2) 1 1 1 2 3 3 3 2 3 2 2 2 1 2
Humidity ( a3) 1 1 1 1 2 2 2 1 2 2 2 1 2 1
Windy ( a4) 1 2 1 1 1 2 2 1 1 1 2 2 1 2
Class( d) N N P P P N P N P P P P P N
表 2　相容决策表
Tab. 2　T he consistent decision table
U a1 a2 a3 a4 d
1 1 1 1 1 N
2 1 1 1 2 N
3 3 1 1 1 P
4 3 2 1 1 P
5, 10 3 2 2 1 P
8 1 2 1 1 N
9 1 2 2 1 P
11 1 2 2 2 P
13 3 1 2 1 P
Windy ( a4) : 1—false; 2—true
d为条件属性
用可辨识矩阵方法得到的规则如下:
1) If ( a1, sunny ) and ( a3, high) then class= N
2) If ( a1, overcast ) then class= P
3) If ( a1, rain) and( a4, false) then class= P
4) If ( a1, rian) and( a4, t rue) then class= N
5) If ( a1, sunny ) and ( a3, normal) then class= P
现在我们用本文的方法来求解.
第 1步: 把 a1属性中的 2归入到 3中,把 a2属性中的
3归入到 2中,并且把变化得到的新表分解为相容和不相
容 2个决策表,如表 2, 3所示;
第 2步: 由相容决策表得到的属性约简及核值表如表 4所示.
表 4　核值表
T ab. 4　T he core value table
a1 a3 D
1 1 N 1 1
3 1 P 3 *
3 2 P * *
1 2 p * 2
表 3　不相容决策表
Tab. 3　The inconsistent decision table
U a1 a2 a3 a4 d
6 3 2 2 2 N
7 3 2 2 2 P
12 3 2 1 2 P
14 3 2 1 2 n
表 5　不相容决策表的还原表
Tab. 5　The restor able t able fr om the inconsistent table
U a1 a2 a3 a4 d
6 3 3 2 2 N
7 2 3 2 2 P
12 2 2 1 2 P
14 3 2 1 2 N
可得到的确定性规则有 1条,即:







表 6　表 5 的核值表
T ab. 6　The core value table of the Tab. 5
a1 a4 d
3 2 N 3 *
2 2 P 2 *
　　由表得到的确定性规则有:
2) If ( a1, Overcast ) then class= P
第 3 步: 在表 4和表 6剩余规则中根据确定
性原则找出其它规则:
3) If ( a1, rain) and ( a4, false) then class= P
4) If ( a1, rian) and ( a4, true) then class= N








[ 1]　吴福保, 李奇, 宋文忠.基于粗集理论知识表达系统的一种归纳学习方法[ J] .控制与决策, 1999. 03: 206
- 211.
[ 2]　Skow ron A , suraj Z . Discover y of concurr ent data models from experim ental data tables: A Rough set
approach[ R ] . Institute of Computer Science, Warsaw University of T echnolog y , Research Report: 1995.
[ 3]　常犁云, 王国胤, 吴渝. 一种基于 RoughSet 理论的属性约简及规则提取方法 [ J] . 软件学报, 1999, 10
( 11) : 1 206- 1 211.
[ 4]　曾黄麟编著.粗集理论及其应用: 关于数据推理的新方法[ M ] . 重庆:重庆大学出版社, 1996.
[ 5]　刘发升, 杨炳儒. 一种基于粗糙集的多层次逐步求精的发掘算法[ J] . 计算机工程与应用, 1999. 5: 11-
12.
[ 6] 　Paw lak Z. RoughSet , T heo retical A spects of Reasoning About Data [ M ] . Warsaw : Klumer Academic
Publisher , 1992.
[ 7]　Pawlak Z . Rough set[ J] . Intern. J. o f Com p. and Inform . Sci. , 1982, 11( 5) : 341- 356.
An Reduction Approach for Single Att ribute
Class Based on Rough Sets T heory
KANG Sheng-wu, ZENG Yi-feng, WANG Hua-huo, WANG Ying-ming
( Dept. of Automat ion, Xiamen Univ. , Xiamen 361005, China)
Abstract : During the applicat ion of the Rough sets, the object sets usually have a character of
large quantity , at tributes and single att ribute class. These problems appear w hen the regulation
is proposed based on the past know ledge. With the view of single att ribute class, this paper
proposes a new method which is combining class firstly , then discomposing , last synthesizing.
This w ay can simplify the solut ion and mine the regulation in the informat ion quickly and
suf ficient ly.
Key words: rough sets theory ; att ribute reduction; value reduction
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