Abstract-We consider the problem of decentralized binary detection in a sensor network where the sensors have access to side information that affects the statistics of their measurements, or reflects the quality of the available channel to a fusion center. Sensors can decide whether or not to make a measurement and transmit a message to the fusion center ("censoring"), and also have a choice of the mapping from measurements to messages. We consider the case of a large number of sensors, and an asymptotic criterion involving error exponents. We study both a Neyman-Pearson and a Bayesian formulation, characterize the optimal error exponent, and derive asymptotically optimal strategies for the case where sensor decisions are only allowed to depend on locally available information. Furthermore, we show that for the Neyman-Pearson case, global sharing of side information ("sensor cooperation") does not improve asymptotic performance, when the Type I error is constrained to be small.
I. INTRODUCTION
A sensor network is often constrained by energy limitations, because the sensors are typically low-cost battery-powered devices, and by communication limitations, because of transmission costs or limited available radio resources. When deploying a large-scale sensor network for the purposes of detection, e.g., for environmental monitoring or for detecting anomalies in industrial applications, we are often faced with a tradeoff between energy efficiency and detection reliability. To address this issue, "censoring networks" have been introduced in [1] and later in [2] . These references consider a binary detection problem, assume that the sensors obtain independent measurements , and raise the question of deciding which sensors should transmit their measurements to a fusion center, subject to a constraint on the average number of transmitting sensors. In particular, they assume that the sensors are operating independently from each other, i.e., the censoring decisions do not involve any sensor cooperation or exchange of information. Their main results state that each sensor should base its decision on the likelihood ratio associated with its measurement, and should transmit only if the likelihood ratio falls outside a "censoring interval." Subsequently, [3] and [4] consider the asymptotic performance of "constrained networks," including the case of an overall power constraint and the case of capacity-constrained communications. The question of deciding which sensors should transmit is replaced by the question of choosing the mode of sensor transmissions. There are differences between the problems considered in [1] and the problems studied in [3] and [4] , but there are also significant similarities, suggesting that a unified treatment may be possible. Such a unified treatment, at a higher level of generality, is one of the objectives of this paper. However, we will be concerned with sensor networks with an asymptotically large number of nodes, unlike in [1] , [2] , where the problem of censoring is treated for the case of a fixed number of nodes. In particular, we provide a formulation that involves:
1) a general class of "network constraints," 2) a general class of possible "transmission modes" that the sensors can choose from, and 3) the possibility of having access to some side information , which can be used to choose between transmission modes. We use the term "side information" in a very general way to refer to some observable that affects the operation of each sensor. In general, could provide information on the quality of the channel from sensor to the fusion center, or on the quality of the measurement available at sensor . The choice of what side information is available depends on the specific problem and its constraints. We illustrate our framework by presenting two motivating examples, which will be revisited in Section VIII.
Example 1 (Fading Channels):
Consider a large number of sensors deployed for the purposes of detection, that is, testing between two hypotheses and . Each sensor obtains an independent measurement (with a different distribution under each hypothesis), which it can encode and transmit to a fusion center through a noisy channel. The message received at the fusion center is of the form where is a stochastic fading coefficient, and is zero-mean Gaussian noise with known variance , independent of everything else. In order to conserve power, or to avoid divulging the presence of the sensors, we introduce a constraint that under "normal conditions" (that is, under the null hypothesis ), the expected number of transmitting sensors is bounded by , where is a given constant. Then, the sensor network 0018-9448/$25.00 © 2007 IEEE is faced with the problem of choosing which sensors should transmit their measurements to the fusion center. Suppose that the network has knowledge of the channel state information and , . Obviously, we would like to choose only those sensors that have a favorable channel to the fusion center, so the choice should be based on . (In some cases, is a known constant, then the choice is made based only on .) Furthermore, we would like to examine and compare a cooperative scheme (the decision to transmit or not by each sensor depends on the channel parameters of all sensors) and a distributed scheme (the decision of each sensor depends only on the local channel parameters). Finally, we may want to optimize the choice of the "transmission function" from within a class of possible such functions.
Example 2 (Spatial Signal):
Consider the problem of detecting a spatial signal on the domain (or more generally on a bounded subset of ). The sensors are placed randomly and uniformly in the set , with the fusion center at the origin. Let be the location of sensor . This serves as the side information that is available. There are two possible spatial signals and , and we wish to detect which of the two is present. Each sensor makes a noisy measurement of the local signal. We assume that the power required for a sensor to transmit its measurement depends on the distance from the sensor to the fusion center. Given a constraint on the total power used by the sensors, which ones should be chosen to transmit? It is not necessarily the case that the sensors closest to the fusion center should be the ones transmitting; for instance, if the spatial signals and are equal when is in the vicinity of the fusion center, the sensors close to the fusion center do not have any information worth transmitting. In Section VIII-B, we will give an example where the transmitting sensors should be the ones furthest away from the fusion center.
In this paper, we provide a framework that is general enough to address the questions posed in the above examples. In particular, we generalize the idea of a censoring network presented in [1] , and introduce network constraints in the spirit of [3] and [4] . To be specific, we consider a Neyman-Pearson decentralized binary detection problem where the sensors utilize side information when deciding to transmit their measurements to the fusion center. We introduce a cost function that depends only on the side information and the transmission policy used, and require that the expected average cost per sensor be below a given threshold. Finding an optimal solution to such a problem is rather intractable. For this reason, we focus on an asymptotic analysis, involving a large number of sensors and the minimization of the error exponent, in the spirit of [5] , which introduced and studied such a formulation in the context of unconstrained sensor networks.
In our formulation, we allow the sensors to cooperate, in the sense that the sensors' censoring decisions can be made by the fusion center, on the basis of the entire vector of side-information values at each sensor. This can arise, for example, when the local pieces of side information are some low-resolution data that can be transmitted to the fusion center inexpensively, or when the fusion center is able to monitor the state of the channels from the sensors to itself. Nevertheless, we will establish that when the Type I error probability is asymptotically small, optimal performance can be achieved even in the absence of such cooperation, by having each sensor make its censoring and transmission decisions only on the basis of the locally available side information. Furthermore, all the sensors can use the same policy, which shows that a simple distributed scheme is asymptotically optimal. The case where there is no cooperation is the asymptotic counterpart of the censoring problem considered in [1] (cf. Section V-C).
We then proceed to consider the Bayesian counterpart of the above formulation, except that for reasons described in Section IX, the cooperation among sensors is explicitly ruled out. We characterize the asymptotically optimal performance and the strategies that achieve it. We show that an optimal scheme is to divide the sensors into two groups, each group using the same policy. We also show how some of the results in [3] and [4] can be derived by converting the problems studied therein to our framework. Finally, we provide a generalization of some of the results in [4] .
The rest of the paper is organized as follows. In Section II, we present our model in detail. In Section III, we state the Neyman-Pearson version of the problem and our assumptions. In Section IV, we consider the case where the side information variables are independent and identically distributed (i.i.d.) under either hypothesis, and prove the main results for the Neyman-Pearson case. In Section V, we discuss some variations of the results, and in Section VI, we provide an extension to the case where the variables are stationary and ergodic. In Section VII, we characterize optimal policies, and in Section VIII, we revisit the two examples given in this Introduction. In Section IX, we analyze the Bayesian formulation. In Section X, we rederive some of the results in [3] , and extend some of the results in [4] . Finally, in Section XI, we summarize and offer some closing comments.
II. PROBLEM FORMULATION
In this section, we introduce our model. With a few exceptions, we will be using upper case letters to denote random variables, and lower case letters to denote values of these random variables. We will also be using the notation to denote a vector , where the components of the vector may be numbers, random variables, or functions.
A. The Basic Elements of the Model
We consider a hypothesis testing problem involving two hypotheses, and . There are sensors and a fusion center. Each sensor observes some side information , which is a random variable taking values in a set , and a measurement taking values in a set . In addition, there is an auxiliary random variable , taking values in a set of our own choosing, which will be used as the "seed" whenever a randomized decision is to be made. These are all the basic random variables in our model. We assume a suitably large measurable space so that all random variables can be defined on that space, for any number of sensors. To avoid technical distractions, we will not delve into measurability issues.
Under each hypothesis , , we assume that we have a measure on , and a corresponding expectation operator , with the following properties.
1) The random variable is distributed according to a given marginal probability law , for every . 2) Conditioned on , the measurements are (conditionally) independent, and each is distributed according to a given regular conditional distribution .
3) The random variable is independent of the random variables and , with a distribution that is the same under both hypotheses, and which will be of our choosing. Note that we have only specified the marginal distributions of the variables .Regardingtheir joint distribution, wewill be making in the sequel one of the following alternative assumptions.
1) Under either hypothesis, the random variables are independent (and therefore i.i.d.).
2) Under either hypothesis, the sequence is stationary and ergodic. In this case, we also assume , so that the variables provide no information about the true hypothesis.
B. Sensor Policies and Strategies
There are two types of decisions to be made at each sensor: deciding whether to make a measurement (not censoring), and if a measurement is made, deciding what to transmit to the fusion center. These decisions are to be made based on available information, according to a set of rules (policies). We describe here the types of policies to be considered.
We assume that is known at the fusion center (in a mathematically equivalent scenario, we could have each sensor communicate its side information to every other sensor) and that the same is true for the auxiliary random variable . Based on and , we let the fusion center decide which of the sensors should make a measurement . (This is what we term as cooperation: the decision depends on the side information of all sensors.) Subsequently, each uncensored sensor is to generate a message to the fusion center.
Formally, we define a pure censoring policy for sensor as a function . Let the set of pure censoring policies be . A pure transmission policy for sensor is a function , where is a (possibly infinite) transmission alphabet. These policies are called pure because they do not make use of the randomization variable . We restrict pure transmission policies to belong to a given set . The pair is called a pure policy for sensor .
We allow censoring and transmission policies to be randomized. Let be a collection of pure policies indexed by . We call a policy for sensor . We envisage the following sequence of events. A realization of the randomization variable is generated (this can be done at the fusion center, with the result communicated to all sensors, or at each sensor using a common seed). Sensor then uses the pure policy . It is censored (no measurement is made) if and only if . If, on the other hand, , a message is transmitted to the fusion center. Although we say that the message is transmitted to the fusion center, our formulation allows for the inclusion of channel noise in the transmission function . More specifically, suppose that the message is transmitted over a noisy channel so that is received at the fusion center. Here, is the channel transfer function and is a random variable conditionally independent of , given . Then, we can define , and the transmission function as
. As an example, consider Example 1 of Section I. In our present notation, we have , , and . Therefore, in the sequel, we will assume that the message received at the fusion center is the same as . For convenience, we also assume that and are always defined, even if sensor is censored and nothing gets transmitted.
A collection of policies, one for each sensor, all of which involve the same set and the same randomization variable , together with the distribution of , will be called a strategy. We will often abuse terminology, however, and will be referring to as a strategy.
C. Resource Constraints
We assume that when sensor makes a measurement and transmits to the fusion center, certain resources are consumed, and therefore a cost is incurred, possibly depending on the side information at that sensor. To model such costs, we introduce a function , and interpret as the cost incurred by a sensor that uses a pure policy , if the side information at that sensor takes on the value , and the sensor is not censored, i.e.,
. When the sensor is censored, we assume that no cost is incurred, so that the resulting expected cost at sensor (under ) equals . For a more general (randomized) policy , is defined to be equal to , where the expectation is taken with respect to both and . We will say that a strategy is admissible if (1) where is a given constant.
Note that the resource constraint is in place only under . The presumption here is that (the "null hypothesis") corresponds to a "normal" situation. Thus, we are constraining the resource utilization to be low under normal circumstances, but allow higher resource utilization under exceptional circumstances. However, in a Bayesian formulation, we will define , where is the prior probability of hypothesis , and will replace with in the definition of . The following are two examples of resource constraints. Many other choices are possible, to reflect particular constraints of interest to a system designer.
Example 3 (Proportional Censoring):
If for all and all , then (1) becomes a constraint on the average proportion of sensors that make a measurement.
Example 4 (Power Constraints): Suppose that
. In this case, (1) becomes a constraint on the average transmission power.
D. The Fusion Center
The fusion center receives the messages from each sensor. Based on this information, together with the side information and the random variable , it decides between the two hypotheses. Recall that in classical (centralized) Neyman-Pearson hypothesis testing, randomization can reduce the Type II error probability. Accordingly, we assume that the fusion center has access to another random variable which is uniformly distributed in , and independent of everything else. We then let the fusion center use a randomized fusion rule to select one of the two hypotheses. Let , which is a binary random variable indicating the selected hypothesis. In the above expression, and in order to keep notation simple, we assume that whenever sensor is censored, is set to a special symbol .
We summarize the elements of our model in the following definition.
Definition 1:
An overall strategy consists of the following. 1) A set , and the distribution of a -valued random variable . 2) An admissible strategy (i.e., one that satisfies the resource constraints). 3) A fusion rule .
For given and , and a given overall strategy, the Type I error and the Type II error probabilities and are well defined. In a Neyman-Pearson formulation (Section III), we will aim at minimizing the probability of the Type II error (more precisely, its error exponent), subject to a constraint on the Type I error probability. In a Bayesian formulation (Section IX), we will aim at minimizing a weighted average of these two error probabilities.
E. Independent Randomization
Our model allows for randomization based on a globally known randomization variable , whose distribution is subject to our choice. Such a can be generated at each sensor using a common seed, or it can be generated at the fusion center and communicated to the sensors. As discussed in [6] , the above model of dependent randomization includes the special case of independent randomization, where the sensors rely on locally generated independent random variables.
Formally, we will say that we have independent randomization if the set is a Cartesian product of copies of another set , i.e., , and is endowed with a product measure, so that is of the form , where the are independent.
F. Local and Homogeneous Strategies
Loosely speaking, in a local strategy every sensor has access only to an independent, locally generated random variable and its own side information , thus allowing for distributed implementation. Furthermore, in a homogeneous local strategy, every sensor responds in the same way to its local variables. In the definition below, .
Definition 2:
1) A policy is said to be local (for sensor ), if i) independent randomization is used; ii)
can be expressed as a function of only and ; and iii) can be expressed as a function of only , , and . 2) A strategy is said to be local if each is a local policy for sensor .
A local policy for sensor is denoted as , where the functions and are now functions whose arguments are the local random variables and .
Definition 3:
A local strategy is said to be homogeneous if the independent random variables are identically distributed, and if the policy of every sensor is identified with the same local policy.
Let us remark that for a homogeneous local strategy associated with a common local policy , the resource constraint (1) simplifies to . We let be the set of local policies that satisfy this constraint.
For the reader's convenience, we summarize the notation introduced so far:
Measurement of sensor Side information of sensor Randomization variable. Pure censoring policy for sensor Pure transmission policy for sensor A policy for sensor Given is a pure censoring policy, and is a pure transmission policy.
A strategy
Expected cost of policy Set of local policies satisfying the resource constraint
III. THE NEYMAN-PEARSON PROBLEM
Given an overall strategy for the -sensor problem, we will use to denote the resulting Type II error probability . For any given , , and , we define where the infimum is taken over all overall strategies that satisfy the resource constraint (1), as well as the constraint . The above optimization problem is intractable, even in the absence of censoring. Even if it were tractable, implementing an optimal cooperative censoring strategy would involve complicated feedback from the fusion center to the sensors. We will see, however, that the problem becomes tractable if is large and is small, and under an asymptotic optimality criterion.
Furthermore, the resulting strategy will take a simple form that allows for distributed implementation.
For any reasonable overall strategy, the resulting Type II error probability falls exponentially with . For this reason, as in [5] , we are interested in the optimal error exponent. Furthermore, we will focus on the case of an asymptotically small Type I error probability and the associated optimal error exponent
A. Assumptions and Notation
Recall that under , the measure describes the distribution of , and describes the conditional distribution of given . We use the notation to indicate that a measure is absolutely continuous with respect to another measure .
Assumption 1: We have
, and for every , .
This assumption results in little loss of generality. For example, suppose that for some measurable set , we have and . Consider then the fusion rule that decides in favor of if and only if there exists some for which . Clearly, the Type I error probability equals for all , and converges to zero, so that the constraint is satisfied for large enough . In addition, the Type II error probability is equal to zero. Thus, the optimal error exponent is equal to and is achieved by a very simple overall strategy.
Let be the Radon-Nikodym derivative (likelihood ratio) of the measures and . Similarly, we define a function , so that for every , is the likelihood ratio between the two hypotheses, when is observed, given that . Formally, this is the Radon-Nikodym derivative of the measures and on the set . In the same vein, for any pure transmission policy , we define a function , so that for every , is the likelihood ratio between the two hypotheses, when is received at the fusion center, given that . Formally, this is the Radon-Nikodym derivative of the measures and on the set , where , is the measure restricted to the -algebra generated by . Let us fix a strategy , and recall that is the resulting pure policy of sensor , as determined by . With the above introduced notation, the likelihood ratio calculated at the fusion center, on the basis of the available information , is
For convenience, we define the random variables and by (3) and (4) so that is the negative of the log-likelihood ratio at the fusion center.
The amount of relevant information contained in , given that and that sensor employs a pure transmission policy , is quantified by the Kullback-Leibler (KL) divergence, defined by Our last assumption is introduced for the same technical reasons as in [5] .
Assumption 2: We have
We record a consequence of Assumption 2. In this section, we characterize the optimal exponent for the Neyman-Pearson problem. Furthermore, we show that the optimal exponent does not change when we restrict to homogeneous local strategies. Throughout this section, we assume that under either hypothesis, the random variables are i.i.d. According to Stein's lemma [7] , in the absence of censoring or side information, and if all sensors use the same pure transmission policy, the error exponent is the negative of the associated KL divergence. By a similar argument, if the sensors use a common local policy , we expect to obtain an error exponent equal to It is then natural to optimize over all admissible local policies , and define where the optimization includes the choice of the local randomization variable and its distribution.
We will show that is the optimal error exponent, even if we remove the restriction to homogeneous local strategies, in the limit as goes to zero. In deriving the required lower bound, we will not be able to invoke standard results from Large Deviations Theory, because the summands in the log-likelihood ratio are all affected by the overall side information , and are not independent. For this reason, the proof of the lower bound will proceed from first principles.
Our main result is as follows. We record an elementary fact that will be used later.
Lemma 2:
The function is convex, and in particular, continuous on . Proof: Suppose that for some . Fix some and consider two local policies , (so that ), which satisfy Consider a new local policy that uses with probability , and with probability . We then have so that . Furthermore
The result follows by letting decrease to zero.
A. Proof of the Lower Bound
In this subsection, we prove the first part of Theorem 1. Throughout this subsection, is held at a fixed value.
Suppose that a strategy has been fixed. Since we are interested in a lower bound on the resulting error exponent, we assume that the fusion center uses the best possible fusion rule. As the fusion center is faced with a classical Neyman-Pearson problem, where the information available is , a corresponding optimal fusion rule is a likelihood ratio test of the form if and only if where is a possibly randomized threshold (determined by ). It is convenient to consider the expected value of the loglikelihood ratio, given that the side information has been revealed and the randomization variable has been realized. We thus define where the second equality follows from (3)- (4) and the definition of . We start by showing that is asymptotically close (in probability) to .
Lemma 3: For every , .
Proof: We condition on and . Then becomes a sum of (conditionally) independent random variables, each having (conditional) variance bounded by (cf. Lemma 1). Chebychev's inequality yields (5) Taking unconditional expectations of both sides, we obtain which converges to zero because .
The next lemma is crucial in that it relates the amount of information provided by an admissible strategy to the best possible exponent under local admissible strategies. The key idea is that as far as sensor is concerned, the side information at the other sensors has the same effect as using additional local randomization variables.
Lemma 4: For any sequence of admissible strategies (one for each ), and for every sequence of measurable subsets of , we have
Proof: Suppose that a sequence of admissible strategies has been fixed, and let be the policy of sensor . We have (6) To bound the first term, we have (7) In the limit as , the first term in the right-hand side (RHS) of (7) converges to (because the are i.i.d. and the ergodic theorem applies), which leaves the term .
For any , let . Then
The equality in (8) follows from the stationarity of . The inequality in (9) is obtained by considering a local policy , where , defined as follows. Let , where is uniform on , is uniform on , and , , and are independent. Let , and for every , let if otherwise.
In particular, if , , and , the new local policy applies the pure transmission policy , and censors if , when the local side information is . Then, and the RHS of (8) is equal to . Hence, (9) follows. Combining the above with (7), we obtain and the lemma is proved. and a fusion rule with . We use a change of measure argument, similar to that in the proof of Stein's lemma in [7] , to get (10)
Let
. Then where we have made use of Lemma 3. Hence, for sufficiently large , we can condition on and obtain (11) where the last step follows from Jensen's inequality. Applying Lemma 4, we have
The result follows by letting .
Lemma 5 concludes the proof of the lower bound [part i) of Theorem 1].
B. Proof of the Upper Bound
In this subsection, we construct a sequence of admissible homogeneous local strategies (one for each ), under which the lower bound is asymptotically attained.
For each , consider a strategy involving a common local policy , such that
Consider the fusion rule that selects if and only if Let (13) Since the random variables are i.i.d., with mean and variance bounded by some constant (cf. Assumption 2), we have and hence (14) This implies that as . It follows that for any given , the constraint will be satisfied for large . We let be the minimum possible Type II error (over all fusion rules), when we use the common local policy at all sensors. In particular, . The next lemma is a modification of Stein's lemma. The proof is almost the same as the standard proof (see [8] ) but we include it for completeness, and because we want to check that it remains valid in the case where and the variables are stationary and ergodic (as opposed to i.i.d.), as will be discussed in Section VI. To show the lower bound, we mimic the proof of Lemma 5, with replacing in that proof. Then from (10), with as the threshold for the optimal Neyman-Pearson test, we obtain Taking logarithms, dividing by , and then letting , and using (14) (16)
The lemma is proved.
This concludes the proof of the upper bound [part ii) of Theorem 1]. Part iii) is an immediate consequence of parts i) and ii). The last part, involving a stationary and ergodic sequence of random variables will be discussed in Section VI.
C. The Role of Randomization
Suppose that the cost function is independent of the transmission function, i.e., for some nonnegative function . Suppose also that the set of pure transmission policies is of the form , where is a set of allowed pure transmission policies , when the side information takes the value . We interpret this as each sensor being able to choose its own transmission policy separately for each possible value of the side information . Then, finding an asymptotically optimal strategy is simplified because where the first supremum is taken over all local censoring policies that satisfy
In particular, a pure transmission policy can be used. In achieving , we choose transmission policies that maximize the KL divergence between the distributions of the messages , separately for each possible value of . It is intuitively clear that this has to be the case, since the KL divergence quantifies the discrimination between two distributions.
Randomization goes a long way to simplify the form of an optimal policy, as can be seen in the proof of Lemma 4. If we are restricted to pure strategies, then homogeneous local strategies need not be asymptotically optimal. Indeed, suppose that and are finite, so that we have to choose from a finite set of pure local policies . We are then faced with the optimization problem
where is the proportion of sensors that use the pure policy . This is a linear program with two constraints, and generically, an optimal solution will have two nonzero variables. Let and be the optimal values of these two variables, and assume (to simplify the discussion) that is integer. As long as we are restricted to pure local strategies, then we have to divide the sensors into two groups, one group consisting of sensors that use one local policy and another group consisting of sensors that use another local policy. Thus, in the Neyman-Pearson problem randomization and nonhomogeneity are alternatives to each other.
V. DISCUSSION OF THE NEYMAN-PEARSON RESULTS
In this section, we discuss some variations, extensions and generalizations of the results in Section IV.
A. Cooperation Can Improve Performance
We observe that if is held fixed, there is a gap between the upper and lower bounds in Theorem 1. We discuss here the extent to which cooperation among the sensors improves detection performance.
If we do not allow cooperation among the sensors, i.e., if is local, we can use an argument similar to the proof of Lemma 6 to show that is a lower bound, for any fixed . In particular, homogeneous local strategies are asymptotically optimal.
If cooperation is allowed, and is fixed, the optimal exponent can be less than , as shown in Proposition 1 below. In that case, asymptotically optimal strategies are difficult to find, and we do not believe that a simple closed-form expression for the optimal error exponent is possible.
Proposition 1: For a fixed , we have
Proof: Let us fix and , and some . Consider the following strategy. With probability , we use the censoring policy for all , and always declare . In this case, we satisfy the resource constraint (1) with replaced by , and have a Type I error probability of . Let With probability , we use a homogeneous local strategy involving a common local policy that satisfies and a fusion rule that achieves a Type I error probability of . Note that and , so that the composite strategy we have constructed is admissible. Using Lemma 6, its Type II error probability satisfies Taking and using the continuity of , we obtain the desired result.
From Proposition 1, the improvement in the error exponent when using cooperation instead of using homogeneous, local strategies has a magnitude of at least which is strictly positive when is small enough, and is upperbounded by (cf. Lemma 5) We see that in a severely constrained network (small ), the price paid for not cooperating is positive but not very large. Thus, the communications overhead and resulting complexity may not justify the use of cooperative censoring.
B. Generalized Sensor Policies
In this subsection, we provide a generalization of our framework, by allowing a more general class of policies. In the preceding, each sensor could choose separately a censoring policy and a transmission policy. Here, these two choices will be subsumed under a single choice of a "generalized policy" . We will see that when specialized to our earlier setting, the generalized formulation will also allow the choice of transmission functions to be made cooperatively, on the basis of the global side-information vector . Formally, we define a (generalized) policy as a function . A sensor that uses policy , transmits to the fusion center. Assuming independent randomization, the notion of a local policy for sensor is defined as before, namely, the dependence on is only through . Once more, a local strategy is called homogeneous if every sensor uses the same mapping from to . Let be the vector after removing the th component. As before, for every and for every , we require that the function , defined by be in a given set of functions from to . The function is called a pure local policy. A generalized policy can be viewed as a random choice of a pure local policy , based on the value of and . We assume that every pure local policy consumes an amount of a certain resource. Given a generalized policy for sensor , the policy of that sensor is chosen to be . The cost is defined to be , where the expectation is taken over and . Similar to (1), we are interested in admissible strategies , that satisfy the constraint .
Example 5 (Censoring):
Consider the setting of Section II, and assume without loss of generality, that there is a special element of that is never used, i.e., , for every , , and . Given a pure local policy , we will represent a sensor that decides to censor as one that transmits a "dummy" message equal to . Such a dummy message carries the same information to the fusion center as censoring (the absence of a message). We let whenever , and otherwise. If is the resource function used in our earlier formulation, it is natural to define .
Example 6 (Power Constraints):
Suppose that , and that the cost of a pure local policy at sensor is . Then, corresponds to the expected power consumed by . In this setting, a message with value equal to zero can also be viewed as a censoring decision.
When specialized to the censoring problem of earlier sections, the main difference introduced by the current framework is the following: the transmission function used by sensor can now be chosen on the basis of not only the randomization variable , but also the side information at the other sensors.
For any pure local policy for sensor 1, let be the KL divergence associated with the measurement . For a randomized local policy for sensor 1, let be a random variable whose realized value is the pure local policy whenever . We have the following generalization of Theorem 1, where is, as before, the optimal error probability.
Theorem 2:
Suppose that Assumptions 1 and 2 hold, and that the random variables are i.i.d. under either hypothesis. Then, for every where the supremum is taken over all local policies for sensor 1 that satisfy . Furthermore, there exists a sequence of homogeneous local strategies that asymptotically achieves the optimal error exponent.
The proof of Theorem 2 is similar to the proof of Theorem 1. The main difference is that we need to replace the transmission policies with generalized policies , and eliminate the censoring policies. However, with generalized policies, an extension to the case where the are stationary and ergodic is not apparent (in contrast to the results of Section VI).
C. Unknown Side Information
So far, we have been assuming that even in the case of no cooperation (local strategies), the fusion center has access to the entire vector . We will now consider the case of no cooperation when the fusion center does not have access to . Thus, the only information available at the fusion center is , the identity of the sensors that are censoring, and the messages of the sensors that do not censor. (Note that just the act of censoring provides some information to the fusion center.) Reference [1] considers a setting in which (when translated to our framework) we have equal to the local-likelihood ratio of the measurement , and the transmission policy is
. Reference [1] shows that for any fixed , it is optimal to choose the censoring regions to be intervals, i.e., if falls within some interval , then the sensor does not send its measurement to the fusion center. Note that [1] assumes only that the measurements are independent, but even when they have identical distributions, each sensor uses a different censoring interval. Optimizing over , for all , can be a daunting task even if the number of sensors is moderate [1] . Hence, it is of interest to examine whether the problem simplifies when the variables are i.i.d. and is large. From our discussion in Section V-A, we expect that homogeneous local censoring strategies are asymptotically optimal. This is indeed the case if we assume that the fusion center knows each sensor's policy. For example, can be determined beforehand, and made known at every sensor and the fusion center, while the fusion center has a table of all the censoring policies employed by the sensors. For , let be the distribution of , under hypothesis . Let
We have the following result.
Proposition 2: Suppose Assumptions 1 and 2 hold and that the random variables are i.i.d., under either hypothesis. Suppose that the fusion center knows but not , and that we are restricted to local strategies. Then, homogeneous strategies are asymptotically optimal as , for every . Furthermore, the optimal exponent is equal to , defined by Proof: (Outline) We first note that using Assumption 2, and an argument as in Lemma 1, there exists , such that for all we have . In the current setting, a censoring decision can be viewed as a transmission of a special symbol to the fusion center. We redefine so that
We first check the inequality , which is obtained as in Lemma 4. The rest of the proof proceeds as in Section IV.
VI. THE ERGODIC CASE
We now consider the case where is a stationary and ergodic sequence, and each has the same distribution under either hypothesis. This case is of interest, because in many situations, the side information at the sensors is correlated. For example, in the sensor network described in Example 1 of Section I, if the sensors are geographically densely colocated, then we would expect the fading channels from the sensors to the fusion center to have correlated characteristics. Note also that in that example, the side information does not provide any information on the true hypothesis.
We now assume that . 2 We have the following result, which shows that cooperation is unnecessary in the asymptotic regime of large and small .
Theorem 3:
Suppose is a stationary and ergodic sequence , and Assumptions 1 and 2 hold. Then
The proof of the above theorem is similar to that in Section IV. The proof of the lower bound in Section IV-A still holds. For the upper bound, we require the following result.
Lemma 7:
Suppose that is a stationary ergodic sequence, and that Assumptions 1 and 2 hold. Then under hypothesis , for any homogeneous local strategy involving a common local policy , we have in probability.
Proof: We have (17)
Since the sequence is stationary and ergodic, the first term on the RHS of (17) converges in probability to (cf. Birkhoff's Ergodic Theorem [10] 2 One of the reasons for this assumption is that the asymptotic KL rate of the stochastic process (R ) may not exist [9] .
where (18) follows because , and (19) follows because given , the are independent. The last inequality (20) follows from Lemma 1. Therefore, as , the second term on the RHS of (17) converges in probability to , and the lemma is proved.
To complete the proof of Theorem 3, we proceed as in Section IV-B, except that we fix an and consider a homogeneous local strategy involving a common local policy that satisfies . With this strategy, from Lemma 7,  in probability under hypothesis . Hence, we have the same result as (14) with replacing , and replacing , for some fixed . Corresponding changes are made in Lemma 6. The proof of Theorem 3 is now complete.
VII. OPTIMAL CENSORING
To find an optimal common local policy , we need to maximize over all , i.e., over all that satisfy . We now show that it is sufficient to consider local policies that randomize between only two pure local policies. In particular, each sensor need only use an extra bit to communicate to the fusion center which policy it has chosen.
Suppose that a common local policy has been fixed, including the range of the randomization variable , except that the distribution of is left unspecified. Let be the pure local policy obtained when . To optimize the distribution of , we have to maximize , subject to , over all measures on . If were finite, this would be a linear programming problem over the unit simplex, together with one additional constraint. As is well known, the optimum would be attained on an edge of the feasible set, that is, there would exist an optimal whose support consists of at most two points [11] . The lemma that follows states that the optimality of two-point distributions remains valid even when is infinite (except that the optimum need not be attained), and establishes our claim that we only need to consider local policies that randomize between two pure local policies. (As in the rest of the paper, we omit the standard measurability conditions that are needed in this lemma.) The proof is provided in the Appendix for completeness.
Lemma 8:
Let be the set of probability measures on a set , and let , be given nonnegative functions from into . Then (21) (22) Furthermore, if the supremum in (21) is finite and is attained, then the supremum in (22) is also attained.
We close with a characterization of an optimal local censoring policy , given that a local transmission policy and the distribution of have been fixed. Let , , and .
We then need to optimize over all that satisfy . It is an easy exercise (whose proof is omitted) to show that there exists an optimal censoring policy of the following form. There is a threshold such that if and if
. Randomization is only used to make a censoring decision when , and a binary randomization variable at each sensor suffices. This is a solution of the "water-filling" type, whereby the uncensored "states" are chosen starting with those with a higher value of , and continuing until the resource constraint is met. Note also that for a pure transmission policy , the relevant ratio is , which has the intuitive interpretation of information content per unit resource consumed.
VIII. APPLICATIONS
In this section, we revisit Examples 1 and 2 from Section I, and illustrate the form of an optimal censoring policy. Given our focus on the censoring policy, we will assume that all sensors send their observations "in the clear" to the fusion center, i.e., the pure local transmission policy is employed at all the sensors. Accordingly, will be suppressed in our notation below.
A. Fading Channels
We will focus on a special case of the problem posed in Example 1. We consider a wireless sensor network transmitting measurements to a fusion center over slowly fading Gaussian channels. We assume that for all , so that we are only concerned with restricting the number of sensors transmitting. Depending on the condition of the channel, we will naturally want to allow sensors to transmit over good channels and allow sensors that have bad channels to censor. This raises the issue of identifying the key parameters of the channel on the basis of which censoring decisions should be made.
Suppose that and that the fusion center receives where is the fading coefficient, with a known density , and . Assume that the channel characteristics are stationary and ergodic, with the same stationary distribution under either hypotheses. This can be used to model the case where sensors are placed in a line so that an ergodic assumption on the distribution of the variables is reasonable. (Random (i.i.d.) placement of sensors is another example.) Since this is a slow-fading channel, each sensor can measure . From Theorem 3, the important design parameter is According to Theorem 3 and the discussion in the previous section, we want to censor when is small. Thus, an asymptotically optimal censoring policy (where censoring is based on the channel characteristics) is of the form if otherwise where depends on the value of and the density . Note that randomization when is unnecessary, because this event happens with zero probability.
B. Detection of Spatial Signals
Consider sensor nodes, placed uniformly and independently in , with the fusion center at the origin, for the purpose of detecting a spatial signal. Consider the hypotheses where each is a known spatial signal, and is Gaussian noise. When sensor sends its measurement to the fusion center, it consumes power (assumed positive), which depends on its relative position to the fusion center. We constrain the overall average power to be less than a given positive constant . From Theorem 1, each sensor should use a common local censoring policy , obtained by maximizing subject to . According to the discussion in Section VII, a sensor should be censored when is below a threshold. As a specific illustration, let and . Then Suppose , where . (This is in line with standard models used for power decay in a wireless network, see [12] . The unit cost is due to the power used to make the measurement .) Then, we have A specific case is shown in Fig. 1 . We have taken , , , and a constraint of . As shown, only sensors at a large enough distance from the fusion center should transmit their measurements .
IX. THE BAYESIAN PROBLEM WITH LOCAL CENSORING
We now consider the decentralized detection problem with censoring in the Bayesian context. Let the prior probability of be , for . We define and let be the expectation operator with respect to (w.r.t.) . As in the Neyman-Pearson case, we allow sensors to use randomized sensor policies. In contrast to unconstrained Bayesian problems, simple examples show that randomization results in improved performance when the number of sensors is finite. However, we will show that for the asymptotic problem considered here (no cooperation), randomization is unnecessary. In the process, we will also characterize the optimal error exponent and associated local policies.
A strategy is admissible if (1) is satisfied, with replacing . For any admissible strategy , let denote the resulting probability of error at the fusion center. We will always assume that the fusion center uses an optimal fusion rule, namely the maximum a posteriori probability (MAP) rule. Let be the infimum of over all admissible strategies. We are interested in finding asymptotically optimal local strategies that achieve Before we launch into the analysis, let us consider a simple example that shows that cooperation among the sensors is strictly better than using local strategies.
Example 7:
Suppose that the random variables belong to , are i.i.d. under either hypothesis, and that , for . We assume that all sensors are restricted to using the transmission function .
We assume that the distribution of under the two hypotheses is the same when , but different when . Thus, it is only those sensors with that have useful information to transmit. Under mild conditions (including the special case where has a finite range), it is a well-known consequence of the Chernoff bound that if exactly sensors have and transmit to the fusion center, the probability of error is of the form , where is a negative constant determined by the distributions of and where satisfies . In particular, for every , we can find some positive , , such that . Let and . Thus, the resource constraint (1) becomes , where is the (random) number of sensors that are not censored.
Assume for simplicity that is an integer. Consider the following cooperative censoring strategy.
1) If , sensor transmits if only if .
2) If
, among those sensors with , arbitrarily choose of them to transmit. Using the Chernoff bound, we have for some positive constant . Let be the probability of error at the fusion center. We have Suppose that when , the distribution of is such that , which is certainly possible. Since is arbitrary, we obtain . Consider now a local and pure censoring strategy. In a best strategy of this kind, every sensor with is censored, and . The only way to achieve this is as follows: sensors are always censored; the remaining sensors are censored if and only if . Thus, is binomial with parameters and . After averaging over all possible values of , the probability of error satisfies Since is arbitrary, we obtain This is strictly greater than , which shows that the cooperative strategy constructed earlier has a better error exponent. Later on, we show that randomization cannot improve performance, bringing the conclusion that cooperative strategies can be strictly better than local ones.
The essence of this example is that in the local case, we have much less control over the tails of the distribution of ; the possibility of having a large deviation results in a deterioration in the error exponent.
In general, optimal cooperative strategies are difficult to find. As the cooperative strategy may also be practically infeasible, we will focus our attention on finding an optimal local strategy. For the remainder of this paper, the words "policy" and "strategy" will always mean "local policy" and "local strategy," respectively.
A. Notation and Assumptions
Let be the Radon-Nikodym derivative of the measure w.r.t. . For , let be the Radon-Nikodym derivative of the measure w.r.t. . Let , and for any , and pure local transmission policy , let
Finally, for a randomized local policy , let
For a policy , if for all and , we will write . We will make the following assumptions. Note that there is little loss of generality in imposing Assumption 3 iv). Indeed, if for some and some pure policy , then we can always transmit when , without incurring any cost. So instead of censoring in the state , the sensor can always choose to transmit using this particular .
Assumptions 3 v) and vi) are required for the same technical reasons as in [5] , which also gives rather general conditions under which they are satisfied. 3 In general, the open interval can be taken to be . Indeed, it can be shown that, under Assumptions 3 i) and ii), and for any pure transmission policy , the minimizer of is in the interior of . If we take , Assumption 3 v) reduces to the condition that the KL divergences and are bounded. But we only need the weaker version of Assumptions 3 v) and vi), as stated. This allows us to include cases where Assumptions 3 v) and vi) hold automatically. For example, if is a finite set of transmission policies, the interval only needs to include certain, finitely many, values of , and we can choose , where . Then, it is easy to show that under Assumptions 3 i) and ii), Assumptions 3 v)and vi) hold automatically. We will make use of this fact in Sections X-C and D. Another sufficient condition for Assumptions 3 v) and vi) are Assumptions 3 i) and ii) together with an assumption similar to Assumption 2 (see [5, Proposition 3] ).
The main reason for introducing Assumption 3 is the following lemma, which is proved in the Appendix.
Lemma 9: Suppose that Assumption 3 holds. Then, there exists some such that for all and for all , , , and .
We record a result from [5] , based on the results in [13] , which will underlie the rest of our development. This result can also be obtained from [14, Theorem 1.3.13] . The result states that, if the conclusion of Lemma 9 holds, then (24) where stands for a term that vanishes as , uniformly over all sequences . Given this result, we can just focus on the problem of optimizing the RHS of (24), while ignoring the term.
B. Optimal Strategy
In this subsection, we prove that asymptotic optimality can be obtained by dividing the sensors into two groups with sensors in each group using a common pure policy. where the infimum is taken over all , and pure policies , , satisfying the resource constraint . Hence, from (24), (27) To achieve the lower bound, suppose that and , , attain the infimum in (27) to within and that is a minimizing value of in (27). We assign sensors to use policy , and sensors to use policy . We censor any remaining sensor. Then, from (24) and taking completes the proof.
Let us remark that similar results are easily obtained for the case where the side information is not transmitted to the fusion center (cf. Section V-C).
C. Characterization of the Optimal Exponent
In this subsection and the next, we will consider the case where is finite, for two reasons. First, in many practical cases, because of the limited channel between each sensor and the fusion center, the side information can be assumed to take values from a finite alphabet. Second, when is finite, the analysis is simplified and results in a simple form for the censoring policies. So without loss of generality, we will take . Let and . Let us fix two pure local transmission policies and . Let (28) where the infimum is taken over all and pure censoring policies , that satisfy From Theorem 4 and under Assumption 3, we have (29) Note that given and , the minimization in (28) has an optimal solution. (This is because is finite, and therefore there are only finitely many possible pure censoring policies.) Let be the value of in such an optimal solution. It follows that must minimize (and, therefore, as well), subject to the constraint . Note that is equal to where . We can now give a characterization of the optimal , similar to the one at the end of Section VII. For any , let
Proposition 3: Suppose Assumption 3 holds. Suppose that is finite and that optimal choices of , , , have been fixed. Then, there exist thresholds , such that the corresponding optimal censoring functions , satisfy the following: for each , if , then , otherwise .
X. SPECIAL CASES AND EXAMPLES FOR THE BAYESIAN PROBLEM
We now examine some special cases that will lead to simplified versions of Theorem 4.
A. No Side Information
In this subsection, we consider the case of no side information, which is equivalent to having . Accordingly, will be suppressed from our notation below. For example, the cost incurred by a sensor making a measurement and transmitting it via a transmission function is denoted by . We will show that when in the resource constraint (1) is sufficiently small, we can restrict all uncensored sensors to use the same policy.
Note that there are only two possible pure censoring policies, and . In the absence of side information, the likeli-hood ratio is identically equal to . Using the definition of , for and , respectively, we obtain and . Let .
Corollary 1:
Suppose that Assumption 3 holds, and . Then, in the absence of side information, the optimal exponent is equal to . This remains the optimal error exponent even under the additional restriction that censored sensors are chosen in advance, and all uncensored sensors use the same policy.
Proof: From Theorem 4, we know that at most two different pure policies , , need be considered. Suppose that one of those policies, say , involves censoring, namely, . Then, and . Clearly, the other policy should not censor, so that . For any choice of , the optimal choice of in (25) 
B. Finite Transmission Policy Sets
In Sections X-C and D, we study problem formulations in which there is no side information, and in which we temporarily restrict transmission policies to belong to a finite subset of . According to the discussion in Section IX-A, this restriction implies that under Assumptions 3 i) and ii), Assumptions 3 v) and vi) hold automatically. This will allow us to apply Corollary 1 to two problems that have been considered in [3] and [4] . Let be the minimum error probability, when we are restricted to transmission policies in .
C. Total Power Constraint
In [3] , the authors consider the Bayesian problem with no side information and a power constraint of the form (30) where , the number of sensors, is not fixed in advance. The cost is assumed to be positive for all . Let be a finite subset of , and let be the collection of all such subsets . Let be the minimum probability of error when using transmission policies from that satisfy (30). Recall that we define . Reference [3] shows that (31) so that it is asymptotically optimal to have all sensors use the same transmission policy. We will rederive (31) from Corollary 1.
To see the connection with our framework, fix a . Note that for all , there exists a such that . Under the constraint (30), the number of sensors that can be used is bounded by . With defined in this manner, the constraint (30) is equivalent to the constraint where . Note that the limit , considered in [3] , is equivalent to the limit in our framework. Therefore, under Assumptions 3 i), ii), and iv), Corollary 1 shows that the optimal error exponent is By taking the infimum over all , we recover (31). This argument shows that it is asymptotically optimal to use sensors, all of which employ the same pure transmission policy , chosen by carrying out the minimization in the RHS of (31). This discussion elucidates the relationship of a power constraint (in which the number of transmitting sensors is not fixed) to our constrained censoring problem. The decentralized detection problem considered in [5] can be viewed as one where is so large that censoring is never needed. The problem in this subsection can be viewed as one involving a very small . In this case, one group of sensors sets , and another uses the transmission policy that asymptotically achieves (31). In comparison, the general formulation in this paper also gives the solution for all , in between these two extremes.
D. Constrained Capacity
Yet another connection can be made to the problem considered in [4] , which is summarized as follows. Consider a network of sensors, ,
. Each sensor observes a sequence of measurements , and there is no side information. All the measurements are assumed to be conditionally i.i.d. given the hypothesis, over time and across sensors. At each time , sensor sends to the fusion center, where the transmission function is a -bit quantizer, where is a positive integer. Let the set of allowed -bit transmission functions be . We are interested in minimizing the error exponent where is the probability of error at the fusion center, assuming that a MAP fusion rule is used. The minimization is to be carried out over the number of sensors and transmission strategies satisfying the overall capacity constraint (32) where is a given positive integer. Let us call the above problem Q1. This problem, in general, does not have a closed-form solution. Reference [4] finds sufficient conditions under which using identical sensors (sensors using the same transmission policy), each sending one bit of information, is optimal. We will apply our results to arrive at the same conditions as in [4] , and also characterize the solution for special values of .
As a first step, we will relax the constraints in problem Q1. We view each sensor over the time periods , as different sensors , and hence remove the constraint that all must use the same transmission policy . Because of (32),
. Hence, we can imagine that we are starting with sensors, some of which will be censored, and rewrite (32) as (33) where . For each for which is nonempty, consider a nonempty finite subset of , and use to denote the union of these subsets over . Let be the collection of all such . With , we wish to minimize
We will obtain an optimal solution to the latter problem, which we call problem Q2. If from that optimal solution we can derive a strategy that does not change the error exponent and yet meets the constraints that and for all , then we will have found an optimal solution to problem Q1. In particular, sufficient conditions for problem Q2 to have all sensors using the same one-bit transmission policy are also sufficient for problem Q1 to have identical one-bit sensors.
To put problem Q2 into our constrained censoring context, let for every , and note that . Let . (If is empty, we set .)
Proposition 4: Suppose Assumptions 3 i) and ii) hold. i) For problem Q2,
In particular, using the same one-bit transmission function at all uncensored sensors is asymptotically optimal iff . ii) Let . For problem Q1, if is an integer, we can restrict to using sensors, all of them using the same -bit transmission policy, without affecting the optimal exponent. Proof: Part i) follows from Corollary 1. For part ii), let achieve to within . Let each of the sensors in problem Q1 use . This comes within of the optimal exponent for problem Q2, and therefore for problem Q1 as well.
Let
, and note that . Hence, for any
So if
, we meet the sufficient conditions for problem Q2 to achieve the optimal error exponent with identical one-bit sensors. In that case, it is also optimal for problem Q1 to have identical one-bit sensors. This recovers Proposition 2 of [4] .
On the other hand, suppose that is an even integer and that . Then, it is strictly suboptimal to use identical one-bit sensors for problem Q1. This is the content of [4, Proposition 3 ] . For a general that is not an integer multiple of , the solution to Q1 involves an integer program, which can be difficult to solve for large . However, as increases to infinity, we can approach the optimal performance by using -bit sensors.
E. Independent of the Transmission Function
Suppose that for every value of the side information, all the transmission functions in have the same cost, e.g., that the process of transmission under state requires the same energy for all . Then, we can assume for some nonnegative function . Suppose also that the set of transmission policies is of the form , where is the set of allowed transmission policies , when the side information takes the value . Let and Corollary 2: Assume that for all , and that Assumption 3 holds. Then (34) where the infimum is taken over all and censoring policies that satisfy Furthermore, it is optimal to use the same transmission policy for all sensors.
Proof: The result is obtained from Theorem 4, by observing that the constraints do not affect the optimization with respect to and , and that
In this case, we use the same transmission policy at all sensors, and at most two different censoring policies. Suppose that is a minimizing value of in (34). Then, for any , we can use a transmission function that minimizes , if the minimum is attained.
XI. CONCLUSION
We have formulated a general framework involving censoring in a sensor network, and resource constraints. We allow the sensors to censor based on some side information, while taking into account a general cost function that depends only on the side information and the transmission policy used by the sensor. We allow the sensors to cooperate with each other and show that for a Neyman-Pearson formulation, such cooperation is not necessary in the asymptotic regime of a large number of sensors and small Type I error. Every sensor can independently use the same (generally, randomized) local policy. An optimal policy is found by maximizing subject to the constraint that . This maximization captures the tradeoff between the Type II error exponent and the resource constraint.
In the Bayesian context, we have shown that, in the absence of sensor cooperation, asymptotic optimality is obtained by dividing the sensors into two groups, with every sensor in each group using the same pure policy. We have also shown how to find optimal strategies in some special cases, and the relationship of our results to other works.
Most of our results can be extended in various directions. For example, we may have multiple resource constraints. With constraints, we will generally need the local randomization variable to have a range of cardinality (Neyman-Pearson case), or to divide the sensors into groups, with every sensor in each group using the same policy (Bayesian case). Extensions to the case of more than two hypotheses are also possible, along the lines of [5] . 
Proof of Lemma 9:
For any fixed pure policy and a given , it is well known that the first and second derivatives of , w.r.t. , are finite. What needs to be proved is that these derivatives are uniformly bounded for all policies .
For a given , let
so that . Then, for each ,
To prove the lemma, it suffices to show that for all policies and all , is uniformly bounded away from , and and are uniformly bounded. We do this in several steps below. To keep the notation simple, we will abbreviate to , to , and to . a) For every pure transmission policy , and every and , we have , because , and is a convex function of for each (see [ 
