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In this paper, we consider the computation problem of expansion coefficients of Melnikov
functions for near-Hamiltonian systems with a nilpotent center. We develop a general
method for finding the computation formulas for the expansion coefficients. Based on
the new method, an efficient algorithm is established to systematically compute the
coefficients. Moreover, as an application we consider a kind of Liénard systems with a
nilpotent center and study the number of limit cycles near the center.
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1. Introduction
Consider the C∞ near-Hamiltonian system
x˙ = Hy + εp(x, y, ε, δ), y˙ = −Hx + εq(x, y, ε, δ) (1.1)
with the unperturbed system
x˙ = Hy, y˙ = −Hx, (1.2)
where H(x, y), p(x, y, ε, δ) and q(x, y, ε, δ) are C∞ functions, ε ≥ 0 is small and δ ∈ D ⊂ Rm¯ is a vector parameter
with D compact. Suppose that (1.2) has a nilpotent singular point at the origin. That is to say, the function H satisfies
Hx(0, 0) = Hy(0, 0) = 0, and
∂(Hy,−Hx)
∂(x, y)
(0, 0) ≠ 0, det ∂(Hy,−Hx)
∂(x, y)
(0, 0) = 0.
Then, without loss of generality, we may suppose
Hyy(0, 0) = 1, Hxy(0, 0) = Hxx(0, 0) = 0.
It follows that the expansion of H(x, y) at the origin has the form
H(x, y) = 1
2
y2 +

i+j≥3
hijxiyj. (1.3)
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The implicit function theorem implies that a unique C∞ function ϕ(x) exists such that
Hy(x, ϕ(x)) = 0 (1.4)
for |x| small. Introduce
H∗0 (x) = H(x, ϕ(x)) =

j≥3
hjxj. (1.5)
Let k ≥ 3 be an integer such that
hk ≠ 0, hj = 0, for j < k. (1.6)
Han et al. [1] gave the following Lemma and Definition for system (1.2).
Lemma 1.1. The origin of system (1.2) is (i) a cusp if k is odd; (ii) a saddle if k is even with hk < 0; and (iii) a center if k is even
with hk > 0.
Definition 1. Let (1.3) and (1.6) be satisfied. Then the origin of system (1.2) is called a cusp of order m if k = 2m + 1; a
nilpotent center of order m (a nilpotent saddle of order m, respectively) if k = 2m+ 2 and hk > 0 (if k = 2m+ 2 and hk < 0,
respectively).
On the limit cycle bifurcation of system (1.1) manyworks have been done if the unperturbed system (1.2) has a nilpotent
singular point. See Llibre and Zhang [2], Li et al. [3], Han et al. [4] and Jiang and Han [5] for different cases.
For the cubic Hamiltonian system (1.2) with
H(x, y) = 1
2
y2 +

3≤i+j≤4
hijxiyj,
Han et al. [4] gave a sufficient and necessary condition that the origin is a nilpotent center. Then Han et al. [1] provided a
complete classification for the nilpotent singular point.
In the following we suppose the origin is a nilpotent center of orderm(≥1) for (1.2). That is, (1.6) holds with hk > 0 and
k = 2m + 2 even. Then, surrounding the origin there exist a family of periodic orbits defined by the equation H(x, y) = h
for h > 0 small. Introduce the first order Melnikov function as follows
M(h, δ) =

H(x,y)=h
qdx− pdy|ε=0.
To study the limit cycles bifurcating from the nilpotent center for general near-Hamiltonian system, Han et al. [4] obtained
the following results.
Theorem 1.1. Let (1.6) hold with hk > 0 and k = 2m (i.e., the origin is a nilpotent center of order m − 1). Then there exists a
C∞ function N(v, δ) such that
M(h, δ) = h 1+m2m N(h 1m , δ).
Moreover, if (1.1) is analytic then so is N(v, δ). Thus, if
N(v, δ) =

l≥0
bl(δ)vl
formally for |v| small, then
M(h, δ) = h 1+m2m

l≥0
bl(δ)h
l
m (1.7)
formally for 0 < h ≪ 1.
Corollary 1.1. Under the condition of Theorem 1.1, if there exist l ≥ 1 and δ0 ∈ Rm¯ such that
bj(δ0) = 0, j = 0, . . . , l− 1, bl(δ0) ≠ 0,
rank
∂(b0, . . . , bl−1)
∂(δ1, . . . , δm¯)
(δ0) = l
then for some (ε, δ) near (0, δ0) (1.1) has l limit cycles near the origin.
It can be seen from the above corollary that in the study of limit cycle bifurcation near the nilpotent center an important
step is to find an efficient method to compute the coefficients bl. One can find that the proof of Theorem 1.1 given in Han
et al. [4] provides away to compute bl for some integers l. However, this way is hard to be developed to find explicit formulas
of the coefficients bl for larger l. In this paper, following an idea in [6] we first give a new proof of Theorem 1.1. Further, by
the process of the proof of Theorem 1.1 we establish an efficient algorithm for finding the formulas of the coefficients bl. As
an application of our algorithm, we consider a polynomial Liénard system, and give a lower bound of the maximal number
of limit cycles.
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2. New proof of Theorem 1.1 and the computing algorithm
New proof of Theorem 1.1. By introducing a new variable v = y− ϕ(x) system (1.1) becomes
x˙ = H∗v (x, v)+ εp∗(x, v, ε, δ),
v˙ = −H∗x (x, v)+ εq∗(x, v, ε, δ),
(2.1)
where
H∗(x, v) = H(x, v + ϕ(x)), p∗(x, v, ε, δ) = p(x, v + ϕ(x), ε, δ),
q∗(x, v, ε, δ) = q(x, v + ϕ(x), ε, δ)− ϕ′(x)p∗(x, v, ε, δ). (2.2)
By (1.3), (1.5) and noting Hy(x, ϕ(x)) = 0, we have
H∗(x, v) = H∗0 (x)+

j≥1
H∗j (x)v
j+1 ≡ H∗0 (x)+ v2H(x, v), (2.3)
where H∗0 (x) satisfies (1.5) and
H∗j (x) =
1
(j+ 1)!
∂ j+1H
∂yj+1
(x, ϕ(x)), j ≥ 1, H(0, 0) = 1
2
. (2.4)
Consider system (1.1) or (2.1). It is obvious that
M(h, δ) =

H∗(x,v)=h
q∗dx− p∗dv|ε=0
=
 
H∗≤h
(p∗x + q∗v)|ε=0dxdv
=

H∗(x,v)=h
q¯(x, v, δ)dx, (2.5)
where
q¯(x, v, δ) = q∗(x, v, 0, δ)− q∗(x, 0, 0, δ)+
 v
0
p∗x (x, u, 0, δ)du
q¯v = (p∗x + q∗v)|ε=0 and q¯(x, 0, δ) = 0.
(2.6)
Let
p(x, y, 0, δ) =

i+j≥0
aijxiyj, q(x, y, 0, δ) =

i+j≥0
bijxiyj (2.7)
and
ϕ(x) =

j≥2
ejxj, (2.8)
where
e2 = −h21, e3 = −h31 + 2 h12h21,
e4 = −h41 + 2 h12h31 − 4 h122h21 − 3 h03h212 + 2 h22h21,
· · · .
Then by (2.2), (2.6) and (2.8) we have
q¯(x, v, δ) = v

i+j≥0
b¯ijxivj =

j≥1
qj(x)vj, (2.9)
where
qj+1(x) = 1
(j+ 1)!
∂ j
∂vj
(p∗x + q∗v)|ε=v=0
= 1
(j+ 1)!
∂ j
∂yj
(px + qy)(x, ϕ(x), 0, δ)
=

i≥0
b¯ijxi, j ≥ 0, (2.10)
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with
b¯00 = a10 + b01, b¯10 = 2a20 + b11, b¯20 = 3a30 + b21 − a11h21 − 2b02h21,
b¯30 = 4a40 + b31 − 2a21h21 − 2b12h21 + 2a11h12h21 + 4b02h12h21 − a11h31 − 2b02h31,
· · · .
For the equation H∗(x, v) = hwe have the following lemma.
Lemma 2.1 ([6]). Let (1.6) hold with hk > 0 and k be even. Then, the equation H∗(x, v) = h has exactly two C∞ solutions
v1(x, w) and v2(x, w) in v, satisfying
v1(x, w) =
√
2w(1+ O(|x, w|)), v2(x, w) = v1(x,−w),
wherew = h− H∗0 (x).
Further, we can write
v1(x, w) =

j≥1
aj(x)wj. (2.11)
By (2.3) we obtain
w2 = (v1(x, w))2

j≥1
H∗j (x)[v1(x, w)]j−1
= a21(x)H∗1 (x)w2 + (2a1(x)a2(x)H∗1 (x)+ a31(x)H∗2 (x))w3
+ [(a22(x)+ 2a1(x)a3(x))H∗1 (x)+ 3a21(x)a2(x)H∗2 (x)+ a41(x)H∗3 (x)]w4 + · · · .
Balancing the termswj in the above equation, we have
a1(x) = 1
H∗1 (x)
, a2(x) = − H
∗
2 (x)
2(H∗1 (x))2
, a3(x) = − 1
8(H∗1 )
7
2
[4H∗1H∗3 − 5(H∗2 )2], . . . (2.12)
where, by (1.3), (2.4) and (2.8),
H∗1 =
1
2
+ h12x+ (h22 − 3 h03h21)x2 + (h32 − 3 h13h21 + 3 h03(−h31 + 2 h12h21))x3
+ (h42 − 3 h23h21 + 3 h13(−h31 + 2 h12h21)+ 6 h04h212 + 3 h03(−h41 + 2 h12h31
− 4 h122h21 + 2 h22h21 − 3 h03h212))x4 + · · · + O(x)7,
H∗2 = h03 + h13x+ (h23 − 4 h04h21)x2 + (h33 − 4 h14h21 + 4 h04(−h31 + 2 h12h21))x3 + · · · + O(x)6,
H∗3 = h04 + h14x+ (h24 − 5 h05h21)x2 + (h34 − 5 h15h21 + 5 h05(−h31 + 2 h12h21))x3 + · · · + O(x)5,
· · · .
Hence, if we write
aj(x) =

i≥0
a¯ijxi, j = 1, 2, . . . , (2.13)
we can obtain
a¯01 =
√
2, a¯11 = −
√
2h12, a¯21 =
√
2
2
(3h212 + 6h03h21 − 2h22),
a¯31 =
√
2
2
(−5h312 + 6h13h21 + 6h12(−5h03h21 + h22)+ 6h03h31 − 2h32),
· · · .
Let x1(h) > 0 and x2(h) < 0 be the solutions of the equation H∗0 (x) = h. Then by (2.5),
M(h, δ) =
 x1(h)
x2(h)
[q¯(x, v1(x, w), δ)− q¯(x, v2(x, w), δ)]dx.
By Lemma 2.1, the function q¯(x, v1)− q¯(x, v2) is odd inw. Thus, we can write
q¯(x, v1, δ)− q¯(x, v2, δ) =

j≥0
q¯j(x)w2j+1, (2.14)
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where, by (2.9), (2.11), (2.13) and Lemma 2.1,
q¯0(x) = 2q1(x)a1(x) =

i≥0
αi0xi,
q¯1(x) = 2[q1(x)a3(x)+ 2q2(x)a1(x)a2(x)+ q3(x)a31(x)] =

i≥0
αi1xi, (2.15)
· · · ,
with
α00 = 2a¯01b¯00, α10 = 2(a¯11b¯00 + a¯01b¯10), . . . ,
α01 = 2(a¯03b¯00 + 2a¯01a¯02b¯01 + a¯301b¯02),
α11 = 2(a¯13b¯00 + 2a¯01a¯12b¯01 + 3a¯201a¯11b¯02 + a¯03b¯10 + 2a¯02(a¯11b¯01 + a¯01b¯11)+ a¯301b¯12),
· · · .
Hence,
M(h, δ) =

j≥0
 x1(h)
x2(h)
q¯j(x)w2j+1dx.
Letψ(x) = sgn(x)[H∗0 (x)]
1
k . By (1.6), the functionψ(x) is C∞ for |x| small withψ ′(0) = h
1
k
k . Then introduce the new variable
u = ψ(x) so that
M(h, δ) =

j≥0
 h 1k
−h 1k
q˜j(u)w2j+1du
=

j≥0
 h 1k
0
[q˜j(u)+ q˜j(−u)]w2j+1du,
wherew = √h− uk and
qj(u) = q¯j(x)
ψ ′(x)

x=ψ−1(u)
. (2.16)
We can suppose
qj(u)+qj(−u) =
i≥0
riju2i. (2.17)
The coefficients rij in (2.17) can be found by using (1.3), (1.6), (2.4) and (2.7)–(2.16). Then
M(h, δ) =

i+j≥0
rijIij(h), (2.18)
where
Iij(h) =
 h 1k
0
u2iw2j+1du
=
 h 1k
0
u2i(h− uk)j

h− ukdu.
Lemma 2.2. Let k = 2m,m ≥ 2, and
βij =
 1
0
v2i(1− vk)j

1− vkdv. (2.19)
Then
Iij(h) = βijh 1+m2m + i+mjm , h > 0,
|Iij(h)| ≤ ε2i+2j+20 for 0 < h ≤ εk0 < ε20.
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Proof. Introducing v = u/h 1k , we then have
Iij(h) = h 2i+1k +j+ 12
 1
0
v2i(1− vk)j

1− vkdv.
Further, if 0 < h ≤ εk0 < ε20 , we havew ≤
√
h ≤ ε0, u ≤ h 1k ≤ ε0, and hence
|Iij(h)| ≤
 h 1k
0
ε
2i+2j+1
0 du ≤ ε2i+2j+20 .
This ends the proof. 
It follows from (2.18) and Lemma 2.2 that
M(h, δ) = h 1+m2m

i+j≥0
rijβijh
i+mj
m
= h 1+m2m

l≥0
bl(δ)h
l
m ,
where
bl(δ) =

i+mj=l
rijβij. (2.20)
Also, by (2.14) and (2.17), if system (1.1) is analytic, then the series

i,j≥0 riju2iw2j+1 is convergent for (u, w) near the
origin, which implies that the series

i,j≥0 |rij|ε2i+2j+10 is convergent too for ε0 small. Hence, in this case the series in (2.18)
is convergent for h small. Thus, we have proved Theorem 1.1. 
An algorithm for computing bl. Based on the proof of Theorem 1.1 given above we can establish an algorithm in order to
obtain explicit formulas of the coefficients bl. Tomake the process of computing bl, l ≥ 0 clearerwe divide the algorithm into
the following steps. In each step,we can useMaple 13 to complete the computation of bl since it consumes large computation
(Please see Appendix about the concrete computing procedure).
1. Compute ϕ(x) by (1.4) (see Appendix (1));
2. Compute H∗0 (x) by (1.5) (see Appendix (2));
3. Compute qj(x), j ≥ 1 by (2.10) (see Appendix (3)) and compute H∗j (x) by (1.3) and (2.4) (see Appendix (4));
4. Compute aj(x) by (2.12) and (2.13) (see Appendix (5), (6));
5. Compute q¯j(x), j ≥ 0 by (2.14) and (2.15) (see Appendix (7), (8));
6. Note that ψ(x) = sgn(x)[H∗0 (x)]
1
k . If we let
ψ(x) =

i≥1
dixi, ψ−1(u) =

i≥1
d¯iui,
1
ψ ′(x)
=

i≥0
nixi,
then by (1.5) we can find the formulas of the coefficients for the above functions (see Appendix (9), (10) and (11)). For
example, takingm = 2 which means k = 4 we get
d1 = h
1
4
4 , d2 =
1
4
h
− 34
4 h5, d3 =
1
32
h
− 74
4 (8h4h6 − 3h25), . . . ,
d¯1 = h−
1
4
4 , d¯2 = −
1
4
h
− 32
4 h5, d¯3 = −
1
32
h
− 114
4
−7 h52 + 8 h6h4 , . . . ,
n¯0 = h−
1
4
4 , n¯1 = −
1
2
h
− 54
4 h5, n¯2 = −
1
32
h
− 94
4
−17 h52 + 24 h6h4 ,
n¯3 = −18 h4
− 134
−12 h5h6h4 + 8 h7h42 + 5 h53 , . . . .
7. Compute rij by (2.16) and (2.17) (see Appendix (12)). In the case ofm = 2 we have
r00 = 4
√
2h
− 14
4 (a1,0 + b0,1),
r10 =
√
2

21
8
h52a1,0
h411/4
+ 21
8
h52b0,1
h411/4
− 3 h5b1,1
h47/4
− 6 h5a2,0
h47/4
− 3 a1,0h6
h47/4
− 3 b0,1h6
h47/4
− 4 a1,0h2,2
h43/4
+ 6 a1,0h1,2
2
h43/4
− 4 b0,1h2,2
h43/4
+ 6 b0,1h1,2
2
h43/4
− 4 h1,2b1,1
h43/4
− 8 h1,2a2,0
h43/4
− 4 a1,1h2,1
h43/4
− 8 b0,2h2,1
h43/4
+ 3 h5h1,2a1,0
h47/4
+ 3 h5h1,2b0,1
h47/4
+ 12 a1,0h0,3h2,1
h43/4
+ 12 b0,1h0,3h2,1
h43/4
+ 4 b2,1
h43/4
+ 12 a3,0
h43/4

,
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· · · ,
r01 = −8
√
2a1,0h0,4
4
√
h4
+ 20
√
2a1,0h0,32
4
√
h4
− 8
√
2b0,1h0,4
4
√
h4
+ 20
√
2b0,1h0,32
4
√
h4
− 8
√
2h0,3a1,1
4
√
h4
− 16
√
2h0,3b0,2
4
√
h4
+ 8/3
√
2a1,2
4
√
h4
+ 8
√
2b0,3
4
√
h4
,
· · · .
8. Compute βij by (2.19) (see Appendix (13)). We have
β00 =
√
2
6µ
π
3
2 , β10 =
√
2
5
√
π
µ, β01 =
√
2
7µ
π
3
2 ,
β20 =
√
2
42µ
π
3
2 , β11 = 2
√
2
15
√
π
µ, β30 =
√
2
15
√
π
µ, . . . ,
where µ = (Γ ( 34 ))2 ≈ 1.501646094.
9. Compute bl by (2.20) (see Appendix (14)). For example, in the case ofm = 2 we have
b0(δ) = r00β00 =
√
2
6µ
π
3
2 r00,
b1(δ) = r10β10 =
√
2
5
√
π
µr10,
b2(δ) = r01β01 + r20β20 =
√
2
42µ
π
3
2 (6 r01 + r20),
b3(δ) = r11β11 + r30β30 =
√
2
15
√
π
µ(2 r11 + r30),
· · · .
3. An application to a class of Liénard systems
In this section, we consider a polynomial Liénard system of the form
x˙ = y, y˙ = −g(x)− εf (x)y, (3.1)
with
f (x) =
n
i=0
aixi. (3.2)
In the case of deg g = 4, Gavrilov and Iliev [7] gave the classification of the phase portraits for the unperturbed system
(3.1) |ε=0. By Xiao [8], one can assume
g(x) = x(x− 1)(x− α)(x− β), 0 ≤ α ≤ β ≤ 1. (3.3)
In this case, the system (3.1) |ε=0 has both a nilpotent singular point and a family of periodic orbits if and only if one of the
following conditions holds:
(a) α = β = 0,
(b) α = 0, 0 < β < 1,
(c) 0 < α = β < 1,
(d) 0 < α < 25 , β = 1,
(e) α = 25 , β = 1,
(f) 25 < α < 1, β = 1,
(g) α = β = 1.
In [9], we studied the number of limit cycles of system (3.1) for the cases (c) and (f). In this paper, we consider system
(3.1) for the case (g) and obtain the following theorem.
Theorem 3.1. Consider system (3.1) with g(x) = x(x − 1)3. Let H∗(n) denote the maximal number of limit cycles of
system (3.1) for all possible polynomial f (x) with degree n. Then
H∗(n) ≥ n−

n+ 1
5

, 1 ≤ n ≤ 12. (3.4)
Before proving the above theoremwe first give a preliminary. Suppose that system (1.2) has a hyperbolic saddle S(xs, ys),
a nilpotent center C(xc, yc), a homoclinic loop passing through the saddle and surrounding the nilpotent center. See Fig. 1.
1964 J. Yang, M. Han / Computers and Mathematics with Applications 64 (2012) 1957–1974
Fig. 1. The phase portrait of system (1.2).
Let
hs = H(xs, ys), hc = H(xc, yc).
The equation H(x, y) = hs defines a homoclinic loop denoted by L0 passing through the saddle and the equation H(x, y) =
h, hc < h < hs defines a family of periodic orbits denoted by Lh surrounding the nilpotent center.
For system (1.2), there exists a family of periodic orbits defined by the equation H(x, y) = h or H∗(x, v) = h for h > 0
small surrounding the origin. Further, suppose for (x, y) near (xs, ys), the function H takes the form
H(x, y) = hs + 12 [(y− ys)
2 − (x− xs)2] +

i+j≥3
h¯ij(x− xs)i(y− ys)j. (3.5)
By the results given in [10] we have the following lemma.
Lemma 3.1. Consider system (1.1). Suppose
p(x, y, ε, δ) =

i+j≥0
a¯ij(x− xs)i(y− ys)j, q(x, y, ε, δ) =

i+j≥0
b¯ij(x− xs)i(y− ys)j.
Then under (3.5)
M(h, δ) = c0 + c1(h− hs) ln |h− hs| + c2(h− hs)+ c3(h− hs)2 ln |h− hs| + O(|h− hs|2), 0 < hs − h ≪ 1 (3.6)
where
c0 = M(hs, δ) =

L0
qdx− pdy, c1 = −(a¯10 + b¯01),
c2 =

L0
(px + qy − a¯10 − b¯01)dt + bc1,
c3 = −12 {(−3¯a30 − b¯21 + a¯12 + 3b¯03)− [(2b¯02 + a¯11)(3h¯03 − h¯21)+ (2a¯20 + b¯11)(3h¯30 − h¯12)]} + b¯c1
for some constants b and b¯.
For (x, y) near (xc, yc), we may suppose
H(x, y) = hc + 12 (y− yc)
2 +

i+j≥3
hij(x− xc)i(y− yc)j. (3.7)
In this case, by Theorem 1.1, the first order Melnikov function has the following expansion
M(h, δ) = (h− hc) 1+m2m

l≥0
bl(δ)(h− hc) lm . (3.8)
Then, following the idea used in [11] or in the proof of Theorem 2.1 [9], we have the following theorem.
Theorem 3.2. Consider system (1.1). Let (xc, yc) be a center of order m − 1 of (1.2), and (3.5) and (3.7) hold. If there exists a
parameter δ0 ∈ Rm¯ such that
cj(δ0) = 0, j = 0, 1, . . . , k1 − 1, ck1(δ0) ≠ 0, 0 ≤ k1 ≤ 3,
bj(δ0) = 0, j = 0, 1, . . . , k2 − 1, bk2(δ0) ≠ 0,
(3.9)
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Fig. 2. The phase portrait of system (3.11).
and
rank
∂(c0, . . . , ck1−1, b0, . . . , bk2−1)
∂(δ1, δ2, . . . , δm¯)

δ0
= k1 + k2, (3.10)
then system (1.1) can have k1 + k2 (respectively, k1 + k2 + 1) limit cycles for some (ε, δ) near (0, δ0) if µ < 0 (respectively,
µ > 0) with µ = (−1)[ k12 ]+1ck1(δ0)bk2(δ0).
Now we can use Theorem 3.2 and the algorithm in the above section to prove Theorem 3.1. For ε = 0, the unperturbed
system of system (3.1) is
x˙ = y, y˙ = −x(x− 1)3 (3.11)
which is a Hamiltonian system with the Hamiltonian function
H(x, y) = 1
2
(y2 − x2)+ x3 − 3
4
x4 + 1
5
x5.
System (3.11) has a nilpotent center (1, 0) of order 1 and a hyperbolic saddle (0, 0). We easily get
H(0, 0) = 0, H(1, 0) = − 1
20
.
The equation H(x, y) = 0 defines a homoclinic loop denoted by L0 passing through the origin and the equation H(x, y) =
h,− 120 < h < 0 defines a family of periodic orbits denoted by Lh surrounding the nilpotent center. See Fig. 2.
Along L0 we have y = ±x

1− 2x+ 32x2 − 25x3. Then, by Lemma 3.1, we get
c0 = M(0, δ) = −

L0
f (x)ydx =
n
i=0
aiIi, c1 = a0,
c¯2 = −

L0
n
i=1
aixidt = ai I¯i, c¯3 = −12 (a2 + 3a1),
where
Ii = −

L0
xiydx = −2
 x0
0
xi+1

1− 2x+ 3
2
x2 − 2
5
x3dx, i = 0, 2, . . . ,
I¯i = −

L0
xidt = −

L0
xi
y
dx = −2
 x0
0
xi−1
1− 2x+ 32x2 − 25x3
dx, i = 1, 2, . . . ,
x0 = 112
3

135+ 60√6− 5
4
1
3

135+ 60√6
+ 5
4
,
with
I0 = −0.82229764678699224018, I1 = −0.71873571041215950716,
I2 = −0.75899897233538871118, I3 = −0.88689908200164740931,
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I4 = −1.1024360394109356018, I5 = −1.4281424709230168116,
I6 = −1.9054043549321778851, I7 = −2.5989138010011340208,
I8 = −3.6062674516589356398, I9 = −5.0734571145616629486,
I10 = −7.2186732937560168201, I11 = −10.368498294812661478,
I12 = −15.012848404410284349, I¯1 = −10.470349849041859978,
I¯2 = −11.563265482118602364, I¯3 = −14.790913960200015229,
I¯4 = −20.153295281302133005, I¯5 = −28.472707092211947930,
I¯6 = −41.186620813753779020, I¯7 = −60.572033362933792408,
I¯8 = −90.176541067758577728, I¯9 = −135.51232412528281300,
I¯10 = −205.14823736104459907, I¯11 = −312.42211125956918114,
I¯12 = −478.12525622886563145.
To compute the coefficients in (1.7) by the programs in Appendix we first introduce the following change of variables
u = x− 1, v = y
which makes system (3.1) become
u˙ = v, v˙ = −u3(u+ 1)− εf (u+ 1)v (3.12)
with
f (u+ 1) =
n
i=0
ai(u+ 1)i.
The Hamiltonian function of the above system (3.12) is
H(u, v) = 1
2
v2 + 1
4
u4 + 1
5
u5.
Then proceeding our algorithm step by step using the programs in the Appendix, we finally get
b0 = −4
√
2
3µ
π
3
2 (a0 + a1 + a2 + a3 + a4 + a5 + a6 + a7 + a8 + a9 + a10 + a11 + a12),
b1 = − 8
√
2µ
125
√
π
(21 a0 − 9 a1 + 11 a2 + 81 a3 + 201 a4 + 371 a5 + 591 a6
+ 861 a7 + 1181 a8 + 1551 a9 + 1971 a10 + 2441 a11 + 2961 a12),
b2 = −2
√
2π
3
2
2625µ
(663 a0 − 117 a1 + 3 a2 + 23 a3 − 57 a4 + 763 a5 + 4483 a6 + 14103 a7
+ 33623 a8 + 68043 a9 + 123363 a10 + 206583 a11 + 325703 a12),
b3 = − 4
√
2µ
234375
√
π
(302841 a0 − 33649 a1 − 4389 a2 + 5621 a3 − 3619 a4 + 2891 a5
− 4849 a6 + 28161 a7 + 641921 a8 + 3511431 a9 + 12346691 a10 + 34042701 a11 + 80079461 a12),
b4 = −
√
2π
3
2
7218750µ
(23476167 a0 − 1903473 a1 − 365313 a2 + 244647 a3 − 73593 a4
+ 5967 a5 + 15327 a6 − 27513 a7 + 61447 a8 − 287793 a9 + 8080767 a10
+ 87929127 a11 + 464905287 a12),
b5 = − 7µ
√
2
1904296875
√
π
(11745370923 a0 − 749704527 a1 − 168538227 a2 + 77339823 a3
− 12070377 a4 − 4138827 a5 + 4994473 a6 − 3480477 a7 + 2556323 a8
− 2745127 a9 + 5395173 a10 − 21512777 a11 + 238371023 a12),
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b6 = −
√
2π
3
2
15039062500µ
(479734998379 a0 − 25249210441 a1 − 6193202561 a2
+ 2168107019 a3 − 165281701 a4 − 151053721 a5 + 95820959 a6 − 33512661 a7
+ 4605419 a8 + 5750199 a9 − 10188321 a10 + 16394859 a11 − 36780261 a12),
b7 = − 1463µ
√
2
8093261718750
√
π
(2614540317471 a0 − 117068969439 a1 − 30351214299 a2
+ 8598285891 a3 − 220468869 a4 − 609531579 a5 + 256891761 a6 − 40407849 a7
− 21242409 a8 + 25623081 a9 − 18629379 a10 + 13279211 a11 − 11875149 a12),
b8 = − 6409
√
2π
3
2
1428710937500000µ
(84330436384579 a0 − 3285601417581 a1
− 885162025741 a2 + 210690740099 a3 + 1956879939 a4 − 14296986221 a5
+ 4343181619 a6 − 102356541 a7 − 570320701 a8 + 360389139 a9
− 138507021 a10 + 26130819 a11 + 17662659 a12),
b9 = − 149017
√
2µ
2697753906250000
√
π
(107858570018219 a0 − 3719261035111 a1
− 1030638600091 a2 + 211573031279 a3 + 7373858999 a4
− 13477464931 a5 + 3070523489 a6 + 260060259 a7 − 470086621 a8
+ 192942849 a9 − 30539331 a10 − 19609161 a11 + 24229359 a12),
b10 = − 9722453
√
2π
3
2
5867919921875000000µ
(3020190414236919 a0 − 93407950955781 a1
− 26448846327981 a2 + 4773657515319 a3 + 259560574119 a4
− 283802946581 a5 + 49488963219 a6 + 9089718519 a7 − 8182260681 a8
+ 2280050619 a9 + 85882419 a10 − 449730281 a11 + 287652519 a12).
For the proof of Theorem 3.1, we only consider the case of n = 12. Other cases can be proved similarly. Solving the
equations b0 = b1 = · · · = b9 = 0 yields
a0 = − 44812857 a12, a1 =
1739022897
1954264
a12 − 252 a9 − a4,
a2 = −402360607150328 a12 +
75
2
a9 + 3 a4, a3 = 2417110955977132 a12 − 35 a9 − 3 a4,
a5 = −1826867959977132 a12 +
105
4
a9, a6 = 2172671543977132 a12 −
119
4
a9,
a7 = −1399766949977132 a12 +
77
4
a9, a8 = 397189695977132 a12 −
27
4
a9,
a10 = −2905067244283 a12, a11 = −
956901
244283
a12.
Then it follows that
c0 = 0.00011452601304498 a12,
b10 = 96065733263367056901328125
a12π3/2
√
2
Γ
 3
4
2 ≈ 7.1388239653545315448 a12
and
det
∂(b0, b1, b2, . . . , b8, b9)
∂(a0, a1, a2, a3, a5, a6, a7, a8, a10, a11)
= −36555322721408144985880879921960583168
6318277955870144069194793701171875
π5 ≠ 0.
Then, by Theorem 3.2, system (3.1) can have 10 limit cycles for some (ε, δ) near (0, δ0).
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Appendix
In this appendix, we list all of our programs for computing the coefficients bl in (1.7) in the case of l = 3 for any k = 2m,
m ≥ 2. One just take another value of l to compute more bl.
########## read the input file ##########
(1) compute the e_jcoefficients:
with(LinearAlgebra):l:=3:n:=2*l+2:
H:=y:
for i from 3 to n+1 do
for j from 1 to i do
H:=H+j*h[i-j,j]*x^(i-j)*y^(j-1):
od:
od:
phi:=0:
for i from 1 to n-1 do
phi:=phi+e[i+1]*x^(i+1):
od:
temp:=subs(y=phi,H):
for i from 2 to n do
temp1:=subs(x=0,diff(temp,x$i)/i!):
e[i]:=solve(temp1,e[i]):
print(i,e[i]):
od:
e2 = −h2,1, e3 = −h3,1 + 2 h1,2h2,1,
e4 = −h4,1 + 2 h1,2h3,1 − 4 h1,22h2,1 − 3 h0,3h2,12 + 2 h2,2h2,1,
· · · .
(2) compute the h_j coefficients:
with(LinearAlgebra): l:=3:n:=2*l+4:read "teste20.m":h[3,0]:=0:
H:=(1/2)*y^{2}:
for i from 3 to n do
for j from 0 to i do
H:=H+h[i-j,j]*x^(i-j)*y^j:
od:
od:
phi:=0:
for i from 1 to n-3 do
phi:=phi+e[i+1]*x^(i+1):
od:
temp:=subs(y=phi,H):
for i from 3 to n do
h[i]:=subs(x=0,diff(temp,x$i)/i!):
print(i,h[i]):
od:save h, "testh22.m":
h4 = h4,0 − 1/2 h2,12,
h5 = h5,0 − h3,1h2,1 + h1,2h2,12,
· · · .
(3) compute the barb_j coefficients:
with(LinearAlgebra): l:=3:n:=2*l:
p:=0:q:=0:
for i from 0 to n+1 do
for j from 0 to i do
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p:=p+a[i-j,j]*x^(i-j)*y^j:
q:=q+b[i-j,j]*x^(i-j)*y^j:
od:
od:
phi:=0:
for i from 2 to n do
phi:=phi+e[i]*x^i:
od:
temp[0]:=subs(y=phi,diff(p,x)+diff(q,y)):
for j from 1 to n do
temp[j]:=subs(y=phi,diff(diff(p,x)+diff(q,y),y$j)/(j+1)!):
od:
for j from 0 to n do
for i from 0 to n-j do
tem[i,j]:=coeff(temp[j],x,i):
barb[i,j]:=tem[i,j]:
od:
od:
read "teste20.m":
for j from 0 to n do
for i from 0 to n-j do
barb[i,j]:=barb[i,j]:
print([i,j],barb[i,j]):
od:
od:save barb, "barb.m":
b¯00 = a1,0 + b0,1, b¯10 = 2a2,0 + b1,1, b¯20 = 3a3,0 + b2,1 − a1,1h2,1 − 2b0,2h2,1,
b¯30 = 4a4,0 + b3,1 − 2a2,1h2,1 − 2b1,2h2,1 + 2a1,1h1,2h2,1 + 4b0,2h1,2h2,1 − a1,1h3,1 − 2b0,2h3,1,
· · · ,
b¯01 = 12a11 + b02, b¯11 = a21 + b12, b¯21 =
3
2
a31 + b22 − (a12 + 3b03)h21,
b¯02 = 13a12 + b03, b¯12 =
2
3
a22 + b13, b¯22 = a32 + b23 − (a13 + 4b04)h21, . . . .
(4) compute the H^star coefficients:
with(LinearAlgebra):l:=3:n:=2*l:
H:=(1/2)*y^{2}:
for i from 3 to n+2 do
for j from 0 to i do
H:=H+h[i-j,j]*x^(i-j)*y^j:
od:
od:
phi:=0:
for i from 2 to n do
phi:=phi+e[i]*x^i:
od:
for j from 1 to n+1 do
temp[j]:=subs(y=phi,diff(H,y$(j+1))/(j+1)!):
od:
for i from 1 to n+1 do
Hstar[i]:=0:
od:
for i from 1 to n+1 do
for j from 0 to n-i+1 do
Hstar[i]:=Hstar[i]+coeff(temp[i],x,j)*x^j:
od:
od:save Hstar, "Hstar.m":
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H∗1 = 1/2+ h1,2x+

h2,2 − 3 h0,3h2,1

x2 + h3,2 − 3 h1,3h2,1 + 3 h0,3 −h3,1 + 2 h1,2h2,1 x3
+ h4,2 − 3 h2,3h2,1 + 3 h1,3 −h3,1 + 2 h1,2h2,1+ 6 h0,4h2,12 + 3 h0,3 −h4,1 + 2 h1,2h3,1
− 4 h1,22h2,1 + 2 h2,2h2,1 − 3 h0,3h2,12

x4 + · · · + O(x)7,
H∗2 = h0,3 + h1,3x+

h2,3 − 4 h0,4h2,1

x2 + h3,3 − 4 h1,4h2,1 + 4 h0,4 −h3,1 + 2 h1,2h2,1 x3 + · · · + O(x)6,
H∗3 = h0,4 + h1,4x+

h2,4 − 5 h0,5h2,1

x2 + h3,4 − 5 h1,5h2,1 + 5 h0,5 −h3,1 + 2 h1,2h2,1 x3 + · · · + O(x)5,
· · · .
(5) compute the a_j coefficients:
with(LinearAlgebra):l:=3:n:=2*l+1:
Eta:=0:
for i from 1 to n do
Eta:=Eta+Hstar[i]*v[n-i+1]^(i+1):
od:
V[0]:=0:
for i from 1 to n do
V[i]:=V[i-1]+a[i]*w^i:
od:
for i from 1 to n do
Eta:=subs(v[i]=V[i],Eta):
od:
temp1:=expand(Eta-w^{2}):
a[1]:=1/(sqrt(Hstar[1])):
for i from 3 to n+1 do
temp2:=coeff(temp1,w,i):
a[i-1]:=solve(temp2,a[i-1]):
print(i-1,a[i-1]):
od:save a, "a.m":
a1(x) = 1
H∗1 (x)
, a2(x) = − H
∗
2 (x)
2(H∗1 (x))2
, a3(x) = − 1
8(H∗1 )
7
2
[4H∗1H∗3 − 5(H∗2 )2], . . . .
(6) compute the bara_j coefficients:
with(LinearAlgebra):l:=3:n:=2*l:
Hstar[1]:=Hstar[1]:
for i from 1 to n+1 do
temp1[i]:=taylor(1/(1+s)^((3*i-2)/2),s=0,n+1):
temp[i]:=convert(temp1[i],polynom):
od:
s:=2*Hstar[1]-1:
for i from 1 to n+1 do
temp[i]:=2^((3*i-2)/2)*temp[i]:
od:
read "a.m":
for i from 1 to n+1 do
temp2[i]:=a[i]*Hstar[1]^((3*i-2)/2)*temp[i]:
od:
read "Hstar.m";
for j from 1 to n+1 do
for i from 0 to n-j+1 do
bara[i,j]:=coeff(temp2[j],x,i):
print([i,j],bara[i,j]):
od:
od:save bara, "bara.m":
a¯01 =
√
2, a¯11 = −
√
2h1,2, a¯21 =
√
2
2
(3h21,2 + 6h0,3h2,1 − 2h2,2),
· · · ,
a¯02 = −2h0,3, a¯12 = 8h0,3h1,2 − 2h1,3,
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a¯22 = 8h1,2h1,3 − 24h20,3h2,1 + 8h0,4h2,1 + 8h0,3(−3h21,2 + h2,2)− 2h2,3, . . . ,
a¯03 =
√
2(5h20,3 − 2h0,4), a¯13 =
√
2(−35h20,3h1,2 + 10h0,4h1,2 + 10h0,3h1,3 − 2h1,4), . . . .
(7) compute the barq_j coefficients:
with(LinearAlgebra): l:=3:n:=l:
Q:=0: V1[0]:=0: V2[0]:=0:
for i from 1 to 2*n+1 do
Q:=Q+q[i]*((v1)[2*n+2-i]^i-(v2)[2*n+2-i]^i):
V1[i]:=V1[i-1]+a[i]*w^i:
V2[i]:=V2[i-1]+a[i]*(-w)^i:
od:
for i from 1 to 2*n+1 do
Q:=subs([v1[i]=V1[i],v2[i]=V2[i]],Q):
od:
for i from 0 to n do
barq[i]:=coeff(Q,w,2*i+1):
od:save barq, "barq.m":
q¯0(x) = 2q1a1, q¯1(x) = 2[q1a3 + 2q2a1a2 + q3a31], . . . .
(8) compute the alpha_j coefficients:
with(LinearAlgebra): l:=3:n:=l:
for i from 1 to 2*n+1 do
q[i]:=0:a[i]:=0:
od:
for j from 1 to 2*n+1 do
for i from 0 to 2*n+1 do
q[j]:=q[j]+barb[i,j-1]*x^i:
a[j]:=a[j]+bara[i,j]*x^i:
od:
od:
read "barq.m";
for j from 0 to n do
for i from 0 to 2*(n-j) do
alpha[i,j]:=simplify(coeff(barq[j],x,i)):
od:
od:
α00 = 2
√
2

a1,0 + b0,1

, α10 = 2
√
2
−h1,2a1,0 − h1,2b0,1 + b1,1 + 2a2,0 , . . . .
(9) compute the d_j coefficients:
with(LinearAlgebra): l:=3:n:=2*l+1:
S:=taylor((1+s)^(1/k),s=0,n):
S1:=convert(S,polynom):
s1:=0:
for i from k+1 to n+3 do
s1:=s1+(h[i]/h[k])*x^(i-k):
od:
temp1:=sort(expand(h[k]^(1/k)*x*subs(s=s1,S1)),x):
for i from 1 to n do
d[i]:=simplify(subs(x=0,diff(temp1,x$i)/i!)):
print([i],d[i]):
od:save d,"d.m":
d1 = h
1
4
4 , d2 =
1
4
h
− 34
4 h5, d3 =
1
32
h
− 74
4 (8h4h6 − 3h25), . . . .
(10) compute the bar{d}_j coefficients:
with(LinearAlgebra): l:=3:n:=2*l:
psi:=0:
for i from 1 to n do
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psi:=psi+d[i]*x[n+1-i]^i:
od:
X[0]:=0:
for i from 1 to n do
X[i]:=X[i-1]+bard[i]*u^i:
od:
read "d.m":
for i from 1 to n do
psi:=subs(x[i]=X[i],psi):
od:
temp1:=psi-u:
for i from 1 to n do
temp2:=coeff(temp1,u,i):
bard[i]:=solve(temp2,bard[i]):
print(i,bard[i]):
od:save bard, "bard.m":
d¯1 = h−
1
4
4 , d¯2 = −
1
4
h
− 32
4 h5, d¯3 = −
1
32
h
− 114
4
−7 h52 + 8 h6h4 , . . . .
(11) compute the n_j coefficients:
with(LinearAlgebra):l:=3:n:=2*l:
S:=taylor(1/(1+s),s=0,n+1): temp1:=1: for i from 1 to n do
temp1:=temp1+subs(s=0,(diff(S,s$i)/i!))*s[n+1-i]^i:
od:
psi[0]:=d[1]*x:
for i from 1 to n do
psi[i]:=psi[i-1]+d[i+1]*x^(i+1):
od:
read "d.m":
for i from 1 to n do
S[i]:=diff(psi[i],x)/d[1]-1:
od:
for i from 1 to n do
temp1:=subs(s[i]=S[i],temp1):
od:
temp2:=(1/d[1])*temp1:
for i from 0 to n do
N[i]:=simplify(coeff(temp2,x,i)):
print(i,N[i]):
od:save N,"N.m":
n¯0 = h−
1
4
4 , n¯1 = −
1
2
h
− 54
4 h5, n¯2 = −
1
32
h
− 94
4
−17 h52 + 24 h6h4 ,
n¯3 = −18 h4
− 134
−12 h5h6h4 + 8 h7h42 + 5 h53 , . . . .
(12) compute the r_{ij} coefficients:
with(LinearAlgebra):l:=3:n:=2*l:
for i from 0 to n/2 do
qbar[i]:=0:
temp[i]:=0:
od:
for j from 0 to n/2 do
for i from 0 to n-2*j do
qbar[j]:=qbar[j]+alpha[i,j]*x^i:
temp[j]:=temp[j]+N[i]*x^i:
od:
od:
for i from 0 to n/2 do
temp2[i]:=qbar[i]*temp[i]:
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od:
for i from 0 to n/2 do
W[i]:=0:
od:
for j from 0 to n/2 do
for i from 0 to n-2*j do
W[j]:=W[j]+coeff(temp2[j],x,i)*x[n-2*j+1-i]^i:
od:
od:
read "alpha.m":
read "N.m":
read "bard.m":
X[0]:=0:
for i from 1 to n do
X[i]:=X[i-1]+bard[i]*u^i:
od:
for j from 0 to n/2 do
for i from 1 to n-2*j do
W[j]:=subs(x[i]=X[i],W[j]):
od:
od:
for j from 0 to n/2 do
for i from 0 to n-2*j do
temp3[j,i]:=coeff(W[j],u,i):
od:
od:
for j from 0 to n/2 do
W1[j]:=0:
W2[j]:=0:
od:
for j from 0 to n/2 do
for i from 0 to n-2*j do
W1[j]:=W1[j]+temp3[j,i]*u^i:
W2[j]:=W2[j]+temp3[j,i]*(-u)^i:
od:
od:
for j from 0 to n/2 do
temp5[j]:=W1[j]+W2[j]:
od:
for j from 0 to n/2 do
for i from 0 to (n-2*j)/2 do
r[i,j]:=expand(coeff(temp5[j],u,2*i)):
print([i,j],r[i,j]):
od:
od:save r, "rij.m":
r00 = 4
√
2h
− 14
4 (a1,0 + b0,1),
r10 =
√
2

21
8
h52a1,0
h411/4
+ 21
8
h52b0,1
h411/4
− 3 h5b1,1
h47/4
− 6 h5a2,0
h47/4
− 3 a1,0h6
h47/4
− 3 b0,1h6
h47/4
− 4 a1,0h2,2
h43/4
+ 6 a1,0h1,2
2
h43/4
− 4 b0,1h2,2
h43/4
+ 6 b0,1h1,2
2
h43/4
− 4 h1,2b1,1
h43/4
− 8 h1,2a2,0
h43/4
− 4 a1,1h2,1
h43/4
− 8 b0,2h2,1
h43/4
+ 3 h5h1,2a1,0
h47/4
+ 3 h5h1,2b0,1
h47/4
+ 12 a1,0h0,3h2,1
h43/4
+ 12 b0,1h0,3h2,1
h43/4
+ 4 b2,1
h43/4
+ 12 a3,0
h43/4

,
· · · .
(13) compute the beta_ij coefficients:
with(LinearAlgebra):l:=3:n:=l:m:=2:k:=2*m:
for i from 0 to n do
for j from 0 to i do
1974 J. Yang, M. Han / Computers and Mathematics with Applications 64 (2012) 1957–1974
beta[i-j,j]:=simplify(int(x^(2*(i-j))*(1-x^k)^j*sqrt(1-x^k),x=0..1)):
print([i-j,j],beta[i-j,j]):
od:
od:
for i from 0 to n do
for j from 0 to i do
beta[i-j,j]:=1/k*GAMMA((2*(i-j)+1)/k)*GAMMA(j+3/2)/GAMMA((2*(i-j)+1)/k+j+3/2):
print([i-j,j],beta[i-j,j]):
od:
od:save beta,"beta.m":
β00 =
√
2
6µ
π
3
2 , β10 =
√
2
5
√
π
µ, β01 =
√
2
7µ
π
3
2 , . . . .
(14) compute the b_l coefficients:
with(LinearAlgebra):l:=3:n:=l:
m:=2:
for i from 0 to n do
B[i]:=0:
od:
for i from 0 to n do
for j from 0 to trunc(i/m) do
B[i]:=B[i]+r[i-m*j,j]*beta[i-m*j,j]:
od:
print(i,B[i]):
od:
b0(δ) =
√
2
6

Γ
 3
4
2π 32 r00,
b1(δ) =
√
2
5
√
π

Γ

3
4
2
r10,
b2(δ) =
√
2
42

Γ
 3
4
2π 32 (6 r01 + r20),
b3(δ) =
√
2
15
√
π

Γ

3
4
2
(2 r11 + r30).
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