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We propose an explicit formulation of the physical subspace for a (1þ 1)-dimensional SU(2) lattice
gauge theory, where the gauge degrees of freedom are integrated out. Our formulation is completely
general, and might be potentially suited for the design of future quantum simulators. Additionally, it allows
for addressing the theory numerically with matrix product states. We apply this technique to explore the
spectral properties of the model and the effect of truncating the gauge degrees of freedom to a small finite
dimension. In particular, we determine the scaling exponents for the vector mass. Furthermore, we also
compute the entanglement entropy in the ground state and study its scaling towards the continuum limit.
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I. INTRODUCTION
Gauge theories play a central role in our understanding
of modern particle physics, with the standard model being
one of the most prominent examples. In the usual
Lagrangian or Hamiltonian formulation, the local gauge
symmetry is ensured by introducing additional degrees of
freedom (d.o.f.) in the form of a gauge field. However, this
also leads to redundant d.o.f. in the theory. As the physical
observables are strictly gauge invariant, the only relevant
subspace is the one spanned by the gauge-invariant states,
which is in general much smaller than the full Hilbert space
of the theory. Because of the absence of transversal
directions for the special case of (1þ 1) dimensions, the
gauge fields are not genuinely independent d.o.f.
Therefore, it is possible to remove them by integrating
the Gauss law. This long-known fact, to the best of our
knowledge, has been explicitly exploited in practice only
for the Abelian case of the Schwinger model [1–3].
Although this renders (1þ 1)-dimensional gauge theo-
ries seemingly simple, nevertheless, they often cannot be
solved analytically, in particular, in the nonperturbative
regime. A fundamental tool for the numerical study of
gauge models is lattice gauge theory (LGT) [4]. Recently,
the tensor network (TN) approach to LGT has proven itself
as a promising tool for this task, in particular, in the
Hamiltonian formulation. Originally developed in the
context of quantum information theory, TNs are efficient
Ansätze for the many-body ground-state wave function as
well as low-lying excitations. Besides theoretical progress
in developing gauge invariant TNs suitable for LGT [5–14],
their power for computing mass spectra [7,15–18] and
thermal states [19–23] has already been demonstrated.
Contrary to the conventional Monte Carlo approach to
LGT, methods based on TNs are free from the sign problem
[24], and they enable the study of real-time dynamics
[7,25–27] as well as phase diagrams at nonzero chemical
potential [18,28–30] for certain gauge models. Moreover,
variational TN methods explicitly yield the wave function
at the end of the computation and, hence, allow for access
to all kinds of (local) observables [25,29–31]. Another
advantage of TNs is that one can easily study the entan-
glement structure of the state [26,28,32], thus, opening up
new possibilities for characterizing LGT problems. A
different approach to the Hamiltonian lattice formulation
explored during recent years is quantum simulation of
gauge theories [6,9,33–48]. Already experimentally real-
ized for a small system [49], this route is promising for the
future, as it is free from purely numerical limitations.
Despite these encouraging prospects, there are also some
limitations. In particular, the Hilbert spaces for the gauge
d.o.f. are typically infinite dimensional. Hence, in cases for
which the gauge fields cannot be integrated out, they
typically have to be truncated to a finite dimension to allow
for a TN approach or a potential implementation in a
quantum simulator. Previous works therefore resorted to
the truncation methods from Refs. [9,50] to achieve a finite
dimension while simultaneously preserving gauge invari-
ance. A different type of finite-dimensional gauge models
explored in that context are quantum link models [51–53],
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where the gauge d.o.f. are replaced by discrete spins.
However, these truncated models do not necessarily corre-
spond to the continuum theory in the limit of vanishing lattice
spacing, or might not have a continuum limit at all [54].
Here, we address these questions for a (1þ 1)-
dimensional SU(2) lattice gauge theory. In a first step, we
show how, starting from a color-neutral basis developed in
Ref. [55], the gauge d.o.f. can be integrated out on a lattice
with open boundary conditions (OBC). The resulting for-
mulation allows for truncating the color-electric flux at an
arbitrary value. These truncated models can be efficiently
addressedwithTN. Inprinciple, since themaximum fluxona
finite lattice with OBC is upper bounded, this enables an
exact treatment of the model. In practice, to solve the model
with matrix product states (MPS), we limit the number of
color-flux sectors and compute the low-lying spectrum for
this family of truncated SU(2) gauge models and investigate
truncation effects in a systematic manner. In particular, here
we explore such effects in the closing of the mass gaps as we
approach criticality, and in the entanglement entropy of the
ground state. Recent developments in the context of the
holographic principle have suggested a deep connection
between entanglement and emergent geometry [56,57], and
have rekindled interest in understanding the peculiarities of
entanglement in gauge theories [58–62]. Being especially
well suited to compute entanglement entropies, TNs allow us
to studyhow the truncationof the flux alters the entanglement
of the vacuum in the approach to the continuum.
In our study, we are interested in various aspects. On the
one hand, the basis we develop efficiently describes the
physical subspace and can in principle be used with other
analytical or numerical methods. Using TNs, we demon-
strate the suitability of our formulation for addressing LGT
problems as they appear in high-energy and also con-
densed-matter physics. Because of the vastly reduced
number of basis states compared to the full basis, we are
able to explore much larger values for the maximum color-
electric flux than has been achieved in previous studies of
the model [25,28]. On the other hand, the questions we
explore are also relevant for quantum simulation of gauge
theories. The corresponding, Abelianized, Hamiltonian in
our basis is nonlocal, similar to the one recently realized in
trapped ions for the Schwinger model [49]. Hence, our
formulation might have potential applications for the
design of future quantum simulators. Some proposals for
quantum simulation of gauge models [9,33–46,48] rely on
the representation of the gauge variables by finite-
dimensional d.o.f. For those cases, a truncation of the color
flux will be required, and our formulation provides a tool for
the systematic study of the effect on various observables.
The rest of the paper is organized as follows. In Sec. II,
we introduce the model we are studying. After a brief
review of the color-neutral basis developed in Ref. [55], we
present our new formulation for systems with OBC where
the gauge field is integrated out in Sec. III. Furthermore, we
explain how this formulation readily allows for a truncation
of the link Hilbert spaces in a gauge-invariant manner to a
finite dimension. In Sec. IV, we briefly review the MPS
methods we are applying and present our results for the
low-lying spectrum and the entanglement properties of the
ground state while approaching the continuum limit.
Finally, we conclude in Sec. V.
II. MODEL
The model we are studying is a (1þ 1)-dimensional
SU(2) lattice gauge theory. We use a Hamiltonian lattice
formulation with Kogut-Susskind staggered fermions [63]























In the expression above, ψlk
† is a single-component
fermionic field creating a fermion of color l on site k,
Ull
0
k acts on the gauge link between sites k and kþ 1, and
J2k gives the color-electric energy on the link. The parameter




k are SU(2) matrices in the funda-
mental representation and can be interpreted as rotation
matrices. Hence, the Hilbert space for each gauge link is
analogous to a quantum rigid rotor with total angular
momentum j, which can be described in two reference
frames, the body-fixed system and the space-fixed (inertial)
frame of reference [63]. Consequently, the links can be
labeled by the angular momentum z components of the
rotor l, l0, one corresponding to the body-fixed coordinate
system and one corresponding to the space-fixed coordi-
nate system and the total angular momentum j (the same in
both reference frames). The angular momentum operators
Lτ, τ ∈ fx; y; zg (for the body-fixed reference frame) and
Rτ (for the space-fixed reference frame) can be interpreted
as the left and right electric field on a link and they are











k. Hence, the operator for the color-electric flux in
this basis is simply a total angular momentum operator with
eigenvalues jðjþ 1Þ, j ¼ 0; 1=2; 1;…. From the consid-
erations above, a suitable basis for addressing the
Hamiltonian Eq. (1) is given by jn1; n2i ⊗ jjll0i ⊗
jn1; n2i ⊗   , where nl is the fermionic occupation
number for color l.
The physical states jϕi of the system have to satisfy the
Gauss law, Gτkjϕi ¼ 0, ∀k; τ, where
Gτk ¼ Lτk − Rτk−1 −Qτk ð2Þ










k are the components of
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the non-Abelian charge at site k and στ are the usual Pauli
matrices.
For the following spectral calculations it is convenient to
use a dimensionless formulation of Hamiltonian Eq. (1),




















The adimensional parameters of the problem in units of the
coupling g are x ¼ 1=ðagÞ2 and μ ¼ 2 ffiffiffixp m=g. In the strong
coupling limit, the hopping term can be neglected and
the Hamiltonian can be solved analytically. The gauge-
invariant ground state is then simply given by the lattice
analog of the Dirac sea corresponding to odd sites occupied
by a fermion of each color, empty even sites, and vanishing
color flux on the links [55]:
jϕSCi ¼ j1; 1i ⊗ j000i ⊗ j0; 0i ⊗ j000i    :
In the formula above, the numbers in bold face represent
the fermionic occupation numbers while j000i represents a
link carrying no flux.
The basis considered in this paragraph still contains all the
information about the color d.o.f. and, in particular, states
which are not color singlets.However, the eigenstates for any
physical observable consist of color-neutral superpositions
of basis states satisfying the Gauss law. As we show in the
next paragraph, restricting oneself to the physically relevant
subspace of these color-neutral superpositions allows for
significantly reducing these superfluous d.o.f.
III. INTEGRATING OUT THE GAUGE FIELD
A. Color-neutral basis
A first step towards a physical basis was made by Hamer
in the context of a strong coupling expansion of the model
[55]. Here, we briefly review the basis formulation devel-
oped there. As shown in Refs. [55,64], the physically
relevant states can be generated by applying the operator V
from Eq. (3) repeatedly to a certain color-neutral initial
state having the desired quantum numbers. This operator
has no uncontracted color indices, thus, it can locally only
generate or annihilate excitations consisting of color-
neutral superpositions of quark-antiquark (antiquark-
quark) pairs connected by a color-flux string, as illustrated
in Figs. 1(a) and 1(b). The resulting superposition has a
well-defined value of j on the links and fermionic occu-
pation number nk ¼ n1k þ n2k. In particular, applying V to
such a color singlet characterized by nk, nkþ1, and jk
results, in general, again in a superposition of different




k. In Ref. [55], all possible
transitions were worked out, and the matrix elements of the
operator V for each of those vertices are shown in Fig. 1(c).
Looking at Eq. (4), one can easily see that the states
generated in that manner are eigenstates of the mass term,
as it depends only on the total occupation number, and of
the color-electric energy, as it depends only on j. Thus,W0
acts identically on all those states. Consequently, instead of
working in the basis containing the full color information,
we can restrict ourselves to a basis formed by those color-
singlet states, characterized by the fermionic occupation
number of each site and by the color-electric flux j carried
by a link,
jϕi ¼ jni ⊗ jji ⊗ jni ⊗ jji    :
Here, n ∈ f0; 1; 2g, as we are not distinguishing between
fermions of different colors anymore. Gauss law in this
color-singlet basis simply reduces to the fact that the
electric flux jkþ1 can differ only from the one on the




jk if nkþ1 ¼ 0; 2
jk  12 if nkþ1 ¼ 1:
ð5Þ
In addition to reducing the d.o.f. significantly compared
to the full basis, the color-singlet basis also offers the




FIG. 1. (a) Strong coupling configuration with an odd site filled
with two fermions, one of every color, and its neighboring empty
even site. (b) Resulting color-neutral superposition of four states
after applying the operator V. Each of the four states has a single
fermion per site and a color-electric flux of j ¼ 1=2 on the
intermediate link, with a different combination of z components.
The corresponding state in the color-neutral basis for those two
cases is written below. (c) Transitions induced by the operator V
in the color-neutral basis. The left block represents the possible
gauge-invariant starting configurations jϕii, the right block the
final states jϕfi after application of the operator V. The arrows
show the gauge links, where the black arrows indicate a color-
electric flux of j and the red arrows a value of j0 ¼ j 1=2. The
sites are represented by ovals, where the small blue dots indicate
the number of fermions sitting on the site. The numbers to the
right show the matrix element hϕfjVjϕii.
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certain value of jmax in a gauge-invariant manner. Taking
into account only states with j ≤ jmax results in a truncated
model with Hilbert spaces of dimension dlink ¼ 2jmax þ 1
for the gauge links. Compared to the full basis, where for
jmax ¼ 1=2, 1, 3=2, 2 one would have link Hilbert spaces of
dimension 5, 14, 30, 55, one only has to deal with spaces of
dimension dlink ¼ 2, 3, 4, 5.
B. Removing the gauge fields
The color-singlet basis reviewed in the previous para-
graph still contains redundant information which can be
(partially) removed. While the discussion above still
applies to both open and periodic boundary conditions,
we restrict ourselves from now on to OBC.
Realizing that due to Eq. (5) the flux jkþ1 depends only
on jk and nkþ1, one can reconstruct the color-electric flux at
every link from the value j0 at the left boundary, by
recursive application of the Gauss law. However, the case of
a site occupied by a single fermion is ambiguous, as the
SU(2) non-Abelian Gauss law allows a change of the color-
electric flux by 1=2. To lift this ambiguity, we use two
states j1þi, j1−i to describe the singly occupied site, which
encode if the electric flux is increasing (j1þi) or decreasing
(j1−i) with respect to the link to the left. As a result, the
basis for a single fermionic site is again four dimensional
and consists of the set of states fj0i; j1−i; j1þi; j2ig. The
expense of increasing the basis for the fermionic sites by
one allows us to integrate out the gauge links from the
Hamiltonian, as the jk can now be reconstructed solely
from the fermionic content via





ðj1þih1þjp − j1−ih1−jpÞ; ð6Þ
where j0 is the color-flux value at the left boundary. Hence,
a suitable basis for a system with N sites is given by
jϕi ¼ jα1i ⊗ jα2i ⊗… ⊗ jαNi; ð7Þ
with jαki ∈ fj0i; j1−i; j1þi; j2ig. Similar to the (Abelian)
Schwinger model, in this basis the configuration of the sites
uniquely determines the content of the gauge links, thus,
effectively Abelianizing the model. Additionally, one can
immediately see that this construction leads to long-range
interactions in Hamer’s color-electric energy term.
Moreover, as some of the matrix elements for the hopping
term in Fig. 1(c) also depend on the color-electric flux, the
hopping term becomes nonlocal, too (details about the
Hamiltonian in this basis are given in Appendix B).
It is instructive to study the dimension of the physical
subspace in our basis. Without further constraint, it still
contains unphysical states implying negative values of jk;
e.g., jϕi ¼ j1−i… implies a value of j1 ¼ −1=2 [65]. For
vanishing background field, j0 ¼ 0, the case on which we
focus in our numerical calculations, physical basis
states are characterized by a simple condition: the number
lk;− of sites with j1−i up to a site k can never exceed
the corresponding number lk;þ of sites with j1þi,
lk;þ ≥ lk;−∀k ¼ 1;…; N. The dimension of the physically
relevant subspace fulfilling this condition is given by
4Nð1 −PNk¼1 Ck=4kÞ, where Ck ¼ ð2kÞ!=ðkþ 1Þ!k! is
the Catalan number (for details, see Appendix A).
Compared to formulations for the physical subspace for
the U(1) case with dynamical fermions [3,8], we observe
that the number of basis states in our formulation is exactly
the square.
A simple isometry maps the states of the reduced basis
from Eq. (7) to the full one. This transformation, explicitly
shown in Appendix F, sequentially reconstructs the color
flux on each link from the fermion content, and prepares a
suitable combination of states in the full basis such that the
state is a color singlet. Thus, the map can be written as a
sequence of isometries Mloc, schematically shown in
Fig. 2, that act from left to right and take as input one
fermionic site and the corresponding incoming flux link,
and expand the basis to include the outgoing link, too (see
Appendix F for more details). From a quantum information
point of view, this is simply a quantum circuit of depth
equal to the system size [66].
Notice that the reduced basis formulation is completely
general and contains the entire information about the
physical subspace. Hence, it lends itself to any analytical
or numerical method. Moreover, one could, in principle,
treat arbitrary gauge groups SUðNcÞ with Nc ≥ 2 in a
similar fashion. After obtaining the corresponding matrix
elements for the vertices, the gauge field for color-singlet
states can likewise be encoded in the fermionic sites.
FIG. 2. Quantum circuit recovering the state in the full basis
from our formulation for a system of four sites.
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IV. RESULTS
While the formulation derived in Sec. II can be
approached with any numerical method, it is particularly
suited for MPS. In order to demonstrate that, we compute
the ground state and the vector state of the theory at
vanishing background field, j0 ¼ 0, in the sector of
vanishing total charge, jN ¼ 0. Moreover, in contrast to
Monte Carlo methods, the MPS approach also allows for
access to the entanglement entropy, and we can also study
the scaling of the von Neumann entanglement entropy in
the ground state while approaching the continuum limit.
A. Numerical methods
For our numerical simulations, we use the MPS Ansatz








N ji1i ⊗… ⊗ jiNi
for a system of N sites. In the formula above, the states
fjikidk¼1g form a basis for the d-dimensional Hilbert space
on site k, Aikk ∈ CD×D for 1 < k < N and A
i1
1 ∈ C1×D
(AiNN ∈ CD×1). The bond dimension of the MPS, D,
determines the number of variational parameters in the
Ansatz and limits the amount of entanglement that can be
present in the state (for detailed reviews about MPS, see,
e.g., Refs. [68–70]).
Using standard methods [71], we can determine MPS
approximations for the ground state as well as for low-lying
excitations. The ground-state approximation is obtained by
variationally minimizing the energy with respect to the
tensor Aikk , while keeping the others fixed and iterating these
updates from left to right and back, until the relative change
of the energy per sweep is below a certain tolerance ε. The
optimal tensor in every step is found by solving an
eigenvalue problem [72,73] for an effective Hamiltonian
describing the interaction of site k with its environment.
Excited states can be computed by projecting the
Hamiltonian onto a subspace orthogonal to each of the
previously computed states and then using the same
variational method with the projected Hamiltonian [15].
In the continuum, the vector candidate is the lowest-lying
zero momentum mesonic excitation of the ground state
with charge conjugation quantum number −1 and parity
−1. On the finite lattices with OBC we are working with,
however, charge conjugation as well as the momentum are
no longer good quantum numbers due to the broken
translational invariance. Nonetheless, the remnants of these
symmetries allow us to properly identify the vector state
(see Appendix D for details).
In addition, to be able to address the problem with MPS,
we have to express the Hamiltonian as a matrix product
operator (MPO) [74]. This can be done exactly with the
bond dimension of the MPO representation growing
linearly with the maximum color-electric flux jmax present
in the system (for details, see Appendix B). In the sector
j0 ¼ 0 ¼ jN , on which we focus in our calculations, jmax is
upper bounded byN=2 × 1=2 for a system withN sites. For
the system sizes we are interested in, this would lead to a
very large computational effort and, hence, we truncate jmax
to smaller values. In particular, this allows us to explore the
effects of truncating the gauge d.o.f. to a finite dimension as
might be necessary for a potential future quantum simulator
[9,38,39,42]. Taking advantage of the fact that our basis
formulation allows for an efficient truncation, we can easily
reach maximum values for the color-electric flux far
beyond jmax ¼ 1=2 amenable in previous numerical studies
with TNs [25,28].
In order to avoid any influence of the unphysical states,
one could in principle implement the symmetries directly at
the level of the tensors [7,8]. In our calculations, we are
targeting only the low-lying spectrum; hence, we choose a
simpler approach and remove the unphysical states by
adding an energy penalty to the Hamiltonian. Moreover, as
we are only interested in the vector excitations, we also
remove possible baryonic states from the low-lying spec-
trum with an additional penalty term. A third penalty
ensures that we are in the sector of vanishing total charge
(see Appendix C for more details on the penalty terms).
B. Low-lying spectrum
In order to demonstrate the power of the basis developed
in Sec. II for TN calculations, we compute the ground state
and the vector state of the model for a range of masses,
m=g ∈ ½0.1; 1.6. To probe for truncation effects, we
explore a family of models with maximum color-electric
flux jmax ¼ 1=2, 1, 3=2, 2. Moreover, we consider for each
combination of ðm=g; jmaxÞ several system sizes N ∈
½100; 200 with lattice spacings corresponding to x ∈
½50; 150 to be able to extrapolate to the continuum.
Compared to a conventional lattice calculation, we have
an additional source of error due to the limited bond
dimension that can be reached in the numerical simulations.
To control this error, we repeat the calculation for each
combination of parameters ðm=g; jmax; x; NÞ for several
bond dimensions D ∈ ½50; 200. To estimate the exact
ground-state energy values, E0ðN; xÞ, and vector mass
gap values, ΔvecðN; xÞ ¼ E1ðN; xÞ − E0ðN; xÞ, we first
extrapolate our data to the limit 1=D → 0, as illustrated
in Figs. 3(a) and 3(b) (details about the extrapolation
procedure are given in Appendix E). Subsequently, we
can proceed in a standard manner and estimate the
continuum values by first extrapolating to the thermody-
namic limit and then to the limit of vanishing lattice
spacing.
Figures 3(c) and 3(d) show examples for the extrapola-
tion to the thermodynamic limit for jmax ¼ 2. Even for this
case with the largest color-electric flux, for which we
expect the error due to the finite bond dimension to be most
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pronounced, the error bars resulting from the extrapolation
in D are small and we can obtain precise estimates for the
ground-state energy density and vector mass gap in the
thermodynamic limit.
In the final step, we extrapolate the data obtained in the
previous step to the continuum limit ag ¼ 1= ffiffiffixp → 0 by
fitting a polynomial in ag. To estimate our systematic error,
we compare different fits up to quadratic order using
different ranges of ag (details about the error estimation
procedure are given in Appendix E). For the ground state,
we observe that, in general, lattice effects are well under
control, independently of the truncation, and we can
reliably extrapolate to the continuum limit, as can be seen
in Fig. 4. The values obtained for the ground-state energy
density, shown in Fig. 5, deviate at most at the percentage
level from the result for the continuum theory, even for
the simplest nontrivial truncation jmax ¼ 1=2. For larger
jmax our data are closer to the analytic solution for





→ 0, especially for smaller masses. In particular,
the data obtained for the largest two values of jmax show
hardly any difference. The dip around m=g ¼ 0.35 for
jmax ¼ 3=2, 2 is due to the fact that for m=g < 0.4 our
estimates for the ground-state energy are lower than the
exact results, whereas for m=g ≥ 0.4 we obtain values
slightly above the analytical prediction. For jmax ¼ 1=2, 1,
the values are consistently larger than the exact continuum
solution; hence, in these cases there is no dip.
Looking at the continuum extrapolation for the vector
mass gaps, we observe a noticeably different behavior.
While the ground-state energy densities do not show any
significantly different behavior for small jmax, the vector
mass gaps do, as Fig. 6 reveals. In particular, for jmax ¼
1=2 our data suggest that higher than quadratic order
corrections in ag are still relevant, which results in large
χ2d:o:f: in our fits. With the range of lattice spacings
available, we do not seem to control lattice effects well
enough to give a reliable error estimate for that case. For
jmax ¼ 1, our data are reasonably well described with a
quadratic function in ag (χ2d:o:f: around 1); nevertheless, the























FIG. 3. Upper row: Extrapolation in bond dimension for the
ground-state energy (a) and the vector mass gap (b) for
m=g ¼ 0.3, jmax ¼ 2, N ¼ 150, and x ¼ 150. The central value
is determined with a linear fit through the largest two bond
dimensions represented by the blue dots. Lower row: Extrapo-
lation to the thermodynamic limit for the ground-state energy


















FIG. 4. Continuum extrapolation for the ground-state energy
density for m=g ¼ 0.3 and jmax ¼ 1=2 (a), jmax ¼ 1 (b), jmax ¼
3=2 (c), and jmax ¼ 2 (d). The red line shows the quadratic fit
through all data points used to extract the central value. The
dashed green line shows a quadratic fit omitting the largest lattice
spacing to estimate the systematic error of the central value.















FIG. 5. Relative deviation of the ground-state energy density
with respect to the continuum solution of the full theory −2=π,
Δω0, as a function of m=g. The markers indicate different values
for jmax, where blue circles represent jmax ¼ 1=2, red triangles
jmax ¼ 1, green squares jmax ¼ 3=2, and magenta diamonds
jmax ¼ 2. Inset: Ground-state energy density as a function of
jmax for m=g ¼ 0.1 (blue circles), m=g ¼ 0.8 (red triangles), and
m=g ¼ 1.6 (green squares). The horizontal dashed line indicates
the analytic solution for the ground-state energy, −2=π, for the





→ 0 [55]. The error bars are smaller than the markers.
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jmax ¼ 3=2 and 2, quadratic corrections in ag are irrelevant
and our data are well described by a linear fit in the range of
lattice spacings we study (for details, see Appendix E). The
final results obtained after the extrapolation for various
masses and truncations are shown in Fig. 7. As the figure
reveals, there is a considerable difference between the
values obtained for jmax ¼ 1=2, 1, 3=2. Only for values of
jmax ≥ 3=2 our data agree well with the numerical results
obtained by a strong coupling expansion in Ref. [55]. In
particular, for the largest mass, m=g ¼ 1.6, the data for
jmax ¼ 3=2, 2 and from Ref. [55] are already close to the
nonrelativistic limit, m=g → ∞, for which the vector mass
gap is given by Δvec ¼ 2m=g. On the contrary, the values
obtained for jmax ¼ 1=2, 1 severely differ from the non-
relativistic prediction.
The fact that we do not recover the continuum limit for
the full theory for jmax ¼ 1=2, 1 might be due to several
reasons. On the one hand, the truncation to a small value of
jmax might lead to enhanced lattice effects. While the
extrapolations to the bulk limit are in general unproble-
matic for all truncations we study, for the continuum
extrapolations we observe that higher than linear order
corrections are relevant for small jmax, whereas this is not
the case for jmax ¼ 3=2, 2. This could indicate that one
would need smaller lattice spacings for truncations to a
small color-electric flux, to control lattice effects properly.
On the other hand, this might be a hint that the continuum
limit for small jmax does not exist, similar to quantum link
models [53,54]. These different types of truncated gauge
models, in which the gauge links are replaced by spins, are
known to approach the continuum limit by dimensional
reduction of an extra dimension.
Contrary to the Abelian Schwinger model, in the SU(2)
case the chiral symmetry is restored in the limit m=g → 0
and, hence, the vector mass gap goes to zero and the theory
becomes critical. From our data we can extract the critical
exponent for the vector mass gap, too. In order to obtain the
critical exponent, we fit our data to a power law γðm=gÞν in
the region of small masses m=g ≤ 0.4, for which the model
is still far away from the nonrelativistic limit. The final
results obtained for the critical exponents are shown in
Table I. For jmax ¼ 3=2, 2, our estimates for the critical
exponents essentially agree, within error bars, with 2=3,
obtained for the large Nc limit of the model [75]. The
central value for jmax ¼ 1 is not so close to 2=3; never-
theless, within the relatively large error bars it is still
compatible. In the case of the simplest nontrivial trunca-
tion, jmax ¼ 1=2, a fit to our data yields 0.639 for the
critical exponent. However, due to the large lattice effects in
the vector mass gaps, the value is not trustworthy and we
















FIG. 6. Continuum extrapolation for the vector mass gap for
m=g ¼ 0.3 and jmax ¼ 1=2 (a), jmax ¼ 1 (b), jmax ¼ 3=2 (c), and
jmax ¼ 2 (d). The red line shows the fit used to extract the central
value. The dashed green line shows the same fit omitting the
largest lattice spacing to estimate the systematic error. The values
indicate the χ2d:o:f: of the two fits, where the upper one corresponds
to the red solid line and the lower one to the green dashed line.
Notice the different scales of the y axis between panels (a),(b) and
(c),(d), showing that systematic errors are much larger for jmax ¼
1=2 and 1.





FIG. 7. Vector state mass gap as a function of m=g for jmax ¼ 1
(red triangles), jmax ¼ 3=2 (green squares), and jmax ¼ 2 (ma-
genta diamonds) on double logarithmic scale. The yellow stars
represent the numerical values obtained from the strong coupling
expansion [55]. The dotted lines represent the best fit of the form
γðm=gÞν to the data obtained on the interval ½0.1; ðm=gÞmax with
0.25 ≤ ðm=gÞmax ≤ 0.4. For completeness, we also show the data
for jmax ¼ 1=2 (light gray circles), although in this case our
lattice spacings do not allow for a reliable estimate.
TABLE I. Critical exponent for various values of jmax. The first
error is the fitting error with respect to a 1σ confidence interval,
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These observations also have important implications for
a potential future quantum simulator. Our data show that
the ground-state energy densities obtained from our family
of truncated models already give a good estimate for the
one of the full model in the continuum, even with the
simplest nontrivial truncation. In contrast, the vector state is
much more sensitive to truncation effects. Although with
our data it is not possible to fully rule out that for small jmax
one suffers from enhanced lattice effects, they might
indicate that the model does not have a proper continuum
limit in those cases.
C. Entanglement entropy
There is renewed interest in understanding the structure
of entanglement in the gauge-invariant scenario, motivated
in part by a deep connection between entanglement and
space-time geometry that has been suggested in the context
of the gauge-gravity duality [56,57]. Our reduced gauge-
invariant formulation, together with TN techniques, allows
us not only to determine the mass spectrum of the theory,
but also to compute the entanglement entropy of the
corresponding ground state and to analyze the behavior
of this quantity as we approach the continuum limit, as well
as to tell to what extent these features are sensitive to a
truncation in the gauge d.o.f.
The definition of entanglement entropy for the vacuum
of a gauge theory entails some subtleties [58–62]. Recently,
it has been shown that for gauge theories the reduced
density matrix (RDM) for a subsystem can be written as a
direct sum of terms supported on sectors corresponding to
different flux configuration of the boundary links [59–61].
Specifically for the (1þ 1)-dimensional case, we can
decompose the RDM for the leftmost L sites and links
as ρ ¼ ⊕jρˆj, where j labels the flux on the Lth link. Hence,









Here, ρj is the (normalized) RDM corresponding to sector j
and pj ¼ trðρˆjÞ. For non-Abelian theories, the second term
can be further simplified. For a given sector j, the Gauss
law fixes the sum of the charge and the incoming flux in the
last vertex. As a consequence, ρj has a block diagonal
structure ρj ¼ ρ¯j ⊗ 1j, where 1j is the identity on the
subspace corresponding to j for the combined incoming
flux plus vertex charge. Specifically for SU(2) the identity













Looking at Eq. (8), we can identify three contributions to
the entanglement entropy. The last part, Sdist ≔
P
jpjSðρ¯jÞ,
represents the physical entropy which can be distilled from
the system by means of local operations and classical
communication (LOCC). The first two terms, Sclass ≔
−
P
jpj log2 pj and Srep ≔
P
jpj log2ð2jþ 1Þ, which we,
respectively, call the classical and the representation part,
have their origin in the Gauss law, implying that the
physical subspace is not a direct product of the Hilbert
spaces for the links and the sites. They cannot be extracted
with LOCC and appear due to the embedding of the
physical subspace in the larger space spanned by the basis
states discussed in Sec. II supporting a tensor product
structure [59–61].
With the MPS approach, it is straightforward to access
the different contributions to the entropy. Looking at a state
in the full basis, we can compute the RDM for the L
leftmost sites in the sector j by simply applying a local
projector ΠðLÞj on link L projecting it onto flux j. In our
reduced formulation the gauge d.o.f. are integrated out, but
the value of j can be readout from the fermionic content,
and the RDM ~ρ for the corresponding state in our basis is








where ~pj ¼ trð~ρjÞ. Similarly to the full basis, we can obtain
~ρj by applying the corresponding projector ~Πj. In our
formulation the model is effectively Abelianized; hence,
compared to the full basis, the last term cannot be further
simplified and does not give rise to a representation
contribution. Since the quantum circuit which takes a state
from our basis to the full one does not change j, the weights
for the different sectors of the reduced density matrices are
equal in both bases, pj ¼ ~pj. Moreover, since Sðρ¯jÞ ¼
Sð~ρjÞ, the distillable entropy is also equal in both bases (see
Appendix F for the formal argument). Thus, we can directly
compute the different contributions Sdist, Sclass, and Srep and
therefore the total entropy in the full basis from our
formulation. Notice, however, that the calculation in the
reduced basis is much more efficient, because of the smaller
physical dimensions we need to manipulate.
In (1þ 1) dimensions, a massive relativistic quantum
field theory corresponds to a spin model off criticality in the
scaling limit, for which the correlation length in lattice units
ξˆ is large. For such a system, the entanglement entropy for
the RDM describing half of the system is given by S ∝
ðc=6Þ log2ðξˆÞ [76], where the parameter c is the central
charge of the underlying conformal field theory describing
the system at the critical point. Taking the continuum limit
of the lattice formulation, ag ¼ 1= ffiffiffixp → 0, corresponds to
approaching the limit of diverging correlation length in
lattice units [77]. Consequently, for the full theory without
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truncation, we expect the entropy for the RDM for half of
the system to be logarithmically UV divergent as
S ¼ − c
6
log2 ðagÞ þ c2 × agþ c3 þO(ðagÞ2); ð9Þ
where c2, c3 are constants and we take into account finite
lattice corrections as in Ref. [32].
With our numerical data, we can check if the entropy in
the ground state for our family of truncated models
diverges, too. To this end, we look at the different
contributions to the entanglement entropy for a cut along
the center of the system in the same range of values for
ðjmax; m=g; x; N;DÞ as in the previous sections and study
the scaling of S for ag ¼ 1= ffiffiffixp → 0. In general, we observe
that none of the different contributions to the entropy show
strong finite-size effects for bipartitions that are far away
from the boundaries [see Fig. 8(a) for an example].
Nevertheless, we may expect an oscillating contribution
to the entropy that becomes smaller as the system size
increases [78,79]. To minimize these effects, we average
over the values obtained for 4 bipartitions around the center
to estimate the different entropy contributions for the half-
chain. As Figs. 8(b) and 8(c) indicate, these averaged
values are essentially converged in bond dimension and
their dependence on the system size is negligible. Hence,
we simply take the values obtained for D ¼ 200 as the
central value for every combination of ðjmax; m=g; x; NÞ
and estimate our error as the difference with respect to the
value obtained for D ¼ 150. Additionally, we take into
account a systematic error due to the finite precision in our
simulations (see Appendix E for details). To compensate
for residual finite-size effects, we take the weighted average
for every ðjmax; m=g; xÞ for the largest two system sizes
available. In a final step, we extrapolate the total entropies,
obtained from the sum of the different contributions, to the
limit ag ¼ 1= ffiffiffixp → 0 by fitting our data to Eq. (9).
Figure 8(d) shows an example for the continuum extrapo-
lation. We clearly observe a curvature in the data, thus
indicating that the logarithmic term contributes and the
entropy is indeed UV divergent. The final results for c for
different truncations as a function of the bare fermion mass
are shown in Fig. 9. Notice that for the full theory, i.e.,
without a jmax truncation, we expect a central charge c ¼ 2,
corresponding to the two Dirac fermions that constitute the
independent d.o.f. of the theory. We see that our numerical
results for jmax ¼ 3=2, 2 follow Eq. (9) well ( χ2d:o:f: ≪ 1 in
all our fits), and the values for c are close to the one for the
full theory (see Fig. 9). Again, there is hardly any difference
between the data for jmax ¼ 3=2 and jmax ¼ 2. For the
smallest two truncations jmax ¼ 1=2, 1, instead, the picture
is significantly different. In these cases our data are not very
well compatible with a logarithmic divergence for m=g ≥
0.2 (resulting in χ2d:o:f: ≫ 1 in our fits). In the region of
small m=g, for which our data follow Eq. (9) reasonably
well, the central charges we obtain differ noticeably from 2.
Hence, although the ground-state energy densities are
rather insensitive to the truncation, the entanglement
entropies of the same states show another sign that we
do not recover the proper continuum limit for a small jmax
truncation.
V. CONCLUSION
We introduce an efficient color-neutral basis for a
(1þ 1)-dimensional SU(2) lattice gauge theory on a finite
lattice with OBC. Building on a color-neutral basis used for






















FIG. 8. (a) The different contributions to the entanglement
entropy, Sdist (blue circles), Sclass (red triangles), and Srep (green
squares), for the RDM of the leftmost L sites for N ¼ 200,
D ¼ 200, m=g ¼ 0.8, and jmax ¼ 2. (b) Entropy contributions
averaged over four bipartitions close to the center as a function of
bond dimension. (c) Averaged entropy contributions forD ¼ 200,
m=g ¼ 0.8, and jmax ¼ 2 as a function of system size. (d) Con-
tinuum extrapolation for the total entropy. In panels (b)–(d) the
error bars of the data points are smaller than the markers.





FIG. 9. Central charges extracted from the scaling of the
entanglement entropy as a function of m=g for jmax ¼ 1=2 (blue
circles), jmax ¼ 1 (red triangles), jmax ¼ 3=2 (green squares), and
jmax ¼ 2 (magenta diamonds).
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the strong coupling expansion of themodel [55,64], we show
how to remove the gauge d.o.f. Moreover, our formulation
allows us to truncate the maximum color-electric flux at a
finite value jmax in a gauge-invariant manner, yielding a
family of SU(2) gauge models with finite-dimensional
Hilbert spaces, that coincide with a SU(2) lattice gauge
theory in the limit jmax → ∞.While general methods exist to
truncate arbitrary gauge models with discrete finite or
continuous compact Lie groups to a finite dimension [9],
the truncation achieved for this particular case is a lot more
efficient.
The basis we develop is completely general and can in
principle be used with any numerical technique. Here, we
combine the use of MPS with an efficient truncation for the
color-electric flux to explore different limits. Because of the
reduced number of d.o.f., we are able to reach values for jmax
far beyond the ones reached in previous numerical workwith
TNs [25,28]. To systematically study truncation effects, we
compute the ground-state energy density, the entanglement
entropy in the ground state, the vector mass gap, and its
critical exponent for a family of truncated SU(2)models with
a maximum color-electric flux of jmax ¼ 1=2, 1, 3=2, 2.
We observe that the continuum estimates for the ground-
state energy density are rather insensitive to the truncation.
Even for the simplest nontrivial truncation, the deviation
between the values obtained from our family of truncated
model with respect to the continuum result of the full theory
is only at the percentage level.Moreover, the results converge
quickly with increasing jmax such that between results for
jmax ¼ 3=2 and 2 we observe hardly any difference.
In contrast, the vector mass gap is a lot more sensitive to a
truncation of the maximum color-electric flux. For the
simplest nontrivial truncation, jmax ¼ 1=2, we cannot con-
trol lattice effects in the extrapolations well and reliably
estimate the errors. The final value obtained for the mass gap
in this case differs significantly from previous numerical
results. For jmax ¼ 1, lattice effects are becoming smaller,
thus allowing for a reliable error estimate. Nevertheless, they
are still pronounced, and again the continuum estimate for
the vectormass gap is not compliantwith previous numerical
results within error bars. On the contrary, for jmax ¼ 3=2; 2,
the continuum extrapolations are unproblematic and we
obtain precise values for the vector mass gap which agree
with the ones from Ref. [55]. Although our data for jmax ¼
1=2; 1 do not allow us to rule out with certainty that for finer
lattices the results would approach the continuum result of
the full model, the pronounced lattice effects in those cases
might indicate that the continuum limit for these truncated
models does not exist, as it is the case for quantum link
models [54]. Our findings for the critical exponents for the
vector mass gap are essentially in agreement with a calcu-
lation in the large Nc limit [75].
Looking at the scaling of the bipartite entanglement
entropy in the ground state towards the continuum limit,
we observe similar effects as for the vector mass gap. The
central charges for the two simplest nontrivial truncations
differ noticeably from the expected value of 2 for two Dirac
fermions, and, in particular, for large bare fermionmasses our
data do not follow the expected logarithmic UV divergence
well.On the contrary, for jmax ¼ 3=2, 2, our numerical values
show a clear indication of a logarithmic divergence and we
find values close to 2 throughout our entire regime of bare
fermion masses we study. Thus, although the ground-state
energy densities extracted for jmax ¼ 1=2, 1 are close to the
values for the continuum model, this is giving a further
indication that for these truncations we do not recover the
continuum theory in the limit of vanishing lattice spacing.
In general, our findings for the ground state in the SU(2)
case are consistent with those recently reported for the
Schwinger model with truncated gauge links [80]. There it
was also observed that truncating the maximum electric
field to a modest value yields a ground state close to the one
of the full model in a wide range of bare fermion masses
and lattice spacings.
In our calculations we target only the vector state besides
the ground state. Other masses in the theory, such as scalar
mass gap or baryon masses, can be computed in a similar
fashion with the basis we develop. Moreover, our formu-
lation is not restricted to static problems and can be used to
compute time evolution, thus also giving access to dynamical
properties.
Additionally, the formulation is also potentially suitable
for designing future quantum simulators [41,42,81]. As the
number of basis states is drastically reduced with respect to
the full basis, and a truncation at a maximum value of jmax
is straightforward, this could allow for simpler experimen-
tal realizations compared to previous proposals. Our results
also show that in such a simulator one would be able to
obtain good estimates for the ground-state energy for the
full theory in the continuum, even with the simplest
nontrivial truncation for the color-electric flux. However,
other quantities as, for example, low-lying excitations or
the scaling of entanglement entropy, seem to be more
delicate and we only recover the values for the full theory in
the continuum, if jmax is chosen large enough.
In this work, we focus on the (1þ 1)-dimensional case,
for which it is possible to remove the gauge d.o.f.
completely due the absence of transversal directions.
Although in higher dimensions a complete elimination is
not possible, it is feasible to construct formulations that
reduce the number of d.o.f. as much as possible [82]. In
principle, the physical basis we present here could be
modified to realize such a maximal gauge fixing. This
would be useful for both the numerical simulations with TN
in higher dimensions and the potential quantum simulation
of the models, since in both cases the (computational or
physical) resources needed would be largely reduced.
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APPENDIX A: DIMENSION OF THE
PHYSICAL SUBSPACE
Here, we compute the dimension of the physical sub-
space contained in the basis developed in the main text. For
all the following, we focus on a system with N sites and the
case of vanishing background field, j0 ¼ 0.
As shown in the main text, an arbitrary basis state can be
expressed as jϕi ¼ ⊗Nk¼1jαki, jαki ∈ fj0i; j1−i; j1þi; j2ig.
To calculate the dimension of the physical subspace, it is
convenient to represent the 4N basis states as directed paths
from the root r to one of the leaves in a perfect quaternary
tree of depth N. The vertices at level k are labeled with the
color-electric flux jk at link k, implied by the fermionic
states sitting at the edges along the path from the root to the
vertex due to Eq. (6) (cf. Fig. 10). Unphysical states now
correspond to directed paths from the root to one of the
leaves that contain at least one vertex labeled by a negative
number. Looking at a path starting from the root along
vertices with non-negative labels to the vertex v at level
k − 1, a vertex v0 with negative label in level k can arise if
and only if (i) v is labeled by a 0 and (ii) from v the path is
continued along the edge corresponding to j1−i, thus
ending up in a vertex v0 labeled by −1=2. Hence, the first
vertex v0 with negative label along a path corresponding to
an unphysical state is always one carrying a −1=2.
Moreover, all paths containing v0 necessarily correspond
to unphysical states. The number of paths containing v0 is
simply the number of paths through the perfect quaternary
subtree of depths N − k rooted by v0, 4N−k. Consequently,







N−ðkþ1Þ. Here, t¯k is the number of vertices
carrying label −1=2 at level k, for which the path starting
from r does not yet pass any other vertex with negative
label. Because of observations (i) and (ii), t¯k is equivalent to
the number of paths tk−1 starting from r to a vertex at
level k − 1 with label 0 that did not yet pass any vertex
with a negative label. As we show in the following,
tk−1 is exactly given by the Catalan number Ck¼






To compute the number of paths starting from the root to a
vertex at level k with label 0 that did not yet pass any vertex
with negative label, we use to following observations.
(1) As explained in the main text, the number of edges
lk;− passed with j1−i at any level k0 < k must not
exceed the ones with j1þi, lk;þ, to avoid encounter-
ing any negative vertices along the path.
(2) Looking at a path from the root with j0 ¼ 0, to any
vertex labeled by 0 at level k, we immediately see
that the condition lk;þ ¼ lk;− has to be fulfilled in
order to compensate for the flux changes induced by
j1−i and j1þi. In particular, this implies that 2lk;þ≤k
or, equivalently, lk;þ ≤ ⌞k=2⌟. The other k − 2lk;þ
edges along the path have to carry j0i or j2i, as those
states do not lead to a flux change while going from
one layer to the other.
The number of paths of length 2lk;þ which contain at any
point at least as many j1−i as j1þi is exactly the number of
Dyck paths and given by the Catalan number Clk;þ [83].
Hence, the number of paths fulfilling conditions 1 and 2 at










where the factor ð k
2lk;þ
Þ takes into account the number of ways
that the2lk;þ symbols j1þi and j1−i can bedistributed among
the k levels and 2k−2lk;þ the possible ways of filling the
remaining edges with j0i and j2i. In the last step, we use an
identity for the Catalan numbers.











In Fig. 11, we show a comparison between the scaling of
our basis and the basis from Ref. [55], which has dimension
dN;Hamer ¼ 3Nð2jmax þ 1ÞN−1. As the figure reveals, for
systems with OBC our basis offers a vast improvement over
the color-neutral basis from Ref. [55] already in the case
of the simplest nontrivial truncation jmax ¼ 1=2. Even
though the fraction of physical states in our basis,
dN;phys=4N , quickly decreases with system size, the total
number of states is still exponentially smaller.
FIG. 10. The first three levels of the quaternary perfect tree
representing the basis states. The vertices represent the color-
electric flux indicated by the fermionic states on the edges along
the path to each vertex using Eq. (6). The yellow filled circles
represent those vertices, for which one encounters for the first
time a negative value, if the path leading to the vertex is continued
along the edge carrying j1−i.
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APPENDIX B: HAMILTONIAN
In this appendix, we show how the terms of the
Hamiltonian given in Eqs. (3) and (4) can be formulated
in the basis presented in Sec. III. As explained in the main
text, the mass term is straightforward as even in the original
formulation it depends only on the fermionic occupation
number. The color-electric energy term can also readily be





















where the single-site operators are




ðj1þih1þj − j1−ih1−jÞ: ðB3Þ
From Eq. (B1) one can see explicitly that integrating out the
gauge field leads to nonlocal interactions in the color-
electric energy term.
The hopping term can be obtained by translating the
possible hopping processes shown in Fig. 1(c) in the new
basis. The possible hopping processes in the new basis are
listed in Table II. As the table reveals, the matrix elements
for certain transitions depend on the color-electric flux, thus
also leading to long-range interactions in the hopping term.
The hopping term V can then be expressed in the new basis
by defining the operators Oi;k,
O1;k ¼ j0ih1−jk; O2;k ¼ j0ih1þjk;
O3;k ¼ j1−ih2jk; O4;k ¼ j1þih2jk;










4;kO4;kþ1 þ H:c:Þ; ðB4Þ
where H.c. refers to the Hermitian conjugates of all terms
appearing in the formula above. The color-flux-dependent












and are nothing but the matrix elements shown in Table II.
In order to compute these constants, the value for jk has to
be reconstructed from the fermionic occupation number
via Eq. (6).













FIG. 11. Dimension of the physical subspace dN;phys (blue solid
line), the total number of basis states 4N in our formulation (red
dashed line), and the dimension of the basis from Ref. [55],
3Nð2jmax þ 1ÞN−1, for the simplest nontrivial truncation jmax ¼
1=2 (green dash-dotted line) as a function of system size. Inset:
Fraction of the physical subspace with respect to the total amount
of basis states.
TABLE II. Gauge-invariant transitions induced by the hopping
term from Fig. 1(c) expressed in the new basis. The value on the
right-hand side shows the corresponding matrix elements for the
hopping operator.
Initial state Final state Matrix element
j0i ⊗ j2i → j1−i ⊗ j1þi
ð−1Þjk−jk−1−1=2
×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið2jk þ 1Þ=ð2jk−1 þ 1Þp
j0i ⊗ j2i → j1þi ⊗ j1−i
j1−i ⊗ j1þi → j0i ⊗ j2i
j1þi ⊗ j1−i → j0i ⊗ j2i
j1−i ⊗ j1þi → j2i ⊗ j0i
j1þi ⊗ j1−i → j2i ⊗ j0i
j2i ⊗ j0i → j1−i ⊗ j1þi
j2i ⊗ j0i → j1þi ⊗ j1−i
j1−i ⊗ j0i → j0i ⊗ j1−i
þ1
j1þi ⊗ j0i → j0i ⊗ j1þi
j0i ⊗ j1−i → j1−i ⊗ j0i
j0i ⊗ j1þi → j1þi ⊗ j0i
j2i ⊗ j1−i → j1−i ⊗ j2i
−1j2i ⊗ j1þi → j1þi ⊗ j2ij1−i ⊗ j2i → j2i ⊗ j1−i
j1þi ⊗ j2i → j2i ⊗ j1þi
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APPENDIX C: PENALTY TERMS
As mentioned in Sec. II and further discussed in
Appendix A, the basis would in principle allow for
unphysical states implying negative values for j. For our
numerical calculations with MPS, we choose to remove
those states with appropriate penalty terms shifting unphys-
ical states high enough in the spectrum such that they do
not interfere with the low-lying spectrum we are targeting.
More specifically, we add the following penalty to the
Hamiltonian terms from Eqs. (B1) and (B4) which has a












where ΘðxÞ is the Heaviside step function. The constant λ1
has to be chosen large enough to shift states with a negative
value for j high enough in the spectrum such that they do
not mix into the low-lying spectrum we are interested in.
Moreover, in our calculations we focus on the vector
meson states. To avoid any baryon states, we restrict the
total fermion number to the number of sites in the system.







to the Hamiltonian, where λ2 again has to be chosen large
enough to shift the states high enough in the spectrum to
prevent them from mixing with the low-lying ones we are
interested in.
In addition to that, we are interested in the subspace with






makes it possible to restrict the calculations to that sector,
where λ3 is again a constant that has to be chosen large
enough to penalize unwanted states sufficiently.
For our calculations presented in the main text, we have
checked the expectation values for all three penalties and
found that they are negligible for λi ¼ 1000, i ¼ 1, 2, 3.
APPENDIX D: DISTINGUISHING VECTOR
AND SCALAR STATES
Because of the fact that we are working with finite lattices
with OBC, the symmetries which allow for distinguishing
between the different meson states are no longer preserved.
Nevertheless, following the ideas from Ref. [15], the rem-
nants make it possible to separate the different type of states.
However, in the basis formulation presented in themain text,
it is not straightforward to write down a pseudomomentum
operator as was done in Ref. [15]. Thus, to identify the zero
momentum excitations of the ground state, we use a simpler
approach.On a latticewith periodic boundary conditions, the
zero momentum states correspond exactly to translational
invariant states. For our finite lattice this should still be
approximately fulfilled as long as the system size is large
enough. Because of the staggered formulation a transla-
tional-invariant state should be invariant under a cyclic shift
by two lattice sites. To assign a pseudomomentum to our
states, we compute the expectationvalue of the operatorCð2Þ,
where CðkÞ describes a cyclic shift by k lattice sites to the
right. Moreover, to probe for the charge conjugation
number, we proceed again similar to Ref. [15], and apply
a cyclic shift followed by exchanging the two states
j0i↔ j2i, PNk¼1 ðj0ih2jk þ j2ih0jkÞCð1Þ. While this lattice
analog of charge conjugation is not a good quantum number
in the case of OBC, the phase of this operator allows for
distinguishing between vector candidates (charge conjuga-
tion number −1) and scalar candidates (charge conjugation
numberþ1). For states with charge conjugation numberþ1,
we observe phases close to 0, whereas for states with charge
conjugation number −1, the observed phase is close to π.
Together with the dispersion obtained from the pseudomo-
mentumoperator, this allowsus to identify the different states
as shown in Fig. 12. Above the ground state we observe a
vector candidate with hCð2Þi ≈ 1. Subsequently we discover
the momentum excitations of the vector state which are
characterized by decreasing hCð2Þi beforewe finally obtain a
scalar candidate with hCð2Þi ≈ 1 again.
APPENDIX E: EXTRAPOLATION PROCEDURE
AND ERROR ESTIMATION
Here, we give more details on how we extrapolate our
data in bond dimension, system size, and lattice spacing to
reach the continuum limit, as well as for the extraction of




















FIG. 12. Dispersion relation for m=g ¼ 1.6, N ¼ 50, x ¼ 150,
D ¼ 50, jmax ¼ 1=2 (a), jmax ¼ 1 (b), jmax ¼ 3=2 (c), and jmax ¼
2 (d). The blue dot indicates the ground state, the red triangles the
vector states, and the green square the scalar candidate.
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In a first step, we estimate the exact values for the ground-
state energy and the vector mass gap by extrapolating for
each combination of ðjmax; m=g; x; NÞ to the limit D → ∞.
As the examples in Figs. 3(a) and 3(b) show, we plot our data
vs 1=D and fit a line through the two data points with the
largest bond dimension. As an estimate for the exact energy
value (vectormass gap), we take themeanvalue between our
value computed with maximum bond dimension,
E0;DmaxðN; xÞ [Δvec;DmaxðN; xÞ], and the extrapolated value
with infinite bond dimension, E0;D∞ðN; xÞ [Δvec;D∞ðN; xÞ].
We estimate the error of the central value in a standard
manner by taking half of the difference between these two
values, δEfit¼½E0;DmaxðN;xÞ−E0;D∞ðN;xÞ=2. Additionally
to the extrapolation error, the central value obtained also
has a systematic error due to the convergence tolerance
of ε ¼ 10−6 set in the simulations, δEsyst ¼ εE0;D∞ðN; xÞ.
Taking into account this error, too, the final error for






With the estimates for the exact ground-state energies
and the vector mass gaps, we extrapolate to the thermo-
dynamic limit for each combination of ðjmax; m=g; xÞ,

























and propagate our errors from the previous extrapolation in
D. As an estimate for the error we take the fitting error with
a 1σ confidence interval.










order. In general, we take the value obtained by the lowest
order statistically significant fit, which achieves χ2d:o:f: < 1 as
the central value. Statistically significant means that the
errors for the fit coefficients are smaller than the actual value
of the coefficient. In addition to the statistical error of the fit,
we estimate the systematic error as the difference between
our central value and the next statistically significant fit of the
next highest order and/or omitting the largest lattice spacing.
For the ground-state energy density, this is for all cases a
quadratic fit. As an estimate for the systematic error, we take
the difference with respect to the value obtained by a
quadratic fit omitting the largest lattice spacing, meaning
in the region x ∈ ½70; 150.
For the vector mass gap we observe largely enhanced
lattice effects for small values of jmax. In particular, for
jmax ¼ 1=2 quadratic fits have high values for χ2d:o:f:.
However, as we have only five different lattice spacings,
we cannot take higher-order corrections into account. Thus,
we determine the central value with a quadratic fit taking
into account all lattice spacings and again estimate the
systematic error as the difference with respect to the value
obtained by a quadratic fit omitting the largest lattice
spacing. Consequently, in this case the error might be
heavily underestimated as we are neglecting higher-order
corrections. For jmax ¼ 1, we find that for all m=g ≥ 0.3
quadratic corrections are sufficient and proceed the same
way for estimating the central value and its systematic error
as for jmax ¼ 1=2. For m=g ¼ 0.25, we estimate the central
value via a linear fit taking into account lattice spacings
corresponding to x ∈ ½90; 150. The systematic error in this
case is estimated as the difference with respect to a
quadratic fit in the region [70, 150]. In the region of
smaller masses m=g ≤ 0.2, we find that both linear and
quadratic fits are statistically significant. Hence, we esti-
mate our central value with a linear fit through all available
lattice spacings and the systematic error as the difference
with respect to a quadratic fit in the same region. For the
largest two truncations, jmax ¼ 3=2, 2, the quadratic cor-
rection loses significance and thus we estimate our central
value in those cases with a linear fit. The systematic error is
then determined as the difference with respect to a linear fit
discarding the largest lattice spacing, corresponding to
x ¼ 50. The final results obtained for the ground-state
energy densities and the vector mass gaps following the
procedure described above are listed in Table III.
TABLE III. Ground-state energy densities and vector mass gaps obtained for various values form=g and jmax. The errors represent the
sum in quadrature of the fitting uncertainty with a 1σ confidence interval and the systematic error.
Ground-state energy density Vector mass gap
m=g jmax ¼ 1=2 jmax ¼ 1 jmax ¼ 3=2 jmax ¼ 2 jmax ¼ 1=2 jmax ¼ 1 jmax ¼ 3=2 jmax ¼ 2
0.10 −0.621933ð20Þ −0.636285ð28Þ −0.636758ð31Þ −0.636740ð84Þ 1.154(43) 0.521(81) 0.418(20) 0.418(20)
0.15 −0.621878ð17Þ −0.636275ð36Þ −0.636782ð53Þ −0.636773ð24Þ 1.489(46) 0.67(14) 0.557(15) 0.555(15)
0.20 −0.621815ð18Þ −0.636258ð56Þ −0.636771ð28Þ −0.636745ð33Þ 1.788(63) 0.81(16) 0.678(12) 0.675(13)
0.25 −0.621743ð25Þ −0.636255ð45Þ −0.636721ð18Þ −0.636716ð22Þ 2.067(74) 1.01(13) 0.790(10) 0.788(10)
0.30 −0.621668ð28Þ −0.636239ð45Þ −0.636679ð20Þ −0.636684ð39Þ 2.329(85) 1.260(57) 0.9020(85) 0.9001(84)
0.35 −0.621582ð31Þ −0.636210ð40Þ −0.636625ð17Þ −0.636650ð22Þ 2.576(97) 1.389(58) 1.0108(71) 1.0100(79)
0.40 −0.621499ð47Þ −0.636170ð19Þ −0.636538ð50Þ −0.636562ð25Þ 2.82(10) 1.508(59) 1.1180(56) 1.1168(76)
0.80 −0.62070ð11Þ −0.63548ð10Þ −0.63570ð11Þ −0.63569ð13Þ 4.51(11) 2.391(88) 1.9329(28) 1.9322(28)
1.60 −0.61823ð40Þ −0.63200ð63Þ −0.63205ð65Þ −0.63205ð65Þ 7.14(17) 3.954(97) 3.5196(11) 3.5191(10)
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The values for the critical exponents for the vector mass
gaps are estimated in a similar fashion. Our data for
jmax ¼ 3=2; 2, which are close to the ones from
Ref. [55], reveal that for our largest fermion mass m=g ¼
1.6 we are already relatively close to the nonrelativistic
limit. Hence, we restrict ourselves to data for small fermion
mass to estimate the critical exponent. For each value of
jmax, we fit our data to a power law, γðm=gÞν, for every
interval ½0.1; ðm=gÞmax, with 0.25 ≤ ðm=gÞmax ≤ 0.4. As
the central value, we take the fit with the smallest χ2d:o:f:. To
estimate our systematic error we take the difference
between our central value and the fit giving the most
outlying value. The statistical error is again given by 1σ
error bar for the fitting error.
To study the scaling of the entropy towards the con-
tinuum limit and obtain an estimate for the central charges,
we proceed as described in the main text. First, for D ¼
200 and every combination of ðjmax; m=g; x; NÞ, we aver-
age over the values obtained for 4 bipartitions close to the
center for each of the different entropy contributions. To
estimate our systematic error, we take the difference with
respect to the values obtained with D ¼ 150. Additionally,
our data have another systematic error due to the finite
precision in our simulations, which has to be added on top.
For the entropies we cannot give the same precise estimates
for this systematic error as for the energies. To get,
nevertheless, a rough idea of the order of magnitude, we
compare results with convergence tolerance ε ¼ 10−6 and
ε ¼ 10−10. Figure 13 reveals that even for the largest value
of jmax, where we expect the largest differences between
these results, it is around 10−5. Hence, we simply assume a
systematic error of 10−5 due to the finite precision of our
simulations in all cases.
APPENDIX F: ENTANGLEMENT ENTROPY IN
THE FULL BASIS AND OUR FORMULATION
In this appendix, we discuss the relation between the
different contributions to the von Neumann entropy in our
reduced basis formulation and the full basis. In a first step,
we show that one can recover the full basis state from the
reduced one by means of an isometry, which can be written
as a sequence ofN local isometries, and thus corresponds to
a quantum circuit of depth equal to the system size N.
Afterwards, we formally argue why the weights of different
sectors pj are the same in both bases and show the explicit
relation between the entanglement entropies computed in
each basis.
1. Mapping to the full basis
Here, we show how the full basis state can be recovered
from our reduced basis formulation by sequentially apply-













2ðjþ qαÞ þ 1
p ;





M ¼ hJ;Mjj1;l1; j2;l2i are the usual
Clebsch-Gordan coefficients for coupling two angular
momenta j1, j2 with z components l1, l2 to a total angular
momentum J with z component M. The symbol α ∈
f0; 1−; 1þ; 2g labels the decorated fermionic occupation.
The state jαi is an eigenstate of the operators nˆ from
Eq. (B2) and qˆ from Eq. (B3), with respective eigenvalues
nα and qα. The states jnαsi correspond to a relabeling of the
full basis jn1; n2i. Different from the main text, we label
them with the total occupation number and the z compo-
nent of the related angular momentum, nα ¼ n1 þ n2,
s ¼ ðn1 − n2Þ=2, to make the dependence explicit. The
effect of the map is to introduce extra d.o.f., l0 for the
incoming link and j;l on the outgoing link, by simulta-
neously respecting the proper SU(2) composition rules,
which is ensured by the Clebsch-Gordan coefficients [see
Fig. 14(a)]. Note that for empty or doubly occupied sites,
qα ¼ 0 and the Clebsch-Gordan coefficients are trivial. In
the case of singly occupied sites, jqαj ¼ 1=2 and the spin
1=2 of the single fermion couples to the angular momentum
of the previous link to ensure a color-neutral superposition.
The prefactors 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðjþ qαÞ þ 1
p
ensure proper normali-
zation of the resulting state and have to be chosen such that
M†locMloc is the projector on the physical subspace,




















FIG. 13. Difference in the total entropy for the RDM for the
leftmost L sites between simulation results obtained with ε ¼
10−10 and ε ¼ 10−6. The panels show the results for N ¼ 200,
x ¼ 50, m=g ¼ 0.1 (a) and m=g ¼ 0.3 (b). The blue dots indicate
jmax ¼ 1=2, the green squares jmax ¼ 2.
(a) (b)
FIG. 14. (a) Schematic representation ofMloc that locally maps
the reduced basis to the full one. Different line styles are used to
indicate the different spaces where j¯ ¼ jþ qα and l¯ ¼ l0 þ s.
(b) Mapping a MPS in the reduced basis to the full one by
applying M ¼Mlocð1ÞMlocð2Þ…MlocðNÞ.
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jjl; αihjl; αj: ðF2Þ
The sum inside the bracket over the squares of the Clebsch-


























1 ¼ 2ðjþ qαÞ þ 1;
where in the step from the second to the third line we use
that the Clebsch-Gordan coefficients vanish, if the resulting
z component differs from the sum of the individual z
components and, hence, we can sum over t. To arrive at the
last line we use the orthogonality relations. Thus, we see
that Eq. (F2) is the identity on the physical subspace and
Mloc is indeed an isometry.
Considering a system with N sites, we can recover
the full state after fixing the link on the left boundary,
jj0l0i, via a sequential application of Mloc, M ¼
Mlocð1ÞMlocð2Þ…MlocðNÞ. As sketched in Fig. 14(b), the
sequential application of the map corresponds to a quantum
circuit of depth N. In all our calculations, we work in the
sector j0 ¼ 0; hence, the left electric field necessarily has to
vanish and the input left link is j00i (thus, not explicitly
shown in the figure).
2. Classical part of the entropy
Here, we show that the weights of sectors with a
particular value of j on a certain link pj are identical in
both the full basis and our formulation. For all the
following, we assume a system of N sites in a physical
state j ~Ψi in the reduced basis, corresponding, in the full
one, to jΨi ¼Mj ~Ψi. We consider the bipartition of the
system obtained by cutting at the Lth gauge link.
In the full basis, the RDM for the leftmost L sites has
block diagonal structure thanks to the gauge constraints,
and we can write
ρj ¼ ΠjtrLþ1;…;NðjΨihΨjÞΠj ¼ trLþ1;…;NðΠjjΨihΨjΠjÞ
¼ trLþ1;…;NðΠjMj ~Ψih ~ΨjM†ΠjÞ; ðF3Þ
where Πj is the projector on total flux j for the Lth link. In
the full basis, this projector acts locally on the link and thus
can be written Πj ¼ 1in ⊗ ΠðLÞj ⊗ 1, where the left factor
is the identity on the inner part, i.e., the part where ρ is
defined [see Fig. 15(a)].








qα1þþqαL¼j takes into account all basis states, for
which the sum of the eigenvalues qαk , k ¼ 1;…; L, for the
single-site operators from Eq. (B3) is equal to j. The
corresponding RDM thus reads




FIG. 15. (a) The action of a projector onto a given sector of flux
j, for an intermediate link on the full basis. For physical states, it
can be pulled through the basis changing isometries (b)–(d), and
expressed in the reduced basis as a projector onto the corre-
sponding sum of qαk values for the vertices to the left of the target
link (e).
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It turns out, as we show next, that the action of the
projector Πj on a certain value of the flux link commutes
with the isometry that changes the basis, namely,
ΠjMj ~Ψi ¼M ~Πjj ~Ψi. This implies the following:
pj ¼ trðρjÞ ¼ trðΠjMj ~Ψih ~ΨjM†ΠjÞ
¼ trðM ~Πjj ~Ψih ~Ψj ~ΠjM†Þ ¼ trð ~Πjj ~Ψih ~Ψj ~ΠjÞ ¼ ~pj:
To prove the statement ΠjMj ~Ψi ¼M ~Πjj ~Ψi, we pro-
ceed as sketched in Fig. 15. The individual steps are
justified as follows.
(i) ðaÞ ¼ ðbÞ: In the full basis, the projector onto a flux
value of j for link L is the identity everywhere,
except for the local basis of the link, where it acts as
ΠðLÞj ¼
Pj
l;l0¼−j jjll0ihjll0j. Looking at Eq. (F1),
it is clear that its action onMloc just fixes the value
of j, and thus
ðΠðLÞj ⊗ 1nαs;jlÞMðLÞloc ¼MðLÞloc ðΠ0jðLÞ ⊗ 1αÞ;
where Π0jðLÞ acts to the same effect on the link
variables before the isometry, as Π0jðLÞ ¼Pj
l¼−j jjlihjlj.
(ii) ðbÞ ¼ ðcÞ: The second step is guaranteed by gauge
invariance, in particular, by the form of Mloc in
Eq. (F1). It is immediate to see that
ð1 ⊗ Π0jðLÞÞMlocðL−1Þ ¼MlocðL−1ÞΠj ðL−1;LÞ, where
the projector Πj ðL−1;LÞ acts on the d.o.f. j;l of the
(L − 1)th link and the decorated fermion occupation









(iii) ðcÞ ¼ ðdÞ: The third equivalence can be formally
expressed as ð1 ⊗ Πj ðL−1;LÞÞðMlocðL−1Þ ⊗ 1ðLÞα Þ ¼







δj0þqαþqα0 ;jjj0l; α; α0ihj0l; α; α0j:
On the left-hand side, the only effect of the projector
for a sector j¯ which acts onMloc ⊗ 1
ðLÞ
α is to restrict
the sum over j in Eq. (F1) to values such that
jþ qα þ q0α ¼ j¯, which is precisely the effect of the
projector on the right-hand side.
(iv) ðdÞ ¼ ðeÞ: Iterating the step above, we can pull the
projector through everyMloc block, until the edge of
the chain, where the input j is fixed to 0 and can be
ignored.
3. Distillable part of the entropy
We assume that for a physical state, in the reduced basis,
the unnormalized RDM for the L leftmost sites for the








with the eigenvectors jσi supported on the reduced basis for
the L leftmost sites.
We can use the relations discussed above to relate the
density operators in the full and reduced basis. The RDM in
the full basis, given by (F3), can be computed from the
RDM for Lþ 1 sites in the reduced basis, as sketched in
Fig. 16(a), since the isometries acting to the right of the
projector cancel out in the trace. Thus, the RDM in the full
basis is obtained by first applying the isometry MLþ1 ¼
MlocðLþ1ÞMlocðLÞ…Mlocð1Þ to the RDM for Lþ 1 sites in
the reduced basis, ~ρLþ1, then projecting onto the sector j,
and finally tracing out the (Lþ 1)th site and the gauge
d.o.f. introduced byMlocðLÞ andMlocðLþ1Þ. Following the
above discussion, the projector can be pushed through the
local isometries [see Fig. 16(b)] so thatMlocðLþ1Þ cancels




where BðjÞ ≔ML−1 ~ρjM
†
L−1. Since B
ðjÞ is simply an







× jkin; j − qα;l; αihk0in; j − qα0 ;l0; α0j;
(a) (b)
FIG. 16. RDM corresponding to a fixed flux sector j, computed
in the full basis. (a) ρjL in the full basis. After pushing the
projectors through as explained in the text and using thatMðLþ1Þloc
is an isometry, one obtains the equivalent form depicted in
panel (b).
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where we make the d.o.f. of the (L − 1)th link and the Lth
vertex explicit, and represent all the others for the inner part








where Ukinlα;σ ¼ hkin; j − qα;l; αjML−1jσi.
Applying the local isometryMlocðLÞ and tracing out the


























× jkin; j − qα;l; r − s; nαsi
× hk0in; j − qα0 ;l0; r − s0; nα0s0j:
We observe that defining








jkin; j − qα;l; r − s; nαsi;
we obtain a set of orthogonal vectors (with respect to all the
labels), corresponding to changing the basis of the (L − 1)
th link and the Lth vertex to a basis of total angular
momentum. As a result, if we use the unitary Ukinlα;σ to













λσjwðσ; jrÞihwðσ; jrÞj: ðF4Þ
Thus, ρj consists of 2jþ 1 blocks, with identical spectrum




















¼ ~pjlog2ð2jþ 1Þ þ Sð~ρjÞ:
Putting this result together with the fact that each j sector
has the same weight in the reduced and the full



















pj log2ð2jþ 1Þ þ Sð~ρÞ: ðF5Þ
[1] S. Coleman, More About the Massive Schwinger Model,
Ann. Phys. (N.Y.) 101, 239 (1976).
[2] K. Melnikov and M. Weinstein, Lattice Schwinger Model:
Confinement, Anomalies, Chiral Fermions, and All That,
Phys. Rev. D 62, 094504 (2000).
[3] C. J. Hamer, Z. Weihong, and J. Oitmaa, Series Expansions
for the Massive Schwinger Model in Hamiltonian Lattice
Theory, Phys. Rev. D 56, 55 (1997).
[4] K. G. Wilson, Confinement of Quarks, Phys. Rev. D 10,
2445 (1974).
[5] L. Tagliacozzo and G. Vidal, Entanglement Renormaliza-
tion and Gauge Symmetry, Phys. Rev. B 83, 115127 (2011).
[6] E. Rico, T. Pichler, M. Dalmonte, P. Zoller, and S.
Montangero, Tensor Networks for Lattice Gauge Theories
and Atomic Quantum Simulation, Phys. Rev. Lett. 112,
201601 (2014).
[7] B. Buyens, J. Haegeman, K. Van Acoleyen, H. Verschelde,
and F. Verstraete, Matrix Product States for Gauge Field
Theories, Phys. Rev. Lett. 113, 091601 (2014).
[8] P. Silvi, E. Rico, T. Calarco, and S. Montangero, Lattice
Gauge Tensor Networks, New J. Phys. 16, 103015 (2014).
[9] E. Zohar and M. Burrello, Formulation of Lattice Gauge
Theories for Quantum Simulations, Phys. Rev. D 91,
054506 (2015).
[10] E. Zohar and M. Burrello, Building Projected Entangled
Pair States with a Local Gauge Symmetry, New J. Phys. 18,
043008 (2016).
[11] E. Zohar, M. Burrello, T. B. Wahl, and J. I. Cirac, Fermionic
Projected Entangled Pair States and Local Gauge Theories,
Ann. Phys. (Amsterdam) 363, 385 (2015).
[12] L. Tagliacozzo, A. Celi, A. Zamora, and M. Lewenstein,
Optical Abelian Lattice Gauge Theories, Ann. Phys.
(Amsterdam) 330, 160 (2013).
[13] L. Tagliacozzo, A. Celi, and M. Lewenstein, Tensor
Networks for Lattice Gauge Theories with Continuous
Groups, Phys. Rev. X 4, 041024 (2014).
[14] E. Zohar, T. B. Wahl, M. Burrello, and J. I. Cirac, Projected
Entangled Pair States with Non-Abelian Gauge Sym-
metries: An SU(2) Study, Ann. Phys. (Amsterdam) 374,
84 (2016).
[15] M. C. Bañuls, K. Cichy, K. Jansen, and J. I. Cirac, The Mass
Spectrum of the Schwinger Model with Matrix Product
States, J. High Energy Phys. 11 (2013) 158.
[16] B. Buyens, J. Haegeman, K. Van Acoleyen, and F.
Verstraete, Matrix Product States for Hamiltonian Lattice
Gauge Theories, Proc. Sci., LATTICE2014 (2014) 308.
BAÑULS, CICHY, CIRAC, JANSEN, and KÜHN PHYS. REV. X 7, 041046 (2017)
041046-18
[17] B. Buyens, J. Haegeman, F. Verstraete, and K. Van
Acoleyen, Tensor Networks for Gauge Field Theories,
Proc. Sci., LATTICE2015 (2015) 280.
[18] M. C. Bañuls, K. Cichy, J. I. Cirac, K. Jansen, S. Kühn, and
H. Saito, Towards Overcoming the Monte Carlo Sign
Problem with Tensor Networks, Eur. Phys. J. Web Conf.
137, 04001 (2017).
[19] M. C. Bañuls, K. Cichy, J. I. Cirac, K. Jansen, and H. Saito,
Thermal Evolution of the Schwinger Model with Matrix
Product Operators, Phys. Rev. D 92, 034519 (2015).
[20] M. C. Bañuls, K. Cichy, K. Jansen, and H. Saito, Chiral
Condensate in the Schwinger Model with Matrix Product
Operators, Phys. Rev. D 93, 094512 (2016).
[21] H. Saito, M. C. Bañuls, K. Cichy, J. I. Cirac, and K. Jansen,
The Temperature Dependence of the Chiral Condensate in
the Schwinger Model with Matrix Product States, Proc. Sci.,
LATTICE2014 (2014) 302.
[22] H. Saito, M. C. Bañuls, K. Cichy, J. I. Cirac, and K. Jansen,
Thermal Evolution of the One-Flavour Schwinger Model
Using Matrix Product States, Proc. Sci. LATTICE2015
(2015) 283.
[23] B. Buyens, F. Verstraete, and K. Van Acoleyen, Hamilto-
nian Simulation of the Schwinger Model at Finite Temper-
ature, Phys. Rev. D 94, 085018 (2016).
[24] M. Troyer and U.-J. Wiese, Computational Complexity
and Fundamental Limitations to Fermionic Quantum
Monte Carlo Simulations, Phys. Rev. Lett. 94, 170201
(2005).
[25] S. Kühn, E. Zohar, J. I. Cirac, and M. C. Bañuls, Non-
Abelian String Breaking Phenomena with Matrix Product
States, J. High Energy Phys. 07 (2015) 130.
[26] T. Pichler, M. Dalmonte, E. Rico, P. Zoller, and S.
Montangero, Real-Time Dynamics in U(1) Lattice Gauge
Theories with Tensor Networks, Phys. Rev. X 6, 011023
(2016).
[27] B. Buyens, J. Haegeman, F. Hebenstreit, F. Verstraete, and
K. Van Acoleyen, Real-Time Simulation of the Schwinger
Effect with Matrix Product States, arXiv:1612.00739.
[28] P. Silvi, E. Rico, M. Dalmonte, F. Tschirsich, and S.
Montangero, Finite-Density Phase Diagram of a (1þ 1)-
D Non-Abelian Lattice Gauge Theory with Tensor Net-
works, Quantum 1, 9 (2017).
[29] M. C. Bañuls, K. Cichy, J. I. Cirac, K. Jansen, and S. Kühn,
Density Induced Phase Transitions in the Schwinger Model:
A Study with Matrix Product States, Phys. Rev. Lett. 118,
071601 (2017).
[30] M. C. Bañuls, K. Cichy, J. I. Cirac, K. Jansen, S. Kühn, and
H. Saito, The Multi-Flavor Schwinger Model with Chemical
Potential—Overcoming the Sign Problem with Matrix
Product States, Proc. Sci., LATTICE2016 (2016) 316.
[31] K. Zapp and R. Orús, Tensor Network Simulation of QED
on Infinite Lattices: Learning from (1þ 1) d, and Prospects
for (2þ 1) d, Phys. Rev. D 95, 114508 (2017).
[32] B. Buyens, J. Haegeman, H. Verschelde, F. Verstraete, and
K. Van Acoleyen, Confinement and String Breaking for
QED2 in the Hamiltonian Picture, Phys. Rev. X 6, 041040
(2016).
[33] E. Zohar and B. Reznik, Confinement and Lattice Quantum-
Electrodynamic Electric Flux Tubes Simulated with Ultra-
cold Atoms, Phys. Rev. Lett. 107, 275301 (2011).
[34] D. Banerjee, M. Dalmonte, M. Müller, E. Rico, P. Stebler,
U.-J. Wiese, and P. Zoller, Atomic Quantum Simulation of
Dynamical Gauge Fields Coupled to Fermionic Matter:
From String Breaking to Evolution after a Quench, Phys.
Rev. Lett. 109, 175302 (2012).
[35] D. Banerjee, M. Bögli, M. Dalmonte, E. Rico, P. Stebler,
U.-J. Wiese, and P. Zoller, Atomic Quantum Simulation of
U(N) and SU(N) Non-Abelian Lattice Gauge Theories,
Phys. Rev. Lett. 110, 125303 (2013).
[36] E. Zohar, J. I. Cirac, and B. Reznik, Simulating Compact
Quantum Electrodynamics with Ultracold Atoms: Probing
Confinement and Nonperturbative Effects, Phys. Rev. Lett.
109, 125302 (2012).
[37] E. Zohar, J. I. Cirac, and B. Reznik, Simulating (2þ 1)-
Dimensional Lattice QED with Dynamical Matter Using
Ultracold Atoms, Phys. Rev. Lett. 110, 055302 (2013).
[38] E. Zohar, J. I. Cirac, and B. Reznik, Cold-Atom Quantum
Simulator for SU(2) Yang-Mills Lattice Gauge Theory,
Phys. Rev. Lett. 110, 125304 (2013).
[39] E. Zohar, J. I. Cirac, and B. Reznik, Quantum Simulations of
Gauge Theories with Ultracold Atoms: Local Gauge
Invariance from Angular-Momentum Conservation, Phys.
Rev. A 88, 023617 (2013).
[40] D. Marcos, P. Widmer, E. Rico, M. Hafezi, P. Rabl, U.-J.
Wiese, and P. Zoller, Two-Dimensional Lattice Gauge
Theories with Superconducting Quantum Circuits, Ann.
Phys. (Amsterdam) 351, 634 (2014).
[41] U.-J. Wiese, Towards Quantum Simulating QCD, Nucl.
Phys. A931, 246 (2014).
[42] E. Zohar, J. I. Cirac, and B. Reznik, Quantum Simulations of
Lattice Gauge Theories Using Ultracold Atoms in Optical
Lattices, Rep. Prog. Phys. 79, 014401 (2016).
[43] A. Mezzacapo, E. Rico, C. Sabín, I. L. Egusquiza, L.
Lamata, and E. Solano, Non-Abelian SU(2) Lattice Gauge
Theories in Superconducting Circuits, Phys. Rev. Lett. 115,
240502 (2015).
[44] E. Zohar, A. Farace, B. Reznik, and J. I. Cirac, Digital
Lattice Gauge Theories, Phys. Rev. A 95, 023604
(2017).
[45] E. Zohar, A. Farace, B. Reznik, and J. I. Cirac, Digital
Quantum Simulation of Z2 Lattice Gauge Theories with
Dynamical Fermionic Matter, Phys. Rev. Lett. 118, 070501
(2017).
[46] G. K. Brennen, G. Pupillo, E. Rico, T. M. Stace, and D.
Vodola, Loops and Strings in a Superconducting Lattice
Gauge Simulator, Phys. Rev. Lett. 117, 240504 (2016).
[47] C. Muschik, M. Heyl, E. Martinez, T. Monz, P. Schindler, B.
Vogell, M. Dalmonte, P. Hauke, R. Blatt, and P. Zoller, U(1)
Wilson Lattice Gauge Theories in Digital Quantum Simu-
lators, New J. Phys. 19, 103020 (2017).
[48] D. González-Cuadra, E. Zohar, and J. I. Cirac, Quantum
Simulation of the Abelian-Higgs Lattice Gauge Theory with
Ultracold Atoms, New J. Phys. 19, 063038 (2017).
[49] E. A. Martinez, C. A. Muschik, P. Schindler, D. Nigg, A.
Erhard, M. Heyl, P. Hauke, M. Dalmonte, T. Monz, P.
Zoller, and R. Blatt, Real-Time Dynamics of Lattice Gauge
Theories with a Few-Qubit Quantum Computer, Nature
(London) 534, 516 (2016).
[50] A. Milsted, Matrix Product States and the Non-Abelian
Rotor Model, Phys. Rev. D 93, 085012 (2016).
EFFICIENT BASIS FORMULATION FOR (1þ 1)- … PHYS. REV. X 7, 041046 (2017)
041046-19
[51] D. Horn, Finite Matrix Models with Continuous Local
Gauge Invariance, Phys. Lett. B 100, 149 (1981).
[52] P. Orland and D. Rohrlich, Lattice Gauge Magnets: Local
Isospin from Spin, Nucl. Phys. B338, 647 (1990).
[53] S. Chandrasekharan and U.-J Wiese, Quantum Link Models:
A Discrete Approach to Gauge Theories, Nucl. Phys. B492,
455 (1997).
[54] R. Brower, S. Chandrasekharan, and U.-J. Wiese, QCD as a
Quantum Link Model, Phys. Rev. D 60, 094502 (1999).
[55] C. J. Hamer, SU(2) Yang-Mills Theory in (1þ 1)
Dimensions: A Finite-Lattice Approach, Nucl. Phys.
B195, 503 (1982).
[56] S. Ryu and T. Takayanagi, Holographic Derivation of
Entanglement Entropy from the Anti–de Sitter Space/
Conformal Field Theory Correspondence, Phys. Rev. Lett.
96, 181602 (2006).
[57] M. Van Raamsdonk, Building Up Spacetime with Quantum
Entanglement, Gen. Relativ. Gravit. 42, 2323 (2010).
[58] H. Casini, M. Huerta, and J. A. Rosabal, Remarks on
Entanglement Entropy for Gauge Fields, Phys. Rev. D
89, 085012 (2014).
[59] S. Ghosh, R. M. Soni, and S. P. Trivedi, On the Entangle-
ment Entropy for Gauge Theories, J. High Energy Phys. 09
(2015) 69.
[60] R. M. Soni and S. P. Trivedi, Aspects of Entanglement
Entropy for Gauge Theories, J. High Energy Phys. 01
(2016) 136.
[61] K. Van Acoleyen, N. Bultinck, J. Haegeman, M. Marien, V.
B. Scholz, and F. Verstraete, Entanglement of Distillation
for Lattice Gauge Theories, Phys. Rev. Lett. 117, 131602
(2016).
[62] S. Aoki, N. Iizuka, K. Tamaoka, and T. Yokoya, Entangle-
ment Entropy for 2D Gauge Theories with Matters, Phys.
Rev. D 96, 045020 (2017).
[63] J. Kogut and L. Susskind, Hamiltonian Formulation of
Wilson’s Lattice Gauge Theories, Phys. Rev. D 11, 395
(1975).
[64] C. J. Hamer, Lattice Model Calculations for SU(2) Yang-
Mills Theory in 1þ 1 Dimensions, Nucl. Phys. B121, 159
(1977).
[65] Notice that the values of j represent the total angular
momentum corresponding to the quantum rigid rotor on
that link and, thus, are positive.
[66] M. A. Nielsen and I. L. Chuang, Quantum Computation and
Quantum Information, Cambridge Series on Information
and the Natural Sciences (Cambridge University Press,
Cambridge, 2004).
[67] D. Perez-Garcia, F. Verstraete, M. M. Wolf, and J. I. Cirac,
Matrix Product State Representations, Quantum Inf.
Comput. 7, 401 (2007).
[68] F. Verstraete, V. Murg, and J. I. Cirac, Matrix Product
States, Projected Entangled Pair States, and Variational
Renormalization Group Methods for Quantum Spin Sys-
tems, Adv. Phys. 57, 143 (2008).
[69] U. Schollwöck, The Density-Matrix Renormalization
Group in the Age of Matrix Product States, Ann. Phys.
(Amsterdam) 326, 96 (2011).
[70] R. Orús, A Practical Introduction to Tensor Networks:
Matrix Product States and Projected Entangled Pair States,
Ann. Phys. (Amsterdam) 349, 117 (2014).
[71] F. Verstraete, D. Porras, and J. I. Cirac, Density Matrix
Renormalization Group and Periodic Boundary Condi-
tions: A Quantum Information Perspective, Phys. Rev. Lett.
93, 227205 (2004).
[72] A. Stathopoulos and J. R. McCombs, PRIMME: Precondi-
tioned Iterative Multimethod Eigensolver—Methods and
Software Description, ACM Trans. Math. Softw. 37, 21
(2010).
[73] L. Wu, E. Romero, and A. Stathopoulos, PRIMME_SVDS:
A High-Performance Preconditioned SVD Solver for
Accurate Large-Scale Computations, arXiv:1607.01404.
[74] I. P. McCulloch, From Density-Matrix Renormalization
Group to Matrix Product States, J. Stat. Mech. (2007)
P10014.
[75] P. J. Steinhardt, Baryons and Baryonium in QCD2, Nucl.
Phys. B176, 100 (1980).
[76] P. Calabrese and J. Cardy, Entanglement Entropy and
Quantum Field Theory, J. Stat. Mech. (2004) P06002.
[77] H. J. Rothe, in Lattice Gauge Theories: An Introduction,
Lecture Notes in Physics (World Scientific, Singapore,
2006).
[78] N. Laflorencie, E. S. Sørensen, M.-S. Chang, and I. Affleck,
Boundary Effects in the Critical Scaling of Entanglement
Entropy in 1D Systems, Phys. Rev. Lett. 96, 100603 (2006).
[79] P. Calabrese, M. Campostrini, F. Essler, and B. Nienhuis,
Parity Effects in the Scaling of Block Entanglement in
Gapless Spin Chains, Phys. Rev. Lett. 104, 095701 (2010).
[80] B. Buyens, S. Montangero, J. Haegeman, F. Verstraete, and
K. Van Acoleyen, Finite-Representation Approximation of
Lattice Gauge Theories at the Continuum Limit with Tensor
Networks, Phys. Rev. D 95, 094509 (2017).
[81] M. Dalmonte and S. Montangero, Lattice Gauge Theory
Simulations in the Quantum Information Era, Contemp.
Phys. 57, 388 (2016).
[82] N. E. Ligterink, N. R. Walet, and R. F. Bishop, Toward a
Many-Body Treatment of Hamiltonian Lattice SU(N) Gauge
Theory, Ann. Phys. (N.Y.) 284, 215 (2000).
[83] E. Deutsch, Dyck Path Enumeration, Discrete Math. 204,
167 (1999).
BAÑULS, CICHY, CIRAC, JANSEN, and KÜHN PHYS. REV. X 7, 041046 (2017)
041046-20
