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Abstract
Let Φ be a nuclear space and let Φ′β denote its strong dual. In this paper we
introduce sufficient conditions for a cylindrical process in Φ′ to have a version that
is a Φ′β-valued continuous or ca´dla´g process. We also establish sufficient conditions
for the existence of such a version taking values and having finite moments in a
Hilbert space continuously embedded in Φ′β . Finally, we apply our results to the
study of properties of cylindrical martingales in Φ′.
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1 Introduction
Probability theory in infinite dimensional spaces has been an area under intensive
development since the 1960s. There are several monographs devoted to the study of
stochastic processes and measures defined on these spaces; we can cite for example
[2, 5, 12, 13, 19, 20, 34, 36].
Among the range of topics within the theory of probability on infinite dimen-
sional spaces is the study of cylindrical probability measures, that is, finitely ad-
ditive set functions that have “projections” on finite dimensional spaces that are
probability measures. In general, cylindrical probability measures do not necessar-
ily extend to a countably additive probability measures; the investigation of this
problem led to the celebrated discoveries of Minlos (see [22]) and Sazonov (see
[32]) in the context of duals of countably Hilbertian nuclear spaces and of Hilbert
spaces respectively, which establish necessary and sufficient conditions in terms of
the continuity of the Fourier transform of a cylindrical measure for this extension
to be possible.
Associated to the concept of cylindrical measures is that of cylindrical random
variables. These are similar to the usual random variables but their laws are cylin-
drical, rather than bona fide, probability measures. Recently, cylindrical processes,
i.e. collections of cylindrical random variables indexed by time, are increasingly at-
tracting attention because they appear naturally as the driving noise of stochastic
partial differential equations (see e.g. [1, 17, 27, 29, 30, 31, 37]).
Parallel to the problem of finding conditions for the extension of cylindrical
probability measures to countably additive probability measures is the problem of
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finding a random variable Y in the underlying space that is a version of a given
cylindrical random variableX , where here “version” means that Y coincides almost
surely with X when evaluated with respect to any element of the dual space. In the
case of the dual of a nuclear space, the regularization theorem of Itoˆ and Nawata
(see [14]) established necessary and sufficient conditions for the existence of such
a version for a cylindrical random variable. As a consequence of the regularization
theorem we can establish sufficient conditions for the existence of an stochastic
process that is a version of a given cylindrical process.
In [24], Mitoma addressed the more specialized problem of establishing sufficient
conditions for an stochastic process taking values in the dual of a nuclear Fre´chet
space to have a continuous or a right-continuous with left limits version. There are
several applications for this result. Some examples are the study of self-intersection
local times of density processes in S ′(Rd) (see [4]) and the study of regularity
properties of the limit process of many-server queueing systems (see [18]). By
using different techniques, several authors extended Mitoma’s work by establishing
different conditions on the nuclear space and on the stochastic processes (see [8,
10, 21]).
In this paper we carried out a further extension by showing that under some
natural conditions a cylindrical processes in the dual of a nuclear space (no other
conditions are assumed on the space) has a continuous or a right-continuous with
left limits version. To the extend of our knowledge our result is the more general
result of its type that can be found on the literature. Moreover, our result is a nat-
ural generalization of the regularization theorem of Itoˆ and Nawata for cylindrical
random variables.
As well as from proving this result, we also introduce some new results on
the existence of continuous and ca`dla`g versions taking values in a Hilbert space
continuously embedded in the dual of a nuclear space. Then we apply our results
to the existence of continuous and ca`dla`g versions for stochastic processes and to
the study of martingales taking values in the dual of a nuclear space.
We remark that we have successfully applied the results obtained in this pa-
per to other problems, for example to prove the Le´vy-Itoˆ decomposition for Le´vy
processes taking values in the strong dual of a reflexive nuclear space and to the
introduction of a new theory of stochastic integration for operator-valued processes
with respect to Le´vy processes on the dual of a nuclear space; both of these are
furthermore applied to the study of stochastic evolution equations driven by Le´vy
noise in duals of nuclear spaces (see [9]). These results will be published elsewhere.
The organization of the paper is as follows. In Section 2 we review the basic
concepts on nuclear spaces and of random processes defined on its strong dual that
we will need throughout this paper. Section 3 is devoted to the proof of our main
result (Theorem 3.2). In Section 4 we prove several modifications of our result for
the existence of continuous and ca`dla`g versions taking values in a Hilbert space
continuously embedded in the dual of a nuclear space. Finally, in Section 5 we
apply our results to study cylindrical martingales in the dual of a nuclear space.
2 Preliminaries
2.1 Nuclear Spaces
In this section we introduce our notation and review some of the key concepts that
we will need throughout this paper. For detailed information on locally convex
spaces the reader is referred to [15, 33, 35].
Let Φ be a locally convex space (over R or C). If p is a continuous semi-norm
on Φ and r > 0, the closed ball of radius r of p given by Bp(r) = {φ ∈ Φ : p(φ) ≤ r}
is a closed, convex, balanced neighborhood of zero in Φ.
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A continuous semi-norm (respectively a norm) p on Φ is called Hilbertian if
p(φ)2 = Q(φ, φ), for all φ ∈ Φ, where Q is a symmetric, non-negative bilinear form
(respectively inner product) on Φ×Φ. Let Φp be the Hilbert space that corresponds
to the completion of the pre-Hilbert space (Φ/ker(p), p˜), where p˜(φ+ker(p)) = p(φ)
for each φ ∈ Φ. The quotient map Φ → Φ/ker(p) has an unique continuous linear
extension ip : Φ→ Φp.
Let q be another continuous Hilbertian semi-norm on Φ for which p ≤ q. In this
case, ker(q) ⊆ ker(p). Moreover, the inclusion map from Φ/ker(q) into Φ/ker(p)
is linear and continuous, and therefore it has a unique continuous extension ip,q :
Φq → Φp. Furthermore, we have the following relation: ip = ip,q ◦ iq.
We denote by Φ′ the topological dual of Φ and by f [φ] the canonical pairing
of elements f ∈ Φ′, φ ∈ Φ. We denote by Φ′β the dual space Φ′ equipped with its
strong topology β, i.e. β is the topology on Φ′ generated by the family of semi-norms
{ηB}, where for each B ⊆ Φ′ bounded we have ηB(f) = sup{|f [φ]| : φ ∈ B} for all
f ∈ Φ′. If p is a continuous Hilbertian semi-norm on Φ, then we denote by Φ′p the
Hilbert space dual to Φp. The dual norm p
′ on Φ′p is given by p
′(f) = sup{|f [φ]| :
φ ∈ E, p(φ) ≤ 1} for all f ∈ Φ′p. Moreover, the dual operator i′p corresponds to
the canonical inclusion from Φ′p into Φ
′
β and it is linear and continuous.
Let p and q be continuous Hilbertian semi-norms on Φ such that p ≤ q. The
space of continuous linear operators (respectively Hilbert-Schmidt operators) from
Φq into Φp is denoted by L(Φq ,Φp) (respectively L2(Φq,Φp)) and the operator
norm (respectively Hilbert-Schmidt norm) is denote by ||·||L(Φq,Φp) (respectively
||·||L2(Φq,Φp)). We employ an analogue notation for operators between the dual
spaces Φ′p and Φ
′
q.
Among the many equivalent definitions of a nuclear space (see [28, 35]), the
following is the most useful for our purposes.
Definition 2.1. A (Hausdorff) locally convex space (Φ, T ) is called nuclear if its
topology T is generated by a family Π of Hilbertian semi-norms such that for each
p ∈ Π there exists q ∈ Π, satisfying p ≤ q and the canonical inclusion ip,q : Φq → Φp
is Hilbert-Schmidt.
Example 2.2. The following locally convex spaces are nuclear (see [35], Chapter 51
and [28], Chapter 6): the (Schwartz) space of rapidly decreasing functions S (Rd)
and the space of tempered distributions S ′(Rd); the space D(X) of test functions
on X and the space of distributions D ′(X) (X : open subset of Rd); the space
C∞(U) of infinitely differentiable real or complex functions on U (U : open subset
of Rd) and the space H(G) of holomorphic functions on G (G: open subset of Cn).
Definition 2.3. Let Φ be a vector space and let Π by a family of Hilbertian
semi-norms on Φ such that for each p ∈ Π the Hilbert space Φp is separable. The
locally convex topology T on Φ generated by the family Π is called multi-Hilbertian
(respectively countably Hilbertian if Π is countable). The space (Φ, T ) is called a
multi-Hilbertian space (respectively countably Hilbertian).
If (Φ, T ) is a nuclear space and p is a continuous Hilbertian semi-norm on Φ,
the Hilbert space Φp is separable (see [28], Proposition 4.4.9 and Theorem 4.4.10,
p.82). Therefore, every nuclear space is multi-Hilbertian.
Let (Φ, T ) be a multi-Hilbertian space and let {pn}n∈N be an increasing se-
quence of continuous Hilbertian semi-norms on (Φ, T ). Denote by θ the countably
Hilbertian topology on Φ generated by the semi-norms {pn}n∈N. The topology θ
is weaker than T . We denote by Φθ the space (Φ, θ). Some properties of the space
Φθ are listed below:
Proposition 2.4. In the above notation,
(1) Φθ is a separable pseudo-metrizable locally convex space and d : Φ → R given
by d(φ) =
∑
n∈N 2
−n[pn(φ)/(1 + pn(φ))] for φ ∈ Φ is a pseudo-metric for Φθ.
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(2) The completion Φ˜θ of Φθ is separable, complete, pseudo-metrizable space and
it is furthermore a Baire space.
(3)
(Φ˜θ)
′ = Φ′θ =
⋃
n∈N
Φ′pn . (2.1)
Proof. (1) The fact that Φθ is pseudo-metrizable and that d is a pseudo-metric is
a consequence that its topology is generated by a countable number of semi-norms
(see [26], Theorem 5.6.1, p.123). The fact that Φθ is separable is a consequence of
the fact that {pn}n∈N generates the topology θ and that Φpn is separable for each
n ∈ N (see [28], Theorem 4.4.10, p.82-3).
(2) The completion Φ˜θ of Φθ is again a pseudo-metrizable locally convex space
(see [26], Theorem 3.7.1, p.60) and hence by (an extension of) the Baire category
theorem (see [26], Theorem 11.7.2, p.393) it follows that Φ˜θ is a Baire space.
(3) It is well-know that the dual space of Φθ is equal to
⋃
n∈NΦ
′
pn . On the
other hand, the dual space (Φ˜θ)
′ of Φ˜θ can be identified (algebraically) with the
dual space Φ′θ of Φθ (see [15], Corollary 4, Section 3.4, p.63), thus we obtain
(2.1). 
Remark 2.5. Even if (Φ, T ) is Hausdorff this does not in general implies that Φθ is
Hausdorff. However, if Φθ is Hausdorff the pseudo-metric d defined in Proposition
2.4 is a metric and hence Φθ is metrizable (see [15], Theorem 1, Section 2.8, p.40).
Moreover, in that case Φ˜θ is a Fre´chet space and it is (isomorphic to) the projective
limit projn∈N Φpn (see [15], Corollary 7, Section 3.4, p.63).
2.2 Cylindrical and Stochastic Processes
Assumption 2.6. Unless otherwise specified, in this section Φ will always denote
a multi-Hilbertian space over R.
Let (Ω,F ,P) be a complete probability space. We denote by L0 (Ω,F ,P) the
space of equivalence classes of real-valued random variables defined on (Ω,F ,P).
We always consider the space L0 (Ω,F ,P) equipped with the topology of conver-
gence in probability and in this case it is a complete, metrizable, topological vector
space, but is not in general locally convex (see e.g. [2]).
A Borel measure µ on Φ′β is called a Radon measure if for every Γ ∈ B(Φ′β) and
ǫ > 0, there exist a compact set Kǫ ⊆ Γ such that µ(Γ\Kǫ) < ǫ. In general not
every Borel measure on Φ is Radon, however, when Φ is a Fre´chet nuclear space
or a countable inductive limit of Fre´chet nuclear spaces, then every Borel measure
on Φ′β is a Radon measure (see Corollary 1.3 of Dalecky and Fomin [5], p.11).
For any n ∈ N and any φ1, . . . , φn ∈ Φ, we define a linear map πφ1,...,φn : Φ′ →
Rn by
πφ1,...,φn(f) = (f [φ1], . . . , f [φn]), ∀ f ∈ Φ′. (2.2)
The map πφ1,...,φn is clearly linear and continuous. Let M be a subset of Φ. A
subset of Φ′ of the form
Z (φ1, . . . , φn;A) = {f ∈ Φ′ : (f [φ1], . . . , f [φn]) ∈ A} = π−1φ1,...,φn(A) (2.3)
where n ∈ N, φ1, . . . , φn ∈ M and A ∈ B (Rn) is called a cylindrical set based on
M . The set of all the cylindrical sets based on M is denoted by Z(Φ′,M). It is
an algebra but if M is a finite set then it is a σ-algebra. The σ-algebra generated
by Z(Φ′,M) is denoted by C(Φ′,M) and it is called the cylindrical σ-algebra with
respect to (Φ′,M). If M = Φ, we write Z(Φ′) = Z(Φ′,Φ) and C(Φ′) = C(Φ′,Φ).
One can easily see from (2.3) that Z(Φ′β) ⊆ B(Φ′β). Therefore, C(Φ′β) ⊆ B(Φ′β). In
general this inclusion is strict but if Φ is separable (for example if it is a countably
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Hilbertian space) then C(Φ′β) = B(Φ′β) (see Lemma 4.1 in Mitoma, Okada and
Okazaki [25]).
A function µ : Z(Φ′)→ [0,∞] is called a cylindrical measure on Φ′, if for each
finite subset M ⊆ Φ′ the restriction of µ to C(Φ′,M) is a measure. A cylindrical
measure µ is called finite if µ(Φ′) < ∞ and a cylindrical probability measure if
µ(Φ′) = 1. The complex-valued function µ̂ : Φ→ C defined by
µ̂(φ) =
∫
Φ′
eif [φ]µ(df) =
∫ ∞
−∞
eizµφ(dz), ∀φ ∈ Φ,
where for each φ ∈ Φ, µφ := µ ◦ π−1φ , is called the characteristic function of µ. In
general, a cylindrical measure on Φ′ does not extend to a Borel measure on Φ′β .
However, necessary and sufficient conditions for this can be given in terms of the
continuity of its characteristic function by means of the Minlos theorem (see [5],
Theorem 1.3, Chapter III, p.88).
Theorem 2.7 (Minlos theorem). Let Φ be a nuclear space. For a function F :
Φ → C to be the characteristic function of a Radon probability measure on Φ′β it
is sufficient, and necessary if Φ is barrelled, that it be positive definite, continuous
at zero and satisfies F (0) = 1.
A cylindrical random variable in Φ′ is a linear map X : Φ → L0 (Ω,F ,P). If
Z = Z (φ1, . . . , φn;A) is a cylindrical set, for φ1, . . . , φn ∈ Φ and A ∈ B (Rn), let
µX(Z) := P ((X [φ1], . . . , X [φn]) ∈ A) = P ◦X−1 ◦ π−1φ1,...,φn(A).
The map µX is called the cylindrical distribution of X and it is cylindrical proba-
bility measure on Φ′.
If X is a cylindrical random variable in Φ′, the characteristic function of X is
defined to be the characteristic function µ̂X : Φ→ C of its cylindrical distribution
µX . Therefore, µ̂X(φ) = EeiX(φ), ∀φ ∈ Φ. Also, we say that X is n-integrable if
E (|X(φ)|n) <∞, ∀φ ∈ Φ.
Let X be a Φ′β-valued random variable, i.e. X : Ω → Φ′β is a F/B(Φ′β)-
measurable map. We denote by µX the distribution of X , i.e. µX(Γ) = P (X ∈ Γ),
∀Γ ∈ B(Φ′β), and it is a Borel probability measure on Φ′β . For each φ ∈ Φ we
denote by X [φ] the real-valued random variable defined by X [φ](ω) := X(ω)[φ],
for all ω ∈ Ω. Then, the mapping φ 7→ X [φ] defines a cylindrical random variable.
Therefore, the above concepts of characteristic function and integrability can be
analogously defined for Φ′β-valued random variables in terms of the cylindrical
random variable they determines.
Very important for our forthcoming arguments is the following class of Φ′β-
valued random variables introduced by Itoˆ and Nawata in [14].
Definition 2.8. A Φ′β-valued random variable X is called regular if there exists a
weaker countably Hilbertian topology θ on Φ such that P(ω : X(ω) ∈ Φ′θ) = 1.
If X is a cylindrical random variable in Φ′, a Φ′β-valued random variable Y is
a called version of X if for every φ ∈ Φ, X(φ) = Y [φ] P-a.e. A sufficient condition
for the existence of a regular version is given in the following result due to Itoˆ and
Nawata (see [14]):
Theorem 2.9 (Regularization theorem). Let X be a cylindrical random variable
in Φ′ such that X : Φ→ L0 (Ω,F ,P) is continuous. Then, X has a unique (up to
equivalence) Φ′β-valued regular version.
The following results establish alternative characterizations for regular random
variables.
Theorem 2.10. Let X be a Φ′β-valued random variable. Consider the statements:
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(1) X is regular.
(2) The map X : Φ→ L0 (Ω,F ,P), φ 7→ X [φ] is continuous.
(3) The distribution µX of X is a Radon probability measure.
One has the implications: (1) ⇒ (2) and if Φ is nuclear, then (2) ⇒ (1) and
(2)⇒ (3). Moreover, if Φ is barrelled, then (3)⇒ (1).
Proof. (1)⇒ (2): Let θ be a countably Hilbertian topology on Φ as in Definition
2.8. As the topology θ is weaker than the nuclear topology on Φ, it is sufficient
to show that the map φ 7→ X [φ] is continuous from Φθ into L0 (Ω,F ,P). To
show this, note that if {φn}n∈N is a sequence converging to φ in Φθ, then the
fact that P(ω : X(ω) ∈ Φ′θ) = 1 shows that X [φn] → X [φ] P-a.e. Therefore
|X [φn]−X [φ]| → 0 in probability. Hence, because Φθ is first-countable (this is
because it is pseudo-metrizable, see Proposition 2.4) it then follows that the map
φ 7→ X [φ] is continuous from Φθ into L0 (Ω,F ,P).
(2) ⇒ (1): As the map φ 7→ X [φ] is continuous, because Φ is nuclear the
regularization theorem (Theorem 2.9) shows that X has a regular version. But
this clearly implies that X is also regular.
(2) ⇒ (3): The assumption that φ 7→ X [φ] is continuous implies that the
characteristic function of X is continuous. If Φ is nuclear the Minlos theorem
(Theorem 2.7) shows that the distribution µX ofX is a Radon probability measure.
(3) ⇒ (1): Assume that Φ is barrelled and that µX is a Radon measure. Let
{ǫn}n∈N be a decreasing sequence of positive real numbers converging to zero. For
every n ∈ N, because µX is a Radon probability measure there exists a compact
subset Kn of Φ
′
β such that µX(Kn) > 1− ǫn.
Because Φ is barrelled and each Kn is bounded, there exists an increasing
sequence of continuous Hilbertian semi-norms {pn}n∈N on Φ such that for every
n ∈ N, Kn ⊆ Bpn(1)0, where Bpn(1)0 is the polar set of Bpn(1) (see [33], Result
5.2, Chapter IV, p.141). Then, as Bpn(1)
0 is the unit ball of the Hilbert space Φ′pn ,
it follows that
P(X ∈ Φ′pn) = µX(Φ′pn) ≥ µX(Bpn(1)0) ≥ µX(Kn) > 1− ǫn.
Hence, as ǫn → 0 it follows from the above inequality that P
(
X ∈ ⋃n∈NΦ′pn) =
1. Then, if θ is the countably Hilbertian topology generated by the semi-norms
{pn}n∈N it follows from (2.1) that P(ω : X(ω) ∈ Φ′θ) = 1 and hence X is a regular
random variable. 
The following is an useful property of regular random variables.
Proposition 2.11. Let X, Y be Φ′β-valued random regular variables. Then, X =
Y P-a.e. if and only if for all φ ∈ Φ, X [φ] = Y [φ] P-a.e.
Proof. We only have to prove the sufficiency. Assume X and Y are regular and
let {pn}n∈N be a sequence of Hilbertian semi-norms on Φ such that Definition 2.8
is satisfied for both X and Y . If θ is the countably Hilbertian topology on Φ
determined by the semi-norms {pn}n∈N, then P(Ωθ) = 1, where Ωθ = {ω ∈ Ω :
X(ω) ∈ Φ′θ, Y (ω) ∈ Φ′θ}.
Because Φθ is separable, there exists a countable subset {φj : j ∈ N} of Φ that
is dense in Φθ. For every j ∈ N, it follows from our hypothesis that P(Ωj) = 1,
where Ωj = {ω ∈ Ω : X(ω)[φj ] = Y (ω)[φj ]}. Let Γ = Ωθ ∩
⋂
j∈N Ωj . Then, we
have P(Γ) = 1.
Fix ω ∈ Γ and let φ ∈ Φ. Then, there exists a sequence {φjk}k∈N ⊆ {φj :
j ∈ N} that converges to φ in Φθ. Therefore, as X(ω), Y (ω) ∈ Φ′θ and because
X(ω)[φjk ] = Y (ω)[φjk ] for all k ∈ N, it follows that
X(ω)[φ] = lim
k→∞
X(ω)[φjk ] = lim
k→∞
Y (ω)[φjk ] = Y (ω)[φ].
As the above is true for any φ ∈ Φ, it follows that X(ω) = Y (ω) for every ω ∈ Γ.
Therefore, X = Y P-a.e. 
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Let J = [0,∞) or J = [0, T ] for some T > 0. We say that X = {Xt}t∈J is
a cylindrical process in Φ′ if Xt is a cylindrical random variable, for each t ∈ J .
Clearly, any Φ′β-valued stochastic processes X = {Xt}t∈J defines a cylindrical
process under the prescription: X [φ] = {Xt[φ]}t∈J , for each φ ∈ Φ. We will say
that it is the cylindrical process determined by X .
A Φ′β-valued processes Y = {Yt}t∈J is said to be a Φ′β-valued version of the
cylindrical process X = {Xt}t∈J on Φ′ if for each t ∈ J , Yt is a Φ′β-valued version
of Xt.
A Φ′β-valued stochastic process X is continuous (respectively ca`dla`g if for P-
a.e. ω ∈ Ω, the sample paths t 7→ Xt(w) ∈ Φ′β of X are continuous (respectively
right-continuous with left limits).
Let X = {Xt}t∈J be a Φ′β-valued stochastic processes. We say that X is regular
if for every t ∈ J , Xt is a regular random variable. Some useful properties of Φ′β-
valued regular processes are given below.
Proposition 2.12. Let X = {Xt}t∈J and Y = {Yt}t∈J be Φ′β- valued regular
stochastic processes such that for each φ ∈ Φ, X [φ] = {Xt[φ]}t∈J is a version
of Y = {Yt[φ]}t∈J . Then X is a version of Y . Furthermore, if X and Y are
right-continuous then they are indistinguishable processes.
Proof. Fix t ∈ J . Then, as for each φ ∈ Φ, Xt[φ] = Yt[φ] P-a.e., then Proposition
2.11 shows that Xt = Yt P-a.e. Therefore, X is a version of Y . Now, assume that
both X and Y are right-continuous. Let ΩX and ΩY denote respectively the sets
of all ω ∈ Ω such that the maps t 7→ Xt(ω) and t 7→ Yt(ω) are right-continuous.
Let ΓX,Y = {ω ∈ Ω : Xt(ω) = Yt(ω), ∀t ∈ Q+}, where Q+ = Q ∩ J . Then,
P(ΩX ∩ΩY ∩ΓX,Y ) = 1 and by the right-continuity of X and Y and the denseness
of Q+ in J , it follows by a standard argument that Xt(ω) = Yt(ω) for all t ∈ J , for
each ω ∈ ΩX ∩ ΩY ∩ ΓX,Y . Thus, X and Y are indistinguishable. 
3 The Regularization Theorem for Cylindrical Stochastic Processes
Assumption 3.1. From now on, Φ will always denote a nuclear space over R.
The main result of this paper is the following theorem that establish conditions
for the existence of a Φ′β-valued, regular, continuous (or ca`dla`g) version for a
cylindrical process in Φ′.
Theorem 3.2 (Regularization Theorem). Let X = {Xt}t≥0 be a cylindrical process
in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = {Xt(φ)}t≥0 has a continuous
(respectively ca`dla`g) version.
(2) For every T > 0, the family {Xt : t ∈ [0, T ]} of linear maps from Φ into
L0 (Ω,F ,P) is equicontinuous.
Then, there exists a countably Hilbertian topology ϑX on Φ and a (Φ˜ϑX )
′
β-valued
continuous (respectively ca`dla`g) process Y = {Yt}t≥0, such that for every φ ∈ Φ,
Y [φ] = {Yt[φ]}t≥0 is a version of X(φ) = {Xt(φ)}t≥0. Moreover, Y is a Φ′β-
valued, regular, continuous (respectively ca`dla`g) version of X that is unique up to
indistinguishable versions.
We proceed to prove Theorem 3.2. Let X = {Xt}t∈[0,T ] be a cylindrical process
in Φ′ satisfying conditions (1) and (2) of Theorem 3.2. Without loss of generality
we assume that each X(φ) = {Xt(φ)}t≥0 has a continuous version. The ca`dla`g
version case follows from the same arguments.
The next proposition constitutes the main step in the proof of Theorem 3.2.
Proposition 3.3. For every T > 0 there exists a countably Hilbertian topology
ϑT on Φ and a (Φ˜ϑT )
′
β-valued continuous (respectively ca`dla`g) process Y
(T ) =
{Y (T )t }t∈[0,T ], such that for every φ ∈ Φ, {Y (T )t [φ]}t∈[0,T ] is a version of {Xt(φ)}t∈[0,T ].
7
For the benefit of the reader we split the proof of Proposition 3.3 in several
steps. Fix T > 0. For each φ ∈ Φ, let X̂(φ) = {X̂t(φ)}t∈[0,T ] be a continuous
version of X(φ) = {Xt(φ)}t∈[0,T ]. It is clear from the corresponding properties of
X that X̂ determines a cylindrical process X̂ = {X̂t}t∈[0,T ] in Φ′. Moreover, we
have the following result.
Lemma 3.4. There exists a weaker countably Hilbertian topology θ on Φ such
that the family of linear maps {X̂t : t ∈ [0, T ]} from Φ into L0 (Ω,F ,P) is θ-
equicontinuous.
Proof. Let {ǫn}n∈N be a decreasing sequence of positive numbers converging to
zero. From the equicontinuity of the family of linear maps {Xt : t ∈ [0, T ]} and
from the fact that X̂(φ) is a version of X(φ) for each φ ∈ Φ, it follows that for
every n ∈ N there exists a continuous Hilbertian semi-norm pn on Φ such that
P
(
ω :
∣∣∣X̂t(φ)(ω)∣∣∣ > ǫn) ≤ ǫn, ∀φ ∈ Bpn(1), ∀ t ∈ [0, T ]. (3.1)
Then, if θ is the countably Hilbertian topology on Φ generated by the semi-norms
{pn}n∈N, it follows from (3.1) and the fact that limn→∞ ǫn = 0 that the family
{X̂t : t ∈ [0, T ]} is θ-equicontinuous. 
For the next result we need the following terminology. Let CT (R) and DT (R)
denote respectively the space of continuous and ca`dla`g real-valued processes defined
in [0, T ], both are considered equipped with the topology of uniform convergence
in probability on [0, T ].
Lemma 3.5. The linear map X̂ from Φ into CT (R) given by φ 7→ X̂(φ) =
{X̂t(φ)}t∈[0,T ] is continuous.
Proof. Let θ be a countably Hilbertian topology on Φ as in Lemma 3.4. Then,
for every t ∈ [0, T ], the map X̂t : Φθ → L0 (Ω,F ,P) is linear and continuous.
Therefore, for all t ∈ [0, T ] there exists a continuous and linear map X˜t : Φ˜θ →
L0 (Ω,F ,P) satisfying X̂t = X˜t ◦ J , where J is the canonical embedding from Φθ
into its completion Φ˜θ (see [15], Theorem 2, Section 3.4, p.61-2).
We are going to show that the linear map X˜ from Φ˜θ into CT (R) given by
φ 7→ X˜(φ) = {X˜t(φ)}t∈[0,T ] is closed. Let {φn}n∈N be a sequence converging to φ
in Φ˜θ and assume that there exists Y ∈ CT (R) such that supt∈[0,T ]
∣∣∣X˜t(φn)− Yt∣∣∣
converges in probability to 0 as n → ∞. We have to prove that X˜(φ) = Y in
CT (R).
First, for every t ∈ [0, T ] the continuity of the map X˜t : Φ˜θ → L0 (Ω,F ,P) and
the fact that {φn}n∈N converges to φ in Φ˜θ implies that the sequence of random
variables {X˜t(φn)}n∈N converges in probability to X˜t(φ).
On the other hand, as supt∈[0,T ]
∣∣∣X˜t(φn)− Y ∣∣∣ converges in probability to 0 as
n → ∞, then for every t ∈ [0, T ] the sequence of random variables {X˜t(φn)}n∈N
converges in probability to Yt. Therefore, by uniqueness of limits in L
0 (Ω,F ,P) it
follows that X˜t(φ) = Yt P-a.e. for every t ∈ [0, T ], and hence X˜(φ) = Y in CT (R).
Then, the linear map X˜ : Φ˜θ → CT (R) is sequentially closed and therefore
closed because Φ˜θ is pseudo-metrizable (Proposition 2.4) and hence first-countable.
Now, because Φ˜θ is a Baire space (Proposition 2.4) and CT (R) is a complete,
metrizable, topological vector space, the closed graph theorem (see [26], Theorem
14.3.4, p.465) shows that X˜ is continuous.
Now, because for every t ∈ [0, T ], X̂t = X˜t ◦ J then we have that the map X̂
from Φθ into CT (R) given by φ 7→ X̂(φ) = {X̂t(φ)}t∈[0,T ] satisfies X̂ = X˜ ◦ J .
Therefore, as both X˜ and J are continuous, it follows that X̂ is also continuous.
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Moreover, as the topology θ is weaker than the nuclear topology on Φ, it follows
that X̂ is continuous as a map from Φ into CT (R). 
Remark 3.6. In the case that for each φ ∈ Φ, X(φ) = {Xt(φ)}t∈[0,T ] has a ca`dla`g
version X̂(φ) = {X̂t(φ)}t∈[0,T ], then in Lemma 3.5 we have that the linear mapping
X̂ from Φ into DT (R) given by φ 7→ X̂(φ) is continuous.
Lemma 3.7. Let D be a countable dense subset of [0, T ]. For every ǫ > 0 there
exists a continuous Hilbertian semi-norm p on Φ such that
E
(
sup
t∈D
∣∣∣1− eiX̂t(φ)∣∣∣) ≤ ǫ+ 2p(φ)2, ∀φ ∈ Φ. (3.2)
Proof. We proceed in a way similar to Lemma 1 of Mitoma [24]. Let ǫ > 0. From
the continuity of the exponential function there exists δ > 0 such that
∣∣1− eir∣∣ ≤ ǫ2
if |r| ≤ δ. Now, from the continuity of the map φ 7→ X̂(φ) from Φ into CT (R)
(Lemma 3.5), there exists a continuous Hilbertian semi-norm p on Φ such that
P
(
ω : sup
t∈D
∣∣∣X̂t(φ)(ω)∣∣∣ > δ) ≤ ǫ
4
, ∀φ ∈ Bp(1). (3.3)
Let Υ = {ω ∈ Ω : supt∈D
∣∣∣X̂t(φ)(ω)∣∣∣ < δ}. Then, if φ ∈ Bp(1) it follows from (3.3)
that
E
(
sup
t∈D
∣∣∣1− eiX̂t(φ)∣∣∣) ≤ ∫
Υ
sup
t∈D
∣∣∣1− eiX̂t(φ)(ω)∣∣∣P(dω) + 2P(Υc) ≤ ǫ.
On the other hand, because supt∈D
∣∣∣1− eiX̂t(φ)∣∣∣ ≤ 2 for any φ ∈ Φ, then if φ ∈
Bp(1)
c, we have
E
(
sup
t∈D
∣∣∣1− eiX̂t(φ)∣∣∣) ≤ 2p(φ)2.
Therefore, from the above inequalities we obtain (3.2). 
Lemma 3.8. There exists an increasing sequence of continuous Hilbertian semi-
norms {qn}n∈N on Φ, a subset ΩY of Ω such that P (ΩY ) = 1 and a sequence of
stochastic processes Y (n) = {Y (n)t }t∈[0,T ], n ∈ N, satisfying:
(1) For each n ∈ N, Y (n) is a Φ′qn-valued process such that for every φ ∈ Φqn ,
Y (n)[φ] = {Y (n)t [φ]}t∈[0,T ] is a continuous real-valued process.
(2) For each ω ∈ ΩY , there exists N(ω) such that
(a) For all n ≥ N(ω), supt∈[0,T ] q′n(Y (n)t (ω)) <∞, and
(b) For all m ≥ n ≥ N(ω), Y (m)t (ω) = i′qn,qmY
(n)
t (ω) for all t ∈ [0, T ].
(3) For every φ ∈ Φ, there exists ∆φ ⊆ Ω with P(∆φ) = 1 such that for every
ω ∈ ΩY ∩∆φ there exists N(ω) such that for each n ≥ N(ω), Y (n)t (ω)[iqnφ] =
X̂t(φ)(ω) for all t ∈ [0, T ].
Proof. We follow similar arguments to those used by Itoˆ and Nawata in [14]. Let
D be a countable dense subset of [0, T ]. Let {ǫn}n∈N be a sequence of positive
numbers such that
∑
n∈N ǫn < ∞. From Lemma 3.7 there exist and increasing
sequence of continuous Hilbertian semi-norms {pn}n∈N on Φ such that for each
n ∈ N, ǫn and pn satisfy (3.2).
Now, as Φ is nuclear, there exists an increasing sequence of continuous Hilber-
tian semi-norms {qn}n∈N on Φ such that for each n ∈ N, pn ≤ qn and the inclusion
ipn,qn is Hilbert-Schmidt. Let α be the countably Hilbertian topology on Φ gen-
erated by the semi-norms {qn}n∈N. The space Φα is separable (Proposition 2.4).
Let B = {ξk : k ∈ N} be a countable dense subset of Φα. For every n ∈ N, from
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an application of the Schmidt orthogonalization procedure to B, we can find a
complete orthonormal system {φqnj }j∈N ⊆ Φ of Φqn , such that
ξk =
k∑
j=1
aj,k,n φ
qn
j + ϕk,n, ∀ k ∈ N, (3.4)
with aj,k,n ∈ R and ϕk,n ∈ Ker(qn), for each j, k ∈ N.
Let n ∈ N. From the inequality: 1 − e−r/2 ≥ 1 − e−1/2 =
√
e−1√
e
for r > 1, for
any C > 0 we have
P
sup
t∈D
∞∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2 > C2

≤
√
e√
e− 1E
1− exp
− 12C2 supt∈D
∞∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2


= lim
m→∞
√
e√
e− 1E supt∈D
1− exp
− 12C2
m∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2

 (3.5)
Now, setting φ =
∑m
j=1 zjφ
qn
j for z1, . . . , zm ∈ R, in (3.2) for pn we have
E
sup
t∈D
∣∣∣∣∣∣1− exp
i
m∑
j=1
zjX̂t(φ
qn
j )

∣∣∣∣∣∣
 ≤ ǫn + 2 m∑
j=1
z2j pn(φ
qn
j )
2. (3.6)
Integrating both sides of (3.6) with respect to
∏m
j=1NC(dzj), where NC is the
centered Gaussian measure on R with variance 1/C2, we have∫
Rm
E
sup
t∈D
∣∣∣∣∣∣1− exp
i
m∑
j=1
zjX̂t(φ
qn
j )

∣∣∣∣∣∣
 m∏
j=1
NC(dzj) ≤ ǫn + 2
C2
m∑
j=1
pn(φ
qn
j )
2.
(3.7)
On the other hand, as
∏m
j=1NC(dzj) is a Gaussian measure on R
m, for each t ∈
[0, T ] and ω ∈ Ω we have
exp
− 12C2
m∑
j=1
∣∣∣X̂t(φqnj )(ω)∣∣∣2
 =
∫
Rm
exp
i
m∑
j=1
zjX̂t(φ
qn
j )(ω)

m∏
j=1
NC(dzj),
(3.8)
and therefore from (3.8) and the Fubini theorem it follows that
E sup
t∈D
1− exp
− 12C2
m∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2


≤
∫
Rm
E
sup
t∈D
∣∣∣∣∣∣1− exp
i
m∑
j=1
zjX̂t(φ
qn
j )

∣∣∣∣∣∣
 m∏
j=1
NC(dzj). (3.9)
Then, from (3.5), (3.7) and (3.9), it follows that
P
sup
t∈D
∞∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2 > C2
 ≤ lim
m→∞
√
e√
e− 1
ǫn + 2
C2
m∑
j=1
pn(φ
qn
j )
2

=
√
e√
e− 1
(
ǫn +
2
C2
||ipn,qn ||2L2(Φqn ,Φpn )
)
,
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where ||ipn,qn ||L2(Φqn ,Φpn ) < ∞ as ipn,qn is Hilbert-Schmidt. Letting C → ∞, we
get
P
sup
t∈D
∞∑
j=1
∣∣∣X̂t(φqnj )∣∣∣2 <∞
 ≥ 1− √e√
e − 1ǫn. (3.10)
Following the same arguments as above but now replacing φqnj for ϕj,n and using
the fact that ϕj,n ∈ Ker(pn) for each j ∈ N (recall pn ≤ qn), we have that
P
sup
t∈D
∞∑
j=1
∣∣∣X̂t(ϕj,n)∣∣∣2 > 0
 ≤ √e√
e− 1 ǫn. (3.11)
Then, if we define Ωn ⊆ Ω by
Ωn =
ω : supt∈D
∞∑
j=1
∣∣∣X̂t(φqnj )(ω)∣∣∣2 <∞ and X̂t(ϕj,n)(ω) = 0, ∀ t ∈ D, j ∈ N
 ,
(3.12)
it follows from (3.10) and (3.11) that
P (Ωn) ≥ 1− 2
√
e√
e− 1ǫn. (3.13)
The next point in our agenda is to define the set ΩY of P-measure 1 and the
stochastic processes Y (n) = {Y (n)t }t∈[0,T ], n ∈ N, that satisfy the properties (1)-(3)
in the statement of the Lemma. But before, we set some additional notation.
For every n ∈ N, let Γn ⊆ Ω given by
Γn =
{
ω : ∀ j ∈ N, t 7→ X̂t(φqnj )(ω) is continuous
}
. (3.14)
Then, for each n ∈ N we have P(Γn) = 1. Also, for each n ∈ N define An ⊆ Ω by
An =
ω : X̂t(ξk)(ω) =
k∑
j=1
aj,k,nX̂t(φ
qn
j )(ω) + X̂t(ϕk,n)(ω), ∀k ∈ N, t ∈ D
 .
(3.15)
For every n ∈ N, it follows from (3.4) and the linearity of each X̂t that P(An) = 1.
Now, for n ∈ N define
Λn = Ωn ∩ Γn ∩ An. (3.16)
Then, it follows from (3.13) and the fact that P(Γn) = 1 and P(An) = 1 that
P (Λn) ≥ 1− 2
√
e√
e− 1ǫn. (3.17)
We are ready to define the stochastic processes Y (n), n ∈ N. For each n ∈ N,
let {f qnj }j∈N be a complete orthonormal system in Φ′qn dual to {φqnj }j∈N, i.e.
f qnj [φ
qn
i ] = δi,j where δi,j = 1 if i = j and δi,j = 0 if i 6= j. For each t ∈ [0, T ], we
define
Y
(n)
t (ω) :=
{∑∞
j=1 X̂t(φ
qn
j )(ω)f
qn
j , for ω ∈ Λn,
0, elsewhere.
(3.18)
Note that Y (n) = {Y (n)t }t∈[0,T ] is a well-defined Φ′qn -valued stochastic process.
This is because if ω ∈ Λn, then the infinite sum in (3.18) is convergent, as from
Parseval’s identity, (3.12), (3.16) and (3.18), we have:
sup
t∈[0,T ]
q′n(Y
(n)
t (ω))
2 = sup
t∈D
∞∑
j=1
∣∣∣X̂t(φqnj )(ω)∣∣∣2 <∞. (3.19)
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Moreover, it follows from (3.14), (3.16) and (3.18) that for every φ ∈ Φqn , Y (n)[φ]
is a continuous real-valued process. Therefore, Y (n) satisfies the property (1) in
the statement of the Lemma.
Also, from (3.18) it follows that for each ω ∈ Λn, Y (n)t (ω)[iqnφqnj ] = X̂t(φqnj )(ω),
for all j ∈ N and t ∈ [0, T ]. Similarly, from the fact that qn(ϕj,n) = 0 for all j ∈ N,
we have
∣∣f qnj [iqnϕj,n]∣∣ ≤ q′n(f qnj )qn(iqnϕj,n) = 0 for all j ∈ N, then (3.12), (3.16)
and (3.18) implies that for each ω ∈ Λn, Y (n)t (ω)[iqnϕj,n] = X̂t(ϕj,n)(ω) = 0 for all
t ∈ D, j ∈ N. So, by (3.14), (3.15) and (3.16) we have
∀ω ∈ Λn, Y (n)t (ω)[iqnξk] = X̂t(ξk)(ω), ∀ k ∈ N, t ∈ [0, T ]. (3.20)
Now we are going to show that (3.20) implies that for every φ ∈ Φ, Y (n)t [iqnφ] =
X̂t(φ) P-a.e. on Λn, for all t ∈ [0, T ].
Let φ ∈ Φ. Since B = {ξk : k ∈ N} is dense in Φα, there exists a sequence
{ξkj}j∈N ⊆ B that α-converges to φ. As α is the countably Hilbertian topology
generated by the semi-norms {qn}n∈N, then {iqnξkj}j∈N converges to iqnφ in Φqn
as j →∞. Therefore, Y (n)t (ω)[iqnξkj ] → Y (n)t (ω)[iqnφ] as j → ∞, for all t ∈ [0, T ]
and ω ∈ Ω.
On the other hand, observe that (3.3) implies that X̂ : Φ→ CT (R), φ 7→ X̂(φ),
is continuous with respect to the countably Hilbertian topology on Φ generated by
the semi-norms {pn}n∈N and since this topology is weaker than α (because pn ≤ qn
for all n ∈ N), then it is also α-continuous. Therefore, there exists ∆φ ⊆ Ω with
P(∆φ) = 1 and a subsequence {ξkj,ν}ν∈N of {ξkj}j∈N such that for all ω ∈ ∆φ,
X̂t(ξkj,ν )(ω)→ X̂t(φ)(ω), as ν →∞, for all t ∈ [0, T ].
Then, (3.20) and the uniqueness of limits implies that
∀ω ∈ Λn ∩∆φ, Y (n)t (ω)[iqnφ] = X̂t(φ)(ω), ∀ t ∈ [0, T ]. (3.21)
Our final step is to define the set ΩY and to verify that it and the processes
Y (n), n ∈ N, defined in (3.18) satisfy the conditions (2) and (3) of the statement
of the Lemma. First, it follows from (3.17), our assumption that
∑
n∈N ǫn < ∞,
and the Borel-Cantelli lemma that
P (ΩY ) = 1, where ΩY :=
⋃
N∈N
⋂
n≥N
Λn. (3.22)
Let ω ∈ ΩY . Then, it follows from (3.19) and (3.22) that there exists some N(ω)
such that for all n ≥ N(ω), supt∈D q′n(Y (n)t (ω)) < ∞. Thus, the property (2)(a)
in the statement of the Lemma is satisfied. Moreover, from (3.20) and (3.22) there
exists N(ω) such that for all m ≥ n ≥ N(ω), for every k ∈ N and t ∈ [0, T ] we have
Y
(m)
t (ω)[iqmξk] = Y
(n)
t (ω)[iqnξk]. But as B = {ξj}j∈N is dense Φα, and therefore in
Φqm and in Φqn , then it follows that for all t ∈ [0, T ], Y (m)t (ω)[iqmφ] = Y (n)t (ω)[iqnφ]
for all φ ∈ Φ, that is Y (m)t (ω) = i′qn,qmY
(n)
t (ω). Hence, the property (2)(b) of the
statement of the Lemma is also satisfied.
Finally, the property (3) of the statement of the Lemma is a consequence of
(3.21) and (3.22). 
Proof of Proposition 3.3. We use similar arguments to those used by Mitoma in
[24]. Let {qn}n∈N, ΩY and {Y (n)}n∈N be as given in Lemma 3.8.
Let {̺n}n∈N be an increasing sequence of continuous Hilbertian semi-norm on
Φ such that for every n ∈ N, qn ≤ ̺n and iqn,̺n is Hilbert-Schmidt. Let ϑ be the
countably Hilbertian topology on Φ generated by the semi-norms {̺n}n∈N. The
topology ϑ is weaker than the nuclear topology on Φ.
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Moreover, from Proposition 2.4 we have that the completion Φ˜ϑ of Φϑ satisfies
(Φ˜ϑ)
′ =
⋃
n∈N
Φ′̺n . (3.23)
Now, for every n ∈ N the map i̺n is linear and continuous from Φϑ into Φ̺n ,
and therefore i̺n has a unique continuous and linear extension i˜̺n : Φ˜ϑ → Φ̺n
(see [15], Theorem 2, Section 3.4, p.61-2). Hence, for each n ∈ N the dual map
(˜i̺n)
′ : Φ′̺n → (Φ˜ϑ)′β is linear and continuous, and corresponds to the canonical
inclusion from Φ′̺n into (Φ˜ϑ)
′
β .
Let Y = {Yt}t∈[0,T ] be defined for each t ∈ [0, T ] by
Yt(ω) :=
{
i′qn,̺nY
(n)
t (ω), for ω ∈ ΩY , n ≥ N(ω),
0, elsewhere.
(3.24)
For every t ∈ [0, T ], Yt is well-defined (Φ˜ϑ)′β-valued random variable. In effect, it is
clear from (3.23) and (3.24) that Yt takes values in (Φ˜ϑ)
′. Now, as for all m,n ∈ N,
m ≥ n, we have qn ≤ qm, qn ≤ ̺n, and qm ≤ ̺m, then the following diagram
commutes:
Φ′qn
i′qn,̺n
//
i′qn,qm

Φ′̺n
i′̺n,̺m

Φ′qm i′qm,̺m
// Φ′̺m
(3.25)
Then Lemma 3.8(2)(b) and (3.25) implies that for each ω ∈ ΩY , if m ≥ n ≥ N(ω)
we have
i′qm,̺mY
(m)
t (ω) = i
′
qm,̺m ◦ i′qn,qmY
(n)
t (ω) = i
′
̺n,̺m ◦ i′qn,̺nY
(n)
t (ω), ∀ t ∈ [0, T ].
Therefore, Yt is well-defined. Finally, the fact that Yt is B((Φ˜ϑ)′β)/F -measurable
map is a consequence of (3.24), the fact that Y
(n)
t is a Φ
′
qn -valued random variable
and that i′qn,̺n is continuous, for every n ∈ N.
Now we are going to show that Y is a (Φ˜ϑ)
′
β-valued continuous process. For
every n ∈ N, let {φ̺nj }j∈N ⊆ Φ be a complete orthonormal system in Φ̺n . Fix
ω ∈ ΩY and let n ≥ N(ω). Then, from the definition of the dual operator i′qn,̺n of
iqn,̺n and Lemma 3.8(1)-(2)(a), we have
∞∑
j=1
sup
t∈[0,T ]
∣∣∣i′qn,̺nY (n)t (ω)[φ̺nj ]∣∣∣2 ≤ ∞∑
j=1
sup
t∈[0,T ]
q′n(Y
(n)
t (ω))
2qn(iqn,̺nφ
̺n
j )
2
=
(
sup
t∈[0,T ]
q′n(Y
(n)
t (ω))
2
)
||iqn,̺n ||2L2(Φ̺n ,Φqn )
< ∞, (3.26)
where ||iqn,̺n ||L2(Φ̺n ,Φqn ) <∞ because iqn,̺n is Hilbert-Schmidt.
Next we prove the right continuity of the map t 7→ Yt(ω) in Φ′̺n . Let 0 ≤ t < T .
Then, from (3.24), Parseval’s identity, (3.26), the dominated convergence theorem
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and the continuity of each map t 7→ Y (n)t (ω)[iqn,̺nφ̺nj ] (Lemma 3.8(1)), we have
lim
s→t+
̺′n(Yt(ω)− Ys(ω))2 = lims→t+
∞∑
j=1
∣∣∣i′qn,̺n(Y (n)t (ω)− Y (n)s (ω))[φ̺nj ]∣∣∣2
=
∞∑
j=1
lim
s→t+
∣∣∣Y (n)t (ω)[iqn,̺nφ̺nj ]− Y (n)s (ω)[iqn,̺nφ̺nj ]∣∣∣2
= 0.
Therefore, the map t 7→ Yt(ω) is right-continuous in Φ′̺n . The left continuity of
t 7→ Yt(ω) in Φ′̺n can be proven similarly. Moreover, as the canonical inclusion
(˜i̺n)
′ : Φ′̺n → (Φ˜ϑ)′β is continuous, then the continuity of t 7→ Yt(ω) in Φ′̺n implies
that the map t 7→ (˜i̺n)′Yt(ω) is continuous from [0,∞) into (Φ˜ϑ)′β . Hence, Y is a
(Φ˜ϑ)
′
β -valued continuous process.
Finally, the fact that for every φ ∈ Φ, Y [φ] is a version of X(φ) is a direct
consequence of Lemma 3.8(3), (3.24) and because X̂(φ) is a version of X(φ).

Proof of Theorem 3.2. Let {Tk}k∈N an increasing sequence of positive numbers
such that limk→∞ Tk = ∞. From Proposition 3.3, for every k ∈ N there exists
a countably Hilbertian topology ϑTk on Φ determined by an increasing sequence
{̺k,n}n∈N of continuous Hilbertian semi-norms on Φ, and a (Φ˜ϑTk )′β-valued contin-
uous process Y (Tk) = {Y (Tk)t }t∈[0,Tk], such that for every φ ∈ Φ, {Y (Tk)t [φ]}t∈[0,Tk]
is a version of {Xt(φ)}t∈[0,Tk].
Without loss of generality we can assume that for every k ∈ N, ̺k,n ≤ ̺k+1,n, for
all n ∈ N. This implies that for every k ∈ N, the topology ϑTk+1 is weaker than ϑTk
and therefore that the canonical inclusion iϑTk ,ϑTk+1 : ΦϑTk+1 → ΦϑTk is linear and
continuous. Then, this map has a unique continuous and linear extension i˜ϑk,ϑk+1 :
Φ˜ϑTk+1 → Φ˜ϑTk . Hence, the dual map (˜iϑTk ,ϑTk+1 )′ : (Φ˜ϑTk )′β → (Φ˜ϑTk+1 )′β is also
linear and continuous, and corresponds to the canonical inclusion from (Φ˜ϑTk )
′
β
into (Φ˜ϑTk+1 )
′
β .
Let ϑX be the countably Hilbertian topology on Φ generated by the semi-norms
{̺k,n : n, k ∈ N}. Then, for each k ∈ N the topology ϑTk is weaker than ϑX . Hence
the canonical inclusion iϑTk ,ϑX from ΦϑX into ΦϑTk is linear and continuous. This
map has an extension i˜ϑTk ,ϑX : Φ˜ϑX → Φ˜ϑTk that is also linear and continuous.
The dual operator (˜iϑTk ,ϑX )
′ : (Φ˜ϑTk )
′
β → (Φ˜ϑX )′β corresponds to the canonical
inclusion from (Φ˜ϑTk )
′
β into (Φ˜ϑX )
′
β and is linear and continuous. For every k ∈ N,
one can easily verify that i˜ϑTk ,ϑX = i˜ϑk,ϑk+1 ◦ i˜ϑTk+1 ,ϑX and hence (˜iϑTk ,ϑX )′ =
(˜iϑTk ,ϑX )
′ ◦ (˜iϑTk ,ϑTk+1 )′.
Take Y = {Yt}t≥0 defined by the prescription Yt = Y (Tk)t if t ∈ [0, Tk]. Then
Y is a (Φ˜ϑX )
′
β-valued continuous process. To prove this, note that for any k ∈ N,
{(˜iϑTk ,ϑTk+1 )′Y
(Tk)
t }t∈[0,Tk] and {Y (Tk+1)t }t∈[0,Tk] are continuous (Φ˜ϑTk+1 )′β-valued
processes. Moreover, for every φ ∈ Φ and t ∈ Tk we have P-a.e.
( i˜ϑTk ,ϑTk+1 )
′ Y (Tk)t [ i˜ϑTk+1 ,ϑXφ] = Y
(Tk)
t [ i˜ϑTk ,ϑTk+1 ◦ i˜ϑTk+1 ,ϑXφ]
= Y
(Tk)
t [ i˜ϑTk ,ϑXφ] = Xt(φ) = Y
(Tk+1)
t [ i˜ϑTk+1 ,ϑXφ].
Then, Proposition 2.12 shows that {(˜iϑTk ,ϑTk+1 )′Y
(Tk)
t }t∈[0,Tk] and {Y (Tk+1)t }t∈[0,Tk]
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are indistinguishable processes in (Φ˜ϑTk+1 )
′
β . Therefore, Y is well-defined (Φ˜ϑX )
′
β-
valued process.
Now, because for each k ∈ N the (Φ˜ϑTk )′β-valued process {Y
(Tk)
t }t∈[0,Tk] is
continuous and the map (˜iϑTk ,ϑX )
′ is continuous, it follows that {Yt}t∈[0,Tk] =
{(˜iϑTk ,ϑX )′ Y
(Tk)
t }t∈[0,Tk] is a (Φ˜ϑX )′β -valued continuous process. Therefore, Y is a
continuous processes in (Φ˜ϑX )
′
β .
Moreover, by the properties of the processes Y (Tk) and the definition of Y it
follows that for every φ ∈ Φ, Y [φ] is a version of X(φ). Now, as the topology ϑX is
weaker than the nuclear topology on Φ, then Φ (equipped with the nuclear topol-
ogy) is continuously embedded in ΦθX , but as this last is continuously embedded in
Φ˜ϑX , it follows that Φ is continuously embedded in Φ˜ϑX . Then, the space (Φ˜ϑX )
′
β
is continuously embedded in Φ′β , and this implies that Y is a Φ
′
β-valued, regular,
continuous process that is a version of X .
Finally, to prove the uniqueness note that if Z is another version of X satisfying
the properties in the Theorem, then for every φ ∈ Φ and t ≥ 0, Yt[φ] = Xt(φ) =
Zt(φ) P-a.e., and because Y and Z are both continuous and regular Φ′β-valued
processes it follows from Proposition 2.12 that Y and Z are indistinguishable pro-
cesses. 
Remark 3.9. It follows from the proof of Theorem 3.2 (in particular from the
proof of Proposition 3.3) that the (Φ˜ϑX )
′
β-valued continuous (respectively ca`dla`g)
version Y of X can be chosen in such a way so that for every ω ∈ Ω and T > 0
there exists a continuous Hilbertian semi-norm ̺ = ̺(ω, T ) on Φ such that the map
t 7→ Yt(ω) is continuous (respectively ca`dla`g) from [0, T ] into the Hilbert space Φ′̺.
The assumption (2) in Theorem 3.2 of equicontinuity for every T > 0 of the
family of cylindrical random variables {Xt : t ∈ [0, T ]} was important to show that
the map φ 7→ {X̂t(φ)}t∈[0,T ] from Φ into CT (R) (respectively DT (R)) is continuous
(Lemma 3.5). The next results shows that we can obtain the same conclusion
without the above local equicontinuity property under the additional assumption
that Φ is ultrabornological, i.e. that Φ is the inductive limit of Banach spaces (see
[26], Theorem 13.2.11, p.448-9). Note that in the result below no nuclearity of the
space is required.
Proposition 3.10. Let Ψ be an ultrabornological space and let X = {Xt}t∈[0,T ],
be a cylindrical process in Ψ′ such that for each ψ ∈ Ψ, the real-valued process
{Xt(ψ)}t∈[0,T ] has a continuous (respectively ca`dla`g) version. Assume that for
every t ∈ [0, T ] the map Xt : Ψ → L0 (Ω,F ,P) is continuous. Then, the linear
mapping from Ψ into CT (R) (respectively DT (R)) given by ψ 7→ {Xt(ψ)}t∈[0,T ] is
continuous.
Proof. We can prove that the map ψ 7→ {Xt(ψ)}t∈[0,T ] from Ψ into CT (R) (re-
spectively DT (R)) is sequentially closed by following similar arguments to those
used in the proof of Lemma 3.5. Then, as Ψ is ultrabornological and CT (R) (re-
spectively DT (R)) is a complete, metrizable, topological vector space, the closed
graph theorem (see [15], Proposition 2, Section 5.2 and Theorem 2, Section 5.4,
p.90,94) shows that ψ 7→ {Xt(ψ)}t∈[0,T ] is continuous. 
We have the following version of the regularization theorem for cylindrical pro-
cesses in the dual of an ultrabornological nuclear space.
Corollary 3.11. Let Φ be an ultrabornological nuclear space. Let X = {Xt}t≥0
be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = {Xt(φ)}t≥0 has a continuous
(respectively ca`dla`g) version.
(2) For every t ≥ 0, Xt : Φ→ L0 (Ω,F ,P) is continuous.
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Then, there exists a countably Hilbertian topology ϑX on Φ and a (Φ˜ϑX )
′
β-valued
continuous (respectively ca`dla`g) process Y = {Yt}t≥0, such that for every φ ∈ Φ,
Y [φ] = {Yt[φ]}t≥0 is a version of X(φ) = {Xt(φ)}t≥0. Moreover, Y is a Φ′β-
valued, regular, continuous (respectively ca`dla`g) version of X that is unique up to
indistinguishable versions.
Proof. Let T > 0. With the same terminology as in the proof of Proposition
3.3, it follows from Proposition 3.10 that the linear mapping from Φ into CT (R)
(respectively DT (R)) given by ψ 7→ {X̂t(φ)}t∈[0,T ] is continuous. We can use this
result to prove Lemma 3.7. Then, the same arguments used in the remain of
the proof of Proposition 3.3 show that the conclusions of Proposition 3.3 are still
valid in our present context. Therefore, the proof of Theorem 3.2 can be replicated
without any change and showing the existence of the countably Hilbertian topology
θX and the (Φ˜ϑX )
′
β-valued process Y satisfying the conclusions of the corollary. 
From the above result we obtain the following version of the regularization
theorem for stochastic processes taking values in the dual of an ultrabornological
nuclear space.
Corollary 3.12. Let Φ be an ultrabornological nuclear space. Let X = {Xt}t≥0
be a Φ′β-valued process satisfying:
(1) For each φ ∈ Φ, the real-valued process X [φ] = {Xt[φ]}t≥0 has a continuous
(respectively ca`dla`g) version.
(2) For every t ≥ 0, the distribution µXt of Xt is a Radon probability measure.
Then, there exists a countably Hilbertian topology ϑX on Φ and a (Φ˜ϑX )
′
β-valued
continuous (respectively ca`dla`g) process Y = {Yt}t≥0, such that for every φ ∈ Φ,
Y [φ] = {Yt[φ]}t≥0 is a version of X [φ] = {Xt[φ]}t≥0. Moreover, Y is a Φ′β-
valued, regular, continuous (respectively ca`dla`g) version of X that is unique up to
indistinguishable versions.
Proof. First, because the space Φ is ultrabornological it is also barreled (see [26],
p.449). Hence, it follows from the assumption (2) in the Corollary and from The-
orem 2.10 that for each t ≥ 0 the map Xt : Φ → L0 (Ω,F ,P), φ 7→ Xt[φ] is
continuous. Then, the existence of the countably Hilbertian topology θX and the
(Φ˜ϑX )
′
β-valued process Y satisfying the conclusions of the corollary follows from
Corollary 3.11. 
We finish this section with some comparisons of our results with those obtained
by other authors.
First, it is clear that Theorem 3.2 is a generalization of the regularization the-
orem of Itoˆ and Nawata (Theorem 2.9).
Now, if Φ is a nuclear space that is also a Fre´chet space or the countable
inductive limit of Fre´chet spaces, then Φ is an ultrabornological space (see [15],
Corollaries 4 and 5, Section 13.1, p.273). In this case if X = {Xt}t≥0 is a Φ′β-valued
process then for every t ≥ 0 we have that µXt is a Radon probability measure (see
Section 2.2). Then, if for each φ ∈ Φ, the real-valued process X [φ] = {Xt[φ]}t≥0
has a continuous (respectively ca`dla`g) version, then Corollary 3.12 shows that X
has a Φ′β-valued continuous (respectively ca`dla`g) version. Therefore, Corollary 3.12
(and consequently Theorem 3.2) generalizes the results obtained by Mitoma [24],
Fouque [10] and Fernique [8].
On the other hand, Martias [21] showed a version of the regularization theorem
under the assumptions that Φ is a separable nuclear space and that X is of the form
X : [0, T ]×Ω→ Φ′, such that for each φ ∈ Φ, {Xt[φ]}t∈[0,T ] is a real-valued process
with a continuous (respectively ca`dla`g) version and also assuming that the map
φ 7→ {Xt[φ]}t∈[0,T ] from Φ into CT (R) (respectively DT (R)) is continuous. Note
that the assumptions on Φ and X in Theorem 3.2 are weaker than the assumptions
used by Martias. In particular, one can easily check that the continuity of the map
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φ 7→ {Xt[φ]}t∈[0,T ] implies assumption (2) in Theorem 3.2. Hence, Theorem 3.2
constitutes a generalization of the result obtained by Martias.
4 Existence of Continuous and Ca`dla`g Versions in a Hilbert Space
Continuously Embedded in Φ′β
In this section we introduce conditions for the existence of continuous and ca`dla`g
versions taking values in a Hilbert space Φ′̺, where ̺ is a continuous Hilbertian
semi-norm on Φ. We start with the following result that specializes the Regular-
ization Theorem.
Theorem 4.1. Let X = {Xt}t≥0 be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = {Xt(φ)}t≥0 has a continuous
(respectively ca`dla`g) version.
(2) There exists a continuous Hilbertian semi-norm p on Φ such that for every
t ≥ 0, Xt : Φ→ L0 (Ω,F ,P) is p-continuous.
Then, there exists a continuous Hilbertian semi-norm ̺ on Φ, p ≤ ̺, such that
ip,̺ is Hilbert-Schmidt and a Φ
′
̺-valued continuous (respectively ca`dla`g) process
Y = {Yt}t≥0, such that for every φ ∈ Φ, Y [φ] = {Yt[φ]}t≥0 is a version of X(φ) =
{Xt(φ)}t≥0. Moreover, Y is unique up to indistinguishable versions in Φ′β.
Proof. Let T > 0. With the same terminology as in the proof of Proposition
3.3, the assumption (2) of the Theorem implies that for every t ∈ [0, T ] the map
X̂t : Φ → L0 (Ω,F ,P) is p-continuous. Then, for all t ∈ [0, T ] the map X̂t has
a continuous and linear extension X˜t : Φp → L0 (Ω,F ,P). Hence, from similar
arguments to those in the proof of Lemma 3.5 we can show that the linear mapping
X˜ : Φp → CT (R), φ 7→ X˜(φ) = {X˜t(φ)}t∈[0,T ] is continuous. This in turns implies
that the map X̂ : Φ → CT (R), φ 7→ X̂(φ) = {X̂t(φ)}t∈[0,T ] is p-continuous.
Hence, in the proof of Lemma 3.8, we have that (3.3) is satisfied for pn = p,
for all n ∈ N. In that case, we have in (3.12), (3.14) and (3.15) that qn = q
for some continuous Hilbertian semi-norm q on Φ, p ≤ q, and such that ip,q is
Hilbert-Schmidt. Therefore, we have from (3.16) and (3.18) that Λn = Λm and
Y (n) = Y (m) for all m,n ∈ N. If we choose ̺, q ≤ ̺, such that iq,̺ is Hilbert-
Schmidt, and if in the proof of Proposition 3.3 we take ̺n = ̺ for all n ∈ N, then
Y = {Yt}t∈[0,T ] defined by (3.24) is a Φ′̺-valued continuous processes such that for
every φ ∈ Φ, Y [φ] = {Yt[φ]}t∈[0,T ] is a version of X(φ) = {Xt(φ)}t∈[0,T ].
Let {Tk}k∈N an increasing sequence of positive numbers such that limk→∞ Tk =
∞. Then, as proved on the above paragraph for each k ∈ N there exists a
Φ′̺-valued continuous process Y
(k) = {Y (k)t }t∈[0,Tk], such that for every φ ∈ Φ,
{Y (k)t [φ]}t∈[0,Tk] is a version of {Xt(φ)}t∈[0,Tk].
Take Y = {Yt}t≥0 defined by the prescription Yt = Y (k)t if t ∈ [0, Tk]. Note
that Y is a well-defined Φ′̺-valued process. To prove this, observe that for each
each k ∈ N, Y (k) and Y (k+1) are continuous processes such that for every φ ∈ Φ,
Y
(k)
t [φ] = Xt(φ) = Y
(k+1)
t [φ] P-a.e. for all t ∈ [0, Tk], then Proposition 2.12 shows
that {Y (k)t }t∈[0,Tk] and {Y (k+1)t }t∈[0,Tk] are indistinguishable processes. Therefore,
Y is a Φ′̺-valued continuous process such that for every φ ∈ Φ, Y [φ] is a version
of X(φ). Moreover, from Proposition 2.12 again it follows that Y is unique up to
indistinguishable versions in Φ′β . 
Now we consider conditions for the existence of continuous or ca`dla`g version
such that in a given bounded interval of time they take values and have uniform
finite moments in some Hilbert space Φ′̺. For the proof we will need the following
terminology. For n ∈ N, we denote by CnT (R) (respectively DnT (R)) the linear space
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of all the continuous (respectively ca`dla`g) processes satisfying E supt∈[0,T ] |Zt|n <
∞. It is a Banach space equipped with the norm ||Z||n,T =
(
E supt∈[0,T ] |Zt|n
)1/n
.
Theorem 4.2. Let X = {Xt}t≥0 be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = {Xt(φ)}t≥0 has a continuous
(respectively ca`dla`g) version.
(2) For every T > 0, the family {Xt : t ∈ [0, T ]} of linear maps from Φ into
L0 (Ω,F ,P) is equicontinuous.
(3) There exists n ∈ N such that ∀T > 0, E
(
supt∈[0,T ] |Xt[φ]|n
)
<∞, ∀φ ∈ Φ.
Then, there exists a countably Hilbertian topology ϑX on Φ determined by an
increasing sequence {qk}k∈N of continuous Hilbertian semi-norms on Φ and a
(Φ˜ϑX )
′
β-valued continuous (respectively ca`dla`g) process Y = {Yt}t≥0, satisfying:
(a) For every φ ∈ Φ, Y [φ] = {Yt[φ]}t≥0 is a version of X(φ) = {Xt(φ)}t≥0,
(b) For every T > 0, there exists k ∈ N such that {Yt}t∈[0,T ] is a Φ′qk -valued con-
tinuous (respectively ca`dla`g) process satisfying E
(
supt∈[0,T ] q
′
k(Yt)
n
)
<∞.
Furthermore, Y is a Φ′β-valued, regular, continuous (respectively ca`dla`g) version
of X that is unique up to indistinguishable versions.
Proof. We prove the continuous case as the ca`dla`g case follows from similar ar-
guments. We do this in two steps.
Step 1 We are going to prove the following: For every T > 0 there exists
a continuous Hilbertian semi-norm q on Φ and a Φ′q-valued continuous process
Y = {Yt}t∈[0,T ], such that for every φ ∈ Φ, Y [φ] = {Yt[φ]}t∈[0,T ] is a version of
X(φ) = {Xt(φ)}t∈[0,T ] and E
(
supt∈[0,T ] q
′(Yt)n
)
<∞.
Let T > 0 and define p : Φ→ [0,∞) by
p(φ) =
[
E
(
sup
t∈[0,T ]
|Xt(φ)|n
)]1/n
, ∀φ ∈ Φ. (4.1)
We proceed to show that p is a continuous semi-norm on Φ. First, observe that
the map from Φ into CnT (R) given by φ 7→ X(φ) = {Xt(φ)}t∈[0,T ] is linear. Then,
because ||·||n,T its a norm on CnT (R) and p(φ) = ||X(φ)||n,T for all φ ∈ Φ, it follows
that p is a semi-norm.
To prove that p is continuous, one can use the closed graph theorem and similar
arguments to those used in the proof of Lemma 3.5 to show that the map φ 7→ X(φ)
from Φ into CnT (R) is continuous. But because p(φ) = ||X(φ)||n,T , for all φ ∈ Φ,
then the continuity of the maps φ 7→ X(φ) and Z 7→ ||Z||n,T implies that p is
continuous.
Now, from the Markov and Jensen inequalities, for any ǫ > 0 we have
P
(
ω : sup
t∈[0,T ]
|Xt(φ)(ω)| > ǫ
)
≤ 1
ǫ
[
E
(
sup
t∈[0,T ]
|Xt(φ)|n
)]1/n
=
1
ǫ
p(φ), ∀φ ∈ Φ.
Therefore, the map X : Φ → CT (R) given by ψ 7→ X(φ) = {Xt(φ)}t∈[0,T ] is
p-continuous. Now, as the topology on Φ is generated by a family of Hilbertian
semi-norms and because the semi-norm p is continuous, there exists a continuous
Hilbertian semi-norm ̺ on Φ such that p ≤ ̺. This implies that the map X :
Φ → CT (R) is ̺-continuous. Then, it follows from Theorem 4.1 that there exists
a continuous Hilbertian semi-norm r on Φ, ̺ ≤ r such that ir,̺ is Hilbert-Schmidt
and such that X has a Φ′r-valued continuous version Ŷ = {Ŷt}t∈[0,T ].
Let q be a continuous Hilbertian semi-norm on Φ such that r ≤ q and ir,q
is Hilbert-Schmidt. Then, the dual operator i′r,q : Φ
′
r → Φ′q is Hilbert-Schmidt
and hence is n-summing (see [7], Corollary 4.13, p.85). Then, from the Pietsch
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domination theorem (see [7], Theorem 2.12, p.44) there exists a constant C > 0,
and a Radon probability measure ν on the unit ball B∗r (1) of Φr (equipped with
the weak topology) such that,
q′(i′r,qf) ≤ C ·
(∫
B∗r (1)
|f [φ]|n ν(dφ)
)1/n
, ∀ f ∈ Φ′r. (4.2)
As Ŷ is a Φ′r-valued continuous process, then φ 7→ Ŷ [φ] = {Ŷt[φ]}t∈[0,T ] is a
continuous and linear map from Φr into C
n
T (R). Therefore, it follows from (4.2)
that,
E
(
sup
t∈[0,T ]
q′(i′r,qŶt)
n
)
≤ Cn E sup
t∈[0,T ]
∫
B∗r (1)
∣∣∣Ŷt[φ]∣∣∣n ν(dφ)
≤ Cn
∫
B∗r (1)
∣∣∣∣∣∣Ŷ [φ]∣∣∣∣∣∣n
c,n,T
ν(dφ)
≤ Cn
∣∣∣∣∣∣Ŷ ∣∣∣∣∣∣n
L(Φr ,CnT (R))
<∞.
Hence, Y = {Yt}t∈[0,T ], defined by Yt = i′r,qŶt for every t ∈ [0, T ], is a Φ′q-valued
continuous process such that for every φ ∈ Φ, Y [φ] = {Yt[φ]}t∈[0,T ] is a version of
X(φ) = {Xt(φ)}t∈[0,T ] and such that E
(
supt∈[0,T ] q
′(Yt)n
)
<∞.
Step 2 Let {Tk}k∈N an increasing sequence of positive numbers such that
limk→∞ Tk = ∞. Then, it follows from Step 1 that for each k ∈ N there exists
a continuous Hilbertian semi-norm qk on Φ and a Φ
′
qk
-valued continuous process
Y (k) = {Y (k)t }t∈[0,Tk], such that for every φ ∈ Φ, Y (k)[φ] = {Y (k)t [φ]}t∈[0,Tk] is a
version of X(φ) = {Xt(φ)}t∈[0,Tk] and E
(
supt∈[0,Tk] q
′
k(Y
(k)
t )
n
)
<∞.
Without loss of generality we can assume that the sequence of semi-norms
{qk}k∈N is increasing. Let ϑX be the countably Hilbertian topology on Φ generated
by the semi-norms {qk}k∈N. Take Y = {Yt}t≥0 defined by the prescription Yt =
Y
(k)
t if t ∈ [0, Tk]. In a similar way as we did in the proof of Theorem 3.2, from
the corresponding properties of the processes Y (k)s we can conclude that Y is
a (Φ˜ϑX )
′
β-valued continuous process satisfying the properties (a) and (b) of the
Theorem. Finally, as in the proof of Theorem 3.2 we can show that as a Φ′β-valued
process Y is unique up to indistinguishable versions. 
The following result is an specialized version of Theorem 4.2 that establish
conditions for the existence of continuous or ca`dla`g version in single Hilbert space
Φ′̺ with uniform finite moments in every bounded interval of time.
Theorem 4.3. Let X = {Xt}t≥0 be a cylindrical process in Φ′ satisfying:
(1) For each φ ∈ Φ, the real-valued process X(φ) = {Xt(φ)}t≥0 has a continuous
(respectively ca`dla`g) version.
(2) There exists n ∈ N and a continuous Hilbertian semi-norm ̺ on Φ such that
for all T > 0 there exists C(T ) > 0 such that
E
(
sup
t∈[0,T ]
|Xt(φ)|n
)
≤ C(T )̺(φ)n, ∀φ ∈ Φ. (4.3)
Then, there exists a continuous Hilbertian semi-norm q on Φ, ̺ ≤ q, such that i̺,q
is Hilbert-Schmidt and there exists a Φ′q-valued continuous (respectively ca`dla`g)
process, satisfying:
(a) For every φ ∈ Φ, Y [φ] = {Yt[φ]}t≥0 is a version of X(φ) = {Xt(φ)}t≥0,
(b) For every T > 0, E
(
supt∈[0,T ] q
′(Yt)n
)
<∞.
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Furthermore, Y is a Φ′β-valued continuous (respectively ca`dla`g) version of X that
is unique up to indistinguishable versions.
Proof. As before, we will prove the continuous case as the ca`dla`g case follows
similarly.
Fix T > 0. Note that (4.3) is equivalent to p ≤ C(T )1/n̺, where p is the semi-
norm defined in (4.1). Therefore, the map from Φ into CT (R) given by φ 7→ X(φ) =
{Xt(φ)}t∈[0,T ] is ̺-continuous. Hence, similar arguments to those in Step 1 of the
proof of Theorem 4.2 show that there exists a continuous Hilbertian semi-norm q on
Φ (only depending on ̺), ̺ ≤ q, such that i̺,q is Hilbert-Schmidt, and a Φ′q-valued
continuous version Y = {Yt}t∈[0,T ] of {Xt}t∈[0,T ] satisfying E
(
supt∈[0,T ] q
′(Yt)n
)
<
∞.
Let {Tk}k∈N an increasing sequence of positive numbers such that limk→∞ Tk =
∞. Then, as proved in the above paragraph for each k ∈ N there exists a
Φ′q-valued continuous version Y
(k) = {Y (k)t }t∈[0,Tk] of {Xt}t∈[0,Tk] that satisfies
E
(
supt∈[0,Tk] q
′(Y (k)t )
n
)
<∞. Observe that for each k ∈ N, the Φ′q-valued contin-
uous processes {Y (k)t }t∈[0,Tk] and {Y (k+1)t }t∈[0,Tk] are indistinguishable. Therefore,
if we define Y = {Yt}t≥0 by the prescription Yt = Y (k)t if t ∈ [0, Tk], then Y is
a Φ′q-valued continuous version of X satisfying E
(
supt∈[0,T ] q
′(Yt)n
)
< ∞, for all
T > 0. 
5 Applications to Cylindrical Martingales in Φ′
In this section we apply the results in Section 4 to study some properties of cylin-
drical martingales in Φ′. Consider a filtration {Ft}t≥0 on (Ω,F ,P) that satisfies
the usual conditions, i.e. it is right continuous and F0 contains all sets of F of
P-measure zero.
Let n ≥ 1. Denote by Mn(R) the space of all the real-valued martingales
M = {Mt}t≥0 satisfying
||M ||Mn(R) =
[
E
(
sup
t≥0
|Mt|n
)]1/n
<∞. (5.1)
It is clear that ||·||Mn(R) defines a norm onMn(R). Moreover, (Mn(R), ||·||Mn(R))
is a Banach space (see [6]). Note that if the real-valued martingale M = {Mt}t≥0
satisfies supt≥0 E (|Mt|n) < ∞, for n > 2, then Doob’s inequality shows that
||M ||Mn(R) <∞ and hence M ∈Mn(R).
Definition 5.1. A cylindrical martingale in Φ′ is a cylindrical process M =
{Mt}t≥0 such that for each φ ∈ Φ, the real-valued process M(φ) = {Mt(φ)}t≥0 is
a {Ft}-adapted martingale.
The following theorem contains some of the basic properties of cylindrical mar-
tingales in Φ′.
Theorem 5.2. Let M = {Mt}t≥0 be a cylindrical martingale in Φ′ such that for
each t ≥ 0 the map Mt : Φ→ L0 (Ω,F ,P) is continuous. Then, M has a Φ′β-valued
ca`dla`g version M˜ = {M˜t}t≥0. Moreover, we have the following:
(1) IfM is n-th integrable, for n ≥ 2, then for each T > 0 there exists a continuous
Hilbertian semi-norm qT on Φ such that {M˜t}t∈[0,T ] is a Φ′qT -valued ca`dla`g
martingale satisfying E
(
supt∈[0,T ] q
′
T (M˜t)
n
)
<∞.
(2) Moreover, if for n ≥ 2, supt≥0 E (|Mt(φ)|n) < ∞ for each φ ∈ Φ, then there
exists a continuous Hilbertian semi-norm q on Φ such that M˜ is a Φ′q-valued
ca`dla`g martingale satisfying E
(
supt≥0 q
′(M˜t)n
)
<∞.
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If for each φ ∈ Φ the real-valued process {Mt(φ)}t≥0 has a continuous version,
then M˜ can be chosen to be continuous and such that it satisfies (1)−(2) above
replacing the property ca`dla`g by continuous.
Proof. To show the existence of the Φ′β-valued ca`dla`g version M˜ ofM we need to
check that the conditions in Theorem 3.2 are satisfied. As for each φ ∈ Φ, Mt(φ)
is a real-valued martingale, then it has a ca`dla`g version. Then it only remains to
verify that for every T > 0 the family {Mt : t ∈ [0, T ]} ⊆ L(Φ, L0 (Ω,F ,P)) is
equicontinuous.
Let T > 0. First note that because for all φ ∈ Φ, {|Mt(φ)|}t≥0 is a positive
submartingale, then by Doob’s tail martingale inequality we have for any ǫ > 0,
P
(
sup
t∈[0,T ]
|Mt(φ)| > ǫ
)
≤ 1
ǫ
E(|MT (φ)|). (5.2)
Define pT : Φ→ [0,∞) by pT (φ) = E(|MT (φ)|), for all φ ∈ Φ. Then, pT is a semi-
norm on Φ. Moreover, from the continuity of the map MT : Φ → L0 (Ω,F ,P)
and by following similar ideas to those used in the proof of Lemma 3.4, we can
show that there exists a countably Hilbertian topology θ on Φ such that the map
MT is θ-continuous. By means of an application of the closed graph theorem as
in the proof of Lemma 3.5 we can show that MT is continuous as a map from Φθ
into L1 (Ω,F ,P). This in turns implies that pT is continuous. Then, it follows
from (5.2) that the family {Mt : t ∈ [0, T ]} ⊆ L(Φ, L0 (Ω,F ,P)) is equicontinuous.
Therefore, the existence of the Φ′β-valued ca`dla`g version M˜ of M is a consequence
of Theorem 3.2.
If M is n-th integrable, for n ≥ 2, then it follows from Doob’s inequality that
for every T > 0 and φ ∈ Φ we have
E
(
sup
t∈[0,T ]
|Mt(φ)|n
)
≤ mn E(|MT (φ)|n) <∞,
where 1/n+ 1/m = 1. Then, (1) follows from Theorem 4.2.
To prove (2), note that for each φ ∈ Φ the condition supt≥0 E (|Mt(φ)|n) < ∞
implies that M(φ) = {Mt(φ)}t≥0 ∈ Mn(R). Then, M defines a linear map φ 7→
M(φ) from Φ into Mn(R). We can show that this map is continuous by using
similar arguments to those used in Lemma 3.5. Then, it follows from (5.1) that
p : Φ→ [0,∞) defined by
p(φ) =
[
E
(
sup
t≥0
|Mt[φ]|n
)]1/n
, ∀φ ∈ Φ,
is a continuous semi-norm on Φ. Let ̺ be a continuous Hilbertian semi-norm on
Φ such that p ≤ ̺. Then, it follows from the definition of p and Chebyshev’s
inequality that for every ǫ > 0 we have
P
(
sup
t≥0
|Mt(φ)| > ǫ
)
≤ 1
ǫn
p(φ)n ≤ 1
ǫn
̺(φ)n, ∀φ ∈ Φ.
Therefore, for every t ≥ 0 the map Mt : Φ→ L0 (Ω,F ,P) is ̺-continuous. Hence,
Theorem 4.1 shows that there exists a continuous Hilbertian semi-norm r on Φ,
̺ ≤ r such that ir,̺ is Hilbert-Schmidt and such that M has a Φ′r-valued ca`dla`g
version M̂ = {M̂t}t≥0 that is a martingale. Moreover, because p ≤ r is clear that
M̂ defines a continuous and linear map φ 7→ M̂(φ) from Φr into Mn(R). Then,
from a modification of the arguments in Step 2 of the proof of Theorem 4.2, we can
show that there exists a continuous Hilbertian semi-norm q on Φ, r ≤ q, such that
M has a Φ′q-valued ca`dla`g version M˜ = {M˜t}t≥0 that is a martingale and satisfies
E
(
supt≥0 q
′(M˜t)n
)
<∞. 
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Remark 5.3. The results in Theorem 5.2 (for the case n = 2) were originally
proved by Mitoma (see [23]; see also [17], Theorems 3.1.3-4) for the case of mar-
tingales in the strong dual of a nuclear Fre´chet space. Note that we have been able
to extend these results to any nuclear space and for n-integrable martingales for
any n ≥ 2.
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