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Abstract
En este proyecto estudia la posibilidad de realizar una verificacio´n de locutor por
medio de la biometr´ıa de voz. En primer lugar se obtendra´n las caracter´ısticas principales
de la voz, que sera´n los coeficientes MFCC, partiendo de una base de datos de diferentes
locutores con 10 muestras por cada locutor.
Con estos resultados se procedera´ a la creacio´n de los clasificadores con los que lue-
go testearemos y haremos la verificacio´n. Como resultado final obtendremos un sistema
capaz de identificar si el locutor es el que buscamos o no. Para la verificacio´n se utili-
zan clasificadores Support Vector Machine (SVM), especializado en resolver problemas
biclase.
Los resultados demuestran que el sistema es capaz de verificar que un locutor es quien
dice ser compara´ndolo con el resto de locutores disponibles en la base de datos.
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Abstract
Verification based on voice features is an important task for a wide variety of ap-
plications concerning biometric verification systems. In this work, we propose a human
verification though the use of their voice features focused on supervised training classifi-
cation algorithms. To this aim we have developed a voice feature extraction system based
on MFCC features.
For classification purposed we have focused our work in using a Support Vector Ma-
chine classificator due to it’s optimization for biclass problems. We test our system in a
dataset composed of various individuals of di↵erent gender to evaluate our system’s per-
formance. Experimental results reveal that the proposed system is capable of verificating
one individual against the rest of the dataset.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
El primer estudio Biome´trico fue desarrollado en el an˜o 1880 por Alphonse Bertillon.
E´ste, realizo´ los primeros estudios antropome´tricos mediante un sistema de caracterizacio´n
de individuos con el fin de identificar criminales [2].
Figura 1.1: Biometr´ıa utilizada en el an˜o 1880
Este me´todo, tal y como se ve en la figura 1.1, consiste en tomar medidas de diferentes
partes del cuerpo de los criminales, con el objetivo de tenerlos controlados [3]. Dicho pro-
cedimiento se utilizo´ hasta que aparecio´ la te´cnica biome´trica de identificacio´n mediante
las huellas dactilares. Fue ma´s adelante cuando se comenzo´ a estudiar la posibilidad de
utilizar el iris como rasgo identificativo y ya es en 1965 cuando se empieza a plantear el
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uso del habla como rasgo caracter´ıstico para identificacio´n y/o verificacio´n de humanos
[4].
Tal y como hac´ıa Bertillon, para poder realizar este tipo de sistemas, es necesario estar
dado de alta en ellos, el sistema debe conocer al usuario a verificar o identificar. De esta
forma se crean plantillas (tanto al darse de alta como en cada proceso de autenticacio´n
o verificacio´n). Los datos se tratan de diferentes maneras, con el objetivo de obtener
las caracter´ısticas particulares para cada individuo. Dependiendo de cual sea el rasgo
caracter´ıstico que se este´ analizando se obtendra´n un tipo de caracter´ısticas u otras.
En este tipo de sistemas, la seguridad y lo que minimiza la tasa de error es el rasgo o
la caracter´ıstica que se toma, la precisio´n o la calidad con la que se captura y el umbral
de aceptacio´n que fijemos. Por ello, hay que elegir cuidadosamente tanto la caracter´ıstica,
como el umbral en el proceso de verificacio´n. Con estos para´metros se ajusta el grado de
fuerza y la calidad del sistema.
Hasta hace muy poco, el reconocimiento por huella dactilar era pra´cticamente el u´nico
me´todo biome´trico fiable utilizado [5]. Sin embargo, a medida que avanzaba la tecnolog´ıa
y la aplicacio´n de la misma en entornos tanto de ocio o comodidad como de seguridad,
la evolucio´n en desarrollo biome´trico es muy grande. Hoy en d´ıa hay muchos sistemas
comerciales de uso generalizado que utilizan la biometr´ıa.
Adema´s, la demanda de la seguridad tanto por parte de empresas como de usuarios ha
hecho que proyectos de verificacio´n biome´trica ya sea por voz, por huella dactilar etce´tera
este´n en auge. Como muestra de ello grandes empresas como Nuance y 3M se han decan-
tado por investigar y disen˜ar sistemas que aporten al usuario seguridad basa´ndose en la
biometr´ıa.
Los principales a´mbitos de aplicacio´n en los que se trabaja la biometr´ıa son: la salud
y la seguridad, para verificacio´n de firmas por ejemplo. El ma´s relevante y en el que ma´s
tiempo y dinero se invierte es en seguridad. Hasta ahora estos sistemas se pueden separar
en dos grandes mo´dulos [1]:
Algo que el usuario sabe (contrasen˜a).
Algo que el usuario tiene (tarjeta personal).
Las diferencias frente a un sistema de seguridad tradicional es que con la biometr´ıa se
va un paso ma´s alla´, creando un nuevo mo´dulo en los sistemas de seguridad. Este mo´dulo
analizara algo que el usuario es o hace.
Este concepto se puede dividir en dos secciones, tal y como aparece en la figura 1.2:
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Figura 1.2: Tipos de Biometr´ıas. (UNAM - Facultad de Ingenier´ıa Biometr´ıa Informa´tica).
Por un lado se reconoce la Biometr´ıa esta´tica, la cual define algo que el usuario es,
un rasgo f´ısico o anato´mico, ya sea la huella dactilar, la cara, las l´ıneas de la mano...
que es un rasgo caracter´ıstico y u´nico en cada ser humano. Y por otro lado se encuentra
la Biometr´ıa dina´mica la cual habla de la conducta o del comportamiento, algo que el
humano hace, como su escritura, sus gestos, su forma de caminar, movimientos corporales
o su propia voz, que es el objeto de estudio de este proyecto.
La Biometr´ıa permite realizar estudios de reconocimiento de humanos basados en
rasgos conductuales o f´ısicos intr´ınsecos y particulares de cada ser humano. La Biometr´ıa
permite autenticar individuos.
Adema´s existen dos opciones de autenticacio´n; la identificacio´n y la verificacio´n. La
identificacio´n dice quie´n es una persona dependiendo de sus caracter´ısticas f´ısicas o de su
conducta. En contra, la verificacio´n biome´trica aclara si una persona es quien dice ser,
partiendo de ana´lisis biome´tricos y realizando comparaciones con otros posibles candida-
tos.
Este estudio se centra en la verificacio´n de usuario mediante la voz. La Biometr´ıa de
Voz es muy utilizada en aplicaciones o sistemas relacionados con la seguridad. Ya que
cada individuo tiene unas caracter´ısticas f´ısicas diferentes.
La voz se considera una caracter´ıstica f´ısica, un identificativo como podr´ıa ser la huella
dactilar. Se considera caracter´ıstica u´nica y diferencial con respecto a otros humanos debi-
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do a que la voz surge del tracto vocal, el cua´l contiene cavidades de dimensiones variables
y singulares para cada individuo.
La Biometr´ıa de Voz utiliza el pitch, el tono, el ritmo del habla... Aunque no es tan
sencillo realizar este tipo de software ya que pueden existir inconvenientes tales como el
ruido de fondo, enfermedades, edad, estados de a´nimo en los cuales pueden cambiar la
voz y tambie´n pueden existir diferencias entre sistemas de captacio´n de la sen˜al, ajenos
al locutor. Sin contar con que el usuario puede tratar de estafar al sistema realizando
imitaciones, pero este tema se deja de lado en esta investigacio´n inicial.
Para el desarrollo de este proyecto se realiza una extraccio´n de caracter´ısticas del
usuario a verificar y se procede a comparar el individuo a autenticar con otros candidatos.
Previamente el individuo declara su identidad y el objetivo es averiguar si es quien dice
ser. Para ello deben compararse las caracter´ısticas biome´tricas extra´ıdas del individuo con
las almacenadas para ese individuo y otros en la base de datos, y decidir si concuerdan lo
suficiente. Si no es as´ı, se deniega el acceso.
En cuanto a Biometr´ıas de Voz existen diferentes tipos:
Dependiente de texto.
Independiente del texto.
El principal tipo de aplicacio´n de la interaccio´n por voz son los conocidos como Siste-
mas de Dia´logo Hablado (dependientes de texto). A la hora de implementarlos, principal-
mente se pueden optar por dos tipos de estrategias. La primera de ellas consiste en el uso
de un lenguaje basado en comandos o palabras aisladas. As´ı, el usuario podr´ıa utilizar
un comando como usar las palabras “S´ı” o “No” en una dia´logo dirigido, o utilizar como
comandos una serie de nu´meros para seleccionar una opcio´n en un sistema de asistencia
telefo´nica en vez del sistema DTMF (Dual Tone Multiple Frequency) tradicional [15].
La segunda opcio´n es utilizar el lenguaje natural, o uno restringido a ciertas estructuras
gramaticales.
Por otro lado, la Biometr´ıa independiente del texto resulta atractiva debido a que se
puede aplicar a sistemas de seguridad, realmente hay ocasiones en las que se necesita
mayor seguridad para ciertas actividades o simplemente es que se nos puede olvidar una
clave o puede ser sustra´ıda. Por eso se ha ido desarrollando proyectos biome´tricos, adema´s
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de por la comodidad que le aporta al usuario, ya que no es necesario que recuerde una
contrasen˜a o que lleve una tarjeta o una identificacio´n consigo.
La voz es la forma ma´s natural de comunicacio´n entre humanos. En este sentido, el uso
del procesamiento de la voz como un modo de interaccio´n con los sistemas o de acceso a
ellos, ofrece innumerables ventajas respecto a los interfaces cla´sicos de comunicacio´n con
los sistemas.
Bajo costo.
Fa´cil uso y aceptado por los usuarios.
Concepto natural (cuando nos llaman por tele´fono. El primer instinto es intentar
reconocer a la persona).
La voz se puede capturar y transmitir de una manera simple a trave´s de dispositivos
cotidianos como el tele´fono fijo o mo´vil.
La u´nica biometr´ıa que te permite identificarte de forma remota.
Aplicaciones de poco taman˜o que pueden ser almacenadas en tarjetas SD, tele´fonos,
FPGAs, entre otras.
Mientras que otros interfaces requieren que el usuario centre completamente su
atencio´n en esa actividad, un interfaz vocal libera al usuario de la necesidad de usar
sus manos y la vista para poder realizar otras tareas simulta´neas a la interaccio´n.
Sin embargo, este tipo de sistemas presenta una serie de inconvenientes y dificultades
que pueden hacer no apropiada su utilizacio´n:
No es la biometr´ıa ma´s segura.
La voz humana cambia constantemente (juventud, edad adulta, estados de a´nimo,
enfermedad).
Spoofing.
Susceptibilidad al canal de transmisio´n y las variaciones del micro´fono y su ruido.
• Ruido de fondo.
• Falta de cobertura si se utiliza de forma remota.
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Problemas del usuario para hablar.
Se necesita un modelo de voz claro y limpio, esto es, una buena referencia.
La Biometr´ıa de Voz resulta muy interesante debido a que la sen˜al la cual queremos
analizar es muy fa´cil de capturar y su grabacio´n no requiere demasiada molestia para el
usuario. Aunque por otro lado, hay que tener en cuenta que la sen˜al se puede degradar
fa´cilmente tanto voluntaria como involuntariamente. El usuario puede cambiar su tono de
voz si quiere o puede verse degradada por ruido de fondo.
Actualmente la biometr´ıa sigue sin tener un rendimiento perfecto, tienen una tasa de
acierto que se mueve en un rango desde el 60 % hasta el 99,9 % de acierto.
Para conocer este dato hay que analizar los resultados obtenidos en el proceso de veri-
ficacio´n. Analizaremos el nu´mero de aciertos frente al nu´mero de observaciones realizadas,
para un conjunto de muestras positivas y negativas.
En un problema de clasificacio´n binaria, para la verificacio´n cada usuario dispone
de una clase positiva y otra negativa, encontramos cuatro tipo de situaciones en cuanto
al resultado obtenido: el nu´mero de Verdaderos Positivos (TP), el de Falsos Positivos
(FP), Falsos Negativos (FN) y Verdaderos Negativos (TF). A partir de estos cuatro datos
podemos construir la Matriz de Confusio´n, tal y como mostramos en la figura 1.3, que
nos permitira´ elaborar las diferentes gra´ficas para la evaluacio´n del sistema desarrollado.
Figura 1.3: Matriz de confusio´n.
Si el resultado de la clasificacio´n corresponde con el deseado, en caso de que sea positi-
vo hablaremos de Verdadero Positivo y Falso Positivo en caso negativo. Si por el contrario
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el resultado esperado no corresponde con el deseado, en caso de que sea positivo el ob-
tenido y negativo el esperado hablaremos de Falso Positivo. Lo mismo en caso de que el
obtenido sea negativo y el esperado sea positivo, en este caso se hablara´ de Falso Negativo.
La curva ma´s representativa para llevar a cabo la evaluacio´n de cualquier clasificador
es la curva ROC. Esta curva se basa en dos parametros: sensivity = TP/TP + FN para
el eje y, 1 − specifity = TN/TN + FP para el eje x. Cuanto ma´s cerca se encuentre la
curva del punto (x, y) = (0, 1) el sistema desarrollado sera´ o´ptimo para llevar a cabo el
proceso de clasificacio´n. En la figura 4.28 observamos diferentes tipos de curvas ROC con
resultados ma´s o menos o´ptimos.
Figura 1.4: Ejemplos de curvas ROC y su resultado
1.2. Objetivos y alcance
1.2.1. Objetivos
Como ya hemos comentado anteriormente, el objetivo de este proyecto es evaluar y
analizar diferentes voces humanas con el fin de verificar si el locutor es quien dice ser. Se
pretende analizar resultados obteniendo previamente muestras de diferentes voluntarios
con el fin de tener tanto muestras positivas como negativas de los usuarios. Este objetivo
principal, lo podemos describir en varios requisitos ma´s concretos.
Ana´lisis de sen˜ales de voz.
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Obtencio´n de bases de datos de voz.
Ana´lisis y extraccio´n de caracter´ısticas humanas de la voz.
Comprobacio´n de la existencia de signos distintivos u´nicos para cada una de las
caracter´ısticas obtenidas.
Evaluar las posibilidades de la biometr´ıa de voz utilizando software libre.
Analizar las posibilidades de verificacio´n con sistemas sencillos de grabacio´n (como
micro´fono de mo´vil o de ordenador).
Estudio de diferentes modelos de clasificadores para la verificacio´n final.
Creacion de entrenamientos de los clasificadores.
Testeo de los clasificadores ya entrenados.
Integrar las aplicaciones software realizadas en una u´nica aplicacio´n (PDS + SVM).
1.2.2. Alcance
En el alcance definiremos las tareas que vamos a realizar en el proceso de este proyecto
para poder cumplir con los objetivos propuestos anteriormente.
Estudiar alternativas de software libre como puede ser Python.
Elegir y definir la herramienta software para que sea lo ma´s efectiva posible a la
hora de desarrollar y visualizar.
Estudiar te´cnicas de procesado de sen˜al de audio para posteriormente trabajar con
ellas fa´cilmente.
Estudiar diferentes caracter´ısticas de la voz.
Programacio´n y obtencio´n de datos tangibles de esas caracter´ısticas.
Ana´lisis de la exclusividad que ofrecen esas caracter´ısticas.
Estudio de diferentes sistemas de clasificacio´n.
Eleccion de sistema de clasificacio´n para la verificacio´n de usuario.
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Entrenamiento de clasificadores con las caracter´ısticas elegidas.
Testeo de clasificadores con las caracter´ısticas elegidas.
Realizar pruebas analiza´ndolas para obtener conclusiones y poder realizar mejoras.
1.3. Justificacio´n
En esta seccio´n se explica brevemente de donde surge la motivacio´n para la realizacio´n
de este estudio. Por un lado se explica la motivacio´n social y por otro se justifica la
motivacio´n econo´mica.
1.3.1. Justificacio´n Social
La biometr´ıa ha formado parte de nuestras vidas desde hace ma´s de un siglo y medio,
aportando seguridad a la sociedad. Se ha tratado de estudiar tanto el comportamiento
humano como sus rasgos f´ısicos ma´s caracter´ısticos para destacar las particularidades de
cada individuo y as´ı tenerlos identificados.
Lo principal y lo que ma´s destacamos en este proyecto es la posibilidad de verificar a
alguien por su voz, no solo por temas de seguridad si no tambie´n por comodidad para el
usuario. Ya que crear un identificativo para la voz significa no obligar al usuario a llevar
una tarjeta identificativa consigo mismo o tener que recordar una contrasen˜a.
Todos los tipos de biometr´ıa funcionan de la misma manera, se parte de una plantilla
creada con caracter´ısticas del usuario se compara y dependiendo de un umbral se acepta
o no se acepta. Este umbral sera´ el que aporte mayor o menor seguridad, todo depende de
lo permisivos que seamos con nuestro sistema y de cuantas muestras tengamos en nuestra
plantilla para cada usuario.
A pesar de que la biometr´ıa de voz esta´ teniendo una buena aceptacio´n por parte de
la sociedad, hay otro tipo de biometr´ıas que au´n sacan mucha ventaja a esta, ya que al
llevar ma´s tiempo en el mercado, la sociedad esta´ ma´s familiarizada con ellas.
En la figura 1.5 vemos un ejemplo de como esta´ actualmente la biometr´ıa de voz frente
a otro tipo de biometr´ıas [16].
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Figura 1.5: Cuota de mercado en tecnolog´ıa biome´trica.
1.3.2. Justificacio´n Econo´mica
En la justificacio´n econo´mica explica por que´ resulta mejor este producto frente a otras
Biometr´ıas disponibles en el mercado.
El motivo principal es que este tipo de biometr´ıa no necesita nada que la mayor´ıa de
los usuarios no tengan. Para poder utilizar este tipo de sistemas simplemente es necesario
algo que permita realizar capturas de sen˜ales de voz, como un micro´fono, ya sea en el
mo´vil, en la Tablet o en un ordenador. Esto hace que para un uso futuro no se requiera
que el usuario se gaste el dinero en complejos sistemas de ana´lisis biome´tricos como un
lector de huella dactilar o de iris.
Por otro lado, la tecnolog´ıa con la que se ha desarrollado el sistema no solo ha sido escogida
por dar buenos resultado y cumplir con las funciones necesarias para el correcto desarrollo
del proyecto, sino que tambie´n se ha mirado el precio en relacio´n con la calidad. Se ha
tomado como requisito la utilizacio´n de software libre debido a los aportes realizados por
la comunidad de software libre y co´digo abierto el cual permite entender ma´s fa´cilmente
y desarrollar de forma ma´s ra´pida el proyecto.
1.4. Fases
Para el desarrollo de este proyecto hemos seguido las fases que podemos ver en la
figura 1.6. A partir de este pequen˜o esquema explicaremos co´mo se ha ido desarrollando
el proyecto.
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Figura 1.6: Diagrama de fases de desarrollo del proyecto.
Como paso inicial, se ha detectado el problema y se ha acotado con el objetivo de
conocer que puntos queremos tratar y que´ puntos no. Adema´s se realizo´ una demo en
Matlab para corroborar que el proyecto era factible y que la programacio´n a pesar de no
ser sencilla iba a ser posible en un l´ımite de tiempo establecido y utilizando parte de los
conocimientos adquiridos en el Ma´ster.
El segundo paso es el nombrado en la figura como Desarrollo. En este punto se ha
procedido a buscar informacio´n acerca de otros sistemas de Biometr´ıa de Voz y conocer
que´ procedimientos se han seguido en ellos para realizar un estudio del mercado actual y
coger las ideas que ma´s se adapten a lo que buscamos. Adema´s se necesitan conocimientos
en el a´mbito del procesado de sen˜al por lo que fue necesario un estudio a fondo para poder
trabajar co´modamente con las sen˜ales. Fue de gran ayuda el curso Audio Signal Proces-
sing for Music Applications impartido por Xavier Serra de la mano de la Universidad de
Standford1. Gracias a este curso hemos adquirido conocimientos en cuanto a caracter´ısti-
cas particulares de la sen˜al de voz, y refrescado lo aprendido en cuanto a tratamiento y
manipulacio´n de sen˜ales acu´sticas.
El siguiente paso se conoce como Pruebas de campo, en el cual se implementa lo dicho
anteriormente y se realizan diferentes pruebas con el objetivo de obtener conclusiones y
1http://www.dtic.upf.edu/ xserra/
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acercarse hacia el u´ltimo paso nombrado en la figura como Mejora. En esta seccio´n se
analizan los resultados obtenidos. Adema´s, se debera´ volver de nuevo al segundo punto
en caso de que los resultados no sean los deseados. Para ello se volvera´n a estudiar nuevas
caracter´ısticas, se implementaran y se testeara´, obteniendo nuevas conclusiones.
1.5. Planificacio´n
El diagrama de Gantt es una herramienta de planificacio´n permite ver la distribucio´n
temporal de tareas y recursos, como el que podemos ver en la figura 1.7. En este diagrama
se explica cuales han sido las etapas a tener en cuenta y la duracio´n estimada para cada
una de las tareas establecidas para la finalizacio´n del proyecto. En las columnas tendre-
mos el eje temporal con la duracio´n de cada una de las tareas y en las filas tendremos
colocadas cada una ellas.
Adema´s vemos el diagrama temporal donde gra´ficamente esta´ la duracio´n de cada
tarea a realizar y si se superponen o no.
Adema´s de esto, para una planificacio´n ma´s especifica, encontraremos un desglose de
tareas dividiendo cada tarea en diferentes tablas y especificando cual es la descripcio´n de
cada tarea, el objetivo que se pretende cumplir, si estas tareas tienen subtareas, cuales
son los resultados esperados, las fechas propuestas y quien es el responsable de que dicha
tarea se realice bien y en el tiempo previsto. Ya que si alguna de las tareas se superpone
a otra puede ocasionarnos problemas en cuanto al tiempo de finalizacio´n.
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Figura 1.7: Diagrama de Gantt de tareas realizadas.
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1.5.1. Desglose de Tareas
En el desglose de tareas hemos cogido las tareas especificadas en el diagrama de Gantt
y han sido una por una analizadas y detalladas segu´n los objetivos propuestos para cada
accio´n, las subtareas que conllevan, los resultados esperados, fechas propuestas y el en-
cargado o responsable que tanto las fechas como la realizacio´n de la tarea dentro de la
fecha establecida se cumplan.
Tabla 1.1: Desglose Tarea 1
Tarea 1
Descripcio´n Documentacio´n tipos de biometr´ıa
Objetivos Familiarizarse con los diferentes tipos de biometr´ıa y conocer
las diferentes ofertas del mercado
Subtareas –
Resultados
esperados
Toma de contacto y adquisicio´n de conocimientos
Fechas 02/02/2015 - 10/02/2015
Responsables Desarrollador
Tabla 1.2: Desglose Tarea 2
Tarea 2
Descripcio´n Definir proyecto
Objetivos Realizar un estudio de viabilidad
Subtareas Esquema de funcionalidad y definir tecnolog´ıas posibles para
el desarrollo e ir conocie´ndolas
Resultados
esperados
Limitar en un rango pequen˜o las tecnolog´ıas a utilizar e
Aproximacio´n al objetivo de desarrollar el proyecto
Fechas 10/02/2015 - 05/03/2015
Responsables Desarrollador
14
1.5. PLANIFICACIO´N
Tabla 1.3: Desglose Tarea 3
Tarea 3
Descripcio´n Obtener materiales (sw y hw)
Objetivos Instalacio´n de todo el software necesario para el desarrollo
del proyecto
Subtareas Puesta a punto del software necesario, incluyendo librer´ıas
Resultados
esperados
Tenerlo a punto para la fecha prevista, ya que esta tarea
dependera´ del desarrollo de la siguiente
Fechas 16/02/2015 - 11/03/2015
Responsables Desarrollador
Tabla 1.4: Desglose Tarea 4
Tarea 4
Descripcio´n Pruebas sw-hw
Objetivos Comprobar que existe una comunicacio´n real
hardware-software
Subtareas –
Resultados
esperados
Comprobar que existe una comunicacio´n real
hardware-software
Fechas 16/02/2015 - 11/03/2015
Responsables Desarrollador
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Tabla 1.5: Desglose Tarea 5
Tarea 5
Descripcio´n Estado del arte
Objetivos Repasar conocimientos de PDS, encontrar BBDD de audio,
elegir caracter´ısticas y estudiar diferentes clasificadores.
Subtareas –
Resultados
esperados
Tener todos los conocimientos necesarios para proceder a
desarrollar el proyecto de biometr´ıa de voz.
Fechas 02/02/2015 - 17/06/2015
Responsables Desarrollador
Tabla 1.6: Desglose Tarea 6
Tarea 6
Descripcio´n Implementacio´n parte PDS
Objetivos Implementar el procesado ba´sico de sen˜al para poder tratar
las sen˜ales.
Subtareas Obtener caracter´ısticas propias de la sen˜al de voz
Resultados
esperados
Tener las caracter´ısticas divididas por cada locutor para
poder implementar la parte SVM
Fechas 16/02/2015 - 15/05/2015
Responsables Desarrollador
Tabla 1.7: Desglose Tarea 7
Tarea 7
Descripcio´n Implementacio´n parte SVM
Objetivos Entrenar y testear clasificadores
Subtareas –
Resultados
esperados
Obtener resultados para sacar conclusiones del trabajo
realizado
Fechas 01/05/2015 - 25/06/2015
Responsables Desarrollador
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Tabla 1.8: Desglose Tarea 8
Tarea 8
Descripcio´n Testeo
Objetivos Realizar las ma´ximas pruebas posibles.
Subtareas Mejora de aspectos analizados
Resultados
esperados
Mejorar el ana´lisis en base a los resultados obtenidos en la
experimentacio´n
Fechas 11/05/2015 - 29/06/2015
Responsables Desarrollador
1.6. Desarrollo
En este apartado se comenta muy brevemente que´ medios han sido necesarios para
el desarrollo de este sistema, con el fin de posteriormente explicar directamente co´mo y
para que´ han sido utilizadas estas tecnolog´ıas, cual es su funcionamiento y co´mo se ha
progresado en el desarrollo del proyecto paso por paso.
1. Medios Software
Mac OS X 10.8.2
LaTex
TexMaker
Office 2010
• Microsoft Project
Sublime Text
Matlab
Scikit
SVM
Sms-toolkits
Matplotlib
Gantt Project
OmniGraﬄe Professional
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Python 2.7
VLC
Adobe Audition 3.0
2. Medios hardware
Micro´fono
Ordenador
3. Lenguajes de programacio´n
Python
ScyPi
Matlab
C++
1.7. Conclusiones
En este cap´ıtulo se ha realizado una breve revisio´n de los principales avances que se
han producido en los sistemas de tecnolog´ıas habladas, de biometr´ıa haciendo especial
hincapie´ en los sistemas de biometr´ıa de voz. En primer lugar y con a´nimo de presentar
el escenario sobre el que se ha desarrollado este estudio se ha presentado la problema´tica
que tiene la verificacio´n de locutor con la Biometr´ıa de Voz y los objetivos propuesto para
cumplir con el objetivo final que es crear un DNI de la voz.
A continuacio´n en la seccion 1.3 se ha justificado el desarrollo de este proyecto, tanto
social, como tecnolo´gico y econo´mico.Ma´s adelante (seccio´n 1.4) se presentan las fases
por las que se ha pasado en el desarrollo de este estudio. Para concretar las fases, en el
apartado 1.5 se especifican las tareas realizadas con su correspondiente desglose en el cual
se concretan los objetivos propuesto.
Por u´ltimo en el apartado 1.6 se comentan brevemente las tecnolog´ıas utilizadas para
su desarrollo.
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Estado del arte
A continuacio´n se repasan brevemente los avances producidos en este campo, desde
sus inicios, empezando por los sistemas que utilizan la tecnolog´ıa hablada hasta llegar
a los sistemas de verificacio´n de locutor mediante la Biometr´ıa de Voz, continua con el
estudio de las tecnolog´ıas necesarias para realizar este tipo de sistemas, pasando por cual
es el futuro para este tipo de tecnolog´ıas y definiendo los rasgos t´ıpicos biome´tricos que
caracterizan una sen˜al de voz.
Por u´ltimo se tratan las aplicaciones biome´tricas ma´s usadas actualmente en el mer-
cado.
2.1. Antecedentes histo´ricos tecnolog´ıas habladas
El objetivo principal de la Biometr´ıa de Voz es el de facilitar a los usuarios el acceso
a diferentes sistemas o a realizar diferentes tipos de tareas, tal y como se explica ma´s
adelante, adema´s de aportar seguridad y tranquilidad debido a que la voz es un rasgo
u´nico para cada individuo.
La voz es la forma ma´s natural de comunicacio´n entre humanos. En este sentido, ma´s
alla´ de la naturalidad, el uso del procesamiento de la voz como un modo de interaccio´n con
los sistemas ofrece innumerables ventajas respecto a las interfaces cla´sicas de comunicacio´n
como puede ser, por ejemplo, una pantalla ta´ctil [9].
Ha sido hace no mucho tiempo cuando se ha intentado realizar una comunicacio´n de la
misma manera con la tecnolog´ıa. La Biometr´ıa de Voz es una tecnolog´ıa que se encuentra
en pleno desarrollo y que mucha gente todav´ıa no conoce.
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El primer paso con las tecnolog´ıas habladas fue crear una ma´quina parlante, creada
por el fisio´logo Ch. G. Kratzenstein, en Copenhague a mediados del siglo XVII con tubos
obtenidos de o´rganos musicales [10], aunque esta ma´quina au´n estaba un poco lejos de
la realidad. Fue en el an˜o 1835 cuando Joseph Faber se propuso crear una ma´quina,
Euphonia, que es la que se ve en la figura 2.1, y que consiguio´ que fuera fiel al habla
humana.
Figura 2.1: Euphonia, creada por Joseph Faber en 1835
Fue entonces cuando empezo´ a estudiarse la voz y a desarrollar bases matema´ticas,
como el ana´lisis de Fourier. Tambie´n se realizaron una serie de inventos como el fono´grafo
y el tele´fono que permitieron llegar ma´s alla´ en el tratamiento de sen˜ales de audio [17].
Posteriormente se creo´ el conocido VODER, por Homer Dudley en 1939 [11], es un
teclado que generaba sonidos tanto voca´licos como consona´nticos. Esta fue la base de los
sintetizadores de voz. En 1940 se creo el espectro´grafo de voz. Esta tecnolog´ıa permite co-
nocer la evolucio´n de la energ´ıa de una sen˜al de voz en diferentes bandas de frecuencia. Fue
un gran descubrimiento ya que se empezo´ a investigar acerca del reconocimiento del habla.
El primer sistema de reconocimiento de locutor surgio´ en los laboratorios Bell en el
an˜o 1952. Este sistema era capaz de reconocer los nu´meros en ingle´s[12].
A mediados de los 60 se empieza a invertir en investigaciones para desarrollar algorit-
mos y realizar estudios en sistemas de reconocimiento acu´stico. Y aunque los resultados
obtenidos no fueron los deseados se sacaron conclusiones que hoy en d´ıa han servido para
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que esta tecnolog´ıa avance ma´s ra´pidamente [18]. El problema principal radicaba en que
no se ten´ıan computadoras digitales lo suficientemente potentes como para tratar con
tanta informacio´n al momento.
En cuanto a la biometr´ıa, ha sido utilizada desde el siglo XIV en China, y a partir de
finales del siglo XIX en las culturas occidentales. El precursor de la biometr´ıa es Joao de
Barros, e´l estampaba las huellas de la palma de las manos de los nin˜os en un papel con
tinta, con el objetivo de distinguir a nin˜os de jo´venes.
Posteriormente, Alphonse Bertillon, en 1883 desarrollo´ el sistema antropome´trico, ma´s
conocido como Bertillonage, comentado en el apartado 1.1. Se trata de medir de forma
muy precisa la anchura de la cabeza, del cuerpo y sus longitudes, y registrar si el individuo
ten´ıa algu´n tatuaje o cicatriz. Cuando vieron las carencias de este sistema se paso´ a re-
gistrar a la gente con su huella dactilar. El objetivo era tener a los criminales identificados.
A d´ıa de hoy hay muchos tipos de biometr´ıas, partiendo de la huella dactilar y pasando
por el reconocimiento de iris, la voz, hasta la forma de caminar. Pero este estudio se centra
las tecnolog´ıas del habla, en concreto en la Bimetr´ıa de Voz. Las tecnolog´ıas del habla
comentadas anteriormente se pueden dividir en diferentes apartados hasta llegar al punto
de verificacio´n biome´trica de voz. En la siguiente figura se ven los diferentes campos de
aplicacio´n de estas tecnolog´ıas.
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Figura 2.2: Tecnolog´ıas del habla relacionadas con la Biometr´ıa
Estas tecnolog´ıas se basan en obtener informacio´n de la sen˜al de voz capturada. La
s´ıntesis consiste en crear una comunicacio´n con la ma´quina. Pero este estudio se centra
en la rama de ana´lisis del habla, concretamente en la verificacio´n de locutor independien-
temente del mensaje. Por lo que es irrelevante el idioma y sus las palabras.
En los sistema de Biometr´ıa de Voz, las entradas de voz del usuario se recogen por
un micro´fono y se entregan al sistema reconocedor de voz para que proporcione uno o
varios resultados de reconocimiento. Estos resultados son a continuacio´n transferidos a
un sistema de procesamiento, que se encarga de extraer los resultados, en base a estos
resultados y a la informacio´n derivada de los turnos anteriores (plantillas creadas), decide
que estrategia tomar. Posteriormente formalizara´ el mensaje de respuesta del sistema a
la entrada del usuario.
Es importante conocer las diferencias entre identificacio´n y verificacio´n de locutor, que
aunque pueden parecer similares, las caracter´ısticas a extraer y el procedimiento a seguir
sera´n diferentes.
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2.1.1. Identificacio´n de locutor
En los sistemas de identificacio´n de locutor, el propio sistema no sabe de quien se trata.
Para ello parte de una base de datos de muestras de diferentes candidatos conocidos, de
forma que compara estas muestras con las del hablante desconocido.
Figura 2.3: Esquema Identificacio´n de Locutor. Rose, P. (2002) Forensic speaker identifi-
cation.
El objetivo es determinar si alguna de las muestras de hablantes conocidos proviene
del locutor desconocido.
En todas las biometr´ıas es necesario tener plantillas de los locutores para poder iden-
tificar al locutor que ma´s se acerque a las muestras analizadas.
2.1.2. Verificacio´n de locutor
Tal y como se explica en el caso anterior, se compara la muestra del habla de un
locutor con las muestras de un conjunto de locutores entre los que se encuentra. Cada
usuario tiene un modelo de hablante adema´s de diferentes plantillas con muestras nega-
tivas (considera´ndose todas las que no son del mismo usuario que se esta´ verificando).
La verificacio´n de locutor decide si la muestra de voz capturada se corresponde con un
locutor en concreto y se determina si el locutor es quien dice ser.
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Figura 2.4: Esquema de Verificacio´n de Locutor. Rose, P. (2002) Forensic speaker identi-
fication.
Este tipo de sistemas son muy utilizados por ejemplo en aplicaciones comerciales,
transacciones bancarias y gestiones telefo´nicas entre otras Todas las aplicaciones persi-
guen un objetivo comu´n que es aumentar la seguridad. Aunque tambie´n es muy utilizado
en la acu´stica forense, ya que se puede utilizar en juicios comprobando si la voz presentada
como prueba es de un acusado o si corresponde a otra persona [19].
Este tipo de sistema es el que hemos estudiado y desarrollado en este proyecto. En
este caso tambie´n se parte de diferentes plantillas o locuciones facilitadas por voluntarios1
las cuales sera´n de utilidad para el desarrollo del estudio.
En los sistemas de verificacio´n, la comparativa se lleva a cabo por el sistema de “uno
a varios”. En estos casos, el sistema solo necesita conocer las caracter´ısticas, y no la iden-
tidad. Se decidira´ si el usuario esta´ o no identificado. El tiempo de respuesta dependera´
del nu´mero de entradas que tenga el sistema, esto es, de cuantos usuarios tenga.
El modo de funcionamiento de un sistema de verificacio´n de locutor es el que vemos
en la figura 2.5.
1Sitio web de descargas de locuciones subidas por voluntarios: voxforge.org/es/downloads
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Figura 2.5: Modo de funcionamiento de un sistema de reconocimiento de locutor.
Adema´s se pueden dividir en dos grupos:
Dependiente del mensaje.
Independiente del mensaje.
En los sistemas de verificacio´n dependientes del mensaje, el usuario posee una contra-
sen˜a o un co´digo con el cual accede a una aplicacio´n o a un lugar. Para ello se entrena
al sistema con esa palabra o frase y en caso de querer cambiar de contrasen˜a el sistema
debe entrenarse de nuevo.
Por otra parte, en los sistemas independientes del texto, no es relevante entrenar al
sistema con palabras o con frases concretas. El problema es que requiere mayor nu´mero
de muestras y unos umbrales ma´s estrictos.
2.2. Antecedentes tecnolo´gicos
Las tecnolog´ıas utilizadas, han sido analizadas y elegidas principalmente por su condi-
cio´n de software libre ya que dejan amplias posibilidades para la realizacio´n de proyectos
y tanto su disen˜o como su distribucio´n es libre. Es decir, podemos utilizar cada una de
las tecnolog´ıas libremente para el desarrollo de cualquier tipo de proyecto sin necesidad
de adquirir ningu´n tipo de licencia.
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Figura 2.6: Tecnolog´ıas utilizadas para el desarrollo del proyecto.
Adema´s de explicar cada uno de los apartados, se trata de entender porque son nece-
sarios y cual es su funcio´n. Aunque se explica ma´s adelante con ma´s detalle sus funciona-
lidades y como se ha desarrollado el sistema Biome´trico con cada una de estas tecnolog´ıas.
2.2.1. Python
Python fue creado por Guido Van Rossum en 1989 con el objetivo de ensen˜ar a gente
que desconoc´ıa los conceptos ma´s complejos de la programacio´n de ordenadores.
Es el lenguaje utilizado en este proyecto. Ha sido elegido por su condicio´n de ser un
lenguaje libre y por no ser un lenguaje complejo, tiene la filosof´ıa de ser una sintaxis
que favorezca un co´digo legible y sencillo para el usuario. Es un lenguaje de alto nivel en
claridad y simplicidad de expresio´n.
Python ha resultado ser un buen candidato para el desarrollo de este proyecto no solo
por la simplicidad que comentamos si no tambie´n por las extensas librer´ıas que aportan,
su portabilidad y la habilidad para integrarse con otros lenguajes, como puede ser C++,
que tambie´n sera´ utilizado en el desarrollo.
Es un lenguaje de programacio´n orientada a objetos multiplataforma implementado
en C. Adema´s aporta portabilidad con escalabilidad, velocidad de desarrollo, lo que hacen
que sea un lenguaje ideal tanto para pequen˜as aplicaciones como para programas muy
sofisticados. Es compatible con casi todas las plataformas de hardware, y soporta todos
los sistemas operativos importantes (Unix, Windows y Mac OS).
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2.2.2. SciPy
Es una librer´ıa que ofrece herramientas matema´ticas y diferentes algoritmos para uti-
lizar con Python. Tambie´n se trata de un software libre, distribuido bajo la licencia BSD
desarrollado por una comunidad tutelada por Enthought. Scipy tiene como objetivo crear
un entorno de trabajo similar a Matlab. Las librer´ıas SciPy se componen de diferentes
mo´dulos pero el que resulta interesante een este estudio es el conocido como Numpy, que
es el que permite trabajar con arrays multidimensionales.
2.2.3. Numpy
Son unas librer´ıas de Python, una extensio´n que permite trabajar con vectores y con
matrices partiendo de una biblioteca de funciones matema´ticas de alto nivel. Fue creado
por Travis Oliphant partiendo de la base que creo Jim Hugunin llamada Numeric.
Se puede definir como una calculadora muy eficiente que permite tener arrays multi-
dimensionales y realizar operaciones muy rapidas sobre ellos, reformatearlos y estad´ıstica
ba´sica, entre otras.
Una de las ventajas de an˜adir esta extension a Python es que soporta ma´s tipos
nume´ricos que Python (como bool, int, int8-16-32-64, float,?) y convertirlos de un tipo a
otro de forma ma´s ra´pida.
Los principales tipos de datos que utiliza Numpy son el array y las matrices, normal-
mente de tipo nume´rico e indexados por enteros. Un array multidimensional significa que
tiene muchas dimensiones o muchos ejes.
2.2.4. Matplotlib
Permite visualizar los datos de forma muy ra´pida y obtener gra´ficas de gran calidad.
Matplotlib se divide en diferentes mo´dulos y en concreto el que se ha utilizado en este
proyecto ha sido pyplot, el cual permite dibujar graficas de forma bastante sencilla, como
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si se estuviera trabajando con Matlab.
Matplotlib se utiliza en paralelo con Numpy o tambie´n de forma independiente. Adema´s
da la opcio´n de guardar las gra´ficas en ficheros de tipo png, svg y pdf entre otros.
2.2.5. Sms-Tools
Sms-Tools son librer´ıas creadas por el profesor Xavier Serra, de la Universidad Pompeu
Fabra con las que se ha realizado el procesado ba´sico de sen˜al y se ha aprendido a tratar
las sen˜ales acu´sticas de forma que se tenga buenas resoluciones en los dominios deseados
para cada momento.
Son librer´ıas pensadas para el procesado de sen˜al en aplicaciones musicales, pero ha
resultado de utilidad para recordar conceptos olvidados sobre el Procesado Digital de
Sen˜al.
2.2.6. Scikit-Learn
Scikit learn es un modulo desarrollado en Python con el cual podemos crear algoritmos
de aprendizaje automa´tico. En nuestro caso lo utilizaremos para desarrollar los clasifica-
dores, para realizar los entrenamientos y para hacer las pruebas.
Clasificar significa asociar a una clase una serie de objetos, la asociacio´n se realiza en
base a las caracter´ısticas de los objetos analizados. Para ello debemos utilizar vectores de
caracter´ısticas normalizadas.
2.2.7. Matlab
Matlab viene de la abreviatura Matrix Laboratoy, surgio´ en 1970 y es una herramienta
de software matema´tico que ha ido creciendo con su propio lenguaje de programacio´n (el
lenguaje M) ofreciendo un entorno de desarrollo integrado. Su objetivo principal es servir
de apoyo a clases o cursos de teor´ıa de matrices, a´lgebra lineal y ana´lisis nume´rico.
La eficiencia o´ptima la encontramos si trabajamos con matrices y vectores, debido a
que es un programa de ca´lculo nume´rico orientado a este tipo de variables matema´ticas.
Aunque por otro lado la programacio´n de Matlab esta´ hecha en Java y Java en C++, por
lo que el tiempo de procesamiento ser´ıa mayor debido a la necesidad de cambiar de Java
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a C++ para que la ma´quina pueda interpretar el co´digo.
La mayor desventaja que tiene Matlab es que no es un software gratuito y su licencia
ronda los 1500 euros anuales. Este software se utilizo´ para hacer una demo inicial, por lo
que realmente no ha sido necesario para el desarrollo de este proyecto.
Matlab se ha utilizado para realizar un ana´lisis de viabilidad y demostrar de manera
ra´pida que la creacio´n de este sistema biome´trico era posible.
2.2.8. Support Vector Machine
Support Vector Machine (SVM) es un me´todo de aprendizaje supervisado con algorit-
mos de aprendizaje capaces de analizar y reconocer patrones. Son utilizados ampliamente
en problemas tanto de regresio´n como clasificacio´n. Dado un conjunto de datos de entre-
namiento, cada uno perteneciente a dos clases diferenciadas, SVM es capaz de establecer
una frontera de decisio´n que ante nuevas muestras clasifique de manera correcta a que
clase pertenece. SVM se puede definir por tanto como un clasificador lineal binario no-
probabil´ıstico.
Tal y como se ilustra en la figura 2.7, SVM sigue el esquema general de cualquier
me´todo de clasificacio´n, donde se extraen y normalizan las caracter´ısticas a utilizar por
parte del sistema. Despue´s dichas caracter´ısticas se utilizan para entrenar diferentes cla-
sificadores que sera´n capaces de predecir de manera correcta la pertenencia a una u otra
clase de la nueva muestra de entrada.
Figura 2.7: Sistema general clasificacio´n de patrones.
2.3. Aplicaciones biome´tricas
Las aplicaciones biome´tricas y el reconocimiento de patrones puede venir de diferen-
tes puntos. Vemos un esquema claro en la imagen 2.8 de las posibilidades que ofrece la
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biometr´ıa en a´mbitos de seguridad:
Figura 2.8: Tipos de biometr´ıas. Criptograf´ıa, Biometr´ıa y Esteganograf´ıa, Antonio Jose´
Camacho Institucio´n Universitaria.
Las te´cnicas biome´tricas de identificacio´n son las que se utilizan para la identifica-
cio´n y/o autenticacio´n de las personas mediante el uso de una o varias caracter´ısticas
fisiolo´gicas de los individuos, ya sea para el acceso a algu´n lugar restringido o para ser
identificados y de esta forma permitir o no el acceso a un sistema [?].
En cuanto a Biometr´ıa de Voz la tecnolog´ıa ha avanzado mucho en los u´ltimos an˜os.
2.4. Conclusiones
En este cap´ıtulo se realiza una aproximacio´n a los principales avances desarrollados
en los sistemas de Biometr´ıa de Voz, dando ma´s e´nfasis a los sistemas de verificacio´n
de locutor. En primer lugar, se han comentado los inicios histo´ricos de las tecnolog´ıas
habladas y de la biometr´ıa.
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Posteriormente se han citado los antecedentes tecnolo´gicos para el desarrollo de este
estudio, las tecnolog´ıas utilizadas y se ha explicado muy brevemente la funcio´n que cumple
cada una de ellas.
Por u´ltimo se han citado diferentes aplicaciones biome´tricas y el proceso general que
siguen.
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Cap´ıtulo 3
Reconocimiento de voz
3.1. Disen˜o de bajo nivel
3.1.1. Produccio´n de la voz
Es necesario comprender porque la voz puede ejercer como caracter´ıstica de un ser
humano. Para ello, se debe entender que la voz es un rasgo f´ısico aunque tambie´n lo es
de comportamiento y por lo tanto, biome´trico.[21]
Para que un sonido se produzca, se necesita un medio que propague las vibraciones,
un cuerpo vibrante y una caja de resonancia que las amplifique. El sonido se produce por
medio del aparato fonador [22]. Esta funcio´n se conoce como fonacio´n. El aparato fonador
esta formado por:
Cavidades:
• Infraglo´ticas: Diafragma, pulmones, bronquios y tra´quea.
• Glo´tica: Laringe (y cuerdas vocales).
• Supraglo´ticas: Faringe, cavidad nasal bucal.
Elementos articuladores:
• Cuerdas vocales, paladar, lengua, dientes, labios y mand´ıbula.
En la siguiente figura se ven las partes que componen al aparato fonador y por donde
entra el aire que hace que se produzcan las vibraciones.
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Figura 3.1: Partes que forman el aparato fonador. Vox-Technologies.
El sonido se produce en el momento en el que el aire contenido en los pulmones se
expira y este aire atraviesa la tra´quea haciendo vibrar las cuerdas vocales. La laringe es
la encargada de generar la voz con su tono fundamental y sus armo´nicos.
La voz se ve modificada en la caja de resonancia ya que esta la amplifica y crea el tim-
bre de voz. Por u´ltimo los elementos articuladores moldean el aire formando los fonemas,
las s´ılabas y las palabras [39].
Partimos de la base de que cada persona habla en un pitch, tono y volumen diferente,
lo suficiente como para que el o´ıdo sea capaz de distinguir unas voces de otras.
Varios factores contribuyen a esta singularidad: el taman˜o y la forma de la boca, la
garganta, la nariz y los dientes, que se llaman los articuladores, y el taman˜o, forma, y la
tensio´n de las cuerdas vocales. La probabilidad de que todos estos factores sean exacta-
mente los mismos en las personas es muy baja, casi nula.
Adema´s, la forma de vocalizar tambie´n sirve de ayuda a la hora de distinguir a una
persona: co´mo se utilizan los mu´sculos de los labios, la lengua y la mand´ıbula. Como se
ha dicho anteriormente, el habla se produce al pasar el aire de los pulmones a trave´s de
la garganta y las cuerdas vocales, y acto seguido pasa a trave´s de los articuladores. Di-
ferentes posiciones de los articuladores crean diferentes sonidos. Esto produce un patro´n
vocal que se utiliza en el ana´lisis.
Se debe tener en cuenta que aunque las caracter´ısticas del sistema fonador son u´nicas
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para cada individuo, debido a ciertos agentes externos tanto f´ısicos como psicolo´gicos la
voz de una misma persona puede variar. Esto se conoce como variabilidad del intralocutor
[41].
Y supone un problema en la Biometr´ıa de Voz, ya que por ejemplo, en la verificacio´n por
huella dactilar este tipo de cosas no ocurren. El motivo de estas variaciones son el estado
de salud, el estado de a´nimo y la edad entre otras. Adema´s tambie´n pueden afectar a la
verificacio´n por voz factores externos al locutor, como el ruido externo que pueda existir
en el momento de capturar la sen˜al o que el micro´fono no sea de la calidad deseada entre
otros.
3.1.2. Rasgos biome´tricos
Para poder aceptar una caracter´ıstica como un rasgo biome´trico debe cumplir las
siguientes condiciones [23]:
Universalidad: Cualquier miembro debe poseer este rasgo.
Unicidad: Un individuo debe ser distinguido del resto por medio de este rasgo.
Permanencia: El rasgo biome´trico no debe sufrir cambios notables a lo largo del
tiempo.
Caracterizacio´n: Para poder ser utilizado como rasgo biome´trico, debe ser medible
de forma cuantitativa.
Estas cuatro caracter´ısticas son ba´sicas para que cualquier sistema biome´trico funcio-
ne. Adema´s, existen otras tres caracter´ısticas que si se cumplen, dan calidad al sistema
biome´trico [28] :
Rendimiento: Intencio´n de obtener un sistema en tiempo real, con gran velocidad
de respuesta para que resulte ma´s co´modo de cara al usuario.
Aceptabilidad: El sistema debe ser aceptado por los usuarios, ya que se requiere su
colaboracio´n.
Fraude: La fiabilidad de un sistema biome´trico se rige por la posibilidad existente
de falsificar el rasgo a analizar.
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Ningu´n rasgo biome´tricos es perfecto en todos estos aspectos. La voz, por ejemplo,
tiene una alta aceptabilidad pero tambie´n dependiendo de la salud del usuario, entre
otros factores, esta puede variar.
Un ejemplo en el cual puede existir una variacio´n debido al estado de salud del lo-
cutor es una inflamacio´n de garganta. En este caso var´ıan las caracter´ısticas f´ısicas del
sistema debido a la inflamacio´n y por tanto el resultado sufre variaciones respecto al que
consideramos como original.
3.2. Disen˜o de nivel medio
En esta seccio´n se comentara´ en que´ consiste un sistema de verificacio´n de locutor
a rasgos generales, co´mo se adquieren las caracter´ısticas y con que´ clase de para´metros
podemos tratar.
3.2.1. Proceso General de un Sistema de Verificacio´n de Locutor
Un sistema de verificacio´n de locutor debe estar compuesto por las siguientes fases:
Adquisicio´n de la sen˜al de voz.
Extraccio´n de patrones o caracter´ısticas.
Entrenamiento (obtener muestras positivas y negativas del usuario).
Proceso de verificacio´n.
3.2.2. Adquisicio´n de voz
Es necesario tener una base de datos de sen˜ales de voz amplia para poder realizar un
nu´mero alto de pruebas y corroborar su funcionamiento.
La sen˜al de voz hay que capturarla con la intencio´n de almacenarla como sen˜al digital
para poder tratarla y proceder a la extraccio´n de las caracter´ısticas. En este estudio la
toma de muestras se hace de forma local, las muestras capturadas son sen˜ales limpias ya
que han sido grabadas en un estudio o descargadas de voluntarios. Debido a esto, no se
han encontrado problemas como distorsiones al transmitir una sen˜al por l´ıneas telefo´nicas
o problemas de ruido de la calle o de voces de fondo.
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Adema´s de las locuciones descargadas, se han realizado grabaciones con el objetivo de
tener muestras de mejor calidad. Las muestras grabadas eran claras y sin ruido externo.
Sin embargo, tanto para las descargadas como para las capturadas se han realizado tareas
de edicio´n de audio como eliminacio´n de ruido y recortes al inicio y al final con el objetivo
de eliminar ruidos que pudieran confundir a la hora de extraer caracter´ısticas.
3.2.3. Extraccio´n de para´metros
Una vez superado el apartado anterior, el siguiente paso es extraer los para´metros o
las caracter´ısticas. Los sistemas biome´tricos, basados en la extraccio´n de caracter´ısticas
en el dominio de la frecuencia, se diferencian en la seccio´n de la figura 3.2 marcada en
rojo, ya que existe la opcio´n de elegir diferentes caracter´ısticas.
En la figura 3.2 se muestra un diagrama gene´rico de extraccio´n de caracter´ısticas de
audio basado en el ana´lisis espectral de frecuencia:
Figura 3.2: Ejemplo de extraccio´n de caracter´ısticas en frecuencia. Xavier Serra, Curso
Audio Signal Processing for Music Applications.
En el cap´ıtulo 4 se detalla cada uno de los pasos seguidos en la figura anterior. Pero
con la intencio´n de explicarlo brevemente, se debe saber que esta figura indica que se
parte de una sen˜al x[n], a la que se le aplica una ventana w[n] y se genera el espectro
utilizando la Fast Fourier Transform (FFT).
De este calculo se obtiene como resultado la magnitud y la fase espectrales de la
sen˜al.Partiendo de estas dos representaciones de la sen˜al original se extraen las carac-
ter´ısticas ma´s relevantes de la sen˜al de audio.
Adema´s de la posibilidad de obtener caracter´ısticas en el dominio espectral, se pue-
den extraer en el dominio del tiempo. Aunque tambie´n se pueden describir de diferentes
formas, como los descriptores tonales, los cuales ofrecen caracter´ısticas relacionadas con
el Pitch o con la prosodia.
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Aqu´ı se muestran algunas de las diferentes caracter´ısticas en el dominio espectral,
temporal y tonal:
Descriptores espectrales: Bandas Frecuenciales Mel, Bandas Frecuenciales ERB
[30], MFCC [31], Inarmonicidad [32] y Disonancia.
Descriptores en el dominio del tiempo: Duracio´n Efectiva [29], Zero Crossing
Rate (ZCR) [33].
Descriptores tonales: Pitch Salience Function [34], Pitch Yin FFT [35].
3.2.4. Caracter´ısticas espectrales frame por frame
Casi todas las caracter´ısticas o descriptores de un audio se ejecutan frame por frame,
como los siguientes:
Energ´ıa.
Root Mean Square (RMS).
Ley potencial de Stevens.
Centroide espectral.
Mel-frequency Cepstral Coefficients (MFCC).
Pitch salience.
Chroma (Harmonic pitch class profile, HPCP).
Energ´ıa
La energ´ıa de un frame de audio se puede sacar partiendo del espectro y desde el
dominio del tiempo. Si estamos con el dominio espectral lo haremos sumando todos los
cuadrados de sus magnitudes, tal y como indica la ecuacio´n 3.1.
Energia =
N−1∑
k=0
|Xl[k]|2 (3.1)
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Root Mean Square
Root Mean Square (RMS), es una versio´n modificada de la energ´ıa. Es otra forma
de visualizar la energ´ıa de la sen˜al. Se obtiene elevando al cuadrado el valor de la per-
turbacio´n de presio´n sonora en cada momento. Estos valores cuadra´ticos son sumados
y promediados en el tiempo. La presio´n sonora RMS es la ra´ız cuadrada de esta media
temporal.
RMSl =
√√√√1/N2 N−1∑
k=0
|Xl[k]|2 (3.2)
Ley potencial de Stevens
En 1930, Richardson y Ross [36], observaron una relacio´n exponencial entre las esti-
maciones sonoras y la presio´n sonora, y esta ley, predice que los cambios en la magnitud
del est´ımulo producen cambios equivalentes en la sensacio´n. Es una medida muy simple
de cuan alto esta´ un sonido.
Se calcula con la siguiente ecuacio´n:
N−1∑
k=0
|Xl[k]|2 (3.3)
Comparativa caracter´ısticas
En la figura 3.3 se aprecian las tres caracter´ısticas anteriores para un sonido de un piano.
Se tiene el ana´lisis en tiempo, y se analiza cada caracter´ıstica para cada uno de los frames.
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Figura 3.3: Sen˜al acu´stica de una frase tocada con un piano y comparativa de caracter´ısti-
cas calculadas. Ejemplo realizado con Python y librer´ıas SMS-Tools.
Centroide Espectral
Es una caracter´ıstica que trata de definir la forma espectral de un sonido. Indica do´nde
esta´ la parte ma´s concentrada de espectro.
Perceptualmente esta relacionado con la claridad que puede tener un sonido y se calcula
como la media ponderada de las frecuencias presentes en la sen˜al:
centroidel =
N/2∑
k=0
k|Xl[k]|
N/2∑
k=0
|Xl[k]|
(3.4)
Suma el espectro completo pondera´ndolo por cada frecuencia y normaliza´ndolo con la
energ´ıa total. No es la suma total de la energ´ıa, si no que es la suma de las amplitudes
espectrales, ya que si se suman los cuadrados de las amplitudes se obtiene la energ´ıa de
la sen˜al.
En la figura 3.4 se ve la sen˜al de voz de un hombre con el centroide espectral calculado.
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Figura 3.4: Sen˜al de voz de un hombre con centroide espectral. Ejemplo realizado con
Python y librer´ıas SMS-Tools.
En la gra´fica del centroide espectral, en la figura 3.5 se aprecia como esta sen˜al varia
de 1 kHz a 7 kHz siendo los silencios los que tienen el centroide ma´s alto.
Figura 3.5: Comparativa silencios de la sen˜al de voz con centroides
Y las partes de voz con amplitudes ma´s altas tienen un centroide ma´s bajo. Como se
dec´ıa anteriormente, esta caracter´ıstica da informacio´n acerca de la claridad de una sen˜al
de audio, por lo que tiene sentido que sea as´ı.
Mel Frequency Cepstral Coefficients (MFCC)
MFCC es una caracter´ıstica que tiene que ver con la forma del espectro pero de una
manera ma´s compleja.
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Es una representacio´n de la magnitud espectral y se resuelve partiendo la transformada
del coseno del logaritmo de su magnitud espectral en una escala no lineal, es la llamada
escala Mel:
mfccl = DCT (log10(
N/2∑
k=0
|Xl[k]|Hl[k]))
donde

‖Xl[k]‖ es la parte positiva de la magnitud espectral
Hl[k] es el banco de filtros de la escala de Mel
DCT [m] =
N−1∑
n=0
f [n]cos(pi/N(n+ 1/2)m)
(3.5)
La ecuacio´n 3.5 muestra como coge el espectro completo xl[k] y lo multiplica por un banco
de filtros, esto es, por una ventana. De forma que cada frecuencia que sea dependiente
de la escala Mel cambie. El objetivo es hacer ma´s perceptiva la magnitud espectral del
resultado de la FFT. Despue´s se hace el logaritmo y por ultimo la DCT.
En la figura 3.6 se encuentra el diagrama de bloques para realizar la MFCC:
Figura 3.6: Diagrama para realizacio´n de MFCC
Se parte de la magnitud espectral y se divide esta magnitud espectral con el banco de
filtros o banco de porciones del espectro de acuerdo a la escala de Mel. Despue´s se hace
el logaritmo y por u´ltimo la DCT, para llegar a los coeficientes MFCC [43].
La extraccio´n de coeficientes MFCC es la te´cnica de parametrizacio´n ma´s utilizada en
el a´rea de verificacio´n de locutor. El objetivo es tener una representacio´n robusta para
tener un modelo preciso del locutor.
Escala Mel
La escala Mel, aparece en la figura 3.7, aproxima la resolucio´n frecuencial al o´ıdo hu-
mano. Relaciona la frecuencia percibida (eje y) con la frecuencia real (eje x). Los humanos
somos capaces de notar pequen˜os cambios en bajas frecuencias ma´s fa´cilmente que en al-
tas frecuencias. Utilizando esta gra´fica, se consigue que las caracter´ısticas espectrales sean
ma´s cercanas a lo que un o´ıdo humano escucha [42].
mel = 2595log10(1 +
f
700
) (3.6)
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Figura 3.7: Frecuencias Mel
El eje horizontal es la escala lineal y el vertical es la nueva escala, que como se ve pone
mayor e´nfasis en las altas frecuencias que en las bajas.
La figura 3.8 es una visualizacio´n de un ana´lisis MFCC. Es la voz de un hombre con
sus coeficientes MFC. Cada coeficiente es una representacio´n de un nivel diferente de la
forma del espectro por eso no resulta una representacio´n muy intuitiva.
Figura 3.8: Ejemplo sen˜al de voz con el ca´lculo de los coeficientes MFCC. Ejemplo reali-
zado con Python y librer´ıas SMS-Tools.
En la figura 3.8 se aprecian doce coeficientes (el nu´mero de coeficientes a calcular y a
mostrar se puede elegir). El coeficiente nu´mero cero que no se muestra en la imagen, esta´
relacionado con el nivel de la sen˜al, representa la energ´ıa de la sen˜al.
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El primer coeficiente es el que describe la figura ma´s grande del espectro, esto es, la
que define la forma general del espectro y cuando vamos ma´s arriba, da ma´s detalles,
mas cambios en el espectro. El resultado obtenido de un ana´lisis MFCC es un vector que
incluye todos los coeficientes en cada frame.
En MFCC las bandas de frecuencia esta´n espaciadas logar´ıtmicamente segu´n la escala
Mel, con el fin de modelar la respuesta auditiva humana de manera ma´s apropiada que
las bandas espaciadas linealmente, como en el caso de la Transformada de Fourier.
Ma´s adelante, en el apartado 4.4 se detalla paso por paso el proceso a seguir para
obtener este tipo de coeficientes.
3.2.5. Ejemplo de extraccio´n de caracter´ısticas en frecuencia
En este ejemplo se analiza un instrumento de cuerda, concretamente una frase tocada
con un violonchelo. Para poder obtener caracter´ısticas en el espectro frecuencial es im-
portante elegir un taman˜o de ventana y de salto adecuados. En este caso los valores que
a utilizar sera´n los siguientes:
Tipo de ventana: Blackman
Taman˜o de ventana: 1001
Taman˜o FFT: 1024
Taman˜o de salto: 250
En este proyecto se ha realizado este mismo ana´lisis con las diferentes sen˜ales de voz
con el objetivo de tener unos valores generales va´lidos para todas las sen˜ales que permitan
obtener una buena resolucio´n frecuencial.
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Figura 3.9: Ana´lisis STFT de frase tocada con un violonchelo. Ejemplo realizado con
Python y librer´ıas SMS-Tools.
En la figura 3.9 se ve el ana´lisis de la sen˜al realizado. Por un lado se aprecia la sen˜al
original, su magnitud espectral, la fase espectral y por u´ltimo la sen˜al reconstru´ıda. Lo
que se debe hacer es observar si existe una buena resolucio´n en frecuencia, ya que se deben
extraer caracter´ısticas en el dominio frecuencial.
Figura 3.10: Magnitud espectral del violonchelo. Ejemplo realizado con Python y librer´ıas
SMS-Tools.
En la figura 3.10 no se puede apreciar detalle en el eje horizontal, esto es, en el eje
frecuencial, no es demasiada la informacio´n aportada por estos valores en el ana´lisis. Sin
embargo, si se cambia el taman˜o de la FFT a 4096, se puede hacer zero-padding con el
fin de obtener ma´s muestras por frecuencia.
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Figura 3.11: Magnitud espectral del violonchelo. Ejemplo realizado con Python y librer´ıas
SMS-Tools.
Ahora en la figura 3.11 se ve como existe ma´s resolucio´n en frecuencia que antes.Las
l´ıneas horizontales tienen ma´s detalle, esto es, tenemos ma´s informacio´n frecuencial. La
frecuencia ma´s baja esta´ a 348 Hz aproximadamente, y la ma´s alta a 456 Hz. Esta infor-
macio´n sirve para decidir el taman˜o de ventana a utilizar. Con las siguientes operaciones
se puede calcular:
In [ 4 ] : 6 ∗ 44100 / 340
Out [ 4 ] : 778 .0
Por lo que los nuevos valores para el ana´lisis sera´n los siguientes:
Tipo de ventana: Hamming
Taman˜o de ventana: 778
Taman˜o FFT: 4096
Taman˜o de salto: 220
3.3. Disen˜o de alto nivel
3.3.1. Clasificacio´n de caracter´ısticas biome´tricas
Hay diferentes formas de realizar la clasificacio´n de las caracter´ısticas extra´ıdas de una
sen˜al de voz, o de cualquier tipo de patro´n caracter´ıstico y discriminante.
En los siguientes apartados se muestran las diferentes posibilidades que se han encon-
trado a la hora de desarrollar este estudio, centra´ndose y explicando ma´s a fondo la opcio´n
que ha resultado decisiva en este proyecto, que es el uso de Support Vector Machines como
me´todo de clasificacio´n para las caracter´ısticas de voz extra´ıdas.
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Descriptores del sonido .
En la tabla 3.1 se muestra la clasificacio´n que se ha hecho de los sonidos.
Tabla 3.1: Descriptores del sonido
Perceptual Sensorial F´ısica
intervalos sucesivos o simulta´neos pitch frecuencia
tiempo (beat) tiempo duracio´n
timbre (envolvente espectral) timbre espectro (centroide)
dina´mica volumen intensidad
Por un lado, la primera fila son los diferentes niveles de abstraccio´n, partiendo de la
parte f´ısica, que es la ma´s baja con la cual se va a trabajar hasta el nivel cognitivo, que
sera´ el nivel ma´s alto.
En el nivel f´ısico se tratan conceptos como la frecuencia, duracio´n del sonido, el espec-
tro o la intensidad. Un nivel por encima esta´ el nivel sensorial, en el cual en lugar de la
frecuencia se habla del pitch, en lugar de la duracio´n se habla del tiempo, y en lugar del
espectro se habla del timbre y por ultimo en lugar de intensidad se habla del volumen.
El nivel perceptual trata conceptos ma´s musicales, en este caso se habla de intervalos
simultaneos de pitch, conocidos como nodos, en lugar de tiempo se habla del beat,y en
lugar del timbre se habla de aspectos del timbre que se pueden identificar y caracterizar
con aspectos musicales como la forma del espectro. Por ultimo en lugar del volumen, se
habla de la dina´mica de un sonido.
El sonido se debe analizar desde sus descripciones ma´s bajas. Por lo que si se quie-
ren describir sonidos de manera general, se pueden agrupar caracter´ısticas del audio en
diferentes categor´ıas. En este caso se han agrupado categor´ıas relacionadas con el timbre
(centroide espectral, MFCC,..), caracter´ısticas relacionadas con la dina´mica (volumen en
una sen˜al acu´stica particular, el nivel medio,...) y caracter´ısticas relacionadas con el pitch.
Partiendo de estos descriptores se dividen las colecciones de sonidos:
Similitud entre los sonidos
Clustering de los sonidos
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Clasificacio´n de los sonidos
El ma´s importante es la similitud entre los sonidos. Una vez que se haya hecho esto,
se pueden agrupar sonidos teniendo en cuenta un criterio. Y finalmente, si se tienen las
clases ya marcadas, se pueden clasificar los diferentes sonidos, esto es, podemos asignar
clases a un sonido particular.
Figura 3.12: Colecciones de sonido, divisio´n viol´ın, flauta y trompeta. Ejemplo realizado
con Python y librer´ıas SMS-Tools.
En este contexto, una coleccio´n de sonido se puede representar por un diagrama como
el de la figura 3.12. Se considera un sonido como un grupo de caracter´ısticas. Cada carac-
ter´ıstica tiene un valor nume´rico. En el ejemplo solo se han tomado dos caracter´ısticas.
Al considerar representar un sonido simplemente con dos caracter´ısticas, puede ser visua-
lizado en un espacio de dos dimensiones, que es lo que se ve en la figura anterior. Cada
caracter´ıstica es una dimensio´n. El eje horizontal es el centroide espectral y el vertical es
el MFCC. Se han analizado las notas de 3 instrumentos, el viol´ın, la flauta y la trompeta,
se ha calculado el centroide espectral y la MFCC de la sen˜al.
Se aprecia como el viol´ın tiene valores ma´s altos para los coeficientes MFCC y tiene
un centroide espectral que cubre ma´s superficie que el resto. Por otro lado, la trompeta
tiene coeficientes MFCC ma´s bajos y la flauta se encuentra entre los dos. Pero se puede
comprobar que estos tres sonidos son bastante diferentes analizando estas caracter´ısticas
[44].
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Similitud entre los sonidos
Distancia Eucl´ıdea .
Para poder trabajar con estas clases, o con estos espacios, es importante saber medir la
distancia entre los sonidos, esto es, entre los puntos. Por eso, se debe conocer la manera
de, en un espacio multidimensional, comparar dos sonidos.
Para eso se utiliza la distancia Eucl´ıdea, que es la forma ma´s sencilla de medir distan-
cias entre dos puntos en un espacio multidimensional. En este caso, “p”ser´ıa uno de los
sonidos analizado, y “q”se corresponder´ıa con otro sonido.
Figura 3.13: Ejemplo medicio´n distancia Ecul´ıdea 2D.
Posteriormente, para cada dimension “i”, se calcula la distancia entre los dos valores.
La fo´rmula para calcular esta distancia es la siguiente:
d(p, q) =
√√√√ n∑
i=1
(qi − pi)2 donde

p = (p1, p2, ..., pn)
q = (q1, q2, ..., qn)
son dos puntos en un espacio Eucl´ıdeo n.
(3.7)
En caso de tener dos dimensiones, 2D, esto es, un espacio de solamente dos carac-
ter´ısticas, esta tarea es mucho ma´s sencilla.
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3.3.2. Clustering
K-Means
K-Means es uno de los ma´s simples me´todos de aprendizaje no supervisado para re-
solver el problema de clusterizacio´n. El me´todo que sigue dicho proceso esta´ basado en la
definicio´n, a priori del nu´mero de K clusters en los cuales se quiere dividir la muestra de
entrada.
La idea principal se basa en la definicio´n de K centroides, uno por cada cluster. Dichos
centroides debera´n situarse de manera alejada los ma´s alejados unos de otros en el instante
inicial de la ejecucio´n del me´todo. El siguiente paso consiste en calcular las distancias de
cada muestra a los centroides definidos y asociar dichas muestras al que se encuentra ma´s
pro´ximo. Una vez se ha llevado a cabo dicho proceso, se debe calcular los baricentros de
los centroides de los clusters obtenidos en el paso anterior. Cuando se dispone de dichos
centroides, se recalcula la distancia de cada uno a las muestras de entrada al sistema con
el fin de reasociarlas a los nuevos clusters. Este proceso se repite hasta que los centroides
permanezcan esta´ticos en un punto debido a que se ha encontrado el mı´nimo coste de
asociacio´n para cada cluster.
En la figura 3.14 se observa como para una muestra de entrada, se llevan a cabo
diferentes pasos del proceso de K-Means hasta obtener el mı´nimo coste de asociacio´n para
los dos clusters definidos.
Figura 3.14: Ejemplo clasificacio´n de sonidos con algoritmo K-means. Ejemplo realizado
con Python y librer´ıas SMS-Tools.
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3.3.3. Clasificadores
El siguiente paso es la clasificacio´n de sonidos. Esto significa que tenemos varias clases
identificadas en diferentes categor´ıas y lo que queremos hacer es clasificar un sonido nuevo
en una de esas clases ya existentes. Un esquema t´ıpico de reconocimiento de patrones es
el que vemos en la siguiente figura:
Figura 3.15: Esquema general del proceso de reconocimiento de patrones.
K Nearest Neighbors
K Nearest Neighbors (KNN) es un me´todo no parame´trico utilizado en la regresio´n y
la clasificacio´n. Esta´ basado en la pertenencia de una muestra de entrada a una clase con
K muestras de entrenamiento ma´s cercanas. Esto significa que cuando una nueva muestra
entra al clasificador con el fin de ser asociada a una clase, se calculan las distancias a
todas las muestras de entrenamiento del clasificador y se coge aquellas K muestras que
se encuentren ma´s cercanas. La clase que disponga de mayor nu´mero de K muestras ma´s
cercanas, es a la cual sera´ asignada la muestra de entrada.
Este proceso puede ser observado en la figura 3.16 en la cual se lleva a cabo el proceso
de clasificacio´n de las muestras de color verde. Una vez calculadas las distancias a cada
muestra de entrenamiento de ambas clases, se ordenan en funcio´n a dicha distancia con
el fin de sacar aquellas K muestras ma´s pro´ximas. De esta manera obtenemos la clase a
la cual pertenece las muestras de color verde.
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Figura 3.16: Esquema general del proceso de clasificacio´n mediante KNN (Hastie, Tibs-
hirani and Friedman - Elements of statistical learning).
Dependiendo del valor asignado a K, la frontera de decisio´n que se establece en el
clasificador KNN queda mucho ma´s a merced de los posibles espurios que puedan existir
en la muestra de entrenamiento. En la figura 3.17 se observa que cuanto mayor es el valor
de K, las fronteras que se establecen son ma´s generalistas y no quedan sesgadas por la
muestra de entrenamiento, tal y como se puede observar en caso de que K sea igual a 1.
Figura 3.17: Consecuencias de diferentes valores de K (Hastie, Tibshirani and Friedman
- Elements of statistical learning).
Redes Neuronales
Las redes neuronales es un me´todo de clasificacio´n compatible dentro de un sistema
basado en caracter´ısticas biometr´ıas. Este me´todo de clasificacio´n se basa en emular las
neuronas que realizan las conexiones estructurales del cerebro humano y que permite lle-
var a cabo acciones tan comunes como memorizar o asociar conceptos teniendo en cuenta
la experiencia adquirida por la persona.
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Hay ciertos casos en los que los problemas no pueden expresarse o resolverse a trave´s
de algoritmos. Es en esos casos donde el uso de redes neuronales entra en juego. Este
tipo de clasificador implementa un modelo artificial y simplificado del cerebro humano,
capaces de adquirir conocimientos a trave´s de la experiencia.
Mediante un entrenamiento de las diferentes capas que modelan un clasificador de re-
des neuronales, cada una de las neuronas es capaz de establecer su frontera de decisio´n en
base a los para´metros de entrada y su correspondiente salida. Una vez modelada el con-
junto de fronteras de decisio´n de la red de neuronas, el sistema, en base a una entrada de
caracter´ısticas es capaz de diferenciar entre el tipo de resultado que se desea como o´ptimo.
Este tipo de clasificador es muy utilizado en reconocimientos de palabras y se funda-
menta en el reconocimiento del habla y no de los locutores. Por lo tanto la clasificacio´n
basada en el uso de redes neuronales no es una te´cnica de clasificacio´n que vaya a servir
de utilidad en la verificacio´n de locutor.
Modelos Ocultos de Markov (HMM)
Son modelos estad´ısticos utilizados en el reconocimiento de locutor dependiente de
texto. Este me´todo de clasificacio´n se basa en el modelado estad´ıstico de un sistema, el
cual asume que el sistema es un proceso de estados de Markov ocultos.
Los diferentes estados en los cuales se puede encontrar el sistema en cada momento se
encuentran de manera oculta y solo los posibles resultados del sistema son visibles. De-
pendiendo de las diferentes transiciones entre los estados ocultos de cada clasificador en
la fase de entrenamiento, dichos estados modelan una distribucio´n de probabilidad hacia
los posibles resultados.
Esto permite modelar, por ejemplo, las diferentes transiciones que pueden tener pala-
bras con un nu´mero acotado de s´ılabas, donde las transiciones hacia los estados pueden
ser los diferentes conjuntos de s´ılabas que conforman una palabra.
De esta manera, creando un diccionario de silabas y palabras, somos capaces incluso
de predecir a que palabra se refiere un usuario en caso de el reconocimiento inicial haya
fallado.
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Modelos de mezclas Gaussianas
El modelado estad´ıstico de clases mediante el uso de modelos de mezclas de distri-
buciones normales o gaussianas es un modelo probabil´ıstico que asume que las distintas
distribuciones de datos sobre las cuales se pretende llevar a cabo la clasificacio´n conforman
distribuciones gaussianas independientes.
Este modelo de clasificacio´n es comunmente denominado como una clusterizacio´n de
clases que lleva a cabo k-medias. Considerando que la mayoria de distribuciones de datos
pueden modelarse como una distribucio´n gaussiana con una media y una covarianza, este
sencillo me´todo es capaz de establecer las fronteras de decisio´n de manera sencilla. Au´n
as´ı, y debido a ese factor de modelado del conjunto de datos como distribuciones normales,
este algoritmo no tiene cabida en caso de que nuestros datos no conformen distribuciones
de este tipo.
3.3.4. Support Vector Machine
El clasificador Support Vector Machines (SVM) es uno de los ma´s utilizado en la
actualidad debido a las ventajas que ofrece, como su efectividad en grandes espacios di-
mensionales de caracter´ısticas, en su uso con respecto a otros. SVM esta´ principalmente
orientado a la resolucio´n de problemas biclase, aunque las diferentes extensiones del me´to-
do permiten tambie´n su uso para la resolucio´n de clasificaciones multiclase [50]. La mayor
ventaja del uso de este clasificador reside en su capacidad de maximizar la frontera de
decisio´n entre las diferentes clases. Esta separacio´n o´ptima, au´n disponiendo de escasas
muestras para llevar a cabo el entrenamiento del clasificador, se realiza ma´ximizando di-
cha separacio´n entre clases, haciendo uso de vectores soporte. Estos vectores soporte no
son ma´s que caracter´ısticas que se encuentran en el extremo de la distribucio´n de una
clase y que sirven como referencia para delimitar la distancia interclase. Este concepto es
fa´cilmente ilustrable a trave´s de la figura 3.18.
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Figura 3.18: SVM: Separacio´n biclase a traves del uso de vectores soporte
Para llevar a cabo la clasificacio´n de manera que la frontera de decisio´n sea lineal, SVM
utiliza el Kernel trick mediante el cual eleva los vectores de caracter´ısticas a dimensiones
en las cuales son linealmente separables. Au´n as´ı existen diferentes tipos de caracter´ısticas
que, au´n eleva´ndolas a un espacio dimensional muy superior al que se encuentran, no son
separables mediante un kernel lineal. Por tanto existen diferentes tipos de kernels que
dotan de fronteras de decisio´n de un orden superior. El kernel polinomial, el gaussiano o
el exponencial son alguno de ellos. A continuacio´n enumeramos las ventajas y desventajas
del uso de SVM para resolver el problema planteado en nuestro trabajo:
Ventajas:
Efectiva en grandes espacios dimensionales.
Efectiva en casos en los que el numero de dimensiones es mayor al numero de mues-
tras.
Clasificador entrenable con gran velocidad de entrenamiento.
Permite construir hiperplanos o´ptimos de separacio´n en problemas de clasificacio´n.
Emplea una matema´tica compleja que evita que el clasificador realice sesgo hacia
las muestras de entrenamiento.
Versa´til debido a que SVM es capaz de utilizar diferentes funciones Kernel para
tomar la decisio´n final. La librer´ıa utilizada para lleva a cabo la clasificacio´n tiene
sus propios kernels. Tambie´n se pueden crear nuevos.
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Desventajas:
Optimizado para clasificacio´n biclase, aunque en sus diferentes extensiones permite
la clasificacio´n multiclase.
Si el numero de caracter´ısticas es mucho mayor que el numero de muestras no se
obtienen buenos resultados.
No proporciona directamente estimados de probabilidad, estos son calculados me-
diante el uso de validacio´n cruzada.
Adema´s, tenemos diferentes tipos de clases capaces de hacer clasificacio´n multiclase,
entre ellas se encuentran SVC, NuSVC y LinearSVC.
En la imagen se ve un ejemplo de cada una de ellas:
Figura 3.19: Proceso general sistema SVM.
Entrenamiento Clasificadores
La fase de entrenamiento es muy importante para cualquier tipo de me´todo de clasi-
ficacio´n, como puede ser el que presentamos en este trabajo con base en la verificacio´n
del locutor. Esta fase consiste en crear un modelo compuesto por vectores de para´metros
u´nicos de cada clase a clasificar que son los que contienen las caracter´ısticas de la voz de
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los locutores que disponemos en nuestra base de datos. Es por tanto necesario disponer
de un conocimiento previo de las clases que se quiere clasificar para poder establecer los
para´metros del clasificador.
Para las plantillas de caracter´ısticas basadas en la voz, hemos editado dichas sen˜ales
eliminando el ruido de fondo que presentan, aunque no por completo debido a que las
muestras han sido tomadas con calidad inferior a la deseada, tratando de emular una si-
tuacio´n real. Es necesario no tener solo muestras puras y perfectas debido a que despue´s,
a la hora de comprobar si un locutor es quien dice ser, no sabemos como sera´ la prueba,
puede que no sea una muestra impoluta. Sobre estos audios crearemos ficheros de carac-
ter´ısticas y que etiquetaremos en base a las clases sobre las cuales pretendemos llevar a
cabo la clasificacio´n. Es necesario llevar a cabo la etiquetacio´n para que el clasificador
sea capaz de modelar las fronteras de decisio´n y poder devolver el resultado esperado. Es
entonces cuando, una vez etiquetado la totalidad de las muestras de las cuales dispone-
mos para entrenar el sistema, crearemos un clasificador por cada locutor que sea capaz
de diferenciarlo del resto.
Test Clasificadores
Esta fase sirve como referencia para determinar el tipo de clasificador o caracter´ısticas
a utilizar en el sistema basa´ndose en el resultado que obtenido. En ella utilizaremos las
muestras etiquetadas para evaluar el sistema y poder as´ı determinar cuales son las mejores
opciones dentro de nuestro problema de verificacio´n de locutor.
Debido al cara´cter finito de nuestra muestra debemos ser capaces de maximizar su uso
a la hora de entrenar y clasificar para no sesgar las caracter´ısticas hacia una muestra que
consideremos como va´lida. Por ello debemos implementar me´todos de validacio´n cruzada
en la cual el resultado final que obtenemos en la clasificacio´n no se encuentra sesgado a
la muestra de clasificacio´n.
3.4. Interaccio´n con el usuario
El proceso a rasgos generales que seguira´ el usuario a la hora de interactuar con el
sistema biome´trico lo vemos en la siguiente figura. En el momento en el que se le pida
hablar, el sistema analizara´ su voz de forma que un software le comunique de si segu´n las
caracter´ısticas utilizadas puede acceder al sistema o no. El desarrollo de la interaccio´n se
hara´ cuando al usuario se le pida una muestra de su voz. Este le enviara´ la informacio´n al
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software que se encargara´ de procesarla y de mostrar al usuario la imagen o la aplicacio´n
correspondiente a lo que el sistema haya decidido.
Figura 3.20: Interaccio´n usuario final.
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En este cap´ıtulo se explican cuales han sido los pasos seguido para la realizacio´n de este
proyecto. En primer lugar se explica el despliegue del software necesario para el estudio.
En segundo lugar se repasa el funcionamiento general de la parte de procesado de sen˜al
para acabar con la seccio´n de clasificadores, la encargada de realizar la verificacio´n del
locutor.
4.1. Instalacio´n Software
En este punto se explican brevemente las pautas para la instalacio´n del software que
se ha necesitado. Adema´s en el Anexo podremos encontrar la programacio´n desarrolla-
da y la plataforma de Google Code con todo nuestro co´digo subido, tanto de la parte
correspondiente al procesado de sen˜al como la parte de clasificadores.
4.1.1. Python
Python es el lenguaje utilizado en este proyecto, concretamente la versio´n 2.71. Su
instalacio´n, para el sistema operativo Ubuntu, es tan sencilla como abrir la terminal y
escribir el siguiente comando:
$ sudo apt−get install python2 . 7
1Pa´gina oficial de Python: http://www.python.org/
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4.1.2. SciPy, Numpy y Matplotlib
Numpy es la librer´ıa principal que permite el uso de ca´lculo cient´ıfico. Caracterizado
por el uso de arreglos N-dimensionales. SciPy es una librer´ıa que utiliza los arreglos y
manipulaciones posibles con NumPy y permite resolver problemas de integracio´n , de-
terminar ma´ximos y mı´nimos (optimizacio´n), autovectores, procesamiento de ima´genes,
pruebas de estad´ısticas.
Para facilitar el uso de NumPy y SciPy2 es recomendable instalar las librer´ıas iPython y
Matplotlib. iPython es una terminal que facilita el uso interactivo, mientras que Matplotlib
permite visualizar gra´ficos 2D de calidad profesional.
La instalacio´n de estos paquetes es tan sencilla como la instalacio´n de Python, se
permite instalar todos los paquetes a la vez con el siguiente comando, para el sistema
operativo Ubuntu:
$ sudo apt−get install python−numpy python−scipy python−matplotlib ipython ipython
4.2. Funcionamiento General
El desarrollo de este sistema ha sido realizado con software libre, a excepcio´n de la
grabacio´n y de la edicio´n de audio, que han sido capturadas con ProTools y editadas con
Adobe Audition 3.0. Sin embargo, el ana´lisis de la sen˜ales, su procesado, clasificacio´n y
verificacio´n de las voces ha sido implementado con software libre.
El estudio de Verificacio´n Biome´trica de Voz consiste en extraer caracter´ısticas de la
voz de diferentes individuos para crear plantillas y con nuevas muestras, verificar si un
usuario es quien dice ser. Se trata de no hacer distincio´n de que´ se dice, si no de quie´n lo
dice.
Se parte de una base de datos compuesta por once locutores diferentes, cada uno
aporta 10 locuciones diferentes, previamente editadas y sin demasiado ruido ni voces de
fondo. La plantilla de cada usuario sera´ una matriz de las caracter´ısticas extra´ıdas.
Para la extraccio´n de patrones se utiliza MFCC (Mel Frequency Cepstral Coefficients)
que sirve como te´cnica de extraccio´n de caracter´ısticas de la sen˜al de voz. En la escala
Mel, las frecuencias esta´n posicionadas de forma logar´ıtmica, de manera que es algo ma´s
cercano al o´ıdo humano. Tambie´n se estudio´ la escala Cepstrum pero los MFCCs resultan
2Pa´gina oficial de Scipy y Numpy: www.scipy.org
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ma´s representativos, debido a que la escala Cepstrum esta´ dividida en las bandas de
frecuencia de forma linean obtenie´ndolas directamente de la FFT o de la DCT.
El proceso a seguir es:
1. Realizar la FFT de una sen˜al previamente filtrada.
2. Crear el mapa logar´ıtmico de amplitudes del espectro a partir de la escala de Mel,
usando ventanas triangulares.
3. Hacer la DCT del mapa logar´ıtmico de amplitudes, como si fuera una sen˜al.
4. Los coeficientes obtenidos son las amplitudes del MFCC.
De esta forma se tiene como entrada una sen˜al variable y su tasa de muestreo y como
salida, las variables con la sen˜al transformada.
En las siguientes secciones se explica cada uno de los pasos seguidos hasta llegar a la
verificacio´n del locutor.
4.2.1. Datos de entrada
Los audios han sido extra´ıdos de una base de datos de voluntarios que ceden sus voces
leyendo diferentes art´ıculos. Se han cogido ocho locutores diferentes con diez locuciones
por cada uno de ellos. Previamente se ha tenido que realizar una escucha de todas las
locuciones con el objetivo de que todas tengan una amplitud suficiente, que el mensaje
(aunque irrelevante) sea comprensible, un espectro claro y que no haya demasiado ruido
de fondo ni voces externas que puedan confundir al sistema a la hora de clasificar a los
locutores.Adema´s se deb´ıa corroborar que cada uno de los locutores eran los mismos en
cada una de las locuciones descargadas.
Tambie´n se han realizado grabaciones en estudio de tres personas diferentes. Igual
que en los casos anteriores, los locutores hablan y fueron grabados diez veces repitiendo
diferentes mensajes con el objetivo de tener las mismas muestras para todo.
A excepcio´n de las grabaciones realizadas en estudio, las descargadas tienen una cali-
dad mediocre, ya que los medios con los que se capturaron y las condiciones no eran las
ideales, pero es necesario tener muestras que no sean perfectas ya que a la hora de realizar
el entrenamiento de los clasificadores, explicado en la seccio´n 4.5.2, si solo se entrena con
muestras ideales, a la hora de probar, si la muestra no es la ideal no sera´ tan sencilla la
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verificacio´n.
4.2.2. Edicio´n de audio
Debido a que no se van a implementar adaptaciones previas de la sen˜al se ha tenido
que editar las sen˜ales de forma que el ruido disminuya y los silencios iniciales de cada
sen˜al a analizar desaparezcan. De esta forma no se ha tenido que crear ningu´n algoritmo
que reconozca en que momento empieza el locutor a hablar.
En la figura 4.1 se puede apreciar como la sen˜al incluye ruido de una amplitud consi-
derable como para que exista la opcio´n confundir al sistema. Por consiguiente, en la figura
4.2 se aprecia la imagen sin ruido despue´s de haberla filtrado y con los silencios iniciales
eliminados.
Figura 4.1: Sen˜al de voz capturada sin tratamiento previo, con Adobe Audition 3.0.
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Figura 4.2: Sen˜al de voz sin ruido ni silencios iniciales editada con Adobe Audition 3.0.
Estos ejemplos son de las grabaciones realizadas en estudio, y como se ve la amplitud
es buena y la claridad de la sen˜al tambie´n.
4.2.3. Filtrado Pree´nfasis
Consiste en un filtro paso alto (HPF) de primer orden [42]. Este filtro, en condiciones
libres de ruido se suele utilizar a α = 0,95. Esto hace que las zonas de altas frecuencias se
enfaticen a la vez que las bajas frecuencias se desenfatizan. Es necesario utilizar un filtro
pree´nfasis debido a que las caracter´ısticas espectrales de la voz decaen con la frecuencia.
Se debe compensar ese decaimiento para caracterizar correctamente la voz. En conclusio´n,
se reduce el rango dina´mico, ya que se debe tener en cuenta que la sen˜al de voz suele tener
una ca´ıda de 6 dB por cada octava.
En caso de que haya ruido en la sen˜al de voz, este filtro no seria u´til, ya que el ruido
blanco es espectralmente plano. Y la sen˜al de voz tiene la mayor parte de su energ´ıa en las
bajas frecuencias, por lo que se estar´ıa incrementando la zona del espectro predominada
por el ruido.
El filtro utilizado en este caso ha sido el correspondiente a la siguiente ecuacio´n:
x[n] = x[n]− αx[n− 1]; siendoα = 0,95 (4.1)
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Aplicando este filtro pree´nfasis a cada uno de los segmentos en los que se ha dividido
la sen˜al, se compensa la atenuacio´n producida en las altas frecuencias [6].
4.2.4. Division de la sen˜al Entramado
La sen˜al de voz var´ıa a lo largo del tiempo, por lo que no se puede tratar directamente
toda la sen˜al al completo. Para ello se realiza una segmentacio´n de la sen˜al de voz. Se
divide la sen˜al en tramas de 30 ms con un desplazamiento de 15 ms. Obteniendo como
resultado que dicho segmento de la sen˜al de voz sea una sen˜al cuasi-estacionaria.
El nu´mero de muestras por cada trama es de N y esta´n separadas M muestras, creando
un solapamiento de N-M. Este solapamiento se debe hacer para que exista una transicio´n
ma´s suave entre una trama y la siguiente.
A la hora de la extraccio´n de patrones, cada caracter´ıstica extra´ıda se corresponde con
una serie de coeficientes para cada uno de los segmentos. Esos coeficientes son con los que
se debe caracterizar la sen˜al de voz y con los que se tratara´ ma´s adelante de verificar al
locutor.
4.2.5. Enventanado
Cuando la sen˜al se encuentra segmentada, se debe aplicar una ventana sobre la sen˜al
original [44].Enventanar una sen˜al consiste en aplicar sobre la sen˜al original en el tiempo
una funcio´n limitada en tiempo, una ventana de N muestras.
x[m] = s[m]w[n−m];m[n−N + 1, n] (4.2)
La aplicacio´n de esta depende del resultado a obtener. Hay que tener en cuenta la
respuesta en frecuencia que va a tener la ventana ya que esto afecta al espectro.
En este estudio se trabaja en el dominio espectral, por lo que para la eleccio´n de la
ventana se deben tener en cuenta el lo´bulo principal y su anchura. Sin embargo, los lo´bulos
laterales solo se deben tener en cuenta los ma´s altos, en caso de que afecten a la sen˜al.
Esto se hace, tal y como dec´ıamos, para no afectar al espectro.
La programacio´n del enventanado se realiza con las librer´ıas Scipy [8]:
import numpy as np
from scipy . signal import get_window
M = 801 # tamano ventana
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N = 1024 # tamano FFT
H = 400 # tamano salto
w = get_window ( window , M )
En este estudio se han tenido en cuenta dos tipos de ventana, el resto se han descartado
por la amplitud de los lo´bulos laterales la ventana tipo Hamming y la ventana Blackman,
las cuales se explican a continuacio´n.
Ventana Hamming
Esta ventana es un coseno elevado como la Hanning pero con unas pestan˜itas a los
lados. Esto hace que tengamos una magnitud espectral con lo´bulos laterales ma´s amplios
pero tambie´n ma´s pequen˜os.
Figura 4.3: Forma de ventana Hamming
Lo ideal es tener los lo´bulos laterales ma´s pequen˜os posibles y el lo´bulo principal muy
ancho.
Ventana Blackman
Es la suma de dos sinusoides, por lo que el lo´bulo principal es ma´s ancho y los lo´bulos
laterales son mas pequen˜os. Esta sera´ la ventana utilizada debido al ancho del lo´bulo y a
que los lo´bulos laterales no afectan demasiado al espectro.
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Figura 4.4: Forma de ventana Blackman
4.2.6. Taman˜o de ventana
A la hora de elegir el taman˜o de la ventana, se debe tener en cuenta co´mo va a afectar
a la magnitud y a la fase espectral. En la imagen 4.5 vemos dos ejemplos con un taman˜o
de ventana M = 128 y con otro taman˜o de ventana para la misma sen˜al de M = 1024.
Figura 4.5: Diferentes taman˜os de ventana para la misma sen˜al.
La magnitud espectral de la ventana pequen˜a (mX1) tiene poca informacio´n, debido a
que tiene pocas muestras (128) y en la ventana grande tenemos una sen˜al mas detallada,
nos da ma´s informacio´n.
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4.2.7. Ventana de taman˜o par o impar
Esta caracter´ıstica no es tan importante como el taman˜o, pero afecta. En la magnitud
espectral son parecidas pero en la fase espectral cambia considerablemente. Ambas fases
espectrales deben estar centradas en cero, pero en la ventana par, el resultado estara´ per-
fectamente centrado, debido a que para que este´ centrado se debe tener una muestra en
cero y por su condicio´n de nu´mero par, tendra´ diferentes nu´meros de muestras a cada uno
de los lados. Por el contrario, en la ventana impar, tendremos perfectamente centrado el
espectro y sera´ sime´trico.
Aunque la decisio´n de coger una ventana impar es fija, el nu´mero de muestras en la
ventana se decide en funcio´n de la resolucio´n que sea necesaria. En la imagen 4.6 se puede
apreciar las diferencias de coger un taman˜o de ventana u otro.
Figura 4.6: Taman˜o ventana comparativa par o impar. Ejemplo implementado en Python
y visualizado con Matplotlib.
4.2.8. Taman˜o Fast Fourier Transform
La Fast Fourier Transform o la FFT es un algoritmo que permite obtener una repre-
sentacio´n de la sen˜al de voz en el dominio de la frecuencia. La FFT es independiente
del taman˜o de la ventana, aunque debe ser mayor y siempre debe estar formada por un
nu´mero de muestras igual a una potencia de dos. Es recomendable que sea grande ya que
esto nos aporta mayor resolucio´n en frecuencia y porque tenemos la posibilidad del zero
padding [7].
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Si por ejemplo se parte de una ventana de M = 512 y se coge un taman˜o de FFT de N
= 512 se obtiene como resultado unos cambios bruscos los cuales no dejan la informacio´n
clara.
Si por el contrario se realiza una FFT mayor, como de 2048, haciendo un zero pad-
ding muy grande, se obtiene como resultado un espectro ma´s suavizado el cual permite
identificar las ma´s co´modamente.
Figura 4.7: Taman˜o FFT. (Ejemplo realizado con Python y librer´ıas SMS-Tools).
4.2.9. Taman˜o del salto
La ventana avanzara´ estas muestras despue´s de la FFT. Por lo que es importante
detenerse en elegir un taman˜o de salto adecuado.
Aw[n] =
L∑
l=0
−1w[n− lH] = c (4.3)
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Figura 4.8: Taman˜o salto ventana. (Ejemplo realizado con Python y librer´ıas SMS-Tools).
En el primer ejemplo, en la figura 4.8 se aprecia una ventana de 201 muestras y
saltamos cada 100, esto es, a la mitad. Obteniendo un resultado poco suavizado ya que
tiene una oscilacio´n, llamada modulacio´n, y que se escuchara´ en la reconstruccio´n de la
STFT.
En el segundo ejemplo, los saltos son de 50 muestras, y exceptuando en los lados que
se puede apreciar una pequen˜a distorsio´n, el centro de la sen˜al no se ve afectado de forma
que se mantiene la identidad de la sen˜al.
4.3. Short-Time Fourier Transform
Los sonidos reales no se pueden representar por un solo espectro. El sonido cambia en
el tiempo y es necesario capturar esa variacio´n. Para eso, la STFT es la solucio´n.
Es una versio´n modificada de la DFT con dos importantes cambios: La sen˜al de entrada
no es solo x[n], si no que esta´ multiplicada por la ventana de ana´lisis. Esto es, x tiene un
argumento que tiene las variables “n”, “l.es el nu´mero de frame y “H.es el taman˜o del salto.
Se esta´ produciendo un salto sobre “l”, y “H”significa co´mo de grande es dicho salto. Se
deduce que “xc¸ambia en tiempo dependiendo de “l H”.
Como resultado, la salida no sera´ un simple espectro, sera´ una secuencia de espectros
(x[k]). Siempre estara´ centrado en cero debido a que se ha elegido una ventana impar.
El enventanado es una manera de saltar y recorrer el sonido. Para comprender mejor
el concepto se puede relacionar el espectro con una fotograf´ıa o imagen esta´tica y la STFT
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como un video.
4.4. Mel-Frequency Cepstral Coefficients
Despue´s de realizar el procesado de la sen˜al de voz para tenerla en el dominio frecuen-
cial, se deben extraer las caracter´ısticas. Para ello, la te´cnica elegida para este proyecto
es la extraccio´n de coeficientes MFCC (Mel-Frequency Cepstral Coefficients).
Los sonidos var´ıan enormemente en el dominio de la amplitud e intentar identificar
patrones en una sen˜al acu´stica es una tarea compleja. Adema´s, no representa la forma en
como escucha un o´ıdo humano, que es en el dominio frecuencial.
Para solucionar esto, la escala Mel esta´ basada en la variacio´n conocida de los anchos
de banda de las frecuencias cr´ıticas del o´ıdo. Propuesta por Stevens, Volkman y Newmann
en 1937. El algoritmo desarrollado para la ejecucio´n de estos coeficientes consiste en filtrar
la sen˜al mediante un banco de filtros formado por diferentes frecuencias y amplitudes con
el objetivo de dar ma´s resolucio´n a las bajas frecuencias, tal y como hace el o´ıdo humano.
Este filtrado se hace en el dominio frecuencial ya que previamente se ha realizado la STFT.
De la salida del filtro se calcula la energ´ıa en promedio y los valores obtenidos se ven
como una nueva sen˜al de tiempo discreto. Posteriormente se calcula la Transformada In-
versa de Fourier y por u´ltimo se obtienen dichos coeficientes.
Como resultado se consiguen entre 13 y 20 coeficientes diferentes, que son los conoci-
dos como MFCC. En el apartado 3.2.4 se detalla cual es el significado de estos coeficientes.
Para el estudio realizado se ha optado por el uso de 13 coeficientes MFCC obtenidos
de 26 bancos de filtros diferentes. La frecuencia mı´nima de la sen˜al de entrada ha sido de
0 Hz y la ma´xima de la mitad de la frecuencia de muestreo. Para llevar a cabo el ca´lculo
de la sen˜al en el dominio frecuencial, el enventanado utilizado para la FFT ha sido de 512
muestras. Por u´ltimo, las ventanas utilizadas para el ana´lisis de caracter´ısticas ha sido de
25 ms.
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4.5. Clasificadores
Se analizan las descripciones del sonido desde sus niveles ma´s bajo con el fin de descri-
bir sonidos de manera general. Se pueden agrupar caracter´ısticas del audio en diferentes
categor´ıas. En este estudio se han dividido diferentes agrupaciones, categorizadas por el
timbre de la sen˜al (spectral centroid, MFCC), por su dina´mica (volumen en un audio
particular, nivel medio), por su pitch y, por u´ltimo, categorizadas por patrones que des-
criben sen˜ales en tiempo, esto es, aspectos del sonido que relacionan la evolucio´n de un
sonido con la textura del sonido. Esto lo podemos agrupar en caracter´ısticas morfolo´gicas
(envelope of a sound, onset rate).
Partiendo de estos descriptores se puede hablar de colecciones de sonidos [44]. Descritas
de la siguiente manera:
Clustering de los sonidos.
Clasificacio´n de los sonidos.
Se fijan tres conceptos ba´sicos: La similitud entre los sonidos, la agrupacio´n de los so-
nidos y su clasificacio´n. Una vez que se ha buscado la similutud entre los sonidos, estos se
pueden agrupar teniendo en cuenta un criterio. Y finalmente, si se tienen clases marcadas,
se puede proceder a clasificarlos, esto es, se pueden asignar clases a un sonido particular.
Clases de locutores
En este contexto, una coleccio´n o una clase de sonido se puede representar por un
diagrama como el de la figura 4.9. Un sonido se define como un grupo de caracter´ısticas.
Cada caracter´ıstica tiene un valor nume´rico y para describir correctamente un sonido
son necesarias varias caracter´ısticas, pero para simplificar y entender el concepto, en el
siguiente caso (Figura 4.9) solo se han tomado dos caracter´ısticas.
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Figura 4.9: Colecciones de sonido. (Ejemplo realizado con Python y librer´ıas SMS-Tools).
En el ejemplo mostrado en la figura 4.9 se han analizado las notas de 3 instrumentos;
el violin, la flauta y la trompeta. El eje horizontal se corresponde a la media de los centroi-
des espectrales extraidos y el vertical a la media de los coeficientes MFCC. Mediante este
simple ana´lisis se puede observar que los instrumentos musicales pueden ser agrupados en
diferentes clases, estableciendo fronteras para la clasificacio´n de nuevas muestras.
Si se considera que un sonido es representado por dos caracter´ısticas, se puede visua-
lizar en un espacio de dos dimensiones. Normalmente, en los problemas de clasificacio´n
de patrones, las caracter´ısticas del objeto a clasificar suelen estar representadas por va-
rias dimensiones, siendo su representacio´n imposible de visualizar. Esto es debido a que
la similitud entre las muestras para pocas caracter´ısticas no permite establecer fronteras
precisas para llevar a cabo el proceso de clasificacio´n. Por ello es necesario operar en es-
pacios dimensionales ma´s altos. En el caso de este estudio, al utilizar 13 caracter´ısticas,
el espacio dimensional es demasiado grande para su visualizacio´n pero permite obtener
buenas fronteras de decisio´n para diferentes tipos de locutores.
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4.5.1. SVM
Tal y como se introdujo en el apartado de Reconocimiento dedicado a SVM, este tipo
de clasificador trata de separar linearmente las clases maximizando la distancia entre las
muestras de cada una [52]. Esta maximizacio´n de la distancia la realiza apoya´ndose en los
vectores soporte que se encuentran en las fronteras entre las diferentes clases a separar.
Un ejemplo de esta separacio´n puede ser observada en la figura 4.10.
Figura 4.10: Ejemplo de SVM lineales.
En caso de que la dimensionalidad en la cual se encuentren las muestras de entrada
no sea separable de manera directa, SVM aplica el llamado Kernel trick para elevar la
dimensionalidad de las muestras de entrada y que puedan ser separables linearmente. En
la figura 4.11 podemos observar como el clasificador SVM trata de generar un hiperplano
que separe el espacio en dos o ma´s regiones elevando los datos a una dimensio´n donde
dicha separabilidad lineal pueda ocurrir [51].
Figura 4.11: Ejemplo de SVM no lineales.
Aunque gracias a la matema´tica compleja que utiliza SVM, que es capaz de elevar las
caracter´ısticas hasta dimensiones infinitas, hay casos en los cuales dichos datos de entrada
al clasificador no son separables linealmente. Es entonces cuando el kernel que se utiliza
introduce fronteras de decisio´n no lineales en espacios dimensionales elevados, pudiendo
realizar dicha separacio´n de manera correcta.
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4.5.2. Resultados
Entrenamiento y test
Para llevar a cabo el proceso de evaluacio´n del sistema propuesto se dispone de 11
locutores, cada uno con 10 grabaciones con contenidos independientes. El ca´lculo de los
patrones MFCC para cada locutor da como resultado una media de 5000 vectores de
caracter´ısticas para cada uno de ellos.
El entrenamiento se realiza con cantidades diferentes de muestras para poder dife-
renciar como afecta dicha cantidad al resultado final. Este entrenamiento se lleva a cabo
con 200, 500, 1000 y 2000 muestras por locutor. El entrenamiento se realiza para cada
locutor contra los restantes, en formato 1 contra N, obteniendo un clasificador por locutor.
La fase de test o evaluacio´n se lleva a cabo con 10, 20, 50 y 100 muestras por cada
locutor.
Ana´lisis de Resultados
Una vez descritos en el cap´ıtulo 3 y el presente cap´ıtulo, los desarrollos experimenta-
les que se han implementado en este estudio, se presentan los resultados obtenidos en la
evaluacio´n del rendimiento de las soluciones aportadas.
A continuacio´n mostramos los resultados promediados para la combinacio´n de mues-
tras de entrenamiento con muestras de test. Los resultados se realizan para cada tipo de
kernel elegido, lineal, rbf, polinomial y sigmoide, con diferentes valores del para´metro de
penalizacio´n C.
Posteriormente a la visualizacio´n de los resultados, en la seccio´n 4.5.3 se explican los
resultados obtenidos.
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Figura 4.12: 200 muestras de entrenamiento
y 10 de test.
Figura 4.13: 200 muestras de entrenamiento
y 20 de test.
Figura 4.14: 200 muestras de entrenamiento
y 50 de test.
Figura 4.15: 200 muestras de entrenamiento
y 100 de test.
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Figura 4.16: 500 muestras de entrenamiento
y 10 de test.
Figura 4.17: 500 muestras de entrenamiento
y 20 de test.
Figura 4.18: 500 muestras de entrenamiento
y 50 de test.
Figura 4.19: 500 muestras de entrenamiento
y 100 de test.
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Figura 4.20: 1000 muestras de entrenamiento
y 10 de test.
Figura 4.21: 1000 muestras de entrenamiento
y 20 de test.
Figura 4.22: 1000 muestras de entrenamiento
y 50 de test.
Figura 4.23: 1000 muestras de entrenamiento
y 100 test.
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Figura 4.24: 2000 muestras de entrenamiento
y 10 de test.
Figura 4.25: 2000 muestras de entrenamiento
y 20 de test.
Figura 4.26: 2000 muestras de entrenamiento
y 50 de test.
Figura 4.27: 2000 muestras de entrenamiento
y 100 de test.
Curva ROC
Como descripcio´n global del sistema se presenta una curva ROC promedio con 2000
muestras de entrenamiento y 200 de test por cada locutor. El ca´lculo de esta curva ha
sido optimizado para que elija los valores de C que mejor resultado aportan al sistema en
cada tipo de Kernel.
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Figura 4.28: Curva ROC para 2000 muestras de entrenamiento y 200 de test.
4.5.3. Conclusiones
Los resultados obtenidos en el apartado anterior presentan diferentes tipos de conclu-
siones basadas en el me´todo de entrenamiento y clasificacio´n, los para´metros utilizados
para SVM as´ı como una conclusio´n global del me´todo implementado.
En cuanto al me´todo de entrenamiento y clasificacio´n, al haber utilizado distintos
valores de muestras de entrenamiento y de test, los resultados que ma´s generalizan el
rendimiento global del sistema son aquellos donde ma´s muestra se utilizan. Este efecto es
fa´cilmente observable cuando tenemos mayor cantidad de muestras de entrenamiento por
clase as´ı como de valores de test. Esto es debido a que si se dispone de poca cantidad de
muestras, en el entrenamiento podemos tender a dar importancia a algunas caracter´ısti-
cas que no acaban de representar de manera adecuada al locutor que tratamos de hacer
aprender al clasificador. Este mismo efecto puede producirse en el test y como consecuen-
cia, no obtener los resultados deseados. Este concepto se denomina sesgo de la muestra.
Por otra parte, dependiendo de los para´metros que se aplican al clasificador,como el
valor de C y el tipo de kernel, este queda entrenado de manera diferente y establece fron-
teras de decisio´n entre las clases de diferente manera. Cuanto mayor es el valor de C,
menos error existe al establecer la frontera de decisio´n con los datos de entrenamiento.
Aunque esto suponga un coste computacional elevado para llevar a cabo el entrenamien-
to, el resultado que se obtiene refleja que cuanto mayor es C mejor resultado se obtiene
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en la clasificacio´n. Hay que tener cuidado ya que puede llegar a darse tambie´n el ca-
so de que si la C que se especifica es demasiado elevada puede llegar a sobreentrenar
nuestro clasificador y no puede ser capaz de ser suficientemente generalista para otros
datos que no sean los de entrenamiento. En cuanto al tipo de kernel, se puede afirmar
que las caracter´ısticas utilizadas para entrenar el clasificador no esta´n lo suficientemen-
te separadas linealmente, ya que con kernels no lineales la tasa de acierto es mucho mayor.
En lineas generales, partiendo de los resultados reflejados en la figura 4.28, el trabajo
realizado es capaz de llevar a cabo el objetivo marcado de verificacio´n. En esta u´ltima
figura, los datos reflejados son aquellos que obtenemos entrenando de manera o´ptima los
datos de entrenamiento para llevar a cabo la clasificacio´n. Con un kernel rbf se es capaz
de obtener resultados de verificacio´n o´ptimos para resolver el problema propuesto.
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Conclusiones y trabajos futuros
En este cap´ıtulo final repasaremos el trabajo realizado en este Proyecto Fin de Ma´ster.
En primer lugar sintetizaremos las principales conclusiones obtenidas y presentaremos
cuales han sido las principales aportaciones de nuestro estudio. A continuacio´n se profun-
dizara´ en los posibles trabajos futuros que pueden venir motivados como resultado de los
trabajos realizados en este estudio.
5.1. Conclusiones
Hoy en d´ıa los sistemas de identificacio´n de personas se han convertido en una necesi-
dad para la sociedad. Los sistemas de identificacio´n o verificacio´n tradicionales (tarjetas
o claves) se han ido sustituyendo por sistemas automa´ticos de reconocimiento biome´trico.
La utilizacio´n de la voz como rasgo biome´trico aporta muchas ventajas frente a otros
sistemas de identificacio´n (universalidad, aceptacio´n social, facilidad de uso, posibilidad
de uso remoto, etc.).
En este Proyecto Fin de Ma´ster se ha realizado el estudio y la implementacio´n de un
sistema biome´trico de verificacion basado en la voz.
Compararemos los objetivos obtenidos con los planteados inicialmente con el fin de
extraer conclusiones sobre el trabajo realizado. Para ello vamos a recordar los objetivos
propuestos inicialmente:
Ana´lisis de sen˜ales de voz.
Este objetivo ha sido cumplido con creces gracias a lo estudiado durante la
carrera de Ingenier´ıa de Telecomunicaciones. Adema´s ha servido de refuerzo
el curso realizado en www.coursera.org dirigido por Xavier Serra (Universidad
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Pompeu Fabra) llamado Audio Signal Processing for Music Applications. Se
ha aprendido a realizar tratamiento de sen˜ales acu´sticas, tanto en el dominio
temporal como en el frecuencial, realizar s´ıntesis de audio; modelos sinusoida-
les, armo´nicos, estoca´sticos; tracking de voz, transformaciones basadas en el
dominio espectral y diferentes algoritmos de extraccio´n de caracter´ısticas entre
otras cosas. Gracias a haber cumplido ampliamente este objetivo se ha podido
trabajar con las sen˜ales de audio variando para´metros para poder adaptarlos
a las necesidades que exig´ıa este estudio.
Obtencio´n de bases de datos de voz.
Una de las tareas para la realizacio´n de este Proyecto Fin de Ma´ster era reali-
zar grabaciones de diferentes locutores. Esto no fue necesario, aunque se hizo
con algunas muestras, ya que se nos dio a conocer el proyecto VoxForge. Este
proyecto tiene el objetivo de recoger transcripciones de textos mediante voz,
para ser usados en Software de Reconocimiento de Voz.
Ana´lisis y extraccio´n de caracter´ısticas humanas de la voz.
Este objetivo fue superado a la vez que el primero ya que, despue´s de conocer
el procesado ba´sico de sen˜ales acu´sticas, se procedio´ al estudio de diferentes
tipos de caracter´ısticas, tanto en el a´mbito musical como en el a´mbito de la
voz.
Comprobacio´n de la existencia de signos distintivos u´nicos para cada una
de las caracter´ısticas obtenidas.
En una aproximacio´n inicial, el estudio no se realizo´ con los coeficientes MFCC
si no que se hizo con las formantes. El objetivo de utilizar esta caracter´ıstica en
lugar de los MFCCs era tener una programacio´n generalizada del sistema, esto
es, que aunque cambiaran las caracter´ısticas la programacio´n siguiera siendo la
misma. A pesar de que se supon´ıa que con estas caracter´ısticas el sistema no
iba a ser capaz de verificar al locutor se realizaron las pruebas. El resultado fue
el esperado, y el sistema no reconoc´ıa a pra´cticamente ninguno de los locutores,
por lo que se procedio´ a la extraccio´n de los coeficientes MFCC. En este caso
se comprobo´ que s´ı existe un patro´n para cada locutor, ya que el sistema, en
su mayor´ıa, verifica de que´ locutor se trata.
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Evaluar las posibilidades de la Biometr´ıa de Voz utilizando software libre.
El motivo principal de utilizar software libre es por los aportes de la comunidad,
la rapidez de expansio´n y de solucio´n de problemas y la libre implementacio´n
y despliegue de algoritmos. Como se ha comentado, se hizo una aproximacio´n
en Matlab, con el objetivo de ver si era un proyecto viable, pero el desarrollo
ı´ntegro se ha realizado en Python.
Analizar las posibilidades de verificacio´n con sistemas sencillos de graba-
cio´n (como micro´fono de mo´vil o de ordenador)
Debido a que las locuciones se han cogido de usuarios aleatorios sin poder
tener el control de co´mo se realizaban las grabaciones ni bajo que´ condiciones
ambientales o te´cnicas, se puede dar este objetivo como cumplido.
Estudio de diferentes modelos de clasificadores para la verificacio´n final.
Se han estudiado diferentes algoritmos tanto de clustering como de clasificado-
res con el fin de encontrar uno sencillo en su implementacio´n y que nos aporte
buenos resultados. Por eso hemos utilizado los clasificadores SVM modificando
las variables de entrada, acotando el que mejor se ajustara y ma´s preciso fuera
a la hora de verificar si el locutor era quien dec´ıa ser.
Integrar las aplicaciones software realizadas en una u´nica aplicacio´n (PDS
+ SVM).
El objetivo final se ha cumplido satisfactoriamente, obteniendo buenos pero siempre
mejorables resultados. Explicados en el siguiente apartado de trabajos futuros.
5.2. L´ıneas Futuras
En esta u´ltima seccio´n, a partir de una cr´ıtica del trabajo realizado, se plantean me-
joras y extensiones del mismo.
Por un lado, la carencia principal de este tipo de sistemas es que se puede saltar la
seguridad de esta tecnolog´ıa utilizando, por ejemplo, una grabadora de voz. Como pro-
puesta para este intento de estafa se podr´ıa implementar una solucio´n que aporte ma´s
caracter´ısticas de forma que sea ma´s restrictiva.
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Debido a que se ha comentado que la voz cambia constantemente, se podr´ıan proponer
soluciones al usuario tales como grabar nuevas plantillas cada vez que se cambia de mo´vil,
en caso de que fuera este a trave´s del cual se verifica al locutor. De esta forma podr´ıamos
extraer un patro´n de como cambia la voz y ver si existe alguna relacio´n.
Como propuesta final, y debido a que este sistema pretende ser puesto en pra´ctica
con bases de datos de gran cantidad de locutores se podr´ıa plantear la reduccio´n de
dimensionalidad de las caracter´ısticas para que el sistema pudiese trabajar en tiempo
real.
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Presupuesto
En los siguientes apartados veremos en tablas todos los costes que ha supuesto el
proyecto. Ordenadamente explicaremos los costes en cuanto a programacio´n esto es, soft-
ware, en cuanto a hardware, en cuanto a trabajadores y en un u´ltimo apartado veremos
un resumen con el coste total que ha supuesto la realizacio´n del proyecto.
6.1. Costes Software
Los costes software se centran en las licencias necesarias para desarrollar el proyecto.
Programa Coste/Unidad (e ) Cantidad Coste Total (e )
Sublime Text 0 x 1 0
Python 0 x 1 0
SciPy 0 x 1 0
SVM 0 x 1 0
Sketchbook Pro 70 x 1 70
Adobe Audition 3.0 34,99 x 1 34,99
Pro Tools 998,41 x 1 998,41
Presupuesto Total Software: 1.103,4 e
6.2. Costes Hardware
En la pro´xima tabla esta´n los costes de los elementos hardware para desarrollar el
proyecto.
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Elemento Coste/Unidad (e ) Cantidad Coste Total (e )
MacBook Pro 13’ 1.529 x 1 1.529
Acer Aspire 859 x 1 859
Presupuesto Total Hardware: 2.388 e
6.3. Salario de los trabajadores
En la siguiente tabla se mostrara´ el salario base de cada trabajador dependiendo de
su funcio´n.
Trabajo a desarrollar Trabajador Precio/Hora (e )
Bu´squeda de informacio´n Ingeniero Junior 20
Configuracio´n de equipos Programador 20
Desarrollo Software Programador 20
Pruebas finales Ingeniero Senior 30
Gestio´n Proyecto Ingeniero 50
En la pro´xima tabla mostraremos los costes concretos:
Trabajo a desarrollar Nº de horas Coste (e )
Bu´squeda de informacio´n 250 h 5.000
Configuracio´n de equipos 80 h 1.600
Gestio´n Proyecto 400 h 2.000
Desarrollo Software
PDS 250 h 5.000
SVM 200 h 4.000
Pruebas finales 80 h 2.400
Presupuesto Total Trabajadores: 20.000 e
6.4. Coste Total
Concepto Coste (e )
Desarrollo Software 1.103,4
Desarrollo Hardware 2.388
Salario Trabajadores 20.000
Presupuesto Total Proyecto: 23.491,4 e
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