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Abstract
Kernel-based methods provide flexible and accurate algorithms
for the reconstruction of functions from meshless samples. A major
question in the use of such methods is the influence of the samples
locations on the behavior of the approximation, and feasible optimal
strategies are not known for general problems.
Nevertheless, efficient and greedy point-selection strategies are
known. This paper gives a proof of the convergence rate of the data-
independent P -greedy algorithm, based on the application of the con-
vergence theory for greedy algorithms in reduced basis methods. The
resulting rate of convergence is shown to be near-optimal in the case
of kernels generating Sobolev spaces.
As a consequence, this convergence rate proves that, for kernels
of Sobolev spaces, the points selected by the algorithm are asymp-
totically uniformly distributed, as conjectured in the paper where the
algorithm has been introduced.
1 Introduction
We start by recalling some basic facts of kernel based approximation. Fur-
ther details and a thorough treatment of the topic can be found e.g. in the
monographs [2, 5, 6, 15].
On a compact set Ω ⊂ Rd we consider a continuous, symmetric and
strictly positive definite kernel K : Ω × Ω → R. Positive definiteness is
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understood in terms of the associated kernel matrix, i.e., for all n ∈ N and
{x1, . . . , xn} ⊂ Ω pairwise distinct the kernel matrix A ∈ Rn×n, Aij :=
K(xi, xj), is positive definite.
Associated with the kernel there is a uniquely defined native spaceHK(Ω),
that is, the unique Hilbert space of functions from Ω to R in which K is the
reproducing kernel, i.e.,
(a) K(·, x) ∈ HK(Ω) for all x ∈ Ω,
(b) (f,K(·, x)) = f(x) for all f ∈ HK(Ω), x ∈ Ω.
We used here and we will use in the following the notation (·, ·) and ‖ · ‖,
without subscripts, for the inner product and norm ofHK(Ω).
For any given finite set Xn := {x1, . . . , xn} ⊂ Ω of n pairwise distinct
points, the interpolation of a function f ∈ HK(Ω) on Xn is well defined be-
ing the kernel strictly positive definite, and it coincides with the orthogonal
projection ΠV (Xn)(f) of f into V (Xn), where V (Xn) := span {K(·, xk), 1 ≤
k ≤ n} is the n-dimensional subspace of HK(Ω) generated by the kernel
translates on Xn. We will denote by | · | the number of pairwise distinct
elements of a finite set, i.e., |Xn| := n.
Since ΠV (Xn)(f) ∈ V (Xn), the interpolant is of the form
ΠV (Xn)(f) :=
n∑
k=1
αkK(·, xk),
for some coefficients {αk}nk=1. To actually compute these, one imposes the
interpolation conditions ΠV (XN )(f)(xi) = f(xi), 1 ≤ i ≤ n, which result in
the linear system
Aα = b, (1)
which has in fact a unique solution for all b ∈ Rn, bi := f(xi), A being
positive definite.
The standard way to measure the interpolation error is by means of the
Power Function PV (Xn), which is defined in a point x ∈ Ω as the norm of the
pointwise interpolation error at x, i.e.,
PV (Xn)(x) := sup
f∈HK(Ω),f 6=0
|f(x)−ΠV (Xn)(f)(x)|
‖f‖ , (2)
and it is a continuous function on Ω, vanishing only on Xn. Among other
equivalent definitions of the Power Function (e.g., by considering a cardi-
nal basis {`k}nk=1 of V (Xn), i.e., `k(xi) = δki), the present one is easier to
generalize to the setting considered in Section 3. From the definition, it is
immediate to see that bounds on the maximal value of the Power Function
in Ω provide uniform bounds on the interpolation error as∥∥f −ΠV (Xn)(f)∥∥L∞(Ω) ≤ ∥∥PV (Xn)∥∥L∞(Ω) ‖f‖, f ∈ HK(Ω). (3)
2
It is thus of interest to find and characterize point sets Xn which guar-
antee a small value of
∥∥PV (Xn)∥∥L∞(Ω), and the reason is twofold. If one is
free to consider any point in Ω, selecting good points means to construct
an optimal or suboptimal discretization of the set with respect to kernel ap-
proximation. On the other hand, if a set of data points XN ⊂ Ω is provided
(e.g., the location of the measurements coming from an application), it is
often desirable to be able to select a subset Xn ⊂ XN , n  N , of the full
data to reconstruct a sparse approximation of the unknown function, where
sparsity is understood both in terms of the underlining linear system and
in a functional sense. Indeed, selecting Xn ⊂ XN means to solve the sys-
tem (1) with respect to the submatrix defined by the small point set, which
can be used to define a sparse approximation of the full kernel matrix. On
the other hand, the resulting interpolant (or model of the data) is given by
an expansion of only n out of N kernel translates, and this means that its
evaluation is cheaper and more suitable to be used as a surrogate model of
the data.
Although feasible selection criteria to construct an optimal set Xn are
generally not known, different greedy techniques have been presented to
construct near optimal points (see [3, 9, 16]). They are based on the idea that
it is possible to construct good sequences of nested sets of points starting
from the empty set X0 := ∅, and iteratively increasing the set as Xn :=
Xn−1∪{xn} by adding a new point chosen to maximize a certain indicator.
The resulting algorithms all share the same structure, while the choice of
the point selection criteria is different.
Among various methods, we will concentrate here on the so-called P -
greedy algorithm which has been introduced in [3]. It is a data independent
algorithm, meaning that the selection of the points is made by only looking
at K and Ω (and possibly XN ), but not at the samples of a particular func-
tion f ∈ HK(Ω), and it thus produces point sets which provide uniform
approximation errors for any function f ∈ HK(Ω). To be more precise,
the selection criterion picks at every iteration the point in Ω \Xn−1 which
maximizes the Power Function PV (Xn−1). By adding this point to the set
Xn−1, the new Power Function PV (Xn) vanishes at xn, and indeed, as we
will explain later, ‖PV (Xn)‖L∞(Ω) ≤ ‖PV (Xn−1)‖L∞(Ω).
The goal of this paper is to prove that the points produced by this al-
gorithm are indeed near-optimal, meaning that they have the same asymp-
totic decay of the best known, non greedy point distributions. In particular,
in the paper [3], the authors considered the case of translational invariant
and Fourier transformable kernels on domains satisfying an interior cone
condition, for which the asymptotic decay of the Power Function is well
understood for certain point distributions. We remark that Radial Basis
Functions are instances of such kernels. In this setting, in the paper [3] the
following decay rate for the P -greedy algorithm has been shown, which
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is, up to our knowledge, the currently sharpest known convergence state-
ment.
Theorem 1. If Ω is compact in Rd and satisfies an interior cone condition, and
K ∈ C2(Ω1 × Ω1), with Ω ⊂ Ω1, Ω1 compact and convex, then the point sets
{Xn}n selected by the P -greedy algorithm have Power Functions such that, for
any n ∈ N,
‖PV (Xn)‖L∞(Ω) ≤ cn−
1
d ,
for a constant c not depending on n.
The proof of this theorem requires that K ∈ C2 on a suitable set, and
our bound indeed is similar to the present one under the same assump-
tions, while it will improve it when the additional smoothness of the ker-
nel is taken into account. This refined error bound allows also to prove
that the selected points, for certain kernels, are asymptotically uniformly
distributed.
The paper is organized as follows. In Section 2 we review the known
estimates on the decay of the Power Function and give further details on
the P -greedy algorithm. Section 3 is devoted to provide a connection be-
tween Kolmogorov widths and maximization of the Power Function. This
connection allows to employ the theory of [1, 4] in Section 4 to prove the
main results of this paper. Finally, in Section 5 we present some numerical
experiments which verify the expected rates of convergence.
Remark 2. We remark that, although our analysis is presented for the reconstruc-
tion of scalar-valued functions, it applies also to the vector-valued case when using
product spaces: namely, as pointed out in [16], for q ≥ 1 it is possible to use kernel
methods to reconstruct functions f : Ω → Rq simply by considering q copies of
HK(Ω), i.e., the product space
HK(Ω)q := {f : Ω→ Rq, fj ∈ HK(Ω)}
equipped with the inner product
(f, g)q :=
q∑
j=1
(fj , gj),
where, to avoid having q different expansions, one for each component, one can do
the further assumption that a unique subspace V (Xn) is used for every compo-
nent. In this context, the present discussion on the P -greedy algorithm is directly
applicable without modifications.
4
2 Power Function and the P-greedy algorithm
To assess the convergence rate of the P -greedy algorithm, we compare it
with the known estimates on the decay of the Power Function. The follow-
ing bounds apply to the notable case of translational invariant kernels, for
which the behavior of the Power Function is well understood.
To be more precise, we assume from now on that there exists a function
Φ : Rd → R such that K(x, y) := Φ(x − y), and that Φ has a continuous
Fourier transform Φˆ on Rd. We further assume that Ω satisfies an interior
cone condition. Under these assumptions, the decay of ‖PV (Xn)‖L∞(Ω) can
be related to the smoothness of Φ (hence of K) and to the fill distance
hXn,Ω := sup
x∈Ω
min
xj∈Xn
‖x− xj‖2,
where ‖ · ‖2 is the Euclidean norm on Rd. The next theorem summarizes
such estimates (see [12]). We remark that the two cases (a) and (b) are
substantially different. The first one regards kernels for which there exist
cΦ, CΦ > 0 and β ∈ N, β > d/2, such that
cΦ
(
1 + ‖ω‖22
)−β ≤ Φˆ(ω) ≤ CΦ (1 + ‖ω‖22)−β ,
shortly Φˆ(ω) ∼ (1 + ‖ω‖22)−β , in which case K ∈ Cβ and HK(Rd) is norm
equivalent to the Sobolev space W β2 (Rd). The second one applies to ker-
nels of infinite smoothness, such as the Gaussian kernel. We will use the
notion of kernels of finite or infinite smoothness to indicate precisely these
two cases.
Theorem 3. Under the assumptions on K and Ω as above, we have the following
cases, for suitable constants cˆ1, cˆ2, cˆ3 not depending on Xn.
(a) If K has finite smoothness β ∈ N,
‖PV (Xn)‖L∞(Ω) ≤ cˆ1hβ−d/2Xn,Ω .
(b) If K is infinitely smooth,
‖PV (Xn)‖L∞(Ω) ≤ cˆ2 exp(−cˆ3/hXn,Ω).
In particular, one can look at asymptotically uniformly distributed points in
Ω, i.e., sequences {Xn}n of points such that hXn,Ω ≤ cn−1/d, for a constant
c ∈ R not depending on n. The above estimates can then be written only in
terms of n.
Corollary 4. In the same setting as in Theorem 3, there exists sequences {Xn}n
of points in Ω and constants c1, c2, c3, whose Power Function behaves as follows
for n ∈ N.
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(a) If K has finite smoothness β ∈ N,
‖PV (Xn)‖L∞(Ω) ≤ c1n−
β
d
+ 1
2 .
(b) If K is infinitely smooth,
‖PV (Xn)‖L∞(Ω) ≤ c2 exp(−c3n1/d).
To refer to a convergence of the Power Function as n increases, and in
particular to one of the above rates, we will write
‖PV (Xn)‖L∞(Ω) ≤ γn with limn→∞ γn = 0.
2.1 The P -greedy algorithm
We describe here in some more detail the structure of the algorithm, and
provide some details on its implementation. The algorithm starts with an
empty set X0 := ∅ and with the zero subspace V (X0) := {0}, and it con-
structs a sequence of nested point sets
X0 ⊂ X1 ⊂ · · · ⊂ Xn ⊂ · · · ⊂ Ω,
by sequentially adding a new point, i.e., Xn := Xn−1 ∪{xn}. A sequence of
nested linear subspaces
V (X0) ⊂ V (X1) ⊂ · · · ⊂ V (Xn) ⊂ · · · ⊂ HK(Ω),
is associated to the point sets, and for each of them a Power FunctionPV (Xn)
can be defined. For n = 0, definition (3) gives PV (X0) :=
√
K(x, x), since
|f(x)−ΠV (X0)(f)(x)| = |f(x)| = |(f,K(·, x))| ≤ ‖K(·, x)‖‖f‖ =
√
K(x, x)‖f‖,
and equality is obtained for f := K(·, x).
The points are chosen by picking the current maximum on Ω\Xn of the
the n-th Power Function, i.e.,
x1 := arg max
x∈Ω
PV (X0)(x) =
√
K(x, x),
xn := arg max
x∈Ω\Xn−1
PV (Xn−1)(x).
In particular, the choice of the first point is arbitrary for a translational in-
variant kernel, and in general all the points are not uniquely defined, being
the maxima of the Power Function not necessarily unique.
This P -greedy algorithm has an efficient implementation in terms of the
Newton basis (see [8]), which allows to easily deal with nested subspaces
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and the corresponding orthogonal projections. Namely, assuming to have
a sequence {Xn}n of nested point sets, the construction of the Newton basis
is a Gram-Schmidt procedure over the set of the kernel translates at these
points, and the resulting set of functions {vk}nk=1 is indeed an orthonormal
basis of V (Xn), with the further property that span {vk, 1 ≤ k ≤ n} =
V (Xn). In particular, the basis does not need to be recomputed when a
new point is added. We remark that this construction can be efficiently
implemented by a matrix-free (i.e., only one column at a time is computed)
partial LU-decomposition of the kernel matrix, with the pivoting rule given
by the present selection criteria (see [9]).
As mentioned in Section 1, the P -greedy selection strategy guarantees
that the Power Function decreases. To prove this fact, we first recall the fol-
lowing characterization of the Power Function, which we prove for com-
pleteness.
Lemma 5. For any subspace V (Xn) ⊂ HK(Ω) and x ∈ Ω, the Power Function
has the representation
PV (Xn)(x) = ‖K(·, x)−ΠV (Xn)(K(·, x))‖. (4)
Proof. Let f ∈ HK(Ω), ‖f‖ ≤ 1 and consider an orthonormal basis {vk}k
of V (Xn). We define here vx := K(·, x) for simplicity of notation. The
interpolation error for f , measured at x ∈ Ω, is
f(x)−ΠV (Xn)(f)(x) = (vx, f)−
(
vx,
n∑
k=1
(f, vk)vk
)
= (vx, f)−
n∑
k=1
(f, vk) (vx, vk) = (vx, f)−
(
n∑
k=1
(vx, vk)vk, f
)
≤
∥∥∥∥∥vx −
n∑
k=1
(vx, vk)vk
∥∥∥∥∥ ‖f‖ = ‖vx −ΠV (Xn)(vx)‖‖f‖,
thus PV (Xn)(x) ≤ ‖vx − ΠV (Xn)(vx)‖, and the equality is actually reached
by taking
fx :=
vx −ΠV (Xn)(vx)
‖vx −ΠV (Xn)(vx)‖
.
It is then clear that, for any orthonormal basis {vk}nk=1 of V (Xn), we
have
PV (Xn)(x)
2 = ‖K(·, x)−ΠV (Xn)(K(·, x))‖2 = K(x, x)−
n∑
k=1
vk(x)
2, (5)
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and in particular, by using the Newton basis as an orthonormal basis,
PV (Xn)(x)
2 = PV (Xn−1)(x)
2 − vn(x)2. (6)
This means that the Power Function is decreasing whatever the choice
of xn ∈ Ω \Xn is, i.e., we have
‖PV (Xn)‖L∞(Ω) ≤ ‖PV (Xn−1)‖L∞(Ω).
3 Power Function and Kolmogorov width
We can now provide a connection between the Power Function and the
Kolmogorov n-width of a particular compact subset of HK(Ω). Recall that
for a subset V ⊂ HK(Ω) the Kolmogorov n-width of V in the Hilbert space
HK(Ω) is defined as (see e.g. [10])
dn(V,HK(Ω)) := inf
Vn⊂HK (Ω)
dim(Vn)=n
sup
f∈V
‖f −ΠVn(f)‖ = inf
Vn⊂HK (Ω)
dim(Vn)=n
E(V, Vn),
where the term E(V, Vn) represents the worst-case error in approximating
elements of V by means of elements of the liner subspace Vn. One has
dn(V,HK(Ω)) ≤ supf∈V ‖f‖, and in particular we allow dn(V,HK(Ω)) =
+∞ for unbounded sets.
In order to analyze the connection between PVn and dn, we recall that
a generalized interpolation operator can be defined for any n-dimensional
linear subspace Vn ofHK(Ω), not necessarily in the form V (Xn), simply by
considering the orthogonal projection operator ΠVn : Ω → Vn as a general-
ized interpolation operator. A generalized Power Function can be defined
also in this case by directly using the definition (2) (see [11]), and Lemma 5
still holds with the same proof, i.e.,
PVn(x) = ‖K(·, x)−ΠVn(K(·, x))‖ for all x ∈ Ω. (7)
With this characterization at hand, it comes easy to provide a connec-
tion with Kolmogorov widths. Namely, for any subset Ω˜ ⊆ Ω, we can
define the subset V(Ω˜) := {K(·, x), x ∈ Ω˜} ⊂ HK(Ω). Thanks to (5) and
Lemma 5, it is clear that
E(V(Ω˜), Vn) = sup
f∈V(Ω˜)
‖f −ΠVn(f)‖ = sup
x∈Ω˜
PVn(x) = ‖PVn‖L∞(Ω˜). (8)
We have then the following.
Lemma 6. Let Ω˜ ⊆ Ω. If there exist point sets {Xn}n ⊂ Ω , each of n pairwise
distinct points, and a sequence {γn}n ⊂ R such that ‖PV (Xn)‖L∞(Ω˜) ≤ γn, then
dn(V(Ω˜),HK(Ω)) ≤ γn, (9)
and V(Ω˜) is compact inHK(Ω) if limn→∞ γn = 0. In particular, in the setting of
Corollary 4,
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(a) if K has finite smoothness β ∈ N,
dn(V(Ω˜),HK(Ω)) ≤ c1n−
β
d
+ 1
2 ,
(b) if K is infinitely smooth,
dn(V(Ω˜),HK(Ω)) ≤ c2 exp(−c3 n1/d),
and in both cases V(Ω˜) is compact inHK(Ω).
Proof. From (8), and from the definition of the Kolmogorov width, one has
dn(V(Ω˜),HK(Ω)) = inf
Vn⊂HK (Ω)
dim(Vn)=n
‖PVn‖L∞(Ω˜) ≤ infXn⊂Ω|Xn|=n
‖PV (Xn)‖L∞(Ω˜)
≤ inf
Xn⊂Ω|Xn|=n
‖PV (Xn)‖L∞(Ω),
where the first inequality follows from restricting the set over which the
infimum is computed, and the second one by considering the L∞-norm
over the larger set Ω ⊇ Ω˜.
Now, for any Xn ⊂ Ω with |Xn| = n, ‖PV (Xn)‖L∞(Ω) is an upper bound
on the last term of the above inequalities, being Xn non necessarily opti-
mal. In particular this holds for the sequence of points {Xn}n of the state-
ment, with Power Functions bounded by a sequence {γn}n, which proves
(9). Moreover, according to [10, Prop. 1.2], a set V ⊂ HK(Ω) is compact if
and only if it is bounded and dn(V,HK(Ω)) → 0 as n → ∞. But this is the
case for V := V(Ω˜) whenever limn→∞ γn = 0, since
sup {‖f‖, f ∈ V(Ω˜)} = sup {
√
K(x, x), x ∈ Ω˜} =
√
Φ(0) ∈ R.
In particular, by using the rates of convergence of Corollary 4 one gets the
estimates (a) and (b) for different kernel smoothness.
Remark 7. It is clear that this result holds for Ω˜ = Ω, and this is indeed the most
interesting case. Nevertheless, in actual computations one has generally never
access to Ω, but only to a subset Ω˜, being it an arbitrary discretization required
for numerically representing the continuous set, or a large set of data Ω˜ = XN
coming from an application. In this case, also the optimization required by the
greedy algorithm is performed on Ω˜, and not on Ω. By explicitly considering this
restricted set in the above Kolmogorov width, we will be able to give exact bound
on the convergence of the P -greedy algorithm when executed over Ω˜, as will be
explained in the next Section.
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4 Convergence rate of the P -greedy algorithm
The discussion of the previous Section is what we need to provide a con-
nection to the theory of greedy algorithms developed in the papers [1, 4].
Indeed, the P -greedy algorithm can be rewritten in terms of the so-called
strong greedy algorithm of these papers as follows.
We consider a target compact set V(Ω˜) ⊂ HK(Ω), and, for n ≥ 1, we
select a sequence of functions {fk}k ⊂ V(Ω˜) such that span {fk, 1 ≤ k ≤ n}
is an approximation of V . The first element f1 is defined as
f1 := arg max
f∈V(Ω˜)
‖f‖ = arg max
x∈Ω˜
√
K(x, x).
Assuming f1, . . . , fn−1 has been selected and Vn−1 := span {f1, . . . , fn−1} =
span {K(·, xk), xk ∈ Xn−1}, the next element is
fn := arg max
f∈V(Ω˜)
E(f, Vn−1) = arg max
x∈Ω˜
PVn−1(x) = arg max
x∈Ω˜\Xn−1
PVn−1(x),
where we used in the last step the fact that PV (Xn−1) = 0 onXn−1. It is clear
that the present algorithm is exactly the P -greedy algorithm. Observe also
that the orthonormal system {f∗k}k obtained in the cited papers by Gram-
Schmidt orthogonalization of {fn}n is precisely the Newton basis {vn}n.
In this case, thanks to the compactness of V(Ω˜), we can use the estimates
of [4, Corollary 3.3], which are in fact bounds on maxf∈V(Ω˜)E(f, Vn), i.e.,
on ‖PV (Xn−1)‖L∞(Ω˜), in terms of dn(V(Ω˜),HK(Ω)). In our case they read as
follows.
Theorem 8. Assume K, Ω satisfy the hypothesis of Corollary 4. The P -greedy
algorithm applied to Ω˜ ⊆ Ω gives point sets Xn ⊆ Ω˜ with the following decay of
the Power Function.
(a) If K has finite smoothness β ∈ N,
‖PV (Xn)‖L∞(Ω˜) ≤ cˆ1n−
β
d
+ 1
2 .
(b) If K has infinitely many smooth derivatives,
‖PV (Xn)‖L∞(Ω˜) ≤ cˆ2 exp(−cˆ3n1/d).
The constants cˆ1, cˆ2, cˆ3 do not depend on n and can be computed as
cˆ1 := c12
5β
d
− 3
2 , cˆ2 :=
√
2c2, cˆ3 := 2
−1− 2
d c3.
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Remark 9. In the case (a) of the above theorem, something more can be deduced
on the quality of the approximation provided by the P -greedy algorithm. Indeed,
in this case the native space on Ω = Rd is norm-equivalent to the Sobolev space
W β2 (Ω) and in these spaces the behavior of the best approximation is well under-
stood. Indeed, denoting as B1 ⊂ HK(Ω) the unit ball in the native space and by
ΠL2,Vn the L2(Ω)-orthogonal projection into a linear subspace Vn ⊂ L2(Ω), we
can consider the Kolmogorov width
dn(B1, L2(Ω)) := inf
Vn⊂L2(Ω)
sup
f∈B1
‖f −ΠL2,Vn(f)‖L2(Ω),
which is known to behave (see [7]) as
cn−β/d ≤ dn(B1, L2(Ω)) ≤ Cn−β/d, c, C > 0.
Moreover, it has been proven in [13] that the same rate (in fact precisely the same
value) can be obtained by considering subspaces Vn ⊂ HK(Ω) and the HK(Ω)-
orthogonal projection ΠVn (the same one we used so far in this paper), i.e.,
κn(B1, L2(Ω)) := inf
Vn⊂HK(Ω)
sup
f∈B1
‖f −ΠVn(f)‖L2(Ω) = dn(B1, L2(Ω)).
Unfortunately, the above infimum is reached by considering a subspace generated
by eigenfunctions of a particular integral operator, which are not known in general
(see e.g. [11]). Nevertheless, again in the paper [13] it has been observed that
standard kernel-based approximation can reach almost the same asymptotic order
of convergence in a bounded set Ω ⊂ Rd. Indeed, by considering an asymptotically
uniformly distributed point sequence {Xn}n ⊂ Ω, Corollary 4 and the error bound
3 give
sup
f∈B1
‖f −ΠV (Xn)(f)‖L2(Ω) ≤ sup
f∈B1
‖f‖‖PV (Xn)‖L2(Ω)
≤ meas(Ω)1/2‖PV (Xn)‖L∞(Ω) ≤ meas(Ω)1/2c1n−
β
d
+ 1
2 ,
where meas(·) is the Lebesgue measure.
Thanks to Theorem 8, this asymptotically near-optimal rate of convergence in
Sobolev spaces can be reached also by greedy techniques. Moreover, we will see in
Section 5 that the actual convergence of the P -greedy algorithm seems to be in fact
of rate n−β/d, and not only n−β/d+1/2 as proven here.
4.1 Distribution of the selected points
The previous result has also some consequence on the distribution of the
points selected by the P -greedy algorithm. When the algorithm was intro-
duced in [3], the Authors noticed that the point were placed in an asymptot-
ically uniform way inside Ω, and in they also proved the following result.
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Theorem 10. Assume K and Ω satisfy the same assumptions as in Theorem 3,
with Φ(ω) ∼ (1 + ‖ω‖22)β , β > d/2. Then for any α > β, there exist a constant
Mα > 0 such that, if εn > 0 and Xn ⊂ Ω satisfy
‖f −ΠV (Xn)‖L∞(Ω) ≤ εn‖f‖ for all f ∈ HK(Ω),
then
hXn,Ω ≤Mαε1/(α−d/2)n .
Unfortunately, the rate of convergence of Theorem 1 was not enough to
conclude that the points are asymptotically uniformly distributed, which is
instead possible with the bounds of Theorem 8.
Corollary 11. Under the same assumptions of the previous Theorem, there exists
a constant c > 0 such that, for any n ∈ N, the sets {Xn}n selected by the P -greedy
algorithm satisfy
hXn,Ω ≤ cn−
1
d
(1−ε),
for any ε ∈ (0, 1), where c is independent of n.
Proof. In the present assumptions we have from Theorem 8 ε ≤ cˆ1n−
β
d
+ 1
2 .
Theorem 10 then implies that, for all α > β,
hXn,Ω ≤Mα
(
cˆ1n
−β
d
+ 1
2
) 1
α−d/2
,
and for any ε ∈ (0, 1) there is an α > β such that the exponent can be
written as follows(
−β
d
+
1
2
)(
1
α− d/2
)
= −1
d
(
β − d/2
α− d/2
)
= −1
d
(1− ε).
We remark that the above result does not apply in the case of infinitely
smooth kernels. On one side, the proof of Theorem 10 uses tools which are
related to Sobolev spaces, hence to kernels of finite smoothness. On the
other hand, one could not expect a decay of the fill distance with exponen-
tial speed with respect to the number of points. Nevertheless, it is plausible
to expect that also for kernels of this kind an algebraic convergence of the
fill distance is possible, even if it is not clear with what rate.
5 Numerical experiments
We test in this Section the theoretical rates obtained in Theorem 8 for ker-
nels of different smoothness and in different space dimensions.
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In order to ensure the validity of the hypothesis on Ω, in all the fol-
lowing experiments we consider as a base domain the unit ball Ω := {x ∈
Rd, ‖x‖2 ≤ 1}, for d = 1, 2, 3. Furthermore, to implement numerical calcu-
lations Ω is represented by a discretization Ω˜ ⊂ Ω, obtained by intersecting
a uniform grid in [−1, 1]d with the unit ball. The grids have respectively
104 (d = 1), 1142 (d = 2), 283 (d = 3) points, so that the resulting number of
points of Ω˜ is approximately 104. The point selection, and both the compu-
tation of the supremum norm and of the fill distance are performed on this
discretized set. We point out that this choice of Ω˜ is somehow arbitrary, but
it is justified in view of Remark 7.
As kernels we consider radial basis functions which satisfy the require-
ments of the convergence results, namely the Gaussian kernel G defined
by Φ(r) := exp(−(εr)2), as an infinitely smooth kernel, and the Wendland
kernels Wβ,d for β = 2, 3, as kernels of finite smoothness β (see [14]). We
consider unscaled version of the kernels, i.e., in all the experiments the
shape parameter ε is fixed to the value ε = 1.
The P -greedy algorithm is applied via a matrix-free implementation of
the Newton basis, based on [8, 9]. The code can be found on the website of
G. Santin1. The algorithm is stopped by means of a tolerance of τ = 10−15
on the maximal value of the square of the Power Function on Ω˜, or a max-
imum expansion size of n = 1000. We remark that the present implemen-
tation actually computes the square of the Power Function via the formula
(6), so numerical cancellation can happen when ‖PV (Xn)‖2L∞(Ω˜) is close to
the machine precision. We remark that for some class of kernels it is pos-
sible to employ a more stable and accurate computation method for the
Power Function (see [6, Section 14.1.1]), even if it is not clear if and how it
applies to an iterative computation like the present one.
The numerical decay rate of the Power Function for the Gaussian kernel
are presented in Figure 1, and the experiments confirm the expected decay
rate of Theorem 8. The coefficients cˆ2, cˆ3 are estimated numerically, and are
reported in Table 1.
d = 1 d = 2 d = 3
cˆ2 3.47 5.10 6.37
cˆ3 1.22 1.80 2.31
Table 1: Estimated coefficients for the decay rate of the Power Function
with the Gaussian kernel.
Figure 2 shows the results of the same experiment for the Wendland
kernels. Here we can observe that the theoretical rate of Theorem 8 seems to
be not sharp, and instead the rate of Remark 9 seems to be valid. We report
1http://www.mathematik.uni-stuttgart.de/fak8/ians/lehrstuhl/agh/
orga/people/santin/index.en.html
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Figure 1: Expected theoretical rate of convergence (dotted red lines) and
computed decay of the Power Function for the P -greedy algorithm (solid
blue lines), with the setting described in Section 5 and the Gaussian kernel.
From left to right: d = 1, 2, 3.
both rates in the figure, computed with scaling coefficients as in Table 2.
These results could be an insight of the optimality of kernel methods in
Sobolev spaces, where the optimal decay rate can be reached also by greedy
methods.
d = 1 d = 2 d = 3 d = 1 d = 2 d = 3
β = 2 0.003 0.01 0.02 β = 2 0.08 0.34 0.49
β = 3 0.03 0.02 0.02 β = 3 0.32 0.52 0.67
Table 2: Estimated coefficient cˆ1 for the decay rate of the Power Function
with the Wendland kernels for the theoretical rate of convergence (left) and
the modified rate of convergence (right).
In the same setting, also the fill distance of the selected points is com-
puted. The results are shown in Figure 3, and they confirm the decay rate
expected from Corollary 11. Also in this case the theoretical rate is scaled
by a positive coefficient. Observe that in this case the use of a discretized
set Ω˜ in place of Ω influences the results of the computations.
Acknowledgements: We thank Dominik Wittwar for fruitful discus-
sions.
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