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ABSTRACT
In this paper, we try to predict which category will be less ac-
curately classiﬁed compared with other categories in a clas-
siﬁcation task that involves multiple categories. The cat-
egories with poor predicted performance will be identiﬁed
before any classiﬁers are trained and additional steps can be
taken to address the predicted poor accuracies of these cat-
egories. Inspired by the work on query performance predic-
tion in ad-hoc retrieval, we propose to predict classiﬁcation
performance using two measures, namely, category size and
category coherence. Our experiments on 20-Newsgroup and
Reuters-21578 datasets show that the Spearman rank corre-
lation coeﬃcient between the predicted rank of classiﬁcation
performance and the expected classiﬁcation accuracy is as
high as 0.9.
Categories and Subject Descriptors
H.3.6 [Information Storage and Retrieval]: Library Au-
tomation—Large text archives; I.5.2 [Pattern Recogni-
tion]: Design Methodology—Classiﬁer design and evalua-
tion
Keywords
Classiﬁcation performance prediction, text classiﬁcation
General Terms
Measurement, Performance
1. INTRODUCTION
Text classiﬁcation is analogous to disease diagnosis. Some
diseases are more accurately diagnosed than others. In text
classiﬁcation, some category may be more diﬃcult to classify
accurately than other categories. To ﬁnd out whether clas-
siﬁcation accuracy can be predicted, we conducted experi-
ments on 20-Newsgroup and Reuters-21578 datasets using
three widely-adopted classiﬁers, i.e., Na¨ıve Bayes, 푘-Nearest
Neighbor (KNN) and Support Vector Machines (SVM). The
three classiﬁers are signiﬁcantly diﬀerent in their classify-
ing algorithms. Evaluated by Area under Precision-Recall
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
CIKM’09, November 2–6, 2009, Hong Kong, China.
Copyright 2009 ACM 978-1-60558-512-3/09/11 ...$10.00.
Curve (AUP), the classiﬁcation accuracies of 20 categories
from Newsgroup and 26 categories from Reuters datasets re-
spectively are plotted in Figures 1(a) and 1(b) respectively.
As shown in Figure 1(a), the three classiﬁers produced
very similar curves on Newsgroup. Spearman correlation
coeﬃcient on the results by any pair of classiﬁers are larger
than 0.9. All classiﬁers found the categories c.pc.hardware,
sci.electoronics, talk.religion.misc and talk.politics.misc much
more diﬃcult to classify. Based on the category names, these
4 categories likely cover broad topics. On Reuters dataset,
the three classiﬁers produced slightly diﬀerent curves. Yet
their results are largely correlated with coeﬃcients all above
0.6 tested by Spearman correlation for any pair of classiﬁers.
This results show that in general some categories are more
diﬃcult to classify than others.
Given training examples for a number of categories, our
research problem is to predict classiﬁcation accuracies on
these categories without constructing classiﬁers. This prob-
lem is interesting as its results could provide useful guide-
lines on which categories require further investigation when
constructing classiﬁers on them. Given a category with poor
predicted accuracy, one may want to investigate its train-
ing documents and try to uncover the possible reasons, e.g.,
insuﬃcient/noisy training examples, or the category covers
too many sub-topics (e.g., sports may cover many kinds of
sports not necessarily related to each other).
To the best of our knowledge, the problem of classiﬁca-
tion performance prediction has not been studied before.
Besides formally deﬁning the problem, our work has made
another two major contributions. First, we establish the re-
lationship between classiﬁcation performance prediction and
query performance prediction that is heavily studied in ad-
hoc retrieval. Inspired by the latter, we propose 6 category
coherence measures. Second, we show that category coher-
ence measure alone is not suﬃcient in predicting category
classiﬁcation performance as its eﬀectiveness could be heav-
ily aﬀected by category size. In our experiments, the best
performing coherence measure coupled with category size
achieved Spearman correlation coeﬃcient of 0.9 on News-
group and above 0.6 on Reuters.
2. RELATED WORK
Query performance prediction is to predict the eﬀective-
ness of a query in retrieving relevance documents from a col-
lection. One signiﬁcant contribution in query performance
prediction is clarity score [1]. Clarity score of a query is
computed as the distance between the query and the collec-
tion language models. Formally, let 푄 be a query consisting
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Figure 1: Classiﬁcation accuracy by AUP
of query words {푞∣푞 ∈ 푄}, and 푅 be the set of top-퐾 ranked
documents retrieved by 푄 from collection 풟. The value of 퐾
is deﬁned to be 500 in [1]. Query language model 푃 (푤∣푄) is
estimated by Equation 1, where 푃 (푑∣푄) is obtained through
Bayes’ theorem knowing 푃 (푄∣푑) = ∏푞∈푄 푃 (푞∣푑); 푃 (푤∣푑) is
the relative frequency of word 푤 in 푑 smoothed by 푤’s rel-
ative frequency in the collection. The collection language
model, 푃 (푤∣풟), is estimated by the relative frequency of
word 푤 in collection 풟. The clarity score of query 푄 is
the Kullback-Leibler (퐾퐿)-divergence between 푃 (푤∣푄) and
푃 (푤∣풟) given in Equation 2.
푃 (푤∣푄) =
∑
푑∈푅
푃 (푤∣푑)푃 (푑∣푄) (1)
퐾퐿(푄∥풟) =
∑
푤
푃 (푤∣푄) log2
푃 (푤∣푄)
푃 (푤∣풟) (2)
In text classiﬁcation, if all documents in a category 퐶 are
on a speciﬁc topic (e.g., rec.sport.hockey), then 퐶 is expected
easy to classify. However, if documents in 퐶 cover a very
broad topic (e.g., talk.politics.misc), then it is relatively hard
to learn an accurate classiﬁer on 퐶. Assume there exists a
query 푄푐 which retrieves exactly all documents belonging
to 퐶 from a collection 풟. The clarity score of 푄푐 gives the
topical coherence of 퐶 with respect to 풟. Hence we believe
that the clarity score can be used to predict classiﬁcation
performance.
3. PROBLEM DEFINITION
Given a dataset 풟 where each document 푑 ∈ 풟 is labeled
with zero, one, or more categories from a pre-deﬁned set
of categories 풞 = {퐶1, 퐶2, ⋅ ⋅ ⋅ , 퐶∣풞∣}. The problem of clas-
siﬁcation performance prediction is to predict a score 휎(퐶)
for each category 퐶 ∈ 풞. This predicted score indicates the
likelihood of getting accurate classiﬁcation on category 퐶.
To simplify the problem slightly, classiﬁcation performance
prediction may assign a rank 푟(퐶) to a category 퐶 instead of
a real value score. High (or small) ranks correspond to high
scores (i.e., accurate predicted classiﬁcation performance).
To address the above problem, we assume that the classi-
ﬁer constructed for one category is independent of the clas-
siﬁers learned for other categories. A classiﬁer for category
퐶 takes knowledge solely from two sets of documents, i.e.,
퐶 and 퐶. Whether or not documents in 퐶 belong to other
categories is not part of the input in constructing classiﬁer
for 퐶. From the problem deﬁnition, the only information
used in classiﬁcation performance prediction for a category
is 퐶 and 퐶 without actually constructing the classiﬁer.
4. CATEGORY MEASURES
4.1 Coherence Measure
Based on the similar intuition to query performance pre-
diction, a less topically cohesive category should be more
diﬃcult to classify. We propose to measure category coher-
ence with two distances:
∙ 퐾퐿(퐶∥풟): the distance between category language
model 푃 (푤∣퐶) estimated from the documents in 퐶 and
collection language model 푃 (푤∣풟). This is similar to
computing the clarity-score for an implicity query that
can retrieve all documents in the category.
∙ 퐾퐿(퐶∥퐶): the distance between 푃 (푤∣퐶) and the neg-
ative category model 푃 (푤∣퐶) estimated from the doc-
uments not belonging to the category. If the distance
is large, then the two sets of documents are likely not
sharing similar words, or having very diﬀerent word
distributions; hence 퐶 is expected easy to classify.
With distance function deﬁned, the next key step is to esti-
mate the language models. Three document models, namely
large, small, and centrality document models are used to es-
timate 푃 (푤∣퐶). Similar document models were used in [2]
for blog feed search for a given query. Our work diﬀers as
there is no queries in our modeling.
The details of estimating 푃 (푤∣퐶) using the three doc-
ument models are discussed below. 푃 (푤∣퐶) is estimated
similarly by simply replacing 퐶 with 퐶 in the formulation.
Both 푃 (푤∣퐶) and 푃 (푤∣퐶) are then smoothed using Equa-
tion 3 with 휆 = 0.99.
푃푠푚표표푡ℎ푒푑(푤∣퐶) = 휆푃 (푤∣퐶) + (1− 휆)푃 (푤∣풟). (3)
With large document model, each category is treated
as a single virtual document, ignoring document boundaries
within the category. The category language model is there-
fore simply the relative word frequency in the virtual docu-
ment, shown in Equation 4.
푃퐿(푤∣퐶) = 푃푚푙(푤∣퐶) (4)
With small document model, a category is described
by a set of equally important documents in the category.
The category language model is estimated by the averaged
relative word frequency in these documents.
푃푆(푤∣퐶) =
∑
푑∈퐶
1
∣퐶∣푃푚푙(푤∣푑) (5)
The small document model can be considered as a special
case of estimating query language model in clarity score (see
Equation 1). Assuming a query 푄푐 retrieves all documents
in 퐶 with equal relevance, then 푃 (푑∣푄푐) = 1∣퐶∣ .
With centrality document model, documents that are
more close to the centroid of the category are considered
more representative and contribute more to the category
language model. The category language model 푃퐶(푤∣퐶)
is estimated using Equation 6, where 푃 (푑∣퐶) reﬂects the
relative closeness of the document to the category’s centroid
deﬁned in Equation 7.
푃퐶(푤∣퐶) =
∑
푑∈퐶
푃푚푙(푤∣푑)푃 (푑∣퐶) (6)
푃 (푑∣퐶) = 휑(푑,퐶)∑
푑∈퐶 휑(푑,퐶)
(7)
휑(푑,퐶) =
∏
푤∈푑
푃푆(푤∣퐶)푃푚푙(푤∣푑) (8)
In Equation 7, 휑(푑,퐶) is a centrality function deﬁning the
similarity between document 푑 to category 퐶. Following [2],
휑(푑,퐶) is deﬁned to be the weighted geometric mean of word
generation probabilities in 퐶 shown in Equation 8. The
weight of each word is its likelihood in document 푑. The
centrality document model better simulates the clarity score
with an estimated 푃 (푑∣푄푐) by Equation 7. As 푄푐 eﬀectively
retrieves all documents in 퐶, it is reasonable to estimate
푃 (푑∣푄푐) by 푃 (푑∣퐶) with Equation 7.
With two distance functions, 퐾퐿(퐶∥풟) and 퐾퐿(퐶∥퐶),
and three document models, a total of 6 coherence measures
can be deﬁned as summarized in Figure 2(c).
4.2 Impact of Category Size
It is well understood that documents contain noise (or
subtopics) besides their main topics. The chance of observ-
ing a topic-irrelevant word increases when ∣퐶∣ getting larger,
leading to smaller 퐾퐿(퐶∥풟) and 퐾퐿(퐶∥퐶) assuming doc-
uments in 퐶 do not focus on a particular topic. However, in
text classiﬁcation, larger number of training documents in
a category often means more accurate classiﬁer. This con-
tradicts our earlier assumption that smaller 퐾퐿(퐶∥풟) and
퐾퐿(퐶∥퐶) means the category is more diﬃcult to classify.
To study the relationship between classiﬁcation perfor-
mance and category size, we take the category size in con-
sideration and propose a coeﬃcient 휂(퐶) for each category
퐶 deﬁned in Equation 9, where 푠 is a parameter controlling
the impact of the category size. The PDLD measure listed
in Figure 2(c) then becomes: 휂(퐶)×퐾퐿(퐶∥풟). The other
measures are extended similarly with the coeﬃcient.
휂(퐶) =
( ∣퐶∣
∣퐶∣+ ∣퐶∣
)푠
(9)
5. EXPERIMENTS
Our experiments were conducted on 20-Newsgroup and
Reuters-21578 datasets. We used the “bydate” version of
20-Newsgroup1, which contains 11,293 training and 7,528
test documents. All the 20 categories were used as target
categories in our experiments. For Reuters-21578, “Mod-
Lewis” split was used with 13,625 training and 6,188 test
documents. The 26 categories each having at least 50 posi-
tive training documents were used in our experiments.
1http://web.ist.utl.pt/˜acardoso/datasets/.
5.1 Performance Metrics
Note that for a given dataset, there is no ground truth
on which category is more diﬃcult to classify than another.
To estimate the classiﬁcation accuracy, we classiﬁed the test
documents of each category using three diﬀerent classiﬁers
(Na¨ıve Bayes, KNN, and SVM). The averaged AUP over
the three classiﬁers on each category is used as the expected
classiﬁcation accuracy for the category. Na¨ıve Bayes was
implemented based on the Multinomial Model [3]. Weighted
KNN was implemented referencing to [4] and the number of
nearest neighbors 푘 = 30 in our experiments. For SVM,
we used 푆푉푀 푙푖푔ℎ푡 package2 with linear kernel and default
setting for all other parameters.
To evaluate the eﬀectiveness of the measures proposed, we
compute the Spearman rank correlation coeﬃcient between
the measures and the expected classiﬁcation accuracies on
the categories. We emphasize that the proposed measures
predicate classiﬁcation accuracy using solely training doc-
uments and the expected classiﬁcation accuracies are ob-
tained by classifying test documents.
5.2 Experimental Results
The only parameter in the proposed measures is 푠 used to
control the impact of category size. We therefore report the
results with varying 푠. The Spearman correlation coeﬃcient
on Newsgroup are plotted in Figure 2(a). The following
observations are made:
∙ 퐾퐿(퐶∥퐶) was more eﬀective in performance predic-
tion than 퐾퐿(퐶∥풟) regardless the document model
used in category language model estimation;
∙ The centrality document model was more eﬀective than
small document model, and both were much more ef-
fective than large document model;
∙ The prediction performance improved along the in-
crease of 푠 and became relatively stable when 푠 ≥ 0.4.
For all 6 measures, the worst performance was ob-
served without considering category size in the pre-
diction, i.e., 푠 = 0;
∙ The best prediction performance was slightly above
0.9, achieved by PNCD when 푠 ≥ 0.6.
To summarize, on Newsgroup dataset, both the choices of
distance function (e.g., 퐾퐿(퐶∥퐶) ) and document model
(e.g., centrality model) had signiﬁcant impact on the predic-
tion. Category size had limited impact. Even when 푠 = 0,
PNCD achieved 0.8 with Spearman correlation.
Figure 2(b) plots the Spearman coeﬃcient for Reuters
dataset. It is observed that (i) again 퐾퐿(퐶∥퐶) was more
eﬀective than 퐾퐿(퐶∥풟); (ii) all three document models
performed similarly; and (iii) more importantly, the cate-
gory size had signiﬁcant impact on prediction performance.
When category size was not considered (i.e., 푠 = 0), nega-
tive correlation with classiﬁcation accuracy was observed by
PDSD and PDLD. The prediction performance of all mea-
sures increased sharply from 푠 = 0 to 푠 = 0.4 and reached
their peaks when 푠 = 0.4, followed by slight degradation
with larger 푠.
Comparing the results obtained from the two datasets, it
is interesting to note the following observations:
2http://svmlight.joachims.org/
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Figure 2: Spearman correlation coeﬃcients on Newsgroup and Reuters with varying 푠
∙ The predication eﬀectiveness on Newsgroup was more
sensitive to the document model, but Reuters was more
sensitive to category size.
∙ The choice of distance function (e.g., 퐾퐿(퐶∥퐶) and
퐾퐿(퐶∥풟)) was less sensitive on Reuters compared to
Newsgroup.
To ﬁnd out the reasons behind, we obtained data statistics
on the two datasets. On Reuters dataset, the mean docu-
ment length from diﬀerent categories falls into the range of
50 to 150 with most categories having average document
length about 100. The standard deviations on diﬀerent cat-
egories are also in the range of 50 to 150. However, on
Newsgroup dataset, the mean document length varies from
50 to 200 for diﬀerent categories. More importantly, the
standard deviations of document length in most categories
are signiﬁcantly larger than that in Reuters.
From the statistics, document length varies greatly in
Newsgroup dataset. Because of the variety in document
length, with large document model, the estimated language
model is heavily biased towards the long documents in News-
group dataset. With small document model, all documents
are treated equally important and those very short docu-
ments that are not very close to the centroid of the cate-
gory introduce noise into the estimated category language
model. The centrality document model treats the docu-
ments that are more close to the major topic of the category
more importantly and is able to estimate a more accurate
category language model. Nevertheless, for Reuters dataset,
the documents are news articles written by professionals.
The lengths of the documents are more regular compared to
UseNet messages and the documents are also believed con-
taining less noise. The category language models estimated
from the three document models are likely to be similar to
each other.
The category size ratio from the two datasets are also ob-
tained, where category size ratio is deﬁned by the percent-
age of positive training examples among all examples, i.e.,
∣퐶∣
∣퐶∣+∣퐶∣ . In Newsgroup dataset, the documents are nearly
evenly distributed in the 20 categories. For the same 푠,
all categories receive nearly the same category size coeﬃ-
cient. This explains why category size had minimum im-
pact on Newsgroup. On Reuters dataset, the category size
ratio, however, varies signiﬁcantly. The largest category has
size ratio about 0.25 and about 10 categories have size ra-
tio around 0.005. As discussed in Section 4.2, the number
of documents in a category does aﬀect coherence measures,
it is not a surprise that category size had large impact on
Reuters dataset.
The category size ratio also explains why the choice of
distance function (e.g., 퐾퐿(퐶∥퐶) and 퐾퐿(퐶∥풟)) was less
sensitive on Reuters dataset. Recall that in Reuters dataset,
about 10 categories has category size ratio around 0.005. For
each of these categories, because of such a small number of
positive documents, ∣퐶∣ + ∣퐶∣ ≈ ∣퐶∣. The language model
estimated from 풟 = 퐶 ∪ 퐶 is therefore very similar to the
language model estimated from 퐶 alone. Hence 퐾퐿(퐶∥퐶)
and 퐾퐿(퐶∥풟) return similar values.
6. CONCLUSION
Most works in text classiﬁcation target on improving the
classiﬁcation accuracy. Little has been done to understand
the example documents themselves for their eﬀectiveness in
training accurate classiﬁers. In this paper, we study classiﬁ-
cation performance prediction and try to predict the classi-
ﬁcation accuracies of categories based on their training ex-
amples. Relating the problem to the query performance pre-
diction problem studied in ad-hoc retrieval, we proposed 6
coherence measures. We have also discussed the impact of
the category size in predicting classiﬁcation accuracies. In
our experiments, the distance between the category language
model and negative category model estimated with central-
ity document model showed its eﬀectiveness in classiﬁcation
accuracy prediction. How to uncover the reasons behind dif-
ﬁcult categories based on the measures and further study of
the impact of category size are the two major directions of
our future work.
7. REFERENCES
[1] S. Cronen-Townsend, Y. Zhou, and W. B. Croft.
Predicting query performance. In Proc. of SIGIR’02,
pages 299–306, Tampere, Finland, 2002.
[2] J. L. Elsas, J. Arguello, J. Callan, and J. G. Carbonell.
Retrieval and feedback models for blog feed search. In
Proc. of SIGIR’08, pages 347–354, Singapore, 2008.
[3] A. K. McCallum and K. Nigam. A comparison of event
models for Na¨ıve Bayes text classiﬁcation. In Proc. of
Workshop on Text Categorization (AAAI’98), pages
41–48, Madison, Wisconsin, July 1998.
[4] S. Tan. Neighbor-weighted k-nearest neighbor for
unbalanced text corpus. Expert Systems with
Applications, 28(4):667–671, May 2005.
