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In this paper, we consider an algebraic multiplicative Schwarz iter-
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multiplicative Schwarz iteration scheme converges to the unique
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posed method is analyzed in an algebraic setting. Moreover, we
establish monotone convergence of the proposed method under
appropriate conditions. Numerical results show that efﬁciency can
be achieved by the multiplicative Schwarz iteration scheme.
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1. Introduction
We consider the following ﬁnite-dimensional linear complementarity problem (LCP):
ﬁnd x ∈ Rn,
such that x  φ, Ax − F  0, (x − φ)T (Ax − F) = 0, (1.1)
where A ∈ Rn×n is a given matrix, and φ, F ∈ Rn are given vectors. If all components of vector φ are 0,
then problem (1.1) reduces to the LCP shown in [1–3]. If all components of vector φ become −∞, then
problem (1.1) reduces to the system of linear equations
Ax = F . (1.2)
 Thework is supportedby theNationalNature Science Foundation (No. 10771056) and theNationalHighTechnologyResearch
and Development Program (No. 2006AA04A104), PR China.
∗ Corresponding author.
E-mail address: liqingguoli@yahoo.com.cn (Q. Li).
0024-3795/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.10.005
1086 H. Yang et al. / Linear Algebra and its Applications 430 (2009) 1085–1098
In this paper,we assume thatA is anH-matrixwithpositive diagonals, i.e.,A is anH+-matrix; see [3].
A nonsingular matrix A having all nonpositive off-diagonal entries is called anM-matrix if the inverse
is (entry-wise) nonnegative, i.e., A−1  0; see, e.g., [8]. For anymatrix A = (aij) ∈ Rn×n, its comparison
matrix 〈A〉 = (αij) is deﬁned by
αii = |aii|, αij = −|aij|, i /= j.
AmatrixA is said tobe anH-matrix if 〈A〉 is anM-matrix.H-matrixwas introducedas a generalizationof
M-matrix. It appears inmanyapplications, e.g.,whendiscretizing certainnonlinearparabolic operators
using high order ﬁnite elements and sufﬁciently small time steps [12].
Recently, various Schwarz iterative methods for solving ﬁnite dimensional variational inequalities
aswell as complementarity problems have been presented [10,18,23,24,26,27]. This kind ofmethods is
amenable to implement. Moreover, the convergence rate will not be deteriorated with the reﬁnement
of themeshwhenapplied todiscretizeddifferential equations. Theoryandnumerical experimentshave
shown that the latter advantage is still maintained when the methods are used to solve discretized
variational inequalities with an elliptic differential operator [24,26]. Generally, there are two ways to
study convergence of Schwarz methods for solving LCPs. One is to prove that the method generates
a minimizing sequence for some objective function. In this case, the matrix A is often supposed to
be symmetric and positive definite. The other way is to prove that the method produces a monotone
sequence starting from a super-solution or a lower-solution of the problem. Convergence theorems
established in the latter way are often based on the assumption that matrix A is anM-matrix.
Up to now, there is no general convergence theory for the LCP (1.1) with an H+-matrix by using the
multiplicative Schwarzmethod. The purpose of this paper is to apply amultiplicative Schwarz iteration
scheme to solve the LCP (1.1) when A is anH+-matrix. The scheme is an extension of themultiplicative
Schwarz iteration scheme for solving the linear equation (1.2), which was proposed by Bru et al. [9].
We show that the sequence generated by themultiplicative Schwarz iteration scheme converges to the
unique solution of the problem without any restriction on the initial point. For different overlapping
sizes, the convergence rate of the proposed method is analyzed in an algebraic setting. We show
that the proposed method generates a monotone sequence of iterates if the coefﬁcient matrix A is an
M-matrix and the initial point is a super-solution of the problem.
The paper is organized as follows: in Section 2, we propose a multiplicative Schwarz iteration
scheme for solving the LCP (1.1) when A is anH+-matrix. In Section 3, we give some basic properties of
theproposedmethod. InSection4,weestimate theweightedmax-normbounds for iterationerrors and
establish global convergence of the multiplicative Schwarz iteration scheme. In Section 5, we analyze
the convergence rate of the proposed method for different overlapping sizes. In Section 6, we show
monotone convergence of the proposedmethod under appropriate conditions. Finally, in Section 7, we
give some numerical results to verify the efﬁciency of the multiplicative Schwarz iteration scheme.
2. Multiplicative Schwarz iteration scheme
In this section, we propose an multiplicative Schwarz iteration scheme for solving the LCP (1.1)
when A is an H+-matrix. First, we give some notations that will be used throughout the paper. Let
Vi, i = 1, . . . ,m, be subspaces ofRn such that
m∑
i=1
Vi ≡ {v ∈ V : v = v1 + v2 + · · · + vm, vi ∈ Vi (i = 1, . . . ,m)} = Rn. (2.1)
That is to say, thebasesof thesubspacesVi, i = 1, . . . ,m, span thespaceRn.Onestepof themultiplicative
Schwarz iteration scheme consists of the following process: restrict the current residual and solve
the local problem on the subspace Vi, prolongate the approximation of the error and add the error
to the correction. Let ni = dim(Vi) be the dimensions of subspaces Vi, i = 1, . . . ,m. We consider both
overlapping subdomains and nonoverlapping subdomains, which correspond to the cases
∑m
i=1ni > n
and
∑m
i=1ni = n, respectively. For simplicity, we identify Vi withRni . Let Ri : Rn −→ Rni be the restric-
tion operator. In our context, Ri is an ni × n matrix with rank ni. Its transpose RTi : R
ni −→ Rn, is a
prolongation operator. Let Ai = RiARTi denote the restriction of A to Vi. Moreover, we choose the bases
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ofVi appropriately such that the imageof thebases ofVi under theprolongationoperatorR
T
i
are linearly
independent unit elements in Rn. In other words, the columns of RT
i
consist of columns of the n × n
identity matrix. Formally, such a matrix Ri can be expressed as
Ri = [Ii 0]πi  0, (2.2)
where Ii is the ni × ni identity matrix and πi is some n × n permutation matrix. In this case, matrix Ai
is an ni × ni principal submatrix of A. Let π ∈ Rn×n be a permutationmatrix, we denote by Aπ = πAπT .
Noting that
Ai = RiARTi = [Ii 0]Aπi
[
Ii
0
]
∈ Rni×ni (2.3)
is the ni × ni leading principal submatrix of Aπi , we can represent the matrix Aπi in the form
Aπi =
[
Ai Gi
Hi Aic
]
. (2.4)
Similarly, we denote by xπ = πx ∈ Rn, Fπ = πF ∈ Rn and φπ = πφ ∈ Rn. Then we can represent the
vectors xπi , Fπi and φπi as
xπi =
[
ui
uic
]
, Fπi =
[
fi
fic
]
, φπi =
[
ϕi
ϕic
]
,
where ui = Rix ∈ Rni , fi = RiF ∈ Rni and ϕi = Riφ ∈ Rni .
Moreover, if A is an H-matrix, in a way similar to (2.3), we have
〈A〉i = Ri〈A〉RTi ∈ Rni×ni .
It is easy to see that 〈A〉i = 〈Ai〉, and any principal submatrix of an M-matrix is also an M-matrix [8].
We have the following useful result.
Lemma 2.1 [9]. If A ∈ Rn×n is an H-matrix, then any principal submatrix of A, and any of symmetric
permutation is anH-matrix. In particular, thematrix Ai given by (2.3) andAπi given by (2.4) areH-matrices.
Let x0 be an initial approximation to the solution of problem (1.1). Then the multiplicative Schwarz
iteration scheme for problem (1.1) is as follows:
Algorithm 1 (Multiplicative Schwarz iteration scheme)
Step 1: Let z0,0 = x0 be an arbitrary vector, and set k := 0.
Step 2: Given zk,0 = xk , for i = 1, 2, . . . ,m, do the following sub-steps:
Step 2.1 (restriction): Restrict the current residual F − Azk,i−1 and the vector φ − zk,i−1 as
Rk,ie = Ri(F − Azk,i−1), (2.5)
φk,i = Ri(φ − zk,i−1). (2.6)
Let xk,i be the solution of the following problem:⎧⎪⎨⎪⎩
xk,i  φk,i,
Aix
k,i  Rk,ie ,
(xk,i − φk,i)T (Aixk,i − Rk,ie ) = 0,
(2.7)
where Ai = RiARTi .
Step 2.2 (prolongation): Prolongate the approximation by
xk,ie = RTi xk,i. (2.8)
Step 2.3 (correction): Correct zk,i−1 to get
zk,i = zk,i−1 + θixk,ie , (2.9)
where θi is a given positive weight.
Step 3: Let xk+1 = zk,m. If xk+1 = xk , then stop. Otherwise, set k := k + 1 and return to Step 2.
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Remark 2.1. For the system of linear equations (1.2), if θ1 = θ2 = · · · = θm = 1, then the above multi-
plicative Schwarz iteration reduces to the multiplicative Schwarz iteration scheme proposed in [9].
The following concept will play an important role in the subsequent analysis.
Deﬁnition 2.2 [20]. Let ω ∈ Rn be a positive vector. For a vector y ∈ Rn, the weighted max-norm is
deﬁned by
‖y‖ω = max
1jn
∣∣∣∣∣ yjωj
∣∣∣∣∣ .
For a matrix A ∈ Rn×n, the weighted max-norm is deﬁned by
‖A‖ω = sup
‖y‖ω=1
{‖Ay‖ω : y ∈ Rn}.
Obviously, if ω = (1, . . . , 1)T , then the weighted max-norm reduces to the usual maximum norm.
We say that A = M − N is a splitting if M is nonsingular. The splitting is regular if M−1  0 and
N  0; it is weak regular if M−1  0 and M−1N  0; and nonnegative if M−1  0, M−1N  0 and
NM−1  0; see [8,25]; this splitting is called anM-splitting ifM is anM-matrix and N  0; it is called
H-compatible if 〈A〉 = 〈M〉 − |N| [14]. It is obvious that an M-splitting is a regular splitting. Hence, an
M-splitting is also a weak regular splitting and a nonnegative splitting. From [14], if the splitting is an
H-compatible splitting and A is an H-matrix, then 〈A〉 = 〈M〉 − |N| is an M-splitting. So we have the
following result.
Lemma 2.3. If A ∈ Rn×n is an H-matrix and A = M − N is an H-compatible splitting, then 〈A〉 = 〈M〉 − |N|
is a regular splitting.
The following result, which can be found, e.g., in [7], shows that given an iteration matrix, there
exists a unique splitting.
Lemma 2.4. Let A and T be square matrices such that A and I − T are nonsingular. Then, there exists
a unique pair of matrices (B,C) such that B is nonsingular, T = B−1C and A = B − C. The matrices are
B = A(I − T)−1 and C = B − A = A((I − T)−1 − I).
3. Preliminaries
In this section, we prove some useful properties about Algorithm 1. For each i = 1, . . . ,m, we con-
struct diagonal matrices Ei ∈ Rn×n associated with Ri in (2.2) as follows:
Ei = RTi Ri. (3.1)
These diagonal matrices have ones on the diagonal in every row where RT
i
has nonzeros. We further
assume that if Si is the set of indices of the rows of the identity that are rows of Ri, then
m⋃
i=1
Si = S = {1, 2, . . . ,n}. (3.2)
In other words, each variable is in at least one set Si. This is equivalent to saying that
∑m
i=1 Ei  I, with
equality if and only if there is no overlap. Note that in the case of overlapping blocks, we have here that
each diagonal entry of
∑m
i=1 Ei is greater than or equal to one, which implies nonsingularity; see [4].
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In the following, we give the existence and uniqueness of the solution of the LCP (1.1) shown in
[3,11].
Lemma 3.1 [3,11]. Let A ∈ Rn×n be an H+-matrix. Then the LCP (1.1) has a unique solution for any F ∈ Rn.
Since Ai is also an H+-matrix from Lemmas 2.1 and 3.1, we know that problem (2.7) also has a
unique solution.
The following lemma shows that if, at some step k, zk,i−1 coincides with the unique solution of
problem (1.1), then 0 ∈ Rni is the unique solution of the problem (2.7).
Lemma 3.2. Let x¯ be theunique solutionof (1.1). If zk,i−1 = x¯, thenwehave xk,i = 0 for some i ∈ {1, 2 . . . ,m}.
Proof. Since x¯ − φ  0, Ax¯ − F  0 and (x¯ − φ)T (Ax¯ − F) = 0, it follows from the nonnegativity of Ri
that {
0 − φk,i = Ri(x¯ − φ) 0,
Ai0 − Rk,ie = Ri(Ax¯ − F) 0.
(3.3)
Multiplying these two inequalities and noting Ei = RTi Ri  I, we have
0 (0 − φk,i)T (Ai0 − Rk,ie ) = (x¯ − φ)TRTi Ri(Ax¯ − F) (x¯ − φ)T (Ax¯ − F) = 0
and, hence,
(0 − φk,i)T (Ai0 − Rk,ie ) = 0. (3.4)
It follows from (3.3) and (3.4) that xk,i = 0 is a solution of (2.7), which is unique since Ai is an
H+-matrix. 
Lemma 3.3. Let zk,i−1πi =
[
uk,i−1
i
uk,i−1
ic
]
with uk,i−1
i
= Rizk,i−1 ∈ Rni , and yk,i ∈ Rni be given by yk,i = uk,i−1i +
xk,i. Then yk,i is the solution of the following LCP onRni :⎧⎨⎩
y  ϕi,
Aiy − Fk,i−1  0,
(y − ϕi)T (Aiy − Fk,i−1) = 0,
(3.5)
where ϕi = Riφ, Fk,i−1 = fi − Giuk,i−1ic and fi = RiF .
Proof. By the definition of yk,i, we have
yk,i − ϕi = uk,i−1i + xk,i − ϕi = xk,i − Ri(φ − zk,i−1) = xk,i − φk,i.
Since πT
i
πi = I, it follows from (2.4) that
Aiy
k,i − Fk,i−1 = Aixk,i + Aiuk,i−1i + Giuk,i−1ic − fi
= Aixk,i + [AiGi]zk,i−1πi − RiF
= Aixk,i + [Ii0]Aπi zk,i−1πi − RiF
= Aixk,i + [Ii0]πiAπTi πizk,i−1 − RiF
= Aixk,i + Ri(Azk,i−1 − F)
= Aixk,i − Rk,ie .
Consequently, (3.5) follows from (2.7). 
Lemmas 3.2 and 3.3 imply the following corollary.
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Corollary 3.4. Let x¯ be the solution of (1.1). Then u¯i = Rix¯ is the unique solution of the following LCP on
Rni : ⎧⎨⎩
y  ϕi,
Aiy − F∗,i  0,
(y − ϕi)T (Aiy − F∗,i) = 0,
(3.6)
where ϕi = Riφ, F∗,i = fi − Giu¯ic and fi = RiF .
4. Weighted max-norm bounds
In this section, we estimate the weighted max-norm bounds for the iteration errors of Algorithm
1. First, we give some notations. Given a matrix A = (aij), we deﬁne the matrix |A| = (|aij|). It follows
that |A| 0 and |AB| |A||B| for any matrices A and B of compatible size. Note that
Aic = [0 Iic ]πiAπTi [0 Iic ]T , (4.1)
where Iic is the (n − ni) × (n − ni) identity matrix. Let
Mi = πTi
[
Ai 0
0 Bic
]
πi, (4.2)
where Bic is some (n − ni) × (n − ni) nonsingular matrix such that
|Bic − Aic | = 〈Bic 〉 − 〈Aic 〉. (4.3)
In fact, this condition gives a lot of freedom in choosing Bic . In [7,15], different choiceswere Bic = Aic
or Bic = Dic = diag(Aic ). These choices clearly satisfy our condition (4.3).
It follows from the matrices in (3.1) and (4.2) that
EiM
−1
i
= RTi A−1i Ri (4.4)
and, hence,
Ei〈Mi〉−1 = RTi 〈Ai〉−1Ri. (4.5)
The following lemmas are useful.
Lemma 4.1 [9]. Let A be an H-matrix and the matrices Mi be of the form (4.2), satisfying (4.3). Then,
A = Mi − Ni, i = 1, . . . ,m, are H-compatible splittings.
Obviously, the above splittings 〈A〉 = 〈Mi〉 − |Ni|, i = 1, . . . ,m, are regular (and thus weak regular
and nonnegative) from Lemmas 4.1 and 2.3.
Remark 4.1. The Schwarz iteration method is related to the multisplitting iteration method [3], as
special choices of the weighting and the splitting matrices in a multisplitting can naturally lead to
a Schwarz iteration method. Hence, the collection of triples {(θiEi,Mi,Ni)}mi=1 can be thought of as a
multiplicative multisplitting of A, in analogy with the standard (additive) multisplitting of a matrix
in the sense of [3]. And the multiplicative Schwarz iteration method can be thought of as a chaotic
multisplitting iterationmethod [2].Hence,Algorithm1canbealso thoughtof asachaoticmultisplitting
iteration method.
Lemma 4.2 [15]. Let P be a matrix, ω be a positive vector, and γ be a positive scalar such that
|P|ω  γω. (4.6)
Then ‖P‖ω  γ. In particular, ‖Px‖ω  γ ‖x‖ω holds for all x. Moreover, if strict inequality holds in (4.6),
then we have ‖P‖ω < γ.
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Lemma 4.3. Let x¯ be the unique solution of (1.1) and x¯πi = [u¯iu¯ic ]T , i = 1, . . . ,m. Denote yk,i = uk,i−1i + xk,i
and y¯∗,i = u¯i. Then
〈Ai〉|yk,i − y¯∗,i| |Gi‖uk,i−1ic − u¯ic |. (4.7)
Proof. Following the proof of Theorem 3.1 in [3], we can verify (4.7) by componentwise. Consider an
arbitrary index j. We ﬁrst assume that
|yk,i − y¯∗,i|j = (yk,i − y¯∗,i)j ,
which means that
(yk,i − y¯∗,i)j  0.
Thus, if yk,i
j
= φj , then y¯∗,ij = φj . Hence, (4.7) holds for the jth component, since the left-hand side is
nonpositive while the right-hand side is nonnegative.
If yk,i
j
> φj , then by Lemma 3.3, we have
(Aiy
k,i − fi + Giuk,i−1ic )j = 0. (4.8)
Furthermore, by Corollary 3.4 we have
(Aiy¯
∗,i − fi + Giu¯ic )j  0. (4.9)
Thus, by subtracting (4.9) from (4.8), we get
(Ai(y
k,i − y¯∗,i))j  −(Gi(uk,i−1ic − u¯ic ))j  (|Gi‖u
k,i−1
ic
− u¯ic |)j.
Note that
(Ai(y
k,i − y¯∗,i))j  (〈Ai〉|yk,i − y¯∗,i|)j ,
as Ai is an H+-matrix. So we have
(〈Ai〉|yk,i − y¯∗,i|)j  (|Gi‖uk,i−1ic − u¯ic |)j. (4.10)
We next assume that
|yk,i − y¯∗,i|j = (y¯∗,i − yk,i)j.
In this case, we have
(yk,i − y¯∗,i)j  0.
In a similar fashion, we can establish the same inequality (4.10). Thus inequality (4.7) holds. 
The following lemma gives an estimate of the iteration errors.
Lemma 4.4. Let θi be positive constants satisfying 0 < θi  1 and εk,i  zk,i − x¯ for i = 0, 1, . . . ,m, where
x¯ is the unique solution of (1.1). Then |εk,i| (I − θiEi〈Mi〉−1〈A〉)|εk,i−1| for i = 1, . . . ,m.
Proof. We deduce from (2.9) that
0  |εk,i| = |zk,i − x¯|
= |zk,i−1 + θixk,ie − x¯|
= |εk,i−1 + θiRTi xk,i|
= |(1 − θi)εk,i−1 + θi(RTi xk,i + εk,i−1)|
=
∣∣∣∣∣(1 − θi)εk,i−1 + θiπTi
([
xk,i
0
]
+
[
uk,i−1
i
− u¯i
uk−1
ic
− u¯ic
])∣∣∣∣∣
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 |(1 − θi)εk,i−1| +
∣∣∣∣∣θiπTi
[
|yk,i − y¯∗,i|
|uk,i−1
ic
− u¯ic |
]∣∣∣∣∣
 |1 − θi‖εk,i−1| +
∣∣∣∣∣θiπTi
[
〈Ai〉−1|Gi‖uk,i−1ic − u¯ic |
|uk,i−1
ic
− u¯ic |
]∣∣∣∣∣ ,
where yk,i = uk,i−1
i
+ xk,i and y¯∗,i = u¯i, the third equality follows from (2.2), and the last inequality
follows from (4.7). Since 0 < θi  1, we deduce from the above formula that
0  |εk,i|
 (1 − θi)|εk,i−1| + θiπTi
[
0 〈Ai〉−1|Gi|
0 Iic
]
|εk,i−1πi |
= |εk,i−1| − θiπTi |εk,i−1πi | + θiπTi
[
0 〈Ai〉−1|Gi|
0 Iic
]
|εk,i−1πi |
= |εk,i−1| + θiπTi
[−Ii 〈Ai〉−1|Gi|
0 0
]
|εk,i−1πi |
= |εk,i−1| − θiRTi 〈Ai〉−1[〈Ai〉 − |Gi|]|εk,i−1πi |
= |εk,i−1| − θiRTi 〈Ai〉−1[Ii0]〈A〉πi |εk,i−1πi |
= |εk,i−1| − θiRTi 〈Ai〉−1[Ii0]πi〈A〉πTi πi|εk,i−1|
= |εk,i−1| − θiRTi 〈Ai〉−1Ri〈A〉|εk,i−1|
= (I − θiEi〈Mi〉−1〈A〉)|εk,i−1|,
where the third and sixth equalities follow from (2.2), the fourth equality follows from (2.4) and the
last equality follows from (4.5). 
Lemma 4.5. Let θi be positive constants satisfying 0 < θi  1, i = 1, . . . ,m, and εk  xk − x¯,where x¯ is the
unique solution of (1.1). Then we have
0 |εk+1| Tθ |εk|,
where Tθ =∏1i=m(I − θiEi〈Mi〉−1〈A〉) is a nonnegative matrix. Moreover, for any vector ω = 〈A〉−1e with
e > 0, there exists a scalar γ ∈ (0, 1) such that
‖Tθ‖ω  γ , (4.11)
and ρ(Tθ ) ‖Tθ‖ω  γ , where ρ(B) denotes the spectral radius of a matrix B. Hence,
‖εk+1‖ω  ‖Tθ εk‖ω  γ ‖εk‖ω.
Proof. By Lemma 4.4, we have
|εk+1| = |xk+1 − x¯| = |zk,m − x¯| = |εk,m|
 (I − θmEm〈Mm〉−1〈A〉)|εk,m−1|

1∏
i=m
(I − θiEi〈Mi〉−1〈A〉)|εk,0|
= Tθ |εk|.
In order to show ‖Tθ‖ω  γ , we only need to show that Tθ  0 and Tθω < ω. Clearly, Tθ  0, as for
i = 1, . . . ,m,
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I − θiEi〈Mi〉−1〈A〉
= I − θiEi + θiEi(I − 〈Mi〉−1〈A〉)
= I − θiEi + θiEi〈Mi〉−1|Ni|
 0,
where the second equality follows from Lemma 4.1, and the inequality follows from 0  Ei  I, 0 <
θi  1 and 〈Mi〉−1|Ni| 0.
Next, we show that Tθω < ω with ω = 〈A〉−1e, where e > 0. To begin with, note that
ω1 := (I − θ1E1〈M1〉−1〈A〉)ω = ω − θ1E1〈M1〉−1e  0.
Hence, 0 ω1  ω, with strict inequality in the components corresponding to S1. In other words,
denoting with (ω1)i the ith component of ω1, we have
(ω1)i
{= ωi if i /∈ S1,
< ωi if i ∈ S1.
Now letω2 := (I − θ2E2〈M2〉−1〈A〉)ω1.We can claim thatω2  ω1 and in the components corresponding
to S2 the inequality is strict. Indeed,
0 (I − θ2E2〈M2〉−1〈A〉)ω1 = (I − θ2E2〈M2〉−1〈A〉)(ω1 − ω + ω) (I − θ2E2〈M2〉−1〈A〉)ω.
Now, observe
(ω2)i
{= (ω1)i  ωi if i /∈ S2,
< ωi if i ∈ S2,
since i ∈ S2 implies that
(ω2)i = [(I − θ2E2〈M2〉−1〈A)〉(ω1 − ω)]i + (ω − θ2E2〈M2〉−1e)i < ωi.
Similarly, one can show that for all k  m − 1,
(ωk+1)i
{= (ωk)i if i /∈ Sk+1,
< ωi if i ∈ Sk+1.
Because
⋃m
i=1 Si = S = {1, 2, . . . ,n}, we conclude that Tθω < ω. It follows that ‖Tθ‖ω  γ with a scalar
γ ∈ (0, 1) and, therefore, ρ(Tθ ) ‖Tθ‖ω < γ .
Moreover, we get
‖εk+1‖ω = ‖|εk+1|‖ω  ‖Tθ |εk|‖ω  γ |εk|‖ω = γ ‖εk‖ω. 
Lemma 4.5, together with the characterization (4.5) and Lemma 2.4, is the fundamental tool for
proving the convergence of the multiplicative Schwarz method for LCP with an H+-matrix.
Theorem 4.6. Let θi be positive constants satisfying 0 < θi  1, i = 1, . . . ,m. Then the sequence {xk} gen-
erated by Algorithm 1 converges to the solution of (1.1) for any initial point x0. Furthermore, there exists
a unique splitting 〈A〉 = B − C such that Tθ = B−1C where Tθ is deﬁned in Lemma 4.5, and this splitting is
nonnegative.
Proof. By Lemma 4.5, ρ(Tθ ) ‖Tθ‖ω < 1 for any ω = 〈A〉−1ewith e > 0. Hence, Algorithm 1 converges
for any initial vector x0. Furthermore, by Lemma 2.4, there exists a unique splitting 〈A〉 = B − C such
that Tθ = B−1C  0.
In the following, we prove that the splitting is nonnegative, we ﬁrst show that B−1 = (I − Tθ )〈A〉−1
is nonnegative or, equivalently, that B−1z  0 for all z > 0. Let v = 〈A〉−1z  0. Then all we need is
to show that (I − Tθ )v  0, or Tθv  v, which is proved in the same way as Lemma 4.5. Moreover,
B−1C = Tθ  0. Hence, the unique splitting 〈A〉 = B − C is weak regular.
To show that it is nonnegative, we need to show that Tθ = CB−1 = I − 〈A〉B−1 is also nonnegative.
To see this, note that Tθ = (I − Pm) . . . (I − P1), where Pi = θi〈A〉Ei〈Mi〉−1 = θi〈A〉RTi 〈Ai〉−1Ri. To complete
the proof we show that each factor I − Pi is nonnegative. Since
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I − PTi = I − θiRTi 〈Ai〉−TRi〈A〉T
= I − θiEi〈Mi〉−T 〈A〉T
= I − θiEi + θiEi(I − 〈Mi〉−T 〈A〉T )
= I − θiEi + θiEi〈Mi〉−T |Ni|T
 0,
where the inequality follows from 〈A〉 = 〈Mi〉 − |Ni|, i = 1, . . . ,m, are regular splittings. 
5. The effect of overlap on Algorithm 1
In this section, we study the effect of varying of overlap. For the classical multiplicative Schwarz
method, an increase of the overlap is associated with fewer iterations. We show the similar property
for Algorithm 1 by using certain weighted max-norms.
Let us consider two sets of subblocks (subdomains) of the matrix A, as deﬁned by the sets (3.2),
such that one has more overlap than the other, i.e., let
Ŝi ⊇ Si, i = 1, 2, . . . ,m, (5.1)
with
⋃m
i=1 Ŝi =
⋃m
i=1 Si = S. Of course, each set Ŝi deﬁnes an nˆi × nmatrix R̂i, where nˆi is the cardinality
of R̂i, and the corresponding n × nmatrix Êi = R̂Ti R̂i, as in (3.1). The relation (5.1) implies that
I  Êi  Ei  0. (5.2)
Similarly, we denote by Âi the corresponding principal submatrix of A and πˆi the corresponding per-
mutation, respectively.
We choose a special case ofMi deﬁned in (4.2) such that
Bic = Dic = diag(Aic ).
In a similar fashion, we can deﬁne a special case of M̂i such that
B̂ic = D̂ic = diag(̂Aic ).
We want to compare M̂i with Mi, although Âi and Ai are of different sizes. Without loss of generality,
we can assume that the permutations πi and πˆi coincide on the set Si, and that the indices in Si are the
ﬁrst ni elements in Ŝi. In fact, we can assume that πˆi = πi. Thus, Ai is a principal submatrix of Âi, and
M̂i has the same diagonal asMi. Since both Âi and M̂i are H+-matrices, it follows that
〈M̂i〉 〈Mi〉, i = 1, 2, . . . ,m. (5.3)
We consider now the algebraic multiplicative Schwarz iteration matrix T̂θ with larger overlap, i.e.,
T̂θ =
1∏
i=m
(I − θiÊi〈M̂i〉−1〈A〉). (5.4)
Using (5.2) and (5.3), the proof of the following theoremproceeds exactly as in the proof of Theorem
5.4 in [7]. For the sake of brevity, the proof is omitted.
Theorem 5.1. Let θi be positive constants satisfying 0 < θi  1 and A be an H+-matrix. Let Tθ and T̂θ be
the iteration matrices deﬁned in Lemmas 4.5 and 5.4, respectively. Then ρ(̂Tθ ) ρ(Tθ ), and for any vector
ω = 〈A〉−1e > 0 with e > 0, ‖T̂θ‖ω  ‖Tθ‖ω.
Remark 5.1. Theorem 5.1 indicate that the more overlap there is, the faster the convergence of Algo-
rithm 1. As a special case, we have that overlap is better than no overlap. This is consistent with the
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analysis for linear systems [7]. In the case of no overlap, if θ1 = θ2 = · · · = θm = 1, then Algorithm
1 reduces to a block Gauss-Seidel method. Results similar to Theorem 5.1 are shown for (additive)
multisplitting methods in [13,22].
6. Monotone convergence for anM-matrix
From Remark 4.1, we know that Algorithm 1 can be thought of as a multisplitting iterationmethod.
In [1], Bai studied themonotone convergence property of themultisplitting iterationmethod for LCPs.
So we prove in this section the monotone convergence property of Algorithm 1 when the coefﬁcient
matrix A is an M-matrix. We ﬁrst recall the concept of super-solution [19]. The super-solution set of
problem (1.1) is the set
W = {y ∈ Rn : y  φ,Ay − F  0}. (6.1)
This set is also called the feasible set of (1.1) in the LCP literature; see, e.g., [21]. It is well known that
the solution of problem (1.1) is the least element of the super-solution set W if A is an M-matrix, but
it is not the case if A is an H-matrix [17]. In the following, the coefﬁcient matrix A is always taken as
anM-matrix.
Lemma 6.1. Let xk,i be the solutionof (2.7). If zk,i−1 ∈ W , then inequality xk,i  0holds for each i = 1, . . . ,m.
Proof. Since Azk,i−1 − F  0 and zk,i−1  φ, it follows that Rk,ie  0 and φk,i  0 from (2.2), (2.5) and
(2.6). This implies 0 ∈ Rni is a super-solution of problem (2.7). Since for each i = 1, . . . ,m, Ai is also
an M-matrix, it follows that xk,i is the least element of the super-solution of (2.7) and hence we have
xk,i  0. 
Lemma 6.2. If 0 < θi  1 for each i = 1, . . . ,m, and zk,i−1 ∈ W , then zk,i ∈ W .
Proof. Let Ri and Ei be deﬁned by (2.2) and (3.1), respectively. By (2.6) and (2.7), we have x
k,i  Ri(φ −
zk,i−1). It then follows that
zk,i = zk,i−1 + θiRTi xk,i
 zk,i−1 + θiRTi Ri(φ − zk,i−1)
= zk,i−1 + θiEi(φ − zk,i−1)
= φ + (I − θiEi)(zk,i−1 − φ)
 φ,
where the last inequality follows from 0 Ei  I and 0 < θi  1. Since the equalities πTπ = ππT = I
hold for any permutation matrix π . We get
Azk,i − F = A(zk,i−1 + θiRTi xk,i) − F
= Azk,i−1 − F + θiAπTi
[
Ii
0
]
xk,i
= Azk,i−1 − F + θiπTi Aπi
[
Ii
0
]
xk,i
= Azk,i−1 − F + θiπTi
[
Ai
Hi
]
xk,i,
where the last equality follows from (2.4). For each i = 1, . . . ,m, Aπi is an M-matrix, which implies
Hi  0. It follows from Lemma 6.1 that
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Azk,i − F  Azk,i−1 − F + θiπTi
[
Ai
0
]
xk,i
= Azk,i−1 − F + θiπTi
[
Ii
0
]
Aix
k,i
= Azk,i−1 − F + θiRTi Aixk,i
 Azk,i−1 − F + θiRTi Rk,ie
= Azk,i−1 − F + θiRTi Ri(F − Azk,i−1)
= Azk,i−1 − F + θiEi(F − Azk,i−1)
= (I − θiEi)(Azk,i−1 − F)
 0,
where the second inequality follows from (2.7), and the third inequality follows from the condition
zk,i−1 ∈ W and I − θiEi  0. Inequality zk,i  φ together with inequality Azk,i − F  0 implies
zk,i ∈ W . 
The following theorem shows monotone convergence of Algorithm 1 when the coefﬁcient matrix
A is anM-matrix.
Theorem 6.3. Let θi be positive constants satisfying 0 < θi  1, i = 1, . . . ,m. If x0 ∈ W , then the sequence
{xk} generated by Algorithm 1 converges to the solution x¯ of (1.1). Moreover, we have for any k  0
xk ∈ W and x¯  xk+1  xk. (6.2)
Proof. Since x0 ∈ W , it follows that xk ∈ W holds from the deduce of Algorithm 1 and Lemma 6.2.
Moreover, it follows from (2.8), (2.9) and Lemma 6.1 that xk+1  xk for all k  0. In particular, {xk}
converges to x¯ from Theorem 4.6. Clearly, we have x¯  xk for all k  0. 
7. Numerical results
In this section, we give some numerical experiments to investigate the behavior of the algorithm
presented in this paper. The program is coded in Visual C++ 6.0 and run on a personal computer with
1.8GHz CPU and 244MB memory. We consider the linear complementarity problem with the system
matrix and given vectors:
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
S −I 0 0 · · · 0 0
−I S −I 0 · · · 0 0
0 −I S −I · · · 0 0
.
.
.
.
.
.
. . .
. . .
. . .
. . .
.
.
.
.
.
.
.
.
.
. . .
. . .
. . .
. . . 0
.
.
.
.
.
.
. . .
. . . S −I
0 0 · · · · · · 0 −I S
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Rn×n, F =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1
1
−1
.
.
.
(−1)n−1
(−1)n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Rn
and φ = 0, respectively, where S = tridiag(−1, 4,−1) ∈ Rn¯×n¯, I is the identity matrix, and n¯2 = n, see
[5,6]. It is known that A is an H+-matrix and, therefore, the above LCP has a unique solution.
We have conducted the following experiments: (a) comparing Algorithm 1with project successive
overrelaxation (PSOR) algorithm [16]; (b) testing Algorithm 1 with different overlapping sizes.
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Table 1
Effect of relaxation parameter ω in PSOR algorithm.
ω Iter CPU ω Iter CPU
1.0 1013 28.593 1.1 848 23.953
1.2 708 20 1.4 477 13.5
1.6 291 8.296 1.8 128 3.75
1.84 91 2.688 1.85 84 2.515
1.86 87 2.593 1.9 99 2.89
Table 2
Comparison of iteration numbers.
n PSOR O
(
1
10
)
O
(
1
2
)
100 52 7 4
400 57 10 4
900 72 12 5
1600 84 14 6
2500 147 16 9
3600 223 21 11
4900 309 22 15
First,weusePSORalgorithmtosolve theLCPwithn = 1600. In this test,wemainly consider iteration
numbers (denoted by Iter) and execution times (denoted by CPU). Numerical results are listed in Table
1. From Table 1, we may see that the optimal factor is ω = 1.85.
In testing Algorithm 1 with different overlapping sizes, we partition Rn into two equal parts
with the overlapping size O
(
1
10
)
and O
(
1
2
)
, respectively. And the corresponding subproblems are
solved by PSOR algorithm with the same relaxation parameter ω = 1.85. We choose initial vector
x0 = (5, 5, . . . , 5)T and the weights θ1 = θ2 = 1. The tolerance in the subproblems of the solution algo-
rithms is chosen to be equal to 10−6 in the ‖ · ‖2-norm, and in the outer iterative processes is chosen
to be equal to 10−6 in the ‖ · ‖2-norm.
Table 2 gives the iteration history for the above iterativemethods and Table 3 reports the execution
times. From the tables, we can see that
(1) Algorithm 1 is better than PSOR algorithm in iteration numbers. With the growth in the dimen-
sion n of the LCP, the iterative number of Algorithm 1 changes slightly while PSOR algorithm
increases quickly.
(2) the convergence of Algorithm 1 is faster when the overlapping is larger.
Table 3
Comparison of execution times (CPU seconds).
n PSOR O
(
1
10
)
O
(
1
2
)
100 0.015 0.015 0.015
400 0.109 0.406 0.296
900 0.656 2.281 1.531
1600 2.515 7.812 5.453
2500 10.171 21.75 18.656
3600 31.328 81.125 379.125
4900 103.203 1788.77 2393.36
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