Abstract. This paper is a contribution to the development of the theory of representations of inverse semigroups in toposes. It continues the work initiated by Funk and Hofstra [3] . For the topos of sets, we show that torsion-free functors on Loganathan's category L(S) of an inverse semigroup S are equivalent to a special class of non-strict representations of S, which we call connected. We show that the latter representations form a proper coreflective subcategory of the category of all non-strict representations of S. We describe the correspondence between directed and pullback preserving functors on L(S) and transitive and effective representations of S, as well as between filtered such functors and universal representations introduced by Lawson, Margolis and Steinberg. We propose a definition of a universal representation of an inverse semigroup in the topos of sheaves Sh(X) on a topological space X as well as outline an approach on how to define such a representation in an arbitrary topos. We prove that the category of filtered functors from L(S) to the topos Sh(X) is equivalent to the category of universal representations of S in Sh(X).
Introduction
The classifying topos B(S) of an inverse semigroup S has recently obtained quite much attention in the literature [2, 3, 4, 5, 7, 16] . This topos is by definition the presheaf topos over Loganathan's category L(S) of S. There are several equivalent characterizations of this topos, cf. [2, 5, 7] . An immediate question one can ask about B(S) is "What does B(S) classify?" A direct application of well-known results [13, Theorems VII.7.2, VII.9.1] of topos theory, provides the answer: for an arbitrary topos E, the presheaf topos B(S) classifies filtered functors L(S) → E.
Theorem 1. The category of geometric morphisms from E to B(S) is equivalent to the category of filtered functors L(S) → E.
The construction of the functors establishing the correspondence in the above theorem can be found in [13] . In particular, if γ * : B(S) → E is the inverse image functor of a geometeric morphism, its composition with the Yoneda embedding L(S) → B(S) is a filtered functor, and any such a functor is obtained this way.
This answer, however, is not quite satisfactory, given that for groups the category of filtered functors G → E is equivalent to the category of G-torsors. The latter are just objects of E with a particular type of internal action of the group object obtained by
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applying the canonical constant sheaf functor ∆ to G [13, VIII.2] . This naturally raises a question of how to define S-torsors, where S is an inverse semigroup. The latter question was raised by Funk and Hofstra in [3] , where they show that, for the topos of sets, Storsors can be defined as transitive and free inverse semigroup S-sets, where an inverse semigroup S-set is a homomorphism from S to the symmetric inverse semigroup I(X). This description naturally generalizes the description of G-torsors in the topos of sets. It is mentioned (without providing details) by Lawson, Margolis and Steinberg [9] that S-torsors in the topos of sets are precisely universal representations of S defined and systematically studied in [9] .
In [3] , Funk and Hofstra proposed a way to define a notion of a semigroup S-torsor for an arbitrary semigroup S (not necessarily inverse) in an arbitrary topos. Their definition uses the concept of a semigroup S-set in an arbitrary topos. For the topos of sets, a semigroup S-set X is a homomorphism from S to the partial transformation semigroup PT (X) on X. Note that, for an inverse semigroup S, the class of semigroup S-torsors may properly contain the class of inverse semigroup S-torsors. For example, let S be a linearly ordered set considered as a semilattice. The map S × S → S given by (x, y) → ϕ x (y) = x ∧ y can be easily shown to define on S the structure of a semigroup S-torsor according to [3, Definitions 2.8, 2.14], but this is not equivalent to a transitive and free inverse semigroup S-set (if |S| > 1). It follows that the notion of an inverse semigroup S-torsor in an arbitrary topos which, for the topos of sets, produces precisely transitive and free inverse semigroup S-sets, still remains to be defined. Furthermore, the correspondence between inverse semigroup S-torsors and filtered functors on L(S), for an arbitrary topos, as claimed in [3, Theorem 3.10] , still remains to be proved.
The present paper continues the work started in [3] and is structured as follows. Section 2 provides some preliminaries needed to read this paper (as well as suggestions of the literature for further reading). In Section 3, we focus on the topos of sets and describe (possibly non-strict) S-sets, where S is an inverse semigroup, attached to classes of functors from L(S) to this topos. Some of these results were already given in [3] , but we provide detailed proofs. We introduce a class of connected non-strict S-sets and prove that they are in a categorical equivalence with torsion-free functors on L(S) (Theorem 10). We then show that connected non-strict S-sets form a proper coreflective subcategory of the category of all non-strict S-sets (Example 7 and Proposition 12). We also discuss the connection of transitive and universal S-sets with appropriate classes of functors on L(S). This in particular leads to a new perspective on the classical result due to Schein [15] on transitive and effective representations of an inverse semigroup. In Section 4 we define S-torsors in the topos of sheaves Sh(X) over a topological space X and prove that these are categorically equivalent to filtered functors L(S) → Sh(X) (Theorem 17). It follows that in the topos Sh(X) the classifying topos B(S) classifies universal S-bundles. Finally, in Section 5 we outline an approach to the notion of an S-torsor in an arbitrary topos, aiming to obtain an equivalence between S-torsors and filtered functors on L(S). Our idea is to lift S to the topos H-class-wise, that is, to consider objects ∆H, where H is an H-class of S and ∆ is the constant sheaf functor.
Preliminaries
For more complete exposition on inverse semigroups, we refer the reader to [8] , on categories to [1, 12] , and on toposes to [13, 14] .
2.1. Inverse semigroups. Let S be an inverse semigroup. By E(S), we denote the semilattice of idempotents of S. For s ∈ S we write d(s) = s −1 s and r(s) = ss −1 . These idempotents are abstractions of the notions of the domain and the range idempotents, respectively, of a partial bijection. The natural partial order on S is defined by s ≤ t if and only if s = te for some e ∈ E(S). For X ⊆ S, we write
The set X ↑ is sometimes called the (upward) closure of X. The set X is closed if X ↑ = X. For a set X, let I(X) denote the symmetric inverse semigroup on X which consists of all bijections between subsets of X (we refer to such maps as partial bijections). If s ∈ I(X) we set dom(s) and im(s) to be the domain and the image of s.
A representation of an inverse semigroup S on a set X, is an inverse semigroup homomorphism θ : S → I(X). Given a such a representation, we have a left action of S on X by partial bijections such that s · x is defined if and only if x ∈ dom(θ(s)) in which case s · x = θ(s)(x). We say that (X, θ) is a left S-set. Where θ is clear, we will write (X, θ) as simply X. Unless otherwise stated, we assume that actions are left actions, and we refer to left S-sets as S-sets. Throughout the paper, we assume that the S-sets are effective, meaning that for every x ∈ X there exists some s ∈ S such that s · x is defined.
Toposes in a nutshell
. By a topos, we restrict ourselves to a Grothendieck topos, that is, a category E that satisfies the Giraud's axioms. We refer the reader, for example, to [14, 1.1] for a detailed introduction to the notion of a topos. For our purposes, we do not need to recount the definition of a topos. It is important however to mention the following examples of toposes:
(1) The category Sets of sets and maps between sets.
(2) The category Et(X) ofétale spaces over a topological space X.
The category B(C) of presheaves of sets F : C op → Sets over a small category C. Let us look at these examples at greater detail. Anétale space over a topological space X is a triple (E, p, X) where E is a topological space and p : E → X is a local homeomorphism. A morphism (E, p, X) → (G, q, X) betweenétale spaces is a continuous map α : E → G such that qα = p. Given the well known equivalence betweenétale spaces and sheaves, the topos Et(X) is equivalent to the topos Sh(X) of sheaves over X. From the topos of sheaves Sh(X) one can recover the frame of opens of X, and thus, if X is a sober space, X itself can also be recovered [14, 13] . It follows that a topos can be thought of as a generalization of a (sober) topological space. Bearing this in mind, it is useful (for example, to interpret the definition of a point of a topos) to consider the topos Sets as an analogue of a one-point space.
Turning to the third example, a presheaf of sets over a small category C is a contravariant functor F from C to the category of sets Sets, F :
is called the translation map along α. Let F, G : C op → Sets be presheaves of sets. By a morphism from F to G, we mean a natural transformation π from F to G, that is, a collection of maps, π c : F (c) → G(c), where c runs through the objects of C, which commute with the translation maps. The topos B(C) is called the classifying topos of the small category C.
For a detailed verification that each of our examples satisfies the Giraud's axioms, we refer the reader to [14] .
2.3. The Loganathan's category L(S) and the classifying topos B(S) of an inverse semigroup S. Let S be an inverse semigroup and ≥ be the natural partial order. The set of objects of the category L(S) is defined as the set E(S) of idempotents of S. Arrows from e to f are all pairs (f, s) with s ∈ S where d(s) = e and f ≥ r(s). If (g, t) and (f, s) are composable arrows, meaning that f = d(t), their product is given as follows:
This category was introduced by Loganathan [11] in his work on the cohomology of inverse semigroups (see also Leech [10] ). The classifying topos B(S) of an inverse semigroup S is by definition the presheaf category L(S) op → Sets. In other words, B(S) equals the classifying topos B(L(S)) of the category L(S). We note that this topos admits several different equivalent descriptions, cf., e.g., [2, 5, 7] , which, however, are not needed in this paper.
2.4.
The category of elements of a functor. Let C be a small category and P : C → Sets a covariant functor. The category of elements of P is the category C P whose objects are all pairs (C, p) where C is an object of C and p ∈ P (C). Its morphisms (C, p) → (C ′ , p ′ ) are those morphisms u : C → C ′ of C for which P (u)(p) = p ′ . The category of elements C P of a contravariant functor P : C op → Sets is defined similarly.
2.5. Filtered and directed categories and functors. A small category I is called filtered if it satisfies the following axioms: (F1) I has at least one object. (F2) For any two objects i, j of I there is a diagram i ← k → j in I, for some object k.
(F3) For any two parallel arrows i ⇒ j there exists a commutative diagram k → i ⇒ j in I. Equivalently, a small category I is filtered if for any finite diagram in I there is a cone on that diagram. A small category I is called directed if it satisfies axioms (F1) and (F2) above.
A covariant functor A : C → Sets is called a filtered functor (resp. a directed functor) if its category of elements C A is a filtered category (resp. a directed category).
2.6. Geometric morphisms. Let E, F be toposes. A geometric morphism f : F → E consists of a pair of functors Since f * is a left adjoint, it commutes with colimits (by the dual to the well-known RAPL theorem [1] ). It follows from the uniqueness of adjoints that a geometric morphism f : F → E is determined by its inverse image functor f * : E → F which is required to commute with any colimits and finite limits.
Let X, Y be topological spaces and f : X → Y a continuous map. This gives rise to a functor f * : Et(Y ) → Et(X), as follows. Let (E, p, Y ) be anétale space over Y and put
Then the projection to the first coordinate π 1 : X × Y E → X is a local homeomorphism. Indeed, assume that (x, e) ∈ X × Y E and let A be a neighborhood of e such that A is homeomorphic to p(A). Then the set
The local homeomorphism π 1 is said to be obtained by pulling p back along f . We set
It is easy to see that f * preserves colimits and finite limits and thus gives rise to a geometric morphism (f * , f * ) from Et(X) to Et(Y ). For sober spaces X and Y this construction gives rise to a bijective correspondence between continuous maps from X to Y and geometric morphisms from Et(X) to Et(Y ). Thus, as toposes can be looked at as generalizations of topological spaces, geometric morphisms between toposes are generalizations of continuous maps.
2.7.
The constant sheaf functor and the global section functor. For any topos E, there is a unique (up to isomorphism) geometric morphism γ : E → Sets, given by
where 1 denotes the terminal object of E. The inverse image part γ * of γ is usually denoted by ∆ and is called the constant sheaf functor, and the direct image part γ * is usually denoted by Γ and is called the global section functor. This geometric morphism may be looked at as an analogue of the only continuous map from a topological space X to a one-element topological space.
Filtered functors and geometric morphisms.
A point of a topos E is a geometric morphism γ : Sets → E. This is parallel to looking at a point of a topological space X as an inclusion of a one-element space into X. Note that such an inclusion i : {x} → X defines a filter F in X consisting of those A ∈ X such that i(x) ∈ A. We now describe how this idea can be extended to a correspondence between points of the classifying topos of a category and filtered functors on this category.
Let C be a small category, and let A : C → Sets be a functor. We describe a construction to be found in [13] of a pair of adjoint functors f * : B(C) → Sets and f * : Sets → B(C). The functor f * is easier to define and thus we start from its description. We have f * = Hom C (A, −), where the latter is the presheaf defined for each set R and C ∈ C by Hom C (A, R)(C) = Hom Sets (A(C), R).
For a presheaf P ∈ B(C), we define f * (P ) to be the colimit
where π 1 (C, p) = C. This colimit is the set which we denote by P ⊗ C A. It is the quotient of the set C∈C (P (C) × A(C)) by the equivalence relation ∼ generated by
where we denote pu = P (p)(u) and ua
We denote the elements of P ⊗ C A by p ⊗ a and treat them as tensors where C 'acts' on P on the right and on A on the left.
The described adjoint pair (f * , f * ) is not in general a geometric morphism between toposes. By definition, it is a geometric morphism if and only if the tensor product functor f * is left exact. If this condition holds, the functor A is called flat. Flat functors can be characterized precisely as filtered functors [13, Theorem VII.6.3] .
Let Filt(C) denote the category of filtered functors C → Sets, where morphisms are natural transformations, and Geom(Sets, B(C)) the category of geometric morphisms from Sets to the classifying topos B(C) of C (or, equivalently the points of B(C)), where morphisms are natural transformations between the inverse image functors.
Theorem 2 ([13, Theorem VII.5.2]).
There is an equivalence of categories
where the functors τ and ρ are defined, for a filtered functor A : C → Sets and a point f ∈ Geom(Sets, B(C)), by
where y denotes the Yoneda embedding of C into B(C).
We remark that Theorem 2 remains valid in a wider setting where the topos Sets is replaced by an arbitrary topos E. To formulate this result, known as Diaconescu's theorem, one needs a suitable definition of a filtered functor from a small category to a topos, such that being filtered is equivalent to being flat, cf. [13, VII.8] . For our purposes, we will need filtered functors to the topos of sheaves over a topological space, which we discuss in Section 4.
2.9.
Principal group bundles and group torsors. The connection between filtered functors on a small category and geometric morphisms to the classifying topos is a well known and fundamental result in topos theory. In the special case where the category is a group, denote it by G, it is known [13, VIII.2] that the category of filtered functors G → E, where E is an arbitrary topos, is equivalent to the category of so-called G-torsors over E. A G-torsor over E is an object T of E equipped with an internal action (cf. [13, V.6]) of a group object ∆G on it which satisfies some technical conditions. We remind the reader that ∆G is the value of the constant sheaf functor ∆ : Sets → E on G. Since G has a structure of a group, ∆G inherits a structure of an internal group in E. The aforementioned technical conditions arise as an abstraction of the well-known notion of a G-torsor in the topos of sheaves over a topological space X. In this setting, a G-torsor is just synonymous with a principal G-bundle. A principal G-bundle over a topological space X can be characterized as anétale space (E, p, X) with a continuous action G × E → E over X such that
implies that g is the identity element; (iv) The action map G × E x → E x on each stalk E x is free transitive, meaning that for every a, b ∈ E x there exists some g ∈ G such that g · a = b.
A G-torsor in the topos of sets is a set X equipped with a free and transitive action of G on it. Such a set is in a bijection with G and the action is equivalent to the action of G on itself by left translations (this is a direct consequence of the elementary fact that a transitive group action is equivalent to the left action on the set of cosets over the stabilizer of any point). In particular, up to isomorphism, there is only one G-torsor in the topos of sets.
The equivalence between filtered functors G → E and G-torsors over E, together with Theorem 2, yields the result that the classifying topos B(G) classifies G-torsors in the sense that for an arbitrary topos E, there is a categorical equivalence between geometric morphisms E → B(G) and G-torsors over E. This parallels the topological result that the classifying space of G classifies principal G-bundles.
Covariant functors L(S) → Sets vs representations of S in Sets
The relationship between various classes of (possibly non-strict) representations of an inverse semigroup S in the topos of sets and covariant functors L(S) → Sets was first observed and studied by Funk and Hofstra in [3] . In particular, they observe that filtered functors on L(S) correspond to representations of S which are transitive and free. They also consider torsion-free and pullback preserving functors. In this section we prove that torsion-free functors on L(S) correspond to a class of S-sets which we call connected. We also put in correspondence directed functors on L(S) and transitive effective representations of S, providing a different approach to the classical theory due to Boris Schein [15] . Finally, we explain that filtered functors on L(S) correspond to a class of representations, called universal, which were introduced and studied by Lawson, Margolis and Steinberg in [9] .
3.1. Torsion-free functors and connected non-strict representations. A map ϕ : S → T between inverse semigroups is called a prehomomorphism if ϕ(ab) ≤ ϕ(a)ϕ(b) for any a, b ∈ S. A prehomomorphism S → I(X) will be called a non-strict representation of S. Similarly as representations correspond to S-sets, non-strict representations correspond to non-strict S-sets 1 , where the latter means a set X together with a partial map S × X → X, (s, x) → s · x, where defined, such that if st · x is defined then t · x and s · (t · x) are defined and st · x = s · (t · x). Just as S-sets, the non-strict S-sets we consider are effective.
The following constructions connecting non-strict S-sets and some covariant functors on L(S) were introduced in [3] . We give here their slightly different but equivalent description. We also provide more details and notice the property of connectedness.
Let (X, µ) be a non-strict S-set where (s, x) → µ(s, x) = s · x, where defined. For each e ∈ E(S) let Φ(X, µ)(e) be the domain of the action of e, that is to say, Φ(X, µ)(e) = {x ∈ X : e · x is defined}.
We have constructed the covariant functor Φ(X, µ) on L(S). We need to record that the functor Φ(X, µ) has one important property. We first define this property.
Assume that F : L(S) → Sets is a functor and put Ψ(F ) to be the colimit of the following composition of functors:
This colimit is, by definition, equal to the quotient set
where the equivalence ∼ on e∈E(S) {e} × F (e) is generated by (e, x) ∼ (e ′ , F (e ′ , e)(x)). The functor F is called torsion-free if (e, x) ∼ (e, y) implies that x = y. Proof. This follows from the definition of ∼ since
for any e ′ ≥ e in E and any x ∈ X such that e · x is defined.
We have therefore assigned to (X, µ) a torsion-free functor Φ(X, µ) : L(S) → Sets. We now describe the reverse direction. Assume that F is a torsion-free functor L(S) → Sets. By [e, x] we will denote the ∼-class of (e, x). For s ∈ S and α ∈ Ψ(F ) we define
If α ∈ Ψ(F ) we define (3.3) π 1 (α) = {e ∈ E : there is some (e, x) ∈ α} = {e ∈ E : e • α is defined}.
It follows that s • α is defined if and only if d(s) ∈ π 1 (α).
Lemma 4.
(1) The map α → s • α, given by (3.2), is injective on its domain.
(2) The assignment (3.2) defines on Ψ(F ) the structure of a non-strict S-set (Ψ(F ), ν).
(3) For any α ∈ Ψ(F ) and e, f ∈ π 1 (α), there are e = e 1 , e 2 , . . . , e k = f in π 1 (α) such that e i ≥ e i+1 or e i ≤ e i+1 for all admissible i.
Proof.
(1) Follows from (3.2), since F is torsion-free and thus all the translation maps are injective.
(2) We use the fact that a map ϕ : S → T between inverse semigroups is a prehomomorphism if and only if ϕ(st) = ϕ(s)ϕ(t) for any s, t such that r(t) = d(s) and ϕ(ef ) ≤ ϕ(e)ϕ(f ) for any e, f ∈ E(S). It is immediate from (3.2) that both of these conditions hold for Ψ(F ).
(3) Follows from the construction of Ψ(F ) and (3.2).
Since the set π 1 (α) is expressable in terms of the action, as is given in (3.3), we can define a non-strict S-set X, (s, x) → s · x, where defined, to be connected if for any x ∈ X and any e, f ∈ E such that e · x and f · x are defined, there is a sequence of idempotents e = e 1 , e 2 , . . . , e k = f , called a connecting sequence over x, such that e i · x is defined and e i ≥ e i+1 or e i ≤ e i+1 for all admissible i.
Example 5. If X is an S-set (that is, given by a homomomorphism), it is connected with e, ef, f being a connecting sequence between e and f over any x such that e · x and f · x are defined.
Example 6. If S is a monoid, any non-strict S-set is connected with e, 1, f being a connecting sequence between e and f , again over any x such that e · x and f · x are defined.
It is not true that every non-strict S-set is connected, as the following example shows.
Example 7. Let S = {e, f, g} be a three-element semilattice, given by the following Hasse diagram:
e f g Let X = {1, 2} and define the domains of action of e and f to be equal {1, 2}, and the domain of action of g to be equal {1} (that is, e and f act by the identity map on {1, 2}, and g by the identity map on {1}). Thus X becomes a non-strict S-set. It is however not connected, as both e · 2 and f · 2 are defined but there is no connecting sequence between e and f over 2 as g · 2 is undefined.
In view of Lemma 4, it follows that the non-strict S-set from Example 7 can not be equal Ψ(F ) for any torsion-free functor F on L(S). This indicates that the claim of [3, Proposition 3.6] can not hold true.
We now describe the correspondence between morphisms of non-strict S-sets and natural transformations of torsion-free functors on L(S). Assume we are given non strict S-sets (X, µ), (s, x) → s · x, where defined, and (Y, ν), (s,
Let f : (X, µ) → (Y, ν) be a morphism, e ∈ E and x ∈ Φ(X, µ)(e). Then f (x) ∈ Φ(Y, ν)(e) which defines a map
It is immediate that the maps f e commute with the translation maps along any (f, s) ∈ L(S) and thus define a natural transformation f : Φ(X, µ) → Φ(Y, ν). We set Φ(f ) = f .
In the reverse direction, let F and F ′ be torsion-free functors L(S) → Sets and let α : F → F ′ be a natural transformation. Let α(e) denote the component of α at e. Further, let ∼ denote the congruence on the set e∈E(S) {e} × F (e) which defines the set Ψ(F ), and ∼ ′ denote a similar congruence which defines the set Ψ(F ′ ).
Lemma 8. Let x ∈ F (e), y ∈ F (f ) and (e, x) ∼ (f, y). Then (e, α(e)(x)) ∼ ′ (f, α(f )(y)).
Proof. Without loss of generality, we may assume that e ≤ f and that y = F (f, e)(x). Since compotents of α commute with the translation maps, we can write
which yields that (e, α(e)(x)) ∼ ′ (f, α(f )(y)).
The proved lemma shows that the assignment [e, x] → [e, α(e)(x)] results in a welldefined map α : Ψ(F ) → Ψ(F ′ ).
Lemma 9. The map α is a morphism of non-strict S-sets.
Proof. Let the structure of an S-set on Ψ(F ) (defined in (3.2)) be given by (s, α) → s • α, where defined, and that on Ψ(F ′ ) be given by (s, α) → s * α, where defined. Let s ∈ S and assume that s • [e, x] is defined. We may then assume that e = d(s).
is defined, too. The proof is completed by the following calculation using the fact that components of α commute with the translation maps:
We set Ψ(α) = α. Let Repr(S) denote the category of all non-strict S-sets, ConRepr(S) the category of all connected non-strict S-sets and TF(L(S)) the category of torsion-free functors on L(S).
It is routine to verify that the assignments Φ : Repr(S) → TF(L(S)) and Ψ : TF(L(S)) → ConRepr(S) are functorial. We denote the restriction of the functor Φ to the category ConRepr(S) by Φ ′ . We obtain the following result.
Theorem 10. There is an equivalence of categories

ConRepr(S)
Φ ′ − −−− → ← −−− − Ψ
TF(L(S)).
Proof. Let F : L(S) → Sets be a torsion-free functor and show that F is naturally isomorphic to the functor ΦΨ(F ). By construction, for e ∈ E we have ΦΨ(F )(e) = {[e, x]
: e · x is defined}.
Clearly, the maps τ e : x → [e, x], x ∈ F (e), e ∈ E, are bijections. In addition, these maps commute with the translation maps because for any arrow (f, s) in L(S), we have
It follows that we have constructed a natural isomorphism τ : F → ΦΨ(F ). In the reverse direction, let (X, µ) be a connected non-strict S-set, where (s, x) → s · x, where defined. The elements of the set ΨΦ(X, µ) are equivalence classes [e, x] where e ∈ E and e · x is defined. We define the map
Since µ is effective, there exists an s ∈ S such that s · x is defined. But then d(s) · x is defined, as well, which implies that the map β µ is surjective. To show injectivity of β µ , we note that the condition [e, x] = [f, x] is equivalent to the claim that there is no connecting sequence between e and f , which does not happen as µ is connected. We obtain that the non-strict S-set ΨΦ(X, µ),
, where defined, is equivalent to (X, µ). Indeed, s • [e, x] is defined if and only if s · x is defined, and in the case where s · x is defined we have the equality
Moreover, this equivalence is natural in (X, µ).
Corollary 11 ([3]). The category of S-sets is equivalent to the category of pull-back preserving functors on L(S).
Proof. The statement follows from Theorem 10 using the facts that any S-set is connected, and that a non-strict S-set (X, µ) is strict if and only if µ(ef ) = µ(e)µ(f ) for any e, f ∈ E(S).
We now establish a relationship between all non-strict S-sets and those of them which are connected. Recall that a subcategory A of a category B is called coreflective if the inclusion functor i : A → B has a right adjoint. This adjoint is called a coreflector.
Proposition 12. The category ConRepr(S) is a coreflective subcategory of the category Repr(S). The coreflector is given by the functor ΨΦ.
Proof. Let (X, µ) be a non-strict S-set. Just as in the proof of Theorem 10, we have the map β µ : ΨΦ(X, µ) → X given by (3.4) . This map is surjective, and is injective if and only if µ is connected. We show that the functor ΨΦ is a right adjoint to the functor i : ConRepr(S) → Repr(S) where the maps β µ are the components of the counit
Let (X, µ) be any connected non-strict S-set, (Y, ν) be any non-strict S-set, and
a morphism. To define the morphism
let x ∈ X and e ∈ E(S) be such that µ(e)(x) is defined. Then it follows that ν(e)(f (x)) is defined, as well. We set
For brevity, in this proof, we write s·x for µ(s)(x), s•x for ν(s)(x) and s * x for ΨΦ(ν)(s)(x). Note that if h · x is defined where h ∈ E(S) then h • f (x) is defined, and an induction shows that (e, g(x)) ∼ (h, g(x)) follows from (e, x) ∼ (h, x), where the latter equivalence holds because µ is connected. Therefore, the map f is well-defined. Let us show that f is a morphism of non-strict S-sets. Assume that s · x is defined. This is equivalent to that
] is defined as well, and applying (3.2) we have
On the other hand, f (s · x) = [r(s), g(s · x)] holds by (3.5) . All that remains is to note that the equality g = β ν f is a direct consequence of the definitions of f and β ν .
Transitive representations of S as directed functors on L(S).
An S-set (X, µ) is called transitive if for any x, y ∈ X there is s ∈ S such that µ(s)(x) = y.
Proposition 13. The equivalence in Corollary 11 restricts to an equivalence between the category of transitive S-sets and directed pullback preserving functors on L(S).
Proof. Let (X, µ), (s, x) → s · x, if defined, be a transitive S-set. We show that the functor Φ(X, µ) is directed. Let (e, x) and (f, y) be objects of the category of elements L(S) Φ(X, µ) of Φ(X, µ) and s ∈ S be such that s · x = y. We put t = f se and observe that t · x = y and also d(t) ≤ e, r(t) ≤ f . Observe that (d(t), x) is an object of the category L(S) Φ(X, µ).
Φ(X, µ). Since t · x = y, the arrow (f, t) is an arrow from (d(t), x) to (f, y) of the category L(S) Φ(X, µ). It follows that the functor Φ(X, µ) is directed.
In the reverse direction, assume that the functor Φ(X, µ) is directed and let x, y ∈ X. Let e, f ∈ E(S) be such that e · x and f · y are defined (such e and f exist since X is effective: for some s we have that s · x is defined, but then d(s) · x is defined, as well). Since the category L(S) Φ(X, µ) is directed, there are z ∈ X and g ∈ E(S) such that g · z is defined, and in the category L(S) Φ(X, µ) there are arrows (e, x)
Likewise, the arrow (g, z) → (e, x) is an arrow (e, t) in L(S) from g to e such that t · z = x. It follows that st −1 · x = y which implies that the action is transitive.
We now briefly recall the classical result due to Boris Schein [15] (see also [6, 9] ) of the structure of transitive S-sets 2 . An inverse subemigroup H of S is called closed if it is upward closed as a subset of S, i.e. H ↑ = H. Let H be a closed inverse subsemigroup of S. A coset with respect to H is a set (xH)
↑ where d(x) ∈ H. Let X H be the set of cosets with respect to H. Define the structure of an S-set on X H by putting s · (xH) ↑ is defined if and only if (sxH) ↑ is a coset in which case
The obtained S-set X H is transitive and any transitive S-set is equivalent to one so constructed.
Remark 14. It follows that Proposition 13 provides a link, which was not previously explicitly mentioned in the literature, between closed inverse subsemigroups of S and directed and pullback preserving functors on L(S).
Universal representations and filtered functors on L(S)
. Let H be a closed inverse subsemigroup of S. Recall that a filter in a semilattice is an upward closed subset F such that a∧b ∈ F whenever a, b ∈ F . Since the meet in E(S) coincides with the product of idempotents, it follows that E(H) is a filter in E(S). Since H is closed, H ⊇ E(H) ↑ 2 We recall our convention that all S-sets are effective.
always holds. On the other hand, for any filter F in E(H) we have that F ↑ is a closed inverse subsemigroup of S.
An S-set (X, µ) is called universal [9] , if it is equivalent to a representation of S on cosets with respect to a closed inverse subsemigroup F ↑ , where F is a filter in E(S). It is called free, if the equality µ(s)(x) = µ(t)(x) implies that there is c ≤ s, t such that µ(c)(x) = µ(s)(x). Transitive and free S-sets are defined in [3] as S-torsors. The following result is mentioned without proof in [9] . We provide a proof for completeness.
Proposition 15. An S-set (X, µ) is an S-torsor if and only if it is universal.
Proof. Let (X, µ), (s, x) → s · x, where defined, be an S-set. Let x ∈ X and put H = {s ∈ S : s · x is defined and s · x = x}.
Then H is a closed inverse subsemigroup of S, and (X, µ) is equivalent to the structure of an S-set, (X H , ν), given in (3.6), on the set X H of cosets with respect to H. We may thus assume that (X, µ) = (X H , ν).
Assume that (X H , ν) is an S-torsor. We show that H = E(H) ↑ . It is enough to verify that H ⊆ E(H) ↑ . Let s ∈ H. Since (X H , ν) is free, the equalities
imply that there is some c ≤ s, d(s) such that c · x = x. Therefore c ∈ E(H) and s ≥ c, so that we have the inclusion H ⊆ E(H) ↑ . Conversely, assume that (X H , µ) is universal and let s, t ∈ S and x ∈ X H be such that s · x = t · x. Then there are some e, f ∈ E(H) such that s ≥ e, t ≥ f such that e · x and f · x are defined, and then of course e · x = f · x = x. We put h = ef . Then s, t ≥ h and h · x = x, so that (X H , µ) is an S-torsor.
The following result follows from Proposition 15 and [3, Proposition 3.9] stated there without proof.
Proposition 16. The equivalence in Proposition 13 restricts to an equivalence between the category of universal S-sets and the category of filtered functors on L(S). Consequently, the category of points of the topos B(S) is equivalent to the category of universal S-sets.
Proof. Let (X, µ) be a universal S-set. Assume that we have two objects (e, x) and (f, y) and two arrows (e, x) (f,s)
in the category of elements L(S) Φ(X, µ). This implies that d(s) = d(t) = e and s · x = t · x = y. Since (X, µ) is free, there is c ≤ c, s such that c · x = y. Since c ≤ s we have that c = sg for some g ∈ E(S) where we may assume that g ≤ e. Then d(c) = g. This and c ≤ t yield that c = tg. It follows that there is an arrow
is commutative. Therefore, the functor Φ(X, µ) satisfies axiom (F3) from the definition of a filtered functor (see Subsection 2.5). It satisfies (F1) and (F2) due to Proposition 13, since universal S-sets are transitive.
Conversely, let (X, µ) be an S-set such that the functor Φ(X, µ) is filtered. Assume that s, t ∈ S and x ∈ X are such that s · x = t · x. Let e = d(s)d(t) and h = r(s)r(t). Then hse · x = hte · x and also d(hse) = d(hte), r(hse) = r(hte). We put p = d(hse) and q = r(hse). It follows that in the category L(S) Φ(X, µ) we have two parallel arrows in the category L(S) Φ(X, µ). This means that hsea = htea. Then hser(a) = hter(a) and also hser(a) · y = hter(a) · y = z, which proves that (X, µ) is free. Applying Proposition 13 (noting that filtered functors preserve pullbacks) and Proposition 15, we conclude that (X, µ) is an S-torsor.
Principal bundles over inverse semigroups
In this section, we obtain an equivalence between the category of universal representations of an inverse semigroup onétale spaces over a topological space X and the category of principal L(S)-bundles over X. This extends the well known result for groups [13, VIII.1, VIII.2], and also is an analogue of Proposition 16, if in the latter one replaces the topos of sets by the topos Sh(X).
The following definition is taken from [14] . Let X be a topological space and C a small category. A functor E : C → Sh(X) is called a C-bundle. If E : C → Sh(X) is a C-bundle, α : c → d is an arrow in C and y ∈ E(c), we put
A C-bundle E is called principal, if for each point x ∈ X the following axioms are satisfied by the stalks E(C) x : (PB1) (non-empty) There is an object c of C such that E(c) x = ∅; (PB2) (transitive) For any y ∈ E(c) x and z ∈ E(d) x , there are arrows α : b → c and β : b → d for some object b of C, and a point w ∈ E(b) x , so that α · w = y and β · w = z.
(PB3) (free) For any two parallel arrows α, β : c ⇒ d and any y ∈ E(c) x , for which α · y = β · y, there exists an arrow γ : b → c and a point z ∈ E(b) x so that αγ = βγ and γ · z = y. Principal C-bundles are known to coincide with filtered functors from C to the topos Sh(X). It is immediate that given a principal C-bundle E : C → Sh(X) and x ∈ X, the induced restriction to stalk functor E x : C → Sets, c → E(c) x , is a filtered functor.
For two principal C-bundles E and E ′ , a morphism from E to E ′ is simply a natural transformation ϕ : E → E ′ , that is, a collection of sheaf maps ϕ c : E(c) → E ′ (c), where c runs through objects of C, such that for each arrow α : c → d in C and each y ∈ E(c) we have that ϕ d (α · y) = α · ϕ c (y). We have therefore defined the category Prin(C, X) of principal bundles over C.
In the case where C is Loganathan's category L(S) for an inverse semigroup S, we will call a principal bundle over L(S) a principal bundle over S and the category Prin(L(S), X) the category of principal bundles over S. We will write Prin(S, X) for Prin(L(S), X).
We now define the notion of a universal S-set in the topos Sh(X). Let π : E → X be anétale space and assume that a structure of an S-set (E, µ), (s, x) → s · x, if defined, is given on E such that the following conditions are met:
(U1) (effective on each stalk) For any x ∈ X, there is at least one point e ∈ E x such that s · e is defined for some s ∈ S (this in particular implies that all stalks are non-empty, that is, the map π is surjective). (U2) (domains are open) For any s ∈ S the set {e ∈ E : s · e is defined} is open. (U3) (stalks are invariant) For any s ∈ S and e ∈ E, if s · e is defined then π(s · e) = π(e). (U4) (universal on stalks) For any s ∈ S and x ∈ X, (E x , µ| S×Ex ) (which is well-defined by (U3)) is a universal S-set. (U5) (continuous) The partially defined map S × E → E, (s, x) → s · x, is continuous (S is considered as a discrete space and S × E as a product space). It is easy to see that (U4) implies (U1), so that (U1) may be omitted from the above list.
Let π : E → X, π ′ : E ′ → X beétale spaces and (E, µ), (s, e) → s · x, if defined, (E ′ , ν), (s, e) → s • x, if defined, be universal S-sets in the topos Sh(X). A morphism
is defined as a morphism f : E → E ′ ofétale spaces (that is, a continuous map such that π = π ′ f , cf. [13] ) which is simultaneously a morphism of S-sets (that is, if s · e is defined then s • f (e) is defined and f (s · x) = s • f (x)). We denote the category of universal S-sets in the topos Sh(X) by Univ(S, X).
Theorem 17. There is an equivalence of categories
Proof. We begin with the construction of the functor τ : Prin(S, X) → Univ(S, X).
Let E : L(S) → Sh(X) be a principal bundle over X and x ∈ X. We first describe the colimit sheaf E ∈ Sh(X). By definition, for each x ∈ X we have a filtered functor f x : L(S) → Sets obtained by restricting E to the stalks over x. We now apply the functor Ψ to each f x . Proposition 16 ensures us that each Ψ(f x ) is a universal S-set. Note that each of the sets Ψ(f x ) is non-empty by (PB1). As the stalks of the colimit sheaf are colimits of stalks, we may set
to be a disjoint union of all the sets Ψ(f x ). The projection map
We may identify each space E(e) with its image under the inclusion into E. The colimit topology on E is the finest topology which makes all inclusion maps E(e) ֒→ E continuous. The base of this topology is formed by the sets A ⊆ E such that A ⊆ E(e) for some e. The structure of an S-set, (s, y) → s * y, where defined, on E is induced by the structures of S-sets on each on Ψ(f x ), given by (3.2).
We now prove that for each s ∈ S the set
and A be a neighbourhood of y in E. Since the inclusion map i :
is open. Using the fact that the translation maps are continuous, it is routine to verify that the partially defined map S × E → E, (s, x) → s · x, is continuous.
We now define τ on morphisms. Let E and E ′ be principal S-bundles and ϕ : E → E ′ be a natural transformation. The family of continuous maps E(e) → E ′ (e) for each e ∈ E(S) and the construction of E yield a continuous map τ (ϕ) : E → E ′ which obviously satisfies the definition of a morphism of universal representations.
We now turn to the construction of the functor ρ : Univ(S, X) → Prin(S, X). Let p : E → X be anétale space and ( E, µ), (e, x) → e * x, if defined, a structure of an S-set on E which satisfies (U1) -(U5). We fix e ∈ E(S) and let E(e) = {y ∈ E : e * y is defined}.
Define p e : E(e) → X to be the restriction of the map p to E(e). Clearly, p e is a local homeomorphism. By Proposition 16, for each x ∈ X, the restriction of * to E x gives rise to a filtered functor Φ( E, µ) x : L(S) → Sets and it is routine to verify that these give rise to a filtered functor ρ(p : E → X) : L(S) → Sh(X).
To define ρ on morphisms, we observe that a morphism ψ : E → E ′ of universal representations yields a family of maps E(e) → E ′ (e) for each e ∈ E(S). By construction, these maps are continuous and are components of a natural transformation from ρ(E) to ρ(E ′ ).
It follows that S-torsors in the topos Sh(X) can be defined as universal S-bundles. As a direct consequence of Theorem 10 and an analogue of Theorem 2 for the topos Sh(X), we obtain the following result.
Corollary 18. The category of geometric morphisms Geom(Sh(X), B(S)) is equivalent to the category Univ(S, X) of universal S-bundles in the topos Sh(X).
Example 19 (A universal bundle associated with the groupoid of filters of S). Let S be an inverse semigroup. A filter in S is a filter with respect to the natural partial order in S, that is, a nonempty subset F of S such that (F1) a ∈ F and b ≥ a imply that b ∈ S; (F2) if a, b ∈ F then there is c ∈ F such that c ≤ a, b.
Let E = E(S) andÊ denote the set of filters in E. We topologizeÊ by letting the sets
where s runs through S and their complements, to form a subbase of the topology. A filter F in E defines a semilattice homomorphism ϕ F : E → {0, 1} such the inverse image of 1 is F , and conversely, any semilattice homomorphism ϕ : E → {0, 1} defines a filter ϕ −1 (1) in E. These assignments are mutually inverse, so that the elements ofÊ can be equivalently looked at as non-zero semilattice homomorphisms E → {0, 1}, called semicharacters. Identifying filters with their correspondent semi-characters, the topology onÊ coincides with the subspace topology of the product space {0, 1} E where {0, 1} is a discrete space. The spaceÊ is known as the filter space or the semi-character space of S.
Let G denote the set of filters in S. It is topologized by letting the sets T (s) = {F ∈ G : s ∈ F }, be a subbase of the topology. The connection between filters in S and filters in E was studied in detail in [9] . If F ∈ G, the assignment d(F ) = {d(a) : a ∈ F } ∈Ê defines a map d : G →Ê which is a local homeomorphism (in fact, this is the domain map of the groupoid of filters of S).
We have an action of S on each stalk G F of theétale space (G, d, X) which is just the universal action of S on the set of cosets with respect to the closed inverse subsemigroup F ↑ . It is routine to verify that these actions define on G the structure of a universal Sbundle which is natural to call the universal bundle associated to the domain map of the groupoid of filters of S.
On internalisation of an inverse semigroup action
Let E be a topos and S an inverse semigroup. We are interested in defining a notion of an S-torsor in E in such a way that S-torsors are equivalent to filtered functors L(S) → E. More generally, we are interested in connecting wider classes of internal actions in E with classes of functors L(S) → E (such as pullback preserving functors, or torsion-free functors). It is desirable to develop a notion which generalizes the group case [13, VIII] , given that in the toposes Sets and Sh(X) there are very natural characterisations of inverse semigroup torsors.
We now outline a possible approach to the definition of an S-torsor in an arbitrary topos E. The idea is to apply the constant sheaf functor ∆ to H-classes of S. This approach evidently generalizes the notion of an internal action of a group (as a group has only one H-class) and it is very well-adjusted to establishing the needed correspondence with filtered functors L(S) → E.
Let e, f ∈ E(S) be such that e D f . By H(e, f ) be denote the H-class of S which consists of all s ∈ S satisfying d(s) = f and r(s) = e. Note that any H-class of S is of the form H(e, f ) for some e D f . We can bring all the sets H(e, f ) up to E by considering their images ∆H(e, f ) under the constant sheaf functor ∆.
Let A : L(S) → E be a filtered functor. We can construct the colimit object X of the composite of the functors
E(S) → L(S)
A → E. In particular, all objects A(e) are subobjects of X . Therefore, a morphism A(e) → A(f ) in E can be thought of as a "partial" morphism of X . Note that if S is a monoid with unit 1 then we have X = A(1). The restriction of A to E(S) gives us a functor E(S) → E. If S is a group, this functor just selects an objects in E, in particular, the object X . Reasoning similarly as in [13, p.432] , we see that for each H-class H(e, f ) the functor A gives rise to a map We recall that every morphism in L(S) is a composition of some (r(s), s) and some (e, f ), where e, f ∈ E(S). Therefore, a functor A : L(S) → E is determined by its restriction to E(S) and by translations along isomorphisms (r(s), s). The restriction of A to E(S) in the group case degenerates to selecting an object in E, so it is natural to keep this restriction as a part of the definition of an S-torsor in E. The translations along isomorphisms can be internalized using (5.1), (5.2) and (5.3). The definition of being filtered can be also reformulated.
An important task for future investigation is to develop a general theory of actions of inverse semigroups in toposes.
