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ABSTRACT 
' The use of computer·generated sequences of random numbers bas 
become so conunonplace in simulation and Monte Carlo applications that 
frequently such random number generators are accepted and used with 
insufficient knowledge of their statistical properties. There are 
many statistical tests one could use and indeed much testing of such 
nature has been done on random number sequences. However, little has 
been done in testing sequences for cyclic components (other than 
determining the period of the generator). For example, if a proposed 
simulation involves many replications of an experiment, each replica-
tion using k random numbers, then the random number generator to be 
used should be tested for cyclic components on the order of one cycle 
every k numbers. 
Serial correlation tests have been described that could be used 
to look for such cyclic components; however, the techniques of 
spectral analysis provide a natural method of searching for these 
cycles. Indeed, it has been shown (reference [5], pp. viii-x) that 
there are good mathematical and statistical reasons for preferring 
such methods of analysis. Hence, the purpose of this paper is to show 
how spectral analysis can be applied to random number generators to 
search for cyclic components. In addition, these techniques are used 
to clearly illustrate the fact that the global and local properties 
of random number sequences need not be similar and further that the 
local properties may vary significantly throughout the sequence. 
1 
., 
-
I 
l 
---
············-····························· 
',-·,'- ,,,_ .. ! .,,~,,:··· ,:,y-;( .,, • ., •. ,,.-·-,\·- ; 
· r. o ·· Bacltgrouna 
CHAPI'ER I 
INTRODUCTION 
The statistical concept of a random number does not admit to 
precise definition. In ordinary usage, the word random implies the 
lack of a regular plan or purpose, the lack of a definite aim. When 
used as an adjective, with the word'number: Webster(!) defines it to 
" mean, having the same probability ~f occur.ring as every other member 
of the set." 
In statistics, it would be more descriptive to call them random 
sampling numbers, for this is the use to which they are put. For 
example, Monte Carlo techniques are based upon estimating the expected 
value of a random variable by means of sampling from the appropriate 
distribution. <2 > 
A simple example of the Monte Carlo method is the evaluation of 
the following definite integral: 
a J f(x) dx; 
0 
O ~ f(x) ~.a. (1.0) 
One takes pairs of numbers, (m,n), which are uniformly distrib-
uted between zero and one. A random variable Y is assigned the value 
one if f(am) ~ an and zero otherwise. The expected value of Y is 
a 
-;f J er f(x) dx 
0 
1. Webster's Third New International Dictionary, (1961) 
.. G. and C. ~1erriam Company. 
" " I 2. Bauer, \Y. R., The l\1onte Carlo Method, J. Soc. nd. 
Appl. Math. (1958) pp. 438-451. 
' 
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•;..'• 
By using k pairs of numbers, a sample of k observations on Y is 
obtained. 2 Then, a times the sample mean is an estimate of the value 
of the integral • 
Whether the numbers used are obtained from a table such as 
RAND'S table of a million digits, (J) from some physical source (e.g., 
radioactive decay, or drawing numbers from a hat), or by an arithmetic 
process, the set of numbers used is regarded as a sequence of numbers, 
X • 
n 
(The numbers are indexed in the order of 
their use.) This notation is convenient when ascribing statistical 
properties to the numbers. 
It is interesting to note that if unbiased estimates of the 
integral, (1.0) are desired, the sequence of numbers used must have 
the property given in Webster's definition, i.e., all the numbers 
O ~ x ~ a should have an equal probability of appearing in these-
quence. However, an additional requirement must also be imposed, 
namely, that pairs of successive numbers (that constitute each pair, 
m and n) should be uncorrelated. For if there were correlation 
between m and n, it would be impossible to obtain an unbiased sample 
of points. 
This illustrates the idea that before sequences of numbers are 
actually used, conditions should be impose1 on them as dictated by 
... 
the statistical model of the problem. These conditions are those 
which minimize the bias such sequences could cause in the results. 
This is particularly true when sequences ~btained in a deterministic 
3. RAND, Corp., A Million Random Digits With 100 1 000 Normal 
Deviates, Free Press, Glencoe, Illinois, (1955). 
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manner are used to produce random effects. , 
However, it is more realistic to look for random sequences that 
are suitable for use in a wide variety of applications, so that in-
dividual considerations are necessary only in special applications. 
This means that a more or less fixed set of conditions are extablished 
to determine acceptable sequences. Some general statistical concepts 
of random number sequences are needed from which such conditions (or 
tests) can be developed. ( 4) For as Kendall and Babington-Smith said, 
''We cannot hope to define a random samvle in terms of the properties 
of the sample itself, but only as a member of a class of samples." 
No sequence of numbers can be said to be random unless it is consid-
,_ 
ered as one of a set of such sequences. 
1.1 Definition of Random Sequence 
The model to be postulated for a random sequence of numbers 
(5) parallels that postulated for a random sequence of digits by Good. 
A random sequence, {x} is a finite sequence of numbers of the i 
form: 
(1.1) 
where xi e T and Tis some subset of the non-negative numbers such 
that: 
1. given a and j, the probability that xj = a (a e T, j = O, 
1, ... , N) is say, P, where P is independent of j and a a 
p = 1. a 
4. Kendall, M. G. and Babington-Sn1ith, B., "Randomness and 
Random Sampling Numbers,"-!!_! Ro:yal Stat. Soc. (1938) p. 154. 
5. Good, I. J., "The Serial 'fest for Sampling Numbers and 
Other Tes ts :for Handomness," Proc. Cambridge Phil. Soc. 1 (1953) p. 276. 
4 
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11. the probab-ility is p eve·n if some or all of the other a ... 
'h'WDbers in. [xi} are known. 
---~-- ___ _., -·------- ------~·-· -- . .. --- J 
The distribution of the statistics to be discussed in Chapter III 
are worked out based on the null hypothesis that the given sequence 
is a random sequence as defined above, with p = k for all a e T. 
a 
There is one very important necessary condition that is not 
statistical in nature but which must be satisfied by any proposed 
detenninistic method of generating random numbers. 
This is that many numbers should be produced before the sequence 
repeats. For example, a sequence that produces the same set of 50 
numbers over and over again would clearly be unacceptable, as would 
a sequence that degenerates to producing the same number over and 
over again. The desirable property is that the sequence have a long 
period, that is many numbers should be generated before exact repeti-
tion occurs. 
1.2 Uses of Random Numbers 
In the past decade, simulation in its various forms has estab-
lished" itself as an OR technique; however, it is a young method still 
in its development stages. Applications of simulation have far out-
paced research into its methQdology. Hence, many applications are 
not as effective as desired. 
Methods ·involving chance processes (Monte Carlo methods) are used 
in many simulations. Fundamental to such chance processes is the 
concept of random drawings of samples from specified probability 
di-st ribut ions. It is in the drawing of such samples that sequences 
of random numbers are used. 
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Simulations usually involve sampling from more than one dis-· 
-tribution. The more complex the simulation, the greater the number 
of distributions involved. For example, job shop simulations may 
involve many distributions such as: 
a. Distribution of machine service times. 
b. Distribution of job arrivals. 
c. Distribution of machine breakdown times. 
d. Distribution of repair times • 
.... 
e. Distribution of job routings. 
With many types of machines involved, there could be many dif-
ferent distributions of each type above. 
In applications involving k random variables, it is likely that 
th 
every k random number will be assigned to the same variable. It 
then becomes important to consider.cyclic properties of random number ·~ 
sequences. In effect, it is necessary to consider the randomness of 
certain subsets of the sequence, namely, those subsets obtained by 
th taking only every k .. number. 
For example, suppose a sequence has a pronounced cyclic· compo- ··: 
nent on the order of 10 numbers per cycle. That is, if xj is low, 
xj+lO 1s apt to be low and if x1 is high, so is xi+lo· If this 
sequence were used in an application involving ten variables, where 
every tenth number is usually associated with the same variable, 
chances of obtaining unbiased results would be poor. 
Simulations may involve many replications of an experiment so 
that the system under study can be subjected to a wide range of pos-
sible inputs. In this way, the system can b~pefully be exercis~ 
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more realistically and the results· obtained will more closely reflect 
what will happen to the real system. Suppose that each replication 
used k random numbers and the generator to be used has a pronounced 
cyclic component on the order of one cycle every k random numbers. 
If such were the case, the generator could cause a false unifonnity 
•' 
~f results from each replication. 
In large scale simulations, such considerations require that 
careful attention be given the choice of random number generators. 
~rtainly a generator should not be used in large scale problems 
just because it has proven satis{actory in smaller applications. 
With the· rapidly e~~-and ing interest in large scale simulations today 
·' 
comes the need for more complete study of the random number sequences 
used, particularly of the cyclic properties of the sequences. 
It is likely that there will also be applications in which it 
is desired that the random number sequence have a pronounced cyclic 
component without having exact periodicity of this frequency. For 
example, it may be required that a sequence produce a seasonal effect 
by having a cyclic component that repeats every k numbers: k being 
determined by the problem. 
Thus, there is reason to test these generators,for cyclic 
properties. The techniques of spectral analysis provide an easily 
understood method of testing these generators for cyclic components. 
t "···. ") 
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CHAPl'ER II 
-~ 
IWfDOM NUMBER o•RATORS 
2.0 Definition 
The random number generators referred to in this paper are those 
. 
'\ ,/· arithmetical processes used in stored program computers that generate 
numbers as they are used. The numbers are the result of a deter-
ministic process but are called random because they exhibit the prop-
erties expected of a random sequence. This is a very important 
concept underlying the testing and use of random numbers and will be 
mentioned again later. 
Because of their deterministic nature, t~ese methods of genera-
ting random numbers are often called pseudo-random number generation 
th d Lehmer (G) described d d me o s. a pseu o-ran om sequence as: 
"A vague notion embodying the idea of a sequence in which 
each tennis unpredictable to the uninitiated and whose 
digits pass a certain number of tests, traditional with 
statisticians and depending somewhat on the uses to which 
the sequence is to be put. " 
Even though the sequence of numbers is completely deterministic, 
the sequence will be considered to have a statistical nature so that 
;-' ~·, 
suitable generators can be separated from unsuitable ones. This is 
not an altogether new point of view. As Dobell and Hu11<7 > pointed 
out: 
" As a matter of fact the situation is not so very different 
from 'r~dom processes' like the rolling of dice. At least 
from the point of view of Newtonian mechanics, the rolling 
6. " Lehmer, D. H., Mathematical Methods in Large Scale 
'' u Comp11ting Units, Annals Compo Labo, Harvard niv., (1951) pp. 141-146. 
,1 
7. Dobell, A~ R. and Hull, T. E., "Random Number Generators," 
The SIAM Review, 6. (1962) p. 239. 
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of dice is completely deterministic. Nevertheless, much 
of what happens is adequately described by a probabilistic 
model." 
2.1 Types of Generators 
There are three general methods of obtaining random numbers for 
use in computers; arithmetical methods, physical methods, such as 
... 
radioactive decay, and the use of prepared tables. 
Aritlunetical methods have several advantages over the other 
' 
methods which make them ~1re popular when large quantities of numbers 
are used. 
a. Arithmetical methods require no input tim~ and a minimum 
of internal storage, as compared to the use of prepared 
tables. 
b. Random number sequences produced by physical methods 
cannot be reproduced exactly or restarted from any 
desired point in the sequence. The sequence cannot 
be checked before use unless one stores the output 
(which then makes this more of a prepared table method). 
The congruential methods described in the next section are most 
popular, although the mid-square method is also used. (B) However, 
there is no way of detennining the period of a mid-square gene~ator 
in advance and in many cases, the sequence degenerates to zeros. 
8. 
.r-··· 
... ·~ 
~ 
In the mid-square method, a k-digit number is squared 
and the middle k digits of the produce are extracted 
as the desired random number. This number is then 
squared to give the next, and so on. 
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2.2 Method of Generation 
The congruential method of generating random numbers can be 
described as follows: 
Choose four non-negative integers, m, a, c, x..; ·where m 
0 
is the largest. A sequence {xi) of integers is formed 
by means of the congruence relation 
x = ax 1 + c (mod m). n n-
ln words, this means that x is the remainder, 0 ~ x < m, when n n 
(2.0) 
ax 1 + c is divided by m. mis called the modulus, a the multi-n-
plier, c the additive constant, and x the starting value. To obtain 0 
numbers in the interval (0, 1), each xi is divided by m. 
To avoid division 1 mis usually chosen to be a power of 2 in 
a binary machine and a power of 10 in a decimal machine. Further 
discussion will be limited to these values of m. 
When c = O, (2.0) is called the multiplicative congruential 
method (or power residue method), otherwise, it is called the mixed 
congruential method. 
It can be shown(g) that (2.0) will generate all the integers 
from .0 to m-1 (have period m) if the following conditions hold. 
a. c is relatively prime tom. 
b. a= 1 (mod p) if pis a prime factor of m. (lO) 
c. a=· 1 (mod 4) if 4 is a factor of m. 
If c = 0 it is not possible to obtain the full period m, but 
conditions on a and x have been develope_d that will give the maximum 0 
9. Dobell and Hull, op. cit., p. 233. 
10. a= b (mod c) means that a-bis divisible by c. 
10 
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· . (11) possible period. 10 For example, if m = 10 , any x not divisible 0 
'' by 2 or 5 and any multiplier a of the fonn 200k ± r, where r is any 
of the integers 3, 11, 13, 19, 21, 27, 29, 37, 53, 59, 61, 67, 69, 
8 77, 83, 91, will produce 5 x 10 numbers before repeating. 
l,--
Clear ly, there are n1any choices of parameters av ai lab le that will 
give long periods. However, this is only the first consideration. 
Various statistical tests are applied to these sequences to see if 
they meet other important conditions. These are discussed in the 
next chapter. 
11. International Business Machines Corp., Random Number 
Generation and Testing, Reference Manual, C-20-8011, 
New York (1959) 
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CHAPrER III 
DF.SCRIPrION AND USAGE OF STATISTICAL T~TS 
A few of the popular statistical tests are described in order to 
illustrate the extent to which proposed random number generators are 
tested to determine whether or not they display the desired qualities 
of randomness. A description of how these tests are used is included 
since the same principles will be used in applying the techniques of 
spectral analysis to the testing of random number generators. 
3.0 Frequency Test 
It is natural to require the sequence of numbers to be uniformly 
distributed. The frequency test first proposed by Kendall and 
Babington-Smith(l2) is most commonly used. In this test, the range 
is divided into k equal intervals. The count, fi, of numbers in the 
th i interval is then obtained from the sequence (of length n). The 
statistic, 
k 
~ k I n - (f ->a (3.0) - n k ' 
i=l 
has the chi-squar·e distribution with k-1 degrees of freedom if the 
sequence is a random sequence as defined in Chapter I. 
In using this test (as well as the other to be described) it is 
desired that the sequence appear to be a random sequence. If the 
statistic, (3.0), computed from the sample does not appear to have 
the chi-square distribution, then the sequence is said to be un-
acceptable for use as a random number generator. 
Since the generators mentioned in Chapter II have very long 
periods, the entire sequence is not tested. In fact, it is the lotal 
12. Kendall and Babington-Smith, op. cit. 
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properties of the sequence that are of interest anyway. Obviously, 
a generator that produces a permutation: of the integers, o, 1, .•• , 
m-1 is uniformly distributed over this interval. What is of interest 
though is whether or not subsequences (of length 1000, 100,000, etc.) 
are representative of what would be expected from random sequences. 
An acceptable generator is then one which exhibits the desired prop-
erties throughout the sequence. 
Thus, several subsequences of the sequence are tested. For 
(13) 
example, Allard, Dobell and Hull, used the frequency test on 100 
consecutive subsequences of 1000 numbers each from generators of the 
10 type (2. 0) having periods on the order of 10 • Then letting F. be 
1 
the number of the 100 chi-square values, (3.0), which were between 
th th the (i-1) and i deciles for the chi-square with 90 degrees of 
freedom they computed the statistic 
10 
X2 = .!_ \ (F - 10)2 
F 10 l i 
i=l 
which for random sequences has the chi-square distribution with 
9 degrees of freedom. 
3.1 Serial Test 
(3.1) 
The test above does not depend on the order of the numbers in 
the sequence. But, obviously, the ordering of the sequence may 
affect its so-called randomness. Suppose in (2.0) the parameters are 
chosen as follows: a = 1, c = 1, m = 1010 , so that (2.0) becomes 
13. 
.. 
" Allard, J. L., Dobell, A. R., and Hull, T. E., Mixed 
Congruential Random Number Generators for Decimal 
Machines," J. Assn. Computing Machinery, 10 (1963) 
pp. 132-133. 
13 
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10 
xn - x
0
_ 1 + 1 (mod 10 ). (3.2) 
For any st~rting value, x, the sequence is nothing more than a count 0 
x, x + 1, ••• , m-1, O, 1, ..• , x -1, which has no value whatsoever 0 0 0 
a~ a random number sequence even though clearly the sequence is 
unifonnly distributed. One test of order is the serial test. 
The serial test gives a measure of the serial correlation be-
tween successive numbers of the sequence. In this test, the count, 
fij' of numbers in the i th interval which are followed by numbers in 
the j th i t 1 b h n erva is o tained for the subsequence. Te statistic 
k 
a k2 Xa = ~ n ( f ij - le ) , (3. 3) n 
i,j=l 
is computed, where k is the number of intervals and n is the length 
of the subsequence. 
Good 0 4 ) has shown that for random sequences, X~ - xf , has 
asymptotically the chi-square distribution with k(k-1) degrees of 
freedom. The serial test can also be used at lags greater than one. 
That is, the correlation between nuu1bers separated by r-1 other 
numbers is called correlation with lag r. 
3.2 Serial Correlation Coefficients 
The serial correlation coefficient of a sequence (at lag r) is 
defined by 
n 
xx - n x.2-,J / n Jl, t t+r (3. 4) 
t=l 
where n is the length of the sequence; x (the mean) and s 2 (the 
variance) are d~fined as: 
14. Good, I. J. , ''The Serial Test for Sampling Numbers and 
other Tests for Randon1ness," Proc. Cambridge Phil. Soc., 
40 (1953) pp. 276-284. 
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X = - l 
t=l 
n 
(3.5) 
,; = ! l ~t - (3.6) 
t:l 
2 However, since s is invariant to permutation of the sequence, 
it suffices to study the autocovariance coefficient 
n 
C - : I xtxt+r - (3.7) 
t=l. 
Note: x = x if t + r > n t+r t+r-n 
These coefficients are useful to test for periodic tendencies in the 
(15) (16) 
sequence. Coveyou showed how the serial correlation coeffi-
cient could be approximated for random number sequences using a number 
theoretic approach. He showed that for sequences generated by the 
mixed congruential method, the serial correlation coefficients could 
be calculated theoretically. His results were later extended and 
(17) made more exact by Greenberger, who showed that Cove you' s approx-
2 imation held.only when the ratio a /m was small. Greenberger showed 
how the serial correlation coefficient with lag one, R1, can be cal-
culated for those generators of the form, x - a x 1 + µ, (mod m), n n-
15. He~rman, R. G., The Statistical Evaluation of Random 
Number Generating Sequences for Digital Computers. 
General Electric Report AP~X-635, (1961). 
16. Coveyou, R. R., "Serial Correlation in the Generation 
" of Pseudo-Random Nwnbex·s, Jo Assn o Computing rv1achinery 
7 (1960) 0 
17. Greenberger, Mo, "An A Priori Determination of Serial 
. '' Correlation in Computer Generated Random ~umbers, 
Math. Comp. 15 (1961). 
15 
.". ... ...; -·- - _, ' - . 
that produce all the numbers between o and m-1 before repeating. 
Since R1 is a function ofµ and a, he recommends calculating a1 for 
any proposed generator and using it' as one of the criteria of selec-
tion. 
d 
Greenberger also shows that in certain cases serial correlation 
coefficients with lags greater than one can be calculated. However, 
as pointed out in Appendix B, these restrictions are unnecessary. 
3.3 Other Tests 
Numerous other tests have been proposed and used, but are not 
mentioned here since they do not directly relate to the work of the 
paper. References 6, 7, 16 and 20 in the bibliography detail most 
~ 
of these tests. 
3.4 Use of Tests 
The use of these tests on random number sequences is best 
explained by referring to an actual application, particularly in 
regard to the statistical hypothesis made and the tests used to 
either accept or reject the hypothesis. An excellent example is 
contained in the paper by Allard, Dobell and Hull, (lS) in which they 
report the results of extensive tests they conducted on random M.tmber 
sequences. They computed the statistics (3.0), (3.1), and (3.3) for 
100 consecutive subsequences of 1000 numbers each. They then cal-
culated x2 2 - x2 1 for each of the 100 subsequences and letting s1 
be the number of the 100 values so found which were between the 
th. th (1-1) and i deciles for chi-square with 90 degrees of freedom they 
computed! 
-~'; 18. Allard, J. L., Dobell, A. R., and Hull, T. E., op. cit. 
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10 
a _ _! \ a 
X s - 10 l (Si - 10) (3.8) 
i=l 
.• 
Then considering each multiplier "a" to define a particular class of 
( 19) generators in (2.0), they formulated the following criteria: 
"Therefore it will be convenient to refer to a multiplier 
as acceptable if, when used with different values of x 
and c, it yields no extremely high values of x2 F and 0 
x2 , and no more than about one percent in excess of 
21~7." 
In this way, inference on the entire sequence (or more precisely on 
a class of sequences, viz., those that have the same multiplier) is 
made based on statistics computed from subsequences. 
Even though there is rather general agreement on just what prop-
erties a sequence should have before it can be considered to be a 
considerable source of random numbers, it should be emphasized that 
the controlling factor should be the use to which they are put. 
Certainly no sequence of numbers should be used unless one is familiar 
with its properties. This is especially true in simulation applications 
where it is difficult to isolate the influence of the random number 
generators. 
It is precisely in this area of specialized testing that spectral 
analysis can be most useful. 
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-4.0 Objectives ____ ....., •. ,.
.: 
CHAPTER IV 
IIBASURF.IIENT OF .THE SPEcrRUII 
·The objectives of measurement are twofold. 
1. The first is to calculate the spectrum of several sulr 
sequences produced by a given random number generator 
in order to determine whether these subsequences can be 
considered to pe realizations of the stochastic process 
1 
(4.0) below. In this manner, the cyclic properties of 
the sequence can be studied. 
2. The second objective is to calculate the spectrum of 
the entire sequence produced by the generator and 
compare with the spectrum of samples (subsequences) of 
the sequence. In this way, the global properties and 
the local properties of the sequence can be compared. 
4.1 The Model 
. ~ .. 
In order to use the techniques of spectral analysis to test a 
sequence of numbers for randomness, it is desirable to construct a 
model of a stochastic process. The spectrum of the given sequence is 
then examined to see if it can be regarded as a sample realization of 
this stochastic process. 
The stochastic model will be described first and then the actual 
measurement procedures followed will be outlined. The development in 
this chapter is based on the work of Blackman and Tukey. <20> An 
20. Blackman, R. B. and Tukey, J. w., The Measurement of 
Power Spectra, Dover Publications, Inc., New York, 1959. 
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outline of spectral analysis appears in Appendix A. Consider the 
stochastic process defined by the collection of random variables 
( X( t) ; t = 0, ± 1, ± 2, ••• } , 
wh~r~every t, X(t) is uniformly distributed on (0,1). 
It will be assumed that all subsets of random variables are 
(4.0) 
independent, although this restriction will not be implied when refer-
ring to stochastic processes in general. 
'. The process consists of an infinite family of random variables, 
{X(t)} fort varying over all the integers. A sequence of numbers, 
{xt} for t - 0, ± 1, ± 2, .•• , and. 0 ~ xt ~l, represents a particular 
realization of the stochastic process that assigns a value xt to each 
random variable X(t). It is customary to say that such sequences are 
generated by the stochastic process and that any particular sequence 
is one of an infinite ensemble of possible realizations of (4.0). 
The random sequence, (1.1), can be regarded as a finite sample 
realization of the stochastic process, (4.0), provided Tis suitably 
defined in (1.1). In fact, the random sequence (1.1), can be thought 
of as being generated by the stochastic process. 
The hypothesis is made that the proposed pseudo-random number') 
generator produces a sequence of numbers that appears to be a finite 
realization of this stochastic process. 
In order.to test the hypothesis, estimates of the spectrum of 
) 
( (4.0), are formed from subsequences of the given sequence of numbers. 
If, to within sampling variability, the estimates do not agree with 
the theoretical spectrUJll ~f (4.0), the hypothesis is rejected. It •'"' '~ ~· . . .. 
will be convenient to call them samples instead of subsequences. 
19 
J 
I·' 
l"·· 
--r i 
!·: 
'I 
I 
-.---'"-
4.2 Global Properties 
The random number generators commonly used have periods .on the 
order of one to ten billion. Clearly, it would be impractical to 
generate all the numbers in the sequence, let alone perform any cal-
culations on them. Thus, in order to calculate the spectrum of the 
entire sequence, the autocovariance coefficients must be calculated 
analytically. A method for doing this was discussed in Chapter III. 
However, Greenberger's(2l) paper did not give the complete procedure, 
and thus it was necessary to extend his work so that these calcula-
tions could be made. This work is presented in Appendix B. A 
computer program was written to perform the calculations and give the 
values of the autocovariance coefficients of the entire sequence for 
lags ranging from zero to fifty. The spectrum of the sequence was 
then calculated using these values~ 
4.3 Determination of Sample Size· 
The sample size, n, and the number of lags calculated, m, are 
determined by specifying the variability and resolution desired of 
the spectral estimates. 
Variability is usually expressed in terms of that chi-square 
variable having the same ratio of variance to average squared as the 
. (22) 
estimate. It is well known that for a chi-square variable with k 
degrees of freedom, 
- -
- • 
(4.1) 2 
k 
21. Greenberger, M., op.cit. 
22. Blaclanan, R. B., and Tukey, J. W., op.cit. p. 22. 
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Combining (7. 25) in App.endix- A with (4.1) 
k = 2 c; -1>. (4.2) 
Choosing k = 40, i.e., .~tability of estimates equal to a chi-square 
variable with 40 degrees of freedom, (4.2) becomes (approximately) 
n ~ 20 m 
A second relation between n and mis obtained by specifying what 
(23) Blackman and Tukey call resolution. 
(4.3) 
As shown in Appendix A, the value of m affects the overlapping 
of spectral estimates. These estimates are separated in frequency by 
n/m radians, (1/2m cycles) but the spectral windows are considerably 
wider than this. Consequently, adjacent estimates have substantially 
related sampling fluctuations; but alternate estimates have little 
(24) overlap and are considered to be completely resolved. Thus pro-
viding a means of determining m. 
In this paper, a resolution of 1/50 cycle per unit interval is 
used, (the unit interval is the spacing between successive numbers 
in the sequence). Since the spectral estimates are separated by l/2m 
cycles per datum, it follows that alternate estimates are separated 
by 1/m cycles and thus m = 50. Using this value in (4.3), n = 1000. 
4.4 Details of Calculations 
Each sample will be obtained by generating 1000 consecutive 
(25) numbers of the sequence and then calculating the lagged products 
(with corrections for non-zero mean) 
23. ibid. p. 147. 
24. ibid. p. 147. 
25. Note that (4.4) can also be called the autocovariance 
coefficient. 
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1000-r 
- 1 \-
Cr - 1000-r L x t xt+r - (4.4)-=-. 
t=l 
for r = o, 1, ••• , 50. 
The raw spectral estimates are formed by taking the finite cosine 
transform of (4.4). 
p =Cb +2 q 
49 
l 
r=l 
C cos(nqr) + Cso cos TTQ 
r 50 (4.5) 
Then, as explained in Appendix A, the raw estimates are convolved with 
spectral window 
* 
(7. 19) to obtain 
pl 
- 0.5 (Po + Pl), for q = 0 -0 
* p 
- 0.25 + p q (P l + 2P q- q q+l), 
for q = 1, 2, ••• , 49 
* P 50 = 0.5 (P49 + P50), for q = 50 
(4.6) 
(4. 7) 
(4.8) 
Finally, P is adjusted for correction for ·the mean made in (4.4) by 0 
* _ 1000 pl 
po 1000-50~ o (4.9) 
This procedure gives 51 spectral estimates centered about the fre-
quencies O, 0.01, 0.02, ••. , 0.50 cycles per datum. A computer program 
was written to perform the calculations of this section and the next 
section. This program will be referred to as the spectral analysis 
program. 
4.5 Smoothing and Decimating Procedure 
. (26) Smoothing and decimating was performed on several samples in 
order to calculate spec~ral estimates at the fifty equally spaced 
frequencies; 0.0001, 0.002, ••• , 0.050. This was done by forming a 
26. Appendix A, section A.4. 
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sequence, Y1, Y2 • •., Yk, f,r·om the given sequence as follows: 
13 
1 I Cm (xi + Xas + i-m> )' · . (4.10) Yt -- 182 
m=l 
,p 
Note that 26 numbers in the original sequence are generated before 
using (4.10), thus xi is the (i+25)th number generated. From the new 
sequence, only every tenth number is used. That is a sequence {z1} is 
formed from the sequence {y1} by the relation 
zi = Yl+lO(i-1). (4.11) 
A sequence of 1000 numbers is formed in this way (requiring 10025 
numbers in original sequence). The spectrum is then calculated as in 
the previous section. The same number of spectral estimates result 
but they now represent the frequency range from 0.0 to 0.05 cycles per 
datum. The estimates above 0.04 cycles are not used to keep aliasing 
(27) 
effects below 2%. 
4.6 Confidence Interval 
Since the stability of the estimates is equivalent to that of a 
chi-square variable with 40 degrees of freedom, it follows that with 
probability 0.95 
0.60 ~ 
P* 
q 
E(P* ) 
q 
~ 1.47 
except for~ and P;0which should satisfy 
0.48 ~ 
P* 
q 
E(P*) 
q 
~ 1. 71 
(4.12) 
(4.13) 
These confidence intervals will be used in meeting both objectives 
mentioned at the beginning of this chapter. 
It is known that the spectrum of the stochastic process (4.0) is 
flat.(28) Thus, a sample may be tested for significant departure from 
27. Appendix A, section A.4. 
28. Appendix A, section A.2. 23 
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a flat spectrum by use of (4.12), where-
49 
.... ,, .................... ,. 
E(~) = ( I P;> / 49 (4.14) 
S=l u P: and P;0 are not used since they do not have the same variability. 
Since alternate estimates are considered independent, each sample 
spect.rurn will be considered to have 25 independent estimates. 
If three samples are taken, there will be 75 independent estimates. 
Based on these three samples, the null hypothesis will be rejected 
when more than seven estimates violate (4.12). The probability of 
making a Type I error is then 0.04 since 
7 
P(x:s:7) = l (71)(0.0S)j(0.95) 75-J, "'0.96 
j:0 
(4.15) 
where xis the number of estimates outside the limits of (4.12). A 
• normal approximation was used to evaluate (4.15). 
This same procedure will be followed when comparing global prop-
* erties with local properties except that in place of (4.14), E(P) q 
* is replaced by the P calculated for the entire sequence. That is, q 
the spectrum calculated for the entire sequence is taken as the 
expected value of the sample estimates. 
4.7 Generators Tested - Part I 
,, 
Part I of the experiment concerns the testing of generators under 
the null hypothesis that samples of the sequence can be considered to 
have come from the stochastic process, (4.0). Two generators were 
selected both of which have the maximum period of 1010 numbers. 
.. ,, ' 
10 
x • 2001 x 1 + 1 (mod 10 ) m m-
24 
' 
t' 
(4.18) 
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•a e 5001 xm-1 + 1 (90d 10
10) . (4.17) 
Three samples were taken from each. 
4 ~ In each sample the starting 
point was determined by drawing ten digits from a random number table. 
The spectrums were then calculated by the spectral analysis program 
and the methods of section 4.6 used to test the null hypothesis. 
Two additional samples were taken from the sequence (4.16) using 
the techniques of section 4.5. These will be discussed in the next 
chapter. 
Appendix C contains plots of all spectrwns measured. 
4.8 Generators Tested - Part II 
Part II of the experiment concerns the comparison of global and 
local properties of sequences. For this purpose, two generators were 
selected. 
10 (4.18) - 101 X m-1 + 1 (mod 10 ) X -m 
-
6 10 (4.19) X (10 + 1) X l + 1 (mod 10 ) -m m-
Each of these have the full period of 10 10 numbers. The autocovariance 
coefficients were calculated for lags of zero to fifty using the pro-
gram discussed in Appendix B. The spectral analysis program was then 
used to calculate the spectrum of the entire sequence. Three samples 
were taken from each generator using random starting points as in 
Part I. The -sample spectrums were then compared with the sequence 
spectrum a~ explained in section 4.6. 
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The results are tabulated 
Multiplier Sample 
2001 1 
2001 2 
2001 3 
5001 4 
5001 5 
5001 6 
CHAPTER V. 
RESULTS 
below. 
No. 
No. Outside 
of Estimates 
Confidence Interval 
1 
0 
0 
6 
5 
2 
··-·~·· 
The samples from the sequence with multiplier 2001 are acceptable 
while those from the sequence with multiplier 5001 are not. The 
spectrums of the unacceptable samples reveal some pronounced cyclic 
components. These two generators were tested by Allard, Dobell, and 
(29) . Hull using the method described in section 3.4. Their results 
indicated that (4.16) is acceptable and (4.17) unacceptable, which 
agrees with the results above. 
Two additiona~ samples of the so-called good generator, (4.18), 
were taken using the methods of section 4.5. That is, the spectrum 
was measured over the frequency range of 0.0 to 0.05 cycles. The 
spectrum plots are included in Appendix C (samples 15 and 16). · A 
study of these plots show a pronounced cyclic component at a fre-
quency of 0.013 cycles (one cycle every 77 numbers). Clearly, one 
would want to avoid such behavior in an application that was sensitive 
to cyclic components in this range. 
29. Allard, J. L., Dobell, A. R., and Hull, T. E., 
op.cit., p. 135. 
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5.1 Part II 
The results are tabulated below. 
Multiplier 
101 
101 
101 
1000001 
1000001 
1000001 
Sample No. 
8 
9 
10 
12 
13 
14 
No. of Estimates 
Outside Confidence Interval 
0 
0 
0 
41 
36 
44 
A study of the spectrum plots show that the sequence with multi-
plier 101 appears to be homogeneous while the sequence with rnult iplier 
1000001 definitely is not homogeneous. In fact, · satnples 1~, 13 and 
14 indicate the local properties of the sequence differ considerably 
among samples. 
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CHAP.rER VI 
CONCLUSIONS 
The results of Part I illustrate how a proposed random sequence 
may be tested for properties of randomness by measuring the spectrum 
of"··samples of the sequences. Such general use of the spectrum can 
serve to supplement existing methods of testing. 
However, the techniques of spectral analysis are best suited for 
use in applications where cyclic effects are important. When the 
model is sensitive to certain cycles in the random numbers, the 
measurement of the spectrum of the proposed random sequence (at least 
of that portion of the sequence to be used) is an excellent method of 
looking for those cyclic components of interest. 
The results of Part II show that the properties of a random 
number generator need not be homogeneous throughout the sequence. 
The practitioner should always bear in mind that it is the local prop-
ert ies of the sequence that are 1nost i1nport ant, and Lhat 111 <.:ases 
where his requirements are stringent, he may not find a homogeneous 
generator that meets his requirements. 
\· 
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APPENDIX A 
NOTES ON SPECTRAL ANALYSIS 
A.l Tlie Power Spectrum 
As an aid to understanding the physical concept of the power 
spectrum (or just spectrum for short), the definition of the spectrum 
of a known periodic function will be given. 
Let f(t) be a periodic function, with period T, which has a con-
vergent Fourier series expansion. 
CX> 
f(t) 
- l / F(n) irwt e , 
where w = 2n/T is the fundamental angular frequency of the 
function f(t). 
The complex coefficients F(n) are given by 
F(n) 1 
T/2 
J T - in.u t f(t) e dt, - --
-T/2 
for n == 0 , ± 1 , ± 2 , . , , 
Define the autocovariance function of f(t) as 
I (r) 1 = -
T 
T/2 J f( t) 
-T/2 
f(t+r) dt for -ex,< r < a.i, 
(7.0) 
(7.1) 
( 7. 2) 
which is also assumed to exist and have a Fourier series expansion. 
(30) It can be shown that 
(X) 
t(r) = l 2 irwr IF(n)l e , -a>< r < m 
n=-oo 
30. Lee, Y. W., Statistical Communication Theory, Wiley, 
N. Y., 1960. P. 11. 
,. 
(7.3) 
., 
1 
,c 
I 
L 
J 
. t 
b 
r 
[~ 
l 
r' 
[ 
[ 
·~ 
I 
'I 
where F(n) is given by (7.1). 
Thus, for r = o, 
CD 
t (O} = I 
11=-co 
but 
1 T/2 2 t (0) J [f(t)] dt - -
- T 
-T/2 
thus 
T/2 
Cl) 
1 J [f(t)] 2 \ 2 - dt - l F(n) • T 
-T/2 n=-ex> 
\ 
-:~'' 
/ 
(7 .4) 
(7. 5) 
( 7. 6) 
If f(t) represents a voltage or current and a one ohm resistance 
is assumed, the left side of (7.6) represents the average power ex-
pended in the resistance. According to (7.6) the average power is 
equal to the sum of all the powers contributed by the harmonics into 
which f(t) has been resolved. This is known as Parseval's theorem 
(31) 
for periodic functions~ 
2 
\F(n)\ is called the power spectrum of f(t), and since f(t) is 
periodic, its spectrum consists of discrete lines. That is, in the 
frequency domain, w assumes only discrete values. 
As applied to random fu.nctions, the meaning of the spectrl.DD, 
al though similar, has so·me important differences. The autocovariance 
function is now defined as an expected value since the characteristics 
of a particular realization of the random process are not fully 
descriptive of the characteristics of the ensemble of realizations 
31. ibid. P. 11 
30 
" 
., 
·I 
-Of the process. Rather, it is the characteristics that are common 
to.all realizations on the basis of average behavior that are of 
interest. 
Accord~ngly, the autocovariance functi-on is defined·as 
- ' _,-~· 
C(r) = E[ (X(t)-X). (X(t+r)-!J], r = O, ± 1, ± 2, ..• (7. 7) 
.. , 
It is convenient to take E[X(t)] = 0 so that the autocovariance func- \__--
tion is the same as the lagged product. 
C(r) = E[X( t) .X(t+r)], 
The spectral density fun£tion is defined as 
F(w) = i; l C(r) e -iwr 
r=-ro 
( 7. 7a) 
(7.8) 
where now the spectrwn is continuous instead of discrete. If the 
stochastic process (4.0J also satisfies the condition of independence 
I 
stated just below (4.0) then the autocovariances (7.7) are equal to 
zero for r :j:. 0 and it follows that the spectral density is a constant, 
C( O) /2rr. 
If the substitution, w1 = w + 2rTq (for integer q) is made, it 
follows that F(w1 ) = J.,(w) s i nee 
i (w+2n q) r iwr 
e = e for integer r. 
Thus, w is defined only to within an additive multiple of 2n and is 
usually taken in the interval ( ~, n). It may be seen f ron1 ( 7. 8) 
that F{w) is the Fourier transform of C(r). 
A.2 (32) Estimation of the Spectrum 
Define the lagged product of a sequence, (Xi}, of length n as 
32. This section follows closely the procedures outlined by 
Blackman, R. B. and Tukey, J. W. in The Measurement of 
Power Spectra, Dover Publications, Inc., N. Y., 1959 
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1 C (r). = -:-r:r 
m n-·1 r1 
n-1 rl I xt xt-tlrl' r::;O 1 1, ••• , :I: m (7.9) 
t=l 
By regarding the sequence as having been _generated by the stochastic 
________ pro·c·~s (4.0), the expected value of (7.9) can be taken. 
E (c (r)) = C(r) for lrl ~ m, 
m 
for I rl > m, ·E{ Cm(r)) is not defined since Cm(:r) is not. 
(7.10) 
Since the spectrum to be estimated has only a finite range, 
-TT~ w ~ n; it is necessary to extend the definition of C(r) to cover 
the entire interval, -oo < r < ro. 
Define D (r) as follows: 
0 
D0 (r) = 1, r - -m, 
D ( r) = 0, I rl > m 
0 
. . . ' 
and form the modified function, C-*(r), 
m 
C*(r) = C (r)·D (r) 
m o 
' 
Then, ( 7. 10) becon1es 
• E (C* (r)}; D (r)·C{r). 
m o 
l. .. 
O, 1, ... m 
(7.11) 
(7.12) 
(7.13) 
The Fourier transfor1n of C*(r), P*(w) is equal to the convolution 
m m 
of the transform of C (r) and D (r), denoted by an asterisk. 
m o 
P*(w) - P (w) * Q (w) 
m m o 
(7.14) 
and from (7.13) it follows that 
.. . 
( 7. 15) 
-rr 
(w0 is used in (7.15) to indicate a particular frequency.) 
...... sw, ... ~ 
.. 
.  
-
'"I 
' 
\. 
:I' is 
The Pourier transform of D (r) usually called a spectral window, 
Q (w) = f . e-iwr 
-
sin (2m+l)w 
2 
sin w/2 
By substituting (7.16) in (7.15) 
fl 
E {P*(w0 )) = J P(A) • 
-n 
sin [ 2m;l (11\, -;u] 
UJ -x 
sin ( 0 ) 
a 
.... 
.. r"-" 
(7.16) 
d A (7.17) 
F~om (7.17) it can be seen that P*(w 0 ) is an estimate of a smudged 
average of P(w 0 ) and not of P(w 0 ) itself. 
Even if C(r) is known exactly for I rl s m, P* (w ) is still just 
m o 
a smudged estimate. This is because only 2m+l values of rare used 
while (7.8) shows that P(w) is determined by an infinite number. 
If (7.14) is used to estimate P(w) from the sample sequence of 
length n, it is seen that this procedure will lead to a spectral 
estimate whose average value is a smoothing of the true spectrum, 
P(w) over frequencies near w . 0 0 
(33) Considerable study has been devoted to finding spectral window-
lag window pairs (Q1(w) and Di (r) J that lead to improved spectral 
estimates. The one used in this paper is one of those recommended 
by Blackman and Tukey. 
nr ~ (r) = i(l + cos-;>, I rl s m 
z: 0 ' I rl > m (7.18) 
33. ibid. pp. 95-100 
33 
\ 
-
.. 
\. 
·-~-
... 
·A;·-
.,. 
-
•,' 
,j 
;,1 
' ' 
:, 
l 
' j 
I 
I 
. 'I 
l 
l 
.[ 
~I ' 
[ 
[ 
[ 
C 
~ 
[ 
C 
C 
I 
D 
9 
I 
D 
l 
9 
)j!.:.-. '·: . . . l '<..;l - ' -, ,,· ....... ·----~-''-" -~,_.,......,,,_.,_ ...... -....~..,......, .... ,,cio-...--, .. ,._..a,•,~ .. ,~.h .. ,~ .......... \ .... '';"'•'-'+'...,.,./ ....... ~.:-f. •. __ .,...,- -_, __ , ,.. ~·-.~·,-~.1 .. ,.:·. :: ......... ~, ..... ~.J...!~_,.,.,.~-:.1~,..·::...~, •• _....,._.;:,..., ............ :,...,-,,, ......... , .. __ ,_..., ........ ._ ___ , ,. - ~-. ·-'~-- .......... ..,.,, ~ ........ , .... ,_.,. 
. l, .•.. 
• I 
= l [ Q (0) + Q (~)], w = 0 ·. 
o om · 
(7.19) 
The procedure is as follows: 
From the sequence of length n, calculate the lagged products, 
Cm(r) for r = O, 1, ••. , m where ms n-1 will be detern1ined by con-
ditions of variability and resolution to be discussed later. (Since 
C (-r) = C(r), no negative values of r need be considered.) 
m 
Multiply C (v) by ~ (v), i.e., 
m 
C* (V) = C (v) • [ l + l cos ~] , v = 0, 1, •.. , m; ( 7. 20) 
m m m 
Take the finite Fourier transform of (7.20): 
1 
P*(w ) - -
m o - 2n 
m 
I -iw r C*(r) e o m (7.21) 
However, it is easier to first transform C (r) and then convolve 
m 
its transform with Qa(w) so that instead of (7.20) and (7.21) we have 
(noting that the cosine transform is now used) 
m-1 
P (w ) = .!.... C (0) + .!. \ C (r) 
mq 2nm rrlm 
TTQr 1 
cos m + 2n Cm(m) • cos nq 
r=l 
where w .= 11q/m for q = 0, 1, .•• , m q 
(7.22) 
Note that it is possible to estimate P(w) at points in the 
interval O ~ w ~ n other than the equally spaced values nq/m, however, 
(34) 
no information is gained by so doing. • 
34. ibid. p. 34 
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I· 
Pm(u.,_q) is then convolved with Cl1 (wq) to obtain ~(wq) 
P*(w ) = P Cw ) * 'l! (wq) m-q m q 
= P Cw ) * [ i Q (w ) + l Q (w - !!.) + l Q Cw t !!J] m q ·o q o q m o q m 
= i Pm(wq)*Q0 (wq-l)+! Pm(wq)*Q0 {wq>+iPm(wq)*Q0 (wq+l> (7.23) 
But from (7.15) it follows that: 
P*(w ) = i P(w 1> + i P (w ) + l P Cw 1>, w ~ o, n m q q- m q m q+ q 
-
, TT 
= i [P (TI- m) + P (n)], W = n 
m m q 
(7.24) gives m+l spectral estimates evenly spread over the range 
O ~ w ~ TT, each being an estimate of the power contained in a band 
of frequencies centered about w. q 
A.3 Variability of Estimates and Aliasing 
( 7. 24) 
Based on the assumption that the stochastic process is Gaussian, 
(35) 
Blackman and Tukey have shown that if P(w) is reasonably smooth, 
one may use as a satisfactory approximation to the variability of 
the estimates: 
Var [ Pril (w)] 
(~P*(w)] )2 
-
3m 
3n-m 
( 7. 25) 
for r = 1, 2, ... , (m-1) and one half this value for r = O; where 
mis the number of lags and n the sample size. This approximation 
also assumes that there is negligible aliasing. Two frequencies are 
called aliases of one another if sinusoids of these frequencies cannot be 
35. ibid. pp. 100-113 and pp. 124-125. 
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be distinguished by equally spaced sample values. In any sample, 
the maximum detectable frequency is one-half cycle per data interval, 
whereas the process being sampled may have considerably higher 
' frequencies. 
'I 
However, al.lasing is no problem when frequencies greater than 
one-half cycle have no meaning, as when considering the spectrum of 
a realization of the stochastic process, (4.0). (Although aliasing is 
significant when discussion decimation - see section A.4). 
I 
Even though the stochastic process (4.0) is not normal, (7.25) 
will be used as a reasonable approximation to the variability of 
spectral estimates. 
A.4 Smoothing and Decimating 
Smoothing is the process of forming means of k consecutive nwn-
bers in the sequence and measuring the spectrum of the sequence so 
formed. That is, i+k-1 
1 I Yi - - xt - k ( 7. 26) 
t=i 
{xi) being the original sequence. 
Decimation is si~ply the process of discarding all but every 
tenth number of the sequence. 
zi - xl+lO(i-1) (7.27) 
Suppose a sequence of 10,000 numbers is decimated (giving 1000 
of the z 1) and the spectrum of this decimated sequence is measured. 
A frequency ~.fin this spectrum is clearly the frequency f/10 of the 
original sequence. For example, if m = 50 lags are calculated, 
'. ! 
, .. .. 
• 
,, . 
giving spectr~l estimates at frequencies of o.o, 0.01, 0.02, ••• , 
0.05 cycles (referred to the decimated sequence); the correspondin.«_. 
frequencies in the origi~al sequence are 0.0, 0~001, 0.002,· ••• , 
0.05 cycles. 
~ 
r 
However, aliasing now becomes a problem. The frequencies from 
0.05 to 0.50 in the original sequence are aliased into the above 
estimates. In effect, the spectrum from f = 0.0 to f = 0.5 has been 
folded ten-fold times to fit into the range f = 0.0 to f = 0.05. The 
estimate at f includes the frequencies: j 
0.1 - fj, 0.1 + fj, 0.2 - fj, 0.2 + fj ••• (9 terms) 
Smoothing is performed prior to decimating in order to reduce the 
effects of aliasing. 
It can be shown( 3S)that the operation of smoothing shown by 
(7.26) multiplies the spectrum by (where frequency is expressed in 
cycles per datum interval and w - 2rrf) 
kl> 2 2 (sin 2' / (sin w/2J. (7.28) 
Figure 1 shows how smoothing can be used to attentuate the spectrum 
above 0.05 cycles by use of double smoothing. That is, let y1 be . 
formed as: 
. 
and let y' be 
i 
1 
Yi = 14 
1+13 
I 
t=i 
i+l2 
y ' i =h I 
S:i 
36 .. ibid. p. 131-132. 
3'( 
X (7.29) 
t 
Ys (7.30) 
.. 
.! 
. ,; 
... 
combining (7.29) and (7.30) gives (4·.10) 
This smoothing operation multiplies the spectral estimate 
~~ ( 
P (w ) by 
m o l:b, 2 2 
(sin --0 ) (sin 7w ) 
2 0 
\~ ... ,.. - . 
( 7. 31) 
In figure 1, the second alias represents the folding back of the 
frequency band from 0.05 to 0.1 cycles, onto the principle alias of 
0.0 to 0.05. All other aliases are much less than two percent of 
the principle alias. Thus, the smoothing operation attenuates the 
undesired aliases to less than two percent in the range 0.0 to 0.04 
cycles. 
This combination of smoothing and decimating gives a computation-
ally efficient means of increasing the resolution at low frequencies 
without encountering serious aliasing. 
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APPBNDII 8 
CALCULATION OF AtrroCOVARIANCB COBPFICIBNTS 
The following definitions are needed in the derivation. 
Let {x0 , z.i,, ••• , ~-il be a sequence of m integers and define: 
1 
E(x) -
=m 
B(x3) 1 - -
- m 
m-1 
I 
t=O 
m-1 
l 
t=O 
xt 
xa 
t 
X 
t+l 
E(x, X 1> - [E(x)]2 
n n+ 
p(X, X 1) = n n+ 
E(x2) - [ E(x)]2 
(8.0) 
(8.1) 
(8.2) 
(8.3) 
If the sequence caitains all the integers from Oto (m-1) in 
any order, then (8 .• 0) and (8.1) can be evaluated directly. 
Greenberger< 37>has shown that for random number generators of 
the form: 
x =ax + c (mod m), 
n n-1 (8.4) 
which have period m, 
" 
m-1 
= a E(x8) + c E(x) - \ x q (8. 5) L n n 
37. Greenber19r, M., op. cit. p. 385 
4o 
· · •, ·--,--.· ·e, • •l•.h•,' -.-- •. ,,-,_,-,• _...,.-;,_cl_. • ,· ~-~ ,.,---,"~;-~-- .. • 
/ X=O 
••• ! 
.( 
\: 
..,. Uf· a --
I 
l 
! 
' ; 
where _q0 and xn are related by the equality 
ax +c=q m+r 
n n n 
and·· O s r < m. 
J . n 
(8.8) 
He also showed that the sum in (8.5) could be evaluated as 
follows, when c ~ a: 
m-1 
l 
X=O 
a 1 
X q = rrf (- - - -3 4 
1 
12a) 
C cP m 
- -- - s 
- - . 
2a 2a rf 
+ m c! - ! + £_ + 
4 4 2a 
Sis given by the expression 
a 
q r q 
Q=l 
and r is defined by the congruence q 
For the Case c < a 
r = c - qm ·(mod a). q 
q r . q 
E> a 1 
2 + 12 - -12-a 
(8.7) 
(8.8) 
(8.9) 
(8.10) 
Using these derivations, he then developed expressions for p(x, 
n 
xn+l>, neglecting terms of order 1/m. However, .for use in this 
paper, only the expression (8.5) is used. 
· (38) In his paper, Greenberger mentioned that a reciprocity type 
of reduction method could be used to evaluate Sin (8.8) and (8.10) 
but he did not give the details. In addition, he did not show the 
m-1 
expression for 
' xn qn in the case C < a (which the author found l 
X=O 
38. ibid. Footnote p. 387. 
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to be different). 1berefore, the author developed the expression for 
m-1 
I x q when c < a n n and also a method for evaluating S for either case; 
X=O m-1 
evaluation of 1 xn q for the case c < a parallels that of Greeriberger's. 
n 
X=O 
In (8.4), x is equal to the remainder, r', in the following 
n+l n 
expression (see (8.6) J 
ax +c=q m+r' (8.11) 
n n n 
where q, r' ~ 0 are uniquely determined by x. Since it is known 
n n n m-1 
that xn assumes each of the values O, 1, ••• , m-1, I x
0
qn can be 
x=O 
evaluated by letting x take the values 0, 1, ... , consecutively. As 
x increases from Oto m-1, q increases from Oto (a-1) in increments 
of 1. For when x = m-1 we have, since c < a, 
a(m-1) + c = (a-1) m + (m-a+c) (8 .12) 
that is, q = a-1. 
Let r be the smallest value of r' associated with each q. From q 
(8.11) it is seen that O ~ r < a and that (8.11) can be rewritten q 
as a congruence 
r q = c-qm (mod a) ( 8. 13) 
which is just (8.9). (39) Since m and a are relatively prime, 1t follows 
that the r 
-
(ro, r1, ... , ra-1) are distinct. q 
q = s and q 
-
t, s 1 t, OS s, t < a-1 · 
' 
r 
s 
C - sm = c - tm 
which becomes 
sm = tm (mod a) 
39. Refer to section 2.2. 
4~ 
= rt. 
(mod 
For suppose that for 
Then from (8.13) 
a) (8 .14) 
(8 .15) 
._. -· ---
~ 
1 
:1 
and since m, a are relatively prime 
s = t(mod a) 
Or, s = t, which is a .contradiction. 
Let x be the particular value of x associated with r in q q 
~, 
I 
(8.11) and write (8.11) as follows: 
1 
x = - (qm + r - cJ q a q 
(8.18) 
(8.17) 
As x increases from Oto m-1 in increments of one, q increases from 0 
to a-1 as noted before. Each value of q has approximately m/a values 
of x associated with it. Thus, the sum can be evaluated as (remember-
ing that 
m-1 
I 
X=O 
xi is associated with ri) 
xq 
,t,a-1 "3-l 
= l X + 2 l X + 
X::Xi X::Jta 
m-1 m-1 
=lx+Ix+"" 
X::Xi X=llg 
m-1 a-1 
••• 
xj-1 
(a-1) Ix -I <l -
X=l j:l X=l 
a-1 
(a-1) (nf-m I - -- 2 
j:l 
m-1 
+ (a-1) Ix 
X=X l a-
x) 
xj (xj-1) 
2 
··~ 
(8 .18) 
r 
"I 
• I 
I 
I 
['I 
I 
I 
• 
I 
I 
I 
I 
• 
I.:. l. ' 
Replacing xj by its value in (8.17) we get: 
m-1 a-1 (a-1) (nf-m) 1 I I crj xq = - 2i3 + jm - c - a) 2 
X=O j=l 
(a-1) (of -m) 1 [I~ + 2m Ij - - r - 2 2Er j 
-2c I rj + ni3 I' - 2cm I J_ + ~ (a-1) 
l: 
- a I rj - am I j + ca (a-1) J. 
(all summations extending from j = 1, to (a-1) ). 
These terms are readily evaluated except for 
a-1 
I j rj 
j::l 
(rj + jm - c) 
(8.19) 
which is just the term Sin (8.10). Evaluating sums and rearranging 
m-1 
I xq=~ c! l 1 a C C - 4 - 12a)+m ( 4 - 4 - 2a + 2 ) -1 
X=O 
+!....- 1 _.£__.1_,!!1_S 
12 12a 2a 2a ~ 
(8.20) 
which is the same as (8. 7) except for the sign of the third tenr. in 
the second parenthesis, and of course Sin (8.20) is given by (8.10). 
To evaluate S, let X, µ be the unique integers, 0 ~ X < a, 
0 ~~<a, such that 
A = -m(mod a) 
µ. = c(mod a) 
( if c < a, then µ. · = c) 
44 
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(8.21) 
(8.22) 
' :1 
. . ~ 
':, 
'' 
• ', I 
'·' .r 
/ 
, 
,, 
.. 
~!· 
'i 
~~ 
Then (8.13) may be written: 
r = µ. + qA (mod a) q 
or equivalently (since O ~ r < a) q 
r = µ, + qX - k a q q 
Multiply (8. 24) by q and sum over q fIUD 1 
a-1 a-1 a-1 a-1 
I q r = µ, Iq + X I ct - a Iq q 
Q=l Q=l Q=l Q=l 
a-1 
(8.23) 
(8.24) 
to ( a-1) 
k (8.25) 
q 
Scan be evaluated by evaluating I q k , since the other sums are q 
q=l 
easily obtained. 
By rearrangin1 (8.24), the equivalence between (8.24) and 8.11) 
can be seen. 
Exactly the same argument 
m-1 
X q + µ, = 
is used to 
a-1 
I q kq 
Q=l 
k a+ r q q 
evaluate 
as we used to evaluate I x q, where of course x = O contributes 
x=O 
{ 
nothing to the sum. Thus, an expression like (8.7) or (8.20) is used 
a-1 
to evaluate I q kg. Ifµ.<!! A, (8,7) is used, otherwise, (8.20) 
Q=l 
is used. The number of terms in the sum has been reduced from (m-1) 
to (a-1). 
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The sum, S, can be e~aluated directly from (8.23) when the num-
ber of terms in the sum is not too large. The r can be 
obtained, 
q 
starting with r 0 as follows: 
r = µ. 0 
r = r + X (mod a) 
n n-1 
(8.26) 
(8.27) 
A computer program was written to perform these calculat
ions as 
outlined by the following steps. 
where 
1. m, a, and care specified for the sequence under con
sider-
ation. 
2. 
3. 
A table of values, An' µ is formed wbere:(X - a) -n o 
Ai - -m(mod a) --
An - -A 2 (mod An-1> for n > 1 - n-
- c (mod a) µ,1 -
µ. = µ. 1 ( mod A. 1 ) for n > 
1. 
n n- n- 4 
Table computations are stopped if either A ~ 10, or n 
(8.28) 
(8.29) 
(8.30) 
(8.31) 
n > 600. If An ~ 104 proceed to step 41 if n > 600, no 
further computation is performed. 
4. Assuming the last entries in table are X and~ , use
 
n n 
(8.26) and (8.27) to calculate the first sum: 
X -1 n-1 
\ 
s =I rn (8.32) q n q 
q•l 
n 
r = IJ, + j A (mod A ) (8.33) j n n· n-1 
:( 
I 
I 
I 
' l
I 
I 
,l 
1: 
ii 
il 
f' 
~(; 
'. I 
., 
1, 
I' 
,I 
·, 
I 
I 
:I 
I 
il 
. .;.-:-
s. Use (8.7) if~ ~ A 1 , or (8.20) it~ 1 < A n-1 n- n- n-1 
\. ... 
~--- ~·. 
to calculate 
X 2 , a = X , c ;J. 1 . n- n-1 n-
6. Calculate S using (8.25) with ~;.t,. 1 , A=A 1 , a= n-1 . n- n-
X • 
n-2 
(8.34) 
Ifµ,n_ 2 ~ X 2 , then add the term (X 2 ·µ, 1 ) to (8.34) n- n- n-
. 
7. Steps 5 and 6 are repeated, each time reducing n by one 
until n equals two. Step 5 is then used to evaluate the 
m-1 
desired sum I xq, using the 8i_ just calculated (which 
X=O 
is the sum (8.8) or (8.10) ). 
8. Equation (8.5) is then used to calculate E{xn, x
0
+1). 
-
E(x, x ) can be evaluated using the above procedure as follows: 
n n+k 
Starting with (8.4) it can be seen that the relation between alternate 
numbers in the sequence is: 
X 
n+2 
= rf Xn + (l+a)0 [mod m] 
and between every kth number 
where 
- k a = a (mod a) 
k 
and 
k-1 
ck s (l+a+• ••+a ) c [mod DU. 
(8.35) 
(8.36) 
(8.37) 
(8.38) 
.. 
-
I 111 •• I 
ij/: 
.~ 
. ·, 
,I.•.: 
I 
. I 
We may also write (8.36) as 
X = a x + c - qm 
n+k k n k 
· where q is. uniquely determined by x • It t·hen follows that 
n 
I (x x ) 
n n+k 
m-1 
m-1 
X 
t+k 
=; I xt(akxt + ck-qm) 
t=O 
m-1 
(8.39) 
= \ E(x8) + ck E(x) - I \ q. (8.40) 
t=O 
However, since it is known that x0 , x,., ... , xm-l is some permutation 
of the integers; O, 1, •.. , m-1, (8.40) can be written 
m-1 
E(x x ) ::: akE(~) + ck E(x) - \ xq, 
n n+k L 
' 
X=O 
(8.41) 
which is exactly like (8.5). Hence, steps 1 to 8 can be followed to 
calculate E(x x ) fork= 1, 2, .•. 50. 
n n+k 
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APPENDIX C 
ill 
SPECTRUM PLOTS 
· .. , . 
.'··· 
\ 
\ 
"' 
• 
• 
"' .. 11'" 
I . 
'/· 
SJJ.IPLE /I 1 
Multiplier 2001 Starting ValUI 58515S0,81 
Additive Oon1tant 1 Sample Aver1r 0,0829 
0.0968 ;' 
0.1143 S 
0 .1009 
0.09'+2 
0.1110 
0.13271 
0.1153 
0.0791 
0.0606 0 
0.0525 :.., 
0.0548 
0.0727 
0.0714 
0.0627 
0.0861 
0.0899 
0.0690 
0.0738 ~ 
0~0781 a, 
0.0826 ~ P 
0-.1040 § I\) 
0~1151 ~ 
0.0968 H 
0.0772 t1 
0.0828 ~ 
o.os37 e 
0.0778 ~ 
0.0866 
0.0956 0 
o.oss2 t, 
0.0700 
0.0579 
0.0542 
0.0747 
0.0847 
0.0690 
0.0672 
0.0708 
0.0650 0 
0.0681 ~ 
0.0744 
0.0771 
0.086-9 
0.0929 
0.0930 
0.0966 
0.0975 
0.0929 P 
0.0671 fo 
( I valuea out of limit• 
> 
* 
* 
* 
"{ 
* 
* 
* 
* 
* 
• 
* 
* 
* 
* 
* 
* 
* 
* 
• 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
' * 
* 
* 
• 
• 
* 
* 
* 
* 
* 
• 
* 
* 
* 
• 
* 
* 
. .
. ;·. 
* 
.. 
. 
I 
11 
I 
. I 
, . 
Ill 
I 
Ill 
" I 
II 
"' 
r 
1 
I 
-:..: 
• 
IUMPII I 2 
Multiplier 2001 Starting Valua Additive Constant 1 Sample Avarar 
· . 
0 ( I Values out of limi ta 0~ 1060 • 
0~0910 a· 
0.0752 
-0~0736 
0.0780 
0.0689 
0~0585 
0.0616 
0.0760 
0~0839 p 
0.0826 ..., 
0.0001 
0.0750 
0.0737 
0.0682 
0.0626 
0.0742 
0 .0874 ~ 
o.o86L• i 0 0.0717 ffi~ 
0 .0707 t1 
0.0956 ~ 
0.0927 li 
0 .0753 _() 
0.0953 ~ 
0.0958 ~ 
0.0743 : 
o.0847 
0.0921 0 
0.0798 t, 
0.0729 
0.0740 
o.oe44 
0.1036 
0.0979 
0~0801 
0~0801 
o·.0765 
0~0817 0 
0~0978 ~ 
0-.,0909 
0.0759 
0.0654 
0.0621 
0.0709 
0.0756 
0.0749 
0.0745 ~ 
0.0796 ~ 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
51 
,, 
\ 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
0052Cf13135 
0.0199 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
''.1 
Ii 
., 
11 
"'I 
··~ 
-,.,._~~·~=·~--·•-~---~---~-~.-------------.--.,~-.~~-.~"·~·· .. -~--~·-•-•~------·~· ~-·•-~----.-.... . --. ------.......... ~-~' -~-~-~-~ ................................... _.·,_ . -.,·,••-... ·_-·_-__ ,_._.;.,_•H_" .• _"_,_••_c_._: ,. ~- - - ·-, ,a - -. ~--,,•--·-,.--'- .... --.. _;~•---·· ~ ........... ,___.,•••oe-·•·~·--;;..,__ __ '-"---'-",-.....t...._',"-...-;.;•-. -·~ ·--~ 
SJll'Ia I 3 • 
Multiplier 2001 Starting Value 22l2798048 
Additive Con1tent 1 Sample A·verage 0.0826 _,,.'> 
0 ( I YBlues out ot limits) 
• 8:89&! a * 
·* I ·I 
0.1125 
* 0.1200 
* 0.0951 
* 0.09(+6 * 0 .1160 
* 0.1125 
* 0.0920 
* 0.0635 0 
* • 0.0601 ..., 
* 0.0945 
* 0.1157 
* 0.1015 
* 0.0]46 
* 0.0694 ~ 
* 
* 
0.0796 <» 
0.0705 ~ 
* 0.0686 § 
* 0.0679 ~ P 
* 0.0003 t;i"' 
* 
* 
O .oo 76 
0.0072 ~ 
* 0.0062 ~ 
* 0.0741 ~ 
* 0.0720 
* 0.0825 
* 0.0752 
* 0.0549 
* 0.0506 0 
* • 0.0661 w 
* 0.0918 
* 
_., ' 
0.1048 
* o.oaso 
* 0.0722 
* 0.0730 
* 0.0645 
* 0.0623 
* ! ' 0.0663 0 * o.osu7 • 
* 
I 
"" 
i 
l 0.0542 
* ' V-• .. l 0.0745 I 0.0932 
* 
! 
I 
0.0874 
* 
! 
' i 0.0090 *· ; ; 
I 0.0935 * I : 
, 0.0856 
* 
' I 
0.0933 * 0.0986 0 
* 
• to ~ 
,., 
-
.. 
.., 
SAMPIE II 4 
Multiplier 5001· Starting Value 7528339211 
Additive Constant 1 Sample Average 0.0791 
o ( I values out or limits) 
0 
0 
I...J 
* 
* 
* 
* 
. 
. . 
.. 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
·* 
* 
* 
* 
* 
* 
* 
53 
·* 
=• 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
·* 
.,1. 
.-i-
* 
* 
* 
* 
* 
,1 
!' 
.. ( 
'. ···--\·,,; 
'I 
" 
! 
' j 
I 
I 
. ,! 
i 
I 
! 
.j 
I 
II 
·11 
I 
:1, 
~ 
C 
C 
C 
C 
C 
1 
''.R"1_··1_· .... · .... ·,_,. 
.,.:" .. ,,-...•. ' 
... ' 
I 
') I 
1,;:i ~ 
IAMPIB I 5 
Multiplier 5001 Starting Value 3645105007 
Additive Oonatant l · .. . Semple .Averar 0.0839 ) ( I Taluea out or limit1 
0.1120 0 * • 0 .1186 13 * 
r .. 
0.1001 •• 
0.0614 * 
o.·0592 * 
o.o6B3 * 0.0950 * 0.1252X * 
0 .1023 0 * I 0.0684 • * 
. .I 
..., 
I 
0.0719 * 
I 
0.0741 * 0.0603 * 0.0578 * 0.0644 * 0.0592 * 
0~0850 ~ * 
0~ 12331~ * 
0.1005 .g 0 * 0.0603 § ~ * 0~01.53x~ * 0~0542 * 
;~ 
0 .0805 t? * 0.0897 ~ * 0 .0783 f!, * 0 .0694 g * 0.0662 * 0.0678 * 0.0738 0 * 0.0781 • * ~ 0.0837 • 
0.0914 * 0.0836 * 0.0671 * 0.0686 * 0.0841 * 0.1086 * 0.1263I * 
0 .1165 0 * 0 .095,. • * .,.... 0.0907 * 0.0941 ,-~ * ... - . 0.079_9 
. , 
* -~,. 0.0683 ·'SC. 
0.0711 * 
0.0724 *· 
0.0945 * 0.12901 0 * 
0.1137 • * fo 
SlMPIE II 6 
;~ .. 
Multiplier 5001 Starting Value 3526859359 
Additive Constant 1 Sample AvE'rage o.os12 
0 ( I values out or limits) 
0.0575 • * 0 0 .0591 ..... * 0.0667 * • 0 .1068 * ;. ·: .... 0 .1065 * I 0.0751 * 
'[ 
I 
0.0810 * 
\ 
0.0822 * 0.,0661 * 0.0637 0 * • 0.0732 t-' * 0.0857 * ~ o .oa1.1 
* [ 0 .061•9 * F ' 0.0559 * ' 0~0602 * I 0.0639 * 
[ 
. ···::- •·· .. 
-0 .Of,67 ~ * 0 ~0921 (i) * .a o 0.1429~ ~ * • C I 0 ~ 13lr 1 5 ~ * 
O.Ofl16 '<1 
* 0.0656 ~ * {1 I 0.0790 C) * :I 0 .0831• ~ * L 0.0683 ~ * a, 0.0650 to * O. 076() * I: 
0. 1272 0 * ~ 
o.163ox • * w 
0. 1169 * 0.0077 * 0.0895 * 0.0828 -.) 1. * 0.0860 * 
D 
.. 
C 
0.0831 * 
C 
0.0730 * 
C 
~ 
0.0640 
* 
C 
0.0626 * J... 0 
0.0727 • * [ ~ :i 0 .0691 . * C 0 .065() -le C C 
0.0629 * 0.0696 * O .1133 * 0. 1131 * 0 .0665 * 0.0571 * V· o .01.a3 0 * • !a 55 
·,. 
- ... ' ..... 
'• 
, .. 
- .•·· -- ., .. --, -· _ ...,. 
,-
·.· ~ :· 
SAMPIE II 7 
sPECTRUM OF ENTmE SEQUENCE 
~tiplier 
l\ 0 
O ~08!•9 a 
0.0849 ~ 
o.0849 
0 .0849 
0 .08L•9 (J.0048 
0.0848 
0.0847 
0 .0847 0 
0 00846 • 
0.0846 '-' 
o.OB45 
0 .08l•4 
0.0843 
O .08li 2 
0.0842 
0 .0841 t-zj 
0. 08'-iO t1 
0.0839 ~ 
0 .0838 & P 
0.0837 g l\J 
0"0836 ~ 
0 .0835 5°' 
Q • 083l} Cl 
O.OH33 ~ 
0 .0832 ~ 
0. 08 31 m 
0.0830 
0 .0829 0 
0.0827 ~ 
0.0827 
0.0826 
0 .0825 
0.0824 
0.0823 
0.0822 
4 0 .0821 
0.0821 
0.0820 
0.0819· ? 
o.oa19 ~ 
0.0819 
0.0818 
0.0818 
0.0817 
0.0817 
o.oe17 0 0 .0817 • 
0.0817 fa 
101 .Additive Constant 1 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
)C' 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
"'>( 
* 
* 
* 
* 
* 
* 
* 
* 
* 
:--·· 
-· 
'.,. 
\),' 
' ,( 
• 
. ' 
I 
~ 
" 
. ,, 
SAMrI.E # 8 
.\• ' 
Multiplior 101 Starting Value 8480392457 
Additive Conatant l ( X values are out or limits) i 
I 
'· 
0.0703 a 
•:;;, 
• * 
. . ' 
o.1·061 0 * 
· . ..-. 
I-' 
0 .0956 * 0.0966 * t 
0 .0952 * 0.0771 * 0.0749 ·)'t 
o.oa1s * 0.0738 * 0.0803 0 * • 0.0866 ...... * 0.0833 * 0 .1065 * 
0 .1179 ~ 
0 .1054 * 
0 0 1138 * 
0.111(> * i:;;j 0.0913 ., * 0 .0911() (D 
* 
.o 0 
0.0869 ~rv ,,,,.. * 0.0632 1:j * 0 0 .061 () 11.4 * ' I t;• I 0.0781 Ill II m 
II 0 .0962 [J * .. 
0 .0913 Q * 0.0763 t-' * (i) 0.0919 en * O. 1158 * 
r 
0. 1150 0 * 0 .0998 • * w 1 0.0852 * 0.0763 * 0.0772 * : I Q 
'1 0.0912 
* I 0 .os 11 * I I 0.0596 * 'C 
f Oc0561 
tC 11 
[1 ! 000667 * 0.0777 0 * C 1/J 000737 • * 
ID 
~ '" 
0.0935 * 0 G 1072 
* 000793 
* 0.0653 
* 0.0710 * 
O .065fl * 0.0647 * 0 .0749 * ~ 0.0776 0 * • !o 57 
t 
,· .,. 
f ~ . . ' 
9 '.··,i \ 
SA)!PI.E II 9 
1·1ul tip lior 101 Starting Volue 76?4252.1.45 I 'I 
Additive Constant 1 ( X values are out of limits) 
0.0632 
CJ 
• * 
: ~"!- . 
0 0 .066L• f-.1 * 0.0622 * 0.0558 * 0 .05 9'• * ~: 0 .083L• * lij: 
0.1019 .. ,( . ' 
0.1018 * 0 .0917 * 
0.0730 0 ... • ·x 
..... 0.0601 * 
0.0575 * 0.0619 * 
0.0677 * 
0.0581 *" 
0.0595 * 0.0051 ~ * .... 0 .08 9!~ ~ * 
.n 0.0775 j 0 * 
0.0776 ~ N * 0.0855 * 0 .093!~ H * u ."; 
O .0928 * '~7 0 .0861 ~. * C, 0.0723 t-J * CD 0.0619 tD * 0.0690 * 
0.0705 * 
0.0732 * 0 .0981 .... ,, . 
• 0 .1070 ~J ~ 
0 .0905 * 
0.0898 * 
0 .099t. * 0.0888 * 0.0882 * O .1064 * 0 .1078 * 
0 .1 OL•3 * C 0.0914 • * .,.... 0 .Ofi38. * 0.0969 * 0.0866 * 0.0760 * 0.0789 * 0.0672 * 0.0650 * "' 0 .0691 0 * • 0.0544 ~ 58 
.. 
,,. 
. ,. 
.,. 
• • , .. - ·--·-· ·c,, - , · .- , ,_ -"H • -,-· ~ - =- ·-~ -· ~· - -· , ~ ,.-, "·· .• ~-.-- c"~-.,._- · ',_,,,_;_; ,, , ; '•·'1r•!· 1:~--·:a >---, ·_,,.1 .. ,._ r~= -,, , .-.-.... · . .c- •· _.,_, ... ,.. • 
. ' . 
.. 
SAMPIE IJlO 
Multiplier 101 Startillg Value S2593866J6 Additive Constant l ( I values are out of' limits) 
0 
0.09~4 • 
* 
a 
0.09 O ..... 
* 
1-· 0.0973 
* 0.0731 .. ' 
* 
-~·. 
0.0755 * 0 .09!•6 
* o.0964 
* 0 .0939 
* 0.0877 * 0.0871 0 
* • 0 .1063 .... 
* 
' ' 0 .1025 * 0.0828 
* 0.0795 
* 0.0777 * 0.0706 
* 0 .07L•3 
* 0.0861 ~j 
* 0.0833 t-1 
* 
CD 
0 .0691 .n 0 i :-~ ~ . f 
f 0.0619 :::, I\) ~ 
I 0.0658 
0 
* . °< .,, ,· 0.0753 * ·: ~~ i' 0 .079li 
* 
, 
F 0 .0809 fJ ·.'r 
' 
I' 0.0833 
0 
* 
~ 
!•·1 0.0785 ro 
* 
i·• (I) \{ 
!' O .081 !i 
* 0.0870 * 0.0788 0 >, t • ,, 0.0639 w ·w I I 
,, 0.0558 *· •,: I 0.0748 
* 
" 
0.0873 
* 0.0699 
* 0.0627 
* 0.0712 
* 0.0743 
* 0.0765 
* 0 .0732 0 
* 
1' 
• \• 0.0626 ~ 
* 0.0626 
* 0.0768 * 0.0998 
* 0 .1009 
* 0.0787 
* 0.0719 
* 0 .072,. 0 'H' 
0.0616 • 
* fo 
-; ...... ,--- •. ·~~,- ·.·;, __ -' '~- - • ' ,__, •,... ' .c.' -, -.--· ' .... _., • -
SAMPIE /111 
SPECTRUJI OF E?:TIRE SEQUENCE 
1000001 Additive Constant 1 
bO 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
,·r 
* 
* 
it 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
~,. I 
.L.;_ ... 
. . --.,. 
* 
..... ···'-· ,. !' ,·,·':-··::·;. . 
, .................. ·•· ...... 
. ........................ . 
~' 
SA)tp!E # 12 ',) •;;I 
- ;i' 
Multiplier 1000001 Starting Value 9131099003 Additive Constant 1 ( I values are out or limits) 
0. 2909)( 0 
* 
0 
0. 2l•07X 0 * ...... 0. 2(197X 
* 0.297BX 
* o.302sx 
* 0. 30!• 1 X 
* 0.3063X 
* o.3111x 
* 0.2758X * 
0.1716X 0 
* • 0.0812 I-' 
* 0.0589 * 
0 .055!. 
* 0.0522 * 
0.0572 
* 0.0565 
* 0.0535 ~ * 0 .0532 $ * o .oL.66)~~ * y o.0376xg P 'ir 
0 • 0 28 9>(<' "J * 
o.0239x~ * 
0.0278Xa * 0.0265)(;1 * 
o.0221x~ * 
0 .0231 ){fD * 
0 .0220)( * 
o.0223x * o.0222x 0 * 0.0191)( 0 * l&J O .0188)~ 
* o.0172x * o.0131x ·fr 
0 .o 1 l~ 7X * o.0173x * 
0 .o 13l•X * o.013ox * o.01a1x * 0.0156X * 0 
o.0111x • * ~ 
o.0121x * 
o.0135x * o.013ox * o.011sx * 0 .o 112X 
* 
o .0139x * 
o.0153x * o .011.3x 0 * o.0096x • * fo bl 
' 
... 
' 
I 
i 
'' ,''· 
j' 
l 
"·' J, 
1 
,' 
I 
I'. 
\fo .. 
):, 
ti. 
I ' >, ', it 1; !' (. -: '.\ , 
.·· 
ifi •. 
., 
I . ', 
Multiplier 1000001 
Additive Constant 1 
0.0237){ 0 
* 
0 
o.0151x s * 
o.0195x * 
o.0229x ;, 
o.0211x 
* 
o.0155x * 
o.0136x • ·a· 
o.0173x lf 
o.0191x * 0 
o .011.3x 0 * 
o.0115x ..... -Ir 
o.0179x 'I, 
0 .o 1 95X * 
0.0167X * 
o.022ax 
* O .0680 t-~j * 
o.1747x~ 
o. 25 71.x·~ 
0.2768Xg 0 
o.2A32x~ • N 
o.2768X1;i 
o.271ox 0 0. 283LlX'< Q 0. 2820)( ~ 
0.2671Xm 
0. 2199X 
0.1103 
0.0341X 1·, 
0.0246X 0 * 
o.0257x • * \.,..) 0.0274X * 0.0264>< * 
o.0302x * 0 .OL•40X 
* 0.0502 
* 0 .OL• 79X 
* 
. 0.0505 
* o.oL.B6x 
* 0.0520 0 * 0.0620 • • ~ l(' 
0 .0531 •. 
* o.01.76x 
* 0.0513 
* o.ot.97x 
* 0.0514 
* 0.0605 * 
0.0721 
* 0.0866 0 
0.1009 • fa 
'.i 
' I 
SA!fPIE II 13 
StartiJlg Value 1951911667 
( I values are out of limits) 
I ) ,,, 
•• 
·\. 
* 
* 
* 
* 
* 
* 
* 
* 
* :n. 
- . ' 
* 
* b2 
\ 
...,. 
.. 
., . 
....... . 
,, 
S.ANPIE II l4 
Multiplier 1000001 Stertir.g Value 4778531..952 Additive Constant . 1. ( I values ere out of limits) 
0. 0635 0 0 *· 
O .073B 0 . .. I-' ')t 
0.0536 
* Oo0L•90X ' lC' 
0 .Ol•67X * 
o.ot.62x 
* 0 .OL• 79X 
* 0 .OL~96X 
* o.01.7ax * 0 0 .OL• 75X • * .... 0.0518 
* 0 .Ol~81 X .,, 
0 .Ol~25X 
* 0 o0l•25X * 
0 .Ol•53X 
* o.oL~89X 
* 0 .Ol•fl5X 
* 0 ,OL~32X :;J 
* 0~0275X$ 0 lC' 0.0137Xi 1'l * 
o.0162xg ;c 
o .0259x~ * 0.0266Xf;i 
* 
:• 
o.022ox 
* ~4 
* 
-~-0 .022LiX~ 
0 .0258X ~ * 0.0265Xm 
* 0 .02 ll~X 
* o.0211x * o.0251x 0 * G 0.0236X \A) * 
o .0233x -ic 
o.0279x .. ,, 
o.0257x 
* o.0223x * 0 ,025 7X 
* o.02sox * 0.02l•1X * 
o.0293x 0 * 0.0832 • 
* 
~ 
o.2036x 
* o.2729x 
* o. 27ot.x 
* 0,2766X 
* o. 2ao1.x 
* 0,2779X 
* 0~2763X 
* 0 ~ 289l•X 0 
* • 0 ,33 79X to • 
* b3 
--
___________ , _______________ ... a.:m.·c:.:._c ...... ,i -
I ' 
., 
SA?wlP IE Ii 15 
FILTERED SPECTRUM 
•!ul ti plier 2001 Additive Const~nt 1 
Starting Value 880715~525 
o.ooo9(J 0 • 
* ij 0.01204 
* 0.00651 
* 0.00402 
* 0.00431 
* 0.00607 "/: 
0.00761 
•·· 0.00657 * o.oof,93 
·*· 0.00727 0 :'":'1 •• ,ji . • 1~~· .... 0 0.00730 I-' * 0.01207 * 0.01746 
0.01544 :*, 
0 .00970 ~ * 0.00750 
* . .o 0.00703 ~ * 0.00549 ts +. 
0.00459 ~ 0 
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