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Abstract  
In this paper, linear B-spline wavelets are applied for the efficient solution of system of Fredholm and Volterra linear 
integral equations of the second kind. Collocation and Galerkin methods are utilized and wavelets are employed as test 
and weight functions. The performance of these methods is compared on the integral equations. On the other hand 
Because of some significant properties of these wavelets, such semi orthogonality, having vanishing moments are 
compact support, the operational matrices are so sparse, in fact there is a considerable difference between the absolute 
value of largest and smallest entire of matrices. Thus an appropriate thresholding parameter can be chosen for reduction 
the relevant matrices. Consequently the propounded methods have a major advantage in economy of memory 
requirement and operational time. Accuracy and application of the introduced method are demonstrated through 
illustrative examples and results are shown in tables. 
Keywords: Collocation method; Fredholm and Volterra integral equations; Galerkin method; Linear B-spline 
wavelets; System of integral equations. 
1. Introduction 
The main aim of this paper is to develop two accurate methods for solving system of second kind Fredholm and Volterra 
integral equations based on linear B-spline wavelets. Among conventional numerical methods for solving integral 
equations, the collocation method receives more favourable attention from engineering applications due to lower 
computational cost in generating the coefficient matrix of the corresponding discrete equations. In comparison, 
implementation of the Galerkin method requires much more computational effort for the evolution of the integrals. The 
objective of this paper is to efficiently solve the system of linear Fredholm integral equations (SFIEs) of the form 
𝒀 𝑥 = 𝑭 𝑥 + 𝑲 𝑥, 𝑡 𝒀 𝑡 𝑑𝑡,          0 ≤ 𝑥 ≤ 1,                                                                              (1)
1
0
 
and the system of linear Volterra integral equations (SVIEs) of the second kind 
𝒀 𝑥 = 𝑭 𝑥 + 𝑲 𝑥, 𝑡 𝒀 𝑡 𝑑𝑡,          0 ≤ 𝑥 ≤ 1,                                                                              (2)
𝑥
0
 
where 
𝒀 𝑥 =  (𝑦1(𝑥), . . . ,𝑦𝑛(𝑥))
𝑇 ,                             𝑭(𝑥)  =  (𝑓1(𝑥), . . . , 𝑓𝑛(𝑥))
𝑇 , 
and 
𝑲 x, t =  
𝑘11 𝑥, 𝑡 … 𝑘1𝑛 𝑥, 𝑡 
⋮ ⋱ ⋮
𝑘𝑛1 𝑥, 𝑡 … 𝑘𝑛𝑛  𝑥, 𝑡 
 , 
 
𝑓𝑙 𝑥 , 𝑙 =  1, . . . , 𝑛 and  𝐾𝑖𝑗 (𝑥, 𝑡), 𝑖, 𝑗 =  1, . . . ,𝑛 are known continuous functions and 𝑦𝑙(𝑥), 𝑙 =  1, . . . , 𝑛 are the 
unknown functions that to be determined. The use of semi-orthogonal compactly supported spline wavelets is justified by 
                                                                                                                                                                    ISSN: 2581-3064                                                                                                                                                      
                             sjrmcseditor@scischolars.com             Online Publication Date: September 11, 2017               Volume 2, No. 1 
Volume 2, No. 1 available at www.scischolars.com/journals/index.php/sjrmcs/issue/archive                                   69                                                                                           
their interesting properties. This family of wavelets satisfy all the properties on a bounded interval that are verified by the 
usual wavelets on the real line, but they do not present the difficulties related to the boundary conditions, when applying 
such wavelets to problems in finite bounded domains, unlike most of the continuous orthogonal wavelets. Also, the semi 
orthogonal compactly supported spline wavelets have closed form expressions. Two categories of B-spline wavelets, 
orthogonal and semi orthogonal are compared by Nevels et al. [1] and it is shown that semi orthogonal wavelets are best 
suited for integral equation applications. 
Some numerical methods for solving system of integral equations were introduced by numerous researchers. Akyuz [2] 
transforms the integral equation system to matrix equations with the help of Chebyshev polynomials. A variation of 
homotopy perturbation method was presented by [3]. Authors of [4] introduced a Sinc collection type method for solving 
system of Fredholm integral equations. Chebyshev wavelets and BPFs are applied for converting the integral equation 
system to algebraic systems in [5], also in [6] a direct method based on triangular functions is utilized for Fredholm and 
Volterra system of integral equations. 
This paper is organized as follows: In section 2, we describe the formulation of the linear B-spline scaling and wavelet 
functions. In section 3, we discuss about function approximation by linear B-spline wavelet. In section 4, collocation and 
Galerkin methods are used for solving the system of Fredholm and Volterra integral equations. In section 5, we report 
our numerical finding and demonstrate the accuracy of the proposed numerical scheme by considering numerical 
examples. 
2. Linear B-Spline Scaling and Wavelet Functions 
The general theory and basic concepts of the wavelet theory and MRA is given in [7]. The following definitions and 
results follow [8]. Let 𝐵𝑚 ,𝑗 ,𝑋(𝑥) be the cardinal B-spline functions of order 𝑚 ≥ 2, and 𝑗0be the level for which  
2𝑗0 ≥ 2𝑚− 1, for each level 𝑗 ≥ 𝑗0  , the scaling functions of order 𝑚 can be defined as follows  
 
𝜑𝑚 ,𝑗 ,𝑖 𝑥 =  
𝐵𝑚 ,𝑗0 ,𝑖 2
𝑗−𝑗0𝑥 ,                       𝑖 = −𝑚 + 1,… ,−1,                                                                                          
𝐵𝑚 ,𝑗0 ,2𝑗−𝑚−𝑖 1− 2
𝑗−𝑗0𝑥 ,      𝑖 = 2𝑗 −𝑚 + 1,…  2𝑗 − 1,                                                                             3 
   𝐵𝑚 ,𝑗0 ,0 2
𝑗−𝑗0𝑥 − 2−𝑗0 𝑖 ,        𝑖 = 0,…2𝑗 −𝑚,                                                                                                     
  
 
and the two-scale relation for the m-order semi orthogonal compactly supported B-wavelet functions are 
defined as follows 
𝜓𝑚 ,𝑗 ,𝑖−𝑚  𝑥 =  𝑞𝑖 ,𝑘𝐵𝑚 ,𝑗 ,𝑘−𝑚
2𝑖+2𝑚−2
𝑘=𝑖
,        𝑖 = 1,… ,𝑚− 1,                                                          (4) 
𝜓𝑚 ,𝑗 ,𝑖−𝑚 (𝑥) =  𝑞𝑖 ,𝑘𝐵𝑚 ,𝑗 ,𝑘−𝑚 ,         𝑖 = 𝑚,… ,𝑛 −𝑚 + 1,                                                (5)
2𝑖+2𝑚−2
𝑘=2𝑖−𝑚
 
𝜓𝑚 ,𝑗 ,𝑖−𝑚  𝑥 =  𝑞𝑖 ,𝑘𝐵𝑚 ,𝑗 ,𝑘−𝑚 ,
𝑛+𝑖+𝑚−1
𝑘=2𝑖−𝑚
      𝑖 = 𝑛 −𝑚 + 2,… , 𝑛,                                                    6  
where 𝑞𝑖 ,𝑘 = 𝑞𝑘−2𝑖  . Hence, there are 2(𝑚− 1) bounded wavelets and (𝑛 − 2𝑚 + 2)inner wavelets in the 
boundary interval [𝑎,𝑏]. Finally by considering the level j with 𝑗 ≥ 𝑗0  , the B-wavelet functions in  0,1  can be 
expressed as follows 
𝜓𝑚 ,𝑗 ,𝑖 𝑥 =  
𝜓𝑚 ,𝑗0 ,𝑖 2
𝑗−𝑗0𝑥 ,                𝑖 = −𝑚+ 1,… ,−1 
𝜓𝑚 ,𝑗0 ,2𝑗−𝑚−𝑖 1 − 2
𝑗−𝑗0𝑥 ,            𝑖 = 2𝑗 − 2𝑚 + 2,…  2𝑗 −m,
𝜓𝑚 ,𝑗0 ,0 2
𝑗−𝑗0𝑥 − 2−𝑗0 𝑖 ,          𝑖 = 0,… 2𝑗 − 2𝑚 + 1.
                         (7) 
The scaling functions 𝜑𝑚 ,𝑗 ,𝑖(𝑥) occupy m segments and the wavelet functions 𝜓𝑚 ,𝑗 ,𝑖 𝑥  occupy 2𝑚− 1 segments. When 
semi-orthogonal wavelets are constructed from B-splines of order m, the lowest octave level 𝑗 = 𝑗0 is determined in [8] 
by 
2𝑗0 ≥ 2𝑚− 1,                                                                                                            (8) 
so as to give a minimum one complete wavelet on the interval  0,1 . 
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In the following, the scaling functions and wavelet functions used in the paper, for 𝑗 = 𝑗0 = 2 and 𝑚 = 2, are reported in 
[8] 
Boundary Scalings 
𝜑2,−1 = 1− 4𝑥 ,   𝑥 ∈  0,
1
4
 ,              𝜑2,3 = 4𝑥 − 3 , 𝑥 ∈ [
3
4
, 1)                                (9) 
Inner scalings 
𝜑2,0 𝑥 =  
4𝑥,                  𝑥 ∈  0,
1
4
 ,
2− 4𝑥,          𝑥 ∈  
1
4
,
1
2
 ,
                    𝜑2,1 𝑥 =    
  
4𝑥 − 1,              𝑥 ∈  
1
4
,
1
2
 ,
3− 4𝑥,              𝑥 ∈  
1
2
,
3
4
 ,
                (10) 
  𝜑2,2 𝑥 =  
4𝑥 − 2,              𝑥 ∈  
1
2
,
3
4
 ,
4 − 4𝑥,              𝑥 ∈  
3
4
, 1 ,
                                                                (11) 
Boundary wavelets 
𝜓2,−1 𝑥 =
 
 
 
 
 
 
 
 
 −1 +
46
3
 𝑥,             𝑥 ∈  0,
1
8
 ,      
7
3
 −
34
3
𝑥 ,          𝑥 ∈  
1
8
,
1
4
 ,
              
−5
3
+
14
3
𝑥,           𝑥 ∈  
1
4
,
3
8
 ,                 
1
3
 −
2
3
𝑥,            𝑥 ∈  
3
8
,
1
2
 ,               
 𝜓2,2 𝑥 =  
 
 
 
 
 
 
 
 
 
−1
3
+
2
3
𝑥,           𝑥 ∈  
1
2
,
5
8
 ,
3 −
14
3
𝑥,           𝑥 ∈  
5
8
,
3
4
 ,
−9 +
34
3
𝑥,          𝑥 ∈  
3
4
,
7
8
 ,
43
3
 −
46
3
𝑥,           𝑥 ∈  
7
8
, 1 ,
             
                            (12) 
 
Inner wavelets 
𝜓2,0 𝑥 =
 
 
 
 
 
 
 
 
 
 
 
 
 
2
3
𝑥,                       𝑥 ∈  0,
1
8
 ,
2
3
 −
14
3
𝑥,            𝑥 ∈  
1
8
,
1
4
 ,
−19
6
+
32
3
𝑥,           𝑥 ∈  
1
4
,
3
8
 ,
 
29
6
 −
32
3
𝑥,           𝑥 ∈  
3
8
,
1
2
 ,
−17
6
+
14
3
𝑥,           𝑥 ∈  
1
2
,
5
8
 ,
1
32
 −
2
3
𝑥,            𝑥 ∈  
5
8
,
3
4
 ,
  
           
                     𝜓2,1 𝑥 =
 
 
 
 
 
 
 
 
 
 
 
 
 
−1
2
+
2
3
𝑥,           𝑥 ∈  
1
8
,
1
4
 ,
5
4
 −
14
3
𝑥,           𝑥 ∈  
1
4
,
3
8
 ,
−9
2
+
32
3
𝑥,           𝑥 ∈  
3
8
,
1
2
 ,
 
37
6
 −
32
3
𝑥,           𝑥 ∈  
1
2
,
5
8
 ,
−41
12
+
14
3
𝑥,           𝑥 ∈  
5
8
,
3
4
 ,
7
12
 −
2
3
𝑥,           𝑥 ∈  
3
4
,
7
8
 ,
  
           
                        (13) 
2.1   Function Approximation 
A function 𝑓(𝑥)defined over  0,1  may be approximated by B-spline wavelets as [8] 
𝑓 𝑥 =  𝑐𝑗0 ,𝑖𝜑𝑗0 ,𝑖
2𝑗0−1
𝑖=−1
 𝑥 +   𝑑𝑘 ,𝑗𝜓𝑗 ,𝑘
2𝑘−2
𝑗=−1
 𝑥 ,
∞
𝑘=𝑗0
                                                       (14) 
where 𝜑𝑗0 ,𝑖and 𝜓𝑗 ,𝑘  are scaling and wavelets functions respectively. If the infinite series in equation (14) is truncated, 
then it can be written as 
𝑓 𝑥 ≃  𝑐𝑗0 ,𝑖𝜑𝑗0 ,𝑖
2𝑗0−1
𝑖=−1
 𝑥 +   𝑑𝑘 ,𝑗𝜓𝑗 ,𝑘
2𝑘−2
𝑗=−1
 𝑥 = 𝐶𝑇
𝑗𝑢
𝑘=𝑗0
𝛶 𝑥 ,                                  (15) 
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where 𝐶 and 𝛶 are (2(𝑗𝑢+1)  +  1)  ×  1vectors given by  
𝐶 = [𝑐𝑗0 ,−1 ,…𝑐𝑗0 ,2𝑗0−1 , 𝑑𝑗0,−1 ,… . 𝑑𝑗0 ,2𝑗0−2 ,… ,𝑑𝑗𝑢 ,−1 ,… . ,𝑑𝑗𝑢  ,2𝑗𝑢−2]
𝑇 ,                                (16) 
𝛶 = [𝜙𝑗0 ,−1 ,…𝜙𝑗0 ,2𝑗0−1 ,𝜓𝑗0,−1 ,… .𝜓𝑗0 ,2𝑗0−2 ,… ,𝜓𝑗𝑢 ,−1 ,… . ,𝜓𝑗𝑢  ,2𝑗𝑢−2]
𝑇 ,                           (17) 
with 
𝑐𝑗0 ,𝑖 =  𝑓 𝑥 𝜑 𝑗0  ,𝑖 𝑥 𝑑𝑥 ,     𝑖 = −1,… , 2
𝑗0 − 1,                                                                    18 
1
0
 
𝑑𝑘 ,𝑗 =  𝑓 𝑥 𝜓 𝑗 ,𝑘 𝑥 𝑑𝑥 ,              𝑘 = 𝑗0 ,… . , 𝑗𝑢  , 𝑗 = −1,… , 2
𝑗𝑢 − 2,                        19 
1
0
 
where 𝜑 𝑗0  ,𝑖  and 𝜓
 
𝑘 ,𝑗are dual functions of 𝜑𝑗0 ,𝑖 , 𝑖 =  −1, . . . , 2
𝑗0  –  1 and 𝜓𝑗 ,𝑘 , 𝑗 =  𝑗0 , . . . , 𝑗𝑢 , respectively. These can be 
obtained by linear combinations of 𝜑𝑗0 ,𝑖  and 𝜓𝑗 ,𝑘 . Now we found an upper bound for wavelet coefficients. 
Theorem 1: [8] We assume that 𝑓 ∈ 𝐶2 0,1  is represented by linear B-spline wavelets as (14), where 𝜓 has 𝑝 vanishing 
moments, then 
 𝑑𝑘 ,𝑗  ≤ 𝛼𝛽
2−𝑘 𝑝+1 
𝑝!
,                                                                                        (20) 
where 𝛼 = 𝑚a𝑥 𝑓2(𝑡) 𝑡∈ 0,1  and  𝛽 =   𝑥
2𝜓  
1
0
 assume that  𝑒𝑗 (𝑥)be error of approximation in 𝑉𝑗 , then 
 𝑒𝑗  𝑥  = 𝑂 2
−2𝑗  .                                                                                               21  
As is shown in (21), order of error depends on the level j.  Obviously for larger level of j, the error of approximation will 
be smaller. 
3. Collocation Method for Solving SFIES and SVIES 
In this section collocation method is used to solve system of integral equations (1)-(2) based on linear B-spline wavelets. 
Among conventional numerical methods for solving integral equations, the collocation method receives more favourable 
attention from engineering applications due to lower computational cost in generating the coefficient matrix of the 
corresponding discrete equations. In comparison, implementation of the Galerkin method requires much more 
computational effort for the evolution of the integrals. We use equation (15) to approximate 𝑦𝑙 𝑥  as 
𝑦𝑙 𝑥 ≃ 𝐶𝑙
𝑇𝛶 𝑥 ,                𝑙 =  1, . . . , 𝑛,                                                       (22) 
where 𝛶 is defined in equation (17) and 𝐶𝑙 is (2 
𝑗𝑢+1 +  1)  ×  1 unknown vector defined similarly to 𝐶 in equation (16) 
𝐶𝑙 =  𝑐𝑗0 ,−1
𝑙 ,… , 𝑐
𝑗0 ,2
𝑗0−1
𝑙 ,𝑑𝑗0 ,−1
𝑙 ,… ,𝑑
𝑗0 ,2
𝑗0−2
𝑙 ,… , 𝑑𝑙𝑗𝑢 ,2𝑗𝑢−2 
𝑇
.                                             (23)  
3.1  Collocation Method for Solving SFIEs 
Substituting equation (22) in equation (1), and collocating the obtained equations in support points 
𝑥𝑚 =
𝑚
2𝑗𝑢+1+1
 ,          𝑚 = 1,2,… , 2𝑗𝑢+1 + 1, 
we get 
𝑓𝑙 𝑥𝑚  = 𝐶𝑙
𝑇𝛶 𝑥𝑚  −  𝑘𝑙𝑗
1
0
𝑛
𝑗=1
 𝑥𝑚 , 𝑡 𝐶𝑗
𝑇𝛶 𝑡 𝑑𝑡,      𝑙 = 1,2,… ,𝑛,           𝑚 = 1,2,… , 2𝑗𝑢+1 + 1.                              (24)       
We can rewrite the above equations in the matrix form 𝐴𝑋 = 𝐵 as follows 
𝐴 =  
(𝜑 − 𝑘𝜑)1 (−𝑘𝜑)12 … (−𝑘𝜑)1𝑛 (𝜓 − 𝑘𝜓)1 (−𝑘𝜓)12 … (−𝑘𝜓)1𝑛
(−𝑘𝜑)21 (𝜑 − 𝑘𝜑)2 … (−𝑘𝜑)2𝑛 (−𝑘𝜓)21 (𝜓 − 𝑘𝜓)1 … (−𝑘𝜓)2𝑛
⋮
(−𝑘𝜑)𝑛1
⋮
(−𝑘𝜑)𝑛2
⋱
…
⋮
(𝜑 − 𝑘𝜑)𝑛
⋮
(−𝑘𝜓)𝑛1
⋮
(−𝑘𝜓)𝑛2
⋱ ⋮
… (−𝑘𝜓)𝑛
 , 
where 
𝐵 = (𝑓1 𝑥0 ,… ,𝑓1 𝑥2𝑗𝑢+1 ,… , 𝑓𝑛  𝑥0 ,… , 𝑓𝑛 𝑥2𝑗𝑢+1 )
𝑇 , 
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𝑋 =  𝑐−1
1 ,… , 𝑐
2𝑗0−1
1 ,… , 𝑐−1
𝑛 ,… , 𝑐
2𝑗0−1
𝑛 ,𝑑−1,𝑗0
1 ,… , 𝑑
2𝑗0−2,𝑗0
𝑛 ,… ,𝑑−1,𝑗𝑢
𝑛 ,… , 𝑑
2𝑗𝑢−2,𝑗𝑢
𝑛  
𝑇
, 
 𝜑 − 𝑘𝜑 𝑙 =  𝜑𝑗0,𝑖 𝑥𝑟 − 𝑘𝑙𝑙 𝑥𝑟 , 𝑡 𝜑𝑗0,𝑖 𝑡 
1
0
𝑑𝑡 
𝑟,𝑖
, 
 𝑘𝜑 𝑙ℎ =   𝑘𝑙ℎ 𝑥𝑟 , 𝑡 𝜑𝑗0,𝑖 𝑡 
1
0
𝑑𝑡 
𝑟,𝑖
, 
 𝜓 − 𝑘𝜓 𝑙 =  𝜓𝑗0,𝑘 𝑥𝑟 − 𝑘𝑙𝑙 𝑥𝑟 , 𝑡 𝜓𝑗0,𝑘 𝑡 
1
0
𝑑𝑡 
𝑟,𝑘
, 
 𝑘𝜓 𝑙ℎ =   𝑘𝑙ℎ 𝑥𝑟 , 𝑡 𝜓𝑗0,𝑘 𝑡 
1
0
𝑑𝑡 
𝑟,𝑘
, 
and the subscripts 𝑟, 𝑖, 𝑗 and 𝑙 assume values as 
𝑖, 𝑟 =  −1, . . . , 2𝑗0  −  1,           𝑙,ℎ =  1, . . . ,𝑛,            𝑙 ≠  𝑗,        𝑘, 𝑠 =  −1, . . . , 2𝑗𝑢  −  2,              𝑗, 𝑞 =  𝑗0 , . . . , 𝑗𝑢 . 
Because of the local supports of scaling functions and wavelets many of the elements of matrix A are zero. Thus the 
operational matrix is very sparse and we don’t need large memory requirement and a high computational time. 
3.2 Collocation Method for Solving SVIEs 
Consider equation (2), substituting equation (22) in equation (2), and collocating the obtained equation in the mentioned 
support points, we get the same results as SFIEs, just with this difference that the integration interval in the current 
algebraic system is  0, 𝑥𝑚  . 
4. Galerkin Method for Solving SFIEs and SVIEs 
Now we apply Galerkin approach for solving system of integral equations (1)-(2) based on linear B-spline wavelets. As 
previously mentioned, in numerical researches collocation method is noticeable because of having low computation cost. 
But it should be noted that, this theory is not valid about B-spline wavelets. Indeed when B-spline scaling functions and 
wavelets are utilized in Galerkin method as basis and weighting functions, because of their some properties such as semi 
orthogonality, having vanishing moments and compact support, the operational matrices of method is significantly 
sparse. So the needed computational time and memory requirement is decreased and it is even possible that the 
computational cost of Galerkin method be less than collocation method. Now we use equation (15) to approximate 𝑦𝑙(𝑥). 
4.1    Galerkin Method for solving SFIEs 
Substituting equation (22) in equation (1), multiplying in  𝛶 ( 𝑥)and integrating from 0 to 1 we can rewrite the system of 
equations (1) in the matrix form 𝐴𝑋 = 𝐵 where 
𝐴 =  
𝐴11 𝐴12
𝐴21 𝐴22
 , 
where 𝐴11 ,𝐴12 ,𝐴21and 𝐴22are the matrices of dimensional 𝑛(2
𝑗0 +  1)  ×  𝑛(2𝑗0 +  1), 𝑛(2𝑗0  +  1) × 𝑛(2𝑗𝑢  −
2𝑗0 ),𝑛(2𝑗𝑢  − 2𝑗0 ) × 𝑛(2𝑗0  + 1) and 𝑛(2𝑗𝑢  − 2𝑗0 ) × 𝑛(2𝑗𝑢  − 2𝑗0 ) respectively defined as following 
𝐴11 =  
( 𝜑,𝜑  −  𝑘𝜑,𝜑  )1  −𝑘𝜑,𝜑  12 …  −𝑘𝜑,𝜑  1𝑛
 −𝑘𝜑,𝜑  21 ( 𝜑,𝜑  −  𝑘𝜑,𝜑  )2 …  −𝑘𝜑,𝜑  2𝑛
⋮
 −𝑘𝜑,𝜑  𝑛1
               
⋮
 −𝑘𝜑,𝜑  𝑛2
⋱
…
⋮
( 𝜑,𝜑  −  𝑘𝜑,𝜑  )𝑛
 , 
 
𝐴12 =  
  𝜓,𝜑  −  𝑘𝜓,𝜑   1  −𝑘𝜓,𝜑  12 …  −𝑘𝜓,𝜑  1𝑛
 −𝑘𝜓,𝜑  21 ( 𝜓,𝜑  −  𝑘𝜓,𝜑  )2 …  −𝑘𝜓,𝜑  2𝑛
⋮
 −𝑘𝜓,𝜑  𝑛1
              
⋮
 −𝑘𝜓,𝜑  𝑛2
⋱
…
⋮
 −𝑘𝜓,𝜑  𝑛
 , 
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𝐴21 =
 
 
 
( 𝜑,𝜓  −  𝑘𝜑,𝜓  )1  −𝑘𝜑,𝜓  12 …  −𝑘𝜑,𝜓  1𝑛
 −𝑘𝜑,𝜓  21 ( 𝜑,𝜓  −  𝑘𝜑,𝜓  )2 …  −𝑘𝜑,𝜓  2𝑛
⋮
 −𝑘𝜑,𝜓  𝑛1
               
⋮
 −𝑘𝜑,𝜓  𝑛2
⋱
…
⋮
( 𝜑,𝜓  −  𝑘𝜑,𝜓  )𝑛 
 
 
, 
𝐴22 =
 
 
 
( 𝜓,𝜓  −  𝑘𝜓,𝜓  )1  −𝑘𝜓,𝜓  12 …  −𝑘𝜓,𝜓  1𝑛
 −𝑘𝜓,𝜓  21 ( 𝜓,𝜓  −  𝑘𝜓,𝜓  )2 …  −𝑘𝜓,𝜓  2𝑛
⋮
 −𝑘𝜓,𝜓  𝑛1
⋮
 −𝑘𝜓,𝜓  𝑛2
⋱
…
⋮
 −𝑘𝜓,𝜓  )𝑛 
 
 
, 
and 
𝐵 =   𝑓1 𝑥 ,𝜑 𝑗0 ,−1 ,… ,  𝑓1 𝑥 ,𝜓
 
𝑗𝑢 ,2
𝑗𝑢−2
 ,… ,  𝑓𝑛 𝑥 ,𝜑 𝑗0 ,−1 ,… ,  𝑓𝑛  𝑥 ,𝜓
 
𝑗𝑢 ,2
𝑗𝑢−2
  , 
𝑋 =  𝑐−1
1 ,… , 𝑐
2𝑗0−1
1 ,… , 𝑐−1
𝑛 ,… , 𝑐
2𝑗0−1
𝑛 ,𝑑−1,𝑗0
1 ,… , 𝑑
2𝑗0−2,𝑗0
𝑛 ,… ,𝑑−1,𝑗𝑢
𝑛 ,… , 𝑑
2𝑗𝑢−2,𝑗𝑢
𝑛  
𝑇
, 
  𝜑,𝜑  −  𝑘𝜑,𝜑   𝑙 =   𝜑 𝑗0 ,𝑟 𝑥 𝜑𝑗0 ,𝑖 𝑥 𝑑𝑥 − 𝜑 𝑗0 ,𝑟 𝑥  𝑘𝑙𝑙(𝑥, 𝑡)
1
0
𝜑𝑗0 ,𝑖 𝑡 𝑑𝑡𝑑𝑥
1
0
1
0
 
𝑖 ,𝑟
 
=  1− 𝜑 𝑗0 ,𝑟 𝑥  𝑘𝑙𝑙 (𝑥, 𝑡)
1
0
𝜑𝑗0 ,𝑖 𝑡 𝑑𝑡𝑑𝑥
1
0
 
𝑖 ,𝑟
, 
  −𝑘𝜑,𝜑   𝑙ℎ = −  𝜑 𝑗0 ,𝑟 𝑥  𝑘𝑙ℎ(𝑥, 𝑡)
1
0
𝜑𝑗0 ,𝑖 𝑡 𝑑𝑡𝑑𝑥
1
0
 
𝑖,𝑟
, 
  𝜓,𝜑  −  𝑘𝜓,𝜑   𝑙 =   𝜑 𝑗0 ,𝑟 𝑥 𝜓𝑗 ,𝑘 𝑥 𝑑𝑥 −  𝜑 𝑗0 ,𝑟 𝑥  𝑘𝑙𝑙(𝑥, 𝑡)
1
0
𝜓𝑗 ,𝑘 𝑡 𝑑𝑡𝑑𝑥
1
0
1
0
 
𝑗 ,𝑘 ,𝑟
, 
  −𝑘𝜓,𝜑   𝑙ℎ = −  𝜑 𝑗0 ,𝑟 𝑥  𝑘𝑙ℎ(𝑥, 𝑡)
1
0
𝜓𝑗 ,𝑘 𝑡 𝑑𝑡𝑑𝑥
1
0
 
𝑟,𝑗 ,𝑘
, 
  𝜑,𝜓  −  𝑘𝜑,𝜓   
𝑙
=   𝜓 𝑞 ,𝑠 𝑥 𝜑𝑗0 ,𝑖 𝑥 𝑑𝑥 −  𝜓
 
𝑞 ,𝑠 𝑥  𝑘𝑙𝑙 (𝑥, 𝑡)
1
0
𝜑𝑗0 ,𝑖 𝑡 𝑑𝑡𝑑𝑥
1
0
1
0
 
𝑞 ,𝑠,𝑖
, 
  −𝑘𝜑,𝜓   
𝑙ℎ
= −  𝜓 𝑞 ,𝑠 𝑥  𝑘𝑙ℎ(𝑥, 𝑡)
1
0
𝜑𝑗0 ,𝑖 𝑡 𝑑𝑡𝑑𝑥
1
0
 
𝑞 ,𝑠,𝑖
, 
  𝜓,𝜓  −  𝑘𝜓,𝜓   
𝑙
=   𝜓 𝑞 ,𝑠 𝑥 𝜓𝑗 ,𝑘 𝑥 𝑑𝑥 −  𝜓 𝑞 ,𝑠 𝑥  𝑘𝑙𝑙(𝑥, 𝑡)
1
0
𝜓𝑗 ,𝑘 𝑡 𝑑𝑡𝑑𝑥
1
0
1
0
 
𝑞,𝑠,𝑗 ,𝑘
, 
=  1− 𝜓 𝑞 ,𝑠 𝑥  𝑘𝑙𝑙 (𝑥, 𝑡)
1
0
𝜓𝑗 ,𝑘 𝑡 𝑑𝑡𝑑𝑥
1
0
 
𝑞,𝑠,𝑗 ,𝑘
, 
                                                
  −𝑘𝜓,𝜓   
𝑙ℎ
= −  𝜓 𝑞 ,𝑠 𝑥  𝑘𝑙ℎ(𝑥, 𝑡)
1
0
𝜓𝑗 ,𝑘 𝑡 𝑑𝑡𝑑𝑥
1
0
 
𝑞,𝑠,𝑗 ,𝑘
, 
and the subscripts 𝑟, 𝑖, 𝑗 and 𝑙 assume values as 
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𝑖, 𝑟 =  −1, . . . , 2𝑗0  −  1,           𝑙,ℎ =  1, . . . ,𝑛,            𝑙 ≠  𝑗,        𝑘, 𝑠 =  −1, . . . , 2𝑗𝑢  −  2,              𝑗, 𝑞 =  𝑗0 , . . . , 𝑗𝑢 . 
Because of having local supports, semi orthogonality and having vanishing moments of scaling functions and wavelets 
many of the defined matrices elements are zero. Thus the operational matrix of Galerkin method is very sparse and we 
don’t need large memory requirement and a high computational time. 
4.2 Galerkin Method for Solving SVIEs 
Consider the equation (2), substituting equation (22) in equation (2), and applying Galerkin method we get similar 
relations as SFIEs, only with this difference that 
𝑘𝜑 =  𝑘 𝑥, 𝑡 𝜑 𝑡 𝑑𝑡,         𝑎𝑛𝑑         𝑘𝜓 =  𝑘 𝑥, 𝑡 𝜓 𝑡 𝑑𝑡.
𝑥
0
𝑥
0
 
5 Illustrative Examples 
In this section, for showing the accuracy and efficiency of the described methods we present some examples. The 
solutions for 𝑦1(𝑥) and 𝑦2(𝑥) are obtained by the methods in section 3 and 4 at the octave level 𝑗0 = 2 and at the levels 
𝑗𝑢 = 3, 4 and are compared with the results of some other methods. In tables the absolute errors are defined as follows 
 𝑒(𝑦𝑖)  =   𝑦𝑖 𝑥 −  𝑦𝑖
∗ 𝑥  ,     𝑖 = 1,2,… , 𝑛, 
where 𝑦𝑖  and  𝑦𝑖
∗ are the exact and approximated solutions, respectively. 
Example 1. Consider the system of Fredholm integral equations 
  
 
 
 
 
 𝑦1(𝑥) = 𝑓1 (𝑥) + (𝑡 cos 𝑥 𝑦1 𝑡 + 𝑥 sin(𝑡) 𝑦2(𝑡))𝑑𝑡,
1
0
𝑦2 𝑥 = 𝑓2 𝑥 +  𝑒
𝑥𝑡2𝑦1 𝑡 +  𝑥 + 𝑡 𝑦2 𝑡  𝑑𝑡,
1
0
          
  
where 
𝑓1 𝑥 =
𝑥 𝑠𝑖𝑛2(1)
2
+ 𝑥 −
cos⁡(𝑥)
3
,      𝑓2 𝑥 = cos 𝑥 +  𝑥 + 1 sin 1 + cos 1 + 1 −
𝑒𝑥 − 1
2𝑥
, 
with the exact solutions 𝑦1(𝑥) = 𝑥 and 𝑦2(𝑥) = 𝑐𝑜𝑠(𝑥). Table 1 shows the absolute errors of approximated solution for 
𝑦1 𝑥  and 𝑦2 𝑥  in the scales 𝑗𝑢 = 3 and 4 by the collocation and Galerkin methods. 
Example 2. Consider the system of Fredholm integral equations [5] and [9] 
  
 
 
 
 
 𝑦1 𝑥 = 2𝑒
𝑥 +
𝑒𝑥+𝑡 − 1
𝑥 + 1
− (𝑒𝑥−𝑡 𝑦1 𝑡 + 𝑒
 𝑥+2 𝑡𝑦2(𝑡))𝑑𝑡,
1
0
             
𝑦2 𝑥 = 𝑒
𝑥 + 𝑒−𝑥 +
𝑒𝑥+𝑡 − 1
𝑥 + 1
−  𝑒𝑥𝑡𝑦1 𝑡 + 𝑒
𝑥+𝑡𝑦2 𝑡  𝑑𝑡,
1
0
          
  
with the exact solution 𝑦1(𝑥)  =  𝑒
𝑥and 𝑦2(𝑥)  =  𝑒
−𝑥 . Table 2 shows the absolute errors of approximated solution 
for 𝑦1(𝑥) and 𝑦2(𝑥)in the scales 𝑗𝑢 =  3,4 by the introduced collocation and Galerkin methods and the results of [5] and 
[9] are given in table 2 for having a comparison of the accuracy, where in [9] Block-Pulse functions are used to  
Table 1.  𝑒(𝑦1)  and   𝑒(𝑦2)  for approximated solutions of example 1 in some mesh point 
Galerkin Collocation 
𝑗𝑢 = 4 𝑗𝑢 = 3 𝑗𝑢 = 4 𝑗𝑢 = 3 𝑥 
 𝑒(𝑦1)  
7.0102 × 10−12 5.0049 × 10−8 3.3147 × 10−7 1.02241 × 10−5 0.0 
9.2623 × 10−12 2.8483 × 10−8 1.1192 × 10−7 6.3276 × 10−5 0.2 
1.0869 × 10−12 1.1290 × 10−9 8.9912 × 10−8 8.9715 × 10−6 0.4 
7.6172 × 10−12 3.5454 × 10−8 5.2157 × 10−7 6.3071 × 10−5 0.6 
6.2940 × 10−12 8.0725 × 10−8 1.8465 × 10−7 7.6568 × 10−5 0.8 
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4.1625 × 10−12 3.9711 × 10−8 9.0949 × 10−7 2.5563 × 10−5 1.0 
 𝑒(𝑦2)  
3.3321 × 10−12 5.0551 × 10−8 1.0542 × 10−7 3.3774 × 10−4 0.0 
4.1584 × 10−10 9.7001 × 10−7 5.5366 × 10−6 401921 × 10−3 0.2 
4.7705 × 10−10 5.4420 × 10−7 9.1832 × 10−6 2.6626 × 10−3 0.4 
1.3865 × 10−10 4.6079 × 10−7 6.4514 × 10−6 7.3618 × 10−3 0.6 
5.0404 × 10−10 3.0549 × 10−7 4.2525 × 10−6 1.3776 × 10−3 0.8 
5.3787 × 10−10 9.1956 × 10−7 3.9615 × 10−6 1.2968 × 10−3 1.0 
solve a linear Fredholm integral equations system of the second kind and in [5], triangular functions and its operational 
matrices and reduces an integral equations system to a system of algebraic equations. 
Table 2.  𝑒(𝑦1)  and   𝑒(𝑦2)  for approximated solutions of example 2 in some mesh point 
method of [5] method of [9] Galerkin Collocation Galerkin Collocation 
x 
𝑚 = 32 𝑚 = 16 𝑗𝑢 = 4 𝑗𝑢 = 4 𝑗𝑢 = 3 𝑗𝑢 = 3 
          𝑒(𝑦1)  
1.1514 × 10−3 3.0650 × 10−2 4.7820 × 10−9 8.8057 × 10−7 6.4079 × 10−7 4.9301 × 10−4 0.0 
1.1927 × 10−3 2.2120 × 10−2 5.3492 × 10−8 5.3149 × 10−6 7.0053 × 10−7 4.0028 × 10−3 0.2 
1.4470 × 10−3 8.3321 × 10−3 5.5146 × 10−9 2.6397 × 10−7 3.7142 × 10−8 5.7474 × 10−4 0.4 
1.6993 × 10−3 1.2215 × 10−2 7.8446 × 10−8 4.1182 × 10−6 3.1068 × 10−7 6.1556 × 10−3 0.6 
1.9282 × 10−3 4.1843 × 10−2 3.8600 × 10−8 6.6935 × 10−6 2.6204 × 10−7 8.0157 × 10−3 0.8 
1.8613 × 10−3 8.3084 × 10−2 9.7712 × 10−7 3.2610 × 10−6 3.8815 × 10−7 8.4529 × 10−4 1.0 
        𝑒(𝑦2)  
6.6702 × 10−4 3.0500 × 10−2 4.173 × 10−10  4.0181 × 10−8 4.3466 × 10−8 2.1056 × 10−4 0.0 
7.4336 × 10−4 1.4815 × 10−2 5.1745 × 10−10 1.8055 × 10−7 4.3389 × 10−7 3.5849 × 10−4 0.2 
6.4955 × 10−4 3.6646 × 10−3 3.0801 × 10−10 2.9148 × 10−6 5.1314 × 10−8 1.2769 × 10−3 0.4 
5.4491 × 10−4 4.0287 × 10−3 1.2284 × 10−10 6.0177 × 10−7 5.7479 × 10−7 1.3236 × 10−3 0.6 
4.0233 × 10−4 9.3811 × 10−3 6.6250 × 10−10 4.8781 × 10−7 9.1718 × 10−7 1.8922 × 10−3 0.8 
3.2749 × 10−4 1.2994 × 10−2 4.1406 × 10−10 7.0155 × 10−6 7.0015 × 10−7 6.1144 × 10−3 1.0 
Example 3. Consider the system of Volterra integral equations [10] 
 
  
 
  
  𝑦1
 𝑥 = −𝑥3 − 𝑥 +  (𝑦2 𝑡 
𝑥
0
+ 𝑦3(𝑡))𝑑𝑡,                                                                 
𝑦2 𝑥 =
𝑥5
4
−
𝑥4
4
−
𝑥3
2
− 3𝑥2 − 1 +  ((x − 1)𝑦1 𝑡 + t𝑦2 𝑡 − 𝑥𝑦4 𝑡 )𝑑𝑡,
𝑥
0
𝑦3 𝑥 =
𝑥6
2 −
𝑥31𝑥
3
46 + 2𝑥
2 + 3 +  ( x − t 𝑦1 𝑡 − 3t
2𝑦4 𝑡 )𝑑𝑡,                   
𝑥
0
𝑦4 𝑥 = 𝑥
3 − 5 +  ( 2x− 3t 𝑦1 𝑡 )𝑑𝑡,
𝑥
0
                                                                
  
with the exact solution 𝑦1 𝑥 = 𝑥,  𝑦2 𝑥 = 𝑥
2 − 1,𝑦3 𝑥 = 2𝑥
2 + 3and  𝑦4(𝑥) = 𝑥
3 − 5. In table 3 related numerical 
solutions obtained by the presented approaches and the results of [10] are shown. Authors of [10] applied homotopy 
analysis method (HAM) for solving linear and nonlinear system of integral equations. 
Table 3.  𝑒(𝑦1) , 𝑒(𝑦2) , 𝑒(𝑦3) and  𝑒(𝑦4) for approximated solutions of example 3 in some mesh points. 
method of [10] Galerkin Collocation 
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𝑗𝑢 = 4 𝑗𝑢 = 3 𝑗𝑢 = 4 𝑗𝑢 = 3 𝑥 
 𝑒(𝑦1)  
6.1481 × 10−10  6.6736 × 10−13  8.0057 × 10−10 5.1198 × 10−10 1.0154 × 10−8 0.0 
4.2308 × 10−8 1.5048 × 10−12  2.7402 × 10−8 7.8578 × 10−8 1.1077 × 10−6 0.2 
3.0984 × 10−6 4.9107 × 10−12  1.8178 × 10−9 1.8334 × 10−8 0.9942 × 10−6 0.4 
2.0758 × 10−5 2.7485 × 10−12  4.6695 × 10−9 4.3853 × 10−8 3.6081 × 10−5 0.6 
3.0521 × 10−5 8.1005 × 10−12  3.3216 × 10−9 3.7766 × 10−8 6.3019 × 10−5 0.8 
4.6573 × 10−4 2.1138 × 10−12  5.2795 × 10−8 5.4518 × 10−8 2.2254 × 10−5 1.0 
                                         𝑒(𝑦2)  
 2.1025 × 10−9 4.8050 × 10−13  5.5007 × 10−10 1.7001 × 10−8 6.0088 × 10−6 0.0 
9.3569 × 10−8 3.7555 × 10−12  2.8073 × 10−9 2.4791 × 10−7 13899 × 10−4 0.2 
1.9627 × 10−6 8.2520 × 10−11  5.8921 × 10−8 4.3129 × 10−6 4.5614 × 10−4 0.4 
  4.0303 × 10−6 6.3377 × 10−11  6.3847 × 10−8 3.2505 × 10−6 2.2150 × 10−4 0.6 
4.3429 × 10−5 4.5364 × 10−11  7.4551 × 10−8 7.0900 × 10−6 4.3951 × 10−4 0.8 
7.0010 × 10−5 2.3724 × 10−11  2.2664 × 10−8 1.0333 × 10−6 7.0467 × 10−4 1.0 
 𝑒(𝑦3)  
3.4327 × 10−11  3.4612 × 10−12  7.1150 × 10−10 5.0487 × 10−8 2.1377 × 10−6 0.0 
3.4688 × 10−9 3.4832 × 10−10  8.3247 × 10−8 3.6614 × 10−7 3.9455 × 10−5 0.2 
4.7565 × 10−8 8.1141 × 10−10  4.1083 × 10−8 8.2662 × 10−6 4.8874 × 10−4 0.4 
9.1950 × 10−6 6.9662 × 10−10  4.2207 × 10−8 7.8750 × 10−6 3.4441 × 10−4 0.6 
1.2923 × 10−4 3.7152 × 10−10  3.1414 × 10−8 4.2656 × 10−6 7.0013 × 10−4 0.8 
3.7994 × 10−4 2.1964 × 10−10  2.8001 × 10−8 1.7149 × 10−6 1.0238 × 10−4 1.0 
 𝑒(𝑦4)  
1.3348 × 10−10  5.4147 × 10−12  7.4488 × 10−8 5.9900 × 10−7 4.6422 × 10−4 0.0 
1.3797 × 10−8 4.5480 × 10−10  1.1366 × 10−7 6.1012 × 10−6 1.1038 × 10−3 0.2 
9.6581 × 10−7 3.4279 × 10−10  2.0832 × 10−7 7.0089 × 10−6 1.6991 × 10−3 0.4 
6.6465 × 10−6 4.8532 × 10−10  4.7720 × 10−7 7.5188 × 10−6 3.9337 × 10−3 0.6 
4.3317 × 10−5 2.4056 × 10−10  6.1339 × 10−7 8.3207 × 10−6 2.7651 × 10−3 0.8 
7.6201 × 10−4 6.1023 × 10−10  5.5753× 10−7 8.4415 × 10−6 2.776 × 10−3 1.0 
5. Conclusion 
In the present paper, two projection methods, collocation and Galerkin methods are applied to solve the 
linear system of Fredholm and Volterra integral equations based on linear B-spline wavelets. Some 
significant properties of these wavelets are used to reduce the system of integral equation to some linear 
algebraic system with sparse operational matrices. A brief comparison between the obtained results with the 
finding of some other methods, express the high accuracy of the introduced method. The method is 
computational attractive and simple. We can extend the purposed methods for nonlinear system of integral 
and also integro-differential equations with some additional work. 
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