A new type of high-order multi-resolution weighted essentially non-oscillatory (WENO) schemes [J. Comput. Phys., 375 (2018), 659-683] is applied to solve for steady-state problems on structured meshes. Since the classical WENO schemes [J. Comput. Phys., 126 (1996), 202-228] might suffer from slight post-shock oscillations (which are responsible for the residue to hang at a truncation error level), this new type of high-order finite difference and finite volume multi-resolution WENO schemes is applied to control the slight post-shock oscillations and push the residue to settle down to machine zero in steady-state simulations. This new type of multi-resolution WENO schemes uses the same large stencils as that of the same order classical WENO schemes, could obtain fifth-order, seventh-order, and ninth-order in smooth regions, and could gradually degrade to first-order so as to suppress spurious oscillations near strong discontinuities. The linear weights of such new multi-resolution WENO schemes can be any positive numbers on the condition that their sum is one. This is the first time that a series of unequal-sized hierarchical central spatial stencils are used in designing high-order finite difference and finite volume WENO schemes for solving steady-state problems. In comparison with the classical fifth-order finite difference and finite volume WENO schemes, the residue of these new high-order multi-resolution WENO schemes can converge to a tiny number close to machine zero for some benchmark steady-state problems.
Introduction
Steady-state solutions are often computed in computational fluid dynamics (CFD), which is governed by steady Euler equations f (u) x + g(u) y = 0, u(x, y) = u 0 (x, y), (1.1) where u = (ρ, ρµ, ρν, E) T , f (u) = (ρµ, ρµ 2 + p, ρµν, µ(E + p)) T , and g(u) = (ρν, ρµν, ρν 2 + p, ν(E + p)) T . Here ρ is density, (µ, ν) T is the velocity vector, p is pressure, and E = p γ−1 + 1 2 ρ(µ 2 + ν 2 ) is total energy where γ = 1.4 for air. One way to get a numerical solution of (1.1) is to solve associated unsteady Euler equations u t + f (u) x + g(u) y = 0, u(x, y, 0) = u 0 (x, y), (1.2) with a suitable time discretization method. If one confirms that the residue of the unsteady Euler equations (1.2) is small enough, the numerical solution of the steady-state equations (1.1) is acceptable. The appearance of strong discontinuities in the simulation of (1.1) and
(1.2) is the main difficulty. If the numerical solution has strong shocks or contact discontinuities, its physical variables change abruptly. Some numerical schemes cannot suppress spurious oscillations near strong discontinuities. Generally speaking, many high-resolution or high-order numerical schemes have been designed with the aim of eliminating or suppressing such spurious oscillations by the application of artificial viscosities [27, 28] or limiters [17, 27, 43] . The application of artificial viscosity results in a method to be easily implemented, and its residue can often converge to machine zero. Jameson et al. [26, 29] proposed a combination of a finite volume discretization method with dissipative terms of third-order and a Runge-Kutta time stepping method to yield an effective method for solving the Euler equations in arbitrary geometric domains. However, this method has the drawback that one often needs to modify some parameters in the artificial viscosity to obtain sharp shock transitions without introducing spurious oscillations near strong discontinuities. If one uses some limiters (for example, the total variation diminishing (TVD) limiters), one could design a numerical scheme which is very efficient in computing supersonic flows including strong shocks 2 and contact discontinuities [17] . Yet the application of TVD type limiters will degenerate the accuracy of the numerical scheme to first-order near local smooth extrema [34] , and the lack of sufficient smoothness of the numerical fluxes with such limiters often results in the residue to hang at a high level instead of settling down to machine zero. Yee et al. [46] designed an implicit unconditionally stable high-resolution TVD scheme and applied it to compute steady-state solutions. Then Yee and Harten [45] also designed such TVD schemes to solve multidimensional hyperbolic conservation laws in curvilinear coordinates, and they could improve the computational efficiency of the implicit algorithm for steady-state simulations.
Many numerical schemes have been designed to improve the first-order methods [14] to arbitrary higher order for solving unsteady problems. Harten et al. [17] loosened the principle of the TVD criterion, introduced essentially non-oscillatory (ENO) schemes to obtain uniform high-order accuracy, and then applied associated finite volume ENO schemes to compute unsteady problems [24] . For its two-dimensional extension, one can see [7, 8, 18] for details. Such finite volume ENO schemes apply the locally smoothest spatial stencil and abandon all the others when approximating the variables at cell boundaries, resulting in high-order accuracy in smooth regions and simultaneously avoiding nonphysical oscillations in nonsmooth regions. Later, Shu and Osher designed finite difference ENO schemes with TVD Runge-Kutta time discretizations [40, 41] , which are more efficient for multidimensional computation. Liu et al. [33] designed a finite volume weighted ENO (WENO) scheme using a convex combination of the same candidate spatial stencils of an rth order ENO scheme, to obtain an (r+1)-th order accuracy in smooth regions. In 1996, Jiang and Shu [30] first designed a finite difference WENO scheme from the the same candidate stencils of an r-th order ENO scheme to obtain a (2r − 1)-th order scheme in smooth regions without introducing any spurious oscillations in nonsmooth regions. Many follow-up works have appeared in the literature, for example, two-dimensional finite volume WENO schemes [13, 25] and three-dimensional finite volume WENO schemes [42, 50] were proposed on unstructured meshes. All these finite difference and finite volume WENO schemes work very well for solving unsteady Euler equations, and we can draw a conclusion that a WENO scheme together with a high-order TVD (also called strong stability preserving, or SSP)
Runge-Kutta time discretization [38, 40, 15] could obtain good results for unsteady problems containing all kinds of smooth structures, strong shocks, and contact discontinuities. For example, WENO schemes can successfully capture shocklets and sound waves [51] , and the detailed structure of the contact discontinuities for strong Mach reflections [37, 48] .
However, when the classical finite difference and finite volume WENO schemes [30, 39] with a third-order TVD Runge-Kutta time discretization [15, 38, 40] are used to solve for the steady-state problems, the residue often hangs at the truncation error level without converging to machine zero even after a long time iteration. In [35] , Serna and Marquina proposed a new limiter to reconstruct the numerical flux, and the application of this limiter could improve the convergence of the numerical solution to steady states. In [49] , Zhang and Shu pointed out a fact that slight post-shock oscillations would propagate from the region near the shocks downstream to the smooth regions and result in the residue hanging at a high truncation error level rather than settling down to machine zero. Then Zhang et al. [47] designed an upwind-biased interpolation technique to improve the convergence of fifth-order finite difference WENO scheme for steady-state problems. But the residue still could not converge to machine zero for many two-dimensional test cases [47] . An alternative approach is to abandon time marching and use Newton iterations or a more robust method such as the homotopy method [16] to directly solve the nonlinear systems derived from high-order WENO spatial discretizations. The problem with such an approach is that one should carefully obtain the correct physical solution, since the nonlinear systems have multiple solutions. Recently, a novel high-order fixed-point sweeping WENO method [44] was proposed to simulate steady-state problems and associated convergence property was better than before. However, the failure of the residue from settling down to machine zero for many benchmark two-dimensional steady-state tests still exists. Now we briefly review the history of development of multi-resolution methods, which were designed for reducing the computing costs and improving the numerical resolution of discontinuities of high-resolution schemes. The solution of hyperbolic conservation laws might contain strong discontinuities in small regions and might be smooth in the remaining large regions. So the multi-resolution method could focus its effort in the regions containing strong shocks. Harten proposed the original multi-resolution method in [19, 20, 21, 22, 23] for solving the hyperbolic equations. Then Dahmen et al. [11] designed the multi-resolution method for solving the conservation laws. Chiavassa et al. [10] proposed the multi-resolutionbased adaptive schemes for solving the hyperbolic conservation laws. Bürger et al. [5] proposed a new fifth-order WENO scheme with the application of a multi-resolution method for multi-species kinematic flow models. Abgrall [1, 2] and together with Harten [3] designed multi-resolution method on unstructured meshes. Generally speaking, the main objective of the multi-resolution method is to focus the computational effort mainly in the small regions containing strong shocks or contact discontinuities.
Very recently, a new type of high-order multi-resolution WENO schemes has been designed to solve time dependent hyperbolic conservation laws [53] . We design this new type of multi-resolution WENO schemes borrowing the original idea of the multi-resolution methods [19, 20, 21, 22, 23] . To design finite difference or finite volume multi-resolution WENO schemes, we only use the point values or cell averages of the numerical solution on a hierarchy of nested central spatial stencils, and do not introduce any equivalent multi-resolution representations. In this paper, we study the performance of this new type of finite difference and finite volume multi-resolution WENO schemes for solving steady-state problems. To the best of our knowledge, it is a first type of fifth-order, seventh-order, and ninth-order finite difference and finite volume multi-resolution WENO schemes whose residue could settle down to machine zero for many benchmark two-dimensional numerical examples with a standard Runge-Kutta time discretization [15, 38, 40] . Of course, other time marching methods as well as special tools such as preconditioning to speed up steady-state convergence could make the steady-state convergence more efficient, however this is not the focus of the current paper and hence will not be further explored.
The organization of this paper is as follows. In Section 2, we briefly review the design of the new type of high-order finite difference and finite volume multi-resolution WENO schemes in [53] , using its fifth-order, seventh-order, and ninth-order versions as examples. In Section 3, several standard steady-state test problems including sophisticated wave structures, both inside the computational fields and passing through the boundaries of the computational domain, are presented to demonstrate the good performance of residue convergence to machine zero. Concluding remarks are given in Section 4.
2
The new type of multi-resolution WENO schemes for steady-state computation
Finite difference multi-resolution WENO schemes
The two-dimensional hyperbolic conservation laws (1.2) are used as an example to explain the new fifth-order, seventh-order, and ninth-order finite difference multi-resolution WENO schemes [53] . Thus we take the associated semidiscretization of (1.2) and reformulate it as
where L(u) is the high-order spatial discretization of −f (u) x − g(u) y . For simplicity, we use a uniform mesh (x i , y k ) with h = x i+1 − x i = y k+1 − y k as the mesh size. We also denote the half points as x i+1/2 = 1 2 (x i + x i+1 ) and y k+1/2 = 1 2 (y k + y k+1 ). u i,k (t) is the numerical approximation to the nodal point value u(x i , y k , t) of the exact solution. For conservation, the right hand side of (2.1) is written as
wheref i+1/2,k andĝ i,k+1/2 are the numerical fluxes. We use the fifth-order, seventh-order, and ninth-order versions in this paper, thus we require 1 h (f i+1/2,k −f i−1/2,k ) to be fifth-order, seventh-order, and ninth-order approximations to f (u) x and 1 h (ĝ i,k+1/2 −ĝ i,k−1/2 ) to be fifthorder, seventh-order, and ninth-order approximations to g(u) y at (x i , y k ), respectively. For upwinding and stability, we split the flux
and df − (u) du ≤ 0, and then approximate each of them separately using its own wind direction in the x-direction. A simple Lax-Friedrichs flux splitting f ± (u) = 1 2 (f (u) ± αu) is used here, in which α is set as max u |f ′ (u)| over the whole range of u in the x-line. Likewise for g(u) in the y-direction. Thus the numerical fluxes are also split accordinglŷ
All the one-dimensional and two-dimensional finite difference and finite volume WENO schemes are based on the simple reconstruction procedure detailed below. Suppose we are given the cell averagesw j = 1 h x j+1/2
x j−1/2 w(x)dx for all j and would like to obtain fifth-order, seventh-order, and ninth-order WENO polynomial approximations w i (x) defined on I i =
.., , i + κ, κ=2, 3, 4, respectively. The procedure in [53] is summarized as follows.
Reconstruction Algorithm.
Step 1. Select a series of central spatial stencils and reconstruct different degree polynomials. For a first-order spatial approximation, we choose one central spatial stencil
It is easy to reconstruct a zeroth degree polynomial q 1 (x) =w i . Then for third-order, fifth-order, seventh-order, and ninth-order spatial approximations, we use associated central spatial stencils T κ+1 = {I i−κ , ..., I i+κ }, κ=1, 2, 3, 4, respectively. It is easy to reconstruct high degree polynomials q κ+1 (x) which satisfy 1 h
(2.4)
Step 2. Obtain equivalent expressions for these reconstruction polynomials of different degrees. To keep consistent notation, we will denote p 1 (x) = q 1 (x), with similar ideas for CWENO schemes [6, 31, 32] as well, and obtain
5)
with ℓ 2 ℓ=1 γ ℓ,ℓ 2 = 1 and γ ℓ 2 ,ℓ 2 = 0 for ℓ 2 = 2, 3, 4, 5. In which, γ ℓ,ℓ 2 for ℓ = 1, ..., ℓ 2 and ℓ 2 = 2, 3, 4, 5 are the linear weights, respectively. Based on a balance between the sharp and essentially non-oscillatory shock transitions in nonsmooth regions and accuracy in smooth regions, following the practice in [12, 52, 53, 54] , we set one type of the linear weights as
, in whichγ ℓ,ℓ 2 = 10 ℓ−1 for ℓ = 1, ..., ℓ 2 and ℓ 2 = 2, 3, 4, 5. For example, we set γ 1,2 = 1 andγ 2,2 = 10 for the third-order approximation;γ 1,3 = 1,γ 2,3 = 10, andγ 3,3 = 100 for the fifth-order approximation;γ 1,4 = 1,γ 2,4 = 10,γ 3,4 = 100, andγ 4,4 = 1000 for the seventh-order approximation;γ 1,5 = 1,γ 2,5 = 10,γ 3,5 = 100,γ 4,5 = 1000, andγ 5,5 = 10000 for the ninth-order approximation.
Step 3. Compute the smoothness indicators β ℓ 2 , which measure how smooth the functions p ℓ 2 (x) for ℓ 2 = 2, 3, 4, 5 are in the interval [x i−1/2 , x i+1/2 ]. We use the same recipe for the smoothness indicators as in [30, 39] :
where κ = 2(ℓ 2 − 1) for ℓ 2 = 2, 3, 4, 5, respectively. The only exception is β 1 , which is magnified from zero to a tiny value in [53] .
Step 4. Compute the nonlinear weights based on the linear weights and the smoothness indicators. We adopt the WENO-Z recipe as shown in [4, 9] , with τ ℓ 2 for ℓ 2 = 2, 3, 4, 5
defined as related to the absolute deference between the smoothness indicators:
The nonlinear weights are then given as
Here ε is taken as 10 −6 in all steady-state simulations.
Step 5. The new final reconstruction polynomial w i (x) is given by
ℓ=1 ω ℓ,ℓ 2 p ℓ (x), ℓ 2 = 2, 3, 4, 5, (2.9) 8 for the third-order, fifth-order, seventh-order, and ninth-order approximations, respectively.
For the semi-discrete conservative scheme (2.2), the numerical fluxf + i+1/2,k in (2.3) is obtained by using the Reconstruction Algorithm withw j = f + (u j,k ) to obtain w i (x), and then by settingf + i+1/2,k = w i (x i+1/2 ). The construction of the numerical fluxf − i+1/2,k is mirror-symmetric with respect to x i+1/2 , and the procedure for g(u) y in the y-direction is similar. Finally, the semidiscrete scheme (2.2) is discretized in time by a third-order TVD Runge-Kutta method [15, 38, 40] (2) ).
(2.10)
As mentioned before, we do not discuss efficiency issues of reaching steady states, hence we do not consider other types of time discretization methods as well as strategies such as preconditioning to speed up convergence towards steady states. For more details of the finite difference WENO schemes, we refer to [30, 39] . For the Euler equations, all of the reconstruction procedures are performed in the local characteristic directions. We do not
give further details and again refer the readers to [30, 39] .
Finite volume multi-resolution WENO scheme
The two-dimensional hyperbolic conservation laws (1.2) are used once again as an example to illustrate the new type of fifth-order, seventh-order, and ninth-order finite volume multi-resolution WENO schemes [53] . For simplicity, the grid meshes are uniformly divided into cells, and the cell sizes are
2) over target cell I i,k and obtain the integral formulation
We approximate (2.11) by the following semi-discrete conservative scheme
where the numerical fluxesf i+1/2,k andĝ i,k+1/2 are defined aŝ are the fifth-order, seventh-order, and ninth-order approximations of u(x ± i+1/2 , y k+σ ℓ , t) and u(x i+σ ℓ , y ± k+1/2 , t), respectively, which will be reconstructed by similar new multi-resolution WENO procedure. Even though the building block of finite volume WENO schemes is still the simple Reconstruction Algorithm as given in the previous section, this algorithm must be used multiple times in order to "de-cell average" from the two-dimensional cell averagesũ i,k to the point values u ± i+1/2,k+σ ℓ etc. at the Gaussian quadrature points along cell boundaries. After these point values at the Gaussian points along the boundaries of the target cell are obtained, we use the scheme (2.12) with the fluxes defined by (2.13), together with the Runge-Kutta time discretization (2.10), to advance in time. In the above mentioned reconstruction procedure, two-dimensional local characteristic decomposition methodology is also applied to suppress spurious oscillations near strong discontinuities [36, 39] .
Numerical tests
In this section we perform numerical experiments to test the steady-state computation performance of the new type of fifth-order, seventh-order, and ninth-order finite difference and finite volume multi-resolution WENO schemes [53] and term them as the WENOκ-FD schemes and WENOκ-FV schemes (κ = 5, 7, 9), respectively. We also make a comparison with the classical fifth-order finite difference and finite volume WENO schemes [30, 39] and term them as the WENO5-JS-FD scheme and WENO5-JS-FV scheme, respectively. The CFL number is 0.6 for all numerical experiments. The average residue is defined as
where R * i are local residuals of different conservative variables, that is,
, and N is the total number of grid points or cells. Notice that here we are using a single index i to list all the two-dimensional grid points or cells.
Example 3.1. As an accuracy test, we consider the following two-dimensional Euler equations with source terms Figure 3 .1, in which we can see that the residue settles down to tiny numbers close to machine zero. The L 1 and L ∞ errors and orders of accuracy at steady states are listed in Table 3 .1, from which we can see that the designed fifth-order, seventh-order, and ninth-order accuracies are achieved for both the WENO-FD and WENO-FV schemes, respectively. Example 3.2. As another accuracy test, we now consider the following two-dimensional
with the exact steady-state solutions given by ρ(x, y, ∞) = 1 + 0. Figure 3 .2, in which we can see that the residue settles down to tiny numbers close to machine zero. The L 1 and L ∞ errors and orders of accuracy at steady states are listed in Table 3 .2, from which we can see that the designed fifth-order, seventh-order, and ninth-order accuracies are achieved for both the WENO-FD and the WENO-FV schemes once again. 
Initially, we set the solution in the entire domain to be that at the left boundary. We show the density contours with 15 equally spaced contour lines from 1.10 to 2.58 and the density distribution along the line y = 0.5, after numerical steady state is reached, in Figure 3 .3 and 2.37E-9 6.90 5.97E-9 6.96 2.58E-9 6.98 5.98E-9 6.93 50×50 5.07E-10 6.92 1.26E-9 6.96 5.42E-10 6.99 1.26E-9 6.96 60×60
1.43E-10 6.94 3.55E-10 6.97 1.51E-10 7.00 3.55E-10 6.97 70×70 4.89E-11 6.95 1.21E-10 6.97 5.14E-11 7.00 1.20E-10 6.98 WENO9-FD scheme WENO9-FV scheme grid points/cells L 1 error order L ∞ error order L 1 error order L ∞ error order 10×10 The history of the residue (3.1) as a function of time is also shown in these figures. The difference between the fifth-order, seventh-order, and ninth-order multi-resolution WENO schemes [53] and the classical fifth-order WENO schemes [30, 39] can be clearly observed from the residue history. It can be observed that the average residue of the WENO5-JS-FD scheme and the WENO5-JS-FV scheme can only settle down to a value around 10 −1 , while the average residue of the WENOκ-FD schemes and the WENOκ-FV schemes (κ=5, 7, 9) can settle down to a value around 10 −12.5 , close to machine zero.
In order to explore the reason of such difference in residue time history between the two different types of WENO schemes, we plot the nonlinear weights in each of the four local characteristic fields in the x-direction and y-direction at different points along the line y = 0.5, in the last time step when numerical steady state has been reached, in Figure 3 .5 to Figure 3 .12 for the finite difference schemes. Similar results are also obtained for the finite volume schemes, and associated figures are omitted to save space. We can clearly observe that the nonlinear weights of the WENO5-JS-FD schemes are still widely oscillatory and do not settle down to the optimal linear weights after the first shock, even in smooth regions, while the nonlinear weights of the WENOκ-FD schemes (κ=5, 7, 9) can settle down to the linear weights except for a narrow region near the shocks. 2   222  3333333333333333333333  3  3333   3   3   3 3   3  3   3   3 3 33  3 3 33 33  3 33333333333333333333333333333 3 333333333 3  33333   33   3   3   3   3   33   3  3 3 33 3 33333 3 3 3 3 22 22 22 22  2 2 222 2 222   333333333333333333   3   3  3333 3 33   3   333  3   3   3 3333333333333333333333333333333333333333333333333 3 3   3   33333   3   333   3   33   3   3   3   3 33   33  33 33 33 3 3 333 3 and WENOκ-FV schemes (κ=5, 7, 9) settles down to a value around 10 −13.5 , close to machine zero. In this case, the shocks and the rarefaction waves pass through the right boundary. This is usually one reason that residue for high-order schemes has difficulty settling down to machine zero, but it does not seem to affect the new multi-resolution WENO-FD and WENO-FV schemes in this paper so much. We can draw the conclusion that the average residues of the WENO5-JS-FD scheme and the WENO5-JS-FV scheme only settle down to a value around 10 −3.5 and 10 −3.5 , respectively, yet the average residue of the multi-resolution WENOκ-FD schemes and WENOκ-FV schemes (κ=5, 7, 9) settles down to a value around 10 −13.5 , close to machine zero. In this case, the shocks, the rarefaction waves, and their interactions all pass through the right boundary. It is one of the reasons that residues for many high-order schemes such as the WENO5-JS-FD and WENO5-JS-FV schemes do not converge to machine zero, however this does not seem to be the case for the different high-order multi-resolution WENO-FD and WENO-FV schemes in this paper. WENOκ-FV schemes (κ=5, 7, 9) settles down to a value around 10 −13.5 , close to machine zero. In this case, the shocks, the rarefaction waves, and their interactions all pass through the right boundary. It is one of the reasons that residues for many high-order schemes such as the WENO5-JS-FD and WENO5-JS-FV schemes do not converge to machine zero, however this does not seem to be the case for the new multi-resolution WENO-FD and WENO-FV schemes in this paper.
Concluding remarks
In this paper, we adopt a new type of high-order finite difference and finite volume multiresolution WENO schemes [53] to solve some benchmark steady-state problems for Euler equations on structured meshes. It seems that residue for such new multi-resolution WENO schemes can settle down to machine zero or tiny number for such standard test cases that we have tried, including some problems containing strong shocks, contact discontinuities, rarefaction waves, their interactions, and associated compound sophisticated waves passing through boundaries. When plotting the nonlinear weights of such multi-resolution WENO schemes at steady state, we observe that they are close to the linear weights except for a very small region near strong discontinuities, while they are still very oscillatory and far away from the optimal linear weights for the classical fifth-order WENO schemes [30, 39] downstream of the first shock, even in smooth regions. The results in this paper indicate that these new fifth-order, seventh-order, and ninth-order finite difference and finite volume multi-resolution WENO schemes [53] have a good potential in steady-state computation of computational fluid dynamics (CFD) problems.
In the future, we will try to study whether this good residue convergence property still holds on triangular meshes, on tetrahedral meshes, and for any high-order Runge-Kutta discontinuous Galerkin (RKDG) methods with this new type of multi-resolution WENO procedure as limiters.
