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Abstract
We consider the problem of optimizing the sum of non-smooth convex functions in non-Euclidean spaces, e.g., a probability
simplex, via only local computation and communication on an undirected graph. To solve such problem, we first show that an
ordinary differential equation (ODE) based on mass-spring-damper network dynamics provides a continuous time algorithm
with convergence rate O(1/t). Using Euler backward method, we further discretize this ODE and obtain a novel discrete time
algorithm that achieves iteration complexity O(1/k) with constant step size. Finally, we demonstrate the advantages of our
algorithm over existing approaches via numerical examples.
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1 Introduction
Given a connected graph, distributed optimization aims
to optimize the sum of locally accessible cost functions
via only local computation and communication [Bert-
sekas and Tsitsiklis, 1989, Boyd et al., 2011]. Distributed
optimization has a variety of engineering applications,
such as formation control [Mesbahi andEgerstedt, 2010],
distributed tracking and localization [Li et al., 2002], dis-
tributed estimation [Ac¸ıkmes¸e et al., 2014, Lesser et al.,
2012] and multi-agent coordination [Xiao et al., 2007].
Due to such wide range of applications, distributed op-
timization has been an active area of research during
the past two decades. Numerous distributed optimiza-
tion algorithms have been developed, both in continuous
time [Wang and Elia, 2010,Wang and Elia, 2011,Ghare-
sifard and Corte´s, 2014, Kia et al., 2015, Qiu et al.,
2016, Zeng et al., 2017, Yang et al., 2017, Hatanaka et al.,
2018] and discrete time domains [Nedic and Ozdaglar,
2009, Nedic et al., 2010, Boyd et al., 2011, Wei and
Ozdaglar, 2012, Shi et al., 2015, Meng et al., 2015]. The
common feature of these algorithms revolves around su-
tiable generalization of centralized optimization algo-
rithms to distributed scenarios.
1 The authors are with the Department of Aeronautics &
Astronautics in the University of Washington, Seattle, WA.
(email:{yueyu, behcet, mesbahi}@uw.edu). This paper was
not presented at any IFAC meeting. Corresponding author
Y. Yu.
Recently, there has been a growing interest in dis-
tributed optimization over non-Euclidean spaces, where
the design variable is typically a probability distribu-
tion [Dekel et al., 2012, Levine et al., 2016, Gholami
et al., 2016, Yahya et al., 2017]. In order to effectively
exploit the structure of such non-Euclidean geome-
tries, several attempts have been made to generalize
distributed optimization algorithms from Euclidean to
non-Euclidean cases. In particular, the distributed mir-
ror descent method [Raginsky and Bouvrie, 2012, Li
et al., 2016, Doan et al., 2019] generalizes the distributed
subgradient method [Nedic and Ozdaglar, 2009]; the
distributed dual averaging algorithm [Duchi et al., 2012]
generalizes projected distributed subgradient method
[Nedic et al., 2010]; the Bregman parallel direction
method of multipliers (PDMM) [Yu et al., 2018] gen-
eralizes the proximal distributed alternating direction
method of multipliers (ADMM) [Meng et al., 2015].
Compared with their counterparts in Euclidean cases
[Nedic and Ozdaglar, 2009, Nedic et al., 2010, Meng
et al., 2015], the key feature of these algorithms is to
use a Bregman divergence as distance function, which,
compared with quadratic function, leads to an improved
complexity bound of O(n/ lnn) [Wang and Banerjee,
2014, Yu et al., 2018], where n represents the size of the
problem instance.
However, there are still many open questions along this
line of research. In continuous time domain, compared
with distributed Euclidean case [Wang and Elia, 2010,
Wang and Elia, 2011, Gharesifard and Corte´s, 2014, Kia
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et al., 2015, Qiu et al., 2016, Zeng et al., 2017, Yang
et al., 2017] and centralized non-Euclidean case [Krich-
ene et al., 2015, Wibisono et al., 2016], the ordinary dif-
ferential equations (ODE) for distributed non-Euclidean
optimization has attracted much less attention. In par-
ticular, there is no ODE, to the best of our knowledge,
that combines the second order ODE in [Wang and Elia,
2010] and the mirror descent ODE in [Raginsky and
Bouvrie, 2012]. In discrete time domain, although Breg-
man PDMM [Yu et al., 2018] provides an extension to
the proximal distributed ADMM [Meng et al., 2015], it
requires a computationally expensive mirror averaging
step. Moreover, like other algorithms based on ADMM
[Wei and Ozdaglar, 2012, Meng et al., 2015, Yu et al.,
2018], Bregman PDMM uses Euler backward method,
which solves an optimization problem at each iteration.
It is unclear why Euler forward method, which only
computes subgradients [Duchi et al., 2012, Li et al.,
2016, Doan et al., 2019], cannot achieve similar conver-
gence properties.
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Fig. 1. An example of mass-spring-damper network.
Motivated by these questions, as well as the connections
between algorithm design and physics [Alvarez, 2000,
Alvarez et al., 2002, Su et al., 2014, Krichene et al., 2015,
Wibisono et al., 2016], we propose a novel algorithm for
non-Euclidean distributed optimization with potentially
non-smooth convex objective functions over undirected
graphs. Our algorithm is based on amass-spring-damper
network model (see Figure 1 for an illustration), and
converges to the desired optimum in both continuous
and discrete time cases. In particular, the present work
makes the following contributions:
(1) In continuous time domain, we propose a novel
mass-spring-damper network ODE for distributed
optimization in non-Euclidean spaces that con-
verges to desired optimum at the rate of O(1/t).
(2) In discrete time domain, we not only discuss the
limitations of Euler forward method in discretiz-
ing the mass-spring-damper network ODE but
also show how the Euler backward method miti-
gates these limitations. Based on this, we propose
a novel discrete time algorithm for non-Euclidean
distributed optimization using constant step size
that achieves O(1/k) iteration complexity.
(3) Finally, we demonstrate the convergence behavior
of our discrete time algorithm and its advantages
over existing approaches with numerical examples.
Our results extends the existing literature as follows: 1)
our continuous time ODE generalizes the second order
ODE for Euclidean cases [Wang and Elia, 2010] and the
first order mirror descent ODE for non-Euclidean cases
[Raginsky and Bouvrie, 2012] by combining their attrac-
tive features together. Such a unified approach not only
provides a fresh perspective on existing ODE-based al-
gorithms but also a framework to reason about future al-
gorithmic developments. 2) our discrete time algorithm
generalizes the proximal function used in distributed
ADMM [Meng et al., 2015] from quadratic functions to a
Bregman divergence. Compared with subgradient based
algorithms [Duchi et al., 2012, Li et al., 2016, Doan et al.,
2019], our algorithm converges faster empirically by us-
ing constant step size rather than diminishing step size.
Compared with Bregman PDMM [Yu et al., 2018], our
algorithm achieves the same iteration complexity and
empirical convergence without computing mirror aver-
age, hence allows for a more efficient implementation.
The rest of the paper is organized as follows. §2 pro-
vides necessary backgrounds in graph theory and convex
analysis. §3 focuses on the mass-spring-damper network
ODE, which is first proposed for the Euclidean case in
§3.1 and then generalized to the non-Euclidean case in
§3.2. As a discrete time counterpart to §3, §4 focuses
on the discretization of the mass-spring-damper network
ODE, where we first discuss the limitations of Euler for-
ward method in §4.1, and then show how to remedy
them using Euler backward method in §4.2. Finally, §5
compares our algorithm against existing approaches via
numerical examples.
2 Notation and Preliminaries
Let R (R+) denote the (non-negative) real numbers; R
n
denotes the n-dimensional real Euclidean space. We use
·⊤ to designate matrix (vector) transpose; 〈u, v〉 = u⊤v
denotes the inner product of two vectors, and ‖·‖2 is the
2-norm of a vector defined by ‖v‖
2
=
√〈v, v〉 for v ∈ Rn.
Let diag(v) ∈ Rn×n denote the diagonal matrix whose
diagonal elements are given by vector v ∈ Rn. Lastly, I
denotes the identity matrix and 1 is the vector of all 1’s.
2.1 Graph theory
An undirected graph G = (V , E) consists of a node set
V and an edge set E , where an edge is a pair of dis-
tinct nodes in V . 2 The number of nodes and edges in
the graph are denoted by |V| and |E|, respectively. De-
note by {i, j} an edge between nodes i and j. Node j is
said to be a neighbor of node i if {i, j} ∈ E ; the set of
2 As such, our graphs are simple.
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neighbors of node i is denoted by N (i). For an arbitrary
orientation on G, i.e., each edge is given an orientation
with a head and a tail, the |V| × |E| incidence matrix is
denoted by E(G). The columns of E(G) are indexed by
the edge set E , and the entry on their i-th row takes the
value “1” if node i is the head of the corresponding edge
and “−1” if it is its tail, and zero otherwise. When the
graph is connected, the nullspace of E(G) is spanned by
1 [Mesbahi and Egerstedt, 2010, Theorem 2.8], and the
nullspace of E(G) is spanned by the signed path vector
of cycles in G [Zelazo and Mesbahi, 2011, Thm. 2.3].
2.2 Convex analysis
Suppose that the function f : Rn → R is convex. We say
that g is a subgradient of f at x ∈ Rn if
f(x′)− f(x) ≥ 〈x′ − x, g〉 (1)
for all x′ ∈ Rn. We denote by ∂f(x) the set of sub-
gradients of f at x. If f is differentiable, then ∂f(x) =
{∇f(x)}. An important special case in the theory of sub-
gradients is the case of the indicator function of a non-
empty convex set defined as follows.
Definition 1 (Indicator function) Given a convex
set X , the indicator function of X is a convex function
δX such that δX = 0 if x ∈ X and ∞ otherwise.
Using (1), one can show that ∂δX (x) = NX (x) for all
x ∈ X , where NX (x) is a convex cone, known as the
normal cone of X at x, defined by
NX (x) = {h ∈ Rn | 〈x′ − x, h〉 ≤ 0, ∀x′ ∈ X}. (2)
The following optimality conditions for constrained op-
timization become useful in our subsequent analysis;
[Rockafellar, 1970] also serves as the main reference for
convex analysis terminology adopted in this paper.
Lemma 1 [Rockafellar, 1970, Thm. 27.4] Given a
closed, proper, convex function f : Rn → R and closed
convex set X , the minimum of f over set X is achieved
at x if and only if there exists g ∈ ∂f(x) and h ∈ NX (x)
such that g + h = 0.
The generalized Bregman divergence [Kiwiel, 1997] gen-
erated by convex function f : Rn → R is defined as
Bf (x
′, x; g) = f(x′)− f(x)− 〈x′ − x, g〉, (3)
for all x, x′ ∈ Rn, where g ∈ ∂f(x). Notice that Bregman
divergence is always non-negative due to the convexity of
f . In addition, one can easily verify the following identity
(x− x′)⊤(g − g′) = Bf (x, x′; g′) +Bf (x′, x; g), (4)
where x, x′ ∈ Rn, g ∈ ∂f(x), g′ ∈ ∂f(x′). If f(x) =
δX (x) for a convex set X , we have
BδX (x
′, x;h) = −〈x′ − x, h〉 (5)
for all x, x′ ∈ X , h ∈ ∂δX (x) = NX (x). If f is differen-
tiable at x, x′, then the Bregman divergence simplifies to
Bf (x
′, x) = f(x′)− f(x)− 〈x′ − x,∇f(x)〉, (6)
and the following three point identity holds
Bf (x
′′, x′)−Bf (x′′, x) −Bf (x, x′)
=〈∇f(x) −∇f(x′), x′′ − x〉. (7)
Given a convex function ψ : X → R (X ⊂ Rn), let
dom ∂ψ = {x ∈ X|∂ψ 6= ∅}. We now introduce the
following results from in convex analysis. Recall that ψ is
strictly convex if ψ((1−θ)x+θx′) < (1−θ)ψ(x)+θψ(x′)
for all 0 < θ < 1 and x, x′ ∈ X , and its epigraph is
defined as epiψ = {(x, α)|x ∈ domψ, α ≥ ψ(x)}.
Definition 2 (Essential strict convexity) A proper
convex function ψ : X → R is essentially strictly convex
if f is strictly convex on every convex subset of dom ∂ψ.
Definition 3 (Co-finite) A closed proper convex func-
tion ψ : X → R is co-finite if epiψ contains no non-
vertical half-lines.
Lemma 2 [Rockafellar, 1970, Cor. 13.3.1, Thm. 26.3]
If a closed convex proper function ψ : X → R is strictly
convex and co-finite, then ψ∗(z) = supx∈X 〈x, z〉 − ψ(x)
is finite and differentiable everywhere, with ∇ψ∗(z) =
argminx∈X ψ(x)− 〈z, x〉 for all z ∈ Rn.
In this case, from Lemma 1 we know that x = ∇ψ∗(z)
if and only if there exists g ∈ ∂ψ(x) such that z − g ∈
NX (x), which, due to definition in (2), implies that (z+
h)− g ∈ NX (x) for all h ∈ NX (x). Therefore,
x = ∇ψ∗(z)⇒ x = ∇ψ∗(z + h), ∀h ∈ NX (x). (8)
If ψ and ψ∗ are both essentially strongly convex, then
∇ψ∗ = (∇ψ)−1, i.e., ∇ψ∗(z) = x if and only if∇ψ(x) =
z for all x ∈ X , z ∈ Rn [Rockafellar, 1970, Thm. 23.5].
3 Continuous time methods
In this section, we develop a continuous time algorithm
to distributed optimization in non-Euclidean spaces
based on a mass-spring-damper network model defined
as follows. Given undirected graph G = (V , E) and vec-
tor d ∈ R|E|, define the Laplacian matrix weighted by d
as
Ld(G) = (E(G)diag(d)E(G)⊤)⊗ In ∈ R|V|n×|V|n, (9)
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where ⊗ denotes the Kronecker product. Notice that
Ld(G) is positive semidefinite if d is elementwise non-
negative; similarly,Ls(G) is the corresponding Laplacian
weighted by the vector s ∈ R|E|. In addition, define the
position and force vectors as,
q(t) =[q1(t)
⊤, . . . , q|V|(t)
⊤]⊤ ∈ R|V|n,
g(t) =[g1(t)
⊤, . . . , g|V|(t)
⊤]⊤ ∈ R|V|n, (10)
where qi(t), gi(t) ∈ Rn for all i ∈ V . Then a mass-spring-
damper model on the graph G = (V , E) is given by,
q¨(t) + Ld(G)q˙(t) + Ls(G)q(t) + g(t) = 0. (11)
ODE (11) models the dynamical behavior of a mass-
spring-damper network, where node i in V represents
a unit mass with position qi(t) “experiencing” external
force −gi(t) ; each edge e in E represents a damper with
constant de and a spring with constant se; see Figure 1
for an illustration.
We first show, in §3.1, that when g(t) is the subgradient
of non-smooth convex objective functions, the ODE (11)
converges to an equilibrium that solves distributed opti-
mization over an undirected graph in Euclidean spaces.
We then generalize this result to the non-Euclidean set-
ting by combining ODE (11) and mirror descent ODE
[Raginsky and Bouvrie, 2012] in §3.2. Such a general-
ization not only provides a unified perspective on exist-
ing distributed algorithms [Duchi et al., 2012, Yu et al.,
2018, Doan et al., 2019], but also leads to a new algo-
rithm in discrete time, as shown in §4.
3.1 Distributed optimization in Euclidean spaces
In this section, we consider the following distributed op-
timization problem over the graph G = (V , E),
minimize
x
f(x) =
∑
i∈V
fi(xi)
subject to Es(G)⊤x = 0,
(P-1)
where x = [x⊤1 , . . . , x
⊤
|V|]
⊤, xi ∈ Rn for all i ∈ V , fi :
R
n → R is a cost function available to node i only, the
node-edge incidence matrix weighted by the vector s is
defined as,
Es(G) = (E(G)diag(
√
s))⊗ In ∈ R|V|n×|E|n, (12)
where
√
s is elementwise square root of the vector s.
We group our assumptions on problem (P-1) together in
Assumptions 1–2.
Assumption 1 Graph G = (V , E) is undirected and
connected. The weights s,d ∈ R|E| are elementwise pos-
itive.
Assumption 2 Functions fi : R
n → R are closed,
proper and convex for all i ∈ V. There exists x⋆ ∈ R|V|n,
µ⋆ ∈ R|E|n and g⋆ ∈ ∂f(x⋆) such that,
Es(G)⊤x⋆ = 0, Es(G)µ⋆ + g⋆ = 0, (KKT-1)
The challenge in solving (P-1) is to only use local com-
putation and communication. In particular, function fi
is available to node i only, and node i can only up-
date its variable xi based on information of xj for which
{i, j} ∈ E . To address this network-induced constraint,
we propose ODE (11). First, use the following coordi-
nate transformation,
x(t) = q˙(t), µ(t) = Es(G)⊤q(t); (13)
we can now rewrite ODE (11) as,
[
x˙(t)
µ˙(t)
]
=
[
−Ld(G) −Es(G)
Es(G)⊤ 0
][
x(t)
µ(t)
]
−
[
g(t)
0
]
,
(ODE-1)
where we have assumed that g(t) ∈ ∂f(x(t)). Notice
that the structure of (ODE-1) ensures fi being used only
by node i, and xi is only updated using the difference
xi − xj or its (time) integral, where {i, j} ∈ E .
Remark 1 If g ≡ 0, then (ODE-1) reduces to a special
case of the networked Euler Lagrange system considered
in [Ren, 2009] as well as the port Halmiltonian system
considered in [van der Schaft et al., 2014, p.125]. In this
case, (ODE-1) can be shown to be stable, using results
on quadratic eigenvalue problem [Lancaster, 1966], and
converge to an equilibrium formed by the nullspaces of
Es(G) and Es(G)⊤. To see this, observe that when g ≡ 0,
(ODE-1) has the following constants of motion
d
dt
〈x(t), xnull〉 = 0, d
dt
〈µ(t), µnull〉 = 0, (14)
for all xnull in the nullspace of Es(G) and µnull in the
nullspace of Es(G), where we have used the fact that
Ld(G) and Es(G)⊤ share the same nullspace. The first
constant of motion in (14) can be interpreted as Newton’s
second law, stating that the sum of nodal accelerations
equals the sum of external forces. The second constant
of motion in (14) can be interpreted as Kirchhoff voltage
law, stating that the (directed) spring deformation along
any cycle in G must sum to a constant.
The following theorem shows that the distance to the op-
timum of problem (P-1) is monotonically non-increasing
along the trajectories of (ODE-1).
Theorem 1 (Work-energy principle) Suppose
that Assumptions 1– 2 hold and (x⋆, µ⋆, g⋆) satisfies
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(KKT-1). Consider the energy function,
V (x(t), µ(t)) =
1
2
‖x(t) − x⋆‖2
2
+
1
2
‖µ(t)− µ⋆‖2
2
.
Then along the trajectories generated by (ODE-1) we
have,
V˙ (x(t), µ(t)) =−Bf (x(t), x⋆; g⋆)−Bf (x⋆, x(t); g(t))
− 〈x(t), Ld(G)x(t)〉.
Proof.
V˙ (x, µ) =〈x− x⋆,−Ld(G)x − Es(G)µ− g〉
+ 〈µ− µ⋆, Es(G)⊤x〉
=− 〈x− x⋆, g〉 − 〈x,Es(G)µ⋆〉 − 〈x, Ld(G)x〉
=− 〈x− x⋆, g + Es(G)µ⋆〉 − 〈x, Ld(G)x〉
=− 〈x− x⋆, g − g⋆〉 − 〈x, Ld(G)x〉,
where we have used relations in (KKT-1). Applying (4)
to 〈x − x⋆, g − g⋆〉, we obtain the desired result. ✷
Theorem 1 can be interpreted as work energy principle,
stating that the dissipation rate of mechanical energy
is given by the power of dampers and external forces,
where the convexity of f ensures that g(t) is dissipative.
Remark 2 The energy function defined in Theorem 1
can be viewed as a weak Lyapunov function [Gharesifard
and Corte´s, 2014], or storage function [Hatanaka et al.,
2018] for the dynamical system (ODE-1).
Based on Theorem 1, the following corollary shows the
O(1/t) convergence rate of (ODE-1) via Jensen’s in-
equality.
Corollary 1.1 (O(1/t) convergence) Suppose that
Assumptions 1–2 hold and (x⋆, µ⋆, g⋆) satisfies (KKT-1).
Then along trajectories generated by (ODE-1) we have,
Bf (x(t), x
⋆; g⋆) + 〈x(t), Ld(G)x(t)〉
≤1
t
(
1
2
‖x(0)− x⋆‖22 +
1
2
‖µ(0)− µ⋆‖22
)
,
where x(t) = 1
t
∫ t
0
x(τ)dτ .
Proof. Integrating the differential equation in Theo-
rem 1 from τ = 0 to t we have,
V (x(0),µ(0))− V (x(t), µ(t))
≥
∫ t
0
(Bf (x(τ), x
⋆ ; g⋆) + 〈x(τ), Ld(G)x(τ)〉) dτ,
where we have used the fact that Bf (x
⋆, x(τ); g(t)) is
non-negative. Since Bf (x, x
⋆; g⋆) and 〈x, Ld(G)x〉 are
convex functions of x, applying Jensen’s inequality to the
right hand side and use the fact that V (x(t), µ(t)) ≥ 0,
we obtain the desired result. ✷
Remark 3 If we define the augmented Lagrangian
of problem (P-1) as L(x, µ) = f(x) + 〈µ,Es(G)⊤x〉 +∥∥Ed(G)⊤x∥∥22, then using (KKT-1) one can verify that,
L(x, µ⋆)− L(x⋆, µ⋆) = Bf (x, x⋆; g⋆) + 〈x, Ld(G)x〉.
Hence Corollary 1.1 provides the O(1/t) bound on the
“running duality gap.” A similar bound has also been
used in [He and Yuan, 2012, Meng et al., 2015]. If we
assume, in addition, that f is strongly convex, then
Bf (x(t), x
⋆; g⋆) ≥ β
2
‖x(t)− x⋆‖2
2
for some β > 0, and
Corollary 1.1 further implies the following bound on
optimality on the nodes and consensus over edges,
β
2
∑
i∈V
‖xi − x⋆i ‖22 +
∑
{i,j}∈E
d{ij} ‖xi − xj‖22 ∼ O(1/t).
(15)
3.2 Distributed optimization in non-Euclidean spaces
In this section, we consider the distributed optimization
problem over the graph G = (V , E) of the following form,
minimize
x
f(x) =
∑
i∈V
fi(xi)
subject to Es(G)⊤x = 0, x ∈ X = X |V|0 ,
(P-2)
where x = [x⊤1 , . . . , x
⊤
|V|]
⊤, xi ∈ Rn for all i ∈ V ; fi :
R
n → R is a cost function available to node i only;X |V|0 is
the Cartesian product of |V| copies of the closed convex
set X0 ⊂ Rn.
We group our assumptions together in Assumption 3,
where we use Lemma 1 to construct the constrained op-
timality conditions.
Assumption 3 Functions fi : R
n → R are closed,
proper and convex functions for all i ∈ V, X0 ⊂ Rn is
a closed convex set. There exist x⋆ ∈ X , µ⋆ ∈ R|E|n,
g⋆ ∈ ∂f(x⋆) and h⋆ ∈ NX (x⋆) such that,
Es(G)⊤x⋆ = 0, Es(G)µ⋆ + g⋆ + h⋆ = 0. (KKT-2)
If X0 = Rn, then problem (P-2) reduces to (P-1). In
general, however, X0 can be a non-Euclidean space, e.g.,
probability simplex, where the quadratic function is no
longer a suitable measure of distance. In order to develop
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efficient algorithms for such cases, we need to use a dis-
tance generating function defined over X0. Recall that a
function ψ0 is co-finite if it is closed and proper, and its
epigraph contains no non-vertical half lines [Rockafellar,
1970, P. 116]. We now make the following assumption
on the distance generating function ψ0.
Assumption 4 The function ψ0 : X0 → R is closed,
convex, proper, co-finite and essentially strictly convex.
Assumption 4 is also used in mirror descent ODE [Krich-
ene et al., 2015].
With these assumptions, we propose to solve (P-2) with
the ODE,
x(t) = ∇ψ∗(z(t)),[
z˙(t)
µ˙(t)
]
=
[
−Ld(G) −Es(G)
Es(G)⊤ 0
][
x(t)
µ(t)
]
−
[
g(t)
0
]
,
(ODE-2)
with the initial condition x(0) = ∇ψ∗(z(0)), where
g(t) ∈ ∂f(x(t)), ψ(x) =∑i∈V ψ0(xi).
Remark 4 If x(0) = x⋆, µ(0) = µ⋆, g(t) ≡ g⋆, where
(x⋆, µ⋆, g⋆, h⋆) satisfies (KKT-2), then z˙ = h⋆, µ˙ = 0,
and (ODE-2) reduces to x(t) = ∇ψ⋆(z⋆ + h⋆t) with
x⋆ = ∇ψ∗(z⋆). Since h⋆t ∈ NX (x⋆) for all t ≥ 0, this im-
plies, due to (8), that x(t) = x⋆ for all t ≥ 0. Therefore
(KKT-2) indeed defines an equilibrium of (ODE-2).
Remark 5 (ODE-2) is an extension to (ODE-1) using
non-quadratic kinetic energy function. To see this, define
the following Lagrangian functional,
L(q(t), q˙(t), t)
=
1
2
‖q˙(t)− q˙⋆‖2
2
+
1
2
(q(t)− q⋆)⊤Ls(G)(q(t) − q⋆)
− 1
2
∫ t
0
q˙(τ)⊤Ld(G)q˙(τ)dτ −
∫ t
0
Bf (q˙(τ), q˙
⋆)dτ,
(16)
where (q˙⋆, Es(G)⊤q⋆,∇f(q˙⋆)) satisfies (KKT-1) and we
assume that f and ψ are differentiable. Then (ODE-1)
with g(t) = ∇f(x(t)) satisfies, up to coordinate transfor-
mation (13), the following Euler-Lagrange equation
d
dt
(
∂L(q(t), q˙(t), t)
∂q˙(t)
)
=
∂L(q(t), q˙(t), t)
∂q(t)
. (EL)
Now to obtain (ODE-2), one simply needs to make the
following modification to (16): replace 1
2
‖q˙(t)− q˙⋆‖2
2
with Bψ(q˙(t), q˙
⋆), and Bf (q˙(τ), q˙
⋆) with Bf (q˙(τ), q˙
⋆) +
BδX (q˙(τ), q˙
⋆;h⋆), where (q˙⋆, Es(G)⊤q⋆,∇f(q˙⋆), h⋆) sat-
isfies (KKT-2). Then (ODE-2) also satisfies (EL) with
the following coordinate transformation,
x(t) = q˙(t), z(t) = ∇ψ(q˙(t)), µ(t) = Es(G)⊤q(t).
Compared with the networked Euler-Lagrange system
considered in [Zhang et al., 2017, Wang et al., 2017],
(ODE-2) uses a Bregman divergence type kinetic energy
rather than a quadratic one, and the optimum is achieved
on velocities rather than positions.
As a non-Euclidean generalization to Theorem 1, the fol-
lowing theorem shows that the distance to the optimum
of problem (P-2) is monotonically non-increasing.
Theorem 2 (Work-energy principle) Suppose that
Assumptions 1, 3, 4 hold and (x⋆, µ⋆, g⋆, h⋆) satisfies
(KKT-2). Consider the energy function,
V (z(t), µ(t)) = Bψ∗(z(t), z
⋆) +
1
2
‖µ(t)− µ⋆‖2
2
,
where z⋆ = ∇ψ(x⋆). Then along the trajectories gener-
ated by (ODE-2) we have,
V˙ (z(t), µ(t)) =−Bf (x(t), x⋆; g⋆)−BδX (x(t), x⋆;h⋆)
−Bf (x⋆, x(t); g(t))− 〈x(t), Ld(G)x(t)〉.
Proof.
V˙ (z, µ)
=〈∇ψ∗(z)−∇ψ∗(z⋆),−Ld(G)x − Es(G)µ− g〉
+ 〈µ− µ⋆, Es(G)⊤x〉
=〈x − x⋆,−Ld(G)x − Es(G)µ − g〉
+ 〈µ− µ⋆, Es(G)⊤x〉
=− 〈x− x⋆, g〉 − 〈x,Esµ⋆〉 − 〈x, Ld(G)x〉
=− 〈x− x⋆, g + Es(G)µ⋆〉 − 〈x, Ld(G)x〉
=− 〈x− x⋆, g − g⋆ − h⋆〉 − 〈x, Ld(G)x〉,
(17)
where we use relations in (KKT-2). Finally, (4)–(5) lead
to,
〈x− x⋆, g − g⋆〉 =Bf (x, x⋆; g⋆) +Bf (x⋆, x; g)
〈x− x⋆,−h⋆〉 =BδX (x, x⋆;h⋆). (18)
Substituting (18) into (17) completes the proof. ✷
The following corollary, similar to Corollary 1.1, shows
the O(1/t) convergence rate of (ODE-2).
Corollary 2.1 (O(1/t) convergence) Suppose that
Assumptions 1, 3, 4 hold and (x⋆, µ⋆, g⋆, h⋆) satis-
fies (KKT-2). Then along the trajectories generated by
(ODE-2) we have,
Bf(x(t), x
⋆; g⋆) +BδX (x(t), x
⋆;h⋆) + 〈x(t), Ld(G)x(t)〉
≤ 1
t
(
Bψ∗(x(t), x
⋆) +
1
2
‖µ(0)− µ⋆‖2
2
)
,
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where x(t) = 1
t
∫ t
0
x(τ)dτ .
The proof is similar to that of Corollary 1.1.
Remark 6 If we define the augmented Lagrangian of
(P-2) as L(x, µ) = f(x) + δX (x) + 〈µ,Es(G)⊤x〉 +∥∥Ed(G)⊤x∥∥22; then using (KKT-2) one can verify
that L(x(t), µ⋆) − L(x⋆, µ⋆) = Bf (x(t), x⋆; g⋆) +
BδX (x, x
⋆;h⋆) + 〈x, Ld(G)x〉 . Therefore Corollary 2.1,
similar to Corollary 1.1, also bounds a running duality
gap. If f is strongly convex, Corollary 2.1 also implies
the O(1/t) bound in (15).
If X0 = Rn and ψ0(u) = 12 ‖u‖22, then (ODE-2) reduces
to (ODE-1); Theorem 2 and Corollary 2.1 reduce to The-
orem 1 and, respectively, Corollary 1.1. Therefore, we
obtain a strict generalization of convergence results in
§3.1. Compared with distributed mirror descent ODE
[Raginsky and Bouvrie, 2012], the dynamics in (ODE-2)
is of second order rather than first order.
4 Discrete time methods
§3 shows that (ODE-1) converges to the solution of prob-
lem (P-2). However, the question remains of how to
preserve such convergence properties in discrete time.
In this section, we discuss two different discretization
schemes for (ODE-2): Euler forward method and Eu-
ler backward method. In particular, we show that Euler
forward leads to simple explicit updates, but a difficult
choice on step size. On the other hand, Euler backward
method requires implicit updates, but provides a simple
bound on step size that ensures convergence.
4.1 Euler forward method
If we apply Euler forward method with constant step
size to (ODE-2), we obtain the difference equation,
xk =∇ψ∗(zk)
zk+1 − zk
α
=− Ld(G)xk − Es(G)µk − gk
µk+1 − µk
α
=Es(G)⊤xk,
(DE-1)
where gk ∈ ∂f(xk), α > 0 is the step size.
In order to see the algorithmic structure of (DE-1), we
can rewrite (DE-1) as follows. Suppose ψ∗ is essentially
strictly convex so that ∇ψ = (∇ψ∗)−1. Then using (2),
we can rewrite the z-update in (DE-1) as,
xk+1 =∇ψ∗(zk − αgk − αyk)
=argmin
x∈X
ψ(x)− 〈∇ψ(xk)− αgk − αyk, x〉
=argmin
x∈X
α〈gk + yk, x〉+Bψ(x, xk),
(19)
where yk = Ld(G)xk+Es(G)µk, gk ∈ ∂f(xk). Therefore
(DE-1) can be implemented as,
yk =Ld(G)xk + Es(G)µk
xk+1 =argmin
x∈X
〈gk + yk, x〉+ 1
α
Bψ(x, x
k)
µk+1 =µk + αEs(G)⊤xk+1.
(A-1)
Updates in (A-1) show the algorithmic structure of the
difference equation (DE-2): at each iteration, x min-
imizes a local linearization of the objective function
plus a linear network correction term 〈yk, x〉, while
moving away from the previous point xk is penalized
by Bψ(x, x
k). Such a structure is a network exten-
sion of the mirror descent algorithm [Nemirovsky and
Yudin, 1983]. Although Algorithm (A-1) is efficient to
implement, since it only computes subgradients and
projection, it convergence is tricky to guarantee, as the
following theorem shows.
Theorem 3 (Work-energy principle) Suppose that
Assumptions 1, 3, 4 hold and (x⋆, µ⋆, g⋆, h⋆) satisfy
(KKT-2). Consider energy function of the form
V (zk, µk) = Bψ∗(z
k, z⋆) +
1
2
∥∥µk − µ⋆∥∥2
2
,
where z⋆ = ∇ψ∗(x⋆). Then along the trajectories gener-
ated by (DE-1), we have,
V (zk+1, µk+1)− V (zk, µk)
=Bψ∗(z
k+1, zk) +
1
2
∥∥µk+1 − µk∥∥2
2
− αBf (xk, x⋆; g⋆)
− αBδX (xk, x⋆;h⋆)− αBf (x⋆, xk; gk)
− α〈xk, Ld(G)xk〉.
Proof. Since ψ∗ is convex and differentiable over R|V|n,
using (7), we can show that,
Bψ∗(z
k+1, z⋆)−Bψ∗(zk, z⋆)
=Bψ∗(z
k+1, zk) + 〈∇ψ∗(zk)−∇ψ∗(z⋆), zk+1 − zk〉
=Bψ∗(z
k+1, zk) + 〈xk − x⋆, zk+1 − zk〉.
(20)
Similarly we can show that,
1
2
∥∥µk+1 − µ⋆∥∥2
2
− 1
2
∥∥µk − µ⋆∥∥2
2
=
1
2
∥∥µk+1 − µk∥∥2
2
+ 〈µk − µ⋆, µk+1 − µk〉.
(21)
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Summing up (20) and (21), we now have,
V (zk+1, µk)− V (zk, µk)
=Bψ∗(z
k+1, zk) +
1
2
∥∥µk+1 − µk∥∥2
2
+ 〈xk − x⋆, zk+1 − zk〉+ 〈µk − µ⋆, µk+1 − µk〉.
(22)
Using discretization in (DE-1), we can then show that,
1
α
〈xk − x⋆, zk+1 − zk〉+ 1
α
〈µk − µ⋆, µk+1 − µk〉
=〈xk − x⋆,−Ld(G)xk − Es(G)µk − gk〉
+ 〈µk − µ⋆, Es(G)xk〉
=−Bf (xk, x⋆)−Bf (x⋆, xk)−BδX (x, x⋆)
− 〈xk, Ld(G)xk〉,
where the last step uses an argument similar to the one
in (17)–(18). Substituting the above identify in (22), we
obtain the desired result. ✷
Theorem 3 shows the fundamental difficulty of discretiz-
ing (ODE-2) with Euler forward method: unlike the re-
sults in Theorem 2, here two additional non-negative
terms that render the monotonicity property of energy
function unclear. In particular, Theorem 3 states that,
V (zk+1, µk+1)− V (zk, µk)
=Bψ∗(z
k+1, zk) +
1
2
∥∥µk+1 − µk∥∥2
2
−O(α),
where O(α) is a non-negative term linear in α. From
(DE-1) we know that,
∥∥zk+1 − zk∥∥2
2
∼ O(α2), ∥∥µk+1 − µk∥∥2
2
∼ O(α2).
Hence if ψ∗ is upper bounded by a quadratic function,
Bψ∗(z
k+1, zk) and 1
2
∥∥µk+1 − µk∥∥2
2
areO(α2) and will be
dominated by O(α) terms when α decreases to a thresh-
old, which then implies that V (zk+1, µk+1)−V (zk, µk) ≤
0. Such a threshold, although might be empirically esti-
mated in practice [Wang and Elia, 2010], is difficult to
bound theoretically. Same problem appears in discretiz-
ing mirror descent ODE [Krichene et al., 2015]. This
problem can be remedied, as we will show in the next
section, using Euler backward method.
4.2 Euler backward method
Consider the following discretization of (ODE-2),
xk =∇ψ∗(zk)
zk+1 − zk
α
=− Ld(G)xk − Es(G)µk − gk+1
µk+1 − µk
α
=Es(G)⊤xk+1
(DE-2)
where gk+1 ∈ ∂f(xk+1), ψ(x) =∑i∈V ψ0(xi).
Compared with (DE-1), the difference equation (DE-2)
uses an implicit subgradient gk+1, rather than explicit
subgradient gk, for its x-update; and it uses xk+1, rather
than xk, for its µ-update.
Similar to (19), we can rewrite the z-update in (DE-2)
as the following x-update,
xk+1 = argmin
x∈X
〈gk+1 + yk, x〉+ 1
α
Bψ(x, x
k), (23)
where yk = Ld(G)xk+Es(G)µk, gk+1 ∈ ∂f(xk+1); again
we have assumed that ψ is essentially smooth so that∇ψ
exists. From Lemma 1, we know that for (23) to hold, it
is sufficient to have,
0 = hk+1 + gk+1 + yk +
1
α
(∇ψ(xk+1)−∇ψ(xk)),
(KKT-3)
where yk = Ld(G)xk + Es(G)µk, gk+1 ∈ ∂f(xk+1) and
hk+1 ∈ NX (xk+1). Using Lemma 1 again, (KKT-3) is
equivalent to,
xk+1 = argmin
x∈X
f(x) + 〈yk, x〉+ 1
α
Bψ(x, x
k).
Therefore (DE-2) can be implemented as,
yk =Ld(G)xk + Es(G)µk
xk+1 =argmin
x∈X
f(x) + 〈yk, x〉+ 1
α
Bψ(x, x
k)
µk+1 =µk + αEs(G)⊤xk+1
(A-2)
where ψ(x) =
∑
i∈V ψ0(xi).
Compared with (A-1), updates in (A-2) require an im-
plicit oracle of f rather than an explicit one: it optimizes
function f with penalty terms at each iteration rather
than just computing its subgradients. Such an update
is a network extension to proximal point algorithm with
Bregman regularization [Censor and Zenios, 1992].
In order to show the convergence of the algorithm (A-2),
we make the following assumption on function ψ0, where
clD0 denotes the closure of the set D0.
Assumption 5 The function ψ0 : D0 → R is closed,
proper and convex, where D0 is a convex open set and
X0 ⊂ clD0. Further, ψ0 is differentiable on D0 and
Bψ0(u, v) ≥ γ2 ‖u− v‖22 for all u, v ∈ X0 ∩ D0, where
γ > 0. Further, ‖∇ψ0(u)‖ → ∞ as u approaches the
boundary of clD0.
Remark 7 If X0 = Rn, then Assumption 5 is satis-
fied by choosing ψ0 =
1
2
‖u‖22; If X0 is the probabil-
ity simplex, then Assumption 5 is satisfied by choosing
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ψ0(u) =
∑n
i=1 u[i] lnu[i], which is 1-strongly convex over
X0 3 . See [Bubeck et al., 2015, Sec. 4.3] for further dis-
cussion for scenarios where Assumption 5 holds.
LetD = D|V|0 denotes the Cartesian product of |V| copies
ofD0. The following theorem shows that an energy func-
tion is monotonically non-increasing along the trajecto-
ries generated by algorithm (A-2) using a constant step
size α constrained by the curvature of ψ and structure
of the mass-spring-damper network.
Theorem 4 Suppose that Assumptions 1, 3, and 5 hold
and (x⋆, µ⋆, g⋆, h⋆) satisfies (KKT-2). Consider the en-
ergy function of the form,
V (xk, µk) = Bψ(x
⋆, xk) +
1
2
∥∥µk − µ⋆∥∥2
2
.
If x0 ∈ X ∩ D, then along the trajectories generated by
algorithm (A-2) we have,
V (xk+1, µk+1)− V (xk, µk)
≤− αBf (xk+1, x⋆; g⋆)− αBf (x⋆, xk+1; gk+1)
− αBδX (xk+1, x⋆;h⋆)− αBδX (x⋆, xk+1;hk+1)
− α
2
〈xk+1, Lc(G)xk+1〉 − α
2
〈xk, Ld(G)xk〉
− γ − αλ|V|
2
∥∥xk+1 − xk∥∥2
2
,
where c = d − αs. If α ≤ min{γ/λ|V|, κ}, where κ =
mine∈E de/se, and λ|V| is the largest eigenvalue value of
Ld(G); then V (xk+1, µk+1)− V (xk, µk) ≤ 0.
Proof From Assumption 5 it follows that ‖∇ψ(x)‖
2
→
∞ as x approaches the boundary of clD. Hence the x-
update in (A-2) implies that xk+1 ∈ X ∩ D; as such,
∇ψ(xk) is well defined for all k. Using (7) we can show
that,
Bψ(x
⋆, xk+1)−Bψ(x⋆, xk)
= −Bψ(xk+1, xk)− 〈∇ψ(xk+1)−∇ψ(xk), x⋆ − xk+1〉.
(24)
Using (24)–(21), it now follows that,
V (xk+1, µk+1)− V (xk, µk)
=− 〈∇ψ(xk+1)−∇ψ(xk), x⋆ − xk+1〉 −Bψ(xk+1, xk)
+ 〈µk − µ⋆, µk+1 − µk〉+ 1
2
∥∥µk+1 − µk∥∥2
2
.
(25)
3 In this case, Bψ0(u, v) ≥
1
2
‖u− v‖2
1
[Beck and Teboulle,
2003]. Due to the equivalence between l1 and l2 norm, this
further implies that ψ0 is 1-strongly convex.
From (KKT-3) we know that,
−〈∇ψ(xk+1)−∇ψ(xk), x⋆ − xk+1〉
=α〈yk + gk+1 + hk+1, x⋆ − xk+1〉. (26)
Further, using y-update and µ-update in (A-2), we can
show that,
〈yk, x⋆ − xk+1〉+ 1
α
〈µk − µ⋆, µk+1 − µk〉
=〈Ld(G)xk + Es(G)µk, x⋆ − xk+1〉
+ 〈µk − µ⋆, Es(G)⊤xk+1〉
=〈Es(G)µ⋆, x⋆ − xk+1〉 − 〈xk, Ld(G)xk+1〉
=〈−g⋆ − h⋆, x⋆ − xk+1〉 − 〈xk, Ld(G)xk+1〉,
(27)
where the last two steps are due to the first and, respec-
tively, second identity in (KKT-2). Substitute (26) and
(27) into (25), we now have,
V (xk+1, µk+1)− V (xk, µk)
= −α〈g⋆ + h⋆ − gk+1 − hk+1, x⋆ − xk+1〉
− α〈xk, Ld(G)xk+1〉+ 1
2
∥∥µk+1 − µk∥∥2
2
−Bψ(xk+1, xk).
(28)
Finally, from the µ-update in (A-2), we know that,
− α〈xk, Ld(G)xk+1〉+ 1
2
∥∥µk+1 − µk∥∥2
2
=− α〈xk, Ld(G)xk+1〉+ α
2
2
〈xk+1, Ls(G)xk+1〉
=
α
2
〈xk+1 − xk, Ld(G)(xk+1 − xk)〉 − α
2
〈xk, Ld(G)xk〉
− α
2
〈xk+1, (Ld(G)− αLs(G))xk+1〉
≤αλ|V|
2
∥∥xk+1 − xk∥∥2
2
− α
2
〈xk, Ld(G)xk〉
− α
2
〈xk+1, Lc(G)xk+1〉,
(29)
where c = d − αs. Substitute (29) into (28), use the γ-
strong convexity assumption in Assumption 5 and an ar-
gument similar to (18), we obtain the desired result. ✷
Based on Theorem 4, the following corollary establishes
the O(1/k) iteration complexity of the algorithm (A-2).
Corollary 4.1 (O(1/k) convergence) Suppose that
Assumptions 1, 3, and 5 hold and (x⋆, µ⋆, g⋆, h⋆)
satisfies (KKT-2). If α ≤ min{γ/λ|V|, κ/2}, where
κ = mine∈E de/se and λ|V| is the largest eigenvalue
value of Ld(G). If x ∈ X ∩D, then along the trajectories
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generated by (DE-2) we have,
Bf (x
k, x⋆; g⋆) +BδX (x
k, x⋆;h⋆) +
1
4
〈xk, Ld(G)xk〉
≤ 1
αk
(
Bψ(x
⋆, x0) +
1
2
∥∥µ0 − µ⋆∥∥
2
)
,
where xk = 1
k
∑k
l=1 x
l.
Proof. Since α ≤ γ/λ|V|, we know that γ − αλ|V| ≥ 0.
Summing up the difference equation in Theorem 4 from
l = 0 to l = k − 1 we have,
1
α
[V (x0, µ0)− V (xk, µk)] ≥ 1
2
∑k
l=1〈xl, Lc(G)xl〉∑k
l=1 Bf (x
l, x⋆; g⋆) +
∑k
l=1BδX (x
l, x⋆;h⋆),
where we have used the fact that Bf (x
⋆, xl; gl),
BδX (x
⋆, xl;hl),
∥∥xl+1 − xl∥∥2
2
are all non-negative. Since
Bf (x, x
⋆; g⋆), BδX (x, x
⋆;h⋆), and 〈x, Lc(G)x〉 are con-
vex functions of x, applying Jensen’s inequality to the
right hand side, use the fact that V (xk, µk) ≥ 0 and
the assumption that c = d − αs ≥ d/2, we obtain the
desired result.
Remark 8 Corollary 4.1 shows that the algorithm
(A-2) achieves the same iteration complexity as Breg-
man PDMM [Yu et al., 2018]. However, the y-update
in algorithm (A-2) only involves matrix multiplication.
In contrast, the mirror average step in Bregman PDMM
requires solving an optimization problem itself. There-
fore, algorithm (A-2) allows for a much more efficient
implementation than the Bregman PDMM.
5 Numerical examples
In this section, we compare algorithm (A-2) with ex-
isting algorithms for distributed optimization in non-
Euclidean spaces, including distributed projected sub-
gradient algorithm [Nedic et al., 2010], distributed dual
averaging algorithm [Duchi et al., 2012], distributed mir-
ror descent [Li et al., 2016, Doan et al., 2019] and Breg-
man PDMM [Yu et al., 2018], over numerical examples.
We consider an instance of problem (P-2) where,
• G = (V , E) is randomly generated such that each
pair of nodes is connected with probability 0.3.
• fi(xi) = 〈wi, xi〉 for all i ∈ V , where entries of wi
are sampled from a standard normal distribution.
• X0 is the probability simplex, i.e., X0 = {u ∈
R
n|x ≥ 0,∑ni=1 u[i] = 1}.
We use the following parameters for these algorithms.
For distributed projected subgradient algorithm, dis-
tributed dual averaging, distributed mirror descent, we
choose the double stochastic matrix P = I − 1
1+∆
L(G)
(L(G) = E(G)E(G)⊤, ∆ is the largest diagonal element
of L(G) [Duchi et al., 2012]) and step size αk = k−0.6.
For Bregman PDMM, we choose P = I − 1
2+2∆
L(G)
such that it is positive semi-definite [Yu et al., 2018],
and step size ρ = 4, τ = 2. For algorithm (A-2), we
choose s = d = 1/15 and α = min{15/λmax, 1}, where
λmax is the largest eigenvalue of L(G). Except for the
distributed projected subgradient, all algorithms use
ψ0(u) =
∑n
i=1 u[i] lnu[i] + δX0(u) as the distance gen-
erating function. The convergence of these algorithms,
using the same randomly sampled initialization in X0,
are demonstrated in Figure 2.
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Fig. 2. Convergence to optimum for cases of |V| = 20, n = 20
(top) and |V| = 50, n = 100 (bottom).
Compared with subgradient based algorithms (dis-
tributed projected subgradient, dual averaging, and
mirror descent), the algorithm (A-2) converges faster
with a more oscillating behavior. The reason for such
distinction is due to the fact that algorithm (A-2) is
based on damped oscillation with constant step size,
rather than diffusion with diminishing step size. Fur-
ther, algorithm (A-2) almost achieves the same con-
vergence speed as the Bregman PDMM but allows for
a more efficient implementation, as we pointed out in
Remark 8. These comparisons clearly demonstrate the
advantages of the proposed algorithm (A-2).
6 Conclusions
In this paper, we have developed novel algorithms for
distributed optimization in non-Euclidean spaces based
on the mass-spring-damper network in both continu-
ous and discrete time. Compared with the existing non-
Euclidean approaches, our algorithm allows for a much
more efficient implementation. Nevertheless, the pro-
posed algorithm has a few limitations; for example, it
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only considers undirected graphs. Our future research
directions are primarily motivated by this limitation, as
well as the potential extensions to time varying graphs
and graphs with stochastic interconnections.
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