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MARTINGALE INEQUALITIES IN NONCOMMUTATIVE SYMMETRIC
SPACES
NARCISSE RANDRIANANTOANINA AND LIAN WU
Abstract. We provide generalizations of Burkholder’s inequalities involving conditioned square
functions of martingales to the general context of martingales in noncommutative symmetric
spaces. More precisely, we prove that Burkholder’s inequalities are valid for any martingale in
noncommutative space constructed from a symmetric space defined on the interval (0,∞) with
Fatou property and whose Boyd indices are strictly between 1 and 2. This answers positively
a question raised by Jiao and may be viewed as a conditioned version of similar inequalities for
square functions of noncommutative martingales. Using duality, we also recover the previously
known case where the Boyd indices are finite and are strictly larger than 2.
1. Introduction
In classical martingale theory, a fundamental result due to Burkholder ([8, 9, 20]) can be
described as follows: given a probability space (Ω,Σ, P ), let {Σn}n≥1 be an increasing sequence
of σ-fields of Σ such that Σ =
∨
Σn . If 2 ≤ p <∞ and f = (fn)n≥1 is a Lp-bounded martingale
adapted to the filtration {Σn}n≥1, then (using the convention that Σ0 = Σ1),
(1.1) sup
n≥1
[E|fn|
p]1/p ≃p
[
E
(∑
n≥1
E[|dfn|
2|Σn−1]
)p/2]1/p
+
[∑
n≥1
E|dfn|
p
]1/p
,
where ≃p means equivalence of norms up to constants depending only on p. The random variable
s(f) =
(∑
n≥1 E[|dfn|
2|Σn−1]
)1/2
is called the conditioned square function of the martingale f and
the equivalence (1.1) is generally referred to as Burkholder’s inequalities. The equivalence (1.1)
was established by Burkholder as the martingale difference sequence generalizations of Rosenthal’s
inequalities [44] which state that if 2 ≤ p <∞ and (gn)n≥1 is a sequence of independent mean-zero
random variables in Lp(Ω,Σ, P ) then
(1.2)
(
E
∣∣∑
n≥1
gn
∣∣p)1/p ≃p (∑
n≥1
E|gn|
2
)1/2
+
(∑
n≥1
E|gn|
p
)1/p
.
Probabilistic inequalities involving independent random variables and martingales inequalities
play important roles in many different areas of mathematics. Burkholder/Rosenthal inequalities
in particular have many applications in probability theory and structures of symmetric spaces
in Banach space theory. On the other hand, a recent trend in the general study of martingale
inequalities is to find analogues of classical inequalities in the context of noncommutative Lp-
spaces. We refer to [39, 26, 28, 41] for additional information on noncommutative martingale
inequalities. Noncommutative analogues of (1.1) and (1.2) were extensively studied by Junge
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and Xu in [29, 30]. They obtained that if 2 ≤ p < ∞ and x = (xn)n≥1 is a noncommutative
martingale that is Lp-bounded then
(1.3)
∥∥x∥∥
p
≃p max
{∥∥sc(x)∥∥p,∥∥sr(x)∥∥p, (∑
n≥1
∥∥dxn∥∥pp)1/p
}
where sc(x) and sr(x) denote the column version and the row version of conditioned square
functions which we refer to the next section for formal definitions. Moreover, they also treated
the corresponding inequalities for the range 1 < p < 2 which are dual versions of (1.3) and read
as follows: if x = (xn)n≥1 is a noncommutative martingale in L2(M) then
(1.4)
∥∥x∥∥
p
≃p inf
{∥∥sc(y)∥∥p + ∥∥sr(z)∥∥p + (∑
n≥1
∥∥dwn∥∥pp)1/p
}
where the infimum is taken over all x = y + z + w with y, z, and w are martingales. The
differences between the two cases 1 < p < 2 and 2 ≤ p <∞ are now well-understood in the field.
In [21], inequalities (1.3) and (1.4) were extended to the case of noncommutative Lorentz spaces
Lp,q(M) for 1 < p < ∞ and 1 ≤ q < ∞. Motivated by this extension, it is natural to ask if
some versions of noncommutative Burkholder’s inequalities remain valid in the general context
of noncommutative symmetric spaces. This question was explicitly raised in [22, Problem 3.5].
Martingale inequalities in the general framework of rearrangement invariant spaces have long
been of interests. For the case of classical martingales, we refer reader to the work of Johnson
and Schechtman [24, 25] and the references therein. For the noncommutative settings, we recall
that generalizations of Burkholder-Gundy inequalities in noncommutative symmetric spaces were
recently established in [14, 22], extensions of Junge’s noncommutative Doob maximal inequalities
in some symmetric spaces were treated in [13]. In a closely related topic, Le Merdy and Sukochev
studied Rademacher averages on noncommutative symmetric spaces ([33]). These Rademacher
averages turn out to provide one of the key ingredients in the solution of Burkholder-Gundy
inequalities in noncommutative symmetric spaces in [14, 22]. Naturally, the concept of Boyd
indices of symmetric spaces ([34]) and various interpolation techniques play significant roles in
all the results stated above.
The present paper solves the problem discussed above. Our main result can be summarized as
follows: assume that E is a rearrangement invariant function space on (0,∞) that satisfies some
natural conditions and has nontrivial Boyd indices 1 < pE ≤ qE <∞ and M is a semifinite von
Neumann algebra equipped with a faithful normal semifinite trace τ . We obtain generalizations
of (1.3) and (1.4) that read:
If 1 < pE ≤ qE < 2, then
(1.5)
∥∥x∥∥
E(M)
≃E inf
{∥∥sc(y)∥∥E(M) + ∥∥sr(z)∥∥E(M) + ∥∥(dwn)n≥1∥∥E(M⊗ℓ∞)
}
where as in (1.4), the infimum is taken over all decompositions x = y + z + w with y, z, and w
are martingales in E(M, τ).
If 2 < pE ≤ qE <∞, then
(1.6)
∥∥x∥∥
E(M)
≃E max
{∥∥sc(x)∥∥E(M),∥∥sr(x)∥∥E(M),∥∥(dxn)n≥1∥∥E(M⊗ℓ∞)
}
.
We note that (1.6) was recently established by Dirksen in [12]. His approach follows closely
the original arguments used in [29] taking advantage of the fact mentioned earlier that the non-
commutative Burkholder-Gundy inequalities for square functions are valid for noncommutative
martingales in some general symmetric spaces. Thus, our main motivation is primarily to establish
the equivalence (1.5).
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Our approach is based on another discovery made in the next section that, in some sense, one
inequality in the equivalence (1.4) can be achieved with a decomposition that works simultane-
ously for all 1 < p < 2. We refer to Theorem 2.10 below for more information. This simultaneous
decomposition allows us to efficiently apply results from interpolation theory. Namely, we use
concrete realization of noncommutative symmetric spaces as interpolations of noncommutative
Lp-spaces by means of K-functionals and J-functionals. The non-trivial inequality in the equiv-
alence (1.6) will be deduced from (1.5) using duality. Unlike the Lp-cases, this duality technique
does not seem to apply for the other direction. That is, at the time of this writing, we lack
necessary ingredients to deduce (1.5) from (1.6).
The paper is organized as follows: in Section 2, we provide some preliminary results concerning
noncommutative symmetric spaces, interpolation theory, and martingale inequalities. In partic-
ular, we establish a decomposition result for noncommutative martingales that sets up the use
of interpolations. Section 3 is devoted entirely to the statement and proof of our main result.
In the last section, we discuss some related results, provide examples, and point to related open
questions concerning Burkholder’s inequalities.
Our notation and terminology are standard as may be found in the books [6, 34, 45].
2. Definitions and preliminary results
2.1. Noncommutative spaces. In this subsection, we review some basic facts on rearrangement
invariant spaces and their noncommutative counterparts that are relevant for our presentation.
For a semifinite von Neumann algebra M equipped with a faithful normal semifinite trace τ ,
let M˜ denote the topological ∗-algebra of all measurable operators with respect to (M, τ) in the
sense of [36]. For x ∈ M˜, define its generalized singular number by
µt(x) = inf{λ > 0; τ(e
|x|(λ,∞)) ≤ t}, t > 0
where e|x| is the spectral measure of |x|. The function t 7→ µt(x) from (0,∞) into [0,∞) is right-
continuous and nonincreasing ([19]). For the case where M is the abelian von Neumann algebra
L∞(0,∞) with the trace given by integration with respect to the Lebesgue measure, M˜ becomes
the linear space of all measurable functions L0(0,∞) and µ(f) is the decreasing rearrangement
of the function |f | in the sense of [34].
We recall that a Banach function space (E, ‖ · ‖E) on (0,∞) is called symmetric if for any
g ∈ E and any measurable function f with µ(f) ≤ µ(g), we have f ∈ E and ‖f‖E ≤ ‖g‖E . The
Ko¨the dual of a symmetric space E is the function space defined by setting:
E× =
{
f ∈ L0(0,∞) :
∫ ∞
0
|f(t)g(t)| dt <∞,∀g ∈ E
}
.
When equipped with the norm ‖f‖E× := sup{
∫∞
0 |f(t)g(t)| dt : ‖g‖E ≤ 1}, E
× is a symmetric
Banach function space.
The symmetric Banach function space E is said to have the Fatou property if, whenever 0 ≤
fα ↑α⊆ E is an upwards directed net with supα ‖fα‖E < ∞, it follows that f = supα fα exists
in E and ‖f‖E = supα ‖fα‖E . It is well-known that E has the Fatou property if and only if
the natural embedding of E into its Ko¨the bidual E×× is a surjective isometry. Examples of
symmetric spaces with the Fatou property are separable symmetric spaces and duals of separable
symmetric spaces.
Another concept that is central to the paper is the notion of Boyd indices which we now
introduce. Let E be a symmetric Banach space on (0,∞). For s > 0, the dilation operator
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Ds : E → E is defined by setting
Dsf(t) = f(t/s), t > 0, f ∈ E.
The lower and upper Boyd indices of E are defined by
pE := lim
s→∞
log s
log ‖D1/s‖
and qE := lim
s→0+
log s
log ‖D1/s‖
,
respectively. It is well-known that 1 ≤ pE ≤ qE ≤ ∞ and if E = Lp for 1 ≤ p ≤ ∞ then
pE = qE = p. We shall say that E has non-trivial Boyd indices whenever 1 < pE ≤ qE <∞. We
refer to [6, 34] for any unexplained terminology from function space theory.
For a given symmetric Banach function space (E, ‖ · ‖E) on the interval (0,∞), we define the
corresponding noncommutative space by setting:
E(M, τ) =
{
x ∈ M˜ : µ(x) ∈ E
}
.
Equipped with the norm ‖x‖E(M,τ) := ‖µ(x)‖E , the space E(M, τ) is a complex Banach space
([32]) and is referred to as the noncommutative symmetric space associated with (M, τ) corre-
sponding to the function space (E, ‖ · ‖E). We remark that if 1 ≤ p <∞ and E = Lp(0,∞) then
E(M, τ) = Lp(M, τ) is the usual noncommutative Lp-space associated with (M, τ).
Recall that a linear operator T : X → Y is called a semi-embedding if T is one to one and
T (BX) is a closed subset of Y where BX = {x ∈ X : ‖x‖ ≤ 1}. As in the commutative case, if
1 ≤ p < pE ≤ qE < q ≤ ∞ then the space E(M, τ) is intermediate to the spaces Lp(M, τ) and
Lq(M, τ) in the sense that
Lp(M, τ) ∩ Lq(M, τ) ⊆ E(M, τ) ⊆ Lp(M, τ) + Lq(M, τ)
with the inclusion maps being continuous. Moreover, if E satisfies the Fatou property, one
can readily verify that the second inclusion map E(M, τ) →֒ Lp(M, τ) + Lq(M, τ) is a semi-
embedding. These facts will be used in the sequel.
We end this subsection with the following elementary lemma. It will be used in the proof of
our main result. We include a proof for completeness.
Lemma 2.1. Assume that 1 < p < q < 2 and let u ∈ Lp(M) ∩ Lq(M). There exists a se-
quence (um)m≥1 in L1(M) ∩ L2(M) with limm→∞ ‖um − u‖Lp(M)∩Lq(M) = 0 and both sequences
(‖um‖p)m≥1 and (‖um‖q)m≥1 are increasing and converge to ‖u‖p and ‖u‖q, respectively.
Proof. Let e|u| denote the spectral measure of |u|. For each m ≥ 1, set em := e|u|([1/m,m]). Then
(em)m is an increasing sequence of projections in M that converges to 1 for the strong operator
topology. Clearly, for every m ≥ 1, τ(em) ≤ m
p‖u‖pp < ∞. Set um := uem. It is easy to check
that um ∈ L1(M) ∩M. A fortiori, um ∈ L1(M) ∩ L2(M). From the identities
max
{
‖u− um‖p,‖u− um‖q
}
= max
{
‖u(1 − em)‖p, ‖u(1 − em)‖q
}
= max
{
‖(1 − em)|u|
2(1− em)‖
1/2
p/2, ‖(1− em)|u|
2(1− em)‖
1/2
q/2
}
,
we get that limn→∞ ‖u− um‖Lp(M)∩Lq(M) = 0. On the other hand, if s is equal to either p or q,
it follows from the identity ‖um‖s = ‖|u|em|u|‖
1/2
s/2 that (‖um‖s)m forms an increasing sequence
that converges to ‖u‖s. 
We refer to [10, 16, 40, 46] for extensive discussions on various properties of noncommutative
symmetric spaces.
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2.2. Function spaces and interpolations. In this subsection, we will discuss concrete de-
scription of certain classes of noncommutative symmetric spaces as interpolations of noncom-
mutative Lp-spaces that are relevant for our method of proof in the next section. We begin
by recalling that for a given compatible Banach couple (X0,X1), a Banach space Z is called
an interpolation space if X0 ∩ X1 ⊆ Z ⊆ X0 + X1 and whenever a bounded linear operator
T : X0 + X1 → X0 + X1 is such that T (X0) ⊆ X0 and T (X1) ⊆ X1 we have T (Z) ⊆ Z and
‖T : Z → Z‖ ≤ Cmax{‖T : X0 → X0‖, ‖T : X1 → X1‖} for some constant C. In this case, we
write Z ∈ Int(X0,X1). When C = 1, Z is called exact interpolation space. We refer to [6, 7, 31]
for more on interpolations.
In this paper we rely heavily on the notions of K-functionals and J-functionals which we now
review:
For a compatible Banach couple (X0,X1), we define the J-functional by setting for any x ∈
X0 ∩X1 and t > 0,
J(x, t;X0,X1) = max
{
‖x‖X0 , t‖x‖X1
}
.
As a dual notion, the K-functional is defined by setting for any x ∈ E0 + E1 and t > 0,
K(x, t;X0,X1) = inf
{
‖x1‖X0 + t‖x2‖X1 ;x = x1 + x2
}
.
If the compatible couple (X0,X1) is clear from the context, then we will simply write J(x, t) and
K(x, t) in place of J(x, t;X0,X1) and K(x, t;X0,X1), respectively. It is now quite well-known
that any symmetric Banach function space with the Fatou property that belongs to Int(Lp, Lq) is
given by a K-method. More precisely, we have the following result due to Brudnyi and Krugliak
(see for instance [31, Theorem 6.3]).
Theorem 2.2. Let E be a symmetric Banach function space on (0,∞) with the Fatou property.
If E ∈ Int(Lp(0,∞), Lq(0,∞)) for 1 ≤ p < q ≤ ∞, then there exists a function space F on (0,∞)
such that f ∈ E if and only if K(f, ·, Lp, Lq) ∈ F and there exists a constant C such that
C−1
∥∥K(f, ·)∥∥
F
≤ ‖f‖E ≤ C
∥∥K(f, ·)∥∥
F
.
We will use the corresponding J-method of the above theorem. This was studied in [4, 5].
We review the basic construction of this method and introduce a discrete version that is quite
essential in the next section.
Suppose that an element x ∈ X0 +X1 admits a representation
(2.1) x =
∫ ∞
0
u(t) dt/t,
where u(·) is measurable function that takes its values in X0 ∩X1 and the integral is convergent
in X0 +X1. For any given representation u(·), we set for s > 0,
(2.2) j(u, s) =
∫ ∞
s
t−1J(u(t), t) dt/t.
Given a symmetric Banach function space F defined on (0,∞), the interpolation space (X0,X1)F,j
consists of elements x ∈ X0 +X1 which admit a representation as in (2.1) and are such that
(2.3)
∥∥x∥∥
F,j
= inf
{∥∥j(u, ·)∥∥
F
}
<∞,
where the infimum is taken over all representation u of x as in (2.1). We refer to [4, 5] for a
comprehensive study of this interpolation method along with some other equivalent methods. As
noted above, we will need a discrete version of this method. This is standard but we could not
find any reference in the literature for this particular method so we provide the details.
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We define the interpolation space (X0,X1)F,j to be the space of elements x ∈ X0 +X1 which
admit a representation
(2.4) x =
∑
ν∈Z
uν (convergence in X0 +X1)
with uν ∈ X0 ∩X1 and are such that∥∥x∥∥
F,j
= inf
{∥∥∥j({uν}ν , ·)∥∥∥
F
}
<∞,
where the decreasing function j({uν}ν , ·) is defined by
j({uν}ν , t) =
∑
γ≥ν+1
2−γJ(uγ , 2
γ) for t ∈ [2ν , 2ν+1),
and the infimum is taken over all representations of x as in (2.4). Clearly, the function j({uν}ν , t)
takes only countably many values. Thus, we may call (X0,X1)F,j as a discrete interpolation
method. As in the case of real interpolation methods, this discrete version is equivalent to the
continuous version described earlier. More precisely, we have:
Lemma 2.3. Let x ∈ X0 + X1. Then x ∈ (X0,X1)F,j if and only if x ∈ (X0,X1)F,j. More
precisely, the following inequalities hold:
1
4
∥∥x∥∥
F,j
≤
∥∥x∥∥
F,j
≤ 4
∥∥x∥∥
F,j
.
The verification of Lemma 2.3 is a simple adaptation of standard arguments from interpolation
theory which we leave for the reader (see [7]).
Combining [4, Theorem 9.3], [5, Theorem 3.5], and Lemma 2.3, we may state the following
result which is one of the decisive tools we use in our proof.
Theorem 2.4. If E is a symmetric Banach function space on (0,∞) with the Fatou property
then the following are equivalent:
(i) 1 < p < pE ≤ qE < q <∞.
(ii) There exists a symmetric Banach function space F on (0,∞) with nontrivial Boyd indices
such that:
E = (Lp(0,∞), Lq(0,∞))F,j (with equivalent norms).
As is now well-known, the preceding interpolation result automatically lifts to the noncommu-
tative setting (see [40, Corollary 2.2]):
Corollary 2.5. Let E be a symmetric Banach function space on (0,∞) with the Fatou property.
Then the following are equivalent:
(i) 1 < p < pE ≤ qE < q <∞.
(ii) There exists a symmetric Banach function space F on (0,∞) with nontrivial Boyd indices
such that for every semifinite von Neumann algebra (N , σ),
E(N , σ) = (Lp(N , σ), Lq(N , σ))F,j ,
with equivalent norms depending only on E, p, and q.
We record a general fact about interpolations of linear operators between two noncommutative
spaces for further use.
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Proposition 2.6 ([17]). Assume that E ∈ Int(Lp, Lq) andM and N are semifinite von Neumann
algebras. Let T : Lp(M)+Lq(M)→ Lp(N )+Lq(N ) be a linear operator such that T : Lp(M)→
Lp(N ) and T : Lq(M)→ Lq(N ) are bounded. Then T maps E(M) into E(N ) and the resulting
operator T : E(M)→ E(N ) is bounded. Moreover, we have the following estimate:∥∥T : E(M)→ E(N )∥∥ ≤ Cmax {∥∥T : Lp(M)→ Lp(N )∥∥,∥∥T : Lq(M)→ Lq(N )∥∥}
for some absolute constant C.
2.3. Noncommutative martingales. Let us now recall the general setup for noncommutative
martingales. In the sequel, we always assume that the von Neumann algebra M is such that
M∗ is separable. Denote by (Mn)n≥1 an increasing sequence of von Neumann subalgebras ofM
whose union is weak*-dense in M. For n ≥ 1, we assume that there exists a trace preserving
conditional expectation En from M onto Mn. It is well-known that if τn denotes the restriction
of τ on Mn, then En extends to a contractive projection from Lp(M, τ) onto Lp(Mn, τn) for all
1 ≤ p ≤ ∞. More generally, if E is a symmetric Banach function space on (0,∞) which is an
interpolation space of the couple (L1(0,∞), L∞(0,∞)) then En is bounded from E(M, τ) onto
E(Mn, τn).
Definition 2.7. A sequence x = (xn)n≥1 in L1(M) is called a noncommutative martingale with
respect to (Mn)n≥1 if En(xn+1) = xn for every n ≥ 1.
If in addition, all xn’s belong to E(M) then x is called an E(M)-martingale. In this case we
set
‖x‖E(M) = sup
n≥1
‖xn‖E(M).
If ‖x‖E(M) <∞, then x is called a bounded E(M)-martingale.
Let x = (xn)n≥1 be a noncommutative martingale with respect to (Mn)n≥1. Define dxn =
xn − xn−1 for n ≥ 1 with the usual convention that x0 = 0. The sequence dx = (dxn)n≥1 is
called the martingale difference sequence of x. A martingale x is called a finite martingale if
there exists N such that dxn = 0 for all n ≥ N. In the sequel, for any operator x ∈ E(M),
we denote xn = En(x) for n ≥ 1. It is well-known that if 1 < p < ∞ and x = (xn)n≥1 is
a bounded Lp(M)-martingale then there exists x∞ ∈ Lp(M) such that xn = En(x∞) (for all
n ≥ 1) and ‖x‖p = ‖x∞‖p. For the general context of symmetric spaces, if E ∈ Int(Lp, Lq) for
1 < p ≤ q <∞ and satisfies the Fatou property, then any bounded E(M)-martingale x = (xn)n≥1
is of the form (En(x∞))n≥1 where x∞ ∈ E(M) satisfying ‖x‖E(M) ≃E ‖x∞‖E(M), with equality
if E is an exact interpolation space. Indeed, by reflexivity, such statement can be readily verified
for Lp(M)+Lq(M) and for general such E, it follows from the fact that E(M) semi-embeds into
Lp(M)+Lq(M). Because of these facts, we often identify martingales with measurable operators
when appropriate.
Let us now review the definitions of Hardy spaces and conditioned Hardy spaces of noncommu-
tative martingales. Throughout, E is a symmetric function space on (0,∞) with the additional
properties that it satisfies the Fatou property and E ∈ Int(L1, L∞).
We define the column space E(M; ℓc2) to be the linear space of all sequences (an)n≥1 ⊂ E(M)
such that the infinite column matrix
∑
n≥1 an ⊗ en,1 ∈ E(M⊗B(ℓ2(N))) where B(ℓ2(N)) is the
algebra of all bounded operators on the Hilbert space ℓ2(N) equipped with its usual trace tr and
(en,m)n,m≥1 denotes the collection of all unit matrices in B(ℓ2(N)). It is not difficult to verify that
the linear subspace {
∑
n≥1 an ⊗ en,1 : (an)n ∈ E(M; ℓ
c
2)} is closed in E(M⊗B(ℓ2))and therefore
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we equip E(M; ℓc2) with the norm∥∥∥(an)n≥1∥∥∥
E(M;ℓc2)
:=
∥∥∥∑
n≥1
an ⊗ en,1
∥∥∥
E(M⊗B(ℓ2))
=
∥∥∥(∑
n≥1
|an|
2
)1/2∥∥∥
E(M)
,
then it becomes a Banach space. We can also define the corresponding row space E(M; ℓr2) to
be the space of all sequences (an)n≥1 ⊂ E(M) for which (a∗n)n≥1 ∈ E(M; ℓ
c
2) equipped with the
norm ∥∥∥(an)n≥1∥∥∥
E(M;ℓr2)
=
∥∥∥(a∗n)n≥1∥∥∥
E(M;ℓc2)
.
Following [39], we consider the column and row versions of square functions relative to a
martingale x = (xn)n≥1 as follows:
Sc(x) =
(∑
k≥1
|dxk|
2
)1/2
and Sr(x) =
(∑
k≥1
|dx∗k|
2
)1/2
,
where convergences can be taken with respect to the measure topology. Define HcE(M) (respec-
tively, HrE(M)) to be the set of all martingales x = (xn)n≥1 in E(M) for which the martin-
gale difference sequence (dxn)n≥1 ∈ E(M; ℓ
c
2) (respectively, E(M; ℓ
r
2)) equipped with the norm
‖x‖Hc
E
= ‖(dxn)n≥1‖E(M;ℓc2) (respectively, ‖x‖H
r
E
= ‖(dxn)n≥1‖E(M;ℓr2)). It is easy to verify that
since conditional expectations are bounded in E(M), the normed spaces HcE(M) and H
r
E(M)
embed isometrically into E(M⊗B(ℓ2(N))) with closed ranges and therefore they are Banach
spaces. Moreover, one can see from its definition that HcE(M) is simply the space of all mar-
tingales x = (xn)n≥1 in E(M) for which ‖x‖Hc
E
= ‖Sc(x)‖E(M) < ∞. Similar statement is also
valid for HrE(M).
We now turn to the mixture Hardy spaces of noncommutative martingales. From the above
discussions, the spaces HcE(M) and H
r
E(M) are compatible in the sense that they continuously
embed into the larger space E(M⊗B(ℓ2(N))). The Hardy space HE(M) is defined as follows.
For 1 ≤ pE ≤ qE < 2,
HE(M) = H
c
E(M) +H
r
E(M)
equipped with the norm
‖x‖HE = inf
{
‖y‖Hc
E
+ ‖z‖Hr
E
}
,
where the infimum is taken over all y ∈ HcE(M) and z ∈ H
r
E(M) such that x = y + z. For
2 ≤ pE ≤ qE <∞,
HE(M) = H
c
E(M) ∩H
r
E(M)
equipped with the norm
‖x‖HE = max
{
‖x‖Hc
E
, ‖x‖Hr
E
}
.
These definitions mirror the well-documented difference between the two cases 1 ≤ p < 2 and
2 ≤ p <∞ for the special case where E = Lp(0,∞). We refer to [14] and [22] for more information
and results related to space HE(M).
We now consider the conditioned versions of the above definitions. Our approach is based on
the conditioned spaces introduced by Junge in [26]. Since this is very crucial in the sequel, we
review the basic setup. Below, we use the convention that E0 = E1.
Let E : M → N be a normal faithful conditional expectation, where N is a von Neumann
subalgebra ofM. For 0 < p ≤ ∞, we define the conditioned space Lcp(M, E) to be the completion
of M∩ Lp(M) with respect to the quasi-norm∥∥x∥∥
Lcp(M,E)
=
∥∥E(x∗x)∥∥1/2
p/2
.
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It was shown in [26] that for every n and 0 < p ≤ ∞, there exists an isometric right Mn-module
map un,p : L
c
p(M, En)→ Lp(Mn; ℓ
c
2) such that
(2.5) un,p(x)
∗un,q(y) = En(x
∗y)⊗ e1,1,
for all x ∈ Lcp(M; En) and y ∈ L
c
q(M; En) with 1/p + 1/q ≤ 1. We now consider the increasing
sequence of expectations (En)n≥1. Denote by F the collection of all finite sequences (an)n≥1 in
L1(M) ∩ M. For 0 < p ≤ ∞, define the space L
cond
p (M; ℓ
c
2) to be the completion of F with
respect to the norm:
(2.6)
∥∥(an)∥∥Lcondp (M;ℓc2) = ∥∥(
∑
n≥1
En−1|an|
2
)1/2∥∥
p
.
The space Lcondp (M; ℓ
c
2) can be isometrically embedded into an Lp-space associated to a semifinite
von Neumann algebra by means of the following map:
Up : L
cond
p (M; ℓ
c
2)→ Lp(M⊗B(ℓ2(N
2)))
defined by setting
Up((an)n≥1) =
∑
n≥1
un−1,p(an)⊗ en,1
where as above, (ei,j)i,j≥1 is the family of unit matrices in B(ℓ2(N)). From (2.5), it follows that
if (an)n≥1 ∈ L
cond
p (M; ℓ
c
2) and (bn)n≥1 ∈ L
cond
q (M; ℓ
c
2) for 1/p + 1/q ≤ 1 then
(2.7) Up((an))
∗Uq((bn)) =
(∑
n≥1
En−1(a
∗
nbn)
)
⊗ e1,1 ⊗ e1,1.
In particular, ‖(an)‖Lcondp (M;ℓc2) = ‖Up((an))‖p and hence Up is indeed an isometry. We note that
Up is independent of p in the sense of interpolation. Below, we will simply write U for Up. We
refer the reader to [26] and [28] for more details on the preceding construction.
Now, we generalize the notion of conditioned spaces to the setting of symmetric spaces. We
consider the algebraic linear map U restricted to the linear space F that takes its values in
L1(M⊗B(ℓ2(N
2))) ∩M⊗B(ℓ2(N
2)). For a given sequence (an)n≥1 ∈ F , we set:∥∥(an)∥∥Econd(M;ℓc2) = ∥∥(
∑
n≥1
En−1|an|
2
)1/2∥∥
E(M)
=
∥∥U((an))∥∥E(M⊗B(ℓ2(N2))).
This is well-defined and induces a norm on the linear space F . We define the Banach space
Econd(M; ℓc2) to be the completion of F with respect to the above norm. Then U extends to an
isometry from Econd(M; ℓc2) into E(M⊗B(ℓ2(N
2))) which we will still denote by U .
Similarly, we may define the corresponding row version Econd(M; ℓr2) which can also be viewed
as a subspace of E(M⊗B(ℓ2(N
2))) as row vectors. This is done by simply considering adjoint
operators.
Now, let x = (xn)n≥1 be a finite martingale in L2(M) +M. We set
sc(x) =
(∑
k≥1
Ek−1|dxk|
2
)1/2
and sr(x) =
(∑
k≥1
Ek−1|dx
∗
k|
2
)1/2
.
These are called the column and row conditioned square functions, respectively. Let FM denote
the set of all finite martingales in L1(M) ∩ M. Define h
c
E(M) (respectively, h
r
E(M)) as the
completion of FM under the norm ‖x‖hc
E
= ‖sc(x)‖E(M) (respectively, ‖x‖hrE = ‖sr(x)‖E(M)).
We observe that for every x ∈ FM , ‖x‖hc
E
= ‖(dxn)‖Econd(M;ℓc2). Therefore, h
c
E(M) may be
viewed as a subspace of Econd(M; ℓc2). More precisely, we consider the map D : FM → F by
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setting D(x) = (dxn)n≥1. Then D extends to an isometry from h
c
E(M) into E
cond(M; ℓc2) which
we will denote by Dc. In the sequel, we will make frequent use of the isometric embedding:
UDc : h
c
E(M)→ E(M⊗B(ℓ2(N
2))).
We can make similar assertions for the row case. That is, hrE(M) embeds isometrically into
E(M⊗B(ℓ2(N
2))). We also need the diagonal Hardy space hdE(M) which is the space of all
martingales whose martingale difference sequences belong to E(M⊗ℓ∞) equipped with the norm
‖x‖
hd
E
:= ‖(dxn)‖E(M⊗ℓ∞). As above, we denote by Dd the isometric extension of D from h
d
E(M)
into E(M⊗ℓ∞). We remark that since, under our assumptions on E, conditional expectations
are bounded on E(M), it follows that Dd(h
d
E(M)) is a closed subspace of E(M⊗ℓ∞). This
shows in particular that hdE(M) is a Banach space. Using the natural von Neumann algebra
embeddings, ℓ∞ ⊂ B(ℓ2(N)) ⊂ B(ℓ2(N
2)), we can further state that hdE(M) embeds isometrically
into E(M⊗B(ℓ2(N
2))). Consequently, hdE(M), h
c
E(M), and h
r
E(M) are compatible as all three
isometrically embed into the larger Banach space E(M⊗B(ℓ2(N
2))). We define the conditioned
version of martingale Hardy spaces as follows. If 1 ≤ pE ≤ qE < 2, then
hE(M) = h
d
E(M) + h
c
E(M) + h
r
E(M)
equipped with the norm
‖x‖hE = inf
{
‖w‖
hd
E
+ ‖y‖hc
E
+ ‖z‖hr
E
}
,
where the infimum is taken over all w ∈ hdE(M), y ∈ h
c
E(M), and z ∈ h
r
E(M) such that x =
w + y + z. If 2 ≤ pE ≤ qE <∞, then
hE(M) = h
d
E(M) ∩ h
c
E(M) ∩ h
r
E(M)
equipped with the norm
‖x‖hE = max
{
‖x‖
hd
E
, ‖x‖hc
E
, ‖x‖hr
E
}
.
For the case where E = Lp(0,∞), we will simply write Hp(M), hp(M), ect. in place of
HLp(M), hLp(M), ect. From the noncommutative Burkholder-Gundy inequalities and noncom-
mutative Burkholder inequalities proved in [29, 39], we have
Hp(M) = hp(M) = Lp(M)
with equivalent norms for all 1 < p < ∞. The latter equality constitutes the primary topic of
this paper.
We collect some basic properties of these various Hardy spaces for further use.
Proposition 2.8. Let 1 ≤ p < q <∞ and assume that E ∈ Int(Lp, Lq).
(i) hdE(M) is complemented in E(M⊗ℓ∞) and h
d
E(M) ∈ Int(h
d
p(M), h
d
q(M));
(ii) If 1 < p < q < ∞, then hcE(M) is complemented in E(M⊗B(ℓ2(N
2))) and for s ∈ {c, r},
then hsE(M) ∈ Int(h
s
p(M), h
s
q(M)).
Proof. For the first item, the complementation follows immediately from the simple fact that the
map Θ : Lr(M⊗ℓ∞)→ Lr(M⊗ℓ∞) defined by:
Θ
(
(an)n≥1
)
= (En(an)− En−1(an))n≥1
is a bounded projection for all 1 ≤ r <∞. By the interpolation result stated in Proposition 2.6,
Θ : E(M⊗ℓ∞)→ E(M⊗ℓ∞) is a bounded projection and it is clear that its range is Dd(h
d
E(M)).
The interpolation is an obvious consequence of the complementation result.
The second item is also a consequence of the known fact from [26] that if 1 < r < ∞, hcr(M)
is complemented in Lr(M⊗B(ℓ2(N
2))). Indeed, let Λ : Lr(M⊗B(ℓ2(N
2)))→ Lr(M⊗B(ℓ2(N
2)))
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be the bounded projection whose range is UDc(h
c
r(M)) for all 1 < r < ∞. It is known
that Λ is independent of r in the sense of interpolation ([26, 29]). We deduce that it is also
a bounded projection from E(M⊗B(ℓ2(N
2))) onto UDc(h
c
E(M)). The statement about the
range comes from the facts that on one hand, UDc(FM ) ⊂ Λ
[
E(M⊗B(ℓ2(N
2)))
]
, and on the
other hand,
⋃
n≥1
[
L1(Mn⊗B(ℓ2(N
2)))∩Mn⊗B(ℓ2(N
2))] is a dense subset of E(M⊗B(ℓ2(N
2)))
whose image
⋃
n≥1Λ
[
L1(Mn⊗B(ℓ2(N
2))) ∩ Mn⊗B(ℓ2(N
2))] ⊆ UDc(FM ). This shows that
Λ
[
E(M⊗B(ℓ2(N
2)))
]
= UDc(h
c
E(M)). As in the first item, the statement on interpolation
follows immediately from the complementation result. 
Remark 2.9. Unlike the Lp-case, general descriptions of the duals of these more general condi-
tioned Hardy spaces appear to be unavailable . One of the difficulties that arises in trying to
develop such duality theory lies on the fact that, in some cases, E∗ may not be a function space.
For instance, if E = Lr,∞ for 1 ≤ p < r < q <∞, then E ∈ Int(Lp, Lq), has the Fatou property,
but E∗ is highly nontrivial.
The next theorem is the main result of this section. Its main feature is that it gives a de-
composition that provides norms estimates simultaneously for all p ∈ (1, 2). This fact is very
crucial in our approach in the next section. Before formally stating this result, we should clarify
that when 1 < p < 2, the noncommutative Burkholder inequalities ([29, Theorem 6.1]) imply
that for each w ∈ {d, c, r} there exists a bounded linear map ξwp : h
w
p (M) → Lp(M). These
maps are one to one as they come from the isomorphism hp(M) ≈ Lp(M) and the definition of
hp(M) = h
d
p(M) + h
d
c(M) + h
r
p(M). As a result, any element of h
w
p (M) can be uniquely repre-
sented as measurable operator from Lp(M). This justifies the use of identification in item (i) in
the statement of the next theorem.
Theorem 2.10. There exists a family {κp : 1 < p < 2} ⊂ R+ satisfying the following: if x ∈
L1(M)∩L2(M), then there exist a ∈
⋂
1<p<2 h
d
p(M), b ∈
⋂
1<p<2 h
c
p(M), and c ∈
⋂
1<p<2 h
r
p(M)
such that:
(i) x = a+ b+ c;
(ii) for every 1 < p < 2, the following inequality holds:∥∥a∥∥
hdp
+
∥∥b∥∥
hcp
+
∥∥c∥∥
hrp
≤ κp
∥∥x∥∥
p
.
Proof. Case 1. Assume thatM is finite and τ is a normalized trace. The proof uses a weak-type
decomposition from [43]. We consider the interpolation couple (L1(M), L2(M)).
Let x ∈ L2(M). According to [7, Lemma 3.3.2], there is a representation x =
∑
ν∈Z uν
(convergent in L1(M)) of x satisfying, for every ν ∈ Z,
(2.8) J(uν , 2
ν) ≤ 4K(x, 2ν).
Since τ(1) = 1, we may apply [43, Theorem 3.1]. The statement of [43, Theorem 3.1] is only for
finite martingales but the construction used there can be applied verbatim to the case of infinite
L2(M)-bounded martingales. There exists an absolute constant κ > 0 such that, for each ν ∈ Z,
we can find three adapted sequences α(ν), β(ν), and γ(ν) in L2(M) such that:
(2.9) dn(uν) = α
(ν)
n + β
(ν)
n + γ
(ν)
n for all n ≥ 1,
(2.10) J
(∑
n≥1
α(ν)n ⊗ en, t
)
≤ κJ(uν , t), t > 0,
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(2.11) J
((∑
n≥1
En−1(|β
(ν)
n |
2)
)1/2
, t
)
≤ κJ(uν , t), t > 0,
(2.12) J
((∑
n≥1
En−1(|γ
(ν)
n
∗
|2)
)1/2
, t
)
≤ κJ(uν , t), t > 0,
where the J-functional in the left hand side of the inequality in (2.10) is taken relative to the
interpolation couple (L1,∞(M⊗ℓ∞), L2(M⊗ℓ∞)) and those from the left hand sides of (2.11) and
(2.12) are taken with respect to the interpolation couple (L1,∞(M), L2(M)). We set
αn =
∑
ν∈Z
α(ν)n , βn =
∑
ν∈Z
β(ν)n , and γn =
∑
ν∈Z
γ(ν)n .
Then we obtain three adapted sequence α = (αn)n, β = (βn)n, and γ = (γn)n. Define the
martingale difference sequences
dan = αn − En−1(αn), dbn = βn − En−1(βn), and dcn = γn − En−1(γn).
We claim that the resulting martingales a, b, and c satisfy the conclusion of the theorem. Indeed,
it is clear from the construction that x = a + b + c. For the second item, we will verify the
statement separately for a, b, and c. We begin with the martingale a. This will be deduced from
the next lemma. For 0 < θ < 1, 1 < p < 2, and an interpolation couple (X0,X1), (X0,X1)θ,p,J
and (X0,X1)θ,p,K denote the discrete real interpolation methods using the J-functionals and
K-functionals, respectively. We refer to [7] for definitions.
Lemma 2.11. For every 0 < θ < 1 and every 1 < p < 2,∥∥∥(αn)n≥1∥∥∥
[L1,∞(M⊗ℓ∞),L2(M⊗ℓ∞)]θ,p;J
≤ 4κ‖x‖[L1(M),L2(M)]θ,p;K .
For ν ∈ Z, let [α](ν) =
∑
n α
(ν)
n ⊗ en. The series
∑
ν [α]
(ν) is a representation of
∑
n αn ⊗ en.
Then the lemma follows immediately from combining (2.8) and (2.10).
Fix 1 < p < 2 and 1/p = (1 − θ) + θ/2. We appeal to the known facts from [40] that for any
semifinite von Neumann algebra N , we have
Lp(N ) =
[
L1,∞(N ), L2(N )
]
θ,p,J
and Lp(N ) =
[
L1(N ), L2(N )
]
θ,p,K
.
The above lemma yields a constant cp such that(∑
n
‖αn‖
p
p
)1/p
=
∥∥∥(αn)n≥1∥∥∥
Lp(M⊗ℓ∞)
≤ cp
∥∥x∥∥
p
.
Applying the fact that conditional expectations are contractive projections in Lp(M) gives∥∥a∥∥
hdp
≤ 2cp
∥∥x∥∥
p
.
Now we sketch the argument for b. We consider the conditioned spaces involved as subspaces of
Lr-spaces associated to M⊗B(ℓ2(N
2)) for appropriate values of r. Then for every ν ∈ Z,
J
((∑
n≥1
En−1(|β
(ν)
n |
2)
)1/2
, 2ν
)
= J
(
β(ν), 2ν ;L1,∞(M⊗B(ℓ2(N
2))), L2(M⊗B(ℓ2(N
2)))
)
.
Therefore, (2.11) becomes,
(2.13) J
(
β(ν), 2ν ;L1,∞(M⊗B(ℓ2(N
2))), L2(M⊗B(ℓ2(N
2)))
)
≤ κJ(uν , 2
ν).
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Using similar argument as in the estimate of norm of α with M⊗ℓ∞ replaced by M⊗B(ℓ
2(N2)),
we get as in Lemma 2.11 that for every 0 < θ < 1 and 1 < p < 2,∥∥β∥∥
[L1,∞(M⊗B(ℓ2(N2))),L2(M⊗B(ℓ2(N2)))]θ,p;J
≤ 4κ
∥∥x∥∥
[L1(M),L2(M)]θ,p;K
.
As in the previous case, applying real interpolations with appropriate values of θ and p gives that
for every 1 < p < 2, ∥∥β∥∥
Lp(M⊗B(ℓ2(N2)))
≤ cp
∥∥x∥∥
p
.
This is equivalent to ∥∥∥(∑
n≥1
En−1(|βn|
2)
)1/2∥∥∥
p
≤ cp
∥∥x∥∥
p
.
Using Kadison’s inequality En−1(βn)
∗En−1(βn) ≤ En−1|βn|
2 for all n ≥ 1, we deduce that∥∥b∥∥
hcp
≤ 2cp
∥∥x∥∥
p
.
Similar argument can be applied to the sequence γ to deduce the corresponding estimate∥∥c∥∥
hrp
≤ 2cp
∥∥x∥∥
p
.
Combining the above three estimates clearly provides the second item in the statement of the
theorem. This completes the proof for the finite case.
Case 2. Assume now that M is infinite. Since M∗ is separable, the von Neumann algebra M
is σ-finite. We note first that Case 1 extends easily to any finite case with the trace τ being
not necessarily normalized (with the same constants as in the case of normalized trace). Since
there is a trace preserving conditional expectation E1 :M→M1, it is known that τ |M1 remains
semifinite.
Fix an increasing sequence of projections (ek)k≥1 ⊂M1 with τ(ek) <∞ for all k ≥ 1 and such
that (ek)k≥1 converges to 1 for the strong operator topology. For each k, consider the finite von
Neumann algebra (ekMek, τ |ekMek) with the filtration (ekMnek)n≥1. If we denote by E
(k)
n the
trace preserving conditional expectation from ekMek onto ekMnek then E
(k)
n is just the restriction
of En on ekMek. This is the case since the ek’s were chosen from the smallest subalgebra M1.
Therefore, if y ∈ ekMek then one can easily verify that∥∥y∥∥
hdp(ekMek)
=
∥∥y∥∥
hdp(M)
,
∥∥y∥∥
hcp(ekMek)
=
∥∥y∥∥
hcp(M)
, and
∥∥y∥∥
hrp(ekMek)
=
∥∥y∥∥
hrp(M)
.
Let x ∈ L2(M) ∩ L1(M). For each k ≥ 1, ekxek ∈ L2(ekMek). From Case 1., there exists a
decomposition ekxek = a
(k) + b(k) + c(k) with the property that for every 1 < p < 2,∥∥a(k)∥∥
hdp
+
∥∥b(k)∥∥
hcp
+
∥∥c(k)∥∥
hrp
≤ κp
∥∥ekxek∥∥p.
Fix an ultrafilter U on N containing the Fre´chet filter. For any given 1 < p < 2, the weak-limit
along the ultrafilter U of the sequence (a(k))k≥1 exists in h
d
p(M). It is crucial here to observe
that such weak-limits are independent of p (since they are automatically weak-limits of the same
sequence in L1(M⊗ℓ∞) + L2(M⊗ℓ∞)). Similar observations can be made with the sequences
(b(k))k≥1 and (c
(k))k≥1. Set
a = w- lim
k,U
a(k), b = w- lim
k,U
b(k), and c = w- lim
k,U
c(k)
in hdp(M), h
c
p(M), and h
r
p(M), respectively. We also observe that for every 1 < p < 2, it is easy
to verify that limk→∞ ‖ekxek − x‖p = 0. A fortiori, limk,U ‖ekxek − x‖p = 0. All these facts lead
to the decomposition:
x = a+ b+ c.
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Furthermore, for every 1 < p < 2, we have∥∥a∥∥
hdp
+
∥∥b∥∥
hcp
+
∥∥c∥∥
hrp
≤ sup
k
{∥∥a(k)∥∥
hdp
+
∥∥b(k)∥∥
hcp
+
∥∥c(k)∥∥
hrp
}
≤ κp sup
k
∥∥ekxek∥∥p ≤ κp∥∥x∥∥p
where κp is the constant from Case 1. The proof is complete. 
Remarks 2.12. 1) Since the noncommutative Burkholder inequalities do not hold for p = 1, the
validity of our simultaneous decomposition can not include the left endpoint of the interval (1, 2).
On the other hand, using known estimates from real interpolation (θ, p,K) and (θ, p, J) methods
of classical Lebesgue spaces, we can derive that there is an absolute constant C such that for
1/p = (1 − θ) + θ/2, we have κp ≤ Cθ
−2(1 − θ)−1/2−1/p. It follows that κp is of order (p − 1)
−2
when p → 1 and of order (2 − p)−1 when p → 2. In particular, our method of proof does not
allow any extension of the decomposition to any of the endpoints of the interval [1, 2]. As we only
get that κp = O((p − 1)
−2) when p → 1, our arguments do not yield the optimal order for the
constants for the noncommutative Burkholder inequalities from [43].
2) Junge and Perrin also considered simultaneous type decompositions for conditioned Hardy
spaces in [28]. Our Theorem 2.10 above should be compared with [28, Theorem 5.9]. See also
Corollary 4.4 below for similar type simultaneous decompositions for the case of martingale Hardy
space norms.
3. Burkholder’s inequalities in symmetric spaces
The following is the principal result of this article. It provides extensions of noncommutative
Burkholder’s inequalities for martingales in general noncommutative symmetric spaces.
Theorem 3.1. Let E be a symmetric Banach function space on (0,∞) satisfying the Fatou
property. Assume that either 1 < pE ≤ qE < 2 or 2 < pE ≤ qE <∞. Then
E(M) = hE(M).
That is, a martingale x = (xn)n≥1 is bounded in E(M) if and only if it belongs to hE(M) and∥∥x∥∥
E(M)
≃E
∥∥x∥∥
hE
.
As noted in the introduction, the preceding theorem solves positively a question raised in [22].
The new result here is the case where 1 < pE ≤ qE < 2. The case 2 < pE ≤ qE < ∞ was
established by Dirksen in [12, Theorem 6.2] but we will also provide an alternative approach for
this range. We remark that under the assumptions of Theorem 3.1, the Banach function space E
is fully symmetric in the sense of [17] but this extra property will not be needed in the proof.
We divide the proof into four separate parts according to 1 < pE ≤ qE < 2 or 2 < pE ≤ qE <∞,
each case involving two inequalities. The main difficulty in the proof is Part II below. Part III
will be deduced from Part II via duality. The other two parts will be derived from standard use
of interpolations of linear operators.
3.1. The case 1 < pE ≤ qE < 2. Let E be a symmetric Banach function space on (0,∞) with
the Fatou property and satisfying 1 < pE ≤ qE < 2. Throughout the proof, we fix p and q so
that 1 < p < pE ≤ qE < q < 2. In this case, E ∈ Int(Lp, Lq).
Part I. We will verify that there exists a constant cE such that for every x ∈ hE(M), we have∥∥x∥∥
E(M)
≤ cE
∥∥x∥∥
hE
.
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This is a simple consequence of the noncommutative Burkholder inequalities and Proposition 2.8.
Indeed, for 1 < r < 2,
∥∥x∥∥
r
≤ cr
∥∥x∥∥
hdr
. By interpolation, we deduce that
∥∥x∥∥
E(M)
≤ cE
∥∥x∥∥
hd
E
(M)
.
Similar arguments also give
∥∥x∥∥
E(M)
≤ cE
∥∥x∥∥
hc
E
(M)
and
∥∥x∥∥
E(M)
≤ cE
∥∥x∥∥
hr
E
(M)
.
Now, assume that x ∈ hE(M) is such that x = w + y + z where w ∈ h
d
E(M), y ∈ h
r
E(M), and
z ∈ hrE(M). Then we have ∥∥x∥∥
E(M)
≤ cE
(∥∥w∥∥
hd
E
+
∥∥y∥∥
hc
E
+
∥∥z∥∥
hr
E
)
.
Taking the infimum over all decompositions x = w + y + z provides the desired inequality. 
We should emphasize that the inequality from Part I may be interpreted as inclusion mappings
in the following sense: if w ∈ {d, c, r}, then there is a natural bounded map ξwE : h
w
E(M)→ E(M).
In fact, ξwE may be taken as the bounded extension of the map (FM , ‖ · ‖hwE )→ E(M) defined by
(xn)n≥1 7→ limn→∞ xn (since (xn) is a finite sequence, the limit should be understood as the final
value of (xn)). We claim that these maps are one to one. To verify this claim, we consider the
following diagram:
h
w
E(M)
ξw
E−−−−→ E(M)
ι
y yj
h
w
p (M) + h
w
q (M)
ξwp,q
−−−−→ Lp(M) + Lq(M),
where ι is the inclusion map from the interpolation in Proposition 2.8, j is the formal inclusion,
and ξwp,q is the combination of ξ
w
p and ξ
w
q introduced in the previous section. When z ∈ FM ,
we clearly have ξwp,qι(z) = jξ
w
E(z). Therefore, the above diagram commutes. Since ι and ξ
w
p,q are
one to one, so is ξwE . As a consequence, any element a ∈ h
w
E(M) is uniquely associated with the
operator ξwE(a) ∈ E(M) which we will still denote by a. In Part II below, statement such as
x = a+ b + c for x ∈ E(M), a ∈ hdE(M), b ∈ h
c
E(M), and c ∈ h
r
E(M) should be understood to
mean x = ξdE(a) + ξ
c
E(b) + ξ
r
E(c).
Part II. We consider now the reverse inequalities. That is, there exists a constant βE such that
for every x ∈ E(M), ∥∥x∥∥
hE
≤ βE
∥∥x∥∥
E(M)
.
The proof is much more involved and requires several steps. Our approach relies on two essential
facts. As stated in Corollary 2.5, noncommutative symmetric spaces have concrete representations
as interpolation spaces. The second fact is the simultaneous decomposition obtained in the
previous section.
According to Corollary 2.5, we may fix a symmetric Banach function space F on (0,∞) with
nontrivial Boyd indices and such that for any semifinite von Neumann algebra N , we have:
E(N ) =
[
Lp(N ), Lq(N )
]
F,j
,
where [·, ·]F,j is the interpolation method introduced in the previous section. We begin with the
following intermediate result.
Lemma 3.2. Let x ∈ Lp(M) ∩ Lq(M). For every ε > 0, there exist x
(ε) ∈ Lp(M) ∩ Lq(M),
martingales a(ε) ∈ hdE(M), b
(ε) ∈ hcE(M), and c
(ε) ∈ hrE(M) with:
(1)
∥∥x− x(ε)∥∥
Lp(M)∩Lq(M)
< ε;
(2) x(ε) = a(ε) + b(ε) + c(ε);
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(3)
∥∥a(ε)∥∥
hd
E
+
∥∥b(ε)∥∥
hc
E
+
∥∥c(ε)∥∥
hr
E
≤ ηE
∥∥x∥∥
E(M)
.
Proof. Let x ∈ Lp(M) ∩ Lq(M) and ε > 0. Using the interpolation couple
(
Lp(M), Lq(M)
)
, fix
a representation x =
∑
ν∈Z uν (convergent in Lp(M) + Lq(M)) such that
(3.1)
∥∥∥j({uν}ν , ·)∥∥∥
F
≤ 2
∥∥x∥∥
F,j
.
Note that the uν ’s belong to Lp(M)∩Lq(M). Using Lemma 2.1, for each ν ∈ Z, we may choose
u
(mν)
ν ∈ L1(M) ∩ L2(M) satisfying the following properties:
(1)
∥∥u(mν)ν − uν∥∥Lp(M)∩Lq(M) ≤ ε4|ν|+1 ;
(2)
∥∥u(mν)ν ∥∥q ≤ ∥∥uν∥∥q;
(3)
∥∥u(mν)ν ∥∥p ≤ ∥∥uν∥∥p.
The last two conditions imply that for every ν ∈ Z and every t > 0,
J
(
u(mν )ν , t
)
≤ J
(
uν , t
)
,
which furthermore leads to the following inequality:
(3.2) j
(
{u(mν )ν }ν , ·
)
≤ j
(
{uν}ν , ·
)
.
We define the operator x(ε) by setting:
x(ε) =
∑
ν∈Z
u(mν)ν .
Then it satisfies the following norm estimates:∥∥x(ε) − x∥∥
Lp(M)∩Lq(M)
≤
∑
ν∈Z
∥∥u(mν )ν − uν∥∥Lp(M)∩Lq(M)
≤
∑
ν∈Z
ε
4|ν|+1
≤ ε.
In particular, x(ε) ∈ Lp(M)∩Lq(M) and the first item in the statement of Lemma 3.2 is satisfied.
The crucial fact here is that all u
(mν )
ν ’s in the representation of x(ε) belong to L1(M) ∩ L2(M)
so that Theorem 2.10 can be applied to each of the u
(mν)
ν ’s. That is, for every ν ∈ Z, there exist
aν ∈ ∩1<s<2h
d
s(M), bν ∈ ∩1<s<2h
c
s(M), and cν ∈ ∩1<s<2h
r
s(M) satisfying:
(3.3) u(mν )ν = aν + bν + cν
and if s ∈ {p, q}, then
(3.4)
∥∥aν∥∥hds + ∥∥bν∥∥hcs + ∥∥cν∥∥hrs ≤ κ(p, q)∥∥u(mν )ν ∥∥s
where κ(p, q) = max{κp, κq}.
For each ν ∈ Z, we consider Dd(aν) ∈ Lp(M⊗ℓ∞)∩Lq(M⊗ℓ∞), UDc(bν) ∈ Lp(M⊗B(ℓ2(N
2)))∩
Lq(M⊗B(ℓ2(N
2))), and UDc(c
∗
ν) ∈ Lp(M⊗B(ℓ2(N
2))) ∩ Lq(M⊗B(ℓ2(N
2))).
First, we observe that (3.4) can be reinterpreted using the J-functionals as follows:
(3.5) J
(
Dd(aν), t) ≤ κ(p, q)J(u
(mν )
ν , t), t > 0,
(3.6) J
(
UDc(bν), t
)
≤ κ(p, q)J(u(mν )ν , t), t > 0,
(3.7) J
(
UDc(c
∗
ν), t
)
≤ κ(p, q)J(u(mν )ν , t), t > 0
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where the J-functional on the left side of (3.5) is taken using the couple [Lp(M⊗ℓ∞), Lq(M⊗ℓ∞)]
and those on the left sides of inequalities (3.6) and (3.7) were computed using the couple
[Lp(M⊗B(ℓ2(N
2))), Lq(M⊗B(ℓ2(N
2)))].
We need the following properties of the sequences {Dd(aν)}ν∈Z, {UDc(bν)}ν∈Z, and {UDc(c
∗
ν)}ν∈Z.
We refer to [11] for definition and criterion for unconditionally Cauchy series in Banach spaces.
Sublemma 3.3. (1)
∑
ν∈ZDd(aν) is a weakly unconditionally Cauchy series in E(M⊗ℓ∞).
(2)
∑
ν∈Z UDc(bν) and
∑
ν∈Z UDc(c
∗
ν) are weakly unconditionally Cauchy series in E(M⊗B(ℓ2(N
2))).
Moreover, there exists a constant κE such that:
max
{
sup
N≥1
‖SN (a)‖E(M⊗ℓ∞), sup
N≥1
‖SN (b)‖E(M⊗B(ℓ2(N2))), sup
N≥1
‖SN (c
∗)‖E(M⊗B(ℓ2(N2)))
}
≤ κE‖x‖E(M),
where for each N ≥ 1, SN (a) =
∑
|ν|≤N Dd(aν), SN (b) =
∑
|ν|≤N UDc(bν), and SN (c
∗) =∑
|ν|≤N UDc(c
∗
ν).
To verify the first item in Sublemma 3.3, we note that if S if a finite subset of Z then it follows
from (3.2) and (3.5) that
j
(
{Dd(aν)}ν∈S , ·
)
≤ κ(p, q)j
(
{u(mν )ν }ν∈S , ·
)
≤ κ(p, q)j
(
{uν}ν , ·
)
.
By the definition of [·, ·]F,j , for every finite sequence of scalars (θν)ν∈S with |θν | = 1, we have∥∥∑
ν∈S
θνDd(aν)
∥∥
[Lp(M⊗ℓ∞),Lq(M⊗ℓ∞)]F,j
≤ κ(p, q)
∥∥j({uν}ν , ·)‖F ≤ 2κ(p, q)∥∥x∥∥F,j
where the last inequality is from (3.1). Now we use the facts that
E(M⊗ℓ∞) =
[
Lp(M⊗ℓ∞), Lq(M⊗ℓ∞)
]
F,j
and E(M) =
[
Lp(M), Lq(M)
]
F,j
to deduce that there exists a constant κE such that:
(3.8)
∥∥∑
ν∈S
θνDd(aν)
∥∥
E(M⊗ℓ∞)
≤ κE
∥∥x∥∥
E(M)
.
Since this is the case for any arbitrary finite subset of Z, it proves that the series
∑
ν∈ZDd(aν) is
weakly unconditionally Cauchy in E(M⊗ℓ∞).
The proof of the second item follows the same pattern. As above, if S is a finite subset of Z,
then it follows from (3.2) and (3.6) that:
j
(
{UDc(bν)}ν∈S , ·
)
≤ κ(p, q)j
(
{u(mν )ν }ν∈S , ·
)
≤ κ(p, q)j
(
{uν}ν , ·
)
.
Using similar arguments as above, we may deduce that for every finite subset S of Z and for every
sequence of scalars (θν)ν∈S with |θν | = 1,
(3.9)
∥∥∑
ν∈S
θνUDc(bν)
∥∥
E(M⊗B(ℓ2(N2)))
≤ κE
∥∥x∥∥
E(M)
.
This again shows that the series
∑
ν∈Z UDc(bν) is weakly unconditionally Cauchy in E(M⊗B(ℓ2(N
2))).
The proof for the series
∑
ν∈Z UDc(c
∗
ν) is identical so we omit the details. The inequality stated
in Sublemma 3.3 follows from (3.8), (3.9), and the corresponding inequality for
∑
ν∈Z UDc(c
∗
ν).
Sublemma 3.3 is verified.
Next, we note that since Lp(M⊗ℓ∞)+Lq(M⊗ℓ∞) is a reflexive space, the series
∑
ν∈ZDd(aν)
is unconditionally convergent in Lp(M⊗ℓ∞) +Lq(M⊗ℓ∞). Similarly, both series
∑
ν∈Z UDc(bν)
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and
∑
ν∈Z UDc(c
∗
ν) are unconditionally convergent in Lp(M⊗B(ℓ2(N
2))) + Lq(M⊗B(ℓ2(N
2))).
Now we set:
α(ε) :=
∑
ν∈Z
Dd(aν) ∈ Lp(M⊗ℓ∞) + Lq(M⊗ℓ∞),
β(ε) :=
∑
ν∈Z
UDc(bν) ∈ Lp(M⊗B(ℓ2(N
2))) + Lq(M⊗B(ℓ2(N
2))),
and
γ(ε) :=
∑
ν∈Z
UDc(c
∗
ν) ∈ Lp(M⊗B(ℓ2(N
2))) + Lq(M⊗B(ℓ2(N
2))).
We claim that
(3.10) max
{∥∥α(ε)∥∥
E(M⊗ℓ∞)
,
∥∥β(ε)∥∥
E(M⊗B(ℓ2(N2)))
,
∥∥γ(ε)∥∥
E(M⊗B(ℓ2(N2)))
}
≤ κE
∥∥x∥∥
E(M)
.
To verify this claim, we use the fact mentioned in the previous section that for every semifinite
von Neumann algebra N , the inclusion map from E(N ) into Lp(N )+Lq(N ) is a semi-embedding.
Indeed, if ρ = κE‖x‖E(M), then from Sublemma 3.3, (SN (a))N≥1 is a sequence in the ρ-ball of
E(M⊗ℓ∞) that converges to α
(ε) for the norm topology of Lp(M⊗ℓ∞) + Lq(M⊗ℓ∞). By semi-
embedding, we have α(ε) ∈ E(M⊗ℓ∞) with ‖α
(ε)‖E(M⊗ℓ∞) ≤ ρ. Identical arguments can be
applied to β(ε) and γ(ε) to deduce that
∥∥β(ε)∥∥
E(M⊗B(ℓ2(N2)))
≤ ρ and
∥∥γ(ε)∥∥
E(M⊗B(ℓ2(N2)))
≤ ρ.
We have verified (3.10).
We observe that since the sequence (SN (a))N is from Dd(h
d
p(M)) ∩ Dd(h
d
q(M)), it follows
that α(ε) ∈ Dd(h
d
Lp+Lq
(M)). That is, there exists a(ε) ∈ hdLp+Lq (M) such that α
(ε) = Dd(a
(ε)).
But since
∥∥α(ε)∥∥
E(M⊗ℓ∞)
≤ κE
∥∥x∥∥
E(M)
, by the complementation stated in Proposition 2.8, we
conclude that a(ε) ∈ hdE(M) with the norm estimate:∥∥a(ε)∥∥
hd
E
≤ κE
∥∥x∥∥
E(M)
.
Identical arguments can be applied to the sequences (SN (b))N and (SN (c))N to deduce that there
exist martingales b(ε) ∈ hcE(M) and c
(ε) ∈ hrE(M) such that β
(ε) = UDc(b
(ε)), γ(ε) = UDc((c
(ε))∗),
and
max
{∥∥b(ε)∥∥
hc
E
,
∥∥c(ε)∥∥
hr
E
}
≤ κE
∥∥x∥∥
E(M)
.
It is clear from the construction that x(ε) = a(ε) + b(ε) + c(ε) and the last two inequalities clearly
implies the last item in Lemma 3.2. The proof is complete. 
The next step provides the desired decomposition for all x ∈ Lp(M) ∩ Lq(M).
Lemma 3.4. There exists a constant βE such that every x ∈ Lp(M) ∩ Lq(M) admits a decom-
position x = a+ b+ c where a ∈ hdE(M), b ∈ h
c
E(M), and c ∈ h
r
E(M) satisfying:∥∥a∥∥
hd
E
+
∥∥b∥∥
hc
E
+
∥∥c∥∥
hr
E
≤ βE
∥∥x∥∥
E(M)
.
Proof. We use semi-embedding techniques. Using Lemma 3.2, we construct sequence of opera-
tors (x(m))m≥1 ⊂ Lp(M) ∩ Lq(M), sequences (a
(m))m≥1 ⊂ h
d
E(M), (b
(m))m≥1 ⊂ h
c
E(M), and
(c(m))m≥1 ⊂ h
r
E(M) such that:
(i) limm→∞ ‖x
(m) − x‖Lp(M)∩Lq(M) = 0;
(ii) x(m) = a(m) + b(m) + c(m) for all m ≥ 1:
(iii)
∥∥a(m)∥∥
hd
E
+
∥∥b(m)∥∥
hc
E
+
∥∥c(m)∥∥
hr
E
≤ ηE
∥∥x∥∥
E(M)
.
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Let ρ = ηE‖x‖E(M). Then the sequence {Dd(a
(m))}m≥1 belongs to the ρ-ball of E(M⊗ℓ∞).
Similarly, {UDc(b
(m))}m≥1 and {UDc((c
(m))∗)}m≥1 belong to the ρ-ball of E(M⊗B(ℓ2(N
2))).
Since the spaces Lp(M⊗ℓ∞)+Lq(M⊗ℓ∞) and Lp(M⊗B(ℓ2(N
2)))+Lq(M⊗B(ℓ2(N
2))) are re-
flexive, we may assume (after taking subsequences if necessary) that {Dd(a
(m))}m≥1 converges to a˜
for weak topology in Lp(M⊗ℓ∞)+Lq(M⊗ℓ∞) and both {UDc(b
(m))}m≥1 and {UDc((c
(m))∗)}m≥1
converge (for the weak topology of Lp(M⊗B(ℓ2(N
2))) +Lq(M⊗B(ℓ2(N
2)))) to b˜ and c˜∗, respec-
tively.
As a consequence of the fact that the inclusion mappings are semi-embedings, it is clear that
these limits satisfy:
max
{
‖a˜‖E(M⊗ℓ∞), ‖b˜‖E(M⊗B(ℓ2(N2))), ‖c˜
∗‖E(M⊗B(ℓ2(N2)))
}
≤ ρ.
Using similar arguments as in the proof of the previous lemma, we may deduce that there exist
a ∈ hdE(M), b ∈ h
c
E(M), and c ∈ h
r
E(M) such that a˜ = Dd(a), b˜ = UDc(b), c˜
∗ = UDc(c
∗), and
the previous inequality translates into
max
{
‖a‖
hd
E
, ‖b‖hc
E
, ‖c‖hr
E
}
≤ ρ.
Moreover, it is clear from (i) and (ii) that x = a+ b+ c. Thus, we have verified Lemma 3.4. 
To conclude the proof of Part II, it is enough to note that since Lp(M) ∩ Lq(M) is dense in
E(M). The assertion that
∥∥x∥∥
hE
≤ βE
∥∥x∥∥
E(M)
for all x ∈ E(M) then follows immediately from
Lemma 3.4.
3.2. The case 2 < pE ≤ qE <∞. Assume now that E is a symmetric Banach function space on
(0,∞) satisfying the Fatou property and 2 < pE ≤ qE <∞.
Part III. We will verify that for every x ∈ hE(M),∥∥x‖E(M) . ∥∥x∥∥hE .
This will be deduced from Part II using duality. Let E× be the Ko¨the dual of E. The non-
commutative symmetric space E×(M) is the Ko¨the dual of E(M) in the sense of [18]. Since E
has the Fatou property, it follows that for every x ∈ E(M), we have ‖x‖E(M) = ‖x‖E××(M). In
particular, the closed unit ball of E×(M) is a norming set for E(M).
It is enough to verify the inequality for x ∈ L1(M) ∩M. For ε > 0, choose y ∈ E
×(M), with
‖y‖E×(M) = 1, and such that
(1− ε)
∥∥x∥∥
E(M)
≤ τ(xy∗).
From [34, Proposition 2.b.2], the Boyd indices of E× satisfy 1 < pE× ≤ qE× < 2. Thus, using
Part II, it follows that y ∈ hE×. We may choose a decomposition y = a+ b+ c satisfying:∥∥a∥∥
hd
E×
+
∥∥b∥∥
hc
E×
+
∥∥c∥∥
hr
E×
≤ κE× + ε.
From the discussion after the proof of Part I, a, b, and c can be represented by operators from
E×(M), which we will still denote by a, b, and c. By density, there exist N ≥ 1, aˆ, bˆ, and cˆ in
L1(MN ) ∩MN so that ∥∥a− aˆ∥∥
hd
E×
+
∥∥a− aˆ∥∥
E×(M)
< ε/3,∥∥b− bˆ∥∥
hc
E×
+
∥∥b− bˆ∥∥
E×(M)
< ε/3,∥∥c− cˆ∥∥
hr
E×
+
∥∥c− cˆ∥∥
E×(M)
< ε/3.
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Now, τ(xy∗) = τ(xa∗)+τ(xb∗)+τ(xc∗) ≤ ε
∥∥x∥∥
E(M)
+|τ(xaˆ∗)|+|τ(xbˆ∗)|+|τ(xcˆ∗)| := ε
∥∥x∥∥
E(M)
+
I + II + II . We estimate I, II, and III separately. Below, we denote by γ and tr the usual
traces on ℓ∞ and B(ℓ2(N
2)), respectively. For I, we have the following estimates:
I =
∣∣∣ N∑
n=1
τ(dxndaˆ
∗
n)
∣∣∣
=
∣∣∣τ ⊗ γ((dxn)1≤n≤N .(daˆ∗n)1≤n≤N)∣∣∣
≤
∥∥(dxn)1≤n≤N∥∥E(M⊗ℓ∞).∥∥(daˆn)1≤n≤N∥∥E×(M⊗ℓ∞)
=
∥∥x∥∥
hd
E
.
∥∥aˆ∥∥
hd
E×
≤
(
ε/3 +
∥∥a∥∥
hd
E×
)∥∥x∥∥
hd
E
.
For II, we use the identifications of hcE(M) and h
c
E×(M) as subspaces of E(M⊗B(ℓ2(N
2))) and
E×(M⊗B(ℓ2(N
2))), respectively. First, we write II =
∣∣∑N
n=1 τ(dxndbˆ
∗
n)
∣∣. Since the conditional
expectations Ek’s are trace invariant, we have:
II =
∣∣∣ N∑
n=1
τ(En−1(dbˆ
∗
ndxn))
∣∣∣
=
∣∣∣τ[ N∑
n=1
En−1(dbˆ
∗
ndxn)
]∣∣∣.
We note that (dbˆn)1≤n≤N and (dxn)1≤n≤N are sequences from F and therefore (2.7) applies. We
may then write
II =
∣∣∣τ ⊗ tr[U((dbˆn)1≤n≤N )∗U((dxn)1≤n≤N )]∣∣∣
≤
∥∥∥U((dbˆn)n≥1)∥∥∥
E×(M⊗B(ℓ2(N2)))
∥∥∥U((dxn)n≥1)∥∥∥
E(M⊗B(ℓ2(N2)))
=
∥∥bˆ∥∥
hc
E×
.
∥∥x∥∥
hc
E
≤ (ε/3 +
∥∥b∥∥
hc
E×
)
∥∥x∥∥
hc
E
.
The proof that III ≤
(
ε/3 +
∥∥c∥∥
hr
E×
)∥∥x∥∥
hr
E
is identical so we omit the details. Combining the
above estimates on I, II, and III, we derive that
(1− 2ε)
∥∥x∥∥
E(M)
≤ (κE× + 2ε)
∥∥x∥∥
hE
.
Taking infimum over ε gives the desired inequality.
Part IV. The remaining case is to show the reverse inequality
∥∥x∥∥
hE
.
∥∥x∥∥
E(M)
. This is an
easy application of the noncommutative Burkholder inequalities for Ls-bounded martingales when
2 < s <∞ together with Proposition 2.8. Details are left to the reader. 
Remark 3.5. Our duality argument in Part III strongly relies on the theory of Ko¨the dualities for
noncommutative symmetric space from [18]. At the time of this writing, we do not know how to
incorporate this theory into martingales Hardy spaces.
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For the case whereM is a finite von Neumann algebra equipped with a normal tracial state τ , it
is more natural to consider symmetric Banach function spaces defined on the interval [0, 1]. How-
ever, the definition of the diagonal Hardy space uses the infinite von Neumann algebra M⊗ℓ∞.
In this case, we may consider an extension of symmetric Banach function space E on [0, 1] into a
symmetric Banach function space on (0,∞) introduced in [23] (see also [1, 34] for more details).
Let Z2E be the symmetric space on (0,∞) of all measurable functions f for which µ(f)
χ
(0,1] ∈ E
and µ(f)χ(1,∞) ∈ L2(0,∞), endowed with the norm
∥∥f∥∥
Z2
E
= max
{∥∥µ(f)χ(0,1]∥∥E,
( ∞∑
n=0
( ∫ n+1
n
µu(f) du
)2)1/2}
.
It was shown in [34, Theorem 2.f.1] that if E has nontrivial Boyd indices then Z2E is isomorphic
to E. Using the symmetric Banach function space Z2E on the diagonal Hardy space, we may state
the following variant of Theorem 3.1:
Theorem 3.6. Assume that (M, τ) is a finite von Neumann algebra with τ being a normal tracial
state and E is a symmetric Banach function space on [0, 1] satisfying the Fatou property. Let
x = (xn)n≥1 be a bounded E(M)-martingale.
(1) If 1 < pE ≤ qE < 2, then∥∥x∥∥
E(M)
≃E inf
{∥∥w∥∥
hd
Z2
E
+
∥∥y∥∥
hc
E
+
∥∥z∥∥
hr
E
}
where the infimum runs over all decompositions x = w + y + z with w, y, and z are
martingales.
(2) If 2 < pE ≤ qE <∞, then∥∥x∥∥
E(M)
≃E max
{∥∥x∥∥
hd
Z2
E
,
∥∥x∥∥
hc
E
,
∥∥x∥∥
hr
E
}
.
The assumptions of Theorem 3.1 and Theorem 3.6 are equivalent to E ∈ Int(Lp, Lq) with
1 < p < q < 2 or 2 < p < q < ∞. Indeed, if E ∈ Int(Lp, Lq) then p ≤ pE ≤ qE ≤ q. We do not
know if our results extend to the case where E ∈ Int(Lp, L2) for 1 < p < 2 or E ∈ Int(L2, Lq) for
q > 2. On the other hand, since h1(M) ⊂ L1(M), the argument used in Part I of the proof of
Theorem 3.1 can be readily adjusted to provide the following:
If E ∈ Int(L1, Lq) where q ≤ 2, then there exists a constant cE such that for every martingale
x ∈ hE(M), ∥∥x∥∥
E(M)
≤ cE
∥∥x∥∥
hE
.
Similarly, if E ∈ Int(L2, Lq) where 2 < q <∞, then there exists a constant cE such that for every
y ∈ E(M), ∥∥y∥∥
hE
≤ cE
∥∥y∥∥
E(M)
.
We conclude this section by pointing out that as with the case of noncommutative Burkholder-
Gundy inequalities, no equivalence of norms is known for the case where 1 < pE < 2 and
2 < qE <∞.
4. Further remarks
We begin this section with a short discussion about the comparison between martingales Hardy
spaces and conditioned martingale Hardy spaces associated with general symmetric spaces. Com-
bining Theorem 3.1 with the main result of [22], we may state:
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Corollary 4.1. Let E be a symmetric Banach function space on (0,∞) satisfying the Fatou
property. Assume that either 1 < pE ≤ qE < 2 or 2 < pE ≤ qE <∞. Then
HE(M) = hE(M) = E(M),
with equivalent norms.
We recall the noncommutative Davis’ decomposition established in [27, 38] which states that
H1(M) = h1(M). In view of this equivalence, it seems reasonable to expect that the assumption
pE > 1 is not needed in the first equality in Corollary 4.1. Unfortunately, our interpolation
techniques are not efficient enough to apply to the case pE = 1. We leave this as an open
problem.
Problem 4.2. Assume that pE = 1 and qE ≤ 2. Do we have HE(M) = hE(M)?
Our next result shows a connection between the diagonal Hardy space and the row/column
Hardy spaces.
Proposition 4.3. If qE < 2, then max
{∥∥a∥∥
Hc
E
,
∥∥a∥∥
Hr
E
}
≤ cE
∥∥a∥∥
hd
E
.
Proof. Let 1 ≤ s < 2. It is an immediate consequence of the space Ls/2(M) being a s/2-normed
space that if a ∈ hds(M) then max
{∥∥a∥∥
Hcs
,
∥∥a∥∥
Hrs
}
≤
∥∥a∥∥
hds
. The general case can be achieved
by interpolations. We appeal to a result from [2, Theorem 2 and Remark 4] which asserts that if
qE < q < 2, then E ∈ Int(L1, Lq).
When 1 ≤ s < 2, it follows from above that the formal identity ι : hds(M) → H
c
s(M) is
a contraction. If we denote by  the natural isometry of Hcs(M) into Ls(M⊗B(ℓ2(N))) then
ι : hds(M) → Ls(M⊗B(ℓ2(N))) is a contraction. We can now deduce from Proposition 2.8
that ι : hdE(M) → E(M⊗B(ℓ2(N))) is bounded whose range sits in H
c
E(M). This shows
that
∥∥a∥∥
Hc
E
.
∥∥a∥∥
hd
E
. We should point out here that in general, Hc1(M) is not necessarily
complemented in L1(M; ℓ
c
2) and we do not know if H
c
E(M) ∈ Int(H
c
1(M),H
c
q(M)). This explains
the role of  in our argument. 
Since for 1 ≤ s < 2, we have
∥∥a∥∥
Hcs
≤ 21/s
∥∥a∥∥
hcs
for all a ∈ hcs(M) ([29, Theorem 7.1]), it is
reasonable to assume that the corresponding statements to the row/column are also valid. That
is,
∥∥a∥∥
Hc
E
≤ cE
∥∥a∥∥
hc
E
and
∥∥a∥∥
Hr
E
≤ cE
∥∥a∥∥
hr
E
for some constant cE . But we were unable to verify
these inequalities at this time.
The following consequence of Theorem 2.10 now follows from Proposition 4.3 and the facts that
h
c
p(M) ⊂ H
c
p(M) and h
r
p(M) ⊂ H
r
p(M) for 1 ≤ p < 2. It provides simultaneous decompositions
for martingale Hardy spaces norms that are related to the noncommutative Burkholder-Gundy
inequalities from [39].
Corollary 4.4. There exists a family of constants {κ′p : 1 < p < 2} ⊂ R+ satisfying the following:
if x ∈ L1(M) ∩ L2(M), then there exist martingales y ∈ ∩1<p<2H
c
p(M) and z ∈ ∩1<p<2H
r
p(M)
such that:
(i) x = y + z;
(ii) for every 1 < p < 2, the following inequality holds:∥∥y∥∥
Hcp
+
∥∥z∥∥
Hrp
≤ κ′p
∥∥x∥∥
p
.
A direct alternative approach to Corollary 4.4 is to use the weak-type inequality for square
functions from [42] (see also [37]) and then follow the same line of reasoning as in the proof of
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Theorem 2.10. The above result is closely related to another type of simultaneous decompositions
considered by Junge and Perrin in [28, Theorem 3.3].
We note that Part I of the proof of Theorem 3.1 can also be deduced from Proposition 4.3 and
the noncommutative Burkholder-Gundy inequalities for symmetric spaces from [14] and [22].
As a final remark, we provide an example involving Orlicz functions. Let Φ be an Orlicz
function on [0,∞) i.e, a continuous increasing convex function on [0,∞) with Φ(0) = 0 and
limt→∞Φ(t) = ∞. Two standard indices associated to the Orlicz function Φ are defined as
follows: let
MΦ(t) = sup
s>0
Φ(ts)
Φ(s)
, t ∈ [0,∞)
and
pΦ := lim
t→0+
logMΦ(t)
log t
, qΦ := lim
t→∞
logMΦ(t)
log t
.
Then 1 ≤ pΦ ≤ qΦ ≤ ∞. The Orlicz space LΦ is the set of all Lebesgue measurable functions f
defined on (0,∞) such that for some constant c > 0,∫ ∞
0
Φ
(
|f(t)|/c
)
dt <∞.
If we equip LΦ with the Luxemburg norm:∥∥f∥∥
LΦ
= inf
{
c > 0 :
∫ ∞
0
Φ
(
|f(t)|/c
)
dt ≤ 1
}
,
then LΦ is a symmetric Banach function space with the Fatou property. Moreover, the Boyd
indices of LΦ coincide with the indices pΦ and qΦ (see for instance [35]). Thus, Theorem 3.1
and Corollary 4.1 apply to martingales in the noncommutative space LΦ(M) whenever 1 < pΦ ≤
qΦ < 2 or 2 < pΦ ≤ qΦ < ∞. This example also motivates the consideration of the so-called
Φ-moment inequalities involving conditioned square functions. This direction will be explored
in a forthcoming article. We refer to [3, 13, 15] for recent progress on moment inequalities for
noncommutative martingales.
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