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1 INTRODUC¸A˜O
If money is your hope for independence you will never have
it. The only real security that a man will have in this world
is a reserve of knowledge, experience, and ability.
— Henry Ford
A facilidade de criac¸a˜o e publicac¸a˜o de conteu´dos na Internet e a cres-
cente quantidade de informac¸o˜es disponı´veis fazem com que cada novo item
colocado na Internet dispute o recurso mais escasso da sociedade digital: a
atenc¸a˜o dos usua´rios. Em resposta aos desafios da sobrecarga de informac¸a˜o
e a necessidade de personalizac¸a˜o na Internet, tem-se procurado desenvolver
sistemas nos quais os usua´rios possam rapidamente identificar os conteu´dos
que mais lhes interessam. A dificuldade e´ ainda maior quando o gosto do
usua´rio e´ fator fundamental para se conhecer a relevaˆncia de uma determinada
informac¸a˜o. Para saber quais sa˜o os itens mais interessantes, proveitosos, va-
liosos ou divertidos para uma determinada pessoa, e´ fundamental entender
seu gosto.
Os sistemas de recomendac¸a˜o teˆm por objetivo facilitar o acesso de
usua´rios a`s informac¸o˜es que mais lhes interessam. Para tanto, tais sistemas
tentam descobrir o gosto de seus usua´rios e enta˜o recomendar a estes, novos
itens que provavelmente ira˜o agrada´-los. Estes sistemas sa˜o bastante comuns
em sites de come´rcio eletroˆnico, como o sistema de recomendac¸a˜o utilizado
pela empresa Amazon.com, que e´ responsa´vel por 35% das vendas de produ-
tos da empresa (MARSHAL, 2006).
Outro exemplo e´ a empresa Netflix, uma das maiores locadoras de fil-
mes dos Estados Unidos, que lanc¸ou em 2006 um desafio chamado Netflix
Prize (NETFLIX, 2006), oferecendo um preˆmio de um milha˜o de do´lares para
quem conseguir uma melhoria de 10% no nı´vel de precisa˜o do seu atual sis-
tema de recomendac¸a˜o de filmes para clientes (BENNETT et al., 2007). Milhares
de equipes participantes, espalhadas por todo o mundo, propuseram novas e
melhores soluc¸o˜es, sendo a equipe BellKor’s Pragmatic Chaos declarada a
campea˜ em Setembro de 2009 (NETFLIX, 2009).
Os sistemas de recomendac¸a˜o podem ser subdivididos em duas cate-
gorias: baseados em conteu´do e baseados em filtragem colaborativa. Os siste-
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mas baseados em conteu´do utilizam as informac¸o˜es sobre os itens disponı´veis
para fazer uma recomendac¸a˜o. Por exemplo, um sistema de recomendac¸a˜o
de artigos cientı´ficos pode usar as palavras-chave dos artigos para fazer as
recomendac¸o˜es (TORRES, 2004).
Os sistemas baseados em filtragem colaborativa, por outro lado, fa-
zem recomendac¸o˜es a um usua´rio com base nas ac¸o˜es de outros usua´rios.
Um algoritmo tı´pico de filtragem colaborativa pode, por exemplo, avaliar que
Joa˜o tem gostos similares aos de Maria e, enta˜o, recomendar para ele os itens
que Maria gosta. A combinac¸a˜o de comportamento, prefereˆncias ou ide´ias
de um grupo de pessoas para a criac¸a˜o de novos conhecimentos e´ chamada
inteligeˆncia coletiva (SEGARAN, 2007).
Existem diversas te´cnicas que podem ser utilizadas em filtragem cola-
borativa. A Ana´lise de Componentes Principais (PCA), por exemplo, e´ uma
te´cnica de ana´lise estatı´stica multivariada que, quando utilizada em filtragem
colaborativa, tenta identificar caracterı´sticas relevantes nos dados analisados.
Estas caracterı´sticas podem ser interpretadas como o gosto dos usua´rios e as
caracterı´sticas dos itens a serem recomendados. Tais padro˜es identificados
sa˜o utilizados, enta˜o, para se recomendar os itens que provavelmente ira˜o
agradar mais os usua´rios do sistema.
Existem tambe´m diversas formas de se fazer PCA (R, 2010a). Uma
das te´cnicas mais conhecidas e´ a Decomposic¸a˜o por Valor Singular (SVD).
A SVD e´ uma te´cnica alge´brica de fatorac¸a˜o de matrizes e pode ser utilizada
em filtragem colaborativa para se fazer PCA, ou seja, descobrir caracterı´sticas
latentes dos usua´rios e dos itens que esta˜o sendo avaliados. Desta maneira,
pode-se inferir o gosto de cada indivı´duo e, enta˜o, fazer recomendac¸o˜es. Exis-
tem diversas implementac¸o˜es de SVD disponı´veis em produtos, como o Ma-
tlab (MATLAB, 2010) ou o R Project (R, 2010b), por exemplo. Entretanto, a
aplicac¸a˜o direta de algoritmos de SVD aos problemas de filtragem colabora-
tiva na˜o garante boa efica´cia, sendo necessa´rios diversos ajustes para desen-
volver bons algoritmos (MA, 2008). Ale´m do problema de efica´cia gerado por
estas ferramentas, as implementac¸o˜es disponı´veis destas na˜o conseguem pro-
cessar um grande volume de dados e sa˜o, portanto, inadequadas para o uso
em filtragem colaborativa de grandes bases de dados.
1.1 Objetivos
Este trabalho tem como objetivo geral desenvolver e validar um algo-
ritmo de recomendac¸a˜o baseado em filtragem colaborativa para grandes bases
de dados utilizando SVD. Para tanto, sa˜o utilizadas te´cnicas de treinamento
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de redes neurais artificais e de tratamento estatı´stico dos dados analisados.
Tal proposta e´ fundamentada em diversos trabalhos presentes na literatura e
inclui tambe´m inovac¸a˜o.
O algoritmo proposto visa atender sistemas de recomendac¸a˜o que li-
dam com grandes volumes de dados e oferecem suporte a avaliac¸o˜es, isto e´,
sistemas em que usua´rios podem avaliar explicitamente os diversos itens dis-
ponı´veis. O algoritmo analisa as avaliac¸o˜es realizadas e, enta˜o, faz a predic¸a˜o
das notas que usua´rios dariam a itens ainda na˜o avaliados. Tais predic¸o˜es
poderiam ser utilizadas para se fazer as recomendac¸o˜es de maneira persona-
lizada aos usua´rios do sistema. Como normalmente sa˜o poucos os usua´rios
que se dispo˜em a avaliar itens e as matrizes de avaliac¸o˜es sa˜o muito grandes,
o algoritmo proposto neste trabalho tambe´m trata o problema da esparsidade
destas matrizes.
Foi atribuı´da uma eˆnfase a` precisa˜o do algoritmo proposto. Ou
seja, este trabalho tem como objetivo apresentar um algoritmo baseado em
SVD capaz de lidar com grandes bases de dados e que gere boas predic¸o˜es
de avaliac¸o˜es, independente do tempo de processamento necessa´rio para
execuc¸a˜o do mesmo. Boas predic¸o˜es sa˜o obtidas quando a taxa de erro obtida
na predic¸a˜o e´ pequena.
Os objetivos especı´ficos deste trabalho incluem:
• Efetuar pesquisa bibliogra´fica sobre sistemas de recomendac¸a˜o, com
eˆnfase em filtragem colaborativa e nas te´cnicas de Decomposic¸a˜o por
Valores Singulares (SVD), Ana´lise de Componentes Principais (PCA)
e K Nearest Neighbours (KNN).
• Desenvolver um algoritmo de recomendac¸a˜o baseado em filtragem co-
laborativa utilizando SVD, que deve ser capaz de lidar com matrizes de
avaliac¸o˜es grandes e esparsas para inferir a recomendac¸a˜o de itens na˜o
avaliados.
• Implementar o algoritmo desenvolvido de maneira que o mesmo
possa ser executado com uma grande base de dados de avaliac¸o˜es que
usua´rios atribuem a` itens.
• Realizar experimentos com o algoritmo nesta base de dados e fazer
comparac¸o˜es da efica´cia do mesmo com outra soluc¸a˜o.
• Combinar o algoritmo proposto com outra soluc¸a˜o afim de obter um
algoritmo resultante mais efica´z que os anteriores.
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1.2 Justificativa
Os experimentos descritos neste trabalho foram realizados no contexto
do concurso Netflix Prize (BENNETT et al., 2007), que fornece uma grande base
de dados para experimentac¸o˜es, ale´m de uma metodologia de avaliac¸a˜o da
efica´cia dos algoritmos.
Sendo a base de dados do Netflix Prize uma das maiores bases dis-
ponı´veis livremente para pesquisa em sistemas de recomendac¸a˜o, a escolha
da mesma foi de crucial importaˆncia para o desenvolvimento deste trabalho,
ja´ que algoritmos de filtragem colaborativa precisam de um grande volume
de dados.
Ale´m disso, a metodologia de avaliac¸a˜o do concurso possibilitou o
foco do trabalho no desenvolvimento e melhoria do algoritmo proposto,
na˜o havendo a necessidade de pesquisar sobre me´todos de avaliac¸a˜o para o
mesmo.
Apesar de ter sido experimentado com a base de dados do Netflix
Prize, o algoritmo proposto e´ suficientemente gene´rico para poder ser uti-
lizado em outros contextos.
Foi escolhida a te´cnica SVD, pois esta se mostrou muito eficiente
no concurso (FUNK, 2006) (YU et al., 2009) (BELL; KOREN; VOLINSKY, 2007).
Ale´m disso, a te´cnica ainda foi pouco explorada no contexto de filtragem
colaborativa, havendo muitas oportunidades de pesquisa no tema.
1.3 Limitac¸o˜es do trabalho
O algoritmo proposto faz apenas predic¸o˜es das notas que usua´rios atri-
buirı´am a itens ainda na˜o avaliados e na˜o trata da recomendac¸a˜o em si. En-
tretanto, a recomendac¸a˜o poderia ser realizada de maneira trivial, atrave´s da
escolha dos itens para serem recomendados com maior nota predita para o
usua´rio em questa˜o, por exemplo.
O algoritmo apresentado neste trabalho foi elaborado para ser treinado
de maneira off-line, na˜o sendo adequado para prover recomendac¸o˜es imedia-
tas. Algoritmos com treinamento on-line devem ser elaborados de maneira a
prover recomendac¸o˜es muito mais rapidamente.
Este trabalho tambe´m na˜o aborda a atualizac¸a˜o do modelo de
recomendac¸a˜o, o que poderia, por exemplo, identificar mudanc¸as nos
gostos dos usua´rios. O fator tempo na˜o e´ levado em considerac¸a˜o pelo
algoritmo proposto.
Por fim, o algoritmo utiliza somente as avaliac¸o˜es dos usua´rios, na˜o
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utilizando outras informac¸o˜es tambe´m fornecidas no Netflix Prize, como os
tı´tulos dos filmes e as datas das avaliac¸o˜es. Na˜o sa˜o utilizadas tambe´m quais-
quer outras informac¸o˜es sobre os filmes que possam estar disponı´veis em
outras bases de dados.
1.4 Estrutura da dissertac¸a˜o
Este trabalho esta´ dividido em seis capı´tulos, descritos a seguir.
O Capı´tulo 2 apresenta mais detalhadamente a a´rea de pesquisa em
sistemas de recomendac¸a˜o, atribuindo um enfoque maior a` filtragem colabo-
rativa.
O Capı´tulo 3 apresenta as te´cnicas de Decomposic¸a˜o por Valores Sin-
gulares (SVD), Ana´lise de Componentes Principais (PCA) e suas relac¸o˜es
com filtragem colaborativa.
O Capı´tulo 4 descreve o algoritmo proposto, esclarecendo cada de-
cisa˜o de seu projeto e os pontos de inovac¸a˜o, ale´m de fazer alguns esclareci-
mentos com relac¸a˜o a` implementac¸a˜o.
O Capı´tulo 5 relata os experimentos realizados com o algoritmo SVD
e faz uma ana´lise comparativa com um algoritmo baseado em KNN, te´cnica
muito utilizada em filtragem colaborativa e apresentada no mesmo capı´tulo.
Ale´m disso, sa˜o esclarecidas as regras e forma de validac¸a˜o de algoritmos
utilizada no Netflix Prize, cuja base de dados e´ utilizada na validac¸a˜o do
algoritmo proposto neste trabalho.
Por fim, o Capı´tulo 6 apresenta as concluso˜es, as possibilidades de
trabalhos futuros e os trabalhos relacionados.
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E no fim na˜o sa˜o os anos da sua vida que contam, mas sim
a vida em seus anos.
— Abraham Lincoln
A segunda metade do se´culo XX foi marcada pela cultura de massa,
na qual os filmes, livros e mu´sicas mais vendidos eram o foco de atenc¸a˜o do
mercado. Isto ocorreu porque os meios de divulgac¸a˜o, como a televisa˜o, por
exemplo, eram caros. Portanto fazia sentido divulgar somente os produtos
que mais vendiam. Ale´m disso, o espac¸o fı´sico em livrarias tem um custo
relativamente alto, forc¸ando os vendedores a oferecer apenas os produtos que
sa˜o campeo˜es de vendas. Este fenoˆmeno pode ser explicado pela regra do
80/20, que significa que 80% do lucro sa˜o obtidos com a venda de apenas
20% dos produtos (ANDERSON, 2006).
Com o advento e a popularizac¸a˜o da Internet nos anos 90, estas regras
de mercado comec¸aram a mudar. A internet possibilitou o oferecimento de
uma infinidade de produtos, ja´ que o espac¸o virtual ocupado por um produto
e´ muito mais barato do que um espac¸o na prateleira. Ale´m disso, a Internet
pode possibilitar um alcance de clientes muito maior do que o alcanc¸ado em
uma loja tradicional.
Surgiu, enta˜o, o fenoˆmeno da “cauda longa”, primeiramente obser-
vado pelo pesquisador e editor-chefe da revista Wired, Chris Anderson (AN-
DERSON, 2006). O pesquisador analisou estatı´sticas de vendas de lojas de
come´rcio eletroˆnico e constatou que a receita obtida pelas vendas dos pro-
dutos menos populares supera a receita obtida com as vendas dos produtos
mais populares. O termo “cauda longa” refere-se ao formato dos gra´ficos de
vendas destas empresas, nos quais os produtos menos populares, apesar de
venderem pouco, sa˜o muitos e se localizam na cauda destes gra´ficos. A Fi-
gura 1 apresenta o gra´fico de vendas de 2003 da empresa Amazon, no qual
o eixo vertical indica o total de vendas e o horizontal os produtos da em-
presa ordenados de forma decrescente de popularidade. Pode-se observar que
o total de receita obtido pelos produtos menos populares, representado pela
a´rea cinza do gra´fico, supera o total de receita obtido pelos produtos mais
populares.
Anderson defende a estrate´gia de que e´ mais interessante explorar
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Figura 1: Vendas da empresa Amazon em 2003
(Fonte: Management Science, Novembro 2003)
o mercado de cauda longa do que o mercado de massa. Para tanto, e´ ne-
cessa´ria a utilizac¸a˜o de ferramentas adequadas, para que os usua´rios de lojas
de come´rcio eletroˆnico possam encontrar produtos que lhes interessam com
maior facilidade.
As ferramentas mais comumente utilizadas com este fim sa˜o as ferra-
mentas de busca, nas quais os usua´rios informam palavras-chave relacionadas
com o que se quer buscar e uma lista de opc¸o˜es e´ apresentada a eles, ou seja,
os usua´rios teˆm um papel ativo na recuperac¸a˜o de informac¸a˜o.
Sistemas de recomendac¸a˜o, por outro lado, sa˜o ferramentas que po-
dem ser utilizadas passivamente pelos usua´rios para explorar as possibilida-
des oferecidas pelo mercado, na˜o havendo a necessidade de qualquer ac¸a˜o
explı´cita dos mesmos para receber as recomendac¸o˜es. Estes sistemas anali-
sam o comportamento de usua´rios para tentar entender o gosto dos mesmos,
analisam os itens disponı´veis e recomendam a estes usua´rios itens que prova-
velmente ira˜o agrada´-los. Tais sistemas podem, portanto, ajudar os usua´rios a
encontrar produtos de nicho especı´fico e melhorar as vendas de lojas virtuais.
O primeiro sistema de recomendac¸a˜o de que se tem notı´cia e´ o sis-
tema Tapestry (GOLDBERG et al., 1992), desenvolvido por pesquisadores do
laborato´rio PARC (Palo Alto Research Center, Xerox). Tal sistema foi desen-
volvido na de´cada de 90 com o objetivo de facilitar a filtragem relevante de
emails utilizando a ajuda humana, ja´ que os usua´rios do sistema podiam fazer
anotac¸o˜es sobre as mensagens.
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2.1 Definic¸a˜o formal do problema de recomendac¸a˜o
O problema a ser resolvido por sistemas de recomendac¸a˜o pode ser
definido formalmente da seguinte maneira (BERNARTT, 2008):
Definic¸a˜o 2.1.1 : Seja M o conjunto de todos os itens disponı´veis em um
sistema, U o conjunto de todos os usua´rios do sistema, f : M×U −→ R a
func¸a˜o de utilidade que mede o quanto um determinado item m ∈M e´ u´til a
um usua´rio u ∈ U, sendo R um conjunto completamente ordenado. Procura-
se obter um item m′u que maximiza a func¸a˜o de utilidade para o usua´rio u. Ou
seja, procura-se obter o item mais u´til ao usua´rio em questa˜o. Tal definic¸a˜o
pode ser resumida atrave´s da seguinte equac¸a˜o:
∀u ∈ U, m′u = argmax f (u,m)
m∈M
(2.1)
Os sistemas de recomendac¸a˜o podem ser classificados em dois gru-
pos: sistemas baseados em conteu´do (SBC) e sistemas de filtragem cola-
borativa (SFC). SBCs se baseiam nas caracterı´sticas dos itens para fazer a
recomendac¸a˜o, enquanto que SFCs se baseiam nas relac¸o˜es entre usua´rios e
itens, como as notas que usua´rios atribuem a itens.
2.2 Sistemas de recomendac¸a˜o baseados em conteu´do (SBC)
SBCs utilizam informac¸o˜es sobre os pro´prios itens disponı´veis para
fazer as recomendac¸o˜es e, por isto, sa˜o dependentes do domı´nio de aplicac¸a˜o.
Chen e Chen (2005), por exemplo, propo˜e um sistema de recomendac¸a˜o de
mu´sicas que analisa o pro´prio conteu´do da mu´sica para agrupar as mu´sicas
parecidas e enta˜o recomendar aos usua´rios.
Neste tipo de sistema, normalmente os usua´rios precisam preencher
um perfil inicial para indicar ao sistema o seu gosto pessoal. Desta forma,
os usua´rios destes sistemas possuem perfis e os itens disponı´veis possuem
descric¸o˜es. Os perfis dos usua´rios sa˜o confrontados com os itens, e aqueles
que possuem maior similaridade com o perfil de um determinado usua´rio sa˜o
recomendados.
Estes sistemas teˆm sua origem na a´rea de recuperac¸a˜o de informac¸o˜es
textuais e utilizam diversas te´cnicas desta a´rea. E´ comum representar tanto
os perfis dos usua´rios quanto os itens disponı´veis de forma textual e utilizar
te´cnicas de similaridade entre documentos para se determinar quais itens sa˜o
mais alinhados a`s prefereˆncias de um determinado usua´rio. Desta forma,
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os itens mais pro´ximos das prefereˆncias do usua´rio em questa˜o devem ser
recomendados a ele.
Torres et al. (2004) propo˜e um sistema de recomendac¸a˜o de artigos ci-
entı´ficos, no qual o perfil do usua´rio e´ modelado utilizando-se outros artigos
que o usua´rio tenha gostado. Os artigos do perfil de um usua´rio sa˜o compa-
rados com novos artigos disponı´veis e caso haja semelhanc¸a entre eles, estes
sera˜o recomendados.
Um me´todo comumente utilizado para medir semelhanc¸a e´ a
comparac¸a˜o dos pesos dos termos contidos nos documentos. A medida
de peso mais utilizada para isto e´ a Term Frequency - Inverse Document
Frequency (TI-IDF) (SALTON; BUCKLEY, 1987). Esta comparac¸a˜o e´ similar a`
comparac¸a˜o de palavras-chave com documentos em sistemas de recuperac¸a˜o
de informac¸a˜o textual (BAEZA-YATES; RIBEIRO-NETO, 2008), evidenciando a
estreita relac¸a˜o que existe entre SBCs e esta a´rea.
O TF-IDF associa a cada palavra um valor que cresce proporcional-
mente a medida que aumenta a frequeˆncia desta palavra no texto, mas diminui
com o aumento da frequeˆncia desta palavra no conjunto de todos os textos.
Desta forma, palavras que sa˜o muito comuns em um conjunto de textos na˜o
sa˜o adequadas para descrever tais textos. Por outro lado, palavras frequeˆntes
em um texto, mas raras em outros textos, sa˜o boas candidatas a sintetizar o
mesmo e diferencia´-lo de outros.
2.3 Sistemas de filtragem colaborativa (SFC)
SFCs utilizam algumas informac¸o˜es sobre a interac¸a˜o de seus pro´prios
usua´rios para prover as recomendac¸o˜es, ou seja, as ac¸o˜es de um usua´rio no
sistema podem influenciar nas recomendac¸o˜es para outros usua´rios. Este tipo
de recomendac¸a˜o e´ bastante comum em lojas de come´rcio eletroˆnico, como a
Amazon.com, que possui recomendac¸o˜es do tipo “quem comprou o produto
X, tambe´m comprou Y”.
As bases de dados de sistemas de recomendac¸a˜o devem possuir
informac¸o˜es sobre o histo´rico de ac¸o˜es de seus usua´rios, como os itens que
foram buscados, acessados, avaliados, comprados e etc. Estas informac¸o˜es
servem de feedback ao sistema, que as analisam para fazer as recomendac¸o˜es.
Tais feedbacks podem ser explı´citos ou implı´citos. No primeiro caso,
o usua´rio expressa diretamente o seu gosto, como por exemplo, quando
um usua´rio atribui uma nota a um determinado produto. Ja´ no segundo
caso, o usua´rio expressa indiretamente o seu gosto, como no caso de uma
visualizac¸a˜o de um produto, por exemplo.
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Por expressar diretamente o gosto do usua´rio, o feedback explı´cito e´
mais fa´cil de se utilizar para a gerac¸a˜o das recomendac¸o˜es. Entretanto, nem
sempre os usua´rios tem vontade de expressar o seu gosto. Ale´m disso, os
usua´rios sa˜o, muitas vezes, inconsistentes e podem acabar introduzindo ruı´do
no sistema, o que dificulta o processamento de recomendac¸o˜es (AMATRIAIN;
PUJOL; OLIVER, 2009). Alguns pesquisadores desenvolveram te´cnicas para
estimular a obtenc¸a˜o de mais e melhores feedbacks explı´citos. Pearl e Chen
(2008) propo˜em algumas diretrizes para a elicitac¸a˜o, revisa˜o e interface de
explicac¸a˜o das prefereˆncias de usua´rios.
Ja´ no caso dos feedbacks implı´citos, muitas vezes o usua´rio sequer
sabe que sua ac¸a˜o sera´ utilizada para o processamento de recomendac¸o˜es. En-
tretanto, a confianc¸a que se tem nesta informac¸a˜o e´ menor que a que se obte´m
no caso de um feedback explı´cito. Hu, Koren e Volinsky (2008) propo˜em
uma estrate´gia de se representar o feedback implı´cito em duas magnitudes:
prefereˆncia, que indica se os usua´rios gostaram ou na˜o de um determinado
item, e nı´vel de confianc¸a, que estima o qua˜o confiante e´ a informac¸a˜o de
prefereˆncia. Os pesquisadores desenvolveram um algoritmo para tratar deste
paradigma e aplicaram o mesmo em um sistema de recomendac¸a˜o de pro-
gramas de TV, onde o tempo que um usua´rio gasta para assistir um pro-
grama e´ levado em considerac¸a˜o para a gerac¸a˜o de recomendac¸o˜es. Deste
modo, se um usua´rio assistiu um programa por pouco tempo, por exemplo,
na˜o se tem muita confianc¸a nesta informac¸a˜o e a mesma na˜o influenciara´ nas
recomendac¸o˜es que o usua´rio receber.
O objetivo principal dos SFCs e´ extrair o conhecimento coletivo exis-
tente nestas bases de dados atrave´s da detecc¸a˜o de padro˜es interessantes con-
tidos nelas. Desta forma, e´ possı´vel classificar os itens de acordo com a
percepc¸a˜o humana de qualidade, o que e´ bastante complicado de fazer de
forma algorı´tmica sem influeˆncia humana.
O SFC GroupLens (RESNICK et al., 1994) foi criado para ajudar os
usua´rios de netnews, antigo sistema de discussa˜o na Internet, a encontrar ar-
tigos que eles va˜o gostar em meio a uma quantidade muito grande de artigos
disponı´veis. Ele utiliza avaliac¸o˜es de usua´rios para os artigos e tenta prever a
nota deles para artigos ainda na˜o avaliados, auxiliando o usua´rio a escolher os
artigos mais interessantes para ler. A predic¸a˜o para um determinado usua´rio
e´ realizada atrave´s da selec¸a˜o de usua´rios similares a ele, que avaliaram arti-
gos de forma semelhante. As notas destes usua´rios para itens na˜o avaliados
pelo usua´rio em questa˜o sa˜o enta˜o consideradas para fazer a predic¸a˜o. Ale´m
de ser um sistema de recomendac¸a˜o de artigos, o GroupLens foi elaborado
para ser uma plataforma aberta de soluc¸o˜es de recomendac¸a˜o, podendo ser
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utilizada em outros domı´nios se necessa´rio. Esta independeˆncia do conteu´do
sendo recomendado e´ na verdade uma caracterı´stica de SFCs.
Outra caracterı´stica interessante destes tipos de sistemas e´ que as
recomendac¸o˜es geradas podem surpreender os usua´rios 1 (HERLOCKER et al.,
2004). Ou seja, o usua´rio na˜o precisa preencher um perfil informando, por
exemplo, que gosta de filmes de ac¸a˜o para que o sistema recomende estes
tipos de filmes para ele. A filtragem colaborativa pode detectar que provavel-
mente o usua´rio gostaria de um determinado filme de ac¸a˜o baseado na pro´pria
interac¸a˜o do usua´rio com o sistema. A detecc¸a˜o de padro˜es estatı´sticos com-
plexos nos dados acaba por gerar recomendac¸o˜es na˜o o´bvias que podem sur-
preender os usua´rios. Esta e´ a principal caracterı´stica de SFCs que ajuda na
explorac¸a˜o de “produtos da cauda-longa”, ja´ que o objetivo e´ recomendar
itens menos populares, mas que provavelmente o usua´rio ira´ gostar.
Alguns pesquisadores inclusive criaram me´todos para explorar melhor
a capacidade de SFCs surpreenderem os usua´rios ao fazerem recomendac¸o˜es
de itens menos populares (SARWAR et al., 2001). Uma estrate´gia utilizada e´
dividir a probabilidade de um usua´rio gostar de um item pela probabilidade
me´dia dos usua´rios do sistema gostarem do mesmo item. Quanto maior o
resultado desta raza˜o, mais recomenda´vel e´ o item ao usua´rio. Desta forma,
sa˜o recomendados os itens que provavelmente ira˜o agradar o usua´rio, mas
que na˜o sa˜o ta˜o populares e o´bvios.
SFCs podem utilizar as notas que os usua´rios atribuem a itens, as quais
representam o grau de afinidade dos usua´rios com os mesmos. O objetivo e´
descobrir itens ainda na˜o avaliados por usua´rios e que provavelmente ira˜o
agrada´-los, ou seja, o problema de recomendac¸a˜o se reduz ao problema de
predizer as notas que usua´rios atribuiriam a itens na˜o avaliados. Notas altas
atribuı´das a itens significam que estes devem ser recomendados para o usua´rio
em questa˜o.
A Tabela 1 apresenta um exemplo de matriz de dados de avaliac¸o˜es de
filmes. Neste exemplo, o usua´rio Joa˜o atribuiu nota 5 ao filme O Poderoso
Chefa˜o, nota 1 a Miss Simpatia, na˜o avaliou Duro de Matar e atribuiu nota 4 a
Matrix. O objetivo de SFCs e´ completar esta matriz predizendo as avaliac¸o˜es
desconhecidas. Nota-se que Lais tem prefereˆncias de filmes semelhantes as
de Fa´tima, ja´ que ambas atribuı´ram as mesmas notas para o filme Miss Sim-
patia, Duro de Matar e Matrix. Um sistema de filtragem colaborativa poderia,
por exemplo, predizer que Lais atribuirı´a nota 2 ao filme Poderoso Chefa˜o, ja´
que foi esta a nota dada por Fa´tima ao mesmo filme.
1Serendipity (substantivo em ingleˆs): Boa sorte para fazer descobertas inusitadas e afortuna-
das.
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O Poderoso
Chefa˜o
Miss Simpatia Duro de Matar Matrix
Joa˜o 5 1 ? 4
Lais ? 4 1 1
Lı´gia ? 5 ? 1
Fa´tima 2 4 1 1
Tabela 1: Matriz de avaliac¸o˜es de filmes
Entretanto, a predic¸a˜o de avaliac¸o˜es em um sistema de filtragem cola-
borativa pode ser uma tarefa bastante difı´cil, ja´ que em um sistema real esta
matriz pode ser muito grande, devido ao grande nu´mero de usua´rios e itens, e
ao mesmo tempo ser extremamente esparsa, pois sa˜o poucos os usua´rios que
se dispo˜em a avaliar itens.
Um problema comum a todos os SFCs e´ o chamado problema do
“inı´cio frio” (cold start) (MALTZ; EHRLICH, 1995). Tanto novos itens podem
na˜o ser recomendados enquanto nenhum usua´rio os avaliar, quanto novos
usua´rios podem obter recomendac¸o˜es de pe´ssima qualidade, ja´ que o sis-
tema na˜o possui informac¸o˜es suficientes sobre os mesmos para lhes fazer
recomendac¸o˜es personalizadas. Goldberg et al. (2001) trata o problema obri-
gando todos os usua´rios a inicialmente avaliar alguns itens previamente sele-
cionados. Isto permite montar uma espe´cie de perfil para cada novo usua´rio.
Pore´m, esta abordagem, apesar de eficiente, pode gerar uma rejeic¸a˜o ao uso
do sistema, ja´ que nem todos os usua´rios teˆm pacieˆncia para preencher este
perfil.
Uma abordagem mais comum para tratar o problema consiste em re-
comendar os itens mais populares para os novos usua´rios (HERLOCKER et al.,
2004), abrindo ma˜o da caracterı´stica de causar surpresa nestes casos.
2.4 Sistemas hı´bridos
Ao avaliar as caracterı´sticas de SBCs e SFCs, conclui-se que ambos
possuem vantagens e desvantagens.
Os SBCs possuem algoritmos dependentes do conteu´do, enquanto
SFCs sa˜o independentes de conteu´do. Todavia, estes u´ltimos possuem o pro-
blema do “inı´cio frio”, enquanto os primeiros aliviam este problema ao obri-
gar o novo usua´rio a preencher um perfil. As matrizes de avaliac¸a˜o dos SFCs
sa˜o muito esparsas, o que dificulta as ana´lises.
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Uma vantagem muito importante dos SFCs e´ que eles utilizam im-
presso˜es de pessoas sobre os itens, tirando proveito da chamada inteligeˆncia
coletiva. Ale´m disso, esses sistemas podem gerar recomendac¸o˜es surpre-
endentes aos usua´rios, enquanto que os SBCs normalmente tendem a gerar
recomendac¸o˜es o´bvias e muito especializadas. Estas caracterı´sticas esta˜o re-
sumidas na Tabela 2.
Baseados em conteu´do Filtragem Colaborativa
Dependente de conteu´do Independente de Conteu´do
Funciona com novos usua´rios Na˜o funciona com novos usua´rios
Na˜o possui o problema da esparsi-
dade
Problema da esparsidade
Na˜o utiliza impresso˜es humanas Utiliza impresso˜es humanas
Normalmente gera recomendac¸o˜es
muito o´bvias
Pode gerar recomendac¸o˜es surpre-
endentes
Tabela 2: Comparativo de sistemas baseados em conteu´do e de filtragem co-
laborativa
Nota-se que sistemas de filtragem colaborativa e os baseados em
conteu´do possuem caracterı´sticas complementares. Isto sugere que a junc¸a˜o
das duas abordagens gere sistemas mais eficientes. De fato, alguns pesquisa-
dores trabalham com sistemas hı´bridos.
Balabanovic e Shoham (1997) propo˜em o sistema de recomendac¸a˜o
hı´brido FAB, que indica pa´ginas Web para seus usua´rios. As pa´ginas sa˜o ana-
lisadas e seus termos mais significantes sa˜o extraı´dos. Feito isto, os usua´rios
podem avaliar a pa´gina, indicando se gostaram ou na˜o dela. A nota de cada
usua´rio e´ enta˜o utilizada para aumentar ou diminuir o peso dos termos em
seu perfil. Pa´ginas cujos termos mais relevantes teˆm peso alto no perfil de um
usua´rio sa˜o recomendadas a ele.
Ale´m disso, o sistema FAB possui tambe´m caracterı´sticas de filtra-
gem colaborativa. Os perfis dos usua´rios, montados com te´cnicas baseadas
em conteu´do, sa˜o comparados com outros perfis em busca de similarida-
des entre usua´rios. Estes perfis similares tambe´m sa˜o utilizados para prover
recomendac¸o˜es a eles.
Ja´ o sistema hı´brido PTV, Personalized Television Listings, (SMYTH;
COTTER, 2000) recomenda programas de televisa˜o. Neste sistema as
recomendac¸o˜es baseadas em conteu´do sa˜o extraı´das atrave´s da ana´lise
de descric¸o˜es textuais dos programas e as baseadas em filtragem colaborativa
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utilizam as prefereˆncias dos usua´rios.
O algoritmo proposto neste trabalho e´ um algoritmo de filtragem co-
laborativa baseado em SVD e trata o problema da esparsidade da matriz de
avaliac¸o˜es atrave´s da pro´pria forma em que a SVD e´ executada, assunto que
sera´ abordado no Capı´tulo 4. Entretanto, o algoritmo na˜o trata o problema do
“inı´cio frio”, sendo necessa´rio extendeˆ-lo com uma abordagem baseada em
conteu´do para se melhorar as recomendac¸o˜es para novos usua´rios.
No pro´ximo capı´tulo sera´ apresentada com detalhes a Decomposic¸a˜o
por Valor Singular, te´cnica utilizada pelo algoritmo proposto. Tal te´cnica
e´ uma das formas de se realizar a Ana´lise de Componentes Principais, que
tambe´m sera´ explorada no mesmo capı´tulo.
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3 PCA E SVD
A moda e´ uma espe´cie de feiura ta˜o intolera´vel que no´s
temos que altera´-la a cada seis meses.
— Oscar Wilde
O algoritmo proposto neste trabalho utiliza a te´cnica de fatorac¸a˜o de
matrizes conhecida como Decomposic¸a˜o por Valor Singular (SVD). A SVD
e´ uma das maneiras existentes para se resolver a Ana´lise de Componentes
Principais (PCA). Portanto, sera´ abordado primeiramente a PCA, que e´ de
fundamental importaˆncia para o entendimento da SVD.
3.1 Revisa˜o conceitual
Este capı´tulo aborda conceitos ba´sicos de a´lbegra linear, estatı´stica e
aprendizagem de ma´quina. Por essa raza˜o sera´ apresentado primeiramente
uma pequena revisa˜o dos conceitos mais importantes utilizados. Para um en-
tendimento mais amplo destes conceitos, recomenda-se Boldrini et al. (1986),
Barbetta, Reis e Bornia (2008) e Mitchell (1997), respectivamente. Todo o
conteu´do desta sec¸a˜o foi baseado nestes treˆs livros.
3.1.1 Estatı´stica
A variaˆncia e´ uma medida estatı´stica que indica o qua˜o longe da me´dia
os valores de uma amostra esta˜o. Ela e´ calculada atrave´s da me´dia aritme´tica
dos desvios quadra´ticos, sendo o desvio a diferenc¸a entre o valor real de uma
amostra e sua me´dia. Sendo n o tamanho da amostra, xi o i-e´simo elemento e
x¯ a me´dia, a variaˆncia (s2) de uma amostra e´ dada por:
s2 =
1
n−1
n
∑
i=1
(xi− x¯)2 (3.1)
Ja´ o desvio-padra˜o e´ bastante semelhante a` variaˆncia, com a diferenc¸a
que o desvio-padra˜o e´ representado na mesma unidade de medida da amostra.
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Formalmente, o desvio-padra˜o e´ a raiz quadrada positiva da variaˆncia:
s =
√
1
n−1
n
∑
i=1
(xi− x¯)2 (3.2)
Outro conceito importante utilizado neste trabalho e´ o conceito de
correlac¸a˜o. A correlac¸a˜o e´ uma associac¸a˜o nume´rica entre duas varia´veis e re-
presenta o quanto as varia´veis “caminham no mesmo sentido“ ou ”caminham
em sentidos opostos“. No primeiro caso, diz-se que as varia´veis possuem
correlac¸a˜o positiva e, no segundo, correlac¸a˜o negativa.
O coeficiente de correlac¸a˜o de Pearson e´ uma medida de correlac¸a˜o
que na˜o deve depender da unidade de medida em questa˜o. Portanto e´ ne-
cessa´rio fazer uma padronizac¸a˜o dos dados antes de calcular a correlac¸a˜o.
Sendo xi o i-e´simo elemento de uma amostra, e´ necessa´rio primeiramente
obter cada x′i, que respresenta o elemento xi padronizado:
x′i =
xi− x¯
s
(3.3)
Com a padronizac¸a˜o, varia´veis correlacionadas positivamente tendem
a possuir sinais iguais, tanto positivos quanto negativos. Ja´ as varia´veis cor-
relacionadas negativamente tendem a possuir sinais diferentes.
Portanto, quando
n
∑
i=1
x′iy
′
i > 0, diz-se que x esta´ correlacionado positi-
vamente com y, e quando
n
∑
i=1
x′iy
′
i < 0, diz-se que x esta´ correlacionado nega-
tivamente com y.
A correlac¸a˜o e´ medida atrave´s do coeficiente de correlac¸a˜o de Pearson
(r), que varia entre -1 e 1. Quando r esta´ pro´ximo de 1, diz-se que a correlac¸a˜o
e´ positivamente forte, e pro´ximo de -1, negativamente forte. Formalmente, o
coeficiente de correlac¸a˜o de Pearson pode ser definido como:
r(x,y) =
n
∑
i=1
(x′iy
′
i)
n−1 (3.4)
O conceito de covariaˆncia e´ bastante similar ao conceito de correlac¸a˜o.
A correlac¸a˜o entre duas varia´veis e´ igual a covariaˆncia entre as varia´veis di-
vida pelo produto de seus desvios-padra˜o. Em outras palavras, a covariaˆncia
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entre x e y e´ dada por:
cov(x,y) = r(x,y).s(x).s(y) (3.5)
O valor esperado de uma varia´vel aleato´ria discreta x, comumente de-
fido por E(x) e equivalente a me´dia de x na amostra, e´ igual a soma da proba-
bilidade ponderada dos possı´veis valores de x. Dado Ω o espac¸o da amostra
e m(x) a func¸a˜o de distribuic¸a˜o da probabilidade de x, o valor esperado de x
e´ dado por:
E(x) = ∑
x∈Ω
xm(x) (3.6)
A covariaˆncia entre duas varia´veis tambe´m pode ser expressa atrave´s
do conceito de valor esperado:
cov(x,y) = E([x−E(x)][y−E(y)]) (3.7)
Dado um vetor X contendo n varia´veis aleato´rias, a matriz de co-
variaˆncia Σ representa a covariaˆncia entre todas as varia´veis deste vetor:
Σ=

E([x1−E(x1)][x1−E(x1)]) .. E([x1−E(x1)][xn−E(xn)])
E([x2−E(x2)][x1−E(x1)]) .. E([x2−E(x2)][xn−E(xn)])
... .. ...
E([xn−1−E(xn−1)][x1−E(x1)]) .. E([xn−1−E(xn−1)][xn−E(xn)])
E([xn−E(xn)][x1−E(x1)]) .. E([xn−E(xn)][xn−E(xn)])

(3.8)
3.1.2 A´lgebra Linear
Um espac¸o vetorial e´ um conjunto de vetores com algumas proprieda-
des especiais, dado que a soma de quaisquer dois vetores deste espac¸o e´ igual
a um outro vetor do espac¸o. Ale´m disso, a multiplicac¸a˜o de qualquer vetor
por um escalar tambe´m produz um vetor pertencente ao espac¸o.
As combinac¸o˜es lineares de vetores sa˜o operac¸o˜es de soma de vetores
e/ou de produto dos mesmos por escalares. Tais operac¸o˜es geram sub-espac¸os
vetoriais do espac¸o vetorial original, de modo que, com o menor sub-espac¸o, e´
possı´vel obter qualquer outro vetor do espac¸o vetorial atrave´s de combinac¸o˜es
lineares. Este menor sub-espac¸o vetorial linearmente independente e´ conhe-
cido como base.
Sendo V um espac¸o vetorial qualquer contendo n vetores, diz-se que V
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e´ linearmente dependente se existe um vetor vi que e´ uma combinac¸a˜o linear
de outros vetores de V. Dado a combinac¸a˜o linear C(V) de todos os vetores
de V:
C(V) = a1v1+a2v2+ ...+anvn (3.9)
Enta˜o, V e´ linearmente dependente se C(V) 6= 0 e e´ linearmente inde-
pendente de C(V) = 0.
Dados dois espac¸os vetoriais V e W, sendo u e v quaisquer vetores
pertencentes a V e k ∈R, uma transformac¸a˜o linear F : V →W e´ uma func¸a˜o
que satisfaz duas condic¸o˜es:
F(u+v) = F(u)+F(v) (3.10)
F(kv) = kF(v) (3.11)
Toda tranformac¸a˜o linear esta´ asssociada a uma matriz. Para toda ma-
triz Mm×n, existe uma transformac¸a˜o linear T : Rn→ Rm equivalente. Desta
forma, aplicar transformac¸o˜es lineares a vetores e´ equivalente a` multiplic¸a˜o
da matriz de transformac¸a˜o linear correspondente pelo vetor.
Sendo v um vetor de tamanho n e Mm×n uma matriz de transformac¸a˜o
linear, se a multiplicac¸a˜o da matriz pelo vetor na˜o altera a direc¸a˜o do ve-
tor, podendo possivelmente alterar seu tamanho ou sentido, diz-se que v e´
um autovetor da matriz Mm×n. Neste caso, λ e´ um valor escalar conhecido
como autovalor da matriz e indica o quanto o vetor aumentou ou diminuiu de
tamanho e se o mesmo mudou de sentido. Ou seja:
Mv = λv (3.12)
A relac¸a˜o de PCA com a´lgebra linear e estatı´stica ocorre pois, para se
fazer PCA, e´ necessa´rio encontrar os autovetores e autovalores da matriz de
covariaˆncia dos dados sendo analisados. Uma outra forma, por vezes mais
eficiente de se fazer PCA, envolve processar a SVD da matriz de dados di-
retamente, estrate´gia utilizada pelo algoritmo proposto neste trabalho. As
te´cnicas de PCA e SVD sera˜o exploradas ainda neste capı´tulo.
3.1.3 Aprendizagem de Ma´quina
Aprendizagem de Ma´quina e´ uma disciplina que envolve muitas ou-
tras disciplinas, como a´lgebra linear, probabilidade e estatı´stica, algoritmos,
3.1 Revisa˜o conceitual 43
banco de dados, inteligeˆncia artificial, teoria de complexidade computacio-
nal, entre outras. Ela tem por objetivo a construc¸a˜o de sistemas que, atrave´s
da ana´lise de dados empı´ricos existentes, evoluem automaticamente com a
experieˆncia adquirida.
O algoritmo de sistema de recomendac¸a˜o proposto neste trabalho e´ um
bom exemplo de uso da aprendizagem de ma´quina, ja´ que o mesmo aplica
SVD nos dados de avaliac¸o˜es existentes para tentar melhorar as predic¸o˜es de
avaliac¸o˜es inexistentes.
Para adquirir experieˆncia e evoluir um sistema e´ necessa´rio ”treinar“
o algoritmo. Este treinamento, ou aprendizagem, pode ser supervisionado ou
na˜o-supervisionado.
Treinamento supervisionado envolve a tarefa de treinar um algoritmo
sabendo qual deveria ser a saı´da do mesmo. Desta forma pode-se controlar o
erro produzido pelo algoritmo e ajusta´-lo para diminuir o erro.
Ja no treinamento na˜o-supervisionado, na˜o se sabe qual deve ser a
saı´da do algoritmo. Este tipo de treinamento normalmente envolve a ana´lise
dos dados para a detecc¸a˜o de padro˜es interessantes.
Para se treinar algoritmos e´ necessa´rio determinar quanto tempo de
treinamento sera´ despendido. Este tempo e´ decorrente de cada iterac¸a˜o de
treinamento, conhecida como e´poca de treinamento, que normalmente e´ um
paraˆmetro de tais algoritmos.
Outro paraˆmetro comum em algoritmos de aprendizagem de ma´quina
e´ a taxa de aprendizado, que indica o qua˜o ra´pido ocorre o treinamento. En-
tretanto, acelerar demais o treinamento pode comprometer a acura´cia do re-
sultado e este paraˆmetro deve ser escolhido com atenc¸a˜o.
Um me´todo de treinamento bastante utilizado em aprendizagem de
ma´quina e´ o gradiente-descendente. Tal me´todo e´ utilizado no treinamento
do algoritmo proposto neste trabalho e consiste em tentar encontrar um valor
mı´nimo de uma func¸a˜o.
Normalmente tal func¸a˜o indica o erro obtido pelo algoritmo. Portanto,
encontrar um valor mı´nimo para a func¸a˜o significa treinar o algoritmo para
na˜o errar muito e enta˜o ”aprender“ a resolver o problema em questa˜o.
Para fazer isto, o me´todo de gradiente-descendente calcula sucetiva-
mente a derivada da func¸a˜o ate´ que se obtenha um valor mı´nimo considerado
satisfato´rio. Esta te´cnica pode ser melhor explicada na Figura 2, que mostra a
aplicac¸a˜o do gradiente descendente para se encontrar o ponto mı´nimo de uma
func¸a˜o parabolo´ide.
Entretanto, nem sempre a func¸a˜o a ser utilizada e´ ta˜o simples como a
apresentada na Figura 2. Muitas vezes tais func¸o˜es possuem diversos ”vales“,
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Figura 2: Exemplo da aplicac¸a˜o do gradiente descendente em uma func¸a˜o
parabolo´ide
o que pode levar a te´cnica a encontrar mı´nimos locais ao inve´s do mı´nimo
global. Esta e´ uma preocupac¸a˜o que deve ser levada em considerac¸a˜o, ja´
que isto esta´ diretamente relacionado com a qualidade de aprendizagem do
algoritmo.
Outra questa˜o muito importante que deve ser levada em considerac¸a˜o
durante o treinamento de algoritmos e´ o fenoˆmeno conhecido como over-
fitting. O overfitting pode ocorrer quando se treina demais um algoritmo
de modo que o mesmo se especializa nos dados utilizados durante o trei-
namento e perde sua capacidade de generalizac¸a˜o. No Capı´tulo 4 sera´ apre-
sentada a te´cnica utilizada neste trabalho, baseada no uso de coeficientes de
regularizac¸a˜o, que tenta evitar o problema de overfitting durante o treina-
mento.
O correto entendimento dos conceitos apresentados nesta sec¸a˜o e´ de
fundamental importaˆncia para se compreender a te´cnica de PCA e SVD,
que sera˜o apresentadas na sequeˆncia, e o algoritmo proposto, apresentado
no Capı´tulo 4.
3.2 Ana´lise de Componentes Principais (PCA)
A ana´lise de componentes principais (PCA) e´ uma te´cnica de ana´lise
estatı´stica multivariada que explora a estrutura de variaˆncia-covariaˆncia de
um conjunto de varia´veis atrave´s de algumas combinac¸o˜es lineares destas
varia´veis (JOHNSON; WICHERN, 2007). A te´cnica foi primeiramente descrita
por Karl Pearson (1901) e posteriormente aprimorada por Hotelling (1933),
que descreveu o PCA de maneira passı´vel de ser computada. Entretanto,
somente depois do advento e da adoc¸a˜o em massa de computadores a te´cnica
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passou a ser mais popular (MANLY, 1986).
PCA e´ utilizada em filtragem colaborativa para se encontrar padro˜es
nos dados sendo analisados. Tais padro˜es podem ser interpretados como ca-
racterı´sticas dos itens e dos usua´rios dos sistemas. Deste modo, e´ possı´vel
associar itens com caracterı´sticas mais pro´ximas das caracterı´sticas de um
usua´rio e enta˜o recomendar estes itens a este usua´rio.
Matematicamente, o objetivo da PCA e´ utilizar p varia´veis
X1,X2, ...,Xp e encontrar combinac¸o˜es lineares destas para produzir os
componentes principais Z1,Z2, ...,Zp que descrevem a variaˆncia dos dados.
Cada componente Zi teˆm a forma:
Zi = ai1X1+ai2X2+ ...+aipXp (3.13)
onde
a2i1+a
2
i2+ ...+a
2
ip = 1 (3.14)
Os componentes sa˜o ordenados de forma decrescente conforme
sua variaˆncia e, normalmente, apenas os primeiros componentes, com alta
variaˆncia, sa˜o necessa´rios para descrever o conjunto completo dos dados.
Estes componentes tambe´m na˜o esta˜o correlacionados, o que indica que
os mesmos podem representar diferentes dimenso˜es dos dados. Desta
forma, ao ignorar os componentes de baixa variaˆncia obte´m-se uma reduc¸a˜o
dimensional dos dados iniciais.
O conceito de PCA pode ser melhor entendido atrave´s de um exemplo.
A Figura 3 (STATCAN, 2007) mostra um gra´fico contendo a estatura (altura)
e a envergadura (maior distaˆncia entre as pontas dos dedos) de um grupo de
homens. O eixo vertical indica a altura dos indivı´duos e o eixo horizontal a
envergadura.
Observa-se que existe uma correlac¸a˜o entre as duas varia´veis, ja´ que
quanto mais alto e´ um homem, maior sua envergadura. Desta forma, pode-
se obter uma reta que se aproxima dos dados apresentados e que poderia
substituı´-los, como ilustrado na Figura 3. Esta reta representa o componente
principal com maior variaˆncia dos dados.
A PCA pode ser utilizada para se obter uma melhor visualizac¸a˜o dos
dados. Ao reduzir a dimensa˜o de conjuntos de dados multidimensionais para
duas ou treˆs dimenso˜es pode-se analisar e entender melhor os mesmos. Ale´m
disso, a PCA tambe´m e´ utilizada para fazer compressa˜o de dados, ja´ que a
reduc¸a˜o de dimenso˜es economiza espac¸o.
Quando utilizada como pre´-processamento de outros algoritmos de
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Figura 3: Gra´fico que mostra a correlac¸a˜o positiva entre a estatura e a enver-
gadura de um homem
aprendizado supervisionado, a reduc¸a˜o dimensional da PCA diminui o tempo
computacional e contribui para a reduc¸a˜o de overfitting.
A PCA ainda pode ser utilizada para reduc¸a˜o de ruı´do, pois instaˆncias
com ruı´dos nos dados seriam ignoradas na reduc¸a˜o dimensional. Outro uso
comum de PCA ocorre no ca´lculo de distaˆncias, que por muitas vezes e´ mais
fa´cil de fazer em dimenso˜es reduzidas (JOLLIFFE, 2002).
A te´cnica PCA normalmente e´ utilizada em filtragem colaborativa para
acelerar o treinamento. Goldberg et al. (2001) propo˜e o algoritmo Eigentaste
que, a partir de um conjunto de avaliac¸o˜es comuns e obrigato´rias feitas por
todos os usua´rios, utiliza a reduc¸a˜o dimensional para agrupar estes usua´rios
e facilitar o processamento das recomendac¸o˜es. Por obrigar que todos os
usua´rios avaliem um pequeno conjunto de itens, o algoritmo Eigentaste evita
o problema da esparsidade, ja´ que a matriz de avaliac¸o˜es e´ densa. Os autores
alegam que o algoritmo possui tempo de processamento “online” constante
(complexidade O(1)), pois grande parte do trabalho e´ feito antes de maneira
“offline”.
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Honda et al. (2001) propo˜em uma forma diferente de utilizar PCA em
filtragem colaborativa. O me´todo utiliza a ana´lise de componentes principais
sob a matriz completa de avaliac¸o˜es, que normalmente e´ bastante esparsa.
Deste modo, a reduc¸a˜o dimensional gera uma matriz de rank menor que se
aproxima da matriz de dados, ou seja, as predic¸o˜es de avaliac¸o˜es sa˜o realiza-
das utilizando-se uma aproximac¸a˜o da matriz inicial.
Para se encontrar os componentes principais de um conjunto de da-
dos cuja escala na˜o e´ uniforme, e´ necessa´rio primeiramente fazer um pre´-
processamento de padronizac¸a˜o. Dado um conjunto de dados qualquer re-
presentado por uma matriz Tm×n, sendo Ti j cada elemento deste conjunto,
µ a me´dia e σ o desvio-padra˜o, deve-se substituir cada elemento Ti j por
(Ti j−µ)/σ . Desta forma, a me´dia do conjunto de dados e´ zerada e a variaˆncia
se torna 1.
Feito o pre´-processamento, pode-se extrair os componentes principais.
Para facilitar o entendimento, analisaremos a reduc¸a˜o dimensional de duas
para uma dimensa˜o. Neste caso, encontrar os componentes principais e´ equi-
valente a encontrar um vetor unita´rio u que maximiza a variaˆncia da projec¸a˜o
escalar dos dados neste vetor. Maximizar esta variaˆncia significa encontrar
um vetor cuja somato´ria das distaˆncias dos pontos projetados em relac¸a˜o ao
centro e´ maior. Este vetor sera´ o que melhor representa os dados (NG, 2009).
A Figura 4 indica intuitivamente um vetor que representa bem os da-
dos, ou seja, que poderia substituir os dados gerando um pequeno erro. Os
dados sa˜o representados por X e as projec¸o˜es por pontos. Observa-se que as
projec¸o˜es esta˜o afastadas do centro cartesiano.
Ja´ a Figura 5 indica um vetor que na˜o representa bem os dados, ou
seja, cuja substituic¸a˜o dos dados pelo mesmo gera erros maiores. Observa-se
que, neste caso, as projec¸o˜es dos dados esta˜o pro´ximas do centro cartesiano.
Portanto, quando as projec¸o˜es dos dados em um vetor esta˜o o mais
longe possı´vel do centro cartesiano, estas projec¸o˜es possuem maior variaˆncia
e, portanto, o vetor resultante e´ o componente principal u que se busca obter.
A intuic¸a˜o apresentada nas figuras anteriores pode ser explicada
tambe´m matematicamente. A Figura 6 apresenta dois vetores a e b , sendo θ
o aˆngulo entre eles. Tem-se que a projec¸a˜o escalar de a em b e´ dada por w:
w = |a|cosθ (3.15)
Da a´lgebra linear, tem-se que:
aT b = |b| |a|cosθ = |b|w (3.16)
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Figura 4: Exemplo de vetor que representa bem os dados
Ou seja, o produto escalar de a e b e´ igual ao produto do mo´dulo de
b com a projec¸a˜o escalar de a em b. Substituindo b pelo vetor unita´rio u
em 3.16, dado que |u| = 1 ja´ que u e´ um vetor unita´rio, obte´m-se a projec¸a˜o
escalar de a em u:
aT b = |a| |u|cosθ = |a|cosθ (3.17)
Ou seja, aT u e´ a projec¸a˜o de a em u. Como dito anteriormente, para
encontrar os componentes principais e´ necessa´rio encontrar um vetor unita´rio
u que maximiza a variaˆncia da projec¸a˜o escalar dos dados sobre ele. Ou seja,
e´ necessa´rio encontrar um vetor que maximize o somato´rio das projec¸o˜es dos
dados em u. Sendo t o nu´mero de elementos do conjunto de dados, este
somato´rio e´ aqui representado por:
1
t
t
∑
i=1
(aT u)2 (3.18)
Desenvolvendo o somato´rio em 3.18:
1
t
t
∑
i=1
(aT u)2 =
1
t
t
∑
i=1
(aT u)(aT u) =
1
t
t
∑
i=1
(uT a)(aT u) = uT (
1
t
t
∑
i=1
aaT )u
(3.19)
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Figura 5: Exemplo de vetor que na˜o representa bem os dados
Observa-se que 1t
t
∑
i=1
aaT e´ a matriz de covariaˆncia, que sera´ simples-
mente chamada de Σ:
uT (
1
t
t
∑
i=1
aaT )u = uT (Σ)u (3.20)
Portanto, para encontrar o vetor u e´ necessa´rio resolver o seguinte
problema de otimizac¸a˜o com restric¸a˜o:
argmax
u
uT (Σ)u (3.21)
Existem diversas te´cnicas para se resolver tal problema, mas elas na˜o
sera˜o abordadas neste trabalho. Para uma melhor compreensa˜o, recomenda-
se (GOLUB; Van Loan, 1996).
Ao se resolver este problema de otimizac¸a˜o da PCA, u passa a ser o au-
tovetor da matriz Σ. Generalizando para o caso de mu´ltiplas dimenso˜es, e´ pre-
ciso obter os autovetores com maiores autovalores da matriz de covariaˆncia.
Para resumir, o processamento da PCA se da´ em treˆs etapas:
1. Pre´-processamento
2. Computar a matriz de covariaˆncia
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Figura 6: Projec¸a˜o escalar (w) de a em b
3. Encontrar os autovetores com maiores autovalores da matriz
Entretanto, a matriz da etapa 2 pode ser enorme, o que torna a sua
computac¸a˜o bastante difı´cil. Uma forma de se obter os autovetores de Σ sem
precisar calcular a matriz Σ e´ atrave´s da Decomposic¸a˜o por Valor Singular
(SVD), ou seja, o SVD pode ser utilizado para facilitar o processamento
da PCA. E´ exatamente esta a relac¸a˜o que SVD tem com PCA. O pro´ximo
capı´tulo aborda o SVD com mais detalhes.
3.3 Decomposic¸a˜o por Valor Singular (SVD)
Decomposic¸a˜o por valor singular (SVD) e´ uma te´cnica alge´brica de
fatorac¸a˜o de matrizes, a qual pode ser usada para descobrir caracterı´sticas la-
tentes (i.e. escondidas) dos dados. SVD analisa qualquer matriz em busca
de correlac¸o˜es e agrupa os dados correlacionados, causando uma reduc¸a˜o di-
mensional na matriz. Dada uma matriz Tn×m, SVD a transforma no produto
de treˆs matrizes:
Tn×m = Sn×nΣn×mV
T
m×m (3.22)
onde S e´ a matriz ortogonal cujas colunas sa˜o os vetores singulares da
esquerda, VT e´ a matriz ortogonal cujas colunas sa˜o os vetores singulares da
direita, e Σ e´ a matriz diagonal de valores singulares positivos e decrescentes.
E´ uma propriedade da SVD que as colunas da matriz S sa˜o os autovetores da
matriz TTT e as colunas de VT sa˜o os auto-vetores da matriz TT T.
Portanto, ao aplicar o SVD em T, obte´m-se os auto-vetores da matriz
TTT , que e´ exatamente igual a Σ. Desta forma, o SVD pode ser utilizado
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para se encontrar os auto-vetores da matriz de covariaˆncia sem precisar efeti-
vamente calcula´-la.
Ale´m de ser utilizado para o processamento da PCA, o SVD tambe´m e´
comumente utilizado na a´rea de processamento de sinais, reconhecimento de
padro˜es, processamento de linguagem natural, entre outras a´reas (JOHNSON;
WICHERN, 2007).
O exemplo apresentado na Tabela 1, que conte´m avaliac¸o˜es de
usua´rios a filmes, pode ser representado pela matriz T:
T =

5 1 0 4
0 4 1 1
0 5 0 1
2 4 1 1
 (3.23)
Ao aplicar o SVD nesta matriz, obtem-se a seguinte decomposic¸a˜o:
T =

−0,5 0,8 −0,2 −0,0
−0,4 −0,3 0,0 −0,8
−0,5 −0,4 −0,6 0,4
−0,5 −0,1 0,7 0,3


8,6 0 0 0
0 5,5 0 0
0 0 1,1 0
0 0 0 0,6


−0,4 0,6 0,4 0,4
−0,7 −0,5 −0,0 0,1
−0,1 −0,0 0,7 −0,6
−0,4 0,4 −0,5 −0,5
 (3.24)
Ao observar a fatorac¸a˜o da matriz acima, a reduc¸a˜o dimensional na˜o
fica clara, pois uma matriz 4×4 foi obtida pelo produto de treˆs matrizes: uma
4×4 a` esquerda, uma 4×4 no centro e uma 4×4 a` direita. Entretanto, pode-se
optar pelo uso de SVD truncado (XU, 1998), que representa apenas algumas
dimenso˜es, reduzindo o tamanho das matrizes de decomposic¸a˜o. Este pro-
cedimento implica na inserc¸a˜o de erro na fatorac¸a˜o. E´ uma propriedade do
SVD que este erro introduzido e´ o menor erro quadra´tico me´dio (GORRELL,
2006).
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Reduzindo para duas dimenso˜es no exemplo anterior, tem-se:
T≈

−0,5 0,8
−0,4 −0,3
−0,5 −0,4
−0,5 −0,1
[ 8,6 00 5,5
][ −0,4 0,6 0,4 0,4
−0,7 −0,5 −0,0 0,1
]
(3.25)
Neste caso, fica evidente a reduc¸a˜o dimensional nas matrizes de
decomposic¸a˜o, ja´ que as matrizes obtidas sa˜o S4×2, Σ2×2 e VT2×4.
Uma maneira mais simples e comumente utilizada de fatorac¸a˜o SVD
utiliza apenas duas matrizes de decomposic¸a˜o para aproximar a matriz inicial.
Neste caso, pode-se, por exemplo, multiplicar a matriz diagonal Σ pela matriz
da direita VT . No caso do exemplo anterior, obte´m-se a seguinte fatorac¸a˜o:
T≈

−0,5 0,8
−0,4 −0,3
−0,5 −0,4
−0,5 −0,1
[ −3,4 5,1 3,4 3,4−3,8 −2,7 0 0,5
]
(3.26)
Estas duas matrizes de decomposic¸a˜o obtidas representam as carac-
terı´sticas interessantes descobertas de usua´rios e filmes, respectivamente.
Mais detalhes sobre a relac¸a˜o de SVD com filtragem colaborativa sera˜o apre-
sentados na pro´xima sec¸a˜o.
3.4 SVD e Filtragem Colaborativa
SVD e´ uma das formas de fatorac¸a˜o de matrizes usadas em filtragem
colaborativa (ZHANG et al., 2005a). Por exemplo, ao aplicar SVD a uma ma-
triz de avaliac¸o˜es de filmes por usua´rios pode-se descobrir algumas carac-
terı´sticas que fazem os usua´rios avaliar positiva ou negativamente certos tipos
de filmes. Estas caracterı´sticas podem ser geˆneros de filmes, participac¸a˜o de
atores famosos, quantidade de preˆmios recebidos, ou mesmo caracterı´sticas
mais complexas que na˜o se pode entender, mas que estatisticamente fazem
sentido. Dado que Tn×m e´ uma matriz que conte´m as notas atribuı´das por
usua´rios a itens, sendo que as linhas representam os usua´rios e as colunas os
ı´tens, ao aplicar o SVD a` matriz, tem-se:
Tn×m ≈ Un×dMTm×d = Qn×m (3.27)
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onde U e´ a matriz formada por d vetores de caracterı´sticas de n
usua´rios, M e´ a matriz formada por d vetores de caracterı´sticas de m filmes
e Q e´ uma aproximac¸a˜o de T. Cada vetor-linha Ui ∈ U(i < n) representa
a relac¸a˜o do usua´rio i com as caracterı´sticas descobertas e cada vetor-linha
M j ∈M( j < m) representa a relac¸a˜o do filme j com essas caracterı´sticas.
Por exemplo, ao executar o SVD sobre a matriz de avaliac¸a˜o repre-
sentada pela Tabela 1, descobriu-se duas caracterı´sticas importantes: C1 e C2
(significando “filmes de ac¸a˜o” e “filmes romaˆnticos”, por exemplo). Note que
este e´ apenas um exemplo dida´tico para facilitar o entendimento, ja´ que na˜o e´
possı´vel interpretar o significado de cada caracterı´stica.
Observa-se em 3.26 que os vetores obtidos pelo SVD, do usua´rio
“Lais” e do filme “O Poderoso Chefa˜o” sa˜o, respectivamente:
UL =
[ −0,4 −0,3 ]
MP =
[ −3,4 −3,8 ]
Estes vetores indicam que a caracterı´stica C2 e´ a mais importante ao
usua´rio “Lais“, seguido pela caracterı´stica C1, ja´ que o valor de C2 no vetor
do usua´rio e´ maior que o valor de C1 (−0,3 > −0,4). Ou seja, pode-se
interpretar que o usua´rio “Lais” gosta mais de filmes romaˆnticos do que de
filmes de ac¸a˜o. Ainda, segundo este exemplo, o filme “O Poderoso Chefa˜o”
e´ um filme que tem mais ac¸a˜o do que romance, ja´ que −3,4 >−3,8.
Uma maneira de obter a predic¸a˜o da nota que “Lais” daria ao filme
“O Poderoso Chefa˜o” seria atrave´s do produto escalar de um vetor de carac-
terı´sticas pelo outro:
UL×MPT = 2,5
Como a nota predita e´ baixa, considerando uma escala de 1 a 5,
conclui-se que o usua´rio na˜o gostaria do filme em questa˜o. Ao observar-
mos novamente a Tabela 1, nota-se que a nota predita para o usua´rio “Lais”
e´ pro´xima da nota existente do usua´rio “Fa´tima” para o mesmo filme e que
ambos usua´rios constumam atribuir notas de maneira parecida. Este foi um
padra˜o encontrado pelo SVD.
No exemplo anterior as avaliac¸o˜es variam de 1 a 5 e a multiplicac¸a˜o
dos vetores pode gerar uma predic¸a˜o final de nota fora deste intervalo. Para
evitar este problema, e´ preciso normalizar os vetores antes do produto escalar.
Uma soluc¸a˜o alternativa seria simplesmente alterar as predic¸o˜es que esta˜o
abaixo da nota mı´nima para 1 e as que esta˜o acima da nota ma´xima para 5.
Neste capı´tulo foi apresentado a fundamentac¸a˜o teo´rica necessa´ria
para o entendimento do algoritmo proposto baseado em SVD. Tal algoritmo
sera´ apresentado no pro´ximo capı´tulo.
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4 UM ALGORITMO DE FILTRAGEM COLABORATIVA BASE-
ADO EM SVD
A imaginac¸a˜o governa o mundo.
— Napolea˜o
Sistemas de recomendac¸a˜o tem como objetivo encontrar itens que os
usua´rios na˜o conhecem e que sejam mais relevantes aos mesmos. Portanto,
dada uma matriz Tn×m de avaliac¸o˜es, normalmente bastante esparsa visto que
os usua´rios na˜o avaliam todos os itens disponı´veis, o objetivo de sistemas de
recomendac¸a˜o e´ preencher esta matriz com predic¸o˜es de avaliac¸o˜es que estes
usua´rios dariam aos itens. Desta forma, os itens mais relevantes aos usua´rios
seriam aqueles que possuem maiores notas preditas.
O algoritmo proposto neste trabalho usa a te´cnica de fatorac¸a˜o de ma-
trizes SVD para resolver PCA de uma maneira eficiente e preencher uma
matriz esparsa com as predic¸o˜es de notas que usua´rios dariam aos itens.
De maneira geral, o algoritmo analisa uma matriz de avaliac¸o˜es Tn×m
e fatora a mesma em um produto de duas outras matrizes com dimensa˜o redu-
zida. O resultado deste produto e´ a matriz de predic¸a˜o das notas de usua´rios
a itens.
Existem muitas formas de se processar a SVD (GOLUB; Van Loan,
1996). Optou-se, neste trabalho, por fazer a fatorac¸a˜o atrave´s do ca´lculo do
gradiente-descendente de uma func¸a˜o de erro, te´cnica muito utilizada em
treinamento de redes neurais feed forward (RUMELHART; HINTON; WILLIAMS,
1988).
4.1 Func¸a˜o de erro
Sendo n o nu´mero de usua´rios e m o nu´mero de ı´tens do sistema,
a func¸a˜o de erro utilizada no algoritmo proposto e´ definida pela seguinte
equac¸a˜o (MA, 2008):
E =
1
2
n
∑
i=1
m
∑
j=1
Ii j(Ti j− p(Ui,M j))2 (4.1)
onde:
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• Ti j: avaliac¸a˜o conhecida do usua´rio i para o item j;
• Ii j: indica presenc¸a de avaliac¸a˜o, na qual Ii j = 1 se o usua´rio i avaliou
o item j e Ii j = 0 se o usua´rio i na˜o avaliou o item j;
• Ui: Vetor de caracterı´sticas do usua´rio i;
• M j: Vetor de caracterı´sticas do ı´tem j;
• p(Ui,M j): func¸a˜o de predic¸a˜o da nota do usua´rio i para o item j;
p(Ui,M j) =
1, se UiM j < 1
UiM j, se 1≤ UiM j ≤ 5
5, se UiM j > 5
(4.2)
Observa-se que a func¸a˜o de predic¸a˜o de nota utilizada acaba por limi-
tar a avaliac¸a˜o no intervalo de 1 a 5.
Calculando-se os gradientes da func¸a˜o de erro atrave´s da derivada par-
cial de E com relac¸a˜o a U e M, obte´m-se:
∇U =
∂E
∂U
=
n
∑
i=1
m
∑
j=1
Ii j(Ti j− p(Ui,M j))M j
∇M =
∂E
∂M
=
n
∑
i=1
m
∑
j=1
Ii j(Ti j− p(Ui,M j))U j (4.3)
4.2 Evitando overfitting
Ao implementar algoritmos baseados em um modelo e´ necessa´rio ava-
liar a capacidade de generalizac¸a˜o do mesmo. Se o modelo gerado se adequar
demais aos dados de treinamento, pode estar ocorrendo um overfitting e a ca-
pacidade de generalizac¸a˜o do algoritmo pode ficar prejudicada. Ou seja, o
algoritmo possui o´tima efica´cia com os dados de treinamento, mas pode pos-
suir pe´ssima efica´cia com novos dados.
Uma forma de se evitar overfitting e´ pelo uso de coeficientes de
regularizac¸a˜o. Tais coeficientes podem ser usados para introduzir um ruı´do
na func¸a˜o a ser analisada, diminuindo as possibilidades do modelo se adequar
demais aos dados de treinamento.
O algoritmo aqui proposto utiliza um coeficiente de regularizac¸a˜o k,
que introduz um ruı´do na func¸a˜o de erro que se deseja minimizar com o
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gradiente-descendente (PATEREK, 2007):
E =
1
2
n
∑
i=1
m
∑
j=1
Ii j(Ti j− p(Ui,M j))2+ k2
n
∑
i=1
‖Ui‖2+ k2
m
∑
j=1
‖Mi‖2 (4.4)
Desta forma, os gradientes calculados na verdade sa˜o:
∇U =
∂E
∂U
=
n
∑
i=1
m
∑
j=1
Ii j(Ti j− p(Ui,M j))M j− kUi (4.5)
∇M =
∂E
∂M
=
n
∑
i=1
m
∑
j=1
Ii j(Ti j− p(Ui,M j))U j− kM j (4.6)
4.3 Processando o SVD
Um me´todo simples de treinamento e´ avaliar todos os dados, calcular
os gradientes do erro e atualizar as matrizes de decomposic¸a˜o U e M de ma-
neira iterativa. Entretanto, este me´todo pode ocasionar tempo computacional
muito elevado quando utilizado com grandes bases de dados.
Pode-se, enta˜o, atualizar as matrizes U e M sem avaliar todos os dados
de treinamento. O algoritmo aqui proposto utiliza uma forma incremental
de se realizar SVD, na qual cada caracterı´stica e´ treinada separadamente e
a atualizac¸a˜o das matrizes de decomposic¸a˜o e´ feita apo´s a ana´lise de cada
avaliac¸a˜o do conjunto de treinamento. Ou seja, para cada nota atribuı´da por
um usua´rio a um item, calcula-se o gradiente e atualizam-se as matrizes U e
M.
E´ importante notar que com esta estrate´gia incremental apenas o vetor
do usua´rio e do item em questa˜o sa˜o atualizados. Neste caso, os gradientes
obtidos sa˜o ligeiramente diferentes dos apresentados em 4.5 e 4.6:
∇Ui =
∂Ei j
∂Ui
= Ii j(Ti j− p(Ui,M j))M j− kUi (4.7)
∇Mj =
∂Ei j
∂Mj
= Ii j(Ti j− p(Ui,M j))U j− kM j (4.8)
O algoritmo incremental proposto neste trabalho pode ser melhor en-
tendido atrave´s de seu pseudo-co´digo apresentado em Algoritmo 1.
A complexidade de tempo do algoritmo e´ O(d ∗ e∗ r).
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Algoritmo 1 Algoritmo SVD
1: Input:(d,µ,e, t)
d: Quantidade de caracterı´sticas a serem descobertas
µ: Taxa de aprendizado
e: Nu´mero de e´pocas de treinamento
t: Quantidade de avaliac¸o˜es conhecidas
2: Inicializar: (U,M)
3: Algoritmo:
Para cada caracterı´stica (do total de d caracterı´sticas):
Para cada e´poca (do total de e e´pocas, ou enquanto a precisa˜o estiver
aumentando):
Para cada avaliac¸a˜o Ti j conhecida (do total de t avaliac¸o˜es):
Computar ∇Ui
Computar ∇M j
Ui← Ui−µ∇Ui
M j←M j−µ∇M j
4: Output: Matrizes de caracterı´sticas U e M treinadas
O me´todo computa os gradientes durante certa quantidade de e´pocas
ou enquanto a precisa˜o continuar aumentando. Ou seja, ele pa´ra assim que ve-
rificar que a efica´cia do algoritmo, medida atrave´s do erro me´dio quadra´tico
da predic¸a˜o, comec¸a a piorar. Para calcular a efica´cia do algoritmo, e´ ne-
cessa´rio conhecer as notas que se quer predizer, ou seja, a interrompic¸a˜o do
treinamento ocorre apenas durante o treinamento do algoritmo. Esta te´cnica
e´ chamada de early stopping e e´ realizada para evitar overfitting. Entretanto,
o early stopping pode tambe´m achar o´timos locais e prejudicar a efica´cia do
me´todo (PRECHELT, 1998). De fato o algoritmo proposto neste trabalho en-
contra o´timos locais e a efica´cia do mesmo esta´ diretamente relacionada com
a quantidade de o´timos locais evitados durante o treinamento.
4.4 Inicializac¸a˜o das matrizes de fatorac¸a˜o
No pseudo-co´digo apresentado anteriormente foi mencionada a
inicializac¸a˜o das matrizes U e M, pore´m na˜o explicitou-se como esta
inicializac¸a˜o ocorre. Contudo, a forma de se inicializar estas matrizes
pode influenciar na velocidade de convergeˆncia do gradiente-descendente e,
portanto, e´ importante analisar algumas alternativas.
Pode-se inicializar as matrizes U e M de maneira trivial, escolhendo
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uma constante qualquer, como por exemplo, 0,1 (FUNK, 2006).
Outra forma de inicializar as matrizes e´ fazeˆ-la de forma que o pro-
duto escalar das mesmas resulte na me´dia de todas as avaliac¸o˜es. Ou seja,
supondo-se que a me´dia de notas dos usua´rios para os itens do sistema seja y¯,
tem-se:
U.M =
 y¯ ... y¯... ... ...
y¯ ... y¯
 (4.9)
Seja d o nu´mero de dimenso˜es, Ui j e Mi j valores iniciais das matrizes.
Para se inicializar as matrizes de forma que a predic¸a˜o final do algoritmo seja
igual a` me´dia de avaliac¸o˜es do sistema faz-se:
Ui j = Mi j =
√
y¯
d
(4.10)
Entretanto, inicializar todos os valores das matrizes de maneira igual
pode prejudicar a convergeˆncia. Portanto, e´ sugerido adicionar um pe-
queno ruı´do n(s) a` equac¸a˜o 4.10, sendo este ruı´do uma varia´vel aleato´ria de
distribuic¸a˜o uniforme [−s,s], com s pequeno (MA, 2008). Assim:
Ui j = Mi j =
√
y¯
d
+n(s) (4.11)
Certamente existem alguns itens, assim como usua´rios, que possuem
uma nota me´dia maior do que outros. Entretanto, a abordagem anterior trata
cada item ou usua´rio de maneira igualita´ria, o que tambe´m reduz a velocidade
de convergeˆncia.
Este trabalho apresenta uma proposta de inovac¸a˜o na inicializac¸a˜o das
matrizes de fatorac¸a˜o ao inicializar seus valores de forma que os valores de
predic¸a˜o levem em considerac¸a˜o o usua´rio e o item em questa˜o. Desta forma,
utiliza-se a me´dia de cada usua´rio e de cada item ao inve´s da me´dia geral de
notas. Sendo w¯i a me´dia das notas atribuı´das pelo usua´rio i e z¯ j a me´dia das
notas recebidas pelo item j, tem-se:
Ui j =
√
w¯i
d
+n(r) (4.12)
Mi j =
√
z¯ j
d
+n(r) (4.13)
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Esta forma de inicializac¸a˜o acelera a convereˆncia do algoritmo, ja´ que
inicializa-se as matrizes com valores mais prova´veis de representarem o gosto
e as caracterı´sticas dos usua´rios. Ale´m disso, ao inicializarmos as matrizes
desta maneira mais inteligente, o erro inicial do treinamento e´ menor e alguns
mı´nimos locais sa˜o evitados. Desta forma, a efica´cia do algoritmo melhora,
ja´ que o treinamento na˜o pa´ra nestes mı´nimos locais.
No pro´ximo capı´tulo sera˜o apresentados os experimentos realizados
com o algoritmo proposto.
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5 EXPERIMENTOS
A teoria e´ algo que ningue´m acredita, exceto a pessoa que a
criou. Um experimento e´ algo que todos acreditam, exceto
a pessoa que o fez.
— Albert Einstein
Os experimentos com o algoritmo SVD proposto foram realizados no
contexto do Netflix Prize, que oferece, ale´m de uma grande base de dados,
uma sistema´tica de avaliac¸a˜o bem definida.
Ale´m dos experimentos realizados com o algoritmo proposto neste
trabalho, sera˜o apresentados, tambe´m neste capı´tulo, alguns detalhes com
relac¸a˜o ao concurso e um outro algoritmo utilizado como comparac¸a˜o.
5.1 Netflix Prize
A Netflix e´ atualmente a maior locadora de filmes do mundo, pos-
suindo mais de cem mil tı´tulos e oito milho˜es de usua´rios nos EUA (BER-
NARTT, 2008). A empresa na˜o possui lojas fı´sicas e atua somente pela Inter-
net, onde os usua´rios podem escolher os filmes que mais lhes interessam e
receber em casa o DVD ou ate´ mesmo baixa´-lo pelo computador (NETFLIX,
2009).
No site da empresa, os usua´rios podem avaliar os filmes vistos com
notas de 1 a 5. Estas avaliac¸o˜es sa˜o utilizadas pelo CineMatch, sistema de
recomendac¸a˜o proprieta´rio da empresa, para prover as recomendac¸o˜es.
Com o intuito de melhorar a precisa˜o de seu sistema, a empresa criou
em 2006 o concurso Netflix Prize (BENNETT et al., 2007). Este concurso tem
como objetivo premiar com um milha˜o de do´lares o algoritmo de sistema de
recomendac¸a˜o que consiga atingir uma melhoria de 10% de precisa˜o sobre o
algoritmo proprieta´rio da empresa. Para tanto, e´ fornecida aos competidores
uma base de dados contendo um histo´rico de avaliac¸o˜es de seus clientes para
servir como base de treinamento. Solicita-se de cada concorrente estimar a
nota de um conjunto de pares usua´rio-filme, para os quais somente a Netflix
conhece a nota atribuı´da. A equipe vencedora do concurso em Setembro de
2009 se chama BellKor’s Pragmatic Chaos, que conseguiu atingir 10.06% de
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melhoria sobre o CineMatch. A equipe foi formada pela junc¸a˜o de treˆs ou-
tras equipes que contam com funciona´rios das empresas AT&T, Yahoo Labs,
Commendo Research e pesquisadores independentes (NETFLIX, 2009).
A base de dados fornecida pelo Netflix Prize e´ usada neste trabalho
para avaliar o algoritmo proposto. A base completa conte´m 100.480.507
avaliac¸o˜es de 480.189 usua´rios, referentes a 17.770 filmes. Esta base de da-
dos pode ser representada por uma matriz, onde as linhas representam os
usua´rios, as colunas representam os filmes e as ce´lulas da matriz sa˜o as notas
atribuı´das pelos usua´rios aos filmes. Tal matriz possui cerca de 8,5 bilho˜es de
ce´lulas, sendo esta mais de 98% esparsa, isto e´, so´ ha´ avaliac¸o˜es para cerca de
2% dos pares usua´rio-filme que constituem ce´lulas da matriz (100.480.507 /
8.532.958.530). Estes dados de treinamento sa˜o fornecidos na forma de ar-
quivos texto (.txt) e, ale´m deles, tambe´m sa˜o fornecidos mais dois arquivos:
um de prova (probe.txt) e outro de classificac¸a˜o (qualifying.txt). O primeiro
conte´m 1.408.395 notas para pares usua´rio-filme e deve ser utilizado para ve-
rificar a precisa˜o do algoritmo durante o treinamento. O segundo arquivo,
qualifying.txt, possui 2.817.131 pares usua´rio-filme para os quais somente a
Netflix conhece as notas atribuı´das. Deve-se enta˜o tentar predizer estas notas
e enviar o resultado a` Netflix, que calcula a precisa˜o obtida e envia por e-mail
o resultado.
Ale´m destes dados, a Netflix tambe´m informa os tı´tulos dos filmes e
as datas das avaliac¸o˜es. Entretanto, o algoritmo proposto neste trabalho na˜o
utiliza estas informac¸o˜es.
A avaliac¸a˜o da precisa˜o dos algoritmos concorrentes ao Netflix Prize
e´ realizada atrave´s da raiz quadrada do erro me´dio quadra´tico (RMSE).
Definic¸a˜o 5.1.1 : Seja p(Ui,M j) a predic¸a˜o obtida pelo sistema da nota
de um usua´rio Ui para o item M j, SUi,M j a nota verdadeira atribuı´da pelo
usua´rio para o mesmo filme e n o nu´mero de predic¸o˜es realizadas. O RMSE
e´ definido por:
RMSE =
√√√√√ n∑
x=0
(SUi,M j− p(Ui,M j))2
n
(5.1)
Quanto menor o RMSE obtido por um algoritmo, maior a precisa˜o do
mesmo, ja´ que esta medida e´ uma medida de erro. O sistema proprieta´rio
Cinematch da Netflix obteve um RMSE de 0,9525. Tal sistema utiliza o al-
goritmo K-Nearest Neighbors (KNN), bastante popular em filtragem colabo-
rativa, que se baseia na semelhanc¸a entre usua´rios vizinhos.
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5.2 Algoritmo KNN
O algoritmo K Nearest Neighbors (KNN) e´ um me´todo de ana´lise
de vizinhanc¸a que utiliza uma te´cnica de aprendizado supervisionado na˜o-
parame´trico. O aprendizado e´ supervisionado porque e´ feita uma ana´lise
sobre os dados de treinamento e o que se deseja aprender e´ conhecido. O
KNN e´ considerado um algoritmo na˜o-parame´trico porque na˜o supo˜e qual-
quer distribuic¸a˜o de probabilidade. Neste caso, o nu´mero de paraˆmetros do
algoritmo esta´ associado aos dados e na˜o a distribuic¸a˜o dos mesmos. Ou
seja, o nu´mero de paraˆmetros cresce conforme se aumenta os dados de treina-
mento. Este aumento no nu´mero de paraˆmetros ocorre porque o KNN arma-
zena as instaˆncias de treinamento na memo´ria para utiliza´-las posteriormente.
Por este motivo, o algoritmo e´ classificado na a´rea de aprendizagem estatı´stica
como memory-based ou instance-based.
A te´cnica e´ utilizada para fazer predic¸o˜es (classificac¸o˜es ou re-
gresso˜es) nas a´reas de data mining, reconhecimento de padro˜es, processa-
mento digital de imagens, entre outras. Na a´rea de filtragem colaborativa
foi uma das primeiras te´cnicas utilizadas (BRADLEY; RAFTER; SMYTH, 2000).
A ide´ia geral e´ descobrir usua´rios parecidos com um determinado usua´rio
e, enta˜o, recomendar itens que seus vizinhos gostam e que provavelmente
ele tambe´m ira´ gostar. Quando utilizado para calcular a semelhanc¸a entre
usua´rios para fazer a recomendac¸a˜o, o KNN e´ chamado de user-based.
Resnick et al. (1994) propo˜em um sistema de filtragem colaborativa que
recomenda artigos netnews baseado na semelhanc¸a entre usua´rios, que e´
calculada atrave´s do Coeficiente de Correlac¸a˜o de Pearson (RODGERS; NI-
CEWANDER, 1980) entre as avaliac¸o˜es dos usua´rios para os diversos artigos
existentes.
As bases de dados utilizadas em filtragem colaborativa normalmente
possuem muito mais usua´rios do que itens (SARWAR et al., 2001). Desta forma,
a descoberta de usua´rios semelhantes se torna computacionalmente custosa,
ja´ que existe uma grande quantidade de usua´rios a se avaliar.
Para contornar este problema, Sarwar et al. (2001) propo˜em um algo-
ritmo KNN que analisa a semelhanc¸a entre itens ao inve´s de usua´rios. Os au-
tores demonstram que este tipo de abordagem e´ mais eficiente para o ca´lculo
de similaridade, ale´m de gerar recomendac¸o˜es com maior precisa˜o.
O algoritmo de refereˆncia utilizado para comparar com o algoritmo
proposto neste trabalho e´ um KNN item-based. Ele utiliza o Coeficiente de
Correlac¸a˜o de Pearson para medir a similaridade entre itens e um tratamento
de intervalos de confianc¸a para controlar a precisa˜o de cada estimativa dos
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coeficientes de correlac¸a˜o. Tal algoritmo atingiu um RMSE no Netflix Prize
de 0,9253, o que representa uma melhoria de 2,85% sob o algoritmo de re-
fereˆncia do concurso (BERNARTT, 2008).
5.3 Implementac¸a˜o
Antes da implementac¸a˜o final do algoritmo SVD, foi desenvolvido
um proto´tipo do mesmo utilizando a linguagem Python e a biblioteca NumPy
(SCIPY, 2010), que oferece uma se´rie de ferramentas para o desenvolvimento
de software para computac¸a˜o cientı´fica. Este proto´tipo processa apenas um
pequeno volume de dados e na˜o era adequado para o processamento de um
grande volume, pois o tempo de processamento e a memo´ria utilizada pelo
programa sa˜o muito grandes.
Optou-se pelo uso de C++ para a implementac¸a˜o final do algoritmo, ja´
que esta linguagem permite o desenvolvimento de sistemas bastante eficien-
tes. O compilador utilizado foi o g++ 4.4.1 da GNU e o sistema operacional
no qual os experimentos foram realizados foi o Linux Ubuntu 9.10. Durante
a implementac¸a˜o foram utilizadas algumas bibliotecas de apoio ao desenvol-
vimento contendo estruturas de dados ba´sicas, rotinas de ordenac¸a˜o, etc. Na˜o
foi utilizada nenhuma biblioteca de ca´lculo nume´rico no programa desenvol-
vido. Todos os ca´lculos necessa´rios pelo programa foram implementados em
C++ dentro do mesmo.
Foi utilizado um computador com processador Intel Core 2 Duo de
2,80 GHz e 4GB de memo´ria RAM. Para facilitar e acelerar o acesso aos
dados foi utilizado uma te´cnica de mapeamento de arquivos em memo´ria do
Linux chamada de MMAP (OPENGROUP, 2010), em ambos os algoritmos.
Ja´ que na˜o se tinha acesso a um ambiente que permitisse o proces-
samento eficiente de software multithread, o algoritmo foi desenvolvido de
maneira single-thread, na˜o possuindo nenhum tipo de paralelizac¸a˜o, o que
poderia diminuir o tempo de processamento do mesmo. Portanto, foi ne-
cessa´rio um grande trabalho de otimizac¸a˜o de processamento e memo´ria do
programa desenvolvido.
Ale´m disso, o SVD foi treinado com os dados puros do concurso, na˜o
sendo realizado nenhum tipo de pre´-processamento ou normalizac¸a˜o.
5.4 Descric¸a˜o dos experimentos
Os experimentos foram realizados no contexto do Netflix Prize,
utilizando-se inicialmente o conjunto de prova (probe), cujas notas a serem
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preditas sa˜o conhecidas. Desta forma, eram ajustados alguns paraˆmetros e
quando um RMSE razoa´vel era obtido, o algoritmo era executado com estes
paraˆmetros ajustados no conjunto de classificac¸a˜o (qualifying), cujas notas
sa˜o desconhecidas. Os ajustes dos paraˆmetros eram realizados um de cada
vez, ou seja, os paraˆmetros dos algoritmos eram fixados e somente um era
variado por vez. Assim pode-se manter um controle sobre a efetividade do
ajuste de cada paraˆmetro.
O resultado do algoritmo, contendo as notas preditas, eram enviados a`
Netflix pela internet, que calculava o novo RMSE e informava a classificac¸a˜o
do algoritmo no ranking do concurso.
O ca´lculo do RMSE realizado pela Netflix era elaborado para evitar
fraudes. O conjunto de tuplas filme-usua´rio-nota enviados para classificac¸a˜o
eram divididos em dois sub-conjuntos de forma aleato´ria, chamados de con-
junto “quiz” e conjunto “test”. O RMSE era calculado para o primeiro con-
junto e a classificac¸a˜o do algoritmo era informada na internet. Por fazer esta
divisa˜o de forma aleato´ria, evita-se que algue´m mal intencionado possa enviar
um resultado, avaliar o RMSE, fazer uma pequena modificac¸a˜o no resultado,
avaliar o RMSE novamente e enta˜o fazer infereˆncias se a mudanc¸a realizada
melhorou ou na˜o o RMSE. Ale´m disso, so´ era possı´vel fazer uma submissa˜o
para classificac¸a˜o por dia.
Para avaliar o SVD com o conjunto probe foi necessa´rio remover este
conjunto dos dados de treinamento. Desta forma, a avaliac¸a˜o do RMSE
com o conjunto de prova caracteriza a te´cnica de validac¸a˜o cruzada (KOHAVI,
1995), utilizada para se evitar o overfitting do modelo com os dados de trei-
namento. Nos experimentos realizados com o KNN na˜o foi necessa´rio fazer
esta remoc¸a˜o, ja´ que o KNN na˜o e´ baseado em modelo mas sim em memo´ria.
5.5 Resultados
Os paraˆmetros variados no SVD durante a experimentac¸a˜o foram: a
quantidade de dimenso˜es (d) a serem representadas e a quantidade de e´pocas
de treinamento (e). Ja´ no KNN, optou-se pela utilizac¸a˜o do nu´mero de vi-
zinhos (k) a serem analisados. As estatı´sticas analisadas dos experimentos
foram o RMSE e o tempo de processamento.
Iniciou-se os experimentos com o algoritmo SVD utilizando 10 di-
menso˜es e 12 e´pocas. Este experimento gerou recomendac¸o˜es 1,47% piores
que as do CineMatch. Optou-se enta˜o pelo ajuste do nu´mero de e´pocas. A
Figura 7 mostra a relac¸a˜o do aumento do nu´mero de e´pocas com o aumento
da precisa˜o do algoritmo. Ao aumentarmos o nu´mero de e´pocas para mais de
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120, notou-se que o RMSE estabilizou. Isto se deve ao fato de que grande
parte das atualizac¸o˜es dos gradientes na˜o atingiam o nu´mero de e´pocas esta-
belecido, pois o RMSE comec¸ava a aumentar e enta˜o o algoritmo interrompia
o treinamento (early stopping). Portanto, fixou-se o nu´mero de e´pocas em
120 e novos experimentos com o aumento do nu´mero de dimenso˜es foram
iniciados.
Figura 7: Ajuste do nu´mero de e´pocas (d=10)
A Figura 8 mostra o ajuste do nu´mero de caracterı´sticas (ou di-
menso˜es) a ser buscadas pelo algoritmo. Ao aumentarmos o nu´mero de
dimenso˜es para 32, e posteriormente 64, o algoritmo passou a apresentar
valores de RMSE mais baixos e melhorias mais significativas com relac¸a˜o
ao algoritmo de refereˆncia da competic¸a˜o. O valor de 256 dimenso˜es apre-
sentou um resultado de RMSE muito bom, pore´m o tempo computacional
aumentou bastante. Experimentos com mais de 256 dimenso˜es na˜o surtiram
grandes efeitos. Portanto, estima-se que 256 dimenso˜es sa˜o estatisticamente
representativas no volume de dados utilizado nas experimentac¸o˜es. Em
outras palavras, estima-se que existam 256 caracterı´sticas que fazem com
que grupos de usua´rios avaliem de forma parecida grupos de itens.
A Tabela 3 conte´m os resultados, ordenados de maneira decrescente
de acordo com a melhoria sob o algoritmo refereˆncia, dos experimentos rea-
lizados com o algoritmo SVD.
Ao realizar experimentos com o algoritmo de comparac¸a˜o baseado em
KNN, chega-se a` conclusa˜o de que o melhor algoritmo experimentado possui
k igual a 23 e RMSE de 0,9253, o que representa 2,85% de melhoria sob o
algoritmo de refereˆncia da competic¸a˜o (BERNARTT, 2008). A Tabela 4 conte´m
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Figura 8: Ajuste do nu´mero de caracterı´sticas (e=120)
os resultados dos experimentos realizados com o algoritmo KNN.
Portanto, o melhor resultado com o algoritmo KNN foi de 2,85% e
o melhor resultado com o algoritmo SVD foi de 3,72%, uma diferenc¸a de
0,87% a mais para o algoritmo SVD.
Resolveu-se enta˜o juntar os dois algoritmos atrave´s de uma me´dia pon-
derada do resultado de ambos. Ou seja, atribuiu-se um peso para o algoritmo
SVD, outro peso para o algoritmo KNN e calculou-se uma me´dia ponderada
de cada predic¸a˜o. Foram realizados diversos experimentos com pesos dife-
rentes e chegou-se ao melhor resultado de 60% para o SVD e 40% para o
KNN. Desta forma, se o SVD preveˆ, por exemplo, a nota 2 e o KNN preveˆ a
nota 4, a nota final predita seria de 2,8 (0,6×2+0,4×4).
Ao combinar os algoritmos atrave´s da me´dia ponderada dos resultados
obtidos pelo algoritmo SVD, representados pela Tabela 3, com os resultados
obtidos pelo algoritmo KNN, representados pela Tabela 4, obteve-se os resul-
tados apresentados na Tabela 5.
A melhor combinac¸a˜o do algoritmo KNN com o SVD alcanc¸ou o
RMSE de 0,9016, o menor obtido nas experimentac¸o˜es e que representa uma
melhoria de 5,34% sob o algoritmo de refereˆncia da competic¸a˜o. A Figura 9
mostra um gra´fico comparativo entre todos os experimentos realizados com o
algoritmo SVD, KNN e o algoritmo que combina SVD com KNN.
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Tabela 3: Experimentos realizados com o algoritmo SVD
Algoritmo Paraˆmetros Tempo Probe
RMSE
Qualifying
RMSE
Melhoria
sob re-
fereˆncia
SVD d=400, e=120 32 horas 0,9220 0,9169 3.74%
SVD d=256, e=120 18 horas 0,9223 0,9171 3,72%
SVD d=64, e=120 48 minutos 0,9298 0,9264 2,74%
SVD d=32, e=120 32 minutos 0,9423 0,9347 1,87%
SVD d= 10, e=200 24 minutos 0,9599 0,9511 0,15%
SVD d= 10, e=120 23 minutos 0,9601 0,9512 0,14%
SVD d= 10, e=60 21 minutos 0,9682 0,9615 -0,94%
SVD d= 10, e=12 15 minutos 0,9717 0,9665 -1,47%
Tabela 4: Experimentos realizados com o algoritmo KNN
Algoritmo Paraˆmetros Tempo Probe
RMSE
Qualifying
RMSE
Melhoria
sob re-
fereˆncia
KNN k=23 50 minutos 0,9073 0,9253 2,85%
KNN k=25 50 minutos 0,9075 0,9258 2,80%
KNN k=40 50 minutos 0,9073 0,9259 2,79%
KNN k=30 50 minutos 0,9082 0,9260 2,78%
KNN k=22 50 minutos 0,9073 0,9265 2,73%
KNN k=20 50 minutos 0,9072 0,9270 2,67%
KNN k=19 50 minutos 0,9073 0,9273 2,64%
5.6 Ana´lise dos resultados
Os experimentos mostram que o algoritmo baseado em SVD, quando
executado com um grande nu´mero de dimenso˜es, produz resultados com me-
nor RMSE do que o KNN. Entretanto, SVD com d grande necessita de muito
tempo de processamento.
No caso do KNN, a variac¸a˜o do paraˆmetro K resultou em um impacto
pequeno no RMSE obtido. Ale´m disso, o tempo de processamento e´ pratica-
mente constante devido a` pro´pria natureza do algoritmo.
Nota-se tambe´m que a combinac¸a˜o obtida atrave´s da me´dia ponderada
dos resultados do SVD com os resultados do KNN geraram uma melhoria
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Tabela 5: Experimentos realizados com o algoritmo hı´brido (KNN+SVD)
Algoritmo Paraˆmetros Tempo Probe
RMSE
Qualifying
RMSE
Melhoria
SVD d=256, 18 horas 0,9029 0,9016 5,34%
+ KNN e=120,k=23
SVD d=400, 32 horas 0,9033 0,9020 5,30%
+ KNN e=120,k=25
SVD d=64, 50 minutos 0,9126 0,9113 4,32%
+ KNN e=120,k=40
SVD d=32, 50 minutos 0,9200 0,9187 3,54%
+ KNN e=120,k=30
SVD d=10, 50 minutos 0,9254 0,9241 2,98%
+ KNN e=120,k=22
SVD d=10, 50 minutos 0,9355 0,9342 1,92%
+ KNN e=60,k=20
SVD d=10, 50 minutos 0,9431 0,9418 1,12%
+ KNN e=12,k=19
muito boa na precisa˜o. Isto ocorre porque muitas vezes os padro˜es na˜o iden-
tificados por um algoritmo sa˜o identificados pelo outro e vice-versa. Ou seja,
os algoritmos provavelmente sa˜o complementares com relac¸a˜o a detecc¸a˜o de
padro˜es.
Neste capı´tulo foi apresentado os experimentos realizados com o algo-
ritmo SVD proposto, com um algoritmo KNN e com um algoritmo misto dos
anteriores. A abordagem combinada das te´cnicas resultou em uma melhoria
bastante significativa na precisa˜o.
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Figura 9: Gra´fico comparativo da precisa˜o dos algoritmos experimentados
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6 CONCLUSO˜ES
Violeˆncia e´ o u´ltimo refu´gio do incompetente.
— Isaac Asimov
Este trabalho apresenta um algoritmo SVD para filtragem colabora-
tiva que utiliza diversas abordagens presentes na literatura e algumas novas
propostas. Tal algoritmo utiliza a te´cnica do gradiente-descendente para pro-
cessar o SVD. A func¸a˜o de erro utilizada (MA, 2008) leva em considerac¸a˜o
alguns coeficientes de regularizac¸a˜o (PATEREK, 2007), que tentam evitar o
overfitting.
O treinamento das caracterı´sticas e´ feito individualmente e de maneira
incremental. Ou seja, ao analisar cada avaliac¸a˜o do conjunto de treinamento,
apenas os vetores de caracterı´sticas do usua´rio e do item em questa˜o sa˜o atu-
alizados.
Este trabalho propo˜e uma nova forma de inicializac¸a˜o das matrizes
de fatorac¸a˜o. Com esta inovac¸a˜o, a convergeˆncia do algoritmo ocorre mais
rapidamente, ale´m de melhorar a efica´cia do mesmo. Os resultados prelimi-
nares deste trabalho foram publicados na Confereˆncia Latino Americana de
Informa´tica 2009 (BOSCO et al., 2009).
Este algoritmo foi implementado e validado usando o benchmark da
competic¸a˜o Netflix Prize, atingindo uma melhoria de 3,60% sobre o algo-
ritmo refereˆncia do concurso. Participaram do concurso Netflix Prize 51.051
pesquisadores, 41.305 equipes de 186 paı´ses diferentes. Destas equipes, ape-
nas 5.169 (12,51%) conseguiram uma submissa˜o va´lida com RMSE menor
que a refereˆncia do campeonato. Apenas 2,3% das equipes participantes con-
seguiram uma classificac¸a˜o melhor do que a obtida pelo algoritmo proposto
neste trabalho.
O Netflix Prize foi o maior concurso ja´ realizado na a´rea de sistemas
de recomendac¸a˜o e proporcionou um grande avanc¸o desta a´rea no mundo,
com diversos artigos sobre o assunto sendo publicados e novas empresas na
a´rea de sistemas de recomendac¸a˜o sendo formadas.
O autor deste trabalho juntamente com o engenheiro de automac¸a˜o
Joa˜o Bernartt, autor do algoritmo KNN utilizado nos experimentos (BER-
NARTT, 2008), fundaram a Chaordic Systems S.A. (CHAORDIC, 2010), em-
presa focada em soluc¸o˜es de personalizac¸a˜o em massa. O algoritmo apre-
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sentado neste trabalho faz parte do conjunto de algoritmos utilizados pela
empresa para prover recomendac¸o˜es a seus clientes.
O algoritmo tambe´m foi utilizado em conjunto com outro algoritmo
da empresa no Netflix Prize e o melhor resultado obtido foi um RMSE de
0.9016, representando uma melhoria de 5.34% sob o algoritmo refereˆncia do
concurso. Este resultado coloca o time na posic¸a˜o 398 do ranking, havendo
apenas 0.9% de participantes com uma melhor colocac¸a˜o, como pode ser
visto em destaque na Figura 10 (NETFLIX, 2010).
Figura 10: Ranking final do Netflix Prize
A aprendizagem teo´rica necessa´ria para o desenvolvimento deste tra-
balho foi grande, ja´ que na˜o era um assunto dominado pelo autor desta
dissertac¸a˜o. Entretanto, a maior dificuldade encontrada durante a elaborac¸a˜o
deste trabalho foi a implementac¸a˜o do algoritmo. Desenvolver algoritmos de
data mining que funcionam com um grande volume de dados na˜o e´ algo tri-
vial. E´ necessa´rio fazer a ana´lise assinto´tica de complexidade dos algoritmos,
sempre equilibrando a relac¸a˜o do tempo de processamento com a memo´ria
utilizada pelo programa. Ale´m disso, nem sempre e´ possı´vel reutilizar bi-
bliotecas de software ja´ prontas, pois as mesmas na˜o foram construı´das para
serem utilizadas neste contexto.
Os primeiros algoritmos desenvolvidos neste trabalho levariam anos
para executar e foi necessa´rio muito trabalho de otimizac¸a˜o sobre eles
para atingirmos o resultado apresentado no capı´tulo 5. A dificuldade de
implementac¸a˜o deste tipo de algoritmo pode ser evidenciada pela quantidade
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de submisso˜es va´lidas enviadas ao Netflix Prize. Apenas 12.51% dos par-
ticipantes conseguiram fazer uma submissa˜o de um resultado qualquer ao
concurso (NETFLIX, 2010).
Apesar de ter atingido uma boa colocac¸a˜o na competic¸a˜o, o algoritmo
tem ainda muito o que melhorar.
6.1 Trabalhos futuros
O tempo de resposta do algoritmo e´ bastante elevado. A utilizac¸a˜o de
uma estrate´gia de paralelizac¸a˜o do algoritmo pode melhorar muito a eficieˆncia
do mesmo.
Apesar de ter sido implementado para funcionar com diferentes bases
de dados, o algoritmo so´ foi testado no contexto do Netflix Prize. Para se
ter uma noc¸a˜o de qua˜o gene´rico e´ o mesmo, e´ necessa´rio testa´-lo com outras
bases de dados, possivelmente em diferentes domı´nios tambe´m.
O treinamento do algoritmo foi realizado sobre os dados de avaliac¸o˜es
puras, na˜o sendo utilizado qualquer tipo de pre´-processamento destes
dados. A aplicac¸a˜o de normalizac¸o˜es ja´ provaram ser eficientes pre´-
processadores em filtragem colaborativa (BELL; KOREN, 2007). Com este tipo
de normalizac¸a˜o poderia-se, por exemplo, evitar efeitos estranhos que podem
ocorrer com usua´rios muito rigorosos em suas avaliac¸o˜es.
Os experimentos tambe´m podem ser melhorados. A escolha de quais
paraˆmetros devem ser ajustados foi realizada de forma empı´rica e sem um
me´todo bem definido. Te´cnicas de realizac¸a˜o de experimentos podem ajudar
na escolha dos melhores paraˆmetros (WU; HAMADA, 2009).
A forma de combinac¸a˜o do algoritmo com outros algoritmos tambe´m
pode ser melhorada. A escolha dos pesos utilizados na me´dia ponderada das
predic¸o˜es das avaliac¸o˜es foi realizada de forma empı´rica. Um trabalho de
otimizac¸a˜o destes pesos poderia melhorar bastante o resultado dos algorit-
mos. Pode-se tambe´m utilizar outras estrate´gias de combinac¸a˜o dos algo-
ritmos, como por exemplo, executar o SVD sobre os resı´duos de um outro
algoritmo, visando identificar padro˜es na˜o identificados no primeiro.
Poderia-se tambe´m, em um trabalho futuro, combinar o algoritmo ba-
seado em SVD proposto com uma outra abordagem baseada em conteu´do.
Tal combinac¸a˜o seria interessante para combater o problema do “inı´cio-frio“.
Uma outra possibilidade de melhoria da efica´cia do algoritmo seria
o uso de te´cnicas para se evitar mı´nimos-locais, como o uso da te´cnica de
”teˆmpera simulada“ (KIRKPATRICK, 1984), por exemplo.
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6.2 Trabalhos relacionados
Existem alguns outros trabalhos que utilizam SVD com grandes ba-
ses de dados em filtragem colaborativa. Funk (2006) propo˜e um algoritmo
baseado em SVD no qual as caracterı´sticas sa˜o treinadas uma de cada vez.
Ale´m disso, em seu trabalho, a inicializac¸a˜o do modelo de treinamento e´ feita
com valores fixos (0,1), o que certamente torna o treinamento um pouco de-
morado. Para evitar overfitting, e´ utilizado coeficientes de regularizac¸a˜o. No
algoritmo proposto neste trabalho, os coeficientes de regularizac¸a˜o sa˜o divi-
didos por dois para facilitar a derivada e no trabalho de Funk o coeficiente e´
usado diretamente.
O autor tambe´m faz experimentos com modelos na˜o lineares. Usando
uma func¸a˜o sigmo´ide, ele consegue modelar alguns padro˜es na˜o lineares nas
prefereˆncias dos usua´rios. Em suas experimentac¸o˜es no Netflix Prize, por
exemplo, o autor descobre que predic¸o˜es de avaliac¸o˜es baixas sa˜o mais im-
pactantes que previso˜es de avaliac¸o˜es altas e a func¸a˜o sigmo´ide utilizada pode
modelar este padra˜o melhor que uma func¸a˜o linear.
Ma (2008) em sua tese de mestrado propo˜e o algoritmo CSVD
(Compound SVD). Tal algoritmo utiliza uma func¸a˜o de erro com coefici-
entes de regularizac¸a˜o exatamente iguais aos utilizados por este trabalho.
Entretanto, o autor incorpora bias e restric¸o˜es nos vetores de usua´rios e de
itens. Esta estrate´gia mostrou-se eficaz nas bases de dados utilizadas durante
as experimentac¸o˜es realizadas pelo autor. A inicializac¸a˜o do modelo de
treinamento e´ feita de maneira similar a` proposta neste trabalho. Entretanto,
Ma Chih-Chao inicializa as matrizes de treinamento de usua´rios e de ı´tens de
maneira igual, o que torna o tempo de treinamento necessa´rio para se obter
bons resultados maior que o tempo necessa´rio pela abordagem apresentada
neste trabalho.
O autor ainda compara diversas formas de treinamento do algoritmo
proposto: O treinamento em batelada analisa todos os dados de treinamento
para enta˜o calcular o gradiente e atualizar o modelo. Esta estrate´gia gera
predic¸o˜es precisas, mas o tempo de processamento e´ proibitivo. A estrate´gia
incremental incompleta atualiza o modelo assim que todas as avaliac¸o˜es de
um usua´rio forem analisadas, o que acaba por acelerar o treinamento. Uma
alternativa mais extrema e´ o treinamento incremental completo, que atualiza
o modelo assim que cada avaliac¸a˜o for analisada. O autor conclui em seus
experimentos que o treinamento incremental completo possui o maior custo-
benefı´cio.
Zhang et al. (2005b) utiliza SVD em filtragem colaborativa de uma
6.2 Trabalhos relacionados 75
maneira diferente das apresentadas anteriormente. Ao autores utilizam a
estrate´gia de Expectation-Maximization (EM) com SVD para se encontrar
um modelo de baixa dimensionalidade que maximiza a func¸a˜o de log-
verossimilhanc¸a (DEMPSTER; LAIRD; RUBIN, 1977) dos ratings em sistemas de
recomendac¸a˜o.
EM e´ um algoritmo iterativo que consiste basicamente em duas etapas:
Expectation e Maximization. Na primeira etapa, e´ feito uma estimativa da
func¸a˜o de log-verossimilhanc¸a usando os paraˆmetros atuais do modelo de
predic¸a˜o e na segunda etapa tais paraˆmetros sa˜o atualizados de maneira a
maximizar a func¸a˜o encontrada na primeira etapa. Entretanto, ao usar esta
estrate´gia, deve-se calcular o SVD para cada iterac¸a˜o do EM. Para reduzir o
custo computacional requerido, os autores usam EM para reduzir a matriz de
avaliac¸o˜es e enta˜o o SVD e´ aplicado apenas a` esta matriz menor.
Nas duas primeiras abordagens apresentadas anteriormente, o pro-
blema da esparsidade e´ tratado utilizando-se um algoritmo de SVD incre-
mental baseado no ca´lculo do gradiente-descentende de uma func¸a˜o de erro,
ou seja, a esparsidade da matriz pode ser ignorada pois o algoritmo e´ incre-
mental e em cada etapa de treinamento existe uma aproximac¸a˜o densa da
matriz esparsa. A u´ltima abordagem apresentada utiliza EM para gerar uma
matriz reduzida e completa. Neste caso, pode-se calcular o SVD atrave´s de
te´cnicas convencionais, como o algoritmo Gram Schmidt (CH et al., 1992), por
exemplo, ja´ que o SVD sera´ aplicado a matriz gerada pelo EM e esta na˜o e´
esparsa.
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