Abstract. In this paper we combine the dual-mixed finite element method with a Dirichlet-toNeumann mapping (given in terms of a boundary integral operator) to solve linear exterior transmission problems in the plane. As a model we consider a second order elliptic equation in divergence form coupled with the Laplace equation in the exterior unbounded region. We show that the resulting mixed variational formulation and an associated discrete scheme using Raviart-Thomas spaces are well posed, and derive the usual Cea error estimate and the corresponding rate of convergence. In addition, we develop two different a-posteriori error analyses yielding explicit residual and implicit Bank-Weiser type reliable estimates, respectively. Several numerical results illustrate the suitability of these estimators for the adaptive computation of the discrete solutions.
the corresponding DtN mapping either depends on a boundary integral operator or is expressed in terms of a Fourier-type series expansion. Now, in [16] we utilized the DtN mapping from [29] together with our dual-mixed finite element method from [25] to analyze an exterior transmission problem in hyperelasticity. Then, in [22] we combined a modified dual-mixed FEM with the DtN mapping from [20] and [30] to study the solvability of a nonlinear elliptic equation in divergence form coupled with the Laplace equation in an unbounded region of the plane. This modified dual-mixed method, which is based on the Hu-Washizu principle from elasticity, leads to two-fold saddle point operator equations, which are also called dual-dual mixed formulations (see [17, 18] ).
On the other hand, in order to guarantee a good rate of convergence of the discrete solutions, one usually applies a mesh-refinement algorithm based on a suitable a-posteriori error analysis. To this respect, concerning the combination of the usual FEM with BEM, we may refer to [10, 13, 14] , where mainly reliable a-posteriori error estimates are provided. More recently, this kind of result has been extended to the coupling of dual-mixed FEM and BEM for linear and nonlinear problems (see [5, 6, 12, 19, 21, 23] ). Here, the estimates for the linear problems are of explicit residual type, and those for the nonlinear ones are based on the classical Bank-Weiser implicit approach. Up to the authors's knowledge, there is no further contributions in this direction for the combination of dual-mixed FEM with either BEM or DtN mappings.
The main purpose of the present work is to derive explicit and implicit reliable a-posteriori error estimates for linear exterior problems in the plane, whose variational formulations are obtained by the combination of dual-mixed FEM with DtN mappings. As a model, we consider the exterior transmission problem from potential theory studied in [32] (see also [12, 21, 24] ). In addition, we use the DtN mapping from [20, 30] , which is given in terms of the hypersingular boundary integral operator for the Laplacian. The rest of the paper is organized as follows. In Section 2 we introduce the model problem, derive the associated mixed variational formulation, and prove the corresponding solvability and continuous dependence results. Actually, this is done through an equivalent formulation arising from a direct sum decomposition of one of the unknowns. In Section 3 we use Raviart-Thomas spaces to define the discrete scheme, show that it is stable and uniquely solvable, obtain the Cea error estimate, and state the associated rate of convergence. Then, a reliable a-posteriori error estimate of explicit residual type is derived in Section 4. Our analysis here follows very closely the techniques from [12, 21] . In Section 5 we apply a Bank-Weiser type a-posteriori error analysis and provide a reliable estimate that depends on the solution of local problems. An explicit estimate, based on bounds of these local solutions and a suitable averaging technique, is also deduced in this section. Finally, several numerical experiments illustrating the efficiency of these estimators for the adaptive computation of the discrete solutions are given in Section 6. In what follows, the symbols C,C, andC are used to denote generic positive constants with different values at different places.
The model problem
Let Ω 0 be a bounded and simply connected domain in R 2 with Lipschitz-continuous boundary Γ 0 . Also, let Ω 1 be the annular domain bounded by Γ 0 and another Lipschitz-continuous closed curve Γ 1 whose interior region contains Ω 0 . Then, given f 1 ∈ L 2 (Ω 1 ), g ∈ H 1/2 (Γ 0 ) and a matrix valued function κ 1 ∈ C(Ω 1 ), we consider the exterior transmission problem: Find u 1 ∈ H 1 (Ω 1 ) and
where n := (n 1 , n 2 ) T denotes the unit outward normal to Γ 1 . We assume that κ 1 induces a strongly elliptic differential operator, that is there exists α 1 > 0 such that
We now introduce a sufficiently large circle Γ with center at the origin such that its interior region contains Ω 0 ∪ Ω 1 . Then we let Ω 2 be the annular region bounded by Γ 1 and Γ, put Ω := Ω 1 ∪ Γ 1 ∪ Ω 2 , and define the global unknown u := u 1 in Ω 1 u 2 in Ω 2 , the data f := f 1 in Ω 1 0 in Ω 2 , and the flux variable σ := κ ∇u in Ω,
where κ := κ 1 in Ω 1 I in Ω 2 , and I denotes the identity matrix.
Next, we apply the boundary integral equation method in the region exterior to the circle Γ, and obtain the following Dirichlet-to-Neumann mapping (see [20, 30] )
where ν is the unit outward normal to ∂Ω := Γ 0 ∪ Γ, λ := u| Γ is a further unknown, and W is the hypersingular boundary integral operator. We remark that if Γ is choosen as a polygonal boundary instead of a circle, then we would need all the boundary integral operators to express σ · ν in terms of λ. The advantage of using a circle in this case lies on the simplicity of the resulting Dirichlet-to-Neumann mapping (3) .
We recall here that W is the linear operator defined by
where ν(z) stands for the unit outward normal at z ∈ Γ, and E(x, y) := − 1 2π log ||x − y|| is the fundamental solution of the two-dimensional Laplacian. It is well known that W maps continuously
, and that there exists α 2 > 0 such that
where
In addition, W(1) = 0 and W is symmetric in the sense that W(µ),
) inner product. In this way, the model problem (1) is reformulated as a boundary value problem in Ω with the nonlocal boundary condition (3) . Hence, by performing the usual integration by parts procedure in Ω, we find that the corresponding mixed variational formulation reads:
, and the bilinear forms A : H × H → R and B : H × Q → R are defined as follows:
for all (σ, λ),
At this point we recall that
(Ω), which, provided with the inner product
becomes a Hilbert space. In addition, for all τ ∈ H(div; Ω), τ · ν| Then we write λ =λ + p, withλ ∈ H 1/2 0 (Γ), p ∈ R, and consider the alternative formulation:
Then we have the following result.
Theorem 2.1. Problems (5) and (8) are equivalent. More precisely:
Proof. Let ((σ, λ), u) ∈ H × Q be a solution of (5), where λ :=λ + p, withλ ∈ H 1/2 0 (Γ) and p ∈ R, and consider
Now, taking µ = 1 and τ = 0 in the first equation of (5), and using the symmetry of W and the fact that W(1) = 0, we find that σ · ν, 1 Γ = 0, and hencẽ
This equation and (10) prove that ((σ,λ), (u, p)) ∈H ×Q is a solution of (8) .
Conversely, let ((σ,λ), (u, p)) ∈H ×Q be a solution of (8) , and define λ :=λ + p. Taking v = 0 and q = 1 in the second equation of (8), we deduce that σ · ν, 1 Γ = 0. Then we consider ((τ , µ), v) ∈ H × Q, such that µ :=μ + q, withμ ∈ H 1/2 0 (Γ) and q ∈ R, and observe that
Also, according to the second equation in (8), we find that
which, together with (11), shows that ((σ, λ), u) ∈ H × Q is a solution of (5).
In virtue of Theorem 2.1, from now on we concentrate on the equivalent problem (8) . The corresponding continuous and discrete analyses are based on the classical Babuška-Brezzi theory.
At this point we remark, which is easy to prove, that the bilinear forms A, B, andB are all bounded. We end this section with the following theorem providing the unique solvability and the continuous dependence result for the mixed variational formulation (8) (and hence also for (5)).
Theorem 2.2.
There exists a unique ((σ,λ), (u, p)) ∈H ×Q solution of (8) . Moreover, there exists C > 0, independent of the solution, such that
Proof. We first prove the continuous inf-sup condition forB. Thus, given (v, q) ∈Q := L 2 (Ω) × R, we let z ∈ H 1 (Ω) be the weak solution of the mixed boundary value problem:
for which one can easily show that ||z||
Then we set τ 0 := −∇z and observe that
where β depends on |Γ| andC. We now letṼ be the kernel of the operator induced by the bilinear formB, that is
It follows, using (6), (2) , and (4), that A is strongly coercive onṼ , that is, for all (τ ,μ) ∈Ṽ it holds
where α depends on α 1 and α 2 . Finally, a straightforward application of the abstract Theorem 1.1 in Chapter II of [8] completes the proof.
The discrete scheme
Hereafter we assume, for simplicity, that Γ 0 and Γ 1 are polygonal boundaries. In order to discretize the circle Γ, we proceed similarly as in [22] . This means that given n ∈ N, we let 0 = t 0 < t 1 < · · · < t n = 2π be a uniform partition of [0, 2π] with t j+1 − t j =h = 2π n for j ∈ {0, 1, ..., n − 1}. In addition, we let z : [0, 2π] → Γ be the parametrization of the circle Γ given by z(t) := r (cos(t), sin(t))
T for all t ∈ [0, 2π]. We denote by Ωh the annular domain bounded by Γ 0 and the polygonal line Γh whose vertices are {z(t 1 ), z(t 2 ), ..., z(t n )}· Then we let Th be a regular triangulation of Ωh by triangles T of diameter h T such that h := sup T ∈Th h T . We assume that for each T ∈ Th, either T ⊆ Ω 1 or T ⊆ Ω 2 . Then, we replace each triangle T ∈ Th with one side along Γh, by the corresponding curved triangle with one side along Γ. In this way, we obtain from Th a triangulation T h of Ω made up of straight and curved triangles.
Next, we consider the canonical triangle with verticesP 1 = (0, 0)
T as a reference triangleT , and introduce a family of bijective mappings {F T } T ∈T h , such that F T (T ) = T . In particular, if T is a straight triangle of T h , then F T is the affine mapping defined by F T (x) = B Tx + b T , where B T , a square matrix of order 2, and b T ∈ R 2 depend on the vertices of T . On the other hand, if T is a curved triangle with vertices P 1 , P 2 and P 3 , such that P 2 = z(t j−1 ) ∈ Γ and x 2 ) ∈T , where
We now let J(F T ) and D(F T ) denote, respectively, the Jacobian and the Frêchet differential of the mapping F T . Then we summarize their main properties in the following lemma.
Lemma 3.1. There exists
does not vanish in a neighborhood ofT , and there exist positive constants C i , i ∈ {1, ..., 5}, independent of T and h, such that for all T ∈ T h there hold
and
Proof. See Theorem 22.4 in [36] .
, and given a non-negative integer k and a subset S of R or R 2 , P k (S) denotes the space of polynomials defined on S of degree ≤ k.
We now introduce the lowest order Raviart-Thomas spaces. For this purpose, we first let
and for each triangle T ∈ T h , we put
Then, we define the finite element subspaces for the unknowns σ, λ, and u, as follows:
with
Thus, we set
and state the Galerkin scheme associated with the continuous problem (5) as:
Next, similarly as for the continuous problem, we introduce an alternative formulation, which is the discrete analogue of (8) . To this end, we define
and consider the Galerkin scheme:
Then we have the following result. (18) and (20) are equivalent. More precisely: (18) with
Theorem 3.2. Problems
Proof. It is similar to the proof of Theorem 2.1 since it is based on the decomposition
Our next goal is to show that the Galerkin scheme (20) is stable and uniquely solvable. To this end, we consider first the equilibrium interpolation operator
2 → H σ h , which, according to the Piola transformation used in (14) , is given by (see, e.g. [8, 34] )
is the local equilibrium interpolation operator on the reference triangleT .
Lemma 3.3. There exists
Proof. Using the change of variable x = F T (x), we find that
where · 2 is the usual euclidean norm for both vectors and matrices in R 2 and R 2×2 , respectively. Now, since |J(
, and because of the approximation property ofÊ, we deduce from (23) that
with a constantĈ > 0, depending only onT . Next, applying the corresponding norm estimates for J(F T ) and (DF T ) −1 (see again Lem. 3.1), changing back the variablex by F
−1
T (x), and using chain rule in the term |τ
On the other hand, we know from the conmuting diagram property on the reference triangleT that
Then we use the above inequality, identity (1.49) (cf. Lem. 1.5) in Chapter III of [8] , and Cauchy-Schwarz's inequality, to find that
Then, applying the inequalities (1.40) (cf. Lem. 1.4) and (1.54) (cf. Lem. 1.6) in Chapter III of [8] , and the estimate for J(F T ) given in Lemma 3.1, we deduce that
Hence, summing up over all the triangles T ∈ T h in (25) and (27), we conclude, respectively, (21) and (22) .
We are now in a position to prove the discrete inf-sup condition for the bilinear formB.
Lemma 3.4. There exists β
SinceΩ, being the interior region of the circle Γ, is clearly convex, the usual regularity result (see, e.g. [27] ) implies that z ∈ H 2 (Ω) and
, and observe that divτ = v h in Ω,τ · ν = −q h on Γ, and
Further, it is easy to see that
Then, using the approximation property (21) and the estimate (22) (cf. Lem. 3.3), we find that
, which, using (28) and (29), implies
We now let P h be the orthogonal projection from L 2 (Ω) onto the finite element subspace Q h . Then, using the identity (1.49) (cf. Lem. 1.5) in Chapter III of [8] and the conmuting diagram property on the reference triangleT , similarly as we did in the proof of Lemma 3.3, we deduce that in this case there also holds
Next, since e E h (τ ) · ν e ds = eτ · ν e ds for all the edges e of T h , with ν e being the unit outward normal to e, and sinceτ
According to the above analysis we can write
where the last inequality follows from (30) . This finishes the proof.
We are now in a position to provide the stability and unique solvability of the Galerkin scheme (20) , and the corresponding Cea estimate. (20) . In addition, there exists C > 0, independent of h, such that
Theorem 3.5. There exists a unique ((σ
Proof. LetṼ h be the discrete kernel of the operator induced by the bilinear formB. It is easy to show, according to the definition ofB (cf. (9)) and Lemma 5.7 in [22] , that
and hence the bilinear form A is uniformly strongly coercive onṼ h . In this way, Lemma 3.4 and direct applications of the abstract Theorems 1.1 and 2.1 in Chapter II of [8] complete the proof.
We end this section with a result on the rate of convergence of the Galerkin scheme (20) . For this purpose, we recall the following approximation properties of the subspaces H σ h , H λ h,0 , and Q h , respectively (see, e.g. [2, 8, 31, 34] 
where P h is the orthogonal projection from L 2 (Ω) onto Q h .
Then we can establish the following theorem.
be the unique solutions of the continuous and discrete mixed formulations (8) and (20), respectively. Assume
Proof. It follows from the Cea estimate in Theorem 3.5, the above approximation properties, and suitable interpolation theorems in the Sobolev spaces.
An explicit residual A-POSTERIORI estimate
Let us first introduce some notations. We let E(T ) be the set of edges of T ∈ T h , and let E h be the set of all edges of the triangulation T h . Then we write
, where E h (Ω) := {e ∈ E h : e ⊆ Ω}, E h (Γ) := {e ∈ E h : e ⊆ Γ}, and similarly for E h (Γ 0 ). In what follows, h T and h e stand for the diameters of the triangle T ∈ T h and edge e ∈ E h , respectively. Also, given a vector-valued function τ := (τ 1 , τ 2 )
T defined in Ω, an edge e ∈ E(T ) ∩ E h (Ω), and the unit tangential vector t T along e, we let τ T be the restriction of τ to T , and let J[τ · t T ] be the corresponding jump across e, that is J[τ · t T ] := (τ T − τ T )| e · t T , where T is the other triangle of T h having e as edge. Here, the tangential vector t T is given by (−ν 2 , ν 1 ) T where ν T := (ν 1 , ν 2 ) T is the unit outward normal to ∂T . Finally, we let curl (τ ) be the scalar ∂τ2 ∂x1 − ∂τ1 ∂x2 · Next, we define the finite element space
and let I h : H 1 (Ω) −→ X h be the usual Clément interpolation operator (see [7, 15] ). The following lemma states the local approximation properties of I h . Lemma 4.1. There exist positive constants C 1 and C 2 , independent of h, such that for all ϕ ∈ H 1 (Ω) there holds
where ∆(T ) := ∪{T ∈ T h : T ∩ T = ∅}, and ∆(e) := ∪{T ∈ T h : T ∩ e = ∅}·
Proof. See Theorem 4.1 in [7] .
The main goal of the present section is to prove the following theorem providing a reliable a-posteriori error estimate. ((σ,λ), (u, p) ) ∈H ×Q and ((σ h ,λ h ), (u h , p h ) ) ∈H h ×Q h be the unique solutions of the continuous and discrete formulations (8) and (20), respectively. Assume that the Dirichlet data g ∈ H 1 (Γ 0 ) and that κ 1 ∈ C 1 (Ω 1 ). Then there exists C > 0, independent of h, such that
Theorem 4.2. Let
where for any triangle T ∈ T h we define
In order to prove Theorem 4.2, we need some preliminary results. We begin with the following technical lemma.
Lemma 4.3. Letσ
, where σ * := ∇z and z ∈ H 1 (Ω) is the weak solution of:
Proof. It follows similarly as the proof of Lemma 4.2 in [21] . We refer to [4] for details. Now, we can give an a-posteriori error estimate for (σ − σ h ) and (λ −λ h ) through the following theorem. 
where for any triangle T ∈ T h we define 
, it follows easily, using the mapping properties of W, that ξ h ∈ L 2 (Γ). Now, applying integration by parts, we obtain
which, replaced back into (37), yields 
It is easy to see that
and from Lemma 4.1 it follows that
Using the property ξ h , 1 Γ = 0, the above inequality, and the fact that the number of triangles in ∆(e) is bounded (independently of h), we show that
In order to bound the remaining terms in (39) we apply Cauchy-Schwarz's inequality, Lemma 3.4, and the fact that the number of triangles in ∆(T ) is also bounded. Thus, we find that
Also, we observe that
, which shows that the third term on the right hand side of the inequality in Lemma 4.3 vanishes.
For the remaining term on Γ 0 we note that
which, applying Lemma 4.1, leads to
Therefore, using (39), (41), (42), (43), (44), (45) and (46), we deduce that
. Now, since Ω ϕ dx = 0 , we obtain from (47) and (40),
Hence, in virtue of Lemma 4.3 and the continuous dependence result given by the estimate ||σ
which ends the proof.
In order to complete our a-posteriori error estimate, we need to provide the estimate for (u−u h ) and (p−p h ). For this purpose, the following lemma is necessary.
Lemma 4.5. For any τ ∈ H(div, Ω) there exists
with a constantC > 0, independent of τ .
Proof.
We proceed similarly as the proof of Lemma 4.4 in [21] . Let O be the convex domain whose boundary is the circle Γ, that is O :=Ω 0 ∪ Ω. Then, given τ ∈ H(div; Ω) we consider the functionf ∈ L 2 (O) defined bỹ
Since Of dx− τ ·ν, 1 Γ = 0, we deduce that the weak solution
and O z dx = 0, is uniquely determined. In addition, a classical regularity result and the trace theorem in H(div; Ω) imply that z ∈ H 2 (O) and
Thus, we put r τ := ∇z| Ω and observe that r τ ∈ [H 1 (Ω)] 2 , div (r τ ) =f = div τ in Ω, and r τ · ν,
which completes the proof of the lemma.
The a-posteriori error estimate for (u − u h , p − p h ) ∈Q is established now.
Theorem 4.6. There exists C > 0, independent of h, such that
Proof. The continuous inf-sup condition forB (cf. proof of Th. 2.2) yields the inequality
Now, given τ ∈ H(div; Ω) we consider the function r τ provided by Lemma 4.5 and note that
which, according to the first equation of (8), gives
Similarly, using now the properties of the operator E h , we easily deduce that
which, in virtue of the first equation of (20), yields
Then, by replacing (51) and (52) back into (50), we obtain
We now bound the terms on the right hand side of (53). First, the boundedness of A, Theorem 4.4, and Lemma 4.5 imply that
Next, since E h satisfies e E h (r τ ) · ν ds = e r τ · ν ds for all e ∈ E h , we deduce that
where S h is the space of piecewise constant functions on the partition of Γ 0 induced by the triangulation T h , and hence
for all s h ∈ S h . But, with the same interpolation results used in the proof of Theorem 4.5 in [21] , we can prove that
where T e is the triangle to which e belongs, andC, a constant independent of h, may depend on the minimum angle of T h . In this way, (55), (56), Cauchy-Schwarz's inequality, and Lemma 4.5 lead to
whereĝ h | e := 1 he e g ds for all e ∈ E h (Γ 0 ). In order to bound the first term on the right hand side of (53), we recall from (25) that
Thus, applying Cauchy-Schwarz's inequality, (58) with ζ = r τ , Lemma 4.5, and following a similar analysis to the one yielding (57), we can show that
whereλ h | e := 1 he eλ h ds for all e ∈ E h (Γ). Therefore, by inserting (54), (57), and (59) back into (53), we conclude the required estimate.
Finally, the proof of Theorem 4.2, which is the main contribution of this section, follows straightforward from Theorems 4.4 and 4.6.
An implicit A-POSTERIORI estimate
In this section we apply a Bank-Weiser type procedure (similarly as in [19] and [23] ) to our model problem. For the classical Bank-Weiser's approach we refer to [3] . As a result of our analysis we obtain a second reliable a-posteriori error estimate of implicit type, which depends on the solution of local problems. In addition, we bound these local solutions, introduce a suitable averaging technique, and transform the original estimate into an explicit one.
We first need a symmetric, bounded, and strongly coercive bilinear form A on the spaceH := H(div; Ω) × H 1/2 0 (Γ). In particular, from now on we consider
Then, given the solutions ((σ,λ), (u, p)) ∈H ×Q and ((σ h ,λ h ), (u h , p h )) ∈H h ×Q h of the continuous and Galerkin schemes (8) and (20) , respectively, we define theH-Ritz projection of the error with respect to A, as the unique (σ,λ) ∈H such that
for all (τ , µ) ∈H. The existence of such a (σ,λ) is guaranteed by the fact that the right hand side of (61) (as a mapping acting on (τ , µ)) constitutes a linear and bounded functional onH. Now, given T ∈ T h and e ∈ E(T ), we denote by ·, · H(div;T ) the inner product of H(div; T ) and let ·, · ∂T be the duality pairing between H −1/2 (∂T ) and H 1/2 (∂T ) with respect to the L 2 (∂T )-inner product. In addition,
we let H 00 (e) with respect to the L 2 (e)-inner product. As before, ν T stands for the unit outward normal to ∂T .
The following theorem provides an important upper bound for the Ritz projection (σ,λ) ∈H.
for each T ∈ T h letσ T ∈ H(div; T ) be the unique solution of the local problem
Then there holds
Proof. We first observe from (8) that
and hence
for all (τ , µ) ∈H. Thus, since A is symmetric and strongly coercive onH, we have that
which, according to (65), becomes
On the other hand, the hypotheses on g andφ h imply, according to the Sobolev imbedding theorems, that
00 (e) for each e ∈ E h (Γ), whence
Further, we also get −
, which is then added to the quadratic functional J . In this way, recalling the definitions of A, A, andB, and using (69), we obtain
where τ T is the restriction τ | T ,
Theorem 5.2. Letφ h be as indicated in Theorem 5.1, and for each T ∈ T h letσ T ∈ H(div; T ) be the unique solution of the local problem (62). Then there exists C > 0, independent of h, such that
Proof. The continuous dependence result given by Theorem 2.2 is equivalent to stating that the variational formulation (8) satisfies a global inf-sup condition, which means that there existsC > 0 such that
in the above inequality, and using the definition of the Ritz projection (σ,λ) ∈H (cf. (61)), and the statements of the continuous and Galerkin schemes (8) and (20), we obtain that
Hence, using the properties of A, and applying Cauchy-Schwarz's inequality, we deduce that there existsC > 0 such that
, which, together with the upper bound (64), finishes the proof.
The following lemma provides a-priori estimates for the solution of the local problem (62). They will be used to show the quasi-efficiency of the estimate provided by Theorem 5.2, and also to deduce an explicit reliable a-posteriori error estimate based on a suitable averaging technique.
Lemma 5.3. Letφ h be as indicated in Theorem 5.1, and for each T ∈ T h letσ T ∈ H(div; T ) be the unique solution of the local problem (62). Then there exists C > 0, independent of h and T , such that
, where
Sinceφ h ∈ H 1 (Ω), we apply Gauss's formula to obtain
Then, replacing this expression back into (78), applying Cauchy-Schwarz's inequality, and using the fact that
, we arrive to (76).
On the other hand, given
which, replaced back into (78), yields (77) and ends the proof.
We show next that the reliable a-posteriori error estimate from Theorem 5.2 is quasi-efficient, that is, it is efficient up to a term depending on the traces of (u −φ h ) on the edges of T h . Indeed, we have the following lemma.
Lemma 5.4. Letφ h be as indicated in Theorem 5.1, and assume that
Further, there existsC > 0, independent of h, such that
Proof. From the second equation of (8) we get div σ = −f in Ω and σ · ν, 1 Γ = 0. In addition, from the first equation of (8) we deduce that κ −1 σ = ∇u in Ω, u =λ + p on Γ, u = g on Γ 0 , and 2 W(λ) + σ · ν = 0 on Γ. Then, applying Lemma 5.3 (cf. (77)) with z = u, we obtain that
Hence, (79) follows from (81) and the fact that
On the other hand, using that (2 W(λ) + σ · ν) = 0 on Γ, and applying the boundedness of W and the trace theorem in H(div; Ω), we obtain that
Finally, summing up in (79) over all T ∈ T h , and adding (82), we conclude (80) and finish the proof.
The quasi-efficiency provided by Lemma 5.4 is in agreement with the properties of the classical Bank-Weiser approach. In fact, it is well known that this a-posteriori error analysis only yields reliability, and that it is possible to obtain an explicit lower bound of the error through the utilization of a different estimator, usually of residual type.
Our next purpose is to bound the global quantity R Γ by computable local indicators on the edges e ∈ E h (Γ). Indeed, we have the following lemma.
Lemma 5.5. There exists
e and e are neighbour edges of Γ · Proof. We first observe from the definitions of the finite element subspaces H σ h and H λ h,0 (cf. (15) and (19) 
, and hence, a mapping property of W implies that ( 2W(λ h ) + σ h ·ν) ∈ L 2 (Γ). Now, taking τ h = 0 in the first equation of (20) , and (v h , q h ) = (0, 1) in the second one, we deduce, respectively, that 2W(λ h ) + σ h · ν,μ h Γ = 0 for allμ h ∈ H λ h,0 , and σ h · ν, 1 Γ = 0. Therefore, using the decomposition H 
Thus, a straightforward application of Theorem 2 in [11] yields the estimate (83) and ends the proof.
As a consequence of Theorem 5.2 and Lemma 5.5, we obtain the following result. 
It is important to remark here that the local problem definingσ T lives in the infinite dimensional space H(div; T ), and therefore, it can only be solved approximately by considering suitable finite dimensional subspaces. To this respect, as indicated in [1] , we suggest to apply the p or the h − p version.
Alternatively, we propose to utilize the upper bound (76) from Lemma 5.3 to derive a fully explicit reliable a-posteriori error estimate that does not require neither the exact nor any approximate solution of the local problem (62). More precisely, our main explicit reliable a-posteriori error estimate for the Galerkin scheme (20) is stated as follows. 
Proof. It follows directly from Theorem 5.6 and Lemma 5.3.
We end this section by setting an appropriate choice forφ h . As suggested by the quasi-efficiency result provided by Lemma 5.4, this function needs to be as close as possible to the exact solution u. Hence, we follow an averaging technique and defineφ h :Ω → R as the unique continuous function satisfying the following conditions.
1 all the triangles T ∈ T h to whichx belongs. Here, the weighting is according to the relative area of each triangle. Finally, we observe that for implementation purposes, the H 1/2 -norms appearing in the definition of the local indicatorsθ T can be bounded using an interpolation theorem. More precisely, given an edge e ∈ E h (Γ)∪E h (Γ 0 ), and a function ρ ∈ H 1 0 (e), we have 
Numerical results
We now provide several numerical results illustrating the performance of the discrete scheme (18) , and supporting the quality and efficiency of the a-posteriori error estimates given by (31, 32) and (84, 85). We emphasize, according to Theorem 3.2, that it suffices to solve (18) instead of the equivalent Galerkin scheme (20) .
For the geometry of the problem, we let Γ 0 (∂Ω 0 ) and Γ 1 be the boundaries of the squares with center As expected, the errors e for the adaptive refinements decrease considerably faster than for the uniform one. Also, it is observed in all cases that e is mainly dominated by the individual error e(σ). Further, the indices e/η and e/θ are always bounded above, which provides experimental evidences for the estimates (31) and (84). We note, at least for this example, that the adaptive algorithm based onθ is more efficient than the one based on η. Nevertheless, as shown in Figures 6.1 and 6. 2 the adaptive refinement using η converges a bit faster than the one usingθ. Now, it is also clear from Figures 6.1 and 6.2 that the adaptive meshes generated with γ = 0.1 yield a much faster decreasing of e than with γ = 0.25. However, after about N = 15000 degrees of freedom, this process saturates and no further significant improvement is obtained. On the other hand, the decreasing obtained with γ = 0.25 shows a closer behaviour to the expected quasi-optimal linear rate of convergence. These facts can also be verified from Tables 6.2 up to 6.5 by computing the experimental rates of convergence, that is the quantities − 2 log(e/e ) log(N/N ) , where e and e are the global errors associated with two consecutive adaptive meshes with N and N degrees of freedom, respectively.
Next, in Figures 6.3 and 6.4 we display initial and intermediate meshes obtained with the refinement strategies. We observe that the adaptive algorithms, based on both η andθ, are able to recognize a neighborhood of (0.5, 0), which is close to the singular point (0.45, 0). Also, they clearly identify the unit circle, on which, as mentioned before, the exact solution u looses smoothness.
Finally, we emphasize that the numerical results presented in this section provide enough support for the adaptive methods being much more efficient than a uniform discretization when solving linear exterior problems. 
