Abstract. In this paper we are interested in the following question: Given an arbitrary Steiner triple system S on m vertices and any 3-uniform hypertree T on n vertices, is it necessary that S contains T as a subgraph provided m ě p1`µqn? We show the answer is positive for a class of hypertrees and conjecture that the answer is always positive. §1. Introduction 
For convenience let n " 2s`1 be the order of T . One can easily find examples of pairs T and S showing that if n equals m then the answer is negative, but even assuming that n ă m is likely not sufficient and thus we start with the following more modest conjecture. Conjecture 1.3. Given µ ą 0, there exists n 0 " n 0 pµq such that if n ą n 0 , T is any hypertree on n vertices, and S is any Steiner triple system on m ě np1`µq vertices, then T is a subhypergraph of S.
Unfortunately we are unable to answer even this question and will address a specific case only. Here we consider a special class of trees.
Definition 1.4.
A subdivision tree T is a hypertree in which each edge contains a vertex of degree one.
Equivalently, T can be obtained from a graph tree T 1 by subdividing each edge tx, yu of T 1 by a vertex z xy and setting V pT q " V pT 1 q Y tz xy , tx, yu P EpT 1 qu
EpT q " ttx, y, z xy u, tx, yu P EpT 1 qu.
We say that a hypertree T has bounded degree d if no vertex of T has degree greater than d.
Theorem 1.5 (Main Theorem).
For any d P Z`and any µ ą 0 such that 1 d " µ, there exists n 0 " n 0 pd, µq such that for all odd n ą n 0 , any subdivistion tree T on n vertices with bounded degree d is a subhypergraph of any Steiner triple system S on m ě p1`µqn vertices.
We will divide the proof into four parts. First, we will decompose the hypertree T into smaller subhypertrees by removing some edges in the shape of stars and some isolated vertices. The vast majority of V pT q will be contained in the subhypertrees after the decomposition. We will keep track of which stars we remove while decomposing T so that we can restore them later. Second, we will show that given a set of at most d vertices in the Steiner triple system S, we can find many stars in S that all contain the vertices but that are otherwise pairwise disjoint. These stars in S are the candidates for where to eventually embed the stars we removed from T in part 1. Third, we will fix a subset of the vertices of S, called the reservoir. The reservoir is where the isolated vertices from part one will eventually be embedded. Lastly, we will embed the subhypertrees from part one into the Steiner triple system S, though we will avoid using the reservoir. Then we will use the reservoir to embed the isolated vertices and stars removed in part one.
The constants used in the proof of Theorem 1.5 follow the following hierarchy.
where d, µ, n, and m are as stated in the theorem and the others are defined when needed.
The reader may think about the constants d, µ, , k, and t as being fixed while l, n, and m are tending together to infinity. §2. Decomposing the Hypertree
We will decompose T into a set P of subhypertrees because the smaller hypertrees will be simpler to embed into S. In the proof of Theorem 1.5 we will describe how the embedded subhypertrees can be reassembled to form a copy of T in S.
We will need the following definition throughout this paper.
Definition 2.1.
A star S in a 3-uniform hypergraph G is a set of edges tv i , w i , uu P EpGq,
All vertices v i , w i , u, 1 ď i ď c must be distinct, so that any two edges intersect precisely at u, which we call the center of the star.
The following lemma describes the result of the decomposition process.
Lemma 2.2. Let T be any subdivison tree on n vertices with bounded degree d ! n,
and let k be any integer with d ! k ! n. Then there exists a system E of e stars
e, such that by removing all of the edges of the stars from T , T is decomposed into
‚ a set I of isolated vertices, and ‚ a set P of l subhypertrees with the following properties.
(1) k ě |V pP q|, for any P P P.
Note 2.3. Some of the subhypertrees in P may contain just a single vertex, but for technical reasons they will still be considered as elements of P and not of I.
Before we prove Lemma 2.2, we introduce some terminology. We fix some vertex of degree at least 2 to be the root of T . We say two vertices are adjacent if they belong to the same edge of T . Define a leaf on T to be any degree-one vertex that is adjacent to another degree-one vertex. Borrowing the terminology of a family tree, for a vertex v of T , we say that the father of v is the neighbor of v that lies on the path from v to the root. Likewise, we say that a son of v is any neighbor of v whose path to the root passes through v. Note that the root has no father and leaf vertices have no sons. Define a branch of T to be a sequence tb h u L h"1 of vertices in T where b 1 is the root, b h`1 is a son of b h , and b L is a leaf. We say that the progeny of a vertex v is the set of all vertices whose paths to the root must pass through v. That is, the progeny of v is the set of all of v's sons, their sons, their sons, etc. We say v is included in the set of its own progeny. Lastly, we say that a vertex is celibate if it is the only degree-one vertex in its edge. If an edge has two degree-one vertices, we choose exactly one of them to call celibate. In this way, every edge has exactly one celibate vertex. During the decomposition, we will use the distinction between celibate and non-celibate vertices to decide whether a single vertex should be added to P (as a subhypertree) or to I (as an isolated vertex).
Proof of Lemma 2.2.
Choose any vertex with degree at least two to be the root of T and decide which vertices to call celibate. Create empty sets I, P, and E, which will be used to store isolated vertices, subhypertrees, and stars (respectively) as T is decomposed.
We assign a proper coloring to V pT q in the following way. Color all celibate vertices blue. Color the root red. For every remaining uncolored vertex, color it red if its father is blue, and blue if its father is red. In this coloring, every edge has exactly one red and two blue vertices. A necessary (but not sufficient) condition for a star to belong to E will be that its center is red. This ensures that the centers of two stars are never adjacent vertices, which will be important as we reassemble T in S.
To construct E, and with it P and I, repeat the following "sawing" procedure, each iteration of which will remove one or more stars, subhypertrees, and isolated vertices from T . What remains of T at the beginning of the j th iteration is called H j , where H 1 " T .
To simplify the notation throughout the proof, we will drop the index j and will write vertices in its progeny. We will "saw" around the vertex u.
(b) Let E j " ttv i , w i , uu, 1 ď i ď degpuqu be the star centered at u. Label the vertices adjacent to u such that w i is the celibate vertex in each edge and v 1 is the father of u. Figure 1 shows how all of the vertices around u should be labeled. Add E j to E and let Figure 2 shows as dotted triangles which edges are removed to form H (e) Define
That is, H j`1 is the connected component of H There are two cases that can cause this procedure to end. First, at some point the root could be the only vertex with more than k vertices in its progeny, so the root becomes u. By "sawing" around u and removing all of the isolated vertices and components not connected to the root, we remove every vertex and edge. This completes the decomposition. In this case, notice that the number of complete iterations performed of the sawing procedure is e " |E|, since exactly one star is added to E with each iteration. Second, at some point there could be no vertex with more than k vertices in its progeny. If this occurs, add the entire remaining tree H j to P. In this case, notice again that the number of complete iterations performed of the sawing procedure is e " |E|. This implies the following fact.
Fact 2.4.
Either H e`1 does not exist, or H e`1 is a hypertree with at most k vertices and is a member of P.
To prove (1) of Lemma 2.2, we recall that our choice of u in step (a) for j ď e implies that all sons of u have at most k vertices in their progeny. These sons and their progeny make up the vertex sets of the subhypergraphs that we add to P in step (d). This, along with Fact 2.4, represents the only two ways that subhypergraphs can be added to P. We know then that k ě |V pP q|, for any P P which proves (1) of Lemma 2.2. (2), we need to show that very few of the vertices of T end up in I (and therefore, most of the vertices of T will be in subhypertrees in P). For all j ď e,
This is because in H j , u has more than d`1q with each iteration.
By Fact 2.4, if H e`1 exists, one subhypertree is added to P and no vertices are added to I. This implies that at the end of the decomposition,
and since |I|`ř P PP |V pP q| " |V pT q| " n, we have that
which is (2) of Lemma 2.2.
Now we establish (3) of the lemma. As described in step (d), for every subhypergraph P P P, P contains at least one vertex v i . Each of these v i has a corresponding isolated vertex w i that was placed into I in step (c). Therefore
Proving (4) is similarly clear. For every iteration of the sawing procedure, one star is added to E (in step (b)), and at least one subhypertree is added to P (in step (d)).
Therefore |P| ě |E|.
. To find the minimum cardinality of P over all hypertrees on n vertices (and show (5)),
consider how many vertices of T are removed during a single iteration of the sawing procedure. By step (c), 1`degpuq vertices are put into I. By step (d),
|V pP j,i q| vertices are put into P. These vertices are divided between degpuq´1 subhypertrees.
Therefore the number of vertices removed per subhypertree added to P is at most
Summing over all iterations of the sawing procedure, we get that n |P| ď k`3,
In order to verify (6) , recall that by step (c), the only vertices added to I are of the form w j,i and u j , for some i, j. 
The vertices of Q cannot be used as u p1q . Set
and observe that
Select any vertex in V p1q and call it u p1q . The vertex u p1q and each vertex v i , 1 ď i ď c, share an edge with some vertex w
Now we consider the set
Note that |Q p1q | ď cpc´1q. If we attempted using u 
It follows that 
The edges tv i , w
and
For the same reason as in the base case, a star centered at any u pl`1q P V pl`1q will intersect Let P " tP 1 , P 2 , . . . , P l u be an enumerated collection of hypertrees as formed by the decomposition of T in Lemma 2.2, and I the set of independent vertices formed by the decomposition. Consider
as a forest consisting of (vertex-disjoint) members of P. Then V pT q " I Y V pP q.
Next we are going to randomly select a set R Ă V pSq and show that its properties allow us to find T in S in such a way that I Ă R and V pP q Ă V pSq R. We will call the set R the reservoir.
Let a " b mean that lim mÑ8 a b " 1. Proof. Consider a set R Ă V such that each vertex is chosen randomly and independently with probability . We will use the following form of Chernoff bound (inequality (2.9) in [6] ). We will then fix an R that has all of the desired properties. EpXq˙.
For a reservoir R selected randomly as described above, the expected number of vertices in R is m. Since vertices are selected independently in R, we can apply Theorem 4.2.
Almost surely the number of vertices chosen will be close to the expectation, so |R| " m and |V pSq| " p1´ qm,
showing that (1) and (2) of the lemma hold with probability 1´op1q.
Considering (3), note that any vertex v P V pSq has degree m´1 2
in S. For every edge containing v in S, the edge contains two other vertices. The probability that each of these vertices is inS is 1´ , so the expected number of edges incident to v contained totally iñ
. Again by Theorem 4.2, the degree of v inS is close to the expectation, so
Finally we consider (4) 
Thus with probability 1´op1q, for every c-tuple in V pSq, there are at least rpcq pairwisedisjoint sets W l contained in R.
Since with probability 1´op1q, R has each of the four properties listed by Lemma 4.1, we can fix a set R that has all four properties, completing the proof. §5. Embedding the Subhypertrees
Let P be as defined in Equation 4.1.
Lemma 5.1. LetS be an induced subhypergraph of a Steiner triple system S on m ě p1μ
qn vertices, such that |V pSq| " p1´ qm and every vertex v P V pSq has degpvq " p1´ q
ThenS contains a copy of P .
Recall that

|P| " l.
For the proof of Lemma 5.1, we find it convenient for l{k3 k to be an integer, where k is as in Lemma 2.2. If not, add isolated vertices to P (and to P ), increasing l, until k3 k divides l. If we can find a copy of this larger P inS, then surely we can find a copy of the original P inS.
Consider a partition of P with each partition class C i consisting of those members of P that are pairwise isomorphic hypertrees. Let
and let
Denoting the number of isomorphism classes by t, then
Pólya (see [7] and [9] ) showed an upperbound on the number of isomorphism classes of a tree on k vertices. Specifically,
Recall that by assumption k3 k ! n. Since n k`3 ď l (cf. Lemma 2.2), we see that t ! l, and in fact
for n large. In order to find the desired embedding of P inS, we will first consider a "small" (with size independent of n) forest consisting of trees which form a "statistical sample" of P. Next, we will find an almost perfect packing of vertex-disjoint copies of the small forest inS. Finally, we will show that among the union of the copies of the small forest inS, there is a copy of P , meaning P is a subhypergraph ofS.
Proof. We want to select a sampling of hypertrees from P that has representatives from each partition class in proportion with the size of the class.
We first construct a forest consisting of about k3 k hypertrees from P. Let
so that if we were to choose k3 k hypertrees randomly and independently from P, we would expect about λ i hypertrees of type T i . Consider the forest
k be the number of connected components in the forest F . In the remaining part of the proof we will show the following.
Claim 5.2. The hypergraphS contains
Before we establish the claim, observe that the claim immediately implies Lemma 5.1.
Indeed by Claim 5.2, the number of vertex-disjoint copies of T i inS is
Proof of Claim 5.2. We look for vertex-disjoint embeddings of F inS. First, we establish two upper bounds on the size of |V pF q|, which we denote by r.
Proposition 5.3.
For |V pF q| " r, the following holds.
(1) r ď kpk`4q3 k , and
Proof of Proposition 5.3 . Recall that t ď 3 k . By Lemma 2.2, |V pT i q| ď k, i " 1, . . . , t, and
. Also, |V pP q| ă n. Then
which proves p1q of the proposition.
For the proof of p2q, we will first observe that l ď
This follows from (2) and (3) of Lemma 2.2, which implies that l ď 2d 2 k n and from the hierarchy Inequality 1.1 by which 2d 2 k ď µ 2 for k ě k 0 pµ, dq. Now applying in part our estimate from the proof of p1q above, we infer that r ă k3
Now consider an auxiliary hypergraph A so that V pAq " V pSq, and
EpAq " tR P`V pSq r˘:S rRs contains a copy of F u.
(‹)
In order to find vertex-disjoint copies of F inS, we look for a matching in A. To that end, we wish to apply the following theorem, where the co-degree deg A px, yq of any x, y P V pAq is the number of edges shared by both x and y.
Theorem 5.4 ([3]).
Suppose A is an r-uniform hypergraph on V which, for some D ą 1, has the following two properties:
Then A contains at least |V |p1´op1qq r pairwise disjoint edges.
Note 5.5. This theorem was subsequently extended and improved in a number of papers (e.g. [1] , [5] , [8] ), but for the purposes here, it is sufficient to use this form.
We will show the following result (which is proved on the next page), where f " |EpF q|. Recall that ! µ and |V pAq| ě p1´ qp1`µqn. By part (2) of Proposition 5.3, it follows that |V pAq|p1´op1qq r ě p1´ qp1`µqnp1´op1qq
Therefore there are l k3 k vertex-disjoint copies of F inS. For the proof of Claim 5.6, we formalize the definition of an embedding. Definition 5.7. Let V pF q " t1, 2, . . . , ru and let R Ă V pSq be a subset of V pSq with labeled vertices tv 1 , v 2 , . . . , v r u. We say a function ψ : F ÑS is an embedding of F intoS if ψpiq " v i for i " 1, . . . , r and if for all ti, j, hu P EpF q, tv i , v j , v h u P EpSq.
Proof of Claim 5.6. To count deg A pxq for any x P V pAq, we first count the number of embeddings from F toS that map some vertex in V pF q to x . Fix a labeling t1, 2, . . . , ru of V pF q and fix any x P V pSq. Then let E x " tψ : F ÑS such that there is some i P V pF q with ψpiq " xu be the set of all embeddings of F intoS where x is in the image of ψ. Let
there exist ψ P E x with ψpV pF" Ru (5.1) and see that
In order to determine |D x |, we will find the cardinality of E x . With i fixed, consider all embeddings ψ : F ÑS with i Ñ x. For simplicity, first consider the case that F consists of a single tree. Consider an ordering of the edges e t P EpF q, t " 1, . . . , f , satisfying e 1 " ti, j, hu for some vertices j and h, and
Recall that by assumption, for all v P V pF q,
For edge e 1 , there are p1´ q |V pSq| 2 edges incident to x inS onto which to map e 1 . Choosing one of these edges, say tx, y 1 , y 2 u, there are two ways to map ti, j, hu to tx, y 1 , y 2 u with i Ñ x. Therefore there are p1´ q|V pSq| ways to map e 1 intoS. For t ą 1, one vertex of e t has already been mapped intoS. Consequently, similarly as in the t " 1 case, there are p1´op1qqp1´ q|V pSq| ways to embed e t for t " 2, . . . , f intoS. Therefore we have p1´op1qqp1´ q f |V pSq| f embeddings with i Ñ x. Since i can be chosen in r " |V pF q| ways, if F is a simple tree, we infer that
Some embeddings ψ in E x may map onto the same vertex sets but different edge sets iñ S. In order to find deg A pxq, we make sure that each vertex set R with x P R inducing a copy of F is counted precisely once. To this end, let R x " tψ P E x : there exists ψ 1 P E x with ψpV pF" ψ 1 pV pFbut ψpEpF‰ ψ 1 pEpF qqu.
For any ψ, ψ 1 P R x , there must be some edge inSrψpV pF qqs not in ψpEpF qq, because this edge is in ψ 1 pEpF qq. In the following claim, we show that R x makes up a small portion of E x by counting how many embeddings in E x induce no extra edge inS. This implies that the number of embeddings ψ for which there is a ψ 1 with the property above is negligible.
Claim 5.8.
Proof. The argument will be similar to that of the proof of 5.5 with one additional constraint.
In order to determine |E x R x |, fix i and consider all ψ P E x R x with i Ñ x. First consider the case that F consists of a single tree. As before, consider an ordering of the edges e t P EpF q as in 5. there are still p1´op1qqp1´ q|V pSq| ways to embed e t for t " 2, . . . , f intoS. As before, since i can be chosen in r ways, if F is a tree,
If F is a forest, then again proceed as before. When mapping the first vertex of each component intoS, we still must avoid creating unwanted edges inS. The number of vertices that are forbidden to be selected here is still small though, because the number of components λ ! |V pSq|. Then as before, if F is a forest,
It still may be that for two distinct embeddings ψ, ψ 1 P E x R x , the images ψpV pF" ψ 1 pV pFand ψpEpF" ψ 1 pEpF qq. Fix any copy of F inS. For each labeling of V pF q that gives an automorphism of F , there is a distinct embedding ψ P E x onto the copy of F .
Let the number of hypergraph automorphisms of F be called |AutpF q|. Then there are |AutpF q| distinct embeddings in E x onto any fixed copy of F . Since D x counts unlabeled sets containing x that induce a copy of F , we infer that
This along with Claim 5.8 and Equation 5.5 implies that
|AutpF q| , proving p1q of Claim 5.6 with
To find deg A px, yq for any x, y P V pAq, proceed as before. Let E x,y " tψ : F ÑS such that there are some i, j P V pF q with ψpiq " x and ψpjq " yu be the set of all embeddings of F intoS with i Ñ x and j Ñ y. Let
there exist ψ P E x,y with ψpV pF" Ru (5.6) and see that
To find the cardinality of E x,y , we follow the same procedure as for E x , except that some vertex in F must be mapped to y by all ψ P E x,y . Fix some i, j P V pF q and first count the embeddings ψ P E x,y with i Ñ x and j Ñ y. Consider two possible cases.
Case 1) Suppose j is in the same component of F as i. Call the component C i . As before,
give an ordering to the edges e t P EpC i q such that ways to choose these vertices. As with the first two components, map the rest of the edges of F intoS to form an embedding of F . Since each edge of F can be mapped toS in p1´op1qqp1´ q|V pSq| ways, and since there are rpr´1q ways to choose i and j, applying 5.7 we infer that
In either case,
By the same argument that showed
it can be shown that
|AutpF q| .
Since |V pSq| " |V pAq| " p1´ qm by assumption, and since r is bounded by a fixed value by Proposition 5.3,
for the same value of c as above. This proves p2q of Claim 5.6. §6. Proof of Theorem 1.5
Proof. Let T by any subdivision tree on n vertices of bounded degree d and let S be any
Steiner triple system on m ě np1`µq vertices, where n is large. Fix constants and k so that they fit in the hierarchy described in Inequality 1.1. Specifically, choose k so that
First, recall that Lemma 2.2 guarantees a decomposition of T into families with certain properties. Namely, T is decomposed into a set P of subhypertrees, a set E of stars, and a set I of independent vertices.
Second, recall that Lemma 4.1 guarantees a subset R Ă V pSq called the reservoir with certain properties. LetS " SrV pSq Rs.
Third, let P be as defined in Equation 4.1. Lemma 5.1 guarantees that there is a copy of P inS, so that the hypergraph embedding
Finally, it remains to show that E and I can be embedded in S in such a way that the original configuration of T is restored. Recall that a star E j P E has the form
To simplify the notation throughout the rest of the proof, we will drop the index j and will write v i " v j,i , w i " w j,i , u " u j , and c " c j when referring to vertices of E j , whenever it is clear from the context that j is fixed.
To embed the stars belonging to E, first take the star E 1 " tv i , w i , uu, 1 ď i ď c.
Referring to Figure 5 , recall how the vertices of a star are labeled. By (6) Now the subhypertrees in S containing f pv 1 q, . . . , f pv c q are connected by f pE 1 q in the same way they were connected originally in T .
Repeat the above procedure for each E j . Instead of mapping E j to S 1 each time, choose a star S l such that no vertex of W l is already in the image of f . (We show below in Claim 6.1 that it is always possible to find such a star S l .) Extend f so that it maps E j to S l . Now the subhypertrees in S containing f pv 1 q, . . . , f pv c q are connected by f pE j q in the same way they were connected originally in T .
After this process has been completed for all E j P E, all stars of E have an image in S by f . Consequently, by (6) of Lemma 2.2, all vertices of I have also been embedded into S.
Then f pT q Ă S, completing the proof. So there will always be at least one set W j such that for all i ă j, f pV pE iX W l " ∅.
Map E j onto the star S j containing W j .
