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a b s t r a c t
The Dirichlet problem for Laplacian in a planar multiply connected exterior domain
bounded by smooth closed curves is considered in case, when the boundary data is
piecewise continuous, i.e. itmay have jumps in certain points of the boundary. It is assumed
that the solution to the problemmay be not continuous at the same points. The well-posed
formulation of the problem is given, theorems on existence and uniqueness of a classical
solution are proved, the integral representation for a classical solution is obtained. The
problem is reduced to a uniquely solvable Fredholm integral equation of the second kind
and of index zero. It is shown that a weak solution to the problem does not exist typically,
though the classical solution exists.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
It is known, that if the Dirichlet problem for Laplacian is considered in a planar domain bounded by sufficiently smooth
closed curves, and if the function specified in the boundary condition is smooth enough, then existence of a classical
solution follows from existence of a weak solution. In the present paper we consider the Dirichlet problem for Laplacian in
a planar multiply connected exterior domain bounded by closed curves in assumption that the boundary data is piecewise
continuous, i.e. it may have jumps in certain points of the boundary. We look for a solution to the problem which may
be discontinuous at these points. We give the well-posed formulation of the problem. We prove that there exists a unique
classical solution to the problem and obtain an integral representation for the classical solution in the form of a double-layer
potential with some additions. Moreover, we reduce the problem to a uniquely solvable Fredholm integral equation of the
second kind and of index zero for the density of a potential.
In addition, we prove that a weak solution to this problemmay not exist. This result follows from the fact that the square
of the gradient of a classical solution, basically, is not integrable near the points of discontinuity of the boundary data,
since singularities of the gradient are rather strong there. This result is very important for numerical analysis, it shows that
finite elements and finite differencemethods cannot be applied to numerical treatment of the Dirichlet problem in question
directly [1–4], since all these methods imply existence of a weak solution. To use difference methods for numerical analysis
one has to localize all strong singularities first and next to use differencemethod in a domain excluding the neighbourhoods
of the singularities.
The Dirichlet problem with more general singularities of the boundary data, than in the present paper, has been studied
in [5] by the theoretic functional approach. Results obtained in [5] have been extended to general elliptic systems in the
upper half-plane in [6]. The paper [5] contains a formal existence theorem and a theorem on the number of solutions to the
homogeneous problem. Unlike the present paper, the paper [5] is applicable to simply connected domains. The approach
used in [5] does not provide uswith any integral representation for a solution and does not reduce the problem to an integral
equation even in the case of a simply connected domain unlike the approach used in the present paper. In addition, analysis
of existence (or non-existence) of a weak solution has not been carried out in [5].
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The Dirichlet problem for the Laplacian with continuous boundary data, but in exterior cracked domains, i.e., in multiply
connected exterior domains bounded by closed curves and open arcs (cracks), has been studied in [7]. The Dirichlet problem
in cracked domains for the Laplacian has been analyzed in [8,9] in case when boundary data may be discontinuous at the
tips of the cracks, i.e. if the functions specified on opposite sides of each crack may not satisfy matching conditions at the
tips of the cracks in general. The problem for harmonic functions in exterior cracked domains with posing the Neumann
condition on the closed curves and the Dirichlet condition on the cracks has been studied in [10].
2. Formulation of the problem
In Cartesian coordinates x = (x1, x2) ∈ R2 we consider the multiply connected exterior domain bounded by simple
closed curves Γ1, . . . ,ΓN ∈ C2,λ, λ ∈ (0, 1], so that the curves do not have common points. We put
Γ =
N⋃
n=1
Γn.
The exterior connected domain bounded by Γ will be calledD.We assume that each curve Γn is parametrized by the arc
length s:
Γn = {x : x = x(s) = (x1(s), x2(s)), s ∈ [an, bn]}, n = 1, . . . ,N,
so that a1 < b1 < a2 < b2 < · · · < aN < bN , and the domainD is on the right when the parameter s increases onΓn.Hence
(bn − an) is a length of Γn. Note that points x ∈ Γ and values of the parameter s are in one-to-one correspondence except
an, bn, which correspond to the same point x(an) = x(bn) for n = 1, . . . ,N.We assume that M(n) ≥ 0 is a given integer
number for each n = 1, . . . ,N . IfM(n) > 0, then we fixM(n) points pn1, . . . , pnM(n) on the interval (an, bn) for n = 1, . . . ,N
in such a way that
an < pn1 < · · · < pnM(n) < bn.
Below the interval [an, bn] will be denoted by the same symbol as corresponding curve, i.e. by Γn. In a similar manner, the
set of the intervals on the Os axis
N⋃
n=1
[an, bn],
will be denoted by the same symbol as corresponding set of curves, that is, by Γ .
We put
C0(Γn) = {F (s) : F (s) ∈ C0[an, bn], F (an) = F (bn)},
C0,ω(Γn) = {F (s) : F (s) ∈ C0,ω[an, bn], F (an) = F (bn)}, ω ∈ (0, 1],
and
C0(Γ ) =
N⋂
n=1
C0(Γn), C0,ω(Γ ) =
N⋂
n=1
C0,ω(Γn).
ByDn we denote the interior domain bounded by the curve Γn, if n = 1, . . . ,N .
The tangent vector to Γ at the point x(s)we denote by τx = (cosα(s), sinα(s)), where cosα(s) = x′1(s), sinα(s) = x′2(s).
Let nx = (sinα(s),− cosα(s)) be a normal vector to Γ at x(s). The direction of nx is chosen such that it will coincide with
the direction of τx if nx is rotated anticlockwise through an angle of pi/2. Therefore nx is inward normal vector toD on Γ .
If integer M(n) = 0, then we set Xn = ∅ and Xn = ∅, while if integer M(n) > 0, then we set Xn = ⋃M(n)m=1 pnm and
Xn = ⋃M(n)m=1 x(pnm). ByX and X we denote the pointsets consisting of all points included toX1, . . . ,Xn and to X1, . . . , XN
respectively:
X =
N⋃
n=1
Xn, X =
N⋃
n=1
Xn.
We say that the function u(x) belongs to the smoothness class K, if
1. u ∈ C0 (D \ X) ∩ C2 (D) ,
2. in the neighbourhood of any point x(d) ∈ X (i.e. d ∈ X) the equality
lim
r→+0
∫
D∩∂S(d,r)
u(x)
∂u(x)
∂nx
dl = 0 (1)
holds, where the curvilinear integral of the first kind is taken overD ∩ ∂S(d, r). We denote by ∂S(d, r) a circumference
of a radius r with the center in the point x(d), in addition, nx is a normal vector to ∂S(d, r) in the point x ∈ ∂S(d, r). It is
assumed that nx is directed to the center of the circumference.
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Let us formulate the Dirichlet problem for the Laplace equation in the domainD.
Problem U. Find a function u(x) of class K so that u(x) obeys the Laplace equation
ux1x1(x)+ ux2x2(x) = 0, x ∈ D, (2a)
satisfies the boundary condition
u(x(s))|Γ = F(s), s 6∈ X, (2b)
and satisfies the following condition at infinity:
|u(x)| ≤ const, |x| =
√
x21 + x22 →∞. (2c)
All conditions of the Problem U must be satisfied in the classical sense. Boundary condition (2b) is not required in the
points of the setX.
Using the energy equalities we can prove the following assertion.
Theorem 1. If Γ ∈ C2,λ, λ ∈ (0, 1], then there is no more than one solution to the Problem U.
By
∫
Γ
. . . dσ we mean
N∑
n=1
∫ bn
an
. . . dσ .
Proof. It is sufficient to prove that the homogeneous Problem U admits only the trivial solution. Let u0(x) be a solution to
the homogeneous Problem U with F(s) ≡ 0. Let S(d, ) be a disc of a small enough radius  with the center in the point
x(d) ∈ X (i.e. d ∈ X). The union of such discs with the centers in all points of the pointset X is denoted by S(X, ).
Set Γ  = Γ \ (Γ ∩ S(X, )), DR = SR ∩ D \ (D ∩ S(X, )), where SR is a disc with a center in the origin and with
sufficiently large radius R.
Since Γ ∈ C2,λ, u0(x) ∈ C0(D \ X) (remind that u0(x) ∈ K), and since u0|Γ \X = 0 ∈ C2,λ(Γ \ X), and owing to the
lemma on regularity of solutions of elliptic equations near the boundary [11, Lemma 6.18], we obtain: u0(x) ∈ C1(D \ X).
Hence u0(x) ∈ C1(DR ) for any small enough  > 0. Since the boundary of the domain DR is piecewise smooth, we write
out Green’s formula [12, p. 328] for the harmonic function u0(x):
‖∇u0‖2L2(DR ) = −
∫
Γ 
u0
∂u0
∂nx
ds+
∫
D∩∂S(X,)
u0
∂u0
∂nx
dl+
∫
∂SR
u0
∂u0
∂|x|dl. (3)
By nx on ∂S(X, ) we denote the normal vector at the point x ∈ ∂S(X, ). The normal vector nx is inward with respect to
S(X, ). Since u0(x) satisfies the homogeneous boundary condition (2b) on Γ , we observe that u0|Γ \X = 0 and so u0|Γ  = 0
for any small enough  > 0. Therefore identity (3) takes the form
‖∇u0‖2L2(DR ) =
∫
D∩∂S(X,)
u0
∂u0
∂nx
dl+
∫
∂SR
u0
∂u0
∂|x|dl.
Setting  →+0, taking into account that u0(x) ∈ K and using the relationship (1), we obtain:
‖∇u0‖2L2(D∩SR) = lim→+0 ‖∇u
0‖2L2(DR ) =
∫
∂SR
u0
∂u0
∂|x|dl. (4)
It follows from condition (2c) and from the theorem on behaviour of a gradient of a harmonic function at infinity [12, p. 373]
that
∂u0(x)
∂|x| = O
(
1
|x|2
)
, as |x| → ∞.
Consequently, using (2c) we obtain
lim
R→+∞
∫
∂SR
u0(x)
∂u0(x)
∂|x| dl = 0.
Setting R→+∞ in (4), we obtain:
‖∇u0‖2L2(D) = limR→+∞ ‖∇u
0‖2L2(D∩SR) = 0.
Hence u0(x) ≡ const in D \ X . From the homogeneous boundary conditions (2b) we conclude that u0(x) ≡ 0 in D \ X .
Theorem is proved. 
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3. Existence of a classical solution
We say that the function F (s) belongs to the Banach space B if for each n = 1, . . . ,N:
F (s) ∈

C0[an, bn], in caseM(n) = 0
C0[an, pn1 − 0] ∩ C0[pn1 + 0, bn], in caseM(n) = 1
C0[an, pn1 − 0] ∩ C0[pn1 + 0, pn2 − 0] ∩ · · · ∩ C0[pnM(n) + 0, bn], in caseM(n) ≥ 2.
The space B can be represented as an intersection of spaces of continuous functions on a finite number of segments. The
norm in the space B is defined as a maximum of norms of the spaces of continuous functions on the segments.
We say that the function F (s) belongs to the class B0 if F (s) ∈ B and
F (an) = F (bn), n = 1, . . . ,N.
So, B0 ⊂ B. The functions of class B0 may have jumps in each point of the pointsetX. In other words, these functions have
limits in each point of X from the left and from the right, but the limits may be different. If d ∈ X, then values of these
functions in d− 0 and in d+ 0 are understood in the sense of limits from the left and from the right respectively.
Below we assume that the function F(s) from the boundary condition (2b) satisfies the following additional conditions:
F(s) ∈ B0, (5a)
F(s) ∈ C1,λ[d− , d− 0] ∩ C1,λ[d+ 0, d+ ], λ ∈ (0, 1], (5b)
for any d ∈ X and for some  > 0 (small enough).
Note that the Hölder exponent λ in the description of smoothness of the function F(s) and in the description of
smoothness of the boundary Γ is the same. If the exponents are different in practice, then by λwe denote the least.
We shall construct the solution to the Problem U from the smoothness class K with the help of potential theory for
harmonic functions. We look for a solution to the problem in the following form
u[µ](x) = − 1
2pi
∫
Γ
µ(σ)
∂
∂ny
ln |x− y(σ )| dσ + h[µ](x), (6)
where the first term is the double-layer potential on Γ . By h[µ](x) we denote the sum of point sources placed at the fixed
points Yn lying inside Γn (n = 1, . . . ,N):
h[µ](x) = − 1
2pi
N∑
n=2
∫
Γn
µ(σ)dσ ln |x− Yn| +
∫
Γ
µ(σ)dσ
+ 1
2pi
[∫
Γ
µ(σ)dσ −
∫
Γ1
µ(σ)dσ
]
ln |x− Y1| , Yn ∈ Dn, n = 1, . . . ,N.
If N = 1, then the sum is absent. We will look for the density µ(s) in the class B0. The function h[µ](x) for such a density
µ(s) obeys the Laplace equation in R2 \⋃Nn=1 Yn and belongs to
C∞
(
R2 \
N⋃
n=1
Yn
)
,
besides, if x(s) ∈ Γ , then h[µ](x(s)) ∈ C2,λ(Γ ) in s. We need the function h[µ](x) to construct the uniquely solvable integral
equation for finding the density µ(s).
It follows from [12] that if µ(s) ∈ B0, then the function (6) belongs to C0(D \ X) ∩ C2(D) and obeys the Laplace
equation (2a) inD . In addition, the function (6) satisfies the condition (2c) at infinity.
To satisfy the boundary condition (2b), we put (6) in (2b), use limit formula for the double-layer potential [12] and arrive
at the integral equation for the density µ(s)
1
2
µ(s)− 1
2pi
∫
Γ
µ(σ)
∂ ln |x(s)− y(σ )|
∂ny
dσ + h[µ](x(s)) = F(s), s ∈ Γ \X. (7)
It is shown in [13], that
∂ ln |x(s)− y(σ )|
∂ny
∈ C0(Γ × Γ )
for Γ ∈ C2 (in our case Γ ∈ C2,λ). Eq. (7) can be rewritten in the form
µ(s)+
∫
Γ
µ(σ)A(s, σ )dσ = 2F(s), s ∈ Γ \X, (8)
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where
A(s, σ ) = − 1
pi
δ(Γ , σ )
∂
∂ny
ln |x(s)− y(σ )| − 1
pi
N∑
n=2
δ(Γn, σ ) ln |x(s)− Yn|
+ 1
pi
(δ(Γ , σ )− δ(Γ1, σ )) ln |x(s)− Y1| + 2δ(Γ , σ ).
If N = 1, then the sum is absent. By δ(γ , σ )we denote the characteristic function of the set γ :
δ(γ , σ ) =
{
0, if σ 6∈ γ
1, if σ ∈ γ .
Since Γ ∈ C2,λ, the kernel A(s, σ ) is continuous for all s, σ ∈ Γ .
Clearly, F(an) = F(bn) for n = 1, . . . ,N , since we assume that F(s) ∈ B0. Note that A(an, σ ) = A(bn, σ ) for any σ ∈ Γ
and for n = 1, . . . ,N . Hence, ifµ(s) is a solution of Eq. (8) from the Banach space B, then, according to the equality (8),µ(s)
automatically satisfies matching conditions
µ(an) = µ(bn), n = 1, . . . ,N, (9)
and so µ(s) ∈ B0. In other words, any solution of Eq. (8) in the space B belongs to the class B0 automatically. In view of this
reason, below we look for a solution of Eq. (8) in the space B.
Since A(s, σ ) ∈ C0(Γ × Γ ), it is obvious that the operator
Aµ =
∫
Γ
µ(σ)A(s, σ )dσ
maps B into C0(Γ ), i.e. this operator transforms any function of space B into a function of space C0(Γ ). Therefore the solution
µ(s) ∈ B of Eq. (8) satisfies the following property at any point d ∈ X:
µ(d+ 0)− µ(d− 0) = F(d+ 0)− F(d− 0), d ∈ X. (10)
Consequently, if F(s) ∈ C0(Γ ), then any solution µ(s) of Eq. (8) in the space B belongs to C0(Γ ). Moreover, it can be verified
directly using Arzela–Ascoli theorem, that the operator Aµ is a compact operator mapping the space B into the space
C0(Γ ) ⊂ B. It follows from [14–16] that (8) is a Fredholm integral equation of the second kind and with index zero in
the space B. In other words, the Fredholm alternative is applicable to Eq. (8) in the space B.
If the function F(s) ≡ 0 ∈ B, then F(s) ≡ 0 ∈ C0(Γ ). Consider the homogeneous equation (8) with respect to the
function µ0(s) ∈ B:
µ0(s)+
∫
Γ
µ0(σ )A(s, σ )dσ = 0, s ∈ Γ \X. (11)
Eq. (11) can be also written in the form
1
2
µ0(s)− 1
2pi
∫
Γ
µ0(σ )
∂
∂ny
ln |x(s)− y(σ )| dσ + h[µ0](x(s)) = 0, s ∈ Γ \X. (12)
Note that F(s) ≡ 0 ∈ C0(Γ ) in the homogeneous equation (12). It was mentioned above that in this case any solution of
Eq. (12) in the space B automatically belongs to C0(Γ ). So, we have to look for a solution of Eq. (12) in C0(Γ ). Therefore (12)
must be true for all s ∈ Γ :
1
2
µ0(s)− 1
2pi
∫
Γ
µ0(σ )
∂
∂ny
ln |x(s)− y(σ )| dσ + h[µ0](x(s)) = 0, s ∈ Γ . (12′)
The Eq. (12′) is studied in the space C0(Γ ) in Appendix B, and it is shown that this equation has only the trivial solution in
the space C0(Γ ) (see Theorem B.1). Consequently, Eq. (12) has only the trivial solution in the space B as well. Owing to the
Fredholm alternative which is applicable to the Eq. (8) in the space B, we observe that the nonhomogeneous equation (8) is
uniquely solvable in the space B. In otherwords, Eq. (8) has a unique solutionµ(s) ∈ B for any right-hand side F(s) ∈ B0 ⊂ B.
We have proved the following assertion.
Theorem 2. If Γ ∈ C2,λ, λ ∈ (0, 1], then (8) is a Fredholm equation of the second kind and of index zero in the space B.Moreover,
Eq. (8) has a unique solution µ(s) ∈ B for any F(s) ∈ B0. This solution satisfies properties (9), (10) and belongs to B0.
Our goal is to show that if F(s) satisfies conditions (5) and ifµ(s) ∈ B is a solution of Eq. (8), then the function (6) satisfies
condition (1) for any d ∈ X. Firstly we will study the behaviour of the solution of Eq. (8) in a neighbourhood of any point
d ∈ X.
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Let µ(s) be a solution of Eq. (8) in the space B. Let d be an arbitrary point of the setX and let  be the number from (5b).
Set
γ (d, ) = {x : x = x(s), s ∈ [d− , d+ ]}.
It is clear that for any µ(s) ∈ B:∫
Γ
µ(σ)A(s, σ )dσ + 1
pi
∫
γ (d,)
µ(σ)
∂ ln |x(s)− y(σ )|
∂ny
dσ
=
(
− 1
2pi
∫
Γ \γ (d,)
µ(σ)
∂ ln |x(s)− y(σ )|
∂ny
dσ + h[µ](x(s))
)
∈ C1,λ[d− /2, d+ /2], (13a)
in the variable s, since the function in the brackets does not have singularity as s = σ if s ∈ [d− /2, d+ /2]. It is shown
in Appendix A that for any µ(s) ∈ L∞[d− , d+ ] the function
1
pi
∫
γ (d,)
µ(σ)
∂ ln |x(s)− y(σ )|
∂ny
dσ (13b)
belongs to C1,λ/4[d− , d+ ] in the variable s. Subtracting (13b) from (13a) we observe that if µ(s) ∈ B, then(∫
Γ
µ(σ)A(s, σ )dσ
)
∈ C1,λ/4[d− /2, d+ /2] (14)
in the variable s.
Set f0(s) = F(d−0)−F(d+0)+(F ′(d−0)−F ′(d+0))(s−d). Let us introduce a function f1(s) for s ∈ [d−/2, d+/2]:
f1(s) =
{
F(s)+ f0(s), d ≤ s ≤ d+ /2
F(s), d− /2 ≤ s ≤ d.
It can be easily verified that f1(s) ∈ C1[d − /2, d + /2]. Moreover, using properties of Hölder continuous functions [17]
one can show that f ′1(s) = df1(s)ds ∈ C0,λ[d− /2, d+ /2], so, finally
f1(s) ∈ C1,λ[d− /2, d+ /2].
Note that the function F(s) on the segment [d − /2, d + /2] can be decomposed into a sum of two functions f1(s) and
f2(s):
F(s) = f1(s)+ f2(s), s ∈ [d− /2, d+ /2],
where the function f2(s) is specified for s ∈ [d− /2, d+ /2] in the following way
f2(s) =
{−f0(s), d ≤ s ≤ d+ /2
0, d− /2 ≤ s ≤ d.
Assuming that µ(s) ∈ B is a solution of Eq. (8) we rewrite identity (8) for s ∈ [d− /2, d+ /2] in the form
µ(s) = −
∫
Γ
µ(σ)A(s, σ )dσ + 2(f1(s)+ f2(s)), s ∈ [d− /2, d+ /2], (15)
where the function F(s) is decomposed into the sum of functions f1(s) and f2(s) as proposed above. It follows from identity
(15) that the function µ(s) on the segment s ∈ [d− /2, d+ /2] can be represented in the following way:
µ(s) = µ1(s), s ∈ [d− /2, d],
µ(s) = µ1(s)+ µ2(s), s ∈ [d, d+ /2],
where
µ1(s) = −
∫
Γ
µ(σ)A(s, σ )dσ + 2f1(s), s ∈ [d− /2, d+ /2], (16a)
and
µ2(s) = 2f2(s), s ∈ [d, d+ /2],
that is
µ2(s) = −2f0(s), s ∈ [d, d+ /2].
Hence,
µ2(d) = µ2(d+ 0) = 2(F(d+ 0)− F(d− 0)). (16b)
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It was shown in (14) that the integral in (16a) belongs to
C1,λ/4[d− /2, d+ /2]
in the variable s. Since f1(s) ∈ C1,λ[d− /2, d+ /2], we observe that
µ1(s) ∈ C1,λ/4[d− /2, d+ /2]. (17)
The function µ2(s) is linear in s on [d, d+ /2].
Let F(s) satisfy conditions (5). We will study the behaviour of the potential (6) in the neighbourhood of the point x(d) for
any d ∈ X. Set
γ ′(d, ) = {x : x = x(s), s ∈ [d, d+ ]}
for d ∈ X. Assuming that µ(s) ∈ B is a solution of Eq. (8), we decompose the potential u[µ](x) from (6) into three parts:
u[µ](x) = u0[µ](x)+ u1[µ1](x)+ u2[µ2](x), (18)
where
u0[µ](x) = − 12pi
∫
Γ \γ (d,/2)
µ(σ)
∂
∂ny
ln |x− y(σ )| dσ + h[µ](x),
u1[µ1](x) = − 12pi
∫
γ (d,/2)
µ1(σ )
∂
∂ny
ln |x− y(σ )| dσ ,
u2[µ2](x) = − 12pi
∫
γ ′(d,/2)
µ2(σ )
∂
∂ny
ln |x− y(σ )| dσ .
It is clear that both u0[µ](x) and∇u0[µ](x) are continuously extensible onto γ (d, /3) fromD . It follows from [8, Theorem
2(I, II.1)], [9, Theorem 2(I, II.1)], that both u1[µ1](x) and ∇u1[µ1](x) are continuously extensible onto γ (d, /3) from D
owing to (17). Let S(d, /3) be a disc with the center in the point x(d) and of radius /3 > 0. It follows from [8, Theorem
2(I, II.1)], [9, Theorem 2(I, II.1)] that both u2[µ2](x) and ∇u2[µ2](x) are continuous in S(d, /3) \ γ ′(d, /3) and are
continuously extensible from S(d, /3) onto γ ′(d, /3) \ x(d) from the left and from the right. In particular, these functions
are continuously extensible fromD onto γ (d, /3) \ x(d).
Set
cosψ(x, y) = x1 − y1|x− y| = −|x− y|
′
y1 , sinψ(x, y) =
x2 − y2
|x− y| = −|x− y|
′
y2 ,
then ψ(x, y) is a polar angle of the coordinate system with the origin in the point y.
According to [9, Theorem 2(I)] for any x ∈ S(d, /3) and x 6∈ γ ′(d, /3) the asymptotic formula holds
u2[µ2](x) = µ2(d)2pi ψ(x, x(d))+Ω(x).
Here by ψ(x, x(d)) we mean some fixed branch of this function, so that the branch varies continuously in x in
S(d, /3) \ γ ′(d, /3). The function Ω(x) is continuous as x → x(d). Moreover, Ω(x) is continuous in S(d, /3) outside
γ ′(d, /3) and is continuously extensible from the left and from the right to γ ′(d, /3). It follows from the asymptotic
formula presented above that for any x ∈ S(d, /3) and x 6∈ γ ′(d, /3) the inequality holds:
|u2[µ2](x)| ≤ c, (19)
where c is some positive constant.
It follows from [8, Theorem2(II.2)], [9, Theorem2(II.2)] that for x ∈ S(d, /3) and x 6∈ γ ′(d, /3) the asymptotic formulae
hold:
∂u2[µ2](x)
∂x1
= 1
2pi
−µ2(d)
|x− x(d)| sinψ(x, x(d))+Ω1(x), (20a)
∂u2[µ2](x)
∂x2
= 1
2pi
µ2(d)
|x− x(d)| cosψ(x, x(d))+Ω2(x), (20b)
where
|Ωj(x)| ≤ c1 ln 1|x− x(d)| , j = 1, 2, (21)
c1 is a constant. FunctionsΩ1(x) andΩ2(x) are continuous in
S(d, /3) \ γ ′(d, /3)
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and are continuously extensible from S(d, /3) onto γ ′(d, /3) \ x(d) from the left and from the right. In particular, these
functions are continuously extensible fromD onto γ (d, /3) \ x(d).
It is clear from (20) that
∂u2[µ2](x)
∂nx
∣∣∣∣
x∈∂S(d,r)
= −Ω1(x) cosψ(x, x(d))−Ω2(x) sinψ(x, x(d)), (22a)
where the normal vector nx = (− cosψ(x, x(d)),− sinψ(x, x(d))) on ∂S(d, r) is directed to x(d) (the center of the circle
S(d, r)).
Therefore, using (19), (22a) and (21) we obtain that if r →+0, then
lim
r→+0
∣∣∣∣∫
D∩∂S(d,r)
u2[µ2](x) ∂u2[µ2]
∂nx
dl
∣∣∣∣ ≤ 2picc1 limr→+0 r ln 1r = 0. (22b)
Letµ(s) ∈ B be a solution of Eq. (8) for F(s) satisfying conditions (5). Let us check that the potential u[µ](x) given by formula
(6) satisfies condition (1) for any d ∈ X.
For points x ∈ D lying in the neighbourhood of x(d)we set
U(x) = u0[µ](x)+ u1[µ1](x) = u[µ](x)− u2[µ2](x), (23)
where we used notations from (18). It was shown above that both U(x) and∇U(x) are continuously extensible fromD onto
γ (d, /3), whence
|U(x)|, |∇U(x)| ≤ const, x ∈ D ∩ S(d, /3), (24)
where inequality holds for some fixed const > 0. Let r be small enough (r < /3), then substituting (6) into the integral in
(1) and using (23) we obtain∫
D∩∂S(d,r)
u[µ](x) ∂u[µ](x)
∂nx
dl =
∫
D∩∂S(d,r)
u2[µ2](x) ∂u2[µ2](x)
∂nx
dl+
∫
D∩∂S(d,r)
u2[µ2](x) ∂U(x)
∂nx
dl
+
∫
D∩∂S(d,r)
U(x)
∂u2[µ2](x)
∂nx
dl+
∫
D∩∂S(d,r)
U(x)
∂U(x)
∂nx
dl.
If r → +0, then the first term tends to zero by (22b). Owing to (24) the condition (1) holds for the function U(x), so the
fourth term tends to zero as r →+0. The second term tends to zero as r →+0, since u2[µ2](x) is bounded in S(d, r) ∩D
according to (19), and since ∇U(x) is also bounded in S(d, r) ∩D in view of (24). Noting that U(x) satisfies inequality (24)
and using (22a) and (21), we deduce that the third term tends to zero when r →+0 as well:
lim
r→+0
∣∣∣∣∫
D∩∂S(d,r)
U(x)
u2[µ2](x)
∂nx
dl
∣∣∣∣ ≤ 2pic1 · const · limr→+0 r ln 1r = 0.
Consequently, the equality (1) holds for the function u[µ](x) from (6), where µ(s) ∈ B is a solution of Eq. (8) for F(s)
satisfying conditions (5). This means that the function u[µ](x) from (6) satisfies all conditions of the Problem U.
We have proved 
Theorem 3. Let Γ ∈ C2,λ, λ ∈ (0, 1], and let the function F(s) satisfies conditions (5). Then a solution to the Problem U exists
and is given by the formula (6), where µ(s) ∈ B0 is a unique solution to the integral equation (8) ensured by Theorem 2.
Uniqueness of a solution to the Problem U follows from Theorem 1.
4. Non-existence of a weak solution
In fact, the solution to the ProblemUpresented in Theorem3 is a classical solution. Let us discuss, underwhich conditions
this solution to the Problem U is not a weak solution. Let u(x) be a solution to the Problem U defined in Theorem 3. Consider
a disc S(d, /3) with the center in the point x(d) ∈ X and of radius /3 > 0 (d ∈ X). In doing so,  is taken from the
smoothness condition (5b) for the function F(s). Note that  can be taken small enough. Consider the representation for
u(x) in D ∩ S(d, /3) given by formula (6). Consider such a sector with the center in x(d) and of radius /3 and of angle
β = (β2 − β1) > 0
P(d, /3) = {x : x ∈ S(d, /3), β1 < ψ(x, x(d)) < β2},
which lies in the domainD: P(d, /3) ⊂ D . Remind thatψ(x, x(d)) is a polar angle of the polar system of coordinates with
the center in the point x(d). So, P(d, /3) ⊂ (D ∩ S(d, /3)). Existence of such a sector P(d, /3) follows from [17, Section
2.IV].
Assume that u(x) is decomposed according to (18). Using formulae (20) and setting r = |x− x(d)|, ψ = ψ(x, x(d)), we
consider the integral over the sector P(d, /3):
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P(d,/3)
|∇u2[µ2](x)|2dx
=
∫ β2
β1
∫ /3
0
{(
µ2(d)
2pir
)2
+ µ2(d)
pir
(−Ω1(x) sinψ +Ω2(x) cosψ)+Ω21 (x)+Ω22 (x)
}
rdrdψ
= I1 + I2, (25)
I1 = β2 − β1
(2pi)2
∫ /3
0
1
r
µ22(d)dr,
I2 =
∫ β2
β1
∫ /3
0
{
µ2(d)
pi
(−Ω1(x) sinψ +Ω2(x) cosψ)+ r(Ω21 (x)+Ω22 (x))
}
drdψ.
The integral I2 converges according to estimates (21):
|I2| ≤ 2(β2 − β1)c1
∫ /3
0
ln
1
r
(
1
pi
|µ2(d)| + c1r ln 1r
)
dr ≤ const.
Hence, if integral (25) converges, then the integral I1 converges as well (as a difference of two convergent integrals), but the
integral I1 converges if and only if µ2(d) = 0, while in other cases I1 diverges. Thus, the integral (25) converges if and only
if µ2(d) = 0. Consequently |∇u2[µ2](x)| belongs to L2(P(d, /3))with small  > 0 if and only if µ2(d) = 0.
Consider representation (23) in the neighbourhood of the point x(d). Since U(x) and ∇U(x) are continuously extensible
from D onto γ (d, /3), we have U ∈ L2(P(d, /3)) and |∇U| ∈ L2(P(d, /3)). Let x ∈ P(d, /3). It follows from (23) that
|∇u2[µ2](x)| ≤ |∇u(x)| + |∇U(x)|, whence
|∇u2[µ2](x)|2 ≤ |∇u(x)|2 + |∇U(x)|2 + 2|∇u(x)| · |∇U(x)|
≤ 2(|∇u(x)|2 + |∇U(x)|2),
since 2|∇u(x)| · |∇U(x)| ≤ |∇u(x)|2 + |∇U(x)|2. Assume that |∇u| belongs to L2(P(d, /3)), then, integrating this
inequality over P(d, /3), we obtain ‖∇u2[µ2]‖2|L2(P(d,/3)) ≤ 2(‖∇u‖2|L2(P(d,/3)) + ‖∇U‖2|L2(P(d,/3))). Consequently, if|∇u| ∈ L2(P(d, /3)), then |∇u2[µ2]| ∈ L2(P(d, /3)).
However, it was shown that ifµ2(d) 6= 0, then |∇u2[µ2]| does not belong to L2(P(d, /3)). Therefore, ifµ2(d) 6= 0, then
our assumption that |∇u| ∈ L2(P(d, /3)) does not hold, i.e. |∇u| 6∈ L2(P(d, /3)). Thus, if among the numbers d ∈ X there
exists such a number d that µ2(d) = 2(F(d + 0) − F(d − 0)) 6= 0 (here (16b) is used), then for some  > 0 we have
|∇u| 6∈ L2(P(d, /3)), so u 6∈ W 12 (P(d, /3)), whereW 12 is the Sobolev space of functions from L2, which have generalized
derivatives from L2. Obviously, if u 6∈ W 12 (P(d, /3)) for some  > 0, then u 6∈ W 12,loc(D). ByW 12,loc(D)we denote a class of
functions, which belong toW 12 on any bounded subdomain ofD . We have proved 
Theorem 4. Let the conditions of Theorem 3 hold and among the numbers d ∈ X there exists such a number d, that F(d+ 0) 6=
F(d− 0). Then the solution to the Problem U, ensured by Theorem 3, does not belong to W 12,loc(D).
If the conditions of Theorem4 hold, then the unique solution to the ProblemU, constructed in Theorem3, does not belong
toW 12,loc(D), and so it is not a weak solution. We arrive to
Corollary. Let the conditions of Theorem 4 hold, then a weak solution to the Problem U in the class of functions W 12,loc(D) does
not exist.
Remark. Even if the number d, mentioned in Theorem 4, does not exist, then the solution u(x) to the Problem U, ensured
by Theorem 3, may be not a weak solution to the Problem U.
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Appendix A
Let us study the smoothness of the direct value of the double-layer potential on the open arc. We will prove
Theorem A.1. Let γ be an open arc of class C2,λ, λ ∈ (0, 1]. Assume that γ is parametrized by the arc length s:
γ = {x : x(s) = (x1(s), x2(s)), s ∈ [a, b]}
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and assume that µ(s) ∈ L∞[a, b]. Let
I1(s) = − 12pi
∫
γ
µ(σ)
∂ ln |x(s)− y(σ )|
∂ny
dσ
be the direct value of the double-layer potential on γ . Then
I1(s) ∈ C1,λ/4[a, b].
Proof. Let us prove that I1(s) ∈ C1,λ/4[a, b]. Taking into account that ny =
(
y′2(σ ),−y′1(σ )
)
, we find
∂ ln |x(s)− y(σ )|
∂ny
= T (s, σ )
g(s, σ )
, g(s, σ ) = |x(s)− y(σ )|
2
(s− σ)2 ,
T (s, σ ) = [x2(s)− y2(σ )] y
′
1(σ )− [x1(s)− y1(σ )] y′2(σ )
(s− σ)2 .
Note that y(σ ) is a point on Γ corresponding to s = σ . So, we may put x(σ ) = y(σ ). For j = 1, 2 we have [18, Section 3]
xj(s)− xj(σ ) = (s− σ)Z1j (s, σ ) = −x′j(σ )(σ − s)+ (σ − s)2Z2j (σ , s),
where
Z1j (s, σ ) =
∫ 1
0
x′j(σ + ξ(s− σ))dξ ∈ C1,λ([a, b] × [a, b]),
Z2j (σ , s) =
∫ 1
0
ξx′′j (s+ ξ(σ − s))dξ ∈ C0,λ([a, b] × [a, b]).
Note that the function
g(s, σ ) = |x(s)− x(σ )|
2
(s− σ)2 =
{[
Z11 (s, σ )
]2 + [Z12 (s, σ )]2} ∈ C1,λ([a, b] × [a, b])
does not equal zero anywhere on Γ and g(s, s) = 1, therefore
1
g(s, σ )
∈ C1([a, b] × [a, b]).
Further,
∂
∂s
1
g(s, σ )
= ∂
∂s
(s− σ)2
|x(s)− x(σ )|2 = −
g ′s(s, σ )
g2(s, σ )
= −2Z
1
1 (s, σ )
[
Z11 (s, σ )
]′
s + Z12 (s, σ )
[
Z12 (s, σ )
]′
s
g2(s, σ )
∈ C0,λ([a, b] × [a, b]).
Consequently, 1g(s,σ ) ∈ C1,λ([a, b] × [a, b]). Similarly,
T (s, σ ) = [x2(s)− x2(σ )] x
′
1(σ )− [x1(s)− x1(σ )] x′2(σ )
(s− σ)2
= [Z22 (σ , s)x′1(σ )− Z21 (σ , s)x′2(σ )] ∈ C0,λ([a, b] × [a, b]).
Consider ∂T (s,σ )
∂s = J1(s, σ )− 2J2(s, σ ), where
J1(s, σ ) = x
′
2(s)x
′
1(σ )− x′1(s)x′2(σ )
(s− σ)2
=
[
x′2(s)− x′2(σ )
]
x′1(σ )−
[
x′1(s)− x′1(σ )
]
x′2(σ )
(s− σ)2
= 1
s− σ
{
x′1(σ )
∫ 1
0
x′′2[s+ ξ(σ − s)]dξ − x′2(σ )
∫ 1
0
x′′1[s+ ξ(σ − s)]dξ
}
;
J2(s, σ ) = [x2(s)− x2(σ )] x
′
1(σ )− [x1(s)− x1(σ )] x′2(σ )
(s− σ)3
= 1
s− σ
{
x′1(σ )
∫ 1
0
ξx′′2[s+ ξ(σ − s)]dξ − x′2(σ )
∫ 1
0
ξx′′1[s+ ξ(σ − s)]dξ
}
.
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Then
∂T (s, σ )
∂s
= 1
s− σ
{
x′1(σ )
∫ 1
0
(1− 2ξ)x′′2[s+ ξ(σ − s)]dξ − x′2(σ )
∫ 1
0
(1− 2ξ)x′′1[s+ ξ(σ − s)]dξ
}
= K(s, σ )
s− σ ,
where K(s, σ ) ∈ C0,λ([a, b] × [a, b]) and K(s, s) = 0. According to [17, Section 5.7], the following representation holds:
∂T (s, σ )
∂s
= K
∗(s, σ )
|s− σ |1−λ/4 ,
K ∗(s, σ ) ∈ C0,3λ/4([a, b] × [a, b]). Using properties of Hölder functions [17], we obtain the representation
∂
∂s
∂ ln |x(s)− y(σ )|
∂ny
= 1
g(s, σ )
∂T (s, σ )
∂s
+ T (s, σ ) ∂
∂s
1
g(s, σ )
= K1(s, σ )|s− σ |1−λ/4 + K2(s, σ ),
where K1(s, σ ) ∈ C0,3λ/4([a, b] × [a, b]), K2(s, σ ) ∈ C0,λ([a, b] × [a, b]). By formal differentiation under the integral, we
find
dI1(s)
ds
= − 1
2pi
∫
γ
µ(σ)
∂
∂s
∂ ln |x(s)− y(σ )|
∂ny
dσ
= − 1
2pi
∫
γ
µ(σ)
K1(s, σ )
|s− σ |1−λ/4 dσ −
1
2pi
∫
γ
µ(σ)K2(s, σ )dσ .
The validity of differentiation under the integral can be proved in the same way as at the end of Section 1.6 in [12] (Fubini
theorem on change of integration order is used). Taking into account the obtained representation for dI1(s)ds and applying
results of [17, Section 51.1], we obtain that dI1(s)ds ∈ C0,λ/4[a, b]. Theorem A.1 is proved. 
Appendix B
In this section we study Eq. (12′) under weakened conditions, namely, in assumption that Γ ∈ C2,0. Here we prove the
following assertion.
Theorem B.1. If Γ ∈ C2,0, then there is only the trivial solution of the homogeneous Fredholm equation (12′) in C0(Γ ).
Proof. Let µ0(s) ∈ C0(Γ ) be a solution of the homogeneous Eq. (12′). The kernel of the integral term in (12′) is continuous
in s, σ on Γ . It is shown in Appendix C (see Theorem C.1) that the integral term in (12′) belongs to C0,1/3(Γ ) in s,
therefore µ0(s) ∈ C0,1/3(Γ ). Now we consider the function u[µ0](x) introduced in (6). This function satisfies the following
homogeneous Dirichlet problem for the Laplace equation
∆u = 0 inD, u|Γ = 0, u(x) ∈ C0(D) ∩ C2(D), (B.1)
|u(x)| ≤ const inD.
Indeed, substituting u[µ0](x) in the boundary condition, we get the identity (12′). According to the uniqueness theorem for
the exterior Dirichlet problem (B.1) (see [12, Section 31.1]), we obtain
u[µ0](x) ≡ 0, x ∈ D. (B.2)
Therefore, letting |x| → ∞ in the expression for u[µ0](x), we obtain∫
Γ
µ0(σ )dσ = 0. (B.3)
We consider the function
u∗[µ0](x) = − 1
2pi
[
−
∫
Γ
µ0(σ )
∂
∂σ
ln |x− y(σ )|dσ +
N∑
n=2
∫
Γn
µ0(σ )dσψ(x, Yn)
]
−
(∫
Γ
µ0(σ )dσ −
∫
Γ1
µ0(σ )dσ
)
ψ(x, Y1), (B.4)
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where ψ(x, y) is the polar angle of the polar system of coordinates with the center in the point y. If N = 1, then the sum in
(B.4) is absent. The function u∗[µ0](x) is connected with u[µ0](x) by the Cauchy–Riemann relations ∂x1u = ∂x2u∗, ∂x2u =−∂x1u∗, and due to (B.2):
u∗[µ0](x) ≡ C = const, x ∈ D.
It is clear from (B.4), that u∗[µ0](x) is a multi-valued function, becauseψ(x, Yn) are multi-valued functions (n = 1, . . . ,N).
Indeed, when passing round the point Yn the value of the function ψ(x, Yn) changes for 2pi . Evidently, u∗[µ0](x) can be
constant in D only if u∗[µ0](x) is single-valued. In order for u∗[µ0](x) be single-valued, the following N conditions must
hold ∫
Γn
µ0(σ )dσ = 0, n = 2, . . . ,N,∫
Γ
µ0(σ )dσ −
∫
Γ1
µ0(σ )dσ = 0.
Along with (B.3) we obtain∫
Γn
µ0(σ )dσ = 0, n = 1, . . . ,N. (B.5)
Under these conditions u∗[µ0](x) takes the form of the modified single-layer potential [17, Section 12]
u∗[µ0](x) = 1
2pi
∫
Γ
µ0(σ )
∂
∂σ
ln |x− y(σ )|dσ , (B.6)
and u[µ0](x) transforms to the ordinary double-layer potential
u[µ0](x) = − 1
2pi
∫
Γ
µ0(σ )
∂
∂ny
ln |x− y(σ )|dσ ∈ C0(D) ∩ C0(R2 \D) ∩ C2(R2 \ Γ ). (B.7)
Potentials (B.6) and (B.7) are connected by the Cauchy–Riemann relations in R2 \ Γ . Because of µ0(s) ∈ C0,1/3(Γ ), the
potential (B.6) is a harmonic function, which belongs to C0(R2)∩ C2(R2 \Γ ) (see [17, Sections 12, 16, 64] for details). Note,
that (B.6) is continuous when passing through Γ and is represented on Γ by a singular integral (for this we stressed that
µ0(s) is a Hölder continuous function).
As stated above, u∗[µ0](x) inD is equal to a constant, which is equal to zero since u∗[µ0](x) tends to zero as |x| → ∞.
So, u∗[µ0](x) ≡ 0 inD .
We consider the interior domain Dn bounded by Γn (n = 1, . . . ,N). In this domain the potential (B.6) satisfies the
following Dirichlet problem
∆u∗ = 0 inDn, u∗|Γn = 0, u∗(x) ∈ C0(Dn) ∩ C2(Dn),
which has the unique solution
u∗[µ0](x) ≡ 0, x ∈ Dn, (n = 1, . . . ,N).
It follows from the Cauchy–Riemann relations and the smoothness of the double-layer potential that
u[µ0](x) ≡ cn, x ∈ Dn, n = 1, . . . ,N,
where c1, . . . , cN are constants. Using (B.2) and the jump relation for the double-layer potential u[µ0](x) on Γ , we get
µ0(s)|Γn ≡ −cn, n = 1, . . . ,N.
According to (B.5), cn = 0 for n = 1, . . . ,N , therefore
µ0(s)|Γn ≡ 0, n = 1, . . . ,N.
Consequently,
µ0(s) ≡ 0 on Γ .
Hence, the homogeneous Eq. (12′) has only the trivial solution. Theorem B.1 is proved. 
Since (12′) is a Fredholm equation of the second kind and of index zero, the following Corollary holds.
Corollary. If Γ ∈ C2,0, then the inhomogeneous Fredholm equation (12′) is uniquely solvable in C0(Γ ) for any right-hand side
from C0(Γ ).
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Appendix C
Let us study smoothness of the direct value of the double-layer potential on the closed curve.
Let γ be a closed curve of class C2,0, and let µ(x) be a function, which is continuous in x on γ . Consider the direct value
of the double-layer potential on γ :
I1(x) = − 12pi
∫
γ
µ(y)
∂ ln |x− y|
∂ny
dly, x ∈ γ ,
where the curvilinear integral of the first kind is taken over γ .
Lemma. Let γ be a simple closed curve of class C2,0, and let γ1 be an arbitrary open arc, which is a part of γ (i.e. γ1 ⊂ γ ,
γ1 6≡ γ ). Let µ(x) be a function, which is continuous in x on γ . Then I1(x) belongs to C0,1/3(γ1) in x.
Proof. We introduce parametrization of γ by the arc length s
γ = {x : x = x(s), s ∈ [a, b]},
so that, the point x(a) = x(b) ∈ γ is situated outside γ1, i.e. x(a) = x(b) 6∈ γ1, γ1 = {x : x = x(s), s ∈ [c, d]},
a < c < d < b. Then µ(x(s)) ∈ C0[a, b] and µ(x(a)) = µ(x(b)). Set
I1(s) = I1(x(s)) = − 12pi
∫ b
a
µ(y(σ ))
∂ ln |x(s)− y(σ )|
∂ny
dσ , x(s) ∈ γ .
Let us prove that I1(s) ∈ C0,1/3[c, d]. Taking into account that ny =
(
y′2(σ ),−y′1(σ )
)
, we find
∂ ln |x(s)− y(σ )|
∂ny
= T (s, σ )
g(s, σ )
, g(s, σ ) = |x(s)− y(σ )|
2
(s− σ)2 ,
T (s, σ ) = [x2(s)− y2(σ )]y
′
1(σ )− [x1(s)− y1(σ )]y′2(σ )
(s− σ)2 .
Note that y(σ ) is a point on γ , corresponding to s = σ . So, we may put x(σ ) = y(σ ). For j = 1, 2 we have [18, Section 3]
xj(s)− xj(σ ) = (s− σ)Z1j (s, σ ),
where
Z1j (s, σ ) =
∫ 1
0
x′j[σ + ξ(s− σ)] dξ ∈ C1([a, b] × [a, b]).
Note that the function
g(s, σ ) = |x(s)− x(σ )|
2
(s− σ)2 =
{[
Z11 (s, σ )
]2 + [Z12 (s, σ )]2} ∈ C1([a, b] × [a, b])
does not equal zero if s ∈ [c, d], σ ∈ [a, b]. In addition, g(s, s) = 1. Therefore 1g(s,σ ) ∈ C1([c, d] × [a, b]). Similarly,
T (s, σ ) = [x2(s)− x2(σ )]x
′
1(σ )− [x1(s)− x1(σ )]x′2(σ )
(s− σ)2
= K(s, σ )
s− σ ,
where
K(s, σ ) = [Z12 (σ , s)x′1(σ )− Z11 (σ , s)x′2(σ )] ∈ C1([a, b] × [a, b]).
From this representation it follows thatK(s, s) = 0. According to [17, Section 5.7], the following representation holds:
T (s, σ ) = J(s, σ )|s− σ |1/3 ,
where J(s, σ ) ∈ C0,1/3([a, b] × [a, b]). Hence
∂ ln |x(s)− y(σ )|
∂ny
= T (s, σ )
g(s, σ )
= J(s, σ )|s− σ |1/3 ,
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where J(s, σ ) = J(s,σ )g(s,σ ) ∈ C0,1/3([c, d] × [a, b]). Consequently,
I1(s) = − 12pi
∫ b
a
µ(y(σ ))
∂ ln |x(s)− y(σ )|
∂ny
dσ
= − 1
2pi
∫ b
a
µ(y(σ ))
J(s, σ )
|s− σ |1/3 dσ .
Let s1, s2 ∈ [c, d]. Consider
|I1(s2)− I1(s1)| ≤ ‖µ‖C0(γ )
1
2pi
∫ b
a
∣∣∣∣ J(s2, σ )|s2 − σ |1/3 − J(s1, σ )|s1 − σ |1/3
∣∣∣∣ dσ
≤ ‖µ‖C0(γ )
1
2pi
∫ b
a
∣∣∣∣ (J(s2, σ )− J(s1, σ ))|s1 − σ |1/3|s2 − σ |1/3|s1 − σ |1/3 − J(s1, σ )(|s2 − σ |
1/3 − |s1 − σ |1/3)
|s2 − σ |1/3|s1 − σ |1/3
∣∣∣∣ dσ
≤ ‖µ‖C0(γ )
1
2pi
(∫ b
a
|J(s2, σ )− J(s1, σ )| · |s1 − σ |1/3
|s2 − σ |1/3|s1 − σ |1/3 dσ +
∫ b
a
|J(s1, σ )| ·
∣∣|s2 − σ |1/3 − |s1 − σ |1/3∣∣
|s2 − σ |1/3|s1 − σ |1/3 dσ
)
≤ c0‖µ‖C0(γ )|s2 − s1|1/3
∫ b
a
1
|s2 − σ |1/3|s1 − σ |1/3 dσ ,
where c0 is a constant. The properties of Hölder functions [17, Sections 3.1, 5] are used when deriving the latter inequality.
Using the Cauchy–Bunyakovskii inequality, we obtain∫ b
a
1
|s2 − σ |1/3|s1 − σ |1/3 dσ ≤
(∫ b
a
dσ
|s2 − σ |2/3
)1/2 (∫ b
a
dσ
|s1 − σ |2/3
)1/2
≤ const
for any s1, s2 ∈ [c, d]. Hence
|I1(s2)− I1(s1)| ≤ c2‖µ‖C0(γ )|s2 − s1|1/3, s1, s2 ∈ [c, d],
where c2 = c0 · const is a constant. Therefore I1(s) ∈ C0,1/3[c, d] for any density µ(x) ∈ C0(γ ).
Moreover, for any x1, x2 ∈ γ1, where x1 = x(s1), x2 = x(s2), and s1, s2 ∈ [c, d], we obtain
|I1(x2)− I1(x1)| = |I1(x(s2))− I1(x(s1))| = |I1(s2)− I1(s1)|
≤ c2‖µ‖C0(γ )|s2 − s1|1/3 ≤ c2‖µ‖C0(γ )
|s2 − s1|1/3
|x(s2)− x(s1)|1/3 |x(s2)− x(s1)|
1/3
≤ c2 · c1/61 ‖µ‖C0(γ )|x(s2)− x(s1)|1/3 = c2 · c1/61 ‖µ‖C0(γ )|x2 − x1|1/3. (C.1)
Here we used the inequality
1
g(s2, s1)
= |s2 − s1|
2
|x(s2)− x(s1)|2 ≤ c1
for all s1, s2 ∈ [c, d], where c1 is a constant. This inequality is true since 1g(s,σ ) ∈ C1([c, d] × [a, b]), as was shown above. It
follows from (C.1) that I1(x) ∈ C0,1/3(γ1) in the variable x. Lemma is proved. 
Theorem C.1. Let γ be a simple closed curve of class C2,0, parametrized by the arc length s: γ = {x : x = x(s), s ∈
[a, b], x(a) = x(b)}, and
µ(x(s)) ∈ C0(γ ) = {µ(x(s)) ∈ C0[a, b], µ(x(a)) = µ(x(b))} .
Let
I1(s) = I1(x(s)) = − 12pi
∫ b
a
µ(y(σ ))
∂ ln |x(s)− y(σ )|
∂ny
dσ
be the direct value of the double-layer potential on γ . Then
I1(s) ∈ C0,1/3(γ ) = {I1(s) ∈ C0,1/3[a, b], I1(a) = I1(b)}.
Proof. Since γ1 in lemma is an arbitrary non-closed arc lying on γ , we subdivide the curve γ into two parts and observe that
I1(x) is a Hölder continuous function in xwith exponent 1/3 on each part. Note that I1(x) is continuous on γ in x. Repeating
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the arguments from [17, Section 5.1], we observe that I1(x) ∈ C0,1/3(γ ) in x. Hence, for all s1, s2 ∈ [a, b] and for some
constant c3 we have
|I1(s2)− I1(s1)| = |I1(x(s2))− I1(x(s1))| ≤ c3|x(s2)− x(s1)|1/3
≤ c3 |x(s2)− x(s1)|
1/3
|s2 − s1|1/3 |s2 − s1|
1/3 ≤ c3c1/64 |s2 − s1|1/3,
where c4 is a constant. So, I1(s) ∈ C0,1/3[a, b] in s. When deriving the latter inequality we used the fact that
|x(s2)− x(s1)|2
|s2 − s1|2 = g(s2, s1) ≤ c4 = const
for all s1, s2 ∈ [a, b]. Indeed, it was shown in the proof of lemma that g(s, σ ) ∈ C1([a, b] × [a, b]) whence it follows that
the function g(s, σ ) is uniformly bounded in s, σ on the set [a, b] × [a, b].
It is easy to verify that the kernel in the integral I1(x(s)), depends on x
(m)
j (s), j = 1, 2; m = 0, 1. The values of these
functions at s = a and at s = b are equal and the kernel is continuous in x, y on γ . Therefore, I1(x(a)) = I1(x(b)), so
I1(a) = I1(b). Thus, I(s) ∈ C0,1/3(γ ) in the variable s. This accomplishes the proof. 
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