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Abstract
We are concerned with the asymptotic analysis of positive blow-up bound-
ary solutions for a class of quasilinear elliptic equations with absorption term.
By means of the Karamata theory we establish the first two terms in the ex-
pansion of the singular solution near the boundary. Our analysis includes large
classes of nonlinearities of Keller-Osserman type.
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1 Introduction and the main result
Let Ω ⊂ RN (N ≥ 2) be a bounded domain with C2 boundary. Throughout this
paper we assume that 1 < p < ∞, a : Ω → (0,∞) is a Ho¨lder potential, and
f : [0,∞)→ [0,∞) is a C1 function.
We are concerned with the study of solutions u ∈ W 1,ploc (Ω) ∩ C
1,µ(Ω) of the fol-
lowing quasilinear elliptic problem

∆pu = a(x)f(u) in Ω
u(x)→ +∞ as dist(x, ∂Ω)→ 0
u > 0 in Ω .
(1)
Under appropriate assumptions, the existence of a solution for problem (1) has been
proved in [22]. Our objective in this paper is to establish the first two terms of
the boundary blow-up rate for solutions of (1), under appropriate conditions on the
nonlinearity f and the variable potential a.
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This problem can be regarded as a model of a steady-state single species inhabiting
Ω, so u(x) stands for the population density. In fact, if f(u) = uq (q > p−1), problem
(1) is a basic population model and it is also related to some prescribed curvature
problems in Riemannian geometry. We refer the reader to Li, Pang and Wang [18]
for a study of problem (1) in the case of multiply connected domains and subject to
mixed boundary conditions.
The study of singular problems with blow-up on the boundary was initiated in the
case p = 2, a ≡ 1, and f(u) = exp(u) by Bieberbach [5] (if N = 2) and Rademacher
(if (N = 3). Problems of this type arise in Riemannian geometry, namely if a Rieman-
nian metric of the form |ds|2 = exp(2u(x))|dx|2 has constant Gaussian curvature −c2
then ∆u = c2 exp(2u). Such problems also appear in the theory of automorphic func-
tions, Riemann surfaces, as well as in the theory of the electric potential in a glowing
hollow metal body. Lazer and McKenna [17] extended the results of Bieberbach and
Rademacher for bounded domains in RN satisfying a uniform external sphere con-
dition and for exponential-type nonlinearities. An important development is due to
Keller [16] and Osserman [24], who established a necessary and sufficient condition
for problem (1) to have a solution, provided that p = 2, a ≡ 1, and f is an increasing
nonlinearity. In a celebrated paper connected with the Yamabe problem, Loewner
and Nirenberg [19] linked the uniqueness of the blow-up solution to the growth rate
at the boundary. Motivated by certain geometric problems, they established the
uniqueness for the case f(u) = u(N+2)/(N−2), N > 2. For related results we refer the
reader to Bandle and Marcus [1], Bandle, Moroz and Reichel [3], Lo´pez-Go´mez [20],
Marcus and Ve´ron [21], Mohammed [23], Repovsˇ [26], etc. The case of nonmonotone
nonlinearities was studied by Dumont, Dupaigne, Goubet and Ra˘dulescu [13].
In order to describe our main result, we need to recall some basic notions and
properties in the theory of functions with regular variation at infinity and of func-
tions belonging to the Karamata class. We point out that Karamata [15] introduced
this theory in relation to Tauberian theorems. This theory was then applied to the
analytic number theory, analytic functions, Abelian theorems, and probability theory
(see Feller [14]). We refer the reader to the works by Bingham, Goldie, and Teugels [6]
and Seneta [27] for details and related results. The combined use of the regular varia-
tion theory and the Karamata theory has been introduced by Cˆırstea and Ra˘dulescu
[7, 8, 10, 11] in the study of various qualitative and asymptotic properties of solu-
tions of nonlinear partial differential equations. In particular, this setting becomes a
powerful tool in describing the asymptotic behavior of solutions for large classes of
nonlinear elliptic equations, including singular solutions with blow-up boundary and
stationary problems with either degenerate or singular nonlinearity.
We say that a positive measurable function f defined on some interval [B,∞) is
regularly varying at infinity with index q ∈ R if for all ξ > 0
lim
u→∞
f(ξu)/f(u) = ξq.
When the index of regular variation q is zero, we say that the function is slowly
varying.
If RVq denotes the class of functions with regular variation with index q then the
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function f(u) = uq belongs to RVq. The functions ln(1+u), ln ln(e+u), exp {(ln u)
α},
α ∈ (0, 1) vary slowly, as well as any measurable function with positive limit at
infinity. Using the definition of RVq, a straightforward computation shows that if
p > 1 and f ∈ RVq with q > p is continuous and increasing on [B,∞) then its
anti-derivative F (t) :=
∫ t
B
f(s)ds satisfies F ∈ RVq+1, and hence F
−1/p ∈ RV−(q+1)/p.
According to [7] (see also [23]), we deduce that F−1/p ∈ L1(B,∞), that is, f satisfies
the Keller-Osserman condition ∫ ∞
[F (t)]−1/p <∞ . (2)
An important subclass of RVq contains the functions f such that u
−qf(u) is a
renormalized slowly varying function. More precisely, we denote by NRVq the set of
functions f having the form f(u) = Auq exp(
∫ u
B
ϕ(t)/tdt) for all u ≥ B > 0, where
A is a positive constant and ϕ ∈ C[B,∞) satisfies limt→∞ ϕ(t) = 0. Then, by the
Karamata representation theorem (see [6]), we have NRVq ⊂ RVq.
Next, we denote by K the class of all positive, increasing C1-functions k defined
on (0, ν), for some ν > 0, which satisfy limt→0+
(
K(t)
k(t)
)(i)
:= ℓi for i ∈ {0, 1}, where
K(t) =
∫ t
0
k(s) ds. A straightforward computation shows that ℓ0 = 0 and ℓ1 ∈ [0, 1],
for all k ∈ K.
Let K0,1 denote the set of all functions k ∈ K satisfying
lim
tց0
t−1
[
(K(t)/k(t))′ − ℓ1
]
:= L1 ∈ R .
.
We study problem (1) provided that the nonlinear term f satisfies
f ∈ C1[0,∞), f(0) = 0, f > 0 and f is increasing on (0,∞). (3)
We now describe the growth of f at infinity. We assume that f ∈ NRVσ+1 for
some σ > p− 2. This means that f can be written as
f(u) = A0u
σ+1 exp
(∫ u
B
ϕ(t)/t dt
)
,
for some A0 > 0, where ϕ ∈ C
1[B,∞) and limt→∞ ϕ(t) = 0. Moreover, we assume
that there is some σ+2
p
− 1 < α < σ + 2 such that
lim
t→∞
tϕ′(t)
ϕ(t)
= −α . (4)
We also assume that a : Ω→ (0,∞) satisfies a ∈ C0,µ(Ω) for some 0 < µ < 1 and
k ∈ K0,1,
a(x) = kp(d(x)) (1 + Ad(x) + o(d(x))) as d(x)→ 0, (5)
where A > 0 and d(x) := dist (x, ∂Ω).
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For any x ∈ Ω near the boundary of Ω we denote by x ∈ ∂Ω the unique point
such that d(x) = |x− x|. We also denote by H(x) the mean curvature of ∂Ω at the
point x.
Our main result extends to a quasilinear setting the results given in [8], [23],
and [29]. Our asymptotic development also relies on the geometry of the domain, as
developed by Bandle and Marcus [2].
Theorem 1.1. Assume that f ∈ NRVσ+1 (σ > p − 2) satisfies hypotheses (3) and
(4). Suppose that a ∈ C0,µ(Ω) satisfies condition (5). Then any solution of problem
(1) satisfies
u(x) = ξ0h(K(d(x))) (1 + C1d(x) + C2H(x)d(x) + o(d(x))) as d(x)→ 0,
where h is uniquely defined by
(
p− 1
p
)1/p ∫ ∞
h(t)
(F (t))−1/p dt = t
and
ξ0 =
[
(p− 1)
p+ ℓ1(σ + 2− p)
σ + 2
]1/(σ+2−p)
,
C1 =
L1(σ + 2− p)− A(p+ (σ + 2− p)ℓ1)
σ[ℓ1(σ + 2− p) + p]
,
C2 =
ℓ1(N − 1)(σ + 2− p)
ℓ1(σ + 2− p) + (σ + 1)(σ + 2)− p
.
2 Auxiliary results
The proof of the main result strongly relies on the maximum principle for quasilinear
equations in the following form. We refer the reader to [28] for a detailed proof and
related results.
Lemma 2.1. Let Ω be a bounded domain in RN with smooth boundary. Assume that
V1 and V2 are continuous functions on Ω such that V1 ∈ L
∞(Ω) and V2 > 0. Let
u1, u2 ∈ W
1,p(Ω) be positive functions such that
∆pu1 + V1u
p−1
1 + V2f(u1) ≤ 0 ≤
∆pu2 + V1u
p−1
2 + V2f(u2) in D
′(Ω)
(6)
and
lim sup
x→∂Ω
(u2(x)− u1(x)) ≤ 0, (7)
where f is continuous on [0,∞) such that the mapping f(t)/tp−1 is increasing for
infΩ(u1, u2) < t < supΩ(u1, u2).
Then u1 ≥ u2 in Ω.
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The proof of Lemma 2.1 relies on some ideas introduced by Benguria, Brezis and
Lieb [4] (see also Marcus and Ve´ron [21, Lemma 1.1], Cˆırstea and Ra˘dulescu [9,
Lemma 1], and Du and Guo [12]).
Our growth rate of f expressed by the assumptions f ∈ NRVσ+1 and σ > p − 2
implies that f satisfies the Keller-Osserman condition (2) and
lim
t→∞
tf(t)
F (t)
= σ + 2 .
Next, we set
F(t) :=
(
p− 1
p
)1/p ∫ ∞
t
(F (x))−1/pdx .
Since
F ′(t) = −
(
p− 1
p
)1/p
(F (t))−1/p ,
we deduce that
lim
t→∞
tF ′(t)
F(t)
= −
σ + 2
p
− 1
and
lim
t→∞
F (t)(p−1)/p
f(t)F(t)
=
1
p
(
p
p− 1
)1/p(
1−
p
σ + 2
)
.
These estimates enable us to deduce the following auxiliary result.
Lemma 2.2. Under the assumptions of Theorem 1.1, the following properties hold
true:
(i) limt→∞
tf ′(t)
f(t)
−σ−1
F(t)
= limt→∞
F (t)
tf(t)
− 1
σ+2
F(t)
= 0;
(ii) limt→∞
( pp−1)
(p−1)/p (F (t))(p−1)/p
f(t)F(t)
− σ+2−p
(p−1)(σ+2)
F(t)
= 0;
(iii) limt→∞
f(at)
ap−1f(t)
−aσ+2−p
F(t)
= 0, for all a > 0.
Proof. The proofs of (i) and (ii) follow directly by the previous considerations
about f , F , and F .
(iii) If a = 1 the property is obvious. Let us now assume that a 6= 1. We have
f(at)
ap−1f(t)
− aσ+2−p = aσ+2−p
[
exp
(∫ at
t
ϕ(x)
x
dx
)
− 1
]
.
Our hypotheses on ϕ imply that
lim
t→∞
ϕ(tx)
x
= 0 and lim
t→∞
ϕ(tx)
xϕ(x)
= x−α−1 ,
uniformly for either x ∈ [a, 1] or x ∈ [1, a]. This implies that
lim
t→∞
∫ at
t
ϕ(x)
x
dx =
∫ a
1
ϕ(tx)
x
dx = 0
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and
lim
t→∞
∫ a
1
ϕ(tx)
xϕ(t)
dx = lim
t→∞
∫ a
1
x−α−1dx = α−1(1− a−α).
We conclude that
f(at)
ap−1f(t)
− aσ+2−p = aσ+2−p lim
t→∞
∫ a
1
ϕ(tx)
x
dx
F(t)
= aσ+2−p lim
t→∞
ϕ(t)
F(t)
lim
t→∞
∫ a
1
ϕ(tx)
xϕ(t)
dx = 0.
This completes the proof.
We conclude this section with some properties of the function h that describes
the blow-up rate of solutions of problem (1) in the statement of Theorem 1.1.
Lemma 2.3. Assume that the hypotheses of Theorem 1.1 are fulfilled and let h :
(0,∞)→ (0,∞) be the function defined implicitly by(
p− 1
p
)1/p ∫ ∞
h(t)
(F (t))−1/p dt = t.
Then the following properties hold:
(i) limtց0 th
′(t)/h(t) = −p/(σ + 2− p);
(ii) limtց0 h
′(t)/(th′′(t)) = −(σ + 2− p)/(σ + 2);
(iii) limtց0 h(t)/(t
2h′′(t)) = (σ + 2− p)2/[p(σ + 2)];
(iv) limtց0
(
h′(t)
th′′(t)
+ σ+2−p
σ+2
)
/t = 0;
(v) for all k ∈ K0,1,
lim
tց0
t−1
(
1 +
k′(t)K(t)
k2(t)
·
h′(K(t))
K(t)h′′(K(t))
−
1
p− 1
·
f(ξ0h((K(t))))
ξp−10 f(h(K(t)))
)
=
(σ + 2− p)L1
σ + 2
.
Proof.We first observe that limt→0 h(t) = +∞ and h
′(t) = −p1/p(p−1)−1/pF (t)1/p.
(i) We have
lim
tց0
th′(t)
h(t)
= − lim
s→+∞
(F (s))1/p
∫∞
s
(F (v))−1/pdv
s
= −
p
σ + 2− p
.
(ii) A straightforward computation shows that for all t > 0,
h′′(t) = (p− 1)−2/pp(2−p)/pf(h(t))(F (h(t)))(2−p)/p .
Therefore
lim
tց0
h′(t)
th′′(t)
= −p1/p(p− 1)(p−1)/p · lim
s→+∞
(F (s))1/p
f(s)F(s)
= −
σ + 2− p
σ + 2
.
(iii) We have
lim
tց0
h(t)
t2h′′(t)
= lim
tց0
h(t)
th′(t)
· lim
tց0
h′(t)
th′′(t)
=
(σ + 2− p)2
p(σ + 2)
.
(iv) The proof follows by combining the previous results.
(v) The proof follows after combining Lemma 2.2 with the previous results.
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3 Proof of Theorem 1.1
For fixed η > 0 small enough, we define
Ωη := {x ∈ Ω : 0 < d(x) < η} .
For any x ∈ Ω, we set r = d(x) = |x− x|. Define
S1(r) = r
−1
(
1 +
k′(r)K(r)
k2(r)
·
h′(d(r))
K(r)h′′(K(r))
−
1
p− 1
·
f(ξ0h(K(r)))
ξp−10 f(h(K(r)))
)
.
Then, by Lemma 2.3, we have limrց0 S1(r) = L1(σ + 2− p)/(σ + 2).
Fix ε > 0 small enough. Since Ω has smooth boundary, there exists δ = δ(Ω) > 0
such that d ∈ C2(Ωδ) and for all x ∈ Ωδ, |∇d(x)| = 1. Set, for all x ∈ Ωδ,
z±(x) = ξ0h(K(d(x)) (1 + (C1 ± ε)d(x) + C2H(x)d(x)) .
Then, by the mean value theorem, there exists λ± ∈ (0, 1) depending on x such that
for all x ∈ Ωδ,
f(z(x)) = f(ξ0(h(K(d(x)))))+ξ0h(K(d(x)))f
′(h±(d(x))) ((C1 ± ε)d(x) + C2H(x)d(x)) ,
where
h±(d(x)) = ξ0(h(K(d(x)))) (1 + λ±((C1 ± ε)d(x) + C2H(x)d(x))) .
Define the mapping
S2±(r) = (C1 ± ε)
[
1 +
h′(K(r))
K(r)h′′(K(r))
(
K(r)k′(r)
k2(r)
+
2K(r)
rk(r)
)]
−
C1 ± ε
p− 1
f ′(h±(K(r)))
f ′(h(K(r)))
h(K(r))f ′(h(K(r)))
ξp−20 f(h(K(r)))
−
1
p− 1
(A∓ ε)
f(ξ0h(K(r)))
ξp−10 f(h(K(r)))
,
where 0 < η < min 1, p− 2. Using Lemma 2.3 we deduce that the asymptotic
behavior of S2± near the origin is given by
lim
r→0
S2±(r) = −
(
C1
ℓ1(σ + 2− p)(σ + 2) + p
σ + 2
+ A
p+ ℓ1(σ + 2− p)
σ + 2
)
∓ε
(
ℓ1(σ + 2− p)(σ + 2) + p
σ + 2
+ η
p+ ℓ1(σ + 2− p)
σ + 2
)
.
We also define the mappings
S3(x) = C2H(x)
[
1 +
h′(K(r))
K(r)h′′(K(r))
(
K(r)k′(r)
k2(r)
+
2K(r)
rk(r)
)]
−
H(x)
p− 1
f ′(h±(K(r)))
f ′(h(K(r)))
h(K(r))f ′(h(K(r)))
ξp−20 f(h(K(r)))
−(N − 1)H(x)
h′(K(r))
K(r)h′′(K(r))
K(r)
rk(r)
,
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S4±(x) = r
h′(K(r))
K(r)h′′(K(r))
(C1 ± ε+ C2H(x))∆d(x)
+(C1 ± ε+ C2H(x))
h(K(r))
K2(r)h′′(K(r))
K2(r)
rk2(r)
∆d(x)
−(A∓ ηε)(C1 ± ε+ C2H(x))r
f ′(h±(K(r)))
f ′(h(K(r)))
h(K(r))f ′(h(K(r)))
ξp−20 f(h(K(r)))
.
Applying again Lemma 2.3 we deduce that
lim
d(x)→0
S3(x) = lim
d(x)→0
S4±(x) = 0.
Therefore
lim
d(x)→0
(S1(r) + S2±(r) + S3(x) + S4±(x)) =
∓
ε
σ + 2
[p+ ℓ1(σ + 2− p)(σ + 2) + η(p+ ℓ1(σ + 2− p))] .
Finally, we define
S5±(x) =
∣∣∣∣
[
(1 + (C1 ± ε)r + C2H(x)r) + ((C1 ± ε) + C2H(x)))
K(r)
k(r)
h(K(r))
K(r)h′(K(r))
]
∇d(x)
∣∣∣∣ .
We observe that our hypotheses imply
lim
d(x)→0
S5±(x) = 0 .
Our hypotheses imply that there are positive numbers δ1ε and δ2ε such that 0 ≤
K(t) ≤ 2δ1ε for all t ∈ (0, 2δ2ε) and for all x ∈ Ω2δ1ε ,
kp(d(x))(1 + (A− ηε)d(x)) ≤ a(x) ≤ kp(d(x))(1 + (A+ ηε)d(x)) .
At the same time, restricting eventually δ1ε and δ2ε, we can assume that for all
x ∈ Ω2δ1ε with |x− x| < 2δ2ε,
S1(r) + S2+(r) + S3(x) + S4+(x) ≤ 0 ≤ S1(r) + S2−(r) + S3(x) + S4−(x).
Next, for some fixed ρ ∈ (0, 2δ1ε), we define d1(x) = d(x) − ρ, d2(x) = d(x) + ρ,
and
Ω−ρ = {x ∈ Ω; ρ < d(x) < 2δ1ε} Ω
+
ρ = {x ∈ Ω; d(x) < 2δ1ε − ρ} .
Set
uε(x) = ξ0h(K(d1(x))) (1 + (C1 + ε)d1(x) + C2H(x)d1(x)) x ∈ Ω
−
ρ
and
uε(x) = ξ0h(K(d2(x))) (1 + (C1 − ε)d2(x) + C2H(x)d2(x)) x ∈ Ω
+
ρ .
8
Our main purpose in what follows is to show that uε is a supersolution of the
equation (1) in Ω−ρ and uε is a subsolution of (1) in Ω
+
ρ . We first observe that the
mean value theorem implies
f(uε) = f(ξ0h(K(d1(x))))
+ξ0h(K(d1(x)))f
′(h+(d1(x)))[(C1 + ε)d1(x) + C2H(x)d1(x)]
for all x ∈ Ω−ρ , where, for some ζ ∈ (0, 1) depending on x,
h+(d1(x)) = ξ0h(K(d1(x)))[1 + ζ(C1 + ε)d1(x) + C2H(x)d1(x)] .
Combining these results, we deduce that for all x ∈ Ω−ρ ,
∆puε(x)− k
p(d1(x)) (1 + (A− ε)d1(x)f(uε)) =
(p− 1)ξp−10 k
p(d1(x))d1(x) |h
′(K(d1(x)))|
p−2 h′′(K(d1(x)))·
S5+(x) (S1(r) + S2+(r) + S3(x) + S4+(x)) ≤ 0,
where r = d1(x) + ρ.
We now deduce uniform estimates for the solution of problem (1) in terms of uε
and uε. For this purpose we follow the method introduced in [7]. Assume that u is
an arbitrary solution of problem (1). Thus, for all x ∈ ∂Ω−ρ ,
u(x) ≤ uε(x) +M1(δ1ε), where M1(δ1ε) = maxd(x)≥δ1ε u(x).
Thus, by the maximum principle,
u(x) ≤ uε(x) +M1(δ1ε), for all x ∈ Ω
−
ρ . (8)
Next, since the function h is decreasing, we have for all x ∈ Ω with d(x) = 2δ1ε−ρ,
uε(x) ≤ ξ0h(K(2δ1ε)) := M2(δ1ε).
The maximum principle implies that
uε(x) ≤ u(x) +M2(δ1ε) for all x ∈ Ω
+
ρ . (9)
Taking ρ→ 0 in relations (8) and (9) we obtain, for all x ∈ Ω−ρ ∩ Ω
+
ρ ,
1 + (C1 − ε)d(x) + C2H(x)d(x)−
M2(δ1ε)
ξ0h(K(d(x)))
≤
u(x)
ξ0h(K(d(x)))
≤
1 + (C1 + ε)d(x) + C2H(x)d(x) +
M2(δ1ε)
ξ0h(K(d(x)))
.
This implies that
C1 − ε+ C2H(x) ≤ lim inf
d(x)→0
1
d(x)
(
u(x)
ξ0h(K(d(x)))
− 1
)
≤ lim sup
d(x)→0
1
d(x)
(
u(x)
ξ0h(K(d(x)))
− 1
)
≤ C1 + ε+ C2H(x).
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Taking now ε→ 0 we conclude that
u(x) = ξ0h(K(d(x))) (1 + C1d(x) + C2H(x)d(x) + o(d(x))) as d(x)→ 0.
This completes the proof.
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