Abstract. We consider two indeterminate moment problems: One corresponding to a birth and death process with quartic rates and the other corresponding to the Al-Salam-Carlitz q-polynomials. Using the Darboux method, we calculate their Nevanlinna matrices and several families of orthogonality measures.
Introduction
The first examples of indeterminate measures were found by Stieltjes in 1894, cf. [25] and one of his examples reads ∞ 0 x n−log x {1 + λ sin(2π log x)} dx = √ πe [33] or [10, p. 172] .
Generally speaking, polynomials corresponding to an indeterminate Hamburger moment sequence raise two important problems:
1) The description of all (positive) orthogonality measures ν.
2) The characterization of those orthogonality measures ν for which the polynomials are dense in L 2 (ν). The first problem was solved by Nevanlinna [21] , who constructed a matrix of entire functions
A(z) C(z) B(z) D(z)
, z ∈ C (1.1)
The second problem was solved by Marcel Riesz [22] , who proved that the polynomials are dense in L 2 (ν) precisely when ν is Nevanlinna extremal (short: N-extremal), i.e., a measure whose corresponding Pick function is constant ϕ(z) = t, t ∈ R ∪ {∞}.
By 1923, the theory of the indeterminate Hamburger moment problem was essentially accomplished, but no concrete example of this beautiful piece of work was available in the literature.
The first measure which was recognized as being N-extremal was pointed out by Chihara for the q-polynomials of Al-Salam and Carlitz ( [2] , [10, p. 195] ) without use of (1.2). For further details see [7] . Moak [20] , considering q-analogues of Laguerre polynomials, was the first to express the functions B, D in terms of known functions, viz. the q-Bessel functions. The q-Laguerre polynomials are essentially the generalized Stieltjes-Wigert polynomials, cf. [10] . Chihara and Ismail [12] have worked out the full Nevanlinna matrix (1.1) corresponding to the Al-Salam-Chihara polynomials. More recently Ismail and Masson [18] obtained the same result for the q-Hermite polynomials, and they have given several examples of N-extremal as well as non-N-extremal measures in a closed form.
In this paper we shall consider two rather different indeterminate problems. The first one has to do with the orthogonal polynomials related to a quartic birth and death process already considered in [29] , [28] , [7] , and the second one with the Al-SalamCarlitz q-polynomials [2] , [10] , [7] . The paper is organized as follows. Section 2 gathers basic information on indeterminate Hamburger moment problems. The Nevanlinna parametrization of all the measures is described with emphasis put on the N-extremal measures. We have included a simple criterion in terms of the Pick parameter ϕ for the measure ν ϕ to have a continuous density (cf. 2.1.1, 2.1.2 below).
In the case of a Stieltjes moment sequence, one has to distinguish between determinacy/indeterminacy in the sense of Hamburger and in the sense of Stieltjes, where indeterminacy in the sense of Stieltjes means that there exist at least two different measures on the interval [0, ∞[ with the same moments. We use the self-explanatory notation as in [7] to indicate the different cases: det(H), det(S), indet(H), indet(S). For a moment sequence which is indet(S), we characterize the subclass of positively supported N-extremal measures ν t by t ∈ [α, 0], where the constant α is expressed in terms of B and D as well as in terms of the recurrence coefficients.
Birth and death processes lead to Stieltjes moment problems, and we have gathered some useful formulas expressing fundamental quantities in terms of the birth and death rates (λ n ), (µ n ).
This section concludes with a detailed discussion of continuity properties of the Nevanlinna matrix and the orthogonality measures in terms of parameters on which the moment sequence depends; these results are needed in Section 4.
In Section 3-as a first example-we consider a birth and death process with quartic rates. Using generating functions determined in [30] , the asymptotic analysis of the corresponding polynomials is carried through by the Darboux method and leads after long calculations to the full Nevanlinna matrix. In a preceding paper [7] , C and D were determined in a more elementary way. The order, type, and Phragmén-Lindelöf indicator are determined for these entire functions, e.g., the order is where K 0 is a constant. The equation giving the support of the N-extremal measures is derived; in two particular cases (corresponding to the endpoints of the interval [α, 0]), it can be solved in closed form, and the corresponding masses are given. Several examples of non-Nextremal measures are worked out which exhibit a density and (or) discrete masses.
Using the orthogonality measures, we have expressions for the moments. This leads to a generating function for the moments already determined in [28] . We find the asymptotic behaviour of the moments by the Darboux method:
(1.4)
In Section 4, we consider the Al-Salam-Carlitz q-polynomials with x replaced by x + 1 in order to treat them from the point of view of a birth and death process. The birth and death rates depend on two parameters a > 0 and 0 < q < 1. The regions of det(H) and indet(H) are invariant under the transformation a → 1/a. We examine how the orthogonal polynomials and the corresponding entire functions behave under this transformation. From the general study in Section 2, we know that the entire functions depend continuously on the parameters (a, q) in the region of indeterminacy. This is useful in the calculations because the case a = 1 has to be excluded in the basic calculations because of degeneracy of the formulas. The invariance properties mentioned also makes it possible to restrict the calculations to a < 1.
Otherwise the procedure resembles that of Section 3. Using generating functions for F n given in [2] , [7] and forF n given in [7] , we apply asymptotic analysis to determine the full Nevanlinna matrix. The calculations in this case are much simpler than the quartic case because the generating functions are meromorphic, whereas they have singularities along the cut [1, ∞[ in the quartic case. The entire functions of the Nevanlinna matrix are all of order zero. The support of the N-extremal measures can be determined explicitly for two values of the parameter t = 0, t = t 1 , where
Concerning the basic hypergeometric series r φ s , we refer to Rahman and Gasper [14] , but since q is fixed throughout the paper, we have omitted q and write
When the problem is indet(S) (1 < a < 1/q) the values t = 0, t = t 1 are again the endpoints of the interval [α, 0] . When the problem is det(S), indet(H) (q < a ≤ 1), we do not have this interpretation. The two values only agree in the border case a = 1.
The corresponding measures are
where ε x denotes the Dirac measure at x. By convex combinations of these measures, we obtain non-N-extremal discrete measures. We also have calculated a one-parameter family of orthogonality measures with analytic densities. For sake of completeness, we have calculated the unique orthogonality measure in the case det(H). It turns out (cf. Theorem 4.8.1) that (1.6) also gives the orthogonality measure for 0 < a ≤ q, while (1.7) gives the orthogonality measure for 1/q ≤ a. Summarizing, we have the following orthogonality measures given by (1.6) and (1.7):
We remark that σ (a) is concentrated on [0, ∞[ precisely when a ≥ 1.
The Nevanlinna parametrization
2.1. The Hamburger case. Let us consider an indeterminate probability measure µ on the real line. The set V of measures τ on R having the same moments as µ, i.e.,
is a compact convex subset of M 1 (R), the set of probability measures on R with the weak topology, i.e., the weakest topology for which the mappings µ → f dµ are continuous, when f is continuous and vanishes at infinity, cf. [1, p. 31-32] . Nevanlinna [21] showed that V can be parametrized by the one-point compactification P ∪ {∞} of the space P of Pick functions, i.e., the holomorphic functions ϕ : C R → C given by
where s ≥ 0, t ∈ R and σ is a positive finite measure on R. (The Pick functions form a locally compact subset of the space of holomorphic functions on C R, cf. [4] .) A function of the form (2.2) clearly satisfies ϕ(z) = ϕ(z) and Im ϕ(z) ≥ 0 for Im z > 0, and holomorphic functions in C R with these two properties have a unique representation of the form (2.2), cf. [1] , [24] , [26] . The parametrization is established via a homeomorphism ϕ → ν ϕ of P ∪ {∞} onto V given by
where A, B, C, D are certain entire functions depending only on the moment sequence (s n ) n≥0 (or equivalently on V ), cf. (2.12) below. Detailed proofs can be found in [1] , [9] , [24] , [26] . We follow the terminology of [1] .
Given ν ∈ V , we find ϕ ∈ P ∪ {∞} so that ν = ν ϕ by solving the equation
Given ϕ ∈ P ∪ {∞}, we find ν ϕ ∈ V by the Stieltjes-Perron inversion procedure: We have
where
is the Poisson kernel for the upper half-plane, and it is well-known that lim y→0 P y * ν ϕ = ν ϕ weakly. In other words, the measure with density d y (x) with respect to Lebesgue measure converges weakly to ν ϕ . Many standard results about harmonic functions in the upper half-plane can be applied in this situation. In particular, if ν ϕ is absolutely continuous of the form h(x) dx, then lim y→0 d y (x) = h(x) for almost all x ∈ R.
In computations, the following is useful.
Proposition 2.1.1. Suppose ϕ ∈ P has boundary values
where I is an open interval, and the convergence is uniform on compact subsets of I. If, furthermore, B(x)ϕ(x + ) − D(x) = 0 for x ∈ I, then ν ϕ has a continuous density on I given by
Proof. Using (2.13) below, we get that lim y→0 d y (x) = d(x) uniformly for x in compact subsets of I and the assertion follows.
Remark 2.1.2. If ϕ ∈ P has the representation (2.2) with σ = g(u) du and g is a C 1 -function satisfying
then ϕ has continuous boundary values
(the limit exists uniformly for x in compact subsets of R), where
, and H denotes the Hilbert transform
To see this, one proceeds as in [4] using standard results about H.
The four functions in (2.3) can be defined in terms of the orthonormal polynomials (P n ) n≥0 with respect to µ, and the polynomials (Q n ) n≥0 of the second kind given by
We stress that P n is of degree n with positive leading coefficient. This convention together with orthonormality determines (P n ) uniquely. The polynomials P n as well as Q n satisfy the three-term recurrence relation
together with the initial conditions
Using (2.5) and (2.6), the following formulas are easily established
and these polynomials verify the identity
Because of indeterminacy the following series
converge uniformly on compact subsets of C, cf. [1] . By (2.7), the polynomials A n , B n , and D n converge uniformly on compact subsets of C × C to the entire functions
we obtain the four entire functions from (2.3). They satisfy
The matrix in (2.13) is called the Nevanlinna matrix for the indeterminate moment problem. Note that there is a change of sign in the functions in (2.10) compared with [9] . M. Riesz proved (cf. [1] ) that each of the four functions f = A, B, C, D is of minimal exponential type: For any ε > 0, there exists C ε > 0 such that
In other words, the order of f is at most one, and if the order is one, then the type of f is zero. Recently Berg and Pedersen, cf. [5] , have established that the four functions A, B, C, D have the same order, type, and Phragmén-Lindelöf indicator function.
The solutions (ν t ) t∈R∪{∞} in V corresponding to ϕ ∈ P ∪ {∞} being a constant t (including ∞) form a remarkable class of measures called the Nevanlinna extremal solutions, (short: N-extremal solutions). By a theorem of M. Riesz [22] , they are exactly the measures ν ∈ V for which the polynomials are dense in L 2 (ν). The entire function B(z)t − D(z) has only real zeros; they are all simple and form a countable discrete set Λ t ⊆ R. The measure ν t is concentrated in Λ t , and the mass at λ ∈ Λ t is the residue
which is known to be equal to ρ(λ), where
14)
The set of measures ν ∈ V for which the polynomials are dense in L 1 (ν) is precisely the set of extreme points of the compact convex set V , cf. [1, p. 47] . We stress that V is one of those infinite dimensional compact convex sets for which the extreme points are dense in V . For other density results about V , see [4] .
A measure ν = ν ϕ ∈ V is called n-canonical, n = 0, 1, . . . , if ϕ ∈ P ∪ {∞} is a rational function of degree n. For a rational function ϕ = p/q where p and q are polynomials without common zeros, the degree of ϕ is the maximum of the degrees of p and q. The 0-canonical solutions are precisely the N-extremal solutions. By a theorem due to Buchwalter and Cassier [8] , the n-canonical measures are precisely those ν ∈ V for which the closure of the polynomials in L 2 (ν) has co-dimension n. If ϕ ∈ P is a quotient of entire functions ϕ = p/q, in particular if ϕ is rational, then we get by (2.3) that ν ϕ is a discrete measure with point masses at the zeros of Bp − Dq. If ϕ ∈ P, then Im ϕ is a non-negative harmonic function in the upper half-plane, so by the mean-value property for harmonic functions, either Im ϕ ≡ 0 or Im ϕ > 0 everywhere in the upper half-plane. In the first case, ϕ is a real constant, and in the second case ϕ maps the upper half-plane into itself and, similarly, maps the lower half-plane into itself. This shows that the class P R of non-constant Pick functions is stable under composition. As examples of non-constant Pick functions, we mention −1/z, z α , 0 < α ≤ 1, and tan z. In particular, if ϕ is a non-constant Pick function, then so are −(1/ϕ), ϕ α , 0 < α ≤ 1, and tan ϕ. We next define an involution * in P ∪ {∞} by
Via the homeomorphism ϕ → ν ϕ , this yields an involution ∼ in V : ν ϕ = ν ϕ * . The (unique) fixed point under the involution * is the function
The corresponding solution ν ϕ0 ∈ V has an analytic density with respect to Lebesgue measure, cf. [4] 
More generally, corresponding to ϕ t,γ ∈ P given by 16) where t ∈ R and γ > 0, we have 17) cf. [4] . The representation (2.2) for (2.16) is given by s = 0 and
We shall now relate the convex structure of V to the structure of P ∪ {∞}. For ϕ, ψ ∈ P ∪ {∞} and s ∈ [0, 1], there exists g = g(ϕ, ψ, s) ∈ P ∪ {∞} such that
Inserting this into (2.3) leads to the following formula after some calculation
In particular, using s = 1 2 and constant functions ϕ, ψ, we get
This gives a quick proof of the fact that B/D ∈ P, which may otherwise be deduced from the formula
The Stieltjes case.
In the sequel, we assume that the moment sequence (2.1) is a Stieltjes moment sequence, i.e., (2.1) has a solution τ supported by [0, ∞[. Since the zeros of P n and Q n are located in ]0, ∞[ , we see that
, and in particular for x ≤ 0:
It follows that the zeros (β n ) and (δ n ) of B and D, respectively, can be arranged in increasing order
and it follows that the zeros interlace:
The following result can be obtained combining [26, pp. 600-604] and [11] . We give an independent proof.
Proof. We get
and the first assertions are clear. The number
is clearly ≤ 0. Using (2.23), we similarly see that D n (x)/B n (x) is strictly decreasing in the intervals outside the zeros of B n . By (2.22), we have
The sequence (α n ) is strictly increasing since
Let χ be the smallest zero of B 2 and let x < χ. We claim that the sequence D n (x)/B n (x) is strictly increasing. In fact, this is equivalent to
which by (2.22) is equivalent to
but this holds by (2.26) and (2.27). We finally get For results about the density index of ν t see [6] .
Relation to birth and death processes.
A birth and death process is defined by the sequences (λ n ) n≥0 of birth rates and (µ n ) n≥0 of death rates, restricted by λ n > 0, µ n+1 > 0 for n ≥ 0 and µ 0 ≥ 0, cf. [17] . In order to solve Kolmogorov's equation, one has to study the polynomials F n (x) defined by the recurrence
with the initial conditions
In addition, we shall need the polynomialsF n (x) satisfying the same relations (2.28) and (2.29), but with (λ n , µ n ) replaced by (λ n+1 , µ n+1 ). Defining
and
it is well-known that the polynomials
satisfy (2.5) and (2.6) corresponding to a Stieltjes moment sequence (2.1).
In the following, we shall always assume µ 0 = 0. Using (2.28), it follows easily by induction that
and hence
The equations (2.7) can now be written
To compute the entire functions A, B, D in the indeterminate case, we need the asymptotic behaviour of
This will be worked out in Sections 3 and 4 for particular rates.
2.4. Parameter-dependent indeterminate problems. Suppose that the moment sequence (2.1) depends on a parameter γ so that (s n,γ ) n≥0 is a normalized indeterminate moment sequence for each γ ∈ Γ, where Γ is a subset of a euclidean space or more generally a metric space. In the sequel, we need a continuity result in γ for the entire functions in (2.10), and we write P n,γ (z), Q n,γ (z), A γ (z, w), etc., for the objects corresponding to (s n,γ ).
Proposition 2.4.1. Suppose that (s n,γ ) is a continuous function of γ for each n and that the series
converge uniformly for γ in compact subsets of Γ. Then the functions
, is continuous, and, in particular, the N-extremal measures ν t,γ depend con-
Proof. It is easy to see that P n,γ (z), Q n,γ (z) are continuous functions of (z, γ) ∈ C × Γ for each n by the classical formulas which express P n and Q n in terms of the moments. We shall next see that the series
converge uniformly for |z| ≤ R, γ ∈ Γ 0 for each R > 0 and each compact subset Γ 0 ⊆ Γ. From this follows the continuity of the functions in (2.38) on C × Γ and of
2 converges uniformly in |z| ≤ R, γ ∈ Γ 0 is a modification of the proof in [1, pp. 17-19] , but, for completeness, we shall include the argument.
We shall use the formula
are the coefficients in the orthogonal expansion of the polynomial
By (2.40), we get
and since the functions in (2.36) are continuous for γ ∈ Γ and hence bounded on compact sets, we see that given ε > 0 there exists
For N > N 0 (ε), |z| ≤ R, γ ∈ Γ 0 , we then get from (2.39)
By continuity
but this shows that the series |P n,γ (z)| 2 converges pointwise and satisfies
which shows the uniform convergence for |z| ≤ R, γ ∈ Γ 0 . From (2.39), we find
from which we similarly see that |Q n,γ (z)| 2 converges uniformly for |z| ≤ R, γ ∈ Γ 0 . Concerning the last statement, let (ϕ n , γ n ) → (ϕ, γ) in (P ∪ {∞}) × Γ and let ν be a weak accumulation point for the sequence (ν ϕn,γn ). By (2.37), we then have
showing that ν = ν ϕ,γ by unicity of the Stieltjes transformation. Since any weak accumulation point for the sequence (ν ϕn,γn ) is equal to ν ϕ,γ , the latter is the weak limit of the sequence.
Remark 2.4.2. With the above terminology, the recurrence coefficients from (2.5) can be written a n,γ , b n,γ . To require that s n,γ is continuous in γ for each n is equivalent to the requirement that a n,γ and b n,γ are continuous in γ for each n. Furthermore, if the moment problem corresponds to a birth and death process with rates λ n,γ , µ n,γ , then continuity in γ of these rates implies continuity of s n,γ for each n by (2.31).
A quartic birth and death process
We shall consider the following quartic rates
already considered in [19] , [28] , [29] . Note that µ 0 = 0 and
and it follows from known criteria that the corresponding moment problem is indet(S), cf. [7] .
3.1. The generating functions. The polynomials F n (z),F n (z) corresponding to the rates (3.1) have the generating functions
valid for z ∈ C, w ∈ C, |w| < 1. These formulas are special cases of the generating function (54) in [30] . The first corresponds to c = 0, µ = 0 and the second to c = 1, µ = 0. Let us briefly recall the terminology employed above. The formula
, where
is the complete elliptic integral in the lemniscatic case corresponding to the modulus k = 1/ √ 2. The inverse function is
where we follow the terminology of [32] omitting k in the notation. The trigonometric functions of order 4, cf. [13] , are entire and given by
(Notice that δ l here differs from δ l in [30] by a factor exp(il π 4 ).) Since these functions play a prominent role in our analysis, let us give their most useful properties. Their derivatives are
from which we deduce δ
, which explains their name. Putting j = exp(i π 4 ), one can write the functions as linear combinations of the exponentials exp(τ z), τ ∈ {±j, ±j}, cf. [30] , and the simplest cases are
These functions satisfy addition theorems; for instance,
and similar results for l = 1, 2, 3. Due to the special form of δ l it is seen that we do not have to worry about which branch of the fourth root we are using in (3.3) and (3.4). We shall now transform these formulas. 
(3.14)
The right hand side of these equations are holomorphic in
Proof. Applying the operator w d/dw + 1/4 to (3.3), we get (3.13).
Integrating by parts twice in (3.4) and using the identity
where t(θ) is given by (3.7), we get
Differentiating with respect to w and replacing w 4 by w leads to (3.14).
Asymptotic analysis.
The essential tool in the asymptotic analysis of F n (z), by Euler's integral representation of the hypergeometric function. We transform the hypergeometric function to the variable 1 − w using [15, formula 9.131(2)] and get
valid for |w| < 1, |1 − w| < 1, and the right-hand side gives the analytic extension of
, we therefore find for w close to 1
where ϕ is the sum corresponding to odd k which is holomorphic in a neighbourhood of 1. Using the expression for u and (3.9), we find the above is equal to
Inserting the expansion
2 and collecting the coefficients to w n , we finally get the following asymptotic expansion
In the asymptotic analysis of (3.14), we need the following entire functions
We make the substitution t = √ 2 θ(w 1/4 ) − u , put σ = σ(w) = K 0 − √ 2θ(w 1/4 ) for |w| < 1, and transform the right-hand side of (3.14) to
We next write this as I 0 − I 1 , where
From (3.16), we get
a) Asymptotic behaviour of I 0 . We use the Taylor expansion of cn at the point t and get
where the odd powers sum to a function ϕ 1 which is holomorphic in a neighbourhood of 1.
The integrals
can be evaluated by means of the functions ∆ l in (3.18) using integration by parts. Puttingz = z 1/4 K 0 / √ 2 as before, we find for k = 0, 1, 2, which is enough to get an expansion which is O(1/n 3 ):
b) Asymptotic behaviour of I 1 . Defining
and using the Taylor series for H at K 0 , we get
and we need only consider even powers ≤ 4 of σ in order to find an expansion which is O(1/n 3 ). After some calculation, we find
where ϕ 2 , ϕ 3 are holomorphic functions in a neighbourhood of 1.
Using the expansion of (1 − w) a as before, we finally get
3.3. The Nevanlinna matrix. Plugging (3.2), (3.17), and (3.21) into (2.35) and letting n → ∞ leads after some computation to the following result.
Proposition 3.3.1. The entire functions (2.10) are given for (z, w) ∈ C 2 by
where, for simplicity,z
(Note that ∆ 2 (z)/ √ z and √ zδ 2 (z) are entire functions in z). 
From (3.18), we find
They are all of order 1/4 and type K 0 / √ 2, and they have the common Phragmén-Lindelöf indicator
For D we have the following expressions
Proof. It has been proved in [5] that all four functions in a Nevanlinna matrix have the same order, type, and indicator. Therefore, it is sufficient to study the simplest of them, namely D. Using the formula (3.11) for δ 2 and the canonical products for sin and sinh, we find (3.25) . It follows that the order ρ D of D is equal to the exponent of convergence of the zeros (2nπ/K 0 ) 4 , i.e., the smallest number τ > 0 such that
Hence, we conclude that ρ D = Using (3.25), we find for z = re iθ , θ ∈ [0, 2π[
, and we get
which shows that h D as periodic function with period 2π is given by (3.24) . Therefore, the type σ D is Proof. We have
and for z = −x, x > 0, this leads by (3.10) and (3.11) to
K 0 , and we get
From (2.34), we have
which by (3.1) and (3.2) leads to (3.26).
Remark 3.3.4. The formula (3.26) can be established directly using twice the integral formula [15, 7.512(12) ] which expresses p+1 F q+1 as an integral of p F q . This relates the 4 F 3 to a special 2 F 1 which is known
An interchange of the order of integration followed by an integration by parts leads to relation (3.26).
We do not know any formula which expresses ξ in terms of classical constants. However, using the trigonometric series for cnu (cf. [15, 8. 146 (2)]) and integrating termwise, one gets
Here β 1 = π/4, cf.
[23], but we do not know a similar simple evaluation of β 3 . By (2.24), we have
which can be reduced to
This gives, in particular, the function 1/ρ(x) for x ∈ R, cf. (2.14). The identity (2.13) reduces to
a rather remarkable relation for which we now give a direct proof. To this end, we integrate f (z)cnz along the boundary of the rectangle with vertices ±K 0 , ±K 0 +2iK 0 , where f is an arbitrary entire function. There is a simple pole at z = iK 0 , and the residue theorem gives
The choice of f (z) = exp jp(z − iK 0 ) , p ∈ C, j = exp(iπ/4) and use of the relation (3.10) gives
By the addition formula (3.12) for δ 0 and omitting zero contributions from odd functions, we find
which is (3.28) with p = z 1/4 / √ 2.
The Nevanlinna parametrization. By Theorem 3.3.2, we have
so using the transformation
we see that the Nevanlinna parametrization (2.3) takes the simple form 30) and the density d(x) from Proposition 2.1.1 can be written
Note that (3.29) defines a homeomorphism of P ∪ {∞} for which the interval [− The N-extremal solutions ν t corresponding to ϕ ≡ t ∈ R∪{∞} are discrete measures concentrated at the zeros of the denominator in (3.30), i.e., the solution z ∈ C to the equation
which by (3.10) and (3.11) are given by
It is known from the general theory that (3.32) has only real solutions. There are two cases for which the equation can be solved explicitly, namely for t = 0, (t ♯ = ∞) and t = −1/ξ (t ♯ = 0). In the first case, the solutions are given by
, n = 0, 1, . . . and the corresponding masses are
where ρ is given by (3.27) .
In the second case, t = −1/ξ, we find
, n = 0, 1, . . . .
Summarizing, we have proved:
Proposition 3.4.1. The N-extremal measures ν 0 and ν −1/ξ are given by
Remark 3.4.2. The two measures above are in agreement with the measures derived in [28] , but their N-extremal character is now established. We note that it was proved by another method in [7] that ν 0 is N-extremal.
From Remark 2.2.2, we know that supp(ν t ) ⊆ [0, ∞[ for t ∈ [−1/ξ, 0], and for t / ∈ [−1/ξ, 0] the measure ν t has one negative point in the support. This is in agreement with (3.32) because the function f (z) is strictly increasing from −∞ to ∞ in each of
Remark 3.4.3. The mass of ν 0 at x n = (2nπ/K 0 ) 4 is also equal to the residue of (3.30) at x n which leads to
Similarly, we find
2 )π , n ≥ 0.
Examples of non-N-extremal measures.
The simplest way to obtain examples of measures in V which are not N-extremal is to use the convexity of V . Starting from ν 0 and ν −1/ξ , we may take the convex combination with s = (1 − a)/2, a ∈ [−1, 1]. This gives the one-parameter family
and using the explicit form of these measures, we find
with x n = (nπ/K 0 ) 4 , n = 0, 1, . . . . The corresponding function ϕ a ∈ P follows from the relation (2.18) and is given by
For a = ±1, this gives a simple example of a non-N-extremal measure, which was first derived in [28] using a different approach.
From (2.17), we get an example of an absolutely continuous measure
with support equal to the whole real axis. Here t ∈ R and γ > 0 are parameters. When t and γ are related by the equation
can attain any value in ]0, ∞[, and the above density can be expressed
The corresponding ϕ p ∈ P is given by ϕ p (z) = t + iγ, Im(z) > 0. Using (3.10) and (3.11), the denominator in (3.34) can be reduced to the following expression The density d(x) is easily calculated using (3.31), and we find
To conclude let us present an example where both the absolutely continuous and discrete component can be given explicitly. We take
The denominator has zeros at z
The residue of (3.37) at z (1) n can be calculated using Remark 3.4.3, and putting u n = (n + 2 )π, we find
The numerator has poles at z (2) n = (2nπ/K 0 ) 4 , n ≥ 0, and, as above, the residue of (3.37) at z (2) n can be calculated, and putting v n = nπ, we find
Note that β 0 = 0 so that there is in fact no pole at z (2) 0 = 0. To calculate the absolutely continuous part on the negative half-axis, we put
and find the density
To summarize, the measure ν ϕ from (3.37) is given by
(3.38)
3.6. Asymptotic behaviour of the moments. Using the measure ν (a) in (3.33) for a = 0, we get the following formula for the moments
, n = 0, 1, . . . , (3.39) and the fact that all the measures ν (a) have the same moments leads to the equations
which have a long history, cf. [28] . Using (3.39), it was proved in [28, formula (49)] that we have the following generating function for the moments
The function ϕ has double poles at the zeros of dn( √ 2x), i.e., at the points
The radius of convergence of (3.41) is, therefore, K 0 and the Hadamard formula for the radius of convergence gives lim sup
By the Darboux method, we can obtain more precise information.
Proposition 3.6.1. The moments satisfy
and using
in a neighbourhood of zero, the principal part of ϕ corresponding to the pole x = jK 0 is i(x−jK 0 ) −2 . The principal part corresponding to the remaining poles −jK 0 , ±jK 0 can be found in a similar way, and the sum s(x) of the four principal parts has the following power series expansion for |x| < K 0
The function ϕ(x) − s(x) is holomorphic for |x| < √ 5K 0 with 8 double poles on the circle |x| = √ 5K 0 , and therefore we get
which proves the assertion.
Al-Salam-Carlitz q-polynomials
These polynomials,
n (x; q), were introduced in [2] . They are connected to the birth and death process with rates
by the formula
cf. [7] , where
n (x; q) are defined by (2.28), (2.29). We always restrict the parameters a, q to the domain
for which λ n > 0, µ n+1 > 0 when n ≥ 0 and µ 0 = 0. Since we only consider one fixed value of q, we use the simplified notation [z] n instead of (z; q) n , i.e.,
(with [z] 0 = 1). By (2.30), we get
and, concerning determinacy, we have, cf.
[11], [7] : Figure 1 . Domains of determinacy/indeterminacy Al-Salam and Carlitz found the following discrete solution of the corresponding moment problem
which is a positive measure for aq < 1. The constant K was evaluated later by Ismail [16] who found K = [aq] ∞ . Below, we shall deduce this once more as well as finding orthogonality measures for the remaining parameter values.
4.1.
Invariance properties under the transformation a → 1/a. Dividing the equation (2.28) by a n+1 and using the fact that F (a)
n (x; q) is uniquely determined by (2.28) together with the initial conditions (2.29), we find
The same equation holds forF n . Using (2.32), we get the following invariance for the corresponding orthonormal polynomials P (a)
n (x; q) and the polynomials Q (a)
n (x; q) of the second kind, P
of indeterminacy in the sense of Hamburger is invariant under a → 1/a. We shall next show that the assumptions of Proposition 2.4.1 are verified for Γ and shall examine the invariance of the entire functions A (a) (z, w; q), . . . from (2.10). In the following, we omit q in the notation. 
Proof. Since the rates λ n , µ n depend continuously on (a, q), we only have to verify the uniform convergence of the series in (2.36) on a fixed compact subset Γ 0 ⊆ Γ, cf. Remark 2.4.2, and for this it suffices to find convergent majorant series.
We have
where r = max Γ0 (aq) < 1, which settles the question for the first series. Putting max Γ0 (q) = q 0 , max Γ0 (q/a) = s, we have q 0 < 1, s < 1, and
where we use
The invariance formulas for A, B, and D are easy consequences of (4.8) and (2.10).
For the explicit determination of the functions A, B, D, it will suffice to carry through the calculations for a < 1 and then use the above properties.
The generating functions.
The starting point of the asymptotic analysis in the indeterminate case is the two generating functions
valid for z ∈ C, |w| ≤ 1 when the moment problem is indet(H), cf. [7] . Here 3 φ 2 is the basic hypergeometric series as defined in [14] and evaluated at q. The basic q is omitted in the notation. The right-hand sides of (4.10) and (4.11) are meromorphic functions of w for each z ∈ C with poles
n = 1 aq n , n = 1, 2, . . . . Reasoning backwards, one can verify that the power series expansions (4.10), (4.11) in w of these functions are given by polynomial coefficients F n (z), (1/µ 1 )F n (z) satisfying (2.28), (2.29). We therefore conclude that (4.10) and (4.11) hold for (a, q) ∈ Ω, z ∈ C and |w| < R, where R is the distance from the origin to the closest pole. We remark in passing that the generating functions F,F both have the following invariance property
where we have omitted q in the notation.
Asymptotic analysis.
We restrict the calculation to the case 0 < q < a < 1. We note that the poles (4.12) are simple in this case and verify
The principal parts of F (z, w) corresponding to the poles w = 1/q and w = 1/(aq) are
respectively, and it follows that F (z, w) minus these expressions is holomorphic for |w| < 1/q 2 . By (4.10), this gives
The principal parts of (1/µ 1 )F (z, w) corresponding to the poles w = 1/q and w = 1/(aq) are
respectively, from which we deduce
Plugging (4.5), (4.14), and (4.15) in (2.35), we get after some calculation the following formulas:
Proposition 4.3.1. The entire functions A, B, D from (2.10) are given by
for (z, w) ∈ C 2 and (a, q) ∈ Γ, a = 1.
In the first place, we get the formulas only for a < 1, but noting that the right-hand sides in the formulas have the same invariance properties as A, B, D in Proposition 4.1.1, we conclude that the above formulas hold for (a, q) ∈ Γ, a = 1.
Since we know that A, B, D are continuous functions of the parameters, we find A (1) , B
(1) , D (1) by taking the limit of the above expressions for a → 1. This leads to quite complicated expressions, so we shall not give the formulas.
The identities (2.8) or (2.13) reduce to
which is a particular case of (2.10.13) in [14] .
The Nevanlinna matrix.
Theorem 4.4.1. For (a, q) ∈ Γ, a = 1, the Nevanlinna matrix consists of the following entire functions
They are all of order 0. The functions
Proof. This follows immediately from Proposition 4.3.1 and (2.12). Since they all have the same order, it suffices to determine the order of D (a) , which is clearly 0, since the zeros z n = q −n − 1 have exponent of convergence equal to zero.
Defining the constant 16) we see that 17) which is similar in structure to the Nevanlinna matrix in the quartic case. The expression for ξ(a) can be simplified to 
For 1 < a < 1/q, in which case the problem is indet(S), the constant α = α(a) from (2.25) is given by
Proof. Formula (4.18) shows that ξ is strictly decreasing with the above limits at a = q, 1 and
by the q-binomial Theorem. For 1 < a < 1/q, we have by (2.34),
q, q 0 ; 1/a , and using Heine's transformation for 2 φ 1 (see [14, (1.4.1) ]), we get −1/α = ξ(a).
Another quantity of interest is the function ρ = ρ (a) ( · ; q) given by
cf. (2.14). Differentiating D (a) (z, w) with respect to z and setting z = w = x gives 1/ρ(x) for x ∈ R, cf. (2.10). Using
we find for a = 1,
(4.20)
A formula valid for x ∈ C can be obtained using the generating function (1.17) 
; zwζ .
Here Φ (a)
n is related to V (a) n by the formula
(which is (4.7) in [2] , corrected), and replacing a by z/a, b by w/b, z by a, w by b, we get
Finally, for a = b, ζ = q/a, we get by (4.2), (4.5), and (2.32)
For w =z, we get for (a, q) ∈ Γ, z ∈ C:
The function ρ(z) = ρ (a) (z; q) has the invariance property
which follows immediately from (4.8), and this permits the transformation of (4.22) to the following
which will be useful later on.
The Nevanlinna parametrization.
If we introduce the transformation analogous to (3.29)
and use (4.17), we see that the Nevanlinna parametrization takes the form
The N-extremal measures ν (a) t , t ∈ R ∪ {∞} have mass-points at the zeros of the denominator. As in the quartic case, only for two particular values of t is it possible to find the zeros explicitly. For t = 0, it is the zeros of [1 + z] ∞ which are z n = q −n − 1, n ≥ 0. The masses m (a) n are given by the residues at z n , and for the derivative h ∞ (z) of [z] ∞ , it is easy to calculate 28) which follows from (1.5.3) in [14] by taking the limit b → 0, we find
in agreement with [7] , [2] . For t = −1/ξ(a), the zeros of the denominator in (4.26) are determined by [(1 + z)/a] ∞ = 0 so they are z n = aq −n − 1, n ≥ 0, and the corresponding masses
n can be calculated as residues using (4.27) and (4.28), and we find
Proposition 4.5.1. For (a, q) ∈ Γ, a = 1, we have the following N-extremal measures
For 1 < a < 1/q, in case of which the problem is indet(S), both measures are concentrated on [0, ∞[ . For q < a < 1, in which case the problem is det(S), the measure ν −1/ξ(a) are probability measures leads to the equation 31) in the first place for q < a < 1/q, but by holomorphic continuation (4.31) is valid for |a| < 1/q. can also be found departing from (4.24) . Using the definition of 3 φ 2 , we get
so for z n = q −n − 1, n ≥ 0, all terms in the series vanish except for k = n, and we get
in agreement with (4.29). Similarly, the jumps of ν 
This leads to the following Proposition 4.6.1. For q < a < 1/q, a = 1, we have the following one-parameter family of analytic densities for the corresponding moment problem
Remark 4.6.2. For a → 1 and ρ > 0 fixed, the measures ν(x; a, ρ) dx converge weakly to ν
(1) 0 from Proposition 4.5.1. In fact, since |ξ(a)| → ∞ by Lemma 4.4.2, the parameters t and γ tend to zero, so the Pick function corresponding to ν(x; a, ρ) dx tends to 0 in P, and we can apply Proposition 2.4.1.
4.7.
The case a = 1. We shall give explicit formulas for the functions in the Nevanlinna matrix when a = 1. The formulas are obtained from Theorem 4.4.1 by letting a → 1. The calculations of A (1) and B (1) are obtained by differentiation with the respect to a, and therefore it is convenient to introduce the functions For t = −1/ξ 0 , the corresponding N-extremal measure ν (1) t is concentrated in the zeros of (1 + z)h ∞ (1 + z), which are x −1 = −1 and (x n − 1) n≥0 , where x n is the unique zero in q −n , q −n−1 of the function g ∞ . It does not seem possible to find x n explicitly. In analogy with Proposition 4.6.1, we get: 4.8. The determinate case. The parameter range in the determinate case consists of two disjoint regions 1. a ≤ q, 2. 1/q ≤ a, and we shall find the orthogonality measure ν (a) in the two cases. Let us first consider the case a ≤ q. The generating functions (4.10), (4.11) have a simple pole at w = 1/q, and this is the singularity closest to zero; the second closest is 1/q 2 which is a simple pole if a < q and a double pole if a = q. By considering the principal part of the generating functions, we find as in Section 4.3 
and by (4.34) we find has the moment sequence G n (a) n≥0 . The measure (4.40) is the translation of (1.6) by 1. Remark 4.9.3. The above Corollary shows that Carleman's criterion is too rough to distinguish between determinacy and indeterminacy in the parameter domain Ω.
The Darboux method can be used to obtain precise information about the asymptotic behaviour of G n (a) because of the following generating function for G 2 n (a)
This formula is a special case of (1.10) in [2] . The function ϕ(w) on the right-hand side is meromorphic, and the singularities with smallest absolute value are w = ±(a √ q) −1 with
The point w = −(a √ q) −1 is a simple pole, but if a = q n+1/2 for some n ∈ Z, then w = (a √ q) −1 is a removable singularity. By the Darboux method, we get G n (a) = a n/2 q −n 2 /4
where ρ n > 0 is given by
