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I N T R O D U C T I O N
Aircraft manufacturers face the continuous challenge of reducing the fuel consump-
tion of aircraft. An important fraction of the fuel burning is due to drag, the friction
of air as it flows over the surface of an aircraft. Reduction of the drag is challenging,
because friction forces are subject to the chaotic process of turbulence. Turbulence
is the tendency of a fluid to not flow orderly, but to whirl chaotically. Turbulent
whirling close to the surface of an aircraft often increases aerodynamic drag, and
therefore aerospace engineers in general aim to prevent flows from becoming tur-
bulent.
Understanding turbulence is challenging. Small anomalies in a flow can trigger a
transition from orderly laminar to chaotic turbulent flow. To make aircraft greener,
engineers would like to understand what causes transition to turbulence for practi-
cal aircraft, and what can be done to prevent transition. Unfortunately, the physics
of turbulence is too complicated to allow a simple analysis. The Navier-Stokes equa-
tions for turbulent flow have been known since 1822 and can be written in a few
lines of mathematics, but solution by hand is in general impossible. It seems that the
transition to turbulence for realistic aircraft can only be understood through phys-
ical experiments, or through computer simulation of the Navier-Stokes equations.
This thesis focuses on the latter.
Accurate simulation of turbulent airflow takes more than crude number crunch-
ing. It requires the design of a proper simulation method, construction of an ap-
propriate computational grid, parallelization of the simulation method, and often
also coarse-grained modeling of the smaller turbulent flow structures. In this thesis,
we develop and apply methods and models for the simulation of turbulent airflow.
We develop a new framework for the analysis of energy-conserving methods for
compressible flow, propose and assess new coarse-grained large-eddy simulation
models for turbulent flow, and perform a large-scale simulation of the transitional
flow over a triangular delta wing (see Figure 1).




Figure 1: A visualization of a computed flow over a simple triangular delta wing showing
the transition from laminar (orderly) to turbulent (chaotic) flow.
1.1 turbulence and the navier-stokes equations
Many engineering flows are turbulent. The flow over the delta wing in Figure 1
undergoes transition to turbulence near the trailing edge of the wing, and clearly
shows the transition from orderly laminar flow to chaotic turbulent flow.
Flows of air, whether they are laminar or turbulent, are governed by the com-
pressible Navier-Stokes equations. The momentum equation for compressible flow
is [5]
∂tρu+∇ · (ρu⊗u) +∇p = ∇ · σ , (1)
where ρ is the mass density, u is the velocity field, p is the pressure, and σ is a
tensor which models the viscous friction in a fluid. Turbulence is not exclusive to
compressible airflow. In fact, the mathematical analysis of turbulence is often per-
formed for the simpler incompressible Navier-Stokes equations [77]. Fortunately,
turbulence in subsonic compressible flow is not fundamentally different from tur-
bulence in incompressible flow [2]. Therefore, our discussion of turbulence follows
the incompressible analysis.
The common physical explanation of turbulence is that it is a cascade of progres-
sively smaller and more complex flow structures. The driving force of the turbulent
cascade is the non-linear convective term∇· (ρu⊗u). This term models the transfer
of momentum by the local flow velocity and conserves both momentum and kinetic
1.2 computational fluid dynamics 3
energy. The convective term is non-linear and couples velocity modes of different
wave numbers. This means that the convective term can redistribute kinetic energy
over the scales of motion. The diffusion term of the Navier-Stokes equations, ∇ · σ,
models the viscous friction in a fluid. This term conserves momentum, but dissi-
pates kinetic energy. For a Newtonian fluid, the term is linear in the velocity field,
and for incompressible flow its interactions are local in Fourier space. The diffusion
of the viscous terms is stronger for smaller scales of motion. At high Reynolds num-
bers, the diffusion of relatively large scales of motion in the flow corresponds to
very large time scales, and can often be ignored.
An object in a flow inserts kinetic energy at scales corresponding to the size of
the object. For flows at turbulent Reynolds numbers, the viscous diffusion hardly
affects the energy of these scales, and can be ignored. The non-linear convective
term transfers kinetic energy from the larger to the smaller scales of motion. These
smaller scales, in turn, can transfer energy to even smaller scales. This cascade of
kinetic energy to smaller flow structures continues without notable interference
of the viscous diffusion, until the turbulent structures becomes so small that the
viscous diffusion becomes noticeable over typical time intervals. The scales related
to the smallest turbulent flow structures are usually called the Kolmogorov scales.
1.2 computational fluid dynamics
In computational fluid dynamics (CFD), fluid flows are simulated with a compu-
tational method. The turbulent energy cascade poses a real challenge to computa-
tional methods. A direct numerical simulation (DNS) of a turbulent flow should cap-
ture the cascade of kinetic energy from the largest to the smallest scales of motion.
This means that a DNS of turbulent flow should accurately capture the Kolmogorov
scales on the computational grid. It can be shown that the computational complex-
ity of a DNS of homogeneous isotropic turbulence scales with the Reynolds number
as Re3 [77, 15]. Thus, increasing the Reynolds number by a factor 10 increases the
computational complexity of the DNS by a factor 1000.
In spite of the high computational costs, DNS is currently feasible for some
flows. In this thesis, an accurate simulation of the transitional flow over a delta
wing at an intermediate chord Reynolds number of Rec = 150, 000 is performed.
This simulation does not attain a realistic flight Reynolds number, but its compu-
tational costs are already spectacular. Large-scale simulations come with specific
challenges, and focusing on computational complexity alone does not tell the full
story. Accurate large-scale simulations of turbulent flow also require creation of
an appropriate computational grid, parallelization of computer software, data man-
agement, and post-processing of the results. For practical engineering purposes,
a DNS is currently often too expensive. Therefore, in practice engineers often re-
sort to cheaper coarse-grained models of turbulent flow: for example the Reynolds-
averaged Navier-Stokes equations, the large-eddy simulation equations, or hybrid
models.
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1.2.1 Reynolds-averaged Navier-Stokes simulations
In many engineering applications mean flow quantities are of primary interest. If
temporal or ensemble averaging is denoted by a bar ρu, Favre averaging by u˜ =
ρu/ρ, and the residual of Favre averaging as u ′ = u− u˜, then Reynolds averaging
of the momentum equation for compressible flow gives
∂tρu˜+∇ · (ρu˜⊗ u˜) +∇p = ∇ ·
(
σ− ρu˜ ′u ′
)
.
These are the Reynolds-averaged Navier-Stokes (RaNS) equations for compressible
flow. To form a predictive model, the RaNS equations should be closed by formula-
tion of a model for the Reynolds stresses u˜ ′u ′ in terms of the mean flow quantities.
This challenge is called the closure problem. The most common closure models are
eddy-viscosity models. Examples of eddy-viscosity models for aerodynamic appli-
cations are the SST k-ω model [58], and the Spalart-Allmaras model [98].
RaNS simulations can give satisfactory results for design conditions, such as air-
craft in cruise. However, RaNS models have insufficient accuracy in simulations of
aircraft in off-design conditions. Especially flows which large separation regions
are challenging to capture with RaNS models [99]. Also, RaNS models are not ap-
propriate if time-dependent quantities, such as vibrations or acoustic waves, are of
primary interest.
1.2.2 Large-eddy simulation
A more sophisticated coarse-grained flow model than the RaNS equations are the
large-eddy simulation (LES) equations. Large-eddy simulation is motivated by the
observation that in a DNS the bulk of the computational effort is directed at resolv-
ing the smallest scales, whereas these scales are often not of primary interest. In
an LES, the larger scales in a flow are computed on the grid, but the effect of the
smaller unresolved scales is modeled [56]. The common mathematical description
of LES applies spatial filtering to the Navier-Stokes equations. This gives
∂tρu˜+∇ · (ρu˜⊗ u˜) +∇p = ∇ · (σ− ρτ) ,
where the bar denotes spatial averaging, the tilde denotes Favre-filtering u˜ = ρu/ρ,
and τ = u˜⊗u− u˜⊗ u˜ is the sub-grid tensor [23]. For the filtered equations to be
a predictive model, the equations should be closed by modeling of sub-grid terms.
An important objective of LES modeling for subsonic flow is the formulation of a
model for the sub-grid tensor τ in terms of the resolved velocity field u˜.
An important class of sub-grid models are the so-called eddy-viscosity models.
An important example of an eddy-viscosity model is the classical Smagorinsky
model [94]. The Smagorinsky model gives good results for homogeneous isotropic
turbulence, but removes too much kinetic energy from laminar and transitional
flows. This can for example delay the transition to turbulence of a shear layer. At-
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tempts to improve the Smagorinsky model have led to the development of, for ex-
ample, the dynamic Smagorinsky model [24], the wall-adapting local eddy-viscosity
(WALE) model [70], and the Vreman model [119].
LES models give more accurate results than RaNS models for flows with massive
separation. However, this increased accuracy comes at the cost of a higher compu-
tational complexity. A perfect LES model for general complex flows does currently
not exist, and the field of LES is still under development.
1.2.3 Hybrid models
LES can reduce the computational complexity of simulations of separated flow com-
pared to a DNS. However, an accurate LES of a flow with a boundary layer requires
a relatively high grid resolution in the stream-wise and span-wise directions. There-
fore, the computational costs of an LES of wall-bounded flow are often only slightly
smaller than the costs of a DNS [99]. A hybrid model attempts to reduce the costs
of simulations with boundary layers by using an LES model in regions of separated
flow, and a cheaper RaNS model in boundary layers. An important example of a
hybrid model is detached-eddy simulation (DES) [99].
The computational complexity of engineering simulations can be reduced consid-
erably by using a hybrid model instead of an LES model [97]. Hybrid models can
give satisfactory results for complex flows with separated regions [68, 13]. However,
a perfect hybrid model does currently not exist, and hybrid models are still under
development.
1.2.4 Numerical methods
In CFD the coarse-grained flow model or the full Navier-Stokes equations are solved
by a computational method. There are many methods for CFD, each with their own
characteristics and mathematical justification. It is difficult to identify a best all-
round method for CFD, because the requirements of numerical solutions may differ
significantly from one application to the other.
In this thesis, the focus is on LES models, and so the numerical methods should
be suitable for LES of aerodynamic flow. A simulation method for aerodynamic
applications should be able to compute the flow around bodies of complex shape,
should be robust, and should have acceptable performance on parallel computers.
A criterion specific to LES is that energy errors of the numerical method should
not overwhelm the energy dissipation of the LES model [43]. These numerical er-
rors cannot be addressed by only increasing the order of accuracy of a method:
the numerical dissipation can overwhelm the dissipation of the LES model even in
fifth-order accurate upwind methods [63]. The need for good accuracy and low en-
ergy errors motivates the use of higher-order accurate central simulation methods
without numerical energy dissipation. For incompressible flow, this can be attained
through the use of higher-order accurate energy-conserving discretizations [67, 113].
6 introduction
These methods use staggered rectangular grids and have no numerical energy dis-
sipation. The energy-conserving discretizations for incompressible flow are suitable
for LES, but also have additional beneficial theoretical properties: they are stable in
an energy norm, and preserve the mathematical skew-symmetry of the convective
terms at the discrete level.
Recently, simulation methods for compressible flow without artificial energy dis-
sipation have been proposed [40, 100, 66]. These methods have been derived for
collocated curvilinear and staggered rectangular grids, and preserve conservation
of kinetic energy by the convective terms at the discrete level. Some of these energy-
conserving methods are higher-order accurate.
1.3 objectives of this thesis : low-dissipation methods and models
This thesis studies and proposes numerical methods and LES models with low dis-
sipation for the simulation of turbulent subsonic flow. The first topic of the thesis is
the numerical analysis of energy-conserving methods for compressible flow. Energy-
conserving methods for compressible flow have been proposed, but their relation to
energy stability and skew-symmetric differential operators has not been identified.
Therefore, we ask the question
Can the energy-stable symmetry-preserving methods for incompressible
flow be generalized to compressible flow?
Energy-stable methods do not dissipate kinetic energy, so that energy dissipation is
exclusively given by the LES model.
If the numerical method has low dissipation, but an LES model gives too much
dissipation, then the results of an LES may still be unsatisfactory. Therefore, the
dissipation of LES models should be confined. In this thesis, two LES models with
low dissipation are proposed. The first LES model is the symmetry-preserving reg-
ularization. This model gives no dissipation at all, and has been proposed for in-
compressible flow. In this thesis, we address the question
Can symmetry-preserving regularization models for incompressible flow
be generalized to compressible flow, and do they give accurate results in
practice?
The second low-dissipation LES model studied in this thesis is the QR model pro-
posed in the literature. This eddy-viscosity model gives the minimum dissipation
required to confine the energy of sub-grid scales in a simulation. The QR model
has already been used in practical applications, but in this thesis is it shown that
the constant of the QR model has been set incorrectly. Also, it is demonstrated that
the QR model can give unsatisfactory results in simulations on anisotropic grids.
Therefore, we ask the question
Can the QR model be improved so that it is applicable on anisotropic
grids?
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As is shown, the convenient properties of the QR model can indeed be general-
ized to anisotropic grids. This generalization leads to a new anisotropic minimum-
dissipation (AMD) model.
The proposed methods and models are validated in simulations of academic test
cases. These test cases allow for assessment of the models in absence of secondary
error sources such as inflow and outflow boundary conditions and irregularities
of the computational grid. To obtain practical experience with the developed low-
dissipation method, also simulations of the flow over a delta wing are performed.
We ask the question
How do the results of accurate simulations of the transitional flow over
a delta wing compare with experimental measurements?
To address this question, large-scale simulations have been performed on the Dutch
national supercomputer. The largest of the performed simulations reaches the limits
of the current computational feasibility.

Part I
L O W- D I S S I PAT I O N M E T H O D S
In this part, numerical methods for compressible flow
without artificial dissipation are investigated. A new
mathematical framework for the analysis of conserva-
tion properties of the convective term in compressible
flow is proposed. Also, improvements of an existing
method without dissipation are proposed.

2
L O W- D I S S I PAT I O N M E T H O D S F O R C O M P R E S S I B L E F L O W
2.1 the compressible navier-stokes equations
The objective of this thesis is the development of simulation methods for aerody-
namic flow. At Mach numbers below 0.3, air approximately behaves as an incom-
pressible fluid. However, at larger Mach numbers the compressibility of air is not
negligible, and the airflow is governed by The Navier-Stokes equations for com-
pressible flow [23]
∂tρ+∇ · (ρu) = 0
∂tρu+∇ · (ρu⊗u) +∇p = ∇ · σ
∂tρE+∇ · (ρuE) +∇ · (pu) = ∇ · (σ ·u) −∇ ·q , (2)
where ρ is the mass density, u the flow velocity, ρE = 12ρu ·u+ ρe the total energy
density, ρe the internal energy density, p the pressure, σ the tensor with viscous
stresses, and q the heat diffusion flux. The above equations are called the continuity
equation, momentum equation, and total energy equation, respectively. The second
term at the left-hand side of each equation is the convective term, which models the
transport of a quantity with the local flow velocity. The third term at the left-hand
side of the momentum and total energy equation are the pressure terms, and model
the effects of pressure differences in the fluid. The first term at the right-hand side
of the momentum and total energy equation models how viscous friction resists
local flow velocity differences. Finally the last term at the right-hand side of the
total energy equation models how heat is diffused.
To form a predictive physical model of air, the Navier-Stokes equations should
be closed. In this thesis, the standard closure for a calorically perfect gas is used.
The pressure is related to the temperature T by the equation of state p = ρRT ,
where R is the gas constant. The internal energy is related to the temperature as
e = cvT , where cv is the specific heat at constant volume. The specific heat at
constant volume cv is related to the specific heat at constant pressure cp by the
specific heat ratio γ = cp/cv = 1.4 for air at room temperature. The viscous stress is
closed by assuming that air is a Newtonian fluid
σ = 2µ(T)SD , SD = S−
1
3
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where µ(T) is the dynamic viscosity which depends on the temperature, SD is the
deviatoric part of the rate-of-strain tensor S, and I is the identity tensor. The relation






2 T∞ + S ′
T + S ′
,
where µ∞ is the far-field dynamic viscosity and S ′ = 110.4K. The heat diffusion is
modeled using Fourier’s law q = −k∇T , where k is the thermal conductivity. The
thermal conductivity is usually set by imposing the Prandtl number Pr = cpµ/k =
0.72.
The governing equations for compressible flow are more complicated than the
governing equations for incompressible flow
∂tu+∇ · (u⊗u) +∇p = ∇ · (ν∇u) , ∇ ·u = 0 , (3)
where ν is the kinematic viscosity of the fluid. In fact, incompressible flow can be
viewed as a special case of compressible flow. Indeed, most flow phenomena that
occur in incompressible flows also occur in compressible flow. Some flow phenom-
ena are exclusive to compressible flow and do not occur in incompressible flow, for
example acoustic waves and supersonic shock waves.
The primary and secondary conservation properties of the Navier-Stokes equa-
tions are of special interest in this thesis. In Eq. (2), the Navier-Stokes equations
for compressible flow have been expressed in conservative form. The conservative
form directly expressed conservation of mass, momentum, and total energy in a
flow, because all the terms are either in divergence or gradient form. This can be
demonstrated by integration of the Navier-Stokes equations over a volume Ω. For











where Gauss’s law was applied to rewrite the volume integral of a divergence term
to a boundary integral, and n is the outward-pointing normal unit vector at the
boundary ∂Ω of the volumeΩ. The above equation demonstrates that the total mass
inside a volume can change only due to an exchange of mass with the environment
by a flux through the boundaries of the volume. Therefore, mass is conserved. Each
term in the conservative form of the compressible Navier-Stokes equations (2) is
either a divergence or gradient, and therefore the equations directly express con-
servation of mass, momentum, and total energy by convective transport, pressure
forces, viscous friction, and heat diffusion. These conservation properties are im-
mediately clear from the conservative form of the Navier-Stokes equations, and are
therefore called primary conservation laws.
Some terms of the compressible Navier-Stokes equations also conserve quanti-
ties which are not given by primary conservation laws. Such conservation laws are
called secondary conservation properties. In this thesis, the secondary conservation
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properties of the convective terms are of special interest. The convective terms do
not just conserve mass, momentum, and total energy, but also kinetic energy and
internal energy individually. This is not a property of one of the equations individ-
ually, but of both the continuity and the momentum equation. Ignoring the viscous







= u · ∂t (ρu) − 1
2
u ·u∂tρ
= −u · ∇ · (ρu⊗u) −u · ∇p+ 1
2









−∇ · (pu) + p (∇ ·u) ,
where the product rule has been applied multiple times for the third equality. The
first term on the right-hand side of this equation is due to the convective terms,
and is a divergence form. Thus, kinetic energy is conserved by convective transport.
Because the total energy is also conserved by convective transport, this implies that
internal energy is also conserved by convective transport. Conservation of kinetic
and internal energy are important secondary conservation properties of convective
transport, and they are preserved by the discretization without artificial dissipation
that is developed in this chapter.
The second and third terms in the above equations model the effects of pressure
differences. The pressure terms conserve kinetic energy in the incompressible limit
∇ · u = 0, but not in general. Apart from these secondary conservation properties,
it can also be shown that the viscous friction strictly dissipates kinetic energy. This
makes sense, because the viscous terms are a course-grained model for the random
molecular collisions that dissipate kinetic energy into heat.
2.2 low-dissipation methods for compressible flow
If the numerical method dissipates kinetic energy, then this artificial dissipation may
overwhelm the sub-grid model in a large-eddy simulation [63, 7]. Too much artificial
dissipation can delay transition to turbulence of shear layers in an LES, and can
also cause bad predictions of the shear stress near the wall. In computational aero-
acoustic simulations, too much dissipation can inadequately damp the radiated
acoustic waves, which causes predictions of lower sound levels [11]. Thus, an all-
round numerical method for the simulation of subsonic compressible flow should
not give excessive levels of artificial dissipation.
In this thesis, simulation methods for compressible flow without artificial dissi-
pation are studied. Such methods preserve not only the primary conservation prop-
erties of the Navier-Stokes equations, just as a finite-volume discretization, but also
the secondary conservation properties related to kinetic energy. Thus, if a term of
the Navier-Stokes equations does not dissipate kinetic energy, then the discretiza-
tion of this term should also not dissipate discrete energy. Energy-conserving dis-
cretizations for modern CFD originate in the study of incompressible flow. An early
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example of an energy-conserving finite-volume discretization of the two-dimensional
incompressible Navier-Stokes equations is the staggered discretization for uniform
rectangular grids by Harlow and Welch, derived in 1965 [32]. However, the appreci-
ation of the benefits of low-dissipation methods for incompressible LES is dated in
the nineties, when researchers noticed that the artificial dissipation of higher-order
methods can considerably deteriorate the quality of an LES [43]. This resulted in
a quest for numerical methods with high-order accuracy and low artificial dissipa-
tion. Notable examples of fourth-order accurate methods with small energy errors
for three-dimensional incompressible flow are the fourth-order accurate method of
Morinishi et al., which conserves momentum and kinetic energy to fourth-order ac-
curacy on staggered uniform rectangular grids [67], and the fourth-order accurate
symmetry-preserving method of Verstappen and Veldman, which conserves momen-
tum and kinetic energy on general staggered rectangular grids [113]. The discrete ki-
netic energy can only decrease in the latter method, so that the numerical solutions
u satisfies a discrete energy bound ∂t||u||2 6 0. The energy-conserving methods
for incompressible flow are defined on staggered rectangular computational grids,
which is needed to avoid numerical odd-even-decoupling of the Poisson equation.
A disadvantage of rectangular grids is that they do not allow boundary-fitted simu-
lations of flow around practical complex geometries. However, recently also practi-
cal energy-conserving methods for collocated curvilinear computational grids have
been proposed [80].
Historically, the analysis of compressible turbulence has trailed the analysis of in-
compressible turbulence. Similarly, the development of energy-conserving methods
for compressible flow has trailed the development of energy-conserving methods
for incompressible flow. Studies of the energy errors and numerical stability of sim-
ulation methods for compressible flow, and attempts at control of the energy error
have been published from 2004 on. Some authors have proposed to discretize the en-
tropy or internal energy equation instead of the total energy equation [33]. However,
this does not allow for simultaneous conservation of other physical quantities. From
2008 on, methods have been proposed that preserve the primary and secondary
conservation properties of the convective term [35, 38, 40, 100, 66]. The higher-order
accurate methods by Kok [40] and Morinishi [66] are of special interest in this thesis.
The spatial discretizations of these methods are higher-order accurate and conserve
kinetic energy by the convective terms on curvilinear grids. This makes the meth-
ods very suitable for LES of practical flows. However, these conservation properties
have not been related to numerical stability as for incompressible flow, and not all
the conservation laws follow from a skew-symmetry [114].
2.2.1 The relation to energy stability and mathematical symmetries
Besides from their practical advantages for LES, energy-conserving discretizations
for incompressible flow have the additional advantage that they are stable in an
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energy norm, and that they can be explained from mathematical properties of dis-
cretization matrices.
The evolution of the kinetic energy for incompressible flow can be derived from
taking the inner product of the velocity vector u with the incompressible Navier-
Stokes equations (3). Application of the product rule for differentiation and using
the skew-symmetry
φu · ∇ψ+ψu · ∇φ = ∇ · (φψ) (4)






+∇ · ((12u ·u)u)+∇ · (pu) =
∇ · (νu · ∇u) − ν (∇u) : (∇u) .
Thus, the kinetic energy in incompressible flow is conserved by the convective and
pressure terms. The rate-of-change of the total kinetic energy due to the viscous
dissipation term is negative. Physically, this means that the viscous term dissipates

















ν (∇u) : (∇u) dx 6 0 , (5)
where || · || and 〈·, ·〉 are the standard norm and inner product on the space of real-
valued L2(Ω) functions. Thus, strong solutions to the incompressible Navier-Stokes
equations are in L2(Ω), because ||u||2 <∞ at all times.
Decrease of a continuous L2 norm can be used to create an energy stable numer-
ical method. The history of energy stable methods originates in the study of the
two-dimensional incompressible vorticity equation
∂tω+u · ∇ω = 0 , ∇ ·u = 0 . (6)
A numerical method can only predict the behavior of flow structures accurately if
it spans over sufficiently many grid cells. Smaller flow structures cannot be accu-
rately captured by a simulation method and can behave non-physically, which can
eventually cause numerical instability of a simulation. In 1956, the meteorologist
Phillips observed that simulations of the vorticity equation become unstable due to









Phillips observed that reduction of the time-step size does not eliminate this spuri-
ous generation of energy and enstrophy. He therefore concluded that the numerical
instability is related to the spatial discretization of the non-linear convective term
u · ∇ω, and called the instability a non-linear numerical instability. To stabilize the
simulations, Phillips proposed to cancel the instability by application of a numerical
smoothing process [75]. A numerical smoothing process prevents excessive increase
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of numerical energy by removing the spuriously generated energy of the small flow
structures, and thereby stabilizes a simulation.1
The generation of discrete energy and enstrophy that causes numerical instability
of simulations of Eq. (6) does not exist in reality; it can be shown through mathemat-
ical manipulations that the total kinetic energy and enstrophy are conserved, so that
∂t||u||
2/2 6 0. This observation led Arakawa to another solution of the non-linear












where u is the vector with the numerical solution in each grid cell ui, and Ω a
matrix with grid cell volumes Ωi on the diagonal. This discrete norm is quadratic
in the numerical solution expressed in grid functions u andω respectively, and thus
bounding the discrete norm provides a form of local numerical stability. In other
words, if the continuous bound ∂t||u||2/2 6 0 is transferred to the discretization,
then u2i is bounded from above, and therefore the method is numerically stable.
Arakawa proposed a spatial discretization of the vorticity equation which properly
conserves discrete kinetic energy and enstrophy, and thus cannot become unstable
with respect to the energy norm [4].
The so-called symmetry-preserving finite-volume method for incompressible flow
by Verstappen and Veldman provides exactly this type of stability [113]. A symmetry-
preserving spatial discretization of the incompressible Navier-Stokes equations can
be expressed in matrix-vector notation as
Ω∂tu+C(u)u−M
Tp+Du = 0 , Mu = 0 ,
where Ω is a matrix with on the diagonal the grid cell volumes, u is a grid function
of the velocity field, C(u) is the discretization matrix of the non-linear convective
term, M of the divergence, −MT of the gradient, and D of the viscous terms [113].
If a discretization preserves the skew-symmetry of the convective operator in Eq. (4)






A symmetry-preserving discretization matrix D of the viscous friction is positive-
definite, so that the discrete norm of the numerical solution u decreases. Thus a
symmetry-preserving discretization is stable in the energy norm because it pre-
serves conservation properties of the incompressible Navier-Stokes equations at the
discrete level.
1 The smoothing process allowed Phillips to perform long-time simulations of the atmosphere, which
made him the first researcher to demonstrate the feasibility of numerical long-time weather prediction.
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Although unconditional stability on periodic domains is a convenient numerical
property, it is stressed that not every stable simulation gives accurate results. In
this thesis, methods without artificial dissipation are pursued because of their good
properties for LES, and not because it is believed that simulations with an energy-
conserving method can consistently challenge LES or RaNS models [112].
2.2.2 Generalization to compressible flow
As was mentioned in the above, energy-conserving methods for compressible flow
have already been proposed. In this thesis, the existing methods are studied. Also, a
new analysis of energy-conserving methods for compressible flow is proposed and
explored. This analysis is not only interesting for the study of symmetry-preserving
discretizations, it is also interesting from the mathematical perspective, and it is
necessary for the derivation of skew-symmetric regularizations in the sequel of this
thesis.
The energy conservation properties of compressible flow can be encoded in an
L2 stability and skew-symmetry of the convective terms if the solution is expressed
in square-root variables instead of conservative variables. Thus, instead of using
the state vector with the conserved quantities ρ, ρu, and ρE, the state vector of a












where it is assumed that all quantities have been non-dimensionalized. The contin-
uous L2(Ω) norm of the square-root state vector h is equal to the sum of the mass

















Because mass and total energy are conserved in a compressible flow, the norm of








ρEdx = 0 6 0 . (8)
Thus, a square-root variable solution h of the compressible Navier-Stokes equa-
tions is bounded in an energy norm, just as a solution u of the incompressible
Navier-Stokes equations. This is an interesting mathematical property, which seems
to suggest that the bound in Eq. (8) provides numerical stability in the discrete
energy norm hTΩh if conservation of mass and total energy are preserved at the
discrete level, so that any finite-volume method for compressible flow is stable. En-
gineers who perform simulations of compressible flow understand that the flaw in
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this argument is the definition of numerical instability. Finite-volume methods for
compressible flow conserve mass, momentum and total energy, and are thus stable
in the energy norm hTΩh. However, finite-volume methods typically break down
because the density, kinetic energy, or internal energy becomes negative, and the
numerical solution h is no longer real-valued. Thus, a finite-volume method for
compressible flow essentially breaks down before it can violate the energy bound
in Eq. (8). Preserving conservation properties of mass and total energy does not
give an unconditionally stable method that runs without interruptions such as the
symmetry-preserving method for incompressible flow. However, the stability of a
simulation method for compressible flow can be improved by elimination of insta-
bilities related to conservation law violations. A general finite-volume discretization
of the convective terms conserves mass, momentum, and total energy, but allows
for a discrete transfer of internal to kinetic energy. In barely resolved simulations
of turbulence, transfer of internal energy to kinetic energy can cause numerical in-
stability. Therefore, this thesis focuses on preserving the conservation properties of
mass, momentum, kinetic energy, internal energy, and total energy in a discretiza-
tion of the compressible Navier-Stokes equations.
Although the square-root variable state vector in Eq. (7) cannot be used to proof
unconditional stability, it is useful for other purposes. For example, it can be used
to concisely express the conservation properties of the convective terms. Earlier it
was mentioned that the convective terms conserve mass, momentum, kinetic energy,
internal energy, and total energy. These quantities can all be expressed as quadratic
forms of the square-root variables. For example, the mass, x-momentum, kinetic





























Thus, the convective transport conserves all the quadratic forms of square-root vari-
ables. In the next section, it is shown that convective transport conserves all these
quadratic forms because the convective term is a skew-symmetric operator. If this
skew-symmetry is preserved in a simulation method by using a skew-symmetric
discretization matrix, then the method conserves energy. This line of thought is
explored in the next sections.
Expressing the primary and secondary conservation laws of the convective terms
as a skew-symmetry is not necessary for the derivation of energy-conserving dis-
cretizations. However, it is interesting from the mathematical perspective, and pro-
vides an analogy with symmetry-preserving discretizations for incompressible flow.
Also, square-root variables are necessary to generalize the symmetry-preserving
regularization models from incompressible flow to compressible flow.
In the next chapters low-dissipation methods for compressible flow are discussed
and assessed. Firstly, an energy-conserving spatial discretization is discussed. In
the derivation of a discretization of the convective terms, the mathematical analysis
with square-root variables and skew-symmetric convective terms is proposed, and
numerical discretizations that preserve the skew-symmetry are derived. Secondly,
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the conservation errors due to time stepping are discussed, and energy conserving
time-integration methods are proposed. Finally, the energy-conserving discretiza-




E N E R G Y- C O N S E RV I N G S PAT I A L D I S C R E T I Z AT I O N 1
In this section, energy-conserving spatial discretizations of the compressible Navier-





4. internal energy, and (therefore)
5. total energy
of the terms of the Navier-Stokes equations at the discrete level. The choice of pre-
serving these conservation properties is motivated by practical experience with sim-
ulations of incompressible flow, and is not guided by deep mathematical ideas. The
proposed analysis of energy-conserving methods is quite theoretical, but the final
objective is to implement the discretizations in the finite-volume method Ensolv of
NLR.
The organization of this chapter is as follows. Firstly, the discretization of the
convective terms is discussed. The square-root variables are analyzed, and new
second-order accurate discretizations on collocated grid are proposed. Secondly,
the discretization of the pressure terms, the viscous terms, and the heat dissipation
term is discussed. The basic form of the proposed discretizations are second-order
accurate. Therefore, finally the road from second-order accurate to higher-order
accurate energy-conserving discretizations is discussed.
1 The results in this chapter have previously been published in [86, 87, 89, 91].
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3.1 symmetry-preserving discretization of the convective terms
for compressible flow
Convective transport is the physical process that transports physical quantities with
the local flow velocity. Convective transport is modeled by the convective terms of
the Navier-Stokes equations
∂ t ρ + ∇ · (ρu ) = 0
∂ t ρu + ∇ · (ρu ⊗ u ) + . . . = . . .
∂ t ρE + ∇ · (ρuE ) + . . . = . . . , (9)
where the dots denote non-convective terms related to pressure, viscous friction and
heat diffusion. The convective terms conserve many physical quantities. The above
conservative form of the Navier-Stokes equations immediately expresses that the
convective terms conserve mass, momentum, and total energy. However, ignoring
all the non-convective terms, it can be shown that the kinetic energy per unit mass
k = 12u ·u satisfies




u ·u (∂tρ+∇ · (ρu))
= u · (. . .) − 1
2
u ·u (0) = 0 ,
where the dots denote non-convective terms. Thus, kinetic energy is conserved by
convective transport. Ignoring non-convective terms, subtraction of this equation
from the total energy equation gives the convective terms of the internal energy
equation
(∂tρE+∇ · (ρuE)) − (∂tρk+∇ · (ρuk)) = ∂tρe+∇ · (ρue) = 0 ,
which demonstrates that internal energy is conserved by convective transport.
Thus convective transport conserves mass, momentum, kinetic energy, internal
energy, and total energy. In this section, discretizations are proposed that preserve
these conservation laws at the discrete level. In order to transfer the conservation
properties to the discrete level, it is important to understand which mathematical
equalities cause the conservation properties of the convective terms. A new explana-
tion is proposed which concisely explains all the conservation properties in terms of
a mathematical skew-symmetry. It is then demonstrated that this skew-symmetry
can be used to transfer conservation properties to the discretization.
3.1.1 Square-root variables, inner products, and conserved quantities
The unusual square-root variables in Eq. (7) could not provide unconditional sta-
bility to a simulation method. However, they can be used to analyze the many
conservation properties of the convective terms.
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It has been demonstrated in the above that square-root variables allow for a
straightforward notation of conserved quantities as products. This idea can be for-
malized using inner products. The standard L2(Ω) inner product on the space of





where Ω is a sub-domain of R3. The standard inner product induces a norm
through
||φ||2 = 〈φ,φ〉 .
We study the conservation of physical quantities on the domain Ω. Therefore, it is
desirable that physical quantities can only be generated or destroyed by the terms
of the Navier-Stokes equations, and not by inflow or outflow through the boundary
∂Ω of the domain Ω. Therefore, in the analysis of conservation laws it is assumed
that the domain Ω is periodic. Whatever flows out of a periodic domain, flows in
elsewhere, so that conservation can only be broken by the dynamics of the Navier-
Stokes equations inside the domain.









The combination of inner products and square-root variables allows for a concise
mathematical notation of conserved quantities. The mass and the momentum in the






















Thus for square-root variables the mass, momentum, kinetic energy, and internal en-
ergy in Ω can be expressed as inner products. Note that this can also be done if
√
ρe
is chosen as the energy variable instead of
√
ρe, as is proposed by Vabishchevich
[107]. Then, the internal energy can be expressed as
〈√ρ,√ρe〉 .
Mass, momentum, kinetic energy, and internal energy are all conserved by convec-
tive transport. Also, mass, momentum, kinetic energy, and internal energy can all
be expressed as inner products. Thus, the convective terms conserve many inner
products of square-root variables. This raises the question: why does convective
transport conserve so many inner products? This question can be addressed by
studying interactions of the convective terms with inner products.
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3.1.2 The skew-symmetric nature of convective transport
In this section, it is shown that the convective terms can be rewritten to a form
that expresses its conservation properties from a mathematical skew-symmetry.
This leads to a new skew-symmetric form of the convective terms for compress-
ible flow. This explanation of conservation by convective transport is not neces-
sary for the derivation of conservative discretization of these terms, but provides a
new mathematical perspective on existing energy-conserving discretizations, and al-
lows for the derivation of energy-conserving time stepping methods and symmetry-
preserving regularization models for compressible flow. Firstly, the alternative form
of the convective terms is proposed and the conservation of mass, momentum, ki-
netic energy and internal energy is derived from a mathematical property of this
form. Secondly, it is shown that this form is equivalent the convective terms in the
conservative form of the Navier-Stokes equations.







ρe, then the mass, momentum, kinetic energy, and internal energy in
the periodic domain Ω can all be expressed as L2(Ω) inner products. If the Navier-
Stokes equations are expressed in square-root variables instead of conservative vari-
ables, then the convective transport of all the square root variables can be expressed




∇ · (uφ) + 1
2
u · ∇φ = . . . , (10)
where the φ denotes one of the square-root variables and the dots denote non-
convective terms. This form of the convective terms can be expressed compactly as
∂tφ+ c(u)φ = . . . , (11)




∇ · (uφ) + 1
2
u · ∇φ . (12)
This differential operator satisfies the equality
ψc(u)φ+φc(u)ψ = ∇ · (uφψ) . (13)
Integration over a periodic domain Ω gives
〈ψ, c(u)φ〉+ 〈φ, c(u)ψ〉 = 0 , (14)
which means that the adjoint of the convective operator c(u) is equal to −c(u)
with respect to the L2(Ω) inner product. In other words, the convective operator
c(u) is skew-symmetric with respect to the L2(Ω) inner product. This mathematical
property is very important in this thesis, because it expresses many conservation
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properties in a single mathematical statement. To see this, consider the evolution of
products of two square-root variables φ and ψ. If the convective transport of φ and
ψ satisfies Eq. (13) and non-convective terms are ignored, then the evolution of the
product φψ is given by
∂t(φψ) = −ψc(u)φ−φc(u)ψ = −∇ · (uφψ) . (15)




φψdx = ∂t 〈φ,ψ〉
= − 〈ψ, c(u)φ〉− 〈φ, c(u)ψ〉
= 0 , (16)
where the last equality is satisfied by the skew-symmetry in Eq. (14). This demon-
strates that products of the square-root variables φ and ψ are conserved by convec-
tive transport because c(u) is skew-symmetric. Mass, momentum, kinetic energy,
and internal energy can all be written as products of square-root variables, and
therefore these quantities are conserved by skew-symmetry of the convective terms.
The equivalence of Eq. (11) to the Navier-Stokes equations in conservative form
can be shown by substituting the square-root variables in Eq. (15) and checking
equivalence to the convective terms in the conservative form of the compressible
Navier-Stokes equations. For example, the continuity equation can be obtained by
substitution of φ =
√
ρ and ψ =
√





ρ) = −∇ · (u√ρ√ρ) + . . . = −∇ · (ρu) + . . . ,
which is the convective term (and only term) of the continuity equation. Likewise,
substitution of φ =
√





























∇ · (ρu⊗u) + . . . ,
which is the convective term of the momentum equation. Thus, the convective oper-
ator proposed in Eq. (11) is equivalent to the convective terms from the compressible
Navier-Stokes equations.
The advantage of using the alternative square-root form of the convective terms







ρe are conserved by convective transport. Thus
skew-symmetry implies conservation of mass, momentum, kinetic energy, and in-
ternal energy by the convective terms. Because total energy is the sum of kinetic
energy and internal energy, total energy is conserved too. The concise mathematical
explanation of many conservation properties of convective transport allows for a
straightforward transfer of the conservation properties to discretizations and regu-
larization models.
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3.1.2.1 Preserving conservation laws at the discrete level
The many conservation properties of convective transport are induced by the skew-
symmetry of the convective operator. A symmetry-preserving discretization pre-
serves this skew-symmetry at the discrete level, and thus preserves the conservation
properties at the discrete level. As is often done in energy-conserving discretizations,
the continuous proof is transferred to the discrete level. Thus, the numerical anal-
ysis is performed using square-root variables and inner products, and a numerical
counterpart of a skew-symmetric operator is derived.
Just as at the continuous level, the numerical solution is expressed as grid func-









As in the previous section, grid functions of square-root variables are denoted φ
and ψ.
Skew-symmetry of a differential operator only exists with respect to an inner
product. Thus, in order for skew-symmetry to be meaningful at the discrete level, a
discrete inner product should be defined.
3.1.3 Skew-symmetric discretization on a collocated curvilinear grid
In this section symmetry-preserving discretization of the convective term on collo-
cated grids are proposed. A discrete inner product on the space of grid functions






where Ωk is a discretization of the volume of grid cell k, φk and ψk denote the
numerical solution in the grid cell k, Ω is a matrix with grid cell volumes on the
diagonal, and φ and ψ denote grid functions of the numerical solution. This inner
product defines a natural discretization of global physical quantities. For example,











is a natural discretization of the mass inside Ω. The natural discrete counterpart of
a differential operator is a discretization matrix. The discrete counterpart of a con-
tinuous skew-symmetric differential operator has as its natural discrete counterpart
a discrete operator C that satisfies the discrete counterpart of Eq. (14):





φ = 0 ,
for all grid functions φ and ψ. Thus, a discrete operator C is skew-symmetric if
ΩC = −(ΩC)T
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is satisfied, or in other words, if ΩC is a skew-symmetric matrix. Just as at the
continuous level, a skew-symmetric discrete operator can be related to conservation
of inner products of square-root variables. Suppose that the convective part of the
equations in square-root variables in Eq. (11) is discretized as
∂tφ+Cφ = 0 ,
where C is the discretization matrix for the convective operator c(u) in Eq. (12), and
non-convective terms have been ignored. Then the evolution of the discrete integral










Thus, if the matrix ΩC is skew-symmetric, then products of square-root variables
do not change by convection. In other words, if the convective term is discretized
so that ΩC is skew-symmetric, then discrete inner products of square-root variables
are conserved by convective transport. The goal of this section is to formulate such
a symmetry-preserving second-order accurate discretization of the convective term
on curvilinear grids.
A spatial discretization on a curvilinear grid can be derived most easily using a
transformation from physical space coordinates
x = (x1, x2, x3)
to computational space coordinates
ξ = (ξ1, ξ2, ξ3) .
The curvilinear grid in physical space x is considered to be a continuously differen-
tiable and invertible image x(ξ) of an uniform grid in computational space ξ, and
the order of accuracy is expressed in terms of the mesh spacing ∆ξ in computational
space. Conservation laws are revealed upon spatial integration of the conserved
quantities in physical space. Integration of physical quantities in computational
space requires multiplication with the determinant of the Jacobian. Therefore the




J∇ · (uφ) + 1
2
Ju · ∇φ = . . . ,
where dots denote non-convective terms. In order to obtain a discretization in com-


















= . . . ,
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where the Einstein summation convection is used. This expression can be simplified
by setting Aξj = J∂ξj∂xi = J∇ξj, which can be viewed as the area vector in the j











= . . . , (18)
where ξj form the coordinate basis in computational space. In the next section, it is















This identity can be used to rewrite the above form to a skew-symmetric form















= . . . .
This form expresses the skew-symmetry in computational space, because multipli-
cation by ψ and application of the product rule in computational space immediately
reveals the skew-symmetry.
The above form can be discretized straightforwardly through substitution of cen-
tral finite-difference approximations in computational space. However, the straight-
forward discretization of this form is only skew-symmetric if the area vectors Aξj
are discretized at cell centers. Because the discretization should be implemented in
a finite-volume method, the area vectors should be located at cell faces of a grid cell.
To attain a skew-symmetric discretization with area vectors computed at cell faces,


















= . . . ,
and by introducing the mesh spacing in computational space through multiplication


















) (∆ξ2Aξj) ·u∆ξ ∂φ
∂ξj
= . . . .
(19)
The second term can be discretized straightforwardly at the cell center k by substi-
tution of central second-order finite-difference discretizations of the derivatives in
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where Fk is the set of faces of grid cell with index k = (i, j,k), nb(f) is the neighbor
of cell k which shares the face f, uf is some second-order accurate interpolation of
the velocity vector to the faces. It is also used that in the next section it is demon-
strated that ∆ξ3J can be discretized as the grid cell volume Ωk in cell centers, and
that ∆ξ2Aξj can be discretized as an outward-pointing area vector Af at cell faces
normal to the direction ξj. The third term of the skew-symmetric form in Eq. (19)
can be discretized by second-order discretization at the cell face f of the cell k nor-
































φnb(f) = . . . . (20)
Although this discretization does not look central, central and second-order accu-
rate interpolations and discretizations were assumed throughout its derivation, and
thus the proposed discretization is locally second-order accurate in computational








































/2 is symmetric with respect to k and
nb(f), and therefore computing this interpolation from the grid cell k is equivalent





/2 is a unique flux φ˜ψf at the face f and the
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which vanishes because the terms of the sum corresponding to the same face f
cancel, because ufφ˜ψf is equal for two neighboring grid cells, whereas Af changes
sign.
The skew-symmetry of the discretization can also be demonstrated by writing
out the matrix ΩC. If only contributions in the ξ1-direction of computational space
are considered, then this matrix is
. . .
0 (Aξ1f ·u)i− 12 ,j,k
−(Aξ1f ·u)i− 12 ,j,k 0 (A
ξ1
f ·u)i+ 12 ,j,k




where it was assumed that the index of the grid function varies fastest in the compu-
tational direction ξ1. The contributions of the computational coordinate directions
ξ2 and ξ3 in computational space maintains the skew-symmetry, but writing them
out requires too much space.
The proposed discretization is skew-symmetric for any interpolation of the veloc-
ity vector uf at face f, and any discretization of the grid cell volumes Ωk and area
vectorsAf. The proposed discretization is second-order accurate if the interpolation
of the velocity vector uf to the cell faces, the discretization of the cell volumes Ωk
at cell centers, and the area vector Af at cell faces, are second-order accurate in
computational space. Discretization of the cell volumes Ωi and area vectors Af is
addressed in the next section. The second-order accurate interpolation of the veloc-
ity vector u to the cell faces can be chosen arbitrarily. Interpolations that are used

































In the sequel, it is shown that the first two interpolation laws correspond to existing
finite-volume methods. The third interpolation law is used in simulations with the
symmetry-preserving regularization models, which are derived in the sequel of this
thesis.
Once a velocity interpolation is selected, the discretization in Eq. (20) can not yet
be applied in a practical computational method, because the grid cell volume Ωk
and the area vectors Af are typically not directly available.
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3.1.3.1 Computation of the metric terms
In this section, the determinant of the Jacobian J and the area vector Aξj are dis-
cretized to second-order accuracy in three-dimensional computational space. First
the discretizations are proposed, and then a geometric interpretation of the dis-
cretizations is given. In this section, x should not be viewed as an independent
physical coordinate, but as a function of the computational space coordinates ξ.
In the previous section, it was assumed that a continuously differentiable and
invertible map x(ξ) exists that maps a uniform rectangular grid in computational
space ξ to the computational grid in physical space x. The uniform mesh spacing in

























 , J−1 = ∂ξ∂x = ( ∇ξ1 ∇ξ2 ∇ξ3 ) ,
and the determinant of the Jacobians is denoted by J. The Jacobian matrix and its
determinant can be discretized in computational space straightforwardly. However,
the area vectors Aξj = J∇ξj are built from components of the inverse of the Jaco-
bian J−1. Thus, it is convenient to express the vectors Aξj in terms of components
of the Jacobian J before discretization. This can be done using Cramer’s rule for
matrix inversion [22]
JJ−1 = Adj(J) ,
where Adj(A) is the adjugate of the matrix A, which is the transpose of the cofactor











and the right-hand side of Cramer’s rule is equal to a matrix with cross products of














Equating both sides of Cramer’s rule gives the area vectors in terms of the compo-
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where the order of differentiation was changed in the final step. This demonstrates
that the divergence of the area vector in computational space vanishes. This has
been used in the previous section to rewrite Eq. (18) to a skew-symmetric form in
computational space.
Now that both the terms J and Aξj are expressed in terms of the component
of the Jacobian J, they can be discretized straightforwardly in computational space.
The discretizations are proposed for a grid cell in computational space with indices
i, j,k (see Figure 2). In the used method, the computational grid is provided as
locations of the grid cell vertices. This means that the coordinates x are known at
vertices of the grid cells in computational space.
The area vectors Aξj are discretized at the center of the cell face f normal to the
direction ξj. By Eq. (24), at this location derivatives in the other two coordinate
directions in computational space should be computed. As an example, consider





















so that only derivatives with respect to the computational coordinates ξ2 and ξ3
have to be computed at a cell face center normal to the computational coordinate



































































































Figure 2: The grid cell k = (i, j,k) in computational space. The vertices with a rectangle are

















is used to simplify the expressions. A second-order accurate discretization of the





















Likewise, second-order accurate discretization of the area vectors in the other coor-
dinate directions can be derived.
To derive a second-order accurate discretization of the determinant J of the Jaco-
bian matrix J, it is convenient to express the determinant as






























Thus a second-order accurate discretization of J at the cell center of the computa-

















which can be computed directly using the discretizations of the area vector Aξ1 at



















































































The proposed discretization of J in Eq. (27) is second-order accurate with respect
to the mesh spacing in computational space ∆ξ. Substitution of this discretization
and the discretization of the area vectors in Eq. (25) in the discretization in Eq. (20)
produces a second-order discretization of the convective terms.
The proposed discretizations of the metric terms have been derived in compu-
tational space, but in physical space they have a geometric interpretation. This ge-
ometric interpretation is revealed if the dependence on the mesh spacing ∆ξ is







, Ωi,j,k = ∆ξ3Ji,j,k .
The discrete area vector Af at the cell face i+ 12 , j,k in computational space is equal



























































These vectors are the black vectors in Figure 3. The cross product of these vectors
is equal to the area vector of the hatched face. In other words, the proposed dis-
cretization of the area vector is equal to the area vector of a polyhedron with the
cell vertices as edges. Similarly, the proposed discretization of the grid cell volume











In conclusion, the proposed discretizations of the metric terms are second-order
accurate with respect to the mesh spacing in computational space, and have a simple
geometric interpretation in physical space.
3.1.4 Implementation
The proposed second-order accurate discretization of the convective terms is highly
conservative. An objective of this thesis is to use the discretization in the Ensolv





Figure 3: A grid cell in physical space. In the simulation method only the locations of the
vertices is known, but gray lines have been used to show the geometry of the grid
cell. The squares are the geometric means of neighboring vertices. The discretization
of the area vector Af = ∆ξ2Aξ1 is equal to the outer product of the two sketched
vectors. The magnitude of this outer product is equal to the area of the hatched
quadrilateral.
finite-volume method of NLR. In this section the proposed discretization is related
to a finite-volume discretization, and it is shown that the existing energy-conserving
finite-volume methods can be viewed as special cases of the skew-symmetric dis-
cretization.
In [89], it is shown that the skew-symmetric form can also be expressed in matrix-
vector form, and that it can be used to derive discretizations on staggered rectan-
gular grids. The occurrence of inner products suggests that a finite-elements ex-
planation could also be interesting, but this line of thought is not explored in this
thesis
3.1.4.1 Relation to finite-volume discretizations
By its construction, a skew-symmetric discretization of the convective terms con-
serves mass, momentum, kinetic energy, internal energy, and total energy. A stan-
dard finite-volume discretization of the convective terms conserves mass, momen-
tum, and total energy. This raises the question whether the skew-symmetric dis-
cretization of the convective terms in Eq. (20) corresponds to a finite-volume dis-
cretization of the convective terms.
As is often the case in conservative discretizations, this question can be addressed
by constructing the discrete counterpart of Eq. (15). If the evolution of discrete
square-root variables is governed by the proposed spatial discretization in Eq. (20)












= . . . ,
where the dots denote non-convective terms. As was mentioned in an earlier section,(
φkψnb(f) +φnb(f)ψk
)
/2 is a local flux function. Therefore, this is a finite-volume
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discretization of the convective terms for all the possible products of square-root
variables. The corresponding finite-volume discretizations of the mass, momentum,














































= . . . ,
(28)





interpolation of the velocity vector to the cell faces uf is a freedom. To obtain a
simple finite-volume method, it seems natural to eliminate the square roots by set-
ting the interpolation uf. Indeed, for the interpolation in Eq. (22), the finite-volume
discretization proposed by Kok is obtained [40]. For the interpolation in Eq. (21)
the finite-volume discretization of the mass and momentum equations proposed by
Jameson, Subbareddy and Candler, and Morinishi are obtained [35, 100, 66].
3.1.4.2 Implementation in Ensolv
Two different skew-symmetric discretizations of the convective terms have been
implemented in the Ensolv. Firstly, the finite-volume discretization in Eq. (28) is
implemented. The three proposed velocity vector interpolation in Eqs. (21)–(23)
are implemented. This discretization is used in all the simulations without regu-
larization models for large-eddy simulation. Secondly, the square-root form of the
discretization in Eq. (20) is implemented. Because Ensolv computes with conserva-
tive variables, after computation of this discretization, it should be transformed to
conservative variables. This somewhat inefficient implementation is used for sim-
ulations with the symmetry-preserving regularization models. In simulations with
regularization, the simple velocity velocity interpolation in Eq. (23) is used.
3.2 the pressure terms
The effect of pressure differences is modeled by terms in the momentum equation
and the total energy equation
∂t (ρu) + . . .+∇p = . . .
∂t (ρE) + . . .+∇ · (pu) = . . . ,
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where the dots denote the other terms. The pressure terms conserve momentum
and total energy. The evolution equations for kinetic and internal energy are
∂t (ρk) + . . .+u · ∇p = . . .
∂t (ρe) + . . .+ p∇ ·u = . . . ,
which demonstrates that the pressure terms do not conserve kinetic and internal
energy in general. Thus, the conservation properties of the pressure terms are pre-
served by any finite-volume discretization of the conservative form of the Navier-
Stokes equations. By performing a transformation to computational variables, a
simple second-order accurate central finite-volume discretization of the momentum
equation follows [40]









= . . . ,
where the grid cell volume Ωk and the area vector Af are the same terms as in
the discretization of the convective terms. Any finite-volume discretization of the
pressure term in the total energy equation preserves its conservation properties. In
this thesis, the product rule preserving discretization proposed by Kok is used [40].
This discretization discretizes the pressure terms in the total energy equation as









= . . . .
The interpolation law of the term pu to the cell face seems unnecessarily compli-
cated at first sight. However, the discretization of the pressure term in the internal
energy equation induces by the proposed discretizations is









= . . . ,
which uses a natural discretization of the divergence.
3.3 the viscous terms
The viscous terms model the effect of internal friction within a fluid. The viscous
terms for a compressible fluid are
∂tρu+ . . . = ∇ · σ
∂tρE+ . . . = ∇ · (σ ·u) + . . . ,
where σ is the stress tensor given by
σ = 2µ(T)SD , SD = S−
1
3
Tr (S) I ,
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where µ(T) is the dynamic viscosity and S the rate-of-strain tensor. The viscous
terms have two important physical properties with respect to mass, momentum,
internal energy, kinetic energy, and total energy. Firstly, the viscous terms conserve
momentum and total energy. Secondly, the viscous terms are dissipative, which
means that they can only decrease the total kinetic energy on periodic domains.
In this research, we have used a standard finite-volume discretization of the vis-
cous terms. This discretization appropriately conserves mass and total energy, but
it cannot be proved that it decreases the discrete kinetic energy. During a later stage
of the research, it was understood how a dissipative central finite-volume discretiza-
tion can be derived. Some preliminary tests have been performed with fourth-order
accurate dissipative discretizations. However, there was no time for extensive test-
ing and therefore the dissipative discretization is not used in this thesis. In this
section, only the second-order accurate finite-volume discretization of the viscous
terms used in Ensolv is described.
3.3.1 The second-order accurate finite-volume discretization
The second-order finite-volume discretization of the dissipative terms is obtained by
using the finite-volume discretization of the divergence derived in computational
space











Af · (σ ·u)f + . . . ,
where σf and (σ ·u)f are second-order accurate discretizations at the center of the
faces in computational space. Computation of the viscous flux at cell faces requires
the temperature and the velocity, and derivatives of the velocity vector for the com-
putation of SD. The temperature at the cell face is obtained from the pressure at the
cell face. The pressure and the velocity vector are interpolated to the cell face from














The derivatives of the velocity at cell faces are computed in computational space























where φ can be one of the three velocity gradient components, and Aξj is the
area vector. The area vector can be expressed in finite-differences of the physical
coordinates in computational space using Eq. (24). The Jacobian J is computed using
Eq. (26).





Figure 4: The circles and crosses are the stencils for the computation of the metric terms (left)
and the derivatives in computational space (right) at the cell face f normal to the ξ1-
direction denoted by the thick line. The circles are grid or flow data which is directly
available, the crosses denote cell center locations which should be approximated
from cell vertex locations.
The above equation expresses the derivatives required for the computation of the
stress tensor in derivatives in computational space. These derivatives are computed
using simple finite-difference approximations. The stencils for second-order accu-
rate discretization of the computational derivatives at a face in the ξ1 direction are
shown in Figure 4. For the computation of the metric terms at the face f, derivatives
































≈ x˜i+1,j,k − x˜i,j,k
∆ξ
,
where x˜i,j,k is an approximation of the cell center locations, for example a second-
order accurate average of the eight vertices. These finite-difference approximation
can be used to compute all the metric terms needed to compute derivatives at the
face f. The derivatives of flow variables in the ξ3 and ξ1 direction at the face f are
discretized to second-order accuracy as
∂φ
∂ξ3








Substitution of these discretizations in Eq. (29) allows for discretization of deriva-
tives at cell faces. This allows for the discretization of the stress tensor σf at cell faces,
which completes the second-order accurate discretization of the viscous terms.
3.4 the heat diffusion term
The heat diffusion term models the heat diffusion due to temperature differences.
This term is given by
∂tρE+ . . . = . . .−∇ ·q ,
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where q is the heat flux vector. This term can be discretized using the finite-volume
discretization






where qf is a second-order accurate discretization of the heat flux vector q = −k∇T
at the cell face in computational space. The thermal conductivity k is obtained from
k = cpµ/Pr using the dynamic viscosity at the face computed for the viscous terms.
The temperature gradient at the cell face can be discretized to second-order accuracy
using the discretizations proposed in the previous section.
3.5 higher-order accurate discretizations
The energy-conserving discretizations proposed in the previous sections are second-
order accurate. In this section Richardson extrapolation is used to create higher-
order accurate energy-conserving discretizations from second-order accurate dis-
cretizations.
3.5.1 Higher-order accuracy for LES
For many computational problems, higher-order accurate methods can be more
efficient than second-order accurate methods [101, 116, 40]. At the start of this re-
search project, Ensolv used an optimized fourth-order accurate discretization for the
convective and pressure terms, and a second-order accurate discretization of the vis-
cous friction. Ensolv is often used in the limit of vanishing viscosity for aeroacoustic
simulations [39], and these can benefit from higher-order accuracy of only the Eu-
lerian term [101]. However, LES requires computation of all the terms of the full
Navier-Stokes simulations. Using discretizations of the inviscid and viscous terms
with mixed orders of accuracy is inconsistent and decreases the formal accuracy of
the method. Also, the literature suggests that discretizations with mixed order of
accuracy yield higher errors in LES than discretizations in which all the terms are
discretized to the same order of accuracy [60]. In this research, Richardson extrap-
olation is used to create fourth-order accurate discretizations of both the inviscid
and the viscous terms of the Navier-Stokes equations.
3.5.2 Richardson extrapolation
Richardson extrapolation can be used to create higher-order accurate discretizations
from second-order accurate discretizations. Richardson extrapolation preserves both
the primary and secondary conservation properties of the original second-order dis-
cretization. This makes Richardson extrapolation applicable to the proposed finite-
volume discretizations, for which both primary and secondary conservation should
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be preserved, and to the discretizations in square-root variables, for which sec-
ondary conservation properties should be preserved.
Richardson extrapolation attains higher-order accuracy by linear combination of
the same second-order accurate discretizations on different stencils. The technique
can be easily demonstrated in one dimension. The central discretization of the first

























































































Richardson extrapolation creates a fourth-order accurate discretization from the two
second-order discretizations by making a linear combination so that he leading-























where α and β are parameters. For the discretization to be a fourth-order accurate
discretization of the first derivative, the parameters should satisfy α+ β = 1 and
α+ 4β = 0. Thus, the fourth-order discretization is obtained for α = 4/3 and β =
−1/3,













This is the standard fourth-order discretization on uniform grids.
Because the proposed discretizations have an order of accuracy with respect to
the mesh spacing in computational space, Richardson extrapolation is applied in
computational space. The proposed second-order accurate discretizations can be
expressed as
Ω∆k ∂tφk = R
∆
k , (30)
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ξ1
ξ2
Figure 5: The control volumes and stencils of the ∆, 2∆, and 3∆ control volumes used for
Richardson extrapolation in computational space.
where the ∆ denotes that the proposed discretizations are related to a single grid
cell. Both sides of these equations are second-order central discretizations in com-
putational space, and thus their truncation error consists of even terms in the com-
putational mesh spacing, for example







where Rk is the exact right-hand side and f2 and f4 are functions of the local solu-
tion. Richardson extrapolation conserves conservation properties if it is applied to
both side of the discretization in Eq. (30). As an example, consider the right-hand









where R2∆k and R
3∆
k are obtained by applying the discretization R
∆
k on stencils two
and three times as big as the original stencil (see Figure 5). Using the same argument
as in the one dimensional case, Taylor expansion of the above discretization gives
(α1 +α2 +α3)Rk + (α1 + 4α2 + 9α3) f2





Thus, the discretization in Eq. (31) is fourth-order accurate if
α1 +α2 +α3 = 1
α1 + 4α2 + 9α3 = 0








where γ is a free parameter. The fourth-order accurate discretization with the small-
est possible stencil is obtained if the parameter γ is set to −1/3. The free parameter









Figure 6: Examples of three horizontal fluxes of the ∆, 2∆, and 3∆ control volumes around
the grid point k in computational space.
γ can be used optimize the accuracy of the discretization in wave number space.
For the discretization of a first derivative, the error in wave number space is small
if the free parameter is set to γ = −0.6668 [40]. For this parameter, the derivative
is equivalent to the dispersion-relation-preserving discretization proposed by Tam
and Webb in computational space [102].
The discretization in Eq. (31) preserves the primary conservation properties and
skew-symmetry of the second-order accurate discretization R∆k . If the second-order
accurate discretization is primary conservative, then it can be expressed in local



















































Thus, the higher-order discretization is primary conservative.
The second-order accurate discretization of the skew-symmetric convective term




= Ak+1 ·uk+1φk+2 −Ak−1 ·uk−1φk−2 .











= Ak+1 ·uk+1F2∆k+1 −Ak−1 ·uk−1F2∆k−1 ,
where F2∆k = φk+1ψk−1 +φk−1ψk+1. These are flux forms, and therefore this 2∆
discretization is skew-symmetric. A sum of skew-symmetric forms is also skew-
symmetric, and thus a higher-order discretization obtained by Richardson extrapo-
lation is skew-symmetric. By a similar argument, the finite-volume discretization in
Eq. (32) can be shown to be secondary conservative.
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Richardson extrapolation preserves primary and secondary conservation proper-
ties, and also the skew-symmetry of the convective terms. Thus, Richardson extrap-
olation can be used to create higher-order energy-conserving discretizations of the
convective terms in finite-volume form and in skew-symmetric form.
3.5.3 Implementation
In this thesis, Richardson extrapolation with three control volumes is applied to
the convective terms. For simulations with regularization, Richardson extrapolation
is applied to the convective terms in skew-symmetric form. For all other simula-
tions, Richardson extrapolation is applied to the finite-volume discretization of the
convective terms. The convective terms are sometimes used with the dispersion-
relation-preserving discretization (γ = −0.6668) and sometimes with the smallest
possible stencil (γ = −1/3). Richardson extrapolation is applied to the pressure
terms with the same Richardson extrapolation as for the convective terms. The vis-
cous and heat diffusion terms are discretized with the smallest possible stencil. This
is because in Ensolv, dummy cells at block corners are always extrapolated, even if
the block is internal.
One remark should be made about the computation of the geometric terms. The ∆
and 3∆ control volumes have vertices that coincide with the cell vertices of the grid.
However, the vertices of the 2∆ control volume coincide with cell centers of the grid.
In a practical simulation, only the locations of cell vertices are available, and thus
the cell center locations should be approximated to compute the metric terms for
the 2∆ control volume. Therefore, in practice the discretization using the 2∆ control
volume is not an exact magnification of the discretization of the ∆ control volume.
Therefore, the second-order discretization errors of the metric terms of the ∆ and 2∆
control volumes are not perfectly identical, and standard Richardson extrapolation
does not eliminate the second-order term from the truncation error. However, if
the location of the cell centers are approximated with fourth-order accuracy, then
the second-order terms in the truncation errors of the metric terms are similar, and
Richardson extrapolation yields a fourth-order discretization.
Likewise, the discretization of the viscous terms uses the cell center locations
(which are not directly available) for the discretization with the ∆ control volume.
However, if the location of this cell center is discretized to fourth-order accuracy for
both the ∆ and the 2∆ control volume, then the second-order error is similar for
both control volumes, and Richardson extrapolation gives a fourth-order accurate
discretization.
3.6 improvements of ensolv
The spatial discretizations proposed in this section have been implemented in the
energy-conserving finite-volume method Ensolv of NLR. The most important im-
provements are a more accurate discretization of the viscous terms, and a more
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Figure 7: A detail of the coarse computational grid around the convected vortex at t = 125.
robust velocity interpolation in the convective term. These improvements are dis-
cussed below.
3.6.1 Fourth-order accurate discretization of the viscous terms
At the start of this research the viscous and heat diffusion terms were discretized to
second-order accuracy in Ensolv, even if a fourth-order dispersion-relation-preserving
discretization of the convective terms was used. The literature suggests that dis-
cretizations with mixed orders of accuracy can give larger errors in LES [60]. There-
fore, fourth-order accurate discretizations of the viscous and heat diffusion terms
have been implemented in Ensolv.
The accuracy of the implementation of the viscous terms in Ensolv is assessed
using a simulation of a two-dimensional vortex in a mean flow at Mach number
M = 0.5. In the inviscid limit, the vortex is convected with the mean flow isentropi-
cally, and the problem has an analytical solution [40]. The computational domain is
the two-dimensional plane [−100, 100]2, and the grid is curvilinear. Simulations are
performed from time t = 0 to t = 150, in which the vortex travels 150 length scales.
The grid is an image of a Cartesian grid on the domain [0, 1]2 in computational
space. Simulations are performed on a course 100× 100 grid, a medium 200× 200
grid and a fine 400 × 400 grid. Figure 7 shows the coarse computational grid in
a small region around the vortex. The simulations are performed at the relatively
small Reynolds number of Re = 5.
In the inviscid limit, the available analytical solution can be used to assess the
accuracy of the method. However, at Re = 5 the viscous terms deliver considerable
dissipation, so that the vortex decays as it is convected, and an analytical solution
is not available. A problem with a desired analytical solution can be constructed
by substitution of the desired solution into the Navier-Stokes equations and im-





















Figure 8: The root-mean-square of the error in the velocity and temperature as functions of
the mesh spacing in computational space. For the circles Ensolv is used with the
original second-order discretization of the viscous terms, for the squares Ensolv is
used with to the new fourth-order accurate discretization of the viscous terms.
plementing the exact residual as a source term. By construction, the source term
cancels the effect of the viscous terms, and the desired solution is the exact solution
of the constructed problem. The error is defined as the root-mean-square of the error









where N is the number of grid cells and φ is a flow quantity.
Simulations have been performed with Ensolv with the original second-order dis-
cretization of the viscous terms and with the new fourth-order discretization of the
viscous terms. Figure 8 shows the root-mean-square of the error in the horizontal
velocity and the temperature as a function of the mesh spacing in computational
space. For the second-order accurate discretization of the viscous terms, the method
is second-order accurate, even though fourth-order accurate discretizations of the
convective terms are used. However, for the proposed fourth-order accurate dis-
cretization of the convective terms, the method is fourth-order accurate with respect
to the mesh spacing in computational space. On the fine grid, the root-mean-square
of the error in the velocity and temperature is an order of magnitude smaller for
the fourth-order accurate method than for the second-order accurate method. Note
that this order of accuracy is satisfied on general curvilinear grids.
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Figure 9: The numerical solution at time t = 0.21 obtained with the velocity interpolation
by Kok in Eq. (22) and the alternative velocity interpolation in Eq. (21). Results
obtained with the interpolation in Eq. (23) practically coincide with results obtained
with the alternative velocity interpolation.
In this thesis, simulations are performed with the new fourth-order accurate dis-
cretization of the viscous terms.
3.6.2 More robust velocity interpolation in the convective terms
The velocity interpolation in Ensolv was effectively set as in Eq. (22) as proposed
by Kok [40]. However, the method is energy conserving for any velocity interpola-
tion. Therefore, the existent velocity interpolation in Eq. (22) is compared with the
alternative interpolations in Eq. (21) and Eq. (23).
A marked difference between the velocity interpolations can be shown in a one-
dimensional simulation of Sod’s shock tube [95]. This simulations starts from a dis-
continuity and develops a arrangement of shocks at time proceeds. The Reynolds
number is set to 2500, the grid is uniform and has 512 cells, and time integration
is performed with the explicit Runge-Kutta method. The grid is sufficiently fine
to resolve all the shock waves in the tube. The simulations are performed with a
second-order accurate method. Results obtained at t = 0.21 with the interpolation
in Eq. (22) and the alternative interpolation in Eq. (21) are shown in Figure 9. Al-
though the computational grid resolves the shocks, the interpolation in Eq. (22)
gives a wiggly density in the region with a high positive velocity gradient. The al-
ternative interpolation in Eq. (21) gives a desirable smooth density. The square-root
interpolation proposed in Eq. (23) also gives a smooth density profile. This suggests
that the density wiggles are caused by the velocity interpolation in Eq. (22).
A simplified analysis of the discrete continuity equation reveals the origin of the
density wiggles. If the velocity field is linearized as ui = αxi + β, and the density
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(ρk+1 + ρk−1) ,





(ρk+1 + 2ρk + ρk−1) .
For the velocity interpolation in Eq. (22), the discrete continuity equation amplifies
the point-to-point oscillation with a rate proportional to the velocity gradient α.
Indeed, the density wiggles in the Sod shock tube problem are most pronounced
for a strong positive velocity gradient. For the alternative velocity interpolation,
the discrete evolution equation does not amplify the point-to-point mode, and a
desirable smooth density profile is obtained.
The difference between the velocity interpolations is also observed in other sim-
ulations. For example, in a simulation of the convected vortex on a periodic do-
main errors in the density have a higher amplitude for the velocity interpolation
in Eq. (22) than for the alternative velocity interpolation. Therefore, in this thesis
the alternative velocity interpolation in Eq. (21) is used instead of the original in-
terpolation in Eq. (22). In simulations with regularization models, the square-root
interpolation in Eq. (23) is used.
4
T I M E - S T E P P I N G M E T H O D S
A symmetry-preserving spatial discretization eliminates conservation errors caused
by the discretization of spatial derivatives. However, in practice a time-integration
method is used to advance the numerical solution in time. The choice of a time-
integration method effectively discretizes temporal derivatives, and can introduce
conservation errors. One’s perspective on conservation errors of the time-integration
method depends on the motivation to use energy-conserving spatial discretizations.
If the motivation is a mathematical interest in preserving conservation laws at the
discrete level, one feels bound to follow through and also preserve the conservation
laws in the time integration. However, if the motivation is the practical advantage
of low-dissipation methods for LES and their increased numerical stability, then it
suffices to keep the temporal discretization errors sufficiently small, for example by
using a small time step size.
This section discusses the time-integration methods used in this thesis. First, gen-
eral Runge-Kutta time integration methods are discussed. Then, it is shown that
the square-root variables allow for the derivation of time-integration methods that
preserve conservation laws upon time stepping.
4.1 runge-kutta methods
An important class of time-stepping methods are the Runge-Kutta time-stepping
methods. In this section, we denote the semi-discretized Navier-Stokes equations in
the form ∂ty = f(t,y), where y denotes the numerical solution and f the spatial
discretization of the Navier-Stokes equations. It is assumed that the numerical so-
lution yn is available at time tn. The objective of a time-integration method is to
provide a numerical solution yn+1 at a later time tn+1. It is assumed that the time
step size ∆t = tn+1 − tn is constant.
The general structure of a Runge-Kutta time-integration method of s stages is [18]












n + cj∆t, Yj) for i = 1, . . . , s . (34)
Here, the stage Yi is an approximation of the solution y(t) at the intermediate time




aij for i = 1, . . . , s , (35)
and the method is consistent if
∑s
i=1 bi = 1 holds [79]. The coefficients bi, cj and
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.
The coefficients in the Butcher array determine the Runge-Kutta method.
The Runge-Kutta methods can be sub-divided in explicit and implicit methods.
In an explicit Runge-Kutta method, the solution at a stage s depends only on the
previous stages. For explicit methods, aij = 0 for j > i, so that Yi can be computed
explicitly from Yi−1, . . . , Y0. The Butcher-array of an explicit Runge-Kutta method
has only non-zero elements below the diagonal of A. For example, the Butcher-array























For an explicit Runge-Kutta method, the solution at a stage can be computed di-
rectly from the previous stages, and solution of an implicit system of equations
is not required. Therefore, the computational costs of a time step with an explicit
method are typically smaller than the costs of a time step with an implicit Runge-
Kutta method.
A memory-friendly sub-class of the explicit Runge-Kutta methods are the low-
storage methods. In a low-storage explicit Runge-Kutta method, the solution for
the stage s can only depend on the solution at the previous stage (or sometimes
on a few previous stages). Eq. (34) demonstrates that a Runge-Kutta method is low-
storage if aij 6= 0 only if j = i − 1. By the condition in Eq. (35), it is clear that
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ci = ai,i−1. Before computing the final solution yn+1 with Eq. (33), only the last
Yi is stored in memory and therefore bi = 0 for i < s. From the convention right









where zeros are displayed only if they clarify the structure of the array. Substitution
of these coefficients in Eq. (33) and Eq. (34) gives a template for low-storage Runge-
Kutta methods
yn+1 = yn +∆tbsf(t
n + cs∆t, Ys) ,
where
Yi = yn +∆tcif(t
n + ci−1∆t, Yi−1) for i = 1, . . . , s .
Note that Yi is an approximation of y(t) at time t = tn + ci∆t. Substitution of
c1 = 0, renaming the intermediate approximations Yi → Yi−1, setting ci+1 = αi
for i = 1, . . . , s− 1 and αs = bs, and rewriting gives the time-integration method
Y0 = yn
Yi = yn +∆tαif(t
n +αi−1∆t, Yi−1) for i = 1, . . . , s
yn+1 = Ys ,
where Yi is an approximation of y(t) at the time t = tn + αi∆t. This is the same
method as the low-storage Runge-Kutta method discussed in [8]. This method cor-
responds to a general Runge-Kutta method with c1 = α0 and ai+1,i = ci+1 = αi
for i = 1, . . . , s− 1 and bs = αs. It follows from consistency that αs = 1 should hold,
and it follows from the convention in Eq. (35) that α0 = 0.
In this thesis, the standard fourth-order low-storage Runge-Kutta method is used.










, α4 = 1
and α0 = 0 by convention. This is the RKs4s method discussed by Bogey and Bailly
[8]. For a linear system, this low-storage Runge-Kutta method is equivalent to the
classical fourth-order Runge-Kutta method. Therefore, the method has the same
stability region as the classical fourth-order Runge-Kutta method. However, for non-
linear systems the low-storage method loses its formal fourth-order accuracy, and
becomes second-order accurate.
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4.2 conservative time-integration methods
An important message of this thesis is that the derivation of conservative methods
for compressible flow can be simplified considerably by using square-root variables.
This is also the case for time integration. In this section, it is shown how conservative
Runge-Kutta time-integration methods can be derived through the use of square-
root variables [87]. In the derivation of the spatial discretization, it was shown that
many conserved physical quantities can be written as inner products of square-root
variables. The preservation of conservation laws at the discrete level can thus be
identified with preserving conservation of inner products. This formalization of
conservation properties can also be used to preserve temporal conservation laws at
the discrete level.
Suppose that the general Runge-Kutta method in Eq. (33) is applied to the state
vector with square-root variables y = h. Denote the semi-discretized Navier-Stokes
equations of the i-th component of the state vector h as
∂thi = fi(h) .























The product rule for the exact time derivative governs the first equality sign, and
therefore the increase rate of conserved quantities depends only on the conserva-
tion properties of the spatial discretization f. For commonly used time-integration
methods, however, this temporal conservation property is not preserved discretely.



































where we denote Hi = Yi, define the matrix ekl = blalk + bkakl − bkbl, and
∆t = tn+1 − tn is the time step size. The first term on the right-hand side is the
discrete counterpart of the right-hand side of Eq. (36) that is obtained for exact
time integration. For a symmetry-preserving spatial discretization, this term has
the appropriate conservation properties. The second term at the right-hand side,
however, has no exact counterpart. This term is the conservation error due to time
integration with a Runge-Kutta method.
The conservation error due to Runge-Kutta time stepping is zero if ekl van-
ishes for all k and l. The class of methods that satisfy this condition are called
the symplectic methods. Recently, symplectic methods have been applied as con-
servative time-integration methods for the incompressible Navier-Stokes equations
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by Sanderse [92]. An important example of a symplectic Runge-Kutta method is the
second-order accurate mid-point rule. If symplectic mid-point integration is applied






















where the bar φn+
1
2 = (φn+1+φn)/2 denotes averaging with equal weights to the
time tn+
1


































where the skew-symmetric spatial discretization in Eq. (20) was used. This is a mid-
point time integration of a general finite-volume discretization of the continuity














is used, where (ρu)n+
1
2
f denotes some spatio-temporal interpolation of the mass
flux at the face f at time tn+
1































+ . . . .
The corresponding discretization of the momentum equation in conservative vari-














































































A similar averaging was used in the conservative second-order time-integration
methods proposed by Morinishi [66] and Subbareddy and Candler [100]. Thus, it
seems that conservation of mass, momentum and kinetic energy upon temporal
time-integration requires computations with square-root variables.
The mid-point integration discussed above gives a second-order accurate con-
servative time-integration method. However, also higher-order accurate symplectic
time-integration methods exist [92], and so the proposed square-root variables al-
low for straightforward derivation of time integration methods of arbitrary order.
This has also been found independently by Reiss and Sesterhenn [81]. It should be
stressed, however, that symplectic Runge-Kutta methods are implicit, and therefore
conservative time integration can be considerably more expensive than using an ex-
plicit time-integration method. Whether conservative time-integration methods are
efficient depends on the application. In this thesis, implicit time integration is not
used. Instead, a small time step size is used to keep the conservation errors due to
time integration sufficiently small [41].
5
R E S U LT S
To assess the symmetry-preserving discretization, simulations of two canonical tur-
bulent flows are performed. The symmetry-preserving discretization for incom-
pressible flow is known to be a stable and accurate method for simulations of chan-
nel flow [113]. To test if these properties generalize to compressible flow, simulations
of weakly compressible and supersonic channel flow are performed. To assess the
applicability of the symmetry-preserving discretization to decaying turbulent flow
at a high Reynolds number, simulations of decaying grid turbulence are performed.
5.1 turbulent channel flow1
To examine the applicability of the symmetry-preserving discretization to wall-
bounded flow, simulations of two turbulent channel flows at relatively low Reynolds
numbers have been performed. The first channel flow is nearly incompressible with
a bulk Mach number of Mb = 0 .2 and a friction Reynolds number Reτ ≈ 180.
The second channel flow is supersonic with a bulk Mach number of Mb = 1 .5 and
a friction Reynolds number Reτ ≈ 220.
In the channel flow simulations performed in this thesis, the coordinate x is the
stream-wise direction, y is the wall-normal direction, and z is the span-wise di-
rection. The channel is rectangular with a half-height H. The dimensions of the
channel are denoted Lx , Ly , and Lz , with Ly = 2H. The computational domain is
[0 , Lx ] × [−Ly/2 , Ly/2] × [0 , Lz ]. The channel is periodic in the stream-wise and
span-wise directions, and the boundaries in the wall-normal directions are isother-
mal walls at temperature Tw . The initial condition is a Poiseuille flow with uniform






(H − y)(H + y) , ρ = ρ0 , p = Rρ0Tw ,
1 The results in this section have been published in [87].
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where µw is the fixed molecular viscosity at the wall, and Reb is the prescribed











where the brackets denote spatial averaging over the channel. The channel flow
is driven by a uniform body force in the stream-wise direction with a magnitude
that fixes the bulk Reynolds number at the prescribed value. After transition to
turbulence, the channel flow is expected to become statistically stationary. Impor-
tant outputs of a channel flow simulation are the friction velocity and the friction









where the brackets denote spatio-temporal averaging over the walls of the channel.
These quantities reflect the friction at the walls of the channel as a result of imposing
a bulk mean flow.
The simulations in this section are performed with the fourth-order accurate
dispersion-relation-preserving discretization proposed in the previous section. Time
integration is performed with a low-storage Runge-Kutta method, and the time
step size is set so that the Courant number is below 1. All the simulations are per-
formed without artificial dissipation. The dimensions of the computational grid are
Nx ×Ny ×Nz. The grid spacing in the stream-wise and span-wise directions is






for j = 0, 1, . . . ,Ny/2, where β is a stretching parameter [113]. The grid in the upper
half of the channel is set through reflection with respect to the center plane of the
channel.
5.1.1 Incompressible channel flow at Reτ ≈ 180
The first set of channel flow simulations are performed at a low bulk Mach number
Mb = 0.2. As in the DNS by Moser et al., the bulk Reynolds number is fixed at
Reb = 2, 800, and the dimensions of the computational domain are Lx = 4piH,
Ly = 2H, and Lz = 2piH [69]. Simulations are performed on two fine grids A and B,
a medium grid C, and a coarse grid D (see Table 1). At this low bulk Mach number,
the channel flow is practically incompressible, and therefore the incompressible
DNS by Moser et al. can be used for validation [69]. The flow has transitioned to
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Grid Nx ×Ny ×Nz β ∆x+ ∆y+min ∆y+max ∆z+
A 256× 128× 128 7.0 8.7 0.6 9.5 8.7
B 128× 128× 128 7.0 17.5 0.6 9.5 8.7
C 128× 64× 64 7.0 17.5 1.2 18.5 17.5
D 32× 32× 32 6.0 69.9 3.4 30.6 35.0
Table 1: The computational grids for the turbulent channel flows at Reb = 2, 800
Grid A B C D DNS
Reτ 178.7 177.8 179.3 182.3 178.1
rel. err. 0.3% 0.1% 0.6% 2.4%
Table 2: The computed friction Reynolds numbers in simulations with the symmetry-
preserving discretization on a grid ranging from a fine grid (A) to a relatively coarse
grid (D). Also the relative difference with the friction Reynolds number from a DNS
[69] is given.
turbulence within 〈u〉xyz,0 t/H = 800 dimensionless time units, and flow statistics
are recorded from 800 to 1,600 dimensionless time units.
The simulations are stable without artificial dissipation on all the grids. The
obtained friction Reynolds numbers are listed in Table 2. The predicted friction
Reynolds numbers become more accurate as the grid is refined, and practically
agree with the DNS on the fine grids A and B. Figure 10 shows the normalized
stream-wise mean flow and velocity fluctuations. The results are presented as plots


















, y+ = y/δν ,
where primes denote residuals with respect to the temporal averaging. The δν =
〈ν〉w /uτ is the viscous length scale, where the brackets denote averaging over the
walls of the channel. The results obtained on the fine grids A and B accurately agree
with the DNS. The coarser grids C and D do not completely resolve the turbulent
energy cascade in this channel flow. In general such simulations can give unsta-
ble or erroneous results. However, the simulations with the symmetry-preserving
discretizaton are stable without artificial dissipation, and even though the results
obtained on the coarser grids C and D are not perfectly accurate, they are definitely
acceptable. The error in the friction Reynolds number is below 3%, and the slope of
the mean velocity profile computed on the grids C and D in the log layer deviates
only slightly from the results of the DNS. For channel flow, no-model simulations
with the symmetry-preserving discretization can give more accurate results than
simulations with an LES model on coarse grids [59]. In the current simulations, the



















































Figure 10: The normalized mean flow velocity and turbulent fluctuations obtained without
model on a series of grids.
Grid Nx ×Ny ×Nz β ∆x+ ∆y+min ∆y+max ∆z+
F 256× 128× 128 7.0 10.8 0.7 11.8 7.2
G 64× 48× 48 7.0 43.4 2.0 30.0 19.3
Table 3: The computational grids used in the simulations of supersonic turbulent channel
flows at Reb = 3, 000.
go hand in hand with an over-prediction of the stream-wise velocity fluctuations
near the wall of the channel. A similar trade-off of accuracy in mean flow and over-
shoot of the near-wall flow fluctuations has also been observed in under-resolved
simulations with the incompressible symmetry-preserving discretization [113].
In conclusion, the simulations of weakly compressible channel flow with the
symmetry-preserving discretization on under-resolved grids are stable without arti-
ficial dissipation. For this channel flow, results obtained on the medium and coarse
grids are quite accurate. Upon grid refinement, results obtained with the symmetry-
preserving discretization converge to results of a DNS.
5.1.2 Supersonic channel flow at Reτ ≈ 220
To see if the stable and accurate results for nearly incompressible flow generalize
to supersonic compressible flow, channel flow simulations are performed at a bulk
Mach number Mb = 1.5 and a bulk Reynolds number of Reb = 3, 000. The dimen-
sions of the channel are Lx = 4piH, Ly = 2H, and Lz = 4piH/3, just as in the DNS
performed by Foysi et al. [21]. The simulations are performed on the two grids listed
in Table 3. The resolution of the fine grid F is comparable to the fine grid A from
the previous section. The resolution of the coarse grid G falls between the medium
and the coarse grid used in the previous section.
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Figure 11: The kinetic energy in the channel in simulations of supersonic channel flow with
the symmetry-preserving discretization on a fine grid F and the coarse grid G.
The simulations of supersonic channel flow grids are stable without artificial dis-
sipation for sufficiently long simulations times to record flow statistics. However,
the simulations become unstable on both the fine and the coarse computational
grid before 2,600 dimensionless time units (see Figure 11). To investigate the cause
of the observed instability, the simulation has been performed with different set-
tings. The channel flow also becomes unstable for smaller time step sizes, alternative
driving mechanisms, and for both the fourth-order and the second-order accurate
symmetry-preserving spatial discretization. However, if the bulk Mach number Mb
of the channel flow is decreased from 1.5 to 0.7, then the simulations are stable
for at least 20,000 dimensionless time units. This suggests that the long-time in-
stability of the channel flow simulations is caused by the supersonic character of
the channel flow. The symmetry-preserving discretization only eliminates numeri-
cal instabilities related to the violation of conservation of mass, momentum, kinetic
energy, and internal energy by the convective terms. Apparently, in supersonic flow
instabilities can also be caused by other phenomena.
Although the symmetry-preserving discretization is not stable indefinitely, it is
stable for long enough simulation times to record meaningful flow statistics. The
recorded friction Reynolds number in simulations on the fine grid F is Reτ = 220.6,
which agrees closely with the friction Reynolds number Reτ = 221 from the DNS
[21]. The friction Reynolds number obtained on the coarse grid G is somewhat
higher at Reτ = 225.6. Figure 12 shows the results of the supersonic channel flow
simulations at Mb = 1.5 as plots of the Van Driest transformed mean flow velocity



























































Figure 12: The normalized mean flow velocity and turbulent fluctuations obtained in simula-
tions of supersonic channel flow with the symmetry-preserving discretization on
the fine grid F and the coarse grid G.
against y/H or y+. Here, double primes denote fluctuations with respect to Favre
averaging. Before the supersonic instability kicks in, the mean flow results of this
channel flow are quite accurate already on the coarse grid. The simulations correctly
converges to results of the DNS upon grid refinement. Thus, the acceptable results
on coarse grids seem to generalize to flow at higher Mach numbers if the simulation
is stopped before the numerical instability.
5.1.3 Conclusion
Simulations of channel flow with the symmetry-preserving discretization are stable
without artificial dissipation for subsonic flows. Simulations of supersonic chan-
nel flow with the symmetry-preserving discretization are stable for long simulation
times, but eventually become unstable. The symmetry-preserving discretization can
produce remarkably accurate results already on coarse grids. Based on similar re-
sults obtained with the symmetry-preserving method for incompressible flow on
coarse grids, it has been suggested that the symmetry-preserving discretization can
challenge LES and RaNS models [112]. This may be true for certain simulations,
but it is not valid in general. The next section shows an important limitation of the
symmetry-preserving discretization on coarse grids.
5.2 decaying grid turbulence
To assess the applicability of the symmetry-preserving simulation method to under-
resolved decaying isotropic turbulence, simulations of the decaying grid turbulence
experiment by Comte-Bellot and Corrsin are performed. Comte-Bellot and Corrsin
generate turbulence by placing a grid with a mesh spacing of M = 5.08 cm in a
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flow of mean velocity U0 = 1000 cms−1 [12]. As the grid turbulence is convected
with the mean flow, its intensity gradually decreases. Energy spectra are measured
at three stations 42M, 98M, and 171M down-stream of the grid.
The simulations can be simplified by considering the flow inside a small box that
moves along with the mean flow. This box of turbulence is assumed to pass the grid
at t = 0 s. Thus, the turbulence in the box is expected to match the measured energy
spectra at t = 42M/U0, t = 98M/U0, and t = 171M/U0, respectively. The size of the
box is set to 11M× 11M× 11M, and the computational grid is uniform with 64 cells
in each direction. All the quantities are non-dimensionalized by the length of the





27.19 cms−1. Thus, the dimensionless computational domain is the unit cube [0, 1]3
and the dimensionless measurement times are t ′ = 1.04× 10−1, t ′ = 2.42× 10−1,
and t ′ = 4.23× 10−1. The Reynolds number based on the reference length Lref is
10, 129. The dimensionless time step size of the simulations is set to ∆t ′ = 1.59×
10−3.
The initial condition of the simulations is set equal to the flow at the first mea-
surement station. The initial condition is generated by fitting a real-valued and
divergence-free velocity field with randomized phases to the energy spectrum mea-
sured at the first station [44]. The random phases of the initial condition are adjusted
by performing a preliminary simulation from t = 0 s to t = 42M/U0 with the gen-
erated initial condition. Then the amplitudes of the Fourier modes of the solution at
t = 42M/U0 are rescaled to the desired spectrum as in [37]. The resulting rescaled
field is used as the initial condition at time t = 42M/U0.
The simulations are performed with the symmetry-preserving discretization in
standard fourth-order accurate mode. The computational grid is uniform with 643
cells in each direction. This grid is too coarse to capture the full energy cascade.
Nonetheless, the simulations with the symmetry-preserving discretization are sta-
ble without artificial dissipation. Figure 13 shows the results of a simulation with
the symmetry-preserving discretization as plots of the energy decay and the en-
ergy spectra at the times corresponding to the experimental measurements. The
reference energy levels in the energy decay plot are obtained by fitting the unfil-
tered experimental spectra to the present computational grid and computing the
resolved energy.
In contrast with the accurate results obtained in under-resolved simulations of
channel flow, the under-resolved simulation of decaying grid turbulence with the
symmetry-preserving discretization strongly disagrees with the experimental mea-
surements. The initial energy decay is considerably smaller than in the experiment,
which leads to over-prediction of the total kinetic energy at the second and third
measurements station. The computed energy spectra show a considerable accumu-
lation of kinetic energy near the grid cut-off. The symmetry-preserving discretiza-
tion conserves kinetic energy by the convective terms. In reality, the kinetic energy
of the turbulent structures near the scale of a grid cell is (on average) transferred






































Figure 13: The computed kinetic energy decay (left) and energy spectra at times 42M/U0,
98M/U0, and 171M/U0 (right) in a simulation of decaying grid turbulence with
the symmetry-preserving discretization. The vertical dots corresponds to the one-
dimensional point-to-point oscillation (the grid cut-off).
serves this energy, so that it is trapped in the simulation, and has to be distributed
over the resolved scales. This gives a smaller energy decay rate compared to the
experimental data.
Simulations of under-resolved decaying grid turbulence with the symmetry-pre-
serving discretization are stable without artificial discretization. However, the re-
sults are unsatisfactory due to pile-up of kinetic energy at the scale of a grid cell.
In the sequel of this thesis, it is shown that the accuracy of a simulation of decay-
ing grid turbulence on a coarse grid can be improved considerably by using an
LES model. Thus, in spite of its good numerical stability, the symmetry-preserving
discretization has serious limitations as a stand-alone simulation method for high
Reynolds number flow. There are very simple canonical flows in which the stand-
alone symmetry-preserving discretization is not “a challenge to RaNS and LES” [112].
In the next chapter, two LES models are proposed to improve the accuracy of the
symmetry-preserving simulation method on coarse grids.
Part II
L O W- D I S S I PAT I O N L A R G E - E D D Y S I M U L AT I O N
M O D E L S
In this part, models for large-eddy simulation (LES)
that give low levels of eddy dissipation are investigated.
First, symmetry-preserving regularization models for
compressible flow without dissipation are proposed and
assessed. Then, eddy-viscosity models for LES that give
the minimum required eddy dissipation are investi-
gated. An existing minimum-dissipation model is cor-
rected, and a new minimum-dissipation model for prac-
tical LES is proposed.

6
L A R G E - E D D Y S I M U L AT I O N
A DNS of turbulent flow should resolve the complete energy cascade. Thus for a
DNS the computational grid should accurately capture all the turbulent flow struc-
tures, down to the smallest Kolmogorov scales. Computation of these small scales
requires a sufficiently fine grid and a small time-step size. Even for intermediate
Reynolds numbers, this requirement leads to high computational costs. Thus, al-
though the small scales in a turbulent flow contain relatively little energy and are
often not of primary interest, in a DNS most of the computational effort is directed
at resolving these scales. In practice, this is often not desirable or feasible.
An alternative for a DNS is a large-eddy simulation (LES) [25, 56]. In LES, the
computational grid resolves only the large eddies in a flow, and the effect of the
smaller scales is modeled. In the common mathematical explanation of LES, this is
formalized by application of a spatial filter to a solution u of the incompressible
Navier-Stokes equations. In practice the filter is often related to the computational
grid by setting the filter width equal to the local mesh spacing, so that the filtered
solution u can be captured on the computational grid with sufficient accuracy. The
residual u ′ = u−u represents sub-grid scales which cannot be accurately captured
on the computational grid. The evolution equation for the filtered velocity field
can be derived by filtering of the Navier-Stokes equations. For the incompressible
Navier-Stokes equations and a filter that commutes with spatial derivation, this
gives
∂tu+∇ · (u⊗u) +∇p− ν∇ ·∇u = 0 , ∇ ·u = 0 .
In a practical LES, only the filtered solution can be computed accurately, and there-
fore the challenge of LES is to express the evolution equation of the filtered solution
u exclusively in terms of the filtered solution itself. The non-linearity in the convec-
tive term does not commute with the spatial filter, and cannot be expressed directly
in terms of the filtered velocity field u. Therefore, the above evolution equation is
often expressed as
∂tu+∇ · (u⊗u) +∇p− ν∇ ·∇u = −∇ · τ(u) , ∇ ·u = 0 .
where τ(u) = u⊗u−u⊗u is the sub-grid tensor. To express these equations exclu-
sively in terms of the LES solution, a model for the sub-grid tensor in terms of the
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LES solution should be formulated. In other words, the challenge of LES is to ex-
press a model for the sub-grid tensor τ(u) in terms of the LES solution u so that the
solutions to the resulting LES equations accurately approximate filtered solutions
to the Navier-Stokes equations.
A sub-grid model should reduce the computational complexity of the resulting
governing equations [31]. Therefore, a model τ(u) ≈ τ(u) should not be exact. To
emphasize that the LES solution is different from the filtered solution of the Navier-
Stokes equations, the LES solution is denoted by v ≈ u and p ≈ p. This gives the
governing equations for LES
∂tv+∇ · (v⊗ v) +∇p−∇ · (2νS) = −∇ · τ(v) , ∇ · v = 0 , (40)





/2. These governing equations are equivalent to the Navier-
Stokes equations, except for the term with the sub-grid model. Thus, the effect of
the sub-grid scales is completely taken into account by the sub-grid model τ(v). The







+∇ · (. . .) = −2νS : S+ τ : ∇v .
Thus, the rate of decrease of resolved kinetic energy due to an LES model equals
ετ = −τ : ∇v. This dissipation due to the sub-grid model is called the eddy dissipa-
tion. In this thesis, we study LES models with low eddy dissipation.
There is no universal theory of turbulence, and therefore the development of sub-
grid models requires leaps of faith based on physical and mathematical insights.
Currently, there is no consensus on a best LES model, or even on what a proper
model should do [78]. Moreover, the results of a practical LES are not completely
determined by the sub-grid model, but also by for example the used numerical
method, the implementation of the sub-grid model, the computational grid, and
the applied boundary conditions. This makes a meaningful comparison of LES
models based on results from the literature difficult. Nonetheless, in this section
an overview of sub-grid models is given. The emphasis is on popular models, and
on models with low eddy dissipation.
An important class of LES models are the eddy-viscosity models. The textbook
explanation of the turbulent energy cascade suggests that the larger scales in tur-
bulence (on average) transfer kinetic energy to the sub-grid scales, and therefore
the effect of the sub-grid scales on the large eddies is essentially dissipative. Eddy-
viscosity models mimic the dissipative nature of the sub-grid scales by adding an
eddy viscosity νe to the molecular viscosity ν. This is equivalent to selecting an LES
model of the form
τ(v) = −2νeS ,
where S is the resolved rate-of-strain tensor. The LES equations for an eddy-viscosity
model can be expressed as
∂tv+∇ · (v⊗ v) +∇p−∇ · (2 (ν+ νe)S) = 0 , ∇ · v = 0 ,
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which confirms the similarity of eddy viscosity and molecular viscosity. The eddy
dissipation due to an eddy-viscosity model is
εe = 2νeS : ∇v = 2νeS : S ,
which demonstrates that an eddy-viscosity model is dissipative for positive eddy
viscosity νe.
The classical example of an eddy-viscosity model is the Smagorinsky model [94].
The Smagorinsky model sets the eddy viscosity equal to
νe = (Csδ)
2 |S| = (Csδ)
2
√
2S : S , (41)
where Cs is the Smagorinsky constant. The Smagorinsky constant is approximately
scale invariant in the inertial range of decaying homogeneous isotropic turbulence
[55]. In the early days of LES, the Smagorinsky model was used successfully with a
Smagorinsky constant Cs = 0.20–0.22 to perform simulations of decaying homoge-
neous isotropic turbulence [48]. However, this Smagorinsky constant is too large to
obtain decent results in other flows. For example, a smaller Smagorinsky constant
and application of a damping function are required to obtain accurate results in
channel flow [16, 64]. Also, for the temporal mixing layer the Smagorinsky constant
Cs = 0.20 is too high, and delays the transition to turbulence [118]. The Smagorinsky
constant can also be sensitive to the used numerical method [16]. Thus the constant
of the Smagorinsky model is not really a constant, but can depend on the flow and
the numerical method. Simulation with a fixed-constant Smagorinsky model are in
general either too dissipative in transitional and laminar regions, or give too little
dissipation in turbulent regions.
The issues with the Smagorinsky model have been addressed in different ways.
An important solution is the dynamic procedure [24, 50]. The dynamic procedure
assumes scale invariance of the Smagorinsky constant in the inertial range and in-
troduces a coarser filter level by coarse-graining the LES solution with a test filter.
By scale invariance the Smagorinsky constant should be equal at the two filter levels,
and this can be used to estimate the value of the Smagorinsky constant Cs. There are
some perceived disadvantages of the dynamic Smagorinsky model. The Smagorin-
sky model requires explicit application of the test filter and evaluation of the model
on the filtered field, which increases its computational complexity compared to the
static Smagorinsky model. Also, often spatial averaging and clipping is required
for stability [54]. Nonetheless, the dynamic Smagorinsky model is a very popular
LES model. It can give accurate results in simulations of homogeneous isotropic
turbulence [65], turbulent channel flow [24], and a turbulent mixing layer [118].
An alternative way to improve upon the static Smagorinsky model is to abandon
the eddy viscosity in Eq. (41) and to replace it with a function which appropriately
adapts to the LES solution, for instance by switching off (i.e. giving no eddy dis-
sipation) in transitional and laminar flow. An example of this is the WALE model,
which by construction vanishes at a desired rate near solid walls, so that an ad-
ditional wall damping function is not required [70]. The idea of an eddy-viscosity
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model which switches off in laminar flow has been formalized mathematically by
Vreman [119]. Vreman derives the flows for which the exact eddy dissipation van-
ishes, and constructs a model that switches off for the same flows. This results in
a model which is competitive with the dynamic Smagorinsky model in simulations
of the turbulent mixing layer and turbulent channel flow. However, the Vreman
model gives positive eddy dissipation in flows where the exact eddy dissipation is
negative (back scatter) and in solid body rotation [71]. This was the motivation for
the derivation of eddy-viscosity models based on the singular values of the veloc-
ity gradient [71] and the QR model [111]. The singular-value model is designed to
switch off in all two-dimensional flows and vanish at a desired rate near solid walls.
The QR model is designed to switch off in laminar flows and flows with negative
eddy dissipation. The singular-value model and the QR model can be considered
low-dissipation models, because they give no dissipation in laminar flow.
The general eddy-viscosity model in Eq. (41) is an engineering solution to the
LES closure problem. Eddy-viscosity models are not without limitations. For exam-
ple, the eddy-viscosity hypothesis assumes that the dissipative nature of sub-grid
scales is similar to the molecular dissipation, and most eddy-viscosity models are
independent of the choice of the actual LES filter [26]. In spite of these perceived
oversimplifications, eddy-viscosity models are very popular. It is possible to aban-
don the eddy-viscosity hypothesis and use other types of LES models. Notable
examples of such models are the gradient model [10], the scale similarity model [6],
approximate deconvolution models [45], and regularization models [26].
In this thesis, two LES models are developed. Firstly, a class of symmetry-preserving
regularization models for compressible flow is derived and studied. Regularization
models for LES apply explicit filtering to the non-linear convective term in order
to stop or sooth the non-linear creation of smaller scales at the scale of a grid cell.
Regularization models originate from the theoretical analysis of the well-posedness
of the Navier-Stokes equations and are supported by a large body of mathematical
analysis [46, 26]. Symmetry-preserving regularization models restrict the genera-
tion of sub-grid scales in a simulation through explicit energy-conserving filtering
of the convective terms [110]. Symmetry-preserving regularizations have recently
been proposed for incompressible flow by Verstappen, and promising results have
been obtained in simulations of channel flow [110] and a differentially heated cav-
ity [105]. In this thesis, the symmetry-preserving regularizations are generalized to
compressible flow. Symmetry-preserving regularization models give no dissipation,
which makes them low-dissipation models.
Secondly, a class of eddy-viscosity models that give the minimum eddy dissipa-
tion required to remove the energy of sub-grid scales from the LES solution is stud-
ied. Application of this eddy dissipation makes sense, because LES solutions with
sub-grid scales do not only capture the large eddies, and thus cannot be accurately
captured on the computational grid. The first model from the class of minimum-
dissipation models is the QR model by Verstappen [111]. In this thesis, a correction
of the model constant of the QR model is proposed. The QR model appropriately
switches off in laminar and transitional flow, and gives eddy dissipation in regions
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where sub-grid scales are being created. In this thesis, it is demonstrated that the QR
model behaves appropriately on isotropic grids, but not on anisotropic grids. To ad-




S Y M M E T RY- P R E S E RV I N G R E G U L A R I Z AT I O N M O D E L S
Regularization models for large-eddy simulation originate from the theoretical study
of incompressible flow. The turbulent energy cascade in incompressible flow is
driven by the forward scattering of kinetic energy by the convective terms. Reg-
ularization applies explicit filtering to the convective terms of the Navier-Stokes
equations in order to sooth or stop the production of sub-grid scales at the scale of
the filter width. In this thesis, a class of regularization models that preserve the con-
servation properties of the convective terms is studied. These symmetry-preserving
regularizations have been proposed for incompressible flow by Verstappen [110]. In
this thesis, the symmetry-preserving regularizations are generalized to compress-
ible flow.
This chapter starts with a brief overview of regularizations for incompressible
flow. Then, a class of symmetry-preserving regularizations for compressible flow is
proposed. Finally, the derived regularization models are validated in simulations of
decaying grid turbulence and turbulent channel flow.
7.1 regularization models for incompressible flow
Originally, regularization models are mathematical tools in the analysis of the well-
posedness of the incompressible Navier-Stokes equations [31]. The first regulariza-
tion was proposed by Leray in 1934 [46]. The Leray regularization filters the con-
vecting velocity field. Thus, the Leray-regularized Navier-Stokes equations for in-
compressible flow are
∂tv+ v · ∇v+∇p = ∇ · (ν∇v) , ∇ · v = 0 ,
where the bar denotes spatial filtering. Regularization models are less popular than
eddy-viscosity models in practical LES. Recently, however, the Leray regularization
has been used as an LES model for simulations of a temporal mixing layer [26]. In
these simulations, the Leray regularization is reported to compare favorably with
the dynamic Smagorinsky model. Another example of a regularization model which
has been used for practical LES is the Lagrange-averaged Navier-Stokes-α model
[20, 27]. This model preserves the Kelvin circulation theorem in the regularized
equations.
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7.1.1 Symmetry-preserving regularization
In this thesis, symmetry-preserving regularizations are studied [110]. These regu-
larizations apply filtering to the convective terms such that the symmetries, and
thus many physical conservation properties, of the convective terms are preserved.
Symmetry-preserving regularizations for incompressible flow conserve mass, mo-
mentum, and kinetic energy. Symmetry-preserving regularizations give no eddy
dissipation, which makes them low-dissipation LES models. Energy conservation
of the symmetry-preserving regularizations is considered a desirable property by
some researchers, because it gives unconditional stability [104]. However, energy
conservation is also a very unusual property for a practical LES model. In this sec-
tion, symmetry-preserving regularizations for incompressible flow are introduced.
The Navier-Stokes equations for incompressible flow can be expressed as
∂tu+ c(u)u+∇p = ∇ · (ν∇u) , ∇ ·u = 0 ,
where the convective term for incompressible flow is
c(u)φ = u · ∇φ = ∇ · (uφ) ,
where the second equality holds because the velocity field u is divergence-free. Just
as for compressible flow, the conservation properties of the convection operator
can be related to its mathematical properties. For example, conservation of kinetic
energy is related to its skew-symmetry 〈c(u)φ,ψ〉 = −〈φ, c(u)ψ〉. The Leray regu-
larization can be expressed as
cα(u)φ = c(u)φ .
Because the argument of the convective operator does not interact with its operand
in the derivation of conservation properties, the Leray regularization preserves
many conservation properties. In fact, Leray regularization is a symmetry-preserving
regularization.
The symmetry-preserving regularizations for incompressible flow by Verstappen
are obtained by replacing the convective operator c(u) by one of the filtered coun-
terparts
c2(u)φ = c(u)φ , (42a)
c4(u)φ = c(u)φ+ c(u)φ ′ + c(u ′′)φ , (42b)
c6(u)φ = c(u)φ+ c(u)φ
′ + c(u ′)φ+ c(u ′)φ ′ , (42c)
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where the bar denotes spatial filtering, and φ ′ = φ−φ the residual. These regular-
ization models are symmetry-preserving regularizations if the filter is self-adjoint
〈φ,ψ〉 = 〈φ,ψ〉. For example, the c4 regularization is skew-symmetric because
〈c4(u)φ,ψ〉 = 〈c(u)φ,ψ〉+ 〈c(u)φ ′,ψ〉+ 〈c(u ′′)φ,ψ〉
= 〈c(u)φ,ψ〉+ 〈c(u)φ ′,ψ〉+ 〈c(u ′′)φ,ψ〉
= 〈c(u)φ,ψ〉+ 〈c(u)φ,ψ ′〉+ 〈c(u)φ ′,ψ〉+ 〈c(u ′′)φ,ψ〉
= −〈φ, c(u)ψ〉− 〈φ, c(u)ψ ′〉− 〈φ ′, c(u)ψ〉− 〈φ, c(u ′′)ψ〉
= −〈φ, c(u)ψ〉− 〈φ, c(u)ψ ′〉− 〈φ, c(u ′′)ψ〉
= −〈φ, c(u)ψ〉− 〈φ, c(u)ψ ′〉− 〈φ, c(u ′′)ψ〉 = −〈φ, c4(u)ψ〉 .
Although the continuous convective term creates sub-filter scales, the above regu-
larized convective terms are expected to stop or sooth the creation of smaller scales
near the grid cut-off. At the same time, the regularizations preserve kinetic energy,
which ensures stability in the energy norm. It can also be shown that the symmetry-
preserving regularizations for incompressible flow conserves helicity, and that it
conserves enstrophy in two-dimensional flow [110].
An intuitive idea of how the filtering affects the dynamics of the convective terms
can be obtained by studying Fourier modes. The common analysis of the dynamics
of the convective terms in Fourier space uses triad interactions [77]. Fourier trans-







k ′=k−k ′′ f(gˆ(k), gˆ(k
′), gˆ(k ′′))uˆk(k ′, t)kluˆl(k ′′, t) ,
where P is the projection tensor to the space orthogonal to k, which ensures a
divergence-free velocity field, f is the transfer function of a regularization, and gˆ
is the kernel of the regularization filter in Fourier space [110]. For the unfiltered
Navier-Stokes equations the transfer function f is equal to one, and two Fourier
modes k ′ and k ′′ can interact with any third mode k. For the c2 regularization the
transfer function is
f(gˆ(k), gˆ(k ′), gˆ(k ′′)) = gˆ(k) gˆ(k ′) gˆ(k ′′) .
Assuming a spectral cut-off regularization filter for simplicity, this transfer function
vanishes if the magnitude of one of the interacting modes k, k ′, or k ′′ exceeds the
filter cut-off wave number. Thus the dynamics of the c2 regularized Navier-Stokes
equations are restricted to the resolved scales. Likewise, the transfer function of the
c4 regularization vanishes if two of the involved modes exceed the filter cut-off, and
the transfer function of the c6 regularization vanishes if all three modes exceed the
filter cut-off [110]. Thus, the symmetry-preserving regularizations partially or fully
restrict the wave number interactions to the resolved scales.
There is an interesting analogy between the continuous c2 regularized Navier-
Stokes equations and an under-resolved simulation with a symmetry-preserving
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discretization. The c2 regularization excludes sub-filter modes from the triad inter-
actions while preserving the conservation properties of the convective terms. In
under-resolved simulations with a symmetry-preserving discretization, sub-grid
scales are excluded from triad interactions because they cannot be captured, but
the total discrete energy is conserved by the convective terms. Thus, solutions to
the continuous c2 regularized Navier-Stokes equations can be expected to behave
similar to numerical solutions obtained with a symmetry-preserving discretization.
For this reason, recently regularization models have been used to construct a new
class of energy-conserving discretizations [106].
7.2 symmetry-preserving regularizations for compressible flow
One of the objectives of this research project is to generalize the symmetry-preserving
regularization models to compressible flow. The generalization of the proposed
symmetry-preserving regularizations to compressible flow is challenging if the Navier-
Stokes equations for compressible flow are expressed in conservative form, but
straightforward if they are expressed in square-root variables.
If the compressible Navier-Stokes equations are expressed in square-root vari-
ables, then the many conservation properties of the convective terms can be viewed
as a result of the skew-symmetry of the convective operator for compressible flow
c(u). Once this is appreciated, generalization of the symmetry-preserving regular-
izations to compressible flow becomes straightforward. For example, the Leray-α
regularization can be generalized by replacing the compressible convective opera-
tor c(u) by a regularization which only filters the convecting velocity field:
cα(u)φ = c(u)φ .
The argument of the convective operator does not interact with its operand in the
derivation of the skew-symmetry of the convective operator in Eq. (13). Therefore,
the compressible Leray regularization c(u) is skew-symmetric by the same deriva-
tion which shows that c(u) is skew-symmetric.
A similar line of reasoning allows for straightforward generalization of the exist-
ing symmetry-preserving regularizations for incompressible flow to compressible
flow. The proof of skew-symmetry of the regularizations for incompressible flow
proposed in Eq. (42) assumes that the convective term c(u) is skew-symmetric and
that the regularization filter is self-adjoint. Therefore, the filtering applied in the
regularizations in Eq. (42) also preserves the conservation properties of the skew-
symmetric compressible convective terms. In other words, in the square-root vari-
able framework, symmetry-preserving regularizations for compressible flow can
be obtained through direct application the regularizations for incompressible flow.
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where the bar denotes a self-adjoint filter. This regularization is skew-symmetric by
the same derivation as for incompressible flow.
It becomes obvious why it is challenging to find these symmetry-preserving regu-
larizations without the square-root variables framework if the proposed symmetry-
preserving regularizations are expressed in conservative variables. For a linear filter




















By the skew-symmetry of the c2 regularization the above continuity equation con-
serves mass. However, in contrast to the symmetry-preserving regularizations for
incompressible flow, the equation is not in divergence form. Therefore, conservation
of mass is not immediately obvious. In fact, only upon integration over a periodic
domain the self-adjoint regularization filter can be transferred to the outer factor√



























































ρu ·ndS+ . . . ,
where the dots denote boundary integrals. This demonstrates that the c2 regular-
ization conserves mass globally.
7.2.1 Selection of the self-adjoint filter
To preserve the conservation properties of the convective terms, the continuous reg-
ularization filter should be self-adjoint. To also preserve the conservation properties
at the discrete level, the discretized filter should be self-adjoint with respect to the
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dx = 0 ,
for periodic domains Ω. Some applications of symmetry-preserving regularization
models for incompressible flow have set the filter width dynamically [105]. However,
in this thesis the filter width of the regularization filter is coupled to the mesh
spacing as a first try, so that ∆k = α∆xk. For this choice, the above filter can be
discretized as







Afnf · (xnb(f) − xk)(φnb(f) −φk) , (45)
where xk is the location of the center of the grid cell k. This discretization is self-
adjoint with respect to the discrete inner product [103, 87], and therefore symmetry-
preserving regularizations based on this filter are conservative also at the discrete
level.
The above discrete filter uses a stencil with seven points. This filter was used
as a first try, because it is easier to implement in an existing code. However, there
are limitations to explicit filters with a small stencil. For example, on a uniform
grid the above numerical filter is a sensible discrete filter only for ∆k 6 2∆xk, i.e.
for α 6 2. Numerical filters suitable for bigger filter widths can be obtained by
multiple applications of the discrete Laplace-operator [103]. However, in this thesis
such filters are not used.
7.2.2 Implementation and computational costs
In this thesis, the Leray regularization and the symmetry-preserving c2 and c4 reg-
ularizations for compressible flow are used. The regularizations are implemented
in the symmetry-preserving finite-volume method proposed in the previous sec-
tion. Although this method has been analyzed using square-root variables, it is
implemented in conservative variables. Thus, in each time step, the regularizations
require transformation of the numerical solution to square-root variables, applica-
tion of the regularization filter and computation of the regularized convective terms,
and transformation of the residuals to conservative variables. The variable transfor-
mations and storage of intermediate results increases the computational complexity
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of a simulation with a symmetry-preserving regularization. Even if the regulariza-
tions are implemented in a method in square-root variables, then the additional
filtering increases the computational complexity compared to a simulation without
model. The c4 regularization is particularly expensive, because it requires three
computations of the convective term.
7.3 results
To assess the practical applicability of the symmetry-preserving models, simulations
have been performed of turbulent channel flow and decaying grid turbulence. Reg-
ularizations are LES models, and therefore it is desired that their results for channel
flow are at least as good as results obtained without an LES model, and that they
prevent accumulation of kinetic energy in simulations of decaying grid turbulence.
7.3.1 Turbulent channel flow1
It has been demonstrated by Verstappen that the symmetry-preserving regulariza-
tion for incompressible flow can improve the accuracy of simulations of turbu-
lent channel flow [110]. This raises the question whether the proposed symmetry-
preserving regularizations for compressible flow also improve the accuracy of chan-
nel flow simulations. To address this question, simulations of two weakly com-
pressible channel flows at Mb = 0.2 have been performed. The simulations cor-
respond to the DNSs at friction Reynolds numbers Reτ ≈ 180 and Reτ ≈ 395 by
Moser et al. [69]. The simulations have been performed without model, with the
symmetry-preserving regularizations, and with the singular value [71] and Vreman
[119] eddy-viscosity models. For simplicity, the filter width of the regularizations is
chosen equal to the mesh spacing ∆k = ∆xk, so that α = 1.
The setup of the channel flow simulation is essentially similar to the channel flows
considered in Section 5.1. The bulk Reynolds number based on the half-height of
the channel H is fixed at either Reb = 2, 800 or Reb = 6, 875 by prescribing a
uniform body force. The temperature of the wall of the channel is equal to Tw =
276K. The simulations are performed with the fourth-order accurate dispersion-
relation-preserving symmetry-preserving discretization of the compressible Navier-
Stokes equations proposed in this thesis, and no artificial dissipation is applied. The
simulations at the friction Reynolds number Reτ ≈ 180 are performed on the coarse
grid D from the previous chapter, and the simulations at Reτ ≈ 395 are performed
on a 64× 64× 64 grid (E) which stretches towards the wall with parameter β = 7 as
in [113]. The characteristics of the grids are listed in Table 4.
The simulations with the symmetry-preserving regularization models are stable
for long simulation times without artificial dissipation. After 800 dimensionless
time units, the channel flows have transitioned to turbulence, and time averages are
recorded from 800 to 1600 time units. The computed friction Reynolds numbers are
1 The results in this section have been published in [87].
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Grid Lx × Ly × Lz Nx ×Ny ×Nz ∆x+ ∆y+min ∆y+max ∆z+
D 4piH× 2H× 2piH 32× 32× 32 69.9 3.4 30.6 35.0
E 2piH× 2H× piH 64× 64× 64 38.5 2.6 40.7 19.3
Table 4: The domains and computational grids for the turbulent channel flows with the
symmetry-preserving regularization at Reτ ≈ 180 (D) and Reτ ≈ 395 (E). The stretch-
ing parameter of grids D and E are 6 and 7, respectively.
No mod. Leray reg. c2 reg. c4 reg. Vreman sing. val DNS
182.3 168.8 175.2 182.1 150.1 161.3 178.1
412.6 386.0 413.3 413.1 373.4 382.9 392.2
Table 5: The friction Reynolds numbers Reτ computed in simulations of channel flow with
the symmetry-preserving regularizations.
listed in Table 5, and the averaged mean velocity and turbulent fluctuations nor-
malized by the computed friction velocity are shown in Figure 14 for Reτ ≈ 180
and Figure 15 for Reτ ≈ 395. For these channel flow simulations, the results ob-
tained without model predict a friction Reynolds number which is slightly higher
than the actual value. The results of channel flow simulations are normalized by
the computed friction velocity, and the normalized mean velocity profiles obtained
without model differs from results of the DNS by Moser et al. [69], especially for the
simulation at Reτ ≈ 395. For both the channel flows, simulations with the c4 regular-
izations closely agree with simulations without model. The simulations with Leray
regularizations lower the wall friction compared to a simulation without model.
Simulations with eddy-viscosity models are in general more dissipative and lower
the friction Reynolds number compared to the regularization model. For the simu-
lation at Reτ ≈ 180, the c2 regularization gives the most accurate prediction of the
friction Reynolds number. For the simulation at Reτ ≈ 395, the Leray regularization
gives the most accurate prediction of the friction Reynolds number. For both simu-
lations, the c2 regularization lowers the slope of the mean velocity profile in the log
layer compared to the results obtained without LES model.
The Leray and c2 regularizations give better predictions of the friction Reynolds
number than eddy-viscosity models for the channel flow at Reτ ≈ 180. However,
they also introduce a peculiar effect in the mean density profile. Figure 16 shows the
mean density as a function of the vertical coordinate. The simulation without model
and the simulations with eddy-viscosity models predict a mean density which de-
creases monotonously towards the center of the channel. However, the Leray and c2
regularizations predict a pronounced local minimum of the mean density. For the
simulations at Reτ ≈ 180, this minimum is also pronounced for the c4 regulariza-
tion. Comparison with results of a simulation on a fine grid at the lower Reynolds





























































Figure 14: The normalized mean flow velocity and turbulent fluctuations obtained without
model, with the symmetry-preserving regularizations, and with eddy-viscosity


























































Figure 15: The normalized mean flow velocity and turbulent fluctuations obtained without
model, with the symmetry-preserving regularizations, and with eddy-viscosity
models at Reb = 6, 875.
80 symmetry-preserving regularization models































Figure 16: The mean density profile obtained in simulation with the symmetry-preserving
regularizations and with eddy-viscosity models at Reb = 2, 800 and at Reb =
6, 875.
is not observed in simulations without model and simulations with eddy-viscosity
models on the same grid. The minimum may be caused by the explicit filtering of
the continuity equation, which is necessary to preserve the symmetry of the regu-
larized convective terms.
In conclusion, in the performed simulations the c2 regularization gives the most
accurate prediction of the friction Reynolds number for the channel flow at Reτ ≈
180, and the Leray regularization gives the most accurate prediction of the friction
Reynolds number for the channel flow at Reτ ≈ 395. The regularizations alter the
computed friction Reynolds number only slightly. The results suggest that no-model
simulations can be viewed as a fixed base line upon which an LES model can im-
prove. Regularization models seem to give smaller deviations from the no-model
base line than eddy-viscosity models. In other words, it seems that the quality of
results obtained with an LES model are not independent of the quality of results
obtained by a no-model simulation: if an under-resolved simulation without model
gives a perfect prediction of the friction Reynolds number, an LES model which
changes the friction Reynolds number decreases the accuracy of the simulation.
7.3.2 Decaying grid turbulence
To assess the ability of the regularizations to capture the dissipative nature of the
sub-grid scales in decaying turbulence, simulations of the decaying grid turbulence
experiment by Comte-Bellot and Corrsin [12] are performed. The setup of the sim-
ulation is the same as in Section 5.2. The simulations are performed with the pro-
posed symmetry-preserving discretization for compressible flow in standard fourth-
order mode on a uniform 643 grid. Simulations are performed without model and
with the proposed symmetry-preserving Leray, c2, and c4 regularizations. The filter
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Figure 17: The computed kinetic energy decay (left), and energy spectra at times 42M/U0
and 171M/U0 (right) in simulations of decaying grid turbulence with the c2 regu-
larization with different filter widths ∆, and without an LES model. Also, experi-
mental data is shown. The vertical dotted lines in the energy spectrum correspond
to the one-dimensional point-to-point oscillation with respect to the ∆ = 2∆x filter,
the ∆ = 1.5∆x filter, and the ∆ = ∆x filter (the grid cut-off).
Figure 17 shows the energy decay and the energy spectra obtained in simulations
with the c2 regularization for the different filter widths ∆ = 2∆x, ∆ = 1.5∆x, and
∆ = ∆x. To keep the figure readable, only the energy spectra at the initial time
t = 42M/U0 and the final time t = 171M/U0 are shown. The c2 regularization
prevents triad interactions with wave numbers beyond the cut-off of the regular-
ization filter. This suggests that the c2 regularization prevents the convective non-
linear generation of scales smaller than the filter width. The obtained energy spectra
confirm this assumption. Energy spectra obtained with the c2 regularization with
∆ = 2∆x fall off for wave numbers higher than the point-to-point oscillation of the
2∆x filter. Energy spectra obtained with the filter width ∆ = ∆x fall off only for
wave numbers higher than the point-to-point oscillation with respect to this filter
width, which is the grid cut-off. Results obtained with the symmetry-preserving
discretization without an LES model also fall off beyond the cut-off corresponding
to ∆ = ∆x.
As was discussed in the previous chapter, simulations with the symmetry-pre-
serving discretization without LES model give a considerable accumulation of ki-
netic energy at wave numbers near the grid cut-off. This is because the symmetry-
preserving discretization conserves energy at the grid cut-off, which results in ac-
cumulation of kinetic energy at the largest resolved wave number on coarse grids.
The under-prediction of the dissipation of resolved kinetic energy at the grid cut-off
is also visible in the energy decay, where the decay rate without LES model trails
the actual decay of resolved energy. It was hoped that the regularization LES mod-
els would gradually redistribute the energy over the intermediate wave numbers
as in the channel flow simulations by Verstappen [110]. However, although c2 reg-

































Figure 18: The computed kinetic energy decay (left), and energy spectra at times 42M/U0,
and 171M/U0 (right) obtained in simulations of decaying grid turbulence with
Leray-α regularization, c2 regularization, and c4 regularization, and without LES
model. The regularization filter has width ∆ = 1.4∆x. The vertical dotted lines in
the energy spectrum correspond to the point-to-point oscillation with respect to
the regularization filter, and the grid cut-off.
ularization successfully relocates the location of the pile-up in wave number space,
it does not reduce the intensity of the pile-up. In fact, the c2 regularization with
∆ = ∆x seems to intensify the pile-up of energy and to further decrease the en-
ergy decay rate with respect to the no-model simulation. The c2 regularization with
∆ = 2∆x moves the pile-up to a wave number which is two times as small. In some
sense, the regularization with ∆ = 2∆x behaves as a simulation without model on
a grid which is two times as coarse. Intuitively, the results of a simulation with
a symmetry-preserving discretization without LES model are expected to become
worse on coarser grids.
To compare the symmetry-preserving regularization models, simulations with
the Leray, c2, and c4 regularizations have been performed with a filter width ∆ =
1.4∆x. Figure 18 shows the energy decay and the energy spectra obtained with
the three energy-conserving regularization models. The c2 regularization prevents
triad interactions with sub-filter scales with respect to the ∆ = 1.4∆x filter. Thus,
the c2 regularization prevents the creation of scales smaller than the filter width,
and the energy spectra fall off at the cut-off of the 1.4∆x filter. In contrast to the c2
model, the other models do not prevent interactions with sub-filter scales. Results
obtained with Leray and c4 regularization show accumulation of energy at the grid
cut-off, just as a simulation without an LES model. The energy spectra suggest
that Leray regularization is somewhat more successful at distribution of energy
over the intermediate wave numbers than the c4 regularization. However, none of
the symmetry-preserving regularizations correctly captures the energy cascade for
decaying grid turbulence. In fact, in these simulations the symmetry-preserving
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regularizations reduce the accuracy of the results compared to simulations without
model.
In conclusion, the proposed symmetry-preserving regularization models may re-
duce the dynamic complexity of the continuous Navier-Stokes equations, but for
decaying grid turbulence none of the regularization models gives acceptable results
in an actual LES. The modification of the wave number interactions by filtering does
not prevent an accumulation of kinetic energy at the cut-off of either the regulariza-
tion filter or grid filter. In the performed simulations, the symmetry-preserving reg-
ularization models consistently give less accurate results than a simulation without
model. Because symmetry-preserving regularization increases the computational
complexity of a simulation, this makes the symmetry-preserving regularizations
inappropriate for practical LES.
7.4 conclusions
The symmetry-preserving regularizations for incompressible flow can be general-
ized to compressible flow straightforwardly through the use of square-root vari-
ables. The symmetry-preserving regularizations preserve the conservation proper-
ties of the convective terms, and have stability properties similar to the symmetry-
preserving discretization for compressible flow. The regularizations can compare
favorably with eddy-viscosity models in a wall-resolved LES of channel flow. How-
ever, in under-resolved simulations of decaying grid turbulence the non-dissipative
regularizations cannot correctly model the dissipative nature of the sub-filter scales,
and accumulation of energy at the cut-off of the filter or the grid is observed. Thus,
the symmetry-preserving regularizations have the same flaw as simulations with-
out a model, but increase the computational complexity. This makes the symmetry-
preserving regularization models inappropriate as practical LES models.
It was pointed out by Geurts et al. [28] and van Reeuwijk et al. [108] that the
incompressible Leray regularization seems to accumulate energy in under-resolved
simulations. This seems to corroborate the results of the symmetry-preserving reg-
ularizations for weakly compressible flow presented in this chapter. In accordance
with fixes for other LES models with insufficient dissipation, the current trend is
to address the energy pile-up by adding an eddy-viscosity term, see for example
[76]. In this thesis, such mixed formulations are not considered. Instead, pure eddy-
viscosity models are examined.

8
M I N I M U M - D I S S I PAT I O N E D D Y- V I S C O S I T Y M O D E L S 1
In the previous section, it was shown that symmetry-preserving regularizations are
inappropriate stand-alone models for practical LES. Therefore, in this chapter eddy-
viscosity models are examined. In accordance with the low-dissipation theme of
this thesis, we consider eddy-viscosity models that give the minimum eddy dissi-
pation required to prevent accumulation of kinetic energy in the LES solution. The
first minimum-dissipation model is the QR model proposed by Verstappen [111].
This eddy-viscosity model depends on the LES solution through invariants of the
resolved rate-of-strain tensor, switches off in laminar and transitional flow, and is
computationally cheap. While researching the QR model at the Stanford CTR sum-
mer program 2014, it was found that the constant of the QR model was too small.
In this chapter, proper values of the model constant of the QR model are proposed
for second-order and fourth-order accurate simulation methods. It is shown that
the corrected QR model gives good results on isotropic grids, but insufficient dissi-
pation on anisotropic grids. To address this flaw of the QR model, a new minimum-
dissipation model for anisotropic grids is proposed. This AMD model appropriately
switches off for laminar and transitional flow, and is consistent with the dissipation
of the exact sub-grid tensor on isotropic and anisotropic grids. The AMD model is
successfully applied in simulations of decaying grid turbulence on isotropic grids,
in simulations of the turbulent mixing layer on both isotropic and anisotropic grids,
and in simulations of a turbulent channel flow on anisotropic grids.
8.1 the qr model
First, the QR model proposed by Verstappen is introduced [111]. The QR model
is an eddy-viscosity model which gives the minimum eddy dissipation required
to remove sub-grid scales from the LES solution, and is based on invariants of the
rate-of-strain tensor. In this section, the emphasis is on justification of the functional
dependence of the eddy-viscosity of the QR model on the rate-of-strain tensor, and
a discussion of the good theoretical properties of the model. Setting of the model
constant is postponed to a later section.
1 Some of the results in this section have been published in Physics of Fluids [90].
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In the derivation of the QR model, the LES filter width is related to the compu-
tational grid from the outset. Also, the sub-grid scales are assumed to be periodic
over a grid scale, the eddy viscosity is assumed to be constant over a grid cell, and
an approximation is made with the Poincaré inequality [111]. These assumptions
should be viewed as modeling tools, and not as rigorous truths.
8.1.1 Derivation from the minimum-dissipation condition
The QR model is derived from the overwhelmingly straightforward observation
that an LES model should give enough eddy dissipation to remove the energy of
sub-grid scales from the LES solution. In this section, the resolved velocity gradient
tensor ∇v and its symmetric part S and anti-symmetric part Ω are denoted












The LES equations for incompressible flow can be expressed as
∂tv+∇ · (v⊗ v) +∇p−∇ · (2νS) = −∇ · τ , ∇ · v = 0 , (46)














v+ pv− 2νv · S+ τ · v
)
− 2νS : S+ τ : ∇v .
Integration of the above equation over an arbitrary fluid element E and application





















(2νS : S− τ : ∇v) dx ,
where n is the outward-pointing unit normal along the boundary of the fluid ele-
ment. The boundary integral on the right-hand side represents exchange of kinetic
energy between the fluid element E and its environment through the boundary of
the fluid element ∂E. The volume integral on the right-hand side represents the de-
crease of the kinetic energy of the fluid element due to processes within the fluid
element. The term ε = 2νS : S represents the rate of decrease of kinetic energy
density due to viscous friction, and is therefore called the molecular dissipation.
Likewise, the term εe = −τ : ∇v represents the rate of decrease of kinetic energy
density due to the eddy-viscosity model, and is called the eddy dissipation. Terms
that can be rewritten to boundary integrals reflect exchange of a quantity inside
the fluid element with its environment. Such terms do not represent generation or
8.1 the qr model 87
dissipation of a quantity. Therefore, boundary integrals may be ignored when the
generation and dissipation of a quantity is studied.
The QR model is an eddy-viscosity model. An eddy-viscosity model sets the trace-




Tr(τ)I = −2νeS , (47)
where the scalar νe is called the eddy viscosity of the model. The classical Smagorin-
sky eddy-viscosity model [94] is obtained if the eddy viscosity is set to
νe = (Cs∆)
2 |S| ,
where |S| ≡ √2S : S = 2√q(v). The local eddy dissipation rate of kinetic energy
||v||2/2 by an eddy-viscosity model is equal to
εe = −τ : ∇v = 2νeS : ∇v = 2νeS : S = 4νeq(v) . (48)
The second invariant of the rate-of-strain tensor q(v) = S : S/2 is positive, and
therefore an eddy-viscosity model delivers positive dissipation if νe is positive.
The QR model is derived by demanding that the model should deliver the mini-
mum eddy dissipation required to confine the energy of sub-grid scales in the LES
solution. The sub-grid scales of the LES solution are defined as v ′ = v− v, where v







where Ω∆ is a grid cell such that x ∈ Ω∆, and the grid cells together cover the
computational domain Ω. For a rectangular grid cell with index i, j,k, dimensions
∆xi, ∆yj, and ∆zk, and a cell center located at (xi,yj, zk), the finite-volume filter is











throughout the grid cell. The finite-volume filter is very similar to the conventional
box filter, but unlike a box-filtered field, a finite-volume filtered field is discontinu-
ous over grid cell boundaries.
Minimum-dissipation models are derived from the assumption that the sub-grid
scales of a LES solution v should not become dynamically significant. This condition






||v ′||2 dx 6 0
on each grid cellΩ∆. Unfortunately, this condition cannot be used directly to derive
an LES model in terms of the resolved scales, because the evolution equation for the
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kinetic energy of the sub-grid scales ||v ′||2/2 depends on the sub-grid scales. The
QR model therefore satisfies the above condition by bounding the energy of the
sub-grid scales from above using the Poincaré inequality. Assuming periodicity of
the sub-grid scales, the Poincaré inequality bounds the energy of variations of a










where C∆ is the Poincaré constant. The Poincaré constant is equal to the inverse
of the smallest non-zero eigenvalue of the negative Laplace operator −∆ = −∇ ·
∇ = ∇T∇ on the grid cell Ω∆. Here it was used that (∇·)T = −∇ for the L2(Ω∆)
inner product and periodic domains Ω∆. Payne and Weinberger have derived a
continuous value of the Poincaré constant C∆ = ∆2/pi2 for convex domains of
diameter ∆ [73]. The Poincaré inequality suggests that the kinetic energy of the sub-
grid scales of the LES solution can be bounded from above by the integral of the
velocity gradient energy ||∇v||2/2 = ∇v : ∇v/2 over a grid cell.


























+∇ · (. . .) .
The term −
(∇vT∇v) : S represents the creation of velocity gradient energy by
the convective terms in the Navier-Stokes equations. This production term can be










: S = −S2 : S+Ω2 : S .
For incompressible flow, it can be shown that [9, 111]
Ω2 : S = −
1
3
S2 : S+∇ · (. . .) . (51)
Thus, the production of velocity gradient energy can be expressed exclusively in





: S = −
4
3
S2 : S+∇ · (. . .) = 4r(v) +∇ · (. . .) ,





















+∇ · (. . .) . (52)
Thus, the production of velocity gradient energy by the convective terms is propor-
tional to the third invariant of the rate-of-strain tensor r(v) = −S2 : S/3. Substitution
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of the eddy-viscosity assumption, and assuming that the molecular and eddy vis-







= 4r(v) − 2ν||∇S||2 − 2νe||∇S||2 +∇ · (. . .)
on each grid cell, where ||∇S||2 = (∂kSij) (∂kSij). Integration over a grid cell and



















(. . .) ·ndS ,
where n is the outward-pointing unit normal vector along the boundary of the grid
cell. In the derivation of a minimum-dissipation model, terms that can be rewrit-
ten to boundary integrals are ignored, because they model an exchange of velocity
gradient energy with the environment of the grid cell, and not the creation or dissi-
pation of energy inside the grid cell.
A minimum-dissipation model delivers the minimum eddy dissipation required
to cancel the generation of velocity gradient energy by the convective terms. Thus,








Using the Poincaré inequality and ignoring boundary terms [111], the integral of










where the Poincaré constant C∆ is the inverse of the smallest eigenvalue of the
negative Laplace operator −∆ = −∇ · ∇ = ∇T∇ upon integration over a grid cell
Ω∆. The Poincaré constant C∆ depends on the size of the grid cell. The Poincaré
inequality is not just an approximation, but it is an essential step in the derivation
of the QR model that approximates the dissipation of ||∇S||2 at scales equal to the
size of a grid cell. By the above inequality, velocity gradient energy generated by
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where q(v) and r(v) are grid cell averages of the second and third invariant of the
rate-of-strain tensor, respectively. The filter width ∆ enters the above eddy viscos-
ity model though the Poincaré constant C∆, and through spatial averaging of the
invariants of the rate-of-strain tensor over a grid cell Ω∆. In practical applications,
the grid cell averages of the invariants are approximated by mid-point integration













is called the QR model. If the QR model is implemented in a simulation method,
the filter width enters the model explicitly through the model constant C∆, and
implicitly through the discretization of the invariants of the rate-of-strain tensor.
An alternative minimum-dissipation model could have been derived by assuming
that not the eddy dissipation, but the total dissipation should cancel the production
of sub-grid scales. An LES model derived from this assumption is only activated











This model gives less eddy dissipation than the QR model. Differences with the QR
model are expected to be significant only in flows where the molecular viscosity
has the same magnitude as the eddy viscosity, such as in resolved simulations, or
near solid walls. In this thesis, however, only the QR model in Eq. (53) is tested.
The computational complexity of the QR model is low. Compared to the classical
Smagorinsky model, the QR model only needs additional computation of the third
invariant r(v) of the tensor S, which is already available. The theoretical properties
of the QR model are promising. The second-invariant q(v) is positive, and therefore
the model delivers eddy dissipation if the third invariant r(v) is positive. The above
derivation demonstrates that r(v) is only positive in regions where sub-grid scales
are produced. It can be shown that r(v) vanishes in flows with zero exact eddy
dissipation according to the analysis by Vreman for all possible LES filters [119].
In practice, this means that the QR model switches off for laminar and transitional
flows. The Vreman model delivers eddy dissipation for all flows where the exact
sub-grid dissipation is non-zero. This includes flows where the convective terms
actually dissipate sub-grid energy. In contrast, the QR model is designed to give
eddy dissipation only for flows where sub-grid energy is produced, i.e. forward
scatter. Finally, in contrast to the Vreman model, the QR model switches off in two-
dimensional flows such as solid body rotation. This is considered to be appropriate
property of an LES model by some researchers [71].
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8.1.2 Consistency with the dissipation of the gradient model on isotropic grids
The QR model can be also be derived as an eddy-viscosity model which delivers
eddy dissipation for the same flows as the leading-order term of a Taylor expansion
of the exact sub-grid stress tensor on an isotropic grid. The leading-order term of
the exact sub-grid stress tensor is also known as the gradient model. Consistency
with the gradient model is a desirable theoretical property, because the gradient
model gives no eddy dissipation in laminar flow [119].
Taylor expansion of the velocity field coarse-grained by a separable box filter or






















This LES model is known as the gradient model, the Clark model, or the tensor-
diffusivity model [119, 10]. The reputation of the gradient model is dubious. On the
one hand, the applicability of the gradient model in actual LES seems limited. The
gradient model is notorious for being unstable, and practical simulations with the
gradient model often need to be stabilized by mixing in dissipative eddy-viscosity
models [118]. On the other hand, the theoretical properties of the gradient model
are promising. The gradient model has a good correlation with the exact sub-grid
tensor in a priori tests [10]. Moreover, for separable LES filters the gradient model
gives zero eddy dissipation in the same flows as the exact sub-grid stress tensor
[119].











S2 : S−Ω2 : S
)
.
Equation (51) shows that the local eddy dissipation of the gradient model can be




















r(v) +∇ · (. . .) .
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Thus, for an isotropic and separable LES filter, the eddy dissipation of the gradient
model is proportional to the third invariant of the rate-of-strain tensor.
The QR model can be viewed as a projection of the gradient model on the class
of eddy-viscosity models with respect to the delivered eddy dissipation. Equation
(48) shows that the local eddy dissipation rate of an eddy-viscosity model is equal
to εe = 4νeq(v). Setting this eddy dissipation equal to the eddy dissipation of the







Negative values of the eddy viscosity can lead to numerical instability of a large-
eddy simulation. Therefore, in practice negative values of the eddy viscosity are







This is the QR model derived in the previous section with C∆ = ∆2/12. If the
gradient model gives positive eddy dissipation, the QR model delivers the same
eddy dissipation as the gradient model on an isotropic grid. If the gradient model
gives negative eddy-dissipation, then the QR model delivers no eddy dissipation.
The above derivation demonstrates that the functional dependence of the QR
model on the rate-of-strain tensor is consistent with the leading-order term of the
actual sub-grid stress tensor on an isotropic grid. This relates the QR model to
the gradient model. This is advantageous, because the gradient model has good
correlation with the actual sub-grid stress tensor in a priori tests [10]. By Vreman’s
analysis restricted to separable filters, the gradient model gives zero dissipation in
the same flows as the actual sub-grid stress [119]. Thus, because the QR model is
consistent with the gradient model, the QR model appropriately switches off in
laminar and transitional flows, and near solid walls.
8.1.3 Relation to the Smagorinsky model and scale invariance
Finally, the QR model is compared with the Smagorinsky model and the scale-
invariance of the invariants q(v) and r(v) is discussed.




q(v), where Cs is the Smagorinsky constant. In the inertial range of ho-
mogeneous isotropic turbulence, the spatial average of the Smagorinsky constant is
approximately scale invariant [54]. However, the value of the Smagorinsky constant
is not the same for different flows. This observation is the basis of the dynamic
Smagorinsky model, which assumes scale invariance of the Smagorinsky constant
Cs in the inertial range, and sets its value for a particular flow by comparing the
value of Cs at two different filtering levels.
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The eddy viscosity of the un-clipped QR model is νe = C∆r(v)/q(v). For an
isotropic LES filter, the Poincaré constant is of the form C∆ = C∆2, where C is
a constant, so that the QR model corresponds to a Smagorinsky model with a









In the inertial range of homogeneous isotropic turbulence, uiui ∼ k−5/3 for each i
upon averaging, and the invariants of the rate-of-strain tensor scale with the spatial
wave number k as q(v) ∼ k
1
3 and r(v) ∼ k
1
2 . Thus the model constant C of the un-
clipped QR model is scale-invariant in the inertial range, because the Smagorinsky
constant is scale-invariant Cs ∼ k0 in the inertial range. In other words, the model
constant of the un-clipped QR model is appropriately scale invariant in the inertial
range.
8.2 the anisotropic minimum-dissipation (amd) model
In this section, a new minimum-dissipation model for anisotropic grids is proposed.
The QR model has good theoretical properties on isotropic computational grids. Un-
fortunately these properties do not generalize to anisotropic grids. On anisotropic
grids, the QR model is not consistent with the leading-order term of the exact sub-
grid stress tensor. Also, on anisotropic grids the QR model requires an approxi-
mation for the filter width ∆ in terms of the grid cell dimensions ∆x, ∆y, and ∆z.
Moreover, in this section it is shown that on anisotropic grids the QR model is bi-
ased towards damping oscillations in the finest grid direction. These observations
call into question the applicability of the QR model on anisotropic grids.
In this section, first it is demonstrated that the velocity gradient energy used in
the derivation of the QR model is dominated by variations in the direction with the
smallest mesh spacing. This flaw is addressed by proposing a scaled velocity gra-
dient energy for anisotropic rectangular grids. Using this scaled velocity gradient
energy, an anisotropic minimum-dissipation (AMD) model is derived. Then, it is
demonstrated that this model is consistent with the gradient model on anisotropic
grids. Finally, a possible generalization of the model to curvilinear grids is pro-
posed.
8.2.1 A new measure of sub-grid energy on anisotropic rectangular grids
By the Poincaré inequality, the energy of sub-grid scales ||v ′||2/2 can be confined by
bounding the integral of the velocity gradient energy ||∇v||2/2 over a grid cell from
above. The QR model is obtained by deriving the evolution equation for ||∇v||2/2
and applying the minimal eddy dissipation required to cancel the velocity gradient
energy produced by the non-linear convective term. However, in the results section
it is shown that the resulting QR model is biased towards damping the sub-grid
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variations in the direction with the smallest mesh spacing. In this section it is shown
that the integral of the velocity gradient energy ||∇v||2/2 over a grid cell may not be
a suitable measure of sub-grid-scale energy on an anisotropic grid, and an improved
measure is proposed which incorporates the local filter width.
The bias of the velocity gradient energy towards sub-grid variations in the finest
mesh direction can be demonstrated by considering a rectangular periodic domain
Ω of size Lx × Ly × Lz, covered by a regular computational grid with dimensions
Nx×Ny×Nz. The grid is isotropic in each direction, but the mesh spacing (∆x)k =
Lk/Nk may be different for each direction xk. We consider the velocity gradient





















for each i. The number of mesh spacings per wave length nk is an integer, and
ranges from the point-to-point oscillation in the xk direction for nk = 2, to one
wave length in the xk direction for nk = Nk. The accuracy with which a numerical
method can capture the oscillations of the above velocity field depends on the num-
ber of mesh spacings per wave length nk, and is generally independent of the mesh
spacing (∆x)k. Thus, for a suitable measure of sub-grid energy on an anisotropic
grid, the relative contribution of oscillations in the xk-direction should increase with
decreasing nk, and should be independent on the mesh spacing (∆x)k. However,















Thus, although (for fixed nk) the mesh spacing does not affect the accuracy of a
numerical method, the velocity gradient energy used in the derivation of the QR
model is dominated by oscillations in the direction with the smallest mesh spacing.
In fact, a reasonably resolved oscillation ny = 16 in a fine direction ∆y = 1/32
contributes more to the velocity gradient energy than a barely resolved point-to-
point oscillation nx = 2 in a coarse direction ∆x = 1. Because the velocity gradient
energy is dominated by oscillations in the fine grid direction, the QR model is
biased towards canceling sub-grid-scale variations in the direction of the finest mesh
spacing on anisotropic grids.
Another measure of sub-grid energy is obtained if the velocity gradient energy is











((∆x)k ∂kvi) ((∆x)k ∂kvi) dx . (56)
where the scaled derivative is denoted (∇∆)i = (∆x)i∂i, and the scaled velocity
gradient is denoted (∇∆v)ij = (∆x)i∂ivj. The scaled velocity gradient can also be
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viewed as a gradient in isotropic computational space. The averaged scaled velocity













For the scaled velocity gradient energy, the relative contribution of the oscillations
in the xk direction is independent of the mesh spacing (∆x)k, and inversely propor-
tional to the square of the numbers of mesh spacings per wave length nk. Thus, the
scaled velocity gradient energy proposed in Eq. (56) properly reflects the ability of a
numerical method to capture oscillations in the velocity field. Moreover, the scaled









||∇∆v||2 dx , (57)
where the Poincaré constant C is equal to the inverse of the smallest non-zero eigen-
value of the differential operator −∇∆ · ∇∆ = ∇∆T∇∆ on the grid cell Ω∆. Thus,
the scaled velocity gradient energy can be used to confine the energy of periodic
sub-grid scales ||v ′||2/2 on a grid cell. Unlike the Poincaré constant C∆ from the QR
model, the constant C is independent of the size of the grid cell, because the size
of the grid cell has been mixed into the definition of the scaled velocity gradient
energy.
8.2.2 The derivation of the AMD model for rectangular grids
By the Poincaré inequality in Eq. (57), the energy of sub-grid scales can be con-
fined by bounding the scaled velocity gradient energy from above. Thus, just as the
QR model was derived by bounding the integral of ||∇v||2/2 over a grid cell, an
anisotropic minimum-dissipation model can be derived by bounding the integral
of ||∇∆v||2/2 over a grid cell. Just as in the derivation of the QR model, an eddy-
viscosity model is assumed and the eddy viscosity νe is assumed to be constant on
a grid cell. Under these assumptions, the evolution equation for the LES solution in
Eq. (40) can be expressed as
∂tv+∇ · (v⊗ v) +∇p−∇ · (ν∇v) = ∇ · (νe∇v) , ∇ · v = 0
on each grid cell, where incompressibility of the LES solution was used to express
the eddy-viscosity model in terms of the velocity gradient. The evolution equation




















+∇ · (. . .) . (58)
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where the skew-symmetry of the differential operator (v · ∇) for incompressible
flow was used to rewrite the production of scaled velocity gradient energy by the
convective term [67, 113], just as in the derivation of the QR model [114]. In contrast
to Eq. (52), the above evolution equation expresses the production and dissipation
of scaled velocity gradient energy in terms of the velocity gradients ∇v and ∇∆v
instead of only the rate-of-strain tensor S. An identity such as Eq. (51), which ex-
presses the production of the velocity gradient energy exclusively in terms of the
rate-of-strain tensor, is currently not available for the scaled velocity gradient en-
ergy.
Demanding that the generation of scaled velocity gradient energy inside a grid



















Assuming periodicity and using the Poincaré inequality in Eq. (57), the integral on
the right-hand side can be bounded from below by the integral of ||∇v||2:∫
Ω∆
























||∇v||2 dx . (59)












where the bars denote spatial averaging over a grid cell. In practical applications,











This is the eddy viscosity of the AMD model. The model constant C does not de-
pend on the size of a grid cell. Instead, the size of a grid cell enters the model
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Thus, unlike for the QR model, the dependence of the AMD model on the filter
width is not a result of an approximation with the Poincaré inequality, but follows
directly from the definition of the scaled velocity gradient energy.
The notation of the eddy viscosity of the AMD model can be simplified by defin-
ing the symmetric tensor
B ≡ (∇∆v)T∇∆v , (60)
and rewriting the eddy viscosity as
νe = C
max {−B : S, 0}
||∇v||2 . (61)
In the next section, it is shown that the tensor B is proportional to the leading-order
term of the Taylor expansion of the exact sub-grid-stress tensor for a separable LES
filter. Therefore, the contraction −B : S is proportional to the eddy dissipation of the
gradient model on an anisotropic rectangular grid.
The dissipation of scaled velocity gradient energy in Eq. (58) and Eq. (59) was
expressed in terms of the norm of the velocity gradient tensor ||∇v||2. This is done
because the production of scaled velocity gradient energy is also expressed in terms
of the velocity gradient tensor. The production term vanishes if the norm of the ve-
locity gradient tensor vanishes, and thus the eddy viscosity of the AMD model has
no singularities. If in the above derivation the dissipation is expressed in terms of
the norm of the rate-of-strain tensor, then the denominator of the resulting eddy vis-
cosity in Eq. (61) becomes proportional to the second invariant of the rate-of-strain
tensor q(v), just as in the QR model. Although the resulting model presumably
expresses a global production-dissipation balance, its eddy viscosity has excessive
local maxima, which cause instabilities in practice. To obtain a practical model, the
denominator of the eddy viscosity should be expressed in terms of the velocity
gradient.
8.2.3 Consistency with the anisotropic gradient model
Just as for the QR model, the dependence of the AMD model on the velocity gra-
dient can be explained by deriving an eddy-viscosity model which gives the same
eddy dissipation as the anisotropic gradient model.
For the separable anisotropic finite-volume filter in Eq. (49), the Taylor expansion
of the coarse-grained velocity field is







This Taylor expansion is valid not only for the finite-volume filter, but also for a
separable box filter with filter widths ∆x, ∆y, and ∆z [118]. Substitution of the
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Taylor expansion in the sub-grid stress tensor gives a Taylor expansion of the sub-




The leading-order term of this expansion is the gradient model for a rectangular










where B is the symmetric tensor in Eq. (60). The eddy dissipation of the anisotropic
gradient model is equal to
εe = −τ : ∇v = − 1
12
B : ∇v = − 1
12
B : S .
This term is proportional to the numerator of the anisotropic minimal dissipation
model in Eq. (61).
To rigorously derive the AMD model from the gradient model, the sub-grid





Tr (τ) I = −νe∇v . (63)
For incompressible flow actually only the divergence of the sub-grid tensor is sig-
nificant, and the identity
∇ · (−2νeS) = ∇ · (−νe∇v) − (∇νe) (∇v)T
holds, which demonstrates that the model in Eq. (63) is equivalent to the standard
eddy-viscosity model in Eq. (47) if spatial fluctuations in the eddy viscosity νe may
be ignored.
The eddy dissipation of the eddy-viscosity model in Eq. (63) is
εe = −τ : ∇v = νe∇v : ∇v = νe||∇v||2 . (64)
Equating this eddy viscosity with the eddy viscosity of the anisotropic gradient


















max {−B : S, 0}
||∇v||2 ,









Figure 19: The two-dimensional Cartesian grid cellΩξ∆ with index i, j in computational space,
and its curvilinear image Ω∆ under a mapping x(ξ).
and this is the eddy viscosity of the AMD model in Eq. (61) with C = 1/12. Thus,
the AMD model gives eddy dissipation exactly if the gradient model gives eddy
dissipation. Consistency with the leading-order term of the exact sub-grid stress is
a nice theoretical property. Consistency with the gradient model also means that
the AMD model switches off for flows with zero exact eddy dissipation [119].
There is an interesting quantitative difference between the QR model and the
AMD model for two-dimensional flow. The leading-order term of the exact sub-
grid tensor gives no eddy dissipation for two-dimensional flow on isotropic grids,
but may give eddy dissipation for two-dimensional flow on anisotropic grids. The
derivation of the QR model implicitly assumes an isotropic grid, and switches off
for all two-dimensional flow [111]. However, the AMD model follows the behavior
of the exact sub-grid tensor, and gives eddy dissipation for certain two-dimensional
flows on an anisotropic grids.
8.2.4 Generalization to general curvilinear grids
This section briefly proposes a generalization of the minimum-dissipation model to
curvilinear grids. A curvilinear grid in physical space x is an image of a Cartesian
grid in computational space ξ under a differentiable and invertible mapping x(ξ).
The isotropic mesh spacing in computational space is denoted ∆ξ. Figure 19 shows
an example of a grid cell Ωξ∆ in computational space and its curvilinear image
Ω∆ = x(Ω
ξ
∆) in physical space.
An LES model for curvilinear grids can be derived by imposing consistency with
the gradient model. Following the same derivation as in the previous section using
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where C is a model constant and ∇∆ξ v = ∆ξ∇ξv denotes the scaled gradient in
computational space. This eddy viscosity can also be expressed as
νe = C
max {−Bξ : S, 0}
||∇v||2 ,
where the tensor Bξ = (∇∆ξ )T∇∆ξ is proportional to the gradient model expressed
in computational coordinates. On a rectangular grid, the curvilinear model is equiv-
alent to the AMD model in Eq. (61).
8.3 setting the constant of the qr and amd model
The proper value of the constant of an LES model is sensitive to the simulation
method in which it is applied, see for example [17, 54, 71]. The minimum-dissipation
models impose a balance of sub-grid energy production and dissipation at the scale
of a grid cell. At such scales, the errors of the numerical discretization can be consid-
erable, which may cause erroneous predictions of the production and dissipation at
the discrete level. Fortunately, for the minimum-dissipation models these errors can
be taken into account by adjusting the model constant to the numerical discretiza-
tion.
In this section, it is first demonstrated that the QR model gives insufficient eddy
dissipation for the model constant proposed in the literature. Then, new model
constants for the QR model and the AMD model are proposed for second-order
and fourth-order accurate central finite-difference methods.
8.3.1 The problem with the model constant of the QR model from the literature
The exact Poincaré constant is related to the eigenvalues of the negative Laplace op-
erator −∆ = −∇·∇ = ∇T∇ on a grid cellΩ∆. In the literature, the discrete Poincaré
constant has been set equal to 3/2 times the smallest non-zero eigenvalue of the dis-
crete negative Laplace operator [111, 1, 109]. In one dimension, the standard central
second-order accurate discretization of the Laplace operator is
∆du =







The largest eigenvalue of −∆d is equal to 4/∆x2, and corresponds to the numerical
point-to-point oscillation. On a three-dimensional isotropic grid, the largest eigen-
value of the standard second-order accurate discretization of the negative Laplace
operator is 4/∆x2 + 4/∆y2 + 4/∆z2 so that the corresponding model constant for a
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On an isotropic grid with ∆ = ∆x = ∆y = ∆z, this gives a model constant C∆ =
∆2/8.
The above model constant is too small to appropriately dissipate the sub-grid
scales produced by the convective terms in a second-order accurate method. This
can be demonstrated by comparing the Smagorinsky constant corresponding to the
QR model with the desired theoretical Smagorinsky constant for isotropic decaying










see also Eq. (54). Using the inequality 27r(v)2 6 4q(v)3 for invariants of trace-less




















so that Cs 6 0.16. Thus, for the model constant proposed in the literature, the QR
model cannot attain the desired theoretical Smagorinsky constant Cs ≈ 0.20 for a
simulation of decaying isotropic turbulence with a second-order finite-difference
method [17]. In fact, the effective Smagorinsky constant of the QR model is even
smaller than the analytic Smagorinsky constant Cs ≈ 0.18 in decaying isotropic
turbulence [49]. Thus, the QR model does not give sufficient eddy dissipation in
decaying isotropic turbulence for the model constant proposed in the literature
[111, 1, 109]. Indeed, in the results section it is demonstrated that the model constant
proposed in the literature is too small.
8.3.2 Proper constants for the minimum-dissipation models
The value of the model constant of a general LES model can depend, among other
things, on the local character of the turbulence and the used numerical method
[49, 55, 71]. In this section, constants for the minimum-dissipation models are pro-
posed. The model constants have been obtained empirically. It is stressed that there
is a range of appropriate values for the constant of an LES model [55], and that
the proposed values are limited to energy-conserving finite-difference methods in
which the LES model is discretized with the same order of accuracy as the Navier-
Stokes equations.
If the eddy viscosity is discretized to the same order of accuracy as the numerical
method, then accurate results are obtained in simulations of decaying grid turbu-
lence with second-order and fourth-order accurate methods if the constant of the
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where λd is the largest eigenvalue of the discretized negative Laplace operator −∇d
and λc is the largest eigenvalue of discrete negative Laplace operator induced by
the discretization of the discretized convective derivative −∇c = −∇c · ∇c = ∇Tc∇c.
Heuristically, the ratio λd/λc corrects the model constants for the numerical dis-
cretization. Minimum-dissipation models aim at a balance of production and dissi-
pation of sub-grid scales. However, in simulations a balance of discrete production
and dissipation should be attained. In most numerical methods, the derivative in
the convective term and the LES model are discretized using a central 2∆x stencil,
whereas the two first derivatives of the dissipative term are effectively discretized
on a ∆x stencils to prevent decoupling. This numerical inconsistency can be cor-
rected through the ratio λd/λc. As is shown below, the ratio λd/λc is equal to 4 for
a second-order accurate central method, and approximately 2.832 for a fourth-order
accurate central method. On anisotropic grids, the QR model requires an approxi-














However, on anisotropic grids this filter width is dominated by the mesh spacing
in the finest direction, and in the results it is demonstrated that this approximation
gives insufficient eddy dissipation to remove sub-grid scales in the coarse directions.
The QR model is more robust if the filter width is related to the the mesh spacing
through more conventional approximations such as ∆ = (∆x∆y∆z)1/3 or ∆ =
max {∆x,∆y,∆z}.
If the LES model is discretized to the same order of accuracy as the numerical
method, then decent agreement with box-filtered results is observed in simulations













These model constants are both
√
2 times as large as the proposed constants for
unfiltered experimental results.
The occurrence of the ratio λd/λc in the proposed empirical model constants sug-
gests that an implementation of a minimum-dissipation model should be corrected
for two possible discretizations of the Laplace operator. A similar result was derived
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heuristically for a second-order accurate method in [115]. The value of the correc-
tion ratio λd/λc can be derived straightforwardly. For a one-dimensional central
second-order discretization, the Laplace operator in the dissipation term ∆d is typi-
cally discretized as in Eq. (65). The largest eigenvalue of −∆d is λd = 4/∆x2, which
corresponds to a point-to-point oscillation. However, the central discretization of
the derivative in the convective term ∇c is







which induces a different discretization of the Laplace operator







This discretization of the dissipation term is based on the discrete convective deriva-
tive, and is therefore consistent with the discrete production of sub-grid scales. The
above discretization decouples, which means that the point-to-point oscillation is in
its null-space. The largest eigenvalue of −∆c is λc = 1/∆x2, which corresponds to
an oscillatory eigenfunction with a period of 4∆x. Thus, the largest eigenvalue of
−∆c differs from the largest eigenvalue of −∆d by a factor 4, so that the ratio λd/λc
is equal to 4. This factor can be viewed as a correction for using different discrete
derivatives for the convective and the dissipative terms.
For a fourth-order accurate central discretization, the one-dimensional discretiza-
tion of the dissipative terms uses the discrete Laplace operator
∆du =
−ui+2 + 16ui+1 − 30ui+1 + 16ui−1 − ui−2
12∆x2
+O(∆x4) .
The one-dimensional fourth-order central discretization of the derivative in the con-
vective term is
∇cu = −ui+2 + 8ui+1 − 8ui−1 + ui−2
12∆x
+O(∆x4) .
The largest eigenvalue of the fourth-order accurate discretization −∆d is λd =
16/3∆x2. The largest eigenvalue of −∆c = ∇Tc∇c is λc ≈ 1.883/∆x2, which corre-
sponds to an oscillatory eigenfunction with a period of approximately 3.5∆x. This
gives a correction ratio of λd/λc ≈ 2.832 for a fourth-order accurate method.
8.4 numerical discretization
The simulations with the minimum-dissipation models are performed with two
energy-conserving numerical methods. The first method is the kinetic-energy con-
serving discretization of the compressible Navier-Stokes equations developed in
this thesis. The second method is the symmetry-preserving discretization for in-
compressible flow on staggered rectangular grids [113]. The compressible method
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is used in second-order accuracy mode, and in fourth-order mode through Richard-
son extrapolation with the ∆ and 2∆ control volume. The incompressible method
is used only in second-order accurate mode. The terms of the LES models are dis-
cretized at cell centers. The terms of the minimum-dissipation model represent the
production and dissipation of sub-grid-scale energy by the Navier-Stokes equations.
To ensure that the discretized minimum-dissipation models reflect the production
and dissipation of the numerical method, the LES model is computed with the
same discretization as the convective term of the Navier-Stokes equation. Thus, for
the compressible method, the velocity gradient ∇v = ∇cv is computed with the
same discretization that is used for the derivative in the convective term ∇c. For
the incompressible method, the LES model is discretized at cell centers using the
standard central discretization.
The AMD model uses the scaled velocity gradients ∇∆v and ∇∆ξ v. These terms
can be discretized using a metric-free differencing formula. In a one dimensional
second-order accurate method the scaled gradient is discretized as










Discretization of the curvilinear scaled velocity gradient gives the same differencing
scheme. This makes implementation of the AMD model in a simulation method
with curvilinear grids very easy.
8.5 results
To validate the proposed minimum-dissipation models, simulations of decaying
grid turbulence, turbulent channel flow, and a temporal mixing layer are performed.
The simulations are performed with the second-order accurate and fourth-order ac-
curate method for compressible flow on collocated grids, and with the second-order
accurate method for incompressible flow on staggered grids. For the QR model, re-
sults obtained with the model constants proposed in this section are compared with
results obtained with the model constant proposed in the literature. Also, results ob-
tained with minimum-dissipation models are compared with results obtained with
the dynamic Smagorinsky model [50] and the Vreman eddy-viscosity model [119].
8.5.1 Decaying grid turbulence
To assess the applicability of the minimum-dissipation models to decaying turbu-
lence, large-eddy simulations of an experiment by Comte-Bellot and Corrsin are
performed on a coarse 643 grid. The setup of the simulations is essentially the same
as in section 5.2. For simulations with the proposed model constants for box-filtered
results given in Eq. (69)–(70) and the simulation with the dynamic Smagorinsky


































Figure 20: The computed kinetic energy decay and energy spectra at times 42M/U0, 98M/U0
and 171M/U0 in simulations of decaying grid turbulence with the QR model with
the collocated method. The simulations with the second-order accurate method are
performed with the constant C∆ proposed in the literature, and with the corrected
constant proposed in this thesis. Also a simulation with the corrected constant is
performed with the fourth-order accurate method. The vertical dots corresponds
to the one-dimensional grid cut-off.
8.5.1.1 Simulations with the QR model
Simulations with the QR model are performed with the collocated method for com-
pressible flow to assess the effect of the model constant on the results. We compare
the model constant proposed in the literature given in Eq. (66) with the model con-
stant for unfiltered results given in Eq. (67). Results of the simulations are compared
with spectra observed in the experiments.
The energy decay and the energy spectra computed in simulations with the two
model constants are shown in Figure 20. The reference data in the energy decay plot
are obtained by computing the energy of a velocity field that has been fitted to the
desired energy spectrum on the 643 grid. The results obtained with the model con-
stant proposed in the literature are unsatisfactory. The initial decay rate predicted
by the QR model is considerably smaller than the actual decay rate. Also, the en-
ergy spectrum shows considerable pile-up of kinetic energy near the grid cut-off,
indicating that the LES model does not deliver sufficient eddy dissipation to cancel
the production of sub-grid scales.
For the model constant proposed in this thesis, however, the QR model gives good
results. The QR model accurately predicts the energy decay measured by Comte-
Bellot and Corrsin. Also, the computed energy spectra agree with the experimen-
tal measurements for both the second-order and fourth-order accurate collocated
method. No pile-up of kinetic energy is observed, and the computed spectra agree
with the experimental measurements up to the one-dimensional point-to-point os-
cillation at k ′ = 64pi. The accurate agreement of results obtained with the QR model
with experimental measurements suggests that the assumptions underlying the QR











































Figure 21: The computed kinetic energy decay and energy spectra at times 42M/U0, 98M/U0
and 171M/U0 in simulations of decaying grid turbulence with the AMD model
with the collocated second-order accurate method. The model constant for un-
filtered results is compared with the model constant for box-filtered results. Also,
results obtained with the dynamic Smagorinsky model, the experimental measure-
ments, and box-filtered experimental measurements are shown.
model appropriately capture the dissipative nature of sub-grid scales in decaying
grid turbulence.
In conclusion, the QR model gives good results for decaying grid turbulence for
the model constants proposed in Eq. (67) for both a second-order and a fourth-order
finite difference method. However, for the model constant proposed in the literature
in Eq. (66) the QR model does not give sufficient eddy dissipation. This results in
considerable pile-up of kinetic energy at the tail of the energy spectrum, and casts
doubt upon results obtained with the QR model in the literature.
8.5.1.2 Simulations with the AMD model
Simulations with the AMD model are performed with the second-order accurate
collocated method for compressible flow. The model constant for unfiltered results
proposed in Eq. (68) is compared with the model constant for box-filtered results
proposed in Eq. (70). Results of the simulations are compared with experimental
measurements, box-filtered experimental measurements, and results obtained with
the dynamic Smagorinsky model in the staggered second-order accurate method
for incompressible flow.
The energy decay and the energy spectra computed in simulations with the two
model constants are shown in Figure 21. The box-filtered reference data in the en-
ergy decay plot is obtained by fitting a velocity field on a 643 grid to the desired en-
ergy spectrum, and application of the box-filter. The energy decay obtained with the
AMD model with the model constant for unfiltered results given in Eq. (68) agrees
with the energy decay measured in the experiments. The energy spectra obtained













Figure 22: The computed energy spectra at times 42M/U0, 98M/U0 and 171M/U0 in sim-
ulations of decaying grid turbulence with the AMD model with the collocated
second-order accurate method on finer grids. The energy spectrum obtained on
the 963grid is compared with the spectrum obtained on a 1283 grid.
tra at all wave numbers up to the one-dimensional point-to-point oscillation. These
results indicate that the AMD model appropriately reflects the dissipative nature of
sub-grid scales in decaying grid turbulence.
The energy decay obtained with the AMD model with the model constant for
box-filtered results in Eq. (70) closely agrees with the energy decay of the box-
filtered experimental measurements. The energy spectra obtained with this model
constant agree with the box-filtered energy spectra. Also, the results collapse on
results obtained with the dynamic Smagorinsky model.
To check grid convergence of the AMD model, simulations of the experiment by
Comte-Bellot and Corrsin have also been performed on 963 and 1283 grids. The
model constant for unfiltered results is used. The energy spectra obtained on the
finer grids are shown in Figure 22. Whereas the results obtained on a 643 grid
collapse on the experimental result for all wave numbers, the results obtained on
the finer grids fall off slightly faster at higher wave numbers. This indicates that the
model constant for unfiltered results is not unique, but rather that there is a range
of constants that give acceptable results. In general, the constant of LES models is
known to depend on the nature of the turbulence at the filter cut-off [55, 71]. The
exact model constant of an eddy-viscosity model decreases as the the inertial range
is resolved more accurately. Thus, the constant for unfiltered results should not be
thought of as a physical constant, but as an acceptable empirical approximation.
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In conclusion, the AMD model gives good results in simulations of decaying grid
turbulence. Results obtained with the model constant for unfiltered results on a 643
grid agree with the experimental measurements. Results obtained with the model
constant for box-filtered results on a 643 grid agree with results obtained with the
dynamic Smagorinsky model and with box-filtered experimental results. On finer
grids, the AMD model with the constant for unfiltered results gives acceptable re-
sults, but does not perfectly agree with the experimental results. This suggests that
the model constant is an acceptable approximation, and not a physical constant.
8.5.2 Temporal mixing layer
To assess the minimum-dissipation models for transitional flow and for anisotropic
grids, simulations of a weakly compressible temporal mixing layer at a high Reynolds
number are performed. A temporal mixing layer consists of two streams with oppo-
site velocities. At the interface of the two streams, the velocity differences trigger a
Kelvin-Helmholtz instability, which eventually causes transition to turbulence. Just
as a box of temporally decaying turbulence is a model for spatially decaying grid
turbulence, a temporal mixing layer is a simplified model for a spatial shear layer.
The temporal mixing layer studied here is essentially the same as in [119]. All
quantities are non-dimensionalized by half the initial vorticity thickness of the mix-
ing layer, the free stream velocity, the free stream pressure, and the free stream tem-
perature. The non-dimensionalized coordinate x is aligned with the stream-wise
direction, y with the direction normal to the mixing layer, and z with the span-wise
direction. The initial non-dimensionalized velocity profile is given by a hyperbolic
tangent
u = tanh (y) , v = 0 , w = 0 .
To trigger transition to turbulence, random perturbations with an amplitude of
0.05 exp(−y2/4) are superimposed to the initial velocity field. The initial pressure
is set equal to the free stream pressure p = 1, and the initial non-dimensionalized




(γ− 1)M2 (1− u) (1+ u) ,
where M denotes the free stream Mach number. The mixing layer is weakly com-
pressible with a Mach number of M = 0.25, and the Reynolds number based on
half the initial vorticity thickness is 100, 000. The computational domain spans 90
times half of the initial vorticity thickness in each direction. Thus, the dimension-
less computational domain is [0, 90]× [−45, 45]× [0, 90]. The boundary conditions
in the stream-wise and span-wise directions are periodic. At the boundaries in the
direction normal to the mixing layer at y = −45 and y = 45, a free slip boundary
condition is imposed.
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Figure 23: The evolution of the non-dimensionalized total kinetic energy and the momentum
thickness in simulations of the temporal mixing layer on an isotropic grid with the
QR model, the AMD model, the Vreman model, and the Smagorinsky model.
After transition to turbulence, the thickness of the mixing layer increases. The





−∞ 〈ρ〉 (1− 〈u〉) (1+ 〈u〉) dy ,
where the brackets denote spatial averaging in the stream-wise and span-wise direc-
tions. After transition to turbulence, the temporal mixing layer is expected to be self
similar for some time [118]. In the self-similar regime, the growth of the momentum
thickness is approximately linear, and plots of the stream-wise velocity fluctuations
〈u ′u ′〉 against the normal coordinate normalized by the momentum thickness y/θ
at different times collapse.
The simulations of the temporal mixing layer are performed with the collocated
fourth-order accurate method for compressible flow. Simulations are performed
with the proposed minimum-dissipation models. The QR model and the AMD
model are used with the model constants for unfiltered results proposed in Eqs. (67)-
(68). Results obtained with the minimum-dissipation models are compared with
results obtained with the Vreman model [119], which is considered to be a proper
model for the mixing layer. Also, the results obtained with the minimum-dissipation
models are compared with results obtained with the classical Smagorinsky model
[94]. For a comparison with the dynamic Smagorinsky model, see [90].
8.5.2.1 Simulations on an isotropic grid
Simulations of the temporal mixing layer are performed on an isotropic grid with
90 cells in each direction. Thus the non-dimensional mesh spacing is ∆ = ∆x =
∆y = ∆z = 1. Figure 23 shows the evolution of the total kinetic energy in the
computational domain and the the momentum thickness of the mixing layer. The
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Figure 24: The growth rate of the momentum thickness of the mixing layer in simulations
of the temporal mixing layer on an isotropic grid with the QR model, the AMD
model, the Vreman model, and the Smagorinsky model, and the spatially averaged
stream-wise velocity fluctuations obtained with the AMD model at different times
in the turbulent regime.
results of the minimum-dissipation models closely agree with results of the Vreman
model. This is desirable, because the Vreman model is known to give good results
for this mixing layer [119]. The minimum-dissipation models and the Vreman model
predict an approximately constant growth rate of the mixing layer after t = 60,
which suggests that the mixing layer is self-similar in the turbulent regime. The
classical Smagorinsky model is overly dissipative in the transitional regime, and
delays transition of the mixing layer. Also, the Smagorinsky model does not predict
a linear growth of the mixing layer. These disadvantages of the Smagorinsky model
in simulations of the mixing layer are sometimes resolved by using the Smagorinsky
constant Cs = 0.10 instead of Cs = 0.17 [16]. However, the Smagorinsky model with
this Smagorinsky constant gives too little eddy dissipation in the turbulent regime
of the mixing layer [118].
To assess the behavior of the minimum-dissipation models in the self-similar
regime, the growth rate of the mixing layer and plots of the velocity fluctuations in
the stream-wise direction are shown in Figure 24. The minimum-dissipation mod-
els predict an approximately constant growth rate of mixing layer from t = 80 to
t = 160. Plots of the stream-wise velocity fluctuations against the normalized nor-
mal coordinate computed with the AMD model indeed collapse. This demonstrates
that the minimum-dissipation models appropriately capture the self-similar charac-
ter of the temporal mixing layer.
The minimum-dissipation models deliver eddy dissipation for less flows (charac-
terized by the velocity gradient tensor) than the Vreman model. To check that the
minimum-dissipation models give sufficient eddy dissipation to prevent pile-up of
kinetic energy, stream and span-wise energy spectra have been recorded at the cen-
























































Figure 25: The stream-wise and span-wise kinetic energy spectra at the center plane of the
temporal mixing layer at t = 140 computed on an isotropic grid with the QR
model, the AMD model, the Vreman model, and the Smagorinsky model.
t = 140. The energy spectra closely resemble the E(k) ∼ k−5/3 decay law. Although
the minimum-dissipation models give eddy dissipation for less flows than the Vre-
man model, no considerable pile-up of kinetic energy is observed. In fact, the energy
spectra obtained with the minimum-dissipation models closely agree with energy
spectra obtained with the Vreman model.
In conclusion, results for the temporal mixing layer obtained with the minimum-
dissipation models on an isotropic grid are as good as results obtained with the
Vreman model. The minimum-dissipation models give negligible eddy dissipation
in the laminar regime, and do not delay transition of the mixing layer to turbulence.
In the turbulent regime, the minimum-dissipation models appropriately capture the
self-similar character of the mixing layer, and deliver sufficient eddy dissipation to
dissipate the energy of sub-grid scales.
8.5.2.2 Simulations on an anisotropic grid
The above results demonstrate that the QR model and the AMD model give good
results for the temporal mixing layer on an isotropic grid. To assess the minimum-
dissipation models on anisotropic grids, the simulations from the previous section
are repeated on a grid with dimensions 90× 360× 90. This grid has the same mesh
spacing in the stream-wise and span-wise direction ∆x = ∆z = 1, but a considerably
smaller mesh spacing in the normal direction ∆y = 1/4.
Simulations of the temporal mixing layer on the anisotropic grid are performed
with the QR model, the AMD model, and the Vreman model. As in the previous
section, the minimum-dissipation models are used with the model constants for
unfiltered results in Eqs. (67)-(68). On anisotropic grids, the model constant for the
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QR model requires an approximation of the filter width ∆. In the literature, the filter

















This filter width is the result of an approximation by the Poincaré inequality, and
is dominated by the mesh spacing in the fine grid direction on an anisotropic grid.
For the anisotropic grid considered here, this gives a filter width ∆ = 1/
√
6 = 0.408.
This is considerably smaller than the mesh spacing in the coarser grid directions
∆x = ∆z = 1. This raises the question whether the QR model gives sufficient eddy
dissipation to dissipate sub-grid variations in the coarser directions for the filter
width suggested in the literature. A more conventional approximation for the filter




For the present grid this gives a filter width of ∆ = 0.630. The most robust choice is
presumably to set the filter width equal to the mesh spacing in the coarse direction
∆ = max {∆x,∆y,∆z} , (73)
which gives a filter width of ∆ = ∆x = ∆z = 1 for the present grid. For the AMD
model, the anisotropy of the LES filter is merged into the scaled velocity gradients
that constitute the model, and an ad hoc approximation of the filter width is not
required.
Figure 26 shows the evolution of the total kinetic energy in the computational
domain and the growth rate of momentum thickness of the temporal mixing layer.
Just as on the isotropic grid, results obtained with the AMD model closely agree
with results obtained with the Vreman model. On this anisotropic grid, transition
of the temporal mixing layer occurs slightly earlier than on the coarser isotropic
grid. This is not troublesome, because the transition to turbulence in simulations
of a mixing layer is in general very sensitive to grid resolution, the accuracy of the
used numerical method, and the perturbation of the initial condition [85]. The AMD
model and the Vreman model predict an approximately constant growth rate of the
mixing layer from t = 60 until t = 160. The results of this model are comparable to
results obtained with the dynamic Smagorinsky model [90]. The results of the QR
model on the anisotropic grid are very sensitive to the used approximation of the
filter width. The filter width proposed in the literature in Eq. (71) does not delay
the transition compared with the Vreman model and the AMD model, but gives a
lower growth rate of the mixing layer in the turbulent regime. For the conventional
geometric mean filter width approximation in Eq. (72), the QR model gives results
comparable to the Vreman model and the anisotropic dissipation model. The robust
maximum filter width approximation in Eq. (73) delays the transition of the mixing
layer compared to the Vreman model and the anisotropic dissipation model, and
predicts a higher growth rate of the mixing layer in the turbulent regime.
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Figure 26: The evolution of the non-dimensionalized total kinetic energy and the growth
rate of the momentum thickness in simulations of the temporal mixing layer on an
anisotropic grid with the QR model with the filter width proposed in the literature
in Eq. (71), the conventional geometric mean filter width in Eq. (72), and the robust
maximum filter width in Eq. (73), the AMD model, and the Vreman model.
The differences between the LES models and approximations of the filter width
on anisotropic grids can be studied by examination of the energy spectra in the
turbulent regime. Figure 27 shows the stream-wise and span-wise energy spectra
at the center plane y = 0 of the mixing layer at t = 140. The Vreman model and
the AMD model properly dissipate the energy of sub-grid scales on the anisotropic
grid, and the obtained energy spectra closely resemble the E(k) ∼ k−5/3 decay
law. The behavior of the QR model on the anisotropic grid is very sensitive to the
used approximation of the filter width. The filter width proposed in the literature
in Eq. (71) gives considerable pile-up of kinetic energy at wave numbers near the
grid cut-off. This indicates that the eddy dissipation of the QR model with the filter
width approximation proposed in the literature is insufficient to eliminate the en-
ergy of sub-grid scales on anisotropic grids. For the conventional geometric mean
approximation of the filter width in Eq. (72), the QR model gives better results, with
slight pile-up compared to the E(k) ∼ k−5/3 law. The robust maximum filter width
approximation in Eq. (73) gives sufficient dissipation too. However, this approxima-
tion gives considerable more eddy dissipation compared to the Vreman model and
the AMD model.
In conclusion, the Vreman model and the AMD model give sufficient eddy dis-
sipation to prevent a growth of sub-grid-scale energy on anisotropic grids. The
behavior of the QR model on anisotropic grids is sensitive to the approximation
for the filter width. The filter width approximation proposed in the literature in
Eq. (71) gives insufficient eddy dissipation. The alternative filter width approxima-
tions in Eq. (72) and Eq. (73) give sufficient eddy dissipation to prevent the growth
of sub-filter-scale energy in the considered temporal mixing layer simulation. How-

























































Figure 27: The stream-wise and span-wise kinetic energy spectra at the center plane of the
temporal mixing layer at t = 140 computed on an anisotropic grid with with the
QR model with different filter width approximations, the AMD model, and the
Vreman model.
ever, in the next section it is shown that these approximations give too much eddy
dissipation near the wall in simulations of channel flow.
8.5.3 Turbulent channel flow
To assess the applicability of the proposed minimum-dissipation models to wall-
bounded flows, simulations of incompressible turbulent channel flow are performed
with the staggered second-order accurate incompressible method. The studied chan-
nel flows are the classical simulations at friction Reynolds numbers of approxi-
mately 395 and 590 [69].
All the quantities are non-dimensionalized by the half height of the channel H
and the imposed bulk flow velocity ub. The non-dimensionalized coordinate x is
aligned with the stream-wise direction, y with the direction normal to walls of the
channel, and z with the span-wise direction. The non-dimensionalized size of the
channel is [0, 2pi]× [0, 2]× [0,pi]. The bulk Reynolds number based on half the height
of the channel Reb = ubH/ν is fixed at either 6, 875 or 10, 975 by imposing a con-
stant bulk velocity ub through an isotropic pressure gradient. The resulting wall
shear stress τw, and the corresponding friction velocity uτ =
√
τw/ρ and friction
Reynolds number Reτ = uτH/ν are important outputs of the channel flow simula-
tions [77]. The computational grid has 64 cells in each direction, with an isotropic
mesh spacing in the stream-wise and span-wise directions. In the wall-normal direc-
tion, the staggered faces in the lower half of the channel are distributed according
to Eq. (39), with a stretching parameter β = 7. Table 6 lists the characteristics of
the grid in wall units for both bulk Reynolds numbers. The initial condition of the
channel flow is a laminar Poisseuile flow with the desired bulk Reynolds number.
To trigger transition to turbulence, the Poisseuile flow is perturbed by divergence-
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6,875 392.2 38.5 2.6 40.7 19.3
10,975 587.2 57.6 3.9 61.0 28.8
Table 6: The mesh spacing of the computational grids in wall units based on friction Reynolds
number obtained in direct numerical simulations [69].
Reb DNS QR AMD Vreman No model
Eq. (71) Eq. (72)
6,875 392.2 392.4 348.0 386.3 386.5 422.2
10,975 587.2 587.8 509.5 578.8 570.5 618.6
Table 7: The friction Reynolds numbers obtained in the channel flow simulations at bulk
Reynolds numbers of 6, 875 and 10, 975with the QR model with different filter width
approximations, the AMD model, the Vreman model, and without an LES model.
Also friction Reynolds number obtained from a DNS are listed.
free oscillations of a small magnitude. Once the channel flow has transitioned to
turbulence, flow statistics are recorded.
Simulations are performed with the proposed minimum-dissipation models. The
results of the minimum-dissipation models are compared with results of a no-model
simulation, a simulation with the Vreman model [119], and a direct numerical sim-
ulation (DNS) [69]. The minimum-dissipation models are used with the model con-
stants for unfiltered results proposed in Eqs. (67)–(68). The grid is anisotropic, and
therefore the QR model requires an approximation of the filter width. We use the fil-
ter width approximation proposed in the literature in Eq. (71) and the conventional
geometric mean approximation in Eq. (72).
The friction Reynolds numbers computed in the channel flow simulations are
listed in Table 7.2 The mean flow velocity and the turbulent fluctuations normalized
by the computed friction velocity are shown in Figure 28 and Figure 29. For both
channel flows, the simulations without an LES model predict a friction Reynolds
number which considerably exceeds the actual Reynolds number. The Vreman model
and the AMD model give good results for the studied channel flows. For these mod-
els, the error in the predicted friction Reynolds number is smaller than 3%, and the
normalized mean flow velocity profiles agree accurately with the DNS. The results
obtained with the QR model are very sensitive to the approximation of the filter
width. The QR model with the filter width approximation based on the geometric
mean in Eq. (72) is too dissipative and gives a friction Reynolds number which is
2 Comparison of the computed friction Reynolds numbers at Reb = 6,875 without model and with the
Vreman model with different numerical methods in Table 5 and Table 7 demonstrates that the results of
an LES depend on the used numerical method.












































Figure 28: Mean velocity profiles and turbulent fluctuations obtained in simulations of chan-
nel flow at Reτ ≈ 395 with the QR model with the filter width proposed in the
literature in Eq. (71) and the geometric mean approximation in Eq. (72), with the













































Figure 29: Mean velocity profiles and turbulent fluctuations obtained in simulations of chan-
nel flow at Reτ ≈ 590.
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considerably smaller than the actual friction Reynolds number. However, the QR
model with the filter width approximation from the literature in Eq. (71) accurately
predicts the friction Reynolds number and the normalized mean flow velocity pro-
files in channel flow simulations.
The above results demonstrate that the accuracy of channel flow simulations with
the QR model is mainly determined by the filter width approximation. Because the
results of a channel flow simulation are normalized by the computed wall shear
stress, the normalized velocity profiles near the center of the channel are (coun-
terintuitively) very sensitive to the behavior of an LES model near the walls of a
channel. The used filter width approximations for the QR model behave differently
near the wall. Near the wall, the filter width proposed in the literature in Eq. (71)
is dominated by the wall-normal mesh spacing ∆ ≈ √3∆y, whereas the conven-
tional filter width approximation in Eq. (72) vanishes as ∆ ∼ ∆y1/3. For the first
grid cell at the wall of the present grid, the filter width proposed in the litera-
ture gives ∆ = 1.13× 10−2 and the conventional geometric mean filter width gives
∆ = 3.17× 10−2. It is conceivable that the results of the QR model with the filter
width approximation proposed in the literature [111] are good because this approx-
imation acts as a suitable wall damping function [64], and not because of the QR
model itself.
In conclusion, the Vreman model and the AMD model give good results in simu-
lations of channel flow. The results of the QR model are very sensitive to the used
approximation of the filter width. The QR model gives good results for channel
flow with the filter width approximation proposed in the literature, and unsatisfac-
tory results for the geometric mean filter width approximation. Note the contrast
with simulations of the temporal mixing layer on the anisotropic grid, where the
filter width approximation from the literature gives insufficient eddy dissipation,
and the geometric mean filter width approximation gives acceptable results. The
channel flow results obtained with the QR model mainly demonstrate the ability of
the filter width approximation to act as a suitable wall damping function, and do
not only assess the quality of the QR model itself.
8.5.4 Flow past a square cylinder
To assess the applicability of the proposed minimum-dissipation models to bluff
body flow, and to study their behavior in the limit of two-dimensional flow, simula-
tions of the two-dimensional and three-dimensional flow past a square cylinder at
Re = 22, 000 have been performed. The goal of this section is to highlight qualita-
tive differences of the minimum-dissipation models, and not an extensive validation
using experimental results.
We consider the flow around a square cylinder with diameter D as in [84]. The
flow quantities are non-dimensionalized by the diameter of the cylinder D and the
free stream velocity u∞. The non-dimensionalized coordinate x is aligned with the
stream-wise direction, y with the lateral direction, and z with the span-wise direc-
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tion. The non-dimensionalized computational domain is [−7, 20]× [−7, 7]× [−2, 2],
and the square cylinder is inside the box [−1/2, 1/2]× [−1/2, 1/2]× [−2, 2]. No-slip
boundary conditions are applied at the surface of the cylinder. Free-slip boundary
conditions are applied at the boundaries in the lateral direction at y = ±7. The free-
stream velocity is prescribed at the inflow boundary at x = −7, and a prescribed-
pressure outflow boundary condition is applied at x = 20. For the three-dimensional
simulations, the boundary conditions in the span-wise direction are periodic. The
Reynolds number based on the diameter D of the cylinder Re = ρu∞D/µ is set
to 22, 000 and the free-stream Mach number is set to 0.3. For three-dimensional
simulations, interesting outputs are time-averages and fluctuations of the velocity
field, the Strouhal number St = fsD/U∞ of the vortex shedding, where fs is the
shedding frequency, and the time average and fluctuations of the drag coefficient
Cd = Fx/(ρu
2∞D/2), where Fx is the total force on the cylinder in the stream-wise
direction per unit length.
The simulations in this section are performed with the standard fourth-order
accurate symmetry-preserving discretization. Time integration is performed with
the four-stage low-storage Runge-Kutta method with a small time step of ∆t = 0.5×
10−3. No artificial dissipation is applied for x 6 15. To prevent spurious reflections
at the outflow boundary, an outflow buffer zone with gradually increasing artificial
dissipation towards the outflow boundary is applied for 15 6 x 6 20.
8.5.4.1 Two-dimensional simulations
Two-dimensional simulations of the flow past a square cylinder are performed. Two-
dimensional turbulence is fundamentally different from three-dimensional turbu-
lence: in two dimensions the vorticity field is convected without the vortex stretch-
ing mechanism that drives turbulence in three dimensions. Therefore, the two-
dimensional flow past a square cylinder is different from the physical three-dimensional
flow past a square cylinder, and cannot be validated with experimental results. Thus,
the results in this section only allow for investigation of the qualitative behavior of
the proposed LES models in the two-dimensional limit.
Simulations of the two-dimensional square cylinder have been performed with
the QR model and the AMD model. The QR model is used with the corrected
constant and the filter width approximation proposed in the literature in Eq. (71).
The simulations are performed on a two-dimensional 512× 240 grid. The surface
of the cylinder is covered by 128 equidistant cells in the stream-wise direction and
96 cells in the lateral direction. The grid spacing at the surface of the cylinder is
∆x = 8.0× 10−3 at the face normal to the flow and ∆y = 1.0× 10−2 at the face
parallel to the flow. The initial condition is set to a uniform flow field with the
free stream velocity, and a linear boundary layer is prescribed at the surface of the
cylinder to satisfy the no-slip boundary condition.
Because two-dimensional turbulence is different from physical turbulence, it has
been proposed that LES models should give no eddy dissipation for two-dimensional
flow [71]. Indeed, on isotropic grids the leading-order term of the exact sub-filter
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tensor gives no dissipation for two-dimensional flow. Therefore, the singular-value
model [71] and the QR model [111] are designed to switch off for two-dimensional
flow. However, for two-dimensional incompressible flow the leading-order term of

















which is non-zero for certain flows on anisotropic grids. This suggests that the
singular-value model and the QR model give insufficient eddy dissipation on two-
dimensional anisotropic grids. This is because the QR model does not appreciate
that anisotropy of the grid can affect the generation of sub-grid scales in an LES. The
AMD model is consistent with the exact sub-filter dissipation, and appropriately
gives eddy dissipation on two-dimensional anisotropic grids.
Figure 30 shows vorticity fields obtained with the QR model and the AMD model.
In two-dimensional flow, the vorticity is convected, which makes it sensitive to
spurious oscillations. The QR model switches off for two-dimensional flows, and
therefore an LES with the QR model is actually a simulation without model. The
QR model gives a vorticity field with pronounced oscillations at the size of a grid
cell. The AMD model gives dissipation for the same flows as the exact sub-filter
tensor, and does not always switch off for two-dimensional anisotropic grids. The
vorticity field obtained with the AMD model has some small scales in the vorticity
field, but does not look as irregular as the field obtained with the QR model. It is
also observed that the vorticity field obtained with the QR model loses large-scale
symmetry in the line y = 0 earlier in the simulation due to the many irregularities
in the numerical solution, whereas the field obtained with the AMD model is large-
scale symmetric for longer simulation times.
8.5.4.2 Three-dimensional simulations
The different behavior of the QR and the AMD model in the two-dimensional limit
raises the question whether the models also give different predictions of the flow
past a three-dimensional square cylinder. In this section, three-dimensional simu-
lations are performed with the QR model and the AMD model. The QR model is
used with the corrected constant and the filter width approximation in Eq. (71). The
simulations are performed on a 196× 144× 32 computational grid. The surface of
the cylinder is covered by 64 uniform grid cells in the stream-wise and lateral direc-
tion, and by 32 uniform grid cells in the span-wise direction. The height of the grid
cells at the surface of the cylinder is 0.016, and the grid spacing in the lateral direc-
tion is ∆z = 1/8. As in most simulations from the literature, the grid is rectangular
down-stream of the cylinder. Possibly, a grid that stretches with the same rate as
the wake would give better results. The initial condition is set to an uniform field
with the free stream velocity. Linear boundary layers are used to satisfy the no-slip
boundary condition in the initial condition. A local oscillation of low wave number
and small magnitude is added to the velocity field up-stream of the cylinder to trig-
ger a three-dimensional numerical solution. A small time step size ∆t = 5× 10−4
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Figure 30: Instantaneous vorticity fields obtained in two-dimensional simulations with the
QR model (top) and the AMD model (bottom) at t = 30.
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St 〈Cd〉 C ′d,rms lr
QR 0.135 1.975 0.202 1.69
AMD 0.133 2.170 0.114 1.28
Experiment 0.132 2.1 1.38
Table 8: Results of simulations of the flow past a square cylinder with the QR and AMD
model, and the experiment data.
Figure 31: The averaged stream-wise velocity in the plane y = 0 (left) and the root-mean-
square of its fluctuations (right).
is used, and time averages of the flow are recorded from t = 100 to t = 200. Results
obtained with LES models are compared with the experiment by Lyn et al. [52].
Table 8 shows the computed Strouhal number St of the vortex shedding, the
time-average and root-mean-square fluctuations of the drag coefficients, and the
axial location of the end of the time-averaged recirculation region lr. The Strouhal
number St has been computed by Fourier transformation of the time-evolution of
the lift coefficient Cl using Hanning windows. The QR model and the AMD model
give acceptable predictions of the Strouhal number and the drag coefficient. The QR
model predicts a markedly larger recirculation region than the AMD model. The
size of the recirculation region predicted by the AMD model is somewhat smaller
than observed in the experiment by Lyn et al.
Figure 31 shows the stream-wise velocity averaged in the temporal and span-
wise direction along the center line y = 0, and its fluctuations. The QR model
predicts a larger mean recirculation region than the actual flow. The AMD model
gives more accurate results, but underestimates the strength of the recirculation
region somewhat. Both the QR and the AMD model overpredict the mean stream-
wise velocity in the wake, just as the dynamic Smagorinsky model in [96]. Both
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the QR and the AMD model underpredict the stream-wise velocity fluctuations in
the wake of the cylinder. Simulations on fine grids by Mankbadi and Georgiadis
suggest that fluctuations in the wake of the cylinder are very sensitive to the span-
wise length of the computational domain [53].
Figure 32 shows slices of the instantaneous span-wise vorticity ωz at t = 200
obtained with the QR and the AMD model. The difference of results obtained with
the QR model and the AMD model seem to confirm earlier observations. The QR
model seems to give insufficient eddy dissipation and gives a vorticity field with
pronounced spurious oscillations. The vorticity field obtained with the AMD model
is smoother and seems more physical.
The above results demonstrate that the AMD model does not only give more
accurate results than the QR model in canonical test cases, but that the AMD can
also give better results in a simulation of bluff body flow. The results confirm that
the QR model proposed in the literature does not give sufficient eddy dissipation
on anisotropic grids. The two models give different predictions of the mean recir-
culation region. For a thorough assessment, the AMD model should be compared
with other LES models in simulations with the same numerical method and grid.
Also, the effect of the grid resolution and the size of the domain in the span-wise
direction should be assessed more extensively [53].
8.6 conclusion
We have examined and tested minimum-dissipation eddy-viscosity models. These
models do not really model the sub-grid scales, but instead absorb the energy scat-
tered by the resolved scales at the grid cut-off. Once the model constant of the QR
model is corrected, the model gives excellent results for decaying grid turbulence
and the temporal mixing layer on isotropic grids. Unfortunately, the desirable prop-
erties of the QR model do not generalize to anisotropic grids. On anisotropic grids
the desirable theoretical properties of the QR model vanish, and results obtained
with the QR model become very sensitive to the used filter width approximation.
This shortcoming was addressed by the derivation of the new AMD model for
anisotropic grids. The AMD model retains its desirable theoretical properties on
anisotropic grids. The results of the model are as good as results of the QR model
on isotropic grids. On anisotropic grids, the new model appropriately dissipates the
energy of sub-grid scales, and gives results comparable to results obtained with the
Vreman model. The results indicate that, unlike the QR model, the new minimum-
dissipation model is suitable for practical LES on anisotropic grids.
The fundamental simplicity of minimum-dissipation models is elegant. However,
the models do not actually model sub-grid scales, and therefore their application
could be limited to flows in which the forward scattering of the resolved scales is
dominant. For example, minimum-dissipation models cannot be expected to act as
a wall model at very high Reynolds numbers, because these flows depend on sub-
grid scales in the boundary layer. Nonetheless, in the present test cases the results
8.6 conclusion 123
Figure 32: Contour plots of the span-wise vorticity obtained in three-dimensional simulations
with the QR model (top) and the AMD model (bottom) at t = 200. The numerical
solution obtained with the QR model has pronounced numerical oscillations near
x = 0, y = 2.5, where the aspect ratio of the grid is large.
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obtained with the AMD model are competitive with good eddy-viscosity models
from the literature.
Another possible disadvantage of the AMD model is that its purpose and analysis
are restricted to energy dissipation. An advantage of this restriction is that it leads to
models that can be expressed in first-order derivatives of the velocity field. However,
it is not certain whether, for example, also sub-filter scales in the vorticity field
should be eliminated. The AMD model can possibly be improved by including




































and replacing the term in the numerator of the AMD model by the contraction of
the above tensor with the rate-of-strain tensor. The resulting eddy viscosity of the
AMD model has higher-order derivatives of the velocity field. From the theoretical
perspective this is desirable because vorticity is a derivative of the velocity field,
and thus the evolution of its sub-filter scales can be expected to be governed by
higher-order derivatives. Such models could be interesting for future research.
Finally, it is stressed that the proposed minimum-dissipation models have been
derived and validated for incompressible and weakly compressible flow. Further
research is required to assess the accuracy of the models for compressible flow at
Mach numbers larger than M = 0.3, when the flow is not approximately incom-
pressible.
Part III
S I M U L AT I O N O F T H E F L O W O V E R A D E LTA W I N G
In this part, the low-dissipation simulation method is
used to perform accurate simulations of the flow over a
delta wing. The grid convergence of the numerical solu-
tion is studied, and results of the simulations are com-
pared with experimental measurements.

9
S I M U L AT I O N O F T H E F L O W O V E R A D E LTA W I N G
To assess the applicability of the developed simulation method to large-scale simu-
lation of practical turbulent flows, simulations of the subsonic transitional flow over
a simple delta wing have been performed. The simulations have a high computa-
tional complexity, and have been performed on the Dutch national supercomputer.
An impression of the computed transitional flow over a delta wing is shown in Fig-
ure 33. In this chapter, the results of the simulations are presented. The convergence
of the flow statistics upon grid refinement is studied, and the results of the simu-
lation are compared with experimental data. An extensive physical analysis of the
flow instabilities is outside the scope of this thesis.
To obtain practical experience with grid generation, the parallel performance of
the method, boundary conditions, artificial dissipation, and LES modeling, prelim-
inary simulations of the flow over a delta wing have been performed on the NLR
FASET computer system prior to the large-scale simulations. The delta wing con-
sidered in the preliminary simulations is similar to the wing used in the numerical
simulations by Visbal and Gordnier [117]. An important outcome of the preliminary
simulations is that they are stable without artificial dissipation on under-resolved
grids. Thus, the addition of sub-filter dissipation in such simulations is optional,
and not necessary for stability. Unfortunately, the new AMD sub-filter model was
not available at the time of the preliminary simulations, and has not been applied
to the flow over a delta wing. The results of the preliminary simulations are not
presented in this thesis, but have been published in [88].
9.1 the delta wing and its aerodynamics
A delta wing is a wing with triangular planform. Delta wings are primarily used
on high-speed aircraft [3]. The primary function of the sweep of a delta wing is to
avoid that wave drag deteriorates the aerodynamic performance of an aircraft for
transonic and supersonic flow. Important examples of aircraft with a delta wing are
fighter jets, the Concorde (see Figure 34), and the space shuttle.
In this thesis, the slender sharp-edged simple delta wing used in the experiments
by Riley and Lowson [83] is studied. The geometry of this sharp-edged delta wing
is shown in Figure 35. For simple delta wings, the equal sides of the triangle form
the leading edge of the wing, and the base of the triangle is the trailing edge. The
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Figure 33: An impression of the transitional flow over the delta wing. iso-surface of the Q-
criterion Qc2/u2∞ = 0, colored by the vorticity magnitude.
Figure 34: The Concorde in its last flight (picture by Adrian Pingstone).






Figure 35: Top view, side view, and a detail of the back view of the delta wing studied in
this thesis. The image is not on scale: the depicted delta wing has a sweep angle
of Λ = 75° instead of the sweep angle Λ = 85° considered in this thesis.
delta wing used in the experiments by Riley and Lowson has a blunt trailing edge.
The wing has a root chord length of c = 471mm and a thickness of t = 11.5mm.
The sweep angle is Λ = 85°, which makes the delta wing very slender. The bevel
angle is σ = 30°. The simulations in this thesis have been performed at a relatively
small angle of attack α = 12.5°. The Reynolds number Rec = ρ∞u∞c/µ∞ based
on the chord length c of the delta wing is set to either 150, 000 or 211, 200. The
free-stream Mach number is M = 0.3. The focus of this study is on the transition to
turbulence of the flow above the delta wing. Therefore, the chord Reynolds number,
Mach number, and angle of attack have been selected to exclude other aerodynamic
phenomena. The vortical flow structures do not break down above the wing, be-
cause the angle of attack is relatively small [51, 61]. Also, shock waves are absent,
because the flow is subsonic [3]. Finally, the flow separates along the full leading
edge, because the wing has a sharp leading edge.
The flow over the delta wing is dominated by a system of conical vortices above
the delta wing [83, 3]. This vortex system is formed by the shear layer that separates
at the leading edge of the delta wing. Under the influence of pressure differences,
this shear layer rolls up into two large conical counter-rotating flow structures (see
Figure 36). These conical structures are called primary vortices. An important aero-
dynamic property of the primary vortex is that the flow velocity in the core of the
primary vortex can be significantly higher than the free-stream velocity. This re-
duces the pressure in the primary vortex and along the upper surface of the wing.
Plots of the instantaneous axial vorticity and the time-averaged surface pressure
in the laminar regime are shown in Figure 37. The suction peak is located at ap-
proximately the same span-wise location as the core of the primary vortex. The
vortex-induced lift increases the aerodynamic performance of delta wings under
subsonic conditions.
The primary vortex induces an outboard flow over the upper surface of the delta
wing. Figure 37 shows that the boundary layer on the surface of the wing faces
an adverse pressure gradient outboard of the suction peak. As a result, the bound-
ary layer separates and a secondary vortex is formed, which counter-rotates with
respect to the primary vortex. Figure 38 shows the separation of the upper sur-
face boundary layer, and the resulting secondary vortex near the leading edge of
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Figure 36: Slices showing the time average of the total pressure loss (TPL) and streamlines of
the time-averaged velocity through the primary vortex colored by the mean axial
velocity.
Figure 37: A contour plot of the instantaneous axial vorticity and the pressure coefficient
along the wing surface at x = 0.5c for Rec = 150, 000.
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Figure 38: Contour plot of the instantaneous axial vorticity close to the leading edge at x =
0.5cwith a vector field of the instantaneous flow direction parallel to the plane (the
length of the vectors is not proportional to the magnitude of the flow velocity).
the delta wing. Numerical simulations indicate that the span-wise location of the
boundary layer separation and the secondary vortex influence the location of the
primary vortex and the suction peak [34].
An interesting effect of the primary vortex is its break-up into discrete sub-
vortices and transition to full turbulence. Figure 39 shows the break-up of the shear
layer in unsteady sub-vortices as observed in the performed simulations. Although
discrete vortical sub-structures have been first observed in 1985 in experiments by
el Hak and Blackwelder [19], there is no consensus on the physics of this phe-
nomenon.
On the one hand, unsteady discrete sub-vortices caused by an instability similar to
the Kelvin-Helmholtz instability have been observed in physical and numerical ex-
periments [19, 29]. Figure 40 shows an iso-surface of the instationary vorticity mag-
nitude obtained in the simulation at Rec = 211, 200. The iso-surface shows unsteady
sub-vortices that form vortex tubes. The unsteady vortex tubes counter-rotate with
respect to the time-averaged direction of the flow (c.f. Figure 36): they wind around
the shear layer of the primary vortex in the up-stream direction. Therefore, the un-
steady sub-vortices are said to counter-rotate. Note that the term counter-rotating
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Figure 39: Axial slices of the instantaneous vorticity magnitude for Rec = 150, 000 computed
on a fine computational grid.
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Figure 40: Top view of an iso-surface of the instantaneous vorticity magnitude ||ω||c/u∞ = 20
colored by the pressure coefficient obtained in the simulation at Rec = 211, 200.
The trailing edge of the wing is located at x = 471mm.
merely describes the spatial development of the vortex tubes. As time proceeds, the
vortex tubes are convected with the flow velocity, so that the helical counter-rotating
tubes of sub-vortices move down-stream. On the other hand, also steady discrete
sub-vortices have been observed in experiments [72, 120]. These steady sub-vortices
form steady helical patterns that co-rotate around the primary vortex in the same
direction as the flow. Reynolds and Abtahi observe either unsteady or steady sub-
vortices in their experiment [82]. Riley and Lowson observe both steady co-rotating
sub-vortices and unsteady counter-rotating sub-vortices [83].
Eventually the shear layer transitions to full turbulence, and the pronounced
discrete unsteady sub-vortices disappear. However, in the turbulent regime, de-
formed co-rotating time-averaged sub-vortices have been observed in laser-doppler
velocimetry (LDV) measurements [83].
The relation of the unsteady and steady sub-vortices is not clear. In their exper-
iment, Riley and Lowson observe steady co-rotating sub-vortices which seem to
be distorted by unsteady counter-rotating sub-vortices under some conditions. The
unsteady counter-rotating sub-vortices are observed to be easily triggered by ex-
ternal perturbations, and do not persist at higher chord Reynolds numbers [83].
Therefore Riley and Lowson suggest that they are caused by a Kelvin-Helmholtz
instability which is triggered by imperfections in the experimental setup. For this
reason, Riley and Lowson believe that unsteady counter-rotating sub-vortices are
not the fundamental onset of transition of the shear layer. Instead, the co-rotating
steady sub-vortices are identified as the mechanism that causes transition to tur-
bulence [83]. However, Riley and Lowson also observe that the axial location of
the onset of the unsteady sub-structures is proportional the local Reynolds number,
just as for the steady instabilities which are identified as the real development of
the shear layer. This suggests that the unsteady sub-structures are not merely the
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result of extraneous inputs caused by the experimental setup. Also, numerical sim-
ulations of the flow over an infinite delta wing by Visbal and Gordnier demonstrate
that unsteady sub-vortices can occur in the absence of external perturbations [117].
This suggests that unsteady sub-vortices are not merely caused by imperfections in
the experiment. Visbal and Gordnier do not observe steady co-rotating sub-vortices
in their simulation. The unsteady counter-rotating sub-vortices are observed to be
easily triggered by physical or numerical perturbations [83, 62]. In fact, Reynolds
and Abtahi observe that it can take up to 30 minutes after the start of an experi-
ment until the sensitive unsteady sub-vortices disappear and the steady co-rotating
sub-vortices become visible [82].
Finally, numerical simulations by Visbal and Gordnier suggest that the time av-
erage of the stream-wise vorticity features discrete co-rotating sub-vortices [117].
Therefore, Visbal and Gordnier hypothesize that the steady sub-structures observed
in the LDV measurements by Riley and Lowson at high chord Reynolds numbers
could in fact be the time average of unsteady sub-vortices, which have been identi-
fied as a continuation of the steady sub-vortices by mistake. It is thus proposed that
some of the observed steady sub-vortices could be related to unsteady sub-vortices
by time averaging [117]. However, Visbal and Gordnier study an idealized infinite
delta wing, and therefore direct comparison with the numerical experiment of Riley
and Lowson is impossible. In this research, simulations of the experiments by Riley
and Lowson have been performed.
We first briefly summarize the characteristics of the numerical flow solutions
computed in the simulations. In contrast to the experiment, steady sub-vortices
are not observed in the simulations. Instead, it is observed that unsteady counter-
rotating discrete sub-vortices initiate transition of the shear layer over the wing.
At the chord Reynolds number Rec = 150, 000, full turbulence is observed down-
stream of approximately x = 0.86c in experiments [83]. Figure 39 shows axial slices
of the instantaneous vorticity magnitude obtained in simulations on a fine grid. The
separated shear layer becomes unsteady at approximately x = 0.6c and has broken
into discrete sub-vortices at x = 0.8c. The sub-vortices deform as they travel along
the shear layer, and at x = c the deformations have caused so many irregularities
in the flow that identification of the discrete sub-vortices becomes challenging. To
better appreciate Figure 39, recall that the flow velocity is primarily in the stream-
wise direction (see Figure 36). Thus, sub-vortices that seem further away from the
leading edge in an axial slice originate at a location further up-stream, and have
traveled a longer distance along the shear layer. The time averages of the axial
vorticity show sub-vortices that co-rotate with the flow (see Section 9.3.3.2), just as
the steady sub-vortices observed in the experiment by Riley and Lowson [83]. This
seems to support the hypothesis of Visbal and Gordnier.
Figure 39 suggests that the development of a primary vortex is similar to that of
a plane mixing layer [19, 72, 47]. However, there are important differences between
a plane mixing layer and the primary vortex. Firstly, the shear layer that forms the
primary vortex is highly curved. Therefore, the vortex pairing in one part of the
shear layer can be influenced by a neighboring sheet of the shear layer. Secondly, as
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is shown in the sequel of this chapter, counter-rotating vortices from the separated
upper-surface boundary layer are sucked into the primary vortex, and may affect
the transition process.
9.2 numerical method
In this section, the setup of the simulation method, the used computational grid,
and the applied boundary conditions are discussed.
9.2.1 Spatial discretization
The simulations have been performed with the proposed symmetry-preserving
finite-volume discretization. For the convective terms, the dispersion-relation-pre-
serving fourth-order accurate discretization has been used. The viscous terms have
been discretized using the standard fourth-order accurate discretization.
It is not clear whether the simulations on the considered grids are DNSs. There-
fore, the use of artificial or modeled dissipation is appropriate. Preliminary simula-
tions of a delta wing have been performed without model, with sixth-order artifi-
cial dissipation [40], and with the singular-value model [71] and the Vreman model
[119]. Although the simulations were stable without artificial and modeled dissi-
pation, it was found that results obtained with sixth-order artificial dissipation are
at least as good as results obtained without dissipation and simulations with LES
models [88]. Sixth-order artificial dissipation preserves the fourth-order accuracy of
the scheme, and localizes the dissipation at the small turbulent structures. NLR has
practical experience with sixth-order accurate artificial dissipation [41]. In practice,
sixth-order accurate artificial dissipation with a strength of k(6) = 1/8 is appropri-
ate for time-accurate simulations [41]. Therefore, sixth-order artificial dissipation
with this strength has been used to perform the current simulations.
9.2.2 Computational domain and grid
The computational domain should be large enough to prevent the implementation
details of inflow and outflow boundary conditions from affecting the results of the
simulations. In the current simulations, a cubic computational domain with a length
of 21 chord lengths has been used. The origin of the coordinate system is at the apex
of the delta wing. The x axis is aligned with the chord line of the wing, the z axis is
normal to the upper surface of the wing, and the y axis is aligned with the span of
the wing.
The simulations at chord Reynolds number Rec = 150, 000 have been performed
on a coarse, medium, and fine computational grid. At the chord Reynolds num-
ber Rec = 211, 200, only a simulation on the medium grid has been performed.
Construction of a good computational grid is crucial to obtain good results in sim-
ulations of a complex turbulent flow. The first part of this thesis addresses the
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Figure 41: A side view (top) and top view (bottom) of the grid blocks around the delta wing
and the dimensions of the grid. The locations are given in mm.
spatial discretization of the derivatives in the Navier-Stokes equations, but there is
no reason to believe that this is more important than construction of an appropriate
computational grid, which is discretization of space.
Although it is not straightforward to give criteria for good computational grids,
some general recommendations can be made. For the symmetry-preserving dis-
cretization to be formally fourth-order accurate, the grid should be a smooth image
of an isotropic grid in computational space. Also, if flow structures are not covered
by at least a few grid cells, they are not captured accurately. Thus, the grid should
be sufficiently fine in regions with important flow structures. For the studied flow
over the delta wing, the transition of the primary vortex is of interest, and the flow
in the far field is less interesting. Thus, a suitable grid is fine in the primary vortex,
but coarse in the far field. The primary vortex above the delta wing is conical, and
therefore the grid uses conical blocks. A sketch of the used computational grid is
shown in Figure 41.
Also, for accuracy of the simulations, the boundary layers should be captured
sufficiently accurate. Therefore, the wing is covered by thin boundary layer blocks,
giving a fine grid near the surface of the wing. Above the wing, conical blocks are
used to capture the primary vortex. These blocks grow linearly in the axial direction
at approximately the same rate as the primary vortex. A wedge-shaped block is
used at the apex of the wing. This wedge-shaped block prevents collapsing edges
of the conical blocks at the apex. Collapsing edges can be handled by Ensolv, but
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Nb N1 N2 N3 N4 N5 N6 N7 Ntot
coarse 8 56 504 304 40 48 32 16 1.96× 107
medium 11 78 693 418 44 66 44 22 4.36× 107
fine 16 112 1008 608 80 96 64 32 1.33× 108
Table 9: The dimensions of the block above the delta wing for the coarse, medium, and fine
grid (see Figure 41) and the total number of grid cells Ntot.
Figure 42: The coarse mesh on the wing surface and at the axial slice x = 0.8c. Note that the
grid is approximately isotropic in the primary vortex.
correspond to a singularity of the coordinate transformation, which can deteriorate
the accuracy of the numerical method.
The height of the boundary layer blocks is not given in Figure 41. The height of
the upper surface boundary layer block increases linearly from 0.72mm at the apex
to 3.0mm at the trailing edge, and the height of the boundary layer block on the
lower surface of the delta wing increases linearly from 4.0mm at the apex to 4.5mm
at the trailing edge. The boundary layer block at the apex ranges from x = −4.0mm
to x = 0.0mm and y = −2.0mm to y = 2.0mm. The conical primary vortex block
has a height of 4.32mm at the apex.
The dimensions of the coarse, medium, and fine grids are given in Table 9. The
fine grid has 133 million grid cells, and the file with only the grid points already
has a size of 3.4 GB. Figure 42 shows a detail of the surface grid and a slice of the
coarse grid at x = 0.8c. The computational grids used in [117] and in the prelim-
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inary simulations [88] are approximately isotropic at the trailing edge, and have
a constant axial grid spacing ∆x. This gives grid cells with a large aspect ratio
up-stream from the trailing edge. The grids used in this thesis are approximately
isotropic throughout the primary vortex down-stream from the end of the wedge
block at x = 64.9mm. The dimensions of the grid cells of the fine grid in the pri-
mary vortex increase approximately linearly from ∆x = 0.08mm, ∆y = 0.05mm,
and ∆z = 0.10mm at the end to the wedge block to ∆x = 0.57mm, ∆y = 0.40mm,
and ∆z = 0.44mm at the trailing edge.
9.2.3 Time integration
Time integration is performed using the four-stage low-storage explicit Runge-Kutta
method with a small time step size. It seems to be common knowledge that explicit
time integration is inefficient for compressible flow at low Mach numbers, because
the time step size should be very small for stability. However, in accurate simula-
tions explicit time stepping is not necessarily inappropriate. According to linearized
analysis, to obtain sufficient accuracy the incompressible Courant number u∆t/∆x
should be sufficiently small [41]. If a simulation is performed with a time step
size that violates the accuracy criterion, small turbulent flow structures are usually
eliminated by the artificial dissipation of the time stepping method [41]. Numerical
stability of an explicit time stepping method requires that the compressible Courant
number (1+ 1/M)u∆t/∆x should be sufficiently small. Use of an implicit time inte-
gration method becomes efficient once the computational costs of an implicit time
step are smaller than the computational costs of the required number of explicit
time steps to attain the same time step. The implicit time stepping method in En-
solv uses a multi-grid method with the explicit Runge-Kutta method as a relaxation
operator, and typically multiple iterations are performed. For preliminary simula-
tions of the delta wing in [88], implicit time stepping was found to be inefficient.
Therefore, explicit time stepping is used for the simulations in this thesis.
The time step size normalized by the free-stream flow velocity and the chord
length of the wing is ∆tu∞/c = 8.0× 10−6 on the coarse grid, ∆tu∞/c = 4.5× 10−6
on the medium grid, and ∆tu∞/c = 2.2× 10−6 on the fine grid. The simulation at
Rec = 150, 000 on the coarse and medium grid are performed from time tu∞/c = 0
to tu∞/c = 20, which corresponds to 20 convective time units. The simulation on
the fine grid is performed for 17 convective time units. The simulation at Rec =
211, 200 on the medium grid is performed for 13 convective time units. After 2
convective time units the flow has transitioned to turbulence, and the collection of
flow statistics starts.
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9.2.4 Boundary conditions and initial condition
In this thesis, we are interested in the flow above the delta wing. The region of
interest is given by the box
[−1mm, 500mm]× [−53mm, 53mm]× [−15mm, 55mm] .
The environment of the region of interest is modeled as an absorbing far-field. At
the boundaries of the computational domain, far-field boundary conditions based
on Riemann invariants are applied. To prevent spurious reflections at outflow bound-
ary conditions, and to dissipate sufficient kinetic energy in the under-resolved far
field, the strength of the artificial dissipation is increased outside the region of
interest. In the region of interest, a low level k(6) = 1/8 of sixth-order artificial
dissipation is applied. Outside the region of interest, the strength of the artificial
dissipation gradually increases to k(6) = 2 over a distance of 30mm.
The initial condition of the simulations is obtained by performing a RaNS simu-
lation with a k−ω model. No perturbations are added to the initial condition.
9.2.5 Parallel performance
The simulations of the flow over a delta wing have been performed on the Dutch na-
tional supercomputer Cartesius. To efficiently perform simulations on this system,
acceptable parallel performance of the simulation method is required.
At the start of this research project, the Ensolv simulation method was optimized
for use on the FASET cluster of NLR. Ensolv is parallelized using a hybrid Open-
MP/MPI implementation. The blocks of the computational grid are divided over
domains using a graph-based domain decomposition. Ensolv runs a number of
MPI processes, and each MPI process computes the flow in the blocks of an as-
signed domain. The computations in a domain (i.e. in an MPI process) can access
the shared-memory of the domain. Thus, multiple MPI processes can run on one
compute node, but multiple nodes cannot run a single MPI process. The communi-
cation between MPI processes is explicit. Within a domain, simple OpenMP paral-
lelization is applied on the blocks.
NLR’s FASET system has 8 cores per node, separated in two groups of 4 cores
with a shared memory. Good performance and scaling on FASET is obtained if an
MPI process is assigned to 4 cores. Numerical experiments have been performed to
assess the weak scaling of Ensolv up to 960 cores on the thin node islands of the
Cartesius. A thin node of the Cartesius has 24 cores. In weak scaling, the number
of grid points per core is approximately constant, and the scaling is expected to be
practically independent of communication overhead. The scaling experiments have
been performed with channel flow simulations.
It was found that pinning of MPI and OpenMP processes to cores is important
for consistent parallel performance. Also, it was observed that for simulations on
less than 120 cores, pure MPI parallelization is more efficient than the hybrid Open-
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nodes 3 5 10 20 40
cores 72 120 240 480 960
cells 3.45× 106 5.8× 106 11.5× 106 23× 106 46× 106
Tstep 0.52 s 0.52 s 0.54 s 0.55 s 0.60 s
Table 10: The average wall clock time of a time step Tstep obtained on the Cartesius for differ-
ent numbers of nodes using 4 cores per MPI process.
Ncells Nblocks Ncores Tstep (s)
coarse 1.96× 107 6324 192 0.90
medium 4.36× 107 6073 480 0.83
fine 1.33× 108 6744 1920 0.79
Table 11: The number of blocks used in simulations of the delta wing, and the average wall
clock time of a time step Tstep.
MP/MPI implementation. For higher numbers of cores, however, the hybrid imple-
mentation was observed to be more efficient than pure MPI parallelization. The best
performance for 960 cores was obtained using 6 MPI processes per node and 4 cores
per MPI process. Table 10 shows the wall clock time per time step as a function of
the number of nodes. For a method with perfect weak scaling, the wall clock time
of a time step is independent of the number of nodes. The duration of a time step is
observed to increase mildly with the number of nodes. Thus, Ensolv does not scale
perfectly, but the scaling is certainly acceptable.
The computational grids used for the delta wing simulations are split into many
blocks to improve the scaling of the method. The number of blocks and the parallel
performance of the simulations is listed in Table 11.
9.3 results
This section gives the main results of the performed simulations. The quality of the
numerical solution is assessed by studying the convergence of flow statistics, and
their convergence upon grid refinement. Then, the results of the simulations are
used to study the development of the separated shear layer, and comparison with
the experimental measurements by Riley and Lowson is made [83].
9.3.1 Convergence of flow statistics
For the simulations at the chord Reynolds number Rec = 150, 000, flow statistics
have been recorded for 18 convective time units on the coarse and medium grid, and
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Figure 43: The time-averaged axial velocity on a vertical line through the vortex core at x =
0.9c and y = 21.74mm obtained in a simulation at Rec = 150, 000 on a fine grid
(left) and at Rec = 211, 200 on the medium grid (right) for averaging times of
different convective time units (CTU).
for 15 convective time units on the fine grid. For the simulation at Rec = 211, 200
on the medium grid, flow statistics have been computed over 11 convective time
units. Flow statistics obtained with different sample times are compared to study
the convergence.
Figure 43 shows the time-averaged axial velocity on a vertical line through the
vortex core at x = 0.9c for the simulation at Rec = 150, 000 on a fine grid and
the simulation at Rec = 211, 200 on a medium grid. For both the simulations, the
time-averaged velocity obtained over 3 convective time units accurately agrees with
the time-averaged velocity at the final simulation time. This increases the credibility
of the time-averaged velocity obtained in the vortex core at the final simulation
time. Figure 44 shows a similar comparison for the turbulent kinetic energy on
a line through the shear layer just above the leading edge of the wing. For the
simulation on the fine grid at Rec = 150, 000, the evolution of the turbulent kinetic
energy obtained after 3 convective time units accurately agrees with the turbulent
kinetic energy after 15 convective time units, which increases the credibility of the
turbulent fluctuations obtained over 15 convective time units. For the simulation on
the medium grid at Rec = 211, 200, the development of the turbulent fluctuations
obtained over 3 convective time units is only slightly different from those obtained
over 11 convective time units. The results indicate that the shear layer becomes
unsteady at approximately x = 250mm in the simulation at Rec = 150, 000 on the
fine grid, and at approximately x = 180mm in the simulation at Rec = 211, 200 on
the medium grid.
The time average of the axial vorticity and the fluctuations of the stream-wise
velocity in the primary vortex are of interest in the study of the separated shear
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Figure 44: The turbulent kinetic energy recorded for different averaging times on a horizontal
line through the shear layer above the leading edge at height z = 7.6mm obtained
in a simulation at Rec = 150, 000 on the fine grid (left) and at height z = 5.3mm
obtained in a simulation at Rec = 211, 200 on the medium grid (right).
layer. These flow statistics are in general more sensitive to the averaging interval
than time averages of the flow velocity. Figure 45 shows the time average of the
axial vorticity and the stream-wise velocity fluctuations at x = 0.9c obtained with
different averaging times at Rec = 150, 000 on the fine grid. The contour lines have
been chosen to highlight sub-structures, because these are of interest in the study
of the shear layer. The time averages and fluctuations obtained on the fine grid
over 9 and 15 convective time units agree accurately. The contour plots suggest that
many sub-structures can be observed in the mean axial vorticity. Figure 46 shows a
similar plot for the medium grid. For the simulations on the medium grid, the time-
averages and variances obtained with a sample time of 18 convective time units
accurately agree with those obtained with a sample time of 9 convective time units.
This suggests that the shown flow statistics have practically converged at the final
time of the simulation on the medium grid.
Figure 47 shows the time average of the axial vorticity and the stream-wise vortic-
ity fluctuations at x = 0.9c obtained with different sample times for the higher chord
Reynolds number Rec = 211, 200 obtained on the medium grid. The time-averaged
vorticity obtained over 11 convective times units at Rec = 211, 200 is different from
the mean vorticity obtained over 7 convective time units. However, the differences
are in the smaller scales, and not in the large-scales structures. Also, the differences
between averages obtained over 3 and 7 convective time units are more pronounced
than the differences between averages obtained over 7 and 11 convective time units,
suggesting convergence. In this chapter, the flow statistics obtained over 11 convec-
tive time units are used, with the understanding that these flow statistics may not
have converged perfectly.
Note that the flow statistics in Figure 47 correspond to a local Reynolds number
of Rex = Rec(x/c) = 190, 080, whereas the flow statistics in Figure 45 and 46 corre-
spond to a local Reynolds number of Rex = 135, 000. According to the experiments
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Figure 45: Axial slice at x = 0.9c with contour lines of the mean axial vorticity 〈ωx〉c/u∞
(left) and the variance of stream-wise flow velocity 〈u ′u ′〉/u2∞ (right) obtained on
the fine grid for sample times of 3 (red), 9 (green), and 15 (blue dashed) convective
time units at a chord Reynolds numbers Rec = 150, 000.
Figure 46: Axial slice at x = 0.9c with contour lines of the mean axial vorticity 〈ωx〉c/u∞
(left) and the variance of stream-wise flow velocity 〈u ′u ′〉/u2∞ (right) obtained
on the medium grid for sample times of 3 (red), 9 (green), and 18 (blue dashed)
convective time units at a chord Reynolds numbers Rec = 150, 000.
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Figure 47: Axial slice at x = 0.9c with contour lines of the mean axial vorticity 〈ωx〉c/u∞
(left) and the variance of stream-wise flow velocity 〈u ′u ′〉/u2∞ (right) obtained on
the fine grid for sample times of 3 (red), 7 (green), and 11 (blue) convective time
units at a chord Reynolds numbers Rec = 211, 200.
by Riley and Lowson the former local Reynolds number corresponds to full turbu-
lence, whereas at the latter local Reynolds number, coherent unsteady sub-vortices
can be observed [83]. Indeed, there seem to be marked quantitative differences in
the variance of the stream-wise velocity obtained at both the local Reynolds num-
bers.
9.3.2 Grid convergence
The transitional flow over the delta wing at Rec = 150, 000 has been computed on
a coarse, a medium, and a fine computational grid. The fine grid is obtained by
refining the coarse grid by a factor two in each direction, and the medium grid is
obtained by refining the coarse grid by a factor 1.5. To study the reliability of the
converged flow statistics, a grid refinement study is performed.
For an accurate simulation, grid convergence of the time-averaged velocity field is
expected. Figure 48 shows the time-averaged axial velocity on a vertical line through
the core of the primary vortex for the three grids, and Figure 49 shows the axial
velocity on horizontal lines at different heights around the leading edge for the
three grids. Both the plots show convergence of the time-averaged velocity as the
grid is refined. Although the agreement is not perfect, overall the time-averaged
velocity obtained on the coarse grid agrees with the time average obtained on the
medium and fine grid. Figure 50 shows the time-averaged pressure on vertical lines
through the vortex core at x = 0.5c and x = 0.9c obtained on the three grids. These
plots demonstrate that the time average of the pressure above the wing converges
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Figure 48: The time-averaged axial velocity on a vertical line through the suction peak on the
delta wing surface at x = 0.9c and y = 21.74mm. The plot of the velocity in the
boundary layer (left) is separated from the plot of the velocity through the core of
the primary vortex (right).
Figure 49: The time-averaged axial velocity on a horizontal line at z = 0.1mm (left) and z =
4.1mm (right) and at the axial location x = 0.8c corresponding to Rex = 120, 000.
At this axial location the leading edge of the wing is at y = 32.97mm.
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Figure 50: Contour plot of the time-averaged pressure at vertical lines through the vortex
core at x = 0.5c and y = 12.5mm (left) and at x = 0.9c and y = 23.3mm (left)
obtained on the coarse, medium, and fine grid.
upon grid refinement. In fact, the time-averaged pressure obtained on the coarse
grid collapses on the time average obtained on the medium and fine grid.
Figure 51 shows the turbulent kinetic energy on lines through the separated shear
layer obtained on different grids. Although the turbulent kinetic energy is more
sensitive to the grid resolution than time averages of the velocity and pressure,
the turbulent kinetic energy converges as the grid is refined: the turbulent kinetic
energy obtained on the medium and fine grid agree accurately. The shear layer
becomes unsteady at approximately the same axial location for the medium and
the fine grid, but the transition to unsteady flow seems to be delayed on the coarse
grid. This suggests that the coarse grid is not fine enough to capture transition to
unsteady flow of the shear layer.
Figure 52 shows the time-averaged pressure coefficient on the upper surface of
the delta wing and its convergence upon grid refinement. These time averages have
converged in time. The surface pressure seems to converge upon grid refinement
for x 6 450mm, i.e. away from the trailing edge. However, different pressure co-
efficients are predicted for the coarse, medium, and fine grid at the trailing edge
of the delta wing. Possibly, the grids do not have sufficient resolution to accurately
capture the vortex shedding at the blunt trailing edge.
Finally, Figure 53 shows the time average of the axial vorticity obtained on the
three grids. The time-averaged axial vorticity obtained on the coarse and fine grids
do not agree accurately. However, the time-average axial vorticity obtained on the
medium and fine grids show similar sub-structures, with only slight small-scale
differences.
The results presented in this section do not prove that the simulation at Rec =
150, 000 on the fine grid is a DNS. However, the studied flow statistics have prac-
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Figure 51: The turbulent kinetic energy along a line above the leading edge at z = 7.6mm
(left) and along a line through the separated shear layer above the vortex core
(right).
Figure 52: The time-averaged pressure coefficient at the upper surface of the delta wing ob-
tained on the fine grid (top) and comparison with the results obtained on the
coarse (red) and medium grid (green) down-stream of x = 300mm (bottom).
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Figure 53: Contour plot of the time-averaged axial vorticity at the axial location x = 0.9c
obtained on the coarse (red), medium (green), and fine (blue dashed) grid.
tically grid converged on the fine grid, except for the pressure coefficient at the
trailing edge. Note that grid convergence only studies inaccuracies due to insuffi-
cient grid resolution. Grid convergence does not prove that the obtained solution is
physical. Inaccuracies due to for example boundary conditions, the initial condition,
and the application of buffer zones cannot be identified in a grid refinement study.
9.3.3 Development of the separated shear layer
In this section, the results of the numerical simulations are used to study the devel-
opment of the separated shear layer. Also, the results of the simulations are com-
pared with the experiment by Riley and Lowson [83].The instantaneous sub-vortices
are studied, and it is shown that the instantaneous sub-vortices cause helical pat-
terns of sub-structures in the time-averaged numerical solution.
9.3.3.1 Instantaneous sub-vortices
In this section, the break-up of the instantaneous shear layer into sub-vortices is
studied. Firstly, the global development of the shear layer observed in the simu-
lations is described. Then, to facilitate comparison with experiment, the measure-
ments by Riley and Lowson are discussed in detail [83]. Finally, the results of the
simulation are compared with the experiment.
global development of the shear layer The instantaneous flow field
over the delta wing is characterized by the break-up of the separated shear layer
into sub-vortices and its transition to turbulence. Figure 39 shows snapshots of the
shear layer at different axial stations at Rec = 150, 000 obtained on the fine grid.
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Figure 54: The axial vorticityωxc/u∞ at the simulation times tu∞/c = 16.010 (left), tu∞/c =
16.020 (center), and tu∞/c = 16.030 (right) at the axial slices x = 0.6c (top) and
x = 0.7c (bottom) at Rec = 150, 000.
The simulation predicts a shear layer which is laminar and has no sub-structures
up to x = 0.5c, and unsteady with discrete sub-structures at x = 0.6c and down-
stream. Figure 39 suggests that the development of the primary vortex is similar to
the development of a plane shear layer. The separated shear layer breaks up into
discrete coherent vortices that seem to be subject to a deformation that resembles
the onset of the vortex-pairing process observed in a plane mixing layer [47].
Figure 54 shows snapshots of the axial vorticity at different times on axial slices at
x = 0.6c and x = 0.7c at Rec = 150, 000, corresponding to local Reynolds numbers
of Rex = 90, 000 and Rex = 105, 000, respectively. The axial locations of these slices
are just down-stream of the onset of unsteady flow. At x = 0.6c, the shear layer is
unsteady but does not break up into pronounced discrete sub-vortices. The result-
ing unsteady shear layer looks like the coherent steady shear layer observed in the
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laminar regime (see Figure 37), on which a Kelvin-Helmholtz instability has been
superimposed near the leading edge. However, at x = 0.7c the unsteady shear layer
has broken into discrete sub-vortices. The discrete sub-vortices are approximately
convected with the local flow velocity, and spiral into the core of the primary vor-
tex. As the separated shear layer breaks into discrete sub-vortices, patches of the
separated upper surface boundary layer are entrained into the primary vortex (see
Figure 54) [117]. The entrained vortices rotate in the opposite direction compared to
the core of the primary vortex and the discrete sub-vortices. It has been suggested
that the instability of the shear layer is related to the separated boundary layer on
the upper surface of the delta wing [30].
Figure 55 shows temporal power spectra op the pressure coefficient obtained
in the separated shear layer and above the center line of the delta wing in the
simulation at Rec = 150, 000 on the fine grid. At all the studied axial locations,
the spectra obtained in the unsteady shear layer peak at Strouhal numbers of St =
fc/u∞ = 26± 2 and its integral multiples. The spectrum obtained above the center
of the trailing edge peaks at St = 13± 2. Inspection of movies of the flow allows for
identification of the corresponding flow phenomena. The Strouhal number of the
unsteady coherent shear layer at x = 0.6c is observed to be approximately St = 26,
which corresponds to the peak in the spectra obtained in the shear layer, and also
falls in the range of Strouhal numbers of Kelvin-Helmholtz instabilities observed in
physical and numerical experiments [57]. The creation of discrete sub-vortices for
0.7c 6 x 6 c has approximately the same frequency as the shear layer instability
at x = 0.6c, which suggests that the discrete sub-vortices are related to the shear
layer instability. The vortex shedding at the blunt trailing edge of the delta wing
has a Strouhal number of approximately St = 13, which corresponds to the peak
in the spectrum obtained above the center of the trailing edge of the delta wing.
This is approximately equal to half the Strouhal number of the creation of unsteady
sub-vortices, which suggests correlation of the unsteady sub-vortex creation and the
trailing edge vortex shedding.
Figure 56 shows a top view of iso-surfaces of the axial vorticity at three differ-
ent times obtained in simulations on the fine grid. The instantaneous sub-vortices
above the delta wing lie in vortex tubes that counter-rotate: they wind around the
primary vortex in the direction opposite to the mean flow velocity (c.f. Figure 36).
The vortex tubes are convected down-stream with the flow velocity. As the vor-
tex tubes move down-stream, they gradually deform and break up into smaller
sub-vortices. This deformation process eventually causes transition of the separated
shear layer. Figure 57 shows a top view of the sub-vortices obtained in simulations
at the chord Reynolds numbers Rec = 150, 000 and Rec = 211, 200. Both plots corre-
sponds to the horizontal range x = 200mm–471mm, but the local Reynolds number
Rex = Rec(x/c) is used as the horizontal coordinate. The plots suggests that the evo-
lution of the sub-vortices is related to the local Reynolds number Rex. The plot of
the sub-vortices at Rec = 211, 200 shows that the sub-vortices no longer form co-
herent helical structures down-stream of Rex = 200, 000, which corresponds to the
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Figure 55: The power spectral density (PSD) of the pressure coefficient Cp at locations in the
separated shear layer (1 and 2) and above the center of the delta wing (3) at three
axial locations. The spectra have been obtained with a sampling rate of 625 time
steps.
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Figure 56: Top view of iso-surfaces of the vorticity magnitude ||ω||c/u∞ = 20 colored by the
pressure coefficient obtained on the fine grid at the simulation times tu∞/c =
16.000 (top), tu∞/c = 16.012 (middle), and tu∞/c = 16.025 (bottom).
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Figure 57: Iso-surfaces of the vorticity magnitude ||ω||c/u∞ = 20 colored by the pressure co-
efficient obtained on the medium grid at chord Reynolds numbers Rec = 150, 000
(top) and Rec = 211, 200 (bottom). The ranges of the local Reynolds number Rex
correspond to the axial range x = 200mm–471mm.
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Figure 58: Top view of the vanishing iso-surface of the Q-criterion Qc2/u2∞ colored by the
vorticity magnitude obtained on the fine grid at the simulation time tu∞/c =
17.025 s.
axial location x = 0.95c. If the coherent sub-vortices can no longer be distinguished,
the flow is called fully turbulent in the literature [83].
An alternative image of the sub-vortices can be obtained by plotting the iso-
surface of the instantaneous Q-criterion [36]
Qc2/u2∞ = ||ω||2c2/u2∞ − ||S||2c2/u2∞ (74)
colored by the vorticity magnitude. The vorticity and the shear are equal along
vanishing iso-surfaces of the Q-criterion, which can be considered a visualization
of regions of rotational flow [36]. Figure 58 shows the vanishing iso-surface of the
Q-criterion. The iso-surfaces of the Q-criterion depict the vortex tubes as pairs of
sub-structures with a different nature. Each pair consists of a thin sub-structure with
a high vorticity and a sub-structure with low vorticity. In this visualization, it seems
that the sub-structure with low vorticity is wrapped around the sub-structures with
high vorticity.
experimental results The results of the simulations can be compared with
the experiments by Riley and Lowson, who studied the transition of the primary
vortex by injecting smoke at the leading edge of the delta wing [83]. To facilitate
an extensive validation of the simulations in the sequel of this chapter, this section
discusses the observations by Riley and Lowson in detail.
The results of the flow visualization experiments by Riley and Lowson suggest
that the development of the primary vortex is mainly characterized by the local
Reynolds number Rex. Riley and Lowson observe a steady coherent shear layer
at local Reynolds numbers up to approximately Rex = 30, 000. For local Reynolds
numbers larger than Rex = 30, 000, discrete steady stream-wise sub-vortices that
co-rotate around the shear layer with the flow velocity are observed. The steady
sub-vortices become more pronounced as the axial location increases. For chord
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Reynolds numbers smaller than Rec = 160, 000 the flow becomes unsteady at a lo-
cal Reynolds number of approximately Rex = 78, 000. At Rec = 150, 000, Riley and
Lowson observe that the shear layer becomes unsteady at the axial location x/c =
0.51± 0.04, which corresponds to a local Reynolds number Rex = 76, 500± 6, 000.
The onset of unsteady flow is attributed to an instability similar to the Kelvin-
Helmholtz instability observed in plane shear layers [47]. However, at a chord
Reynolds numbers larger than Rec = 160, 000, the instability is disabled and the
onset of unsteady flow moves down-stream to a local Reynolds number of approxi-
mately Rex = 129, 000. At Rec = 211, 200, Riley and Lowson observe that the shear
layer becomes unsteady at the axial location x/c = 0.56± 0.02, which corresponds
to a local Reynolds number Rex = 118, 272± 4, 224. Because the Kelvin-Helmholtz
instability does not persist at chord Reynolds numbers beyond Rec = 160, 000, Riley
and Lowson believe that it is excited by extraneous perturbations of the experimen-
tal setup. Therefore, the onset of unsteady flow at Rex = 78, 000 is discarded as
non-physical. Instead, the transition at Rex = 129, 000 is identified as the natural
onset of unsteady flow.
The unsteady shear layer develops with an increase of the axial location (i.e. with
increasing local Reynolds number). First, the unsteady shear layer breaks up into
discrete sub-vortices. As these sub-vortices spiral into the vortex core, they deform
and lose their pronounced structure. Eventually the deformation and break-up of
the sub-vortices causes transition to turbulence of the shear layer. Riley and Lowson
define turbulence as the “condition under which there was no visible laminar structure left
throughout the whole of the local flow” [83]. The axial location of the onset of turbulence
is not proportional to the local Reynolds number. At Rec = 211, 200, Riley and
Lowson observe that the flow becomes fully turbulent somewhere between x =
0.85c and the trailing edge.
detailed validation of the simulations The measurements by Riley and
Lowson can be used to validate the numerical simulations. The flow fields obtained
in simulations at Rec = 150, 000 are large-scale symmetric with respect to the plane
y = 0 (see Figure 39). Therefore, only results obtained at the starboard side of the
wing are shown at small Reynolds numbers. Figure 57 suggests that the develop-
ment of the separated shear layer is characterized by the local Reynolds number.
This is studied in detail in Figure 59, which shows axial slices of the axial vorticity
as a function of the local Reynolds number obtained in the simulations at the chord
Reynolds numbers Rec = 150, 000 and Rec = 211, 200 on the medium grid. The
axial slices confirm that the development of the shear layer in the transitional range
depends on the local Reynolds number.
For both chord Reynolds numbers, the shear layer is steady and coherent at local
Reynolds numbers up to Rex = 75, 000. The steady co-rotating sub-vortices, which
have been observed in the experiments by Riley and Lowson for chord Reynolds
numbers larger than Rex = 30, 000, are not observed in the simulation. It is not
known why steady sub-vortices are not observed in the present numerical simu-
lations. Experimental measurements suggest that steady sub-vortices can be over-
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Figure 59: Axial slices of the instantaneous axial vorticity at chord Reynolds numbers Rec =
150, 000 (left) and Rec = 211, 200 (right) at local Reynolds numbers Rex = 75, 000,
Rex = 90, 000, Rex = 120, 000, and Rex = 150, 000 (top to bottom) obtained on the
medium grid. For the latter three local Reynolds numbers, snapshots have been
taken at times corresponding to approximately the same phase of the unsteady
creation of discrete vortices.
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Figure 60: The development of the turbulent kinetic energy on a line through the separated
shear layer above the leading edge at z = 7.6mm for Rec = 150, 000 and at z =
5.3mm for Rec = 211, 200.
whelmed by the sensitive unsteady instability [82]. Steady co-rotating sub-vortices
have been observed in a detached-eddy simulations of a high Reynolds number
flow over a delta wing at NLR for excessive levels of the artificial dissipation, but
these are overwhelmed by unsteady counter-rotating sub-structures as the artificial
dissipation is cut back [42]. Steady co-rotating sub-vortices have also been observed
in detached-eddy simulations of a high Reynolds number flow over a delta wing by
Mitchell et al. on under-resolved computational grids [62, 14]. However, upon refine-
ment of the grid the steady sub-vortices disappear and counter-rotating unsteady
sub-vortices appear [62]. Mitchell et al. do not observe unsteady sub-vortices in
simulations on a fine grid if the trailing edge is under-resolved, and therefore they
suggest that the unsteady sub-vortices are triggered by the vortex shedding at the
blunt trailing edge of the wing. Indeed, in the present simulations, the frequency
of the unsteady sub-vortex creation is equal to two times the frequency of trailing
edge vortex shedding. However, the unsteady counter-rotating sub-vortices cannot
be attributed merely to perturbation by the vortex shedding, because unsteady sub-
vortices have also been observed in simulations of an infinite delta wing (without
trailing edge) by Visbal and Gordnier [117].
Possibly, the setup of the current numerical simulation does not allow for cap-
turing the steady co-rotating sub-vortices without the interference of unsteady sub-
vortices. Finally, it is possible that the experiment by Riley and Lowson somehow
suppresses the unsteady instability at Reynolds numbers larger than Rex = 160, 000.
In the simulations at Rec = 150, 000 and Rec = 211, 200 the flow becomes un-
steady at a local Reynolds number between Rex = 75, 000 and Rex = 90, 000. To
accurately determine the location of the onset of unsteady flow, Figure 60 shows
the turbulent kinetic energy as a function of the local Reynolds number on a line
through the shear layer just above the leading edge. In the simulation at Rec =
150, 000 on the fine grid, the flow becomes unsteady at the axial location corre-
sponding to a local Reynolds number of approximately Rex = 80, 000. In the sim-
ulation at Rec = 211, 200 on the medium grid, the flow becomes unsteady at ap-
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Figure 61: Axial slices of the instantaneous axial velocity (left) and the pressure coefficient
(right) at Rec = 150, 000 and Rex = 120, 000. The squares correspond to the
squared sub-vortices in Figure 59.
proximately Rex = 85, 000. The transition location observed in the simulations at
Rec = 150, 000 accurately agrees with the experiment. This seems to suggest that
the Kelvin-Helmholtz instability observed in the experiment is not excited by extra-
neous inputs of the experimental setup as suggested by Riley and Lowson. Riley
and Lowson observe a change at approximately Rec = 160, 000 which moves the
onset of unsteady flow down-stream [83]. This change of the flow is not observed
in the simulations. In fact, the results of the simulations suggest that the develop-
ment of the simulated shear layer with the local Reynolds number at Rec = 211, 200
is similar to the development at Rec = 150, 000. It seems that this difference can be
attributed to the presence of unsteady sub-vortices beyond Rec = 211, 200 in the
simulation, whereas they are not observed to disappear in the experiment.
Figure 61 shows axial slices of the instantaneous stream-wise flow velocity and
pressure coefficient at Rec = 150, 000 and Rex = 120, 000. These plots correspond to
the snapshot to the left in the third row in Figure 59. The squares correspond to the
location of the sub-vortices. The instantaneous axial flow velocity peaks in the core
of the primary vortex, but attain a local minimum in the sub-vortices. The pressure
coefficient attains a local minimum in both the core of the primary vortex and the
sub-vortices. This is in agreement with [83], where sub-vortices are described as
regions of reduced instantaneous stream-wise momentum and pressure.
In order to study the transition to full turbulence, Figure 62 shows snapshots of
the instantaneous axial vorticity at Rec = 211, 200 near the trailing edge of the delta
wing obtained in simulations on the medium grid. At x = 0.8c, which corresponds
to Rex = 168, 960, coherent sub-vortices can still be distinguished. At the trailing
edge x = c the sub-vortices have gone through so many break up processes that co-
herent sub-vortices are no longer visible. Thus, in simulations at Rec = 211, 200 the
separated shear layer becomes turbulent near the trailing edge. This is in agreement
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Figure 62: Axial slices of the instantaneous axial vorticity at chord Reynolds number Rec =
211, 200 at the axial locations x = 0.8c (top), x = 0.9c (middle), and x = c (bottom).
Note that the approximate symmetry of the sub-vortices is destroyed at approxi-
mately x = 0.9c.
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with the experiment by Riley and Lowson. However, the definition of turbulence
used in the experiments is too subjective for a qualitative comparison.
In conclusion, the simulations confirm the gradual transition of the separated
shear layer from coherent sub-vortices to turbulent flow observed in the experi-
ments [83]. In simulations, the development of the shear layer is characterized by
the local Reynolds number as in [117]. The simulations capture the unsteady sub-
vortices, but not the steady sub-vortices observed in the experiment by Riley and
Lowson. The simulations confirm existence of an instability similar to the unsteady
instability at Rex = 82, 000 observed in the experiment for chord Reynolds numbers
smaller than Rec = 160, 000. This seems to contradict the claim by Riley and Low-
son that in the experiment this unsteady instability is merely triggered by external
perturbations, and that it is not part of the natural transition process. The onset of
unsteady flow is observed at a similar local Reynolds number at Rec = 211, 200,
whereas it is postponed to approximately Rex = 129, 000 in the experiment.
9.3.3.2 Helical pattern of time-averaged vortices
In this section, the time averages of the flow over the delta wing are studied and
compared with LDV measurements by Riley and Lowson [83]. Just as the instanta-
neous flow field, the time-averaged flow field is characterized by helical sub-vortices.
In this section, first the results of the experiment by Riley and Lowson are discussed
in detail. Then, these results are used to validate the simulations.
results of the experiments Naturally, the development of the time-averaged
flow over a delta wing is governed by the development of the instantaneous flow.
Riley and Lowson observe that the time-averaged flow on an axial slice is charac-
terized by the local Reynolds number, just as the instantaneous flow over the delta
wing. The time-averaged flow over the delta wing is dominated by sub-vortices that
lie in helical trajectories, just as the instantaneous sub-vortices. However, in contrast
to instantaneous sub-vortex tubes observed in the simulations, the time-averaged
sub-vortex tubes co-rotate around the primary vortex in the same direction as the
flow.
Riley and Lowson identify four regimes of the time-averaged flow field. For local
Reynolds numbers smaller than Rex = 30, 000, the instantaneous coherent shear
layer is observed in time-averaged measurements. For local Reynolds numbers
larger than Rex = 30, 000, the instantaneous steady co-rotating helical sub-vortices
are observed. At relatively high local Reynolds numbers the steady sub-vortices are
observed to develop a pronounced and round shape, and have an equidistant spac-
ing in an axial plane, with a distance λ between sub-vortices proportional to the ax-
ial location λ/x = 0.025±0.005. For a chord Reynolds numbers below Rec = 160, 000
the flow becomes unsteady at a local Reynolds number of Rex = 78, 000, and
gradually transitions to full turbulence. The flow undergoes a change at a chord
Reynolds numbers of Rec = 160, 000, which causes the onset of unsteady flow to
move down-stream to approximately Rex = 129, 000. The unsteady fluctuations
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distort the pronounced equidistant time-averaged sub-vortices. Surprisingly, even
at local Reynolds numbers corresponding to full turbulence, time-averaged stream-
wise vortical sub-structures can be observed in the LDV measurements.
validation of the simulations As is shown in the above, the simulations
differ from the experiments because steady sub-vortices are not observed in the
simulations, and the shear layer becomes unsteady at approximately Rex = 78, 000
at both Rec = 150, 000 and Rec = 211, 200. Therefore, it can be expected that time-
averages recorded in the numerical simulations differ from experimental LDV mea-
surements.
First, results of the simulation at Rec = 150, 000 obtained on the fine grid are
presented. Figure 63 shows the development of the time-averaged axial vorticity as
a function of the local Reynolds number. The time-averaged shear layer is coherent
for local Reynolds numbers up to Rex = 90, 000. At Rex = 100, 000 the coherent
time-averaged shear layer is discontinued by a region of vanishing axial vorticity
above the leading edge. As the local Reynolds number increases, this gap in the time-
averaged shear layer seems to co-rotate around the vortex core in the same direction
as the flow. In the range Rex = 120, 000–150, 000 sub-structures can be observed in
the time-averaged axial vorticity. The sub-structures are observed for approximately
the same range of local Reynolds numbers as the steady sub-structures observed by
Riley and Lowson. However, unlike the sub-structures observed in the experiment,
they are not perfectly round and their spacing is not equidistant.
To further investigate the region of reduced time-averaged axial vorticity ob-
served for the local Reynolds number Rex = 100, 000 and larger, Figure 64 shows
axial slices of the instantaneous and time-averaged axial vorticity for Rex = 90, 000
and Rex = 100, 000. At Rex = 90, 000, the shear layer is unsteady but coherent, and
the time-average shows a coherent shear layer. At Rex = 100, 000 the unsteady shear
layer has broken up into discrete sub-vortices. The time-averaged axial vorticity is
reduced significantly in the region of the shear layer break up. This suggests that
the break-up of the time-averaged shear layer is directly related to break-up of the
unsteady shear layer.
To study the spatial development of the time-averaged sub-vortices observed in
the simulation, Figure 65 shows a few axial slices of the time-averaged axial vorticity
with an iso-surface corresponding to the sub-vortices. The iso-surfaces demonstrate
that the time-averaged sub-vortices lie in tubes that co-rotate with the flow, just as
the steady sub-vortices observed in the LDV measurements by Riley and Lowson.
In the simulations by Visbal and Gordnier, time-averaged sub-vortices that co-rotate
with the flow have also been observed. Visbal and Gordnier therefore propose the
hypothesis that the time-averaged co-rotating sub-vortices observed in LDV mea-
surements in the turbulent regime by Riley and Lowson are not necessarily a con-
tinuation of the steady co-rotationg sub-vortices, but could be time-averaged realiza-
tions of the unsteady counter-rotating sub-vortices. It is not completely understood
why time averaging of unsteady counter-rotating sub-vortices gives co-rotating sub-
vortices. Visbal and Gordnier suggest that the time-averaged sub-vortices could be
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Figure 63: Axial slices of the magnitude of the time-averaged axial vorticity scaled by the
axial location 〈ωx〉x/u∞ at Rec = 150, 000 computed on the fine computational
grid.
9.3 results 163
Figure 64: Comparison of the instantaneous (top) and the time-averaged (bottom) axial vor-
ticity before and after break-up of the separated shear layer in sub-vortices at
Rec = 150, 000 computed on the fine grid.
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Figure 65: Axial slices of the magnitude of the time-averaged axial vorticity scaled by the
axial location |〈ωx〉|x/u∞ at Rec = 150, 000 computed on the fine computational
grid. The iso-surface |〈ωx〉|x/u∞ = 0.29 shows that the time-averaged sub-vortices
rotate around the vortex core in the same direction as the flow velocity.
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Figure 66: Comparison of the variance of the stream-wise velocity (top) and the time-
averaged axial vorticity (bottom) at Rec = 150, 000 computed on the fine grid.
due to a secondary instability of the instantaneous sub-vortices which is fixed in
space. However, a direct comparison with the experiment by Riley and Lowson was
not possible, because Visbal and Gordnier consider and infinite delta wing with
a sweep angle of Λ = 75°, whereas the model used by Riley and Lowson has a
blunt trailing edge and a sweep angle of Λ = 85°. The above results show that the
time-averaged co-rotating sub-vortices can be observed in numerical simulations
of the Riley and Lowson delta wing, which supports the hypothesis of Visbal and
Gordnier.
The numerical simulations by Visbal and Gordnier suggest that the time-averaged
sub-vortices correlate with an increase of the variance of the stream-wise veloc-
ity [117]. Figure 66 shows the variance of the stream-wise velocity and the time-
averaged axial vorticity for two local Reynolds numbers in the region of time-
averaged sub-vortices. At Rex = 150, 000, distinctive sub-structures in the variance
of the stream-wise flow velocity are observed at the location of the time-averaged
sub-vortices. Figure 67 confirms that the sub-structures in the velocity fluctuations
co-rotate with the flow velocity, just as the sub-vortices.
To study the influence of the grid resolution on the development of the time-
averaged sub-structures, Figure 68 shows axial slices of the time-averaged vortic-
ity obtained on the medium and the coarse grids. These slices can be compared
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Figure 67: Axial slices of the variance of the axial velocity 〈u ′u ′〉 for Rec = 150, 000 computed
on the fine computational grid. The iso-surface 〈u ′u ′〉 = 0.01 reveals the existence
of co-rotating sub-structures in the velocity fluctuations.
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Figure 68: Axial slices of the scaled time-averaged axial vorticity at chord Reynolds number
Rec = 150, 000 obtained on the medium (top) and the coarse (bottom) grid.
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with the time-averaged sub-vortices obtained on the fine grid in Figure 63. The de-
velopment of the time-averaged sub-vortices obtained on the medium grid agrees
with results obtained on the fine grid. However, unlike the time-averaged shear
layer computed on the medium and fine grids, the time-averaged shear layer com-
puted on the coarse grid has not broken up at Rex = 100, 000. Also, at higher local
Reynolds numbers the time-averaged sub-vortices obtained on the coarse grid are
significantly weaker than the sub-vortices obtained on the medium and fine grids.
This suggests that the instability process that causes break-up of the time-averaged
shear layer is not captured accurately on the coarse grid. Recall that the resolution
of the coarse grid is insufficient for accurate prediction of the onset of unsteady flow
in the separated shear layer (see Figure 44).
Finally, the results of the simulation on the medium grid at the higher chord
Reynolds number Rec = 211, 200 are presented. Care should be taken in the inter-
pretation of the results of this simulation. Firstly, because the time-averages have
not completely converged. Secondly, because the resolution of the medium grid
may not be sufficient to accurately capture the shear layer at this higher chord
Reynolds number. Figure 69 shows axial slices of the time-averaged vorticity for lo-
cal Reynolds numbers that correspond to a shear layer that is unsteady, but not fully
turbulent. Although the simulations at Rec = 150, 000 predict break-up of the time-
averaged shear layer before Rex = 100, 000, the current simulation predicts break-up
of the time-averaged shear layer at a local Reynolds number between Rex = 100, 000
and Rex = 110, 000. This is in agreement with the observation in Figure 60 that the
onset of the instability of the shear layer occurs at a higher Reynolds number in
the simulation at Rec = 211, 200 than at Rec = 150, 000. Although the simulations
at Rec = 150, 000 on the medium and fine grids feature distinctive time-averaged
sub-vortices at Rex = 150, 000, no sub-vortices are observed at this local Reynolds
number in the simulation at Rec = 211, 200 on the medium grid.
Figure 70 shows axial slices of the time-averaged axial vorticity for local Reynolds
numbers as the shear layer becomes fully turbulent. Subtle sub-vortices can be
observed at local Reynolds numbers of Rex = 170, 000 and Rex = 190, 000. At
Rex = 210, 000, near the trailing edge of the delta wing, the flow is turbulent (see
Figure 57). Figure 70 suggests that the structures in the time-averaged axial vorticity
field become less distinctive upon transition to full turbulence.
The development of the time-averaged shear layer with the local Reynolds num-
ber observed in the simulations at Rec = 211, 200 is qualitatively different from its
development at Rec = 150, 000. This seems in sharp contrast with the experiment
by Riley and Lowson, and with the performed simulations, which suggest that the
development of the instantaneous shear layer is mainly determined by the local
Reynolds number. However, before conclusions can be drawn, it should be inves-
tigated if the time-averaged axial vorticity computed at Rec = 211, 200 has grid
converged.
In conclusion, although steady co-rotating sub-vortices are not observed in the
simulations, time-averaged co-rotating sub-vortices are observed in the unsteady
regime. These time-averaged vortices lie in helical paths that co-rotate around the
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Figure 69: Axial slices of the time-averaged axial vorticity scaled by the axial location
〈ωx〉x/u∞ at transitional local Reynolds numbers and Rec = 211, 200 computed
on the medium computational grid.
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Figure 70: Axial slices of the time-averaged axial vorticity scaled by the axial location
〈ωx〉x/u∞ at higher local Reynolds numbers and Rec = 211, 200 computed on
the medium computational grid.
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vortex core, just as in the measurements by Riley and Lowson [83], and the numeri-
cal simulations by Visbal and Gordnier [117].
9.4 conclusion
To assess the applicability of the low-dissipation method to simulations of practical
aerodynamic flow, large-scale simulations have been performed of the flow over the
delta wing that was used in the experiment by Riley and Lowson [83]. Simulations
have been performed at chord Reynolds numbers of Rec = 150, 000 and Rec =
211, 200. To study grid convergence, the simulation at the lower Reynolds number
has been performed on coarse, medium, and fine grids. The numerical solution
accurately converges to the fine grid solution above the delta wing. At the trailing
edge of the wing, however, the numerical solution has not fully converged.
The development of the shear layer has been studied using the results of the
simulations. As observed in the experiment, the development of the instantaneous
shear layer is characterized by the local Reynolds number. In the simulation at
Rec = 150, 000 on the fine grid, unsteady counter-rotating sub-vortices are observed
at the same axial location as in the experiment. However, steady co-rotating sub-
vortices are not observed. Results of the simulation at Rec = 211, 200 on the medium
grid seem like a continuation of the simulation at Rec = 150, 000, whereas in the
experiment the onset of unsteady flow is observed to suddenly move down-stream.
As in the experiment by Riley and Lowson and the numerical simulations by Visbal
and Gordnier, time-averaging of the unsteady counter-rotating sub-structures gives
time-averaged co-rotating sub-structures in the turbulent regime [83, 117].
The simulations confirm the observation from the literature that it is challenging
to capture the steady co-rotating sub-vortices in numerical simulations [117, 62].
From physical experiments, it is known that the steady sub-vortices can be masked
by unsteady sub-vortices, which can be easily exited by external perturbations [82,
83]. The cause of the dominance of unsteady sub-vortices in simulations is not
known. In the current simulations, the frequency of the creation of unsteady sub-
vortices can be related to the trailing edge vortex shedding. This seems to support
the hypothesis by Mitchell et al., who suggest that the unsteady instability is related
to the vortex shedding at the trailing edge [62]. However, unsteady sub-vortices
have also been observed in simulations of the flow over an infinite delta wing [117].
Possibly, both the steady and unsteady sub-vortices are physical, and the setup of
an experiment or simulation determines which of the instabilities prevails.

10
C O N C L U S I O N S
In this thesis, low-dissipation methods and models for the simulation of turbulent
airflow have been studied. The methods and models have been implemented and
tested in the simulation method of NLR. Using the method, large-scale simulations
of the transitional airflow over a delta wing have been performed. This chapter
summarizes the conclusions of the thesis, and makes recommendations for future
research.
10.1 numerical methods without artificial dissipation
Symmetry-preserving simulation methods for compressible flow have been stud-
ied. These methods preserve the conservation of kinetic and internal energy by the
convective terms at the discrete level, and have no artificial dissipation. The advan-
tage of preserving energy conservation is twofold. Firstly, it ensures that artificial
dissipation cannot overwhelm the eddy dissipation of an LES model. Secondly, it
prevents spurious generation of kinetic energy by the discretized convective terms,
and therefore improves the numerical stability of the method.
Higher-order accurate energy-conserving methods for compressible flow did al-
ready exist at the start of this research project. The available methods were suitable
for simulations of compressible flow on collocated curvilinear computational grids,
which makes them appropriate for the accurate simulation of airflow around com-
plex aerodynamic shapes. In this thesis, a new analysis of energy-conserving meth-
ods for compressible flow has been proposed. The analysis uses square-root vari-
ables, and concisely expresses the conservation properties of convective transport
as a skew-symmetry of the convective terms. By transferring this skew-symmetry to
the simulation method, a class of energy-conserving symmetry-preserving simula-
tion methods for collocated curvilinear grids can be derived. The analysis in square-
root variables also allows for straightforward derivation of energy-conserving time-
integration methods.
The energy-conserving simulation method of NLR has been improved by imple-
mentation of fourth-order accurate discretizations of the viscous friction and heat
diffusion terms, and by implementation of a more robust interpolation of the ve-
locity vector. The developed simulation method has been assessed by performing
simulations of channel flow and decaying grid turbulence. The method is stable
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without additional artificial dissipation for simulations of subsonic channel flow on
under-resolved grids. Also, the method accurately captures channel flow already on
coarse computational grids. Simulations of decaying grid turbulence on coarse grids
are stable, but erroneously give pile-up of kinetic energy near the grid cut-off. Thus,
although the symmetry-preserving simulation method has improved numerical sta-
bility, it does not consistently give accurate results on under-resolved computational
grids.
10.2 low-dissipation large-eddy simulation models
If the computational grid is not fine enough to accurately capture the smallest
turbulent flow structures, coarse-grained flow models are required. In this thesis,
two classes of large-eddy simulation (LES) models have been studied: symmetry-
preserving regularization models and minimum-dissipation eddy-viscosity models.
10.2.1 Symmetry-preserving regularization models
The symmetry-preserving regularization models truncate the turbulent energy cas-
cade near the grid cut-off through explicit energy-conserving filtering of the convec-
tive terms. Using square-root variables, symmetry-preserving regularizations for in-
compressible flow have been generalized to compressible flow. This generalization
is a significant mathematical achievement, but the results of the regularization mod-
els are mixed at best. In simulations of channel flow, the symmetry-preserving regu-
larizations can give more accurate results than eddy-viscosity models. However, in
simulations of decaying grid turbulence, the symmetry-preserving regularizations
give unsatisfactory results due to pile-up of kinetic energy near the grid cut-off. A
simulation with regularization has higher computational complexity than a simula-
tion without model, but does not consistently give more accurate results. Therefore,
the developed symmetry-preserving regularizations are inappropriate stand-alone
models for practical LES.
10.2.2 Minimum-dissipation eddy-viscosity models
Minimum-dissipation eddy-viscosity models give just enough eddy dissipation to
remove sub-grid scales from the LES solution. An existing minimum-dissipation
model is the QR model. This model appropriately gives eddy dissipation in regions
of turbulent flow, but switches off in laminar and transitional flow. A nice theoret-
ical property of the QR model is its consistency with the exact sub-grid tensor on
isotropic grids.
In this thesis, it has been shown that the model constant of the QR model has
been set incorrectly in the literature. A correction to the model constant has been
proposed. The corrected QR model gives satisfactory results in simulations of de-
caying grid turbulence and the temporal mixing layer on isotropic grids. However,
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on anisotropic grids the QR model requires approximation of the LES filter width
in terms of the grid spacing, and is not consistent with the exact sub-filter tensor. It
has been shown that the QR model does not consistently give accurate results on
anisotropic grids, which restricts the practical applicability of the model.
The flaws of the QR model have been addressed by the derivation of a new
minimum-dissipation model for LES on anisotropic grids: the anisotropic minimum-
dissipation (AMD) model. The AMD model blends the anisotropy of the grid into
the spatial derivatives of the model, and does not require manual approximation
of the LES filter width on anisotropic grids. Just as the QR model, the AMD model
switches off for laminar and transitional flow. However, unlike the QR model, the
AMD model is consistent with the exact sub-filter tensor on anisotropic grids. The
AMD model gives accurate results in simulations of decaying grid turbulence, a
temporal mixing layer, and turbulent channel flow on both isotropic and anisotropic
rectangular grids. Arguably, the development of the AMD model is the most promis-
ing achievement of this thesis.
10.3 simulations of the flow over a delta wing
The developed low-dissipation method has been used to perform large-scale simu-
lations of the transitional flow over a delta wing. The challenge of these simulations
is to accurately capture the development of the shear layer that separates at the
leading edge of the wing. The results of the simulation are assessed by studying the
convergence of the numerical solution upon grid refinement, and by comparison
with experimental measurements.
The numerical solution has accurately converged on the fine computational grid
above most of the wing. The numerical solution has not converged perfectly at
the trailing edge, possibly because the vortex shedding is not fully resolved. The
simulations indicate that the development of the shear layer is mainly characterized
by the local Reynolds number. The onset of unsteady flow and the onset of full
turbulence are predicted accurately.
Just as in experiments, time-averaged co-rotating sub-vortices are observed in
the turbulent regime. However, steady co-rotating sub-vortices, which have been
observed in experiments, are not captured in the numerical simulations. Possibly,
the steady co-rotating sub-vortices are overwhelmed by unsteady sub-vortices in the
simulations. The frequency of the unsteady sub-vortex creation is equal to two times
the vortex shedding frequency. This suggests correlation of the creation of unsteady
sub-vortices and the trailing edge vortex shedding, as has also been proposed by
Mitchell et al. [62].
10.4 recommendations for future research
Possible topics of future research of energy-conserving simulation methods for com-
pressible flow are assessment of the proposed energy-conserving time-integration
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methods, and derivation and testing of energy-conservation methods for unstruc-
tured grids. Another line of future research could explore new theoretical and prac-
tical applications of the square-root variables.
The AMD minimum-dissipation model has produced satisfactory results in sim-
ulations of decaying grid turbulence, a temporal mixing layer, channel flow, and
flow past a square cylinder on rectangular grids. Further research could involve
testing of the AMD model for other flows, at higher Mach numbers, and on general
curvilinear grids. The AMD model is supposed to give more accurate results than
the Vreman model in flows with solid body rotation, but in this thesis such flows
have not been studied. It could be interesting to compare the AMD model and the
Vreman model for such flows.
A favorable theoretical property of the AMD model is its consistency with the ex-
act sub-filter tensor. The combination of theoretical consistency and practical appli-
cability of the AMD model is remarkable, because simulations that use the leading-
order term of the exact sub-filter tensor as an LES model are unstable in practice
[118]. The AMD model could be a starting point in the research of consistent and
practical LES models.
The performed simulations of the flow over a delta wing raise questions about
the physical nature of the steady and unsteady sub-vortices. Future research could
investigate the requirement for capturing the steady sub-vortices in numerical sim-
ulations. Also, the interaction of trailing edge vortex shedding and unsteady sub-
vortex creation could be investigated.
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S U M M A RY
Low-dissipation methods and models for the simulation of turbulent
subsonic flow
Theory and applications
Aircraft manufacturers face a continuous challenge to create aircraft that consume
less fuel, and generate less pollution and noise. An important tool in the design of
aircraft is computational fluid dynamics (CFD). In CFD, the equations for airflow
are solved on a computer, offering cheap and non-intrusive measurements of the
flow of air past an aircraft. Accurate computation of aerodynamic flows is often
challenging, because most practical flows are turbulent. In theory, the turbulent air-
flow past an aircraft can be computed directly on a fine (resolving) computational
grid. Such a direct numerical simulation (DNS) is accurate, but in practice the com-
putational costs of a DNS are often too high. Therefore, engineers typically resort to
cheaper coarse-grained models for turbulent flow. An example of a coarse-grained
model is large-eddy simulation (LES), which captures only the large turbulent flow
structures on the grid, and uses a model for the smaller under-resolved scales.
This thesis studies methods and models for DNS and LES of subsonic turbu-
lent compressible flow. The research has been performed at the Dutch National
Aerospace Laboratory (NLR). Therefore, it is important that the developed meth-
ods and models are applicable in practice, for example to compute the airflow past
aerodynamic shapes. For simulation methods to be suitable for the computation of
turbulence, they should not dissipate the turbulent flow structures in a simulation.
Therefore, this thesis focuses on methods and models with low dissipation.
In an LES, the energy errors of the numerical method should not overwhelm the
energy dissipation given by the LES model. Therefore, energy-conserving discretiza-
tions for compressible flow have been investigated. An additional advantage of such
methods is that they have improved stability, because the discrete convective terms
cannot spuriously generate kinetic energy. Energy-conserving methods have been
known for incompressible flow, but the development of such method for compress-
ible flow is more recent. In this thesis, an existing energy-conserving discretization
for compressible flow on collocated curvilinear grids has been investigated. A new
theoretical framework for the analysis of energy conservation in compressible flow
has been proposed. This framework describes energy conservation in a mathemati-
cal notation of square-root variables, inner products, and differential operator sym-
metries. Also, the accuracy of the existing method has been improved by making
the method fully fourth-order accurate, and by implementation of a more robust
mass flux interpolation. Numerical experiments with the method confirm its good
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stability: simulations of subsonic channel flow on a coarse grid are stable without
the addition of artificial dissipation.
Two classes of low-dissipation LES models have been developed. Firstly, a class of
symmetry-preserving regularization models has been investigated. Using the pro-
posed theoretical framework, the symmetry-preserving regularizations for incom-
pressible flow have been generalized to compressible flow. Although the regulariza-
tions can give satisfactory results in simulations of channel flow, they give unsatis-
factory results in an under-resolved simulation of decaying grid turbulence. Thus,
the symmetry-preserving regularization models are not suitable for practical LES.
Secondly, minimum-dissipation eddy-viscosity models have been investigated.
These models are derived to give the minimum dissipation needed to prevent sub-
grid scales from polluting the numerical solution. An existing minimum-dissipation
model, the QR, model has been studied. This model gives eddy dissipation in tur-
bulent regions but appropriately switches off in laminar and transitional flow, and
is consistent with the exact sub-filter dissipation on isotropic grids. A correction for
the model constant has been proposed. The corrected QR model gives accurate re-
sults on isotropic computational grids. However, in simulations on anisotropic grids
the QR model does not consistently give satisfactory results, which restricts the
practical applicability of the model. A new minimum-dissipation model suitable for
anisotropic grids has been proposed; the anisotropic minimum-dissipation (AMD)
model. The AMD model appropriately switches off for laminar and transitional
flow, and is consistent with the exact sub-filter tensor on anisotropic grids. The
AMD model gives accurate results in simulations on both isotropic and anisotropic
grids, which makes it a promising model for practical LES.
Finally, to asses the applicability of the investigated numerical method to practical
simulations of compressible turbulent flow, accurate simulations of the transitional
flow over a delta wing have been performed. These simulations are expensive, with
the largest simulation taking more than two months on 1920 cores of the Dutch
national supercomputer. The results of the simulations have been compared with
experimental measurements. The simulations have acceptable grid convergence and
accurately predict the onset of unsteady flow and the transition to full turbulence.
However, the results also indicate that it is challenging to capture steady flow insta-
bilities in accurate simulations of the flow over a delta wing.
S A M E N VAT T I N G
Methoden en modellen met weinig dissipatie voor het simuleren van
turbulente subsone stromingen
Theorie en toepassingen
Vliegtuigbouwers staan voor de uitdaging om vliegtuigen steeds zuiniger, milieu-
vriendelijker en stiller te maken. Een belangrijk hulpmiddel bij het ontwerp van
vliegtuigen is computational fluid dynamics (CFD). Bij CFD worden de vergelij-
kingen voor luchtstroming opgelost op de computer, zodat de luchtstroming rond
een vliegtuig goedkoop virtueel voorspeld kan worden. Nauwkeurige berekening
van luchtstromingen is vaak moeilijk, omdat de meeste stromingen uit de praktijk
turbulent zijn. In theorie kan een turbulente stroming rond een vliegtuig direct be-
rekend worden op een fijn rekenrooster. Zo’n directe numerieke simulatie (DNS)
is nauwkeurig, maar in de praktijk is er te veel rekenkracht nodig voor een DNS.
Daarom moeten ingenieurs meestal genoegen nemen met simulaties van grofstoffe-
lijke modellen voor turbulentie. Een voorbeeld van een grofstoffelijke berekening is
een large-eddy simulatie (LES). Bij LES worden alleen de grote turbulente wervels
berekend op het rekenrooster, en de kleinere wervels worden gemodelleerd.
Dit proefschrift gaat over rekenmethoden en modellen voor DNS en LES van sub-
sone turbulente samendrukbare stromingen. Het onderzoek is gedaan bij het Nati-
onaal Lucht- en Ruimtevaartlaboratorium (NLR). Het is daarom belangrijk dat de
ontwikkelde methoden kunnen worden toegepast in de praktijk, bijvoorbeeld voor
het berekenen van de luchtstroming rond vleugels. Om nauwkeurige berekeningen
van turbulentie te kunnen doen, moet een simulatiemethode niet alle turbulente
wervels dissiperen. Daarom spitst dit proefschrift zich toe op rekenmethoden en
modellen met weinig dissipatie.
In een LES mogen de energiefouten van de rekenmethode niet de dissipatie
van het LES model overheersen. Daarom is onderzoek gedaan naar energiebehou-
dende rekenmethoden voor samendrukbare vloeistoffen. Een positieve bijwerking
van zulke methoden is dat ze stabieler zijn, omdat de discrete convectieve ter-
men niet valselijk kinetische energie kunnen aanmaken. Energiebehoudende me-
thoden voor onsamendrukbare vloeistoffen waren al bekend, maar de ontwikkeling
van zulke methoden voor samendrukbare vloeistoffen is onlangs begonnen. In dit
proefschrift wordt een bestaande energiebehoudende methode voor samendrukbare
vloeistoffen onderzocht. Een nieuw paradigma voor de analyse van energiebehoud
in samendrukbare vloeistoffen is voorgesteld. Binnen dit paradigma wordt energie-
behoud beschreven in een wiskundige notatie met wortel-variabelen, inproducten,
en differentiaal-operatoren. Ook is de nauwkeurigheid van de bestaande methode
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verbeterd, door de methode helemaal vierde-orde nauwkeurig te maken, en door
een robuustere interpolatie van de massadoorvoer te implementeren. Simulaties
met de methode bevestigen zijn verbeterde stabiliteit; simulaties van een subsone
kanaalstroming op een grof rekenrooster zijn stabiel zonder aanvullende dissipatie.
Twee groepen van LES modellen met lage dissipatie zijn ontwikkeld. Ten eerste is
een groep van symmetrie-behoudende regularisatiemodellen onderzocht. Door ge-
bruik te maken van het eerder genoemde paradigma, zijn symmetrie-behoudende
regularisaties voor onsamendrukbare stromingen gegeneraliseerd naar samendruk-
bare stromingen. De regularisaties geven soms goede resultaten in simulaties van
een kanaalstroming, maar de resultaten voor uitdovende turbulentie op een grof re-
kenrooster zijn ontoereikend. De symmetrie-behoudende regularisaties zijn daarom
niet geschikt voor LES in de praktijk.
Ten tweede zijn eddy-viscositeitsmodellen met minimale dissipatie onderzocht.
Deze modellen proberen de minimale dissipatie te geven die nodig is om te voorko-
men dat de numerieke oplossing verstoord wordt door wervels die niet op reken-
rooster gevangen kunnen worden. Een al bestaand model met minimale dissipatie,
het QR model, is onderzocht. Dit model dissipeert energie in turbulente stromingen
maar is zoals het hoort passief in laminaire en transitionele stromingen, en is consis-
tent met de daadwerkelijke dissipatie. Een correctie voor de constante van het QR
model is aangedragen. Het gecorrigeerde QR model geeft nauwkeurige resultaten
op isotrope rekenroosters. In simulaties op anisotrope roosters geeft het QR model
echter niet altijd goede resultaten, en daardoor is de praktische toepasbaarheid van
het model beperkt. Een nieuw model met minimale dissipatie voor anisotrope re-
kenroosters is aangedragen; het anisotrope minimale-dissipatie (AMD) model. Het
AMD model is zoals het hoort passief in laminaire en transitionele stromingen, en is
consistent met de daadwerkelijke dissipatie op anisotrope rekenroosters. Het AMD
model geeft nauwkeurige resultaten in simulaties op zowel isotrope als anisotrope
rekenroosters, en lijkt geschikt voor toepassing in praktische LES.
Om uit te zoeken of de voorgestelde rekenmethode geschikt is voor LES in de
praktijk, zijn er tenslotte simulaties gedaan van de transitionele stroming over een
deltavleugel. Deze simulaties zijn zeer omvangrijk; de grootste simulatie had een
rekentijd van meer dan twee maanden op 1920 rekenkernen van de nationale super-
computer. De resultaten van de simulaties zijn vergeleken met experimentele metin-
gen. De simulaties vertonen roosterconvergentie en voorspellingen het begin van de
instationaire stroming en de overgang naar volledige turbulentie nauwkeurig. De
resultaten laten echter ook zien dat het moeilijk is om de stationaire instabiliteiten
van de stroming te simuleren.
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