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GLOBAL EXISTENCE FOR QUASILINEAR WAVE EQUATIONS CLOSE TO
SCHWARZSCHILD
HANS LINDBLAD AND MIHAI TOHANEANU
Abstract. In this article we study the quasilinear wave equation g(u,t,x)u = 0 where the metric g(u, t, x)
is close to the Schwarzschild metric. Under suitable assumptions of the metric coefficients, and assuming
that the initial data for u is small enough, we prove global existence of the solution. The main technical
result of the paper is a local energy estimate for the linear wave equation on metrics with slow decay to the
Schwarzschild metric.
1. Introduction
The goal of this paper is to understand the global behavior of solutions to the quasilinear wave equation
(1.1) g(u,t,x)u = 0, u|t˜=0 = u0, T˜ u|t˜=0 = u1
Here g denotes the d’Alembertian with respect to a Lorentzian metric g, which is equal the Schwarzschild
metric when u ≡ 0, and T˜ is a smooth, everywhere timelike vector field that equals ∂t away from the black
hole. The coordinate t˜ is chosen so that the slice t˜ = 0 is space-like and so t˜ = t away from the black hole.
Our motivation comes from the black hole stability problem, which roughly speaking asserts that solutions
to Einstein’s Equations with initial data that start close to a Kerr solution have domains of outer commu-
nication that will converge towards a (possibly different) Kerr solution. The related problem for Minkowski
spacetimes has been settled in two different ways by Christodoulou -Klainerman [11] and Lindblad - Rodni-
anski [30, 31]. The second approach uses wave coordinates in which the metric satisfies
(1.2) ∂α
(|g|1/2gαβ) = 0, , |g| = | det g|
and in which Einstein’s Equations become a system of quasilinear wave equations
(1.3) ˜ggαβ = Fαβ(g)[∂g, ∂g].
A model of the system above was considered in [26, 2, 27], where it was shown that the equation
(1.4) ˜g(u)u = 0, ˜g = g
αβ∂α∂β
has global solutions for small initial data, assuming that g(0) is the Minkowski metric. However the charac-
teristics for (1.3) are much less divergent than those for (1.4), as the wave coordinate condition (1.2) forces
the components of the metric that determine the main behavior to be close to those of Schwarzschild [31, 28].
As a toy model of the system near Schwarzschild black holes, one can look at the quasilinear wave equation
(1.1), where the metric g is given by
(1.5) gαβ = gαβS +H
αβ(t, x)u +O(u2)
with gS denoting the Schwarzschild metric and H
αβ being smooth functions. Ideally we would like to assume
only that Hαβ , as well as certain vector fields applied to Hαβ, are bounded functions. However, already
in the close to Minkowski case (1.4) with constant H the solution is badly behaved and to avoid this we
will impose conditions on Hαβ that resemble the wave coordinate condition (1.2). These conditions will in
particular imply that components of Hαβ corresponding to coefficient in the wave operator of derivatives
transversal to the outgoing light cones must decay. We refer the reader to Section 3 for the exact conditions
on Hαβ . The main theorem of our paper is the following:
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Theorem 1.1. Assume that the metric g is like in (1.5), and satisfies a couple of extra conditions near the
photonsphere (see Section 3 and the discussion of why such conditions are needed). Then there exists a global
classical solution to (1.1), provided that the initial data is smooth, compactly supported and small enough.
We will provide a more precise version in Section 3, Theorem 3.1, after more notation is introduced. The
main new technical ingredient of the paper is a local energy estimate for the linear wave equation gu = f
for a metric g close to the Schwarzschild metric. Due to the presence of the trapped null geodesics at the
photonsphere r = 3M , local energy estimates are difficult to establish even for small perturbations of the
metric. However, for metrics converging to the Schwarzschild metric at a rate of t−1− (i.e. t−1−ǫ for any
ǫ > 0), near the photonsphere, one can prove local energy estimates perturbatively (see, for example, [36]).
We are able to prove such an estimate by assuming a slower rate of convergence of only t−1/2. We refer the
reader to Section 4 for the precise statement of the result. We hope to prove a similar linear local energy
estimate for perturbations of the Kerr metric using a combination of the methods here and modifications of
methods in [44], leading to the same nonlinear result. It is interesting that the required decay is the best one
can hope to prove from just energy and local energy bounds. Using energies with growing weights one may
be able to prove some additional decay under stronger assumptions. However for equations with nonlinear
terms that only satisfy the weak null condition such as Einstein’s equations in wave coordinates, the best
one can hope for is t−1 decay, see [28], so our improvement of [36] is needed even if one proves more decay.
The linear wave equation gu = f on Schwarzschild and Kerr manifolds has been studied extensively.
Local energy estimates, Strichartz estimates and sharp pointwise decay rates of solutions are by now well-
understood (see [5], [6], [10], [12], [13], [35], [32], [19] for Schwarzschild, [44], [15], [3], [45], [33], [43], [36] for
Kerr with small angular momentum, [16], [17], [18] for Kerr with |a|<M , and [4] for |a|=M).
Global existence for semilinear equations of the form gu = u
p with small initial data was shown in [14]
(p > 4 with radial data), [10] (p > 3) in the Schwarzschild case, and [29] for p > 1 +
√
2 for Kerr with
|a| ≪M . For semilinear wave equations with a null condition on Kerr with small angular momentum, global
existence was shown in [34, 21]. For quasilinear wave equations with small initial data, global existence was
shown for time dependent metrics close to Minkowski in [47], [48]. whereas in the asymptotically Kerr- de
Sitter case a similar result to ours was proved in [20].
The paper is structured as follows. In Section 2 we introduce local energy estimates in Minkowski and
Schwarzschild spacetimes. In Section 3 we give the statement of our main theorem, and present the bootstrap
argument that finishes the proof. Section 4 contains our main linear estimate for perturbations of the
Schwarzschild metric. Section 5 deals with commuting the equation with vector fields. Section 6 gives
pointwise decay from local energy estimates. Section 7 is a refinement of Section 5 for lower order energies.
2. Local energy estimates on Minkowski and Schwarzschild backgrounds
We use (t = x0, x) for the coordinates in R
1+3. We use Latin indices i, j = 1, 2, 3 for spatial summation and
Greek indices α, β = 0, 1, 2, 3 for space-time summation. In R3 we also use polar coordinates x = rω with
ω ∈ S2. By 〈r〉 we denote a smooth radial function which agrees with r for large r and satisfies 〈r〉 ≥ 1.
We consider a partition of R3 into the dyadic sets AR = {〈r〉 ≈ R} for R ≥ 1, with the obvious change for
R = 1. We will use the notation A . B to mean that there is a constant C independent of u and ǫ so that
A ≤ CB; the value of C might change from line to line.
We introduce the local energy norm LE
(2.1) ‖u‖LE = supR ‖〈r〉−
1
2u‖L2(R×AR), ‖u‖LE[t0,t1] = supR ‖〈r〉−
1
2u‖L2([t0,t1]×AR),
its H1 counterpart
(2.2) ‖u‖LE1 = ‖∇u‖LE + ‖〈r〉−1u‖LE, ‖u‖LE1[t0,t1] = ‖∇u‖LE[t0,t1] + ‖〈r〉−1u‖LE[t0,t1],
as well as the dual norm
(2.3) ‖f‖LE∗ =
∑
R
‖〈r〉 12 f‖L2(R×AR), ‖f‖LE∗[t0,t1] =
∑
R
‖〈r〉 12 f‖L2([t0,t1]×AR).
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Then we have the following scale invariant local energy estimate on Minkowski backgrounds:
(2.4) ‖∇u‖L∞t L2x + ‖u‖LE1 . ‖∇u(0)‖L2 + ‖u‖LE∗+L1tL2x
and a similar estimate involving the LE1[t0, t1] and LE
∗[t0, t1] norms. This is proved using a small variation
of Morawetz’s method, with multipliers of the form a(r)∂r+b(r) where a is positive, bounded and increasing.
There are many similar results obtained in the case of perturbations of the Minkowski space-time; see, for
example, [39], [22], [23], [40],[41], [42], [1], [37] and [38].
The metric for the Schwarzschild space-time can be written in the exterior region r > 2M as
(2.5) ds2 = −
(
1− 2M
r
)
dt˜2 +
(
1− 2M
r
)−1
dr2 + r2dω2
where dω2 is the measure on the sphere S2. The surface r = 2M is called the event horizon. While the
singularity at r = 0 is a true metric singularity, we note that the apparent singularity at r = 2M is merely
a coordinate singularity. Indeed, let the Regge-Wheeler coordinate be given by
r∗ = r + 2M log(r − 2M)− 3M − 2M logM,
and set v = t˜+ r∗. Then in the (r, v, ω) coordinates the metric is expressed in the form
ds2 = −
(
1− 2M
r
)
dv2 + 2dvdr + r2dω2,
which extends analytically into the black hole region r < 2M .
Following [35], we introduce the function t defined by
t = v − µ(r) = t˜+ r∗ − µ(r)
where µ is a smooth function of r. In the (t, r, ω) coordinates the metric has the form
ds2 = −
(
1− 2M
r
)
dt2 + 2
(
1−
(
1− 2M
r
)
µ′(r)
)
dtdr +
(
2µ′(r) −
(
1− 2M
r
)
(µ′(r))2
)
dr2 + r2dω2.
On the function µ we impose the following two conditions:
(i) µ(r) ≥ r∗ for r > 2M , with equality for r > 5M/2.
(ii) The surfaces t = const are space-like, i.e.
µ′(r) > 0, 2−
(
1− 2M
r
)
µ′(r) > 0.
(i) insures that the (t, x˜), coordinates, where x˜=rω, coincide with the (t˜, x˜) coordinates in r>5M/2.
In the r∗ coordinates the metric takes the form
(2.6) ds2 =
(
1− 2M
r
)
(−dt2 + dr∗2) + r2dω2
Next we introduce rectangular coordinates
(2.7) x = rω
and express the Schwarzschild metric in the (t, x) coordinates. For r > 5M/2 the expression for Schwarzschild
metric in rectangular coordinates is
(2.8) ds2 = −
(
1− 2M
r
)
dt2 +
((
1− 2M
r
)−1
ωi ωj + δij − ωiωj
)
dxidxj
Note that in these coordinates det gS = −1, since r2drdω = dx. The inverse metric in these coordinates is
(2.9) g00S = −
(
1− 2M
r
)−1
, g0iS = 0, g
ij
S =
(
1− 2M
r
)
ωiωj + δij − ωiωj
Alternatively the metric can be expressed in the rectangular Regge-Wheeler coordinates
(2.10) x∗ = r∗ω
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and express the Schwarzschild metric in the (t, x∗) coordinates. For r > 5M/2 the expression for Schwarzschild
metric in rectangular Regge-Wheeler coordinates is
(2.11) ds2 = −
(
1− 2M
r
)
dt2 +
((
1− 2M
r
)
ωi ωj + δij − ωiωj
)
dx∗idx∗j
The inverse metric in these coordinates is
(2.12) g∗S
00 = −
(
1− 2M
r
)−1
, g∗S
0i = 0, g∗S
ij =
(
1− 2M
r
)−1
ωiωj + δij − ωiωj
Given 0 < re < 2M we consider the wave equation
(2.13) gSu = f
in the cylindrical region
(2.14) M[t0,t1] = {t0 ≤ t ≤ t1, r ≥ re}
The lateral boundary of M[t0,t1],
(2.15) Σ+R =M[t0,t1] ∩ {r = re}
is space-like, and can be thought of as the exit surface for all waves which cross the event horizon.
We define the outgoing energy on Σ+R as
(2.16) E[u](Σ+R) =
∫
Σ+R
(|∂ru|2 + |∂tu|2 + |6∂u|2) r2edtdω
and the energy on an arbitrary t slice as
(2.17) E[u](τ) =
∫
M[t0,t1]∩{t=τ}
(|∂ru|2 + |∂tu|2 + |6∂u|2) r2drdω
We now introduce the local energy norm LE1S associated to the Schwarzschild space-time:
(2.18) ‖u‖LE1
S
[t0,t1] = ‖∂ru‖LE +
∥∥(1− 3Mr ) ∂tu∥∥LE + ∥∥(1− 3Mr ) 6∂u∥∥LE + ‖r−1u‖LE
For the inhomogeneous term we use the norm
(2.19) ‖f‖LE∗S[t0,t1] =
∥∥ (1− 3Mr )−1 u∥∥LE
We implicitly assume that all norms on the right hand side of the formulas above are restricted to the set
M[t0,t1] where we study the wave equation (2.13). The following result was proved in [35]:
Theorem 2.1. Let u be so that gSu = f . Then we have
(2.20) E[u](Σ+R) + sup
t0≤t≤t1
E[u](t) + ‖u‖2LE1
S
[t0,t1]
. E[u](t0) + ‖f‖2L1L2+LE∗
S
.
We remark that the constant in (2.20) does not depend on t0 and t1. In particular we can obtain a global
in time estimate, the counterpart for (2.4) on Schwarzschild backgrounds, if we take t0 = 0 and t1 =∞.
For black holes, local energy estimates were first proved in [25] for radially symmetric Schro¨dinger equa-
tions on Schwarzschild backgrounds. In [5, 6, 7], those estimates are extended to allow for general data. The
same authors, in [8, 9], have provided studies that give certain improved estimates near the photon sphere
r = 3M . Moreover, we note that variants of these bounds have played an important role in the works [10]
and [12], [13] which prove analogues of the Morawetz conformal estimates on Schwarzschild backgrounds.
As we will generalize Theorem 2.1 to perturbations of Schwarzschild, we recall the key steps in its proof
as done in [35]. We begin with the energy-momentum tensor
Qαβ [g] = ∂αu∂βu− 1
2
gαβ∂
γu∂γu
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Its contraction with respect to a vector field X is denoted by
Pα[g,X ] = Qαβ [g]X
β
and its divergence is
∇αPα[g,X ] = gu ·Xu+ 1
2
Q[g,X ] where Q[g,X ] = Qαβ[g]π
αβ
X
and παβX is the deformation tensor of X , which is given in terms of the Lie derivative by
πXαβ = ∇αXβ +∇βXα = (LXg)αβ.
A special role is played by the Killing vector field whose deformation tensor is zero
K = ∂t = ∂t˜
In general for a vector field X independent of the metric we compute
(2.21) παβX = −LXgαβ = −X(gαβ) + gαγ∂γXβ + gβγ∂γXα,
in which case
(2.22) Q[g,X ] = − 1√|g| (X(
√
|g|gαβ))∂αu ∂βu+ (gαγ∂γXβ + gβγ∂γXα)∂αu∂βu− ∂γXγ gαβ∂αu ∂βu
In particular if, in the rectangular coordinates, X = b(r)ωi∂i then we get
(2.23) Q[g,X ] = − 1√|g| (X(
√
|g|gαβ))∂αu ∂βu
+ 2
b(r)
r
(
gαj − gαiωiωj
)
∂αu∂ju+ 2b
′(r)gαr∂ru ∂αu− 1
r2
∂r(r
2b(r)) gαβ∂αu ∂βu,
where latin indices are summed over i, j = 1, 2, 3 only, ωj = ωj and g
αr = gαiωi. Written in polar coordinates,
the same expression takes the simpler form
(2.24) Q[g,X ] = − 1√|g| (X(
√
|g|gαβ))∂αu ∂βu+ 2b′(r)gαr∂ru ∂αu− b′(r) gαβ∂αu ∂βu
If g = gS is the Schwarzschild metric then det gS = −1 and g00S = −
(
1− 2Mr
)−1
so with b(r) = a(r)
(
1− 2Mr
)
(2.25) Q[gS , X ] = −b(r)
(
1− 2M
r
)−1
∂r
((
1− 2M
r
)
gijS
)
∂iu ∂ju
+ 2
b(r)
r
(
gijS − grrS ωiωj
)
∂iu∂ju+ 2b
′(r)grrS ∂ru ∂ru
− 1
r2
(
1− 2M
r
)
∂r
(
r2
(
1− 2M
r
)−1
b(r)
)
gαβS ∂αu ∂βu
=
2b(r)
r
(
1− 3M
r
)(
1− 2M
r
)−1|6∂u|2 + (2b′(r)(1− 2M
r
)− b(r)4M
r2
)
(∂ru)
2
− 1
r2
(
1− 2M
r
)
∂r
(
r2
(
1− 2M
r
)−1
b(r)
)
gαβS ∂αu ∂βu
= 2
a(r)
r
(
1− 3M
r
)
|6∂u|2 + 2a′(r)(1− 2M
r
)2
(∂ru)
2 − 1
r2
(
1− 2M
r
)
∂r
(
r2a(r)
)
gαβS ∂αu ∂βu
Integrating the above divergence relation for a suitable choice of X does not suffice in order to prove the
local energy estimates, as in general the deformation tensor can only be made positive modulo a Lagrangian
term q∂αu∂αu. Hence some lower order corrections are required. For a vector field X , a scalar function q
and a 1-form m we define
Pα[g,X, q,m] = Pα[g,X ] + qu∂αu− 1
2
(∂αq)u
2 +
1
2
mαu
2.
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The divergence formula gives
(2.26) ∇αPα[g,X, q,m] = gu
(
Xu+ qu
)
+Q[g,X, q,m],
where
Q[g,X, q,m] =
1
2
Q[g,X ] + q∂αu ∂αu+mαu ∂
αu+ (∇αmα − 1
2
∇α∂αq)u2.
To prove the local energy decay in Schwarzschild space-time, X , q and m are chosen as in the following
lemma from [35]:
Lemma 2.2. There exist a smooth vector field
X˜ = a(r)
(
1− 2M
r
)
∂r + c(r)K
a smooth function q˜(r) and a smooth 1-form m supported near the event horizon r = 2M so that
(i) The quadratic form Q[gS, X˜, q˜,m] is positive definite,
(2.27) Q[gS, X˜, q˜,m] & r
−2|∂ru|2 +
(
1− 3M
r
)2
(r−2|∂tu|2 + r−1|6∂u|2) + r−4u2.
(ii) X˜(2M) points toward the black hole, X˜(dr)(2M) < 0, and 〈m, dr〉(2M) > 0.
The local energy estimate is obtained by integrating the divergence relation (2.26) with X˜ +CK instead
of X˜, where C is a large constant, on the domainM[t0,t1], with respect to the measure induced by the metric,
dVS = r
2drdωdt. This yields
(2.28)
∫
M[t0,t1]
Q[gS , X˜, q˜,m]dVS = −
∫
M[t0,t1]
gSu
(
(X˜ + CK)u+ q˜u
)
dVS +BDR
S [u]
where BDRS [u] denotes the boundary terms
BDRS [u] =
∫
〈dt, P [gS , X˜ + CK, q˜,m]〉r2drdω
∣∣∣t=t1
t=t0
−
∫
〈dr, P [gS , X˜ + CK, q˜,m]〉r2edtdω
Using the condition (ii) in the Lemma and Hardy type inequalities, it is shown in [35] that for large C and
re close to 2M the boundary terms have the correct sign,
(2.29) BDRS[u] ≤ c1E[u](t0)− c2(E[u](t1) + E[u](Σ+R)), c1, c2 > 0
We will use the notation χR(r) to denote a smooth nondecreasing cutoff function supported in {r > R}
so that χ ≡ 1 in {r > 2R}. For technical reasons we define, for any m > 0 and a large enough constant R1,
the dual weighted norms LES,m and LE
∗
S,m by
‖u‖LES,m = ‖(1− χR1)u‖LE1S + ‖χR1r
−1/2−m∂u‖L2L2 + ‖χR1r−3/2−mu‖L2L2
‖F‖LE∗
S,m
= ‖(1− χR1)F‖LE∗S + ‖χR1r1/2+mF‖L2L2
By applying the Cauchy-Schwartz inequality for the first term on the right of (2.28) we obtain a slightly
weaker form of the local energy estimate (2.20), namely
(2.30) E[u](Σ+R) + supt0≤t≤t1E[u](t) + ‖u‖2LES,1 . E[u](Σ−R) + ‖f‖2LE∗S,1.
These norms are equivalent with the stronger norms LE1S, respectively LE
∗
S for r in a bounded set. On
the other hand for large r the Schwarzschild space can be viewed as a small perturbation of the Minkovski
space. Thus the transition from (2.30) to (2.20) is achieved in [35] by cutting away a bounded region and
then using a perturbation of a Minkowski space estimate.
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For our purposes, it will be useful to slightly modify X˜ near infinity in order to improve the LES,1 norm
in (2.30) to a LES,δ norm for some δ > 0 small enough. Let R1 be large, and define
X4 = χR1f(r)∂r , q2(r) = χR1
f(r)
r
We pick the function f to satisfy the conditions (for r ≥ R1):
f ′(r) ≈ r−1−δ, f(r)
r
− 1
2
f ′(r) & r−1−δ, −∆
(f(r)
r
)
& r−3−δ
One could take, for example,
(2.31) f(r) =
∑
j≥0
2−δj
r
r + 2j
By Proposition 8 in [38], one has that
Q[gS, f(r)∂r ,
f(r)
r
, 0] & r−1−δ|∂u|2 + r−3−δu2, r ≥ R1
Since the derivative of χR1 is supported in the region r ≈ R1 and bounded by r−1, we obtain
(2.32)
∫
M[t0,t1]
Q[gS , X4, q2, 0]dVS & ‖χR1u‖2LES,δ −
∫
M[t0,t1]
∫
r≈R1
r−1−δ|∂u|2dVS
The boundary terms satisfy ∣∣∣Pα∣∣∣ . |∂u|2 + 1
r2
u2
on the time slices t = ti, i = 0, 1. Note that, after integrating in space, the second term on the right can be
controlled by the first by Hardy’s inequality.
Let
(2.33) X = X˜ + CK + δ2X4, q(r) = q˜(r) + δ2q2(r)
for some δ2 ≪ 1 very small. The last term in (2.32) can now be absorbed in Q[gS, X˜, q˜,m]. We now get
from the inequalities above
(2.34)
∫
M[t0,t1]
Q[gS, X, q,m]dVS = −
∫
M[t0,t1]
Su ·Xu dVS − BDRS[u]
∣∣t=t1
t=t0
− BDRS[u]
∣∣
r=re
with
(2.35)
∫
M[t0,t1]
Q[gS , X, q,m]dtdx & ‖u‖2LES,δ
and the boundary terms satisfying (2.29). We thus obtain, after applying Cauchy-Schwarz:
(2.36) E[u](Σ+R) + sup
t0≤t≤t1
E[u](t) + ‖u‖2LES,δ . E[u](Σ−R) + ‖f‖2LE∗S,δ.
3. Main Theorem
In this section we will give a precise version of our main theorem and outline the boot strap argument.
Let us start with some notation. We will use the coordinates (t˜, xi), where xi = rω, However, since the
event horizon plays little role in our analysis, we will slightly abuse notation and denote by t˜ by t. For large
r the coordinates x∗i = r∗ω, may have better adapted to study perturbations of the Schwarzschild metric
but it makes little difference since there we will use a null frame, see below.
Let r˜ denote a smooth strictly increasing function (of r) that equals r for r ≤ R1 and r∗ for r ≥ 2R1,
where R1 >> 6M . We will use throughout the paper the notation
M[r1,r2)[t0,t1] :=M[t0,t1] ∩ {r1 ≤ r˜ < r2}
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Our favorite sets of vector fields will be
∂ = {∂t, ∂i}, Ω = {xi∂j − xj∂i}, S = t∂t + r˜∂r˜,
namely the generators of translations, rotations and scaling. We set Z = {∂,Ω, S}.
For a triplet Λ = (i, j, k) of multi-indices i, j and k we denote |Λ| = |i|+ 3|j|+ 3k and
uΛ = ∂
iΩjSku, u≤m = (uΛ)|Λ|≤m.
Since derivatives will play a special role, we will also use the notation
∂≤mu = (∂αu)|α|≤m.
For two triplets Λ1, Λ2 we say that Λ1 ≤ Λ2 if
i1 ≤ i2, j1 ≤ j2, k1 ≤ k2,
and Λ1 < Λ2 if at least one of the inequalities above is strict.
For a positive function f(t, r), we define the classes SZ(f) of functions in R+ × R3 by
a ∈ SZ(f)⇐⇒ |Zja(t, rω)| ≤ cjf(t, r), j ≥ 0.
Let hαβ := gαβ − gαβS be the difference in the metric coefficients. We will allow the metric g to depend on
the solution u, so that the difference in the metric coefficients hαβ(t, x, u) are smooth functions satisfying
(3.1) hαβ(t, x, u) = Hαβ(t, x)u +O(u2).
Since we want h ≈ u we want the functions Hαβ to satisfy
(3.2) Hαβ ∈ SZ(1).
For the derivatives of H we need to impose extra conditions to make the metric satisfy the conditions in
Theorem 4.1, namely
(3.3) ∂Hαβ ∈ SZ
( t1+δ
r1+δ〈t− r∗〉1/2+δ
)
, r∗ ≥ R∗1,
where R∗1 = r
∗(R1). We remark that a natural condition to impose on ∂H
αβ is
∂Hαβ ∈ SZ
( t
r〈t− r∗〉
)
as this yields that ∂h ≈ ∂u. However, we chose to instead work with the weakest possible assumption under
which we can prove our result, which is (3.3).
Let N be a large enough number. Let N1=
N
2 +2. We assume that the function u satisfies the decay rates
(3.4) |u≤N1 | .
ǫ〈t− r∗〉1/2
〈t〉 , |∂u≤N1 | .
ǫ
〈r〉〈t − r∗〉1/2 .
Combining (3.4) and (3.2)-(3.3) we obtain decay rates for hαβ compatible with the assumptions in Theo-
rem 4.1:
|hαβ≤N1 | .
ǫ〈t− r∗〉1/2
〈t〉 ,
|∂hαβ≤N1 | .
ǫ
〈t〉1/2 , re ≤ r ≤ R1,
|∂hαβ≤N1 | .
ǫ
r1+δ
, R∗1 ≤ r∗ ≤
t
2
,
|∂hαβ≤N1 | .
ǫ
〈t〉〈t− r∗〉δ ,
t
2
≤ r∗.
(3.5)
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Moreover, due to (3.1), (3.2), (3.3), and (3.4) we obtain
|hαβΛ | . |u≤Λ|
|∂hαβΛ | . |∂u≤Λ|+
t1+δ
r1+δ〈t− r∗〉1/2+δ |u≤Λ|, R
∗
1 ≤ r∗
(3.6)
We also note that, since ∂t =
1
tS− r˜t ∂r˜, we have better estimates for the time derivative in the region r∗ ≤ t2 :
|∂tu≤N1−2| .
ǫ
〈t〉3/2 ,
|∂thαβ≤N1−2| .
ǫ
〈t〉3/2 , re ≤ r ≤ R1,
|∂thαβ≤N1−2| .
ǫ
〈r〉δ〈t〉 , R
∗
1 ≤ r∗ ≤
t
2
,
(3.7)
In addition we will need two technical conditions near the trapped set and the light cone. Let us define
(3.8) W β =
1√
|gS |
∂α(g
αβ
S
√
|gS |)− 1√|g|∂α(gαβ√g).
A priori, near the trapped set W satisfies the bound (see Lemma 5.2)
(3.9) |WΛ| . |∂hΛ|+ |h≤Λ| . |H ||∂uΛ|+ |u≤Λ|, |Λ| ≤ N
which for the highest order term will not suffice to close the estimates under the assumption (3.2). We will
thus impose the extra assumption that
(3.10) |WΛ| . 〈t〉−1/2|∂uΛ|+ |u≤Λ|, |Λ| ≤ N, when 5M2 ≤ r ≤ 7M2 .
One way to make sure this condition is satisfied is to assume, for example, that
|H≤N | . r1/2〈t〉−1/2
near the trapped set. Indeed, the condition above clearly implies (3.10). We remark that in the context of
Einstein’s Equations written down in generalized wave coordinates W = 0, so good behavior of W can be
expected.
On the other hand, in the region close to the cone r∗ ∼ t, r∗ > t2 we need to assume additional decay for
the components of h multiplying the worst decaying derivatives. To formulate this we need to express h in
a nullframe:
(3.11) L = ∂t − ∂r∗ , L = ∂t + ∂r∗ , A = Ai(ω)∂i, B = Bi(ω)∂i, ∂r∗ =
(
1− 2M
r
)
ωi∂i,
in the Schwarzschild metric gS . Here L and L are null vectors
gS(L,L) = gS(L,L) = 0, gS(L,L) = −2
(
1− 2M
r
)
,
and A and B are two orthonormal vectors
gS(A,A) = gS(B,B) = 1, gS(A,B) = 0,
tangential to the spheres where r is constant:
gS(L,B) = gS(L,A) = gS(L,B) = gS(L,A) = 0.
Expanding h in the nullframe
(3.12) hαβ = hLLLαLβ +
∑
T∈T
hLT (LαT β + TαLβ) +
∑
U,T∈T
hUTUαT β
= hLLLαLβ +
∑
T∈T
hLTTαLβ +
∑
T∈T
hαTT β, where T = {L,A,B},
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we see that we need to assume additional decay on hLL. We note that the coefficients in the nullframe
expansion can be determined from h applied to the dual vectors with respect to the Schwarzschild metric
(3.13) Uα = gSαβU
β, UαVα = gS(U, V ).
A calculation shows that Ai = A
i, Bi = B
i, and
(3.14) L0 = −
(
1− 2M
r
)
, Li = ωi, L0 = −
(
1− 2M
r
)
, Li = −ωi..
With the notation
(3.15) hαβ = gSαγgSαδh
γδ, h(U, V ) = hαβU
αV β = hαβUαVβ ,
we have in particular
(3.16) hLL = h(L,L)/gS(L,L)
2.
We need to assume that hLL decays at a faster rate like in (4.6) because it is the coefficient multiplying
the second derivative transversal to the light cones that has the least decay. More explicitly, we assume that
it satisfies the decay estimates
(3.17) |hLLΛ | . 〈t− r∗〉δ〈t〉−δ|u≤Λ|, |∂hLLΛ | . 〈t− r∗〉δ〈t〉−δ
(
|∂u≤Λ|+ 〈t− r∗〉−1/2|u≤Λ|
)
for some small δ > 0 and all |Λ| ≤ N .
Again, in the context of Einstein’s Equations in wave coordinates, we expect (3.17) to hold (see [31, 28]).
Here it follows from the following assumption on H :
(3.18) |HLL≤N | . 〈t− r∗〉δ〈t〉−δ, |∂HLL≤N | . 〈t− r∗〉δ〈t〉−δ〈t− r∗〉−1/2
The metric coefficient hLL is in front of the derivative with the least decay ∂2Lu. In [31, 28]) it was proven
that for Einstein’s equations in wave coordinates
(3.19) |ZIhLL| ≤ Cε
1 + t+ r
(1 + |t− r∗|
1 + t
)γ
,
if initial data are asymptotically flat, i.e. h
∣∣
t=0
=M/r+O
(
r−1−γ
)
, 0<γ<1. Our method here works for the
case corresponding to any small γ > 0; if one assumes more decay of the coefficient |HLL| ≤ Cε〈t−r∗〉γ〈t〉−γ
corresponding to larger γ it may be possible to prove some additional decay for the solution in the interior.
We are now ready to state the our main result. We pick a large enough integer N ≥ 36, and define
EN (t) = ‖∂u≤N‖2L∞[0,t]L2 + ‖u≤N‖2LE1S[0,t]
Theorem 3.1. Assume that the metric g is like in (1.5), and satisfies the extra conditions (3.2), (3.3), (3.10)
and (3.18). Then there exists a global classical solution to (1.1), provided that the initial data is smooth,
compactly supported and satisfies, for a certain ǫ0 ≪ 1,
EN (0) ≤ ǫ20
Moreover, the solution satisfies the estimates (3.21) and (3.22) below.
We will now outline the bootstrap argument. The rest of the paper is devoted to proving the required
higher order local energy estimates and pointwise decay bounds necessary for the bootstrap.
We assume that the initial data is small enough,
(3.20) EN (0) ≤ µN ǫ2
where N ≥ 36 and µN > 0 is a fixed, small N -dependent constant to be determined below.
Let N1 =
N
2 + 2 and N˜ = N − 3.We will assume that the following a-priori bounds hold for some large
constant C˜ independent of ǫ and t, and a fixed small δ > 0
(3.21) EN (t) ≤ C˜µN ǫ2〈t〉δ, EN˜ (t) ≤ C˜µN ǫ2,
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(3.22) |u≤N1| ≤
ǫ〈t− r∗〉1/2
〈t〉 , |∂u≤N1| ≤
ǫ
〈r〉〈t − r∗〉1/2
Clearly (3.21) and (3.22) are true for small enough times by standard local theory existence combined
with (3.20) and Sobolev embeddings. We will now assume that (3.21) and (3.22) hold for all 0 ≤ t ≤ T , and
we will improve the constants on the right hand side by a factor of 1/2. By a standard continuity argument
this will imply the desired result.
Due to the assumptions (3.22) we can apply Theorem 5.1. We obtain
EN(t) ≤ CN 〈t〉CN ǫE(0)
If we take C˜ = 2CN and ǫ <
δ
CN
we improve the a-priori bound for EN (t) to
EN (t) ≤ 1
2
C˜µN ǫ
2〈t〉δ
Similarly due to the assumptions (3.22) we can apply Theorem 7.2 to obtain
EN˜(t) ≤
1
2
C˜µN ǫ
2
Finally, since N1 ≤ N˜ − 13, we can apply Theorem 6.1 and obtain
|u≤N1| ≤ C′N1
〈t− r∗〉1/2
〈t〉
√
EN˜ (T ) ≤
1
2
ǫ〈t− r∗〉1/2
〈t〉
|∂u≤N1| ≤ C′N1
1
〈r〉〈t − r∗〉1/2
√
EN˜ (T ) ≤
1
2
ǫ
〈r〉〈t − r∗〉1/2
since we can choose µ0 so that C
′
N1
C˜1/2µ
1
2
N ≤ 1/2.
4. Local energy estimates for perturbations of Schwarzschild
Let gS be the Schwarzschild metric, R1 be a large constant, and δ > 0 be an arbitrarily small number. Let
g be a metric that is a small perturbation of gS in the sense that the difference h
αβ := gαβ − gαβS satisfies
(4.1) |hαβ |, |∂hαβ| . ǫ
everywhere in the coordinates (t, x), where x = rω. Moreover, near the trapped set and the light cone we
need additional decay estimates as follows:
i) When 11M4 < r <
13M
4 (which is a region close to the trapped set) we have
|hαβ | . ǫ〈t〉−1/2(4.2)
|∂thαβ | . ǫ〈t〉−1−δ,(4.3)
|∂rhαβ | . ǫ〈t〉−1/2,(4.4)
ii) In the intermediate region R∗1 ≤ r∗ ≤ t2 we will assume that
(4.5) |hαβ | . ǫr−δ, |∂hαβ| . ǫr−1−δ
iii) In the region close to the cone r∗ > t2 we need to assume different decay rates for different components.
The component of the metric that multiply the derivatives with worst decay ∂2Lu will be required to satisfy
the better decay estimates
(4.6) |∂hLL| . ǫ〈t〉−1−δ, |hLL| . ǫ〈t− r∗〉〈t〉−1−δ.
This is needed for the estimates and is consistent with what holds for Einstein’s equations (3.19).
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The other components of h only need to satisfy the weaker estimates:
(4.7) |∂h| . ǫ〈t〉− 12−δ〈t− r∗〉− 12−δ, |h| . ǫ〈t− r∗〉 12−δ〈t〉− 12−δ.
Note in particular that since |∂gαβS | . r−2 we have in the region r ≥ R1:
(4.8) |∂gαβ| . r−2 + ǫ(r−1−δ + 〈t〉− 12−δ〈t− r∗〉− 12−δ)
We will also denote by
Mps[t0,t1] =M[t0,t1] ∩ {5M/2 ≤ r ≤ 7M/2}
a neighborhood of the photonsphere.
The main goal of this section is to prove the following local energy estimate:
Theorem 4.1. Let u solve the inhomogeneous linear wave equation
(4.9) gu = F
where g is a Lorentzian metric satisfying the conditions above. Then for any t0 < t1
‖∂u‖2L∞[t0,t1]L2 + ‖u‖2LE1S[t0,t1] .
∫
Mps
[t0,t1]
ǫ
t
|∂u|2dVg + ‖∂u(t0)‖2L2+
inf
F=F1+F2
∫
M[t0,t1]
|F1|(|∂u|+ r−1|u|) + |∂≤1F2|2dVg
(4.10)
where F2 is supported near r = 3M .
We presented the theorem in the form that is most convenient to us for applications in subsequent sections.
The F2 term will only be useful to treat commutations with vector fields near the trapped set, see for example
(5.57), and will otherwise equal 0.
After applying Cauchy Schwarz one can easily obtain a result similar Theorem 2.1, namely
‖∂u‖2L∞[t0,t1]L2 + ‖u‖2LE1S[t0,t1] .
∫
Mps
[t0,t1]
ǫ
t
|∂u|2dVg + ‖F‖2L1L2+LE∗
S
which combined with Gronwall’s inequality implies in particular that
(4.11) ‖∂u‖2L∞[t0,t1]L2 + ‖u‖2LE1S[t0,t1] . t
C0ǫ
1
(
‖F‖2L1L2+LE∗
S
+ ‖∂u(t0)‖2L2
)
for some constant C0 independent of t0, t1.
We also remark that the growth in t can be removed if we allow a loss of one derivatives on the initial
data and the inhomogeneous term F . We refer the reader to Theorem 7.1 for such a statement.
We will now prove Theorem 4.1. We start with a few technical lemmas.
Lemma 4.2. Let
h˜αβ =
√
|g|gαβ −
√
|gS |gαβS .
Then h˜ satisfies the estimates:
(4.12) |h˜αβ | . |h|
√
|g|, |h˜LL| . |hLL|
√
|g|
(4.13)
∣∣∣∂µh˜αβ∣∣∣ . (r−2|h|+ |∂µh|)√|g|, ∣∣∣∂th˜αβ∣∣∣ . |∂th|√|g|
(4.14) |∂µh˜LL| . (|∂µhLL|+ |hLL|(r−2 + |∂µh|))
√
|g|
In particular, if h satisfies the estimates (4.1), (4.2), (4.3), (4.4), (4.5), (4.6) and (4.7), then so does h˜.
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Proof. We start by noticing that
|
√
|g|gαβ −
√
|gS|gαβS | ≤ |hαβ |
√
|g|+ |gαβS (
√
|g| −
√
|gS |)|
which yields the first half of (4.12) since gαβS is uniformly bounded. The second part of (4.12) follows
immediately since g
LL
S = 0.
To prove (4.13) we write∣∣∣∂µ(gαβ√|g| − gαβS √|gS|)∣∣∣ . |∂µ(√|g|hαβ)|+ ∣∣∣∂µ(gαβS (√|g| −√|gS |))∣∣∣
. |(∂µ
√
|g|)hαβ |+ |
√
|g|∂µhαβ|+ |(∂µgαβS )(
√
|g| −
√
|gS |)|+ |gαβS ∂µ(
√
|g| −
√
|gS |)|
Let us estimate the first term. We use the formula (see for example [46])
(4.15) |g|−1∂µ|g| = gαβ∂µgαβ = −gαβ∂µgαβ
This implies
|(∂µ
√
|g|)hαβ | . |
√
|g|gλν(∂µgλν)hαβ | . (r−2 + |∂µh|)|hαβ |
√
|g| . (r−2|h|+ |∂µh|)
√
|g|
The second term clearly satisfies the desired estimate.
For the third term, we start by noting that since |∂gαβS | . r−2 we have
|(∂µgαβS )(
√
|g| −
√
|gS |)| . r−2|h|
√
|g|
For the fourth term, we note that
|∂µ(
√
|g| −
√
|gS|)| . |(∂µhλν)gλν
√
|g||+ |∂µgλνS (hλν
√
|g|+ (gS)λν(
√
|g| −
√
|gS |))| . (r−2|h|+ |∂µh|)
√
|g|
The proof of the first half of (4.13) is now complete. For the second part, we use the same argument
combined with the fact that |∂tgS | = 0.
To prove (4.14), we use that g
LL
S = 0:
|∂µh˜LL| . |∂µhLL|
√
|g|+ |hLL∂µ
√
|g|| . (|∂µhLL|+ |hLL|(r−2 + |∂µh|))
√
|g|

The second lemma is the following refined version of a weighted local energy estimate in [30]:
Lemma 4.3. Assume that the metric g and the functions u and F are the ones in Theorem 4.1. Then
(4.16)
∫ t1
t0
∫
r≥R1
|∂u|2
〈t− r∗〉1+δ dVg . E[t0] +
∫ t1
t0
∫
r≥R1/2
r−1−δ|∂u|2 + |F∂tu|dVg
Here and for the rest of the paper, we denote by ∂ the directions tangent to the light cones in Schwarzschild:
∂ = {L, 1
r
eA,
1
r
eB}
where {eA, eB} is an orthonormal frame associated to the unit sphere.
Proof. Let ρ = t− r∗ and Y = f(ρ)∂t, where f(x) = x−δ. By using (2.22) we obtain
(4.17) Q[g, Y ] +
1√
|g|(Y (
√
|g|gαβ))∂αu ∂βu = 2gαγ∂γf(ρ) ∂αu ∂tu− ∂tf(ρ) gαβ∂αu ∂βu
= ∂tf(ρ)
(
g00(∂tu)
2 − gij∂iu ∂ju
)
+ 2∂if(ρ) g
αi∂tu ∂αu
= f ′(ρ)
(
g00(∂tu)
2 − gij∂iu ∂ju− 2ωidr
∗
dr
gαi∂tu ∂αu
)
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In particular if, g = gS is the Schwarzschild metric then
Q[gS, Y ] = −f ′(ρ)
((
1− 2M
r
)−1
(∂tu)
2 +
(
1− 2M
r
)
(∂ru)
2 + |6∂u|2 + 2(1− 2M
r
)−1
ωi g
αi
S ∂tu ∂αu
)
= −f ′(ρ)
((
1− 2M
r
)−1(
(∂t + ∂r∗)u
)2
+ |6∂u|2
)
and so
(4.18) Q[gS , Y ] ≈ |∂u|
2
〈t− r∗〉1+δ , r ≥ R1
For the difference we have using the first line of (4.17)√
|g|Q[g, Y ]−
√
|gS|Q[gS , Y ] = f(ρ)∂th˜αβ ∂αu ∂βu− f ′(ρ)
(
2h˜αγ∂γρ ∂αu ∂tu+ h˜
αβ∂αu ∂βu
)
.
(One can alternatively write ∂γ ρ = −gS γδLδdr∗/dr and L = ∂t+ ∂r∗ .) Expanding h in the null frame using
(3.12) and using that ∂T ρ = 0, for T ∈ T , we see that
|h˜αγ∂γρ ∂αu ∂tu| . |h˜LL|(∂u)2 + |h˜||∂u||∂u|, |h˜αβ∂αu ∂βu| . |h˜LL|(Lu)2 + |h˜||∂u||∂u|.
By using Cauchy Schwarz and the extra decay for hLL, namely (4.13) and (4.6), in conjunction with
Lemma 4.2, we obtain that
(4.19) |
√
|g|Q[g, Y ]−
√
|gS |Q[gS, Y ]| . ǫ
(
r−1−δ|∂u|2 + ρ−1−δ|∂u|2
)
We now define
Y˜ = χR1/2(r)Y
Clearly we have that
(4.20) Q[g, Y˜ ] = 0, r ≤ R1/2, |Q[g, Y˜ ]−Q[g, Y ]| . χ′R1/2|∂u|2, r ≥ R1/2
In order to prove the lemma, we multiply (4.9) by Y˜ u and apply the divergence theorem. We obtain∫
M[t0,t1]
Q[g, Y˜ ]dVg = −
∫
M[t0,t1]
F · Y˜ u dVg − BDRg[u]|t=t1t=t0
Due to (4.18), (4.19) and (4.20) we obtain∫
M[t0,t1]
Q[g, Y˜ ]dVg &
∫ t1
t0
∫
r≥R1
|∂u|2
〈t− r∗〉1+δ dVg −
∫ t1
t0
∫
r≥R1/2
r−1−δ|∂u|2
On the other hand, the two boundary terms trivially satisfy
BDRS[u]
∣∣
t=ti
≈ ‖χR1/2∂u(ti)‖2L2 , i = 1, 2
Lemma 4.3 now follows from the divergence theorem. 
The third lemma is a Hardy type inequality near the cone.
Lemma 4.4. The lower order terms satisfy
(4.21)
∫ t1
t0
∫
r≥R1
r−2〈t〉− 12−δ〈t− r∗〉− 12−δ|u|2dVg .
∫ t1
t0
∫
r≥R1
r−1−δ|∂u|2 + r−3−δ|u|2dVg
Proof. Let χ(x) be a smooth cutoff so that χ ≡ 1 when x ≥ 1 and χ ≡ 0 when x ≤ 1/2. Since 〈t − r∗〉 & r
in the region where χ(r/t) 6= 1, we obtain far from the cone:∫ t1
t0
∫
r≥R1
r−2〈t〉− 12−δ〈t− r∗〉− 12−δ(1− χ2(r/t))|u|2dVg .
∫ t1
t0
∫
r≥R
r−3−δ|u|2dVg
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Close to the cone, we apply the following Hardy-type inequality from [30], which holds for all C1 compactly
supported functions f :
(4.22)
∫
R3
f2
〈t− r∗〉γ dx .
∫
R3
(∂rf)
2
〈t− r∗〉γ−2 dx, γ > 1, γ 6= 3
We will apply (4.22) to the function χ(r/t)u, and obtain (taking also into account the support properties
of χ and
√
|g| ≈
√
|gS |):∫ t1
t0
∫
r≥R1
r−2〈t〉− 12−δ〈t− r∗〉− 12−δχ2(r/t)|u|2dVg .
∫ t1
t0
∫
r≥R1
t−2−δ〈t− r∗〉−1−δχ2(r/t)|u|2dVS
.
∫ t1
t0
t−2−δ
∫
r≥R1
〈t− r∗〉1−δ∂r(χ2(r/t)u)2dVS .
∫ t1
t0
∫
r≥R1
r−2−δ(∂ru)
2 + r−3−δu2dVg
The proof of (4.21) is now complete. 
We are now ready for the proof of Theorem 4.1.
Proof. Let X and q be the vector field and scalar function defined in (2.33). We proved in the previous
section (see (2.34)) that∫
M[t0,t1]
Q[gS, X, q,m]dtdx = −
∫
M[t0,t1]
Su ·Xu dVS − BDRS[u]
∣∣t=t1
t=t0
− BDRS[u]
∣∣
r=re
with (see (2.35) ∫
M[t0,t1]
Q[gS , X, q,m]dtdx & ‖u‖2LES,δ[t0,t1]
and the boundary terms satisfying
BDRS[u]
∣∣
t=ti
≈ ‖∂u(ti)‖2L2 , i = 1, 2, BDRS[u]
∣∣
r=re
≈ ‖u‖2
H1(Σ+
[t0,t1]
)
.
We will first prove a weaker version of (4.10) for the metric g, namely
‖∂u‖2L∞[t0,t1]L2 + ‖u‖2LES,δ[t0,t1] .
∫
Mps
[t0,t1]
ǫ
t
|∂u|2dVg + ‖∂u(t0)‖2L2+
inf
F=F1+F2
∫
M[t0,t1]
|F1|(rδ|∂u|+ r−1+δ|u|) + |∂F2||u|dVg
(4.23)
We use the same X and q from (2.33) as a multiplier for our metric g. We obtain
(4.24)
∫
M[t0,t1]
Q[g,X, q,m]dtdx = −
∫
M[t0,t1]
gu ·Xu dVg − BDRg[u]|t=t1t=t0 − BDRg[u]|r=re
Due to the smallness condition (4.1) we see that the boundary terms still satisfy (2.29). Moreover,∣∣∣∫
M[t0,t1]
F1 ·Xu dVg
∣∣∣ . ∫
M[t0,t1]
|F1|(|∂u|+ r−1|u|)dVg ≤ δ0‖u‖2LES,δ[t0,t1] + C(δ0)
∫
M[t0,t1]
|F1|(rδ |∂u|+ r−1+δ |u|)dVg
and we can absorb the first term to the LHS of (4.23) for a small enough δ0.
For the term involving F2, the only problematic component is CK. We integrate by parts in time and use
the trace theorem for the boundary terms at t = t0 and t = t1. Since F2 is compactly supported, we obtain∣∣∣∫
M[t0,t1]
F2 ·Xu dVg
∣∣∣ ≤ δ0(‖∂u‖2L∞[t0,t1]L2 + ‖u‖2LES,δ[t0,t1]) + C(δ0)
∫
M[t0,t1]
|∂≤1F2|2dVg
By letting δ0 be small enough, we can absorb the terms involving ‖∂u‖2L∞[t0,t1]L2 and ‖u‖2LES,δ[t0,t1] to
the left hand side of (4.23).
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In order to finish the proof of (4.23), it remains to show that∫
M[t0,t1]
Q[g,X, q,m]
√
|g| −Q[gS, X, q,m]
√
|gS |dtdx
. ǫ
(∫
M[t0,t1]
Q[gS , X, q,m]
√
|gS |dtdx+
∫
Mps
[t0,t1]
t−1|∂u|2dtdx + ‖∂u‖2L∞[t0,t1]L2
)(4.25)
We note here that it is the presence of the term
∫
Mps
[t0,t1]
t−1|∂u|2dtdx that yields increase in time of the
norms; without it, Gronwall’s inequality gives boundedness. We will come back to this in Section 6.
It will be convenient to use the notation of [35]. We write down more explicitly the vector X˜ as
(4.26) X˜ = X1 +X2 + CK
Here X2 is a smooth vector field supported when r <
5M
2 , and
X1 = b(r)∂r =
(
1− 2M
r
)
a(r)∂r
where a : [re,∞)→ R is a smooth, bounded function also satisfying
(4.27) a′(r) ≈ r−2, a(3M) = 0
The exact formulas for a and X2 are not important, only the properties listed (see [35] for more details).
The scalar function q˜ is (see [35])
q˜(r) =
1
2
(
1− 2M
r
) 1
r2
∂r
(
r2a(r)
)
+ δ1χ{r>5M/2}
(r − 3M)2
r4
for some δ1 ≪ 1, and it satisfies
(4.28) |∂αr q˜| ≤ cαr−1−α α = 0, 1, 2
We will prove (4.25) by splitting the integrating region into several parts.
The error terms are easily handled near the event horizon. Indeed, due to (4.1) we have
(4.29)
∫
M
[re,
5M
2
)
[t0,t1]
|Q[g,X, q,m]
√
|g| −Q[gS , X, q,m]
√
|gS ||dtdx .
∫
M
[re,
5M
2
)
[t0,t1]
ǫ(|∂u|2 + u2)dVg
In particular this handles the error coming from X2 and m.
In the region 5M2 < r < R1 we will prove that∫
M
[ 5M
2
,R1)
[t0,t1]
|Q[g,X, q,m]
√
|g| −Q[gS , X, q,m]
√
|gS ||dtdx .
ǫ
∫
M
[ 5M
2
,R1)
[t0,t1]
Q[gS , X, q,m]
√
|gS |+ t−1−δ|∂u|2dtdx +
∫
Mps
[t0,t1]
ǫ
t
|∂u|2dVg
(4.30)
In the region r > R1 we will prove∫
M
[R1,∞)
[t0,t1]
|Q[g,X, q,m]
√
|g| −Q[gS , X, q,m]
√
|gS ||dtdx . ǫ
∫
M
[R1,∞)
[t0,t1]
r−1−δ|∂u|2
+ r−3−δu2 + 〈t− r∗〉−1−δ|∂u|2 + r−2〈t〉− 12−δ〈t− r∗〉− 12−δ|u|2dVg
(4.31)
By using Lemma 4.3 and Lemma 4.4 we can bound the last two terms on the RHS of (4.31) and we obtain∫
M
[R1,∞)
[t0,t1]
|Q[g,X, q,m]
√
|g| −Q[gS , X, q,m]
√
|gS ||dtdx .
ǫ
(∫
M
[ 1
2
R1,∞)
[t0,t1]
r−1−δ|∂u|2 + r−3−δu2 + |F∂tu|dVg + E[t0]
)(4.32)
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The desired estimate now follows from adding (4.29), (4.30), and (4.32).
We already dealt with (4.29) above. In the region r > 5M2 we will have to carefully analyze the contribu-
tions coming from X1, CK, q and X4. By applying (2.22) we immediately obtain
(4.33)
√
|g|Q[g, CK] = C 1
2
(∂th˜
αβ)∂αu∂βu
For X2 we obtain from (2.23):
(4.34)
1
2
(√
|g|Q[g,X2]−
√
|gS|Q[gS, X2]
)
= −1
2
b(r)∂r h˜
αβ ∂αu ∂βu
+
b(r)
r
(
h˜αj − h˜αrωj)∂αu ∂ju+ b′(r)h˜αr∂ru ∂αu− 1
2r2
∂r(r
2b(r)) h˜αβ∂αu ∂βu
On the other hand, for a scalar function q we calculate
(4.35)
√
|g|Q[g, 0, q, 0]−
√
|gS |Q[gS , 0, q, 0] = q(h˜αβ∂αu ∂βu)− 1
2
[(
√
|g|g −
√
|gS |gS )q]u2
Since b =
(
1− 2Mr
)
a, and from the definition of q˜, we obtain that
(4.36)
√
|g|Q[g,X2, q˜, 0]−
√
|gS |Q[gS, X2, q˜, 0] = −1
2
b(r)∂r h˜
αβ ∂αu ∂βu+
b(r)
r
(
h˜αj − h˜αrωj)∂αu ∂ju
+ b′(r)h˜αr∂ru ∂αu− M
r2
a(r) h˜αβ∂αu ∂βu− 1
2
[(
√
|g|g −
√
|gS |gS )q˜]u2
For the term involving X4, a quick computation using (2.23) and (4.35) yields
(4.37)√
|g|Q[g,X4, q2, 0]−
√
|gS |Q[gS, X4, q2, 0] = −1
2
χR1f(r)∂r h˜
αβ ∂αu ∂βu+
χR1f(r)
r
(
h˜αj − h˜αrωj)∂αu ∂ju
+ (χR1f)
′(r)h˜αr∂ru ∂αu− 1
2
(χR1f)
′(r)h˜αβ∂αu ∂βu− 1
2
[(
√
|g|g −
√
|gS |gS )q2]u2
Let us start with the analysis in the compact region 5M2 ≤ r ≤ R1. We first note that due to (4.33), (4.3)
and (4.13), we have
(4.38) |
√
|g|Q[g, CK]−
√
|gS |Q[gS, CK]| . ǫt−1−δ|∂u|2
For the X2 term, we obtain from (4.36), (4.1), (4.12), (4.13), (4.27) and Cauchy Schwarz that
(4.39) |
√
|g|Q[g,X2, q˜, 0]−
√
|gS |Q[gS , X2, q˜, 0]| . ǫ
[
t−1|∂u|2 + (r − 3M)2|∂u|2 + (∂ru)2 + u2
]
Combining (4.38), (4.39), and the fact that X4 and q2 are supported in {r ≥ R1}, we obtain (4.30) after
integration.
Let us now prove (4.31). It is enough to prove the pointwise bound for {r ≥ R1}
|Q[g,X, q,m]
√
|g|−Q[gS, X, q,m]
√
|gS || . ǫ
[
r−1−δ|∂u|2 + r−3−δu2
+ 〈t− r∗〉−1−δ|∂u|2 + r−2〈t〉− 12−δ〈t− r∗〉− 12−δ|u|2
]√
|g|.
(4.40)
We start by estimating the contribution of CK given in (4.33). Note that by Cauchy Schwarz and using
(4.6), (4.7) we obtain
|(∂th˜αβ)∂αu∂βu| .
(
|∂th˜LL|(Lu)2 + |∂th˜||∂u|2
)√
|g| . ǫ
√
|g|
(
r−1−δ(Lu)2 + 〈t− r∗〉−1−δ|∂u|2
)
which suffices.
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For the term Q[g,X2, q˜, 0] +Q[g,X4, q2, 0] we estimate each term in (4.36), (4.37).
For the first term we use (4.5), (4.6), (4.7), (4.14) and Cauchy Schwarz:
(4.41) |b(r)∂r h˜αβ ∂αu ∂βu|+ |χR1f(r)∂r h˜αβ ∂αu ∂βu| .
(
|∂rh˜LL|(Lu)2 + |∂rh˜||∂u|2
)√
|g|
. ǫ
√
|g|
(
t−1−δ(Lu)2 + 〈t− r∗〉−1−δ|∂u|2 + r−1−δ|∂u|2
)
Similarly the second term is estimated from the boundedness of b and f , and (4.5), (4.7) and (4.12)
(4.42) |b(r)
r
(
h˜αj − h˜αrωj)∂αu ∂ju|+ |χR1f(r)
r
(
h˜αj − h˜αrωj)∂αu ∂ju| . r−1|h˜||∂u|2 . r−1−δ|∂u|2
For the third term , we use that
|b′|+ |(χR1f)′| . r−1−δ
in conjunction with (4.7) and (4.12)
|b′(r)h˜αr∂ru ∂αu|+ |(χR1f)′(r)h˜αr∂ru ∂αu| . r−1−δ|∂u|2
Similarly for the fourth term,
|M
r2
a(r) h˜αβ∂αu ∂βu|+ |(χR1f)′(r)h˜αβ∂αu ∂βu| . r−1−δ|∂u|2
We are left with estimating the terms involving the Lagrangian corrections q = q˜ + q2. We have
|
√
|g|gq −
√
|gS |Sq| . |h˜αβ∂α∂βq|+ |∂αh˜αβ∂βq|
For the first term, we have from (4.28) and (2.31) that
|∂α∂βq| . r−3
which combined with (4.12), (4.7) yields
(4.43) |h˜αβ∂α∂βq| . ǫr−3−δ
For the second term, we use (4.28), (4.13), and (4.7) :
|∂αh˜αβ∂βq| . r−2|∂h˜| . ǫ
√
|g|(r−3−δ + r−2〈t〉− 12−δ〈t− r∗〉− 12−δ)
(4.31) now follows in the region {r ≥ R1}.
This concludes the proof of (4.23). The transition to the stronger estimate (4.10) is now straightforward,
following the methods of [38] and [35]. Indeed, it is enough to improve the estimate for w = χR1u, which
satisfies the equation
gw = χR1F + [g, χR1 ]u := F˜
For some fixed dyadic number ρ ≥ R1 we use a multiplier of the form
Xρ = C∂t + f˜(r)∂r , qρ =
f˜(r)
r
, f˜(r) =
r
r + ρ
A quick computation yields (see also [38] Proposition 8):
BDRg[u]|t=ti ≈ ‖∂u(ti)‖2L2∫
M[t0,t1]
Q[gS, Xρ, qρ, 0]dVg & ‖〈r〉− 12w‖2L2([t0,t1]×Aρ) + ‖〈r〉−
3
2w‖2L2([t0,t1]×Aρ)
On the other hand, the analogue estimate to (4.40) also holds in this case by the same proof. We thus have∣∣∣Q[g,Xρ, qρ, 0]√|g|−Q[gS, Xρ, qρ, 0]√|gS |∣∣∣ . ǫ[r−1|∂w|2 + r−3w2
+ 〈t− r∗〉−1−δ|∂w|2 + r−2〈t〉− 12−δ〈t− r∗〉− 12−δ|w|2
]√
|g|
(4.44)
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and by Lemmas 4.3 and 4.4 we get∫
M[t0,t1]
∣∣∣Q[g,Xρ, qρ, 0]√|g| −Q[gS, Xρ, qρ, 0]√|gS|∣∣∣dVg . ǫE[t0] + ǫ‖w‖2LE[t0,t1] +
∫
M[t0,t1]
|F˜ |(|∂u|+ r−1|u|)dVg
The desired estimate (4.10) follows after taking the supremum over the dyadic numbers ρ. 
5. Commuting with derivatives and vector fields
We will now prove the equivalent of Theorem 4.1 for higher order derivatives and vector fields. The goal of
this section is to prove the following:
Theorem 5.1. Let u solve (1.1), where g is a Lorentzian metric satisfying the conditions from Section 3.
Then for some constant CN independent of t0, t1 we have:
(5.1) ‖∂u≤N‖L∞[t0,t1]L2 + ‖u≤N‖LE1S[t0,t1] ≤ CN t
CN ǫ
1 ‖∂u≤N(t0)‖L2
Proof. We start by proving the following estimate for W :
Lemma 5.2. If W is defined as in (3.8), then
(5.2) WΛ = S
Z(1)∂uΛ +W
low
Λ
where the lower order term W lowΛ satisfies
(5.3) |W lowΛ | . |u≤Λ|, r ≤ R1
(5.4) |W lowΛ | . |∂u<Λ|+ (
1
r2
+
t1+δ
r1+δ〈t− r∗〉1/2+δ )|u≤Λ|, R
∗
1 ≤ r∗
Proof. We can write
W β = ∂αh
αβ +
1
2
(
gαβS
∂α|gS |
|gS | − g
αβ ∂α|g|
|g|
)
We clearly have that
(∂αh
αβ)Λ = ∂αh
αβ
Λ + S
Z(1)∂h<Λ
On the other hand, the second term satisfies(
gαβS
∂α|gS |
|gS | − g
αβ ∂α|g|
|g|
)
Λ
= SZ(1)
(
((gS)≤ |Λ|2
+ h
≤ |Λ|2
)∂h≤Λ + ((∂gS)≤ |Λ|2
+ ∂h
≤ |Λ|2
)h≤Λ
)
We also know that ∣∣∣(gS)≤ |Λ|2
∣∣∣ . 1, ∣∣∣(∂gS)≤ |Λ|2
∣∣∣ . r−2
The conclusion now follows by using (3.5) and (3.6). 
Our next remark is that, due to the (proof of) Lemma 5.2 combined with (3.5), (3.7) and the fact that
∂tgS = 0 we obtain that
(5.5) |∂thΛ|+ |∂tWΛ| . ǫ〈t〉 , |Λ| ≤
N
2
We will now prove the following very useful elliptic estimate:
Lemma 5.3. Let u be as in the theorem above, and J be a multiindex with 0 ≤ |J | ≤ N − 1. Let t0 ≤ t ≤ t1.
We have
‖∂2uJ(t)‖L2 + ‖∂uJ‖LE1
S
[t0,t] . ‖∂∂≤1uJ(t0)‖L2 + ‖∂t∂≤1u≤|J|(t)‖L2 + ‖∂u≤|J|(t)‖L2
+ ‖∂tu≤|J|‖LE1
S
[t0,t] + ‖u≤|J|‖LE1S[t0,t]
(5.6)
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Proof. We start with the case |J | = 0. Clearly u satisfies the equation
(5.7) L0u = Ltu+gu
where
(5.8) Ltu = − 1√|g|∂t(
√
|g|gtj∂ju)− 1√|g|∂j(
√
|g|gtj∂tu)− 1√|g|∂t(
√
|g|gtt∂tu)
(5.9) L0u =
1√
|g|∂i(
√
|g|gij∂ju)
The most important thing here is that L0 is a second order differential operator which is elliptic in the
region r > 2M + ε for some ε≪M .
Consider now smooth cutoffs χeh and χout, so that χeh = 1 when re ≤ r ≤ 2M + 2ε, χeh = 0 when
r ≥ 2M + 3ε, and χout = 1 when 2M + 2ε ≤ r, χout = 0 when r < 2M + ε.
We will first prove that
‖χout∂2u(t)‖L2 . ‖∂t∂≤1u(t)‖L2 + ‖∂u(t)‖L2 + ‖gu(t)‖L2(5.10)
‖χout∂u‖LE1S[t0,t] . ‖∂∂≤1u(t0)‖L2 + ‖∂tu‖LE1S[t0,t] + ‖u‖LE1S[t0,t] +
∥∥gu‖LE[t0,t](5.11)
To prove (5.10) we use standard elliptic estimates on constant time slices. Indeed, multiplying (5.9) by
∂k(χ
2
out∂ku) and integrating by parts yields∫
χ2outg
ij(∂jku)(∂iku)
√
|g|dx =
∫
(L0u)∂k(χ
2
out∂ku)
√
|g|dx−
∫
∂i(χ
2
out)∂k(
√
|g|gij∂ju)(∂ku)dx
There are no boundary terms at infinity since u is compactly supported.
We can now use (5.7) and Cauchy-Schwarz to bound the right hand side. The second term can easily be
estimated by using (3.5)∣∣∣∫ ∂i(χ2out)∂k(√|g|gij∂ju)(∂ku)dx∣∣∣≤
∫ ∣∣∣∂i(χ2out)∂k(√|g|gij)(∂ju)(∂ku)∣∣∣dx
+
1
2
∫ ∣∣∣∂j [∂i(χ2out)(√|g|gij)](∂ku)2∣∣∣dx . ‖∂u(t)‖2L2
On the other hand, by (5.8) we have
|Ltu| . |∂∂tu|+ |∂u|, |∂k(χ2out∂ku)| . χ2out|∂2u|+ |χ′out∂u|
We now obtain by Cauchy-Schwarz that∣∣∣∫ (L0u)∂k(χ2out∂ku)√|g|dx∣∣∣ ≤ Cδ˜(‖∂t∂≤1u(t)‖2L2 + ‖∂u(t)‖2L2 + ‖gu(t)‖2L2)+ δ˜‖χout∂2u(t)‖2L2
for any small δ˜ and some large Cδ˜. After summing over k, using the ellipticity of L0 on the support of χout
and taking δ˜ small enough we can absorb the last term to the left hand side, and (5.10) follows.
We are left with estimating the space-time term, (5.11).
We start by estimating the lower order term on the left hand side. Let χps denote a cutoff function near
r = 3M . Away from the photosphere we already have the better estimate
(5.12) ‖(1− χps)r−1∂u‖LE[t0,t] . ‖(1− χps)∂u‖LE[t0,t] . ‖∂u‖LE[t0,t]
Near the photonsphere, we multiply (5.7) by χ2psu, integrate by parts and use Cauchy-Schwarz. We obtain
(5.13) ‖χps∂u‖L2[t0,t]L2 . ‖∂u(t0)‖L2 + ‖∂u(t)‖L2 + ‖∂tu‖LE1S[t0,t] + ‖u‖LE1S[t0,t] + ‖χpsgu‖L2[t0,t]L2
which takes care of the lower order term in ‖∂u‖LE1
S
[t0,t] near the photosphere and hence everywhere.
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For R > 4M dyadic we can multiply (5.7) by 1R∂iχ
2
R∂iu, integrate by parts and apply Cauchy-Schwarz
to obtain
‖R−1/2χR∂∂iu‖L2[t0,t]L2 ≤ C
(
‖∂tu‖LE1S[t0,t] + ‖u‖LE1S[t0,t] + ‖gu‖LE(r>7M/2)
)
+
1
2
‖R−1/2χR∂∂iu‖L2[t0,t]L2
where the constant C is independent of R. After absorbing the last term to the LHS, summing over i and
taking the supremum over R we obtain
(5.14) ‖∂2u‖LE(r>4M)‖ . ‖∂tu‖LE1
S
[t0,t] + ‖u‖LE1S[t0,t] + ‖gu‖LE(r>7M/2)
In the compact region r < 4M , we first multiply (5.7) by ∂iχ
2
M (r−3M)2∂iu, where χM is a cutoff function
supported in 2M + ε ≤ r ≤ 5M which is identically 1 when 2M + 2ε ≤ r ≤ 4M . After integrating by parts
and applying Cauchy-Schwarz we obtain
(5.15) ‖χM (r − 3M)∂2u‖L2L2 . ‖∂tu‖LE1
S
[t0,t] + ‖u‖LE1S[t0,t] + ‖χM (r − 3M)gu‖L2[t0,t]L2
Finally, we can multiply (5.7) by ∂rχ
2
M∂ru, integrate by parts and apply Cauchy-Schwarz to obtain
‖χM∂∂ru‖L2[t0,t]L2 . ‖∂t∂≤1u‖L∞[t0,t]L2 + ‖χM∂u‖L2[t0,t]L2 + ‖∂tu‖LE1S[t0,t]+
‖u‖LE1S[t0,t] + ‖χMgu‖L2[t0,t]L2 + ‖χ
′
Mgu‖L2[t0,t]L2
(5.16)
The proof of (5.11) is complete by (5.12), (5.13), (5.14), (5.15), and (5.16).
We now estimate the part near the event horizon. Let v = χehu. The function v satisfies the equation
gv = [g, χeh]u+ χehgu
By using, for example, Lemma 4.4 of [36] we obtain that
‖∂2v‖L∞L2 + ‖∂v‖H1 . ‖∂v(t0)‖H1 + ‖gv‖H1
and as a consequence
‖χeh∂2u(t)‖L2 + ‖χeh∂u‖LE1
S
[t0,t] . ‖∂∂≤1u(t0)‖L2 + ‖∂u‖H1(2M+2ε<r<2M+3ε) + ‖gu‖H1(r<2M+3ε)
(5.17)
The middle term on the RHS is supported in the region where χout = 1, so it can be controlled by
(5.11).The desired conclusion (5.6) when |J | = 0 now follows from (5.10), (5.11) and (5.17)
Assume now that J=(i, j, k) is a multi-index with 1≤ |J |= i+ 3j+3k ≤N and proceed by induction on
|J |. We have
L0uJ = LtuJ +guJ
In order to estimate the last term, we observe that since gu = 0 we have
|guJ | . (|(gS)≤|J||+ |h≤|J|/2|) · |∂u≤|J||+ |∂u≤|J|/2| · |h≤|J||
Due to (3.4) and (3.5) we obtain that
(5.18) |guJ | . |∂u≤|J||+
1
r
|u≤|J||
Since by Hardy’s inequality we have
(5.19) ‖1
r
u≤|J|(t)‖L2 + ‖
1
r
u≤|J|‖LE[t0,t] . ‖∂u≤|J|(t)‖L2 + ‖∂u≤|J|‖LE[t0,t]
and one can prove elliptic estimates as above. Away from the event horizon, using (5.10) and (5.11) applied
to uJ in conjunction with (5.18) and (5.19), we obtain
‖χout∂2uJ‖L∞[t0,t]L2 + ‖χout∂uJ‖LE1S[t0,t] .
‖∂t∂u≤|J|‖L∞[t0,t]L2 + ‖∂u≤|J|‖L∞[t0,t]L2 + ‖∂tu≤|J|‖LE1S[t0,t] + ‖u≤|J|‖LE1S[t0,t]
(5.20)
which suffices away from the event horizon by the induction hypothesis.
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On the other hand, near the event horizon, let v = χehu as before. Our goal will be to prove that
‖∂2vJ‖L∞[t0,t]L2 + ‖∂vJ‖LE1S[t0,t] . ‖∂
2vJ(t0)‖L2 + ǫ‖∂vJ‖LE1
S
[t0,t]+
‖u≤|J|‖LE1
S
[t0,t] + ‖χout∂uJ‖LE1S[t0,t]
(5.21)
For small enough ǫ the second term on the RHS can be absorbed on the left, while the last term on the
RHS can be estimated from (5.20). The conclusion (5.6) now follows from (5.20) and (5.21).
By Lemma 4.4 of [36] we get
(5.22) ‖∂2vJ‖L∞[t0,t]L2 + ‖∂vJ‖LE1S[t0,t] . ‖∂
2vJ (t0)‖L2 + ‖gvJ‖H1[t0,t]
Clearly vJ satisfies
(5.23) gvJ = [g, Z
J ]v + (gv)J
Since [g, χeh] is supported in the where χout = 1, the second term on the RHS of (5.23) can be controlled:
‖(gv)J‖H1[t0,t] . ‖χout∂uJ‖LE1S[t0,t] + ‖χeh(gu)J‖H1[t0,t]
For the first term we have
‖[g, ZJ ]v‖H1[t0,t] . ‖∂vJ‖H1[t0,t] + ‖v≤|J|‖H1[t0,t]
The second term on the RHS is controlled by the induction hypothesis, so (5.21) will follow if we prove
(5.24) ‖∂vJ‖H1[t0,t] . ‖∂2vJ (t0)‖L2 + ‖v≤|J|‖H1[t0,t] + ‖(gv)J‖H1[t0,t]
Let us start with the case of no vector fields, namely j = k = 0. We will mimic the proof of Lemma 4.4
of [36] in our case. The first key observation is that, since
[gS , ∂t] = [gS , ∂ω] = 0
we obtain that
(5.25)
∣∣∣[g, ∂t,ω]u∣∣∣ . ǫ|∂≤2u|
Let vJ˜ denote the set {∂i1t ∂i2ω v, i1 + i2 ≤ i}. By Lemma 4.4 of [36] we get
‖∂vJ˜‖H1[t0,t] . ‖∂2vJ˜ (t0)‖L2 + ‖gvJ˜‖H1[t0,t]
and by using (5.23) and (5.25)
‖gvJ˜‖H1[t0,t] . ǫ‖∂2vJ˜‖H1[t0,t] + ‖∂≤|J˜|v‖H1[t0,t] + ‖(gv)J˜‖H1[t0,t]
After absorbing the first term on the RHS to the left, we obtain (5.24) when all derivatives are either
time or angular derivatives.
On the other hand, the ∂r derivatives do not commute nicely with the Schwarzschild metric, so we need
to use the red shift effect near the event horizon. We add ∂r derivatives one by one by induction. More
specifically, we use the proof of (4.21) from [36], which asserts that for all functions w supported near the
event horizon and γ1 > 0 on the support of w, then
‖∂∂rw‖L∞[t0,t]L2 + ‖∂rw‖H1[t0,t] . ‖∂2w(t0)‖L2 + ‖(g + γ1∂r)∂rw‖H1[t0,t](5.26)
Assume now that vJ = ∂
l
ruJ˜ with l > 0. After commuting we obtain
gvJ = −l(∂rgrr)∂l+1r vJ˜ +O(ǫ)∂≤|J|+1v + ∂≤|J|v
The key observation is that, since the metric g is O(ǫ) perturbation of gS in C
1 and ∂rg
rr
S (2M) > 0 one has
l(∂rg
rr) > 0
near r = 2M . By applying (5.26) to w = ∂l−1r vJ˜ with γ1 = l(∂rg
rr) we get
‖∂vJ‖H1[t0,t] . ‖∂vJ(t0)‖L2 + ǫ‖∂≤|J|v‖H1[t0,t] + ‖∂≤|J|−1v‖H1[t0,t]
The middle term on the RHS can be absorbed to the left, and (5.24) in the case j=k=0 follows by induction.
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For the general case, the key observation is that commuting g with Ω or S yields lower order terms,
since each one of these vectors counts as three derivatives, while the commutator is of order at most 2. We
can now apply (5.24) to i derivatives of the function vΩS := Ω
jSkv . We obtain
‖∂vJ‖H1[t0,t] =‖∂∂i(vΩS)‖H1[t0,t] . ‖∂2vJ(t0)‖L2 + ‖v≤|J|‖H1[t0,t] + ‖∂i(gvΩS)‖H1[t0,t]
. ‖∂2vJ (t0)‖L2 + ‖v≤|J|‖H1[t0,t] + ‖(gv)J‖H1[t0,t]
where in the last line we used that
[g,Ω
jSk]v ∈ SZ(1)v≤3j+3k
This finishes the proof of (5.24). 
The purpose of the above lemma is to replace spatial derivatives by time derivatives when performing the
commutations. This is crucial near the photosphere, where the time derivative comes with an extra decay
factor of t−1 compared to spatial derivatives.
The following Klainerman-Sideris type estimate will provide better control of ∂2u.
Lemma 5.4. Assume that g is a Lorentzian metric satisfying the conditions (3.5).
Then for any multi index |Λ| ≤ N2 we have when r ≥ 2R1:
(5.27) |∂2uΛ| . t
r〈t− r∗〉 |∂u≤|Λ|+3|+
t
〈t− r∗〉 |(gu)≤|Λ||
Proof. For the duration of this proof, we will let  denote the Minkowski d’Alembertian with respect to the
x∗ coordinates,
 = −∂2t +
3∑
i=1
∂2x∗i
Let us start by proving the case Λ = 0. Since
∂A,B ≈ 1
r
Ω, ∂t =
1
t
S − r
∗
t
∂r∗
we get that
(5.28) |∂2u| . 1
r
|∂u≤3|+ |∂2r∗u|
On the other hand, we have for ∂2r∗u (see, for example, [24]):
(5.29) |∂2r∗u| .
1
〈t− r∗〉 |∂u≤3|+
t
〈t− r∗〉 |u|
We estimate
|(g −)u| . |gu−Su|+ |Su−u| . |h||∂2u|+ |∂h||∂u|+ 1
r
|∂u≤1|
and taking into account (3.5), (5.28) we get
t
〈t− r∗〉 |u| .
t
〈t− r∗〉 |gu|+
ǫ
〈t− r∗〉1/2 |∂
2u|+ ǫt
r〈t− r∗〉 |∂u|+
t
r〈t − r∗〉 |∂u≤3|
.
t
〈t− r∗〉 |gu|+
ǫ
〈t− r∗〉1/2 |∂
2
r∗u|+
t
r〈t − r∗〉 |∂u≤3|
We now plug back into (5.29) and absorb the ∂2r∗u term to the left side. We obtain
|∂2r∗u| .
t
r〈t − r∗〉 |∂u≤3|+
t
〈t− r∗〉 |gu|
which in conjunction with (5.28) implies (5.27) for Λ = 0.
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The proof now follows by induction. Let us assume that (5.27) holds for all multiindices with |Λ1| < |Λ|.
We will prove (5.27) for Λ.
By applying (5.29) to uΛ we obtain
(5.30) |∂2r∗uΛ| .
1
〈t− r∗〉 |∂u≤|Λ|+3|+
t
〈t− r∗〉 |uΛ|
After commuting with the vector fields we obtain
|uΛ| . |(u)Λ|+ |(u)≤|Λ|−3|
Clearly
|(Su−u)Λ| . r−1(|∂2uΛ|+ |∂u≤|Λ||)
and using (3.5)
|(gu−Su)Λ| . ǫ〈t− r
∗〉1/2
t
(|∂2uΛ|+ |∂2u≤|Λ|−1|) +
ǫ
r
|∂u≤|Λ|||
The last two inequalities combined with (5.29) imply
t
〈t− r∗〉 |(u)Λ| .
ǫ
〈t− r∗〉1/2 (|∂
2uΛ|+ |∂2u≤|Λ|−1|) +
ǫt
r〈t − r∗〉 |∂u≤|Λ|||
+
t
r〈t − r∗〉 |∂u≤|Λ|+3|+
t
〈t− r∗〉 |(gu)Λ|
A similar estimate holds for |(u)≤|Λ|−3|. By using (5.28) (applied to uΛ) we can plug back into (5.30)
and obtain
|∂2r∗uΛ| .
t
r〈t − r∗〉 |∂u≤|Λ|+3|+
t
〈t− r∗〉 |(gu)Λ|
which combined with (5.28) finishes the proof of (5.27). 
Coming back to proving (5.1), we will proceed by induction. We first prove the result for derivatives only.
Let us start with commuting with the time derivative. A simple computation gives, as ∂t and gS commute:
g∂tu = F1 + ∂tgu where F1 = (∂th
αβ)∂α∂βu+ (∂tW
α)∂αu
Let
E1(t) = ‖∂∂tu(t)‖2L2 + ‖∂tu‖2LE1
S
[t0,t]
By (4.10) applied to ∂tu we obtain:
(5.31) E1(t) .
∫
M[t0,t]
|F1|(|∂∂tu|+ r−1|∂tu|)dVg +
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + ‖∂∂tu(t0)‖2L2
Due to (3.7) we have
|∂thαβ | . ǫ〈t〉−1
and thus by taking Lemma 5.3 into account∫
M[t0,t]
|(∂thαβ)∂α∂βu|(|∂∂tu|+ r−1|∂tu|)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂≤1u|
2dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + t
Cǫ‖∂∂≤1u(t0)‖2L2
(5.32)
On the other hand, by Lemma 5.2 we can write
∂tW
α = SZ(1)∂∂tu+W
low, |W low| . ǫ|∂≤1u|
In the region 5M2 ≤ r ≤ 7M2 we additionally have by our first technical assumption (3.10) that
∂tW
α = SZ(t−1/2)∂∂tu+W
low
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We get ∫
M
[re,R1)
[t0,t1]
|(∂tWα)∂αu|(|∂∂tu|+ r−1|∂tu|)dVg .
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂∂tu|
2 +
ǫ
〈τ〉1/2 |∂≤1u|
2dVg
+
∫
M
[re,R1)
[t0,t1]
\Mps
[t0,t]
ǫ
〈τ〉1/2 |∂≤2u|
2dVg .
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + ǫ‖∂≤1u‖2LE1
S
[t0,t]
which by the induction hypothesis and Lemma 5.3 implies that
(5.33)
∫
M
[re,R1)
[t0,t1]
|(∂tWα)∂αu|(|∂∂tu|+ r−1|∂tu|)dVg .
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dV + ǫE1(t) + t
Cǫ‖∂∂≤1u(t0)‖2L2
In the intermediate region R∗1 ≤ r∗ ≤ τ2 we know by (3.4) that
|∂αu| . ǫ
r〈t− r∗〉1/2
and thus by Lemma 5.2 :∫
M
[R1,
τ
2
)
[t0,t]
|(∂tWα)∂αu|(|∂∂tu|+ r−1|∂tu|)dVg . ǫ‖∂tu‖2LE1
S
[t0,t]
+ ǫ‖u‖2LE1
S
[t0,t]
. ǫE1(t) + t
Cǫ‖∂∂≤1u(t0)‖2L2
(5.34)
In the region τ2 ≤ r∗ we have, for the higher order term in W , since |∂αu| . ǫ〈t〉−1:
(5.35)
∫
M
[ τ
2
,∞)
[t0,t]
|∂t∂u||∂αu|(|∂∂tu|+ r−1|∂tu|)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + t
Cǫ‖∂∂≤1u(t0)‖2L2
For the lower order term we use (5.4). We obtain∫
M
[ τ
2
,∞)
[t0,t]
| τ
1+δ
r1+δ〈t− r∗〉1/2+δ u≤1∂αu|(|∂∂tu|+ r
−1|∂tu|)dVg
.
∫
M
[ τ
2
,∞)
[t0,t]
ǫ〈τ〉−1〈τ − r∗〉−1−δ|u≤1||∂≤1∂tu|dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + t
Cǫ‖∂∂≤1u(t0)‖2L2
+
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉〈t − r∗〉2+δ u
2dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + t
Cǫ‖∂∂≤1u(t0)‖2L2
(5.36)
For the last inequality we used (4.22) to bound
(5.37)
∫
r∗≥ τ2
u2
〈t− r∗〉2+δ dx .
∫
r∗≥ τ4
|∂u|2 + r−1u2dx
and Hardy’s inequality.
By (5.32), (5.33), (5.34), (5.35) and (5.36) we get
(5.38)
∫
M[t0,t1]
|F1|(|∂∂tu|+ r−1|∂tu|) .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂tu|
2dVg + t
Cǫ‖∂∂≤1u(t0)‖2L2 + ǫE1(t)
Gronwall’s inequality combined with (5.31) and (5.38) yields
E1(t) . t
Cǫ‖∂∂≤1u(t0)‖2L2
which is the desired estimate for ∂tu. By applying Lemma 5.3, the same holds true for ∂u.
We now proceed by induction. We will show how to get the most difficult case when we commute with
N derivatives. We assume that the conclusion (5.1) holds for up to N − 1 derivatives, namely
‖∂∂≤N−1u(t)‖L2 + ‖∂≤N−1u‖LE1
S
[t0,t] . t
Cǫ‖∂∂≤N−1u(t0)‖L2 , t0 ≤ t ≤ t1
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and want to prove that
(5.39) ‖∂N+1u(t)‖L2 + ‖∂Nu‖LE1
S
[t0,t] . t
Cǫ‖∂∂≤Nu(t0)‖L2, t0 ≤ t ≤ t1
We start by commuting with N time derivatives. We obtain
(5.40) g∂
N
t u = FN
where
(5.41) FN =
∑
m+n=N
Amn∂
m
t h
αβ∂nt ∂α∂βu+Bmn∂
m
t W
α∂nt ∂αu
for some constants Amn, Bmn with A0N = B0N = 0.
Let
(5.42) EN (t) = ‖∂∂Nt u(t)‖2L2 + ‖∂Nt u‖2LE1
S
[t0,t]
By (4.10) applied to ∂Nt u we know that
(5.43) EN (t) .
∫
M[t0,t]
|FN |(|∂∂Nt u|+ r−1|∂Nt u|)dVg +
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2dVg + ‖∂∂nt u(t0)‖2L2
We will now show that
(5.44)
∫
M[t0,t]
|FN ||∂≤1∂Nt u|dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2dVg + ǫEN (t) + tCǫ‖∂∂≤Nu(t0)‖2L2
The conclusion (5.39) will now follow after applying Gronwall’s inequality in (5.43) and using Lemma 5.3.
Clearly either m or n is at most N2 . If 1 ≤ m ≤ N2 we can apply (3.1), (3.7) and Lemma 5.2 to get
(5.45) |∂mt hαβ|+ |∂mt Wα| . ǫ〈t〉−1
which suffices.
On the other hand, if 1 ≤ n ≤ N2 we also obtain from (3.1) and (3.7) that
|∂nt ∂α∂βu|+ |∂nt ∂ju| . ǫ〈t〉−1, n ≥ 1
We are left with the case n = 0. Near the trapped set we have by (3.4) and Lemma 5.3:∫
M
[re,R1)
[t0,t]
|(∂Nt hαβ)(∂α∂βu)∂≤1∂Nt u|dVg .
∫
M
[re,R1)
[t0,t]
ǫ
〈τ〉 12 |(∂
N
t h
αβ)∂≤1∂
N
t u|dVg
.
∫
M
[re,R1)
[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2 + ǫ|∂≤Nu|2dVg .
∫
M
[re,R1)
[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2dVg + ǫEN (t) + ‖∂≤N−1u‖2LE1
S
[t0,t]
which suffices by the induction hypothesis.
On the other hand for the second term we use (3.1), (3.4) and (3.10) as in (5.33). We obtain∫
M
[re,R1)
[t0,t]
|(∂Nt Wα)(∂αu)∂≤1∂Nt u|dVg .
∫
M
[re,R1)
[t0,t]
ǫ
〈τ〉 12 |(∂
N
t W
α)∂≤1∂
N
t u|dVg
.
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2 + |∂≤Nu|2dVg +
∫
M
[re,R1)
[t0,t1]
\Mps
[t0,t]
ǫ|∂≤N+1u|2dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2dVg + ǫEN (t) + ‖∂≤N−1u‖2LE1
S
[t0,t]
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In the intermediate region R∗1 ≤ r∗ ≤ τ2 we get as in (5.32) and (5.34):∫
M
[R1,
τ
2
[t0,t]
)
(|∂Nt hαβ∂α∂β|+ |∂Nt Wα∂αu|)|∂≤1∂Nt u|dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2dVg + ǫEN (t)+
tCǫ‖∂∂≤Nu(t0)‖2L2
In the region τ2 ≤ r∗ near the cone we have as in (5.32), (5.35) and (5.36)∫
M
[ τ
2
,∞)
[t0,t]
(|∂Nt hαβ∂α∂β |+ |∂Nt Wα∂αu|)|∂≤1∂Nt u|dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂∂
N
t u|2dVg + tCǫ‖∂∂≤N−1u(t0)‖2L2
The conclusion (5.44) now follows.
We now use induction to add the rest of the vector fields in Z. Let us start by proving the desired estimate
for Zu, where Z ∈ {Ω, S}. A quick computation gives
gZu = FZ
where
(5.46) FZ = (Zh
αβ)∂α∂βu+ h
αβ [Z, ∂α∂β ]u+ (ZW
α)∂αu+W
α[Z, ∂α]u+ [S, Z]u
We will write
FZ = F
1
Z + F
2
Z , F
2
Z = χps[gS , Z]u
Let
EZ(t) = ‖∂Zu(t)‖2L2 + ‖Zu‖2LE1S[t0,t]
We would like to show that
(5.47) EZ(t) . t
Cǫ‖∂u≤3(t0)‖2L2
By applying Theorem 4.1 to Zu we obtain that
(5.48) EZ(t) .
∫
Mps
[t0,t]
ǫ
〈τ〉 |∂Zu|
2dVg + ‖∂u(t0)‖2L2 +
∫
M[t0,t1]
|FZ1 |(|∂Zu|+ r−1|Zu|) + |∂≤1FZ2 |2dVg
Let us first estimate the last term. Since [gS ,Ω] = 0, we only have to worry about the case Z = S. Since
near the trapped set we have that [gS , Z] ≈ ∂2 we get
(5.49)
∫
M[t0,t]
|∂≤1F 2Z |2dVg .
∫
Mps
[t0,t1]
|∂∂≤2u|2dVg . ‖∂≤3u‖2LE1S[t0,t] . t
Cǫ‖∂∂≤3u(t0)‖2L2
by the induction hypothesis.
We will now prove that∫
M[t0,t]
|F 1Z |(|∂u|+ r−1|u|)dVg ≤ δ0EZ(t) + C(δ0)
(∫
M[t0,t]
ǫ
〈τ〉 |∂Zu|
2dVg + δZSEΩ(t)
)
+ C(δ0)t
Cǫ
(
‖∂≤3u‖2LE1S[t0,t] + ‖∂∂≤3u‖
2
L∞[t0,t]L2
)(5.50)
Here δ0 is small, ǫ-independent, and δZS = 0 when Z = Ω, δZS = 1 when Z = S. The first term on the RHS
can be absorbed to the LHS of (5.48), while in view of (5.39) we can bound the last term:
‖∂≤3u‖2LE1
S
[t0,t]
+ ‖∂∂≤3u‖2L∞[t0,t]L2 . tCǫ‖∂∂≤3u(t0)‖2L2
When Z = Ω, (5.47) follows from the inequality above and Gronwall’s inequality. When Z = S the
conclusion will similarly follow since we have the needed estimate for EΩ.
We treat each term in (5.46) separately.
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For the first term we will use the pointwise bounds (3.4) and (5.27) to bound
|∂α∂βu| . ǫ t
r2〈t− r∗〉 32
and the fact that
|Zh| . |Zu|+ |u|
We divide our region into three parts as before.
In the region re ≤ r ≤ R1 we estimate:∫
M
[re,R1)
[t0,t1]
|(Zhαβ)(∂α∂βu)|(|∂Zu|+ r−1|Zu|)dVg .
∫
M
[re,R1)
[t0,t1]
ǫ
〈τ〉 12 |Zh||∂≤1Zu|dVg
.
∫
M
[re,R1)
[t0,t1]
ǫ
〈τ〉 |∂Zu|
2dVg + ǫEZ(t) + ǫ‖∂≤3u‖2LE1S[t0,t]
(5.51)
In the intermediate region R∗1 ≤ r∗ ≤ τ2 we get:∫
M
[R1,
τ
2
)
[t0,t]
|(Zhαβ)(∂α∂βu)|(|∂Zu|+ r−1|Zu|)dVg .
∫
M
[R1,
τ
2
)
[t0,t]
ǫ
r
5
2
|Zh|(|∂Zu|+ r−1|Zu|)dVg
. ǫEZ(t) + ǫ‖∂≤3u‖2LE1
S
[t0,t]
(5.52)
Near the cone, where τ2 ≤ r∗, we have∫
M
[ τ
2
,∞)
[t0,t]
|(Zhαβ)(∂α∂βu)|(|∂Zu|+ r−1|Zu|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉〈t − r∗〉 32 |Zh|(|∂Zu|+
r−1|Zu|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉 |∂Zu|
2 +
ǫ
〈τ〉2 (|Zu|
2 + |u|2) + ǫ〈τ〉〈τ − r∗〉3 (|Zu|
2 + |u|2)dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂Zu|
2dV + tCǫ‖∂∂≤3u‖2L∞[t0,t]L2
(5.53)
where we used Hardy’s inequality and (5.37) for the last estimate.
The desired conclusion thus follows for the first term in (5.46). The same argument also works for the
second term in (5.46) since [Z, ∂α∂β ] ≈ ∂2 and Zh ≈ h.
For the third term, the crucial observation is that, while in general we have (see Lemma 5.2)
|ZW | . |∂Zu|+ |∂∂≤2u|+ |Zu|+ |u|, r ≤ R1
near r = 3M we have due to (3.10)
|ZW | . 〈t〉−1/2|∂Zu|+ |Zu|+ |∂≤3u|
We thus get :∫
M
[re,R1)
[t0,t1]
|(ZWα)(∂αu)|(|∂Zu|+ r−1|Zu|)dVg .
∫
Mps
[t0,t1]
ǫ
〈τ〉 |∂Zu|
2 + ǫ(|Zu|2 + |∂≤3u|2)dVg
+
∫
M
[re,R1)
[t0,t1]
\Mps
[t0,t]
ǫ(|∂≤1Zu|2 + |∂≤3u|2)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂Zu|
2dVg + ǫEZ(t) + ǫ‖∂≤3u‖2LE1
S
[t0,t]
(5.54)
In the region r∗ ≥ R∗1 we have by Lemma 5.2
|ZW | . |∂Zu|+ |∂∂≤2u|+ ( 1
r2
+
t1+δ
r1+δ〈t− r∗〉1/2+δ )(|Zu|+ |u|)
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In the intermediate region R∗1 ≤ r∗ ≤ τ2 we now obtain∫
M
[R1,
τ
2
)
[t0,t]
|(ZWα)(∂αu)|(|∂Zu|+ r−1|Zu|)dVg
.
∫
M
[R1,
τ
2
)
[t0,t]
ǫ
r〈t− r∗〉 12 |ZW |(|∂Zu|+ r
−1|Zu|)dVg . ǫEZ(t) + ǫ‖∂≤3u‖2LE1
S
[t0,t]
(5.55)
Near the cone we have, similarly to (5.53)∫
M
[ τ
2
,∞)
[t0,t]
|(ZWα)(∂αu)|(|∂Zu|+ r−1|Zu|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉 |ZW |(|∂Zu|+ r
−1|Zu|)dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂Zu|
2dVg + t
Cǫ‖∂∂≤2u‖2L∞[t0,t]L2
(5.56)
The fourth term is (5.46) is treated similarly, since ZW ≈W and [Z, ∂β ] ≈ ∂.
Finally we have to deal with the fifth term, which comes from the linear part. In the compact region
re ≤ r ≤ R1 away from the photonsphere we have [gS , Z] ≈ ∂2 and so we trivially estimate∫
M
[re,R1)
[t0,t1]
(1 − χps)([gS , Z]u)(|∂Zu|+ r−1|Zu|)dVg ≤
∫
M
[re,R1)
[t0,t1]
(1− χps)
(
δ0(|∂Zu|2 + |Zu|2)
+ C(δ0)|∂≤2u|2
)
dVg ≤ δ0EZ(t) + C(δ0)‖∂≤3u‖2LE1
S
[t0,t]
(5.57)
In the region r ≥ R1 we use the fact that the commutator has good decay properties. More precisely,
[gS ,Ω] = 0, while for S we have (see, for example, [32], Proposition 4):
(5.58) [gS , S]u ∈ SZ(1)gSu+ SZ(r−2+)(∂u, ∂Ωu)
Since
gu−gSu = hαβ∂α∂βu+Wα∂αu
the right hand side can be handled as in (5.52), (5.53), (5.55), and (5.56). On the other hand, we also have∫
M
[R1,∞)
[t0,t]
r−2+(|∂u|+ |∂Ωu|)(|∂Su|+ r−1|Su|)dVg ≤ δ0ES(t)+
C(δ0)(‖∂u‖2LE[t0,t] + ‖∂Ωu‖2LE[t0,t]) ≤ δ0ES(t) + C(δ0)(‖∂≤3u‖2LE1S[t0,t] + EΩ(t))
(5.59)
This completes the proof of (5.50).
We now proceed by induction. Fix a positive integer K ≤ N3 , and define
P = {Λ = (i, j, k), j + k = K}
P l = {Λ = (i, j, k) ∈ P , k ≤ l}, 0 ≤ l ≤ K
We will prove the theorem by induction on K. We have explicitly obtained the estimates in the cases
K = 0 and K = 1, i = 0, which are the first two steps in the induction argument.
For Λ = (i, j, k) we say that Λ ≺ P if j + k < K.
We assume that the theorem holds for all Λ ≺ P and we will prove it for Λ ∈ P . Let us define
(5.60) EPl(t) =
∑
Λ∈Pl
‖∂uΛ(t)‖2L2 + ‖uΛ‖2LE1S[t0,t], 0 ≤ l ≤ K
(5.61) EP(t) =
∑
Λ∈P
‖∂uΛ(t)‖2L2 + ‖uΛ‖2LE1
S
[t0,t]
and
E≺P(t) =
∑
Λ1≺Λ∈P
‖∂uΛ1(t)‖2L2 + ‖uΛ1‖2LE1S[t0,t]
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Pick some Λ ∈ P l. We will show that
(5.62) EPl(t) .
∫
M[t0,t]
ǫ〈τ〉−1|∂uΛ|2dVg + EPl−1(t) + tCǫE≺P(t)
where we define EP−1 = 0. (5.62) easily implies that
EP(t) .
∫
M[t0,t]
ǫ〈τ〉−1EP(τ)dVg + tCǫE≺P (t)
Gronwall’s inequality and the induction hypothesis now imply the desired result.
We start by noticing that, due to the elliptic estimate Lemma 5.3, we may assume that all derivatives in
Λ are time derivatives.
After commuting the equation we get that
(5.63) guΛ = FΛ + LΛ
where
(5.64) FΛ =
∑
Λ1+Λ2=Λ
|Λ1|>0
hαβΛ1 ∂α∂βuΛ2 +
∑
Λ1+Λ2=Λ
WαΛ1∂αuΛ2 + [gS , Z
Λ]u
and LΛ consists of lower order terms satisfying the bound
(5.65) |LΛ| .
∑
m+n<|Λ|
(|h≤m||∂2u≤n|+ |Wα≤m||∂αu≤n|)
We would like to prove that
inf
FΛ=F 1Λ+F
2
Λ
∫
M[t0,t]
|F 1Λ|(|∂uΛ|+ r−1|uΛ|) + |∂≤1F 2Λ|2dVg ≤ δ0EPl(t)
+ C(δ0)
(∫
M[t0,t]
ǫ〈τ〉−1|∂uΛ|2dVg + EPl−1(t)
)
+ C(δ0)t
CǫE≺P(t)
(5.66)
and a similar result for LΛ.
By applying Theorem 4.1, summing after Λ ∈ P l, and absorbing the first term on the right hand side of
(5.66) to the left hand side, we obtain the desired conclusion (5.62).
We will prove (5.66). The corresponding estimate for LΛ is similar but easier since it is lower order.
We write as before
FΛ = F
1
Λ + F
2
Λ, F
2
Λ = χps[gS , Z
Λ]u
For the second term, it is immediate to see that∫
M[t0,t]
|∂≤1F 2Λ|2dVg . E≺P (t)
We now estimate F 1Λ. Clearly we must have either |Λ1| ≤ N2 or |Λ2| ≤ N2 .
In the second case, the estimates follow similarly to (5.51), (5.52), (5.53), (5.54), (5.55) and (5.56). Indeed,
when re ≤ r ≤ R1 we have∫
M
[re,R1)
[t0,t1]
|hαβΛ1 ∂α∂βuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[re,R1)
[t0,t1]
ǫ
〈τ〉 12 |hΛ1 ||∂≤1uΛ|dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + ǫEPl(t) + E≺P(t)
(5.67)
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M
[re,R1)
[t0,t1]
|WαΛ1∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[re,R1)
[t0,t1]
ǫ
〈τ〉 12 |WΛ1 ||∂≤1uΛ|dVg
.
∫
Mps
[t0,t1]
ǫ
〈τ〉 |∂uΛ|
2 + ǫ|u≤Λ|2dVg +
∫
M
[re,R1)
[t0,t1]
\Mps
[t0,t]
ǫ|∂≤1u≤Λ|2dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + ǫEPl(t) + E≺P(t)
(5.68)
In the intermediate region R∗1 ≤ r∗ ≤ τ2 we obtain∫
M
[R1,
τ
2
)
[t0,t]
|hαβΛ1 ∂α∂βuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[R1,
τ
2
)
[t0,t]
ǫ
r
5
2
|hΛ1 |(|∂uΛ|+ r−1|uΛ|)dVg
. ǫEPl(t) + E≺P (t)
(5.69)
∫
M
[R1,
τ
2
)
[t0,t]
|WαΛ1∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[R1,
τ
2
)
[t0,t]
ǫ
r
3
2
|WΛ1 |(|∂uΛ|+ r−1|uΛ|)dVg
. ǫEPl(t) + ǫE≺P(t)
(5.70)
Near the cone, we get by Hardy’s inequality and (5.37):
∫
M
[ τ
2
,∞)
[t0,t]
|hαβΛ1 ∂α∂βuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉〈τ − r∗〉 32 |u≤Λ1 |(|∂uΛ|
+ r−1|uΛ|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
τ
|∂u≤Λ|2 + ǫ
τ2
|u≤Λ|2dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + t
CǫE≺P(t)
(5.71)
and by Lemma 5.2∫
M
[ τ
2
,∞)
[t0,t]
|WαΛ1∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉 |WΛ1 |(|∂uΛ|+ r
−1|uΛ|)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + t
Cǫ‖∂u≺Λ‖2L∞[t0,t]L2 .
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + ǫEPl(t) + t
CǫE≺P(t)
(5.72)
Let us treat the first case, when |Λ1| ≤ N2 . If i1 > 0 we get by (5.45), since we are assuming that the
derivatives are time derivatives:
|hΛ1 |+ |WαΛ1 | . ǫ〈t〉−1
and thus ∫
M[t0,t]
(|hαβΛ1 ∂α∂βuΛ2 |+ |WαΛ1∂αuΛ2)(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + t
CǫE≺P(t)(5.73)
On the other hand, if i1 = 0 then a-priori we only know that |hΛ1 | . ǫ〈t〉−1〈t − r∗〉
1
2 . The crucial
observation for the first term is that, since |Λ1| > 0, we have that (2, 0, 0)+ Λ2 ≺ Λ, and thus ∂α∂βuΛ2 is of
lower order. Near the trapped set we thus get
(5.74)
∫
M
[re,R1)
[t0,t1]
|hαβΛ1 ∂α∂βuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[re,R1)
[t0,t1]
ǫ|u≺Λ|2dVg . ǫE≺P(t)
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In the intermediate region and near the cone we use Klainerman-Sideris:∫
M
[R1,∞)
[t0,t]
|hαβΛ1 ∂α∂βuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[R1,∞)
[t0,t]
ǫ〈τ − r∗〉 12
〈τ〉 |∂α∂βuΛ2 |(|∂uΛ|
+ r−1|uΛ|)dVg .
∫
M
[R1,∞)
[t0,t]
∑
Z∈{Ω,S}
( ǫ
〈τ〉〈τ − r〉 12 |∂ZuΛ2 |+ ǫ〈τ − r〉
− 12 |uΛ2 |
)
(|∂uΛ|
+ r−1|uΛ|)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + t
CǫE≺P(t) +
∫
M
[R1,∞)
[t0,t]
ǫ〈τ − r〉− 12 |(gu−u)Λ2 |
(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + t
CǫE≺P(t)
(5.75)
where we can use the induction hypothesis to estimate the last term.
The estimate for the Wα term is similar, but easier. Near the trapped set we have∫
M
[re,R1)
[t0,t1]
|WαΛ1∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[re,R1)
[t0,t1]
ǫ
〈τ〉 |∂uΛ|
2 + ǫ|u≺Λ|2dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + ǫE≺P(t)
(5.76)
In the intermediate region we get from Lemma 5.2 and (3.4) that |WΛ1 | . ǫr−1−δ and thus∫
M
[R1,
τ
2
)
[t0,t]
|WαΛ1∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[R1,
τ
2
)
[t0,t]
ǫr−1−δ|∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg
. ǫEPl(t) + E≺P (t)
(5.77)
Near the cone Lemma 5.2 and (3.4) imply that |WΛ1 | . ǫ〈t〉〈t−r∗〉δ and thus∫
M
[ τ
2
,∞)
[t0,t]
|WαΛ1∂αuΛ2 |(|∂uΛ|+ r−1|uΛ|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
ǫ
〈τ〉 |∂αuΛ2 |(|∂uΛ|+ r
−1|uΛ|)dVg
.
∫
M[t0,t]
ǫ
〈τ〉 |∂uΛ|
2dVg + t
CǫE≺P(t)
(5.78)
Finally, for the last term in (5.66), we see, due to (5.58), that
(5.79) [gS , Z
Λ]u ∈ SZ(r−2+)(∂uΛ˜ + |∂u≺Λ|) + F≺Λ, Λ˜ ∈ P l−1
The last term can be estimated by our induction hypothesis. The highest order term can be treated as in
(5.57) and (5.59):
(5.80)
∫
M[t0,t]
(1− χps)r−2+|∂uΛ˜|(|∂uΛ|+ r−1|uΛ|)dVg ≤ δ0EPl(t) + C(δ0)(EPl−1(t) + E≺P (t))
while for the lower order term we immediately get
(5.81)
∫
M[t0,t]
(1 − χps)r−2+|∂u≺Λ|(|∂uΛ|+ r−1|uΛ|)dVg ≤ δ0EPl(t) + C(δ0)E≺P(t)
The estimate (5.66) now follows from (5.67) - (5.81). 
6. Pointwise decay
In this section we will establish the required pointwise decay for u and vector fields applied to u. More
precisely, we will prove the following
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Theorem 6.1. Let T be a fixed time and u solve (1.1) in the time interval T ≤ t ≤ 2T . Assume that g(u, t, x)
satisfies the conditions from Section 3. Then for any multi index |Λ| ≤ N − 13 we have for T ≤ t ≤ 2T :
(6.1) |uΛ| ≤ C′|Λ|〈t〉−1〈t− r∗〉1/2‖u≤|Λ|+13‖LE1S[T,2T ]
(6.2) |∂uΛ| ≤ C′|Λ|〈r〉−1〈t− r∗〉−1/2‖u≤|Λ|+13‖LE1S[T,2T ]
In particular we obtain by Theorem 5.1 that
(6.3) |u≤N−13| . 〈t〉−1+Cǫ〈t− r∗〉1/2
(6.4) |∂u≤N−13| . 〈t〉Cǫ〈r〉−1〈t− r∗〉−1/2
Proof. We follow notation from [36]. For the region
CT = {T ≤ t ≤ 2T, r ≤ t}.
we use a double dyadic decomposition of it with respect to either the size of t− r∗ or the size of r, depending
on whether we are close or far from the cone,
CT =
⋃
1≤R≤T/4
CRT
⋃ ⋃
1≤U<T/4
CUT
where for R,U > 1 we set
CRT = CT ∩ {R < r < 2R}, CUT = CT ∩ {U < t− r∗ < 2U}
while for R = 1 and U = 1 we have
CR=1T = CT ∩ {0 < r < 2}, CU=1T = CT ∩ {0 < t− r∗ < 2}
The sets CRT and C
U
T represent the setting in which we apply Sobolev embeddings, which allow us to obtain
pointwise bounds from L2 bounds. Precisely, we have
Lemma 6.2. For any function w and all T ≥ 1 and 1 ≤ R,U ≤ T/4 we have
(6.5) ‖w‖L∞(CR
T
) .
1
T
1
2R
3
2
∑
i≤1,j≤2
‖SiΩjw‖L2(CR
T
) +
1
T
1
2R
1
2
∑
i≤1,j≤2
‖SiΩj∇w‖L2(CR
T
),
respectively
(6.6) ‖w‖L∞(CUT ) .
1
T
3
2U
1
2
∑
i≤1,j≤2
‖SiΩjw‖L2(CUT ) +
U
1
2
T
3
2
∑
i≤1,j≤2
‖SiΩj∇w‖L2(CUT ).
Proof. In exponential coordinates (s, ρ, ω) with t = es and r = es+ρ the region CRT becomes a region of size
1 in all directions. The bound (6.5) follows from applying the fundamental theorem of calculus in the s and
ρ directions, combined with the usual Sobolev embeddings on the sphere S2. The same applies for (6.6) in
exponential coordinates (s, ρ, ω) with t = es and t− r∗ = es+ρ. 
By applying (6.5) to uΛ and taking the supremum over R ≤ T2 we obtain (6.1) in the region r∗ ≤ t2 .
Near the cone we use (6.6) in conjunction with the Hardy-type inequality (4.22). Let χ be a cutoff so
that χ ≡ 1 when x ≥ 12 and χ ≡ 0 when x ≤ 14 . For any function w we have
(6.7) U−1‖w‖L2(CU
T
) .
∥∥∥χ(r∗/t)w〈t− r∗〉
∥∥∥
L2[T,2T ]L2
. ‖∂r∗(χ(r∗/t)w)‖L2[T,2T ]L2 . T
1
2 ‖w‖LE1
S
[T,2T ]
Using the inequality above for w = SiΩjuΛ in (6.6) we obtain the desired estimate
‖uΛ‖L∞(CU
T
) .
U
1
2
T
‖u≤|Λ|+10‖LE1
S
[T,2T ]
In order to estimate the derivatives, we need another Klainerman-Sideris type estimate for second deriva-
tives of higher order terms.
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Lemma 6.3. Assume that g is a Lorentzian metric satisfying the conditions (3.5). Then for any multi index
|Λ| ≤ N we have for r ≥ 2R1:
(6.8) |∂2uΛ| . t
r〈t − r∗〉 |∂u≤|Λ|+3|+
t2
r2〈t− r∗〉2 |u≤|Λ||+
t
〈t− r∗〉 |(gu)Λ|
The proof is similar to the one of Lemma 5.4. We start with the estimate (5.30), and we need to bound
|uΛ|. We again have
|uΛ| . |(u)Λ|+ |(u)≤|Λ|−3|
and
|(gSu−u)Λ| . r−1(|∂2uΛ|+ |∂u≤|Λ||)
We now have
(gu−gSu)Λ =
∑
Λ1+Λ2=Λ
hαβΛ1 ∂α∂βuΛ2 +
∑
Λ1+Λ2=Λ
WαΛ1∂αuΛ2
Either |Λ1| ≤ N2 or |Λ2| ≤ N2 . In the first case we have, similarly to the proof of Lemma 5.4
|hΛ1 | .
ǫ〈t− r∗〉1/2
〈t〉 , |WΛ1 | .
1
〈r〉〈t − r∗〉δ
so
t
〈t− r∗〉 |h
αβ
Λ1
∂α∂βuΛ2 | .
ǫ
〈t− r∗〉1/2 (|∂
2uΛ|+ |∂2u≤|Λ|−1|)
t
〈t− r∗〉 |W
α
Λ1∂αuΛ2 | .
t
r〈t− r∗〉 |∂u≤|Λ||
In the second case, we have by Lemma 5.4
|∂uΛ2 | .
ǫ
r〈t − r∗〉 12 , |∂
2uΛ2 | .
ǫt
r2〈t− r∗〉 32
so
t
〈t− r∗〉 |h
αβ
Λ1
∂α∂βuΛ2 | .
ǫt2
r2〈t− r∗〉5/2 |u≤|Λ||
t
〈t− r∗〉 |W
α
Λ1∂αuΛ2 | .
t
r〈t − r∗〉3/2 |W≤|Λ|| .
t
r〈t − r∗〉3/2 |∂u≤|Λ||+
t2
r2〈t− r∗〉2 |u≤|Λ||
The conclusion (6.8) now follows as in Lemma 5.4.
Coming back to the proof of (6.2), we apply (6.5) and (6.6) to ∂uΛ. We obtain
‖∂uΛ‖L∞(CR
T
) .
1
T
1
2R
3
2
∑
i≤1,j≤2
‖SiΩj∂uΛ‖L2(CR
T
) +
1
T
1
2R
1
2
∑
i≤1,j≤2
‖SiΩj∂2uΛ‖L2(CR
T
)
.
1
T
1
2R
‖u≤|Λ|+13‖LE1
S
[T,2T ]
where we used (6.8) to bound the last term. Similarly, by using (6.8) and (6.7), we obtain
‖∂uΛ‖L∞(CUT ) .
1
T
3
2U
1
2
∑
i≤1,j≤2
‖SiΩj∂uΛ‖L2(CUT ) +
U
1
2
T
3
2
∑
i≤1,j≤2
‖SiΩj∂2uΛ‖L2(CUT )
.
1
T
1
2U
1
2
‖u≤|Λ|+13‖L2(CU
T
) +
1
(UT )
3
2
‖u≤|Λ|+10‖L2(CU
T
) .
1
TU
1
2
‖u≤|Λ|+13‖LE1S[T,2T ]

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7. Boundedness of the lower order norms
In order to close our bootstrap, having growing local energy norms does not suffice. In this section we will
show that the lower order norms are actually bounded. We will denote by T = {∂} the set of tangential
derivatives, and let ∂T = T
α∂α. We start with the following analogous result to Theorem 4.1.
Theorem 7.1. Let u solve gu = F , where g is as in Theorem 4.1. Then we have
(7.1) ‖∂u‖2L∞[t0,t1]L2 + ‖u‖2LE1S[t0,t1] . ‖∂u≤1(t0)‖
2
L2 + ‖F≤1‖2L1L2+LE∗
S
Proof. We have by Theorem 5.1∫
Mps
[t0,t1]
ǫ
t
|∂u|2dVg .
∑
Tdyadic
∫
Mps
[T,2T ]
t−1|∂u|2dVg .
∑
Tdyadic
T−1TCǫ(‖∂u≤1(t0)‖2L2
+ ‖F≤1‖2L1L2+LE∗
S
) . ‖∂u≤1(t0)‖2L2 + ‖F≤1‖2L1L2+LE∗
S
The result now follows from (4.10) and Gronwall’s inequality. 
We now prove a higher order version of Theorem 7.1 which is a refinement of Theorem 5.1 for low norms.
Theorem 7.2. Let u solve (1.1), where g is as in Theorem 5.1. Then for N˜ ≤ N − 3, we have:
(7.2) ‖∂u≤N˜‖2L∞[t0,t1]L2 + ‖u≤N˜‖2LE1S[t0,t1] . ‖∂u≤N(t0)‖
2
L2
We need a technical lemma to write the difference g −gS with respect to the null frame:
Lemma 7.3. We have
(7.3) (g −gS )u = hLL∂2Lu+ T 2g (h)u+
1√
|g|∂L(
√
|g|hLL)∂Lu+ T 1g (h)u+ T 0g (h)u,
where ∂U = U
α∂α,
(7.4) T 2g (h)u =
∑
T∈T
(hTLLβ + hTβ)∂T∂βu,
(7.5) T 1g (h)u =
1√
|g|
( 1
gS(L,L)
Lα∂L
(√|g|hαβ)+∑
T∈{A,B}
Tα∂T
(√|g|hαβ))∂βu
+
Lα√
|g|gS(L,L)
∂L
(√|g|hαβ)( Lβ
gS(L,L)
∂L +
∑
T∈{A,B}
Tβ∂T
)
u
+
∑
T∈T
(gTLS
2
∂L ln
(|g|/|gS|)∂T + gTβS
2
∂T ln
(|g|/|gS|) ∂β)u,
and
(7.6) T 0g (h)u = −
2M
r2
∂r∗u+
2Lαh
αiωi
gS(L,L)3
2M
r2
∂Lu.
Here T = {L,A,B}, |g|/|gS| = 1 + O(h) and gUVS are the coefficients in the expansion of gS in the null
frame gαβS = g
LL
S L
αLβ +
∑
T∈T g
LT
S L
αT β + gαTS T
β.
Proof of Lemma 7.3. Expanding in a null frame using (3.12) we have
(7.7) hαβ∂α∂β = h
LLLαLβ∂α∂β +
∑
T∈T
(hTLLβ + hTβ)∂T ∂βu.
If we also use that
LαLβ∂α∂β = ∂
2
L − (∂LLβ)∂β .
we get
hαβ∂α∂β = T
2
g (h)u −
2M
r2
∂r∗ ,
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To prove (7.5) we first rewrite
1√
|g|∂α
(√|g|gαβ)− 1√|gS|∂α
(√|gS |gαβS ) = 1√|g|∂α
(√|g|hαβ)+ 1
2
∂α ln
(|g|/|gS|) gαβS ,
where |g|/|gS| = 1 +O(h). Since gLLS = 0, we obtain
∂α ln
(|g|/|gS|) gαβS ∂βu = ∑
T∈T
(
∂T ln
(|g|/|gS|) gTαS ∂α + ∂L ln (|g|/|gS|) gTLS ∂T)u
which is the last line of (7.5). Expanding the usual derivatives in a null frame we get
(7.8) ∂α =
1
gS(L,L)
LαL+
1
gS(L,L)
Lα L+AαA+BαB,
which follows from the discussion before (3.14). Hence
∂α
(√|g|hαβ) = 1
gS(L,L)
(
Lα∂L
(√|g|hαβ)+ Lα∂L(√|g|hαβ))+ ∑
T∈{A,B}
Tα∂T
(√|g|hαβ).
We further expand
∂L
(√|g|hαβ)∂β = ∂L
(√|g|hαβ)
gS(L,L)
(
Lβ∂L + Lβ∂L
)
+
∑
T∈{A,B}
∂L
(√|g|hαβ)Tβ∂T .
It follows that
(7.9)
1√
|g|∂α
(√|g|gαβ)− 1√|gS|∂α
(√|gS |gαβS ) = 1√|g| LαLβgS(L,L)2 ∂L
(√|g|hαβ)∂Lu+ T 1g (h)u.
Moreover
(7.10)
1√
|g|
LαLβ
gS(L,L)2
∂L
(√|g|hαβ)− 1√|g|∂L
(√|g|hLL) = −hαβ∂L LαLβ
gS(L,L)2
= −2hαβLα
∂LLβ
gS(L,L)2
+ 2hαβLαLβ
∂LgS(L,L)
gS(L,L)3
=
2Lαh
αiωi
gS(L,L)3
2M
r2
.
Summing everything up proves (7.3). 
Proof of Theorem 7.2. We use induction on a multiindex Λ, in the spirit of Theorem 5.1. The case Λ = 0 is
given by Theorem 7.1. We first commute with time derivatives, as in the proof of Theorem 5.1. Recall the
definitions of EN˜ and FN˜ from (5.42) and (5.40). We note that
(7.11)
∫
Mps
[t0,t]
ǫ
τ
|∂∂N˜t u|2dVg . ‖∂∂≤N˜+1u(t0)‖2L2 ,
which follows from using Theorem 5.1 as in the in the proof of Theorem 7.1 above.
We will next modify the estimate (5.44) to
(7.12)
∫
M[t0,t]
|FN˜ ||∂≤1∂N˜t u|dVg ≤ δ0EN˜ (t) + C(δ0)‖∂∂≤Nu(t0)‖2L2
for a suitably small, ǫ-independent constant δ0 that allows the first term to be absorbed on the left hand
side. The conclusion of the theorem, (7.2), for all derivatives, i.e. with u≤N˜ replaced by ∂≤N˜u, will then
follow from first using (7.11) and (7.12) in (5.43) and then using Gronwall’s inequality and Lemma 5.3.
Let us now prove (7.12). In the region re ≤ r ≤ R1 we have by (5.45)∫
M
[re,R1)
[t0,t]
|FN˜ ||∂≤1∂N˜t u|dVg .
∫
M
[re,R1)
[t0,t]
ǫ
〈τ〉 |∂≤N˜+1u|
2dVg
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and so
(7.13)
∫
M
[re,R1)
[t0,t]
|FN˜ ||∂≤1∂Nt u|dVg . ‖∂≤N˜+1u(t0)‖2L2
by decomposing the time interval dyadically and using Theorem 5.1 as in the proof of Theorem 7.1.
In the region R∗1 ≤ r∗ ≤ t2 we have by (3.7) and (5.4) |∂thΛ|+ |∂tWΛ| . ǫr−1−δ and so∫
M
[R1,
τ
2
)
[t0,t]
|FN˜ |(|∂∂N˜t u|+ r−1|∂N˜t u|)dVg .
∫
M
[R1,
τ
2
)
[t0,t]
ǫr−1−δ(|∂∂N˜t u|2 + |∂∂≤N˜−1u|2)dVg
≤ δ0EN˜ (t) + C(δ0)‖∂≤N˜−1u‖2LE1
S
[t0,t]
≤ δ0EN˜ (t) + C(δ0)‖∂∂≤N˜u(t0)‖2L2
(7.14)
by the induction hypothesis.
Near the cone we will use the additional hypothesis (3.17). We clearly have for any function w that
(7.15) ∂w ∈ SZ
( 〈t− r∗〉
t
)
∂w + SZ
(1
t
)
Zw
We will now commute time derivatives through the equation expressed in a nullframe using Lemma 7.3.
Note that T ig(h)u, i = 1, 2, contain at least one tangential derivative on one of the factors h and u:
T 2g (h)u ≈ h∂∂u, T 1g (h)u ≈ ∂h∂u+ ∂h∂u, ∂ ∈ T ,
whereas T 0g (h)u decay better T
0
g (h)u ∼Mr−2∂u.
We now commute with ∂N˜t . Due to (3.17), (3.6) and (3.4) we have∣∣∣[∂N˜t , hLL∂2L + 1√|g|∂L(
√
|g|hLL)∂L
]
u
∣∣∣ . t−1−δ|∂u≤N˜+1|
On the other hand, since [∂t, ∂] = 0, we also have due to (3.5), (3.6), (3.4) and (7.15)∣∣∣[∂N˜t , T ig(h)]u∣∣∣ . t−1−δ|∂u≤N˜+3|+ t−2〈t− r∗〉−δ|u≤N˜+3|
Therefore near the cone we have by Theorem 5.1 and (4.22)∫
M
[ τ
2
,∞)
[t0,t]
|FN˜ |(|∂∂N˜t u|+ r−1|∂N˜t u|)dVg .
∫
M
[ τ
2
,∞)
[t0,t]
τ−1−δ|∂u≤N˜+3|2+
τ−2〈t− r∗〉−δ|u≤N˜+3|2dVg . ‖∂∂≤N˜+3u(t0)‖2L2
(7.16)
(7.12) now follows from (7.13), (7.14) and (7.16).
We now proceed by induction on the number of vector fields K as in Theorem 5.1. We assume that
Theorem 7.2 holds for all Λ ≺ P , and we will prove it for all Λ ∈ P .
As before, after commuting in the equation for uΛ, Λ ∈ P l, we get that
guΛ = FΛ + LΛ + (gu)Λ
where
FΛ =
∑
Λ1+Λ2=Λ, |Λ1|>0
hαβΛ1 ∂α∂βuΛ2 +
∑
Λ1+Λ2=Λ
WαΛ1∂αuΛ2 + [gS , Z
Λ]u
and LΛ consists of lower order terms satisfying the bound
|LΛ| .
∑
m+n<|Λ|
(|h≤m||∂2u≤n|+ |Wα≤m||∂αu≤n|)
We now apply (4.10) to uΛ. It follows as in the proof of Theorem 5.1 that∫
Mps
[t0,t1]
ǫ
t
|∂uΛ|2dVg . ‖∂≤1∂u≤N˜(t0)‖2L2
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It will suffice to modify (5.66) to∫
M[t0,t]
(|FΛ|+ |LΛ|)(|∂uΛ|+ r−1|uΛ|)dVg ≤ δ0EPl(t) + C(δ0)(EPl−1(t) + ‖∂u≤N˜+3(t0)‖2L2)(7.17)
We will only show how to control the FΛ term in (7.17), as the LΛ is similar.
In the compact region re ≤ r ≤ R1 we have as in the proof of Theorem 5.1∫
M
[re,R1)
[t0,t]
|FΛ||∂≤1uΛ|dVg .
∑
Tdyadic
∫
M
[re,R1)
[T,2T ]
〈τ〉−1/2(|∂uPl(t)|2 + |uPl(t)|2) + |u≺P(t)|2dVg
.
∑
Tdyadic
T−1/2TCǫ‖∂u≤|Λ|+1(t0)‖2L2 + E≺P(t) . ‖∂u≤|Λ|+1(t0)‖2L2
(7.18)
by the induction hypothesis.
In the intermediate region R∗1 ≤ r∗ ≤ t2 we have by (6.8), (5.4), and (6.4) that
|∂2u≤N˜ | . ǫr−
5
2+δ, |W≤N˜ | . ǫr−1−δ, |[gS , ZΛ]u| . r−2+(|∂uΛ˜|+ |∂u≺P |)
This yields
|FΛ| ≤ Cǫr− 52+δ|u≤Λ|+ δ0r−1−δ|∂u≤Λ|+ Cr−2+(|∂uΛ˜|+ |∂u≺P |)
and thus ∫
M
[R1,
τ
2
)
[t0,t]
|FΛ|(|∂uΛ|+ r−1|uΛ|)dVg ≤ δ0EPl(t) + C(δ0)(EPl−1 (t) + E≺P(t))(7.19)
which suffices by the induction hypothesis.
Finally, near the cone we write the operator in null coordinates as in (7.3). For the part without tangential
derivatives we note that, by using (3.17), (6.3) and (6.4), we have |hLL
≤N˜
| . t−1−δ/2 and thus
(7.20)
∣∣∣[ZΛ, hLL∂2L + 1√|g|∂L(
√
|g|hLL)∂L
]
u
∣∣∣ . t−1−δ|∂u≤N˜+1|
For the part containing tangential derivatives, we use the fact that commuting with Ω and S preserves
the null structure. Indeed, a quick computation yields
[∂t, ∂] = 0, [Ω, ∂] ∈ T , [S, ∂] ∈ T , for ∂ ∈ T .
Here T = {∑T∈T cT∂T }, where cT (ω) are homogeneous functions of degree 0. In fact,
[Ω, T ] ∈ T , [S, T ] ∈ T , for T ∈ T .
It is not hard to see that∣∣∣[ZΛ, T ig(h)]u∣∣∣ . |h≤N˜ ||∂∂≤N˜u|+ |∂h≤N˜ ||∂u≤N˜ |+ |∂h≤N˜ ||∂u≤N˜ |
Using (6.3), (7.15), and (6.8), we get
|h≤N˜ ||∂∂≤N˜u| .
ǫ〈t〉Cǫ〈t− r∗〉 12
〈t〉 |∂∂u≤N˜ | .
ǫ〈t〉Cǫ〈t− r∗〉 12
〈t〉
( 〈t− r∗〉
t
|∂2u≤N˜ |+
1
t
|∂u≤N˜+3|
)
.
ǫ〈t〉Cǫ〈t− r∗〉 12
〈t〉
(1
t
|∂u≤N˜+3|+
1
t〈t− r∗〉 |u≤N˜ |
)
. t−1−δ|∂u≤N˜+3|+ t−2+δ〈t− r∗〉−1/2|u≤N˜ |
We can also bound, using (3.6), (6.4) and (7.15)
|∂h≤N˜ ||∂u≤N˜ | .
(
|∂u≤N˜ |+
1
〈t− r∗〉1/2+δ |u≤N˜ |
)(〈t− r∗〉
t
|∂u≤N˜ |+
1
t
|u≤N˜+3|
)
.
〈t〉Cǫ
t〈t− r∗〉δ
(〈t− r∗〉
t
|∂u≤N˜ |+
1
t
|u≤N˜+3|
)
.
1
t1+δ/2
|∂u≤N˜ |+
1
t2−δ/2〈t− r∗〉δ |u≤N˜+3|
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A similar computation yields the same bound for |∂h≤N˜ ||∂u≤N˜ |. We thus have near the cone
∫
M
[ τ
2
,∞)
[t0,t]
|FΛ|
(|∂uΛ|+ 1
r
|uΛ|
)
dVg .
∫
M
[ τ
2
,∞)
[t0,t]
1
τ1+δ/2
|∂u≤N˜+3|2 +
1
τ2+δ
|u≤N˜+3|2dVg . ‖∂u≤N˜+3(t0)‖2L2
(7.21)
by Theorem 5.1 and Hardy’s inequality.
Finally, for the last term we use (5.79) and estimate like in (5.80) and (5.81)
(7.22)
∫
M[t0,t]
|[gS , ZΛ]u|(|∂uΛ|+ r−1|uΛ|)dVg ≤ δ0EPl(t) + C(δ0)(EPl−1 (t) + E≺P(t))
The estimate (7.17) now follows from (7.18), (7.19), (7.20), (7.21), and (7.22) 
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