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STABILITY, RESONANCE AND LYAPUNOV
INEQUALITIES FOR PERIODIC CONSERVATIVE
SYSTEMS
ANTONIO CAN˜ADA AND SALVADOR VILLEGAS
Abstract. This paper is devoted to the study of Lyapunov type in-
equalities for periodic conservative systems. The main results are de-
rived from a previous analysis which relates the best Lyapunov constants
to some especial (constrained or unconstrained) minimization problems.
We provide some new results on the existence and uniqueness of solu-
tions of nonlinear resonant and periodic systems. Finally, we present
some new conditions which guarantee the stable boundedness of linear
periodic conservative systems.
1. Introduction
The classical Lyapunov criterion on the stability of Hill’s equation
(1.1) u′′(t) + q(t)u(t) = 0, t ∈ R,
with q(·) a T−periodic function, says that if
(1.2) q ∈ L1(0, T ),
∫ T
0
q(t) dt > 0,
∫ T
0
q+(t) dt ≤
4
T
,
then (1.1) is stable (in the sense of Lyapunov, i.e. any solution u(·) of (1.1)
satisfies supt∈R (|u(t)| + |u˙(t)|) < ∞) ([14]). Here q
+(t) = max{q(t), 0}
denotes the positive part of the function q.
Condition (1.2) has been generalized in several ways. In particular, in
[17], the authors provide optimal stability criteria by using Lp norms of q+,
1 ≤ p ≤ ∞. In the proof, one of the main ideas is a useful relation between
the eigenvalues of (1.1) associated to periodic and antiperiodic boundary
conditions and those associated to Dirichlet boundary conditions (see The-
orem 4.3 in [16]).
Despite its undoubted interest, there are not many studies on the stability
properties for systems of equations
(1.3) u′′(t) +Q(t)u(t) = 0, t ∈ R,
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where the matrix function Q(·) is T−periodic. A notable contribution was
provided by Krein in [10]. In this work, the author assumes that Q(·) ∈ Λ,
where Λ is defined as
[Λ]
The set of real n × n symmetric matrix valued function
Q(·), with continuous and T−periodic element functions
qij(t), 1 ≤ i, j ≤ n, such that (1.3) has not nontrivial con-
stant solutions and ∫ T
0
〈Q(t)k, k〉 dt ≥ 0, ∀ k ∈ Rn.
Krein proved that in this case, all solutions of the system (1.3) are stably
bounded (see Section 4 for the precise definition of this property) if λ1 > 1,
where λ1 is the smallest positive eigenvalue of the eigenvalue problem
(1.4) u′′(t) + µQ(t)u(t) = 0, t ∈ R, u(0) + u(T ) = u′(0) + u′(T ) = 0.
The Lyapunov conditions (1.2) and those given in [17] for scalar equations,
imply λ1 > 1, but for systems of equations, and assuming Q(·) ∈ Λ, it is not
easy to give sufficient conditions to ensure the property λ1 > 1. In fact, to
the best of our knowledge, we do not know a similar result to Theorem 4.3
in [16], for the case of systems of equations.
In [6] the authors establish sufficient conditions for having λ1 > 1 which
involve L1 restrictions on the spectral radius of some appropriate matrices
which are calculated by using the matrix Q(t). It is easy to check that,
even in the scalar case, these conditions are independent from classical L1−
Lyapunov criterion (1.2).
In Section 4 we present some new conditions which allow to prove that
λ1 > 1. These conditions are given in terms of the L
p norm of appropri-
ate functions bii(t), 1 ≤ i ≤ n, related to (1.3) through the inequality
Q(t) ≤ B(t), ∀ t ∈ [0, T ], where B(t) is a diagonal matrix with entries given
by bii(t), 1 ≤ i ≤ n. These sufficient conditions are optimal in the sense
explained in Remark 5 below. Here, the relation C ≤ D between n × n
symmetric matrices means that D − C is positive semi-definite.
Our main result in Section 4 is derived from a fundamental relation be-
tween the best Lp Lyapunov constant and the minimum of some especial
constrained minimization problems. This relation is proved in Section 2.
Think that the conditions (1.2) are resonant conditions, in the sense that
the real number zero is the first eigenvalue of the periodic eigenvalue problem
(1.5) u′′(t) + µu(t) = 0, u(0) − u(T ) = u′(0)− u′(T ) = 0
so that, these constrained minimization problems arises in a natural way.
For other boundary conditions such as Dirichlet or antiperiodic boundary
ones, the minimization problems associated to best Lyapunov constants are
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unconstrained minimization problems (see [15], [18]). Motivated by a com-
pletely different problem (an isoperimetric inequality known as Wulff theo-
rem, of interest in crystallography), the authors studied in [7] (see also [8])
similar variational problems but, in our opinion, the relation between these
minimization problems and Lp Lyapunov constants for periodic boundary
conditions, is established for the first time in Section 2 of the present paper
(see [3], for the case of Neumann boundary conditions).
Another important application of Lyapunov inequalities is the study of
nonlinear resonant problems. If G : Rn → R is a C2−mapping and A and B
are real symmetric n×n matrices with respective eigenvalues a1 ≤ . . . ≤ an
and b1 ≤ . . . ≤ bn satisfying
(1.6)
A ≤ G′′(u) ≤ B, ∀ u ∈ Rn,
0 < ai ≤ bi <
4pi2
T 2
, 1 ≤ i ≤ n,
then, for each continuous and T−periodic function h : R→ Rn, the periodic
problem
(1.7) u′′(t) +G′(u(t)) = h(t), t ∈ (0, T ), u(0)− u(T ) = u′(0)− u′(T ) = 0,
has a unique solution (see [1], [2] and [12]). This last result is also true by
using more general restrictions than (1.6) which involves higher eigenvalues
of (1.5) (think that 0 and 4pi
2
T 2
are the first two eigenvalues of the eigenvalue
problem (1.5)). The mentioned results only allow a weak interaction between
the nonlinear term G′(u) and the spectrum of the linear part (1.5) in the
following sense: by using the variational characterization of the eigenvalues
of a real symmetric matrix, it may be easily deduced that (1.6) imply that
the eigenvalues g1(u) ≤ · · · ≤ gn(u) of the matrix G
′′(u), satisfy
(1.8) 0 < ai ≤ gi(u) ≤ bi <
4π2
T 2
, ∀ u ∈ Rn, 1 ≤ i ≤ n,
and consequently, (1.6), which is a L∞ restriction, may be seen as a non-
resonant hypothesis. In Section 3 we provide for each p, with 1 ≤ p ≤ ∞,
Lp restrictions for boundary value problem (1.7) to have a unique solution.
These are optimal in the sense shown in Remark 4 below. They are given
in terms of the Lp norm of appropriate functions bii(t), 1 ≤ i ≤ n, related
to (1.7) through the inequality A(t) ≤ G′′(u) ≤ B(t), ∀ t ∈ [0, T ], where
B(t) is a diagonal matrix with entries given by bii(t), 1 ≤ i ≤ n and A(t) is
a convenient symmetric matrix which belongs to Λ and consequently, this
avoids the resonance at the eigenvalue 0. Since our conditions are given in
terms of Lp norms, we allow to the functions gi(u) to cross an arbitrary
number of eigenvalues as long as certain Lp norms are controlled.
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2. Preliminary results on scalar Lyapunov inequalities and
minimization problems
This section will be concerned with some preliminary results on Lyapunov
inequalities for the periodic boundary value problem
(2.1) u′′(t) + a(t)u(t) = 0, t ∈ (0, T ), u(0)− u(T ) = u′(0) − u′(T ) = 0,
and the antiperiodic boundary value problem
(2.2) u′′(t) + a(t)u(t) = 0, t ∈ (0, T ), u(0) + u(T ) = u′(0) + u′(T ) = 0,
where, from now on, we assume that a ∈ LT (R,R), the set of T -periodic
functions a : R→ R such that a|[0,T ] ∈ L
1(0, T ).
If we define the sets
(2.3)
Λper = {a ∈ LT (R,R)\{0} :
∫ T
0
a(t) dt ≥ 0 and (2.1) has nontrivial solutions }
(2.4) Λant = {a ∈ LT (R,R) : (2.2) has nontrivial solutions },
let us observe that the positive eigenvalues of the eigenvalue problem
(2.5) u′′(t) + λu(t) = 0, t ∈ (0, T ), u(0)− u(T ) = u′(0) − u′(T ) = 0,
and the eigenvalues of the eigenvalue problem
(2.6) u′′(t) + λu(t) = 0, t ∈ (0, T ), u(0) + u(T ) = u′(0) + u′(T ) = 0,
belong, respectively, to Λper and Λant. Therefore, for each p with 1 ≤ p ≤ ∞,
we can define, respectively, the Lp-Lyapunov constants βperp and βantp for the
periodic and the antiperiodic problem, as the real numbers
(2.7) β
per
p ≡ inf
a∈Λper
⋂
Lp(0,T )
‖a+‖p, β
ant
p ≡ inf
a∈Λant
⋂
Lp(0,T )
‖a+‖p,
where
(2.8)
‖a+‖p =
(∫ T
0
|a+(t)|p dt
)1/p
, 1 ≤ p <∞; ‖a+‖∞ = sup ess a
+.
An explicit expression for the constants βperp and βantp , as a function of p
and T, has been obtained in [18] (see also [3], [4] and [15] for the case of
Neumann, mixed and Dirichlet boundary conditions, respectively).
A key point to extend the mentioned previous results on scalar problems
to systems of equations, is the characterization of the Lp-Lyapunov constant
as a minimum of a convenient minimization scalar problem, where only some
appropriate subsets of the space H1(0, T ) are used (here H1(0, T ) is the
usual Sobolev space). For the Dirichlet problem this was done by Talenti
([15]) and for the Neumann problem this was done by the authors in [3].
In the next two lemmas, we treat, respectively, with the periodic and the
antiperiodic problem. In the proof, only those innovative details are shown.
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Lemma 2.1. If 1 ≤ p ≤ ∞ is a given number, let us define the sets Xperp
and the functionals Iperp : X
per
p \ {0} → R as
(2.9)
Xper1 = {v ∈ H
1(0, T ) : v(0) − v(T ) = 0, max
t∈[0,T ]
v(t) + min
t∈[0,T ]
v(t) = 0},
Xperp =
{
v ∈ H1(0, T ) : v(0) − v(T ) = 0,
∫ T
0
|v|
2
p−1 v = 0
}
, if 1 < p <∞,
Xper∞ = {v ∈ H1(0, T ) : v(0)− v(T ) = 0,
∫ T
0
v = 0},
Iper1 (v) =
∫ T
0
v′2
‖v‖2∞
, Iperp (v) =
∫ T
0
v′2
(∫ T
0
|v|
2p
p−1
) p−1
p
, if 1 < p <∞, Iper∞ (v) =
∫ T
0
v′2
∫ T
0
v2
Then, the Lp Lyapunov constant β
per
p defined in (2.7), satisfies
(2.10) β
per
p = min
Xperp \{0}
Iperp , 1 ≤ p ≤ ∞.
Proof.
The case p = 1. It is very well known that βper1 =
16
T ([9],[18]). Now,
if u ∈ Xper1 \ {0}, then there exists x0 ∈ [0, T ] such that u(x0) = 0. Taking
into account that u can be extended as a T− periodic function to R, if we
define the function v(x) = u(x + x0), ∀ x ∈ R, then v|[0,T ] ∈ X
per
1 \ {0},
v(0) = v(T ) = 0 and Iper1 (u) = I
per
1 (v). In addition (if it is necessary, we can
choose −v instead of v), there exist 0 < x1 < x2 < x3 < T such that
v(x1) = max
[0,T ]
v, v(x2) = 0, v(x3) = min
[0,T ]
v.
If x0 = 0, x4 = T, it follows from the Cauchy-Schwarz inequality
(2.11)
∫ T
0 v
′2 =
3∑
i=0
∫ xi+1
xi
v′2 ≥
3∑
i=0
(∫ xi+1
xi
|v′|
)2
xi+1 − xi
≥
3∑
i=0
(∫ xi+1
xi
v′
)2
xi+1 − xi
=
3∑
i=0
(v(xi+1)− v(xi))
2
xi+1 − xi
=
‖v‖2∞
3∑
i=0
1
xi+1 − xi
≥
16
T
‖v‖2∞
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Consequently
(2.12) Iper1 (u) =
∫ T
0 u
′2
‖u‖2∞
= Iper1 (v) ≥
16
T
, ∀ u ∈ Xper1 \ {0}.
On the other hand, the function w ∈ Xper1 \ {0} defined as
(2.13) w(x) =


x, if 0 ≤ x ≤ T/4,
−(x− T2 ), if T/4 ≤ x ≤ 3T/4,
(x− T ), if 3T/4 ≤ x ≤ T,
satisfies ∫ T
0 w
′2
‖w‖2∞
=
16
T
Consequently, the case p = 1 is proved.
The case p =∞. It is very well known that βper∞ =
4pi2
T 2
, the first positive
eigenvalue of the eigenvalue problem (2.5) (see [18]). From its variational
characterization, we obtain
βper∞ = min
Xper∞ \{0}
Iper∞ .
The case 1 < p <∞. Let us denote
mp = inf
Xperp \{0}
Iperp .
If {un} ⊂ X
per
p \{0} is a minimizing sequence, since the sequence {knun}, kn 6=
0, is also a minimizing sequence, we can assume without loos of generality
that
∫ T
0
|un|
2p
p−1 = 1. Then
{∫ T
0
|u′2n |
}
is also bounded. Moreover, for each
un there is xn ∈ (0, T ) such that un(xn) = 0. Therefore, {un} is bounded
in H1(0, T ). So, we can suppose, up to a subsequence, that un ⇀ u0 in
H1(0, T ) and un → u0 in C[0, L] (with the uniform norm). The strong con-
vergence in C[0, L] gives us u0(0) − u0(T ) = 0 and
∫ T
0
|u0|
2p
p−1 = 1. There-
fore, u0 ∈ X
per
p \ {0}. The weak convergence in H1(0, T ) implies I
per
p (u0) ≤
lim inf Iperp (un) = mp. Then u0 is a minimizer of I
per
p in X
per
p \ {0}.
Since Xperp = { u ∈ H1(0, T ) : u(0) − u(t) = 0, ϕ(u) = 0}, ϕ(u) =∫ T
0
|u|
2
p−1u, if u0 ∈ X
per
p \ {0} is any minimizer of I
per
p , Lagrange multi-
plier Theorem implies that there is λ ∈ R such that
H ′(u0)(v) + λϕ
′(u0)(v) = 0, ∀v ∈ H
1(0, T ) such that v(0) − v(T ) = 0.
Here H : H1(0, T )→ R is defined by
H(u) =
∫ T
0
u′2 −mp
(∫ T
0
|u|
2p
p−1
) p−1
p
Also, since u0 ∈ X
per
p we have H ′(u0)(1) = 0.Moreover H
′(u0)(v) = 0, ∀ v ∈
H1(0, T ) : v(0) − v(t) = 0, ϕ′(u0)(v) = 0. Finally, as any v ∈ H
1(0, T )
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satisfying v(0) − v(T ) = 0, may be written in the form v = α + z, α ∈ R,
and z ∈ H1(0, T ) satisfying z(0) − z(T ) = 0, ϕ′(u0)(z) = 0, we conclude
H ′(u0)(v) = 0, ∀ v ∈ H
1(0, T ), such that v(0)− v(T ) = 0. This implies that
u0 satisfies the problem
(2.14) u
′′
0(x) +Ap(u0)|u0(x)|
2
p−1u0(x) = 0, x ∈ (0, T ),
u0(0) − u0(T ) = 0, u
′
0(0) − u
′
0(T ) = 0,
where
(2.15) Ap(u0) = mp
(∫ T
0
|u0|
2p
p−1
)−1
p
If one has an exact knowledge about the number and distribution of the
zeros of the functions u0 and u
′
0, the Euler equation (2.14) can be integrated
(see [3], Lemma 2.7). In our case, it is not restrictive to assume u0(0) =
u0(T ) = 0 (see the previous case p = 1). Then, if we denote the zeros of u0
in [0, T ] by 0 = x0 < x2 < . . . < x2n = T and the zeros of u
′
0 in (0, T ) by
x1 < x3 < . . . < x2n−1, we obtain
(2.16) mp =
4n2I2p
T 2−
1
p (p− 1)1−
1
p (2p − 1)1/p
,
where I =
∫ 1
0
ds(
1− s
2p
p−1
)1/2 .
The novelty here is that, for the periodic boundary value problem (2.14),
n ≥ 2 (see, again, the previous case p = 1), while for the Neumann and
Dirichlet problem n ≥ 1.
The conclusion is that
(2.17) mp =
16I2p
T 2−
1
p (p− 1)1−
1
p (2p − 1)1/p
,
that is, four times the corresponding Lp−Lyapunov constant for the Dirichlet
and the Neumann problem. Finally, in [18] it is shown that this is, exactly,
the Lp−Lyapunov constant for the periodic problem. Consequently, mp =
βperp , 1 < p <∞. 
Remark 1. It is easily deduced from the previous discussion that the set
Λper in (2.3) can be replaced by
Λper = {a ∈ LT (R,R) :
∫ T
0
a(t) dt > 0 and (2.1) has nontrivial solutions }
Also, if u ∈ Xper1 \ {0} is such that I
per
1 (u) =
16
T , then all the inequalities
of (2.11) transforms into equalities. In particular xi+1 − xi =
T
4 , 0 ≤ i ≤ 3,
and, again, the Cauchy-Schwartz inequality (equality in this case) implies
that the function v′ is constant in each interval [xi, xi+1], 0 ≤ i ≤ 3. We
deduce that there exists a nontrivial constant c and x0 ∈ [0, T ] such that
u(·) = cw(·+ x0), where w is given in (2.13).
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Remark 2. Motivated by a completely different problem (an isoperimetric
inequality known as Wulff theorem, of interest in crystallography), the au-
thors studied in [7] similar variational problems (see also [8] for more general
minimization problems). In our opinion, these variational problems are not
related with Lyapunov inequalities in [7]. To the best of our knowledge, this
was shown in [15] for Dirichlet boundary conditions and in [3] for Neumann
boundary conditions. Since 0 is the first eigenvalue for Neumann and peri-
odic boundary conditions, it is necessary to impose an additional restriction
to the definition of the spaces Xp, 1 ≤ p ≤ ∞ in the case of Neumann
and periodic conditions. This is not necessary in the case of Dirichlet or
antiperiodic boundary ones (see the next lemma).
Lemma 2.2. If 1 ≤ p ≤ ∞ is a given number, let us define the sets Xantp
and the functional Iantp : X
ant
p \ {0} → R, as
(2.18)
Xantp =
{
v ∈ H1(0, T ) : v(0) + v(T ) = 0
}
, 1 ≤ p ≤ ∞,
Iant1 (v) =
∫ T
0
v′2
‖v‖2∞
, Iantp (v) =
∫ T
0
v′2
(∫ T
0
|v|
2p
p−1
) p−1
p
, if 1 < p <∞, Iant∞ (v) =
∫ T
0
v′2
∫ T
0
v2
Then, the Lp Lyapunov constant β
ant
p defined in (2.7), satisfies
(2.19) β
ant
p = min
Xantp \{0}
Iantp , 1 ≤ p ≤ ∞.
Proof. The case p = 1. It is very well known that βant1 =
4
T ([18]). Now if
u ∈ Xant1 \ {0}, let us define the function u˜ : [0, 2T ]→ R, as
u˜(x) =
{
u(x), if 0 ≤ x ≤ T,
−u(x− T ), if T ≤ x ≤ 2T.
It is easily checked that u˜ ∈ H1(0, 2T ) \ {0}, u˜(0) = u˜(2T ), max[0,2T ] u˜ +
min[0,2T ] u˜ = 0. It is deduced, from the first part of Lemma 2.1, that
2
∫ T
0 u
′2
‖u‖2L∞(0,T )
=
∫ 2T
0 u˜
′2
‖u˜‖2L∞(0,2T )
≥
16
2T
.
and consequently, ∫ T
0 u
′2
‖u‖2L∞(0,T )
≥
4
T
, ∀ u ∈ Xant1 \ {0}.
Also, the function v : [0, T ]→ R, defined as
(2.20) v(x) =
T
2
− x,
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belongs toXant1 \{0} and
∫ T
0 (v
′)2
‖v‖2L∞(0,T )
=
4
T
. As a consequence, min
Xant
1
\{0}
Iant1 =
4
T
.
The case p =∞. It is very well known that βant∞ =
pi2
T 2
, the first eigenvalue
of the eigenvalue problem (2.6) (see [18]). From its variational characteriza-
tion, we obtain
βant∞ = min
Xant
∞
\{0}
Iant∞ .
The case 1 < p <∞. Let us denote
Mp = inf
Xantp \{0}
Iantp .
If {un} ⊂ X
ant
p \{0} is a minimizing sequence, since the sequence {knun}, kn 6=
0, is also a minimizing sequence, we can assume without loos of generality
that
∫ T
0
|un|
2p
p−1 = 1. Then
{∫ T
0
|u′2n |
}
is also bounded. Moreover, for each
un there is xn ∈ [0, T ] such that un(xn) = 0. Therefore, {un} is bounded in
H1(0, T ). So, we can suppose, up to a subsequence, that un ⇀ u0 inH
1(0, T )
and un → u0 in C[0, L] (with the uniform norm). The strong convergence
in C[0, L] gives us u0(0) + u0(T ) = 0. Therefore, u0 ∈ X
ant
p \ {0}. The weak
convergence in H1(0, T ) implies Iantp (u0) ≤ lim inf I
ant
p (un) =Mp. Then u0
is a minimizer. Therefore,
H ′(u0)(v) = 0, ∀v ∈ H
1(0, T ) such that v(0) + v(T ) = 0.
Here H : H1(0, T )→ R is defined by
H(u) =
∫ T
0
u′2 −Mp
(∫ T
0
|u|
2p
p−1
) p−1
p
This implies that u0 satisfies the problem
(2.21) u
′′
0(x) +Ap(u0)|u0(x)|
2
p−1u0(x) = 0, x ∈ (0, T ),
u0(0) + u0(T ) = 0, u
′
0(0) + u
′
0(T ) = 0,
where
(2.22) Ap(u0) =Mp
(∫ T
0
|u0|
2p
p−1
)−1
p
Since the function a(x) ≡ Ap(u0)|u0(x)|
2
p−1 satisfies a(0) = a(T ), it is not
restrictive to assume that, additionally, u0(0) = u0(T ) = 0. Then, we deduce
from Lemma 2.7 in [3] that
(2.23) Mp =
4n2I2p
T 2−
1
p (p− 1)1−
1
p (2p − 1)1/p
,
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where I =
∫ 1
0
ds(
1− s
2p
p−1
)1/2 and n ∈ N is such that we denote the zeros
of u0 in [0, T ] by 0 = x0 < x2 < . . . < x2n = T and the zeros of u
′
0 in (0, T )
by x1 < x3 < . . . < x2n−1. The novelty here, with respect to the periodic
boundary value problem, is that n ≥ 1. The conclusion is that
(2.24) Mp =
mp
4
if 1 < p <∞.
Finally, it is known that βantp =
βperp
4 , if 1 < p < ∞ (see [18]). The Lemma
is proved. 
Remark 3. We must remark that, if w ∈ Xant1 \{0} is such that I
ant
1 (w) =
4
T ,
then there exists a nontrivial constant c and x0 ∈ [0, T ] such that w(x) =
c(T2 − |x− x0|), ∀ x ∈ [0, T ].
3. Resonant nonlinear periodic systems
In this section we consider systems of equations of the type (3.2) below,
which models the Newtonian equation of motion of a mechanical system
subject to conservative internal forces and periodic external forces. The
main result is the following.
Theorem 3.1. Let G : R × Rn → R, (t, u) → G(t, u), be a continuous
function, T− periodic with respect to the variable t and satisfying:
(1) u→ G(t, u) is of class C2(Rn,R), for every t ∈ R.
(2) There exist continuous and T−periodic matrix functions A(·), B(·),
with A(t) symmetric, B(t) diagonal with entries bii(t), and pi ∈
[1,∞] 1 ≤ i ≤ n, such that
(3.1)
A(t) ≤ Guu(t, u) ≤ B(t), ∀(t, u) ∈ R
n+1,
∫ T
0 〈A(t)k, k〉 dt > 0, ∀ k ∈ R
n \ {0},
‖b+ii‖pi < β
per
pi , if pi ∈ (1,∞], ‖b
+
ii‖pi ≤ β
per
pi , if pi = 1.


Then the boundary value problem
(3.2) u′′(t) +Gu(t, u(t)) = 0, t ∈ R, u(0) − u(T ) = u
′(0)− u′(T ) = 0,
has a unique solution.
Proof. It is based on two steps. In the first one we prove the uniqueness
property. This suggests the way to prove existence of solutions.
1.- Uniqueness of solutions of (3.2).
Let us denote by H1T (0, T ) the subset of T−periodic functions of the
Sobolev space H1(0, T ). Then, if v ∈ (H1T (0, T ))
n and w ∈ (H1T (0, T ))
n are
two solutions of (3.2), the function u = v − w is a solution of the problem
(3.3) u′′(t) + C(t)u(t) = 0, t ∈ R, u(0) − u(T ) = u′(0)− u′(T ) = 0,
PERIODIC CONSERVATIVE SYSTEMS 11
where C(t) =
∫ 1
0
Guu(t, w(t) + θu(t)) dθ (see [11], p. 103, for the mean
value theorem for the vectorial function Gu(t, u)). In addition,
(3.4) A(t) ≤ C(t) ≤ B(t), ∀ t ∈ R
and ∫ T
0
〈u′(t), z′(t)〉 =
∫ T
0
〈C(t)u(t), z(t)〉, ∀ z ∈ (H1T (0, T ))
n.
In particular, we have
(3.5)
∫ T
0
〈u′(t), u′(t)〉 =
∫ T
0
〈C(t)u(t), u(t)〉,∫ T
0
〈C(t)u(t), k〉 =
∫ T
0
〈C(t)k, u(t)〉 = 0, ∀ k ∈ Rn.
Therefore, for each k ∈ Rn, we have∫ T
0
〈(u(t) + k)′, (u(t) + k)′〉 =
∫ T
0
〈u′(t), u′(t)〉 =
∫ T
0
〈C(t)u(t), u(t)〉 ≤
∫ T
0
〈C(t)u(t), u(t)〉 +
∫ T
0
〈C(t)u(t), k〉 +
∫ T
0
〈C(t)k, u(t)〉 +
∫ T
0
〈C(t)k, k〉 =
∫ T
0
〈C(t)(u(t) + k), u(t) + k〉 ≤
∫ T
0
〈B(t)(u(t) + k), u(t) + k〉.
If u = (ui), then for each i, 1 ≤ i ≤ n, we choose ki ∈ R satisfying ui + ki ∈
Xperpi , the set defined in Lemma 2.1. By using previous inequality, Lemma
2.1 and Ho¨lder inequality, we obtain
(3.6)
n∑
i=1
βperpi ‖(ui + ki)
2‖ pi
pi−1
≤
n∑
i=1
∫ T
0
(ui(t) + ki)
′2 ≤
n∑
i=1
∫ T
0
b+ii (t)(ui(t) + ki)
2 ≤
n∑
i=1
‖b+ii‖pi‖(ui + ki)
2‖ pi
pi−1
,
where
pi
pi−1
=∞, if pi = 1
pi
pi−1
= 1, if pi =∞.
Therefore we have
(3.7)
n∑
i=1
(βperpi − ‖b
+
ii‖pi)‖(ui + ki)
2‖ pi
pi−1
≤ 0.
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Now, (3.7) implies that, necessarily, u ≡ 0 (and as a consequence, v ≡ w).
To see this, if u is a nontrivial function, then the function u + k is also
a nontrivial function. In fact, if u + k ≡ 0, we deduce that (3.3) has the
nontrivial and constant solution −k which imply
0 =
∫ T
0
〈C(t)k, k〉 dt ≥
∫ T
0
〈A(t)k, k〉 dt.
This is a contradiction with (3.1).
Then, if u + k is a nontrivial function, some component, say uj + kj, is
nontrivial.
If pj ∈ (1,∞], then (β
per
pj − ‖b
+
jj‖pj )‖(uj + kj)
2‖ pj
pj−1
is strictly positive
and from (3.1), all the other summands in (3.7) are nonnegative. This is a
contradiction with (3.7).
If pj = 1, we must take into account that β
per
1 is only attained in nontrivial
functions of the form y(t) = cw(t+ x0), where w(t) is given in (2.13), c is a
nontrivial constant and x0 ∈ [0, T ] (see Remark 1 above). Any function y of
this type do not belong to C1([0, T ],R). Since any solution u ∈ (H1T (0, T ))
n
of (3.3) belongs to C1([0, T ],R), we have
βpj‖(uj + kj)
2‖ pj
pj−1
<
∫ T
0
(uj(x) + kj)
′2.
This implies that the inequality (3.7) is strict and this is a contradiction
with (3.1).
2.- Existence of solutions of (3.2).
First, we write (3.2) in the equivalent form
(3.8)
u′′(t) +D(t, u(t))u(t) +Gu(t, 0) = 0, t ∈ R,
u(0)− u(T ) = u′(0) − u′(T ) = 0,
}
where the functionD : R×Rn →M(R) is defined byD(t, z) =
∫ 1
0
Guu(t, θz) dθ.
Here M(R) denotes the set of real n× n matrices.
If CT (R,R) is the set of real T−periodic and continuos functions defined
in R, let us denote X = (CT (R,R))
n with the uniform norm (if y(·) =
(y1(·), · · · , yn(·)) ∈ X, then ‖y‖X =
n∑
k=1
‖yk(·)‖∞). Since
(3.9) A(t) ≤ D(t, z) ≤ B(t), ∀ (t, z) ∈ R×Rn,
we can define the operator H : X → X, by Hy = uy, being uy the unique
solution of the linear problem
(3.10)
u′′(t) +D(t, y(t))u(t) +Gu(t, 0) = 0, t ∈ R,
u(0)− u(T ) = u′(0) − u′(T ) = 0.
}
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In fact, (3.10) is a nonhomogeneous linear problem such that the correspond-
ing homogeneous one has only the trivial solution (as in the previous step
on uniqueness).
We will show that H is completely continuous and that H(X) is bounded.
The Schauder’s fixed point theorem provides a fixed point for H which is a
solution of (3.2).
The fact that H is completely continuous is a consequence of the Arzela-
Ascoli Theorem. It remains to prove that H(X) is bounded. Suppose,
contrary to our claim, that H(X) is not bounded. In this case, there would
exist a sequence {yn} ⊂ X such that ‖uyn‖X →∞. From (3.9), and passing
to a subsequence if necessary, we may assume that, for each 1 ≤ i, j ≤ n,
the sequence of functions {Dij(·, yn(·))} is weakly convergent in L
p(Ω) to a
function Eij(·) and such that if E(t) = (Eij(t)), then A(t) ≤ E(t) ≤ B(t),
a.e. in R, ([13], page 157).
If zn ≡
uyn
‖uyn‖X
, passing to a subsequence if necessary, we may assume
that zn → z0 strongly in X, where z0 is a nonzero vectorial function satis-
fying
(3.11)
z′′0 (t) + E(t)z0(t) = 0, t ∈ R
z0(0) − z0(T ) = z
′
0(0)− z
′
0(T ) = 0.
}
But, A(t) ≤ E(t) ≤ B(t), ∀ t ∈ R and, as in the first step on uniqueness,
this implies that the unique solution of (3.11) is the trivial one. This is a
contradiction with the fact that ‖z0‖X = 1 and, as a consequence, H(X) is
bounded. 
Remark 4. Previous Theorem is optimal in the following sense: for any
given positive numbers γi, 1 ≤ i ≤ n, such that at least one of them, say
γj, satisfies
(3.12) γj > β
per
pj , for some pj ∈ [1,∞],
there exists a diagonal n×nmatrix A(·) with continuous and T−periodic en-
tries aii(t), 1 ≤ i ≤ n, satisfying ‖a
+
ii‖pi < γi, 1 ≤ i ≤ n,
∫ T
0 〈A(t)k, k〉 dt >
0, ∀ k ∈ Rn \ {0} and a continuous and T−periodic function h : R → Rn,
such that the boundary value problem
(3.13) u′′(t)+A(t)u(t) = h(t), t ∈ (0, T ), u(0)−u(T ) = u′(0)−u′(T ) = 0,
has not solution.
To see this, if γj satisfies (3.12), then there exists some continuous and
T−periodic function a(t), with
∫ T
0 a(t) dt > 0, and ‖a
+‖pj < γj, such that
the scalar problem
w′′(t) + a(t)w(t) = 0, t ∈ (0, T ), w(0) − w(T ) = w′(0)− w′(T ) = 0,
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has nontrivial solutions (see the definition of βperpj in (2.7) and Remark 1).
If wj is one of these nontrivial solutions, and we choose
ajj(t) = a(t), aii(t) = δ ∈ R
+, if i 6= j,
hj ≡ wj , hj ≡ 0, if i 6= j,
with δ sufficiently small, then (3.13) has not solution.
Example 1. Now, we show an example which can not be studied by using the
results proved by Ahmad and Lazer in [1] and [12], respectively, and Brown
and Lin in [2]. In fact, in the next example, we allow to the eigenvalues
of the matrix Guu(t, u) in the boundary value problem (3.2), to cross an
arbitrary number of eigenvalues of (2.5).
To begin with the example, let H : Rn → R, u → H(u) be a given
function of class C2(Rn,R) such that
(1) There exist a real constant symmetric n × n matrix A and a real
constant diagonal matrix B,with respective eigenvalues
a1 ≤ a2 ≤ . . . ≤ an,
b1 ≤ b2 ≤ . . . ≤ bn,
satisfying
(2) A ≤ Huu(u) ≤ B, ∀ u ∈ R
n,
(3) 0 < ak ≤ bk < 1, 1 ≤ k ≤ n.
Then for each continuous and 2π− periodic function h : R → Rn, the
boundary value problem
(3.14) u′′(t) +Hu(u(t)) = h(t), t ∈ R, u(0)− u(2π) = u
′(0)− u′(2π) = 0,
has a unique solution. In fact, this is a particular case of more general results
proved in [1] and [12] which involve higher eigenvalues of the eigenvalue
problem (2.5).
Now, if m : R→ R, is a given continuous and 2π−periodic function such
that for some pi ∈ [1,∞], 1 ≤ i ≤ n,
(3.15)
m(t) ≥ 0, ∀ t ∈ R and m is not identically zero.
‖m‖pi <
βperpi
bi
, if pi ∈ (1,∞], ‖m‖pi ≤
βperpi
bi
, if pi = 1,
then for each continuous and 2π− periodic function h : R→ Rn, the bound-
ary value problem
(3.16)
u′′(t) +m(t)Hu(u(t)) = h(t), t ∈ R, u(0) − u(2π) = u
′(0) − u′(2π) = 0,
has a unique solution.
If in (3.15) we choose pi 6= ∞, for some 1 ≤ i ≤ n, then it is clear that
the eigenvalues of the matrix m(t)Huu(u) in the boundary value problem
(3.16), can cross an arbitrary number of eigenvalues of (2.5).
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4. Stability for linear periodic systems
In this section we present some new conditions which allow to prove that
a given periodic linear and conservative system is stably bounded. More
precisely, we consider systems of the type
(4.1) u′′(t) + P (t)u(t) = 0, t ∈ R,
where from now on we assume that the matrix function P (·) ∈ Λ (Λ was
defined in the introduction).
The system (4.1) is said to be stably bounded ([10]) if there exists ε(P ) ∈
R
+, such that all solutions of the system
(4.2) u′′(t) +Q(t)u(t) = 0, t ∈ R,
are bounded for all matrix function Q(·) ∈ Λ, satisfying
max
1≤i,j≤n
∫ T
0
|pij(t)− qij(t)| dt < ε.
In [10], Krein proved that all solutions of the system (4.1) are stably
bounded if λ1 > 1, where λ1 is the smallest positive eigenvalue of the eigen-
value problem
(4.3) u′′(t) + µP (t)u(t) = 0, t ∈ R, u(0) + u(T ) = u′(0) + u′(T ) = 0.
Moreover, the eigenvalue λ1 has a variational characterization given by
(4.4)
1
λ1
= max
y∈GT
∫ T
0
〈P (t)y(t), y(t)〉 dt,
where
(4.5) GT = {y ∈ H
1(0, T ) : y(0) + y(T ) = 0,
n∑
i=1
∫ T
0
(y′i(t))
2 dt = 1}.
Based on these previous results, we can prove the following theorem.
Theorem 4.1. Let P (·) ∈ Λ be such that there exist a diagonal matrix B(t)
with continuous and T−periodic entries bii(t), and pi ∈ [1,∞], 1 ≤ i ≤ n,
satisfying
(4.6)
P (t) ≤ B(t), ∀ t ∈ R,
‖b+ii‖pi < β
ant
pi , if pi ∈ (1,∞], ‖b
+
ii‖pi ≤ β
ant
pi , if pi = 1.
Then, the system (4.1) is stably bounded.
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Proof. Let y ∈ GT . Then by using the Lemma 2.2, we have
(4.7)
∫ T
0 〈P (t)y(t), y(t)〉 dt ≤
∫ T
0 〈B(t)y(t), y(t)〉 dt ≤
n∑
i=1
∫ T
0
bii(t)(yi(t))
2(t) dt ≤
n∑
i=1
‖b+ii (t)‖pi‖y
2
i ‖ pi
pi−1
≤
≤
n∑
i=1
βantpi ‖y
2
i ‖ pi
pi−1
≤
n∑
i=1
∫ T
0
(y′i(t))
2 dt = 1, ∀ y ∈ GT
where
pi
pi−1
=∞, if pi = 1
pi
pi−1
= 1, if pi =∞.
At this point, we claim
(4.8)
1
λ1
< 1.
In fact, (4.7) implies
1
λ1
≤ 1. Now, if λ1 = 1, let us choose y(·) as any
nontrivial eigenfunction associated to µ = 1 in (4.3), i.e.,
(4.9) y′′(t) + P (t)y(t) = 0, t ∈ R, y(0) + y(T ) = y′(0) + y′(T ) = 0.
Then some component, say yj, is nontrivial. If pj ∈ (1,∞], then (β
ant
pj −
‖b+jj‖pj )‖y
2
j ‖ pj
pj−1
> 0 and (βantpi − ‖b
+
ii‖pi)‖y
2
i ‖ pi
pi−1
≥ 0, ∀ i 6= j, so that we
have a strict inequality in (4.7). This is a contradiction with (4.9). If pj = 1,
we use the Remark 3. Since yj ∈ C
1[0, T ], either x0 = 0 or x0 = T. In any
case the function w of Remark 3 satisfies w′(0) + w′(T ) 6= 0. Then we have
βantpj ‖y
2
j‖ pj
pj−1
<
∫ T
0 (y
′
j(t))
2 dt. In this case we have again a strict inequality
in (4.7), which is a contradiction with (4.9). 
Remark 5. Previous Theorem is optimal in the following sense. For any
given positive numbers γi, 1 ≤ i ≤ n, such that at least one of them, say
γj, satisfies
(4.10) γj > β
ant
pj , for some pj ∈ [1,∞],
there exists a diagonal n× n matrix P (·) ∈ Λ with entries pii(t), 1 ≤ i ≤ n,
satisfying ‖p+ii‖pi < γi, 1 ≤ i ≤ n and such that the system (4.1) is not
stable.
To see this, if γj satisfies (4.10), then there exists some continuous and
T−periodic function p(t), not identically zero, with
∫ T
0 p(t) dt ≥ 0, and
‖p+‖pj < γj, such that the scalar problem
w′′(t) + p(t)w(t) = 0,
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is not stable (see Theorem 1 in [17]). If we choose
pjj(t) = p(t), pii(t) = δ ∈ R
+, if i 6= j,
with δ sufficiently small, then (4.1) is unstable.
Remark 6. The property of stable boundedness for the solutions of systems
like (4.1) have been considered in [6]. The authors assume L1 restrictions
on the spectral radius of some appropriate matrices which are calculated
by using the matrix P (t). It is easy to check that, even in the scalar case,
these conditions are independent from classical L1− Lyapunov inequality
and therefore, they are also independent from our results in this paper.
Example 2. Next we show a two dimensional system where we provide suf-
ficient conditions, which may be checked directly by using the elements pij
of the matrix P (t), to assure that all hypotheses of the previous Theorem
are fulfilled. The example is based on a similar one, shown by the authors
in [5], in the study of Lyapunov inequalities for elliptic systems.
Let the matrix P (t) be given by
(4.11) P (t) =
(
p11(t) p12(t)
p12(t) p22(t)
)
where
[H1]
pij ∈ CT (R,R), 1 ≤ i, j ≤ 2,
p11(t) ≥ 0, p22(t) ≥ 0, det P (t) ≥ 0, ∀ t ∈ R,
det P (t) 6= 0, for some t ∈ R.
CT (R,R) denotes the set of real, continuous and T−periodic functions
defined in R. In addition, let us assume that there exist p1, p2 ∈ (1,∞] such
that
(4.12) ‖p11‖p1 < β
ant
p1 , ‖p22 +
p212
βantp1 − ‖p11‖p1
‖p2 < β
ant
p2 .
Then (4.1) is stably bounded.
In fact, it is trivial to see that [H1] implies that the eigenvalues of the
matrix P (t) are both nonnegative, which implies that P (t) is positive semi-
definite. Also, since det P (t) 6= 0, for some t ∈ R, (4.1) has not nontrivial
constant solutions. Therefore, P (·) ∈ Λ, the set defined in the Introduction.
Moreover, it is easy to check that for a given diagonal matrix B(t), with
continuous entries bii(t), 1 ≤ i ≤ 2, the relation
(4.13) P (t) ≤ B(t), ∀ t ∈ R
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is satisfied if and only if, ∀ t ∈ R we have
(4.14)
b11(t) ≥ p11(t), b22(t) ≥ p22(t),
(b11(t)− p11(t))(b22(t)− p22(t)) ≥ p
2
12(t).
In our case, if we choose
(4.15) b11(t) = p11(t) + γ, b22(t) = p22(t) +
p212(t)
γ
where γ is any constant such that
(4.16)
0 < γ < βantp1 − ‖p11‖p1 ,(
1
γ −
1
βp1−‖p11‖p1
)
‖p212‖p2 < β
ant
p2 − ‖p22 +
p212
βantp1 − ‖p11‖p1
‖p2 ,
then all conditions of Theorem 4.1 are fulfilled and consequently (4.1) is
stably bounded.
Remark 7. Let us observe that we deduce from (4.12)
(4.17) ‖p11‖p1 < β
ant
p1 , ‖p22‖p2 < β
ant
p2 .
As a consequence, the uncoupled system
(4.18) v′′(t) +R(t)v(t) = 0, t ∈ R,
where
(4.19) R(t) =
(
p11(t) 0
0 p22(t)
)
is stably bounded.
Therefore, by using the definition of stably bounded system, (4.1) is stably
bounded for any continuous and T−periodic function p12 with sufficiently
small L1− norm. However, (4.12) does not imply, necessarily, that the
L1−norm of the function p12 is necessarily small.
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