Although there are many examples of multidimensional scaling (MDS) and related methods applied to problems in cognitive psychology, ~lI7S has not been used to its fullest potential in this branch of psychology. Not only are there many circumstances where a straightforward application of MDS might be profitable, but there are also instances where some more subtle application of these procedures might be useful in providing answers to cognitive questions. The present paper will attempt to illustrate some of these less straightforward applications by example, as well as noting some of the more routine applications. No effort has been made to cover every application of MDS in the cognitive literature, however, since this review is intended to be illustrative rather than ex- haustive. Moreover, it should be admitted at the outset that the proportion of applications in comprehension and memory exceeds considerably the proportion of such examples from perception and psychophysics. Although a conscious effort has been made to draw on more recent work, older studies have been included when deemed appropriate. This paper will examine applications of both traditional two-way MDS (e.g., Kruskal, 1964a Kruskal, , 1964b Shepard, 1962a Shepard, , 1962b and three-way MDS (e.g., Carroll & Chang, 1970) . Three-way analyses which can extract higher dimensionality on the same data set, are generally, but not exclusively, performed when individual differences are considered. When these individual variations are not at issue, two- way MDS is usually employed.
The most straightforward and the most common use of MDS has been descriptive. Many of these early applications (e.g., dark, 1968; Rapaport & Fillenbaum, 1972) have used MDS to characterize the spatial structure underlying a set of stimuli. This use makes no attempt, however, to specify how the stimuli are processed. Although researchers can attempt to identify the dimension along which the stimuli vary in a multidimensional space, frequently little or no evidence has been provided that subjects are actually using these dimensions.
More recent studies have progressed beyond this descriptive use: 1. Studies suggesting that subjects are actually using the spatial representation recovered by 474 MDS. For example, Rumelhart and Abrahamsen (1973) have used Henley's animal names and found that distance in the ~1~~ solution would predict solutions to analogies. Similarly, Rips, Shoben, and Smith (1973) found that distance in a multidimensional space would predict reaction times (l~'~'s) in a categorization task.
2. Studies comparing the structure of the stimulus space over time. For example, Arable, Kosslyn, and Nelson (1975) and Howard and Howard (1977) Arable, 1979) . This paper will examine some of the descriptive uses of MDS before moving on to some of the less straightforward applications. Alternatives to MDS as a representation of data will be examined; and finally, there will be an attempt to specify the role of MDS in cognitive psychology.
Uses~y~~~l~~1~~3 1 Domains Concrete Objects
Many stimulus sets have been subjected to MDS analysis. These range from consonant phonemes to color names to semantic domains. A brief and useful review has been provided by Shepard (1980) .
The data set that has probably been subjected to analysis by the largest number of multidimensional scaling programs is the confusion data collected by Miller and Nicely (1955) on consonant phonemes.
Shepard (1972) (fa and ka) phonemes. The second dimension separated the nasals (ma and na) from the other consonant phonemes. Within the remaining consonants, there was also a separation between those that are formed at the front of the mouth (fa and ba) and those formed at the back of the mouth (ga and zha). These results thus placed some order on this domain.
The color domain has long been of interest to users ofMDS (~l~~a~9 1954) . In his original paper, Shepard (1962a) provided an analysis of the judged similarity of colors. In the resulting t~l&reg;-di~e~-sional solution, a color circle was recovered in which the various colors formed a circle with a gap between the color with the shortest wavelength (violet) and the one with the longest wavelength (red).
If the other points are connected by drawing the circle, the resulting ordering is monotonic with wavelength. Moreover (Atkinson & Shiffrin, 1968) , levels of processing theory (Craik Lockhart, 1972) , the prepositional theory (Kintsch, 1974) , the LNR model (Norman & Rumelhart, 1975) , the dual code theory (Paivio, 1971 ), the SAM model (Raaijmakers & Shiffrin, 1980) , the random walk model (Ratcliff, 1978) , the schema model (Rumelhart & Ortony, 1977) , the MOPS model (Schank, 1980) , and Tulving's (1975) Using expert subjects, Ross (1983) employed SINDSCAL (Carroll & Chang, 1970; Pruzansky, 1975) (Clark, 1968; Fillenbaum & Rapaport, 1971) Schaeffer & Wallace, 1969 , 1970 (Stemberg, 1977) , Rumelhart and (Shepard, 1964 Krumhansl and her colleagues (Krumhansl, h~~h~9 ~ Kessler, 1982) Recently, Pollard-Gott (1983) has extended this line of work to passages from classical music. Morse specifically, her subjects listened to a Liszt sonata over three sessions. In each, the listeners were encouraged to take notes and to think about the relations among the passages. After each session, subjects judged the similarity of the 28 pairs of stimuli that were generated from the eight passages (4 to 16 measures in length) Pollard-Gott studied.
These similarity data were analyzed using SINDSCAL (Carroll & Chang, 1970; Prozansky, 1975 One fairly straightforward illustration of this approach is a study by Howard and Howard (1977) . They obtained similarity judgments for a set of 10 animals that were chosen from Henley's (1969) original set. The subjects were first-graders, thirdgraders, sixth-graders, and college students. The resulting matrices obtained from all subjects were analyzed with Carroll and Chang's (1970) Miller and Gelman (1983) . They used techniques developed by Arable, l~~ssly~, and Nelson (1975) to investigate the development of the concept of number. As in Howard and Howard (1977) , four age groups were used: kindergartners, 9 third-graders, sixth-graders, and graduate students. Using a modification of the method of triads, Miller and Gelman (1983) had subjects judge which of three digits was most similar and which was least similar. To cut down on the number of triads to be judged by very young children, Miller and Gelman used a balanced incomplete sampling procedure developed by Arable et al. (1975) . The resulting similarity matrices were analyzed separately for each age group using KYST2A (Kruskal, Young, & Seery, 1977) . Additional analyses were also performed; these will be discussed briefly later.
For the 10 digits, Soli and Arabie (1979) . In this study, they used the data from Miller and Nicely (1955) , which they fir st transformed to conform more closely to the INDSCAL model (see Arabie & Soli, 1982, for the details and justification of this procedure). In contrast to earlier studies, Soli and Arabie (1979) This general approach has been carried a step further by Reitman and Rueter (1980 Shoben (1976) found that the similarity between goose and bird was virtually equivalent to the similarity between hawk and eagle, which in turn was less than the similarity between hawk and bird. More abstractly, even atypical exemplars of a category are regarded as highly similar to their category name. This general finding causes problems for scaling algorithms. For example, the similarity between robin and goose is quite low, but each is highly similar to the concept of bird. In terms of distances in a multidimensional space, robin and goose should be quite far from each other, but both must be quite close to bird. Obviously, it is impossible to satisfy both conditions. This kind of conflict is not present if superordinate terms are not among the test stimuli.
It is not clear how this problem can be solved. One possibility is to adapt a proposal of Krumhansl's (1983) and try to measure typicality of terms separately. Krumhansl has argued that similarity is a function, not only of the distance between the two objects, but also of the distance (typicality) of each of the objects to the superordinate. In the context of the musical scale, mhansl was able to vary the context (which scale is used) and thereby to show that the vertical structure (typicality) has an effect on the similarity judgment independent of the effect of the distance between the two objects (horizontal structure). In fitting the function that described the contribution of both horizontal and vertical structure, Krumhansl used the chroma cir- common; it appears that many more random starting configurations must be used (Arabie, 1973) when r equals 1 than when the Euclidean metric is used. 0 Fortunately, Arnold ( 1971 ) has developed a procedure that seems to surmount most of these problems. In a little noticed paper, Arnold approached both the city-block metric and the dominance metric (he set r = 32 to approximate the dominance metric) by a successive approximation procedure.
He first obtained a solution in Euclidean space; this solution was then the initial configuration for r = 1. ~ and r = 2.5. Approaching = 1, he used the resulting configuration when r = 1.5 as the starting configuration for a solution with r set at 1.2~, and so on, until he obtained a solution with° = 1. In a similar way, Arnold obtained a representation of his stimuli using the dominance metric. Using this procedure, Arnold found that the Euclidean solution gave the poorest fit (as measured by stress) to the data. Stress declined mon&reg;t&reg;nically as r decreased from 2 to 1, and it also declined monotonically as r increased from 2 to 32. Interestingly, the best fit was obtained with the dominance metric.
Although this procedure appears very successful and well worth using, it does appear that it has one important limitation: It does not seem to work well with two-dimensional solutions (Carroll & Arabie, 1980) . The reasons for this failure are not presently known.
Using the Options
Finally, it appears that many users of MDS are not aware of all the options that most computer programs permit. For example, although INDS-CAL is characterized as three-way (stimuli by stimuli by subjects), the last way need not be actual individual subjects. Soli and Arabic (1979) , for example, have used conditions in lieu of subjects very successfully. Miller and German (1983) 
