Computing and analyzing the bifurcation behaviour of stationary or periodic solutions of nonlinear parabolic PDEs lead to very large, parameter dependend nonlinear algebraic systems after discretization. We decompose the full (discrete) space into a tiny subspace and its orthogonal complement. After a suitable transformation the full system restricted to this subspace gives a tiny system which models the nonlinear behaviour of the full system, this is similar to the reduced basis technique. On the other hand we do not throw away the (large) complementary system, thus there is no loss of information. The large system is locally contractive. This splitting is obtained by a using certain singular vectors of a linearization of the system to span the tiny subspace. We avoid using invariant subspaces which may be di ult to handle in the non{selfadjoint case. This can only be done after the system has been transformed to something like an ideal normal equation which avoids the bad conditioning of the standard normal equation approach.
Introduction
We want to study periodic and stationary solutions of a parameter dependent parabolic system of the form (0) _ u = L(ũ; )
together with initial and boundary conditions. Here L(:; ) is a nonlinear elliptic operator(system).
Discretizing (0) by the method of lines | discretizing L by nite di erences or nite elements | leads to a large system of ordinary differential equations
(1 0 ) _ u = F(u; ) u 2 R n 2 R p where the vector u contains all the discretized components ofũ . In this paper we study (parameter dependent) stationary and periodic solutions of (1'). The question whether (and to what extent) these solutions (critical points) approximate those of the continuous problem (0) is out of the scope of this paper, see e.g. Brezzi et al(1981) , and Hansbo(1990) .
The fact that equation (1') arises from discretizing the parabolic system (0) implies on one hand that the system (1') is very large. On the other hand several properties of the continuous system are inherited by the discrete system (1') | most important the eigenvalues of smallest modulus and the corresponding eigenfunctions of the continuous system are well approximated by the discrete system for reasonable discretizations.
The main practical problem in studying the parameter dependence of solutions of the system (1') lies in the high dimensionality of this system. As will be shown in section 1, both problems can be reduced to a (large) xed point equation u = E(u) The case where the Jacobian of E 0 of E is selfadjoint has been studied before, see Jarausch/Mackens(1982 and Hetzer/Jarausch/ Mackens(1989) . In practical problems E 0 has only very few eigenvalues larger than 1 in modulus | at least after some preconditioning. Let P be an orthogonal projector onto the dominating eigenspace of E 0 and Q its complementary projector, we get the split system p = P E(p + q) q = Q E(p + q) with p = P u and q = Q u .
3
The p{system has only very few unknowns such that expensive techniques can be applied for studying its solutions set. On the other hand the q{ system can be made locally contractive and can be thus solved by xed point iterations. Theoretically solving the q{system and inserting its solution into the p{system leads to a Ljapunov{Schmidt reduction of the full system. solve the q{system approximately treating these iterations as \inner iterations" whereas the iterates for the p{system make up the \outer iterations". By carefully adapting the inner iterations to the outer iterations and adjusting the precision of the projectors P and Q they can prove such a scheme convergent. The same technique can be applied to the more general splitting scheme presented in this paper.
Neglecting the q{dependence of the p{system leads to a low dimensional approximate system which can be regarded as a reduced basis approach. Such an approach is well suited for studying the parameter dependence of the solution set. See e.g. Fink/Rheinboldt(1983 , Mackens(1988) , Porsching(1985) , Porsching/Lin Lee(1987) and Rheinboldt(1986 Rheinboldt( ,1988 .
An extension to the case of a non{selfadjoint Jacobian of E has been given by Shro /Keller(1993) . They suggest a technique which assumes only minimal knowlegde about the underlying xed point equation; they even do not need to evaluate the Jacobian nor even its transpose. On the other hand their approach seems to be limited to the case where the \unstable space" is spanned by eigenvectors. Furthermore their p{ and q{system is not completely decoupled; this restricts the analysis of bifurcation phenomena and the use of the p{system as a reduced basis approach.
Another extension to the non{selfadjoint case has been given in Jarausch(1991) , where the splitting is based on invariant subspaces of the Jacobian. There it has been observed that even the use of invariant subspaces may lead to di culties as it implies that the projectors P and Q are oblique in general. Furthermore the approximation of invariant subspaces may be quite cumbersome.
The present approach might be looked at as an \ideal normal equation approach". It uses singular subspaces for splitting the xed point equation. These are much easier to approximate, lead to arbitrarily good decoupling of the partial systems and imply orthogonal projectors only.
This approach reduces quite naturally to the splitting with eigenspaces in the selfadjoint case.
In order to compute (critical) solutions with reasonable precision it is not enough just to study a small reduced system by itself. Rather one has to turn over to a totally equivalent pair of systems, a reduced one together with a large complementary system. The reduced (tiny) system should capture the main (nonlinear) features whereas the complementary large system should be easily solvable with locally unique solutions. Furthermore it is essential that these two systems are decoupled as much as possible.
In section 1 we present the general reduction technique based on singular spaces and a`rotator' which partially symmetrizes the equations. The construction of this rotator is shown in section 2. The approximation of the necessary singular subspaces is given in section 3. In the time dependent case we need access to the Jacobian of the evolution operator and its transpose. This is handled in section 4. A simple numerical example is presented in section 5. Finally there are a summary and conclusions.
Splitting the System Periodic Solutions
Instead of searching for periodic solutions with an unknown period T we introduce an additional parameter T and transform the time variable by t = T . Furthermore we do not like to distinguish between (true) solution components such as u i and parameters. Therefore we introducê
and augment the system (1') by the trivial di erential equations _ T = 0 and _ = 0 . This leads to the de nition In this section we omit the hats and our starting point is the ODE{system
where we are interested in periodic solutions of period 1. Introducing the Poincar e operator (time evolution) E by E(u(0)) u(1) , a periodic solution of period 1 turns into a xed point of the xed point equation Remember that the rst component of u 0 is the unknown period T of the original system (1'). Since E is the solution operator of a large (nonlinear) ODE system we cannot evaluate E exactly. We therefore replace E by some xed numerical integration scheme E such as an extrapolated semi{implicit Euler scheme. It is important that the stepsize sequence as well as the order sequence (in a variable order scheme) in the time interval 0; 1] can be selected freely but must be kept xed when E is evaluated for di erent arguments u 0 . The selection of a suitable order/stepsize sequence has to be done on an iterative basis since it depends on the yet unknown initial values. But it is conjectured that the global error that is produced by a given order/stepsize sequence is locally continuous with respect to the initial values (equipped with a suitable norm). Remark Equation (2) corresponds to the (simple) shooting approach for solving two point boundary value problems. In case the time evolution operator cannot be evaluated due to blow up of the solution we can switch to multiple shooting as in the case of a two point boundary value problem. We have thus reduced the problem of approximately computing periodic solutions of system (1') to the study of xed points of (3) u = E(u) u 2 U via a two step discretization process.
The Stationary Problem
The stationary problem arising from equation (1' Since almost all eigenvalues of (the linearization of) the elliptic operator L have (unbounded) negative real part, almost all eigenvalues of (the linearization of) E will be tiny. It follows that the xed point equation (3) will be locally contractive except in a few directions spanning the invariant subspace roughly corresponding to the eigenvalues with nonnegative real part. We shall split the large xed point equation (3) into two parts. We introduce two complementary projectors P and Q with Z Range(P) and Y Range(Q) . We decompose (the solution) u into (4) u = p + q ; p Pu ; q Qu and get the system
which is equivalent to (3). With properly selected projectors the rst equation (p{system) serves (for q xed) as a condensed system with the \reduced basis" Z . It should model the nonlinear (especially singular) behaviour of the full system (3). Since in many applications this system has only tiny dimension, sophisticated methods for solving it and analyzing its bifurcation behaviour may be applied. On the other hand, and in contrast to \pure reduced basis techniques", this system is supplemented by the q{system, the second xed point equation in (5). This is nearly as large as the original system (3) but | with a suitable projector Q | can be made (locally) contractive. Therefore it is a locally unique system which can be solved easily by Picard iterations.
Of course, such a splitting is only useful if these equations are (at least) locally as much decoupled as possible. But this requires that P E 0 Q and/or Q E 0 P vanish, or are at least tiny. This implies that Range(P) and/or Range(Q) are (nearly) invariant subspaces of E 0 (the Jacobian of E ). Invariant subspaces have some disadvantages | Invariant subspaces are not orthogonal | Invariant subspaces imply oblique projectors | Invariant subspaces are di cult to approximate numerically Therefore we try to get around invariant subspaces by changing the problem.
Splitting with Singular Subspaces | the Linear Case
The linearization of (3) around some u 0 can be written as (6) (4) and (7) , there is no chance that (6) splits into two independent xed point equations because of (8).
Let us assume we have an orthogonal mapping (\rotator") (14) leads to 0 = J T f(u) which is equivalent to
We will try to select the reduced basis Z such that equation (18p) is a (highly) nonlinear but tiny system whereas equation (18q) is a large but locally contractive system. To solve these two equations with di erent methods (Newton versus Picard,e.g.) they should be decoupled, i.e. equations (18p) and (18q) should be insensitiv (up to rst order) to small perturbations of q and c , respectively. We have
Let f(u) be a continuously di erentiable mapping and Z be an exact right singular subspace of f 0 (u 0 ) . Then equation (18p) and (18q) Let f(u) be a continuously di erentiable mapping and Z be an approximate right singular subspace of f 0 (u 0 ) in the sense that there is a small perturbation such that Z is an exact right singular subspace of (f 0 (u 0 ) + ) . Then the assertion of Proposition 1 still holds. Proof Since P ( Z ) and Q have norm 1 (orthogonal projectors) the norm of the \cross derivatives" increase by k k at most.
Remark
In practical computations one needs only a moderate approximation quality for the singular subspaces without disturbing the decoupling too much.
Let f(u) be a twice continuously di erentiable mapping and Z be an exact singular subspace of f 0 (u 0 ) , where u 0 is a solution of the system (18). Furthermore assume that Q J T f 0 (u 0 ) jY is invertible on Y = Range(Q) . We de ne the condensed system (Ljapunov{Schmidt reduction)
where, by the implicit function theorem, the mapping c which proves (24).
Under the assumptions of the theorem the condensed system (19) is (locally) equivalent to the full system. Thus, locally, solution branches, turning points, bifurcation points and Hopf{bifurcation points show up precisely in this condensed system. Unfortunately, the evaluation of ' (c) is not tractable. Since the approximate condensed system (21) coincides with the true one at c = c 0 up to second order, we can evaluate'(c) , instead, to compute these data | with the restriction to simple bifurcation points. But even for the analysis of more complicated bifurcation phenomena, this might be of great help, see .
To solve the system (18) it is essential that the xed point operator given by the right hand side of (18q) is contractive. This implies that the linearization of this operator is contractive at (near) a xed point. In real computations this condition will always be full lled (to some precision) by adjusting the reduced basis Z adaptively. To present a numerically stable formula for y (when Z approaches Z ) we have to introduce some more notation. Given an orthogonal basis Z ( Z ) of the space Z ( Z , resp.), we compute the direction cosines( c i ) and principle vectors( V i , V i ) , see Golub/van Loan(1989) To prove (6) we evaluate the transpose of the last two terms on the right hand side of (3). To show (7) we note that (5) where we modify this algorithm in that each gradient and each search direction is projected to be orthogonal to z 1 ; : : : ; z k?1 and to the previous iterate. Since line searches are cheap | no additional application of A | we can a ord a fairly tight line search. Furthermore each iterate is normalized to length 1. Finally the sequence of the vectors z 1 ; : : : ; z m are permuted such that vectors which correspond to tiny singular values become last. Having re ned the right singular vectors (of A ) we have to generate the left ones. Here we proceed somewhat di erently. Given the right singular vector z k we have saved the corresponding estimate (Ritz value) of 2 k given by z T k A T A z k . Now there are two cases. First, if 2 k is above some small threshold value, we generate an initial approximate z k = A z k . Then we apply a conjugate gradient algorithm for where again gradients and search directions are projected as described above.
To decrease the dimension of the singular subspaces we proceed as follows. For each index 1 k m we check if the pair (z k ; z k ) may be deleted. Given some value < 1 the pair (z k ; z k ) is deleted if ( J k ? A) z k 2 < . Here J k is the rotator constructed from (z 1 ; : : : ; z k?1 ; z k+1 ; : : : ; z m ) and ( z 1 ; : : : ; z k?1 ; z k+1 ; : : : ; z m ) by formula (2.3). It must be noted that after deletion of the pair (z k ; z k ) and with the new rotator J and the new projector Q the norm ( J ? A) Q might be larger than even if it was less than before. Numerical tests have shown only a marginal increase in most cases, if at all. Nevertheless the process of decreasing/increasing the dimension of the singular subspaces should be safeguarded by some anticycling device.
Refining Singular Subspaces by Solving a Riccati Equation
Let us start by assuming we are given a basis Y ( Y ) of the space Y ( Y , resp.). Given approximations Z; Z; Y; Y for the right/left singular subspaces, we follow G.W. Stewart(1973) and set up a Riccati{system for improving these approximations, see also Demmel(1987) . Let us de ne To simplify this system we compute the tiny SVD{decomposition of A zz and change the variables; to improve readability we do not introduce a new notation for the new variables. These are (slightly) inde nite symmetric systems on a subspace of tiny codimension. They can be interpreted as simultaneous (shifted) inverse power iterations.
The most e cient technique to solve such a system is still an open problem. Two techniques are promising, First we can use conjugate gradients restricted to the subspace Range(Q Q) . The problem is to nd a suitable preconditioning technique based an a (given) preconditioner for A . Polynomial preconditioning seems ideal if it is e ective. Second, one can use bordering techniques since Q Q has a tiny codimension ( see , Chan/Keller(1982) , Govaerts(1991 Govaerts( ,1994 , Govaerts/Price(1987 , Meza/Symes(1987) , Moore(1987) and Stewart(1981) ). Since k is an approximation of an eigenvalue of 0 A T A 0 (restricted to Z Z ) equation (12) 4 Using the Jacobian of the Evolution Operator
As has been shown in the previous section we need the linear operator A and A T to approximate the required singular subspaces Z and Z . They are used in the power iteration for the initial values as well as in the re ning steps (3.12) whether these equations are solved by conjugate gradients or the bordered system approach. By equation (1.6) the operator A involves the operator E 0 (u 0 ) which is the Jacobian of the discrete time evolution operator E(u 0 ) in the periodic case. Fortunately E 0 (u 0 ) and E 0 (u 0 ) T are only used in operator form. Any use of a variational equation to system (1.1) is not tractable because of its tremendous size. The alternative of using di erences cannot be used to apply E 0 (u 0 ) T to a vector. So the only way seems to di erentiate E(u 0 ) explicitly, which, as conjectured, can be done for (linear) one step methods with a xed step size and order sequence for integrating (1.1). Here we deal with the important example of the extrapolated semi{implicit Euler scheme which is very well suited for the sti system (1.1) | see Hairer/Wanner(1991) . A semi{implicit Euler step for (1.1) with stepsize h and initial value u is given (in operator form) by 
The extrapolation step just computes a weighted sum of these E k;h for k in a xed set e = f2; 4; 6; 8; : : : ; kg . Thus an extrapolated semi{ implicit Euler step can be written as
where the coe cients c k only depend on k . Thus the Jacobian and its adjoint can be easily evaluated by For an autonomous system the xed point equation (1.3) is never uniquely solvable (see Proposition 1.5). We apply a simpli ed Gauss{ Newton iteration but only to the small system (1.18p) which reads and has only dimension 4 here. Since the projectors P and Q are orthogonal, the square of the norm of the total residuum is the sum of the squares of the norms of the partial residuals (3) kE(u) ? uk 2 2 = k Z T (E(u) ? u)k 2 2 + k(I ? Z Z T ) (E(u) ? u)k 2 2
After three nonlinear iterations we get a solution with a period of 3.3209 , the solution (at x = 0:5 ) is shown in Figure 4 . The convergence history is shown in Figure 3 , where all three residuals a given after the indicated step (bottom line). The increase of the Q {residuum during a P{step and vice versa is due to the fact that rst, the invariant subspaces are only approximate and second, these spaces are never re ned during the whole iteration. In a more di cult problem or with a more di cult starting vector one would have to control the quality of the singular spaces quite carefully, see . It should be noted that due to the logarithmic scaling the increase of the complementary residuum looks much more dramatic than it is.
Summary and Conclusions
The computation of periodic or stationary solutions of a parabolic system leads to a high dimensional (parameterized) xed point equation (after suitable discretizations). With the aid of singular subspaces of the linearized xed point operator we can split the big xed point equation into a tiny one (similar to the reduced basis approach) and a still big one which can be made locally contractive. The tiny system models the parameter dependence of the solutions of the full system up to second order. It is therefore well suited for getting onto a solution arc (surface), following it and computing singular points on it.
Introducing singular subspaces for splitting a system o ers many advantages but they have to combined with a`rotator' which maps the left singular subspaces isometrically into the corresponding right singular subspaces. This`partial symmetrization' can be looked at as an ideal normal equation approach. Such a rotator can be constructed by using only very few singular vectors.
The presented splitting technique o ers quite a bit of natural parallelism which can lead to quite e cient implementations. 
