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Human Detection Using Local Shape and
Non-Redundant Binary Patterns
Duc Thanh Nguyen, Wanqing Li, and Philip Ogunbona
Advanced Multimedia Research Lab, ICT Research Institute
School of Computer Science and Software Engineering
University of Wollongong, Australia
Abstract—Motivated by the advantages of using shape matching technique in detecting objects in various postures and
viewpoints and the discriminative power of local patterns in
object recognition, this paper proposes a human detection method
combining both shape and appearance cues. In particular, local
shapes of the body parts are detected using template matching.
Based on body parts’ shapes, local appearance features are
extracted. We introduce a novel local binary pattern (LBP)
descriptor, called Non-Redundant LBP (NRLBP), to encode local
appearance of human. The proposed method was evaluated and
compared with other state-of-the-art human detection methods
on two commonly used datasets: MIT and INRIA pedestrian
test sets. We also performed extensive experiments on selecting
appropriate parameters as well as verifying the improvement of
the proposed method through all stages of the framework.
Index Terms—Human detection, local binary patterns.

I. I NTRODUCTION
Human detection from images is an active research topic
in computer vision. The challenge of the task arises from the
numerous variations that human postures can assume and the
complexity the surrounding environment can be (e.g. cluttered
background, crowded scene, etc.).
A number of approaches have been proposed in the literature [1]. Generally speaking, existing human detection methods
can be categorized into template matching based approach
and learning based approach. In the template matching based
approach, humans are described explicitly by full body [2], [3]
or body part templates [4], [5] and the task of human detection
becomes to find the best matching templates given an input
image. The templates can be represented as intensity/color
images [5] when the appearance of the humans is considered or
simply as binary contours [2], [3], [4] when shape information
is employed. Template matching based approach has several
advantages. First, human’s shape can be well captured by
the contour templates. In addition, this approach allows the
variation of human postures and viewpoints. However, the
contour templates are required to be given in advance.
In the learning based approach, appearance and shape
features, used to describe humans are obtained through training
classifiers such as SVM, AdaBoost, etc. The problem is then
often formulated as the binary classification. Examples of this
approach are [6], [7], [8], [9], [10], [11], [12], [13]. Since the
spatial information of body parts is encoded and included in the
features, these methods limit the variation of human postures
and viewpoints to what often occur in the training dataset.
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Motivated by the advantages of using contour templates in
detecting object’s shape at various postures and viewpoints,
and the discriminative ability of local patterns in object recognition, this paper introduces a human detection method with the
following contributions. First, we present a human detection
framework integrating multiple cues including local shape and
appearance as follows. Shapes of the body parts are determined
using an improved template matching method that combines
both the strength and orientation of edge pixels. Based on the
body parts’ shapes represented by contours, local appearance
patterns are extracted along the matching contours. The second
contribution of this paper is to propose a novel LBP, called
Non-Redundant LBP (NRLBP), to encode local appearance
of human. Experiments have verified the robustness of the
proposed method in detecting humans in multiple views and
postures and under cluttered backgrounds.
The rest of the paper is organized as follows. In section II,
we briefly review the related works. Section III presents the
appearance features (the novel LBP). The proposed human
detection method is presented in section IV. Experimental
results along with some comparative analysis are shown in
Section V. Section VI concludes the paper with remarks.
II. R ELATED W ORK
Template matching based approach often requires templates
as two-dimensional contours representing humans in various
postures and viewpoints. For example, Gavrila et al. [2],
[3] clustered full body human templates into a hierarchical
structure where the dissimilarity between two templates was
defined by the Chamfer distance. Since the above works focus
on detection of a full human body, we refer to them as global
detection methods.
Alternatively, local methods detect humans by locating the
body parts. For example, Lin et al. [4] decomposed a human
body structure into a hierarchial tree of body parts including
head-torso, upper legs, and lower legs. The detection was then
performed by detecting individual body parts sequentially in
the hierarchical tree.
Some methods combine both local and global detection [5].
For example, Leibe et al. [5] used a codebook of local shapes
to describe the human body structure. The relationship between
local and global shapes was learned through training. The local
shapes were further employed to vote for the global shapes and
the Chamfer matching was then applied to select the best fit
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of the joint global and local detection responses.
Learning based human detection algorithms often proceed
by learning shape and appearance features from training data.
This approach does not require templates but shape and appearance features are defined through training human/non-human
patterns. For example, Mohan et al. [6] used Haar wavelets to
describe body parts while Wu et al. [8] introduced a so-called
”edgelet” feature. Viola et al. [7] employed the rectangular
features [14] computed on the difference images to encode
motion patterns. In [9], a well-known feature, called histogram
of oriented gradients (HOG) was introduced. This feature then
has been received much attention and considered as state-ofthe-art feature for object detection. In [10], covariance based
features were employed. Recently, local binary pattern (LBP),
originally proposed for texture classification [15], was used to
encode human appearance [12].
Another aspect of learning based human detection is to
develop robust learning algorithms. For example, a cascade
method proposed in [7] was employed for fast human detection
in [16]. In [11], a meta-stage was added to the cascade
Adaboost to exploit the inter-stage information. Employing
various features [11], [13] could provide richer descriptors but
might lead learning algorithms such as SVMs to be intractable
with respect to training. This problem was addressed in [17]
and Partial Least Squares (PLS) analysis, a dimensionality
reduction technique, was used. In [18], histogram intersection
kernel SVM was introduced for fast training and classification. A study on features and classifiers selection for human
detection was conducted recently by Wojek et al. in [19].
III. N ON -R EDUNDANT LBP (NRLBP)
A. LBP
Original LBP was developed for texture classification [15].
The advantages of LBP are its robustness under illumination
changes, computational simplicity and discriminative power.
We adopt the notation of LBP as follows. Given a pixel c =
(xc , yc ), the value of the LBP code of c is given by:
LBPP,R (xc , yc ) =

P
−1
X

s(gp − gc )2p

(1)

p=0

where P is the number of sampled points (neighbor pixels of
c) whose the distances to c do not exceed the radius R, gc
and gp are the intensities of c and p (a neighbor pixel of c)
respectively, and
(
1, if x ≥ 0
s(x) =
0, otherwise

Fig. 1.

An illustration of the original LBP descriptor.

Fig. 2.
The left and right image represents the same human and in
the same scene but with different contrasts between the background and
foreground. Notice that the LBP code at (x, y) (in the left and right image)
is complementary each other, i.e. the sum of these codes is 2P − 1.

and P are 1 and 8 respectively. The followings are important
properties of the LBP descriptor.
Uniform and non-uniform LBP. Uniform LBP is defined
as the LBP that has at most two bitwise transitions from 0 to 1
and vice versa in its circular binary representation. LBPs which
are not uniform are called non-uniform LBPs. As indicated in
[15], an important property of uniform LBPs is the fact that
they often represent primitive structures of the texture while
non-uniform LBPs usually correspond to unexpected noises
and thus they are less discriminative.
LBP histogram. Scanning a given image in pixel by pixel
fashion, LBP codes are accumulated into a discrete histogram
called LBP histogram. Intuitively, the number of LBPP,R
histogram bins is 2P .
B. Non-Redundant LBP
Although the robustness of the original LBP has been
proved in many applications, it has drawbacks when employed
to encode human appearance. The disadvantages can be considered with respect to two aspects:

Fig 1 represents an example of the LBP, called original LBP
hereafter, in which the LBP code of the center pixel (in red
color) is obtained by comparing its intensity with neighbor
pixels’ intensities. The neighbor pixels whose intensities are
equal or higher than the center one’s are labeled as ”1”,
otherwise as ”0”. In this example, since we consider all 8neighbor pixels of the center pixel and the distance between
a neighbor pixel to the center pixel is computed using l∞ , R
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Storage ability: as presented, the original LBP requires
2P bins of histogram.
Discriminative ability: the original LBP is sensitive to the
relative changes between the background and foreground
(the region inside the human body). It rigorously depends
on the intensities of particular locations and thus varies
based on the human’s clothing which is often varied. For
example, the LBP codes of the regions indicated by red
rectangles (small box) in both the left and right images
in Fig. 2 are quite different while they actually represent
the same structure.

To overcome both of the above issues, we propose a novel
LBP, called Non-Redundant LBP (NRLBP), as follows,
N RLBPP,R (xc , yc )
(2)


= min LBPP,R (xc , yc ), 2P − 1 − LBPP,R (xc , yc )

(a) Some full body templates used in this paper

Intuitively, the NRLBP considers a LBP code and its complement as same. For example, the two LBP codes ”11000011”
and ”00111100” in Fig. 2 are counted once. Obviously, with
the NRLBP, the number of bins in the LBP histogram is
reduced to the half. Furthermore, compared with the original
LBP, the NRLBP is more discriminative in this case since
it reflects the relative contrast between the background and
foreground rather than forces a fixed arrangement of the
background and foreground. Hence, the NRLBP is more robust
and adaptive with changes of the background and foreground.
The robustness of the NRLBP is also verified in experiments
(see section V).

(b) Decomposition of a full body to part templates
(c) Top parts
(d) Bottom parts

(e) Left parts

(f) Right parts

IV. P ROPOSED H UMAN D ETECTION M ETHOD
The proposed human detection method can be summarized
as follows. First, given a detection window, shapes of the body
parts are determined using template matching. The outcome of
this stage is a set of partial contours describing shapes of the
body parts. After that, local appearance features defined as the
histograms of NRLBPs are computed along the detected partial
contours. Finally, a feature vector is formed by concatenating
the matching costs of individual pixels, individual parts, called
shape feature, and NRLBP histograms. Feature vectors corresponding to the positive (human) and negative (non-human)
samples are collected to train a SVM classifier. The proposed
human detection framework is presented in Fig. 3.
A. Shape Matching
We employ a set of contour templates including top (headtorso), bottom (legs), left, and right parts to model a full human
body structure (see Fig. 4). To create these part templates,
a number of templates representing full human body shape
are first collected. Examples of these templates are shown in
Fig. 4(a). Each template is centered in a 30 × 60 window and
then divided into 4 parts: top, bottom, left, and right. For each
type of parts, e.g. leg, the part templates are clustered using a
K-means algorithm and the mean templates are considered as
the prototype part templates. Let Pi be the sets of prototypes
for i = top, bottom, lef t, and right part respectively. In
our implementation, |Ptop | = 5, |Pbottom | = 8, |Plef t | =
|Pright | = 6. Fig. 4 (c, d, e, f) shows the prototypes.
Given a detection window W , using the template matching
method proposed in [20], the best matching human posture (configuration), i.e. a set of best matching templates
C ∗ = {Ti∗ }, i = top, bottom, lef t, right can be determined
as follows.
Ti∗ = arg min D(T, Wi )

(3)

T ∈Pi

where Wi is a subpart of the detection window W corresponding to the top, bottom, left, or right part respectively. D(T, Wi )

Fig. 4.

Part templates used in the proposed method.

is the dissimilarity (matching cost) between the template T and
image region in Wi which is computed as,
X
D(T, Wi ) =
ωT (t)dT,Wi (t)
(4)
t∈T

where dT,Wi (t) is the spatial-oriented distance between a point
t ∈ T and its closest edge point in the edge image of Wi .
dT,Wi (t) can be computed efficiently using a Generalized
Distance Transform (readers are referred to [20] for more
details).
The weight ωT (t) in (4) represents the importance of a
point t ∈ T . Different points should contribute differently in
the matching cost D(T, Wi ). For instance, on the human body
contour, the points along to the two curves of the head-shoulder
template always appear in every human pattern thus more
discriminative compared with the points belonging to the arms,
which are varied and dependent on the human postures. In this
paper, the weight ωT (t) of a point t is calculated simply based
on the frequency that t appears given a set of the templates of
a same body part type, e.g. Plef t . In particular, for each Pi
and for each template T ∈ Pi , ωT (t) can be computed as,
P
T 0 ∈Pi (1 − dT,T 0 (t))
P
ωT (t) = P
(5)
0
t0 ∈T 0
T 0 ∈Pi (1 − dT,T 0 (t ))
As can be seen that, for each detection window, the number
of templates matched is 5+8+6+6 = 25 (templates) to cover
up to 5 × 8 × 6 × 6 = 1440 postures. Compared with full body
detection approach, this is an advantage since the matching is
performed on a small set of templates to cover a huge number
of human postures.
B. Feature Extraction
It is reasonable to use the NRLBP to encode local appearance of human since the intensities of the foreground might be
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Fig. 3.

The proposed human detection framework.

either higher or lower than the intensities of the background
(Fig. 2). In addition, the texture inside human body varies
and depends on human’s clothing. Therefore, the NRLBPs
should be defined locally along the body contours to encode
the contrast between the foreground and background rather
than the textured structures inside human body. In this paper,
local appearance features are computed as follows.
Once the best matching configuration C ∗ has been identified, for every template Ti∗ ∈ C ∗ , a set of the closest points (on
the edge image of Wi ) can be determined. Since the number
of points on the templates is different from one to another
(even the templates represent the same type of body part), we
uniformly sample the top, bottom, left, and right templates by
25, 15, 20, and 20 points respectively. Thus, the total number
of sampled points for each posture (configuration) is 80.
For each sampled point on the template, its closest edge
point on the edge image of W is determined and the NRLBP
histogram of a (2L + 1) × (2L + 1)-local window WL centered
at this edge point is computed. Since we use the NRLBP,
we could reduce the number of bins in the histogram from
59 (as the original LBP) to 30 in which all non-uniform
NRLBPs vote for one bin and each uniform NRLBP is cast
into a unique bin corresponding to its NRLBP code. The
NRLBP histogram calculated from a local window WL is
then normalized using a normalization method, e.g. L2 −norm,
L1 -norm, or L1 −square norm. For fast computation of the
NRLBP histogram, we employ the concept of ”integral image”
as proposed in [7]. Since the number of bins is only 30, it is
quite possible to implement and store the integral image in
computer memory. By computing the NRLBP histogram for
every sampled point, we create a 80 × 30 = 2400 dimensional vector for each detection window W to describe local
appearance of human. To encode shape information, the feature
vector can be extended by combining with the matching costs
of 80 sampled points, i.e. dT,Wi (·), and the matching costs
of 4 parts, i.e. D(T, Wi ) with i = top, bottom, lef t, right.
Notice that the feature vector may need the matching costs of
4 parts since these costs might be obtained from more than
80 sampled points. Finally, we can create a rich feature vector
with 2400+80+4 = 2484 elements for each detection window
W (see Fig. 5). The feature vectors of positive and negative
samples are then used to train a SVM for classification.

Fig. 5. Shape-appearance feature vector. Left: input image, right: edges with
the Generalized Distance Transformed image generated using [20].

V. E XPERIMENTAL R ESULTS
A. Datasets
The proposed human detection method was evaluated on
two popular pedestrian test sets: MIT dataset [6] and INRIA
dataset [9]. The MIT dataset includes 924 positive samples
containing pedestrians in frontal or back-view and no negative
images. Compared with the MIT dataset, the INRIA dataset is
more challenging in which pedestrians are in multiple views
and extensive postures, and cluttered backgrounds with various
illumination changes (see Fig. 7). The INRIA dataset contains
2416 positive training samples and 1218 negative training
images plus 1126 positive testing samples and 453 negative
testing images. For performance evaluation, we employed the
DET (detection error trade-off) curves on the log-log scale to
measure the miss rate vs. FPPW (false positive per window).
In the followings, we present experiments on parameters and
features selection, and comparisons with other state-of-the-art
human detection methods.
B. Parameters and Features Selection
There are a number of parameters used in the proposed
method including the number of sampled points (P ) and radius
(R) in the definition of the NRLBP (2), and local window’s
size (controlled by L). In addition, normalization methods and
classifiers also affect the detection performance. To verify the
effects of parameters, we conducted all experiments on the
same dataset. The INRIA dataset was selected for this purpose.
Furthermore, once a parameter is investigated, other parameters
are maintained unchanged, i.e. at one time, only one parameter
is changed. Finally, to avoid the explosion of all possible
combinations of parameters, we assume that all parameters are
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independent of each other. This means that we can investigate
all parameters individually and the later experiment is based
on the observation of the former experiment.
Based on the work of Wang et al. [13], we employed the
LBP8,1 for all experiments. However, we investigated the
effects of various values of L ∈ {4, 5, 6, 7, 8}. The numerical
data is provided in Table. I. As shown in this table, L = 7, i.e.
15×15 local window, gives the best performance at low FPPW
rates. However, the results corresponding to other values of L
such as 4, 5, 6, and 8 are slightly different. This means that
the detection performance is not sensitive with the changes of
the local window’s size. Notice that, in this experiment, we
only used the appearance, i.e. each feature vector has 2400
elements and L1 −square norm was used for normalization of
NRLBP histograms. In addition, we used a SVM for training
and testing various parameters and features. The training and
testing procedures were implemented similarly to [9]. The
training dataset consists of 2416 positive samples and 12180
negative samples (created by selecting randomly 10 samples
per negative image). The training step was performed only one
time since all optimal parameters need to be determined before
the second time of training.
TABLE I
FPPW ( FIRST COLUMN ) AND APPROXIMATED

MISS RATES
CORRESPONDING TO VARIOUS VALUES OF L.

FPPW
7 × 10−2
3 × 10−2
1 × 10−2
7 × 10−3
3 × 10−3
1 × 10−3
7 × 10−4
3 × 10−4

L=4
0.0008
0.0044
0.0168
0.0266
0.0506
0.0905
0.1261
0.1571

L=5
0.0017
0.0026
0.0142
0.0230
0.0435
0.0923
0.1012
0.1527

L=6
0.0017
0.0035
0.0071
0.0168
0.0399
0.0781
0.0985
0.1403

L=7
0.0000
0.0026
0.0079
0.0097
0.0364
0.0692
0.0896
0.1367

L=8
0.0000
0.0035
0.0071
0.0106
0.0381
0.0861
0.1021
0.1571

Fig. 6. Comparison between using appearance features only and combining
shape and appearance features (this figure is best viewed in color).

along the contour points. To encode shape information, the
feature vector is extended by attaching the matching costs of
individual contour points and the matching costs of the four
parts. As shown in Fig. 6, combining shape and appearance
features could improve the detection performance. In addition,
the NRLBP outperforms the original LBP in term of accuracy.
Furthermore, with the NRLBP we could reduce the dimensionality of the feature vectors, thus safe the memory and speed
up the detection task. Notice that only one round of training
was applied for this experiment.
C. Performance Evaluation and Comparison

We also tried with different normalization methods and
found that L1 −square norm gives the best performance. This
observation is consistent with the conclusion of Wang et al.
[13]. For example, with L = 7 and at a FPPW rate of
10−3 , the miss rate corresponding to using L1 −square norm
was ≈ 0.0692 while this number was ≈ 0.0746 (increasing
≈ 0.5%) when using L2 −norm.
For selecting classifiers, with L = 7 and at a FPPW rate of
10−3 , the linear SVM was incurred ≈ 0.1092 of miss rate, ≈
1% higher than the miss rate when using the kernel SVM. The
difference then became significant (≈ 6.75%) at a FPPW rate
of 3 × 10−4 . Employing advanced classifiers, e.g. intersection
kernel SVM [18], might improve the detection performance.
However, development of robust classifiers is not the main
focus of this paper.
We also compared the performance of using only appearance (NRLBP or original LBP) and combining both appearance and shape information (see Fig. 6). Recall that, to encode
appearance, the feature vector is created by concatenating
the NRLBP histograms of all local windows WL centered

On the MIT dataset, we used 724 positive samples for
training and 200 remaining samples for testing. Since the MIT
dataset does not include negative samples, we used the same
negative samples from the INRIA dataset similarly to [9].
The performance was evaluated on the 200 remaining positive
samples and 1500 negative samples. At the miss rate of 0.5%,
i.e. 99.5% of true detection, the proposed method achieved
0.00% of FPPW. This result is comparable with the result of
[9] and better than that of [8].
On the INRIA dataset, once the optimal parameters and
features have been determined, a second time of training
was performed. We exhaustively scanned the negative images
to find hard negative samples whose the confidence score
(positive probability) is higher than a predefined threshold (0.3
in our experiment). We then created a new negative samples
set with 35180 hard negative samples. This set and the set
of original positive samples were used to train a kernel SVM
once again. The DET curve of the proposed method after the
second training is shown in Fig. 8.
In addition to conducting experiments on parameters and
features selection, we also compared the proposed method
with other state-of-the-art human detection methods. Since the
main aim of this paper is to propose a new feature for human
detection combining shape and appearance information, it is
reasonable to compare the proposed detector with other stateof-the-art detectors with respect to feature aspect. In particular,
in this paper we compared the proposed method with the work
of Viola et al. [14] (rectangular feature), Mohan et al. [6]
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0.877439 0.999872 0.998662 0.761013 0.963229 0.998132 0.983258 0.928416 0.779816 0.979299 0.999272 0.931092
(a)

0.116887 0.153854 0.027643 0.021181 0.000019 0.000007 0.060191 0.045590 0.000000 0.048586 0.004798 0.000000
(b)
Fig. 7. Detection results on the INRIA dataset. (a) True detection in which humans are in various viewpoints and articulations. (b) Miss detection. The number
under the each image is its corresponding confidence score and the rejected margin is set to 0.5.
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