This paper is concerned with the study of both, local and global, uniform asymptotic stability for switched nonlinear time-varying (NLTV) systems through the detectability of output-maps. With this aim, the notion of reduced limiting control systems for switched NLTV systems whose switchings verify time/state-dependent constraints, and the concept of weak zero-state detectability for those reduced limiting systems are introduced. Necessary and sufficient conditions for the (global)uniform asymptotic stability of families of trajectories of the switched system are obtained in terms of this detectability property. These sufficient conditions in conjunction with the existence of multiple weak Lyapunov functions yield a criterion for the (global) uniform asymptotic stability of families of trajectories of the switched system. This criterion can be seen as an extension of the classical Krasovskii-LaSalle theorem. An interesting feature of the results is that no dwell-time assumptions are made. Moreover, they can be used for establishing the global uniform asymptotic stability of the switched NLTV system under arbitrary switchings. The effectiveness of the proposed results is illustrated by means of various interesting examples, including the stability analysis of a semiquasi-Z-source inverter. Index Terms-Asymptotic stability, limiting systems, switched nonlinear time-varying (NLTV) systems, weak zero-state detectability (WZSD).
I. INTRODUCTION
T HE study of switched systems is a topic of current interest, mainly due to their versatility in the modeling of many instances of complex engineering systems [1] - [4] . This versatility nevertheless comes at a price: the study of switched systems, in particular of their stability, may be rather involved. In fact, the behavior of switched systems may become very rich-and consequently difficult to characterize-due to the interaction between the switching signals and the dynamics of the component subsystems. This fact motivated an extensive investigation of different stability properties of switched systems (see [1] , [2] , [5] - [7] and references therein). In this regard, in this paper, we intend to demonstrate the (global) uniform asymptotic stability, (G)UAS for short, of a large class of switched nonlinear time-varying (NLTV) systems allowing either arbitrary switching or state-and/or timedependent switching.
It is well known that the existence of common or multiple Lyapunov functions suffices to state the (G)UAS of switched systems under, respectively, arbitrary switchings or restricted ones [1] . Nevertheless, their obtention even for nonswitched systems is in general a highly nontrivial task. On the other hand, common or multiple weak Lyapunov functions, i.e., functions for which the time derivatives along the trajectories of the subsystems are negative semidefinite, arise rather naturally in many engineering systems. In fact, in many cases, the subsystems have dissipative models and the energy functions usually constitute common or multiple weak Lyapunov functions. Although the existence of weak Lyapunov functions by itself gives no asymptotic stability guarantee, it can be supplemented with other additional conditions in order to yield asymptotic stability. This fact motivated the development of several stability results for switched time-invariant systems based on weak Lyapunov functions: extensions of LaSalle's invariance principle [8] - [15] and other approaches [16] - [19] . Most of these papers assume that the switching signals satisfy some dwell-time condition and only provide convergence results.
Opposite to the time-invariant case, results based on weak Lyapunov functions valid for switched time-varying systems are scarce. A GUAS result was obtained in [20] by using a perturbation approach. A refinement of Matrosov's theorem can be found in [21] . In the very interesting paper [22] , extensions of the classical Krasovskii-LaSalle theorem were obtained, without assuming any dwell-time requirement, by introducing the output persistently exciting (OPE) condition, whose verification is one of the main difficulties of this approach.
This consequently motivated the search of easier-to-check sufficient conditions for the OPE one (see [23] - [27] ). In this regard, the concept of weak zero-state detectability (WZSD) was introduced in [25] and applied to switched NLTV systems. Although easier to check than the OPE condition, to determine the WZSD is still challenging. With the aim of simplifying the task of verifying WZSD, in [26] , the common zeroing-output system (CZOS) concept was introduced. Nevertheless, a CZOS does not always exist and even when it exists, to verify the WZSD is by no means trivial since the output signal depends on a sequence of switching signals.
This paper is devoted to the study of the WZSD of switched NLTV systems with switched time-varying output and with switching signals satisfying some type of time/state-dependent constraint, with the aim of obtaining simplified sufficient conditions for that detectability property (and consequently for the OPE condition). For doing that, and inspired by the notions of limiting solutions (see [28] and [29] ) and of reduced limiting systems (see [30] ) for nonswitched NLTV systems, we introduce the concepts of zeroing-output limiting trajectories and of limiting reduced control systems. Roughly speaking, these zeroing-output limiting trajectories are the limits, in a suitable sense, of sequences of admissible trajectories of the switched system for which the output converges to zero, while the reduced limiting control systems are auxiliary control systems with outputs constrained to be zero and with inputs constrained to satisfy certain restrictions induced by those satisfied by the switching signals of the switched system. The key fact that the zeroingoutput limiting trajectories are solutions of these reduced limiting control systems allows us to prove that the WZSD of the reduced limiting control systems, defined in a suitable way, implies that of the original switched system. Since, in general, it is easier to determine the WZSD of a reduced limiting control system than that of a switched system, we obtain in this way a simplified criterion for the WZSD of switched NLTV systems. This WZSD criterion in conjunction with other conditions, for example, the existence of weak Lyapunov functions, allow us to yield new both sufficient and necessary conditions for the (G)UAS of switched NLTV systems. An interesting feature of these conditions is that they do not involve any dwell-time assumption.
The contribution of the paper can be summarized as follows. 1) New concepts of reduced limiting control systems and of WZSD for these systems are introduced. These systems incorporate the time/state-dependent constraints that the switching signals satisfy and their WZSD is far easier to check than that of the original switched system and implies the WZSD of the latter (see Theorem 3.2). 2) A new characterization of the GUAS of a family of trajectories of the switched system in terms of the WZSD of its reduced limiting control systems is given (see Theorem 4.1). 3) A criterion for (G)UAS of a family of trajectories, which can be seen as a generalization of the Krasovsii-LaSalle theorem, is obtained assuming the existence of weak multiple Lyapunov functions (see Theorem 5.1). It is also given a criterion, based on the existence of a common weak Lyapunov function, for the GUAS of the trajectories of a switched system under arbitrary switchings (see Corollary 5.1).
4)
The results that we present are by no means generalizations of those already obtained for switched nonlinear time-invariant systems, and since their reduced limiting control systems always exist and are easily obtained, we provide new tools for the stability analysis of these systems. The paper is organized as follows. In Section II, we state the problem addressed and introduce some of the concepts and assumptions employed. In Section III, we introduce the concepts of zeroing-output limiting trajectories, reduced limiting control systems, WZSD for these systems, and prove that this WZSD implies that of the original switched system. Section IV contains a characterization of the GUAS of a family of trajectories in terms of the WZSD of its limiting control systems. We present criteria for the UAS and the GUAS of the switched system under switching restrictions and arbitrary switching in Section V. Section VI includes three interesting examples that illustrate the effectiveness of our results, while Section VII contains some conclusions. Finally, the Appendix provides the proofs of some auxiliary results.
Notation: N, R, and R ≥0 denote the sets of natural, real, and nonnegative real numbers, respectively. For x ∈ R n , |x| denotes its Euclidean norm. An indexed family of sets χ = {χ i } i∈I is a closed covering of R n if χ i is a closed subset of R n for each i ∈ I and R n = ∪ i∈I χ i . Given A ⊂ R m , co(A), A, int(A), ∂A, and |A| are, respectively, the convex hull, the closure, the interior, the boundary, and the Lebesgue measure of A. For any matrix B, B denotes its transpose. For any interval J ⊂ R and any N ∈ N,
with Ω ⊂ R k for some k and 0 ∈ Ω, is said positive definite if ϕ(0) = 0 and ϕ(ω) > 0 for all ω = 0. For a continuous function α : R ≥0 → R ≥0 , we write α ∈ K if it is positive definite and strictly increasing, and α ∈ K ∞ if, in addition, α is unbounded. We write β ∈ KL if β : R ≥0 × R ≥0 → R ≥0 , β(·, t) ∈ K ∞ for any t ≥ 0 and, for any fixed r ≥ 0, β(r, t) monotonically decreases to zero as t → ∞. A function g : J × X → R m , (t, ξ) → g(t, ξ), with J a real interval and X ⊂ R n is: i) uniformly bounded if there exists J ⊂ J with |J \J | = 0 such that g is bounded on J × K for each compact subset K ⊂ X ; ii) measurable in t if g(·, ξ) is Lebesgue measurable for all ξ ∈ X ; iii) continuous in ξ if g(t, ·) is continuous for almost all t ∈ J; iv) continuous in ξ uniformly in t if there exists a set J as in i) so that for every compact set K ⊂ X there exists a modulus of continuity ω K ∈ K such that
v) locally Lipschitz in ξ uniformly in t if the modulus of continuity ω K (r) ≡ L K r for some L K ≥ 0.
II. PROBLEM STATEMENT
For the index set I = {1, . . . , N} and the open neighborhood of the origin X ⊂ R n , we consider the switched NLTV system with outputsẋ
where for t ≥ 0, x(t) ∈ X , y(t) ∈ R p and σ : R → I is a switching signal, i.e., σ is piecewise constant (it has at most a finite number of jumps in each compact interval) and is continuous from the right. It is assumed throughout the paper that the system function f : R ≥0 × X × I → R n and the output-map h : R ≥0 × X × I → R p are such that for every i ∈ I, f i (t, ξ) := f (t, ξ, i), and h i (t, ξ) := h(t, ξ, i) are measurable in t and continuous in ξ, and f i satisfies the Carathéodory conditions [31, p. 28] .
Let S be the set of all the switching signals. A (forward) solution of (1) corresponding to σ ∈ S is a locally absolutely continuous function x :
). Due to the assumptions we made on f , for each t 0 ≥ 0, x 0 ∈ X , and σ ∈ S there is a (not necessarily unique) solution x :
. We say that a pair (x, σ) is a trajectory of (1) if x is a maximal solution of (1) corre-
The main concern of this paper is the study of the (global) uniform asymptotic stability of families of trajectories of system (1) . For completeness, we provide precise definitions of the stability properties we consider.
Definition 2.1: Let T be a family of trajectories of (1). 1) T is uniformly stable (US) if there exist α ∈ K and δ 0 > 0 such that for any (x, σ) ∈ T and any s ∈ [t 0 (x), t f (x)) such that |x(s)| ≤ δ 0 , we have |x(t)| ≤ α(|x(s)|) for all s ≤ t < t f (x). 2) T is globally uniformly stable (GUS) if X = R n and there exists α ∈ K ∞ such that for any (x, σ) ∈ T and any s ∈ [t 0 (x), t f (x)), we have |x(t)| ≤ α(|x(s)|) for all s ≤ t < t f (x). 3) T is uniformly asymptotically stable (UAS) if there exist β ∈ KL and δ 0 > 0 such that for any (x, σ) ∈ T and any s ∈ [t 0 (x), t f (x)) such that |x(s)| < δ 0 , we have
4) T is globally uniformly asymptotically stable (GUAS)
if X = R n and there exists β ∈ KL such that for any (x, σ) ∈ T and any s ∈
. Remark 2.1: The stability properties defined above are equivalent to those defined in [22, Definition 1] in the classical ε − δ form. It is clear that the US property implies the forward completeness of any trajectory of T whose initial condition belongs to some open neighborhood O of the origin, and that the GUS property implies that the trajectories in T are forward complete.
• The US of T can be straightforwardly established if it admits common or multiple weak Lyapunov functions [22, Proposition 1] . Once the US of T is checked, the UAS of T can be obtained under additional conditions. A set of such additional conditions involves the use of an auxiliary output-which is often related to the total derivative of the weak Lyapunov function used for establishing the US of T -and the concept of WZSD, which we next recall.
We first introduce the notion of a T -zeroing-output sequence. Definition 2.2: Given a family T of trajectories of (1), the sequence {(t k , x k , σ k )} is a T -zeroing-output sequence for (1) and (2) if t k → ∞, (x k , σ k ) ∈ T for all k and the following conditions hold:
, k] and all k;
2) there exist a compact set K ⊂ X and ε > 0 such that
The following definition is a straightforward extension of that given in [26, Definition 2] for X = R n . Definition 2.3: Let f and h be as in (1) and (2), respectively, and let T be a family of trajectories of (1). The pair (h, f ) is weak zero-state detectable (WZSD) with respect to (w.r.t.) T if there are no T -zeroing-output sequences for (1) and (2) .
The assumption presented below plays an important role in checking the UAS of (1) with the help of the output (2) . It is an extension of [30, condition (H1)] to switched systems.
Assumption 1: There exists a continuous and positive definite function α : R ≥0 → R ≥0 so that for any compact set K ⊂ X and any μ > 0, there exists M = M (K, μ) > 0 such that for every (x, σ) in T and every t 0 (
The following result is a reformulation of [22, Theorem 1] that takes into account the fact that the WZSD of a pair (h, f ) w.r.t. a family of trajectories T implies the output persistent excitation (OPE) of (h, f ) w.r.t. T (see [26, Lemma 1] ; for the definition of the OPE property see [22] ).
Theorem 2.1: Let T be a US family of trajectories of (1). Suppose that Assumption 1 holds and that the pair (h, f ) is WZSD w.r.t. T . Then, T is UAS. If, in addition, X = R n and T is GUS, then T is GUAS.
Proof: Leth = α • |h|, with α as in Assumption 1.
Since
T . Hence T satisfies the hypotheses of [22, Theorem 1] with (h, f ) in place of (h, f ), and then T is UAS, and GUAS if X = R n and T is GUS.
In the applications of Theorem 2.1, the more difficult task is to check the WZSD (or the OPE) of the pair (h, f ) from their definitions. Although some results for checking that properties were given in [22] , [24] , [26] , and [27] , there is still much room for improvement.
Often the set of trajectories T satisfies some type of timedependent constraint, for example, its switching signals verify some dwell-time condition, and/or some state-dependent constraint, such as the invariance of T w.r.t. a closed covering
This additional information is, in many cases, useful for checking the WZSD of (h, f ) w.r.t. T . The precedent discussion motivates the search of solutions for the problems that we face in the paper, and that we briefly state as follows, given a family T of trajectories of (1).
1) Obtain easier to check sufficient conditions for the WZSD of a pair (h, f ) w.r.t. T , which take explicitly into account the time/state-dependent constraints that T satisfies (see Section III). 2) Give both sufficient and necessary conditions for the UAS or GUAS of T based on the sufficient conditions for the WZSD obtained (see Sections IV and V).
III. WZSD OF SWITCHED SYSTEMS VIA REDUCED LIMITING CONTROL SYSTEMS
In this section, we study the WZSD of the pair (h, f ) w.r.t. a given family of trajectories T of (1) through the asymptotic behavior of the T -zeroing-output sequences. In order to motivate the theory we will subsequently develop, we start the section with a motivating example.
A. Motivating Example
Consider the time-invariant switched system (1) with X = R 2 , I = {1, 2}, and
with a > 0. Sinceẋ = f 1 (x) is GUS but not GUAS, the switched system is not GUAS for arbitrary switching. Hence, for obtaining GUAS some restriction on the switched signals must be imposed. For given T 0 > 0 and δ 0 > 0 consider the set S T 0 ,δ 0 of all the switching signals σ which satisfy the condition
that is, the total amount of time the subsystem 2 is active on [t, t + T 0 ] is at least δ 0 for all t ≥ 0. We claim that the set T of trajectories (x, σ) with σ ∈ S T 0 ,δ 0 is GUAS. T is GUS, since V (ξ) = |ξ| 2 /2 is a common Lyapunov function for (1) because ∂V /∂ξ f 1 
For fulfilling the hypotheses of Theorem 2.1, it only remains to check that (h, f ) is WZSD w.r.t. T . For a contradiction, suppose there exists a T -zeroing-output sequence 1 {(t k , x k , σ k )}. Let z k (·) = x k (· + t k ) andσ k (·) = σ k (· + t k ). From 1) and 2) of Definition 2.2, it follows that for all T > 0, the functions z k are defined on [−T, T ] for k large enough and that the sequence
{z k } is uniformly bounded on that interval. The latter, the fact that z k satisfies the differential equatioṅ
and Arzela-Ascoli theorem ensures the existence of a subsequence of {z k }, which we still denote by {z k }, that converges to some continuous functionx : R → R 2 uniformly on [−T, T ] for all T > 0 (x is a limiting solution of T according to [22, Definition 2] ). Also due to 2) of Definition 2.2, there exists ε > 0 such that |x(t)| ≥ ε for all t ∈ R. From (7) and the uniform convergence of {z k } tox on compact intervals of R, we have thatx satisfies the integral equation
while from 3) of Definition 2.2 and the aforementioned uniform convergence we have that
The definition of h and (9) imply that
where N = {t ∈ R :σ k (t) = 2 for infinitely many k}. When a = 1, from (8), (10) , and the fact that f 1 (x(t)) = f 2 (x(t)) for all t ∈ N , it follows thatx satisfies the differential equationẋ = f 1 (x). The latter together with the fact that N ∩ [0, T 0 ] has infinitely many points implyx(t) = 0 for all t ∈ R, which yields a contradiction. This case corresponds to the situation treated in [26] , namely the switched system admits a CZOS, which isẋ = f 1 (x).
When a = 1, there is no CZOS and to draw some conclusion about the behavior ofx seems very difficult. For treating this case, we associate to each switching signalσ k the func-
and (9) is equivalent to
Since v k is piecewise constant and for all t ∈ R and all k v
well-known results of real analysis ensure the existence of a subsequence of {v k }, which we still denote by {v k }, which weakly converges to some Lebesgue measurable functionū : R → U (see Definition 3.1 and Lemma 3.3 in Section III-C). From the weak convergence of {v k } toū and (11) , it follows that for all t ∈ R,x(t) =x(0) + t 0 2 i=1ū i (s)f i (x(s)) ds, or, equivalently, thatx satisfies the differential equatioṅ
on R. From the weak convergence of {v k } toū, (12) and the Lebesgue convergence theorem, we have that for all T > 0
The nonnegativeness of the integrand in (14) and the arbitrariness of T imply that
From (13) and (15), we have that the pair (x,ū) satisfies ⎧ ⎪ ⎨ ⎪ ⎩ẋ
for almost all t ∈ R. Here, we have dropped the terms containinḡ x 1 (t) in f 2 (x(t)) since they vanish when u 2 (t) = 0.
Since the switching signals σ k belong to
Let F ⊂ [0, T 0 ] be the set where the equalities in (16) hold and let E = {t ∈ F :ū 2 (t) > 0}. Then, |E| ≥ δ 0 . Note that x 1 (t) = 0 for all t ∈ E. To continue with our analysis, we need the following result, whose proof is given in the Appendix.
Lemma 3.1: Let ϕ : (a, b) → R and let E ⊂ (a, b) be a subset of positive measure. Suppose that for all t ∈ E, ϕ is differentiable at t and ϕ(t) = 0. Then, there exists a subset E * ⊂ E such that |E \ E * | = 0 andφ(t) = 0 for all t ∈ E * . By applying Lemma 3.1 tox 1 , we have thatẋ 1 (t) = 0 for all t ∈ E * , where E * is a certain nonempty subset of E. Then, from the first equation in (16) and the fact thatū 1 (t) + 2ū 2 (t) > 0, it follows thatx 2 (t) = 0 for all t ∈ E * . Consequently,x(t) = 0 on E * , which contradicts the fact that |x(t)| ≥ ε for all t ∈ R. Therefore, the pair (h, f ) is WZSD w.r.t. T and the family of trajectories is GUAS.
We note that the stability analysis of T is challenging since one of the subsystems is only GUS, and the set of switching signals S T 0 ,δ 0 contains switching signals σ for which the corresponding sequence of switching times {τ σ k } satisfies the condition τ σ k +1 − τ σ k → 0. Up to our best knowledge no existing GUAS criteria can be straightforwardly applied to this case. On the other hand, it also seems difficult in this case to apply the tools given in [24] and [27] for checking the OPE condition.
Remark 3.1: Note that the key facts which allow us to prove the WZSD of the pair (h, f ) are: i) for every T -zeroing-output sequence {(t k , x k , σ k )} the limits (x,ū) of "convergent" subsequences of {(z k ,σ k )} are solutions of the "reduced control system" (16) with controlsū restricted to satisfyū(t) ∈ U for all t ∈ R and the constraint (17) induced by the restriction imposed to the switching signals; and ii) for every pair (x,ū) satisfying (16),ū(t) ∈ U for all t ∈ R and (17), inf t∈R |x(t)| = 0, i.e., the reduced control system (16) enjoys some kind of detectability property.
•
In the following sections, we formalize and extend the procedure used in the motivating example to switched NLTV systems obtaining in that way sufficient conditions for the WZSD of a pair (h, f ) w.r.t. a family of trajectories. These conditions are in many cases easier to check than the existing ones in present literature.
B. Embedding of the Switched System Into a Control One
For characterizing the asymptotic behavior of the T -zeroingoutput sequences of (1) and (2) and in this way to study the WZSD of a pair (h, f ) w.r.t. the a family T as in the motivating example, it is convenient to embed system (1) and (2) into the control-affine time-varying system with outputṡ
We assume that the admissible controls u of (18) belong to U, the set of all the Lebesgue mea-
Note that U = co(U * ), with U * := {e 1 , . . . , e N }, and where e i ∈ R N denotes the ith canonical vector of R N . The embedding of (1) into (18) is performed by identifying the set S of all the switching signals with the set U * pc of all controls u ∈ U that take values in U * and are piecewise constant and continuous from the right, by means of the bijection σ → u σ , u σ (·) = e σ (·) . Since f (t, ξ, i) ≡ F (t, ξ)e i , and h(t, ξ, i) ≡ H(t, ξ)e i , the solutions of (1) corresponding to a switching signal σ are the same as those of (18) which correspond to the control u σ , and for any solution x : [t 0 (x), t f (x)) → R n of (1) corresponding to a switching signal σ
From now on, we will identify every switching signal σ with the corresponding control u σ , and write σ in place of u σ without risk of confusion. In other words, depending on the context, σ will represent either a switching signal or the corresponding piecewise control u σ . We will also identify the set S with U * pc and any family T of trajectories (x, σ) of (1) and (2) with the corresponding family of trajectories (x, u σ ) of (18) and (19) .
C. Limiting Trajectories
The concept of limiting trajectory of T that we introduce next, which is inspired in that of limiting solution for timevarying ordinary differential equations (see [28] ), is useful for studying the asymptotic behavior of sequences of trajectories of (1). Its definition requires the following standard notion of weak-convergence in U.
Note that if u k u, then for every a < b
). Next, we introduce the definitions of limiting trajectory of a set T of trajectories of the switched system (1) and of Tzeroing-output limiting trajectory of (1) and (2) . (1) and (2), then we say that (x,ū) is a T -zeroing-output limiting trajectory of (1) and (2). . The notion of limiting solution for switched systems was introduced in [22] in order to study the asymptotic behavior of solutions of the switched system and used in [26] for studying the WZSD of a pair (h, f ). As a difference with those works, the consideration of limiting trajectories instead of just limiting solutions, will allow us to characterize the T -zeroing-output limiting trajectories as solutions of certain control systems. This characterization will ease the analysis of the WZSD of a pair (h, f ).
• For guaranteeing the existence of limiting trajectories, we assume that f satisfies the following boundedness condition.
Assumption 2: f i is uniformly bounded for every i ∈ I. Lemma 3.2: Let f in (1) satisfy Assumption 2. Let γ = {t k } be a sequence of positive real numbers such that t k → ∞ and let {(x k , σ k )} be a sequence of trajectories of (1) such that for some compact set K ⊂ X and for every k,
ū. Lemma 3.2 easily follows from the Arzela-Ascoli theorem and the following result about the sequential compactness of U. Lemma 3.3: For every sequence {u k } in U there exist u ∈ U and a subsequence {u k l } such that u k l u. Lemma 3.3 is a straightforward consequence of the following facts: i) the unitary ball B ∞ 1 of L ∞ N (R) endowed with the weak * topology (as the dual space of L 1 N (R)) is a compact metric space, due to Alaoglu's theorem and the separability of
When T is invariant w.r.t. a closed covering χ, the limiting trajectories of T satisfy an analogous state-dependent constraint. Define for ξ ∈ R n , the following set of control values:
where I ξ is given by (5) .
The following lemma, whose proof is given in the Appendix, establishes the aforementioned state-dependent constraint.
Lemma 3.4: Let T be a family of trajectories of (1) which is invariant w.r.t. a closed covering χ. Let (x,ū) be a limiting trajectory of T . Then,ū(t) ∈ Ux (t) for almost all t ∈ R.
D. Reduced Limiting Control Systems
In this section, we introduce the notion of reduced limiting control systems for a family of trajectories T of (1). Roughly speaking, these systems are auxiliary control systems with outputs, such that each T -zeroing-output limiting trajectory (x,ū) is a trajectory of some of them for which the output is identically zero and the controlū satisfies certain constraints induced by those that the switching signals satisfy. Hence, the behavior of the trajectories of these auxiliary control systems will give us information about the T -zeroing-output limiting trajectories, and consequently about the WZSD of the pair (h, f ).
In the following, we assume that T is invariant w.r.t. some closed covering χ. This assumption does not imply any loss of generality since T is always invariant w.r.t. the trivial covering
For defining the reduced limiting control systems associated to the family T , we need to make further assumptions on f and h. One of these assumptions is concerned with the asymptotic behavior of the time-translations of certain functions related to f and h. With this aim we recall some definitions.
A sequence of nonnegative times γ = {t k } is said to be admissible for a function g : R ≥0 × X → R m , if t k → ∞ and there exist a function g γ : R × X → R m and a set E γ ⊂ R of Lebesgue measure zero such that
The function g γ is called the limiting function of g associated to γ. We will denote by L(g) the set of all the limiting functions of g and by Λ(g) the set of its admissible sequences. We say that g is precompact if for any sequence {t k } in R ≥0 such that t k → ∞ there exists a subsequence γ of {t k } such that γ ∈ Λ(g). If g(t, ξ) is measurable in t and continuous in ξ, then every g γ ∈ L(g) is measurable in t, but it is not necessarily continuous in ξ. For guaranteeing the continuity of g γ in ξ, g has to verify stronger continuity conditions. It can be easily proved that if g(t, ξ) is continuous in ξ, uniformly in t, then the same holds for every g γ ∈ L(g).
Remark 3.3: The notion of precompact function we consider is stronger than that considered in [28] for defining the limiting equations of a time-varying system of ordinary differential equations. Such a stronger definition is needed in our framework for dealing with the type of convergence we consider in the space of controls, since the notion used in [28] is too weak in this case.
• Remark 3.4: A class of functions, which is precompact in our sense, is that of almost asymptotic periodic (AAP) ones (see [30] for its definition and some interesting properties). That class includes that of continuous functions that do not depend on t.
• We will also employ the concept of zeroing pair [24] in order to relax regularity requirements on the functions f and h and simplify the form of the reduced limiting control systems. Let g : R ≥0 × X → R m andĝ : R ≥0 × X → Rq . The pair (g,ĝ) is a zeroing pair if for any sequence {t k } in R ≥0 with t k → ∞, any compact subset K ⊂ X , any constant ε > 0 and any sequence {v k } in K such that |v k | ≥ ε for all k, the following implication holds:
Now, we are in position to state the assumptions we make on f and h in order to define the reduced limiting control systems associated to T .
Assumption 3: f and h in (1) and (2) satisfy for all i ∈ I the following.
1) h i (t, ξ) is uniformly bounded, measurable in t, continuous in ξ, uniformly in t, and precompact. 2) f i can be decomposed as f i =f i + Δf i , with the following. a)f i (t, ξ) uniformly bounded, measurable in t, continuous in ξ, uniformly in t, and precompact. b) Δf i such that (h i , Δf i ) is a zeroing pairs. We next provide some comments about the required Assumption 3. First we note that, loosely speaking, condition 2) requires that f i can be decomposed as the sum of two terms, one of them, Δf i , converging to zero as h i → 0 and t → ∞. Such a decomposition is always possible, since we can take Δf i ≡ 0. Nevertheless, the possibility of selecting Δf i in other ways will allow us to relax the regularity requirements on f i and to simplify the form of the reduced limiting systems. W.r.t. the regularity conditions 1) and 2.a) imposed on h i and onf i , respectively, they are satisfied by the class of AAP functions, since any AAP function is measurable in t, continuous in ξ, uniformly in t, and precompact (see [30, Section III] ). Hence, 1) and 2.a) hold when h i andf i do not depend on t. In particular, Assumption 3 is indeed guaranteed to hold when the switched system (1) and (2) is time-invariant.
For a system (1) that satisfies Assumption 3, we define the notion of a reduced limiting control system for a set of trajectories T of (1), which is invariant w.r.t. a closed covering as follows. Let S T = {σ ∈ S : ∃ x such that (x, σ) ∈ T } and let S * T be the set of controls u ∈ U for which there exist
is a reduced limiting control system for T . We say that (x, u) is a complete trajectory of Σ γ if x : R → X is locally absolutely continuous, u ∈ S * T and, for
We also say that such a complete trajectory is bounded if there exists a compact subset K ⊂ X such that x(t) ∈ K for all t ∈ R.
Remark 3.5: The definition of reduced limiting control system is inspired-and extends to switched systems-that of a reduced limiting system for ordinary differential equations introduced in [30] . In fact, when (1) and (2) are a nonswitched system, i.e.,ẋ = f (t, x) and y = h(t, x), the systems Σ γ coincide with the reduced limiting systems defined in [30] .
• We next provide some discussion on the reduced limiting control systems just introduced. When the functionsf i and h i in Assumption 3 are time-independent, that is,f i (t, ξ) ≡f i (ξ) and h i (t, ξ) ≡h i (ξ), there is only one reduced limiting control system, which has the form
This is the case of time-invariant switched systems or, more generally, time-invariant switched systems perturbed by additive time-varying terms depending on the state through the output that converges to zero as t → ∞ and the output converges to zero, i.e., f i (t, ξ) =f i (ξ) + ω i (t,h i (ξ)), with ω(t, y) → 0 as t → ∞ and y → 0. When the functionsf i andĥ i are timedependent, it may be very difficult or even impossible to find the limiting functionsf i,γ and h i,γ . Nevertheless, in some cases, it is not necessary to know the exact form of the limiting functions for performing the analysis of its solutions, as we will see in Examples 6.1 and 6.3, where the only thing that we need to know is the nonzero property of the limiting functions. The reduced limiting control systems Σ γ incorporate the time/state-dependent constraints that the family of trajectories T satisfies through the restrictions the controls have to satisfy. The invariance of T w.r.t. the covering χ is taken into account through the restriction u(t) ∈ U x(t) . The time-dependent constraints the switching signals of the trajectories of T satisfy are reflected in the restriction σ ∈ S * T . For example, if the switching signals in S T have common average dwell-time τ D > 0 and chattering bound N 0 ∈ N (see [1] ), then the controls in S * T are controls in U * pc (and therefore switching signals) which have average dwell-time τ D > 0 and chattering bound N 0 ∈ N. More generally, it can be proved that if S T is contained in a set V ⊂ U * pc , which is invariant for time-translations and sequentially compact w.r.t. the almost everywhere convergence then S * T ⊂ V (see [15] and [33] for examples of such sets V). In many practical cases, we do not need to know exactly S * T , but some useful property the controls in S * T enjoy. This is case in the Motivating Example, where knowing that the controls satisfy the constraint (17) was enough for drawing a conclusion (see also Example 6.3 in Section VI).
The following result establishes the connection between the T -zeroing-output limiting trajectories of (1) and (2) and the family {Σ γ } γ ∈Λ of reduced limiting control systems for T . Theorem 3.1: Suppose that f and h in (1) and (2) satisfy Assumptions 2 and 3 and let T be a family of trajectories of (1), which is invariant w.r.t. a closed covering χ. If (x,ū) is a T -zeroing-output limiting trajectory of (1) and (2), then there exists γ ∈ Λ such that (x,ū) is a bounded complete trajectory of the reduced limiting control system Σ γ . Remark 3.6: Theorem 3.1 states that the possible asymptotic behaviors of T -zeroing-output sequences of (1) and (2) , which are represented by the T -zeroing-output limiting trajectories, can be studied by analyzing, for each γ ∈ Λ, the behavior of the bounded complete trajectories (x, u) of the system Σ γ , i.e., by analyzing the behavior of the solutions of reduced systems of differential equations.
• Proof of Theorem 3.1: Let (x,ū) be a T -zeroing-output limiting trajectory of (1) and (2) . Then, there exists a Tzeroing-output sequence {(t k , x k , σ k )} for which 1) and 2) of Definition 3.2 hold and, in addition, for almost all s ∈ R
Since the functionsf i and h i are precompact ones for all i ∈ I, passing to a subsequence and relabeling if necessary, we can assume that γ = {t k } ∈ Λ. We will show that (x,ū) is a bounded complete trajectory of Σ γ . From 1) of Definition 3.2, it follows thatx is bounded. Since σ k ∈ S T for all k and taking into account 2) of Definition 3.2, it follows thatū ∈ S * T . From Lemma 3.4, we have thatū(t) ∈ Ux (t) a.e. on R.
For k ∈ N, let F k (·, ·) = F (t k + ·, ·),F k (·, ·) =F (t k + ·, ·) and ΔF k (·, ·) = ΔF (t k + ·, ·), where the functionsF and ΔF are defined in the same way as F but withf i and Δf i instead of f i . Since f i andf i are uniformly bounded functions due to Assumptions 2 and 3, respectively, we have that F ,F , and ΔF have uniformly bounded components. We also have that the components ofF (t, ξ) are continuous in ξ, uniformly in t, due to Assumption 3.
Let z k (·) = x k (t k + ·) and v k (·) = σ(t k + ·) for all k ∈ N. Note that z k →x uniformly on any compact interval and that there exist a compact set K ⊂ X and a positive constant ε 0 such that z k (t) ∈ K and |z k (t)| ≥ ε 0 for all t ∈ [−k, k] and all k since {(t k , x k , σ k )} is a T -zeroing-output sequence for (1) and (2) .
For any t ∈ R and by using Assumption 3 and the fact that (x k , σ k ) is a trajectory of (18), we have that
Let s ∈ R be such that (23) holds. Then, from the facts: i) {z k (s)} is a sequence in K such that |z k (s)| ≥ ε 0 for all k large enough, ii) (h i , Δf i ) is a zeroing-pair for all i ∈ I due to Assumption 3, and iii) I is a finite set, it follows that 
On the other hand
Taking into account the uniform convergence of z k tox on compact intervals, the fact that z k andx take values in the compact set K, the uniform continuity in the second argument of the components ofF and the boundedness of the components of v k we have that
The convergence of the components ofF k (s,x(s)) to that of The continuity ofF γ (·,x(·)) and the weak convergence of v k tō u yield
In consequence
Then, from (24)-(26), it follows that for all t ∈ R
or, equivalently, thatẋ(t) =F γ (s,x(t))ū(t) a.e. on R.
In order to show thatĤ γ (t,x(t))ū(t) = 0 a.e. on R, we proceed as follows. LetĤ = [|h 1 | · · · |h N |] andĤ k (·, ·) = H(t k + ·, ·). Due to Assumption 3, the components ofĤ(t, ξ) are uniformly bounded and continuous in ξ, uniformly in t.
Let a and b ∈ R be such that a < b. From the facts that z k (s) ∈ K if k is large enough, the uniform boundedness of the components ofĤ, the uniform boundedness of the components of {v k }, the convergence ofĤ k (·, z k (·))v k (·) to zero a.e. on R [due to (23) ], and Lebesgue's convergence theorem yield
Then, by using arguments similar to those used for proving (26) , one can show that
Finally, the arbitrariness of a and b and the nonnegativeness of H γ (s,x(s))ū(s) imply thatĤ γ (t,x(t))ū(t) = 0 a.e. on R.
E. Criterion for WZSD
We next give a criterion to determine the WZSD of a pair (h, f ) w.r.t. a family of trajectories T of (1). This criterion is formulated in terms of the WZSD of the reduced limiting control systems introduced in the precedent section. Definition 3.3: A reduced limiting control system Σ γ for T is WZSD if for every bounded complete trajectory (x, u) of Σ γ we have that inf t∈R |x(t)| = 0.
Theorem 3.2: Let Assumptions 2 and 3 hold. Let T be a family of trajectories of (1) and (2), which is invariant w.r.t. a closed covering χ. Then, the pair (h, f ) is WZSD w.r.t. T if each reduced limiting control system for T is WZSD.
Proof: Suppose that the pair (h, f ) is not WZSD w.r.t. T . Then, there exists a T -zeroing-output sequence {(t k , x k , σ k )} of (1) and (2) . Due to Lemma 3.2 there exists a subsequence {(x k l , σ k l )} that converges to a limiting trajectory (x,ū) of T . Since {(t k l , x k l , σ k l )} is a T -zeroing-output sequence, (x,ū) is a T -zeroing-output trajectory of (1) and (2) . From Theorem 3.1, there exists a reduced limiting control system Σ γ for which (x,ū) is a bounded complete trajectory. Since Σ γ is WZSD, it follows that inf t∈R |x(t)| = 0. On the other hand, since {(t k , x k , σ k )} is a T -zeroing-output sequence of (1) and (2), there exists ε 0 > 0 such that |x k (t + t k )| ≥ ε 0 for all t ∈ [−k, k] and all k. Consequently, for all t ∈ R, |x(t)| = lim l→∞ |x k l (t k l + t)| ≥ ε 0 . Hence, we have arrived to a contradiction. Therefore, (h, f ) is WZSD w.r.t. T .
IV. CHARACTERIZATION FOR GUAS
In this section, we will give a characterization for the GUAS of a family of trajectories of the switched system (1) and (2) in terms of the WZSD of its reduced limiting control systems.
By combining Theorems 2.1 and 3.2, it easily follows that if a family of trajectories T of (1) and (2) is GUS, satisfies Assumption 1 and its reduced limiting control systems are WZSD, then it is GUAS. The question that naturally arises is whether the converse of this result holds. We will show that this question has a positive answer if some additional conditions are satisfied.
In what follows, we will consider the trivial covering χ = {χ i } N i=1 , where χ i = R n for all i and suppose that the family T satisfies the following.
Assumption 4:
There is a family of switched signalsS such that T is the set of all the pairs (x, σ) with σ ∈S and x a maximal solution of (1) corresponding to σ.
We will also assume that f and h in, respectively, (1) and (2), satisfy the following conditions, which are slightly stronger than those in Assumption 3.
Assumption 5: f and h in (1) and (2) satisfy for all i ∈ I the following.
1) h i (t, ξ) is uniformly bounded, measurable in t, locally Lipschitz in ξ uniformly in t, precompact and h i (t, 0) ≡ 0. 2) f i =f i + Δf i with the following. a)f i (t, ξ) uniformly bounded, measurable in t, locally Lipschitz in ξ uniformly in t, and precompact. b) Δf i such that for each R > 0 there exists a con-
ξ)| for all t ≥ 0 and all ξ ∈ R n such that |ξ| ≤ R. Theorem 4.1: Let T be a set of trajectories of (1) for which Assumption 4 holds. Suppose that f in (1) and h in (2) satisfy Assumptions 2 and 5. Then, the following are equivalent. 1) T is GUAS.
2) T is GUS, Assumption 1 holds and each reduced limiting control system for T is WZSD. Proof: Since Assumption 5 implies Assumption 3, 2) ⇒ 1) straightforwardly follows from Theorems 2.1 and 3.2.
Next, we prove that 1) ⇒ 2). Since T is GUAS, it is GUS. That Assumption 1 holds can be proved along the lines of the proof of [30, Proposition 4] .
Let γ = {t k } ∈ Λ and let Σ γ be the corresponding reduced limiting control system for T . Let ū. LetĤ be as in the proof of Theorem 3.1. For each k ∈ N let g k (t) :=Ĥ(t k + t,x(t))v k (t) for all t ≥ 0. The functions g k are nonnegative and uniformly bounded since the components ofĤ are uniformly bounded and x is bounded. Fix T > 0. Writing
and using the convergence ofĤ(t k + ·,x(·)) toĤ γ (·,x(·)), the weak convergence of v k toū, the boundedness of the functions g k and v k , and Lebesgue's convergence theorem, we have that lim k →∞ T 0 g k (s) ds = 0. Since g k ≥ 0 for all k, it follows that g k → 0 in L 1 ([0, T ]), and therefore, there exists a subsequence of {g k } which converges to 0 a.e. on [0, T ]. By using the diagonal process, we can extract a subsequence of {g k }, which we still denote by {g k }, such that g k → 0 a.e. on R ≥0 . Then, we have that for almost all t ∈ R ≥0 lim k →∞
Taking into account the convergence ofF (t k + ·,x(·)) to F γ (·,x(·)), the weak convergence of v k toū, the boundedness ofx and σ k , and the Lebesgue convergence theorem, we have that for every t ∈ R ≥0 lim k →∞ t 0F (t k + s,x(s))v k (s) ds = t 0F γ (s,x(s))ū(s)ds. Therefore, for all t ≥ 0
Let {(x k , σ k )} be a sequence of trajectories of T such that x k (t k ) =x(0) for all k (such a sequence exists due to Assumption 4). Since T is GUAS, for every k, the trajectory (x k , σ k ) is forward complete and |x k (t)| ≤ β(|x(0)|, t − t k ) for all t ≥ t k , where β is the function of class KL appearing in 4) of Definition 2.1. In consequence, |x k (t)| ≤ R := β(|x(0)|, 0) for all t ≥ t k and all k. Let z k (·) = x k (t k + ·) for all k. By applying a slight variation of Lemma 3.2, we can assume, by passing to a subsequence if necessary, that there exists a continuous function z :
By using the convergence of z k to z, the boundedness of z k and v k , the local Lipschitzianity and boundedness of the components ofF , and Lebesgue's convergence theorem, we have that for every t ≥ 0
Therefore, for every t ≥ 0
Then, for each t ≥ 0
Due to the local Lipschitzianity of the functionsf i and the boundedness of z andx there exists a constant L 1 ≥ 0 such that for all s ≥ 0
Then, for all t ≥ 0, lim sup
The boundedness of z k andx and the local Lipschitzcianity of h imply the existence of L 2 ≥ 0 such that for all s ≥ 0
From (31) , the boundedness of z k , 2b) of Assumption 5, (27) , and the convergence of z k to z, it follows that for almost all
We then have, from (33) and Fatou's lemma lim sup
Then, from (29), (30) , and (33), we have, for all t ≥ 0, that
By applying Gronwall's lemma, we conclude that z(t) =x(t) for all t ≥ 0. Since |z(t)| ≤ β(|x(0)|, t) for all t ≥ 0, we have that z(t) → 0 as t → ∞. In consequence inf t∈R |x(t)| = 0 and the WZSD of Σ γ follows. Remark 4.1: Theorem 4.1 specialized to the case of nonswitched systems recovers the equivalence 1) ⇔ 4) in [30, Theorem 3] .
V. CRITERION FOR UAS AND GUAS
In this section, we give a criterion for the UAS or GUAS of a family of trajectories of (1). This criterion assumes the existence of weak multiple Lyapunov functions for a family T , which is invariant w.r.t. a closed covering χ.
Assumption 6: There exists a function V : R ≥0 × X × I → R ≥0 such that the following conditions hold:
1) There exist φ 1 , φ 2 ∈ K, such that for all t ≥ 0, all ξ ∈ χ i ∩ X and all i ∈ I
2) For all i ∈ I, V i (·, ·) = V (·, ·, i) is continuously differentiable and for all t ≥ 0, all ξ ∈ χ i ∩ X and all i ∈ İ
where η i : R ≥0 × X → R ≥0 is Lebesgue measurable in t and continuous in ξ.
3) For every (x, σ) ∈ T and every t 0 (x) ≤ t < s < t f (x) such that σ(t) = σ(s) = i we have that x(s) ).
The following criterion, which can be seen as an extension of the Krasovskii-LaSalle theorem, is a consequence of Theorems 2.1 and 3.2 and well-known results of the stability theory of switched systems.
Theorem 5.1: Let T be a family of trajectories of (1), which is invariant w.r.t. a closed covering χ. Suppose that Assumption 6 holds and let h in (2) be defined by h(t, ξ, i) = η i (t, ξ) for all t ≥ 0, all ξ ∈ X and all i ∈ I. Suppose in addition that f in (1) and h satisfy Assumptions 2 and 3.
Then, T is UAS if each reduced limiting control system for T is WZSD. If, in addition, X = R n and the functions φ i , i = 1, 2, in 1) of Assumption 6 are of class K ∞ , then T is GUAS.
Remark 5.1: As a difference with most UAS results based on multiple weak Lyapunov functions, Theorem 5.1 does not involve any dwell-time assumption on the switching signals of the trajectories of the family T . In fact, it can be used for proving the UAS of families of trajectories whose switching signals do not satisfy any dwell-time condition (see Examples 6.1 and 6.2).
• Remark 5.2: Theorem 5.1 contains as a particular case the generalization of the Krasovskii-LaSalle theorem proposed in [30, Th. 2] for nonswitched systems.
• Proof of Theorem 5.1: From [22, Proposition 1 and Lemma 6], it follows that Assumption 6 implies that T is US, and that it is GUS when X = R n and the functions φ i , i = 1, 2 in 1) of Assumption 6 are of class K ∞ .
Following the steps of the proof of [22, Th. 2], it can be proved that there exists an open neighborhood O ⊂ X of the origin such that h and T satisfy Assumption 1 with α(r) = r and O in place of X , and that we can take O = R n when X = R n and the functions φ 1 and φ 2 in 1) of Assumption 6 belong to K ∞ .
Finally, the pair (h, f ) is WZSD w.r.t. T since each reduced limiting control system Σ γ for T is assumed WZSD. Therefore, the hypotheses of Theorem 2.1 are fulfilled (with O in place of X ) and then Theorem 5.1 follows.
Next, we give a sufficient condition for the uniform asymptotic stability of (1) under arbitrary switchings, that is, when the family of trajectories T is that of all the possible trajectories of the switched system (1). This condition is a straightforward consequence of Theorem 5.1 and assumes the existence of a common weak Lyapunov function.
Corolary 5.1: Suppose that f in (1) satisfies Assumptions 2 and 6 with a function V (t, ξ, i) ≡V (t, ξ) and χ i = R n for all i ∈ I. Let h in (2) be defined by h(t, ξ, i) = η i (t, ξ) for all t ≥ 0, all ξ ∈ X and all i ∈ I and suppose in addition that f and h satisfy Assumption 3.
Then, (1) is UAS under arbitrary switchings if for each γ ∈ Λ the corresponding reduced limiting control system
is WZSD. If, in addition, X = R n and the functions φ i , i = 1, 2, in 1) of Assumption 6 are of class K ∞ , then (1) is GUAS under arbitrary switchings.
VI. EXAMPLES
In this section, we will apply the theory developed in the precedent sections to some interesting examples. Example 6.1: Consider the switched system (1) in X = R 2 with I = {1, 2, 3} and
Suppose that the functions g i : R ≥0 × R 2 → R are uniformly bounded, measurable in t and continuous in ξ, uniformly in t. Also suppose that for i = 1, 2,ĝ i :
, where e 1 = [1 0] and e 2 = [0, 1] , is precompact and satisfies the following condition:
We will prove that (1) is GUAS under arbitrary switchings by checking that the switched system satisfies the hypotheses of Corollary 5.1. Since the functions g i are uniformly bounded, the same holds for the functions f i , so f satisfies Assumption 2. It is easy to see that Assumption 6 holds with V (t, ξ, i) ≡ |ξ| 2 /2, χ i = R 2 , i ∈ I, the K ∞ -class functions φ j (s) = s 2 /2, j = 1, 2, η 1 (t, ξ) = ξ 2 2 and η 2 (t, ξ) = η 3 (t, ξ) = ξ 2 1 . Let h i = η i for i ∈ I. Then, Assumption 3 holds withf 1 (t, ξ) = [0ĝ 1 (t, ξ 1 )ξ 1 ] , f 2 (t, ξ) = [ĝ 2 (t, ξ 2 )ξ 2 0] ,f 3 (t, ξ) = 2f 2 (t, ξ), and h. The functionsf i are precompact because the functionsĝ i are assumed precompact and the other functions do not depend on t. Now, we proceed to show that each reduced limiting control system of (1) is WZSD. Since h i does not depend on t, h i,γ = h i for all i ∈ I. On the other hand, from the form off i and the fact thatĝ i is assumed precompact for all i, the functionŝ f i,γ have the form: ξ) , where, for i = 1, 2,ĝ i,γ is the limiting function ofĝ i associated to γ. Consequently, for each γ = {t k } ∈ Λ, the reduced limiting control systems Σ γ has the forṁ x 1 = (u 2 + 2u 3 )ĝ 2,γ (t, x 2 )x 2 (38)
Let (x, u) be a bounded complete trajectory of Σ γ . Let E be the set of times t ∈ R for which the equalities (38) and (40) hold, and let J i = {t ∈ E : u i (t) > 0} for i ∈ I. Note that x 2 (t) = 0 for all t ∈ J 1 and x 1 (t) = 0 for all t ∈ J 2 ∪ J 3 , and, due to continuity, x 2 (t) = 0 for all t ∈ J 1 and x 1 (t) = 0 for all t ∈ J 2 ∪ J 3 .
Case 1: |J 2 ∪ J 3 | = 0. In this case, u 1 (t) = 1 and u 2 (t) = u 3 (t) = 0 a.e. on R, and then x 2 (t) = 0 andẋ 1 (t) = 0 a.e. on R. Thus, x 1 (t) ≡ θ for some θ ∈ R and 0 =ẋ 2 (t) =ĝ 1,γ (t, θ)θ a.e. on R. If θ = 0, thenĝ 1,γ (t, θ) = 0 for almost all t ∈ R.
Since lim k →∞ĝ1 (t k + t, θ) =ĝ 1,γ (t, θ) = 0 for almost all t ∈ R, andĝ 1 is uniformly bounded, applying the Lebesgue convergence theorem, we have that for T = T (θ)
which contradicts (37) . Then θ = 0 and x(t) = 0 for all t ≥ 0.
Case 2:
In consequence there exists t * ∈ R such that x 1 (t * ) = x 2 (t * ) = 0, and then inf t∈R |x(t)| = 0.
Case 3: |J 1 | = 0. In this case u 1 (t) = 0 and u 2 (t) + u 3 (t) = 1 for almost all t, and then x 1 (t) = 0 andẋ 2 (t) = 0 for almost all t. We then have that x 2 (t) = θ for some constant θ and 0 =ẋ 1 (t) = [u 2 (t) + 2u 3 (t)]ĝ 2,γ (t, θ)θ for almost all t ∈ R. Since u 2 (t) + 2u 3 (t) > 0 for all t,ĝ 2,γ (t, θ)θ = 0 for almost all t ∈ R. By proceeding as in Case 1, it follows that θ = 0 and then, that x(t) = 0 for all t ∈ R.
We have then shown that Σ γ is WZSD for every γ ∈ Λ. Since the hypotheses of Corollary 5.1 are fulfilled, we can assert that the switched system is GUAS under arbitrary switchings.
Remark 6.1: The stability of the switched system considered in Example 6.1, without mode 3, was studied in [24, Section VI], [26, Example 1] , and [21, Section 4] , assuming stronger regularity conditions on the functions g i than those we have considered in Example 6.1 (differentiability in [21] and [24] and almost asymptotic periodicity in [26] ). As was asserted in [26] , the fact that there is no common strict quadratic Lyapunov function for the system makes its stability analysis challenging. In [24] , the GUAS under arbitrary switchings was proved after performing a series of steps that included the construction of additional Lyapunov-like functions. In [21] , the switched system was embedded into a differential inclusion, and its GUAS was proved by constructing additional Matrosov functions. To construct Lyapunov-like or Matrosov functions is sometimes a cumbersome and difficult task. In [26] , the GUAS of the switched system was proved with the help of a CZOS and a simplified detectability condition. When one considers also mode 3, the resulting switched system has no CZOS and therefore the method developed in [26] cannot be applied. Since the functions g i are not assumed differentiable, neither the additional Lyapunov function nor the Matrosov functions proposed in [24] and [21] , respectively, are differentiable and then they cannot be employed for establishing the GUAS of the switched system as was done in those paper. Example 6.1 clearly shows the potential of our method as it is able to establish the GUAS under arbitrary switchings of the switched system under weaker conditions and in a straightforward way.
The following example shows how to exploit the fact that the reduced limiting control systems allow us to take into account the state-dependent constraints the trajectories of the family under analysis satisfy. Example 6.2: Consider the switched system (1) in R 2 with three modes, i.e., I = {1, 2, 3}, given by
3) There exists T 0 > 0 such that
, is uniformly bounded, measurable in t, continuous in v, and there exists a continuous and positive definite function
We will show that the family T of all the forward complete trajectories of (1), which are invariant w.r.t. the cov- 2 1 + 5ξ 2 2 and V 3 (t, ξ) = 5ξ 2 1 − 6ξ 1 ξ 2 + 5ξ 2 2 . It is clear that V satisfies Assumption 6 with η 1 (t, ξ) = ρ 1 (ξ 2 ), η 2 (t, ξ) = ρ 2 (ξ 1 ), and η 3 (t, ξ) = 0. If we consider the output (2) with h defined by h i = η i for i ∈ I, we have that f and h satisfy Assumption 3 witĥ
andf 3 = f 3 . For each γ = {s k } ∈ Λ, the reduced limiting control system Σ γ has the forṁ
with u ∈ S * T and u(t) = U x(t) a.e. on R. Here, for i = 1, 2, b i,γ is the limiting function of b i associated to γ and U ξ = {e 3 } if ξ 1 < 0, U ξ = co{e 1 , e 2 } if ξ 1 > 0 and U ξ = co{e 1 , e 2 , e 3 } if ξ 1 = 0.
Let (x, u) be a bounded complete trajectory of Σ γ such that inf t∈R |x(t)| > 0. We consider two possible cases.
Case I: There existst such that x(t) ∈ int(χ 1 ) = {ξ : ξ 1 > 0}. In this case, by continuity, x(t) ∈ int(χ 1 ) on some interval [t, T ], with T >t, and hence u(t) ∈ co{e 1 , e 2 } a.e. on [t, T ]. Then, for almost all t ∈ [t, T ],ẋ 1 (t) = −u 2 (t)b 2,γ (t) x 2 (t),ẋ 2 (t) = −u 1 (t)b 1,γ (t)x 1 (t), u 1 (t)ρ 1 (x 2 (t)) + u 2 (t)ρ 2 (x 1 (t)) = 0, u 1 (t) + u 2 (t) = 1, and u i (t) ≥ 0 for i = 1, 2.
Since x 1 (t) > 0 for all t ∈ [t, T ], ρ 2 (x 1 (t)) > 0 for all t ∈ [t, T ], and then u 2 (t) = 0 a.e. on [t, T ]. Therefore, for almost all t ∈ [t, T ], we have that ρ 1 (x 2 (t)) = 0, and in consequence x 2 (t) = 0 for all t ∈ [t, T ] due to continuity. Then, for almost all t ∈ [t, T ], 0 =ẋ 2 (t) = −b 1,γ (t)x 1 (t). Let Z = {t ∈ [t, T ] : b 1,γ (t) = 0}. Since, due to the boundedness of b 1 , Lebesgue's convergence theorem, and (41), we have that
it follows that |Z| > 0. Consequently there exists t * ∈ Z such that b 1,γ (t * )x 1 (t * ) = 0. Therefore, x 1 (t * ) = 0 and then x(t * ) = 0. So case I is impossible.
Case II:
x is a solution of the linear differential equationẋ = f 3 (t, x), and since the orbits of that system are clockwise ellipses, there existst ∈ R such that x(t) ∈ ∂χ 3 = {ξ : ξ 1 = 0}. Suppose that x(t) ∈ ∂χ 3 for all t ≥t. Since x 2 (t) = 0 for all t ≥t because we suppose that
In such a case u 2 (t) = 5/(5 + b 2,γ (t)) and u 3 (t) = b 2,γ (t)/(5 + b 2,γ (t)) a.e. on [t, ∞). Since b 2,γ (t) ≤ m 2 for some m 2 ≥ 0, because b 2 is bounded, there exists c > 0 such that u 3 (t) ≥ cb 2,γ (t) a.e. on [t, ∞). Taking into account thatẋ 2 (t) = 3u 3 (t)x 2 (t) a.e. on [t, ∞), we have that
Since the integral ∞ t b 2,γ (s) ds is divergent due to (42) and the fact that b 2,γ (t) ≥ 0 for almost all t ≥t, it follows that |x(t)| → ∞ as t → ∞, which contradicts the fact that x is bounded.
Therefore, x does not remain in ∂χ 3 for all t ≥t. We will consider two cases.
i) x 2 (t) > 0. Then, there exists t ≥t such that x(t) ∈ ∂χ 3 for all t ∈ [t, t ] and a sequence {t k } such that t k t and x(t k ) ∈ int(χ 3 ). Note that by continuity and the fact that
and the nontrivial solutions of this equation are clockwise ellipses. So x 2 (t ) = lim k →∞ x 2 (t k − δ k ) ≤ 0, which is a contradiction. So, case i) is impossible.
ii) x 2 (t) < 0. Since x leaves ∂χ 3 , there exists t >t such that x(t ) ∈ int(χ 3 ). Then, by using the facts that while x remains in int(χ 3 ), x is a solution of the linear differential equatioṅ x = f 3 (t, x), and the solutions of that equation are clockwise ellipses, there exists t > t such that x(t ) ∈ ∂χ 3 and x 2 (t ) > 0. Then, reasoning as in case i), we conclude that case ii) is also impossible.
We have then proved that for every bounded complete trajectory (x, u) of the reduced limiting control system Σ 2 it holds that inf t∈R |x(t)| = 0. So Σ γ is WZSD for all γ and the family T is GUAS. Remark 6.2: To establish the GUAS of the family of trajectories T considered in Example 6.2 is challenging. On one hand, it seems difficult to find a family of strict Lyapunov functions V i that satisfy the conditions in Assumption 6, which are standard conditions for establishing GUAS by means of multiple strict Lyapunov functions. On the other hand, the existing results based on multiple weak Lyapunov functions, namely extensions of LaSalle's invariance principle or of the Krasovskii-LaSalle theorem, cannot be applied to this example, even in the case of time-invariant subsystems, since they assume the trajectories of the switched system satisfy some kind of dwell-time constraint, and the trajectories of T do not satisfy any of them. Neither the results in [26] , which do not make any dwell-time assumption, can be applied to this example since the system does not have a CZOS. The only results we are aware of, that could be applied to our example are those in [24] , but they require to find an additional Lyapunov-like function W verifying condition (H2) in [24] and such that the pair ((h,Ẇ ), f) be OPE (or WZSD) w.r.t. T , that in this case seems a nontrivial task due to the facts that f 3 is stable, but not asymptotically, and the functions b i neither have a definite sign nor are differentiable.
• The following example illustrates how to deal with timedependent constraints on the switching signals of a family of trajectories of a switched system, when analyzing its WZSD via the reduced limiting control systems. Example 6.3: Consider the ideal switched model of the semiquasi-Z-source inverter [34] , [35] connected to a NLTV resistive load and under zero input voltagė It is clear that f verifies Assumption 2. Let V (t, ξ, i) = 1 2 ξ P ξ. Then, V satisfies 1) of Assumption 6 with the K ∞ -class functions φ 1 (s) = λ m s 2 and φ 2 (s) = λ M s 2 , where λ m , λ M are the minimum and maximum eigenvalues of P/2. Item 2) of Assumption 6 holds with η i (t, ξ) = C 2 i (e 4 ξ), becausė V i (t, ξ) = ξ P A i ξ − ξ C 2 e 4 g i (t, e 4 ξ) ≤ −C 2 i (e 4 ξ) ≤ 0.
Since V is a common weak Lyapunov function for the switched system, then 3) of Assumption 6 also holds. We then conclude that T satisfies Assumption 6 with the functions V , φ 1 , φ 2 , η 1 , and η 2 . Let, for i = 1, 2, h i = η i . Then, f and h satisfy Assumption 3 withf i (t, ξ) =Â i ξ, wherê Since the functionsf i and h i do not depend on t, there is only one reduced limiting control system Σ, which is given by
where S * T is the set of controls u ∈ U for which there exist a sequence {t k } with t k → ∞ and a sequence {σ k } in S[T, d m , d M ] such that σ k (t k + ·) u. Next, we will prove that Σ is WZSD. Let (x, u) be a bounded complete trajectory of Σ. The following claim, whose proof is given in the Appendix, will be used in the following.
Claim 1: There exist four times 0 ≤ τ 1 < τ 2 < τ 3 < τ 4 ≤ T such that 1) d m ≤ τ i+1 − τ i ≤ d M for i = 1, 2, 3; 2) u(s) = e 1 for almost all s ∈ [τ 1 , τ 2 ) ∪ [τ 3 , τ 4 ) and u(s) = e 2 for almost all s ∈ [τ 2 , τ 3 ). From Claim 1 and the fact that (x, u) is a trajectory of Σ, we have that x satisfies the following: 1)ẋ(t) =Â 1 x(t) and h 1 (t, x(t)) = 0 for almost all t ∈ [τ 1 , τ 2 ) ∪ [τ 3 , τ 4 ); 2)ẋ(t) =Â 2 x(t) and h 2 (t, x(t)) = 0 for almost all t ∈ [τ 2 , τ 3 ). From i), the continuity of x and taking into account that h 1 (t, x(t)) = 0 for almost all t ∈ [τ 1 , τ 2 ) ∪ [τ 3 , τ 4 ) implies that x 4 (t) ≡ 0 on [τ 1 , τ 2 ) ∪ [τ 3 , τ 4 ), we have that for all t ∈ [τ 1 , τ 2 ) ∪ [τ 3 , τ 4 )
x 1 (t) = 0,ẋ 2 (t) = 1 L 2 x 3 (t),ẋ 3 (t) = − 1 C 1 x 2 (t) and 0 =ẋ 4 (t) = − 1 C 2 x 2 (t).
From the equations mentioned above and using the continuity of x, it follows that x 2 (τ i ) = x 3 (τ i ) = x 4 (τ i ) = 0 for i = 2, 3.
Taking into account ii), the continuity of x and the fact that h 2 (t, x(t)) = 0 for almost all t ∈ [τ 2 , τ 3 ) implies that x 4 (t) ≡ 0 on [τ 2 , τ 3 ), we have that for all t ∈ [τ 2 , τ 3 )
x 1 (t) = − 1 L 1 x 3 (t),ẋ 2 (t) = 0,ẋ 3 (t) = 1 C 1 x 1 (t) and 0 =ẋ 4 (t) = − 1 C 2 x 2 (t).
In particular, x 1 is a solution of the following second-order boundary value problem:
x 1 (t) + 1 L 1 C 1 x 1 (t) = 0, τ 2 < t < τ 3
x 1 (τ 2 ) =ẋ 1 (τ 3 ) = 0.
Since τ 3 − τ 2 < π √ L 1 C 1 , it follows that x 1 (t) ≡ 0 on [τ 2 , τ 3 ]. In consequence, x 1 (τ 2 ) = 0 and then x(τ 2 ) = 0. Consequently, inf t∈R |x(t)| = 0. Therefore, Σ is WZSD and the GUAS of T follows from Theorem 3.2, since the hypotheses of that theorem are fulfilled. Remark 6.3: To prove the GUAS of the semiquasi-Z-source inverter considered in Example 6.3 is not a trivial task, since although each component subsystem is GUS, neither of them is asymptotically stable, and consequently the system is not GUAS for arbitrary switchings. The GUAS of the inverter is obtained via adequate switching as the results in the papers [35] and [20] show. In these papers, the GUAS was proved assuming stronger conditions on the switching signals, namely the existence of minimum and maximum dwell-times. In both papers, an auxiliary stability result for the inverter (essentially [36, Lemma 1]) was used, whose proof was obtained via an ad-hoc method.
VII. CONCLUSION
In this paper, we studied the (G)UAS of families of trajectories of switched NLTV systems, whose switchings verify time/state-dependent constraints, by means of the detectability of output-maps. With this aim, we introduced the notion of reduced limiting control systems for switched NLTV systems and the associated notion of WZSD for those limiting systems. We proved that if the system is (G)US, the output-map satisfies a certain integrability condition and each reduced limiting system is WZSD, then the family of trajectories under study is (G)UAS. For certain classes of families of trajectories, and under slightly stronger hypotheses, these sufficient conditions are also necessary. The obtained sufficient conditions in conjunction with the existence of weak multiple Lyapunov functions allowed us to obtain a (G)UAS criterion for families of trajectories of the system. This criterion can be seen as an extension of the classical Krasovskii-LaSalle theorem. An interesting feature of our approach is that no dwell-time assumptions are needed. In fact, when a common weak Lyapunov function exists, the extension of the Krasovskii-LaSalle theorem enabled us to obtain a criterion for the GUAS under arbitrary switchings. We illustrated the effectiveness of our results by means of several interesting examples, including the stability analysis of a semiquasi-Z-source inverter.
