Appendix I Glossary
A z : The area under an ROC curve, often used as an index of detectability or "diagnostic accuracy." Strictly, A z refers only to ROCs with "binormal form," but occasionally it is used more loosely to indicate the area under any ROC curve. Values of A z and the index d a are related by the expression A z = cJ> (d a /,,2) where cJ>(.) represents the cumulative standard-normal distribution function. Perfect and random decisions in a detection task correspond to A z = 1.0 and A z = 0.5, respectively. A z can be interpreted as the average value of test "sensitivity" for "specificities" ranging from 0 to 1, or equivalently, as the average value of test "specificity" for "sensitivities" ranging from 0 to 1. Autocorrelation function: The autocorrelation function is the ensemble average of the joint second moment of any image process. The noise autocorrelation function is defined in general as:
Cn(Xi, Xj) = (n(x)n(xj)) where n(i) is the noise at location i. For additive noise, this is equivalent to the autocovariance function, which is the autocorrelation about the mean. The autocorrelation function is the Fourier transform of the Wiener spectrum. Autocovariance: See Autocorrelation Function. Binormal ROC curve: An ROC curve that can be represented by the mathematical expression TPF = cJ>(a + b· ZFPF), where cJ>(.) represents the cumulative standard-normal distribution function, ZFPF indicates the normal deviate which corresponds to FPF, and a and b are adjustable parameters. Most empirical ROCs are well approximated by this form. Contrast: Generally, the magnitude of a difference between a visual stimulus of interest and other stimuli from which it must be discriminated. As used in this report, contrast is specified on a relative scale, that is, the difference stimulus is normalized by its mean value. d': In signal detection theory, an effective SNR that applies only to situations in which the decision variable (or some monotonic transformation thereof) arises from one of two normal distributions having equal variances but different means.
In such situations, the ROC curve is symmetric about the -45 0 diagonal of the unit square in which it is plotted and is given by the mathematical expression TPF = cJ>(d' + ZFPF), where cJ>(.) represents the cumulative standard-normal distribution function and ZFPF represents the normal deviate that corresponds to false positive fraction. d a : An effective SNR, more general than d', that applies to situations in which the decision variable (or some monotonic transformation thereof) arises from one of two normal distributions having different means and, generally, different variances. In such situations, the ROC curve depends on two parameters, a and b, and is given by the mathemati-
represents the cumulative standard-normal distribution function and ZFPF represents the normal deviate that corresponds to false positive fraction. The index d a is then given by the expression d a = aJ[2/(1 + b 2 )] and is equal to J2 times the normal deviate that corresponds to the area under the ROC curve. Decision criterion: In signal detection theory, the critical value that separates the range of decisionvariable outcomes associated with "negative" decisions from the range associated with "positive" decisions. Decision variable: In signal detection theory, a statistical quantity that is assumed to underlie decisions made under uncertainty. For "detection" tasks that involve two mutually exclusive ("positive" and "negative") alternatives, the decision is assumed to be made by comparing the value of the decision variable to a critical value (i.e., decision criterion). Detail transfer function: This function describes the way in which the imaging system averages, displaces or blurs the input signals before they are detected in the output signal. For linear, shift invariant systems the detail transfer function is the PSF or, in frequency space, the optical transfer function. Detection: Discrimination between the presence and absence of a specified physical state (e.g., sensory stimulus or disease).
Detective quantum efficiency (DQE):
The ratio of the noise equivalent quanta to the actual number of exposure quanta from which the image was made. Diagnostic accuracy: In applied signal detection theory, an overall measure of detectability derived from the ROC curve without reference to particular points on the curve (i.e., compromises between TPF and FPF) that may be adopted in particular practical settings. In this sense, diagnostic accuracy is usually quantified by the ROC index, A z • The term "diagnostic accuracy" has also been used in the medical literature in a fundamentally different way to indicate the proportion of medical diagnoses that prove to be correct, thereby depending not only upon the detectability of the disease, but also upon its prevalence and the particular decision criterion that is adopted. Estimation: Measurement of a continuous parameter such as the spatial extent or intensity of an image feature. False positive fraction (FPF): The conditional probability of deciding that an observed data set (e.g., image) was generated by a specified state (e.g., that a specified disease was present) when, in fact, that state was absent. False positive fraction is equal to one minus the "Specificity" index often used in the medical literature to indicate the ability of a diagnostic test to produce "negative" results when the disease of interest is absent. Hotelling observer: The Hotelling observer demonstrates maximum discrimination ability, in terms of the SNR figure of merit (Equation C.5), among all observers that are limited to performing only linear operations on the data. When the data is normally distributed, including the unequal variance case, this observer also demonstrates maximum discrimination as specified by the area under the ROC curve. When the data is not normally distributed, the SNR figure of merit may no longer be predictive of the area under the ROC curve. It will then be necessary to obtain that area to test for optimality of observers. This observer is also referred to as the Hotelling/Fisher observer and the Fisher discriminant because of the convergence of the work of Hotelling (1931) and Fisher (1936) . Ideal observer: The ideal observer is the Bayesian decision maker who minimizes the "cost" or "risk" when determining a decision strategy for a given task. Information: Generally, the property of one or more observations (e.g., data) that allows the precision and/or accuracy of subsequent estimates or decisions to be increased. Expressed mathematically by Shannon as a reduction in entropy. Large area (macro) transfer factor: The factor describing the scaling of information between the input and output of an imaging system. It is concerned with changes in the signal over a large area, c.f., spatial detail transfer characteristic. Likelihood Ratio (L): Ratio of the probability that the data set (image data, g) would occur from a specified hypothesis HI to the probability that it would occur from the alternative hypothesis, H 2 .
Line spread function:
The radiant exposure distribution in the image of an infinitely narrow and infinitely long slit (line source) of unit radiant energy per unit length (lCRU, 1986) .
Linear shift-invariant system: An imaging system which is both linear, i.e., the magnitude of the output signal is a linear function of that of the input signal, and shift invariant, i.e., shifting the position of the input signal results only in a displacement of the output by the same amount (or a simple scaling if magnification is allowed).
Modulation transfer function (MTF):
The modulus of the generally complex optical transfer function, expressed as a function of spatial frequency (I CRU, 1986) . Noise equivalent quanta (NEQ): The equivalent input exposure deduced from the measured noise and signal transfer characteristics for a photographic or radiographic system is
where -y is the slope of the curve of the density vs. log exposure, MTF the modulation transfer function and W.l D the noise power spectrum at the operating point of interest. Analogous quantities for other modalities are found throughout the image assessment literature with the large area factor K in the place of -y(lOglO e). They are often loosely referred to as NEQ because they play the same role as NEQ in the ideal-observer signal-tonoise ratio. Noise power spectrum: An alternative name for the Wiener spectrum.
Non-prewhitening matched filter (NPWMF):
The NPWMF is a sub-optimal observer in that, while using all known information regarding the signal parameters perfectly, is unable to undo any correlations in the data. The NPWMF observer uses a template matched to the expected difference image to form a test statistic, regardless of the sources of variability in the data. 73 color), from image noise before analyzing the image. The ideal observer acts as a prewhitening matched filter. Quasi-ideal observer: Model observers whose performance is lower than that of the ideal observer, e.g., Hotelling observer and the NPWMF, but whose performance may be measurable in circumstances where the use of the ideal observer is not appropriate. Receiver (or relative) operating characteristic (ROC) curve: In signal detection theory, a plot of the conditional probability of deciding that an observed data set (e.g., image) was generated by a specified state (e.g., that a specified disease was present) when that state was in fact present (TPF) vs. the conditional probability of deciding that the data were generated by the specified state when, in fact, it was absent (FPF). This is equivalent to a plot of the "sensitivity" of a diagnostic test versus one minus the "specificity" of the test. Different points on the ROC curve (i.e., different compromises between TPF and FPF or between "sensitivity" and "specificity") are achieved by adopting different settings of the critical value of the decision variable that distinguishes "negative" decisions from "positive" ones, i.e., the decision criterion. Signal-to-noise ratio (SNR): Definitions of the SNR vary both across and within disciplines. In the context of signal detection theory, the SNR is generally proportional to a ratio of (1) the magnitude of the difference between the mean values of some quantity under two conditions that are to be distinguished, to (2) a measure of the magnitude of statistical variation in that difference. An effective SNR can be inferred from the performance of an ideal or human observer in a two-state decision task by assuming that the decisions were based on a decision variable (or some monotonic transformation thereof) which arose from one of two distributions with specified (usually Gaussian) form. Statistical efficiency: In signal detection theory, the square of the ratio of (1) an effective SNR inferred from the detection performance of a human observer (or ad hoc mathematical detection scheme) and (2) the corresponding effective SNR of the theoretical "ideal observer." Thus, efficiency = [da(human observer)jda(ideal observer)J2. In statistical estimation theory, the ratio of (1) the minimum number of independent observations that must be made to achieve a specified variance in estimating a parameter of the population distribution and (2) the number of such observations that must be made with a particular scheme for forming an estimate of that parameter from the observations in order to achieve the same variance. True positive fraction (TPF): The conditional probability of deciding that an observed data set (e.g., image) was generated by a specified state (e.g., that a specified disease was present) when, in fact, that state was present. True positive fraction (TPF) is equivalent to the "sensitivity" index often used in the medical literature to indicate the ability of a diagnostic test to detect disease when it is present. Wiener spectrum: The frequency content of the noise.
The Wiener spectrum, also referred to as the NPS can be expressed in one dimension as:
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X~x X -X/2 where n(x) is the noise at location x. For stationary noise, the Wiener spectrum is the Fourier transform of the noise autocorrelation function.
