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Abstract
Motivated by problems arising in geophysical fluid dynamics, we investigate resonant and near resonant
wave interactions in nonlinear wave equations with quadratic nonlinearity, We place a special focus on
interactions between slow wave modes, with zero frequency in the linear limit, and fast modes. These
regularly occur in geophysical fluid systems with conserved potential vorticity or similar conserved
quantities. A general multi-scale asymptotic expansion is used to show how the higher order nonlinear
interaction coefficients are derived as a combination of the first order terms arising at the triad interac-
tion level. From the general nth-order interaction coefficient we present a proof by induction how the
limiting effect for particular combinations of slow and fast modes pushes their interactions to a slower
timescale, and we show how this is linked to the form of the conserved quantities. We compare near
resonant expansions with exact resonant expansions, and show how near-resonances allow higher order
expansions to be reduced to just the most dominant contributions. These contributions then occur at
one order higher in the expansion when compared to the analogous exact resonance expansion.
1 Introduction
Throughout this article we consider nonlinear wave equations of the form:
∂u
∂t
+ L(u) = −N (u,u), (1)
here u(x, t) is a dependent variable representing the state vector of the system, with spatial coordi-
nates in vector x and time coordinate t, L is a linear differential operator acting on the spatial part of
u,which generates a dispersion relation when transformed to spectral space. N is a bilinear differential
operator representing the quadratic nonlinearity; we briefly discuss above quadratic order nonlinear-
ity in section 6. In particular the systems are conservative, with a conserved energy, and a second
conserved quantity, related to a Casimir of the system. For instance, this structure regularly appears
in geophysical fluid dynamics in the form of vorticity/enstrophy conservation laws. Although we are
motivated by geophysical fluid dynamics, the results are derived using quite general assumptions and
can be applied to other physical systems which meet our explicit assumptions.
If there is a pointwise conserved quantity, for example potential vorticity on geophysical fluids, we
can write one of the linearised evolution equations as:
∂Q
∂t
= 0 (2)
For the linearly conserved quantity Q. This directly translates to the dispersion relation ωQ = 0, found
by taking fourier transforms in space, with wavenumber k, and in time, where ω is the frequency of
the wave. Thus if Q is not zero, then there is a wave mode with a zero frequency ω = 0, that is, a slow
mode that does not evolve in the linearised system. Then any other mode, must have Q = 0 to satisfy
this relation. For this reason the first type of mode is usually termed ‘slow’ in the fluid literature,
and the second ’fast’. There is a considerable literature on the possible nonlinear interaction of such
fast and slow modes, and at the quadratic level with only interactions the outcome is often that there
is no interaction, see Warn 1986, Embid and Majda 1996, and Vanneste 2007. Here we re-visit this,
examining the role of conservation laws, and especially going beyond the triad interaction level.
For geophysical fluids Q has a related integrally conserved quantity, the enstrophy, which usually
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takes the form of the integral of the square of the potential vorticity. This constricts the form of the
asymptotic expansion and by continuing to higher order and considering the near resonant version of
the usual triad and quartet relations we will derive some general constraints valid at all orders of the
asymptotic expansion.
Throughout this article we use the familiar multiple time scale asymptotic method. Within the geo-
physical fluid dynamics community this method developed in the 1960s following the work of Phillips
1960, although it was preceded by entirely separate work in other fields, such as Ziman 1960 and even
Peierls 1929. The method has since been honed by various authors(see Craik 1988), notably Benney
and Newell 1967 and later work such as Embid and Majda 1996.
A central theme of this article is the role of near resonances in these expansions. The near reso-
nances have been previously explored as isolated triads for example in Bretherton 1964, and more
recently by Vanneste 2007. These authors focused on the evolution of the isolated triad, which obeys
an integrable triplet of equations. Alber et al. 1998 showed that the phases of the three waves may
follow a homoclinic orbit such that they do not cycle indefinitely as in a resonant triad. This contrasts
to the amplitudes, which necessarily cycle due to energy conservation.
Work examining the effect of near resonances within a full system has mostly followed two routes.
One of these is the empirical route, for example in Smith and Lee 2005, and Smith and Waleffe 1999,
in which numerical simulations are compared in the cases where exact and near resonances as well as
all possible interactions. It is found that the near resonances are necessary for the interpretation of
qualitative features of the simulations. The other main line of enquiry has been in the field of wave
turbulence, for example, see Nazarenko 2011. Here one major problem is finding exact resonances on a
finite grid, which can be reduced to a number theory problem, see Kartashova 1990, Kartashova 1998.
When near resonances are considered, the number of permitted interactions is larger and resonant
clusters can be formed, see Kartashova, Nazarenko, and Rudenko 2008. Here we consider a similar
scenario, but in an infinite spectral space. But instead of separating the motion into isolated triads or
clusters of interacting waves we consider the clustering effect to be a symptom of reordering resonant
sets from higher orders of the expansion where the scaling of the interaction causes faster evolution of
the dynamics than is found in a regular exact resonant expansion.
To establish notation and record the relevant literature, in section 2 we derive the regular triad order
expansion, for exact or near resonances. In section 3 the next order of interactions is derived. This
shows how slaved modes from non-resonant interactions link to form the slower resonant quartets. It
is then shown that by including the near resonances at triad order the fastest of the quartet interac-
tions are shifted to the faster triad timescale, represented within the triad evolution. In section 4 the
expansion is taken beyond quartet order, and a completely general form of the higher order interaction
coefficients is derived. Again it is shown that the near resonant triads then contain the equivalent
time evolution as any higher order interaction, whereever the interaction coefficients are sufficiently
large that the motion can be considered to occur on the triad timescale. Section 4.3 discusses possi-
bly unexpected behaviour when different parts of the quartets and higher order constructions can be
split between different orders of the expansion. In section 5 the conservation laws are used to derive
restrictions on interactions coefficients, and by using the generalised form given in section 4 these are
simply proven for all orders of the expansion.
2 Multiscale asymptotic expansion
We consider nonlinear wave equations in the form (1), which here we express in the form used by
Embid and Majda 1996:
∂u
∂t
+
1

L(u) = −N (u,u). (3)
Here  is a small parameter measuring the weak nonlinearity, and the time scale is the corresponding
slow time. The fast timescale for the waves is then t/epsilon, see below. We have a degree of freedom
in the definition of this bilinear operator and so for simplicity we define it to be symmetric in its
2
arguments such that:
N (a, b) = 1
2
(N (a, b) +N (b,a)) . (4)
In addition to energy conservation, we assume that there is a second pointwise conserved quantity
corresponding to a Casimir of the system, as discussed above. In the example of fluid systems this
Casimir corresponds to the various ‘vorticity’ conserved quantities, those of the Kelvin circulation
theorem.
A system that is conservative when linearised will always permit a full basis of eigenfunctions. For
simplicity in the rest of this paper we will always assume that the boundary conditions permit Fourier
transforms, such that we can write the system in the eigenbasis as follows:
u =
∑
k,α
aαkr
α
ke
ik·xeiω
α
k t, (5)
where k is a wavenumber, and the superscript α defines a particular mode of the system. The infor-
mation on the state of the system is contained in the amplitude variables aαk , and the eigenvectors r
α
k
along with the exponential functions defines a given eigenfunction. ω is derived from the dispersion
relation for the linearised system of equations.
We next derive the standard weakly nonlinear expansion up to triad order for exact resonances. This
is well detailed in many sources, for instance Craik 1988, Embid and Majda 1996. We define a fast
time scale τ = t/ as in Embid and Majda 1996 and slow timescales tn = 
nt, n = 1, 2, ... we write
u = u(x, τ, t0, t1, ...) as a function of multiple time scales. Then (3) becomes:
1

(
∂u
∂τ
+ L(u)
)
= −
(
∂u
∂t0
+N (u,u)
)
. (6)
We expand the variable u as follows:
u(x, τ, t0, t1) = u0(x, τ, t0, t1) + u1(x, τ, t0, t1) + ... . (7)
Substitution into the non-local equation (6) gives the following at each order:
O(−1)
∂u0
∂τ
+ L(u0) = 0, (8)
O(1)
∂u1
∂τ
+ L(u1) = −
(
∂u0
∂t0
+N (u0,u0)
)
. (9)
O()
∂u2
∂τ
+ L(u2) = −
(
∂u1
∂t0
+
∂u0
∂t1
+N (u0,u1) +N (u1,u0)
)
. (10)
At first order (8) the equation is linear and we can write the solutions as:
u0(x, τ, t0, t1) = e
−τLu¯(x, t0, t1),
or in terms of the eigenfunctions as given above in (5). Solving at the next order (9):
u1e
τL = u1|τ=0 −
(
τ
∂u¯
∂t0
+
∫ τ
0
esLN (e−sLu¯, e−sLu¯)ds
)
. (11)
With the equation in this form we can identify possible secular terms as any of O(τ) or higher: those
in the round brackets. To maintain the separation of scales for the velocities/pressures as defined in
(7) these terms must be zero in the limit τ →∞. This is the ‘cancellation of oscillations’ concept, the
generalised proof of convergence for general hyperbolic equations was given by Schochet 1994. With
the vector u¯ written in its eigenbasis such that the matrix exponential is just the exponential of the
frequency of the corresponding eigenvalue (e−iωt):
∂u¯
∂t0
= −1
τ
∫ τ
0
esLN (e−sLu¯, e−sLu¯)ds
=− 1
τ
∫ τ
0
∑
k,k1,k2
α,α1,α2
k=k1+k2
Cα1α2αk1k2k a
α1
k1
aα2k2r
α
ke
ik·xei(ω
α1
k1
+ω
α2
k2
−ωαk )sds, (12)
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where aαiki represents the wave amplitude of each eigenfunction and the interaction coefficient is defined
as:
Cα1α2αk1k2k =
〈N (rα1k1 , rα2k2 ), rαk〉 (13)
where 〈·, ·〉 is the scalar product of the system and derivatives in the operator N are expressed in the
spectral space.
In the limit τ →∞, the integral of all oscillatory contributions exactly cancel to 0 and so the only
contributions come from the non-oscillatory constant contributions where ωα1k1 + ω
α2
k2
− ωαk = 0: the
resonant triads. This leaves the equations:
∂u¯
∂t0
=
∑
k,k1,k2
α,α1,α2
Cα1α2αk1k2k a
α1m1
k1
(t0, t1)a
α2
k2
(t0, t1)r
α
ke
ik·xδk−k1−k2δω−ω1−ω2 , (14)
or, in terms of only wave amplitudes:
∂
∂t0
aαk =
∑
k,k1,k2
α,α1,α2
Cα1α2αk1k2k a
α1
k1
(t0, t1)a
α2
k2
(t0, t1)δk−k1−k2δω−ω1−ω2 . (15)
This is the full expansion to triad order of the exact resonances. This is commonly extended to
include the near resonances (see Vanneste 2007 for instance)- those such that ωα1k1 + ω
α2
k2
− ωαk ∼ .
This is justified by considering the scale of the integral term in (12):∣∣∣∣1τ
∫ τ
0
eiΩsds
∣∣∣∣ = ∣∣∣∣eiΩτ − 1τΩ
∣∣∣∣ ≤ 2τ |Ω| ∼ O ( Ω) ,
where: Ω = ωαk − ωα1k1 − ωα2k2 . (16)
Taking this weaker resonance condition we extend the definition of the resonant terms to include those
at near resonance, and therefore include them in the equations at the triad order.
To understand the significance of this change to the asymptotic expansion we must continue to
higher order in the following section. We will find that some of the interactions from higher order in
the exact resonant expansion are promoted to higher order when the near resonant approximation is
taken.
3 Quartet order expansion
To continue to higher order and form quartets we need to calculate the u1 terms, as these will be
passed back into the quadratic nonlinearity to form a ‘pseudo’ cubic interaction. When the nonlinearity
contains no terms above quadratic order this process forms the whole of the higher order expansion.
We define the term ‘slaved modes’ as those belonging to the u1 part of the expansion as their time
evolution is entirely derived from the u0 terms.
3.1 Slaved modes
We return to (9):
∂u1
∂τ
+ L(u1) = −
(
∂u0
∂t0
+N (u0,u0)
)
. (17)
We remove the exact and near-resonant terms that we have just equated with the t0 derivative:
∂u1
∂τ
+ L(u1) = −Nnr(u0,u0). (18)
Here we have written Nnr to indicate that only the non-resonant parts of the nonlinear term are
included. We now solve for u1. The complementary function would find linear modes of the same
form as for u0 and hence we can assume they are identically 0 as the solution in this form is accounted
4
for in those first order terms (see Ablowitz 2011, for example). Now we simply need to find the
particular integral for our RHS:
u1 = −e−τL
∫ τ
0
esLNnr(e−sLu¯, e−sLu¯)ds (19)
or in the eigenmode basis:
{u1}αaka = −
∑
k1,k2
α1,α2
Cα1α2αak1k2ka
∣∣
nr
aα1k1a
α2
k2
rαaka e
ik·xe−ωaτ
∫ τ
0
ei(−ω1−ω2+ωa)sds δka−k1−k2
=
∑
k1,k2
α1,α2
Cα1α2αak1k2ka
∣∣
nr
aα1k1a
α2
k2
i(ωa − ω1 − ω2) r
αa
ka
eik·xe−i(ω1+ω2)τ δka−k1−k2 (20)
Note that u1 does not evolve according to the dispersion relation: by the definition of non-resonance
ωa 6= ω1 +ω2. These are the slaved modes: they evolve only through the change to the two underlying
modes aα1k1 , a
α2
k2
.
3.2 Quartets as combinations of slaved modes
Now that we have the form of u1 from section 3.1 we can continue to the next order of expansion in
(10):
∂u2
∂τ
+ L(u2) = −
(
∂u1
∂t0
+
∂u0
∂t1
+N (u0,u1) +N (u1,u0)
)
. (21)
Following the same process of removing secular terms that we used to derive equation (14) we have
the equation:
∂u¯
∂t1
= − lim
τ→∞
1
τ
∫ τ
0
esL
(
e−sL
′ ∂u¯1
∂t0
+N (e−sLu¯, e−sL′u¯1) +N (e−sL′u¯1, e−sLu¯)
)
ds, (22)
where u1 = e
−τL′u¯1, expressed as {u¯1}αke−i(ω1+ω2)τ in the eigenmode basis for some input modes
subscripted 1 and 2. We now consider each term individually. Taking the first term on the right hand
side:
− lim
τ→∞
1
τ
∫ τ
0
{
es(L−L
′) ∂u¯1
∂t0
}α
k
ds
= −
∑
k1,k2
α1,α2
Cα1α2αk1k2k
∣∣
nr
i(ω − ω1 − ω2) δk−k1−k2 limτ→∞
1
τ
∫ τ
0
∂
∂t0
(aα1k1a
α2
k2
)rαke
i(ω−ω1−ω2)sds. (23)
Now from (15) the derivative in the integrand can be expanded:
∂
∂t0
(aα1k1a
α2
k2
) =aα1k1
∂
∂t0
(aα2k2 ) + a
α2
k2
∂
∂t0
(aα1k1 )
= aα1k1
∑
ka,kb
α2,αa,αb
k2=ka+kb
Cαaαbα2kakbk2 a
αa
ka
aαbkb + a
α2
k2
∑
ka,kb
αa,αb
k1=ka+kb
Cαaαbα1kakbk1 a
αa
ka
aαbkb . (24)
None of these terms have any τ dependence, and so the derivative can be moved outside the integral
and the limit:
− lim
τ→∞
1
τ
∫ τ
0
{
es(L−L
′) ∂u¯1
∂t0
}α
k
ds
= −
∑
k1,k2
α1,α2
Cα1α2αk1k2k
∣∣
nr
i(ω − ω1 − ω2) δk−k1−k2
∂
∂t0
(aα1k1a
α2
k2
)rαk lim
τ→∞
1
τ
∫ τ
0
ei(ω−ω1−ω2)sds. (25)
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We now have, similarly to the treatment of equation (14) at the triad order, that the limit:
lim
τ→∞
1
τ
∫ τ
0
ei(ω−ω1−ω2)sds, (26)
will send every term to 0 by cancellation of oscillations, unless ω − ω1 − ω2 = 0. We know that no
terms have this form as we required the triad to be non-resonant in (18) and hence this term must be
0.
We now consider the second term of (22). Writing in the eigenmode basis we see that upon
substitution of (20) we form various quartet resonances from the terms within the integral:
− lim
τ→∞
1
τ
∫ τ
0
{
esLN (e−sLu¯, e−sL′u¯1)
}α
k
ds
= − lim
τ→∞
1
τ
∫ τ
0
∑
ka,k3
αa,α3
Cαaα3αkak3k r
α
ka
α3
k3
e−iω3sδk−ka−k3
∑
k1,k2
α1,α2
Cα1α2αak1k2ka
∣∣
nr
aα1k1a
α2
k2
i(ωa − ω1 − ω2) e
−i(ω1+ω2)s δka−k1−k2e
iωsds
= −
∑
ka,k3
αa,α3
∑
k1,k2
α1,α2
lim
τ→∞
1
τ
∫ τ
0
Cαaα3αkak3k C
α1α2αa
k1k2ka
∣∣
nr
i(ωa − ω1 − ω2) a
α1
k1
aα2k2a
α3
k3
rαke
i(ω−ω1−ω2−ω3)s δk−k1−k2−k3ds
= −
∑
k1,k2,k3
αa,α1,α2,α3
Cαaα3αkak3k C
α1α2αa
k1k2ka
∣∣
nr
i(ωa − ω1 − ω2) a
α1
k1
aα2k2a
α3
k3
rαkδω−ω1−ω2−ω3 δk−k1−k2−k3 . (27)
By the symmetry of the nonlinear interaction coefficient the third term of (22) is identical to the second
and so we can now write the whole equation as:
∂
∂t1
{u¯0}αk = −
∑
k1,k2,k3
α1,α2,α3
Qα1α2α3αk1k2k3k a
α1
k1
aα2k2a
α3
k3
rαkδω−ω1−ω2−ω3 δk−k1−k2−k3 , (28)
where:
Qα1α2α3αk1k2k3k =
∑
αa
2Cαaα3αkak3k C
α1α2αa
k1k2ka
∣∣
nr
i(ωa − ω1 − ω2) , (29)
and ka = k1 + k2 and ka = k − k3.
Similarly to the triad case it is useful to symmetrise this in the input coefficients (1,2,3) as follows:
Qα1α2α3αk1k2k3k =
2
3
[∑
αa
Cαaα3αkak3k C
α1α2αa
k1k2ka
∣∣
nr
i(ωa − ω1 − ω2) +
∑
αb
Cαbα1αkbk1k C
α2α3αb
k2k3kb
∣∣
nr
i(ωb − ω2 − ω3) +
∑
αc
Cαcα2αkck2k C
α3α1αc
k3k1kc
∣∣
nr
i(ωc − ω3 − ω1)
]
. (30)
Figure 1 shows diagrammatically how the non-resonant triads combine to form a quartet.
This completes the asymptotic expansion up to the quartet order of expansion, defining all dynamics
up to the t1 timescale. It should be noted that this analysis would appear almost identical if we had
taken the exact or near resonant triad condition at the previous order, the difference is simply in
which terms are present in Nnr in equation 18 and elsewhere. However although this appears as a
small change in the written analysis the effect on the behaviour is substantial. We can show that the
terms that result from near resonant triads are in fact exactly equivalent to the slaved modes, and that
combinations of them form quartets in the same manner, but now promoted to the same timescale as
the triad interactions.
3.3 Fast quartets as combinations of near resonances
Literature describing isolated near resonant triads can be found starting originally in Bretherton 1964
and more recently in Vanneste 2007. In the isolated case not much is changed from exact resonant
6
k1
k2
ka
k
k3
Quartet construction.
Figure 1: Quartet construction, as in Equation (29). The wave vector ka takes the form of a slaved
mode that can be projected onto our eigenbasis such that there are fast-like parts and a slow-like part.
Each quartet has three possible sets of wavenumbers that can contribute to the quartet, ie ka = k1+k2,
kb = k3 + k2, and kc = k1 + k3.
interactions, the detuning can only affect the phase by an O(1) amount and changes to the behaviour
of the amplitude can only be O(). Here we consider the triads in a non-isolated manner, such that
they may interact with one another as permitted by the triad condition k = k1 +k2. This will lead to
qualitatively different behaviour compared to the exact resonant expansion.
To see this, we first return to (19), now written in the eigenmode basis:
∂u¯
∂t0
=− 1
τ
∫ τ
0
∑
k,k1,k2
α,α1,α2
k=k1+k2
Cα1α2αk1k2k a
α1
k1
(t0, t1)a
α2
k2
(t0, t1)r
α
ke
ik·xeiΩ
α1α2α
k1k2k
sds.
However we now explicitly write the  scaling of Ω such that τΩ = τ∆ = t0∆, with ∆ = O(1) which
slows the dependence of the exponential to the t0 timescale:
∂aαk
∂t0
=−
∑
k1,k2
α1,α2
k=k1+k2
Cα1α2αk1k2k a
α1
k1
(t0, t1)a
α2
k2
(t0, t1)e
i∆
α1α2α
k1k2k
t0 1
τ
∫ τ
0
ds
=−
∑
k1,k2
α1,α2
k=k1+k2
Cα1α2αk1k2k a
α1
k1
(t0, t1)a
α2
k2
(t0, t1)e
i∆
α1α2α
k1k2k
t0 . (31)
This dynamical equation is similar to that of the exact resonances (15), except for the exponential
term. It defines evolution on the t0 timescale, as before.
For use later we now also perform the integration in t0. This is similar to solving for the slaved
modes, except on the slower timescale t0 (and larger u0). This is done by parts:
aαk = −
∑
k1,k2
α1,α2
k=k1+k2
Cα1α2αk1k2k
(
aα1k1 (t0, t1)a
α2
k2
(t0, t1)
i∆α1α2αk1k2k
ei∆
α1α2α
k1k2k
t0
−
∫ t0
0
∂
∂s (a
α1
k1
(s, t1))a
α2
k2
(s, t1) + a
α1
k1
(s, t1)
∂
∂s (a
α2
k2
(s, t1))
i∆α1α2αk1k2k
ei∆
α1α2α
k1k2k
sds
)
. (32)
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We will pause the analysis to mention two things. Firstly, the left hand term in the sum has the same
form as the slaved modes, except for the timescale of the exponential. Secondly the right hand term
can be integrated again in the same manner, which we will see mirrors the quartet expansion process.
For this reason the t1 dependence has been explicitly written in the arguments of the amplitudes.
The key observation is that the near resonances behave exactly as the slaved mode interactions,
except that instead of affecting the u1 part on timescale τ they affect the u0 part on timescale t0.
This allows them to evolve independently; they are not behaving in the slaved manner of the u1 part.
To form the next ‘order’ of the near resonant expansion we will follow what is effectively the same
process again, although there are now key differences in the mathematics, notably in the timescales.
We assume that at least one of the amplitudes in the RHS of (31) is also a member of another near
resonant triad and substitute (32) in its place:
∂aαk
∂t0
=−
∑
k3,ka
α3,αa
k=k3+ka
∑
k1,k2
α1,α2
ka=k1+k2
Cα3αaαk3kak C
α1α2αa
k1k2ka
i∆α1α2αak1k2ka
aα3k3a
α1
k1
aα2k2e
i∆
α1α2αa
k1k2ka
t0ei∆
α3αaα
k3kak
t0
+ above quartet terms, (33)
where the right hand term of (32) gets pushed into the ‘above quartet terms’ because the ∂/∂s terms
will be functions of two or more amplitudes as shown by (31).
This again mirrors the exact resonant quartet expansion (the same interaction coefficient Q as
given in (29), would be formed, although now scaled by ), except that the evolution is still on the
t0 timescale. Because of our imposed structure we should note that the near resonant triads can only
form a ‘higher order interaction’ with other near resonant sets, and slaved modes can only form a
higher order resonance by combination with each other.
The near resonant expansion (that evolves according to dynamical equation (31)) contains a subset
of the exact quartet resonances from the analysis of section 3.2, which behave as before, but now acting
on the faster t0 timescale instead of t1. The near resonant expansion contains the strongest of the
exact quartet resonances, constructed from near resonant triads, without proceeding to a higher order.
One way to interpret this is to say that in forming the exact quartet interaction coefficient given
by equation (30) we divide by Ω, but in the case of the near resonant component triads this causes an
extremely large interaction coefficient ∼ 1/. The near resonant interactions pick out the cases where
the higher order interaction coefficient is large enough to rearrange the asymptotic ordering.
4 Expansion to higher order
In a similar manner of linking triads together one can form ‘n-tets’, a term we introduce as the
generalisation of triads, quartets, quintets, sextets etc, for combinations of n modes. In the following
we establish a general form for the mathematics of these interactions, from which we can deduce results
that hold to all orders of expansion. We start by assuming an exact expansion, then show how once
again the near resonant version of the expansion constitutes a reshuffling of the faster acting terms to
the triad order.
4.1 N-tets as a combination of slaved modes
The n-tets are defined by the pth order equation:
O(p)
∂up+1
∂τ
+ Lup+1 = −
p∑
m=0
(
∂up−m
∂tm
+N (um,up−m)
)
, (34)
the general form of equations (8)-(10), where p = n− 3.
We consider table 1, which breaks down the dependence of each order of the asymptotic series
in terms of its dependence on the various timescales. The terms in red are those which are already
determined by the behaviour of u0, ie slaved. Hence, in the same manner with which we justified
that the left hand term in (22) was negligible, our secularity condition will never contain any of the
time derivatives in (34) other than that of ∂u0/∂tp. Crucially, this means that the terms defining the
evolution on the tp timescale will always reduce to just the nonlinear combinations N (ua,ub) for all
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u0 u1 u2 u3 u4 ...
O(1/) τ - - - - ...
O(1) t0 τ - - - ...
O() t1 t0 τ - - ...
O(2) t2 t1 t0 τ - ...
O(3) t3 t2 t1 t0 τ ...
...
...
...
...
...
...
. . .
Table 1: For given order of the equations, the timescale to which each order of the solution is considered
is given. The timescales given in red are completely determined as they are simply derived from slaved
modes and so their behaviour is inherited from the behaviour of u0 to the required timescale.
non-negative integers a, b such that p = a+ b. The dynamics of each of the contributing components
ua,ub can be calculated as a function of those at lower orders which in turn behave in the same way,
until all motion is determined by the u0 terms. We can therefore calculate a general higher order
interaction coefficient as a recurrence relation.
We start by calculating the different possible combinations a, b available for the nonlinear part
N (ua,ub). Given some input ua this must be formed of a+ 1 u0 modes in an a+ 2-tet, and similarly
for ub. In the output triad we have a+ b+ 2 input u0 modes that must be split into the two groups
of sizes a + 1, b + 1. Define n = a + b + 1 so that n is the order of interaction (n=1 corresponds
to triads), and r = b + 1, the number of input modes into the second triad, the first triad then
has n − r + 1 = a + 1 input modes. The number of possible mode permutations then corresponds to
(n+1)! where these are shared between the two input n-tets in the division determined by the value of r.
To symmetrise the interaction coefficient we must add all permutations of the input wavenumbers
and then divide by the number of them, (n + 1)!. Due to symmetries in the input interaction coeffi-
cients there will be repeated contributions ie Cα1α2αak1k2ka and C
α2α1αa
k2k1ka
will both appear in different terms
of the relation, although both are equal. However the relation is most simply stated in the form given
below.
For each of the permutations the quantity required will be the multiplication of the two input n-
tet coefficients with a triad coefficient that takes these two outputs as its inputs and returns the
output. This manner of combining smaller n-tets is displayed diagrammatically in figure 2. We then
need to sum over each possible r, to give all possible splittings into two n-tets.
Combining these components we get the interaction coefficients, to any desired order, defined in-
ductively as follows:
{C(n)}α1...αn+2αk1...kn+1k =
1
(n+ 1)!
n∑
r=1
[ ∑
αa,αb
{C(1)}αaαbαkakbk {C(r−1)}
αn−r+2...αn+1αb
kn−r+2...kn+1kb
∣∣∣
nr
{C(n−r)}α1...αn−r+1αak1...kn−r+1ka
∣∣∣
nr
−{Ω(n−r)}a1,...,n−r+1{Ω(r−1)}bn−r+2,...,n+1
+ input wavenumber permutations
]
, (35)
where: {Ω(n)}ab,...,c = ωa − ωb − ...− ωc.
Where C(n) is the nonlinear interaction coefficient at the nth closure (ie n=1 would be triad interactions
at the first closure). We need to define the particular case of {C(0)}αiαkik = 1 such that it is simply an
identity mapping with ki = k, αi = α. We also define separately Ω
(0) = −i. These special cases are
necessary terms corresponding to N (u0,un−1) where an n-1-tet is combined with a mode, not another
n-tet. This allows one to algorithmically compute a given interaction coefficient to any order.
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k1
ka
kb
kn−r+1
kn−r+2
kn+1
k
N-tet A
N-tet B
output onto aαaka from:
output onto aαbkb from:
{C(r−1)}αn−r+2...αn+1αbkn−r+2...kn+1kb
{C(n−r)}α1...αn−r+1αak1...kn−r+1ka
{C(1)}αaαbαkakbk
n-tet construction.
Figure 2: Diagram of the n-tet construction, Two smaller N-tets, A&B of sizes n − r + 2 and r + 1
respectively, output the two modes a, and b that go into a connecting triad that returns the output
mode with wavenumber k. All possible combinations must be considered in a similar manner, summed,
and then the coefficient symmetrised to give the equation in (35)
4.2 Fast n-tets as a combination of near resonances
As occurred for quartets in section 3.3, the near resonances will expand in the same manner as the
exact resonant part, except that the n-tets, for every order n are all evolving on the t0 timescale. To
show the equivalent higher order behaviour in the near resonances we will continue the expansion using
integration by parts, as we did in section 3.3.
We take one of the right hand terms (with minor relabelling) of (32) and substitute into (31) to
replace the derivative in t0:∑
k1,ka
α1,αa
k=k1+ka
Cα1αaαk1kak
∫ t0
0
∂
∂s (a
αa
ka
(s, t1))a
α1
k1
(s, t1)
i∆α1αaαk1kak
ei∆
α1αaα
k1kak
sds
=
∑
k1,ka
α1,αa
k=k1+ka
∑
k2,k3
α2,α3
ka=k2+k3
Cα1αaαk1kak C
α2α3αa
k2k3ka
i∆α1αaαk1kak
∫ t0
0
aα1k1 (s, t1)a
α2
k2
(s, t1)a
α3
k3
(s, t1)e
i∆
α1αaα
k1kak
sei∆
α2α3αa
k2k3ka
sds. (36)
This process would then be continued by repeatedly expanding the integral by parts, each time the
integral remainder treated similarly, forming an expansion containing all combinations of n amplitudes
(for n > 2) that obey the n-tet condition
∑n−1
i=1 ki = k. This expansion is then substituted back into
the equation (32) in every place that an amplitude is involved in another near resonance. This will
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return, after some more relabelling, (33) except that we can now see the form of the previously omitted
‘above quartet terms’:
∂aαk
∂t0
=−
∑
k3,ka
α3,αa
k=k3+ka
∑
k1,k2
α1,α2
ka=k1+k2
Cα3αaαk3kak C
α1α2αa
k1k2ka
i∆α1α2αak1k2ka
aα3k3a
α1
k1
aα2k2e
i∆
α1α2αa
k1k2ka
t0ei∆
α3αaα
k3kak
t0
−
∑
kb,ka
αb,αa
k=kb+ka
∑
k1,k2
α1,α2
ka=k1+k2
∑
k3,k4
α3,α4
kb=k3+k4
Cαbαaαkbkak C
α1α2αa
k1k2ka
Cα3α4αbk3k4kb
−∆α3α4αbk3k4kb ∆α1α2αak1k2ka
aα1k1a
α2
k2
aα3k3a
α4
k4
ei∆
α1α2α3α4α
k1k2k3k4k
t0
−
∑
k4,ka
α4,αa
k=k4+ka
∑
k1,k2k3
α1,α2α3
ka=k1+k2
+k3
Cα4αaαk4kak {C(2)}α1α2α3αak1k2k3ka
i∆α1α2α3αak1k2k3ka
aα1k1a
α2
k2
aα3k3a
α4
k4
ei∆
α1α2α3α4α
k1k2k3k4k
t0 + ... . (37)
This is exactly as for the general higher order coefficient (35), except for some  scaling. If one were
to continue this, always substituting in for near resonant terms, then the expansion will eventually
contain only exact and super-near resonances. All of these will look identical in form to a subset of
the exact resonant expansion, but will take place on the t0 timescale.
This expansion is not necessary in the practical use of the near resonant expansion. It is simply
a method to show that the near resonant triads interact exactly like the strongest parts of a full exact
expansion. All of the dynamics is captured simply by maintaining the near resonances in the triad
equations given in (31).
4.3 Splitting of n-tets in the near resonant part
Interestingly, n-tets can be split between orders in the near resonant expansion. As an example,
consider the rotating shallow water equations with small Coriolis parameter f (where fast modes have
ω ∼ αc|k|) for the following quartet of modes:
k1, α1 = +, (38a)
k2 = k
⊥
1 , α2 = +, (38b)
k3 = −k1 + 2k⊥1 , α3 = −, (38c)
k = k⊥1 (1 + 
2), α = +. (38d)
This forms a near resonant quartet. From these we calculate the slaved mode wavenumbers that would
contribute to the quartet:
ka = k1 + k2 = k1 + k
⊥
1 , (39a)
kb = k2 + k3 = −k1 + (1 + 2)k⊥1 , (39b)
kc = k3 + k1 = 
2k⊥1 . (39c)
Calculating Ω in each case (assuming all fast modes):
Ω12a = ω(k1 + k
⊥
1 )− ω(k1)− ω(k⊥1 ) ≈ c(
√
2− 2)|k1|, (40a)
Ω23b = ω(−k1 + (1 + 2)k⊥1 )− ω(k1) + ω(−k1 + 2k⊥1 ) ≈ c(
√
2)|k1|, (40b)
Ω13c = ω(
2k⊥1 ) + ω(k1)− ω(−k1 + 2k⊥1 ) ≈ c2|k1|. (40c)
We see that a fast mode c will be part of a near resonant triad. However fast-like mode a or b
would not be included in the near resonant triads.
5 Implications for zero mode systems
Having put the interaction coefficient in a general form, we now consider the specific case of systems
with a second conservation law, that linearises such that the linear quantity has derivative zero. This
11
commonly occurs in fluid systems for example, where the potential vorticity, and related quantities
often have this form. With this extra condition we can make very general statements about the full
asymptotic expansion.
5.1 Enstrophy expansion
Although not limited to fluid systems we will refer to the second conserved integral quantity as the
enstrophy for clarity in this chapter. We start by expanding the enstrophy to 4th order in amplitude:
Z = Z(2) + Z(3) + ... =
∑
p
Zp|ap|2 +
∑
pqr
Zpqra
∗
pa
∗
qa
∗
re
iΩpqrt
+
∑
pqrs
Zpqrsa
∗
pa
∗
qa
∗
sa
∗
re
iΩpqrst + ... (41)
We then take derivatives in time:
∂Z
∂t
=
∂Z(2)
∂t
+
∂Z(3)
∂t
+ ... =
∑
pqr
ZpC
qr
p a
∗
pa
∗
qa
∗
re
iΩpqrt +
∑
pqr
iΩpqrZpqra
∗
pa
∗
qa
∗
re
iΩpqrt
+
∑
pqrs
CrsmZpqma
∗
pa
∗
qa
∗
sa
∗
re
iΩpqrst +
∑
pqrs
iΩpqrsZpqrsa
∗
pa
∗
qa
∗
sa
∗
re
iΩpqrst + ...
(42)
Initially we are interested in the lowest order of expansion:
∂Z(2)
∂t
=
∑
pqr
ZpC
qr
p a
∗
pa
∗
qa
∗
re
iΩpqrt +
∑
pqr
iΩpqrZpqra
∗
pa
∗
qa
∗
re
iΩpqrt (43)
Assuming that a triad can be isolated (discussion of when this is possible can be found in Owen,
Grimshaw, and Wingate 2018) we choose one and label the modes (1, 2, 3):
(Z1C
23
1 + Z2C
31
2 + Z3C
12
3 )a
∗
1a
∗
2a
∗
3e
iΩ123t + 3iΩ123Z123a
∗
1a
∗
2a
∗
3e
iΩ123t (44)
Assuming exact triad resonances we have Ω = 0. We now use conservation of enstrophy to set this
equal to zero and also assume exact resonances such that Ω123 = 0:
Z1C
23
1 + Z2C
31
2 + Z3C
12
3 = 0 (45)
Now where we have fast modes Za = 0 and so for a triad where mode 1 is a zero mode and modes 2
and 3 are fast we get:
Z1C
23
1 = 0 (46)
and so the interaction coefficient is zero.
We then continue to the next order. We choose to consider only the terms that are 4th order in
amplitude:
∂Z(3)
∂t
+ ... =
∑
pqrs
(CrsmZpqm + iΩpqrsZpqrs)a
∗
pa
∗
qa
∗
sa
∗
re
iΩpqrst (47)
If we consider an isolated quartet (this is not in fact possible as Stokes’ waves will always exist
amongst the complex conjugates, however they only act to change the phase and so the amplitudes
don’t change in size), and simultaneously demand that we have timescale separation (this was already
done when we assumed equality with 0) then we can set Ωpqrs = 0. We are left with the following:
∂Z(3)
∂t
= C12a Z34a + C
23
b Z41b + C
34
c Z12c + C
41
d Z23d (48)
Here a, b, c, d are modes such that the wavenumber is ka = k1 + k2 etc.
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We now make a brief aside to to discuss the form of the enstrophy we have expanded. Expressing
the potential vorticity as q and splitting it into linear and perturbation parts Q and q′ we can write
the generic form of enstrophy as:
Z =
1
2
q2 =
1
2
(Q+ q′)2. (49)
The fast modes have Q = 0, and so in general the cubic part of the expansion is limited in size to O()
for fast modes, due to the size of the q′ terms. In certain cases, for example the n-layer rotating shallow
water equations (see Owen, Grimshaw, and Wingate 2018 for the two layer case), the perturbation
part takes the form q′ = Qf(x, t) for some function f . In this case if there are 2 fast modes in a
triad the cubic part is identically zero. This removes the requirement used on equation 44 of exact
resonances, we can now assume that this is true for all triads, resonant or not. We can conclude that
in general the fast fast slow interaction coefficient is always O(), and there are special cases that occur
in well known equations such that they are identically 0.
We now continue to the quartet order enstrophy expansion where we can use this to bound cer-
tain interaction coefficients. We see that if two or three of the modes in the Z123 are fast modes such
that Q1 = Q2 = 0 for example then Z123 = O(). We now consider equation 48 for modes 2, 3, 4 fast
and mode 1 slow. We first consider the 1st and 4th terms. If modes a and d are fast or slow then we
have the situation described above and Z34a = Z23d = O(). For the 2nd and 3rd terms this occurs for
b, and c fast. However if b, and c are slow we can then consider the interaction coefficients. However
from the previous order for fast modes interacting to form a slow we have: C23b = C
34
c = 0. And so
enstrophy is conserved to 3rd order. This will repeat almost exactly at every order.
This method shows that conservation of enstrophy in interactions of many fast modes with a slow
mode is entirely fulfilled by the triad interaction coefficient C231 = 0. It is also irrelevant to this con-
struction that the detuning needs to be zero as the Z(n) term is always 0 for less than 2 slow mode
combinations, although from elsewhere the scale separation will enforce this.
5.2 Direct proof by induction
We can directly prove the weakness of the fast-fast-slow interactions using the generalised interaction
coefficient derived in section 4.1. This proof is valid to any order of the expansion, extending the
conclusion of the previous section, and demonstrating the strength of using the generalised form of the
interaction coefficients.
We use the relation C± ∓ 0k1k2k = O() to extend to interactions of fast modes outputting a slow at
all orders. By considering the nth order expansion we find that the effect of a set of only gravity waves
on the slow mode is as follows:
{C(n)}±... ± 0k1...kn+1k =
1
(n+ 1)!
n∑
r=1
[ ∑
αa,αb
{C(1)}αaαb0kakbk {C(r−1)}±...±αbkn−r+2...kn+1kb
∣∣∣
nr
{C(n−r)}±...±αak1...kn−r+1ka
∣∣∣
nr
−{Ω(n−r)}a1,...,n−r+1{Ω(r−1)}bn−r+2,...,n+1
+ input wavenumber permutations
]
(50)
We wish to use an inductive argument. We assume that {C(p)}±...± 0k1...kp+1ka = O() for all p < n. The
contribution for αa = 0 will cause the right hand coefficient (C
(n−r)) to be O(). Similarly αb = 0 will
cause the middle coefficient (C(r−1)) to be O(). But for the only remaining option, αa, αb = ±, the
lefthand interaction coefficient (C(1)) has the same form and so that is also O(). We note also that all
permutations have the same form in this case. Hence we have an inductive step, and can conclude that
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because a set of only fast modes cannot affect slow modes at first order(C±±0 = O()), this is true for
all orders. The effect of fast modes on the slow will always be demoted in the asymptotic expansion to
the next order. In cases where {C(p)}±...± 0k1...kp+1ka = 0 (as occur in the n-layer shallow water equations
for example, Owen 2019), these interactions are entirely absent from the expansion.
By way of example we provide some of the specific implications in the case of the rotating shal-
low water equations. However much of the following is true for any conservative system with quadratic
nonlinearity and a second conserved quadratic quantity such that the system supports zero modes eg
stable stratification models and N-layer shallow water models.
5.3 Rotating shallow water equations
We will use the example of the rotating shallow water equations to demonstrate some of the corollaries
of these expansions for zero mode systems. For this system there are three mode types: zero modes (0)
and two fast modes (±). It can be shown (see Embid and Majda 1996 for example) that the specific
mode combination (±,∓, 0) has nonlinear interaction coefficient C± ∓0k1k2k = 0. This is a consequence
of the conservation of enstrophy to quadratic order, as shown in the previous section. It can also
be shown from the form of the dispersion relation that no resonances are possible between three fast
modes, or two slow and a fast mode.
We consider a specific resonance (that studied in Thomas 2016):
Q0 ± ∓ 0k1k2k3k =
2
3
[∑
αa
Cαa∓ 0kak3k C
0 ± αa
k1k2ka
∣∣
nr
i(ωa − ω1 − ω2) +
∑
αb
Cαb0 0kbk1k C
± ∓ αb
k2k3kb
∣∣
nr
i(ωb − ω2 − ω3) +
∑
αc
Cαc± 0kck2k C
∓ 0 αc
k3k1kc
∣∣
nr
i(ωc − ω3 − ω1)
]
Now using the resonance conditions and the fact that C± ∓ 0k1k2k = 0 we can reduce the possible combi-
nations to αa = 0, αb = ±, and αc = 0:
Q0 ± ∓ 0k1k2k3k =
2
3
[
C0∓ 0kak3k C
0 ± 0
k1k2ka
∣∣
nr
i(ωa − ω1 − ω2) +
∑
αb=±
Cαb0 0kbk1k C
± ∓ αb
k2k3kb
∣∣
nr
i(ωb − ω2 − ω3) +
C0± 0kck2k C
∓ 0 0
k3k1kc
∣∣
nr
i(ωc − ω3 − ω1)
]
And so our quartets include combinations of slow-fast-slow triads and fast-fast-fast triads: the two in-
teractions that did not occur to first approximation due to lack of resonances. We can therefore expect
that any physical behaviour of the full system that these triads cause by moving energy between these
modes is captured at second order in the asymptotic expansion, as a two stage movement of energy
between modes.
From the previous section we can also deduce that because C± ∓0k1k2k = 0 all coefficients of the form
{C(n)}±...∓0k1...kn+1k = 0.
So we cannot have a resonant interaction between a single fast mode and the slow modes as this
can never be resonant, and we cannot have an interaction between a single slow mode and the fast
modes as this will always have 0interaction coefficient. This limits our interactions with a zero mode
output so that for the nth closure with resonance between n + 2 modes the number of fast modes
(nf ∈ N) must be in the range 1 < nf < n + 1 (hence at first closure there is no possible value of
nf ). This is our generalisation of the conclusion in Thomas 2016 that there exist energy exchanges
between fast and slow modes at closures above first order. We can in fact go further. The general
theory is that the first order of expansion is dominant (for example: for RSWE this is triad order, for
surface waves quartet order) however for systems with distinguished zero modes there will always be
interactions that are never present at triad order, and hence the full physics is not in the model unless
both triad and quartets are considered. We suggest that above this order there is no benefit to greater
expansion, as all physics is included and higher orders will simply be weaker interactions important
only on longer timescales.
In addition we know that in the absence of fast modes there cannot be interactions between slow
modes from anything other than triads, as every triad is resonant. However when there are fast modes
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present (even just at O() in the form of slaved ‘fast-like’ modes) there is a quartet ‘pathway’ via
slaved modes of wavenumbers ka, kb, kc as defined in the definition (30). This gives rise to the ‘higher
order quasi-geostrophic’ expansions of Zeitlin, Reznik, and Ben Jelloul 2003 and Thomas 2016. Of
particular note is the difference between the case in the infinite domain (with compact ICs) and the
case in the periodic domain. Both authors find that in the infinite domain the four slow mode inter-
actions occur but that the two fast two slow do not. The explanation for the absence of the second
type was propagation of the fast modes out of a shared domain, removing the interactions. However
the fast-like slaved modes of the first type actually have a zero group velocity and so do not leave the
domain of interest, allowing this interaction to happen in the continuous domain as well as the periodic.
We now compare the near-resonant expansion to our conclusion that all ‘physics’ exists at quartet
order in the exact resonant expansion. Our description of the near-resonances picking out the most
significant of the behaviour from the exact expansion at all orders suggests that we would expect
the same effect: all possibly interactions will necessarily be present, and hence all physics. We can
compare this conclusion to that of several numerical studies such as Smith and Lee 2005 and Smith
and Waleffe 1999 that shows near-resonant numerical simulations can introduce the qualitative effects
of the full equations. For this conclusion we do need to extend the notion of zero-mode systems to
that of -mode systems - the introduction of the β-plane assumption breaks the symmetry that leads
to zero-modes, however we can make the assumption that these modes are  close to the zero modes
(a similar assumption is made in Bu¨hler and McIntyre 1998) and treat them as a small perturbation
from the zero-mode systems we have described here.
6 Discussion
In this paper we have examined quadratic and higher order wave interactions in a general class of
nonlinear wave equations. with quadratic nonlinearity, using a multi-time scale asymptotic expansion,
We have found a general form of the interaction coefficient valid for to all orders of the expansion,
This general form is used to demonstrate how including the near resonant interactions at the triad
order is equivalent to picking out the set of the fastest higher order interactions, distinguished by the
size of the interaction coefficient. We then showed that in the presence of a second conserved quantity,
of a form common to geophysical fluid systems that preserve some analogue of vorticity, that there
then are whole families of interactions between modes that are bounded to O() or smaller, effectively
demoting them to a slower timescale.
Although our motivation has come for geophysical dynamics, the present results are widely appli-
cable to any physical system of the form (1) with a constraint of the form (2). Here we note that the
restriction to quadratic nonlinearity is not severe, as systems with cubic or higher order nonlinearity
can sometimes be reduced to systems with just quadratic nonlinearity by changing the dependent vari-
able, or introducing further dependent variables. generalised to nonlinear wave systems with all orders
of nonlinearities. However, nonlinearity of the form encountered for water waves for instance presents
more of a challenge and to remains to be seen if the present approach can be extended to such systems.
This work, like many others, has assumed that at the linearised order the waves are periodic with
slowly-varying time-dependent amplitudes. However, if slow-variation is the spatial variables is also
permitted leading to the notion of wave packets and group velocity then we might expect rather dif-
ferent behaviour, see Reznik, Zeitlin, and Ben Jelloul 2001 andOwen 2019 for instance. This would
seem to be a fruitful area for further research.
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