I. INTRODUCTION

C
ONSIDER an r × n array whose entries are elements in a finite field GF(2 w ) [13] (in general, we could consider a field GF( p w ), p a prime number, but for simplicity, we constrain ourselves to binary fields). The array may correspond to a stripe on a disk system, where elements co-located in the same column reside on the same disk, or the elements may correspond to disk or SSD blocks in a large storage system. Normally, these arrays are protected using the well known architectures known as Redundant Arrays of Independent Disks (RAID) [7] .
Recent work has explored the loosening of the MDS property of RAID codes by defining erasure codes that combine global array protection with protection of subsets of the array (typically rows). Examples include Pyramid codes [10] , LRC codes [11] , [14] , [16] and STAIR codes [12] . The rationale for these codes is to improve storage efficiency, encoding complexity and decoding complexity over RAID, while tolerating combinations of failures that are practical in storage systems. Please see [15] for further discussion of the practical nature of these codes.
In this paper, we concentrate on two erasure codes that also follow this trend, loosening the MDS property of RAID codes for improved performance and storage efficiency. These codes are called Partial MDS (PMDS) codes and Sector-Disk (SD) codes [2] , [15] . Both follow the same methodology-m entire columns of elements are devoted to coding, and each row composes an [n, n − m, m + 1] MDS code. In the remaining n−m columns of the array, s more elements are also devoted to coding. The erasure protection that they provide differentiates PMDS and SD codes. SD codes tolerate the erasure of any m columns of elements, plus any additional s elements in the array. PMDS codes tolerate a broader class of erasuresany m elements per row may be erased, plus any additional s elements.
As their name implies, SD codes address the combination of disk and sector failures that occurs in modern disk systems. Column failures occur when entire disks break, and sector failures can accumulate over time, typically unnoticed until an entire disk breaks, and the failed sector is required for recovery [1] , [8] . PMDS codes are maximally recoverable for codes laid out in the manner described above [2] . Maximally recoverable codes have been applied to cloud storage systems where each element resides on a different storage node [11] . The rows of the array correspond to collections of storage nodes that can decode together with good performance, while the extra s elements allow the system to tolerate broader classes of failures.
We label the codes with (m; s), and illustrate the difference between PMDS and SD codes in Figure 1 . The figure depicts five failure scenarios in a 4 × 5 array, encoded with a (1; 2) code, where erased elements are shaded in gray. The first four scenarios may be tolerated by both PMDS and SD codes. The first scenario is tolerated by both since each row corresponds to a [5, 4, 2] MDS code. The second scenario is also tolerated by both PMDS and SD codes, because four erasures are co-located in the same column. The third and fourth scenarios are also tolerated by both PMDS and SD codes, since rows with only one erasure are corrected by a [5, 4, 2] MDS code, and then we are left with three erasures in the same row, which are within the erasure-correcting capability of a (1; 2) code. These two cases are important, as they are not tolerated by RAID-6, even though RAID-6 devotes two full columns to coding. The fifth scenario is tolerated by PMDS only, since once the rows with only one erasure are corrected, we are left with two rows with two erasures each, and none of them is in the same column.
The challenge is to construct PMDS and SD codes for general parameters. The case of (m; 1) PMDS codes was solved in [2] . In this paper, we address the case of (m; 2) PMDS and SD codes. We will also discuss possible methods for extending the results to general (m; s) PMDS and SD codes.
As related work, let us mention [2] , [9] , that give constructions of (1; s) PMDS codes (PMDS codes are called Maximally Recoverable codes in [9] ). In [2] , the construction is based on the field generated by M p (x) = 1 + x + · · · + x p−1 , where p > mn is a prime number and 2 is primitive in GF( p) (which makes M p (x) irreducible). In [9] , constructions of (1; s) PMDS codes reducing the size of the field are presented. STAIR codes relax the failure-coverage of SD codes in order to allow for general constructions [12] . PMDS codes satisfy also the requirements of optimal Locally Repairable codes (LRC) [14] , [17] . For example, consider a (1;2) PMDS code with n > 3, its minimum distance is 3, the same as an optimal LRC code with the same parameters. However, an optimal LRC code as described, for instance, in [17] cannot correct situations of two erasures in two different rows, as shown, for example, in the second and fifth arrays of Figure 1 .
We begin with a formal definition of the two types of codes. [6] and of (2; 2) codes in [4] . These constructions are also summarized in [15] and the construction of (3; 2) SD codes was verified for all r, n in GF (2 8 ) and for r, n 24 in GF(2 16 ). Hence, our results extend those constructions. We finally note here that we can use an MDS code (like a RS code for example) over the entire array. This will work for the purpose of correcting the maximum number of erasures in the array, but it does not guarantee the first property of PMDS or SD codes, namely that each row belongs in an [n, n − m, m + 1] MDS code.
In Section II we give a general code construction for r × n arrays over a field of size at least rn, i.e., the total number of symbols. We prove that the construction gives (m; 2) SD codes. We then show how to adapt the construction to obtain (m; 2) PMDS codes over fields of size at least r ((m + 1)(n − m − 1) + 1). In Section III we present codes for a more constrained model of erasures that we call disjointsector-disk codes. These codes cover all possible parameters m and s and require a much smaller field size. Lastly, in Section IV we give a summary of the results and some open questions.
II. CODE CONSTRUCTION Consider the field GF(2 w ) and let α be an element in GF(2 w ). The (multiplicative) order of α, denoted O(α), is the minimum > 0 such that α = 1. If α is a primitive element [13] , then O(α) = 2 w − 1. To each element α ∈ GF(2 w ), there is an associated (irreducible) minimal polynomial [13] that we denote f α (x).
Let α ∈ GF(2 w ) and rn O(α). We want to construct an SD-code consisting of r × n arrays over GF(2 w ), such that m of the columns correspond to parity (in RAID 5, m = 1, while in RAID 6, m = 2). In addition, two extra symbols also correspond to parity. When read row-wise, the codewords belong in an [rn, r (n − m) − 2] code over GF (2 w 
and, for 0 j r − 1,
We will show under which conditions the codes C(r, n, m, 2; f α (x)) are SD codes. Unless stated otherwise, for simplicity, let us denote C(r, n, m, 2; f α (x)) by C(r, n, m, 2). We start by giving some examples.
Example 2: Consider the finite field GF(16) and let α be a primitive element, i.e., O(α) = 15. Then, the parity-check matrices H 1 and H 2 , of C(3, 5, 1, 2) and C (3, 5, 2, 2) , are given by (4) and (5), as shown at the top of this page, respectively.
Let us point out that the construction of this type of codes is valid also over the ring of polynomials modulo M p (x) = 1 + x + · · · + x p−1 , p a prime number, as done with the Blaum-Roth (BR) codes [5] . In that case, O(α) = p,
The construction proceeds similarly, and we denote it C(r, n, m, 2; M p (x)). Utilizing the ring modulo M p (x) allows for XOR operations at the encoding and the decoding without look-up tables in a finite field, which is advantageous in erasure decoding [5] . It is well known that M p (x) is irreducible if and only if 2 is primitive in GF( p) [13] .
Next we give a lemma that is key to proving the conditions under which codes C(r, n, m, 2) are PMDS or SD. Throughout the paper the notation ⊕ denotes the XOR operation.
. . , j m ; r ; n; ) given by (6) , as shown at the top of this page. Let
Proof: Since the field has characteristic 2, in the determinant expansions we don't have to worry about signs. Consider the m × (m + 1) matrices
For each 0 u m, let M u and M u denote the m × m Vandermonde matrices obtained from deleting column u from M and M respectively. Also, for 0 u, v 2m + 1, u = v, let X (u,v) be the (2m) × (2m) matrix obtained from removing columns u and v and the last two rows from
where P denotes an m×(m−1) matrix and 0 are zero matrices. Notice that X (u,v) has rank smaller than 2m, since the first m rows have rank smaller than m. Thus,
If 0 u m and m + 1 v 2m + 1,
By properties of determinants,
for 0 u m, m
for m + 1 u 2m + 1, 0 v m, and
Expanding the determinant from the bottom row of (6) and then from the next to bottom row, using (8), (9), (10), (11) and standard factorization, we obtain
Let
It is clear that W 0 and W 0 are Vandermonde matrices. Observe also that W 1 and W 1 become Vandermonde matrices when multiplying each column t, 0 t m, by α i t and by α j t respectively (and in the case of W 1 extracting α −n as a common factor from the last row). Then, by properties of determinants and of Vandermonde determinants,
Thus, (12) becomes
If m = 2, Lemma 3 gives
We now state the main result for SD codes.
Theorem 5: The codes C(r, n, m, 2; f α (x)) and C(r, n, m, 2; M p (x)) from Construction A are SD codes.
Proof: Assume that m columns have been erased, and in addition, we have two random erasures. Assume first that these two random erasures occurred in the same row of the stripe, where 0 r − 1. The rows that are different from are corrected since each one of them has m erasures, which are handled by the horizontal code, that is, each horizontal code is given by the parity-check matrix H 0 , which is the parity-check matrix of a RS code that can correct up to m erasures [13] . Thus, we have to solve a linear system with m + 2 unknowns. Assume that the erasures in row occurred in locations i 0 , i 1 , . . . , i m , i m+1 , where 0 i 0 < i 1 < · · · < i m < i m+1 n − 1. According to the parity-check matrix of the code as given by (1), (2) and (3), there will be a unique solution if and only if the (m + 2)
is invertible. By taking α −n in the last row as a common factor, and by multiplying each column j , 0 j m + 1, by α i j , this matrix is transformed into a Vandermonde matrix, which is always invertible in a field and also in the ring of polynomials modulo M p (x) [5] .
Consider now the case in which the two random failures occur in different rows. Specifically, assume that columns i 0 , i 1 , . . . , i m−1 were erased, where 0 i 0 < i 1 < . . . < i m−1 n − 1, and in addition, entries ( , t) and ( , t ) were erased, where t, t ∈ {i 0 , i 1 , . . . , i m−1 } and 0 < r − 1.
Again, using the parity-check matrix of the code as given in (1), (2), and (3), there will be a unique solution if and only if the (2m + 2) × (2m + 2) matrix of (13), as shown at the bottom of this page, is invertible. Taking α −n as a common 
factor in the last row, we obtain the matrix
as defined by (6) in Lemma 3, whose determinant, by (7), is given by
For simplicity, redefine ← − , hence, 1
, and (α i u ⊕ α t ), above is invertible, so it remains to be proven that (α −t ⊕ α −n −t ) is invertible. If it is not,
But
, contradicting (14) . Next, let us prove a similar result for PMDS codes. In fact, the codes C(r, n, m, 2; f α (x)) and C(r, n, m, 2; M p (x)) are not PMDS, but we will obtain PMDS codes with a modification that requires a larger field or ring. Let
α ∈ GF(2 w ) and r N O(α). For example, if m = 1, N = 2n − 3. As in the case of SD codes, we construct a PMDS code consisting of r × n arrays over GF(2 w ), such that m of the columns correspond to parity and in addition, two extra symbols also correspond to parity. When read row-wise, the codewords belong in an [rn, r (n − m) − 2] code over GF (2 w 
where H 0 is given by (2) and, for 0 j r − 1,
As before, the construction is also valid over the ring of polynomials M p (x), p prime, in which case we denote the codes C (r, n, m, 2; M p (x) ). Let us give an example.
Example 6: Let n = 5, m = 1 and r = 3. According to (15) 
Notice that
and
by (15) (20) and (21), we obtain
Let us point out that Lemma 3 and Theorems 5 and 7 not only prove that the codes C(r, n, m, 2; f α (x)) and C (r, n, m, 2; f α (x)) are SD and PMDS respectively, but also provide for efficient encoding and decoding algorithms. In effect, solving the linear systems corresponding to erasures, for instance, using Cramer's rule, involves inverting either Vandermonde determinants or determinants of matrices
as given by (6) in Lemma 3. Both types of determinants involve products of binomials, which are easily inverted both in GF(q) and in the ring of polynomials modulo M p (x) [5] .
III. DISJOINT-SECTOR-DISK CODES
In this section we study a narrower case of SD codes which we call disjoint-sector-disk (DSD) codes. These are SD codes whose extra sector erasures reside within disjoint disks, i.e., within distinct columns of the arrays. We will construct general (m; s) DSD codes for all m and s, and with a small field size, much smaller than those required by Construction A for SD codes.
The general strategy we employ is to replace the underlying Vandermonde construction, with one based on Cauchy matrices. We again assume F = GF(2 w ) for ease of presentation only (the results carry over to general fields as well). Let x, y ∈ F n , x = x 1 , x 2 , . . . , x n y = y 1 , y 2 , . . . , y n , be two sequences of elements from the field, where
The Cauchy matrix C = (C i, j ) is defined as
It is well-known that
To make the notation easier, we denote by C (x, y) the Cauchy matrix defined by the sequences x and y, which are not necessarily of the same length, i.e., C is not necessarily square. Construction C: Fix F = GF(2 w ), and let x ∈ F m , y ∈ F n , x ∈ F s , be three sequences of elements of F, where in total, there are m + n + s distinct elements appearing in x, y, and x together.
Define C (r, n, m, s) to be the [rn, r (n −m)−s] code whose (mr + s) × r n parity-check matrix is given by
where
i.e., T is an m × n Cauchy matrix, and B is an s × n Cauchy matrix. For additional notation, for each k = 1, 2, . . . , t, let us denote the column locations of the m + s k erasures in row i k as j
. In our setting, m entire columns are erased, and so we assume
for all = 1, 2, . . . , m. The remaining s erased sectors are all in distinct columns, i.e.,
We project the sequence y that defines the Cauchy matrices onto to the appropriate indices, i.e.,
As we did in the previous constructions, we take the columns of the parity-check matrix H that correspond to the erasures, and obtain the matrix
is an m × (m + s k ) Cauchy matrix, and We also conveniently denote Since the elements of x and y are together all distinct, we have det(M) = 0.
IV. CONCLUSIONS
We described constructions of SD and PMDS codes where the number s of additional sectors equals two. The minimal field size required by the construction for SD codes is only the total number of sectors in the array, and in the case of PMDS codes, at most of linear order on the total number of sectors.
We also presented a general construction for DSD codes using Cauchy matrices. These codes are more limited in their erasure-correction capabilities than SD codes, but the construction spans all possible parameters and requires a much smaller field size, which is linear in the number of disks and erased sectors.
The problem of constructing PMDS and SD codes for s > 2 is still open. An option for addressing this problem is by using existing constructions, like the ones given in [3] and in [17] , to obtain suboptimal codes for a fixed value of s. For example, the construction in [3] is based upon generalized concatenated (GC) codes to correct erasure patterns which are more restricted than the ones PMDS and SD codes correct. However, the advantage of these codes is that they exist for all parameters while their field size is much smaller than the one required by PMDS and SD codes. It can be shown that in order to correct s extra erasures using these codes, the redundancy is given by rm + D(s), where Assume next that we want to use the codes in [17] to correct s extra erasures, and for simplicity, the minimum distance of the code d satisfies d < n. Then, we can easily see that the redundancy would be rm +2s −1. For s = 3, D(3) = (2)(3)− 1 = 5, and both constructions have the same extra redundancy. For s = 4 and s = 5, the construction based on GC codes has one more extra redundancy than the construction in [17] . The difference between the two constructions gets larger as s increases. However, the construction in [3] requires a finite field of size at least n, while the construction in [17] requires a finite field of size at least mn. This also emphasizes the fact that minimizing the size of the finite field in SD and PMDS codes is another open problem in general constructions.
