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LetB(X) be the set of bounded linear operators on a Banach space X ,
and A ∈ B (X) be Drazin invertible. An element B ∈ B (X) is said to
be a stable perturbation of A if B is Drazin invertible and I−Aπ −Bπ
is invertible, where I is the identity operator on X , Aπ and Bπ are the
spectral projectors of A and B, respectively. Under the condition that
B is a stable perturbation of A, a formula for the Drazin inverse BD
is derived. Based on this formula, a new approach is provided to the
computation of the explicit Drazin indices of certain 2× 2 operator
matrices.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and preliminaries
The Drazin inverse has been extensively investigated and widely applied. The reader is referred to
[10] for a brief description of the literature. One important research field of the Drazin inverse is its
perturbation theory. Let A and B be two square complex matrices of the same order. In [10], under a
weak condition that B is a stable perturbation of A, two explicit formulas, one for the Drazin inverse
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BD and the other for the spectral projector Bπ = I − BBD, are provided, respectively. Based on these
two formulas, some norm upper bounds for ‖BD − AD‖/‖AD‖ and ‖Bπ − Aπ‖ are derived in [10],
and numerical examples which indicate the sharpness of these norm upper bounds are also given
in [10].
Another important research field of the Drazin inverse is its representation theory. In recent years,
much progress has been made concerning the representation for the Drazin inverse of a block matrix
or a block operator matrix. Yet very little has been done on the explicit characterization of the Drazin
index. Note that for a square matrix A of large size, it may be difficult to clarify the Drazin index
ind(A) in terms of rank(Ak)(k ∈ N), since the latter may be very hard to compute. Therefore, some
techniques concerning the partitionedmatrices are usually undertaken. LetH =
⎛⎝ A B
0 C
⎞⎠ be an upper
block triangular matrix such that A and C both are singular. In 1977, Hartwig and Shoaf [6], Meyer and
Rose [9] established, respectively, that
max{ind(A), ind(C)} ≤ ind(H) ≤ ind(A) + ind(C).
Later in 1995, Bru et al. [1] found various characterizations for ind(H) to take any specific values be-
tween max{ind(A), ind(C)} and ind(A) + ind(C). Ever since then, there has been almost no progress
in the explicit characterization of the Drazin index of a general 2 × 2 upper block triangular
matrices.
We notice that in the perturbation analysis of the Drazin inverse, the condition of the norm of the
perturbation error being small is assumed in almost all of the literature. For instance, letH =
⎛⎝ A B
0 C
⎞⎠
be a 2 × 2 upper triangular operator matrix with A and C both being Drazin invertible such that
max{ind(A), ind(C)} ≥ 1, and Hdiag =
⎛⎝ A 0
0 C
⎞⎠ be the associated perturbation. If the norm of the
perturbationerror,‖H−Hdiag‖ = ‖B‖ is very large, thenhardly anything canbe found in the literature
about the relationship between HD and HD
diag
.
This paper initiates the explicit characterization of the Drazin index in the case that the norm of the
perturbation error is large. Specifically, for the above mentioned H and Hdiag, we will prove that H is
a stable perturbation of Hdiag even if ‖B‖ is very large (see Theorem 3.1). As a result, the techniques
carried out in [10] can be applied and in the general setting of bounded linear operators on Banach
spaces, an explicit formula for ind(H) can be obtained (see (3.4) in Theorem 3.1), which to the best of
our knowledge, is new even in the finite-dimensional case. Based on this formula, the main results of
[1] havebeengeneralized fromthefinite-dimensional case to theBanach space case (seeCorollaries 3.4
and 3.5). In addition, wewill also provide some other formulas for the explicit Drazin indices of certain
2 × 2 operator matrices, and get some non-trivial generalizations of [4,7], respectively; see Theorem
4.4, Corollary 4.5, Theorem 5.1 and Theorem 5.6 below.
Throughout this paperN is the set of the positive integers. For any (complex) Banach spaces X1 and
X2, let B(X1, X2) be the set of bounded linear operators from X1 to X2. If X1 = X2, then B(X1, X1) is
simplified to B(X1). The notations of “⊕" and “" are used in this paper with different meanings. For
any Banach spaces X1 and X2, we let
X1 ⊕ X2 =
{(
x1
x2
) ∣∣∣ xi ∈ Xi, i = 1, 2
}
.
If X1 and X2 both are closed subspaces of a Banach space X such that X1 ∩ X2 = {0}, then we define
X1  X2 = {x1 + x2∣∣ xi ∈ Xi, i = 1, 2} ⊆ X.
Throughout the rest of this section, X, X1 and X2 are Banach spaces. For any A ∈ B (X), we write
R(A) for its range, N (A) for its null space and A0 for the identity operator I on X .
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Definition 1.1. An operator A ∈ B (X) is said to be Drazin invertible (with finite index) if there exist
B ∈ B (X) and k ∈ {0} ∪ N, such that
AB = BA, BAB = B and Ak = Ak+1B. (1.1)
In this case, the operator B, written B= AD, exists uniquely [8, Theorem 4.2], which is called the
Drazin inverse of A. The Drazin index of A, written ind(A), is the smallest number k∈ {0} ∪N such that
(1.1) holds.
Remark 1.2. Wemake the following observations:
(1) By definition, ind(A) = 0 if and only if A is invertible.
(2) If ind(A) = 1, then A is said to be group invertible. In this case, the Drazin inverse of A is denoted
by A#.
Remark 1.3. It can be verified that A ∈ B (X) is Drazin invertible with ind(A) ≤ r if and only if
R(Ar) is closed,R(Ar) = R(Ar+p) and N (Ar) = N (Ar+p) for any p ∈ N.
In this case, X can be decomposed as X = R(Ar) N (Ar).
Now suppose that A ∈ B (X) is Drazin invertible and ind(A) = r ≥ 1. Let Aπ = I − AAD be the
spectral projector of A. Then for any l ∈ N,
(Al)π = I − Al(Al)D = I − Al(AD)l = I − AAD = Aπ .
If furthermore l ≥ r, then Al is group invertible with (Al)# = (AD)l . Let A = CA + NA be the core-
nilpotent decomposition of A, where CA = A(AAD) is group invertible with C#A = AD, and NA = AAπ is
nilpotent such that CANA = 0 = NACA. Let
X1 = R(AAD) = R(Ar) and X2 = R(Aπ ) = N (Ar).
There is a bijection ρ from X = X1  X2 to X1 ⊕ X2 defined by
ρ(x) =
(
AAD(x)
Aπ (x)
)
with ρ−1
(
x1
x2
)
= x1 + x2
for any x ∈ X and xi ∈ Xi, i = 1, 2. Thus for any B ∈ B (X),
θ(B)
def= ρBρ−1 =
(
B11 B12
B21 B22
)
∈ B(X1 ⊕ X2) (1.2)
with Bij ∈ B(Xj, Xi) for i, j = 1, 2, where B11 = [(AAD)B(AAD)]∣∣∣
X1
is the restriction of AADBAAD to X1.
Similarly, B12 = (AADBAπ )|X2 , B21 = (AπBAAD)|X1 and B22 = (AπBAπ )|X2 . Specifically, if B = A, then
θ(A) =
(
A1 0
0 A2
)
, θ(AD) =
(
A
−1
1 0
0 0
)
and θ(Aπ ) =
(
0 0
0 I
)
. (1.3)
where A1 = A|X1 , and A2 = A|X2 with Ar−12 
= 0 but Ar2 = 0.
The paper is organized as follows. In Section 2, we generalize the main results of [10, Section 3]
from the finite-dimensional case to the Banach space case. Specifically, a formula for BD is derived
in Theorem 2.10 under the condition that B is a stable perturbation of A. Corollaries 2.11 and 2.12 are
newly obtained results, where sufficient conditions are given underwhich an upper bound and a lower
bound of ind(B) are given, respectively. In Sections 3, 4 and 5, we study explicit characterizations of
Drazin inverses and Drazin indices of certain 2 × 2 operator matrices.
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2. Stable perturbations and characterizations of Drazin inverses
Throughout this section X is a Banach space, A ∈ B (X) is Drazin invertible with ind(A) = r ≥ 1,
X1 = R(Ar) and X2 = N (Ar) 
= {0}. Relative to the space decomposition X = X1  X2, let θ be the
operator defined by (1.2) such that θ(A), θ(AD) and θ(Aπ ) are given by (1.3).
Lemma 2.1. For any B1 ∈ B(X1), T ∈ B(X2, X1) and S ∈ B(X1, X2), the operator⎛⎜⎝ B1 B1T
SB1 SB1T
⎞⎟⎠ ∈ B(X1 ⊕ X2) (2.1)
is not invertible.
Proof. Clearly it holds that⎛⎜⎝ I 0
−S I
⎞⎟⎠ B =
⎛⎜⎝ B1 B1T
0 0
⎞⎟⎠ and
⎛⎜⎝ I 0
−S I
⎞⎟⎠
−1
=
⎛⎜⎝ I 0
S I
⎞⎟⎠ .
Since X2 is assumed to be nonzero, the conclusion holds. 
Lemma 2.2 (cf. [3, Theorem 2.2,10, Lemma 2.5]). Let B ∈ B(X1 ⊕ X2) have the form (2.1) such that
B1 ∈ B(X1) is invertible. Then B is group invertible if and only if I + TS ∈ B(X1) is invertible. In this
case,
B# =
⎛⎜⎝ I 0
S I
⎞⎟⎠
⎛⎜⎝
[
B1(I + TS)]−1 [B1(I + TS)]−2B1T
0 0
⎞⎟⎠
⎛⎜⎝ I 0
−S I
⎞⎟⎠ ,
Bπ =
⎛⎜⎝ I 0
S I
⎞⎟⎠
⎛⎜⎝ 0 −(I + TS)−1T
0 I
⎞⎟⎠
⎛⎜⎝ I 0
−S I
⎞⎟⎠ .
Lemma 2.3. The following statements on B ∈ B (X) are equivalent:
(a) I + AD(B − A) is invertible and R(B) ∩ N (Ar) = {0}.
(b) I + AD(B − A) is invertible and B[I + AD(B − A)]−1Aπ = 0.
(c) θ(B) has the form (2.1) such that B1 is invertible.
Proof. (a)⇐⇒(b) follows from (b)⇐⇒(c) in [3, Theorem 3.2].
Let θ(B) =
⎛⎝ B1 B12
B21 B2
⎞⎠with Bi ∈ B(Xi), i = 1, 2. It is easily checked that
θ
(
I + AD(B − A)
)
= I + θ(AD) (θ(B) − θ(A)) =
⎛⎝ A−11 B1 A−11 B12
0 I
⎞⎠ , (2.2)
which means that
I + AD(B − A) is invertible ⇐⇒ B1 is invertible. (2.3)
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In the case that B1 is invertible, we let T = B−11 B12 and S = B21B−11 , then
θ
(
B
[
I + AD(B − A)]−1Aπ) =
⎛⎝ 0 0
0 B2 − SB1T
⎞⎠ , (2.4)
so
B
[
I + AD(B − A)]−1Aπ = 0 ⇐⇒ B2 = SB1T . (2.5)
The conclusion that (b)⇐⇒(c) follows from (2.3) and (2.5). 
Definition 2.4. An element B ∈ B (X) is said to be a semi-stable perturbation of A if any statement in
Lemma 2.3 is satisfied. In this case, we define
Y = [I + AD(B − A)]−1AD(B − A)Aπ , (2.6)
Z = Aπ (B − A)AD[I + (B − A)AD]−1
= Aπ (B − A)[I + AD(B − A)]−1AD. (2.7)
Lemma 2.5. The following statements on B ∈ B (X) are equivalent:
(a) B is a semi-stable perturbation of A, and B is also group invertible.
(b) B is a semi-stable perturbation of A, and I + (AD)2(B2 − A2) is invertible.
(c) B is a semi-stable perturbation of A, and I + YZ is invertible, where Y, Z are defined by (2.6) and
(2.7), respectively.
(d) θ(B) has the form (2.1) such that B1 and I + TS both are invertible in B(X1).
(e) B is group invertible, and I − Aπ − Bπ is invertible.
Proof. (a)⇐⇒(d): since B is a semi-stable perturbation of A, by (c) in Lemma 2.3 we know that θ(B)
has the form (2.1), such that B1 ∈ B(X1) is invertible. It follows from Lemma 2.2 that
I + TS is invertible ⇐⇒ θ(B) is group invertible ⇐⇒ B is group invertible.
(b)⇐⇒(d)⇐⇒(c): Note that θ(A), θ(AD), θ(Aπ ) and θ(B) are given by (1.3) and (2.1), respectively,
such that B1 ∈ B(X1) is invertible, direct computation ensures
θ
[
I + (AD)2(B2 − A2)
]
=
⎛⎝ A−21 B1(I + TS)B1 A−21 B1(I + TS)B1T
0 I
⎞⎠ ,
θ(Y) =
⎛⎝ 0 T
0 0
⎞⎠ , θ(Z) =
⎛⎝ 0 0
S 0
⎞⎠ , θ (I + YZ) =
⎛⎝ I + TS 0
0 I
⎞⎠ .
Therefore, statements (b) and (c) hold if and only if I + TS is invertible.
(d)⇐⇒(e) follows from (ii)⇐⇒(iii) in [3, Theorem 3.4]. 
Definition 2.6. An operator B ∈ B (X) is said to be a stable perturbation of A if
B is Drazin invertible and I − Aπ − Bπ is invertible.
Lemma 2.7 (cf. [10, Lemma 2.6]). Let B ∈ B (X) be Drazin invertible with CB = B(BBD). Then the
following statements are equivalent:
(a) B is a stable perturbation of A.
(b) CB is a stable perturbation of A.
(c) θ(CB) has the form (2.1) such that B1 and I + TS both are invertible.
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(d) For any k ∈ N, (θ(CB))k can be written as
(θ(CB))
k =
⎛⎝ [B1(I + TS)]k−1B1 [B1(I + TS)]k−1B1T
S
[
B1(I + TS)]k−1B1 S[B1(I + TS)]k−1B1T
⎞⎠
for some B1 ∈ B(X1), T ∈ B(X2, X1) and S ∈ B(X1, X2), such that B1 and I+TS both are invertible
in B(X1).
(e) There exist k ∈ N, B1 ∈ B(X1), T ∈ B(X2, X1) and S ∈ B(X1, X2) with B1 and I + TS both being
invertible, such that (θ(CB))
k can be written as
(θ(CB))
k =
⎛⎝ [B1(I + TS)]k−1B1 [B1(I + TS)]k−1B1T
S
[
B1(I + TS)]k−1B1 S[B1(I + TS)]k−1B1T
⎞⎠ . (2.8)
Proof. (a)⇐⇒(b) follows from the equality CπB = Bπ . (b)⇒(c): suppose that I − (CB)π − Aπ is
invertible. Then as I − Aπ is not invertible 3 , we have (CB)π 
= 0; or equivalently, ind(CB) = 1. Hence
(b)⇒(c) is deduced from (e)⇒(d) in Lemma 2.5. (c)⇒(d)⇒(e) is obvious.
(e)⇒(a): let B˜1 = [B1(I + TS)]k−1B1. Then θ ((CB)k) =
⎛⎝ B˜1 B˜1T
SB˜1 SB˜1T
⎞⎠ such that B˜1 and I + TS
both are invertible. By (2.2) and (2.4) we conclude that
I + AD
(
(CB)
k − A
)
is invertible, (CB)
k[I + AD ((CB)k − A) ]−1Aπ = 0,
whichmeans that (CB)
k is a semi-stable perturbationofA. Furthermore, in viewof (2.8) and Lemma2.2,
we have ind
(
(CB)
k
)
= ind
(
(θ(CB))
k
)
= 1. Hence by (a)⇒(e) in Lemma 2.5 we conclude that
I − Aπ − Bπ = I − Aπ −
(
(CB)
k
)π
is invertible. 
Definition 2.8. For any B ∈ B (X) and k, l ∈ N, let Ek,l = Bk − Al. In the case that I + (AD)lEk,l is
invertible, we define
Yk,l = [I + (AD)l Ek,l]−1(AD)l Ek,lAπ , (2.9)
Zk,l = Aπ Ek,l (AD)l [I + Ek,l(AD)l]−1
= Aπ Ek,l[I + (AD)lEk,l]−1 (AD)l. (2.10)
Along the same line in [10], we can prove the following Lemma 2.9 and Theorem 2.10.
Lemma 2.9 (cf. [10, Lemma 3.1]). Let B ∈ B (X) be a stable perturbation of A with ind(B) = s. Then the
expressions for Yk,l and Zk,l are independent of the subindices k, l with k ≥ s, and I + Yk,lZk,l is invertible
for such k, l, where Yk,l, Zk,l are defined by (2.9) and (2.10), respectively.
Theorem 2.10 (cf. [10, Theorem 3.2]). Let B ∈ B (X) be a stable perturbation of A with ind(B) = s. Then
for any k, l ∈ N with k ≥ s,
BD = W−1k,l
[
I + (AD)l+1 Ek+1,l+1]−1 AD [I + (AD)l Ek,l]Wk,l, (2.11)
Bπ = W−1k,l
[
I + (AD)l Ek,l]−1 Aπ [I + (AD)l Ek,l]Wk,l, (2.12)
3 Note that I − θ(Aπ ) =
⎛⎜⎝ I 0
0 0
⎞⎟⎠ is not invertible.
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where Yk,l and Zk,l are defined by (2.9) and (2.10), respectively, and
Wk,l = (I + Yk,lZk,l)(I − Zk,l) with W−1k,l = (I + Zk,l)(I + Yk,lZk,l)−1. (2.13)
Based on the preceding theorem, we can provide an upper bound for ind(B) as follows:
Corollary 2.11. Let B ∈ B (X) and suppose that there exist k0, l0 ∈ N such that
(a) I + (AD)l0Ek0,l0 is invertible.
(b) Bk0
[
I + (AD)l0Ek0,l0
]−1
Aπ = 0.
(c) I + Yk0,l0Zk0,l0 is invertible, where Yk0,l0 and Zk0,l0 are defined by (2.9) and (2.10), respectively.
Then B is a stable perturbation of A with 1 ≤ ind(B) ≤ k0, such that for any k ≥ k0 and l ∈ N, BD and Bπ
are given by (2.11) and (2.12), respectively.
Proof. Note that Al0 is also Drazin invertible with ind(Al0) ≥ 1 and (Al0)π = Aπ . By (b) in Lemma 2.3
and (c)⇒(e) in Lemma 2.5 we conclude that Bk0 is group invertible, and
I − Aπ − Bπ = I − (Al0)π − (Bk0)π is invertible,
which implies that B is Drazin invertible with 1 ≤ ind(B) ≤ k0, and thus B is a stable perturbation of
A. So, if k, l ∈ N are given such that k ≥ k0 ≥ ind(B), then by Theorem 2.10 we know that BD and Bπ
are given by (2.11) and (2.12), respectively. 
A lower bound for ind(B) can also be given as follows:
Corollary 2.12. Under the conditions of Corollary 2.11, and suppose furthermore there exist k1, l1 ∈ N
with k1 < k0 such that B
k1
[
I + (AD)l1Ek1,l1
]−1
Aπ 
= 0, then k1 < ind(B) ≤ k0.
Proof. By Corollary 2.11 we know that B is a stable perturbation of A, so I − Aπ − Bπ is invertible. We
prove that k1 < ind(B). Suppose on the contrary that k1 ≥ ind(B), then Bk1 is group invertible and
I −
(
Al1
)π − (Bk1)π = I − Aπ − Bπ is invertible. Therefore, by (e)⇒(a) in Lemma 2.5 and (b) in
Lemma 2.3, we conclude that Bk1
[
I + (AD)l1Ek1,l1
]−1
Aπ = 0,which is a contradiction. 
3. Explicit Drazin indices of upper triangular operator matrices
Based on Theorem 2.10, Corollaries 2.11 and 2.12, in this section we are concerned with explicit
characterizations of Drazin indices of upper triangular operator matrices. Throughout, X1 and X2 are
two Banach spaces, A ∈ B(X1) and C ∈ B(X2) are Drazin invertible with
ind(A) = s, ind(C) = t such that λ = max{s, t} ≥ 1, (3.1)
and B ∈ B(X2, X1) is arbitrary. Let H, Hdiag ∈ B(X1 ⊕ X2) be defined, respectively, by
H =
⎛⎝ A B
0 C
⎞⎠ and Hdiag =
⎛⎝ A 0
0 C
⎞⎠ . (3.2)
For any k ∈ N ∪ {0}, we define
Vk =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, if k = 0;
k−1∑
i=0
AiBCk−1−i, if k ≥ 1.
(3.3)
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Formula (3.5) below is known; see [9] for matrices [5] for bounded linear operators and [2] for
elements in a unital Banach algebra. However, as far as we know, formula (3.4) below is new even for
matrices.
Theorem3.1. Let s, t, λ ,H,Hdiag andVk bedefinedby (3.1)–(3.3), respectively. ThenH isDrazin invertible
such that HD =
⎛⎝ AD L
0 CD
⎞⎠, and
ind(H) = min {k ∈ N ∣∣ k ≥ λ , AπVkCπ = 0} , (3.4)
where
L = Aπ
⎡⎣s−1∑
i=0
AiB(CD)i
⎤⎦ (CD)2 + (AD)2
⎡⎣t−1∑
j=0
(AD)jBCj
⎤⎦ Cπ − ADBCD. (3.5)
Proof. For any i ≥ s and j ≥ t, we have AπAi = 0 and CjCπ = 0, which means that AπVkCπ = 0 for
any k ≥ s + t. For simplicity, let us define
r = min
{
k ∈ N
∣∣∣ k ≥ λ, AπVkCπ = 0} , (3.6)
Ek,k = Hk − (Hdiag)k, Fk,k =
((
Hdiag
)D)k · Ek,k, for any k ∈ N.
Then clearly, Hk =
⎛⎝ Ak Vk
0 Ck
⎞⎠ , so Ek,k =
⎛⎝ 0 Vk
0 0
⎞⎠ and thus
I + Fk,k =
⎛⎝ I (AD)kVk
0 I
⎞⎠ is invertible for any k ∈ N.
It is easy to check that
Hk(I + Fk,k)−1(Hdiag)π =
⎛⎝ AkAπ AπVkCπ
0 CkCπ
⎞⎠ ,
which implies that
Hk(I + Fk,k)−1(Hdiag)π = 0 ⇐⇒ k ≥ r, where r is defined by (3.6). (3.7)
In particular, Hr(I + Fr,r)−1(Hdiag)π = 0. Furthermore, it is easy to verify that
Yr,r = (I + Fr,r)−1Fr,r
(
Hdiag
)π =
⎛⎜⎝ 0 (AD)rVrCπ
0 0
⎞⎟⎠ ,
Zr,r =
(
Hdiag
)π
Er,r(I + Fr,r)−1
((
Hdiag
)D)r =
⎛⎜⎝ 0 AπVr(CD)r
0 0
⎞⎟⎠ ,
hence I + Yr,rZr,r = I is invertible. Replacing A, Bwith Hdiag and H, respectively, by Corollary 2.11 we
conclude that H is a stable perturbation of Hdiag with 1 ≤ ind(H) ≤ r, such that
Q. Xu et al. / Linear Algebra and its Applications 436 (2012) 2273–2298 2281
HD = (I + Zr,r) · (I + Fr+1,r+1)−1 · (Hdiag)D · (I + Fr,r) · (I − Zr,r)
=
⎛⎝ AD (AD)r+1Vr − (AD)r+1Vr+1CD + AπVr(CD)r+1
0 CD
⎞⎠ . (3.8)
Now by (3.3) we obtain Vr(C
D)r+1 = Ar−1B(CD)r+1 + Ar−2B(CD)r + · · · + B(CD)2, hence
AπVr(C
D)r+1 = Aπ
⎛⎝s−1∑
i=0
AiB(CD)i
⎞⎠ (CD)2. (3.9)
Moreover,
(AD)r+1Vr − (AD)r+1Vr+1CD = (AD)r+1
r−1∑
i=0
Ar−1−iBCi − (AD)r+1
r∑
i=0
Ar−iBCiCD
= (AD)r+1
(
Ar−1B + Ar−2BC + · · · + BCr−1
)
Cπ
− (AD)r+1ArBCD
= (AD)2
(
B + ADBC + · · · + (AD)t−1BCt−1
)
Cπ − ADBCD.
(3.10)
Formula (3.5) then follows from (3.8)–(3.10).
Finally, by (3.7) we have Hr−1(I + Fr−1,r−1)−1(Hdiag)π 
= 0, therefore by Corollary 2.12 we con-
clude that r − 1 < ind(H) ≤ r ⇒ ind(H) = r. 
Next, we generalize the main results of [1] from the finite-dimensional case to the Banach space
case. To this end, we need two auxiliary results:
Lemma 3.2. Let s and t be defined by (3.1). Then
(a) If t ≥ 1, thenR(Ct−kCπ ) = R(Ct−k) ∩ N (Ck), for any k ∈ N with k ≤ t.
(b) If s ≥ 1, then N (AπAs−k) = R(Ak) + N (As−k), for any k ∈ N with k ≤ s.
Proof. (a) It follows from CtCπ = 0 that R(Ct−kCπ ) ⊆ R(Ct−k) ∩ N (Ck). On the other hand, if
x ∈ R(Ct−k) ∩ N (Ck), then x = Ct−ku for some u ∈ X2 with Ctu = 0. So
x = Ct−ku = Ct−k[Ck(CD)ku + Cπu] = Ct−kCπu ∈ R(Ct−kCπ ).
(b) Clearly, we have R(Ak) ⊆ N (AπAs−k) and N (As−k) ⊆ N (AπAs−k), so R(Ak) + N (As−k) ⊆
N (AπAs−k). Conversely, given any x ∈ N (AπAs−k), we have Aπ x ∈ N (As−k), hence
x = Ak(AD)kx + Aπ x ∈ R(Ak) + N (As−k). 
Lemma 3.3. Let λ and Vk be defined by (3.1) and (3.3), respectively. If k ≥ λ and AπVkCπ 
= 0, then
AπVlC
π 
= 0, for any l ∈ N with λ ≤ l ≤ k.
Proof. Without loss of generality, wemay assume that λ = max{s, t} = s. Suppose that k ≥ l ≥ λ =
s ≥ 1, then
AπVkC
π = Aπ
⎛⎝k−1∑
i=0
AiBCk−1−i
⎞⎠ Cπ = Aπ
⎛⎝s−1∑
i=0
AiBCk−1−i
⎞⎠ Cπ .
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Similarly, AπVlC
π = Aπ
(
s−1∑
j=0
AjBCl−1−j
)
Cπ . It follows that
AπVkC
π = AπVlCπCk−l.
Thus, AπVkC
π 
= 0 ⇒ AπVlCπ 
= 0. 
Corollary 3.4 (cf. [1, Theorem 2.6]). Let s, t, λ ,H,Hdiag and Vk be defined by (3.1)–(3.3), respectively.
Suppose that 1 ≤ k ≤ min{s, t}. Then ind(H) = s + t − (k − 1) if and only if the following conditions
hold:
(a) Vi
[R(Ct−i) ∩ N (Ci)] ⊆ R(Ai) + N (As−i), i = 0, 1, 2, . . . , k − 1;
(b) Vk
[R(Ct−k) ∩ N (Ck)]  R(Ak) + N (As−k).
Proof. For simplicity, let us put a = s+ t − (k− 1). Since 1 ≤ k ≤ min{s, t}, we have λ ≤ a− 1. By
Theorem 3.1 and Lemma 3.3, we conclude that
ind(H) = a ⇐⇒
⎧⎨⎩ A
πVlC
π = 0, for any l with a ≤ l ≤ s + t;
AπVa−1Cπ 
= 0.
Case 1: a < s+ t; or equivalently, k ≥ 2. In this case, for any i = 1, 2, . . . , k−1, let l = s+ t− i ≥
a ≥ λ + 1. Then
AπVlC
π = Aπ
(
As−1BCl−s + As−2BCl−s+1 + · · · + Al−tBCt−1
)
Cπ
= AπAl−t
(
As+t−l−1B + As+t−l−2BC + · · · + BCs+t−l−1
)
Cl−sCπ
= AπAl−tVs+t−lCl−sCπ = AπAs−iViCt−iCπ .
It follows from Lemma 3.2 that
AπVlC
π = 0 ⇐⇒ Vi R(Ct−iCπ ) ⊆ N (AπAs−i)
⇐⇒ Vi [R(Ct−i) ∩ N (Ci)] ⊆ R(Ai) + N (As−i). (3.11)
Similarly, AπVa−1Cπ = AπAs−kVkCt−kCπ , and thus
AπVa−1Cπ 
= 0 ⇐⇒ Vk[R(Ct−k) ∩ N (Ck)]  R(Ak) + N (As−k).
Case 2: a = s + t; or equivalently, k = 1. Since V0 = 0 and AπVs+tCπ = 0, we know that in
this case statement (a) is true, and statement (b) holds if and only if AπVs+t−1Cπ 
= 0, if and only if
ind(H) = s + t. 
Corollary 3.5 (cf. [1, Theorem 2.7]). Let s, t, λ ,H,Hdiag and Vk be defined by (3.1)–(3.3), respectively.
Then ind(H) = λ if and only if
Vi
[R(Ct−i) ∩ N (Ci)] ⊆ R(Ai) + N (As−i), i = 0, 1, 2, . . . ,min{s, t}.
Proof. Without loss of generality, we may assume that t = min{s, t}, so λ = s. By (3.4) we conclude
that 4
ind(H) = s ⇐⇒ AπVlCπ = 0, for any l ∈ N with s ≤ l ≤ s + t.
4 Note that by (3.4) we have ind(H) ≥ s, so ind(H) = s ⇐⇒ ind(H) ≤ s.
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Let l = s + t − i with 0 ≤ i ≤ t. Then AπVlCπ = AπAs−iViCt−iCπ , the conclusion then follows from
(3.11). 
4. Explicit Drazin indices of some anti-triangular operator matrices
Throughout this section, X , X1 and X2 are Banach spaces.
Lemma 4.1. For any B ∈ B(X2, X1) and C ∈ B(X1, X2), if BC ∈ B(X1) is Drazin invertible, then
CB ∈ B(X2) is also Drazin invertible and
(CB)D = C
(
(BC)D
)2
B, ind(CB) ≤ ind(BC) + 1. (4.1)
Proof. Let G = C
(
(BC)D
)2
B and k = ind(BC). Then (CB)G = G(CB), G2CB = G and (CB)k+2G =
(CB)k+1. 
Remark 4.2. Let B ∈ B(X2, X1) and C ∈ B(X1, X2) and suppose that BC ∈ B(X1) is Drazin invertible.
Then
B(CB)D = (BC)
(
(BC)D
)2
B = (BC)DB, (4.2)
(CB)DC(BC)π = C(BC)D(BC)π = 0. (4.3)
Lemma 4.3 (cf. [8, Theorem 5.7]). Let A, B ∈ B (X) be Drazin invertible with AB = 0 = BA. Then A + B
is also Drazin invertible, such that
(A + B)D = AD + BD, ADB = 0 = BAD, ADBD = 0 = BDAD, ABD = 0 = BDA.
The main result of this section is as follows:
Theorem 4.4. Let H =
⎛⎝ A B
C 0
⎞⎠ ∈ B(X1 ⊕ X2), where A ∈ B(X1), B ∈ B(X2, X1) and C ∈ B(X1, X2),
such that A and BC both are Drazin invertible, and
AB = 0, CA = 0, λ = max
{
ind(A2 + BC), ind(CB)
}
≥ 1. (4.4)
Then H is Drazin invertible with
HD =
⎛⎝ AD B(CB)D
C(BC)D 0
⎞⎠ and ind(H) ∈ {2λ − 1, 2λ} . (4.5)
Furthermore, ind(H) = 2λ − 1 if and only if
A2λAD = A2λ−1, B(CB)λ−1(CB)π = 0 and C(BC)λ−1(BC)π = 0. (4.6)
Proof. By assumption we have A(BC) = 0 = (BC)A, so A2 + BC is also Drazin invertible such
that
(A2 + BC)D = (AD)2 + (BC)D, AD(BC) = 0 = (BC)AD, (4.7)
AD(BC)D = 0 = (BC)DAD, A(BC)D = 0 = (BC)DA. (4.8)
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Firstly, it easily follows from AB = 0 and CA = 0 that for any n ∈ N,
H2n =
⎛⎜⎝ A2n + (BC)n 0
0 (CB)n
⎞⎟⎠ , H2n+1 =
⎛⎜⎝ A2n+1 (BC)nB
(CB)nC 0
⎞⎟⎠ .
Let Ĥ =
⎛⎜⎝ A2 + BC 0
0 CB
⎞⎟⎠ and define
Ek,l = Hk − (Ĥ)l, Fk,l = [(Ĥ)D]lEk,l, for any k, l ∈ N. (4.9)
Then E2n,n = 0, so F2n,n = 0 and thus
H2n(I + F2n,n)−1(Ĥ)π =
⎛⎜⎝ (A2 + BC)n (A2 + BC)π 0
0 (CB)n (CB)π
⎞⎟⎠ ,
which implies that
H2n(I + F2n,n)−1(Ĥ)π = 0 ⇐⇒ n ≥ λ, where λ is defined by (4.4). (4.10)
Specifically, by statement (b) in Lemma 2.3,H2λ is a semi-stable perturbation of (Ĥ)λ . Moreover, since
E2λ,λ = 0, if we replace A, B, k, l with Ĥ,H, 2λ and λ , respectively, then the associated operators
Y2λ ,λ , Z2λ ,λ defined by (2.9) and (2.10), respectively, both are zero. Therefore, by Corollary 2.11 we
know that H is a stable perturbation of Ĥ with 1 ≤ ind(H) ≤ 2λ , such that HD is formulated as (2.11)
by letting A = Ĥ, B = H, k = 2λ and l = λ therein.
Secondly, we derive formula (4.5) for HD. It follows from (4.7)–(4.9) that
F2λ+1,λ+1 = diag
(
(AD)2λ+2 +
(
(BC)D
)λ+1
, ((CB)D)λ+1
)
·
⎛⎜⎝ a (BC)λ B
(CB)λ C −(CB)λ+1
⎞⎟⎠
=
⎛⎜⎝ AD − AAD − (BC)(BC)D (BC)DB
(CB)DC −(CB)(CB)D
⎞⎟⎠ ,
(4.11)
where a = A2λ+1 − A2λ+2 − (BC)λ+1. Note that
(Aπ + AD)−1 = Aπ + A2AD = I − AAD + A2AD,
and if we let b = (BC)π + AD − AAD, then by Remark 4.2,⎛⎜⎝ b (BC)DB
(CB)DC (CB)π
⎞⎟⎠
⎛⎜⎝ (BC)π (BC)DBCB
(CB)DCBC (CB)π
⎞⎟⎠
= diag(Aπ + AD, I),
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so ⎛⎝ b (BC)DB
(CB)DC (CB)π
⎞⎠−1 =
⎛⎝ (BC)π (BC)DBCB
(CB)DCBC (CB)π
⎞⎠⎛⎝ Aπ + AD 0
0 I
⎞⎠−1
=
⎛⎝ (BC)π − AAD + A2AD (BC)DBCB
(CB)DCBC (CB)π
⎞⎠ .
(4.12)
Now, by (2.11), (4.2), (4.3), (4.7), (4.8), (4.11) and (4.12) we obtain
HD = (I + F2λ+1,λ+1)−1(Ĥ)D
=
⎛⎝ b (BC)DB
(CB)DC (CB)π
⎞⎠−1 diag (c, (CB)D)
=
⎛⎝ AD B(CB)D
C(BC)D 0
⎞⎠ , where c = (AD)2 + (BC)D.
Thirdly, by (4.10)we haveH2λ−2
(
I + F2λ−2,λ−1)−1 (Ĥπ ) 
= 0, hence by Corollary 2.12we conclude
that ind(H) > 2λ − 2, so either ind(H) = 2λ − 1 or ind(H) = 2λ. It is easily checked that
I + F2λ−1,λ =
⎛⎝ (BC)π + AD − AAD (BC)DB
(CB)DC (CB)π
⎞⎠ ,
which is invertible, whose inverse is given by (4.12). Also,
1
def= I + F4λ−2,2λ
= diag
(
(AD)2 − AAD + (BC)D + (BC)π , (CB)D + (CB)π
)
is invertible with

−1
1 = diag
(
(A3AD + Aπ )[(BC)2(BC)D + (BC)π ], (CB)π + (CB)2(CB)D).
Furthermore, we have
2
def= H2λ−1 ·
[(
I + F2λ−1,λ)−1 (Ĥ)π ]
=
⎛⎝ A2λ−1 (BC)λ−1B
(CB)λ−1C 0
⎞⎠⎛⎝ (BC)π − AAD 0
0 (CB)π
⎞⎠
=
⎛⎝ A2λ−1 − A2λAD B(CB)λ−1(CB)π
C(BC)λ−1(BC)π 0
⎞⎠ .
Now, we are ready to prove that ind(H) = 2λ − 1 if and only if (4.6) is satisfied. Note that it has
already been proved that ind(H) > 2λ − 2 and I −
(
(Ĥ)λ
)π − (H2λ−1)π = I − (Ĥ)π − Hπ is
invertible. So if ind(H) = 2λ − 1, then H2λ−1 is group invertible, and is also a stable perturbation
of (Ĥ)λ, therefore by (e)⇒(b) in Lemma 2.5 and (b) in Lemma 2.3, we conclude that 2 = 0; or
equivalently, (4.6) is satisfied. Conversely, if 2 = 0, then by (b) in Lemma 2.3 and (b)⇒(e) in
Lemma 2.5 we conclude that H2λ−1 is group invertible, and thus ind(H) = 2λ − 1. 
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Corollary 4.5. Let H =
⎛⎝ 0 B
C 0
⎞⎠ ∈ B(X1 ⊕ X2) with B ∈ B(X2, X1) and C ∈ B(X1, X2), such that BC is
Drazin invertible and s = ind(BC) ≥ 1. Then H is Drazin invertible with
HD =
⎛⎝ 0 B(CB)D
C(BC)D 0
⎞⎠ , ind(H) ∈ {2s − 1, 2s, 2s + 1}. (4.13)
Furthermore,
ind(H) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2s − 1, if ind(CB) = s − 1;
2s − 1, if ind(CB) = s, T = 0 and S = 0;
2s, if ind(CB) = s, T 
= 0 or S 
= 0;
2s + 1, if ind(CB) = s + 1,
where
T = B(CB)s−1(CB)π and S = C(BC)s−1(BC)π .
Proof. Formula (4.13) forHD follows from (4.5). By Lemma4.1weknow thatCB is alsoDrazin invertible
such that t = ind(CB) ∈ {s − 1, s, s + 1}. Let λ = max{s, t} ∈ {s, s + 1}.
Case 1: t = s − 1 ⇒ λ = s. In this case, B(CB)λ−1(CB)π = B(CB)t(CB)π = 0, and
C(BC)λ−1(BC)π = C(BC)s−1(BC)π = (CB)s−1C(BC)π
= (CB)D(CB)sC(BC)π = (CB)DC(BC)s(BC)π = 0.
Therefore, by (4.6) we know that ind(H) = 2s − 1.
Case 2: t = s + 1 ⇒ λ = s + 1. In this case,
C(BC)λ−1(BC)π = C(BC)s(BC)π = 0
and
B(CB)λ−1(CB)π = B(CB)s(CB)π
= (BC)sB(CB)π = (BC)D(BC)s+1B(CB)π
= (BC)DB(CB)s+1(CB)π = 0.
It follows from (4.6) that ind(H) = 2(s + 1) − 1 = 2s + 1.
Case 3: t = s ⇒ λ = s. Once again, by (4.6) we have
ind(H) =
⎧⎨⎩ 2s − 1, if B(CB)
s−1(CB)π = 0 and C(BC)s−1(BC)π = 0;
2s, if B(CB)s−1(CB)π 
= 0 or C(BC)s−1(BC)π 
= 0. 
Remark 4.6. In the matrix case, results similar to the preceding corollary were obtained in [4] by
using quite a different method.
5. Explicit Drazin indices of other 2× 2 operator matrices
5.1. A generalization of key lemma of [7]
Representations for Drazin inverses of certain 2 × 2 block matrices were carried out in [7], and a
key lemma of [7] can be stated as follows:
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Key lemma (cf. [7, Lemma2.2]). Let H =
⎛⎝ A B
D C
⎞⎠, where A and C are squarematrices. If BD = 0, CD = 0
and C is nilpotent, then ind(H) ≤ ind(A) + ind(C) + 1, and
HD =
(
I
DAD
)
AD
⎛⎝I, t−1∑
i=0
(AD)i+1BCi
⎞⎠ , where t = ind(C). (5.1)
We can, in the general setting of bounded linear operators on Banach spaces, give a formula for the
explicit Drazin index ind(H). Throughout this subsection X1 and X2 are two non-zero Banach spaces,
A ∈ B(X1) is Drazin invertible with s = ind(A), and C ∈ B(X2) is nilpotent with t = ind(C). Since C
is nilpotent and X2 
= {0}, we have t ≥ 1.
Theorem 5.1. Let H =
⎛⎝ A B
D C
⎞⎠ ∈ B(X1 ⊕ X2), where A ∈ B(X1) is Drazin invertible, C ∈ B(X2) is
nilpotent, B ∈ B(X2, X1) and D ∈ B(X1, X2) are given such that BD = 0 and CD = 0. Then HD has the
form (5.1) and
ind(H) = min
k≥max{s,1}
{
k
∣∣Ak+1L = Vk,DAk−1Aπ = 0,DAkL = DVk−1 + Ck},
where ind(A) = s, ind(C) = t, Vk is defined by (3.3) and L =
t−1∑
j=0
(AD)j+2BCj.
Proof. It follows easily from BD = 0 and CD = 0 that
Hk =
⎛⎜⎝ Ak Vk
DAk−1 DVk−1 + Ck
⎞⎟⎠ , for any k ∈ N.
Let Ĥ =
⎛⎜⎝ A B
0 C
⎞⎟⎠ . Then for any k ∈ N, (Ĥ)k =
⎛⎜⎝ Ak Vk
0 Ck
⎞⎟⎠, which means that
Ek,k
def= Hk − (Ĥ)k =
⎛⎜⎝ 0 0
DAk−1 DVk−1
⎞⎟⎠ , for any k ∈ N. (5.2)
Since C is nilpotent, we have CD = 0, so by (3.5) in Theorem 3.1 we get
(Ĥ)D =
⎛⎜⎝ AD L
0 0
⎞⎟⎠ , (Ĥ)π =
⎛⎜⎝ Aπ −AL
0 I
⎞⎟⎠ .
For any k ∈ N, let
Fk,k =
(
(Ĥ)D
)k
Ek,k, Yk,k = (I + Fk,k)−1 Fk,k (Ĥ)π ,
Zk,k = (Ĥ)π Ek,k(I + Fk,k)−1 ((Ĥ)D)k .
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Then since
(
(Ĥ)D
)k =
⎛⎝ (AD)k (AD)k−1L
0 0
⎞⎠ and LD = 0, we have
Fk,k = 0, Yk,k = 0 and Zk,k =
⎛⎝ 0 0
DAD DL
⎞⎠ .
Hence I + Fk,k = I is invertible, and I + Yk,k Zk,k = I is invertible.
Now, for any k ∈ N, we have
Hk(I + Fk,k)−1(Ĥ)π =
⎛⎝ Ak Vk
DAk−1 DVk−1 + Ck
⎞⎠ ⎛⎝ Aπ −AL
0 I
⎞⎠
=
⎛⎝ AkAπ −Ak+1L + Vk
DAk−1Aπ −DAkL + DVk−1 + Ck
⎞⎠ .
(5.3)
Note that if k ≥ s + t + 1, then Ak−1Aπ = 0, Ck = 0 and
Ak+1L = Ak+1
t−1∑
j=0
(AD)j+2BCj =
t−1∑
j=0
Ak−1−jBCj = Vk.
Similarly, AkL = Vk−1. So, for such k ≥ s + t + 1, we have Hk(I + Fk,k)−1(Ĥ)π = 0. Therefore, by
Corollary 2.11 we know that H is a stable perturbation of Ĥ with 1 ≤ ind(H) ≤ s + t + 1, such that
HD is formulated as (2.11) by letting A = Ĥ, B = H, k = l = s + t + 1 therein. More precisely,
HD = (I + Zk,k) · (I + Fk+1,k+1)−1 · (Ĥ)D · (I + Fk,k) · (I − Zk,k)
=
⎛⎝ I 0
DAD I + DL
⎞⎠⎛⎝ AD L
0 0
⎞⎠⎛⎝ I 0
−DAD I − DL
⎞⎠
=
⎛⎝ AD L
D(AD)2 DADL
⎞⎠ = ( I
DAD
)
AD
⎛⎝I, t−1∑
i=0
(AD)i+1BCi
⎞⎠ .
As ind(H) ≥ 1 and by (5.3)we have ind(H) ≥ s, so ind(H) ≥ max{s, 1}. The proof of (5.2) is similar
to that of (3.4). 
5.2. Generalizations of the main results of [7]
Let A and C be two squarematrices andH =
⎛⎝ A B
D C
⎞⎠ be a 2× 2 blockmatrix. Two representations
for the Drazin inverseHD in terms of AD and CD have been developed in [7] under the assumptions that
DAπB = 0 and AAπB = 0, and that the generalized Schur complement C −DADB is either nonsingular
or equal to zero; see Theorems 3.1 and 4.1 in [7], respectively. In this subsection, we will in the general
setting of bounded linear operators on Banach spaces, derive an explicit formula for HD under the
weaker conditions that DAπB = 0, AAπB = 0 and that Q1 is Drazin invertible 5 (for the definition of
Q1, see (5.6) below); see (5.11) in Theorem 5.6 below. Furthermore, we will provide some formulas for
the explicit Drazin index, which to the best of our knowledge, are new even for matrices. In the special
5 Note that any square matrix is Drazin invertible.
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case that C − DADB is zero, we will give detailed descriptions of the Drazin inverse and the Drazin
index; see Lemma 5.7 and Theorem 5.8 below.
Throughout this subsection, X and Y are two non-zero Banach spaces, A ∈ B (X) is Drazin invertible
with ind(A) = r ≥ 1, X1 = R(AAD) = R(Ar) and X2 = R(Aπ ) = N (Ar) 
= {0}. Let Ai = A|Xi(i =
1, 2) be the restrictions of A to Xi. Let U : X ⊕ Y → X1 ⊕ Y ⊕ X2 be the bijection defined by
U
(
x
y
)
=
⎛⎜⎜⎜⎜⎜⎝
AADx
y
Aπ x
⎞⎟⎟⎟⎟⎟⎠ with U−1
⎛⎜⎜⎜⎜⎜⎝
x1
y
x2
⎞⎟⎟⎟⎟⎟⎠ =
(
x1 + x2
y
)
(5.4)
for any x ∈ X, x1 ∈ X1, x2 ∈ X2 and y ∈ Y .
The proofs of Lemmas 5.2 and 5.3 below are direct.
Lemma 5.2. Let U be defined by (5.4) and H =
⎛⎜⎝ A B
D C
⎞⎟⎠ ∈ B(X ⊕ Y), where B ∈ B(Y, X), C ∈ B(Y)
and D ∈ B(X, Y). Then
U · H · U−1 =
⎛⎜⎜⎜⎜⎜⎝
A1 AA
DB 0
D1 C D2
0 AπB A2
⎞⎟⎟⎟⎟⎟⎠
def=
⎛⎜⎝ Q1 Q2
Q3 A2
⎞⎟⎠ , (5.5)
where Di = D|Xi(i = 1, 2) are the restrictions of D to Xi, and
Q1 =
⎛⎜⎝ A1 AADB
D1 C
⎞⎟⎠ , Q2 =
(
0
D2
)
and Q3 = (0, AπB). (5.6)
Lemma5.3. LetU bedefinedby (5.4)andM = (Mij) ∈ B(X1⊕Y⊕X2),whereM11 ∈ B(X1),M22 ∈ B(Y)
and M33 ∈ B(X2). Then
U−1 · M · U =
⎛⎜⎝ (M11 + M31)AAD + (M13 + M33)Aπ M12 + M32
M21AA
D + M23Aπ M22
⎞⎟⎠ . (5.7)
Definition5.4. For anyM = (Mij) ∈ B(X1⊕Y),whereM11 ∈ B(X1),M12 ∈ B(Y, X1),M21 ∈ B(X1, Y)
andM22 ∈ B(Y), define
(M) =
⎛⎜⎝M11AAD M12
M21AA
D M22
⎞⎟⎠ ∈ B(X ⊕ Y). (5.8)
Lemma 5.5. For any M = (Mij), N = (Nij) ∈ B(X1 ⊕ Y), let (M) and (N) be defined by (5.8),
respectively. Then for any G =
(
0
G2
)
∈ B(X, X ⊕ Y) with 0 ∈ B(X) and G2 ∈ B(X, Y),
(M)(N)G = (MN)G, so (M)kG = (Mk)G for any k ∈ N. (5.9)
Proof. Since N12 ∈ B(Y, X1), we have AADN12 = N12. Therefore,
2290 Q. Xu et al. / Linear Algebra and its Applications 436 (2012) 2273–2298
(M)(N)G =
⎛⎜⎝ M11N12G2 + M12N22G2
M21N12G2 + M22N22G2
⎞⎟⎠ = (MN)G. 
The main result of this subsection is as follows:
Theorem 5.6. Let H =
⎛⎝ A B
D C
⎞⎠, where B ∈ B(Y, X), C ∈ B(Y) and D ∈ B(X, Y). Let Q1,Q2 and Q3 be
defined by (5.6). Suppose that DAπB = 0, AAπB = 0 and Q1 ∈ B(X1 ⊕ Y) is Drazin invertible such that
QD1 =
⎛⎝11 12
21 22
⎞⎠ ∈ B(X1 ⊕ Y).
Then λ = max{ind(Q1), 1} ≤ ind(H) ≤ ind(Q1) + r + 1, and
HD = U−1
(
I
Q3Q
D
1
) (
QD1 , L˜
)
U (5.10)
=
⎡⎣I +
⎛⎝ 0 AπB
0 0
⎞⎠ R
⎤⎦ R
⎡⎣I + r−1∑
i=0
Ri+1
⎛⎝ 0 0
DAiAπ 0
⎞⎠⎤⎦ , (5.11)
ind(H) = min
k≥λ
{
k
∣∣Qk+11 L˜ = V˜k,Q3Qk−11 Qπ1 = 0,Q3Qk1 L˜ = Q3V˜k−1 + Ak2} , (5.12)
where U is defined by (5.4), and
R = 
(
QD1
)
=
⎛⎝11AAD 12
21AA
D 22
⎞⎠ , L˜ = r−1∑
i=0
(QD1 )
i+2Q2Ai2, (5.13)
V˜k =
⎧⎪⎪⎨⎪⎪⎩
0, if k = 0;
k−1∑
i=0
Q
k−1−i
1 Q2A
i
2, if k ≥ 1.
Proof. By assumption, we have Q2Q3 = 0 and A2Q3 = 0. Formulas (5.10) for HD and (5.12) for ind(H)
follow from (5.5), (5.1) and (5.2) by replacing A, B, C,D, L, Vk , Vk−1, t with Q1,Q2, A2,Q3, L˜, V˜k , V˜k−1
and r, respectively. By (5.10) we have
HD = U−1
⎛⎝ QD1 L˜
Q3(Q
D
1 )
2 Q3Q
D
1 L˜
⎞⎠U def= I1 + I2 + I3 + I4, (5.14)
where
I1 = U−1
⎛⎝ QD1 0
0 0
⎞⎠U, I2 = U−1
⎛⎝ 0 L˜
0 0
⎞⎠U,
I3 = U−1
⎛⎝ 0 0
Q3(Q
D
1 )
2 0
⎞⎠U, I4 = U−1
⎛⎝ 0 0
0 Q3Q
D
1 L˜
⎞⎠U.
We can now use (5.7) to derive other expressions for Ii (i = 1, 2, 3, 4). Firstly,
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I1 = U−1
⎛⎜⎜⎜⎜⎜⎝
11 12 0
21 22 0
0 0 0
⎞⎟⎟⎟⎟⎟⎠U =
⎛⎜⎝11AAD 12
21AA
D 22
⎞⎟⎠ = R. (5.15)
Secondly, let
L˜ =
r−1∑
i=0
(QD1 )
i+2
(
0
D2A
i
2
)
def=
(
L1
L2
)
∈ B(X2, X1 ⊕ Y), (5.16)
where L1 ∈ B(X2, X1) and L2 ∈ B(X2, Y). Then by (5.7),
I2 =
⎛⎜⎝ L1Aπ 0
L2A
π 0
⎞⎟⎠ = (L1
L2
)
Aπ (I, 0) ∈ B(X ⊕ Y). (5.17)
For anyM = (Mij) ∈ B(X1 ⊕ Y), whereM11 ∈ B(X1) andM22 ∈ B(Y), let (M) be defined by (5.8).
Then for any i (0 ≤ i ≤ r − 1),
(M)
⎛⎜⎝ 0
D2A
i
2
⎞⎟⎠ Aπ = (M)
⎛⎜⎝ 0
D2A
i
2A
π
⎞⎟⎠
=
⎛⎜⎝M12D2Ai2Aπ
M22D2A
i
2A
π
⎞⎟⎠ = M
⎛⎜⎝ 0
D2A
i
2
⎞⎟⎠ Aπ .
It follows from (5.16), (5.17) and (5.9) that
I2 =
r−1∑
i=0
(QD1 )
i+2
(
0
D2A
i
2
)
Aπ (I, 0)
=
r−1∑
i=0

(
(QD1 )
i+2) ( 0
D2A
i
2
)
Aπ (I, 0)
=
r−1∑
i=0
Ri+2
(
0
D2A
i
2
)
Aπ (I, 0) =
r−1∑
i=0
Ri+2
⎛⎜⎝ 0 0
DAiAπ 0
⎞⎟⎠ .
(5.18)
Thirdly, by direct computation we get
Q3(Q
D
1 )
2 =
(
AπB (2111 + 2221) , AπB
(
2112 + 222
))
,
which means by (5.7) that
I3 =
⎛⎝ AπB (2111 + 2221) AAD AπB (2112 + 222)
0 0
⎞⎠
=
⎛⎝ 0 AπB
0 0
⎞⎠ R2.
(5.19)
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Finally, let L˜ be expressed by (5.16). Then as Q3Q
D
1 L˜ = AπB (21L1 + 22L2), by (5.17) and (5.18) we
obtain
I4 =
⎛⎝ AπB (21L1 + 22L2) Aπ 0
0 0
⎞⎠
=
⎛⎝ 0 AπB
0 0
⎞⎠ R
⎛⎝ L1Aπ 0
L2A
π 0
⎞⎠
=
⎛⎝ 0 AπB
0 0
⎞⎠ R · I2
=
⎛⎝ 0 AπB
0 0
⎞⎠ R · r−1∑
i=0
Ri+2
⎛⎝ 0 0
DAiAπ 0
⎞⎠ .
(5.20)
Formula (5.11) for HD then follows from (5.14), (5.15), (5.18), (5.19) and (5.20). 
In the preceding theorem, an explicit expression forQD1 is demanded. Let V ∈ B(X1⊕Y) be defined
by
V =
⎛⎝ I 0
−DA−11 I
⎞⎠ with V−1 =
⎛⎝ I 0
DA
−1
1 I
⎞⎠ . (5.21)
Then clearly,
VQ1 =
⎛⎝ A1 AADB
0 S(H)
⎞⎠ , VQ1V−1 =
⎛⎝ A1 + AADBDA−11 AADB
S(H)DA−11 S(H)
⎞⎠ , (5.22)
where S(H) = C − DADB is the generalized Schur complement of A in H. So an explicit expression for
QD1 can be given if S(H) is invertible
6 or S(H)DA−11 = 0. In the special case that S(H) is zero, we can
give a more detailed description of HD; see Lemma 5.7 and Theorem 5.8 below.
Lemma 5.7. Let Q1 ∈ B(X1 ⊕ Y) be as in Lemma 5.2. Suppose that C − DADB = 0 and 	 = A1 +
AADBDA
−1
1 ∈ B(X1) is Drazin invertible. Then Q1 is Drazin invertible such that
QD1 =
(
I
DA
−1
1
) (
	D
)2 (
A1, AA
DB
)
(5.23)
and
ind(Q1) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if 	 is invertible;
ind(	), if k0 = ind(	) ≥ 1 and 	π	k0−1AADB = 0;
ind(	) + 1, if k0 = ind(	) ≥ 1 and 	π	k0−1AADB 
= 0.
(5.24)
Proof. By (5.22) we have
VQ1V
−1 =
⎛⎝	 AADB
0 0
⎞⎠ , where V is defined by (5.21). (5.25)
Therefore, by (3.5) we obtain
6 In this case, VQ1 is invertible, so does for Q1.
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QD1 = V−1 ·
⎛⎝	 AADB
0 0
⎞⎠D · V = V−1
⎛⎝	D (	D)2AADB
0 0
⎞⎠ V
=
⎛⎝ 	D − (	D)2AADBDA−11 (	D)2AADB
DA
−1
1 	
D − DA−11 (	D)2AADBDA−11 DA−11 (	D)2AADB
⎞⎠
=
⎛⎝ 	D − (	D)2(	 − A1) (	D)2AADB
DA
−1
1 	
D − DA−11 (	D)2(	 − A1) DA−11 (	D)2AADB
⎞⎠
=
⎛⎝ (	D)2A1 (	D)2AADB
DA
−1
1 (	
D)2A1 DA
−1
1 (	
D)2AADB
⎞⎠ = ( I
DA
−1
1
) (
	D
)2 (
A1, AA
DB
)
.
Next, we prove that ind(Q1) is given by (5.24). Two cases are taken into consideration:
Case 1: 	 is invertible. In this case, by (5.25) we get
(VQ1V
−1)2 =
⎛⎝	2 	AADB
0 0
⎞⎠ ,
so by the invertibility of 	 and 	2, we have R
(
(VQ1V
−1)2
)
= R(VQ1V−1) = X1 ⊕ {0}, hence
ind(Q1) = ind(VQ1V−1) = 1.
Case 2: 	 is not invertible. In this case, k0 = ind(	) ≥ 1. Once again, by (5.25) we have
(VQ1V
−1)k =
⎛⎝	k 	k−1AADB
0 0
⎞⎠ , for any k ∈ N.
Replacing A, B, C and Vk with	, AA
DB, 0 and	k−1AADB respectively, by (5.25) and (3.4) we conclude
that
ind(Q1) = ind(VQ1V−1) = min
{
k ≥ k0 ∣∣	π	k−1AADB = 0} .
As 	π	k0 = 0, we have
ind(Q1) =
⎧⎪⎨⎪⎩
k0, if 	
π	k0−1AADB = 0;
k0 + 1, if 	π	k0−1AADB 
= 0.

Wemay combine Theorem 5.6 and Lemma 5.7 to get the following theorem:
Theorem 5.8. Let H =
⎛⎝ A B
D C
⎞⎠, where B ∈ B(Y, X), C ∈ B(Y) and D ∈ B(X, Y). Suppose that
DAπB = 0, AAπB = 0, C − DADB = 0 and 	 = A1 + AADBDA−11 ∈ B(X1) is Drazin invertible. Then
ind(H) ≤ ind(	) + r + 2, and
HD =
(
I + AπBDAD	D
DAD
)
(	D)2 ·
⎛⎝A2AD + r−1∑
i=0
(	D)i+1AADBDAiAπ , AADB
⎞⎠ . (5.26)
Proof. We use the same notation as in Theorem 5.6 and Lemma 5.7. By (5.23) and (5.13), we get
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R =
⎛⎝ (	D)2A2AD (	D)2AADB
DA
−1
1 (	
D)2A2AD DA−11 (	D)2AADB
⎞⎠
=
(
I
DA
−1
1
) (
	D
)2
AAD (A, B) .
Note that 	D ∈ B(X1), which means that AAD	D = 	D and A	D = A1	D. Therefore,
AAD(A + BDA−11 )(	D)2 = (A1 + AADBDA−11 )(	D)2 = 	(	D)2 = 	D,
hence
Rk =
(
I
DA
−1
1
) (
	D
)k+1
AAD (A, B) , for any k ∈ N.
As A
−1
1 	
D = A−11 (AAD	D) = AD	D, we have⎡⎢⎣I +
⎛⎜⎝ 0 AπB
0 0
⎞⎟⎠ R
⎤⎥⎦ R =
⎡⎢⎣( I
DAD
)
+
⎛⎜⎝ 0 AπB
0 0
⎞⎟⎠( I
DAD
)
	D
⎤⎥⎦ (	D)2AAD(A, B)
=
(
I + AπBDAD	D
DAD
)
(	D)2AAD(A, B).
(5.27)
Furthermore,
AAD(A, B)
⎡⎢⎣I + r−1∑
i=0
Ri+1
⎛⎜⎝ 0 0
DAiAπ 0
⎞⎟⎠
⎤⎥⎦
= (A2AD, AADB)
⎡⎣I + ( I
DA
−1
1
)⎛⎝r−1∑
i=0
(	D)i+2AADBDAiAπ , 0
⎞⎠⎤⎦
= (A2AD, AADB) + (A1AAD, AADB)
(
	D
DA
−1
1 	
D
)⎛⎝r−1∑
i=0
(	D)i+1AADBDAiAπ , 0
⎞⎠ (5.28)
= (A2AD, AADB) + 		D
⎛⎝r−1∑
i=0
(	D)i+1AADBDAiAπ , 0
⎞⎠
=
⎛⎝A2AD + r−1∑
i=0
(	D)i+1AADBDAiAπ , AADB
⎞⎠ .
Formula (5.26) for HD then follows from (5.11), (5.27) and (5.28).
Next, we clarify the Drazin index of H. The exact value of ind(H) is formulated by (5.12). For an
upper bound of ind(H), we may combine Theorem 5.6 and (5.24) to conclude that
ind(H) ≤ ind(Q1) + r + 1 ≤ ind(	) + r + 2. 
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6. Examples
Five examples are provided to illustrate the explicit characterization of the Drazin index of a 2 ×
2 block matrix, which is considered in Theorem 3.1, Theorem 4.4, Corollary 4.5, Theorem 5.1 and
Lemma 5.7, respectively.
Example 6.1. Let H =
⎛⎝ A B
0 C
⎞⎠ be an upper triangular matrix, where A =
⎛⎝ 1 1
1 1
⎞⎠ , B =
⎛⎝ 1 2 3
2 3 4
⎞⎠ ,
C =
⎛⎜⎜⎜⎝
1 1 −0.5
−0.5 −0.5 0.25
0 1 0.5
⎞⎟⎟⎟⎠. Then rank(H2) = 3, rank(H3) = 2=rank(H4), so ind(H) = 3. With the
notation of Theorem 3.1, it can be calculated that
ind(A) = 1, A# = 1
4
A, Aπ =
⎛⎜⎝ 0.5 −0.5
−0.5 0.5
⎞⎟⎠ ,
ind(C) = 2, CD =
⎛⎜⎜⎜⎜⎜⎝
0.5 0 −0.5
−0.25 0 0.25
−0.5 0 0.5
⎞⎟⎟⎟⎟⎟⎠ , Cπ =
⎛⎜⎜⎜⎜⎜⎝
0.5 0 0.5
0.25 1 −0.25
0.5 0 0.5
⎞⎟⎟⎟⎟⎟⎠ ,
λ = 2, V2 =
⎛⎜⎝ 3 8 8.5
3.5 9.5 8.75
⎞⎟⎠ , V3 =
⎛⎜⎝ 5 17.5 18.75
4.75 17.5 19
⎞⎟⎠ ,
AπV2C
π =
⎛⎜⎝−0.375 −0.75 0
0.375 0.75 0
⎞⎟⎠ , AπV3Cπ =
⎛⎜⎝ 0 0 0
0 0 0
⎞⎟⎠ .
So by (3.4) we have min
{
k ∈ N ∣∣ k ≥ 2 , AπVkCπ = 0} = 3 = ind(H).
Example 6.2. Let H =
⎛⎜⎝ A B
C 0
⎞⎟⎠, where A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 2 0
1 0 1 1
−1 −1 −2 0
2 1 3 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 −1 1 −0.5
−1 1 0 1.5
1 0 −0.5 −0.5
0 1 −0.5 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
C =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 −1
0 1 −1 −1
1 2 −1 −2
1 0 1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. Then
AB = 0, CA = 0, rank(H2) = 5, rank(H3) = 4 = rank(H4), so ind(H) = 3.
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By direct computation, we get
A2 + BC =
⎛⎜⎜⎜⎜⎜⎝
−0.5 −1 −1.5 1
2.5 1 3.5 1
0 1 1 −1
2.5 0 2.5 2
⎞⎟⎟⎟⎟⎟⎠ , CB =
⎛⎜⎜⎜⎜⎜⎝
−2 −1 1.5 0
−2 0 1 1
−4 −1 2.5 1
0 −1 0.5 −1
⎞⎟⎟⎟⎟⎟⎠ ,
rank(A2 + BC) = rank(A2 + BC)2 = 3, rank(CB) = 2, rank(CB)2 = 1,
rank(CB)3 = 1, ind(A2 + BC) = 1, ind(CB) = 2, λ = max {1, 2} = 2,
rank(A) = rank(A2) = 2, so ind(A) = 1, and thus A2λAD = A2λ−1.
Furthermore,
BC =
⎛⎜⎜⎜⎜⎝
−0.5 0 −0.5 0
0.5 0 0.5 0
0 0 0 0
0.5 0 0.5 0
⎞⎟⎟⎟⎟⎠ , (BC)# =
⎛⎜⎜⎜⎜⎝
−2 0 −2 0
2 0 2 0
0 0 0 0
2 0 2 0
⎞⎟⎟⎟⎟⎠ ,
CB =
⎛⎜⎜⎜⎜⎝
−2 −1 1.5 0
−2 0 1 1
−4 −1 2.5 1
0 −1 0.5 −1
⎞⎟⎟⎟⎟⎠ , (CB)D =
⎛⎜⎜⎜⎜⎜⎝
0 −4 2 −4
0 0 0 0
0 −4 2 −4
0 −4 2 −4
⎞⎟⎟⎟⎟⎟⎠ .
It follows that C(BC)(BC)π = 0 and B(CB)(CB)π = 0, so it is checked by Theorem 4.4 that ind(H) =
2λ − 1.
Example 6.3. Let H =
⎛⎝ 0 B
C 0
⎞⎠, where B and C are given as in Example 6.2. Then s = ind(BC) = 1,
ind(CB) = 2 = s + 1, so by Corollary 4.5 we may conclude that ind(H) = 2s + 1 = 3. In fact, in this
case rank(H2) = 3, rank(H3) = 2 =rank(H4).
Example 6.4. Consider a 2 × 2 block matrix H =
⎛⎝ A B
D C
⎞⎠, where A =
⎛⎝ 1 1
1 1
⎞⎠, B =
⎛⎝ 1 −1 1 0
0 0 0 1
⎞⎠,
C =
⎛⎜⎜⎜⎜⎜⎜⎝
1 −1 1 1
1 −1 1 −1
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎠, D =
⎛⎜⎜⎜⎜⎜⎜⎝
1 0
0 1
−1 1
0 0
⎞⎟⎟⎟⎟⎟⎟⎠. It is calculated that BD = 0, CD = 0, C
2 
= 0, C3 = 0, A# =
A/4, so s = ind(A) = 1, t = ind(C) = 3. Furthermore,
L =
2∑
j=0
(AD)j+2BCj =
⎛⎜⎝ 0.125 −0.125 0.125 0.25
0.125 −0.125 0.125 0.25
⎞⎟⎠ ,
V2 = AB + BC =
⎛⎜⎝ 1 −1 1 3
1 −1 1 1
⎞⎟⎠ ,
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V3 = A2B + ABC + BC2 =
⎛⎜⎝ 2 −2 2 4
2 −2 2 4
⎞⎟⎠ ,
V4 = A3B + A2BC + ABC2 + BC3 =
⎛⎜⎝ 4 −4 4 8
4 −4 4 8
⎞⎟⎠ ,
DA3L − (DV2 + C3) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 −1
0 0 0 1
0 0 0 2
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

= 0,
A5L = V4,DA3Aπ = 0,DA4L = DV3 + C4.
Therefore by Theorem 5.1 we may conclude that ind(H) = 4. Actually, in this case rank(H3) = 2,
rank(H4) = 1=rank(H5).
Example 6.5. Let H =
⎛⎜⎝ A B
D C
⎞⎟⎠, where A, B,D are given as in Example 6.4 while C is given by
C = DADB =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.25 −0.25 0.25 0.25
0.25 −0.25 0.25 0.25
0 0 0 0
0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Following the notation of Lemma 5.7 we have X = C2, Y = C4,
X1 = R(AAD) =
{(
z
z
)∣∣∣ z ∈ C} , X2 = R(I − AAD) =
{(
z
−z
)∣∣∣ z ∈ C} ,
and for any z ∈ C,
A1
(
z
z
)
= A
(
z
z
)
= 2
(
z
z
)
,D1
(
z
z
)
= D
(
z
z
)
=
⎛⎜⎜⎜⎜⎜⎜⎝
z
z
0
0
⎞⎟⎟⎟⎟⎟⎟⎠ .
Furthermore, as BD = 0 we know that for any z ∈ C,
	
(
z
z
)
=
(
A1 + AADBDA−11
) ( z
z
)
= 2
(
z
z
)
,
and thus	 is invertible inB(X1). LetQ1,QD1 ∈ B(X1⊕C4) be defined by (5.6) and (5.23), respectively.
For any zi ∈ C, 1 ≤ i ≤ 5, let u = z1 + 14 (z2 − z3 + z4 + z5), then
2298 Q. Xu et al. / Linear Algebra and its Applications 436 (2012) 2273–2298
Q1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
z1
z1
− − −
z2
z3
z4
z5
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2u
2u
− − −
u
u
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, QD1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
z1
z1
− − −
z2
z3
z4
z5
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
u
2
u
2
− − −
u
4
u
4
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (6.1)
It easily follows from (6.1) that Q1Q
D
1 = QD1 Q1,Q1QD1 Q1 = Q1 and QD1 Q1QD1 = QD1 , hence ind(Q1) = 1
as stated in (5.24).
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