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Erdiis and Fuchs proved that if a, , a 2 ,... is a sequence of nonnegative integers 
and R(n) is the number of ordered pairs (i,j) with ai + aj < II, then it is im- 
possible to have R(n) = An + o(~I/~ log-1/e n) as n + + co, for some positive 
constant A. This paper gives a generalization of this result, in which An is re- 
placed by a function of n whose second differences are nonnegative from some 
point on. 
1. INTRODUCTION 
In this paper we consider sequences c0 , c1 , cE ,..., of real numbers satis- 
fying the following two conditions 
and 
c,2 3 c, >, 0 (n = 0, 1, 2,...) (0) 
* 
1 c,r” < +oo 
T&=0 
for every r in (0, 1). 
We shall be concerned with the function R defined by 
R(n) = 1 CLC,,, (n = 0, 1, 2,...) 
l+mSn 
or 
f R(n) zn = (1 - z)-l (go ..z.)z 
TL=O 
Erd6s and Fuchs [2] proved that for any positive constant A it is impossible 
to have R(n) = An + o(n1j4/(log n)‘12) as n -+ co. In this paper we use the 
method of [2] to prove the impossibility of approximating R too closely by 
a function G which is convex from some point on. Our results generalize 
some of those in [l] and [4], although [4] also considers powers of C c,z’” 
higher than the second. 
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If G is a nonnegative-valued function on the nonnegative integers, we 
define the difference operators d and A2 by the relations 
dG(n) = G(n) - G(n - l), 
bG(n) = dG(n) - dG(n - 1) 
= G(n) - 2G(n - 1) + G(n - 2). 
Our main theorem is as follows. 
THEOREM 1. Suppose G is a real-valued function on the nonnegative 
integers such that (a) G(n) -+ + co as n -+ +co, (b) d2G(n) > 0 for all 
suficiently large n, (c) G(2n)/G(n) < C f or some C and all suficiently Iarge n, 
and(d) G(n) = o(n2/log2 n). Then it is impossible to haoe 
R(n) = G(n) + o(G(n)1/4/log1/2 n) (n -+ + m). 
In fact it is impossible to have (3) in root mean square, i.e., the relation 
(3) 
$, {R(m) - G(m)}2 = o(nG(n)1’2/log n) (n -+ -km) (4) 
is impossible. 
No such result as Theorem 1 can hold without some condition such as 
G(n) = o(n2/log2 n). For if 
f c,z” = (1 - 2)-a (5) 
7l=O 
with (Y > 1, then c, 2 1 for all n, while 
f R(n) 2” = (I - ~)-~a-] 
TZ=O 
and 
f d2R(n) P = (1 - 2)” f R(n) 2-n = (1 - z)-2u+l. 
?I=0 VT=0 
Thus in this example R itself satisfies the other conditions imposed on G in 
Theorem 1, since A2R(n) 2 1 for all n and 
NW 2n 2afj 
R(n)= nj du = 4a. j=n+1 
The method of Erdds and Fuchs does not work nearly as well when 
d2G(n) < 0. However, slight modifications of the arguments of this paper 
332 PAUL T. BATEMAN 
will show that if G is a real-valued function on the nonnegative integers such 
that G(n)(log n)-” -+ + cc as n -+ + co and d2G(n) < 0 for all sufficiently 
large n, then it is impossible to have 
R(n) = G(n) + ~(G(n)~/~/(n log n)lj2) (n + + 00). 
(Note that this result is trivial if G(n) < (n log n)2/3.) 
In an unpublished manuscript Wolfgang B. Jurkat has shown by more 
powerful methods how the factor (log n)-1/2 can be eliminated in results like 
Theorem 1. However, his arguments appear to require slightly stronger 
smoothness assumptions on the function G. His methods also work well in 
important cases where d2G(n) < 0. 
Theorem 1 is concerned with the behavior of R and G at integral values 
only, and in the example (5) we obtained a zero error term with R and G so 
restricted. If we extend R and G to functions on the nonnegative reals, the 
situation can change drastically. From its definition R can grow only by its 
jumps at integral values, while G in most usual cases has a natural extension 
as a continuous function. The following theorem shows that when G(n) > 
n4i3 log-2/3n the jumps of R at integral values can be greater than the error 
demanded by the Q result of Theorem 1. 
THEOREM 2. If G is a real-valued function on the nonnegative integers such 
that G(n) -+ + 00 as n + + 00 and d2G(n) > 0 for ail sujiciently large n, 
then it is impossible to have both 
and either 
R(n) = G(n) + o(G(n)/n> (6) 
or 
R(n) = G(n - 1) + o(G(n)/n) (7) 
R(n - 1) = G(n) + o(G(n)/n). (7’) 
Proof. Since dG(n) must be nondecreasing and positive for sufficiently 
large n, we have 
G(n) - G(n,) = i dG(j) < (n - n,,) dG(n) < n flG(n) 
i-n,+1 
for n greater than a suitable n, . Hence if n is sufficiently large 
G(n)/n < dG(n) + G(n,,)/n < 2AG(n). 
Now (6) and (7) give 
dG(n) = o(GWn), 
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a contradiction. Similarly (6) and (7’) give 
G(n - 1) + o(G(n - l)/(n - 1)) = R(n - 1) = G(n) + o(G(n)/n) 
or 
dG(n) = o(G(n)/n) + o(G(n - l)/(n - 1)) = o(G(n)/n), 
again a contradiction. 
2. GENERAL LEMMAS FOR THE PROOF OF THEOREM 1 
LEMMA 1. Suppose b, , bl ,... are nonnegative real numbers such that C,“p, 
b,r” < + co for every r in (0, 1). Put 4(z) = Cn”=, b,.zn. If 0 < r < 1 and 
0 < a < TT, then 
(2a~)-l !a 1 #(reie)lz d6’ > &(27r)-l 1” I #(reie)12 de. 
--a -77 
Proof. For a proof see [2] or [3]. 
LEMMA 2. Under assumptions (0) and (1) put 
f(z> = f wn (I 2 I < 1) 
n=O 
and define 
I,(x) = Ia )f(e-1/zeie))2 d6, 
-(I 
where x is a positive integer and 0 < (Y < rr. Then 
I&) > 2(3e)-l CYR(X)~/~ 
for suficiently large x. 
Proof. Put r = e-l/=. By Lemma 1 and (0) we have 
Ia(x) > (2a/3)(21~)-l s’ If(reie)la d6’ = (201/3) f cs2resa 
--II ?t=O 
2 (243) f c,ren = (201/3)f(r2). 
VW0 
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By (2) we have 
,f(r”)” = (1 - r2) 2 R(n) r2n 
n-0 
> (1 - 9) f R(x) r2n 
12=x 
= R(x) r2s 
= K~R(x). 
Thus the result of the lemma follows. 
LEMMA 3. For x 3 2 we have 
s li ~1-ee-1~~e~sj-1dO<6+210gx<lllogx. -r 
Proof. If r = e-l/“, we have by Parseval’s formula 
s = jl- -77 @)-l&lz2n 1 + f (-i’22r2n ! ?l=l j  I 
< 2~ 1 + f (TVZ)-l r2n 
I ?I=1 I 
= 2n - 2 log(1 - r2) 
= 2~ - 2 log(x(1 - e-2/n)} + 2 log x 
< 6 + 2 log x. 
LEMMA 4. Suppose G is a real-valuedfunction on the nonnegative integers 
such that G is nondecreasing from some point on and G(2n)/G(n) < C for all 
suficiently large n. Then for large positive integral x we have 
f G(n) e+lx < xG(x) 
TZ=O 
and 
f2 (nG(n)1/2/log n) eenlx < (x2G(x)1/2/log x). 
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f G(n) e-n/s = 5’ G(n) e-nla: + i ‘y qn) e-njz 
j=l n=2’-lx ?I=0 ?kO 
< XC(X) 
ix 
+ 1 2’xG(2%) cp’-’ 
j=l 
/ 
1 + f (2C)j e-2’-1 . 
j=l I 
The second estimate is proved in the same way except that G(n) is replaced by 
nG(n)1/2/log n and C is replaced by 2C112. 
Naturally a weaker condition than the boundedness of G(2n)/G(n) could 
be used in Lemma 4 (and consequently in Theorem 1.) However, Lemma 4 
would fail without some such condition. This is shown by the example 
G(n) = f a,, , 
VkO 
where a, , a, , a2 are zero and 
‘1 a, =J. for 29 < m < 2(9+l)’ (j = 1, 2,...). 
LEMMA 5. Suppose G is a real-valued function on the nonnegative integers 
such that G(n) + + co as n -+ + co, A2G(n) > 0 for all sufficiently large n, 
and G(2n)/G(n) < C from some point on. Then for positive integral x we have 
SUP 
IZI=e-‘/~ 
IV - 4” z. G(n) .P 1 < ‘W/x. 
ProoJ Suppose A2G(n) 3 0 for n > no. Then 
I(1 - z)” f G(n) zn / = 1 f A%(n) Z” 1 
TL=O ?t=O 
no-1 
< c I A2G(n)l + f' A2G(n) I z IT1 
72=0 n=no 
no-1 
< 2 c 1 A2G(n)I + 2 A2G(n) / z in 
?Z=O ?Z=O 
no-i 
= 2 nzo I A2WI + (1 - I z I)” f G(n) I z In. 
?l=O 
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Thus the desired result follows from the first part of Lemma 4, since 
x Q G(x). 
3. PROOF OF THEOREM 1 
The idea of the proof is to consider I,(x), as defined by (8), when x is a 
large positive integer and 0 < cy -C 7~. Under the assumption of (4) we get an 
upper estimate for I,(x), which, with a suitable choice of 01 (depending on x), 
contradicts the lower estimate which we get by applying Lemma 2. 
We shall get our upper estimate for I,(x) by noting that 
f(z)” = (1 - z) 2 R(n) zn 
?Z=O 
= (1 - z) f G(n) z” + (1 - z) 2 c(n) zn, 
n=O n=o 
(10) 
where u(n) = R(n) - G(n). By Lemma 5 there is a constant B such that 
I(1 - z)2 go I in 1 G BG(X)/X (I z I = e+) 
and so 
j:x /Cl - 4 i. W) z” lz=eml,reie de G Bx-Wx) jIrnI 1 - e-lWs 1-lde 
< 11 Bx-lG(x) log x. (11) 
On the other hand if V(n) = CL=, +I)~, Schwarz’s inequality gives 
< j:a ) I - e-l/se@ I2 d0 . j:m 1 go v(n) e-nlseine 1’ d8 
= 
s 
Oi ((1 - e-1/Z)2 + 4e-l/* (sin(f3/2))2} de -277 f ZJ(IZ)~ .r2nl= 
--01 ?Z=O 
< 2++ + 2) . 277 f Us e-2nlx 
T&=0 
= a(~-2 + $) - 4~(1 - e-2/3C) f V(n) e-2n/x. 
n=o 
(12) 
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Now (4) asserts that V(n) = o(nG(n)1/2/log n) and so, by the second part of 
Lemma 4, implies that 
‘f. V(n) e-2nlx = o(x2G(x)‘/2/log x). 
Thus, given a positive number 6, we have 
4~(1 - e-2/z) f V(n) e-21a/s < S3xG(x)1/2/log x 
la=0 
(13) 
for sufficiently large x. Combining (8), (IO), (1 l), (12), and (13) we obtain 
Z=(x) < 1 ~Bx-~G(x) log x + cP(x-l + a) a312 x~I~G(x)~/~ (log x)-li2. (14) 
We now choose 01 = S-1x-1G(x)1/2 log x. The assumptions (a) and (d) of 
Theorem 1 show that with this choice we have x-l < cy < 7r for large x. 
Then (14) becomes 
Z%(x) < 1 lBx-‘G(x) log x + 2(~~8)~/~ x~/~G(x)‘/~ (log X)-I/~ 
(15) 
< (11 B + 2) x-rG(x) log x. 
Now (4) and the hypotheses on G in Theorem 1 imply that R(x) - G(x). 
Thus the lower estimate provided by Lemma 2 gives 
Z,(x) > 01G(x)‘/~/5 = (SS)-l x-lG(x) log x 06) 
for sufficiently large x. If 6 is chosen so that (56)-l > 11B + 2, then (15) and 
(16) become contradictory. Thus (4) is untenable and Theorem 1 is proved. 
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