Estimating hidden processes from non-linear noisy observations is particularly difficult when the parameters of these processes are not known. This paper adopts a machine learning approach to devise variational Bayesian inference for such scenarios. In particular, a random process generated by the autoregressive moving average (ARMA) linear model is inferred from non-linearity noisy observations. The posterior distributions of hidden states are approximated by a set of weighted particles generated by the sequential Monte Carlo (SMC) algorithm involving sampling with importance samplingresampling (SISR). Numerical efficiency and estimation accuracy of the proposed inference method are evaluated by computer simulations. Furthermore, the proposed inference method is demonstrated on a practical problem of estimating the missing values in the gene expression time series assuming vector autoregressive (VAR) data model.
Introduction
Filtering stochastic processes and time series is the important problem in scientific data processing. This task is particularly difficult when the underlying data model is nonlinear, and its parameters are unknown. Moreover, the posterior distribution of hidden samples may need to be updated sequentially as new observations arrive. A common strategy to address the computational complexity of Bayesian inference is to assume approximations of the posterior distribution. For instance, the approximation utilizing the Markov Chain Monte Carlo (MCMC) sampling is adopted in [14, 19] . Variational Bayesian inference for non-linear models is investigated in [8, 35] . In [21] , Bayesian inference is implemented assuming an asymptotically exact MCMC pseudomarginal particle filter, and also employing the extended and unscented Kalman filters. However, these inference methods are still very computationally demanding, and properly setting the parameters of these algorithms is not an easy task.
The time series data can be modeled using a non-linear discrete time ARMA model [23] . Inspired by the problems in statistical physics, the latent states of non-linear ARMA model with unknown parameters were estimated by the importance sampling sequential Monte Carlo (IS-SMC) method and the density assisted sequential Monte Carlo (DA-SMC) method in [39] . The former method selects the joint proposal density before applying the IS to generate samples of latent states and of unknown parameters. The latter method approximates the posterior of unknown parameters by the Gaussian distribution. However, the accuracy achieved by these methods was not satisfactory. Variational Bayesian inference of latent states is studied in [1, 12] , and modified in [8, 35] by assuming the joint density of latent states and of an auxiliary random variable. The auxiliary random variable transforms the linear ARMA model into a stochastic volatility model driven by the fractional Gaussian process.
In this paper, our objective is to investigate Bayesian inference of discrete time random processes with unknown parameters under non-linear and noisy observations. We specifically consider random processes generated by the ARMA models as they are frequently studied in the literature [17, 18] . However, we allow the underlying ARMA model to be driven by a fractional Gaussian process. We adopt variational Bayesian inference, and to make the computational complexity tractable, it is implemented as the SMC-SISR estimation. This estimator numerically approximates the posterior density by a set of weighted samples referred to as particles. The estimator accuracy is evaluated by computer simulations. In addition, the developed estimator is used to infer the missing values in the gene expression time series data modeled as a vector autoregressive (VAR) process [36, 37] .
The rest of this paper is organized as follows. Section 2 describes a non-linear ARMA random process. Variational Bayesian inference and the SMC-SISR estimator are developed in Section 3. Numerical examples are presented in Section 4 followed by a practical problem of inferring missing values in the time series data. The results are discussed in Section 6. Section 7 concludes the paper.
Non-linear observation model of a hidden random process
A canonical time-invariant ARMA( , ) process of orders and is defined by its autoregressive (AR) coefficients { 1∶ }, and moving average (MA) coefficients { 1∶ }. These parameters define the autocorrelation of the output random process generated from the input innovations at discrete time instances . A non-linear ARMA model is obtained by introducing a non-linearity with the 
Model (1) is also a state-space description of dynamic systems [14, 25] . The innovations are assumed to be a zeromean stationary Gaussian process. The non-linearity is constrained by the requirement that the likelihood ( | ) of is computable up to a proportionality constant. In matrix notation, model (1) until current time can be rewritten as,
where the vectors = { 1∶ } and = { 1∶ }, and the transition matrices,
Consequently, the state vector can be expressed as the linear transformation of innovations [33] , i.e.,
The transfer matrix Θ Θ Θ determines the observability of innovations from the states as well as controlability of the ARMA model [31, 33, 38] . Even though the Gaussian innovation process is normally assumed to be white, i.e., its samples are uncorrelated, in this paper, we assume the autocorrelation,
| + 1| 2 − 2| | 2 + | − 1| 2 of so called Gaussian fractional process where 0 < < 1 is the Hurst exponent, and the variance 2 is set to obtain the normalization, (0) = 1. For integer values , the covariance matrix of the zero-mean Gaussian vector can be expressed as,
The covariance matrix for the zero-mean Gaussian distributed states is given as,
where (⋅) denotes the matrix transpose.
Posterior distribution of states
Assume for now that the matrices Φ Φ Φ and Ψ Ψ Ψ are known. Given non-linearity , model (1) can be statistically described by the transition probabilities ( | −1 ) and the likelihood ( | ), and we assume that given states , the observations are conditionally independent. The joint posterior of states is given by the Bayes theorem, i.e.,
where Ω Ω Ω is the support of vector . For long time series data, the posterior (5) must be computed recursively and numerically, for example, using Monte Carlo sampling methods. In order to obtain such a method for recursively calculating the posterior of state from the previous states −1 and the observations , we need the conditional probability predicting the current state from the previous states −1 . This probability is computed by solving the Chapman-Kolmogorov equation,
Posterior distribution of states with unknown parameters
Recall that our aim is to estimate the random states from observations . We now consider a common scenario that the parameters of ARMA model are not known. Although the unknown parameters can be estimated before calculating the posteriors of states , these parameters may be time varying, and difficult to estimate even for ARMA models with small orders. In order to avoid challenges in explicitly estimating the ARMA model parameters, we need to rewrite the expressions for the posterior distribution of states presented in the previous subsection.
In particular, assume that the random variables are independent and identically distributed (IID). Since in many scenarios, the states are non-negative integers such as the object counts, it is useful to constrain the noises, so that ≥ 0. Among different probability distributions with positive support, gamma distribution appears to be the most commonly occurring, so we assume that the IID noise samples are gamma distributed [15, 24] , i.e.,
where Γ denotes the gamma function, and , > 0 are the parameters of the gamma distribution . Since the noise samples are IID, we can write,
Thus, non-linear observations in (1) represent bivariate transformation of the Gaussian and gamma distributed hidden random variables as indicated in Figure 1 .
The joint probability density ( , | −1 ) can be expressed recursively as [2, 40] ,
Using the Bayes theorem, we can also write,
Since the noises and states are independent, we can further write,
Note that the presence of noises makes the direct calculation of the posterior computationally intractable. In order to enable Bayesian variational inference, we need to define or find the variational distributions which can approximate well the exact distributions . In particular, consider the variational likelihood ( | ) and the variational posterior ( , | ). We have that,
The variational distributions should be selected, so they maximize the approximation fitness defined as [20] ,
The fitness function can be rewritten using the Kullback-Leibler (KL) distance as [22] ,
where the expectation is taken with respect to the distribution ( , | ). The expectation represents the mean likelihood, and the second term in (14) is the KL distance between the variational posterior and the true posterior of . Furthermore, using Jensen's inequality, the fitness function can be upper-bounded for any variational distributions by the marginal likelihood, i.e., [20, 32]  [ ] ≤ ln ( | ) ( | ).
Therefore, the best variational posterior density must satisfy,
subject to ( ) ≥ 0. Since the states are multivariate Gaussian distributed, we get,
where the expectation is calculated with respect to the distribution ( ). The variational log-likelihood can be then computed as,
Recall that ∼ ( ; ) (i.e., the zero-mean multivariate Gaussian distribution with the covariance matrix ) and ∼ ( ; , ) (i.e., the product of gamma distributions). In addition, to obtain the variational distribution ( ), we replace the likelihood distribution ( | ) with the independent Gaussian samples ( | ), and get,
This expression can be further manipulated as,
Using the substitution,
for some constant , we can simplify the variational logdistribution as,
Consequently, the variational distribution becomes,
This variational distribution can be used in the SMC-SISR method to generate samples representing the posterior distribution ( | −1 , 1∶ ).
Variational Bayesian estimation
We adopt a non-parametric inference strategy involving random sampling. In particular, assuming the distributions derived in the previous section, we modify the SMC-SISR estimator to fit our scenario of estimating a hidden ARMA random process from non-linear and noisy observations. The SMC-SISR estimator represents the posterior density by a set of evolving random samples and the associated weights. The efficiency of this estimator is strongly influenced by the choice of the sampling distribution [29, 30] . In many cases, using the prior distribution as the sampling distribution can be a sensible choice [10] .
Consider the set of particles and their weights, i.e., The posterior density at time is approximated as,
Thus, the distances between the -th particle ( ) and the true latent states are weighted by the coefficients ( ) . Here, we assume that particles are generated from the proposal density used in the importance sampling of the SISR estimator. The proposal distribution can be represented recursively as,
Consequently, the weight for the latent state required in designing the importance sampling is calculated as the ratio of the posterior and the proposal distributions, i.e.,
It is, however, more convenient to calculate the weights recursively as,
The weights are then normalized as,
Since in our case, the proposal distribution is equal to the prior distribution, the normalized weights can be approximated as,
Furthermore, to resolve the degeneracy of samples which occurs with all sequential sampling methods, the resampling step at every iteration discards the particles with small weights, and replace them with new particles having larger weights [13] . More specifically, at each time step, the -th particle is replaced with the probability 1 −̃ ( ( ) ) by a new particle. If the particle is replaced, the new particle is assigned the weight equal to the arithmetic mean of the other particles [27, 26] . Selecting the proper particle weight is important to yield an unbiased SMC estimation of the marginal likelihood, and to maintain the particle diversity.
Numerical examples
Numerical examples are used to validate and evaluate the estimation accuracy of the devised SMC-SISR estimator utilizing the derived distributions and the sample weights. The examples assume stochastic log-volatility state-space model from [10] . The volatility model has many applications in finance and econometrics where it is used to assess the risks [28] . Mathematically, the stochastic volatility model is an example of the non-linear ARMA model defined in (1) . The volatility model generates the zero-mean stationary fractional Gaussian states with the observations described as,
Provided that̂ denotes the estimate of the true state , the estimation accuracy can be evaluated as the root meansquare error (RMSE) defined as,
The ARMA models and their parameters used in our numerical experiments are summarized in Table 1 . The variance of the innovation process is set to unity, i.e., 2 = 1. The gamma distribution of the IID observation noises has the parameters = 1∕2 and = 1. The number of particles tracked by the SMC-SISR estimator is = 1000. We did not observe any noticeable improvement in the estimation accuracy for larger values of . However, it is possible to fine tune the effective number of particles to be less than this value. More importantly, our numerical experiments showed that the estimation accuracy of the low-order ARMA models is comparable with the estimation accuracy of the higher-order ARMA models.
The simulation results are presented in Figures 2 -7 . Each figure consists of two parts. The upper plot compares a sample realization of the true latent state sequence with the estimated sequencê . The lower plot then shows the corresponding RMSE of the estimated sequence. Page 4 of 8 Table 1 The ARMA models used in simulations presented in Figures 2-7 . 
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Gene expression time series example
We now investigate more complex as well as more practical problem of inferring missing values in the gene expression time series. The inference is performed by the SMC-SISR estimator developed in the previous sections. The missing data in biological experiments may be caused by unex- pectedly large measurement errors (outliers), or due to other intermittent problems in the experimental measurements. The gene expression data are vital for reconstructing gene expression networks [43] . More importantly, simple deterministic interpolation to replace the missing data values did not provide satisfactory results [6] .
The gene expression data can be modeled by a vector autoregressive (VAR) model [16, 37] . We can directly employ the SMC-SISR estimator instead of first estimating the parameters of this model, In particular, the sequence of the gene expression time series can be modeled recursively by the -order VAR model, i.e., let,
where is the number of genes (i.e., the sample size of the time series data observed at each time instant), the ( × ) Page 5 of 8 
matrices
represent the model parameters, and is a ( × 1) vector of Gaussian innovations which are zero mean and uncorrelated. The observations are modeled as in (30) .
The actual gene expression data for the Hela cell were obtained from the supplementary material provided in [41] . The data provide measurements at 16 time instances separated by one hour over 3 cell cycles, so the total number of data points is 48. The data for the genes 7p21 and p53 were selected as two representative examples. Rather than fitting the model parameters to the model described by (30) and (31) , we can use the SMC-SISR estimator with 1000 particles to track the most probable counts of the gene produced in the cell. The actual and predicted counts of the two genes are shown in Figure 8 and 9, respectively. We can observe that the random sampling model follows the expression data reasonably well, and the estimation error is likely sufficient for many biological applications. 
Discussion
Considering numerical experiments and other results presented in this paper, we can conclude that the latent time series can be estimated with good accuracy from non-linear and noisy observations even if the parameters of the underlying model are not known. The unknown parameters include the ARMA model coefficients as well as the parameters describing the input innovation process such as the variance, and the autocorrelation. Such assumption may be important especially in situations when all or some of the model parameters cannot be easily estimated. For example, the parameters may be time varying and even non-stationary [7, 34] . In such case, the SMC estimator may not be able to track the parameter variations. However, if the model parameters Page 6 of 8 vary sufficiently fast, the SMC estimator can instead follow possibly time-varying mean values of the model parameters representing slowly changing random processes.
Provided that the latent states are non-negative integers or positive real values, the measurement noise is generally dependent on the latent state values in order to satisfy this constraint. The correlations between the states and the measurement noises would substantially complicate the state inference. In this paper, we assumed that the measurement noises are gamma distributed and IID, so it does not violate the non-negativity constraint of the latent state values. Furthermore, the computational complexity of calculating the posterior of latent states dictates the use of variational Bayesian inference or other methods for approximating the posterior distribution [17, 9] .
The performance of the SMC-SISR estimator was shown to be good for several low-order ARMA models. There are many practical applications where the inference of latent states from observations is important. For instance, such inferences are used to reconstruct the state space models of dynamic systems [11, 42] , or as illustrated in this paper, we can infer missing values in the time series data. The gene expression data are an example of the multi-dimensional time series where the expressions of multiple genes are measured in parallel at discrete time instances. In general, gene expression data are useful to reconstruct gene reaction networks, and to elucidate the properties and understanding of genetic circuits [3, 4, 5 ].
Conclusion
The SMC sampling estimators are usually used to perform variational Bayesian inference in order to reduce the computational complexity by approximating the posterior distribution. More importantly, these estimators such as the SMC-SISR estimator adopted in this paper can be effective in estimating the hidden random processes from non-linear and noisy observations, even if the parameters of the underlying state space model are not known. The numerical results indicate that the SMC-SISR estimator achieves good estimation accuracy, especially for the low-order ARMA models, and this estimator is also unbiased.
There are many practical situations where the inference problem considered in this paper is encountered. One such problem was briefly investigated to demonstrate the performance of the SMC-SISR estimator for the time series data with multiple observations at each time instant to infer the missing values. Future work will consider different nonlinearity observation functions and noise distributions, and the inference problem for the data models with time-varying random parameters. In this latter case, the SMC sampling estimators may track changes in the hidden state statistics, or these statistics can be averaged out from the likelihood function or from the posterior distribution.
