We study three convolutions of polynomials that are inspired by free probability. We define these to be the expected characteristic polynomials of certain random matrices. The symmetric additive and multiplicative convolutions have been studied for a century. The asymmetric additive convolution, and the connection of all of them with random matrices, appears new. We prove that these convolutions produce real rooted polynomials and provide strong bounds on the locations of the roots of these polynomials.
Introduction
We study three convolutions on polynomials that are inspired by free probability. Instead of capturing the distributions of eigenvalues of random matrices, these capture the expected characteristic polynomials of random matrices. Two of the convolutions have been clasically studied. The third, and the connection of all of them with random matrices, appears new.
For a matrix M , we define χ x (M ) = det(xI − M )
to be the characteristic polynomial of the matrix M in the variable x. The convolutions we study may be defined in terms of integrals over the group of orthonormal matrices. For d-dimensional symmetric matrices A and B with characteristic polynomials p and q, we define the symmetric additive convolution of p and q to be
where the expectation is taken over orthonormal matrices Q sampled according to the Haar measure. When A and B are positive semidefinite, we define we define the symmetric multiplicative convolution of p and q to be
where the expectation is taken over random orthonormal matrices Q sampled according to the Haar measure. For arbitrary d-dimensional square matrices A and B that are not necessarily symmetric such that AA T and BB T have characteristic polynomials p and q, we define the asymmetric multiplicative convolution of p and q to be
where the expectation is taken over random orthonormal matrices R and Q sampled according to the Haar measure. We derive expressions for these expected characteristic polynomials, prove that all of the resulting polynomials are real rooted, and prove bounds on the locations of their roots.
Free probability theory (see [Voi97, NS06, AGZ10] considers the limits for large matrices of the moments eigenvalues of matrices such as those above. For each operation, free probability provides a transform of the moments of the eigenvalues of the individual matrices from which one can easily derive the transform of the moments of the eigenvalues of the resulting matrices. We show that for our "finite free convolutions" these transforms provide upper bounds on the roots of the resulting polynomials. For the symmetric additive convolution, this transform is equivalent to the barrier function studied in [BSS12, MSS15b] . In [MSS15c] , we use the result of the present paper to prove the existence of bipartite Ramanujan graphs of every number of vertices.
Summary of Results
We derive the following expression for the symmetric additive convolution of two polynomials. Then,
This is equivalent to the identities
where p (i) denotes the ith derivative of p.
The convolution (3) was studied by Walsh [Wal22] , who proved results including the following theorem. See also [Mar66] and [RS02, Theorem 5.3 .1]. In Theorem 1.7 we strengthen this bound on the maximum root. Our result is much tighter in the case that most of the roots of p and q are far from their maximum roots.
We derive the following expression for the asymmetric additive convolution. 
This is equivalent to the identity
We are not aware of previous studies of this convolution. We prove the following theorem in Section 3. having only nonnegative real roots,
This convolution was studied by Szego [Sze22] , who proved the following theorem. 
We strengthen this result in Theorem 1.8.
Transforms
In free probability, each of these three convolutions comes equipped with a natural transform of probability measures. We define analogous transforms on polynomials and use them to bound the extreme roots of the convolutions of polynomials. We will view a vector (λ 1 , . . . , λ d ) as providing a discrete distribution that takes each value λ i with probability 1/d. The Cauchy/Hilbert/Stieltjes transform of such a distribution is the function
Given a polynomial p with roots λ 1 , . . . , λ d , we similarly define
We will prove theorems about the inverse of the Cauchy transform, which we define by
For a real rooted polynomial p, and thus for real λ 1 , . . . , λ d , it is the value of x that is larger than all the λ i for which G p (x) = w.
This tells us that
where we define
Voiculescu's R-transform of the probability distribution that is uniform on λ is given by R λ (w) = K λ (w) − 1/w. We overload this notation to produce a transform on polynomials
If λ and µ are probability distributions on the reals, and if λ + µ is their free additive convolution, then
For our finite additive convolution, we obtain an analogous inequality whose proof may be found in Section 4.1.
Theorem 1.7. For degree d polynomials p and q that have only real roots,
We will often write this inequality as
To define the transform for the asymmetric additive convolution, we define S to be the operation that converts a polynomial p(x) into the polynomial p(x 2 ). If p has only positive real roots λ i , then Sp has roots ± √ λ i . We overload this notation so that if λ is a probability distribution supported on the nonnegative reals, then Sλ is the corresponding probability distribution on ± √ λ i . If λ and µ are probability distributions on positive numbers, and if λ ++ µ is their free asymmetric convolution, then
We obtain an analogous inequality whose proof appears in Section 4.3. Theorem 1.8. For degree d polynomials p and q having only nonnegative real roots,
To bound the roots of the finite multiplicative convolution, we employ a variant of Voiculescu's S-transform. We first define a variant of the moment transform, which we write as a power series in 1/z instead of in z:
For a polynomial p having only nonnegative real roots and a z > 0,
We define the inverse of this transform, M (−1) p (w), to be the largest z so that M p (z) = w, and
This is the reciprocal of the usual S-transform. We prove the following bound on this transformation in Section 4.2. Theorem 1.9. For p and q having only nonnegative real roots and a w > 0,
Notation
Let P(d) be the family of real rooted polynomials of degree d with positive leading coefficient, and let P be the union over d of P(d). Let P + (d) be the subset of these polynomials having only nonnegative roots. We let P + be the union of P + (d) over all d ≥ 1. We also define P − (d) and P − to be the set of polynomials having only nonpositive roots.
For a function f (x), we write the derivative as Df (x). For a number α, we let U α be the operator that maps f to f − αDf . That is, U α is multiplication by 1 − αD.
Convolution Formulas
In this section, we will derive explicit formulas for the additive (both symmetric and nonsymmetric) and multiplicative convolutions of two polynomials in terms of their coefficients.
We denote the coefficient of (−1) k x d−k of the characteric polynomial of a d-dimensional matrix A by e k (A), which we recall is the kth elementary symmetric function of the eigenvalues of A. For a subsets S, T ⊆ {1, . . . , d}, we write A(S, T ) for the submatrix of A indexed by rows in S and columns in T . We write A(S, :) for the submatrix containing rows in S. We recall that
Multiplicative Convolution
We establish Theorem 1.5 by establishing the identity for each of the coefficients individually.
Theorem 2.1. For d × d symmetric matrices A and B and random orthonormal Q:
Proof. We first show that we can assume without loss of generality that A and B are diagonal. To see this, diagonalize these matrices as A = U CU T and B = V DV T where U and V are orthonormal. We then have that
as U T QV is distributed according to the Haar mesure.
Assuming that A and B are diagonal, we compute
where P is a random permutation matrix, since P Q
Symmetric Additive Convolution
We now prove Theorem 1.1 by establishing it for each coefficient.
where Q is a random orthogonormal matrix.
Proof. Writing A = U CU T and B = V DV T where C and D are diagonal and U and V are orthonormal, we derive
since U T QV is a random orthonormal matrix. Thus, we may assume that A and B are diagonal. Given this assumption, we let e i denote the elementary unit vector in direction i and compute
where M ST = [I(:, S)|(QI)(:, T )] is d × k with columns {e i } i∈S and {Qe i } i∈T .
It now turns out that the expectation E Q det(M T ST M ST ) depends only on |S| =: i and |T | =: j. Fixing S and T and removing subscripts to ease notation, we have
where Π is a random permutation matrix, since ΠQ
where R is a uniformly random subset of
· 1 since P is a projection of rank j.
Thus we may write the quantity of interest as
as desired.
We remark that the above formula may also be obtained using the methods (based on establishing rotational invariance) we use in the next section for the asymmetric additive convolution.
Asymmetric Additive Convolution
Recall that the asymmetric additive convolution of the characteristic polynomials of matrices A and B is defined as:
where the expectation is taken over random orthonormal matrices and
In this section, we will derive the explicit formula:
Observe that both sides of the equation are invariant under left and right multiplication of A and B by orthonormal matrices, so by taking singular value decompositions it suffices to prove it for the case when A and B are diagonal. This will be accomplished in two steps. First, we will pass from random orthonormal matrices to random signed permutations. A signed permutation matrix is a matrix whose nonzero entries are ±1 that has exactly one nonzero entry in each row and column. A uniform random signed permutation matrix may be obtained by multiplying a random diagonal with uniform ±1 entries by a uniform random permutation matrix. Define
where P and S are uniform random signed permutation matrices.
This theorem establishes a quadrature result: it shows that the integral over the the orthonormal group may be computed by taking the expectation over a discrete subset of that group. Using similar techniques, we may establish the following theorem.
Theorem 2.4 (Symmetric Additive Quadrature). For all d dimensional symmetric square matrices A and B, E
where the first expectation is over orthonormal matrices and the second is over signed permutation matrices.
Then, we will explicitly calculate the polynomial f [A, B](x) in the diagonal case.
Theorem 2.5. When A and B are diagonal,
The combination of Theorems 2.3 and 2.5 immediately establishes (6).
Quadrature
Theorem 2.3 follows easily from the following lemma, which says that f is invariant under left and right multiplication of A, B by orthonormal matrices.
Lemma 2.6. For any A, B and orthonormal Q, R:
Proof of Theorem 2.3.
We prove Lemma 2.6 by showing that it holds for orthonormal matrices acting on twodimensional coordinate subspaces, and then appealing to the fact that such matrices generate all orthonormal matrices. For s = t, let R st (θ) denote the d × d matrix whose nonzero entries are given by
The key observation is that any expected characteristic polynomial over a distribution that is invariant under a small subset of such rotations must be invariant under all of them.
Lemma 2.7. Let A, B be d × d matrices and let s, t ∈ [d] be two distinct indices. Let P be a random matrix supported on O(d) such that the distribution of P is the same as the distribution of P R st (jπ/2) for j = 0, 1, 2, 3. Then, for every angle θ,
Proof. The hypothesis tells us that
by Lemma 2.8, for some c
, since the inner sum vanishes for |k| = 1, 2.
Since this quantity is independent of θ, we may take θ = 0 and the claim is proved.
Proof. Recall that all 2 × 2 rotations may be diagonalized as
is independent of θ. This implies that R st (θ) = V DV † for diagonal D containing e iθ and e −iθ in positions s and t and ones elsewhere, with V independent of θ. Thus, we see that
Notice that the matrix M = DV † AV + V † BV D depends linearly on e iθ , e −iθ , and that the e iθ (resp. e −iθ ) terms appear only in the sth (resp. tth) row and column of M . Since each monomial in the expansion of the determinant contains at most one entry from each row and each column and e iθ · e −iθ = 1, this implies that no terms of degree higher than two in e iθ or e −iθ appear.
We are now in a position to complete the proof of Lemma 2.6 and thereby Theorem 2.3.
Proof of Lemma 2.6. Since each Q, R is a product of a finite number of orthonormal matrices acting on two-dimensional coordinate subspaces, it suffices to show that
for every rotation R st (θ) and diagonal reflection D st with D(s, s) = ±1, D(t, t) = ±1, and identity elsewhere. We will show the first equality. Since the distribution of P is invariant under reflections, it is immediate that
so replacing B by D st B it suffices to show that
for every θ. For any (not necessarily symmetric
and let A ⊕ B denote the 2d × 2d block matrix
Observe that
For every fixed S, the random matrix P ⊕S is invariant under right multiplication by R st (jπ/2)⊕ I for j = 0, 1, 2, 3, since these are themselves signed permutation matrices. Thus, we may apply Lemma 2.7 to conclude that for every S,
Taking expectations of both sides with respect to S yields
The argument for the other side is identical, except we consider I ⊕R st (θ) instead of R st (θ)⊕ I.
Calculation for Diagonal Matrices
Proof of Theorem 2.5. Let (a i ) i≤n and (b j ) j≤n be the diagonal entries of A and B. Observe that
Let σ, π be the permutations corresponding to S, P , and let [iσ(i) ← a i ] denote a matrix with entry a i in position iσ(i) and zeros elsewhere. Then the nonzero entries of
, where and the signs ǫ i , ξ j ∈ ±1 are chosen independently. In particular, each entry of M has mean zero.
Thus, if we expand det(xI − dil(M )) in permutations for any fixed σ, π, the only terms that survive are the involutions, which correspond to bipartite matchings in the support of dil(M ), i.e., pairings of entries from the upper right and lower left blocks of dil(M ) (see the appendix of [MSS15a] for the simple calculation). Indexing 1 such k-matchings of the entries by bijections ρ : S → T , where S, T are k-subsets of the rows and columns of M , we have for fixed every fixed σ, π:
In particular, the coefficient of x 2d−2k is:
since the cross terms vanish because of the independent mean zero signs.
We now calculate the expectation of this with respect to σ, π. The key point is that the events {1 {ρ(i)=σ(i)} } i∈R and the events {1 {πρ(i)=i} } i∈S\R are independent because σ and π are independent and ρ(R) is disjoint from ρ(S \ R). Thus, the expectation over σ, π is given by:
In what follows, it is good to think of the matrix M as a directed bipartite graph in which the left nodes are indexed by the entries ai, the right nodes are indexed by the bj , and the entries of M are given by rightward edges labeled by a iσ(i) and leftward edges labeled by b π(j)j .
only depends on the size of R, and similarly
Thus, the expectation of interest simplifies to:
where we have written Z = ρ(S \ R) and (a i ) S := i∈S a i to ease notation
Real Rootedness of the Asymmetric Additive Convolution
We will use the theory of stable polynomials to prove Theorem 1.4. For this theorem, we will require Hurwitz stable polynomials. We recall that a multivariate polynomial p(z 1 , . . . , z m ) ∈ IR[z 1 , . . . , z m ] is Hurwitz stable if it is identically zero or if whenever the real part of z i is positive for all i, p(z 1 , . . . , z m ) = 0. Instead of proving Theorem 1.4 directly, we prove the following theorem from which it follows.
Theorem 3.1. Let
have only nonpositive real roots. Then,
We will use the following result to prove that a polynomial is in P − .
Lemma 3.2. Let r(x) be a polynomial such that h(x, y) = r(xy) is Hurwitz stable. Then,
Proof. Let ζ be any root of r. If ζ is neither zero or negative, then it has a square root with positive real part. Setting both x and y to this square root would contradict the Hurwitz stability of h.
We will prove that p ++ d q is in P − by constructing a Hurwitz stable polynomial and applying Lemma 3.2. To this end, we need a few tools for constructing Hurwitz stable polynomials.
The first is elementary.
Proof. If both x and y have positive real part, then xy cannot be a nonpositive real, and thus cannot be a root of p.
The second is essentially a result of Borcea and Brändén. It's proof is identical to that of Proposition 3.4 in [BB09b] . 
is Hurwitz stable.
The polynomial P is called the polarization of p. We remark that P (x, . . . , x, y, . . . , y) = p(x, y).
The last result we need is due to Lieb and Sokal [LS81] (see also [BB09a, Theorem 8.4]). 
Proof of Theorem 3.1. Define f (x, y) = p(xy) and g(x, y) = (xy) d q(1/xy). Let F (x 1 , . . . , x d , y 1 , . . . , y d ) be the polarization of f (x, y) in the variables x 1 , . . . , x d , y 1 , . . . , y d . Let G(x 1 , . . . , x d , y 1 , . . . , y d ) be the analogous polarization of g(x, y).
Let σ x i be the ith elementary symmetric function in x 
We know from Theorem 3.5 that H is Hurwitz stable. Define h(x, y) = H(x, . . . , x, y, . . . , y).
It is immediate that h is Hurwitz stable too. We will prove that h(x, y) = r(xy), which by Lemma 3.2 implies that r is in P − .
It will be convenient to know that
We may now compute
So, r(xy) = h(x, y) and therefore must have only nonpositive real roots.
Transform bounds
All of our transform bounds are proved using the following lemma. It allows us to pinch together two of the roots of a polynomial without changing the value of the Cauchy transform at a particular point. Through judicious use of this lemma, we are able to reduce statements about arbitrary polynomials to statements about polynomials with just one root. Proof. Let t = maxroot (U α p) and set
We have chosen µ so that 2
and thus maxroot (U α p) = t. Our choice of µ also guarantees that t − µ is the harmonic average of t − λ 1 and t − λ k . Thus, µ must lie strictly between λ 1 and λ k , which implies part b. We may also conclude that t − µ < (1/2)(2t − (λ 1 + λ k )), which implies that
We have
This and inequality (9) imply that p(x) ∈ P(d − 1). As U α is linear, we also have (U α p)(t) = 0.
To finish the proof of part a, we need to show that the maximum root of U α p is less than t. The one root of p that is not a root of p is
.
To see that t > ρ, compute
which we know is greater than 0 because of (9) and the fact that µ is between λ 1 and λ k . This completes the proof of part a.
To prove part c, note that
Symmetric additive convolution
Theorem 1.1 tells us that if p(x) ∈ P(d) and q(x) = x d−1 , then p(x) + d q(x) = Dp(x). As maxroot U α x d−1 = (d−1)α, the following lemma may be viewed as a restriction of Theorem 1.7 to the case that q(x) = x d−1 .
Lemma 4.2. For α ≥ 0, d ≥ 2, and p ∈ P(d),
Proof. If p = (x − λ) d , then maxroot (U α p) = λ + dα, and maxroot (U α Dp) = λ + (d − 1)α, giving equality in (10). We now prove the rest of the lemma by induction on d, with d = 2 being the base case. For a polynomial p in P(d), define
We will prove that φ(p) ≥ 0 for all real rooted polynomials p. In particular, for every R > 0, we prove this for all polynomials p ∈ P(d) whose roots are bounded in abosolute value by R. So, let R > 0 and let p be a polynomial with roots in [−R, R] that minimizes φ. As the set [−R, R] d is compact, there must be some polynomial at which the minimum is achieved.
Let β = maxroot (U α p) − α, β ′ = maxroot (U α Dp), and assume by way of contradiction that β ′ > β. If p has at least two distinct roots, then we may apply Lemma 4.1 to obtain polynomials p and p with
Observe that all of the roots of p have absolute value at most R. We will obtain a contradiction by showing that maxroot (U α D p) > β ′ . For d ≥ 3, we use the inductive hypothesis to conclude that
and thus (U α D p)(β ′ ) > 0. As p = p− p, this implies that (U α D p)(β ′ ) < 0, and so maxroot (U α D p) > β ′ , a contradiction. For the base case of d = 2, we observe that p has degree 1 and so U α D p merely equals the first coefficient of p. As this coefficient is positive, we may again conclude that (U α D p)(β ′ ) > 0, and thereby obtain a contradiction.
Most of the work in the proof of Theorem 1.7 is devoted to the case in which p and q have the same degree. When their degrees are different, we use the following consequence of Theorem 1.1 to simplify their symmetric additive convolution.
Lemma 4.3. For p ∈ P(d) and q ∈ P(k) with k < d,
Proof. From the definition (1), we know that p(x) + d q(x) = q(x − λ), and so
On the other hand, maxroot (U α p) = λ + αd.
Our proof of Theorem 1.7 will be very similar to our proof of Lemma 4.2.
Proof of Theorem 1.7. We will prove this by induction on d. In the base case of d = 1 we observe that
This gives equality in (5), as
as required. We now consider the case in which
As before, we will prove that φ(p) ≥ 0 for all polynomials whose roots are in [−R, R], for arbitrary large R. So, let R > 0 and let p be a polynomial in P(d) with roots in [−R, R] that minimizes φ. If p has just one root, then Lemma 4.4 tells us that φ(p) = 0. Otherwise, let
and assume by way of contradiction that β ′ > β. We may apply Lemma 4.1 to obtain polynomials p and p with
Observe that all of the roots of p have absolute value at most R. We will obtain a contradiction by showing that maxroot
By the inductive hypothesis, we know that
and thus (
If one carries out the proof with a little more care, one can show that equality can only be achieved when p has just one root or when k = d and q has just one root.
Symmetric multiplicative convolution
We begin by considering the case in which p = (x − λ) d . We then have that
Thus,
and
Proof. For p(x) = (x − λ) d , one may use either the definition (2) or Theorem 1.5 to compute
With a little care, one can prove that this is the only case in which equality holds in Theorem 1.9.
The finite multiplicative convolution of polynomials of different degrees may be computed by taking the polar derivative with respect to 0 of the polynomial of higher degree. We recall that the polar derivative at 0 of a polynomial p of degree d is given by dp − xDp (see [Mar66, p. 44] ).
Proof. Follows from Theorem 1.5 by an elementary computation.
Let R be the operation on degree d polynomials that maps p(x) to x d p(1/x). The polar derivative may be expressed in terms of R by dp − xDp = RDRp.
Proof. The first part is a simple calculation. Inequality (11) follows from the fact that p ∈ P + (d) implies that Rp ∈ P + (d) and the fact that the roots of DRp interlace those of Rp. To see that (xD − d)p ∈ P + (d − 1), it remains to check that the lead coefficient is positive.
As we did with symmetric additive convolutions, we relate the M-transformation to the maximum root of a polynomial. We have
We therefore define the operator V w by
which gives M p (z) = w ⇐⇒ maxroot (V w p) = z. Note that the polar derivative is dV 0 .
Our proof of Theorem 1.9 will also employ the following consequence of Lemma 4.1.
Corollary 4.8. Let w > 0, d ≥ 2, and let p(x) ∈ P + (d) have at least two distinct roots. Then there exist p ∈ P + (d) and p ∈ P + (d − 1) so that p(x) = p(x) + p(x), the largest root of p is at most the largest root of p, and
Proof. To derive this from Lemma 4.1, let t = maxroot (V w p) and set
The polynomials p and p constructed in Lemma 4.1 now satsify
Proof of Theorem 1.9. As we have already shown that equality holds when one of p or q has just one root, we will henceforth assume that both have at least two distinct roots. Under this assumption, we will prove that
We will prove this by induction on the maximum degree of p and q, which we call d. The base case of d = 1 follows from Lemma 4.5. If the degree of p is larger than the degree of q, then we may prove the hypothesis by
by applying Claim 4.7 to V w p(x). For polynomials p ∈ P + , we define
We will prove that φ(p) ≥ 0 for all polynomials p ∈ P + . As before, we let R be an arbitrary positive number and let p be a polynomial minimizing φ(p) over the space of degree d polynomials with roots in [0, R]. If p has just one real root, then we know from Lemma 4.5 that φ(p) = 0. If p has two distinct roots, then we apply Corollary 4.8 to obtain polynomials p and p with maxroot (V w p) = maxroot (V w p) = maxroot (V w p). We define
and assume by way of contradiction that β ′ > β. By induction, we know that maxroot (V w ( p × d q)) ≤ β, and so
As all of the roots of p are less than R, this contradicts the assumption that p minimizes φ(p).
Asymmetric additive convolution
The following is a restatement of Theorem 1.8.
Theorem 4.9. Let p(x) and q(x) be in
with equality only if p or q equals x d .
We remark that if q(x) = x d , then p ++ d q = p, and
This is why the theorem holds with equality when q(x) = x d .
The following lemma tells us that it suffices to prove Theorem 4.9 in the case that α = 1.
Lemma 4.10. For a real-rooted polynomial p(x),
Our proof of Theorem 4.9 will use the following lemma to pinch together roots of p to reduce the analysis to a few special cases.
Corollary 4.11. Let α > 0, d ≥ 2, and let p(x) ∈ P + (d) have at least two distinct roots. Then there exist p ∈ P + (d) and p ∈ P + (d − 1) so that p(x) = p(x) + p(x), the largest root of p is at most the largest root of p, p has a root larger than 0, and
Proof. Let t = maxroot (U α Sp), so
Apply Lemma 4.1 with 2αtD in the place of α to construct the polynomials p and p. They satisfy
which implies (12).
We will build up to the proof of Theorem 4.9 by first handling three special cases:
That is, we consider DxD(x − λ) d (Lemma 4.14).
• When p(x) ∈ P + (d) and q(x) = x d−1 . That is, we consider DxDp(x) (Lemma 4.15).
• When p(x) = (x − λ) d and q(x) = (x − µ) d (Lemma 4.16).
As with the other convolutions, we may compute the asymetric additive convolution of two polynomials by first applying an operation to the polynomial of higher degree. In this case it is DxD, also known as the "Laguerre Derivitive".
Lemma 4.12. Let p ∈ P + (d) and let q ∈ P + (k) for k < d. Then,
Proof. Follows from Theorem 1.3.
The following characterization of the Laguerre derivitive also follows from Theorem 1.3.
Lemma 4.14.
with equality only if λ = 0.
Proof. By Lemma 4.10, it suffices to consider the case of α = 1. As Sp(x) = (x 2 − λ) d ,
So, the largest root of this polynomial is the largest root of
We may also compute
where
We now prove that maxroot (q λ ) ≤ maxroot (r λ ) − 2, with equality only if λ = 0. We first argue that q λ (x) is real rooted. This follows from that fact that it is a factor of U 1 SDxD(x − λ) d . For λ ≥ 0 all of the roots of DxD(x − λ) d are nonnegative, and so applying S to it yields a polynomial with all real roots.
We now compute
Elementary algebra gives
So, q λ (µ λ ) ≥ 0, with equality only when λ = 0. With just a little more work, we will show that µ λ is an upper bound on the roots of q λ for all λ.
For q λ to have a root larger than µ λ , it would have to have two roots larger than µ λ . When λ = 0, the polynomial q λ has one root at µ 0 and a root at 0 with multiplicity 3. As q λ is real rooted for all λ ≥ 0 and the roots of q λ are continuous functions of its coefficients, and thus of λ, we can conclude that for small λ all but one of the roots of q λ must be near 0. Thus, for sufficiently small λ, q λ can have at most one root greater than µ λ , and so it must have none. As the largest root of q λ and µ λ are continuous function of λ, maxroot (q λ ) > µ λ for all sufficiently small λ. As q λ (µ λ ) > 0 for all λ ≥ 0, we can conclude that maxroot (q λ ) > µ λ for all λ ≥ 0.
To see that Lemma 4.14 is equivalent Theorem 4.9 in the case of q = x d−1 , note that for
The equivalence now follows from Claim 4.13 and the fact that the the largest root of this polynomial is 2(d − 1)α.
Lemma 4.15. For α ≥ 0, d ≥ 2 and p ∈ P + (d),
Proof. For every p ∈ P + , define
We will show that φ(p) ≥ 0 for every polynomial p ∈ P + of degree at least 2, with equality only when p = x d . Our proof will be by induction on the degree of p. For any R > 0, let p be the polynomial in P + (d) having roots in [0, R] that minimizes φ(p). Since this set is compact, there is a polynomial p at which the minimum is obtained. If all the roots of p are the same, then Lemma 4.14 implies that φ(p) ≥ 0, with equality only when all roots of p are zero. If p has two distinct roots, then we apply Corollary 4.11 to obtain polynomials p and p.
Let
Now, assume by way of contradiction that φ(p) ≤ 0. This means that
, then we may assume by induction that φ( p) > 0 and thus
If d = 2, then p has degree 1 and so U α SDxD p equals the lead coefficient of p, which also implies (13).
As p = p − p, we may conclude that
and thus
But, this contracts the assumption that p minimizes φ(p) over polynomials in
In Section 4.4, we establish the following special case of Theorem 4.9.
Lemma 4.16. For λ, µ > 0, and
We now use Lemma 4.16 to prove Theorem 4.9 through a variation of the pinching argument employed in the proof of Lemma 4.14.
Proof of Theorem 4.9. We will prove this by induction on the maximum degree of p and q, which we call d. Our base case of d = 1 is handled by Lemma 4.16.
Assume, without loss of generality, that the degree of p is at least the degree of q. If the degree of p is larger than the degree of q, then we may prove the hypothesis by
(by Lemma 4.14).
Lemma 4.14 also tells us that equality is only achieved when p = x d . We now consider the case in which both p and q have degree d. For polynomials p and q in
We will prove that φ(p, q) ≥ 0 for all such polynomials, with equality only if one of them equals x d . For any R > 0, let p and q be the polynomials with all roots in [0, R] that minimize φ(p, q). Since the set of degree d polynomials with roots in [0, R] is compact, there exist polynomials p and q on which the minimum is obtained. If p and q each have only one root, then Lemma 4.16 implies φ(p, q) ≥ 0, with equality only if one of them equals x d . If not, let p have at least two distinct roots. We may thus apply Corollary 4.11 to obtain polynomials p and p.
Now, assume by way of contradiction that φ(p, q) ≤ 0. This means that
For d ≥ 2, we may assume by induction that φ( p, q) > 0 and thus
and thus maxroot (U α SDxD p) > β ′ .
But, this contradicts the assumption that p and q minimize φ(p, q) over polynomials with roots in [0, R].
Chebyshev Polynomials
This section is devoted to the proof of Lemma 4.16. For positive λ and µ, let
Most of the work will be in the proof of the following lemma.
Lemma 4.17.
Proof of Lemma 4.16. Compute
So, the maximum root of this polynomial is the maximum root of (x 2 − λ − 2αx), which is α + α 2 + λ.
Now, define t = α 2 + λ + α 2 + µ. (t 2 − (λ + µ)) 2 − 4λµ = d/α.
We will bound the Cauchy transform of q λ,µ d
by relating it to Chebyshev polynomials of the second kind, which we recall are defined by
Lemma 4.18. q
Proof. The lemma is an immediate consequence of the following two identities, which we will now prove. q 1,1
We recall that the Chebyshev polynomials of the second kind may also be defined by the recurrence U 0 (x) = 1 U 1 (x) = 2x
We now develop an analogous recurrence for the polynomials q λ,µ d (x). We begin by using Theorem 1.3 to derive
By examining the coefficients of x d−k λ i µ k−i in this expression, we derive We may now prove (15) by a simple change of variables. If we substitute y = x/2 − 1 and write the recurrence for U d (y), we obtain exactly the recurrences for q So,
coth θ sinh(θ)
Claim 4.21. For some α > 0, let F (t) = 1 + e −α/t 1 − e −α/t . For all t ∈ (0, 1), F (t) < tF (1) + (1 − t)F (0) = (1 − t) + tF (1).
Proof. The above statement with "≤" will follow from a demonstration that F is convex on (0, 1). The inequality is strict because F is not linear. The second derivative of F with respect to t is αe α/t (2t + 2(α − t)e α/t ) t 4 (e α/t − 1) 3 .
We need to show that this is positive for t ∈ (0, 1). The only term that is not obviously positive is 2t + 2(α − t)e α/t .
To show that this is positive, it suffices to show that te −α/t ≥ t − α.
Dividing both sides by t, this becomes equivalent to e −α/t ≥ 1 − α/t, which is true for all positive α and t.
Conclusions
This paper is part of an effort motivated by the method of interlacing polynomials [MSS15a, MSS15b] to better understand how operations that preserve the real rootedness of polynomial affect their roots. In [MSS15c] we use the results of this paper to demonstrate the existence of bipartite Ramanujan graphs of every number of vertices and every degree. The are other interesting connections between the finite free convolutions of polynomials introduced here and the standard free probability. For example, Guionnet and Shlyakhtenko have proved that in an appropriately taken limit, the inequalities in Theorems 1.7, 1.8 and 1.9 become equalities. We are preparing a paper on this and other relations.
