where m is any integer > n: We will be interested in estimating the number of polynomials f(x) for which there exists an integer m such that f(m) is squarefree. This property should hold for all polynomials f(x) for which N f is squarefree. However, this seems to be very di cult to establish. Nagel 8] showed that if f(x) 2 Z x] is an irreducible quadratic and N f is squarefree, then f(m) is squarefree for in nitely many integers m: Erd} os 2]
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Typeset by A M S-T E X proved the analogous result for irreducible cubics. Nair 9] has shown that in the case of an irreducible polynomial f(x) of degree n; one may obtain a similar theorem for k-free with N f squarefree take on at least one squarefree value.
To clarify our results, we de ne S n (N) = ff(x) = n X j=0 a j x j 2 Z x] : ja j j N for j = 0; 1; : : : ; ng:
Thus, jS n (N)j = (2 N] + 1) n+1 : We say that almost all polynomials f(x) have a certain property P if for every non-negative integer n; (1) At times we will restrict our attention to polynomials f(x) for which N f is squarefree.
An almost all result for such f(x) will mean that (1) holds with S n (N) replaced by ff(x) 2 S n (N) : N f squarefreeg: We will prove Theorem 1. Almost all polynomials f(x) with N f squarefree are such that f(m) is squarefree for some integer m:
Theorem 2. Almost all polynomials f(x) are such that there is an integer m for which f(m)=N f is squarefree.
We will actually prove stronger results (see section 3). As a consequence of the stronger results, we note that almost all polynomials f(x) = P n j=0 a j x j are such that f(m)=N f is squarefree for some positive integer m (max 0 j n fja j jg) ; where (x) is any function which tends to in nity with x:
We end this section by asking whether analogous results hold when one considers values f(m) with large prime factors rather than squarefree numbers. In particular, is there an absolute constant c > 1 (or even a c > 1 which depends on deg f(x)) such that almost all polynomials f(x) are such that there is a positive integer m and a prime p for which pjf(m) and p > m c ?
Preliminaries
Throughout this section and the next we make use of the notation established in the introduction. We view n as being a xed nonnegative integer so that, in particular, other quantities such as may depend on n: We will, however, stress when such a dependence is necessary. We reserve p for denoting primes. By (3), we can now nd a unique a n 2 ?N; N] such that d = a n m n + + a 1 m + a 0 :
The above steps may be reversed. More speci cally, given m and d as above, we must have that a 0 ; : : : ; a n?1 satisfy the congruences above, and this uniquely determines a n as above. Thus, the polynomials f(x) 2 S n (N) which take on at least one squarefree value as x ranges over the positive integers B on average take on (6= (i) (`) is multiplicative (i.e., if`1 and`2 are relatively prime integers, then (`1`2) = (`1) (`2));
(ii) if (p) = p; then either p n or f(x) 0 (mod p); Thus, (v) follows. Finally, we just note that the proof of (vi) is similar to the proof of (v). The proof of Lemma 3 is omitted. It is a direct application of the sieve of Eratosthenes.
The main idea in the paper is to show that for most f(x) 2 S n (N) the upper bound given above is very close to the actual number of integers m B for which f(m) is squarefree. This is what is to be expected since the product above converges as z tends to in nity. Let T = T(n; N) be the set of f(x) 2 S n (N) for which there is a j 2 f0; 1; : : : ; sg such that f(x) has a multiple root modulo p for 2 j k primes p 2 (t(j); t(j + 1)]: Also, we de ne T 0 = T 0 (n; N) to be the set of f(x) 2 S n (N) for which f (p For n 0 chosen su ciently large (depending only on ) we get that jT 0 j ( =2)(2N) n+1 :
We now turn to considering T: We begin by dividing up T into subsets T j which are not necessarily disjoint. For each j 2 f0; 1; : : : ; sg; we de ne T j as the set of f(x) 2 S n (N) such that f(x) has a multiple root modulo p for provided n 0 is su ciently large. We note that we can choose n 0 so that everything above holds and so that n 0 only depends on (and not on n unless, of course, depends on n).
For example, by checking the cases n p n 0 and n > p n 0 separately, the last inequality above is easily seen to hold provided that which, since k only depended on ; gives a lower bound on n 0 depending only on :
Combining the above, we get that for f(x) 2 S n (N) where we have used that since z log log N; (6) We are now ready to prove Theorems 1 and 2 of the introduction. As mentioned there, we will actually be able to prove slightly stronger results. where C 2 = C 2 (n) and we note that E 1 may be negative (so that, in particular, we claim no bound on jE 1 j at this point). Note that Thus, in fact, jE 2 j = jE 3 j 0 (2N) n+1 B:
Recalling how E 2 was obtained, we now get that jE 1 j 2 0 (2N) n+1 B:
The importance of this last inequality is that, unlike with the previous inequality on E 1 ;
we now are supplied with a lower bound on E 1 : More speci cally, E 1 ?2 0 (2N) n+1 B:
Recalling the de nitions of T and E(f(x)); we get that E(f( On the other hand, 
