A scalable data-plane architecture for one-to-one device-to-device communications in LTE-Advanced by Nardini, G. et al.
Authors’ version of: 
G. Nardini, G. Stea, A. Virdis, "A scalable data-plane architecture for one-to-one device-to-device communications in LTE-
Advanced", Elsevier Computer Networks, 131C pp.77-95, DOI 10.1016/j.comnet.2017.12.006, February 2018 
 
 
 Abstract—One-to-one device-to-device (D2D) communica-
tions are expected to play a major role in future releases of 
LTE-A, as well as in future 5G networks. Despite the abun-
dance of works on resource allocation for D2D communica-
tions, few works, if any, discuss how D2D should be realized 
within the LTE-A protocol stack. While it is generally under-
stood that D2D endpoints should be able to communicate both 
on the direct path or sidelink (SL) and on the relayed path (RP) 
through the eNB, little has been said on how this can be 
achieved in practice. In this paper we present a comprehensive 
proposal for a data-plane architecture for D2D communica-
tion: we define how communications should occur on the SL 
and the RP, and propose a solution for the challenges associat-
ed with mode switching between the SL and the RP. In particu-
lar, we argue that two different communication modes on the 
RP are required to allow D2D connections to be kept alive 
across cell borders in a multicell environment. Our proposal is 
scalable, since it does not require any signaling, and is guaran-
teed to not introduce losses. We evaluate our proposal through 
detailed system-level simulations, also focusing on its interplay 
with transport-layer protocols. 
 
Index Terms—LTE-A, device-to-device, mode switching 
I. INTRODUCTION 
Network-controlled device-to-device (D2D) communica-
tions are currently being investigated and standardized in the 
framework of LTE-Advanced, and are envisaged as being 
part of the future 5G systems. Enabling devices to com-
municate directly, without using the classical two-hop relay 
path (RP) through the eNodeB (eNB), is expected to reduce 
latency, enable frequency reuse on a spatial basis, and re-
duce energy consumption at the eNB itself [16].  
Both one-to-many (i.e., proximity broadcast or mul-
ticast) and one-to-one D2D communications are actively 
being studied by the research community. The broad-
cast/multicast service can be used to send time-critical 
alerts, e.g., collision reports in vehicular networks [3]. Typi-
cal use-cases for one-to-one D2D communications are in-
stead high-data rate services, where the endpoints are in 
hearing range for direct communications, like file sharing, 
gaming, social networking [4] and peer-to-peer (P2P) appli-
cations [42]. 
In one-to-one communications, the two endpoints com-
municate along a direct path, called the Sidelink (SL). How-
ever, being mobile, they may not remain in hearing range of 
 
* This paper includes results presented in [1] in a preliminary form.  
each other for the entire duration of the communication [42]. 
Even if they do, the RP may still allow higher data rates, or 
the eNB may simply decide not to use the SL at some point 
to optimize spatial frequency reuse on a cell-wise scale, as 
advocated in several works (e.g., [16]-[23]).  
For this reason, support for D2D communication must 
include an eNB relaying mode, in which the eNB reroutes a 
D2D communication on the RP, as well as fast and agile 
mode switching (MS) procedures that allow the eNB to 
switch a D2D communication from the SL to the RP and 
back, without disrupting the communication or impairing 
the Quality of Service.  
Allowing such flexibility requires architectural modifica-
tions to the LTE-A data plane. In fact, unless proper coun-
termeasures are taken, MS may generate a relevant amount 
of losses. This is because a single hop in LTE-A (both the 
SL one and either leg of the RP) requires the two Packet 
Data Convergence Protocol (PDCP) entities at the endpoints 
to negotiate a peering, with associated state, such as Proto-
col Data Unit (PDU) numbering and ciphering. When the 
mode is switched, the peer of the source PDCP entity 
changes, hence, all traffic below the PDCP layer at the 
source node is unable to reach its first-hop destination, 
hence must be discarded.  
Still due to node mobility, it may happen that one end-
point of a D2D communication initiates a handover, and the 
two endpoints end up under the control of different eNBs. In 
that case, preserving their communication on the SL is diffi-
cult, at best, since it would require coordinated scheduling at 
the source and target eNBs, at per-TTI timescales. Thus, the 
source eNB should switch a D2D connection through the RP 
right before either endpoint initiates a handover. Communi-
cation on the SL may then resume once both endpoints are 
under the control of the target eNB. 
The abundant work on D2D appeared in the last few 
years (see, e.g., [16]-[23]) is mainly concerned with re-
source allocation schemes for D2D communications (e.g., 
whether the SL can coexist with the uplink, and how to en-
force spatial reuse), and hardly takes into account architec-
tural modifications to the data plane. Few works ([25]-[28]) 
have addressed the problem of MS, proposing solutions to 
mitigate or eliminate losses. However, all the proposed solu-
tions rely on the exchange of additional signaling messages 
between the endpoints and/or between an endpoint and the 
eNB, which makes them slow and poorly scalable, and may 
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still not solve the problem altogether. Scalability of MS is a 
major concern, since MS operations may interest several 
connections at a time. This is certainly true of periodic re-
optimizations of spatial frequency reuse [16],[17]. Moreo-
ver, D2D connections may be also used in large-scale mo-
bile systems, e.g., trains, sensorized trucks, etc. [41]. In 
these systems, a large number of UEs may initiate handover 
quasi-simultaneously, hence a burst of pre-emptive MS op-
erations from the SL to the RP may be required at the source 
node. Any MS solution relying on message exchange would 
create a large overhead, and possibly lead to cell-wise per-
formance degradations, since signaling messages must still 
be scheduled, hence compete for resources with the rest of 
the traffic.  
In this paper, we propose an architecture for the data 
plane of one-to-one D2D communications. We advocate that 
two different relaying modes are necessary, namely IP re-
laying and RLC tunneling. IP relaying allows the eNB to 
fully reconstruct an IP datagram coming from the sending 
UE before relaying the latter to the receiving UE. RLC tun-
neling, instead, relies on RLC-into-RLC tunneling at the 
eNB to convey the RLC PDUs on the downlink leg of a RP. 
We devise lossless MS operations between the SL and the 
two RP modes, which do not require any signaling message, 
hence are fast and scalable. We show that these two relaying 
modes should coexist in the same deployment, since a D2D 
flow can employ both at different times. We compare the 
performance and capabilities of the two. While RLC tunnel-
ing performs better than IP relaying in several respects, 
RLC-tunneled connections (as well as SL ones) cannot be 
kept alive during handover, whereas IP-relayed ones can. 
This justifies including them both in a unified architecture. 
Our architecture is evaluated using discrete-event simu-
lations of an LTE-A system with models of all the protocol 
layers: we compare it against a baseline with IP relaying and 
no provisions for MS, and one employing signaling [25] to 
avoid MS-induced losses, using both UDP- and TCP-based 
applications.  
The rest of the paper is organized as follows: Section II 
reports the background on LTE-A. The proposed solutions 
are described in Sections III-V.  More specifically, Section 
III describes the two communication modes (i.e. either SL or 
RP) for a flow’s steady state. Section IV explores what hap-
pens at mode switch, and Section V integrates all the contri-
butions into a complete framework for one-to-one D2D 
communications in a multicell scenario. Section VI de-
scribes the related work and Section VII reports simulation 
results. We conclude the paper in Section VIII. 
II. BACKGROUND ON LTE-ADVANCED 
In this section we provide background on LTE-A, with 
particular emphasis on the details of its protocol stack that 
are relevant for the subject matter of this paper, and discuss 
what is already in the standard regarding D2D communica-
tions.  
Figure 1 shows the data flow within the LTE-A protocol 
stack. At each layer, data come from the upper layer as Ser-
vice Data Units (SDUs) and go to the lower layer as Proto-
col Data Units (PDUs). IP datagrams arrive at the Packet 
Data Convergence Protocol (PDCP) layer. A PDCP entity 
has its own PDCP context, which maintains a PDCP Se-
quence Number (PDCP SN) per SDU. SDUs are ciphered 
using a ciphering stream, which enables only the peering 
PDCP entity to recover original PDCP SDUs. Each PDCP 
entity sends data down to its Radio Link Control (RLC) en-
tity. RLC SDUs are buffered in the RLC transmission buff-
er, until they are sent down in the form of RLC PDUs, upon 
request from the MAC layer. Depending on the type of the 
flow (i.e. the application requirements), the corresponding 
RLC entity can be configured to work in one of three 
modes, namely transparent (TM), unacknowledged (UM) or 
acknowledged (AM). TM does not perform any operation, 
hence a RLC SDU corresponds exactly to a RLC PDU. UM 
performs segmentation/concatenation of SDUs on transmis-
sion, as well as reassembly, duplicate detection and reorder-
ing of PDUs on reception. AM adds an ARQ mechanism on 
top of that to ensure reliable delivery of RLC PDUs: with 
AM, a receiver sends back STATUS PDUs, either periodi-
cally or on demand, which report a map of which RLC 
PDUs have / have not been received thus far. The MAC 
layer encapsulates RLC PDUs into MAC Transport Blocks 
(TBs), which are sent over the physical layer [6]. Transmis-
sion of MAC TBs is arranged in subframes, paced at Trans-
mission Time Intervals (TTIs) of 1ms. A UE receives at 
most one TB per TTI (barring MIMO techniques like spatial 
multiplexing). A TB is sent over a set of Resource Blocks 
(RBs), whose information content depends on the Channel 
Quality Indicator (CQI) reported by the UE (the higher the 
CQI, the more bits per RB). A Hybrid-ARQ (H-ARQ) 
scheme provides error recovery at the MAC level, allowing 
the eNB a configurable number of retransmissions. A re-
ceiving UE ACKs (or NACKs) a MAC TB four TTI after its 
transmission [29]. Downlink H-ARQ processes are asyn-
chronous, i.e., the eNB can schedule a retransmission at any 
TTI.  
In the uplink (UL), UEs notify their buffer status to the 
eNB via quantized Buffer Status Reports (BSRs), transmit-
ted (either alone or trailing a data transmission) in band, i.e. 
together with the data. A formerly empty UE signals the 
presence of new backlog using an out-of-band Random AC-
cess (RAC) procedure. The eNB responds to a RAC request 
by scheduling the UE in a future TTI. The standard hand-
shake for UL transmissions is summarized in Figure 2. Up-
link H-ARQ processes are synchronous, i.e. retransmissions 
are scheduled exactly eight TTIs after the previous attempt. 
During the top-down traversal of the LTE stack, queueing 
occurs in the PDCP retransmission buffer, and in the RLC 
buffer. The former stores copies of PDCP SDUs that are 
sent down to the RLC, before ciphering occurs. If the RLC 
is AM, these copies are removed when an RLC-layer ACK 
is received. If the RLC is UM, instead, copies are removed 
when a discard timer expires. The value of this timer ranges 
from 50 to 1500ms, or can be set to infinity, i.e. discarding 
of PDCP SDU is deactivated [8].  
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Network-controlled D2D consists in having two UEs 
communicating through a direct link called the sidelink 
(SL), without using the eNB as a relay. The eNB still han-
dles scheduling, synchronization and control functions. In a 
Frequency Division Duplexing (FDD) deployment, D2D 
communications can take place using physical resources 
taken from either or both the UL and DL subframes. As-
sume UE a wants to transmit on the SL: two modes are fore-
seen for resource allocation. The first one follows the same 
procedure as an UL transmission (Figure 2), departing from 
it only at the last step (TTI 5), when a inserts a different 
target in its MAC-layer header. Alternatively, a may select 
RBs from a resource pool, statically configured by the eNB. 
The standard recommends using the RLC UM for D2D 
communications [5]. 
The standard only deals with one-to-many D2D commu-
nications, where the UE transmits to proximate neighbors, 
either acting as a relay to increase the cell coverage, or send-
ing data of its own, and MAC-level ACKing of PDUs is not 
provided [1]. On the other hand, some literature - e.g. [14] - 
(although no standard document) exists on one-to-one D2D, 
which is the focus of this paper. In the latter, the endpoints 
are identified before communication takes place, using con-
trol/management plane procedures such as those described 
in [11], [43]-[45]. This problem, called D2D discovery, is 
however outside the scope of this paper, which instead ad-
dresses the orthogonal problem of data-plane communica-
tions. Achieving reliable data-plane communications entails 
understanding which features of the standard LTE UL/DL 
communications described earlier in this section are to be 
exploited, which can be reused, and which should instead be 
modified, and how.  
III. COMMUNICATION MODES 
With reference to Figure 3, we focus on two UEs a and b 
in a multicell environment. The UEs are respectively the 
transmitter and the receiver of a one-way, D2D-eligible 
flow. This means that a and b are (electromagnetically) near 
enough for direct communication to take place. The D2D-
eligible flow can use either the SL or the RP through the 
eNB. When the flow uses the SL, the endpoints still need to 
communicate with the eNB in order to receive transmission 
grants, although the eNB does not participate in the data 
forwarding. We assume that the SL can be used only when 
the two endpoints are served by the same eNB, and we justi-
fy this assumption later. The eNB is able to dynamically 
select the best-suited communication mode for the flow ac-
cording to some metric (e.g. best channel quality), possibly 
triggering a mode switch from the SL to the RP and vice 
versa. For the sake of conciseness, we call SL flow a D2D-
eligible flow using the SL and RP flow a D2D-eligible flow 
using the RP.  
 Communications on the sidelink  
In accordance with the standard [12], we assume that the 
SL is carved out of the UL subframe of a Frequency Divi-
sion Duplexing (FDD) system. In fact, the UL subframe is 
likely to be less loaded than the DL one (due to the well-
known traffic asymmetry) and allows better overall SINR in 
the SL, especially when the UEs are far from the eNB [13]. 
In order for UEs to receive SL transmissions in the UL sub-
frame, they need to be equipped with a Single Carrier-
Frequency Division Multiple Access (SC-FDMA) receiver 
[14].  
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Figure 1 – Top-down traversal of the LTE protocol stack 
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Figure 3 – Sidelink (left) and relay path (right). 
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Like standard UL communications described in Section 
II, SL connections need their own associated PDCP and 
RLC entities, which are initialized when the connections 
start. PDCP and RLC entities at UE a are configured to peer 
with UE b’s, as shown in Figure 4. PDCP SDUs coming 
from upper layer are ciphered and assigned a PDCP se-
quence number (PDCP SN). Deciphering is accomplished 
by the peering PDCP entity, using the same ciphering 
stream. At the RLC layer, we assume that the UM is em-
ployed, hence segmentation/concatenation and in-sequence 
delivery are provided†. Each RLC PDU has a RLC sequence 
number (RLC SN), which is used to perform reassembly, 
duplicate detection and in-sequence delivery of SDUs at the 
receiving entity. However, a sender does not have RLC-
level ACKs, hence does not know what RLC SDUs have 
been received. Both PDCP and RLC SN are meaningful 
only within the current peering session. 
From the resource allocation perspective, UEs can obtain 
transmission grants from the eNB according to either of the 
modes described in Section II, without affecting the remain-
der of the architecture. We assume that the eNB possesses a 
SL CQI, estimating the channel quality between a and b. 
This can be obtained as shown in [46]: the eNB enables a to 
send reference signals with a predefined power level, and b 
estimate the SL CQI by measuring them, and reports it to 
the eNB. The latter then uses SL CQI for resource allocation 
and/or mode selection on the SL, like it would on the 
DL/UL.  
As far as H-ARQ is concerned, [48] posits that b’s feed-
back is sent to the eNB, like with standard UL communica-
tions. If b sends a NACK, the eNB itself performs the re-
transmission to b. This requires that a transmits at a power 
high enough to allow the eNB to receives its data transmis-
sion. Such a setting would make it difficult, if possible at all, 
to adopt frequency reuse schemes for D2D transmissions. 
We instead posit that potential retransmissions are per-
formed by a directly, coherently with the fact that the eNB 
does not participate in SL data exchange. This allows a to 
transmit at a reduced power, leveraging proximity to b. On 
the other hand, we require that b’s feedback reaches both a 
 
† We will discuss at the end of Section IV that our proposal is 
compatible with AM as well, highlighting that using the latter cre-
ates additional difficulties, without adding substantial benefits. 
and the eNB. This is necessary, since a needs to know if 
retransmission is required. However, the eNB must also 
know this, since it has to allocate the resources for that re-
transmission to take place. This can be accomplished by 
having b send H-ARQ feedbacks on the same control chan-
nel employed for standard UL transmissions, namely the 
Physical Uplink Control Channel (PUCCH), which employs 
robust modulations, allowing even cell-border UEs to reach 
the eNB. In other words, even though the D2D endpoints are 
close to each other and can transmit data at reduced power, 
H-ARQ feedbacks can still use a different combination of 
power and modulation, such that it can be overheard by the 
eNB. Note that, since a uses the UL subframe, retransmis-
sions must be scheduled synchronously, eight TTI after the 
previous attempt. The above assumption de facto rules out 
SL connection between endpoints under different eNBs. In 
fact, if this was the case, b would send the ACK to a (which 
may overhear it due to proximity) and its own eNB. Thus, 
a’s eNB would lack the information to schedule retransmis-
sions. While this could be remedied, in principle, by having 
b’s eNB relay SL ACKs to a’s, doing so would overly com-
plicate the framework and it might be difficult to meet the 
timing requirements of H-ARQ operations. For this reason, 
from now on we assume that SL communications occur only 
between UEs in the same cell‡.  
 Communications on the relayed path 
When using the RP, the communication path has two 
hops, one on the UL subframe and one on the DL one. Both 
legs have the eNB as one endpoint, respectively the receiver 
and the transmitter. For this to happen, two different PDCP 
and RLC peering sessions (like the one in Figure 4) must be 
configured: one between a and the eNB (i.e., the UL leg), 
another between the eNB and b (the DL leg). The two peer-
ing sessions are independent: more specifically, their num-
bering schemes are unrelated and their ciphering streams are 
different.  
Upon the deciphering of a PDCP SDU transmitted on the 
RP on the UL leg, the eNB forwards the extracted IP data-
gram to the Serving Gateway (S-GW) through the S1 inter-
 
‡ This does not imply that a D2D connection cannot be kept 
alive when one endpoint moves outside a cell, as we will explain in 
Section V. It can be kept alive, provided that it is routed through 
the RP. 
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face, as shown by the solid arrow in Figure 5. 
In fact, the S-GW is the entity that takes care of IP forward-
ing within the Evolved Packet Core (EPC) network [7]. 
From there, IP datagrams are sent towards the serving eNB 
of the destination UE, which is finally addressed with a 
transmission on the DL leg. Considering that the endpoints 
of a D2D-eligible flow are in proximity to each other, they 
are likely to be under the same serving cell. In this case, it is 
possible to modify the behavior of the eNB so as to avoid 
that packets are forwarded through the S-GW and reduce 
latency, as well as traffic in the EPC. We propose two relay-
ing solutions that present different advantages and draw-
backs. 
a) IP relaying 
A straightforward approach is to let the eNB receive IP 
datagrams from a and relay them directly to b through the 
DL leg, without going through the S-GW (dashed arrow in 
Figure 5). The UL and DL connections are standard, thus all 
we need is to modify the eNB’s forwarding table, hence IP 
relaying requires little in the way of eNB modifications. 
Moreover, it does not require modifications at the endpoints 
either.  
On the other hand, an IP datagram could be segmented 
into several RLC PDUs while traversing the a’s protocol 
stack. If the relaying is done at the IP layer of the eNB, IP 
datagrams need to be entirely reassembled and deciphered 
before being relayed on the DL. Recall that ciphering and 
segmentation are performed again by PDCP and RLC enti-
ties of the eNB taking care of the DL connection to UE b. 
Thus, IP relaying still incurs a reassembly latency at the 
eNB, which depends on how much an IP datagram ends up 
being fragmented into RLC PDUs at the RLC level. If the 
UL is congested and/or the number of RBs required to 
transmit an entire IP datagram is large (due to e.g., a long IP 
datagram, a low UL CQI, or both), the latency can still be 
significant.  
b) RLC tunneling 
Latency at the eNB can be reduced if the eNB does not 
reconstruct the entire IP datagrams, but acts as a relay of 
RLC PDUs coming on the UL leg, tunneling them in the DL 
leg of the RP. This is shown by the dotted arrow in Figure 5. 
The tasks of reassembly and deciphering are not performed 
at the eNB and are left to the receiving endpoint only. For 
this to work, ciphering and numbering must be kept con-
sistent between the sender and the receiver, hence there 
must be one PDCP/RLC peering established, directly be-
tween a and b. With reference to Figure 4, in this case the 
left side represents PDCP and RLC layers of UE a, whereas 
the right side represents PDCP and RLC layers of UE b. 
Recall that these peerings are logical relationships, hence 
they can exist also if the physical communication passes 
through the eNB.  
The working principle of RLC tunneling at the eNB is 
showed in Figure 6. We define a new type of entity, called 
RLC relay entity. RLC PDUs coming from a are not stored 
in a reception buffer for reorder and reassembly as with 
standard RLC entities. Rather, the eNB treats them as if they 
were RLC SDUs to be sent to b via the DL, encapsulated 
into an ad hoc RLC tunnel. We call them RLC-TUN SDUs. 
The RLC tunnel is an RLC peering between the eNB and b 
on the DL, with its own RLC SNs, independent of the one 
on the UL leg. These RLC-TUN SDUs are stored in a 
transmission buffer until the connection is scheduled by the 
MAC layer. Then, they are segmented or concatenated so as 
to form RLC-TUN PDUs, which in turn are inserted in MAC 
TBs of the appropriate size for DL transmission and sent to 
b.  
The end-to-end latency is smaller than with IP relaying, 
since no IP datagram reassembly occurs at the eNB and the 
only latency experienced at the eNB is due to scheduling 
delay. Moreover, RLC tunneling frees the eNB from per-
forming RLC reassembly and PDCP ciphering/deciphering, 
which are onerous tasks. All the above benefits more than 
compensate for the small overhead increase, consisting of an 
extra RLC header in the tunneled DL leg (two bytes per 
PDU). 
However, RLC tunneling does require modifications at 
both the sender and the receiver side. In fact, it is necessary 
that the eNB knows which RLC PDUs have to be relayed at 
the RLC and which not. To this aim, we can exploit one of 
the reserved bits of the MAC header [9] to inform the eNB 
that the MAC TB contains one or more RLC PDUs to be 
tunneled towards b. We call it tunnel (TUN) bit henceforth, 
and it is set by a’s MAC layer for each MAC TB corre-
sponding to a RP communication using RLC tunneling.  
Regarding the DL leg, RLC-TUN PDUs needs to be re-
assembled at b’s RLC layer. Once the original RLC PDUs 
included in RLC-TUN PDUs are extracted, they in turn 
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must be considered for reordering and reassembly, accord-
ing to the peering relationship established with a. Thus, 
RLC operations must be performed twice. This is because 
we allow the eNB to perform new segmenta-
tion/concatenation before transmitting on the DL. DL sub-
frame might be more congested than the UL one or b’s DL 
CQI might differ from a’s UL CQI, hence different modula-
tions should be used. This means that DL MAC TBs may 
have different size with respect to UL ones and segmenta-
tion/concatenation is necessary to optimize bandwidth utili-
zation. A detailed example of re-segmentation at the eNB is 
reported in the Appendix. 
Figure 7 shows an example of RP communication using 
RLC tunneling. At a, data coming from the IP layer are ci-
phered at the PDCP and buffered at the RLC. The next RLC 
PDU is sent to the eNB using SN=101 and the TUN bit is 
set into the MAC header of the MAC TB carrying the data. 
At the eNB, the RLC PDU is handled by the RLC relay enti-
ty that encapsulates it into a RLC-TUN PDU, having 
SN=401 (hence, unrelated to the SN used in the UL). The 
RLC-TUN PDU can be reassembled at b. The inner RLC 
PDU is decapsulated and sent to a second RLC entity with 
the correct numbering, i.e. 101. The latter can reorder and 
reassemble the original RLC PDUs. 
We now perform a numerical analysis to estimate the 
benefits of RLC tunneling over IP relaying in terms of la-
tency, also considering the additional overhead required. We 
consider the transmission of one IP datagram from UE a to 
UE b, assuming that the transmission grants issued by the 
eNB are such that the datagram is transmitted in more than 
one TTI. With reference to Figure 8, the IP datagram is 
segmented in several RLC PDUs at a’s side for transmission 
towards the eNB. We assume that RLC PDUs are sent in 
subsequent TTIs, due to multiuser contention, hence each 
one is the payload of a MAC TB. For simplicity, we assume 
that the IP datagram is segmented in the DL leg too, with the 
same granularity as the UL. If IP relaying is used, the eNB 
waits for all the segments to arrive, reconstructs the original 
IP datagram and sends it to b, still transmitting one RLC 
PDU per TTI. The latency experienced by an IP datagram is 
given by: 
   IP relaying UL fwd DLt t t t= + + , (1) 
 where ( )1UL DL TB dect t n TTI t= = − +  is the time needed 
to complete the transmission of the IP datagram in the UL 
(DL) and 
fwdt is the time required for relaying the IP data-
gram from the UL to the DL. In the above equation, 
TBn  is 
the number of MAC TBs, each one containing a RLC PDU, 
into which the IP datagram is segmented, whereas 
dect  is the 
time needed for decoding a MAC TB at the receiver. This 
value is hardware-dependent, but it is upper bounded by 
4ms, which is the standard time after which a MAC-level 
(N)ACK is sent back. On the other hand, if RLC tunneling is 
employed the eNB can relay segments towards the DL leg 
as soon as it receives them. In this case, the latency can be 
computed as: 
 ( )1 2RLC tunneling TB dec fwdt n TTI t t= − + + . (2) 
Figure 9 shows the latency reduction when using RLC 
tunneling with respect to IP relaying, as a function of the 
size of both the IP datagram and the RLC PDUs the data-
gram is segmented into. Savings are more significant as the 
size of the IP datagram increases and RLC PDUs are small 
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Figure 8 - Sequence diagram of an IP datagram transmission 
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(this might occur, e.g., if the CQI is small). Note that the 
actual values of  
fwdt  and dect  do not influence the compari-
son. This latency reduction comes at the cost of a small 
overhead in terms of bytes sent from RLC to MAC layer, 
due to the additional RLC headers for the DL transmissions 
with RLC tunneling. Figure 10 shows the overhead ratio 
  ( )RLC tunneling IP relaying IP relayingW W W− , (3)  
where 
xW  is the number of bytes sent to the MAC layer to 
transmit the same IP datagram with scheme x. Figure 10 
shows that the overhead is in the order of few percentage 
points. However, we observe that more bytes sent to the 
MAC layer may not imply more allocated RBs. In fact, 
these additional bytes may be absorbed by the MAC TB’s 
padding (see, for instance, the example in the Appendix). 
IV. MODE SWITCHING 
The previous subsections showed how the LTE-A proto-
col stack needs to be modified to support SL/RP communi-
cations for a D2D-eligible flow. The latter does not neces-
sarily stay in one of these modes for the entire duration of 
the communication. In fact, the flow can be switched from 
SL to RP or vice versa for several reasons, e.g. better chan-
nel quality or utilization of frequency resources. We assume 
that the decision about which mode is best suited for a D2D-
eligible flow is responsibility of the eNB, which can take 
advantage of knowing the state of the network and of all the 
ongoing D2D connections. In that case, the mode-switching 
(MS) command is sent by the eNB to both the endpoints of 
the D2D-eligible flow in the form of a Radio Resource Con-
trol (RRC) message. Defining the format of the message is 
outside the scope of the paper. On reception of the notifica-
tion, UEs should put in place some operations at several 
layers of the protocol stack in order to perform MS. Howev-
er, MS between the SL and the RP (and vice versa) is a non-
trivial problem. We first show that significant losses may 
occur following a mode switch, unless countermeasures are 
taken, and then argue that the existing LTE protocol mecha-
nisms are not able to solve the problem. 
Assume that a is transmitting to b on the SL. As dis-
cussed in Section III-1, a PDCP/RLC peering session is on-
going between the flow’s endpoints. When the communica-
tion is switched to the RP, new, different peering sessions 
will be used. Those new sessions are unrelated to each other 
and the previous one (i.e., the one on the SL). This means 
that RLC SDUs stored at a’s SL RLC entity cannot be 
transmitted on the RP, since they cannot be assumed to have 
valid PDCP/RLC SNs and they could not be deciphered by 
the eNB’s PDCP entity. The same problem occurs when the 
flow is switched back to the SL. Assume the switch occurs 
at time 
1t . Figure 11 reports the situation of the UEs’ proto-
col stack (i.e. PDCP and RLC layers) at time 
1t t . UE a 
ciphers PDCP SDUs with the ciphering stream k1 and sends 
down a RLC PDU with SN=101. At UE b’s side, the receiv-
ing RLC entity accepts the PDU, since its SN is consistent 
to the next expected SN. Then, the PDCP entity can perform 
deciphering using the correct stream k1. Figure 12 shows the 
situation at 
1t t , i.e. after the mode switch. In this case, UE 
a peers with the eNB, whose receiving RLC entity is expect-
ing the PDU having SN=251. For this reason, any SDU in 
the old RLC transmission buffer cannot be accepted by the 
eNB if it is transmitted in the UL. Even if they are accepted, 
the deciphering stream used by the eNB (i.e. k2) is different 
from the a’s (i.e. k1). Thus, data stored in the RLC transmis-
sion buffer are dropped. Moreover, if segments of RLC 
SDUs have been already reached UE b, they should wait for 
the missing counterparts that was still in the a’s transmission 
buffer, which has been discarded. Thus, when b’s RLC reas-
sembly timeout expires, those segments are discarded as 
well. The same problem is exacerbated when switching from 
RP to SL, since losses can occur both on the UL and DL leg 
of the RP. Note that the above problem is not due to the fact 
that the RLC UM is used, and it would not be solved by 
using RLC AM. In fact, the latter allows the sender to know 
which RLC PDUs have been delivered to the peer entity. On 
the RP, UE a cannot know which PDUs have reached UE b, 
which is two hops away. Moreover, RLC AM PDUs are still 
numbered and cyphered according to their PDCP context, 
hence changing PDCP context still makes them unusable.  
The loss rate may degrade a flow’s performance, de-
pending on how frequently MS occurs. Simulations in [16] 
show loss rates in the order of 0.5%-5% when the MS peri-
od is in the order of 100ms-1s. Such losses are too high for 
playback-based applications (all the more because they hap-
pen in burst, thwarting the effort of loss-concealment tech-
niques), and we show later on in this paper that they are too 
high for TCP-based communications as well. 
As observed in Section II, the PDCP retransmission buff-
er holds unciphered, unnumbered PDCP SDUs, which are 
still potentially usable after a mode switch (unlike cyphered 
and numbered RLC SDUs), and can be sent through the new 
path. However, PDCP SDUs are discarded from the re-
transmission buffer based on a timer, instead of whether or 
not they have been correctly received. Thus, at a mode 
switch, the PDCP retransmission buffer may hold a poten-
tially large number of SDUs that have already been re-
ceived, and may (albeit less likely) have already discarded 
SDUs which have not. Clearly, retransmitting all the buffer 
content on the new path after a mode switch would be inef-
ficient, and is not guaranteed to solve the loss problem. 
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Figure 11 – The mode switching problem, t < t1 
 
Authors’ version of: 
G. Nardini, G. Stea, A. Virdis, "A scalable data-plane architecture for one-to-one device-to-device communications in LTE-
Advanced", Elsevier Computer Networks, 131C pp.77-95, DOI 10.1016/j.comnet.2017.12.006, February 2018 
 
The MS problem bears some similarities with the hando-
ver (HO) in conventional LTE-A networks [10]. In fact, 
when the UE changes position and/or environmental condi-
tions vary, it might need to target a different cell, hence re-
leasing all the ongoing connections with the old eNB (the 
source eNB) and reestablishing them with the new one (the 
target eNB). In this case, the PDCP layer handles HO opera-
tions, performing either seamless or lossless HO, depending 
on the required QoS of the corresponding applications. 
Seamless HO resets the PDCP context (PDCP SN, ciphering 
stream and so on), whereas PDCP SDUs that have not been 
delivered yet are lost (i.e., those whose corresponding RLC 
SDUs are buffered at RLC). On the other hand, lossless HO 
guarantees that those PDCP SDUs are successfully deliv-
ered. This is achieved by exchanging PDCP status reports 
between the UE and the source eNB, which include the indi-
cation about missing PDCP SDUs. Retransmission of the 
latter is made possible by having a copy of as-yet 
unacknowledged SDUs stored in the PDCP retransmission 
buffer. In-sequence delivery of SDUs during the HO process 
is provided by transferring PDCP context information from 
the source eNB to the target eNB, e.g. using the X2 interface 
[15]. Seamless and lossless HO are applied to flows mapped 
on RLC UM and RLC AM entities, respectively.  
Thus, we now present our proposals to deal with the MS 
problem. Depending to the employed RP mode (i.e., either 
IP relaying or RLC tunneling), different actions must be 
taken.  
 MS with IP relaying 
The packet loss problem comes from the fact that a’s 
RLC transmission buffer is cleared at MS and it is both inef-
ficient and ineffective to retransmit its entire PDCP retrans-
mission buffer. We propose a simple alternative, i.e., an-
choring the presence of an SDU in the PDCP retransmission 
buffer to the MAC-layer ACKs of its segments. UE a uses 
an auxiliary map to keep trace of which RLC PDU(s) and 
MAC TB(s) the PDCP SDU gets into. Figure 13 reports an 
example of usage for this data structure. Assume that an 
incoming PDCP SDU is assigned SN i. The auxiliary map 
associates PDCP SN i to a pointer to the corresponding 
PDCP SDU in the PDCP retransmission buffer. At the RLC 
layer, the resulting RLC SDU is segmented into two RLC 
PDUs, with SN j and j+1 respectively. The auxiliary map 
stores the association PDCP PDU/RLC PDUs, as shown in 
the figure. Similarly, the information on which MAC TBs 
and H-ARQ transmission buffer the RLC PDUs are included 
is stored within the data structure. When a MAC-layer ACK 
reaches the UE (e.g. for H-ARQ buffer hbi in Figure 13), it 
can climb up the auxiliary map and identify which PDCP 
SDU(s) is associated to that ACK. If all segments of that 
SDU have been acknowledged, then the copy can be re-
moved. This can be obtained through straightforward bit-
wise operations.  
This way, at a mode switch, the PDCP SDUs still in the 
buffer are those that may not have been entirely received 
and should be retransmitted along the new path. Figure 14 
exemplifies this approach, focusing on a’s protocol stack. 
Consider a SL flow at any time 
1t t . The PDCP layer at a 
received five IP datagrams from the IP layer, which it num-
bered from 1 to 5 and whose copies were stored in the re-
transmission buffer. Assume that the first three RLC SDUs 
are concatenated to form RLC PDUs 101 and 102, and sent 
down for transmission. On reception of the ACKs for the 
corresponding MAC TBs, a retrieves the PDCP SDUs using 
the auxiliary map and removes them from the buffer. If a 
mode switch occurs at time 
1t t= , the buffer still contains 
two SDUs, which have not been transmitted yet. These 
SDUs can be moved to the new PDCP entity related to the 
UL leg of the RP, whereas the content of the RLC transmis-
sion buffer is dropped. In the new PDCP entity, SDUs are 
ciphered with the correct ciphering stream, and numbered 
according to a new sequence, unrelated with the previous 
one. 
This solution guarantees that all PDCP SDUs are entirely 
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transmitted by a across a mode switch, compensating the 
losses due to the flushing of the RLC buffer. This is 
achieved with few straightforward, backward-compatible 
modifications at the sender UE and without any message 
exchange among the involved parties. However, there are 
some limitations. Although all PDCP SDUs are transmitted, 
there is no guarantee that they reach the destination in se-
quence across a mode switch. This is because b has two dif-
ferent PDCP/RLC peering sessions for the same flow (one 
for the SL and one for the RP). Both guarantee in-sequence 
delivery of their traffic, but sequence cannot be enforced 
between them. OoS delivery is more likely when switching 
to the SL, since new PDCP SDUs are sent through a (pre-
sumably faster) single-hop path and may overrun SDUs sent 
through the (presumably slower) two-hop RP. Moreover, 
duplicate transmissions may also occur due to H-ARQ la-
tencies. According to the standard, a MAC-layer ACK for a 
MAC TB requires four milliseconds [29]. Therefore, the 
ACK of (the last segment of) a correctly received PDCP 
SDU may not have got to a yet when a mode switch occurs. 
In that case, the copy of that PDCP SDU is still in the PDCP 
retransmission buffer, hence will be handed to the new 
PDCP entity, causing the same IP datagram to appear twice 
at b. Duplicate and OoS delivery of a large number of seg-
ments may hamper the throughput of a TCP connection, as 
we show later on.  
A mode switch might occur when some H-ARQ process 
is in retransmission at a. To the best of our knowledge, this 
aspect has not been tackled in any related work so far. At 
least two strategies may be envisaged to deal with this: one 
is to only switch idle H-ARQ processes, allowing busy ones 
to complete their cycle of retransmission before switching 
them too. The other one is to flush all H-ARQ processes, i.e. 
abort all pending retransmissions. Our MS solution works 
irrespective of this choice. However, the auxiliary map can 
be simplified under the first hypothesis, because in that case 
every RLC-PDU pulled down by the MAC would have the 
same assurance to be received regardless of the occurrence 
of a MS operation. Thus, all the part of the map involved in 
tracking the outcome of MAC-layer transmissions could be 
dispensed with. This part is instead required if H-ARQ pro-
cesses are flushed at a MS. 
 MS with RLC tunneling 
The above discussion shows that the main obstacle to a 
lossless, duplicate-free and in-sequence delivery of data 
across a mode switch when IP relaying is employed is that 
communications on the SL and RP involve different, unre-
lated PDCP and RLC peering sessions. RLC tunneling of-
fers the sensible alternative of using a single PDCP/RLC 
peering that remains active in both cases. In fact, we dis-
cussed in Section III-2b that with RLC tunneling there is 
only one direct peering session between a and b. This can be 
the very same session used by the endpoints for the SL, too. 
This way, only one PDCP peering exists between a and b, 
regardless of whether the communication is currently ongo-
ing through the SL or RP. This procedure is exemplified in 
Figure 15. 
At a, all IP datagrams entering the LTE protocol stack are 
directed to the same PDCP and RLC entities, regardless of 
whether communication occurs on the SL or the RP. This 
means that the PDCP context (i.e., ciphering stream and 
numbering) is maintained across a mode switch. On trans-
mission, the MAC layer at a requests one or more RLC 
PDUs according to the size of the scheduling grant received 
by the eNB. The MAC layer at a sends the resulting TBs to 
either b (solid arrow in Figure 15) or the eNB (dashed line 
in Figure 15), selecting its target according to the currently 
active path. In case of RP communication, the TUN bit is set 
in the MAC header of the TB. At b, RLC-TUN PDUs can be 
reassembled and reordered by the RLC entity responsible of 
the DL connection. The RLC-TUN SDUs thus obtained are 
in turn the RLC PDUs transmitted by a, which are passed 
over to the RLC entity that peers with a’s, i.e. the one used 
during SL communications. Then, the corresponding PDCP 
entity at b can decipher the received PDCP SDUs and deliv-
er them to the upper layer. This way there is only one peer-
ing between a and b, at both the PDCP and RLC layers. This 
solution operates at the RLC layer, where buffering occurs. 
This means that buffered RLC SDUs are not lost at mode 
switch. Moreover, PDCP and RLC entities involved in the 
peering between UEs are unaffected by a mode switch, and 
they do not have to be aware of which path is being used at 
any time. IP datagrams traverse the same PDCP/RLC enti-
ties at both a and b, hence they are delivered both in se-
quence and without duplicates.  
Like IP relaying, RLC tunneling can work regardless of 
which strategy is adopted at the MAC for busy H-ARQ pro-
cesses, but for different reasons. If H-ARQ processes are 
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allowed to carry on with their retransmissions, then every-
thing will work fine. If H-ARQ buffers are flushed, instead, 
the only required care is that the original RLC PDUs includ-
ed in a TB be extracted and re-inserted at the front of their 
RLC buffer, before flushing. No data will be lost across a 
mode switch in both cases. 
In Section III, we made the assumption that RLC UM is 
used for SL communications. We now show that our 
framework would work with AM as well, but using the latter 
is unadvisable. First of all, RLC AM requires bi-directional 
data-plane connectivity, even if the flow of information is 
unidirectional. In fact, RLC PDUs are acknowledged by 
sending specific RLC control PDUs, namely STATUS 
PDUs [47], from b to a. These are mapped on the Dedicated 
Control Channel (DCCH), which in turn maps to the Up-
link/Downlink Shared Channel [10], i.e. the same transport 
channel used for UL/DL data transmission. Thus, STATUS 
PDUs must be scheduled on a MAC-level connection from b 
to a, parallel with, and independent of, the data connection 
from a to b. Providing bi-directional connectivity for D2D 
connections complicates the picture at the very least, since 
MS operations should affect both flows simultaneously. 
This complication is not counterweighted by any improve-
ment in reliability due to AM. As mentioned earlier, with IP 
relaying, using AM would not prevent losses occurring at 
MS. Nor could RLC-level ACKs provided by AM effective-
ly substitute the MAC-level ACKs and the auxiliary map 
that a employs to track which PDCP SDUs have been re-
ceived by b. In fact, RLC STATUS PDUs are not sent for 
every RLC PDUs [47], and they are subject to latency due to 
eNB scheduling, whereas MAC-level ACKs are always 
available in four TTIs. Hence, AM would only report to a 
coarser, staler information. Regarding MS with RLC tunnel-
ing, AM would allow b to send STATUS PDUs and trigger 
retransmission from a through the tunneled connections. 
This would entail that STATUS PDUs flowing from b to a 
have to be relayed at the RLC level, as well as data PDUs 
from a to b.  
V. D2D COMMUNICATIONS IN A MULTICELL ENVIRONMENT 
We now discuss how to handle D2D connections when 
UEs are in mobility and can cross cell borders, triggering a 
handover (HO). The standard does not provide instructions 
on how to manage D2D communications during HO.  
We assume that seamless HO is used, coherently with 
the assumption of RLC UM made so far. Seamless HO shuts 
down the PDCP and RLC entities and starts new ones with 
the target eNB. Coherently, we assume that PDCP and RLC 
entities of D2D connections are shut down as well. This 
rules out the possibility to use SL communications or RLC 
tunneling when one of the endpoints performs HO, since the 
communication continuity relies on preserving PDCP and 
RLC context. Moreover, we have already discussed that 
maintaining a SL communication across cell borders would 
incur other major difficulties, for reasons related to MAC-
level ACK reporting. Other papers (e.g., [31]) also motivate 
the same statement by mentioning excessive latency and 
signaling as the main drawbacks. However, IP-relayed D2D 
connections can be maintained across cell borders. All it 
takes is that a’s eNB relays a reassembled IP datagram to 
b’s (via the X2 inter-eNB connection which is also used for 
HO), and everything will work, regardless of whether the 
HO is performed by a or b (or both simultaneously, unlikely 
as it may be). This brings IP relaying back in the picture: 
although less performing than RLC tunneling, in fact, it is 
HO-friendly. We now complete the framework for manag-
ing D2D flows by adding provisions for a multicell envi-
ronment. 
With reference to the finite-state machine of Figure 16, a 
D2D flow can be in four different states at any time, namely 
i) SL, in a single cell, ii) IP-relayed RP, single cell, iii) IP-
relayed RP, different cells and iv) RLC-tunneled RP, single 
cell. When both UEs are in the same cell, switching should 
occur between the SL and the RLC-tunneled RP (arrows 1 
and 2 in the figure), so as to exploit all the benefits high-
lighted in the previous section. On the other hand, when one 
UE initiates HO, the D2D flow should be switched to IP 
relaying (arrow 3), even if it is currently RLC-tunneled (ar-
row 4). This requires us to define a mode switch procedure 
from RLC tunneling to IP relaying. The latter, however, can 
exploit the same mechanisms shown in Section IV-1. In fact, 
at the sender side, IP relaying and RLC tunneling are han-
dled by two separate PDCP/RLC entities. At mode switch, 
the content of the PDCP retransmission buffer is transferred 
from one entity to the other, ensuring that no IP datagrams 
are lost. 
If the other UE performs HO as well, so that both end up 
under the control of the same eNB, the connection reverts to 
IP relaying, single cell (arrow 5). Note that this state change 
(as well as the opposite one – arrow 6) does not require any 
switching procedure, since it is guaranteed by the conven-
tional HO procedure of legacy UEs. In principle, RLC tun-
neling is now possible again, thus the flow could switch to it 
from IP-relaying in the same way described above. Howev-
er, this could cause unnecessary duplicates and out-of-
sequence (OoS) deliveries, hence it is unadvisable. Moreo-
ver, it would require another switch back to IP relaying if 
one endpoint initiates another HO. Thus, the D2D flow 
should remain IP-relayed until a mode switch to SL is re-
quired (arrow 7), e.g. triggered by a mode selection algo-
rithm running periodically at the eNB. When this happens, 
RLC tunneling can be used from this point on if any intra-
eNB MS is requested. 
VI. PERFORMANCE EVALUATION 
In this section we demonstrate the benefits of the archi-
tecture presented in Sections III, IV and V using system-
level simulations. The evaluation is carried out using Sim-
uLTE [32]-[33], a discrete-event simulator written in C++ 
and based on the popular OMNeT++ framework [34]. Sim-
uLTE models the data plane of the LTE/LTE-A radio access 
network, implementing a Network Interface Card (NIC) that 
includes all the layers of the protocol stack, from PDCP to 
the physical layer. Models for both UE and eNB are ob-
Authors’ version of: 
G. Nardini, G. Stea, A. Virdis, "A scalable data-plane architecture for one-to-one device-to-device communications in LTE-
Advanced", Elsevier Computer Networks, 131C pp.77-95, DOI 10.1016/j.comnet.2017.12.006, February 2018 
 
tained by composing the LTE NIC with higher-layer proto-
cols (e.g. IP, UDP/TCP, a large number of application mod-
els) provided by the INET framework [35]. Also, the latter 
comes with models for several Internet entities (e.g. routers, 
servers, etc.) so that LTE-capable devices can be inserted 
within a complex network architecture.  
SimuLTE simulates both UL and DL traffic, with partic-
ular focus on resource allocation operations, and supports 
functionalities like handover and inter-cell interference. 
Moreover, it supports both one-to-one and one-to-many 
network-controlled D2D communications [36],[37]. For the 
one-to-one case, dynamic switching of communication 
mode for D2D-eligible flows is made possible, according to 
the desired mode selection algorithm. Since mode selection 
policies are outside the scope of this paper, our simulations 
employ a simple algorithm that periodically (i.e., each 
1T s= ) selects either the SL or the RP based on which CQI 
between the SL’s and the UL’s is the highest. Regarding the 
H-ARQ implementation, ongoing processes are allowed to 
complete the cycle at a MS. 
First, we focus on the impact of MS on higher-layer pro-
tocols, for both UDP and TCP-based applications. We com-
pare our IP relaying and RLC tunneling solutions against 
two baselines:  
• null baseline, where MS occurs by dropping every-
thing from the RLC down. IP datagrams are relayed at 
the eNB, as for IP relaying; 
• HO-like baseline [25]. With this approach (which we 
describe in detail in Section VII), at a MS the first-hop 
destination (either b or the eNB, depending on whether 
communication was taking place on the SL or the RP) 
notifies to a the number of the last RLC-SDU fully re-
ceived, and a resumes from the subsequent one on the 
new path. If the switch is from the RP to the SL, a is 
stalled until the eNB has relayed all the PDUs to b. 
Based on the analysis carried out in Section VII, this 
work appears to be the most challenging competitor. 
Then, we provide a proof of concept of our architecture 
in a multicell environment, where UEs perform handover 
between neighboring cells. 
 Single-cell scenario 
Figure 17 reports the simulation scenario, where a D2D-
eligible flow is established between two UEs served by one 
macro eNB, endowed with an omni-directional antenna 
transmitting at 46 dBm. UEs are located at 300m from the 
eNB and, at the beginning of the simulation, 60m from each 
other. We assume that UEs transmit at 26 dBm on both the 
SL and the UL. UE a is static, whereas UE b moves along a 
straight line at 3m/s, getting away from UE a and decreasing 
its SL CQI. This way, UEs start the communication on the 
SL (solid arrow in Figure 17) and switch to the RP (dashed 
arrows in Figure 17) when the SL CQI becomes smaller 
than the UL one. Moreover, we introduce inter-cell interfer-
ence in the DL using two micro eNBs, located at 500m from 
the macro eNB, so as to obtain more realistic DL CQI val-
ues. Micro eNBs are implemented as “light” eNBs in Sim-
uLTE, which means that their spectrum occupancy is simu-
lated, to produce interference on UEs served by the macro 
cell, but their UEs are not (since we do not need to record 
their performance). We assume that micro eNBs transmit at 
20 dBm with omni-directional patterns. We disable fading 
and shadowing effects, so that the observed behavior is not 
disturbed by unpredictable channel effects and can be as-
cribed to MS only. This way, the received power is a func-
tion of transmitted power and path loss, computed according 
to the channel model in [38]. A 5 MHz-bandwidth is consid-
ered, which results in 25 RBs per subframe. The main simu-
lation parameters are summarized in Table 1.  
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We first consider a unidirectional, UDP-based data flow 
from a to b. 100-byte packets are sent every 5ms, for a Con-
stant Bit Rate (CBR) bandwidth of 160kbps. We show how 
MS affects packets reception. With reference to Figure 18, a 
MS SL-RP is triggered at 12.05t s= . The x axis reports the 
application-layer sequence number assigned to packets sent 
by UE a, whereas the y axis reports their time of reception at 
UE b. We show that with a null baseline, two packets 
(namely, 2407 and 2408, denoted by the two dashed vertical 
lines) are lost, i.e. the corresponding markers are not present 
in the chart. Those packets are the ones buffered at a’s RLC 
layer at the time MS occurs, hence they are dropped. Clear-
ly, the number of dropped packets depends on the number of 
buffered packets, which in turn depends on i) the sending 
rate of the application and ii) the traffic load in the UL sub-
frame. In fact, the loss rate may be larger if the application 
transmits more frequently or RLC SDUs need to be buffered 
for a long time, waiting for a’s to be scheduled. On the other 
hand, both HO-like baseline and our schemes are able to 
deliver all packets to UE b. However, both our solutions 
exhibit the same behavior (in fact, the corresponding curves 
are overlapping) and packets 2407, 2408 are both received 
at 12.075t s= , whereas with the HO-like scheme they are 
received in a data burst at 12.104t s= , hence with a delay of 
29ms with respect to both our solutions. This is because the 
HO-like scheme stalls data transmissions and waits for the 
UEs and the eNB to complete the required control message 
exchange. Note that the additional latency introduced by the 
handshake between the eNB and the UEs reflects also on 
subsequent packets. The increased latency is shown in Fig-
ure 19, which reports the empirical probability density func-
tion (PDF) of the delay of packets affected by MS, with HO-
like and our IP-relaying solution. These PDFs were obtained 
by measuring the application-layer latency of: i) in-flight 
packets at the time of MS, e.g. those buffered at UE a’s 
RLC layer or waiting for reassembly at UE b, and ii) packets 
sent by a’s IP layer during the MS operations with HO-like 
baseline. The PDFs for null baseline and RLC tunneling are 
not shown since they are similar to the one of IP relaying. 
With the latter, delays are concentrated close to a central 
value at about 20ms, whereas HO-like baseline experiences 
a wider range of delays, always larger than 20ms.  
We now show how MS affects TCP-based connections. 
In fact, packet loss, duplicates and/or out-of-sequence deliv-
ery cause the receiver endpoint to generate duplicate 
acknowledgements (dupACKs). According to most well-
known TCP congestion control algorithms, e.g. Reno, 
NewReno and Westwood, the TCP protocol interprets 
dupACKs as network congestion signals and reduces its 
congestion window (cwnd), hence reducing the sending rate 
of the flow. We consider a scenario similar to Figure 17, 
where UEs are 170 m from each other and the flow is on the 
RP. UE b moves close to UE a at 3 m/s, so as to trigger a 
 
Figure 18 - Received application-layer packets 
 
 
Figure 20 - Evolution of the TCP congestion window 
 
 
Figure 17 – Single-cell simulation scenario 
 
  
Figure 19 - Probability density function of application-layer delay during 
mode switching 
 
Table 1 - Main simulation parameters 
Parameter Value 
Carrier frequency 2 GHz 
Bandwidth 5 MHz (25 RBs) 
Path loss model Urban Macro [38] 
Macro eNB Tx Power 46 dBm 
Micro eNBs Tx Power 20 dBm 
UE Tx Power 26 dBm 
eNB Antenna gain 18 dB 
UE Antenna gain 0 dB 
Noise figure 5 dB 
Cable loss 2 dB 
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switch to the SL. UEs have a TCP connection to transfer a 
1GB-file from a to b. We assume that the flow control’s 
receive window is 64KB large and TCP Reno is employed 
[39]. TCP Reno implements both Fast Retransmit (FRet) 
and Fast Recovery (FRec) mechanisms. This means that the 
transmitter halves its cwnd once it receives three or more 
dupACKs and enters the recovery phase. During this phase, 
the sender temporarily increases its cwnd by the number of 
dupACKs received (ndup) and retransmits one segment per 
Round-trip-time (RTT). The recovery phase terminates 
when an ACK for new data is received, then the cwnd is 
again reduced by ndup. Since the cwnd reacts to packet 
losses, we can observe its evolution over time in order to 
infer the behavior of the TCP flow with the different MS 
schemes. Figure 20 shows how the size of the cwnd changes 
during the simulation, where MS occurs at 7.05t s= . We 
note that, with the null baseline,,the cwnd is reset and the 
transmission is stalled for one second. As we will describe 
in more detail later on in this section, this behavior is due to 
the fact that the number of un-ACKed TCP segments is 
larger than the TCP sending window, thus the sender is pre-
vented to send new TCP segments until the retransmission 
timer expires. The HO-like baseline, instead, roughly halves 
its cwnd, which overlaps with the one of our IP-relaying 
solution. Moreover, there is no transmission interruption, 
unlike with the null baseline. We can observe that the cwnd 
size for the null baseline lags behind the ones of HO-like 
and IP-relaying schemes until the end of the simulation. 
With RLC tunneling, instead, the cwnd is unaffected, hence 
UE a’s sending rate is not reduced. 
In order to explain the reasons behind these different be-
haviors, Figure 21 zooms in on the cwnd around the time of 
the MS. For each scheme, a graph representing the SN of 
sent and received TCP segments is reported as well. These 
graphs show a darker marker for each segment sent by UE a 
and a lighter, smaller marker at same quota representing the 
instant when the segment is received by UE b. With refer-
ence to Figure 21a, with the null baseline a large burst of 
segments (those buffered at a’s RLC transmission buffer) is 
lost. Subsequent segments, sent using DM, are received 
OoS. In this case, UE b generates a burst of dupACKs and 
the FRet mechanism triggers a retransmission. When the 
corresponding ACK is received, TCP exits the recovery 
phase. However, the number of unacknowledged bytes ex-
ceeds the current size of the sending window. In other 
words, the outstanding segments are still in flight from a’s 
point of view. This prevents a from retransmitting the next 
segments until the retransmit timeout expires, hence the 
flow is stalled for 1s. Figure 21b shows the behavior with 
HO-like baseline, where we observe that duplicates are re-
ceived at UE b, again generating dupACKs and reducing the 
cwnd. This is due to the fact that, when the eNB creates the 
PDCP status report to be sent to UE a, some MAC TBs have 
not been ACKed yet, e.g. due to H-ARQ errors. Unlike with 
null baseline, UE a must not wait for the retransmit timer to 
expire, although some latency is still introduced by the sig-
naling required by this solution, as described previously. 
Our IP-relaying solution experiences some problems, as 
shown in Figure 21c. In this case, H-ARQ latencies cause 
new TCP segments, sent using the new SL path, to overrun 
segments sent along the “old” RP. However, recovery from 
this condition is faster than with HO-like baseline. Figure 
21d shows that these problems do not occur with our RLC-
tunneling solution, where the flow is unaffected by the MS. 
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The behaviors described above affect the application-
layer throughput, depicted in Figure 22. Each sample is ob-
tained by averaging over a 500ms period. We observe that 
the throughput obtained with null baseline drastically drops 
to zero at MS, since the flow is stalled for 1s. Although this 
could be tolerable for a single TCP flow, this could be a 
major problem when the eNB triggers simultaneous MS of 
several flows (e.g. for resource optimization purposes), 
since this would synchronize the congestion window of the 
TCP flows [40], which leads to poorer resource exploitation. 
Note that active-queueing techniques (such as RED) would 
not mitigate the problem, since MS-induced losses are unre-
lated to the state of congestion of the link. Both HO-like 
baseline and IP relaying provide significant improvements 
with respect to the null baseline, whereas RLC tunneling 
exhibits the best performance.  
In order to demonstrate the impact of simultaneous MS 
on multiple connections, we run a simulation with 10 D2D-
eligible flows that established a TCP connection. At the be-
ginning, flows are randomly routed on either the SL or the 
RP. Then, we force a MS for all flows simultaneously. The 
impact of MS on the system performance is shown in Figure 
23, which reports the sum of the application-layer through-
put achieved by all flows (sampled every 100 ms). The MS 
occurs at 5.05t s= , where we observe that the throughput of 
the null baseline drops to zero for about 1s, hence reducing 
the system utilization. The HO-like baseline experiences a 
reduction to less than 10Mbps, due to the stalling of data 
transmissions required by this scheme. IP relaying and RLC 
tunneling only reduce their throughputs of a negligible mar-
 
Figure 22 - Instantaneous application-layer throughput 
 
 
Figure 24 – Allocated RBs at the eNB 
 
Figure 23 - Sum of application-layer throughput 
                    
a) Null baseline                                                                                                         b) HO-like 
                    
c) IP relaying                                                                                                d) RLC tunneling 
Figure 21 –Sequence number of sent/received TCP segments at mode switch 
 
 
Figure 27 - Bytes received at UE b, multicell scenario 
 
 
Figure 26 - Congestion window, multicell scenario 
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Figure 25 - Multi-cell scenario 
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gin, and for a very brief time. This reduction occurs because 
at MS the eNB discards all the BSRs and pending RAC re-
quests for the UEs involved in the MS. As a result, UEs 
need to start a new handshake to obtain transmission re-
sources. This can be observed from the RB allocation per-
formed by the eNB, shown in Figure 24. Before the MS, the 
eNB allocates all the available RBs, i.e. 25 RBs in our sce-
nario. Right after the MS, the number of allocated RBs with 
IP relaying and RLC tunneling is in the order of 5-10 RBs, 
which are the RBs required to send the BSRs. In any case, 
this phase lasts for few TTIs only. With the HO-like base-
line, the allocation drops to zero for about 30ms, since UEs’ 
transmissions are stalled. 
 Multicell scenario 
In this section, we provide a proof of concept of our 
framework in a mobility scenario. With reference to Figure 
25, we consider two UEs, namely a and b, having a D2D-
eligible flow established between them. UE a is the trans-
mitter of a TCP-based flow, sending a 1GB-file towards b. 
To simulate a vehicular scenario, we place UEs at a distance 
of 100 m, and have them move along a linear path. Three 
different eNBs, located along a straight line at a distance of 
1000 m, cover the above path, so that both UEs undergo 
multiple HOs. HO are seamless, and leverage inter-eNB X2 
connections. We varied the speed between 5 and 25 m/s, 
obtaining qualitatively similar results, hence we only reports 
results for the 25 m/s case, where more HOs per second can 
be observed. Since the distance between UEs is constant and 
fading is disabled, the SL CQI stays equal to 9. On the other 
hand, UL CQI varies with the distance from the serving 
eNB. As in the previous section, the communication mode is 
selected according to a best-CQI criterion.  
We compare the null baseline against our complete 
framework presented in Section V, where UEs employ RLC 
tunneling when they are under the same cell, whereas they 
must rely on IP relaying when they are served by different 
eNBs.  
With reference to Figure 26, the variations of the cwnd 
allow us to analyze the behavior of the TCP flow. At the 
beginning, UEs are in SL under eNB0. At 11t s= , the flow 
is switched to RP, since UEs are closer to the eNB and the 
UL CQI is above SL’s. In this case, the cwnd drops with 
null baseline for the reasons explained in the previous sec-
tion, whereas this does not happen with our framework, 
which exploits RLC tunneling. When the UEs approach the 
cell edge, the flow reverts to SL. This occurs at 32t s=  
where the cwnd is again reduced in the baseline case. At 
about 38t s= , UE b performs a HO to eNB1. With our 
framework, the flow is switched to the IP-relaying mode. 
However, since seamless HO is used, some TCP segments 
are lost and the cwnd is reset. The communication stays in 
IP-relaying mode until also UE a moves to eNB1 and the 
flow is switched to DM, at 43t s= . Again, seamless HO of 
UE a might produce a reduction of the cwnd. 
The same behaviors are then observed under eNB1 and 
across the HO to eNB2. The higher reliability of our frame-
work reflects on the amount of bytes received by UE b. The 
received bytes are shown in Figure 27, whereas Figure 28 
represents the sum of the received bytes after 100 seconds of 
simulations, averaged over ten independent replicas. It can 
be observed that our framework allows UE b to receive 
about 14MB more than in the baseline case. The benefits of 
the proposed framework can also be observed in terms of 
data rate. Figure 29 reports the instantaneous throughput 
experienced by the flow at the application-layer.  
VII. RELATED WORK 
Having laid the details of our architecture on the table, 
we can now undertake a more insightful comparison with 
the related work. Some of the works mentioned in this sec-
tion will be used as baselines for a simulation-based com-
parison, discussed in the next section. 
Mode selection algorithms for D2D communications 
have been widely studied by the research community in re-
cent years, e.g. [16]-[23]. All of them assume that commu-
nications on the RP occurs with at least two hops at the IP 
layer, same as with our IP relaying. However, none investi-
gates the effects of MS and its impact on the QoS of the 
flows. Work [24] discusses the handling of radio bearers 
when offloading traffic to the SL. However, only control-
plane procedures are considered and the management of 
data at PDCP and RLC layers is not taken into account. To 
the best of our knowledge, few works ([25]-[27]) have stud-
ied how the MS affects the data plane of the protocol stack 
of LTE-A and proposed modifications to mitigate the ensu-
ing QoS impairments.  We thus perform a detailed compari-
 
Figure 28 - Sum of bytes received at UE b, multicell scenario 
 
Figure 29 - Instantaneous application-layer throughput, multicell scenario 
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son against these, in terms of required RLC mode, additional 
signaling and the possibility of experiencing losses, dupli-
cate transmissions and duplicate and/or OoS reception. 
First of all, works [25]-[27] rely on exchanging control 
messages among the three involved entities (the UEs and the 
eNB) to make MS lossless. This means that MS cannot be 
an instantaneous operation, and has the undesirable conse-
quence that data-plane communication has to be halted 
while the MS occurs. With reference to Figure 30, when the 
eNB decides to switch the communication mode of one 
flow, it needs to notify both a and b to start the required 
procedures. UE a halts data-plane transmissions and control 
messages are exchanged. Clearly, the duration of this phase 
depends on the employed scheme. Data-plane communica-
tion can resume only after the UEs inform the eNB that the 
necessary signaling procedures have been completed. On the 
other hand, our proposals do not require additional control 
messages, hence the eNB only needs to send one message to 
trigger the mode switch, and data-plane transmission is nev-
er halted. Moreover, since b does not require to know the 
current mode, the MS command can be addressed to a only. 
Therefore, our solution minimizes the latency and resource 
consumption required for the MS operation, and guarantees 
service continuity. We now describe in detail what are the 
messages exchanged among the involved entities (i.e., the 
content of the shaded box in Figure 30) for the existing solu-
tions. 
In [25], authors propose a MS for flows using RLC AM. 
With reference to Figure 31, when switching from the SL to 
the RP, UE b sends a PDCP status report to a including the 
SN of the last in-sequence PDCP SDU received by UE a, so 
as to allow it to resume the communication on the new path 
from the correct position of the PDCP retransmission buffer. 
Authors state that the PDCP status report from b to a is sent 
via the SL. However, this is only possible if the established 
D2D communication is bidirectional, which – as already 
discussed – requires setting up (and switching) two unidirec-
tional D2D flows simultaneously. Dually, in the RP-SL 
switch, the eNB signals the last received PDCP SDU to a. 
Before data-plane communication can resume, the eNB has 
to complete the forwarding of already received data to the 
core network (CN), and then to b. In order to ascertain when 
all data have traversed the CN, a particular packet, called 
end marker, trails data through the CN. When the end mark-
er comes back to the eNB, it means that all data packets 
have been relayed through the CN. The eNB then forwards 
all PDCP SDUs to b, and only then data-plane communica-
tion can be resumed on the SL. Note that b may have OoS 
RLC PDUs in its RLC reception buffer prior to the MS. 
These must be dropped and retransmitted on the new path, 
generating M duplicate transmissions, M being the size of 
the RLC reception buffer. This scheme allows b’s network 
layer to receive data in sequence and without duplicates, at 
the cost of forcing a to halt data-plane transmissions for the 
time needed to complete the mode switch. We have shown 
in the previous section that this degrades the performance. 
A similar approach is presented in [26] and exemplified 
in Figure 32. For a SL-RP switch, a communicates to the 
eNB the SN of the last PDCP SDU sent. In the meantime, b 
reassembles and delivers already received – possibly, OoS – 
RLC SDUs to the PDCP. Then, it sends a PDCP status re-
port including the information about missing PDCP SDUs to 
the eNB. According to this report, the eNB may request re-
transmission of missing SDUs to a (message 2 in the figure). 
Afterwards, the eNB configures new PDCP (and RLC) enti-
ties for communicating with a and b respectively, adopting 
the same numbering for both links, based on the PDCP SN 
received from a. Finally, the eNB informs a to resume the 
communication on the RP. Switching back to the SL is more 
complex and requires some advance setup (in addition to 
UE a eNB UE b
MS start MS start
MS completed MS completed
ready
ready
control messages & data-plane retransmissions
Data-plane communication (SL)
Data-plane communication (RP) Data-plane communication (RP)
 
Figure 30 – MS procedures in existing solutions 
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Figure 31 – Control messages required in [25] 
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Figure 32 - Control messages required in [26]  
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Figure 33 - Control messages required in [27] 
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standard procedures for UL/DL transmissions). With refer-
ence to the right part of Figure 32, two synchronization buff-
ers are needed at a and the eNB, which maintain copies of 
PDCP SDUs, respectively, transmitted from a to the eNB 
and forwarded from the eNB to b. Every time the eNB re-
ceives an acknowledgement from b, it removes the corre-
sponding PDCP SDU(s) from its synchronization buffer. 
Periodically (e.g. each 20ms), the eNB informs a about the 
status of the buffer, and UE a, in turn, updates accordingly 
its local synchronization buffer (i.e., removes PDCP SDUs 
successfully delivered to b). When a switch to SL is trig-
gered, the eNB decides from which PDCP SDU the SL 
communication should restart based on the buffer’s status, 
and sends a control message to a including the correspond-
ing PDCP SN. Thus, UE a retransmits PDCP SDUs includ-
ed in the synchronization buffer, starting from the indicated 
SN. Like [25], this solution requires RLC AM in order to 
allow the eNB to receive RLC-level acknowledgements, 
which are necessary to know when a PDCP SDU has been 
successfully received at b. In addition to PDCP status re-
ports, this approach requires the exchange of messages for 
synchronizing buffers at PDCP layer for the entire duration 
of RP communications: these messages are not defined in 
the standard and increase the traffic load. As far as duplicate 
transmissions are concerned, switching to the RP requires to 
send all the N PDCP SDUs stored in a’s synchronization 
buffer, whose size and update status depend on the period of 
update messages. 
Figure 33 depicts the solution described in [27]. When a 
switch from the SL to the RP occurs, UE a retransmits the 
entire content of the PDCP retransmission buffer to the eNB 
(i.e., 50 to 1500ms worth of traffic). Meanwhile, UE b 
communicates to the eNB the next expected PDCP SN. 
Then, the eNB can resume data transmission towards b, 
starting from the correct PDCP SDU. This solution works 
with flows mapped on RLC AM, exploiting RLC-level 
ACKs to remove delivered SDUs from the PDCP retrans-
mission buffer. In principle, it can work with RLC UM too, 
although with significant performance degradation. In fact, 
transferring all the N PDCP SDUs from a to the eNB re-
quires both resources and time, depending on the size of the 
PDCP retransmission buffer, which is large (50 to 1500ms), 
including PDCP SDUs which may have already been re-
ceived by b. This entails wasting resources, especially when 
several D2D flows are switched simultaneously. When 
switching from the RP to the SL, a receives (from the eNB) 
the PDCP SN of the next PDCP SDU it should transmit and 
resumes transmissions from that point. 
Like MS with IP relaying, [26] and [27] might experi-
ence duplicates and OoS reception at b’s network layer, 
since duplicate detection and reordering are carried out by 
different PDCP/RLC peering sessions. Moreover, they are 
designed to work for flows mapped on RLC AM only, alt-
hough the standard has not currently identified the need to 
employ such mode for D2D communications [1]. Also, un-
like our proposals, existing solutions do not completely ful-
fill the requirements of reduced latency and resource con-
sumption, due to the additional signaling required. Although 
the number of exchanged control messages is limited, they 
still need to be scheduled by the eNB, possibly incurring 
scheduling delay. Some of these control messages are des-
tined to either the UL or the SL, hence the added latency due 
to RAC/BSR handshake, MAC-layer decoding (4ms) and 
possible H-ARQ retransmissions must be considered for 
each of them. Summing everything up, a MS involving sig-
naling exchange is likely to stall a flow for no less than 10-
20 milliseconds, not including data-plane retransmissions, in 
the best of cases.  
Tunneling at the PDCP layer is proposed in [28]. The 
idea is to maintain active the PDCP peering session between 
the flow’s endpoints. When switching to the RP, an incom-
ing PDCP SDU is still processed – i.e. numbered and ci-
phered – as if transmitted on the SL. Then, the resulting 
PDCP PDU is encapsulated within a PDCP PDU to be 
transmitted on the RP (using an independent numbering and 
ciphering). At the eNB, the outer PDCP PDU is deciphered 
and the inner PDCP PDU is decapsulated. If a specific bit in 
the PDCP header is set (taken from one of the header’s re-
served bits), the PDCP PDU is forwarded towards b, which 
deciphers it as if received on the SL. This approach does not 
require extra signaling. However, duplicate transmissions 
may occur when switching in both directions. In fact, we 
recall that a stores data within the buffer at RLC layer as 
RLC SDUs. When a switch occurs, RLC SDUs sitting in the 
Table 2 - Comparison against related work 
Reference RLC mode Control messages Duplicate transmissions of 
PDCP SDUs at a 
Possible duplicate 
reception of PDCP 
SDUs at b 
Possible OoS at b 
SL→RP RP→SL SL→RP RP→SL 
[25] AM b → a 
eNB → a 
eNB → CN 
≤ M ≤ M ✓  
[26] AM 
a → eNB 
b → eNB 
eNB → a 
eNB → a  ≤ N ✓ ✓ 
[27] UM/AM b → eNB eNB → a ≤ N  ✓ ✓ 
[28] UM/AM - - ≤ N ≤ N ✓  
IP relaying UM/AM - - 
Due to missed  MAC-level ACKs 
only 
✓ ✓ 
RLC tunneling UM/AM - -     
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RLC buffer are not considered, hence they must be dropped. 
In order to avoid packet loss, the PDCP may re-send the 
PDCP SDUs stored in the PDCP retransmission buffer. As 
discussed above, the retransmission buffer may contain a 
(possibly large) number of PDCP SDUs already delivered to 
b. This might results in N duplicates, N being the size of the 
retransmission buffer. Like our RLC-tunneling solution, this 
approach requires several modifications to standard proce-
dures within the LTE protocol stack, but some of them are 
not addressed in detail. For example, b has two RLC entities 
to deal with data from the SL and the DL, respectively. Ac-
cording to [28], both should deliver RLC SDUs to the same 
PDCP entity, although it is not clear how this is achieved, 
since different RLC entities are associated with different 
PDCP entities. Despite the fact that this solution uses tun-
neling, its latency is comparable to that of IP relaying, since 
entire PDCP SDUs (instead of RLC SDUs) are tunneled. 
Moreover, the tunneling overhead occurs on both legs of the 
RP, and the eNB still has to perform deciphering and main-
tain PDCP entities. 
Table 2 summarizes the main differences among the so-
lutions discussed above. 
VIII. CONCLUSIONS  
This paper described a data-plane architecture for one-
to-one D2D communications. The latter allows two end-
points to communicate on both the SL and a RP through the 
eNB, and allows the eNB to switch the communication 
mode seamlessly between the two, without the need for 
complex control procedures and minimizing losses and re-
transmissions. Thus, it is scalable, and can be employed 
even when D2D mode optimization is done periodically by 
the eNB. Moreover, this architecture allows for ongoing 
D2D communications to survive the handover of either or 
both endpoint, possibly resuming on the SL as soon as both 
endpoints are under the same cell. We showed through sim-
ulations that MS-induced performance degradation can be 
significant, especially with TCP traffic, which is sensitive to 
losses.  
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APPENDIX 
We describe an example where RLC tunneling is em-
ployed and re-segmentation at the eNB is necessary because 
of different channel qualities on the UL and DL legs.  
We consider a 500-byte RLC SDU that needs to be 
transmitted from UE a to UE b. For simplicity, we assume a 
1.4 MHz-bandwidth deployment, resulting in six available 
RBs per subframe. There are no other flows in the cell, 
hence all RBs are allocated to UE a in UL and to UE b in 
DL. Moreover, we assume that the UL CQI of UE a is 15, 
whereas the DL CQI of UE b is 9. According to [29], the 
number of RBs and the above MCS/CQI yield a TB of 549 
bytes for the UL leg and 241 bytes for the DL leg.  
With reference to Figure 34-1, UE a assembles an RLC 
PDU with SN 100, adding a 2-byte RLC header to the 500-
byte RLC SDU. The RLC PDU (plus the 2-byte MAC head-
er) is then inserted into a single MAC TB, which includes 
45 bytes of padding, and is sent to the eNB. In Figure 34-2, 
the eNB extracts the RLC PDU from the received MAC TB 
and stores it in the form of a RLC-TUN SDU with size 502 
bytes, i.e. including the inner RLC header from a. At this 
point (Figure 34-3), the eNB’s outer RLC performs the 
standard operations for DL transmission, using its independ-
ent numbering scheme: since the MAC TB size in the DL is 
241 bytes, the 502-byte RLC-TUN SDU must be segmented 
into three RLC-TUN PDUs having, e.g., SN 300, 301 and 
302, respectively. RLC-TUN PDUs 300 and 301 includes 
237 bytes each, so as to leave space for both RLC and MAC 
headers. RLC PDU 303 includes the remaining 28 bytes of 
the RLC-TUN SDU. The three TBs are then transmitted to 
UE b in different, possibly adjacent, TTIs. Figure 34-4 
shows the operations at b’s side. Once UE b receives all 
three RLC-TUN PDUs, it can reconstruct the RLC-TUN 
SDU, which is in turn the original RLC SDU, plus the 2-
byte RLC header with SN 100. The outer b’s RLC layer can 
then send the RLC SDU to the PDCP layer.  
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The alert reader can check that, despite the extra headers, 
the bytes transmitted on the DL leg at the MAC level are the 
same as with IP relaying in this example. The extra over-
head of the RLC-TUN headers is in fact accommodated by 
reducing the padding. 
 
Figure 34 – Example of RLC tunneling with re-segmentation at the eNB 
 
                       
 
