We first review the basic existence results for exterior boundary value problems for the Helmholtz equation via boundary integral equations. Then we describe the numerical solution of these integral equations in two dimensions for a smooth boundary curve using trigonometric polynomials on an equidistant mesh. We provide a comparison of the NystrGm method, the collocation method and the Gale&in method. In each case we take proper care of the logarithmic singularity of the kernel of the integral equation by choosing appropriate quadrature rules. ln the case of analytic data the convergence order is exponential. The NystrGm method is the most efficient since it requires the least computational effort. Finally, we consider boundary curves with corners. Here, we use a graded mesh based on the idea of transforming the nonsmooth case to a smooth periodic case via an approprrate substitution. Then, the application of Nystram's method again yields rapid convergence.
BOUNDARY INTEGRAL EQUATIONS
We begin with a brief review on the theory of boundary integral equations in time-harmonic acoustic scattering.
For a comprehensive study we refer to [l] . Consider acoustic wave propagation in a homogeneous isotropic medium in lR2 or lR3 with speed of sound c. The wave motion can be determined from a velocity potential CT = U(z, t) from which the velocity field w is obtained by w = grad U, and the pressure p by DU
P-Po=-~'
where p. denotes the pressure of the undisturbed medium. In the linearized theory, the velocity potential U satisfies the wave equation For example, prescribing the values of u on the boundary of the obstacle physically corresponds to prescribing the pressure of the acoustic wave on the boundary. Therefore, scattering from sound-soft obstacles leads to a Dirichlet boundary value problem. Similarly, prescribing the normal derivative on the boundary corresponds to prescribing the normal velocity of the acoustic wave. Thus, scattering from sound-hard obstacles leads to a Neumann boundary value problem. For the sake of brevity we confine our presentation to the Dirichlet, boundary condition.
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Let D-C R", m = 2,3, be a bounded domain with a connected boundary I = dD_. By n we denote the unit normal to I? directed into the exterior domain D+ := rrt"" \ D_. Then uniformly in all directions z/1x1. Tl lis radiation condition ensures the uniqueness for the boundary value problem, by Rellich's theorem. For smooth boundaries, for example I' of class C2, i.e., I' is twice continuously differentiable, the existence of a solution u of (l.l)- (1.3) can be based on boundary integral equations.
In the so-called layer approach, we seek the solution in the form of acoustic surface potentials. (1.9) and where the integral exists as an improper integral. Furthermore,
(1.10) uniformly on I'. For a proof we refer to [l] . We seek the solution to the Dirichlet problem in the form of a combined acoustic double-and single-layer potential with some positive coupling parameter Q. Then, from (1.9) and (1.7), we see that (1.11) the exterior Dirichlet problem, provided the density is a solution of the integral equation These integral operators are compact since they ca.n be shown to have weakly singular kernels. Therefore, the existence of a solution to (1.12) can be established by the Riesz theory for equations of the second kind with a compact operator.
Let 'p be a solution to the homogeneous form of (1.12). Then the potential u given by (1.11) satisfies the homogeneous boundary condition U+ = 0 on P, whence by the uniqueness for the exterior Dirichlet problem u = 0 in D+ follows. Now the jump-relations (1.7) to (1.10) yield dU_ -u_ = p and --=ivjD 011 on r.
Hence, using Green's integral theorem and (l.l), we obtain We wish to point out that it is also possible to derive integral equations of the first kind by either the layer or the direct approach.
But since, in general, the treatment of integral equations of the first kind, theoretically and numerically, is more delicate, our advice is to rely on equations of the second kind whenever they are available.
PhRhhIETRIZATION OF TIIE INTEGRAL EQUATIONS
We continue by describing the parametrization of the integral equation (1.12) in the twodimensional case. We assume that the boundary curve r is analytic, with a regular parametric representation of the form 
L(t,T) = Ll(t,T)In
,
Ll(t,r) := g +$(4 h(t) -21(r)] -+)
[zz(t> -22(T)]} "';;y), >
L2(2, r) := L(t, 7) -Ll(t, T) hi ( y), 4sin2
Ml ( and Mz turn out to be analytic. In particular, using the expansions (2.3) and (2.4), we can deduce the diagonal terms 1
L2(2, t> = L(i, t) = yg
and Mz(t,t) = 1 (2.9) where
NI(t,r) := 6 H(t) h(t) -z1(r)l+ d(t) [z2(t) -x2(g) Jl(K +t, T)) r(t, T) ' N2(t, r) :=

N(t,r) -&cot y -Nl(t, T) In ( -9). 4sm
Again, the kernels Ni and N2 are analytic with the diagonal term where the kernel can be split into
with smooth functions Ki and K2, and with a smooth right hand side g.
NYSTRohl'S METHOD
The Nystriim method for the numerical solution of integral equations of the second kind consists in the straightforward approximation of the integrals by quadrature formulas.
In our case, we choose an equidistant set of knots tk := ak/n, k = 0,. . . ,2n -1, and use the quadrature rule l"ln (4EinZq) f(r)d~x~R~)(t),cl.), 0 < t 5 2s, The quadrature formula (3.1) was first used by Martensen [7] and Kussmaul [8] . Provided f is analytic, according to derivative-free error estimates for the remainder term in trigonometric interpolation for periodic analytic functions (see [6, 9] ), th e errors for the quadrature rules (3.1) and (3.2) decrease at least exponentially when the number 2n of knots is increased. More precisely, the error is of order O(exp(-na)), where u denotes half of the width of a parallel strip in the complex plane into which the real analytic function f can be holomorphically extended. In the Nystrijm method, the integral equation (2.10) is replaced by the approximating equation The latter, in particular, means that in the case of analytic kernels 1Cr and K2, and analytic right hand sides g, the approximation error decreases exponentially, i.e., doubling the number 2n of knots will double the number of correct digits in the approximate solution.
For details of this error analysis, we refer to [6] . O) and, as recommended in [5] , the coupling parameter is q = K. Clearly, the exponential convergence is exhibited. 
$'"'(ti) -J'" A-(&, T) T&~)(T) dr = g(ti),
i=o ,a.., 2n-
(4.2)
0 Plugging (4.1) into (4.2), in principle, we obtain a linear system for the coefficients Uk and bk of the approximating trigonometric polynomial.
But it is more efficient to replace the representation (4.1) by using the Lagrange basis Lo, . . . , Lsra-l defined by the interpolation property This basis can be given explicitly by (4.5)
The collocation method can be considered as a special case of a projection method with the projection operator generated by the interpolation. Hence, the general error analysis for projection methods is applicable.
Provided the integral equation (2.10) itself is uniquely solvable, and Ii'1 is twice, and Ir'z and g are once continuously differentiable, then 1. The approximating linear system (4.5), i.e., the approximating equation (4.2), is uniquely solvable for all sufficiently large n.
2.
For n + 00, the approximate solutions +(") converge uniformly to the solution $ of the integral equation. The latter, in particular, means that in the case of analytic kernels Kr and Kz, and analytic right hand sides g, the approximation error again decreases exponentially. For details, we refer to [6] . Recalling the form (2.11) of the kernel I<, we observe that for the evaluation of the matrix elements in (4.5), we need quadrature formulas for integrals of the form for the weights in (4.7). A practical numerical evaluation of the weights in (4.6) rests on the observation that the quadrature rule (3.1), with the number of grid points 2n doubled to 412, integrates trigonometric polynomials of degree less than or equal to 2n exactly provided the coefficient of the term sin 2nt vanishes. Therefore, we have
In the case of analytic kernels Ir'i and Ir' 2, we have an exponentially decreasing error in the last two quadrature formulas. It can be shown that, with these approximations for the matrix elements in (4.5), the total error is still exponentially decreasing for analytic kernels K1 and K2, and analytic right hand sides g. For details, we again refer to [6] .
Our treatment differs from the collocation method described in [15] through the use of the Lagrange basis and an approximation of the matrix elements which preserves the exponential convergence.
In principle, using higher order trigonometric interpolation for Kl(td, .) and li'l(ti, .), it would be possible to evaluate the matrix elements more accurately.
In general, this does not pay off since it will only yield marginal improvements in the accuracy of the approximate solution. Instead of investing computing efforts in a highly accurate evaluation of the matrix elements, it is more efficient to increase the number of collocation points, i.e., to increase the size of the linear system.
Because the approximation order for Nystrijm's method and for the collocation method is the same, Nystrom's method is preferable since it requires the least com$utational effort for evaluating the matrix elements. In addition, the Nystriim method is generically stable in the sense that it preserves the condition of the integral equation, whereas in the collocation method this condition can be disturbed by a poor choice of the basis. The following Table 2 gives the numerical results for the example introduced at the end of Section 3. The significant figures coincide with those of Table 1 , i.e., the additional computational effort for the collocation method is ineffective. 
J
K2(t, T) Li(t) Lk(~) drdt. 0 0
If we pursue the same idea as in the collocation method and use interpolatory quadratures with respect to both variables, it turns out that we solve the same approximate finite dimensional equation on the space of trigonometric polynomials as in the collocation method. Therefore, the numerical results will be the same. Only the method of solution for this equation is different: in the collocation method we equate trigonometric polynomials by requiring them to coincide at the interpolation grid, in the Galerkin method we require equality of scalar products with respect to the basis given by (4.3). Tl ierefore, this coincidence is indicated by denoting such a procedure as a Gale&n collocation method.
Hence, we do not need to repeat the numerical calculations for our example of the two previous sections.
DOMAINS WITII CORNERS
In this final section we wish to cover the important case of domains with corners. Without loss of generalization, we confine our presentation to a boundary curve I with one corner at the point ~0. The extension to a finite number of corners is straightforward. We assume I \ cc to be analytic and choose a parametric representation of the form (2.1) such that the corner ~0 corresponds to the parameter t = 0. Due to the jump-relations for the double-layer potential at a corner, the integral equation (1.12) has to be modified into the form
where o(z) = 1, for 2 # 20 and o(10) = ye/ s. IIere, by yc we denote the interior angle at the corner 20. The integral operator in (6.1) no longer remains compact. However, following the classical ideas of Radon [16] , it can be shown that it can be written as the sum of an operator, with norm less than one and a compact operator, provided 0 < yc < 2~. Hence, the existence of a continuous solution can still be established. For details, we refer to Ruland [17] . But this solution will have singularities in the derivatives at the corner. Due to the singularities of solutions to elliptic boundary value problems in domains with corners (see [IS] ), after parametrizing, we expect, for the derivatives of the solution $J, the asymptotic behaviour
for m = 0, 1, . . . , with some p > 0. To take proper care of this corner singularity, we have to replace our equidistant mesh by a graded mesh. We base our grading upon the idea of substituting a new variable in such a way that all the derivatives of the new integrand vanish at the endpoints t = 0 and t = 27r. Following Sag and Szekeres [19] , we define Assume that g is infinitely differentiable for 0 < t < 2~ and has a behaviour of the form (6.2) at the endpoints t = 0 and 1 = 27r. Then, it can be shown that h is infinitely differentiable for 0 5 s 5 27r, with all derivatives vanishing at the endpoints h(*)(O) = h(927r) = 0, m=O,l,....
Hence, from the Euler-MacLaurin expansion, applied to s,'" h(s)&, for the remainder term E(")(g) of the quadrature (6.6), we obtain a sequence of estimates
These estimates indicate that the error decreases faster than all powers of l/n, i.e., the convergence may be considered as almost exponential.
Of course, we have to be aware of the fact that, in general, the order constants C(q), representing the (2q+ 1)-th d erivative of h will be increasing with q.
For the numerical solution of the integral equation (2.10) by Nystrom's method on the graded mesh, we also have to take into account the logarithmic singularity. We transform t = w(s) and r = W(U) to obtain Note that we also can obtain equation the boundary I', through the substitution t parametrization.
Ft. KRESS (6.8) by changing the parametric representation of = w(s), and then applying (3.4) in the transformed Instead of (6.3) we may use other transformations with the same feature of smoothing out the singularities by zeros of infinite order at the endpoints, for example the IMT quadrature rule suggested by Iri, Moriguti and Takesawa [20] .
In actual numerical calculations, due to the growth of the order constants C(q), the convergence order with large q will only be active for very large n. Hence, be sufficient to use a transformation with zeros of a moderately high suggestion is to replace (6.3) by to avoid overgrading, it will order at the endpoints. Note that the cubic polynomial v is chosen such that v(0) = 0, v(27r) = 1, and W'(T) = 2. The latter property ensures, roughly speaking, that one half of the grid points is equally distributed over the total interval, whereas the other half is accumulated towards the two end points. In our final numerical example, we used the substitution (6.9) with order q = 8. We consider a drop-shaped domain (see Figure 2) with the boundary curve I' given by the parametric representation 2(t) = (2sin t , sin t), 0 5 t 5 2n.
It has a corner at t = 0 with interior angle yc = z/2. The direction d of the incoming plane wave and the coupling parameter q are chosen as in the example at the end of Section 3. Clearly, Table 3 exhibits the fast convergence of the method. 
