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Abstrakt
Ta´topra´ca sa zaobera´ proble´momspektra´lnehoklastrovania a jehoparaleliza´cie pomocou
technolo´gie CUDA. V pra´ci je popı´sana´ a rozobrana´ problematika segmenta´cie obrazu,
ktora´ je riesˇena´ spektra´lnym klastrovanı´m. Pra´ca osvetl’uje problematiku klastrovania
a popisuje princı´py a postupy riesˇenia teoreticky. Detailne je rozobraty´ prakticky´ na´vrh
riesˇenia. Navrhnute´ je sekvencˇne´ a paralelne´ riesˇenie, pouzˇite´ meto´dy a vylepsˇenia, ktore´
boli vyvinute´ na zlepsˇenie cˇasovej apama¨t’ovej na´rocˇnosti. Pra´ca sa zaobera´ aj porovnanı´m
spracovany´ch riesˇenı´ a vysvetl’uje ich rozdiely.
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Abstract
This paper deals with spectral clustering problem and its parallelization using CUDA
technology. Paper alsodescribes image segmentationproblem,which is solvedusing spec-
tral clustering. Clustering problem is outlined as well as theoretical principles and pro-
cesses of final solution. Practical solution is described in detail. Sequential and parallel
solution are proposed as well as used methods and tweaks designed to decrease time
andmemory requirements. Paper also focuses on comparing processed solutions and de-
scribes their differences.
Keywords: spectral clustering, parallelization, CUDA, image segmentation
Seznam pouzˇity´ch zkratek a symbolu˚
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GPGPU – General Purpose computing on Graphics Processing Units
DSP – Digital signal processor
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GDDR – Graphics Double Data Rate
SIMD – Single Instruction Multiple Data
CUBLAS – CUDA Basic Linear Algebra Subroutines
CULA – CUDA Linear Algebra
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51 U´vod
V dnesˇnej dobe je cˇoraz viac vyuzˇı´vana´ automatiza´cia vsˇetky´ch procesov, ktore´ sa auto-
matizovat’daju´. K automatiza´cii vel’mi prispieva odvetvie spracovania obrazu nazy´vane´
pocˇı´tacˇove´ videnie. Jednou z meto´d pouzˇı´vany´ch v pocˇı´tacˇovom videnı´ je segmenta´cia
obrazu. Ide o postupy pri ktory´ch je obraz spracovany´ tak, aby pocˇı´tacˇ doka´zal oblasti
v obraze od seba odlı´sˇit’ na za´klade stanoveny´ch krite´riı´ a metrı´k. Existuje mnozˇstvo
segmentacˇny´ch meto´d. Ta´to pra´ca sa zaobera´ meto´dou spektra´lneho klastrovania.
Spektra´lne klastrovanie je jednou z meto´d vyuzˇı´vany´ch na segmentovanie da´t. Ta´to
meto´da je vel’mi na´rocˇna´ na strojovy´ cˇas a pama¨t’. V tejto pra´ci som sa snazˇil navrhnu´t’
riesˇenie spektra´lneho klastrovania pomocou technolo´gie NVIDIA CUDA a vyuzˇit’ tak
vy´kon grafickej karty, ktory´ je v porovnanı´ s procesorom vacˇsˇinu cˇasu nevyuzˇity´. Dnesˇne´
graficke´ akcelera´tory poskytuju´ stovky vy´pocˇetny´ch jadier za zlomok ceny ekvivalentne
vy´konne´ho procesoru. Preto technolo´gia CUDA doka´zˇe usˇetrit’na´klady na hardware ale
aj na energiu, vd’aka zry´chleniu algoritmov oproti bezˇne´mu procesoru.
V nasleduju´cej kapitole su´ popı´sane´ paralelne´ vy´pocˇty, ich vyuzˇitie, proble´my ktore´
vznikaju´ pri paraleliza´cii a prı´stupy k paralelne´mu programovaniu. Popı´sane´ su´ aj do-
stupne´ paralelne´ riesˇenia. Tretia kapitola je venovana´ histo´rii technolo´gie CUDAa techno-
logicke´mu vy´voju, ktory´ GPGPU1 vy´pocˇtom predcha´dzal. Sˇtvrta´ kapitola rozoberie tech-
nologicke´ pozadie CUDA programovania. Preberie za´kladne´ princı´py, ktore´ sa v CUDE
pouzˇı´vaju´. Predstavena´ v nej bude hierarchia vla´kien a blokov ktore´ su´ za´kladom para-
leliza´cie. Popı´sane´ budu´ aj druhy pama¨te, ktory´mi CUDA zariadenie disponuje, rovnako
ako aj overene´ postupy a chyby, ktore´ sa pri pra´ci s pama¨t’ou vyskytuju´. V piatej kapitole
bude popı´sany´ teoreticky´ za´klad segmenta´cie obrazu, ako aj jeho vyuzˇitia. Sˇiesta kapitola
vysvetlı´ a popı´sˇe jednotlive´ kroky spektra´lnehoklastrovania, odvytvoreniamatı´cAffinity,
Diagona´lnej a Laplaceovej azˇ po klastrovanie. Vsˇetky postupy su´ detailne a jednoducho
vysvetlene´. V siedmej kapitole bude predstavene´ prakticke´ riesˇenie proble´mu spekt-
ra´lneho klastrovania. Budu´ popı´sane´ jednotlive´ postupy, ktore´ boli pri implementa´cii
pouzˇite´. Detailnejsˇie bude popı´sana´ meto´da power iteration, ktora´ je vyuzˇita´ na vy´pocˇet
vlastny´ch cˇı´sel a vektorov. Predstavene´ bude sekvencˇne´ a paralelne´ riesˇenie technolo´giou
CUDA. V oˆsmej kapitole bude overena´ spra´vnost’na´vrhu riesˇenı´. Spra´vnost’bude posud-
zovana´ z hl’adiska cˇasovej a pama¨t’ovej na´rocˇnosti, na za´klade ktory´ch budu´ sekvencˇne´
a paralelne´ riesˇenie porovna´vane´. Objavia sa tu aj vy´sledne´ segmenta´cie obrazu. Devi-
ata kapitola patrı´ diskusii, v ktorej budu´ prebrate´ moje subjektı´vne na´zory na tematiku
a na vy´sledky mojej pra´ce. Poslednou desiatou kapitolou je za´ver, kde bude zhrnuty´
prı´nos tejto pra´ce.
1Vy´pocˇty na GPU, ktore´ priamo nesu´visia s vykresl’ovanı´m obrazu
62 Paralelne´ vy´pocˇty
Paralelne´ vy´pocˇty su´ v informatike oznacˇenia pre vy´pocˇty, ktore´ moˆzˇu byt’ riesˇene´
su´bezˇne. Paraleliza´cia je vyuzˇı´vana´ na zvy´sˇenie vy´pocˇetne´ho vy´konu v situa´cii, ked’
sa neda´ vyuzˇit’ ry´chlejsˇı´ pocˇı´tacˇ, na znı´zˇenie vy´pocˇetnej zlozˇitosti pouzˇite´ho algoritmu,
alebo na znı´zˇenie na´kladov spojeny´ch so strojovy´m cˇasom potrebny´m na riesˇenie da-
ne´ho proble´mu. Na zry´chlenie sa vyuzˇı´vaju´ bud’ viacprocesorove´ syste´my alebo pocˇı´ta-
cˇove´ klastre2. Vy´znamny´m pojmom v oblasti paraleliza´cie je sˇka´lovatel’nost’. Ide o vel’mi
doˆlezˇitu´ vlastnost’paralelne´ho syste´mu alebo procesu reagovat’na zmenu, v zmysle ade-
kva´tneho zvy´sˇenia vy´pocˇtove´ho vy´konu pri zvy´sˇenı´ hardwareovy´ch prostriedkov.
Paralelne´ vy´pocˇty moˆzˇu byt’ delene´ podl’a viacery´ch krite´riı´. Podl’a foriem paraleli-
zmu na funkcˇny´ paralelizmus, ktory´ je vo viacjadrovom syste´me dosiahnuty´, ked’kazˇdy´
procesor vykona´va rozlicˇne´ opera´cie na rovnaky´ch alebo roˆznych da´tach. Oproti tomuto
prı´stupu stojı´ da´tovy´ paralelizmus, ktore´ho procesory vykona´vaju´ rovnake´ opera´cie nad
rovnaky´mi alebo roˆznymi da´tami.
Podl’a u´rovne paralelizmu: jeden pocˇı´tacˇ spracova´vaju´ci da´ta viacery´mi procesormi
prı´padne jadrami naraz, alebo klastre, MPP a gridy pozosta´vaju´ce z mnozˇstva pocˇı´tacˇov
pracuju´cich na rovnakej u´lohe. Sˇpecializovane´ paralelne´ pocˇı´tacˇove´ architektu´ry su´ cˇasto
vyuzˇı´vane´ vedl’a tradicˇny´ch procesorov iba na ury´chlenie konkre´tnych cˇastı´ vy´pocˇtov, na
ktore´ sa paralelizmus hodı´.
Paralelne´ programy su´ implementacˇne na´rocˇnejsˇie ako bezˇne´ sekvencˇne´ algoritmy,
pretozˇe su´bezˇnost’ vytva´ra mnozˇstvo potenciona´lnych u´skalı´. Najcˇastejsˇı´mi su´ komu-
nika´cia, synchroniza´cia a konkurencia medzi jednotlivy´mi u´lohami, cˇo by´va najva¨cˇsˇou
preka´zˇkou pri vy´voji paralelne´ho programu a negatı´vne sa odra´zˇa na jeho vy´kone [1].
Sl’ubny´ prı´stup na dosiahnutie vysoke´ho vy´konu vo vy´pocˇtoch, je vyuzˇı´vanie sys-
te´mov s extre´mnym stupnˇom paraleliza´cie. Taky´mito syste´mami su´ GPU - ich ması´vny
paralelizmus vyuzˇı´vaju´ technolo´gie CUDA a OpenCL, ktore´ poskytuju´ multivla´knove´
GPGPU programovanie. Dˇalsˇı´mi taky´mito syste´mami su´ viacjadrove´ DSP a ARM sys-
te´my, ale aj heteroge´nne vy´pocˇtove´ syste´my. Zo sofwareove´ho uhlu pohl’adu je nutne´
spomenu´t’ najpouzˇı´vanejsˇı´ prı´stup k distribuovany´m paralelny´m vy´pocˇtom na viacja-
drovy´ch procesoroch - MPI (message passing interface), ktore´ sˇpecifikuje komunika´ciu
medzi oddeleny´mi procesormi. MPI bolo navrhnute´ ako na ması´vne paralelne´ stroje, tak
aj na klastre z bezˇny´ch pocˇı´tacˇov. Odlisˇny´ prı´stup reprezentuje OpenMP s mozˇnost’ou
paralelizovania programu vra´mci jedne´ho viacjadrove´ho/procesorove´ho stroja s pouzˇi-
tı´m zdiel’ane´ho pama¨t’ove´ho priestoru. OpenMP je multiplatformove´ API pre paralelne´
programovanie.
2Zoskupeniepocˇı´tacˇov, ktore´ spolu u´zko spolupracuju´, takzˇe sanavonokmoˆzˇu tva´rit’ako jedenpocˇı´tacˇovy´
syste´m. Vyuzˇı´vane´ na zvy´sˇenie vy´pocˇetne´ho vy´konu a spol’ahlivosti.
73 Histo´ria CUDY
Prve´ GPU boli navrhnute´ len ako graficke´ akcelera´tory, podporovali len pevne zadane´
funkcie na transforma´cie vrcholov a fragmentov(na rozdiel od dnesˇny´ch plne progra-
movatel’ny´ch shader procesorov). Od 1990 roku sa ale hardware zacˇal sta´vat’ viac pro-
gramovatel’ny´, cˇoho vy´sledkom bola prva´ NVIDIA GPU v 1999. Menej ako rok potom
cˇo NVIDIA vytvorila pojem GPU, neboli hernı´ vy´voja´rı´ jedinı´, ktory´ch pra´ca na tejto
technolo´gii pohltila: Vedci zacˇali objavovat’obrovsky´ vy´kon pri opera´cia´ch s pla´vaju´cou
desatinnou cˇiarkou. Zacˇali vznikat’za´klady GPGPU vy´pocˇtov.
Skutocˇne´ GPGPU ale bolo od tohto bodu esˇte vel’mi d’aleko, aj pre ty´ch ktorı´ poznali
shaderovacie jazyky ako OpenGL. Vy´voja´ri museli mapovat’ich matematicke´ vy´pocˇty na
proble´my, ktore´ mohli byt’reprezentovane´ trojuholnı´kmi alebo polygo´nmi. GPGPU bolo
prakticky tabu pre ty´ch, ktorı´ si nepama¨tali posledne´ graficke´ API, azˇ do okamihu ked’
vedci zo Stanfordskej univerzity zacˇali vnı´mat’GPU ako streaming processor.
V roku 2003 predstavil tı´m vedcov, vedeny´ Ian Buckom, Brook, prvy´ programovacı´
model rozsˇiruju´ci jazyk C vyuzˇı´vaju´ci paralelizmus. Pouzˇı´val koncepty ako streamy,
kernely, redukciu. Brook uka´zal GPU ako procesor urcˇeny´ na ine´ ako graficke´ proble´my
(general purpose processor) v high level jazyku3 Cˇo ale bolo najdoˆlezˇitejsˇie: Programy v
Brooku neboli len jednoduchsˇie na pı´sanie ako rucˇne upraveny´ GPU ko´d ale boli 7 kra´t
ry´chlejsˇie ako podobny´ existuju´ci ko´d.
NVIDIA vedela, zˇe s ry´chlym hardwareom su´ spojene´ intuitı´vny software a hard-
wareove´ na´stroje, preto zamestnala Iana Bucka aby zacˇal vyvı´jat’riesˇenie ako spustit’ko´d
C na GPU. V roku 2006 NVIDIA spojila hardware a software a predstavila technolo´giu
CUDA, prvu´ architektu´ru pre vy´pocˇty GPGPU. [3].
3Programovacı´ jazyk so silnou abstrakciou od hardwaru pocˇı´tacˇa. V porovnanı´ s low level jazykom,moˆzˇe
byt’ jednoduchsˇı´ na pouzˇı´vanie. Moˆzˇe zautomatizovat’alebo u´plne skryt’ cˇasti programov, naprı´klad: re´zˇia
pama¨te, cˇo moˆzˇe cely´ proces vy´voja programu spravit’jednoduchsˇı´m a viac pochopitel’ny´m.
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Akobolo spomı´nane´ v kapitole 3 technolo´giaCUDAbola vyvinuta´ spolocˇnost’ouNVIDIA
a zaklada´ svoju silu na obrovskom paralelnom vy´kone ich graficky´ch kariet, ktore´ pri
svojej relatı´vne nı´zkej cene, poskytuju´ mnohona´sobne vysˇsˇı´ vy´kon v porovnanı´ s cenovo
podobny´mi procesormi.
CUDA ukazuje svoju silu predovsˇetky´m v algoritmoch, ktore´ spracova´vaju´ vel’ke´
mnozˇstvo da´t. Idea´lne je vyuzˇitie ak sa nad da´tami vykona´vaju´ SIMD4 opera´cie, pretozˇe
vtedy doka´zˇe CUDA plne vyuzˇit’potencia´l garfickej karty. Take´to nasadenie CUDY je v
sˇirokom spektre aplika´ciı´ od prehra´vania 4K videa v rea´lnom cˇase, jeho deko´dovania cez
komprimacˇne´ algoritmy azˇ po zlozˇite´ algoritmy rozpozna´vania obrazu a ine´.
Paralelny´ program vyuzˇı´vaju´ci CUDU moˆzˇe byt’ implementovany´ v najzna´mejsˇı´ch
high level jazykoch C/C++, Python, .NET, Matlab a iny´ch. Princı´p programovania v
CUDE je zalozˇeny´ na rozdel’ovanı´ proble´mov na mensˇie cˇasti, ktore´ budu´ riesˇene´ sa-
mostatne. Tieto cˇiastkove´ proble´my musia byt’riesˇitel’ne´ neza´visle na zvysˇku proble´mu
pretozˇe moˆzˇu byt’ spracovane´ paralelne blokmi (za´lezˇı´ na konfigura´cii a hardware). V
blokoch su´ tieto zjednodusˇene´ cˇasti opa¨t’ rozdelene´ ale medzi vla´kna, ktore´ ich riesˇia
paralelne. Take´to usporiadanie dovol’uje vla´knam spolupracovat’vra´mci bloku ale bloky
musia byt’ na sebe neza´visle´, pretozˇe GPU ich moˆzˇe riesˇit’ paralelne, ale aj postupne a
v roˆznom poradı´. Tento model umozˇnˇuje sˇka´lovatel’nost’programu, to znamena´ zˇe pro-
gram nemusı´ byt’pı´sany´ pre konkre´tny hardware a pri spustenı´ na vy´konnejsˇom GPU
bude aj vy´kon aplika´cie vysˇsˇı´. To umozˇnˇuje pokryt’celu´ sˇka´lu GPU, odmobilny´ch a desk-
topovy´ch cez vy´konne´ hra´cˇske karty azˇ po profesiona´lne akcelera´tory Tesla a Quadro,
ktore´ su´ stavane´ prima´rne na GPGPU.
4.1 Kernely
CUDAC rozsˇiruje jazyk C ty´m, zˇe umozˇnˇuje programa´toromdefinovat’funkcie - Kernely,
ktore´ sa pri zavolanı´ vykonaju´ N kra´t paralelne prostrednı´ctvom N CUDA vla´kien,
narozdiel od klasickej C funkcie, ktora´ sa vykona´ iba raz.
Pri deklarovanı´ kernelu sa pred funkciu pı´sˇe kl’ucˇove´ slovo global . Pre spuste-
nie kernelu je d’alej potrebne´ nakonfigurovat’pocˇet vla´kien v bloku a pocˇet jednotlivy´ch
blokov. Na to slu´zˇi sˇpecia´lna syntax, pı´sana´ hned’ za na´zvom volane´ho kernelu v tvare
napr: <<<1, N>>>, prvy´ parameter konfiguruje pocˇet blokov, ktore´ budu´ kernel vyko-
na´vat’. Druhy´ parameter nastavuje pocˇet vla´kien v jednotlivy´ch blokoch. V prı´klade sa
kernel vykona´ jedny´m blokom s N vla´knami. Pri zlozˇitejsˇı´ch algoritmoch, prı´padne pre
prirodzenejsˇie adresovanie je mozˇne´ konfigurovat’vla´kna v bloku azˇ v troch rozmeroch
a podobne aj bloky moˆzˇu byt’usporiadane´ trojrozmerne. Pre spra´vne adresovanie a roz-
lisˇovanie vla´kien v blokoch poskytuje CUDA vstavanu´ premennu´ threadIdx ktora´ ma´
tri zlozˇky x, y a z, cez ktore´ je mozˇne´ urcˇit’polohu vla´kna v ra´mci bloku. Bloky maju´ po-
dobne ako vla´kna svoju vstavanu´ premennu´ blockIdx, ktora´ je rovnako trojrozmerna´.
Dˇalej su´ k dispozı´cii blockDim a gridDim, vd’aka ktory´m je mozˇne´ v ko´de kernelu urcˇit’
4Oznacˇenie syste´mu vyuzˇı´vaju´ceho da´tovy´ paralelizmus. Nad mnozˇstvom da´t su´ vykona´vane´ rovnake´
insˇtrukcie
9globa´lny index vla´kna v ra´mci cele´ho gridu. Naprı´klad pre su´radnicu x by bol vy´pocˇet
nasledovny´: index = blockDim.x * blockIdx.x + threadIdx.x.
Pocˇet vla´kienv jednomblokuale nie je neobmedzeny´, pretozˇe vsˇetkymusia vykona´vat’
svoju pra´cu na jednom jadre graficke´ho procesoru a zdiel’aju´ obmedzenu´ kapacitu pama¨ti
jadra. Na su´cˇasny´ch GPU je pocˇet vla´kien v bloku obmedzeny´ na maximum 1024. Avsˇak
celkovy´ pocˇet vla´kien podiel’aju´ci sa na vy´pocˇte moˆzˇe byt’vysˇsˇı´ a je rovny´ pocˇtu vla´kien
v jednom bloku vyna´sobeny´ pocˇtom blokov.
Obra´zek 1: Prı´klad rozvrhnutia blokov a vla´kien (Zdroj: [2])
Vla´kna doka´zˇu medzi sebou zdiel’at’ informa´cie v ra´mci rovnake´ho bloku prostred-
nı´ctvom zdiel’anej pama¨te. Je to vel’ka´ vy´hoda najma¨ v aplika´cia´ch, kedy sa pri vy´pocˇtoch
zohl’adnˇuju´ predcha´dzaju´ce vy´sledky a podobne. CUDA k tomuto prı´padu poskytuje
funkciu syncthreads(), ktora´ sa chova´ ako barie´ra, ktoru´ nesmie prekrocˇit’ zˇiadne
vla´kno, pokial’ sa k nej nedostanu´ vsˇetky ostatne´ vla´kna bloku.
Pre vysoku´ efektivitu koopera´cie vla´kien ma´ zdiel’ana´ pama¨t’ vel’mi nı´zku latenciu
nacˇo jupredurcˇuje jej fyzicke´ umiestnenie blı´zko jadraprocesoru. Podobne je aj spomı´nana´
synchronizacˇna´ funkcia syncthreads() nena´rocˇna´ na pocˇet insˇtrukciı´.
4.2 Pama¨t’
Vla´kna v CUDA kernely moˆzˇu pristupovat’k da´tam ulozˇeny´m v roˆznych typoch pama¨tı´.
Kazˇda´ z nich ma´ svoje sˇpecifika´ a hodı´ na sa urcˇity´ druh vyuzˇitia. Kazˇde´ vla´kno ma´ pre
seba vyhradene´ registre, do ktory´ch sa ukladaju´ loka´lne premenne´ vytvorene´ v kernely.
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Bloky maju´ svoju zdiel’anu´ pama¨t’, ktorej obsah ma´ zˇivotnost’bloku, aby ju opa¨t’mohol
vyuzˇit’iny´ blok. Vsˇetky vla´kna maju´ prı´stup do globa´lnej pama¨te. CUDA d’alej poskytuje
dve d’alsˇie podtypy pama¨te, ktore´ su´ len na cˇı´tanie a ako globa´lna pama¨t’ su´ prı´stupne´
vsˇetky´m vla´knam po cely´ cˇas: Pama¨t’na konsˇtanty a pama¨t’na textu´ry. Tieto su´ optimali-
zovane´ na roˆzne pouzˇitia, texturovacia naviac poskytuje roˆzne adresovania a filtrovanie
da´t.
Obra´zek 2: Diagram mozˇnostı´ prı´stupov do pama¨te v CUDA zariadenı´ (Zdroj: [2])
4.2.1 Globa´lna pama¨t’
CUDAprogramovacı´model predpoklada´, zˇe syste´m je zlozˇeny´ z hosta5 a zariadenia6, kde
kazˇdı´ ma´ svoj vlastny´ oddeleny´ pama¨t’ovy´ priestor. Kernel pracuje s pama¨t’ou zariadenia,
takzˇe CUDA runtime poskytuje funkcie na jej alokovanie, dealokovanie, kopı´rovanie ako
aj prenos da´t medzi hostom a zariadenı´m. Pama¨t’moˆzˇe byt’v CUDE alokovana´ ako bezˇne´
linea´rne pole, alebo CUDA pole lı´sˇiace sa rozvrhnutı´m pama¨te prispoˆsobene´ na textu´ry.
Linea´rna pama¨t’sa alokuje funkciou cudaMalloc, pre viacrozmerne´ polia su´ k dispo-
zı´cii aj jej 2D a 3D verzie, naopak dealoka´cia je volana´ cez funkciu cudaFree. Na prenos
5v CUDE je tak oznacˇovany´ zvysˇok syste´mu bez grafickej karty
6graficka´ karta
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medzi zariadenı´m a hostom sa pouzˇı´va cudaMemcpy, ktora´ doka´zˇe kopı´rovat’ da´ta v
oboch smeroch.
Globa´lna pama¨t’ je ulozˇena´ v ram pama¨ti zariadenia, preto ma´ vysoku´ kapacitu.
Vyuzˇı´va sa predovsˇetky´m na prenos da´t do zariadenia, kde uzˇ sa z nej pouzˇı´vaju´ iba
mensˇie cˇasti.
Globa´lna pama¨t’nieje vel’mi ry´chla(v porovnanı´ so zdiel’anou pama¨t’ou), ale existuju´
techniky na zry´chlenie prı´stupu. V globa´lnej pama¨ti je mozˇne´ vyuzˇit’ cache a sply´vanie
pama¨t’ovy´ch prenosov. Pre dosiahnutie sply´vania je potrebne´ aby vla´kna jedne´howarpu7
vblokupristupovali dobuniekgloba´lnej pama¨te vporadı´ ich indexu, vprı´pade zˇe za´rovenˇ
vla´kna pristupuju´ do pama¨te iba do jedne´ho 128 bytove´ho bloku da´t a cacheovanie je
povolene´, prebehne ta´to opera´cia iba ako jedna pama¨t’ova´ transakcia ako je to na obra´zku
3. V prı´pade, zˇe bude pozˇiadavka zasahovat’aj do ine´ho bloku, vykonaju´ sa dve transakcie
ako na obra´zku 4. Bez pouzˇitia cache sa sa vykonaju´ iba 32 bytove´ transakcie, ich pocˇet
za´visı´ na pocˇte da´t, podobne ako na obra´zku 5.
Obra´zek 3: prı´stup do globa´lnej pama¨te vyuzˇı´vaju´ci sply´vanie a cache - prı´stup cez jednu
transakciu (Zdroj: [2])
Obra´zek 4: sekvencˇny´, ale posunuty´ prı´stup do globa´lnej pama¨te vyuzˇı´vaju´ci sply´vanie a
cache - prı´stup cez dve transakcie (Zdroj: [2])
Obra´zek 5: sekvencˇny´ - posunuty´ prı´stup do globa´lnej pama¨te vyuzˇı´vaju´ci sply´vanie bez
cache - prı´stup cez pa¨t’transakciı´ (Zdroj: [2])
4.2.2 Zdiel’ana´ pama¨t’
Pretozˇe sa nacha´dza priamo na cˇipe je mnohona´sobne ry´chlejsˇia ako globa´lna pama¨t’, ako
bolo spomı´nane´ v kapitole 4.1 za predpokladu, zˇe sa vyhneme bankovy´m konfiktom.
7Nedelitel’na´ jednotka paralelizmu na CUDE, ktora´ obsahuje 32 vla´kien. Vla´kna jedne´ho warpu moˆzˇu
vykona´vat’paralelne napla´novane´ insˇtrukcie
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Na dosiahnutie vysokej priepustnosti paralelny´ch prı´stupov je zdiel’ana´ pama¨t’rozde-
lena´ na rovnako vel’ke´ pama¨t’ove´ moduly (banky), do ktory´ch je mozˇne´ pristupovat’para-
lelne. Takzˇe kazˇde´ nacˇı´tanie alebo ulozˇenieN da´t doN roˆznych ba´nkmoˆzˇe byt’vykonane´
paralelne, z cˇoho sa da´ odvodit’priepustnost’N kra´t vysˇsˇia ako priepustnost’jednej banky.
V prı´pade, zˇe viac vla´kien pristupuje k jednej banke, prı´stup sa serializuje. Hardware roz-
delı´ pama¨t’ovu´ pozˇiadavku, ktora´ obsahuje bankovy´ konflikt na pozˇiadavky, ktore´ uzˇ
bankove´ konflikty neobsahuju´. Ty´m sa priepustnost’znizˇuje tol’ko na´sobne, aky´ je pocˇet
novy´ch bezkonfliktny´ch pozˇiadaviek. Existuje vy´nimka, kedy kazˇde´ vla´kno pristupuje k
jedinej banke a prı´stup sa neserializuje a vla´kna pristu´pia k hodnote paralelne (broad-
kastovanie). V prı´pade novsˇı´ch typov graficky´ch kariet (od compute capability8 2.x) je
mozˇne´ broadkastovat’aj viac ba´nk medzi vla´kna vo warpe, ako je ilustrovane´ na obra´zku
6.
8Verzia popisuje vlastnosti hardware a poskytuje informa´cie o insˇtrukcˇnej sade, ktoru´ zariadenie pod-
poruje, ale aj sˇpecifika´cie ako maxima´lny pocˇet vla´kien v bloku alebo pocˇet registrov v jadre procesoru.
Zariadenia s vysˇsˇı´m cˇı´slom su´ modernejsˇie, ale za´rovenˇ dovol’uju´ spa¨tnu´ kompatibilitu so starsˇı´mi verziami.
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Obra´zek 6: Prvy´ - bez konfliktu - vla´kna pristupuju´ k rovnaky´m da´tam v banke; Druhy´ -
bez konfliktu - pretozˇemedzi vla´kna 22, 24, 25, 27 a 28 bude obsah banky broadcastovany´;
Tretı´ - bez konfliktu - kazˇde´ vla´kno pristupuje k inej banke; Sˇtvrty´ - 2 cestny´ bankovy´ kon-
flikt - priepustnost’sa znizˇuje na polovicu; Piaty - bez konfliktu - kazˇde´ vla´kno pristupuje
k inej banke. (Zdroj: [2])
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5 Segmenta´cia obrazu
Segmenta´cia obrazu je meto´da, alebo presnejsˇie skupina meto´d postaveny´ch na roˆz-
nych princı´poch digita´lneho spracovania obrazu, ktore´ slu´zˇi k automaticke´mu rozdele-
niu vlastne´ho obrazu na oblasti so spolocˇny´mi vlastnost’ami a ktore´ obvykle maju´ nejaky´
zmysluplny´ vy´znam. Typicky´m ciel’om segmenta´cie obrazu je identifika´cia popredia a
urcˇenie oblastı´ v obraze odpovedaju´cim vy´znamne´mu prvku zachytenej sce´ny. Vy´sledky
segmenta´cie su´ vyuzˇitel’ne´ naprı´klad v pocˇı´tacˇovom videnı´ (rozpozna´vanie tva´rı´, OCR9
a ine´), spracovanı´ leka´rskych obrazovy´ch da´t, alebo pri analy´ze obrazov zı´skany´ch pri
dial’kovom prieskume zeme [4].
5.1 Meto´dy segmenta´cie obrazu
V nasleduju´cich riadkoch budu´ popı´sane´ niektore´ meto´dy pouzˇı´vane´ pri segmentovanı´
obrazu. Ty´chto meto´d je vel’mi vel’a, vybral som preto tie ktore´ su´ najpouzˇı´vanejsˇie.
5.1.1 Prahovanie
Prahovanie je najjednoduchsˇia meto´da segmenta´cie obrazu zalozˇena´ na hodnotenı´ jasu
kazˇde´ho pixelu. Jej princı´pom je na´jdenie takej hodnoty prahu, pre ktoru´ platı´, zˇe vsˇetky
hodnoty jasu nizˇsˇie ako prah patria do pozadia, zatial’ cˇo vysˇsˇie hodnoty tvoria popredie.
5.1.2 Klastrovacie meto´dy
Do klastrovacı´ch meto´d patrı´ aj meto´da, ktora´ je na´plnˇou tejto pra´ce - Spektra´lne klastro-
vanie. Pri klastrovanı´ by´va vyuzˇı´vany´ niektory´ z klastrovacı´ch algoritmov, ako bude
spomenute´ v kapitole 6.5. Samotne´ klastrovanie je zalozˇene´ na vybranej vlastnosti, kto-
rou by´va farba, intenzita, textu´ra, poloha alebo ina´ vlastnost’da´t.
5.1.3 Meto´dy zalozˇene´ na histograme
Ide o vel’mi efektı´vne meto´dy v porovnanı´ s iny´mi meto´dami segmenta´cie, pretozˇe bezˇne
vyzˇaduju´ iba jeden prechod pol’om da´t. Pri tomto prechode sa vypocˇı´ta histogram zo
vsˇetky´ch pixelov. Na urcˇenie polohy segmentov/klastrov sa vyuzˇı´vaju´ vy´razne´ zmeny v
priebehu histogramu ako su´ vrcholy a priepasti.
5.1.4 Meto´dy detekcie hra´n
Detekcia hra´n sa pri segmentovanı´ pouzˇı´va, pretozˇe za´kladnou vlastnost’ou rozhrania
objektu na popredı´ a pozadia je ostra´ hrana. Preto sa detekcia hra´n pouzˇı´va ako za´klad
pre ine´ meto´dy segmenta´cie. V praxi sa vyuzˇı´vaju´ gradientne´ opera´tory ako naprı´klad
Cannyho hranovy´ filter alebo Sobelov filter.
9Opticke´ rozozna´vanie znakov alebo OCR (z angl. Optical Character Recognition) je meto´da umozˇnˇuju´ca




V tejto kapitole bude predstavene´ spektra´lne klastrovanie. V prvom kroku sa nacˇı´ta
vstupny´ obraz v podobe R, G, B hodnoˆt jednotlivy´ch pixelov. Zo vstupu sa vytvorı´ ma-
tica Affinity, ktora´ vyjadruje vza´jomnu´ podobnost’ jednotlivy´ch pixelov obrazu. Ak ma´
vstupny´ obraz pocˇet pixelov N , Affinity ako aj ostatne´ z nej vytvorene´ matice maju´ roz-
mer N2. Z matice Affinity je vytvorena´ diagona´lna matica, ktorej diagona´lnymi prvkami
su´ umocnene´ su´cˇty prvkov v riadkoch Affinity. Po vy´pocˇte diagona´lnej a Affinity ma-
tice je mozˇne´ ich na´sobenı´m vypocˇı´tat’Laplaceovu maticu. Dˇalsˇı´m krokom je vy´pocˇet k
najva¨cˇsˇı´ch vlastny´ch cˇı´sel a ich vlastny´ch vektorov, ktore´ sa ulozˇia do matice ako stl´pce.
Nasleduje klastrovanie bodov, ktore´ su´ reprezentovane´ riadkami z matice vlastny´ch vek-
torov. Po klastrovanı´ je ale potrebne´ premapovat’ riadky matice vlastny´ch vektorov na
obraz, ktory´ je vy´sledkom tohto algoritmu. Tento postup zna´zornˇuje obra´zok 7. Jednotlive´
kroky postupu budu´ popı´sane´ v nasleduju´cich podkapitola´ch.
Obra´zek 7: Graficky zna´zorneny´ postup spektra´lneho klastrovania.
6.1 Matica Affinity
V prvom kroku postupu je potrebne´ si vytvorit’ maticu Affinity (d’alej len matica A).
Matica A vyjadruje farebnu´ odlisˇnost’ jednotlivy´ch pixelov navza´jom. Vstupny´ obraz je
farebny´, preto je farba pixelu tvorena´ farebny´mi zlozˇkami, v tomto prı´pade zlozˇkamiRGB,
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teda cˇervenou, zelenou a modrou zlozˇkou. pre vy´pocˇet farebnej odlisˇnosti pouzˇı´vame
nasleduju´ci vzt’ah [5]: 
(Xr − Yr)2 + (Xg − Yg)2 + (Xb − Yb)2 (1)
kde X je aktua´lny pixel a Y je pixel s ktory´m ho budeme porovna´vat’. Indexy r,g a
b identifikuju´ o ktoru´ farebnu´ zlozˇku pixelu ide. Jednotlive´ zlozˇky od seba odcˇı´tame, cˇo
zarucˇuje nulovu´ odlisˇnost’pri pixeloch s rovnakou farbou a vysˇsˇiu odlisˇnost’pri pixeloch
s farbou odlisˇnou. Vzt’ah je zhodny´ so vzt’ahom pre vy´pocˇet euklidovskej vzdialenosti v
trojdimenziona´lnom priestore, pretozˇe v nasˇom prı´pade ide o vy´pocˇet vzdialenosti farby
pixelov vo farebnom spektre. Ak ma´ vstupny´ obra´zok sˇı´rku v pixeloch W a vy´sˇku v pi-
xelochH , maticaA bude sˇtvorcova´ a pocˇet riadkov rovnako ako pocˇet stl´pcov budeWH ,
pretozˇe bude niest’odlisˇnosti kombina´cie vsˇetky´ch pixelov vstupne´ho obrazu. Usporia-
danie matice si doka´zˇeme jednoducho predstavit’ tak, zˇe nad stl´pce pra´zdnej matice A
si da´me farby pixelov vstupne´ho obrazu usporiadene´ do rady a rovnako si ich da´me aj
pred riadky pra´zdnej matice A. Pri vy´pocˇte l’ubovol’ne´ho prvku matice by sme si ako
pixel X dosadili hodnoty nad stl´pcom, v ktorom sa prvok nacha´dza a ako pixel B by
sme si dosadili hodnoty pri riadku, v ktorom sa prvok nacha´dza. Pixely X a Y by sme
si dosadili do vzt’ahu pre vy´pocˇet odlisˇnosti. Tento postup zopakujeme pre kazˇdy´ prvok
matice A. Z tohto postupu je ocˇividne´, zˇe prvky na diagona´le budu´ nulove´, pretozˇe ide
o odlisˇnosti pixelu porovnane´ho same´ho so sebou. Vzniknuta´ matica A je symetricka´,
to znamena´ zˇe po transponovanı´, teda po vy´mene riadkov za stl´pce, sa matica nijak ne-
zmenı´. Je to spoˆsobene´ ty´m zˇe pri porovna´vanı´ pixelov, v nasˇom prı´kladeX s Y , budeme
urcˇite porovna´vat’aj Y sX , naprı´klad: porovna´vame 1. pixel nad stl´pcami s 2. pixelom pri
riadkoch, vy´sledny´ prvok bude v matici A ulozˇeny´ 1. stl´pci, 2. riadku. Neskoˆr budeme
porovna´vat’2. pixel nad stl´pcami s 1. pixelom pri riadkoch, vy´sledny´ prvok ulozˇı´me do 2.
stl´pca a 1. riadku. Vypocˇı´tana´ podobnost’bude v oboch prı´padoch rovnaka´, pretozˇe ide o
porovnanie iba dvoch pixelov. Vy´sledky su´ ulozˇene´ symetricky podl’a diagona´ly, akura´t
si prvky vymenia pozı´cie v riadku za stl´pec a naopak.
6.2 Diagona´lna matica
Po zostavenı´ matice A moˆzˇme vytvorit’diagona´lnu maticu (d’alej len matica D). Matica
D ma´ rovnake´ rozmery ako matica A. Ako uzˇ na´zov napoveda´, jej prvky budu´ ulozˇene´






Dii je prvok na diagona´le v matici D v i-tom stl´pci a i-tom riadku. Tento vypocˇı´tame
ako sumu prvkov v i-tom riadku matice A. Matica D je rovnako ako A symetricka´, cˇo je
dane´ ty´m zˇe je su´merna´ dodl’a diagona´ly, pretozˇe vsˇade inde su´ jej prvky rovne´ nule.
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6.3 Laplaceova´ matica
Laplaceova´ matica (d’alej len matica L). V tomto bode je zrejma´ podobnost’s Laplaceovou
maticou, ktora´ je zna´ma z grafov, na jej vy´pocˇet je potrebna´ matica nasy´tenia, ktora´
obsahuje 0 a 1 v za´vislosti na tom cˇi maju´ dane´ uzly grafu medzi sebou hranu. Ta´to
matica je vel’mi podobna´ nasˇej matici A. Dˇalej je potrebna´ stupnˇova´ matica, ktora´ opat’
akovnasˇomprı´pade obsahuje nadiagona´le sumy riadkovpredcha´dzaju´cejmatice. Vd’aka
tejto podobnosti moˆzˇme na zostavenie matice L pouzˇit’ vzt’ah pre vy´pocˇet symetrickej
normalizovanej Laplaceovej matice [5]:
Lnorm = D
−1/2LD−1/2 (3)





Laplaceovu maticu d’alej vyuzˇijeme pri vy´pocˇte vlastny´ch cˇı´sel a vektorov.
6.4 Vlastne´ vektory
V tomto kroku si zostrojı´me maticu V, ktora´ bude obsahovat’k najvacˇsˇı´ch vlastny´ch vek-
torovmaticeL. Vlastne´ vektorymoˆzˇme oznacˇit’v1, v2, ...vk. Matica V bude teda vytvorena´
z vektorov v1, v2, ...vk ako jej stl´pcov. To znamena´ zˇe prve´ dimenzie vektorov budu´ v pr-
vom riadku, druhe´ v druhom atd’. Cˇı´slo k si volı´me sami a je to pocˇet klastrov do ktory´ch
budeme vstupny´ obra´zok delit’. Ak by sme zvolili naprı´klad k = 4, bude to znamenat’
zˇe vo vy´sledku budeme obrazove´ body delit’do 4 skupı´n na za´klade ich podobnosti. Na
za´klade cˇı´sla k bude algoritmus urcˇovat’toleranciu, ktora´ bude zhlukovat’obrazove´ body,
ak bude k male´, naprı´klad k = 2, tolerancia bude vysˇsˇia aby bolo mozˇne´ body rozdelit’
do dvoch skupı´n a naopak, cˇı´m bude k vysˇsˇie bude tolerancia nizˇsˇia. Dˇalej je potrebne´







kde Vwidth je sˇı´rka matice V. Zjednodusˇene povedane´: scˇı´tame druhe´ mocniny prvkov
matice V v riadku, ktory´ normalizujeme a na´slednu´ sumu odmocnı´me. Ty´mto vy´sledkom
predelı´me vsˇetky prvky dane´ho riadku, ktory´ pra´ve normalizujeme. Ty´m sa na´m prvky
v riadkoch - jednotlive´ vel’kosti vlastny´ch vektorov v danej dimenzii numericky upravili
do intervalu ⟨0, 1⟩.
6.5 Klastrovanie
Klastrovanie je u´loha zaoberaju´ca sa zhlukovanı´m objektov, takzˇe objekty v jednom
klastry su´ viac podobne´ (na za´klade vybranej metriky) medzi sebou ako ku objektom
v iny´ch klastroch.
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Klastrovanie samo o sebe nie je jeden algortimus, ale vo vsˇeobecnosti u´loha, ktora´ sa
riesˇi pomocou roˆznych algoritmov. Tie sa od seba moˆzˇu vy´razne lı´sˇit’ ty´m, ako definuju´
klaster a ako efektı´vne ho doka´zˇu na´jst’. Medzi zna´me meto´dy klastrovania patria: K-
means, C-means fuzzy, Gaussian mixture, Single-Link a ine´.
6.5.1 K-Means
Algoritmus zvoleny´ k riesˇeniu proble´mu sa nazy´va k-means [6]. Tento algoritmus je
vel’mi popula´rny a cˇasto vyuzˇı´vany´. Za´kladnou mysˇlienkou je vytvorenie k centroidov,
ktore´ reprezentuju´ da´tove´ body vo vnu´tri klastru (segmentu) S. Vyjadrene forma´lne,
ma´me niekol’ko pozorovanı´ (x1, ..., xn), kde xj ∈ Rd a d predstavuje dimenziu kazˇde´ho
z pozorovanı´. Dˇalej ma´me segmenta´ciu S = {S1, ...Sk}, v ktorej chceme minimalizovat’






∥xj − µi∥2 (6)
K-means sa k vy´sledku tejto funkcie dosta´va pouzˇitı´m dvoch krokov:
• Prirad’ovanie, v ktorom su´ vsˇetky pozorovania priradene´ do jedne´ho z klastrov,
na za´klade ich vza´jomnej vzdialenosti, teda vzdialenosti pozorovania a centroidu
klastru.
• Aktualiza´cia, v ktoromsu´ centroidyposunute´ na novu´ pozı´ciu reprezentuju´cunovu´













kde xa je da´tovy´ bod, ktory´ chceme priradit’k jedne´mu z klastrov (segmentov).
Proble´mom algoritmu k-means je jeho zlozˇitost’ (klasifikovany´ ako NP-t’azˇky´ pro-
ble´m) a nezarucˇena´ konvergencia ku klastrom, v prı´pade zˇe sa pouzˇije ina´ metrika ako
Euklidovska´. Na nasleduju´com obra´zku je zna´zorneny´ proces klastrovania algoritmom
k-means.
Nasˇimi pozorovaniami su´ pra´ve jednotlive´ riadky v normalizovanej matici V. Matica
V ma´ k stl´pcov, kazˇdy´ tento stl´pec si teraz predstavı´me ako jednu dimenziu bodu -
riadku. Moˆzˇe to byt’ trochu ma¨tu´ce, pretozˇe pri konsˇtrukcii matice V to bolo presne
naopak a vektory z ktory´ch sa vytvorila sa poukladali vedl’a seba ako stl´pce. Ma´me
teda maticu V s k stl´pcami a pocˇtom riadkov, rovny´m celkove´mu pocˇtu obrazovy´ch
bodov vstupne´ho obrazu. Ta´to informa´cia uzˇ mozˇno naznacˇuje, zˇe medzi vstupny´m
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Obra´zek 8: Sche´ma klastrovania prostrednı´ctvom k-means. Prvy´ obra´zok: inicializa´cia
centroidov; druhy´ obra´zok: priradenie bodov k centroidom; tretı´ obra´zok: aktualiza´cia
centroidov;
obrazomamaticouV je spojitost’. Popriebehuk-means algoritmubudemevediet’doaky´ch
skupı´n - zhlukov sa jednotlive´ riadky z matice V zaradili a podl’a toho budeme vediet’
aj prı´slusˇnost’jednotlivy´ch obrazovy´ch bodov vstupne´ho obrazu do zhlukov. Povedzme
zˇe ma´me obra´zok 2 kra´t 2 pixely, ma´me maticu V, ktora´ ma´ 4 riadky (ako celkovy´ pocˇet
pixelov) a 2 stl´pce (hodnota k). Budeme teda rozdel’ovat’4 body v 2 rozmernom priestore
do 2 zhlukov. Po spustenı´ algoritmu zistı´me, zˇe 1. a 3. bod sa nacha´dza v 1. zhluku a 2. a 4.
bod v zhluku druhom. Pri namapovanı´ na vstupny´ obra´zok: 1. pixel v 1. a 2. riadku bude

















Ta´to cˇast’pra´ce sa venuje praktickej implementa´cii algoritmu spektra´lneho klastrovania,
popı´sane´ho v kapitole 6. Algoritmus bol implementovany´ najskoˆr sekvencˇne s pouzˇi-
tı´m procesoru, neskoˆr paralelne s pouzˇitı´m technolo´gie CUDA. Obe verzie budu´ v tejto
kapitole popı´sane´.
7.1 Knizˇnica OpenCV
OpenCV je su´bor knizˇnı´c, ktory´ obsahuje funkcie pre manipula´ciu s obrazom. V prvy´ch
verzia´ch sekvencˇne´ho riesˇenia bolo pouzˇite´ na´sobenie matı´c a aj vy´pocˇet vlastny´ch cˇı´sel
a vlastny´ch vektorov matice. V poslednej verzii algoritmu bolo pouzˇite´ uzˇ len nacˇı´tanie
obrazu cez funkciu cv::imread, ktora´ nacˇı´ta obraz zo su´boru do matice v hodnota´ch
typu unsigned char10 a vracia instanciu triedy cv::Mat cez ktoru´ sa uzˇ da´ jednoducho
pristupovat’priamo k hodnota´m zlozˇiek farby jednotlivy´ch pixelov. Po skoncˇenı´ klastro-
vania je pouzˇita´ funkcia cv::imshow do ktorej sa parametrom preda´ odkaz na maticu
vy´sledny´ch obrazovy´ch bodov a funkcia dany´ vy´sledok zobrazı´. Verzia pouzˇita´ pri vy´voji
algoritmov bola 2.4.6.
7.2 Sekvencˇne´ riesˇenie
Zna´zvukapitoly vyply´va, zˇe popisovany´ algoritmusbol implementovany´ jednovla´knovo
na procesore. Oproti algoritmu na CUDE je technicke´ riesˇenie takmer u´plne odlisˇne´, aj
ked’postup je vel’mi podobny´. Sekvencˇne´ riesˇenie je oproti CUDE omnoho jednoduchsˇie,
pretozˇe pri iterovanı´ jednotlivy´ch vy´pocˇtov, naprı´klad matice L je dopredu zna´me a
postupne´ a odpada´ teda nutnost’prepocˇı´tavania indexov v matici, alebo vo vektoroch.
7.2.1 Naivne´ riesˇenie
Sekvencˇny´ algoritmus rovnako ako ten paralelny´ presˇiel vel’a sˇta´diami. V prvotnom
tzv. naivnom riesˇenı´ bol implementovany´ algoritmus popisovany´ v kapitole 6 bez vy´-
raznejsˇı´ch zmien. Pri vy´pocˇte matice A sa teda vytvorı´ matica o vel’kosti pocˇtu pixelov
vstupne´ho obrazu umocneny´ch na druhu´. Tu je zrejme´, zˇe aj z hl’adiska ry´chlosti a hlavne
z hl’adiska priestorovej na´rocˇnosti to nie je dobre´ riesˇenie. VmaticiA su´ totizˇ informa´cie o
rozdieloch obrazovy´ch bodov ukladane´ duplicitne. Podobne to je aj s vytva´ranı´m matice
D, ktora´ obsahuje prvky iba na diagona´le, avsˇak matica je alokovana´ cela´ o rovnakej
vel’kosti ako matica A. Vytva´ranie matice L su´cˇinom matı´c:
Lnorm = D
−1/2AD−1/2 (9)
Tento vy´pocˇet je realizovany´ cez knizˇnicu OpenCV, ktora´ ma´ pre instancie cv::Mat
vlastny´ opera´tor na´sobenia. Toto riesˇenie je absolu´tne neefektı´vne, pretozˇe vy´pocˇet pre-
bieha aj nad nulovy´mi prvkami maticeD, kedy je vy´sledok nenulovy´ iba v jednej odmoc-
nine z celkove´ho pocˇtu vsˇetky´ch na´sobenı´.
10jednobytova´ premenna´ bezznamienkove´ho typu, nadobu´daju´ca hodnoty v intervale [0,255]
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Vy´pocˇet vlastny´ch vektorov matice je realizovany´ opa¨t’ cez OpenCV, cez funkciu
cv::eigen. Pri nı´zkych rozlı´sˇeniach je tento vy´pocˇet prijatel’ny´, ale pri va¨cˇsˇı´ch maticiach
je opa¨t’neefektı´vny, pretozˇe funkcia vypocˇı´ta vsˇetky vlastne´ cˇı´sla, rovnako ako vektory.
Preto je potrebne´ vypocˇı´tat’iba k vlastny´ch cˇı´sel a vlastny´ch vektorov.
7.2.2 Vylepsˇene´ riesˇenie
Tento algoritmus je konecˇny´m sekvencˇny´m algoritmom implementovany´m vra´mci tejto
pra´ce. Snazˇı´ sa eliminovat’ nedostatky naivne´ho riesˇenia, ktore´ boli spomı´nane´ v pred-
cha´dzaju´cej kapitole 7.2.1.
7.2.2.1 Matica Affinity Akoprvy´ nedostatok bolo potrebne´ vyriesˇit’efektı´vneulozˇenie
matice Affinity (d’alej maticaA). Ked’zˇe je matica symetricka´, stacˇı´ ulozˇit’iba jej trojuholnı´-
kovu´ cˇast’vra´tane diagona´ly. Ak bymatica nebola symetricka´11, nebolo by jumozˇne´ takto
ukladat’. Preto bolo potrebne´ zvolit’forma´t v ktorombudu´ da´ta ulozˇene´, aby bolomozˇne´ k
prvkom urcˇit’indexy na ktory´ch boli da´ta ulozˇene´ v poˆvodnej plnej matici, kvoˆli vy´pocˇtu
dane´ho prvku matice z hodoˆt pixelov vstupne´ho obrazu. V sekvencˇnom algoritme bolo
zvolene´ ako idea´lne ulozˇenie v linea´rnom poli, tak zˇe su´ riadky ulozˇene´ za sebou. Kazˇdy´
nasleduju´ci riadok ma´ o jeden prvok menej ako jeho predchodca.
Obra´zek 9: Usporiadanie pol’a hodnoˆt horne´ho trojuholnı´ku matice.
Na obra´zku 9 napravo je ilustrovana´ plna´ matica (pre na´zornost’ je matica vel’kosti
6x6), na ktorej su´ farebne vyznacˇene´ oba trojuholnı´ky. Na pravo je zobrazena´ zreduko-
11naprı´klad pri vyuzˇitı´ inej metriky pri vytva´ranı´ zo vstupne´ho obrazu
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vana´ matica, uzˇ bez spodne´ho trojuholnı´ku. Nizˇsˇie je ilustrovany´ princı´p ulozˇenia do
jednorozmerne´ho pol’a.
Pre alokovanie pama¨te je potrebne´ vediet’pocˇet da´t, ktore´ bude obsahovat’zreduko-
vana´ matica. Tento vy´pocˇet je mozˇne´ si odvodit’: potrebujeme miesto pre horny´ trojuhol-
nı´k. Rovnaky´ trojuholnı´k je aj pod diagona´lou. Ak teda predelı´me celkovu´ vel’kost’matice
na polovicu, zı´skame miesto pre trojuholnı´k a polovicu diagona´ly, preto je potrebne´ esˇte
zahrnu´t’aj druhu´ polovicu diagona´ly. A to tak, zˇe k vy´sledku pricˇı´tame polovicu pocˇtu








Vo vzorci m vyjadruje jeden z rozmerov matice. V druhej cˇasti je esˇte k hodnote
m pricˇı´tana´ jednotka. Je to z toho doˆvodu, zˇe pri pocˇı´tanı´ vel’kosti pri matici, ktorej
rozmery su´ nepa´rne by vy´pocˇet algortimu zaokru´hlil obe delenia smerom nadol, pretozˇe
v programe je vy´pocˇet robeny´ nad typmi integer12. Z toho doˆvodu je nutne´ k vy´pocˇtu
pripocˇı´tat’cˇı´slo jedna, cˇo zarucˇı´, zˇe pri akejkol’vek matici bude vy´pocˇet zaokru´hl’ovat’iba
jeden z dvoch zlomkov.
Hodnoty poˆvodny´ch indexov sa daju´ l’ahko urcˇovat’ tak, ako je to v nasleduju´com
ko´de, ktory´ je uka´zˇkou vytvorenia matice A zo vstupne´ho obrazu:
float ∗ getS(cv::Mat &image)
{
int m = image.cols ∗ image.rows;
int i = 0;
float ∗ S = (float∗)malloc(((m ∗ m + m + 1)/2) ∗ sizeof(float ) ) ;
cv ::Vec3b a,b;
for ( int y = 0; y < m; y++){
for ( int x = y; x < m; x++){
a = image.at<cv::Vec3b>( GETY(y,image.cols), GETX(y,image.cols) );
b = image.at<cv::Vec3b>( GETY(x,image.cols), GETX(x,image.cols) );






Vy´pis 1: Vytvorenie matice Affinity
Cyklus cez y precha´dza riadky nezredukovanej matice, cyklus cez x precha´dza stl´pce,
avsˇak vzˇdy zacˇı´na azˇ na diagona´le, cˇo zarucˇı´ iba pocˇet itera´ciı´ rovny´ pocˇtu prvkov zre-
dukovanej matice. Pre prı´stup k prvkom obra´zku je potrebne´ upravit’ indexy x a y z
jednorozmerny´ch na dvojrozmerne´, pretozˇe aj vstupny´ obraz je ulozˇeny´ ako dvojroz-
merne´ pole. Makro GETX(a,b) pocˇı´ta zvysˇok po delenı´ a/b a zaist’uje index v stl´pci ty´m,
124 bytova´ premenna´ celocˇı´selne´ho typu.
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zˇe s rastom hodnoty a sa rovanko zvysˇuje aj vy´sledna´ hodnota azˇ do hodnoty b, kde sa
vy´sledok opa¨t’ dostane na hodnotu 0 atd’. GETY(a,b) pocˇı´ta celocˇı´selne´ delenie a/b a
urcˇuje riadok. Premenna´ i je ako inkrementer, zaist’uju´ci postupny´ posun vo vy´slednej
matici A.
Tento prı´stup eliminuje zbytocˇne´ duplicitne´ da´ta a rovnako aj duplicitne´ vy´pocˇty. Obe
spomı´nane´ znı´zˇi takmer na polovicu.
7.2.2.2 Diagona´lna matica Pri vy´pocˇte diagona´lnej matice (d’alej len matica D) je
potrebne´ scˇı´tat’prvky v riadkoch matice A. Akona´hle matica A obsahuje iba horny´ troju-
holnı´k nasta´va proble´m, kde treba premapovat’prvky z dolne´ho trojuholnı´ku matice na
ten horny´. V tomto prı´pade opa¨t’nema´ zmysel precha´dzat’vel’kost’celej nezredukovanej
matice A. Pre vy´pocˇet stacˇı´ prejst’iba horny´ trojuholnı´k matice podobne ako pri vy´pocˇte
matice A. V prvom riadku je vsˇetko v poriadku a prvky stacˇı´ scˇı´tat’. V druhom riadku
uzˇ chy´ba prvy´ prvok, jeho su´radnice su´ x = 0 a y = 1, ale jeho duplicita sa nacha´dza
na tom istom mieste v transponovanej matici. To znamena´, zˇe stacˇı´ su´radnice zamenit’a
dosta´vame indexy v poˆvodnej matici v hornom trojuholnı´ku.
Obra´zek 10: Premapovanie prvkov dolne´ho trojuholnı´ka matice na horny´.
Pre lepsˇiu predstavu poslu´zˇi opa¨t’ilustracˇny´ obra´zok 10, ktory´ zna´zornˇuje premapo-
vanie dolne´ho troju´holnı´ku na horny´. Kazˇdy´ prvok matice, cez ktory´ precha´dza sˇı´pka sa
do su´cˇtu musı´ prira´tat’. Pri implementa´cii je mozˇne´ prejst’cyklus cez celu´ nezredukovanu´
maticu A a podl’a toho, cˇi je aktua´lny index cyklu pod alebo nad diagona´lou zamienˇat’
indexy x a y. Cele´ rozhodovanie je ale mozˇne´ eliminovat’, takzˇe cyklus prejde iba horny´
trojuholnı´k vra´tane diagona´ly a pri kazˇdom cykle bude scˇı´tavat’dany´ riadok do matice
(vektoru) D na pozı´ciu y - v obra´zku zna´zornˇuju´ vodorovne´ sˇı´pky, za´rovenˇ dany´ prvok
pripocˇı´ta k D na pozı´ciu x - v obra´zku zvisle´ sˇı´pky. Ako bolo poznacˇene´ vysˇsˇie, D nieje
ukladane´ v matici, ale vo vektore kvoˆli sˇetreniu miesta.
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Samotny´ vy´pocˇet v sebe esˇte zahr´nˇa umocnenie pricˇı´tavane´ho prvku. Po skoncˇenı´
vy´pocˇtu su´m sa prvky vektoru D prepocˇı´taju´ na obra´tene´ hodnoty ich odmocnı´n ako
popisuje vzt’ah 4.
7.2.2.3 Laplaceova Matica Vy´pocˇet Laplaceovej matice bol v popisovany´ v kapitole
6.3. Tam ale algoritmus pocˇı´ta s ty´m zˇe D je matica, ale v tomto prı´pade ide o vektor.
Preto je potrebne´ upravit’vy´pocˇet tak aby vy´sledok odpovedal na´sobeniu matı´c, ako je to
v spomı´nanom vzt’ahu.
Ak si zoberieme diagona´lnu maticu13 a vyna´sobı´me ju s inou maticou a vy´slednu´
maticu opa¨t’vyna´sobı´me s danou diagona´lnou maticou, vyjde na´m niecˇo podobne´:
d11 0 00 d22 0
0 0 d33
x11 x12 x13x21 x22 x23
x31 x32 x33




d11x11d11 d11x12d22 d11x13d33d22x21d11 d22x22d22 d22x23d33
d33x31d11 d33x32d22 d33x33d33
 (11)
Pri presˇtudovanı´ vy´sledku si moˆzˇme vsˇimnu´t’, zˇe riadky matice s prvkami x su´ pre-
na´sobene´ diagona´lou, rovnako ako aj stl´pce. Preto je ulozˇenie D vo vektore absolu´tne
prijatel’ne´ a pra´ve naopak viac vyhovuju´ce. A pretozˇe sa vo vy´pocˇte nepocˇı´ta zˇiadna
suma a po skoncˇenı´ by symetricka´ matica ostala sta´le symetrickou, je mozˇne´ pocˇı´tat’
hodnoty iba pre nasˇu zredukovanu´ maticu.
void getL(float ∗∗ A, cv ::Mat & D)
{
int i = 0;
for ( int y = 0; y < D.cols; y++){
for ( int x = y; x < D.cols; x++){
(∗A)[ i ] =
D.at<float>(0,y) ∗






Vy´pis 2: Vytvorenie Laplacianovej matice
Ko´d je podobny´ tomu na vy´pocˇet matice L. D.cols je dl´zˇka vektoruD, rovnaka´ ako
oba rozmery nezredukovanej matice A.
13Matica, ktora´ ma´ nenulove´ prvky iba na diagona´le.
25
7.2.2.4 Vy´pocˇet vlastny´ch vektorov Na vy´pocˇet vlastny´ch vektorov Laplacianovej
matice bol zvoleny´ algoritmus Power Iteration. Ide o meto´du, ktora´ zo zadanej matice L
vyprodukuje vlastne´ cˇı´slo λ a nenulovy´ vlastny´ vektor v tak zˇe platı´:
Lv = λv (12)
Meto´da nepocˇı´ta rozkladmatice, preto je vhodna´ aj na obrovske´ matice, takzˇe je vel’mi
vhodna´ do tohto algoritmu. Za´kladna´ meto´da Power Iteration na´jde iba jedno najva¨cˇsˇie
vlastne´ cˇı´slo (s najvacˇsˇou absolu´tnou hodnotou). Dˇalsˇı´mi u´pravami je ale schopna´ vy-
pocˇı´tat’aj d’alsˇie vektory a cˇı´sla.
Obra´zek 11: Diagram zna´zonˇuju´ci postup krokov meto´dy Power Iteration.
Predpokladajme zˇe matica L ∈ Rn×n je diagonalizovatel’na´14, to znamena´ zˇe existuje
n neza´visly´ch vlastny´ch vektorov matice L. Oznacˇme tieto vektory ako x1, ...xn, tieto
vektory tvoria ba´zu priestoru Rn. Zvolı´me si na´hodny´ vektor q(0) ∈ Rn, ktory´ moˆzˇme
zapı´sat’aj takto[7]:
q(0) = a1x1 + a2x2 + ...+ anxn (13)
kde a1, ...an su´ skala´re. Rovnica hovorı´, zˇe pomocou linea´rnej kombina´cie vlastny´ch -
ba´zovy´ch vektorov je mozˇne´ vytvorit’aky´kol’vek iny´ vektor.
14Matica L je diagonalizovatel’na´ ak k nej existuje matica X tak zˇe platı´: L = XDX−1 a D je diagona´lna
matica.
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Vyna´sobenı´m oboch stra´n rovnice maticou L umocnenou na k dosta´vame:




kx2 + ...+ anL
kxn (15)
Zo vzt’ahu 12 na´m vyply´va, zˇe platı´ Lkxn = λkxn. Preto moˆzˇme v rovnici maticu L
nahradit’vlastny´mi cˇı´slami λ1, ...λn:
= a1λ1
kx1 + a2λ2
kx2 + ...+ anλn
kxn (16)
Teraz je mozˇne´ si pred za´tvorku vynˇat’ prvy´ skala´r a najvacˇsˇie vlastne´ cˇı´slo a1λ1k.















Ry´chlost’ Power Iteration je za´visla´ na pomere |λ2|/|λ1|, ktory´ urcˇuje ry´chlost’ kon-
vergencie. Cˇı´m je teda pomer mensˇı´, ty´m skoˆr sa suma zo vzt’ahu 17 zacˇne blı´zˇit’ 0. Z
experimenta´lne vypocˇı´tany´ch vlastny´ch cˇı´sel z obra´zkov sa preuka´zalo, zˇe pocˇet vy´razne
odlisˇny´ch vlastny´ch cˇı´sel bol u´merny´ pocˇtu vy´razne odlisˇitel’ny´ch farieb v obraze. Preto
nevznika´ proble´m s ty´m, zˇe by algoritmus konvergoval pomaly, alebo dokonca voˆbec.
Ak teda platı´ |λ1| > |λ2| ≥ ...|λn| potom moˆzˇme povedat’zˇe λ1 je dominantne´ vlastne´





k → 0. To znamena´, zˇe cˇı´m vysˇsˇie bude cˇı´slo k, ty´m sa bude cela´
suma blı´zˇit’viac k nule. A za predpokladu a1 ̸= 0moˆzˇme teda odvodit’princı´p algoritmu
Power Iteration:
Lkq(0) → a1λk1x1 (18)
Jednotlive´ itera´cie moˆzˇu byt’vyjadrene´ rovnicami:
q1 = Lq0
q2 = Lq1 = L(Lq0) = L
2q0




qk = Lqk−1 = L(Lk−1q0) = Lkq0
(19)
Meto´da pri kazˇdej itera´cii vektor po na´sobenı´ Lqk−1 normalizuje, aby pri vy´pocˇ-
toch nad vel’ky´mi maticami, hodnoty vy´sledne´ho vektoru nepretiekli da´tovy´ typ. Vd’aka
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Znormalizovany´ vektor q kazˇdou itera´ciou viac aproximuje k hl’adane´mu vlastne´mu
vektoru. Ale ked’zˇe pocˇet itera´ciı´, ktory´ vyprodukuje uspokojivy´ vy´sledok nieje zna´my,
je potreba stanovit’ukoncˇovaciu podmienku. V tomto prı´pade sa da´ ako ukazatel’ pres-
nosti pouzˇit’ rozdiel medzi vektormi vypocˇı´tany´mi v dvoch po sebe idu´cich itera´cia´ch.
Podmienku zastavenia vyjadrı´me ako
∥qk − qk−1∥ < tolerancia (21)
kde qk je aktua´lny znormovany´ vektor a qk−1 je znormovany´ vektor z predcha´dzaju´cej
itera´cie. Tolerancia je numericka´ hodnota, ktora´ predstavuje hodnotu prı´pustne´ho roz-
dielu. Experimentovanı´m sa uka´zalo, zˇe vektor konverguje vel’mi ry´chlo a aproxima´cia je
uzˇ po pa´r itera´cia´ch vel’mi presna´. Vo vy´sledku sa uka´zala hodnota tolerancie 1∗10−4 ako
u´plne dostacˇuju´ca a jej znizˇovanie uzˇ nemalo zˇiadny vplyv na vy´sledny´ vlastny´ vektor.
Hl’adanie nedominantny´ch vlastny´ch cˇı´siel. V klastovanı´ jeden vlastny´ vektor va¨cˇsˇi-
nou nie je dost’, preto je potreba modifikovat’ algoritmus, aby bol schopny´ vypocˇı´tat’ aj
d’alsˇie vlastne´ vektory. K d’alsˇiemu vektoru potrebujeme vlastne´ cˇı´slo prve´ho vektoru.





xi je i-ty vypocˇı´tany´ vlastny´ vektor. Zdrojovy´ ko´d vy´pocˇtu vlastne´ho cˇı´sla:
float getEigVal( cv ::Vec & eigvec, cv::Vec & qvec )
{
float eigval = 0;
for( int i = 0; i < qvec.size; i++)
eigVal += qvec[i ] ∗ eigvec[ i ];
return eigval ;
}
Vy´pis 3: Vy´pocˇet vlastne´ho cˇı´sla
Na´sobeniematiceL a vektoru xi produkuje vektor, no ten nieje potreba pocˇı´tat’pretozˇe
uzˇ z vy´pocˇtov itera´ciı´ to je vypocˇı´tany´ neznormovany´ vektor q. Podobne netreba ani
delenie produktomvektorov xixi, pretozˇe ide v podstate o normovanie, avsˇak vypocˇı´tany´
vlastny´ vektor uzˇ normovany´ je.
Vy´sledne´ vlastne´ cˇı´slo je ale v absolu´tnej hodnote. Cˇı´slo λ je kladne´, ak maju´ zlozˇky
normovane´ho vektoru xi na rovnaky´ch pozı´ciach rovnake´ znamienka ako xi−1. V prı´pade
zˇe sa znamienka kazˇdou itera´ciou menia je cˇı´slo λ za´porne´ [9].
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Za predpokladu zˇe matica L je symetricka´ moˆzˇme ju rozlozˇit’na:
L = XΛXT (23)
Kde X a Λ obsahuju´ vlastne´ cˇı´sla a vektory. Tento vzt’ah moˆzˇme upravit’do podoby







Na za´klade tohto vzt’ahu sme schopnı´ vytvorit’novu´ maticu, ktora´ uzˇ nebude obsa-
hovat’najvacˇsˇie vlastne´ cˇı´slo a vektor. Tento postup sa nazy´va defla´cia.
Lˆ = L− λ1x1xT1 (25)
Matica Lˆ obsahuje rovnake´ vlastne´ cˇı´sla a aj vektory okrem dominantne´ho. Tento fakt
zarucˇuje mozˇnost’ vypocˇı´tat’ aj nedominantne´ vlastne´ cˇı´sla. Ak teda upravı´me vstupnu´
maticuL podl’a tohto vzt’ahu, moˆzˇme nad nˇou opa¨t’vykonat’power iteration a dostaneme
sa ku d’alsˇiemu vlastne´mu cˇı´slu a vektoru. Tento postup opakujeme podl’a pocˇtu potreb-
ny´ch vlastny´ch vektorov. Pri d’alsˇı´ch opakovaniach sa ale odcˇı´tavaju´ posledne´ vlastne´
cˇı´sla a vektory. Ak by sme pocˇı´tali naprı´klad tretie najvacˇsˇie cˇı´slo, z matice uzˇ musia byt’
odpocˇı´tane´ prve´ dve najvacˇsˇie a aj ich vektory.
V praktickom riesˇenı´ pouzˇı´va aj meto´da na vy´pocˇet vlastny´ch vektorov a vlastny´ch
cˇı´siel usporiadanie maticeL v pama¨ti rovnake´ ako predcha´dzaju´ce meto´dy na vytvorenie
maticeA,D a ajL. Je tak opa¨t’usˇetrene´miesto. Spoˆsob indexovania a prı´stupov do pama¨te
bol popı´sany´ v podkapitola´ch Matica A 7.2.2.2, Matica D 7.2.2.2.
Po vy´pocˇtema´mematicu, v ktorej su´ ako stl´pce jednotlive´ vlastne´ vektory. Tu´tomaticu
oznacˇı´me ako V.
7.2.2.5 Klastrovanie Ako bolo spomı´nane´ v kapitole 6, v riesˇenı´ je pouzˇita´ na klastro-
vanie meto´da K-means. Teoreticke´ pozadie algoritmu bolo popı´sane´ v podkapitole 6.5.1.
Ako prve´ je potrebne´ si zvolit’ centroidy pre kazˇdy´ z klastrov. Centroidov ako aj
klastrov bude k. Centroidy si moˆzˇme volit’ na´hodne, tak zˇe si vygenerujeme na´hodny´
bod v k-dimenziona´lnom priestore a ten oznacˇı´me ako centroid prve´ho zhluku a takto
pokracˇujeme d’alej. Avsˇak hodnota k za bezˇny´ch podmienok nebude nijak vysoka´ ale
zostane v ra´doch jednotiek. Preto u´plne postacˇı´ ak si za centra´ zvolı´me prvy´ch k bodov
- riadkov z matice V . V d’alsˇom kroku algoritmu prejdeme vsˇetky body matice V a
spocˇı´tame vzdialenost’od dane´ho bodu ku kazˇde´mu centroidu [5]. k
i=1
qi − pi2 (26)
Kde q a p su´ body v k-dimeziona´lnom priestore. Za jeden bod si dosadı´me sku´many´
bod a za druhy´ centroid. Pre kazˇdy´ centroid si pre dany´ bod zistı´me vzdialenost’ a
najkratsˇia na´m urcˇuje, zˇe dany´ bod patrı´ do klastru s ty´mto centroidom. Po prechode
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vsˇetky´mi bodmi matice V ma´me body zatriedene´ do klastrov. Opa¨t’ ideme zistit’ nove´








kde xi je i-ty prvok v danom klastry, n je celkovy´ pocˇet prvkov v klastry C je nova´
poloha centroidu. Po vypocˇı´tanı´ jednotlivy´ch novy´ch centroidov, ich porovna´me s poˆ-
vodny´mi centroidmi a ak sa asponˇ jeden zmenil, je potrebne´ cely´ postup zopakovat’. To
znamena´ opa¨t’prejst’vsˇetky body a zatriedit’ich, opa¨t’vypocˇı´tat’centroidy atd’. V prı´pade,
zˇe sa stare´ a nove´ centroidy (vypocˇı´tane´) nelı´sˇia je algoritmus k-means na konci.
Ako najoptima´lnejsˇie sa uka´zalo riesˇenie, kde sa vytvorı´ vektor s rozmerom ako
vlastne´ vektory, ktory´ bude ukladat’informa´ciu o prı´slusˇnosti dane´ho bodu k jedne´mu z
k-klastrov. Cˇizˇe vektor bude nadobu´dat’hodnoty z intervalu [0, k).
7.2.2.6 Premapovanie Poslednou cˇast’ou je premapovanie vektoru, ktory´ na´m vyge-
neroval k-means na obraz. Podobne ako bolo spomı´nane´ v kapitole 7.2.2.1, sa prepocˇı´ta
jednorozmerny´ index na indexy riadku a stl´pcu v obra´zku. Teraz stacˇı´ hodnoty vektoru
z intervalu [0, k), prepocˇı´tat’na hodnoty z intervalu [0, 255] aby boli vo vy´sledku prı´slu-
sˇnosti bodov do klastrov dobre rozlisˇitel’ne´. Stacˇı´ aby sme poˆvodnu´ hodnotu prena´sobili
255/(k − 1) cˇo hodnoty rovnomerne rozlozˇı´ na cely´ interval.
7.3 Paralelne´ riesˇenie
Paralelne´ riesˇenie rovnako ako sekvencˇne´ presˇlo pocˇas pra´ce vy´vojom. Vytvorene´ boli
dve verzie riesˇenia: prve´ opa¨t’takzvane´ naivne´ riesˇenie, ktore´ neoptimalizuje vyuzˇı´vanie
pama¨te a opa¨t’pracuje s plny´mi symetricky´mimaticami. Takisto aj vy´pocˇet vlastny´ch cˇı´sel
a vektorov nie je optima´lny. Druhe´ riesˇenie je paralelnou verziou algoritmu popı´sane´ho
v podkapitole 7.2.2, rovnako efektı´vne vo vyuzˇı´vanı´ pama¨te a minimalizuju´ce zbytocˇne´
vy´pocˇty.
7.3.1 Naivne´ riesˇenie
cuBLAS je knizˇnica za´kladny´ch opera´ciı´ linea´rnej algebry, vytvorena´ spolocˇnost’ou NVI-
DIA. Ide o verziu sˇtandardnej BLAS knizˇnice akcelerovanej cez GPU. cuBLAS je skutocˇne
vysoko vy´konna´, pretozˇe dosahuje oproti poslednej verzii MKL BLAS zry´chlenia 6 azˇ
15 kra´t. Knizˇnica ponu´ka opera´cie s husty´mi maticami a vektormi, ktore´ su´ maxima´lne
efektı´vne vo vyuzˇı´vanı´ zdiel’anej pama¨te a zdrojov grafickej karty.
CULA je knizˇnica poskytuju´ca akcelerovane´ implementa´cie najpopula´rnejsˇı´ch ope-
ra´ciı´ v linea´rnej algebre. CULA implementuje funkcie z klizˇnice LAPACK a akceleruje
ich prostrednı´ctvom architektu´ry CUDA. Oproti cuBLAS ma´ CULA implementovane´ aj
rutiny pre vy´pocˇet vlastny´ch cˇı´sel a vektorov.
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7.3.1.1 Matica Affinity Matica affinity (d’alej len matica A) sa alokuje na zariadenı´
ako plna´ matica, ulozˇene´ su´ vsˇetky prvky matice a vy´pocˇet prebieha aj nad duplicitny´mi
da´tami, z doˆvodu zˇe pri d’alsˇı´ch vy´pocˇtoch je potrebna´ plna´ vel’kost’aj ked’ symetrickej
matice.
7.3.1.2 Diagona´lnamatica Pri vy´pocˇte diagona´lnejmatice, sa vyuzˇı´va funkcia z knizˇ-
nice cuBLAS cublasSgemv v2, ktora´ pocˇı´ta na´sobenie matice s vektorom. V nasˇom prı´-
pade produkt na´sobeniematiceA s jednotkovy´m vektorom, z cˇoho vznika´ vektor zlozˇeny´
z prvkov, ktore´ su´ su´cˇtami riadkov matice A.
Toto riesˇenie je v tomto prı´pade u´plne idea´lne, pretozˇe cublasSgemv v2 dosahuje
pri na´sobenı´ podobnu´ priepustnost’ako jednoduche´ precˇı´tanie kazˇdej hodnoty matice, cˇo
moˆzˇe byt’povazˇovane´ za maxima´lny vy´kon, ktory´ sa da´ dosiahnut’pri suma´cii riadkov
alebo stl´pcov matice. Opera´cia, ktora´ je v tomto prı´pade navysˇe - prena´sobenie kazˇde´ho
prvku matice cˇı´slom 1.0 vy´kon vel’mi neznizˇuje, pretozˇe funkcia cublasSgemv v2[10]:
• je v princı´pe viazana´ priepustnost’ou pama¨te, jedna numericka´ opera´cia navysˇe
nebude bottleneckom15.
• pouzˇı´va insˇtrukcie FMA16, ktore´ zvysˇuju´ priepustnost’insˇtrukciı´ .
• jednotkovy´ vektor nie je pama¨t’ovo na´rocˇny´ a GPU ho moˆzˇe cacheovat’a zvy´sˇit’tak
priepustnost’pama¨te.
7.3.1.3 Laplaceova matica Pri vytva´ranı´ Laplaceovej matice (d’alej len matice L) je
potrebny´ vektor D a matica A. Na vy´pocˇet prvku matice L je potrebny´ prvok matice A z
rovnake´ho umiestnenia, cˇo znacˇı´ idea´lny prı´stup do globa´lnej pama¨te. Dˇalej su´ potrebne´
dva prvky z vektoru D. Aby sa minimalizoval prı´stup do globa´lnej pama¨te, ukladaju´ sa
na zacˇiatku vy´pocˇtu potrebne´ cˇasti vektoru D do zdiel’anej pama¨te. To vykona´vaju´ iba
niektore´ vla´kna, konkre´tne tie s threadIdx.y rovny´m 0 a 1. Tak ako je to ilustrovane´ na
nasleduju´com obra´zku 12.
Kernel je konfigurovany´ ako dvojrozmerny´ a sˇtvorcovy´. Oranzˇovou farbou su´ ozna-
cˇene´ vla´kna, ktore´ ukladaju´ vektor do zdiel’anej pama¨te, zelenou su´ oznacˇene´ v tej chvı´li
neaktı´vne vla´kna a modrou su´ oznacˇene´ cˇasti vektoru D, potrebne´ k vy´pocˇtu fragmentu
matice L.
Samotne´ na´sobenie je uzˇ potom jednoduche´ a optimalizovane´. Vla´kno si vyna´sobı´
prı´slusˇne´ prvky z vektorov D s prvkom matice A na svojı´ch vlastny´ch globa´lnych inde-
xoch (idx a idy) a na tie iste´ indexy zapı´sˇe vy´sledok do matice L.
15V informatike oznacˇovana´ najslabsˇia cˇast’ko´du/algoritmu, ktora´ spoˆsobuje znı´zˇenie vy´konu.
16FMA (Fused multiply–add) je opera´cia, ktora´ na´sobı´ a scˇı´ta v jednom kroku a zaokru´hl’uje azˇ vy´sledok.
Bez pouzˇitia FMA by sa vypocˇı´talo na´sobenie, zaokru´hlilo sa naN bitov, potom by sa vy´sledok scˇı´tal a opa¨t’
by sa zaokru´hlilo na N bitov. FMA teda redukuje pocˇet opera´ciı´ a zvysˇuje presnost’elimina´ciou zbytocˇne´ho
zaokru´hl’ovania.
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Obra´zek 12: Sche´ma nacˇı´tania hodnoˆt do zdiel’anej pama¨te.
7.3.1.4 Vlastne´ vektory Vy´pocˇet vlastny´ch vektorov je riesˇeny´ prostrednı´ctvom funk-
cie culaDeviceSsyevx z knizˇnice CULA. Funkcia vypocˇı´ta vlastne´ cˇı´sla a k nim prisl-
u´chaju´ce vlastne´ vektory zo symetrickej matice. Je mozˇne´ urcˇit’ pocˇet vektorov, ktore´
ma´ CULA vypocˇı´tat’. Za vy´pocˇtami stojı´ podobne ako v mojom paralelnom riesˇenı´ me-
to´da power iteration. Klastrovanie a premapovanie prebieha rovnako ako v sekvencˇnom
algoritme v kapitole 7.2 a preto nie je potrebne´ ich znovu rozoberat’.
7.3.2 Vylepsˇene´ riesˇenie
Vo vylepsˇenom riesˇenı´ isˇlo predovsˇetky´m o znı´zˇenie pama¨t’ovy´ch na´rokov a o optimali-
za´ciu vy´pocˇtov v CUDE, aby sa dosiahlo cˇo najvysˇsˇieho zry´chlenia oproti sekvencˇne´mu
riesˇeniu. To bolo v poslednej verzii vel’mi dobre´, preto sa vy´voj paralelne´ho riesˇenia od-
vı´ja od neho a v mnohy´ch ohl’adoch je mu vel’mi podobne´. Najva¨cˇsˇia zmena pricha´dza v
spojitosti s nemozˇnost’ou inkrementa´lneho indexovania vra´mci kernelov, tak ako to bolo v
sekvencˇnom algoritme. Bolo potrebne´ vymysliet’syste´m ukladania horne´ho trojuholnı´ku
do pama¨te aby bolo mozˇne´ v kazˇdom z bodov poˆvodnej plnej matice dopocˇı´tat’indexy v
redukovanej matici. Alebo naopak z indexov v redukovanej matici vypocˇı´tat’index bodu
v hornom troju´holnı´ku poˆvodnej plnej matice.
Ak si predstavı´me maticu, ktora´ ma´ hodnoty iba na diagona´le a v hornom trojuhol-
nı´ku, je mozˇne´ si vsˇimnu´t’, zˇe uzˇ v druhom riadku sa vytva´ra pra´zdne miesto, v d’alsˇom
riadku uzˇ su´ miesta dve atd’. Pre zachovanie mozˇnosti dohl’adania indexov je potrebne´
sem ulozˇit’cˇast’matice bez zbytocˇnej d’alsˇej zmeny v jej usporiadanı´. Preto bolo navrhnute´
ukladanie matice ako to ilustruje obra´zok 13:
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Obra´zek 13:Usporiadanie pol’a hodnoˆt horne´ho trojuholnı´kumatice vCUDE. Prva´matica
- symetricka´. Druhy´ obra´zok - dvojrozmerne´ usporiadanie prvkov zredukovanej matice.
Spodny´ obra´zok - usporiadanie prvkov zredukovanej matice do pol’a.
Rozlisˇujeme dva spoˆsoby adresovania:
7.3.2.1 Prevod indexov minimalizovanej matice na indexy horne´ho trojuholnı´ku
symetrickej matice Tento postup je pouzˇı´vany´ ak je potrebne´ vytvorit’ alebo upravit’
zminimalizovanu´ maticu. Take´to indexovanie sa vyuzˇije v kernely, ktory´ je spusteny´
nad vel’kost’ou zminimalizovanej matice a potrebujeme vypocˇı´tat’ indexy vzhl’adom na
poˆvodnu´ maticu, aby sme zistili naprı´klad polohu prı´slusˇny´ch bodov v obra´zku pri
vytva´ranı´ matice Affinity.
Na obra´zku 14 je zna´zornene´ premapovanie indexov x0 a y0 na su´radnice do horne´ho
trojuholnı´kuplnejmatice. Indexy zna´zornene´ vovnu´trimatı´c su´ uzˇ premapovane´ a pı´sane´
v tvare y1, x1.
V tabul’ke 1 su´ uvedene´ vy´pocˇty indexov,m je jeden z rozmerov symetrickej matice:
podmienka x1 y1
x0 ≥ y0 x0 y0
x0 < y0 m− x0 − 1 m− y0
Tabulka 1: Prevod su´radnı´c.
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Obra´zek 14: Premapovanie su´radnı´c z minimalizovanej matice na horny´ trouholnı´k sy-
metrickej matice.
7.3.2.2 Prevod indexov symetrickejmatice na indexyminimalizovanejmatice Tento
postup sa vyuzˇı´va ak je potrebne´ vo vy´pocˇte zrekonsˇtruovat’plnu´ symetricku´ maticu, ako
naprı´klad v prı´pade vy´pocˇtu diagona´lnej matice. Preto musı´ byt’kernel spusteny´ nad pl-
nou vel’kost’ou symetrickej matice.
Na obra´zku 14 je zna´zornene´ premapovanie indexov x0 a y0 na su´radnice do zredu-
kovanej matice. Indexy zna´zornene´ vo vnu´tri matı´c su´ uzˇ premapovane´ a pı´sane´ v tvare
y1, x1.
Obra´zek 15: Premapovanie su´radnı´c z plnej symetrickej matice na indexy do minimali-
zovanej matice.
V tabul’ke 2 su´ uvedene´ vy´pocˇty indexov,m je jeden z rozmerov symetrickej matice:
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podmienky x1 y1
x0 ≥ y0 && y0 < ⌊(m+ 1)/2⌋ x0 y0
x0 ≥ y0 && y0 ≥ ⌊(m+ 1)/2⌋ m− x0 − 1 m− y0
x0 < y0 && x0 < ⌊(m+ 1)/2⌋ y0 x0
x0 < y0 && x0 ≥ ⌊(m+ 1)/2⌋ m− y0 − 1 m− x0
Tabulka 2: Prevod su´radnı´c.
7.3.2.3 Matica Affinity Po zadefinovanı´ indexovania je mozˇne´ bez vacˇsˇı´ch proble´mov
pracovat’s pama¨t’ou vra´mci kernelu. Tak ako to bude uka´zane´ na kernely vy´pocˇtu matice
Affinity (d’alej len matice A). Ten je spu´sˇt’any´ iba nad vel’kost’ou zredukovanej matice A a
preto vyuzˇı´vame prve´ indexovanie z kapitoly 7.3.2.1.
global void kernel get A(TYPE REAL ∗ d mat, uchar4 ∗ d image, int mat cols, int mat size )
{
unsigned int idx = (blockIdx.x ∗ blockDim.x) + threadIdx.x;
unsigned int idy = (blockIdx.y ∗ blockDim.y) + threadIdx.y;
unsigned int index = idy ∗ mat cols + idx ;
if (( idx < mat cols) && (index < mat size))
{
// remap idx, idy to x, y
unsigned int x = (idx >= idy)? idx : mat cols − idx − 1;
unsigned int y = (idx >= idy)? idy : mat cols − idy;
uchar4 a = d image[x];
uchar4 b = d image[y];
d mat[index] = sqrt (( float ) (SQR(a.x − b.x) + SQR(a.y − b.y) + SQR(a.z − b.z)));
}
}
Vy´pis 4: Vy´pocˇet matice Affinity v kernely
Obrazove´ da´ta su´ ulozˇene´ v da´tovom type uchar4, kde na prvy´ch troch miestach je
ulozˇena´ jedna farebna´ zlozˇka a posledny´ byte je vol’ny´. Tento da´tovy´ typ je vy´hodnejsˇı´ ako
uchar3 z doˆvodu zarovnania da´t v pama¨ti a mozˇnost’vyuzˇitia cacheovania a sply´vania
pama¨t’ovy´ch prenosov.
Pri premapovanı´ indexov su´ vyuzˇite´ terna´rne opera´tory, ktore´ opa¨t’ trochu znizˇuju´
pocˇet insˇtrukciı´ oproti koncepcii if-else.
7.3.2.4 Diagona´lna matica Pri vy´pocˇte diagona´lnej matice je vyuzˇı´vany´ druhy´ typ
popı´sane´ho indexovania z podkapitoly 7.3.2.2. Vznika´ ale proble´m so scˇı´tavanı´m prvkov,
pretozˇe vla´kna nedoka´zˇu paralelne upravovat’ jednu sumu. Taky´to prı´stup by sa zase-
rializoval a v konecˇnom doˆsledku by kazˇde´ vla´kno prepı´salo predcha´dzaju´ci vy´sledok.
Z tohto doˆvodu bolo navrhnute´ riesˇenie pomocou paralelnej redukcie. Ide o techniku
kedy len niektore´ vla´kna scˇı´tavaju´ postupne dve hodnoty azˇ do bodu kedy vznikne jeden
vy´sledok.
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Toto riesˇenie pracuje so zdiel’anou pama¨t’ou aby bolomozˇne´ pristupovat’k vy´sledkom
vy´pocˇtu aj iny´ch vla´kien bloku.
if (( idx < mat cols) && (idy < mat cols))
{
if ( idx >= idy){
x = (idy < half)? idx : mat cols − idx − 1;
y = (idy < half)? idy : mat cols − idy;
}
else{
x = (idx < half)? idy : mat cols − idy − 1;
y = (idx < half)? idx : mat cols − idx;
}
s mat[index] = d mat[y ∗ mat cols + x] ∗ d mat[y ∗ mat cols + x ];
if ( tx < 16) s mat[index] += s mat[index + 16];
if ( tx < 8) s mat[index] += s mat[index + 8];
if ( tx < 4) s mat[index] += s mat[index + 4];
if ( tx < 2) s mat[index] += s mat[index + 2];
if ( tx == 0) d buffer [blockIdx.x ∗ mat cols + idy ] = s mat[index] + s mat[index + 1];
}
Vy´pis 5: Cˇast’kernelu vy´pocˇtu Diagona´lnej matice
Tento kernel je spu´sˇt’any´ nad vel’kost’ou nezredukovanej matice A. Blok je konfiguro-
vany´ na 32 x 8 vla´kien. Na zacˇiatku sa vyalokuje zdiel’ana´ pama¨t’tak, aby kazˇde´ vla´kno
malo jedno pama¨t’ove´ miesto, kam vla´kno ulozˇı´ umocneny´ prvok z vypocˇı´tany´ch su´rad-
nı´c. Vznika´ tak pomyselna´ matica o vel’kosti 32 x 8. V tomto bode sa zredukuju´ aktı´vne
vla´kna na polovicu a scˇı´taju´ svoju hodnotu s hodnotou jedne´ho z vla´kien, ktore´ je vy-
pnute´. Vypı´na sa d’alsˇia polovica aktı´vnych vla´kien a proces sa opakuje azˇ ky´m nezostanu´
v bloku aktı´vne iba vla´kna s threadIdx.x rovny´m nule. Tieto vla´kna zapı´sˇu vy´sledok
do pripravene´ho bufferu v globa´lnej pama¨ti. Do bufferu su´ ale vy´sledky zapisovane´ tak
zˇemedzivy´sledky jedne´ho riadku sa zapisuju´ pod seba do stl´pca, kvoˆli lepsˇiemuprı´stupu
v d’alsˇom kroku. Graficke´ zna´zornenie redukcie je na obra´zku 16.
Cely´ postup by mohol byt’d’aleko efektı´vnejsˇı´ s pouzˇitı´m spu´sˇt’ania nove´ho kernelu,
ktory´ by vzˇdy scˇı´tal dve cˇı´sla a znovu sa spustil a zabra´nil tak neaktı´vnymvla´knam.Avsˇak
taky´to prı´stup vyzˇaduje d’alsˇiu pama¨t’zariadenia s vel’kost’ou polovice spracova´vanejma-
tice. Z tohto doˆvodu je toto vylepsˇenie nevhodne´, pretozˇe ciel’om bolo maximalizovanie
vel’kosti da´t, ktore´ doka´zˇe riesˇenie spracovat’.
Popisovane´ riesˇenie samozrejme namedzivy´sledky potrebuje d’alsˇiu globa´lnu pama¨t’,
ale ta´ je zredukovana´ na 132 vel’kosti spracova´vanej matice. V tomto bode ma´me maticu v
globa´lnej pama¨ti, v ktorej je potrebne´ scˇı´tat’stl´pce. Ulozˇenie v stl´pcoch je doˆlezˇite´, pretozˇe
vla´kna budu´ pristupovat’ k da´tam zarovnane a doˆjde ku prekrytiu latencie globa´lnej
pama¨te. Samotne´ scˇı´tanie uzˇ je v kernely riesˇene´ cyklom, ktory´ prejde vsˇetky riadky.
Vzˇdy ale vla´kna pristupuju´ k pama¨ti zarovnane. Vy´sledkom tejto opera´cie je vektor D.
7.3.2.5 Laplaceova matica Laplaceova matica sa princı´pom vy´pocˇtu neodlisˇuje od
vy´pocˇtu matice A, indexovanie a konfigura´cia kernelu zosta´va rovnaka´.
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Obra´zek 16: Princı´p scˇı´tania prvkov v matici D pouzˇitı´m paralelnej redukcie.
7.3.2.6 Vlastne´ vektory Vy´pocˇet vlastny´ch vektorov je bezpochybyv tomto algoritme
ta´ najna´rocˇnejsˇia cˇast’. Preto bolo doˆlezˇite´ sparalelizovanie ty´ch najna´rocˇnejsˇı´ch pasa´zˇı´ al-
goritmu power iteration. Cela´ meto´da je detilne popı´sana´ v podkapitole 7.2.2.4. Dˇalej
vy´konu riesˇenia napoma´ha elimina´cia zbytocˇny´ch prenosov z hostu na zariadenie a nao-
pak. Na druhej strane ale neboli paralelizovane´ cˇasti ko´du, ako scˇı´tanie hodnoˆt vektoru,
pretozˇe opera´cia sumy pol’a nie je pre CUDU u´plne idea´lna, a pouzˇitie paralelnej reduk-
cie by malo zmysel pri scˇı´tanı´ prvkov vektoru o vel’kosti v ra´doch milio´nov prvkov a
viac, nasˇe vektory nemaju´ viac ako 20 000 prvkov. Re´zˇia spu´sˇt’ania kernelov by efektivitu
znizˇovala na u´rovenˇ sekvencˇne´ho vy´pocˇtu. Preto boli sparalelizovane´ dve najza´sadnejsˇie
cˇasti meto´dy power iteration:
• Defla´cia Laplaceovej matice - ide upravovanie redukovanej matice L, preto sa
vyuzˇı´va prve´ adresovanie z podkapitoly 7.3.2.1. Postup je opa¨t’ podobny´ ako pri
vytva´ranı´ matice A. Kernel je upraveny´ len o numericke´ vy´pocˇty, ktore´ odcˇı´tavaju´
z Laplaceovej matice vlastne´ cˇı´sla a vektory.
• Na´sobenie Laplaceovej matice a vektoru q - Opera´cia na´sobenia matice a vektoru
produkuju´ca d’alsˇı´ vektor. V podstate ide o scˇı´tanie prvkov v riadkoch matice, ktore´
sa prena´sobia prı´slusˇny´m prvkom vektoru. V princı´pe je ta´to opera´cia rovnaka´ ako
vytvorenie maticeD. Jediny´ rozdiel je v pridanom na´sobenı´ vektorom. Tento vektor
je ukladany´ do zdiel’anej pama¨te, pretozˇe ho vo vy´pocˇte pouzˇı´vaju´ viackra´t vla´kna,
ktore´ su´ v bloku umiestnene´ pod sebou. Kernel je konfigurovany´ rovnako ako ten
pri vy´pocˇte vektoruD - 32 x 8 vla´kien. Preto opera´cia nacˇı´tania vektoru z globa´lnej
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pama¨te do zdiel’anej pama¨te zredukuje prı´stup do globa´lnej pama¨te 8x. Dˇalsˇı´ postup
uzˇ je totozˇny´ s postupom vy´pocˇtu matice D.
Ty´mto postupom sa podarilo vyhnu´t’zbytocˇne´mu prenosu obrovskej matice Lmedzi
zariadenı´m a hostom. Ako uzˇ bolo spomenute´ skoˆr, scˇı´tavanie prvkov vektoru nebolo
paralelizovane´. Pretopre vy´pocˇet normya rozdieluvektoruqmedzi itera´ciami je potrebne´
tento vektor z pama¨te zariadenia vykopı´rovat’. Ta´to opera´cia ma´ ale zanedbatel’ny´ vplyv
na celkovy´ cˇas.
Po vy´pocˇte vlastny´ch vektorov, sa tieto esˇte rozklastruju´ prostrednı´ctvom k-means.
Ta´to opera´cia ale z celkove´ho cˇasu algoritmu trva´ zanedbatel’nu´ cˇast’ a kvoˆli zlozˇitosti
algoritmu nebolo nutne´ ju paralelizovat’.
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8 Experimenty
Pre zistenie efektivity paralelne´ho riesˇenia budu´ algoritmy porovna´vane´ z hl’adiska cˇaso-
vej na´rocˇnosti. Pre prakticke´merania sompouzˇil svoj doma´ci pocˇı´tacˇ osadeny´ procesorom
AMD Phenom X4 965, ktory´ pracuje na za´kladnej frekvencii 3400 Megaherzov a dispo-
nuje L2 cache 2 MB a L3 cache 6MB. V syste´me je osadeny´ch 6 Gigabytov pama¨te RAM.
Na meranie vy´konu paralelne´ho riesˇenia bola pouzˇita´ graficka´ karta zalozˇena´ na archi-
tektu´re Fermi - GeForce GTX 560Ti s 384 CUDA jadrami, procesorom s frekvenciou 1645
Megaherzov a vyuzˇı´va pama¨t’GDDR5 s teoretickou ry´chlost’ou 128 Gigabajtov/sekundu
a kapacitou 1 Gigabyte. Compute capability verzia 2.1. Ako vy´vojove´ prostredie bolo
pouzˇite´ Microsoft Visual Studio 2010 Ultimate, v syste´me boli nainsˇtalovane´ NVIDIA
ovla´dacˇe verzie 334.68 a CUDA verzie 6.0.1.
8.1 Meranie Cˇasu
Pre zistenie efektivity algoritmov bolo potrebne´ merat’cˇas, za ktory´ su´ schopne´ vstupny´
obraz rozklastrovat’. Na to vel’mi dobre poslu´zˇila funkcia clock() z knizˇnice time.h,
ktora´ zaznamena´va poradie aktua´lneho hodinove´ho cyklu procesoru. Na zacˇiatku teda
zaznamena´ aktua´lty cyklus, po skoncˇenı´ algoritmu zaznamena´ opa¨t’ cyklus. Rozdiel
ty´chto hodnoˆt je pocˇet cyklov procesoru stra´veny´ch pra´cou na algoritme. Na prepocˇet do
cˇasovy´ch jednotiek, v tomto prı´pade seku´nd, je potrebne´ hodnotu vydelit’pocˇtom cyklov
za sekundu, cˇo je hodnota frekvencie procesoru v herzoch.
Primeranı´ vy´sledny´ch cˇasov samusı´ pocˇı´tat’smaly´mi odchy´lkami, ktore´ su´ spoˆsobene´
nekonsˇtanty´m vyt’azˇenı´m syste´mu. Tieto odchy´lky boli minimalizovane´ va¨cˇsˇı´m pocˇtom
meranı´ cˇasu, ktory´ sa vo vy´sledku spriemeroval. Dˇalsˇı´ proble´m s presnost’ou merania by
mohli spoˆsobovat’ u´sporne´ funkcie moderne´ho hardwaru, ktore´ ale boli v cˇase merania
u´plne vypnute´ a procesor ako aj graficka´ karta isˇli aj v dobe necˇinnosti na svojich plny´ch
taktoch. V prı´pade tohto algoritmu ale odchy´lky nebudu´ nijak vy´razne´, pretozˇe samotny´
vy´pocˇet je cˇasovo na´rocˇny´ (azˇ v ra´dochdesiatok seku´nd) amilisekundynavysˇe spoˆsobene´
syste´mom, nezohra´vaju´ vel’ku´ u´lohu.
Cˇasy boli merane´ v rezˇime release a na roˆznych obra´zkoch v roˆznych rozlı´sˇeniach, aby
boli dobre viditel’ne´ vy´konnostne´ rozdielymedzi sekvencˇny´m aparalelny´m algoritmoma
vplyv vel’kosti vstupny´ch da´t ako aj ich typ. Meranie zahr´nˇa cely´ algoritmus od nacˇı´tania
vstupne´ho obrazu, azˇ po vykreslenie vy´sledku v za´vere. Relatı´vne zry´chlenie je mozˇne´
si predstavit’ ako pocˇet itera´ciı´, ktore´ doka´zˇe paralelny´ algoritmus dokoncˇit’ za jednu
itera´ciu sekvencˇne´ho algoritmu.
8.2 Namerane´ hodnoty
Z namerany´ch cˇasov je vidno, zˇe paralelna´ verzia je skutocˇne vel’mi vy´konna´ a poda´va
zry´chlenia azˇ viac ako 6X, vysˇsˇie zry´chlenia su´ pri spracova´vanı´ va¨cˇsˇieho objemu da´t.
V tabul’ke su´ aj hodnoty priradenej pama¨te RAM, paralelna´ verzia opa¨t’ukazuje, zˇe
jej hospoda´renie s pama¨t’ou je vy´borne´ - pouzˇı´va jej priblizˇne 4x menej ako sekvencˇny´
algoritmus.
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CPU 77,554 807,467 -
1596,877 5,968
GPU 12,995 216,715 848,427
stop sign.png 170x114
CPU 96,416 725,598 -
1432,741 6,077
GPU 15,865 171,043 761,207
fei logo.jpg 112x133
CPU 60,348 431,133 -
846,446 5,571
GPU 10,832 87,531 449,732
photo.jpg 130x154
CPU 91,021 773,227 -
1528,932 5,030
GPU 18,093 181,070 794,393
Tabulka 3: Vy´sledky.
V predposlednom stl´pci su´ uvedene´ hodnoty, ktore´ by zaberala v pama¨ti iba samotna´
matica Affinity, pri spracova´vanı´ dane´ho obra´zku bezminimaliza´cie. Treba si esˇte uvedo-
mit’, zˇe v pama¨ti je potrebne´mat’ulozˇene´ aj ine´matice a vektory. V porovnanı´ s riesˇenı´m, cˇi
uzˇ paralelny´m alebo sekvencˇny´m, kde su´ hodnoty vyt’azˇenia pama¨te konecˇne´, je hodnota
vel’kosti nezredukovanej matice obrovska´.
8.3 Testovacie obra´zky
(a) april (b) Segmenta´cia k=2
(a) stop sign (b) Segmenta´cia k=3
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(a) fei logo (b) Segmenta´cia k=3
(a) photo (b) Segmenta´cia k=3
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9 Diskusia
Problematika spektra´lneho klastrovania je vel’mi sˇiroka´ a pre mnˇa vel’mi zaujı´mava´. Na
zacˇiatku pra´ce som nevedel o klastrovanı´ takmer nicˇ. Ale popri vy´voji a pra´ci na sekve-
ncˇnom alebo paralelnom riesˇenı´, som sa dostal hlbsˇie do tematiky. Pochopil som princı´p
meto´dy spektra´lneho klastrovania ako aj power iteration. Teraz pozna´m aj teoreticke´ po-
zadie pouzˇı´vany´ch postupov a cela´ koncepcia klastrovania mi do seba vy´borne zapada´.
Spektra´lne klastrovanie, ktore´ som spracova´val v tejto pra´ci bolo testovane´ na obraze,
kde poda´va skutocˇne vy´borne´ vy´sledky. Ale obra´zky, ktore´ doka´zˇe algoritmus spracovat’
su´ vel’mi male´, pretozˇe pama¨t’ova´ na´rocˇnost’ je minima´lne O(n2). Preto vy´sledok nieje
na prvy´ pohl’ad vel’mi ohromuju´ci pre cˇloveka, ktory´ sa v danej tematike neorientuje.
Vy´borne´ vyuzˇitie ale vidı´m naprı´klad v algoritme na ktorom som pred cˇasom pracoval,
ide o program ktory´ vytva´ra a usporiadava graf na za´klade podobnosti uzlov.
Na riesˇenı´, ktore´ bolo predstavene´ v tejto pra´ci by som chcel d’alej pracovat’a u´spesˇne
ho rozsˇı´rit’ o mozˇnost’ spracovania riedkych matı´c. Pri vy´voji riesˇenia som pracoval na
meto´dach, ktore´ pracuju´ s riedkymi maticami, avsˇak objavili sa proble´my, kvoˆli ktory´m
som toto riesˇenie nedokoncˇil. Pri defla´cii riedkej matice je potrebne´ znizˇovat’ aj prvky
matice, ktore´ su´ nulove´, to znamena´ zˇe z riedkej matice sa opa¨t’sta´va matica husta´.
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10 Za´ver
Manipulovanie a spracovanie obrazu je jedny´m z mojich konı´cˇkov a preto ma ta´to pra´ca
vel’mi bavila. Spektra´lne klastrovanie, ktore´ som v pra´ci spracova´val nieje trivia´lnou
meto´dou a k jej pochopeniu je potreba hlbsˇı´ch znalostı´ v oblasti linea´rnej algebry. Pri pra´ci
som meto´du spektra´lneho klastrovania pochopil vel’mi dobre, cˇo mi umozˇnilo navrhnu´t’
sekvencˇne´ riesˇenie, ktore´ je vel’mi vy´konne´ a u´sporne´ z hl’adiska pama¨t’ovej na´rocˇnosti.
Paralelne´ riesˇenie je vylepsˇenou paralelnou verziou uzˇ tak vy´borne´ho sekvencˇne´ho
riesˇenia. Architektu´ra CUDA uka´zala, zˇe aj na mainstreamovej grafickej karte, je mozˇne´
dosiahnut’ skvele´ cˇasy a zry´chlenia vy´pocˇtov. Pri vy´voji som ale narazil na roˆzne ob-
medzenia a t’azˇkosti plynu´ce z priority maximalizovania mnozˇstva da´t, ktore´ sa budu´
dat’algoritmom spracovat’. Vsˇetky proble´my sa ale podarilo vyriesˇit’a vo vy´sledku para-
lelne´ riesˇenie poda´va vy´borne´ vy´kony. Ak by bola vel’kost’spracova´vany´ch da´t mensˇia,
prı´padne by bola kapacita pama¨te grafickej karty mnohona´sobne vysˇsˇia, bolo by mozˇne´
dosiahnut’lepsˇie vy´sledky, ale na u´kor pama¨t’ovej na´rocˇnosti.
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