Abstract. In this paper, we consider a family of elliptic curves over Q with 2-torsion part Z 2 . We prove that, for every such elliptic curve, a positive proportion of quadratic twists have Mordell-Weil rank 0.
Introduction
While it still is not known if there are elliptic curves over Q of arbitrarily large rank, it is generally believed that curves with large ranks comprise a small 'proportion' of all elliptic curves. In particular, Goldfeld [3] conjectured that the average rank of the quadratic twists of any given elliptic curve over Q is 1=2. A quick consequence of this is that, for any elliptic curve over Q, asymptotically, there are at least half of the quadratic twists of this curve which have rank 0. Thus a comparatively weaker conjecture states that, for any elliptic curve over Q, the rank 0 quadratic twists comprise a positive proportion of all quadratic twists of the given curve. In the general case, this conjecture, though much weaker than the other famous ones related to elliptic curves, is still open.
Suppose E is an elliptic curve over Q defined by the equation y 2 ¼ f ðxÞ where f ðxÞ 2 Z½x is a cubic polynomial. As usual, we denote by E(Q) the Mordell-Weil group of E over Q and by r(E(Q)) (simply as r(E )) the rank of E(Q). For a non-zero integer D, by E D we denote the Dth quadratic twist given by the equation Dy 2 ¼ fðxÞ. For integer r 5 0, and a positive real number X, we define With this notation, the problem is then saying that, for any fixed elliptic curve E over Q, we should have M There have been numerous papers treating this problem. ? Because of the work of Kolyvagin [10] , most of them are focusing on the nonvanishing of the L-functions (see [1] for a good survey). In light of the work of Shimura [19] and Waldspurger [23] , people have been able to get some partial results. With the knowledge about the Fourier coefficients of some new forms, James [7] , [8] proved that the quadratic twists for some given curve over Q have rank 0 for a positive proportion of squarefree numbers. James' method was later extended by other authors to some other family of elliptic curves (see [9] , [21] , etc.). For E a general elliptic curve over Q, the current best unconditional result is due to Ono [15] , he proved that M 0 E ðXÞ ) Xðlog X Þ cÀ1 for some c > 0. In [24] , Wong proved that there is an infinite family of non-isomorphic elliptic curves such that for each curve a positive proportion of the quadratic twists have rank 0. There is also another approach via the first descent. In a series of two papers, [4] and [5] , Heath-Brown considered the average size of the 2-Selmer groups of congruent number curves E D :
As a consequence of the main result of [4] , a positive proportion of the curves E D have rank 0.
For the more general curve E over Q with 2-torsion Z 2 Â Z 2 , in [25] , we generalized Heath-Brown's method and showed that, for such a curve, the average size of the 2-Selmer groups of the quadratic twists E D with D running over some arithmetic progressions is 12. Along with Monsky's result [12] on the parity of the 2-Selmer rank, this implies that a positive proportion of quadratic twists E D have rank 0.
While it works well for the curves with 2-torsion Z 2 Â Z 2 , the idea of bounding the average size of 2-Selmer groups may not be sufficient to prove that M 0 E ðXÞ ) X for a general elliptic curve over Q. This is because the average size of the 2-Selmer groups of the quadratic twists may be too large. The method of directly attacking the resulting homogeneous spaces, however, still works for some families of elliptic curves with 2-torsion other than Z 2 Â Z 2 . In particular, for some elliptic curves over Q with 2-torsion Z 2 , we can achieve this by bounding the average size of the Selmer groups of the quadratic twists corresponding to 2-isogenies.
In this paper, we consider a special family of elliptic curves. Suppose b 5 2 is an integer, not a perfect square and admitting a solution ðu; vÞ 2 Z 2 for the equation
(One should note that, if such a solution exists, then there are infinitely many pairs of ðu; vÞ satisfying (1.1).) For every fixed b and v satisfying (1.1), we consider a curve E given by the equation
? We remark that the positive proportional problem for rank 1 quadratic twists has also been studied by some authors. For example, assuming the Riemann Hypothesis, Iwaniec and Sarnak [6] proved that, for any elliptic curve E over Q and r ¼ 0; 1, M r E ðXÞ ) X for sufficiently large X; Unconditionally, Vatsal [22] proved this for E ¼ X 0 ð19Þ:
We note that b and a 2 À 4b have the same squarefree kernel. In other words, b and a 2 À 4b differ by a perfect square factor. In this paper, we shall prove the following result. THEOREM 1.1. ? For an elliptic curve E satisfying the above conditions with ða; bÞ 6 ¼ ð4; 2Þ, there exists a constant X 0 > 0, such that for every X > X 0 , we have
ð1:3Þ
The idea to prove Theorem 1:1 is that, for a positive proportion of quadratic twists of E, we bound the admissible homogeneous spaces resulting from 2-isogenies by considering the local solvability. In general, it is not very hard (but sometimes a little complicated!) to get asymptotic formulas for the average size of the Selmer groups of the quadratic twists corresponding to the 2-isogenies. Just to prove the Theorem sufficiently and avoid the unnecessary complication, however, it is not necessary to pursue an asymptotic formula. Usually, in considering the local solvability of a homogeneous space, we shall not consider Q 2 . We remark that, in many cases, the upper bound we get this way actually gives the main term of the asymptotic formula. The great save is the heavy labor spent on discussing the solvability in Q 2 .
Thus, to bound r(E(Q)), it suffices to give an upper bound for #Wð b E E=QÞ Á #WðE=QÞ. With an elementary argument (cf. [20] or [11] , for instance), one can see that Wð b E E=QÞ consists of the classes
, where b 1 is a squarefree integer (could be negative!) with b 1 b 2 ¼ b, such that the homogeneous space 
Note thatD D 0 is squarefree, thus (3.2) is essentially
ð3:3Þ
Thus, we have ? Without any confusion, we abuse the 2-isogeny notation. For instance, the map c here is the 2-isogeny
Here all D j 's are positive integers. B 0 is positive, but B 1 , B 2 and B 3 could be negative. With this reformulation, (3.3) and (3.6) then respectively become
ð3:8Þ and
Hence we have
ð3:8Þ and ð3:9Þ are everywhere locally solvable
ð3:10Þ We now discuss the necessary conditions for (3.8) and (3.9) to have solutions in every local field. Without loss of generality, we can assume that v is positive. (In case v is negative, the discussion is similar and comes up with a same result.) In the following, p always stands for an odd prime. For an integer, by n 0 we denote the odd part of n, i.e., the largest (positive) odd integer that divides n.
I. p j B 0 . From (3.8) and (3.9), we note that p has to satisfy
Therefore, for (3.8) and (3.9) to both be solvable in every Q p for p j B 0 , we need
which is equivalent to
where oðnÞ, as usual, denotes the number of distince prime divisors of n. We remark that the above sum takes value 0 or 1, thus serves as a character function for those B 0 satisfying condition (3.11).
II. p j B 1 . Similarly, from (3.8) and (3.9), we deduce that
thus we need
or, equivalently,
III. p j B 2 . (3.8) and (3.9) respectively imply that
Thus, we require the condition attached to B 2
IV. p j B 3 . Similarly, by checking the solvablity in Q p of (3.8) and (3.9) for every p j B 3 , we require the condition attached to B 3 4 
We note that, under the condition (3.22),
ð3:24Þ
thus, no matter how we choose the square root ffiffi ffi b p of b modulo p, in addition to (3.22), we also need
ð3:25Þ
Now, by considering (3.9) modulo p, we see that
should be solvable in ðY; ZÞ 2 ðZ=pZÞ Â2 . With p satisfying (3.22) , the left-hand side of (3.26) splits into the product of two factors 2
Thus, either one of the factors is reducible modulo p. Still, note that
thus, no matter how we choose the square root of b modulo p, for (3.9) to have a nontrivial solution in Z p , we need
ð3:28Þ
In conclusion, for every prime divisor p of D 0 , p should satisfy (3.22), (3.25) and (3.28). We simply translate this as
VI. p j D 1 . Similar to the discussion for p j D 0 , from the solvability of (3.8) modulo p, we need
where the choice of ffiffi ffi b p is still not important. For (3.9) to have a solution modulo p, it is simple to see that we need
Note under the condition b=p ð Þ ¼ 1, the two Jacobi symbols in (3.31) always take the same value, thus we summerize the restriction on D 1 as
Discussing the solvability of (3.9) modulo p, we have 
Similarly, for (3.9) to have a solution modulo p, one needs
We note that the product of the two Jacobi symbols in (3.36) is equal to b=p ð Þ. Thus, if b=p ð Þ ¼ À1, then (3.36) is automatically satisfied since the two Jacobi symbols take opposite signs; if b=p ð Þ ¼ 1, then we simplify (3.36) as
We also have exactly the same situation in (3.37). Thus, the restrictions on every prime divisor p of D 3 are
In other words, this is equivalent to
Thus the restriction attached to D 3 is that the product of the left-hand side of (3.39) over all prime divisors of D 3 be 1. If multiplied out, the product turns out to be the sum 8 
Two Lemmas on Character Sum Estimates
In this section we prove two lemmas about character sum estimates that will be frequently referred to in the next sections. where the summation is subject to M < m 4 2M; N < n 4 2N; mn 4 X and mn h ðmod qÞ:
Then we have
where the constant involved in the ( symbol depends on E only. Proof. This is essentially Lemma 4 of [4] , proved based on the work of Burgess [2] . To sketch a proof, we first write S as Then it is clear that we only need to prove (4.1) with E replaced by 2E=3 and S replaced by a similar sum with the restriction mn h ðmod qÞ discarded. (One can set a m ¼ 0 if m 6 i ðmod qÞ, similarly for b n .) Note m and n are symmetric because of the quadratic reciprocity law, we thus can assume M 5 N, without loss of generality. By Cauchy's inequality, we have
2Þ
We now recall a special case (r ¼ 2) of the Theorem 2 of Burgess [2] , which states that, if w is a nonprincipal character modulo k, then for any integer N and positive integer H, then for any Z > 0
wðnÞ ( H 1=2 k 3=16þZ ; ð4:3Þ
where the constant involved in the (-symbol depends on Z only. Note the terms in (4.2) with n 1 n 2 being a perfect square contribute OðM 2 N 1þE Þ. For the other terms, note then ðÁ=n 1 n 2 Þ gives a non-principal character modulo n 1 n 2 , so by replacing Z in (4.3) by 2E=3, we have an upper bound
which, together with the contribution from the diagonal terms and (4. On the other hand, there is a constant c > 0 such that Lðz; wÞ has no imaginary root in the domain ReðzÞ > c log T and jImðzÞj 4 T: ð4:11Þ
If letting E in (4.10) be 1=3N, then we see that, for sufficiently large x, there is no root for Lðz; wÞ in the region (4.11). We shall consider the rectangular contour with vertices b AE iT, 1 À cðlog T Þ À1 AE iT, where c is the coefficient in (4.11). Since fðzÞ is analytic in the rectangle, we can bound the integral in (4.9) via bounding the integrals on the other three sides. We note that in the rectangle, the classic estimates for Lðz; wÞ give us jLðz; wÞj AE1 < c 0 log T ð4:12Þ
for some constant c 0 > 0 which depends only on N. It is easy to see that, from (4.12), the integrals on ½1 À cðlog T Þ À1 þ iT; b þ iT and ½1 À cðlog T Þ À1 À iT; b À iT contribute an error admissible for (4.4). Again, from (4.12), the integral on the line ½1 À cðlog T Þ À1 À iT; 1 À cðlog T Þ À1 þ iT is bounded by 
Some Error Terms
With the expression in lemma 3.1, we are ready to get an asymptotic formula for where w 4 ðÁÞ is the nontrivial character modulo 4, the relationship between a pair of joined variables is reduced to being independent. Thus, if assuming all the variables D s;t linked to D i;j be less than M, fixing all the variables other than D i;j and summing over D i;j first, we see that the summands for D i;j are characters with moduli being Oððlog XÞ A Þ for some A > 0. If the character is nontrivial, then from Lemma 4.2, the contribution of the corresponding subsum is negligible for S h ðXÞ (andS S h ðXÞ).
RANK 0 QUADRATIC TWISTS OF A FAMILY OF ELLIPTIC CURVES
We note that the characters w 4 ðD i;j Þ, the Jacobi symbols formed by D i;j and D s;t , and the Jocobi symbols related to 2 k and the factors of b don't annihilate each other, thus, for those S h ðk;b b;Ã AÞ with A i;j > T which finally give a major contribution to S h ðXÞ, we must have D s;t ¼ 1 for all ðs; tÞ 2 =ði; jÞ, and all the factors of b linked to D i;j must be 1.
We conclude the above discussion as the following lemma. Before excluding other error terms, we note that those S h ðk;b b;Ã AÞ with A 3;2 > T are negligible. This is because D 3;2 is linked with b. Thus, in the next, we always suppose that A 3;2 4 T.
We divide the sums S h ðk;b b;Ã AÞ into two categories: those with A 3;1 > T and those with A 3;1 4 T. where the summation over k,b b andÃ A is subject to the conditions described above. In the sums we also have discarded the congruence restriction but keep the squarefree restriction on the variables. From Lemma 4.2, the subsum of the last formula in (5.7) with w 2 > T is bounded by GANG YU X 
which is an error term for S h ðXÞ. Now, it is a little tedious but technically easy to examine that for any choice of 8 variables D i;j , there are at least a pair of them linked to each other. Thus, from Lemma 5.1, the case that 8 variables D i;j are simultaneously greater than T is also excluded. Combining this with (5.9), we conclude the following lemma. where the sum overÃ A is for all sets except for those in which there are precisely 4 numbers A i; j > T, where the index ði; jÞ runs over the four pairs given in each of the following seven cases:
(1) (0,1), (1,1), (2,1), (3,1); (2) (1,1), (1, 3) , (3, 1) , (3, 4) ; (3) (2,1), (2, 2) , (3, 1) , (3, 3) ; (4) (3,1), (3, 3) , (3, 4) , (3, 5) ; (5) (3,1), (3, 4) , (3, 6) , (3, 8) ; (6) (3,1), (3, 5) , (3, 6) , (3,7); (7) (3,1), (3, 3) , (3, 7) , (3, 8) . Again, the asterisk in (6.13) indicates that the summation is also subject to that (3.9) be solvable in R. 
Estimate of S

Proof of Theorem 2.2 for Even b
We shall simply sketch a proof for the case that b is even. We start from (3.46). First we note that all the estimates about the error terms in Section 5 are also valid for e S S h ðXÞ. Thus the leading terms of e S S h ðXÞ come up from the cases listed in Lemma 5.3. Moreover, in the summation for e S S h ðXÞ, B 0 is always nontrivial (since it is divisible by 2). Thus, for a major contribution, a subsum must have all the D-variables linked with B 0 running over small intervals. For this reason, we see that, among all the seven cases listed in Lemma 5:3, all but cases (1) and (6) actually make a contribution at most OðXðlog XÞ Àc Þ for e S S h ðXÞ. Therefore, with a discussion similar to that for S with the asterisk indicating that the factorization also guarantees the solvability of (3.8) and (3.9) in R. It is easy to see that e C C 1 ¼ 2, thus we have e S S h ðXÞ ¼ 12 Á #SðX; hÞ þ OðXðlog XÞ Àc Þ; ð7:3Þ which proves Theorem 2.2 for even b.
Some Further Remarks
We note that the conditions (1.1) and (1.2) have restricted the curves in consideration to a very small family. One may expect that the method works for a larger family of elliptic curves with a rational 2-torsion point. Based on our discussion (3.30)-(3.40) concerning the solvability in Q p for p j D, however, we can see that such a restriction is crucial and, for a curve E (with a rational 2-torsion point) other than those given in Theorem 2.2, the average size of #S ðfÞ ðE D =QÞ Á # S ðcÞ ð b E E D =QÞ would be too large -it is unbounded. Actually, we can prove that, for such a curve E, the average size of #S ðfÞ ðE D =QÞ Á #S ðcÞ ð b E E D =QÞ with jDj 4 X would have order of magnitude ðlog XÞ 1 16 . Without an actual proof, one can see that with the following heuristic: with the condition b a 2 À 4bðmod Q Â Þ 2 (that is only used in (3.27)) being removed, the probability for (3.8) and (3.9) to have a nontrivial solution in Q p for p j D 0 changes from 1 8 to 3 16 , which results in the change of the factor that brings up the major term of sum (2.12) from 1 oðDÞ to ð 17 16 Þ oðDÞ . Therefore, to prove ð1:3Þ for such a curve, one has to take the (negative) contribution of the Tate-Shafarevich groups into consideration, and this would be another work for further study. We also remark that Theorem 2.2 yields the following conditional result.
THEOREM 8.1. Suppose E is an elliptic curve satisfying the conditions ð1:1Þ and ð1:2Þ. Assuming the parity conjecture for the Mordell-Weil ranks, we have M 1 E ðXÞ ) X for sufficiently large X.
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