Abstract-Improving driving safety is one major objective of forming vehicular ad hoc networks (VANETs). Existing VANETs usually assume drivers detect and report safetyrelated road conditions. However, drivers may not be willing to perform these duties; even they are, these duties may distract them from driving and thus make driving unsafe. To address the problem, this paper proposes an automatic detection system. By taking advantage of the communication capability of roadside sensors, the proposed system can automatically detect and locate problematic road conditions without any human intervention under varying traffic densities. Extensive simulations have been conducted to verify the efficiency of the proposed system.
I. INTRODUCTION
Improving driving safety is one major objective of forming vehicular ad hoc networks (VANETs). It is desired that road conditions affecting driving safety (called problematic road conditions), e.g., road segments occupied by colliding or malfunctioning cars, thick ice, animal bodies, or big holes, can be promptly detected, and vehicles approaching these conditions can be warned beforehand. Research on VANETs has been extensive, but most of existing research assumes drivers detect problematic road conditions, and focuses on subsequent dissemination of the detection. The reliance on drivers, however, has salient limitations: drivers may not be willing to perform the duties; even they are, engaging them in these duties may distract driving and thus harm safety. Apparently, when a driver meets a problematic road condition, it is more important for her/him to focus on driving than reporting it.
To address the problem, this paper proposes an automatic road condition detection system. The basic idea is that every vehicle records its footprints (i.e., the geographical position at each sampling time point) periodically, and the footprints are aggregated and analyzed to infer the occurrence and locations of problematic conditions. To realize the idea, two major challenging issues have been identified and dealt with.
Firstly, footprints generated in geographically close locales are highly related and should be efficiently collected for aggregation and analysis. Due to the mobility of vehicles, the footprint information may be scattered quickly if not collected promptly. The simplest approach is requiring vehicles to report their footprints to certain central station, which however may be inefficient in communication and even infeasible if no central station exists. Alternatively, vehicles may form a dynamic cluster at each area, and at any time a certain vehicle of the cluster (e.g., the cluster head) aggregates and analyzes footprints from other members of the cluster. This however may not work if the VANET is disconnected. Note that disconnection happens frequently on rural roads, in late nights, or in bad weather, exactly where and when the information about problematic road conditions is the most useful for driving safety.
Recently, integrated networks of roadside sensors and vehicles [1] - [7] , where inexpensive sensors are deployed along the roadside as assistance for on-road vehicles for detection and communication, have been proposed and studied. To deal with the above issue with such emerging networks, we propose to leverage the communication capability of the roadside sensors to assist vehicles to efficiently aggregate their footprints when the VANET is connected; when the VANET becomes disconnected, roadside sensors themselves can conduct the aggregation and buffer the aggregation results. Furthermore, the inherent resource heterogeneity between vehicular nodes and roadside sensors are fully leveraged in the design; that is, vehicular nodes take the workload whenever possible, while roadside sensors are used only when necessary.
Secondly, collected footprints should be appropriately analyzed to infer the occurrence and locations of problematic road conditions efficiently and accurately. For this sake, the potentially large amount of footprints should be analyzed to extract the essential information, and the extracted information should be well organized to facilitate further analysis. To deal with this issue, a tree-based aggregation scheme is proposed for efficiently processing and aggregating footprints, capturing the most updated information about road conditions and meanwhile keeping historical information. In addition, the occurrence and locations of problematic road conditions should be derived from the footprint information. For this purpose, the relation between the footprint information and the problematic road conditions should be discovered. Based on intensive empirical study, we propose a thoughtful scheme for problematic spot inference. The scheme extracts various factors, such as the distribution of vehicle footprints on the road, the lane-switching patterns (lane information can be obtained both in the daytime and at night [8] - [11] ), the traffic density, and so on, from the collected information, and synthesizes them together using a simple yet useful empirical formula to infer problematic road conditions with low delay and high accuracy.
To evaluate the proposed detection system in realistic environment, we develop a detailed and realistic road simulator according to the intelligent driver model (IDM) [12] and the MOBIL model [13] . The simulator can simulate detailed and realistic behaviors of individual vehicles on multi-lane roads with configurable features such as, dynamic traffic flow, speed limits, on-road obstacles, icy surfaces, speeding, laneswitching and so on. The simulation results have verified the effectiveness and efficiency of our design and show that the proposed schemes can detect and locate problematic spots with both low delay and low false positive. In addition, due to the heterogeneity-aware design, roadside sensors are seldom used and can maintain a long lifetime.
The rest of the paper is organized as follows: System assumptions are elaborated in Section II, followed by description of the proposed system in Section III. Performance evaluation is reported in Section IV. Related work and conclusions are presented in Sections V and VI, respectively.
II. SYSTEM ASSUMPTIONS
The system is composed of vehicular nodes and sensor nodes. Each vehicular node is a communication and computation device such as laptop, PDA and so on. It has two communication interfaces: a long-range WiFi interface for communicating with other vehicular nodes and a short-range ZigBee interface for communicating with roadside sensors. Each vehicular node is also equipped with GPS component to be aware of its position at any time. Due to the mobility of vehicles, vehicular nodes can be connected or disconnected from time to time.
Each wireless sensor is a low-power, low-cost wireless communication and computation device such as Crossbow MicaZ, Telos mote and so on. Sensor nodes are deployed statically on road sides. Each sensor has a short-range ZigBee interface for communicating with vehicular nodes when necessary. They have constrained computation, communication and storage capacity, and are powered by batteries. All road-side sensors can be sparsely deployed along the road and thereby may be disconnected. Note that, we do not assume the existence of more powerful roadside stations because deploying sensors is cheaper. However, the design presented in this paper is compatible with powerful roadside stations if they exist.
The road can be one-way or two-way, and sensors can be deployed on either side of the road. For simplicity, this paper assumes the road to be one-way and sensors to be deployed on only one side of the road; however, the proposed design can be extended for the two-way road scenario with slight changes.
III. PROPOSED SYSTEM
In this section, we first present the framework of the proposed system, and then describe each component. Finally, some practical issues are discussed.
A. The Framework
Each vehicle records its own footprints periodically and aggregates its footprints with others. Roadside sensors serve as low-cost access points to facilitate the aggregation. Let sensors u 0 , u 1 , · · · , u i , u i+1 , · · · be the sequence of sensors deployed on one side of a certain highway (e.g., I-35 South) along the driving direction. The highway is divided into segments where the i th segment starts from the point where sensor u i is deployed and ends at the point where sensor u i+1 is deployed. Sensor u i is responsible for initiating the aggregation of footprints generated during the (i − 1)
th segment and thus is called the entering access point (EAP) for the segment; sensor u i+1 is responsible for aggregating and buffering the aggregation results for the footprints generated during the (i − 1) th segment and thus is called the leaving access point (LAP) for the segment. Hence, sensor u i is both the EAP of the (i − 1) th segment (if i ≥ 1) and the LAP of the (i − 2) th segment (if i ≥ 2). Without loss of generality, the following description addresses only how the footprints generated in the (i − 1) th segment are aggregated through collaborations among vehicles, sensor u i (i.e., the EAP of the (i − 1) th segment) and sensor u i+1 (i.e., the LAP of the (i − 1) th segment). To ease presentation (See Fig. 1 To implement the idea, when a vehicle receives the SoA message, it conducts a random backoff before broadcasting the message of "This is the aggregator" to its one-hop neighboring vehicles using its WiFi channel. The one that starts the broadcast at the earliest time becomes the aggregator. Upon hearing this message, other vehicles cancel their broadcasts, and send their footprints to the aggregator. Note that, to avoid missing vehicles, the frequency of broadcasts from the EAP should be large enough. The cost for the broadcasts has been evaluated in Section IV and is found low.
Ideally, all vehicles receiving SoA message should be able to overhear each other on WiFi channel, since SoA is broadcast through ZigBee interface and the typical transmission range of WiFi is at least twice as long as that of ZigBee. In practice, aggregator election message may get lost, leading to multiple aggregators elected at a time. To address this issue, one vehicle is required to associate with at most one aggregator when it is moving from one EAP to the next. Moreover, the collected footprints can be aggregated when two aggregators are within the communication range of each other, as to be shown in the following subsections.
C. Analysis and Aggregation of Footprints
Footprints generated by each vehicle are stored as a list of pairs: {(x 1 , y 1 ), (x 2 , y 2 ), · · · , (x m , y m )}. By analyzing the footprints it has collected, an aggregator vehicle can infer a set of potential problematic spots called P-Spots and aggregate P-Spots into a tree called PS-tree.
1) Analyzing Footprints into P-Spots: To facilitate analysis, the footprint generation segment (FGS) is divided into a M × N grid, where M is the number of lanes and N is equal to the length of the FGS divided by a predefined constant ∆X. The index (x, y) (x ∈ {1, · · · , N } and Y ∈ {1, · · · , M }) of each cell in the grid represents the approximate position on the road. Fig. 2 shows a grid representation of footprints of six vehicles which are collected through the procedure illustrated by Fig. 1 . The filled cells represent the areas visited by vehicles. The blank or shaded ones represent the areas that have not been visited by any vehicle, and are identified as P-Spots.
Each P-Spot is uniquely denoted as S t|j , where t is the unique time stamp standing for the time the collection is conducted (note: it is generated by the EAP) and integer j distinguishes this P-Spot from other P-Spots identified in the same collection. S t|j is represented as
stands for the bound of the P-Spot in the X-dimension (i.e., along the moving direction), [s y , e y ] stands for the bound of the P-Spot in the Y-dimension (i.e., perpendicular to the moving direction), and D stands for the associated information the content of which will be detailed when presenting the method for inferring actual P-Spots. For simplicity, P-Spots can be represented by the bound in the X-dimension in our paper, as the example shown in Fig. 2 . Note that scattered small spots (e.g., the two small spots of length one on Lane 1 in Fig. 2 ) are most possibly not actual problematic spots but caused by random movement of vehicles. To exclude these spots, the length of a P-Spot should be greater than a certain minimum length and its width is at least one lane. Any spot that has a length less than the minimum length (e.g., 10 meters) is ignored. Figure 2: Road segment grid 2) Tree-based Aggregation of P-Spots: Keeping a set of P-Spots is inefficient for further analysis or storage. A tree-based algorithm for aggregating the P-Spots is hence proposed based on the following idea: Information about P-Spots identified in different collections is aggregated together and organized into a tree, where each leaf node represents the most updated information of a P-Spot, while the nodes from the leaf to the root record historical information related to the P-Spot. As aggregation continues, the scope of each P-Spot is adjusted.
The proposed tree-based aggregation algorithm is described as follows. At the beginning, the aggregator vehicle initializes a PS-tree with only a root node denoted as
where R x and R y are the length and the width of FGS, respectively. From the footprints reported by all vehicular nodes, including the aggregator itself, the aggregator gets a set of P-Spots using the aforedescribed footprint analysis method (Section III-C1). Then, each P-Spot in the set, denoted as S, is aggregated into the current PS-tree one by one with the following algorithm.
Case I: If S has no overlap with any leaf node in the current PS-tree, S is added as a leaf node of the root.
This case indicates that a new P-Spot is detected. Hence, the new P-Spot is recorded for further investigation.
Case II: For each leaf node T such that S and T overlap and S is not fully covered by T (i.e., S∩T = ∅∧S ⊆ T ), two leaf nodes are added: a new P-Spot which is the intersection of S and T is added as a leaf node of T , and meanwhile S itself is added as a leaf node of the root.
This case indicates one of three possibilities. The first possibility is, there is an actual problematic spot covered by both S and T . Therefore, a more precise estimation of the problematic spot can be inferred, which is the intersection of S and T . Hence, a new P-Spot which is the intersection of S and T is added as a leaf node of T . The second possibility is, the actual problematic spot covered by the old P-Spot T has changed, and it is now covered by S. In this case, S is independent of T , and hence S should be added as a leaf node of the root. The third possibility is that there is no actual problematic spot within the scopes of S and T ; that is, S and T are blanks due to random movement of vehicles. Since the first two possibilities are likely to occur, we conservatively assume both of them to be true to avoid missing detection.
Case III: For each leaf node T such that S is the same as or fully covered by T , S is added a leaf node of T .
This case also indicates three possibilities. The first possibility is that there is a problematic spot covered by both S and T . Since S is covered by T , S is a more accurate estimation of the problematic spot. Hence, S is added as a leaf node of T . The second possibility is that there is no actual problematic spot covered by either S or T ; that is, S and T are blanks caused by random movement of vehicles. The third possibility is that a problematic spot is covered by T but not in S. According to the footprint analysis depicted before, that problematic spot must be covered by some other P-Spot, which will be considered in the corresponding aggregation. Since the first possibility is likely to happen, we conservatively assume it to be true to avoid missing detection.
Case IV: If a leaf node T of the tree has no overlap with any P-Spots that have been aggregated, it indicates that PSpot T has been passed by some vehicles recently. Hence, T is no longer a P-Spot and is marked as a dead leaf node. Dead nodes and nodes whose descendent leaf nodes are all dead are removed. Fig. 3 shows an example of tree aggregation during two rounds of collection. For simplicity, we only consider the range of P-Spots in X-dimension (i.e., ignoring their [s y , e y ] and D fields). Thus, a P-Spot can be represented as [s x , e x ]. Fig. 3 (a) lists the P-Spot sets found in each of the two rounds of collection. Fig. 3 (b) is the initial status of the tree. According to Case I of the above algorithm, P-Spots in S 1 are directly appended to be leaf nodes of root T 0 as illustrated in Fig. 3 (c) . Fig. 3 (d) , (e) and (f) show the aggregation procedures for the second round of collection. Fig. 3 (d) illustrates the operations on leaf nodes while Fig. 3 (e) illustrates the operations on the root. Specifically, for S 2|1 = [50, 70], it overlaps with T 1|2 which falls into Case II. According to the algorithm, the intersection of S 2|1 and T 1|2 , i.e., T 2|1 = [60, 70], is appended as a new leaf node of T 1|2 , and meanwhile, S 2|1 = [50, 70] itself appended as a child of the root and is renamed as T 2|4 . For S 2|2 = [80, 100], it is fully covered by T 1|2 , which falls into Case III. According to the algorithm, it is appended as a leaf node of T 1|2 . For S 2|3 = [110, 160], it also falls into Case II. Therefore, the intersection of itself and T 1|3 is added as a leaf node of T 1|3 , and meanwhile S 2|3 itself is added as a leaf node (i.e., T 2|5 ) of the root. Further note that, leaf node T 1|1 has no overlap with any P-Spots identified in the second round of aggregation. Hence, it is removed from the tree. Fig. 3 (f) illustrates the final result of the two rounds of aggregation. 
D. Accumulative Aggregation of Footprints
As presented above, footprints generated at the FGS are aggregated by aggregator vehicles round by round, where each round is initiated by the EAP. The footprints aggregated at different rounds are correlated and should be aggregated together for inferring actual problematic spots. We call such aggregation accumulative aggregation. The following presents how the accumulative aggregation is performed in an efficient and heterogeneity-aware manner. The key idea is that the accumulative aggregation should be conducted among vehicles as much as possible: when the VANET is disconnected, it is performed by roadside sensors (i.e., LAPs); when the connectivity of the VANET is restored, the duty should be handed back to the VANET again.
1) Accumulative Aggregation within the VANET: After aggregating footprints reported by its neighbors, each aggregator vehicle v will find an opportunity to transfer the aggregated result (i.e., its PS-tree produced by the aggregation algorithm described above) to a follow-up vehicle w. Ideally, w is also an aggregator that is elected later than v, and thus the two PS-trees aggregated in two different rounds can be further aggregated at w. Even if w is not an aggregator, it can serve as a relay to transfer the PS-tree of v to a later aggregator. If each aggregator can successfully transfer its PS-tree to a follow-up vehicle, the trees will keep being aggregated accumulatively within the VANET until the actual problematic spots are identified using the method to be elaborated in Section III-E.
To find a follow-up vehicle to transfer its data, each aggregator vehicle v periodically advertises its availability of data and its current location. Upon receiving the message, a follow-up vehicle will reply immediately if it is also an aggregator. Otherwise, the follow-up vehicle will reply after a random backoff of which the length is inversely proportional to its distance from v, if it does not hear any reply during the backoff. Vehicle v transfers its data to the node which replies the earliest.
The aggregation of two PS-tree is as follows: Each tree is associated with a unique time stamp issued by the EAP, and the time stamp is increased as time elapses. Therefore, the two trees to be aggregated are of different ages. To aggregate the trees, the one with older age is treated as the current tree, while the one with younger age is broken into individual leaf nodes, from which P-Spots can be restored and classified into sets of P-Spots. Then, these sets of PSpots are aggregated into the current tree according to the algorithm described in Section III-C2.
2) Accumulative Aggregation at the LAP: It is likely that an aggregator vehicle v cannot find a follow-up vehicle to transfer its PS-tree. This happens when v is disconnected from its follow-up vehicles. If this issue is not addressed appropriately, the PS-tree may get lost after vehicle v moves away. Hence, the LAP is designed to serve as the backup site to buffer and aggregate PS-trees that cannot be continuously stored and aggregated in the VANET. The procedure is as follows.
The LAP periodically broadcasts a notification of leaving message to notify vehicles passing by that they are to leave the footprint aggregation segment (FAS). If a node that stores a PS-tree but fails in transferring it to a follow-up vehicle has heard the message, it will send its tree to the LAP (See arrow III in Fig. 1 for example) , where LAP will temporarily store the aggregation result. In this case, if the LAP already has stored some aggregation result (i.e., a PS-tree), it will aggregate that result with the one received using the method described in Section III-D1.
3) Transferring the Aggregation Duty from the LAP to the VANET: To save the resources of roadside sensors, it is desired that the duty of accumulative footprint aggregation is transferred back to the VANET whenever the VANET is able to perform it. However, if the handoff is performed too aggressively, there may be no benefit. For example, if the VANET is just partially connected or the VANET becomes disconnected soon after the aggregation duty is transferred to it, the duty may have to be transferred to the roadside sensor again, resulting in bigger resource waste. To address this problem, the following scheme is designed to factor in the current connectivity of the VANET in duty transferring.
When a vehicle v passes the LAP, it will try to relay the PS-tree stored in the LAP back to VANETs. This process will be launched if the following heuristics metric, called relay condition, is satisfied:
where d is the distance from vehicle v to the furthest backward vehicle in its current connected partition (as illustrated in Fig. 4 ), which can be acquired by broadcasting a short query message backward.v andρ are the average speed (m/s) and traffic volume (veh/s), respectively. θ is the threshold.T represents the expected time duration that the relayed data can be kept in VANETs. IfT reaches θ, the leaving regular node will fetch the tree from LAP and forward it back to the further vehicle within the FAS. Two traffic statisticsv andρ can be acquired in two ways. One way is from preloaded digital maps available on the vehicular nodes, which may provide traffic statistics such as traffic density and vehicle speed on roads at different time of the day. This is based on the fact that the traffic density and average speed on roads are usually similar at the same time of different days. The other way is to use the roadside sensors to gather the information. Specifically, when the aggregators collect the footprints of various vehicles, they can easily estimate the average speed and number of vehicles reporting the footprints. This information can be sent to the sensors later when the short-range channel is available. Based on the information, the sensor can dynamically update those statistics. gives an estimation of how long the data transferred back to the VANET can be kept in VANET if there is no followup vehicle. Nevertheless, it is possible that some follow-up vehicle may appear in the vicinity of the tail of the current connected partition, which is obviously related to current traffic volume. It has been shown in [14] that traffic volume is exponential to inter-vehicle arrival time. Thus, we add an exponential factor exp(αρ) to adjust our time estimation. α reflects the degree that traffic volume affectsT . In addition, d/v is necessary since it is possible that even in some dense traffic scenario the leaving vehicle may still have no neighbor. In this case, it is of no benefit for the vehicle to transfer data from the LAP.
E. Inference of Actual Problematic Spots
Each time when a round of aggregation has completed, the aggregator, which is either a vehicle or the LAP, runs an algorithm to infer the occurrence and locations of actual problematic road conditions. The inference is conducted based on information stored in the PS-tree. Particularly, whether a potential problematic spot (P-Spot) is an actual problematic spot is inferred by considering the following factors:
• How long the P-Spot has been identified. A spot that has no vehicle passing is very likely to be problematic. However, the information collected may be incomplete, and it is possible to falsely identify a normal spot that has not been used by any vehicle only during a short period time as problematic. To avoid such false detection, it is necessary to factor in how long the PSpot has been regarded as problematic.
• Lane-switch pattern. If there is a problematic spot, it is very likely to observe vehicles switch lanes before approaching the spot. Hence, the lane-switching pattern is highly useful for inference.
• Traffic density. Traffic density plays an important role in considering the above two factors. On one hand, when the traffic density is low, a spot not passed by any vehicle is a weaker indicator of problematic spot than when the traffic density is high. On the other hand, lane-switching before a spot is a stronger indicator of problematic spot when the traffic density is low than when it is high. Taking these factors into account, the proposed algorithm computes a carefully-designed weight function. If the value of the weight function exceeds a certain threshold, a problematic road condition is inferred to have occurred and its location is estimated. In the following, what information is stored in the tree and how to make use of the information for inference are presented in more detail.
1) Information in PS-tree:
As mentioned above, each node on the PS-tree specifies a potential problematic spot (P-Spot). For each branch from the root to a leaf node, the leaf node specifies the most specific PS-Spot, while the PSpot specified by a non-leaf node fully covers the P-Spots specified by its descendants.
In addition to the scope of P-Spot, extra information related to the P-Spot is also stored in each node. The information stored in each node is extracted from the footprints collected in one round and represented as D = t, n, L , where t is the timestamp issued by the EAP and represents the time when the footprints are collected. n is the total number of vehicles reporting their footprints during the round of collection. Besides, L records the lane-switching pattern of all the reporting vehicles and has the format {(l 
2) Synthesizing Factors to Infer Problematic Road Conditions:
To exploit the information stored in the PS-tree to infer the occurrence and locations of problematic spots, for each P-Spot specified by a leaf node, the following weight function is evaluated:
where R is the total number of nodes on the tree from the leaf node to the root. w is the width of the P-Spot specified in the leaf node, and w = M − w where M is the total number of lanes on the road. For each node k on the path, n k is the total number of vehicles that are recorded, and n k is the number of vehicles that have recorded to switch lanes to bypass the P-Spot. λ is a predefined system parameter. For the example shown in Fig. 5 , w = 1, w = 4, n k = 4, and n k = 2. If W ≥ δ, where δ is another system parameter, the P-Spot specified by the leaf node is considered as an actual problematic spot. The value of δ is tuned via simulations reported in Section IV. The design is based on the following considerations: Factoring in how long the P-Spot has been identified. As discussed before, how long the P-Spot specified by a leaf node has been identified is an important factor. This is indicated by the number of nodes on the path from the leaf node to the root since each such node corresponds to a round of footprint collection that has identified the P-Spot. Hence, Eq. (2) assigns a weight to each of these nodes to present the belief that the P-Spot is an actual problematic spot based on the information stored in the node, and then sum these beliefs up to form the final belief.
Factoring in lane-switching pattern. The weight for each round of collection is composed of two parts. The first part collects evidence for the existence of problematic spot from vehicles that have switched lanes while the second part collects evidence from those that have not. In the first part, n k /w is the number of lane-switching vehicles on the lanes with P-Spot, which indicates the average chance of lane-switching on these lanes. The larger is the chance, the stronger indicator of the existence of problematic spot is there. In the second part, (n k −n k )/w indicates the average chance of keeping on the lanes without P-Spot. Also, the larger is the chance, the stronger indicator of the existence of problematic spots is there. Among these two chances, the first chance is more directly related to the existence of problematic spot than the second one; hence, a larger weight is assigned to the first part, which is implemented by using coefficient λ ∈ (0, 1) in the function.
Factoring in the impact of traffic density. Drivers have a higher tendency to switch lanes to find better routes when the traffic density is high than when it is low. To the contrary, they may tend to keep the same lane when the traffic density is low since no other vehicle is moving in front, which can be also observed from our developed road simulator. Hence, if a driver switches lane before approaching a P-Spot when the traffic density is low, this is a stronger indicator that the P-Spot is true than when this happens when the traffic density is high. This trend has been reflected in the designed function. Specifically, as the number of vehicles collected in each round increases, the average weight value assigned to each vehicle decreases. Thus, the lane-switching vehicle contributes larger weight in sparse traffic than it does in dense traffic.
Finally, we define that exp(−λ w n k ) = 0 and exp(− w n k −n k ) = 0 when n k = 0 and n k − n k = 0 respectively. Obviously, no weight should be given when no vehicle appears.
F. Propagation of Detection Results
Once a problematic spot is inferred by either sensor or vehicle, the warning message can be propagated backwards via VANETs by using a certain communication protocol, such as [7] , [15] - [17] . As warning propagation is widely studied, we skip the detail in this paper.
Particularly, under our system model, such protocol can be extended by taking advantage of the presence of the roadside sensor. The sensor node can store the warning messages when the connection is not available and resume the propagation when the connection becomes available later. Such extension can improve the reliability of the broadcast and extend the duration of the messages.
IV. PERFORMANCE EVALUATION
Comprehensive simulations have been conducted based on ns2, which has been extended to support multi-channel system model and our developed road simulator.
A. Road Simulator
To obtain more realistic traffic data, a detailed empirical road simulator is developed based on the Intelligent Driver Model (IDM) [12] and the MOBIL model [13] . The IDM is a car-following model, which serves as a microscopic simulation of vehicular traffic and describes the one-by-one following process of vehicles on the same lane. The decision for a driver to accelerate or to brake depends on her/his own speed and the immediate front vehicle. The MOBIL model is a lane-switching model. The lane-switching decision depends on all neighboring vehicles. Two kinds of drivers, namely, normal drivers and aggressive drivers, are considered. Compared to normal drivers, aggressive drivers are more likely to change lanes, and they keep higher speed and maintain smaller distance from the front vehicles. Every vehicle has its own randomly generated value of model's parameters, so every vehicle is uniquely simulated. Different road segments can have different speed limits. Different traffic scenarios, e.g., various traffic density and various problems on the road such as roads of big holes, icy surfaces, or dead animals, are simulated. The simulator outputs traffic trace data in files, which are used as input to the ns2-based simulator.
B. Performance metrics
Two categories of performance metrics are measured. On one hand, the system performance is measured by event detection delay and false positive rate (FPR). On the other hand, resource consumption on roadside sensors is measured in terms of the energy consumed in communication and the space used for data storage.
Note that miss-detection rate is not considered since missdetected problems are always found to be problems with short duration (< 30sec) in the simulations.
C. Experimental Settings
Unless otherwise specified, our simulation uses the settings shown in the table below. Besides collision-caused drops, each node intentionally drops 3% (based on our interference experiments) incoming packets on sensor communication to simulate the packet loss due to WiFi interference. The power consumed by the sensor is measured according to the specified power consumption of Crossbow MicaZ mote (i.e., 52.2mWatt for transmission, 59.1mWatt for reception and 0.6mWatt for being idle). To evaluate the proposed system in different traffic scenarios, two traffic settings, namely, the road length and the traffic volume (density) are varied. In the simulation, the footprint generation segment (FGS) and the footprint aggregation segment (FAS) have the equal length. Unless otherwise specified, we set the length of FGS and FAS to 2000m, i.e., a roadside sensor is deployed every 2000 meters. The traffic volume varies from 0.05veh/s to 0.8veh/s, covering a wide range of traffic dynamics on highway [14] . In addition, areas with the average length of 50m (called risk range) are randomly generated on the road to emulate problematic voids that need to be detected.
To simulate communication in realistic environment, each moving vehicle randomly launches communication session using its WiFi interface in addition to the communication required by our system. The purpose is to introduce the background interference, which may occur in reality. Specifically, each vehicle launches a communication session every certain time interval, which follows an Exponential distribution with the mean of 5 seconds. In each session, the vehicle sends out a certain number of packets, following a Poisson distribution with the mean of 10. The data size of each packet is randomly selected from 0 to 2312 bytes.
To evaluate the performance of the designed system, two essentially important system parameters, the detection threshold δ and the relay threshold θ, are studied. In addition, through experiments, λ = 0.06 and α = 10 have been found to result in a reasonable granularity on detection performance when varying δ and θ. Thus, λ is set to 0.06 and α is set to 10. Fig. 6 shows the impact of the threshold δ on the delay and the FPR of detection. Since we found that δ does not affect the energy consumption of roadside sensors in the simulations, the corresponding result is not shown here. According to the figure, as δ increases the detection delay increases linearly while FPR decreases exponentially. This is because more footprints are collected and analyzed to infer the problem as δ increases, which results in longer delay but higher accuracy. As δ = 10 delivers both acceptable delay and FPR when the traffic volume is high (0.8veh/s), moderate (0.4veh/s) or low (0.1veh/s), δ is fixed at 10 in the following simulations. 2) Impact of Threshold θ on Performance: According to the figure, the strategy of transferring data from LAP to the VANET has no noticeable effect on the performance when the traffic volume is not low, because in this case the connection of VANETs is stable and, therefore, the aggregation data are rarely handed to LAP. When the traffic volume is low, as illustrated by the figure, the detection delay increases as θ increases while the energy consumption at roadside sensors decreases. This is because larger θ decreases the frequency of data exchange between vehicles and the LAP, which leads to less energy consumption at roadside sensors and meanwhile, may separate correlated information at two places (i.e., the LAP and the VANET) and thus increases the detection delay. Since the impact of θ on energy consumption is more significant than that on delay, it is fixed at 500 in the following simulations to achieve good energy efficiency. (2)), it is compared with two simpler weight functions: the simple one is W = R k=1 1 which infers a P-Spot to be an actual problematic spot if the number of rounds of detection that identify the P-Spot exceeds a certain threshold; the moderate one is W = R k=1 e (−λ/ρ) , where λ = 0.01 and ρ is the estimated traffic volume from the historical information stored in the tree. Besides considering the number of rounds, the moderate one also considers the effects of traffic volume. To distinguish from these two variants, our proposed one is named complex. Fig. 8 compares the FPR of using these three functions. Three different traffic volumes are considered. As the results for 0.4veh/s and 0.8veh/s are very similar, we only show 0.4veh/s scenario here.
D. Evaluation Results
According to the figure, our proposed function yields a lower and smoothly changing FPR than the other two. The results of this set of simulations verify the necessity of considering all three factors, i.e., the number of rounds that a P-Spot has been identified, the lane-switching pattern, and the impact of traffic volume (density), in inferring problematic spots. Particularly, when traffic volume is 0.1veh/s, the moderate and complex schemes have almost the same performance. This is because in sparse traffic the aggregator can only collect the footprints from one or zero vehicle, rendering the number of rounds converges to the number of vehicles (i.e., traffic volume). However, considering laneswitching pattern can benefit this situation. Fig. 9 illustrates the communication and storage costs at each roadside sensor as the traffic volume varies. The first figure shows the date exchange rate (byte/s) between each sensor and vehicles. It decreases rapidly as the traffic volume grows since more and more workload is migrated from the sensor to the vehicular nodes. This trend is also reflected in the second figure, which shows the percentage of problematic conditions detected finally by the vehicular node and by the sensor, respectively. As the traffic volume increases, most of the detection is conducted by the vehicular nodes. The third figure shows the average and maximum size of storage that each roadside sensor has used for detection purpose. The storage size is shown to be affordable by current generation of sensors (i.e., it is less than 500 bytes), and it decreases as traffic volume gets higher, because the number of P-Spots found in each collection becomes smaller as more footprints can be collected in each collection. The results of this set of simulations have verified that the proposed system can adaptively distribute workload among vehicular nodes and roadside sensors in a heterogeneityaware manner.
4) Energy and Storage Costs at Roadside Sensors:
5) Impact of Roadside Sensor Deployment Density on Performance: Fig. 10 shows the effect of the length of footprint generation segment (i.e., the deployment interval between two roadside sensors) on performance. As the interval increases, the delay increases obviously. Meanwhile, both the energy consumption and storage cost at roadside sensors decrease. At first glance, these two trends appear conflicting with each others. Nevertheless, it is reasonable due to the following reasons. As the FGS becomes longer, the size of the PS-tree also increases. Thereby, the storage size will increase. However, within a longer FGS the chance for an aggregator to hand its PS-tree to its follow-up vehicle becomes high. Thus, the data exchange frequency between the sensors and vehicles becomes lower, which compensates for the energy consumed for exchanging relatively larger amount of data. Note that, as the FPR remains the same as the FGS length varies, we just show FPR when FGS is 2000m.
Moreover, due to the heterogeneity-aware design, roadside sensors are seldom used and can maintain a long lifetime. Assuming the initial energy of the sensor is 20,000J (i.e., two typical AA batteries), the lifetime is about 485∼532 days according to the simulation results.
In addition, the results also show that the detection delay is in the order of 100 seconds. This can be improved by deploying more sensors along the road. However, extra costs will be incurred. Thus, there is a tradeoff between the [5] , [18] , data dissemination [19] , [20] and improving driving comfort [21] , [22] . However, due to the high cost of RSUs it appears impractical to apply the protocols in highway scenarios. Motivated by this, a prototype of hybrid sensor-vehicular networks has been proposed recently. Based on this concept, some safetyrelated architectures [4] , [23] have been proposed. Comparing with our proposed system, they many have some salient limitations. On one hand, they require sensors to be connected with each other, which demands for a large number of sensors, making the system expensive. However, in our system we do not require sensors to be connected. On the other hand, in their proposed architectures vehicular nodes are not fully exploited to relieve the workload of sensors and may cause sensors to have their energy depleted in a short time. This problem is addressed in our system through the heterogeneity-aware design, which makes use of vehicular nodes as much as possible and use sensors only when necessary.
There are also some work dealing with incident detection in VANETs. In [2] , the author proposes a system, NOTICE, where sensor belts embedded in the roadway, every mile or so, are used to communicate with vehicles to infer the traffic incident from passing vehicles' trajectory, specifically, the lane-changing information. [24] also proposes using NOTICE as highway infrastructure to support planned evac-uations. [3] presents how to use table as data structure to analyze possible event on some lane also by using vehicle's lane-changing information and it is designed to enhance the existing incidents detection techniques. Comparing with these works, our proposed systems have the following advantages. The most obvious and important merit is that our design considers the heterogeneity between vehicles and sensors and distribute more workload to vehicles whenever possible. Besides, our roadside facility is very simple (i.e., sensors). Different from [2] and [3] , the communication overhead in our system is much lower. This is because we adopt the tree-based aggregation mechanism to express the vehicles' traces, which can greatly save the storage and also mitigate the data exchange between vehicle and roadside facility. This is of critical importance, especially for sensors. The presence of aggregator in our system can eliminate the communication collision when multiple vehicles attempt to send their collected information to the roadside facility. Our scheme makes use of more information to derive incidents. Beside the lane-changing information, our proposed scheme also consider the different lane-changing trend in various traffic density. This can make our detection more reliable with low false positive. Finally, [3] does not consider the risk range, which may lead to underestimation of false positive rate.
VI. CONCLUSIONS
This paper proposed a system for automatic detection and localization of problematic road conditions in sensor-assisted VANETs. The design can distribute workload between vehicular nodes and sensor nodes in the heterogeneity-aware manner. It has been evaluated through extensive simulations, and the results show that it can detect problematic road conditions with both low false alarm rate and low delay.
