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A b str a c t
Parallel processing has been considered as the key to build computer systems of
the future and has become a m ainstream subject in Computer Science. Computer
Vision applications are computationally intensive th at require parallel approaches
to exploit the intrinsic parallelism. This research addresses this problem for lowlevel and intermediate-level vision problems. The contributions of this dissertation
are a unified scheme based on probabilistic relaxation labeling th at captures local
ities of image data and the ability of using this scheme to develop efficient parallel
algorithms for Com puter Vision problems.
We begin with investigating the problem of skeletonization. The technique of
p attern match th a t exhausts all the possible interaction patterns between a pixel
and its neighboring pixels captures the locality of this problem, and leads to an
efficient One-pass Parallel Asymmetric Thinning Algorithm (OPATAg). The use of
8-distance in this algorithm, or chessboard distance, not only improves the qual
ity of the resulting skeletons, but also improves the efficiency of the com putation.
This new algorithm plays an im portant role in a hierarchical route planning system
to extract high level topological information of cross-country mobility maps which
greatly speeds up the route searching over large areas.
We generalize the neighborhood interaction description method to include more
complicated applications such as edge detection and image restoration. The pro
posed probabilistic relaxation labeling scheme exploit parallelism by discovering
local interactions in neighboring areas and by describing them effectively. The pro
posed scheme consists of a transformation function and a dictionary construction

m ethod. The non-linear transformation function is derived from Markov Random
Field theory. It efficiently combines evidences from neighborhood interactions. The
dictionary construction method provides an efficient way to encode these localities.
A case study applies the scheme to the problem of edge detection. The relaxation
step of this edge-detection algorithm greatly reduces noise effects, gets b etter edge
localization such as line ends and corners, and plays a crucial rule in refining edge
outputs.

The experiments on both synthetic and natural images show th a t our

algorithm converges quickly, and is robust in noisy environment.

C h a p ter 1
In tro d u ctio n
Vision, as our most powerful sense, supplies us with a tremendous amount of in
formation and enables us to interact intelligently with our environment, without
direct physical contact. The positions and identities of objects and the relationships
among them are obtained through this sense. Considerable disadvantages would
result if we were deprived of vision. Since digital computers became generally avail
able, continuous attem pts have been made to provide computers with a sense of
vision. These attem pts lead to the establishm ent of an im portant research area —
Com puter Vision, which is the study of how to make computers capable of seeing
things. This young and changing area is considered one of the most active research
areas in computer science.
Significant progress has been made in com puter vision. A successful example
is its industrial applications, where the visual environment can be controlled and
the vision tasks are clear-cut, such as to direct a robot arm to pick parts from a
conveyor belt [39]. Optical Character Recognition (OCR) is another encouraging
application th at has progressed to a point where reasons for using OCR become
readily apparent [69]. Robust OCR systems th at can read printed m aterials have
become realistic.
However, vision is our most complicated sense. Until now, we have only frag
m ents of knowledge about how biological vision systems work. But one facet is clear
th a t biological vision systems are complex. This is why many attem p ts to provide
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computers with a sense of vision have ended with failure, especially in those areas
in which ill-defined information from images needs to be extracted th at even people
find hard to interpret. In the current stage, no “universal” vision system exists.
Besides the theoretical reason, practically, images are made of huge amounts
of d ata (of the order of 106 to 109 bits per image) and many operations per pixel
m ust be performed to achieve useful transformation for com puter vision tasks [8].
Com puter vision tasks are computationally intensive th a t a parallel approach is
m andatory if the system is subjected to real time constraints such as in robot vision
and autom atic inspection.
This dissertation focuses on the practical aspect of lower and interm ediate level
vision tasks such as skeletonization, segmentation, edge extraction and image restora
tion. The program of how to perform these tasks faster using parallel technique will
be carefully examined. The remainder of this chapter overviews the tasks of com
puter visiondiscusses some im portant models of parallel computing, and discusses
the need to exploit intrinsic parallelisms in vision tasks.

1.1

A n O verview o f C om p u ter V isio n

Com puter Vision is an image understanding task th at autom atically builds from
images of the two- or three-dimensional world, not only the descriptions of an image
itself, but also the descriptions of the three dimensional scene th a t it depicts. These
descriptions must capture the characteristics of the objects being imaged th a t are
useful in carrying out some specific tasks. Thus, a computer vision system is always
a part of a larger system th at interacts with the environment, and can be considered
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an element of a feedback loop th a t is related to sensing, while other elements of the
larger system dedicated to decision making and implementation of these decisions.
T-he input to a vision system is an image (or several images) which is a two
dimensional array of data resulting from sampling the projected instantiation of
a local variable, the scene brightness function, obtained via sensing devices. The
function values are either brightness values, vectors of brightness values in different
spectral bands, or range data, etc.
The process of computer vision may be divided into six principal phases: image
acquisition, preprocessing, segmentation, representation and description, recogni
tion, and interpretation [25].
• Im a g e a c q u is itio n (or sensing) is to acquire a digital image. An image sensor
and the capability to digitize the sensor signals are required.
• P r e p r o c e s s in g is the process to improve images in the ways th a t increase the
chances for success of the entire system. Typically, these include contrast en
hancem ent, noise removal, histogramming, and thresholding. It is an explicit
transform ation from an input image to an output image.
• S e g m e n ta tio n divides the input image into segments, which is one of the
m ost difficult tasks in digital image processing. The quality of segmentation
is critical to the success of a vision system. For example, in OCR, the key
role of segmentation is to extract individual characters and words from the
background.

The output of this phase is a type of raw description of the

contents of input images.
• R e p r e s e n ta tio n a n d d e s c rip tio n is the phase th at establishes a list of prop
erties of the image segments extracted in the segmentation phase. Represen-
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tation used in computer vision typically involves relational structures such
as directed graphs where edges represent “relations” . Each node is usually
-associated with a list of property values [59]. Description (or feature selec
tion) extracts properties th a t provide quantitative information of interest or
properties needed to distinguish one class of objects from another.
® R e c o g n itio n is a matching process th a t assigns a label to an object based on
the information provided by its descriptors. There are many potential methods
available for the task of recognition. The most common way is to select the best
m atch according to some form of “distance measure” . Although this m ethod
is able to find an exact counterpart of the tem plate, it is not very effective to
deal with rotated, scaled or perspective transformed tem plates. A matching
technique capable of solving these problems is called relaxation labeling. It
involves a search through a space of possible distortions and transform ations
of the original tem plate.
• I n te r p r e ta tio n is the final phase of the whole process. It assigns meaning to
an ensemble of recognized objects. This is still an essentially unachieved long
term goal of computer vision, and is an im portant area of research in the AI
field. The tasks that can be performed by current com puter vision systems are
so limited compared to human vision th at it is not only a quantitative differ
ence. There are fundamental shortcomings in our theoretical understanding
of the visual process.
9

These six phases can be further grouped into three levels according to the sophis
tication of abstractions in their image descriptions. Figure 1.1 depicts these three
levels of processes and their associated phases.
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Acquisition
Image
Preprocessing

Lower Level

Image
Segmentation
Segments

Interm ediate Level

Description
Components
Recognition
Objects

High Level

Interpretation
Figure 1.1: Com puter vision system.
• L ow er level v isio n carries out the task of transforming an input image into
a more desirable output image through the above mentioned sensing and pre
processing processes. It uses no knowledge of the scene domain.
• I n te r m e d ia te level v isio n consists of the segmentation phase, and the de
scription phase. It produces from an image proper descriptions of distinguished
components of the image which will be used in high level image understanding
missions. Associated with it are those processes th at extract properties, label
segments, and characterize components.
• H ig h level v isio n attem pts to em ulate cognition, capturing the meaning of
the objects (recognition) and the meaning of the scene (understanding). It
manipulates objects to obtain meanings.
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This dissertation research focuses on the interm ediate level vision problems. In
this level, the main problem is labeling, be., how to label each pixel with proper prop
erty ^values. Segmentation can be considered as a process to group pixels together
according to their property label. Property extraction and component characteriza
tion obviously fall into this category. Skeletonization and edge detection are two of
the typical tasks of interm ediate level vision.

1.1.1

Skeletonization

A common approach to describe the shape of an image is to reduce it into a graph
[25]. This graph is obtained by approximating the skeletons (or the medial axises)
of image shapes. The skeletonization is an im portant step for many com puter vision
tasks such as OCR (in which skeletons are used to extract vector representations of
the input characters) [3], route planning (where the skeleton of a m ap speeds up the
search) [4], fingerprint recognition [55] and biomedical imaging [21]. The number
of pixels to be searched during high-level vision process, hence its complexity, can
be greatly reduced by shrinking an image into a unitary skeleton. Skeletonization
problem can be solved by medial axis transform ation (MAT) proposed by Blum [6].
For a region R with border B, the distance from a pixel p in R to the border B
is defined as the distance from p to the nearest neighbor in B. A pixel belongs to
the medial axis of R, if p has more than one nearest neighbor. However, the direct
implementation of this method is unacceptable computationally because it poten
tially calculates distance from every interior pixel to every boundary pixel. Many
algorithms have been developed to improve computational efficiency. Techniques
th a t mark the medial axis pixels in their neighbor context is a favorable solution
and will be discussed in detail in the next chapter.
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1.1.2

Edge D etectio n

Segmentations generally are performed based on two basic properties of gray inten
sity: similarity and discontinuity. The basic approach for the first category is based
on thresholding, region growing, and region splitting and merging. For the second
category, the basic idea is to divide an image by detecting abrupt changes in gray
intensity. These abrupt changes are generally isolated noises or edges between two
regions with distinct gray intensities.
Edge detection has attracted a great deal of research effort because the resulting
descriptions significantly affect the quality of higher level processes. Four approaches
have been used in edge detection: tem plate matching, edge fitting, statistical edge
detection, and gradient and difference based filtering [83].
• T e m p la te m a tc h in g has a tem plate base of ideal edges setting at all orien
tations. All regions in an image with the same size are m atched against these
tem plates. Corresponding tem plates are located by evaluating the degree of
matches.
• E d g e fittin g uses a m athem atical model with a small number of well de
fined param eters to describe ideal edges. The detection process evaluates how
closely the model fits the neighborhood of every pixel and obtains the values
for the param eters of the model so th at a “distance m easurem ent” can be
minimized.
• S ta tis tic a l ed g e d e te c tio n considers a small region (or window) in an image
and views an edge as a boundary between two nonhomogenous subregion.
Statistical hypothesis testing is then used to choose from the two hypotheses
that:

HO: The image values on both sides of a line are homogenous;
HI: The image values on both sides of a line are nonhomogenous.
• G ra d ie n t b a se d filte rin g is the most widely used approach. It treats an
image as an intensity function th at is continuous and differentiable. Edges
correspond to rapid changes in intensity. Therefore, the gradient function of
the image which represents the speed of change, will have maximum values in
the positions where edges exist. Edges are detected by locating all m axim a
points of the gradient function. An alternative m ethod is to use second order
derivatives, the gradient of a gradient. The second order derivative of an image
has zero-responses at edge points, and responds to the two sides of the edge
with different signs (positive versus negative). This is called zero-crossing.
Second order derivatives give more accurate localization. However, derivatives
can amplify any error component. Thus, second order derivatives tend to be
much noiser than gradient operators.
The approach taken in this research is to employ neighbor context to enhance
edges and to suppress noise. Each pixel in an image is given a label ( “edge” or “non
edge” ). Labels for the neighborhood pixels are taken into account in the process of
label assignment.
In this section, we outlined the general procedure of computer vision. Most of the
mentioned processes are com putationally intensive due to the am ount of data to be
processed and the time-consuming nature of the algorithms. A typical size of digital
images is 1024 x 1024 pixels, and each image needs to go through several layers of
tim e consuming processing, from numeric operation to symbolic calculation. Thus,
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the throughput required for com putational demand is enormous. This is even more
in the case of a real-time vision system. A search for parallelism is inevitable.

1.2

P a ra llel P r o cessin g

Despite the rapid progress of state of the art computer components, the performance
increase rate has always lagged behind the increasing demand of computer users.
Parallel processing came into being when designers looked towards replicating the
current technology rather than advancing the technology itself. Instead of a single
function unit, a number of such processing units (PEs) could be incorporated into
the same computer to operate concurrently, so th at the performance of the system
can be increased. Parallel processing is a kind of information processing th a t em 
phasizes the concurrent manipulation of data elements belonging to one or more
processes, solving a single problem. A parallel computer is a computer designed for
the purpose of parallel processing [63]. The prim ary sources of references for the
following material are from Offen [59] and Quinn [63].
A variety of mechanisms may be used to achieve parallel computing. The three
m ajor architecture configurations are pipeline vector computers, array processors
and multiprocessor systems.
P ip e lin e v e c to r c o m p u te rs exploit temporal parallelism.

Successive com

putations on vector operands are executed in an overlapped fashion. A com puter’s
com putational structure is segmented into consecutive units, and program processes
are decomposed into temporally overlapping subprocesses th at have to pass sequen
tially through each unit. For example, the execution of an instruction by a computer
can be divided into 4 consecutive steps: instruction fetch (IF), instruction decoding
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(ID), operand fetch (OF) and execution (EX). In a pipeline com puter, these four
steps are performed by four different function units th a t are sequentially linked.
W hen vectors are applied, these four function units perform their own jobs on dif
ferent vector elements at the same time. Therefore, the computer can produce a new
result for every function unit cycle. Figure 1.2 shows the dynamics of a pipeline.

o f3
o f2
OF,

OF

EX

Figure 1.2: Dynamics of a pipeline computer.
A rra y p ro c e s s o rs use a num ber of processing units (PEs) to perform vector
or m atrix operations concurrently, and to exploit the inherent spatial parallelism.
An array processor (or SIMD-array processor) is a synchronous parallel com puter
with m ultiple parallel operated PEs under the control of a single central control
unit. Each PE has its own A rithm etic Logic Unit (ALU) and its own memory. This
memory can store data only. Instructions are stored in the main memory which
is controlled by the control unit. Communications between PEs are implemented
through an Inter-PE connection network (See Figure 1.3).

All the PEs execute

the same instruction at the same tim e in a “lockstep” mode. T^e single control
unit supplies the sequence of PE instructions and PE addresses. Instructions are
provided to activate only those PEs th a t satisfy a program-specified condition and
to deactivate those PEs th at don’t satisfy the condition.
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PE: processing elem ent
P : processor
M : memory

•1 i/o
Control unit
err

D ata
bus

P%
M

M

M

Control

(Array Processing)

Inter-PE connection network
Figure 1.3: Array processors.
The difference between a m u ltip rocessor sy ste m (MIMD) and a array pro
cessor is th a t a multiprocessor system has no central control unit to synchronize
the PEs (See Figure 1.4). It exploits asynchronous parallelism. PEs are more in
dependent. They have their own instruction decoder and their memory can store
both d ata and instructions. In other words, each PE is a unique computer by itself.
However, the PEs do share some resources such as memory and peripherals and
they interact during the course of their execution. Inter-PE communications are
implemented in two ways:
• In ter con n ection network: Communications between PEs are implemented
by message passing between PEs through a network. This type of system is
called loosely-coupled.
• Shared m em ory: It has a common address space with which all PEs can
have access. Processors communicate by reading from and writing to the same
address in the shared memory. This type of system is called tightly coupled.
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Inter-PE connection network
C : control unit M : memory

P : processor

PE: processing element

Figure 1.4: A multiprocessor system.
Multiprocessor systems introduce a new philosophy of parallel programming in
which a problem is decomposed into a number of distinct tasks which are distributed
among the processors for concurrent processing. They improve throughput, relia
bility, flexibility and availability of computer systems. However, they are relatively
sophisticated.
In both array processor and loosely-coupled multiprocessor systems, inter-PE
communications are implemented through an inter-PE network. The tim e spent on
PE interactions is not ignorable. Thus, how to design a network th a t minimizes
both the complexity of the network and the time for inter-PE communication is
an im portant research issue. Many processor organizations (methods of connecting
PEs) have been proposed. Butterfly, mesh, and pyramid are three of the popular
organizations that are used in computer vision.
B u tter fly
A butterfly network consists of (A + l ) 2fc nodes divided into A + l rows (or ranks).
Each rank contains n — 2k nodes each (Figure 1.5). The ranks are labeled 0 to k.
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The rank 0 and k are sometimes identical to form cycles, leaving each node with
four connections.
rank 0

rank 1

rank 2
rank 3

Figure 1.5: A butterfly network.

Let (i , j ) denote the j t h node on the ith rank, 0 < i < k and 0 < j < n. Node
(i , j ) on rank i > 0 is connected to two nodes on rank i — 1; node (i — l , j ) and
node (i — l , 7 u ) , in is the integer obtained by inverting the j th most significant bit
in the binary representation of j. If node (z, j ) is connected to node (i —1, m ), then
node (i , m ) is connected to node (i — 1,j) . This type of “butterfly” pattern gives
the network its name. The widths of butterfly wings increase exponentially when
the ranks decrease. Butterfly networks are the best networks to implement the Fast
Fourier Transformation which is a widely used technique in image processing.
M esh
A mesh is a network of PEs th a t are arranged into a q-dimensional lattice.
Communications are allowed only between those q neighboring nodes. Figure 1.6 is
an example of a two-dimensional mesh. Mesh networks do have the disadvantage
th a t d ata routing requirements often prevent the development of 0{logkn) parallel
algorithms.

Routing data from one side to the other side in an n PEs network

requires 0 ( y / n ) time. However, for problems that have ”mess-local” property, data
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are never transm itted more than a fixed distance from the starting location [77]. So,
mesh connected network is the best choice. Many lower level and interm ediate level
com puter vision problems are mess-local.

Figure 1.6: A mesh connected network.

P y ra m id
Prim ary designed for computer vision, a pyramid network of size p is a complete
4-ary rooted tree of height log4p with additional interprocessor links to connect the
processors in each level into a two dimensional mesh. A pyramid of size p has a total
of |p — | PEs and p PEs at its base, a two-dimensional mesh network. Figure 1.7
shows a pyramid of size 16. Each interior PE connects to nine other PEs: one
parent, four mesh neighbors, and four children.
The hardware cost of a pyramid machine is more expensive than a mess machine.
It has one third more PEs and more than double the connections. However, it allows
fast communication between any two PEs, specifically in 0(log?r), and is perfectly
designed for adopting a bottom -up (data driven) image analysis, top-down (model
driven) image analysis or a hierarchical processing mode [81].
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Figure 1.7: A pyramid connected network.

1.3

P a ra llelism in C om p u ter V isio n

There are two fundamental issues involved in designing parallel algorithms for a
given application: selecting an appropriate architecture and exploiting the inherent
parallelism.
For com puter vision application, a pyramid is a flexible organization especially
for high level vision tasks.

Each PE in this network can access all image data

quickly in 0(log n) time. However, pyramid computers are costly. Most interm ediate
level and lower level vision tasks operate on the input image. An image is a two
dimensional array which can be easily stored in an array processor.
Many of these vision tasks, such as noise removal and image smoothing, can
be implemented by identical local operators applying to all image pixels. These
tasks are suitable to be implemented on mesh-connected SIMD machines which
have local interconnections. Algorithms designed on this type of organization have
become increasingly significant in computer vision because of three reasons [59]:
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1. The requirem ent for real-time processing often precludes the use of serial or
ganizations.
2. The advent of VLSI has made it feasible to build large parallel processing
networks, particularly ones with a uniform structure, with only local neigh
borhood connections, and with uniform simple type of PEs.
3. Studies of the structure of biological vision systems have shown the prim ate
visual cortex to contain neural networks th a t can be modeled as parallel ar
chitectures with the above properties of locality, uniformity and simplicity of
individual processors.
However, not all com puter vision tasks have locality. The higher the level they
belong, the less locality they have. Then comes a question whether these tasks can
be reform ulated, so th at they are suitable for a mesh-connected SIMD machine.
To exploit parallelism, two approaches have been recommended: functional par
allelism and data parallelism.
Functional parallelization methods look into the functional structure of the par
ticular given problem, trying to partition it into many relatively independent func
tional units which can be executed concurrently. Different function units may per
form different jobs. The problems with these methods are th a t they are problem
dependent and cannot be easily generalized.
D ata parallelism, on the other end, may be appled to variety of problems. It
tries to formulate a given problem in a way th at the solution is obtained by the
cooperation of a set of data-driven function units th at are identical to all the d ata of
the type. For example, in computer vision, many processes are performed identically
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to all pixels in an image. D ata parallelism is more suitable for developing parallel
hardware by current VLSI techniques.

1.4

C o n trib u tio n s

In this dissertation, we exploit parallelism for computer vision problems th a t have
locality characteristics. These problems can be divided into two categories: those
th a t are explicitly localized and the others whose localities have to be extracted
from global interactions. Both cases are studied in this research. Figure 1.8 depicts
the contributions pictorially.
An example of explicitly localized problem, skeletonization, is studied in detail
and a new parallel thinning algorithm is proposed. This new algorithm (OPATA8)
uses one-pass technique, asymm etric pattern m atch method, and decision tree struc
ture. It implements 8-distance skeletonization, runs faster, and obtains skeletons
with nice topological structure, unitary 8-connected, and good noise resistance.
This parallel thinning algorithm is an im portant component in a route planning
system — PIMTAS, a co-operative project between LSU and Topographical Engi
neering Center (TEC) of U.S.Army. The distinguished feature of PIMTAS is its
hierarchical structure. Route planning is implemented in three steps: extract the
graph structure of a map, plan grid level paths for adjacent graph nodes, and search
for paths from source point to target point using graph level planner. This unique
structure gives the system the flexibility to find optimal paths and the possibility
to achieve real-time response for large maps. AI techniques are used to implement
the planning and skeletonization technique is employed to extract graph structures.
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Chapter 6

For implicit locality in Computer Vision, we proposed a probabilistic relaxation
labeling scheme to exploit parallelism from local interactions in neighboring areas
and to represent them effectively. The proposed scheme consists of a transform ation
rule and a dictionary construction method. The non-linear transform ation rule is
derived from Markov Random Field theory. It efficiently combines evidences from
neighborhood interactions. The dictionary construction m ethod provides an efficient
way to encode these localities. The algorithm developed using this scheme has the
characteristics of mesh local and can be efficiently implemented by mesh connected
array processors.
Edge detection is an im portant process in computer vision applications. Edge
maps are sufficient to conduct higher level processes such as motion analysis and
object recognition. A variety of edge detectors have been proposed. Most of them
perform reasonably well for simple noise free images, but tend to fail for noisy images.
When edge detection is treated as a relaxation labeling problem th at each pixel has
a label set of several “edge labels” and a “non-edge label” , the correlation of a pixel’s
label and its neighboring pixels is an efficient tool to improve edge detection. In the
last part of this dissertation, we apply our probabilistic relaxation labeling scheme to
edge detection to greatly reduce noise effects and to obtain b etter edge localization
such as line ends and corners. Two edge detection algorithms have been developed
which are based on the Gaussian distribution assumption and the histogram of
intensity changes, respectively. Our study shows th a t though applying contextual
information efficiently through the update procedure can eliminate ambiguities from
initial label assignment errors, there is no guarantee th at all the errors can be
corrected if there are too many of them, which is the case in Gaussian distribution
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based algorithm. The experiments on both synthetic images and natural images
show th a t our algorithms converge quickly, and are robust in noisy environment.

1.5

O u tlin e o f th e D isser ta tio n

One-pass parallel thinning algorithm is the focus of Chapter 2. In this chapter, we
first introduce the problem of skeletonization, the existing approaches, and the ad
vantages and disadvantages of one-pass parallel algorithms. We then develop a new
one-pass asymm etric parallel thinning algorithm th a t implements 8-distance skele
tonization. We compare the results of our algorithm with two im portant existing
algorithm s and show that our technique yields b etter results in a shorter time.
In C hapter 3, we describe the Predictive Intelligent M ilitary Tactical Analysis
System (PIMTAS). We discuss the underlying hierarchical structure of the system,
detail the description of the various modules in PIMTAS, and study the existing ap
proaches for route planning. We also examine the implementation issues of thinning
algorithm for this application and show the speedups for different approaches.
Our probabilistic relaxation labeling scheme as a tool to exploit mesh-local par
allelism is introduced in Chapter 4. A survey on relaxation labeling is given. After
defining the problem of relaxation, we present the theory of Markov Random Field
(M RF) and use it to derive the transformation T for our scheme. The properties of
this scheme are then examined.
C hapter 5 develops an efficient relaxation labeling algorithm. Maximum Entropy
Estim ation technique is first used to estim ate the joint conditional probabilities
for transform ation X. The method to find Influential Configuration Set (ICS) are

21
presented along with the m ethod to assign the configurations probabilities. The
construction of dictionary of ICS leads to our new probabilistic relaxation algorithm.
In Chapter 6, a case study th a t applies the relaxation labeling m ethod to edge
detection is presented in detail. The problem of initial label assignments is discussed.
Two edge detection algorithms are developed — one of them based on Gaussian
model and the other on histogram. A detailed performance comparison with two
existing edge detection algorithms is also included.
We summarize the results in Chapter 7. Applications of the techniques and
algorithms developed in this dissertation are outlined. The need for further research
in the area of mesh-local parallelism is discussed.
We list all references cited in this dissertation at the end of Chapter 7.

C h a p ter 2
P a ra llel Im a g e S k eleto n iza tio n
In this chapter, the problem of binary image skeletonization is studied. Skeletoniza
tion is widely used in many image processing applications, such as optical character
recognition, chromosome analysis and military route pla.nning[4]. It provides a con
venient and condensed representation of image object information.

Skeletons of

objects can preserve topological information of the original objects[4] and reduce
storage requirements [50].
The algorithm that, will be discussed is an good example of parallelizing an image
processing task by localization. It is also a critical part of a mobility route plan
ning system — PIMTAS (Predictive Intelligent M ilitary Tactical Analysis System).
The new one-pass parallel thinning algorithm inherits the asymm etrical feature of
Wu and Tsai’s algorithm OPATA4[86]. However, the use of 8-distance, or chess
board distance, to approxim ate Euclidean distance not only improves the quality of
the resulting skeletons, but also speeds up the thinning procedure. Our algorithm
has been implemented sequentially and has been compared to both Wu a,nd T sai’s
OPATA4 and Zhang and Suen’s TPTA[91].
Section 2.2 discusses the advantages and disadvantages of both sequential and
parallel skeletonization algorithms. The ideas in parallel thinning algorithms, espe
cially, in Wu and T sai’s asymm etric one-pass algorithm OPATA4»are reviewed in
Section 2.3. Based on the observations on OPATA4, Section 2.4 presents in
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detail our new parallel algorithm OPATAg. The experiments and the comparisons
of OPATAg with other thinning algorithms will be discussed in Section 2.5.

2.1

P relim in a ries

A binary image is defined as a m atrix P where each element(pixel) is either l(black)
or O(white). Objects in images consist of black pixels.
Neighbors: For a pixel p in image P, the 8-n e ig h b o rs of p are defined to be the
eight pixels adjacent to p (p0, pi, . . . , p? in Figure 2.1(a)), and denoted by
Ag(p). Also, p0, P2, P4 , and p6 are referred to as the set of 4 -n e ig h b o rs of p,
■AU{p)- Ps and pg are the two pixels th a t will be used to introduce asymmetry.
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Figure 2.1: 4(8)-neighbors of a pixel

Distance: Between two pixels p{xp,y p) and q(xq, y q), where x p, yp, x q, and yq are
coordinates, the 8-d is ta n c e , or the chessboard distance, is defined as

MP,<l) = m a x (| x p - x q |, | yp - yq |)

and the 4 -d is ta n c e , or the city block distance, is

d4 (p, q) = | x p - x q | + | yp - yq

24
Connectedness: A skeleton is considered to be 4 (8 )-co n n e cted if between any two
black pixels p0 and pn there exists a path popi • ■-Pi-iPiPi+i • • -Pn such th at
~Pi - 1

is a 4(8)-neighbor of p,- for 1 < i <

n.

Neighbor sequence: A sequence of 8-neighbor pixels of p (p,-,p1+1, . . . ,pi+„) is called
n eigh b or seq u en ce of p if p ;,p !+i , .. . ,p;+„ are 4-connected in a clockwise
order around pixel p and they are all black pixels. For example, Figures 2.1(b)
and 2.1(c) contain neighbor sequences peP7 Po and P4P5P6P7, respectively, while
in Figure 2.1(d), P2P3P5 is not a neighbor sequence because P3 and ps are
separated by a white pixel p4.
Simple path: A path V is called a sim p le path if the removal of any pixel from the
path except end pixels will violate the 4(8)-connectedness of the path when
4-distance(8-distance) is used.
Edge pixel: An edge pixel is a black pixel th a t one of its 4-neighbors is white
pixel.
Convex corner pixel: a con vex corner p ixel is a black pixel such th at two of
its 4-neighbors p, and p1+2 are white pixels. Figure 2.1(b) is an example. A
convex corner pixel is an edge pixel.
Concave corner pixel: A concave corner p ix el is a black pixel such th a t only
one of its diagonal 8-neighbors is white (all other 8-neighbors are black). Fig
ure 2.1(e) is an example.
End pixel: An end p ixel is a black pixel such th at only one of its 4(8)-neighbors
is a black pixel when 4-distance (8-distance) is used.
Contour: A contou r is the set of edge pixels.
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Interior pixel. An in te rio r p ix e l is a black pixel th a t does not belong to any
contours.
Interior: The in te rio r is the set of interior pixels of an object.
Thin object: A th in o b je c t is an object th at has no interior pixels. A thin object
is not necessary a simple path. For example, lines th at are two pixels wide are
not simple paths.

2.2

S eq u en tial versus P arallel

The skeletonization problem has been extensively studied in the last twenty years.
Many methods have been proposed in the literature. These methods can be classified
into two categories: distance transform methods [1, 2, 79, 89] and parallel thinning
methods [9, 38, 54, 76, 86, 91].
Distance transformation was proposed for binary pictures in the Euclidean plane
by Blum[5]. The idea is that a fire line, which propagates with constant speed from
the contour of an object to its inside, will meet at quench points th a t form the
skeleton. Many discrete approximations of this fire propagation technique have been
reported. Generally, these approximations were implemented by explicitly tracing
the object’s boundary pixels to avoid going back to the area th a t had already burned
[2, 79]. Xia[89] further refined the technique to construct the next fire front during
the tracing of the current fire contour. These algorithms perform efficiently in a
sequential machine, and the skeleton obtained can be used to recover the original
objects.

However, these algorithms have some serious drawbacks.

The tracing

technique has sequential feature and cannot be implemented in parallel. Due to
the properties of discrete space, they can not guarantee th at the topology of the
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objects will be preserved. In addition, the skeletons obtained are sensitive to local
variations and noise [89].
The other type of algorithm is called parallel thinning algorithm which im ple
ments the fire line implicitly. They are developed by investigating the locality of
skeletonization. W hether a pixel belongs to the contour of an image object can
be determ ined locally by examining the pixel values of its neighborhood. Thus lo
cal neighborhood patterns are used as sufficient conditions to determ ine whether
a pixel is a contour pixel th a t can be removed. This type of algorithm iteratively
deletes contour pixels th a t are removable. The patterns selected should guarantee
the connectivity of the resulting skeleton.
There are many algorithms of this type th a t are based on the same principle.
The differences are usually the sets of patterns they use. The advantage of this type
of algorithm is th at one can custom design the patterns to delete certain end points
and thereby omit certain details in order to make the skeleton easier to interpret.
This type of algorithm can capture topological information on objects.
Some people have argued th at the m ajority of parallel thinning algorithms are
time-consuming compared to distance transformation methods. While it is true th at
parallel thinning algorithms have a complexity proportional to the size of images
and the maximal thickness of objects in the images if implemented sequentially [89],
this is misleading because these algorithms are constructed to take advantage of
parallel. It is prim arily the sequential counterparts th at can be time-consuming.
These countparts can be made more efficient by adopting the same contour tracing
technique employed by distance transformation approaches. However, the drawback
of this type of skeletonization is that it may not preserve as much detail as distance
transform ation methods. Therefore, the resulting skeletons may not be recoverable.
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Here, we focus on parallel thinning algorithms. For more detailed discussions of
distance transform ation methods, one can refer to Xia[89].

2.3

P a ra llel T h in n in g A lg o rith m s

Skeletonization is usually performed by iteratively removing edge pixels along the
contour of image objects. The pixels removed m ust satisfy the following three cri
teria:
1) An end pixel is never deleted
2) Connectedness is not violated
3) Excessive erosion should not occur.
These criteria can be imposed to a pixel in most cases by checking its 8-neighbors.
Most of the proposed parallel thinning algorithms differ only in the way th a t they
conduct the test to meet these criteria[56]. For the thinning algorithms before 1984,
Naccache and Shinghal[56] have given a detail review and comparison. In the past
ten years, the most widely cited algorithm is th at of Zhang and Suen[91j. This
algorithm is called a two pass algorithm because in each iteration, there are two
passes, or sub-iterations. In the first, pass, the conditions to remove pixel p are the
followings:
1) It has a neighbor sequence of length between 2 and 6
2) It is a north-west edge pixel or a south-east convex corner pixel.
The second pass deletes the south-east edge pixels and the north-west convex corner
pixels th at satisfy the condition 1 above. The use of a two pass iteration imposes a
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bias in which north-west edge pixels and south-east convex corner pixels are preferred
over other south-east edge pixels. This type of bias avoids excessive erosions.
Although Zhang and Suen’s algorithm is good at connectivity and contour noise
immunity, there are some disadvantages th at need to be addressed. First, the al
gorithm still suffers from excessive erosions in some extrem e conditions, such as
two-pixel-wide diagonal lines (See Figure 2.2(a)). As shown in Figure 2.2(b), when
Zhang and Suen’s algorithm is used to thin the image in Figure 2.2(a), the original
topological structure is totally destroyed. Second, though two-pass algorithms run
faster than four-pass algorithms by reducing the time for scanning the image, the
am ount of tim e needed to scan white pixels (which is a waste) is still significant.
W hen we applied Zhang and Suen’s algorithm to thin mobility maps in our route
planner application, we noticed that, in some cases, half of the running tim e was
spent on scanning white pixels. Furthermore, the resulting skeletons from Zhang
and Suen’s algorithm are not of unitary thickness.

(a)

(b)

(c)

(a) is the input image; (b) is the degraded result from Zhang and Suen’s TPTA;
and (c) is from OPATAs.
Figure 2.2: The erosion problem.
Several attem pts have been made to overcome these drawbacks. Lii and Wang[51]
restricted neighbor sequences to a length greater than three instead of greater than
two. The improved algorithm preserved structures better, but degraded the noise
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suppression feature of Zhang and Suen’s TPTA. Holt et al [38] modified Zhang
and Suen’s algorithm from two-pass to one-pass. In general, the num ber of overall
passes needed to thin an image was reduced. However, they used a neighbor region
of 5 x 5 th at contains 25 pixels, which is much bigger than a 3 x 3 neighbor region,
and as a result, the algorithm turned out to be consistently slower than Zhang and
Suen’s algorithm. Another problem is th a t H olt’s algorithm didn’t guarantee the
preservation of original patterns[54], Mendel[54] modified both Zhang and Suen’s
and H olt’s algorithms to preserve the original pattern b etter in approxim ately the
same amount of running time.

2.3.1

One-pass Parallel T hinning A lgorithm

Recently, a lot of effort has been devoted to developing one-pass parallel thinning
algorithms. The paper by Holt et al was one of the attem pts. Chin and Wan[9]
came up with a more efficient one-pass algorithm th a t mainly used 3 x 3 operators.
The algorithm used eight 3 x 3 thinning patterns to remove edge pixels, and two
restoring patterns (a 1 x 4 and a 4 x 1) to preserve continuity. Eight more patterns
were employed later to trim noise effects.

However, a m ajor problem with this

algorithm is th at it generates biased skeletons. Convex corners are removed faster
than concave corners, as shown in Figure 2.7(b). Linear objects with a sharp turn
generate skeletons that, do not run along the Euclidean medial axis at the turn.
Wu and T sai[86] designed a new set of matching patterns th a t elim inated the
need to distinguish between thinning patterns, restoring patterns, and trim m ing
patterns. The set of fourteen patterns are shown in Figure 2.3(cited from [86]). In
these patterns, x indicates th at the pixel can either be 0 or 1, y indicates th a t in this
pattern at least one of the y’s is 0, and c indicates a current contour pixel th a t may
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be removed. Each black pixel whose neighbor area matches one of these patterns
will be removed in the current pass.
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Figure 2.3: Wu and T sai’s fourteen thinning patterns.
This set of patterns was derived from the idea of asymmetry. W hen an object is
thinned to a thin object (two pixels wide, generally), the pixels on one side of the
object are removed according to preset preferences, while the pixels on the other
side are retained. For example, patterns (a) and (c) are used to thin vertical lines.
When a vertical line is not a thin object, both patterns will be used to thin the
contour on both sides of the object, with pattern (a) thinning the right side and
pattern (c) the left side. When the object becomes a thin object, pattern (a) will
continue to thin the contour pixels on the right side, while pattern (c) will leave
the contour pixels on the left side intact. In the same way, patterns (b) and (d)

will preferentially remove contour pixels on the top over those on the bottom for
horizontal lines. Patterns (e) and (f) deal with diagonal contours th a t go from the
top left corner to the bottom right corner, where pixels on top right side are thinned
while those on the bottom left side remain. P attern (g) is a complement pattern
for p attern (f), since the condition in pattern (f), th a t the top right pixel pi must
be black, excludes pattern (g). Patterns (h), (i), and (j), in a similar way, thin the
diagonal contour th a t goes from the top right corner to the bottom left corner. As
an example, in Figure 2.2, patterns (e), (f), (h) and (i) are used to get the resulting
skeleton in Figure 2.2(c) from the input image in Figure 2.2(a). P atterns (k), (j),
(1) and (n) were designed to remove noise.
The algorithm presented by Wu and Suen is a pattern match algorithm. In
parallel, all black pixels are checked against the fourteen patterns. When any pattern
matchs a pixel’s neighbor setting, the pixel is whitened out (changed from value 1
to 0). This procedure continues until no more pixels can be thinned.
The advantages of Wu and Tsai’s algorithm are its quickness and uniqueness.
To my knowledge, it is one of the fastest parallel algorithms currently in use. The
algorithm is unique. It treats all fourteen patterns in the same way. It is also noise
insensitive. It produces perfect 8-connected skeletons, and the resulting skeletons
are quite isotropic in terms of city-block distance. However, this algorithm inherits
the m ajor problem from which Chin’s algorithm suffers, namely th a t the resulting
skeletons are biased, cutting corners. As a result, these skeletons do not preserve
the topological structures of original objects as well as those from Zhang and Suen’s
algorithm.
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2 .4

A n 8 -D ista n ce P arallel T h in n in g A lg o rith m
OPATAg

Both C hin’s algorithm and Wu and Tsai’s algorithm suffer from the different
thinning speed at convex corners and concave corners. Their results in deteriora
tion of the skeleton’s topological features. The problem comes from their discrete
approximation of the Euclidean distance. Both algorithms implemented the cityblock distance(4-dist,ance) approximation d4. The city-block distance from a convex
corner pixel to a background area is always 1. Thus, the pixel is always considered
to be an edge pixel and may be thinned in the current pass. A concave corner pixel,
on the other hand, has a city-block distance of 2 from the background area, and
can become an edge pixel only in the next pass. Figure 2.4(b) is an example where
a convex corner is removed in the first pass and a concave corner is removed in
the areas pass. Figure 2.4(a) is the input image with five convex corners and one
concave corner. In Figures 2.4(b) and 2.4(c), a number in a pixel square indicates
the pass in which the pixel is thinned.
This problem can be solved if we adopt the chessboard distance(8-distance).
Both convex corner pixels and concave corner pixels have a chessboard distance of
1, and are thinned at the same speed. For example, in Figure 2.4(b), all edge pixels
and the concave pixel have ds equal to 1, and are removed in one pass. The result
is a prefect skeleton (Figure 2.4(c)).
The patterns used by Wu and T sai’s OPATA4 remove edge pixels including
convex corner pixels. However, concave corner pixels are not edge pixels and thus
cannot be removed by those 14 patterns. In order to modify OPATA4 to develop an
algorithm th a t has the chessboard distance approximation, we need to find a way
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Figure 2.4: The d4 and ds approximations of the Euclidean distance.
to recognize concave corner pixels and find the condition to preserve connectedness
when these pixels are removed.

2.4.1

Locating a Concave Corner

In order to recognize a concave corner pixel, 3 x 3 patterns are not the correct
choice. The 3 x 3 patterns th a t could be used to locate a concave corner are those
four patterns obtained from the rotation of Figure 2.5(a). However, these patterns
invite some problems. These four new patterns enhance noise if they are combined
with the fourteen existing patterns. Figure 2.5 is an example. In Figure 2.5(c),
pixels with black dots are part of a rectangular object with a white noise pixel at
the center of its bottom . Applying the fourteen patterns in Figure 2.3 along with the
four 3 x 3 patterns from the rotation of Figure 2.5(a) once, one obtains the situation
shown in Figure 2.5(d), where two white noise pixels are introduced from the original
white noise pixel. The problem is th a t the pattern shown in Figure 2.5(b) is not a
member of the thinning pattern set. However, this pattern cannot be added to the
thinning pattern set because it always preserves the kind of white noise shown in
Figure 2.5(c). Thus, 3 x 3 patterns fail to provide enough information to locate a
concave corner.
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5 x 5 patterns could be used in this case since they provide more information.
However, they require to check a much larger neighboring area.
Each concave corner pixel has two adjacent edge pixels. For example, in Fig
ure 2.5(a), concave corner pixel c has two neighboring edge pixels: p 2 and p4. When
these two pixels are checked against the thinning patterns and found to be edge
pixels, it is possible to identify concave corner pixels such as pixel c in Figure 2.5(a),
by performing a few additional checks. For example, if a pixel and its 3 x 3 neighbors
are found to m atch the pattern in Figure 2.3(a) and if pixel p\ is found to be a black
pixel, then pixel po will be a candidate for a concave corner pixel. Similarly, if pixel
P3 is a black pixel, then p 4 is another candidate. Since a concave corner pixel has
exactly two adjacent edge pixels, a pixel th at is marked twice as a concave corner
candidate is a concave corner pixel. For example, in Figure 2.5(a), the concave pixel
c is found to be a concave corner candidate when either pixel p 2 is checked against
the pattern in Figure 2.3(c) (or 2.3(h)) and when pixel p 4 is checked against the
p attern in Figure 2.3(a) (or 2.3(h)). Therefore, pixel c is a concave corner pixel.
This m ethod provides a means to locate concave corner pixels.
•

1 1 ]
1 c 1
1 1 0
(a)

• • • • 9 <•

1 1 1
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1 0 1

• • • • 9 9 9
9 9 9
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,
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9
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Figure 2.5: 3 x 3 patterns are not suitable for locating concave corner pixel.
»
Of all the 14 patterns used in Wu and Tsai’s algorithm, only patterns (a) to (f),
(h) and (i) are related to the detection of concave corners. When a pixel is found to
m atch one of these patterns, at most two more checks are needed to decide whether
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one of its 4-neighbors is a concave corner candidate. The detection of concave corner
pixels for pattern (a) has been discussed in the proceeding paragraph. A similar
technique can be applied to patterns (b), (c), (d), (f), and (i). Patterns (e) and (h)
require a different treatm ent. In pattern (e), for example, p5 is an unspecified pixel
th a t can be either 0 or 1. In addition to the condition P4 = 1 (or pe = 1), to make
pixel P4 (or pe) a concave corner, p5 m ust also be 1 so th at the object is at least
two pixels wide. Thus for pattern (e), two checks are needed to determ ine a concave
corner.

To summarize, the following is the check list for these eight patterns:

P attern (a):

if pixel pi = 1 then po is a concave corner pixel.
if pixel P3 = 1 then p4 is a concave corner pixel.

P attern (b):

if pixel p-i = 1 then p2 is a concave corner pixel.
if pixel ps = 1 then pe is a concave corner pixel.

P attern (c):

if pixel p5 = 1 then P4 is a concave corner pixel.
if pixel pi = 1 then p2 is a concave corner pixel.

P attern (d):

if pixel pi = 1 then P2 is a concave corner pixel.
if pixel pi = 1 then p6 is a concave corner pixel.

P attern (e):

if pixel pi = 1 and ps

1 then pe is a concave corner pixel.

if pixel p5 = 1 and p-i = 1 then p4 is a concave corner pixel.
P attern (f):

if pixel pi = 1 then po is a concave corner pixel.
if pixel p5 = 1 then p2 is a concave corner pixel.

P attern (h):

if pixel pi = 1 and pi — 1 then po is a concave corner pixel.
if pixel pi = 1 and ps = 1 then pe is a concave corner pixel.

P attern 0):

if pixel pi = 1 then p2 is a concave corner pixel.
if pixel ps

1 then p4 is a concave corner pixel.
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To locate a concave corner pixel, a marker is introduced for every pixel. As
discussed above, each concave pixel c is visited by both of its neighboring edge pixels
(Figure 2.5(a) for example). When the corner is first found to be a concave corner
candidate (suppose by pixel P2 in this example), the marker is set. Thus when the
second neighboring edge pixel (pixel p 4 again finds th at pixel c is a concave corner
candidate while the marker has already been set, the corner will be designated as a
concave corner pixel.

2.4.2

Preserving C onnectedness

Not all the concave corner pixels detected are eventually thinned in a pass, as this
would lead to discontinuity due to the symmetric feature of one-pass algorithms. To
preserve connectedness, an asymmetric treatm ent for convex corners over concave
corners is needed. For example, Figure 2.6(a) is the general situation after pixel c
is recognized as a concave corner pixel. The pixels marked by 0, 1 and x are the
neighboring pixels th at have always been checked when two of pixel c’s 4-neighbor
edge pixels are processed, x means th at the pixel is either 0 or 1 according to a
particular situation. The 3 x 3 area with right-downward lines is checked when the
pixel to the right of pixel c is processed. At the tim e we process the pixel below pixel
c, the area with left-downward lines is checked. The pixels marked u have not been
checked and are still unknown. If all of these u pixels are white pixels, the removal
of pixel c will cut the object into two halves which is not desirable. In general, if
an object is a thin object (less than two pixels wide), the removal of concave corner
pixels would introduce discontinuity.
One m ethod to avoid this problem is to stop thinning concave corner pixels when
th a t portion of an object is thin. To determine whether the corner area is thin or
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not, all of the pixels marked u in Figure 2.6(a), except the one at the bottom right corner, need to be checked. But th a t requires ten more checks which is quite
expensive. Since our goal is to preserve connectedness in an efficient m anner, we
further relax the condition to check only four of them. P attern (o) (Figure 2.6(b))
is the new pattern we add to the thinning pattern set to guarantee th a t the object
is more than two pixels wide around the concave corner pixel when this pixel is
thinned. In pattern (o), x indicates that the pixel is unspecified, i.e., it can have
a value of either 0 or 1. The reason we designate pixels (0, 0), (0, 2), (1, 1), and
(2, 0) as unspecified is th at once pixels (0, 1), (0, 3), (1, 0) and (3, 0) are all black
pixels, pixels (1 ,2 ) and (2, 1) will not be thinned in this pass no m atter what value
pixels (0, 0), (0, 2), (1, 1), and (2, 0) have. Connectedness at this point is reserved
by pixels (1, 2) and (2, 1) even when concave corner pixel c is removed.
Therefore, when a pixel is found to be a concave corner pixel, four more check
(for pixels (0, 3), (0, 1), (1, 0) and (3, 0)) are needed to guarantee connectedness.
If all of these four pixels are black pixels, the concave corner pixels will be removed.

u u u u u
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2

X 1 c

1

1

1

1
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X 1 X 1

1

1 0

X 1

(b)
(a): An example of concave corner pixel detection, (b): P attern (o)
for removing concave corners.
Figure 2.6: Concave corner removal.

the pattern

2.4.3

T h e N ew Parallel A lgorithm

Based on the above discussion, our one-pass parallel asymm etric thinning algorithm
(OPATAs) is constructed in the following way. In each pass, Wu and Tsai’s fourteen
thinning patterns are employed to thin convex corner pixels and other edge pixels.
W hen a pixel matches pattern (a) - (f), (g) or (i) (and thus is going to be thinned)
the identification procedure described in section 4.1 is applied to locate concave
corner pixels among its four 4-connected neighbors. If a concave corner pixel is
found, it will be checked against pattern (o) to insure connectedness.

W hen a

m atch is found, the concave corner pixel will be thinned. To locate concave corners,
a marker m atrix is needed as an interm ediate data structure. Each pixel in an image
has its corresponding marker. A pseudo-code description of the algorithm is given
below.

A lg o rith m O PAT A 8:
Input: A binary image 7oOutput: The skeleton S of I q after thinning.

1.
2.

* = 0;
do {

3.

f l a y — fa lse, i = i + 1;

4.

for all (pixel p in 7,_i ) {

5.

7,(p) = 7,-1 (p);

6.

if (p = 1 && p’s neighbors m atch one of
the patterns from (a) to (n) ) {
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7.

p = 0; fla g = true\

8.

fo r (pc is a concave corner candidate next to p)

9.

if (pc is not marked) mark pc;

10.

else
if (pc’s neighbors m atch pattern (o) ) pc = 0;

11.
}

}
12. } w h ile (flag);
13. 5 = /,-;

In the algorithm, /,, i = 1 ,2 ,3 ,..., is an interm ediate result after the ith pass.
Step 4 processes all pixels simultaneously. Step 5 copies the interm ediate thinned
image from the i — 1 pass. The search for edge pixels th a t can be thinned is done
in step 6. Step 8 uses the condition listed in section 2.4.1 to determ ine whether any
of p ’s 4-neighbors is a concave corner pixel candidate and then processes each one
th a t is found. Step 11 checks the neighbors of pc against pattern (o). The algorithm
stops when no more pixels can be thinned.
T h e o re m 1: Algorithm, OPATAs will always terminate.

P ro o f: Let B ( I ) be the number of black pixels in image I. Since edge pixels and
concave corner pixels are removed from image /,_] to get image /,, so
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for i = 1 ,2 ,3 ,..., and the J5(/,)s keep decreasing. Because an image has a
finite number of black pixels th a t can be thined, eventually, when

B ( I ^ ) = £?(/,)

the algorithm will stop.

B

T h eo rem 2: A l g o ri t h m OPATA& obt ai ns the 8-di st anc e skeleton o f an i ma ge when
the a lg or i th m t e rm in at es .

Proof: To prove the theorem, the only thing we need to verify is an invariant before
step 5 of the algorithm th at, the skeleton of image /, is the same as th a t of
image /,_!•
Because when Algorithm OPATAg term inates which is proved by Theorem 1,
all the contour pixels of the image objects will be removed and what remains
are the skeletons of the objects.
To prove the invariant, we should prove th at, steps 6 to 12 remove the con
tours of objects in image /, (all the pixels th a t have 8-distance of 1 from the
background) except those th a t are one pixel wide.
This can be proved as follows:
An 8-distance contour of an object is its 4-distance contour plus all its
concave corner pixels;
9

»

Patterns a to n (From Wu) exhaust all cases when p is a 4-distance
contour pixel th at is not a end pixels. They guarantee th a t all those
4-distance contour pixels will be removed;
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• Steps 8 and 9 correctly locate all concave corner pixels. This has been
discussed in detail in section 2.4.1;
• Step 11 preserves the connectedness of the skeletons by stopping the
removal of a concave corner pixel when the corresponding segment of an
object is less than three pixels wide.
Therefore, all the 8-distance contour pixels in /, th a t don’t affect connectedness
have been removed after step 12. Hence the proof.

I

T h e o re m 3: The number of passes taken by Algorithm OPATAg is less than, or
equal to that by Algorithm OPATAg.

P ro o f: For any two pixels p and q in an image,

d&{p,q) < d 4( p , q )

the 8-distance from an object pixel to the background is at most as big as its
4-distance, and most of the tim e the 8-distance is smaller.
Because the number of passes for a one-pass algorithm to converge is equal
to the maximum distance of any pixel of the objects in the image from the
background, a one-pass thinning algorithm th at implements 8-distance, such as
OPATAg, will need an equivalent, if not smaller, number of passes to converge.

■
This fact is verified in the experiment discussed below in Section 3. Also, an
8-distance thinning algorithm preserves the topological features of objects better.
However, since the removal of concave corner requires extra effort, (at most two
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more checks to locate the corners and four more checks to insure connectedness),
each pass of OPATA8 is expected to take slightly more tim e than a corresponding
pass of OPATA4.
W hen implemented in parallel, the markers may be accessed concurrently by
a pixel’s four 4-connected neighbors. This causes the problem of read/w rite con
flict. However, this problem can be solved. If the algorithm is implemented on
SIMD (Single Instruction M ultiple Data) architectures, then, assuming th a t each
P E (Processing Unit) processes a pixel, the conflict problem is avoided by letting
all the PEs check their 8-neighbors in the same order, i.e., po-,Pi,P2 ,P3 ,P4 ,P 5 ,P6 ,
then pj. Hence no concurrent access will occur. On MIMD (M ultiple Instruction
M ultiple D ata) platforms, each marker can be treated as a shared piece of d ata and
be accessed exclusively. The order, in which the pixel’s four 4-connected neighbors
check and change the marker, has no effect on the result.

2.5

E x p erim en ts

We implemented the proposed algorithm (OPATAs) along with Zhang and Suen’s
two-pass algorithm (TPTA) and Wu and Tsai’s one-pass algorithm (OPATA4). All
three algorithms were programmed using the Decision Tree method. Some interest
ing comparisons have been done. The results confirm the improvement of our new
algorithm over the two existing algorithms in both the quality of the results and the
speed. In this section, we will show the quality of the skeletons and compare the
speeds of these three methods.
The comparisons of the results from the three algorithms for several binary
images are shown below. All the input images are displayed as shadow areas. The
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corresponding skeletons are shown in black color. In all of the following figures,
figures (a), (b), and (c) are the result from our algorithm OPATA8, Wu and T sai’s
OPATA4, and Zhang and Suen’s TPTA, respectively. The comparisons focus on
four aspects of the algorithms:
1. The preservation of topological structures of original objects;
2. Erosions of the resulting skeletons;
3. Noise resistance;
4. 8-connect,edness of the resulting skeletons.
Figure 2.7 shows the significant difference between 4-distance and 8-distance
based thinning algorithms in preserving the original structure of a corner.

The

input image has a dimension of 24 x 50. OPATA8, which is an 8-distance based al
gorithm, produces a skeleton th a t perfectly preserves the corner feature. The output
from OPATA4 has a significant deterioration at the corner because it implements
4-distance. The small deterioration of TPTA in this case comes from its special
treatm ent for corners. The skeletons of the letter “H” (Figure 2.8) provide another
excellent example where OPATA8 and TPTA get the same results th a t well capture
the topological structure of the letter H, while the skeleton from OPATA4 misses at
corners.
TPTA has been found to have serious erosion problems. OPATA4 overcomes this
problem by asymmetric patterns. OPATA8 successfully inherits this useful feature.
Figure 2.9 is a typical case. In Figure 2.9(c) which is the result from TPTA , the
skeleton of the letter X deteriorates to a three pixel long bar. In contrast, the result
from OPATA4 (Figure 2.9(b)) and OPATAg (Figure 2.9(a)), which are the same in
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(c )

(a), (b), and (c) are the results of OPATAg, OPATA4, and TPTA respectively.

Figure 2.7: The difference between 8-distance and 4-distance thinning.
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(c)

(a), (b), and (c) are the results of OPATA8, OPATA4, and TPTA respectively.

Figure 2.8: The letter H.
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this case, preserve the original structure. Figure 2.2 is another example of both
OPATA4 and OPATAg’s ability to resist erosions.
Figure 2.10 is a bar 15 pixels wide and 46 pixels long. Noises are added to it
along its edges and at its corners. The results indicate th a t all three algorithms
are good at resisting noise on the edges. For the noise at the corners, TPTA has
the best performance, which suppresses all but one kind of corner noise (at top left
corner). OPATA4 and OPATAg cannot suppress corner noise. However, there is a
tradeoff between good erosion resistance and good noise suppression. One way to
reduce corner noise for OPATAs is to have a preprocessing stage to smooth corner
noise.
Figures 2.11 and Figure 2.12 are two more examples th at show the high quality
of the skeleton produced by OPATAg. In both examples, OPATAg and OPATA4
get perfect 8-connected skeletons th at are unitary connected. However, the results
of TPTA are not unitary, but rather the pixels are 4-connected in some places. In
Figure 2.12, one can see th a t the noise suppression of TPTA is b etter than th a t of
OPATAg, while result of OPATA4 is even noisier than the result of OPATAg.
We implemented all three algorithm in C on a DECstation 5000/240. Table 2.1
gives their tim e for the examples discussed earlier. For a given method and a given
image, the running time shown in the table, which is given in milliseconds, is the
average tim e over 100 repeated attem pts. The number of passes is the num ber of
times the program scans over the image in the thinning process. The results show
th a t OPATAg and OPATA4 are significantly faster than TPTA in all cases. W hen
OPATAg requires fewer passes than OPATA4 does, OPATAg is faster. When both
require the same number of passes, OPATA4 is slightly faster since the search for
concave corners takes extra time.
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(c )

(a), (b), and (c) are the results of OPATAg, OPATA4, and TPTA respectively.

Figure 2.9: Another example of erosion

Table 2.1: A comparison of running times.
Time/Passes
Size
TPTA
opata4

OPATAg

The last 3 lines give running tim e/passes.
Erosion
Chinese char
Corner
Noise
H
24 x 30
15.08/14
11.64/9
10.59/7

40 x 40
34.41/14
2 7.30/9
25.08/7

8x9
0 .98/8
0 .3 5 /2
0.3 5/2

50 X 30
21.01/14
15.58/8
16.17/8

40 x 50
13.91/6
10.04/4
10.09/4

man
55 x 65
47.97 /12
3 5.54 /8
3 3.94 /6
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(c)

(b), and (c) are the results of OPATAg, OPATA4, and TPTA respectively.

Figure 2.10: Noise suppression.
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(c)

(a), (b ), and (c) are the results of OPATAg, OPATA4, and T P T A respectively.

Figure 2.11: A Chinese character.
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(a)

(b)

(c )

(a), (b), and (c) are the results of OPATAs, OPATA4, and TPTA respectively.
Figure 2.12: A walking man.

C h a p ter 3
P IM T A S
In the last chapter, we have proposed a new one-pass parallel asym m etric th in 
ning algorithm called OPATAg. Because of the implementation of the chessboard
distance, the skeletons from this algorithm preserve topological information of in
put images much better than algorithm OPATA4. In addition, OPATAs is faster
than many other thinning algorithms through reducing both the num ber of passes
and the actual running time. This proposed algorithm also has good noise resis
tance and obtains unitary 8-connected skeleton outputs. Recently, this algorithm
has been successfully used in PIMTAS — Predictive Intelligent M ilitary Tactical
Analysis System. This section will introduce PIMTAS and the issue of applying
skeletonization algorithms to this system.

3.1

In tro d u ctio n

PIMTAS is a two-level hierarchical autom ated military route planning system, which
will be applicable to both terrain vehicles (tanks, armored personnel carriers, au
tonomous land vehicles, etc.) and combat helicopters. The system generates opti
mum paths quickly. This speed is crucial in combat situations where a few seconds
can make the difference between the survival or destruction of the m ilitary vehicle.
The system also provides considerable flexibility in regard to cost factors associated
with the path (e.g., distance or tim e of travel, threats, altitude, weather, etc.). By
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selecting a particular set of weights, the m ilitary planner can put any desired degree
of emphasis on each of these cost factors.
In developing a com puter model for route planning over a large area, a prime
concern is to avoid what is known as ”combinatorial explosion” . For example, a
four-level deep full binary tree has 15 branch points or nodes while a 20-level- deep
full binary tree has more than a million nodes. If the map data consist of a grid
at 10 m eter spacings, an unrestricted search algorithm would generate a search tree
with literally millions of nodes in order to plan a route for a distance of less than
200 meters.
There are several methods th a t can be used to reduce the search space. They can
be divided into two classes: ( 1) preprocessing methods and (2) m ethods for search
ing more intelligently. The preprocessing methods are concerned with the data
representations of maps. Maps are normally stored in one of two forms in a com
puter, raster and vector. The raster is simply the ordered rows of grids mentioned
above. The vector representation makes use of the fact th a t typically a large area
of the map has identical mobility factors. This area can be at least approxim ately
bounded by a polygon of contiguous vectors. The area, or “region” as it is generally
called, can then be represented in the computer by a list of the vectors of which the
polygon is composed. In contrast to the region representation, each grid in a raster
is surrounded by either four or eight neighboring grids, depending on the definition
of neighbor th a t is used. Thus for a given node, the number of neighbors and the
distance to each neighbor are always constant. W ith a polygon representation, the
num ber of neighbors will vary, and the distance to each neighbor is no longer well
defined since the shape of the regions may be irregular. A m ethod interm ediate in
storage efficiency uses a quadtree representation [67] in which the m ap of a square
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area is divided into four quadrants. Each quadrants is subdivided if the quadrant
is not completely contained within a uniform region. The process term inates when
no regions remain to be subdivided. The distance from the center of any quadrant
to the center of an adjacent quadrant (which may have been subdivided a different
number of times and therefore is a different size) is easily computed.
There is one additional representation method which can result in a large reduc
tion in storage requirements. Any one of a number of thinning algorithms can be
applied to the mobility map in order to generate a skeletal structure th a t will corre
spond to a line drawn along the center of mobility corridors or avenues of approach.
Branches in the skeletal structure are caused by obstacles th a t force a traveler to
fork either to the left or to the right in order to go around the obstacle. Since the
thinning algorithms require a binary image, the first step is to generate a mobility
map containing only two levels of mobility: GO or NO-GO. The skeleton can be
considered as a graph-theoretic structure to which graph theory can be applied. A
graph-searching algorithm can be used to find the optimum path from the graph.
However, the lines of the graph generated by the thinner may not be the optim um
path between those two nodes. The solution is to use a grid level route planner
to generate the precise route between nodes and a graph level route planner to ef
ficiently plan a route over a larger area but without detail about the precise path
th a t is followed. The graph level planner uses the traversal times generated by the
grid level planner. This is the approach th at was selected for use on this project.
Intelligent search methods can be applied at both levels of route planning.
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3.2

S y ste m O rgan ization

Input data to this system are cross country mobility maps containing d ata on to
pography, vegetation, soil types, transportation, trafficability, etc., plus information
about the disposition of enemy and friendly forces and the location of weather fronts.
For a given vehicle type, this input data is used to specify “GO” and “NO-GO” re
gions on the map. A raster-to-graph converter then converts the map to a graph
with a manageable number of nodes. Next a grid level planner uses a detailed grid
of points to generate the optimum (minimum cost) path between each pair of ad
jacent nodes on the graph. The path costs so generated are then used as weights
by the graph level planner which determines several optim um non-competing routes
for traveling between any two specified points on the map. Thus the grid level
planner performs detailed planning over small and medium sized area but is subject
to combinatorial explosion when a search over a wider area is required. The graph
level planner provides the capability to efficiently plan a route over a larger area but
w ithout detail about the precise path followed. The combination of these two plan
ners produces a powerful two-level hierarchical system th at enables fast and efficient
route planning over the large areas that are typical of modern battle zones, while
at the same tim e retaining the accuracy and detail needed for combat effectiveness
and vehicle survivability. The m ajor advantages of this system are the speed of the
grid level planner, which generates optimum routes in a small sized area typically in
a second and the fast thinning and node-merging modules employed by the graph
level planner.

55

The overall system is shown in Figure 3.1. It consists of a cross country mobility
information base, an image skeletonization module, a graph conversion module, a
node'm erger module, a grid-level planner, and a graph-level planner.

Skeleto
nization

Raster to
Graph

Node
Merger

D ata flow
Control flow

Grid Level
Planner

CCM
Information
Base

Graphic

Interactive
Control

Graph Level
Planner

Editor

Figure 3.1: The organization of PIMTAS.
S k eleton ization
Our new parallel thinning algorithm is used to extract the skeletons of GO
regions.
R a ster to Graph
This module accesses the skeleton of the GO regions and travels trough the
skeleton to locate junctures, to convert them to graph nodes, and to connect these
nodes with edges according to the skeletons. The output of this module is a graph.
N o d e M erger
This module scans all detected edges and eliminates closely-spaced nodes. When
four or more paths of the CCM map converge to a single junction, the area of the
intersection is frequently quite large compared to the width of the paths.

The
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thinner often generates adjacent nodes which need to be merged into a single node.
The node-merger module merges nodes if the separation of the nodes is less than a
threshold value.
G raphics E ditor
A route planner program must provide the user a tool to m anipulate the gen
erated graph. Changes may be necessary due to new information obtained from
aerial photographs, reconnaissance, or other d ata available to the user. The m od
ule will allow users to add nodes and edges to the graph by tracing the edge-paths
with a mouse pointer. Spline curves are fitted to the traced lines and the data
structures required by the graph level route planner are generated. W hen a path
is being traced, if there is a sharp turn in the traced path, then a separate spline
curve will be used on each side of the turn. A discontinuity in slope can thereby be
accommodated. The route planner can be run using d ata generated solely by the
mouse-tracker. Functions contained in the node-merger module will also be used in
the graphics editor.
G rid L evel R o u te P lan n er
As stated above, the weights used in the graph level route planner will be de
term ined by the grid level route planner, which generates optim um paths quickly
over a small sized area and provides considerable flexibility in regard to cost factors
associated with the path. The search algorithm used by this module is based on A*.
G raph L evel R o u te P lan n er
An algorithm essentially equivalent to the A * algorithm developed by H art, Nils
son, and Raphael [35] is used to search the graph structure for an ordered listing of
noncompetitive optimum routes between two given nodes. Each route is represented
by a linked list of nodes, with the first node being the start and the final node being
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the destination node. The route with the lowest cost is listed first. Since the routes
are noncompetitive, no two routes can share a path and thus they cannot share two
successive nodes in their respective paths.
C C M In form ation B ase
Each grid point has an altitude penalty which depends on its height above some
reference level, a threat penalty which depends on its proximity to enemy threats
(missiles, anti-aircraft guns, etc.), and a weather penalty which depends on its lo
cation relative to weather fronts. Grid points th at are too close to the top of a hill,
a threat, or a weather front are labeled as avoided points which are not allowed to
go. In the 3-dimensional version of the program, vertical grid points are added to
the square grid, and the altitude, threat, and weather penalties vary in both the
vertical and horizontal directions.
In tera ctiv e C ontrol
This module provides the m ilitary planner (e.g., a tank commander or helicopter
pilot) a way to choose how much emphasis he wishes to place on each of the above
factors. For example, if the planner wants to reach the goal quickly and is willing
to use a dangerous route to do so, he would place a large weight on tim e and a
small weight on threats. PIMTAS will then generate a direct path th a t may go
close to enemy threats. On the other hand, if time is not a m ajor factor and the
planner’s prim ary concern is safety, he would place a large weight on threats and a
small weight on tim e, in which case PIMTAS would generate a path th a t stays as
far away from threats as possible and consequently may be much longer.
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3.3

C a p a b ilities an d L im ita tio n s o f C u rren t A p 
p roach es

In the current literature, there is no autom ated planning system th a t can handle
unexpected events in rapidly changing battlefield environment. More specifically,
the Tactical Movement Analyzer (TMA) system [48], developed at Jet Propulsion
Lab, finds a path for a land based m ilitary unit, such as an infantry unit, armored
unit, tank unit, etc., th a t desires to move from a starting point to a goal in m ilitary
operations.

The TMA considers a number of factors th a t affect the travel tim e

of the m ilitary unit, called a “mover” , including terrain features, roads, railroad
tracks, rivers, bridges, vegetation, weather, etc., as well as the physical attributes
of the mover (maximum speed, ability to move over rough terrain, etc.) and then
determines the path th a t will require the least amount of time. Thus the only factor
used by TMA to determ ine an optimum path is tim e of travel. Terrain features,
such as hills, and weather conditions are considered only to the extent th a t affect
the travel time. Enemy threats th a t may be located in the com bat theater are not
considered by the current version of TMA.
W hile several other grid level route planners are currently available, e.g., the
system of Sudkamp, Lizza, and Wagner [78] (SLW) and the ARM system of Systems
Control Technology [52] (SCT), these do not have the speed or flexibility needed for
the applications proposed here. The SLW planner, for example, does not employ
an underestim ator function in its version of the A* algorithm, and as a result, it
is too time-consuming to be useful in a rapidly changing battlefield situation. The
SCT planner, which was developed for Cruise Missiles, requires extensive processing
times (on the order of several hours) and hence is also inappropriate for the rapid
response terrain vehicle/helicopter route planner. In addition, both the SLW and
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SCT systems lack the flexibility to put different amounts of emphasis on the various
cost factors associated with the path.

3.4

A n A p p lica tio n o f S k eleto n iza tio n

The efficiency and quality of the thinning algorithm is crucial to the success of
PIMTAS. Zhang’s TPTA was first used in this system. It produced good quality
skeletons at a slow speed. In an application like PIMTAS th a t requires quick re
sponse, tim e is an im portant factor. So, we looked for fast thinning algorithms.
First, we used a better implementation m ethod to speed up TPTA . Original TPTA
algorithm was not w ritten in an efficient way. To count the number of black pixels
in 3 x 3 neighbor takes seven additions. To find the num ber of 01 pattern in the
sequence of P0P1P2P3P4P5P6P71 eight comparisons, eight assignments, and eight ad
ditions are required. Finally, to verify the four conditions set by TPTA , four more
comparisons are needed. This takes a total of 35 operations to thin a single pixel.
3 x 3 m atrix has 512 different combinations.

After carefully examining the

conditions to thin a pixel, we found th a t only 40 out of 512 patterns are patterns th at
are corresponded to the conditions set by TPTA th at the pixel should be thinned.
So, one way to improve the efficiency is to use pattern match. A nine dimensional
array is constructed to store the patterns using p,Po,- ■■, P7 as indices. The array
elements th a t correspond to a thinning pattern have a value of 1 and the rest have
a value of 0. However, to calculate the index of the array seven m ultiplications and
seven additions are still needed. To check whether the pattern is a thinning pattern
takes one comparison. Totally, fifteen operations are required to thin a pixel with
this pattern m atch method.
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Using b etter d ata structure can further speed up the thinning process.

We

reconstruct the pattern table using a decision tree — an efficient d ata structure.
The decision tree has a height of at most nine. Once the tree is built, at m ost nine
comparisons are needed to retrieve a pattern. Thus, at most nine operations are
needed to thin a pixel.
All the three algorithms discussed in the last chapter have been implemented
using decision tree method. Fig 3.2 is a decision tree for OPATA4. The tree is
searched when the current pixel p has a value of 1. The decision tree for TPTA is
more complicated.

P

P.

^

(j)

Pj P; R, (Pj + P7) /

(i)

(g)

P]P3P8( ft + f t )

(f)

Figure 3.2: Decision tree for OPATA4.

For a mobility map shown in Fig m ap(a), different colors indicate different kind
of mobilities, the map is 237 x 224 in dimension. After extracting the G O /NOGO binary map Fig 3.3(b), thinning algorithms are used to obtain the skeleton.
Fig 3.3(c), Fig 3.3(d) and Fig 3.3(e) are the skeleton from TPTA, OPATA4 and
OPATAg respectively. Table 3.1 shows the tim e and speedup for TPTA , T P T A ’s
decision tree implementation, OPATA4, and OPATAg. Using decision tree alone,
TPTA is speeded up by a factor of 1.65. And our new algorithm OPATAg has a
speedup of 2.59. The route planner is implemented in Common Lisp on DECstation
5000/240.
Table 3.1: The speedup of our new thinning approach.
TPTA TPTA(decision) OPATA4 OPATAg
Time(seconds) 108.67
48.55
41.98
59.5
Speedup
2.24
1.0
2.59
1.65

In this chapter, we presented an advanced movement analysis system th a t based on
hierarchical structure. The system is being developed to produce quick responses
to many factors in a battlefield situation. We discussed in detail the use of thin
ning algorithms in this system. Implementation issues of thinning algorithms are
investigated. This research shows that searching for a b etter implementation of an
existing algorithm, using a better d ata structure, and looking for a more efficient
algorithm can all speedup an existing application.

a
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(e )

Figure 3.3: Thinning the mobility map.

C h a p ter 4
A U n ified L ocality M o d el for
C o m p u ter V isio n
C hapter 2 presented an example of computer vision processes th a t have explicit
locality. For many computer vision tasks, locality is not so obvious. However, many
of them have one thing in common — the interpretation of sensory data, the need
to classify perceptual objects (Here, an object is an abstract concept. It can be a
pixel, a segment, or an image of a real object). For example, in recognition phase,
the separated segments are objects. The goal is to assign them with labels such as
chairs, desks, and book shelves. Another example is edge detection. Pixels in the
image, which are objects, need to be labeled as edge pixels or non-edge pixels.
In general, suppose we analyze a picture or a scene, which we would like to
understand. Also suppose we have a set of objects th at may exist in the scene but
have not been identified unambiguously. The observed information of the objects
and the knowledge of relationships between the objects can both be used to reduce,
or even elim inate the ambiguity so as to find the correct labels for the objects [65].
This is the problem of labeling.
It h as been found th a t object specific information(or observed measurement) is
not sufficient to obtain unambiguous identifications of objects. However, in real
ity, objects are inevitably interconnected. The constraints imposed by the m utual
relationships between individual objects are useful to reduce ambiguity [46].
Relaxation labeling refers to a family of contextual labeling algorithms th a t
aim at the global interpretation of objects by recursively updating symbolic label
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(or meaning) assignments [49]. It was originally developed to assign numeric or
symbolic labels to objects in the presence of ambiguities. The goal is to use prior
knowledge about the problem domain, in the form of the likelihood of co-occurrence
of particular label assignments, to resolve ambiguities in a m anner consistent with
the initial data, and to do so by means of a series of simple, local com putations
which could be implemented in local parallel structures [59].
In this chapter, we will investigate the problem of probability relaxation labeling.
The aim of our study is to develop a unique relaxation scheme which can lead to
efficient parallel algorithms for many image applications, we will briefly review the
related techniques developed in this area especially in the direction of probability
relaxation labeling and the m ajor problems in this area. Then, we propose our new
scheme.

4.1

R e la te d W orks

Relaxation, as a numerical m ethod, was first introduced by R. V. Southwell [24]
in early 40s. It is used to solve large systems of linear equations, and to get fi
nite difference approximations to partial differential equations. It was found th a t
relaxation had two distinguish features. Though based on the same idea, the way
for different users to apply the method can be very diverse. B ut their answers can
all be as correct as required. However, the convergent rates may vary significantly.
The other feature is its robustness to calculation error. Even when an error occurs
during the calculation, recalculation is not necessary. The error can be elim inated
by continuing the relaxation ([72, 73]).
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The pioneering work in relaxation labeling was done by W altz [84]. He considered
the problem of labeling edges in line drawings. In order to m aintain consistency,
only unam biguous identification of line segments are allowed in his formulation. This
was done by using the idea of relaxation th a t sequentially filtering out inconsistent
identification pairs on connected segments [36].
Rosenfeld et al [65] extended W altz’s work to a more general technique, which
they called discrete relaxation labeling. They showed th a t W altz’s filtering has lo
cality and can be performed in parallel and implemented as a network of processors
each of which works for an object. They further argued th at it was b etter to formu
late the problem in a continuous domain instead of discrete relaxation th a t enforces
unambiguous labeling. Nonlinear probability relaxation labeling was then proposed
th a t defined nonlinear rules to iteratively update label weights so as to improve
labeling consistency.
The general idea of probabilistic relaxation labeling is as follows. Suppose a set
of objects V = {1, 2 , . . . , n} are classified into m categories A = {Ai, A2, . ■., Am},
each category j is represented by a label Aj, 1 < j < m. Suppose further th a t the
category assignments are correlated, and the correlations are described by graph
G — (V, E), where an edge in G represents a direct interaction between two objects.
Let P ^ { x { = Xj} be an initial estim ate of the probability th a t object i belongs to
category Ar For each object i,

= Aj) should satisfy 0 < P ^ { x { = Aj} < 1

for 1 < j < m and jCjLj P ^ { x i = Aj} = 1. This initial estim ate is calculated
from observation vector y, of each object i and Y — {jji \ i

G

V}. The goal of

probabilistic relaxation labeling is to find a classification for the objects th a t is
com patible with the initial estim ate P ^ { x { = A; } and the correlation described by
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graph G. The assignment of a label Aj to object i is based on a posteriori probability
P{x{ = Aj | Y ] of assigning label Aj to object i under observation set Y .
Since the emerge of relaxation labeling technique, various schemes have been
developed. These different approaches can be classified into two categories.
One is D is c r e te R e la x a tio n L a b e lin g in which each label of an object is
either possible or impossible ([22, 27, 28, 65]). The relaxation procedure consists of
an iteratively pruning, in parallel over all objects, of labels which are incom patible
with the labels of their neighboring objects. The developments of efficient algorithms
both sequential and parallel are relatively easy ([26, 66]).
The other category is called P r o b a b ilis tic R e la x a tio n L a b e lin g . A probabil
ity is given to each label assignment for each object. The main issue in the develop
m ent of a probabilistic relaxation labeling algorithm is to construct a transform ation
rule over probability vector space th at recursively refines initial probabilities. A va
riety of different transform ation rules were proposed. They formed the family of
probabilistic relaxation labeling algorithms ([40, 44, 45, 65]).
To develop probability relaxation labeling schemes, four approaches have been
used: heuristics, optimization, probability theory and Markov random field theory.
Rosenfeld’s probability labeling schemes were developed based on heuristics.
T hat is the reason th a t the supporting function defined for their nonlinear relaxation
labeling induces the problem of bias and convergence. Hummel and Zucker [40] over
came these problems by reformulating relaxation labeling as an optim ization process
with some objective functions which quantify labeling consistency. They formally
characterized the goal of relaxation labeling, developed a projected gradient update
scheme, and derived the property of local convergence for their transform ation rule.
This transform ation rule has theoretical basis and hence perm its an analytic proof
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of convergency. However, the transform ation function is not easy to be implemented
efficiently.
K ittler and Hancock ([27, 45]), on the other hand, argued th at the probabilis
tic relaxation labeling problem was overspecified in [65] with the definition of the
supporting function. They developed an evidence combining formula in the fram e
work of probability theory. Based on a few reasonable assumptions, they derived a
non-linear probabilistic relaxation transformation rule th a t is similar to Rosenfeld’s
[65]. Because no heuristics was used, the problems of bias, choice of com patibility
coefficient, choice of the supporting function, and interpretation of the computed
probabilities were easily solved. One of the difficulties besetting this scheme was its
potential computational intensity. The number of possible global label configura
tions is exponential to the number of objects to be labeled. This problem was solved
by the observation that, far from being exponential, in many realistic applications,
the number of permissible configurations is relatively small because the applications
are highly structured.

Therefore, exhausted compilation of permissible configu

rations was made to form dictionaries. In this way, the efficiency of probabilistic
relaxation labeling was significantly improved. K ittler and Hancock ([27, 28, 29, 45])
successively used dictionary method to develop their probabilistic relaxation label
ing algorithm.

Their experimental results [27] show th at their scheme performs

better than some well-known edge detection algorithms like C anny’s, H ilditch’s,
and Spacek’s.
Markov Random Field (MRF) theory th a t was developed as a class of param etric
a
model for spatial data, provides an im portant theoretical foundation. The locality
of MRF well captures the localization characterization of probabilistic relaxation
labeling. A lot of research has been conducted in this direction. Most of them
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attem pted to find global configuration with MAP (M aximum a Posteriori probabil
ity) using discrete relaxation ([22, 45, 13]).
Among them , Geman and Gem an’s paper [22] has been considered as “the in
vention of refreshing and novel techniques” [12]. Images are considered as instances
of a M RF with a Gibbs distribution. An energy function is defined for the M RF
th a t the original image has minimal energy while degraded images have higher ener
gies. Then, a stochastic approach minimizes the energy of the MRF by making local
changes randomly based on neighborhood pixel values and a control param eter T
(also called tem perature). The changes may either increase the energy to avoid local
m inim a or decrease it to advance to global minima. The tem perature T decreases
from a high initial tem perature to zero which makes the process begin with purely
random changes and end with gradient descent. This simulated annealing technique
results in a highly parallel relaxation algorithm th at uses a posteriori distribution
to yield a MAP estim ate to restore images from degrade observations. However, the
problem of their method is its convergence rate. Due to the nature of sim ulated an
nealing, hundreds of iterations are needed to obtain good restoration. Furtherm ore,
the m ethod is noise sensitive. Good restoration was obtained in low signal to noise
ratio.
Pelkowitz [61] developed a probabilistic relaxation algorithm using M RF theory.
He applied Maximum Entropy estim ate approach and derived a m ultilinear relax
ation update function. The function is d ata dependent and the final configuration
(a fix point in the configuration space) is a function of observations th a t locally
optimizes the a posteriori probability.
Relaxation labeling methods have been applied to a variety of image processing
problems, such as image restoration [22], edge enhancement [68], edge detection
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Table 4.1: Some of the im portant results in Relaxation Labeling
In v e s tig a to r(s )
-

H e u ris tic m e th o d ;
P r o b a b ility m o d e l.

E x te n d d is c re te m o d e l
to p ro b a b ility m o d e l.

D is a d v a n ta g e s
T h e p ro b le m o f b ia s ,
c o n s is te n c y , c h o ic e o f
s u p p o rtin g fu n c tio n .

H u m m e l &: Z u c k e r
(1 9 8 3 )

P ro je c te d g ra d ie n t
u p d a tin g sch e m e ;
P ro b a b ilis tic re la x a tio n .

A p ro je c tio n o p e ra to r
u sin g p ro je c te d g ra d ie n t
u p d a tin g ;
P r o o f o f c o n s is te n c y .

L a c k o f e ffic ie n t
im p le m e n ta tio n .

G em ans
(1 9 8 4 )

M a rk o v R a n d o m F ie ld ;
G ib b s D is tr ib u tio n .

N o n c a u s a l;
N o n lin e a r;
O p tim iz a tio n p ro c e s s .

S lo w c o n v e r g e n c y ;
S e n s itiv e to n o is e .

P a ra lle l a lg o rith m ;
D is c re te re la x a tio n .

0 ( n m ) p a ra lle l
im p le m e n ta tio n .

D is c r e te m o d e l o n ly .

K ittle r & H an c o c k
(1 9 9 0 )

P ro b a b ilis tic re la x a tio n ;
D ic tio n a ry m o d e l.

P ro b a b ility b a se d
o p e ra to r;
F a st c o n v e rg e n c y ;
S in g le p ix e l e d g e s .

S till n o t v e ry g o o d
in n o is e r e s is te n c e .

P e lk o w itz
(1 9 9 0 )

M a rk o v R a n d o m F ie ld ;
P ro b a b ilis tic re la x a tio n .

M u ltilin e a r o p e ra to r;
L o c a l o p tim iz a tio n .

S lo w c o n v e r g e n c e r a t e .

R o s e n fe ld e t a l
(1 9 7 6 )

S a m m a l & H e rd e rso n
(1 9 8 7 )

M e th o d

A d v a n ta g e s

([27, 28, 29, 32, 65]), pixel classification [15], and image segmentation [32]. It can also
be used in object recognition and in artificial intelligence. A survey by K ittler and
Illingworth [47] on relaxation labeling highlights the im portance of this research area
and points out the advantages and the possible applications of relaxation labeling.
Table 4.1 summarizes some im portant results in this area.

4 .2

S ta tem en t o f th e P ro b lem

The problem of probabilistic relaxation labeling can be described as: given
1. A set of objects(or vertices) V = {1,2, ...,n ).
2. A set of labels A = {Aj, A2, . . . , Am}. More generally, for different object i ,
there should be a different label set A,. For the sake of simplicity, it is often
assumed th at A, = Aj, for all i , j £ V. Labels cannot be measured directly.
3. A graph G = (V ,E ) th a t describes neighborhood relations among objects in
V, i.e. the contextual relation among objects.
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4. A set Y of noisy observations,

Y = {yi = h{xi,Ui) | i e

V}

where jf, is a vector of observations (or measurements) for object i th a t depends
on the true label assignment x, and the random noise iq. Here, x,- and iq are
assumed to be independent.
5. A priori probability P { y i | x,- = Aj} for any i G V and j € A.
Find a consistent label assignment for all objects in V by relaxation m ethod so th a t
a unique label Aj from label set A is assigned to each object i. The assignment
of label Aj to object i is based on a posteriori probability P{x{ = Aj | y } , the
probability th a t assigns label Aj to object i under observation set Y.
For the example of edge detection, the object set V consists of all the pixels in
an image. Two labels, “edge” and “non-edge” , are in the label set A. Graph G has
the object set V as its vertex set. Its edge set E consists of edges th at connect pixels
to their eight neighboring pixels. An example of observations is the grayscale value
of a pixel.
In Rosenfeld’s non-linear relaxation labeling, the contextual information con
veyed by label A* of object i about label A/ of object j is represented by a com pati
bility coefficient r(x, = A*, Xj = A/). The current sth estim ate of the probability th at
object i is labeled as A* is P<s)(xt = A*). Then the supporting function describing
the support for a label by all the other objects is
n

QlA{x . =

xk}

=

m
j ^ r ( x ,

j-\

i=l

=

A*, x j

=

A ,)P(a){xi

=

A,}
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W here Cij are weights th at

Cij = 1. Cij expresses the relative im portance of

each object’s support. The update function is

p(s+l) f x . - ^ 1 _
P ^ { Xi =
1 1"
“ E £ , P {s){ * t = W ' H x i = A J

Defining different supporting functions results in different relaxation schemes.
Many schemes have been proposed. However, many issues remain, such as how to
define suitable compatibility relation, how to explain the effect of a given scheme,
and how to prove convergence properties.

For example, Rosenfeld’s scheme did

introduce bias [60]. To make it unbias, we can either find a new unbias scheme,
or derived the condition on com patibility and supporting function which eliminate
bias [90, 34].
Besides unbiasness and convergency, another im portant issue is the convergent
rate. Unbiasness and convergency makes a relaxation scheme theoretically sound.
However, it is the convergent rate th a t determines whether a method is practically
useful, relaxation algorithms are theoretically computationally intensive and their
convergence rates are still not w'ell formulated. Therefore, how to improve their effi
ciency, especially by certain practical assumptions th at are true in most applications,
is an im portant issue.

4.3

M arkov R a n d o m F ield T h eo ry

Markov Random Fields are a natural generalization of one-dimensional Markov pro
cesses. Tim e index is replaced by a two- or higher-dimensional space index. MRFs
have many interesting applications. M RF concept is the result of attem pts to for
m ulate the Ising model of ferromagnetism using probability theory. It has been
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successfully applied to both physical and biological system as models. The use of
M RF image models enables us to exploit analogies with statistical mechanics sys
tems.
Let graph G — (V, E) define relations among objects where V is the set of objects
and E a set of edges connecting pairs of objects. E defines a neighborhood system
{di.,i G F} for object set V. The set of neighbors for object i, d i , consists of the
objects of V th a t are connected to i by edges in E, i.e. di = {j | (i , j ) £ E]
Associated with object i is a random variable x,- defined on label set A. X =
{ x i , . . . ,x„} is the set of random variables for a given problem, x,- = Aj represents
the assignment of label Aj to object i. Set ui = {x\ = Ajj, X2 = Aj2, . . . , x n = Ajn},
called configuration, describes a label assignment for object set V. The set of all
configurations is called a configuration space J7 = A ^ l We use A',- to denote the set
of all the random variables associated with objects in V excluding x, (the random
variable for object i), i.e. A', = {xj, X2, . . . , x,_i, xt+i , . . . , xn}. Then

denotes a

configuration for X t, and fl, the configuration space of all the configurations a c j g , represents a configuration for variable set Xgj = {xj | j € d i }, i.e. a neighborhood
configuration for object i. uidi(l) denotes the label assignment for object I in object
i ’s neighborhood under configuration wg,-, i.e. the label assignment x; = XJt in log,.
fIgi denotes the configuration space of all the configurations wg, over di.
u> is regarded as a sample realization of a random field X over label set A. This
random field A' is called a Markov Random Field if the measures (or probabilities)
P of its configurations u> have the following two properties:
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1.

P{u>) > 0

for all w £ fl, i.e. the positivity of P;
2.
P { x i = Aj | Ui} = P { x i = Aj | ujQi]

(4.1)

the locality of Markov Random Field, i.e. the probability of assigning label
Aj to object i depends only on object z’s neighborhood label configuration.

If the objects of G are a set o f n x n pixel sites, with edges connecting all sites
within some given Euclidean distance of each other, and A is a set of all gray levels,
then fl is the family of all possible gray scale images, and a M RF defines a stochastic
image model th at a digitized image is a state of a lattice-like physical system whose
dynamics are defined by short range interactions.
The graph G defines relations among objects. The label of an object strongly
depends on the label context of its neighboring objects (also called directly inter
acting objects). O ther objects th at are not adjacent also provide useful contextual
information, but in an indirect way. The neighborhood system devices for an ob
ject all other objects into two categories: directly interacting objects and indirectly
interacting objects.

£

4 .4

A U n ified R e la x a tio n S ch em e

The kernel of probabilistic relaxation labeling is a transform ation function, also
called projection operator, th a t describes the relation of a label assignment of an
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object with the label assignments of its neighboring objects. This function is used
to gradually involve more and more contextual information from nearby objects to
refine the estim ate P {x, — Xj | Y } for label assignment x,- = Aj.
Given a set of objects V and a set of observations Y over V, if the a posteriori
probability of assigning label Aj to object i under observation Y, P{x i = Aj | Y}, is
calculated for any i <E V and Aj 6 A. Then, the label assignment with the highest
a posteriori probability is selected as the label assignment for object i, i.e. object i
is assigned label Aj if

P{ x, = Aj j Y } — max™=l P { x k = \ jk | Y }

(4.2)

This is called Maximum a posteriori probability (MAP).
However, relations among objects in V are usually very complicated and not
easy to model. Calculating P{x{ = Aj | Y ) from observation Y directly is very
difficult. One way to solve this problem is to give P{x, = Aj | Y} a reasonable
estim ate.
L et’s first consider a very simply estim ate for P {x, = Aj | Y}, Assume th a t a
label assignment for an object depends on the observations on th a t object only, i.e.
P { x i = Aj | Y} = P {x i = Xj | y,}. When a priori probability P { x t = Aj} and
conditional probability P { y i \ x, = A; } are both known, P { x, = Aj | Y } can be
estim ated by

_

\

I

A /l

— PS

_

\

I

- I

_

, — Aj | Y ) — P { Xi — Aj | y,} —

P{V' l

X' ~

P{y )

=

-^j}

/A q \

(4-3)
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m
P{m)

=

E p i s,

I

Zi

=

W i z i =

Aj}

(4.4)

3= 1

However, y, contains noise. When the above estim ates are used to assign MAP
labels, label errors will occur. The assumption th at a label assignment only depends
on local observations ignores the interactions between objects. These interactions
contain the contextual information needed to elim inate noise effects.
Error labels are very likely to be inconsistent within the label context of an
object system. Thus, label context can be used to refine the estim ate of

P{xi

=

Xj

|

y } . However, the interactions of objects in an object system are very complicated.
Capturing all the interactions with a single formulae is impractical.

Therefore,

to incorporate contextual information into the estim ate of P{x{ = Xj | F } , for
given object set F , neighbor system d V is used to divide the interactions among
objects into two categories.

An interaction between an object and its neighbor

(its adjacent object) is called a direct interaction.

O ther interactions are called

indirect interactions. Employing direct interactions only to estim ate P{x,- = Aj | F}
balances the need to use contextual information and the complexity to model object
interactions.
In order to formulate direct interactions, we assume that a label assignment of
an object depends only on the label configuration of its neighboring objects and its
observations y,-. This makes label assignment X a Markov Random Field. Under
this assumption, we have the following lemma.
L em m a 1:

P{

X,

= Aj I F } =

Ys

W “ B, \Y

E{i,j ,uj di)

(4.5)
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where
F(i

i ,,

P {Xi
= Xj
I y| f i -»P -iWr >*f 1 xi i = Aj ) \ -i
n f
___ \
Y2k=l P X't'i —
I Vi \P \f^di \
— ^kj

(( 4a* 6 )

]•> ^ d i ) — ir^ m

W uSi\y = e{u)di I Y )

(4.7)

Proof: The proof is a direct result from the application of M RF property (Equa
tion 4.1) and the independent assumption on observation noise.
By the theorem of total probabilities,

P { x , = A j| Y ) =

£

Y . P { x i = \ i \ Ui, Y ) P { u i

=
=

P { Xi = \ j , u>{ \ Y )

£ E(i, j, a,.) P{ , 1 7 )
Wi€ fit

E(i, j, uj{) denotes P{ x,- = Aj |

\ Y)
(4.8)

}. Using Bayes’ rule and the theorem

of total probabilities, we have

E(i,j,Vi)

=

P{

Xi

= Aj | u> i , Y

}

p { Xi = Aj,w,-,y }
P W „ Y

_

}

P{ Xj = Aj , U ) j , Y }
E t= i P { Xi = h , W i , Y }

(4.9)

Applying Bayes’ rule to P{ x, = Aj,w,-,y }, we get

p { xi

— a j,w ,',y } — p { Xi — Aj, cj;,
=

P { V i I x i — Xj,uJi, y } P{ y

y }
| x, = Aj,u>i } P { Xi = Aj,u>i }
(4.10)
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Yi

i.

denotes the set of observations for all objects in
Because y i depends on x ,■ and noise i q , and

u,-

except th a t for object

V

is independent of all

xj

for

| x,- = Aj }

(4.11)

j / i, so

P { y { | Xi - \j,u>i, Yi } =

P { yi

j Xi = \j,u>i } =

P{ Y

P { Yi | w,- }

(4.12)

From property 2 of M RF (Equation 4.1), we have

P{

Xi

=

Xj , u J i

} = P{

Xi

=

} £}■

X j , u di

^

(4.13)

r { <*>di }

Substituting Equation 4.10 by Equation 4.11-4.13, we get

P{

Xi

= A j , u >i,Y }

-

P { y t | x,- = Aj } P { Yi
x, = Aj } n l ^

F{
nr

\

\

{

X,- = Xj j

P { x i — Aj yi } Df

*

P { Vi }

,

1 n [

I ^

J

x

.

I X% ~~

^
P { u>di }

!

P { Wi }

J

n /

r { OJdi }1

1 F { wai, x, = Aj } D f v

r \Vi !

di - l

} P { Xi - \ j , u d i }

|

r><

P{ xi =

P { Xi — Aj | yi } F ( cj^i | Xi

\ -i

■'I

| _

'l

P{

’ J n r ,

}

\

3 }
P\
)
P { u t } P { yt } P { Y i I t* }
Aj ) ■
P { Udi }

(4.14)

Substituting Equation 4.9 by Equation 4.14 and deleting common factors from
both the num erator and the denominator, we get

cV • ■

\

P{ X*— ^3 I yi }P{

E { , ' hU1' ] = E f c z i

X. = A n

W W

I Xi ~ ^ 3 )
-»

I X. = M

tA ic;\
(4J5)

78
Let u)cdi — u

— u>3 i be the set of label assignments for the objects th a t are

neither object i or its neighboring objects. Then, Equation 4.8 is rew ritten as

p { xx = \ 3 \ Y }

=

£

X > (* > p ” * ) p {

I y }

“ I,
£ (®>

^

Z

p {

u ai, I y

=

Z

=

“S'
“e,
£ £ ( i, j, u>ai) P{ uau | F }
^8i

=

Z

}

^ e . I y E(i, h vai)

(4.16)

where Wu,ai | y stands for P{ u>a,-, | F }.

■
Lemma 1 is the basis to develop our relaxation transform ation function. In the
lemma, E ( i , j , u>a,-) denotes the support for the assignment of label Aj to object i
by a particular neighborhood label configuration wa,-. The lemma states the fact
th a t, o posteriori probability P{ x, = Xj

\ Y } is a weighted sum of supports

from all the label configurations of object Vs neighborhood.
W UOi\Y

The weight factor

for a neighborhood label configuration is computed by the probability th at

the configuration occurs under observation F .
Lemma 1 provides a method to refine the estim ate of P { x, = Ajt

\

Y }

in the context of an object’s neighborhood. Applying Lemma 1 iteratively further
incorporates indirect interactions of objects so th a t the estim ate of P{ x,- = Xj, | F }
can be recursively refined. This iterative probability update process can be seen as
an artifact of filtering observation Y [45], which clearly shows the contextual effect of
this relaxation procedure. Let F*°i be the original observation F , Equations 4.3 and
4.4 com pute initial probability estimates. Applying Lemma 1 to all objects over all
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possible label assignments once, we obtain probability estim ates P {

x,- =

A j,

under the unfiltered observation Y*°) and a filtered observation Y ^ =
i < n}, where P{

x,-

} = P{

= Aj, |

x,-

|

Y^0) }
| 1<

= Aj, | Y ^ }. Applying Lemma 1 again

results in probability estim ates P{ x; = Aj, | Y^1) } over filtered observation Y ^ .
| 1 < i < n}. The

Denote the filtered observation after rth iteration as Y ^ =

a ;posteriori probability of the assignment of label Aj to object i after rth iteration
is

Xi = Aj} = P { Xi =

| Y (r)}

(4.17)

Substituting Equation 4.17 into Equations 4.5 - 4.7 results in the final form of
our relaxation transform ation function, called transform ation function T .

r<'+ »{ x, = A, } =

i)

•£

(4.18)

W here

E (T)(i j u>b )

~

p(T){ Xi ~

ZX=1

P ^ { x i

—

} p i u 9i 1 Xj - Aj)__
Afc } P { u ! g i | X{ = Afc}

W ill = P{u,Si I Y}

4.5

’

(4.20)

T h e P r o p e r tie s o f T h e S ch em e

For any object i, Equation 4.19 implies th a t the support for a label assignment Aj
by a configuration

is within the range of [ 0, 1 ] and the supports for all label
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assignments under a configuration o>gt- sum up to 1, i.e.
m
J2E(i,k ,u>ai) = 1
k=i

From Equation 4.18, it is found th a t a posteriori probability p ( r+1){
is within the range of [0,1] and the sum of p (r+1){ #,• = X j

\

x,- —X j
Y

j Y }

} forall label

assignments of an object is 1.
m
Xi = Xk | Y } = 1

(4.21)

k=1

This can be proved by induction on the iteration r in a straight forward way. From
Equation 4.3 and Equation 4.4, Equation 4.21 holds for r = 0. For r — I + 1,
from induction hypothesis, YJjLi -Pb){x,- = Aj} = 1 holds for r = I. Applying to
Equations 4.18 and 4.19, the derivation is straightforward. This guarantees th a t T
is a transform ation from m n dimensional probability space to itself.
Transformation T are unbias based on the following theorems.
T h eorem 4 (N o inform ation exp erim en t): When no information is learned by
making observations on objects in the network, i.e.

P { x i = Xj | yi] = P{ x , = Xj }

(4.22)

we have
p W { Xi =

Xj} =

P { Xi

P ro o f: This can be proved by induction on r.

=

A,}

(4.23)
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For r = 0, From Equation 4.22 we have P ^ { x { = Aj} = P { x i = Aj}, Substi
tu te this into Equation 4.19

= P(xip , V * }

(4.24)

P\Udi)

Since no information is learned from observation, thus,

is independent from

y.
P { u di | Y } = P{u>di}

(4.25)

Substituting Equations 4.24 and 4.25 into Equation 4.18 results in

P (1){xt = Aj} =

P{xi

= Aj }

Similar approach can be applied to all other r's.

1

T h e o re m 5 (Is o la te d o b je c ts ): When an object is independent from its neigh
boring objects, i.e.

P { Xi = Aj , uj } = P { u } P { x i

=

A j,}

then

P (T) { X i

= Aj} =

P{Xi

= Aj}

P ro o f: Substitute Equation 4.26 into Equation 4.19, we have

E { i , h u di) = P (r){x, = Aj}

(4.26)
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So, from Equation 4.18, we get

P<’+1>{x, = ^ }

=

pM {xi = \ i } P { u \ Y }

£
Wa>

=

P"{x,

= A,} £

P{u,|K}
Hai

=

pM {x, = A,}

B

T h e o re m 6 (A ll o b je c ts in d e p e n d e n t): If all the objects are independent, i.e.

P { x t = Xj,u>} = P{ x i = \ j ]

n P{xk = XJk]
xke u>

then

Pl r){Xi = Aj } = P { Xi = Aj}

P ro o f: Similar to the proof for Property 5.

(4.27)

C h a p ter 5
T h e D ev e lo p m e n t o f a N e w
R ela x a tio n A lg o rith m
In the last chapter, based on MRF theorem, we derived a relaxation transfor
m ation T which provides a new approach for probabilistic relaxation labeling. The
estim ate of P{x{ = Aj | F} is obtained by adding all the supports from object
Vs neighborhood configurations. However, to use this transform ation, we need to
address how to compute the weight Wg,- \ y.

Furtherm ore, transform ation T is

computationally intractable since it the number of neighborhood configurations is
exponentially increased. In this chapter, we address these two problems. Maxi
mum Entropy Estim ate of P{u>di \ Y } is used to estim ate Wgi \ y • The dictionary
m ethod makes the new scheme useful for relaxation labeling.

5.1

T h e E stim a tio n o f Wgi | Y

Weight Wdi | y ^ a joint conditional neighborhood probability P{u>ai | F } . Because
the estim ated marginal probability P{ x, = Xk

I F } can be calculated from

Equation 4.18 and 4.19, and the product of the marginal probabilities P { x,- = Ak \
Y } for all x, = A^. £ u>ai has been proved to be the maximum entropy estim ate

of P{uJdi | F ) (See [61]), estim ating P{uai | F} from marginal probabilities is a
reasonable choice. Therefore, the weight for a neighborhood label configuration is
estim ated by

HC„.|r =

P { u a, | Y) =
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J]

i e di

P{ “ M

I y )

(5-1)
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5.2

T h e C o m p lex ity o f R e la x a tio n L ab elin g

The complexity of transform ation rule T is proportional to | fig,- |, the num ber
of configurations of an object’s neighborhood. In the worst case, a neighborhood
consists of all other objects in the system, then the number of neighborhood configu
rations, |

| = m ", is exponential to the number of objects. This tim e complexity

can be reduced considerably in two ways. First, the sizes of neighborhoods are
usually much smaller than the size of the object set.

e.g., in the case of image

processing with a neighborhood operation, neighborhood sizes are usually 3 x 3 or
5 x 5 . However, even for a 3 x 3 neighborhood, the total number of configurations
is m9, where m is the number of labels in label set A. In real world situation, most
applications are well-structured. Most of the configurations are physically impos
sible, and there are only a small number of ■permissible configurations. Permissible
configurations are configurations which can occur in a given application in ideal sit
uations. They are also called physically possible configurations. As an example, for
a neighborhood of 3 x 3, with a set of 5 labels (four edge directions and a non-edge),
the total number of configurations is 59 ~

2 x 106. However, only 165 of them

are permissible configurations. This suggests th at, for an particular application,
by constructing a dictionary with all permissible configurations, our scheme can be
implemented efficiently.

5.3

T y p e s o f C on figu ration s

Besides permissible configurations, there are other configurations th a t have signifi
cant influence on label assignments.
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For example, in image edge detection, for a pixel i, we take the eight surrounding
pixels as its neighboring pixels (See Figure 5.1a). All the possible one pixel edge
patterns across this 3 x 3 area are permissible configurations. One permissible con
figuration in this setting is showed in Figure 5.1b. Here, arrows indicate directions
of edge pixels and blanks non-edge pixels. The label set contains five labels: four
and | , and a non-edge label t. This permissible

different edge directions

configuration {xo = e,xj = e ,x 2 = e,X3 = e,x 4 = T ,xs =

=T ,£7 =T, a:t- = e} is

an entry in the dictionary and has a conditional probability P { x 0 = e ,x 4 = e ,x 2 =
e, £3 = e ,x 4 =T ;-t 5 =

xq

= t )^7 =T I x i — e} associated with it.

Now, let’s assign other labels for X{ in the same neighborhood setting, for exam
ple, Xi = f in Figure 5.1c. It is possible that in the previous relaxation iterations,
there is a label error for pixel 6, i.e. its label should be e not f.

Because this

error may be corrected later in the relaxation process, the configuration provides
a support to assign f to pixel i as suggested by the configuration in Figure 5.Id.
Thus, there are some configurations other than permissible configurations th a t have
contributions to certain label assignments, i.e. the configuration in Figure 5.1c. We
call them possible supporting configurations.
7

0

6

i

1
2

5

4

3

(a)

t
1
1
(b)

t
1 t
t
(c)

t
t
(d)

Figure 5.1: Possible supporting configurations.
a
Therefore, in our scheme, a dictionary contains two kinds of configurations:
1. Permissible configurations that occur in ideally labeled situations;
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2. The configurations which would lead to some permissible configurations if some
of its neighboring objects’ labels change while the label for object i remains the
same. We call this kind of configurations possible supporting configurations.
Permissible configurations and possible supporting configurations together are
called Influential Configuration Set (ICS).

5.4

D ictio n a r y S ch em es

K ittler and Hancock ([27], [28], [29] & [45]) proposed a dictionary construction
method. Each object i has a dictionary Z7, that is constructed from all permissible
configurations of object z’s neighborhood di. Dictionary D, is further divided into
m sections

DfiXj)

1 , . . . , m. Let
Di(Xj).

according to different label assignments for object i, x,- — X j , j =
be the label on object /, I ^ i of the kth configuration in section

The kth configuration in

DfiXj)

is denoted as

/^(A,.) = {*,. = A „x, = A * , / e di}

(5.2)

Associated with every permissible configuration is a probability P { x , = Xj, x/ =
A*,/ G di}. For physically impossible configurations, i.e.,

{xi = Xj,xj =

X*,

/ € di} ^

Di(Xj),

their probabilities are set to be zero.
We observe that, when transformation function T is used, all the probabilities
in the formulas are either a priori probabilities th at remain unchanged during the
relaxation process, or a posteriori probability estim ates P(D{x,- = Aj

j Y } th a t
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are obtained from the previous iteration. Therefore, it is b etter to associate with
each dictionary item the conditional probability P{

xj = A^,/ G di \ x;= \ j }.

Transformation function T is the sum of supports from all configurations of an
object’s neighborhood. This sum can be further divided into two sums

=

=
=

A,}

£ WL1, £ M (*.;>».•)
£
W8i€

W-2 £<')(.-, j > m )+

• £

W-M

(5.3)

we,e

where fig], the “don’t care” configuration set [61], contains configurations such
th a t P{mdi | xi = Ay} = P{u>di} for all label assignment Aj, i.e. under the neigh
borhood configuration w g F i x , = Aj} is independent from its neighbors, fig,-, the
“care” configuration set, is the complement of fig], fig, = fig; + fig]. Configurations
in fig] are in favor of changing the probability P{x{ = Aj}. Equation 5.3 provides an
approach to implement the relaxation scheme. However, this im plem entation has
inherent difficulties. Because the number of configurations | fig; | is huge. For exam 
ple, a 3 x 3 neighborhood with five labels has | fig,- |= 59 ~ 3 x 106 configurations.
If | fig, |rs| fig, |, the computation is very expensive since there are large num ber of
configurations in the calculation. Usually we prefer to have | fig, | > > | fig; | he., we
choose only a few “care” configurations th a t have significant contributions to label
assignments. Then, the expense to calculate T is acceptable. However, the rate of
convergence will be very slow because | fig; | > > | fig, |, he. the factor for change
Ylwa,€n%

much smaller than the factor for stable
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A nother method has been proposed [27] th at considers P {x i — A

a s

zero

for configuration u>g,- th a t has little contribution to label refinement, for example,
those in f lg{. In this way, we get a small set of configurations th at have significant
influences to label assignments fig,-. Then, we have

= Aj } =

W<£ E U { i , j , u di)

£

(5.4)

wet€
However the fig, th at consists of permissible configurations only is not suitable
for our relaxation scheme. Following is the transform ation function th a t K ittler and
Hancock used for their evidence combining process:
p(r +l)f

_

1_

-P(r){

Xj

= Aj } (g(r){

Xj -

Xj

}

E L i ^ (r){ xi = A, } Q ^ { Xi = \ k }

(

}

W here

Q U { Xi =

Aj} =
—

- —

y

P { x i = Aj} ug,e Qb

{ n

= A,.}
}P { Xi — Aj,W9i}
P{%k —
}
(5.6)

For each object i, Equation 5.6 is used to add together the supports for a label
assignment

Xj

function value

from all permissible configurations, and hence to obtain supporting
Q

for th a t label. Normalization is performed by Equation 5.5 after

supports for all labels are found. A dictionary of permissible configurations works
for this scheme.

In our scheme (transform ation function T ) , normalizations for all possible label
assignments are performed for each configuration. Then, the normalized supports
for a particular label assignment from all the configurations are added together.
Normalization insures proper distributions of supports from a neighborhood setting
to all possible label assignments. However, in many applications, m ost neighborhood
settings have no, or only one, permissible configuration. This makes the distribu
tion of supports by Equation 4.19 inefficient, hence deteriorates the power of the
relaxation process. For example, in the edge detection problem we mentioned above,
with those 165 configurations, there are 149 neighborhood settings. Only 16 of them
have two permissible configurations. Others have only one. Thus, the dictionary
constructed by K&H’s m ethod doesn’t work well with our scheme.
A suitable dictionary for our scheme is a dictionary th a t contains all the config
urations for the neighborhood settings th at are obtained from permissible configu
rations and this is our ICS fig,-. In the example of edge detection, the label set has
five labels. Therefore, each neighborhood setting contains five different configura
tions. Totally, the new dictionary, called D\, has 5 x 149 = 745 configurations in
which 165 of them are permissible configurations and the rest are possible supporting
configurations.
The dictionaries D\, i = 1 , . . . , n are then constructed from all these permissible
configurations and possible supporting configurations. Dictionary D'{ is a table with
s rows and m columns, where s is the number of neighborhood settings and m is the
num ber of possible labels. D[{ Aj) denotes a column corresponding to the assignment
of label Aj to object i. Let Xft be the label on object 1,1 ^ i, of the fcth neighborhood
configuration in column D,-(Aj). The kth configuration in D\{Aj) is
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Cf(A,) = {z/ = ^ (, / e a I Xi = Xj}

(5.7)

The probability associated with dictionary item C'f(Aj) = {a?! = Af , l G di
X{

= Aj} is P { x i = Ai , l G

di |

X{ =

Aj },

|

the conditionalprobability th a t

configuration {ay = Aj , x i = Af , / € di} occurs when ay = Aj.
The new dictionary scheme can be derived from K ittler and Hancock’s scheme.
First, we calculate a priori probability P{ay = Aj} by adding together the proba
bilities of all permissible configurations in P,(A j).

P{x,

=

\ i } =

£

(5.8)

Then, the probability for each permissible configuration in 7A,-(Aj) isobtained by

<5'9)
Given all the permissible configurations and their probabilities .P{ay = Aj , x i =
Af, I G di}, we need to compute probabilities for possible supporting configurations.
In the relaxation process, a possible supporting configuration occurs when labeling
errors are presented. Thus, it is natural to consider possible supporting configura
tions as corrupted permissible configurations. In [29], K ittler and Hancock proposed
a label error process for discrete relaxation. They derived formulas to estim ate the
probability for any possible configuration from permissible configurations in their
attem p t to develop a discrete relaxation algorithm. The idea in this estim ation is to
add together the likelihoods of the current label configuration with all the permissi
ble configurations. We adopt this method to estim ate the probabilities for possible
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supporting configurations. By assuming th a t label errors occur with equal proba
bility pe, the likelihood of a possible supporting configuration {;r, = Aj,u>di} with a
permissible configuration /* (Aj) e Di(Xj) is calculated by

P { Xi = Xj,uidi | /f(A j)} = (1 - Pef ' I

(•'-*)

(5.10)

| di | is the num ber of neighborhood objects, K ( i , A:) is the num ber of labels th a t
are different between a possible supporting configuration ua; and a given perm issi
ble configuration /* (Aj). This likelihood is called neighborhood transition probability.
The probability of a possible supporting configuration is the summation of all neigh
borhood transition probabilities over all permissible configurations.

P{xi =

£

P { x i = Xj.Wd, I //;{AJ ) } F { /1'(AJ )}

(5.11)

/.'(-Me A (A ,)

To summarize, the procedure of our dictionary construction is as follows:
1. Find all permissible configurations in the application. Assign each permissible
configuration a probability;
2. Find all possible supporting configurations from the set of permissible config
urations;
3. Use label error process, i.e. Equation 5.10 and Equation 5.11, to calculate
probabilities for all possible supporting configurations;

9

4. Use all permissible configurations and possible supporting configurations to
construct the dictionary D\.
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5.5

O u tlin e O f T h e A lg o rith m

Based on the transform ation T developed in the last chapter, the estim ation of
| y, and the dictionary of ICS in this chapter, the relaxation labeling algorithm
is depicted in Figure 5.2. First, an initial estim ate P ^ { x i = Aj} for P { x i = Ay | K}
is calculated from observation vector y, for each object i by Equation 4.19 and 4.20.
Based on P ^ { x { — Aj}, an initial label assignment is selected by maximizing a
posteriori probability (Equation 4.18). The result is a rough label assignment for
the object system V. Then, transformation T is recursively applied to vector P^r\
r > 0 to obtain the new vector P F + 1) which provides probability estim ate of label
assignment over larger contextual area. Configurations in ICS and their associated
conditional probabilities are obtained by looking up dictionary

Di(\j)

for object i

and its assigned label Aj. In each relaxation iteration, label assignments are updated
by MAP rule (Equation 4.18). This procedure ends with refined label assignments.
Because of the locality of the new algorithm. Efficient parallel im plem entationto
on mesh-connected SIMD machine is easy.

Object data

Initial Label
Probability Estim ate

Initial M AP
Label Assignment
InitiaJ labeling
Relaxation Transform

Dictionary

M AP Label
Assignment

Converged?

Refined Labeling

Figure 5.2: The relaxation algorithm.

C h a p ter 6
E d g e D etectio n : A C ase S tu d y
6.1

In tro d u ctio n

Edge detection plays an im portant role in computer vision tasks, and has received
considerable attention in image processing literature. An edge corresponds to in
tensity discontinuities in an image. For most machine vision tasks, an edge m ap is
sufficient to conduct
further processes such as motion analysis and object recognition. Edges mainly
correspond to boundaries of objects of a scene. They may also correspond to images
of shadows or surface marks [57], or the results of noise or blurring. A variety of
edge detectors have been proposed. Most of them perform reasonably well for simple
noise free images, but tend to fail for noisy images. In our opinion, image smoothing
is not the solution. A better way is to make use of edge contextual information.
The ultim ate goal of edge detection is to characterize intensity changes of an im
age in term s of physical processes th at originate them [46]. It is commonly believed
th at, to achieve this goal, at least two stages are required: the characterization of
intensity changes, and the use of structural and high-level knowledge to find real
boundaries.
Intensity changes are detected by differentials of intensity functions. The local
maximum of the first order intensity differential and the zero-crossing of the second
order intensity differential are the two commonly used characteristics. The results of
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these differentiation operators are rough edge maps th at describe intensity changes
of an image. Various techniques have been presented in the literature. R obert’s
operator [64] and Sobel’s operator [74] are examples of these simple edge detection
operators.
Canny [7] formulated edge detection problem as an optim ization problem. He
put forward three objective criteria—good detection, good localization, and m ini
mum false alarm s— to define an optimal filter. He obtained an optimal 1-D operator
for step edge detection and found th at this optim al operator can be efficiently ap
proxim ated by the first derivative of Gaussian function. These three criteria were
also used by other authors, notably R. Deriche [19] and Shen <V Castan ([70, 71, 46]),
to extend the design of optim al filters. The advantage of these two extensions is
the recursive feature of the filters. Recursive technique provides an efficient way
for image filtering. Both methods use infinite extent filters. Deriche’s filter is an
infinite extension of C anny’s optim al filter and requires five m ultiplications and five
additions for each pixel. Shen and C astan’s filter is even more efficient. It is an infi
nite exponential filter th a t requires only four multiplications and nine additions for
each pixel. As a resemblance to receptive profile of simple cells in mammalian visual
systems, Gabor filters have attracted attention recently ([31, 53]). Gabor filters are
m odulation products of Gaussian and sinusoidal signals. Based on C anny’s optim al
criteria, M ehrotra et al. [53] discovered the best performance Gabor odd filter and
developed an edge detection algorithm based on the filter. Hancock, in his paper
[31], used two filters, a modified Gabor odd filter to detect lines, and a modified
Gabor even filter to detect step edges. However, all the above mentioned filters,
more or less, have the effect of blurring edges, especially edge junctures. A promis
ing approach to solve this problem is to use nonlinear image filters th at encourage
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intra-region smoothing in preference to inter-region smoothing ([58] and [62]). Perona and Malik [62] proposed anisotropic diffusion for image filtering. The technique
is similar to heat flow diffusion phenomenon in physics. Backward flows occur in
boundary areas and sharpen edges while regions inside boundaries are smoothed.
Nitzberg and Shiota [58] further extended this technique. They used regulation to
guarantee th a t diffusion equations had solutions and th a t corners and T junctures
were enhanced.
Although many improvements have been made on image filters (or intensity
differentiation operators), using any image filter alone is not sufficient to obtain good
edge detection results, especially in noisy situations. A reason is th a t most filters
use models of a single isolated edge. However, the quality of edge detection should
not be determ ined by small differences in smoothing functions.

Postprocessing,

therefore, is required to further refine rough edge maps obtained from intensity
differentiation. One of the techniques to refine rough edge maps is edge tracing
([87, 82]). Wu, Iyengar and Min [87] investigated edge detection using gradient
directional information. In their algorithm, a pixel adjacent to a detected edge pixel,
whose m agnitude exceeds a given threshold, and whose direction is not perpendicular
to th a t of the edge pixel, is considered as another edge pixel. The algorithm works
fine after elim inating many small edges whose length (the number of pixels in an
edge) is less than a ad hoc. threshold value. Ungureanu et al [82] designed another
tracing algorithm th at used two bar like control windows. These two windows are
perpendicular to each other and are used to walk through edges of an image. They
further discussed the VLSI implementation of their algorithm th a t provided realtim e
edge refinement. The problem with these approaches is th a t, they are insensitive to
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weak edges, and if an edge has a pixel whose magnitude is less than the threshold,
they will cut the edge into two smaller edges.
A nother technique of edge map refinement is to make use interaction between
edges. Chen and Medioni [10] proposed an edge interaction model to capture in
teractions between edges within a small neighborhood area. Initialized with zerocrossings of the signals convolved with a LOG filter, their m ethod iteratively finds
new and more accurate edge location by conveying the information from strongly
interacting edges. This m ethod yields good result despite the problems of its over
simplified model, its large mask, and its slow convergence rate. Haralick &: Lee [33]
and Higgins h Hsu [37] also used structural information of neighborhood area to
extract edge pixels.
A prospective technique for postprocessing in edge detection is relaxation label
ing. Their ability to convey not only local but also global contextual information
from interacting objects makes it a good candidate for edge detection. K ittler and
Hancock ([27, 30, 28, 31, 45]) conducted intensive studies on the application of prob
abilistic relaxation labeling to edge detection. Their approaches employ dictionaries
of permissible local edge configurations. A pixels along with its neighborhood is
compared with these permissible configurations to estim ate the probability th a t it
is assigned certain label. The goal of their algorithms is to find the globally con
sistent maximum a posteriori probability (MAP) estim ate to assign a unique label
to each pixel. Noise is modeled as a source of inconsistencies. Interactions among
label assignments of pixels are used to elim inate these inconsistencies. However,
their method produces good results only in lower signal to noise ratio(SNR) situa
tion. Furtherm ore, relaxation labeling as a general label assignment framework has
a higher time complexity, and takes more tim e than some other techniques such as
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the tracing techniques. However, relaxation labeling methods have their advantages.
W ith the ability to link edge segments in local contexts, they produce b etter edge
connectedness. More im portant, they are easy to be parallelized.
In this chapter, we investigate the problem of using relaxation labeling as a
post-processing method in edge detection. We propose two new dictionary based
relaxation labeling algorithm th a t has a better noise-suppression performance than
K ittler and Hancock’s evidence combining formulas. We first dem onstrate the power
of the new relaxation labeling method by comparing the results with K ittler and
Hancock’s algorithm under their assumption th a t noise is Gaussian distributed.
Then, we discuss the issue th a t initial probability estim ate for label assignment is
very im portant to obtain good results for relaxation labeling algorithms, and present
a new initial estim ation method th a t based on histograms of image intensity changes.
The advantages of the new m ethod are its robustness to noise, its preservation of
corners and T-junctures, and its output edge connectedness.

6.2

R e la x a tio n B a sed E d ge D e te c tio n

In traditional edge detection, differentials are used. However, differentiations are
very sensitive to noise. Although this problem can be eased by smoothing, smoothing
can also elim inate edge features and degrade resolution capabilities of edge detectors
simultaneously.
Using relaxation labeling as a postprocessing step is a prospective solution. First,
a traditional differential operator is employed to obtain an initial edge assignment
for every pixel. This edge detector should preserve as many edges as possible. A
dictionary of configurations in 3 x 3 neighborhood of each pixel is then constructed
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and used in probabilistic relaxation labeling algorithm to correct the erroneously
labeled pixels. The effect, of this postprocessing is to remove noise and to acquire
the refined one pixel wide edge map of the given image.
To develop an edge detection algorithm from the dictionary based relaxation
scheme, two problems need to be addressed:
1. How to calculate initial label probability estimates;
2. How to find the configurations for the dictionary and to calculate the a priori
conditional probabilities associated with them.
First, we assume th a t image noise are Gaussian distributed and use the smallest
differential operators(l x 2 and 2 x 1 windows). The smallest differential operations
are chosen because:
1. This enables us to test the noise insensitivity and the robustness of our relax
ation algorithm to the greatest extent;
2. We can compare our algorithm with K ittler and Hancock’s algorithm in an
identical situation.
Each pixel (v ,v ) had an observation vector y(u,v) with two first order partial
differentials cu and cv of the observed intensity function g ' ( u , v ),

cu = g'{u + l,t>) - g'{u, v)

cv - g'(u,v + 1) - g'{u, v)
The Gaussian noise is assumed to have a zero mean and a standard deviation
of a and is independent of image intensity g(u,v). For non-edge pixel (u,v), pixels
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(u + 1, v ), (u, v + 1) and (u, v ) belong to the same image segment and should have
the same standard deviation a. Then, a priori probability P { c u,cv \ x = e} is
calculated by,

1

P { c u,cv | x = e] =

-e

cf. + c t - c u c v

3<ri

( 6 . 1)
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Initial label probabilities are then computed in two steps. First, the a posteriori
probabilities for non-edge labels, P { x = t | cu,cv}, are calculated from P { c u,cv |
x = e}.

However, because the mixture density function P { c u,cv} is unknown,
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The above initial label probability estim ation m ethod was introduced by K ittler
and Hancock[27]. The reason we adopt this m ethod is to make an identical situation
where we can compare the performances of both algorithms.
In C hapter 5, we have detailed how to construct a dictionary. To form the dictio
nary for edge detection, we need to set up the criteria for permissible configurations.
A permissible configuration is a configuration in 3 x 3 lattice with one continuous
single pixel wide edge.
Five labels are used to classify pixels.They

are e fornon-edge pixel, j for

upward edge pixel, —> for rightward edge pixel, J.for downward edge pixel, and

<—

for leftward edge pixel. The criteria to find the permissible configurations are:
1. Edges are all closed;
2. Edges are all one pixel wide;
3. Edges are all continuous.
165 permissible configurations are found based on these criteria and can be ob
tained by m anipulating the 15 configurations shown in Fig. 6.1 by reversal, reflection
and rotation. 97 of them had label e for the center pixel. And for each of the four
edge labels assigned to center pixel, there were 17 permissible configurations. All
permissible configurations were considered equally likely Thus, for each permissible
configuration cj,

P{Xi =

= lis

O ut of these 165 configurations, 149 neighborhood settings are found. All of
them are from the reversal, reflection and rotation of the 14 neighborhood settings
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An em pty cell indicates a non-edge pixel.
Figure 6.1: Permissible configurations.
in Fig. 6.2. Label “X” in these figures indicates a pixel can take any of the five
labels in the label set.
Two kinds of images were used (an artifact image with additional Gaussian noise
of different level, and some natural images) to compare the algorithm with K & H’s
[27]. The results showed th at both methods are very good in preserving corner and
edge connectivity, but our m ethod has a b etter noise suppression capability. See
[16] for details. However, one of our prim ary goal, to obtain single pixel edge, was
not fully accomplished. For example, Figure 6.11b and Figure 6.l i d are the edge
outputs obtained from K ittler and Hancock’s method and our relaxation method.
In both cases, the edges around the fluorescent lamps are not very well constructed.
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“X ” indicates it can be any of the five labels.
Figure 6.2: Neighborhood settings.

6.3

T h e P r o b lem o f In itia l E stim a tio n

Although designing an fast convergent update rule is a m ajor step in developing
probabilistic relaxation algorithm, the problem of initial assignment is also crucial.
It is true th a t applying contextual information efficiently through the update proce
dure can elim inate ambiguities from imprecise initial label assignments. However, if
initial assignments contain too many label errors, label contextual information may
not be enough to eliminate all of them. Indeed th a t was the problem of our Gaussianious initial label assignment estimation approach. More precisely, the problem
stems from:

*

1. The assumption th at noise is Gaussian distributed may not work in real world
applications.
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2. It only uses first order differences as the observation vector.
Based on these observations, we propose a new approach to com pute initial
label assignments. First, histogram h(l) of first order difference of an image is used
instead of Gaussian distribution assumption. I denotes the absolute change in gray
level. Secondly, second order difference and first order difference are incorporated
to obtain a better initial guess of label assignment.
For a particular image, its noise may not be Gaussian distributed. A histogram,
in the other hand, is a statistics of a given image and b etter reflects the intensity
distribution of the image. Thus, a histogram provides a b etter estim ation. In our
method, the histogram of first order difference of intensity level is used because the
probability estim ation of initial edge label assignment is based on intensity changes.
Zero-crossings of second order difference of an image has been proved to be a
good estim ate of edge points. If a pixel is not a zero-crossing point, this pixel is not
an edge pixel. However, a zero-crossing point may not be an edge pixel. The degree
of intensity changes and label contextual information are needed to further refine
the edge map th a t was derived from zero-crossings.
To get zero-crossings of a given image, we adopt J. Shen and S. C astan’s Ex
ponential recursive filtering approach ([19], [70], &; [46]). Their exponential filter
(Figure 6.3) has infinitely large window size and can be realized by a simple and
efficient recursive algorithm. An excellent feature of this filter is th a t the limited
Laplacian of an input image filtered by this filter can be computed from the differ
ence between the input and the output of the filter. Thus, second order difference
of an image can be calculated efficiently. The 1-dimensional exponential filter has
the form
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f i x) =

h1

—

(1

r](l ~«o)'

—

a0)2

and can be implemented by two recurrent relation: First, scan from left to right
using

y i(0 = yi(* - i) + ao[®(0 - yi(* - 1)]
Then, scan from right to left using

V2 (*) = y%{i - 1) + ao[yi(0 ~ V2 (i ~ 1)]
Since the filter is decomposable, a 2-dimensional exponential filter can be imple
m ented by two 1-dimensional filters: one in x direction and the other in y direction.
And the second order difference is calculated from the difference between filter out
put and filter input.

0. 2 5

0. 0 5

Figure 6.3: The exponential filter.

106
Binary Laplacian Image(BLI) is employed to find zero-crossings.

A BLI is a

binary image where a pixel gets value 1 (0) if the corresponding second order dif
ference is non-negative (negative). The pixels lay in boundaries of 1-segments are
zero-crossing pixels. Since very small, isolated l(0)-segments in BLI are the results
of random noise, an additional step is used to eliminate all small isolated segment,
like those th a t have less than five pixels.
To get a b etter estim ate of initial label assignment, a histogram h(l) of the
absolute intensity level changes of the image is calculated. This histogram is then
used to estim ated probabilities P{x{ = “edge” } for initial assignments for the “edge”
labels,

P{x{ = “edge” }

0

Xi is not a boundary pixel of 1-segment

0

if c, < 6

h(c)

otherwise

where c, = max(| cXi |, | cy, |). and the estim ated probabilities for initial assignments
of the “non-edge” label are

P{x{ = “non-edge” } = 1 —P {x, = “edge” }
If pixel i is not a zero crossing point, the probability th a t Vs label is “edge” is
zero. Otherwise, the intensity difference along x axis cTl and the intensity difference
along y axis cy> is calculated. The maximum value c, between the absolute value
of cIt and that, of cyi is used as the measurement of an intensity change for the
pixel. We use maximum value c; in the calculation instead of averaging | cXt | and

107
| cy, |, because a significant intensity change in any direction is sufficient to consider
the pixel as an edge pixel. It has been found th a t intensity changes below six gray
levels (the just noticeable difference (JND)) in 256 gray level scaled images are not
detectable by human eyes [85]. Therefore, in the case th a t c; is less than or equal
to gray level 6, the pixel is considered as a non-edge pixel.
To summarize, the procedure of label assignment initialization is shown in Fig
ure 6.4. It first uses the exponential filter to calculate second order intensity differ
ence of an image. W ith the help of the BLI, all zero crossing points are located. A
histogram of the first order intensity difference of the image is then calculated and
is used to assign initial probability estim ates for initial label assignments. An initial
label is assigned to pixel i by:

“edge”

If P {x i — “edge” } > P {x, = “non-edge” }

“non-edge”

Otherwise

x, =

W ith the above method for initial label assignment, our second algorithm (Algo2)
is developed using a different dictionary. Here, only two labels, “edge” and “non
edge” are used to classify pixels. No direction information is employed in the current
im plem entation of the algorithm. The permissible configurations in this application
are obtained from ideal edge maps where the three criteria listed in Section 6.2
are satisfied. Nine basic permissible configurations are found which are listed in
Figure 6.5 (a dot in a pixel indicates an edge pixel).

By rotation, reversal and

reflection, we get 41 permissible configurations, out of which, 12 configurations
support the assignment of “edge” label and 29 configurations support “non-edge”
label.

In this study, all permissible configurations are considered equally likely.
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Calculate 2nd order differ
ence by exponential Filter
BLI Image
Eliminate small
segm ents
BLI Imagi
Initial edge labeling

Get histogram of

probabilities

gray level changes

Initial MAP
label assignment

Rough Edge Map

Figure 6.4: The initialization procedure.
Thus, each permissible configuration u> =

{a:;

= Aj , x ; = A/,/

(E

d i } is associated

with a probability of

P { lo] = —
1 J
41
Each of these 41 configurations has a distinct neighborhood setting. Thus, there
are 41 neighborhood settings and the dictionary has 82 configurations, 41 permissible
configurations and 41 possible supporting configurations.

6.4

E x p erim en ts

To understand the performance of the new algorithm, we examine the behavior
of the algorithm on natural images as well as artifact images. These experiments
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#

Figure 6.5: Permissible configurations for edge detection.
are intended to test the robustness of the new dictionary based probabilistic re
laxation labeling algorithm. We compared our results with K ittler and Hancock’s
probabilistic relaxation algorithm (called K Sz H) and Shen and C astan’s optim al
exponential edge detector, the edge detection algorithm SDEF in image processing
system K h o ro s. We developed two versions of our relaxation algorithm to examine
the im portance of initial label assignment estimation: One of them uses the initial
ization method proposed by K ittler and Hancock (Called A lg o l); Algol); The other
follows the method described in last section (Called A lgo2). All the algorithms are
programmed on SiliconGraphics in C.
In the following presentation, for algorithms K &: H, A lgol, and Algo2, all the
edge outputs are collected after 10 iterations. The figures show the final m aximum
a
a posteriori label assignments. Black pixels correspond to non-edge pixels and white
pixels are edge pixels. It should be noticed th at all the results shown are obtained
from initial probability assignments after applying the relaxation transform ation
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Table 6.1: Number of mislabeled pixels
a
K & H
SD EF
A lg o l
A lg o 2

20
22
65
25
49

60
30
48
31
37

100
100
61
46
41

140
198
77
77
14

180
262
68
81
32

functions 10 times. No postprocessing like linking, thinning, or cleaning, etc. is
done.
A well structured simulated image (50 x 50 in dimension with a square and
a circle) is used. W ithin the circle, the gray level is 56. Outside the circle but
inside the square, the gray level is 231. Outside the square, the gray level is 115.
This perfect image is then mixed with independent Gaussian noises using K h o ro s.
These noises have a mean of zero and standard deviations of 20, 60, 100, 140, and
180 respectively. The artifact image and its standard one pixel-wide eight-connected
edge map are shown in Figure 6 .6a. This is to test the performance of the algorithms
under different noisy situations and its ability to detect edges of various orientations
and edges with high curvature. Figure 6.6 shows the result of these algorithms. In
these figures, a black pixel indicates a correct labeling of an edge pixel. A red pixel
is a pixel mislabeled as an edge pixel. A light blue pixel is a pixel mislabeled as a
non-edge pixel.
For noise suppression, both SDEF and Algo2 have good noise resistance, and
work consistently under different noise level. The performances of K & H and Algol
are affected by noise. Noise with higher standard deviation causes more labeling
errors. K

H method obtains more error labeled edge-pixels. Table 6.1 shows the

num ber of mislabeled pixels for all the output images.

Ill

Table 6.2: Number of break points
a
K & H
SDEF
A lg o l
A lgo2

20
0
4
0
0

60
1
5
0
0

100
0
3
1
0

140
0
6
0
0

180
0
3
1
1

For edge connectedness, if error labeled edge pixels are ignored, K & H and Algo2
capture the contours of the standard edge map (Figure 6.6a) quite precisely and the
results are almost free of distortions. Algol obtains the standard contour w ithout
distortion when a = 20 and a = 60. The edge outputs are distorted for a > 100
and break points are also presented. SDEF has break points in all the cases and the
contour for the circle tend to deviates from the standard edge map. Figure 6.7 th a t
shows the enlarged edge maps for a — 100 clearly dem onstrates the correctness of
the edge outputs. Table 6.2 summarizes the number of breaks in each case.
The differences in both noise resistance and contour perfectness between the
outputs from Algol (Figure 6.6d) and those from Algo2 (Figure 6.6e) reveal the
im portance of label assignment initialization.
To assess the effectiveness of our method to correctly label edges for natural
images, four images from an image base in the University of Massachusetts are used
(Figure 6.8).
Figure 6.9 is the edge maps for the office scene (Figure 6.8a). For the simple
patterns on the wall. SDEF and Algo2 obtain clear one pixel wide edges. However,
the outputs from K k II and Algol arc not one pixel wide. An example of weak
contrast edges is the seat of the couch. Figure 6.10 highlights this portion of the
output. The outputs from K k H and Algo2 capture more weak contrast edges.
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The results of processing Figure 6.8c are shown in Figure 6.11. K & H ’s m ethod
acquires more edges and also retains more noisy pixels. SDEF and Algo2 obtain
clearer edge maps, especially in the areas near the fluorescent lamps. However,
these two m ethods fail to capture the juncture between the left wall and the ceiling.
SDEF also fails to capture the junctures between the wall and the floor.
Figures 6.8b and 6.8d are two more examples of natural images, where all m eth
ods perform reasonable well. In both cases, K & H method retains more noise. K &
H and Algol cannot obtain one pixel wide edges in some areas, the wheels of the car
and the eaves of the house. These two images also reveal th a t relaxation methods,
through the use of neighborhood label context, achieve b etter edge connectedness.
This is dem onstrated by the stripes on the body of the car and the eaves of the
lower roofs of the house, where the relaxation methods obtain connected lines while
SDEF gets dashes.
To summarize, these experiments show that:
1. SDEF and Algo2 have b etter noise resistance.
2. Relaxation methods, K k. H, Algol, and Algo2, obtain b etter edge connect
edness and better contour.
3. K h H and Algo2 achieve better weak edge detection.
4. The estimation of initial label assignments is very im portant. The results from
Algo2 is much better than those from Algol.
5. An im portant feature of both K ittler and Hancock’s algorithm and our algo
rithm s is the rate of convergence. After 10 iterations, the relaxation processes
essentially converge.
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(a)

OG
O
O 0
(b)

0

(c)

(d)

o
(e )

Synthetic images are with additional Gaussian noise(cr = 20, 40, 60, 80, 100, 120, 140, and
180. (a) is the original image without noise; (b) is the results of Kittler and Hancock’s
algorithm; (c) is the results of Shen and Castan’s algorithm; (d) is the results of our first
algorithm, and (e) is the results of our new algorithm.
Figure 6.6: Experim ent results for the synthetic image.
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(a)

v

(c)
The Synthetic image is with additional Gaussian noise cr — 100. (a) is the results of
Kittler and Hancock’s algorithm; (b) is the results of Shen and Castan’s algorithm; (c) is
the results of our first algorithm, and (d) is the results of our new algorithm.
Figure 6.7: Magnified results for the synthetic image.
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(a) a corner of an office; (b) a car; (c) a house; (d) an indoor scene.
Figure 6.8: Four natural images.
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(c)

(d)

(a ) is from K ittler and H ancock’s algorithm ; (b) is from Shen and C a s t a n ’s algorithm ; (c)
is from our algorithm Algol; and (d) is from our algorithm Algo2.

Figure 6.9: The results for the scene of an office.
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(a) is from K ittler and H anco ck’s algorithm ; (b) is from Shen and C a s t a n ’s algorithm ; (c)
is from our algorithm Algol; and (d) is from our algorithm Algo2.

Figure 6.10: Weak contrast edges.
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(c)

(d)

(a) is from K ittler and H ancock’s algorithm; (b) is from Shen and C a s t a n ’s algorithm ; (c)
is from our algorithm A lgol; and (d) is from our algorithm Algo2.

Figure 6.11: The results for an indoor scene.
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(a)

(b)

(c)

(d)

(a) is from K ittler and H ancock’s algorithm ; (b) is from Shen and C a s t a n ’s algorithm ; (c)
is from our algorithm A lgol; and (d) is from our algorithm Algo2.

Figure 6.12: The results for the scene of a house.
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(a)

(b)

(c)

(d)

(a) is from Kittler and Hancock’s algorithm; (b) is from Shen and Castan’s algorithm; (c)
is from our algorithm Algol; and (d) is from our algorithm Algo2.

Figure 6.13: The results for the scene of a car.

C h a p ter 7
C on clu sion s
This dissertation addressed the problem of parallelization for com puter vision prob
lems. Com puter vision tasks process huge collection of pixel information. Tradi
tional approach with von Neumann architecture cannot keep up with the com puta
tional demands. Parallel architectures backed by the increasingly sophisticated VLSI
techniques have become more and more im portant. VLSI is best suited to computer
architectures composed of a collection of simple processors connected together in a
regular structure [59]. Mesh-locality which only requires local neighborhood com
munications and processors of a simple type is extremely useful.
In the foregoing chapters, we developed the theory and methodology to exploit
mesh-local parallelism, mainly for computer vision problems. Using Markov R an
dom Field theory as our theoretical basis and configuration dictionary m ethod as our
implementation tool, we have derived a new unified probabilistic relaxation scheme.
This scheme conveys global information by neighborhood operations, and iteratively
updates object labels. The mesh-local characteristics of the scheme makes it a good
choose for parallel implementation.
We have used this technique for edge detection. Many other techniques including
the recursive exponential filter, the zero-crossing of second order intensity difference,
and the JND concept are also employed to make edge detection efficient and robust.
The resulting algorithm obtains better edge connectedness and much improved noise
resistance.
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The problem of initial label assignment in our relaxation scheme has been dis
cussed. B etter initial estimation obtains better results.
This relaxation labeling scheme can also be used in many other lower- and
intermediate-level computer vision tasks, such as noise suppression, image restora
tion, edge enhencement, image segmentation, pixel classification, and feature ex
traction. This new scheme can also be applied to a variety of other recognition
problems in higher level com puter vision and in the area of Artificial Intelligence.
We also presented a mesh-local parallel algorithm for binary image skeletoniza
tion. The implementation of the chessboard distance makes the algorithm faster,
and makes the resulting skeletons preserve topological information better.

This

proposed algorithm has been successfully used in a hierarchical autom atic route
planning system. Parallel skeletonization techniques are also im portant for many
other applications such as optical character recognition, binary image compression,
fingerprint analysis, and biomedical applications.
For further research, the relation between relaxation technique and neural net
work is an im portant issue. [88, 23] have found th at the general relaxation scheme
and Hopfield networks are closely related. Since relaxation is a computational com
plex task, a study of dictionary based relaxation labeling methods and neural net
works has the potential to find an efficient massive parallel implementation.
O ther interesting questions or problems are:
• Compare and contrast relaxation labeling technique with simulated annealing.
Both are iterative and have similar computing structure.
• For the transformation T derived in Chapter 4, Its behavior after many iter
ations is difficult to predict and needs further study.
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• Recoverable parallel skeletonization technique are of interest to obtain fast
binary image compression with high compression rate.
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