We analyze the initial conditions bias in the estimation of brand choice models with structural state dependence. Using a combination of Monte Carlo simulations and empirical case studies of shopping panels, we show that popular, simple solutions that mis-specify the initial conditions are likely to lead to bias even in relatively long panel datasets. The magnitude of the bias in the state dependence parameter can be as large as a factor of 2 to 2.5. We propose a solution to the initial conditions problem that samples the initial states as auxiliary variables in an MCMC procedure. The approach assumes that the joint distribution of prices and consumer choices, and hence the distribution of initial states, is in equilibrium. This assumption is plausible for the mature consumer packaged goods products used in this and the majority of prior empirical applications. In Monte Carlo simulations, we show that the approach recovers the true parameter values even in relatively short panels. Finally, we propose a diagnostic tool that uses common, biased approaches to bound the values of the state dependence and construct a computationally light test for state dependence.
Introduction
Testing for and measuring brand loyalty, or persistence in brand choice, remains one of the oldest and most central themes in the empirical quantitative marketing literature [e.g., Brown, 1952 , Frank, 1962 . Typically, a consumer's complete, lifetime brand choice history is not observed, leading to an initial conditions problem [Heckman, 1981a] . The initial conditions problem arises when the initial observed loyalty state depends on unobserved aspects of consumer preferences, creating a specification error in approaches that treat the initial state as exogenous.
Due to the computational complexity of modeling the dependence of the initial conditions on unobserved consumer tastes, the extant literature has typically relied on assumptions that ignore the initial conditions problem. One approach assumes that the initial loyalty state is independent of preferences (initial state is exogenous) [e.g., Keane, 1997 , Dubé et al., 2010 , while the second one treats the first observed purchase occasion as having no loyalty (initial state is zero) [e.g., Seetharaman et al., 1999 , Shum, 2004 . Both approaches lead to inconsistent estimates of loyalty for fixed T and exhibit a small-sample bias (in T ) in the estimates. While this bias dissipates as T → ∞, the order of T required to eliminate the bias in practice can potentially be infeasible even with long panels spanning many years of shopping history.
We investigate the small-sample biases associated with ignoring the initial conditions problem when estimating a state-dependent brand choice model. In a series of Monte Carlo simulations, we show that the biases due to misspecified initial conditions is substantial even for panels that are longer than conventional CPG (consumer packaged goods) shopping databases, like those collected by Nielsen and IRI. We further show that the procedures used in the extant literature exhibit systematic forms of bias: in short panels, assuming an exogenous initial state leads to an upward bias in the estimated degree of loyalty, while assuming no initial loyalty (setting initial state to zero) leads to attenuation bias. These two biased approaches can be used to construct computationally simple estimators that approximately bound the degree of state dependence as a preliminary test that does not require modeling the initial conditions. We then propose a Bayesian estimator that incorporates the endogenous initial conditions into the likelihood function. This approach is based on the assumption that the stochastic process governing the joint distribution of prices and consumer choices is in equilibrium. This assumption is plausible in the vast majority of extant empirical applications, which study state dependence in mature consumer packaged goods (CPG) markets. To solve the computational challenge of evaluating the likelihood, we propose a simulation procedure that treats the initial state as an auxiliary variable and yields draws from the joint distribution of consumer preference parameters and initial states as part of the Gibbs sampling procedure. To sample the initial states, we compute the conditional probability of being in each state given the current draws of consumer preferences.
The sampler also accounts for the dynamics in prices, which we treat as the outcome of an estimated Markov process using the observed prices.
We test the performance of the proposed estimator in a series of Monte Carlo simulations and compare it to approaches that treat the initial conditions as exogenous. We find that our proposed approach recovers the true values of brand loyalty quite well, even in panels of moderate length.
Interestingly, the estimator that also addresses the dynamics in prices only performs slightly better than the estimator that treats prices as i.i.d., even when the true data-generating process involves Markovian prices. In contrast, naive estimators that ignore the initial conditions problem generate biases, even in long panels. Using the two naive approaches as bounds on the true value of the state dependence, our Monte Carlo simulations show that the bounds converge to the true value as we increase the panel length. We also find that the two bounds coincide at zero for a data-generating process with no state dependence.
We compare the same set of estimators in two empirical case studies of the margarine category.
The first case study comprises the 2.5-year panel shopping panel from Dubé et al. [2010] . The second case study comprises a 6-year panel from the Nielsen-Kilts Homescan (HMS) data. The estimates confirm the conclusions from the Monte Carlo simulations. As explained above, we can use the two naive estimators to bound the degree of state dependence above zero. We therefore conclude that there is indeed state dependence in consumers' brand choices. Our proposed estimator accounts for the dependence of the initial conditions on unobserved consumer preferences and generates an estimate of the state dependence that lies between the two naive approaches, as expected. The magnitude of bias when ignoring the initial conditions problem is of a factor of 2-2.5. For instance, our results suggest that Dubé et al. [2010] under-estimated the degree of brand loyalty by more than half.
These findings add to a large literature exploring biases in empirical models of state-dependent brand choice. The initial conditions bias we investigate herein builds on the seminal work of Heckman [1981a] and is similar to the biases associated with incorrect assumptions about initial beliefs in learning models [e.g., Shin et al., 2012] , a related form of structural state dependence, and the initial inventory state variable in the literature on stock-piling and dynamic discrete choice [e.g., Erdem et al., 2003, Hendel and Nevo, 2006] . 1 Our findings also build on the literature that has discussed the potential biases associated with unobserved heterogeneity in state-dependence models of brand choice [e.g., Heckman, 1991 , Keane, 1997 , Dubé et al., 2010 . However, controlling for unobserved heterogeneity does not resolve the initial conditions problem. Finally, our findings have supply-side implications for brand pricing. In particular, incorrectly assuming exogeneity in the initial observed loyalty state will bias the degree of brand loyalty, which in turn biases the dynamic incentives to firms when setting their prices [e.g., Dubé et al., 2008 Dubé et al., , 2009 .
The rest of the paper is organized as follows. Section 2 formalizes the initial conditions' problem in a model of consumer discrete-choice demand with heterogeneity and state dependence, and proposes a correction procedure. Section 3 tests the correction procedure and "naive" ways to treat the initial state in a Monte Carlo simulation exercise. Section 4 applies the estimation routines to two real-world datasets. Section 5 concludes.
Model and Estimation

Model
In this section, we focus on the familiar first-order Markov multinomial discrete choice model of demand [e.g., Chintagunta, 1998 , Keane, 1997 , Seetharaman et al., 1999 , Dubé et al., 2010 , which extends the discussion of binary choices in Heckman [1981b] . Consumers indexed by h = 1, ..., H make discrete purchase decisions j from a choice set A = {0, 1, . . . , J} during each of the time periods t = 1, ..., T . The j = 0 alternative indicates non-purchase.
The choice-specific utility of consumer h is:
.., β h J , γ h is a vector that includes the consumer's taste parameters and h jt ∼ i.i.d. EV(0, 1) are random utilities. The state variable s h t ∈ {1, . . . , J} indicates the consumer's current loyalty state. When choosing the alternative that the consumer is loyal to, j = s h t , the consumer receives the utility component γ h . Adding additional covariates in the utility function is straightforward, but for now we only consider the most minimal model structure to keep the exposition simple.
The consumer makes the discrete choice y h t = j if and only if
The corresponding probability that consumer h chooses alternative j is:
In the model, the choice in the previous period determines the current period's loyalty state. If the consumer chooses j = 0, the loyalty state in the next period will be s h t+1 = j. If the consumer chooses the outside option, j = 0, the loyalty state will remain unchanged, s h t+1 = s h t . Therefore, the loyalty state follows a Markov Process where the transition probabilities are derived from the conditional choice probabilities. The probability that the loyalty state transitions from s h t = j to
Following most of the prior literature, we assume that a consumer will never become loyal to the outside option. However, this is not an essential assumption and could be relaxed. For example,
we could allow for a loyalty (or rather: non-loyalty) state s h t = 0, such that a consumer who is in this state does not receive the utility component γ h for any choice.
The marginal probability of an observed choice in a given period depends on the probabilities of all possible choice histories up until that point. Formally, the marginal probability that consumer h chooses j in period t is
where s h t = (s h 1 , . . . , s h t ) and S t is the t-fold Cartesian product of the set of loyalty states, {1, . . . , J}. Furthermore, because s h t depends on s h t−1 and the choice y h t−1 , it is evident that the marginal probability of a loyalty state, Pr{s h t |Θ h }, depends on the entire prior choice process, and thus on Θ h . Even if the data included the very first period when a consumer made a choice and the initial loyalty state, s h 1 and Θ h would in general be dependent. For example, adjusting for prices and other covariates, a consumer will be more likely to be loyal to her most preferred alternative, i.e.
the alternative with the largest value of β h j . Only under some special conditions, such as when consumers are not loyal to any alternative in the initial period (Pr{s
s h 1 will be independent of Θ h .
We now consider the problem of statistical inference for the distribution of preference parameters. F Θ Θ h |θ is the prior for the population distribution of the individual preference parameters with a vector of hyper-parameters θ. For each consumer, we observe the choices y h = y h 1 , ..., y h T . 2 (y h |Θ h ) is the multinomial logit likelihood-contribution for consumer h:
Note the dependence of the likelihood on the distribution of the initial condition, Pr s h 1 = i|Θ h , which in general is dependent on the consumer-specific parameters Θ h .
One approach to solve the initial conditions problem is to assume that the process generated by the sequence of choices is in equilibrium. In our model, all choice probabilities (1) are strictly positive, and hence the distribution of the loyalty state converges to the stationary distribution π(
). The probability of the initial condition is Pr{s
The evaluation of the initial condition probability becomes more complicated when we include covariates in the choice model. Typically, we will includes prices in the choice-specific indirect utility function:
Assume that prices follow a Markov process with transition probability F p (p t+1 |p t ), and let
be the distribution of prices in the initial period. Let G t (p) be the implied distribution over the sequence of price vectors,p = (p 1 , . . . , p t ). Now the marginal probability that consumer h chooses j in period t is:
. (5) The marginal probability of the loyalty state, Pr{s h t |Θ h }, directly follows from (5).
In practice, many researchers have avoided estimators based on the likelihood (4) Seetharaman et al., 1999 , Shum, 2004 .
2. Set the initial state to zero, s h 1 = 0, implying that there is no loyalty to any of the alternatives in the first observed purchase period [e.g., Keane, 1997 , Dubé et al., 2010 .
Both approaches are expected to generate biased estimates of θ for samples with finite length T . 3
For the first approach, the bias arises from the ignored dependence of s h 1 on unobserved consumer tastes. Intuitively, the household's initial state is selected on the preference parameter vector Θ h , creating bias if there are idiosyncratic preference components that are unobserved to the 3 Another approach that has been proposed in the literature is to assume initial stationarity of the process, estimate π(Θ h ) with auxiliary data, and draw the initial state as part of the MCMC procedure, s h 1 ∼ π(Θ h ). While computationally convenient, such auxiliary data would need to be found on a case-by-case basis [e.g., Sudhir and Yang, 2014] , limiting the generalizability of this approach.
researcher. Assuming that s h 1 is exogenous is likely to create an upward bias in the estimate of γ, since the estimator will attribute some of the persistence in choices to s h 1 and not to the preference components, β j .
The second approach is expected to generate attenuation bias in γ due to the misspecification of the initial condition, which is assumed to be s h 1 = 0. The estimator is likely to attribute some of the persistence in choices to the preference components β j and not to the state dependence.
Bayesian MCMC Estimation
In this section we describe the MCMC estimator we use to derive the posterior distribution of the taste parameters for the multinomial logit model with state dependence described above in section 2.1. We then describe how we modify the MCMC algorithm to specify the initial conditions. We use the unconditional (on the initial condition) likelihood (4). This approach is similar to Heckman [1981b] 's frequentist estimator that integrates the initial state variable out of the likelihood. Here, we apply a Bayesian approach that treats the initial state as an auxiliary variable.
Exogenous initial conditions
We begin with the case where the initial condition is observed and exogenous. This approach gives rise to the standard, random coefficients logit discrete choice model. In addition to the initial conditions problem discussed in section 2.1, we also address the well-known challenge of separating heterogeneity and state dependence. To ensure that we fully control for heterogeneity in tastes between households, we follow Rossi et al. [2005] and use a hierarchical prior. At the first stage, we specify a K-component mixture of normals distribution for Θ h H h=1
. At the second stage, we specify priors on the parameters of the mixture of normals:
where ·|· are conditional distributions and b comprises all the hyperparameters of the priors for both the mixing probabilities and the mixture components. To facilitate the MCMC algorithm, we also introduce the notation ind h ∈ {1, . . . , K}, the latent variable indicating the mixing component from which an individual's preferences are drawn. We specify ind h as a K-category multinomial random variable with outcome probabilities λ = (λ 1 , ..., λ K ) . Following Rossi et al. [2005] , we specify Dirichlet, normal, and Inverse-Wishart priors on λ, µ k and Σ k , respectively, which we denote F b , and use the same prior hyperparameter settings as in Dubé et al. [2010] . To sample from the resulting posterior distribution, we use a hybrid MCMC procedure with a customized Metropolis chain [Rossi et al., 2005] for the draws of Θ h and a standard Gibbs sampler for the draws of ind h , λ and {µ k , Σ k }. The sampling process is
The first step consists of drawing {µ k , Σ k } from a multivariate regression model conditional on the draws of the components, ind, and draws of consumer preferences, Θ. The second step consists of drawing the components ind h conditional on λ, the prior probability of membership in each component, Θ h , the consumer-level preferences, and {µ k , Σ k }, with the multinomial probabilities in the form of likelihood ratios weighted by λ. The third step consists of drawing λ conditional on the updated mixture memberships, ind. Finally, the fourth step consists of the Metropolis step to draw Θ h conditional on the distribution of consumer preferences, {µ k , Σ k }, the component draw 
Extension to include Pr {s
We treat s 1 as an auxiliary variable, adding a draw from s 1 into the MCMC sampling procedure.
Throughout this section, we assume that the choice process is initially in equilibrium.
In the absence of prices, it is straightforward to compute the steady state probabilities of each 4 Our set-up closely follows Rossi et al. [2005] , and we refer the interested reader to it for details.
loyalty state. Let
denote the matrix of transition probabilities. Since the choice process consists of an ergodic, finite-state Markov chain, the distribution over loyalty states converges to the unique stationary
, where ι is a J-vector of ones, π(Θ) is a row vector, and the state-specific probabilities, π(Θ) = (π 1 (Θ), ..., π J (Θ)), are strictly positive. We can then solve for the steady-state probabilities,
The incorporation of prices into the choice process complicates the computation of the steady state. Since the initial prices in period zero, p 0 , are typically unobserved, the distribution over the initial state has the form
The dependence on the observed prices, p 1 , ..., p T , arises because these prices are in general informative about p 0 . For instance, if the price process is Q-order history-dependent, then p 0 depends on the prices in periods t = 1 . . . Q. The price p 0 affects the choice in period 0 and thus the realized loyalty state in period 1.
In the remainder of the paper, we will assume that prices have support in a discrete set
Below we describe the sampling procedure of Pr s 1 |p 1 , ..., p T , Θ h for the cases of i.i.d. and
Markov price processes. We propose simulation-based solutions to the initial conditions problem that incorporates a draw of s 1 into the MCMC procedure:
Figure 2 provides a DAG for the adjusted sampling procedure.
Price Process is i.i.d.
When prices are i.i.d., the unobserved value of p 0 does not depend on the observed prices, p 1 , ..., p T , simplifying the marginal distribution of the initial states to π(Θ) = (π 1 (Θ), ..., π J (Θ)).
To compute π(Θ), we use the following approach: 1. Use a frequency estimator to estimate the discrete distribution of prices, Pr
2. For each price state ζ n and loyalty state s t , compute Pr s t+1 |p t = ζ n , s t , Θ h , using equations (1) and (2).
3. Compute the transition probability of s, unconditional on p 0 :
4. Compute the marginal distribution of loyalty states, π(Θ h ), which is a left eigenvector of the transition probability matrix with elements Pr s t+1 |s t , Θ h .
Price Process is Markov
When prices follow a Markov process, calculating the marginal distribution of the initial state is more complicated because now the state will depend on the observed prices, p 1 , ..., p T , as explained above. We assume that prices follow a first-order Markov process, an assumption that has frequently been made in the literature. Note that conditional on p 1 , the prices p 2 , ..., p T provide no additional information about p 0 in the case of a first-order Markov process. Hence, the distribution over the initial loyalty state conditional on the observed sequence of prices, π (p 1 , Θ), depends on p 1 only.
We use the following approach to compute the initial distribution of the loyalty state:
1. Estimate the transition probabilities of the price process, Pr p t+1 = ζ n |p t = ζ j = ρ jn , using a frequency estimator. If the price process is ergodic, we compute the stationary distribution
2. For each household h, simulate the price chain backwards for periods t = 0, −1, . . . , −S.
The draws are obtained assuming that the price process is in equilibrium, which implies the conditional probability distribution:
3. Draw a state s h −S in period t = −S from an exogenous distribution (in the simulations we assume that s h −S is uniformly distributed over the domain of possible states). Conditional on the price draws obtained in step 2, p −S , . . . , p 0 , use the conditional choice probabilities to simulate a sequence of choices and states to obtain a draw s h 1 .
4. Repeat steps 2 and 3 L times, and obtain an estimate of π p 1 , Θ h based on the empirical
Monte Carlo Experiments
We now conduct a series of Monte Carlo experiments to assess the degree of bias due to the initial conditions problem. Of particular interest is the relationship between the bias and the dimensions of a consumer panel database.
Design
As in section 2.1, we assume that consumer h obtains the following indirect utility from purchasing product j at date t:
p jt is the price of the product j, and the parameter vector is
We use the following random coefficients specification to accommodate the persistent heterogeneity in tastes between consumers:
To calibrate the parameter values, we use demand estimates based on the Nielsen-Kilts consumer panel purchase data for the margarine category. We discuss the estimates from the Nielsen-Kilts data in section 4.2, and describe the panel data in Appendix 6.1. Accordingly, we set J = 4 and use the following hyper-parameter settings for the population distribution of tastes: 
We assume that the price process is independent of the product choices of individual consumers and estimate it using the empirical distribution of the observed prices in the Nielsen data. Accordingly, we estimate the first-order Markov price process Pr p t+1 = ζ n |p t = ζ j = ρ jn , with prices discretized into N = 100 mass points using k-mean clustering of the observed price vectors.With this design, the shares of shopping trips during which brands 1-4 are purchased are 14%, 22%, 16%, and 17%, respectively. The outside option is chosen on 31% of the trips.
D denotes the data used for estimation. For each synthetic dataset, we simulate a panel for 1, 000 time periods (or trips to the store) and H ∈ {500, 2000} households. To ensure that the simulated data are not influenced by the initialization of the price and choice processes, we drop the first 100 simulation periods and retain the remaining T = 900 periods for each household.
We compare four estimation approaches that differ based on the respective treatment of the initial conditions:
1. Retain the first observation for each household and set s h 1 = 0.
2. Include the conditional choice probability in the first period assuming that the initial state, s h 1 , is observed, but ignore the marginal probability of the initial loyalty state, Pr s h 1 |Θ h , in the likelihood function.
3. Assume that the price process is i.i.d., and draw s h 1 ∼ π(Θ h ) as an auxiliary variable that is drawn from the stationary distribution of loyalty states, as described in section 2.2.3.
4. Treat the price process as first-order Markov, and draw the auxiliary variable s h 1 from π p 1 , Θ h , as described in section 2.2.4.
For each of the four estimation approaches we perform R = 100 independent replications, and we estimate each of the model specifications for each replication.We report summary statistics of the posterior mean of the first-stage prior, i.e. random coefficients distribution, of the state dependence parameter, γ. First, for replication r and draw d we calculate
Here, λ k,dr is the d th draw of the mixture probability for component k, and µ k,dr and Σ k,dr are the corresponding draws of the mean and variance of component k. 7 We then average over all D MCMC draws to obtain the posterior mean and variance of the first-stage prior in replication r:
µ γ,r is the γ-component ofμ r , andσ γ,r is the square root of the γ-component of the diagonal of
We report the mean and standard deviation ofμ γ,r andσ γ,r across the R replications, and we also report the corresponding 2.5 th and 97.5 th percentiles. Finally, we report the percentage of replications where the true values of µ γ and σ γ are contained in the respective 95% posterior credible intervals.
Monte Carlo Results
Main Results
In this section we contrast the various approaches to specifying the initial conditions and their respective abilities to recover the true preference parameters in the presence of state dependence (γ h > 0). We discuss the small-sample properties of γ h for panels that vary in the length of T .
Our first experiment uses a design intended to mimic a panel length of approximately 6 years, which is much longer than the panels used in the extant literature. and T = 220 respectively. 9 Hence, for our first experiment, we use a balanced panel with T = 30 for 7 We show the formulas for µ k,dr and Σ k,dr for the case of arbitrarily many mixture components. If K = 1, the formulas simplify in an obvious manner.
8 For example, Keane [1997] used all trips over a 60-week period, Dubé et al. [2010] use a subset of all trips over a 120-week period, and Seetharaman et al. [1999] use all the weeks in a 3-year period.
9 Recall that T is based in part on our definition of the outside good, which we define as a purchase of any each household, which is a long panel compared to the CPG datasets used in the extant literature.
In Table 1 , we compare the results for each of the 4 model specifications. Columns (1) and (2) present the estimates of the meanμ γ,r andσ γ,r for the cases when the initial condition is set to s h 1 = 0 and when Pr s h 1 |Θ h is not included in the likelihood, respectively. The estimates of botĥ γ andσ γ are biased. Across our 100 replications, the true values of µ γ and σ γ never lie inside the 95% credible interval. Moreover, µ γ and σ γ lie outside the (2.5 th , 97.5 th ) percentile range of the point estimates across the simulations.
Columns (3) and (4) present the estimates of meanμ γ,r andσ γ,r for the cases where we correct the likelihood of the initial conditions to account for both the choice and price processes; although column (3) makes the incorrect simplifying assumption that the price process is i.i.d.. Across the 100 replications, the estimates are close to the true values of µ γ and σ γ , which fall within the (2.5 th , 97.5 th ) percentile range of the point estimates and over half the 95% credible intervals.
Interestingly, the point estimates for the i.i.d. price scenario (column 3) and Markov price scenario (column 4) are qualitatively similar, even though the true price process is simulated as Markov.
However, using the correct Markov specification on prices slightly improves the coverage ofμ γ,r . 10
In sum, we find that even with a simulated panel that would be deemed "long enough" based on past research, we still find bias in the two specifications that exhibit specification error in the likelihood of the initial conditions. To understand the source of this bias, first recall that consumers select the outside option on 31% of the trips. So when T = 30, the average consumer makes only 22 purchases and the number of observed transitions in the loyalty state has a mean and median of only 3.87 and 2 respectively. Moreover, the loyalty state never deviates from its initial value for 45.4% of the consumers in our simulated sample. Consequently, even with T = 30, we may not other product in the margarine category. This reduces the number of outside option choices in the data and makes the simulations more efficient. All results presented below qualitatively hold if we define the outside option as any purchase of a spreadable product or as any trip to a store, after adjusting T accordingly. 10 Since coverage is computed using only 100 Monte Carlo simulations, differences in the coverage ofσγ,r in specifications (3) and (4) can occur by chance.
observe enough state transitions to avoid a small-sample bias due to initial conditions. 11 In Table   9 of Appendix 6.3, we further show that even for an unrealistically long panel with all consumers having T = 100 observations, specifications (1) and (2) still lead to a significant (although smaller in magnitude) bias, while specifications (3) and (4) correctly recoverμ γ,r andσ γ,r .
Results By Number of Purchases
To explore when a dataset is capable of eliminating the initial conditions bias, we next run experiments that balance the panel based on the number of observed purchases, T purch , instead of on the number of purchase occasions (i.e., trips). We draw the data set for T = 1, 000 time periods for N consumers, remove the first 100 simulated choices and then retain T purch trips per consumer, truncating after T purch purchases are observed. 12 Following standard practices in the extant brand choice literature, we exclude consumers who do not make at least T purch choices in T periods. As a result, our simulation sample is slightly less than N across the simulation conditions, which we report with the results. In Table 3 , we compare the results for several scenarios that re-balance the panel on T purch ∈ {5, 10, 25, 100} to examine the role of the number of observed purchases. We also vary N ∈ {500, 2000} to examine the role of the size of the cross-section of consumers used.
This common approach to constructing a panel with a sufficient number of purchases selects on consumers' unobserved tastes. It is therefore even more crucial in this scenario to verify whether, even in very long panels, it is possible to recover the true parameter values in practice.
Since the loyalty parameter is identified by the observed spells in the data, we summarize the number of spells for each of our scenarios in Table 2 . For realistic values of T purch ≤ 10, which is approximately consistent with typical purchase panel lengths used in practice, we observe very few spells per consumer (e.g., less than 3 on average) and over half the panelists fail to deviate from their initial loyalty state. It is only when we increase T purch well above these realistic scenarios that we see considerably more spells. When T purch = 100, almost 80% of the panelists deviate from their initial state at least once and the average panelist has 16.2 spells. When T purch = 100, the mean and median panel length across simulated consumers is T = 176.3 and T = 112, respectively, corresponding to well over a decade of purchases per household. Table 3 presents the Monte Carlo results. Column (1) presents the estimates of the mean ofμ γ,r andσ γ,r when the initial state is set to zero (i.e. ignore initial conditions in first observed period).
Confirming the results in Table 1 , meanμ γ,r andσ γ,r are systematically underestimated, across all the T purch and N conditions. For the case when N = 2, 000 households, the true in-sample values of µ γ and σ γ are almost never covered by the 95% credible interval, even when each panelist 11 Changing the definition of the outside good to increase the number of observations (e.g., to include more of the observed store trips) would not remedy this problem since it would only increase the number of non-purchase observations without changing the number of observed state transitions. 12 We remove the first 100 simulated choices for each consumer to make sure that the initial state in the data is drawn from the stationary distribution of consumer choices. makes T purch = 100 purchases, corresponding to on average 176.3 trips. For the case of N = 500 households, the coverage is slightly higher due to a higher variance in the posterior point estimates, but still well below our criterion of 95%. The true in-sample values of µ γ and σ γ lie outside of the (2.5 th , 97.5 th ) percentile range across the point estimates in each replication for most of the cases. Although, when T purch = 100, µ γ is just inside the range and σ γ is just outside the range, suggesting that increasing T purch does indeed reduce the bias.
Column (2) of table 3 presents the estimates when the initial state is set correctly but treated as exogenous. In this case, the mean ofμ γ,r andσ γ,r are overestimated for all but the largest values of T purch . For small values of T purch ∈ {5, 10}, the true in-sample values of µ γ and σ γ are never covered by the 95% credible interval, and the (2.5 th , 97.5 th ) percentile range of the point estimates across replications is shifted substantially to the right of the true values. Once again, the bias appears to decline as we increase T purch . For T purch = 25, the bias is small and for T purch = 100, the bias appears to have dissipated.
Columns (3) and (4) of table 3 present the estimates of the mean ofμ γ,r andσ γ,r with the initial state drawn as an auxiliary variable in the MCMC routine. For all T purch and N specifications, the recovered estimates are close to the true in-sample values of µ γ and σ γ . The (2.5 th , 97.5 th )
percentile range of the point estimates across replications also contain the true values. However, it is only when we use larger values of T purch that we start to see the true values falling within the 95% posterior credible intervals for at least 90% of the replications. Interestingly, while our price process was simulated as Markov, our treatment of prices in the MCMC sampling either as i.i.d.
or Markov has little effect on the resulting point estimates. Using the correct Markov specification on prices only slightly improves the coverage when N = 500, for instance.
In sum, specification (1) leads to a substantial attenuation bias in γ, specification (2) overestimates the mean and variance of γ, and specifications (3) and (4) correctly recover the state dependence distribution in the majority of the cases. When T purch = 5, the relatively low performance in terms of percentage of replications where the posterior credible intervals contain the true values is due to the fact that many households do not switch brands with so few observed purchases.
In practice, researchers do not truncate their purchase panels above at a maximum number of purchases. Rather, a researcher would likely pre-screen their sample to ensure that retained panelists always have at least some minimum number of purchases. For instance, Honore and Kyriazidou [2000] show that the identification of the state-dependent choice model using a fixed effects approach to capture persistent, unobserved heterogeneity requires T purch ≥ 3. To replicate this approach, we repeat the same Monte Carlo design as above but simulate the number of purchases per household from the empirical distribution of purchases based on Nielsen-Kilts data, truncated at T purch . 13 In this scenario, T purch is a lower bound on the number of observed purchases per panelist.
When we use T purch as a lower bound, we mechanically obtain more information than in the balanced scenario. At the low end, T purch ≤ 5 generates a mean and median number of spells of 3.61 and 2.0 respectively, although 49% of panelists still fail to deviate from their initial loyalty state.
At the same time, we now have 446 households with at least 20 purchases. Of interest is whether pooling households with short purchase histories contaminates our final estimates even though we have a substantial number of households with long histories. At the high end of T purch ≥ 100, the mean and median number of spells is 19.3 and 10 respectively, and only 22% of panelists fail to deviate from the initial loyalty state. However, as before, T purch ≥ 100 corresponds to an unrealistically long panel length, implying a mean and median number of observed trips of T = 195 and T = 144 respectively.
We report the results from this second set of experiments in Table 4 . Most of our findings are qualitatively similar to those in Table 3 . The key difference is that our corrected procedures (columns 3 and 4) now perform even better, likely because we have more brand-switching in these data.
There are several important take-aways from these results. First and perhaps most important, we find systematic short-sample biases in γ, the coefficient on the loyalty state, when we use a model that mis-specifies the likelihood over the initial states, even with a relatively wide cross section (N = 2, 000) and long panel (T purch = 100). Interestingly, in the unbalanced case, where we observe many purchases for most consumers, the inclusion of consumers with few (e.g., T purch < 10) purchases (a typical case for CPG categories) still biases the estimates. 14 In this sense, the results in Table 4 when T purch ≥ 5 and N = 500 are close to what we expect in an application of demand estimation with state dependence in a CPG category. Columns (3) and (4) of Table 4 show that we obtain largely unbiased estimates once we account for the likelihood of the initial conditions. Second, the directions of the bias in specifications (1) and (2) allow us to bound the mean of the state dependence coefficient, µ γ , without estimating the more computationally complex procedures that account for the likelihood of the initial conditions. When we set the initial states to 0 (specification 1), the estimates of µ γ are downward biased. Intuitively, setting s 0 = 0 forces the estimation procedure to infer that the first purchase of each consumers is fully driven by consumers' T purch is now a lower bound on the number of observed purchases per retained panelist. Point estimates are the means ofσ γ,r andσ γ,r across r.
persistent preferences for the product, β, and price sensitivity, α. In practice, however, the first observed choice is also determined by the true initial state. Correspondingly, there is attenuation bias in the µ γ estimate. Conversely, when we drop the initial choice and correctly define the initial state but treat it as exogenous (specification 2), µ γ is overestimated. Now the estimation routine assumes that the consumer has arrived in the initial state by pure chance, ignoring the fact that the initial state is a function of the consumer's preferences. As a result, any subsequent choices of the consumer that match the initial state are attributed to the state dependence process and not to consumer's preferences, leading to an upward bias in the µ γ estimate.
A Diagnostic Tool
The Monte Carlo results in section 3 suggest a simple method for diagnosing whether or not a state dependence correction is necessary when analyzing a given choice-panel dataset. While we do not derive an analytic characterization of the biases associated with the various approaches for handling the specification of the initial conditions, the results herein are suggestive of a computationally simple approach for bounding the degree of state dependence in a purchase panel. To bound the true value of µ γ , one can use the two ad hoc estimators:
1. Lower bound: retain the first observation for each household and set s h 1 = 0 2. Upper bound: drop the first observation so that s h 1 is observed, but ignore Pr s h 1 |Θ h in the likelihood.
If the bounds are tight, there will be no benefit to estimating the more computationally intensive, corrected approaches that we proposed.
In Figure 3 , we plot the mean ofμ γ,r across Monte Carlo replications along with the corresponding (average) credible intervals. We report these statistics for both the balanced and unbalanced panels, for panel size N ∈ {500, 2000} and length T purch ∈ {5, 10, 25, 100}. The bounds are wide for low values of T purch and narrow as T purch increases. The correct value always lies within the bounds. At T purch = 100, the difference between the bounds is small, with an expected difference of 0.103 (9.8% of the true µ γ ).
In Figure 4 we conduct a similar exercise using a new Monte Carlo design with no state dependence: µ γ = σ γ = 0. Subfigure (a) presents the average values ofμ γ,r in our main specifications for different levels of T purch . As expected, almost all specifications recover the true value of µ γ . 15 Subfigure (b) plots the range of the bounds implied by the estimates of the specifications (1) and (2) with its corresponding 95% posterior credible interval. For all T purch , we cannot reject that the range of the bounds is zero (in other words, the difference in the mean ofμ γ,r between specifications 15 A notable exception is the upper bound specification with T purch = 5. In this case, state dependence is slightly overestimated (the estimate is around 0.069 with a 95% posterior credible interval of (0.02, 0.119). This result shows that the model struggles to separate out state dependence and heterogeneity when T purch is small. Shaded region represents an average of 2.5% and 97.5% quantiles across the Monte Carlo replications. "True gamma" almost exactly coincides with specification 4 in all subfigures.
1 and 2 is not statistically significant), implying that the initial conditions correction method is not necessary. 16 Overall, our findings indicate that the computationally simple ad hoc approaches can be used as a preliminary check for positive state dependence. In the absence of state dependence, these estimators appear to generate the correct bound of zero even for short panels. In the presence of state dependence, the bounds converge as the panel length increases, potentially providing a diagnostic check for whether a given dataset is sufficiently long to be able to ignore the initial conditions without biasing the parameter estimates.
Empirical Application
The simulations in Section 3 demonstrates how the misspecification of the likelihood of the initial conditions can bias demand estimates, even in moderately long panels. To illustrate this problem in practice, we now estimate the same four specifications from Section 3 using two actual consumer purchase panels for the margarine category. The panels are from the Denver Scantrack Data in Dubé et al. [2010] and from the Nielsen-Kilts Homescan Data for 2006-2011.
Denver Scantrack Data
Our first implementation uses the data in Dubé et al. [2010] . The data contain 429 households making tub margarine purchases in the Denver Scantrack between January 1993 and March 1995.
The choice set comprises the four leading margarine brands. On average, households make 16.7
purchases from this choice set (ranging from 3 to 92) over the sample period. We refer the interested reader to Dubé et al. [2010] for a detailed description of the data and the estimation sample.
We estimate the price process as follows. We discretize the support of the vector of observed prices charged by the four brands by classifying the observed prices into 100 clusters, using the cluster centers as prices states. We then estimate the transition probability matrix of prices across the states using the frequency estimator. To account for the frequency of shopping trips of consumers, we compute the median number of days between the shopping trips of consumers in the Nielsen data (4 days) and simulate the price process assuming that consumers observe prices (make shopping trips) every 4 days. Although not reported herein, all our estimated state transitions have positive probabilities and therefore our empirical price process satisfies the required ergodicity condition. 17 Table 5 reports the posterior expectation of the mean and standard deviation of the first-stage prior,μ andσ, for each of the four specifications discussed in section 3.1. As expected, we observe large differences in our parameter estimates for specifications (1) and (2), which treat the initial conditions as exogenous, versus specifications (3) and (4), which model the dependence of the initial states on unobserved consumer tastes. As in the Monte Carlo experiments, setting the initial states to zero (specification 1) leads to much smaller estimates ofμ γ andσ γ , than the specifications that incorporate the likelihood of the initial states (specifications 3 and 4). Treating the initial states as exogenous (specification 2) leads to much higher estimates ofμ γ andσ γ than the specifications that model the likelihood of the initial states (specifications 3 and 4). These differences are significant in the sense that a 95% posterior credible interval of the difference in the posterior expected point estimate does not contain zero. Interestingly, the estimates in specifications (3) and (4) We also observe corresponding differences in some of the other preference parameters. However, there does not appear to be any systematic pattern in these differences.
These findings are consistent with our Monte Carlo experiments. The differences between our first two specifications and second two specifications are broadly consistent with the biases documented in section 3. These findings suggest that the estimated levels of loyalty documented in Dubé et al. [2010] underestimate the actual degree of loyalty in the margarine category. 18 
Nielsen-Kilts Data
We now repeat the analysis from Section 4.1 using the Nielsen-Kilts Homescan data. The advantage of these data is that we can construct a much longer choice panel to see if the biases documented above persist when a longer choice sequence is available to the researcher.
We construct our purchase panel by combining the Nielsen-Kilts Homescan and RMS datasets. 19
For details on the construction of the estimation sample see Appendix 6.1. The sample contains 1,829 households that constitute at least 85% of their observed margarine purchases in a single chain observed in the RMS database. To mimic the design of the Denver sample used above, we focus our analysis on 15 oz and 16oz tubs of margarine, the top-selling pack size, and the four topselling brands: "Imperial," "I Can't Believe Its not Butter," "Blue Bonnet," and "Smart Balance."
We collapse the resulting 31 UPCs into four brand "items." In the final estimation sample, we observe a mean and median number of purchases per household of 12.66 and 7 respectively.
As before, we estimate each of the four specifications. Table 6 reports the posterior expectation ofμ andσ for each of the four specifications. We replicate all the key substantive conclusions from the Denver Scantrack data. Thus, the results from specifications (3) and (4), which address the dependence of the initial conditions on unobserved consumer tastes in the likelihood, generate similar estimates. In Table 7 , we report the differences in posterior estimates of the mean and standard deviation of γ between our first two specifications, which likely have misspecified initial conditions, and specification (4) which simulates the likelihood of the initial conditions. Consistent with our Monte Carlo evidence, we find that specification (1) yields a significantly smaller estimate (in a statistical sense) than specification (4), whereas specification (2) is significantly larger. In both comparisons, we reject the hypothesis of equal µ γ and σ γ values with at least 95% posterior
probability.
An advantage of the Nielsen-Kilts data is the fact we can track some households for a relatively long period. To investigate the role of "big T purch ," we estimate the four specifications using only those households for which we observe at least 10 purchases, leaving us with a sample of 713 households. We report the estimates in Table 8 . As in our Monte Carlo experiments, we still observe differences between specifications (1) and (2) relative to (3) and (4). However, as we increase T purch , while the differences in the estimates of the distribution of γ in specifications 1 and 2 become smaller, there is still a detectable bias. In addition, the estimates based on the truncated sample are substantially different from the full sample estimates (Table 6 ).
Conclusions
While the initial conditions problem associated with the state-dependent choice processes has been discussed in the econometrics literature since at least Heckman [1981b] , most of the empirical 19 We use RMS data to get the product prices in a given store during the week of the household's purchase. Table 7 : Posterior estimates of the differences in γ across specifications (95% posterior credible intervals in brackets). µ
γ −σ We restrict our sample to households that make at least 85% of their margarine purchases in the same retail chain. This restriction ensures that the households face the same price process over time, a useful simplification for our proposed approach that estimates the Markov price process. In addition, for each brand, we retain the packaging type with the highest sales. 20 We then retained those stores for which all 4 products are observed. Finally, we retained those households making at least 3 purchases during the sample period.
Our final estimation sample comprises 1,829 households making 23,173 purchases from our set of 4 products. In the sample, the mean and median number of purchases per household are 12.7 and 7 respectively. We define the outside option as a purchase of any other margarine product in the store. In contrast with other typical definitions of the outside good (e.g., every trip to the store), this definition reduces the total number of trips in the estimation panel along with the rate at which the outside option is chosen. Households purchase the outside option on 16,998 occasions, or 42.3% of the trips. 21
20 The less popular packaging types for Blue Bonnet and Smart Balance each sold one tenth as much as the more popular size and represented only about 2.2% of the purchases in the sample 21 An alternative way to define an outside option is as a purchase of any spread. In this case the outside option would be chosen on 75.3% of the trips. 
Appendix D: Robustness of Results to Alternative Values of µ γ
To check the robustness of our findings in section 3.2 to alternative magnitudes of state dependence, we re-run the Monte Carlo simulations using the values µ γ ∈ {−1, 0.5}, holding all the other true parameter values the same as before. We expect similar qualitative findings for µ γ = 0.5 because this specification still generates positive state dependence. However, the bias results are less clear for µ γ = −1 because when γ < 0, consumers exhibit variety-seeking. Variety-seeking should cause more consumer brand-switching, which in turn generates more information about state dependence even in a short sample. Moreover, this brand-switching offsets the dependence of the choice history on the initial state. Consequently, we still expect specification (1), which sets the initial state to zero, to generate attenuation bias in the γ estimate. However, the magnitude and direction of bias in specification (2), which treats the first observed loyalty state as exogenous, is unclear. Figure 6 visualizes the estimates for µ γ ∈ {−1, 0.5}. Subfigure (a) presents the mean ofμ γ,r estimates when µ γ = 0.5. As expected, specification (1) underestimates the true state dependence and specification (2) overestimates the true state dependence, as we found earlier in section 3.2.
More important, our proposed estimator , specification (4), recovers the true value of µ γ .
Our results differ from those in section 3.2 when µ γ = −1. Specification (1) still under-states the magnitude of state dependence. The bias disappears only once we increase T purch to 100, a very long panel length. Surprisingly, specification (2) does not appear to generate any bias, even when T purch is small. As explained above, this finding may be due to the fact that the increased brand-switching induced by γ < 0 reduces the dependence of the purchase history on the initial state. Finally, as before, our specification that models the role of the initial conditions recovers the true value of µ γ . While our interest herein is mainly on loyalty (i.e., positive state dependence), a deeper understanding of initial conditions bias under variety-seeking may be an interesting direction for future research. Table 10 presents the estimated values of mean ofμ γ,r andσ γ,r . The results provide more information about the estimates presented in Figure 6 -specifications (3) and (4) correctly recover the true distribution of γ, while specification (1) generates biases in both the mean and dispersion. Specification (2) generates biased estimates when µ γ = 0.5 but appears to recover the true distribution of γ when µ γ = −1. 22 22 A small exception is the case of T purch = 5 when µγ = −1: the coverage for specification (2) are lower than 95%. Figures present the mean ofμ γ,r and the corresponding average credible intervals as a function of T. Case of the unbalanced panel and N = 2,000.
