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Abstract
This paper obtains some characterizations for the ordinal sum in the sense of Ertugˇrul and Yes¸ilyurt
of two binary operations (not necessarily t-norms) being increasing or a t-norm, answering an open
problem posed by Ertugˇrul and Yes¸ilyurt in [12].
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1. Introduction and preliminaries
Triangular norms (t-norms) on the unit interval were systematically investigated by Schweizer
and Sklar [21], aiming at an extension of the triangle inequality. In recent years, t-norms on
more general structures (e.g., posets [7, 22] and bounded lattices [6, 8]) have been proposed
and extensively investigated. The concept of ordinal sums in the sense of Clifford [4] not only
provides a method to construct new t-norms from a few given ones, but also leads to an important
representation of continuous t-norms as ordinal sums of isomorphic images of the product and
the  Lukasiewicz t-norm (see [13, 16, 18]). Saminger [19] extended the ordinal sum of t-norms on
the real unit interval [0, 1] to the ordinal sum of t-norms on subintervals of a bounded lattice,
and obtained some characterizations of an ordinal sum yielding again a t-norm on some bounded
lattice, whereas the operation is determined by an arbitrary selection of subintervals as carriers
for arbitrary summand t-norms. However, Saminger’s ordinal sum of t-norms on subintervals
of a bounded lattice does not always generate a t-norm even in the case of a single summand.
Some researchers [17, 20] characterized when Saminger’s ordinal sum of t-norms always leads to
a t-norm, while other researchers attempted to modify Saminger’s ordinal sum or considered the
ordinal sum problem for a particular class of lattices (see [2, 3, 5, 9, 10, 11, 14]). For instance,
Medina [17] obtained a characterization when Saminger’s ordinal sum of t-norms is also a t-norm
on some bounded lattice. Ertug˘rul et al. [10] modified Saminger’s ordinal sum to extend a t-norm
on a special subinterval [a, 1] to the whole bounded lattice. Another new ordinal sum construction
for this special case was considered by C¸aylı [2, 3]. El-Zekey [9] studied the ordinal sum of t-
norms on bounded lattices that can be written as a lattice-based sum of lattices. Meanwhile, the
construction of ordinal sums of t-norms with one summand t-norm acting on a subinterval [a, b]
(a, b ∈ L \ {0, 1}) of a bounded lattice L was studied by some authors (see [5, 11, 14]).
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A lattice [1] is a nonempty set L equipped with a partial order ≤ such that any two elements
x and y have a greatest lower bound (called meet or infimum), denoted by x ∧ y, as well as a
smallest upper bound (called join or supremum), denoted by x ∨ y. A lattice is called bounded if
it has a top element and a bottom element. For x, y ∈ L, the symbol x < y means that x ≤ y
and x 6= y. The elements x and y in L are comparable if x ≤ y or y ≤ x. Otherwise, x and y are
called incomparable if x  y and y  x. In this situation, we use x‖y notation when x and y are
incomparable. The set of all elements of L that are incomparable with a is denoted by Ia, i.e.,
Ia = {x ∈ L : x‖a}.
Throughout this paper, let (L, ≤, 0, 1) denote a bounded lattice with top element 1 and
bottom element 0.
Definition 1. [1] Let (L, ≤, 0, 1) be a bounded lattice and a, b ∈ L with a ≤ b. The subinterval
[a, b] is defined as [a, b] = {x ∈ L : a ≤ x ≤ b}. Other subintervals such as [a, b) and (a, b) can
be defined similarly. Obviously, ([a, b], ≤) is a bounded lattice with top element b and bottom
element a.
Let (L, ≤, 0, 1) be a bounded lattice, [a, b] be a subinterval of L, and T1 and T2 be two
binary operations on [a, b]. If, for all (x, y) ∈ [a, b]2, the inequality T1(x, y) ≤ T2(x, y) holds, then
we say that T1 is smaller than T2 or, equivalently, that T2 is larger than T1, and we write in this
case T1 ≤ T2.
Definition 2. [15] Let (L, ≤, 0, 1) be a bounded lattice and [a, b] be a subinterval of L. A
binary operation T : [a, b]2 −→ [a, b] is said to be a t-norm on [a, b] if, for any x, y ∈ [a, b], the
following conditions are satisfied:
(T1) (commutativity/symmetry) T (x, y) = T (y, x) for x, y ∈ [a, b];
(T2) (associativity) T (T (x, y), z) = T (x, T (y, z)) for x, y, z ∈ [a, b];
(T3) (monotonicity) T is increasing with respect to the both variables;
(T4) (neutral element) T (b, x) = T (x, b) = x for x ∈ [a, b].
Recently, Ertugˇrul and Yes¸ilyurt [12] proposed an ordinal sum method to product a t-norm on
a bounded lattice L via the t-norms on many subintervals of L and obtained the following result.
Meanwhile, they [12] presented an open problem (see Question 1).
Theorem 1. [12, Theorem 4] Let (L, ≤, 0, 1) be a bounded lattice, a1 ∈ L \ {0, 1}, and
T1 : [a1, 1]
2 −→ [a1, 1] and T2 : [0, a1]2 −→ [0, a1] be two t-norms. Then, the function T : L2 −→ L
defined as follows by
T (x, y) =


T1(x, y), (x, y) ∈ [a1, 1)2,
T2(x, y), (x, y) ∈ [0, a1)2,
x ∧ y, (x, y) ∈
(
[0, a1)× [a1, 1)
)
∪
(
[a1, 1)× [0, a1)
)
∪
(
L× {1}
)
∪
(
{1} × L
)
,
T2(x ∧ a1, y ∧ a1), others,
(1.1)
is a t-norm on L.
Question 1. [12] (1) If we take an associative, commutative and monotone binary operation,
instead of at least one of the t-norms on the subintervals of L, will the same method work?
(2) If not, what kind of modification is required?
In this paper, we first obtained a necessary condition of the ordinal sum operation defined
by (1.1) being a t-norm, and constructed a simple example to negatively answer Question 1
(1) by applying this necessary condition. Then, we continue our study into Question 1 and
obtain some characterizations of the ordinal sum defined by (1.1) being increasing or a t-norm.
Our results completely solve Question 1 and show that the monotonicity and t-norm property
of the ordinal sum operation defined by (1.1) is closely related to the boundary values of T2 on
(({a1} ∧ Ia1)× {a1}) ∪ (({a1} ∧ Ia1 )× {a1}).
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2. A necessary condition of the ordinal sum operation defined by (1.1) being a t-norm
Proposition 1. Let (L, ≤, 0, 1) be a bounded lattice, a1 ∈ L \ {0, 1}, and T1 : [a1, 1]2 −→ [a1, 1]
and T2 : [0, a1]
2 −→ [0, a1] be two binary operations. If the binary operation T : L2 −→ L is defined
by (1.1) is increasing, then T1(x1, y1) ≤ x1 ∧ y1 for any (x1, y1) ∈ [a1, 1)2 and T2(x2, y2) ≤ x2 ∧ y2
for any (x2, y2) ∈ [0, a1)2.
Proof. As T is increasing, from the definition of T , it follows that for any (x1, y1) ∈ [a1, 1)2 and
any (x2, y2) ∈ [0, a1)2,
T1(x1, y1) = T (x1, y1) ≤ T (x1, 1) ∧ T (1, y1) = x1 ∧ y1,
and
T2(x2, y2) = T (x2, y2) ≤ T (x2, 1) ∧ T (1, y2) = x2 ∧ y2.

Example 1. Let L = [0, 1] and a = 12 . Define T2 : [0,
1
2 ]
2 −→ [0, 12 ] and T1 : [
1
2 , 1]
2 −→ [ 12 , 1] by
T2(x, y) ≡
1
2 , and T1(x, y) = x ∧ y, respectively. Clearly, T2 is an associative, commutative, and
monotone binary operation, and T1 is a t-norm. Let T be a binary operation defined by (1.1).
Applying Proposition 1, it follows that T is not increasing. In particular, T is not a t-norm.
In fact, we can easily check that T is not increasing. Let us take x1 =
1
4 ≤ x2 =
2
3 , and y =
1
4 .
It can be verified that T (x1, y) = T1(x1, y) =
1
2 >
1
4 = x2 ∧ y = T (x2, y), implying that T is not
increasing.
This example also shows that if we take an associative, commutative and monotone binary
operation, instead of at least one of the t-norms on the subintervals of L in Theorem 1, Theorem 1
may be not true, answering negatively Question 1–(1).
In the following, all binary operations are always assumed to be smaller than the binary
operation ‘∧’. From Proposition 1, this assumption is natural and necessary.
3. Characterizations of the ordinal sum defined by (1.1) being increasing
Lemma 1. Let (L, ≤, 0, 1) be a bounded lattice and a ∈ L. Then, for any x ∈ Ia, x ∧ a < a.
Proof. Clearly, x∧a ≤ a. Suppose on the contrary that x∧a = a, then a ≤ x, which contradicts
with x ∈ Ia. 
Theorem 2. Let (L, ≤, 0, 1) be a bounded lattice, a1 ∈ L \ {0, 1}, and T1 : [a1, 1]2 −→ [a1, 1]
and T2 : [0, a1]
2 −→ [0, a1] be two commutative binary operations. The following statements are
equivalent:
(I) The binary operation T defined by (1.1) is increasing with respect to the both variables;
(II) The following hold:
II-1) T1 is increasing with respect to both variables on [a1, 1) and T2 is increasing with respect
to both variables on [0, a1);
II-2) T−1
a1
(P) ∩ Ia1 = ∅, where P = {x ∈ [0, a1] : T2(x, a1) < x} and Ta1 : L −→ L is
defined by Ta1(x) = a1 ∧ x, for all x ∈ L;
(III) The following hold:
III-1) T1 is increasing with respect to both variables on [a1, 1) and T2 is increasing with respect
to both variables on [0, a1);
III-2) Ia1 = ∅; otherwise, T2(a1 ∧ z, a1) = a1 ∧ z holds for all z ∈ Ia1 .
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Proof. (I)=⇒ (II).
II-1) Fix any z ∈ [0, a1). For any x, y ∈ [0, a1) with x ≤ y, as T is increasing, one has
T2(x, z) = T (x, z) ≤ T (y, z) = T2(y, z).
This, together with the commutativity of T2, implies that T2 is increasing with respect to both
variables on [0, a1). Similarly, one can prove that T1 is increasing with respect to both variables
on [a1, 1).
II-2) Suppose on the contrary that T−1
a1
(P) ∩ Ia1 6= ∅. This implies that there exists some
y ∈ Ia1 such that Ta1(y) = a1 ∧ y ∈ P, i.e., T2(a1 ∧ y, a1) < a1 ∧ y. By Lemma 1, it is clear that
a1 ∧ y ∈ [0, a1). Then,
T (y, a1) = T2(y ∧ a1, a1) < a1 ∧ y = (a1 ∧ y) ∧ a1 = T (a1 ∧ y, a1). (3.1)
From a1 ∧ y ≤ y and the the monotonicity of T , it follows that T (a1 ∧ y, a1) ≤ T (y, a1), which
contradicts with (3.1). Thus, T−1
a1
(P) ∩ Ia1 = ∅.
(II)=⇒ (III).
III-2) From T−1
a1
(P) ∩ Ia1 = ∅, it follows that
(1) Ia1 = ∅;
(2) If Ia1 6= ∅, then for any z ∈ Ia1 , Ta1(z) = a1 ∧ z /∈ P. This, together with a1 ∧ z < a1
(applying Lemma 1), implies that T2(a1 ∧ z, a1) ≥ a1 ∧ z. Clearly, T2(a1 ∧ z, a1) ≤ a1 ∧ z, as
T2 is smaller than ∧. Therefore, T2(a1 ∧ z, a1) = a1 ∧ z.
(III)=⇒ (I). First, from the fact that T2 is smaller than ∧ and the definition of T , it can be
verified that 1-1) for any x ∈ L, T (0, x) = T (x, 0) = 0; 1-2) T is commutative; 1-3) 1 is the neutral
element of T .
Claim 1. For any x, y ∈ L, T (x, y) ≤ x ∧ y.
By the commutativity of T , it suffices to check that for any y ∈ L, T (x, y) ≤ x.
2-1) If x = 1, it is clear that T (1, y) = y ≤ 1.
2-2) If x ∈ [0, a1), by (1.1) and the fact that T2 is smaller than ∧, it can be verified that
T (x, y) =


T2(x, y), y ∈ [0, a1),
x ∧ y, y ∈ [a1, 1),
x, y = 1,
T2(x, y ∧ a1), y ∈ Ia1
≤


x ∧ y, y ∈ [0, a1),
x, y ∈ [a1, 1),
x, y = 1,
x ∧ y ∧ a1, y ∈ Ia1 ,
≤ y.
2-3) If x ∈ [a1, 1), by (1.1) and the fact that T1 and T2 are smaller than ∧, it can be verified
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that
T (x, y) =


x ∧ y, y ∈ [0, a1),
T1(x, y), y ∈ [a1, 1),
x, y = 1,
T2(a1, y ∧ a1), y ∈ Ia1 ,
≤


x ∧ y, y ∈ [0, a1),
x ∧ y, y ∈ [a1, 1),
x, y = 1,
y ∧ a1, y ∈ Ia1 ,
≤ y.
2-4) If x ∈ Ia1 , by (1.1) and the fact that T2 is smaller than ∧, it can be verified that
T (x, y) =
{
T2(x ∧ a1, y ∧ a1), y ∈ L \ {1},
x, y = 1,
≤
{
x ∧ a1 ∧ y, y ∈ L \ {1},
x, y = 1,
≤ x.
Now, we claim that for any x, y ∈ L with x ≤ y, T (x, z) ≤ T (y, z) for all z ∈ L, when Ia1 6= ∅.
Consider the following cases:
Both x and y are elements of [0, a1), or [a1, 1), or Ia1 , simultaneously:
Case 1. If x, y ∈ [0, a1), by (1.1), it is clear that
T (x, z) =


T2(x, z), z ∈ [0, a1),
x ∧ z, z ∈ [a1, 1),
x, z = 1,
T2(x, z ∧ a1), z ∈ Ia1 ,
and
T (y, z) =


T2(y, z), z ∈ [0, a1),
y ∧ z, z ∈ [a1, 1),
y, z = 1,
T2(y, z ∧ a1), z ∈ Ia1 .
These, together with x ≤ y, III-1), and z ∧ a1 < a1 for z ∈ Ia1 (applying Lemma 1), imply that
T (x, z) ≤ T (y, z).
Case 2. If x, y ∈ [a1, 1), by (1.1), it can be verified that
T (x, z) =


x ∧ z, z ∈ [0, a1),
T1(x, z), z ∈ [a1, 1),
x, z = 1,
T2(a1, z ∧ a1), z ∈ Ia1 ,
and
T (y, z) =


y ∧ z, z ∈ [0, a1),
T1(y, z), z ∈ [a1, 1),
y, z = 1,
T2(a1, z ∧ a1), z ∈ Ia1 .
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These, together with x ≤ y and III-1), imply that T (x, z) ≤ T (y, z).
Case 3. If x, y ∈ Ia1 , by Lemma 1, it follows that x ∧ a1, y ∧ a1 ∈ [0, a1). By (1.1) and III-2),
it can be verified that
T (x, z) =


T2(x ∧ a1, z ∧ a1), z ∈ {z1 ∈ L \ {1} : z1 ∧ a1 < a1},
x ∧ a1, z ∈ {z1 ∈ L \ {1} : z1 ∧ a1 = a1},
x, z = 1,
and
T (y, z) =


T2(y ∧ a1, z ∧ a1), z ∈ {z1 ∈ L \ {1} : z1 ∧ a1 < a1},
y ∧ a1, z ∈ {z1 ∈ L \ {1} : z1 ∧ a1 = a1},
y, z = 1.
These, together with x ≤ y, x ∧ a1, y ∧ a1 ∈ [0, a1), and III-1), imply that T (x, z) ≤ T (y, z).
One of the elements x, y, and z is equal to 1:
Case 4. If x = 1, then y = 1. This implies that T (x, z) = z ≤ z = T (y, z).
Case 5. If z = 1, then T (x, z) = x ≤ y = T (y, z).
Case 6. If y = 1, applying Claim 1 yields that T (x, z) ≤ x ∧ z ≤ z = T (y, z).
Case 7. If x ∈ [0, a1)∪ [a1, 1) and y ∈ Ia1 , it is clear that x /∈ [a1, 1) (as x ∈ [a1, 1) implies that
a1 ≤ x ≤ y, and thus y /∈ Ia1). From III-2) and y ∈ Ia1 , it follows that
T2(a1 ∧ y, a1) = a1 ∧ y ≥ a1 ∧ x = x. (3.2)
By (1.1), it follows that
T (x, z) =


T2(x, z), z ∈ [0, a1),
x, z ∈ [a1, 1),
x, z = 1,
T2(x, z ∧ a1), z ∈ Ia1 ,
and
T (y, z) =


T2(y ∧ a1, z), z ∈ [0, a1),
T2(y ∧ a1, a1), z ∈ [a1, 1),
y, z = 1,
T2(y ∧ a1, z ∧ a1), z ∈ Ia1 .
These, together with (3.2), III-1), x = x ∧ a1 ≤ y ∧ a1 < a1, and z ∧ a1 < a1 for z ∈ Ia1 (applying
Lemma 1), imply that T (x, z) ≤ T (y, z).
Case 8. If y ∈ [0, a1) ∪ [a1, 1) and x ∈ Ia1 , it is clear that y /∈ (0, a1) (as y ∈ (0, a1) implies
that x ≤ y < a1, and thus x /∈ Ia1). From (1.1), III-2) and Claim 1, it follows that
T (y, z) =


y ∧ z, z ∈ [0, a1),
T1(y, z), z ∈ [a1, 1),
y, z = 1,
T2(a1, z ∧ a1), z ∈ Ia1 ,
≥


y ∧ z, z ∈ [0, a1),
a1, z ∈ [a1, 1),
y, z = 1,
z ∧ a1, z ∈ Ia1 ,
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and
T (x, z) =


T2(x ∧ a1, z), z ∈ [0, a1),
T2(x ∧ a1, a1), z ∈ [a1, 1),
x, z = 1,
T2(x ∧ a1, z ∧ a1), z ∈ Ia1 ,
≤


x ∧ z, z ∈ [0, a1),
a1, z ∈ [a1, 1),
x, z = 1,
T2(x ∧ a1, z ∧ a1), z ∈ Ia1 ,
These, together with x ≤ y and the fact that T2 is smaller than ∧, imply that T (x, z) ≤ T (y, z).
Case 9. If x ∈ [0, a1) and y ∈ [a1, 1), applying (1.1), Claim 1, and III-2) yields that
T (x, z) =


T2(x, z), z ∈ [0, a1),
x ∧ z, z ∈ [a1, 1),
x, z = 1,
T2(x, z ∧ a1), z ∈ Ia1 ,
≤


x ∧ z, z ∈ [0, a1),
a1, z ∈ [a1, 1),
x, z = 1,
T2(x, z ∧ a1), z ∈ Ia1 ,
and
T (y, z) =


y ∧ z, z ∈ [0, a1),
T1(y, z), z ∈ [a1, 1),
y, z = 1,
T2(a1, z ∧ a1), z ∈ Ia1 ,
≥


y ∧ z, z ∈ [0, a1),
a1, z ∈ [a1, 1),
y, z = 1,
z ∧ a1, z ∈ Ia1 .
These, together x ≤ y and the fact that T2 is smaller than ∧, imply that T (x, z) ≤ T (y, z).
According to the above proof, it is clear that T is increasing, when Ia1 = ∅. 
Remark 1. By Theorem 2, the monotonicity of T defined by (1.1) is equivalent to the mono-
tonicity of T2 on [0, a1) and T1 on [a1, 1) (excluding right endpoint), and T2(a1 ∧ z, a1) = a1 ∧ z
(z ∈ Ia1). This means that the ordinal sum defined by (1.1) of commutative binary operations
T1 and T2, which are smaller than ∧ and satisfy III-1) and III-2), is an increasing and commu-
tative binary operation on L with neutral element 1, whatever the values of T2 and T1 are on
the boundary ({a1} × ([0, a1] \ {z ∧ a1 : z ∈ Ia1})) ∪ (([0, a1] \ {z ∧ a1 : z ∈ Ia1}) × {a1}) and
({1} × [a1, 1]) ∪ ([a1, a]× {1}), respectively.
4. Characterizations of the ordinal sum defined by (1.1) being a t-norm
Recently, El-Zekey [9] extended the concept of t-subnorm on the unit interval (see [15]) to
lattices. According to El-Zekey [9], a binary operation T : L2 −→ L is called a t-subnorm if
it is commutative, associative, increasing in both arguments, and it satisfies the range condition
T (x, y) ≤ x ∧ y for all x, y ∈ L, i.e., T is smaller than ∧.
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Theorem 3. Let (L, ≤, 0, 1) be a bounded lattice, a1 ∈ L \ {0, 1}, and T1 : [a1, 1]2 −→ [a1, 1]
and T2 : [0, a1]
2 −→ [0, a1] be two t-subnorms. The following statements are equivalent:
(a) The binary operation T defined by (1.1) is a t-norm on L;
(b) T−1
a1
(P) ∩ Ia1 = ∅, where P = {x ∈ [0, a1] : T2(x, a1) < x} and Ta1 : L −→ L is defined by
Ta1(x) = a1 ∧ x, for all x ∈ L;
(c) Ia1 = ∅; otherwise, T2(a1 ∧ z, a1) = a1 ∧ z holds for all z ∈ Ia1 .
In particular, if T2 is a t-norm and T1 is a t-subnorm, then the binary operation T defined by
(1.1) is a t-norm on L.
Proof. (a) =⇒ (b) =⇒ (c). Applying Theorem 2, this holds trivially.
(c) =⇒ (a). By Theorem 2 and (c), it is not difficult to check that T is associative, commutative
and monotone. It remains to check the associativity of T , i.e., T (x, T (y, z)) = T (T (x, y), z) for
any x, y, z ∈ L. If one of the elements x, y and z is equal to 1, it is clear that the equality is
always satisfied. Otherwise, consider the following cases:
1. Let x ∈ [0, a1).
1.1. y ∈ [0, a1).
1.1.1. If z ∈ [0, a1), then T (x, T (y, z)) = T (x, T2(y, z)) = T2(x, T2(y, z)) = T2(T2(x, y), z) =
T (T2(x, y), z) = T (T (x, y), z).
1.1.2. If z ∈ [a1, 1), then T (x, T (y, z)) = T (x, y∧z) = T2(x, y) = T (T2(x, y), z) = T (T (x, y), z).
1.1.3. If z ∈ Ia1 , then T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T2(x, T2(y, z ∧ a1)) =
T2(T2(x, y), z ∧ a1) = T (T2(x, y), z) = T (T (x, y), z).
1.2. y ∈ [a1, 1).
1.2.1. If z ∈ [0, a1), then T (x, T (y, z)) = T (x, y ∧ z) = T (x, z) = T (x ∧ y, z) = T (T (x, y), z).
1.2.2. If z ∈ [a1, 1), then T (x, T (y, z)) = T (x, T1(y, z)) = x ∧ T1(y, z) = x = T (x ∧ y, z) =
T (T (x, y), z).
1.2.3. If z ∈ Ia1 , then
T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1))
= T (x, T2(a1, z ∧ a1))
= T (x, z ∧ a1) (by (c))
= T2(x, z ∧ a1),
and
T (T (x, y), z) = T (x, z) = T2(x ∧ a1, z ∧ a1) = T2(x, z ∧ a1),
implying that T (x, T (y, z)) = T (T (x, y), z).
1.3. y ∈ Ia1 .
1.3.1. If z ∈ [0, a1), then T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T2(x, T2(y ∧ a1, z)) =
T2(T2(x, y ∧ a1), z) = T (T2(x, y ∧ a1), z) = T (T (x, y), z).
1.3.2. If z ∈ [a1, 1), then
T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1))
= T (x, T2(y ∧ a1, a1))
= T (x, y ∧ a1) (by (c))
= T2(x, y ∧ a1),
and
T (T (x, y), z) = T (T2(x, y ∧ a1), z) = T2(x, y ∧ a1),
implying that T (x, T (y, z)) = T (T (x, y), z).
1.3.3. If z ∈ Ia1 , then T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T2(x, T2(y ∧ a1, z ∧ a1)) =
T2(T2(x, y ∧ a1), z ∧ a1) = T (T2(x, y ∧ a1), z) = T (T (x, y), z).
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2. Let x ∈ [a1, 1).
2.1. y ∈ [0, a1).
2.1.1. If z ∈ [0, a1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 1.1.2)
= T (T (x, y), z) (commutativity of T ).
2.1.2. If z ∈ [a1, 1), then T (x, T (y, z)) = T (x, y) = y = T (y, z) = T (x ∧ y, z) = T (T (x, y), z).
2.1.3. If z ∈ Ia1 , then T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T2(y, z ∧ a1) = T (y, z) =
T (x ∧ y, z) = T (T (x, y), z).
2.2. y ∈ [a1, 1).
2.2.1. If z ∈ [0, a1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 1.2.2)
= T (T (x, y), z) (commutativity of T ).
2.2.2. If z ∈ [a1, 1), then T (x, T (y, z)) = T (x, T1(y, z)) = T1(x, T1(y, z)) = T1(T1(x, y), z) =
T (T (x, y), z).
2.2.3. If z ∈ Ia1 , then
T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1))
= T (x, T2(a1, z ∧ a1))
= T (x, z ∧ a1) (by (c))
= z ∧ a1,
and
T (T (x, y), z) = T (T1(x, y), z) = T2(T1(x, y) ∧ a1, z ∧ a1) = T2(a1, z ∧ a1) (by (c)),
implying that T (x, T (y, z)) = T (T (x, y), z).
2.3. y ∈ Ia1 .
2.3.1. If z ∈ [0, a1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 1.3.2)
= T (T (x, y), z) (commutativity of T ).
2.3.2 If z ∈ [a1, 1), then
T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1))
= T (x, T2(y ∧ a1, a1))
= T (x, y ∧ a1) (by (c))
= y ∧ a1,
and
T (T (x, y), z) = T (T2(x ∧ a1, y ∧ a1), z)
= T (T2(a1, y ∧ a1), z)
= T (y ∧ a1, z) (by (c))
= y ∧ a1,
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implying that T (x, T (y, z)) = T (T (x, y), z).
2.3.3. If z ∈ Ia1 , then
T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T (x, T2(a1, z ∧ a1)) = T2(y ∧ a1, z ∧ a1),
and
T (T (x, y), z) = T (T2(x ∧ a1, y ∧ a1), z)
= T (T2(a1, y ∧ a1), z)
= T (y ∧ a1, z) (by (c))
= T2(y ∧ a1, z ∧ a1),
implying that T (x, T (y, z)) = T (T (x, y), z).
3. Let x ∈ Ia1 .
3.1. y ∈ [0, a1).
3.1.1. If z ∈ [0, a1], then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 1.1.3)
= T (T (x, y), z) (commutativity of T ).
3.1.2. If z ∈ [a1, 1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 2.1.3)
= T (T (x, y), z) (commutativity of T ).
3.1.3. If z ∈ Ia1 , then T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T (x, T2(y, z ∧ a1)) = T2(x ∧
a1, T2(y, z ∧ a1)) = T2(T2(x ∧ a1, y), z ∧ a1) = T (T2(x ∧ a1, y), z) = T (T (x, y), z).
3.2. y ∈ [a1, 1).
3.2.1. If z ∈ [0, a1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 1.2.3)
= T (T (x, y), z) (commutativity of T ).
3.2.2. If z ∈ [a1, 1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 2.2.3)
= T (T (x, y), z) (commutativity of T ).
3.2.3. If z ∈ Ia1 , then
T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1))
= T (x, T2(a1, z ∧ a1))
= T (x, z ∧ a1) (by (c))
= T2(x ∧ a1, z ∧ a1),
and
T (T (x, y), z) = T (T2(x ∧ a1, y ∧ a1), z)
= T (T2(x ∧ a1, a1), z)
= T (x ∧ a1, z) (by (c))
= T2(x ∧ a1, z ∧ a1),
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implying that T (x, T (y, z)) = T (T (x, y), z).
3.3. y ∈ Ia1 .
3.3.1. If z ∈ [0, a1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 1.3.3)
= T (T (x, y), z) (commutativity of T ).
3.3.2. If z ∈ [a1, 1), then
T (x, T (y, z)) = T (T (z, y), x) (commutativity of T )
= T (z, T (y, x)) (by 2.3.3)
= T (T (x, y), z) (commutativity of T ).
3.3.3. If z ∈ Ia1 , then T (x, T (y, z)) = T (x, T2(y ∧ a1, z ∧ a1)) = T2(x∧ a1, T2(y ∧ a1, z ∧ a1)) =
T2(T2(x ∧ a1, y ∧ a1), z ∧ a1) = T (T2(x ∧ a1, y ∧ a1), z) = T (T (x, y), z).
According the above proof, it is clear that T is a t-norm, when Ia1 = ∅. 
Remark 2. (1) Theorem 3 completely answers Question 1–(2).
(2) Theorem 3 shows that
2-1) The t-norm property of the ordinal sum T defined by (1.1) is closely related to the property
of T2 on (a1 ∧ Ia1)× {a1};
2-2) The binary operation T1 is not essential to the t-norm property of the ordinal sum T ;
2-3) The ordinal sum T defined by (1.1) of two t-subnorms T1 and T2, which satisfy (c), is a
t-norm on L, whatever the values of T2 and T1 are on the boundary ({a1}× ([0, a1] \ {z ∧ a1 : z ∈
Ia1})) ∪ (([0, a1] \ {z ∧ a1 : z ∈ Ia1})× {a1}) and ({1} × [a1, 1]) ∪ ([a1, a]× {1}), respectively.
Corollary 1. [10, Theorem 1] Let (L, ≤, 0, 1) be a bounded lattice and a ∈ L \ {0, 1}. If T1 is
a t-norm on [a, 1], then the binary operation T (1) : L2 −→ L is a t-norm on L, where
T (1)(x, y) =


x ∧ y, x = 1 or y = 1,
T1(x, y), (x, y) ∈ [a, 1)2,
x ∧ y ∧ a, otherwise.
(4.1)
Proof. Let us take T2 : [0, a]
2 −→ [0, a] as T2(x, y) = x ∧ y for (x, y) ∈ [0, a]2. It can be verified
that the ordinal sum operation T generated by T1, T2, and (1.1) is equal to T
(1) defined by (4.1).
This, together with Theorem 3, implies that T (1) is a t-norm. 
Corollary 2. [3, Theorem 2.15] Let (L, ≤, 0, 1) be a bounded lattice and a ∈ L \ {0, 1}. If T1
is a t-norm on [a, 1], then the binary operation T (2) : L2 −→ L is a t-norm on L, where
T (2)(x, y) =


x ∧ y, x = 1 or y = 1,
0, (x, y) ∈ [0, a)2 ∪ ([0, a)× Ia) ∪ (Ia × [0, a)) ∪ (Ia × Ia),
T1(x, y), (x, y) ∈ [a, 1)2,
x ∧ y ∧ a, otherwise.
(4.2)
Proof. Let us take T2 : [0, a]
2 −→ [0, a] as
T2(x, y) =
{
x ∧ y, x = a or y = a,
0, otherwise.
It can be verified that the ordinal sum operation T generated by T1, T2, and (1.1) is equal to T
(2)
defined by (4.2). This, together with Theorem 3, implies that T (2) is a t-norm. 
The following example shows that the ordinal sum of T1 and T2 may be a t-norm, even through
neither T1 nor T2 is a t-norm.
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Example 2. Consider the complete lattice L with Hasse diagram shown in Fig. 1 and take a1 = a.
Define T1 : {a, 1}2 −→ {a, 1} and T2 : {0, a}2 −→ {0, a} by T1 ≡ a and T2 ≡ 0. Clearly, neither
T1 nor T2 is a t-norm. It is easy to check that the ordinal sum T defined by (1.1) which is given
by Table 1 is a t-norm on L.
1
•
 
 •a
❅
❅•b
❅
❅❅
 
  •
0
Figure 1: Hasse diagram of the lattice L in Example 2
Table 1: The ordinal sum T in Example 2
T 0 a b 1
0 0 0 0 0
a 0 a 0 a
b 0 0 0 b
1 0 a b 1
Clearly, the binary operation T2 in Example 1 is not a t-subnorm. At the end of this paper,
we shall show that there exist two t-subnorms T1 and T2, whose ordinal sum defined by (1.1) is
not a t-norm.
Example 3. Consider the complete lattice L with Hasse diagram shown in Fig. 2 and take
a1 = b. Define T1 : {b, 1}2 −→ {b, 1} and T2 : {0, a, b}2 −→ {0, a, b} by T1 ≡ b and T2 ≡ 0.
Clearly, Ia1 = {c} and both T1 and T2 are t-subnorms on {b, 1} and {0, a, b}, respectively. It is
easy to check that the ordinal sum T defined by (1.1) is given by Table 2. Applying Theorem 3
yields that T is not a t-norm on L, as T2(c ∧ a1, a1) = T2(a, b) = 0 6= a = c ∧ a1. Meanwhile,
from a ≤ c and T (a, b) = a > 0 = T (c, b), it also follows that T is not increasing, and thus not a
t-norm.
1
•
 
 •b
❅
❅•c
❅
❅❅
 
  •a
•
0
Figure 2: Hasse diagram of the lattice L in Example 3
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