1. Introduction {#s0005}
===============

While clinical variables such as initial stroke severity, age, and lesion volume are useful in determining long-term outcome assessed by the modified Rankin Score (mRS), recent work has shed light on the independent predictive power of early ischemic stroke topography ([@bb0060]; [@bb0080]; [@bb0190]; [@bb0270]; [@bb0280]). In particular, damage to deep white matter at the crossroads of major white matter pathways has been shown to play a critical role in the level of autonomy patients can expect after an ischemic stroke ([@bb0190]). In the majority of these studies, lesion topography is often represented as binary segmentations of abnormal regions on clinical diffusion weighted imaging (DWI) or FLAIR sequences. However, at the acute stage, the mere presence or absence of a lesion (binary segmentation) might be less informative than continuous variables capable of reflecting the severity of ischemia, which could be more pertinent for long-term outcome. The diffusion tensor imaging (DTI) model can reliably quantify tissue microstructure and thus constitutes a powerful means of evaluating the degree of ischemia at the acute stage of stroke ([@bb0035]; [@bb0225]). While, fractional anisotropy (FA) has proven a noteworthy biomarker at the subacute-chronic stage, there is now substantial evidence that axial diffusivity (AD) instead of FA is able to accurately reflect acute axonal damage related to subacute and chronic motor and global outcome ([@bb0075]; [@bb0090]; [@bb0110]; [@bb0130]; [@bb0230]). Whether the severity of ischemia assessed with continuous DTI parameter maps and the presence or absence of an infarct using binary lesion segmentations harbor different prognostic values, however, remains to be elucidated.

Studying the effect of stroke topography on functional outcome using machine learning techniques has become increasingly popular due to their ability to account for complex interactions between brain regions ([@bb0165]). Unlike commonly used mass-univariate analyses such as Voxel-based Lesion Symptom Mapping (VLSM) ([@bb0030]), multivariate methods can represent the relation of damage at every voxel to all other voxels. These methods are therefore highly adapted for predicting multifaceted clinical outcome scores, such as the mRS, which can reflect deficits covering several functional domains, namely motor, language, and spatial attention ([@bb0060]). The relationship between functional outcome, evaluated by the mRS, and stroke topography has already been studied with both univariate and multivariate analyses using lesion segmentations ([@bb0060]; [@bb0085]; [@bb0145]; [@bb0270]) and also with apparent diffusion coefficient (ADC) maps ([@bb0070]; [@bb0190]) acquired at the acute stage; however, to our knowledge, no whole-brain study has been performed with acute DTI images. In this study, we take advantage of a large dataset of thrombolyzed stroke patients who underwent a DTI imaging protocol at 24 h post-stroke and a sophisticated machine learning pipeline to evaluate the prognostic value of DTI-derived parameters and lesion segmentations.

Our goals were to (1) evaluate the predictive power of the DTI-derived parameter maps generated at the acute stage as well as lesion segmentations in classifying good vs. poor outcome using support vector machine (SVM) classifiers, (2) determine if certain DTI maps yield better classification rates than lesion segmentations, and (3) infer which brain regions contribute the most to functional outcome by investigating the weights of the best performing model. We predicted that classification accuracy would differ among the four classical DTI parameters, considering the varying degrees to which each one reflects acute stroke damage. Furthermore, we hypothesized that the severity (i.e., continuous changes in diffusivity) rather than the presence or absence of ischemia (i.e., binary lesion segmentation) would be able to better capture brain damage affecting long-term functional outcome. Finally, in concordance with previous findings, we expected damage to deep white matter to play an influential role in distinguishing good vs. poor outcome, due to the simultaneous multiple disconnections that may arise at the intersection of long-range pathways.

2. Materials and methods {#s0010}
========================

2.1. Patients {#s0015}
-------------

Two hundred ninety-seven patients were retrospectively screened from September 1, 2013 until April 30th, 2018 at the Urgences Cérébrovasculaires at the Hôpital de la Pitié Salpêtrière. Inclusion criteria for this cohort were: (1) MRI-demonstrated ischemic stroke of the carotid territory, (2) thrombolysis treatment within 4.5 h after stroke onset, (3) follow-up MRI access at 24 h post-stroke, (4) interpretable recanalization status, and (5) clinical assessment using the modified Rank Score (mRS) at 3 months post-stroke. Thrombolytic treatment was administered according to the American Stroke Stroke Association and the European Stroke Organization guidelines (0.9 mg/kg, maximal dose 90 mg) ([@bb0095]). Patients with bilateral lesions were deemed suitable for analysis if clinical symptoms were lateralized to one hemisphere (e.g., unilateral hemiparesis, aphasia without neglect, etc.). For these patients, the affected hemisphere was considered as that which caused clinical symptoms. Exclusion criteria were (1) overly artifacted imaging data, (2) dependence on external aid before the stroke or the reoccurrence of stroke before the 3-month follow-up, (3) death before the 3-month follow-up.

A mRS score was recorded at the 3-month follow-up through a physical examination with a neurologist at our hospital or through a structured telephone interview. The primary outcome measure of this study was a dichotomized mRS score for good (mRS ≤ 2) and poor (mRS \> 2) outcome. Descriptive statistics consisted of median and interquartile ranges (IQR). All imaging and clinical data were obtained during routine clinical workup in our stroke center. According to French legislation, explicit informed consent was therefore waived. The study was approved by the Pitié-Salpêtrière Hospital Ethics Committee.

2.2. Image acquisition {#s0020}
----------------------

Imaging data used in this study are from our emergency stroke unit in which we examined patients with typical DWI sequences but also a DTI protocol. Twenty-four hours after admission, patients underwent a follow-up MRI with a 3 T MR750 MRI scanner (General Electric) with an 8-channel coil. The following DWI sequences were used for the current analysis: (1) an averaged 3-direction DWI (b = 1000 s/mm^2^, TR = 11,700 ms, TE = 72.3 ms, matrix size = 256 × 256, slice number = 48, voxel size = 0.94 × 0.94 × 3 mm^3^, acquisition time = 0:59 min) and (2) a 30-direction DWI (2 b = 0 s/mm^2^ images followed by 30 non-collinear diffusion-encoding gradients at b = 1000 s/mm^2^, TR = 12,000 ms, TE = 82.3 ms, matrix size = 256 ×256, slice number = 44, voxel size = 1.09 ×1.09 × 3 mm^3^, acquisition time = 6:36 min).

2.3. Image processing {#s0025}
---------------------

Image processing served to prepare data for classification in a common reference space and was performed using a pipeline optimal for diffusion MRI data at the acute stroke stage as previously described ([@bb0135]). In brief, after correcting for (1) denoising ([@bb0260], [@bb0265]), (2) eddy currents and head motion using FSL\'s EDDY with slice interpolation for slices with significant signal drop ([@bb0015]; [@bb0010]), and (3) bias-field correction ([@bb0290]), FA, AD, mean diffusivity (MD), and radial diffusivity (RD) maps were calculated from a tensor model estimated using FSL\'s DTIFIT ([@bb0025]; [@bb0220]), and brains were skull stripped ([@bb0215]). Lesion segmentation was performed by identifying hypersignal regions on the 3-direction DWI sequence image and co-registered to the DTI maps. To process all images in the same hemisphere, both native and flipped DTI maps as well as lesion segmentations were registered to an in-house healthy-subject FA template using Advanced Normalization Tools (ANTs) with lesion masking (Supplementary Materials). Since flipping was performed before normalization, both hemispheres were registered to the same anatomical landmarks in our FA template. This reduced the impact of any natural structural asymmetries -- such as Petalia and Yakovlevian torque or within Perisylvian gyri and sulci ([@bb0245]) -- on the calculation of the laterality indices between homologous regions of both hemispheres.

In stroke imaging, it is common practice to analyze relative differences between the affected and unaffected hemispheres rather than absolute values of the affected hemisphere alone. To this end, we kept all affected hemispheres to the same side and constructed laterality index (LI) maps, hereafter referred to as asymmetry maps, using the normalized native and flipped DTI maps with the following equation at each voxel: (affected-unaffected)/(affected+unaffected). The LI is a score between −1 and 1 for which the negative range indicates smaller values on the affected side and the positive range indicates larger values on the affected side. Acute stroke is largely characterized by strong decreases in diffusivity with respect to the unaffected hemisphere, which can be seen as negative values on the MD, AD, or RD asymmetry maps ([Fig. 1](#f0005){ref-type="fig"}). We also applied a modest 2 mm Gaussian smoothing to the asymmetry maps to compensate for imperfections in normalization while conserving the specificity of each region ([@bb0200]). Since asymmetry maps are highly symmetrical, our analysis can be reliably restrained to one hemisphere. Moreover, relative differences in diffusivity are more pronounced in white matter than grey matter regions ([@bb0045]; [@bb0140]; [@bb0275]). With these considerations, we restricted our analysis to a hemispheric white matter mask by thresholding the FA template at 0.2 and manually filling in potential holes in the mask, such as those in the basal ganglia. The white matter mask also aided in removing imperfections in normalization at the cortical level.Fig. 1Diffusion Tensor Imaging (DTI) features. A. The four DTI parameter maps for a representative acute stroke patient. From left to right: Fractional Anisotropy (FA), Mean Diffusivity (MD), Axial Diffusivity (AD), and Radial Diffusivity (RD). B. The corresponding Laterality Index (LI) or asymmetry maps in a white matter mask used to create prediction models. The black arrow indicates the presence of acute ischemia, shown as an area of low diffusivity on MD, AD, and RD maps and negative regions on the respective LI maps. Acute ischemia is poorly seen on the FA map.Fig. 1

2.4. Model estimation and validation {#s0030}
------------------------------------

We sought to classify patients into good vs. poor outcome at 3 months post-stroke with imaging data at 24 h post-stroke and baseline clinical variables using a support vector machine (SVM) as implemented in scikit-learn in Python ([@bb0005]). SVMs are useful machine learning techniques used in neuroimaging (see [@bb0100] for a detailed explanation of SVMs and [@bb0185] for an illustrative application to stroke imaging), have already proven effective in explaining various categories of stroke-related deficits, and are compatible with structural imaging data ([@bb0070]; [@bb0115]; [@bb0125]; [@bb0180]; [@bb0285]; [@bb0295]). Here, we estimated and validated classification models using different imaging modalities (i.e., DTI-derived asymmetry maps or lesion segmentations) along with important clinical variables considered to be independent predictors of stroke outcome, notably recanalization status, thrombectomy treatment, age, and lesion volume. Recanalization status (complete or not) and thrombectomy treatment (received or not) were treated as binary variables. As in similar studies ([@bb0270]), we did not include baseline NIHSS as a feature since it already reflects the extent of brain damage and can be predicted from stroke topography ([@bb0160]). Including this variable prevents us from addressing our specific goals of disentangling the predictive value of each imaging parameter and thus investigating the best model\'s spatial weights. However, for the interest of the reader, we also evaluated the same SVM models including Day 1 NIHSS scores (N = 85) in addition to a non-imaging model with only clinical variables.

In machine learning and neuroimaging, there is often a disproportionate ratio of features (here, voxels) for available observations (i.e., patients). This imbalance is commonly referred to as the curse of dimensionality and can hinder the predictive power of multivariate models. Therefore, we introduced a principle component analysis (PCA) step for imaging data in our model construction pipeline in order to reduce the dimensionality of our data ([Fig. 2](#f0010){ref-type="fig"}). In fact, PCA presents a double advantage in machine learning analyses with stroke patients. The most obvious advantage is that the number of features will be, at most, one less than the number of observations (when there are more features than observations). The second advantage of PCA stems from the fact that, in stroke, lesioned voxels do not arise randomly but co-occur according to the vascular tree ([@bb0115]). At the population level, therefore, recurrent patterns of diffusivity asymmetries and stroke lesions will be present across patients and can form a new basis for explaining them. In other words, we can describe diffusivity asymmetries or lesioned voxels by a weighted sum of representative patterns of these parameters instead of tens of thousands of voxels (38,807 in our case). These weights in PCA-space then become the features for our classifier. We did not choose the number of principle components *a priori*, contrary to other studies that have used explained variance criteria ([@bb0065]; [@bb0210]). Rather, we decided to introduce the number of principle components to retain as a hyper-parameter to be optimized (i.e., maximize classification accuracy) as explained below.Fig. 2Dimensionality reduction with Principle Component Analysis (PCA). PCA allows for the reconstruction of each subject\'s (subj) imaging data through a linear combination of principle components (PC), which reflect representative patterns over the studied population. The coefficients of each PC used to reconstruct each subject\'s imaging data become the features for the classifier. For illustrative purposes, shown here is the PCA analysis for AD asymmetry maps (LI) over the whole cohort, whereas independent PCAs are performed for each cross-validation split.Fig. 2

We employed repeated stratified nested cross-validation (CV) for the unbiased construction and evaluation of our classifiers, according to the recommendations in [@bb0255] (Supplementary Fig. 1). In our nested CV, an inner 2-fold CV loop first builds models with optimized hyperparameters (i.e., the set of the number of principle components and the L2-regularization constant that maximizes classification accuracy), and an outer 3-fold CV loop then yields unbiased evaluations of the constructed model. With this CV scheme, we ensured not only an equal partition of our data set in all loops but also an equal proportion of good:poor class observations. Furthermore, models were constructed with a misclassification penalty weighted by class balance. To bypass the computational time required to determine the optimal set of hyperparameters, for each inner CV loop, we randomly chose 60 candidate values from a discrete uniform distribution for possible principle components (1--87) and a reciprocal distribution for regularization constants (1 ×10^−3^ to 1 × 10^6^). Random searches over parameter space have been found to be as good as or better than systematic grid searches with significant gains in computational time ([@bb0040]). In our case, using 60 candidate values ensured that we had a 95% chance of being within a 5% interval of the best parameter set. This procedure was repeated 500 times in order to obtain a reliable point-estimate of model accuracy with an associated confidence interval. For each imaging modality, we herein summarize classification accuracy, sensitivity, and specificity as the median with the interquartile range (IQR) over CV splits. We chose to not compare these performance metrics with statistical tests as the statistical comparison of machine learning models across cross-validation loops is a complex matter for which there is no universal solution. Many studies have employed standard paired *t*-tests across cross-validation results; however, this method yields extremely liberal p-values and is strongly advised against ([@bb0150]). Adaptations have been proposed, yet these methods are dependent on the cross-validation scheme and, in particular, favor datasets in which many outer CV loops can be afforded ([@bb0150]). In our study, we chose to use few but large CV splits -- instead of many but small CV splits (such as leave-one-out CV) -- in order to properly estimate our models with our relatively small dataset as recommended by [@bb0250]. Our CV scheme was therefore not compatible with the adaptations to classical statistical comparisons. However, in order to demonstrate that individual model accuracy significantly differed from chance, we ran permutation tests with 1000 iterations to reconstruct the sampling distribution of the underlying null hypothesis.

To gain insight on the underlying anatomical determinants of long-term outcome, we inspected the model of the imaging modality that yielded the highest median classification accuracy. For this model, we projected the SVM model weights back onto the brain from PCA-space and calculated the average over all CV folds ([@bb0185]; [@bb0255]). The resulting map reflected the relative importance of each brain region in classifying groups. We created a region of interest (ROI) composed of the largest connected component of voxels with the strongest weights (95th percentile) associated with larger decreases in diffusivity or higher lesion incidence in patients with poor outcome, depending on the winning model. We then used this ROI to investigate the involvement of well-known long-range white matter tracts in functional outcome in a tractography analysis using a whole-brain connectome performed on the in-house template ([@bb0135]) (Supplementary Materials).

3. Results {#s0035}
==========

3.1. Patient cohort {#s0040}
-------------------

Out of the prospective 297 patients, 87 were retained for the final analysis ([Fig. 3](#f0015){ref-type="fig"}, [Table 1](#t0005){ref-type="table"}). Maximum lesion overlap was in the putamen, external capsule, and caudate nucleus (35--40%, N = 31--36), reflecting typical lesions of the middle cerebral artery territory of a clinical population ([@bb0155]) (Supplementary Fig. 2). Two patients had bilateral lesions, with a main lesion presumed to be the cause of neurological deficits, and infracentimetric lesions on the contralateral side (Supplementary Fig. 2).Fig. 3Patient inclusion flowchart.Fig. 3Table 1Patient cohort descriptive statistics.Table 1Age (years)71.1 \[57.1--80.8\]Female N (%)39 (44.8%)NIHSS Admission (N = 87)11.5 \[7.3--20.0\]NIHSS Day 1 (N = 85)4.5 \[2.0--12.0\]NIHSS Day 7 (N = 62)2.0 \[0.0--9.5\]Time to MRI (min) (N = 87)110.0 \[78.0--170.0\]Time to rtPA (min) (N = 87)140.0 \[110.8--202.3\]DWI Lesion Volume (mL) (N = 87)12.4 \[4.2--45.1\]Received Thrombectomy N (%)32 (36.8%)Complete Recanalization N (%)62 (71.3%)Pure MCA stroke N (%)81 (92.0%)Mixed MCA-ACA stroke N (%)2 (2.3%)Mixed MCA-PCA stroke N (%)4 (4.6%)Mixed MCA-ICA stroke N (%)1 (1.1%)Left Lesions N (%)58 (66.6%)Good Outcome (mRS ≤ 2) N (%)61 (70.1%)

3.2. Model evaluation {#s0045}
---------------------

Model performance differed for each imaging modality ([Table 2](#t0010){ref-type="table"}). In particular, AD asymmetry maps yielded the highest median accuracy (82.8%), sensitivity (80.0%), and specificity (84.0%). MD asymmetry maps performed slightly less well, closely followed by RD. Finally, classifiers with lesion segmentation and FA performed the worst, both yielding median accuracies of 76.7%. In other words, a model based on AD maps would result in a false prediction for one out of every six patients in a clinical setting, whereas, a model based on FA maps or lesion segmentation would result in a false prediction for one out of every four patients. All model accuracies were statistically significant (p \< .003).Table 2Model evaluation and construction. The median and interquartile range is shown over cross-validation splits for SVM models constructed with different imaging modalities. The number of principle components and explained variance thereof refer to automatically tuned hyper-parameters. Permutation test significant \*p \< .003.Table 2Imaging ModalityModel EvaluationModel ConstructionAccuracy (%)Sensitivity (%)Specificity (%)Number of Principle ComponentsVariance of Data Explained by PCs (%)FA76.7 \[72.4--80.0\]\*66.7 \[57.1--80.0\]80.0 \[76.2--83.3\]17 \[9--24\]53.2 \[38.2--64.1\]MD80.0 \[75.9--86.2\]\*77.8 \[66.7--88.9\]82.6 \[79.2--86.4\]17 \[9--25\]82.3 \[70.3--87.8\]AD82.8 \[79.3--86.2\]\*80.0 \[66.7--88.9\]84.0 \[80.0--88.2\]15 \[8--24\]77.5 \[66.0--85.0\]RD79.3 \[72.4--82.8\]\*71.4 \[60.0--83.3\]81.0 \[77.3--85.7\]18 \[9--26\]89.0 \[81.2--93.4\]Lesion Segmentation76.7 \[73.3--82.8\]\*66.7 \[57.1--80.0\]81.8 \[77.3--85.0\]15 \[7--23\]80.7 \[65.5--89.2\]

Each type of model found different numbers of principle components optimal for classification ([Table 2](#t0010){ref-type="table"}). Models built with AD, MD, RD asymmetry maps and lesion segmentations retained principle components explaining the variance of much of the data (77.5%--89.0%). On the other hand, classifiers with FA asymmetry maps retained only 53.2% of the variance in the data.

In order to verify that the results did not depend on an unequal distribution of good vs. poor outcome, despite the misclassification penalty used to construct our models, we performed two alternate analyses. In the first, we incorporated a random under-sampling of the overrepresented class (i.e., good outcome) in the inner cross-validation loop; in the second, we incorporated an up-sampling technique of the underrepresented class (i.e., poor outcome) by generating new data points by interpolation ([@bb0055]). Accuracy results remained rather similar (Supplementary Tables 1,2).

Of note, the non-imaging model with Day 1 NIHSS (plus the other clinical predictors) reached a prediction accuracy of 89.3%, and the inclusion of AD asymmetry maps yielded a model reaching the same accuracy. The accuracy was slightly less with the inclusion of other imaging maps yet was higher than the models without Day 1 NIHSS, suggesting that the NIHSS drove classification independently of imaging data (Supplementary Table 3). Indeed, considerably fewer principle components of the imaging data were required to maximize classification accuracy in these models (Supplementary Table 3), corroborating the notion that the NIHSS already encodes for lesion topography ([@bb0160]). Therefore, in order to answer the objectives of the current study, the remainder of the manuscript will refer to the SVM models without the NIHSS.

For the winning model constructed with AD asymmetry maps, the clinical variable with the strongest influence on outcome was lesion volume (indicating that smaller lesion volumes were associated with good prognosis), followed by thrombectomy treatment (receiving thrombectomy treatment resulted in good outcome) and less so by recanalization status (patients with complete recanalization had good outcome) ([Fig. 4](#f0020){ref-type="fig"}). As for imaging data, the strongest SVM weights formed a large cluster in the deep MCA territory ([Fig. 4](#f0020){ref-type="fig"}). The tractography analysis revealed that this region largely corresponded to the deep white matter at the crossroads of corticofugal and long-range association pathways, such as the corticospinal tract, the corpus callosum, the long, anterior, and posterior segments of the arcuate fasciculus, the second and third branches of the superior longitudinal fasciculus, and the frontal aslant tract ([Fig. 5](#f0025){ref-type="fig"}).Fig. 4Model weights of the SVM classifier using AD asymmetry maps and clinical variables. For imaging data, the weights represent the relative relevance of each brain region in classifying good vs. poor outcome on axial (top) and coronal (bottom) slices. Positive values indicate relatively lower AD asymmetries for patients with poor outcome compared with those with good outcome, and vice-versa. Separate color bars are used for the SVM weights of the imaging data and clinical variables due to the differences in scale.Fig. 4Fig. 5Tractography analysis from the most influential regions for functional outcome. The most influential areas of lower axial diffusivity for patients with poor outcome (red cluster). Major corticofugal and long-range association tracts pass through this critical area, notably, the second and third branch of the superior longitudinal fasciculus (SLF), the corpus callosum, the corticospinal tract, the long, anterior, and posterior segments of the arcuate fasciculus (AF), and the frontal aslant tract.Fig. 5

4. Discussion {#s0050}
=============

We used early DTI in combination with baseline clinical data in a large cohort of acute stroke patients to power a sophisticated machine learning pipeline aimed at classifying good vs. poor functional outcome. We found that AD was able to best classify long-term outcome, much better than FA or commonly used lesion segmentations. As expected, we found a strong contribution from clinical variables, notably -- in decreasing order -- lesion volume, thrombectomy treatment, and recanalization status. In addition, we found that the most influential brain areas on outcome were highly concordant with previous studies, supporting the validity of our results.

The novelty of our study lies within the systematic availability of DTI data at 24 h post-stroke to investigate the effect of stroke topography on long-term outcome. This unique data set differs from similar studies performed at the acute phase which have primarily resorted to clinical DWI or FLAIR sequences for lesion segmentation to address this question ([@bb0060]; [@bb0085]; [@bb0145]; [@bb0270]). Moreover, while other studies have evaluated the predictive value of acute DTI biomarkers with correlation analyses ([@bb0090]; [@bb0110]; [@bb0130]; [@bb0230]), to our knowledge, this is the first study to use whole-brain DTI data in a multivariate framework for classifying functional outcome. Interestingly, in our study, we found that not only did AD asymmetry maps result in the highest classification accuracies of all DTI parameters, but they also outperformed commonly used binary lesion segmentations by 6.1%, resulting in an improvement of false prediction ratio of 1/4 to 1/6. This increase in accuracy was highly driven by a much larger sensitivity to predict poor outcome (66.7% for lesion segmentations vs. 80.0% for AD) rather than a marginally higher specificity to predict good outcome (81.8% for lesion segmentations vs. 84.0% for AD).

It is important to note that, considering the current study design, there was no *a priori* reason for all models to not achieve the same classification rate if not for the data driving them. Indeed, each model was given the same clinical scores along with the same partitions of imaging data over cross-validation loops and was free to optimize its own hyper-parameters to maximize accuracy. From this perspective, all imaging modalities were on an equal footing. The only limiting factor for each classifier, therefore, was the relevance -- or lack thereof -- of the imaging features used to train it. Indeed, in order to predict poor outcome, a proper imaging marker must be able to capture acute stroke damage (high sensitivity), whereas the ability to predict good outcome (high specificity) relies rather on the absence of diffusion abnormalities (i.e., asymmetry values of 0), a common feature between all imaging modalities. We can therefore conclude that there was truly something unique about the clinical pertinence of AD -- compared to other candidate imaging parameters and beyond baseline clinical scores -- in characterizing acute ischemia and its relationship to future outcome.

The superior classification performance of AD over other imaging modalities corroborates previous studies having reported higher correlations between acute AD abnormalities of the corticospinal tract and future motor and global outcome with respect to other DTI parameters ([@bb0090]; [@bb0110]; [@bb0130]; [@bb0230]). Acute changes in AD likely reflect increased intracellular viscosity from direct axonal damage as supported by recent DTI-immunohistology studies or neuronal beading ([@bb0020]; [@bb0050]; [@bb0235]). Moreover, from the acute to subacute stage, AD and RD follow different trajectories. While AD monotonically decreases over this time period partly from cell necrosis and axonal degeneration, RD first decreases, in part, due to cytotoxic oedema only to then increase following the deterioration of myelin sheaths ([@bb0105]). This switch in dynamics of RD happens within days post stroke onset, limiting its ability to characterize the degree of ischemia and thus its predictive power. The same limitations therefore apply to FA since it takes into account both AD and RD.

The most noteworthy result of our analysis is that continuous DTI variables, in particular AD, performed better than binary lesion segmentations, which have been the primary means for stroke topography characterization. This result has important repercussions for the long-debated independent role of stroke topography vs. baseline clinical variables. For example, using voxel-based lesion symptom mapping (VLSM), two studies reported that, once corrected for lesion volume, lesion location was no longer related to the 3-month follow-up mRS in the right hemisphere but remained so in the left hemisphere ([@bb0085]; [@bb0270]). Similarly, [@bb0145] used VLSM to identify eloquent brain regions associated with the 3-month mRS; in a separate analysis, they showed that the number of overlapping voxels between patients\' lesions and the previously found eloquent cluster was not an independent predictor of good vs. poor outcome. While these studies have provided evidence that stroke location may not be as important as baseline clinical variables in predicting long-term outcome, our findings suggest that these previously reported negative results may arise from inadequately characterizing stroke topography with simple lesion segmentation. Furthermore, unlike models with binary lesion segmentations, which are constrained to areas of high infarct incidence, whole-brain diffusion maps can also take into account abnormalities at a distance from the lesion. In light of these considerations, right hemisphere and perhaps additional left hemisphere regions may still in fact highly contribute to long-term stroke outcome, if represented by more sensitive imaging markers.

Our SVM models with AD asymmetry maps revealed a spatially heterogeneous set of weights for classification. In particular, the weights corresponding to larger decreases in diffusivity for poor vs. good recovery formed a cluster in the white matter at the crossroads of many major fiber tracts governing motor, language, and attention, in concordance with many previous findings ([@bb0060]; [@bb0070]; [@bb0085]; [@bb0145]; [@bb0190]; [@bb0270]). Importantly, this critical region was established through the contribution of different lesion topographies accounting for 77.5% of the variance in AD asymmetry maps, as identified with PCA. An interpretation of this result is that functional outcome is mostly governed by a subset of reoccurring lesion patterns, rather than individual voxels. In other words, it is the similarity between the spatial extent of a patient\'s lesion and these critical patterns that ultimately determines autonomy vs. dependence on external aid at 3 months post-stroke, supporting the significance of lesion topography ([@bb0065]). In fact, this procedure likely enabled us to overcome the fixed set of lesion patterns specific to our cohort and capture global lesion topographies that generalize to a typical population.

While we obtained high and clinically relevant accuracies with whole-brain acute DTI data, other imaging modalities such as functional MRI (fMRI) could have complemented this analysis in order to investigate whether it lead to a better classification of global outcome. Indeed, global outcome is a general reflection of deficits covering multiple domains, such as motor, language, and spatial neglect, which all depend on a mixture of not only structural but also functional brain abnormalities ([@bb0210]). For instance, SVM with fMRI has already been shown to decode acute patterns of functional connectivity of the primary motor cortex for predicting motor deficits at both the acute ([@bb0170]) and chronic ([@bb0175]) phases of stroke. Similarly, task-based fMRI has been used at the acute stage of stroke with language paradigms to predict good vs. poor language outcome ([@bb0205]). Future studies should investigate the independent contributions of structural and functional imaging at the acute stage for long-term outcome.

A caveat of our study was our inability to disentangle the contribution of lesion side. Indeed, machine learning techniques require large datasets to build reliable models and evaluate their performance in an unbiased way ([@bb0250]). For this reason, we were obliged to keep all lesions in the same hemisphere to maximize the amount of usable data. As mentioned, previous studies have highlighted differential effects of lesion topography for left vs. right lesions, either from a symptomatology ([@bb0060]) or a clinical relevance ([@bb0085]; [@bb0145]; [@bb0270]) point-of-view. While our approach prevented us from further investigating this, our study provides a serious argument to revisit certain conclusions of these studies, since most of them have been performed with lesion segmentations. Moreover, our tractography analysis revealed a crucial role of fiber tracts involved in well-recognized lateralized functions, such as the arcuate fasciculus for language ([@bb0120]; [@bb0195]) and the SLF-II for neglect ([@bb0240]), suggesting that our model captured important structures of stroke topography for both left and right hemispheres.

A second limitation could be our restrained analysis to the white matter and inclusion of patients with stroke of the carotid territory. However, in a general clinical population, as in ours, infarcts of the carotid territory represent \>85% of all stroke and mostly occur in subcortical structures where DTI is most informative and important diffusion changes take place in response to acute ischemia ([@bb0045]; [@bb0140]; [@bb0155]; [@bb0275]).

5. Conclusion {#s0055}
=============

In summary, this is the first study to investigate the effect of stroke topography on functional outcome evaluated with both DTI and lesion segmentations in a machine learning framework. Our study highlights the added benefit of axial diffusivity in addition to the limitations of binary lesion segmentation for quantifying acute ischemic stroke topography and its relation to long-term outcome. Our results have important implications for salvaging brain areas critical for functional outcome and can aid clinicians in weighing the costs, benefits, and risks for thrombolysis or thrombectomy treatments at the acute stroke stage.
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