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On the extinction profile of solutions to fast di¤usion By Panagiota Daskalopoulos*) and Natasa Sesum at New York Abstract. We study the extinction behaviour of solutions to the fast di¤usion equation u t ¼ Du m on R N Â ð0; TÞ, in the range of exponents m A 0; N À 2 N , N > 2. We show that if the initial value u 0 is trapped in between two Barenblatt solutions vanishing at time T, then the vanishing behaviour of u at T is given by a Barenblatt solution. We also give an example showing that for such a behaviour the bound from above by a Barenblatt solution B (vanishing at T) is crucial: we construct a class of solutions u with initial value u 0 ¼ B À 1 þ oð1Þ Á , near jxj g 1, which live longer than B and change behaviour at T. The behaviour of such solutions is governed by BðÁ; tÞ up to T, while for t > T the solutions become integrable and exhibit a di¤erent vanishing profile. For the Yamabe flow m ¼ N À 2 N þ 2 the above means that these solutions u develop a singularity at time T, when the Barenblatt solution disappears, and at t > T they immediately smoothen up and exhibit the vanishing profile of a sphere.
Introduction
We consider the Cauchy problem for the fast di¤usion equation For an introduction to the Yamabe flow see [15] .
Our goal in this paper is to study the vanishing behaviour of solutions to the Cauchy problem (1.1), under the assumption that the initial value u 0 satisfies the growth condition We will assume in the first part of this paper that the initial condition u 0 is trapped in between two Barenblatt solutions, i.e. for some constants k 1 > k 2 > 0. As a direct consequence of the maximum principle we then have B k 1 ðx; tÞ e uðx; tÞ e B k 2 ðx; tÞ for 0 < t < T: ð1:7Þ
In particular, u vanishes at time T. We will show in the first part of this paper that the vanishing profile of u is given by a Barenblatt solution.
Consider the rescaled functioñ u uðx; tÞ ¼ ðT À tÞ Àb u À xðT À tÞ g ; t Á ; t ¼ ÀlogðT À tÞ ð1:8Þ with b and g given by (1.4) . It follows by direct computation, that u satisfies the equatioñ u u t ¼ Dũ u m þ jgj divðx Áũ uÞ ð1:9Þ and due to condition (1.6), the inequality
holds, for ðx; tÞ A R N Â ½Àlog T; yÞ. We denote bỹ
the rescaled Barenblatt solution.
Our convergence results are described in the following two theorems. The first result is concerned with the range of exponents 
value u 0 satisfying (1.6), for some constants k 1 , k 2 . Then, the rescaled functionũ u given by (1.8) converges, as t ! y, uniformly on R N , and also in L 1 ðR N Þ, to the rescaled Barenblatt solutionB B k 0 given by (1.11), for some k 0 > 0. The constant k 0 is uniquely determined by the equality Ð
The second result deals with the range of exponents 0 < m e N À 4 N À 2 , for which the di¤erence u À B k , with B k a Barenblatt solution, is non-integrable, namely Ð R N ðu À B k Þðx; tÞ dx ¼ y. 
One may ask whether condition (1.2) is necessary for Theorems 1.1 and 1.2 to hold true. We will show in section 5 that this is indeed the case. We will present an example of a class of initial conditions u 0 which satisfy the growth condition
as jxj ! y; ð1:13Þ with C Ã given by (1.5), for which the solution u of (1.1) with initial value u 0 satisfies the following theorem. Theorem 1.4. There exists a class of solutions u of the Cauchy problem (1.1) with initial value u 0 satisfying (1.13) and with the following properties:
(ii) The solution u satisfies as jxj ! y, the growth conditions uðx; tÞ f C Ã ðT À tÞ ; on T < t < T Ã : ð1:15Þ
In particular, u becomes integrable on t > T.
(iii) The vanishing behaviour of u is given by one of the self-similar solutions Yðx; tÞ (see section 5 for the explanation of yðx; tÞ).
The vanishing behaviour of the solution u in this case is described in the results of Galaktionov and Peletier [4] , and del Pino and Sáez [3] (in the case m ¼ N À 2 N þ 2 ), also formally shown by King [9] . 
as t ! T Ã , where x A R N and C 1 ; C 2 > 0.
Geometrically speaking, Yamabe flow starting at u 0 (described above) develops a singularity at T < T Ã at which the Barenblatt solution (cylinder) pinches o¤ and immediately at t > T the solution becomes integrable. Due to the results of del Pino and Saez it smoothens up at t > T and exhibits the behaviour of a compact sphere as t ! T Ã .
Asymptotic behaviour of a solution uðx; tÞ to (1.1) in the cases of N À 2 N < m < 1 and m > 1 was studied by many authors and is well understood. Those results can be found in a survey paper [14] and its references. For general theory on the porous medium and the fast di¤usion equations we refer a reader to [2] and [13] .
The next section will be devoted on preliminary estimates for solutions u of (1.1) with initial data in L 1 loc . The proof of Theorem 1.1 will be given in section 3. It will follow from the strong L 1 -contraction principle, Lemma 4.1, which holds for the di¤erence of the rescaled solutionsũ u ÀB B k , for any Barenblatt solution B k . This method, based upon the ideas of Osher and Ralston [11] , was previously used by S.-Y. Hsu in [7] . Since the di¤erencẽ . The proof in this other case is more involved and will be given in section 4. The last section will be devoted to the construction of the examples described in Theorem 1.4.
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Preliminary estimates
Our goal in this section is to establish the L 1 -contaction for solutions of (1.1) and (1.9) and some other preliminary results which can also be of independent interest. We begin by showing the following integrability lemma for the di¤erence of any two solutions of (1.1).
Lemma 2.1. Assume that u, v are two solutions of (1.1) on R N Â ð0; Integrating the previous inequality in time, and using that j f j ¼ ju 0 À v 0 j, we obtain (2.2).
Let

ZðxÞ
denote the Newtonian potential of j f j, so that from (2.2) we have
Also, since j f j is integrable and compactly supported, there exists a constant C < y for which 
Combining (2.4), (2.5), (2.6) and letting r ! y, we conclude the estimate wðxÞ e ZðxÞ e C jxj
NÀ2
:
ð2:7Þ
We will use (2.7) along the lines of the proof of Theorem 2.3 in [6] 
2 and j'h R j e C=R. Using equation (1.1), estimate (2.7) and the integrability of f , we get
where C can be taken to be independent of R because of (2.7). Letting R ! y in the previous estimate gives that
finishing the proof of the lemma. r
As a consequence of the previous lemma, we will now establish the following L 1 contraction principle for the solutions to (1.1) that are bounded from below by a Barenblatt solution B. If we multiply the above inequality by h R and integrate over R N , since jDh R j e C R 2 , we get
Hence, fixing t A ½0; TÞ, we obtain the estimate
Assume that u 0 , v 0 are compactly supported, so that f ¼ u 0 À v 0 is compactly supported as well. Then, the right-hand side of the above inequality converges to zero as R ! y, due to Lemma 2.1. This gives
tÞ dx e 0 which implies (6.2).
To remove the assumption that u 0 , v 0 are compactly supported, we use a standard approximation argument. For any k > 1, we set u 
for all t > 0 and for all k. Letting k ! y we readily obtain (6.2). r
As an immediate corollary of Lemma 2.1 we have the following result concerning the rescaled solutionsũ u,ṽ v. Let u, v be two solutions of (1.1) satisfying (1.6). We observe that the di¤erence q ¼ũ u Àṽ v satisfies the equation
Since bothũ u andṽ v satisfy (1.10), for some constants k 1 , k 2 , it is clear that aðx; tÞ is smooth and satisfies the growth estimate
Hence, (2.9) is uniformly parabolic on any compact subset of R N Â ð0; yÞ.
Let F ðx; tÞ be a solution of
A direct computation shows thatF F ðx; tÞ ¼ F À x; ðT À tÞ g ; t Á , t ¼ ÀlogðT À tÞ, is a solution of the equationF
where aðx; tÞ is given by (2.10). Similarly as before we have the following result.
Corollary 2.4. Let F ðx; tÞ be a solution of (2.12).
N Þ and for every t > Àlog T there is a CðtÞ such that kF ðÁ; tÞk L 1 ðR N Þ e CðtÞ:
The integrable case
This section is devoted to the proof of Theorem 1.1 which deals with solutions of
In this case the di¤erence of two solutions u, v satisfying (1.7) is integrable. We begin this section with the following strong contraction principle, which constitutes the main step in the proof of Theorem 1.1.
Its proof as well as the rest of the argument is very similar to the proof of [7] , Theorem 2.3.
To facilitate future references we will sketch the proof of the strong contraction principle.
Lemma 3.1. Let u, v be two solutions of (1.1), for m A 0;
Proof. Notice that by the comparison principle,ũ uðx; tÞ,ṽ vðx; tÞ satisfy (1.10). The proof is almost the same as that of Lemma 2.1 by S.-Y. Hsu in [7] , using the results in [11] and [16] .
Set q ¼ũ u Àṽ v and observe, as above, that q satisfies equation (2.9). Fix R > 0. By the standard parabolic theory, there exist solutions
with initial values qðÁ; Àlog TÞ þ , qðÁ; Àlog TÞ À and boundary values q þ , q À on qB R Â ð0; yÞ, respectively. Notice that q Let h A C y 0 ðR 2 Þ be a cut-o¤ function such that hðxÞ ¼ 1 on jxj e 1=2, hðxÞ ¼ 0 for all jxj f 1 and 0 e h e 1. Denote h R ¼ hðx=RÞ. The same computation as in the proof of [7] , Lemma 2.1 gives
The families of solutions q R þ ðx; tÞ and q R À ðx; tÞ are monotone increasing in R and uniformly bounded above, which implies that
exist and are both solutions of (2.9) on R N Â ðÀlog T; yÞ. This implies
By the same computation as in [7] , after letting R ! y, we get . Suppose thatũ uðÁ; t i Þ ! u in L 1 ðR N Þ, as i ! y, for some sequence t i ! y. LetB B k be any stationary solution of (1.9). Ifṽ v is the solution of (1.9) in R N Â ½0; yÞ with initial valueṽ vðx; 0Þ ¼ uðxÞ, then
Proof of Theorem 1.1. We claim that in this integrable case there is a unique k 0 so that
To prove this, let
and observe that f ðkÞ is a continuous, monotone increasing function with f ðk 1 Þ f 0 and f ðk 2 Þ e 0 due to (1.6). Therefore, by the intermediate value theorem there exists a unique k 0 such that f ðk 0 Þ ¼ 0. The rest of the proof is the same as in [7] , based on the strong contraction Lemma 3.1.
The non-integrable case
This section will be devoted to the proof of Theorem 1.2 which is concerned with the range of exponents 0 < m e N À 4 N À 2 , N > 4. Assume that u is a solution of (1.1) which satisfies the bound (1.7). Throughout this sectionũ u will denote the rescaled solution defined by (1.8), andB B k the rescaled Barenblatt solution given by (1.11).
Since a di¤erence of any two solutions u, v of equations (1.1) is not always integrable in the range of exponents 0 < m e N À 4 N À 2 , N > 4, we need to depart in this section from the techniques used in [7] in which we heavily used the integrability of a di¤erence of any two Barenblatt solutions.
We define the weighted L 1 -space with weightB
Lemma 4.1. Let u, v be two solutions of (1.9), for 0 < m < N À 4 N À 2 , with initial values u 0 , v 0 satisfying (1.6) and u 0 À v 0 A L 1 ðB B a ; R N Þ, with a ¼ ðN À 2Þð1 À mÞ=2 À 1 (we will explain later such a choice of a). LetB B :¼B B k 2 . If
Proof. Set q ¼ũ u Àṽ v. After rescaling, (2.3) becomes jqj t e DðajqjÞ þ jgj'ðx Á jqjÞ;
where aðx; tÞ is as in (2.10). Let h A C y 0 ðR 2 Þ be a cut o¤ function as before. Denote by h R ¼ hðx=RÞ so that j'h R j e C=R, jDh R j e C=R 2 . Then, the above equation and integration by parts yield to
Moreover, Again, by direct computation (using also that jgj ¼ 1 N À 2 À Nm and that
Proof of Claim (i). We recall that
From this the claim easily follows.
We will now compare the terms I i in (3.1) in order to get a strong contraction principle with the weight B a .
Claim (ii). There is a uniform constant C (independent of R) such that Ð
Proof of Claim (ii). The proof of Claim (ii) is similar to the proof of Lemma 2.1, once we know that
e CðtÞ; i A f1; 2; 3g;
for our choice of a, where C is independent of R (for I 2 ðRÞ see also the arguments in the proof of Claim (iii)). Estimate (4.4) now follows from the computation in (4.2) and the Claim (i).
Claim (iii). We have, lim
R!y I i ðRÞ ¼ 0, i ¼ 1; 2; 3. [11] , Lemma 1). Let R f R 0 . Suppose kũ uðÁ; t i Þ Àṽ v 0 k L 1 ðB B a ; R N Þ ! 0 as i ! y, and letB B k be any stationary solution of (1.9). Ifṽ v is a solution of (1.9) in R N Â ½0; yÞ with initial valueṽ vðx; 0Þ ¼ṽ v 0 ðxÞ, then
Proof of Claim (iii
for all t > 0 and all k > 0.
Remark on the proof of Lemma 4.2. Define TðtÞũ u 0 ¼ũ uðtÞ, whereũ uðtÞ is a solution of (1.9) starting atũ u 0 . The proof of Lemma 4.2 uses only that TðtÞ is a semi-group on an L 1 ðB B a h R ; R N Þ-closed subset of L y , satisfying the contraction principle (6.2) and fixing B B k .
The following simple convergence result will be used in the proof of Theorem 1.2. Lemma 4.3. Let u 0 satisfy (1.6) for some constants k 1 , k 2 . Take any t i ! y and let u u i ðÁ; tÞ ¼ũ uðÁ; t i þ tÞ. Then, passing to a subsequence,ũ u i converges, as i ! y, uniformly on compact subsets of R N Â ðÀy; yÞ toṽ vðx; tÞ, an eternal solution of (1.9), satisfying (1.10).
Proof. Sinceũ u satisfies (1.10), equation (1.9) is uniformly parabolic on B 2R Â ½Àðlog TÞ=2 À t i ; y Á , for any R > 0. By standard parabolic estimates, the sequence fũ u i g is equicontinuous on compact subsets of R N Â ðÀy; yÞ. Hence, by the Arzela-Ascoli theorem and the diagonalization argument any sequence fũ u i g will have a convergent subsequence, converging uniformly on compact subsets toṽ v, an eternal solution of (1.9) satisfying (1.10). r Recall that we denoteB B k 0 simply byB B. where C is a constant independent of i and t and therefore, 
which holds for every R > 0 and therefore kũ u i ðÁ; tÞ Àṽ vðÁ; tÞjj L 1 ðB B a ðxÞ; R N Þ ! 0 as i ! y. r
Proof of Theorem 1.2. For a sequence t i ! y, let t i k a subsequence for which u uðÁ; t i Þ !ṽ v 0 , as i k ! y, uniformly on compact sets of R N , as shown in Lemma 4.3. We will show thatṽ v 0 ¼B B, as stated in the theorem. By the previous claim and Lemma 4.2 we have that
for all t > Àlog T. On the other hand, if maxjṽ vðx; 0Þ ÀB Bj > 0 we have the strong contraction principle (4.1), which contradicts (4.5). Therefore,ṽ vðx; 0Þ ¼B BðxÞ. r
Solutions that live longer
In the previous sections we established the vanishing profile of solutions u of equation (1.1) with inital data u 0 trapped in between two Barenblatt solutions with the same vanishing time T, i.e. when (1.2) holds true. We showed that if u 0 satisfies (1.6), then u vanishes at time T and the rescaled solutionũ uðx; tÞ ¼ ðT À tÞ Àb u À xðT À tÞ g ; t Á , with t ¼ 1=ðT À tÞ, converges, as t ! y, to a rescaled Barenblatt solutionB B.
In this section we will show the condition (1.6) is necessary for Theorems 1.1 and 1.2 to hold true. We will prove Theorem 1.4 which presents an example of a class of initial conditions u 0 which satisfy the growth condition
as jxj ! y; ð5:1Þ with C Ã given by (1.5), for which the solution u of (1.1) with initial value u 0 vanishes at time T Ã > T. In addition, we will show that the solution u remains strictly positive for t < T Ã and it satisfies, as jxj ! y, the growth conditions uðx; tÞA CðtÞjxj
, with CðtÞ > 0 on 0 < t < T and uðx; tÞ ¼ Oðjxj
In particular, u becomes integrable on t > T and its vanishing behaviour is given by a class of self-similar solutions yðx; tÞ.
It is well known that the Barenblatt solutions given by (1.3) are not the only selfsimilar solutions of equation (1.1) . It was shown in [12] 
where the function f is a solution of an elliptic non-linear eigenvalue problem with eigenvalue y satisfying the bound
f 0 ð0Þ ¼ 0 and f ðhÞ ¼ Oðh ÀðNÀ2Þ=m Þ as h ! y. The solution f was shown to be unique apart from a scaling due to the invariance of f under the transformation f ðh; lÞ ¼ l In the proof of Theorem 1.4 we will use the following lemma, which is also of independent interest. Since f is integrable and radially symmetric, there exists a constant C < y for which ZðxÞ e C jxj
NÀ2
; Ex A R N : ð5:4Þ Indeed, this follows from the observation that for a radially symmetric f the Newtonian potential of f is also given by We now proceed with the proof of the theorem.
Proof of Theorem 1.4. We begin with the following observation: If w is a solution of (1.1) which vanishes at time T, then for any a > 0, the solution of (1.1) given by W ðx; tÞ ¼ wðax; a 2 tÞ has vanishing time T 0 ¼ T=a 2 . Hence, we can make T 0 arbitrarily large by choosing a su‰ciently small.
Let f f 0, be any radially symmetric integrable function such that f ðxÞ ¼ oðjxj 
and let Bðx; tÞ ¼ C Ã ðT À tÞ
the Barenblatt solution with Bðx;
Denoting by u the solution of (1.1) with initial value u 0 it is a clear application of the comparison principle that u f w so that the vanishing time T Ã of u satisfies T Ã f T 0 > T. This proves (i). Also, since f f 0, u f B, so that (1.14) is satisfied as well.
Since BðÁ; tÞ 1 0 for t f T, this implies
Combining the estimate (5.7) and Lemma 5.1, if we take vðx; 0Þ ¼ uðx; TÞ, yields (1.15).
The statement (iii) of our theorem now immediately follows by the result of Galaktionov and Peletier in [5] . r
The proof of Corollary 1.5 now easily follows.
Proof of Corollary 1.5. It is known that if
and y ¼ 0 in the definition of self-similar solutions Yðx; tÞ. In this case function f is given explicitly by
The proof of Theorem 1.4 implies that for t > T, we have the bound uðx; tÞ e
CðtÞ jxj
Nþ2
:
By the result of del Pino and Saez in [3] , if the vanishing time of u is T Ã with T Ã > T, then there is some l > 0 so that ðT Ã À tÞ À 1 1Àm uðx; tÞ ! f ðjxj; lÞ as t ! T Ã : r
We will end the paper with the following remark regarding the examples of solutions u constructed in Theorem 1.4. We know that these solutions u live up to T Ã > T, and satisfy uðx; tÞ f Bðx; tÞ for t < T and uðx; tÞ e CðtÞjxj As before, Dw f Àðu À BÞ and since kðu À BÞðÁ; tÞk LðR N Þ e k f k L 1 ðR N Þ , using Newtonian potentials we obtain that wðx; tÞ e C jxj which can not be fulfilled for jx i j g 1. This finishes the proof of our claim. r
Appendix
In this appendix we improve Theorem 1.2. The goal is to remove the assumption u 0 ðxÞ f B k 1 ðx; 0Þ, where
is a Barenblatt solution with the same vanishing time as u. This was assumed in (1.6). The bound from above is necessary, as was proven in the previous section. Denoting by Bðx; tÞ
, for some k > 0, we will show the following result. To simplify the notation we will assume that Bðx; tÞ
The proof of the theorem will be based on a sequence of observations. We begin by noticing that condition (6.1) implies the L 1 -contraction principle The proof is the same as the proof of Corollary 2.2, which goes through under the weaker assumption that only v 0 f B (and not necessarily u 0 f B). Furthermore, this implies that u and B have the same vanishing time.
In order to be able to take the limit of the rescaled solution, we need to establish the necessary a priori estimates. It turns out that it is possible to do so, just by using the fact that the di¤erence uðÁ; 0Þ À BðÁ; 0Þ A L 1 ðR N Þ and that B and u have the same vanishing time. Introducing as in the previous sections the rescaling u uðx; tÞ ¼ ðT À tÞ Àb u À xðT À tÞ g ; t Á ; t ¼ ÀlnðT À tÞ ð6:3Þ
(with b, g given by (1.4) for r f r 0 ð6:5Þ for all t A ½t 0 ; yÞ.
Proof. We will first prove (6.5) under the assumption that u 0 is radially symmetric. At the end of the proof we will remove this assumption. Due to our choice for s (for a given t) we have t=s e 2. Hence, combining the last two inequalities gives u m ðr; tÞ e C 1 B m ðr; tÞ þ C ðT À tÞr NÀ2 ð6:6Þ which holds for all t A ½3T=4; TÞ, since t is arbitrary, and also u m ðr; sÞ f C 2 B m ðr; sÞ À C ðT À sÞr NÀ2 ð6:7Þ which also holds for all s A ½3T=4; TÞ since t is arbitrary and T À t ¼ t À s. Rescaling inequalities (6.6) and (6.7), and using (1.4) we conclude for some uniform constants C 1 , C 2 , C and t f t 0 :¼ ÀlogðT=4Þ. This readily implies (6.5) for r f r 0 (independent of t) if N À 2 > 2m=ð1 À mÞ. The last is equivalent to m < ðN À 2Þ=N and implies by our assumption m e ðN À 4Þ=ðN À 2Þ.
In the case uðx; 0Þ is nonradial and Bðx; 0Þ À uðx; 0Þ bounded from above by a radial function that is in L 1 ðR N Þ, define By the comparison principle, uðr; tÞ e uðx; tÞ e uðr; tÞ. This together with (6.8) and (6.9) yield (6.5) in the nonradial case. r Proof of Theorem 6.1. The previous proposition yields the existence of r 0 > 0 and t 0 < y so that ; on R N Â ½t 0 ; yÞ for a constant C 1 that depends on r 0 .
Also, by our assumption we haveũ uðx; tÞ eB BðxÞ on R N Â ½Àlog T; yÞ. To conclude, there are uniform constants C 1 and C 2 such that ; on R N Â ½t 0 ; yÞ: ð6:10Þ
