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ON THE AUTOMORPHISM GROUP OF A SMOOTH SCHUBERT
VARIETY
S. SENTHAMARAI KANNAN
Abstract. Let G be a simple algebraic group of adjoint type over the field C of complex
numbers. Let B be a Borel subgroup of G containing a maximal torus T of G. Let w be an
element of the Weyl group W and let X(w) be the Schubert variety in G/B corresponding
to w. Let α0 denote the highest root of G with respect to T and B. Let P be the stabiliser
of X(w) in G. In this paper, we prove that if G is simply laced and X(w) is smooth,
then the connected component of the automorphism group of X(w) containing the identity
automorphism equals P if and only if w−1(α0) is a negative root ( see Theorem 4.2 ). We
prove a partial result in the non simply laced case ( see Theorem 6.6 ).
Keywords: Automorphism group, Schubert varieties, Tangent bundle.
1. Introduction
Recall that if X is a smooth projective variety over C, the connected component of the
group of all automorphisms of X containing the identity automorphism is an algebraic group
( see [15, Theorem 3.7, p.17] and [7, p.268] ), which deals also with the case when X may be
singular or it may be defined over any field. Further, the Lie algebra of this automorphism
group is isomorphic to the space of all tangent vector fields on X , that is the space H0(X, TX)
of all global sections of the tangent bundle TX of X ( see [15, Lemma 3.4, p.13] ).
The aim of this paper is to study the connected component, containing the identity auto-
morphism of the group of all automorphisms of a smooth Schubert variety X(w) in the flag
variety G/B associated to a simple algebraic group G ( see notation in section 2 ). We give a
fairly precise description of the connected component, containing the identity automorphism
of the group of all automorphisms of a smooth Schubert variety X(w) in the flag variety
G/B associated to a simple simply laced algebraic group G of adjoint type over C, that is
of type A, D, E; in particular, we give a description of a smooth Schubert variety for which
this automorphism group is a subgroup of G.
More precisely, we prove the following results:
Let w ∈ W be such that X(w) is smooth. Let Aw denote the connected component of
the group of all automorphisms of X(w) containing the identity automorphism. Let T be a
maximal torus of G contained in B and B+ ⊃ T be the Borel subgroup of G opposite to B
determined by T. Let α0 denote the highest root of G with respect to T and B
+.
For the left action of G on G/B, let Pw denote the stabiliser of X(w) in G. Let φw :
Pw −→ Aw be the homomorphism of algebraic groups induced by the action of Pw on X(w).
For precise notation, see section 2 and section 3.
Theorem 1.1. (see Theorem 4.2 )
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Assume that G is a simple, simply laced algebraic group of adjoint type over C. Then we
have
(1) φw : Pw −→ Aw is surjective.
(2) φw : Pw −→ Aw is an isomorphism if and only if w
−1(α0) is a negative root.
Theorem 1.2. ( see Theorem 6.6 )
Assume that G is a simple algebraic group of adjoint type which is not simply laced. Then,
φw : Pw −→ Aw is injective if and only if w
−1(α0) is a negative root.
Recall that the vanishing results of the cohomology groups of the restrictions of the homo-
geneous vector bundles to Schubert varieties have been an important area of research in the
theory of algebraic groups ( see [1], [3], [4], [6], [11], [14], [16] and [18] ).
In this paper, we prove the following vanishing results of the cohomology groups:
By abuse of notation, we denote by TG/B also the restriction of the tangent bundle of G/B
to X(w).
Theorem 1.3. ( see Theorem 4.1 )
Assume that G is a simple, simply laced algebraic group of adjoint type over C. Then we
have
(1) H i(X(w), TG/B) = 0 for every i ≥ 1.
(2) H0(X(w), TG/B) is the adjoint representation g of G if and only if w
−1(α0) is a
negative root.
Theorem 1.4. ( see Theorem 6.5 )
Assume that G is a simple algebraic group of adjoint type over C which is not simply laced.
Then we have
(1) H i(X(w), TG/B) = 0 for every i ≥ 1.
(2) The adjoint representation g of G is a B-submodule of H0(X(w), TG/B) if and only
if w−1(α0) is a negative root.
The results in this paper play an important role in the study of the connected component,
containing the identity automorphism of the group of all automorphisms of a Bott-Samelson-
Demazure-Hansen variety ( see [5] ).
The organisation of the paper is as follows:
Section 2 consists of preliminaries from [4], [9], [10] and [11].
The strategy of the proof of the results in this paper uses the induction on the dimension
of Schubert varieties, using their Bott-Samelson-Demazure-Hansen desingularisations and
the structure of the indecomposable representations of a Borel subgroup of SL(2,C) (see [2.
p.130, Corollary 9.1]).
In section 3 and section 4, we assume that G is simply laced. We first describe the B-
module of the global sections of the homogeneous vector bundles associated to all those
B-submodules V of the adjoint representation of G which contain the adjoint representation
of B ( see Lemma 3.3 ). Using this result, we prove that all higher cohomology groups
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H i(X(w),L(V )) vanish for any such B-module V, where L(V ) is the homogeneous vector
bundle associated to V ( see Lemma 3.4 ). In section 4, we prove the main results in the simply
laced case applying Lemma 3.4 to a long exact sequence of cohomology groups associated to
a certain short exact sequence of B-modules. In section 5, we prove some vanishing results
in the non simply laced case. These results are similar to those in section 3. In section 6, we
prove the main results in the non simply laced case. The proofs of these results are similar
to those of the main results in the simply laced case.
2. Notation and Preliminaries
In this section, we set up some notation and preliminaries. We refer to [9] and [10] for
preliminaries in Lie algebras and algebraic groups. Let G be a simple algebraic group of
adjoint type over C and T a maximal torus of G. Let W = NG(T )/T denote the Weyl group
of G with respect to T and we denote the set of roots of G with respect to T by R. Let
B+ be a Borel subgroup of G containing T . Let B be the Borel subgroup of G opposite
to B+ determined by T . That is, B = n0B
+n−10 , where n0 is a representative in NG(T ) of
the longest element w0 of W . Let R
+ ⊂ R be the set of positive roots of G with respect to
the Borel subgroup B+. Note that the set of roots of B is equal to the set R− := −R+ of
negative roots.
Let S = {α1, . . . , αn} denote the set of simple roots in R
+. For β ∈ R+, we also use the
notation β > 0. The reflection in W corresponding to a root α ( respectively, a simple root
αi ) is denoted by sα ( respectively, si ). Let g be the Lie algebra of G. Let h ⊂ g be the Lie
algebra of T and b ⊂ g be the Lie algebra of B. Let X(T ) denote the group of all characters
of T . We have X(T )⊗R = HomR(hR,R), the dual of the real form of h. The positive definite
W -invariant form on HomR(hR,R) induced by the Killing form of g is denoted by ( , ). We
use the notation 〈 , 〉 to denote 〈µ, α〉 = 2(µ,α)
(α,α)
, for every µ ∈ X(T ) ⊗ R and α ∈ R. Let
{xα, hβ : α ∈ R, β ∈ S} denote the Chevalley basis of g corresponding to R. For α ∈ R, we
denote by gα the one dimensional root subspace of g spanned by xα. Let sl2,α denote the 3
dimensional Lie subalgebra of g generated by xα and x−α. Let ≤ denote the partial order on
X(T ) given by µ ≤ λ if λ− µ is a non negative integral linear combination of simple roots.
We denote by X(T )+ the set of dominant characters of T with respect to B+. Let ρ denote
the half sum of all positive roots of G with respect to T and B+. For any simple root α, we
denote the fundamental weight corresponding to α by ωα.
For w ∈ W, let l(w) denote the length of w. We define the dot action of W on X(T )⊗ R
by
w ◦ λ = w(λ+ ρ)− ρ, where w ∈ W and λ ∈ X(T )⊗ R.
We set R+(w) := {β ∈ R+ : w(β) ∈ −R+}. For w ∈ W , let X(w) := BwB/B denote the
Schubert variety in G/B corresponding to w.
For a simple root α, we denote by Pα the minimal parabolic subgroup of G generated by
B and nα, where nα is a representative of sα in NG(T ). Let Lα denote the Levi subgroup
of Pα containing T . Note that Lα is the product of T and the homomorphic image Gα of
SL(2,C) via a homomorphism ψ : SL(2,C) −→ Lα ( see [11, II, 1.3] ). We denote the
intersection of Lα and B by Bα. We note that the morphism Lα/Bα →֒ Pα/B induced by
the inclusion Lα →֒ Pα is an isomorphism. Therefore, to compute the cohomology modules
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H i(Pα/B,L(V )) ( 0 ≤ i ≤ 1 ) for any B-module V, we treat V as a Bα-module and we
compute H i(Lα/Bα,L(V )).
Now, we recall some preliminaries on Bott-Samelson-Demazure-Hansen varieties which
we call BSDH-varieties and some application of Leray spectral sequence to compute the
cohomology of line bundles on Schubert varieties. We refer to [4] and [11] for preliminaries
related to BSDH varieties. We refer to [19] for spectral sequences.
We recall that the BSDH-variety corresponding to a reduced expression i = (i1, i2, · · · , ir)
of w = si1si2 · · · sir is defined by
Z(w, i) =
Pαi1 × Pαi2 × · · · × Pαir
B × · · · × B
,
where the action of B×· · ·×B on Pαi1×Pαi2 ×· · ·×Pαir is given by (p1, . . . , pr)(b1, . . . , br) =
(p1 · b1, b
−1
1 · p2 · b2, . . . , b
−1
r−1 · pr · br), pj ∈ Pαij , bj ∈ B and i = (i1, i2, . . . , ir) (see [4, p.64,
Definition 2.2.1] ).
We note that for each reduced expression i of w, Z(w, i) is a smooth projective variety.
We denote both the natural birational surjective morphism from Z(w, i) to X(w) and the
composition map Z(w, i) −→ X(w) →֒ G/B by φw. We denote the restriction of the homoge-
neous vector bundle L(V ) to X(w) by L(w, V ) and its pull back to Z(w, i) via the birational
morphism φw by L(w, i, V ).
Let fr : Z(w, i) −→ Z(wsir , i
′) denote the map induced by the projection
Pαi1 × Pαi2 × · · · × Pαir −→ Pαi1 × Pαi2 × · · · × Pαir−1 ,
where i′ = (i1, i2, . . . , ir−1). We note that fr is a Pαir/B ≃ P
1-fibration.
Then for j ≥ 0, we have the following isomorphism of B-linearized sheaves ( see [11, II,
p.366, section 14.1, equation (4)] and [8, Theorem 12.11, p.290] ):
Rjfr∗L(w, i, V ) = L(wsir , i
′, Hj(Pαir/B,L(sir , V ))). (Iso)
We use the following ascending 1-step construction as a basic tool in computing cohomology
modules.
Let γ be a simple root such that l(w) = l(sγw) + 1. Let Z(w, i) be a BSDH-variety
corresponding to a reduced expression w = si1si2 · · · sir , where αi1 = γ. Then we have an
induced morphism
g : Z(w, i) −→ Pγ/B ≃ P
1,
with fibres Z(sγw, i
′′), where i′′ = (i2, i3, . . . , ir). We note that Pγ acts on both Z(w, i) and
on Pγ/B by the left and that the map g : Z(w, i) −→ Pγ/B is Pγ-equivariant.
By an application of the Leray spectral sequence together with the fact that the base is
P1, for every B-module V, we obtain the following exact sequence of Pγ-modules:
0→ H1(Pγ/B,R
j−1g∗L(w, i, V ))→ H
j(Z(w, i),L(w, i, V ))→ H0(Pγ/B,R
jg∗L(w, i, V ))→ 0.
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Since for any B-module V, the vector bundle L(w, i, V ) on Z(w, i) is the pull back of the
homogeneous vector bundle L(w, V ) from X(w), we conclude that the cohomology modules
Hj(Z(w, i), L(w, i, V )) ∼= Hj(X(w), L(w, V ))
(see [4, Theorem 3.3.4 (b)] ), and are independent of the choice of the reduced expression i.
Hence we denote Hj(Z(w, i), L(w, i, V )) by Hj(w, V ). For a character λ of B, we denote the
one dimensional B-module corresponding to λ by Cλ. Further, we denote the cohomology
modules Hj(Z(w, i), L(w, i,Cλ)) by H
j(w, λ).
Recall the following isomorphism of B-linearized sheaves ( see [11, II, p.366, section 14.1,
equation (4) ] and [8, Theorem 12.11, p.290] ):
Rjg∗L(w, i, V ) = L(sγ, H
j(Z(sγw, i
′′),L(sγw, i
′′, V ))) (j ≥ 0).
We use the simple notation for the cohomology modules and apply the above isomorphism
in the above short exact sequence to obtain the following short exact sequence of Pγ-modules:
0→ H1(sγ, H
j−1(sγw, V ))→ H
j(w, V )→ H0(sγ , H
j(sγw, V ))→ 0.
In this paper, we call the above short exact sequence of B-modules SES when ever we use
it.
Let α be a simple root and λ ∈ X(T ) be such that 〈λ, α〉 ≥ 0. Here, we recall the following
result due to Demazure ( see [6, Page 1] ) on a short exact sequence of B-modules:
Lemma 2.1. Let K denote the kernel of the surjective evaluation map H0(sα, λ) −→ Cλ.
Then we have
(1) The sequence 0 −→ K −→ H0(sα, λ) −→ Cλ −→ 0 of B-modules is exact.
(2) The sequence 0 −→ Csα(λ) −→ K −→ H
0(sα, λ− α) −→ 0 of B-modules is exact,
whenever 〈λ, α〉 ≥ 1.
(3) If 〈λ, α〉 = 1 then H0(sα, λ− α) = 0.
(4) If 〈λ, α〉 = 0, then K = 0 and hence (2) does not hold.
We use the following lemma to compute cohomology groups. The following lemma is due
to Demazure ( see [6, page 1] ). He used this lemma to prove Borel-Weil-Bott’s theorem.
Lemma 2.2. Let w = τsα, l(w) = l(τ) + 1. Then we have
(1) If 〈λ, α〉 ≥ 0 then Hj(w, λ) = Hj(τ,H0(sα, λ)) for all j ≥ 0.
(2) If 〈λ, α〉 ≥ 0, then Hj(w, λ) = Hj+1(w, sα ◦ λ) for all j ≥ 0.
(3) If 〈λ, α〉 ≤ −2, then Hj+1(w, λ) = Hj(w, sα ◦ λ) for all j ≥ 0.
(4) If 〈λ, α〉 = −1, then Hj(w, λ) vanishes for every j ≥ 0.
Proof. Choose a reduced expression for w = si1si2 · · · sir with αir = α. Hence τ = si1si2 · · · sir−1
is a reduced expression for τ . Let i = (i1, i2, · · · , ir) and i
′ = (i1, i2, · · · , ir−1). Therefore, we
have the morphism fr : Z(w, i) −→ Z(τ, i
′) defined as above. Now, the proof of the lemma
follows from the fact that the functor H0(w,−) is the composite of H0(τ,−) and H0(sα,−)
( together with the well-known properties of the cohomology groups of line bundles over P1
). For instance, see [8, p.252, III, Ex 8.1] and [11, p.218, Proposition 5.2(b)]. 
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The following consequence of Lemma 2.2 will be used to compute the cohomology modules
in this paper.
Let π : Gˆ −→ G be the simply connected covering of G. Let Lˆα ( respectively, Bˆα ) be the
inverse image of Lα ( respectively, of Bα ) in Gˆ. Note that Lˆα/Bˆα is isomorphic to Lα/Bα.
We make use of this isomorphism to use the same notation for the vector bundle on Lα/Bα
associated to a Bˆα-module.
Lemma 2.3. Let V be an irreducible Lˆα-module and λ be a character of Bˆα. Then we have
(1) If 〈λ, α〉 ≥ 0, then the Lˆα-module H
0(Lα/Bα, V ⊗ Cλ) is isomorphic to the tensor
product of V and H0(Lα/Bα,Cλ). Further, we have H
j(Lα/Bα, V ⊗ Cλ) = 0 for
every j ≥ 1.
(2) If 〈λ, α〉 ≤ −2, then we have H0(Lα/Bα, V ⊗ Cλ) = 0. Further, the Lˆα-module
H1(Lα/Bα, V ⊗Cλ) is isomorphic to the tensor product of V and H
0(Lα/Bα,Csα◦λ).
(3) If 〈λ, α〉 = −1, then Hj(Lα/Bα, V ⊗ Cλ) = 0 for every j ≥ 0.
Proof. By [11, p.53, I, Proposition 4.8] and [11, p.77, I, Proposition 5.12], for all j ≥ 0, we
have the following isomorphism as Lˆα-modules:
Hj(Lα/Bα, V ⊗ Cλ) ≃ V ⊗H
j(Lα/Bα,Cλ).
Now, the proof of the lemma follows from Lemma 2.2 by taking w = sα and the fact that
Lα/Bα ≃ Pα/B. 
We now state the following Lemma on indecomposable Bˆα ( respectively, Bα ) modules
which will be used in computing the cohomology modules ( see [2, p.130, Corollary 9.1] ).
Lemma 2.4. (1) Any finite dimensional indecomposable Bˆα-module V is isomorphic to
V ′ ⊗ Cλ for some irreducible representation V
′ of Lˆα, and some character λ of Bˆα.
(2) Any finite dimensional indecomposable Bα-module V is isomorphic to V
′ ⊗ Cλ for
some irreducible representation V ′ of Lˆα, and some character λ of Bˆα.
Proof. The proof of part 1 follows from [2, p.130, Corollary 9.1].
The proof of part 2 follows from the fact that every Bα-module can be viewed as a Bˆα-
module via the natural homomorphism. 
The following lemmas on the evaluation map are known. For the sake of completeness, we
provide a sketch of a proof. For a B-module V, the evaluation map ev : H0(w, V ) −→ V is
given by ev(s) = s(idB).
Lemma 2.5. Let V be a finite dimensional rational G-module, and let w ∈ W . Then we
have
(1) The evaluation map ev : H0(w, V ) −→ V is an isomorphism of B-modules.
(2) H i(w, V ) = 0 for every i ≥ 1.
Proof. Since V is a G-module, the homogeneous vector bundle L(V ) on G/B is trivial.
Therefore, its restriction L(w, V ) to X(w) is also trivial. Hence, the assertions of both parts
of the lemma follow immediately. 
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Lemma 2.6. Let w ∈ W, and V be a B-submodule of a G-module V ′. Then the evaluation
map ev : H0(w, V ) −→ V is injective.
Proof. Since V is a B-submodule of V ′, it follows that H0(w, V ) is a B-submodule of
H0(w, V ′). Hence, we have the following commutative diagram of B-modules:
H0(w, V )

// H0(w, V ′)

V // V ′
Here, both the horizontal maps are the canonical inclusions and both the vertical maps
are evaluation maps. Since the B-module V ′ is the restriction of a G-module, by using
Lemma 2.5, we see that the evaluation map ev′ : H0(w, V ′) −→ V ′ on the right hand side
is an isomorphism of B-modules. Since the first horizontal map H0(w, V ) −→ H0(w, V ′)
is injective, the composition H0(w, V ) −→ V ′ is also injective. Thus, we conclude that the
vertical map ev : H0(w, V ) −→ V on the left hand side is injective. This completes the proof
of the lemma. 
3. Cohomology modules in the simply laced case
In this section, we prove some preliminary results for the simply laced case. We use these
results in section 4 to prove the main results. Through out this section, we assume that G is
simply laced.
We use the following lemma whose proof is well known.
Lemma 3.1. Let α ∈ S and β be a root different from both α and −α. Then we have
〈β, α〉 ∈ {−1, 0, 1}.
From now on, for any T -module and a character µ of T , we denote the set of all vectors v
in V such that tv = µ(t)v for every t ∈ T by Vµ. That is,
Vµ := {v ∈ V : tv = µ(t)v for all t ∈ T}.
Here tv denotes the action of t on v.
Notation. We set up a notation for some indecomposable Bγ-summand of g. Let γ be a
simple root. We recall that sl2,γ is the simple Lie algebra corresponding to γ. We first note
that sl2,γ is an indecomposable Bγ-summand of g. We also note that for β ∈ R such that
〈β, γ〉 = 1, the T -submodule gβ ⊕ gβ−γ is an indecomposable Bγ-summand of g. We denote
it by gβ,β−γ. Indeed, this is an irreducible Lγ-submodule of g. In this paper, we denote by
the one dimensional complex vector space generated by a non zero vector v by Cv.
The following lemma gives a description of indecomposable Bγ-summands of g.
Lemma 3.2. Every indecomposable Bγ-summand V of g is one of the following:
(1) V = Ch for some non zero vector h ∈ h such that γ(h) = 0.
(2) V = gβ for some root β such that 〈β, γ〉 = 0.
(3) V = gβ,β−γ for some root β such that 〈β, γ〉 = 1.
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(4) V = sl2,γ, the three dimensional irreducible Lγ-module with highest weight γ.
Proof. Let V be an indecomposable Bγ-summand of g. Let λ be a maximal weight of V .
Then the direct sum ⊕r∈Z≥0Vλ−rγ is a Bγ-summand of V . Hence, we have V = ⊕r∈Z≥0Vλ−rγ.
Note that V is a Lγ-module. Therefore, using Lemma 3.1, we see that the dimension of V
must be at most two unless V = sl2,γ. Further, if the dimension of V is one, either V = Ch
for some non zero vector h ∈ h such that γ(h) = 0, or V = gβ for some root β such that
〈β, γ〉 = 0. Also, if the dimension of V is two, then we must have V = gβ,β−γ for some root
β such that 〈β, γ〉 = 1. This completes the proof of the lemma. 
First, we note that a decomposition of a Bγ-module into a direct sum of indecomposable
submodules is not necessarily unique. The following lemma is crucial in the proof of the main
results in section 3 and section 4.
We make a remark on some notation used in the statement of Lemma 3.3 and its proof.
Notation. Let h(γ) ∈ h be the fundamental dominant coweight corresponding to γ. That
is, h(γ) satisfies γ(h(γ)) = 1 and ν(h(γ)) = 0 for every simple root ν different from γ.
Then the smallest Bγ-submodule of g containing h(γ) is the two dimensional vector subspace
Ch(γ) ⊕ g−γ. Note that this is an indecomposable Bγ-submodule of g. In the context of
Lemma 2.4, we have Ch(γ) ⊕ g−γ = V1 ⊗ C−ωγ , where V1 is the standard two dimensional
irreducible Lˆγ-module. We denote this indecomposable Bγ-submodule by g0,−γ. Further,
g0,−γ is an indecomposable Bγ-direct summand of any Bγ-submodule V
′ of g such that
g0,−γ ⊂ V
′ and gγ
⋂
V ′ = 0. We use this two dimensional Bγ-submodule in type (2) of the
statement of Lemma 3.3 and its proof.
Lemma 3.3. Let w ∈ W and γ ∈ S. Let V be a B-submodule of g containing b. Then there
is a decomposition of the Bγ-module H
0(w, V ) such that every indecomposable Bγ-summand
V ′ of H0(w, V ) is one of the following:
(1) V ′ = Ch for some non zero vector h ∈ h such that γ(h) = 0.
(2) V ′ = g0,−γ.
(3) V ′ = gβ for some root β such that 〈β, γ〉 ∈ {−1, 0}.
(4) V ′ = gβ,β−γ for some root β such that 〈β, γ〉 = 1.
(5) V ′ = sl2,γ, the restriction of the three dimensional irreducible Lγ-module with highest
weight γ.
Proof. First note that in view of Lemma 2.6, H0(w, V ) is a B-submodule of V . Let V ′ be
an indecomposable Bγ-summand of H
0(w, V ). Note that there is a non zero vector v ∈ V ′
and a µ ∈ X(Bγ) = X(T ) such that bv = µ(b)v for every b ∈ Bγ. If µ 6= −γ, then using the
arguments similar to the proof of Lemma 3.2, we see that V ′ must be one of the types (1),
(3) or (4).
Therefore, we may assume that g−γ is a Bγ-submodule of V
′. To complete the proof of
the lemma, we need to show that either sl2,γ or g0,−γ is an indecomposable Bγ-summand of
H0(w, V ).
The proof is by induction on l(w). If l(w) = 0, then we have w = 1. First note that since
S is a basis of the complex vector space HomC(h,C), it follows that h(γ) ∈ h. Further, since
h is a complex vector subspace of V, it follows that h(γ) ∈ V . Thus, type (2) indecomposable
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Bγ-module g0,−γ is a submodule of V . Now, if gγ ⊂ V, then it is easy to see that V
′ = sl2,γ
is an indecomposable Bγ-summand of V containing g−γ. Otherwise, the Bγ-submodule g0,−γ
is a summand of V .
Therefore, we may choose a simple root α such that l(w) = 1 + l(sαw). By induction
on l(w), we assume that for any simple root ν such that g−ν ⊂ H
0(sαw, V ), there is a
decomposition of the Bν-module H
0(sαw, V ) such that the indecomposable Bν-summand V
′
of H0(sαw, V ) containing g−ν is either of the form V
′ = g0,−ν or of the form V
′ = sl2,ν . In
particular, it follows that either g0,−γ or sl2,γ is a Bγ-summand of H
0(sαw, V ).
We divide the proof into three different cases as follows.
Case 1: We first assume that γ = α. By using SES, we have
H0(sα, H
0(sαw, V )) = H
0(w, V ).
Note that in view of Lemma 2.4, we have g0,−γ = V1⊗C−ωγ , where V1 is the standard two
dimensional irreducible Lˆγ-module. Hence by Lemma 2.3, we have
H0(sα, g0,−γ) = H
0(sγ , g0,−γ) = 0 ( since α = γ ).
Therefore, if g0,−γ is a Bγ-summand of H
0(sαw, V ), then by using Lemma 2.6, we see that
g−γ can not be a subspace of H
0(sα, H
0(sαw, V )) = H
0(w, V ). This is a contradiction to the
above observation. Hence, we conclude that sl2,γ is a Bγ-summand of H
0(sαw, V ). Further,
by Lemma 2.5, we have
H0(Lα/Bα, sl2,γ) = H
0(Lγ/Bγ, sl2,γ) = sl2,γ ( since α = γ ).
This completes the proof for the case when γ = α.
Case 2 : We assume that α is different from γ and 〈γ, α〉 6= 0. By using Lemma 3.1, we
have 〈γ, α〉 = −1.
Sub case 1: Assume that g0,−γ is a Bγ-summand ofH
0(sαw, V ). Note that h(γ) ∈ h
⋂
g0,−γ.
Since α 6= γ, we have α(h(γ)) = 0. Hence, Ch(γ) is a Bα-direct summand of H
0(sαw, V ).
Hence, Ch(γ) must be a Bα-submodule of H
0(sα, H
0(sαw, V )) = H
0(w, V ). Since g−γ ⊂
H0(w, V ), it follows that g0,−γ is a Bγ-summand of H
0(w, V ).
Sub case 2: Assume that sl2,γ is a Bγ-summand of H
0(sαw, V ). Now, if gα+γ is a subspace
of H0(sαw, V ), then gα+γ,γ is an indecomposable Bα-summand of H
0(sαw, V ). Since gα+γ,γ
is a Lˆα-module, using Lemma 2.5, we see that
H0(sα, gα+γ,γ) = gα+γ,γ ⊂ H
0(sα, H
0(sαw, V )).
Thus, we see that the Bγ-span sl2,γ of gγ must be a Bγ-summand of H
0(sα, H
0(sαw, V )) =
H0(w, V ).
On the other hand, if gα+γ is not a subspace of H
0(sαw, V ), then gγ is an indecomposable
Bα-direct summand ofH
0(sαw, V ). Since 〈γ, α〉 = −1, by Lemma 2.2 , we have H
i(sα, γ) = 0
for every i ∈ Z≥0. In particular, gγ can not be a subspace of H
0(sα, H
0(sαw, V )). Hence,
sl2,γ is not a Bγ-summand of H
0(sα, H
0(sαw, V )) = H
0(w, V ).
We now show that g0,−γ is a Bγ-summand of H
0(sα, H
0(sαw, V )). Let S1 be the set of
all simple roots β such that sl2,β is a Bβ-summand of H
0(sαw, V ). By the hypothesis, we
have γ ∈ S1. Since S1 is a linearly independent subset of HomC(⊕β∈S1Chβ ,C), there is a
h1 ∈ ⊕β∈S1Chβ such that γ(h1) = 1 and β(h1) = 0 for every simple root β in S1 different
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from γ. If ν(h1) = 0 for every ν ∈ S \ S1, we are done. Otherwise, let S2 be the set of all
simple roots ν ∈ S \ S1 such that ν(h1) 6= 0. Let ν ∈ S2. Then there is a β ∈ S1 such that
ν(hβ) = −1. Since β ∈ S1, we have hβ ∈ H
0(sαw, V ). Hence, the Lie bracket x−ν = [x−ν , hβ]
is in H0(sαw, V ). Hence, g−ν must be a subspace of H
0(sαw, V ). Therefore, by induction
applied to the simple root ν, we see that either g0,−ν or sl2,ν is a Bν-summand of H
0(sαw, V ).
Since ν /∈ S1, we conclude that g0,−ν is an indecomposable Bν-summand of H
0(sαw, V ). Note
that the fundamental dominant coweight h(ν) is in h
⋂
g0,−ν .
Let h2 =
∑
ν∈S2
ν(h1)h(ν). Then we have h(γ) = h1 − h2. Therefore, Ch(γ) is a Bα-
summand of H0(sαw, V ). Hence, we see that H
0(sα,Ch(γ)) = Ch(γ) is a subspace of
H0(sα, H
0(sαw, V )). Thus, we conclude that g0,−γ is a Bγ-summand ofH
0(sα, H
0(sαw, V )) =
H0(w, V ).
Case 3: We assume that 〈γ, α〉 = 0. If g0,−γ is a Bγ-summand of H
0(sαw, V ), using
〈γ, α〉 = 0 we see that it is also a Bα-summand of H
0(sα, H
0(sαw, V )). For the same reason,
the vector bundle on Lα/Bα associated to the Bα-module g0,−γ is trivial. Thus, g0,−γ is
a Bγ-summand of H
0(sα, H
0(sαw, V )) = H
0(w, V ). The proof of the case when sl2,γ is a
Bγ-summand of H
0(sαw, V ) is similar.

We now deduce the following lemma as a consequence of Lemma 3.3.
Lemma 3.4. Let w ∈ W and V be a B-submodule of g containing b. Then we have
H i(w, V ) = 0 for every i ≥ 1.
Proof. The proof is by induction on l(w). If l(w) = 0, we are done. Otherwise, we choose a
simple root γ ∈ S be such that l(sγw) = l(w)−1. By Lemma 3.3, there is a decomposition of
the Bγ-module H
0(sγw, V ) such that every indecomposable Bγ-summand V
′ of H0(sγw, V )
must be one of the 5 types given in Lemma 3.3. In view of Lemma 2.4, any such V ′ is of
the form V ′ = V ′′ ⊗ Caωγ for some irreducible Lˆγ-module V
′′ and an integer a ∈ {−1, 0}.
Hence, using Lemma 2.3, we conclude that H i(Lγ/Bγ, V
′) is zero for every indecomposable
Bγ-summand V
′ of H0(sγw, V ) and for every i ≥ 1. Thus, we see that
H i(Pγ/B,H
0(sγw, V )) = 0 (1)
for all i ≥ 1. By induction on l(w), we have H i(sγw, V ) is zero for all i ≥ 1. Now, using (1)
and using the short exact sequence SES of B-modules, we conclude that H i(w, V ) is zero for
all i ≥ 1. This completes the proof of lemma. 
We now prove the following.
Lemma 3.5. Let w ∈ W . Let V1 be a B-submodule of g containing b and V2 be a B-submodule
of V1 containing b. Then we have
(1) H i(w, V1/V2) = 0 for every i ≥ 1.
(2) The homomorphism Πw : H
0(w, V1) −→ H
0(w, V1/V2) of B-modules induced by the
natural homomorphism Π : V1 −→ V1/V2 is surjective and kernel of Πw is H
0(w, V2).
(3) The restriction map r : H0(w0, g/b) −→ H
0(w, g/b) is surjective.
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Proof. Proof of (1): We have the short exact sequence 0 −→ V2 −→ V1 −→ V1/V2 −→ 0 of
B-modules. Applying H0(w,−) to this short exact sequence of B-modules, we obtain the
following long exact sequence of B-modules:
· · ·H i(w, V2) −→ H
i(w, V1) −→ H
i(w, V1/V2) −→ H
i+1(w, V2) · · ·
By Lemma 3.4, H i(w, V1) and H
i+1(w, V2) are zero for every i ≥ 1. Thus, we conclude that
H i(w, V1/V2) = 0 for every i ≥ 1. This proves (1).
Proof of (2): Taking i = 0 in the above long exact sequence of B-modules and using
H1(w, V2) = 0 ( see Lemma 3.4 ), we obtain the following short exact sequence of B-modules:
0 −→ H0(w, V2) −→ H
0(w, V1) −→ H
0(w, V1/V2) −→ 0.
This proves (2).
Proof of (3): We have the following commutative diagram of B-modules:
H0(w0, g)
Πw0

res
// H0(w, g)
Πw

H0(w0, g/b)
r
// H0(w, g/b).
By (2), Πw : H
0(w, g) −→ H0(w, g/b) is surjective. By Lemma 2.5(1), the restriction map
res : H0(w0, g) −→ H
0(w, g) is an isomorphism. Thus, r : H0(w0, g/b) −→ H
0(w, g/b) is
surjective.
This completes the proof of the lemma.

The following is a useful consequence of Lemma 3.5.
Corollary 3.6. Let w ∈ W and α ∈ R+. Then we have H i(w, α) = 0 for every i ≥ 1.
Proof. Let V1 := ⊕µ≤αgµ denote the direct sum of the weight spaces of g of weights µ
satisfying µ ≤ α and let V2 := ⊕µ<αgµ denote the direct sum of the weight spaces of g of
weights µ satisfying µ < α. It is clear that V2 is a B-submodule of g containing b and V1 is
a B-submodule of g containing V2. Since the B-module V1/V2 is isomorphic to Cα, we have
H i(w, α) = H i(w, V1/V2) for every i ≥ 1. Hence, by Lemma 3.5(1), H
i(w, α) = 0 for every
i ≥ 1. This completes the proof of the corollary. 
4. Main Results in the simply laced case
In this section, we prove the main results in the simply laced case. Through out this
section, we assume that G is simply laced.
We first prove the following:
Theorem 4.1. Let w ∈ W and let α0 denote the highest root of G with respect to T and B
+.
Then we have
(1) H i(X(w), TG/B) = 0 for every i ≥ 1.
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(2) H0(X(w), TG/B) is the adjoint representation g of G if and only if w
−1(α0) is a
negative root.
Proof. Since the tangent space of G/B at the point idB is g/b, the tangent bundle TG/B is
the homogeneous vector bundle L(g/b) on G/B associated to the B-module g/b.
Hence, it is sufficient to prove the following:
(1) H i(w, g/b) = 0 for every i ≥ 1.
(2) H0(w, g/b) is the adjoint representation g of G if and only if w−1(α0) < 0.
The proof of (1) follows from Lemma 3.5(1).
To prove (2), we first note that the natural projection Π : g −→ g/b of B-modules induces
a homomorphism Πw : H
0(w, g) −→ H0(w, g/b) of B-modules. Since the evaluation map
ev : H0(w, g) −→ g is an isomorphism ( see Lemma 2.5(1) ), using Lemma 3.5(2), we have
the following short exact sequence of B-modules:
0 −→ H0(w, b) −→ g −→ H0(w, g/b) −→ 0.
Taking −α0-weight spaces, we obtain the following short eact sequence of vector spaces:
0 −→ H0(w, b)−α0 −→ g−α0 −→ H
0(w, g/b)−α0 −→ 0.
Since g−α0 is one dimensional, H
0(w, b)−α0 is zero if and only if H
0(w, g/b)−α0 is non-zero.
Since g is an irreducible G-module of highest weight α0, the B-stable line in g is unique and
it is the one dimensional subspace g−α0 . Therefore, it follows that H
0(w, b) is zero if and
only if H0(w, b)−α0 is zero.
We now show that H0(w, g/b)−α0 is non-zero if and only if w
−1(−α0) ∈ R
+. For this, we
first note that the B-module g/b has a composition series of B-modules with each successive
simple quotient is isomorphic to Cα, where α is running over positive roots. By taking
global sections H0(X(w),L(w,Cα)) and applying Corollary 3.6, we see that the B-module
H0(w, g/b) has a filtration of B-modules with each successive quotient is isomorphic to
H0(w, α) for some positive root α. Therefore, it follows that H0(w, g/b)−α0 is non-zero if and
only if H0(w, α)−α0 is non-zero for some positive root α. On the other hand, for any positive
root α, there is a v ∈ W such that v(α0) = α. Without loss of generality, we may assume
that v is of minimum length among such elements. It follows from the Demazure character
formula that if H0(w, α0)µ 6= 0, then µ is in the convex hull of the set {x(α0) : x ≤ wv}
( see [4, Theorem 3.3.8, p.97, equation (3)] and [11, Proposition 14.18(b), p.379] ). Note
that the convention for the signature of the weights in the Demazure character formula in
this paper is the same as the one in [11]. Further, using the above arguments, we see that
Cα is a B-submodule of H
0(v, α0). Therefore, by using SES , we see that H
0(w, α) is a
B-submodule of H0(wv, α0). Hence, every weight µ of H
0(w, α) satisfies µ ≥ w(α). Clearly,
w(α) ≥ −α0. Hence, H
0(w, α)−α0 is non zero if and only if w(α) = −α0. Thus, we conclude
that H0(w, g/b)−α0 is non-zero if and only if w
−1(−α0) ∈ R
+.
Summarising the above arguments, we conclude thatH0(w, b) is zero if and only if w−1(α0)
is a negative root. Since Ker(Πw) = H
0(w, b) ( see Lemma 3.5(2) ), we see that Ker(Πw) is
zero if and only if w−1(α0) is a negative root. This completes the proof of (2). 
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The following theorem describes the automorphism group of a smooth Schubert variety in
the simply laced case.
Theorem 4.2. Let w ∈ W be such that X(w) is smooth. Let Aw denote the connected
component of the group of all automorphisms of X(w) containing the identity automorphism.
For the left action of G on G/B, let Pw denote the stabiliser of X(w) in G. Then we have
(1) The homomorphism φw : Pw −→ Aw induced by the action of Pw on X(w) is surjec-
tive.
(2) φw : Pw −→ Aw is an isomorphism if and only if w
−1(α0) is a negative root.
Proof. Let Tw denote the tangent bundle of X(w). By [15, Theorem 3.7, p.17], we see
that Aw is an algebraic group. Further, by [15, Lemma 3.4, p.13], it follows that the Lie
algebra of Aw is isomorphic to the space of all global sections H
0(X(w), Tw). Since Tw
is a vector subbundle of TG/B, we have an injective homomorphism i : H
0(X(w), Tw) →֒
H0(X(w), TG/B) = H
0(w, g/b) of B-modules. We first note that φw induces a homomorphism
ψw : pw −→ H
0(X(w), Tw) of Lie algebras, where pw is the Lie algebra of Pw.
We now prove (1). By Lemma 3.5(3), the restriction map r : g = H0(w0, g/b) −→
H0(w, g/b) is surjective. Since Pw is a parabolic subgroup of G containing B, the Lie algebra
pw is a Lie subalgebra of g = H
0(w0, g/b) containing b. Further, since X(w) is a Pw-stable
subvariety for the left action of Pw on G/B, we have the following commutative diagram of
B-modules:
pw _

ψw
// H0(X(w), Tw) _
i

H0(w0, g/b)
r
// H0(w, g/b)
Now, let q = r−1(H0(X(w), Tw)). Note that since q is a B-submodule of g containing pw,
q is a parabolic subalgebra of g containing pw. We denote the restriction of r to q also by r.
We now show that pw = q. Since g = H
0(w0, g/b), every element x ∈ q ⊂ g is a tangent
vector field on G/B. Further, by the definition of q, the ideal sheaf of X(w) is x-stable for
every x ∈ q. Therefore, q is contained in the Lie algebra pw of the stabiliser Pw of X(w) in
G. Thus, we have pw = q.
Clearly, r : q −→ H0(X(w), Tw) is a homomorphism of Lie algebras. Therefore ψw : pw −→
H0(X(w), Tw) is surjective. By counting the dimensions of the images both at the level of
algebraic groups and at the level of their Lie algebras, we conclude that φw : Pw −→ Aw is
surjective.
We now prove (2).
Assume that w−1(α0) is a negative root. Then by the proof of Theorem 4.1(2), the ho-
momorphism Πw : H
0(w, g) = g −→ H0(w, g/b) = g of B-modules induced by the natural
homomorphism g −→ g/b is an isomorphism. Therefore, H0(w, g/b) has a unique B- stable
line, namely g−α0 . Note that since w
−1(α0) < 0, we have w 6= 1. Therefore, the action of Pw
on X(w) is non trivial. Hence, the homomorphism ψw : pw −→ H
0(X(w), Tw) of B-modules
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is non-zero. Therefore, the B-stable line H0(w, g/b)−α0 is in the image
ψw(pw) ⊂ H
0(X(w), Tw) ⊂ H
0(w, g/b).
Hence, we have g−α0
⋂
ker(ψw) = 0. Thus, ψw : pw −→ H
0(X(w), Tw) is injective. Since
the base field is C, it follows that the kernel of ψw is the Lie algebra of the kernel of φw.
Therefore, φw : Pw −→ Aw is injective. Now, that φw is an isomorphism follows from (1).
This is again because the base field is C.
Conversely, if φw : Pw −→ Aw is an isomorphism, then the induced homomorphism
ψw : pw −→ H
0(X(w), Tw) ⊂ H
0(w, g/b) is injective. In particular, the −α0-weight space
H0(w, g/b)−α0 is non-zero. By using arguments similar to the proof of Theorem 4.1, we
conclude that w−1(α0) is a negative root. 
In the following Corollary, we describe the kernel of φw : Pw −→ Aw. Let Jw := {α ∈
S : sα ≤ w} and let T (w) :=
⋂
α∈Jw
Ker(α) = {t ∈ T : α(t) = 1 for α ∈ Jw}. Let
U ( respectively, U+ ) denote the unipotent radical of B ( respectively, B+ ) and let U−α
( respectively, U+α ) be the the root subgroup of U ( respectively, U
+ ) normalised by T
corresponding to α ∈ R+. Further, let U≤w be the subgroup of U generated by {U−α : α ∈
R+ \ (
⋃
v≤w R
+(v−1))}. Then we have
Corollary 4.3. The kernel Kw of φw : Pw −→ Aw is generated by T (w) and U≤w.
Proof. Let R+(w−1) := {β1, β2, · · · , βl(w)}. Note that for every 1 ≤ j ≤ l(w), we have
βj =
∑
α∈Smαα where each mα ∈ Z≥0 and mα = 0 unless sα ≤ w. Therefore, it follows
that T (w) ⊂ Ker(βj) for every 1 ≤ j ≤ l(w). Hence the action of T (w) on BwB/B =
Π
l(w)
j=1U−βjwB/B is trivial. Here, we note that product is independent of the ordering of
R+(w−1) ( see [11, II, p.354] ). Since BwB/B is an open dense subset of X(w), we conclude
that the action of T (w) on X(w) is trivial.
If the action of U−β on X(w) is trivial for some positive root β, then it fixes vB/B for
every v ≤ w. Hence, v−1(β) ∈ R+ for every v ≤ w.
Conversely, if β ∈ R+ is such that v−1(β) > 0 for every v ≤ w, then we show that the
action of U−β on X(w) is trivial. We show this by induction on l(w). So, fix such a β.
If l(w) = 1, then we have w = sα for some simple root α. For any u1 ∈ U−α and u2 ∈ U−β,
the commutator u−12 u
−1
1 u2u1 ∈ ΠγU−γ , where the product is taken over all positive roots γ
of the form γ = iα + jβ with i, j ∈ N (see, [10, p.203] and [10, p.209 - p.215] ). First note
that α 6= β, since sα(β) ∈ R
+. Further, if u1 and u2 commute with each other, then u1wB/B
is fixed by u2. Therefore, we may assume that they do not commute with each other.
Since G is simply laced, we have 〈α, β〉 = 〈β, α〉 = −1. Therefore, it follows that α + β =
sα(β) ∈ R
+ and u−12 u
−1
1 u2u1 ∈ U−(α+β). It is easy to see that the subgroup U−(α+β) fixes the
point sαB/B. Hence, by the above arguments, it follows that
u2u1wB/B = u1u2(u
−1
2 u
−1
1 u2u1)wB/B = u1u2wB/B = u1wB/B.
We may assume that l(w) ≥ 2 and choose a simple root α such that l(sαw) = l(w)−1. Let
v = sαw and let nα be a representative of sα in NG(T ). We have BwB/B = U−αnαUvvB/B,
where Uv = Πγ∈R+(v−1)U−γ ( see [11, II, p.354] ). Note that by induction, the action of U−β
on UvvB/B is trivial. Therefore, by the above arguments we may assume that the subgroups
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U−α and U−β do not commute with each other. By the proof in the case of length one, for
every u2 ∈ U−β, u1 ∈ U−α and u ∈ Uv, we see that
u2 · (u1nαuvB/B) = u1nα · (u
′ · uvB/B),
for some u′ ∈ U−sα(β)U−β. Note that for every v1 ≤ v, both v
−1
1 (β) and v
−1
1 (sα(β)) are
positive roots. Therefore, by the induction hypothesis, u′ fixes the point uvB/B. Thus, we
conclude that the action of U−β on the Schubert cell BwB/B is trivial. Since, BwB/B is an
open dense subset of X(w), it follows that the action of U−β on X(w) is trivial.
Finally, we show that U+β
⋂
Kw = {1} for every positive root β such that U
+
β is a subgroup
of Pw. First note that if U
+
β
⋂
Kw is non trivial, then by conjugating by T , we could prove
that U+β ⊂ Kw. Further, since G is simply laced, if β is not a simple root, then there is
a simple root α such that 〈β, α〉 = 1. Therefore, by using similar arguments as above, we
conclude that 1 6= u−12 u
−1
1 u2u1 ∈ U
+
β−α, for some u1 ∈ U−α and some u2 ∈ U
+
β . Hence,
U+β−α
⋂
Kw is non trivial. Therefore, U
+
β−α ⊂ Kw. Proceeding this way, we are able to find
a simple root γ such that U+γ ⊂ Kw. Hence, by using the arguments similar to the proof of
Theorem 4.2, we conclude that Kw contains a representative nγ of sγ in NG(T ). Thus, we
have l(sγw) = l(w)−1. This is a contradiction to the fact that if α is a simple root such that
l(sαw) = l(w)− 1, then the action of U
+
α on X(w) is non trivial.
This completes the proof . 
Again we assume that X(w) is smooth. Let Lα0 denote the line bundle on X(w) associated
to α0. Consider the left action of T on G/B. Note that X(w) is stable under T . Let λ be a
dominant character of T . In the following Corollary, we use the notion of semi-stable points
introduced by Mumford ( see [17] ). We denote by X(w−1)ssT (Lα0) the set of all semi-stable
points of X(w−1) with respect to the T -linearised line bundle Lα0 .
Then we have
Corollary 4.4. Let Aw, Pw and φw : Pw −→ Aw be as in the hypothesis of Theorem 4.2.
Then φw : Pw −→ Aw is an isomorphism if and only if the set X(w
−1)ssT (Lα0) of semi-stable
points is non-empty.
Proof. By Theorem 4.2, we see that φw : Pw −→ Aw is an isomorphism if and only if w
−1(α0)
is a negative root. By [13, Lemma 2.1], we note that w−1(α0) < 0 if and only ifX(w
−1)ssT (Lα0)
is non empty. This completes the proof of the corollary. 
The following Corollary connects the set X(w−1)ssT (Lα0) of semi-stable points with the
vanishing of all cohomology modules of the vector bundle L(w, b) on X(w).
Corollary 4.5. The set X(w−1)ssT (Lα0) of semi-stable points is non-empty if and only if
H i(w, b) = 0 for every i ∈ Z≥0.
Proof. By Lemma 3.4, Hj(w, b) = 0 for every j ≥ 1. By using the proof of Theorem 4.1,
we see that H0(w, b) is zero if and only if w−1(α0) is a negative root. Therefore, by using
Theorem 4.2, it follows that φw : Pw −→ Aw is an isomorphism if and only if H
0(w, b) is
zero. Now, the proof of the corollary follows from Corollary 4.4. 
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Remark 4.6. We recall the restriction map r : H0(w0, g/b) −→ H
0(w, g/b) which is used
in the proof of Theorem 4.2. Let q = r−1(H0(X(w), Tw)). The proof of the statement q = pw
is due to the referee. We are very grateful to him/her for the proof.
Remark 4.7. Corollary 4.3 does not hold in the non simply laced case. For instance, let
G be of type B2, and w = s2s1. Here, we follow the convention with 〈α1, α2〉 = −2 and
〈α2, α1〉 = −1. In this case, we have β = α1 + α2 ∈ R
+ \ (
⋃
v≤w R
+(v−1)), and the natural
action of U−β on X(w) is not trivial.
5. Cohomology modules in the non simply laced case
Throughout this section, we assume that G is a simple algebraic group of adjoint type over
C which is not simply laced. Since G is not simply laced, there is a highest long root and
there is a highest short root. We denote the highest long root by α0 and the highest short
root by β0.
We first prove the following.
Lemma 5.1. There is a positive root β and a simple root α such that sα ◦ β = β0.
Proof. Since β0 < α0, there is a simple root α such that β0 + α is a positive root. Since
β0 + α 6= α, it follows that β = sα ◦ β0 = sα(β0 + α) is a positive root. 
Let α and β be as in Lemma 5.1. Let w ∈ W be such that sα ≤ w. Let V1 := ⊕µ≤βgµ be
the direct sum of all weight spaces of weights µ satisfying µ ≤ β. Also, let V2 := ⊕µ<βgµ be
the direct sum of all weight spaces of weights µ satisfying µ < β. We note that V2 is a B-
submodule of g containing b and V1 is a B-submodule of g containing V2.
Then we have
Lemma 5.2. H1(w, V1/V2) is non-zero.
Proof. Note that β0 = sα ◦ β is a dominant character of T . Hence, by the Borel-Weil-
Bott’s theorem [3], H1(w0, β) is an irreducible representation of G with highest weight sα ◦β.
Also, by Lemma 2.2, H1(sα, β) is non-zero. Also, by [12, Corollary 4.3], the restriction map
H1(w0, β) −→ H
1(sα, β) is surjective.
Thus, the restriction map H1(w, β) −→ H1(sα, β) is also surjective. Hence, H
1(w, β) is
non-zero. Since the quotient B-module V1/V2 is isomorphic to Cβ, we have H
1(w, V1/V2) =
H1(w, β). Hence H1(w, V1/V2) is non-zero. This completes the proof.

Let V (β0) be the irreducible G-module of highest weight β0.
Notation:
(1) Let γ be a short simple root. Since V (β0)γ is non zero, there is a v ∈ V (β0)0 such
that x−γ ·v is non zero and x−ν ·v is zero for every simple root ν different from γ. The
cyclic Bγ-submodule of V (β0) generated by v is a two dimensional indecomposable
Bγ-submodule of type similar to that of type (2) in the statement of Lemma 3.3. We
denote it by V (β0)0,−γ .
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(2) Let γ be a simple root not necessarily a short root. If β is a short root such that
〈β, γ〉 = 1, then the cyclic Bγ-submodule of V (β0) generated by the one dimensional
subspace V (β0)β is a two dimensional indecomposable Bγ-submodule of type similar
to that of type (4) in the statement of Lemma 3.3. We denote it by V (β0)β,β−γ.
Let V be a B-submodule of V (β0) such that for every short simple root α, there is a
decomposition of the Bα-module V such that every indecomposable Bα-summand V
′ of V is
one of the following:
(1) V ′ = Cv for some non zero vector v ∈ V (β0)0 such that x−α · v = 0.
(2) V ′ = V (β0)0,−α.
(3) V ′ = V (β0)β for some short root β such that 〈β, α〉 ∈ {−1, 0}.
(4) V ′ = V (β0)β,β−α for some short root β such 〈β, α〉 = 1.
(5) V ′ = sl2,α, the three dimensional irreducible Lα-module with highest weight α.
The following lemma is useful to prove the main results in section 5 and section 6.
Lemma 5.3. Let φ ∈ W and γ ∈ S. Then we have
(1) If γ is a short root, then there is a decomposition of the Bγ-module H
0(φ, V ) such
that every indecomposable Bγ-summand of H
0(φ, V ) is one of the five types as in the
hypothesis above.
(2) If γ is a long root, then there is a decomposition of the Bγ-module H
0(φ, V ) such that
every indecomposable Bγ-summand of H
0(φ, V ) is one of the types (1), (3) or (4) as
in the hypothesis above.
Proof. Proof of (2): If γ is a long simple root, then V (β0)−γ = 0. The proof of (2) follows by
using similar arguments in the proof of Lemma 3.3.
The proof of (1) is essentially the same as that of Lemma 3.3. 
Corollary 5.4. Let φ ∈ W .
(1) Let V be a B-submodule of V (β0) satisfying the hypothesis of Lemma 5.3. Then we
have H i(φ, V ) = 0 for every i ≥ 1.
(2) Let V be a B-submodule of V (β0) such that Vµ = 0 unless µ ∈ −(R
+ \ S). Then we
have H i(φ, V ) = 0 for every i ≥ 1.
Proof. The proof is by induction on l(φ). If l(φ) = 0, then φ = 1 and so we are done.
Otherwise, choose a simple root α such that l(φ) = 1 + l(sαφ). By induction, we have
H i(sαφ, V ) = 0 for every i ≥ 1. Applying this to SES, we see that H
i(φ, V ) = 0 for
every i ≥ 2 and H1(φ, V ) = H1(sα, H
0(sαφ, V )). Therefore, it is sufficient to show that
H1(sα, H
0(sαφ, V )) = 0.
Proof of 1: If α is a long root, then by Lemma 5.3(2), every indecomposable Bα-summand
V ′ of H0(sαφ, V ) is one of the types (1), (3) or (4) as in the hypothesis of Lemma 5.3. In
all these cases, in view of Lemma 2.4, we see that there is an irreducible Lˆα-module V
′′ and
an integer a ∈ {−1, 0} such that V ′ = V ′′ ⊗ Caωα . Hence, by using Lemma 2.3, we see that
H i(sα, V
′) = 0 for every i ≥ 1. Thus, we have H1(sα, H
0(sαφ, V )) = 0.
If α is a short root, using Lemma 5.3(1), we see that every indecomposable Bα-summand
V ′ of H0(sαφ, V ) is one of the five types as in the hypothesis of Lemma 5.3. Therefore, in
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view of Lemma 2.4, we see that every indecomposable Bα-summand V
′ of H0(sαφ, V ) is of
the form V ′ = V ′′⊗Caωα for some irreducible Lα-module V
′′ and an integer a ∈ {−1, 0}. We
apply Lemma 2.3 to conclude that H1(sα, H
0(sαφ, V )) = 0.
This completes the proof of (1).
Proof of 2: By Lemma 2.6, H0(sαφ, V ) is a B-submodule of V and therefore it satisfies
the hypothesis of (2). Let V ′ be an indecomposable Bα-summand of H
0(sαφ, V ). In view of
Lemma 2.4, we have V ′ = V ′′ ⊗ Caωα for some irreducible Lˆα-module V
′′ and an integer a.
In particular, the set of all weights of V ′ is equal to {λ+aωα, λ−α+aωα, · · · , sα(λ)+aωα},
where λ is the highest weight of the irreducible Lα-module V
′′. Note that by the hypothesis,
we have
λ− iα + aωα ∈ −(R
+ \ S),
for every 0 ≤ i ≤ 〈λ, α〉. Further, λ − iα + aωα is a short root for every 0 ≤ i ≤ 〈λ, α〉.
Therefore, we have
−1 ≤ 〈sα(λ) + aωα, α〉 ≤ a ≤ 〈λ+ aωα, α〉 ≤ 1.
Thus, we have a ∈ {−1, 0, 1}. Hence, by using Lemma 2.3, we see that H i(sα, V
′) = 0 for
every i ≥ 1. Thus, we have H1(sα, H
0(sαφ, V )) = 0.
This completes the proof of (2).

Corollary 5.5. Let φ ∈ W . Let V1 be a B-submodule of V (β0) and V2 be a B-submodule
of V1 . Assume that both V1 and V2 satisfy either the hypothesis of Corollary 5.4(1) or the
hypothesis of Corollary 5.4(2). Then we have H i(φ, V1/V2) = 0 for every i ≥ 1.
Proof. By Corollary 5.4, we see that H i(φ, Vj) = 0 for every i ≥ 1 and j = 1, 2. Now, the
proof follows by using the arguments similar to the proof of Lemma 3.5(1). 
Corollary 5.6. Let φ ∈ W and α be a short root such that −α /∈ S.
Then we have H i(φ, α) = 0 for every i ≥ 1.
Proof. Take V1 := ⊕µ≤αV (β0)µ and V2 := ⊕µ<αV (β0)µ. If α ∈ R
+, then ⊕µ≤0V (β0)µ is a
subspace of V2. Therefore, imitating the proof of Lemma 3.3, we see that both the B-modules
V1 and V2 satisfy the hypothesis of Lemma 5.3 ( the only difference here is that we have to
work with the zero wight space of V (β0) instead of h and the set of all short simple roots
instead of the set of all simple roots ). Therefore, both V1 and V2 satisfy the hypothesis of
Corollary 5.4(1).
Otherwise, both the B-modules V1 and V2 satisfy the hypothesis of Corollary 5.4(2). In
both cases, the proof of the corollary follows by using Corollary 5.5 and imitating the proof
of Corollary 3.6. 
6. Main results in the non simply laced case
In this section, we prove the main results in the non simply laced case. Through out this
section, we assume that G is not simply laced.
The following lemma is useful to prove the main results in this section.
18
Lemma 6.1. Let V be a B-module. Let w ∈ W and let γ be a simple root such that
l(wsγ) = l(w) − 1. Let φ = wsγ. Then we have the following long exact sequence of B-
modules:
H1(φ,H0(sγ, V )) −→ H
1(w, V ) −→ H0(φ,H1(sγ, V )) −→ · · ·
· · · −→ H i(φ,H0(sγ , V )) −→ H
i(w, V ) −→ H i−1(φ,H1(sγ, V )) −→ · · ·
Proof. Fix a decomposition of V = ⊕rj=1Vj into a direct sum of indecomposable Bγ-modules.
By using Lemma 2.4, for each 1 ≤ j ≤ r, there exists an irreducible Lˆγ-module V
′
j and an
integer mj such that Vj = V
′
j ⊗ Cmjωγ . Now, let J1 := {j ∈ {1, 2, · · · , r} : mj ≥ 0} and
J2 := {1, 2, · · · , r} \ J1. By using Lemma 2.3, we see that the image V+ of the evaluation
map H0(sγ , V ) −→ V is equal to ⊕j∈J1Vj.
Let V− := ⊕j∈J2Vj. Clearly, V+ is a B-submodule of V and V− is a Bγ-submodule of
V . Note that the restriction to V− of the natural map V −→ V/V+ is an isomorphism of
Bγ-modules.
Further, we have H i(sγ, V+) = 0 for every i ≥ 1 and H
i(sγ, V/V+) = 0 for every i 6= 1
( see Lemma 2.3 ). Also, the inclusion V+ ⊂ V of B-modules induces an isomorphism
H0(sγ, V+) −→ H
0(sγ, V ) of B-modules. Similarly, the natural map V −→ V/V+ induces an
isomorphism H1(sγ, V ) −→ H
1(sγ, V/V+) of B-modules.
Let w = si1si2 · · · sir be a reduced expression for w with sir = sγ. Let i = (i1, i2, · · · , ir)
and i′ = (i1, i2, · · · , ir−1)
Recall the morphism fr : Z(w, i) −→ Z(φ, i
′) from section 2. Using (Iso), we see that
Rjfr∗L(w, i, V ) = L(φ, i
′, Hj(Pαir /B,L(sir , V ))) (j ≥ 0).
Using this isomorphism and the fact that Hj(sγ, V+) = 0 for j ≥ 1, it follows that the
B-modules H i(φ,H0(sγ, V+)) and H
i(w, V+) are isomorphic for every i ≥ 0. Similarly, the
B-modules H i−1(φ,H1(sγ , V/V+)) and H
i(w, V/V+) are isomorphic for every i ≥ 1. Sum-
marising these observations, we see that the B-modules H i(φ,H0(sγ, V )) and H
i(w, V+) are
isomorphic for every i ≥ 0. Similarly, we also see that H i−1(φ,H1(sγ , V )) and H
i(w, V/V+)
are isomorphic for every i ≥ 1.
Applying H0(w,−) to the short exact sequence 0 −→ V+ −→ V −→ V/V+ −→ 0 of
B-modules, we obtain the following long exact sequence of B-modules:
· · ·H i−1(w, V/V+) −→ H
i(w, V+) −→ H
i(w, V ) −→ H i(w, V/V+) −→ H
i+1(w, V+) · · ·
By using the above isomorphisms in this long exact sequence, we obtain the following long
exact sequence of B-modules:
H1(φ,H0(sγ, V )) −→ H
1(w, V ) −→ H0(φ,H1(sγ, V )) −→ · · ·
· · · −→ H i(φ,H0(sγ , V )) −→ H
i(w, V ) −→ H i−1(φ,H1(sγ, V )) −→ · · ·
This completes the proof of the lemma.

We now deduce the following.
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Lemma 6.2. Let w ∈ W and V be a B-submodule of g. Then we have H i(w, V ) = 0 for
every i ≥ 2.
Proof. The proof is by induction on l(w). If l(w) = 0, we are done. Otherwise, choose a
simple root γ ∈ S such that l(wsγ) = l(w)− 1.
Step1. We show that H1(sγ, V ) is either zero or is a direct sum of the trivial B-module
C0 with multiplicity at most one and a B-module V
′ having a composition series V ′ = Vm ⊃
Vm−1 ⊃ · · ·V1 ⊃ V0 such that each subquotient Vi+1/Vi ( 0 ≤ i ≤ m − 1 ) is isomorphic to
Cβi for some short root βi which is not in −S.
Assume that H1(sγ , V )µ 6= 0. Then there exists an indecomposable Bγ-direct summand
V1 of V such that H
1(sγ , V1)µ 6= 0. By Lemma 2.4, V1 = V
′ ⊗ Caωγ for some irreducible
Lˆγ-module V
′ and an integer a. Since H1(sγ, V1) 6= 0, by Lemma 2.3, we have a ≤ −2 and
H1(sγ, V1) = V
′ ⊗ H0(sγ , aωγ − (a + 1)γ). Therefore, any weight µ
′′ of H1(sγ, V1) is in the
γ-string from µ1 + γ = µ1 + ρ− sγ(ρ) = sγ(sγ ◦ µ1) to sγ ◦ µ1, where µ1 is the lowest weight
of V1. Thus, there is an integer 1 ≤ t ≤ −(〈µ1, γ〉+ 1) such that µ = µ1 + tγ.
We now analyse the cases.
If µ = 0, then µ1 = −γ, and the indecomposable Bγ-summand V1 is equal to g−γ. Further,
by Lemma 2.2(3), it follows that the trivial B-module C0 is a B-summand of H
1(sγ, V ).
Also, the zero weight space H1(sγ, V )0 of H
1(sγ, V ) has multiplicity one in this case.
Otherwise, by using the above discussion, we see that µ1 is a root different from −γ
such that 〈µ1, γ〉 ∈ {−2,−3}, and V1 = gµ1 . In particular, µ is a short root. Further,
if µ ∈ −S, there is an integer 1 ≤ t ≤ −(〈µ1, γ〉 + 1) such that µ = µ1 + tγ ∈ −S. If
〈µ1, γ〉 = −2, then t = 1 and so the simple roots −µ and γ are orthogonal with µ1 = µ − γ
is a root, contradiction to the fact that sum of two orthogonal simple roots is not a root. If
〈µ1, γ〉 = −3, then t = 1, 2. The proof of the case when t = 1 follows by similar arguments
as above. If t = 2, then −µ is a simple root such that 〈−µ, γ〉 = −1. This is a contradiction
to the assumption that −µ+ 2γ = −µ1 ∈ R ( For instance, since both −µ and γ are simple
roots, sγ(−µ1) = −µ− γ /∈ R ).
This completes the proof of Step 1.
Now, let φ = wsγ. By Corollary 5.6, we see that H
i(φ,H1(sγ , V )) = 0 for every i ≥ 1. On
the other hand, using Lemma 2.6, we see that H0(sγ, V ) is a B-submodule of V . Hence, by
using induction on l(w), we see that H i(φ,H0(sγ, V )) = 0 for every i ≥ 2.
Now, the proof of the lemma follows by applying the above observations in the following
long exact sequence of B-modules ( see Lemma 6.1 ):
H1(φ,H0(sγ, V )) −→ H
1(w, V ) −→ H0(φ,H1(sγ, V )) −→ · · ·
· · · −→ H i(φ,H0(sγ , V )) −→ H
i(w, V ) −→ H i−1(φ,H1(sγ, V )) −→ · · ·

The following is a consequence of Lemma 6.2.
Lemma 6.3. Let w ∈ W . Let V2 be a B-submodule of g and V1 be a B-submodule of g
containing V2. Then we have H
i(w, V1/V2) = 0 for all i ≥ 2.
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Proof. The proof is similar to that of Lemma 3.5(1). We use Lemma 6.2 instead of Lemma
3.4. 
Corollary 6.4. Let w ∈ W and let α ∈ R. Then we have H i(w, α) = 0 for every i ≥ 2.
Proof. Let V1 := ⊕µ≤αgµ denote the direct sum of the weight spaces of g of weights µ
satisfying µ ≤ α. Let V2 := ⊕µ<αgµ denote the direct sum of the weight spaces of g of weights
µ satisfying µ < α. It is clear that V2 is a B-submodule of g and V1 is a B-submodule of g
containing V2.
Since the B-module V1/V2 is isomorphic to Cα, we have H
i(w, α) = H i(w, V1/V2) for every
i ≥ 2. Now, the proof of the corollary follows from Lemma 6.3. 
The following theorem is a main result in the non simply laced case.
Theorem 6.5. Let w ∈ W . Then we have
(1) H i(X(w), TG/B) = 0 for every i ≥ 1.
(2) The adjoint representation g of G is a B-submodule of H0(X(w), TG/B) if and only
if w−1(α0) is a negative root.
Proof. The proof is similar to that of Theorem 4.1. We provide a proof here for completeness.
As in the proof of Theorem 4.1, it is sufficient to prove the following:
(1) H i(w, g/b) = 0 for every i ≥ 1.
(2) The adjoint representation g of G is a B-submodule of H0(w, g/b) if and only if
w−1(α0) is a negative root.
Proof of (1): As in the proof of Theorem 4.1, let V1 := g and V2 := b. The natural projec-
tion Π : g −→ g/b of B-modules induces a homomorphism Πw : H
0(w, g) −→ H0(w, g/b) of
B-modules.
We have the short exact sequence 0 −→ b −→ g −→ g/b −→ 0 of B-modules.
Applying H0(w,−) to this short exact sequence of B-modules, we obtain the following
long exact sequence of B-modules:
· · ·H i(w, b) −→ H i(w, g) −→ H i(w, g/b) −→ H i+1(w, b) · · ·
On the other hand, by Lemma 2.5(2), we have H i(w, g) = 0 for every i ≥ 1. Further, by
Lemma 6.2, we have H i+1(w, b) = 0 for every i ≥ 1. Applying this in the above long exact
sequence of B-modules, we conclude that H i(w, g/b) = 0 for every i ≥ 1.
This proves (1).
The proof of (2) is similar to that of Theorem 4.1. 
The following result is the analogue of Theorem 4.2 in the non simply laced case.
Theorem 6.6. Let w ∈ W be such that X(w) is smooth. Let Aw denote the connected com-
ponent of the group of all automorphisms of X(w) containing the identity automorphism. For
the left action of G on G/B, let Pw denote the stabiliser of X(w) in G. The homomorphism
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φw : Pw −→ Aw of algebraic groups induced by the action of Pw on X(w) is injective if and
only if w−1(α0) is a negative root.
Proof. The proof is similar to that of Theorem 4.2(2). 
The following remark illustrates the difference between the main results in the simply laced
case and those in the non simply laced case.
Remark 6.7. The adjoint representation g of G could be a proper B-submodule of the space
H0(X(w), TG/B) of global sections. Let G be of type B2, and w = s2s1s2. Here, we follow the
convention with 〈α1, α2〉 = −2 and 〈α2, α1〉 = −1. In this case, H
0(X(w), TG/B) is a direct
sum of the B-modules g and C−(α1+α2).
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