Due to the development in new technologies like semiconductor industry, with advances in sensors and information technology oblige us to handle with large datasets do not stop increasing, while monitoring devices are becoming more and more complexes and sophisticated. As the measurement points become closer. Among the complex monitoring process, the detection of the end of polishing (EPD) during the chemical mechanical planarization (CMP) process is considered as a critical task in semiconductor manufacturing. In this paper, an Acoustic emission (AE) signal is collected during the progression of the CMP process will be monitored using an online method in which the signal will be preprocessed using wavelet analysis (WA) to clean the data from noise and at the same time, a sequential probability ratio test (SPRT) will be developed. This test was applied to the wavelet decomposed. Eventually, it has shown to be efficient in controlling complex processes and suitable for real-time application by developing a moving block strategy.
INTRODUCTION
The semiconductor wafer, composed by a tranche of silicon on which one comes to deposit successive layers of metallization, has been a subject of interest these last years. Indeed, the reduction of its size, the introduction of new materials like the copper and low-k dielectrics and the superposition of different metals create an enormous challenge in terms of accomplishment of wafer production and checking its quality. The CMP process combines mechanical and chemical properties. Hence, the chemical agents react to the surface of wafer and transform it. The abrasive particles come to remove this layer of transformed matter. Joseph et al. [1] define three main players in this process, shown in figure 1, presented by: 1. The surface to be polished. 2. The pad -it is called fabric and has a porous structure which enables it to transport the slurries towards the wafer, and thus facilitates the chemical action 3. The slurry provides both chemical and mechanical reactions.
Fig 3: Evolution of an acoustic signal during the polishing
In this paper, Sequential Probability Ratio Test (SPRT) for variance and coefficient of variation applied on the wavelet decomposed AE data will be presented. A comparaison between these two tests will be conducted to identify the most powerful one. The organization of this paper is as follow: An overview of wavelet based multi-resolution analysis will be present in section 2. In section 3, detailed description about the online monitoring using SPRT will be proposed. The experimental setup and results will be given in section 4. In section 5, presents the concluding remarks and future researches.
OVERVIEW OF WAVELET BASED MULTIRESOLUTION ANALYSIS
In general, statistical analysis picks out a sample with the aim of making inferences about the population from which the sample is selected. But last years, the need to increase the number of fields has become more widespread and offers more efficiency. The real-life data observed, taken from the sample, are called functional data (FD) [6] which incorporate rich information about process conditions. The representation of process as a signal can include different phenomena such as mean shift, variance shift and noise. Hence, they do not have stable probability distribution. Monitoring FD in such process is to analyze process variables at multiple locations and the precision in time-frequency localization is achieved made thanks to the use of wavelet based multi-resolution analysis (MRA) approach. Modelling time-series has appeared as an interesting approach to explore the dynamics process. Classical time-series methods can only be used for stationary time-series (in which the density probability distribution and properties do not vary with time). However, monitoring polishing time-series are typically noisy, complex and strongly non-stationary. Given this specific nature of the signal, wavelet analysis appears particularly attractive because it is well suited to the analysis of non-stationary signals. Recently, a lot of papers use wavelet analysis in many applications, we can mention some of them in Politic [7] , time series analysis [8] , medicine [9] , Geophysical [10] , also in semiconductor industry [11] . Here, we will give a review about multi-resolution analysis and wavelet analysis. Mallat [12] is the pioneer of MRA. This method allows to represent data at different levels of resolution and to study the data features situated at a specific and the desired scale. The main component is the vector spaces. For each vector space, there is a vector space of higher resolution until getting the highest possible resolution. Mallat's transform decomposes the V J space into a chain of linear closed nested
Multi-resolution analyses
The MRA follows the following conditions:
Where, Z denotes the set of all integers.
Which represent respectively the scale and the shift invariances. Another method is used to obtain V J by eliminating the orthogonal complement from the higher space V
J+1
. Thus, the orthogonal complement space W j is defined as follows:
Where <o,o> represents an inner product of linear functions. ...
is a Mother wavelet, used to define details for each fixed j which will be MRA is a mathematical tool which allows decomposing a signal into a sequence of coefficients approximations and details. Each following approximation breaks down into approximation and detail. Daubechies [13] shows, at each iteration of the decomposition, the detail wavelet coefficients corresponding to the signal at a given scale. MRA can examine global characteristics at a zoomed-out level by focusing in on low frequency components and also examine local behavior at a zoomed-in level by analyzing high frequency components at a particular location along the xaxis. The benefits of MRA for statistical process control (SPC) are the detection a wide range of process changes, also the identification of the type of change and its location along the x-axis. For more details concerning MRA see [14] . [15] . It is a kind of extension of Fourier analysis. It shows its power as mathematical tool for analyzing stationary and non-stationary signals and providing excellent timefrequency localized information due to the presence of several aspect ratios. To get more accuracy in low-frequency information, the use long time intervals will be necessary, and for high-frequency information, the shorter regions will be required. Hence, High frequency components capture the least smooth function behaviour while low frequency components capture smooth features. In wavelet analysis (Time-Frequency domain), some frequency localization and some time localization are maintained, so it is a compromise between using filters (time domain) and Fourier transforms (frequency domain). Wavelet analysis can model complicated functions with sharp changes and discontinuous derivatives, computationally efficient, useful for online applications, and signal identification in presence of noise, able to de-correlate auto-correlated observations, adaptable to the changing scale of the function offering a good frequency and time resolution.
Wavelet analysis

Fig 4: On the left Window Fourier transform and on the right Wavelet transform
As we see in figure 4 , for time-frequency resolution of the wavelet approach, when the scale decreases, the time resolution improves but the frequency resolution gets poorer and is shifted towards high frequencies. Conversely, an increases the boxes shift towards the region of low frequencies, the height of the boxes becomes shorter (with a better frequency resolution) but their widths are longer (with a poor time resolution). In contrast with wavelets, all the boxes of the windowed Fourier transform are obtained by a time-or frequency shift of a unique function, which yields the same variance, spreads over the entire time-frequency plane. With wavelet transform of a signal is defined
2 De-noising procedure
The wavelet analysis uses linear combinations of basic functions (wavelets), localized both in time and frequency, to represent any function in the L 2 (R) space. It provides a tool for time-frequency localization.
,, 
Where c jo,k and d j,k are coefficients for the scaling and wavelet functions, respectively. They are also called the discrete wavelet transform (DWT) of the function and it is customary to start with j 0 =0. If the wavelet system is orthogonal, then the coefficients can be calculated by: 
The de-noising objective is to suppress the noise part of the signal S and to recover f.
S f noise 
1 Decomposition
The first step in this procedure is decomposition: at this stage, the appropriate wavelet is selected according to its associated properties given by the table 1.
Table1. Summary of wavelet families and associated properties
Hence, making the choice of a wavelet could be made according to these type classifications continuous versus discrete wavelets, orthogonal versus redundant decompositions. Briefly, the continuous wavelets present a disadvantage concerning redundancy in decomposition, but they are more robust to noise compared with other decomposition schemes. Discrete wavelets have fast implementation but generally, the number of scales and the time invariant property depends closely on the data length. In figure 5 , different types of wavelet have presented. The differences between different mother wavelet functions (e.g. Haar, Daubechies, Coiflets, Symlet and etc.) show the manner of these scaling signals and the wavelets are defined.
Fig 5: Different families of wavelet
It should be noted that the number near to wavelet type correspond to the vanishing moment -1 (n = N − 1). Also, Haar wavelet has the same representation of Daubechie 1. All wavelets are indexed by the number of vanishing moments. There are several methods for choosing the higher level of decomposition , among them we can cited, after decomposing the signal of length (n) to the maximum allowed level of decomposition j=n/2, 1) Apply threshold value and observing the significant coefficients 2) Calculate the Energy function and choose the level after which there is a significant drop in the energy content
3) Making test to the noise at each level of decomposition and stopping the test when the noise is removed 4) Define the denoising level and use an iterative scheme in which the relative difference of the energy is consider as a stopping criterion. 
Thresholding
The second step of de-noising procedure is thresholding in which the thresholded value is calculated using Visushrink method (or Donohos universal threshold rule proposed by Donoho et al. [ 16, 17] and is given as follows:
Where n: the length of signal and j  is the standard deviation of the noise at scale j. 
Where sign (dj ,k ) is the positive or negative sign of the wavelet coefficient d j ,k . For more details about soft and hard thresholding read [16, 17, 18, and 19] .
Reconstruction
The last step of wavelet analysis is reconstruction. The signal ft is reconstructed from the thresholded wavelet coefficients through the use of inverse wavelet transforms. After the determination of the thresholded details and approximations at level J, they will be used as inputs to calculate the coefficients at level (j-1) until getting the original signal with the noise eliminated. The reconstructed signal at the level j is as follows: 
Real time multiscale monitoring methodology
An online methodology with multiscale analysis to monitor the status of the wafer polishing. It contains two stages: Firstly, the application of wavelet based multiresolution analysis in online strategy. Secondly, using the data analyzed previously to control the progression of CMP process keeping it in the real time implementation [21] . The implementation of sensors allows to measure and to convert the output of data and the environmental factors into signal. Subsequently, to transmit the obtained signal to data acquisition system. The PC based DAQ system is charged of the acquisition of electrical signals and digitized it. To make interface between data acquisition system (DAS) and MATLAB, the use of appropriate scientific engineering software will be unavoidable allowing the transfer of the data digitized by DAS at a particular dyadic length, to a (.m) file in MATLAB. The obtained Matlab file is considered like the first block of input. This latter is executed automatically to analyze digitized data. The execution of multi-resolution analysis will be as follow: Firstly, the decomposition, in this step, selecting the depth of wavelet decomposition to optimize the representation of the filtered signal. We select also the dyadic width of the testing window which should not less than the high level of decomposition, the choice of wavelet type is done according to the type of the studied data. Secondly, thresholding only the details with the appropriate thresholded values to obtain only the coefficients which have significant information about the monitored process. After that, reconstruct the signal from the thresholded wavelet coefficients. This signal will be studied using an appropriate statistical test. The choice of the test should take into account the integration of online implantation to make good decision about the quality of the product. The application of statistical testing is done to the details obtained from wavelet reconstruction. Hence, the control chart should not only being adaptable to the online implantation but also very sensitive to small change in the signal due to the use of details usually very small in magnitude and any change in these details caused by an assignable event is smaller. The real-time implementation does not specify the moment of stopping the process and therefore it does not precise the length of data previously. Given the reasons mentioned above, the use of sequential probability ratio test will be considered as the perfect choice in this case. The real-time methodology has the ability to display real-time SPRT plots and to detect the event of interest when it occurs. The strategy of moving block is computationally able to deal with very high data collection rates by writing an efficient code that does not require storing of huge data in the temporary memory of the computer. The details were plotted and SPRT chart defines the hypothesis test. When H 0 is rejected, the wavelet details and SPRT chart are plotted only till this moment.
Online moving block strategy in SPRT
The first dyadic data block is formed, through the use of data acquisition systems. The data are wavelet decomposed into coefficients at the appropriate level based on data type. After that, the obtained coefficients are denoised using thresholding methods and reconstructed into the time domain. Standard deviation of the wavelet details in the first data block is calculated and affected to s . The value of s will be used to calculate  0 and also  1 . The mean also should be counted in order to determine the coefficient of variation. Hence, the two SPRT limits are specified. At each block containing the new collected data to be monitored, the variance and coefficient of variation of wavelet detail are defined and plotted against the SPRT limits. The standard deviation of each point in new block is equal to the standard deviation of all the previous wavelet details until the current point. At each new formation of data block, one must always up-date the standard deviation and coefficient of variation of the wavelet details. The value of s will be equal to the average of the standard deviations of the current and all of the past blocks.
And the values of  0 and also  1 will change according to the new value of s . Hence, the upper SPRT limit of CV and variance are also up dated. As, the upper control limit for every block are drawn from the data itself, allow us to have robust limits against all the fluctuations in the details. The desired event occurs (correspond on the acceptance of H1), when the increased value of the variance of the wavelet details exceed the upper control limit of the SPRT chart. And, exceeding the upper limit of the control chart will indicate the beginning of the end of planarization. The sequential test will be programmed using Matlab.
For variance
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DESCRIPTION OF EXPERIMENTAL SETUP AND RESULTS
The test bad should be equipped with an AE sensor in order to collect the data during CMP. The raw signal is non stationary since the mean value change during the progression of CMP process. The planarization of the wafer is done under a specific combination of rotational speed (rpm) and downward pressure (psi). In this paper, the studied data are simulated. A sample of these data, plotted in figure 7 , shows the presence of noise which should be eliminated to have a robust statistical tool used in monitoring the CMP process.
Fig 7: The representation of the simulated raw acoustical signal
The amplitude of the AE signal tends to decrease during the progression of polishing procedure allowing to better situate the status of wafer (under polished, desired level of polishing, over polished). The non-stationary mentioned above, the presence of white noise and the autocorrelation in AE signal have justify the use of wavelet analysis. The examination of the AE signal in offline method is done after collecting the entire signal (after CMP process was completed) makes the right moment of stopping the polishing process at the right moment is redoubtable. Furthermore, the application of dyadic discretization (wavelet decomposition with down sampling by two) in offline implementation, is made by the choice of the longest possible Dyadic length (correspond to the entire data length) from the prescreened data but it can introduce time delay in the computation of the coefficients at no dyadic locations, which will be very apparent at coarser scales. To surmount these two problems, the need of an online approach was perceived. The strategy of detecting the occurrence of the desired event employs specific segments of the data generated during the progression of the CMP process called moving block. When the CMP progresses and the collected data length is equal to the selected window width, the analysis begins. The first step of the denoising procedure is done for the data in the first block. Daubechies fourth-order wavelet basis functions (db4) since it is more widespread and practical in the discrete wavelet analysis. The highest energy value, which corresponds on the depth of decomposition, is equal to 8. Hence, the dyadic block width should be equal to 8 (contains 256) as the minimum length value. And the multi-resolution analysis is restricted to eight levels of decomposition. At each scale of decomposition, the high frequency filtered out shows by the detail coefficient. The original signal will be approximated through the use of the set of the basic functions (wavelets) of the first scale in order to give the approximation coefficient a 1 and the coefficient detail d1 represents the difference between the first approximation signal a 1 and the original signal. To determinate approximation at level two, a 1 is taken and approximated by a set of basis of the second scale to obtain a 2 with d 2 the difference between a 1 and a 2 . The same work is done until the last level of decomposition 8. It should be noted that, the removing high frequency components (details) leads to significant change in the characteristics of signal and removing the low frequency (approximations) will have no significant change in the signal. Hence, the approximation coefficients do not contain any significant information. Therefore, they will be not used in the control procedure. The length of block n=256 ( 8 2 ) is chosen. The detail coefficients must be thresholded using threshold rule to only extract the significant coefficients. The reconstruction of the thresholded wavelet coefficients is inevitable to locate the exact positioning the end point occurrence. The application of SPRT for variance and for coefficient of variation is done only to the details. The standard Deviation is a measure of how closely a series of numbers tracks from its expected value and the coefficient of variation measures the spread of a set of data as a proportion of its mean. Based on this simulation, the acceptance of H1 is verified on the 231 point for variance SPRT and 202 collected point for the coefficient of variation. The SPRT for the first block are plotted. The SPRT of variance plotted against its upper limit in the first dyadic block. It is useless to form a new block. As the normal distribution have two parameters: mean and variance, employing coefficient of variation seems to be more reliable and efficient for detecting the end of polishing.
CONCLUSION AND FUTURE WORK
The most industrial processes are represented by data situated at multiple scales due to the occurrence of various events in a process at different time and frequency localizations. Hence, the application of wavelet analysis in the context of system identification has become ineluctable. And the best strategy for monitoring the wafer in the semiconductor industry is the online strategy based on Acoustic emission sensors. This strategy is widespread due to drawbacks of the offline method. In this paper, the acoustic signal has been analyzed using wavelet based multi-resolution. At the same time, each constructed block will be monitored using SPRT for variance and CV. This SPRT chart is applied to the reconstructed details coefficients to detect the end point, showing its performance in detecting the end point. But, CV SPRT allows detecting the starting of the end point of polishing earlier compared to variance SPRT. This result is expected due to the use of preproceeded detail coefficients, by wavelet analysis, which follows normal distribution. The suggested researches in the future are examination of the on-line performances using wavelet-based multi-scale to different defect in CMP process, using wavelet analysis to identify the type of defect according to the obtained values of decomposed coefficients (studying local changes using wavelet analysis to differentiate the type of defects).
