ABSTRACT Clinic Named Entity Recognition (CNER) aims to recognize named entities such as body part, disease and symptom from Electronic Health Records (EHRs), which can benefit many intelligent biomedical systems. In recent years, more and more attention has been paid to the end-to-end CNER with recurrent neural networks (RNNs), especially for long short-term memory networks (LSTMs). However, it remains a great challenge for RNNs to capture long range dependencies. Moreover, Chinese presents additional challenges, since it uses logograms instead of alphabets, the ambiguities of Chinese word and has no word boundaries. In this work, we present a BiLSTM-CRF with self-attention mechanism (Att-BiLSTM-CRF) model for Chinese CNER task, which aims to address these problems. Self-attention mechanism can learn long range dependencies by establishing a direct connection between each character. In order to learn more semantic information about Chinese characters, we propose a novel fine-grained character-level representation method. We also introduce part-of-speech (POS) labeling information about our model to capture the semantic information in input sentence. We conduct the experiment by using CCKS-2017 Shared Task 2 dataset to evaluate performance, and the experimental results indicated that our model outperforms other state-of-the-art methods.
I. INTRODUCTION
Clinic Named Entity Recognition (CNER) is a basic and important natural language processing (NLP) task in the clinical and digital health research. The CNER aims to recognize and classify clinic named entities (i.e., body parts, diseases and symptoms) in Electronic Health Records (EHRs). The EHR is an important record of personal healthcare information, which contains a variety of entities in the medical field. Extracting named entities from the unstructured EHR data can benefit many intelligent biomedical systems, such as clinical decision-making, medical knowledge graph and question answering. A lot of studies have focused on NER application in both general and social media fields [1] - [7] , and recently there are more and more efforts have been made in the medical field [8] - [11] . Most previous research
The associate editor coordinating the review of this article and approving it for publication was Yongqiang Cheng. on CNER have been dominated by applying traditional machine learning based methods [12] - [16] , which require a set of pre-defined features. However, feature engineering is very time consuming and costly. Recently, deep learning has developed rapidly and received increasingly attention. What's more, the neural network methods are widely used in CNER task. Neural network approaches, especially for Bi-directional Long Short-Term Memory and Conditional Random Field (BiLSTM-CRF) [17] based models, significantly improves the performance of CNER, which is quite outstanding [18] - [20] .
Despite the success of neural network methods, some issues still have not been well addressed. Although the BiLSTM [21] can learn sentence dependencies, it cannot capture long-range dependencies [22] . Moreover, Chinese presents additional challenges, since it uses logograms instead of alphabets, the ambiguities of Chinese word and has no word boundaries [23] . As shown in Figure 1 , The composition of Chinese clinical terms is complex, which consists of Chinese characters letters, numbers and symbols. In addition, the length of Chinese clinical terms is varied under different categories. For instance, the ''check'' entities, such as ''
(physical examination)'' and ''T (temperature)'', are only composed of 1-2 characters, but for the '' treatment'' entities (right femur, neck, fracture, hip joint and femoral surface replacement surgical operation)'' is composed of 17 characters. The complexity of the composition and the huge difference in length, both add the challenges in recognition of Chinese clinic entities.
To address the above problems, Hu et al. [24] utilize an ensemble method which consists of rules, CRF and LSTM based models for the Chinese CNER task. They also added training data by using a self-training algorithm to improve the performance. However, these ensemble methods require multiple models, and the self-training methods would inevitably introduce noise. Wang et al. [20] integrated dictionary information into their neural networks, which requires high-quality dictionaries that cover most of the entities. In this work, we propose an Att-BiLSTM-CRF model for Chinese CNER task. We regard Chinese CNER as a character level sequence labeling task to avoid erroneous information of the entity boundary caused by the Chinese word segmentation tool. We also utilise self-attention mechanism [25] to learn long range dependencies of input sentences. In order to learn more semantic information of Chinese characters, we propose a novel fine-grained character-level representation method. More specifically, compare to English, it is more difficult to learn semantic information of Chinese words because there is no space between each word. Fortunately, Chinese characters are usually composed of radical components, and these components can also convey productive semantic information. For instance, '' '', '' '' and '' '', all of which have the same primary radical '' '', which represents for illness or disease, indicating these characters are related to diseases. Another example is that the primary radical '' '' is the simplification form of '' '', which represents for meat or flesh, indicating these characters are related to organs. POS labeling information are always considered as useful features of CNER, due to the entities are usually composed of several consecutive nouns or occur after verbs.
Contributions of this paper can be summarized as follows: 1) We proposed an Att-BiLSTM-CRF model to perform the Chinese CNER task. We also present a novel fine-grained character-level representation method to capture the graphical information of Chinese characters. 2) We assess the performance of our proposed model on the CCKS-2017 Shared Task 2 dataset. The computational results indicated that the performance of our model was outstanding compared to other state-of-the-art methods.
The rest of this paper contains four sections. We describe previous studies in detail in Section II. We present our proposed Att-BiLSTM-CRF model in Section III. In Section IV, we describe our experiments and compare the result with others. Finally, a brief conclusion was drawn in Section V.
II. PREVIOUS WORK

A. CNER
In current digital age, the Electronic Health Records (EHRs) has been widely adopted worldwide. Along with the implementation of the ''Medical Reform'' in China, the number of Chinese EHRs increased exponentially over the last decades. The EHR represents a variety of clinical information. Mining of the EHR data with nature language processing (NLP) techniques may benefit many intelligent biomedical systems. The CNER task has received increasingly attention, and many researches based on rule [23] , [26] , dictionary [9] , [27] and machine learning [12] - [16] have been proposed.
Recently, deep learning has developed rapidly and received increasingly attention, and neural network methods are widely used in many NLP tasks, including the CNER task [28] . Neural network approaches, especially for BiLSTM-CRF model [19] , [20] , [29] - [31] , can significantly improve the performance of the CNER task. Li et al. [29] proposed a BiLSTM-CRF model to solve the CNER task. They improved the performance by using external domain knowledges, and built a specialized word embedding. Ou yang et al. [30] incorporated external features, such as word segmentation results, POS information and clinic terms, into their bidirectional RNN-CRF model. Xia and Wang [31] proposed a BiLSTM-CRF model with self-training and ensemble learning algorithm to address the Chinese CNER task. Wang et al. [20] integrated dictionary information into their neural networks to improve recognition of rare and unseen entities.
B. SELF-ATTENTION
The attention mechanism origins from the human visual attention, it was the first to be present in the computer visual field. Bahdanau et al. [32] used attention mechanism to simultaneously translate and align on machine translation tasks, and they were the first to apply the attention mechanism in the NLP field. Vaswani et al. [25] used self-attention VOLUME 7, 2019 FIGURE 2. The general architecture of Att-BiLSTM-CRF model. mechanism to learn text representation, achieved state-of-theart performance and outperform the previous work. In this paper, we utilize self-attention mechanism to obtain the learn long range dependencies information by establish a direct connection between each character.
C. EMBEDDINGS FOR CHINESE TEXT
Word embedding is the representation of words in successive low-dimensional spaces that capture the semantic and syntactic attributes of the words. Similar words generally have similar vector representations. Word embedding has been proven to be beneficial for a variety of NLP tasks. In particular, some papers showd improvements by using pre-trained word embedding as features in standard NER systems [33] - [35] . In Chinese, characters are usually composed of radical components, and these components also convey productive semantic information. The mining of internal structural information of Chinese characters can benefit many NLP systems [36] - [39] . In this work, we propose a novel fine-grained character-level representation method to obtain more semantic information of Chinese characters.
III. METHODOLOGY
In this paper, we present an Att-BiLSTM-CRF model for Chinese CNER task. The main architecture is illustrated in Figure 2 , and the algorithm flowchart is illustrated in Algorithm 1. Our model is based on self-attention mechanism which can learn long range dependencies by establishing a direct connection between each character. As show in Figure 3 , we utilize a novel fine-grained character-level representation method to obtain more semantic information of Chinese characters, and we also introduce the POS labeling information into our model to learn semantic information of input sentences. The structure of our model was described in the following sections. 
B. BILSTM LAYER
Recurrent neural networks (RNNs) are widely used in many NLP tasks. The Long Short-Term Memory (LSTM) [40] is a variant of the RNN, and it can effectively overcome the gradient explosion and gradient loss caused by RNN-based models for long-range dependencies. The basic idea of Bi-directional Long Short-Term Memory (BiLSTM) [21] is to obtain context information from the input sequence through two hidden layers of LSTM. Finally, the context vector is created by concatenating the two hidden vector of LSTM as h t = − → h t ; ← − h t . In this study, we use the BiLSTM to extract features in the context. The basic LSTM functions can be defined as follows:
where W and b are trainable parameters; σ () is the sigmoid function; i t , o t and f t indicating input, output and forget gates, respectively; represents the dot product function; x t is the input vector of the current time step.
C. SELF-ATTENTION LAYER
Attention mechanism has been applied to many NLP tasks [41] - [43] . The calculation of attention can be summarized as follows: 1) Obtain the weight of each word by calculating the similarity between the query matrix Q ∈ R n×2d h and each key matrix K ∈ R n×2d h , where d h is the dimension of hidden units of the BiLSTM. Dot product, concatenation and perceptron are usually used as similarity function. 2) Normalize the similarity score of the previous step and calculate the weights by using softmax function.
3) Finally, the weights and the value matrix V ∈ R n×2d h are weighted summation to obtain the final attention. We utilise the scaled dot product function to calculate the similarity. The attention can be expressed as follows:
Multi-head attention [25] is the perfection of attention mechanism. First, Q, K and V perform h times linearly mapping by using different weight matrices. Then perform attention function generation output in parallel for Q, K and V obtained from each linearly mapping. Finally, the new representation is the linearly mapping of the concatenation of above results. The functions can be described as follows:
where
We use self-attention mechanism in this paper, and set Q = K = V = H, aims to capture the long dependencies between any two characters in the input sentence, where H represents the output of BiLSTM.
D. CRF LAYER
For the sequence labeling task, adjacent labels usually have dependencies. For instance, the B or S label can not following the I label, while the I label must be following the B label. Considering the dependencies of adjacent labels, we adopt CRF [44] to predicate labels. The CRF is the Markov random field [17] of Y to given a random variable X condition. Formally, given a sentence X = {x 1 , x 2 , . . . , x n } with a predicted label sequence Y = {y 1 , y 2 , . . . , y n }, the tanh function would be used firstly to predict the confidence score for each possible label as a word for the network output score.
where W c and b c are trainable parameters. Instead of independently modeling the label decisions, a CRF layer is added to all possible label paths to decode the best label path. For a given sentence X = {x 1 , x 2 , . . . , x n }, the quantitative definition of the probability that the prediction result is correct as follows:
where T represents the scores of any two adjacent labels, and T y i−1 represents the score from the successful transfer of the label y i−1 to the label y i ; o i,y i represents the confidence score of the y i -th label of the character c i . We compute probability of the label sequenceŷ and output the label sequence y by using the Viterbi algorithm [45] . The loss function is defined as follow:
We minimize the loss function by gradient backpropagation method.
E. CHARACTER-LEVEL FEATURE EXTRACTOR
As shown in Figure 3 , we propose a novel fine-grained character-level representation method, which can learn more graphical features of Chinese characters. There are three main steps of fine-grained character-level representation method: Firstly, introduce a radical information matrix B = {b 1 , b 2 , . . . , b m } ∈ R d r ×m . Secondly, calculate the correlation score vector G i . Thirdly, use the bilinear operation to capture the correlation information between graphical information and the input character sequence C = {r 1 , r 2 , . . . , r N }. A higher weight was given to the task-related characters, while the weight of other irrelevant characters are reduced. The calculated radical feature vector e i of i-th character is used as the input of the Att-BiLSTM-CRF model. Formally, the fine-grained character-level feature extractor can be expressed as follows:
where W are trainable parameters; G i,j and α i,j are the correlation score and attention score between graphical feature b i and i-th character.
IV. EXPERIMENTS A. DATASETS
We conduct the experiment on CCKS-2017 Shared Task 2 dataset to evaluate the recognition performance. This dataset was provided by the China Conference on Knowledge Graph and Semantic Computing (CCKS) in 2017. It was annotated with five entity types. Table 1 showed the detailed statistics of different entity types in the dataset.
B. TAGGING SCHEME
In this paper, we used BIEOS (B-Begin, I-Inside, E-End, O-Outside and S-Single) tag, which followed by tags of SYMP, CHECK, DISEASE, TREATMENT and BODY that denoting symptoms, checks, diseases, treatments and body parts, respectively. For example, B-BODY and I-BODY represent the begin and inside part of a body part respectively. The O tag indicates that the character is outside the entity.
C. SETTINGS
In our experiment, Precision (P), Recall (R) and F1-score (F1) are used as evaluation metrics. We also used early stop [46] , [47] and dropout technique [48] in our model to reduce over-fitting. The early stop is based on performance on validation sets, and the model converges in around 20 epochs according to our experiments. We use Adam optimization algorithm [49] with default settings as optimizer. For radical and POS features extraction, we crawled the radical information of Chinese characters from HTTPCN. 1 We obtained 20,879 characters and 218 radicals, of which 214 characters are equal to their radicals. We tagged POS sequences by Jieba tool. 2 For neural network weights initialization, xavier initializer [50] was used to initialize the trainable parameters. To improve model performance, we use Chinese Wikipedia corpus under category as well as the subcategories of Medicine, 3 Biological 4 and Pharmacy 5 to pre-train Chinese character embedding by using word2vec [51] .
We adjust the hyper-parameters according to the performance on the development sets by random search. The details of hyper-parameters are summarize in Table 2 . 
D. IMPACT OF SELF-ATTENTION AND EXTERNAL FEATURE
We compare the effects of self-attention mechanism and external feature on the Chinese CNER task. First, we compare the BiLSTM-CRF and Att-BiLSTM-CRF model only with Chinese character embedding feature to study the effect of self-attention mechanism in our model. Then, we conduct experiment both on the BiLSTM-CRF and Att-BiLSTM-CRF models, add radical features and POS features, respectively, to study the impact of external features. The above Table 3 shows the experimental results. Self-attention mechanism can improve the F1 score from 88.78% to 90.11% and achieve a 1.33% improvement, which indicate the self-attention mechanism can be helpful to address the CNER task. By introducing external features, both BiLSTM-CRF and Att-BiLSTM-CRF model significantly improves the performance. More specifically, the performance of the BiLSTM-CRF and Att-BiLSTM-CRF model achieves 0.86% and 0.85% after adding radical features, and improvement of 0.21% and 0.70% after adding POS features. Both BiLSTM-CRF and Att-BiLSTM-CRF model achieves best score after adding radical and POS features, which indicate that the external features of radical and POS are effective for Chinese CNER task.
E. COMPARISON WITH PREVIOUS WORKS
Our Att-BiLSTM-CRF model with radical feature and POS feature achieves the best performance, and we compare our best model with several models from previous studies on the CCKS-2017 Shared Task 2 dataset. Li et al. [29] constructed a word level BiLSTM-CRF model to solve the CNER task. They utilized external domain knowledge and built a specialized word embedding to improve performance. Ou yang et al. [30] incorporated external features into their bidirectional RNN-CRF model, such as word segmentation results, POS information and clinic terms. Xia and Wang [31] proposed a BiLSTM-CRF model with self-training, ensemble learning and active learning for Chinese CNER task. Hu et al. [24] integrated rules, CRF and LSTM methods into a hybrid system, and used a self-training algorithm to improve performance. Qiu et al. [52] proposed a convolutional neural network based model for the CNER tasks. They used residual dilated convolutions instead of RNN to obtain better scores and computational performance. Wang et al. [20] integrated dictionaries information into their neural networks to improve recognition of rare and unseen entities.
As shown in Table 4 , our best model result is the best in F1 score among all the models. Li et al. [29] achieved the worst performance because their word level approach inevitably had wrong word segmentation, leading to erroneous delivery of the NER. In order to avoid the erroneous delivery, we regard the Chinese CNER task as a character level sequence labeling problem. Ou yang et al. [30] used external domain knowledge to obtain semantic information of input data, however, it relys on the completeness of external knowledge. Xia and Wang [31] and Hu et al. [24] added training data by using self-training approach to improve the performance, which would inevitably introduce noise. We proposed a novel fine-grained character-level learning algorithm, which can mine the semantic information of the input text without using of external knowledge, and significantly improve the performance. Qiu et al. [52] and Wang et al. [20] , introduced dictionaries and human knowledge constructed from certain medical literature to deep neural networks, which requires high-quality medical named entity dictionaries that cover most of the entities. Our model only exploit an Att-BiLSTM-CRF model with a novel fine-grained character-level learning algorithm and achieve a better F1 score.
V. CONCLUSION
This work present an Att-BiLSMT-CRF model for Chinese CNER task. We capture long range dependencies by using self-attention mechanism. In order to learn more semantic information of Chinese characters, we propose a novel fine-grained character-level representation method. We also introduce the POS labeling information into our model to capture the semantic information of the input sentence. We conduct experiments on the CCKS-2017 Shared Task 2 dataset, and the experimental results show that our model substantially improve the Chinese CNER performance.
