Aims: The continuous reverberation of unstable global oil price change has caused this study to examine the effect of oil price fluctuation on the construction and economic growths in Nigeria.
INTRODUCTION
Over the years, research interests on the relationship between oil price fluctuation and economic growth across developed and developing countries have continued to grow. Qianqian [1] recognized the importance of oil as a lifeline in the economic development of every nation and it's price fluctuations as it affects every field of the economy. Although this relationship has been greatly discussed theoretically and empirically, González and Nabiyev [2] argue that how reliable oil price is as an economic variable predicting fluctuation in GDP growth remains controversial. Yan [3] even views oil price fluctuation as the barometer of the worldwide economy, which each change would be the hot issue to be concerned and discussed generally in a political and economic circle in every country. Therefore, the on-folding events that relate to the structure and fluidity in the economic indicators and global oil market make it pertinent for continuous examination of the interaction between the oil price fluctuation and the economic growth especially in the developing countries like Nigeria. This is because, while the economies of the developed nations are relatively stable, those of the developing countries are highly rickety.
In Nigeria, the rebasing of Nigeria National Account, the current economic crisis, the pivotal role of the construction sector in the economy, the instability in the global oil market, the coincidental oil price and economic depression in the recent time, and federal government economic diversification agenda are good reasons for re-examination of the influence of the oil price fluctuation on the construction and economic growth. According to The National Bureau of Statistics (NBS) report [4] , the Nigerian economy has experienced a great change in terms of volume of activities covered in all sectors of the economy as the post-rebasing data in the construction sector shows a much more optimistic picture, and more modern construction activities have been captured, and prices correctly deflated. Pricewaterhouse Coopers Limited [5] also reveals that since the rebasing of GDP series, the economic structure of Nigeria has shown increased diversification with oil becoming less relevant (8.4% of GDP), but only from an activity perspective. PricewaterhouseCoopers Limited [5] however, agrees that oil sector remains the predominant source of fiscal and export revenues, thus stressing the linkage between the oil and non-oil sectors through the exchange rate channel.
Contrarily, Abdulkareem and Abdulhakeem [6] argue that the Nigerian economy is vulnerable to both internal shocks (interest rate volatility, real GDP volatility) and external shocks (exchange rate volatility and oil price volatility); and further raise concern that the dependence of the Nigerian economy on oil proceeds as the major source of revenue is capable of raising suspicion about the impact of oil price volatility on macroeconomic volatility in the country. Besides, Nigeria has a precarious situation as an oil exporting country that imports finished oil products. According to Bjørnland [7] ; Filis, Degiannakis and Floros [8] ; and Wattanatorn and Kanchanapoom [9] the impact of oil price fluctuation is more severe on the importing countries than the exporting countries. Specifically, Pindyck [10] ; Filis, Degiannakis and Floros [8] ; and Gudarzi Farahani, Asghari Ghara and Sadr [11] found that oil price volatility adds different types of costs such as production cost, opportunity costs, investment cost and search costs. Shahbaz, et al. [12] and Narayan and Liu [13] argue that oil shocks increase uncertainties, which could adversely affect economic planning and projections, thus hindering economic growth. According to Nwanna and Eyedayi [14] since the events are unpredictable, they could cause largescale private sector defaults, trigger distressed assets sales, high bank insolvency, and depletion of the external reserve, currency crisis and loss of market confidence. Nevertheless, Gadea, Gómez-Loscos and Montañés [15] argue that the impact of the oil price shock on GDP growth has declined over time, however, they observe that the negative effect is greater at the time of large oil price increases.
On the other hand, Alley, et al. [16] observe that one of the impacts of oil price shocks on economic growth and performance of an oil exporting country like Nigeria is the "Dutch Disease Syndrome". This is a phenomenon whereby a sudden boom in oil price cannot sweep through a developing economy that is yet to be diversified and large enough to absorb the inflow without causing inflation and at the same time placing upward pressure on the exchange rate [17] . To this effect, Mieiro and Ramos [18] argue that there is always a resource pull effect and spending effect that result when large inflow from oil export hits a less diversified economy. Thus, this presents a more complex scenario for Nigeria. But taking into account that the oil price in both of the oil importing and oil exporting countries affect the aggregate supply and demand, therefore, it is important to evaluate its effect on economic growth.
Additionally, an increase in the oil revenue is expected to increase the government economic investment through expenditures in construction and infrastructural projects and in turn leads to positive economic growth [19] ; and also passes through the sectors' performance [20] . In return, Dlamini [21] posits that the construction industry is an important component in the investment programmes in developing economies, and has the potential of positive impact on the economic growth. But Kargi [22] found that the growth rate of the construction industry in the developing countries is more than the GDP growth rate, and that the percentage it takes in the GDP of developed countries relatively diminishes.
In Nigeria, the major economic investment responsibility by the government in terms of government expenditures in construction and infrastructural was as a result of increases in oil revenue. The gross domestic product (GDP) raising was also occasioned by the increase in the amount of investment in construction projects, and subsequently leading to positive economic growth [23] . In contrast, EMIS [23] observes that the current crisis in the global oil market and recent depression in the Nigerian economy have caused serious problem for a progressive economic growth, thus presenting a major risk for the construction industry, reducing budget revenues, restricting government's abilities for infrastructure investments [23] ; and more importantly reduces the GDP and subsequent economic growth.
According to Kargi [22] construction industry's growth in the economic fluctuation periods, in the aftermath of a recession, is more than the GDP. Giang and Pheng [24] also opine that the process of economic growth is closely related to the sufficiency of the public infrastructure investments even if there are fluctuations. The above stance is buttressed by Okoye, et al. [25] who affirm that the growth rate of the construction sector is more volatile compared to that of GDP; and suggest that the flow of construction is influenced by other forces apart from the economy.
There is no doubt the influential capacity of oil prices on the overall economic growth of every nation because available literature [26] [27] [28] [29] [30] [31] [32] [33] [34] have shown that oil price fluctuation influence all sectors of the economy including construction; either negatively or positively. Particularly, as the forces of supply and demand among other factors in the global oil market affect the oil prices fluctuation which sometimes makes the price of oil very volatile [3, [34] [35] [36] [37] ; Igberaese [38] argues that global oil prices are the most important external economic factor affecting the Nigerian economy. Complementing, Akomolafe and Jonathan [39] state that when there is significant fluctuation in the international price of crude oil, the Nigerian economy is wrecked by series of instabilities due to the economy's overreliance on the oil sector.
More importantly, there is need to study the longterm effects of oil price changes on specific sectors of the economy instead of on the aggregate economic growth level because sector sensitivities to changes in oil price can be asymmetric, as some sectors may be more severely affected by these changes than others. Secondly, Arouri, Foulquier and Fouquau [40] observe that a sector's sensitivity to oil prices depends on whether oil serves as its input or output, its exposure to indirect oil price effects, competition and concentration, and its capacity to absorb and pass on oil price risk to its consumers. Besides, Idrisov, et al. [41] posit that understanding the dynamism of the oil prices influence on the economic development are important for understanding the reasons for the current retardation in GDP growth and for developing a plan to accelerate growth or minimize the retardation. It is on this premises that this study examines the dynamic effect of oil price fluctuation on the construction sector growth and the aggregate economic growth in Nigeria.
LITERATURE REVIEW
A wide range of empirical and theoretical studies have been done on the influence of the oil price change on the economic growth both in the developed and developing countries including Nigeria [1, 11, 14, 27, [29] [30] [31] 33, 34, [36] [37] [38] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] . However, the results of these studies are mixed and conflicting. While some claim that oil price fluctuation exerts adverse impact on macroeconomic variables [1, [7] [8] [9] [10] [11] ; others found that crude oil price fluctuation exert positive influence on the economic growth [16, 37, 48, 50] . Still, some others argue that the effects are less disruptive and also not as significant as thought since oil is becoming less relevant in the economic equation of many countries in the recent time [19, 36, [51] [52] [53] [54] [55] , while others found that the effect is asymmetric and there is no clear effect of oil price changes on the economic growth [41, [56] [57] [58] [59] since the impact of oil price fluctuations is considered to be different for oil importing and exporting countries [48] .
Moreover, it is evidently clear that many economic sectors such as manufacturing, agriculture, transportation, and construction use oil to produce outputs. Unfortunately, studies focusing on the influence of oil prices on the construction sector are sparse and limited. The few available literatures are superficial and lacked consensus despite the construction sector's central role in the economic development of every nation especially in the developing countries [33, 36, 39, [60] [61] [62] [63] [64] .
For instance, Olatunji [60] studies the impact of oil price regimes on construction cost in Nigeria. The study shows that there is a strong relationship between frequent changes in oil price regimes and flight in construction costs. This implies that construction costs are high due to the high cost of finance and intense volatility caused by issues in oil price regimes. The study further reveals that the Nigerian construction industry grows more and contributes more to the aggregate national economic development than the oil sector despite the fact that crude oil is responsible for about 98% of Nigeria's annual GDP earnings. In other words, the Nigerian construction industry has shown positive growth and has significantly contributed to the aggregate GDP growth since 2000, whereas the oil industry has persistently failed to contribute to positive GDP growth Olatunji [60] maintained.
Ghalayini [57] investigates if world economic growth can be explained by changes in the oil price and if there are any differences in oil price effects on economic growth between countries, focusing on the selected countries and group of countries. The result of Granger causality-tests reveals that the interaction between oil price changes and economic growth is not proved for the most countries but for the G-7 group where, a unidirectional relation from oil price to gross domestic product is proven.
The importance of oil in the development of the Nigerian economy was assessed by Akinlo [61] in a multivariate VAR model over the period . The result reveals that the oil industry can cause other non-oil sectors to grow. Particularly, bidirectional causality was found between oil and manufacturing, oil and building and construction, manufacturing and building and construction, manufacturing and trade and services, and agriculture and building and construction. Furthermore, the study shows that oil accounts for shocks in building & construction, and trade & services, but not nearly as much in manufacturing.
On the other hands, Akomolafe and Jonathan [39] analyze the relationship between the industrial stock returns and changes in oil price. The result shows that oil price is negatively related to stock returns of all industries in the short run; and changes in oil price granger cause changes in stock returns for all the industries including construction. This implies that industrial sectors including construction are not directly affected by oil prices, but are sensitive to oil price changes.
Khan, et al. [62] then used Granger causality technique to determine the causal link and the direction of the link between the Malaysian construction industry and oil and gas sector of Malaysia over the period of 1991 to 2010. The study found that neither oil and gas sector lead to construction industry nor construction industry lead to oil and gas sector. That is to say oil and gas sector and construction industry are independent and there is no causality link between them during study period 1991-2010.
Shaari, et al. [33] examine the effects of oil price shocks on economic sectors in Malaysia using econometric models and found the existence of the long-term effects of oil prices on the agriculture, construction, manufacturing, and transportation sectors. The study also shows that the construction sector was found to be dependent on oil prices. A similar study by Aimer [36] investigates the impact of oil price volatility on economic sectors in the Libyan economy. The result concurred with Shaari, et al. [33] but is contrary to that of Khan, et al. [62] .
Meanwhile, in the study that empirically investigated the relationship between construction flow and economic growth for Saudi Arabia during the 1970-2011 period, Alhowaish [63] found that the economic growth and oil revenue have independent effects on construction growths in the long-run; while oil revenues have significant effects on economic growth just in the short-run. It further reveals existence of strong causality that runs from economic growth and oil revenues to the construction industry with feedback effects that run from construction to economic growth only.
A recent study conducted by Okoye, et al. [64] examines the interrelationship between the construction sector, oil prices, and the actual gross domestic product (GDP) in Nigeria. The study found that even though very strong positive and significant correlations exist between the construction sector output and total GDP output, the construction sector output and oil prices, and the total GDP output and oil prices, these linear relationships only exist for a short time. It also reveals that the relationships do not result in any direct causal influence on each other, except for the uni-directional causal relationship that flows from the total GDP output to the construction sector output. The study then argues that neither the construction sector nor the oil prices directly influence the aggregate economy; rather, it is other sectors' activities that stimulate the construction sector in Nigeria.
The above literature obviously shows the non existence of detailed empirical study specifically focusing on the influence of oil price fluctuation on the construction sector growth in Nigeria. Additionally, the structural changes in the Nigerian economic equation and the instability in the global oil price vis-à-vis their impending effects on the construction sector growth and overall economic growth in Nigeria need to be investigated. It is against this backdrop that this study examines the effect of oil price fluctuation on the construction sector growth and the aggregate economic growth in Nigeria.
METHODOLOGY

Data and Data Description
The annual statistical data from 1981 to 2016 (rebased data) on construction growth and economic growth were derived from the NBS publications in Million Naira. 
Unit Root Test
According to Ajide [73] , the order of integration is a pre-requisite for almost all time series analyses. This is due to the fact that spurious regression problems are created if non-stationary variables are not identified and used in the model, thus leading to a condition whereby results suggest that statistically significant relationships exist between the variables in the regression model even when evidence of contemporaneous correlation exist rather than meaningful causal relations [74, 75] . The unit root can be represented in the following mathematical formulation in equation 1:
, α 0 is a drift term, T is the time trend with the null hypothesis, H 0 : α 2 = 0 and its alternative hypothesis H 1 : α 2 ≠ 0, n is the number of lags necessary to obtain white noise, and μ t is the error term. However, the implied t statistic is not the student's t distribution, but instead is generated from Monte Carlo simulations [76] . It should be noted that failing to reject H 0 implies that the time series is non-stationary.
In practice, Baumöhl and Lyócsa [77] suggest that at least the result of two tests of a unit root test should be provided as a convention in economic literature. Generally, the Augmented Dickey Fuller (ADF) test [78] , Phillips-Perron (PP) test [79] , and Kwiatkowski-Phillips-SchmidtShin (KPSS) test [80] are most frequently used tests, and are also incorporated into the majority of statistical or econometric software. But KPSS includes a transposed null hypothesis, which identifies a dataset as stationarity against alternative of a unit root; therefore, the results of this test could be mixed [77] . In this case therefore, the KPSS test was not included rather, a modified Dickey-Fuller (DF) unit root test transformed via generalized least squares (GLS) regression (DF-GLS test) that was proposed by Elliott, et al. [81] was used.
Therefore, Augmented Dickey-Fuller Test (ADF) [78] , the Dickey-Fuller Test with GLS Detrending (DF-GLS) [81] , and the PP test [79] unit root tests were used to determine the existence of unit roots and the degree of differences to obtain the stationary series of economic growth, construction growth, and oil prices fluctuation. Although Kulaksizoglu [82] observes that the ADF test is the most used unit root test in econometrics, Kwiatkowski et al. [80] note that the test is a reasonable first attempt to test stationarity, but the available methods all suffer from the lack of a plausible model in which the null of stationarity is naturally framed as a parametric restriction. Since the DF and ADF tests have low power for small samples [83] and a high probability of an error of the second type (i.e., the probability of not rejecting a false H 0 ), the PP unit root test was also applied to check the robustness of the estimation results.
For each time series, the ADF, DF-GLS, and PP tests were run three times: with no constant included and no trend, with a constant included assuming that the series does not exhibit any trend and has a non-zero mean, and with a constant and a trend included, assuming that the series contains a trend. Also, the number of lagged first difference terms for the ADF test and the number of periods of serial correlation to include in the test regression for the PP test were determined for each time series, whereas the DF-GLS is a simple modification of the ADF test, in which the data are detrended so that explanatory variables are removed from the data prior to running the test regression [84] .
A"1" indicates that the series is integrated at order one, i.e., has one unit root, and "0" denotes that the series is stationary at level. If the time series data of each variable are found to be nonstationary at level, then a long-term relationship between the variables may exist. The ADF approach controls for higher-order correlation by adding lagged difference terms of the dependent variable Y to the right-hand side of the regression [84] . The PP test corrects the t-statistic of the coefficient from the first order autoregressive model to account for the serial correlation in the series by estimating the non-augmented DF test equation, and modifying the t-ratio of the α coefficient so that the serial correlation does not affect the asymptotic distribution of the test statistic. On the other hand, the DF-GLS-ratio follows a Dickey-Fuller distribution only in the constant case, and the asymptotic distribution differs when both a constant and trend are included [84] .
Granger Causality Test
The standard Granger framework is usually used to test the direction of causation between two variables. The basic concept of the Granger causality tests is that future values cannot predict past or present values. If past values for the construction growth significantly contribute to the explanation of the economic growth, then the construction growth is said to Granger- 
Where U t and V t are the uncorrelated and white noise error term series, respectively. Causality may be determined by estimating Equation (1) and testing the null hypothesis that If the β 2i coefficients are statistically significant, but those of α 2i are not, then the economic growth is said to have been uni-directionally caused by construction growth. The reverse causality holds if the coefficients of α 2i are statistically significant whereas those ofβ 2i are not. However, if both α 2i and β 2i are statistically significant, then causality is bi-directional. This also holds for other variables combinations in this study.
Cointegration Test
The co-integrating equation is also known as the stationary linear combination which may also be interpreted as a long-run equilibrium relationship between variables under consideration. However, there are several co-integration techniques applicable for the time series analysis; but their common objective is to determine the most stationary linear combination of the time series variables. In this case therefore, Johansen's [85, 86] Where Y t is a K-vector of non-stationary I(1) variables, X t is a d-vector of deterministic variables, and εt is a vector of innovations.
However, Engle and Granger [76] argue that when variables are cointegrated, their dynamic relationship can be specified by an error correction representation in which an error correction term (ECT) computed from the longrun equation must be incorporated in order to capture both the short-run and long-run relationships. The VECM is employed to determine the short-run and long-run causalities between the variables. The VECM estimation is performed by using the following VAR framework in equations 5 and 6:
Where 1 , 2 , 1 and 2 are the short-run coefficients, 1 −1 and 2 −1 are the error correction terms, and and are the residuals. The error correction terms −1 are derived from a long-run cointegration relationship and measure the magnitude of past disequilibrium. The coefficient of the error term represents deviations in the dependent variable from the long-run equilibrium. The ECT is expected to be statistically significant with a negative sign, implying that any shock that occurs in the shortrun will be corrected in the long-run. If the ECT is greater in absolute value, the rate of convergence to equilibrium will be faster. The accuracy of the ECM estimated results is validated by performing several diagnostic tests, such as the tests of normality, serial correlation (LM), and heteroskedasticity. Meanwhile, the entire analysis was carried out with EViews, version 9.0, an econometric software package used for economic and financial data. The results are presented in the section below. Tables 1-3 show the results of the Monte Carlo Experiment (unit root test) for ECOG and CONG and OILPG for three specifications. Specifically, Table 1 reveals that the ADF test results indicate that all the series are stationary at first differencing in all specifications and at all conventional levels of significance; whereas all the series are also stationary at level in all specifications and at all conventional levels of significance except for ECOG and CONG which are not stationary when trend is introduced in the series.
RESULTS AND DISCUSSION
In Table 2 , the DF-GLS statistics show that all the series are also stationary at first differencing in all specifications and at all conventional levels of significance. It also reveals that all the series are stationary at level in all specifications and at all conventional levels of significance except for CONG when only constant are introduced in the series.
Likewise, Table 3 shows the PP test results. It equally reveals that each of the series is stationary after first differencing in all specifications and at all conventional levels of significance. The PP tests strongly support the results of ADF and DF-GLS that each of the series is stationary after first differencing in all specifications at all conventional levels of significance. Generally, all the series are stationary at first differencing in all the specifications and at all conventional levels of significance.
This implies that the series are integrated at the same order of I(1). It further implies that only differenced data should be used in the model. Thus, since only differenced data can to be used in the model, it is possible to apply Johansen's co integration tests to determine if there is existence of a stable long run contemporaneous relationship between the variables which may be true if the p-values of all the tests that are stationary are less than 0.05. In view of this, error correction (short run) analysis is performed to ascertain the speed of adjustment of the long run relationship. The error correction analysis estimates the speed of convergence or adjustment to equilibrium must be negative and statistically significant for us to say that it is rightly signed. Meanwhile, the linear combination of levels which enters the errorcorrection model is just that combination which is stationary in levels. The result of the Error Correction Model (ECM) analysis is as presented in Table 5 .
Cointegration Test
From Table 5 , the Error Correction Model (ECM) estimate appears with the right sign (negative sign). The estimated coefficient of the ECM is -0.088. This implies that a deviation from the equilibrium level in the current year will be corrected by 8.8% in the following year. By this, there is an indication that it takes about 11 years and 4 months to restore the long-run equilibrium state on the economic growth should there be any shock from the construction growth and oil prices fluctuation in the system. This further means that it takes about 11 years and 4 months for the error in the system to be corrected by 100% and restored to long-run equilibrium state.
The RAMSEY Regression Error Specification test result in Table 6 indicates that the model is correctly specified, and that there is no functional form problem in the model. This implies that the explanatory variables have significant power in explaining the response variable in the regression model. Besides, the Durbin-Watson statistic (1.472685) shows that there is no first order autocorrelation in the model.
On the other hands, the heteroscedasticity test result in Table 7 indicates that the variances of the errors are equals (homogeneous) across the observations, and that the OLS estimator maintains its unique property of best linear unbiased estimator (BLUE). The normality test which was performed to validate the normality assumption of ordinary least squares regression analysis also shows that with Jarque-Bera (J-B) statistic value of 1.359 and associated probability value of 0.5069 > 0.05 the series of the residual dataset follows a normal distribution (see Fig. 1 ).
However, the cumulative sum (CUSUM) stability test in Fig. 2 shows that the model is not stable over a long period. The result therefore, confirms that the model cannot be used for precise predictions which justify the low R 2 value of OLS. This might be due to high degree of fluctuations in the oil prices and undefined pattern of construction growth in Nigeria. Table 8 presents the results of Granger causality test between ECOG, CONG and OILPG. The Pairwise Granger causality test reveals the existence of a uni-directional relationship running from ECOG to CONG without a feedback. That is to say that ECOG Granger cause the CONG without complement. This implies that economic growth leads (drives) construction growth by two years. This causal effect can also be interpreted as the forward linkage from economic growth to the construction growth. On the other hand, the null hypothesis that states that total economic growth does not Granger Cause construction growth is rejected since the probability is less than 0.05; whereas the hypothesis that states that construction output does not Granger Cause total GDP is not rejected since the probability is greater than 0.05. [57] which found that changes in oil prices does not cause any clear change in the economic growth of the world but for the G-7 countries with established policies and strategies.
Granger Causality Test
The result is aligned with the cointegration test but suggests that it is the growing in the non-oil sectors of the economy that triggers construction growth in Nigeria. This also suggests that even though construction sector and general economy may be sensitive to the oil price change, their growth cannot be said to have been influenced or caused by the fluctuation in oil prices. In fact, it portends that the inflows of funds as a result of an increase of oil price in Nigeria found their way outside the country and do not perform economic development goals. This argument is supported by the results of [39, [62] [63] [64] in one part, but contrary to [33, 36, 61] in another part.
Generally, the result implies that both the construction growth and economic growth cannot be predicted in the long-term from the oil price fluctuation. This is affirmed by the result of the cumulative sum (CUSUM) stability test that shows unstable over a long period of time. This further implies that even when it took about 11 years and 4 months to be restored to the longrun equilibrium state on the economic growth as a result of shock from the construction growth and oil price fluctuation in the system; only about 26.14% of proportion of variation in economic growth can be explained by the combined effect of construction growth and oil price fluctuation. This might be due to high variability in the fluctuations of oil prices and undefined pattern of construction growth in Nigeria. From the foregoing, it can be suggested that Nigerian economic growth and construction growth are independent of oil price fluctuation.
This result, therefore, aligned itself with [19, 36, [51] [52] [53] [54] [55] who argue that the effects are less disruptive as a result of oil becoming less relevant in the economic equation of many countries in the recent time. It also agreed with [41, [56] [57] [58] [59] who found that the effect is asymmetric and there is no clear effect of oil price changes on the economic growth. However, it is in contrast with Imobighe [88] who argues that crude oil petroleum has remained the main engine of economic growth in Nigeria in spite of the volatility of the world oil market and its declining share in GDP.
CONCLUSION
The controversy on the effect of oil price change on the economic growth has continued to drag for some time now across the world with a call for sector-specific analysis due to variability in the sensitivity of the effect to different sectors of the economy and region. In response to this call, his study examined the impact of oil price fluctuation on the construction growth and economic growth in Nigeria using data from different NBS reports, the OPEC Annual Statistical Bulletin and BP Statistical Review of World Energy Reports.
The study has established that even though there is suspected sensitivity to the oil price fluctuation by both the construction sector and overall Nigerian economy, the oil price fluctuation does not have any causal effect on the construction growth nor the economic growth; rather it is only the economic growth that influences the construction growth without feedback. In another word, it means that oil price fluctuation does not have any direct effect on both the economic growth and growth of the construction sector in Nigeria even in the long term. Thus the growth in both construction and economy cannot be said to have been influenced or caused by the fluctuation in oil prices but activities of other sectors of the economy stimulate growth in construction. Aside from this, it suggests that there are some other stronger economic variables that trigger both construction and economic changes in Nigeria other than oil price fluctuation.
The study further found that though the variables are cointegrated, there is the existence of an unstable long-term equilibrium contemporaneous relationship between the variables which suggests that both the construction growth and economic growth cannot be certainly predicted in the long-term from the oil price fluctuation; but a confirmation of sensitivity to oil price fluctuation.
From the foregoing, the critical economic illusions have been made clear in the sense that the age-long axiom on the omnipotence of oil price fluctuation on the Nigerian economic growth and construction sector growth has been diffused. Therefore, this study has challenged the subsisting oil price position in determining the economic trends in Nigeria. This means that there is a need for new thoughts and strategies towards oil prices and economic growth interdependency in Nigeria which may culminate in paying less attention to oil price change and focusing more on other economic variables that trigger changes in the economy and development of Nigeria. Furthermore, the country needs to develop institutions in order to channel the capital inflows to profitable economic projects that will bring about growth and development including promoting private sector development.
On this premise, the veracity of the result of the study is glaring. It is a good precursor for economic planners, managers and policy makers in Nigeria especially now the Nigerian government is seeking for ways of formulating policies and programs that will ensure sustainable economic growth including economic diversification rather than relying exclusively on oil. Thus, the study recommended that the Nigerian government steps up implementation of its economic diversification policies including optimization of other sectors of the economy and de-emphasizing of oil sector. Of particular importance is the strict implementation of Economic Recovery and Growth Plan (ERGP) of the Federal Republic of Nigeria which focused on six priority economic sectors of agriculture, manufacturing, solid mineral, services, construction and real estate, and lastly oil and gas sectors.
