$H^1$-Projective Banach Spaces by Kouba, Omran
ar
X
iv
:m
at
h/
04
01
33
6v
1 
 [m
ath
.FA
]  
24
 Ja
n 2
00
4
H1-Projective Banach Spaces
Omran Kouba
Department of Mathematics
Higher Institute for Applied Sciences and Technology
P.O. Box 31983, Damascus, Syria.
E-mail : omran kouba@hiast.edu.sy
Abstract: We study the H1-projective spaces . We prove that they have the Analytic Radon-Nikodym
Property , and that they are cotype 2 spaces which satisfy Grothendieck’s Theorem . We show also that the
ultraproduct of H1-projective spaces is H1-projective. Other results are also discussed.
1. Introduction, preliminary notation and definitions
Let D = {z ∈ C : |z| < 1} be the open unit disc and let dm be the normalized Haar measure on its
bounday T. Let X be any complex Banach space and (Ω,A,P) be any measure space. For p ∈ [1,+∞]
we denote by Lp(Ω;X) ( or Lp(Ω,A,P;X) if necessary) the space of all strongly A-measurable functions
f : Ω −→ X such that ||f ||Lp(X) < +∞, with
||f ||Lp(X) =
(∫
Ω
||f(ω)||pX dP(ω)
)1/p
and with the habitual changes in the case p = +∞.
If I is a set then, ℓp(I) denotes the Banach space Lp(I, ν),where ν is the counting measure. And if I is
the set {1, ..., n}, the corresponding space is denoted ℓpn .
We will denote by Hp(X)the space of all analytic functions f : D −→ X such that ||f ||Hp(X) < +∞,
with
||f ||Hp(X) = Sup {||fr||Lp(T;X) : 0 < r < 1}
and fr(t) = f(rt), for all t ∈ T and all r ∈ [0, 1[.
We will also denote by H˜p(X) the closure in Lp(T;X) = Lp(X) of the set of all X-valued analytic
polynomials:
P+(X) =
{
n∑
k=0
zkxk;n ∈ N, z ∈ T and xk ∈ X
}
.
The corresponding spaces of scalar functions are denoted simply Lp and Hp.
These definitions also make sense for p ∈]0, 1[ , but we only obtain quasi-Banach spaces instead of
Banach spaces .
If p ≥ 1, then using the Poisson kernel we see easily that H˜p(X) can be identified with a subspce of
Hp(X), but in general H˜p(X) 6= Hp(X) . However,when 0 < p < +∞ , equality occurs if and only if X has
the analytic Radon-Nikodym property. For references and more information on this property see [E1], [E2]
and [GLM].
If X and Y are two Banach spaces then L(X,Y ) denotes the space of all bounded operators from X
into Y . A norm one operator u ∈ L(X,Y ) is λ-surjective, if for every y ∈ Y of norm smaller than one,
there exists x ∈ X of norm smaller than λ such that u(x) = y. A norm one operator is said to be a metric
surjection, if it is (1 + ε)-surjective for every ε > 0, i.e. if its transpose is an isometric embedding.
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If T ∈ L(X,Y ) is an operator, then the formula
T˜
(
n∑
k=0
zkak
)
=
n∑
k=0
zkT (ak)
defines an operator T˜ ∈ L(H˜p(X), H˜p(Y )) of the same norm .
We recall the definition of the projective tensor norm ||.||∧ on X ⊗ Y .
∀u ∈ X ⊗ Y ||u||∧ = Inf
{
n∑
k=0
||xk||||yk||
}
where the infimum runs over all possible representations of the form u =
∑n
k=0 xk ⊗ yk ; xk ∈ X and
yk ∈ Y .
We denote by X⊗ˆY the completion of X⊗Y equipped with the projective norm . The resulting Banach
space is called the projective tensor product of X and Y (cf. [G1],[G2]).
Let JX,Y be the natural linear operator of norm one from H
2(X)⊗ˆH2(Y ) into H1(X⊗ˆY ) defined by
JX,Y (f ⊗ g)(z) = f(z)⊗ g(z)
we also consider the induced opertor jX,Y from H˜
2(X)⊗ˆH˜2(Y ) into H˜1(X⊗ˆY ) .
It is almost clear that if X or Y is an L1-space, then JX,Y (resp.jX,Y ) is onto, i.e. λ-surjective for some
λ; this is a simple consequence of the scalar case. On the other hand , if X and Y are Hilbert spaces then
JX,Y is a metric surjection; this is a classical result due to Wiener-Masani in the finite-dimensional case, and
to Sarason in the infinite-dimensional case. Recently G.Pisier in [P3] has generalized the preceding results
by proving the surjectivity of jX,Y , if the considered spaces have type 2, or if they are 2-convex Banach
lattices. For a more detailed discussion see [P3].
The urgent question was then to find Banach spaces X and Y such that jX,Y is not onto. This was
answered in our earlier paper [K] , where H1-projective Banach spaces (see definition below) were used in
an essential way. Indeed ,the role played by H1-projective Banach spaces can be clarified by the following
proposition from [K].
Proposition. Let X and Y be H1-projective Banach spaces. Then the following assertions are equivalent:
i. X⊗ˆY is an H1-projective Banach space.
ii. jX,Y is onto.
This suggested to us to make a somehow systematic study of H1-projective Banach spaces, and this is
the purpose of this paper. Before describing the organization of the paper let us recall some facts which will
be frequently used in the sequel.
The following result comes from [HP].
Proposition 1.1. If σ ∈ L(X,Y ) is a (metric) surjection then the following assertions are equivalent.
i. There exists p ∈ [1,+∞] such that the operator σ˜ : H˜p(X)→ H˜p(Y ) is a (metric) surjection.
ii. For all p ∈]0,+∞], the operator σ˜ : H˜p(X)→ H˜p(Y ) is a (metric) surjection.
We will also need the principle of local reflexivity [LR]. The following formulation comes from[D].
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Proposition 1.2. Let X be a Banach space, and let F and G be finite-dimensional subspaces of X∗ and
X∗∗ respectively then for every ε > 0 there exists an isomorphism T : G → T (G) ⊂ X with the following
properties :
i. For every x ∈ X ∩G we have T (x) = x.
ii. ||T ||.
∣∣∣∣T−1∣∣∣∣ ≤ 1 + ε.
iii. For every y ∈ F and every x ∈ G we have 〈y, x〉 = 〈y, T (x)〉.
Let Kn denote the Fejer kernel defined by
Kn(θ) =
1
n
(
sinnθ/2
sin θ/2
)2
.
We recall that the De La Valle´e-Poussin kernel Vn,r is defined by
Vn,r =
rKrn −Kn
r − 1 ; r = 2, 3, ...
It is easy to see that V̂n,r(k) = 1 if |k| ≤ n and V̂n,r(k) = 0 if |k| ≥ rn, one also has ||Vn,r||1 ≤ r+1r−1 . The
convolution operator f → f ∗ Vn,r will be denoted Φn,r. See [Z] for more information on this topic .
For any other Banach space terminology, we refer the reader to any general treatise on Banach spaces
like [LT].
Let us now describe the organization of this paper.
In section 2. we give several equivalent formulations of the H1-projective property.
In section 3. we relate the H1-projective property to martingale inequalities and prove that in an H1-
projective space X , Hardy martingales valued in X converge unconditionally and that such a space has the
analytic Radon-Nikodym property.
In section 4. we prove that H1-projective spaces have cotype 2 and satisfy Grothendieck’s theorem.
In section 5. we show that the ultraproduct of H1-projective spaces is also H1-projective.
Finally in section 6. we give some examples of H1-projective spaces.
2. H1-Projectivity, equivalent formulations
If F is an element of the tensor product H1⊗X , then for every representation∑n0 hk⊗xk of F we have
||F ||
H˜1(X)
≤
n∑
k=0
||hk||H1 ||xk||X
hence for every F in H1 ⊗X the following inequality holds
||F ||
H˜1(X)
≤ ||F ||H1⊗ˆX .
So we always have a norm one inclusion H1⊗ˆX →֒ H˜1(X) .
Let us then make the following definition:
Definition 2.1. A complex Banach space X is called H1-projective if the canonical inclusion map H1⊗ˆX →֒
H˜1(X) is surjective.
Equivalently, X is H1-projective if there exists some constant c such that
∀F ∈ H1⊗ˆX, ||F ||H1⊗ˆX ≤ c||F ||H˜1(X) (2.1)
The smallest constant c satisfying (2.1) is called the H1-projectivity constant of X , and will be denoted
η(X).
This property was already introduced in our earlier paper [K]. In what follows we give some character-
izations of H1-projective spaces and H1-projective dual spaces.
The following proposition characterizes H1-projectivity in termes of the possibility of lifting X-valued
analytic functions. More precisely we have:
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Proposition 2.2. Let X be a complex Banach space. The following assertions are equivalent :
i. X is H1-projective.
ii. There exist a constant λ and a metric surjection σ : ℓ1(I) → X such that σ˜ : H˜1(ℓ1(I)) → H˜1(X) is a
λ-surjection.
iii. Every surjection ρ from some Banach space Y onto X induces a surjection ρ˜ : H˜1(Y )→ H˜1(X).
Moreover, the smallest λ satisfying ii. is equal to η(X).
Proof : Note that if SX is the unit sphere of X then the operator σ ∈ L(ℓ1(SX), X) defined by
σ((αx)x∈SX ) =
∑
x∈SX
αx.x
is clearly a metric surjection. Now since we always have ℓ1(I)⊗ˆH1 = ℓ1(I,H1) = H˜1(ℓ1(I)), it is immediate
that Im σ˜ = H˜1⊗ˆX .
i. ⇔ ii. This is obvious using the preceding observation.
iii.⇒ ii. Clear.
ii. ⇒ iii. Using the lifting property of ℓ1(I), if ρ : Y → X is any K-surjection, we can find v : ℓ1(I)→ Y
such that ρ◦v = σ and ||v|| ≤ K.
Let f ∈ H˜1(X). Since σ˜ is a λ-surjection, we can find g ∈ H˜1(ℓ1(I)) with σ˜(g) = f and ||g|| ≤ λ||f ||.
Consider then h = v˜(g) ∈ H˜1(Y ) obviously ρ˜(h) = f and ||h|| ≤ λK||f ||.
Remark. We can replace in the preceding proposition H˜1 by H˜p for any p ∈ [1,+∞], this follows from
proposition 1.1.
Proposition 2.3, below, expressesH1-projectivity by means of the possibility of extending some operators
defined on H1. To this end we need the following notation. We will say that an operator u ∈ L(L1, X)
(resp. L(H1, X)) belongs to LF (L1, X) (resp. LF (H1, X)) if there exists a positive integer ku such that
u(ein(.)) = 0 for every n 6∈ [−ku, ku] (resp. n > ku).
Proposition 2.3. For every complex Banach space X , the following assertions are equivalent :
i. X is H1-projective.
ii. There exists λ > 0 such that every v ∈ L(H1, X∗) has an extention v¯ ∈ L(L1, X∗), i.e. v¯|H1 = v, with
||v¯|| ≤ λ||v||.
iii. There exists λ > 0 such that every v ∈ LF (H1, X∗) has an extention v¯ ∈ LF (L1, X∗), with ||v¯|| ≤ λ||v||.
Moreover, the smallest constant satisfying ii (resp. iii) is equal to η(X).
Proof : i. ⇔ ii. This is just duality. Indeed, letting I : H1⊗ˆX → H˜1(X) be the canonical inclusion map,
H1-projectivity of X is by definition the statement that I is an isomorphism or equivalently that I∗ is an
isomorphism. But
(H1⊗ˆX)∗ = L(H1, X∗).
And
(H˜1(X))∗ = L(L1, X∗)/[H˜1(X)]⊥
with [H˜1(X)]⊥ = {v ∈ L(L1, X∗) : v|H1 = 0}.
So H1-projectivity of X is equivalent to the statement that R : L(L1, X∗)→ L(H1, X∗) : v 7→ v|H1 is
onto and this is ii.
ii.⇒ iii.⇒ i. This is easy using the operators Φn,r (see section 1). Details are left as an exercise to the
reader.
In the next theorem we show that X is H1-projective if and only if every operator in L(X∗, H∞) factors
through some ℓ∞(I)-space.
Theorem 2.4. Let X be a complex Banach space. The following assertions are equivalent :
i. X is H1-projective.
ii. There exist a constant K and an isometric embedding j : X∗ → ℓ∞(I) such that every operator
u ∈ L(X∗, H∞) extends to an operator u¯ ∈ L(ℓ∞(I), H∞) with u¯◦j = u and ||u¯|| ≤ K||u||.
4
iii. There exists a constant K such that for every isometric embedding l : X∗ −→ Z of X∗ into a Banach
space Z; every operator u ∈ L(X∗, H∞) extends to an operator u¯ ∈ L(Z,H∞) with u¯◦l = u and
||u¯|| ≤ K||u||.
Proof : i ⇒ ii. By Proposition 2.2 and Proposition 1.1 we can find a metric surjection σ : ℓ1(I) → X such
that σ˜ : H˜∞(ℓ1(I))→ H˜∞(X) is a K1-surjection for some K1. Cleary j = σ∗ : X∗ → ℓ∞(I) is an isometric
embedding.
Consider u ∈ L(X∗, H∞) and put un = Φn,2◦u where Φn,2 : H∞ → H∞ : f 7→ f ∗ Vn,2. Obviously un
takes its values in the span of {eik(.)}0≤k≤2n so we can find, for each n, a sequence x(n)0 , ..., x(n)2n such that
∀x∗ ∈ X∗, un(x∗) =
2n∑
k=0
x∗(x
(n)
k )e
ik(.)
So if fn =
∑2n
k=0 e
ik(.)x
(n)
k ∈ H˜∞(X) we obtain
||fn||H˜∞ = ||un|| ≤ ||u||||Vn,2|| ≤ 3||u|| (2.2)
and
∀x∗ ∈ X∗, un(x∗) = x˜∗(fn). (2.3)
Using the hypothesis we can find gn ∈ H˜∞(ℓ∞(I)) such that
σ˜(gn) = fn and ||gn|| ≤ K1||fn||. (2.4)
Define u¯n ∈ L(ℓ∞(I), H∞) by u¯n(z∗) = z˜∗(gn) for every z∗ ∈ (ℓ1(I))∗ = ℓ∞(I). Obviously by (2.4) and
(2.2) we obtain
∀n, u¯n◦j = un and ||u¯n|| ≤ 3K1||u||. (2.5)
Let now U be a non trivial ultrafilter on N. Using the fact that (L1/H1)∗ = H∞, we can define for each
t ∈ ℓ∞(I) the following limit in the weak−∗ topology u¯(t) = limU u¯n(t). We conclude immediately that
u¯ ∈ L(ℓ∞(I), H∞) with ||u¯|| ≤ 3K1||u||. On the other hand, for each x∗ ∈ X∗ and each f ∈ L1 we have
〈u¯◦j(x∗), f〉 = lim
U
〈u¯n◦j(x∗), f〉
= lim
U
〈un(x∗), f〉
= lim
U
〈Vn,2 ∗ u(x∗), f〉
= lim
U
〈u(x∗), Vn,2 ∗ f〉
= 〈u(x∗), f〉.
The last equality holds since {f ∗ Vn,2}n converges to f in the L1-norm. We conclude that u¯◦j = u and ii.
follows.
ii. ⇒ iii. Let l : X∗ → Z be an isometric embedding, then by the Hahn-Banach theorem we can find
¯ : Z → ℓ∞(I) such that ¯◦l = j and ||¯|| = ||j|| = 1.
Consider u ∈ L(X∗, H∞), there is u¯1 ∈ L(ℓ∞(I), H∞) such that u¯1◦j = u and ||u¯1|| ≤ K||u||. Define
then u¯ = u¯1◦¯ ∈ L(Z,H∞). Clearly u¯◦l = u and ||u¯|| ≤ K||u||.
iii.⇒ i. Let σ : ℓ1(I) → X be any metric surjection. We will show that σ˜ : H˜∞(ℓ1(I)) → H˜∞(X) is a
surjection. This implies the result, by Propositions 1.1 and 2.2 .
Let f ∈ H˜∞(X), and consider the operator u : X∗ → H∞ defined by u(x∗) = x˜∗(f). Clearly ||u|| =
||f ||H˜∞(X) and by iii. we can find u¯ : ℓ∞(I)→ H∞ such that
u¯◦σ∗ = u and ||u¯|| ≤ K||u|| = K||f ||H˜∞(X). (2.6)
Let ei ∈ ℓ∞(I) be defined by ei(j) = 0 if j 6= i and ei(j) = 1 if j = i, and put gi = u¯(ei) ∈ H∞. It is easy to
see that g = (gi)i∈I ∈ H˜∞(ℓ1(I)) and that
∀z∗ ∈ (ℓ1(I))∗, u¯(z∗) = z˜∗(g)
moreover, ||g||
H˜∞(ℓ1(I))
= ||u¯|| ≤ K||f ||H˜∞(X) by (2.6). On the other hand, the equality u¯◦σ∗ = u from (2.6)
is equivalent to σ˜(g) = f . This completes the proof of the theorem.
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In what follows we give a characterization of H1-projective dual spaces.
Proposition 2.5. Let X be a complex Banach space. The following assertions are equivalent :
i. X∗ is H1-projective.
ii. There exists a constant λ such that every operator v ∈ LF (H1, X) has an extention v¯ ∈ LF (L1, X) such
that ||v¯|| ≤ λ||v||.
Moreover, the smallest λ satisfying ii. is equal to η(X∗).
Proof : i.⇒ ii. Let j : X → X∗ be the natural embedding. Consider v ∈ LF (H1, X) and ε > 0.
By proposition 2.3. iii there exists an extention v1 ∈ LF (L1, X∗∗) of j◦v such that ||v1|| ≤ λ||v||.
Let G = Im v1 ⊂ X∗∗ and F = {0}; using the local reflexivity principle (see Proposition 1.2), we find
T : G → X such that ||T || ≤ 1 + ε and T|G∩X = id|G∩X . So if we put v¯ = T ◦v1, we obtain v¯ ∈ LF (L1, X)
such that ||v¯|| ≤ (1 + ε)λ||v|| and v¯|H1 = v. This last equality comes from the fact Im v1|H1 ⊂ G ∩X .
ii.⇒ i. We need the following lemma.
Lemma. The set {v ∈ LF (H1, X) : ||v|| ≤ 1} is dense in the unit ball of L(H1, X∗∗) with respect to the
weak-∗ topology (i.e. σ(L(H1, X∗∗), H1 ⊗X∗)).
Proof of the lemma : If the lemma is false, then by the Hahn-Banach theorem, we can find u in the closed
unit ball of L(H1, X∗∗), f in H1⊗ˆX∗, and ε > 0 such that
∀v ∈ LF (H1, X), ||v|| ≤ 1⇒ Re(〈u, f〉 − 〈v, f〉) ≥ 4ε (2.7)
Since the set of analytic X∗-valued polynomials P+(X∗) is norm-dense in H1⊗ˆX∗, we can find g =∑n
0 e
ik(.) bk ∈ P+(X∗) such that (2.7) becomes
∀v ∈ LF (H1, X), ||v|| ≤ 1⇒ Re(〈u, g〉 − 〈v, g〉) ≥ 2ε (2.8)
Define r > 1 by the condition
3
r + 2
|〈u, g〉| < ε (2.9)
and consider u1 =
r−1
r+1u◦Φn,r (see section 1 for the notation), clearly u1 ∈ LF (H1, X∗∗) and ||u1|| ≤ r+1r+2 ||u|| <
1. Moreover, using (2.8) and (2.9) we have for every v ∈ LF (H1, X) of norm smaller than one:
Re(〈u1, g〉 − 〈v, g〉) ≥ Re(〈u, g〉 − 〈v, g〉)− 3
r + 2
|〈u, g〉| > ε.
So we have found u1 in the open unit ball of LF (H1, X∗∗) and g =
∑n
0 e
ik(.) bk ∈ P+(X∗) such that
∀v ∈ LF (H1, X), ||v|| ≤ 1⇒ Re(〈u1, g〉 − 〈v, g〉) ≥ ε. (2.10)
Consider now the finite-dimentional spaces
F = Span{bk : 0 ≤ k ≤ n} ⊂ X∗ and G = Span{u1(eik(.)) : k ≥ 0} ⊂ X∗∗
By the local reflexivity principle there exists an operator T : G→ X satisfying
i. T|G∩X = id|G∩X .
ii. ||T || ≤ 1||u1|| .
iii. ∀y ∈ F, ∀z ∈ G, 〈z, y〉 = 〈T (z), y〉.
We define then v ∈ LF (H1, X) by v = T ◦u1. It is easily seen that ||v|| ≤ 1 and 〈u1, g〉 = 〈v, g〉. This
contradicts (2.10) and proves the lemma.
We can now finish the proof of ii.⇒ i. Take f =∑n0 eik(.) ak an element of H1⊗X∗, then the following
holds
||f ||H1⊗ˆX∗ = Sup {|〈u, f〉| : u ∈ L(H1, X∗∗), ||u|| ≤ 1}
= Sup {|〈u, f〉| : u ∈ LF (H1, X), ||u|| ≤ 1}
≤ λ||f ||
H˜1(X∗)
,
the second equality comes from the lemma, and the last inequality comes from the hypothesis. This, of
course, achieves the proof.
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Corollary 2.6. A complex Banach spaceX isH1-projective, if and only if, X∗∗ isH1-projective . Moreover,
η(X) = η(X∗∗).
This is a direct consequence of Proposition 2.3 and Proposition 2.5.
Remark. Let j : X → ℓ∞(J) be any isometric embedding, then σ = j∗ : (ℓ∞(J))∗ → X∗ is a metric
surjection. Since (ℓ∞(J))∗ is an abstract L1-space, it is isometric to some L1(µ). Now if X∗ is H1-projective,
then σ˜ : H˜∞(L1(µ))→ H˜∞(X∗) is a surjection. But using the fact that σ = j∗ and a remark from [HP] we
see that σ˜ : H∞(L1(µ))→ H∞(X∗) is also a surjection. So we obtain the follwing :
X∗ is H1-projective, if and only if, there exists a metric surjection σ : L1(µ) → X∗ such that σ˜ :
H∞(L1(µ))→ H∞(X∗) is a surjection.
Note that this does not follow from corollary 3.2 below.
3. Martingale inequalities in H1-projective spaces
Let us start this section by recalling some definitions and notation about Hardy martingales. The notion
of Hardy martingales appeared first in [Ga], but was already implicit in [E2].
We consider the infinite dimensional torus TN and denote by θn the nth coordinate of a point Θ in
TN. Let (Ω,A,P) denote TN equipped with its normalized Haar measure. We denote by An the σ-algebra
generated by (θ1, ..., θn) on T
N. Let (Mn)n≥0 be a sequence in L
1(Ω,A,P;X) which is a martingale with
respect to the sequence of σ-algebras (An)n≥0. We will say that (Mn)n≥0 is a Hardy martingale, if for each
fixed θ1, θ2, ..., θn−1 the function
θ 7→Mn(θ1, ..., θn−1, θ) (3.1)
is in H˜1(X). Let dMn =Mn −Mn−1 for n ≥ 1,and dM0 =M0. Equivalently we require that dMn satisfies
∀k ≥ 1
∫
T
dMn(θ1, ..., θn−1, θ) e
ikθdm(θ) = 0.
Finally, if the function in (3.1) is always of the form x+ eiθy for some x, y ∈ X , then (Mn)n≥0 is called an
analytic martingale.
The following proposition is a combination of results from [GM] and [HP].
Proposition 3.1. Let X be an H1-projective space. Then every L1-bounded X-valued Hardy martingale
satisfies
∀m ≥ 1,
[
m∑
n=1
(E||dMn||)2
] 1
2
≤ 2η(X)E||Mm||. (3.2)
Proof : It is sufficient to prove the result for Hardy martingales (Mn)n≥0 whose differences dMn(θ1, ..., θn)
are X-valued trigonometric polynomiales in the variables θ1, ..., θn. So we assume this in the sequel.
Let ε be an arbitrary positive number, and m a positive integer . By a result of [GM] there exist an
analytic function F : D → X , a continuous function p : T→ TN, and an increasing sequence 0 < r0 < r1 <
... < rn < ... < 1 such that
1. p∗(dm(θ)) =
∞⊗
n=1
dm(θn)
2. F (0) = M0
3. ∀n, ∀θ ∈ T, ∣∣∣∣F (rn+1eiθ)− F (rneiθ)− dMn+1(p(θ))∣∣∣∣X ≤ ε
(3.3)
Define then G(θ) = F (rme
iθ), so that we have G ∈ H˜1(X). On the other hand, by Proposition 2.2, there
exists a metric surjection σ : ℓ1(I)→ X such that σ˜ : H˜1(ℓ1(I))→ H˜1(X) is an η(X)-surjection . So we can
find G˜ ∈ H˜1(ℓ1(I)) satisfying
σ˜(G˜) = G and
∣∣∣∣∣∣G˜∣∣∣∣∣∣
H˜1(ℓ1(I))
≤ η(X)||G||
H˜1(X)
(3.4)
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Let Pr be the Poisson kernel, and let G˜r denote G˜ ∗ Pr. We know using a result from [HP] that(
m−1∑
n=0
∣∣∣∣∣∣G˜ρn+1 − G˜ρn ∣∣∣∣∣∣2
H˜1(ℓ1(I))
) 1
2
≤ 2
∣∣∣∣∣∣G˜ρm ∣∣∣∣∣∣
H˜1(ℓ1(I))
≤ 2
∣∣∣∣∣∣G˜∣∣∣∣∣∣
H˜1(ℓ1(I))
for every sequence ρ0 < ρ1 < ... < ρm ≤ 1.
Using (3.4), we can go back to G and obtain(
m−1∑
n=0
∣∣∣∣Gρn+1 −Gρn ∣∣∣∣2H˜1(X)
) 1
2
≤ 2η(X)||G||
H˜1(X)
. (3.5)
Taking ρ = rnrm for 0 ≤ n ≤ m, we can write (3.5) as follows[
m−1∑
n=0
(∫
T
∣∣∣∣F (rn+1eiθ)− F (rneiθ)∣∣∣∣Xdm(θ))2
] 1
2
≤ 2η(X)
∫
T
∣∣∣∣F (rmeiθ)∣∣∣∣Xdm(θ)
taking into account (3.3) we conclude that[
m−1∑
n=0
(∫
T
| ||dMn+1(p(θ)) ||X − ε| dm(θ)
)2] 12
≤ 2η(X)
∫
T
(||Mm(p(θ)) ||X +mε) dm(θ)[
m−1∑
n=0
(E||dMn+1||X)2
] 1
2
≤ 2η(X)E||Mm||X + (2η(X)m+
√
m )ε
Since ε is arbitrary we obtain (3.2) by letting ε→ 0.
Following Xu in [X], a quasi-Banach space X will be called Hardy-convexifiable, if it has an equivalent
quasi-norm ||.||X such that, for some p > 0 and c > 0,we have
∀f ∈ P+(X), ||f(0)||pX + c||f − f(0)||pH1(X) ≤ ||f ||pH1(X).
It is shown in [X] that if a Banach space X satisfies a martingale inequality like (3.2), then it is Hardy-
convexifiable and in particular it has the analytic Radon-Nikodym property. So we have the following
corollary.
Corollary 3.2. Every H1-projective Banach space X has an equivalent Hardy-convex quasi-norm. In
particular X has the super-analytic Radon-Nikodym property.
Using this corollary, one sees that the H1-projectivity of X is equivalent to the apparently stronger
property : H1⊗ˆX = H1(X).
In order to state the next proposition we need to the following definition.
Definition 3.3 [Ga]. We will say that X has the property U.H.M.D. (Unconditionality of Hardy Martingale
Differences), if there exists a constant K such that for every Hardy martingale (Mn)n≥0 and every choice of
signs ε ∈ {+1,−1}N, we have
∀m, E
∣∣∣∣∣
∣∣∣∣∣
m∑
n=0
εndMn
∣∣∣∣∣
∣∣∣∣∣
X
≤ KE||Mm||X .
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Theorem 3.4. Every H1-projective Banach space X has the property U.H.M.D.
Proof : The proof is decomposed into two steps which involve classical arguments. We first prove the
following:
Step 1. Let X be a complex Banach space. Suppose that there exist two sequences of integers (an)n≥0
and (λn)n≥0 such that ∀n anλn < an+1, limn→∞ λn = +∞; and that there exists some constant K, such
that for every function f ∈ H˜1(X) satisfying fˆ(n) = 0, ∀n 6∈ ∪k[ak, λkak] and for every ε ∈ {+1,−1}N , the
following inequality holds ∣∣∣∣∣∣
∣∣∣∣∣∣
∞∑
n=0
εn
 ∑
an≤r≤λnan
fˆ(r)eir(.)
∣∣∣∣∣∣
∣∣∣∣∣∣
H˜1(X)
≤ K||f ||
H˜1(X)
. (3.6)
Then X is U.M.H.D.
Proof of step 1: Consider the Hardy martingale (Mn)n≥0 defind by
dM0 = M0,
dMn =
∑
(p1,..,pn)∈An
Mn,p1,..,pn exp
(
i
n∑
k=1
pkθk
)
(3.7)
where An = {(p1, .., pn) ∈ Zn : pn > 0 and ∀k ≤ n |pk| ≤ rn}. It is clearly sufficient to prove the result
for such martingales.
We construct inductively two sequences of integers (µn)n≥1, (ℓn)n≥1 satisfying:
1. (ℓn)n≥1 is strictly increasing.
2. ∀ n, ∀ (p1, ..., pn) ∈ An we have aℓn ≤
n∑
k=1
µkpk ≤ λℓnaℓn . (3.8)
To start the induction we find ℓ1 satisfying λℓ1 > r1 and put µ1 = aℓ1 , so that aℓ1 ≤ µ1 ≤ r1µ1 < λℓ1µ1.
Suppose ℓ1, ..., ℓn−1;µ1, ..., µn−1 are already constructed. Since limn→∞ λn = +∞, we can find ℓn >
max (rn, ℓn−1) such that (
λℓn
rn
− 1
)
aℓn ≥ 2 + (rn + 1)
n−1∑
k=1
µk.
This yields that
λℓn
rn
aℓn −
n−1∑
k=1
µk ≥ 2 + aℓn + rn
n−1∑
k=1
µk.
So we can find µn such that
µn ∈ [aℓn + rn
n−1∑
k=1
µk,
λℓn
rn
aℓn −
n−1∑
k=1
µk] ∩ N.
Equivalently,
aℓn + rn
n−1∑
k=1
µk ≤ µn ≤ rnµn ≤ λℓnaℓn − rn
n−1∑
k=1
µk.
This gives (3.8), and achieves the construction.
Now, fix Θ = (θn)n≥1 ∈ TN and consider η 7→ Gm(Θ, η), η ∈ T defined by
Gm(Θ, η) =Mm(θ1 + µ1η, ..., θn + µnη).
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Using (3.8), it is easily seen that Gm(Θ, .) is an element of H˜
1(X) satisfying the hypothesis of step 1. So for
every ε ∈ {+1,−1}N, we have∫
T
∣∣∣∣∣
∣∣∣∣∣
m∑
n=0
εn
(∑
An
Mn,p1,..,pn exp
(
i
n∑
k=1
pk(θk + µkη)
))∣∣∣∣∣
∣∣∣∣∣
X
dm(η) ≤ K
∫
T
||Gm(Θ, η)||X dm(η)
It is then sufficient to integrate with respect to Θ and to use the translation invariance of the Haar measure
on TN to obtain
E
∣∣∣∣∣
∣∣∣∣∣
m∑
n=0
εndMn
∣∣∣∣∣
∣∣∣∣∣
X
≤ KE||Mm||X .
Step 2. For every H1-projective space X and every sequence (λn)n≥0 such that limn→∞ λn = +∞,
there exist a sequence (an)n≥0 such that ∀n, an+1 > λnan, and a constant K, with the following property:
for every function f ∈ H˜1(X) satisfying fˆ(n) = 0, for all n 6∈ ∪k[ak, λkak] and for every ε ∈ {+1,−1}N, we
have ∣∣∣∣∣∣
∣∣∣∣∣∣
∞∑
n=0
εn
 ∑
an≤r≤λnan
fˆ(r)eir(.)
∣∣∣∣∣∣
∣∣∣∣∣∣
H˜1(X)
≤ Kη(X)||f ||
H˜1(X)
.
This step is proved just as in the classical case of X = C. See for instance [CW.Theorem 2.1].
4. H1-projectivity, Grothendieck’s theorem and cotype 2 spaces
Let us first recall some basic definitions. We refer the reader to [P1] for more details and other references.
Let G = {+1,−1}N, let µ be the uniform probability measure on G, and let εn : G → {+1,−1} be
the nth coordinate . A Banach space X is said to be of cotype 2, if there is a constant c such that for all
x1, ..., xn in X we have (
n∑
k=1
||xk||2X
)1/2
≤ c
E∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
εkxk
∣∣∣∣∣
∣∣∣∣∣
2
X
1/2 .
We denote c2(X) the smallest constant c for which this holds.
We say that an operator u ∈ L(X,Y ) is 1-summing, if there is a constant c such that for all x1, ..., xn in X
we have
n∑
k=1
||u(xk)||Y ≤ c Sup
{
n∑
k=1
|〈ξ, xk〉| : ξ ∈ X∗, ||ξ|| ≤ 1
}
.
We denote π1(u) the smallest constant c with this property.
We can now give the following definition.
Definition 4.1 [P1]. We will say that a Banach space X satisfies Grothedieck’s theorem (in short G.T.) if
every operator from X into a Hilbert space is 1-summing.
We will show that H1-projective spaces are G.T. spaces of cotype 2. To this end, we will use the
following result [P1, Theorem 6.8] .
Proposition 4.2. A Banach space X is a G.T. space of cotype 2, if and only if, there are a metric surjection
σ : ℓ1(I)→ X and a constant c such that for every x1, ..., xn in X there are x˜1, ..., x˜n in ℓ1(I) such that
∀k ≤ n, σ(x˜k) = xk and E
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
εkx˜k
∣∣∣∣∣
∣∣∣∣∣
ℓ1(I)
≤ cE
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
εkxk
∣∣∣∣∣
∣∣∣∣∣
X
. (4.1)
Let us make some comments. A result from [P2] says that there exist numerical constants α, β > 0
such that for every complex Banach space X , the following holds: ∀x1, ..., xn ∈ X
βE
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
εkxk
∣∣∣∣∣
∣∣∣∣∣
X
≤
∫
T
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
ei3
kθxk
∣∣∣∣∣
∣∣∣∣∣
X
dm(θ) ≤ αE
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
εkxk
∣∣∣∣∣
∣∣∣∣∣
X
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So we can replace (4.1) by ∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
ei3
kθx˜k
∣∣∣∣∣
∣∣∣∣∣
H˜1(ℓ1(I))
≤ c
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
ei3
kθxk
∣∣∣∣∣
∣∣∣∣∣
H˜1(X)
(4.1)′
On the other hand, letX be a complex Banach space and let S be a subspace of some L1. Denote by S˜(X)
the closed subspace of L1(X) generated by S ⊗X . Clearly there is a canonical embedding S⊗ˆX →֒ S˜(X).
We say that X is S-projective if this map is an isomorphism. Let Rad1 be the closed span of {εn : n ≥ 1}
in L1(µ).
Now, if we put S = H1, we obtain H1-projective spaces whereas; if S is either Rad1 or equivalently
span{ei3n(.) : n ≥ 1} then, by Proposition 4.2 we obtain precisely G.T. spaces of cotype 2.
These remarks explain the analogy between H1-projective spaces and G.T. spaces of cotype 2, and are
also behind the proof of the following theorem .
Theorem 4.3. Every H1-projective Banach space is a G.T. space of cotype 2.
Proof : Our proof does not use the result of [P2] but, instead, the following well-known lemma, whose proof
is elementary and omitted.
Lemma. If f is a continuous function, f : Tp+1 → C then
lim
n→∞
∫
T
f(θ, nθ, ..., npθ) dm(θ) =
∫
Tp+1
f(θ0, ..., θp) dm(θ0)...dm(θp).
Let X be an H1-projective Banach space. Then there exists σ : ℓ1(J)→ x such that σ˜ : H˜1(ℓ1(J))→
H˜1(X) is an η(X)-surjection.
Let x1, ..., xm ∈ X , using the lemma we find n > 0 such that∫
T
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
ein
kθ xk
∣∣∣∣∣
∣∣∣∣∣
X
dm(θ) ≤ 2
∫
Tm
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
eiθk xk
∣∣∣∣∣
∣∣∣∣∣
X
dm(θ1)...dm(θm) (4.2)
But the function f(θ) =
∑m
1 e
inkθ xk is in H˜
1(X) so we can find h =
∑∞
0 e
ipθ hp ∈ H˜1(ℓ1(J)) with
σ˜(h) = f and ||h||
H˜1(ℓ1(J))
≤ η(X)||f ||
H˜1(X)
(4.3)
For a fixed j ∈ J , we have by Paley’s inequality [Z, II.p.121 ](
m∑
k=1
|hnk(j)|2
) 1
2
≤ 2
∫
T
∣∣∣∣∣
∞∑
p=0
hp(j)e
ipθ
∣∣∣∣∣ dm(θ) (4.4)
On the other hand, we have
E
∣∣∣∣∣
m∑
k=1
εkhnk(j)
∣∣∣∣∣ ≤
E ∣∣∣∣∣
m∑
k=1
εkhnk(j)
∣∣∣∣∣
2

1
2
=
(
m∑
k=1
|hnk(j)|2
) 1
2
(4.5)
Putting together (4.4) and (4.5), and taking the sum over all j ∈ J ; we get
E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
εkhnk
∣∣∣∣∣
∣∣∣∣∣
ℓ1(J)
≤ 2||h||
H˜1(ℓ1(J))
(4.6)
Let us define x˜k = hnk ∈ ℓ1(J). Using (4.2), (4.3) and (4.6), we obtain ∀ k ≤ m, σ(x˜k) = xk and
E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
εkx˜k
∣∣∣∣∣
∣∣∣∣∣
ℓ1(J)
≤ 4η(X)E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
eiθkxk
∣∣∣∣∣
∣∣∣∣∣
X
(4.7)
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But in general we always have
E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
eiθkxk
∣∣∣∣∣
∣∣∣∣∣
X
≤ 2E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
εkxk
∣∣∣∣∣
∣∣∣∣∣
X
.
So finally, we have proved that for every x1, ..., xm in X there are x˜1, ..., x˜m in ℓ
1(J) such that
∀k ≤ m, σ(x˜k) = xk and E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
εkx˜k
∣∣∣∣∣
∣∣∣∣∣
ℓ1(I)
≤ 8η(X)E
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
εkxk
∣∣∣∣∣
∣∣∣∣∣
X
This, by Proposition 4.2, proves that X is a G.T. space of cotype 2.
Remark . One can deduce Proposition 3.1 from Theorem 3.5 and Theorem 4.3; this yields a proof that does
not make use of the result of [GM].
Using deeper methods, we were able in [K] to prove the following theorem.
Theorem 4.5. Every H1-projective space X can be isometrically embedded in an H1-projective space Y
satisfying
i. Y ⊗ˆY = Y ⊗ˇY .
ii. Y ∗ is a G.T. space of cotype 2.
where Y ⊗ˇY is the injective tensor product of Y by Y .
5. H1-projectivity, and ultraproducts
The main result of this section is Proposition 5.4, which asserts that the class of H1-projective Banach
spaces is closed under the formation of ultraproducts . We now give the definition. Let (Ei)i∈I be a familly
of Banach spaces . Consider the space ℓ∞(I, (Ei)i∈I) of families (xi)i∈I with xi ∈ Ei (i ∈ I) and
||(xi)i∈I || = Sup {||xi||Ei : i ∈ I} < +∞.
ℓ∞(I, (Ei)i∈I) equipped with this norm is a Banah space . Let U be an ultrafilter on I and let NU be the
subset of all those families (xi)i∈I ∈ ℓ∞(I, (Ei)i∈I) with
lim
U
||xi||Ei = 0.
Obviously, NU is a linear subspace of ℓ
∞(I, (Ei)i∈I) and it follows by a standard argument that NU is closed
. Now we are ready to recall the following definition.
Definition 5.1. The ultraproduct (
∏
Ei)/U of the family of Banach spaces (Ei)i∈I with respect to the
ultrafilter U is the quotient space ℓ∞(I, (Ei)i∈I)/NU equipped with the canonical quotient norm .
For more about ultraproducts, we refer the reader to [H].
We fix the following notation. If X is a complex Banach space, let Pn(X) denotes the set of analytic
X-valued polynomials of degre ≤ n :
Pn(X) =
{
n∑
k=0
zkak : z ∈ T and ak ∈ X
}
For a positive integer r we denote by Ar the set {ωkr : k = 0, ..., r − 1} of rth roots of 1, i.e. ωr = exp(2πir ).
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Lemma 5.2. LetX be a complex Banach space . Then ∀n ≥ 1, ∀ε ∈]0, 1[, ∀s ≥ (1 + [2ε ])n, and ∀f ∈ Pn(X)
we have
(1− ε)
∫
T
∣∣∣∣f(eiθ)∣∣∣∣
X
dm(θ) ≤ 1
s
∑
ω∈As
||f(ω)||X ≤ (1− ε)−1
∫
T
∣∣∣∣f(eiθ)∣∣∣∣
X
dm(θ)
The proof of this lemma can be found in [Z,Ch.X], we include it for the convenience of the reader .
Proof : Note first that if g =
∑m
−m z
kak with ak ∈ X , then
∀s > m,
∫
T
g(eit) dm(t) =
1
s
∑
ω∈As
g(ω). (5.1)
Let now f be an element of Pn(X), then for every r > 1
f(eiθ) = f ∗ Vn,r(θ) = 1
2π
∫ 2π
0
f(eit)Vn,r(θ − t) dt, (5.2)
and using (5.1) we obtain that
∀s ≥ n(r + 1), f(eiθ) = 1
s
s−1∑
k=0
f(e
2pii
s k)Vn,r(θ − 2π
s
k). (5.3)
By (5.2), for every s ≥ n(r + 1) we have
1
s
s−1∑
k=0
∣∣∣∣∣∣f(e 2piis k)∣∣∣∣∣∣
X
≤ 1
2π
∫ 2π
0
∣∣∣∣f(eit)∣∣∣∣
X
(
1
s
s−1∑
k=0
∣∣∣∣Vn,r(2πs k − t)
∣∣∣∣
)
dt (5.4)
but from the definition of the De La Valle´e-Poussin kernel we have
1
s
s−1∑
k=0
∣∣∣∣Vn,r(2πs k − t)
∣∣∣∣ ≤ 1r − 1
(
r
s
s−1∑
k=0
Krn(
2π
s
k − t) + 1
s
s−1∑
k=0
Kn(
2π
s
k − t)
)
so using (5.1), we obtain easily that
1
s
s−1∑
k=0
∣∣∣∣Vn,r(2πs k − t)
∣∣∣∣ ≤ r + 1r − 1
and replacing this majorization in (5.4), we get that for every s ≥ n(r + 1)
1
s
∑
ω∈As
||f(ω)||X ≤
r + 1
r − 1
1
2π
∫ 2π
0
∣∣∣∣f(eit)∣∣∣∣
X
dt (5.5)
On the other hand, starting from (5.3) we have∫
T
∣∣∣∣f(eiθ)∣∣∣∣
X
dm(θ) ≤ 1
s
s−1∑
k=0
∣∣∣∣∣∣f(e 2piis k)∣∣∣∣∣∣
X
∫
T
∣∣∣∣Vn,r(θ − 2πs k)
∣∣∣∣ dm(θ)
≤ ||Vn,r||1
(
1
s
s−1∑
k=0
∣∣∣∣∣∣f(e 2piis k)∣∣∣∣∣∣
X
)
≤ r + 1
r − 1
1
s
∑
ω∈As
||f(ω)||X .
(5.6)
It is then sufficient to choose r =
[
2
ε
]
in (5.5) and (5.6).
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The following caracterization of H1-projectivity is more adapted to ultraproducts.
Proposition 5.3. For n ≥ 2, let Bn = A12n and let X be a complex Banach space. The following assertions
are equivalent.
i. X is H1-projective.
ii. There exist a constant c and a metric surjection. σ : ℓ1(I)→ X such that
∀n ≥ 1, ∀f ∈ Pn(X), ∃g ∈ P3n(ℓ1(I)) : σ˜(g) = f and
∑
ω∈Bn
||g(ω)||ℓ1(I) ≤ c
∑
ω∈Bn
||f(ω)||X .
Note that by Lemma 5.2, for every complex Banach space Y , we have
∀n ≥ 1, ∀h ∈ P3n(Y ), 1
3
∫
T
∣∣∣∣h(eiθ)∣∣∣∣
Y
dm(θ) ≤ 1|Bn|
∑
ω∈Bn
||h(ω)||Y ≤ 3
∫
T
∣∣∣∣h(eiθ)∣∣∣∣
Y
dm(θ).
Using this remark, the proof of Proposition 5.3 becomes very easy and is left as an exercise for the
reader, in particular we can take c = 18η(X) in i.⇒ ii. .
Theorem 5.4. Let (Xi)i∈I be a family of H
1-projective Banach spaces such that
η = Sup {η(Xi) : i ∈ I} < +∞,
then for every ultrafilter U on I the ultraproduct (∏Xi)/U is H1-projective.
Proof : We know that for each i ∈ I there exists a metric surjection σi : ℓ1(Ji)→ Xi such that
∀n ≥ 1, ∀f ∈ Pn(Xi), ∃g ∈ P3n(ℓ1(Ji)) : σ˜i(g) = f and
∑
ω∈Bn
||g(ω)||ℓ1(Ji) ≤ ci
∑
ω∈Bn
||f(ω)||Xi (5.7)
Moreover, we have ci ≤ Kη, where K is some numerical constant.
Let L = (
∏
ℓ1(Ji))/U , we know (see [H]) that L is an L1-space.
Let q :
∏
Xi → X = (
∏
Xi)/U (resp. q¯ :
∏
ℓ1(Ji) → L) be the canonical quotient map, and let
σ = (
∏
σi)/U : L→ X be defind by σ(q¯((xi)i∈I)) = q((σi(xi))i∈I) for all (xi)i∈I ∈
∏
Xi. It is immediate to
see that σ is a metric surjection.
Fix now n ≥ 1 and f =∑n0 zkak ∈ Pn(X). By definition of the ultraproduct, for each k ∈ {0, ..., n} we
can find (aik)i∈I ∈ ℓ∞(I, (Xi)i∈I) which represents ak ∈ X.
For i ∈ I, let fi denotes the element
∑n
0 z
kaik ∈ Pn(Xi) then for each z ∈ T we have f(z) = q((fi(z))i∈I).
Consequently, for every ω ∈ Bn there exists Iω ∈ U such that
∀i ∈ Iω , ||fi(ω)||Xi ≤ 2||f(ω)||X ,
since limU ||fi(ω)||Xi = ||f(ω)||X . Define then In = ∩ω∈BnIω ∈ U , we obtain
∀i ∈ In, ∀ω ∈ Bn, ||fi(ω)||Xi ≤ 2||f(ω)||X (5.8)
Let us now define (bik)i∈I by b
i
k = a
i
k if i ∈ In, and bik = 0 if i 6∈ In. Put gi =
∑n
0 z
kbik ∈ Pn(Xi).
Clearly for each k ≤ n we have ak = q((bik)i∈I), and by (5.8) we get
∀i ∈ I, ∀ω ∈ Bn, ||gi(ω)||Xi ≤ 2||f(ω)||X (5.9)
Now using (5.7) we can find for each i ∈ I an element hi =
∑3n
0 z
ktik ∈ P3n(ℓ1(Ji)) such that σ˜i(hi) = gi
and ∑
ω∈Bn
||hi(ω)||ℓ1(Ji) ≤ Kη
∑
ω∈Bn
||gi(ω)||Xi ≤ 2Kη
∑
ω∈Bn
||f(ω)||X , (5.10)
where the last inequality comes from (5.9).
On the other hand, it is clear that (tik)i∈I ∈ ℓ∞(I, (ℓ1(Ji))i∈I) therefore if we put tk = q¯((tik)i∈I) ∈ L
and consider h =
∑3n
0 z
ktk ∈ P3n(L), we obtain σ˜(h) = f and from (5.10), we deduce that∑
ω∈Bn
||h(ω)||L = limU
∑
ω∈Bn
||hi(ω)||ℓ1(Ji) ≤ 2Kη
∑
ω∈Bn
||f(ω)||X .
the result follows now by another use of Proposition 5.3.
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Remark. In fact we can show that
η
(
(
∏
Xi)/U
)
≤ η = Sup {η(Xi) : i ∈ I}
by refining upon the preceding arguments.
Using this remark and the fact that X∗∗ is 1-complemented in some ultrapower (
∏
X)/U of X , we
obtain another proof of Corollary 2.6.
6. Exemples and concluding remarks
a. Every L1-space is H1-projective. This can be seen directly, or by using Corollary (2.6) and the
following fact from [LR] : the bidual of an L1-space is isomorphic to a complemented subspace of an L1-
space.
This statement does not hold for the non-commutative analogues of L1-spaces Indeed, the trace class
operator ideal C1 = ℓ
2⊗ˆℓ2 contains a complemented copy of ℓ2 therefore C1 is not H1-projective. Note that
C1, fails the U.H.M.D. property as it is shown in [HP].
b. It is known (cf. [B] ) that L1/H1 is a G.T. space of cotype 2, but by a well-known conterexample
we know also that L1/H1 fails the analytic Radon-Nikodym property. So the convese of Theorem 4.3 does
not hold.
c. The next theorem provides us with non-trivial examples ofH1-projective spaces, its proof was implicit
in [BD], we sketch it for the convenience of the reader.
Theorem 6.1. Let Y be a reflexive subspace of L1(Ω,A, µ), then L1(Ω,A, µ)/Y is H1-projective.
Proof : The proof is based on the following two facts :
I. If (Ω, µ) is a measure space, then for every α ∈]0, 1[ the Riesz projection ℜ is a continuous operator
from L2
(
T, dm;L1(Ω, µ)
)
into L2 (T, dm;Lα(Ω, µ)) . See [BD].
II. Let Y be a reflexive subspace of L1(Ω, µ), then, modulo a change of density if necessary, the normes
||.||1 and ||.||p are equivalent on Y for some p > 1. See [R].
Using Fact II and Ho¨lder’s inequality we see easily that
∀ y ∈ Y, ||y||L1(µ) ≤ c1||y||L1/2(µ) (6.1)
Let q : L1(Ω, µ)→ L1(Ω, µ)/Y be the quotient map, and consider an element f ∈ H˜2(L1(Ω, µ)/Y ) such that
||f ||H˜2(L1/Y ) < 1. We can find g ∈ L2
(
T, dm;L1(Ω, µ)
)
satisfying
q˜(g) = f and ||g||L2(L1) < 1. (6.2)
By Fact I, the negative Riesz projection ℜ− is bounded from L2
(
T, dm;L1(Ω, µ)
)
into L2
(
T, dm;L1/2(Ω, µ)
)
.
So using (6.1), we get
||ℜ−(g)||L2(L1/2) ≤ c2. (6.3)
Since q˜(ℜ−(g)) = ℜ−(q˜(g)) = 0, we see that ℜ−(g) takes its values in Y , so by (6.1) and (6.3)
||ℜ−(g)||L2(L1) ≤ c1c2.
Therefore, if we put h = g −ℜ−(g) ∈ H˜2(L1(Ω, µ)) we have
||h||H˜2(L1(µ)) ≤ (1 + c1c2) = c3.
Consequently, we have proved that for every f ∈ H˜2(L1(Ω, µ)/Y ) there exists h ∈ H˜2(L1(Ω, µ)) such that
q˜(h) = f and
||h||H˜2(L1(µ)) ≤ c3||f ||H˜2(L1/Y ).
the result follows now from Proposition 1.1 and Proposition 2.2.
d. It might be of some interest to have estimations for the H1-projectivity constant of finite-dimensional
spaces.
Recall that the Banach-Mazur distance d(E,F ) between two finite-dimensional spaces E, F , with
dimE = dimF is equal to inf{||T ||
∣∣∣∣T−1∣∣∣∣}, where the infimum is taken over all isomorphisms T : E → F .
It is immediate that η(E) ≤ d(E,F )η(F ) for every pair of finite-dimensional spaces E,F of the same
dimension. Therefore, we always have
η(E) ≤ d(E, ℓ1n). (6.4)
In fact we can also prove the following.
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Proposition 6.2. For every p ∈ [1,+∞] and n ≥ 1 we have the following
1
2
.n1−1/r ≤ η(ℓpn) ≤ d(ℓpn, ℓ1n) ≤ n1−1/r (6.5)
where r = min(2, p).
Proof : The inequality d(ℓpn, ℓ
1
n) ≤ n1−1/r is classical. To see it elementarily take for T : ℓ1n → ℓpn the
operator defined by T (x) = x if p ∈ [1, 2] and by T (x) = Wn(x) (where Wn is the matrix (ajk)1≤j,k≤n with
ajk = exp[
2πi
n (j − 1)(k − 1)]) if p ∈ [2,+∞].
Using Paley’s inequality, we know that the operator u : H1 → ℓ2n defined by u(h) = (hˆ(3), ..., hˆ(3n)) is
of norm smaller than 2 . Therefore,
∀q ∈ [1,+∞], ||u||L(H1,ℓqn) ≤ 2max(1, n1/q−1/2). (6.6)
Let e1, ..., en be the canonical basis of ℓ
p
n and consider f ∈ H˜1(ℓpn)) defined by f(θ) =
∑n
k=1 e
i3kθ ek,
we have
||f ||
H˜1(ℓpn)
= n1/p. (6.7)
Assume that 1p +
1
q = 1. Using the duality (H
1⊗ˆℓpn)∗ = L(H1, ℓqn) and the fact that
〈f, u〉 =
n∑
k=1
〈ek, u(ei3
k(.))〉 = n
we obtain
n ≤ ||f ||H1⊗ˆℓpn ||u||L(H1,ℓqn) ≤ 2max(1, n1/q−1/2)||f ||H1⊗ˆℓpn ,
the last inequality comes from (6.6). On the other hand, if we use (6.7) and the definition of H1-projectivity,
we deduce easily that
n ≤ 2max(1, n1/q−1/2)η(ℓpn)n1/p
which yields the first inequality in (6.5) and proves the result.
e. By the results of section 4. and a theorem of Pisier [P1,Ch 4], we see that an H1-projective space X
having the approximation property and such that X∗ is also H1-projective must be finite-dimensional . So
we will end our discussion by asking the following question : Can one remove the approximation hypothesis
from the preceding statement ?
Acknowledgements : The auther thanks Professor Gilles Pisier for pointing out this subject to him
and for many stimulating discussions during the preparation of this paper.
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