Abstract. We complete the analysis of KMS-states of the Toeplitz algebra T (N ⋊ N × ) of the affine semigroup over the natural numbers, recently studied by Raeburn and the first author, by showing that for every inverse temperature β in the critical interval 1 ≤ β ≤ 2, the unique KMS β -state is of type III1. We prove this by reducing the type classification from T (N ⋊ N × ) to that of the symmetric part of the Bost-Connes system, with a shift in inverse temperature. To carry out this reduction we first obtain a parametrization of the Nica spectrum of N ⋊ N × in terms of an adelic space. Combining a characterization of traces on crossed products due to the second author with an analysis of the action of N ⋊ N × on the Nica spectrum, we can also recover all the KMS-states of T (N ⋊ N × ) originally computed by Raeburn and the first author. Our computation sheds light on why there is a free transitive circle action on the extremal KMS β -states for β > 2 that does not ostensibly come from an action of T on the C * -algebra.
Introduction
The Toeplitz algebra T (N ⋊ N × ) of the semigroup N ⋊ N × was recently studied in [14] with the double motivation of realizing Cuntz's algebra Q N [6] as a boundary quotient and of exploring the structure of KMS-states with respect to a natural dynamics extending that on Q N . Cuntz showed that Q N has a unique KMS-state, at inverse temperature β = 1 and, in view of [12] , it was therefore natural to expect that T (N ⋊ N × ) would have a KMS β -state for every β ≥ 1 and no KMS β -states for β < 1. This turned out to be true; in fact, as was shown in [14] , the system has a phase transition at β = 2: for every β ∈ [1, 2] there exists a unique KMS β -state, while for β > 2 the simplex of KMS β -states is isomorphic to the simplex of probability measures on T. It was also shown in [14] that every extremal KMS β -state for β > 2 is of type I. Our primary goal in this paper is to complete the analysis of KMS-states by showing that the KMS β -states for β ∈ [1, 2] are of type III 1 . Along the way we answer several other natural questions about the C*-algebra T (N ⋊ N × ) and dynamical systems associated with it, and we obtain a characterization of KMS-states of crossed products in terms of traces that might be of further use elsewhere.
In Section 1 we begin by analyzing the Nica spectrum Ω of N ⋊ N × . This is a compact space with an action of N ⋊ N × by injective maps such that T (N ⋊ N × ) = C(Ω) ⋊ (N ⋊ N × ). A description of this space in terms of supernatural and adic numbers was given in [14] . Starting from that description we show that Ω can be identified with the disjoint union of N × ( Z/ Z * ) and a quotient of Z × ( Z/ Z * ), where Z = p Z p is the compact ring of finite integral adeles, andẐ * is the group of invertible elements, the integral ideles. The topology on Ω is obtained by considering N ⊔ Z as a compactification of the discrete set N with boundary Z. The action of N ⋊ N × on Ω in this picture is defined using the obvious actions of N ⋊ N × on N × ( Z/ Z * ) and Z × ( Z/ Z * ), given by the formula (m, k)(r, a) = (m + kr, ka). This allows us to answer easily various questions about this action arising in the study of T (N ⋊ N × ), such as which orbits are dense or which points have nontrivial stabilizers. Furthermore, this also allows us to construct an explicit dilation of the action of N ⋊ N × on Ω to an action of Q ⋊ Q * + on a locally compact spaceΩ, thus realizing T (N ⋊ N × ) as a full corner in C 0 (Ω) ⋊ (Q ⋊ Q * + ). In Section 2 we discuss the classification of KMS-states of T (N ⋊ N × ) obtained in [14] in terms of measures on our parameter space. We first consider states which factor through the conditional expectation onto C(Ω) and thus are determined by probability measures on Ω. We show that such a measure defines a KMS β -state if and only if it is the push-forward of the measure ν 1 × ν on Z × ( Z/ Z * ), where ν 1 is the Haar measure on Z and ν is a measure defining a KMS β−1 -state on the symmetric part T (N × ) = C( Z/ Z * ) ⋊ N × of the Bost-Connes system from [3] . In particular, for every β ≥ 1 there exists a unique such measure µ β on Ω, and there are no such measures for β < 1. This can of course be deduced from [14] , but we prove it from scratch, demonstrating how the symmetric part of the Bost-Connes system can be used to analyze T (N ⋊ N × ). It turns out that for β ≤ 2 every KMS β -state on T (N ⋊ N × ) factors through the conditional expectation onto C(Ω), so in this case the classification of KMS-states can be deduced from known facts about the Bost-Connes system.
We then turn to β > 2. In this case it is already known from [14] that there are KMS β -states which do not factor through the conditional expectation onto C(Ω); specifically, the extreme points of the simplex of KMS β -states are indexed by T. The reason for this, from our perspective, is that in this case the measure µ β is concentrated on a countable set of points with nontrivial stabilizers in Q ⋊ Q * + . By [18] it follows that the state µ β * on C(Ω) defined by µ β can be extended to a state on T (N ⋊ N × ) with centralizer containing C(Ω) by choosing arbitrary states on the group C * -algebras of the stabilizers. It turns out that all the relevant stabilizers are isomorphic to Z and the corresponding points lie all on the same (Q ⋊ Q * + )-orbit. Thus, to extend µ β * we need a countable collection of probability measures on T, but since Q ⋊ Q * + acts transitively on our set of points, to get a KMS-state we can choose an arbitrary probability measure on T for just one point and then the KMS-condition gives measures for all other points. This gives an explanation, from the point of view of dynamical systems, of the existence of a free transitive circle action on the extremal KMS β -states observed in [14] . Note that the formal argument in Section 2 is slightly different from the one described here, but the idea is the same.
In Section 3 we prove our main result: if ϕ β is the unique KMS β -state on T (N ⋊ N × ) for β ∈ [1, 2], then π ϕ β (T (N ⋊ N × )) ′′ is the hyperfinite factor of type III 1 . For β = 1 this is straightforward, while for β ∈ (1, 2] we show that the flow of weights for π ϕ β (T (N ⋊ N × )) ′′ can be identified with that for the von Neumann algebra generated by the symmetric part of the Bost-Connes system in the GNS-representation corresponding to the unique KMS-state at inverse temperature β − 1.
Finally, in Section 4 we state and prove an auxiliary result, needed in Section 2, characterizing KMS-states on crossed products A ⋊ S by abelian semigroups in terms of traces on A. As should be obvious from the general context of this section, the results presented here are independent from the rest of the paper.
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Crossed product decompositions
Let N ⋊ N × be the semidirect product of the additive semigroup N = {0, 1, 2, · · · } by the multiplicative semigroup N × := N \ {0}. The Toeplitz algebra of N ⋊ N × is the C * -subalgebra T (N ⋊ N × ) of B(ℓ 2 (N ⋊ N × )) generated by the operators T x defined by T x δ y = δ xy , for x, y ∈ N ⋊ N × . Let s = T (1, 1) be the isometry corresponding to the additive generator of N and, for every prime number p ∈ P, let v p = T (0,p) . Then T (N ⋊ N × ) is generated by the isometries s and v p , p ∈ P.
It turns out that the semigroup N ⋊ N × determines a quasi-lattice order on the group Q ⋊ Q * + [14, Proposition 2.2] and thus the Toeplitz algebra is canonically isomorphic to a semigroup crossed product. We restrict ourselves to a brief account here and we refer to [14] for the details. The quasi-lattice property implies that the collection of characteristic functions of the sets x(N ⋊ N × ) for x ∈ N ⋊ N × is closed under multiplication and thus their closed linear span is a C*-subalgebra of ℓ ∞ (N ⋊ N × ). According to a general result of Nica [19] , the spectrum Ω of this subalgebra is homeomorphic to the space of nonempty hereditary directed subsets of the semigroup. There is an action of N ⋊ N × on projections in ℓ ∞ (N ⋊ N × ): the image of the characteristic function of a set A under x is the characteristic function of the set xA. This induces an action of N ⋊ N × by endomorphisms of C(Ω) and also a corresponding action of N ⋊ N × by injective maps on Ω, so that x ∈ N ⋊ N × maps f ∈ C(Ω) into f (x −1 ·); here the convention is that f (x −1 ω) = f (ω ′ ) if ω = xω ′ , and f (x −1 ω) = 0 if ω / ∈ xΩ. Since Q ⋊ Q * + is amenable, the results of [19] and [13] imply that T (N ⋊ N × ) is canonically isomorphic to the semigroup crossed product
which, by definition, is the universal unital C * -algebra generated by the image of a unital * -
In [14, Corollary 5.6] a parametrization of the space Ω of hereditary directed subsets of N ⋊ N × is given in terms of supernatural numbers N ∈ N and N -adic numbers r ∈ Z/N := lim ← − (Z/nZ) : n ∈ N × , n|N . We will realize the parameter space as a quotient of an adelic space that carries a natural topology; this will make the topology of Ω and the action of N ⋊ N × more transparent and easy to work with.
Let Z = p∈P Z p be the compact ring of finite integral adeles. We begin by defining a topology on the disjoint unionN := N ⊔ Z that turns it into a compactification of N. Denote by γ the canonical diagonal embedding N ֒→ Z. The base of the topology onN consists of singletons in N and sets of the form {n ≥ n 0 | γ(n) ∈ U } ⊔ U , where n 0 ∈ N and U is an open subset of Z in its usual topology. In particular, a sequence converges to a point in N if and only if it is eventually constant and a sequence in Z converges to a point in Z if and only if it does in the usual topology, but a sequence {m n } n ⊂ N ⊂N converges to an element r ∈ Z ⊂N if and only if m n → +∞ in the usual sense and γ(m n ) → r in Z.
The finite integral ideles Z * := p Z * p act by multiplication on Z, and every orbit has a unique representative a = (a p ) p∈P ∈ Z such that for every p ∈ P we have a p = p n for some n ∈ N ∪ {∞}, with the convention that p ∞ = 0. Therefore the orbit space Z/ Z * can be thought of as the set N of supernatural numbers. Since Z * is a compact group, Z/ Z * is a compact Hausdorff space. This corresponds to viewing the supernatural numbers as the product over all primes p ∈ P of the one-point compactifications p N ⊔ {0}.
For every a ∈ Z denote byN a the quotient ofN obtained by identifying points in Z that are equal modulo a Z, in other words,N a is the disjoint union N ⊔ ( Z/a Z); in particularN isN 0 . Note that Z/a Z and henceN a depend only on the image of a in Z/ Z * , and that for each a ∈ Z/ Z * , the quotient Z/a Z is naturally isomorphic to the a-adic numbers Z/a = lim
To obtain our parametrization of the spectrum, we consider the map p :N × ( Z/ Z * ) → Ω defined as follows. Suppose (r, a) ∈N × Z/ Z * . If r ∈ N ⊂N, we say that (r, a) is of type A, and we let
If r ∈ Z ⊂N, we say that (r, a) is of type B; in this case we denote by r a the class of r in Z/a Z and we let p(r, a) = B(r a , a) :
Note that if a ∈ k Z/ Z * then a Z ⊂ k Z, so the set p(r, a) indeed depends only on the class of r in Z/a Z. These are the sets of type A and B appearing in [14, Proposition 5.1]. As we have already observed, the map p is not injective because in the second case, when (r, a) is of type B, the image p(r, a) depends on r only through the class r a = r + a Z. Identify points of type B inN × Z/ Z * according to the equivalence relation (r, a) ∼ (r ′ , a ′ ) iff a = a ′ and r − r ′ ∈ a Z, and consider the quotient space
Proof. By [14, Corollary 5.6 ] the mapp is bijective. To show that it is continuous recall that, by definition, the topology on Ω is such that ω n → ω if and only if 1 ωn (x) → 1 ω (x) for every x ∈ N⋊N × . Assume (r n , a n ) → (r, a) inN × ( Z/ Z * ). We have to show that, for every (m, k) ∈ N ⋊ N × ,
If a ∈ k Z/ Z * , then a n ∈ k Z/ Z * for sufficiently large n, because k Z is open in Z, so we may assume that this is true for all n. We consider two cases: r ∈ N ⊂N and r ∈ Z ⊂N.
(a) Assume first that r ∈ N. Then r n = r for sufficiently large n, so we may assume that r n = r for all n. By definition, (m, k) ∈ p(r, a) = A(r, a) if and only if r − m ∈ kN, and the same condition determines whether (m, k) ∈ p(r n , a n ) = A(r n , a n ). Therefore
(b) Assume next that r ∈ Z. By decomposing {r n } n into two subsequences we may assume that either r n ∈ Z for all n, or r n ∈ N ⊂N for all n. Consider separately these two subcases.
(b 1 ) Suppose r n ∈ Z for all n. We have (m, k) ∈ p(r, a) = B(r a , a) if and only if r − m ∈ k Z, and (m, k) ∈ p(r n , a n ) = B((r n ) an , a n ) if and only if r n − m ∈ k Z. Since m + k Z is a clopen subset of Z and r n → r, for n large enough we have r n ∈ m + k Z if and only if r ∈ m + k Z, that is,
(b 2 ) Finally, suppose r n ∈ N for all n. Then r n → ∞ and r n → r in Z. As above, (m, k) ∈ p(r, a) = B(r a , a) if and only if r − m ∈ k Z, while (m, k) ∈ p(r n , a n ) = A(r n , a n ) if and only if r n −m ∈ kN. Since r n → ∞, for sufficiently large n the condition r n −m ∈ kN is equivalent to r n − m ∈ kZ, which is in turn the same as the condition r n − m ∈ k Z, because both r n and m are integers. As in the case (b 1 ) we conclude that 1 p(rn,an) (m, k) = 1 p(r,a) (m, k) for n large enough. This proves that the map p :N × Z/ Z * → Ω is continuous, hence the quotient mapp is a homeomorphism.
Our parameter space (N × Z/ Z * )/ ∼ = {(r, a) | a ∈ Z/ Z * and r ∈N a } has a natural action of N ⋊ N × which we describe next. We have natural actions of N by translation on itself and on Z, through the canonical embedding; hence we get an action of N onN by translation. It passes to an action of N onN a for each a ∈ Z/ Z * . The image of r ∈N a under the action of m ∈ N will be denoted by m + r. Similarly, multiplication by k ∈ N on Z induces a homomorphism Z/a Z → k Z/ka Z, which together with multiplication by k on N defines a map ofN a toN ka . Consequently, the image of r ∈N a under this map will be denoted by kr ∈N ka . Proposition 1.2. The action of N⋊N × on the space (N× Z/ Z * )/ ∼ = {(r, a) | a ∈ Z/ Z * and r ∈N a }, obtained through the mapp from the action on Ω, is given by
Proof. We first make the following observations on how to recover the coordinates of (r, a) fromp(r, a) (compare with [14, Proposition 5.5]):
where the intersection is taken over all elements (n, l) ∈p(r, a);
Suppose (m, k) ∈ N ⋊ N × and (r, a) ∈N a × Z/ Z * . Recall that, by definition, the image of the hereditary directed setp(r, a) ∈ Ω under the action of (m, k) ∈ N ⋊ N × is the smallest directed hereditary set -necessarily of the formp(s, b) becausep is bijective -containing {(m + kn, kl) | (n, l) ∈p(r, a)}. It is easy to see thatp(m + kr, ka) contains all the elements (m + kn, kl) with (n, l) inp(r, a). This gives the following inclusions:
From the first inclusion and (i) above, we get
Similarly, from the second inclusion we get ka
To determine s we consider two cases. Assume first that r ∈ N ⊂N a . Then by (ii) and the second inclusion, sup{n
By (iii) we see that (s, ka) cannot be of type B, so s ∈ N ⊂N ka , and applying (ii) once again we get s ≤ m + kr. On the other hand, using the first inclusion and (ii) yet another time we get
By (ii) we see that (s, ka) cannot be of type A, so s ∈ Z/ka Z. Let (n, l) ∈p(r, a). Then, since (m, k)(n, l) = (m + kn, kl) ∈p(s, ka) ⊂p(m + kr, ka), both elements s − (m + kn) and m + kr − (m + kn) belong to kl Z/ka Z, so that m + kr − s ∈ kl Z/ka Z. Since the intersection of the groups kl Z over all (n, l) ∈p(r, a) is ka Z by (i), we conclude that s = m+kr. This proves that the second inclusion in (1.3) is an equality and concludes the proof.
From now on we shall use the homeomorphismp to identify our parameter space of equivalence classes {(r, a) | a ∈ Z/ Z * and r ∈N a } and the spectrum Ω. Following [14] we denote by Ω B ⊂ Ω the set of points of type B, so
This set was called the additive boundary in [4] and was denoted by Ω add . Note also that the multiplicative boundary [4] in our description of Ω is the set Ω mult = {(r, a) ∈ Ω | a = 0} ∼ =N = N⊔ Z.
where 1 − ss * denotes the closed ideal in T (N ⋊ N × ) generated by the range projection of the isometry s = T (1,1) .
Proof. The first claim follows simply on noting that the transformation (m, k)(r, a) = (m + kr, ka) is defined on Ω B for every (m,
exists by universality of crossed products. The isomorphism claim then holds by the results of [7] because Ω B is the spectrum of the extra relation 1 − ss * , see [4, Proposition 3.4] . We may also prove this directly as follows.
Since the image of s in C(Ω B ) ⋊ (Z ⋊ N × ) is the unitary corresponding to the invertible element (1, 1) ∈ Z ⋊ N × , the homomorphism
is surjective. To construct the inverse homomorphism it is enough to show that the homomorphism
factors through C(Ω B ). Indeed, since the representation of N ⋊ N × by isometries in
defines a representation of Z⋊N × , we then get a covariant pair of representations of C(Ω B ) and
Hence the homomorphism indeed factors through C(Ω B ).
Next we will dilate the action of the semigroup Z ⋊ N × on Ω B to an action of the group Q ⋊ Q * + . To do this we need a larger space, which we define bỹ
where A f is the ring of finite adeles, that is, the restricted product of Q p with respect to Z p over p ∈ P.
The spaceΩ B is a quotient of A f × (A f / Z * ) and we give it the quotient topology; it contains Ω B as a compact open subset. The action of Z ⋊ N × on Ω B extends to an action of Q ⋊ Q * + onΩ B defined by the same formula as before:
Since A f is the union of n −1 Z over all n ∈ N × , it is easy to see thatΩ B is the union of
is a minimal dilation of (C(Ω B ), Z ⋊ N × ) in the sense of [9, Theorem 2.1], which is unique up to canonical isomorphism. By [9, Theorem 2.4] we get the following result.
Proof. We refer to [4, Example 3.9] for a quick proof using the characterization of faithful representations of the quotient T (N ⋊ N × )/ 1 − ss * , which is the additive boundary quotient discussed there. We can also use the above realization of C(Ω B ) ⋊ (Z ⋊ N × ) as a full corner to give the following proof.
Consider the point ω 1 = (0, Z * ) ∈Ω B , so ω 1 is the image of the point (0, 1)
Since Q is dense in A f , the (Q ⋊ Q * + )-orbit of ω 1 is dense inΩ B , so π| C 0 (Ω B ) is faithful. Since Q ⋊ Q * + is amenable, π itself is faithful. Hence, letting P = π(1 Ω B ), we get a faithful representation of
. Observe next that since Q ∩ Z = Z, the point gω 1 belongs to Ω B for an element g ∈ Q ⋊ Q * + if and only if g ∈ Z ⋊ N × . Thus P ℓ 2 (Q ⋊ Q * + ) = ℓ 2 (Z ⋊ N × ). To summarize, the representation of Z ⋊ N × by isometries on ℓ 2 (Z ⋊ N × ) extends to a faithful representation of C(Ω B )⋊ (Z ⋊ N × ). Since the latter algebra is canonically isomorphic to the algebra T (N ⋊ N × )/ 1 − ss * by Proposition 1.3, we get the result.
The action of Q ⋊ Q * + onΩ B is not free. Next we characterize the points having nontrivial stabilizers. This will be crucial for our discussion of KMS-states in Section 2. Recall that in the previous proof we introduced a special point ω 1 = (0, Z * ) ∈Ω B , which is the image of the point (0, 1) ∈ Z × Z in Ω B . Lemma 1.6. We have: (i) if a point (r, a) ∈Ω B has nontrivial stabilizer in Q ⋊ Q * + then either a p = 0 for some p ∈ P, or (r, a) is on the orbit (Q ⋊ Q * + )ω 1 ; the stabilizer of (m, k)ω 1 in Q ⋊ Q * + is kZ × {1}; (ii) a point (r, a) ∈Ω B has nontrivial stabilizer in Z × {1} ⊂ Q ⋊ Q * + if and only if (r, a) is on the orbit (Q ⋊ Q * + )ω 1 ; the stabilizer of (m, k)ω 1 in Z × {1} is (kZ ∩ Z) × {1}. Proof. Assume a p = 0 for all p ∈ P. Then ka = a for any k ∈ Q * + , k = 1. Hence the stabilizer of (r, a) is contained in Q × {1}. It follows that to prove (i) and (ii) it suffices to show that a point (r, a) (with no restrictions on a) has nontrivial stabilizer in Q × {1} ⊂ Q ⋊ Q * + if and only if (r, a) is on the orbit (Q ⋊ Q * + )ω 1 , and the stabilizer of (m, k)ω 1 in Q × {1} is kZ × {1}. Assume (m, 1) = (0, 1) stabilizes (r, a). Since (m, 1)(r, a) = (m + r, a), this means that m ∈ a Z. It follows that a has the valuation vector of a nonzero rational number, i.e., all exponents are finite and only finitely many are nonzero, in other words, a ∈ Q * + Z * / Z * . Then a Z is open in A f , and since Q is dense in A f , we have A f = Q + a Z, so r ∈ (Q + a Z)/a Z. Therefore (r, a) lies on the orbit of the point ω 1 = (0, Z * ) ∈Ω B . Since Q ∩ Z = Z, the point ω 1 has stabilizer Z × {1} ⊂ Q ⋊ Q * + , and hence the stabilizer of (m, k)ω 1 is (m, k)(Z × {1})(m, k) −1 = kZ × {1}. Remark 1.7. Although we will not need it here, we point out that there is a similar dilation of the action of N ⋊ N × on the whole space Ω, which realizes the Toeplitz algebra T (N ⋊ N × ) as a full corner in a group crossed product. Namely, for every a ∈ A f we denote byQ a the disjoint union Q ⊔ (A f /a Z); writeQ forQ 0 . The spaceQ a depends only on the image of a in A f / Z * , and we definẽ Ω := {(r, a) | a ∈ A f / Z * and r ∈Q a }.
Define a topology onQ = Q ⊔ A f similarly to how we defined the topology onN = N ⊔ Z. The spaceΩ is a quotient ofQ × (A f / Z * ), and we give it the quotient topology. Then
The phase transition on T (N ⋊ N × ) revisited
As in [14] we consider the one-parameter automorphism group σ of T (N ⋊ N × ) defined by
and we recall that a σ-invariant state ϕ is called a σ-KMS β -state (β ∈ R) if
for any σ-analytic elements x, y. The σ-KMS β -states of T (N ⋊ N × ) were classified in [14] . In particular, it was shown that for every β ∈ [1, 2] there exists a unique KMS β -state ϕ β ; this implies that each ϕ β is a factor state, but the classification of their type was left open in [14] . Our goal is to relate the measures µ β defined by ϕ β on Ω to measures that appeared in the study of the Bost-Connes system [3] , and then use this, in the next section, to show that ϕ β has type III 1 . It is possible to do this by adapting the definition of µ β in [14] to our description of Ω. Instead, we will use crossed product decompositions from the previous section to construct µ β anew. For any σ-KMS β -state ϕ of T (N ⋊ N × ) we have ϕ(ss * ) = ϕ(s * s) = 1, so ϕ factors through
and therefore in studying KMS-states of T (N ⋊ N × ) we can work with the quotient algebra C(Ω B )⋊ (Z ⋊ N × ). We denote the induced dynamics on C(Ω B ) ⋊ (Z ⋊ N × ) also by σ. Since
and µ is the probability measure on Ω B defined by ϕ, then µ satisfies the scaling condition Conversely, given such a measure µ we obtain a σ-KMS β -state by composing the state µ * on C(Ω B ) defined by µ with the canonical conditional expectation
Proposition 2.1. For every β ≥ 1 there exists a unique probability measure µ β on Ω B satisfying the scaling condition (2.1). There are no such measures for β < 1. Equivalently, for every β ≥ 1 there exists a unique σ-KMS β -state on C(Ω B ) ⋊ (Z ⋊ N × ) which factors through the conditional expectation onto C(Ω B ). There are no σ-KMS β -states for β < 1.
Proof. Let µ be a probability measure on Ω B . Denote by ν the image of µ under the projection Ω B → Z/ Z * onto the second coordinate. Disintegrating µ with respect to this projection map we get probability measures λ a on Z/a Z such that
If µ satisfies condition (2.1), it is in particular (1, 1)-invariant, hence for ν-a.a. a ∈ Z/ Z * the measure λ a is invariant under the action of Z on Z/a Z by translations. Since Z is dense in Z, it follows that λ a is a Haar measure for ν-a.a. a. Denoting the Haar probability measure on Z by ν 1 , we conclude that µ is the image of the measure ν 1 ×ν on Z×( Z/ Z * ) under the map p :
Since the Haar measure ν 1 has the property ν 1 (nY ) = n −1 ν 1 (Y ), it follows that µ satisfies (2.1) if and only if ν satisfies ν(nY ) = n −(β−1) ν(Y ) for any Borel set Y ⊂ Z/ Z * and any n ∈ N × .
By [8, Proposition 18(i)]
this is exactly the condition that determines a KMS-state on the symmetric part of the Bost-Connes system at inverse temperature β − 1, since Z/ Z * is the spectrum of the diagonal B(S) of the symmetric part. It is known from [3, Proposition 8] and [8, Proposition 18] that there are no such measures for β < 1, and that there is a unique such measureν β−1 for every β ≥ 1. Specifically,ν 0 is the delta-measure at 0, and for β > 1 the measureν β−1 is the product-measure
Using Lemma 1.6 it is not difficult to check that for β ∈ [1, 2] the set of points in Ω B with nontrivial stabilizers in Q ⋊ Q * + has µ β -measure zero, see Lemma 3.1 below. It follows that any KMS β -state (for β ∈ [1, 2]) factors through the conditional expectation onto C(Ω B ), see e.g. the proof of [11, Proposition 1.1]. Thus the above proposition could be used to classify KMS β -states for β ≤ 2. On the other hand, as we will see soon, for β > 2 the measure µ β is concentrated on points with nontrivial stabilizers, and indeed there are KMS β -states which do not factor through the conditional expectation onto C(Ω B ) [14] . In the remaining part of the section we will show how to complete the classification of KMS-states. This will not be used in the next section, but will provide a conceptual explanation of the appearance of a circular symmetry of KMS β -states for β > 2 observed in [14] .
We can write
Denote by u the unitary in C(Ω B ) ⋊ Z defining the action by Z, so
and denote by v n the isometries defining the multiplicative action α of N × on C(Ω B ) ⋊ Z, so
There is a one-to-one correspondence between σ-KMS β -states on (C(Ω B )⋊Z)⋊N × and tracial states τ on C(Ω B ) ⋊ Z such that
Proof. The dynamics σ is trivial on C(Ω B ) ⋊ Z, and σ t (v n ) = n it v n . Hence the result follows immediately by Theorem 4.1 below.
We next use results from [18] to describe traces on C(Ω B ) ⋊ Z. By Lemma 1.6 the union of periodic orbits for the action of Z × {1} on Ω B is the set (Z ⋊ N × )ω 1 , where ω 1 = (0, Z * ). In particular, it is countable. By [18, Corollary 6] any trace τ on C(Ω B ) ⋊ Z uniquely decomposes into a sum of two traces τ 1 and τ 2 such that the measure defined by τ 1 on Ω B is zero on (Z ⋊ N × )ω 1 , while the measure defined by τ 2 on Ω B is concentrated on (Z ⋊ N × )ω 1 . Furthermore, then τ 1 = τ 1 • E, where E : C(Ω B ) ⋊ Z → C(Ω B ) is the canonical conditional expectation. We will say that τ 1 is concentrated on nonperiodic points and τ 2 is concentrated on periodic points.
Since the set (Z ⋊ N × )ω 1 of periodic points is invariant under the partial action of Q ⋊ Q * + , it is clear that τ 1 • α n is still concentrated on nonperiodic points, while τ 2 • α n is concentrated on periodic points. Hence, τ • α n = n −β τ if and only if τ i • α n = n −β τ i for i = 1, 2. So we can consider the two cases τ = τ 1 and τ = τ 2 separately.
If τ is concentrated on nonperiodic points, then τ factors through the conditional expectation onto C(Ω B ) and so is determined by a (Z × {1})-invariant probability measure µ on Ω B . The trace τ = µ * • E satisfies (2. Together with (Z × {1})-invariance this means that µ satisfies the scaling condition (2.1). We have described such measures in Proposition 2.1. Note once again, however, that by Remark 2.4 below, only for β ∈ [1, 2] the measure µ β is concentrated on nonperiodic points. Turning to traces concentrated on periodic points, for each m ∈ N × let ω m = (0, m)ω 1 . The (Z × {1})-orbit of ω m consists of m points, and every periodic point is on one of these orbits. From the discussion leading to [18, Corollary 6] , we know that for each m ∈ N × there is a conditional expectation E ωm : C(Ω B ) ⋊ Z → C * (Z) defined by averaging over the orbit of ω m :
Suppose λ m is an m-rotation invariant measure on T, i.e., a measure that is invariant under the rotation by 2π/m. Denote by λ m * the positive linear functional on C * (Z) ∼ = C(T) defined by λ m . Then λ m * • E ωm is a (nonnormalized) trace concentrated on the orbit of ω m . If the sequence {λ m } m∈N × is normalized by m λ m (T) = 1, then
is a tracial state concentrated on periodic points. By [18, Corollary 6] , all tracial states concentrated on periodic points are of this form, and the decomposition is unique.
Proposition 2.3. For every β > 2 the map τ → ζ(β − 1)λ 1 is an affine bijection between tracial states on C(Ω B ) ⋊ Z of the form (2.3) satisfying the scaling condition (2.2) and probability measures on the circle. For β ≤ 2 there are no such traces.
, and (0, n −1 )(l, m)ω 1 = (l/n, m/n)ω 1 lies in Ω B only if n|l and n|m, by definition of E ωm we immediately get
Recall that α n (u) = u n . For a measure λ on T denote by λ n the image of λ under the map
Therefore, by uniqueness of the decomposition (2.3), τ • α n = n −β τ if and only if λ m = n β−1 λ n nm for all m ≥ 1. To see that the sequence {λ m } m∈N × is determined by its first term, notice first that the map λ → λ n is a bijection between n-rotation invariant and all measures on T. Hence for any measure λ 1 on T and each n ∈ N × there is a unique n-rotation invariant measure λ n such that λ 1 = n β−1 λ n n . Then λ m m = m −(β−1) λ 1 = n β−1 λ nm nm , whence λ m = n β−1 λ n nm for all m, n ≥ 1. Thus the map {λ m } m → λ 1 is a bijection between sequences of m-rotation invariant measures λ m such that λ m = n β−1 λ n nm and all measures on the circle. Finally, for the sum m λ m * • E ωm to define a tracial state we need the normalization condition m λ m (T) = 1, that is, ∞ m=1 m −(β−1) λ 1 (T) = 1. This is equivalent to the conditions β > 2 and λ 1 (T) = ζ(β − 1) −1 .
Remark 2.4. If ϕ is a KMS β -state and µ is the measure on Ω B defined by ϕ, then µ satisfies the scaling condition (2.2), so by Proposition 2.1 we have β ≥ 1 and µ = µ β . Since by Proposition 2.3 there are KMS β -states concentrated on periodic points only for β > 2, we conclude that the measure µ β is concentrated on periodic points for β > 2 and it is concentrated on nonperiodic points for β ∈ [1, 2] . This is, of course, easy to check directly using the definition of µ β as a product measure.
Note also that if β > 2 and we choose λ 1 proportional to the Lebesgue measure, then the measures λ m are proportional to the Lebesgue measure for all m. Then τ = m λ m * • E ωm factors through the conditional expectation E : C(Ω B ) ⋊ Z → C(Ω B ), and the corresponding KMS β -state on
, so it is the state given by Proposition 2.1.
Summarizing our discussion of KMS-states we recover the following result of Laca and Raeburn, [14, Theorem 7.1] Theorem 2.5. For the C * -dynamical system (T (N ⋊ N × ), σ) we have: (i) for β < 1 there are no KMS β -states; (ii) for every β ∈ [1, 2] there is a unique KMS β -state; (iii)for every β > 2 there is an affine homeomorphism between the simplex of KMS β -states and the simplex of probability measures on T.
3. Type III 1 KMS-states and an ergodic action of Q ⋊ Q * + It was shown in [14] that all extremal KMS β -states on T (N ⋊ N × ) for β > 2 are of type I. Our goal now is to show that for each β ∈ [1, 2] the unique KMS β -state ϕ β is of type III 1 .
As observed in Section 2, the state ϕ β factors through
1 Ω B and is determined by a probability measure µ β on Ω B satisfying the scaling condition (2.1). It easily follows that µ β extends uniquely to a measureμ β onΩ B such that 
. Then by construction ϕ β is the restriction of the weightμ β * • E Q⋊Q
where the crossed product is understood in the von Neumann algebra sense.
Lemma 3.1. For every β ∈ [1, 2] the action of Q ⋊ Q * + on (Ω B ,μ β ) is ergodic and essentially free. Proof. Since ϕ β is a unique, hence extremal, KMS β -state, the von Neumann algebra π ϕ β (T (N⋊N × )) ′′ is a factor. As 1 Ω B is a full projection in
is also a factor, hence the action of Q ⋊ Q * + on (Ω B ,μ β ) is ergodic (this will also follow from the proof of Theorem 3.2 below).
To show that the action is essentially free, recall from the proof of Proposition 2.1 that the measure µ β is the image under the map
of the measure ν 1 ×ν β−1 , where ν 1 is the Haar probability measure on Z andν β−1 is the measure defining the KMS-state of the symmetric part of the Bost-Connes system at inverse temperature β−1. Letν 1 be the Haar measure on A f normalized so thatν 1 ( Z) = 1. Similarly to the construction ofμ β we can uniquely extendν β−1 to a measureν β−1 on A f / Z * such that
Then the measure space (Ω B ,μ β ) is a quotient of (A f × (A f / Z * ),ν 1 ×ν β−1 ). Consider now two cases. Assume β = 1. Sinceν 0 is the delta-measure at zero, the measure space (Ω B ,μ 1 ) coincides, modulo sets of measure zero, with (A f ,ν 1 ). The action of Q ⋊ Q * + on A f is given by (m, k)r = m + kr. It follows that the set of points with nontrivial stabilizers is Q ⊂ A f . Clearly,ν 1 (Q) = 0.
Assume now that β ∈ (1, 2]. By Lemma 1.6 the set of points inΩ B with nontrivial stabilizers is contained in the union of the sets {(r, a) | a p = 0 for some p ∈ P} and (Q ⋊ Q * + )ω 1 , where
The scaling condition (3.2), applied to elements k = p ∈ P, easily implies that the set of points a ∈ A f / Z * with a p = 0 hasν β−1 -measure zero for each p ∈ P. Hence theμ β -measure of the set {(r, a) | a p = 0 for some p ∈ P} is zero. On the other hand, as we pointed out in Remark 2.4, the µ β -measure of (Z ⋊ N × )ω 1 is zero, from which it follows that theμ β -measure of (Q ⋊ Q * + )ω 1 is zero as well.
We want to compute the flow of weights of the factor π ϕ β (T (N ⋊ N × ) ) ′′ . Since it does not change under reduction, this is the same as computing the flow of weights of L ∞ (Ω B ,μ β ) ⋊ (Q ⋊ Q * + ). For transformation group von Neumann algebras it can be described as follows, see [5] .
Assume a discrete group G acts freely ergodically by nonsingular transformations on a measure space (X, µ). Denote by λ ∞ the Lebesgue measure on R * + . We have two commuting actions, of G and of R, on the product space (R * + × X, λ ∞ × µ):
where gµ is the measure defined by gµ(Y ) = µ(g −1 Y ). The flow of weights of L ∞ (X, µ) ⋊ G is the flow induced by the above action of R on the measure-theoretic quotient of (R * + × X, λ ∞ × µ) by the action of G. A factor is said to be of type III 1 if its flow of weights is trivial. So L ∞ (X, µ) ⋊ G is of type III 1 if and only if the action of G on (R * + × X, λ ∞ × µ) is ergodic. Recall also that there exists a unique injective factor of type III 1 with separable predual. Proof. As observed in the preceding discussion, we just have to prove the same statement for
. This crossed product is obviously injective since Q ⋊ Q * + is amenable. In view of the scaling property (3.1), we have constant Radon-Nikodym derivatives
so to prove that L ∞ (Ω B ,μ β ) ⋊ (Q ⋊ Q * + ) has type III 1 we have to show that the action of Q ⋊ Q *
is ergodic. Since the map R * + → R * + , t → t β , is a measure class preserving isomorphism, we can instead consider the action of Q ⋊ Q * + on (R * + ×Ω B , λ ∞ ×μ β ) defined by (m, k)(t, ω) = (kt, (m, k)ω).
By the proof of Lemma 3.1 the measure space (Ω B ,μ β ) is a quotient of (A f × (A f / Z * ),ν 1 ×ν β−1 ). Hence to prove ergodicity of the action of Q⋊Q * + on (R * + ×Ω B , λ ∞ ×μ β ) it is enough to prove that the action of
Since Q is dense in A f , it acts ergodically by translations on (A f ,ν 1 ). It follows that any (Q×{1})-invariant measurable function on R * + × A f × (A f / Z * ) does not depend on the second coordinate. Therefore we just have to prove that the action of Q * + on (R * + × (A f / Z * ), λ ∞ ×ν β−1 ) defined by k(t, y) = (kt, ky), is ergodic.
For β = 1 this is obvious, sinceν 0 is the delta-measure at zero and Q * + is dense in R * + . While for β ∈ (1, 2] this ergodicity is equivalent to the fact that the KMS-states of the symmetric part of the Bost-Connes system at inverse temperatures in the region (0, 1] are of type III 1 . The result goes back to [1] , see [17] for more details. Remark 3.3. Denote byν β−1 the Z * -invariant measure on A f such that its image under the map A f → A f / Z * isν β−1 . It is known [8, 16] that this measure for β ∈ [1, 2] defines the unique KMSstate of the Bost-Connes system at inverse temperature β − 1. For β ∈ (1, 2] these states are of type III 1 [3, 16] , equivalently, the action of Q * + on (R * + × A f , λ ∞ ×ν β−1 ) defined by k(t, y) = (kt, ky), is ergodic. Following the same argument as in the proof of the above theorem for the action of Q ⋊ Q * + on A f × A f defined by (m, k)(x, y) = (m + kx, ky), we then get the following result: the crossed product L ∞ (A f × A f ,ν 1 ×ν β−1 ) ⋊ (Q ⋊ Q * + ) is a factor of type III 1 for every β ∈ [1, 2].
KMS-states on crossed products by abelian semigroups
Here we state and prove our characterization of KMS-states on the crossed product of an algebra by a semigroup of endomorphisms in terms of scaling traces on the algebra. This type of result is commonplace in the study of dynamical systems based on semigroup crossed products and goes back to [2] . The version we give here is tailored for our application in Proposition 2.2, but the context of this section is more general, and the results presented here are independent from the previous sections.
Let S be an abelian semigroup with cancelation and identity element e. Assume S acts by endomorphisms α x , x ∈ S, on a unital C * -algebra A, and α e = id. Denote by ι : A → A ⋊ S the canonical homomorphism, and by v x the isometries in A⋊S implementing α x via ι(α x (a)) = v x ι(a)v * x . Recall that by dilating the system one can conclude that ker ι = ∪ x ker α x , see e.g. [9] , especially [9, Remark 2.5].
Assume further that we are given an injective homomorphism S → R * + , x → N x , and define a one-parameter automorphism group σ of the crossed product A ⋊ S by
Theorem 4.1. For every β ∈ R there is a one-to-one correspondence between σ-KMS β -states on A ⋊ S and tracial states τ on A such that τ • α x = N −β x τ for every x ∈ S. Explicitly, the state ϕ corresponding to τ is determined by
Proof. The elements v * x ι(a)v y span a dense * -subalgebra of A ⋊ S, since the product of two such elements is again an element of the same form:
Therefore any state ϕ on A ⋊ S is determined by its values on v * x ι(a)v y . If ϕ is σ-KMS β , then ϕ is tracial on ι(A) ⊂ (A ⋊ S) σ , so that τ := ϕ • ι is a tracial state on A. If x = y then N −1
x N y = 1 and ϕ(v * x ι(a)v y ) = 0 by σ-invariance. On the other hand, using the KMS-condition we get
). Thus ϕ is completely determined by τ . Furthermore, using the KMS-condition once again we get
Conversely, assume τ is a tracial state on A such that τ • α x = N −β x τ . We have to show that it determines a KMS β -state ϕ by formula (4.1).
Let us first assume that a state ϕ satisfying (4.1) exists and check the KMS β -condition. We have to show that (1)), and using that xs = yt we see that these expressions indeed coincide.
It remains to show that a state ϕ satisfying (4.1) exists. We will define it in three steps.
For every x ∈ S the set v * x ι(A)v x is the image of the C * -subalgebra α x (1)Aα x (1) of A under the * -homomorphism v * x ι(·)v x with kernel α x (1)Aα x (1) ∩ ker ι. As we remarked earlier, ker ι = ∪ y ker α y . On the other hand, the scaling condition on τ implies that ker τ ⊃ ker α y for every y. It follows that the collection {ψ x } x∈S of tracial states defines a tracial state ψ on the C * -subalgebra F := ∪ x v * x ι(A)v x of A ⋊ S. Finally, there is a canonical conditional expectation E : A ⋊ S → F such that E(v * x ι(a)v y ) = 0 if x = y. Indeed, the semigroup S embeds into a discrete abelian group G and the universal property gives a dual action γ ofĜ on A ⋊ S, see [15, Section 4] for the details. By averaging over the orbits of γ we obtain the required conditional expectation E : A⋊ S → (A⋊ S) γ = F . Using E we extend ψ to a state ϕ on A ⋊ S, which satisfies (4.1) by construction. (i) The above construction of ϕ is similar to the construction of KMS-states on Cuntz-PimsnerToeplitz algebras [12] . There one also starts with a trace on the coefficient algebra, extends it to a state on the usually bigger algebra of gauge-invariant elements, and finally extends that to a state on the whole algebra by means of the canonical conditional expectation.
(ii) In view of [8, Theorem 12] and [12, Theorem 2.1] it is natural to ask whether the above result remains true if instead of injectivity of N we require β > 0 and N x > 1 for all x = e. To see that this is not the case consider a dynamical system (A, S, α), an injective N with N x > 1 for x = e and assume that for some β > 0 there exists a unique σ-KMS β -state; for example, we can take the Bost-Connes system and any β ∈ (0, 1], so A = C(Ẑ), S = N × and N x = x. Consider the subsemigroupS of Z × S consisting of the unit and elements of the form (n, x) with n ∈ Z and x = e. Using the projectionS → S define a homomorphismÑ : S → R * + and an actionα ofS on A. ThenÑ x > 1 for all x ∈S \ {e}. Letσ be the dynamics on A ⋊αS defined byÑ . We have an obvious surjective * -homomorphism π : A ⋊αS → C(T) ⊗ (A ⋊ α S), mapping v (n,x) into u n ⊗ v x , where u ∈ C(T) is the canonical unitary generator. Then π •σ t = (id ⊗σ t ) • π. It follows that if ϕ is the unique σ-KMS β -state on A ⋊ α S and ψ is a state on C(T) then (ψ ⊗ ϕ) • π is aσ-KMS β -state on A ⋊αS. Thus we have a unique tracial state τ on A such that τ •α x =Ñ −β x τ , but there are infinitely manyσ-KMS β -states on A ⋊αS.
