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Abstract 
A Novel Spectral Approach to Multi-Scale Modeling 
Giacomo Landi 
Surya R. Kalidindi, Ph.D. 
 
In this work, we present a novel approach for predicting the elastic, thermo-elastic 
and plastic fields in three-dimensional (3-D) voxel-based microstructure datasets 
subjected to uniform periodic boundary conditions. Such localization relationships 
(linkages) lie at the core of all multi-scale modeling frameworks and can be efficiently 
formulated in a Discrete Fourier Transforms (DFT) - based knowledge system. This new 
formalism has its theoretical roots in the statistical continuum theories developed 
originally by Kroner [1]. However, in the approach described by Kroner, the terms in the 
series were established by selecting a reference medium and numerically evaluating a 
complex series of nested convolution integrals. This approach is largely hampered by the 
principal value problem, and exhibits high sensitivity to the properties of the selected 
reference medium. In the present work, the same series expressions have been recast into 
much more computationally efficient representations using DFTs. The spectral analysis 
transforms the complex integral relations into relatively simple algebraic expressions 
involving polynomials of structure parameters and morphology-independent influence 
coefficients. These coefficients need to be established only once for a given material 
system. The main advantage of the new DFT-based framework is that it allows easy 
calibration of Kroner’s expansions to results from finite element methods, thereby 
overcoming all of the main obstacles associated with the principal value problem and the 
need to select a reference medium.  
This approach can be seen as an efficient procedure for data-mining the results from 
computationally expensive numerical models and establishing the underlying knowledge 
systems at a selected length scale in multi-scale modeling problems. The set of influence 
coefficients described above constitutes the underlying knowledge for a given 
deformation and can be easily stored and recalled as and when needed in a multi-scale 
modeling effort. In this work, the new mathematical formalism is first presented in a 
generalized framework, and its viability is then demonstrated in the study of the elastic, 
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thermo-elastic and plastic responses of a selected class of two-phase and multi-phase 
material systems. Finally, once all of these linkages have been proven robust, ideas for 
further improvements of the model are addressed.  
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Introduction    
 
 
 
The internal structure of most materials spans a multitude of length scales, from the 
atomistic to the conventional design scale (macroscale). Different features are observed at 
different length scales and different consequent parameters are defined to measure them. 
Dislocations, for example, are studied at the atomic level, grain orientations at the 
microscopic (micron) scale and so on and so forth. All the features at the various length 
scales concur to determine the mechanical behavior at the macroscale. Multi-scale 
models are numerical frameworks which represent and simulate a material system at 
more than one length scale. Information is passed in both directions from one length scale 
to another, such that any change made at one length scale involves the rearrangement of 
all the features at the other scales.  
However, the general practice for materials scientists so far have been to operate only 
in one direction, from the lower to the upper level. Pertinent information is extracted at a 
given length scale and interpreted to explain the performance measured in the laboratory 
(at the macroscale), an example being the yield stress. But, for an imposed load at the 
macroscale, such formulations do not provide any insight into how the imposed load is 
distributed at the microstructure level. The latter is known as the localization problem. As 
an example, let us consider the Hall-Petch effect [2, 3] which relates the average grain 
size in a polycrystalline sample (micron length scale) with the yield stress (at the 
macroscale). This relation is of course of great importance, and it helped the development 
of materials science over the past fifty years, but it says nothing about how an imposed 
stress (or strain) at the macroscale is distributed (localized) at the microscale between the 
different grains. This is crucial information because fatigue, crack initiations and 
ultimately failure, depend heavily on such localization.  
In recent years, numerical tools such as Finite Element Methods (FEM) made it 
possible to study the microscale stress and strain fields with great accuracy. Although 
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such FEM models have been demonstrated to be highly versatile in incorporating 
complex physics and boundary conditions, therefore providing a powerful localization 
tool, they have not yet been applied broadly to the large three-dimensional (3-D) voxel-
based datasets obtained from modern materials characterization equipment. Details of the 
material internal structure, at various length scales, obtained with X-ray micro-
tomography [4-6], automated serial sectioning [7], 3-D atom probe [8, 9], etc. are often 
very large. For example, Synchrotron radiation micro-tomography routinely yields 
microstructure datasets containing 2000 X 2000 X 2000 voxels [10]. Not only can these 
datasets approach hundreds of gigabytes of computer storage space, they are also 
extremely cumbersome for carrying out any detailed analyses of material response using 
FEM within a multi-scale framework. The most intuitive approach for employing FE 
methods on measured 3-D microstructure datasets is to use a voxel-based FEM mesh [11, 
12] that can be defined naturally with these datasets. However, the very large datasets 
being produced by the latest advances in characterization techniques are not easily 
amenable to the voxel-based FE models. Most commercial finite element codes are 
unable to handle such large FEM meshes even for simulating purely elastic deformations. 
Several of the current efforts for addressing this critical need are focused on (i) 
development of novel iterative solution schemes [13, 14] for solving the system of 
equations assembled by the FE method while exploiting the use of multiple processors 
with parallelized computations, and (ii) development of novel FEM meshing schemes 
that can produce a much coarser FEM mesh [15, 16] that could be handled by currently 
available FEM codes.  
In recent years, however, an alternative approach has emerged that can potentially 
provide sufficiently accurate, but computationally much more efficient, localization 
predictions of the stress or strain fields in a multi-scale modeling framework. This new 
approach is rooted in the statistical continuum theories formulated by Kroner [1] for 
estimating the overall macroscale properties of composites while incorporating the 
higher-order statistical measures of the microstructure. These methods are generally 
referred to as higher-order homogenization theories and utilize the formalism of n-point 
statistics [17-26] to quantify the higher-order spatial correlations in the microstructure. 
These mathematically sophisticated approaches have been successfully applied to 
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estimate a number of macroscale (effective) defect-insensitive properties such as elastic 
stiffness [17, 20, 27] and conductivity [21, 28]. The same theories have also been used to 
express localization relationships for predicting the internal stress or strain fields, and 
have been effectively applied in elastic loading of composite microstructures [29]. The 
main drawbacks limiting the broader use of this approach have been the following: (i) the 
accuracy of the predictions is very sensitive to the choice of a reference medium, and (ii) 
the high complexity associated with numerical evaluation of the convolution integrals 
involved (the integrand exhibits a singularity in the domain of integration; also called the 
principal value problem). Although a number of advances have been made in addressing 
these complex issues [20, 22, 30], these theories have not yet attained the desired 
accuracy in predicting the internal stress and strain fields.   
Recently, it has been demonstrated that it is possible to establish much more accurate 
localization relationships by calibrating the series expansions developed by Kroner [1] to 
results obtained from FEM models [31, 32]. The main advantage of this approach is that 
it removes both of the major hurdles identified earlier; there is no need to select a 
reference medium and also there is no need to deal explicitly with the principal value 
problem. Furthermore, the localization relationships take on a very simple structure, 
which is expressed as a series sum where each term is a product of local microstructure 
related statistics and their corresponding physics related coefficients. The later have been 
referred to as influence coefficients [31, 32]. A limitation of this prior approach has been 
that the number of the influence coefficients to be established was very large and they 
were fully coupled to each other in the Kroner expansions. Therefore, in prior work [31, 
32], only the first-neighbor influence coefficients were incorporated in the first-order 
term of the Kroner expansion that captures only a very small number of the local 2-point 
statistics (this limits the number of influence coefficients that need to be calibrated). 
Although this new approach demonstrated tremendous potential, it also pointed out the 
need to incorporate more of the terms in the expansion series. 
In this work, we demonstrate that it is possible to calibrate all of the first-order 
influence coefficients in the Kroner expansion for localization relationships to results 
from FE models by casting them in Discrete Fourier Transform (DFT) space. These first-
order terms account for all of the local 2-point statistics in the microstructure. The use of 
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DFTs decouples the sets of influence coefficients involved in the Kroner expansion in a 
very efficient manner, and allows for their independent calibration. This new DFT-based 
framework is first introduced in a generalized form that allows establishment of the 
localization relationships for any multi-phase material system in a computationally 
efficient manner. Following the introduction of the generalized framework, we 
demonstrate the viability and accuracy of this novel approach for elastic, thermo-elastic 
and plastic deformation of a class of two and multi-phase materials with low to moderate 
contrast in their properties, Young’s modulus, thermal expansion coefficient and yield 
point respectively. The localization relationships presented here can be seen as an 
efficient procedure for data-mining the results from computationally expensive numerical 
models and establishing the underlying knowledge systems at a selected length scale in 
multi-scale modeling problems. The set of influence coefficients described above 
constitute the underlying knowledge for the different deformations of the selected 
microstructures. It is envision that the same fundamental approach can be applied to a 
broad range of multi-scale modeling problems. The main advantage of building the 
knowledge systems using the approach presented here is that they allow for compact 
representation of the knowledge extracted from numerical simulations, and easy retrieval 
of the same knowledge as and when needed in a multi-scale modeling effort. A second 
advantage of this novel framework comes from the simple structure of the localization 
relationships. They are particularly well-suited for facilitating extremely fast explorations 
of the effects of changes in microstructure topology on the local fields of interest in the 
microstructure. This feature should be of considerable importance in future 
microstructure design efforts. 
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Chapter 1 
Localization relationships 
 
 
1.1 The discrete representation of the microstructure and the local state space 
The local state variables describe those attributes of the material system that depend 
on location and lead to variations in local properties. Examples of local states include 
phases, grain orientations, concentration, dislocation density, etc.  All these parameters 
define the nature of a local region in the microstructure that can be measured at the 
pertinent length scale. The first step in modeling is to decide upon the set of local states 
that are relevant for the given problem.  The only local state employed in this work is the 
volume fraction of the constituent phases (and their orientations in polycrystalline 
materials). In fact, that is the main variable on which elastic, thermo-elastic and perfectly 
plastic deformations depend. The implicit consequence is that only one lower length scale 
(at the micron level or microscale) in addition to the macroscale is necessary to build a 
full multi-scale framework. The set of all distinct local states that are possible in a given 
material system is referred to as the local state space. The local state space, usually 
indicated with H, can be continuous or discrete. For example, the local state space for 
crystals orientation is the continuous Euler space of the three angles describing each 
distinct relative orientation of one crystal with respect to the sample reference frame. 
Whereas, for a material system made of pure isotropic phases, H may be defined as the 
discrete set of the constituent phases. 
In this work, we employ a discrete representation of the microstructure and the local 
state space, consistent with the datasets produced by modern materials characterization 
equipment. We assume that the spatial domain of the material internal structure is binned 
into a uniform grid of spatial cells (or voxels) that are enumerated by a three-dimensional 
vector s whose components take only integer values. Such discrete representation of the 
microstructure constitutes a Representative Volume Element (RVE) of the material 
system. Let S and |܁| represent the complete set of all spatial cells and the total number 
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of spatial cells, respectively, in the given RVE dataset. The microstructure datasets 
typically also identify the local state in each cell. The local state space of interest is also 
assumed to be tessellated into individual bins and enumerated by h=1,2,…,H. For 
example, in a two-phase composite, H = 2. The variable ࢙݉௛ then defines the volume 
fraction of local state h in the spatial cell s. Figure 2 further clarifies the definition of the 
microstructure variable. 
 
 
Figure 2. The microstructure variable, ࢙݉௛, identifies the volume fraction of material associated 
with the local state h in the spatial bin s. In the simple two-dimensional microstructure shown 
here, the spatial cells are enumerated by a two-component vector as shown. The composite is 
comprised of two phases that are denoted as gray and white (H=2). h=1 identifies the gray 
colored phase, and h=2 the white colored phase in the figure above. The values of the 
microstructure variable in spatial cells (3,5) and (4,5) take the values shown on the right.     
 
Based on this definition of the microstructure variable, it is easy to establish the 
following properties: 
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෍ ࢙݉௛ ൌ 1,
ு
௛ୀଵ
࢙݉௛ ൒ 0,
1
|܁|
෍ ࢙݉௛
࢙א܁
ൌ ܸ௛ (1) 
where ܸ௛denotes the volume fraction of local state h in the complete microstructure 
dataset.  
 
 
1.2 Localization relationship and the influence coefficients 
 Let ࢖࢙ denote the discrete representation of the local field of interest. This local field 
could represent any local performance variable (e.g. local stress, strain, strain rate) of 
interest. If, for example, the local field of interest is assumed to be the local strain field, 
and since the local variable of interest is a second-rank tensor, ܘ࢙ is used to denote the 
local strain tensor in the spatial cell s, and ሺܘ࢙ሻ୧୨ refers to its components. In prior work 
[31, 32], we have shown that the localization relationship formulated by Kroner [1] can 
be expressed in a series form as: 
 
ሺܘ࢙ሻ୧୨ ൌ ቌ෍ ෍൫ࢻ࢚௛൯୧୨ୟୠ࢙݉ା࢚
௛
࢚א܁
ு
௛ୀଵ
൅ ෍ ෍ ෍ ෍൫ࢻ࢚࢚ᇱ௛௛ᇱ൯୧୨ୟୠ࢙݉ା࢚
௛ ࢙݉ା࢚ା࢚ᇱ௛ᇱ
࢚ᇲא܁
൅ ڮ
࢚א܁
ு
௛ᇲୀଵ
ு
௛ୀଵ
ቍ ܘഥୟୠ (2) 
 
where ܘഥ represents the overall imposed strain tensor on the microstructure dataset, and 
ࢻ࢚௛ and ࢻ࢚࢚ᇱ௛௛ᇱ are the first and second-order influence coefficients that are assumed to be 
completely independent of the microstructure coefficients ࢙݉௛ (in Kroner’s formulation 
this occurs because of the selection of a reference medium). Note also that the influence 
coefficients in eq. (2), ࢻ࢚௛ and ࢻ࢚࢚ᇱ௛௛ᇱ , are fourth-rank tensors that implicitly satisfy the 
expected linear mapping between p  and ps. 
For a selected material system, the influence coefficients capture the complex 
relationships between the important local statistics and global performance characteristics 
of interest. In other words, ࢻ࢚௛ captures the influence of the placement of the local state h 
in a spatial location that is t away from the spatial cell of interest denoted by s. In this 
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notation, the components of t, like s, are also integers. The microstructure description ࢙݉௛ 
is assumed to be periodic (this is implicit in the DFT operations). Consequently, spatial 
locations s + t that lie outside the given microstructure dataset have equivalent identical 
locations within the given dataset.   
Figure 3 further clarifies the physical interpretation of the influence coefficients 
defined in eq. (2). In this schematic, the spatial cell of interest, where the local strain 
tensor is to be predicted, is labeled s. The first-order influence coefficient ࢻ࢚௛ captures the 
contribution of the placement of local state h in spatial cell s + t on the local strain tensor 
in the spatial cell s. Note that these two cells are separated by the vector t. In an 
analogous manner, the second-order influence coefficient ࢻ࢚࢚ᇱ௛௛ᇱ captures the additional 
contribution (over the first-order contribution) with the simultaneous placement of local 
state ݄Ԣ in spatial cell ࢙ ൅ ࢚ ൅ ࢚Ԣ in addition to placing h in spatial cell s + t.  
 
 
Figure 3. The first-order influence coefficients ࢻ࢚௛ capture the contribution to the field variable of interest in 
spatial cell s from the placement of local state h in spatial bin s + t. Likewise, ࢻ࢚࢚ᇱ௛௛ᇱcaptures the contribution 
from placement of h and ݄Ԣ in spatial bins s + t and ࢙ ൅ ࢚ ൅ ࢚Ԣ, respectively.  
 
In many ways, the influence coefficients ࢻ࢚௛ are analogous to Green’s functions used 
in mechanics [33], as explained in figure 4.  
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Figure 4. Green’s functions capture the displacement caused by a unit load placed at a certain distance from 
the location of interest. In the same way, the influence coefficients ࢻ࢚௛ capture the contribution to the field 
variable of interest arising from placement of local state, h, at a spatial location t away from the point of 
interest in the microstructure. 
 
The vertical displacement u(x) of a beam subjected to a complex load q(x) distributed 
over its length, can be very difficult to compute without the assistance of a numerical 
solver. However, solving for a unit load placed at a known location ݔכ is a much easier 
task. This particular solution constitutes the Green’s function of the problem G: 
 
ݑሺݔሻ ൌ ܩሺݔ, ݔכሻ (3) 
 
At this point, the actual vertical displacement for the distributed load q(x) in given by the 
convolution: 
ݑሺݔሻ ൌ න ݍሺݔכሻܩሺݔ, ݔכሻ݀ݔכ (4) 
In the same way, the influence coefficients ࢻ࢚௛ capture the contribution to the field 
variable of interest arising from the placement of the local state, h, at a spatial location t 
away from the point of interest in the microstructure. The actual field of interest p is then 
recovered using a convolution expression, in the form of eq.(2). Just like the Green’s 
functions, it is expected that  ࢻ࢚௛ ՜ ૙ as t takes on large values. 
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1.3 A novel way to compute the influence coefficients 
The main challenge with eq. (2) is the estimation of the numerical values of the 
influence coefficients ࢻ࢚௛. As mentioned earlier, prior attempts to estimate these 
coefficients using the expressions formulated by Kroner [1] encountered difficulties 
related to the choice of the reference medium and the evaluation of the principal values 
for the convolution integrals involved [20, 22]. On the other hand, much more accurate 
representations were achieved when we established the values of these coefficients by 
calibrating eq. (2) to results obtained from FEM models [31, 32]. A logical approach to 
establishing the influence coefficients in eq. (2) is to consider one set of terms at a time. 
In other words, we could consider initially only the first-order terms, develop a scheme to 
establish all of the first-order coefficients ࢻ࢚௛, define a residual error field that persists 
after accounting for the first-order terms, use the residual error field to calibrate all of the 
second-order coefficients, and so on.  It should be noted that the calibration task gets 
progressively more difficult. Based on eq. (2), the total number of first-order influence 
coefficients is |S|H, while the total number of second-order influence coefficients is 
(|S|H)2. It is seen that the number of influence coefficients increases dramatically with the 
higher-order terms. It should be noted that the number of first-order influence coefficients 
is itself quite substantial for most microstructure datasets, because |S| is typically very 
large. The focus in this work will be mainly on the first-order terms, although we will 
present the framework in the most generalized form and hint at some future strategies for 
estimating the higher-order influence coefficients. 
The main difficulty with eq. (2) is that all of the influence coefficients are fully 
coupled. Even considering only the first-order coefficients, their numbers are extremely 
large to allow calibration with FE results using any of the standard linear regression 
analyses methods. However, eq. (2) takes a much simpler form when transformed into the 
DFT space, where it can be recast as: 
൫ࡼ௜௝൯࢑ ൌ ቎൭෍൫ࢼ࢑
௛൯
௜௝௔௕
כ
ܯ࢑
௛
ு
௛ୀଵ
൱ ൅ ቌ෍ ෍ ൫ࢼ࢑
௛൯
௜௝௔௕
כ
ு
௛ᇲୀଵ
෍൫ࢼԢ࢘௛ᇱ൯௜௝௔௕
כ
ܯ࢘௛ᇱܯ࢑ି࢘
௛
࢘ఢ܁
ு
௛ୀଵ
ቍ ൅ ڮ ቏ ࢖ഥ௔௕ (5) 
ࢼ࢑
௛ ൌ Ա࢑ሺࢻ࢙௛ሻ, ࡼ࢑ ൌ Ա࢑ሺ࢖࢙ሻ, ܯ࢑
௛ ൌ Ա࢑ሺ࢙݉௛ሻ  (6) 
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where Ա࢑( ) denotes the DFT operator that transforms datasets from the s space to the k 
space and the star in the superscript denotes the complex conjugate. As a further 
clarification, Ա࢑( ) acts on all s in the RVE. Since the spatial bins are defined here in 
three-dimensions, the DFT operator defined in eq. (6) acts on the 3-D arrays, sequentially 
one dimension after the other. The simplification in eq. (5) compared to eq. (2) is a direct 
consequence of well-known convolution properties of DFTs [34]. Note that the number 
of coupled first-order coefficients in eq. (5) is only H, although the total number of first-
order coefficients still remains as |S|H. Because of this dramatic uncoupling of first-order 
coefficients into smaller sets, it becomes fairly easy to estimate the values of influence 
coefficients ࢼ࢑௛ by calibrating them to results from FEM models.  
It should be emphasized here that establishing ࢼ࢑௛ is a one-time computation task for 
a selected material system, because these coefficients are expected to be independent of 
the morphology of the microstructure (defined by ࢙݉௛). As such, they offer a compact 
representation of the underlying knowledge for elastic strain fields for all possible 
topologies that could be defined in the given material system. The simplicity of eq. (5) 
also presents a computationally efficient procedure for computing the elastic fields in any 
microstructure dataset, after the corresponding influence coefficients are established and 
stored. Although the estimation of the second-order influence coefficients is beyond the 
scope of the present work, it is pointed out that in the original formulation of Kroner [1] 
the higher-order influence coefficients are essentially convolution products of the lower-
order influence coefficients. Although the approach proposed in this work is substantially 
different here, we should continue to expect some connections between the higher-order 
and the lower-order influence coefficients. Also of interest are several of the well-
established methods in digital signal processing for estimating the coefficients associated 
with the higher-order correlations (e.g. Volterra series [35]). All of these different options 
will be pursued in future work. In the following sections, we will focus on the estimation, 
critical validation, and application of the first-order influence coefficients for a selected 
class of material systems.  
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Chapter 2 
Elastic deformation 
 
 
 
We start first by demonstrating and validating the new DFT-based localization 
relationships for capturing the elastic response of a 3-D dataset comprising two different 
phases. For simplicity, the two phases will be referred to as ‘black’ and ‘white’ (in a 
typical dataset they are likely denoted by the numbers 0 and 1). Although the framework 
described above is expected to be applicable to a multi-phase material system with any 
material symmetry for each constituent phase, in this initial foray into these novel 
representations, we will start with two phases that exhibit isotropic elastic properties. 
More specifically, we assume that the values of the Young’s moduli for the two phases 
are 200 and 300 GPa, respectively.  The value of the Poisson’s ratio, however, is assumed 
to be 0.3 for both phases. Based on these assignments, we can think of this material 
system as a medium (or moderate) contrast composite.  
 
 
 
2.1 Selection of microstructures for calibration 
The first important task in estimating the influence coefficients is the selection of 
specific microstructures to generate the FEM results that will be used to calibrate eq. (5). 
In previous attempts [31], where the calibration was performed directly on eq. (2), a set 
of twelve different microstructures (with different morphologies and volume fractions) 
were used. In the present work, where the localization relationships are formulated using 
DFTs, “delta” microstructures (consisting of one black element surrounded completely 
by white or vice-versa) were found to be particularly useful and convenient for 
calibration of eq. (5).  This is because a delta function in ࢙݉௛ produces non-zero values 
for all ܯ࢑௛. In other words, a delta microstructure implicitly contains all spatial 
frequencies possible in the dataset, and therefore requires contributions from all first-
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order terms in eq. (5). Another motivation for the use of delta microstructures stems from 
the recognition that eq. (5), with only the first-order terms, represents a linear and space-
invariant causal system. For such systems, a well established protocol [34] is to identify 
the output for an impulse (which in our problem would correspond to a delta 
microstructure), and then the output for all other inputs is obtained simply as a 
convolution of the input with the impulse response. For a two-phase material system, 
only two distinct delta microstructures (one black element completely surrounded by 
white and vice-versa) can be defined (see figure 5). Consequently, these two delta 
microstructures were employed here to calibrate all of the influence coefficients in eq. (5) 
by least-square regression analysis [36] using the commercial software MATLAB® [37]. 
 
Figure 5. An example of a delta microstructure used in this work for the calibration of the influence 
coefficients. In this microstructure a central black (phase 2) element is completely surrounded by white 
elements (phase 1). Note that it is possible to define another delta microstructure where a central white 
element is surrounded by black elements.      
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 All of the finite element results for this study were produced using the commercial 
FEM software ABAQUS®[38]. All FEM models used here comprised of cuboid-shaped 
three-dimensional eight-noded solid elements (C3D8). These models reflect the typical 
voxel-based FEM meshes that can be naturally defined from the microstructure datasets 
obtained from modern materials characterization equipment. Both the microstructure 
datasets themselves and the results from the FEM models used here are ideally suited for 
carrying out the DFT operations described in eq. (6). For FEM calibration of the 
influence coefficients in eq. (5) we decided to use two delta microstructures, each 
containing 21x21x21= 9261 elements, as shown in figure 5.  The number of elements 
used in the models was selected based on the observation that this level of discretization 
was found to be more than adequate to capture all of the important spatial frequencies 
embedded in the elastic response of the delta microstructures studied here.  
 
 
 
2.2 Boundary conditions for FEM analysis 
As noted earlier, ࢻ࢚௛, and its DFT, ࢼ࢑௛, are both fourth-rank tensors. As an example, 
consider the estimation of the ൫ࢼ࢑௛൯௜௝ଵଵcomponents. For estimating these coefficients, we 
need to apply a uniaxial strain at the higher length scale and document the spatial 
variation of the different strain components at the microscale. In other words, it is 
necessary to apply a non-zero ࢿതଵଵ, ࢿതଵଵ ൌ 0.0005, while keeping other components of the 
macroscale strain tensor equal to zero. It is worth noting that ࢿതଵଵ corresponds to the 
volume average, which in the equal volume cuboidal element based FEM models used 
here, is simply the numerical average over all the elements in the model. In all of the 
FEM models used in this study, we have applied periodic boundary conditions. Although 
other boundary conditions [30] might be better suited for scale-transitions, periodic 
boundary conditions were preferred here because they produce datasets that are directly 
compatible with the DFT operations described in eqs. (5) and (6). Imposing periodic 
boundary conditions entails setting up equations that relate displacements of nodes on 
opposite faces to each other. For example, for establishing ൫ࢼ࢑௛൯௜௝ଵଵ, the following 
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boundary conditions are established between corresponding node sets on opposite faces 
of the FEM model shown in figure 6:  
 
ݑ௜
ଷା ൌ ݑ௜
ଷି,    ݑ௜ଶା ൌ ݑ௜ଶି,     ݑ௜ஷଵଵା ൌ ݑ௜ஷଵଵି ,   ݑଵଵା െ ݑଵଵି ൌ ࢿଵଵതതതതܮ,     ݑ௜஻ ൌ 0.              (7) 
 
In the above notation, ݑ௜  denotes the components of the displacement vector, L is the 
length of the side of the cuboidal FEM mesh, the superscripts n+ and n- refer to the 
subset of nodes on faces whose outward normals are oriented along the positive n and the 
negative n directions, respectively, and the superscript B refers to the nodes at the four 
corners of the 1- face (see figure 6). 
 
Figure 6. Periodic boundary conditions are applied by imposing the conditions described in eq. (7). As 
examples, all nodes on the 1+, 2- and 3+ faces are highlighted in the picture. Consequently, opposite faces 
will have the same shape after deformation.        
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2.3 Establishing the first-order influence coefficients 
Once again, let us consider the procedure used for establishing ൫ࢼ࢑௛൯௜௝ଵଵ. For these 
coefficients, eq. (5) with only the first-order coefficients takes the form: 
 
൫ࢋ௜௝൯࢑ ൌ ൭෍൫ࢼ࢑
௛൯
௜௝ଵଵ
כ
ܯ࢑
௛
ு
௛ୀଵ
൱ ࢿതଵଵ (8) 
 
The constraints on the microstructure variable, ࢙݉௛, described in eq. (1) translate to the 
following constraints in the DFT space:  
 
෍ ܯ૙
௛
ு
௛ୀଵ
ൌ |܁|, ෍ ܯܓஷ૙
௛
ு
௛ୀଵ
ൌ 0  (9) 
 
Introducing eq. (9) into eq. (8) leads to the following condensed equations: 
 
൫ࢋ௜௝൯࢑ஷ૙ ൌ ൭෍൫ࢼ࢑
௛൯
௜௝ଵଵ
כ
ଶ
௛ୀଵ
ܯ࢑
௛൱ ࢿതଵଵ ൌ ሺࢼ࢑
ଵ െ ࢼ࢑
ଶሻכܯ࢑
ଵࢿതଵଵ ൌ ࢽ࢑
ଵܯ࢑
ଵࢿതଵଵ (10)
 
            ൫ࢋ௜௝൯૙ ൌ ሾሺࢼ૙
ଵ െ ࢼ૙
ଶሻכܯ૙
ଵ ൅ ሺࢼ૙
ଶሻכ|܁|ሿࢿതଵଵ (11)
 
Furthermore, the requirement that ሺࢋ௜௝ሻ૙ ൌ |܁|ࢿതଵଵ(the zero frequency term in DFT is 
simply the product of the average value and the number of spatial cells) requires that 
ሺࢼ૙
ଵሻכ ൌ ሺࢼ૙
ଶሻכ ൌ ۷, where ۷ is the symmetric fourth-rank identity tensor. In addition, for 
each component of the local strain tensor, the remaining |܁| െ 1 influence coefficients are 
fully uncoupled but not independent (one half of these are complex conjugates of the 
other half because all components of ࢻ are expected to take on only real values [34]). 
In this work, the two delta microstructure FEM models shown in figure 6  were used 
to produce two datasets of ൫ሺࢋ௜௝ሻ࢑, ܯ࢑ଵ൯. The values of ሺࢽ࢑ଵሻ௜௝ଵଵ that would best fit these 
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two datasets were then estimated using standard regression analysis methods. Note that 
the redundancies expressed in eq. (9) preclude the independent estimation of values of 
ࢼ࢑
ଵ and ࢼ࢑
ଶ. Consequently, we can only estimate the values of ࢽ࢑ଵ . Likewise, from the best 
estimates for ሺࢽ࢑ଵሻ௜௝ଵଵ, we can only recover the values of ሺࢻ෥࢚ଵሻ௜௝ଵଵ ൌ ሺࢻ࢚ଵሻ௜௝ଵଵ െ ሺࢻ࢚ଶሻ௜௝ଵଵ. 
As expected, this function decays rapidly with large t, as exemplified in figure 7 for 
ሺࢻ෥࢚ଵሻଵଵଵଵ. The procedures described above were extended to other components of ሺࢻ෥࢚ଵሻ, 
which also entailed establishing other components of ሺࢽ࢑ଵሻ. 
 
Figure 7. The set of ሺࢻ෥࢚ଵሻଵଵଵଵ coefficients decays rapidly as t increases (right). In other words, only the 
immediate neighboring bins have an effect on the strain experience by a given cell. On the other hand, the 
ሺࢽ࢑
ଵሻଵଵଵଵcoefficients exhibit a completely different behavior (left). The magnitude of the ሺࢽ࢑ଵሻଵଵଵଵ 
coefficients does not suddenly drop, meaning that, in the frequency domain, the effect spans the entire 
dataset.    
 
The spectrum of ሺࢽ࢑ଵሻ was examined to check for the presence of cell-size 
wavelengths that might be non-physical. In this work, we observed that the use of delta 
microstructures with periodic boundary conditions for the calibration of the influence 
coefficients resulted in smooth decaying functions for these coefficients. The spectrum of 
the ሺࢽ࢑ଵሻ established here did not contain any cell-size wavelengths. In using other 
calibration microstructures with other boundary conditions, it is important to check for 
the unintended introduction of potential non-physical frequencies.  
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2.4 Validation of DFT-based localization relationships 
Next, we critically evaluate the accuracy of the DFT-based localization relationships 
(including the values of the influence coefficients) established here for the selected two-
phase composite material system by comparing their predictions against the 
corresponding predictions from FEM models for a broad range of microstructures for the 
same composite material system. Although we evaluated a broad range of 
microstructures, we present here primarily the results for random microstructures (where 
the black and white phases are placed randomly in the microstructure). The random 
microstructures, with their rich diversity of local neighborhoods, produce the most 
heterogeneous microscale strain fields in the composite, and therefore offer an excellent 
opportunity to evaluate the localization relationships most critically.  
Figure 8 provides one such 3-D random microstructure used in the validation, along 
with the comparisons of the microscale strain fields predicted by the DFT-based linkages 
(Eqs. (10) and (11)) and FE methods for a mid-section through the microstructure. It is 
seen that the two predictions are in excellent agreement with each other. The excellent 
agreement shown in figure 8 (and also confirmed in numerous other examples performed, 
but not reported here) confirms the validity of formulating the localization relationships 
in the form of Eqs. (10) and (11), the microstructure independence of the influence 
coefficients in this expression, and the ability to establish the values of the influence 
coefficients using results from FE analyses of two delta microstructures. It should also be 
noted that the predictions from the spectral linkage are obtained with very minimal 
computational effort (using eq. (10) and performing an inverse DFT). The DFT-based 
predictions for the random microstructure in figure 8 took only 0.4 seconds on a standard 
desktop computer (2.00 GHz CPU and 4GB RAM), while the FE method on the same 
machine took 116 seconds. It is therefore clear that there is tremendous gain in 
computational efficiency in using the DFT-based localization relationships described 
here. 
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Figure 8. Comparison of contour maps of the local ࢿଵଵ component of strain (normalized by the macroscopic 
applied strain) for the mid-plane of a 3D random microstructure (left), calculated using the FEM analysis 
(center) and the spectral method (right). The ratio of the Young’s moduli for the two phases was 1.5. 
 
The error between the predictions shown in figure 8 from the DFT-based localization 
relationships and the FE methods can be quantified as:  
 
ܧݎݎ ൌ  max
࢙א܁
ቆ
ሺሺࢿܛሻଵଵሻிாெ െ ሺሺࢿܛሻଵଵሻௌெ
ࢿതଵଵ
ቇ · 100% (12)
 
where the subscripts FEM and SM indicate that the predictions were made using FEM 
and Spectral Methods, respectively. Based on the above definition, the value of ܧݎݎ in 
the results shown in figure 8 was approximately 1%.   
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2.5 Application to larger datasets 
As mentioned earlier, our desire is to apply the computationally efficient DFT-based 
localization relationships to very large microstructure datasets generated by the latest 
materials characterization tools. In order to validate their  applicability to larger 
microstructure datasets, we use the influence coefficients established using the 21x21x21 
delta microstructures in figure 5 to establish the coefficients for a larger 63x63x63 
microstructure grid, and then validate them by applying them to a random microstructure 
of this larger size.  
For establishing the coefficients for a 63x63x63 microstructure tessellation grid from 
the 21x21x21 microstructure grid, we use a method that we have referred to as spectral 
interpolation in our prior work [39, 40]. Central to this method is the assumption that all 
of the underlying frequencies of importance in the function of interest are already 
captured to the desired accuracy via the coarser sampling of the function. In the context 
of the present work, we assume that the coarser sampling of the influence coefficients at 
21x21x21 has already captured all of the important spatial frequencies in this function. 
Therefore, when we want to establish the function on a finer microstructure grid that 
happens to be a simple integer multiplier of the coarser grid (say 63x63x63), in the DFTs 
this simply corresponds to adding new frequencies to the already existing ones that were 
present in the coarser sampling (grid). Since we assume that all frequencies were already 
captured by the coarser sampling, all the new frequencies added due to the final sampling 
should have zero amplitudes. Therefore, all that is needed is to simply pad the 21x21x21 
array of ሺࢽ࢑ଵሻ with appropriately placed zeros to establish the DFTs of this function for 
the finer sampling.  
The influence coefficients obtained for the 63x63x63 microstructure grid using the 
spectral interpolation method described above were validated once again using a random 
microstructure (defined on the finer grid). Figure 9 shows the 3-D microstructure used for 
this purpose along the predictions from both the DFT-based localization relationships 
developed here and the FE methods. The error in the predictions (defined as shown in eq. 
(12)) is still about 1%, confirming the validity of the proposed spectral interpolation 
method for extending the localization relationships to larger microstructure datasets. It is 
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also worth noting that the DFT-based approach took 10.4 seconds on a desktop computer, 
while the FE method took approximately 1 hour on the same machine. 
 
 
Figure 9. Comparison of contour maps of the local ࢿଵଵ component of strain normalized by the macroscopic 
applied strain for a random 3-D microstructure discretized in a 63x63x63 grid (left), calculated using the 
FEM analysis (center) and the spectral method (right). The set of influence coefficients for the spectral 
method are recovered from the set obtained on a coarser 21x21x21 grid. The strain maps shown in the 
middle and right are for the mid-plane of the microstructure predicted using the FE method and the Spectral 
Method, respectively. The ratio of the Young’s moduli between the two phases is 1.5. 
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2.6 Extension to higher contrast material systems 
The specific case studies described in the previous section have established the 
viability, accuracy, and the computational efficiency of the DFT-based approach 
presented in this work. We now discuss some of the present limitations and identify 
directions for future development of this novel approach. The examples presented so far 
were all for the elastic response of a moderate contrast composite, where the ratio of 
elastic moduli of the constituent phases was 1.5. When the contrast between the elastic 
moduli of the constituent phases was increased and the methodology described above was 
applied, we observed that the error in the predictions increased. Figure 10 presents a 
comparison of the predictions from the first-order DFT-based localization relationships 
described in this work and the corresponding FEM models. In this example, the elastic 
moduli was selected to be 200 GPa and 1200 GPa, for a contrast of 6 between the 
properties of the constituent phases. The value of the Poison’s ratio was kept at 0.3 for 
both phases. It is seen that the DFT-based method provided less accurate predictions of 
the microscale strain fields, although it identified the locations of high local strain quite 
accurately. The error (defined in eq. (12)) in the comparisons presented in figure 6 is 
about 10%. It is therefore seen that the accuracy of the predictions from the first-order 
DFT-based method has decreased with increasing contrast in the local properties of the 
constituents. It was also observed that the accuracy did not improve appreciably when a 
finer microstructure grid was used for establishing the influence coefficients. This 
observation suggests that the main contribution to the inaccuracy in the predictions from 
the DFT-based approach presented here comes from truncation of the localization 
relationships (eq. (5)) to the first-order terms. As mentioned earlier, it is considerably 
more difficult to establish the higher-order terms in this series expansion, although there 
are some clues in the prior work of Kroner [1] and the successful use of Volterra series 
[35] in digital signal processing area. 
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Figure 10. Comparison of contour maps for the normalized local ࢿଵଵcomponent of the strain predicted by 
the FEM analysis (right) and the Spectral Method (left). These contours are the mid-plane of the random 
microstructure shown in figure 8. The ratio of the Young’s moduli of the two phases was selected as 6 for 
this case study.  
 
However, it is worth noticing that the accuracy of the spectral method for effective 
properties continues to be quite high even with the higher contrast. In a multi-scale 
framework, this is the information that it is passed from the lower length scale to the 
macroscale, homogenization rather than localization. The effective (homogenized) elastic 
stiffness ܥכ is calculated from the macroscopic strain applied to the dataset, ࢿത, and the 
average stress ࣌ഥ: 
 
ߪത௜௝ ൌ ܥ௜௝௞௟
כ ߝ ҧ௜௝ (13)
 
the local stress field is first computed from the predicted local strain field and then 
averaged to produce ࣌ഥ. For the example presented in figure 10 (with a contrast 6) the 
value of  ܥଵଵଵଵכ  was 752.2 GPa when calculated using FEM, and 763.1 GPa according to 
the spectral method. The percentage error is only approximately 1%, but, again, this is 
achieved without a computationally expensive FEM analysis.          
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2.7 Extension to broader systems 
The influence coefficients have demonstrated to be independent of the microstructure 
topology. They capture the underlying physics of the problem and are therefore very 
sensitive to the individual properties of the constituents. For a two-phase composite with 
two isotropic phases, the influence coefficients ሺࢽ࢑ଵሻ should be expected to depend on the 
Young’s moduli and the Poisson’s ratios of the two phases. This dependence can be 
expressed as: 
 
ࢽ࢑
ଵ ൌ ࢽ࢑
ଵሺܧଵ, ܧଶ, ߥଵ, ߥଶሻ (14)
 
where E denotes the Young’s modulus, ߥ denotes the Poisson’s ratio, and subscripts 1 
and 2 correspond to the two constituent phases.  If the values of ሺࢽ࢑ଵሻ are established on a 
suitable grid in the respective domains of the independent variables ሺܧଵ, ܧଶ, ߥଵ, ߥଶሻ, it 
should then be possible to interpolate for any other desired combination of the properties 
of individual constituent phases. 
We have validated this basic concept by establishing the values of ሺࢽ௞ଵ ሻ for ܧଵ ൌ 200 
GPa, ߥଵ ൌ ߥଶ ൌ 0.3 , and ܧଶ is systematically varied from 200 GPa to 1000 GPa in 
uniform increments of 100 GPa. Following this, we interpolated the values of ሺࢽ࢑ଵሻ for 
ܧଵ ൌ 200 GPa, ߥଵ ൌ ߥଶ ൌ 0.3, and ܧଶ ൌ 360  GPa.  This interpolation was 
accomplished using the spectral interpolation method [39] described earlier.  The 
microscale strain field predictions for this combination of constituent properties on a 3-D 
random microstructure are compared against corresponding FEM model predictions in 
Figure 11. It is observed that the interpolation approach described above is viable and 
accurate.  
The concept described above raises several exciting possibilities for further 
development of the localization relationships described here and their efficient usage in 
multi-scale modeling efforts. Based on the example presented here, we now believe that 
it should be possible to sample the values of the influence coefficients described in eq. 
(10) on a suitably selected grid in the domain of interest in the complete space of the 
combinations of the constituent properties. This would entail a substantial undertaking 
and a very large effort. However, it would constitute a one-time cost. Once this relatively 
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large database is established, it should be possible to extract the influence coefficients for 
any composite material system of interest. Although the examples described above 
utilized only isotropic constituents, the framework could be easily extended, at least 
conceptually, to include constituents exhibiting any material symmetry. Of course, with 
lower material symmetry, the domain of interest in the space of the combinations of 
constituent properties increases in both size and the number of dimensions. 
 
 
Figure 11. Comparison of contour maps for the normalized local ࢿଵଵcomponent between the FEM analysis 
(right) and the spectral method (left) for the same random microstructure presented in figure 8 and for a 
ratio of Young’s moduli of 1.8 between the two phases. The set of influence coefficients for the spectral 
method analysis is recovered by spectral interpolation. The middle section of the 3-D microstructure is 
shown. The local strain is normalized by the macroscopic value applied. The error (defined in eq. (12)) 
throughout the 3-D microstructure is 1.4%. 
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Chapter 3 
Thermo-elastic and plastic deformations 
 
 
 
3.1 Thermo-elastic localization relationships 
Kroner’s statistical continuum theories have been successfully applied to a broad 
range of physical phenomena. Because the DFT-based localization relationships 
developed here have their theoretical roots in Kroner’s theories, we believe that it should 
be possible to extend the approach described here to include other phenomena such as 
thermo-elasticity and rigid visco-plasticity. The macroscale (effective) thermo-elastic 
behavior of a material-system can be expressed as: 
 
࣌ഥ ൌ ࡯෩ሺࢿത െ ࢻ෥ߠሻ, (15)
 
where ࣌ഥ is the macroscale symmetric second-rank Cauchy stress tensor, ࢿത is the 
macroscale symmetric total strain tensor (including both elastic and thermal 
components), ࡯෩ is the symmetric fourth-rank effective stiffness tensor, ࢻ෥ is the 
symmetric second-rank effective thermal expansion coefficients tensor, and ߠ is the 
imposed temperature change. Note that the effective stress and strain tensors are shown 
with a bar on the top to indicate that these are also the volume averaged quantities from 
the microscale [41]. On the other hand, the effective stiffness and thermal expansion 
tensors are generally not equal to the volume averaged values from the microscale. For 
purely thermal loading of the composite, we expect ࢿത ൌ ࢻ෥ߠ and ࣌ഥ ൌ ૙. Therefore, it is 
convenient to decompose the overall macroscale strain on the composite into two 
components: (i) ࢿത௠ ൌ ሺࢿത െ ࢻ෥ߠሻ can be visualized as the effective mechanical 
component, and (ii) ࢿത௧௛ ൌ ࢻ෥ߠ as the effective thermal component. However, it is 
important to recognize that neither the local elastic strain nor the local stress tensor fields 
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at the microscale are generally zero-valued tensor fields for the purely thermal loading 
condition.  
For the macroscale imposed thermal component, ࢿത௧௛ ൌ ࢻ෥ߠ, we develop here a 
localization relationship using the same approach as described above. However, since we 
do not know the macroscale thermal component of the strain a priori (since ࢻ෥ is expected 
to be a strong function of the microstructure, it is not generally already known) and we do 
know that the volume averaged stress tensor arising from this component of the 
macroscale strain is expected to be equal to zero (see eq. (15)), it is advantageous to cast 
this localization relationship in terms of the stress tensor instead of the strain tensor.  The 
localization relationship for the stress field arising from the thermal component is 
therefore expressed as: 
  
࢙࣌௧௛ ൌ ቌ෍ ෍ ࣈ࢚௛࢙݉ା࢚௛
࢚א܁
ு
௛ୀଵ
൅ ෍ ෍ ෍ ෍ ࣈ࢚࢚ᇱ௛௛ᇱ ࢙݉ା࢚௛ ࢙݉ା࢚ା࢚ᇱ௛ᇱ
࢚ᇲא܁
൅ ڮ
࢚א܁
ு
௛ᇲୀଵ
ு
௛ୀଵ
ቍ ߠ (16)
 
where ࢙࣌௧௛ is the local stress tensor in spatial bin s caused by only the thermal 
component of the imposed strain. ࣈ࢚௛ and ࣈ࢚࢚ᇱ௛௛ᇱ are the corresponding first-order and 
second-order influence coefficients that are now second-rank tensors. This relationship is 
in complete correspondence with the analytical expression derived from Kroner’s theory 
for a similar problem [42].  
Truncating the series in eq. (16) to the first-order terms, transforming the equation 
into DFT space, and making use of the constraints expressed in eq. (9) results in the 
following expression (derivation is very similar to that of eq. (8)):  
 
Ա࢑ஷ૙ሺ࢙࣌௧௛ሻ ൌ ሾሺ࣐ෝ࢑
ଵሻכ ܯ࢑
ଵሿߠ  
        Ա૙ሺ࢙࣌௧௛ሻ ൌ ૙, ࣐ෝ࢑
ଵ ൌ ሺ࣐࢑
ଵ െ ࣐࢑
ଶሻ, ࣐࢑
௛ ൌ Ա࢑൫ࣈ࢚௛൯ 
(17)
 
The expression for Ա૙ሺ࢙࣌௧௛ሻ in eq. (17) simply imposes the requirement that the volume 
average of ࢙࣌௧௛ over the microscale should be zero. Once the local stress tensor  ࢙࣌௧௛ is 
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computed, it is easy to compute the corresponding local elastic strain tensor (arising from 
the thermal component alone) and recover the effective thermal expansion coefficients 
tensor (thermal strain per unit temperature change) in the sample as: 
 
ࢻ෥ ൌ
1
|܁|
෍ ൜
1
ߠ
࡯࢙ିଵ࢙࣌௧௛ ൅ ࡭࢙ൠ
࢙א܁
 (18)
 
where ࡯࢙ and ࡭࢙ are the local fourth-rank elastic stiffness tensor and the local second-
rank thermal expansion coefficient tensor, respectively, in spatial bin s. These local 
descriptions may be expressed as volume-averaged values of the microstructure in each 
bin as: 
࡯࢙ ൌ ෍ ࡯௛࢙݉௛,
ு
௛ୀଵ
࡭࢙ ൌ ෍ ࡭௛࢙݉௛
ு
௛ୀଵ
 (19)
 
where ࡯௛ and ࡭௛ denote the respective stiffness and thermal expansion tensors of phase 
h. Since in most experimental datasets, each spatial bin is typically occupied by a single 
local state, eq. (19) essentially amounts to assigning the values corresponding to the local 
states to each spatial bin. It is reiterated here that influence coefficients ࣐ෝ ࢑ଵ  need to be 
established only once for a selected material system, because they are expected to be 
completely independent of the morphology of the microstructure (i.e. ࢙݉௛). The influence 
coefficients ࣈ࢚௛ are related to Green’s functions used in mechanics and, again, we expect  
ࣈ࢚௛ ՜ ૙ as t takes on large values. Once these coefficients are known, they serve as 
convolution kernels in estimating the local thermo-elastic field for any arbitrary 
microstructure (using Eqs. (10) and (17)). For the thermo-elastic response studied here, 
we will also exploit the superposition principle to account for arbitrary (but uniform) 
loading conditions at the macroscale. 
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3.2 Thermo-elastic fields for a 2-phase material system 
As the first case study, we will examine the thermo-elastic response of a class of two-
phase composites (H=2) subjected to a uniform temperature change, ߠ ൌ 10 ܭ. For 
simplicity, the two phases will be referred to as “white” and “black”. These are both 
assumed to be isotropic, with Young moduli of ܧଵ ൌ 200 ሾܩܲܽሿ and ܧଶ ൌ 400 ሾܩܲܽሿ, 
and thermal expansion coefficients of ߙଵ ൌ 20 · 10ି଺ ሾܭିଵሿ and ߙଶ ൌ 10 · 10ି଺ሾܭିଵሿ 
respectively. Poisson’s ratio is assumed to be 0.3 for both phases. The properties of the 
two phases with a contrast ratio of 2 in both Young’s moduli ratio and the thermal 
expansion coefficients would classify this material system as a moderate contrast 
composite. Based on the previous results for a pure elastic deformation, localization 
relationships with only the first-order influence coefficients are expected to produce 
reasonably accurate predictions. Two sets of influence coefficients are needed in order to 
address this problem: ࢼ෡࢑ଵ  to predict the response to a purely mechanical load (see eq. 10) 
and ࣐ෝ࢑ଵ  to predict the response induced by a temperature change (see eq. 17 ). Once this 
information is know the thermo-elastic response can be found by invoking the 
superposition principle.  
The procedures for establishing influence coefficients ࢼ෡࢑ଵ  is the same discussed in the 
purely elastic case. This was accomplished by calibrating eq. (10) to results from finite 
element simulations.  More specifically, a set of six different periodic uniform boundary 
conditions were simulated on a set of two “delta” microstructures using finite element 
models, producing a total of twelve datasets for the calibration process. These delta 
microstructures consisted of one element of “black” surrounded completely by “white”, 
and vice-versa (see figure 5). The six different sets of boundary conditions corresponded 
to three uniaxial strains and three simple shears, respectively. In reality, for the composite 
with isotropic constituents studied here, the three uniaxial strain datasets are related to 
each other by simple rotations. The three simple shear datasets are also related to each 
other in a similar way. The ࢼ෡࢑ଵ  obtained by this procedure were previously validated by 
comparing the predictions for a set of random microstructures (each spatial location in 
the RVE randomly assigned to either the black or the white local state) from eq. (10) to 
the corresponding predictions for the same microstructures from the finite element 
simulations.  Random microstructures were chosen for the validation part of the study 
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because they present a very rich diversity of local neighborhoods in the RVE, and 
therefore, the most heterogeneous local strain (or stress) fields. The random 
microstructures represent some of the most difficult validation examples for the proposed 
localization relationships. As well as for the purely elastic case, in all the case studies, the 
FEM results are generated using the commercial software ABAQUS®, where each 
dataset consists of 9261 (21x21x21) cuboid-shaped three-dimensional eight-noded solid 
elements (C3D8). The use of cube-shaped elements defines a regularly spaced grid, 
which is ideal for the computation of DFTs. Additionally, the macroscale strain condition 
is imposed as a periodic uniform boundary condition on the RVE, which produce 
numerical datasets that are best suited for DFT representations. 
Influence coefficients ࣐ෝ࢑ଵ were established here using a very similar approach as that 
described above for ࢼ෡࢑ଵ . The same two eigen microstructures described above (see figure 
5) were used to generate the calibration datasets. These microstructures were subjected to 
only a prescribed temperature change. Periodic boundary conditions are imposed on the 
dataset by relating displacements of nodes on opposite faces to each other (see figure 6). 
The results from these two finite element simulations were used to calibrate eq. (17) and 
estimate ࣐ෝ ࢑ଵ . For validation of these influence coefficients, we consider once again 
random microstructures. Figure 12 shows an example random microstructure used here 
for validation. The internal stress fields in this RVE when subjected to a purely thermal 
loading of 10 K were predicted using eq. (17). This approach will hereafter be referred to 
as the Spectral Method. The corresponding strain field in the RVE was recovered using 
elastic stress-strain relationships for the material present in each spatial bin. The 
predictions of the internal strain fields in the RVE from both the FEM and the Spectral 
methods are compared against each other in figure 12. 
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Figure 12. Comparison of contour maps of the local ࢿଵଵ component of strain for the mid-plane of a 3-D 
digitally created random microstructure (left), calculated using the FEM analysis (center) and the 
proposed DFT-based localization relationships referred as the Spectral Method (right). The 3-D dataset 
is subjected to a temperature increase of 10 K without any additional mechanical loading. The ratio of 
the Young’s moduli and the thermal expansion coefficients for the two phases were both assumed to be 
2 in this case study.  
 
In order to better quantify the accuracy of the predictions from the Spectral Method, an 
error measure was defined for each spatial bin of the RVE as (12). Based on the above 
definition, the maximum value of ܧݎݎ࢙ across the 3D dataset is only 0.1%. Also, the 
DFT-based predictions for the random microstructure in figure 12 took only 0.6 seconds 
on a typical desktop computer (2.00 GHz CPU and 4GB RAM), while the FEM method 
on the same machine took 113 seconds.   
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The effective thermal expansion coefficients tensor for the random microstructure 
shown in figure 12 was computed using eq. (18), and compared to the corresponding 
predictions from the FEM model in Table 1. It can be seen that the predictions for all 
components of the thermal expansion coefficients tensor from the Spectral Method are in 
excellent agreement with those from FEM. It should also be noted that these predictions 
do not invoke any simplifying assumptions based on symmetry at the macroscale.  
 
Table 1. Comparison of the components of the effective thermal expansion coefficient tensor ࢻ෥ 
predicted by the FEM and the Spectral Method for the random microstructure shown in figure 3.  
Spectral Method FEM 
ߙ෤ଵଵ ൌ 14.067 · 10ି଺ ሾܭିଵሿ ߙ෤ଵଵ ൌ 14.03 · 10ି଺ሾܭିଵሿ 
ߙ෤ଶଶ ൌ 14.046 · 10ି଺ሾܭିଵሿ ߙ෤ଶଶ ൌ 14.015 · 10ି଺ሾܭିଵሿ 
ߙ෤ଷଷ ൌ 14.074 · 10ି଺ሾܭିଵሿ ߙ෤ଷଷ ൌ 14.045 · 10ି଺ሾܭିଵሿ 
ߙ෤ଵଶ ൌ 14.993 · 10ିଽሾܭିଵሿ ߙ෤ଵଶ ൌ 14.911 · 10ିଽሾܭିଵሿ 
ߙ෤ଵଷ ൌ 14.998 · 10ିଽሾܭିଵሿ ߙ෤ଵଷ ൌ 14.952 · 10ିଽሾܭିଵሿ 
ߙ෤ଶଷ ൌ 14.992 · 10ିଽሾܭିଵሿ ߙ෤ଶଷ ൌ 14.936 · 10ିଽሾܭିଵሿ 
 
Let us now consider a thermo-mechanical loading condition on the same RVE. Let us 
assume that the total strain imposed on the RVE is a uniaxial strain tensor with ࢿതଵଵ ൌ
0.0005 (all of the other components of the macroscale strain tensor being equal to zero) 
along with the simultaneous temperature increase of ߠ ൌ 10ܭ. For this loading, we have 
to decompose the total strain into two components as described earlier: (i) a mechanical 
component, and (ii) a thermal component. The thermal component is essentially given by 
ࢻ෥ߠ, with ࢻ෥ already computed in Table 1. This allows us to compute the mechanical 
component as ࢿത௠ ൌ ሺࢿത െ ࢻ෥ߠሻ, and to compute the corresponding local strain field using 
eq. (10). The local total strain field in the RVE is then computed by adding the 
mechanical component to the thermal component shown in figure 12. Figure 13 compares 
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the predictions for the local total strain field for this thermo-mechanical loading condition 
from the Spectral Method with the corresponding prediction from the FEM analysis. 
 
Figure 13. Comparison of contour maps of the local ࢿଵଵ component of strain normalized by the average 
strain applied (0.0005) for the mid-plane of the 3D digitally created random microstructure presented 
in figure 12, calculated using the FEM analysis (left) and the Spectral Method (right). The RVE is 
subjected simultaneously to a temperature change of 10 K and a total uniaxial strain tensor with  
ࢿതଵଵ ൌ 0.0005. The ratios of the Young’s moduli and the thermal expansion coefficients for the two 
phases were assumed to be 2 for this case study. 
 
The maximum value of ܧݎݎ࢙, as defined by eq. (12), across the entire 3-D dataset was 
still only about 0.1%, consistent with the error noted in the earlier example with only the 
thermal loading. 
 
 
3.3 Contribution of neighboring bins 
An important feature of the localization relationships presented here is the ability to 
separately compute the individual contributions from all neighbors of a spatial bin in the 
RVE. The neighbors for a spatial bin of interest can be conveniently grouped by the 
number of layers that separate them from the spatial bin of interest. This grouping is 
shown schematically for a 2-D microstructure in figure 14. Although the concept is 
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described for the 2-D case in figure 14, it is trivially extended and applied to 3-D 
microstructures in this study. 
 
Figure 14. Schematic representation of the grouping of the contributions to the local strain in each spatial 
bin. In Table 2, the contributions are separated into three groups: (i) self-contribution from the cell itself 
(shaded in black), (ii) contribution from the first layer of neighbors (shaded in dark grey), and (iii) 
contribution from the second layer of neighbors (shaded in lighter grey). 
 
Intuitively, it is expected that the influence of a given spatial bin to decrease as we 
move away from the bin. We also expect the influence zone to be larger for higher 
contrast composite systems. For the RVE shown in figure 12, the contributions to the ࢿଵଵ 
component of the local strain in each spatial bin predicted by the Spectral Method were 
analyzed, and the overall statistics are reported in Table 2. The contributions are grouped 
into three parts depending on where they come from: (i) the spatial bin of interest itself 
referred to as the “self contribution”, (ii) the first layer of neighboring bins (a total of 26 
bins), and (iii) the second layer of neighboring bins (a total of 98 bins). The results are 
shown for two different values of contrast in the properties of the constituents and two 
loading cases (a purely mechanical load and a purely thermal load, respectively) on the 
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random microstructure shown in figure 12. The results shown in Table 2 clearly indicate 
that the influence zone around a spatial bin of interest is largely confined to the first layer 
around it for the low contrast composites. On the other hand, the influence zone is larger 
for composites with a higher contrast. These observations indicate that it should be 
possible to get reasonably accurate predictions for the local fields in low contrast 
composites by just accounting for the first layer of neighbors. It is important to recognize 
that the results presented in Table 2 are specifically for the microstructure shown in 
figure 12. These results are expected to be strongly influenced by the details of the 
microstructure. 
The influence coefficients implicitly capture the underlying physics of spatial 
interactions in the system for the prescribed boundary conditions. In the spectral 
approach, the local response is strongly correlated to the spatial distribution of the local 
states in the neighborhood of the spatial location of interest.  These relationships are cast 
in simple algebraic forms in Eqs. (10) and (16), and can be potentially inverted to identify 
specific microstructures that meet certain selected design specifications. Although, 
rigorous inverse methods of microstructure design are beyond the scope of the present 
work, we explore here a simple example to illustrate the advantages of the Spectral 
Method described in this work in identifying optimal microstructures. 
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Table 2. Average contributions from different layers of neighboring spatial bins to the local 
ࢿଵଵcomponent of strain for the RVE shown in figure 12 in two loading conditions: (i) a purely 
mechanical loading, and (ii) a purely thermal loading. The results are shown for two different 
levels of contrasts in the local properties of the constituents. SD in the table refers to standard 
deviation.   
 
 
Pure Thermal Load 
ߠ ൌ 10 ܭ 
Pure Mechanical Load 
ࢿതଵଵ ൌ 0.0005 
Self- 
Contribution 
1st Layer 
Contribution 
2nd Layer 
Contribution 
Self- 
Contribution 
1st Layer 
Contribution 
2nd Layer 
Contribution 
ܧଵ
ܧଶ
ൌ 2   
 
ߙଵ
ߙଶ
ൌ 2 
83.3% 
SD = 2.4 
12.3% 
SD = 2.9 
3.8% 
SD = 1.7 
90.7% 
SD = 3.0 
6.2% 
SD = 1.9 
2.9% 
SD = 1.1 
ܧଵ
ܧଶ
ൌ 2   
 
ߙଵ
ߙଶ
ൌ 5 
62.5% 
SD = 2.8 
19.3% 
SD = 3.9 
12.7% 
SD = 2.1 
   
ܧଵ
ܧଶ
ൌ 5  
   
ߙଵ
ߙଶ
ൌ 2 
72.9% 
SD = 5.0 
20.3% 
SD = 5.8 
5.2% 
SD = 2.7 
74.9% 
SD = 5.9 
17.3% 
SD = 3.1 
4.2% 
SD = 1.7  
ܧଵ
ܧଶ
ൌ 5  
    
ߙଵ
ߙଶ
ൌ 5 
45.8% 
SD = 4.5 
34.0% 
SD = 6.2 
14.1% 
SD = 2.9 
   
 
Let us consider the two-phase material system already introduced (contrast ratio of 2 
for both the Young’s moduli and the thermal expansion coefficients of the two phases), 
subjected to a purely thermal load (applied temperature change ߠ ൌ 10 K). As noted 
earlier, the influence coefficients reflect the contribution arising from placement of a 
particular local state (“black” or “white”) in any spatial bin of the microstructure on the 
response variable of interest (e.g. stress or strain) in any other spatial bin in the 
microstructure. Accounting for the redundancies of eq. (1) in eq. (16) (this is equivalent 
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to performing an inverse DFT of eq. (17)) allows us to express the implicit first-order 
structure-response correlation for low contrast composites as: 
࢙࣌௧௛ ൌ ቌ෍ሺࣈ࢚ଵ െ ࣈ࢚ଶሻ࢙݉ା࢚ଵ
࢚א܁
൅ ෍ ࣈ࢚ଶ
࢚א܁
ቍ ߠ (20)
 
In the examples explored in this work, the microstructures are defined such that each 
spatial bin is allowed to contain only one of the local states [43]. For such 
microstructures, the microstructure function  ࢙݉௛ is allowed to take only one of the two 
values: 0 or 1 (see figure 2). Therefore, there is a contribution to the local stress only 
when ࢙݉ା࢚ଵ ൌ 1.  Furthermore, a positive value of the influence coefficient ሺࣈ࢚ଵ െ ࣈ࢚ଶሻ 
would indicate that the contribution increases the local stress in spatial bin s when the 
local state 1 is placed in bin s+t. Likewise, this contribution decreases the local stress if 
the influence coefficient ሺࣈ࢚ଵ െ ࣈ࢚ଶሻ is negative valued. As a result, the maximum tensile 
local stress is achieved by arranging the local states in such a way that the spatial 
locations corresponding to positive values of ሺࣈ࢚ଵ െ ࣈ࢚ଶሻ are filled with local state 1 (other 
spatial bins are automatically filled with the other local state). Figure 15 shows the values 
of the influence coefficients ሺࣈ࢚ଵ െ ࣈ࢚ଶሻ for the spatial bins in the first layer of neighbors 
for the ࣌ଵଵ stress component in a purely thermal loading condition.  
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Figure 15. The values of the ሺࣈ࢚ଵ െ ࣈ࢚ଶሻ influence coefficients for the spatial bins in the first layer of 
neighbors for the ࣌ଵଵ stress component in a purely thermal loading condition. This set of coefficients 
applies to a 2-phase isotropic material where the ratio of Youngs’ moduli and the thermal expansion 
coefficients for the two phases are both 2. The influence coefficients for the 27 first-neighbors are 
grouped into 6 different sets, numbered in decreasing order of magnitude.  These account for the major 
part of the total ࣌ଵଵ stress experienced by the central cell (see Table2).  
 
Six different values of the influence coefficients can be identified among the first 
neighbors for the present problem, as depicted in figure 15. For the two-phase composite 
selected here, local state 1 corresponded to the black phase with the higher modulus and 
the lower thermal expansion coefficient. The first-neighbor influence coefficients in 
figure 15 indicate that a black element completely surrounded by white first-neighbors 
will result in a tensile stress of 3.735 ሾܯܲܽ · ܭିଵሿ (for one degree increase in 
temperature). This is because only the spatial bins occupied by the black phase make a 
contribution to the computations in eq. (20). Conversely, a white element completely 
surrounded by black elements results in a compressive stress of 0.8604 ሾܯܲܽ · ܭିଵሿ 
(here all elements except the central one contribute to the computations in eq. (20)). 
figure 15 indicates that the highest tensile stress of 6.0746  ሾܯܲܽ · ܭିଵሿ occurs when a 
black phase is placed in locations identified by 1, 2, 3, and 4 in figure 15 (all other 
locations being occupied by the white phase). For the same configuration, inverting the 
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locations of white and black phases results in the highest compressive stress of 3.2  
ሾܯܲܽ · ܭିଵሿ in the central cell. 
 
3.4 Plastic deformation 
In this example, we present the application of the framework described above to the 
rate-independent rigid-plastic deformation of a two-phase representative volume element 
(RVE), with no strain hardening. The two phases are assumed to exhibit isotropic 
plasticity with yield strengths of 200 MPa and 250 MPa, respectively. The stress-strain 
relationships for both phases are assumed to be described by the Levy-Mises equations 
[44] as: 
 
ࢿሶ ൌ ߣ࣌ᇱ (21)
 
Where ࢿሶ  is the symmetric strain rate tensor, ࣌ᇱ the symmetric deviatoric Cauchy 
stress tensor, and ߣ is a proportionality parameter that can be related to the yield strength 
of the material, the equivalent plastic strain rate and the equivalent stress. Although it is 
not directly apparent from eq. (21), the constitutive relation described implies a rate-
independent plastic response. The goal of the localization expression in this example is to 
compute the local strain rate field in the RVE of the two-phase composite. For simplicity, 
we initially demonstrate the establishment of the localization relationship for the case of 
an applied isochoric simple compression strain rate tensor on the RVE at the macroscale, 
with equal extension in lateral directions, expressed as: 
 
ࢿపఫሶതതതത ൌ ൥
ࢿሶത 0 0
0 0.5 ࢿሶത 0
0 0 0.5 ࢿሶത
൩ (22)
 
We will subsequently discuss the extension of this localization relationship for other 
imposed strain rate tensors. Based on eqs. (10) and (11), the first-order localization 
linkage for the present problem can be expressed in the DFT space as: 
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Ա࢑ஷ૙ሺࢿሶ ࢙ሻ ൌ ൣ൫࣒෡ ࢑
ଵ൯
כ
ܯ࢑
ଵ൧ࢿሶത, ࣒෡ ࢑
ଵ ൌ ሺ࣒࢑
ଵ െ ࣒࢑
ଶሻ  (23)
Ա࢑ୀ૙ሺࢿሶ ࢙ሻ ൌ  |ܵ|൫ࢿሶതࢋଵ ٔ ࢋଵ െ 0.5ࢿሶതࢋଶ ٔ ࢋଶ െ 0.5ࢿሶതࢋଷ ٔ ࢋଷ൯ (24)
 
Where ࢿሶ ࢙ represents the local strain rate tensor in the spatial bin s, and ࢿሶത ൌ 0.02ݏିଵ is the 
macroscopically imposed strain rate in the ࢋଵ direction of the dataset (see eq. (22)). eq. 
(24) simply indicates that the macroscopic strain rate on the RVE is the same as volume 
averaged strain rate from the microscale. This happens to be true for the case study 
selected here. For other phenomena where this requirement does not hold, additional 
attention needs to be paid in setting up eq. (24), and may need s to be modified 
appropriately with the use of higher-order terms in the series. It is also important to 
recognize once again that, if the ࣒෡ ࢑ଵ  influence coefficients are known, the local strain rate 
field for any given microstructure dataset subjected to the simple compression loading 
condition selected here can be computed by applying eq.(23) and performing a simple 
inverse DFT.  
As described earlier, the values of ࣒෡ ࢑ଵ  are re established by regression analysis using 
datasets produced by FEM analysis on ‘delta’ microstructures. All of the FEM results 
used in this study were generated using the commercial software ABAQUS® where each 
RVE contained 804,357 (93x93x93) cuboid-shaped three-dimensional eight-noded solid 
elements. The use of cube-shaped elements naturally defines a regularly spaced grid, 
conducive to the computation of the DFTs. The macroscale simple compression strain 
rate was imposed on the finite element mesh as a periodic uniform boundary condition. 
The values of ࣒෡ ࢑ଵ  were established as the best-fit values for the FEM results on the two 
delta microstructures described above, using standard linear regression analysis methods. 
Such influence coefficients constitute the materials knowledge systems for the case study 
presented. In fact, the strain rate field for any other RVE comprising any spatial 
arrangements of the same constituent phases, subjected to the same simple compression 
loading condition, can be easily computed using eqs.(23) and (24). As a critical validation 
of this concept, we explore the application of eqs. (23) and (24) to the microstructure 
depicts in figure (16). This compares the local component of the ࢿሶ ଵଵ strain rate field for 
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the selected microstructure using both the FEM analysis and the spectral approach 
developed in this work.  
 
Figure 16. Comparison of the contour maps of the local ࢿሶ ଵଵcomponent of the strain rate tensor for a 3D 
microstructure (top left). The middle section of the 3D RVE used in the calculation is also shown at the top 
(top right), while the predicted strain rate contours by the FEM method (bottom left) and the Spectral 
method  established in this work (bottom right) are shown below. Both phases are assumed to exhibit 
isotropic plasticity with yield strengths of 200 MPa and 250 MPa, respectively. The macroscopic simple 
compression strain rate applied is 0.02 ݏିଵ.  
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The average error between the predictions shown in figure (16) from the spectral 
approach and the FEM analysis as quantified in (12) is only 2.2%. It is worth noticing 
that The FEM analyses could not be performed on a regular desktop PC. It was executed 
on an IBM e1350 supercomputing system (part of The Ohio Supercomputer Center), and 
required 94 processor hours. In contrast, the spectral method took only 32 seconds on a 
regular desktop computer.  
In the present case study, the of ࣒෡ ࢑ଵ  coefficients were developed for a very specific 
loading condition (i.e. simple compression strain rate tensor). In order to extend the 
materials knowledge system to general loading conditions, we need substantially more 
effort. Although such an extension does not provide any further insight about the nature 
of the problem, we outline below a strategy to address this challenge. eq. (23) could be 
generalized as: 
 
Ա࢑ஷ૙ሺࢿሶ ࢙ሻ ൌ ቂቀ࣒෡ ࢑
ଵ൫ࢿሶത൯ቁ
כ
ܯ࢑
ଵቃ , ࣒෡ ࢑
ଵ൫ࢿሶത൯ ൌ ቀ࣒࢑
ଵ൫ࢿሶത൯ െ ࣒࢑
ଶ൫ࢿሶത൯ቁ  (25)
 
Where the dependence of the influence coefficients ࣒෡ ࢑ଵ  on the macroscale imposed strain 
rate tensor ࢿሶത is explicitly noted. We therefore need to establish the functional dependence 
of  ࣒෡ ࢑ଵ  in the space of symmetric second rank tensors, which is a six-dimensional space. 
However, if we elect to solve the problem in the principal frame of ࢿሶത (i.e. the 
microstructure signal needs to be appropriately rotated), then the domain of interest for 
describing ࣒෡ ࢑ଵ  reduces to a three-dimensional space. If we further exploit the fact that the 
magnitude of ࢿሶത has no effect on the localization (a consequence of the rate-independence 
of the plastic response) and we require ࢿሶത to be traceless (to reflect volume conservation 
during plastic deformation), then the domain of interest for describing ࣒෡ ࢑ଵ  can be 
expressed using a single angular variable [45]. The functional dependence of ࣒෡ ࢑ଵ  on this 
single angular variable can be expressed conveniently using DFTs following the 
approach outlined in [39]. 
As a final comment on this case study, we point out that the composite material 
studied here had only a low contrast (yield strength ratio 1.25) in the properties of the 
constituent phases (i.e. the yield strengths were 200 MPa and 250 MPa, respectively). 
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Based on the various case studies we have successfully completed, it is clear that the 
first-order influence coefficients provide good predictions for composites with low and 
moderate contrasts. With moderatre (yield strength ratio >3-5) or even higher contrasts 
(yield strength ratio >10) in the properties of the constituents, it is imperative to include 
the second-order term (see eq. (5)). 
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Chapter 4 
Multi-phase and polycrystalline material systems 
 
 
 
4.1 Three-phase material system 
In the previous case study, we have demonstrated the accuracy of the localization 
relationships in eq. (10) and eq. (17) for two-phase composites. We now consider an 
example where these relationships are applied to a three-phase material system (which 
can then be easily extended to a multi-phase material system). For the sake of an example 
let us consider a three-phase system, where H=3. Eqs. (10) and (17) re-derived for this 
case take the following form: 
 
Ա࢑ஷ૙ሺઽ࢙௠ሻ ൌ ൣ൫ࢼ෡࢑
ଵ൯
כ
 ܯ࢑
ଵ ൅ ൫ࢼ෡࢑
ଶ൯
כ
ܯ࢑
ଶ൧ሺࢿത௠ሻ, Ա૙ሺઽ࢙௠ሻ ൌ |܁|ࢿത௠,   
ࢼ෡࢑
ଵ ൌ ൫ࢼ࢑
ଵ െ ࢼ࢑
ଷ൯, ࢼ෡࢑
ଶ ൌ ൫ࢼ࢑
ଶ െ ࢼ࢑
ଷ൯ 
(26)
Ա࢑ஷ૙ሺ࢙࣌௧௛ሻ ൌ ሾሺ࣐ෝ࢑
ଵሻכ ܯ࢑
ଵ ൅ ሺ࣐ෝ ࢑
ଶሻכ ܯ࢑
ଶሿߠ, Ա૙ሺ࢙࣌௧௛ሻ ൌ ૙,   
࣐ෝ࢑
ଵ ൌ ൫࣐࢑
ଵ െ ࣐࢑
ଷ൯, ࣐ෝ ࢑
ଶ ൌ ൫࣐࢑
ଶ െ ࣐࢑
ଷ൯. 
(27)
 
Following the methodology described earlier for establishing the values of the 
influence coefficients, we seek to calibrate Eqs. (26) and (27) to corresponding results 
from FEM analysis on delta microstructures (see figure 5). For the three-phase 
composite, we have six potential delta microstructures. However, the form of Eqs. (26) 
and (27) suggests that the influence coefficients can be established by considering two 
phases at a time. In other words, it should be possible to consider two-phase composites 
comprising phases 1 and 3 to evaluate ࢼ෡࢑ଵ  and ࣐ෝ࢑ଵ  likewise, and then subsequently 
consider two-phase composites comprising phases 2 and 3 to evaluate ࢼ෡࢑ଶ and ࣐ෝ ࢑ଶ. If this 
uncoupling provides reasonably accurate estimates of the influence coefficients, it will 
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dramatically reduce the computational effort involved in establishing the influence 
coefficients for multi-phase composites. 
In order to validate the above approach, we consider a composite comprising three 
isotropic phases with Young moduli of 200, 300 and 400 GPa, respectively.  The 
Poisson’s ratio is assumed to be 0.3 for all phases. The thermal expansion coefficients are 
assumed to be 20 · 10ି଺, 15 · 10ି଺ and  10 · 10ି଺ ሾܭିଵሿ respectively. For this three-
phase composite, we have established the influence coefficients ࢼ෡࢑ଵ , ࢼ෡࢑ଶ, ࣐ෝ࢑ଵ , and ࣐ෝ࢑ଶ 
using only four of the six delta microstructures that allow us to decouple these sets of 
coefficients in the calibration process as described above. 
The predictions from influence coefficients established using this method were 
compared against corresponding predictions from FEM analysis for a thermo-mechanical 
loading condition involving a macroscale uniaxial total strain tensor with ࢿതଵଵ ൌ 0.0005 
and a simultaneous temperature increase of 10 K. These results are summarized in figure 
17. 
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Figure 17. Comparison of contour maps of the local ࢿଵଵ component of strain (normalized by the average 
strain applied) for the mid-plane of a 3D three-phase random microstructure (left), calculated using the 
FEM analysis (center) and the Spectral Method (right). The three phases were assumed to be isotropic, with 
Young moduli of 200, 300 and 400 GPa, respectively, while Poisson ratio is assumed to be 0.3 for all 
phases. The thermal expansion coefficients are assumed to be 20 · 10ି଺, 15 · 10ି଺ and  10 · 10ି଺ ሾܭିଵሿ 
respectively. The dataset is subjected simultaneously to a temperature change of 10 K and an uniaxial 
macroscopic strain ࢿതଵଵ ൌ 0.0005. 
 
Based on the definition of error in eq. (12), the average value of ܧݎݎ in the results shown 
in figure 17 was about 2.4%. Furthermore, only 0.7 seconds of CPU time was necessary 
for the Spectral Method on a standard desktop computer, while the FEM analysis on the 
same machine required 119 seconds. 
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4.2 Polycrystalline materials 
When focusing on the study of polycrystalline materials, the local state at any point in 
the microstructure is described by the orientation of the crystal lattice at that point. 
Consequently, the local state space becomes continuous, and the number of distinct local 
states is essentially infinite. Using the Bunge-Euler angles [46], the crystal lattice 
orientation may be denoted as ( )21 ,, ϕϕ Φ=g . The local state space may be described as: 
 
( ){ }πϕππϕϕϕ 20,0,20,, 2121 <≤≤Φ≤<≤Φ== gG  (28)
 
Although G gets substantially compacted when crystal and sample symmetries are 
taken into account, the tessellation of G with bins sized 5 degrees in each of the angles 
would typically produce well over a thousand bins. This is an unwieldy description of the 
local state space, since a material system in which ܪ ൐ 1000 is not easily amenable 
using the previous strategy. One of the main goals of this paragraph is to introduce a 
spectral framework that is better suited for representing the elastic localization 
relationships for polycrystalline materials.  
In a typical spectral analysis, a function is represented by an infinite series of 
harmonic functions. The coefficients represent the weight of the particular harmonic with 
which they are associated. The important terms are generally found at the front of the 
series, and the series is truncated at an appropriate point that balances efficiency in 
representation with the accuracy of the formulation. In the field of materials science, it is 
well known that the Generalized Spherical Harmonic (GSH) functions [46] serve as an 
efficient Fourier basis for describing functions over the local state space of distinct 
crystal orientations. It is also worth noting that different versions of GSH bases that take 
into account the inherent symmetries of the various classes of crystal lattices have already 
been developed in literature [46]. In previous works [47, 48], GSH have been used to 
formulate invertible relationships between crystallographic texture in the sample 
(corresponding to 1-point statistics of orientation; also commonly referred to as the 
orientation distribution function or ODF) and the macroscale elastic and plastic properties 
predicted by elementary bounding theories. In this example, we specifically explore the 
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use of GSH basis in the efficient representation of the higher-order elastic localization 
relationships for polycrystalline materials. It is well known that the dependence of the 
elastic stiffness tensor components in the sample frame on the crystal orientation can be 
represented efficiently by the GSH functions [46]. Since the dependence of the elastic 
stiffness tensor components in the sample frame on the lattice orientation is dictated by 
the fourth-rank coordinate transformation law, their exact representation in GSH series 
requires only a finite number of terms [46].  By employing GSH to describe the 
orientation space (as well as indicator function to represent the spatial variable, see 
appendix), the strain field in a polycrystalline material can be computed as: 
 
൫ࢿ௜௝൯࢙ ൌ ቎ࡵ ൅ ቌ෍ ෍ሺࡶ࢚
௛ሻ୧୨ୟୠܨ࢙ା࢚௛
࢚א܁
ு
௛ୀଵ
൅ ෍ ෍ ෍ ෍ሺࡽ࢚࢚ᇱ௛௛ᇱሻ୧୨ୟୠܨ࢙ା࢚௛ ܨ࢙ା࢚ା࢚ᇱ௛ᇱ
࢚ᇲא܁
൅ ڮ
࢚א܁
ு
௛ᇲୀଵ
ு
௛ୀଵ
ቍ ൅ ڮ ቏ ࢿത௔௕ (29)
 
where I is the fourth-rank identity tensor and ࡶ࢚௛ and ࡽ࢚࢚ᇱ௛௛ᇱ are the new set of influence 
coefficients. In this representation, the number of local states variables required H is 
equal to the number of GHS required by the specific material system, providing a much 
more compact representation that in the binning approach. For example, for materials 
with cubic crystal symmetry, only nine GSH functions are required (H = 9). It is 
emphasized once again that the scale-bridging relationships developed here are not meant 
to replace the detailed microscale finite element models developed in current literature 
for understanding intricate details of the microscale stress (or strain) distributions in the 
polycrystalline sample. The use of indicator functions for the spatial descriptions and the 
use of the generalized composite theories do impose certain limitations on the use of the 
scale-bridging relationships developed here. Some of these will become apparent in the 
case studies discussed later. However, the spectral scale-bridging relationships developed 
here offer a robust approach to multi-scale modeling for polycrystalline materials. It is 
worth noticing that the polynomial expressions developed here have the potential to be 
inverted (unlike the complicated convolution integrals of the generalized composite 
theories or the deterministic approaches inherent to the finite element models) and can 
prove to be invaluable in providing guidance for designing microstructures for targeted 
performance characteristics. 
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4.3 Polycrystalline Feα −  
In an effort to illustrate the main advantages of the spectral approach described above, 
we present here a simple case study involving elastic loading of several digitally created 
3-D microstructures of polycrystalline samples of α-Fe, with a cubic crystal lattice, 
which is known to exhibit a relatively high elastic anisotropy factor, A, of 2.34 (A=1 
would correspond to an isotropic response). The single crystal elastic constants for α-Fe 
are taken as [49]: 
 0.2281111 =C GPa,   0.1321122 =C  GPa,   5.1162323 =C  GPa. (30)
The influence coefficients may, in principle, be computed analytically using the 
definitions provided in the appendix (42-45). However, this requires a rigorous treatment 
of the singularity in the definition of ડ୰ሺܠ, ܠԢሻ (also known as the principal value 
problem). In this work, we want to demonstrate that these influence coefficients can be 
successfully calibrated again against results from micromechanical finite element 
simulations of elastic loading on a set of digitally created hypothetical microstructures. 
For this purpose, we established the influence coefficients for elastic loading of 
polycrystalline α-Fe by calibrating eq. (29) to the results from finite element simulations 
of a selected set of microstructures. In this first attempt to validate the spectral approach 
for polycrystalline materials, and in an effort to reduce the computational effort involved, 
we have assumed that the local elastic response in each bin of the RVE exhibits 
orthorhombic symmetry. This assumption implies that the contributions from the non-
orthorhombic components of the local elastic stiffness tensor are ignored in this case 
study. The main advantage of invoking this assumption is that, it leads to only four non-
zero ࡯௛  values (i.e. h=0,1,2,3 in eq. (43)), whereas one needs to consider a total of nine 
terms when this assumption is avoided. Other corollary benefits of making this 
simplification are the need for only one finite element model for the calibration of the 
influence coefficients, and an easy visualization of the ܨ௦௛space (ܨ௦଴is identically one for 
all microstructures, leaving only three relevant microstructure coefficients ܨ௦ଵ, ܨ௦ଶand ܨ௦ଷ, 
which can be easily shown on a three-dimensional plot). Note also that computations 
described in this work were performed on a regular desktop PC, with the most intensive 
computations taking only a few hours. The superposition principle for linear elasticity 
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allows us to establish selected components of the localization tensor, a, by choosing 
appropriate macroscale loading conditions. As an example, for an applied macroscopic 
strain tensor with only one non-zero strain component, say ࢿതଵଵ ് 0 and all other ࢿത௜௝ ൌ 0, 
it would be possible to establish the values of ࢇ௜௝௞௟. Furthermore, when we consider the 
distribution of ࢿଵଵ at the microscale, we are essentially focusing on the value of ࢇଵଵଵଵ. 
The localization relationship of interest can then be expressed as: 
൫ࢿ௜௝൯࢙ ൌ ቎1 ൅ ቌ෍ሺ࡭࢚
ଵሻ୧୨ୟୠܨ࢙ା࢚ଵ
࢚א܁
൅ ሺ࡭࢚ଶሻ୧୨ୟୠܨ࢙ା࢚ଶ ൅ ሺ࡭࢚ଷሻ୧୨ୟୠܨ࢙ା࢚ଷ ቍ
൅ ෍ ෍൫࡮࢚࢚ᇲ
ଵଵ ൯
୧୨ୟୠ
ܨ࢙ା࢚ଵ ܨ࢙ା࢚ା࢚ᇲ
ଵ
࢚ᇲא܁
൅ ൫࡮࢚࢚ᇲ
ଵଶ ൯
୧୨ୟୠ
ܨ࢙ା࢚ଵ ܨ࢙ା࢚ା࢚ᇲ
ଶ
࢚א܁
൅ ൫࡮࢚࢚ᇲ
ଵଷ ൯
୧୨ୟୠ
ܨ࢙ା࢚ଵ ܨ࢙ା࢚ା࢚ᇲ
ଷ ൅ ൫࡮࢚࢚ᇲ
ଶଶ൯
୧୨ୟୠ
ܨ࢙ା࢚ଶ ܨ࢙ା࢚ା࢚ᇲ
ଶ
൅ ሺ࡮࢚࢚ᇱଶଷሻ୧୨ୟୠܨ࢙ା࢚ଶ ܨ࢙ା࢚ା࢚ᇱଷ ൅ ሺ࡮࢚࢚ᇱଷଷሻ୧୨ୟୠܨ࢙ା࢚ଷ ܨ࢙ା࢚ା࢚ᇱଷ ቏ ࢿത௔௕ 
(31)
 
The A and B coefficients in eq. (31) represent certain convenient linear regrouping of the 
influence coefficients J and Q in eq.(29), and are therefore also referred to as the 
influence coefficients in this work. The subscripts t and t’ in eq. (31) may, in principle, 
enumerate all of the bins in the RVE. However, following the approach we used in prior 
work, we have only included the cell of interest (where the local strain is being predicted) 
and its first neighbors in this work (see figure 18). In other words, we set S = 27 in the 
spectral representations of the localization relationships. 
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Figure 18. Cubical RVE (right) representing a polycrystalline random microstructure used for the 
calibration of the influence coefficients in the present study. In the case study presented here, only the 
influence from the nearest neighbors has been considered (left) in the spectral representations. 
 
Eliminating the redundant interdependencies in the values of the B coefficients for 
selected combinations of the indices (e.g ܤ௦௦ᇱ௛௛ᇱ ൌ ܤ௦ᇱ௦௛ᇱ௛), we have determined that the total 
number of independent influence coefficients in eq.(31) was 3402. This comes from the 
fact that there are 27x27x3 (= 2187) independent ܤ௦௦ᇱ௛௛ᇱ coefficients when ݄ ് ݄Ԣ,  
(27x28/2)x3 (= 1134) independent ܤ௦௦ᇱ௛௛ᇱcoefficients (taking into account the symmetry 
described above), and 27x3 (= 81) ܣ௦௛ coefficients. Note that the number of independent 
influence coefficients for the cubic-triclinic symmetry (i.e. h=0,1,2,…,9) would increase 
to 29889. However, staying with the cubic-orthorhombic symmetry, but considering all 
of the six different local strain components would produce a total of 20,412 (= 3402x6) 
independent influence coefficients. Performing the same analysis for six different 
macroscale strain conditions (where each time a single, but different, strain component is 
allowed to be non-zero) would result in 122,472 (= 20412x6) influence coefficients. Once 
this complete set of independent influence coefficients is evaluated, we can compute the 
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local strain tensor (and the corresponding local stress tensor) for any arbitrary macroscale 
strain tensor by invoking the superposition principle for linear elasticity. In this work, we 
limit our attention to macroscale unaxial strain in the e1 direction, i.e. ࢿതଵଵ ൌ 0.0005 
while all the other components of the macroscale strain tensor are set equal to zero. The 
finite element model used for the calibration of the influence coefficients is shown in 
figure 18. The simulations were performed using the commercial software ABAQUS® 
[38]. The model comprised of 8000 eight-noded three-dimensional cuboidal continuum 
elements (C3D8). Cuboidal elements were used as they are consistent with the indicator 
functions used in the spectral representations. Moreover, the pixilated information 
obtained in microstructure characterization maps (e.g. OIM technique for measuring 
crystal orientations) is often consistent with this description. The microstructures of 
interest are assumed to be heterogeneous at the scale defined by the elements of this 
model. In other words, we idealize the local state distribution to be such that it is 
homogeneous inside each element, but allow it to change significantly from one element 
to the next. In the spectral representations, we intend to capture the average stress in each 
element as a function of local details at the locations of interest in the microstructure. 
To ensure that the calibrated values of the influence coefficients are as broadly 
applicable as possible, the orientations in the RVE were selected to cover the maximum 
possible range of the microstructure coefficients, ܨ௦ଵ, ܨ௦ଶand ܨ௦ଷ. In recent work, we have 
shown that the Fourier representation of all theoretically possible textures produces a 
convex and compact region called the texture hull [50]. The projection of the cubic-
orthorhombic texture hull, in the three Fourier dimensions relevant to the present case 
study, is shown in figure 19. It is implied here that the Fourier representation of any 
physically realizable cubic-orthorhombic texture has to fall inside this hull. For the finite 
element calibration in the present study, we selected 100 different points (ODFs) on the 
boundary of this texture hull. Each of the 100 selected ODFs was randomly assigned to 
each of the elements in the finite element mesh used in this study. Each element of the 
RVE is now associated with a local state (a set of three Fourier coefficients) and a set of 
nine elastic constants (defining the orthorhombic local elastic stiffness tensor) [47]. Once 
the average strain in each element has been calculated by the FEM software, the 
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influence coefficients are determined using least-square regression analysis using the 
commercial software MATLAB®.  
 
 
 
Figure 19. Hull for cubic-orthorhombic textures. The points indicate the ODFs used in the finite element 
calibration of the influence coefficients. 
 
The system of equations is over-determined with a set of 12288 data points for 3402 
unknowns. The implicit assumption is that once the influence coefficients have been 
determined using “extreme” microstructures in the calibration process (the selected ODFs 
on the boundary of the microstructure hull of the design space and the heterogeneity at 
the scale of individual elements), these will provide a good estimate of the local strain (or 
stress) distribution (averaged in each element) for any other microstructure with the same 
length scale of heterogeneity. The length scale of heterogeneity adopted in the present 
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study is defined by the following salient features: (i) Each grain of the polycrystal is 
represented by one element. (ii) The grains have been idealized as space-filling cuboids. 
(iii) Only the average strain (or stress) in each constituent grain is captured in the spectral 
linkages. (iv) The dominant interactions between the constituent grains are assumed to 
occur over one layer of neighboring grains.  
It is particularly important to recognize that the calibration models are to be selected 
such that they capture the desired features of the physical phenomenon being studied. In 
the present case study, we have directed the spectral approach to capture the distribution 
of the average elastic local strain in each element while allowing heterogeneity in the 
microstructure at the scale of the individual elements of the finite element mesh. In other 
words, subsequent models that we will use to validate the calibrated influence 
coefficients should have similar morphological features as those depicted in figure 18. If 
a higher accuracy is needed in the spectral formulations, then it would be necessary to use 
other types of elements (e.g. tetrahedral instead of cuboidal) as well as more neighbors 
(beyond the first neighbors considered here, especially if there is a desire to capture the 
details of the local strain distributions within each grain). All of these enhancements 
would increase the computational effort involved in establishing the influence 
coefficients. It is reminded that this is, however, a one-time calculation. Once the 
influence coefficients are established for a desired tessellation of the RVE, they would 
remain constant for any assignment of local states in that tessellation. Appropriate 
boundary conditions were imposed on the calibration finite element mesh in figure 18 to 
produce a single non-zero average strain component (ࢿതଵଵ ൌ 0.005, while all other 
components of the average strain were prescribed to be zero). Note also that the FEM 
results inherently consider the contribution of the entire RVE to calculate the local strain 
in each element; we utilize only the information from the nearest neighbors of a given 
cell in the calibration of eq. 31. In this way, although we simplified the representation of 
the localization tensor substantially (by reducing the number of coefficients in the 
algebraic relation), we believe that we still benefited significantly by calibrating to the 
‘higher order’ information implicit in the FEM results. 
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4.4 Validation of the influence coefficients 
With the values of the influence coefficients calibrated as described above, the 
spectral method is now ready to predict the local elastic strain distributions in other 
microstructures. A few different microstructures were created to validate these influence 
coefficients. The first microstructure used for validation was built by assigning a set of 
8000 orientations measured in an annealed α-Fe sample to the finite element mesh shown 
in figure 18 These orientations were assigned randomly to the elements in the finite 
element mesh, and therefore do not reproduce the actual morphological texture in the real 
sample. In order to apply the spectral approach described here to a real microstructure, 
we need 3-D microstructure datasets characterized by OIM; such datasets are not 
currently available to us. The overall texture in the annealed material was close to a 
random texture. Since the calibration process also used an overall texture that was close 
to a random texture, the spectral approach is expected to provide good predictions for this 
microstructure. The results from the spectral method are compared against the results 
from the FEM simulation in figures 20 and 21. 
 
 
Figure 20 Comparison of the local strain distribution predicted by the spectral method and the FE 
simulation in an α-Fe polycrystal with a random overall texture and a random assignment of the crystal 
orientations.  
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Figure 21 Comparison of the local stress distribution predicted by the spectral method and the FEM 
simulation in an α-Fe polycrystal with a random overall texture and a random assignment of the crystal 
orientations.  
 
Although, the agreement between the two models for the selected microstructure is 
gratifying, it is somewhat expected because the overall textures used in the calibration 
and the validation were close to random textures. However, it is important to recognize 
that the validation microstructure did comprise vastly different constituent crystal 
orientations than those used in the calibration process. In an effort to validate the texture 
independence of the influence coefficients, we applied the spectral approach to a 
microstructure whose overall texture corresponded to that of a heavily rolled α-Fe 
sample. Again, 8000 crystal orientations from this heavily rolled texture were randomly 
assigned to the elements of the finite element mesh shown in figure 18. The predicted 
local strain and stress distributions from both the spectral method and the FEM 
simulations are shown in figures 22 and 23, respectively. It is seen that the predictions 
from the spectral method are once again in close agreement with the FEM results, 
capturing well the significantly narrower strain and stress distribution in the heavily 
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textured sample. This indicates that the influence coefficients established in this case 
study are indeed insensitive to the overall texture in the sample. 
 
 
Figure 22. Comparison of the local strain distribution predicted by the spectral method and the FEM 
simulation in an α-Fe polycrystal with a heavily rolled overall texture and a random assignment of the 
crystal orientations. 
 
Figure 23. Comparison of the local stress distribution predicted by the spectral method and the FEM 
simulation in an α-Fe polycrystal with heavily rolled overall texture. 
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4.5 Potential Application to real Feα −  microstructures 
 
In an effort to clarify the value of the influence coefficients and the spectral approach 
to the analysis of real microstructures, we explore here a simple example using a 
measured OIM scan from an annealed α-Fe sample. The OIM scan is shown in figure 
24(a), where different grayscales are mapped to different crystal orientations. Given the 
number of different orientations in the sample (the overall texture corresponds to a 
random texture), a large number of grayscales are needed to depict the OIM scan. 
However, a number of different crystals are likely to contribute somewhat similarly to the 
elastic response of the polycrystal. In order to see more efficiently the role played by 
different crystals in the elastic response of the polycrystal, it is very useful to plot the 
microstructure in terms of the spectral microstructure coefficients, ܨ௛. For the OIM scan 
shown in figure 24(a) the corresponding spectral microstructure coefficient maps for 
ܨ௦ଵ, ܨ௦ଶand ܨ௦ଷ are shown in figures 24 (b-d). As expected, it is seen that the heterogeneity 
in any of the microstructure coefficients in the sample is significantly lower than the 
corresponding heterogeneity seen in the OIM scan. In a study [51], it was observed that 
ܨଷ has the largest influence on the local value of ܥଵଵଵଵ. Grains corresponding to the high 
values of ܨଷ are much easier to locate in the ܨଷ map than the original OIM scan, because 
grains of vastly different orientations might correspond to much closer values of  ܨଷ (see 
fig. 24(a)). 
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Figure 24. (a) A OIM scan of a polycrystalline α-Fe sample. (b)-(d) Maps of the same region for the first 
three spectral coefficients in cubic-orthorhombic spherical harmonics. 
 
Equation (31), together with the established values of the influence coefficients, was 
applied to a selected region of the OIM map presented in figure 24(a). The predicted 
distribution of the local elastic strain in the selected region of the polycrystal was 
compared against the corresponding prediction from a FEM model. Since the OIM scan 
was a two-dimensional map, the microstructure was assumed to be columnar in the 
thickness direction (or alternatively that the plate is extremely thin) in these 
computations. The FEM model developed for this simulation is shown in figure 25. The 
model comprised of 50,000 cuboids, with each cuboid corresponding to a single 
measurement in an OIM scan. The microstructure was subjected to the same uniaxial 
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strain condition discussed in the other examples earlier. The microstructure was modeled 
with five layers in the thickness direction to mitigate any effects from the boundary 
conditions imposed in the FEM simulation. It has been our experience that the boundary 
effects in the microscale finite element models (from imposing displacements consistent 
with macroscale uniaxial strain conditions) may be felt up to two layers of elements from 
the boundary surface. Consequently, the predictions for the middle layer should be free 
from any such effects; this was borne out in the simulations presented here. 
 
Figure 25 . The finite element model of a region selected from the OIM scan shown in figure 
24(a). 
 
The predicted local strain distributions for the middle layer from the spectral and the 
FE methods are presented in figure 26, while the corresponding strain contours are 
presented in figure 27. The distribution of the local strain predicted by the spectral 
method is in good agreement with the prediction from the FE method (figure 26).  
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Figure 26 . Comparison of the local strain distribution predicted by the spectral method and the FEM 
simulation for a selected region in the α-Fe OIM map presented in figure 24(a). 
 
Figure 27. Contours for the 11ε  strain predicted by the FEM analysis (left) and the spectral method 
(right) for a selected region of the α-Fe OIM map presented in figure 24(a). 
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However, it is seen from the contours in figure 27 that a number of the important 
details of the local strain fields are not captured well by the spectral method. The 
maximum error between the finite element and the spectral predictions of the average 
strain in any cell was found to be 4.9% of the average strain imposed on the 
microstructure, while the average error was found to be 2.4% of the average strain 
imposed. As noted earlier, if a detailed spatial description of the local strain field is 
needed, then the FE methods are still the preferred choice. However, if the local strain 
distribution experienced by one or more grains is needed, it is fairly accurately captured 
by the spectral representations described here. Moreover, the distributions of the strains 
can be obtained at a significantly reduced computational cost with the spectral method 
presented in this work, especially when a large number of different microstructures 
belonging to the same material system need to be investigated. It should also be pointed 
out that a consideration of a larger number of neighbors (recall that we only considered 
the first neighbors in this study) is also likely to improve the accuracy of the strain 
contours produced by the spectral methods described here. Considering a second layer of 
elements would increase the number of influence coefficients from 3402 to 70875 for 
each component of the local strain (or stress) tensor. Although establishing these many 
coefficients would incur a significant computational cost, it is reminded that it is only a 
one-time cost. 
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Conclusions and future work 
 
This work demonstrates that the localization relationships that lie at the core of all 
multi-scale modeling approaches can be efficiently formulated using a Discrete Fourier 
Transforms (DFT)-based approach. In this novel framework, the localization 
relationships take on a simple algebraic expression involving polynomials of structure 
parameters and morphology-independent influence coefficients. For a selected material 
system, these influence coefficients efficiently capture the complex relationships between 
the important local statistics (i.e. governing physics) and global performance 
characteristics of interest. Furthermore, they need to be established only once. The main 
advantages of the DFT-based framework are its computational efficiency and the ability 
to calibrate the influence coefficients to results from numerical solutions obtained from 
FEM models.  
The viability, accuracy, and efficiency of formulating the localization relationships in 
this manner have been demonstrated by computing the elastic, thermo-elastic and rigid 
plastic fields of two-phase and multi-phase selected microstructures. Specifically, in 
computing the coefficients numerically, several choices have been made in the spectral 
formulation: the truncation of the series expansion to the first-order term (local 2-point 
statistics), the use of “delta” microstructure for calibration and the assumption of periodic 
boundary conditions. The study has shown that the influence coefficients can be 
successfully computed under these assumptions, and that the first order term of the series 
efficiently captures the contribution to the localization for 2-phase systems that exhibit 
small or moderate contrast between the local properties of the two phases. Material 
systems with high contrast between the local properties of the phases require second or 
higher order terms in the series expansion. Furthermore, the individual contribution of 
layers of neighboring cells to the local field has been analyzed. The possibility of such 
analysis is a distinctive characteristic of the framework presented here. Finally, the model 
developed in this work indicates that it is possible to develop a “complete” set of 
influence coefficients that permit the establishment of the comprehensive materials 
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knowledge system (MKS) to extract, store and recall hierarchical structure-property 
linkages for a broad range of material systems. 
 It is envisioned that the approach presented here will find many applications in the 
analysis of large microstructure datasets produced by modern materials characterization 
equipment. Future developments in this direction might involve the use of second and 
higher order terms in the series expansion to predict the local fields of high-contrast 
composites; and to continue the exploration of Generalized Spherical Harmonics 
Functions (GSHF) for the study of polycrystalline systems.  Moreover, the spectral 
relationships mentioned above are expected to serve as efficient scale-bridging 
relationships in multi-scale materials modeling and microstructure design efforts. 
Specifically, these scale-bridging relationships are expected to capture the most important 
details of the structure-property relationships at each length scale and effectively 
communicate these to the considerations at the next appropriate higher length scale.  We 
envision a software in which FEM would be used at the higher length scale, where 
geometry and boundary conditions can be very complex, and the spectral method at the 
lower length scales, where the material can be easily represented by a simple cubic RVE 
subjected to periodic boundary conditions. In such a software, information flows in both 
directions with minimal loss between any selected hierarchical length scales of interest.  
In conclusion, it is also worth noticing that the framework developed in this work is also 
well suited for solving inverse problems of materials design (i.e. optimizing material 
microstructure, where the local mechanical fields can be tailored to meet a set of 
designer’s specifications).  
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Appendix  
Microstructure representation using GSH and indicator bases 
A microstructure function, M(x,g), is introduced to quantify the local volume fraction 
of material in the neighborhood of x that is associated with the lattice orientation of 
interest, g (see eq. 1). Formally, the microstructure function is defined as [43]: 
x
x
V
V
dggM g=),( , 1),( =∫
G
dggM x  (32)
where V is volume of the local neighborhood of x and gV  is the volume within V that is 
associated with lattice orientations that lie within an invariant measure dg of g. The size 
of local neighborhood, V, is typically dictated by either the spatial resolution of the probe 
used in characterizing the microstructure or by the inherent length scale of the 
microstructural feature of interest in any specific study. For example, if we are studying 
spatial distribution of orientation in the microstructure then it would be desirable to 
define the local neighborhood such that its length scale is significantly smaller than the 
grain size in the sample.  
In order to arrive at efficient spectral representations for the microstructure function 
for the present study, we consider the orientation and spatial dependence separately. For 
the orientation dependence, we shall use here the GSH functions, ( )gT mnl , defined as:  
( ) 21 )cos(),,( 21 ϕϕ φϕφϕ inmnlimmnlmnl ePeTgT ⋅⋅==  (33)
where )(cosΦmnlP  are certain generalizations of the associated Legendre functions [46]. 
These form a complete set of orthonormal basis with the properties:  
'''
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l
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dgTT δδδ+=∫ , 212 sin81 ϕϕπ ddddg ⋅Φ⋅⋅Φ=   (34)
where dg is the invariant measure and the superscript ‘*’ denotes the complex conjugate. 
It should also be noted that modified versions of the GSH functions that account for 
various crystal and sample symmetries are also readily available in literature [46]. For 
example, the GSH bases for cubic-triclinic and cubic-orthorhombic1 symmetries are 
                                                 
1 This notation is standard in the texture community, with the first term indicating the crystal symmetry 
and the second term indicating the sample (or processing) symmetry. 
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usually denoted as ( )gTlμν&&  and ( )gTlμν&&& , respectively. In this work, for conciseness, we 
will replace the three indices that usually identify the spherical harmonic functions with 
just one index ( )hl ↔μν  and denote them as ( )gT h&&  and ( )gT h&&& . 
For the spatial dependence, we employ primitive basis as in [20]. This approach is 
effectively equivalent to tessellating the RVE, Ω, into individual bins labeled sω
( )Ss ...1=  that satisfy the following properties:  
S
voldss
S
S
s
sss
)(,   ,'if  =
1
'
Ω=Ω=≠∅∩ ∫
= ω
ωωω xU    (35)
where )(Ωvol denotes the volume of the RVE. 
The primitive basis is then defined as: 
( )
⎩⎨
⎧ ∈=
otherwise  0
if1 s
s
ωχ xx    (36)
with the property: 
( )
S
vold ssss
Ω=∫∫∫
Ω
'' )()( δχχ xxx  (37)
'ssδ  denotes the Kronecker delta. Using the Fourier bases described above, the 
microstructure function is conveniently expressed as2: 
( ) ( )xx shhs gTFgM χ)(, ≈  (38)
Note that hsF can be interpreted as the spatially resolved texture coefficients for bin s. 
Spectral formulation for elastic localization tensor 
The fourth-rank localization tensor for elastic deformation, a , relates the local elastic 
strain at any location of interest in the microstructure to the macroscale strain imposed on 
the RVE as: 
( ) ( ) ( )xεxaxε =  (39)
( ) ( ) ( ) ( ) ( ) ( ) ( )( )...,,, −′′′′′′′′′+′′′−= xCxxΓxCxxΓxCxxΓIxa rrr  (40)
                                                 
2 The Einstein notation of implied summation on repeated indices is used throughout this derivation, 
unless otherwise specifically noted. 
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In eq. (40) I is the fourth-rank identity tensor, ( )xC′  is the deviation in the local elastic 
stiffness at spatial location x with respect to that of a selected reference medium, rΓ  is a 
symmetrized derivative of the Green’s function defined using the elastic properties of the 
selected reference medium [1, 19, 52] and  brackets denote an ensemble average over 
RVE. Note that the evaluation of the terms in the series expression in eq. (40) requires 
knowledge of higher-order spatial correlations (n-point statistics) in the microstructure. 
As noted in the introduction to this work, there exist two main difficulties in the 
computation of the localization tensor defined in eq. (40). The first difficulty stems from 
the evaluation of the ensemble averages that are in fact convolution integrals whose 
integrands exhibit singularities (also known as the principal value problem). The second 
difficulty is that the accuracy of the solutions obtained is quite sensitive to the selection 
of the reference medium [20]. It should also be noted that the expression for the 
localization tensor in eq. (40) does not lend itself to a scheme where some of the 
calculations performed for one microstructure may be efficiently carried forward to the 
calculations for a different microstructure. In other words, any changes in the 
microstructure would force one to re-evaluate almost all of the terms in the series 
expansion. The spectral approach that follows addresses this deficiency. On a last note, 
the selection of an isotropic reference stiffness tensor for the computation of the Green’s 
function is relatively straightforward when the constituent phases exhibit isotropic 
behavior [20]. For the current investigation, the crystalline constituents are clearly 
anisotropic, and the choice of isotropic reference tensor is not as straightforward. We 
refer to two papers that describe methods for selecting an isotropic stiffness tensor that is 
as close as possible to a given set of anisotropic stiffness tensors [53, 54]. 
Next, we turn our attention to transforming eq. (40) into Fourier space. We start with 
the description of the local stiffness tensor in terms of the microstructure function as: 
∫=
G
dggMg ),()(')(' xCxC  (41)
Functions )(' gC , ( )xxΓ ′,r , and ( )xa  can be expressed in Fourier series using GSH and 
the indicator bases as: 
)()( gTg hhCC =′ , ( ) ( ) ( )'', '' xxΓxxΓ ssssr χχ≅ , ( ) ( )xaxa ssχ≅  (42)
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With: 
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Substitution of eqs (41) - (45) into eq.(40), while exploiting the orthonormality of the 
Fourier bases, results in the following highly simplified result: 
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sabδ  denotes the extended-Kronecker delta defined as: 
⎩⎨
⎧ ===
otherwise,0
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