Multistep methods for first-and second-order ordinary differential equations are used for the full discretizations of standard Galerkin approximations to the initial-periodic boundary value problem for first-order linear hyperbolic equations in one space dimension and to the initial-boundary value problem for second-order lin-2 ear selfadjoint hyperbolic equations in many space dimensions. L -error bounds of optimal order in space and time are achieved for large classes of such multistep methods.
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Introduction.
In recent years there has been considerable interest in the numerical solution by Galerkin (finite element) methods of initial-boundary value problems for first-order systems of linear hyperbolic equations in one space variable and second-order linear hyperbolic equations in many space variables.
Usually, the continuous-time semidiscrete approximations and low-order (firstand second-order accurate) full discretizations in time have been considered. It is also possible to consider higher order accurate full discretizations in time in order to match the high order of accuracy achieved by the Galerkin method in the space discretization.
Recently, Mock [15] has analyzed explicit fourth-order accurate Galerkin methods for the first-order case. For single-step Padé discretizations in time also in the first-order case cf. [18] . Crouzeix [3] and Baker and Bramble [2] have analyzed single-step fully discrete methods for the second-order hyperbolic case. Gekeler in [9] has analyzed the stability of multistep methods for second-order hyperbolic equations.
In this work as well as in [5 ] we analyze the stability and prove optimal L2 -error estimates both in space and time for multistep methods for first-and second-order hyperbolic equations.
In Section 2 we consider multistep discretizations of the simple first-order equation (2.1) with periodic boundary conditions. The "standard" variational formulation (2.1') in Hl is used for the Galerkin method in the space direction. (For "nonstandard" formulations see, e.g. [1] , [4] , [5] , [14] , [15] , [21] .) It is well known, cf. [7] , [12] , that the order of accuracy in the L2-error bound for the continuous-time approximation is nonoptimal in the case of an arbitrary finite-dimensional subspace ofH1.
Specifically, Dupont has proved in [7] that the Hermite cubics on a uniform mesh give a (nonoptimal) 0(h3) accuracy that cannot be improved. However, Dupont, op. cit., has proved that the optimal accuracy is achieved for the piecewise linear continuous functions and cubic splines. The same result has been proved by Thomée [19] for the smooth splines of arbitrary order for the nonperiodic pure initial value problem.
For the variable coefficient case cf. [20] and also [22] , [8] . In [19] and [20] superconvergence at the nodes is also proved with suitable choices of initial conditions and/or suitable (quasi)interpolation.
In the periodic case of constant coefficients that we are considering, the formulations of [19] or [20] lead to equivalent superconvergence results. We chose the Thome'e-Wendroff approach of [20] for the space part of the approximation, and we show in Theorem 2.1 that the optimal exponent in the L2-error bound is preserved (as well as the superconvergence optimal estimates), under typical "Courant number" restrictions on r/h, for a large class of multistep full discretizations, cf. [10, Chapter 5] , of the Galerkin semidiscretization. A certain boundedness condition, introduced in Definition 2.1 as Condition I has to be satisfied by the coefficients 7-, which are associated with the multistep method and defined by (2.9). We verify that the "optimal" (in the sense of Henrici [10, holds, where u, w£ are the solutions of (3.3) and (3.7), respectively, p is the order of the multistep method, and 0(hr) is the optimal accuracy achievable in Sh. We assume that the starting values {u'h }faT0 are cl°se to H1 -projections of the initial data; cf. [6] .
See Section 3.2 for details on starting values.
In the work of Gekeler [9] , where the stability of multistep methods for firstorder parabolic and second-order hyperbolic equations is analyzed, alternative conditions of stability are given. We remark that the methods which satisfy the hypotheses of respectively. When there is no possible ambiguity, Lp(0, T; X) will be denoted by LP(X). For properties of these spaces, see e.g. [13] .
In Section 2 we shall restrict ourselves to the one-dimensional case OE = (0, 1).
We shall denote by L2 the set of functions in /^(R1) which are periodic of period 1, and define ||u|| = ||u|| , for u EL2. We also denote by//m the real Sobolev % -ä-^*,, #,), Sç=a-i(*"*;).
Since G is positive definite, (2.2') possesses a unique solution C(0, 0 < r < T.
Henceforth, the finite-dimensional space Sh that we will consider will be Sh = Thomée and Wendroff have proved in [20] that a particular choice of d (9) (cf.
Lemma 2.5, p. 1063 of [20] ) and of the starting condition in (2.2) as uh(0) = Qzu0 leads in our case of (2.1), for a sufficiently smooth solution u, to the following error estimates for 0 < t < T:
where uh(t) is the solution of (2.2),
We estabUsh now some notation and some basic concepts involved in a multistep method for first-order ordinary differential equations. Consider the problem Ï = f(y,t), 0<t<T,
where we assume that / is a continuous function in both variables in the domain of its definition and Lipschitz continuous in y uniformly in t E [0, T]. Let t > 0 be the discrete time step, and let y" denote the approximation to y(t"), where t" = m, n = 0, 1, 2, ... . Let J =T/t, an integer for simplicity, and let/" = f(y", t").
Then a general linear k-step method for the numerical solution of the first-order equation (2.5) is a scheme of the form Z *¡yn+t = r Z ßjf"+i, n=0,l,2,...,J-k, We define now the associated k-step Galerkin method for the solution of the initial value problem (2.1'). We seek {u¡¡}Jn=0 E S" such that In practice we use (2.12) to advance in time since G and S will have, in general, smaller bandwidths than G and S-Now since <&., *. are 1-periodic functions, S is antisymmetric. Hence, since afe > 0 and G is symmetric and positive definite, we conclude that the matrix cxkG + rßkS is invertible. Hence, the solutions C" of the linear systems (2.12) exist uniquely. Under the hypotheses of Lemma 2.3 so do the solutions C" of (2.12 ). We shall discuss starting values in Section 2.2. the estimate below is a consequence of (2.13). The proof in [20] , which is given for s = 2p, can be easily modified to yield (2.14).
Lemma 2.5. Let 0 satisfy (2.13) for some integer s, p<s <2p, let u be the solution of (2.1), and suppose that for 0 < j < s + 1 and for every t E [0,T], d'u/dx' are continuous, l-periodic functions. where u" = u(m), U" is the N-vector with components u"(jh) and where C¡, i = I, 2, 3, are constants which do not depend on h, t, u or uh.
Proof. Let E" =C" -U". Using (2.12'), we obtain that E" satisfies (2.17) Z iajG + TßjS)E"+> = -GR" -tF" for 0 < n < J -k, Now let w = wx + iw2, with w¡ E 5M, i -1,2. Then from the above it follows that X = 2(w'1,w2)/(||w1||2 +||w2||2). Now, since wx € 5M, it satisfies the inverse property \\w\ || < CVi^llWjII, for some constant C. Hence, |X| < Ch~l. Because of the cyclic structure of G, S , it is easy to obtain explicit formulas for the eigenvalues X-of G~ ' S • We immediately obtain that X/. = X/(G-1S) = X/(S)/X/(G). It is assumed that a/;(x) E C°(£2) and that ai;(x) = aj((x) for x G £2 and that there exist constants a, A > 0 such that License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Then the initial-boundary value problem (3.1) has the following weak formulation:
Given a¡¡ E C°(£2) and uQ,uxEH »(£2), find u E L2(0, T; H1^)) such that d2u/dt2 EL2(0, T; #~x(£0) and satisfying
Henceforth, we assume that (3.3) has a unique solution u. In appropriate places below precise conditions on the smoothness of u, which guarantee the convergence results, will be imposed. Let h be a real parameter, 0 < h < 1 and let Sh be a finite-dimensional subspace of H l (£2) which satisfies the following approximation property for h sufficiently small, {y'}j=o given starting values, with k > 1 and a;-, fy, 0 </ < k, real constants independent of n. Again we assume for definiteness that ak > 0 and |a0| + \ßQ\ > 0. We also assume that ßk > 0. With the difference equation (3.6) we associate again the polynomials p(z) and o(z) defined by (2.6'). For the convergence, stability and order p of such methods see [10, Section 6.1] . It is well known that the order p of a stable special fc-step method cannot exceed k + 2. Again, it may be at most k + 2 when k is even and at most k + 1 when k is odd.
A stable special fc-step method (k even) whose order isk+2 will be called a special optimal k-step method. See also [9] . For these methods we find that Í0<f <4/(l -40) ifO<0<y4, 0 < t < °° if 9 > XU.
Hence, Conditon II is satisfied with K defined as above. We define now an associated special fc-step Galerkin method for the solution of the initial-boundary value problem (3.3). We seek {u" }Jn-0 E Sh such that Lemma 3.1. Let f" E L2 (£2) for 0 < n </, and let {v'}^S0l be given functions in Sn. Given a special k-step method of the form (3.6) which satisfies Condition II for some K > 0, let {v' }j=0 E Sn satisfy (3-9) /¿ ajVn+',À +T2aíz ßjVn+', <¡\ = (f", 0), 0 < n <J -k, V0 ESh. Hence, if v(x) = s££ x V^x) ESh,we see that X = a(v, v)l\\v\\2; and the result follows from (3.13) and (3.10).
We now refer to a well-known (cf. e.g. [23] ) result about the elliptic projection of the solution u of (3.3).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Lemma 3.2. Let u be the solution of (3.3) and suppose that it satisfies d'u(t)/dtl € /T(£2), 0 < t < T, 1 = 0,1,2,_For 0 < t < T we define coh(t) E s h by (3.14) «("*(*), <p) = a(u(t), 0) \/cpESn.
Then for some constant C independent of h, u, con we have that Proof We define u>n(t) by (3.14) and set f" = «J| -co^, tj(0 = "(0 -wh(0-Then by (3.3), (3.7) and (3.14) we have that W(pESh where we express d'u(0)/dt' in terms of u0, ux,a^ and their derivatives using (3.1).
We easily see that s>0.
L°°(HS)
We set now u'h = coi, where to* E Sh is defined by a(coÍ,0) = a(«Í,0) V0G5ft.
This choice obviously satisfies (3.22).
