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Abstract
Matroids are combinatorial objects that capture abstractly the essence of dependence. The
Tutte polynomial, defined for matroids and graphs, has a numerous amount of information
about these structures. Tutte defined activities for graphs, generalized later for matroids by
Crapo. In this thesis, we study these activities and we use them to interpret the coefficients of
the Tutte polynomial.
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1. Introduction
In Combinatorics, researchers work on studying the properties of combinatorial objects as graphs
and matroids.
W.T.Tutte was one of these researchers who devoted his time and work in studying and finding
invariants that give more information about graphs mainly. In 1954, he defined the dichro-
matic polynomial [14], known later as Tutte polynomial, with two variables x and y denoted
T (G ; x , y) for graphs, which was generalized later to matroids by Crapo [5].
The importance of this polynomial comes from the information it contains about a graph or
a matroid. At the beginning, the Tutte polynomial was conceived as a generalization of the
chromatic polynomial, but more properties and information can be found using this polynomial
about connectivity, bases, rank and many others.
The Tutte polynomial has many equivalent definitions as we will see in Chapter 3. One of
these definitions is as the generating function of spanning trees according to “Tutte activities”.
Studying these activities and how they can help us understand the coefficients of the Tutte
polynomial was the motive of this thesis.
Brylawski discovered that the coefficients of the Tutte polynomial T (M; x , y) of a matroid M
satisfy some linear relations [3].These relations were a good start for us to study the activities
of a matroid.
Studying the Tutte polynomial is still a very active area of research. One of these results is
about the derivatives as generating function of Tutte activities [10], other was about finding
new formulas for Tutte’s coefficients [8]. These particular results were interesting to this work.
This thesis is structured in five chapters. After this introduction, in the second chapter we will
introduce matroids, define them and give the most important properties they have. The third
chapter will be about the Tutte polynomial. We will see the different equivalent definitions as
well as some interesting results found in this area of research.
Chapter 4 consists of two sections and it will be about interpreting Tutte coefficients. The first
section is about some specific Tutte coefficients. We will give first few simple known results,
then we will discuss about the relation between Tutte coefficients and parallel and series classes
in a matroid. These relations were found recently for graphs [8] and we worked out in applying
them for matroids and adding to the given results. The second section will be about a theorem
linking matroid connectivity and the coefficient of x , where we have also our contribution in
proving it using the activities.
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Chapter 5 is devoted to Brylawski’s equations. We will discuss the proof of two cases of this
equation. The proof of the second equation in this section is a result of our work on this thesis.
Previous proofs were presented for the same theorem but they were quite involved [3].
If this thesis was to be continued, the natural way is to continue with the general form of Bry-
lawski’s results found in Chapter 5, as we discussed one case which we think can be generalized
with further studies.
We assume the reader has basic knowledge in graph theory. Basic definitions can be found
in [7] and [16].
4
2. Matroids
Matroid theory is a combinatorial theory in discrete mathematics that abstracts the notion
of linear independence in vector spaces. It is a branch that has deep connections with linear
algebra, graph theory and many other fields. Applications of matroids were found in geometry,
topology, combinatorial optimization, network theory and coding theory.
Matroids were first defined by Whitney (1935) [17] through studying the fundamental properties
of dependence that are common to graphs and matrices. Van der Waerden (1937) [15], working
independently in the same area, was able to distinguish some properties that are common to
algebraic and linear independence as well.
In this chapter, we will give some basic definitions and properties of matroids.
Often, we shall want to add a single element e to a set X or to remove e from X . In such
cases, as a convention in matroid theory, we shall abbreviate X ∪ {e} and X − {e} to X ∪ e
and X − e, respectively.
The main reference that we followed in this chapter is [13].
2.1 Basic Definitions
A characteristic of matroids is that they can be defined in many different equivalent ways.
In this section, we will introduce some of these ways. As a basic definition, we will use the
independent sets to define the matroids.
Definition 2.1. A matroid M is an ordered pair (E , I), consisting of a finite set E and a
collection I of subsets of E such that
1. φ ∈ I.
2. If I1 ∈ I and I2 ⊆ I1 then I2 ∈ I.
3. If I1 and I2 are in I and |I1| < |I2|, then there exists an element e of I2 − I1 such that
I1 ∪ e ∈ I.
The members of I are the independent sets of M and E is the ground set of M.
As mentioned above, matroids can be defined in other equivalent ways, using circuits or bases
among others. We will define circuits and bases and see their properties.
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Definition 2.2. A minimal dependent set in a matroid M is called a circuit of M.
The set of circuits of M is denoted C(M).
Proposition 2.3. The set C of circuits of a matroid M has the following properties
1. φ /∈ C;
2. If C1 and C2 are members of C and C1 ⊆ C2, then C1 = C2; and
3. If C1 and C2 are distinct members of C and e ∈ C1 ∩ C2, then there exists C3 ∈ C such
that C3 ⊆ (C1 ∪ C2)− e.
Proof. The proof of the first and the second properties is trivial. For the third property, assume
that the set (C1∪C2)− e does not contain a circuit. Then (C1∪C2)− e is an independent set.
The set C2 − C1 is non-empty. Indeed if C2 − C1 is empty, then as we have that e ∈ C1 ∩ C2,
then C1 = {e} and C1 ⊆ C2; hence by the second property C1 = C2 which is not true since
C1 and C2 are distinct. So let f be an element in C2 − C1. As C2 is a minimal dependent set,
C2 − f ∈ I. Take now a set I of C1 ∪ C2 such that I is maximal independent set containing
C2 − f . As C1 is a circuit, we have an element g of C1 which is not in I . The elements f and
g are distinct. So,
|I | ≤ |(C1 ∪ C2)− {f , g}| = |C1 ∪ C2| − 2 < |(C1 ∪ C2)− e|
Now we apply the third axiom of Definition 2.1 on the independent sets I and (C1 ∪ C2)− e.
Then there exist element x of [(C1 ∪ C2) − e] − I such that I ∪ x is independent. This is a
contradiction as I is maximal.
We can notice that, for a matroid M, if we have the set I, then we can determine C(M).
Similarly, I can be determined from C(M). We remark that it can be proved that a collection
of subsets of a set E satisfying the three properties in Proposition 2.3 is the collection of circuits
of a matroid of ground set E .
We define the bases of a matroid as
Definition 2.4. A base of M is a maximal independent set of M.
Studying the bases of a matroid, we can find this fundamental property about the size of these
bases.
Theorem 2.5. If B1 and B2 are bases of M, then
|B1| = |B2|.
Proof. As B1 and B2 are bases, then they are independent, so they are members of I. Suppose
that |B1| < |B2|. Then by the third axiom of Definition 2.1, there exist an element e of B2−B1
such that B1 ∪ e ∈ I. This is a contradiction as B1 is maximal. Hence |B1| ≥ |B2|. Similarly,
|B2| ≥ |B1|. As a result, |B1| = |B2|.
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Proposition 2.6. The set B of bases of a matroid M has the following properties:
1. B is non-empty; and
2. If B1 and B2 are members of B and x ∈ B1−B2, then there exists an element y ∈ B2−B1
such that (B1 − x) ∪ y ∈ B.
Proof. The first property is trivial, as I is non-empty, then B is non-empty. For the second
property, consider the two sets B1 − x and B2. Both sets are independent. As |B1| = |B2| by
Theorem 2.5, then |B1 − x | < |B2|. By axiom 3 of Definition 2.1, there is an element y of
B2 − (B1 − x) such that (B1 − x) ∪ y ∈ I. We have y ∈ B2 − B1. The set (B1 − x) ∪ y
is independent, thus (B1 − x) ∪ y ⊆ B ′1, where B ′1 is a base of M. Again by Theorem 2.5,
|B ′1| = |B1|, but also, |B1| = |(B1−x)∪y |. This implies that (B1−x)∪y = B ′1. So (B1−x)∪y
is a base of M.
In a similar approach, if we know the independent sets of a matroid M, we can determine the
set of bases B. And knowing B can lead us to know the set I of M. This shows the equivalence
between the three concepts of independent sets, circuits and bases. We can also prove that a
collection of subsets of a set E satisfying the two properties in Proposition 2.6 is the collection
of bases of a matroid of ground set E .
At this point we can define loops and isthmuses. A loop of a matroid M is a circuit of cardi-
nality one. And an isthmus of M is an element that is contained in all the bases.
To clarify the concepts of independent sets, circuits and bases, consider the following example
Example 2.7. Given a graph G = (V ,E ). Let I be the set of acyclic subsets of E . Then
(E , I) is a matroid denoted M(G ) and is called the cycle matroid of G . For instance, for the
graph in Fig. 1, we have
Figure 1: A graph G
The ground set of M(G ) is E = {e1, e2, e3, e4, e5}.
The set of independent sets of M(G ) is
I = {φ, {e1}, {e2}, {e4}, {e5}, {e1, e2}, {e1, e5}, {e2, e4}, {e2, e5}, {e4, e5}}.
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The set of circuits of M(G ) is
C = {{e3}, {e1, e4}, {e1, e2, e5}, {e2, e4, e5}}.
The set of bases of M(G ) is
B = {{e1, e2}, {e1, e5}, {e2, e4}, {e2, e5}, {e4, e5}}.
In a graphic matroid, we can observe the following:
• The bases of M(G ) are the spanning trees of G if G is connected.
• The circuits of M(G ) are the cycles of G .
A matroid can also be obtained from a matrix. As a matter of fact, the name matroid comes
from studying the independence of the columns in a matrix.
Proposition 2.8. Let E be the set of column labels of an m × n matrix A over a field F, and
let I be the set of subsets X of E for which the multiset of columns labelled by X is a set and
is linearly independent in the vector space V (m,F). Then (E , I) is a matroid.
Proof. Clearly I is non-empty and every subset of every member of I is also in I. Let I1 and
I2 be members of I with |I1| < |I2|. We need to show that there is an element e in I2 − I1
such that I1 ∪ e ∈ I. Let W be the subspace of V (m,F) spanned by I1 ∪ I2. Then dim W ,
the dimension of W , is at least |I2|. Now suppose I1 ∪ e is a member of I for all e in I2 − I1.
Then W is contained in the span of I1. Thus |I2| ≤ dimW ≤ |I1|; this is a contradiction, since
we stated that |I1| < |I2|. So I2 − I1 contains an element e such that I1 ∪ e ∈ I.
A matroid obtained from a matrix A, denoted M(A), is called a vector matroid of A. This is
a particular example of such matroid.
Example 2.9. Let A be the following matrix over the field R of real numbers.
( 1 2 3 4 5
1 0 0 1 1
0 1 0 0 1
)
Then (E , I) is a matroid where E = {1, 2, 3, 4, 5} and
I = {φ, {1}, {2}, {4}, {5}, {1, 2}, {1, 5}, {2, 4}, {2, 5}, {4, 5}}.
The set of circuits C is C = {{3}, {1, 4}, {1, 2, 5}, {2, 4, 5}}.
And the set of bases B is B = {{1, 2}, {1, 5}, {2, 4}, {2, 5}, {4, 5}}.
Notice that, looking back at example 2.7, there is a bijection ψ from {1, 2, 3, 4, 5} to {e1, e2, e3, e4, e5}
defined by ψ(i) = ei .
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A set X is a circuit, a base or an independent set in M(A) if and only if ψ(X ) is a circuit, a
base, or an independent set in M(G ) respectively.
Thus M(A) and M(G ) have the same structure.
In example 2.7, {e1, e4} is a circuit of size two. This motivates the following definitions.
Definition 2.10. Let M be a matroid. If f and g are elements of M such that {f , g} is a
circuit, then f and g are parallel.
A parallel class of M is a maximal subset X of E (M) such that any two distinct members of
X are parallel and no member of X is a loop.
A parallel class is trivial if it contains just one element.
Definition 2.11. A matroid M is said to be simple if it has no circuits of 1 or 2 elements.
The rank of a matroid M, denoted r(M), is the size of a base B of M. For X a set of M,
r(X ) is equal to the cardinality of the largest independent set of X .
We can express bases, independent sets and circuits in terms of the rank function.
Proposition 2.12. Let M be a matroid with rank function r and suppose that X ⊆ E (M).
Then
1. X is independent if and only if |X | = r(X );
2. X is a basis if and only if |X | = r(X ) = r(M);
3. X is a circuit if and only f X is non-empty and, for all x in X , r(X −x) = |X |−1 = r(X ).
The proof of the previous proposition is trivial.
The nullity of a set X in a matroid M, denoted n(X ), is defined by |X | − r(X ).
There are many representations for matroids as we have seen. One of these representations is
using points and lines as in Figure 2, where points represent elements, and a set is independent
in the matroid if it is affinely independent in the drawing. We have, any two points are
independent unless they are placed next to each other, and three points are independent if they
are not collinear, and so on.
Figure 2: A matroid M whose independent sets are all sets with two or less elements except
for {1,2}
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2.2 Duality
One attractive feature of matroid theory is that every matroid M has a dual M∗. We will define
the dual of a matroid and see some of its basic properties in this section.
Theorem 2.13. Let M be a matroid and B∗(M) be {E (M)− B : B ∈ B(M)}. Then B∗(M)
is the set of bases of a matroid on E (M).
In order to prove this theorem, we need the following
Lemma 2.14. The set B of bases of a matroid M has the following property
If B1 and B2 are in B and x ∈ B2 − B1, then there is an element y of B1 − B2 such that
(B1 − y) ∪ x ∈ B.
Proof. of Lemma 2.14. As B1 is a base and x /∈ B1 then B1 ∪ x contains a unique circuit
C . As C is dependent and B2 is independent, C − B2 is non-empty. Moreover (B1 − y) ∪ x
is independent since it does not contain C . As |(B1 − y) ∪ x | = |B1|, then (B1 − y) ∪ x is a
base.
Proof. of Theorem 2.13.
As B(M) is non-empty, B∗(M) is non-empty. So B∗(M) satisfies the first property of Propo-
sition 2.6.
Now suppose B∗1 and B
∗
2 are in B∗ and x ∈ B∗1 − B∗2 . Let B1 = E − B∗1 and B2 = E − B∗2 .
Then B1 and B2 are in B.
In addition, B∗1 − B∗2 = B∗1 ∩ (E − B∗2 ) = (E − B1) ∩ B2 = B2 − B1. By Lemma 2.14, as
x ∈ B2 − B1, there is an element y of B1 − B2 such that (B1 − y) ∪ x ∈ B. We can see that
y is an element of B∗2 − B∗1 and that E − ((B1 − y) ∪ x) ∈ B∗. But
E − ((B1 − y)∪ x = ((E −B1)− x)∪ y = (B∗1 − x)∪ y . And we get that B∗(M) satisfies the
second property of Proposition 2.6.
As a result, B∗(M) in the set the bases of a matroid on E .
This matroid defined by B∗(M) is called the dual of M and denoted by M∗. We have
B(M∗) = B∗(M).
The bases of M∗ are called cobases of M. In a similar convention, the circuits of M∗ are called
cocircuits of M. For instance, we can see these definitions and elementary relationships.
Definition 2.15. Let M be a matroid with rank r . Let X be a set of M. The closure of X in
M is defined by
clM(X ) = {x ∈ E : r(X ∪ x) = r(X )}.
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A subset X ⊆ E is closed if clM(X ) = X . Closed sets are called flats.
The hyperplanes of M are the elements of
H(M) = {X ⊆ E : clM(X ) = X and r(X ) = r(M)− 1}.
Proposition 2.16. Let M be a matroid on a set E and suppose X ⊆ E . Then
1. X is a hyperplane if and only if E − X is a cocircuit;
2. X is a circuit if and only if E − X is a cohyperplane.
It is interesting to observe that in case we have a planar graph G where G ∗ is its dual, then
M(G )∗ = M(G ∗).
Let M be a matroid and B be a basis of M. For an element e in E (M)−B , B ∪ e contains a
unique circuit denoted C (e,B). And for an element f in B , there is a unique cocircuit disjoint
with B − f denoted C ∗(f ,B) and is given by C ∗(f ,B) = {x ∈ E : B ∪ f − x ∈ B}.
Definition 2.17. C (e,B) is called the fundamental circuit of e with respect to B . And
C ∗(f ,B) is called the fundamental cocircuit of f with respect to B .
One elementary relationship between circuits and cocircuits in a matroid is the following.
Proposition 2.18. Let M be a matroid and B be a base of M. Take f ∈ B , then
e ∈ C ∗(f ,B) if and only if f ∈ C (e,B).
At this point it is interesting to define the notions of deletion and contraction in a matroid.
Let M be a matroid (E , I) and e be an element of E . Let I ′ = {I ⊆ E − {e} : I ∈ I}. It is
easy to check that (E − {e}, I ′) is a matroid. We denote this matroid by M \ e and we call it
the deletion of e from M. Now take the matroid (E − {e}, I”) where I” = {I ⊆ E − {e} :
I ∪ {e} ∈ I}. Again this is a matroid denoted M/e and called the contraction of e from M.
Here we can note that the matroid M/e is the matroid (M∗ \ e)∗. And we have the following
proposition
Proposition 2.19. Let M be a matroid and E be its ground set. Let e ∈ E . If e is a loop or
an isthmus of M then,
M \ e = M/e.
We define a series class in M as a parallel class in M∗.
Proposition 2.20. Let M be a matroid. We have
p(M) = s(M∗).
where p(M) is the number of non-trivial parallel classes of M and s(M∗) is the number of
non-trivial series classes of M∗.
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2.3 Connectivity
We will discuss in this section the concept of connectivity of matroids which comes from the
concept of 2-connected graphs.
Recall that a graph G = (V ,E ) is said to be connected if there is a path between every pair of
vertices of G .
Definition 2.21. A connected graph G is called 2-connected if, for every vertex x ∈ V (G ),
G − x is connected.
Given two matroids M1 and M2 on disjoint sets E1 and E2, we can get a new matroid by just
putting M1 and M2 together.
Definition 2.22. Let M1 and M2 be matroids on disjoint ground sets E1 and E2, respectively.
Define the direct sum M1 ⊕M2 to be the matroid on the ground set E = E1 ∪ E2, having as
independent sets all sets of the form I1 ∪ I2, where I1 ⊆ E1 is independent in M1 and I2 ⊆ E2
is independent in M2.
Pictorially, the direct sum is generated by placing the two matroids side and side. An example
of the sum of M(G )⊕M(G ) defined in Example 2.7 can be seen in Figure 3.
Figure 3: The direct sum of M(G )⊕M(G )
A matroid is said to be connected if it has exactly one connected component. In other words,
Definition 2.23. A matroid M is connected if and only if M cannot be written as a direct sum
of smaller matroids.
We can see the relationship between connectivity of graphs and matroids in the following propo-
sition.
Proposition 2.24. Let G be a loopless graph without isolated vertices and suppose that
|V (G )| ≥ 3. Then M(G ) is a connected matroid if and only if G is a 2-connected graph.
12
3. The Tutte Polynomial
The Tutte polynomial is one of the important and rich polynomials defined for graphs and
matroids, and gives many information about the nature of these graphs and matroids. It was
defined by Tutte in 1954 who called the two-variable polynomial T (G ; x , y) the Dichromate
of the graph G , but with time it was called the Tutte polynomial of G (or M for matroids).
We will define the Tutte polynomial for matroids in general. The Tutte polynomial of a graph
is the Tutte polynomial of its cycle matroid.
The main references we followed in this chapter are [1] and [11].
3.1 Definitions and Properties
The Tutte polynomial has three different equivalent definitions. We will take the definition using
the internal and external activities of a matroid as our main definition. For that, we will start by
defining these activities.Then, the other two definitions will be given and a particular example
will show the equivalence between the three forms. The equivalence of the three forms can be
found in [11]. At the end of this section we will look at particular values of the Tutte polynomial.
Let M be a matroid and let < be a linear order on the ground set E . For a basis B , define the
sets:
EA(B) = {e ∈ E − B : min(C (e,B)) = e}
EP(B) = {e ∈ E − B : min(C (e,B)) 6= e}
IA(B) = {i ∈ B : min(C ∗(i ,B)) = i}
IP(B) = {i ∈ B : min(C ∗(i ,B)) 6= i}
The elements of EA(B) and EP(B) are called externally active and externally passive with
respect to B , respectively. And the elements of IA(B) and IP(B) are called internally active
and internally passive with respect to B , respectively.
Let us examine the activities in the following example
13
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Example 3.1. Let M be the matroid in Figure 4.
Figure 4: Matroid M defined (a) by points and lines or (b) by a graph
One of the bases of M is B = {2, 3}. To find the internal active elements of B , we need to
find the fundamental cocircuits of 2 and 3.
The fundamental cocircuit of 2 is C ∗(2,B) = {1, 2, 4}. As 2 is not the smallest element in
C ∗(2,B), 2 is internally passive.
The fundamental cocircuit of 3 is C ∗(3,B) = {3, 4}. As 3 is the smallest element in C ∗(3,B),
3 is internally active. To see which elements are now externally active, we need to find the
fundamental circuits of 1 and 4.
The fundamental circuit of 1 is C (1,B) = {1, 2}. As 1 is the smallest element in C (1,B), 1 is
externally active.
And finally the fundamental circuit of 4 is C (4,B) = {2, 3, 4}. So 4 is externally passive.
The following is an easy but useful observation
Corollary 3.2. The element ’1’ will always be active and the largest element will always be
inactive unless it is a loop or an isthmus.
We can now give the definition the Tutte polynomial
Definition 3.3 (Internal and External activity). Let M(E , I) be a matroid. For any non-
negative integers i , j , let tij be the number of basis of M with exactly i internally active
elements and j externally active elements. Define the Tutte polynomial of M as
T (M; x , y) =
∑
i ,j≥0
tijx
iy j
Let us calculate the Tutte polynomial for matroid M given in Example 3.1. We need to find
the set of bases B of M. B = {{1, 3}, {2, 3}, {1, 4}, {2, 4}, {3, 4}}.
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For each base, we need to find its internally and externally active elements.
Base {1, 3} has two internally active elements, 1 and 3; and no externally active elements.
Base {2, 3} has one internally active element,3; and one externally active element, 1, as we
have seen in Example 3.1.
Base {1, 4} has one internally active element, 1; and no externally active elements.
Base {2, 4} has no internally active elements and one externally active element, 1.
Base {3, 4} has no internally active elements and two externally active elements, 1 and 2.
Then
T (M; x , y) = 1 · x2y0 + 1 · x1y1 + 1 · x1y0 + 1 · x0y1 + 1 · x0y2 = x2 + xy + x + y + y2
The Tutte polynomial can be also defined using the rank and nullity of sets of E , the ground
set of the matroid M. We have
Theorem 3.4 (Rank-Nullity). Let M(E , I) be a matroid. The Tutte polynomial of M can be
written as:
T (M; x , y) =
∑
A⊆E
(x − 1)r(E)−r(A)(y − 1)|A|−r(A)
We can notice here that the equivalence of these two forms guarantees that the coefficients of
the Tutte polynomial in Definition 3.3 is independent to the choice of order.
For the same matroid in Example 3.1, let us calculate the Tutte polynomial using Rank-Nullity.
To visualize the results we will put the results in the following Table 1.
Note that the rank of E is r(E ) = 2.
15
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Table 1: Expansions of the Tutte polynomial of Example 3.1
A r(A) r(E )− r(A) |A| − r(A) (x − 1)r(E)−r(A)(y − 1)|A|−r(A)
φ 0 2 0 (x − 1)2
{1} 1 1 0 x − 1
{2} 1 1 0 x − 1
{3} 1 1 0 x − 1
{4} 1 1 0 x − 1
{1,2} 1 1 1 (x − 1)(y − 1)
{1,3} 2 0 0 1
{1,4} 2 0 0 1
{2,3} 2 0 0 1
{2,4} 2 0 0 1
{3,4} 2 0 0 1
{1,2,3} 2 0 1 y − 1
{1,2,4} 2 0 1 y − 1
{1,3,4} 2 0 1 y − 1
{2,3,4} 2 0 1 y − 1
{1,2,3,4} 2 0 2 (y − 1)2
The Tutte polynomial is the sum of the last column of Table 1.
The result of this sum is
T (M; x , y) = x2 + x + y + xy + y2
which is the same result calculated earlier.
In the third equivalent definition of the Tutte polynomial we use a linear recursion relation of
deleting and contracting elements which are neither loops nor isthmuses.
Theorem 3.5 (Deletion-Contraction). Let M be a matroid and e be an element of E .
T (M; x , y) =

xT (M \ e; x , y) if e is an isthmus
yT (M/e; x , y) if e is a loop
T (M \ e; x , y) + T (M/e; x , y) if e is neither an isthmus nor a loop
If E is empty, then T (M; x , y) = 1
We will consider the same Example 3.1 to find the Tutte polynomial using deletion and con-
traction. The following Figure 5 illustrates how the recursion is followed.
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Figure 5: The deletion/contraction recursion of Matroid M
We can notice that the Tutte polynomial is the sum of the last row in Figure 5.
So
T (M; x , y) = xy + y2 + x2 + x + y
which is the result we were expecting.
Note that the result is invariant under the order in which we contract or delete, but indeed the
order in which contraction or deletion are applied significantly affects the size of the computation
tree.
There are several nice values of the Tutte polynomial. We can see some of them in the following
theorem
Theorem 3.6. For a matroid M and a graph G we have the following
1. T (M; 1, 1) counts the number of bases of M (spanning trees in a connected graph);
2. T (M; 2, 1) counts the number of independent sets of M (forests in G );
3. T (M; 1, 2) counts the number of spanning sets of M (spanning subgraphs of G ).
These results follows easily from Theorem 3.4.
We have some useful properties of the Tutte polynomial, we will state the two most interesting
ones that we used later in our research.
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Theorem 3.7. Let M be a matroid given as M = M1 ⊕M2. Then
T (M; x , y) = T (M1; x , y)T (M2; x , y)
The proof of Theorem 3.7 directly follows from Definition 2.22 and Theorem 3.4.
Theorem 3.8. Let M be a matroid. Then,
T (M∗; x , y) = T (M; y , x)
Note that for a matroid M of rank r , and M∗ its dual of rank r∗, r∗(A) = |A|− r(E )− r(E \A).
The proof then directly follows from Theorem 3.4.
As we see, in order to find the Tutte polynomial of the dual matroid M∗, it is enough to
exchange the positions of x and y in the Tutte polynomial of the matroid M.
3.2 Derivatives of matroid Tutte polynomial
In this section, we will refer to results found in [10] by Las Vergnas. We will see that in an
ordered matroid the partial derivative ∂
i+jT
∂x i ∂y j
of the Tutte polynomial is i !j! times the generating
function of activities of subsets with corank i and nullity j . We will see that there are four
equivalent forms to find these derivatives.
Some basic definitions and notations are needed.
Definition 3.9. Let M be a matroid on a linearly ordered set E . Let A ⊆ E . Set
ExtM(A) := {e ∈ E −A : e is the smallest element of some circuit of M contained in A∪{e}},
and let eM(A) = |ExtM(A)|.
We say that ExtM(A) is the set of externally active elements of A with respect to M.
We have IntM(A) := {e ∈ A : e is the smallest element of some cocircuit of M contained in
(E − A) ∪ {e}}.
We say that IntM(A) is the set of internally active elements of A with respect to M.
Remark 3.10. Note that these definitions generalize the activities for bases we have seen earlier.
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Theorem 3.11. Let M be a matroid on a linearly ordered set E , and i , j be non-negative
integers. Then
∂ i+jT (M; x , y)
∂x i ∂y j
= i !j!
∑
A⊆E
crM(A)=i
nlM(A)=j
x iM(A)y eM(A)
where crM(A) := the corank of A in M ; nlM(A) := the nullity of A in M.
The proof of Theorem 3.11 is done in a more general setting of matroid perspectives. Properties
of Dawson partition [10] of the Boolean lattice defined by matroid bases are used to prove this
theorem.
We can observe that finding the derivative in Theorem 3.11, setting x , y = 0 and diving by i !j!
give us the coefficient of the Tutte polynomial tij ,
Corollary 3.12. Let M be a matroid and E be its ground set.
tij = |A ⊆ E : crM(A) = i , nlM(A) = j , iM(A) = 0 and eM(A) = 0|
Having elements in a set A forming a circuit, we can observe the following
Corollary 3.13. Let e1, e2, ..., ek ∈ A such that {e1, e2, ..., ek} form a circuit, then ei is not
internally active for all i = 1, ..., k . We write i(ei ) = 0 for all i = 1, ..., k .
Three other alternative expansions can be deduced from Theorem 3.11 to find the same deriva-
tives.
Corollary 3.14. We have
∂ i+jT (M; x , y)
∂x i ∂y j
= i !j!
∑
A⊆E
iM(A)=i
nlM(A)=j
xcrM(A)y eM(A)
∂ i+jT (M; x , y)
∂x i ∂y j
= i !j!
∑
A⊆E
crM(A)=i
eM(A)=j
x iM(A)ynlM(A)
and
∂ i+jT (M; x , y)
∂x i ∂y j
= i !j!
∑
A⊆E
iM(A)=i
eM(A)=j
xcrM(A)ynlM(A)
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4. Interpretations for specific Tutte coeffi-
cients
The Tutte Polynomial contains much information about the matroids (or graphs). In this
section we will discuss some specific coefficients of Tutte polynomial and interpret them to find
more about the nature of matroids. The results in this chapter can be proved using deletion
and contraction method and by induction, but our focus is to look in terms of activities of the
matroid, especially when there are no such proofs in the literature.
4.1 Interpretation of specific Tutte coefficients
In this section, we will interpret some coefficients of the Tutte polynomial. We will start with
some basic known results, then we will discuss about the coefficients tr−1,1 and t1,m−r−1.
Theorem 4.1. Let M be a matroid of m elements and rank r . Then
1. t00 = 0;
2. tij = 0 whenever i > r or j > m − r ;
3. tr0 = 1 and t0,m−r = 1, if M has neither loops nor isthmuses.
The proof of this theorem follows easily from the Definition 3.3.
For a given matroid M(E , I) of rank r(M) = r , we can see a relation between tr−1,1 and the
parallel classes in M. Using duality we can deduce a relation between t1,m−r−1 and the series
classes in M.
The results obtained in this section were written for graphs [8]. And the proofs in the original
paper are quite involved. We worked on equivalent results for matroids and tried finding more
direct and shorter proofs.
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Theorem 4.2. Let M be a matroid with no loops or coloops of rank r(M) = r and E be its
ground set. Then
1. tr−1,1(M) = p(M),
2. t1,m−r−1(M) = s(M).
where p(M) and s(M) are the number of non-trivial parallel and series classes of M respectively.
Proof. 1. M is a matroid on a linearly ordered set E .
Using Theorem 3.11, we have
tr−1,1(M) = #{A ⊆ E : crM(A) = r − 1, nlM(A) = 1, iM(A) = 0 and eM(A) = 0}
We know
crM(A) = r(E )− r(A) = r − 1
As
r(E ) = r then r(A) = 1
And
nlM(A) = |A| − r(A) = 1,
then
|A| = nlM(A) + r(A) = 1 + 1 = 2
So A are sets of size 2 and rank 1, such that i(A) = 0 and e(A) = 0.
As M has no loops, the only sets with rank 1 and 2 elements are the sets of two parallel
elements. We can write:
A = {s1, s2} ⊆ E such that s1 and s2 are parallel and i(A) = e(A) = 0
Figure 6: A parallel class having elements s1 and s2
As s1 and s2 are parallel, they form a circuit then i(s1) = i(s2) = 0 by Corollary 3.13.
So i(A) = 0.
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Using Definition 3.9, for A to have external activity zero, any element of E − A having s1 or
s2 in their circuit must not be the smallest element. Namely the other elements in the parallel
class containing s1 and s2. See Figure 6 .
So we conclude that s1 or s2 must be the smallest elements in their parallel class.
As a result, in each parallel class, choose A to be the set of the two smallest elements.
We get
tr−1,1(M) = p(M).
2. Dually,
r(M∗) = |E | − |B| = m − r
So we have using (1),
tm−r−1,1(M∗) = p(M∗).
But we have by Theorem 3.8,
T (M∗; x , y) = T (M; y , x).
In particular,
tm−r−1,1(M∗) = t1,m−r−1(M).
And by Proposition 2.20,
p(M∗) = s(M).
As a result,
t1,m−r−1(M) = s(M).
The results in Theorem 4.2 can be extended to tr−1,j . These results are not in the original paper.
Theorem 4.3. Let M be a connected matroid on a linearly ordered set E of rank r(M) = r .
Then
1. tr−1,j(M) = pj(M)
2. tj ,m−r−1(M) = sj(M)
where pj(M) and sj(M) are the number of parallel and series classes of M with at least j
elements respectively.
Proof. 1. We have
tr−1,j(M) = #{A ⊆ E : crM(A) = r − 1, nlM(A) = j , iM(A) = 0 and eM(A) = 0}.
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And
r(A) = 1 and |A| = j + 1.
So
A = {s1, s2, ..., sj+1} ⊆ E such that si for i = 1, ..., j + 1 are parallel, and i(A) = e(A) = 0.
In a similar proof to Theorem 4.2, we get that A is a set of the j + 1 smallest elements in a
parallel class.
So
tr−1,j(M) = pj(M).
2. Analogous to the proof of Theorem 4.2 (2).
4.2 Connectivity of Matroids
Connectivity is always a property to be studied. By looking only at one coefficient of the Tutte
polynomial we can directly find out if a matroid is connected or not. The following theorem
was proved using different methods. Here we have our contribution in proving the connectivity
theorem using Tutte’s activities.
Theorem 4.4. If M has at least two elements, M is a connected matroid if and only if t10 > 0.
Proof. Sufficient Condition: t10 > 0 =⇒ M is a connected matroid.
Suppose that M is not connected, then M is the direct sum of at least two connected compo-
nents M1 and M2;
M = M1 ⊕M2.
Using Theorem 3.7, Tutte polynomial of M can be written as
T (M; x , y) = T (M1; x , y)T (M2; x , y).
By the Definition 3.3 of the Tutte polynomial, the terms of the polynomial are of the form
tijx
iy j for some i , j .
We know that t00 = 0, so T (M1; x , y) and T (M2; x , y), both contain no constant term.
Multiplying both polynomials can never give a term kx for some value k 6= 0.
This implies that T (M; x , y) has no kx term of the form x1y0. So t10 = 0. Contradiction.
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Necessary Condition: M is a connected matroid =⇒ t10 > 0.
Let M be a connected matroid and B = {b1, b2, ...bk} be a base for M.
It is enough to prove that there exists an ordering for M such that B has one internally active
element and no externally active element.
The proof is constructed in the following way:
For every element in B find its fundamental cocircuit and for every element in E − B , label
them {a1, a2, ..., an−k}, find its fundamental circuit.
Take any element in B and label it as 1. Say b1 = 1.
As b1 is an element of the base, it is internally active by Corollary 3.2.
Label all other elements in the fundamental cocircuit of b1 as a1 = 2, a2 = 3, ..., ai = i + 1.
Using Proposition 2.18 b1 is in the fundamental circuit of a1 = 2, a2 = 3, ..., ai = i + 1.
So none of a1, a2, ..., ai is the smallest element in its fundamental circuit. Hence they are not
active.
For every labeled element a1, a2, ...ai , consider their fundamental circuit and label the unlabeled
elements as i + 2, i + 3, ... in increasing order.
We proceed in the same way until no other element can be labelled.
Suppose there exist an element x which is unlabeled. This means that the set of labeled
elements and all elements in their circuits and cocircuits are labeled, and x and all elements in
its circuit or cocircuit is unlabeled. Figure 7 .
Figure 7: (a)Set of labeled elements and their circuits/cocircuits. (b)Set of unlabeled elements
containing element x and its circuit/cocircuit.
Let E1 be the set of all labeled elements and E2 be the set of unlabeled elements ( contains at
least one element x).
And let I1 be the independent sets in E1 and I2 be the independent sets in E2. Then M is
M1 ⊕M2 where M1(E1, I1) and M2(E2, I2). By Definition 2.23, we reach a contradiction as
M is connected, so such unlabeled x cannot exist.
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Here we can see the algorithm in a particular example
Example 4.5. Consider matroid M in Figure 8, and take a base B = {b, d , e}.
Figure 8: Matroid M with basis B
First, find the circuits and cocircuits of every element.
C ∗(b,B) = {b, c}.
C ∗(d ,B) = {a, c , d}.
C ∗(e,B) = {a, c , e}.
C (a,B) = {a, d , e}.
C (c ,B) = {b, c , d , e}.
Then label any element of B as 1. Take b = 1.
C ∗(b,B) = {1, c}. Label c = 2.
C (c ,B) = {1, 2, d , e}. Label d = 3 and e = 4.
C ∗(d ,B) = {a, 2, 3}. Label a = 5.
C ∗(e,B) = {5, 2, 4}.
As a result we get
C ∗(1,B) = {1, 2}.
C ∗(3,B) = {5, 2, 3}.
C ∗(4,B) = {5, 2, 4}.
C (5,B) = {5, 3, 4}.
C (2,B) = {1, 2, 3, 4}.
Notice that 1 is the only active element, and it is internally active. So t10 > 0
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5. Brylawski’s Identities for Tutte’s Coeffi-
cients
In 1972, Brylawski [4] discovered that the coefficients of the Tutte polynomial T (M; x , y) of a
matroid M satisfy a collection of linear relations.
Theorem 5.1. Let M be a simple matroid having m elements none of which is an isthmus.
We have
k∑
i=0
k−i∑
j=0
(−1)j
(
k − i
j
)
tij = 0 for k = 0, 1, ...,m − 1
Brylawski published two different proofs of these identities. Both proofs were done using corank
and nullity. In the first [4], he counts the number of flats in a matroid of a given corank and
nullity. The second was more general [2], as he used general properties of relations between
the Tutte polynomial and corank-nullity generating function.
Here is a simplified version of the first three affine relations of Theorem 5.1.
1. t00 = 0 if m ≥ 1
2. t10 = t01 if m ≥ 2
3. t20 + t02 = t10 + t11 if m ≥ 3
We have already seen earlier that t00 = 0.
In this chapter, we will have two sections. The first one will be the proof of the second identity,
and the second will be the proof of the third one.
The proof in Section 5.2 in a fruit of our work on this thesis, as to our knowledge, it is the first
to use activities in proving this identity.
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5.1 Brylawski’s identity t10 = t01
Let M be a matroid and E its ground set such that |E | ≥ 2. Define < a linear order on E .
We need to prove that
t10 = t01
In words, we need to prove that the number of bases with one internally active element and
no externally active elements (t10) is equal to the number of bases with one externally active
element and no internally active elements (t01).
Consider all bases of E with one internally active element and no externally active elements.
Denote them Bi for i = 1, ..., k
Observations:
• The element 1 is always active by Corollary 3.2. So 1 belongs to each base Bi for
i = 1, ..., k .
• The element 2 is not in Bi for all i = 1, ..., k . Indeed, if 2 was an element of Bi for some
i , then 2 would be the smallest in its fundamental cocircuit. Hence it would be active.
• Element 2 is not externally active. This means that 2 is not the smallest element in its
fundamental circuit. Hence 1 must be an element of C (2,Bi ) for all i = 1, ..., k .
Consider now all bases of E with one externally active element and no internally active elements.
Similar observations can be found regarding elements 1 and 2, having 1 externally active and 2
in every base with 1 in its fundamental cocircuits.
This makes us think of the following bijection:
For every base Bi for i = 1, ..., k , exchange the elements 1 and 2. For instance, denote them
B ′i for i = 1, ..., k . Indeed the B
′
i s are bases of M as 1 was an element in the fundamental
circuit of 2.
Note that 1 was internally active and 2 was not externally active in each Bi for i = 1, ..., k .
After exchanging 1 and 2, 1 is externally active, and 2 is not internally active as,by Proposition
2.18 1 is in its fundamental circuit now. See Figure 9.
Observation: For every other element of E
• If 1 was an element in their fundamental circuit, now 2 is an element in their fundamental
circuit.
• If 2 was an element in their fundamental cocircuit, now 1 is an element in their funda-
mental cocircuit.
• If neither 1 nor 2 where elements in their fundamental circuits/cocircuits, then their
fundamental circuits/cocircuits remain the same.
27
On the activities of Tutte polynomial
Figure 9: A matroid M (a) before exchanging 1 and 2, (b) after exchanging 1 and 2
Result: As a result, all bases with one externally active element and no internally active elements
(t01) can be obtained from the bases with one internally active element and no externally active
elements (t10) by exchanging the elements 1 and 2.
Note that the opposite is true. All bases with one internally active elements and no externally
active elements (t10) can be obtained from bases with one externally active element and no
internally active elements (t01) by exchanging again 1 and 2 with a similar argument.
This gives us the bijection we are looking for. Hence t10 = t01.
5.2 Brylawski’s identity t20 + t02 = t10 + t11
Let M be a matroid and E its ground set such that |E | ≥ 3. Define < a linear order on E .
We need to prove that
t20 + t02 = t10 + t11
In words, for a given matroid M , the number of bases with two internally active elements
and no externally active elements (t20) or with two externally active elements and no internally
active elements (t02) is equal to the number of bases with one internally active elements and
no externally active elements (t10) or one internally and one externally active elements (t11).
Proof. Our goal is to prove this equality by finding a bijection between the bases mentioned
above as we did in the previous part.
Consider all bases with two internally active elements and no externally active elements or with
two externally active elements and no internally active elements. We will produce all bases with
either one internally and no externally active elements, or with one internally and one externally
active elements.
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We will study each case alone. Let us start with
Case 1. Two internally active elements and no externally active elements
Observation: Element 1 will always be one of the internally active elements. The second
element may be 2 or any other element. We will take two cases depending on the second active
element.
Case 1.1. Suppose now the internally active elements are 1 and i 6= 2
Observation: As 2 is not internally active, then 2 is not in the base. Indeed, as 1 is an
element of the base,if 2 was an element of the base, then 2 would be the smallest element
in its fundamental cocircuit. So 2 is definitely not in the base.
As 2 is not in the base and it is not externally active, then 1 is an element in the fundamental
circuit of 2.
Exchange 1 and 2. Set B ′ = B \ 1 ∪ 2. Indeed B ′ is a base of M as 1 was an element in
the fundamental circuit of 2.
We get now that element 1 is now externally active. Indeed 1 is always active.
Element 2 is not internally active as 1 belongs to its fundamental cocircuit by Theorem 2.18.
Let us look at the other elements in E different than 2 and i .
If 1 belonged to their fundamental circuit, now 2 belongs to their fundamental circuit and
they stay inactive, and if 2 was an element in their fundamental circuit, now 1 is an element
in their fundamental circuit and they stay inactive as well. See Figure 9.
If e was an element in B such that 2 /∈ C ∗(e,B), then after exchanging 1 and 2, 1 /∈
C ∗(e,B ′). And C ∗(e,B) = C ∗(e,B ′).
Similarly, if e was an element in E −B such that 1 /∈ C (e,B), then after exchanging 1 and
2, 2 /∈ C (e,B ′). And C (e,B) = C (e,B ′).
Notice that i will stay internally active. Indeed, i was internally active so i was the smallest
element in C ∗(i ,B). We can see that element 2 /∈ C ∗(i ,B), otherwise i would not be active.
Then 1 /∈ C ∗(i ,B ′). So C ∗(i ,B) = C ∗(i ,B ′) and i is internally active.
Result: The element 1 is externally active, and the element i is internally active. Hence we
have one internally and one externally active element.
Case 1.2. Suppose now the internally active elements are 1 and 2
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The element 3 is not in the base, otherwise it will be active as 1 and 2 belong to the base.
This means the elements 1 or 2 or both belong to the fundamental circuit of 3. And by
Proposition 2.18, 3 belongs to the fundamental cocircuits of 1 or 2 or both.
If 3 belongs to the fundamental cocircuit of 1 and does not belong to the fundamental co-
circuit of 2, then exchange 1 and 3 and we get 1 externally active and 2 will stay internally
active. The element 3 will stay inactive as well, as 1 will be in its fundamental cocircuit.
Result: The element 1 is externally active and the element 2 is internally active. Hence,
we have one internally and one externally active elements.
If 3 belongs to the fundamental cocircuit of 2 and does not belong to the fundamental
cocircuit of 1, then exchange 2 and 3. The element 1 will stay internally active, the element
2 will become externally active, as 1 does not belong to its fundamental circuit, and the
element 3 will stay inactive as 2 is in its fundamental cocircuit.
Result: The element 1 is internally active and the element 2 is externally active. Hence,
we have one internally and one externally active elements.
If 3 belongs to the fundamental cocircuits of both 1 and 2, then exchange 2 and 3. The
element 1 will stay internally active. The element 2 will be not active externally as 1 belongs
to its fundamental circuit. Indeed as 3 was an element in the fundamental cocircuit of 1,
after exchange, 2 is an element in the fundamental cocircuit of 1 and by Proposition 2.18,
1 is an element in the fundamental circuit of 2. Hence 2 is not active. The element 3 is not
active because 2 is in its fundamental cocircuit.
Result: The element 1 is internally active and no externally active elements. Hence we have
one internally and no externally active elements.
The reasoning is analogue to the reasoning in section 5.1.
Now we will study the second case
Case 2. Two externally active elements and no internally active elements
Case 2.1. Suppose now the externally active elements are 1 and i 6= 2
The element 2 is an element of the base. Otherwise it would be externally active. As 2 is
not an active element, 1 belongs to its fundamental cocircuit.
Exchange 1 and 2. Set B ′ = B \ 2 ∪ 1.
1 belongs to the base B ′, and is internally active.
2 is externally inactive as 1 belongs to its fundamental circuit.
For other elements different than 2 and i , if 1 or 2 belonged to their fundamental cocircuit or
circuit respectively, then after exchanging 1 and 2, 2 or 1 would belong to their fundamental
cocircuit or circuit respectively, so they stay inactive.
Otherwise their fundamental circuit or cocircuit remain the same.
30
Result: The element 1 is internally active, and the element i is externally active. Hence
one internally and one externally active element.
Case 2.2. Suppose now the externally active elements are 1 and 2.
The element 3 is in the base, otherwise it will be externally active as 1 and 2 are not in the
base.
In a similar observation to Case 1.2, the elements 1 or 2 or both belong to the fundamental
cocircuit of 3. And by Proposition 2.18, 3 belongs to the fundamental circuits of 1 or 2 or
both.
If 3 belongs to the fundamental circuit of 1 and does not belong to the fundamental circuit
of 2, then exchange 1 and 3 and we get 1 internally active and 2 will stay externally active.
The element 3 will stay inactive as well.
Result: The element 1 is internally active and the element 2 is externally active. Hence,
we have one internally and one externally active elements.
If 3 belongs to the fundamental circuit of 2 and does not belong to the fundamental circuit
of 1, then exchange 2 and 3. We get 1 externally active and 2 will become internally active,
as 1 is not an element in its fundamental cocircuit.
Result: The element 1 is externally active and the element 2 is internally active. Hence,
we have one internally and one externally active elements.
If 3 belongs to the fundamental circuits of both 1 and 2, then exchange 1 and 3. The
element 1 will become internally active. The element 2 will become externally not active, as
1 will be an element in its fundamental circuit. The reasoning is the same as in Case 1.2.
Result: The element 1 is internally active and no externally active elements. Hence, we
have one internally and no externally active elements.
Conclusion: Having bases with two internally active elements and no externally active elements
or with two externally active elements and no internally active elements, we produced bases with
one internally active element and one externally active element and bases with one internally
active element and no externally active elements.
Note that the opposite is achieved in a similar way. For all the cases with one internally active
element and one externally active element, we follow the same strategy as explained above by
noticing the position of the element 3.
The critical case here is bases with one internally active element and no externally active
elements.
In this case, we know that the internally active element is 1.
We also know that the element 2 is not in the base otherwise it will be internally active. We
can have two cases looking at element 3. The first case is having 3 in the base with 2 an
element in its fundamental cocircuit, and the second case is having 3 not in the base with 1 an
element in its fundamental circuit.
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In case the element 3 is in the base, then exchange 3 and 2. We will get, 2 is internally active
and 3 will become externally not active, as 2 belongs to its fundamental circuit. The element
1 will stay internally active. As a result, we have two internally active elements, 1 and 2.
In case the element 3 is not in the base, then exchange 1 and 3. We will get, the element 1 as
an externally active element. And the element 2 will become externally active element as 1 is
not in its fundamental circuit anymore. Element 3 will be internally not active as 1 belongs to
its fundamental cocircuit. As a result, we have two externally active elements, 1 and 2.
This gives our bijection. Hence
t20 + t02 = t10 + t11
Here is a particular example to see how the procedure takes place.
Example 5.2. Consider the matroid M(G ) of graph G in Figure 10.
Figure 10: Graph G
Finding all bases with two internal or two external active elements we get the following five
results Figure 11.
Figure 11: bases of M(G ) with 2 internally or 2 externally elements
There are three bases with two internal active elements (t20 = 3).Two bases with 1 and 4 inter-
nal active elements Figure 11a - 11d. One base with 1 and 2 internal active elements Figure 11e.
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And two bases with two external active elements (t02 = 2). One base with 1 and 2 external
active elements Figure 11b and one base with 1 and 4 external active elements Figure 11c.
In the 1st base (Figure 11a),the two internally active elements are 1 and 4. Exchange 1 and 2,
we get base with 1 externally active and 4 internally active (Figure 12d).
In the 2nd base (Figure 11d),the two internally active elements are 1 and 4. Exchange 1 and
2, we get base with 1 externally active and 4 internally active (Figure 12b). In the 3rd base
(Figure 11e),the two internally active elements are 1 and 2. The fundamental cocircuit of 1 is
{1,3} and the fundamental cocircuit of 2 is {2,3,4,6}.So 3 is in both cocircuits. Exchange 2
and 3, we get base with 1 internally active and no externally active elements (Figure 12e).
In the 4th base (Figure 11b),the two externally active elements are 1 and 2. The fundamental
circuit of 1 is {1,3,4,5,7} and the fundamental circuit of 2 is {2,4,5,7}. The element 3 belongs
to the fundamental circuit of 1 and does not belong to the fundamental circuit of 2. Exchange
1 and 3, we get base with 1 internally active and 2 externally active (Figure 12a).
In the 5th base (Figure 11c), the two externally active elements are 1 and 4. Exchange 1 and
2, we get base with 1 internally active and 4 externally active (Figure 12c).
Figure 12: Bases ofM(G ) with one internally and one externally active elements or one internally
and no externally active elements
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