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Abstract
We discuss Totik’s extension of the classical Bernstein theorem on polynomial approximation of
piecewise analytic functions on a closed interval. The error of the best uniform approximation of such
functions on a compact subset of the real line is studied.
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1. Introduction and main results
Let E ⊂ R be a compact subset of the real lineR and let Pn be the set of all (real) polynomials
of degree at most n ∈ N := {1, 2, . . .}. For any continuous function f : E → R, denote by
En( f, E) the error of the best uniform approximation to f on E by polynomials from Pn , i.e.,
En( f, E) := inf
p∈Pn
sup
x∈E
| f (x)− p(x)|.
The classical theory due to Bernstein (see [6–8]) states that for any x0 ∈ (−1, 1) and α > 0,
where α is not an even integer, there exists a finite nonzero limit
lim
n→∞ n
αEn(|x − x0|α, [−1, 1]).
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A natural question as to what happens to the best polynomial approximations for a general set E
and a point x0 ∈ E is investigated in monographs [18,17] where the reader can also find further
references. This work is intended as an attempt to derive general estimates for En(|x − x0|α, E)
which, in particular, imply the following recent remarkable results by Totik [17, Chapter 10].
Define the density function for E at x0 as
ΘE (t, x0) := |[x0 − t, x0 + t] \ E |, t > 0,
where | · | is a linear Lebesgue measure (length).
Theorem A ([17, Theorem 10.1]). If∫ 1
0
ΘE (t, x0)2
t3
dt <∞,
then for α > 0, where α is not an even integer, we have
lim inf
n→∞ n
αEn(|x − x0|α, E) > 0. (1.1)
Conversely, if 0 ≤ Θ(t) ≤ t is an increasing function on [0, 1] with∫ 1
0
Θ(t)2
t3
dt = ∞, (1.2)
then there exists a compact set E ⊂ [−1, 1] such that
ΘE (t, 0) ≤ Θ(t), 0 < t ≤ 1, (1.3)
lim
n→∞ n
αEn(|x |α, E) = 0. (1.4)
Theorem B ([17, Corollary 10.4]). There exists a compact set E ⊂ [−1, 1] with |E | = 0 which,
for any α > 0, where α is not an even integer, satisfies (1.1) with x0 = 0.
We consider E as a set in the complex plane C and use the notions of potential theory in the
plane (see [14,15] for details). Let E be of positive (logarithmic) capacity, i.e., cap(E) > 0 and
let gC\E (z) = gC\E (z,∞), z ∈ C \ E be the Green function of C \ E with pole at infinity, where
C := C ∪ {∞} is the extended complex plane. Let for δ > 0 and x ∈ E ,
Eδ := {ζ ∈ C \ E : gC\E (z) = δ},
dδ(x) := dist(x, Eδ) := inf
ζ∈Eδ
|ζ − x |.
Following [16] we say that E is c-dense at x0 ∈ E if
lim inf
t→0+
cap(E ∩ [x0 − t, x0 + t])
cap([x0 − t, x0 + t]) > 0. (1.5)
Theorem 1. Let E be c-dense at x0. Then for any α > 0, where α is not an integer,
lim inf
n→∞
En(|x − x0|α, E)
d1/n(x0)α
> 0. (1.6)
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The exceptional role of integer values of α in Theorem 1 is clear from the example of E = [0, 1]
and x0 = 0.
Theorem 2. Let E ∩[x0, x0+1] and E ∩[x0−1, x0] be c-dense at x0. Then, for any odd integer
α > 0, (1.6) holds.
Let us mention three consequences of the above theorems. Consider the condition
lim sup
C\E3z→x0
gC\E (z)
|z − x0| <∞. (1.7)
The geometry of E that satisfies (1.7) is well-known. We refer the reader to [9,17,10,1] and the
many references therein for a comprehensive survey of this subject.
Theorem A and [17, Theorems 2.2 and 3.1] make it conceivable that (1.1) and (1.7) are
equivalent.
Since (1.7) yields the result that E ∩[x0, x0+1] and E ∩[x0−1, x0] are c-dense at x0 (see [9,
Corollary 1.12] and [2, Theorem 1]) and
lim inf
δ→0+
dδ(x0)
δ
> 0.
Theorems 1 and 2 imply the following partial justification of the above conjecture.
Corollary 1. For any α > 0, where α is not an even integer, (1.7)⇒ (1.1).
Corollary 2. Combining Corollary 1, [9, Corollary 1.12], and [17, Theorem 2.2] we obtain the
first part of Theorem A.
Corollary 3. Corollary 1, [9, Corollary 1.12], and [3, Theorem 2] yield the existence of a
compact set E ⊂ [−1, 1] of a vanishing Hausdorff dimension which for any α > 0, where α is
not an even integer, satisfies (1.1) with x0 = 0 (cf. Theorem B).
Next, we derive some estimates of En from above. According to [17, Theorem 10.5] the
only nontrivial unknown case is where E consists of an infinite number of components. Let
E = [a, b] \ ∪∞j=1(a j , b j ), where (a j , b j ) are mutually disjoint subintervals of (a, b). For any
(a j , b j ) we introduce a broken line l j which successively joins points
a j ,
a j + b j
2
− i b j − a j
2
, and b j
and consider a Jordan arc L := E ∪ (∪∞j=1 l j ). Let for δ > 0 and x ∈ E ,
Lδ := {ζ ∈ C : gC\L(z) = δ}, ρδ(x) := dist(x, Lδ).
Theorem 3. Let x0 ∈ E ∩ (a, b). For any α > 0,
lim sup
n→∞
En(|x − x0|α, E)
ρ1/n(x0)α
<∞. (1.8)
Corollary 4. Let E and x0 be as in Theorem 3. If for some α > 0,
lim sup
n→∞
nαEn(|x − x0|α, E) > 0,
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then
∞∑
j=1
(
b j − a j
b j+a j
2 − x0
)2
<∞. (1.9)
Corollary 4 is an immediate consequence of Theorem 3 and the following statement.
Lemma 1. Let E and x0 be as in Theorem 3. The condition
lim sup
n→∞
nρ1/n(x0) > 0 (1.10)
implies (1.9).
It is worth pointing out that Corollary 4 is a slightly weaker version of the conjectured
implication (1.1) H⇒ (1.7). We mean that conditions (1.7) and (1.9) are somewhat close which
can be seen from the following description of sets satisfying (1.7).
Theorem C ([1, p. 88]). Let E and x0 be as in Theorem 3. Condition (1.7) is equivalent to the
existence of points c j , d j ∈ E,−∞ < j <∞ such that
a ≤ c−1 < d−1 ≤ c−2 < d−2 ≤ · · · < x0 < · · · ≤ c1 < d1 ≤ c0 < d0 ≤ b,
[a, b] \ E ⊂
∞⋃
j=−∞
(c j , d j ),
inf−∞< j<∞
cap(E ∩ [c j , d j ])
cap([c j , d j ]) > 0, (1.11)
∞∑
j=−∞
(
d j − c j
d j+c j
2 − x0
)2
<∞. (1.12)
Considering the systems of intervals {(a j , b j )} in Corollary 4 and {(c j , d j )} in Theorem C
as special coverings of the complement set [a, b] \ E , we see that they satisfy the analogous
properties (1.9) and (1.12), respectively. The difference between them is expressed by (1.11).
In particular, Corollary 4 implies the second part of Theorem A. Indeed, let the function Θ be
as in Theorem A. Following [17, (3.10)], consider the set
E = [−1, 0]
⋃ ∞⋃
k=1
[2−k + 4−k(Θ(2−k)−Θ(2−k−1)), 2−k+1]. (1.13)
Then, ΘE (t, 0) satisfies (1.2) and (1.3) (see [17, Section 3.1]) and for the components (a j , b j )
of [−1, 1] \ E we have
∞∑
j=1
(
b j − a j
b j + a j
)2
= ∞
(see [1, p. 122]). Therefore, by virtue of Corollary 4 we obtain (1.4).
In what follows we use the convention that c, c1, . . . denote positive constants, different in
different sections. They depend only on inessential parameters such as E, α, x0. This means that
in the reasoning below these parameters are arbitrary but fixed. For positive functions a and b
638 V. Andrievskii / Journal of Approximation Theory 161 (2009) 634–644
we shall use the order inequality a  b if a ≤ cb. We also write a  b if a  b and b  a
simultaneously.
Let for z ∈ C and δ > 0,
C(z, δ) := {ζ : |ζ − z| = δ}, C(δ) := C(0, δ),
D(z, δ) := {ζ : |ζ − z| < δ}, D(δ) := D(0, δ).
Henceforward, we always assume that x0 = 0 and use the notation
dδ := dδ(0), ρδ := ρδ(0), δ > 0.
2. Estimates of En from below
We start with a polynomial inequality which is essentially due to Tamrazov [16, Chapter 4].
Lemma 2. Let E be c-dense at 0 and let the polynomial pn ∈ Pn, n ∈ N for some M0 > 0 and
β > 0 satisfy
|pn(x)| ≤ M0
(
1+
∣∣∣∣ xd1/n
∣∣∣∣β
)
, x ∈ E . (2.1)
Then
|pn(z)| ≤ c1 M0, z ∈ C(d1/n) (2.2)
holds with c1 = c1(E, β).
Proof. Let En := E ∩ [−d/2, d/2], where d := d1/n . According to (1.5) we obtain
d  cap(En) ≤ cap([−d/2, d/2]) = d4 . (2.3)
Since
gC\En (z) =
∫
log |ζ − z|dµEn (ζ )− log cap(En), z ∈ C \ En, (2.4)
where µEn is the equilibrium measure for En , due to the right-hand side of (2.3) for x ∈ E with
|x − x0| ≥ d we have
gC\En (x) ≥ log
|x |
2
− log d
4
= log 2|x |
d
. (2.5)
Consider the function
F(z) := log |pn(z)| − βgC\En (z)− ngC\E (z), z ∈ C \ E .
By (2.1) and (2.5) for x ∈ E \ S, S ⊂ E, cap(S) = 0 with |x | ≥ d we have
lim sup
C\E3z→x
F(z) ≤ log 2M0 |x |
β
dβ
− β log 2|x |
d
< log 2M0,
as well as for x ∈ E \ (Sn ∪ S), where Sn ⊂ En, cap(Sn) = 0, with |x | ≤ d we obtain
lim sup
C\E3z→x
F(z) ≤ log 2M0.
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Therefore, the maximum principle implies that
F(z) ≤ log 2M0, z ∈ C \ E,
that is,
|pn(z)| ≤ 2M0 exp
(
βgC\En (z)+ ngC\E (z)
)
, z ∈ C \ E .
From this, in view of (2.4) and the left-hand side of (2.3), we obtain (2.2). 
Let E be c-dense at 0. According to (1.5) there exists 0 < λ = λ(E) < 1 such that for
0 < t ≤ 1,
E ∩ {[−t, t] \ (−λt, λt)} 6= ∅,
which implies the existence of points ξk(t, E) ∈ E, k ∈ N such that
λk t ≤ |ξk(t, E)| ≤ λk−1t.
Using these points, for any (fixed) m ∈ N one can find points ηk,m(t, E) ∈ E, k = 1, . . . ,m
such that all ηk,m(t, E) have the same sign, i.e.,
ηk,m(t, E)ηl,m(t, E) > 0, 1 ≤ k, l ≤ m, (2.6)
|ηk,m(t, E)| < |ηk+1,m(t, E)|, k = 1, . . . ,m − 1, (2.7)
and
c2t ≤ ηk+1,m(t, E)− ηk,m(t, E) ≤ t, k = 1, . . . ,m − 1 (2.8)
with some c2 = c2(λ,m).
Proof of Theorem 1. The reasoning below has common elements with the proof of [17,
Theorem 10.2]. In order to prove (1.6), i.e., the inequality
En(|x |α, E)  dα, d := d1/n, (2.9)
we only need to consider the case where n is sufficiently large and
En(|x |α, E) ≤ dα.
Let pn ∈ Pn satisfy
sup
x∈E
||x |α −pn(x)| = En(|x |α, E).
Since for any x ∈ E ,
|pn(x)| ≤ ||x |α −pn(x)| + |x |α ≤ dα + |x |α
= dα
(
1+
∣∣∣ x
d
∣∣∣α) ,
Lemma 2 implies that
|pn(z)|  dα, z ∈ C(d).
Therefore, by the Cauchy formula, for |z| ≤ d/2 and l ∈ N,
|p(l)n (z)| =
l!
2pi
∣∣∣∣∫
C(d)
pn(ζ )
(ζ − z)l+1 dζ
∣∣∣∣  l!2ldα−l . (2.10)
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Next, we fix the integer m > α + 1 and a small constant 0 < ε < 1/2. We discuss the choice of
ε further in the article. Consider points xk := ηk,m(εd, E), k = 1, . . . ,m satisfying (2.6)–(2.8).
Let
[x1, . . . , xm] f
be the (m − 1)th divided difference of a function f : E → R (see [11, pp. 120–123] for details).
For fα(x) := |x |α and pn as above we have
[x1, . . . , xm]( fα − pn) = [x1, . . . , xm] fα − [x1, . . . , xm]pn . (2.11)
We estimate each term in (2.11). There is no loss of generality in assuming that xk > 0.
Since for any function f that is m−1 times continuously differentiable on the interval [x1, xm],
[x1, . . . , xm] f = f
(m−1)(ξ)
(m − 1)!
holds with some ξ ∈ [x1, xm], according to (2.10) we have
|[x1, . . . , xm] fα| ≥ c3(εd)α−m+1, (2.12)
|[x1, . . . , xm]pn| ≤ c4dα−m+1. (2.13)
On the other hand, by virtue of (2.8)
|[x1, . . . , xm]( fα − pn)| =
∣∣∣∣∣∣∣
m∑
k=1
fα(xk)− pn(xk)∏
j 6=k
(xk − x j )
∣∣∣∣∣∣∣ ≤ c5
En( fα, E)
(εd)m−1
. (2.14)
Comparing (2.11)–(2.14) and making use of
ε := min
{
1
2
,
(
2c4
c3
)1/(α−m+1)}
we finally obtain
c5
En( fα, E)
(εd)m−1
≥ (c3εα−m+1 − c4)dα−m+1 ≥ c32 (εd)
α−m+1,
from which (2.9) follows. 
Proof of Theorem 2. We use the same idea as in the proof of Theorem 1 choosing different
points {xk}. Let m = α + 2, d := d1/n and let 0 < ε < 1/2 be a parameter to be chosen later.
Consider points
x1 := ξ1
(
εd
2
, E ∩ [−1, 0]
)
,
xk := ηk−1,m−1
(
ε2d
2
, E ∩ [0, 1]
)
, k = 2, . . . ,m.
We proceed with (2.11). Then (2.13) holds without any changes. Instead of (2.14) we have
|[x1, . . . , xm]( fα − pn)| ≤ c6 En( fα, E)
(ε2d)m−1
. (2.15)
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Moreover, for some points u j , j = 1, . . . ,m − 2 such that x2 ≤ u j ≤ xm and for sufficiently
small ε we have
[x1, . . . , xm] fα = 1x1 − xm ([x1, . . . , xm−1] fα − [x2, . . . , xm] fα)
= 1
x1 − xm
(
[x1, . . . , xm−1] fα − f
(m−2)
α (u1)
(m − 2)!
)
= · · ·
= fα(x1)m∏
k=2
(x1 − xk)
+ f
(m−2)
α (u1)
(m − 2)!(xm − x1)
− fα(x2)m∏
k=2
(x1 − xk)
−
m−3∑
j=1
f ( j)α (um− j−1)
j !
m∏
k= j+2
(x1 − xk)
≥ (εd)−1(c7 + c8 − c9εα − c10ε) ≥ c11(εd)−1.
With the proper choice of ε, (2.11), (2.13), (2.15) and the last inequality imply (1.1). 
3. Estimates of En from above
Proof of Theorem 3. First, for the function fα(x) := |x |α, x ∈ E we derive a special integral
representation. Let
Jk := [0, (−1)k−13(b − a)i], k = 1, 2,
J±3 := {ζ : |ζ | = 3(b − a),±R(ζ ) > 0}.
Denote by f ±α the analytic extension of fα to C \ {x : ±x ≤ 0}. According to the Cauchy
formula, by the appropriate orientation of J1, J2, and J
±
3 we have
fα(x) = g(x)+
2∑
k=1
hk(x), x ∈ E \ {0}, (3.1)
where
g(x) :=
∑
±
1
2pi i
∫
J±3
f ±α (ζ )
ζ − x dζ,
hk(x) :=
∑
±
± 1
2pi i
∫
Jk
f ±α (ζ )
ζ − x dζ, k = 1, 2.
Denote by Ecn ( f, E) the error of the best uniform approximation of a function f : E → C by
complex polynomials Pn of degree at most n ∈ N.
Since the function g can be analytically extended into the disc D(3(b − a)), we obtain
Ecn (g, E) ≤ Ecn (g, D(b − a))  2−n . (3.2)
To approximate h1 we observe that Ecn (h1, E) ≤ Ecn (h1, L) and concentrate our attention on the
approximation of h1 on the arc L .
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It is easily seen that for any z1 ∈ L and z2 ∈ L the length of the part L(z1, z2) of L between
these points satisfies
|L(z1, z2)|  |z1 − z2|.
Therefore, by the Ahlfors criterion (see [13, p. 100]), L is quasiconformal. Thus, we can use
the known techniques for approximation of continuous functions on quasiconformal arcs (see [5,
Chapter 5] or [4] for more details). Let Φ : C \ L → D∗ := C \ D(1) be a conformal mapping
normalized at infinity by the conditions
Φ(∞) = ∞, Φ′(∞) = lim
ζ→∞
Φ(ζ )
ζ
> 0.
Furthermore, let Ψ := Φ−1 and let for δ > 0,
τ0 := lim
η→0+
Φ(iη), rδ := |Ψ((1+ δ)τ0)|.
Since
gC\L(z) = log |Φ(z)|, z ∈ C \ L ,
we have
rδ  ρδ, 0 < δ ≤ 1. (3.3)
Next, we adopt the result on approximation of the Cauchy kernel 1/(ζ − z), ζ ∈ J1, z ∈ L by
polynomial kernels
Kn(ζ, z) =
n∑
s=0
as,n(ζ )z
s, n ∈ N, (3.4)
where as,n(ζ ) are some continuous functions.
Lemma 3 ([4, p. 231]). Let m ∈ N be fixed. For any n ∈ N, there exists a polynomial kernel
(3.4) such that for z ∈ L and ζ ∈ J1 with |ζ | ≥ r1/n we have∣∣∣∣ 1ζ − z − Kn(ζ, z)
∣∣∣∣ ≤ c1 rm1/n|ζ |m+1 , (3.5)
where c1 = c1(m, L).
Let m > α be any (fixed) integer and let n be sufficiently large. By (3.5), for the polynomial
Pn(z) :=
∑
±
± 1
2pi i
∫
J1\[0,ir1/n ]
f ±α (ζ )Kn(ζ, z)dζ, z ∈ L
and x ∈ E \ {0} we obtain
|h1(x)− Pn(x)| ≤ 12pi
∑
±
(∫
[0,ir1/n ]
∣∣∣∣ f ±α (ζ )ζ − x
∣∣∣∣ |dζ |
+
∫
J1\[0,ir1/n ]
| f ±α (ζ )|
∣∣∣∣ 1ζ − x − Kn(ζ, x)
∣∣∣∣ |dζ |
)

∫ r1/n
0
dt
t1−α
+ rm1/n
∫ 3(b−a)
r1/n
dt
tm+1−α
 rα1/n,
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i.e.,
Ecn (h1, E)  rα1/n . (3.6)
The approximation of h2 follows the same line of reasoning. That is, we consider an arc
L∗ := {z : z ∈ L} and a conformal mapping Φ∗ : C \ L∗→ D∗ with the standard normalization
at infinity. Next, we use the appropriate analogue of Lemma 3 for the case ζ ∈ J2 and z ∈ L∗ to
derive the estimate
Ecn (h2, E)  rα1/n . (3.7)
Since r1/n  1/n2 (see [5, p. 61]), combining (3.1)–(3.3), (3.6), and (3.7) we see that
En( fα, E)  ρα1/n,
which implies (1.8). 
Proof of Lemma 1. Our analysis is based on the application of the notion of the module m(Γ )
of a family of curves Γ . We refer the reader to [13,12] for the definition and the basic properties
(such as conformal invariance, comparison principle, composition laws, etc.) of this notion.
Let n be such that r1/n < min{−a, b} := c. Consider the Jordan finite domain G = G(n)
bounded by L ∩ (D(c) \ D(r1/n) and two circular components γ1/n and γc of C(r1/n) \ L and
C(c) \ L , respectively. We also assume that each of γ1/n and γc has nonempty intersection with
{iη : η > 0}. Denote by Γ1 = Γ1(n) the family of all cross-cuts of G which separate its circular
boundary components. Using the conformal mapping ζ → log ζ and applying the Sastry Lemma
(see [12, p. 187]) we obtain
m(Γ2) ≤ − 1
pi
log ρ1/n − c2
′∑
j
(
b j − a j
b j + a j
)2
+ c3, (3.8)
where the symbol
∑′
j indicates that the summation is carried out only for such j that (a j , b j ) ⊂
(−c,−r1/n) ∪ (r1/n, c).
Since
inf
ζ∈γc
|τ0 − Φ(ζ )| ≥ c4, sup
ζ∈γ1/n
|τ0 − Φ(ζ )| ≤ c5n ,
we assume that n > c5/c4 and consider the family of circular arcs
Γ2 = Γ2(n) :=
{
lr := C(τ0, r) ∩ D∗ : c5n < r < c4
}
.
For its module we have
m(Γ2) =
∫ c4
c5/n
dr
|lr |
≥
∫ c4
c5/n
dr
pir
− 1
pi2
∫ c4
c5/n
|lr | − pir
r2
dr
≥ 1
pi
log n − c6. (3.9)
Since
m(Γ1) = m(Φ(Γ1)) ≥ m(Γ2),
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it follows from (1.10), (3.3), (3.8), and (3.9) that
′∑
j
(
b j − a j
b j + a j
)2
 1,
which proves (1.9). 
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