Abstract. In many statistical applications, the observed data take the form of sets rather than points. Examples include bracket data in survey analysis, tumor growth and rock grain images in morphology analysis, and noisy measurements on the support function of a convex set in medical imaging and robotic vision. Additionally, in studies of treatment effects, researchers often wish to conduct inference on nonparametric bounds for the effects which can be expressed by means of random sets. This article develops concept of nonparametric likelihood for random sets and its mean, known as the Aumann expectation, and proposes general inference methods by adapting the theory of empirical likelihood. Several examples, such as regression with bracket income data, Boolean models for tumor growth, bound analysis on treatment effects, and image analysis via support functions, illustrate the usefulness of the proposed methods.
Introduction
In many statistical applications, the observed data take the form of sets rather than points. For example, in survey analysis, we often observe bracket data instead of precise measurements. In mathematical morphology, geostatistics, and particle statistics, the observations often take the form of two or three dimensional sets reflecting models for tumor growth or sand rock grains (e.g., Cressie and Hulting, 1992 , and Stoyan, 1998 , for a review). Also, in the context of medical imaging and robotic vision, researchers sometimes need to infer a convex set from noisy measurements of its support function . Furthermore, in studies of treatment effects (e.g., Balke and Pearl, 1997, and The authors would like to thank Hiroaki Kaido and the Associate Editor for helpful comments. The comments by anonymous referees were substantially helpful for revising the paper. Financial support from the ERC Consolidator Grant (SNP 615882) is gratefully acknowledged (Otsu). Horowitz and Manski, 2000) , researchers often wish to conduct statistical inference on nonparametric bounds for the average treatment effects which can be expressed by means of random sets, as shown in Beresteanu, Molchanov and Molinari (2012) .
In this article, we develop a nonparametric likelihood concept for the Aumann expectation of a random sample of convex sets -this is a generalization of the conventional mathematical expectation to random sets -and propose general inference methods by adapting the theory of empirical likelihood (Owen, 2001 ). In particular, by relying upon the isomorphism between a convex set and its support function, we convert the testing problem on the random set to one on its support function which implies a continuum of moment constraints indexed by the direction of the support function. Based on this conversion, we construct two nonparametric likelihood statistics for testing the moment constraints which we term the marked and sieve empirical likelihood statistics. We study the asymptotic properties of these statistics and describe how to compute critical values for testing. Moreover, to enhance the applicability of our methods, we also discuss testing directed hypotheses and projections, along with situations where the random set of interest is not directly observable due to nuisance parameters to be estimated and where inference is based on noisy measurements of the support function.
We demonstrate the usefulness of the proposed methods by four numerical examples.
First, we consider the setup of best linear prediction with interval dependent variables. In this case, the set of all possible coefficients for the best linear predictor is characterized by an Aumann expectation involving the interval data. We illustrate our empirical likelihood methods via inference on the parameters for the best linear predictor of interval wages given years of education using the Current Population Survey (CPS) data. Second, we consider a Boolean model for tumor growth studied by Cressie and Hulting (1992) and numerically evaluate the marked and sieve empirical likelihood tests. Third, we employ the empirical example in Balke and Pearl (1997) on the treatment effect of Vitamin A supplementation under imperfect compliance to study the numerical performance of our empirical likelihood based inference on the bounds of the average treatment effect.
Finally, based on , we study the problem of testing the shape of a convex set based on noisy measurements of its support function; the results are provided in the web appendix. Both parameter hypothesis and goodness-of-fit testing problems are investigated. In all of the examples, the proposed empirical likelihood tests perform well in terms of size and power.
After early developments in e.g., Kendall (1974) and Matheron (1975) , the literature on the probabilistic and statistical theory of random sets is steadily growing (see, Molchanov, 2005 , for a modern and comprehensive treatment of random set theory). Most of the statistical literature on random sets focuses on inference via capacity functionals (e.g., Cressie and Hulting, 1992) and support functions (e.g., Fisher et al., 1997) which provide equivalent characterizations of random sets. The population mean of random sets is typically characterized by the so-called Aumann expectation. Beresteanu and Molinari (2008) developed a Wald type test for the Aumann mean of random sets. This paper introduces a nonparametric likelihood-based approach for inference on the Aumann expectation by modifying the empirical likelihood method. Thus, this paper also contributes to the literature on empirical likelihood (see Owen, 2001 , for a review) by extending its scope to random sets rather than points. To establish the asymptotic theory, we adapt Recently, applications of random set methods have been discussed in the context of partial identification and inference in econometrics; see Molchanov and Molinari (2014) for a review of such applications, Tamer (2010) for a review of partial identification in econometrics, and Manski (2003) for a thorough treatment of partial identification. Partial identification concerns the situation wherein a parameter of interest is not point identified but identified only as a set. This could be because of limitations in the data, e.g. interval or categorical data, or because the theoretical models do not provide enough restrictions to identify a unique value for the parameter, e.g. game theoretic models with multiple equilibria. In this context Balke and Pearl (1997) and Horowitz and Manski (2000) made fundamental contributions to partial identification of treatment effects and probability distributions with missing data, respectively. However, these papers did not connect the inference problems on the identified sets to random set theory. Beresteanu and Molinari (2008) were the first to employ random set methods to conduct estimation and inference for partially identified models.
An important application of random set theory is in the context of inference for parameters characterized by moment inequalities. In this setup, the parameters are typically partially identified, and thus the aim is to propose a confidence region that covers the identified set. Examples of this strand of literature include Chernozhukov, Kocatulum and Menzel (2015), Kaido (2012) , and Kaido and Santos (2014) among others. See also for an extension to conditional moment inequalities. On the other hand, Canay (2010) developed an empirical likelihood-based inference method for moment inequality models using "standard" probability theory. Our paper is the first to to bring together random set theory and empirical likelihood. Although sharing applications with the moment inequality setup, our approach, which is based on random sets as observations, is fundamentally different. Indeed, there are situations where the moment inequality setup is not directly applicable unlike ours (e.g., the Boolean model and image analysis via support function), and vice versa. In addition, the focus of our paper is on testing, which may have other uses over and above the construction of confidence regions (cf. the Boolean model example). Closer to our setup, Beresteanu and Molinari (2008) were the first to consider tests for expectations of general random sets. Bontemps, This article is organized as follows. Section 2 introduces the basic setup and presents two inference approaches, the marked and sieve empirical likelihood methods. Section 3 discusses various extensions of these approaches for wider applicability. In Section 4, numerical examples are provided. Assumptions and some definitions are presented in the Appendix. All proofs and additional simulation results are contained in the web appendix.
Methodology
Suppose we observe a set-valued random variable (SVRV) X :
collection of all non-empty compact and convex subsets of the Euclidean space R d . The collection K d is endowed with the Hausdorff norm defined as kAk H = sup{kak : a 2 A} for every set A, where k·k is the Euclidean norm. Let µ denote some underlying probability measure on ⌦. The mean of the SVRV X is characterized by the Aumann expectation 
based on a random sample of SVRVs {X 1 , . . . , X n }, where ⇥ 0 (⌫) is a hypothetical set that may depend on real-valued nuisance parameters ⌫ 2 R r . In general, there is no restriction on the relationship between the dimension d of X and r of ⌫.
To test the null hypothesis H 0 , we focus on the dual representation of convex sets by their support functions. Let h·, ·i denote the inner product and
The support function of a set
X is integrably bounded, the testing problem in (1) is equivalent to (Molchanov, 2005, p. 157)
where E[·] is the ordinary mathematical expectation with respect to µ. Therefore, inference on the Aumann mean of the random set is equivalent to inference on the support function (or continuum of moment restrictions over p 2 S d ). Since this is a testing problem for infinite dimensional parameters without any parametric distributional assumptions on the population µ, it is of interest to develop a nonparametric likelihood inference method.
In particular, we adopt the empirical likelihood approach (Owen, 2001 ) to our testing problem.
2.1. Marked empirical likelihood. We now introduce the first empirical likelihood approach to test the hypothesis in (1) for the Aumann expectation of random sets. We assume that a consistent estimator⌫ for the nuisance parameters ⌫ is available. Typically ⌫ is a smooth function of population moments which can be estimated by the method of moments.
One method to construct a nonparametric likelihood function to test H 0 in (1) is to fix a direction p 2 S d for the support function defining the equivalent form of H 0 in (2) and employ the empirical likelihood approach. For given p, the marked empirical likelihood
In practice,`n(p) can be computed from its dual form based on the Lagrange multiplier method, that is`n
where solves the first-order condition
Since the direction p is given, the object`n(p) imposes only a single restriction implied from the null H 0 .
In order to guarantee consistency against any departure from H 0 , we need to assess the whole process {`n(p) : p 2 S d } over the range of S d . Taking the supremum over p leads to the Kolmogorov-Smirnov type test statistic
Suppose there exists a function
In Section 4.1, we provide an example of G(p; ⌫) for the case of the best linear prediction with an interval valued dependent variable. The asymptotic properties of K n are summarized in the following theorem.
Theorem 1. Under Assumption M in the Appendix, it holds
where
is the limiting covariance matrix of
In addition, K n diverges to infinity under
By a slight modification of the proof, we can also show that under the local alternative
for some continuous function ⌘, the marked empirical likelihood statistic satisfies
. Therefore, the test statistic K n has non-trivial local power against a local alternative at the parametric rate.
One major advantage of the conventional empirical likelihood approach is that it yields an asymptotically pivotal statistic even for nonparametric objects of interest under complicated data structures. However, the proposed statistic K n (or other statistics constructed from the process {`n(p) : p 2 S d }) does not share such attractiveness, and its limiting distribution contains several unknowns to be estimated. To deal with this problem, Section 2.1.1 proposes a bootstrap procedure to approximate the null distribution of K n . In Section 2.2, we develop an alternative test statistic which is asymptotically pivotal (but requires a choice of a tuning parameter). In the current setup, we are not aware of any test statistic which is both asymptotically pivotal and free from tuning parameters.
We note that lack of pivotalness of process-based tests emerges commonly in the context of goodness-of-fit testing (e.g., Stute, 1997 
denote the bootstrap draws of
with replacement and⌫ ⇤ the bootstrap counterpart
For the bootstrap counterpart of the empirical likelihood function`n(p), we proposè
Note that`⇤ n (p) does not directly mimic the original statistic but rather evaluates the likelihood after recentering bys(p) s(⇥ 0 (⌫), p). Such a recentering is necessary to account for the effect of the estimated nuisance parameters. 2 Indeed, by Giné and Zinn (1990) , after imposing bootstrap analogs of Assumption M (i)-(iii), a similar argument to the proof of Theorem 1 implies that 2 log`⇤ n (p) is approximated by h
However, in the absence of recentering, the additional terms(p) s(⇥ 0 (⌫), p) appears in the numerator which makes the bootstrap invalid. This is reminiscent of Stute, Gonzalez-Manteiga and Quindimil (1998) who showed inconsistency of the classical bootstrap in the context of model checks for regression. Using the quadratic expansion above, standard arguments 1 If ⌫ is a smooth function of means, then⌫ ⇤ is given by replacing the moments with the bootstrap counterparts. If⌫ is an M-estimator, we obtain⌫ ⇤ through properly recentered estimating equations as in Shorack (1982) and Lahiri (1992) . 2 The idea of recentering estimating equations is developed in Shorack (1982) and Lahiri (1992) . It is interesting to see whether such recentering induces a desirable higher-order property in our setup as in Lahiri (1992) . 
-probability, where P ⇤ denotes the probability computed under the bootstrap distribution conditional on the data.
Therefore, the bootstrap critical values of K n are given by the quantiles of
2.1.2.
Case of no nuisance parameter. If there is no nuisance parameter to be estimated
for some ⇠ > 2, 3 and the null distribution of K n becomes
where Z is a Gaussian process with zero mean and covariance kernel Cov(s(X, p), s(X, q)).
For comparison, let us consider the Wald type statistic of Beresteanu and Molinari (2008) adapted to the case of no nuisance parameters. In this case the statistic is simply Wald type statistic W n may be alternatively characterized using the support functions as 
under H 0 . Therefore, while the Wald type statistic W n of Beresteanu and Molinari (2008) evaluates the contrast
statistic K n evaluates the same contrast but normalized by its standard deviation. This normalization ensures that our statistic K n is invariant to scale transformations (i.e., multiplication of both
and ⇥ 0 by some non-singular matrix independent of i),
unlike the Wald type statistic W n which is sensitive to such transforms. 4 In Section 4.1,
we illustrate that the lack of invariance of the Wald type statistic can yield different size
properties depending on what scaling is used.
When there is no nuisance parameter, it is possible to invert K n to obtain an approximate confidence region within which the Aumann expectation E[X] lies with some desired probability. Indeed, using the quadratic approximation for the empirical likelihood process (cf. proof of Theorem 1), it follows that with probability ↵, the support function for (2015) proposed a confidence region that is invariant to arbitrary one-to-one mappings of the form ⌧ : ⇥ 0 ! . However, their construction does not apply in general to our setup which is concerned with testing E[X i ] = ⇥ 0 implying the continuum of moment inequalities. In contrast, invariance of K n is restricted to particular transformations (i.e., multiplication of both
and ⇥ 0 by some non-singular matrix independent of i).
s(⇥ 0 (⌫), p) for all p 2 S d into a vector of moments with growing dimension. Let k = k n be a sequence of positive integers satisfying k ! 1 as n ! 1, and choose points (or sieve) {p 1 , . . . , p k } from S d so that in the limit they form a dense subset of S d . By plugging in the nuisance parameter estimator⌫, the sieve empirical likelihood function under the
If there is no nuisance parameter (i.e., ⇥ 0 (⌫) = ⇥ 0 ), we can simplify the proof of Theorem
there are nuisance parameters, the statistic l n containing⌫ is not internally studentized (i.e., ( 2 log l n k)/ p 2k does not converge to the standard normal) due to the variance of⌫. To recover internal studentization, we penalize the dual form of l n as
are defined in the Appendix. The limiting null distribution of the penalized statistic L n is obtained as follows.
By adapting the proof of Theorem 2, we can show that under the local alternative
for some continuous function ⌘, where a n = k
the test statistic (L n k)/ p 2k has non-trivial local power against a local alternative at the a n -rate. Also, we note that similar to the marked empirical likelihood statistic K n , both l n and L n are invariant to scale transformations (i.e., multiplication of both
Compared to the marked empirical likelihood statistic studied in Section 2.1, the sieve empirical likelihood statistic L n is asymptotically pivotal but requires choosing the sieve 3. Discussion and extensions 3.1. Test for directed hypotheses. It is possible to extend the methodology of marked empirical likelihood to test directed hypotheses of the form
Beresteanu and Molinari (2008) were the first to develop a Wald type test for this problem.
Here we propose empirical likelihood tests. By analogy with the testing problem in (1), the above is equivalent to testing the continuum of moment inequalities
For a given direction p and preliminary estimator⌫, the moment inequality restriction can be used to form the directed-marked empirical likelihood functioñ
, which can be equivalently written in the dual form as (see, Canay, 2010)
Therefore, the directed hypothesis in (10) can be tested by assessing the process {~n(p) : 
under H 0 . The same also applies for testing the hypothesis
In this case, we simply set
It may be possible to extend the construction of the sieve empirical likelihood statistic to test the directed hypotheses in (10) by replacing the equality constraints
If k is fixed, we can apply the results of Canay (2010) 
this motivates the use of the marked empirical likelihood function`n(R 0 q) for q 2 S l , and the Kolmogorov-Smirnov type statistic K R n = sup q2S l { 2 log`n(R 0 q)} for testing the null. By the invariance property, the latter
Thus, the test statistic K R n for the linear transform is given by taking the supremum over a particular subset ⇢ S d rather than the whole set S d as is the case with K n . A modification of Theorem 1 then implies 
reduces to the two moment constraints
⌫ be defined through the estimating equations E[m(z i , ⌫)] = 0 for observables z i . 6 Then the sieve empirical likelihood reduces to the conventional empirical likelihood:
.
By Qin and Lawless (1994), mild regularity conditions guarantee Wilks' theorem, that is
In this case, we recommend internalizing the nuisance parameters ⌫ and profiling them out because the statistic l n (⌫) with a preliminary estimator⌫ is not asymptotically pivotal in general. See Section 3.3 below for further discussion.
3.3. Profile likelihood. In Section 2, we considered empirical likelihood statistics where the nuisance parameters ⌫ are replaced with a preliminary estimator⌫. This approach is particularly practical when the dimension of ⌫ is high. On the other hand, as explained in the last subsection, there are some situations where profiling out ⌫ may be desirable to achieve asymptotic pivotalness. Here we discuss some such extensions for profiling out ⌫.
Again, suppose throughout that ⌫ is defined by some estimating equations
for observables z i .
The marked profile empirical likelihood can be defined as`P n (p) = max ⌫`n (p, ⌫), wherè
There is a computational drawback of this approach: it requires optimization with respect to ⌫ for each p. Although the technical arguments would be more involved than the plug-in case, by extending the argument in Qin and Lawless (1994, Corollary 5) we can obtain the limiting distribution of the process`P n (p). In particular, defining
(here G(p; ⌫ 0 ) 0 is as defined in (5) and the existence of E[@m(z i , ⌫ 0 )/@⌫ 0 ] is assumed), and
We note the limiting distribution is still not pivotal, and the critical value needs to be approximated by bootstrap.
Similarly, the sieve profile empirical likelihood can be defined as l P n = max ⌫ l n (⌫), where
Compared to the marked profile empirical likelihood`P n (p), the sieve statistic l conditions. Thus, the profile statistic l P n is asymptotically pivotal without the need for penalization as in (9).
3.4.
Inference based on estimated random sets. In some applications, the random set of interest X is not directly observable because it contains some parameters to be estimated. For example, in the context of treatment effect analysis in experimental studies, Balke and Pearl (1997) proposed nonparametric bounds on the average treatment effect when the treatment assignment is random but subject compliance is imperfect. In a general form, Balke and Pearl's (1997) bound on the average treatment (ATE) can essentially be written as
where g Menzel, 2015), these bounds can be approximated by
⌘ for A = L and U . Indeed, the approximation error
Thus by choosing % large enough, the bounds on the ATE given above are well approximated by the Aumann expectation E[X i ( )] of the SVRV
In this case, the SVRV of interest X i ( ) is not observable because it contains unknown parameters .
In order to test null hypotheses of the form H 0 : E[X( )] = ⇥ 0 (⌫), the marked empirical likelihood function`n(p) in (3) can be modified by replacing X i with the estimated counterpart X i (ˆ ), whereˆ is an estimator of . By imposing assumptions analogous to Assumption M (i)-(iii) to deal with the estimation error of X i (ˆ ) X i ( ) along with the
Var(s (X( ), p) ) ,
To obtain a critical value for testing, we can adapt the bootstrap procedure presented in Proposition 1 (by replacing X ⇤ i ands(p) in (7) with
respectively). The asymptotic validity of this bootstrap procedure can be shown under the additional condition:
with probability approaching 1.
It is also possible to employ the sieve empirical likelihood statistic by replacing X i in (8) with the estimated set X i (ˆ ). Recall, in Section 2.2 we were able to incorporate nuisance parameters into the sieve statistic by linearizing the term
and incorporating the effect of the resulting additional terms via penalization (see the Appendix for more details). We can proceed similarly for the case of estimated sets if we impose the following assumption enabling linearization ofs(
where¯ (.; .) is the derivative ofs(X i ( ), p) with respect to satisfying some regularity properties akin to Assumption S (iii) (i.e., (i)¯ (p; ) converges uniformly in both p and ⌫ to a non-stochastic (p; ) satisfying sup p2S d k (., )k < 1 and (ii) for all˜ in some neighborhood of , sup p2S d ¯ (p;˜ ) ¯ (p; )  M k˜ k ↵ for some ↵ 2/3 and M < 1 independent of˜ ). By a straightforward modification of the penalty term in (9),
we can obtain a corresponding result to Theorem 2 for the case of estimated random sets.
Alternatively, it is possible to employ a profile likelihood approach as in section (3.3);
this is particularly attractive for tests on low dimensional projections of the set ⇥ 0 (⌫). 
are available, the marked empirical likelihood method can be applied immediately to hypothesis testing. Another common statistical question in image analysis of convex shaped data is to recover a set of interest from noisy measurements of its support function.
In this problem, we observe the pairs {s i , p i } 
where K b (·) is a kernel function depending on the smoothing parameter b. For example, the Cramér-von Mises type statistic, given by T n = R for an extension to instrumental variable regression.
In usual regression models, we are mostly interested in the best linear relationship between a dependent variable y and independent variables x, which can be estimated by the least squares method. On the other hand, if y is unobservable but we observe the interval [y L , y U ] to which y belongs almost surely, it would be of interest to conduct inference on the set of the least squares coefficients
where M is the set of distributions of (y, x) compatible with y 2 [y L , y U ] almost surely.
There are numerous examples of interval data, including data on wealth (e.g., the Health and Retirement Study) and income (e.g., the Current Population Survey), top coding in surveys, and ordered categorical measurements (e.g., age, expenditure, GPA, and so on). By using the Aumann expectation for the random set 
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We note that if there is no intercept in the regression and x is scalar (or there is only an intercept), then the set of best linear predictors is the interval
Thus, inference on ⌥ may be conducted by the conventional empirical likelihood for
) or via regressions of y L and y U on the scalar x. However, if the regression model contains an intercept or x is a vector, then the set ⌥ is multi-dimensional and neither the conventional empirical likelihood for
nor regressions of y L and y U on (1, x 0 ) are sufficient for characterizing it completely. Intuitively this is because, as can be seen from the characterization of the support function of ⌥ given below, we also need to consider situations where some observations of y take the value y L while the others take y U .
For the following theoretical results we shall suppose that x is a continuous random variable which ensures ⌥ is strictly convex. Regarding the support function, the null hypothesis H 0 : ⌥ = ⌥ 0 for a strictly convex ⌥ 0 can be written as
. This is equivalent to the general setup of Section 2 if one defines ⇥ 0 (⌫) = ⌃⌥ 0 , where the nuisance parameter ⌫ = vec(⌃) is estimated by its sample counterpart vec(⌃). , and ⌃ is full rank.
and We now evaluate the finite sample performance of our test statistic by conducting inference on the returns to education on (log) wages using data from the Current Population Survey (CPS). We use data from the March 2009 wave of the CPS on white males aged between 20 and 50 who earn at least $1000/year. This gives 18017 observations on wages and education. Analogous to the construction in Beresteanu and Molinari (2008) , the wage data (in thousands of dollars) is artificially bracketed and top-coded in terms of the following brackets (the top coding value is $100 million): [1, 5] , [5, 7.5] , [7.5, 10] , [10, 12.5] , [12.5, 15] , [15, 20] , [20, 25] , [25, 30] , [30, 35] , [35, 40] Thus, the variables (y Li , y Ui, x i ) correspond to lower and upper bounds of log wages and education, respectively. We draw 5000 samples of size n =100, 200, 500, 1000, and 2000 from the 'true' population (consisting of 18017 observations from the CPS) and conduct inference for ⌥, the set of intercept and slope coefficients consistent with the population data. Table 1 it is seen that the marked empirical likelihood test has good size control and performs better than both Wald tests for smaller sample sizes. As explained previously, the Wald statistic is not invariant to multiplication of the sets by a constant matrix unlike the empirical likelihood tests; this drawback is evident in the different sizes for the two Wald tests. 8 The statistics vary considerably along p; for some directions We can also adapt the construction of the confidence set based on K n , described in Section 2, to the present context. We exploit the invariance property of K n which ensures 8 As expected, however, the marked empirical likelihood test is computationally more expensive than the Wald test. In particular, for sample size n = 1000, the marked empirical likelihood test with 399 bootstrap repetitions has an average run time of 5.7 seconds as compared to 0.6 seconds for the Wald test.
that with probability ↵ the inequalities s(⌥, p)  n
hold asymptotically for all p 2 S d , whereĉ ↵ estimates the ↵-th quantile of the limiting distribution of K n . In particular, we can obtainĉ ↵ by the bootstrap procedure presented in Section 3.4. Figure 1 displays the 95% confidence region thus obtained for a sample size of n = 1000, along with the 'true' population region and also the confidence region from the Wald-type test proposed in Beresteanu and Molinari (2008) . It can be seen that the confidence region based on K n covers an area that is much less (< 5%) than the one based on the Wald test.
We can also employ our inferential procedures to obtain confidence intervals for the best linear predictor of the (log) wage y given some education x. This is equivalent to providing a confidence region for the projection R⌥ 0 where R = (1, x). To this end, we can use the results from Section 3.4 on estimated random sets by exploiting the fact
, where setting q = 1 and 1 gives the upper and lower bounds for the confidence interval. Table 2 reports the estimated prediction intervals for the cases when x = 12 (corresponding to high school education) and x = 16 (corresponding to undergraduate degree). For computational reasons we report the results for profile likelihood using the Euclidean likelihood function (c.f. Section (2.1)). The profile likelihood is used to obtain a joint confidence set for the upper and lower bounds of the interval, from which we obtain a necessarily conservative confidence interval by taking the worst possible value for each of the components. Nevertheless, the length of the confidence interval is comparable to, or smaller, than those based on the Marked EL and Wald statistics.
In the web appendix, we report additional numerical results to compare the marked empirical likelihood confidence region displayed in Figure 1 with the one based on the method by Chernozhukov, Kocatulum and Menzel (2015). constant intensity function over a unit circle support. For simplicity, we shall assume that W j = W is a non-random ball with unknown radius R. We note that taking R to be non-stochastic is not too strong a requirement in this instance. Indeed, as seen in Cressie and Hulting (1992), the variance of R is an order of magnitude smaller than its mean.
We thus consider = (R, ) as parameters of the tumor growth process which differ for normal and malignant tissues; consequently, we wish to conduct inference on these joint parameters.
To estimate = (R, ), Cressie and Hulting (1992) focused on the hitting probability (or capacity functionals). Alternatively, we can conduct inference using the Aumann expectation. More precisely, given the hypothesized parameter value 0 , we can numerically evaluate the Aumann expectation ⇥( 0 ) = E[X( 0 )]. Then based on the sample {X 1 , . . . , X n } of tumor shapes of patients, the hypothesis H 0 : = 0 can be tested via our methods for E[X] = ⇥( 0 ), specifically the marked (Section 2.1) and sieve empirical likelihood (Section 2.2) statistics.
We note that X may not be convex in this example. However, as long as X is compact valued, the Aumann expectation E[X] emerges as the almost sure limit of the Minkowski average of the sample {X 1 , . . . , X n }. Therefore, the Aumann expectation can be intuitively interpreted as the 'average' shape of the observed sets. Furthermore, since the underlying probability measure is non-atomic in this example, it holds that
(see, the discussion in Section 2). So, even though X is non-convex, our inferential procedures continue to hold after applying the convex hull operation (note: the support function remains unchanged since s(X, p) = s(co(X), p) for any compact X).
We present some Monte Carlo simulation based on Cressie and Hulting (1992) to evaluate the finite sample performance of our test statistics. In particular, we simulate the data from the estimated parameter values for obtained in Cressie and Hulting (1992, Table 3 ) with 5000 Monte Carlo replications for the sample sizes n =100, 200, and 500.
Numerical evaluation of ⇥( 0 ) is achieved by averaging over 5000 draws of the process generated using the parameter value 0 . Table 3 So far we have considered inference for the joint hypothesis involving both parameters R and . By using our empirical likelihood tests with nuisance parameters, it is also possible to test the single parameter hypothesis H 0 : = 0 by plugging-in an estimated value for R (e.g. the one in Cressie and Hulting, 1992).
Treatment effect.
We consider the problem of inference for nonparametric bounds on average treatment effects in the presence of imperfect compliance. In particular, we conduct a simulation study based on the Vitamin A Supplementation example in Balke and Pearl (1997, Section 4.1). Briefly, the study consisted of administering doses of Vitamin A in a randomized trial to check for the effect on mortality. While the assignment to control and treatment groups was random, there were a substantial number of subjects who did not consume the treatment even when assigned to the treatment group. In the absence of any further assumptions on the relationship between compliance and response, Balke and Pearl (1997) obtained the sharpest possible bounds on the average treatment effect, which are of the form described in (11) . Using the marked empirical likelihood statistic with estimated random sets proposed in Section 3.4, we can provide ways to conduct inference and construct confidence intervals for such bounds.
We use data simulated from the estimated joint probability distributions obtained in Table 5 reports the rejection frequencies of the marked empirical likelihood test under the nominal 5% rejection level. We can see that the our testing procedure has excellent size properties across all sample sizes (which are much smaller than the numerical example in Balke and Pearl, 1997) . Also, our test has reasonable power properties against the three types of alternatives when the sample size is large enough. Appendix A. Assumptions and some definitions
be the empirical process. Hereafter "w.p.a.1" means "with probability approaching one". For Theorem 1 and Proposition 1, we impose the following assumptions.
is an i.i.d. sequence of compact and convex SVRSs. The class {s(X, p) : Assumption M'. For the bootstrap probability P ⇤ conditional on the data, it holds w.p.a.1,
For Theorem 2, we restrict attention to the situation where
) is a smooth function of means of z 2 R dim(z) . A consistent estimator of ⌫ is given by⌫ = f (z).
We introduce the following notation:
dimensional vectors whose j-th elements are given by (9) is defined as the maximum over a shrinking neighborhood ⇤ n = { 2 R k : (iii): For some neighborhood N of ⌫, there exists a function G(·; .) :
for some ↵ 2/3 and M < 1 independent of⌫.
same manner. Pick any 2 (0, 1/2). Observe that
where the first equality follows from the convex duality and the second equality follows from a Taylor expansion. Since the first term diverges to infinity and the other terms are negligible under Assumptions M (i)-(iii), the conclusion is obtained.
that
where the inequality follows from sup p2S d |s(⇥(⌫), p) s(⇥(⌫), p)| = O p (n 1/2 ) and the equality follows from the fact that the process{ġ i (p)ġ i (q); p, q 2 S d } is µ-Donsker. Furthermore, using Assumptions S (i) and (ii) combined with kz
We can now see thatV
Substituting the expression for the latter from the previous equation and noting that our assumptions guarantee E[ġ 2 i ] < 1, we obtain
using the law of large numbers. More-
by analogous weak convergence arguments as used to show (3). Combining these results proves
We also make frequent use of the following fact implied by (4) and the rate condition
For the conclusion of this theorem, it is sufficient to show the followings:
We first show (6). Letˆ 2 arg max 2⇤n G n ( ) and 
exists w.p.a.1 and
We first show (8) . Using the envelope condition in Assumption S (i) which implies 
, and (8) follows. Next, (9) follows from (2) and (5) . To show (10) , observe that
Assumption S (ii) and
Hence, using max (V k )  V k and the triangle inequality, (10) is verified. Finally, for (11), we first note that exists w.p.a.1 since ⇤ n ✓ S n w.p.a.1 and ⇤ n is a compact set. Thus, letting
where the last equality follows from (5), (8) and the definition of ⇤ n . Consequently,
, where the equality also uses (10) and (5). Thusˆ
Therefore, by (2) it must be the case thatˆ is an interior solution w.p.a.1. (by the choice of C in the definition of ⇤ n ) and that kˆ k
This proves (11) . Combining these results, the claim in (6) follows.
We now show (7). We can decompose
By de Jong and Bierens (1994, Lemma 4a), the first term of (12) is bounded by
V k and is thus negligible using (2),(4) and (5) . Next, by
(1),(2) and (5) the second term of (12) is bounded by
which is negligible for ↵ 1/3. Negligibility of the third term of (12) follows by a similar argument. Finally, note that E[ṁ k (X i )] = 0 and Var(ṁ k (X i )) =V k .
Therefore, arguing as in the proof of de Jong and Bierens (1994, Theorem 1), the last term of (12) converges in distribution to N (0, 1) under the rate condition˙ 4 k k 2 /n ! 0.
Thus the result in (7) follows.
We now prove the second assertion, (L n k)/ p 2k ! 1 under H 1 . Since in the limit the points {p 1 , . . . , p k } form a dense subset of S d and the support function is continuous, under H 1 there exists an integer N such that for all n N the set of points includes
Without loss of generality we
for all n N , where the inequality follows by setting = n (1/2+ ) e ⇤ 2 n w.p.a.1, where e ⇤ is the unit vector that selects the component of m k (X i ) containing p ⇤ , and the equality follows from a Taylor expansion. Now,
by a suitable law of large numbers and n 1 P n i=1ḡ i (p ⇤ ) 2 p ! E[ġ i (p ⇤ ) 2 ] < 1 by a similar argument used to show (4). Thus, L n diverges to infinity at the rate n 1/2 which implies that (L n k)/ p 2k diverges. were obtained using bootstrap with 999 repetitions. Unsurprisingly, the CKM confidence region is smaller than that obtained by the marked empirical likelihood. This is due to the fact that the region ⌅ is considerably smaller than ⌥ as can be seen from Figure 1 . From Figure 1 , we can thus infer the following: If it is possible to impose additional assumptions to satisfy the conditional moment restriction E[y|x] = x 0 ✓, then characterizing the set using moment inequalities leads to a much smaller confidence region. At the same time, the best linear predictor is more robust to possible misspecification and thus, is applicable more generally, albeit at the expense of a larger confidence set.
Appendix D. Simulation results for Section 3.5
We consider the problem of testing the shape of a set based on noisy measurements of the support function, as discussed in Section 3.5. We employ the simulation design of We consider two types of testing problems here. First, we test whether the set ⇥ takes a particular shape. In the first four columns of Table 1 , we report the rejection frequencies of the marked empirical likelihood test based on eq. (12) 
