Deterministic chaos,I),2) the new paradigm of modern nonlinear science, seems to throw a new light on many fundamental problems in physics, chemistry and biology:) In physics it is an old problem of turbulence and in this connection also the problem of irreversibility in Nature. To remove a contradiction between everyday experienced irreversibility and absolute reversibility of microscopic laws of motion seems then to be one of the most important problems in statistical physics:)
It seems probable that ideas of chaos would bring new insights upon this very delicate problem. There have been many attempts to create statistical mechanics of chaos now. 5 )-12) However, one has to say that steps in this direction have been taken almost ad hoc, e.g., one has been looking for notions analogous to those of equilibrium statistical mechanics but, alas, without a deeper understanding. 7 ) When looking for a generalization of statistical thermodynamics one has to comprehend possible relations between contemporary results of the dynamic system theory on deterministic chaos and those of nonequilibrium thermodynamics. 13 ) It seems there have been no direct indications, positive or negative, about such relations yet.
If one considers a heat as the dissipation in thermodynamic systems then it is natural. to study dissipative dynamical systems possessing a chaotic behavior. Important characteristics of this are dimensions and Lyapunov exponents.I),2) While dimensions reflect only one essential aspect of dissipative systems, namely the contraction of phase volume, the Lyapunov exponents measure an exponential separation of adjacent trajectories, i.e., they quantitavively express the dependence on initial conditions. However, it means that one loses information about the system since the cell in whiCh it was previously located spreads over new cells in phase space at a rate which is determined just by Lyapunov exponents.
Let us have a dynamic system
where X, X are vectors in an n-dimensional space Rn. We can then linearize (1) in the neighbourhood of a given point xo X=Xo+O'X,
and we have for components of matrix M
Besides one can construct an orthogonal system {eo" eo 2 ; ••• } at the point xo. Then an integration of (1) along an infinitesimal time step shifts the state of the. system to the point X" and {eo;} will be transformed according to (3) where "A" presents a generalization of vector product upon higher dimensional vector spaces.
But Benettin et al. 14) showed that if {eo;} were randomly chosen then lengths ratios converge to the maximum Lyapunov exponent Ill, the parallelogram area ratios converge to the sum of two biggest Lyapunov exponents 111+112,"', and finally n-dimensional hyperparallelepiped volume ratio converges to the sum of all Lyapunov exponents A, + ---+ An_ So the n-th Lyapunov exponent in R" is defined as follows:
But according to the Liouville theorem'5), '6) ~le"/\--'/\et"1 at
Integration of (6) gives
It follows from (5) and (7) .
If the dynamic system (1) is ergodic then
(S) (9) Onthe other hand, it was shown by the author17) that the entropy change with a time of nonconservative systems can be expressed in the simple form ~~ =JI div Fdr, (0) where 5=50-JI log Idr (11) is the Gibbs entropy and the density function I fulfils the Liouville equation. '6) Finally we get from (S)~ (10) d5 n dt= ~,Ai . (2) In analogy with non-equilibrium thermodynamics it is convenient to write (13) So we have for the entropy production P due to irreversible processes inside the system (a role of bifurcation) '8) 
On the other hand, a most important measure by which chaotic motion can be characterized is the Kolmogorov entropy, for simplicity called K-entropy. It is plausible that the rate at which information about the system is lost is equal to the averaged sum of positive Lyapunov exponents'9)
Os)
where I(x) is the invariant density on the attract or. By substituting from (14) we get finally the desired relationship between the entropy production P and the K-entropy (16) In general the K-entropy presents the mean value of entropy production over the basin of attractor.
If X of (1) In such a case we have from (14) K:O;;P.
OS)
For a volume-preserving transformations (div F=O), e.g., Hamiltonian dynamics we have n .
~Ai=O i=l and according to (12) d5 =0 dt (9) (20) in agreement with thermodynamics. In most cases the A's are independent of x so according to (15) (21) so we get in this case
At this point many ideas but also many new questions ascend before us, e.g., is it possible to proceed further along the lines of Glansdorff and Prigogine '8) and to look for the excess of entropy production and the universal evolution criterion? It seems that the "universal evolution criterion" does.not hold in this case.21) To obtain more general laws the study of chaos will be of great help. Thus in contrast to thermodynamics
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Vol. 75, No.5 we propose to call such approach chaodynamics. At the same time, the study of cellular automata seems to be promising. 22 ) But it is almost certain that to.proceed further we have to read the book of Nature more deeply than before.
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