This paper presents a theory of the construction process of problem-solving methods (PSMs) on the basis of the competence theory approach. This approach describes the refinement process of an initial, abstract formalization of the required competence of a PSM, towards an operational version of the PSM. Three major steps in this process are identified: specification of the required competence theory, refinement of the theory into a form that fits a PSM paradigm and the operationalization of the theory into a form that is close to an executable specification. As an example, the ontological commitments and assumptions underlying some problem-solving methods for classification problems are investigated and their operational forms are presented.
Introduction
Over the years the knowledge-based system (KBS) community has developed a large number of knowledge-based problem solvers, employing a wide variety of knowledge structures and reasoning methods. In spite of the success in developing useful applications, KBS development has been a tedious and expensive process. Not only the acquisition of the knowledge about the application domain is a painstaking job, the design, implementation and testing of the reasoning methods employed in KBSs is difficult and time-consuming. During the last decade, research efforts have aimed at the development of models of generic reasoning processes-problem solving methods (PSMs)-which are not application-specific and can be reused and can be made available in libraries. This had led to a number of descriptions of PSMs which are generic, but which are poorly understood in terms of their applicability, scope and performance properties. This poor understanding had led to what we would like to call the PSM enterprise: an effort to achieve a better understanding of the competence, scope and applicability of a PSM and to design systematic methods for developing new methods and for adapting existing ones.
A problem-solving method (PSM) is a formal or operational account of how a class of knowledge-intensive problems can be solved in a computationally tractable way. A problem is knowledge intensive if its solution requires a reasoning process involving a number of non-trivial and often non-deterministic inference steps that make use of knowledge of the application domain. A central assumption underlying the PSM enterprise is that PSMs can be formulated as a generic description of a reasoning process such that it is largely independent of the specific application domain. Given such a generic PSM, two important questions have to be answered if a PSM is considered as a candidate for solving a particular problem: ''Will the PSM solve the problem in the required manner?'' and ''Will the PSM solve the problem in an efficient manner?''. The answer to the first question will (loosely) correspond to the notion of competence of a PSM that will be developed in this paper and the second question addresses issues of performance. In this paper, we will explore some formal aspects of PSMs and develop a method of stepwise construction of a PSM that allows a relation between competence and performance to be established.
The process of selection or construction of a PSM usually starts out with an informal statement of a goal to be reached from some initial situation in which some facts are known or can be obtained through interaction with the environment. The goal specification should describe the information structures that constitute a solution and some criteria that solutions should satisfy. Often, but not always, the informal problem statement will also contain statements about the nature of the knowledge to be used in the problem-solving process. In addition, the problem statement may indicate requirements of a pragmatic nature such as the amount of questions asked to the user, reliability of the input, the solution time or the number of solutions allowed or required.
The problem of finding a suitable PSM from an informal problem statement can be viewed as a process of successive refinement. Starting point is a formalization of the problem statement in an abstract form: the initial competence theory which defines the basic ontological commitments and the solution criteria. Through a process of conceptual refinement, the initial competence theory is further elaborated through the introduction of new vocabulary and assumptions. A second refinement process transforms the refined competence theory into an operational form: a specification of a set of basic reasoning steps together with a control structure. Although the approach we present in this paper has a strong top-down flavor, the method can also be applied in an incremental way. The main advantage of making the competence theories at different levels of abstraction explicit is to analyse the ontological commitments and background assumptions that a PSM makes with regard to the domain theory and the required reasoning.
In this paper, we apply the competence theory approach to a number of variants of classification problems to illustrate the concepts and process of PSM construction. Section 2 gives a brief overview of current approaches to the study of PSMs and their construction. In Section 3, we give a general survey of the competence theory analysis of PSMs. The approach will be illustrated using a simple method for classification problems. This initial description of the approach will gloss over many issues that arise when more complex problem contexts are tackled and will focus on the nature of the various theories rather than on the process of PSM construction. In Section 4 we introduce an application domain for classification and a more demanding problem class. We discuss each of the steps in the construction process in more detail in the context of the more complex application domain and task.
Approaches to the study of PSMs
There are currently different lines of AI research in which the theory underlying problem-solving in knowledge-based systems is studied. A first area is the research on reusable problem-solving methods (McDermott, 1988; Musen, 1989; Steels, 1990; Klinker et al., 1991; Chandrasekaran, 1988; Clancey, 1992; Chandrasekaran et al., 1992; Wielinga et al., 1992; Schreiber et al., 1994) . This research originates from the need for explicating the strategy behind the reasoning process in large-scale knowledge-based systems. A central topic in this research concerns the nature of decompositions of the inference process and the knowledge-level (Newell, 1982) characterization of the types of support knowledge used in this process. The aim here is to identify and index generic problemsolving methods (PSMs) that can be used to build an application problem solver in a domain, by supporting configuration-based or compositional KBS modelling and design. Ultimately, the idea is that one can provide well-indexed libraries of PSMs that have proven useful and reusable so that application system building reduces to combining and configuring PSMs out of such libraries in a compositional way (Breuker & Van de Velde, 1994) .
In other areas, one focuses on a specific task or domain and provides definitions of problem-solving ingredients like problem, solution and explanation, while their interdependencies are defined through an abstract specification of the derivability relation between the solution and the problem and the knowledge base. This work may be viewed as yielding clear, but top-level, goal specifications for a task. A good example of this line of research is the work on logic-based diagnosis (Reiter, 1987; Poole, 1988; Console & Torasso, 1990) . This type of work is important since it provides specific PSMs for certain tasks.
While the focus of the above-mentioned work is mostly 'product-oriented'-it provides problem solving methods and describes their structure in detail, but leaves the underlying construction process largely implicit-, more recent work emphasizes the process of PSM construction. Several approaches have been taken: decomposition operators for PSM construction (Benjamins, 1993) , rewrite grammars for PSMs (van Heijst et al., 1992) , the formalization of generic inference components for PSMs (Aben, 1995) , parametric design of PSMs (ten Teije et al., 1996; ten Teije, 1997) , assumption identification of PSMs (Fensel, 1995a) and executable formalizations of PSMs (Fensel, 1995b; Fensel & Groendoom, 1996; . These various approaches highlight two important ideas: the use of formal methods for the precise specification of PSMs and the use of transformational techniques for the construction of an operational A COMPETENCE THEORY APPROACH TO PSMs 317 PSM for a top-level goal. The work described in this paper is also 'process-oriented' and builds upon these two ideas, but is focused on the integration of the formalization and transformational approaches. The aim is to identify the generic elements in the process of constructing problem-solving methods using formal methods. A framework is sketched that shows how to construct in a generic and principled way an operational configuration of a PSM starting from a top-level goal specification for a problem.
PSM analysis: the competence theory approach
As discussed in our previous work (Akkermans et al., 1998b Wielinga et al., 1995) , the general starting point of the competence-theory approach to PSMs is the view taken by Newell (1982) that knowledge is a competence-like notion and that rationality means to apply this competence in order to achieve a given goal, that is, to solve a problem. A problem-solving method can be ascribed a certain competence with respect to the class of problems it has been designed to solve. Therefore, as a key element in our approach we will employ the notion of a competence theory of a PSM ( Van de Velde, 1988) : a generic description of the ability that a PSM requires in order to solve a certain class of problems. The rational justification of a PSM lies in demonstrating its competence with respect to the given problem. This is done by outlining how the PSM construction process is guided all along by the conceptual refinement and operationalization of an initial, required, competence theory that is immediately linked to a top-level goal specification.
OVERVIEW OF THE STEPS IN PSM CONSTRUCTION
An overview of the ''competence-theory'' approach is given in Figure 1 . The process contains the following three main steps.
1. Specification of the problem space and of the requirements for the solution. This yields a required competence theory T for the PSM. 2. Conceptual refinement of this competence theory introducing the intermediate task and domain vocabulary based on assumptions regarding the available domain theory and the ways in which the task goal is achieved by the method. This leads to a refined competence theory T of a PSM. 3. Operationalization of this refined competence theory to inference structures and associated control regimes that are sufficiently detailed and practical to act as a basis for KBS design and implementation. This entails further assumptions of an operational nature and yields an operational specification T of a PSM.
This process can be seen as a special form of step-wise refinement, in which in each step a specific type of refinement is introduced, e.g. the structure of the domain theory. The three theories are not necessarily logically equivalent. In particular, T is typically weaker than the T , because the operational assumptions usually limit in some way the competence of the method. The same holds, although to a somewhat lesser extent for the relation between T and T . The specific conceptualizations introduced in the domain theory limit the competence. For example, in a configuration problem, the conceptualization of design preferences may actually limit the solution space. Thus, when going from one theory to a next we are typically working with a weakened version of the previous theory.
We discuss each of these steps in some more detail in the rest of this section.
FORMALIZATION OF THE COMPETENCE THEORY T .
The first step in the construction of a PSM is the specification of the task and the problem space. Van de Velde (1988) defines the notion of problem space, , as a triple
where P is the set of problems in , S is the set of solutions in and solution is a relation between P and S, that is, solution LP;S. A solution for a specific problem p3P in a problem space then is any s3S such that solution (p, s) holds. In the simplest case, the solution relation can be fully specified directly; then, the problem-solving method boils down to a direct match based on table look-up. However, since we are dealing with knowledge-intensive problems that require several non-trivial reasoning steps this will not be the case and we have to assume knowledge of the domain of application to be present. The competence of a PSM is therefore relative to some theory of the domain. Therefore, we extend the definition of the problem space with an additional element:
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Based upon this abstract definition, the process of problem specification means to analyse in more detail what the ingredients and ontological commitments of the problem space are, leading to the definition of the first version of the competence theory: T . The informal problem statement usually is not precise enough to specify what competence is required from a PSM. There are several issues to be determined before a begin can be made with the specification of an adequate PSM. The specification process needs to address the following issues.
E What is the information structure of a problem? E What is the information structure of a solution? E What is the nature of the domain knowledge? E Assumptions: what are the epistemological and ontological commitments that apply to the task?
This process will be illustrated for a simple type of classification problem. This problem class is characterized by a set of class definitions in terms of sets of attribute-value pairs and observations which are also a set of attribute-value pairs. This type of problem often is the target problem solver in machine learning applications and is discussed in many AI textbooks such as in Stefik (1995) . Even in this simple case, we have various choices of how to formalize the notion of classification and we have numerous options for operationalization of the competence theory as we will see below. Table 1 defines the space of problems as the power set of observations, where an observation is a single valued attribute-value pair (a feature). We use the symbol ! to indicate the uniqueness quantifer meaning that there exists a unique object satisfying the quantified formula. The notation + 2 x G 2 , is used represent sets. For a particular problem not all attributes need to have been observed. This definition already contains a number of commitments. Observations can only assign a single value to an attribute, values are confined to a predefined set and cannot be ''unknown''. Also, the set of observations is assumed to be known before the problem-solving process starts. 
TABLE 1 Problem definition for simple classification
Attribute set: + 2 a G 2 ,"A Value set: ∀a G : + 2 v GH 2 ,"» G Feature set: + 2 f GH 2 ,"F where f GH "1a G , v GH 2 (3) Observation set: + 2 o G 2 ,"O Single-value observations: o G P !k such that o G "f GI Problem set: + 2 p G 2 ,"P"P(O)
TABLE 2 Solution and domain-theory definition for simple classification
Table 2 defines the solution space and the domain theory. Classes are represented as simple propositions. A solution simply corresponds to a class. The domain theory consists of class definitions in terms of a disjunction of features implied by the class. For each class a set of such definitions can exist, corresponding to the knowledge that links the class to the various attribute-value combinations.
An alternative choice for the representation of the class definitions-one that is often used in KBSs-could have been a set of separate implications, such that more than one feature for a specific attribute could be implied by a class definition. Although this type of knowledge could be valid for a class, it cannot be valid for a particular object that is being classified because the description of a single object in terms of observations is assumed to have a unique value for an attribute. Since a solution is a piece of knowledge about an individual object and not about a class, the latter representation would not constitute a consistent competence theory.
Apart from the class names, the solution and domain ontologies in our simple example do not introduce any new vocabulary beyond that of the problem vocabulary. The domain theory in the example makes rather strong commitments about the structure of the knowledge. In general, the competence theory T will make much weaker assumptions about the knowledge in the domain theory. The problem, solution and domain-theory definitions are obviously abstractions of the application domain. No application-specific terms are used, the mapping between the abstract ontology in T and the domain knowledge is achieved partially in T and finally in T . Table 3 defines the solution predicate as the requirement to cover all observations. This is a strong solution criterion, referred to as complete converge (Stefik, 1995) . The underlying assumption is that all observations are relevant with respect to the classification knowledge base. Other variants of the solution criterion for classification will be discussed in Section 4.
A COMPETENCE THEORY APPROACH TO PSMs Table 1 -3 together specify the initial competence theory T . Already in this stage, several observations can be made about T .
E There is no guarantee that for a particular problem a solution exists that satisfies the solution criteria. If such a guarantee would be required, additional properties of the domain theory should be enforced. For all possible sets of observations there should be at least one class definition that covers them. E The competence theory defined above does not enforce a solution to be unique: more than one class can satisfy a given problem. Of course, a single solution criterion could be added to the solution predicate. This will be shown in Section 5. E Class definitions are not required to be unique: there can be identical class definitions or classes can overlap. E For classes to be viable as solutions, they should include all features that a problem contains as observations. This implies that a DT structured as a decision tree would only be able to produce a solution when the observed features correspond exactly to the set of decisions in the tree that led to the solution. E If the knowledge about the domain is incomplete, i.e. certain features are unknown for certain classes, these could be included in the class definitions as a disjunction of all possible features or they could be omitted from DT. In the first case observations in the area of incomplete knowledge are accepted; in the latter case only those problems will be solved in which the unknown attribute in the class has no corresponding observation in the problem.
These observations indicate that even in the every simple example, the construction of the initial competence theory T already involves many choices and assumptions concerning the PSM and the DT required.
CONCEPTUAL REFINEMENT: T
The competence theory T is still a rather abstract specification of what the PSM should achieve and is by no means suitable for operationalization. For example, the entailment relation in Equation 5 needs to be refined such that individual reasoning steps can be identified.
The complete coverage solution criterion (Stefik, 1995) imposes strong requirements on the domain theory: for a class to be admissible as a solution, its definition should include implications of all features that occur in the problem. This is a consequence of the ontological commitment that was made with respect to the structure of the domain theory. We can formalize this as follows. Since observations can only assign a single value to an attribute, we can infer from an observation that all other features are false (Equation 6):
This means that if a feature f GI is observed and it occurs in the disjunction side of a class definition, it is implied by that class definition (Equation 7). Using a shorthand notation F G for the set of terms occurring in a disjunction of a class definition for attribute i, we can derive that an observation in the disjunction of a class definition implies that
TABLE 4 Introduction of two (meta-)predicates in
observation:
In order to be able to test whether a certain formula is part of the domain theory we introduce a meta-predicate isdefined that is true when the formula that is its argument is in the domain theory. We can now derive
Strictly speaking, Equation 8 is not a first-order statement since it contains a meta-level predicate. Although this problem can be solved by simple techniques, it is an indication of a more general phenomenon that will be discussed in depth later: the need to make statements about the structure and content of the domain theory. Given the rewritten solution predicate (Equation 8), we can now start to design the structure of the knowledge base and define a number of auxiliary predicates that bring us closer to the operational from of a PSM. We first introduce two predicates: class and has features that make some of the logical machinery (e.g. membership of domain terms) easier to handle (Table 4) .
The reason for the introduction of the predicate class is to rewrite the set membership of the solution space in clausal form, such that we will be able to link it to the knowledge base where we assume that the names of classes are stored.
The predicate has features is used to hide the meta-level character of Equation 8 from the solution predicate definition. In fact, we will assume later that has features is explicity defined in the domain knowledge base. It is important to note that where the domain ontology in T represents the class definitions as logical implications, T assumes a much more specific representation of the domain knowledge. However, the required competence of the initial theory is still logically fulfilled by T . This illustrates a very important aspect of the competence theory approach: the transformation from a general logical theory-which is computationally intractable-to a much more specific form of the theory, reduces the computational complexity through the restriction of the use of the domain knowledge expressions. This provides the essential power of the knowledgebased approach, without losing the logical rigor.
In addition to the two predicates which link the knowledge base to the competence theory, we define a predicate explains that is true when a class entails a given feature. 
Given this new predicate and assuming that a problem is essentially a set of observations, we can write Equation 8 as Equation 12 in Table 5 . Table 4 and 5 represent the refined competence theory T . The form of Equation 12 as a conjunction of a number (i.c. two) predicates is typical for theories of type T . The original solution criteria are transformed and decomposed in a number of terms which can be viewed as inference steps. The structure of the conjunction of terms that make up the solution predicate usually reflects a certain approach to the decomposition of the problem solving process: the PSM paradigm. The conjunction in Equation 12 reflects the Generate-and-Test PSM paradigm.
OPERATIONALIZATION T
The third step in the PSM construction process is concerned with the transformation of T into an operational form. With ''operational'' we mean that we specify the procedure (or strategy) for solving a problem in practice. This requires that we define reasoning steps and the way in which these steps need to be ordered to solve the problem.
The objective of the operationalization is to define a feasible strategy that satisfies the application requirements. Typically, there are multiple ways in which we can operationalize a competence theory. We show a few simple examples of the operationalization of the refined competence theory in the previous section. Further on, we discuss the reasons that can underly the choices that need to be made in this process.
Strategy 1: simple generate and test. A first simple strategy that comes to mind when looking at Table 5 is the following.
1. Take a class (at random). 2. Check whether all the observations are explained by the feature definitions of this class. 3. If the check succeeds, a solution has been found, else return to step 1.
We can specify this strategy through a CommonKADS inference structure and control structure. Two basic reasoning steps (''inferences'') are required that use the domain predicates in the refined competence theory:
Generate a class as candidate solution using the class predicate. Test a candidate solution using the explains definition and has features predicates. The two inferences are shown in Figure 2 . The control flow of the strategy can be expressed in pseudo-code as follows:
repeat generate(Pcandidate); until test(candidate#observationsPsolution);
The depth first, solution driven search strategy implemented here is simple and effective if just one solution needs to be found and if the number of classes is limited. Other search regimes can be used if the pragmatics of the task so require. For example, if all solutions are required and the number of classes is limited, a solution driven, candidate set pruning method is appropriate. The next strategy is an example of such a pruning method.
Strategy 2: pure candidate set. An alternative strategy is to begin with the full set of candidates and prune this set by eliminating candidates that are inconsistent with observations found. For this strategy we need a slightly revised version of the inference structure 1. We need an additional inference for selecting an observation from the observationset. 2. The ''test'' inference should not produce a solution, but just deliver a truth value, indicating whether the candidate is explained by the observation and the domain theory. Figure 3 shows this adapted inference structure. Also, the control flow is different and more complicated:
while more-solutions (generate) do generate(Pcandidate); candidate-set : "candidate union candidate-set while more-solutions (select) and " candidate-set"'1 do select(observation-setPobservation); foreach candidate in candidate-set;
A COMPETENCE THEORY APPROACH TO PSMs if test(candidate#observationPfalse); then candidate-set : "candidate-set/candidate;
Strategy 3: data-driven candidate generation. In Strategy 2, the candidate set is generated blindly: all potential solutions are placed in the candidate set. Experts often use more refined methods for generating the initial candidate set. This third strategy is such an example: the generate step takes as input an observation and generates only those candidates that have this observation as a feature. For the ''test'' part, the strategy is identical to the previous strategy. Two small changes are required to the inference structure.
1. An observation needs to be input to the ''generate'' inference. 2. The underlying knowledge used by ''generate'' in changed from the class predicate to the has features predicate. Figure 4 shows the adapted inference structure. The control structure only slightly differs from Strategy 2, namely in the first part:
select(observation-setPobservation) while more-solutions (generate) do generate(observationPcandidate); candidate-set : "candidate union candidate-set while more-solutions (select) and " candidate-set"'1 do select(observation-setPobservation); foreach candidate in candidate-set; if test(candidate#observationPfalse); then candidate-set : "candidate-set/candidate; FIGURE 3. Adapted inferences structure for the ''prune'' strategy. 
A model elaborate example
This section illustrates the approach through an example. This example is in fact an extension of the classification examples shown in the previous section, applied in the context of the apple-classification domain. The example does not cover the full PSM construction process for the application, but rather focuses on additional interesting issues.
APPLE CLASSIFICATION-DOMAIN
In this section, the domain of classifying apples is used as the application domain. At a first glance this domain is simple: a few properties are usually sufficient to classify an apple as a member of a particular varietal class. A bright green, firm, medium-sized apple usually is the common ''Granny Smith''. However, this simplification is deceptive: it may hold for standard apples bought in the average European supermarket, but the task becomes more difficult if we allow a wider range of contexts, such as apples which have been stored for a long period of time, apples picked from wild trees, immature apples or apples from far away places. In addition, if we widen the range of classes to include the many tens of thousands of apple varieties that exist, the task becomes difficult indeed. The starting point of our journey through apple land will be the domain knowledge: we assume a description of the object (the apple) in terms of easily observable attributes, each with a fixed and limited set of possible values. Table 6 gives a the set of observable attributes and their admissible value sets. Such a table could have been obtained through an initial knowledge acquisition session with an expert on apples.
In addition to the observable attributes, context information is needed. The maturity, cultivation context, handling history and age since harvest, can influence the properties of an apple. The domain theory of the apple domain will contain class definitions of apple properties. An informal description of an apple class could be as follows.
A typical Golden Delicious is a medium-sized dessert apple. It has a yellow or yellow-green background, sometimes with a slight orange blush. It has a conical shape with characteristic ribs and bumps at the crown. The flavour is excellent, sweet, sharp, juicy. Flesh colour is white. The flavour and size will be disappointing when grown in cool climates such as Northern Europe. In good storage conditions it can keep long. At room temperature its skin ripples and becomes very greasy after a few weeks. Rather prone to russet in wet climates.
The domain knowledge contains properties of the class under standard conditions (e.g. commercially grown, mature at harvest), but also some indications of changes in properties depending on the context. In addition to the domain knowledge concerning observable attributes and context, the class knowledge can have information about other properties such as availability as a function of the time of year, functional properties (a good cooking apple) or information about the parentage of the apple variety (e.g. Jonagold is a crossing of Jonathan and Golden Delicious).
Classes can be organized in a number of ways: hierarchical according to variety, hierarchical according to parentage or according to functional qualities (crap apple, dessert, culinary, universal).
APPLE APPLICATION TASK
Input to the problem solver that is required is a description of an individual apple in terms of its observable attributes and the context. A second input from the user is a query about the apple class. This query may concern the name of the class or classes that match the case, or a property of the class (''is this apple a good cooking apple?''; ''what are the storage properties of this apple?'').
No data are given before the reasoning process starts: the problem solver will incrementally acquire information from the user. The number of questions should be minimal. The user should be able to indicate that the answer to a question is ''unknown''. It is also assumed that observations are made by a perfect observer. This means that values assigned to attributes are made conforming to a gold standard and are not subject to doubt or subjective differences. This assumption is by no means a trivial one. Even more or less quantifiable properties such as size, colour and stem length require carefully defined calibration criteria to yield precise and objective observations. Other properties such as greasiness and texture, are already more difficult to judge. Properties concerning taste are even more difficult to standardize. In later parts of the paper we will return to these issues.
The knowledge of the domain is assumed to be correct and certain, but not necessarily complete.
STEP 1: COMPETENCE THEORY SPECIFICATION
Along the same line as was discussed in Section 3 we start with the definition of the problem space :
"1P, S, D¹, solution2.
The next step in the construction of T is to define what the elements of the problem space are, leading to the definition of the sub-theories that constitute the problem space. One of the steps to be made in the process of initial problem specification is to abstract from the application knowledge to a more abstract form which is suitable to be mapped onto a problem-oriented theory. This process involves decisions such as: which attributes will be distinguished, are values of attributes unique, do attributes have mutually excluding values.
Given the informal application knowledge presented in Table 6 and 7, we can start with the assumption that all information about the object that needs to be classified will be represented in a set of attribute-value pairs, where we distinguish between observable attributes and context attributes. The value ''unknown'' is allowed for any attribute. 
Observational attributes: A LA
Feature set partitions:
Observation set:
Although some of the attributes in Table 6 , such as taste, can be multivalued (e.g. taste"sweet and taste"juicy), we will formalize observations as single-valued features, as we did in Section 3. This assumption is valid if we assume that multivalued attributes can be transformed into a set of equivalent attributes that can only have a single value (e.g. juiciness"yes, sweetness"high). In addition to the attributes that can be asked from the user, we need knowledge about attributes for which the values are derived from the class definitions. These attributes can be specified in the query that the user poses. The fact that observations are not assumed to be given before the reasoning process starts is somewhat difficult to capture is a static theory. One possible solution to this problem would be to model the dynamics of the information gathering process and define the problem as a dynamic object. A simpler, but less elegant solution is to define a problem as a reference to the object to be classified and parameterize observations with respect to this reference. A problem can then be represented as a tuple of the case reference and an attribute representing the query. Table 8 defines the elements of the problem space. Table 9 defines the solution space. Classes are represented as simple propositions. A solution is a disjunction of classes that apply to the reference object, and a feature that assigns a value to the query attribute.
Class definitions in the apple domain are context dependent. Thus, we introduce the concept context to represent classes of contexts that affect the properties of the apple classes. Typical examples of contexts would be cool -climate, fresh -commercial or 
fresh -home -grown. Rules for determining contexts and the use of contexts in class definitions could be written in ifthen form along the following lines.
IF orchard"commercial AND maturity at harvest"mature AND time since acquisition"0 THEN Fresh-commercial IF Golden Delicious AND Fresh-commercial THEN background colour"yellow OR yellow-green
Given this conceptualization of the domain knowledge, we can formalize the domain theory as in Table 10 . The next step is to formulate what actually may count as a solution to the posed problem. In our framework, this boils down to making an assertion about the relation between the solution predicate and the other elements in the problem space description . Apart from , an additional input to the solution specification step are ''solution criteria'': general requirements or constraints, often at first stated only informally, that are imposed on the solution. They may be of the type that a solution must be optimal or only satisfying. In the context of classification, examples of solution criteria may be whether or not a single solution is required, whether consistency between all observations and solutions is imposed, etc. These solution criteria more or less delineate which paradigms to choose within various possible approaches in the problem-solving process.
TABLE 10

Domain-theory definition for apple classification
Set of contexts: + 2 e G 2 ,"E Set of context definitions: + 2 de GH 2 ,3D¹ where
Set of class definitions:
For a given problem space description , inclusion of different solution criteria leads to different solution specifications. In order to define the solution criteria for the example task, we need to introduce the set of observations that is gathered during the problem-solving process. We do this by introducing a new predicate solve-query. Given p"1r N , a N 23p, s3S is the solution to this problem p with O N being a set of observations with respect to the reference object r N :
We first define a predicate solves that generates candidate classes. In defining the predicate solve we introduce the assumption that not all observations need to be explained by the solution, only a subset O Q . In addition, we require the full set of observations to be consistent with the domain theory D¹. This solution criterion is weaker than the one specified in Section 3 and corresponds to the notion of positive coverage (Stefik, 1995) . If only consistency would be required, the solution specification would be based on conservative inclusion.
No specification of the set O Q has been given here. There are several options. In diagnostic reasoning, O Q is often chosen to be the set of abnormal observations. In classification tasks, we could choose a fixed set of discriminating properties or we could dynamically determine O Q as the set of observations that is minimally needed to find a single solution. 
Statements like in Equation 20 and 21 can be viewed as KB schemata: definitions of structures in the domain knowledge. In formal terms, the above gives axiom schemes for the domain statements (right-hand side), a method-oriented meta-theory (left-hand side), connected through a naming relation (a mapping that may be implemented via rewrite rules) (van Harmelen & Balder, 1992; Akkermans et al., 1993a) . The power of this type of meta-description is that it is coupled to domain knowledge, but in a generic and reusable fashion. This makes our approach useful in tackling the so-called indexing problem: how to annotate problem-solving methods such that they are usable and reusable in a library of generic KBS components (Klinker et al., 1991) .
Knowledge-base schemata make explicit assumptions about the nature of the knowledge base e.g. a set of implication rules are interpreted as class definitions.
The next part of the refinement step is to explicate the decomposition of the solution relation, by introducing additional relations +q G ,, e.g. +q G ,"+context, explains, consistent, (see Table 12 ).
We have now enough machinery to define the solves predicate in terms of the inference predicates. Table 13 is the refined version of Equations 17 and 18 in T . The predicate solve-query uses solves to generate a set of candidates and solve-query computes the intersection of the values of the query attribute. The predicate succeeds if a singleton set remains.
Each of the statements on the right-hand side of Table 13 specifies a paradigmatic aspect of the problem-solving method: each statement represents an essential step in the reasoning process that the PSM must perform. Of course, one could make other paradigmatic choices, which would then lead to different specifications and thus to a different PSM. The essential point however is that conceptually refining a PSM competence theory is an activity that makes the underlying problem-solving paradigms as well as support knowledge assumptions explicit.
Clearly, theory T is much closer to an operational method than the top-level specification T of the previous subsection. On the other hand, although all conceptual ingredients are available now, the competence theory cannot yet be seen as fully 
operational. The various quantifications in Equations 25 and 26 need to be translated to proper control structures in the operational PSM. Thus, we might say that the above competence theory represents a conceptual breakdown of what counts as a solution to our problem, but that we still are in need of an operational breakdown. The final step, leading to an operational inference and control structure for a PSM, is discussed in the next subsection.
4.5. STEP 3: OPERATIONALIZATION So, we have to find an operationalization of the refined competence theory, in terms of a set of inferences, roles and a specification of the strategy (the control structure). Earlier, we saw three strategies for imposing control on the inference structure. Since the example task requires that a query can be answered on the basis of a (partial) classification, the strategy to prune the candidate set until a unique answer can be derived is most plausible. In the definition of the task, we assume that the context already has been determined and that the set of observations that must be explained is explicitly given in the knowledge base (obs-subset).
task apple-query-answering; input: obs-subset, context, query; output:
query-value, candidate-set; specification:
''Find the subset of apple classes that share a unique value for the query attribute''; end task apple-query-answering;
The task method uses an iteration similar to the one used in Section 3 with a different stop condition: the while loop finishes when the value for the query attribute is the same for all candidate classes (inferred by the compare inference). Another difference with the strategies in Section 3 is the differentiation between test-examples and test-consistent on the basis of the type of observation. if truth-value"false then candidate-set :"candidate-set/candidate; specify(candidate-set#queryPquery-value); end task-method pure-maximal-set;
The corresponding inference structure is shown in Figure 5 . 
Conclusions
In this paper, we have described a method for the systematic construction of PSMs based on a successive refinement of a formal theory of the competence required from a PSM, resulting in an operational knowledge model of the PSM. We explicated the various conceptualization and operationalization steps that have to be taken in order to arrive from an informal problem statement to a full knowledge model of a PSM. The power of the approach sketched in this paper is that it explicates the ontological commitments and assumptions behind the problem-solving methods that are employed in systems that solve a particular class of tasks.
In earlier work, we have used the competence theory approach to analyse well known PSMs such as Cover-and Differentiate (Akkermans et al., 1993a and propose-andrevise (Wielinga et al., 1995) . The first exercise showed that various inferences and problem solving strategies in existing systems such as MOLE (Eshelman et al., 1988) can be formally specified as refinements of a general competence theory of diagnosis. The latter work showed that the various solutions to the VT problem (Marcus et al., 1988; Yost, 1992; Schreiber & Birmingham, 1996) can be viewed as different refinements and operationalizations of an initial competence theory for parametric design. In this paper, we have used various variants of a classification task to illustrate the competence theory refinement approach. Again, the approach highlights and explicates assumptions underlying the various PSMs for classification.
The explication of the commitments and assumptions made during the competence refinement process places strong constraints on the form and content of the knowledge represented in the domain theory. As such, the formalization process outlined in this paper also poses strong constraints on the knowledge acquisition process. For example, the assumptions explicited in this paper can be viewed as a formal basis for techniques that construct models of reasoning processes through a refinement process such as the GDM approach (van Heijst et al., 1992) .
The formalization process as used in this paper is not without problems. In earlier work, we have concluded that the non-monotonic nature of the propose and revise method is difficult to capture in intuitively understandable theories. In the work described in this paper, we have found that the mapping from the formal theories to the control specifications in the operational knowledge model, can involve quite complex transformations, which appear difficult to formalize. We are convinced however, that further work in formalization of PSMs will ultimately lead to a better understanding of what the competence of knowledge-based systems really is. Developing problem-solving methods and systems that empirically show their heuristic value is one thing, but ultimately the scientific goal of the field of knowledge engineering should be to understand what problems these systems can solve and what problems they cannot solve.
