We present two algorithms for simplifying rational expressions modulo an ideal of the polynomial ring k [x1, . . . , xn]. The first method generates the set of equivalent expressions as a module over k [x1, . . . , xn] and computes a reduced Gröbner basis. From this we obtain a canonical form for the expression up to our choice of monomial order for the ideal. The second method constructs equivalent expressions by solving systems of linear equations over k, and conducts a global search for an expression with minimal total degree. Depending on the ideal, the algorithms may or may not cancel all common divisors. We also provide some timings comparing the efficiency of the algorithms in Maple.
INTRODUCTION
Let k be a field and let I ⊂ k[x1, . . . , xn] be an ideal. We will assume that I is prime so that the quotient ring k[x1, . . . , xn]/I is an integral domain [4] . In this paper we show how to simplify fractions over k[x1, . . . , xn]/I which permits effective computation in that domain. Otherwise arithmetic with fractions produces "blow up".
For example, let I = xy − 1 ⊂ Q[x, y] and consider
where we have used the relation xy = 1 to reduce the right hand side. The algorithms presented in this paper produce * Supported by NSERC of Canada and the MITACS NCE of Canada
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. the simplification
reducing the total degree of the fraction from 4 to 2. Specific instances of this problem have been considered before, most notably the case of trigonometric polynomials. The idea behind the methods of [7, 9] is to use a parameterization of V = V(I) as an injective homomorphism from k[V ] to a rational function field k(t), where the problem becomes computing and cancelling a polynomial gcd in k [t] . We illustrate the technique on an example from [9] . 2 )/(1 + t 2 )}. Substituting into a/b we obtain the following expression in Q(t).
f (t) g(t)
= 2t 4 + 4t 2 + 2 t 5 − t 4 + 4t 3 + 4t 2 − t + 1
To invert the map we use the implicitization method of [4] . Since 1 + t 2 does not vanish over Q we can eliminate t from
We find that (s − A fundamental limitation of this approach is that many affine varieties can not be parameterized. Irreducible curves in two variables must have genus zero [8] , so for example fractions over Q[x, y]/ y 2 − x 3 + x could not be handled. A similar condition exists for surfaces [11] , and we know of no algorithms to parameterize higher dimensional objects.
In this paper we present two algebraic methods for simplifying fractions over k[x1, . . . , xn]/I. The first is a Gröbner basis method which computes a reduced canonical form. This method requires some preliminary material which we present in Section 2. The algorithm and a proof of its correctness follow in Section 3. In Section 4 we present the second algorithm which is a dense method that minimizes the total degree of the fraction. We end with a section comparing the performance of the two algorithms in the Maple computer algebra system. It turns out that for some ideals the methods do not cancel all common divisors. In fact, both methods may introduce common divisors. This was a surprise to us. In Section 3 we state a general condition on the ideal I and its monomial order which, if met, guarantees that no common divisors are present in the output of either algorithm.
PRELIMINARIES
In this section we will review some results about Gröbner bases that are used in the sequel. Good references for this material are [1, 2, 5] .
First Position over term orders behave like lexicographic order with respect to the vector components. Polynomials in the first component are eliminated, producing the intersection of the module with the lower components, and so on, until a Gröbner basis is obtained. Similarly, term over position orders resemble total degree orders for ordinary polynomials. They do not have any elimination properties, however, the largest monomial appearing in any component is minimized.
Example 2. Let < denote graded lexicographic order with x > y. We will compute Gröbner bases for the module
using <POT and <TOP . For <POT the respective leading monomials are y e1 and 1 e1, so we construct the syzygy
This new element has a leading monomial in e2, which can not be cancelled using monomials in e1. We conclude that {y e1 + x e2, 1 e1 + xy e2, (−xy 2 + x + y) e2} is a Gröbner basis for M with respect to <POT . For <TOP the leading monomials are x e2 and xy e2, respectively. Their syzygy is The quotients qi comprise a column of the transformation matrix for {g1, . . . , gt}. One can compute them using the extended Buchberger algorithm [2] , or using a module computation as follows. Let I = h1, . . . , hs . If we compute a reduced Gröbner basis for the module
using a position over term order <POT then we obtain
The gi are a reduced Gröbner basis for f + I with respect to < and the qi are reduced modulo I. This method is quite effective at controlling intermediate expression swell, and in practice, one can use a Gröbner basis for I and omit the syzygies among the hi. 
ciqi´f mod I A more general version of Lemma 2 appears in [2] in the context of solving linear equations over k[x1, . . . , xn]/I. Next we define the quotient operation for ideals, which is the basis of our first simplification algorithm.
For our purposes it will suffice to compute quotients of the form I : f where f ∈ k[x1, . . . , xn]. The most efficient way of doing this is the "tag variable algorithm variant" [3] .
Lemma 3. Let I = h1, . . . , hs and let f be a polynomial. Using lexicographic order and e1 > e2 > x > y we obtain
REDUCED CANONICAL FORMS
Our approach to computing a reduced canonical form for a fraction modulo I is actually quite simple. Given a/b we will construct the module {[ c, d ] : ad − bc ≡ 0 mod I} and compute a reduced Gröbner basis using a term over position order. From this we extract the smallest [ c, d ] with c, d ∈ I, minimizing the largest monomial in c/d. Uniqueness follows from our use of reduced Gröbner bases. In the results that follow we will denote ideals of the form a + I by a, I . Recall Definition 3 for ideal quotients given above. 
Proof. By construction each generator [ x, y ] satisfies
≡ a · 0 mod I and since b is not a zero-divisor
Input a prime ideal
and we construct the module 
In the previous example we can apply Lemma 2 to find that a = (y −1) c mod I and b = (y −1) d mod I. Thus the algorithm cancelled a common factor of y − 1. An obvious question is whether the simplification of fractions always corresponds to the cancellation of common divisors and the answer is no. This was noted by Mulholland and Monagan for fractions over Q[s, c]/ s 2 +c 2 −1 [9] and Example 1 from the introduction demonstrates an instance of it. The next example was a surprise however.
: a = x − y, y 5 − 2 using Lemma 3 and we construct the module fi» 
We can check with Lemma 2 that the new numerator and denominator do not divide the old ones. In fact,
So a common factor of x was added to the numerator and denominator to simplify the fraction! Note that x is not a unit of Q[x, y]/I. If it were we would have computed its inverse already during our initial check with Lemma 2.
We should examine why a common factor was added in Example 5 because this does not happen over other domains, like the trigonometric polynomial ring Q[s, c]/ s 2 + c 2 − 1 [9] . The reason in that case is a "degree sum formula", deg(pq) = deg(p) + deg(q), where p, q and pq are in normal form modulo s 2 +c 2 −1 . This implies that common factors only increase total degree. In Lemma 8 we state a sufficient condition for this formula to hold for arbitrary ideals, but to prove it we will need two well-known results.
Lemma 6. Let f be a homogeneous polynomial and let G be a set of homogeneous polynomials. If f ÷ G → r then r is homogeneous and if r = 0, deg(r) = deg(f ).
Proof. See [6] , or [2] . Proof. We can assume p and q are already in normal form so init(p) and init(q) are not reducible by init(G).
Observe that when a graded monomial order is used and the hypotheses of Lemma 8 are satisfied the canonical form algorithm can not return fractions with common divisors. Note that a parameterization method could not be used for that domain since the genus of f is 1. We might also ask how good the output of the algorithm is when an ordinary total degree order is used. The next example shows that it may in fact increase total degree. Note however that the total degree of a reduced canonical form is always within a factor of two of the minimum total degree when a graded monomial order is used. If a/b is in canonical form then max(deg(a), deg(b)) is minimal and
Finally we mention an improvement for an important special case of the algorithm. Let I be homogeneous. Then init(G) = G so if I is prime Lemma 8 is satisfied. We show that if a and b are also homogeneous then one can skip the construction of the module M and its Gröbner basis entirely.
Lemma 9. Let I and J be homogeneous ideals. Then the quotient I : J has a set of homogeneous generators.
Proof. See [6] .
Lemma 10. Let I be a homogeneous prime ideal and let f and g be homogeneous polynomials, g ∈ I. If g = qf mod I and q is in normal form then q is also homogeneous and deg(q) = deg(g) − deg(f ).
Proof. Let q = q1 + q2 where q1 consists of the terms of degree deg(g) − deg(f ). Then g − q1f − q2f ≡ 0 mod I implies q2f ≡ 0 mod I since its terms can not be cancelled by Lemma 6, and I is prime implies q2 ≡ 0 mod I.
Our modified approach is to compute a reduced Gröbner basis for b, I : a with respect to a graded monomial order and select the smallest d ∈ I to be the denominator. Next we compute c ≡ ad/b mod I using Lemma 2, which is unique since I is prime, and deg cancelling a common factor of (2x + y)/3.
Our improved algorithm for the homogeneous case is also applicable when a, b, and I are homogeneous with respect to a vector of weights, although it is much harder to choose weights (as in Example 8) since they depend on a and b.
We conclude this section with some additional remarks. First one might wonder why we compute b, I : a and not a, I : b . The reason is that if the denominator is invertible modulo I or if it divides the numerator exactly then we have the option of returning a polynomial. Both the standard and the homogeneous method can compute a reduced Gröbner basis for b, I : a = 1 , find d = 1, and compute c ≡ a/b mod I. The standard algorithm must be halted before the module Gröbner basis computation. The homogeneous method requires no modification.
Second, notice that computing b, I : a allows us to run the algorithm even when I is not prime. Unfortunately zero-divisors can appear in the denominators of the module Gröbner basis and it is not entirely clear what we should do. We leave this question to future research.
MINIMAL TOTAL DEGREE
The algorithm of Section 3 is appropriate for computing in fields of fractions of k[x1, . . . , xn]/I, but Example 9 and others like it suggest the need for a different approach to the simplification problem. Our goal should be to minimize total degree, and not necessarily force expressions into a canonical form. To this end we present a global search algorithm which can be made reasonably efficient in practice.
The idea of this method is to walk up through the degrees of the numerator and denominator and at each step attempt to solve ad − bc ≡ 0 mod I using an ansatz for c and d. We demonstrate a solving step below.
The normal form of ad − bc mod I is
Equating each coefficient to zero, we obtain a 12 × 12 homogeneous linear system whose general solution is 
Solution
No Solution
We recurse to check (2, 0) and (0, 2) since solutions at one of those points would produce a solution at (2, 2) . From (2, 0) we walk to (3, 1) (3, 1) , and (4, 0) were never tested.
We present the simplification algorithm below. Note that in practice one should build up multiplication matrices [5] for a and b instead of computing the normal form of ad − bc directly in each iteration. Proof. The algorithm requires at most D steps to find the first solution, at which point the search splits into two paths of approximately half the original length. This can occur at most log 2 (D) + 1 times before the length of each path becomes D/(2 log 2 (D)+1 ) < 1. Then the total number of steps is bounded by
Algorithm 2 (Minimal Total Degree).

Input a Gröbner basis G for a prime ideal I, a/b with
The 
The fraction 1/f already has minimal total degree, so we expect
to simplify to a fraction with total degree 3. Algorithm 2 checks (0, 0), (1, 1), and (2, 2) before finding its first solution at (3, 3) . It recurses to check (3, 0) and (4, 1), where it finds a solution of total degree 5, and recurses again to check (4, 0) and (3, 1) . We illustrate these steps in the diagrams below. 
Solution
Recursing from (3, 3) Example 13 almost captures the worst-case of our search strategy. The result has total degree D, yet we check the point (D, D) and fill in half of a border with total degree 5D/3 − 1 ≈ 2D. Each linear system contains all possible monomials, since the generator for I has a leading monomial of degree 2D. To construct versions of this example with higher degree one can substitute (x, y) → (x k , y k ) for k > 1.
TIMINGS
So far we have presented two algorithms for simplifying fractions modulo a polynomial ideal. The goal of this section is to provide some insight into their performance.
We implemented both algorithms in Maple 10 using the Gröbner basis routines of the PolynomialIdeals package. To compute Gröbner bases for modules we used Buchberger's algorithm and the trick from Example 3. To compute ideal quotients I : f we used Lemma 3 and a Gröbner basis for I, omitting syzygies among the Gröbner basis elements.
For most problems we report the total degree of the input (deg) and the result (res). For the reduced canonical form algorithm (cform) and its homogeneous variant (hform) we report the total time. For the minimal degree algorithm (mindeg) and a homogeneous version (hdeg) we report only the time required to solve the linear systems using Maple's SolveTools[Linear] command. We ran the tests on a 32-bit Athlon 1.4GHz PC with 1GB of RAM.
Example 14. An extremely sparse problem derived from Example 13 and the substitution (x, y) → (x k , y k ). Simplify As expected, the canonical form algorithm is a poor choice when the answer has low total degree. A comparison can be drawn with univariate rational expressions, where one can choose between computing and cancelling out a gcd versus constructing a result with dense interpolation. Note how the ideal quotient computation (Lemma 3) resembles the extended Euclidean algorithm with one cofactor. Although the canonical form algorithm is initially the slowest, it is eventually able to beat both the minimal degree algorithm and the parameterization method on Example 16. Almost all of the time in the parameterization method is spent implicitizing the result, so improved Gröbner basis routines should benefit both algorithms proportionately. Our next example compares a specialized algorithm for a particular domain which does not compute Gröbner bases.
Example 17. A trigonometric example from [9] We find Example 17 encouraging, despite the fact that we were unable to beat the parameterization method of [9] . The canonical form algorithm had good asymptotic performance, and faster Gröbner basis routines would make it competitive. The minimal degree algorithm performed poorly due to the high degrees and the density of the linear systems encountered. The systems were 80-95% non-zero during the initial walks from (0, 0) and 30-50% non-zero thereafter. The homogeneous minimal degree algorithm performed quite well on Example 18. Much of this can be attributed to having only three variables and an ideal generator that eliminates a lot of monomials. Our remarks about the size of the linear systems apply equally to the homogeneous case of the algorithm. Thus we can expect to see systems with up to`d +n−1 n−1´r ows and columns where n is the number of variables and d is the total degree of the result. When n is fixed this number is O(d n−1 ). When d is fixed it is O(n d ).
CONCLUSION
We presented two methods for simplifying fractions over k[x1, . . . , xn]/I when I is prime. The first method produces a canonical form and is appropriate for computing in the field of fractions. It performs well enough to be recommended generally, and in some cases a monomial order can be chosen so that all common divisors are cancelled. Its homogeneous variant is faster, cancels all common divisors, and produces expressions with minimal total degree.
Our second method is better suited to simplification since it always constructs expressions with minimal total degree. It is essentially a dense interpolation. It performs poorly on sparse problems when the output has moderately high total degree. A variant of the algorithm for homogeneous problems has much better performance, although only for problems with a small number of variables.
The output of both methods may have common divisors present in the numerator and denominator. This depends on the ideal and the monomial order. For some ideals one can choose a monomial order to force the output of the first method to have no common divisor.
Where applicable, we expect parametrization methods to have the best overall performance. The difficulty is in the implicitization step, where Buchberger's algorithm should not be used directly. Alternatives include resultants [5] and Buchberger's algorithm followed by the Gröbner Walk [12] . Our algorithms might also be of use to someone developing faster methods for a specific domain.
