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Abstract
Clustering is a fundamental task in data analysis, and spectral clustering has been
recognized as a promising approach to it. Given a graph describing the relationship
between data, spectral clustering explores the underlying cluster structure in two stages.
The first stage embeds the nodes of the graph into real space, and the second stage groups
the embedded nodes into several clusters. The use of the k-means method in the grouping
stage is currently standard practice.
We present a spectral clustering algorithm that uses convex programming in the group-
ing stage, and study how well it works. The concept behind the algorithm design lies in
the following observation. The nodes with the largest degree in each cluster may be found
by computing an enclosing ellipsoid for embedded nodes in real space, and the clusters
may be identified by using those nodes. We show that the observations are valid, and
the algorithm returns clusters to provide the conductance of graph, if the gap assump-
tion, introduced by Peng el al. at COLT 2015, is satisfied. We also give an experimental
assessment of the algorithm’s performance.
Keywords: spectral clustering, Laplacian, conductance, convex programming
1 Introduction
Given a set of items and similarities between pairs of the items, clustering is the task of
dividing the item set into several groups such that the items within the same cluster are
similar and the items within different clusters are dissimilar. One natural way of representing
the task is to use a graph. Here, we let the graph have a nonnegative weight on each pair of
nodes. We represent each item by a node on the graph and the similarity between a pair of
items by a weight between corresponding nodes. Here, suppose that the weight on a pair of
nodes takes a high value if the corresponding items are similar and takes a low value otherwise.
The task is now cast as one of dividing the node set into several clusters such that the nodes
within the same cluster have a high weight and those within different clusters have a low
weight.
Spectral clustering is a way of finding such clusters in a graph. It has two stages. The first
stage embeds the nodes of a graph into real space, and the second one groups the embedded
nodes into clusters. The embedding uses the eigenvectors of a matrix associated with the
graph, such as a Laplacian. The grouping employs a classical clustering method such as k-
means. Spectral clustering is said to date back to the works of [14, 15] in the 1970s, and it was
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popularized by the works of [38, 34, 10, 41] in the machine learning community in the 2000s.
Its effectiveness has been tested on various problems, and it is now recognized as a promising
approach to clustering. Recently, Peng et al. studied a spectral clustering algorithm that uses
the k-means method in a grouping stage and provided a theoretical justification as to why
it works well in practice. We shall use the abbreviation KSC to refer to the k-means based
spectral clustering algorithm. The results first appeared in the proceedings [35] of COLT 2015,
and then in a journal paper [36]. These studies quantified the quality of clusters in a graph
in terms of a measurement, conductance, and showed that KSC gives a good approximation
for clusters to provide the conductance of a graph, if the graph satisfies a gap assumption.
Kolev and Mehlhorn [22] strengthened the approximation accuracy and weakened the gap
assumption.
Here, we briefly explain the result of Peng et al. Let G be a graph with a node set V and
a nonnegative weight on each pair of nodes. We call a subset S of V a cluster. Also, we call
a family of k clusters S1, . . . , Sk a k-way partition of G if Si ∩ Sj = ∅ for different i and j
and S1 ∪ · · ·Sk = V . The conductance φG(S) of a cluster S is defined as (1) in Section 3.1,
and it takes a value ranging from zero to one. Clusters with low conductance fit the notion
of good clusters in G. We thus formulate the clustering task on G as a problem of finding a
k-way partition {S1, . . . Sk} of G that minimizes the maximum of φG(S1), . . . , φG(Sk). The
conductance ρG(k) of a graph G is defined to be the minimum value. We call the problem
the conductance problem, and say that a k-way partition {S1, . . . , Sk} of G is optimal for
the problem if it satisfies ρG(k) = max{φG(S1), . . . , φG(Sk)}. Peng et al. introduced a gap
assumption; let λk+1 denote the (k + 1)th smallest eigenvalue of the normalized Laplacian
of G and assume that λk+1/ρG(k), denoted by ΥG(k), is large. In light of the result of [16],
this assumption means a situation in which G is well-clustered. This assertion is detailed
in Section 3.1. Peng et al. showed that, if ΥG(k) is large, the output of KSC is close to an
optimal k-way partition for a conductance problem.
1.1 Our Contributions
We present a spectral clustering algorithm that uses convex programming in the grouping
stage. The purpose of this study is to examine the performance from theoretical and practical
perspectives. The concept behind the algorithm design lies in the following observations.
The nodes with the largest degree in each cluster in a graph may be found by computing an
enclosing ellipsoid for embedded nodes in real space, and the clusters may be identified by
using those nodes. We call the algorithm ELLI, since an ellipsoid plays an important role in it.
The details are given in Algorithm 1 of Section 3.3. It should be noted that the computation
of an enclosing ellipsoid for a set of points is formulated as a convex programming problem,
and efficient algorithms are available for solving it. The main contributions of this study are
twofold.
• The first contribution is to provide a theoretical analysis of the clustering performance
of ELLI. We show in Theorem 1 that, if ΥG(k) exceeds some threshold, ELLI returns an
optimal k-way partition for a conductance problem. In contrast to this, no matter how
large ΥG is, the result of Peng et al. does not ensure that KSC does so. Hence, it turns
out that ELLI has a theoretical advantage over KSC. Theorem 1 is a consequence of
Theorems 2, 4 and 5. We extend the structure theorem developed by Peng et al. in [36],
i.e., prove Theorem 2. We show that the observations we mentioned above are valid, by
2
proving Theorems 4 and 5. Shi and Malik formulated the clustering task on a graph in
terms of a normalized cut problem in [38]. The formulation has a close connection to
the conductance problem. We show in Theorem 7 that a similar result as Theorem 1
holds for the normalized cut problem.
• The second contribution is an experimental assessment. We experimentally tested the
effectiveness of ELLI at clustering real data, i.e., image datasets whose images had
been categorized into classes by human judges. We applied ELLI to each dataset and
evaluated how well the clusters found by it matched the classes of the dataset. For
the evaluation, we used two measures, accuracy (AC) and normalized mutual informa-
tion (NMI). The experiments also evaluated the conductance of the clusters found by
ELLI. We tested two more clustering algorithms of which one was KSC. A standard
implementation of spectral clustering uses the k-means method based on the Lloyd’s
algorithm [28] or an enhancement thereof. Our preliminary experiments indicated that
the performance of the k-means++ algorithm [8] is usually superior to the Lloyd’s al-
gorithm. We thus used k-means++ in the implementation of KSC. Since k-means++
is probabilistic, we repeated KSC equipped with it multiple times and took the average
of the measurements for the evaluation of the outputs. The experiments revealed that
the AC and NMI of ELLI can reach at least the average AC and NMI of KSC. This
points to the potential advantage of using ELLI. After the multiple runs of KSC, it is
necessary to appropriately select one out of the outputs. The selection may not be an
easy task. The experiments also showed that the conductance of the clusters found by
ELLI is often smaller than that given by KSC. The results are summarized in Figures
2, 3, and 4 and in Table 2.
The rest of this paper is organized as follows. Section 2 explains the notation, symbols,
and terminology used in the subsequent discussion. A review of basic results from spectral
graph theory is also included. Section 3 formally describes the conductance of a graph. It
then shows the theoretical performance of ELLI on the conductance problem in Theorem 1.
After that, it describes the details of ELLI in Algorithm 1. Lastly, it describes related work,
including the studies by Peng et al. and Kolev and Mehlhorn on the performance of KSC.
Sections 4 and 5 show the results of the analysis of the embedding and the grouping stages of
ELLI in Theorems 2, 4, and 5. Section 6 shows the performance of ELLI on the normalized
cut problem in Theorem 7, and explains the connection between ELLI and computing a
nonnegative matrix factorization (NMF) under a separability condition. Section 7 describes
the experimental study. Section 8 provides all of the proofs of the theorems.
2 Preliminaries
Let G = (V,E) be an undirected graph, where V is the set of n nodes 1, . . . , n and E is the set
of edges. We put a weight on each pair of nodes i, j ∈ V through the function w : V ×V → R+.
Here, the symbol R+ denotes the set of nonnegative real numbers. The function w should
have the following properties. For any pair of nodes i, j ∈ V , w(i, j) = w(j, i) and w(i, j) > 0
if {i, j} ∈ E; otherwise, w(i, j) = 0. We call a function w having the properties above a
weight function on G. The degree di of node i ∈ V is given as di =
∑
j∈V w(i, j). Throughout
this paper, we always regard a graph G as an undirected one with n nodes 1, . . . , n that is
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equipped with a weight function w. We further assume that every node of G has a positive
degree; in other words, every node has at least one edge.
The adjacency matrix W is an n×n symmetric matrix such that the (i, j)th entry stores
the weight w(i, j) of the pair of nodes i, j ∈ V . The degree matrix D is an n × n diagonal
matrix such that the (i, i)th entry stores the degree di of node i ∈ V . The Laplacian L is
given as L = D −W , and the normalized Laplacian L is given as
L = D−1/2LD−1/2, equivalently, I −D−1/2WD−1/2.
The eigenvalues and eigenvectors of the normalized Laplacian L will play an important
role in our discussion. Here, let us quickly review their properties. Since L is an n × n
real symmetric matrix, the n eigenvalues are real and the n eigenvectors can be chosen to
be orthonormal bases in Rn. Furthermore, an easy calculation shows that L is positive
semidefinite. Hence, all the eigenvalues are nonnegative. The smallest eigenvalue is zero,
since L · (D1/21) = 0, where the symbol 1 denotes a vector of all ones. In addition, the
largest eigenvalue is less than two. The multiplicity of the zero eigenvalue equals to the
number of connected components of G. The above are basic results from spectral graph
theory; for details, see [12, 41]. In this paper, we will always use the symbols λ1, . . . , λn to
denote the eigenvalues of L arranged in nondecreasing order. That is, 0 = λ1 ≤ · · · ≤ λn ≤ 2.
Moreover, we will always choose the eigenvectors of L to be orthonormal and use the symbol
fi to denote the eigenvector corresponding to the ith smallest eigenvalue λi.
Notation and symbols for vectors and matrices. The symbols ‖ · ‖1, ‖ · ‖2 and ‖ · ‖∞ denote
the ℓ1, ℓ2 and infinity norms of a vector or a matrix. The symbol ‖ · ‖F denotes the Frobenius
norm of a matrix. For real numbers a1, . . . , an, the notation diag(a1, . . . , an) denotes an n×n
diagonal matrix having ai at the (i, i)th entry. We will use ei to denote the ith unit vector
and I to denote the identity matrix.
3 Algorithm and Performance Analysis
This section starts with the explanation of conductance. Then it presents the details of ELLI
and the result of the performance analysis. Lastly, it describes related work.
3.1 Conductance
Let G = (V,E) be a graph. A cluster S of G is a subset of the node set V . The conductance
of a cluster S is defined to be
φG(S) :=
w(S, V \ S)
µ(S)
(1)
by letting
µ(S) :=
∑
i∈S
di and w(S, V \ S) :=
∑
i∈S
∑
j∈V \S
w(i, j).
Here, µ(S) is the volume of S, and w(S, V \ S) is the cut size between S and its complement
V \ S. Since di =
∑
j∈V w(i, j), we easily see that φG(S) takes a value from zero to one.
Also, we can see from the definition that clusters with low conductance capture the notion
of good clusters in G, wherein nodes within the same cluster have high weights and nodes
within different clusters have low weights. Kannan et al. suggested in [20] that conductance
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is an effective way of quantifying the quality of clusters in G. Recently, it has been used in
the context of community detection; see, for instance, [43].
As already defined in Section 1, a k-way partition of G is a family of k clusters S1, . . . , Sk
that satisfy Si ∩ Sj = ∅ for different i and j and S1 ∪ · · · ∪ Sk = V . We use the symbol
Γ to refer to a k-way partition {S1, . . . , Sk}. The conductance problem asks one to find a
k-way partition Γ = {S1, . . . , Sk} that minimizes the maximum of φG(S1), . . . , φG(Sk). The
conductance of a graph G is defined to be the minimum value, and we use the symbol ρG(k)
to denote it. That is,
ρG(k) = min
Γ={S1,...,Sk}
max{φG(S1), . . . , φG(Sk)}
and the minimum is taken over all candidates of k-way partitions of G. We say that Γ =
{S1, . . . , Sk} is optimal for the conductance problem if it satisfies ρG(k) = max{φG(S1), . . . , φG(Sk)}.
Shi and Malik formulated the clustering task as a normalized cut problem in [38], i.e., one of
minimizing the sum of the conductance of the clusters. Section 6.1 shows the performance of
ELLI on these problems.
The conductance problems is theoretically intractable. It is NP-hard even if k = 2.
Approximation algorithms exist for k = 2, and in particular, the SDP based algorithm of
Arora et al. in [5] achieves an O(
√
log n)-approximation ratio. Cheeger inequality bounds
ρG(2) by using the second smallest eigenvalue λ2 of the normalized Laplacian L of G. It
states that λ2/2 ≤ ρG(2) ≤
√
2λ2 holds. The bound was improved by Kwok et al. [24].
Regarding the general case, Lee et al. in [26] developed a higher-order Cheeger inequality. It
gives a bound on ρG(k) by using the kth smallest eigenvalue λk of L.
We recall the gap assumption Peng et al. introduced in [36]. As already mentioned in
Section 1, we let
ΥG(k) :=
λk+1
ρG(k)
where λk+1 is the (k + 1)th smallest eigenvalue of L. A graph G is well-clustered if ΥG(k) =
λk+1/ρG(k) is large. Let us see why it is well-clustered in that case. The higher-order Cheeger
inequality implies that, if ΥG(k) is large, so is λk+1/λk. Gharan and Trevisan showed in [16]
that the inside conductance of clusters is large and the outside conductance of clusters is small
if λk+1/λk is large. Let S ⊂ V . The outside conductance of S is defined to be φG(S). The
inside conductance of S is defined to be
min
T :µ(T )≤µ(S)/2
w(T, S \ T )
µ(T )
. (2)
The minimum is taken over all subsets T of S under µ(T ) ≤ µ(S)/2. We can see from the
definition that the inside conductance of S is equivalent to ρG[S](2), which is the conductance
of a subgraph G[S] induced by S with k = 2. Following the terminology of Gharan and
Trevisan, we say that the clusters S1, . . . , Sk in a k-way partition of G are a (φin, φout)-
clustering if ρG[Si](2) ≥ φin and φG(Si) ≤ φout for i = 1, . . . , k. This means that G is
well-clustered if there is a (φin, φout)-clustering with a large φin and a small φout. Corollary
1.1 of [16] tells us that, if λk+1 is sufficiently larger than λk, there is a (Ω(λk+1/k), O(k
3
√
λk))-
clustering. A similar observation can be found in Section 1 of [22]. Peng et al. showed that
the output of KSC approximates an optimal k-way partition for the conductance problem if
ΥG(k) is large.
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Finally, we recall the gap assumption Kolev and Mehlhorn introduced in [22]. Let U be
the set of all optimal k-way partitions for the conductance problem on G. A minimal average
conductance ρ¯G(k) of G is given by
ρ¯G(k) = min
Γ={S1,...,Sk}∈U
1
k
(φG(S1) + · · · + φG(Sk)).
In analogy with ΥG(k), let
ΨG(k) :=
λk+1
ρ¯G(k)
.
Since ρ¯G(k) ≤ ρG, we have ΨG(k) ≥ ΥG(k). Kolev and Mehlhorn analyzed the performance
of KSC using ΨG(k) instead of ΥG(k).
3.2 Result of Performance Analysis
For simplicity, throughout the rest of this paper, we will drop k from the notation ΥG(k),ΨG(k)
and ρG(k) and write them as ΥG,ΨG and ρG. Let G = (V,E) be a graph and Γ = {S1, . . . , Sk}
be a k-way partition of G. The symbol ni denotes the number of nodes in Si. We take the
node ℓ ∈ V such that it belongs to Si and it has the jth smallest degree among all nodes in Si.
We use (i, j) to refer to the node ℓ and di,j to refer to the degree dℓ. Note that the notation
depends on the choice of the k-way partition Γ. Following the above notation, ni nodes in Si
are expressed as (i, 1), . . . , (i, ni), and the degree di,j of each node (i, j) satisfies
di,1 ≤ · · · ≤ di,ni = d∗i .
We use the symbol d∗i to refer to the largest degree di,ni among all nodes in Si. The node
(i, ni) belongs to Si and has the largest degree among all nodes in Si. We call (i, ni) the
representative node of the cluster Si, and the set {(1, n1), . . . , (k, nk)} the representative set
of the k-way partition Γ = {S1, . . . , Sk}.
Let
αi,j :=
√
di,j
µ(Si)
(3)
for i = 1, . . . , k and j = 1, . . . , ni. In particular, the symbol α
∗
i refers to αi,ni , which satisfy
αi,1 ≤ · · · ≤ αi,ni = α∗i . Let αmin denote the smallest among all αi,j, and α∗min denote that
among all α∗i ,
αmin = min
i=1,...,k
j=1,...,ni
αi,j and α
∗
min = min
i=1,...,k
α∗i .
Of course, αmin can be written as αmin = mini=1,...,k αi,1. Although the description of the
analysis does not contain αmin, it appears in Theorem 5 of Section 5.2. Let
θi,j :=
αi,j
α∗i
=
√
di,j
d∗i
(4)
for i = 1, . . . , k and j = 1, . . . , ni − 1. As is the case with αi,j, we see that they satisfy
θi,1 ≤ · · · ≤ θi,ni−1. Let θmin and θmax denote the smallest and largest values among all θi,j,
θmin = min
i=1,...,k
j=1,...,ni−1
θi,j and θmax = max
i=1,...,k
j=1,...,ni−1
θi,j.
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Of course, these can be written as θmin = mini=1,...,k θi,1 and θmax = maxi=1,...,k θi,ni−1.
We introduce the parameters α and θ. These are determined by αi,j and θi,j, which are
determined by choosing one of the k-way partitions of G. Suppose that Γ is an optimal k-way
partition for the conductance problem. The parameter α is set as
α = α∗min
for α∗min determined by the optimal k-way partition Γ. This satisfies α > 0, since the di,j are
all positive. The parameter θ is set as
θ = min
{
1
2
(1− θmax), (17 − 12
√
2)θmin
}
for θmin and θmax determined by the optimal k-way partition Γ. This satisfies θ ≥ 0, since
0 < θmin ≤ θmax ≤ 1. Here, θmin is strictly greater than zero, as the di,j are all positive.
Theorem 1 is the result of our analysis.
Theorem 1. If G is a connected graph and satisfies
ΥG >
4k
(θα)2
,
then, the output of ELLI on input data (L, k) coincides with an optimal k-way partition for
the conductance problem on G.
The proof is given in Section 8.3. It follows from Theorems 2, 4, and 5. After reviewing
the k-means method in Section 3.3, we formally describe the results of Peng et al. [36] and
Kolev and Mehlhorn [22] on the performance of KSC in Section 3.4. Here, let us compare
those results with Theorem 1. The result of Peng et al. tells us that the output of KSC
gets closer to the optimal k-way partition for the conductance problem as ΥG gets larger.
However, it does not ensure that the output is exactly the optimal one no matter how large
ΥG is. The same goes for the result of Kolev and Mehlhorn. Meanwhile, Theorem 1 ensures
that the output of ELLI is the optimal one if ΥG exceeds some threshold. It thus turns out
that ELLI has a theoretical advantage over KSC.
Attention should be paid to the case in which the parameter θ is zero. It can arise if the
largest degree among nodes in a cluster is shared by multiple nodes.
3.3 Convex Programming Based Spectral Clustering
Let us start by showing the framework of the spectral clustering algorithm. The input is the
normalized Laplacian L of a graph G and the number k of clusters the user desires.
1. (Embedding stage) Compute the bottom k eigenvectors f1, . . . ,fk ∈ Rn of L.
2. (Grouping stage) Map the nodes 1, . . . , n of G onto the points F (1), . . . , F (n) in Rk
using the spectral embedding F ; then, group those points F (1), . . . , F (n) ∈ Rk into k
clusters using a clustering algorithm the user prefers.
We write the elements of fi as fi = [fi,1, . . . , fi,n]
T . Spectral embedding is a mapping F : V →
R
k defined by
F (ℓ) =


f1,ℓ
...
fk,ℓ

 .
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The elements of F (ℓ) are given by the ℓth elements of f1, . . . ,fk, and F (1), . . . , F (n) corre-
spond to the columns of the transpose of the n× k matrix [f1, . . . ,fk]. By letting P ∈ Rk×n
denote [f1, . . . ,fk]
T , we can represent F (ℓ) by the column pℓ of P . Often, p1, . . . ,pn are
scaled as s1p1, . . . , snpn by using factors s1, . . . , sn ∈ R. In particular, Shi and Malik used
si = 1/
√
di for the degree di of node i in [38], and Ng et al. used si = 1/‖pi‖2 in [34]. The
k-means method based on the Lloyd’s algorithm [28] is usually used in the grouping stage
(this was suggested in [34, 41]).
Let us review the k-means method. Let p1, . . . ,pn be points in R
d. We arbitrarily choose
a family of k subsets S1, . . . , Sk of the set S = {p1, . . . ,pn} such that Si ∩Sj = ∅ for different
i and j and S1 ∪ · · ·Sk = S. As in the case of a k-way partition of a graph, we call such
a family a k-way partition of S, and we use the symbol Γ to refer to it. We define a cost
function f by
f(Γ) = min
c1,...,ck∈Rd
k∑
i=1
∑
ℓ∈Si
‖pℓ − ci‖22. (5)
Note that spectral clustering handles points whose dimension d equals to the number k of
clusters the user desires. The k-means method chooses a k-way partition Γ of S to minimize
the cost function f(Γ). Finding Γ that minimizes f is shown to be NP-hard in [2, 29] even if
k = 2 or d = 2. Lloyd’s algorithm heuristically solves the minimization problem. It starts by
arbitrarily choosing c1, . . . , ck as initial seeds; it then minimizes f(Γ) by alternatively fixing
either c1, . . . , ck or S1, . . . , Sk. This works well in practice and is fast. It is easy to see that
one iteration takes O(nk2). The iteration complexity was investigated in [7, 6], where it is
shown that the expected iteration count is bounded by a polynomial in n and 1/σ if n data
points are perturbed by a normal distribution with mean 0 and standard deviation σ. The
k-means++ algorithm presented in [8] provides a smart choice of initial seeds. It chooses c1
uniformly at random from the set of data points and then chooses ci+1 from the set according
to a probability determined by the choice of c1, . . . , ci.
Let us describe ELLI in Algorithm 1. Step 1 is the embedding stage, and Steps 2 and 3 are
the grouping stage. Obviously, the output is a k-way partition ofG. Step 2 should be explained
in detail. The ellipsoid centered at the origin in Rk is a set H = {a ∈ Rk : aTMa ≤ 1} for a
k× k symmetric positive definite matrix M . The volume of H is v(k)/√detM where v(k) is
the volume of a unit ball in Rk, and the value depends on k. Step 2 constructs a minimum-
volume enclosing ellipsoid (MVEE) centered at the origin for the set S of points p1, . . . ,pn.
The ellipsoid can be obtained by solving an optimization problem with a symmetric matrix
variable X,
P(S) : minimize − log detX,
subject to pTXp ≤ 1 for all p ∈ S,
X ≻ 0.
The notation X ≻ 0 means that X is positive definite. The origin-centered MVEE for S,
denoted by H(S), is H(S) = {a ∈ Rk : aTXa ≤ 1} for the optimal solution X of P(S). We
call a point pi and its index i the active point and the active index of H(S), if pi satisfies
pTi Xpi = 1; in other words, pi lies on the boundary of H(S). Although Step 2 may use a
successive projection algorithm (SPA) in [3, 18], the target of SPA is computing separable
NMFs. Section 6.2 explains why SPA works well.
Let us examine the computational cost of Steps 2 and 3 (as Step 1 is a common to
spectral clustering algorithms). The main cost in Step 2 is in computing the optimal solution
of problem P(S). This is a convex programming problem, and efficient algorithms exist for
8
Algorithm 1 ELLI: Convex programming based spectral clustering
Input: L, the normalized Laplacian of a graph G; and k, the desired number of clusters.
Output: {T1, . . . , Tk}.
1. Compute the bottom k eigenvectors f1, . . . ,fk of L, and build a matrix P ∈ Rk×n such
that P = [f1, . . . ,fk]
T . Write the columns of P as p1, . . . ,pn.
2. Draw a minimum-volume enclosing ellipsoid H(S) centered at the origin for the set S =
{p1, . . . ,pn}, and construct the set I of active indices of H(S). If |I| > k, choose k elements
from I by using the successive projection algorithm, and update I by storing the chosen k
elements in it.
3. Write the elements of I by i1, . . . , ik. Let p¯i = pi/‖pi‖2 ∈ Rk for i = 1, . . . , n. Initialize
the sets T1, . . . , Tk to be empty, and repeat the following procedure from j = 1 until n.
- Pick p¯j and find u˜ = arg max
u=1,...,k
p¯Tiup¯j ; if multiple indices achieve the maximum, choose
one of them.
- Update Tu˜ to be Tu˜ ∪ {j}.
Then, return the family of sets T1, . . . , Tk.
it. Khachiyan [21] developed the Frank-Wolfe algorithm for solving the dual problem and
evaluated the computational cost. Kumar and Yildirim [23] modified the algorithm, and
showed that the modification returns a (1 + ǫ)-approximation solution in O(nk3/ǫ). An
interior-point method within a cutting plane framework can quickly solve the problem in
practice. The main cost in Step 3 is in computing p¯Tiu p¯j for u = 1, . . . , k and j = 1, . . . , n.
The computation takes O(nk2).
The author presented a spectral clustering algorithm in [33]. This algorithm shares Steps
1 and 2 in common with ELLI, but does not share Step 3. The manuscript mainly studied
the similarity between algorithms for spectral clustering and separable NMFs.
3.4 Related Work
We describe the results of Peng et al. in [36]. Let S1, . . . , Sk be the clusters of an optimal k-way
partition for the conductance problem. We choose an algorithm for solving the minimization
problem of f shown in (5) and suppose that the algorithm has an approximation ratio of η.
Let T1, . . . , Tk be the output of a spectral clustering algorithm that uses a k-means method
based on the η-approximation algorithm. They showed the following statement in Theorem
1.2 of [36]. Set ǫ as
ǫ =
2 · 105 · k3η
ΥG
and suppose that ΥG is so large that ǫ < 1/2. After suitable renumbering of the output of
the algorithm, we have
µ(Si△Ti) ≤ ǫµ(Si) and φG(Ti) ≤ 1
1− 2ǫφG(Si) +
2ǫ
1− 2ǫ .
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Accordingly, if ΥG = Ω(k
3), those can be written as
µ(Si△Ti) = O
(
ηk3
ΥG
)
µ(Si) and φG(Ti) = 1.1φG(Si) +O
(
ηk3
ΥG
)
.
Here, the notation Si△Ti denotes the symmetric difference of the sets Si and Ti. The results
tell us that, if ΥG is large, the difference between Ti and Si is small and the conductance of Ti
is close to that of Si. Peng et al. also developed a nearly linear time algorithm and examined
the performance.
We next describe the results of Kolev and Mehlhorn in [22]. They showed the following
statement in Theorem 1.2 of the paper. Set ǫ as
ǫ =
204 · k3η
ΨG
.
After suitable renumbering of the output of the algorithm, we have
µ(Si△Ti) ≤ ǫ
103k
µ(Si) and φG(Ti) ≤
(
1 +
2ǫ
103k
)
φG(Si) +
2ǫ
103k
.
Accordingly, if ΨG = Ω(k
2),
µ(Si△Ti) = O
(
ηk2
ΨG
)
µ(Si) and φG(Ti) = 1.1φG(Si) +O
(
ηk2
ΨG
)
.
We see that the results of Kolev and Mehlhorn improve the approximation accuracy of Peng
et al. by a factor of k and weakens the gap assumption. Kolev and Mehlhorn also studied a
spectral clustering algorithm that uses a k-means method based on the Lloyd’s algorithm and
examined the performance.
There is a line of research that explores the practical success of spectral clustering from
theoretical perspective. Spectral clustering maps the nodes of a graph onto points in real space
through the spectral embedding. Using the Davis-Kahan theorem from matrix perturbation
theory, Ng et al. [34] showed that the resulting points are near orthogonal. Kannan et al.
[20] introduced a bicriteria to quantify the quality of clusters where one criterion is the inside
conductance of a cluster, as defined in (2), and the other is the total weight of the inter-cluster
edges. They assumed that a graph has clusters such that the inside conductance of the clusters
is large and the total weight of the inter-cluster edges is small. Then, they evaluated how close
the output is to the clusters. As we saw in Section 3.1, Gharan and Trevisan [16] derived
a condition for the existence of clusters such that the inside conductance is large and the
outside conductance is small. Furthermore, they developed a simple algorithm to find such
clusters. As described above, Peng et al. [35, 36] showed the performance of KSC on a graph
having a gap on ΥG = λk+1/ρG, and the results was improved by Kolev and Mehlhorn [22].
Sinop [39] studied spectral clustering on an edge expansion problem, which is related to the
conductance problem, and evaluated the accuracy of output using a similar measurement to
ΥG.
There is also a considerable amount of research on spectral clustering on a random graph.
In a planted partition model, we assume that the node set is partitioned into several clusters
and edges connecting the nodes are stochastically generated: any two nodes in the same
cluster have an edge with probability p, and any two nodes in different clusters have an edge
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with probability q. McSherry [31] showed that spectral clustering can extract the clusters
with high probability if p and q lie within some range. Rohe [37] and Lei [27] studied KSC
on a stochastic block model.
Besides, we mention a local clustering algorithm introduced by Spielman and Teng [9]. It
serves for finding a cluster with low conductance in a graph. Allen-Zhu et al. [1] studied a
local algorithm using a PageRank vector. They assumed that a cluster exists such that the
inside conductance is large and the outside conductance is small, and derived a bound on the
conductance of a cluster returned by the algorithm.
4 Analysis of the Embedding Stage
This section analyzes the embedding stage of ELLI. The result is an extension of Theorem 3.1,
called the structure theorem, by Peng et al. in [36]. To represent the clusters of a graph by
vectors, we introduce indicator vectors and their normalized versions. Let Γ = {S1, . . . , Sk}
be a k-way partition of a graph. We associate a cluster Si with a vector gi = [gi,1, . . . , gi,n]
T
satisfying
gi,j =
{
1 if j ∈ Si,
0 otherwise,
and call it the indicator of Si. Furthermore, let g¯i be a vector obtained by normalizing gi as
g¯i =
D1/2gi
‖D1/2gi‖2
.
We call it the normalized indicator of Si.
Suppose that Γ = {S1, . . . , Sk} is an optimal k-way partition for the conductance problem
on a graph G. We take the normalized indicators g¯1, . . . , g¯k ∈ Rn of the clusters S1, . . . , Sk
of Γ, and form a matrix G¯ = [g¯1, . . . , g¯k] ∈ Rn×k. Also, we take the bottom k eigenvectors
f1, . . . ,fk ∈ Rn of the normalized Laplacian L of G, and form a matrix Fk = [f1, . . . ,fk] ∈
R
n×k. Theorem 2 assumes that the (k + 1)th smallest eigenvalue λk+1 of L is positive and
evaluates how close Fk is to G¯. Note that the assumption is satisfied if G is connected.
Theorem 2. Let Fk and G¯ be defined as above. Assume that a graph G satisfies λk+1 > 0.
Then, there is some k × k orthogonal matrix U such that
‖FkU − G¯‖2 ≤ 2
√
k · ρG
λk+1
.
The proof is given in Section 8.1. Let us look at the case where G is disconnected and
consists of k connected components. This case implies that ρG = 0 and λk+1 > 0. Thus,
the theorem says FkU = G¯. Also, f1, . . . ,fk are the eigenvectors corresponding to the
zero eigenvalue of L. Accordingly, the eigenspace of the zero eigenvalue of L is spanned by
g¯1, . . . , g¯k. This reflects a basic fact in spectral graph theory; see Proposition 4 of [41].
Theorem 2 is inspired by Theorem 3.1 of Peng et al. in [36].
Theorem 3 (Theorem 3.1 of [36]). Let f1, . . . ,fk and g¯1, . . . , g¯k be defined as above. Assume
that a graph G satisfies ΥG =
λk+1
ρG
= Ω(k2). Then, the following two statements hold.
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(a) For every g¯i, there is a linear combination fˆi of f1, . . . ,fk such that
‖g¯i − fˆi‖2 ≤
√
ρG
λk+1
.
(b) For every fi, there is a linear combination gˆi of g¯1, . . . , g¯k such that
‖fi − gˆi‖2 ≤
√
1.1k · ρG
λk+1
.
Theorem 2 corresponds to Theorem 3(b). Peng et al. proved part (a) and proved part (b)
by using part (a). In the same way, we will prove Theorem 2 by using (a). Theorem 2 implies
‖fi − gˆi‖2 ≤ 2
√
k · ρG/λk+1 where gˆi is a linear combination of g¯1, . . . , g¯k with coefficients
given by the ith column elements of UT . This corresponds to Theorem 3(b) up to a constant
factor. In addition, Theorem 2 has a weaker assumption than that of Theorem 3.
5 Analysis of the Grouping Stage
This section analyzes the grouping stage of ELLI. First, we look at the spectral embedding
of a graph in light of Theorem 2. Let Γ = {S1, . . . , Sk} be a k-way partition of a graph G.
We take the normalized indicators g¯1, . . . , g¯k of S1, . . . , Sk, and build a matrix Q ∈ Rk×n
such that Q = [g¯1, . . . , g¯k]
T . Moreover, we take the bottom k eigenvectors f1, . . . ,fk of the
normalized Laplacian L, and build a matrix P ∈ Rk×n such that P = [f1, . . . ,fk]T . The
columns of P correspond to each point in Rk obtained through the spectral embedding F for
the nodes of G. Choosing a k × k orthogonal matrix U , we write P as
P = UQ+R. (6)
Here, R is a k × n matrix that serves as the residual between P and UQ. In this section,
we present Theorems 4 and 5, which imply that the clusters S1, . . . , Sk can be identified from
the columns of P , if R is small in magnitude.
Theorem 2 provides a bound on ‖R‖2. Suppose that Γ is an optimal k-way partition for
the conductance problem, and Q is the transpose of the matrix [g¯1, . . . , g¯k], where g¯1, . . . , g¯k
are the normalized indicators of the clusters in the optimal k-way partition Γ. The theorem
ensures that, if the (k+1)th smallest eigenvalue λk+1 of L is positive, there is some orthogonal
matrix U such that ‖R‖2 ≤ 2
√
k · ρG/λk+1. It should be noted that in the derivation of
Theorems 4 and 5, we do not specify that Γ is an optimal k-way partition for a conductance
problem.
5.1 Grouping Strategy
Now, let us look closely at the columns of Q shown in (6). This matrix is the transpose of
the matrix [g¯1, . . . , g¯k] whose ith column g¯i is g¯i = D
1/2gi/‖D1/2gi‖2 for the indicator gi
of Si and the degree matrix D of G. Note that the denominator ‖D1/2gi‖2 is equivalent to√
µ(Si). We associate the ith column qi of Q with node i of G. We then see that that qi has
only one nonzero element; if the nonzero element is on the jth row, the value is
√
di/µ(Sj)
and its position indicates that the node i belongs to Sj.
12
Recall the notation for describing the nodes of G that we introduced in Section 3.2. Let
Γ = {S1, . . . , Sk} be a k-way partition of G and ℓ be a node in G such that it belongs to Si
and it has the jth smallest degree among all nodes in Si. The notation (i, j) refers to the
node ℓ. In the same way, pi,j, qi,j and ri,j refer to the ℓth columns pℓ, qℓ, and rℓ of P , Q,
and R shown in (6), respectively. Those pi,j and qi,j can be expressed as
pi,j = αi,jui + ri,j and qi,j = αi,jei
by using αi,j as defined in (3). Here, ui denotes the ith column of U . Note here that U is
orthogonal. We see that, if R is small in magnitude, then pi,1, . . . ,pi,ni gets close to the line
spanned by ui that is orthogonal to uj for j 6= i. Figure 1 illustrates the columns of P .
p1,1 p1,2 p1,3
p2,1
p2,2
p2,4
p2,3
Figure 1: Illustration of the columns pi,j of P ∈ R2×7 in the case of 2-way partition Γ =
{S1, S2} with |S1| = 3 and |S2| = 4: pi,j (black points) and αi,jui (white points).
The grouping stage groups the columns p1, . . . ,pn of P into k clusters. Here, we will
focus on the orthogonality of u1, . . . ,uk. Assume that we have exactly one element for each
S1, . . . , Sk. Let iu denote the element of Su that we have and I be the set of i1, . . . , ik. We then
take the following strategy. Initialize sets T1, . . . , Tk to be empty, and repeat the procedure
from j = 1 until n: find u˜ = argmaxu=1,...,k p
T
iu
pj for column pj, and store the column index
j in Tu˜. The obtained Ti coincides with Si for i = 1, . . . , k if R = 0. This is because the
value of pTiupj for j ∈ Sv is positive if u = v; otherwise, it is zero, and hence, the column
index j is stored in Tv. In the implementation of this strategy, a question arises as to how
to find the set I that contains k elements belonging to each of S1, . . . , Sk. To address the
question, we leverage the ellipsoidal rounding technique in [32]. This technique was originally
developed for solving separable NMF problems. It computes an origin-centered MVEE for
the columns of P , and finds the active indices. Theorem 4 shows that the obtained set of
active indices exactly coincides with the representative set of Γ if ‖R‖2 is smaller than some
threshold. Recall that the representative set of Γ is the set {(1, n1), . . . , (k, nk)} where the
node (i, ni) belongs to Si and has the largest degree among all nodes in Si. Steps 2 and 3 of
ELLI are based on the above argument.
5.2 Results of Analysis
We use the results presented in [32] to prove that the MVEE for the columns of P captures
the representative set of a k-way partition.
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Proposition 1 (Corollary 4 of [32]). Let a1, . . . ,ak, b1, . . . , bm be the points in R
k, and form
a matrix M = [a1, . . . ,ak] ∈ Rk×k. Suppose that the points satisfy the following conditions.
• M is nonsingular.
• For any b ∈ {b1, . . . , bm}, there exits some vector c ∈ Rk such that b = Mc and
‖c‖2 < 1.
We draw an origin-centered MVEE for the set S of points a1, . . . ,ak, b1, . . . , bm. Then, the
active points of the ellipsoid are a1, . . . ,ak.
Thanks to the Karush-Kuhn-Tucker (KKT) conditions, we can easily check the correctness
of this assertion. For the set S of the points a1, . . . ,ak, b1, . . . , bm, they tell us that (MM
T )−1
is an optimal solution for problem P(S). We have aTi (MM
T )−1ai = 1 and, for any b ∈
{b1, . . . , bm},
bT (MMT )−1b = cTMT (MT )−1M−1Mc = ‖c‖22 < 1.
Hence, the active points of the origin-centered MVEE for S are a1, . . . ,ak.
Now let us get back to P = UQ+R in (6). Let H(S) be an origin-centered MVEE for the
set S of all columns of P . Building on Proposition 1, we explore the active indices of H(S) in
case of R = 0. It is easy to reach the goal in this case. Form M = [p1,n1 , . . . ,pk,nk ] ∈ Rk×k
for the columns p1,n1 , . . . ,pk,nk of P . Since R = 0, it is written as M = Udiag(α
∗
1, . . . , α
∗
k)
where α∗i = αi,ni =
√
di,ni/µ(Si). This matrix M is nonsingular since the di,j are all positive.
Set a vector c ∈ Rk as c = θi,jei, where θi,j is as defined in (4), i.e., θi,j = αi,j/α∗i ≤ 1.
For any pi,j with j /∈ {n1, . . . , nk}, we have pi,j = αi,jui = Mc and ‖c‖2 = θi,j ≤ θmax,
where θmax is the largest among all θi,j. Hence, if θmax < 1, Proposition 1 ensures that the
active index set of H(S) is {(1, n1), . . . , (k, nk)}, which is the representative set of the k-way
partition Γ. Theorem 4 explores the case of R 6= 0.
Theorem 4. Let P = UQ+R be of the form shown in (6). Draw an origin-centered MVEE
for the set of all columns of P . If
‖R‖2 < 1
2
(1− θmax)α∗min,
then, the active index set of the ellipsoid coincides with the representative set of the k-way
partition of a graph.
Here, α∗min = mini,...,k α
∗
i . The proof, given in Section 8.2, relies on the techniques used
in proving Theorem 9 of [32], which is on the robustness of an ellipsoidal rounding (ER)
algorithm to noise. However, as we will see in Section 6.2, Theorem 4 does not directly
follows from it. The proof is thus presented.
Next, we show that clusters can be identified by using the representative set if the columns
of R are small in magnitude. Let P = UQ + R be of the form shown in (6). Theorem 5
normalizes the columns pi of P to have the unit ℓ2 norm, denoted by p¯i, i.e., p¯i = pi/‖pi‖2.
Note as well that the ith column of R is denoted by ri.
Theorem 5. Let S1, . . . , Sk be clusters in a k-way partition of a graph. Assume that we have
an element ℓu in Su for every u = 1, . . . , k. Pick an element j from Sv. If
‖ri‖2 < (17 − 12
√
2)αmin
for i = 1, . . . , n, then, the chosen u˜ = argmaxu=1,...,k p¯
T
ℓu
p¯j satisfies u˜ = v.
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The proof is in Section 8.2. Here, αmin is the smallest among all αi,j. Let us derive the
range of R that covers the ranges imposed in Theorems 4 and 5. From the definition, we
have αmin = mini=1,...,k αi,1. In addition, αi,1 can be written as αi,1 = (αi,1/α
∗
i ) · α∗i = θi,1α∗i .
Hence, αmin ≥ θminα∗min holds. Accordingly, if ‖R‖2 < (17−12
√
2)θminα
∗
min, we see that ‖ri‖2
satisfies the range imposed in Theorem 5, since
‖ri‖2 ≤ ‖R‖2 < (17− 12
√
2)θminα
∗
min ≤ (17 − 12
√
2)αmin
for i = 1, . . . , n. Consequently, Theorems 4 and 5 imply that one can identify the clusters
S1, . . . , Sk from the columns of P , if
‖R‖2 < α∗min ·min
{
1
2
(1− θmax), (17− 12
√
2)θmin
}
. (7)
6 Further Discussion
This section presents the result of the performance analysis of ELLI on the normalized cut
problem, and then explains the connection between ELLI and computing separable NMFs.
6.1 Normalized Cut
We formally describe the normalized cut problem suggested by Shi and Malic in [38]. Let G be
a graph and Γ = {S1, . . . , Sk} be a k-way partition of G. The normalized cut problem is one
of finding a k-way partition Γ = {S1, . . . , Sk} that minimizes the sum of φG(S1), . . . , φG(Sk).
We use the symbol νG to denote the minimum value. That is,
νG = min
Γ={S1,...,Sk}
φG(S1) + · · ·+ φG(Sk).
We may think of νG as a variant of the graph conductance ρG, although ρG is defined to be the
minimization of the maximum of φG(S1), . . . , φG(Sk). It is easy to see that they are related
such that ρG ≤ νG ≤ k · ρG. We say that Γ = {S1, . . . , Sk} is optimal for the normalized cut
problem if it satisfies νG = φG(S1) + · · · + φG(Sk). The normalized cut problem is shown to
be NP-hard in [38].
We can examine the clustering performance of ELLI on the normalized cut problem in al-
most the same way as in the case of the conductance problem. Suppose that Γ = {S1, . . . , Sk}
is an optimal k-way partition of the normalized cut problem. We take the normalized indica-
tors g¯1, . . . g¯k ∈ Rn of S1, . . . , Sk and form a matrix G¯ = [g¯1, . . . , g¯k] ∈ Rn×k. In addition, we
take the bottom k eigenvectors f1, . . . ,fk ∈ Rn of L and form a matrix Fk = [f1, . . . ,fk] ∈
R
n×k. A result similar to that of Theorem 2 for the conductance problem holds.
Theorem 6. Let Fk and G¯ be defined as above. Assume that a graph G satisfies λk+1 > 0.
Then, there is some k × k orthogonal matrix U such that
‖FkU − G¯‖2 ≤ 2
√
νG
λk+1
.
The proof is almost the same as that of Theorem 2, so we will only give a sketch of it in
the last part of Section 8.1. In the analysis of ELLI on the conductance problem, we assumed
that ΥG = λk+1/ρG is larger than some threshold. In analogy with that, we let
ΞG :=
λk+1
νG
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and assume that ΞG is larger than some threshold. Since ρG ≤ νG, we see that ΥG ≥ ΞG holds.
Thus, if ΞG is large, so is ΥG. As we saw in Section 3.1, this implies that G is well-clustered.
The parameters α and θ are set as α = α∗min and θ = min{12(1 − θmax), (17 − 12
√
2)θmin}
for α∗min, θmin, and θmax determined by an optimal k-way partition for the normalized cut
problem. We reach the following result.
Theorem 7. If G is a connected graph and satisfies
ΞG >
4
(θα)2
,
then, the output of ELLI on input (L, k) coincides with an optimal k-way partition for a
normalized cut problem on G.
The proof follows from the one of Theorem 1 with Theorem 6 instead of Theorem 2. Note
that, unlike Theorem 1, the threshold put on ΞG does not contain k.
6.2 Separable NMFs
Finding the representative set of a k-way partition in the grouping stage of spectral cluster-
ing is connected with solving a separable NMF problem. In what follows, we will use the
symbol Rd×n+ to denote the set of d× n nonnegative matrices, and the symbol Π to denote a
permutation matrix.
Let a nonnegative matrix B ∈ Rd×n+ have a factorization such that B = SC for nonneg-
ative matrices S ∈ Rd×k+ and C ∈ Rk×n+ . This factorization is referred to as NMF. The NMF
of B is called separable if it can be further factorized into
B = SC for S ∈ Rd×k+ and C = [I,H]Π ∈ Rk×n+ . (8)
Here, I is a k × k identity matrix, H is a k × (n − k) nonnegative matrix, and Π is an
n× n permutation matrix. A separable NMF is the special case of an NMF that satisfies the
further condition that all columns of S appear in those of B. We call the column index of B
corresponding to a column of S the basis index. A separable NMF problem is one of finding
all the basis indices from a nonnegative matrix B as shown in (8). Separable NMF problems
were suggested by Arora et al. in [4], who explored the complexity of computing NMFs. They
showed that separable NMF problems are solvable in polynomial time.
We choose one algorithm for solving separable NMF problems. Let B be of the form
shown in (8). Assume that it is perturbed by a matrix R such that A = B +R. Given the
perturbedA and k as input, we say that the algorithm is robust to noise if it returns k indices
i1, . . . , ik such that the columns ai1 , . . . ,aik of A are close to the columns s1, . . . , sk of S.
Several algorithms have been shown to be robust to noise. Gillis and Vavasis analyzed the
robustness of SPA in [18]. They built the following setup for their analysis.
Assumption 1. A matrix B ∈ Rd×n is factorized into
B = SC for S ∈ Rd×k and C = [I,H]Π ∈ Rk×n,
where
(a) S is full column rank,
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(b) C is nonnegative and every column ci of C satisfies ‖ci‖1 ≤ 1.
Note that (a) of Assumption 1 does not require S to be nonnegative, unlike S in (8).
Let a matrix B satisfy Assumption 1. Assume that it is perturbed by a matrix R such that
A = B +R. Given the perturbed A and k as input, the result of the analysis of Gillis and
Vavasis tells us that SPA returns k indices i1, . . . , ik such that the norm of the differences
between aij and sj for every j = 1, . . . , k is bounded, if the norm of each column of R is
smaller than some threshold. Here, aij is the ijth column of A, and sj is the jth column of S.
Gillis developed a successive nonnegative projection algorithm (SNPA) [17], whose robustness
was shown under only (b) of Assumption 1. The ER algorithm developed in [32] serves as
a preprocessor for enhancing the robustness of separable NMF algorithms such as SPA and
SNPA. Its robustness was shown in Theorem 9 of that paper under stronger assumptions than
Assumption 1.
Let us go back to P = UQ+R shown in (6). By choosing an n× n permutation matrix
Π, we can rearrange the columns of Q such that
Q =


α∗1 α1,1 · · · α1,n1−1
α∗2 α2,1 · · · α2,n2−1
. . .
. . .
α∗k αk,1 · · · αk,nk−1

Π ∈ Rk×n
where αi,j =
√
di,j/µ(Si) and α
∗
i = αi,ni . Let V denote the k× k submatrix consisting of the
first k columns, V = diag(α∗1, . . . , α
∗
k). This is nonsingular since di,j are all positive. Let H
denote a matrix obtained by the product of V −1 and the remaining k × (n− k) submatrix,
H =


θ1,1 · · · θ1,n1−1
θ2,1 · · · θ2,n2−1
. . .
θk,1 · · · θk,nk−1

 ∈ Rk×(n−k)
where θi,j = αi,j/α
∗
i =
√
di,j/d∗i . Accordingly, Q can be rewritten as
Q = V C for V ∈ Rk×k+ and C = [I,H]Π ∈ Rk×n+ .
The above shows that Q = V C is NMF and separable, and the basis indices correspond to
representative nodes (1, n1), . . . , (k, nk) of the clusters. We can therefore see that finding the
representative set of a k-way partition is equivalent to finding all the basis indices from Q.
The grouping stage of spectral clustering gives P rather than Q. This matrix is created by
rotating Q and then adding perturbations to it:
P = UQ+R = UV C +R.
Since U is orthogonal, the matrix UV is not necessarily nonnegative. Thus, algorithms
developed for solving separable NMF problems may fail to run on P . However, SPA and
SNPA run on it at least, and their robustness of them is ensured, because the matrix UV C
satisfies Assumption 1. Indeed, UV is k × k and nonsingular because U and V both are. In
addition, C = [I,H]Π is nonnegative and every column hi of H satisfies ‖hi‖1 ≤ θmax ≤ 1.
Meanwhile, Theorem 9 of [32], which describes the robustness of ER, is invalid for P , because
the algorithm imposes stronger assumptions and P does not satisfy them.
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7 Experiments
This section describes experiments conducted on synthetic data and real data. We imple-
mented ELLI and KSC on MATLAB as follows.
• (ELLI) The embedding stage computes the bottom k eigenvectors of the normalized
Laplacian. For this computation, we used the MATLAB command eigs, choosing the
value ’sa’ in the input argument. The grouping stage computes an origin-centered
MVEE for the set of points. We used an interior-point method working within a cutting
plane framework. Our implementation followed Algorithm 3 of [32] and used the interior-
point method in the SDPT3 software package [40].
• (KSC) Our implementation followed the algorithm in [41] that is referred to as nor-
malized spectral clustering according to Shi and Malik. In the embedding stage, we
used the MATLAB command eigs with the same settings in ELLI for the eigenvector
computation. We then scaled p1, . . . ,pn, which are nodes embedded by the spectral em-
bedding in Rk, to p1/
√
d1, . . . ,pn/
√
dn where di is the degree of node i. The grouping
stage included the k-means++ algorithm, since our preliminary experiments indicated
that the k-means++ algorithm outperformed Lloyd’s algorithm. To perform it, we used
the MATLAB command kmeans, choosing the following values in the input arguments:
’Start’, ’plus’, ’EmptyAction’, ’singleton’, ’MaxIter’, 1000. The value in the
argument ’MaxIter’ specifies the maximum number of iterations. We set it to 1000.
The experiments were conducted on an Intel Xeon Processor E5-1620 with 32 GB memory
running MATLAB R2016a.
7.1 Synthetic Data
The first experiments assessed how close the conductance of the clusters found by ELLI and
KSC were to the graph conductance ρG. As it is hard to compute ρG, we used synthetic data
for which an upper bound on ρG is easily obtainable. Specifically, we synthesized adjacency
matrices and constructed the normalized Laplacians from them.
We will use the following notation to describe the generation procedure. For integers p
and q with p ≤ q, the notation [p : q] indicates the set of all integers from p to q. For instance,
[1 : 3] = {1, 2, 3}. For a matrix A ∈ Rm×n with m ≥ n, we take a set K = [p : q] satisfying
K ⊂ [1 : n]. The symbol AK denotes the submatrix [aij : i ∈ K, j ∈ K] of A, where aij is
the (i, j)th element of A,
AK =


app · · · apq
...
. . .
...
aqp · · · aqq

 .
The following procedure was used to make the adjacency matrix.
1. Choose an n×n symmetric matrix M such that the diagonal elements are all 0 and the
other elements lie in the interval {x : 0 < x < 1}.
2. Choose k integers n1, . . . , nk satisfying n = n1 + · · ·+ nk, and construct
Si =
[
i−1∑
ℓ=1
nℓ + 1 :
i∑
ℓ=1
nℓ
]
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for i = 1, . . . , k.
3. Let B be an n× n block diagonal matrix

MS1
. . .
MSk


where MS1 , . . . ,MSk are the submatrices of M indexed by S1, . . . , Sk. Also, let R be
an off-block diagonal matrix 12(M −B). Choose the value of the intensity parameter δ
from 0 to 2 and generate an n× n symmetric matrix W = B + δR.
The generated matrix W is regarded as the adjacency matrix for some graph G, and
the constructed sets S1, . . . , Sk are clusters in the k-way partition Γ of G. When δ = 0, the
matrix W is clean block diagonal, and the corresponding graph G consists of k connected
components. As δ increases, the block structure gradually disappears. When δ = 2, the
original matrix M is reacquired. A simple calculation shows that the conductance φG(Si) of
Si is
φG(Si) =
δ
ci + δ
.
Here, ci is a positive number determined by M . Hence, δ/(c + δ) with c = min{c1, . . . , ck}
is the maximum of φG(S1), . . . , φG(Sk). Hence, we can see that the conductance ρG of G is
bounded from above by the function f(x) = x/(c + x). It may serve as a good upper bound
on ρG. In particular, the bound can be tight if δ is sufficiently small.
On the basis of the above procedure, the experiments generated two types of datasets:
balanced and unbalanced. We set n = 10, 000, and constructed Γ1 and Γ2 as follows.
• Γ1 = {S1, . . . , S50} with
|S1| = · · · = |S50| = 200.
• Γ2 = {S1, . . . , S143} with
|S1| = |S2| = |S3| = 1, 000 and |S4| = · · · = |S143| = 50.
We constructed adjacency matrices with an intensity parameter δ running from 0 to 2 in
increments of 0.1 for each Γ1 and Γ2. The set of adjacency matrices for Γ1 was the balanced
dataset, while that of Γ2 was the unbalanced dataset.
The experiments ran ELLI and KSC on the normalized Laplacians produced from the
datasets. The quality of the obtained clusters was evaluated by the maximum value of cluster
conductance (MCC), defined by
max{φG(S1), . . . , φG(Sk)}
for the output S1, . . . , Sk of the algorithm. KSC repeated the k-means++ algorithm 100 times
for each input. Hence, the evaluation of clusters returned by KSC was the average MCC over
100 trials.
Figure 2 shows the experimental results. The top two figures are the results of ELLI and
KSC on the balanced dataset, and the bottom two figures are those of the unbalanced dataset.
The red points in the left figures are the MCC of ELLI, while those in the right figures are
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the average MCC of KSC. The black dotted line depicts the function f(x) = x/(c + x) that
serves as an upper bound on graph conductance. We can see from the figures that the MCC
of ELLI approaches the upper bound, and it seems to be lower than the average MCC of KSC
on both datasets. Figure 3 clarifies the differences between them for the balanced dataset and
unbalanced dataset. Each red point plots the average MCC of KSC minus the MCC of ELLI.
We clearly see from the figures that the MCC of ELLI is consistently below the average MCC
of KSC except for δ = 0.
7.2 Real Data
The second experiments assessed how effective ELLI is at clustering real data. We chose
several image databases containing images that had been categorized into classes by hu-
man judges. Then, we constructed image datasets by using the whole or some parts of the
databases. We evaluated how well the clusters found by ELLI matched the classes of the
datasets.
For comparison, we tested the graph regularized NMF (GNMF) proposed in [11] and
KSC. GNMF is known to be effective at clustering. Before describing the details of the
experiments, let us briefly describe the clustering algorithm with the use of GNMF. Let n
data vectors a1, . . . ,an ∈ Rd be all nonnegative. The clustering algorithm maps the n data
vectors to n points in a lower dimensional space; then it applies the k-means method to the
points. The mapping is constructed using GNMF. For a nonnegative matrix A ∈ Rd×n+ that
stacks a1, . . . ,an in columns, the GNMF problem is one of finding two nonnegative matrices
X ∈ Rd×k+ and Y ∈ Rk×n+ that minimize the cost function,
f(X,Y ) = ‖A−XY ‖2F + λ · tr(Y LY T ).
Here, λ is a positive parameter the user specifies, and L is the Laplacian of the adjacency
matrix W formed from the data vectors. The symbol tr(·) denotes the trace of a matrix. This
is an NMF problem with a regularization term tr(Y LY T ). After solving it heuristically, the
clustering algorithm regards the columns y1, . . . ,yn of Y as the representations of the data
vectors a1, . . . ,an in R
k and applies the k-means method to y1, . . . ,yn. If two data vectors ai
and aj are close, so should be the corresponding two columns yi and yj. The regularization
term serves for enhancing it. Indeed, we can rewrite the term as
tr(Y LY T ) =
1
2
n∑
i=1
n∑
j=1
wij‖yi − yj‖22
for the (i, j)th element wij of the adjacency matrix W . If ai and aj are close together, then,
wij takes a high value. Hence, we expect that the columns yi and yj of Y found by solving
the GNMF problem are also close together. The code for GNMF is available from the website
of the first author. In the experiment, we used it for computing Y . For the clustering of the
columns of Y , we used the MATLAB code kmeans with the same settings as KSC.
The experiment used five image databases: EMNIST [13], ETL, Fashion-MNIST [42],
MNIST [25], and NDL. The MNIST database is a standard benchmark for evaluating clus-
tering algorithms. It contains the images of ten handwritten digits from 0 to 9. We used
all images in it. MNIST is derived from the NIST Special Database, and hence, referred to
as the modified NIST. The EMNIST database is an extension of MNIST that consists of six
datasets. Among them, the EMNIST-Balanced dataset contains the images of handwritten
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Figure 2: Results of ELLI and KSC for balanced and unbalanced datasets. The red points
in the left figures are the MCC of ELLI for each adjacency matrix with δ, while those in the
right figures are the average MCC over the 100 trials of the k-means++ algorithm for each
adjacency matrix with δ. The black dotted line is f(x) = x/(c+x), an upper bound on graph
conductance.
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Figure 3: Difference between the MCC of ELLI and the average MCC of KSC: balanced
dataset (left) and unbalanced dataset (right). Each red point is the value had by subtracting
the MCC of ELLI from the average MCC of KSC. Thus, a red point lying on the positive side
indicates that the MCC of ELLI is below the average MCC of KSC.
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alphabet letters and digits. We used the dataset. The Fashion-MNIST database contains
images of fashion products from ten categories, such as T-shirts, trousers and pullovers. We
used all images in it. ETL and NDL are image collections of Japanese characters. The ETL
dataset consists of all images of katakana characters in the ETL1 dataset of the ETL Character
Database, an image collection of handwritten and machine-printed letters and digits collected
by AIST, Japan. The NDL dataset consists of all images of hiragana characters from the
image databases at the website of the National Diet Library of Japan1. The character images
were extracted from documentary materials published from 1900 to 1977, which are available
in the National Diet Library Digital Collections.
Except for NDL, all of the images in the datasets were grayscale. Some of the NDL images
were RGB; we transformed them into grayscale images by using the MATLAB command
rgb2gray. The sizes of the images in each dataset were equal. The n grayscale images in a
dataset were represented as vectors a1, . . . ,an. Here, given an image size of h× w pixels, an
image vector ai is (h×w)-dimensional and the value of each element is a grayscale intensity
at the corresponding pixel. Table 1 summarizes the dimension d of the image vectors, the
number n of images, and the number k of classes in the dataset.
Table 1: Image datasets we used in the experiments.
Description of images Dimension d # Data n # Classes k
EMNIST-Balanced Alphabet letters and digits 784 (28× 28) 131, 600 47
ETL Katakana characters 4, 032 (64× 63) 71, 959 51
Fashion-MNIST Fashion products 784 (28× 28) 70, 000 10
MNIST Digits 784 (28× 28) 70, 000 10
NDL Hiragana characters 2, 304 (48× 48) 80, 000 73
Adjacency matrices were formed from the image vectors. The construction was based on
the procedure suggested in Section 2.2 of [41]. Let a1, . . . ,an ∈ Rd be image vectors in a
dataset, and assume that a1, . . . ,an are nonnegative. This assumption is a natural one, as
the value of each element represents a grayscale intensity. The similarity between ai and aj
is evaluated using
s(ai,aj) =
aTi aj
‖ai‖2‖aj‖2 .
The value ranges from 0 to 1. It is close to 1 if ai is nearly parallel to aj, while it is close
to 0 if ai and aj are well spread. The EMNIST-Balanced dataset contains over one-hundred-
thousand images. If we computed the similarity values for all pairs of the image vectors and
constructed an adjacency matrix using all of them, the matrix would take up a large amount
of memory. Hence, we replaced relatively small similarity values for some pairs of image
vectors with zero. Specifically, we chose p image vectors with the highest similarity to ai and
built from them the set Np(ai). We then constructed an n × n symmetric matrix W such
that the (i, j)th element wij is
wij =
{
s(ai,aj) if ai ∈ Np(aj) or aj ∈ Np(ai),
0 otherwise.
1http://lab.ndl.go.jp/cms/
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In the subsequent discussion, we will call p the neighbor size, andNp(ai) the p-nearest neighbor
set of ai.
The experiments used two measures, accuracy (AC) and normalized mutual information
(NMI), to evaluate how closely the clusters found by the algorithms matched the classes of each
dataset. These measurements are often used for this purpose. Suppose that n images indexed
by integers 1, . . . , n in a dataset have been manually classified into k classes C1, . . . , Ck ⊂
{1, . . . , n}. Let T1, . . . , Tk be clusters returned by an algorithm for the normalized Laplacian L
given by the adjacency matrix formed from the image vectors. Let σ : {1, . . . , k} → {1, . . . , k}
be a permutation that maximizes
∑k
i=1 |Ci ∩ Tσ(i)|. AC is defined by
1
n
k∑
i=1
|Ci ∩ Tσ(i)|
for the σ. Note that the problem of finding such a permutation σ is an assignment problem,
and it is easily solvable. Let Γ1 = {C1, . . . , Ck} and Γ2 = {T1, . . . , Tk}. NMI is defined by
2 · I(Γ1; Γ2)
H(Γ1) +H(Γ2)
.
Here, I(Γ1; Γ2) is the mutual information of Γ1 and Γ2, andH(Γ1) andH(Γ2) are the entropies
of Γ1 and Γ2. For details, we refer readers to Section 16.3 of the textbook [30]. The values of
AC and NMI range from 0 to 1. A higher value indicates a higher degree of matching between
clusters and classes. In particular, if there is a permutation σ such that Ci = Tσ(i) for every
i = 1, . . . , k, then, AC and NMI are each 1. Besides AC and NMI, we measured the MCC
and the elapsed time of the algorithm.
For each dataset, we constructed adjacency matrices using p-nearest neighbor sets by
changing a neighbor size p from 100 to 500 in increments of 100. We ran ELLI and KSC for
normalized Laplacians given by the adjacency matrices and ran GNMF using the Laplacians
given by them. KSC and GNMF repeated a k-means++ algorithm 100 times for each input.
For the performance evaluation of KSC and GNMF, we took averages of AC, NMI, MCC,
and the elapsed time over the 100 trials.
Table 2 shows the experimental results for p = 300. The top table summarizes the AC
and NMI of the algorithms for each dataset; the bottom table is the MCC and elapsed time
in seconds. The columns labeled “ELLI” list the AC, NMI, MCC and elapsed time of ELLI,
and those labeled “KSC” and “GNMF” list the averages of KSC and GNMF. The table shows
us the followings.
• ELLI and KSC outperform GNMF in terms of AC and NMI, except in the case of KSC
on Fashion-MNIST. The AC and NMI of ELLI are higher than the average AC and
NMI of KSC. However, the differences are small, except for those on NDL.
• ELLI and KSC outperform GNMF in terms of MCC. The MCC of ELLI is lower than
the average MCC of KSC on all datasets except ETL.
• ELLI and KSC are faster than GNMF. The elapsed time of ELLI is up to 1.17 times
longer than the average elapsed time of KSC.
Hence, the experimental results imply that the AC and NMI of ELLI can reach at least the
average AC and NMI of KSC. This could be an advantage of ELLI over KSC. After performing
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Table 2: AC, NMI, MCC and elapsed time in seconds of algorithms for each dataset in case
of p = 300: AC and NMI (top) and MCC and elapsed time (bottom). The columns labeled
“KSC” and “GNMF” list the averages of measurements over the 100 trials of the k-means++
algorithm.
AC Average AC NMI Average NMI
ELLI KSC GNMF ELLI KSC GNMF
EMNIST-Balanced 0.385 0.373 0.083 0.505 0.502 0.159
ETL 0.206 0.193 0.030 0.329 0.328 0.010
Fashion-MNIST 0.554 0.527 0.544 0.631 0.617 0.623
MNIST 0.631 0.602 0.444 0.664 0.659 0.531
NDL 0.779 0.658 0.217 0.883 0.829 0.510
MCC Average MCC Time Average time
ELLI KSC GNMF ELLI KSC GNMF
EMNIST-Balanced 0.507 0.569 0.937 107.7 105.4 565.2
ETL 0.789 0.725 0.984 53.4 45.5 364.4
Fashion-MNIST 0.144 0.214 0.276 19.3 17.3 59.8
MNIST 0.239 0.257 0.793 15.0 14.1 50.6
NDL 0.427 0.733 0.971 32.2 31.2 274.5
the k-means method multiple times in KSC, it is necessary to appropriately select one of the
outputs, which may not be an easy task. The experimental results on synthetic and real data
also imply that ELLI will often outperforms KSC in terms of MCC.
The experimental results for the cases other than p = 300 show a similar tendency. Figure
4 plots the AC, NMI, and MCC of the algorithms run on EMNIST-Balanced, Fashion-MNIST,
and NDL for neighbor sizes p from 100 to 500 in increments of 100. We can see that, even
if p changes by 100, . . . , 500, ELLI outperforms KSC in terms of AC and NMI on NDL and
is about equal to KSC in terms of AC and NMI on EMNIST-Balanced and Fashion-MNIST.
Note that the average AC and NMI of GNMF are slightly higher than the AC and NMI of
ELLI on Fashion-MNIST for p = 100. Moreover, the MCC of ELLI is lower than the average
MCC of KSC on the three datasets.
8 Proofs
This section provides all proofs of the theorems that we showed without those ones.
8.1 Theorems 2 and 6
We start by reviewing the Rayleigh quotient associated with a graph and its connection
with the conductance of clusters. Let G = (V,E) be a graph. For a nonzero vector x =
[x1, . . . , xn]
T ∈ Rn, we let
R(x) :=
1
2
∑n
i=1
∑n
j=1w(i, j)(xi − xj)2∑n
i=1 dix
2
i
.
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Figure 4: AC, NMI and MCC of algorithms run on EMNIST-Balanced, Fashion-MNIST
and NDL with varying neighbor sizes p ∈ {100, 200, . . . , 500}: AC, NMI and MCC from
left to right and EMNIST-Balanced, Fashion-MNIST and NDL from top to bottom. The
red points indicate the measurements of ELLI, the blue triangles indicate the average of the
measurements of KSC over the 100 trials of k-means++, and the green squares indicate the
average of the measurements of GNMF over the 100 trials of k-means++.
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Here, w(i, j) is the weight on the pair of nodes i, j ∈ V , and di is the degree of node i ∈ V .
The Laplacian L of G enables us to rewrite R(x) as
R(x) =
xTLx
xTDx
, (9)
since xTLx = 12
∑n
i=1
∑n
j=1w(i, j)(xi − xj)2. Hence, R(x) is called the Rayleigh quotient of
x with respect to G. Let Γ = {S1, . . . , Sk} be a k-way partition of G. We take the indicator
gi and the normalized g¯i of Si. It turns out that the Rayleigh quotient of gi coincides with
the conductance of Si, because the definition of R implies
R(gi) =
w(Si, V \ Si)
µ(Si)
= φG(Si).
Also, expression (9) implies
R(gi) =
gTi Lgi
gTi Dgi
=
(D1/2gi)
TL(D1/2gi)
‖D1/2gi‖22
= g¯Ti Lg¯i.
Accordingly, the Rayleigh quotient with respect to a graph is connected with the conductance
of a cluster as follows.
R(gi) = g¯
T
i Lg¯i = φG(Si). (10)
We prove Theorem 2, and then sketch the proof of Theorem 6 in the last part of this
section. Although Theorem 3 (that is, Theorem 3.1 of [36]) assumes that ΥG =
λk+1
ρG
= Ω(k2),
the assumption is not necessary for Theorem 3(a). The proof of Theorem 2 will use it. We
explain that Theorem 3(a) holds without the assumption. Suppose that Γ = {S1, . . . , Sk} is an
optimal k-way partition for the conductance problem on G. We take the normalized indicators
g¯1, . . . , g¯k of S1, . . . , Sk, and also the eigenvectors f1, . . . ,fn of the normalized Laplacian L of
G. Since f1, . . . ,fn serve as orthonormal bases in R
n, they allow us to expand g¯i as
g¯i = ci,1f1 + . . .+ ci,nfn
with real coefficients ci,1, . . . , ci,n. We truncate the expansion at the kth term; fˆi denotes the
truncated expansion,
fˆi = ci,1f1 + · · ·+ ci,kfk.
Let F := [f1, . . . ,fn] ∈ Rn×n, Λ := diag(λ1, . . . , λn) ∈ Rn×n for the eigenvalues λ1, . . . , λn of
L, and ci := [ci,1, . . . , ci,n]T ∈ Rn for the coefficients ci,1, . . . , ci,n of g¯i. Using them, we can
express L as L = FΛF T and g¯i as g¯i = Fci. We take indicators g1, . . . ,gk of S1, . . . , Sk and
bound the Rayleigh quotient of gi from below:
φG(Si) = R(gi) = g¯
T
i Lg¯i
= cTi F
TFΛF TFci
= cTi Λci
= λ1c
2
i,1 + · · ·+ λnc2i,n
≥ λ1c2i,1 + · · ·+ λkc2i,k + λk+1(c2i,k+1 + · · ·+ c2i,n)
≥ λk+1(c2i,k+1 + · · · + c2i,n). (11)
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The first and second equalities come from relation (10). The first and second inequalities
come from λk+1 ≤ λk+2, . . . , λn and λ1 . . . , λk ≥ 0, respectively. Since ρG ≥ φG(Si) = R(gi)
for every i = 1, . . . , k, we have
c2i,k+1 + · · · + c2i,n ≤
ρG
λk+1
if λk+1 > 0. Consequently, since
‖g¯i − fˆi‖22 = ‖ci,k+1fk+1 + · · · + ci,nfn‖22 = c2i,k+1 + · · ·+ c2i,n ≤
ρG
λk+1
,
we obtain
‖g¯i − fˆi‖2 ≤
√
ρG
λk+1
. (12)
Note that the assumption
λk+1
ρG
= Ω(k2) was not used in the derivation of inequality (12).
Inequality (12) implies that g¯i is close to fˆi. Let G¯ := [g¯1, . . . , g¯k] ∈ Rn×k, Fˆk :=
[fˆ1, . . . , fˆk] ∈ Rn×k, and Y := G¯− Fˆk ∈ Rn×k. We look for an upper bound on the ℓ2 norm
of Y . Since the inequality ‖A‖2 ≤
√
kmaxi=1,...,k ‖ai‖2 holds for a matrix A = [a1, . . . ,ak],
it is easy to see from (12) that the norm of Y is bounded from above,
‖Y ‖2 = ‖G¯− Fˆk‖2 ≤
√
k max
i=1,...,k
‖g¯i − fˆi‖2 ≤
√
k · ρG
λk+1
. (13)
Let Fk := [f1, . . . ,fk] ∈ Rn×k, zi := [ci,1, . . . , ci,k]T ∈ Rk and Z := [z1, . . . ,zk] ∈ Rk×k. Here,
zi is a subvector of ci, which contains the kth elements from the top. Using Fk and Z, we can
express Fˆk as Fˆk = FkZ. If Z is close to some orthogonal matrix U , inequality (13) implies
‖G¯− FkU‖2 ≈ ‖G¯− FkZ‖2 = ‖G¯− Fˆk‖2 = ‖Y ‖2 ≤
√
k · ρG
λk+1
.
Indeed, we can see that Z is close to being orthogonal. Inequality (12) implies that g¯i is close
to fˆi. These g¯1, . . . , g¯k are orthonormal. In addition, fˆi and fˆj satisfy the relation
fˆTi fˆj = z
T
i F
T
k Fkzj = z
T
i zj . (14)
This leads us to the observation that zTi zj = fˆ
T
i fˆj is close to one if i = j and zero otherwise.
The following lemma justifies this observation.
Lemma 1. The matrices Y and Z defined above satisfy the relation
Y TY = I −ZTZ.
Proof. To begin with, we show that the following holds.
zTi zj = fˆ
T
i fˆj = fˆ
T
i g¯j. (15)
This relation plays a key role in the subsequent discussion. The first equality was already
verified in (14); the second one is verified as follows:
fˆTi g¯j = (ci,1f1 + · · · + ci,kfk)T (cj,1f1 + · · ·+ cj,nfn)
= ci,1cj,1 + · · ·+ ci,kcj,k
= fˆTi fˆj.
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Let yi denote the ith column of Y , i.e., yi = g¯i − fˆi. The (i, j)th element of Y TY is
yTi yj = (g¯i − fˆi)T (g¯j − fˆj)
= g¯Ti g¯j − g¯Ti fˆj − fˆTi g¯j + fˆTi fˆj .
In light of equality (15), we have
yTi yj =
{
1− zTi zj for i = j,
−zTi zj for i 6= j.
This means that Y TY = I −ZTZ holds.
We are now ready to prove Theorem 2.
Proof of Theorem 2. We choose some orthogonal matrix U ∈ Rk×k, and write Z as the sum
of U and its residual matrix R ∈ Rk×k,
Z = U +R.
ZTZ is written as
ZTZ = (U +R)T (U +R)
= I +UTR+RTU +RTR.
This means
‖ZTZ − I‖2 = ‖UTR+RTU +RTR‖2
≤ ‖UTR‖2 + ‖RTU‖2 + ‖RTR‖2
= 2‖R‖2 + ‖R‖22.
Meanwhile, from (13), Lemma 1 implies
‖ZTZ − I‖2 = ‖Y TY ‖2 = ‖Y ‖22 ≤
k · ρG
λk+1
.
Thus, it is necessary for R to satisfy
‖R‖2 ≤ −1 +
√
1 +
k · ρG
λk+1
.
We have Fˆk = FkZ = Fk(U +R) = FkU+FkR and also ‖Fˆk−G¯‖2 = ‖Y ‖2 ≤
√
k · ρG/λk+1
as shown in (13). Consequently,
‖FkU − G¯‖2 = ‖FkU − Fˆk + Fˆk − G¯‖2
≤ ‖FkU − Fˆk‖2 + ‖Fˆk − G¯‖2
= ‖FkR‖2 + ‖Fˆk − G¯‖2
= ‖R‖2 + ‖Fˆk − G¯‖2
≤ −1 +
√
1 +
k · ρG
λk+1
+
√
k · ρG
λk+1
≤ 2
√
k · ρG
λk+1
.
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The third inequality comes from the fact that
√
a+ b ≤ √a+√b holds for nonnegative real
numbers a and b.
Now, let us move on to Theorem 6. Suppose that Γ = {S1, . . . , Sk} is an optimal k-
way partition for the normalized cut problem. Let g1, . . . ,gk be the indicators of S1, . . . , Sk
and g¯1, . . . , g¯k be the normalized indicators. In the same way as before, we expand g¯i as
g¯i = ci,1f1 + · · · + ci,nfn by using the eigenvectors f1, . . . ,fn of L and denote by fˆi the kth
truncation ci,1f1 + · · ·+ ci,kfk. From the definition of νG,
νG =
n∑
i=1
φG(Si) =
n∑
i=1
R(gi) =
n∑
i=1
g¯Ti Lg¯i ≥ λk+1
n∑
i=1
(c2i,k+1 + · · ·+ c2i,n).
The inequality above is obtained in the same way as the derivation of inequality (11). Since
‖g¯i − fˆi‖22 = c2i,k+1 + · · ·+ c2i,n,
νG ≥ λk+1
n∑
i=1
‖g¯i − fˆi‖22 = λk+1‖G¯− Fˆk‖2F
for G¯ = [g¯1, . . . , g¯k] and Fˆk = [fˆ1, . . . , fˆk]. This implies
‖G¯− Fˆk‖2 ≤ ‖G¯− Fˆk‖F ≤
√
νG/λk+1.
As a result, Theorem 6 follows from by the argument after inequality (13) in the proof of
Theorem 2.
8.2 Theorems 4 and 5
We use a classical result regarding singular value perturbations as a lemma for proving The-
orem 4. For a matrix A, the symbol σi(A) denotes the ith smallest singular value of A. In
particular, the symbol σmin(A) denotes the smallest singular value σ1(A).
Lemma 2 (See, for instance, Corollary 8.6.2 of [19]). For A ∈ Rk×n and N ∈ Rk×n, we have
|σi(A+N)− σi(A)| ≤ ‖N‖2
for i = 1, . . . , ℓ where ℓ = min{k, n}.
Let us prove Theorem 4.
Proof of Theorem 4. Recall that the matrix P takes the form P = UQ+R, as shown in (6).
We use pi,j to refer to the columns of P . Note that the index i runs from 1 to k and the index
j runs from 1 to ni. Let M := [p1,n1 , . . . ,pk,nk ] ∈ Rk×k and p ∈ Rk be a vector arbitrarily
chosen among vectors pi,j with j /∈ {n1, . . . , nk}. From Proposition 1, it is sufficient to prove
that M is nonsingular and there exists some vector c ∈ Rk such that p = Mc and ‖c‖2 < 1.
We express M as
M = UV +R′
by letting V := diag(α∗1, . . . , α
∗
k) ∈ Rk×k and R′ := [r1,n1 , . . . , rk,nk ] ∈ Rk×k. It follows from
Lemma 2 that
|σi(M)− σi(UV )| = |σi(M)− σi(V )| ≤ ‖R′‖2 ≤ ‖R‖2
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for i = 1, . . . , k. Here, the equality comes from that U is orthogonal, and the second inequality
comes from that R′ is a submatrix of R. Hence, we have σmin(M) ≥ σmin(V ) − ‖R‖2 =
α∗min − ‖R‖2. From the bound on ‖R‖2 imposed in this theorem, the inequality implies
σmin(M) >
1
2
(1 + θmax)α
∗
min. (16)
Since α∗min and θmax are positive, so is σmin(M). Accordingly, M is nonsingular.
Let r := ri,j − θi,jri,ni ∈ Rk, and set a vector c ∈ Rk as c = θi,jei +M−1r. We have
p = pi,j = Mc, since
Mc = M(θi,jei +M
−1r)
= αi,jui + θi,jri,ni + r
= αi,jui + ri,j
= pi,j.
We can bound ‖c‖2 as
‖c‖2 = ‖θi,jei +M−1r‖2 ≤ θmax + ‖r‖2
σmin(M)
, (17)
and ‖r‖2 as
‖r‖2 = ‖ri,j − θi,jri,ni‖2
≤ (1 + θmax)‖R‖2
<
1
2
(1− θ2max)α∗min. (18)
The last inequality comes from the bound on ‖R‖2 in this theorem. Accordingly, from in-
equalities (16), (17) and (18), we have ‖c‖2 < 1.
Let us move on to Theorem 5. For the proof, we build Propositions 2 and 3. In what
follows, we use pi,j to refer to the columns of P . Let
zi,j := U
Tpi,j ∈ Rk and z¯i,j := zi,j‖zi,j‖2 ∈ R
k.
Since pi,j = αi,jui + ri,j, we can express zi,j as
zi,j = αi,jei + ni,j
by letting ni,j := U
Tri,j ∈ Rk. SinceU is orthogonal, p¯Ti,jp¯u,v = z¯Ti,jz¯u,v and ‖ri,j‖2 = ‖ni,j‖2.
We examine the inner product of z¯i,j and z¯u,v instead of the one of p¯i,j and p¯u,v. Proposition
2 uses the notation (a)i to denote the ith element of the vector a.
Proposition 2. Let z¯i,j be defined as above. The ith element is bounded from below:
(z¯i,j)i ≥ αmin − ‖ni,j‖2
αmin + ‖ni,j‖2 .
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Proof. From the definition,
z¯i,j =
zi,j
‖zi,j‖2 =
αi,jei + ni,j
‖αi,jei + ni,j‖2 ,
and the ith element is
(z¯i,j)i =
αi,j + (ni,j)i
‖αi,jei +ni,j‖2 .
The numerator can be bounded from below, i.e., αi,j + (ni,j)i ≥ αi,j − ‖ni,j‖2, by using the
well-known norm inequality |(ni,j)i| ≤ ‖ni,j‖∞ ≤ ‖ni,j‖2. In light of this inequality, the
square of the denominator is bounded from above:
‖αi,jei + ni,j‖22 = α2i,j + 2αi,j(ni,j)i + ‖ni,j‖22
≤ α2i,j + 2αi,j‖ni,j‖2 + ‖ni,j‖22
= (αi,j + ‖ni,j‖2)2.
We thus get ‖αi,jei + ni,j‖2 ≤ αi,j + ‖ni,j‖2. Accordingly, the ith element of z¯i,j is bounded
from below:
(z¯i,j)i ≥ αi,j − ‖ni,j‖2
αi,j + ‖ni,j‖2 .
For some nonnegative real number c, the function f(x) = x−cx+c for positive real numbers x is
monotonically nondecreasing. Consequently, since αi,j ≥ αmin, we obtain
(z¯i,j)i ≥ αi,j − ‖ni,j‖2
αi,j + ‖ni,j‖2 ≥
αmin − ‖ni,j‖2
αmin + ‖ni,j‖2 .
For some real number ξ satisfying 0 ≤ ξ ≤ 1, let
C(ℓ, ξ) := {x ∈ Rk : ‖x‖2 = 1, xℓ ≥ ξ}
where xℓ is the ℓth element of x. If ‖ni,j‖2 ≤ αmin, Proposition 2 tells us that
z¯i,j ∈ C
(
i,
αmin − ‖ni,j‖2
αmin + ‖ni,j‖2
)
.
Let us introduce some notation that will be convenient for the subsequent discussion. For
a vector a = [a1, . . . , ak]
T ∈ Rk, the notation a\u denotes a (k − 1)-dimensional subvector
obtained by removing the uth element au from a, i.e., a\u = [a1, . . . , au−1, au+1, . . . , ak]T ∈
R
k−1. In a similar way, for u 6= v, the notation a\u,v denotes a (k− 2)-dimensional subvector
obtained by removing the uth element au and the vth element av from a. Lemma 3 often
makes use of the inequality
‖a\u‖2 ≤
√
1− ξ2 (19)
for a ∈ C(u, ξ). It is easy to verify. Since ‖a\u‖22 = ‖a‖22−a2u = 1−a2u, we have a2u = 1−‖a\u‖22.
Also, since 0 ≤ ξ ≤ au, we have ξ2 ≤ a2u. This leads to ‖a\u‖22 ≤ 1 − ξ2, which implies
inequality (19).
Lemma 3. The following inequalities hold.
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(a) Let a, b ∈ C(u, ξ). Then, aTb ≥ 2ξ2 − 1.
(b) Let a ∈ C(u, ξ) and b ∈ C(v, ξ) for u 6= v. Then, aTb ≤ −ξ2 + 2
√
1− ξ2 + 1.
Proof. We prove (a). Let us write aTb as
aTb = aubu + a
T
\ub\u.
Since au ≥ ξ ≥ 0 and bu ≥ ξ ≥ 0, we have aubu ≥ ξ2. It follows from the Cauchy-Schwarz
inequality and inequality (19) that |aT\ub\u| ≤ ‖a\u‖2‖b\u‖2 ≤ 1− ξ2. Consequently, we have
aTb ≥ 2ξ2 − 1.
We next prove (b). Let us write aTb as
aTb = aubu + avbv + a
T
\u,vb\u,v.
Since ‖a‖2 = 1, we have au ≤ 1. Also, from inequality (19), we have b2u ≤ ‖b\v‖22 ≤ 1 − ξ2.
This leads to bu ≤
√
1− ξ2. Hence, aubu ≤
√
1− ξ2 holds. Of course, avbv ≤
√
1− ξ2
holds in the same way. It follows from the Cauchy-Schwarz inequality and inequality (19)
that |aT\u,vb\u,v| ≤ ‖a\u,v‖2‖b\u,v‖2 ≤ ‖a\u‖2‖b\v‖2 ≤ 1 − ξ2. Consequently, we have aTb ≤
−ξ2 + 2
√
1− ξ2 + 1.
The proposition below immediately follows from the lemma.
Proposition 3. Assume that we have an element au in C(u, ξ) for every u = 1, . . . , k. Pick
an element a from C(v, ξ). If ξ > 2
√
2
3 , then, the chosen u˜ = argmaxu=1,...,k a
T
ua satisfies
u˜ = v.
Proof. Lemma 3 tells us that aTua ≥ 2ξ2 − 1 if u = v; otherwise, aTua ≤ −ξ2 + 2
√
1− ξ2 + 1.
Let us examine the range of ξ such that 2ξ2−1 is strictly larger than −ξ2+2
√
1− ξ2+1. Let
f be a function defined by f(x) = 3x2 − 2√1− x2 − 2 for 0 ≤ x ≤ 1. This is monotonically
increasing for 0 < x < 1; f(0) = −4 and f(1) = 1; and f(x) = 0 when x = 2
√
2
3 . We thus see
that f takes a positive value if x > 2
√
2
3 . Accordingly, if ξ >
2
√
2
3 ,
aTv a ≥ 2ξ2 − 1 > −ξ2 + 2
√
1− ξ2 + 1 ≥ aTua
holds for every u ∈ {1, . . . , k} \ {v}. Consequently, the choice of u˜ = argmaxu=1,...,k aTua
satisfies u˜ = v.
We are now ready to prove Theorem 5.
Proof of Theorem 5. As mentioned earlier, Proposition 2 ensures
z¯i,j ∈ C
(
i,
αmin − ‖ni,j‖2
αmin + ‖ni,j‖2
)
if ‖ni,j‖2 ≤ αmin. This theorem imposes the condition that ‖ri,j‖2 < (17 − 12
√
2)αmin. We
can therefore see that z¯i,j belongs to C(i, ξˆ) for ξˆ satisfying
2
√
2
3 < ξˆ ≤ 1, since
αmin − ‖ni,j‖2
αmin + ‖ni,j‖2 =
αmin − ‖ri,j‖2
αmin + ‖ri,j‖2 >
2
√
2
3
.
The equality comes from that ni,j = U
Tri,j and U is orthogonal. We have p¯
T
ℓu
p¯j = z¯
T
ℓu
z¯j
where z¯ℓu = U
T p¯ℓu and z¯j = U
T p¯j. This theorem assumes that ℓu ∈ Su for every u = 1, . . . , k
and picks j ∈ Sv. Hence, z¯ℓu ∈ C(u, ξˆ) for every u = 1, . . . , k and z¯j ∈ C(v, ξˆ). Accordingly,
Proposition 3 ensures that the chosen u˜ = argmaxu=1,...,k p¯
T
ℓu
p¯j = z¯
T
ℓu
z¯j satisfies u˜ = v.
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8.3 Theorem 1
Theorem 1 is proved using Theorems 2, 4 and 5.
Proof of Theorem 1. Let Γ = {S1, . . . , Sk} be an optimal k-way partition for the conductance
problem on a graph G. Take the normalized indicators g¯1, . . . , g¯k of S1, . . . , Sk, and let
Q := [g¯1, . . . , g¯k]
T ∈ Rk×n. Step 1 of ELLI computes the bottom k eigenvectors f1, . . . ,fk
of the normalized Laplacian L. Let P := [f1, . . . ,fk]T ∈ Rk×n. Since G is connected, the
(k + 1)th smallest eigenvalue λk+1 of L is positive. Thus, Theorem 2 tells us that there is
some orthogonal matrix U ∈ Rk×k such that P = UQ+R and ‖R‖2 ≤ 2
√
k · ρG/λk+1. The
assumption imposed in this theorem gives the inequality,
ΥG =
λk+1
ρG
>
4k
(θα)2
⇔ 4k · ρG
λk+1
< (θα)2,
and thus we have ‖R‖2 < θα. Recalling the range shown in (7) in Section 5.2, we see that
‖R‖2 lies within both ranges imposed in Theorems 4 and 5. Theorem 4 thus holds, and it
tells us that the set I constructed in Step 2 is the representative set of the optimal k-way
partition Γ. Let i1, . . . , ik be the elements of I such that iu ∈ Su for u = 1, . . . , k. In Step 3,
let us write the elements of I by using the i1, . . . , ik. Theorem 5 holds, and it tells us that, if
j ∈ Sv, then, Step 3 adds j to the set Tv. Consequently, the obtained set Ti coincides with
the cluster Si in the optimal k-way partition Γ for i = 1, . . . , k.
9 Discussion and Future Research
There remain issues that need to be addressed. In Theorem 1, we showed the range of ΥG to
ensure that the output of ELLI coincides with an optimal k-way partition for the conductance
problem. It is unclear whether the range can be further improved. In the experiments on the
image datasets, we experienced that ELLI did not always achieve significantly a higher AC
and NMI than KSC even when the conductance of the clusters returned by ELLI was lower
than that of KSC. The main cause of this unfavorable situation could be that the clusters
of the optimal k-way partition for the conductance problem does not sufficiently capture the
characteristics of manually assigned dataset classes. This situation may be ameliorated by
revising the way of constructing adjacency matrices from image vectors.
We close this paper by suggesting directions of study for future research. As explained
in Section 6.2, it should be possible to replace the use of an ellipsoid in Step 2 of ELLI with
an algorithm for solving separable NMF problems. In particular, SPA and SNPA are fit for
the purpose. It would be interesting to explore whether a similar result as Theorem 1 can be
obtained for using either of them instead of an ellipsoid. We also believe that ELLI works on
hyperspectral unmixing problems. This problem asks one to find the spectra of constituent
materials, called endmembers, from a hyperspectral image. It can be thought of as a problem
of finding one element for each cluster in a graph. Our preliminary experiments often indicated
that the index set I found by Step 2 of ELLI provides a good estimate of endmembers.
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