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Abstract
In the last decade, the Helicon Plasma thrusters emerged as a
promising technology for space applications. The simple design of
these electrodeless thrusters guarantees reliable operations and long-
life capabilities. Helicon waves, produced by the RF antennas, are
low-frequency whistlers that are able to eﬀectively ionize the propel-
lant and heat the plasma. These waves produce a very hot plasma in
the plasma source that is guided by a supersonic diverging Magnetic
Nozzle in the downstream region. This Master Thesis is focused on
the analysis of Magnetic Nozzles (MN) and of the processes that
accelerate the plasma at the exit of the plasma source. The analy-
sis is based on two diﬀerent simulation methods of the plasma flow.
First, a 2D two-fluid description of a fully magnetized plasma is
adopted. The model equations are then solved, by using the Method
of Characteristics (MoC), for diﬀerent nozzles configurations. Sec-
ond, a Particle in Cell (PIC) approach is used to better understand
the plasma flow detachment, which has a fundamental role on the
performance of the thruster.
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1 Introduction
1.1 Basic of Propulsion
In the recent years, the interest for electric propulsion in space application
has grown rapidly. Electric propulsion is a technology aimed at achieving thrust
with high eﬀective exhaust velocities, in order to reduce the amount of the
propellant required for a given space mission compared to the other conventional
propulsion tecnologies. The reduction of total propellant mass implies a lower
launch mass of a spacecraft or satellite with the results of lower costs for a
specific mission.
Electric thrusters use electricity to accelerate the propellent mass ejecting it
from the vehicle as chemical rocket. The thrust generated is used primarly in
applications as in-orbit maneuvers (station keeping and attitude control) and
orbit transfers.
The ejected mass from electric thrusters, however, is primarily provided in
the form of energetic charged particles and provides higher exhaust velocities
than the one available from gas jets or chemical rockets, improving the available
change in vehicle velocity ( delta-v) and increasing the delivered spacecraft and
payload mass for a given delta-v.
In fact, the e rocket equation in a gravitational field is described by:
mu = T + F g (1)
wherem is the instantaneous mass of the vehicle, u is the acceleration vector,
Fg is the gravitational force and T is the thrust given by the propulsion system.
Considering free vaacum, from conservation of momentum, the thrust on the
vehicle is equal to the mass of the spacecraft, M, times its change in velocity, v.
Moreover, the thrust on the spacecraft is equal and opposite to the time rate of
change of the momentum of the propellant, which is the exhaust velocity of the
propellant times the time rate of change of the propellant mass:
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T = m
du
dt
=  d(mpve)
dt
=  veff dmp
dt
(2)
where mp is the propellant mass on the spacecraft and veff is the propellant
exhaust velocity respect to the spacecraft.
The integral of the thrust over a complete mission is called total impulse I
I =
tfˆ
ti
Tdt (3)
The total mass m of the spacecraft is the sum of the final mass mf , plus the
propellant mass mp. So:
m = mf +mp (4)
The total mass m is a function of time t due to the consumption of the
propellent:
dm
dt
=
dmp
dt
(5)
Substuting into
M
du
dt
=  ve dm
dt
(6)
which can be written as
du =  ve dm
m
(7)
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Integrating from the intial velocity ui to the final velocity uf and from
initial mass m0 thefinal mass mf ,and considering costant velocity ueff leaving
the vehicle we obtain:
 u = uf   ui = velnm0
mf
(8)
The equation is called Tsiolkovsky’s equation and evaluate the increment of
velocity  u due to the consumption of propellent mp = m0  mf .
The equation can be rewritten in terms of mass ratio:
mf
m0
= e
   vveff (9)
or
mp
m0
= 1   v
ve
(10)
From the equation (10), for a given mission of fixed  u, it’s more convenient
an high exaust velocity rather than an high use of propellent mass. In fact, for
a ue much higher than  u the ratio between the initial mass and final mass is
close to 1, which implies that a smaller quantity of propellent can be utilized to
the benefit of more useful load.
Another important parameter related to the performance of a rocket is the
specific impulse. By definition, it is the impulse delivered per unit of propellant
consumed, and is dimensionally equivalent to the thrust generated per unit
propellant flow rate. So:
Is =
T
m˚g0
=
ve
g0
(11)
where g0 is the standard gravitational acceleration.
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The higher is the specific impulse, the lower is the propellant flow rate re-
quired for a given thrust, and consequently less propellant used for a given  v.
This is the reason why the interest for electric propulsion use in spacecraft
has grown in the last decade, and advanced electric thrusters have emerged alter-
native to chemical thrusters for station-keeping applications in geosynchronous
communication satellites. In fact, in the case of chemical rockets, the exaust
eﬀective velocity is limited by the energy available in the chemical reaction and
the maximum temperature that can be reached in the combustion chamber. In
fact, a larger heat transfer to the wall can cause a structurale failure and lim-
its the specific impulse of the thruster. These limits can be exceeded with the
utilization of an electric thruster.
Another parameter concerning the performance of the thruster is related to
the total eﬃciency that is the jet power produced by the thrust beam divided
by the electrical power into the system.
⌘T =
1
2m˚ve
Pin
=
Tve
2Pin
=
T 2
2m˚Pin
(12)
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1.2 Electric Propulsion
As said before, a more attractive thing for electric propulsion is based on the
possibility of low propellant mass consumption provided from the possibility of
obtaining an high eﬀective exaust velocity. In fact, there is no limit of electric
power used to accelerate the propellant mass. On the other hand, chemical
propellants are limited by the energy available in the chemical reaction. Fur-
thermore, the specific impulse of an electric thruster are not limited compared
to the chemical thruster (400-500s) and the electric energy for the propulsion
is stored or created (es. solar energy) in the vehicle. Summary, while chemical
thruster can operate only for short periods, electrical propulsion unit is best
used for those missions where the flight time is long.
The following figure shows a comparison between diﬀerent propulsion tech-
nologies. The rectangular shapes show the range of specific impulse and required
power for each mission. The loops show the application fields of the specific
propulsion tecnologies.
Figure 1.1: Fields of application for diﬀerent propulsion tecnologies [20].
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1.2.1 Electric Thusters
Based on diﬀerent acceleration process, electric thruster can be divided into
three diﬀerent categories:
• Electrothermal thruster, where the propellant gas is heated electrically
and expanded into a nozzle
• Electrostatic thruster, where the propellent gas in accelerated by applica-
tion of external electric field on the ionized particles
• Electromagnetic thuster, where an ionized propellant stream is acceler-
ated by interaction of external and internal magnetic fields with electric
currents driven through the stream.
The figure below shows a classification of diﬀerent type of thrusters gathered in
terms on acceleration process and governing equation for the thrust produced.
Figure 1.2: Classification of modern electric thrusters based on acceleration
process[6].
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As seen, principal advantages of electric thrusters are linked on high Specific
impulse much higher than the chemicals thrusters. Neverthless, the principal
limitation is represented from the fact that all thrusters require a separate energy
sources, as a power supply. Now the problem is to minimize the ratio of the
mass of power supply respect to the mass of propellant. Considering a mission
at a constant thrust T for a time  t, the total consumption mass is:
Mp =
.
m t =
T
ve
 t =
T t
g0Isp
(13)
The mass of the power supply, Mpw, increases with increasing exhaust ve-
locity, so:
Mpw = ↵P =
↵Tve
2⌘p
=
↵
.
mv2e
2⌘p
(14)
The mass Mp and Mpw are functions of the specific impulse Isp, as shown
below
Figure 1.3: Propellant mass and Power supply mass as a function of the
specific impulse.
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From the figure 1.3, we can see that increasing a specific impulse is not ad-
vantegeous but there is an optimum specific impulse which minimize the total
mass of the system . Moreover, the limit is the thrust level that can be allowed,
because it is impossible to provide an electric power comparable to the chemical
thrusters. In fact, high level of thrust requires an heavy power generation sub-
system. On this basis, electric thrusters are employed only for operations that
requires low-thrust level and high total impulse (the integral of the thrust over
the total combustion time) as station keeping, attitude control, orbit adjust-
ment for satellite, interplanetary transfers of scientific spacecraft or large space
vehicle.
The tabel below includes the typical performance parameters of diﬀerent
electric thrusters.
Type of Thruster Power (W) Isp (s) Thrust eﬃciency ⌘ Lifetime (hr)
Resistorjet 500-1500 250-350 0.8-0.9 > 400
Arcjet 300-30k 450-1000 0.3-0.4 > 1000
Ion propulsion 200-4000 3000-4000 0.4-0.8 > 8000
Hall 150-6000 1500-2000 0.4-0.6 > 4000
MPD 2000-5000 0.3-0.5 -
MPD PPT 500-10000 0.1-0.2 -
Table 1.2: Typical performance parameters for various electric thrusters.
Electrothermal Thrusters
Electrothermal thrusters is a form of electrical propulsion in which electric
power is used to heat a propellant causing it to expand through a supersonic
nozzle and generate thrust. Two notable types of electrothermal thrusters are
called arcjet and resistorjet. In both type of thrusters the propellant gas reaches
a very high temperature and the exhaust velocities are comparable to those
achievable in electrical thrusters.
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Arcjet
Figure 1.3: Schematic of an Arcjet.
The arcjet consists of a negative (cathode) and a positive (anode) annular
electrode, held close together by an insulating material and surrounded by a
chamber, with an open connection to a nozzle. A representation of the arcjet
thruster is given in figure 1.3. The gas flow is injected from a backplate of
the thruster, then flows around a cathode and reaches a constrictor where if
the applied voltage is high enough an arc occurs. The gas in between the
electrodes is ionised and electrons will flow from the cathode to the nozzle
(anode). As the electrons leave the cathode, the electric fields that exist between
the cathode and anode accelerate them. Through collisions with the propellant
gas, the propellant is heated to a high temperature (10-20.000K). The maximun
temperature that can be allowed is limited by the thermal resistance of the
components of the thrusters. The exhaust eﬃcient velocity is related to the
electron equilibrium temperature and the mass of propellant as it can be from
the scheme. Usually the thrust eﬃciency of arcjets is less than about 50%,
so half of the electrical energy goes into the kinetic energy of the jet and the
residual energy is dissipated into heat and radiated to space from the hot nozzle
anode or transfered by conduction to other parts of the thruster. The main
problem related to this type of thruster is the electrode erosion that occur as a
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result of heating process that can limit the lifetime.
Resistorjet
Resistorjet is the simplest type of electric thruster because his technology is
based on conventional conduction, convection, and radiation heat exchange.
The propellant gas is heated via a resistance by omnic heating and then
expanded into a downstream nozzle. As arcjet thrtusters, the main limitation is
represented by the maximun operating temperature of the materials, lowering
the specific impulse of abount 300s. A large variety of propellant can be used,
includes water, oxigen, hydrogen, helium, nitrogen etc. In favour, the same
resistojet deisgn can be used with diﬀerent propellants.
Figure 1.4: Schematic of resistojet.
1.2.2 Electrostatic Thrusters
Electrostatic thrusters are based on Coulomb forces to accelerate a ionized
propellent. Essentialy, it consists in a propellant source, a various form of
electric power, a chamber where the propellent is ionized, an accelerator region
and a final neutralizer. The exhaust velocity is a function of the voltage Vacc
imposed across the acceleration chamber. Considering no collisional losses, in
the simplest form of conservation energy of a charged particle, the kinetic energy
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gained must be equal to the electrical energy in the field. So:
1
2
mu2 = eVacc (15)
the gained speed in the accelerator chamber is
u =
r
2eVacc
m
(16)
Gridden Ion Thruster
Gridded Ion thusters is an example of this type of thrusters.
As seen in figure, it is composed by three parts: the plasma generator, the
accelerator grids, and the neutralizer cathode.
Figure 1.4: Scheme of a Gridded Ion Thruster.
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The gas propellent is firstly injected in the chamber, where the electrons
emitted by the hollow cathode collides neutral particles to create ions. Emitted
electrons are attracted by the anode toward the cylindrical anode but are forced
by the axial magnetic field to spiral in the chamber, increasing collisions and ion-
ization eﬃciency. An axial electric field attracts the ions toward the accelerator
grids. These grids are composed by two pourus electrodes, which electrostat-
ically accelerates the positive ions and repels the electrons. The electrons are
routed from the cylindrical anode through an external circuit to another hollow
cathode at the exit of the thruster in order to neutralize the exit beam. The
neutralizer cathode is positioned outside the thruster and provides electrons at
the same rate as the ions to avoid charge imbalance with the spacecraft, which
prevent the ions to return back and cancelling the thrust. Ion thrusters have
an higher eﬃciency (60%-80%) and very high specific impulse (2000-10,000 s)
compared to other thruster types. Unfortunately, when a large ionic current
passing through the engine will cause enough erosion to destroy the thuster.
This phenomena, called sputtering, is the principal limit of the lifetime of this
thruster, and it does not depends essentially from the material used, but requires
an improved design eﬃciency.
Hall Eﬀect Thruster
Hall eﬀect thruster (HET) is a type of electrostatic thruster that accelerates a
low-density plasma in presence of high magnetic field. This is also called ’plasma
thruster’ and the name refers to the phenomena discovered by Edwin Hall in
1897. The Hall eﬀect is a production of a voltage diﬀerence in a semiconductor
in presence of a tranverse electric current in the same conductor and a magnetic
field perpendicular to the current.
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Figure 1.5: Schematic illustration of a Hall thruster showing the radial mag-
netic field and the accelerating electric field[12].
Basically the thruster consists in three principal components: the cathode,
the discharge region, and the magnetic field generator. A cylindrical insulator
surrounds the discharge region.
The propellant is injected into the discharge channel from the back of the
thruster through the anode, and a hollow cathode is positioned in the outside
of the channel. A radial magnetic field B between the poles is generated from
the coils. Through the potential diﬀerence between the cathode and the anode,
electrons are emitted from the cathode and attracted to the anode. Because
of the presence of radial magnetic field, electrons begin magnetized and reduce
their mobility in the axial direction reducing their flow to the anode. Because of
Lorentz force E⇥B electrons follow a spiral around the axis of the thruster and
produce a current in the azimithal direction call Hall current. Collision between
electrons and neutral particles injected from the anode causes ionization. The
ions produced are accelerated by the electric field from the anode to the cathode
in the axial direction minimizing the spiral motion caused by the interaction
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between electric field and magnetic field thanks to their large inertia respect to
the electrons. The ions leaving the thruster are neutralized by a fraction of the
electrons emitted by the cathode.
Figure 1.6: HT 5k Hall Eﬀect Thruster[19].
1.2.3 Electromagnetic Thrusters
The third categories of propulsion device are referred to a electromagnetics
thrusters as in particular magnetoplasmadynamics (MPD) thrusters. This type
of devices uses the interaction between the current flowing through the plasma
and the magnetic field to produce thrust.
A scheme is depicted in figure 1.7
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Figure 1.7: Scheme of a Magnetoplasmadynamics thruster.
The propellant gas is injected in the discharge chamber, where a high current
arc between the anode and cathode ionizes the propellant. A current flowing be-
tween the two electrodes induces an azimuthal magnetic field B which interacts
with the current density j generating a Lorentz force j⇥B on the plasma. Both
of these vector are normal to direction of plasma acceleration. Both the current
and the induced magnetic field are generated by the plasma discharge, MPD
thrusters operate at very high powers in order to generate suﬃcient force for
high specific impulse operation, and thereby also generate high thrust respect
to the other propulsion devices.
Unfortunatly, at higher currents a phenomena called ’onset’ related to a
variety disturbing as severe fluctuations of the terminal voltage is primarly as-
sociated with the anode erosion, which implies a reduced eﬃciency. An eﬃcient
design is important to improve eﬃciency and increase thruster life-time by re-
ducing electrode erosion.
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Figure 1.8: Acceleration mechanism on a MPD thruster.
Figure 1.9: Nasa 200-kilowatt MPD thruster.
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1.2.4 Helicon Thrusters
Thrust, specific impulse and lifetime are the key performance parameters of
the electric propulsion thrusters for space missions. In those thrusters, as ion
gridded thrusters, hall eﬀect thrusters, and magnetoplasmadynamic thrusters,
charged particles are accelerated electrostatically and electromagnetically by
electrodes, which are exposed and damaged with the interaction of the plasma.
The Helicon Thruster has a lifetime limitation due to electrode erosion. For
example, future missions such as interplanetary flights, deep space missions and
humaned flights to Mars require, as well as specific impulse and thrust, high
reliability making of the lifetime a very important requirement. To solve this
problem, in the last decade, a new concept of electrodeless plasma thruster has
been investigated theoretically and experimentally. The device, called Helicon
Plasma Thruster (HPT), does not require the use of a neutralizer and has no
physical contact between the plasma and electrodes improving the problem of
erosion and lifetime.
As seen in fig 1.10, the HPT is composed by the following parts: a sys-
tem gas feeding, a cylindrical chamber of dieletric material where the plasma
is produced and confined. A coaaxial radio-frequency RF antenna surrounds
the chamber that emits electromagnetics waves, a RF power supply, and elec-
tromagnets and/or permanent magnets located around the cylindrical chamber
that create the required axial magnetic field inside the plasma source. In the
final part of the thruster, located at the exit of plasma source, a diverging
magnetic field is produced by electromagnetics coils, known as Magnetic Nozzle
(MN).
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Figure 1.10: Scheme of an Helicon Plasma Thuster [10].
Helicon Waves
To better understand the physical of helicon thruster it is appropriate to
refer the works of Boswell and Chen[7] of helicon plasma source (HPS).
The interest on HPS are growth in the past decades for plasma researches
and industrial applications because they produce higher plasma densities com-
pare to the other radio-frequency sources. Helicon waves are low-frequency
whistler waves that propagate at the range of !ci ion cyclotron frequency and
electron cyclotron frequency !ce. When these waves are confined to a cylin-
der, loose their electromagnetic character and become partly electrostatic, and
in presence of external axial magnetic field they can change their propagation
and polarization characteristic. They may have left or right polarization and
then can propagate in parallel or antiparallel direction respect to the external
magnetic field. Various experiments found helicon waves extremely eﬃcient in
producing high density plasma (until 10^13-10^14/cm3), where the absorption
of energy was more than 1000 times faster than the theoretical rate due to the
collisions. Firstly, Chen[8] proposed a Landau damping mechanins to explain
this eﬃcient absorption mechanism, as a result of resonant interaction of a he-
licon wave with free electrons to produce a high peak of ionization. Later, it
is shown that accelerated eletrons are too sparse to explain this ionization eﬃ-
ciency. Fortunately, Shamrai and Taranov suggested another mechanism: mode
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coupling to Trivelpiece-Gould (TG) waves at the radial boundary.
Design of the Antenna
The neutral gas is injected by a system gas feeding located in the rear of the
thuster into the plasma source. Here, a RF antenna generates an electromag-
netic waves which induce plasma waves into plasma source. This mechanism
leading free electrons to ionized the neutral propellant. As said earlier, the RF
antenna surrounding the non-conductive tube. Various type of antennas have
been experimented and diﬀerent designs of them influence the performance of
the helicon source largely, thanks to the diﬀerent mode excitation and the abil-
ity of coupling energy to the plasma. Inthe figures below there are the diﬀerent
types of antenna.
Figure 1.11: Three diﬀerent types of RF antenna. (a) Schematic of a half-
wavelength Nagoya Type III antenna.(b) Right-helical and (c) left-helical an-
tennas [15].
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The presence of a magnetic field generated by solenoid surrounding the
plasma source is employed to confine and guide the plasma to the exit of the
non-conductive chamber. After that, an external magnetic nozzle continues to
expand supersonically the plasma.
Magnetic Nozzle
Magnetic nozzle have been proposed for flow control and thrust generation
for some type of electric propulsion devices, in particular magnetoplasmady-
namic thrusters, helicon and Variable Specific Impulse Magnetoplasma Rocket
(Vasimir). The function of magnetic nozzles are similar to the Laval nozzle by
generating thrust through conversion of internal energy stored in the plasma
source into axial kinetic energy[?]. In absence of external magnetic field, the
plasma at the exit of the plasma source tends to follow trajectories defined by
its inertia, so the geometry of magnetic field, by interaction with the charges
particles, plays a fundamental role to achieve momentum and tranfert it from
the plasma plume to the spacecraft. An important parameter referred to the
magnetic nozzle is the nozzle eﬃciency ⌘N which is defined as the ratio of the
axial kinetic power of the flow and the total power of the plasma flow at the
exit of the plasma source.
⌘N =
Pzi
PS
(17)
Figure 1.12: De Laval nozzle (left) compared to magnetic nozzle(right)[11].
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Figure 1.13: Diverging magnetic field create by magnetic coils.
As in figure 1.13 the applied magnetic field B in most cases has cylindrical
symmetry and is formed using permanent magnets or electromagnetic coils. The
goal is to form an eﬀective ’magnetic wall’ to confine the plasma through which
the thermal plasma expands into vacuum.
To better understand how magnetic field interacts with charged particles it
is useful make some physical considerations.
When a charged particle travels in presence of an electric and magnetic field
with a velocity u, the force exerted on that particle, called Lorentz force, has
the following expression:
F = q(E + v ⇥B) (18)
where q is the charge of the particle, v is the vector velocity of the particle
and E,B respectively the local electric and magnetic field. In the case of E = 0,
25
the force exerted by a magnetic field on that particle is always perpendicular to
its instantaneous direction of motion. So, magnetic forces do no work and the
particle’s velocity remains constant. The result is a circular orbit in the plane
perpendicular to the field lines. So the equation is reduced to
m
dv
dt
= qv ⇥B (19)
The acceleration of the particle is perpendicular to v, so moves in the plane
perpendicular to B around a circle of radius rL which satisfies:
mrl!
2
c = qv?B (20)
where !c is the angular frequency. Moreover
v? = !crL (21)
and
!c =
qB
m
(22)
also known as Cyclotron frequency and rL the Larmor radius.
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Figure 1.14: Motion of a charge particle in a uniform magnetic field[1].
The ratio of the Larmor radius rL respect to the reference lenght scale R of
the plasma is an adimensional number known as a Larmor number:
L =
rL
R
This is a very important parameter which defines the trajectory of a particle
in the magnetic field. Moreover, when the magnetic field is low enough, L  1
and the particle follows a straight line trajectories. On the other hand, when the
magnetic field is suﬃciently strong (L⌧ 1), particle is defined magnetized and
their trajectories follow the magnetic streamline. Diﬀerent kind of particles have
diﬀerent magnetization. In fact, if the magnetic field is strong enough to mag-
netize the plasma’s species with low mass, as the electrons. In the other hand
it can be weak to magnetize particle with higher mass, as ions. The value of B
and the particle mass m are important to define the magnetization regime of
the plasma. So, it can be defined high magnetization regime, low magnetization
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regime and partially magnetization regime. In the high magnetization regime,
all species of the plasma are magnetized and follows the magnetic streamlines.
In the low magnetization regime the flow streamlines of both species will sep-
arate from the magnetic streamlines. In the case of partially magnetization
regime, electrons can be considerated fully magnetized and follow the magnetic
streamlines, while the ions are separated from the magnetic streamline.
Figure 1.15: Magnetic/electron (solid) streamtubes and ion (dashed) stream-
tubes with the same initial cross section and two magnetic strengths[3].
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Advantages of Helicon thrusters
• Design
Concept described above makes Helicon Plasma thruster as a device of simple
design, robust and easy to replicate.
• High density Plasma
Helicon waves can produce high density plasma with a peak densities about two
order of magnitude higher than of other processing plasmas. This has a benefit
in the general project in size and costs.
• High eﬀciency
Helicon waves produce more plasma at same power, and transfer wave energy
to the primary electrons rapidly.
• Electrodeless
Because the antenna lies in the outside of non-conductive chamber, the produc-
tion of plasma does not require the use of electrodes, eliminating the principal
problem of electrodes erosion that limit the operating-life of other thruster as
MPD and Ion thruster. In this way Helicon thusters have been able to longtime
missions.
• Control of electrons’ temperature
The phase of helicon waves can be controlled by the frequency and lenght of
the antenna, so the energy of electrons can be modified. This implies that it is
possible to obtain diﬀerent specific impulse with the same thuster.
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• More adaptable
Helicon thrusters can operate in diﬀerent missions, from high power applica-
tions (transfer to Geosyncronal orbit, exploration missions, etc) to low power
applications (orbit rise, orbit maintenance, change of inclination, etc), and can
operate with a wide range of propellants, making this category highly scalable
and throtteable.
1.3 Project Structure
After a first introduction of Electric thrusters, and in particular of the Heli-
con Thrusters, in the following chapters the aim of this work will be the expla-
nation, the study and the simulation of the magnetic nozzle.
In chapter 2 the general equations of plasma are described, and the model
used is the MagnetoHydroDynamics (MHD) proposed by Ahedo with the ap-
propriate physical assumption and throat conditions. The object of simulations
are referred to the two diﬀerent geometrical configurations.
To solve this specific problem the Method of Characteristics (MoC) is im-
plemented. In chapter 3 a general description of MoC is presented and applied
to the model. In chapter 4 the integration scheme is explained and its results
are analyzed. Finally, in chapter 5 a Particle In Cell (PIC) method of simula-
tion is adapted and discussed. In the last Chapter results of both methods are
summerized and the future development proposed.
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2 Plasma Model
2.1 General Equations of Plasma
The general set of equations describing a plasma in a magnetic field wich
can be resumed in :
@n
@t
+r· (nu) = 0 (23)
mn[
@u
@t
+ (u·r)u] = qn(E + u ^B) r·P + P coll (24)
3
2
n(
@T
@t
+ (u·r)T ) =  nT (r·u) r· q  ⇧ : ru+Q (25)
where P is the pressure tensor which can be split into an isotropic pressure
component pI and an anisotropic viscosity tensor ⇧.
For a homogeneous and isotropy plasma r·P! rpj . The term Pcoll is
related to the exchange of momentum of one type of particles due to the collisions
with other species in the plasma. The energy equation is often written in the
form of an equation of state T   (n)  1 , where isentropic (  = 5/3), isothermal
(  = 1) or “cold” species (T = 0).
In every plasma almost three types of particles coexist, each one with its own
function of distribution, neutral particles nn, single ionized ion ni and electrons
ne. In most of the cases plasmas are fully ionized (nn = 0), in which the analysis
can be restricted to just two-fluid.
The continuity, momentum and energy equations derived for a generically
plasma can be specialized to a “two-fluid” set of equations for the electron (q =
 e) and ion (q = e) species of charged particles in a plasma:
@nj
@t
+r· (njuj) = 0 (26)
mjnj [
@uj
@t
+ (uj ·r)uj ] = qjnj(E + uj ^B) rpj  r·⇡j+Pjk (27)
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Tj   (nj)  1 (28)
j = i, e k = e, i
pj = njkTj (29)
The term ⇡j is called ’viscous stress tensor’ and is caused by a random
collisional diﬀusion process in the presence of the gradient of the species flow
velocity u.
The collisional term Pjk represents the friction between two fluid and it can
be expressed as follow:
Pjk = mjnj⌫jk(uk   uj) (30)
Pkj =  Pjk
Collision between same type of particles does not change momentum of that
species.
2.2 Ahedo Model
This plasma model is based on the model proposed by Ahedo[3], in order to
simplify the equations and valuate the ’weight-factor’ in term of entrance condi-
tions of plasma source in the magnetic nozzle and the characteristic parameters
(intensity, geometry), which define the external magnetic field.
In this 2D model is assumed that only two components of particle exist, the
ions of density ni and electrons ne. This is justified by the fact that Helicon
Plasma Thruster, which uses helicon radio-frequency antenna, has a very high
ionization eﬃciency, so as to consider the plasma perfectly ’fully-ionized’.
Ahedo also considers the plasma hot and collisionless. In fact, plasma can
be considered collisional or collisionless. While collisionless plasma is defined
a plasma where the collisions between particles are irrelevant to the plasma
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dynamic, collisional plasma can be split into two diﬀerent classes: weakly ionized
and fully ionized. In weakly ionized plasmas the charged particles collide mostly
with neutral atoms and molecules, which represent a heavy obstacle to motion.
The parameter collisional neutral frequency ⌫n is proportional to the number
of neutral particles, his cross section  n and < v > average velocity of charge
particles. So:
⌫n = nn n hvi (31)
follow that is possible to define a correlated parameter
 mfp =
hvi
⌫n
(32)
that is the mean free path between collisions.
In a fully-ionized plasma, the charge particles interact via their electric
Coulomb field. This implies that a charge particle is deflected in its trajectory
by electric field generated from another diﬀerent charge particle. The length
scale of this influence is approximately a Debye length  D, so deflection will oc-
cur mainly inside a Debye radius, with a small angle scattering. The parameter
involved is the coulomb cross-section  c and the frequency collision ion-electron
is:
⌫ei = ne e hvei (33)
Similarly
⌫ie = ni c hvii (34)
Collision frequency is also proportional to electron density and inversely
proportional to electron temperature to the power of 3/2
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⌫ ⇠ nT  32
In other way,
⌫:!p ln⇤
⇤
with !p a plasma frequency parameter and ⇤ a Debye shielding.
The electron mean free path  e is
 e = 64⇡ D
ln⇤
⇤
or  e =
64⇡ne
!4pln⇤
(
kTe
me
)2 (35)
Because in a fully-ionized plasma the electron temperature (and its relative
velocity) is so high that when the electron approaches to the heavy ion (who
can be considered at the rest respect it), it cannot trap the electron, which will
be deflected from its straight trajectory.
In the limit of very high temperature, the plasma can be considered col-
lisionless and the curvature radius of electron around ion rei ! 1. In other
words, the collisions between particles do not play a role in the dynamics of the
plasma. In term of mean free path a collisionless plasma satisfied
   1
The two species have two diﬀerent temperature populations, in fact, it can
be considered a fully-magnetized hot electrons with a constant temperature Te
and a ’sighly’ magnetized ’cold’ ions with Ti = 0. For this reason it can be
neglected ion (static) pressure because it is smaller than the electron pressure,
so it can be considered only the ion pressure deriving from its kinetic energy
(dynamic pressure). This is allowed by the fact that electrons diﬀuse more than
ions because of their higher thermal velocity. Electrons are considered isother-
mal instead of adiabatic due to the high electron thermal conductivity along
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the magnetic field lines. Ahedo suggests some experimental evidencing that
the temperature of the electrons remains constant throughout the expansion in
Magnetic Nozzle thanks of their high mobility and low resistivity[17]. The prob-
lem about considering isothermal or adiabatic transformation is largely discuss
today.
The plasma is also current-free, so the electrons are confined by the ambipo-
lar electric field and only a small part of them flows downstream to neutralize
the ion beam. This because electrons diﬀuse more than ions, and the ambipo-
lar electric field needs to restore the quasi-neutrality. Inertia of electrons is
neglected (me w 0) because of their mass is smaller than the mass of the ions
(memi n 1).
Electrons are also assumed fully-magnetized so electron streamtubes and
magnetic streamtubes coincide, and equation is not dominated by its inertia.
On the other hand ions are considered partially magnetized, so they are no
’entirely’ trapped in the magnetic field, with the result of a deviation of ion
streamlines from magnetic streamlines.
The initial magnetization strength on ions at the nozzle is measured by the
parameter :
⌦i0 =
⌦iRth
cs
(36)
where Rth is the radius of nozzle throat.
Another consideration is about the magnetic field. The magnetic field is
created externally (coil or permanent magnet) and our assumption is that he
is strong enough to consider negligible the self-induced magnetic field in the
nozzle.
The fundamental measure of a magnetic field’s eﬀect on a plasma is the
magnetization parameter ⌦ . The fundamental measure of the inverse eﬀect is
called  , and is defined as the ratio of the thermal pressure p = nkT to the
magnetic pressure pg = B2/2µ0. So:
  =
p
pg
= 2µ0
nkT
B2
(37)
When   ⌧ 1 self-induced magnetic field can be neglected.
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2.2.1 Geometry Reference
Magnetic nozzle is created by a single current loop located at point (r, z) =
(0, Rl) of current Il. A quasineutral, fully-ionized, collisionless, current free
plasma, is injected in a sonic throat of radius Rth < Rl and accelerated down-
stream in the divergent nozzle.
Two geometric configurations are considered in relationship between Rl and
Rth, a long nozzle Rl/Rth = 5.4 and a short nozzle Rl/Rth = 3.5 where
Bz(0, 0) = µ0Il/2Rl = 0.1T
This implies that current Il changes for the two diﬀerent configurations.
Figure 2.1: Two diﬀerent geometries of magnetic nozzle.
Because of the axial symmetry of the problem, in order to simplify the
model’s equations, it is natural to choose a system reference of cylindrical coor-
dinates {ir, i✓, iz}
The magnetic field is
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B = Bziz +Brir (38)
The diﬀerential form of Gauss’s law for magnetism is
r·B = 0 ) B = r⇥A (39)
with A the potential vector.
From (39) exists a stream function  =  (r , z ) where a family of curves
 =const represent "streamlines”. Hence, the streamfunction remains constant
along a streamline.
Concerning the axial symmetry’s character of the problem, instead a stream-
line, it is more appropriate to talk about streamtubes, due to the fact that all
streamlines through a circle about the axis of symmetry form a stream tube
which is a surface of revolution about the axis of symmetry.
In fact, there are two stream functions  and ✓ which represent this surface.
By construction:
B ? r or B·r = 0
B ? r✓ or B·r✓ = 0
again it is possible to write:
A =  r✓
and substituting into (39)
B = r⇥ ( r✓) = (r ⇥r✓) +  (r⇥r✓)
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Since the last term vanishes it can be obtained:
B = (r ⇥r✓)
where  and ✓ are called magnetic stream functions or Clebsch coordinates
[2].
It is possible to use an orthogonal magnetic reference {ib, i?, i✓}
ib =
B
B
= cos↵iz + sin↵ir , i? =   sin↵iz + cos↵ir (40)
The  function satisfies:
Br =  1
r
@ 
@z
,Bz =
1
r
@ 
@r
(41)
Then
 (r, z) =
B0Rl
2⇡
p
(Rl + r)2 + z2[(2  k2)K(k2)  2E(k2)] (42)
where k2 = 4Rlrp
(Rl+r)2+z2
andK,E are elliptic integrals of the first and second
kind.
The two components of magnetic field are[16]:
Bz =
B0Rl
⇡
1p
(Rl + r)2 + z2
[(K(k2) +
R2l   r2   z2
(Rl   r)2 + z2
E(k2)] (43)
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Br =  B0Rlz
⇡
1p
(Rl + r)2 + z2
[(K(k2)  R
2
l + r + z
2
(Rl   r)2 + z2
E(k2)] (44)
2.2.2 Equations in the Cylindrical Coordinates
Made this assumption, the continuity and momentum equation for j-th
species became
r· (njuj) = 0 (45)
mjnj(uj ·r)uj =  qjnjr + qjnj(uj ⇥B)  kTjrnj (46)
where
E =  r  (47)
rPj = r(njkTj) = kTjrnj (48)
Again, for the axial symmetry, it is useful to decompose velocity into longi-
tudinal and azimuthal components.
It is possible to write:
uj = u˜j + uj✓i✓ (49)
The continuity equation become:
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r· (njuj) = r· (nj u˜j) = 0 (50)
A stream function  j exists for the j-th species of plasma which satisfies:
urj =   1
rnj
@ j
@z
, uzj =
1
rnj
@ j
@r
(51)
The longitudinal and azimuthal component of momentum equation are
mjnj(urj
@urj
@r
 
u2✓
r
  uzj @urj
@z
) =  qjnj(@ 
@r
)  kTj @nj
@r
+ qjnj(u✓jBz) (52)
mjnj(urj
@uzj
@r
+ uzj
@uzj
@z
) =  qjnj(@ 
@z
)  kTj @nj
@z
  qjnj(u✓jBr) (53)
mjnj(urj
@u✓j
@r
+ uzj
@u✓j
@z
+
urju✓j
r
) = qjnj(uzjBr   urjBz) (54)
The last equation it can be written in this terms:
euj ·r(rmju✓j) =  qj( euj ·r )! euj ·r(rmju✓j + qj ) = 0 (55)
which leads the conservation of total angular momentum of the species j-th:
rmju✓j + qj =  j( j) (56)
 j( j) are known from entrance condition.
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Summing the two equation (52) and (53):
mjnj(u˜·ru˜) mjnj u
2
✓
r
ir =  qjnjr   kTjrnj + qjnj(euj + ui✓j)⇥B (57)
Projecting them into along a streamtubes lead the conservation on Bernoulli
function:
H( j) = qj + hj +
mju2j
2
with hj =
kTjrnj
nj
(58)
Under these assumptions the equations for ions and electrons are
1
r
@(ruri)
@r
+
@uz
@z
= 0 (59)
mi(uri
@uri
@r
 
u2✓i
r
  uzi @uri
@z
) =  e(@ 
@r
) + e(u✓iBz) (60)
mi(uri
@uzi
@r
+ uzi
@uzi
@z
) =  e(@ 
@z
)  e(u✓iBr) (61)
rmiu✓i + e =  i( i) (62)
0 = en(
@ 
@r
)  kTe @n
@r
  en(u✓eBz) (63)
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0 = en(
@ 
@z
)  kTe @n
@z
+ en(u✓eBr) (64)
 e =  e( e) (65)
Momentum equation of electrons leads to a single vectorial equation:
enr   kTern  enu✓eBi? = 0) er   1
n
kTern  eu✓eBi? = 0 (66)
) r(e   kTelnn)  eu✓eBi? = 0) u✓e =   1
eB
@(kTelnn  e )
@i?
(67)
which leads to
u✓e =  r
e
@(kTelnn  e )
@ 
(68)
The quantity He( ) = kTelnn  e  is the total electron energy.
2.2.3 Throat Conditions
The injected gas flow used is the Argon, with an atomic mass of 40 ⇤ 1.66 ⇤
10 27 Kg.
In order to integrate the equations it remains to define the state of the plasma
at nozzle throat. Because of divergent magnetic field, a quasi-neutral plasma is
created in the plasma source and injectect sonically at the nozzle throat, in order
to obtain an expansion downstream and (possibly) create thrust. The Mach
number at the entrance of nozzle is chosen in the order of few percentages above
the plasma acoustic speed due to the fact that this number identically equal
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unity is not compatible with the iperbolic scheme (mathematical singularity),
as a result of characteristic equations:
 ± =
uriuzi±cs2
p
(u2zi + u
2
ri)  cs2
u2zi   cs2
, (u2zi + u
2
ri)  cs2 > 1 (69)
so to avoid to obtain imaginary solutions. So it is chosen M0 w 1.01  1.05
Obviously, this is an approximation, but several tests show small changes in
the final result.
Ions and electrons velocity at the entrance are purely axial constant veloc-
ity along coordinate r. The radial velocity of the two species are considered
neglected
as a result of a smaller order of magnitude respect to the azimuthal velocities.
In addiction, initial ion azimuthal velocity is considered negligible.
Potential   is set zero.
uzi(r, 0) = uze(r, 0) = M0cs
uri(r, 0) = ure(r, 0) = 0
n(0, r) = n0 !   = ln( n
n0
) = 0
u✓i(0, r) = 0
It is possible to define the radial structure of density n0 of the plasma. As
it will be seen later, performance of magnetic nozzle strongly depends as the
plasma is created and stored, and diﬀerent configurations aﬀect the plasma
expansion.
A radial model was proposed by Ahedo in order to study diﬀerent regime
of magnetizations[4]. Ahedo considers a plasma confined by a cylinder and
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the response of radial structure of the plasma in strongly dependent by three
fundamental dimensionless parameters related to electron, ion collision mean
free path and electron gyroradius.
The plasma is confined in a long dielectric cylinder of radius R by an ax-
ial magnetic field B = Biz. Plasma is also considered stationary ( @@t = 0),
axialsimmetric ( @@✓ = 0) and all derivates respect z are neglected.
The system equations are reduced to:
1
r
@(nrur)
@r
=  n⌫w (70)
miur
@ur
@r
 miu
2
✓i
r
=  e@ 
@r
  1
n
@(Tin)
@r
+ eBu✓i  mi(⌫in + ⌫w)ur (71)
meur
@ur
@r
 meu
2
✓e
r
= +e
@ 
@r
  1
n
@(Ten)
@r
  eBu✓e  me(⌫in + ⌫w)ur (72)
miur
@u✓i
@r
 miuru✓i
r
= eBur  mi(⌫in + ⌫w)u✓i +me⌫ei(u✓e   u✓i) (73)
meur
@u✓e
@r
 meuru✓e
r
=  eBur  me(⌫in + ⌫w)u✓e  me⌫ei(u✓i   u✓e) (74)
where the term ⌫w is the adimensional volume particle production term due
to diﬀusivity and ionization. Radial velocity ur is the ambipolar velocity both
for ions and electrons.
Various studies suggest significant simplifications to the existing model.
First, the electron inertial term relative to the derivative radial velocity is
negligible respect to the inertial term of azimuthal velocity. Also, azimuthal ion
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velocity are neglected. Electron temperature is constant and ion temperature
is small, so TiTe n 0.
Further, considering:
⌫e = ⌫ei + ⌫en + ⌫w, ⌫i = +⌫in + ⌫w,!lh =
eBp
mime
(lowerhybridFrequency)
(75)
rescaling azimuthal velocity as:
u
0
✓e = u✓e
r
me
mi
(76)
and using the dimensionless parameter (hat cap) cs for ion velocity, Te for
energy, R for length and n0 for the density, cs/R for frequency, the system is
reduced to the follow equations:
✓
1bur   bur
◆
@uˆr
@r
= !ˆlhuˆ✓e + ⌫ˆi⌫ˆr +
⌫ˆw
uˆr
  1
rˆ
  uˆ✓e
rˆ
(77)
uˆr
@uˆ✓e
@rˆ
= !ˆlhuˆr   ⌫ˆeuˆ✓e   uˆ✓euˆr
rˆ
(78)
0 =  @ln(nˆ)
@rˆ
+
@ ˆ
@rˆ
  !ˆlhuˆ✓e + uˆ
2
✓e
rˆ
(79)
@ ˆ
@rˆ
=  ur @uˆr
@r
  ⌫ˆiuˆr (80)
with   = u✓e = ur = 0 at r = 0
These equations, as Ahedo suggests, are formally regulated by three param-
eters (!ˆlh, ⌫ˆe, ⌫ˆi) concerned respectively the strength of magnetic field, totally
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electron and ion frequency collision.
In this Thesis is presented only the main magnetized regime who is charac-
terized by these further approximations:
⌫w ⌧ 1 , ˆ!  1
Two regions are to be distingued: a bulk region, where diﬀusive terms are
predominant, and thin layer, where inertial terms become dominant.
The solution for the bulk region can be reduced as follow:
uˆr =
⌫ˆe
!ˆlh
uˆ✓e (81)
 @ln(nˆ)
@rˆ
= !ˆlhuˆ✓e (82)
@nˆ2
@r
+
1
rˆ
@nˆ
@rˆ
+ a20nˆ = 0 (83)
with
a0 =
r
⌫ˆw
⌫ˆe
!ˆlh (84)
The equation (83) is in the form of Bessel diﬀerential equation and admits
the solution:
nˆ(rˆ) = J0(a0rˆ) (85)
J0 is Bessel function of first type and a0 is the first zero of J0.
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Substituting into (82) and counting that @nˆ@rˆ =  J1a0 :
uˆ✓e = a0
J1(a0rˆ)
!ˆlhJ0(a0rˆ)
(86)
On the other hand, in the thin layer, where the inertia gradient term becomes
predominantly, azimuthal velocity of electrons is in the order of electron thermal
velocity. Due to the rapid drop of density, velocity increases very fast.
It can be assumed that this transition at point D from bulk diﬀusive region
to inertial region occurs when;
uˆ✓e(0, rD) = 1
Dropping out inertial terms from equation (77) velocity solution admit this
linear profile:
uˆ✓e = !ˆlh(rˆ   rˆD) + b1 (87)
2ln
uˆr!ˆlh
⌫ˆe
  uˆ2r = !ˆ2lh(rˆ   rˆD)2 + 2b1!ˆlh(rˆ   rˆD) + b2 (88)
with b1 = O(1) and b2 = O(1) are constants that assure a gentle matching
between the diﬀusive bulk and inertial region at point D.
Also:
 ˆ+ uˆ2r = const, nˆuˆr = const,
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Figure 2.2: Solutions of the radial model obtained by Ahedo for two diﬀerent
magnetization configurations(!ˆlh = 10,!ˆlh = 30) of the plasma flow. The as-
terisks correspond to location of point D, where the electron azimuthal velocity
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becomes comparable with the electron thermal velocity.The dashed line in (d)
corresponds to the asymptotic solution for fully magnetized regime[4].
Now, considering the equation (68) from the electron momentum equation,
a correct evaluation of total electron energy between diﬀerent streamlines must
be carried out.
Using:
He( ) = kTelnn  e  (89)
along a streamline the quantity He is conserved, so
kTelnn  e  = kTelnn0 in r0 = r0(0, r) , (  = 0)
dHe
d 
=
dHe
drˆ0
drˆ0
d 
(90)
rˆ0 =
r0
Rth
Because:
d 
drˆ0
= RthrBz = Rthrˆ
2
0Bz(0, rˆ0) (91)
Considering n0 = n00J0(a0rˆ0)
dHe
drˆ0
=
kbTe
n0
dn0
drˆ0
=
KbTe
n00
 n00J1a0 
J0
=  KbTeJ1a0 
J0
(92)
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Substituting (91) and (92) in (68) lead to:
u✓e =
r
e
KbTea0
rˆ0Bz0
J1
J0
(93)
or
u✓e =
csa0
⌦ˆi0
J1(a0rˆ0)
J0(a0rˆ0)
where ⌦ˆi0 = ⌦i0Rthcs is the a-dimensional ion magnetization at the nozzle
entrance.
Equation (93) and (86) are the same.
Figure 2.3: Adimensional azimuthal electrons velocity at the nozzle entrance.
50
3 Method of Characteristics
3.1 General Description
In the present chapter it will be analyzed the general Method of Character-
istics, which is an accurate numerical technique for solving partial diﬀerential
equation of first order and above, and in general is applicable for any hyper-
bolic partial diﬀerential equation. Many engineering problems are described as
a set of quasi-linear non homogeneous partial diﬀerential equations of first or-
der for functions of two independent variables. A quasi-linear partial diﬀerential
equation of the first order is defined as one that may be non linear in the de-
pended variables, but is linear in their first partial derivatives. From a physical
point of view a ’characteristic’ is defined as a path of propagation of a physical
disturbance. Due to the eﬀect that in a supersonic flow field disturbances are
propagated along Mach lines, so they are characteristics for a supersonic flow.
From a mathematical point of view, a characteristic is a curve along a partial
diﬀerential equation that becomes an ordinary diﬀerential equation, known as
the compatibility equation. The procedure of solving is illustrated for a system
of two partial diﬀerential equations, but it is expandable for more cases[22].
Considering a system of two partial diﬀerential equations L1 and L2 in two
dependent variables u(x, y) and v(x, y).
L1 = a11
@u
@x
+ b11
@u
@y
+ a12
@v
@x
+ b12
@v
@y
+ c1 = 0 (94)
L2 = a22
@u
@x
+ b22
@u
@y
+ a21
@v
@x
+ b21
@v
@y
+ c2 = 0 (95)
It is important to note that a, b, c can be functions of independent variable
x, y and dependent variable u, v.
Both the equations are coupled in u, v, so it must be considered simultane-
ously to find an equivalent system that may replace the original equations.
Introducing a linear operator L as linear sum of L1 and L2.
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L =  1L1 +  2L2 = 0 (96)
The parameters  1 and  2 are arbitrary functions that can be determined
later.
Substituting equation into (96) gives:
(a11 1+a12 2)[
@u
@x
+
b11 1 + b12 2
a11 1 + a21 2
@u
@y
]+(a12 1+a22 2)[
@v
@x
+
b12 1 + b22 2
a12 1 + a22 2
@v
@y
]++(c1 1+c2 2) = 0
(97)
The diﬀerential form of dependent variable can be written as:
du =
@u
@x
dx +
@u
@y
dy, dv =
@v
@x
dx +
@v
@y
dy (98)
Thus,
du
dx
=
@u
@x
+  
@u
@y
,
dv
dx
=
@v
@x
+  
@v
@y
(99)
where the term   = dydx .
Confronting with the equation (97) above it can be obtained:
  =
b11 1 + b12 2
a11 1 + a21 2
and   =
b12 1 + b22 2
a12 1 + a22 2
(100)
They are called characteristics and are defined as the curves having this
slopes.
Along the characteristic curve equation (97) can be written:
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(a11 1 + a12 2)du+ (a12 1 + a22 2)dv ++(c1 1 + c2 2)dx = 0 (101)
Equation (101) is called compatibility equation for (94-95)
Equations (100) can be manipulated considering  1 and  2 as the unknown
variables. Thus it can be obtained:
 1 ( 11   b11) +  2 ( 21   b21) = 0 (102)
 1 ( 12   b12) +  2 ( 22   b22) = 0 (103)
The matrix associated at this system is:
     ( 11   b11) ( 21   b21)( 12   b12) ( 22   b22)
     
If the determinant is 6=0 the system has only the trivial solution  1 =  2 = 0
.
Setting the determinant = 0 and expanding it gives the following equation
in  .
a 2 + b + c = 0 (104)
where
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a = (a11a22   a12a21), b = ( a22b11   a11b22 + a12b21 + a21b12), c = (b11b22   b12b21)
are functions of x, y, u, v .
The problem can be classified according to the value of the term4 = b2 4ac
of the equation (104).
If 4 < 0 no real solutions exists for   and the characteristics are imaginary.
In this case the system is called elliptic.
If4 = 0 exists only one real characteristic and the system is called parabolic.
If 4 > 0 two real characteristics pass through each point and the system is
called hyperbolic.
The two characteristics satisfy the following two order diﬀerential equation:
dy
dx
=  +,
dy
dx
=    (105)
with  +,  = f (u, v, x, y) where u, v are functions of x and y.
 +,  are two ordinary diﬀerential equations of the first order which define
two families of characteristics in x, y plane.
Equation (101) can be solved in order to eliminate the parameter  1 and  2
in term of  +and   , then substituted into equation (102-103).
In this way two equations are obtained, one for each characteristic, called
compatibility equation which relating du, dv, dx, dy along the characteristics
described by the equation (105).
The original system of two partial diﬀerential equations can be replaced with
a new system of ordinary diﬀerential equations by equations (101) and (105).
The integration of equations (105) finds two characteristics,C+ related to
 + and C  related to    , in the x, y plane passing through each point.
To find the solutions of system, initial data must be specified along a initial-
value  0 where parameters x, y, u, v are known. The solution then propagated
from those initial-value along the characteristics in the x, y plane. For each
characteristic corresponds a compatibility equation which related the quantities
du, dv, dx, dy.
Because that equation involved both u, v, it cannot be related alone along a
single characteristic, but two equations of compatibility relating u,v are avail-
able, one for each characteristic.
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Therefore, the intersection of those is suﬃcient to find a unique solution for
uand v.
Figure 3.1 illustrates this concept.
Figure 3.1: Characteristic network for two first-order partial diﬀerential
equations[22].
The initial-value line is denoted by  0, where u and v are known along this.
For each point of  0 a C+ and C  characteristic are propagated in the x, y
plane.
The characteristics C+ and C  emanating from a initial point denoted by A
do not intersect.
However, two new characteristics C+ andC  can be propagated from a point
B.
The C  characteristic emanated from a point B intersect the C+ charac-
teristic emanated from a point A at the new point D. The two compatibility
equations along AD and BD may be solved simultaneously for uand v at the
point D.
This procedure can be reiterated at every two points lying on  0 up to form
a new initial-value line  1 where the solution in known. The entire process
applied along  0 may be applied along  1 in order to obtain a second solution
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line  2. The process can be extended until the entire region of interest has been
covered.
Because of the nature of the problem is described by non-linear partial diﬀer-
ential equations the solution must be obtained numerically at a selected number
of discrete points.
A quasi-continuous solution for the dependent variables uand v can be man-
aged by varying the point spacing along  0 in order to obtain the desired number
of solution.
3.2 Numerical Implementation of MoC
In this section is described a numerical integration procedure for solving the
system set by the characteristic and compatibility equations.
The current algorithm is based on the modified Euler predictor-corrector
method in order to obtain the finite diﬀerence equations.
Because of the non-linearity of those equations the solutions are obtained
applying finite diﬀerence techniques. The corrector algorithm is based on the
average coeﬃcients method where the numerical value of the coeﬃcients are the
average of the value of coeﬃcients at the initial and final point.
Considering the diﬀerential equation:
dy
dx
= f(x, y)
the diﬀerential form:
dy = f(x, y)dx
can be integrated from a starting point i of coordinates (xi, yi) where:
yi = y(xi)
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xi+1 = xi + x
y0(xi + x) = y0i+1 is a predicted value of the solution at xi+1
The predictor algorithm is
y0i+1 = yi + f(xi, yi) x
where  x is the step size.
Now the corrector is:
y1i+1 = y1 + f(xi +
 x
2
, yi + y
0
i+1) x
where y1i+1 =y1(xi + x) is the corrected value at xi+1.
It should be noted that for the case of predictor the accumulated error for
successive steps varies linearly with the step size  x, while for the corrector is
a second order in step size.
The method may be repeat with iteration to improve the accuracy of solution
until it achieve the wanted degree of convergence.
The solution after n steps of iteration is:
yni+1 = yi + f(xi +
 x
2
, yi + y
n 1
i+1 ) x
and it is stopped when:
 
yni+1   yn 1i+1
   P
where P is the specific tolerance desired.
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Figure 3.2: Finite diﬀerence network for applying the MoC[22].
3.3 Application of MoC on the Ahedo’s Model
Following the equation (23-25), eliminating ambipolar electric field from
the (63-64), the 2D model of axialsimmetric, collisionless, quasi-neutral, fully-
ionized plasma can be expressed as:
8>>>>>>>>><>>>>>>>>>:
uri
@lnn
@r + uzi
@lnn
@z +
@uri
@r +
@uzi
@z =  urir
uri
@uri
@r + uzi
@uri
@z + cs
2 @lnn
@r =  (u✓e   u✓i)⌦icos↵+ u
2
✓i
r
uri
@uzi
@r + uzi
@uzi
@z + cs
2 @lnn
@z = (u✓e   u✓i)⌦isin↵
(106)
which remember that,
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⌦i =
eB
mi
The diﬀerential operator L is obtained multiplying respectively the three
diﬀerential equations by the arbitrary functions  1, 2, 3 . So, rearranging
( 1 +  3uzi)(
@uzi
@z
+
uri 3
( 1 +  3uzi)
@uzi
@r
) +  2uzi(
@uri
@z
+
 1 +  2uri
 2uzi
@uri
@r
)+
+( 1uzi+ 3cs
2)(
@lnn
@z
+
 1uri +  2cs2
( 1uzi +  3cs2)
@lnn
@r
) =  uri
r
 1 (u✓e u✓i)⌦icos↵ 2+
+
u2✓i
r
 2 + (u✓e   u✓i)⌦isin↵ 3 (107)
where:
uri 3
( 1 +  3uzi)
=
 1 +  2uri
 2uzi
=
 1uri +  2cs2
( 1uzi +  3cs2)
=  
This entails:
8>>><>>>:
uri 3    ( 1 +  3uzi) = 0
 1 +  2uri     2uzi = 0
 1uri +  2cs2    ( 1uzi +  3cs2) = 0
(108)
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The matrix associated is:
0B@    0 uri    uzi1 uri   uzi  0
uri    uzi cs2   cs2
1CA
Set determinant = 0 , it gives the following equation in  .:
 2cs2(uri   uzi ) + (uri    uzi)cs2   (uri    uzi)3 = 0
Expanding it:
(uri   uzi )
⇥
(cs2   u2z) 2 + 2uruz + (cs2   u2r)
⇤
= 0
Three solutions exist:
 0 =
uri
uzi
 ± =
uriuzi±cs2
p
(u2zi + u
2
ri)  cs2
u2zi   cs2
There are three characteristics passing through each point of the flow and
specifically one related to the ions ( 0) called streamline and the two character-
istic  ± called Mach lines.
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Figure 3.3: Characteristics as Mach lines at a point in a flow field[14].
Equations (106) are solved for  1,2,3in terms of  .
Along the streamline  0 the equations become:
8>>><>>>:
 1 = 0
 2 =   3
0 = 0
Along the two Mach-lines:
8>>><>>>:
( 1 +  3uzi) =
uri 3
 +
 1 +  2uri =  + 2uzi
 1uri +  2cs2 =  +( 1uzi +  3cs2)
and
8>>><>>>:
( 1 +  3uzi) =
uri 3
  
 1 +  2uri =    2uzi
 1uri +  2cs2 =   ( 1uzi +  3cs2)
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Substituting into (107) yields three compatibility equations valid along each
characteristic:
8>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>:
uzi
duzi
dz + uri
duri
dz + cs
2 dlnn
dz =   0(u✓e   u✓i)⌦icos↵+  0 u
2
✓i
r + (u✓e   u✓i)⌦isin↵
uzi
duri
dz   uri duzidz + cs
p
(u2zi + u
2
ri)  cs2 dlnndz = (uri    +uzi)urir
+u
2
✓i
r   (u✓e   u✓i)⌦icos↵   +(u✓e   u✓i)⌦isin↵
uzi
duri
dz   uri duzidz   cs
p
(u2zi + u
2
ri)  cs2 dlnndz = (uri     uzi)urir
+u
2
✓i
r   (u✓e   u✓i)⌦icos↵    (u✓e   u✓i)⌦isin↵
where kTe dlnn+dz = e(
d 
dz ) + e(u✓eBr)
3.3.1 Unit process for a interior point
Here a brief description to solve the interior point 4 of coordinates (r4, z4)
from the knowing point 1, 2 of coordinates respectively (r1, z1) and (r2, z2).
Characteristics C+ and C  connected the points respectively 2, 1 to point 4
while line 12 connects the two initial points. The rearward streamline C0 from
point 4 intersects line 12 at point 3.
Properties at point 3 are determined by linear interpolation.
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Figure 3.4: Unit process for an interior point[14].
Then:
r4   r3 =  0(z4   z3)
r4   r2 =  +(z4   z2)  12 = r1   r2
z1   z2
r4   r1 =   (z4   z1)
r3   r2 =  12(z3   z2)
System can be solved simultaneously for r3, z3, r4, z4. From the predictor
the initial value of  0 = ur3uz3 depends on the flow angle at point 3. Then, initial
angle ✓3:
✓3 =
✓1 + ✓2
2
=)  0 = tan(✓3)
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✓2 = atan( +)
✓1 = atan(  )
Solving the system for r3, z3 a new value of ✓3 is determined by linear in-
terpolation. The procedure may be repeated until values of r3, z3 changing
respect to the previous step by a specific tolerance. Then, properties at point 3
(ur3, uz3, 3) are obtained by linear interpolation. The compatibility equations
for the three characteristics can be written in a finite form and after be solved
in terms of ur4, uz4, 4.
A successive step to improve the value location (r4, z4) and the relative flow
properties may be obtained repeating the step discussed above but employing
average value of flow properties along each characteristic. So:
 + = atan(✓2) with ✓2 = ✓2+✓42
   = atan(✓1)with ✓ = ✓1+✓42
 0 = atan(✓3) with ✓3 = ✓3+✓42
(✓4 = atan(
ur4
uz4
) (known from previous step)
u✓i+ =
u✓i4+u✓i2
2
u✓i  = u✓i4+u✓i12
u✓i0 =
u✓i4+u✓i3
2
Br+ =
Br2+Br4
2
Br  = Br1+Br42
Br0 =
Br3+Br4
2
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The corrector step may be iterated to achieve a desired convergence.
3.3.2 Wall Point
The procedures to calculate a wall point (with directed and inverse method)
is much [12]similar [ zukrow-hoﬀman]. Figures below illustrate unit processes.
Figure 3.5: Unit process for a direct wall point[14].
65
Figure 3.6: Unit process for an inverse wall point[14].
3.3.3 Axis Point
The procedure for the axis point calculation is shown below.
Figure 3.7: Unit process for an axis of symmetry point[14].
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4 Integration and Results
4.1 Integration Scheme
Solution of the problem is based on the advancing scheme integration on a
frontline from an entrance nozzle (which all parameter are known) to a point
along axis of the nozzle zF where the magnetic field evaluated in the boundary
of the nozzle has only r-component.
It is equivalent to write:
dRv(z)
dz
!1) z = zF
Coordinate zF is a turning point for magnetic field’s line.
The model has been implemented in Matlab, in order to achieve a quick
solution (as far as possible) and to examinate its evolution.
First, a  0 frontline, represents the entrance nozzle, can split into N equal
parts, in order to have a discrete point line r(i) from i = 1 to i = N + 1, where
r(1) = 0 and r(n + 1) = Rth. Obviously, a more dense discretization allows to
a more precise solution but implies a slowly execution time. Many test show
the quadratic dependence of N respect a final time tf of execution. During
the simulations, a more discretization, and consequently a long time tf do not
exhibit a significant improvement of precision to justify a large density points.
Probably, the actual predictor-corrector scheme, conjointly with more inter-
actions both on the predictor and corrector have a suﬃciently precision for this
type of problems.
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Figure 4.1: Integration scheme of Magnetic Nozzle.
A function for inner point evaluates the internal point 3 of a new frontline
between the pont 1 and 2 of the previous frontline which are connected with the
new point through a characteristic C+(S2) and C (S1).
Respect to the general method of characteristics described in the third chap-
ter, the present problem has three families of characteristic lines. The new
characteristic represents the ion streamline that connects the iterated point 4,
which is located in the joining line from 1 and 2, and the point 3. Obviously,
a compatibility equation for the ion streamlines is necessary to complete the
system and has suﬃcient equation to evaluates the unknown variables velocity
u, v and potential   of 3.
Hence, the new frontline is called subfrontline  1.
From the N-points of the sub-frontline, repeat the procedure and evaluate
the new frontline  2.
Two another points missed to complete the new frontline, relative to the axis
point and external contour nozzle. Another function evaluates the external con-
tourn nozzle 6 in the new frontline from the point 4 and 5, which are connected
with the C0 and C+ characteristics.
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In the same way, point 9 in the axis is evaluated from point 7 and point 8.
Diﬀerent contour conditions are implemented respect an internal point so it
is necessary a new algorithm. In fact, condition for an axis point can respect
symmetry of the nozzle, velocity v admits only z coordinate. Similarly, points
located at the external contour of the nozzle admit a velocity vtangential to the
magnetic field streamline, in order to guarantee condition of quasi-neutrality.
So:
v9 = (vz, 0)
v4 = (vz, vr) | vrvz = BzBr
Also, ion streamline coincides with the symmetry axis of the nozzle and the
external border.
Neverthless, for the evaluation of external points, large gradient of properties
of the flow could create computational problems in convergence of solution, in
that case it could be useful to use the reverse method.
The new frontline  2 represents the new intial points for evaluate an advanc-
ing solutions  n until the value of zf .
4.2 Results
Following the integration scheme described in the present Chapter, imple-
mentation in Matlab has been done in order to have a precise solution quickly
in time.
According to our expectation, a diverging magnetic nozzle converts thermal
energy of a plasma into directed kinetic energy. Consequently, plasma expands
from the throat to downstream region. This evolution is largely managed by two
fundamentals parameters: a radial structure of the plasma at the entrance noz-
zle, and the nozzle divergence rate RlRth , since ion initial magnetization strength
⌦i0 (which depends on the magnitude of magnetic field B calculated in z = 0)
is constant at the entrance even for diﬀerent divergence rate of the nozzle. So-
lutions can be plotted in a-dimensional terms considering M ' 1 and  ˆ = 0 at
the throat. So:
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M = u˜cs where uˆ is the longitudinal ion velocity of the flow
 ˆ = e Te
with Te = 10 eV
Remembering the equation (60)-(64), axial expansion of ions is governed
positively by contribution of magnetic force due to the electronic azimuthal
current and is aﬀected negatively by contribution of magnetic force due to the
ion azimuthal current. The two currents are respectively the Hall current and
swirl current. Also, axially expansion is driven by electrothermal contribution
due to the pressure gradient kTe @n@z . Since the radial component of magnetic
field (relatively to the axial) increases downstream, Hall’s term influence for
acceleration of the plasma increases too.
On the other hand, radially expansion of ions is driven positively by pressure
gradient and magnetic force due to swirl current, although is confined radially
by magnetic force due the azimuthal Hall current. At the nozzle throat electro-
magnetic contribution and pressure gradient are balanced (remember u✓i = 0),
downstream the electrothermal term becomes more important than the electro-
magnetic because the axial component of magnetic field decreases. This allows
the plasma to expand radially downstream than in the initial part of magnetic
nozzle.
Result for Rl/Rth = 3.5 and Rl/Rth = 5.4 are plotted below.
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Figure 2.12: Axial evolution of ion longitudinal velocity for short nozzle.
Blue line represent the nozzle axis. The red line represent the external border
of the nozzle.
Figure 2.13: Axial evolution of plasma potential for short nozzle.
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Figure 4.2: Axial evolution of ion longitudinal velocity for long nozzle.
Figure 4.3: Axial evolution of plasma potential for long nozzle.
From the figures, long nozzle has better performance than the short one.
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This because the particular geometrical configuration tends to modify and im-
prove the hall mechanism to generate thrust. Generally, the presence of a Hall
current limits the divergence of the plasma plume in order to transform the ther-
mal energy into directed axial kinetic energy and improve nozzle eﬃciency. The
radial component of the Hall electromegnetic force limit the divergence of the
plasma plume opposing the expanding pressure grandient. On the other hand,
axial component accelerates the plasma through the downstream area. For geo-
metrical cosiderations, this mechanism increases this influence downstream and
this is the reason why long nozzle improves eﬃciency. This is why, in general,
magnetic nozzle has an important role for the expansion mechanisms: in ab-
sence of magnetic field, as shown later, the large pressure gradient forces the
radial expansion of the plasma and consequently aﬀects the performance of the
thruster.
Figure 4.4: Axial ion velocity at the nozzle axis for short nozzle (red line)
and long nozzle (blue line)
73
Fig 4.5: Axial ion velocity at the external border of MN for short nozzle (red
line) and long nozzle (blue line)
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5 Particle In Cell
5.1 Fundamentals
The simulation of a plasma dynamic can be carried out by various ap-
proaches. The previous Method of Characteristics considers the total plasma as
a fluid description, based on partial diﬀerential equations which describes the
evolution of macroscopic quantities as a density, velocity, pressure and tempera-
ture of plasma flow. This approach is also called MHD (magnetohydrodynamic)
as a result of a extension of fluid dynamics to a conducting fluid (as a plasma)
with the inclusion of eﬀect of electromagnetic forces. As saw earlier, MHD model
can have various form, where the plasma can be treated as a single fluid (ideal
MHD) or multi-species fluid where each species are describes by separate conti-
nuity and momentum and energy equations. The MHD method is employed if
the motion of a single particle is not interested and the quantities of a plasma
are considered in terms of average value.
The Particle in Cell (PIC)[5][13, 9] is a method commonly used for simulating
the motion of charged particles in a plasma. The PIC approach investigates
the kinetic aspects of charges particles in order to calculate their trajectory
through electric and magnetic fields. This isolated ’approach’, representing
ions, electrons and neutrals separately, is more computationally intensive than
the case of a fluid model, particularly for the large number (in the order of
several tens of million) of particles that can be simulated. However, as in the
case of the fluid model, PIC approach has various form. In fact, not all particles
species are always simulated. In fact, due to their tiny mass, electrons move
at very high velocities and due to the extremely low step time response move
instantaneously respect to the frame of reference of ions. Hence, electrons can be
treated as a fluid and inertialess, while ions and neutrals are treated kinetically.
This is called hybrid code instead of a full PIC code, where all the particles are
simulated. The continuous domain is replaced with a discrete grid of points,
on which the electric and magnetic fields are calculated. Derivatives are then
approximated with diﬀerences between neighboring grid-point values. While
particles can be situated anywhere on the continuous domain, macro-quantities
are calculated only on the mesh points. Conceptually, every particle’s charge
density is calculated and distribuited onto the nodes of computational cells,
and then divided by the corresponding node volume. The electric potential
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is calculated by solving the Poisson equation and the electric field from the
gradient of potential. The electric field and magnetic field are calculated only
on the vertex cells. Then relative position and velocity of the particles are
calculated in this position from fields obtained from an interpolation of values
on the near-vertex. Finally, loop iterates until maximum number of time steps
until simulation reaches steady state.
Figure 5.1: Schematic representation of a charge particle which is distributed
among the surrounding nodes. Charge contributed to each node is based on the
proximity of the particle to that node.
During the last years, Alta S.p.a has developed a series of plume simula-
tion tools based on the PIC approach that are included in the PICPluS code
family[21, 18]. The PICPluS code family is a composed by two and three-
dimensional hybrid/full PIC codes written entirely in Fortran.
5.2 Plasma Dynamics
Ions and Neutrals
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Several particle species can be independently simulated (neutral atoms, sin-
gle and doubly charged ions). In our case, for the consideration of fully ionized
plasma, neutral particles are a small fraction, so we consider a ionization eﬃ-
ciency of 0.99.
Electrons
Unlike ions or neutrals, electrons are not tracked in the PIC method. Instead,
the electron behavior is given by the electron momentum equation. Under
isothermal conditions and with the assumption of negligible collision term, the
electron potential is described by the relationship :
r  =  kTee rln( nene0 ) + ue ⇥B
where the plasma density is obtained by assuming quasi-neutrality; this al-
lows the ion density(calculated by the Pic code) to represent also the electron
density (ne = ni) .
Collisions dynamics
A Monte Carlo method (MMC) is used to simulate the collision dynam-
ics. There are two classes of collisions that are important in a plume, namely
elastic and charge exchange. Elastic collisions involve only exchange of mo-
mentum between the participating particles; for the systems of interest here,
this may involve atom-atom or atom-ion collisions. Charge exchange concerns
the transfer of one or more electrons between an atom and an ion. This is a
long-range interaction that involves a relatively large cross section in compar-
ison to an elastic interaction. Charge exchange leads to a slow ion and a fast
atom. Coulomb interactions, which involve collisions between charged species,
are neglected mainly because the cross sections are only significant for very small
scattering angle interactions.
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Figure 5.2: Scheme of the particle-in-cell method and representation of par-
ticles on grid.
5.3 Plasma Conditions at the Throat
The initial plasma parameters for the simulation are:
mass flow rate .m = 10 4 kg/s of Argon
radius of the nozzle Rth = 0.01 m
Plasma temperature Te = 10 eV
Magnetic field B = B(0, 0) = 0.1 T
Instead of the case of MoC, ion flux has an additional radial velocity uˆr =
⌫ˆe
!ˆlh
uˆ✓e which defines an exponential distribution where uˆr(0, Rth) ' cs
Azimuthal electron velocity in the internal dominium of magnetic nozzle
(where 0  r  RV andRV (z) defined by  (z,RV (z)) =  (0, Rth) ) is calculated
by (86), outer (r > Rth) azimuthal velocity decreases as a Gaussian curve with
low standard deviation.
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Figure 5.3: Adimensional radial velocity of ions at the nozzle throat.
The first step for the set-up of a simulation is the preparation of the mesh
file and of the proper boundary conditions. The grid must be generated using
the Gmsh software, and then saved in “Gmsh mesh” ASCII format (“.msh” file
extension). Then, Matlab routines convert the values of magnetic field and
electronic azimuthal velocity are evaluated in the grid points of the mesh into
cartesian coordinates. Dominium of the plume is delimited by a cylinder of a
radius R=0.4m and length L=0.8 m, with is a suﬃcient large to represent the
evolution of the plume far downstream.
As said earlier, Pic simulation is a better way to evaluate the detachment of
ion’s flow field lines from the magnetic lines in the downstream region.
5.4 Simulations
The same configurations of diﬀerent geometries of the Magnetic Nozzle an-
alyzed with MoC are then simulated with the Particle In Cell code. Moreover,
in this case the absence of Magnetic field is simulated. The results are shown
in the following figures. The Magnetic field is able to confine the ions flow in
the radial direction (Fig 5.2, 5.3) compared to the No-B simulation (Fig 5.1).
In addition, as it is possible to see in fig 5.7 and 5.8, the increase of the axial
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velocity of the ions in presence of Magnetic field compared to the case of free
expansion without magnetic field. The short nozzle is able to increase the axial
velocity of the ions by 40%, while the long nozzle by 70% approximately.
Figure 5.1: Ion density distribution thought the expansion area with no
magnetic field.
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Figure 5.2: Ion density thought the expansion area for short nozzle
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Figure 5.3: Ion density distribution thought the expansion area for long
nozzle
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Figure 5.9: Ion axial velocity thought the expansion area with no magnetic
field.
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Figure 5.7: Ion axial velocity thought the expansion area for short nozzle.
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Figure 5.8: Ion axial velocity thought the expansion area for long nozzle.
Furthermore, while the expansion area analyzed in Fluid Simulation is lim-
ited by the turning point of external border of magnetic field (z=16Rth for short
nozzle and z=59Rth for long nozzle), the PIC simulations analyze a longer ex-
pansion area without numerical problems. The analysis of a wider area is im-
portant to evaluate the demagnetizations process.
A qualitative analysis of detachment process has been done from the eval-
uation of angle between the magnetic field vector and ion velocity vector at
z=0.3 m along radial cordinate. The results are shown in the following figure
5.9, where, increasing the distance from the nozzle axis, it is clear that the
angle between the two vectors increases and consequently the demagnetization
process.
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Figure 5.9: Angle between the magnetic field vector and ion velocity vector
at z=0.3 m.
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6 Conclusions
In the present work, the expansion of plasma flow in the magnetic noz-
zle of a Helicon plasma thruster has been analysed. Two diﬀerent approaches
have been used for this purpose. First, a twodimensional fluid description has
been adopted. The resulting magneto-hydrodynamic equations, which consti-
tute a set of hyperbolic partial diﬀerential equations, were solved employing
the Method of Characteristics. Diﬀerent geometrical configurations of diverg-
ing magnetic nozzles have been investigated. The evolution of the ion velocity
and electric potential along the nozzle axis have been described. The second
approach consists in a Particle in Cell method, which investigates the kinetic
aspects of charged particles motion. This approach, which is more computation-
ally intensive than the fluid model, permits to investigate the plasma properties
in a far downstream region and it is important to understand how the ions,
following their inertial trajectories, detach from the magnetic field lines. The
results of both simulations confirm the capability of a Magnetic Nozzle to im-
prove the thruster performance, confining the plasma radially and driving its
expansion in the axial direction. In particular, a longer nozzle expands the
plasma flow more gradually and allows to reach higher exhaust velocities, im-
proving the thruster eﬃciency.
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