Abstract -Feature preserving image interpolation is an active area in image processing field. In this paper a new direct edge directed image super-resolution algorithm based on structure tensors is proposed. Using an isotropic Gaussian filter, the structure tensor at each pixel of the input image is computed and the pixels are classified to three distinct classes; uniform region, corners and edges, according to the eigenvalues of the structure tensor. Due to application of the isotropic Gaussian filter, the classification is robust to noise presented in image. Based on the tangent eigenvector of the structure tensor, the edge direction is determined and used for interpolation along the edges. In comparison to some previous edge directed image interpolation methods, the proposed method achieves higher quality in both subjective and objective aspects. Also the proposed method outperforms previous methods in case of noisy and JPEG compressed images. Furthermore, without the need for optimization in the process, the algorithm can achieve higher speed 1 .
INTRODUCTION
Feature preserving image interpolation is an active area in the image processing field, from everyday digital pictures to application-oriented medical and satellite images. Many methods have been proposed in the past decades to tackle this problem [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Generally speaking, the methods for image interpolation/super-resolution can be divided in 3 different categories: 1) Direct Interpolation methods, 2) PDE based interpolation methods and 3) Optimization based interpolation methods. All of these methods have their pros and cons regarding their simplicity of implementation, computational complexity and performance. The proposed method in this paper is a direct interpolation method without the need for any optimization in the process. Also in terms of computational time, the proposed method can achieve the result in less than one second for an image of typical size using MEX based implementation. This feature along with not using any optimization procedure, as well as being robust in case of noisy images, make this method a suitable choice for implementation in everyday used electronic devices.
Nearest neighbor and bilinear interpolation are two simple methods for image interpolation [1] . Despite the simplicity in implementation and very low computational cost, these methods suffer from severe blocky artifacts, as well as blurring and ringing artifacts near the edges. Although better performance can be achieved by using higher order splines, rather than 0 and 1 order splines as in the nearest neighbor and bilinear methods, higher order spline methods still contain oscillatory edges and ringing artifacts [2] . The main reason is that these methods don't take into consideration any information other than intensity values. In other words, they are intensity based and not feature (edge) based. So even though they are easy to implement and need low computational cost, they are not suitable for most of applications.
The final recipient of any image processing algorithm is the human visual system which is very feature sensitive. These features are mostly edges and corners within the image. Also sharpness of the final image is of high importance. Based on these criteria, the previously mentioned methods, despite their technical advantages, are not satisfactory. So the need for introducing new approaches and novel models for image interpolation which satisfy the human visual system has been emerged in the past decades and many methods have been proposed. Some of these methods will be mentioned here. Edge directed methods usually are the first ones that come to notice when dealing with image interpolation problem. In 2001 a method called NEDI was proposed which performs based on the assumption that every image can be modeled as a locally stationary Gaussian process [3] . Based on this assumption, the local covariance coefficients from the low resolution (LR) image is estimated and then interpolation is done based on the geometric duality between the LR covariance and the high resolution (HR) covariance. An improved version of NEDI algorithm called iNEDI is proposed later which achieves higher scores in terms of subjective and objective image quality measures relative to NEDI with the cost of needing more computational time [4] . Another edge directed image interpolation method is ICBI which works based on an estimation of the edge orientation using second order derivative of the image [5] . DFDF method [6] is another method in this category which utilizes directional filtering and data fusion. In DFDF, at first, two observation sets are defined in two orthogonal directions for each pixel to be interpolated. Then these two estimates will be fused using Linear Minimum Mean Square Error (LMMSE) in order to achieve a more robust estimate for the missing pixel.
Methods proposed in [7] [8] [9] [10] [11] [12] [13] [14] [15] also are good examples of edge directed image interpolation. In [7] , the method is based on partitioning the input image into homogeneous and edge areas with regard to local structure of the image and then, interpolating each parts differently, bilinear interpolation for homogeneous regions and an adaptive edge oriented method for edge pixels. In [8] , a modified edge adaptive bilinear image interpolation method called EASE is proposed. This modified version is achieved using the classical interpolation error theorem. In [9] , a new directional cubic convolution (CC) interpolation scheme is proposed. In [10] , an interpolation framework is proposed in which denoising and image sharpening are embedded together. In this method, bilateral filtering method is used to partition the input image into detail and base layers, and then edge preserving interpolation method is applied to each layer. In [11] , the edge information of the LR image is first estimated using the modified Leung-Malik filter bank, and then this information is converted into that of HR image by using a mapping function. In [12] , a fast image interpolation method with adaptive weights is proposed motivated by Inverse Distance Weighting (IDW). The use of Radial Basis Functions (RBFs) to solve image interpolation problem is investigated in [13, 14] . In [15] , a soft decision interpolation technique is proposed which estimates missing pixels in groups rather than one at a time. They use a piecewise 2-D autoregressive (AR) model to determine the local structure of the scene.
Even though the above mentioned methods are of a wide range of use and discipline, still there are more methods that are not discussed here; like Partial Differential Equation (PDE) based methods [16, 17, 27] , and regularization based methods [18] [19] [20] . The reader will be referred to the papers and their references for more information on these classes of image interpolation methods.
As can be seen, each of the mentioned methods deals with the image interpolation problem from a different angle. But still image interpolation is an open problem and there is room for improvement. In this paper, a new edge-directed method based on structure tensor will be proposed which its strength is not only in reconstructing edges in the HR image, but also is more robust in case of noise. The proposed method is very simple and easy to implement and based on the conducted experiments, outperforms the most common image interpolation methods. For comparison, five well-known image interpolation methods are considered: NEDI [3] , DFDF [5] , ICBI [6] , KR [26] and iNEDI [4] . Tests were conducted for noise-free, noisy and JPEG compressed images. For completeness of the comparison another structure tensor-based method by Roussos and Maragos [27] is also considered. This method (RM) can be categorized as a PDE-based technique. In this method at first an initial interpolation is done by Fourier zero-padding and de-convolution. The result of this stage suffers from significant ringing artifacts. Using a tensor-driven diffusion process, the ringing artifacts are removed. The main assumption in this method is that the process of interpolation is a reversible process which cannot be hold always. Based on this assumption, interpolation is done by first applying an anti-aliasing low-pass filter followed by sampling. This assumption can be problematic especially in the case of naïve sub-sampling which is the case used in this paper. In naïve sub-sampling of factor ܰ, one pixel is chosen from each ܰ pixels of the image without any anti-aliasing filtering. This will cause high amount of ringing artifacts near edges introduced by the first stage of the method as well as sever stair-cased edges which cannot be resolved properly using the tensor-driven diffusion process. More discussion will be given in the following sections regarding this issue. Here the online implementation of this method is used implemented by Getreuer [28] .
The rest of the paper is organized as follows: in Section 2 a brief introduction will be given on structure tensor computation and its theoretical aspects. Then in Section 3, the proposed interpolation method will be described in more detail. Section 4 contains the implementation aspects, image quality measures that being used and tables of objective and subjective comparison between the five above mentioned methods and the proposed method, as well as some of the final results. Section 5 concludes the paper.
LOCAL STRUCTURE TENSOR
Local structure tensors have been used in image processing to solve problems such as anisotropic filtering [21, 22] and motion detection [23] . This method uses the gradient information of an image in order to determine the orientation information of the edges and corners. The structure tensor is defined as:
where ‫ܩ‬ ఙ is a Gaussian function with standard deviation σ, and݃ ௫ and ݃ ௬ are horizontal and vertical components of the gradient vector at each pixel respectively. Since matrix ܶ ఙ is symmetric and positive semi-definite, it has two orthogonal eigenvectors as follows: The corresponding eigenvalues for each eigenvector are as follows:
Apparently the eigenvalue d is smaller than ݀ ୄ . Based on the two eigenvalues, local structures can be determined as one of three types:
• Corners: ݀ ୄ ≈ ݀ ≫ 0 For edge points, the eigenvector ܸcorresponding to the smaller eigenvalue is along the edge (tangent direction), while the eigenvector ܸ ୄ is across the edge (normal direction). Although using gradient vectors in an image can determine the edge orientations too, there are some other advantages in using structure tensors compared to gradient vectors alone. First, the edges in an image may not be smooth and continuous, especially in down-sampled images. With the Gaussian filtering of the gradient vectors in a neighborhood, as seen in the definition of the structure tensor, one can acquire more robust and accurate estimation of edge orientations. Second, the structure tensor can classify local features into several distinctive types, which is nontrivial by using gradient vectors alone. This becomes more obvious when a three-dimensional image or cloud of points is being considered. Also because of the Gaussian filtering stage, the edge orientation achieved by structure tensor is more robust against noise.
METHODOLOGY

Structure Tensor Based Image Interpolation
Without loss of generality, only doubling the size of input image is considered. The same approach can be used for other scaling factors. Consider ILR as input image with size of ‫ܯ‬ × ܰ which is to be enlarged by a factor of 2 in both directions to produce IHR with size of ‫ܯ2(‬ − 1) × (2ܰ − 1). Illustrations of ILR and IHR pixels can be seen in Fig.1 where dark pixels represent the pixels from ILR and white pixels are those added to generate IHR. In this case:
Fig.1 Configuration of the ILR and IHR pixels
After computing the structure tensor for the LR image, the edge orientation for each pixel of the input image is obtained. The remaining task is to compute the intensity values for the new pixels (white in Fig. 1 ) in the interpolated image. Assume the pixel to be interpolated is located at (݉ ௦ , ݊ ௦ ) where 1 < ݉ ௦ < ‫,ܯ‬ 1 < ݊ ௦ < ܰ (see Fig.2 ). The intensity value for the pixel to be interpolated is defined as a weighted summation of pixels in a defined neighborhood. Here a square neighborhood for averaging is defined. The complete form of the weighted average is:
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where D is half of the neighborhood size and ܹ ௗ and ܹ ் are weight functions. ܹ ௗ is the distance based part of the weight function and it can be defined for pixel (i,j) in the neighborhood as follows:
where C is the location of nearest pixel to (݉ ௦ , ݊ ௦ ): ‫ܥ‬ = ‫݉ہ(‬ ௦ ‫,ۂ‬ ‫݊ہ‬ ௦ ‫)ۂ‬ and ܲ is the location of pixel (i,j) in the neighborhood (see Fig.2 ). ܹ ் is the structure tensor based part of the weight function.
As previously mentioned, the eigenvalues and eigenvectors of the structure tensor at a pixel can be used to determine the tangent and normal directions at the pixel in the input image. To reduce the staircase artifact in the interpolated image, the interpolation should be performed along the edges. For this reason, the tangent eigenvector is used as a measure for computing the weight ܹ ் . As shown in Fig.2 where the pixel at (݉ ௦ , ݊ ௦ ) needs to be interpolated, for every pixel with known intensity value in the neighborhood, a vector connecting (݉ ௦ , ݊ ௦ ) to the pixel can be defined. The corresponding weight is defined in such a way that only pixels with similar edge direction as the connecting vector should be assigned higher weights. In other words, even though the defined neighborhood is isotropic, the shape of the structure tensor based weight is not symmetric, unlike the distance based weight function. Therefore ܹ ் is defined as follows:
Where ܸ is the tangent eigenvector of the pixel at (i, j) in the neighborhood and the dot denotes the dot product of two normalized input vectors.
Using this formulation for computing the total weight, not only the distance between the pixel to be interpolated and its neighboring pixels but also the edge orientation of the neighboring pixels are taken into consideration. The main difference between this method and other gradient based methods is that the edge orientation is achieved using structure tensors and thus the blocky artifacts are significantly reduced.
Implementation
Apparently a straightforward implementation of the proposed algorithm can be very time consuming. For example, assuming a 5x5 neighborhood size for each new pixel to be interpolated, 25 weights for each of the distance based and structure tensor based weights should be computed before the computation of the weighted summation. Fortunately, in most digitized images, only a small portion of pixels are edge/corner regions leaving a large number of pixels in uniform regions with very small variations in gray values. These regions don't contain as much important information as edges/corners and hence they can be easily and efficiently interpolated using simple and fast interpolation methods like bilinear interpolation. To do this, a very simple pair of gradient masks is implemented. Fig.3 shows the gradient masks: Convolving these masks with the input image, we can compute the gradient values for each pixel in horizontal and vertical directions and the magnitude of the gradient is computed using = ඥ(݃ ௫ ଶ + ݃ ௬ ଶ ) for each pixel. After normalizing the magnitude into the range [0,100], a simple threshold (T) is applied in order to filter out the pixels in relatively uniform regions, where the pixels will be interpolated with a simple and fast interpolation method. Another issue rises in dealing with corner points. When computing the structure tensor, the Gaussian filter tends to smooth and round the corners. To that end, the corner points should be treated differently than edge points. Using the structure tensor, identification of corner points is easy: not only the smaller eigenvalue of the structure tensor significantly is bigger than 0, but also the ratio of the smaller and bigger eigenvalues is greater than that for edge pixels. Using this criterion, corner points can be detected.
Based on the above considerations, the proposed algorithm is given below. 
EXPERIMENTAL RESULTS
Image Quality Measures
In order to assess the proposed algorithm, several image quality measures were used. The most popular measure is Peak Signal to Noise Ratio (PSNR) which measures the intensity differences between two images [24] . Assume that X is the original image, and Y is the reconstructed image from the downsampled version. The Mean Squared Error (MSE) between X and Y is defined as follows:
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Where ‫ݔ‬ and ‫ݕ‬ are the i th pixel of the original and reconstructed image respectively and N is the total number of pixels. Based on MSE, PSNR is defined as follows:
where L is the dynamic range of pixel intensities in the images. Another measure that is used is Edge PSNR (EPSNR) which is defined in the same manner as above, but instead uses the edge maps of the original and reconstructed images. For edge map computation, a simple Sobel operator is used.
Even though PSNR and EPSNR are proper measures for image quality comparison, they are objective and usually fail in describing the visual perception of images. To remedy this problem, several subjective image quality measures were proposed in literature. A wellknown measure is the Structural SIMilarity(SSIM) index [24] . Recently another method called Feature SIMilarity (FSIM) index is proposed for image quality comparison [25] . In the following, these four measures are used to assess and compare the proposed method and several other interpolation techniques.
Results and Comparisons
In order to evaluate the performance of the proposed method, several images were tested. Fig.4 displays the test images considered in this paper. For each image, a direct downsampling procedure with a factor of 2 is performed in order to produce the ILR image. Then with the STB interpolation method the images were enlarged.
The performance of our algorithm is tested, using both noise-free and noisy images. For noisy images, compressed images are considered for comparison. JPEG format with 75% as quality is used here. Also for completeness of the experiments, our algorithm is also tested on images with added Gaussian noise. Tables 1 measures of the proposed method in comparison with several popular image interpolation methods for noise free images. For all of methods the default parameters are used. The default parameters for STB method are as follows:
As can be seen from Tables 1 other methods. On the other hand, RM method performs poorly mainly because of the assumption of reversible interpolation. This assumption cannot be h sampling which is the case here. This is mainly due to the Fourier zero convolution in the first stage of the algorithm which causes significant ringing artifacts near edges. On some of the images, the iNEDI approach also works well. does not perform as well as our method when dealing with compressed images. Table 3 represents the objective and subjective comparisons between STB and iNEDI for compressed images.
For comparing the results of the proposed algorithm vs. iNEDI in case of noisy images, an additive Gaussian noise (zero mean with 0.1% variance) is applied to downsampled images, and then used our method and iNEDI to produce the enlarged images. Table  the results of objective and subjective image quality measures for test images.
As can be seen in Table 4 , the STB outperforms iNEDI in almost all of the images with noticeable margin. Fig 5-6 show the overall results of different interpolati some of the test images. on images with added Gaussian noise. Tables 1-2 represent objective and subjective measures of the proposed method in comparison with several popular image interpolation methods for noise free images. For all of methods the default parameters are used. The default parameters for STB method are as follows: σ= 2, D=2, β=5, γ=10, T=20.
As can be seen from Tables 1-2 , the STB method performs very well in comparison with On the other hand, RM method performs poorly mainly because of the assumption of reversible interpolation. This assumption cannot be hold in case of naïve sub sampling which is the case here. This is mainly due to the Fourier zero-padding and de convolution in the first stage of the algorithm which causes significant ringing artifacts near On some of the images, the iNEDI approach also works well. However, this method does not perform as well as our method when dealing with compressed images. Table 3 represents the objective and subjective comparisons between STB and iNEDI for For comparing the results of the proposed algorithm vs. iNEDI in case of noisy images, an additive Gaussian noise (zero mean with 0.1% variance) is applied to downsampled images, and then used our method and iNEDI to produce the enlarged images. Table 4 summarizes the results of objective and subjective image quality measures for test images.
As can be seen in Table 4 , the STB outperforms iNEDI in almost all of the images with 6 show the overall results of different interpolation methods on objective and subjective measures of the proposed method in comparison with several popular image interpolation methods for noise free images. For all of methods the default parameters are used. The 2, the STB method performs very well in comparison with On the other hand, RM method performs poorly mainly because of the old in case of naïve subpadding and deconvolution in the first stage of the algorithm which causes significant ringing artifacts near However, this method does not perform as well as our method when dealing with compressed images. Table 3 represents the objective and subjective comparisons between STB and iNEDI for For comparing the results of the proposed algorithm vs. iNEDI in case of noisy images, an additive Gaussian noise (zero mean with 0.1% variance) is applied to downsampled images, 4 summarizes
As can be seen in Table 4 , the STB outperforms iNEDI in almost all of the images with on methods on The STB method performs the best in case of sharp edges. Fig. 7 visually shows a close view of the airplane's propeller generated by several methods including the proposed STB method.
As for the visual comparison of the two structure-tensor based methods, RM and STB, Fig.  8 shows the interpolation results as well as the differences between the results and original Lena image. Due to assumption of reversible interpolation which is not hold for the naïve sub-sampling, the RM results suffer from zig-zag edges from the first stage of the algorithm (Fourier zero-padding and deconvolution) that are not fully recovered by the tensor-driven diffusion process on the second stage. Fourier zero-padding and deconvolution causes severe ringing artifacts and zigzag edges. The diffusion process can resolve the ringing artifacts in the uniform areas, but is not able to fully recover the edges. Changing the parameters of the algorithm for further smoothing of the edges makes the uniform areas significantly smooth and eliminates the fine patterns.
Another important aspect of image interpolation methods is the computational cost. This has become more important when images are now digitized in much higher resolutions. Table 5 shows the average computational time for the test images using different methods. The RM method is excluded from this table since the available implementation is in C and not MATLAB. The tests were performed on a 3GHz Intel Core 2 Duo desktop with 4 GB of RAM. It can be seen that the proposed STB method is the fastest as compared to several other popular approaches. To further reduce the time cost, especially for some real-time applications, a MEX version of the proposed algorithm is implemented and the computational time was reduced to less than 1 second. 
CONCLUSION
In this paper, a new edge directed method for image interpolation based on structure is proposed which takes into account the advantages of structure tensor to determine the edge orientation as well as corner points of an image. Even though the concept of structure tensor is the same as gradient vectors, due to the presence of noise and discontinuity of edges caused by image compression, downsampling and digitizing, the structure tensor provides more robust edge orientations. Also using structure tensor, corner points can be better distinguished from other features such as edges.
The proposed method is tested for noise-free, noisy and JPEG compressed images. Numerous comparisons were made against several popular image interpolation methods. In most cases the proposed method outperformed the other methods both subjectively and objectively, especially in case of noisy and compressed images with noticeable margin. Also in terms of computational time, the proposed method can achieve the result in less than one second for an image of typical size using MEX based implementation. This feature along with not using any optimization procedure, as well as being robust in case of noisy images, make this method a suitable choice for implementation in everyday used electronic devices; Not to forget parallelizability using GPU based implementations. 
