Objective: To evaluate the validity of using the standardized mortality ratio (SMR) and the W statistic as risk-adjusted measures of hospital mortality to judge ICU performance. Design: APACHE (acute physiology and chronic health evaluation) II data were collected prospectively from the surgical ICU (SICU) at a single institution using all adult admissions (n ‫؍‬ 6806) over an 8-year period (excluding cardiac surgical patients, burn patients, and patients under 16 years of age). Using a computer simulation technique, virtual ICUs (VICUs) with mortality rates between 5% and 16% were constructed. After first dividing the original data set into deciles of risk, each VICU was constructed by randomly resampling between 10 and 680 patients from each decile. The SMR, W statistic, and Z statistic were calculated for 10,000 different case mixes. Setting: The SICU at a 450-bed teaching hospital. Patients: A group of 6,806 adult patient admissions, excluding cardiac surgical patients and burn patients.
T he ability to evaluate individual ICU performance is central to quality assurance. Crude mortality rates do not permit meaningful interhospital comparisons because they do not adjust for differences in patient populations. In theory, by adjusting for case mix, a mortality prediction model makes it possible to evaluate ICU performance against a known benchmark. The ratio of the observed mortality rate to the predicted mortality rate, known as the standardized mortality ratio (SMR), quantitates the quality of health-care outcomes by comparing the observed hospitality mortality rate for ICU patients to that predicted by a prognostic scoring system. 1 If the SMR for a particular ICU is Ͻ 1, then overall outcomes for that unit are better than those of the reference set, suggesting a superior level of care. Alternatively, an SMR of Ͼ 1 suggests inferior quality of care since the overall observed mortality rate is higher than the predicted mortality rate. The W statistic, used by trauma centers, represents the difference between the observed and pre-dicted number of survivors (obtained from a mortality prediction model) standardized to the population size. 2 If W is positive, then the actual number of survivors is greater than expected based on the reference database. It has been suggested that hospital performance can be evaluated by using the SMR 3 and the W statistic 2 as risk-adjusted measures of hospital mortality rates. Numerous mortality prediction models have been derived using multivariate logistic regression applied to reference databases of patients. These serve to estimate patient mortality based on known patient characteristics. The use of prognostic scoring systems to judge ICU performance is widespread 4 and has generated significant controversy. 5 Differences between observed and predicted mortality rates can occur for a number of reasons and do not necessarily reflect variation in quality of care. The lack of accuracy of the model itself may be responsible for the variance between observed and predicted mortality rates. A predictive model may perform poorly in a particular ICU environment for a number of reasons. The case mix in an ICU may be different from that found in the patient data set used to develop the model, leading to the omission of patient parameters that affect patient outcome in the ICU where the model is applied. 6 The model itself may not have been adequately developed and validated. Relatively minor systematic errors in data collection may have a large impact on model performance. 7 If we are to use risk-adjusted measures of outcomes such as the SMR and the W statistic to evaluate ICU performance, we must assume that those measures are independent of case mix. Crude mortality rates cannot be used to assess quality since they ignore differences in case mix. Risk-adjusted measures of outcome presumably adjust for these differences in case mix. The purpose of this study was to test the hypothesis that the SMR and W statistic are in fact independent of variations in case mix. Using computer simulation techniques, we took a patient data set consisting of APACHE (acute physiology and chronic health evaluation) II scores for 6,806 patients obtained from one institution over an 8-year period and randomly created new patient data sets corresponding to VICUs with observed mortality rates that ranged between 5% and 16%. Since each virtual ICU was in fact a subset of the original data set (with some of the patients included more than once), we expected that the SMR and W statistic for all the VICUs would be identical. Since all the patients were cared for at a single institution by the same doctors, nurses, and staff, the SMR and W statistic for each of the VICUs should be the same. If, however, we were to find that the SMR and W statistic varied substantially with mortality and case mix, such a finding would cast doubt on the utility of the SMR and the W statistic to measure ICU performance.
Materials and Methods
APACHE II data was collected prospectively from the surgical ICU at a single institution (Fletcher-Allen Health Care) on all adult admissions over an 8-year period from 1990 to 1997. Cardiac surgical patients, burn patients, and patients Ͻ 16 years old were excluded from our analysis of the database. For each patient admitted to the ICU, information relating to the reason for admission, primary and secondary diagnoses, elective vs emergent nature of surgery, and the acute physiology score portion of APACHE II were collected in a systematic fashion. The APACHE II scores were derived using the worst values within the first 24 h following admission. The predicted mortality rate was calculated using the APACHE II predictive equation. 8 Formal goodness-of-fit testing using the Hosmer-Lemeshow C statistic 9 was performed to assess the calibration of APACHE II to our data set.
Each patient in the original data set was assigned a hospital mortality risk prediction, based on APACHE II, and an observed outcome. The patients in the original patient data set were first ranked according to their APACHE II predicted mortality and then divided into 10 groups (deciles of risk) of equal size: 0 to 3.1%; 3.2 to 4.7%, . . . 39 to 100% (Table 1) . A computer simulation, written in the Resampling Stats computer language (Resampling Stats, Inc; Arlington, VA), was used to create 10,000 different case mixes with mortality rates between 5% and 16%. Each case mix was characterized by the number of patients in each of the 10 deciles of risk. The number of patients in each decile was determined using a separate random number generator for each decile. The number of patients in each decile, determined using the above algorithm, constituted a distinct case mix (ie, x 1 patients from the first decile, x 2 patients from the second decile, . . . , x 10 patients from the 10th decile). A VICU with a given case mix was then created by randomly resampling (with replacement) x 1 patients from the first decile (probability of death [Pd], 0.00 to 0.031), x 2 patients from the second decile (Pd, 0.032 to 0.047), . . . and x 10 patients from the 10th decile (Pd, 0.39 to 1.00) of the original database. One hundred different VICUs with identical case mixes were created for each of the 10,000 case mixes. The SMR, W statistic, and Z statistic first were calculated (see below) for each of the 100 VICUs within a case mix and then were averaged together to obtain the value for a given case mix.
The resampling algorithm used to create VICUs is based on Figure 1 . Formulas for calculating the SMR, the W statistic, and the Z statistic.
bootstrapping. Bootstrapping is a computer-intensive statistical approach that requires that a data set be a random sample from a population but does not make any assumption about the distribution of the population from which it is drawn. The definition of bootstrapping can be stated as follows: starting with a set of n objects, "the bootstrap data points (x 1 *, x 2 *, . . . x n *) is a random sample of size n drawn with replacement from the population of n objects (x 1 , x 2 , . . . x n ). . . . The bootstrap data set (x 1 *, x 2 *, . . . x n *) consists of members of the original data set (x 1 , x 2 , . . . x n ), some appearing zero times, some appearing once, some appearing twice, etc." 10 Statistical inferences then can be derived for a population using the bootstrap data sets obtained in this manner. The SMR was calculated by dividing the observed mortality rate of the VICU by its predicted mortality rate (Fig 1) . The predicted mortality rate was computed by taking the average of the predicted probability of death for all the patients in the VICU, whereas the observed mortality rate was obtained by counting the number of nonsurvivors in the VICU and dividing by the total number of patients. The W statistic was calculated by subtracting the difference between the actual number and predicted number of survivors, dividing it by the total number of patients in the VICU, and then multiplying it by 100. The W statistic represents the number of unexpected survivors in a group of 100 patients. 11 If W is Ͼ 1, then the performance of the unit is superior to the reference database. In order to determine whether W is statistically different from 0, the Z statistic was then calculated. It represents the difference between the number of actual survivors and the predicted number of survivors divided by a variance term. The Z statistic is compared to a standard normal distribution. If the Z statistic is Ͼ 1.96, then the VICU has a survival rate that is superior to the reference database (used to develop the prognostic scoring system). Conversely, a Z statistic Ͻ Ϫ1.96 implies a worse overall performance.
Linear regression analysis with computer software (MINITAB, Release 12.1; Minitab, Inc; State College, PA) was performed to determine the effect of changes in simulated mortality rate on the SMR, the W statistic, and the Z statistic
Results
The area under the receiver operating characteristics curve and the Hosmer-Lemeshow C statistic for the original data set (6,806 patients) were 0.74 and 233 (p Ͻ 0.001), respectively. The patients were divided into deciles of risk, and the values for the SMR of each risk interval, j, (SMRj) and the W statistic of each risk interval, j, (Wj) are displayed ( Table 1 ). The SMRj and the Wj statistic represent the values for the SMR and the W statistic over the jth risk interval (ie, j ϭ 1 corresponds to the first decile of risk with a Pd of 0.00 -0.031).
The effect of differences in case mix on the SMR is depicted in Figure 2 . With increases in the simulated mortality rate, the SMR decreased in a linear fashion (r 2 ϭ 0.66; p Ͻ 0.001). Increasing the proportion of high-risk patients resulted in a reduction of the SMR. These results suggested that VICUs with higher simulated mortality rates were superior to those with lower simulated mortality rates. Since the SMR and 95% confidence interval (CI) (derived using bootstrapping) for the original database was 0.647 (95% CI, 0.645 to 0.649), the variability in the SMR as a function of simulated mortality rate resulted from the changes in case mix and was not secondary to random error. Figure 3 is a graphic representation of the W statistic vs the mortality rate of the VICU. Regression analysis demonstrated a strong correlation between the W statistic and the simulated mortality rate (R 2 ϭ 0.69; p Ͻ 0.001) The number of excess survivors (per 100 patients) increased as a linear function of ICU mortality rate. Since the Z statistic is Ͼ 1.96 for all except the lowest simulated VICU mortality rates (Fig 4) , the values of the W statistic in the simulation were statistically significant.
Discussion
The cost of intensive care in the United States is approximately 1% of the gross domestic product; ICUs represent 7% of the total number of hospital beds and 20 to 30% of hospital costs. 12, 13 Given the increasing emphasis on limiting the cost of health care while at the same time ensuring and even improving its quality, the development, validation, and application of measurement tools to assess outcomes has become a major focus for research efforts. Crude mortality rates cannot be used to compare different ICUs because differences in unadjusted mortality rates may simply reflect differences in patient mix as opposed to a variation in quality of care. According to Wong and Knaus 14 : ". . . a prognostic scoring system should be used to adjust for the differences in case mix between institutions as well as over time to allow valid comparisons." It is generally assumed that adjusting for case mix can be accomplished through the use of the SMR, which is defined as the ratio of observed to predicted mortality for an ICU in which the predicted mortality is calculated using a prognostic scoring system. Alternatively, the W statistic, which measures the excess number of survivors per 100 patients relative to a reference database, and is used extensively by trauma centers, can be used to adjust for case mix in order to compare ICUs.
Using a prognostic scoring system to adjust for case mix for the purpose of comparing ICUs has generated considerable controversy. It is axiomatic that any rating system for quality of care will be criticized since the stakes of receiving a poor grade can be devastating to an institution in this era of managed care contracts and increasing government oversight. The APACHE prognostic scoring systems (APACHE II and III) are perhaps the best known and most widespread predictive models currently in use. 15 Boyd and Grounds 16 have suggested that the use of the SMR based on APACHE to assess ICU performance is problematic because the number of APACHE points that a patient will receive is a function not only of how sick the patient is, but also of the therapy he receives. If two groups of patients admitted in the same condition to two different ICUs receive two different levels of care, the patients receiving poorer care (leading to worse outcomes) may accumulate more APACHE points and, thus, have a higher predicted mortality than the patients receiving superior care (who have better outcomes). Nonetheless, the SMR for these two patient groups may be equal, implying that the quality of care for the two institutions is the same. Civetta et al 17 have similarly argued that some patients undergoing complex surgical procedures will receive a low APACHE score due to careful maintenance of homeostasis intraoperatively resulting in the "masking of physiologic abnormalities" leading to "excessive mortality rates" relative to the APACHE predicted mortality.
The mortality probability model (MPM) II prognostic scoring system includes only two physiologic variables among the set of 15 predictor variables and, therefore, presents a method of risk-stratifying patients that is relatively independent of therapy. How- ever, using a simulation study, the group led by Hosmer and Lemeshow (who developed MPM II) showed that the accuracy of their prediction model (as reflected by measures of discrimination and calibration) diminished when the case mix was varied; changes in case mix were simulated by including a greater proportion of patients with disease characteristics than were present in the reference data set used to develop the model. 6 Thus, it may be difficult to use MPM II as the basis for risk adjustment in order to compare ICU performance since MPM II is sensitive to changes in case mix. The possibility that APACHE II also does not correctly adjust for case mix due to the "inability of the model to adjust accurately for the wide range of patients, pathology and physiologic abnormality" has been raised by several investigators. 18, 19 In this study, we created VICUs with mortality rates ranging between 5% and 16% from a data set of actual patients treated at one institution in order to examine the hypothesis that the SMR and the W statistic, which are used to compare the performances of different institutions relative to a reference data set and to one another, remains invariant when applied to subsets of patients from a single institution. Using a resampling approach, it was found instead that the SMR varies in a linear fashion with the simulated mortality rate and is, thus, very sensitive to changes in case mix. This variability in the SMR and in the W statistic with changes in the case mix could have been predicted since the SMRj was not constant over all deciles of risk (Table 1) and the SMR for a given case mix simply represents a weighted average of the values of SMRj. Therefore, it follows that changes in case mix will affect the value of the SMR unless values of SMRj are constant over all risk intervals.
In this simulation, we have also shown in a systematic fashion that the W statistic varies as a function of mortality rate and case mix for APACHE II. Hollis et al 11 have shown using one example that the W statistic, when used to compare trauma centers using the trauma and injury severity score methodology, is also sensitive to case mix. They have proposed a standardized form of the W statistic (Ws) that would permit comparisons of an institution with the reference database despite differences in case mix between the two. The range of probability of survival for an institution is divided into n intervals; for each interval, a separate value of Wj (for the jth interval) is calculated. The sum of the products of Wj and the fraction of the patients contained in the jth interval in the reference database, over n intervals, yields Ws. This approach eliminates the effect of case mix on the W statistic by incorporating the case mix distribution of the reference data set into the calculation of Ws. A similar approach also could be applied to the calculation of the SMR to take into account variability introduced by differences in case mix between two institutions. After dividing the patient data set into deciles of risk, the SMRj is calculated for each decile. SMRs then is obtained by summing the products of the SMRj and fraction of the patients contained in the jth interval in the original APACHE II patient database over all 10 deciles. In order to permit statistically meaningful comparisons between institutions, 95% CIs could be calculated around the standardized SMR scores using a bootstrap technique. This approach may eliminate the effects of case mix on the SMR and represents a more valid means of comparing ICU performance.
Jones et al 20 have suggested that mortality prediction models can be applied to a new data set only if the patient risk distribution for the new data set is not statistically different from that of the developmental data set. The results of our simulation study strongly support the contention that measures used to compare performance may be very sensitive to differences in case mix. However, limiting the application of prediction models to data sets the case mixes of which approximate those of the developmental data set may render such comparisons impossible. This leads to a dilemma. On the one hand, since crude mortality rates do not take into account differences in case mix, it is necessary to use a mortality prediction model to adjust for the effect of differences in case mix before comparing ICUs. On the other hand, prediction models are themselves sensitive to case mix and, therefore, should only be used if there are no significant differences in case mix between ICUs. Thus, seen in this context, the use of the adjusted ratio of observed to predicted mortality (SMRs) and of the W statistic adjusted for case mix may present a reasonable option.
The current study has some potential limitations. VICUs were created from a data set that is poorly calibrated to APACHE II (Hosmer-Lemeshow C statistic, p Ͻ 0.001). The use of APACHE II, developed using patient outcome data collected between 1979 and 1981, to predict mortality in our database may have contributed to the lack of fit. However, Castella et al 21 have only shown a small difference in discrimination between APACHE II and APACHE III in the European/North American Severity Study Group (receiver operating characteristics area, 0.848 vs 0.866, respectively). Although no comparative data were presented on goodness-of-fit testing, it is possible that the calibration of APACHE III is not dramatically different from APACHE II. Our conclusion that the SMR and W statistic differ as a function of case mix arises from differences in the predictive model's performance across the various deciles of risk (for example, given a predicted Pd of 0.00 to 0.031, the SMRj is 1.09; given a Pd of 0.39 to 1.00, the SMRj is 0.59 ). This conclusion also would hold even if the overall calibration of the model is improved, as long as the performance of the model varies across deciles of risk. Close examination of the developmental sample for MPM II 22 also shows significant differences in the observed to predicted mortality ratio across various deciles of risk, despite excellent overall calibration (p ϭ 0.623). Although we have not evaluated the developmental databases for APACHE II and III, it is unlikely that these models would perform uniformly across all deciles of risk.
Another potential criticism of this simulation is that our approach to generating VICUs by altering the patient distribution across deciles of risk does not simulate differences in patient case mix. MurphyFilkins et al 6 varied the patient case mix in their simulation by using different percentages of patients with specific disease characteristics. It is, however, widely accepted in the trauma literature that differences in case mix across different databases can be assessed by comparing the distribution of patients across probability of survival intervals. 23 Therefore, varying the distribution of patients across deciles of risk is a reasonable approach to simulating differences in case mix.
Our findings strongly suggest that if two ICUs with different case mixes delivering identical care are considered, the SMRs and W statistics may, nonetheless, be different. Hence, in their current forms, the SMR and the W statistic, based on APACHE II, may not be appropriate to compare outcomes of different ICUs. We have instead suggested a revision of the SMR to overcome this limitation in its original formulation. Future studies will need to be undertaken to validate such an approach.
