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RegioNal Models 
of iNteRNal tides
B y  g l e N N  s .  C a R t e R ,  o l i V e R  B .  f R i N g e R ,  a N d  e d w a R d  d .  Z a R o N
s p e C i a l  i s s u e  o N  i N t e R N a l  waV e s
aBstR aC t. Internal tides are ubiquitous in the ocean, and they play an important 
role in a range of ocean processes, for example, particle dispersal, acoustics, and 
vertical buoyancy flux. The wavelength of internal tides can be as much as 250 km 
in the open ocean, but as the generation of these tides depends on the angle between 
the depth-averaged current and the topography, there can be considerable local 
spatial variability. This range of scales makes it difficult to develop a comprehensive 
understanding of the processes involved from observations alone. Regional numerical 
modeling provides a way to study the generation and early propagation of internal 
tides at high resolution. Here, we review the role that regional internal tide models, 
primarily hydrostatic models, can play in increasing our understanding.
iNtRoduC tioN
Internal tides are simply internal grav-
ity waves with tidal frequencies. Most 
people are familiar with the phenom-
enon of tides as expressed in the twice-
daily vertical oscillation of sea level 
along the coast. However, these vertical 
oscillations arise from the propagation 
of surface, or barotropic, shallow-water 
waves (i.e., waves in which the wave-
length is much longer than the depth) 
that contain both vertical (which gives 
rise to the easily observed surface oscil-
lations) and horizontal motion. When 
the horizontal tidal currents encoun-
ter an underwater obstacle, such as a 
submarine ridge, the water is forced up 
and over the obstacle. If the water col-
umn is stratified, then the water being 
pushed up one side of the obstacle ele-
vates the isopycnals (surfaces of constant 
density), whereas the water descending 
on the other side depresses them. Near 
the obstacle, the isopycnals are forced 
to oscillate with tidal frequency, leading 
to disturbances of the isopycnals that 
propagate away as internal gravity waves, 
or internal tides. Because the isopycnal 
disturbances deviate from nearly level, 
isobaric surfaces, disturbances in the 
velocity and pressure fields arising from 
internal gravity waves are referred to as 
“baroclinic,” and the radiating waves are 
sometimes known as baroclinic tides to 
differentiate them from the barotropic, 
or surface tides. Internal tides propagate 
at roughly 2–3 m s–1, about 100 times 
slower than barotropic tides. The restor-
ing force associated with internal waves 
is much smaller than that experienced 
by barotropic tides, which can lead to 
internal waves with isopycnal displace-
ments more than 100 times the typical 
surface displacement of the barotropic 
tides in the deep ocean. As an example, 
near Hawaii, internal tides have been 
observed with 300 m peak-to-peak 
displacements (Rudnick et al., 2003). 
Although there is a displacement of 
the free surface that propagates with 
internal tides, it is only in the range of 
centimeters. Like surface tides, internal 
tides generally propagate faster in deeper 
water. However, internal tide propaga-
tion speed also depends on how the 
stratification is distributed throughout 
the water column. If the amplitude of 
the internal tide is large compared to the 
depth of the pycnocline, then its speed 
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is only a function of the stratification. 
Owing to the effectively shallower depth 
of the isopycnals at its crest, a large-
amplitude internal tide may propagate 
more slowly at its crest than at its trough, 
leading to steepening of the isopycnals 
(Figure 1). Although all internal tides 
eventually steepen and lose their energy 
through dissipation and mixing, the 
most energetic and widespread internal 
tides appear to propagate as linear or 
weakly nonlinear waves. In this article, 
we will restrict our discussion to internal 
tides that do not undergo significant 
steepening. (Simmons et al., 2011, pro-
vide a nice introduction to nonlinear 
internal tides and waves).
Much of the impetus for modeling 
internal tides comes from the desire to 
understand their effects on other oceanic 
processes and to deepen our understand-
ing of the tidal processes themselves. 
Operational oceanography, that is, ocean 
forecasting, is concerned with model-
ing internal tidal currents, which play 
a prominent role in shelf dynamics, 
particle dispersal, and other transport 
processes (Kurapov et al., 2003; Leichter 
et al., 2003; Pineda et al., 2007; Arbic 
et al., 2012, in this issue). Another opera-
tional concern, of particular importance 
to naval operations, is the influence 
of internal tides and waves on sound 
propagation (Mooers, 1973; Lynch et al., 
2004; Duda et al., 2004). Internal tides 
are ubiquitous in ocean temperature 
and current meter records (Wunsch, 
1975), but their details are more com-
plicated than the barotropic tides that 
force them. Substantial work is directed 
at understanding interactions between 
tides and nontidal processes, such as 
western boundary currents (Pereira 
et al., 2007), near-inertial waves (Aucan 
and Merrifield, 2008), and ocean mix-
ing (Klymak et al., 2006). As discussed 
below, where the energy from tides ends 
up is important to our understanding 
of how the ocean works. Measuring 
the complete pathways of energy lead-
ing from the barotropic tide (scales of 
thousands of kilometers) to small-scale 
mixing and turbulent transport (scales 
of centimeters) is impossible to do with 
realistically obtainable observations. 
For the foreseeable future, large-scale 
ocean models will not be able to explic-
itly resolve the processes that lead to 
tidal dissipation, so these processes 
must be parameterized. Developing 
parameterizations that capture the spa-
tial and temporal inhomogeneity in mix-
ing is critical to building better global 
circulation models. Energy budgets 
in regional tidal models are a key step 
toward such parameterizations.
NuMeRiCal Methods foR 
iNteRNal tide siMul atioN
Because internal tides are so long in 
relation to the water depth, fluid par-
ticle acceleration due to an internal 
tide is primarily in the horizontal and 
arises almost entirely from gradients 
in the hydrostatic pressure (which are 
obtained by integrating the weight of 
the fluid from the top of the water col-
umn downward); consequently, most 
internal tide models are hydrostatic. The 
nonhydrostatic pressure becomes impor-
tant only when the horizontal scale of 
motion is less than the depth (Vitousek 
and Fringer, 2011), such as in solitary-
like waves, which represent a balance 
between wave steepening (a hydrostatic 
phenomenon) and dispersion or spread-
ing (a nonhydrostatic phenomenon). 
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figure 1. propagation of an internal tide represented by the displace-
ment of an isopycnal (thick blue line) near the free surface. The thin 
black line represents the initial shape and location of the wave, which, 
as it propagates to the right, steepens due to faster propagation of the 
troughs than the crests.
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Nonhydrostatic models are essential for 
simulating processes with still shorter 
length scales such as overturns and tur-
bulent eddies. In this article, we restrict 
our discussion to hydrostatic models, 
noting that most nonhydrostatic models 
(e.g., MIT General Circulation Model 
[MITgcm; Marshall et al., 1997] and 
Stanford Unstructured Nonhydrostatic, 
Terrain-following Adaptive Navier-
Stokes Simulator [SUNTANS; Fringer 
et al., 2006]) are designed to run as 
hydrostatic models when the nonhydro-
static effects are negligible.
Among the hydrostatic models, the 
defining feature is the vertical coordi-
nate system (see Figure 2). The most 
popular hydrostatic models used for 
internal tide modeling are the Princeton 
Ocean Model (POM; Blumberg and 
Mellor, 1987) and the Regional Oceanic 
Modeling System (ROMS; Shchepetkin 
and McWilliams, 2005). POM employs 
a sigma-coordinate system while ROMS 
employs a similar s-coordinate. In these 
coordinate systems, the grid lines follow 
the free surface and bottom topography 
(Figure 2a,b), thereby producing good 
resolution of the bottom-following 
current that plays an important role 
in internal tide generation. The sigma 
lines are mapped to follow the free 
surface and bottom and are uniformly 
spaced through the water column; while 
the s-lines are similar, their vertical 
distribution can be varied. The great-
est disadvantage to using sigma or 
s-coordinates is the sigma-coordinate 
pressure-gradient error (e.g., Mellor 
et al., 1994). Because the sigma- or 
s-lines do not coincide with lines of con-
stant density, these coordinates cannot 
reproduce a zero horizontal hydrostatic 
pressure gradient in the presence of a 
horizontally uniform density field and 
a horizontally uniform free surface. 
Although there should be no flow in 
such a case, the sigma-coordinate error 
produces upslope flow that can be on the 
same order as weak internal gravity wave 
currents. The magnitude of this error 
depends on the topographic slope. In 
addition to smoothing the domain, many 
other methods have been devised to 
reduce this error (e.g., Shchepetkin and 
McWilliams, 2003). To avoid the sigma-
coordinate error, it is possible to use a 
z-level grid, which resolves the bottom 
with stair or partial steps (Figure 2c). 
The Geophysical Fluid Dynamics Lab-
Modular Ocean Model (GFDL-MOM; 
Pacanowski and Gnanadesikan, 1998), 
MITgcm (Marshall et al., 1997), and 
SUNTANS (Fringer et al., 2006) are 
popular internal tide models that employ 
z-level grids. Despite the advantage 
of eliminating the pressure-gradient 
error, z-level grids have poor bottom-
following resolution. The stairsteps tend 
to produce small, grid-scale internal 
waves that must be damped with arti-
ficial diffusion. One drawback to both 
z-level and bottom-following grid types 
is artificial damping owing to numeri-
cal diffusion when vertically oscillating 
isopycnals cross grid cells. This prob-
lem can be eliminated with isopycnal 
coordinate models that map the grid 
to follow the isopycnals (Figure 2d), 
such as the Hallberg Isopycnal Model 
(HIM; Hallberg and Rhines, 1996) and 
Miami Isopycnic Coordinate Ocean 
Model (ICOM; Bleck and Chassignet, 
1994). Isopycnal coordinate models are 
best suited to global-scale internal tide 
modeling, which requires minimal arti-
ficial damping over long propagation 
distances (Simmons et al., 2004). Z-level 
or mapped coordinate models are bet-
ter suited for coastal applications where 
physical mixing is desired.
Although the vertical coordinate sys-
tem is the primary distinguishing feature 
among different internal tide models1, 
the most difficult aspect of internal tide 
1 in the horizontal, grids can be classed as 
rectangular, curvilinear, or unstructured. in the first 
two, any grid cell can be uniquely defined by two 
orthogonal indexes. unstructured grids are made up 
of triangular elements, which allow more flexibility 
in changing the grid resolution within a domain.
(a) Sigma (b) S 
(c) Z (d) Isopycnal
figure 2. Coordinate systems used in internal tide models.
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modeling is the tides’ multiscale nature, 
both in space and in time, which makes 
them expensive to compute accurately. 
From a spatial point of view, inter-
nal tides have wavelengths as long as 
250 km in the open ocean, but simula-
tion of internal tide generation requires 
accurate representation of fine-scale 
topographic features with length scales 
of a few kilometers. This need, in turn, 
requires horizontal grid resolution of 
hundreds of meters, as shown by Jachec 
et al. (2007) for Monterey Bay. Hence, a 
domain that extends over two internal 
tidal wavelengths (roughly 100 km in a 
coastal domain) requires 100,000 grid 
points in the horizontal, or 5 million grid 
points in three dimensions if 50 vertical 
levels are employed. Due to this compu-
tational expense, internal tide modeling 
has begun to resolve the main features of 
generation in continental margins only 
very recently (Carter, 2010; Hall and 
Carter, 2011; Kang and Fringer, 2012).
The computational expense associated 
with the length-scale disparity between 
internal tide generation and propaga-
tion is exacerbated by the disparity in 
timescales. The shortest timescale of 
interest is that associated with internal 
tide generation. A grid resolution on 
the order of hundreds of meters and an 
internal tide speed of roughly 2 m s–1 
near generation sites implies that the 
time needed for information to propa-
gate across a grid cell, and hence the 
model time step size, must be roughly 
one minute to resolve the internal tide 
generation. At the other extreme, the 
simulation must be run over at least 
30 days to resolve internal wave energet-
ics associated with spring-neap vari-
ability. At the very minimum, then, a 
simulation with 5 million grid points 
must be run over 43,200 time steps to 
accurately resolve both the generation 
and the long-time energetics. Although 
the internal wave timescale is indeed the 
shortest timescale of interest, the time-
scale associated with the barotropic tides 
is typically 100 times smaller owing to 
the fast propagation speed of surface 
gravity waves. Fortunately, internal tide 
models do not need to explicitly resolve 
this short timescale. The most common 
method of handling the short timescales 
is to employ mode splitting, which 
was made popular by the POM model 
(Blumberg and Mellor, 1987). Mode 
splitting advances the free-surface equa-
tions in time using a so-called external 
mode time step size that is 100 times 
smaller than the internal mode time step 
that advances the governing equations 
for the internal tide. The internal tidal 
motions are essentially frozen in time 
over the course of the high-frequency, 
free-surface calculation, a reasonable 
approximation given the slowly vary-
ing nature of the internal tides relative 
to the fast free-surface gravity waves. 
The advantage of mode splitting is that 
the free-surface equation is two dimen-
sional and, therefore, is computationally 
less expensive to advance forward in 
time than the three-dimensional equa-
tions for the internal tides. The main 
disadvantage to mode splitting is the 
mismatch in the depth-averaged flow 
between the internal tide equations and 
the barotropic equations, which can 
lead to mass and energy conservation 
errors if not corrected at each time step. 
The most popular alternative to mode 
splitting that does not exhibit the depth-
averaged inconsistency is implicit time 
stepping, whereby the surface and inter-
nal tides are advanced forward in time 
using the time step dictated by the inter-
nal tidal motions. Implicit time stepping 
essentially filters out the high-frequency 
barotropic motions through an inverse 
of a two-dimensional matrix for the free 
surface at each time step (e.g., MITgcm 
and SUNTANS).
ModeliNg BaRotRopiC 
aNd BaRoCliNiC tides
When high-resolution bathymetry, 
realistic stratification, and accurate 
barotropic tidal boundary conditions are 
used, regional tidal models make highly 
accurate predictions of sea surface height 
(SSH) at the dominant tidal frequencies, 
approaching the accuracy with which 
tides can be measured in the open ocean 
(Carter et al., 2008; Zaron et al., 2009). 
Inclusion of internal tides in models 
can fundamentally change the SSH field 
compared to a barotropic model simula-
tion. A particularly dramatic example is 
Monterey Bay, an approximately 40 km 
wide bay in central California. Without 
the inclusion of internal dynamics, the 
M2 tide propagates in a Kelvin-wave-
like fashion up the coast, with lines of 
constant phase nearly perpendicular 
to the coastline (Figure 3a). However, 
observations show the M2 tidal wave 
reaching Santa Cruz on the north side 
of the bay before reaching Monterey 
on the south side. Kelvin wave dynam-
ics predict the opposite. When internal 
tides are included in the simulation, the 
phase lines within the bay run approxi-
mately north/south, and Santa Cruz 
leads Monterey as predicted (Figure 3b; 
Carter, 2010).
Simulation and validation of internal 
tidal currents has proved more chal-
lenging than SSH, primarily because 
SSH varies smoothly over length scales 
of hundreds of kilometers, whereas 
currents associated with internal tides 
can vary on scales of tens of meters. 
Tidal currents can be represented as 
the sum of barotropic and baroclinic 
vertically standing dynamic modes. 
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The higher modes have more shear and 
slower propagation speeds, making 
them increasingly susceptible to inter-
actions with nontidal processes as mode 
number increases. Furthermore, due to 
their short length scales, internal tide 
currents are strongly influenced by the 
local topography, which is often not well 
reproduced in the model. Modeled and 
observed currents are qualitatively simi-
lar around sites of strong internal tide 
generation (Lee et al., 2006; Zaron et al., 
2009; Chavanne et al., 2010), but the 
level of quantitative accuracy does not 
yet approach that of SSH comparisons. 
Interactions among tides, mesoscale 
features, and large-scale time-variable 
stratification remain the key challenge 
for simulation of internal tides.
eNeRgetiCs
It has been hypothesized that internal 
tides are the source of about half the 
energy flux through the internal wave 
spectrum, with wind accounting for 
much of the remainder (Munk and 
Wunsch, 1998; Wunsch and Ferarri, 
2004). Consequently, the energetics of 
the tides have been studied intensively 
in order to track the work done by the 
astronomical tide-generating force, con-
version to internal tides, and, eventually, 
energy lost to mixing, the latter being 
a source of vertical buoyancy (heat) 
transport in the ocean. Energy loss from 
the Earth-Moon system at the M2 fre-
quency (the principal twice-daily tide; 
period 12.4 hours) is 2.50 ± 0.05 TW 
(Munk, 1997), a quantity that has been 
accurately measured by lunar laser range 
finding (Dickey et al., 1994) and also 
inferred from changes in Earth’s orbit 
and from historical eclipses (Munk, 
1997). All constituents combined put 
3.7 TW of tidal energy into the ocean 
as barotropic tides. For comparison, 
the current US energy consumption is 
about 3.3 TW (Thresher and Musial, 
2010). Inverse models constrained by 
satellite altimetry indicate about 1 TW 
or 25–30% of barotropic tidal energy 
is dissipated in the deep ocean, while 
the remaining barotropic energy is lost 
directly to bottom friction in shallow 
seas and on the continental shelf (Egbert 
and Ray, 2001). The barotropic energy 
dissipated in the deep ocean is converted 
into internal tides and presumably cas-
cades through the internal wave spec-
trum as it propagates through the ocean, 
before being dissipated by viscosity. 
Munk (1966) estimated that a dissipation 
rate of 10–4 W kg–1 is needed to maintain 
abyssal stratification; however, observed 
levels are 10 times smaller (Gregg, 1989; 
Ledwell et al., 1993). Figure 4 shows 
these energy pathways schematically. 
Seventy-five percent of the global 
conversion from M2 barotropic tides 
into internal tides is estimated to occur 
over less than 10% of the ocean floor 
(Simmons et al., 2004). The major-
ity of this energy is radiated out of the 
conversion region (St. Laurent and 
Garrett, 2002; Carter et al., 2008). Global 
models show that ocean circulation pat-
terns (Simmons et al., 2004), and even 
primary productivity (Friedrich et al., 
2011), are sensitive to the spatial distri-
bution of mixing. All of this speaks to 
the importance of understanding the 
energy pathways from tides to mixing.
generation of internal tides
When numerical models were first used 
to calculate barotropic-to-baroclinic 
energy conversion (internal tide gen-
eration), there were small areas with 
negative conversion. These values were 
considered “clearly not physical,” and 
thought to provide an indication of 
the noise (Egbert and Ray, 2000).2 The 
assumption was that when conversion 
was calculated in higher-resolution 
regional models, the errors, and hence 
the negative conversion, would decrease. 
If anything, the opposite turned out to 
2 egbert and Ray (2000) calculated divergence 
of barotropic tidal energy flux, which can be 
considered a proxy for internal tide generation.
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figure 3. Cotidal plots for M2 surface elevation around Monterey Bay, California. (a) internal 
tides are not permitted. (b) internal tides are included in the model. The colors indicate 
the amplitude, and the contours give the phase. The black contours are spaced one degree 
apart, and the gray contours are every 0.25 degrees. in the absence of internal tides, the 
surface elevation follows Kelvin wave dynamics. when internal tides are included, both the 
amplitude and phase have a more complex structure. phase lines within the bay are nearly 
perpendicular to those without internal tides present. Based on Carter (2010)
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be the case; in many regional models, 
both the percentage of the domain with 
negative conversion and the magnitude 
relative to the positive conversion has 
increased (e.g., Hall and Carter, 2011; 
Kang and Fringer, 2012). This is more 
pronounced in models of regions with 
complex topography than in those with 
more isolated ridges (compare Hall and 
Carter, 2011, with Carter et al., 2008).
The mechanism by which internal 
tides are generated is briefly discussed 
above. More formally, the magnitude of 
the energy conversion from barotropic to 
baroclinic is the product of the vertical 
velocity at the bottom with the pressure 
anomaly averaged over a wave period 
(Niwa and Hibiya, 2001; Kurapov et al., 
2003; Zilberman et al., 2009; Kelly and 
Nash, 2010) c = <wb . p’ |–H>, where 
wb = U .    (–H ) is the barotropic verti-
cal velocity at the bottom caused by 
barotropic current (U ) flowing over 
sloping topography; 
p’  = ∫   N 2 (z’)ς(z’)dz’ –z
0
∫  ∫   N 2 (z’)ς(z’)dz’dzz
0
–H
0
H
1
is the perturbation pressure, N 2(z) is the 
buoyancy frequency, ς(z) is the verti-
cal displacement of isopycnals, and the 
angle brackets indicate an average over 
a wave period. Following Zilberman 
et al. (2009), the conversion written 
in terms of the amplitude and phase 
of a single tidal constituent, say M2, is 
c =    |wb ||  pˆ’ |cos(  p –   w)2
1  where  pˆ’ is the 
pressure perturbation at the bottom. 
From this formulation, it is clear that if 
the perturbation pressure and the baro-
tropic vertical velocity are between 90° 
and 270° out of phase, the conversion 
will be negative. Kelly and Nash (2010) 
showed that both wb and p' have local 
and remote contributions. 
The influence of remote generation 
poses a number of challenges for the 
regional numerical modeling of inter-
nal tides. Most apparent, the domain 
needs to be large enough to include the 
relevant remote generation sites. Hall 
and Carter (2011) found that exclud-
ing some outlying seamounts from a 
Monterey Bay simulation reduced the 
generation in the area common to the 
two simulations by 13%. In the future, 
regional internal tide models may need 
to be forced with global models that 
resolve internal tides (e.g., Simmons 
et al., 2004; Arbic et al., 2012, in this 
issue) or nested in larger regional models 
(e.g., Buijsman et al., 2012). 
Observations indicate nonstation-
ary conversion rates and energy fluxes 
that are ascribed to a combination of 
propagation and generation site effects 
(e.g., Martini et al., 2011; Zilberman 
et al., 2011). Explicit inclusion of real-
istic mesoscales in regional models 
permits diagnosis of the processes and 
quantification of variability (Figure 5), 
and preliminary results find mean 
and time-variable energy fluxes on the 
same scale as observations, but quan-
titative agreement at the level seen for 
SSH is not obtained.
 
dissipation of internal tides
The proportion of internal tide energy 
that radiates away from the generation 
region (i.e., is not dissipated locally) 
depends on the topography type; isolated 
ridges such as the Hawaiian Ridge are 
more efficient radiators than more com-
plex bathymetry such as the Mid-Atlantic 
Ridge (Carter et al., 2008; Zilberman 
et al., 2009). Also, the modal content 
(distribution among vertically standing 
dynamic modes) varies with generation 
topography (Garrett and Kunze, 2007). 
Modeling studies show that internal 
tides often propagate into the deep ocean 
in beam-like patterns that result from 
interference of internal waves generated 
by multiple sites (Rainville et al., 2010). 
The higher modes have more shear and 
slower propagation speeds, which results 
Internal Tide
Internal wave
spectrum
Bottom
Friction
Local
Dissipation
Interior Dissipation
Kρ ~ 10-5 m2 s-1
Boundary 
Dissipation
Kρ >> 10-5 m2 s-1
Maintain Ocean Stratification
required Kρ = 10-4 m2 s-1
0.02 TW0.2 TW
Barotropic Tides: 3.5 TW
0.5 TW3.2 TW
(M2 = 2.5 TW)
Atmospheric
Tides
Earth
Tides
1 TW
2.5 TW
1 TW
figure 4. energy pathway schematic (see text for details). astronomical forcing generates tides primarily 
in the ocean, but also in the atmosphere and solid earth. over two-thirds of barotropic tidal energy is 
lost to bottom friction in shallow seas. approximately 1 tw is converted to baroclinic tides in the deep 
ocean; most of that energy enters the internal-wave-driven energy cascade from large scales to mixing 
scales. The wind provides about half the energy into the internal wave spectrum. internal wave breaking 
at boundaries can short circuit the internal wave spectrum.
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in these modes dissipating close to the 
generation site (St. Laurent and Nash, 
2004), as well as increased opportunity 
for interactions with mesoscale currents. 
The lowest modes can travel thousands 
of kilometers, as observed with acoustic 
tomography (Dushaw et al., 1995) and 
satellite altimetry (Ray and Mitchum, 
1996). How these lowest internal tide 
modes are eventually dissipated, and 
contribute to the ocean energy budget, 
is still not well understood. Garrett and 
Kunze (2007) suggest the following three 
pathways: wave-wave interaction, scatter-
ing into higher modes over deep ocean 
bottom topography such as seamounts, 
and scattering by coastal/continental 
slopes. So far, little work on nonlinear 
wave-wave interactions has involved 
regional models. 
Scattering off bottom topography is 
a good candidate for extracting energy 
from the low-mode internal tides, as they 
propagate thousands of kilometers across 
the abyssal ocean. It has been estimated 
that on the Pacific Plate, there are close to 
one million seamounts, with over 100,000 
having heights of one kilometer or more 
(Wessel et al., 2010). The mechanism 
for scattering is very similar to that for 
generation, except the energy going into 
the higher modes comes from the low 
modes. Johnston and Merrifield (2003) 
considered a mode-1 wave impinging 
on a Gaussian ridge, and they found that 
the height of the ridge governed the pro-
portion of reflected versus transmitted 
energy, while the slope and width con-
trolled the range of vertical modes gener-
ated. Johnston et al. (2003) investigated 
scattering of mode-1 internal tide energy 
off the Line Islands Ridge, which is in 
the propagation path for internal tides 
generated at French Frigate Shoals on 
the Hawaiian Ridge. Their model showed 
that 37% of the M2 mode-1 energy 
was lost, with 19% going into modes 2 
through 5, 3% into M4, and the remain-
ing being dissipated in the model. 
When a remotely generated internal 
tide reaches a continental slope, it scat-
ters energy much like it would in the 
deep ocean case. Again, the topographic 
slope, or, more accurately, the ratio (γ) of 
the slope of the topographic slope to the 
wave characteristic, is important, where 
the wave characteristic is a function of 
frequency, stratification, and latitude. If 
the continental slope is critical (γ ≈ 1), 
and most have some portion that is criti-
cal with respect to the semidiurnal tides, 
then energy is lost to mixing (e.g., Nash 
et al., 2004). Unless there is some 
supercritical (γ > 1) topography on the 
continental shelf to reflect the internal 
tide back toward deeper water, all the 
transmitted energy has to dissipate on the 
shelf. Submarine canyons are the classic 
example of internal wave trapping and 
focusing (Gordon and Marshall, 1979; 
Hotchkiss and Wunsch, 1982). Regional 
models that include Monterey Submarine 
Canyon (e.g., Jachec et al., 2006; Carter, 
2010; Hall and Carter, 2011; Kang and 
Fringer, 2012) show internal tide energy 
generated on the Sur Plateau being topo-
graphically steered into the canyon. Once 
in the canyon, the energy flux decreases 
fairly uniformly with distance up canyon 
despite the sharp canyon axis meanders 
(Hall and Carter, 2011). 
Modeling the destruction of low-
mode internal tides generated at 
mid-ocean sites (e.g., Hawaiian Ridge, 
Mid-Atlantic Ridge) when they impinge 
on a continental shelf thousands of kilo-
meters away poses the same challenges 
as discussed above with respect to the 
figure 5. time-averaged internal tide energy flux near the hawaiian Ridge (gray scale), obtained 
by modeling internal tides propagating through the time-varying mesoscale eddy fields of the 
simple ocean data assimilation (soda) ocean hindcast during the period from 1992 to 2002 
(Carton and giese, 2008). interference between waves from multiple generation sites results in 
the beam-like structure of energy flux (Rainville et al., 2010). Model-based energy fluxes (red 
arrows; 2σ variability ellipses in red) are of similar magnitude to in situ data (black arrows; data 
from Rainville and pinkel, 2006; alford et al., 2007; Zilberman et al. 2011). individual realizations 
of the internal tide energy flux at two sites, flip (inset a) and Mp1 (inset B), display consider-
able variability.
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impact of propagating waves on conver-
sion. However, remote generation sites 
need not be thousands of kilometers 
away. The remote internal tides observed 
in a line of moorings on the Oregon 
slope were generated ~ 300 km south 
at Mendocino Escarpment (Martini 
et al., 2011). Cases like this, or offshore 
seamounts, can be investigated with 
a regional model. Consider Delgada 
Canyon, which lies approximately 40 km 
south of, and is nearly parallel to, the 
Mendocino Escarpment (Figure 6a). 
Despite the canyon mouth being nearly 
perpendicular to the remotely generated 
energy flux vectors, Delgada Canyon 
traps, focuses, and dissipates some of this 
energy (Figure 6b).
A number of authors have used 
regional models to estimate tidal 
energetics. Earlier studies equated 
barotropic-to-baroclinic conversion to 
the flux divergence over a region bound-
ing the generation site (Merrifield and 
Holloway, 2002; Di Lorenzo et al., 2006; 
Jachec et al., 2006). More recent work 
partitions energy based on a specific 
model’s governing equations (Zaron and 
Egbert, 2006; Carter et al., 2008; Floor 
et al., 2011; Kang and Fringer, 2012). 
Using the energy equations developed in 
Carter et al. (2008) for POM, we examine 
the baroclinic energy budget for Delgada 
Canyon. Within the region shown in 
Figure 6a, 306 MW is converted from 
the barotropic tide into internal tides 
primarily at the Mendocino Escarpment. 
Of this converted energy, 102 MW 
(33%) is radiated out of the model 
domain, and 62% (189 MW) is lost to 
the Smagorinsky horizontal and Mellor-
Yamada vertical dissipation schemes. 
Zooming in on the canyon (Figure 6b), 
there is a net influx of baroclinic energy 
(8 MW), with 7 MW being dissipated. 
The conversion in this region is –2 MW, 
so the local conversion must be domi-
nated by remotely generated wb or p'. The 
budget does not close in either case. In 
the larger domain, there is not enough 
dissipation, and there is too much in the 
canyon. These errors may be caused by 
numerical viscosity, the computational 
mode splitting technique (Simmons 
et al., 2004; Zaron and Egbert, 2006), 
or by the use of a linear definition for 
available potential energy (Kang and 
Fringer, 2010, 2012).
suMMaRy
Regional models have proven to be 
important tools in increasing our under-
standing of internal tide dynamics. 
Recent successes include determining 
the location and magnitude of gen-
eration regions (e.g., for Monterey 
Submarine Canyon, Jachec et al., 2006; 
Carter, 2010), identifying standing waves 
(e.g., Martini et al., 2007; Buijsman et al., 
2012), and describing horizontal inter-
ference patterns (Rainville et al., 2010). 
They are useful for putting observations 
into a larger context (e.g., Carter et al., 
2006). A final reminder: numerical mod-
els (regional or global) are approxima-
tions of reality and, therefore, need to be 
validated against observations.
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