The spectrum of a matrix contains important structural information about the underlying data, and hence there is considerable interest in computing various functions of the matrix spectrum. A fundamental example for such functions is the l p -norm of the spectrum, called the Schatten p-norm of the matrix. Large matrices representing real-world data are often sparse (most entries are zeros) or doubly sparse, i.e., sparse in both rows and columns. These large matrices are usually accessed as a stream of updates, typically organized in row-order. In this setting, where space (memory) is the limiting resource, computing spectral functions is an expensive task and known algorithms require space that is polynomial in the dimension of the matrix, even for sparse matrices. Thus, it is highly desirable to design algorithms requiring significantly smaller space.
Introduction
Large matrices are often used to represent real-world data sets like text documents, images and social networks, however analyzing them is increasingly challenging, as their sheer size renders many algorithms impractical. Fortunately, in several application domains, input matrices are often very sparse, meaning that only a small fraction of their entries are non-zero. In fact, in applications related to natural language processing (e.g. [GVDCB13] ), image recognition, medical imaging and computer vision (e.g. [LZYQ15, GJP + 12]), the matrices are often doubly sparse, i.e., sparse in both rows and columns. Throughout, we define these matrices as k-sparse, meaning that every row and every column has at most k non-zero entries. The current work devises new algorithms to analyze
Our Results
We writeÕ(f ) as a shorthand for O(f · log O(1) f ) and write O d (f ) when the constant hidden in the O-notation might depend on the parameter d. We denote by ⌈p⌉ 4 the smallest integer divisible by 4 that is greater than or equal to p, and similarly by ⌊p⌋ 4 the largest integer divisible by 4 that is smaller than or equal to p.
Upper and Lower Bounds for Row-Order Streams. Our main result is a new algorithm for approximating the Schatten p-norm (for even p) of a k-sparse matrix streamed in row-order, using O(p) passes and poly(k p /ε) space. This is stated in the next theorem, whose proof appears in Section 4.1. Theorem 1.1. There exists an algorithm that, given p ∈ 2Z ≥2 , ε > 0 and a k-sparse matrix A ∈ R n×n streamed in row-order, makes p 2 passes over the stream using O p (k 3p/2−3 ε −2 ) words of space, and outputsȲ (A) that (1 ± ε)-approximates A p Sp with probability at least 2/3. Theorem 1.1 provides a multi-pass algorithm with space complexity dependent only on the sparsity of the input matrix. A natural question is whether one can achieve a similar dependence also for one-pass algorithms in the row-order model. Our next theorem (proved in Section 6) shows that any one-pass algorithm for approximating the Schatten p-norm of O(1)-sparse matrices presented in row-order streams requires roughly Ω(n 1−4/p ) bits of space. 1 It follows that multiple passes over the data are necessary for an algorithm for sparse matrices to have space complexity independent of the matrix dimensions. Theorem 1.2. For p ∈ 2Z ≥2 , there exists a constant ε(p) > 0 such that any algorithm that, given an O p (1)-sparse matrix A ∈ R n×n streamed in row-order, makes one pass and outputs Y (A) that is a (1 ± ε(p))-approximation to A p Sp with probability at least 2/3, must use Ω(n 1−4/⌊p⌋ 4 ) bits of space.
We can further extend our primary algorithmic technique (from Theorem 1.1) in several different ways, and obtain improved algorithms for special families of matrices, algorithms in the more general turnstile model, and algorithms with a trade-off between the number of passes and the space requirement. Table 1 summarizes our results for row-order streams, and compares them to bounds derived from previous work (when applicable).
Extension I: Fewer Passes. We show in Section 5 how to generalize our algorithmic technique to use fewer passes over the stream, albeit requiring more space. In fact, our generalization attains the following pass-space trade-off. For any integer s ≥ 2, our algorithm in Theorem 5.3 makes t(s) = ⌊ p 2(s+1) ⌋ + 1 passes over the stream using O p ε −3 k 2ps n 1−1/s words of space, and outputs a (1 ± ε)-approximation to A p Sp for p ∈ 2Z ≥2 .
Extension II: Turnstile Streams We design in Section 4.2 an algorithm for turnstile streams with an additionalÕ(n 1−2/p k 3p/2−3 ε −O(p) ) factor in their space complexity compared to our algorithm for row-order streams. An additional O(n 1−2/p ) factor is to be expected since the space complexity for estimating ℓ p norms of vectors in turnstile streams is Ω( n 1−2/p t ) if the algorithm is allowed to make t passes over the data. Our algorithm for turnstile streams makes p + 1 passes 1 We note that the matrices used in [BCK + 18, Theorem 5.4], to prove an Ω(n 1−4/p ) lower bound for multi-pass algorithms are actually Ω(n 2/p )-sparse, but this was erroneously missed. For k-sparse input matrices (k ≤ n 2/p ), a simple adaptation of that result yields an Ω(k p/2−2 /t) space lower bound for algorithms that makes t passes. Thm. 7.2 one-pass, for all k ≤ n Table 1 : Bounds for Schatten norms (for even p) of k-sparse matrices in row-order streams over the stream. The algorithm of [LW16a] for O(1)-sparse matrices in the turnstile model can obviously be extended to k-sparse matrices. Its space requirement is k O(p) , and we believe that the dependence on p in the exponent is greater than 4.75p when using a straightforward extension of their analysis.
Extension III: Special Matrix Families. We give in Section 4.1 improved bounds for special families of k-sparse matrices that may be of potential interest. Surprisingly, we show that for Laplacians of simple graphs with degree at most k ∈ N, one can (1 ± ε)-approximate the Schatten p-norm with space only O p (kε −2 ) by making p/2 passes over the stream in the row-order model. Additionally, we show that for matrices whose non-zero entries lie in an interval [a, b] for a, b ∈ R + , we can get nearly-tight upper bounds -the algorithm uses space only O p (k p/2−1 (b/a) 2p ε −2 ) which is nearly tight compared to the Ω(k p/2−2 ) multi-pass lower bound given in [BCK + 18] when a, b are constants. The lower bound construction uses {0, 1}-matrices and hence our upper bound proves that this lower bound technique cannot give stronger bounds.
Schatten 4-norm. We show in Section 7 a simple one-pass algorithm for (1 ± ε)-approximating the Schatten 4-norm of any matrix (not necessarily sparse) given in a row-order stream, using onlỹ O p (ε −2 ) words of space. This improves a previous bound from [BCK + 18].
Applications for Approximating Schatten Norms. We show in Section 8 two settings where, under certain simplifying conditions, our algorithms can be used to approximate other functions of the spectrum, and even weakly recover the entire spectrum. The basic idea is that it suffices to compute only a few Schatten norms, in which case our algorithms for k-sparse matrices in row-order streams can be used, and the overall algorithm will require only small space (depending on k).
In the first setting, we look at approximating log det(A) for a positive definite matrix A. THe work in [BDK + 17] shows that for a positive definite matrix A ∈ R n×n whose eigenvalues lie in an interval [θ, 1], one can (1 ± ε)-approximate log det(A) using the first 1 θ log 1 ε Schatten norms. In the second setting we look at recovering the spectrum of a PSD matrix using a few Schatten norms of the matrix. The work in [KV16] shows that one can approximate the spectrum of a PSD matrix, whose eigenvalues lie in the interval [0, 1], up to L 1 -distance εn using the first O(1/ε) Schatten norms.
Technical Overview
Upper Bounds. We design an estimator that is inspired by the importance sampling framework and uses multiple passes over the data to implement the estimator. To the best of the authors' knowledge, this is the first algorithm for computing the Schatten p-norm in data streams that is adaptive -the outcomes of the algorithm in a given pass of the data affect the decisions of the algorithm in the following pass.
For an integer p ∈ 2Z ≥1 and q := p/2, the Schatten p-norm for a matrix A ∈ R n×n , denoted by A p Sp , can be expressed as
where a i is the i th row of matrix A. The Schatten p-norm can be interpreted as a sum over a cycle of q inner-products (which we refer to informally as cycles) between rows of A. We assign each cycle that appears in the above expression to a single row that participates in that cycle. Hence, the Schatten p-norm can be expressed as a sum n i=1 z i where z i is the cumulative weight of all the cycles assigned to row i by the mapping process.
Our algorithm starts by sampling a row i ∈ [n] with probability proportional to the heaviest cycle mapped to z i . In q following stages, it samples one cycle mapped to i with probability proportional to the weight of the cycle. Since the rows and columns are sparse, each row cannot participate in "too many" cycles because it is orthogonal to most other rows of A (because they don't share common support). Specifically, we show that the number of cycles mapped to each z i is only a function of k and p. We prove that hence, sampling the first row with probability proportional to the heaviest contributing cycle is a good approximation (factor depending only on k and p) to the actual contribution of the row (z value) to i∈[n] z i = A p Sp . The space complexity of sampling a row with probability proportional to its heaviest contributing cycle depends on the mapping process. A natural mapping process is to map every cycle to the row with largest l 2 -norm participating in that cycle (by breaking ties in some arbitrary but predetermined way). Notice then that, by the Cauchy-Schwarz inequality, the heaviest contributing cycle to row i is simply a i p 2 . This estimator can be implemented in the row-order model easily by using weighted reservoir sampling [BOV15] . Implementing it in turnstile streams is algorithmically non-trivial. We build an approximate L p,2 -norm 2 sampler using approximate L p -samplers from [MW10] to sample rows i with probability proportional to a i p 2 . Additionally, we use the Count-Sketch data structure to recover rows and sample cycles once we have sampled the first, "seed" row. This allows us to implement the estimator in the turnstile data streams too with an additionalÕ(n 1−2/p ε −O(p) ) factor in the space complexity attributed to implementing the approximate cascaded L p,2 -norm sampler and an additional O p (k 3p/2−3 ) factor that comes from approximating the sampling probabilities (compared to the row-order in which the sampling probabilities can be recovered exactly).
In Section 5 we generalize the design of the importance sampling estimator. Instead of mapping every cycle to a single vertex that appears in it, for some control parameter s ∈ N, every cycle is mapped to s indices that participate in it. The s indices split the cycle into roughly q s segments such that each of the s indices participate in a segment in which it is the "heaviest" row (by l 2 -norm). The algorithm samples quantities indexed by s indices and then computes all the cycles (or alternatively samples one cycle) that are mapped to these s indices. Since the length of each 2 The Lp,2-norm of a matrix A ∈ R n×m for p ≥ 0 is
of the segments reduces linearly with s, one can compute these cycles with fewer passes. But, the algorithm needs to sample more indices in order to ensure that each cycle has a sufficiently large probability of being "hit". This trade-off accounts for the trade-off between passes and space.
Lower Bounds. We adapt to even p values a reduction from the Boolean Hidden Hypermatching problem ([VY11, BS15]), which was presented in [LW16a] , and obtain an Ω(n 1−4/p ) bits lower bound for any algorithm that estimates the Schatten p-norm in one-pass of the stream. This lower bound holds even if the input matrix is promised to be O p (1)-sparse.
Previous and Related Work
The bilinear sketching algorithm in [LNW14] was the first non-trivial algorithm for Schatten p-norm estimation in turnstile streams. It requires only one-pass over the data and uses O(n 2−4/p ε −4 ) words of space. 3 They give a sketch G 1 AG ⊤ 2 and a recovery algorithm, where G 1 , G 2 ∈ R t×n are matrices with i.i.d Gaussian entries and t = O(n 1−2/p ).
Inspired by this sketch, [BCK + 18] gave an almost quadratic improvement in the space complexity if the algorithm is allowed to make multiple passes over the data. Their estimator uses matrices G 2 , . . . , G p ∈ R t×n with i.i.d Gaussian entries and Gaussian vector g 1 ∈ R n to output
This estimate can be constructed in p/2 passes of the data and requires only t = O(n
Restricting the input matrix to be O(1) sparse allows for quadratic improvement in the space complexity for one-pass algorithms as shown in [LW16a] and [BCK + 18]. The latter show that one if one samples O(n 1−2/p ) rows and stores them approximately using small space (since each row is sparse), one can give a (1 + ε) estimate of the Schatten p-norm by exploiting the fact that rows cannot "interact" with one another "too much" because of the sparsity restriction.
If we restrict the data stream to be row-order, then we can reduce the dependence on p in the above algorithms for the turnstile model by a factor of 2. If the rows of a matrix A ∈ R n×n are streamed in row-order, then one can compute products of the form x ⊤ A ⊤ Ay in space O(1) for x, y ∈ R n (if we have random access to x, y), hence, one can compute the same sketches as in [LNW14] in one-pass over the stream using the algorithm from [LW16a] in row-order streams and reduce the dependence on p by a factor of 2.
Notation and Preliminaries
Schatten p-norm. Recall that for any p ∈ 2Z ≥1 and q := p/2, the Schatten p-norm of a matrix A ∈ R n×n , denoted by A Sp , can be expressed as
where a i is the i th row of matrix A. We give a useful fact comparing the lengths of the rows of A and its Schatten p-norm.
Fact 2.1 (Appendix 9.1). Given a matrix A ∈ R n×n with rows {a i } i∈ [n] and t ≥ 1, we have that
.
3 They also showed a lower bound of Ω(n 2−4/p ) for the bilinear sketching dimension for approximating A p Sp for all p ≥ 2.
Importance Sampling. Our main algorithmic technique is inspired by the importance sampling framework. Hence, let us recall the framework for importance sampling and the algorithmic guarantees it gives.
Theorem 2.2 (Importance Sampling). Let z = i∈[n] z i ≥ 0 be a sum of n values and λ ≥ 1 be some parameter. LetẐ be an estimator computed by sampling a single index i ∈ [n] according to the probability distribution given by {τ i } n i=1 and settingẐ
The proof is given in Appendix 9.2.
Families of Matrices. We define notation for two special families of matrices that are of interest to us.
• Let L n ⊆ Z n×n be the family of matrices corresponding to Laplacians of simple undirected graphs on n vertices.
• Given non-negative constants α, β ∈ R >0 such that α ≤ β, let C n α,β ⊆ R n×n be the family of matrices C such that
3 An Estimator for Schatten p-Norm for p ∈ 2Z ≥2
Preliminaries
Fix a matrix A ∈ R n ×n and p ∈ 2Z ≥2 . For every row i ∈ [n], we define its neighboring rows N (i) := {l ∈ [n] : supp(i) ∩ supp(l) = ∅}. In addition, for indices i, j ∈ [n], we denote the neighboring rows of j that have smaller length than row i by
Building on this, we define some notation for certain "paths" of rows. Fix some row indices i, i 1 ∈ [n] and an integer t ≥ 2, we then define
We further denote the weights of "paths" of inner products: given an integer t ≥ 2 and indices i 1 , . . . , i t ∈ [n] we define
Recall from Section 2 that the Schatten p-norm of A ∈ R n×n can be expressed in terms of the product of inner products of the rows of A as follows.
where 1 ≤ c(i 1 , . . . , i q ) ≤ q is the number of times the sequence (i 1 , . . . , i q , i 1 ) or a cyclic shift of the sequence appears in Equation (3.2).
The Estimator
Our estimator is an importance sampling estimator for the quantity in Equation (3.3). We list the following quantities in order to define our estimator,
by Equation (3.3)
Our importance sampling estimator, for the sum z, samples quantities z (i 1 ,...,i q−1 ) indexed by (i 1 , . . . , i q−1 ) ∈ S in q − 1 steps. In the first step, it samples row i 1 with probability
. In step 2 ≤ t ≤ q − 1, conditioned on sampling i t−1 in step t − 1, it samples i t with probability
Overall, the sequence (i 1 , . . . , i q−1 ) ∈ S is sampled with probability
and output the estimator
Projection Lemmas
Before we analyze the estimator, we give some projection lemmas for different families of matrices that will help us bound the variance of the estimator.
Lemma 3.1. For every k-sparse matrix B ∈ R n×k with rows b 1 , . . . , b n and vector x ∈ R k such that x 2 ≥ b i 2 for all i ∈ [n], we have that
Proof. For a vector y ∈ R k and S ⊆ [k], let y| S to be the restriction of y onto its indices corresponding to set S.
Where the last inequality follows from the sparsity condition since we know that each column index can have support in at most k locations. The lemma follows from this by a simple application of the Cauchy-Schwarz inequality.
We need another, similar, lemma in order to bound the variance.
Lemma 3.2. For every k-sparse matrix B ∈ R n×k with rows b 1 , . . . , b n and vector x ∈ R k such that x 2 ≥ b i 2 for all i ∈ [t], we have that
Proof. The proof follows the same steps as in the proof of Lemma 3.1.
Lemma 3.3. Let G be a simple undirected graph on n ∈ N vertices and Laplacian matrix L(G) ∈ R n×n with rows {l 1 , . . . , l n } indexed by vertices. For a vertex u ∈ [n] define the matrix B u given by the rows
Lemma 3.4. For non-negative constants α, β ∈ R ≥0 and a k-sparse matrix B ∈ C α,β with rows b 1 , . . . , b n and a k-sparse vector x ∈ R n such that x 2 ≥ b i 2 for all i ∈ [n], we have that
Proof. Using the notation in Lemma 3.1, we get
The last inequality follows from the fact that each column can have at most k non-zero entries.
Analyzing the Estimator
We now prove that the importance sampling estimator given in Section 3.2 is an unbiased estimator and has small variance. In addition to analyzing the estimator for k-sparse matrices in general, we look at two special families of k-sparse matrices : (i) Laplacians of simple undirected graphs and (ii) matrices whose non-zero entries lie in an interval [α, β] for parameters 0 < α ≤ β.
Theorem 3.5. Given p ∈ 2Z ≥2 and a k-sparse matrix A ∈ R n×n , the estimator Y (A) as given in Section 3.2 has the property that
Proof. We will use the importance sampling framework of Theorem 2.2. In order to do so we must first argue that the values τ (i 1 ,...,i q−1 ) for (i 1 , . . . , i q−1 ) ∈ S indeed form a probability distribution. It is easy to see that the probabilities of sampling the first row form a distribution over [n] . Similarly, for every 2 ≤ t ≤ q − 1, the values p
(·) indeed form a probability distribution over the rows in N i 1 S (i t−1 ). The argument for τ (i 1 ,...,i q−1 ) follows by the law of total probability.
As per Theorem 2.2, it is sufficient to prove that for all (i 1 , . . . , i q−1 ) ∈ S,
Fix a sequence of indices (i 1 , . . . , i q−1 ) ∈ S. Inequality (3.4) can be shown as follows,
By Young's Inequality for products of numbers and the bound on c(i 1 , . . . , i q ),
By applying Lemma 3.2 to the two inner-most summations and the fact that
By applying Lemma 3.1 and the fact that
where the last inequality follows from Fact 2.1.
Theorem 3.6. Given p ∈ 2Z ≥2 , constants 0 < α ≤ β, a family of matrices F ∈ {L n , C n α,β } and a k-sparse matrix A ∈ F, the estimator Y (A) as given in Section 3.2 has the property that
Sp where V F (k) is given by the following table.
Proof. The bound for F = L n follows the above proof of Theorem 3.5 using Lemma 3.3 to bound the summations bounded by Lemmas 3.2 and 3.1. We can simplify the terms in the two inner-most summations (inner products squared) on which we apply Lemma 3.2, by applying the CauchySchwarz Inequality on one of the terms in the product and then applying Lemma 3.3 on the sum over inner products.
The bound for F = C n α,β uses a special case of the importance sampling lemma. Using the notation from Theorem 2.2, if z i > 0 for all i ∈ [n] then one can bound the variance by λ(z) 2 . Using this, the proof follows the same argument as for the proof of Theorem 3.5 but using Lemma 3.4 to bound the summations bounded by Lemmas 3.2 and 3.1 by applying the same argument as above for F = L n .
Implementing the Estimator: Row-Order and Turnstile Streams
In this section we show how to implement the importance sampling estimator defined in Section 3.2 in turnstile and row-order streaming models. Following the theorem statements we prove in this section, we give a brief description of the algorithm and then explain how it is implemented in row-order and turnstile streams respectively.
We give two theorems bounding the space complexity of implementing the estimator in roworder streams. The first theorem, our main result, is for k-sparse matrices in general and the second theorem looks at special classes of k-sparse matrices. Theorem 1.1. There exists an algorithm that, given p ∈ 2Z ≥2 , ε > 0 and a k-sparse matrix A ∈ R n×n streamed in row-order, makes p 2 passes over the stream using O p (k 3p/2−3 ε −2 ) words of space, and outputsȲ (A) that (1 ± ε)-approximates A p Sp with probability at least 2/3. Theorem 4.1. There exists an algorithm that, given p ∈ 2Z ≥2 , ε > 0, constants 0 < α ≤ β, a family of matrices F ∈ {L n , C n α,β } and a k-sparse matrix A ∈ F streamed in row-order, makes p 2 passes over the stream and outputsȲ (A) that (1 ± ε)-approximates A p Sp with probability at least 2/3. In addition, the space complexity of the algorithm is given by the following table indexed on the family F.
We also show that the estimator defined in Section 3.2 can be implemented in turnstile streams in p + 1 passes over the stream.
Theorem 4.2. There exists an algorithm that, given p ∈ 2Z ≥2 , ε > 0 and a k-sparse matrix A ∈ R n×n streamed in a turnstile fashion, makes p + 1 passes over the stream using
) words of space, and outputsȲ (A) that (1 ± ε)-approximates A p Sp with probability at least 2/3. At a high level, the algorithms compute multiple copies of the estimator defined in Section 3.2 in parallel and output the average in order to reduce the variance. The algorithms implement the estimator in q stages. The first stage samples and stores a "seed" row which we will denote by i 1 ∈ [n]. Each stage 1 < t < q stores two values: i t which is an index of a row (and a it itself) and Y t := σ(i 1 , . . . , i t ). At the end of stage q it outputs iq∈N i 1
The estimator is relatively easy to implement in row-order streams using p/2 passes and O p (k 3p/2−3 ε −2 ) words of space. A slightly improved version runs in ⌊p/4⌋ + 1 passes with the same space complexity (up to constant factors).
In turnstile streams however, the estimator is more difficult to implement. The technical roadblock is sampling the first, "seed" row i ∈ [n] with probability proportional to
. We use approximate samplers for turnstile streams to get around this roadblock. For a vector x ∈ R n whose entries are updated in a turnstile stream, one can sample an index i with probability approximately x t i / x t t for various t ∈ [0, ∞). Such algorithms are called L t -samplers and have been studied thoroughly, we refer the interested reader to [CJ19] . Approximate samplers introduce a multiplicative error (relative error) and an additive error in the sampling probability which need to be accounted for when analyzing the algorithm that is using the sampler.
Thus, in order to sample rows proportional to the quantities we want, we build two subroutines in the turnstile model:
1. Cascaded L p,2 -norm sampler, in 2-passes, for A with relative error O(ε) in spaceÕ p (n 1−2/p ε −2 ).
Compute inner products between a given row and its neighbors in spaceÕ(k 2 ).
Using the two subroutines we can implement the estimator in Section 3.2 in p + 1 passes of the stream in space O p (k 3p−6 n 1−2/p (ε −1 log n) O(p) ). The additionalÕ(n 1−2/p ) space complexity factor is introduced by the approximate L p,2 -sampler. We remark that this factor is actually unavoidable for algorithms that compute A p Sp in the turnstile model, since there is an Ω(n 1−2/p ) lower bound for computing the l p -norm of vectors (in turnstile streams), even if the algorithm is allowed multiple passes. The additional O(k 3p/2−3 ) factor in the space complexity for turnstile streams compared to row-order streams is due to the bias introduced in estimating the sampling probability of the first, "seed" row.
Row-Order Streams
The estimator defined in Section 3.2 can be easily implemented in row-order streams in q = p/2 passes of the stream. Algorithm 1 computes multiple copies of the estimator in parallel using space O(k) for each copy.
In pass 1 do
4:
Sample one row i 1 ∈ [n] with probability
In pass 2 ≤ t ≤ q − 1 do
7:
Sample one row i t ∈ [n] with probability p
In pass q do 10:
11: return average of m estimates
We now prove the Theorem bounding the space complexity of Algorithm 1.
Theorem 1.1. There exists an algorithm that, given p ∈ 2Z ≥2 , ε > 0 and a k-sparse matrix A ∈ R n×n streamed in row-order, makes p 2 passes over the stream using O p (k 3p/2−3 ε −2 ) words of space, and outputsȲ (A) that (1 ± ε)-approximates A p Sp with probability at least 2/3. Proof. Algorithm 1 computes the estimator defined in Section 3.2 m times in parallel and outputs the average which we will denote byȲ (A). Since the variance of the estimator is at most C p k and the constant C appropriately, the guarantee on the estimate follows by an application of Chebyshev's Inequality toȲ (A).
In pass t, each instance of the m parallel instances store the row a it along with other estimates that can be stored in O p (1) words of space. Thus the total space complexity of the algorithm is mk = O p (k 3p 2 −3 ε −2 ) words.
The proof for Theorem 4.1 follows the above and adjusting m correctly according to Theorem 3.6.
Turnstile Streams

Preliminaries for Approximate Sampling
We define approximate samplers which we will use in turnstile streams to implement our estimator. Approximate L p samplers have been studied extensively for various values of p ∈ [0, 2]. We refer the reader to the survey [CJ19] for further reading on the subject. Definition 4.3 (Approximate L p Sampler). Let x ∈ R n be a vector and p ≥ 0. An approximate L p sampler with relative error ε, additive error ∆, and success probability 1 − δ, outputs an index i ∈ [n] with a probability p i in the range
With probability δ the sampler is allowed to output FAIL.
If an approximate sampler has no relative error and additive error less than n −C , for arbitrary C > 0, then it is referred to as an exact L p -sampler.
Generalizing L p -samplers, we define approximate L p,q -samplers for matrices.
Definition 4.4 (Approximate L p,q Sampler). Let p, q ≥ 0 be constants and A ∈ R n×m be a matrix with rows a 1 , . . . , a n . An approximate L p,q sampler with relative error ε, additive error ∆, and success probability 1 − δ, outputs an index i ∈ [n] with a probability p i in the range
With probability δ the sampler is allowed to output any index.
We draw the attention of the reader to the success condition of the L p,q sampler; unlike for L p samplers, the above definition is a weaker guarantee but is sufficient for our purpose since we can absorb the probability of failure for the sampler into the failure probability of the Schatten p-norm algorithm.
We recall some properties of higher powers of Gaussian distributions which we will use later in the analysis of sampling subroutines that we build. First, we give the higher moments of mean zero Gaussian random variables.
Fact 4.5. For σ ≥ 0, r ∈ 2Z ≥1 and a random variable X ∼ N (0, σ 2 ), we have
We state a concentration property for polynomial functions of independent Gaussian/Rademacher random variables called Hypercontractivity Inequalities. For an introduction to the theory of hypercontractivity, the authors refer the interested reader to Chapter 9 of [O'D14]. 
where R is some absolute constant dependent on d.
Sampler for Cascaded Norm L p,2
Before we give a construction for approximate L p,2 samplers in the turnstile model, we give some core results for L p samplers which will be the algorithmic workhorse of our subroutine for L p,2 sampling. One can construct algorithms for approximate L p samplers in various computational models. We look specifically at L p samplers in the turnstile streaming model. The following algorithmic guarantees exist for approximate L p samplers of vectors in turnstile streams.
Theorem 4.7 (Theorem 1.2, [MW10] ). For δ > 0 and p ∈ 2Z + , there exists an 0-relative-error L p -sampler in turnstile streams, in 2-passes, with probability of outputting FAIL at most n −C where C is an arbitrary constant. The algorithm uses
For a given vector x ∈ R n whose entries are streamed in a turnstile fashion, we will denote L p -Sampler(x, δ) to be the output of the algorithm in Theorem 4.7 with failure probability at most δ. We will use this algorithm in turnstile streams for p ≥ 2 to give an O(ε) relative error L p,2 sampler and failure probability at most δ for any given δ > 0. The algorithm is fairly simple and is described in Algorithm 2.
Algorithm 2
⊲ where x ∈ R n 2 is the "flattened" version of X
Theorem 4.8. For ε, C > 0, δ ∈ (0, 1) and p ∈ 2Z ≥2 , there exists an O(ε) relative error and O(n −C ) additive error L p,2 sampler in turnstile streams with failure probability at most δ. The algorithm uses O p (n 1−2/p ε −2 log( From the guarantee for L p -samplers by Theorem 4.7, conditioning on the L p sampler succeeding, and setting the additive error sufficiently low, the probability that i * = i is
We will first show that, for a fixed i ∈ [n], the quantity 
for even p > 2. Using this to apply the Hypercontractivity Concentration Inequality for Gaussian random variables given in Proposition 4.6 gives us,
where C p is a constant only dependent on p.
By settingĈ p in Algorithm 2 appropriately, we can apply the the union bound over all i ∈ [n] to obtain,
with probability at least 1 −δ − n −ĉ (whereĉ is dependent onĈ p ). Settingδ appropriately in Algorithm 2 gives us the theorem.
Recovering Rows and their Neighbors
We also give some subroutines to recover rows and their neighbors so that we can compute innerproducts between rows, sample neighbors and compute the probabilities for the estimator. The algorithmic core for these subroutines will be sparse-recovery algorithms which can be implemented using the Count-Sketch data structure described below.
Theorem 4.9 (Count-Sketch [CCF04] ). For w, n ∈ Z + and δ ∈ (0, 1), there is a randomized linear function M : R n ← R s with S = O(w log(n/δ)) and a recovery algorithm A satisfying the following.
For every x ∈ R n , with probability 1 − δ, A reads M x and outputs a vectorx ∈ R n such that
Denote the output of a Count-Sketch algorithm on vector x ∈ R n with parameter w ∈ Z + and failure probability δ ≥ 0 to be Count-Sketch w (x, δ). Notice that if it is guaranteed that x is k-sparse, i.e. x 0 ≤ k, then the output Count-Sketch k (x, δ) recovers the vector x exactly with probability at least 1 − δ because minx : x 0 =k x −x 2 = 0 for every k-sparse vector x.
Reverting to our setting of k-sparse matrices in turnstile streams, given a target index i ∈ [n], it is clear how to recover row a i usingÕ(k) space using the Count-Sketch algorithm stated. Given a row a i , we can recover the neighboring rows {a j : j ∈ N (i)} by running Count-Sketch k (A * ,j ,δ) for each j ∈ supp(a i ) (where A * ,j corresponds to the j th column of A). Since each column and row is k-sparse, withÕ(k 2 ) space, we can recover the neighbors of row a i given access to a i . In addition, by setting the failure probability to δ k+1 in the above calls to Count-Sketch k , our recovery subroutine will succeed with probability at least 1 − δ.
Algorithm in Turnstile Streams
We are now ready to present the algorithm implementing the estimator stated in Section 3.2 for turnstile streams. We note that unlike in row-order streams, we cannot recover the probability of sampling the first row exactly in turnstile streams. Since the output probability of the samplers is approximate, it introduces some bias in the estimator which we will have to bound. Therefore, the proof of correctness for this algorithm slightly deviates from that given in Theorem 2.2 but uses the same underlying ideas.
Let us introduce notation for the subroutines we will need. Denote by L p,2 -Sampler(A, ε, δ) the output of the approximate L p,2 sampler defined in Algorithm 2 with relative error ε, and failure probability δ. Additionally, we will need to estimate the cascaded norm L p,2 of A in order to bias the quantity we sample in our importance sampling estimator. Denote by L p,2 -NormEstimator(A, ε, δ) the output of the algorithm in Section 4 of [JW09] for estimating the L p,2 -norm of A with relative error ε and failure probability δ.
We describe our algorithm for turnstile streams in Algorithm 3.
Algorithm 3 Algorithm for Schatten p-norm of k-Sparse Matrices for p ∈ 2Z ≥2 in Turnstile Streams Input: A ∈ R n×n in a stream with turnstile updates, p ∈ 2Z ≥2 , ε > 0, m ∈ Z + .
1: In parallel m times do 2:
In stage 1 do ⊲ takes 3 passes 4:
In stage 2 ≤ t ≤ q − 1 do ⊲ each stage takes 2 passes 9:C t−1 ← {Count-Sketch k (A * ,j , 1 100kq ) : j ∈ supp(ã i t−1 )}
10:
Reconstruct rowsR t−1 ← {r j : row j has support inC t−1 and has l 2 -norm less thanã i 1 }.
11:
D t ← j∈R t−1 ã i t−1 , r j
12:
Sample row index i t ∈ supp(R t−1 ) with probability
14:
In stage q do 16:
Reconstruct rowsR q−1 ← {r j : row j has support inC q−1 and has l 2 -norm less thanã i 1 }.
18:
Compute Y q ← Y q−1 r j ∈R q−1 ã i q−1 , r j r j ,ã i 1 c(i 1 , . . . , i q−1 , j)
19: return average of m estimates
We now restate Theorem 4.2 giving the accuracy guarantees and space complexity of Algorithm 3.
) words of space, and outputsȲ (A) that (1 ± ε)-approximates A p Sp with probability at least 2/3.
Proof. Recall from Section 4.2 that Count-Sketch k will recover all the entries of a k-sparse vector exactly with high probability. By setting the failure probability of each call to Count-Sketch k to be sufficiently low, we can apply a union bound over the failure probability and assume that the algorithm recovers all the rows denoted byã and r.
Let us assume that the L p -sampler and Count-Sketch routines succeed and argue that taking the expectation over the randomness of the Gaussian sketch in the L p,2 -Sampler algorithm, the L p,2 -NormEstimator and the importance sampling estimator gives us that
Recall that the algorithm invokes an O ε k 3p/4−2 relative error L p,2 -sampler in line 4. Since the additive error is less than n −C for arbitrary C ≥ 0, we can simply absorb it in the failure probability of the algorithm. We thus get,
We can upper bound the second term as we did in bounding the variance of the estimator in Theorem 2.2 to get
It is left to bound the variance ofȲ (A). Again, we assume that the L p -Sampler and CountSketch routines succeed and recall that that for a sequence (i 1 , . . . , i q−1 ) ∈ S, we define
Given the guarantee of L p,2 sampling in Theorem 4.8, the variance of the estimateȲ (A) is
By the accuracy guarantee of L p,2 -NormEstimator and Fact 2.1,
Bounding this identically as we did in Theorem 2.2 and setting m = 
). We note that in stage 1, the sampler takes two passes, followed by another pass for Count-Sketch and the norm estimator. The subsequent stages requires two passes each giving a total of 3 + 2(q − 1) = p + 1 passes.
Reducing Passes
We can modify the way we implement the estimator from Section 3.2 to reduce the number of passes Algorithm 1 and Algorithm 3 make to ⌊ p 4 ⌋ + 1 and p 2 + 3 respectively. The idea is to sample each sequence (i 1 , . . . , i q ) ∈ S in a different way albeit with the same probability. Assume for simplicity that p ≡ 4 0. After we sample the first row i 1 ∈ [n], we sample two "paths" of length p/4 − 1 each starting at i 1 with probabilities identical to the ones in the estimator. We then sum over the mutual neighbors of the endpoints of both paths, completing the cycle of length p/2. Formally, assuming p ≡ 4 0 for simplicity, let the two sequences of rows sampled by the estimator be given by (l 1 , . . . , l q 2 −1 ), (j 1 , . . . , j q 2 −1 ) ∈ Γ i 1 S (i 1 , q 2 − 1). Denote by r the sequence of rows (l q 2 −1 , . . . , l 1 , i 1 , j 1 , . . . , j q 2 −1 ) then the following estimator is equivalent to the estimator described in Section 3.2.
We abuse some notation for concatenating sequences of rows but assume that the meaning is clear from the context in Section 3.2. It is easy to verify that this estimator is identical to the one described in Section 3.2 and hence we can implement this estimator identically as we described in Algorithm 3 and Algorithm 1 while using only ⌊ p 4 ⌋ + 1 and p 2 + 3 passes over the stream for row-order and turnstile streams respectively.
Pass-Space Trade-off
Very often problems in the streaming model have a sharp transition in the space complexity when allowing a single pass over the data in comparison to allowing several passes over the data. However, it turns out that for the Schatten p-norm of sparse matrices, the space dependence on the number of passes is "smooth", allowing to "pick" the desired pass-space trade-off. Specifically, for any integer s ≥ 2, one can (1 ± ε)-approximate the Schatten p-norm in ⌊ This formulation can be interpreted as partitioning the (contributing) length-q cycles according to their heaviest row, denoted here by i 1 . Analogously, for any integer s ∈ [2, p − 1], we can split the cycle into s + 1 segments of length roughly q s+1 , and let the heaviest row in each segment "cover" its segment, except for the heaviest row in the entire cycle that will "cover" two segments. To evaluate the entire cycle we need ⌊ q s+1 ⌋ + 1 passes, and O p,s (k 2ps n 1−1/s ε −3 ) words of space. In the first subsection we focus on the case s = 2, and present a BFS-based algorithm, followed by a brief explanation how to replace the BFS with the adaptive sampling presented in the previous sections to improve the dependence on k. In the second subsection we generalize the result and sketch the proof using ideas mentioned above.
The basic case
As mentioned, Equation (3.3) can be interpreted as considering only cycles that "start" from the heaviest row of the cycle (by "rotating" the cycle). We suggest a variation on this idea. Given a q-cycle "starting" at the heaviest row i, we then identify the row j, that is the heaviest among the rows that are at least q/3 cycle-hops away from i. In other words, if the cycle is (i = i 1 , . . . , i q ), then j is the heaviest among (roughly) i q/3 , . . . , i 2q/3 . Therefore, our aim is to sample rows i and j and then to connect four paths: two starting from i and two starting from j. As we don't know in advance the hop-distance of row j from the connecting points, we keep all possible options and only later decide which ones should be used for the "stitching".
Formally, we augment the notation of paths presented in Section 3. For indices i, j, i 1 ∈ [n] and integers t ′ ≤ t ′′ ≤ t, define Γ
As we are actually interested in the special case where t ′ = ⌊ q 3 ⌋ + 1 and t ′′ = q − ⌊ q 3 ⌋, we shall omit t ′ , t ′′ from the superscript in this special case.
Recall that we focus on cycles in which i 1 = i, i.e. the heaviest row is the starting of the cycle. Furthermore, we want j = i l for some l ∈ {⌊ q 3 ⌋ + 2, . . . , q − ⌊ q 3 ⌋}, i.e. j is part of the cycle, and is at least ⌊ q 3 ⌋ cycle-hops away from i. Accordingly, we can rewrite the Schatten p-norm as
We are now ready to present our estimator and an algorithm implementing it. In the algorithm, instead of summing over all i, j ∈ [n], we sample two multisets I, J and do a BFS of depth ⌊q/3⌋ from each i ∈ I and j ∈ J and later can enumerate over all cycles involving these i, j as in (5.1).
Algorithm 4 Two-Set based Algorithm for Schatten
In parallel 2r times do
3:
4:
sample a row i ∈ [n] with probability τ i = In pass 2 ≤ t ≤ ⌊q/3⌋ + 1 do 6:
store all rows of distance at most t − 1 from i that have l 2 -norm smaller than row i 7: let multisets I and J contain the first and last r samples (from line 4), respectively
Theorem 5.1. There exists an algorithm that, given p ∈ 2Z ≥2 , ε > 0 and a k-sparse matrix A ∈ R n×n that is streamed in row-order, makes ⌊ p 6 ⌋ + 1 passes over the stream using at most O p (k 4p √ nε −3 ) words of space and outputsȲ (A) that (1 ± 2ε)-approximates A p Sp with probability at least 2/3.
Before the proof, we state the following theorem, which can be viewed as a variant of the Importance Sampling lemma (Theorem 2.2).
Lemma 5.2 (Two-Set Sampling). Let z = i,j∈[n] z i,j > 0 for n ≥ 1, and suppose the matrix defined by {z i,j } is ∆-sparse. 5 Let I, J ∈ [n] be two random multisets of size r, where each of their 2r elements is chosen independently with replacement according to the distribution (τ l : l ∈ [n]). Consider the estimator Y = 1 r 2 i∈I,j∈J
The proof of Lemma 5.2 is given in Appendix 9.3. We now proceed to the proof of Theorem 5.1, remarking that k O(p) factor can be improved by using the Projection Lemmas, but for simplicity we use more straightforward arguments.
Proof of Theorem 5.1. First we remark that indeed in ⌊q/3⌋ + 1 passes all the needed rows of a cycle are kept. For any cycle, row i needs to "cover" ⌊q/3⌋ + 1 + (q − (q − ⌊q/3⌋)) = 2⌊q/3⌋ + 1 rows (including itself), which indeed happens as we do a BFS of size ⌊q/3⌋. Row j, must cover at most q − ⌊q/3⌋ − (⌊q/3⌋ + 2) = q − 2⌊q/3⌋ − 2 rows, including itself. As ⌊q/3⌋ + 1 ≥ q − 2⌊q/3⌋ − 2, we indeed again cover all possibly needed rows in the ⌊q/3⌋ + 1 passes. We now go on to proving the approximation bounds. Let β := 
Then, by Equation (5.1), z ′ := i,j z i,j = A p Sp . Since line 8 in the algorithm considers only pairs (i, j) where
Let us show that the omitted terms do not contribute much to z ′ = A p Sp , and thus the error introduced by omitting them is small. For simplicity assume q/3 ∈ N, then
As c(i, i 2 , . . . , i q ) ≤ q, and using the conditions on i and j we get
As each row has at most k 2 "neighboring" rows,
Therefore, using Fact 2.1, we conclude
We proceed to show that the standard deviation of our estimator is bounded by εz, meaning that w.h.pȲ ∈ (1 ± ε)z, and together with (5.3) this yieldsȲ ∈ (1 ± 2ε) A p Sp . To this end, we want to use Lemma 5.2 and thus wish to show that
and that λ :
meaning that . We remark that (5.5) is indeed sufficient, as τ j ≤ τ i , as otherwise z i,j = 0 and the inequality trivially holds. To prove (5.4), we use similar arguments as above, together with (5.3),
To prove (5.5), fix i, j such that
, then by similar arguments, together with (5.3) and Fact 2.1,
using norm properties (basically applying v q ≤ n 1/q−1/p v p to the vector v = ( a 1 2 , . . . , a n 2 )),
We further note that for z i,j to be non-zero, row j must be at distance at most ⌈q/2⌉ from row i, and thus each row can participate in at most k 2⌈q/2⌉ different non-zero z i,j , i.e., ∆ ≤ k p/2+2 . Combining all the above, we conclude that setting r = O(ε−2λ∆) · 2qk p−2 = O(ε −3 q 5/2 k 3p−6 √ n) will give w.h.p a (1 ± 2ε)-approximation to the Schatten p-norm by Chebyshev's inequality.
As for each row in I ∪ J the algorithm stores neighborhoods of size O (k 2 ) q/3 , and storing each row in the neighborhood takes O(k) words, there is an extra factor of k p/3+1 . Thus the total space is O(q 5/2 k 10p/3−5 √ nε −3 ) words.
Remark. As mentioned earlier, the BFS approach can be replaced with the adaptive sampling approach from previous sections. For the first r samples (in I), the algorithm adaptively samples two paths of length (roughly) q/3, similarly to Section 4.3. For each of the last r samples (in J), the algorithm chooses ρ ∈ [q/3] uniformly at random (and independently of all other steps), and adaptively samples a path of length ρ and a path of length (roughly) q 3 − ρ. It then tries to "stitch" these paths to create q-cycles. The bound on λ (i.e. (5.5)) increases by a factor of q/3 due to ρ (this can be viewed as replacing the BFS with multiple random paths), but as the algorithm does not keep the enitre neighborhoods, a k p/3 factor is shaved from the space complexity. This, together with a tighter analysis can improve the dependence on k in Theorem 5.1 to k 19p/8+O(1) .
General s (using
We generalize the algorithm from the previous subsection, such that given some integer s ∈ [2, p−1], the algorithm samples in parallel in the first pass r · s rows for r = O p,ε,s (k 4p n 1−1/s ), where each "seed" row i is sampled with probability τ i = , keeping all the shorter rows (in l 2 -norm) in the neighborhood of each seed. The first r samples are denoted as multiset I, and the other samples are split into s − 1 multisets of size r denoted as J 1 , . . . , J s−1 . The algorithm then considers s-tuples (i, j 1 , . . . , j s−1 ) where i ∈ I and every row j u ∈ J u has l 2 -norm in the range (β ′ , 1) relative to that of row i, for
. The estimator is formed by looking at the eligible s-tuples, and for each such tuple adding the contributions of all the q-cycles obtained by "stitching" paths of length (roughly) q s+1 passing through these seeds, as follows: Proof Sketch. The proof follows similar steps as the proof for s = 2. First, the error introudced by taking only certain cycles changes, as now we miss cycles in which at least one of the sampled j u is smaller than β ′ . However their total contribution can be bounded by (s − 1)(β ′ ) p/(s+1) qk p−2 < ε relative to A p Sp . Next, an s-Set Sampling Lemma is proved using the same arguments as the Two-Set Sampling Lemma. It asserts that the estimator
is unbiased, and that if λ > 0 satisfies that for every i, j 1 , . . . ,
The proof for the inequality analogous to (5.4), which bounds the ratio between the absolute sum of z i,j 1 ,...,j s−1 and z, is the same. To prove the bound λ (i.e. analogous to (5.5)), we need to bound the shortest j u among rows (j 1 , . . . , j s−1 ). To do so we first bound all "seeds" except j u using row i, and then use the same arguments that result in λ = C ε qk p n s−1
The space complexity analysis is as in the proof of Theorem 5.1, resulting in
words of space.
Row-Order Model One-Pass Lower Bound
We show an Ω(n 1−4/p ) lower bound for one-pass algorithms and even p values in the row-order model, obtained by analyzing for even p values a construction presented in [LW16a] . This construction (based on a reduction from the Boolean Hidden Hypermatching [VY11, BS15]), although not mentioned in their paper, is applicable also for the row-order model, as one can easily verify by following their proof of the theorem stated below (Theorem 3 in [LW16a] ). 6 We first recall the definitions presented by [LW16a] . Let D m,l (0 ≤ l ≤ m) be an m × m diagonal matrix with the first l diagonal elements equal to 1 and the remaining diagonal entries 0, and let 1 m be an m dimensional vector full of 1s, i.e. 1 m 1 T m is the m × m all-ones matrix. Define
where γ > 0 is a constant (which may depend on m).
Let m ≥ 2, and p m (l) = m l /2 m−1 for 0 ≤ l ≤ m. Let E(t) be the probability distribution defined on even integers {0, 2, . . . , m} with probability density function p m (l), Similarly, let O(t) be the distribution on odd integers {1, 3, . . . , m − 1} with density function p m (l). We say a function f on square matrices is diagonally block-additive if f (X) = f (X 1 )+. . .+f (X s ) for any block diagonal matrix X with square diagonal block X 1 , . . . , X s . As noted by [LW16a] , f (X) = i f (σ i (X)) is diagonally block-additive.
Theorem 6.1 (Theorem 3, [LW16a] ). Let t be an even integer and A ∈ R N ×N , where N is sufficiently large. Let f be a function of square matrices that is diagonally block-additive. If there exists m = m(t) and constant γ (which may depend on m), such that the following "gap condition" holds:
then there exists a constant c = c(t) ≥ 0 such that any row order streaming algorithm that approximates f (A) within a factor 1 ± c with constant error probability must use Ω t (N 1−1/t ) bits of space.
We are now ready to present the analysis for even p values, yielding in the following lemma.
Lemma 6.2. For f (x) = x p , p ∈ 4Z + : p ≥ 8, the gap condition (6.1) is satisfied if and only if t ≤ p/4, under the choice that m = t and γ = 1.
Let q = p/2. It holds that
and using the binomial theorem,
We note that the alternating sum double the even values the zero out the odd values, thus the above can be rewritten as
and by applying it again, on the second multiplicative term,
Combining the two insights results in
We further note that for l = 0, the term in the inner parentheses is non-zero only when q−i 2 = j. In this case we get, using the binomial theorem once more,
Therefore, we can rewrite (6.2) as
and using [LW16a] observation, = 1 2 t−1 (−1) t t! We remark that for p ≡ 2 (mod 4), the lemma requires t ≤ (p − 2)/4, and the proof holds by consideringq = (p − 2)/2. The next theorem follows easily by combining Theorems 6.1 and 6.2. Theorem 1.2. For p ∈ 2Z ≥2 , there exists a constant ε(p) > 0 such that any algorithm that, given an O p (1)-sparse matrix A ∈ R n×n streamed in row-order, makes one pass and outputs Y (A) that is a (1 ± ε(p))-approximation to A p Sp with probability at least 2/3, must use Ω(n 1−4/⌊p⌋ 4 ) bits of space.
Proof. Let A be the matrix as in the proof of 6.1. Let us first assume p ≡ 0 (mod 4). As shown in Lemma 6.2, condition (6.1) holds for f (x) = x p and t ≤ p/4, thus by Theorem 6.1 the bit space complexity is Ω(n 1−1/t ) = Ω(n 1−4/p ). For p ≡ 2 (mod 4) the claim holds for t ≤ (p − 2)/4, yielding an Ω(n 1−4/(p−2) ) bits lower bound.
We note that for p ≡ 0 (mod 4) the above matches up to logarithmic factors the upper bound for the Row-Order algorithm presented by [BCK + 18], i.e. tight for matrices in which every row and column has O(1) non-zero elements. For p ≡ 2 (mod 4), there is a small gap: the lower bound is Ω(n 1−4/(p−2) ) while the upper bound obtained by [BCK + 18] isÕ k (n 1−4/(p+2) ).
7Õ ε (1)-Space Algorithm for Schatten 4-Norm of General Matrices
We present anÕ(1/ε 2 )-space algorithm for a (1 + ε)-approximation of the Schatten 4-norm in the row-order model. As this result does not depend on the sparsity and is applicable to any matrix, it significantly improves the previously known row-order algorithm, presented by [BCK + 18], and is also better than the result of Section 4.1.
The algorithm exploits the fact that A ⊤ A = i a ⊤ i a i (i.e. the outer product of a row with itself), and sketches
. To do so, it uses two random 4-wise independent vectors, following an idea presented by [IM08] (extending the classic [AMS99] result), stated as follows.
Lemma 7.1 (Lemma 3.1, [IM08] ). Consider random h, g ∈ {−1, 1} n where each vector is 4-wise independent (and independent of the other one). Let v ∈ R n 2 and z j = h j 1 g j 2 for j ∈ [n] 2 , and
Algorithm 5 Algorithm for Schatten 4-Norm of General Matrices in Row-Order Streams Input: A ∈ R n×n streamed in row-order, ε > 0. with constant probability.
Proof. Consider one copy of the independent sketches. Using simple manipulations, we can write:
By looking at A ⊤ A as vector of dimension n 2 , it easily follows from 7.1 that
. Repeating the sketch O(1/ε 2 ) times independently, decreases the variance and gives the desired result (by Chebyshev's inequality).
Applications
Polynomials such as the Taylor expansions and Chebyshev polynomials can often approximate functions over specific intervals. Hence, space efficient algorithms to approximate Schatten p-norms can potentially lead to algorithms for other functions of the spectrum. Often these approximations are over a small interval near the origin and hence one needs to condition the spectrum dividing the matrix by its largest singular value. While approximating polynomials of the spectrum in order to approximate other functions is a promising direction, the prohibiting step in this approach is often computing the largest singular value in a space efficient way.
Approximating the Log-Determinant of a Positive Definite Matrix
We present an application of our Schatten norm estimator to approximating the log-determinant of sparse positive definite matrices in data streams. Throughout, log x denotes the natural logarithm of x.
Definition 8.1 (LogDet Problem). Given a Positive Definite (PD) matrix A ∈ R n×n , compute log det(A).
Boutsidis et. al. [BDK + 17] presented a time-efficient approximation algorithm for PD matrices using a Taylor expansion of the matrix logarithm. As this Taylor expansion only converges when all eigenvalues lie in the interval (−1, 1), they suggested two settings: one in which all the matrix eigenvalues lie in the interval (θ, 1) for some 0 < θ < 1, and another for general PD matrices. Using their ideas together with our Schatten norm estimator, we obtain the following theorem for the first setting.
Theorem 8.2. There is an algorithm that, given ε, θ ∈ (0, 1) and a k-sparse PD matrix A ∈ R n×n that is presented as a row-order stream, and all of whose eigenvalues lie in the interval (θ, 1), the algorithm makes m/2 passes over the stream using O m (k 3m/2−3 ε −2 ) words of space, for m = ⌈ 1 θ · log 1 ε ⌉, and then outputs an estimate ρ(A) such that Pr ρ(A) ∈ (1 ± 2ε) log det(A) ≥ 2/3.
To prove this theorem, we need the following lemma, to express log-determinant using the traces of matrix powers. In [BDK + 17] these traces are approximated by iteratively multiplying the matrix using Gaussian vectors. While this is a time-efficient method, it is not space-efficient when the input matrix is sparse, and therefore replacing it with our streaming algorithm would improve the space complexity. . . , λ n > 0 are its eigenvalues. Furthermore, for such matrices our algorithm works for every integer p ≥ 2, while for p = 1 one can compute A 1 S 1 = Tr(A) by directly summing the main diagonal entries. Therefore, we can compute all these m terms in parallel using Algorithm 1, where each instance takes at most m/2 passes and O m (k 3m/2−3 ε −2 ) words of space.
In the general case, as mentioned, an approximation α to the largest eigenvalue is required. Thus if no extra information regarding the matrices is provided, then a dependence on the matrix dimensions could be unavoidable. However, if for example the eigenvector corresponding to the largest eigenvalue is k ′ -sparse (or approximately sparse, i.e., there exists a k ′ -sparse vector close to the eigenvector in the l 2 sense), then it is possible to use the Truncated Power Method [YZ13] to obtain an approximation to λ 1 using O(k · k ′ ) space.
Approximating the Spectrum of PSD matrices
We present an application of our algorithm to (weakly) estimate the spectrum of a matrix, with eigenvalues bounded in [0, 1] using approximations of a "few" Schatten norms of the matrix. This is based on the work of Cohen-Steiner et. al [CSKSV18] on approximating the spectrum of a graph which is in turn based on insightful work by Wong and Valiant [KV16] on approximately recovering a distribution from its moments using the Moment Inverse method.
Fix a PSD matrix A ∈ R n×n with eigenvalues 1 ≥ λ 1 ≥ . . . ≥ λ n and define the l-th moment of the spectrum to be show that estimating O(1/ε) moments of A up to multiplicative error O(ε) is sufficient to estimate the spectrum of A within earth-mover distance O(ε). It is well-known that the the L 1 distance between two sorted vectors of length n is exactly n times the earth-mover distance between the corresponding point-mass distributions (uniform probability on each of the n indices). Hence, the recovery scheme of CohenSteiner et. al. allows us to recover the spectrum within L 1 distance O(εn) by estimating only O 1 ε moments of the matrix A. Specifically, we get the following result, Theorem 8.4 (Theorem 7, [CSKSV18] ). Given a constant ε > 0, there exists a parameter s = C ε (where C > 0 is an absolute constant) and an algorithm R such that, for a PSD matrix A ∈ R n×n with eigenvalues λ = (λ 1 , . . . , λ n ) ∈ [0, 1] n and a vector y ∈ R s with the property that y i = λ i i ± exp(−C ′ ε) for all i ∈ [s] and absolute constant C ′ > 0, R reads y and outputs a vector λ such that λ −λ 1 ≤ εn.
For an error parameter ε > 0 and parameter s = C ε (where C > 0 is an absolute constant) as defined in the above theorem, given a k-sparse PSD matrix A ∈ R n×n that is streamed in row-order and whose eigenvalues are in the range [0, 1], one can use Algorithm 1 to compute the vector y ∈ R s with the desired guarantee using space O(k 3s/2−3 exp(−C ′ ε)) for some absolute constant C ′ > 0 and using s 2 passes over the stream.
