This research proposes a hybrid approach, combining a GA with an event-based heuristic, to deal with the discrete berth allocation problem (DBAP) and dynamic quay crane assignment problem (DQCAP) simultaneously. Three hybrid GAs, each using a same crossover operation but different mutation operations, were developed. A two-stage procedure was used to develop solutions for the simultaneous DBAP and DQCAP. Firstly, a berth and an initial number of QCs are assigned to a ship by the GA. Subsequently, the assigned number of QCs to a ship can be adjusted by the event-based heuristic. Experimental results showed that these HGA have a better performance than a traditional GA in terms of fitness value. Especially, the HGA with Thoros mutation operation outperform the others.
Introduction
A container terminal (CT) consists of seaside, yard and landside areas. In the seaside area it includes three well-known operational problems, berths allocation problem (BAP), quay cranes assignment problem (QCAP) and quay cranes scheduling problem (QCSP), which can affect the performance of a CT considerably. This research focused on the BAP and QCAP are simultaneously.
The BAP allocates berths to ships and it includes static BAP (SBAP) and dynamic BAP (DBAP) version. The SBAP only considers arrived ships while the DBAP also takes incoming ships into consideration. Considering the quay configuration, the BAP can be characterized as discrete and continuous versions. The discrete BAP separates a quay into fixed sections while the continuous BAP (CBAP) uses the quay as continuous line to accommodate calling ships. This research devotes to the dynamic and discrete BAP (DDBAP). In addition, the dynamic QCAP that also considers incoming ships and allows the changes on QCs assigned to a ship is simultaneously focused in this research.
Exact and approximate approaches have been used to solve BAP and/or QCAP. However, the exact approaches tend to encounter the computational intractable problems when dealing with a big-size problem because of Non-deterministic Polynomial-computational hard (NP-hard) [1] . In this research the approximate approaches such as metaheuristics were focused. It is found that Genetic Algorithms (GAs) have been playing as the mainstream approach in dealing with seaside operational problems [2] .
The BAP and QCAP have been suggested to be solved in an integrated way in order to have a good overall system performance. An individual study is found with the disadvantage of neglecting the interrelationships of various levels of seaside operational problems [3] . In addition, a BAP-only study usually has to assume fixed handling times for calling ships [4] . As a result, recent studies have been increasingly solved the seaside operational problems simultaneously [5] - [8] . One problem found in past GA-based approaches is that they do not readjusted QCs to ships over time, which cannot best utilize available QC capacity. This time-invariant QC assignment is found being inflexible and in efficient than the variable-in-time QC assignment that, instead, allows QCs adjustment for ships.
This research proposes using HGAs to deal with the simultaneous DDBAP and DQCAP. Three HGAs are developed in this research. Each of them employs a different mutation operation; the HGA1 uses a swap mutation; HGA2 uses a Thoras mutation; HGA3 uses a Thoros mutation. A two-stage approach was used. The first stage generates a DQCAP solution and time-invariant QC assignment. The second stage uses an event-based heuristic transforms the DQCAP solution into one with variable-in-time QC assignment. Experiments have been conducted and the results showed that a HGA with variable-in-time QC assignment can outperform a GA with time-invariant QC assignment. In addition, among the three proposed HGAs the HGA3 with the Thoros mutation has the best performance in terms of fitness value.
Relevant Studies
Some studies focused on the simultaneous DBAP and QCAP. Formulating the two problems as an IPM, [5] proposed a GA-based heuristic to solve the two problems, with the aim to minimize total service time. A crane transfer scheduling algorithm based on the maximum flow problem was used to obtain a solution. The GA can find approximate solutions. [6] also used a GA as the main approach, after formulating the two problems as a 0-1 nonlinear programming model. The objective was to find the minimum cost solution considering sub-costs of waiting and handling times of ships. In that study arrival and handling times of ships were treated as stochastic variables. [9] used a hybrid GA (HGA) to solve the two problems, after formulating the two problems as an IPM, with the objective to minimize the total cost including sub-costs of waiting, handling and delay. The the HGA could find an approximate solution. Though allowing QCs to change among berths and considering the costs of QC setups and movements, that HGA still can only support time-invariant QC assignments. In [8] the researchers further improved the HGA, taking factors including QC movements and ship priority into account. However, none of GA approaches mentioned above can support variable-in-time QC assignment.
Estimation of the Working (Berthing) Duration
The Eq. (1) is proposed for estimating the operational time (OT tj ) required for ship j in time period t.
QCs setup and movement time =
where (t) the total QC setup and movement time required for ship j at time period t.
the fixed setup time for each QC. the average moving time required for a QC to reach the next berth. the total moving distance (in units of berths) for additional QCs assigned to ship j at time period t. the total number containers to be handled for ship j at time period t. the working rate of a QC (containers/hour). the number of QCs assigned to ship j at time period t. the number of QCs assigned to ship j at time period t-1
The Hybrid GA approach
The HGA combines a GA with an event-based heuristic to generate solutions.
The GAs
Chromosome Representation. The chromosome includes two segments, each containing n genes, where n is the total number of calling ships within planning horizon. In the left segment the jth (jϵ[1,n]) gene value is an integer indicating the berth number assigned to the ship j whereas in the right segment the jth (jϵ[1,n]) gene value is an integer indicating the number of QCs assigned to the ship j.
Population initialization. Given the total number of chromosomes, the population of the GA is derived by iteratively generating from the interval [1,m] (where m is the total number of berths) for the left segment and from the interval [r min , r max ] for the right segment of a chromosome until the specified number of chromosomes is reached.
Population reproduction.The Roulette Wheel Selection is used for population reproduction. Each chromosome in the population is assigned for a slice of circular roulette wheel with its size being proportional to the fitness value (FV) of the chromosome.
The Event-Based Heuristic
Eq. (2) is for finding the next event time of stage ε, which is the minimum value in the two sets, and { , where is the ETA of ship j ( and is the expected completion time of berthed ships ( estimated at the stage . With the , its type and owner can be determined accordingly; if jϵA the next event is "to berth"; else "leave" event.
=
(2) Also, Eq. (2) is subject to the following constraints in Eq. (3).
(3) where the total number of ships. a set of ships at "to berth" state. a set of ships at "berthed" state. a set of ships at "left" state. the current stage number. the expected completion time (ECT) of ship j ( ) estimated at the previous stage . the estimated time of arrival (ETA) of ship j ( ). Eq. (4) is used to estimate the for a berthed ship j when readjusting QCs for ship j for the stage ε.
= =
(4) where the number of QCs assigned to ship j at the previous stage the number of QCs assigned to ship j at the current stage
The Hybrid GA Approaches
The main logic flow of HGA is shown below.
(1) Set the population size (P) crossover rate (Rm), mutation rate (Rc), the maximum number of generation gm, and set the current generation i to 1 (i=1). otherwise, i=i+1 and go to step (4) .
Objective Function and Fitness Value Function
The objective function is defined in Eq. (5) that considers costs of waiting, delay and handling.
(5) The BT j is a berthing time of ship j; a j is the ETA of ship j; ECT j is the expected completion time of ship j; d j is the actual departure time of ship j; and TOT j is the total handling time of ship j. The are cost values for waiting, delay and processing. The FV function defined in Eq. (6) .
FV= (6)

Experimental Results
Java was used for programming and experiments were conducted on a PC with an Intel Pentium 2.4 GHz CPU and 4G DRAM while values Rc=0.4, Rm=0.5, P=50 and g m =500 for GAs were used.
Parameter Settings
The parameters values inlcuding m=3, n=20, q=8, =0.8, =0.3, =25 (containers/hour), =0.15 (hour), =0.25 (hour) and [ ]= [1, 3] were used. The are set to 1000 USD/hour. The data values of and for calling ships were randomly generated from the intervals [0,168] (hours) and [1, 700] (TEUs), respectively. After this, ship priority (p j ), desired berth location (b j ) and expected time of departure (ETD j ) were generated continuously. The values of b j (j=1,…,n) were randomly selected from the set of berths [1,m] . 
The Improvements of Average FVs of HGAs
Summary
Compared with a GA with time-invariant QC assignment, the HGA with variable-in-time QC assignment can have a better performance. Fig. 1 shows the percentages of advantage edges of HGAs under different problem sizes. Generally speaking, the advantage increases at a bigger problem. At the problem size of 100x3, the HGA3 is has the biggest advantage edge (123.3%).
Our experiments showed that the GA with Thoros mutation performs the best; the GA with Thoras is the second best; the GA with Swap mutation performs worst. The three-point operation appeas to better explore the solution space than the two-point mutation operation.
The advantage of the HGAs may mainly come the variable-in-time QC assignment due to better utilize avaialbe QCs, which leads to earlier complettion sof ships, and finally earler rease of occupied berth. As a result, the reduction of waiting times for ships and eventually the delay time of ships. The chain effect results in greate benefit.
The average computational for HGAs to complete experimental runs under different problem sizes nx3 (with n=20, 40, 60, 80 to 100) are acceptable (for the poblem size 100x3 about 547 seconds.
