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A new generation of electronic devices that use the spin of the electron instead 
of its charge as a means to manipulate information has recently emerged. These so 
called “spintronic” devices exploit effects such as giant magneto-resistance (GMR) in 
magnetic thin-film heterostructures and are already commercialized in today’s high-
density hard disk drives. Another potential major economic impact from the 
discovery of GMR is anticipated to come from nonvolatile magnetic random access 
memory (MRAM). The keys to next generation devices depend upon the 
enhancement of magneto-resistive sensitivity and stability of GMR structures, as well 
as the invention of novel methods to change the magnetizations of one or more 
ferromagnetic layers. In this dissertation, I have addressed both aspects by improving 
fabrication processes in various magneto-resistive thin films and developing a novel 
magnetic memory cell utilizing current pulse induced magnetization switch.  
  
In the study of magnetic multilayer thin films, three advanced process issues 
have been addressed, these include: (i) the use of exchange coupling as a tool to 
estimate the critical thickness for the pinhole appearance in ultra-thin Cu films in 
GMR structures and Al2O3 barrier in tunneling magneto-resistance (TMR) structures; 
(ii) the role of aluminum oxides and metals as barriers against thermal oxidation of 
ferromagnetic metals in air; (iii) assessments of ballistic magneto-resistance (BMR) 
effects into practical devices by using electrochemical deposition to fabricate 
nanometer size contacts in both thin film and wire geometries. In the study of current 
pulse induced magnetization switch for MRAM, we have demonstrated domain wall 
motion in patterned ferromagnetic films for the first time and developed selective bi-
stable domain configurations controlled by current pulses. Based on these discoveries, 
we built and successfully implemented a one-byte memory cell, which has far simpler 
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 Advances in magnetic technology have been more profound in the last ten 
years than in any other point in the history. This fact is readily obvious for any 
computer user who has seen the capacity of hard disk drives swell from 10 MB to 
100 GB since the early nineties [1]. Magnetics is also rapidly entering the world 
of solid state memory and magnetic random access memories (MRAMs) are being 
developed for niche applications such as satellite communications and mobile 
computing applications [2, 3].  Much of this progress can be attributed to the 
advances in fabrication technology and the understanding of magnetism at 
nanometer scales.   
Pushing the envelop towards the next generation magnetic sensing and 
MRAM hinge on the developing of sensors with very high signal to noise ratios 
and efficient ways to alter magnetic states.  A key parameter is sensitivity, which 
is defined as the resistance change with presence of a magnetic field. A 
breakthrough occurred with the discovery of so called “giant magnetoresistance” 
(GMR) in 1988 in multi-layers of ferromagnetic/noble metal/ferromagnetic films 
[4], as well as the observation of enhanced MR sensitivity in magnetic tunnel 
junctions (MTJ) comprised ferromagnetic/insulator/ferromagnetic layers [5]. 
These effects produce MR in range of 15-30%, which is one order of magnitude 
higher than the traditional anisotropic MR (AMR) in continuous films. From a 
technical point of view, the challenges are related to the quality of the 
nonmagnetic/magnetic interfaces and the optimization of the thickness that are 
devoid detrimental effects due to imperfection.  
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In MRAM implementation, a crucial step is to develop new ways of 
changing the magnetization direction of one or more of the active electrodes.  The 
conventional approach that generates a magnetic “write” field from an external 
wire is dated despite its widespread use in the industry. A drawback is the 
difficulty in localizing the field to switch one component and not its neighbor.  
 This thesis is focused on solving some of the most important issues related 
to magnetic device development. In the area of magnetic sensing for storage 
applications, I will address the interfacial issues related to the minimization of 
barrier layers in GMR and TMR devices as well as develop methods for 
producing ballistic magnetoresistive effect in planar geometry. In the area of 
magnetic random access memory, I have implemented Prof. Gomez’ idea of local 
magnetization switching without using external fields but rather relying on 
domain wall motion induced by spin-polarized currents. Finally, I have fabricated 
a novel MRAM cell based upon current induced magnetization switching and 
demonstrated its efficacy in a one-byte prototype. 
 The main contributions of my work are listed below, including my 
publications on each topic: 
1. By measuring exchange coupling, we determined the critical 
thickness for the pinhole appearance in spacer of GMR and 
barrier in TMR. “Detection of Pinholes in Ultra-thin Films by 
Magnetic Coupling”, Material Research Society Symposium 
Proceedings, Vol. 674, 2001. 
2. Established the role of aluminum oxides and metals as barriers 
against thermal oxidation of ferromagnetic metals in air. “Thin 
Al, Au, Cu, Fe, Ni and Ta Thin Films as Oxidation Barriers for 
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Co in Air”, Journal of Applied Physics, 8731 (93), 2003. “Ultra-
thin Aluminum Oxide as a Thermal Oxidation Barrier on Metal 
Films”, Thin Solid Films, 219 (415), 2002. 
3. Assessed ballistic magneto-resistance effects in planar 
geometry. “Magnetoresistance of Ferromagnetic Point Junctions 
from Tunneling to Direct Contact Regimes”, IEEE Trans. on 
Magnetics, 2004, in press. “Artifacts in Ballistic 
Magnetoresistance Measurements”, Journal of Applied Physics, 
2004, in press. “Resistance Changes Similar to Ballistic 
Magnetoresistance in Electrodeposited Nanocontacts”, Applied 
Physics Letters, 236 (84-2), 2004. “Ballistic Magnetoresistance 
in a Nanocontact between Ni Cluster and a Magnetic Thin 
Film”, Applied Physics Letters, 79 (18), 2001. 
4. Demonstrated, for first time, domain wall motion in patterned 
film by using current pulse. “Current-Pulse-Induced Domain 
Wall Motion Observed by MFM”, IEEE Trans. on Magnetics, 
36 (5), 2000. 
5. Developed a new MRAM cell using current induced bi-stable 
domain configurations and domain wall resistance. “Logic State 
Reading of a NiFe Magnetic Memory Cell Using Domain Wall 
Resistance”, in preparation. 
6. Optimized various thin film processing. “Coercivities above 10 
kOe in CoPd Superlattices”, Journal of Applied Physics, 2004, 
in press. “Co Layer Thickness Dependence of Exchange Biasing 
of IrMn/Co and FeMn/Co”, Journal of Applied Physics, 6611 
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(93), 2003. “Magnetoresistance Magnetometry of (Ni80Fe20)1-
xIrx Wire with Varying Anisotropic Magnetoresistance Ratio”, 
Journal of Applied Physics, 8104 (93), 2003. “Intermixing of 
Aluminum-Magnetic Transition-Metal Bilayers”, Journal of 
Applied Physics, 93 (10), 2003. “Anomalously Large 
Intermixing in Aluminum-Transition-Metal Bilayers”, Phys. 
Rev. B, 104427 (66), 2002. “Superconformal Electrodeposition 
of Silver Ballistic Magnetoresistance like Artifacts in 
Electrodeposited Nanocontacts in Sub-micron Meter Features”, 
Journal of The Electrochemical Society, 149 (8), 2002. “Feature 
of Domain Nucleation and Growth in Co/Cu/Co Synthetic 
Antiferromagnets Deposited on Obliquely Sputtered Ta 
Underlayers”, Journal of Magnetism and Magnetic Materials, 
240 (70), 2002. “Effect of Argon Gas-Cluster Ion Beam Etching 
on Surface Roughness, Crystallinity, and GMR Performance of 
a-Fe2O3 Bottom Spin valve”, MMM Conference 2001. 
 
  
 This thesis is organized as follows. In Chapter 1, I will provide a review of 
the state of the art in GMR, TMR and BMR devices. Chapter 2 discusses my 
contributions in the area of magnetoresistive devices as well as protection layers 
against oxidation induced device degradation. In Chapter 3, I will discuss the 
implementation and design of a new memory cell. Finally, Chapter 4 will provide 
an overall summary of the results and discuss the future directions based on this 
work. The Appendix discusses some of the important thin film fabrication and 
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characterization techniques and a flowchart of 8-bit memory cell Visual Basic 
control code.       
1.2 Phenomenological models of magnetoresistance  
 
Magnetoresistance, defined as the change of resistivity as a function of 
magnetic field or magnetic state, is a well-known phenomenon, and can be 
expressed generically as ρρ /∆ , where ρ∆  is the resistivity change under the 
magnetic field. Giant magnetoresistance (GMR) effect was first reported in 
Fe/Cr/Fe multilayers by Baibich [4], which demonstrated over ten times the 
magnetoresistance values in GMR than anisotropic magnetoresistance (AMR). 
AMR is due to the difference in resistivity with current flowing parallel and 
perpendicular to the magnetization. Another major advance was the successful 
fabrication of magnetic tunneling junction (MTJ) by Moodera [5] in 1995, where 
over 10% value of tunneling magnetoresistance (TMR) was observed when 
current flowed from one ferromagnetic layer across an insulating barrier to 
another ferromagnetic layer. In contrast to the conventional AMR in 
homogeneous ferromagnetic metals, GMR is present only in heterogeneous multi-
layer magnetic systems and arises due to interface scattering of the spin current. 
Recently, in 1999 magnetoresistance over 200% was experimentally discovered 
by Garcia et al. in Ni-Ni wires joined by a nanocontact [6].  In this case the 
electrons are believed to transverse the junction without loss of spin polarization 
and no scattering, the effect is labeled as “ballistic magnetoresistance”. 
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The origin of GMR effect lies in the spin dependent transmission of 
conduction electron between the magnetic layers through nonmagnetic space layer 
and depends on the relative orientation of the magnetic moments of the magnetic 
layers. This is so called “spin valve effect”. In ferromagnetic transition metals, the 
electrons are distinguished according to the projection of their spins along local 











H: magnetic field (KG) 
 
Figure 1 (a) A schematic drawing of the current-in-plane (CIP) GMR effect 
in two magnetic layers separated by a nonmagnetic spacer layer with
parallel and antiparallel magnetizations. (b) The first observed GMR effect
in Fe/Cr super lattice structure.   
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the local magnetization, respectively. These two types of electron have quite 
different scattering rates because of the difference in density of empty states at the 
Fermi level. Generally an electron will have a higher scattering rate when its spin 
direction is opposite to local magnetization. Consider the Fe/Cr/Fe structure in 
Fig. 1(a) and assume that the mean free paths of the electrons are much longer 
than the thickness of the multi-layers. Define 1R  and 2R  as the resistivity of the 
spin up and spin down electrons. If the magnetizations of both Fe layers are 
parallel (FM1//FM2) (resulting from an applied field), then resistivity of this 
multilayer system can be estimated as:          
)( 2121 RRRRRp +=    (1-1) 
Further assuming that an antiferromagnetic (AFM) RKKY-like interaction exists 
at zero field at the given Cr thickness, then the magnetizations of the two Fe layers 
will be antiparallel, and the resistivity of this system then becomes  
4)( 21 RRRap +=    (1-2) 
The GMR value is therefore given by [14]: 
21
2
21 4/)(/)(/ RRRRRRRRR ppapp −=−=∆             (1-3)  
Note app RR <  so that pRR /∆  can have a value of >100%. An alternative 
definition is 
apR
RMR ∆= . The alignment of the multi-layer is a function of the 
applied field so that )(HRR ∆=∆ . 
To date, there are three categories of GMR structures that have been 
invented: AFM coupled multilayers, multilayers with different FM layer, and 
exchange-biased spin valves. Antiferromagnetic (AFM) coupled multilayers 
structures have the form B/n*(F/S)/C, where B and C refer to buffer and cap layer, 
F is a transition ferromagnetic metal layer (Fe, Co, Ni and their alloys), and S is a 
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space layer (non-ferromagnetic transition metal or noble metal Cr, Cu, Ag, Au, 
Ru, etc.). At zero field the neighboring ferromagnetic layers display a spontaneous 
antiparallel magnetization alignment, arising from antiferromagnetic interlayer 
exchange coupling. The problem in maintaining antiferromagnetic coupling is the 
spacer layer, which has to be 1 to 20 mono-layers thick, is susceptible to pinhole 
formation, causing direct ferromagnetic coupling. This major technological 
challenge was addressed in 1986 when deposition techniques had improved to be 
capable of producing high quality thin films [1]. GMR of over 25% and 70% have 
been observed for Fe/Cr and Co/Cu respectively, with corresponding saturation 
fields of 25kOe and 10kOe at room temperature. The resistance of this type of 
structure is shown in Fig. 1b. At 4.2K the GMR values increase to over 100% [7]. 
These high GMR values partly result from good interface crystallographic 
matching between the ferromagnetic layers, or “super lattice structure.” In 
magnetic recording, large changes in resistance are required at low fields of 5 Oe 
to 10 Oe, which means AFM multilayers are at a disadvantage for this application 
because the required saturation fields are too high. An alternative technique which 
yields similar MR value at lower field has been accomplished using the so-called 
“pseudo spin valve” structures. These are formed by using two ferromagnetic 
materials with different coercivities and without antiferromagnetic coupling, 
which can be used to produce a change in the relative orientation of the 
magnetization in the successive ferromagnetic layers. One example is 
NiFe/Cu/Co. At a very low field, the low coercivity layer (NiFe) rotates. At higher 
field, the high coervicity layer (Co) rotates. The magnetization changes from 
parallel to antiparallel at the low field, thus the field required to obtain full GMR 
amplitude are much lower than in antiferromagnetic-coupled layers. The field is 
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on the order of the coercivity of the softer ferromagnetic material, which is only a 
few or tens of Oe. Another important structure is the exchange-biased spin valve 
(EBS). It consists of a ferromagnetic layer (F) in contact with an 
antiferromagnetic layer (AF). A unidirectional anisotropy along the field direction 
is established in the ferromagnetic layer either by cooling in a field through Neel 
temperature of the antiferromagnet, or by depositing in an external field. This 
results in a shift of the magnetization loop of the ferromagnet, where the field is 
applied along the anisotropy axis. This method is known as “exchange biasing” 
and it determines the relative orientation of the magnetization of two 
ferromagnetic layers used in GMR structures. The basic structure of EBS is 
substrate/AF/F/S/F. The space layer must be thick enough to magnetically 
separate the two ferromagnetic layers. When the applied field is along the 
anisotropy axis and is lower than the exchange bias field, only the uncoupled layer 
(free layer) changes its magnetization direction. When the field is increased to 
exceed the bias field, the biased layer (pinned layer) also reverses its 
magnetization. Hence, the relative magnetization orientation of the two 
ferromagnetic layers changes from parallel to antiparallel then back to parallel 
when the fields are swept from positive to negative saturation.      
An MR versus field curve for a typical exchange-biased spin valve 
prepared in our lab is shown in Fig. 2, which was obtained from the stack 
structure in Fig. 3. From the data, we can extract the coercivities of two 
ferromagnetic layers, the coupling between two ferromagnetic layers, and the 






























Figure 2  Plots of GMR loops of an exchange biased spin-valve (EBS) with  
(a) high magnetic field sweep and (b) low magnetic field sweep. 
H Field, (Oe)




































2.5 nm Co 
2 nm Cu
3 nm Co 
Figure 3 The stack structure of a bottom spin valve with transfer 
curves shown in Fig. 2.
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1.2.2 Tunneling magnetoresistance 
 
Tunneling magnetoresistance occurs when current flows from one 
ferromagnetic layer across an insulting barrier to another ferromagnetic layer in a 
tunnel junction. Like the GMR effect, a considerable change in resistance is 
observed when relative orientation of the two magnetic layers changes from 
antiparallel to parallel. Because of the difficulty of making pinhole free insulating 
barrier layers of only a few monolayers thick, it was only in 1995 that first 
reproducible magnetic tunnel junction (MTJ) was published [5].  
The origin of the TMR effect lies in the spin dependent tunneling 
probability of electrons from one magnetic electrode across the insulating layer to 
the other electrode. This is shown schematically in Fig. 4(a). The tunneling 
probability of the electrons depends on the density of states of spin up and spin 
down electrons (N1 and N2) for both electrodes (F1 and F2) at Fermi level. Fig. 
4(b) shows the approximate spin up and spin down band structures for parallel and 
antiparallel magnetizations. The Fermi levels of the bottom and top electrodes are 
slightly shifted due to the application of a voltage V, which gives rise to a 
tunneling current from F1 to F2. It is assumed that the spin of electron is conserved 
during tunneling. In case of parallel magnetization the total current is: 
2211 NNNNI p +∝    (1-3) 
In case of antiparallel magnetizations the total current is expressed as:  
1221 NNNNI ap +∝    (1-4) 
For magnetic materials with 21 NN ≠ , the parallel case will produce higher 









=−=     (1-5) 
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This model is somewhat simplified, as the barrier material also plays a role 
in both the magnitude and sign of this phenomenon [9]. However, this simple two-
band model is sufficient for understanding the MR of the AlOx-based junctions 
considered here. The most critical layer in the MTJ stack is the AlOx tunnel 
barrier. The tunnel barrier is very thin, ≤ 20 Å, and the tunneling resistance is 
exponentially dependent on its thickness. In addition to being free of pinholes and 




N1 N2 N1 N2 
V 
N1 N2 N1 N2
V
 F1 F1F2 F2 
(b) 
(a)
Figure 4. (a) Schematic drawing of a MTJ in which electrons tunnel from
one ferromagnetic electrode F1 to another F2 across an insulating barrier.
(b) Density of states of both electrodes for parallel and antiparallel
magnetizations respectively. 
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in the AlOx thickness result in large variations in the resistance. Because the 
conduction path is perpendicular to the layers, the device resistance scales as the 
inverse of the in-plane area, and its Resistance-Area (RA) product characterizes 
the barrier. For a submicron meter patterned MTJ device suitable for application 
as a magnetic recording reader or in MRAM, MR values above 20% and RA in 
the 1-100 Ωµm2 range are desired. These values have been obtained by optimizing 
aluminum thickness and oxidation time [10]. 
The layers of the MTJ stack are formed by sputter-deposition techniques 
with deposition rates in the Angstrom-per-second range. The best methods for 
producing the insulating tunnel barrier are not yet clear, but various techniques are 
currently under study throughout the world. The best results to date are for AlOx 
tunnel-barrier layers made by depositing a metallic aluminum layer, between 5 Å 
and 15 Å thick, and then oxidizing it by one of several methods [11]: plasma 
oxidation, oxidation in air (“natural oxidation”), ion-beam oxidation, oxidation by 
glow-discharge plasma, atomic-oxygen exposure, and ultraviolet-stimulated O2 
exposure. Fabricating MTJ with good resistance uniformity over an entire wafer is 
challenging. However, with excellent aluminum thickness uniformity, RA 
uniformity of 10% 1-sigma over a 150 mm wafer can be routinely obtained.  
1.2.3 Ballistic magnetoresistance  
 
A particularly intriguing MR effect arises when the spin electrons are 
made to flow through a 1D-like channels formed by introducing atomic size 
constrictions as barriers. Recently, an MR value > 200% has been achieved in Ni-
Ni and Co-Co nanocontacts in room temperature [6]. In the nanocontacts the 
electron mean free path is assumed to be longer than the size of nanocontact size 
 
The regime of electron transport is considered ballistic, thus the MR names 
“Ballistic Magnetoresistance” (BMR).   








=       (1-6)       
where )1/()1/( 2121 +−= DDDDζ   represents  the spin polarization. The function 
F describes the non-conservation spin and is dependent on ζ and λ (the domain 
width). Larger BMR effect is achieved with higher 21 / DD ratio (density of states 
condition) and smaller l/λ (ballistic condition), where l is the mean free path.   
In a nano-constriction, the electron transport mechanism can be explained 
by a simple 1-dimensional quantum mechanical model. For one atomic transport 
channel, this model gives one resistance quantum  













00    (1-7) 
where G0  is one conductance quantum. 
 
  Figure 5 presents the experimental values in form of plots of magnetic





Chapter 2: Multi-layer magnetic thin films 
 
2.1 Exchange coupling effects and detection of pinholes in ultra-thin 
films by magnetic coupling 
2.1.1 Background on exchange coupling  
An important issue in GMR is the exchange coupling which was first 
discovered by Meiklejohn and Bean in ferromagentic-antiferromagnetic Co-CoO 
powder compacts [14]. Exchange coupling or biasing manifests itself as a 
unidirectional anisotropy rather than uniaxial anisotropy in the magnetic layer.  The 
simplest EB system is comprised of an antiferromagnet in atomic contact with a 
ferromagnet grown in an external field as it is cooled below the Neel temperature. 
The center of magnetic hysteresis loop of the system will shift from zero to EXH , and 
this is referred to as exchange biasing (EB) field.  The applications of EB have been 
developed recently when Dieny proposed the exchange-biased spin-valve structure 
[15], which led IBM to market the first high-density hard disk drive (5 Gb/in2) using 
spin valve read heads [1].  
The exact mechanism for exchange bias in real systems is quite complicated 
because the dynamics of interface spins involves several competing interactions and 
highly dependent upon the atomic arrangement and morphology in the vicinity of the 
interface.  The early models [16] have in common the assumption of collinear 
magnetic structures on the F and AF sides of the interface (Fig. 6(a), (b)). The energy 




θθθ 2sincoscos ff KJHMtE +−−=    (2-1) 
where H is the applied field, M  is the saturation magnetization of ferromagnetic 
film, J is interlayer exchange between ferromagnet and antiferromagnet, and θ  is the 
angel between M and uniaxial anisotropy easy axis. A stable configuration is 


















2 . Because 21 cc HH ≠ , the hysteresis is biased and the exchange 
coupling is given by 
f
EX Mt









This term (Eqn. 2-2) is considered as a unidirectional anisotropy. However, 
the predicted value of exchange bias from this model is much larger than observed 
experimentally.  
Observing that the energy minimization of a long chain of magnetic moments 








Figure 6 Magnetic collinear interface configurations. The dashed line
marks the boundary between the F and the AF. (a) Full compensated
interface. (b) Uncompensated interface. (c) Rough interface. 
Figure 6 Magnetic collinear interface configurations. The dashed line marks the
boundary between the F and the AF. (a) Fully compensated interface. (b)




derived the magnetization profiles at the interface that develop domains both in F and 
AF layers [17]. A random interface model [18] based on the assumption of random 
rough F/AF interface (Fig. 6(c)) and Neel’s results gave the expression of exchange 














EX   (2-3) 
where σ  is the domain wall energy. This is essentially Eq. (2-2) with the addition of 
σ









Recent micromagnetic calculations by Koon [19] showed that at the F/AF 
interface, F moments are perpendicular to AF easy axis direction and the AF interface 
layer moments exhibit canting (Fig. 7). It is now apparent that in idealized systems, a 
combination of random interface and orthogonal magnetic arrangement provides a 
more realistic model [20]. Furthermore, because of the complexity of interface 
crystallography and magnetic structure even in an ideal system, several other models 
 
F AF AF AF 
Figure 7 Illustration of the perpendicular F and AF magnetic
interface configuration with spin canting in the first AF layer. Dashed
line marks the boundary. 
 
Figure 7 Illustration of the perpendicular F and AF magnetic interface





based on additional assumptions have been proposed to explain some other 
experimental results such as the “Frozen interface model” and “Local pinning field 
and domains” [21].  
In real films, various exchange coupling interactions including direct effects 
such as exchange anisotropy and indirect effects like magnetostatic coupling could 
simultaneously make contributions to magnetic properties. Apart from exchange 
anisotropy (coupling between the antiferromagnetic layer and the pinned 
ferromagnetic layer), coupling between free and pinned layers of spin valve may arise 
due to: 
Oscillatory exchange coupling 
Stray field/demagnetization coupling 
Neel “orange peel” coupling 
Magnetostatic coupling due to domain walls 
Pinhole coupling 
Oscillatory exchange coupling is an interlayer coupling (either positive or 
negative) of ferromagnetic layers separated by nonmagnetic layers. The sign 
oscillates as a function of the thickness of the nonmagnetic layer and the oscillation 
period is normally around 1 to 2 nm. This has consequences on the GMR effect in the 
geometry shown in Fig. 8. 
This effect was first reported by Parkin et al. [22], which showed that the 
strength of GMR in a Co/Cu superlattice oscillates as a function of Cu spacer 
thickness. Since no GMR effect is expected when the adjacent ferromagnetic layer 




corresponded to the ferromagnetic coupled state of the multilayers. In contrast, the 
maximum correspond to the antiferromagnetic-coupled state for those given Cu 
thicknesses. As the thickness of the spacer is varied, the report points out that the 
magnetization vector in adjacent ferromagnetic layers switch between parallel and 
antiparallel configurations. This oscillatory coupling was suggested to be similar in 
characteristics to the Ruderman-Kittel-Kasuya-Yosida (RKKY) type exchange 
oscillations that are generally observed as a function of distance between two 
magnetic ions that are embedded in a non-magnetic metallic medium. However, the 
oscillation period is much larger than in RKKY.  It is believed that RKKY oscillation 
is consistent with models including space quantization of the electrons in the 
nonmagnetic spacer layer, though the precise nature of these oscillations remains 












J   (2-4) 
where Λ  and ϕ are the wavelength and phase of the coupling, which are dependent 
on the crystal orientation. This model assumes perfectly smooth interfaces and 
attributes the coupling to the overlap of atomic orbits between the ferromagnetic 
layers.  From this equation, the exchange coupling strength could be calculated as: 
)/( 0 tMJH SE µ=    (2-5) 
where EH  is the coupling strength, and SM and t are the magnetization and thickness 
of ferromagnetic layer respectively. It is clear that the strength of coupling decreases 



















The Neel model can also describe the magnetostatic coupling caused by 
correlated oscillations of the magnetic layers in non-ideal films (“orange-peel” 
coupling, or topological coupling). These oscillations originate from the 
topographical roughness of the films. If the interface between the ferromagnetic layer 
and nonmagnetic spacer has correlated roughness, dipoles are set up across the 
nonmagnetic layer. Fig. 9 shows a schematic of such as orange-peel coupling. Each 






Figure 8 A schematic of GMR structure with two ferromagnetic layers 
separated by a nonmagnetic spacer with thickness of tCu. 
Figure 8 A sc c of GMR str cture with tw  ferromagn tic 















Figure 9 A schematic a GMR structure with correlated interface
between ferromagnetic layers and nonmagnetic spacer. 
 
Figure 9 A schematic a GMR struct r  ith correlated interface




magnetization in the two ferromagnetic layers. Neel further showed that if the 
correlated roughness has in-plane anisotropy, then the coupled energy between two 









π CutMMhJ −⋅⋅=     (2-6) 
where Cut  is the Cu spacer thickness, M  and 'M  are the saturation magnetizations of 
the  two ferromagnetic layers, h  is the interface amplitude, and λ  is the interface 













hH −⋅⋅=           (2-7) 
where t is the thickness of magnetic layer. The “orange peel coupling” strength is 
mainly determined by the amplitude h  and wavelength λ of the correlated interface. 
It increases quickly as a function of the square of amplitude, while it saturates when 
λ/Cut  is equal to a critical value.  
Ideally, the free layer and pinned layer are magnetically decoupled. However 
in practice some residual coupling exists between them. Both RKKY model and Neel 
model can be used to describe the mechanism. The respective strength or contribution 
of the two models depends on the configurations of the spin valves and their 
microstructures. 
2.1.2 Effect of pinhole coupling and pinhole detection by using low field 
MR curve  
Pinhole coupling is the caused by discontinuities in the nonmagnetic layer. 




schematically in Fig. 10. The coupling energy associated with pinholes is positive in 
nature, so that it tends to align the magnetization in two ferromagnetic layers in the 
same direction. The “free” layer becomes partially pinned by this coupling mode, 
which might decrease, even annihilate the GMR effect. In a typical NiO-Co-Cu-Co 
bottom spin valve, the Cu spacer thickness is normally around 2 nm. At an extreme 
case, the two Co interfaces are assumed to be sine waves with opposite signs of 
amplitude, and at 0.7 nm mean roughness probability for pinholes are raised. The 
lattice constant of Co (111) is 0.204 nm, the roughness which is required for pinhole 
formation is thus only 3 to 5 monolayers. Most importantly, a microscopically very 
small number of pinholes, each with a very small cross-section area, may build up 
into a macroscopically, very large, positive coupling, which could eliminated the 









 Pinholes are believed to play a key role in limiting the performance of both 
GMR spin valves and MTJs [24].  It is generally believed that as the spacer layer (Cu 







Figure 10 A schematic of GMR structure with a pinhole in the
spacer layer. The two ferromagnetic layers have direct contact. 
Figure 10 A schematic of GMR structure with a pinhole in the




increases until pinholes occur. Pinholes couple the two magnetic layers 
ferromagnetically, making it difficult to achieve antiparallel alignment, and thereby 
limiting the MR.   
 Despite its profound effect on MR, pinholes are not easy to observe.  There is 
some evidence from transmission electron microscopy (TEM) on the existence of 
pinholes, but in systems such as Co/Cu/Co the low electron-scattering contrast 
between elements of similar atomic number makes conclusive identification of 
pinholes difficult. Another problem is that the thickness of the Cu layer is typically 
much smaller (~2 nm) than the depth of the TEM sample in the beam direction  (~20 
nm). If the diameter of a pinhole in the Cu film is similar to the thickness of the Cu 
film, it would be only  ~10 % of the sample depth, exacerbating the contrast problem.  
In systems such as Al2O3/Co, there is some evidence that electrochemical deposition 
of Cu clusters can identify pinholes, although the applied potential may also create 
pinholes.  
Two groups have recently reported the use of magnetic hysteresis loops to 
study coupling between magnetic films of different coercivity separated by an 
insulating film [25]. Their method appears to have much promise and we extend their 
approach. The present work has two aims.  One is to develop an improved method for 
observing the onset of pinholes as the spacer layer is made thinner, and the other is to 
develop an improved method for distinguishing the regime of spacer-layer thickness 






2.1.2.1 Pinhole detection: experimental details 
 The NiO substrates used were polycrystalline films ~50 nm thick, deposited 
on 4” Si wafers by reactive magnetron sputtering at the University of California at 
San Diego.   At the National Institute of Standards and Technology (NIST), the 
wafers were cleaved into ~1 cm2 squares, cleaned ultrasonically in a detergent 
solution, rinsed in distilled water, blown dry, and installed in the deposition chamber.   
After bakeout, the deposition chamber has a base pressure of 3x10-8 Pa (2x10-10 Torr), 
of which 90% is H2.  The metal films were deposited at room temperature by dc-
magnetron sputtering in 0.3 Pa (2 mTorr) Ar at a typical rate of ~0.05 nm/s.  Oxide 
films are deposited by reactive sputtering, adding 0.01 Pa (10-4 Torr) O2 to the Ar. 
Magnetoresistance (MR) measurements were made at NIST with a 4-point probe in a 
direct current mode.   The values of the coupling reported have an estimated 
uncertainty of + 5 % due to the slight skew in the hysteresis loop of the free Co layer.  
The calibration of the Hall probe used for measurement of the applied field during 
MR measurements has an uncertainty of + 2 %.  The measurements at 77 K were 
performed with the sample immersed in liquid nitrogen. Additional experimental 
details may be found in Ref. [26]. 
 
2.1.2.2 Pinhole detection: on-set of the pinhole formation in GMR and MTJ 
structures 
 Structures of the type illustrated in Fig. 11 were used to investigate the 
magnetic coupling between two ferromagnetic layers.  The concept behind the 




The upper Co film is magnetically pinned by the synthetic antiferromagnet (SAF) 
Co/Ru/Co and the natural antiferromagnet Ir20Mn80.  The Co film below the non-
magnetic spacer layer is free to switch at low field if the spacer layer is thick enough 











 The lower parts of the structure constitute a GMR spin valve.  GMR 
measurements are used to observe the hysteresis loop of the free Co layer.  The 
synthetic antiferromagnet Co/Ru/Co and the natural antiferromagnet NiO substrate 
serve to pin the Co layer that is under the Cu.  The Cu layer thickness in the spin 
valve is chosen to be 4 nm to ensure that the contribution to the coupling is 
insignificant from the Co layer below the Cu. 
 The coupling is observed as a shift from zero field in the center of the GMR 
hysteresis loop of the “free” Co.  Figure 12 presents the coupling data for Al2O3 as 
the non-magnetic spacer layer.  With no spacer layer, the two Co films form a single 
Figure 11 An illustration of the stack detail of the synthetic spin 
valve structure used in this study. 
Figure 11 An illustration of the stack detail of the synthetic spin




layer 5 nm thick and the hysteresis loop center is shifted ≈30 mT (300 Oe) from zero 
field. At 77 K this shift increases to ≈60 mT (600 Oe) as the synthetic 













In Fig. 12 a spacer layer of 0.6 nm Al2O3 is sufficient to suppress any 
significant temperature dependence in the coupling field.  This is the apparent 
thickness at which magnetic pinholes cease to be significant.  The coupling that is 
observed for 0.6 nm or more of Al2O3 is probably magnetostatic and comes from the 
orange-peel effect [27].  Only a very slight increase in orange-peel coupling would be 
expected since the magnetization of Co increases by less than 1 % from 295 K to 
77K. 
It is significant that the magnetic pinholes appear to close up at an Al2O3 
Figure 12 The coupling field observed in the GMR hysteresis loop of 
the free Co layer when the non-magnetic spacer layer is Al2O3, as a 
function of the spacer layer thickness. 
Figure 12 The coupling field observed in the GMR hysteresis loop of
the free Co layer when the n-magnetic spacer layer is Al2O3, as a 
function of the spacer layer thickness. 
 
thickness of 0.6 nm.  In studies of magnetic tunnel junctions, it is generally found that 
this is the practical limit on how thin the Al2O3 barrier can be made.  Thinner Al2O3 
layers yield drastic reductions in tunneling MR [28]. The results of Fig. 12 suggest 
that, in this thickness regime, magnetic pinholes would make it difficult to achieve 
the antiparallel magnetic state.  Moreover, as it is likely the magnetic pinholes 
represent direct Co-Co contacts and these pinholes may be expected to act as current 











layer.  Note tha
As a result, the




Figure 13 The coupling field observed in the GMR hysteresis
loop of the free Co layer when the non-magnetic spacer layer
is Cu, as a function of the spacer layer thickness. 
Figure 13 The coupling field observed in the GMR hysteresis loop of the 
free Co layer when the non-magnetic spacer layer is Cu, as a function of 
the spacer layer thickness. 27 
 
13 presents the coupling results for Cu as the non-magnetic spacer 
t this choice of spacer layer turns the structure into a dual spin valve.  
re will be a contribution to the GMR from the top half of the dual spin 




coupling. The bottom Cu film is fixed at a thickness of 4 nm to make any contribution 
to the coupling from that side negligible.  Only the upper Cu layer thickness is varied, 
and its thickness alone is responsible for the observed coupling. 
The temperature dependence observed in Fig. 13 suggests that the magnetic 
pinholes dominate the coupling for Cu thicknesses from 0 nm to ≈ 1.5 nm and 
become insignificant when the Cu is thicker than ≈ 2 nm.  Not surprisingly, this 
thickness corresponds well with what is generally used in GMR spin valves.  It is 
commonly observed in GMR spin valves when Cu is thinner than 2 nm the coupling 
rises steeply [29].   
2.1.2.3 Pinhole detection: conclusions 
 
 In summary, the temperature dependence of the magnetic coupling is found to 
be a useful approach to separating the effects of magnetic pinholes in non-magnetic 
spacer layers from the effects of magnetostatic coupling, such as the orange-peel 
effect.  Test structures based on GMR spin valves are convenient for investigations of 
such phenomena.  We find that, for Cu films of ≈ 2 nm or more and for Al2O3 films 
of ≈ 0.6 nm or more, magnetic pinholes do not make a significant contribution to the 
coupling. 
 
2.2 Electrical properties of metallic electrodes separated by Al2O3 
layer and ultra-thin aluminum oxide as thermal oxidation barrier on 
metal films 
 Magnetic tunnel junctions (MTJs), owing to the discovery of large 




made by exposing an Al film to O2, a process referred as natural oxidation [31]. An 
important fabrication issue is the quality of the Al2O3 barrier [32]. Our experiments 
include two stages: the first is to investigate the proper oxidation condition and the 
thickness dependence of the tunneling property of Al2O3 barriers, and second, since to 
date all experimental work appears to have used Al oxidation at room temperature 
and annealing often smoothes the surface of a film and makes its thickness more 
uniform, the experiment is intended to determine the maximum annealing 
temperature possible without oxidation of the underlying metal. Although Mn, Ta, Cu 
and Cr are unrelated to magnetic tunnel junctions, they were included in this study 
because there is surprisingly little data in the literature on the high temperature 
oxidation of ultrathin metal films in air.  
The sample structure for first experiment is shown in Fig. 14. The sample was 
masked between the deposition of two 5 nm Co layers, the junction area is ~ 1cm x 
1mm. Two methods were used to fabricate Al2O3. One is by deposition of Al 
followed by exposure to pure O2. Only 10% of samples produced demonstrated 
tunneling properties. The other method is to deposit Al in 1 x 10-3 mT O2 and 3 x 10-3 
mT Ar, which produced 50% success rate. Samples with different thickness of Al2O3 
















The tunneling current density transmitted through a rectangular potential 
barrier with height φ and thickness bart  is represented by the following equation 




  In order to evaluate the electrical quality of the Al2O3 thin films grown under 
the second methods, the I-V characteristics of Co/ Al2O3 /Co junction were measured 
and compared to the theoretical calculation results from Simmons model. The 
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Al2O3 = 0.8 nm
Al2O3 = 1.2 nm
Al2O3 = 1.7 nm
 
Figure 15 I-V curves of Al2O3. The thick solid lines are experimental
results for 0.8nm, 1.2nm and 1.7nm thick barriers, and the thin red
solid lines are theoretical calculated results for 1.2nm and 1.7nm
Figure 15 I-V curves of Al2O3. The thick solid lines are experimental results for 
0.8nm, 1.2nm and 1.7nm thick barriers, and the thin red solid lines are theoretical




2.2.1 Ultra-thin aluminum oxide as thermal oxidation barrier on metal 
films: experimental set-up 
The Si(100) wafers with a 350 nm thermal oxide at the surface were cleaved 
into 1 cm x 1.5 cm rectangular pieces, cleaned ultrasonically in detergent solution, 
rinsed in distilled water, blown dry, and installed in the deposition chamber. After 
using ion milling to ablate ≈ 2 nm of the surface to remove any contamination, metal 
films were deposited at room temperature by dc-magnetron sputtering. The base 
pressure of the system is about 3x10-8 Pa (2x10-10 Torr) and 0.3 Pa (2x10-3 Torr) Ar 
was used for sputtering.  
Because some metals tend to agglomerate on the SiO2 surface, 1 nm Ta was 
first deposited as the seed layer to promote better adhesion for the metal films. Next a 
10nm metal film was deposited on Ta. Identical samples were prepared with the 
addition of 0.3 nm Al and 1 nm Al. Eight different metals were studied: Co, Ni, Fe, 
NiFe, Mn, Ta, Cu and Cr.  Also, a sample with 11nm Al was investigated for 
comparison. The study of metal oxidation by the measurement of the resistance 
change is a well-established technique [34]. In our work, 4-wire resistance 
measurements were performed at room temperature after annealing the samples in air. 
The ohmmeter had a NIST traceable calibration with a quoted accuracy of ± 1%. The 
samples were placed in an oven with a digital temperature control calibrated to ± 
10oC for approximately 30 seconds, which allowed them to reach the reported 





2.2.2 Ultra-thin aluminum oxide as thermal oxidation barrier on metal 
films: results and discussions 
The measured resistances versus annealing temperature are presented in Fig. 
16 to Fig. 24.  Some samples showed slight decrease in resistance with increasing 
temperature, probably due to annealing out the defects. All samples were heated until 
the resistance exceeded the 20 MΩ limit of the Ohmmeter.  
The largest effects of the Al protecting layer are found for Co in Fig. 16 and 
Ni in Fig. 17. The onset of oxidation is increased to ≈ 300oC for 1 nm Al. The 
smallest effect is found for Fe, ≈ 100oC, in Fig. 18. Permalloy (Ni80Fe20) is an 
intermediate case, in Fig. 19. The Co, Fe and Permalloy cases are of the most interest 
for MTJ studies. The implication of these results is that a naturally oxidized MTJ 
tunnel barrier can be annealed to temperatures several hundred degrees without 
significant oxidation of the underlying magnetic metals. Perhaps the most surprising 
result of the study is that a mere 1 nm Al (which becomes 1.3 nm Al2O3 in air) can 
protect Co and Ni films from oxidation in air at temperatures of over 600oC and 
700oC, respectively. This result was most unexpected and is an indication that how 



























































0.3 nm Al 
 
Figure 16 The room temperature resistance of Co film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures. 
 
Figure 16 The room temperature resistance of Co film with Al
protectio  layer of different thickness following annealing for 30
seconds at the indicated temperatures.   
 Annealing temperature, 
oC




























0.3 nm AlFigure 17 The room temperature resistance of Ni film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures.  
Figure 17 The room temperature resistance of Ni film with Al
protection lay r of different thickness following annealing for 30



























































Figure 19 The room temperature resistance of NiFe film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures.  
Figure 18 The room temperature resistance of Fe film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures. 
Annealing temperature, oC




























1 nm Al0.3 nm Al
 
 
Figure 18 e room t mperature r sistance of Fe film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures.  
Figure 19 The ro m t perature resistance of NiFe film with Al
protection layer of different thickness following annealing for 30



















































0.3 nm AlFigure 20 The room temperature resistance of Mn film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures. 
 
Figure 20 The room temperature resistance of Mn film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures.   
Annealing temperature, oC

























0.3 nm AlFigure 21 The room temperature resistance of Ta film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures.  
Figure 21 The roo  temperature resistance of Ta film with Al
protection layer of different thickness following annealing for 30
























































 1 nm Al
10 nm Cu
0.3 nm Al 
Figure 22 The room temperature resistance of Cu film following
annealing for 30 seconds at the indicated temperatures. 
 
Figure 22 The room temperature resistance of Cu film with Al
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures.  Annealing temperature, oC



























0.3 nm AlFigure 23 The room temperature resistance of Cr film with A
protection layer of different thickness following annealing for 30
seconds at the indicated temperatures. 
Figure 23 e r om temperature resistance of Cr film with Al
protection layer of different thickness following annealing for 30
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11 nm AlFigure 24 The room temperature resistance of 11 nm Al layer
following annealing for 30 seconds at the indicated temperatures. 
Figure  he room t mp rature r sistance of 11 nm Al layer 
following annealing for 30 seconds at the indicated temperatures.  37 
 
ur other metals were also investigated primarily out of curiosity. They were 
u, and Cr, in Fig. 20 to Fig. 23. In the case of Cu, the flat region around 
r the “No Al” sample is quite reproducible and seems to reflect a semi-
g oxide, probably Cu2O. The same phenomenon seemed to occur for Co.  
 some cases, we can use published data to estimate the temperatures needed 
 10 nm of a metal in air in a few seconds. The oxide growth law is shown 
tKA
M
p=∆    (2-9) 
M is change of mass, A is area unit, t is oxidizing time, and pK is the 
 rate constant which is a function of temperature. Using the pK  value from 
 for the oxidation of macroscopic Ni films, the temperature needed to 




temperature is observed to be ~500oC. It is likely that our samples have a smaller 
grain size and more readily oxidized.   
In order to clarify the results of Fig. 16 and Fig. 17, X-ray photoelectron 
spectroscopy (XPS) was used to study the oxidation process. Fig. 25 indicated that 
without an Al overlayer, the Co 2p peaks shifted to larger binding energy after 
annealing at 300°C indicating that CoO is formed, as expected. For comparison the 
intensity of oxygen 1s peak is also reported (The width was approximately constant in 
these data).  
For a Co film with 1 nm Al on top, Fig. 26 shows that the peaks did not shift 
to the CoO binding energy until the samples were annealed at 800°C. This result 
supported the implication of Fig. 16 that the 1 nm thin Al film not only protects the 
underlying Co from air oxidation, but also increases the onset oxidation temperature 
of Co by ≈ 300°C. At 800°C, inter-diffusion between Al2O3 and CoO appear to have 
taken place since the Al peak disappeared. An interesting feature of the data is that 
after annealing at 700°C, the Co 2p peaks are quite small, although they are still at the 
binding energy for metallic Co. The reason for this is unclear, but may be related to 
some structural rearrangement due to the softening of the thermal oxide substrate. 
Thermal oxide is quite similar to glass, and while both are amorphous and thus do not 
have a melting point, both are quite fluid at 700°C. It is remarkable the Co does not 
oxidize and maintains a constant resistance after apparently floating on liquid thermal 
oxide during anneal. 
 The XPS results in Fig. 27 and Fig. 28 for Ni films and the interpretation of 




on Ni surface a strong interfacial reaction occurs leading to the formation of ≈ 2 nm 
of NiAl alloy [36]. In this alloy the Ni 2p peaks are shifted to a binding energy ≈1eV 
larger than in pure Ni [37]. What is apparent in Fig. 28 is that upon oxidation of the 
surface the Ni 2p peaks shifted from the alloy binding energy to smaller pure metal 
binding energy. The large heat of oxidation of Al provides the thermodynamic 
driving force for this de-alloying of Al and Ni. The drop in intensity of the Ni peaks 
from the as deposited state to the 300°C anneal may be attributed to the de-alloying 
reaction. As deposited, the top 1 and 2 nm of the sample will be roughly Ni50Al50. 
The Ni peak intensity drops as the Al diffuses to the surface to from an overlayer of 
≈1.3 nm Al2O3. A similar de-alloying very likely occurs in the Co and Fe samples 
although it is more difficult to observe since there is no corresponding shift in Co and 
Fe core-level binding energies and the extent of alloying is less.  
In the case of Co and Ni samples, additional evidence for de-alloying process 
comes from the Al 2p and 2s core-level peaks which appear at the binding energy for 
Al2O3 after annealing in air with no detected intensity at the binding energy of 
metallic Al. Apparently, the de-alloying process runs to completion.   
As in the case of Co, the Ni peaks remain at the pure-metal binding energy 
until oxidation finally occurs during the annealing at ≈ 770°C. This result is 
consistent with stable resistance observed in Fig. 17. Also as in the case of Co, there 
is a drop in the core-level intensities as the thermal oxide reaching fluid temperature, 
e.g. 600°C. The explanation for the drop and the absence of any corresponding 
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As deposited at 25oC
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Anneal in air at 600oC 

















O1s, cpsFigure 25 XPS data on the pure Co film after annealing at different
temperatures. Also reported are the corresponding O 1s core level
Binding Energy, eV
Figure 25 XPS data on the pure Co film after annealing at different
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Figure 26 XPS data on the Co film with Al protection layer after annealing at
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Figure 28 XPS data on the Ni film with Al protection layer after annealing at
different temperatures. Also reported are the corresponding O 1s core level
intensities.  
 
   Figure 27 XPS data on the pure Ni film after annealing at
different temperatures. Also reported are the corresponding O
1s core level intensities. 
Figure 27 XPS data on the pure Ni film after annealing at different
temperatures. Also reported are the corresponding O 1s core level intensities.                                
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2.2.3 Ultra-thin aluminum oxide as thermal oxidation barrier on metal 
films: conclusions 
To recall, the main conclusions of our findings are:                                                  
1) Layer of Al as thin as 0.3 nm and 1 nm provide significant protection against 
thermal oxidation in air at elevated temperatures for a variety of metals. 
2) For Co\Al and Ni\Al samples annealing in air promotes a de-alloying process in 
which the Al intermixes with the Co or Ni upon deposition, then diffuses to the 
surface to form an Al2O3 layer. 
3) It is likely that annealing these samples in air promotes a smoother Al2O3 film of 
more uniform thickness and with sharper metal\Al2O3 interface. If so, this 
approach might be useful in achieving improved magnetic tunnel junctions. 
 
2.3 Thin Al, Au, Cu, and Ta Films as Oxidation Barriers for Co in 
Air 
In the field of magnetic thin films, it is often necessary to transport films 
through air for certain measurements or tests to be made.  Very often some protecting 
overlayer is needed to prevent oxidation of the magnetic thin film and any possible 
modification of the film properties. The motivation of the present work is to help 
provide a scientific basis for such choices. 
In prior work, capping layers of Ag, Au, Al2O3 and metal silicides were 
investigated with varying degree of success [38-41].  Ag provided the poorest 
protection and silicides the best protection. However, the silicides had to be grown at 




thin-film deposition equipment.  Our aim is to assess the degree of protection 
provided to magnetic thin films by metals that are likely to be readily available in a 
deposition system. In this work, we investigated capping layers of Al, Au, Cu, and Ta 
with thicknesses up to 4 nm.  
 
2.3.1 Thin Al, Au, Cu, and Ta films as oxidation barriers for Co in air:  
experimental set-up 
The substrates used in this experiment are 1 cm x 2 cm Si(100) with a 350 nm 
thermal oxide on the surface. The cleaning procedure was to immerse the substrate in 
detergent solution in an ultrasonic bath for a few seconds, rinse it with distilled water, 
blow it dry, introduce it into our vacuum chamber, and remove ~ 2 nm of the surface 
by ion milling. Next, a structure of 1 nm Ta, 5 nm Co, and a capping layer of the 
selected material was deposited at room temperature by DC magnetron sputtering in 
0.4 Pa Ar. The structure is shown in Fig. 29. The base pressure of the system is ~ 10-6 
Pa of which 90 % is H2.   The Ta seed layer provides better adhesion for the Co films.  
Different thicknesses of six metals, Al, Au, Cu, and Ta, were deposited as capping 
layers to protect against oxidation of Co in air.  The films were investigated by x-ray 
photoelectron spectroscopy (XPS) using Al Kα x-rays immediately after deposition 
and again after exposure to air for varying lengths of time.  To obtain XPS data on 
CoO films of varying thickness, we reactively sputtered Co in 10-2 Pa O2 on the 
thermal oxide.  The thickness of deposited films was determined by two quartz-
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Figure 29 The multi-layer structure use in this experiment. The 
structure before exposure to air is shown in (a), and the structure
after oxidation by air is shown in (b). 
Figure 29 The multi-layer structure sed in th s exp riment. The structure
before exposure to air is shown in (a), and the structure after oxidation by air
is shown in (b). 44 
 
n Al, Au, Cu, and Ta films as oxidation barriers for Co in air:  
nd discussion 
r analysis of the oxidation of Co is based on the very different Co 2p3/2 
 lineshapes for metallic Co and CoO.  This difference is illustrated in Fig. 
gh the core-level intensity is attenuated by the capping layer, we found that 
llect useable spectra with capping layers as thick as 4 nm.   
hen the surface layers of a Co film are oxidized, the 2p3/2 core level has a 
stic lineshape that can easily be resolved into metallic and oxidized 
ts.  Figure 31 illustrates our approach.  The Co 2p3/2 core-level line shape 
ic Co is scaled and subtracted from the total signal to leave the line shape of 
 
the oxidized Co.  The scaling is subject to little ambiguity because only minor 
changes in the optimum scaling leave a lineshape that does not closely resemble the 
CoO line shape of Fig. 30 (b).  We estimate the uncertainties of the peak areas of Co 
and CoO determined in this manner to be + 10 %. 
In order to determine the thickness of CoO in a particular sample we 
deposited CoO films of different thicknesses on Co, recorded the 2p3/2 lineshapes, and 
resolved the spectra into the metallic and oxidized components.  With such data as a 
reference, we can determine the thickness of CoO in an unknown sample to an 
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Figure 30 The Co 2p3/2 core-level lineshape for (a) 5 nm of Co and (b) 5 nm of 
CoO. 
 
Figure 30 The Co 2p3/2 core-level lineshape for (a) 5 nm of Co and 
(b) 5 nm of CoO. 45 
 
 
The relative intensities of the metallic and oxidized components in Fig. 31 (a) 
correspond to an oxide thickness of 1.1 nm. While a more detailed analysis could 
improve our accuracy, our goal is not to obtain highly accurate estimates of the CoO 
thickness.  Instead, our goal is to establish the onset of Co oxidation so that we know 
how effectively the capping layer protects the Co, and this simple approach seems 



















Figure 31 Illustration of separation of the metallic Co and the CoO
components of the Co 2p3/2 core-level signal (a) a 5 nm Co film exposed to 
air for 1 minute, and (b) a 1 nm Al capping layer on 5 nm Co exposed to air
for 9 weeks. 
Figure 31 Illustration f separati  of the metallic Co and the CoO
components of the Co 2p3/2 core-level signal (a) a 5 nm Co film exposed to air 






An underlying assumption in our analysis is that the CoO/Co interface is 
atomically flat and sharp.  Support for this assumption comes from the well-known 
phenomenon in giant magnetoresistance samples that Co films scatter electrons more 
specularly after oxidization of the surface.  Apparently, Co tends to oxidize in a layer-
by-layer manner [29, 42]. 
The only capping layer for which the above assumptions do not work 
extremely well is Al.  In that case, just before the onset of the characteristic CoO 
lineshape in the spectra a weak feature with a distinctly different line shape appears.  
Figure 31 (b) illustrates this case.  Instead of the characteristic two-peak lineshape of 
oxidized Co in Figs. 30 (b) and 31 (a), a single peak is observed at 779 eV. It is 
possible that this peak may represent Co atoms that are not fully oxidized, but share O 
ions with Al ions.  Support for this view comes from the fact that whenever the 
single-peak state is observed, the characteristic two-peak CoO lineshape is also 
observed.  It seems that the oxidation front is moving steadily deeper into the sample.  
It is also possible that the one-peak state may be connected with the intermixing at the 
interface that occurs when Al is deposited on Co [36].  The oxidation of this alloyed 
region may somehow be connected with the single-peak state. 
Fig. 32 (a) to (f) presents plots of the CoO thickness versus time-in-air for six 
different capping layers. For an uncapped Co film, 1 nm of CoO forms immediately 
in air (in fact, even 10-2 Pa O2 forms 1 nm of CoO almost immediately).  Subsequent 
oxidation proceeds at an exponentially slower rate. In most cases, sub-nanometer 




than 1 nm is required for most capping layers to provide protection for any significant 
length of time, i.e., one day. 
Surprisingly, Au is not a particularly good capping layer.  Its inertness to 
oxygen would suggest it might be the best.  Although we could not find any published 
references to its use as a capping layer, we know from informal survey that it is a 
common choice in protecting magnetic thin films.  One advantage of using Au as a 
capping layer is that it does not intermix extensively with the magnetic metal on 
which it is deposited, unlike Al capping layers. Cu also has the advantage of not 
intermixing extensively with magnetic thin films, but as seen in Fig. 32 (c) it is even 
less successful in protecting the Co than Au. Perhaps Au layers thicker than 4 nm 
would be successful, but 4 nm is about the upper limit of what we can use in an XPS 
study. Nevertheless, an extrapolation from our data gives an important suggestion for 
cases in which Au cap layers are highly desirable. As seen in Fig. 32 (b), there is a 
20-fold increase in the time to the onset of Co oxidation in going from 1 nm to 2 nm 
Au and also in going from 2 nm to 4 nm Au.  This result suggests that if 10,000 hours 
of protection were needed, a plausible guess at the Au thickness required would be 8 
nm. 
Although Al and Ta seem to give the best protection from oxidation, they are 
not entirely benign as capping layers.  In other studies, we have found that an Al 
capping layer form an intermixed layer with approximate thicknesses of 0.6 nm on 
Fe, 0.9 nm on Co, and 2 nm on Ni.  We have not performed a thorough study of 
intermixing with Ta capping layers, but our studies of magnetization versus Co 
thickness indicate that when a Ta capping layer is deposited on Co, the top 0.5 nm to 
 
1 nm of the Co is no longer ferromagnetic [43].  Thus, it seems likely that Al and Ta 


























d c Figure 32 Plots of the thickness of CoO versus time in air for the indicated
thickness of (a) Al, (b) Au, (c) Cu, (d) Ta, (e) Fe and (f) Ni. 
igure  t  of o  versus time in air for the indicated
thickness of (a) l, (b) Au, (c) Cu, (d) Ta, (e) Fe and (f) Ni. 49 
 
Thin Al, Au, Cu, and Ta films as oxidation barriers for Co in air:  
sions 




1) XPS is a useful method of observing the onset of oxidation of Co films that 
are protected by thin capping layers. 
2) Al and Ta capping layers provide the best long-term protection from oxidation 
in air, but suffer from the disadvantage that they intermix with the Co to a 
depth on the order of 1 nm. 
3) Au and Cu capping layers do not intermix extensively with Co but only 
provide rather short-term protection from oxidation in air. 
 
2.4 Ballistic Magnetoresistance in nanocontacts through various 




Over the past several years reports of extremely large values for the 
magnetoresistance in ferromagnetic nanocontacts when a magnetic domain wall is 
presumed to lie in the nanocontact have been published [44-54].  The key idea is that 
if the spatial extent of the domain wall is less than the spin-flip mean-free-path of 
electrons, the electrons trying to cross the wall would have a high reflection 
probability due to poor matching of the Fermi surfaces of spin-up and spin-down 
electrons.  This reflection manifests as a higher electrical resistance than when both 
sides of the nanocontact are magnetized in parallel.  This is schematically illustrated 
in Fig. 33. 
The recent work by S. H. Chung, et al. [13] showed BMR effects in Ni, CrO2 
and Fe nanocontacts using the break junction and in the process demonstrated the 
universality of the effect in various spin polarized systems. The experimental set-up is 
 
shown in Fig. 34. A junction is built by placing two Ni rods of 1mm diameter with 
rounded tips into contact. The rods are tightly bound to a Teflon tube by a resin to 
tightly secure the junction. Using piezocontrolled micrometers, an axial force is 
applied at the end of one of the rods until nanocontact is formed, i.e., a few 
conductance quanta. Additionally, each rod is equipped with electromagnet coils that 
can independently establish the magnetization of the rods.  Both resistance and the 

























(LOW R)Figure 33 Two resistance states at a nanocontact when λ width domain wall 
locates inside and outside of the nanocontact. The arrows indicate the 
magnetization directions. 
 
Figure 33 Two-resistance states at a nanocontact when λ width 
domain wall locates inside and outside of the nanocontact. The arrows




























Figure 34 A schematic drawing of the set-up break junction
nanocontact system.   
Figure 34 A schematic drawing of the set-up break junction 












































14Figure 35 Typical magnetoconductance response of (a) Ni-Ni and (b) Ni-
50nm thick Au-Ni nanocontact. Black and red lines represent applied ac





A typical magnetoconductance response of a metallic nanocontact as acquired 
by the digital oscilloscope is shown in Fig. 35. In these traces the square current 
pattern, corresponding to amplitude of approximately ±90 Oe at the junction, was 
applied on one of the ferromagnetic electrodes.  The voltage on the I/V converter, and 
hence the current across the junction was recorded at fixed bias voltage of 100 mV.   
The current and the corresponding magnetoconductance show that, provided 
that one of the electrodes was saturated by the dc electromagnet, the resistance of the 
junction followed the square wave of the ac magnetic field of the other electrode at 
the same phase and frequency.  Furthermore, succeeding experiments where one of 
the electrodes was coated with non-magnetic material (500 nm of Au) showed a 
complete suppression of the effect. These results imply that the magnetoresistance 
response comes from the spin-dependent transport and eliminate the possibility that 
they are caused by mechanical motion due to magnetostrictive or magnetostatic 
forces. Chung further showed the universality of the BMR effect and found it to be 
consistent with the theoretical model of Tatara [12]. More recent reports by H. 
Pandana [55] using a STM set-up have investigated the point junction resistance 
spacing from 1KΩ to 1MΩ. An enhanced MR effect appears at one resistance quanta 
12.9KΩ for NiFe-NiFe nanocontact. Thus, in these experiments using mechanical 
break junctions, BMR effect is well established. 
2.4.2 Planar BMR Structures 
While BMR appears to be a highly sensitive magnetic sensor, practical 
applications require nanocontacts to be fabricated into a planar geometry. This fact is 
well recognized in the community and much work has recently been done on 
 
magnetic nanocontacts, particularly electrodeposited contacts of Ni, Fe and Co [44-
54]. Unfortunately, the claims of sensational MR ratios (more than 10000%!) that are 
attributed to ballistic magnetoresistance (BMR) are controversial. Alternative 
mechanisms involving magneto-mechanical effects that could lead to similar results 
have been overlooked, which casts a shadow of doubt on the veracity of BMR in 
planar structures.  
In this part of my effort, the main goal is systematically elucidate the nature of 
BMR in planar systems and to dispel the common oversights that have unfortunately 
proliferated in the literature. I will revisit the experiments conducted by various 
groups [44-54], and systematically address how magnetomechanical effects can be 
















Figure 36 An illustration of a common geometry for BMR measurements and how it 
is subject to the artifact that magnetostriction will shorten the axial wire in an
applied field.  A resulting force will tend to stretch the nanocontact and if upon
stretching it becomes smaller the resistance change will have the general features of 





2.4.2.1 Electrodeposited ferromagnetic materials between two wires 
 
We begin by replicating the experiments of Garcia [44]. The wires used in this 
work had a purity of 99.9% or better and were mounted on glass slides with epoxy. 
This is similar to the setup reported in Ref. 49. Except where otherwise noted, all 
electro deposition of Ni and Fe nanocontacts was carried out between -1.0 V and -1.5 
volts versus a standard calomel electrode. A detailed account of the electrodeposition 
may be found in Refs. [56, 57]. Resistivity measurements were made either by 2-
point or by 4-point techniques with an estimated accuracy of + 0.01% of the 
measured value. 
 Figure 36 illustrates the “T”-structure geometry for BMR measurements.  Not 
surprisingly, in this geometry the device shows low resistance at low field and a 
constant higher resistance at high field as shown in Fig. 36 inset. As in previous 
reports, we observed that the value of the low and high resistance states could vary by 
several order of magnitudes. Fig. 37 shows typical results obtained from the contacts 
using the geometry of Fig. 36 (as Fig. 37a) and illustrates the variation in the MR 
behavior due to slight inadvertent differences in mounting and electroplating 
conditions (as Fig. 37b and 37c). More importantly, we also obtained data shown Fig. 
38a, showing what appears to be an infinite BMR effect!  
 However, BMR may not be responsible for the effect. Indeed, careful analysis 
suggests that this geometry is highly susceptible to magnetostriction and 
magnetostatic forces. When the applied field magnetizes the axial wire, 
magnetostriction will shorten wire and the resulting force can break the nanocontact 
or at least diminish the contact.  For a 4 mm long Ni wire used in this experiment, the 
contraction due to magnetostriction is 136 nm, which far more than is needed to 
 
deform a nanocontact. This breakage is not surprising in light of the 136 nm 
displacement. The conclusion to be drawn is that the geometry of Fig. 36 is so 





















Figure 37 Three different generic types of data obtained on Ni
samples in the geometry of Fig. 36, illustrating how inadvertent
differences in sample mounting can lead to quite different artifacts
Figure 37 Three different generic types of data obtained on Ni samples in
the geometry of Fig. 36, illustrating how inadvertent differences in sample


























Figure 38. Magnetoresistance data on a) Ni wires in the geometry of
Fig. 36, b) Permalloy wires in the geometry of Fig. 39a, and c)
Permalloy wire in geometry of Fig. 39b. 
 
Figure 38 Magnetoresistance data on a) Ni ires in the geometry of Fig. 36, b)
Permalloy wires in the geometry of Fig. 39a, and c) Permalloy wire in 
geometry of Fig. 39b. 57 
 
 
There are additional factors at work to cause the emergence of artifacts in 
periments using the geometry of Fig. 36.  Fig. 37b and 37c illustrate our results 
tained with Permalloy (Ni80Fe20) wires in the geometry of Fig. 36.  Permalloy has 
most no magnetostriction, which is ideal in negating the artifacts due to 




Fig. 38b and 38c with infinite MR! The effect can be explained by considering 
magnetostatic forces. The heavy arrows in Fig. 39a indicate the magnetostatic force 
that the transverse wire experiences from the field gradient of the magnet. This force 
would tend to break the contact. Using this concept, along with the electrostatic 
interaction at the junction, we can explain the features of Fig. 38b. As the field is 
increased, the transverse wire experiences an attraction towards the pole face, 
breaking the nanocontact. However at higher field the magnetization of the transverse 
wire follows the direction of the field that subsequently establishes a strong 


















Figure 39 An illustration of two different geometries for permalloy
wires that can give differently shaped MR plots due to different
artifacts being present. 
Figure 39 An illustration of two different geometries for permalloy wires that




 We note that the magnetostatic force on the transverse wire has the potential 
to deflect the transverse wire with a far greater distance than the magnetostriction 
described in Fig. 36 using Ni.  To test this idea, measurements were made on 
Permally samples using the geometry of Fig. 39b, where the transverse wire is 
mounted in the region of homogeneous field.  The resulting data resembles Fig. 37c 
most of the time and Fig. 38c in certain cases. The infinite MR in Fig. 38c can be 
explained by elementary magnetostatic and magneto mechanical effects, and not by 
infinite BMR. The data in Figure 37 and Fig 38 represent three common geometries 
used in previous reports [44, 49]. Given the similar shapes between Fig. 37 and Fig. 
38, it seems that the same forces are at work in both data sets.  The principal 
difference is that in the samples of Fig. 37 the forces were not sufficient to break the 
nanocontacts, but only sufficient to deform it.  In general, the great bulk of our data is 
more complicated than the representative curves shown. However, it often seems to 
be combinations of the three generic MR types shown in Fig. 37.  It is easy to 
imagine that subtle differences in sample geometries could produce a wide range of 
mixtures of the artifacts that produce the three generic curves of Fig. 37.  Thus, the 
conclusion to be drawn from the qualitative similarity of Figs. 37 and 38 is that forces 
are at work in the geometry of Fig. 36 that can easily mask any true BMR effect, thus 
making this geometry incapable of providing credible evidence for a real BMR effect. 
 
2.4.2.2 Electrodeposited Fe between thin film patterns   
 In seeking to design artifact-free experiments that can identify a real BMR 
effect and potential devices that are feasible to be fabricated, we have investigated 
ferromagnetic nanocontacts electrodeposited between ferromagnetic and Cu films 
 
anchored on wafers, in which the physical displacement of wires due to the 






















Figure 40 Electrode setup for plating of smooth Ni and Fe contacts are
shown in figure a).  Electrode A and B are used to form a nanocontact,
while electrode C is the reference electrode for the potentiostat. Area
D acts as a “bulk” source of metal during the plating process. Figure b)
shows a close up of electrodes A, B and C, the gap between the A and
Figure 40 El ctrode setup for plating of smo th Ni and Fe conta ts are shown in
figure a).  Electrode A and B are used to form a nanocontact, while electrode C is
the reference electrode for the potentiostat. Area D acts as a “bulk” source of
metal during the plating process. Figure b) shows a close up of electrodes A, B
and C, the gap between the A and B electrodes were varied from 50 to 0.5 µm. 60 
 
The plating bath for Ni contacts was 1.4 M (H2NSO3)2Ni and 0.5 M H3BO3 at 
 while the plating bath for Fe was; 0.8 M FeSO4 and 0.37 M Na2SO4. The 
s were deposited at such plating potential that either a “smooth” continuous 
 Ni or Fe was created (1.0-1.5V), Fig. 40, or in the case of Fe, a rather 
ate like Fe film was produced at an elevated potential of –4.0V, Fig 41.  
imately 200 smooth Ni and Fe contacts were made with an initial 




photolithograpically defined electrode spacing ranging from 50 to 0.5µm.  Figure 42 
shows a typical response from a smooth Ni contact exhibiting a ∆R/R of 0.1%. With 
the Fe solution and the higher plating potential the aggregate like deposits, as seen in 
Fig. 41, shows ∆R/R values of 10-80% in most cases. The heavy lines in Fig. 41 
show the shape of the Cu films underlying a granular deposit of Fe produced with a 
deposition voltage of -3.8V.  Mossbauer spectroscopy shows that the Fe particles are 
metallic and ferromagnetic. Figure 43 shows a typical MR curve for an aggregate like 
contact with a ∆R/R of 46%, this curve could be repeated several times with only 
small variations in ∆R/R between runs. However, upon observing these deposits 
under an optical microscope it was noted that the Fe particles move as a field is 














Figure 41 An optical image of the Fe particulate deposit that is found when
Fe is electrodeposited at the unusually high potential of -4 V on a gap 
between Cu films. 
Figure 41 An optical image of t e Fe particulate deposit that is found
when Fe is electrodeposited at the unusually high potential of -4 V 



























Figure 42 Magnetic field vs. resistivity measurement for a nanocontact
formed from a continuous Ni plated film. The field was applied from +1000 to




Figure 43 Magnetic field vs. resistivity measurement for a Fe plated
aggregate like nanocontact. The field was applied from +3000 to –3000 
Gauss, and then in the reversed direction. The change in resistivity is
~46%. 
Figure 42 Magnetic field vs. resistivity measurement for a nanocontact formed
from a continuous Ni plated film. The field was applied from +1000 to –1000
Gauss, and then in the reversed direction. The change in resistivity is ~0.1%. 
Figure 43 Magnetic fi l vs. resistivity measurement for a Fe plated
aggregate like nanocontact. The field was applied from +3000 to –3000 
Gauss, and then in the reversed direction. The change in resistivity is ~46%. 
 
 To immobilize the particles in one sample we used a drop of varnish nail 
polish.  Upon hardening, the MR in this sample dropped from 46% to 0.3%.  The 
artifact at work here is illustrated in Fig. 44.  When the field is applied and the Fe 
particles are magnetized in the same direction they clump together like simple bar 
magnets to create new conducting paths and lower the resistance. Thus, we conclude 
that the claims of Ref. 49 of tremendous BMR are highly questionable. 













Figure 44 An illustration of the artifact manifest in data on samples like the
one in Fig. 41 showing how magnetostatic forces cause Fe particles to 
clump together creating new conducting paths, lowering the resistance, and
producing data qualitatively similar to that in Fig. 43. 
 
Figure 44 An illustration of the artifact manifest in data on samples like the one
in Fig. 41 showing  magnetostatic forces cause Fe particles to clump 
together creating new conducting paths, lowering the resistance, and producing 








2.4.3 Electro-deposition of Ni nano-cluster through pinhole between multi-





























Figure 45 Experimental structure stack and
measurement set-up of the pinhole nanocontact. 
Figure 45 Experimental structure stack and measurement set-up of the 
pinhole nanocontact. 64 
 
Having established that the electrodeposition techniques developed by other 
archers are prone to artifacts, we proceeded to develop a more sophisticated 
oach of forming nano-sized metallic junction. In our scheme, we exploit the 
rally occurring atomic size pinholes in oxides as the precursors to forming 
contacts.   
Schad et al. [58] have showed that it is possible to grow Cu clusters by 
trodeposition on top of aluminum oxide layers deposited on a magnetic thin film 
F). Their approach is to apply a potential in the electrolyte solution between the 





oxide.  The breakdown appears to create a pinhole in the oxide, probably in pre-
existing thin spots or partial pinholes, and a Cu cluster electrodeposits on the 
underlying exposed MTF.  In the present work, we have used this effect to make 
pinhole nanocontacts [59], between magnetic metals with the aim of making 
nanocontacts that exhibit the BMR effect. 
The best substrates for the electrodeposition of Ni BMR nanocontacts consist 
of metallic multilayers such as: Si(100)\thermal oxide\1 nm Ta\100 nm Au\10 nm Ni 
or Co\ 1 nm Al, with the metallic films deposited in a UHV magnetron sputtering 
system.  The experimental structure is shown in Fig. 45. The purpose of the Au layer 
is to reduce the lead resistance to a negligible value compared to the nanocontact 
resistance.  The best results are obtained when the Al is oxidized by exposure to air.  
The electrodeposition is carried out in a solution of 1.5 M Ni(SO3NH2)2 and 0.5 M 
H3BO3 at a pH of 3.5. The potential, referenced to a saturated calomel electrode, was 
-1.5 V for times varying from 5 s to 60 s.   
The resistance observed for contact to a single cluster ranges from 0.2Ω to 80 
Ω, essentially all of which is attributable to the nanocontact since the lead and contact 
resistances are negligible. We estimate the cross-section of the contact by assuming 
that an atom occupies 0.1 nm2 and that this has a quantum of resistance 12.9KΩ.  We 
obtain values of the contact size between 3.5 and 75nm. 
The Ni clusters are randomly distributed on the substrate surface with a mean 
separation on the order of tens of microns.  The close spacing of Ni clusters makes it 
difficult to make electrical contact to a single cluster.  Fig. 46 shows the field-




To assist in making electrical contact to a single cluster we have patterned a 
photoresist on some samples to open a regular array of holes 5 to 20 micrometer in 
diameter spaced several mm apart.  This way only one Ni cluster is likely to be 
deposited in the exposed area of the sample at the bottom of each hole in the 
photoresist. No deposition occurs on the insulating photoresist.  Electrical contact to 
the Ni cluster electrodeposited in the hole is made by attaching a Cu wire to it with 
silver paint.  This method avoids any mechanical stress, which could damage the 









Fig. 47 presents a typical MR loop of Ni cluster nanocontacts. The plot is the 
magnetoresistance versus magnetic field, which is showing a MR of 14%.  The MR 
effects are similar to the results obtained earlier for nanocontacts electrodeposited 
between macroscopic Ni wires, shown in Fig. 37a. But in the present geometry, the 
very small volume of magnetic metal in the present samples could rule out 
magnetostriction and the thin film structure could rule out the magnetostatic effect. 
The small MR (compared to BMR) is consistent with the measurements of Pandana et 
 
 
Figure 46 SEM images of two single Ni clusters. 
 
Figure 46 SEM images of two single Ni cluster . 
 
al. [55], which could be from tunneling magnetic resistance effect when considering 
the resistance of Ni/Al2O3/Ni parallel to the cluster nanocontacts. Because we do not 
have the information of the actual size, shape and stability of the contact, there is a 
possible artificial effect arising from instability of pinholes that seem to be 



















Figure 47 Magnetoresistance versus applied magnetic field
curves of a pinhole cluster nanocontact. 
Figure 47 Magnetoresistance versus applied magnetic field curves of a




To summarize the results of our BMR experiments, we offer the following 
usions: 
 BMR effects could be established between two ferromagnetic wires by using 
break junction and point contact set-up. 
 Previous attempts to observe BMR effects in electrodeposited nanocontacts 





3) For planar experiments with both in-plane and perpendicular electrodeposited 
nanocontacts, we only found small MR responses when comparing to BMR. 
This is due to the contact sizes in these experiments that are not small enough 
to produce atomic contact as achieved in break junction experiments. It 
requires significant technology advancement to fabricate stable atomic 
junctions with conductance at a few quanta. 
All is not lost, however, as recent reports by Yu and Natelson [60] showed that 
atomic nancontacts of Au can be produced by confining electrodeposition through an 
e-beam patterned alumina mask.  Unfortunately, this technique requires another set of 
skills, which are beyond the scope of my work. 
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Chapter 3: Current-pulse-induced magnetization reversal and 
domain wall resistance magnetic memory cell  
 
3.1 Conventional MRAM 
 
Magnetic Random Access Memories, MRAM’s, are data storage devices that 
contain a ferromagnetic component that can switch between two stable magnetic states, 
and retain the state when power is removed. The main advantage over semiconductor 
RAM is non-volatility, writing speed, low power consumption, radiation/EMI resistance, 
and manufacturability. Table 1 shows how MRAM compares with various semiconductor 
memory types in commonly used metrics.    
 
Table 1 Competitive nonvolatile RAM 
Memory MRAM FERAM FLASH 
Access time (ns) <60 (TMR) ~40 (TMR) 50 
Write time (ns) <10 ~102 ~104 
Repetition circle >1015 1012 105 
Capacity (bit/Tip) >1 Gb <10 Mb >1 Gb 
Power (mW) <10 >10 ~100 
 
 
MRAM’s were pioneered by Daughton [61] at NVE, but IBM and Motorola are 
currently leading the research in MTJ-based MRAM. Their efforts differ in design and 
 
implementation, but the fundamental governing principles are essentially the same. 
MRAM may be grouped according to the physics of their operation into three main 
categories [62]: spin-valves and all metal spin transistors, magnetic tunnel junctions and 
hybrid ferromagnetic-semiconductor structures. The process of writing data into a cell is 
the same in all approaches, but reading the cell’s contents utilize different 
magnetoresistance (MR) mechanisms that determine the magnetization state in the 
ferromagnetic storage element. The choice of reading scheme has profound consequences 


















H, I  H (saturation) 
I (switch) 0 
Figure 48 Illustration of the bistable states in a hysteresis loop. 70
e bi-stable orientation of their magnetic state is a defining characteristic of 
etic (FM) materials and a natural basis for nonvolatile bit storage. For a 
fabricated thin FM film, the two possible states of magnetization can be 
 by an ideal hysteresis loop shown in Fig. 48. If an external magnetic field 
an the coercivity of the ferromagnetic material is applied, the magnetization will 
Figure 48 Illustration of the bistable states in a hysteresis loop.
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saturate in the direction of the field. The square shape of the hysteresis loop reflects the 
“non-volatile” characteristic as the magnetization retains its orientation even if the field is 
removed. As long as the thermal energy is lower than the stored magnetic energy, the 
system will persist indefinitely in its state. 
Fig. 49(a) is a schematic of an MRAM architecture. Wires fabricated directly over 
and under the magnetic element perform the writing and reading tasks. Two-dimensional 
banks of memory cells is created by using a 2-D array of rows (bit line) and columns 
(word line) of write wires, with each cell inductively coupled to a specific bit-word line 
combination. To switch a given cell, both wires are energized so that each line creates a 
field half the coercivity of the element. Only the cell defined by the bit-word lines is 
affected while leaving the other cells unperturbed. Fig. 49(b) illustrates the reading 
process of a typical MTJ based MRAM cell.  The bottom ferromagnetic film is 
constructed to have a larger value of switching field than the top film, and it is the 
orientation of this film that encodes a ‘1’ or ‘0’.  Reading the stored value in a cell is 
done by interrogating the cell with a sequence of low power pulses, sufficient only to 
switch the state of the top FM layer.  The resistance of the cell is monitored by measuring 
the voltage across the element in a fixed sensing current.  A sequence consisting of first a 
positive and then a negative current pulse is transmitted to the word line. The associated 
magnetic field flips the magnetization of the upper magnetic film, first to the left and then 
to the right. For a stored binary “0” this corresponds to a sequence where the relative 
orientation of the top and bottom FM layers switch from antiparallel to parallel during the 
pulse. The voltage waveform in this case will be a relatively high positive voltage 
 
followed by a relatively low negative voltage as drawn in the figure. If the bit stored is a 

























Figure 49 (a) MTJ memory cell design architecture. (b) An
illustration of reading process in an MRAM cell. 
 
Figure 49 (a) MTJ memory cell design architecture. (b) An illustration of reading 
process in an MRAM cell. 72
 
2 Novel effects for new MRAM implementation: current-domain wall 
teractions models 
In the previous section, we saw that the orientation of the storage layer is defined 
 an external field from an ancillary current wire. Unfortunately, the switching field 
tribution  ∆ SWH , i.e. the spread of coercivity fields across the device, is difficult to 
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control. As the switching often involves domain nucleation, it is sensitive to variations in 
morphology and chemistry at the atomic length scales. Thus, an ensemble of islands 
could have very broad switching fields, which presents a formidable design problem in 
ensuring that only the intended cell is affected by the write current. For this reason, a 
great deal of work is being done on developing alternative schemes to switch the 
magnetic states of memory elements. One approach is the recently proposed voltage 
controlled rotation (VCR) [63] in a ferromagnetic/spacer/insulator/ferromagnetic multi-
layer system. The magnetic coupling between two ferromagnetic layers oscillate from 
antiferromagnetic to ferromagnetic by an applied bias voltage, and by a judicious 
application of voltage across the insulating gap, the magnetization direction of the system 
can be switched and rotated. While theoretically plausible and experimentally appealing, 
the fabrication requirements appear to be quite stringent. Alternative methods tat hav 
been proposed of late employ passing an electrical current through one or both FM 
layers. One method was developed for sub-micron size dots, where the magnetization 
reversal by spin-transfer was predicted by Slonczewski [64] and Berger [65], and was 
confirmed by experiments on multilayered pillar structures [66].  It involves direct spin 
injection perpendicular to a multilayer film to produce a "spin-torque" to locally switch 
the magnetization of one of the layers. The other approach is for single layer magnetic 
thin film patterns consisting of domain patterns which can be moved to wards specific 
directions by current pulse, and subsequently impart a pattern reconfiguration. In this 
work, we are interested in studying the latter method and demonstrating its efficacy in 
storing data.  
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To appreciate the principles of current-induced magnetization reversal, we briefly 
review some concepts in domain-drag theory. We recall that magnetic domains, i.e., areas 
of constant magnetization, form in FM films in order to reduce the total magnetostatic 
energy.  Within the domain walls, the region that separate neighboring domains, the spins 
change gradually over a number of lattice sites. When an external field is applied to the 
material, a non-zero torque is exerted on the wall spins. This tends to align the magnetic 
moments of the wall spins with the applied field, which is equivalent to a translation of 
the wall center along the direction normal to the wall plane. This is the classic mechanism 
that governs magnetization reversal and saturation. However, a somewhat arcane but 
nevertheless interesting way to move domain walls is a process known as “domain drag.” 
In this approach, current through the ferromagnetic material exerts an electron pressure 
on the domain walls which leads to domain wall translation. This is independent from the 
“global” magnetic field generated by the current, and domain wall translations are 
accomplished at far lower currents than required to generate fields above the local 
domain coercivity [67]. The exact nature of the electron pressure can be understood by 
two models of interaction between an electric current and a domain wall which we 
discuss below, which for completeness, also includes the force associated with the global 
field.  
(a) s-d Exchange Force [68] 
The s-d exchange force is associated with the interaction between the 3d electrons 
in the metallic ferromagnetic materials and 4s electrons in the conduction band of the 
material. When the 4s electrons travel across a domain wall, the spins flip 180 degrees to 
align with the local exchange field.  As a result of momentum exchange, the spins of the 
 
3d electrons inside the domain walls are canted leading to the displacement of domain 
wall. Thus the domain wall displacement is always in the direction of charge carriers, i.e., 
in the opposite sense of the current. See Fig. 50. The s-d exchange force per unit area of 
wall by normal current is  
 )vjR(MF wisx −βµ=
−
01
12   (3-1) 
where sM is the saturation magnetization, R0 the ordinary Hall coefficient, j the current 
density and wv  the wall speed. iµ  is the intrinsic wall mobility and 1β is a dimensionless 









Figure 50 Illustration of s-d exchange model: the spins of 4s electrons flip to
align with the local exchange field. As a result of momentum exchange, the
spins of 3d electrons inside of domain walls are canted leading to the
displacement of domain walls. 75
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(b) Hydromagnetic Domain Drag Force 
Hydromagnetic domain drag force is based on Hall effect and magnetoresistance 
within magnetic domain. A DC Eddy current loop caused by the Hall effect runs around 
each wall. The induced magnetic field by these loops tends to drag the whole domain in 
the same direction regardless of the direction of in-plane magnetization. See Fig. 51. The 
domain drag force per unit area of wall by normal current is  
  )vjR(MF wesx −µ=
−
1
12   (3-2) 
where sM is the saturation magnetization, R1 the anomalous Hall coefficient, j the current 
density and wv  the wall speed. eµ  is the eddy current limited wall mobility, which is 
expressed as se wM4.8/








Figure 51 Illustration of domain drag force model: The sample with
rectangular cross section, where domain walls normal to the current. When the
current crossing the wall, a component in y direction is generated because of 
the Hall effect.  
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(c) Global Field Force  
The electric current through the sample produces a circumferential magnetic field, 
which runs in closed loops perpendicular to the direction of current. The magnetic field 
component along the loop has opposite signs at the top and bottom of the film and its 
magnitude is proportional to the distance from the center of cross section of the sample. 
The global field thus exerts torque on the wall causing an S-shaped distortion of a Bloch 
wall. During the process, the current accumulates kinetic energy and momentum into the 
wall and the kinetic energy is dissipated during ballistic wall motion after the end of 
pulse. The global field force makes adjacent walls move in opposite directions. We note 
that the walls do not move when the current density is uniform because the net force on 






Figure 52 Illustration of global field model: the global magnetic field exerts 
torque on the wall causing S- shaped distortion of Bloch walls. 
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3.3 Current-pulse induced domain wall motion observed by MFM 
 
Extensive investigations of domain drag phenomena have been carried out in the 
70’s and 80’s [69]. These were motivated by technologically important issues of that 
time, namely, Bloch line memories, electromigration in ferromagnetic films, and AMR 
sensors.  The domains were observed using Bitter powder and magneto-optical imaging 
techniques. However, because of the lack of a high resolution imaging technique and 
partly due to the rarity of photolithographic and sophisticated sample preparation 
techniques for patterning, those experiments were confined to large continuous films. 
Thus, those previous studies ignored size effects and the results were validated only for 
bulk systems. Furthermore, since the current density required to induce wall motion is so 
high (1011 A/m2), the experiments needed high current power supplies that were deemed 
impractical for device applications.  
As dimensions shrink, the intrinsic magnetization pattern dramatically changes. 
The domain configuration is established by the minimum of the total energy of the 
system. Hence, the domain patterns of bulk continuous films, which ignore the 
magnetostatic energy contribution from the edges, is expected to be quite different from 
that of a small lithographically-defined magnetic structure.  
 
3.3.1 Experimental set-up 
To investigate domain drag phenomena, structures were fabricated by using 
conventional photolithography. Positive photoresist was spin-coated on Si substrates 
(with native oxide) and exposed using a contact mask aligner. One set of patterns were 20 
µm wide rectangular strips with variable length from 100 µm to 300 µm, and a second set 
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had a "bow-tie" geometry with the same interior geometry but with large flared ends. 
After development, the substrates were placed in a high vacuum system and evacuated at 
1 x 10-5 Torr. NiFe films were deposited by thermally evaporating Ni84Fe16 pellets on a 
resistively heated tungsten boat. The background pressure was 3x10-5 Torr and the 
deposition rate was kept at 10Å/s.  No external magnetic field was applied during 
deposition process.  The film thickness varied from 100-160nm. The photoresist was 
subsequently lifted-off, leaving behind the NiFe structures. Thin (~25 µm) gold wires 
were connected on both ends of the islands using silver paint, which provided the 
electrical connection to our pulse generator (seen Fig. 53) The nominal DC electrical 
resistance of the pattern is about 40-70Ω. The current pulses were generated by a 5nF 
capacitor charged up to 100V and switched to discharge through the sample. The pulse 
shape, as monitored using a storage oscilloscope, had better than 10ns rise time and an 
exponential decay on the order of 1 µs.  The magnetic domains were imaged after every 
pulse by using a large platform magnetic force microscope. We discovered that the 
reliability against electrical breakdown during pulse experiments was greatly improved 
by going to the bow-tie structure.  Presumably, the contact area is much larger in this 
case, which reduced the mechanical stress due to the paint and consequently enabled 

































ent-induced domain wall motion: Results and discussion 
re 54 shows a sequence of MFM images of the same area of the strip.  Also 
 high-resolution detail of a domain wall (Fig. 54 d). The domain walls are 
ble in all the islands, and from which we can deduce the magnetization of the 
he interior regions are comprised of alternating magnetization patterns 
minally at 20o to the strip. The triangular features near the edges are the 
closure domains whose magnetizations are parallel to the edges to reduce 
tic energy. The film’s thickness ranged from 100nm to 160nm so that the 
pected to be Bloch or asymmetric Bloch walls, rather than Neel walls.  This is 
y considering the zoomed image in Fig. 54(d).  The contrast changes polarity 
 the wall without crossties, which precludes the possibility of Neel type wall.  
y, the contrast variation [70] and line profiles are consistent with those 
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F ig u re  5 6  A  s e q u e n c e  o f m a g n e tic  d o m a in  p ro p a g a tio n  w ith
su cc e ss iv e  cu rre n t p u ls e s . 4 0 µ m  x  2 5 µ m  M F M  sc a n s  o f th e  s a m e  
a re a  o f th e  su r fa c e  a t (a ) th e  in it ia l s ta te s , (b )  a fte r  o n e  p u ls e  a n d  
(c )  a fte r  tw o  p u ls e s . A rro w s  a re  d ra w n  to  h ig h lig h t to p o g ra p h ic
d e fe c ts  to  se rve  re fe re n ce  p o in ts  fo r  d o m a in  m o tio n . T h e  c u rre n t
d ire c tio n  is  d o w n  a n d  th e  d o m a in  w a lls  m o v e  in  th e  o p p o s ite
d ire c tio n . (d )  z o o m -in  im a g e  o f a  se g m e n t o f a  B lo c h  w a l l. 
 
Figure 54 A sequence of magnetic domain propagation with successive current 
pulses. 40µm x 25µm MFM scans of the same area of the surface at (a) the initial
states, (b) after one pulse and (c) after two pulses. Arrows are drawn to highlight
topographic defects to serve reference points for domain motion. The current 
direction is down and the domain walls move in the opposite direction. (d) zoom-
in image of a segment of a Bloch wall. 81
gures 54(a) to (c) were selected from a series of numerous successive images of the 
me area, with one pulse applied between each consecutive image. The motion of the 
alls is best seen by noting the relative displacements with respect to the fixed 
pographical defects. As a guide to the eye, we placed arrows on three topographical 
fects as reference points. A line is drawn to connect the middle defect on the three 
ages. It is clear that all walls are displaced by an average distance of 0.85 µm in the 
me direction. Moreover, the triangular edge domains themselves move in concert with 
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the interior walls, suggesting that the effect of the current pulse is to propagate entire 
domains. In this particular sample, a current density of 2.5x1011A/m2 was used and the 
current flows from top to bottom.  Hence, the direction of the wall motion is opposite to 
the conventional current direction, or the same as the drift velocity of the conduction 
electrons. More importantly, we established that the direction of domain wall motion can 
be reversed by switching the current polarity. These observations are true for all samples 
investigated, despite some differences in the critical current density. In general, wall 
displacement occurs when a critical current density at the order of 1011A/m2 is reached. 
Neglecting eddy currents, viscous, pinning and other hysteretic effects, there are 
three major theories for magnetic domain wall displacement by current pulses. The first 
mechanism is hydromagnetic “domain drag force”, based on Hall effect and 
magnetoresistance within magnetic domain [69]. The force is expected to push walls in 
the same sense as the conventional current if the anomalous Hall coefficient of the 
ferromagnetic material is positive, and vice versa. Furthermore, it is proportional to the 
sample thickness and tends to zero with decreasing sample thickness. The second 
mechanism is the "s-d exchange force", associated with the interaction between the 3d 
electrons in the metallic ferromagnetic materials and 4s electrons in the conduction band 
of the material [67]. The domain wall displacement is always in the direction of motion 
of charge carriers, i.e., in the opposite sense as the conventional current. Unlike the 
domain drag, the exchange force is independent of the sample thickness. The third 
mechanism is caused by the “global field” [72]. The global field exerts torque on the 
wall, causing an S-shaped distortion of a Bloch wall and making adjacent walls move in 
opposite directions. In our experiments, the nominal direction of motion relative to the 
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current is contrary to the predictions of the global field theory. Both the "hydromagnetic 
domain-drag" and the "s-d exchange" models predict motion in one direction. The 
direction of the wall motion due to domain drag is dependent upon the anomalous Hall 
coefficient, R1. The only possibility for domain drag to be consistent with the sense of the 
observed wall motion is for R1 to be negative. If R1 is negative and the hydromagnetic 
drag is dominant, then the theory predicts that the force is dependent on the sample 
thickness vanishing for zero thickness. However, we find that experimentally, the thinner 
films exhibit larger displacements for similar currents, which is opposite to the effect 
predicted by the domain drag. Therefore, we must conclude that, in our films, the s-d 
exchange is the dominant mechanism. Using the established models [67, 69], we can 
calculate the critical thickness beyond which the domain drag will become dominant.    










ρβπ=     (3-3)                 
where ρ  and sM  are electrical resistively and saturation magnetization of Permalloy 
sample, iµ  the intrinsic wall mobility and 1β  a dimensionless correction coefficient of 
order unity. 
0R  and 1R  are normal Hall constant and anomalous Hall constant 
respectively. Using the typical material data in [73] and [74], we find that the critical 
thickness is ~1µm for our Permalloy sample. This implies that s-d exchange is expected 
to be dominant for very thick samples. Establishing that the mechanism is s-d exchange is 
quite important for device applications. Since the force is independent of the sample 
thickness, it is possible, and in fact easier, to move domain wall for very thin samples. 
The thickness dependence of the s-d exchange force and hydromagnetic drag force was 





























60nm-160nmFigure 55 Thickness dependence of the interaction forces between domain
walls and current pulses. Our samples are at the thickness ranging from
60nm to 160nm. When film thickness is smaller than 1µm, s-d exchange
force is the dominant force. 84
From the domain wall motion, we can say that the motion of the domain wall is 
r complex and does not have a simple relationship with the number of pulses.  To 
trate this point, we plot in Fig. 56 and Fig. 57 the positions of domain walls of #1111 
 respect to the defects D1 and D2. The two curves show the walls are nominally 
lated the same direction with an average displacement of 0.85 µm per pulse. 
ever, the domain propagation is non-linear. This is evidenced in Fig. 56, where walls 
e faster and more coherently in 2nd to 5th pulses and are somewhat retarded in the 
r pulses.  Similarly, we also observed that there are specific cases when segments of 
 
the walls do move in the same direction as current. An example is the movement of wall 
W5 after pulse 1 where the displacement measured relative to the left defect (D1) is 
negative while the motion relative to D2 is positive.  Similar events can be seen for W4 at 
pulse 6 and W5 at pulse 8. These nonlinear phenomena are perhaps a manifestation of the 
hysteretic effects of wall motion, along with domain wall pinning attributable to local 























Figure 57 The domain wall positions with respect to the left 
defect when applying current pulse current pulses through
the sample shown in Fig 56.  The top wall in the Fig. 56 is
noted  as W1, The second top wall as W2, so on. 
re 56 The domain w ll positions with respect e left defect 
 applying current pulse current pulses through the sample
n in Fig 54.  The top wall in the Fig. 54 is noted as W1, The
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Figure 58 The domain wall positions with respect to the
right defect when applying current pulses through the
sample shown in Fig. 56.  
Figure 57 The domain wall positions with respect to the right
defect when applying current pulses through the sample shown in
Fig. 54. 86
pulse induced domain switching [75] 
revious chapter we observed the domain wall motion can be implemented 
 strip line. The length of the pattern is much larger than the width so that 
configurations can exist. However, as was studied by my predecessors, H. 
e of a low aspect ratio sample, the number of stable domain configurations 
 It was also discovered that with judicious choice of pattern geometry, two 
can set by current pulses with opposite polarity. 
ain configuration of permalloy mainly depends on a lateral aspect ratio of 
mall rectangular NiFe thin film island, the number of possible domain 
at remanence is finite. When the aspect ratio is near two, the remanent 
antly are the seven or four domain configuration. Figure 58 shows the two 
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possible stable states i.e. 7D and 4D configurations using a NIST micromagnetic 
simulator when the aspect ratio is two. The micromagnetic simulators are notorious for 
being highly sensitive to the starting conditions. However, we observed after repeated 
calculations involving different initial configurations that the total energy reaches a local 
minimum at both states. When the aspect ratio is increased slightly higher than two, the 
7D structure appears to be energetically more favorable. Similarly, owing to limitations 
in lithography, the shape of real structures contains round corners. The net effect is the 












The experiment is shown in Figure 59, where (a) shows the geometry of the 
patterns. MFM images were obtained after applying single-shot current pulses through 
the material. Figures 59 (b) and (c) are the two observed configurations of the islands at a 
zero-applied field. The 7D configuration shown in Figure 59 (b) was observed prior to 
Figure 58 Micromagnetic modeling of two low energy states. This 
pattern has either 4 or 7 domain configuration. 
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application of any external stimuli. This state changed into the 4-domain configuration 
shown in Figure 59 (c) after applying a single pulse of current density − 4.25 × 1011 A/m2 
for 10 ns. The minus sign means the current is applied upward. More importantly, the 
four domain structure reverted back into the seven domain configuration in Figure 59 (d) 
after applying a single current pulse of density 3.65 × 1011 A/m2 but with opposite 
polarity. Note that Figures 59 (b) and (d) are essentially identical with each other. Many 
experiments on several islands have shown following general characteristics: 
1) A critical current density is required to change state, below which no reorientation 
can be achieved regardless of the number of pulses applied. 
2) Once reoriented, succeeding current pulses of the same polarity and magnitude 
have no further effect. 
3) The critical current density is nearly the same for all islands of similar geometry, 
but increases with aspect ratio.  









Figure 59 Bi-stable domain configurations of 8.3 µm × 17 µm × 100 nm NiFe 
pattern (a) Schematic diagram of pattern with contact pads and MFM image (b) of 
the as-prepared, 7 domain closure, (c) after current application of a 10 ns pulse 
with density − 4.25 × 107 A/cm2, forming a 4-domain closure, and (d) after 

















Figure 62 Schematic diagram of the dynamics of domain wall
motion for the 4D to 7D transition. 
Figure 60 Schematic diagram of the dynamics of domain wall motion for the














Figure 63 Schematic diagrams of the dynamics of domain wall motion
for the 7D to 4D transition. 
Figure 61 Schematic diagr ms of the ics of domain wall motion fo
the 7D to 4D transition. 90
 
This process can be explained by using s-d exchange force model, which predicts a 
ent moving the domain wall in the opposite direction. During the application of the 
e in the direction shown in Figure 60, the 90o walls experience an upward force. The 
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intermediate state during the pulse is similar to the schematic of Figure 60 (b), where the 
bottom domain expands at the expense of the upper domain. Since the magnetostatic 
energy increases with domain size, the system has to relax into an energetically favorable 
configuration. As illustrated in Figure 60(c), this causes a breakup of the large domain via 
the formation of new near 90o closure structures at the bottom edge such that the 
magnetization of the bottom domain is along the induced uniaxial anisotropy (+x) 
direction. The final configuration is attained upon relaxation to ensure that the domains 
are commensurate with the 90o wall boundary. On the other hand, a 4D configuration can 
be achieved by a current pulse of opposite polarity with a similar density. The process is 
illustrated in Figure 61. Downward forces act on all walls and cause the central domain to 
be displaced towards the bottom and eventually annihilate the original closure structure. 
This leaves behind a large upper domain, which is oriented parallel to the induced 
anisotropy. In contrast to the previous case, it does not subdivide into smaller domains 
because of the higher energy cost to create domains antiparallel to the induced 
anisotropy. 
 
3.5 Domain wall resistance and an 8-bit memory cell 
 
3.5.1 Observation of two resistance states in bi-stable magnetic domain 
configuration 
 
The starting point is the design of a single cell using Permalloy structures and 
monitoring the magnetic images and corresponding resistances after applying current 


































Figure 64 Schematic of experiment set-up. Figure 62 Schematic of pulse-current induced domain reconfguration
experiment set-up. 92
e fabricated rectangular Ni81Fe19 patterns on Si substrate (with native SiO2) 
lift-off process. The Ni81Fe19 islands have thickness of ~ 100nm and lateral 
ns of 8µm x 16µm. Gold contact pads were deposited on the two ends of the 
 patterns that were wire bonded to gold pads to provide electrical connection to 
 generator. A 7-digit multimeter was connected across the islands. MFM images 
en after every pulse applied through the pattern and were correlated with the 
eously measured resistance.  
ig. 63 shows three MFM images of the domain structure at the initial state and 
lying two current pulses. The initial state shows 10 domains that comprise a 13-
closure state. The other domains are invisible since they are buried by the gold 
ads. After applying a current pulse in upward direction, the resulting pattern is 
 the middle image. It consists of a 7D state, which presumably formed as the 
omains consolidated into a larger “spade” domain. This pattern is stable against 
e pulses in the same polarity. More importantly, the configuration is reversible. 
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The domain pattern after applying a current pulse in downward direction of same density, 
shown on the right, is essentially the same as the original state. 
The fact that the transition in these patterns are different from the 7D-4D patterns 
obtained by Koo is not surprising since the dimensions, method of preparation and 
contact pad alignments are somewhat different in the present case.  Nevertheless despite 
this difference, the bi-stability characteristics are identical.     
As in the earlier treatment, we assume that s-d exchange is the dominant force 
responsible for domain wall motion opposite to the current direction. This effect and the 
requirement of energy minimization we offer an account of the switching dynamics 
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(a) (b) (c) 
Figure 65 MFM images of the NiFe one 8µm by16µm pattern. (a) is the 
Initial domain configuration. After applied one upward current pulse, the
domain structure switched to (b). Applied another current in downward
direction, the domain structure switched to (c) that is same as state (a). 
 
Figure 63 MFM images of the NiFe one 8  by16µm pattern. (a) is the Initial 
domain configuration. After applied one upward current pulse, the domain
structure switched to (b). Applied another current in downward direction, the
domain structure switched to (c) that is same as state (a). 
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Consider scenario I, the transition from 7D state to 13D state with downward 
pulse. When the current pulse is in the direction from top to bottom, domain walls move 
upward. This causes domain 2 in the initial 7D state to expand, which subsequently 
breaks into new domains 2 and 3.  Domain 3 itself further divides into domains 3 and to 
reduce the magnetostatic energy. The postulated intermediate states are drawn in Fig. 64. 
These are of course meta-stable states lasting no more than a few tens of nanoseconds 
during the pulse and thus could not be imaged using the MFM. Only the final 13D state is 
directly observed by MFM.  In the reverse scenario (13D state to 7D state with upward 
pulse), the domains 3 and 4 are presumably annihilated, thus leaving domains 1 and 2. An 
interesting point is that when the domains have undergone a transition, further pulses in 
the same direction do not cause further transition.  This is initially surprising since 
symmetry arguments would predict that further pulses on the same direction would 
simply alternate the configurations.  The fact that this is not observed suggests that there 
is an effective unidirectional anisotropy that the breaks the symmetry.  In other words, the 
system favors domains oriented along a specific direction.  We believe that this extra 
term is provided by the global force created by the gold contacts on top of the patterns. In 
the case of the 7D pattern, application of an upward current will induce a field parallel to 
the magnetization of the end domains. This will thus help in stabilizing the end domains 
against annihilation or the breakup into multiple domains.  By contrast, in the 13D case, a 
downward current produces a field that opposes the end domain magnetization, which 















In addition to MFM images, we also monitor the resistances of the samples and 
look for the relationship between domain structures and resistances. The resistances of 
two domain states are listed in the Table 2. While the resistance difference is about 0.02Ω 
over 10Ω, it is clear that the final (13 D) state has smaller resistance than the initial (7 D) 
state in each sample. A typical spread of resistance fluctuations is shown in Fig. 65 as we 


















Intermediate states Final 12D
I
I
Figure 66 Schematic of domain evolution by applying a current pulse. Figure 64 Schematic of domain evolution by applying a current pulse. 
Final 13D 
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Table 2 Resistance states of NiFe patterns  
Pattern No. R (Initial) R (Final) 
1   15.539Ω 15.523Ω 
2 14.325Ω 14.314Ω 
3 14.291Ω 14.283Ω 
4 14.261Ω 14.252Ω 
5 13.273Ω 13.266Ω 
6 13.265Ω 13.257Ω 
7 13.247Ω 13.240Ω 
8 10.492Ω 10.501Ω 
9 9.868Ω 9.855Ω 
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Figure 67 Resistance bi-states changing by applying current pulses in 
alternative directions.  
 
Figure 65 Resistance bi-states changing by applying current pulses in
alternate directions.  
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By comparing the MFM and resistance measurements in several samples, we 
conclude that:  
•  Two clear states of resistance are observed after applying current pulses in 
different directions. 
•  The bi-stable magnetic domain configuration corresponds to the current pulses in 
different direction and is associated with the two resistance states. 
•  The lower resistive state is always associated with the domain structure with more 
transverse domain walls. 
•  The domain configuration switching between two states only occurs when the 
current pulse density exceeds a certain threshold value, here it is ~1011A/m2.  
•  Additional current pulses in the same direction does not change the domain 
structure and resistance.  
 
3.5.2 Theory of domain and domain wall resistance 
 
Let us now examine the theories that could lead to measurable resistance changes 
in our samples. The origin of resistance difference between two configurations is rather 
complex, may come from both domain wall resistance and domain resistance [77]. As we 
discussed in previous chapters, domain walls (DWs) are interfaces between uniformly 
magnetized regions (domains) with different magnetization directions. Early experiments 
started from using a small field to erase DWs in a multidomain state and produced large 
changes in resistivity at low temperatures (a reduction of the resistivity by an order of 
magnitude at 4 K) [78]. In contrast, within a DW, the material is (1) chemically 
homogeneous and (2) magnetization varies on a larger length scale—the domain wall 
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width. These two factors distinguish the physics of electron transport through a DW 
interface from that of a magnetic interface in a metallic multilayer. Nevertheless, there is 
a common thread: the electron spin direction changes on crossing a magnetic interface. 
Thus, as in GMR, spin dependent electron transport effects are expected to be important 
to understanding the scattering of electrons by DWs.  
 
3.5.2.1 Domain wall resistivity 
At present, the exact nature of domain wall resistance is highly controversial, and 
there is hardly any agreement in the magnitude and sign of the effect. However, for the 
purposes of completeness, we briefly review the important theories that predict positive 
and negative effects. The three widely cited models that predict a positive domain wall 
resistance are those of Cabrera and Falicov (CF)[79], Levy and Zhang (LZ) [80] and 
Brataas et al. (B) [81].  
The CF model of DW scattering considers the reflection of incoming electrons by 
the effective potential created by the rotating magnetization (and hence internal exchange 
field) within the wall [79]. The reflection probability was found to depend on the ratio of 
the DW width δ to the Fermi wavelength λ, and is exponentially small for large ratios 
(~ λδ /−e ). Thus, for DWs in the 10 nanometer range and metals with fλ = 0.1 nm, the 
carrier reflection, and hence the DW resistivity, is entirely negligible. 
The second model of DW scattering considers spin-dependent potentials and 
scattering rates, namely potentials and electron relaxation times that are different for spin 
up and spin down (majority and minority) electrons in the ferromagnet. This is critical to 
our present understanding of GMR. It also significantly amplifies the effect of DWs on 
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conductivity from that expected from electron reflection by a DW. The basic idea is as 
follows. In a uniformly magnetized ferromagnetic metal a large fraction of the total 
current is carried by one spin channel, either the majority or minority spins. Due to a 
small, non-adiabatic traversing of the electron spin in the wall, there is mixing of the spin 
channels within the DW [80]. This mixing partially eliminates the “short circuit” 
provided by the lower resistivity spin channel and increases the resistivity of the DW 
region. In a semi-classical Boltzmann calculation, Levy and Zhang found that the MR for 













     (3-4) 
where the )/( δυξ Jf= is a measure of the non-adiabaticity ( =0 is an adiabatic 
crossing), J is the internal exchange energy, fυ  is the Fermi velocity, δ is the DW width, 
and  )(↓↑Oρ  is the resitivity of the spin up (down) channel. Physically, ξ is the ratio of the 
precession time of an electron in the exchange field to the time the electron takes to 
ballistically traverse the DW. In terms of length scales, this is the ratio of a “spin 
precession length” to the DW width. The “spin precession length” is the scale over which 
an electron at the Fermi energy completes a precession in the exchange field. Semi-
classically, ξ is the angle a conduction electron spin makes with the local exchange field. 
Clearly, as the wall region is narrowed, the DW-MR is predicted to increase. It is also 
important to note that this is a perturbative result in ξ and thus the formula is not valid in 
the limit of very narrow DW, such as an atomic scale DW. In this case, the electron 
reflection would indeed be significant and MR effects greatly amplified. Levy and Zhang 
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further found that DWs cause larger MR when aligned perpendicular to the current flow. 





























  (3-5) 
Since the intrinsic reflection is assumed to be small (in contrast to CPP-GMR structures), 
spin accumulation effects can be neglected. 
The third model, proposed by Brataas, Tatara, and Bauer, considers both ballistic 
and diffusive transport through a DW [81]. For typical parameters for Co, fk =10 nm
-1, J 
=0 5 eV, ↓↑ OO ρρ /  = 5, and δ =15 nm, one calculates a CPW-MR of 2%. Note that this is 
the MR of the DW material itself, and domains in a sample ‘dilute’ this MR contribution 
by the ratio of DW width to the domain size.  
There are also models that predict an intrinsic negative DW contribution to 
sample resistivity. Tatara and Fukuyama considered the effect of DWs on weak 
localization [82]. Weak localization is pronounced in low dimension disordered systems 
and arises due to quantum interference, which enhances electron backscattering and 
resistivity. Tatara and Fukuyama found that DWs destroy the electron coherence 
necessary for weak localization at low temperatures. As a consequence, in their model 
erasing DWs with a magnetic field restores weak localization and leads to an increase in 
the resistivity. Another second model by Gorkom, Brataas, and Bauer found that DWs 
can be regions of enhanced conductivity, when the electronic structure of the DW is 
taken into account semi-classically [83]. The essential idea is that the effective exchange 
field within a DW is weakened due to the non-colinear spin alignment (J(θ)= Jcosθ), 
where θ is the angle between neighboring spins). As a result, within a two band Stoner 
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model of the ferromagnet, there will be a redistribution of charge among the majority and 
minority spin bands (i.e., a change in the sample magnetization within the DW). 
Depending on the relative relaxation times of the bands, this can produce a positive or 
negative DW contribution to the resistivity. They found that the magnitude of this effect 
could be the same order as those treated by Levy and Zhang. And finally, Kent and 
Ruediger have proposed a mechanism by which the interplay between the surface 
scattering and the electron orbital motion within domains may reduce the resistivity [84]. 
They considered a geometry in which the magnetization is in the film plane, as illustrated 
in Figure 66(a). When diffuse electron scattering at the film top and bottom surface is 
important, the internal field acting on electron trajectories near walls will deflect charge 
from the film interfaces, reducing the amount of this scattering and decreasing the film 
resistivity.  
 
3.5.2.2 Domain resistance 
To further complicate matters, the contribution of DW’s to MR can be ‘masked’ 
by extrinsic MR associated with ferromagnetic domain configurations. There are three 
such effects we discuss below: ferromagnetic resistivity anisotropy, a Hall effect 


































Figure 66 Stripe domain resistivity due to  (a) the orbital motion of charge near 
and in DWs. (b) ferromagnetic resistivity anisotropy, and (c) a macroscopic
Hall effect mechanism (view in the z =0 plane). 102
 
Ferromagnetic resistivity anisotropy.  It is well known that the resistivity of a 
romagnetic material depends on the angle between the sample magnetization and 
 current [85]. Additionally, in a crystalline material the resistivity depends on the 
gle between the sample magnetization and the crystal axis. At low temperature 
ell below Tc) there are two factors that contribute to this anisotropy; (1) anisotropic 
R (AMR), which is due to spin–orbit coupling and (2) the Lorentz MR which 
pends on the angle between the current and the internal field, B. These 
ntributions will be discussed in more detail in the following sections. In a multi-
main sample, in which the magnetization is along more than one axis (Figure 66), 
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saturating the magnetization with an applied field will produce changes in the angle 
of the current and magnetization in some parts of the sample, and hence a MR due to 
ferromagnetic resistivity anisotropy. For a uniaxial material in the limit of small Q 
( 22/ SMKQ π= ), domains at the border of the sample are parallel to the surface and 
perpendicular to the uniaxial axis, as illustrated schematically in Figure 66(b). 
Saturating this type of sample will produce an MR which reflects the difference in 
resistivity between perpendicular and longitudinally oriented domains. We can 
estimate this MR by using an appropriate medium model [77]. 
Hall effect Berger showed that there is another extrinsic mechanism by which 
a multidomain sample may have a higher resistivity than a saturated sample. The 
mechanism is based on the Hall effect [86]. The Hall effect leads to an angle between 
the current and the electric field, and in a ferromagnetic material the Hall angle can be 
large even in zero applied field due to the anomalous Hall effect, which is associated 
with spin–orbit effects. For a perpendicularly magnetized stripe domain material in 
the CPW geometry, when the domain subdivision is smaller than the sample width 
the Hall effect leads to current deflection near the DWs. In this geometry, the electric 
field will be normal to the DWs, except in a narrow region (within about a domain 
width) of the sample boundaries. As the Hall angle changes sign in alternating 
magnetization domains, the current will zig-zag through the sample, as illustrated in 
Figure 66(c). Berger found that this zig-zaging current leads to a resistivity increase 
of order 2)/( xxxy ρρ , the Hall angle squared [87]. Also note that there is no such 
effect in CIW geometry, since in this case there is no current deflection. This means 
that there is a difference between CPW and CIW resistivities that goes as 
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2)/( xxxy ρρ . In the CPW geometry, this also produces ‘domain drag’, a force that an 
electric current exerts on a DW. This force is due to the magnetic field generated by 
the zigzagging current acting back on the domain structure. This effect has been 
discussed in previous chapter, where domain wall motion mechanisms were 
investigated. 
Diamagnetic effects. The orbital motion of charge near a DW has also been 
considered from a microscopic point of view, originally by Cabrera and Falicov [79]. 
They found enhanced resistivity due to the “convoluted zig-zag trajectories of charge 
near a wall”. This was also studied by Mankov, who found that the trajectories of 
charge near a wall can also lead to a decrease in the resistivity [88]. In both cases, 
these effects are of order 2)( τωc , which can be large in very pure single crystals at 
low temperature but is generally small in metallic thin films.  
 
3.5.2.3 Discussion of NiFe microstructure results in our experiment 
The observation of resistance difference between two domain configurations 
shows that the “initial state” has higher resistance and fewer domains and domain 
walls, and the “final state” has lower resistance with more domains and domain walls. 
We can exclude the contributions from AMR because the two states have similar total 
area of domains in same magnetization direction. The negative DW contribution to 
the MR has been confirmed in experiments by other research groups on Fe 
microstructure [77, 89]. As discussed before there are three models of DW resistivity 
that predict a reduction in resistivity. The first model, from Tatara and Fukuyama, is 
based on weak localization (WL) phenomena. They find that DWs contribute to the 
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decoherence of conduction electrons which destroys WL. Essential to this model is 
the absence of other decoherence mechanisms, such as inelastic scattering. Kent 
found the maximum temperature for WL phenomena is about 7 K [90]. On this basis, 
the suppression of WL due to DWs cannot explain our observations of enhanced 
conductivity at room temperature. The second model, from Gorkom, Brataas, and 
Bauer, states that the impurities produce different asymmetries in the spin dependent 
scattering rates. This cannot be excluded as an explanation for our results. The third 
model, from Kent, indicates that the reduction in resistivity may not be intrinsic to the 
DWs. An extrinsic mechanism by which the alternating magnetization within the 
domains would increase the conductivity, this is illustrated in Figure 66(a). The 
internal fields acting on charge near the DWs deflect charge away from the surface 
and reduce the amount of diffuse surface scattering. Changing the nature of interface 
scattering, making it either more diffuse or specular, can test this model. For instance, 
thin over and underlayers have been shown to affect surface scattering in GMR 
structures [91]. 
As a conclusion, from existing models although we could not derive a clear 
mechanism in our results, the contribution from the negative DW resistivity is 
probably the major factor. The rather complex nature of the domain wall resistivity 
also prevents us from forming a single physical picture to explain the phenomena. 
Instead we use a combination of both surface scattering near domain wall model and 
impurity enhanced spin scattering asymmetry mode. There is a large amount of work 
need to be done in order to fully understand domain wall resistivity in ferromagnetic 
microstructures.       
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3.5.3 A prototype 8-bit magnetic memory cell 
 
The use of current pulses to reliably store binary data in a magnetic state, and 
the ability to distinguish a state from based on resistance are the critical elements for 
a new type of magnetic random access memory. Guided by previous studies [75, 76], 
we propose to build an 8-bit memory cell. Compared with traditional MRAM 
schemes, this structure does not require external magnetic field sources, pinning 
layers or GMR/TMR multi-layers, resulting in a much simpler configuration and 
easier fabrication.  
Based on the 8µm x 16µm Ni81Fe19 islands, we fabricated a memory chip with 
1x8 bits by integrating eight individual cells with different bias leads and the same 
ground lead. The control circuit is made of relays shown in Fig. 67, each of which is 
operated by the 5V output from a digital I/O board. Fig. 68 is the driving circuit of the 
relays. Pulse generation is accomplished by charging a 4pF capacitor and discharging 
through the element. Switch S1 is used to set the current pulse polarity. Each bit uses 
two relays for reading and writing functions. For example switch S2 either charges 
the capacitor or to creates a pulse through the element 1. Switch S3 opens or closes 
the connection to the resistance measurement instrument, which in this case is a 
Keithley Multimeter. The others have similar functions on various bits. Fig. 69 is a 
photo of the circuit board, and the block schematic of 8-bit memory system including 






































100Figure 70 Switching function circuit, includes a relay, a
transistor, a diode and a resistor. 
Figure 68 Swi ing function circuit, includ s a relay, a
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Figure 72 Schematic of the 8-bit cell and control,
measurement set-up. 
Figure 69 A photo of the circuit board.
Figure 70 Schematic of e 8-bit cell and control, 
measurement set-up. 
 
The resistances of each bit are shown in Fig. 71. By applying current with 
different polarities, we can control the domain configurations and resistance states of 
each bit. This represents a writing process that addresses each bit individually. By 
measuring the resistance of each bit, we can generate a binary sequence from which 
the written information was retrieved. This represents a reading process by defining 






















Figure 71 The resistance states of each bit in the 8-bit memory cell, 
arbitrarily set by current pulses. The high and low states were set by current
pulse with different polarities. And the logic state of the cell is represented
by a binary sequence that consists the resistance states of each bit by defining









In addition to the evaluation of single islands in previous sections, we further 
investigated the performance of this memory cell and obtained the following 
performance parameters. 
•  Each element was cycled at a frequency of 0.2 Hz to establish reliability. The 
choice of 0.2 Hz is limited by the control circuitry, multimeter response and 
computer data acquisition. A typical data for one element is shown in Fig. 72. 
Even after 200 cycles, the element was shown to respond error free to the 
current input, and remains operational with very little signal to noise 
degradation. A monotonic overall decrease in the resistance was observed as a 
Figure 72 The resistance states of one element of the 8-bit memory cell. The black
square spectra is showing the element has been written “1” and “0” alternatively
200 times. The blue line and red line are showing the stability of two logic states
of this element  
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function of the number of cycles, but appears to stabilize after a hundred 
pulses.  This effect may be attributed may be attributed to annealing effects 
that improve the film quality and reduce the intrinsic resistivity. Note 
however, that the resistance variation (~0.1%) is maintained despite the 
resistance reduction.   
•  Each element was measured at high and low resistance states without 
switching to establish the stability of the states at room temperature. The data 
in Fig. 72, which shows the signal for a given 1000 seconds interval, 
establishes that thermal fluctuations account for roughly 0.001Ω variations 
corresponding to approximately 40dB SNR. No overall resistance reduction 








In the past twenty years, research in solid-state magnetism has moved from 
bulk materials towards thin film structures. Fabrication techniques have not only 
significantly improved to make defect free films only a few atomic layers thick, but 
also to laterally pattern down to nanometer size features. The study of these 
nanomagnetic structure has uncovered exciting physical phenomena occurring with 
reduced dimensions, such as giant magnetoresistance, tunneling magnetoresistance, 
ballistic magnetoresistance, magnetic domain dynamics, domain wall motion and 
current induced magnetization switching. Some of these properties are already being 
used in applications in magnetic read/write heads, magnetic sensors, and MRAM’s, 
while some are still awaiting novel usage pending clear fundamental understanding. 
This thesis is the study of these physical properties in a number of magnetic 
structures. Attention was paid to both magnetoresistive thin film fabrication, 
characterizations and magnetic domain dynamics.  This work resulted from a unique 
collaboration between NIST Magnetic Materials Group and the UMD Nanomagnetics 
group.  
The most significant results contributions that we offer to the magnetics 
community are: 
1. Understanding pinhole coupling. When two magnetic films are separated by 
a nonmagnetic film, pinholes in the nonmagnetic film can allow direct contact and 
thereby allow direct magnetic exchange coupling between the two magnetic films.  
This coupling, while extremely important in technology, is heretofore explored 
 113 
 
because it is masked by exchange or magnetostatic interactions from surface 
roughness. We studied this by using a multilayer film with having one of the 
magnetic films pinned and the other free to switch at low field. Since the pinning 
strength increases sharply at low temperatures, but orange-peel coupling does not, 
low-temperature (77 K) measurements can distinguish if the coupling arises primarily 
from pinholes or from orange-peel roughness by comparing with the results from 
room temperature. Our measurements indicate that the observed coupling arises 
primarily from magnetic coupling through pinholes for Cu films less than 2.1 nm 
thick and for Al2O3 films less than 0.6 nm thick, and primarily from roughness-
induced (orange-peel) magnetostatic coupling for larger thicknesses. This research 
has therefore given a useful tool monitoring the pinholes between fabrications and 
insights on critical film thicknessis. 
      2. Aluminum oxide as oxidation barrier. We have investigated the role of 
aluminum oxide films as barriers to thermal oxidation of Co, Ni, Fe, NiFe, Mn, Ta, 
Cu Al and Cr in air. The oxidation of the film was monitored by measuring the 
electrical resistances following a brief anneal in air. We found that Al films between 
0.3 nm-1 nm of Al provides remarkable protection of the underlying metal film 
against thermal oxidation in air. Oxidation of protected films occur at temperatures a 
few hundred degrees higher than unprotected metal. These findings suggested that, in 
the production of magnetic tunnel junction, samples should be annealed in air after 
the oxidation of Al. The expected benefits of annealing in air would include the 
oxidation of any remaining of metallic Al, a more uniform Al2O3 thickness, and a 
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sharper metal/Al2O3 interface. Not surprising, annealing process have recently 
become standardized in industrial TMR fabrications [94].  
3. Coating layer for Co protection. We have investigated the effectiveness of 
Al, Au, Cu, and Ta films with thickness up to 4 nm for protecting a Co surface from 
oxidation in air at room temperature.  The distinct change in the Co 2p3/2 core-level 
lineshape observed by x-ray photoelectron spectroscopy upon the oxidation of Co 
makes it a simple matter to identify the fraction of the Co that is in the metallic state 
and oxidized state.  We find that the best choices for protecting Co from oxidation are 
Al and Ta. We found that Au, which is one of the most popular choices, is not 
particularly effective for protecting Co.  
 4. BMR Measurements. We carried out extensive experiments to fabricate 
planar geometry nanocontacts by using electrodeposition techniques. We found the 
previous reported large BMR effects electrodeposited nanocontacts have been subject 
to various artifacts that can mimic BMR effect. For planar experiments with both in-
plane and perpendicular electrodeposited nanocontacts, we only found small MR 
responses compare to BMR. This is due to the contact sizes in these experiments that 
are not small enough to produce atomic contact as achieved in break junction 
experiments. It requires significant technology advancement to fabricate stable atomic 
junctions with conductance at a few quanta.  
5. Pulse-induced Magnetization Reversal. We have demonstrated that current 
pulses induce magnetic reconfiguration and discovered that bi-stable domain states 
can have distinguishable resistances.  The mechanism for wall motion appears to be 
governed by s-d exchange interaction, and the symmetry is broken by the effects of 
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the global field. The resistance was found to decrease with the increase in the number 
of domain walls, indicating the reduction of resistivity within a domain wall.    
6. MRAM 1-byte Prototype. A 1x8 memory cell was built based on the 
discoveries outlined in 5. It is a potentially valuable MRAM design because of the 
clear advantages over conventional design:  no need of external field elements and 
single layer magnetic islands. This results in a much simpler configuration and a 
much easier fabrication process. Considering recent publications on current pulse 
induced domain wall motion in a spin valve [95] and current induced domain wall 
propagations in a nanometer size ferromagnetic element [96], we are optimistic that 
our experiments have provided an excellent addition in the subject of alternative 




Several research directions could extend the scope of this dissertation. In the 
development of current-pulse controlled magnetic memory, there are three areas one 
could focus on, namely:  
1. Scaling down the magnetic island size to reduce current requirement and 
increase areal density. When the sample size, specifically the cross-sectional area is 
reduced, the current and power consumption will be proportionately lower. Table 3 
gives the calculations of the power consumption for different sizes elements. 
2. Using multi-layer GMR/TMR structure to improve the magneto-resistance 
ratio between two logic states. In present configuration, the MR ratio is ~0.1% which 
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limits the sensitivity of the device. If we can fabricate a perpendicular GMR or TMR 
structure based on the current induced magnetization switching, we may easily 
achieve 10% MR ratio.  
3. Fabricating a monolithic chip to integrate the pulse generator and read/write 
switch circuits together with the memory cell.  The prototype memory cell we built in 
this work was based on an external control circuit board. The same addressing 
scheme can be implemented using transistors instead of relays, and could be 
integrated in a single MRAM chip with built-in switching relays and charging 
capacitors. The sub-micron size thin film patterns can be incorporated as a top layer 
of a silicon chip, through a thick oxide which hosts the magnetic islands.  
 









For the ultra-thin film pinhole detection and control, one can investigate the 
critical thickness for pinhole closure by monitoring resistance sudden decrease while 
thin films are growing. A large resistance drop at this case indicates the thin film 
surface covers the substrate completely and all pinhole are closed. This could be 
Lateral size Thickness Threshold current density I R Power
4 µm × 8 µm 65 nm 6.42 × 1011 A/m2 167 mA 4.62 Ω 129 mW
2 µm × 4 µm 65 nm 5.15 × 1011 A/m2 67 mA 4.62 Ω 20.7 mW
1 µm × 2 µm 65 nm 8.31 × 1011 A/m2 54 mA 4.62 Ω 13.5 mW
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correlated with the onset pinhole formation. For the TMR annealing effect study, it 
will be interesting to grow oxide barrier in an elevating temperature. A more uniform 
and stable barrier is always a potential improvement of the TMR device performance. 
We have noticed that in the XPS scans, for example in Fig. 25, the oxidized Co not 
only has shifted peak but also has wider line shape. It is therefore essential to 
investigate the lineshape profiles to establish of oxidization is occurring at the 
interface.  
The work in this dissertation has established a solid ground for further studies 
in some of the most important aspects of magnetic thin film devices. With new 
developments in magnetic and process technology, I hope that the above proposed 
directions based on our present knowledge can serve as the starting points for new 




   










Appendix I: Thin film fabrication and characterization 
methods 
 
1. Deposition techniques [97] 
 
Sputtering  
Magnetron sputtering is achieved by bombarding a target with energetic ions, 
typically Argon.  Atoms at the surface of the target are knocked loose and transported 
to the substrate, where deposition occurs. Electrically conductive materials such as 
Al, W, and Ti can use a dc power source, in which the target acts as the cathode in a 
diode system. Dielectrics such as SiO2 or Al2O3 require an RF power source to supply 
energy to the argon atoms. Generally, better film properties are achieved by higher 
substrate temperature and lower argon pressure. The advantages of sputtering are: 
high deposition rate, the capability to deposit and maintain complex alloy 
composition, the capability to deposit high-temperature and refractory metals, in 
multi-chamber systems to clean the contact before deposition, and to maintain well-
controlled, uniform deposition on large wafers. These make sputtering the preferred 
choice in today’s physical vapor deposition. 
 
MBE  
Molecular Beam Epitaxy (MBE) is a sophisticated deposition technique 
performed in ultra high vacuum to grow compound semiconductors. In MBE, atoms 
of an element or compound are delivered to a substrate through an ultra-pure, ultra-
high vacuum atmosphere. The UHV atmosphere provided by the MBE chamber 
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allows the atoms to arrive on the substrate without colliding with other atoms or 
molecules. This keeps the growth free of other contaminants. The heated substrate 
surface allows the arriving atoms to distribute themselves evenly across the surface to 
form an almost perfect crystal structure. In MBE the substrate is placed in an UHV 
chamber with direct line of sight to several elemental species, each of which is in an 
evaporation furnace commonly referred to as an effusion cell. Through use of shutters 
and precise control of the effusion cell temperatures almost any material composition 
and doping can be achieved. Our MBE apparatus is equipped with two e-beam 
























Electrodeposition, also called electroplating, has been used for a long time in 
various applications, such as protective coating and Permalloy thin film recording 
 







Figure 74 An illustration of a electro-deposition cell. 
 
Figure 73 An illustration of an electro-deposition cell. 
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heads. The deposition of metals takes place at ambient temperatures and pressures in 
an electrochemical cell containing the metal ions in an aquaeous solution, as shown in 
Figure 73. By applying a voltage between the substrate (work electrode/cathode), and 
the counter electrode (anode), the metal ions from metal are deposited on the 
substrate.                                                                                                                                                         
 
2 Pattern Transfer Techniques 
 
Photolithography [98, 99] 
In modern semiconductor integrated circuit fabrication, thin film of various 
materials are deposited on the silicon substrate, holes and windows are cut through 
these thin films wherever contact are desired. Masks contain the patterns of windows, 
which are transferred to the surface of the silicon wafer using several methods. One 
of these processes called photolithograpy, which makes use of a highly refined 
version of photoengraving process. The patterns are transferred from mask to a light-
sensitive material called photoresist.   
A liquid photoresist is applied on the metalized silicon substrate and then held 
on a vacuum chuck. It is spun at a rate of 1000 to 5000 rpm for 30 to 60 seconds to 
produce thin uniform layer, ranging from 2.5 um to 0.5 um in thickness.  The actual 
thickness of the resist depends on its viscosity and its inversely proportional to the 
square root of the spin speed. Next, a photomask - a square glass plate with a 
patterned metal film on one side - is placed over the wafer. A manual mask aligner is 
used for this purpose, and the wafer is carefully moved into position below the mask.  
The photoresist is exposed through the mask with high-intensity ultraviolet light. Any 
 
positive photoresist which has been exposed can be washed away by using a 
developer, leaving a pattern of the unexposed area.  There are three printing 
technologies: contact, proximity and projection. Contact printing has been largely 
replaced by proximity and projection printing system in order to prevent damage to 
the mask when wafer come in contact with the mask. In general, the basic 
photolithographic process can be summarized below: clean sample wafers-deposit 
metal layer-coat with photoresist-soft bake-align mask-expose pattern-develop 
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Figure 74 Procedures for basic photolithography patterning using
etching technique.  121 
 
here are basically two methods possible used in the etching process, dry 
and wet chemical etching. Dry etching uses small amounts of gases and is 
of producing either isotropic or anisotropic profiles, depending on the gas 
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chemistry used and the configuration of the etching system. A few examples of dry 
etching include reactive ion etching (RIE) and sputter etching. Wet etching relies 
heavily on chemicals and can either be an isotropic process or anisotropic process 
depending on the crystallography of the substrate and type of etching solution used. 
The wet etching of NiFe has been suggested by recipe HCl, 25○c, 500Å/3 min [100], 
and dry etching by using CH4/H2, SF6/Ar, Cl2/Ar [101]. 
 
Lift-off procedure [102] 
Lift-off is the process to directly pattern the metal by using a solvent to 
dissolve the remaining photoresist underneath the metal. The process sequence is 
little different than the normal photolithography process. The procedure is 
summarized in Fig. 75. 
For positive photoresist, after the wafer has been exposed, another step is 
performed to produce the desired overhanging profile required by liftoff. The wafer is 
placed in a chlorobenzene soak for several minutes. The chlorobenzene diffuses into 
the photoresist causing it to swell. A gel is formed to the depth of the diffusion, which 
has a different development rate than the rest of the resist. This will cause the 
developer to undercut the photoresist structures and produce the desire profile. Then 
the wafer is dried with nitrogen and developed using some developer. Next, metal is 
deposited onto the wafer. Once the photoresist is removed, the metal covering the 
photoresist is also removed (lifted off). Sometimes, ultrasonic bath and/or slight 
mechanical scrubbing with a clean room swab is needed to assist in the liftoff 
process. In general, mechanical scrubbing is not recommended because it can damage 
 
the deposited film. In most cases, negative photoresist are used by controlling the 
exposure time to achieve the overcut profile of photoresist. For good lift-off 
processing, two limitations are: thickness of metal layer is less than 1/10 of the 
photoresist thickness, the substrate temperature in deposition is below 300○c where 
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Figure 76 The procedures of lift-off. The desired undercut 
profile of photoresist is seen in the second picture.   
Figure 75 The procedures of lift-off. The desired undercut profile of photoresist 








Figure 77 Illustration of XPS principles. gure 76 Illustration of  principles.
 124 
 
X-ray photoelectron spectroscopy (XPS) is a surface diagnostic tool to 
determine the composition of several layers of the surface. An energetic probe beam 
of electrons or photons eject an electron out of an inner shell of a near-surface atom 
into vacuum, as shown for an atom of carbon in Fig. 76. The escaping electron (2) is 
known as the secondary photoelectron. The inner shell vacancy is then filled by an 
electron dropped down from a higher shell of that atom (3). The potential energy 
difference between the two shells is thereby released either into a photon (4), or into 
the kinetic energy of an escaping outer shell electron, Auger electron (5). The 
chemical elements then can be identified by peaks in the energy spectrum of the 
escaping photons or electrons, since the positions of these peaks are determined by 
the energy levels of the electron shell of the probed atoms. The escape energy also 
tells something about chemical bonding state of the atom. For example, an atom 
stripped of valence electrons by bonding to an electronegative element such as O will 
have a higher binding energy to make the core peaks shift. In these techniques, if the 
probe is an electron beam, it is Auger-electron spectroscopy (AES), and if photon 
probes are used, the technique is referred as XPS. It is called ESCA (electron 
spectroscopy for chemical analysis) if electrons are used as probe and photons are 
detected.  XPS is generally used for film analysis after deposition. XPS typically uses 
the Al (Kα) x-ray line at 1487 eV as a probe. The probe area is large ~ 100um and 
probe depth is ~ 1um, but these 100-1000 eV electrons can only escape from a few 
nm of the sample surface.  
 
 





















the tip to 
sample su
 
ation. Figure 78 A schematic of MFM components and operFigure 77   schematic of MFM components and operation.  125 
gnetic force microscopy (MFM) is one of the most widely used methods of 
imaging because its convenience and high spatial resolution. The MFM 
r UM/LPS lab is a Multi-Mode MFM with a Nanoscope III controller, both 
tal Instruments. External magnetic field and current pulses can be applied 
ple during the MFM operation by our customized external design. Our 
sist of a magnetic material (cobalt-chromium) deposited on the very end of 
 to provide the magnetic interaction. During operation, the cantilever is 
oscillate at its resonant frequency by a set of piezoelectric bimorphs.  The 
requency is determined by a tuning process controlled by the Digital 
ts software. Other piezoelectrics move the sample beneath the tip to allow 
raster over a rectangular area of the sample.  As the tip moves over the 




between the tip and the sample.  The change in oscillations is detected by a 
photodetector located in the scanning head of the MFM.  A light beam is bounced off 
the back of cantilever and is captured by a photodetector. This deflection is then 
digitally processed to produce the images. See Fig. 77. 
 
STM  
The Scan Tunneling Microscopy is able to probe surface structure down to an 
atomic scale. The STM tip is a sharp conducting needle, controlled by a piezo-electric 
tube. When the tip is brought to 0.1 – 1 nm from the sample’s conducting surface, a 
tunneling current can be observed by applied a bias voltage. By scanning along the 
surface and monitoring the tunneling current as function of position (or by adjusting 
the distance from surface to keep constant tunneling current), a topographic map of 
the surface structure cab be obtained with atomic resolution. Strictly speaking, STM 
probes local density of states that may or may not correspond to the location of ionic 
cores.   
 
4 The thin film engineering facility at NIST 
 
One of the most elaborately instrumented magnetic thin film deposition 
facilities, allows samples to be investigated at every step of fabrication: Modern 
surface / interface / Magnetic diagnostics / Elemental composition / thickness / atomic 
structure / roughness Improve devices related materials structure and properties. See 
Fig. 78. 
1. Different deposition methods: MBE / Sputtering / E-beam evaporation 
 
2. Numerous in situ surface characterization techniques: STM / XPS / AES / 
LEED / Mass spectrometry / Real-time 4-wire resistivity 
 In situ magnetic measurements: MR (Super-conducting magnet / 





















. Figure 79 Facility of NIST magnetic thin film fabrication and characterizationsigure 78 Facility of NIST magnetic thin film fabrica ion and 
characterizations.  127 
 
Appendix II: A Visual-Basic program was written to control 






















I/O output to S3 set to +5V  Bit 1 is connected to 
Multi-meter  
I/O output to S1 set to 0V  
All connections to 
Multi-meter is open 
I/O output to S2, 4, 6, 8, 10, 
12, 14, 16 set to 0V  
All capacitors are 
charging 
I/O output to S2, 4, 6, 8, 10, 
12, 14, 16 set to 5V  
All 8 bits are pulsed by 
+10V and set to higher 
resistance state “0” 
 
I/O output to S2 set to +5V 
or 0V 
I/O output to S2, 4, 6, 8, 10, 
12, 14, 16 set to 0V  
All capacitors are 
charging 
All connections to 
Multi-meter is open Read “1” or 
“0” from bitInitialize 
each bit  128 
1 Power supply set to I/O output to S3, 5, 7, 9, 1, 
13, 15, 17 set to 0V  I/O output to S3, 5, 7, 9, 1, 
13, 15, 17 set to 0V Write “1” 
or “0” to Power supply set to -
10V or +10V I/O output to S1 set to +5V
or 0V Bit 1 is pulsed by -10V 
OR +10V and set to 
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