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We present a dynamic coarse-graining technique that allows to simulate the mechanical unfolding
of biomolecules or molecular complexes on experimentally relevant time scales. It is based on Markov
state models (MSM), which we construct from molecular dynamics simulations using the pulling
coordinate as an order parameter. We obtain a sequence of MSMs as a function of the discretized
pulling coordinate, and the pulling process is modeled by switching among the MSMs according to
the protocol applied to unfold the complex. This way we cover seven orders of magnitude in pulling
speed. In the region of rapid pulling we additionally perform steered molecular dynamics simulations
and find excellent agreement between the results of the fully atomistic and the dynamically coarse-
grained simulations. Our technique allows the determination of the rates of mechanical unfolding
in a dynamical range from approximately 10−8/ns to 1/ns thus reaching experimentally accessible
time regimes without abandoning atomistic resolution.
I. INTRODUCTION
The unfolding pathway of biomolecules and molecu-
lar complexes can be studied on a single molecule level
by applying mechanical forces giving detailed informa-
tion about conformational transitions in soft matter sys-
tems [1–3]. The most prominent methodology to probe
the response to a force is to keep one end of the macro-
molecule fixed and to pull on the other end with a con-
stant velocity. This way, the characteristic forces re-
quired to induce conformational changes can be recorded
with high precision and information about the energy
landscape and the relevant transition states can be gath-
ered [4]. Using this information allows to test theoret-
ical concepts like nonequilibrium fluctuation theorems
and the laws of stochastic thermodynamics [5–9]. Ad-
ditionally, using stochastic models of diffusive barrier
crossing, it is possible to obtain relevant kinetic informa-
tion by transforming measured rupture forces into kinetic
rates [10–14]. As in many areas of chemical and biolog-
ical physics, in addition to experimental investigations
computer simulations provide detailed information about
relevant structural arrangements, statistical mechanical
properties and kinetics on an atomistic level [15, 16].
However, atomistic simulations of the unfolding of all but
the smallest biomolecules still are challenging because of
the rather long time scales involved and the system size
to be considered [17, 18]. To overcome the resulting lim-
itations a number of coarse-graining methodologies have
been developed that allow to study important biophysical
processes on experimentally relevant time scales [19, 20].
While most of the coarse-grained models employ simpli-
fied interaction potentials and thus reduce the computa-
tional cost, the strategy of Markov state models (MSMs)
consists in using the dynamical information from short
atomistic runs to extrapolate to long time scales [21–24].
The mechanical unfolding of molecules and assemblies
can be studied computationally via steered molecular
dynamics (SMD) simulations [25–28]. Such simulations
allow to study unfolding pathways in atomistic resolu-
tion, inaccessible in experiments. Additionally, they can
be used to compare mechanical and chemical unfold-
ing pathways [29] and also to compute the potential of
mean force with the pulling direction serving as an order
parameter [30]. When compared to experimental force
spectroscopy, the most prominent difference is given by
the fact that experimental pulling velocities, typically
in the range of 10−9 − 10−5 m/s, are many orders of
magnitude smaller than those used in SMD simulations,
which usually vary between between 10−2 m/s and 103
m/s [2, 31, 32]. Only in recent years has it become possi-
ble to increase the experimental pulling velocities to val-
ues on the order of 10−3 m/s, thus reaching the range of
SMD simulations [31, 33]. Still, a direct comparison be-
tween simulation results and experimental investigations
is out of reach and in particular the conduction of a large
number of SMD trajectories allowing a sound statistical
analysis remains challenging.
Alternatively, the experimental conditions of force
spectroscopy can be met routinely when performing sim-
ulations using coarse-grained models for the interactions
and in particular if the coarse-graining procedure in-
cludes the use of implicit solvent models [32, 34, 35]. Such
simulations yield important insights into the mechanical
unfolding processes, however, they lack atomistic resolu-
tion. Apart from the question of a pulling velocity depen-
dence of the unfolding pathway [36], one has to deal with
the fact that the dynamics of coarse-grained models usu-
ally is faster than the atomistic one [37]. In the present
work, we therefore develop a different methodology by
using the information we obtain from detailed computa-
tions of the potential of mean force using the Umbrella
method as a function of a pulling coordinate [38, 39]. We
build MSMs to simulate the transitions among the dif-
ferent configurations and switch between configurations
using a force ramp protocol with the pulling device stiff-
ness given by the curvature of the Umbrella potential.
As a test case for our strategy we use a well studied
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2FIG. 1: Steered molecular dynamics simulations.
(a) Atomic structure of calix[4]arene. The reference and
pulling group are highlighted by a red and blue cup, respec-
tively. During the simulation, the pulling group is separated
from the reference group by a moving harmonic potential.
(b) End-to-end distance Ree(t) and pulling protocol Rpull(t)
for v = 1 m/s. The cartoon of the calix[4]arene dimer shows
only two of the four aliphatic loops for clarity.
calix[4]arene catenane dimer that shows two state behav-
ior with the transitions among a “closed” and a “open”
configuration associated with the reorganization of a hy-
drogen bond network [40–42], see Figure 1(a). The cate-
nane structure with four interleaved aliphatic loops pre-
vents the calixarene “cups” to separate completely and
thus allows to study two-state behavior in detail.
II. METHODS
A. MD simulations
All molecular dynamics simulations are performed em-
ploying the Gromacs 5.1.2 software package [51]. The
calix[4]arene dimer is positioned in a 5.7 × 5.7 × 5.7 nm
box with periodic boundary conditions and filled with
827 mesitylene molecules. Molecular interactions are de-
scribed by the OPLS force field [52]. All simulations are
conducted in the NPT ensemble, for which the tempera-
ture is set to 300 K employing the velocity-rescaling ther-
mostat [53]. To maintain a constant pressure of one bar,
the Parrinello-Rahman [54] barostat is used with time
constant 2 ps and compressibility of 8.26 × 10−5 bar−1.
Long-range electrostatics are treated using particle mesh
Ewald summation method [55], while for van der Waals
interactions a dispersion correction [56] is applied. The
cutoff for all short-ranged interactions is set to 1.4 nm.
All hydrogen involving covalent bonds are constraint by
the LINCS algorithm [57], allowing a time step of 2 fs.
B. Markov state modeling
We discretize the configuration space into N = 60
states with coordinates Riee positioned equally spaced be-
tween 1.35 nm and 2.2 nm. With these states, we build 41
MSMs, each at another value of 2.0 nm ≤ Rpull ≤ 4.0 nm
apart 0.05 nm. For each biasing potential U (k) we con-
duct 40-100 MD simulations with an individual length
of 20 ns. All simulations are randomly initialized from
SMD (v = 0.01 m/s), while we discard the first 2 ns
of each trajectory. The stiffness of the biasing potential
is set to κ = 500 kJ/(mol·nm2). To obtain the transi-
tion probabilities T (k) = (T
(k)
ij ) of each MSM, we em-
ploy the TRAM estimator [58] with lag time 1 ns accord-
ing to a lag time analysis. This estimator combines the
data from all simulations for all potentials to improve
the estimation of the transition probabilities, in partic-
ular for rare transitions. From T (k) one can infer the
steady-state probability distribution pss (and thus the
free energy landscape Fi = −kBT ln pssi ) by computing
FIG. 2: Sketch illustrating the model building procedure. For
each simulated (constant) biasing potentials the correspond-
ing time-independent rate matrix W (k) is estimated. The
time-dependent rate matrix W (t) (see eq. (3)) is then con-
structed from these estimations.
3the eigenvector that is associated with the largest eigen-
value of unity. In this study we omit error estimates for
the Markov state modeling approach since no rigorous
estimation technique for the TRAM estimator exists yet.
C. Time-dependent master equation
Due to the force ramp changing Rpull, we are concerned
with a time-dependent process obeying the continuous
time master equation
∂tp
T (t) = pT (t)W (t). (1)
Here the row-stochastic rate matrix W (t) (with Wij ≥ 0
for i 6= j and ∑jWij = 0) appears. We approximate
this matrix by the sequence of rate matrices W (k) corre-
sponding to each MSM. These are obtain from T (k) em-
ploying the series expansion of the matrix logarithm [59]
W (k) =
1
τ
logT (k) =
1
τ
log (1+ T (k) − 1)
≈ 1
τ
[
(T (k) − 1)− (T
(k) − 1)2
2
+
(T (k) − 1)3
3
− ...
]
.
(2)
Here 1 is the unity matrix and τ = 1 ns is the lag time
for which T (k) has been estimated. The series expansion
is truncated if the next expansion term is small enough
or the rate matrix W (k) turns nonphysical, i.e., any non-
diagonal element of W (k) becomes negative. The formal
integration of Eq. (1) leads to
pi(t) ≈ pi(0) +
K−1∑
k=0
∫ tk+1
tk
dt′
∑
j
pj(t
′)W (k)ji , (3)
which we solve using a standard ODE solver.
III. RESULTS
For the calix[4]arene dimer, we define two groups of
atoms with Ree denoting the fluctuating distance be-
tween the center-of-mass of each group [Figure 1(a)]. To
the “pulling group” a force is applied through the poten-
tial U = κ2 (Ree − Rpull)2 with stiffness κ. In contrast
to the “force clamp” mode pulling with a constant force,
this potential holds the distance Rpull constant while Ree
fluctuates. The position of this potential is then changed
with constant speed v so that Rpull(t) = R
(0)
pull +vt, which
is also called “velocity clamp” mode.
For large pulling speeds we perform SMD simulations.
An exemplary trajectory illustrating the pulling proto-
col for v = 1 m/s is shown in Figure 1(b). In the be-
ginning, the end-to-end distance Ree follows the pulling
protocol approximately linearly, although with a smaller
slope. At t ≈ 2.5 ns, Ree jumps to a larger value, in-
dicating that the cuplike structures of the calix[4]arene
dimer are largely separated. After this sharp transition,
Ree grows again linearly with the pulling protocol. The
calix[4]arene dimer is referred to as being in the closed
state when both cuplike structures are close together,
and being in the opened state if they are largely sep-
arated. The abrupt jump in Ree marks the transition
between both states. In the following, we define τ∗ as
the transition time for the open/closed transition of the
forced catenane dimer. Schlesier et al. [42, 43] found the
sharp transition of the end-to-end distance to be consis-
tent with the rupture and formation of hydrogen bonds
between urea groups and between urea and ether oxygen
groups, respectively. Moreover, via conducting a large
number of independent simulations they showed that the
transition is indeed a stochastic event.
As mentioned above, SMD simulations do not allow
to use pulling speeds as small as those used experimen-
tally. In order to be able to determine transition times
τ∗ for such small values of v, we construct a series of 41
MSMs from MD simulations biased by a constant poten-
tial U (k) = κ2 (Ree − R(k)pull)2 characterized by the separa-
tion R
(k)
pull with k = 1, . . . , 41. The configuration space
of the catenane dimer is discretized into a finite set of
states, Riee with i = 1, . . . , 60. The dynamics between
these states is governed by the transition rates W
(k)
ij
(from state i to state j) depending on the biasing po-
tential. The static free energy landscape along the order
parameter Ree obtained from the MSMs is depicted in
Figure 3(a) for selected values of R
(k)
pull. Note that all
curves are shifted such that at Ree = 1.48 nm the respec-
tive free energy is zero. For Rpull = 2.8 nm the global
minimum coincides with the closed state (Ree < 1.5 nm),
while the remaining part of the free energy is rather flat
(Ree > 1.7 nm). For Rpull ≥ 3.1 nm, on the other hand,
the global minimum is shifted toward the open state
(Ree > 1.8 nm) with the closed state still exhibiting a
distinct local minimum. Intermediate values of Rpull il-
lustrate the transition between both cases.
We now turn to extracting dynamic quantities from the
MSMs. First, we consider the time-dependent average
end-to-end distance,
〈RMSMee (t)〉 =
∑
i
Rieepi(t), (4)
with the sum over all discrete states, where Riee is the
end-to-end distance calculated for the ith state, and pi(t)
is its probability at time t. To calculate this probabil-
ity, we approximate the transition rates Wij(t) ≈ W (k)ij
through a step-wise profile with R
(k)
pull 6 Rpull(t) < Rk+1pull
(for an illustration see Figure 2). From an equilibrated
initial state at t = 0, the probability pi(t) is then ob-
tained through Eq. (3) with intermediate times tk =
(R
(k)
pull − R(0)pull)/v and final time tK = t. In Figure 3(b)
we show the resulting average end-to-end distance for
4FIG. 3: Free energy landscape and unfolding dynamics. (a) Biased free energy profiles (potentials of mean force) as
a function of end-to-end distance for different values of Rpull (in nm). (b) Mean end-to-end distance 〈Ree(t)〉 as a function
of time calculated from 22 SMD simulation runs (black dots) and from our Markov state modeling approach (blue line) for
pulling speed v = 0.01 m/s. The gray area indicates the σ-confidence interval computed from the SMD runs at each time.
We extract the average unfolding time τ∗ (vertical line) by fitting the data (red line) with the nonlinear expression given in
Eq. (5). (c) Unfolding rate 1/τ∗ for different pulling speeds. Upper panels show the detailed unfolding rates for slow (left
panel) and fast (right panel) pulling speeds. Solid lines represent fits for fast (v > 10−3 m/s, purple) and slow (v < 10−6 m/s,
green) speeds, while the black dotted line has unity slope. (d) Comparison of constant-speed rupture force distributions for
v = 0.01 m/s. The red distribution is calculated from 22 SMD simulations, whereas the green distribution is obtained from
kinetic Monte Carlo simulation based on the estimated rate matrices. The inset shows two exemplary force extension curves
obtained from SMD (red) and kinetic Monte Carlo simulations (green). (e) Mean rupture force F¯ as a function of the loading
rate µ = κv. The shaded areas indicate the 2σ-confidence intervals.
v = 0.01 m/s, comparing it directly to the average
of 22 SMD trajectories conducted at the same speed.
Both curves show excellent agreement, demonstrating
that 〈RMSMee (t)〉 = 〈RSMDee (t)〉. Therefore, the dynamics
in configuration space is perfectly described by a Marko-
vian stochastic process. We note that a similar agreement
is obtained for pulling speeds up to v = 0.1 m/s.
We fit the average end-to-end distance curves with the
function
〈Rfitee(t)〉 =
a
2
{tanh [(t− τ∗)/∆τ ] + 1}+ bt+ c (5)
with four fit parameters: a is the distance between open
and closed state, b is the slope away from the transi-
tion, and c is an (irrelevant) offset. Moreover, τ∗ yields
the average unfolding time and ∆τ is a measure for the
temporal spreading of the stochastic unfolding events.
In Figure 3(c), we plot the unfolding rate 1/τ∗ as a
function of pulling speed v. The unfolding rates for
v = {0.01, 0.1} m/s following the MSM approach are in
perfect agreement with the unfolding rates obtained from
SMD simulations. Note that the fitting error is smaller
than the symbols. It is evident from Figure 3(c) that the
transition rates obtained from the MSM and the SMD
techniques show an excellent overlap for one decade of
pulling speeds. For the chosen parameters, this overlap
is in the range of 0.01 m/s ≤ v ≤ 0.1 m/s. Smaller
pulling velocities would require unaffordable long simu-
lation times in case of the SMD simulations and pulling
5speeds larger than 0.1 m/s, on the other side, become
problematic for the Markov state modeling approach, for
the limitations of which we provide a detailed discussion
in Sec. IV. Varying the value for the force constant κ
the range of overlap of the two methods could be broad-
ened [44].
The usual analysis of the results of SMD simulations
and of force spectroscopy data consists in the determi-
nation of the rupture forces from force versus extension
(FE) curves. We calculated such FE curves from indi-
vidual Ree(t) versus t curves obtained from the MSMs
via standard kinetic Monte Carlo (KMC) simulations.
The results are presented in Figure 3(d) and the derived
rupture force distributions agree excellently with those
obtained directly from SMD simulations. The resulting
force spectrum, the mean rupture force as a function of
loading rate, is shown in Figure 3(e).
IV. DISCUSSION
The rates 1/τ∗ are mean rates for the transition from
the closed to the open configuration. Of course, for many
systems (probably even containing polymeric linkers) the
rates cannot be extracted straightfowardly from the end-
to-end distance as in our model system. Therefore, the
standard procedure to compute transition rates is dif-
ferent. One determines the rupture force from a sin-
gle FE curve and repeats this procedure many times.
This way, the distribution of rupture forces can be de-
termined and from these one can then compute the tran-
sition rates [3]. The relation between the stochastic un-
folding time τ and the rupture force F derived from the
pulling potential is given by F = κ[vτ−(Ree(τ)−R(0)pull)],
and thus one can either analyze the forces or the times.
The mean force can also be determined from the dynamic
strength, i.e., the mean FE curve [45], and we have the
relation 〈F 〉 = κ[vτ∗ − (〈Ree(τ∗)〉 − R(0)pull)]. Using the
(phenomenological) Bell model one has 〈F 〉 ∼ ln v and
therefore 1/τ∗ ∼ exp (〈F 〉R†/kBT ) ∼ v with barrier po-
sition R† [1, 10]. We observe 1/τ∗ ∼ vα with exponent
α ' 0.945 [Figure 3(c)], the slight deviation from the lin-
ear dependence might indicate deviations from the Bell
model for fast pulling.
In our approach, we can either compute average quan-
tities like 〈RMSMee (t)〉 or distributions of rates or forces via
KMC simulations of the MSMs. As an important exam-
ple, we present the distribution of rupture forces, p(F ), in
Figure 3(d) as obtained from the individual FE curves.
We find excellent agreement between the distributions
determined from SMD data and from the KMC simula-
tions, a fact that substantiates the applicability of our
coarse graining procedure. The force spectrum, i.e., the
mean force F¯ =
∫
dFFp(F ) versus loading rate µ = κv,
is presented in Figure 3(e). The slight curvature in the
force spectrum presented in Figure 3(e) indicates devia-
tions from the Bell model for smaller loading rates. These
deviations can be traced back to the reversible rebinding
taking place in our model system [46, 47]. The fact that
the mean force tends to a constant value for very small
loading rates indicates that the system resides in equilib-
rium. This behavior is in accord with the experimental
observations for small loading rates [40].
We finally discuss the limitations of the MSM approach
to model the mechanical unfolding of small biomolecules.
Theoretically, the pulling dynamics can be reconstructed
for all pulling speeds. In practice, however, for certain
pulling speeds the discretization is not fine enough, or
the Markov assumption is not guaranteed to hold.
The upper limit for the pulling speed is determined by
two factors. First, for small and large values of R
(k)
pull the
configuration space sampled by the MD simulations does
not cover the full discretized state space anymore, i.e.,
transition rates linking states with high and low values of
Ree are missing in the corresponding matrix W
(k) since
these transitions are highly unlikely. However, for mod-
erate and slow pulling speeds this is negligible since the
system has time to traverse through states that have been
sampled at intermediate values of Rpull. When pulling
too fast, on the other hand, the pulling time is much
quicker than the implied time scales of the rate matrices.
This causes, due to the missing transitions, the trapping
of probability in states with low end-to-end distances at
large R
(k)
pull. In principle, this limitation can be overcome
by improved sampling. Second, the set of MSM rate ma-
trices is estimated for a certain lag time. If the pulling
speed is faster than a limit set by the inverse lag time, the
Markov assumption is not guaranteed to hold anymore.
At small pulling speeds reversible binding and rebind-
ing occurs, with the unfolding rate determined by barrier
crossings (activated or Kramers’ regime). In this regime
the pulling only affects the slowest timescales of the cur-
rent rate matrix with the other timescales corresponding
to equilibrated intrawell dynamics. The (slight) quali-
tative change in the dependence on the pulling speed v
indicates that this regime is reached for v . 4×10−6 m/s
with rate 1/τ∗ ∼ v [left inset Figure 3(c)]. Again, rare
thermal transitions that would lead to a spontaneous
opening of the dimer might not be sampled sufficiently in
the MD simulations. Consequently, the rates estimated
from the MSM approach in this regime are likely to un-
derestimate the true unfolding rate.
We have applied our new technique of dynamic coarse
graining to a well characterized model system that fur-
thermore shows two-state behavior to an excellent ap-
proximation. We find a perfect match between our
MSM based approach and the atomistic simulations.
While for the calix[4]arene dimer the end-to-end dis-
tance is a sufficient order parameter to characterize the
transition, more complex situations –including multi-
dimensional order parameters which typically occur in
biomolecular folding– can be handled easily employing
the well-developed tools for constructing Markov state
models [48]. Our strategy paves the way to investigate
a number of interesting questions as it allows to cover a
very broad range of pulling speeds. The most obvious
6achievement lies in its broad applicability and it is now
possible to directly compare the results of experiments
recorded at vastly different pulling speeds. A very impor-
tant issue is concerned with the possible speed-dependent
change in the pathway of mechanical unfolding, in par-
ticular the crossover from thermal to mechanical unfold-
ing [29, 49]. Also the impact of dynamic disorder in the
mechanical unfolding can be investigated over a huge
range of rates and thus might allow to probe different
regimes of this fascinating topic [50]. Furthermore, the
crossover between the different regimes defined by the
stiffness of the pulling device, κ, can be studied in detail.
We conclude with mentioning that our method opens
many opportunities to directly compare atomistic simu-
lations with force spectroscopy studies on experimentally
relevant time scales.
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