We provide a finite equational axiomatization for bisimulation equivalence of nondeterministic interpretation of regular expressions. Our axiomatization is heavily based on the one by Salomaa, that provided an implicative axiomatization for a large subset of regular expressions, namely all those that satisfy the non-empty word property (i.e. without 1 summands at the top level) in £-contexts. Our restriction is similar, it essentially amounts to recursively requiring that the non-empty word property be satisfied not just at top level but at any depth. We also discuss the impact on the axiomatization of different interpretations of the ¼ term, interpreted either as a null process or as a deadlock.
Introduction
Regular expressions were studied by Kleene [13] and axiomatized by Salomaa [18] to obtain the so called Kleene algebras. The axiomatization proposed by Salomaa, that was based on the interpretation that associates a set of strings (traces) over an alphabet of basic actions to each regular expression is reported in Table 1. 1 There, the additional condition is imposed that law (*R) only holds for those regular expressions expressions that satisfy the non-empty word property, newp. This amounts to saying that the axiomatization applies only to terms without ½ summands in £-contexts. However, this restriction is not essential; axiom (*2) permits eliminating all subterms with ½ summands in £-contexts and transforming them into equivalent ones (the associated sets of strings are the same) which do not have such a feature. The axiomatization of Table 1 is implicative; Redko [17] proved that no finite equational axiomatization does exist for Kleene algebras under the classical interpretation. 1 In Table 1 , we are using the implicative rule · ¯ implies £¯ instead of Salomaa's 
After it was realized that regular expressions have much in common with the theories of process algebras, interest has grown in alternative interpretations of regular expressions that put a different stress on nondeterminism. Indeed, for concurrency modelling, nondeterminism plays a central rôle. The target domain of the alternative interpretation of regular expressions are then labelled trees rather than sets of strings. With tree-based models, the law of distributivity of concatenation over sum, that is crucial for Salomaa's completeness proof, does not hold anymore. Much work has been devoted to finding axiomatizations for the new interpretations as well.
In [14] , Milner introduced a complete inference system for a calculus ( -expressions) without the £-operator and with an explicit recursion operator. In the same paper, it is shown that, when restricting recursion to the £-operator, most of the axioms used by Salomaa's are sound also for bisimulation. However, there no complete axiomatic characterizations (neither equational nor implicative) of £-expressions is provided. Milner's work has prompted many researchers and a few partial solutions of the problem have been proposed. Interesting results have been obtained for restricted variants of regular expressions: prefix iteration [2] , multi-exit iteration [1] , binary star [11] , perpetual loops [10] , . . . . However the problem of finding a complete axiomatization for nondeterministic behaviour of (£-)regular expressions (modulo bisimulation) is still open.
In [7] , we considered a nondeterministic tree-based semantics that was called tree equivalence of behaviours and was analogous to the one used by Bloom andÉsik [5] . We provided a complete equational axiomatization for a large subset of the whole set of regular expressions. The restriction we imposed on the general syntax requires that terms in £-contexts do not have derivatives of the form ½ · É for some É ¼ . This restriction can be seen as a strengthening of the non-empty word property used in [18] ; it is a sort of hereditary non-empty word property -hnewp, because we demand newp not just for each term but also for all of its derivatives. We proved that, for the nondeterministic interpretation of the restricted set of regular expressions there indeed exists a finite equational axiomatization where idempotency of sum does not hold. Unfortunately, differently from the situation of Salomaa's axiomatization based on trace semantics, it turns out that hnewp is essential. Since axiom (*2) is not valid for tree-based semantics, we cannot eliminate/transform critical terms (½-summands) in £-contexts.
In this paper, we tackle the problem of using techniques similar to that of [7] to axiomatize the tree-based interpretation of regular expressions factorized via the notion of Milner's bisimulation equivalence. This semantics requires that the sum operator be considered idempotent. We shall again concentrate on the subset of regular expressions that enjoy the hnewp, and this restriction will again be essential for the the completeness result. It must, however, be said that the induced subset properly includes all the subsets of regular expressions that have been equipped with complete bisimulation-based axiomatization [1, 11, 9, 10] .
We shall first consider the language obtained by dropping ¼ from the set of regular expressions in [7] since different semantics have been suggested for such a term. Then, we shall consider the impact on the axiomatization of the language with the ¼. We shall consider two different interpretations of the latter and discuss their impact on the axiomatization. We will show that bisimulation equivalence over the set of ¼-free regular expressions which satisfy the hnewp can be axiomatized by a minor variant of the set axioms in Table 1 . We need to add
and to remove the left distributivity law (LD), ( £ 2) and ( £ R) and, obviously, the three laws for ¼, namely (C4), (S4) and (S5). The new £-rule, is a variant of a law called BKS3 in [9] and was first proposed in [20] . The same rule was used also in [7] . Actually, the only difference between the axiomatization presented in this paper and that of [7] is addition of the idempotency law · and, obviously, the removal of the axioms for ¼. Even the structure of the proof is similar, but the norm that we use for defining a well founded ordering on terms (that decreases when considering proper subterms) is different and this obviously induces significant differences in the actual proofs of the main results.
After dealing with the ¼-free subset, we consider two of the zero's proposed in the literature. The first one is the null operator by Milner that satisfies laws (C4) and (S5) of Table 1 . The second one was originally proposed in the context of process algebras by Baeten and Bergstra [3] and is more in line with the classical interpretation of regular expressions. The latter zero, in addition to (C4) and (S5), satisfies (S4) too. We consider the two alternatives separately and show that if the former zero is added to the language then bisimulation equivalence does not have a finite equational axiomatization. The counterexample by Sewell [19] can be easily reproduced. If the zero of [3] is considered instead, then the proof of finite equational axiomatizability of bisimulation equivalence over ¼-free regular expressions immediately scales up.
The rest of the paper is organized as follows. The next section briefly recalls a few basic notions; namely, regular expressions, finite state automata and bisimulation equivalence. Section 3 provides a finite equational axiomatization for bisimulation equivalence over ¼-free regular expressions enjoying hnewp in £-contexts, while Section 4 studies the impact (on the axiomatization) of the introduction of 'a zero' in the language. Section 5 contains a few concluding remarks and discusses the differences of this work with that presented in other papers by us.
Regular expressions and bisimulation equivalence
This section is entirely devoted to briefly recall the definitions of regular expressions, finite state automaton and bisimulation equivalence.
Regular expressions on an alphabet generate regular languages under the classical interpretation [16] . They are terms of the following grammar:
where ¾ Regular expressions have also been a direct inspiration for many of the constructs and axiomatizations of concurrency models such as CCS, CSP and ACP (see [15, 12, 4] and references therein). It is possible to interpret its operator symbols in terms of (behaviours of) basic processes and operators for process composition:
-¼ denotes a deadlock process, -½ denotes a process successfully terminated, -denotes the process that executes action and then successfully terminates, -· denotes the nondeterministic composition of processes and , -¯ denotes the sequential composition of processes and , and -£ denotes the iteration of process .
The rules in Table 3 
The rules in Table 3 should be self-explanatory. Briefly, rule Ø says that process can perform an action and then successfully terminates. The ¼ term does not have transitions.
It cannot perform any action. 
2. Two regular expressions and are bisimilar, , if and only if there exists a bisimulation relation such that´ µ ¾ .
Axioms for bisimulation equivalence
In this section we prove that the axioms in Table 4 form a complete axiomatization for Milner's bisimulation over a large subset of regular expressions. 
We only consider terms within £-contexts that do not have derivatives of the form ½ · É for some É ¼ . The wanted set of terms is determined by the boundedness predicate defined below. DEFINITION PROOF. By induction on the structure of .
In the rest of the section, we shall use to denote the set of regular expressions which do not contain ¼ and satisfy the boundedness predicate and shall use only terms in , often without mentioning the restriction. Thus, all our results will be proved for ¼-free regular expressions whose £ -terms satisfy hnewp. Without this restriction most of the proofs would not be valid. In Section 4, then, we study the impact on the axiomatization of introducing a ¼ term in the language.
The restriction to bounded regular expressions has (at least) two significant consequences:
derivatives of cannot be immediate derivatives of terms ¼¯ £ (indeed, any ¼ cannot be of the form ½ · ). As a consequence of this fact, the root £ of a cycle is eventually reached once the cycle itself is undertaken.
Facts (i) and (ii) allow us to prove the completeness result via structural induction over regular expressions in the same vein as in [9] . Indeed, most of the (axioms and) results we need are in common with those reported by Wan Fokkink in [9] . However, since the considered languages are different, the details of the proofs are significantly different. Fokkink uses binary Kleene star ( £ with the further restriction that both and do not satisfy the termination predicate). Thus, for example, the equality £ £¯ £ can be proved within our system case but not within the axiom system of [9] .
In the rest of the paper, we shall refer to all axioms in Table 4 as Ü and for any pair of regular expressions and in , we shall write
is derivable via the laws in Ü and the usual laws for equational reasoning.
The correctness result is standard. THEOREM 3.3 Axioms in Table 4 are sound with respect to bisimulation equivalence.
Before stating our main result we need some further notation and new results. First of all we show that regular expressions can be reduced to a standard form. Table 4 but (*1) and (*2 ¼ ), to a normal form Ò ´ µ.
PROOF. The proof proceeds by induction on the depth of terms, where depth is defined by
We assume that the claim holds for terms with depth´ µ Ò . Hence, we prove it for terms of depth equal to Ò by (inner) induction on the syntactic structure of terms. We refer the reader to [7] for more details.
Let us now briefly comments on our normal forms. A regular expression is provably equal to an expression with at most one ½ summand. One can notice also that a regular expression does not have unique normal form and normal forms are obtained by using *-free axioms only.
Regular expressions can also be easily reduced to head normal forms; terms that will also be needed in the sequel. LEMMA 3.6 Every regular expression , can be transformed, via the laws of Table 4 Table 3 terms È ¼¯È £¯É have to be intended as´È ¼¯È £ µ¯É even if we will often omit the parenthesis.
The set of normal forms and the set of À are not closed under transitions. The following proposition shows that is closed. The proof is similar to the corresponding one (Lemma 6) in [9] .
In the rest of this section we will further restrict attention to the set of regular expressions. To prove completeness, we need a well-founded ordering on terms. To this purpose we want a norm that enjoys specific properties and shall need a number of definitions and properties. DEFINITION 3.9 Given a regular expression , star´ µ denotes the number of different expressions £ appearing within .
The following proposition shows that the number of star expressions of a process is greater than or equal to the number of star expressions of any derivative of the process itself. We need a lemma analogous to Lemma 9 in [9] . We are now ready to prove our main statement. Its proof is again very similar to both the one given in [9] for a smaller set of regular expressions and the one in [7] for the same set (but of ¼ for the moment), but in the case of tree equivalence. The different ordering relation we are going to define on ¢ plays a crucial rôle when using induction.
DEFINITION 3.25
Let star´ µ denote the number of different subterms of the form £ within and . Then, is the relation over ¢ defined as follows:
It can be immediately seen that the relation defined above yields a well-founded partial order on ¢ . We are now ready to prove our main statement. Thus Á can be divided into the following not necessarily disjoint subsets: 
Axioms for ¼
In this section we add ¼ term to the syntax of regular expressions. In the literature, researchers have considered several kinds of zeros. We will restrict to the two zeros that are interpreted either as a null process or as a deadlock. The first one is the null operator by Milner [14] ; the second one was originally proposed by Baeten and Bergstra [3] and is in line with the classical interpretation of regular expressions. We consider the two alternatives separately and show that the chosen interpretation has a critical impact on the completeness of the axiomatization. Indeed, we have that in the first case the system is no longer finitely axiomatizable. First, we shall concentrate on Milner's zero that satisfies the laws in Table 5 . 
An interesting result [19] shows that the addition of this term to the syntax of regular expressions renders bisimulation not finitely axiomatizable. Sewell has proved that any finite axiomatization of bisimulation equivalence cannot derive the equation:
where Ò is a prime number.
Since the two regular expressions are bounded, the counterexample applies also within our framework. We can thus conclude that bisimulation equivalence cannot have a finite axiomatization over bounded regular expressions when the ¼ is interpreted as proposed by Milner. Let us now consider the zero term studied in [3] and axiomatized also in [7] . The analogy with language theory suggests considering trees as the description of the local behaviour of a process just like a language describes only the (local) behaviour of an automaton moving from a state × to another state × ¼ . Then if one considers introducing final states, and distinguishes between successful states, e.g. the states containing ½s, and deadlocked states, e.g. the states corresponding to ¼, we have that ¯¼ ¼ is an expected property. Indeed, if a deadlock is encountered a final state will never be reached.
The new ¼ satisfies both laws in Table 5 and · ¼ ¼ . The new axioms, for what we call deadlocking zero are reported in Table 6 . 
In order to add the deadlocking zero to the language and the theory considered in the previous section, we need to make a small addition to the operational semantics of regular expressions. Namely, we need to add the following condition ¼ for some regular expression ¼ and ¾ to the premisses of rules Ë Õ ½ and Ë Õ ¾ in Table 3 . It will enable us to detect ¼ processes and thus to avoid performing actions leading to a deadlock and meet the requirement of axiom (S5).
Within this setting, if we concentrate on the set of bounded regular expressions, we can obtain a completeness proof also when the deadlocking zero is taken into account. We can indeed reduce every bounded regular expression into a normal form as defined in Lemma 3.5. This means that all ¼s can be 'statically' removed: every regular expression containing some ¼s can be compiled into a regular expression without ¼s unless it can be proven equal to ¼. Please notice that the above mentioned 'compilation' cannot be performed when considering the null zero; this, to some extent, can only be detected 'dynamically', during evaluation.
After all deadlocking ¼s have been removed, the completeness proof would proceed exactly as that for the regular expressions without ¼'s presented in the previous section.
Conclusions
We have provided a finite equational axiomatization for bisimulation equivalence over the set of regular expressions that enjoy the hereditary non-empty word property (hnewp); a strengthening of Salomaa's non-empty word property. Unfortunately, differently from the situation of Salomaa's axiomatization based on trace semantics, it turns out that in our case hnewp is essential because critical terms cannot be eliminated. It must, however, be said that the induced subset properly includes all the subsets of regular expressions for which a complete bisimulation-based axiomatization has been proposed. We strongly conjecture that, if the hnewp is removed, no finite equational axiomatization for the regular expressions can be defined.
In the framework of the classical trace interpretation hnewp would instead be inessential, just like newp. For any regular expression there exists a (trace) equivalent one that enjoys hnewp. Given this, one could then aim at obtaining a finite equational axiomatization for our sublanguage. Unfortunately, Redko's counterexamples can easily be reproduced also for the restricted language. Thus, we can deduce that the set of regular expression that admits a finite equational axiomatization under bisimulation semantics is larger than the one that can be finitely equationally axiomatized under trace semantics.
Our axiomatization would not be complete (even for the sublanguage without ¼), if we required newp instead of hnewp. The equation´ · µ £ £´ £ µ £ , although valid, cannot be proved in our axiomatic system. Indeed, if one can prove, via our axioms, that and contains a subterm £ such that ½ · ¾ , with ½ ¾ , then contains a subterm £ such that ½ · ¾ · ¿ with ½ ½ and ¾ ¾ . This means that our axioms are not able to remove sums under iteration. If we abandon the hnewp then this property does not hold anymore. Regular expressions´ · µ £ and £¯´ ¯ £ µ £ are bisimilar but´ · µ £ does not appear within the latter term.
The work presented here is strictly related to [6, 7] . In [6] we have proposed and studied resource equivalence, a new bisimulation equivalence which counts the instances of specific actions that regular expression, interpreted as nondeterministic process, can perform and thus considers as different (the 'resources' available in) and · . Resource equivalence is strictly finer than Milner's bisimulation. In [7] we equip resource equivalence with a finite equational axiomatization over the subset of regular expressions which enjoy the hnewp. In this paper we concentrate on Milner's bisimulation instead of resource equivalence and give a finite equational axiomatization for it. Again, the axiomatization is limited to the subset of regular expressions which enjoy the hnewp. At a first glance, the proof looks very similar to that in [7] but the details are considerably different. The most important difference is in the norm that is used for defining the well-founded ordering for induction. The norm used in [7] is not suitable for Milner's bisimulation because this equivalence does not count the number of different alternatives a regular expression has to perform a specific action. Also the norm in [9] does not work in our setting due to the presence of ½s. Our new norm has required new proofs also for those statements that are present also in [7] . Other minor differencies between [7] and this paper are due to the different models: we had a denotational model (based on labelled trees) in [7] and have an operation model here. Due to this, the statement of Lemma 3.20 is stricter than that of Lemma 8 in [7] . The latter would not be valid in the setting of Milner's bisimulation equivalence over the set of regular expressions with ½s.
While concluding, we would like to remark that the axioms in Table 4 plus those in Table  6 are sound and complete also for the class of trees (denotations of regular expressions) considered in [6] quotiented modulo bisimulation equivalence [8] . This proves a coincidence result between our 'observational' view and the 'denotational' one.
