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2Location Management in LTE Networks using
Multi-Objective Particle Swarm Optimization
Hashim A. Hashim∗, and Mohammad A. Abido
Abstract—Long-term evolution (LTE) and LTE-advance (LTE-
A) are widely used efficient network technologies serving billions
of users, since they are featured with high spectrum efficiency, less
latency, and higher bandwidth. Despite remarkable advantages
offered by these technologies, signaling overhead remains a major
issue in accessing the network. In particular, the load of signaling
is mainly attributed to location management. This paper proposes
an efficient approach for minimizing the total signaling overhead
of location management in LTE networks using multi-objective
particle swarm optimization (MOPSO). Tracking area update
(TAU) and paging are considered to be the main elements of the
signaling overhead of optimal location management in LTE. In
addition, the total inter-list handover contributes significantly to
the total signaling overhead. However, the total signaling cost
of TAU and paging is adversely related to the total inter-list
handover. Hence, two cost functions should be minimized where
the first function is the total signaling cost of TAU and paging
and the second cost function is the total signaling overhead. The
trade-off between these two objectives can be circumvented by
MOPSO, which alleviates the total signaling overhead. A set of
non-dominated solutions on the Pareto-optimal front is defined
and the best compromise solution is presented. The proposed
algorithm results in a feasible compromise solution between the
two objectives, minimizing the signaling overhead, and in turn,
the consumption of the power battery of the user. The efficacy
and the robustness of the proposed algorithm have been proven
through a large scale environment problem illustrative example.
The location management in LTE networks using MOPSO best
compromise solution has been compared to the results obtained
by a mixed integer non-linear programming (MINLP) algorithm.
Index Terms—Location management, mobility management
entity, Tracking area list, update, MME pooling, Paging, Multi-
objective, Particle swarm optimization, Pareto-optimal front,
MOPSO, LTE, SON.
I. INTRODUCTION
OVER the last thirty years cellular networks have beenevolving rapidly due to the increasing demand for trans-
ferring effective and adjustable media. In addition, increased
capacity is an on-going concern owing to continuous growth
of the number of users. The rapid development in cellular
networks, for instance, the long-term evolution (LTE) and
LTE-advance (LTE-A) allowed to help the user to receive
high bandwidth and fast connectivity [1–3]. Nonetheless, wide
dissemination of portable devices and new applications lead
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to higher requirements on networks, since signaling overhead
directly affects the cellular performance. High levels of signal-
ing overhead result in increased computational cost and more
power consumption [1]. This could take a form of high load
and data traffic in the core network which harms the cellular
network reliability. The development in signaling overhead
may tackle the problem of data traffic by 50% [4]. In addition,
LTE and LTE-A have a flat IP-based heterogeneous architec-
ture that increases the signaling overhead [1]. Accordingly, the
research focus was shifted from signaling overhead to handling
greater amount of data and increasing speed connectivity. In
fact, several aspects could lead to signaling overhead, however,
it can be primarily attributed to user mobility.
Signaling overhead is triggered by transmission or reception
of data between mobile networks and user equipment (UEs).
The performance of signaling overhead can be evaluated by
two factors, namely, paging and tracking area update (TAU).
From one side, paging is normally actuated by mobility man-
agement entity (MME) placing an idle-user within the tracking
area (TA) of the system. TA is commonly termed routing area
or location area in other applications. TA is a virtual area,
which combines a group of cells located within a particular
area [1]. The main drawback of TA is the service interruption
which occurs when a particular cell gets reassigned to a
different TA. In addition, the edge users located between
two or more tracking areas (TAs) are subject to ping-pong
effect. Tracking area list (TAL) is the state-of-the-art extension
of TA proposed by the 3rd Generation Partnership Project
(3GPP). Several TAs can be combined to form TAL. Thus,
the structure of TA and TAL is nearly similar. However, TAL
is characterized by greater flexibility and diversity of cells.
MME defines the location of a user via his/her most recent
registered location. Accordingly, MME is updated by the last
TAL. From the other side, TAU is initiated by the user to
the MME, this procedure includes reporting an update. This
update governs transferring the user from a cell in one TAL
to another TAL. TAL has a prominent role of minimizing the
total signaling overhead generated by TAU and paging. Thus,
the design of TAL could allow to adapt various TAs and
reduce the ping-pong effect. Once the mobile user switches
into an idle mode, the signals generated by TAU and paging are
diminished through TA or, in other words, via TAL. Both TAU
and paging are employed to track the location of the user, and
subsequently give a continuous update to the evolved packet
core (EPC). Consequently, the total signaling cost of TAU and
paging have a major signaling impact on EPC, allowing them
to play a vital role for the location management between UEs.
An important issue to consider is that the inter-list handover
resides on three factors: UEs, probability of the user to move
3between cells, and the cost of inter-MME. A careful look at the
aforementioned discussion reveals a bottleneck effect between
the total signaling cost of TAU and paging from one side, and
the total cost of the inter-list handover from the other side
[5,6]. Thus, the location management addressed in this work
is NP-hard, and locating approximate solution is NP-hard.
Therefore, this work handles two main factors of optimal
location management in LTE, the first factor is the total
signaling cost of TAU and paging, and the second factor is the
total inter-list handover. The ultimate objective is to minimize
the total signaling overhead which is a result of paging, TAU
and inter-list handover. The problem is tackled by optimizing
TAL, which is successfully achieved by minimizing the total
signaling cost of TAU and paging, defined as the first objec-
tive, and the total inter-list handover - the second objective,
consequently attenuating the total signaling overhead. It should
be remarked that TAU and paging are inversely related to the
total inter-list handover. In an effort to circumvent the above-
mentioned challenge, the problem can be divided into two-
layers. The two-layered approach can be carried out by mixed
integer non-linear programming (MINLP) [7] which divides
the problem into two sub-problems. The main disadvantage of
this approach using MINLP is that one objective is favored
over the other. By consequence, the final solution obtained
by MINLP confines the solution on the Pareto-optimal front.
Unfortunately, the solution obtained will not guarantee the best
compromise solution.
Thus, the main focus is two optimize the two objec-
tives simultaneously. According to the conflict between the
aforementioned two objectives, the trade-off can be achieved
through a best compromise among a set of non-dominated
solutions on the Pareto-optimal front using multi-objective
particle swarm optimization (MOPSO) [8]. In this regard,
the signaling overhead problem, which is mainly attributed
to the total signaling of paging, TAU and inter-list handover
is studied for an arbitrary network. For demonstration and
numerical results, a large scale network is considered. Numer-
ical results show the robustness for the proposed algorithm of
finding the best compromise solution by solving the trade-off
between objective one, which is the total signaling cost of
TAU and paging, and objective two, which is the total inter-
list handover. Also, the results guarantee the minimization of
the signaling overhead problem to lower levels. In addition,
the proposed algorithm significantly reduces the power con-
sumption of the user’s device. The contributions of this study
can be summarized as follows:
1) The location management problem has been reformu-
lated and approached as a multi-objective optimization
problem.
2) The problem is solved as a minimization problem
considering the two above-mentioned objectives using
MOPSO.
3) A fuzzy based mechanism to extract the best compro-
mise solution has been implemented.
4) The superiority of the solution obtained by MOPSO over
MINLP has been proven.
The rest of the paper is organized as follows: Related work and
an overview of mobility management techniques is presented
in Section II. Section III defines the problem, states the
system model and formulates the problem. The description
of MOPSO, the related flow chart, and MOPSO implemen-
tation is presented in Section IV. Numerical results and the
performance of the proposed deployment algorithm compared
to MINLP are illustrated in Section V. Section VI includes
the summary of the work and the concluding remarks.
II. RELATED WORK
Location management is utilized by various technologies
and is popular among many researchers [9,10]. Actually,
location management has motivated scholars to investigate the
signaling overhead problem. TAU and paging are essential
parts of location management [9,11]. Number of stereotype
techniques aimed to attenuate the signaling overhead, for
instance (velocity-based, timer-based, and movement-based
[11–13]). The control-plane components, for instance, service
gateway (SG) or MME, have been employed to regulate
the signaling load [14–16]. Two schemes of MME pooling,
namely the centralized and distributed MME pooling schemes
have been investigated measuring the load in signaling from
user mobility [14]. However, the study in [14] did not examine
the structure of TA and TAL. As introduced in [15] a pool of
SGs assists the TAs in terminating the intermittent connections
once UE exits one TA and enters another. The minimization
of relocation frequency has been studied through relocating
the data by SGs to support high-mobility users [16]. The
shortcoming of the approach proposed in [15,16] is that it
targets only non-idle users, which could weaken the service
quality through SG re-allocation.
The signaling overhead problem is mainly attributed to TAL
assignment. The TAL assignment research can be divided into
two categories: static and dynamic TAL configuration. TAL
design using conventional optimization techniques has been
introduced through case studies using a linear programming
(LP) CPLEX (LP-CPLEX) optimizer [17,18]. The results
in [17,18] showed significantly better results in terms of
signaling overhead compared to the static configuration of
TAL. The solution proposed in [17,18] has been extended in
a new case study with less complex protocol of LP-CPLEX
optimizer [19]. Recently, centralized and distributed MME
pooling scheme has been employed to attempt addressing the
signaling overhead problem [6]. The work in [6] used MINLP
optimizer to solve the trade-off between the total signaling cost
of TAU and paging and the total inter-list handover. It was
found that the centralized MME pooling scheme outperforms
the distributed MME pooling scheme in terms of minimum
total signaling overhead. It is important to recall that the
location management in LTE networks is NP-hard and finding
appropriate solution is NP-hard. Therefore, a critical drawback
of the study in [6] is that the algorithm used favored one
objective over the other one, thus the solution obtained is far
from being the best compromise solution.
Particle swarm optimization (PSO) is a global search tech-
nique which considers the natural behavior of bird swarming
[20]. It has been used effectively to solve: the problem of
4resource allocation and maximization of the system throughput
while keeping the minimum user rate requirement [21], sensor
deployment in designing sensor networks [22], near optimal
deployment of sensors with Voronoi diagram evaluating the
cost function [23], and optimal tuning of fuzzy feedback filter
[24]. PSO algorithm introduced in [20,25] is applicable for
single objective maximization problems. The multi-objective
version of PSO is termed MOPSO. Due to the fact that
a single optimal solution is no longer available in multi-
objective context, MOPSO is concerned with selecting the best
compromise solution from a set of non-dominated solutions
[8,26–28]. Moreover, evolutionary techniques have been effi-
cient of solving several recent problems, operational aircraft
maintenance routing [29–31], directional steering [32,33], and
optimization of membership functions of a fuzzy logic con-
troller utilized in control applications [24,28,34,35]. In the next
section, the problem of location management in LTE networks
is formulated to be subsequently solved by MOPSO.
III. PROBLEM FORMULATION
This study aims to minimize the two main contributing
factors to the total signaling overhead problem, namely, the
total signaling cost of TAU and paging and the total inter-
list handover. This can be accomplished by defining the
optimal deployment of overlapping TALs. The total signaling
overhead problem can be tackled by one of the two popular
schemes: centralized pooling scheme [5,14] or distributed
pooling scheme [14]. Both schemes associate the distribution
of TAL with MME. The main difference between centralized
scheme and distributed one is the method of calculating
TAU. According to the result of comparison between the two
schemes, distributed scheme requires extra signal load from
MME relocation, thus, it can be stated that centralized scheme
is more efficient than the distributed scheme [5,6]. Therefore,
the problem considered in this section utilizes a centralized
MME pooling scheme [5,14]. Both schemes are illustrated in
Figure 1, where the upper portion depicts the centralized MME
pooling scheme, while the lower portion shows the distributed
one.
A. Important Notations
Table I presents math and network notation that will be
used throughout the paper. Table II lists notation related to
the multi-objective particle swarm optimization algorithm. For
any N ∈ N, n ∈ [1,N ] indicates that n is an integer number
between 1 and N . z ∈ {0, 1} denotes a binary number or more
simple z ∈ Z. Throughout the paper, n ∈ [1,N ], k ∈ [1,N ],
l ∈ [1,L], t ∈ [1,T ], j = [1,P ], and i ∈ [1,N ]. Also,
rand ∈ R and rand ∈ [0, 1].
B. Preliminaries and Design Hypothesis
The cells are allocated within every TAL through the
centralized MME pooling scheme. Every TA refers to a single
cell, hence, TA and cell will be used interchangeably. The cen-
tralized MME pooling scheme is depicted in the upper portion
of Figure 1. The model includes two layers of assignments.
TABLE I
MATH AND NETWORK NOTATION
Rn×m : Real n×m dimensional matrix
Zn×m : Binary n×m dimensional matrix
N : Set of integer numbers
> : Transpose of a component
N : Number of cells within a list, N ∈ N
L : Total number of lists, L ∈ N
l : A single list between 1 and L, l ∈ [1,L]
MX : Maximum number of TAs assigned to list l
HC : MME cost relocation over handover process
Probk,n : Probability of a user to move to cell n from cell k
Ga : Arrival rate of paging
GC : Paging cost of equipment of a particular user
GTk : Total paging cost of cell k
UC : TAU cost of UE moving from one list to another list
UTk : Total signaling cost of TAU of cell k
UEk : Total number of UEs served by cell k
GU
T
k : Total TAU and paging overhead of cell k
HC
l
k : Inter-list handover rate of user(s) in cell k
OlM =
{
1, if list l belongs to MME M ,
0, otherwise
QTAk =
{
1, if cell k belongs to TA,
0, otherwise
σlk : Percentage of usage of list l associated with cell k
Clk,n =
{
1, if cells k and n belong to l,
0, otherwise
TABLE II
MOPSO NOTATION
xi,j : Position of parameter j within particle i, ∀i, j ∈ N
vi,j : Velocity of parameter j within particle i, ∀i, j ∈ N
Xi : Candidate solution of particle i, ∀i, j ∈ N
Vi : Velocity of particle i, ∀i ∈ N
x?i,j : jth parameter of ith best local particle, ∀i, j ∈ N
x??i,j : jth parameter of ith best global particle, ∀i, j ∈ N
P : Number of parameters within 1 particle, P ∈ N
N : Number of particles within 1 population, N ∈ N
T : Total number of iterations/generations, T ∈ N
t : Iteration/generation number, t ∈ N , t ∈ [1,T ]
α (t) : Inertia factor at iteration/generation t, α (t) ∈ R
S?i : Non-dominated local set of ith particle, ∀i ∈ N
S?? : Non-dominated global set
SL : Size of non-dominated local set
SG : Size of non-dominated global set
J 1 : Objective function 1 to be minimized, J 1 ∈ R
J 2 : Objective function 2 to be minimized, J 2 ∈ R
rand : A real random number between 0 and 1
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Fig. 1. Graphical illustration of the centralized and distributed MME pooling
scheme: (a) centralized MME pooling scheme; and (b) distributed MME
pooling scheme
The first layer considers the Cells-to-TALs/MMEs assignment
associated with the core network. The second layer presents
the TALs/MMEs to UEs assignment, which relates to every
cell within the system. The first layer of the system evaluates
the UEs mobility pattern among the cells, then it allocates
the cells in TALs/MMEs with the goal of attenuating the total
signaling overhead caused by TAU and paging. In the second
layer, a number of TALs is positioned at a portion of UEs
termed σlk. The selection of σ
l
k defines the usage portion of
every single TAL/MME per cell which leads to interference of
TALs through the cells. This technique guarantees a broader
assortment of cells in the list.
1) Cell/TA-to-TAL/MME Assignment: The allocation of
cell/TA-to-TAL/MME in the centralized pooling scheme is
the main objective of the presented model. Every TAL refers
to a certain one-to-one MME basis. The allocation of Cells-
to-TAL/MME is given through a binary decision variable
Clk,n ∈ Z for all l, k, n ∈ N, k, n ∈ [1,N ] and l ∈ [1,L].
In order to proceed with the model and problem formulation,
it is necessary to present the following example.
Example 1. As an illustrative example of Clk,n ∈ Z allocation
in the search space, define Clk,n to be a cell-to-TAL assign-
ment. For one list (l = 1), define the maximum number of
cells/TAs to be n¯ = 3 with N = 4 MMEs or lists. Accordingly,
the total number of possible combinations in matrix L¯1 = Cl
is 3×4, where Clk,n is a binary decision created in the system.
One can specify the decision variables in list 1 as
L¯1 =

1 0 1 1
0 0 0 0
1 0 1 1
1 0 1 1
 =

C11,1 C
1
1,2 C
1
1,3 C
1
1,4
C12,1 C
1
2,2 C
1
2,3 C
1
2,4
C13,1 C
1
3,2 C
1
3,3 C
1
3,4
C14,1 C
1
4,2 C
1
4,3 C
1
4,4
 (1)
Equation (1) in Example 1 shows that L¯1is symmetric with
L¯1 =
(
L¯1
)>
∈ Z4×4. Also, it demonstrates that number of
nonzero rows/columns has to be 3. In addition, number of ones
in any given nonzero row/column has to be 3 with one zero
row/column. Therefore, a general cell-to-TAL assignment with
L lists and N MMEs or lists can be expressed by
L¯1 =

L11
L12
...
L1N
 =

C11,1 C
1
1,2 . . . C
1
1,N
C12,1 C
1
2,2 . . . C
1
2,N
...
...
. . .
...
C1N ,1 C
1
N ,2 . . . C
1
N ,N

... =
...
...
L¯L =

LL1
LL2
...
LLN
 =

CL1,1 C
L
1,2 . . . C
L
1,N
CL2,1 C
L
2,2 . . . C
L
2,N
...
...
. . .
...
CLN ,1 C
L
N ,2 . . . C
L
N ,N
 (2)
The assignment of the maximum number of cells within a list
has to satisfy the following expression
N∑
k=1
N∑
n,n6=k
Clk,n 6MX, ∀l ∈ [1,L] (3)
where MX denotes maximum number of TAs in a list. Also,
according to the above-mentioned discussion and Example 1,
the cell/TA assignment in every TAL takes the following form
Clk,n = C
l
n,k, ∀l ∈ [1,L], and k, n, k 6= n ∈ [1,N ] (4)
2) TAL-to-UE: According to the fact that any TAL associ-
ated with MME could be assigned to more than one cell, the
assigned cell has not to violate the MME load of any nonzero
n column, which could be achieved by
N∑
k=1
σlk · Clk,n = 1, ∀ l ∈ [1,L] (5)
where σlk denotes the percentage of usage of list l associated
with cell k.
C. Total Signaling of TAU and paging
The signaling cost of TAU and paging is a fundamental
consideration when placing an idle-user in a cellular network
[11,13]. In fact, the total signaling overhead created by TAU
is a result of a user movement from a cell in one TAL to a
different TAL. Whereas, the total signaling overhead created
by paging is due to a necessity to locate a user via the core
network. Since the total signaling overhead cost is inversely
related to the size of TAL, there is negative correlation between
the total signaling created by TAU and paging, and the size
of TAL. This is the case due to the fact that the greater the
number of cells within a certain list the lower is the probability
for a user to move between lists.
6D. Problem Description and Cost Functions
This subsection presents the centralized MME pooling
problem [5,6,14]. The objective is to minimize the signaling
overhead, which can be accomplished by minimizing two
objective functions, namely, the total signaling cost of TAU
and paging, and the total inter-list handover. The total signaling
cost of TAU of cell k for any n nonzero column is equivalent
to
UTk =UEk ·Probk,n ·UC ·
[
L∑
l=1
HC ·OlM · σlk
(
1− Clk,n
)]
,
∀ k, n, k 6= n ∈ [1,N ]
(6)
with UEk being the total number of UEs served by cell k, UC
being the TAU cost of UE moving from one list to another,
HC being the MME cost relocation over handover process,
and OlM defining whether list l belongs to MME M or not.
The total cost of paging of cell k for any n nonzero column
can be evaluated by
GTk =G
a ·GC ·
 L∑
l=1
UEk · σlk +
L∑
l=1
N∑
n,k 6=n
UEn · Clk,n · σln

∀ k ∈ [1,N ]
(7)
where Ga denotes the arrival rate of paging and GC refers to
the paging cost of equipment of a particular user. Recall the
constraints in Equations (2), (3), (4), and (5)
N∑
k=1
σlk · Clk,n = 1, ∀ l ∈ [1,L] (8)
N∑
k,n,k 6=n
Clk,n 6MX, ∀ l ∈ [1,L] (9)
Clk,n = C
l
n,k, ∀l ∈ [1,L], k, n, k 6= n ∈ [1,N ] (10)
0 ≤ σlk ≤ 1 (11)
OlM ∈ {0, 1} (12)
Clk,n ∈ {0, 1} (13)
where Equations (11), (12), and (13) refer to boundary con-
straints. Accordingly, the total signaling cost of TAU and
paging of the ith element is defined by
GU
T
k = G
T
k +U
T
k , ∀ k ∈ [1,N ] , k ∈ N (14)
and the first objective function is given by
J 1 =
N∑
k=1
GU
T
k (15)
Hence, the total signaling overhead introduced by TAU and
paging could be minimized through the minimization of J 1
in Equation (15). On the other side, the total inter-list handover
of the kth element for any n nonzero column is
HC
l
k =
L∑
l=1
UEk ·Probk,n ·
(
1− Clk,n
)
(16)
with the second objective function being defined by
J 2 =
N∑
k=1
HC
l
k (17)
such that the minimization of total signaling overhead could
be achieved by diminishing the total inter-MME reallocation
cost, which is defined by J 2 in Equation (17). The fluid flow
model is popular and frequently employed to resemble the
mobility behavior of a user in a system [5]. The fluid flow
model presents the UEs traffic outflow rate of an enclosed
area. In this specific case enclosed area refers to a single cell.
For a given cell k, let PM denote its perimeter, ρk refer to UE
density of the cell, and v be the UE average velocity. Hence,
the average of cell crossings with respect to time is defined
by
ρk · PM · v
pi
(18)
implying that the cells are hexagonal-shaped with length LH,
which means that PM = 6LH.
According to the above-mentioned discussion and the prob-
lem statement, the two objectives J 1 and J 2 are inversely
related. A weighting scheme can be applied to the two
conflicting objectives [24]. However, there is no guarantee that
the obtained solution would be the best compromise solution
[28].
E. Overview of model decomposition using MINLP
The problem formulation of the model mentioned above
is NP-hard, thus, the problem can be divided into two
sub-problems. One sub-problem may consider the cell-to-
TAL/MME assignment which is allocated periodically to
minimize the inter-list handover rate of UEs from one cell
to another. This sub-problem mainly includes Equations (9),
(10), (16) and (17). The second sub-problem could assume the
set of TALs/MMEs given and, thereby, using the given data
one can find the optimum usage ratio for each TAL/MME.
The other sub-problem mainly includes Equations (11), (13),
(6), (7), (14) and (15). For a full description of the previ-
ously mentioned two sub-problems using MINLP visit [6,7].
A scrutiny look at the final solution obtained by MINLP,
one can find that the solution is confined on the Pareto-
optimal front. However, one objective is strictly favored the
optimum solution over the other one, which is a significant
weakness. Thus, the best compromise solution cannot be
achieved using this method. Consequently, a random artificial
search technique such as optimization algorithms based on the
social behavior of animals could help in approaching a set of
solutions on the Pareto-optimal of the NP-hard problem [36].
In that case, the two above-mentioned sub-problems would be
solved simultaneously through the optimization algorithm and
the best compromise solution would be defined.
IV. MULTI-OBJECTIVE PARTICLE SWARM OPTIMIZATION
A. Particle Swarm Optimization
Particle Swarm Optimization (PSO) is considered to be
an evolutionary heuristic technique. This technique imitates
7the cognitive and social behavior of animals in their natural
environment such as fish schooling and bird swarming [20,25].
In the very beginning, PSO is initiated by releasing an initial
random population of particles into the space. In this paper,
the population size is fixed. Every particle within the space is
a potential solution or, in other words, a potential candidate.
It is worth mentioning that particle and candidate will be used
interchangeably. Each single particle has a set of parameters
such that the set of parameters swarms in the space irregularly
in a multi-dimensional space. The swarming of particles is
aimed at determining an optimal solution. The position of a
particle represents a possible solution including the optimal
solution. The velocity of every particle has a major impact of
heading the best potential solution or alternatively, the best
candidate position. Additionally, the subsequent position and
velocity of each particle depend on: current velocity, current
position, current position of the neighboring particles, and best
position of the neighboring particles. Let P ∈ N and N ∈ N
denote number of parameters to be optimized and population
size, respectively. For any ith candidate solution within the
space, define the candidate solution (position) at iteration
t ∈ N by Xi = [xi,1 (t) , . . . , xi,P (t)]> ∈ RP and the velocity
of every candidate by Vi = [vi,1 (t) , . . . , vi,P (t)]> ∈ RP for
all t = 1, 2, . . . ,T and i = 1, 2, . . . ,N . Accordingly, the
velocity update of the jth parameter within the ith swarming
particle is given by [20,25]
vi,j (t) =α (t) vi,j (t− 1)
+ k1rand1
(
x?i,j (t− 1)− xi,j (t− 1)
)
+ k2rand2
(
x??i,j (t− 1)− xi,j (t− 1)
) (19)
where α (t) denotes an inertial factor to be continuously
reduced with every iteration such that α (t) = 0.99α (t− 1),
rand1 and rand2 are real random numbers between 0 and 1.
k1 and k2 refer to weighting factors associated with personal
and social influence, respectively. x?i,j denotes a best local
particle within the previous generation while x??i,j refers to
the best global particle within all previous generations, for all
i = 1, 2, . . . ,N and j = 1, 2, . . . ,P . It should be noted that
the iterative solution starts at t = 1 continues until the total
number of iterations set by the user is reached. The position
update of a parameter within the swarming particle associated
with Equation (19) can be expressed by [20,25]
xi,j (t) = vi,j (t) + xi,j (t− 1) (20)
The candidate solution Xi is initialized between the minimum
and maximum boundaries of the space, termed xmin and
xmax, respectively, such that xi,j (t) ∈
[
xjmin, x
j
max
]
. On the
other side, the velocity vi,j (t) is initiated to be vi,j (t) ∈[−vjmax, vjmax], while vmax is given by
vmax =
xmax − xmin
Nintv
(21)
with Nintv being the number of intervals.
B. Pareto-optimal front and clustering
For a multi-objective optimization problem, or to be more
specific, two-objective optimization problem, the trade-off
between any two solutions can follow two possible scenarios:
either one dominates the other or none dominates the other. For
instance, if X1 dominates X2 according to the first objective,
while X2 dominates X1 based on the second objective, both
solutions are considered non-dominated and are located on
the Pareto-optimal front. All the solution positioned on the
Pareto-optimal front are combined into one set. Number of
solutions on the Pareto-optimal front could be extremely large.
Clustering, however, can reduce the number of non-dominated
solutions within a large set while keeping the desired char-
acteristics of the trade-off. In MOPSO, the local set of non-
dominated solutions is denoted by S? with S?i = Xi (1). After
which, non-dominated solutions are to be added to form a
large set S?i . Clustering is performed based on the distance
between two pairs. The pairs separated by large distance are
retained while minimal distance pairs are combined into one
cluster [37]. Therefore, the local non-dominated set can be
resized to satisfy the user settings, for instance S?i , has the
size SL. The non-dominated global set is denoted by S??
and includes all the non-dominated solutions from the first to
the last generation. In the same spirit, clustering is performed
to keep pairs within large distance and combine pairs within
small distance. In that case, the non-dominated global set will
not exceed a predefined size, for example S?? has the size SG.
It should be remarked that X ?i and X ??k belong to the sets S?i
and S??, respectively. The steps of the clustering algorithm
can be found in [8,26].
Individual distances between all the members of the local
set S?i , and the members of the global set S?? are measured
with respect to the objective space. Let X ?i and X ??i denote
members of S?i and S??, respectively. For the case when X ?i
and X ??i give minimum distances, they are to be selected as
local best and global best of the ith particle, respectively.
C. Extraction of the best compromise solution
Once the Pareto-optimal front is available, one solution
should be selected as the best compromise solution. The fuzzy
approach is implemented to identify the best compromise
solution. Define M as a number of non-dominated objec-
tives on the Pareto-optimal front and NObj as a number of
objectives. Let the set of objective functions on the Pareto-
optimal front be J¯ c = [J¯ c1, J¯ c2, . . . , J¯ cM ] ∈ RM with
J¯ cmin and J¯ cmax being minimum and maximum objective
functions of J¯ c, respectively, for all c = 1, 2, . . . , NObj
and for m = 1, 2, . . . ,M . The first step is to obtain the
membership function µcm such that
µcm =

1 J¯ cm ≤ J¯ cmin
J¯ cmax−J¯ cm
J¯ cmax−J¯ cmin otherwise
0 J¯ cm ≥ J¯ cmax
(22)
for m = 1, 2, . . . ,M , and c = 1, 2, . . . , NObj. In our case
there are two objectives, thus NObj = 2. Next, the best
compromise solution is obtained by
µ¯m =
∑NObj
c=1 µ
c
m∑M
m=1
∑NObj
c=1 µ
c
m
(23)
8Given the solution of µ¯m as in Equation (23) for m =
1, 2, . . . ,M , the best compromise solution is µ¯m that has the
maximum value. Figure 2 illustrates the flow chart of MOPSO
computational algorithm.
Initialize population, velocity, weight and 
set iteration = 1
Evaluate the objective function
Search for nondominated solutions
Form nondominated global set
Set the external set = global set
Local best set = particle current position
Update particle velocity (v)
Update particle position (x)
Evaluate objective function
Find nondominated solutions
Expand and update local set
Expand and update global set
Update the external set
Find local best and global best for each 
particle
Size of each set > 
predefined size
Apply Clustring
Stopping criteria met?
Stop
Iteration = 
Iteration + 1
Update weight
No
Yes
No
Yes
Fig. 2. The computational flowchart of MOPSO [8].
D. Implementation of the MOPSO algorithm
For simplicity, the implementation process of the MOPSO
algorithm can be subdivided into two stages:
Stage I: Recall Cell/TA-to-TAL/MME Assignment in Sec-
tion III, specifically Equations (2), (3) and (4). There are
N ∈ N cells in the system with n¯ ∈ [1,N) cells being
distributed within the list and n¯ <N :
L¯1 =
 L
1
1
...
L1N
 =
 C
1
1,1 · · · C11,N
...
. . .
...
C1N ,1 · · · C1N ,N
 ∈ ZN×N
... =
...
...
L¯L =
 L
L
1
...
LLN
 =
 C
L
1,1 · · · CL1,N
...
. . .
...
CLN ,1 · · · CLN ,N
 ∈ ZN×N
(24)
such that L¯ ∈ ZLN×N denotes all lists and the associated
superscript refers to the list number. Thus, the number of the
cell-to-TAL combination is given by L×N . It should be noted
that L¯l is a symmetric matrix for l = 1, 2, . . . ,L, such that
L¯l =
(
L¯l
)>
∈ ZN×N , with > being the transpose of the
matrix. There are n¯ nonzero rows within L¯l and the rest of
rows (N − n¯) are equal to zero, while the dimension of each
row is 1 ×N . Let Ll?l ∈ Z1×N be a nonzero row, such that
?l is an integer between 1 and N (?l ∈ N and ?l ∈ [1,N]).
In fact, n¯ numbers within Ll?l are equal to 1 and the rest
are zeros. Also, n¯ nonzero columns within the square matrix
L¯l are identical, for l = 1, 2, . . . ,L. Accordingly, number
of variables to be optimized and allocated within one list is
N . In the L lists in Equation (24), there are L ×N binary
parameters to be optimized and subsequently allocated such
that
X1 =
[ L1?1 L2?2 · · · LL?L ]> ∈ ZLN×1 (25)
Stage II: Consider TAL-to-UE in Section III, Equation
(5). Each TAL is associated with a specific MME and their
relationship can be expressed as
N∑
k=1
σlk · Clk,n = 1, l = 1, 2, . . . ,L (26)
with σl =
[
σl1 σ
l
2 · · · σlN
] ∈ R1×N for l =
1, 2, . . . , 10. Therefore, in the L lists in Equation (26), there
are another L × N real parameters to be optimized. The
decision variable σl has to match the Ll?l , for instance
σlk =
{
0, if Cl?l,k = 0
σlk, if C
l
?l,k
= 1
(27)
In order to obtain σl, define the following auxiliary variable
σ¯l =
[
σ¯l1 σ¯
l
2 · · · σ¯lN
] ∈ R1×N with σ¯lk ∈ [0, 1] for all
l = 1, 2, . . . , 10 and k = 1, 2, . . . ,N . Hence, we optimize for
X2 such that
X2 =
[
σ¯1 σ¯2 · · · σ¯N ]> ∈ RLN×1 (28)
After optimizing X2, σl can be defined as follows
σlk =
{
0, if Cl?l,k = 0
σ¯lk, if C
l
?l,k
= 1
(29)
9where C1?l,k is a cell associated with the nonzero row Ll?l .
Next, to satisfy the equality in Equation (26), one has
σl =
σl
N∑
i=1
σlk
(30)
This concludes the implementation process of the MOPSO
algorithm.
Therefore, Stage I and Stage II summarize the optimization
process and number of parameters to be optimized. It is worth
re-mentioning that X1 and X2 in Stage I and Stage II,
respectively, would be solved by MOPSO algorithm simulta-
neously. In total, there are 2LN parameters to be optimized.
Let Xi denote the vector of parameters to be optimized with
dimension 2LN ×1 for all i = 1, 2, . . . ,N . One can find the
complete vector (Xi) to be
Xi =
[
X1
X2
]
= [xi,1, . . . , xi,P ]
> (31)
The total number of parameters to be optimized in one particle
is P = 2LN with X1 ∈ ZN×1 and X2 ∈ RN×1.
A set of random particles is initiated such that every single
particle has P = 2LN parameters, and there are N particles
within one iteration/generation. Therefore, the number of
objective functions obtained from one generation is 2LN .
Velocity and position of the ith particle are defied according to
Equations (19) and (20), respectively. All the remaining steps
are detailed above.
E. Computational flow using MOPSO
The computational flow of the proposed location manage-
ment of LTE networks using MOPSO technique can be briefly
summarized as follows:
Step 1 (Initialization): initiate t = 1 and generate N ran-
dom particles Xi (1) ∈ RP∀i = 1, 2, . . . ,N where Xi (1) =[
X1
>
,X2
>
]>
= [xi,1 (1) , . . . , xi,P (1)]
> ∈ RP such that
X1 ∈ ZN×1, X2 ∈ RN×1, and xi,k (1) ∈
[
xkmin, x
k
max
]
.
Likewise, generate N random initial velocities Vi (1) ∈
RP∀i = 1, 2, . . . ,N where Vi (1) = [vi,1 (1) , . . . , vi,P (1)]>
and vi,k (1) ∈
[−vkmax, vkmax]. Evaluate the objective function
of every particle. For every particle, generate a local best
set S?i (1) with X ?i (1) = Xi (1) and S?i (1) = X ?i (1) for
all i = 1, 2, . . . ,N . Search for non-dominated solutions and
generate a non-dominated global set S?? (1) where the closest
member of S?? (1) to X ?i (1) is marked as the global best
X ??i (1) of the ith particle. Set the initial value of the inertia
factor α (1).
Step 2 (iteration update): update the iteration number to
t = t+ 1.
Step 3 (Inertia factor update): update the inertia factor.
Step 4 (Velocity update): update the velocity Vi (t) as
defined in Equation (19) given the particle Xi (t− 1), the
local best X ?i (t− 1), and the global best X ??i (t− 1) for all
i = 1, 2, . . . ,N .
Step 5 (Position update): update the position Xi (t) in
accordance with Equation (20) given the particle Xi (t− 1)
and the velocity Vi (t) for all i = 1, 2, . . . ,N .
Step 6 (Non-dominated local set update): The updated po-
sition Xi (t) is added to the set S?i (t) for all i = 1, 2, . . . ,N .
Keep all non-dominated solutions and eliminate all dominated
solutions within the local best set S?i (t). If the size of S?i (t)
exceeds the predefined value SL, apply clustering and reduce
the size to SL.
Step 7 (Non-dominated global set update): Set S?? (t) =
S?? (t− 1). If any of the non-dominated solutions within
S?i (t) are non-dominated by S?? (t) and are not its members,
add it to the set S?? (t). If the size of S?? (t) exceeds the
predefined limit SG, apply clustering to reduce the size to
SG.
Step 8 (Local best and global best update): The individual
distances between members of S?i and members of S?? (t) are
evaluated with respect to the space of the objective function.
The pair that gives minimum distance is selected as local best
and global best of the ith particle, respectively.
Step 9 (Stopping criteria): If the maximum number of
iterations defined by the user is reached, stop the program.
Otherwise, go to Step 2.
V. PERFORMANCE EVALUATION AND SIMULATIONS
Optimization of the LTE networks location management
using MOPSO is evaluated and compared to MINLP using
MATLABr. In order to achieve reliable assessment, both
algorithms, MOPSO and MINLP, have been implemented at
different speed levels. The speed range has been subdivided
into four levels: very slow speed stands for (0-8 m/s); slow
speed indicated (8-16 m/s); normal speed should be interpreted
as (16-25 m/s); and high speed implies speeds in the (25-33
m/s) range. The environment is assumed to have 30 cells with
an average of 100 users are evenly distributed throughout the
systems of cells. The users are allocated in a regular manner
through the cells within the system. The system consists of 10
lists with 0.05 rate of paging. Clearly, the number of lists in
the system equals the total number of MME. Table III outlines
the full details of the model parameters associated with LTE
networks.
TABLE III
SIMULATION PARAMETERS & VALUES
Parameter Value
Total number of TAs 30
Cells number (N ) 30
Total number of lists (L) 10
Users average number 100 per cell k
Paging rate (Ga) 0.05
Number of UE speeds 4
UE speeds 0, 8, 16, 25 and 33 (m/sec)
Radius of the cell 500 m
A. MOPSO Set-up
The aim of the simulation section is to examine the
convergence of MOPSO in comparison with MINLP. Recall
Stage I subsection of the Cell/TA-to-TAL/MME Assignment
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(Section IV), more specifically, Equations (24), (3) and (4).
As mentioned above, there are N = 30 cells in the system
with n¯ = 16 cells being distributed within the list. Thus,
L¯l ∈ Z30×30 denotes a complete list. Define Ll?l ∈ Z30×1
to be a nonzero row, such that ?l is any integer between 1 and
30. Ll?l includes 16 cells with the value of 1 while the rest
of the cells have the value of 0. For L = 10 lists in Equation
(24), number of parameters to be optimized is 300 such that
X1 =
[ L1?1 L2?2 · · · L10?10 ]> ∈ Z300×1
Each TAL is related to MME and the relation can be expressed
by
30∑
k=1
σlk · Clk,n = 1, l = 1, 2, . . . , 10 (32)
with σl =
[
σl1 σ
l
2 · · · σl30
] ∈ R1×30 for l =
1, 2, . . . , 10. A new variable σ¯l is introduced such that σ¯l =[
σ¯l1 σ¯
l
2 · · · σ¯l30
] ∈ R1×30. For 10 lists in Equation (26),
one has 300 real parameters to be optimized, such that
X2 =
[
σ¯1 σ¯2 · · · σ¯10 ]> ∈ R300×1
therefore, the decision σl is defined by
σlk =
{
0, if Cl?l,k = 0
σ¯lk, if C
l
?l,k
= 1
next, one has
σl =
σl
30∑
k=1
σlk
Therefore, there are 600 parameters to be optimized. Define
vector Xi as the total number of parameters to be optimized
such that
Xi =
[
X1
X2
]
, ∀X1 ∈ Z300×1 and X2 ∈ R300×1
And the problem of optimization is defined as a minimization
problem using MOPSO. The setting parameters of MOPSO
are listed in Table IV with T = 400 being the total number
of iterations. Also, it should be noted that the setting of
parameters in Table IV were selected as a result of a set of
trials.
TABLE IV
SETTING PARAMETERS OF MOPSO ALGORITHM
Parameter P N Nintv k1 k2 SL SG
Setting 600 10000 5 2 2 5 10
The inertia factor α (t) is calculated by α (t) =
0.99α (t− 1) and initiated at α (1) = 1.
B. MOPSO Total Signaling Cost
Using MOPSO, the total signaling of TAU and paging
(J 1) and the total inter-list handover (J 2) are presented and
compared to MINLP at four different speeds mentioned above.
The optimization algorithms, MOPSO and MINLP have been
implemented and compared to assess:
1) The minimum value of the two objective functions J 1
and J 2 obtained by each algorithm.
2) The best compromise solution by MOPSO and the
MINLP solution.
3) The totaling signaling overhead and average battery
power consumption.
In order to evaluate the robustness of MOPSO algorithm
in terms of its ability to approach the optimal solution, the
algorithm has been implemented four times at each of the
four speed levels considering different random initialization
conditions of the X vector. The speed ranges examined are the
following: [0,8], [8,16], [16,25] and [25,33] m/sec. For clarity,
three out of the four trials have been presented. Additionally,
the following color notation is used: red color demonstrates
a best compromise solution, blue illustrates a solution on
the Pareto-optimal front and magenta represents a candidate
solution as well as search history obtained using MOPSO.
Also, black refers to a solution obtained by MINLP. An
illustration of the search history of a single trial of the speed
[0,8] (m/sec) within the two-dimensional space is depicted
in Figure 3 presenting all candidate solutions, Pareto-optimal
front and the best compromise solution. Figure 4 demonstrate
the Pareto-optimal front in blue color and the best compromise
solutions in red color obtained by MOPSO plotted against
MINLP in black color at speed ranges [8,16]. In spite of the
fact that the solution generated by MINLP is located on the
Pareto-optimal front as depicted in Figure 4, MINLP favored
the objective function J 2 over J 1. MOPSO, on the contrary,
captured a set of solutions on the Pareto-optimal front with
the trade-off represented by the best compromise solution.
The best compromise solution creates a balance between the
inter-list handover which resides on UEs, probability of the
user to travel between cells, and the cost of inter-MME, from
one side, and the total signaling cost of TAU and paging
which impact the EPC significantly by influencing the location
management of UEs, on the other side. The significance of the
proposed algorithm can be observed in terms of total signaling
overhead and battery power consumption. The consumption
estimation of the triggered TAU signal in a regular smart-
phone is considered 10 mW [5]. Figure 5 illustrates the
total signaling overhead of MOPSO best compromise solution
average values versus MINLP. MOPSO exhibited lower total
signaling overhead than MINLP at various speed ranges as
presented in Figure 5. As Figure 6 confirms that MOPSO has
a significant advantage over MINLP with respect to battery
power consumption. The average values of MOPSO best com-
promise solutions associated with battery power consumption
versus MINLP are depicted in Figure 6.
The overall quality of MOPSO convergence very close to
the optimal solution is presented in terms of mean and standard
deviation (STD). Table V lists the best compromise solutions
of non-dominated objective functions recorded on the Pareto-
optimal front considering four trials at various speed ranges.
Also, Table V outlines the mean and STD of the four trials
at every speed range. The accuracy of convergence can be
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Fig. 3. Objective function minimization of speed = [0, 8] (m/sec): Search history, Pareto-optimal front and best compromise solution.
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Fig. 4. Objective function minimization of speed = [8, 16] (m/sec): MOPSO
vs MINLP.
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Fig. 5. Average total signaling overhead: MOPSO vs MINLP.
evaluated by the percentage of STD with respect to the means,
which is known as a relative standard deviation (RSD). RSD
of J 1 is 0.7%, 0.7%, 1.3% and 1.26% and RSD of J 2
is 1.4%, 2.8%, 1.2% and 0.68% at the four speed ranges.
Indeed, the RSD of J 1 and J 2 illustrates the remarkable
performance of MOPSO when applied to the LTE networks
location management. Likewise, the total power consumption
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Fig. 6. Average battery power consumption: MOPSO vs MINLP.
has been evaluated in Table VI in terms of the mean and STD
of the results obtained by MOPSO algorithm versus MINLP
at different speeds. It can be noticed that MOPSO generated
lower values of total power consumption than MINLP.
VI. CONCLUSION
Cellular networks are essential as they offer a variety of
connectivity solutions. LTE and LTE-A provide reliable and
fast wireless network service. Nonetheless, the total signaling
overhead has been a concern, in particular with the rapid
growth of more advanced cellular phones and phone appli-
cations. In fact, location management which allocate the idle
user is directly related to the total signaling overhead. The
total signaling overhead can be assessed by two elements,
the total signaling cost of TAU and paging and the total
inter-list handover. However, these two elements are adversely
related. This study proposes a new formulation of the total
signaling overhead as a true multi-objective problem where
both conflicting objectives are optimized simultaneously. This
novel approach is based on the multi-objective particle swarm
optimization (MOPSO) which allows to minimize the total
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TABLE V
MOPSO BEST COMPROMISE SOLUTION OF THE FOUR TRIALS AT VARIOUS RANGE OF SPEEDS
Experiment index 1 2 3 4 Mean ± STD
Speed Range [0-8] m/sec
J 1 94343 91091 92738 93432 92901± 1374
J 2 13342339 13325501 13436437 13204385 13327165± 92901
Speed Range [8-16] m/sec
J 1 97236 100491 102482 96479 99172± 2810
J 2 14161850 14296212 14198106 14388572 14261185± 102144
Speed Range [16-25] m/sec
J 1 110289 107139 108643 108418 108622± 1293
J 2 16045610 16512041 16202005 16431714 16297842± 213392
Speed Range [25-33] m/sec
J 1 145550 143241 144100 144786 144419± 983
J 2 18502495 18567046 18509153 18115217 18423477± 207541
TABLE VI
TOTAL POWER CONSUMPTION MEAN AND STD OF MOPSO AGAINST
MINLP AT VARIOUS SPEED RANGES
Speed range 0 - 8 8 - 16 16 - 25 25 - 33
Algorithm Mean ± STD
MOPSO 54 ± 0.82 117 ± 2.7 203 ± 3.8 354 ± 2.89
MINLP 64.5 134 248 386.5
signaling overhead, and therefore bring location management
in LTE networks to a qualitatively new level. The significant
decrease in the total signaling overhead is achieved by min-
imizing the two objectives and obtaining a best compromise
solution from a set of non-dominated solutions on the Pareto-
optimal front. The first objective is the lessening of the total
signaling cost of TAU and paging and the second objective
is the minimization of the total inter-list handover. A set of
experiments has been performed considering different random
initialization to validate the robustness of the proposed algo-
rithm. Location management in LTE networks using MOPSO
has been examined by considering a large scale environment
problem. In this problem various speed ranges have been
considered with four experiments at every speed range. The
best compromise solution obtained by MOPSO is compared
to MINLP. Lower values of total signaling overhead and
power consumption have been observed using MOPSO than
MINLP. In addition, at every speed range, small values of
relative standard deviation (RSD) have been observed. The
robustness of MOPSO algorithm in terms of its ability to
approach the optimal solution has been validated through
a set of four algorithm runs performed at each level of
the four different speed levels considering different random
initialization conditions of the optimized parameters. Thus the
proposed algorithm adequately represents a network with a
variety of mobility patterns and different cells.
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