Abstract. An algebraic characterization of the property of approximate controllability is given, for behaviours of spatially invariant dynamical systems, consisting of distributional solutions w, that are periodic in the spatial variables, to a system of partial differential equations
Introduction
Consider a homogeneous, linear, constant coefficient partial differential equation, in R d+1 described by a polynomial p ∈ C[ξ 1 , . . . , ξ d , τ ]:
That is, the differential operator
is obtained from the polynomial p ∈ C[ξ 1 , . . . , ξ d , τ ] by making the replacements ξ k ∂ ∂x k for k = 1, . . . , d, and τ ∂ ∂t .
More generally, given a polynomial matrix M ∈ (C[ξ 1 , . . . , ξ d , τ ]) m×n , consider the corresponding system of partial differential equations
2) where solutions w now have the n components w 1 , . . . , w n , and M = [p ij ] with p ij denoting the polynomial entries of M for 1 ≤ i ≤ m and 1 ≤ j ≤ n.
In the behavioural approach to control theory pioneered by Willems [7] , the "behaviour" B W (M ) associated with M in W n (where W is an appropriate solution space, for example smooth functions C ∞ (R d+1 ) or distribution spaces like D ′ (R d+1 ) or S ′ (R d+1 ) and so on), is defined to be the set of all solutions w ∈ W n that satisfy the above partial differential equation system (1.2). Let us recall the notion of a behaviour associated with a system of partial differential equations associated with a polynomial matrix M . Definition 1.1 (Solution space invariant under differentiation; Behaviour). Let W be a subspace of (D ′ (R d+1 )) n which is invariant under differentiation, that is, for all w ∈ W, ∂ ∂x k w ∈ W, for all k = 1, · · · , d, and
The aim in the behavioural approach to control theory is then to obtain algebraic characterizations (in terms of algebraic properties of the polynomial matrix M ) of certain analytical properties of B W (M ) (for example, the control theoretic properties of autonomy, controllability, stability, and so on). We refer the reader to [7] for background on the behavioural approach in the case of systems of ordinary differential equations, and to [1] , [8] , [10] for distinct takes on this in the context of systems described by partial differential equations.
The goal of this article is to give algebraic characterizations of the properties of approximate controllability of behaviours of spatially invariant dynamical systems, consisting of distributional solutions w, that are periodic in the spatial variables, to a system of partial differential equations
This settles a question left open in [11] . We remark that there has been recent interest in "spatially invariant systems", see for example [3] , [4] , where one considers solutions to partial differential equations that are periodic along the spatial direction.
We give the relevant definitions below, and also state our main results in Theorem 1.3 (characterizing approximate controllability).
1.1. Controllability and approximate controllability. Let us first recall the property of "controllability", which means the following. Definition 1.2 (Controllability; Approximate controllability). Let W be a subspace of (D ′ (R d+1 )) n which is invariant under differentiation, and sup-
and
,
See Figure 1 . Our main result is the following.
Then the following statements are equivalent:
Here D ′ A (R d+1 ) is, roughly speaking, the set of all distributions on R d+1 that are periodic in the spatial direction with a discrete set A of periods. The precise definition of D ′ A (R d+1 ) is given below in Subsection 1.2. The algebraic terminology in (4) of Theorem 1.3 is explained below. Consider the polynomial matrix
Then each row of M is an element of the free
1×n generated by the rows of the polynomial matrix M .
Definition 1.5 (Torsion element; Torsion free module). Let
is said to be torsion free if it has no nontrivial torsion element.
The equivalence of (2) and (3) follows from the proof of [11, Theorem 1.4].
The space
. Let A := {a 1 , . . . , a d } be a linearly independent set vectors in R d . It will be convenient for the sequel to also introduce the following matrix:
is a tempered distribution, and from the above it follows by taking Fourier transforms that (1 − e 2πia k ·y ) T = 0 for k = 1, . . . , d. It can be seen that
for some scalars α v ∈ C, and where A is the matrix given in (1.3). Also, in the above, δ v denotes the usual Dirac measure with support in v:
By the Schwartz Kernel Theorem (see for instance [6, p. 128, Theorem 5.
, the space of all continuous linear maps from D(R) to D ′ (R d ), thought of as vectorvalued distributions. For preliminaries on vector-valued distributions, we refer the reader to [2] . We indicate this isomorphism by putting an arrow on top of elements of D ′ (R d+1 ).
to be the vector-valued distribution defined by w(ϕ), ψ = w, ψ ⊗ ϕ for ϕ ∈ D(R) and ψ ∈ D(R d ).
If A := {a 1 , . . . , a d } is a linearly independent set vectors in R d , then we define
for ϕ ∈ D(R) and ψ ∈ D(R d ). In the right hand side of (1.4), · is the usual Fourier transform ψ → ψ :
of test functions with rapidly decreasing derivatives. That (1.4) specifies a well-defined distribution in D ′ (R d+1 ), can be seen using the fact that for every Φ ∈ D(R d+1 ), there exists a sequence of functions (Ψ n ) n that are finite sums of direct products of test functions, that is, Ψ n = k ψ k ⊗ ϕ k , where ψ k ∈ D(R d ) and ϕ k ∈ D(R), such that Ψ n converges to Φ in D(R d+1 ). We also have ∂ ∂x k w = 2πiy k w for k = 1, . . . , d, and ∂ ∂t w = ∂ ∂t w.
Here y = (y 1 , . . . , y d ) is the Fourier transform variable.
Proof of Theorem 1.3
Before we prove our main result, we illustrate the key idea behind the proof of our algebraic condition. For a trajectory in the behaviour, by taking Fourier transform with respect to the spatial variables, the partial derivatives with respect to the spatial variables are converted into the polynomial coefficients c ij (2πiy), where y is the vector of Fourier transform variables y 1 , . . . , y d . But the support of w is carried on a family of lines, indexed by n ∈ Z d , in R d+1 , parallel to the time axis. So we obtain a family of ordinary differential equations, parameterized by n ∈ Z d , and by "freezing" an n ∈ Z d , we get an ordinary differential equation. So essentially the proof is completed by looking at the ordinary differential equation characterizations of controllability and approximate controllability, and it turns out that the two notions actually coincide there.
Proof of Theorem 1.3. We will show that (1)⇒(4)⇒(3)⇒(2)⇒(1). M (2πiv, τ ) ). Set
, and owing to the continuity of the Fourier transform
) with respect to the spatial variables, it follows that ( w k − w 2 )| (T,∞) converges to 0 in (D ′ ((T, ∞) × R d ) n . We can write
As m ∈ M (2πiv, τ ) , it follows from the cogenerator property of D ′ (R) (see for example Definition 3.4 on page 774 and the paragraph following the proof of Lemma 3.5 on page 775 of [12] 
Without loss of generality, we may assume that
(otherwise w 0 can be shifted to achieve this). As all topological vector spaces are Hausdorff ([9, Theorem 1.12]), it follows that in the topological vector space D ′ ((0, ∞)), there exists a neighbourhood N of u 0 that does not contain 0. Since the map
is continuous, there exists a neighbourhood
Choose k large enough so that
Then we have u = 0.
On the other hand, since p · m ∈ M (2πiv, τ ) and since the element T M (2πiv, τ ) ), it follows that
But we know that since T 
