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Finite-time Lyapunov exponents for
produts of random transformations
∗
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†
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It is shown how ontinuous produts of random transformations on-
strained by a generi group struture an be studied by using Iwasawa's
deomposition into angular, diagonal and shear degrees of freedom. In
the ase of a Gaussian proess a set of variables, adapted to the Iwasawa
deomposition and still having a Gaussian distribution, is introdued and
used to ompute the statistis of the nite-time Lyapunov spetrum of the
proess. The variables also allow to show the exponential freezing of the
shear degrees of freedom, whih ontain information about the Lyapunov
eigenvetors.
Key words: Lyapunov exponents, random matries, path integral, dis-
ordered systems, Iwasawa deomposition.
1. Introdution
Lyapunov exponents represent the natural way to measure the rapidity of divergene of
a set of innitesimally lose points arried along by a haoti or random ow [2, 14, 1℄.
The simplest example is given when a smooth N -dimensional dynamial system of the
form
x˙ = F (x)
is linearized around a trajetory x (t) giving the linear equation y˙ = X (x)y for the
separation y (t) between two innitesimally lose orbits. The generator of the tan-
gent dynamis, Xij = ∂iF/∂xj , is known as the stability matrix of the system. The
evolution of the initial separation y (0) is formally given by the expression
y (t) = g (t)y (0)
∗
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where g (t) is the time-ordered produt
g (t) = T exp
[∫ t
0
X (t′) dt′
]
(1)
The N time-dependent Lyapunov exponents λ1 (t) ≥ · · · ≥ λN (t) are dened as the
eigenvalues of the symmetri matrix (2t)
−1
log
[
g† (t) g (t)
]
, and measure the rate of
growth of innitesimal k-dimensional volumes (k = 1, . . . , N). Oselede [32℄ proved
under very general onditions the existene of the t → ∞ limits of the λk (t) and of
the eigenvetors fk (t) of g
† (t) g (t).
A ommon ansatz for strongly haoti systems assumes that the stability matries
X (t) deorrelate in a harateristi time, shorter with respet to other time sales
of the system, and an therefore be treated as a suession of independent linear
transformations [14℄. Then the separation y (t) evolves aording to the stohasti
equation
y˙ = X (t)y (2)
After arefully speifying the statistis of the random proess X (t), and hoosing in
partiular one of the standard (It or Stratonovih) regularization for (2), the averages
of funtionals f [y (t)] over the random realizations y (t) an be written in the form of
path integrals [34℄:
〈f [y (t)]〉 =
∫
DX f [y (t)] e−S[X] (3)
The problem of omputing averages of the form (3) is quite general, and appears both
in the ontext of quantum and lassial systems.
In the theory of quasi one-dimensional disordered wires [3℄ the study of low-temperature
ondutane utuations in small metalli samples is redued to the omputation of
the statistis of g† (L) g (L), where g (L) is the 2n × 2n transfer matrix for a wire
of length L and n is the number of transverse modes at the Fermi level [15℄. The
transfer matrix g (L) an be naturally written in the form (1) as an ordered produt
of transfer matries for innitesimal portions of wire. Here the role of time is played
by the length L of the sample, and the role of the Lyapunov exponents by (inverse)
loalization lengths. Ensemble averaging implies the omputation of path integrals of
the form (3), where the innitesimal transfer matries X are onstrained by symmetry
onsiderations. In the presene of time reversal symmetry the X matries belong to
the sp (n,R) algebra, if time reversal symmetry is broken they belong to su (n, n), and
in the presene of spin-orbit sattering to so∗ (4n) [25℄.
In the theory of passive salar transport in n-dimensional spae [17℄ the omputation
of many statistial quantities, suh as the exat p.d.f.'s of the salar [11, 13, 20, 7℄ and
of its gradients [10, 21℄, an be redued to the form (3), where X is a matrix of veloity
gradients of the arrying uid. The matries X are the innitesimal generators of the
dynamis of an inompressible uid element and belong to the sl (n,R) algebra.
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In the study of deterministi haos, produts of random matries have been used to
mimi the haotiity of dynamial systems [14℄. In the ase of n-dimensional Hamil-
tonian systems one has produts of random sympleti maps [5, 33℄. This formally
leads to expressions of the form (3) where the matries X belong to the sp (n,R) al-
gebra. Similar models have been reently used to study the hydrodynami modes in
the Lyapunov spetrum of extended dynamial systems [16℄.
In many of these ases analyti results were obtained. Suh results were made
possible by the presene of three main ingredients: i) Markovianity
1
, ii) Gaussianity,
and iii) the presene of a group struture in the set of transformations and of a
statistis ompatible with it (i.e., a statistis that an be expressed in terms of the
intrinsi geometry of the transformation group).
While the physial support for the rst two assumptions is in some ases question-
able, the existene of a group struture lays on stronger foundations, sine it diretly
reets the symmetries of the underlying physial problem.
In the ase of quasi one-dimensional wires, results were obtained studying the
Fokker-Plank equation for the transmission eigenvalues as a diusion equation over
Riemannian manifolds [4, 9℄. A similar approah has been also applied to the ase of
passive salar transport [7℄. On the other hand, funtional integral representations of
the form (3) for the probability densities an be exploited diretly [31, 8, 11, 13, 10,
21, 12℄ and an provide an intuitive desription of the statistis of the Lagrangian tra-
jetories desribed by Eq. (2). Path integral representations also provide the ground
for several approximations, like instanton alulus and perturbative expansions. A-
tually, the two approahes are omplementary and one should swith from one to the
other depending on onveniene. However, the Lagrangian theory has been worked out
mainly on spei examples, often relying on partiular features of the given algebras
[20, 21℄, and not overing the most general ase. The purpose of this work is to present
this theory in a suiently general setting. It turns out that a formal exposition not
only allows to over many dierent ases in a unied way, but also unveils the simple
geometri meaning of some formulæ and presents a very simple and appealing senario,
whih an hopefully serve as a basis for further investigations.
The starting point of the Lagrangian theory is a onvenient deomposition of the
time-ordered exponential (1). Let us remind here some fats about the standard
method [6℄ for the numerial omputations of Lyapunov exponents. An orthonormal
set of k vetors is evolved for a time t and a Gram-Shmidt orthogonalization pro-
edure is applied to the evolved vetors in order to obtain a new orthonormal set.
The proedure is iterated, and by performing an average of the logarithmi k-volume
inrease over many steps one obtains the approximated sum of the rst k Lyapunov
exponents. When the evolution operator g (t) belongs to the SL (n,R) group it is easy
to see [23℄ that the Gram-Shmidt orthogonalization proedure is equivalent to the
deomposition of the evolution operator in the produt or three onseutive transfor-
mations, orresponding to a shear, a dilation, and a rotation: the rotation arries the
1
Although results were obtained also with time-orrelated statistis, see e.g. Refs. [11, 18℄.
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old orthonormal set in the new one, the dilation is responsible for the volume inrease,
and the shear part inherits from the Gram-Shmidt proedure a triangular form. From
an algebrai point of view, the group element g (t) is deomposed into the produt of
a ompat, Abelian and nilpotent part. Iwasawa [26℄ showed that a similar deompo-
sition an be dened for a large lass of groups and is a smooth mapping (see Ref. [23℄
and App. A).
The fat that emerged from a series of works [29, 30, 13, 20, 21℄ is that starting
from normally distributed, entered random variables X it is possible in ertain ases
to introdue new variables, adapted to the Iwasawa deomposition
2
, whih are still
normally distributed. Here it is shown that the new variables an be introdued in
the quite general ase where the random variables X belong to the algebra of a real
semisimple Lie group, and their ovariane has a form ompatible with the group
struture (f. Eq. (5)). It turns out that the denition of the new variables (the
{A,M} variables dened by Eqs. (13,23)) is most easily given in terms of the group
struture of the set of transformations, and in partiular of the adjoint operator
Ad (g)X = gXg−1.
The fat that the new variables are normally distributed is non trivial, sine the
Iwasawa transformation is nonlinear, and it is of ourse quite relevant in pratial
alulations. In partiular, it allows the rapid omputation of the Lyapunov spetrum,
whih is enoded in the statistis of the Abelian part of the Iwasawa deomposition.
Although the original variables X are entered, the Abelian part aquires a positive
mean value thanks to the non-trivial Jaobian fator assoiated with the variable
transformation (f. (35)). This mean value is preisely the nite-time Lyapunov
spetrum, whih an be expressed expliitly in terms of the struture onstants of the
algebra of the X variables (f. Eqs. (38,39)).
The new variables however ontain more information than just the statistis of
Lyapunov exponents. For instane, Eqs. (42,38,37) prove in a quite general setting
the freezing of the shear (nilpotent) degrees of freedom whih was used in Refs.
[10, 21℄ to ompute the statistis of passive salar dissipation. The nilpotent degrees
of freedom atually enode information about the Lyapunov eigenvetors fk (t). For
instane, in the SL (n,R) ase it is easy to see that the fk (t) an be obtained (up
to exponentially small terms) by Gram-Shmidt orthogonalization of the row vetors
of the (nilpotent) shear matrix. The exponential freezing of the shear part therefore
implies the exponentially rapid onvergene of the eigenvetors fk (t) to their limits for
t→∞, thus providing a partiularly lear realization of Oselede theorem.
The work is organized as follows. In Se. 2, I dene the random proess X (t) by
assigning its ovariane in terms of intrinsi geometri features of the orresponding
algebra. This is equivalent to assigning a Feynman-Ka measure on the spae of paths
t → X (t). The multipliative proess g (t) is then dened as a time-ordered expo-
nential through the appropriate (Stratonovih) regularization. In Ses. 3,4,5 the new
2
Or to the Gauss deomposition, whih was onsidered in Refs. [29, 13℄ respetively for the su (2)
and su (n) ases.
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variables are dened through the following steps: i) performing the Iwasawa deom-
position of the proess g (t); ii) introduing intermediate variables, adapted to the
Iwasawa deomposition; iii) rewriting the Gibbs weight exp (−S) in terms of the new
variables; iv) omputing the Jaobian fator of the variable transformation, i.e., the
transformation rule for the volume form DX ; v) performing a Lie algebra transfor-
mation that leads to new, normally distributed variables. Although the intermediate
steps are tehnial, the nal results are simple and are summarized by formulæ (36-
40). In Se. 6 the new variables are used to ompute the statistis of the nite time
Lyapunov spetrum of a generi linear representation of the proess g (t). In Se. 7 the
ases of the sl (n,R) and sp (n,R) algebras are worked out in detail. A brief summary
of results of Lie algebra theory are given in the Appendix.
2. Random walks on Lie groups
The omputational sheme outlined in the Introdution an be implemented in the
quite general ase where the set of transformations g (t) form a real semisimple Lie
group G (this omprises the ase of omplex groups, as soon as they are seen as real
groups endowed with a omplex struture). The innitesimal generators X (t) then
lie in the orresponding algebra g. Eah real semisimple Lie algebra is haraterized
by two natural strutures: a anonial quadrati form B (X,Y ) known as the Killing
form, and an involution θ suh that B (X, θY ) beomes stritly negative denite (see
Appendix A). For instane, in the ase g = sl (n,R) (the algebra of real n × n real
matries with null trae) one has B (X,Y ) = 2nTrXY , θX = −Xtr and the eet of
θ is that of hanging the sign of the symmetri part of X .
In order to dene a Gaussian probability density on g one needs a positive denite
quadrati form. I will onsider here the general linear ombination
F (X,Y ) = µB (X,Y ) + νB (X, θY ) (4)
where µ, ν are real parameters suh that F be positive denite (see (15) below).
LetX (t) be the Gaussian proess on [0, T ]with values in g, zero mean and ovariane
〈X (s)⊗X (t)〉 = δ (t− s) · C (5)
where C = F−1, i.e. the random proess dened by the Feynman-Ka measure
dµ (X) = K exp
[
−
1
2
∫ T
0
F (X (t) , X (t)) dt
]
T∏
t=0
dX (t) (6)
where dX is a Eulidean measure on g and K is an (innite) normalization onstant.
The ontinuous proess X (t) an be seen [19, 22℄ as the limit of the disrete proess
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Xj , where Xj = X (tj), tj = jǫ, ǫ = T/N , dened by the probability measure
dµN (X) = KN exp

−1
2
N∑
j=1
ǫ F (Xj , Xj)

 N∏
j=1
dXj (7)
as N →∞ .
Let g (t) be the time-ordered exponential dened by
g (t) = T exp
(∫ t
0
X (τ) dτ
)
≡ lim
N→∞
gN
where gj is dened reursively by
gj = exp (ǫXj) gj−1, g0 = e (the identity) (8)
This disretization presription is ompatible with the group struture, and is of
Stratonovih type. As a matter of fat, if G is a linear group (and, in general, on
the universal enveloping algebra of g) one an ompute
1
2ǫ
(gj − gj−1)
(
g−1j + g
−1
j−1
)
=
1
2ǫ
(
gjg
−1
j−1 − gj−1g
−1
j
)
=
1
2ǫ
[exp (ǫXj)− exp (−ǫXj)]
= Xj +O
(
ǫ2X3j
)
obtaining
Xj =
gj − gj−1
ǫ
g−1j + g
−1
j−1
2
+O
(
ǫ2X3j
)
(9)
where O
(
ǫ2X3j
)
denotes a series of terms having order at least 2 in ǫ and at least 3
in Xj . Suh terms an be negleted in averages when N →∞, as usual in the theory
of Feynman-Ka integrals [19℄, sine 〈Xj ⊗Xl〉 = ǫ
−1δjl · C ∼ 1/ǫ. In other words, in
the limit N →∞ one an onsider
X (t) = g˙ (t) g−1 (t)
understanding that the midpoint regularization (9) has to be used throughout.
3. Deomposition of the trajetories
Following the general sheme outlined in the Introdution, let us perform the Iwasawa
deomposition (56,57) of the group element gj orresponding to the disrete time j in
the produt of a ompat, Abelian and nilpotent part:
gj = kjajnj (10)
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where gj is dened reursively as in (8) and kj , aj , nj are funtions of gj obtained
by inverting the dieomorphism (58). Moreover, let us dene Kj , Aj , Nj through the
relations
kj = exp (ǫKj) kj−1, aj = exp (ǫAj) aj−1, nj = exp (ǫNj)nj−1 (11)
The variablesK,A,N are an intermediate set of new variables, adapted to the Iwasawa
deomposition (10). In order to obtain the expliit form of the variable transformation
X → {K,A,N}, one substitutes (10) in (8) and uses (11):
exp (ǫXj) = gjg
−1
j−1
= exp (ǫKj) ·Ad (kj−1) exp (ǫAj) ·Ad (kj−1aj−1) exp (ǫNj)
where Ad (g)X = gXg−1. Using (9) one obtains:
Xj =
1
2ǫ
[exp (ǫXj)− exp (−ǫXj)] +O
(
ǫ2X3j
)
= Kj +Ad (kj−1)Aj +Ad (kj−1aj−1)Nj (12)
+
ǫ
2
[Kj ,Ad (kj−1)Aj ] +
ǫ
2
[Kj,Ad (kj−1aj−1)Nj ]
+
ǫ
2
[Ad (kj−1)Aj ,Ad (kj−1aj−1)Nj ] +O
(
ǫ2X3j
)
where O
(
ǫ2X3j
)
denotes a series of terms of at least seond order in ǫ and at least
third order in Xj , Kj , Aj , Nj. Using
Ad
(
exp
( ǫ
2
X
))
Y = Y +
ǫ
2
[X,Y ] +O
(
ǫ2X2Y
)
this an be rewritten as
Xj = Kj +Ad
(
k˜j−1
)
Aj +Ad
(
k˜j−1a˜j−1
)
Nj +O
(
ǫ2X3j
)
(13)
with k˜j−1 = exp
(
ǫ
2Kj
)
kj−1, a˜j−1 = exp
(
ǫ
2Aj
)
aj−1.
Formula (13) extends the Iwasawa deomposition on the Lie algebra g to a natural
deomposition
(Kj, Aj , Nj)→ Xj
of the random proess Xj , whih orresponds to the deomposition (10) at the group
level. Observe that
k˜j−1 = k˜j−1 (Kj ,Kj−1, . . . ,K1) , a˜j−1 = a˜j−1 (Aj , Aj−1, . . . , A1)
and that the appearane of k˜j−1 and a˜j−1 means that at the ontinuum level the
midpoint regularization (9) applies also to the group terms arising from the Iwasawa
deomposition.
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4. Deomposition of the Gibbs weight
Relation (13) an now be used to express the Gibbs weight dened through (4) in
terms of the new variables. Using the orthogonality with respet to B of a to both k
and n, of n with itself, and properties (53,54,55), a simple omputation shows that
F (Xj , Xj) = (µ+ ν)B
(
Kj −K
0
j ,Kj −K
0
j
)
+(µ− ν)B (Aj , Aj) (14)
−
µ− ν
2
B
(
Ad
(
a˜2j−1
)
Nj , θNj
)
with
K0j = −
1
2
[
Ad
(
k˜j−1a˜j−1
)
Nj + θAd
(
k˜j−1a˜j−1
)
Nj
]
Realling that B (X,X) > 0 on p, B (X,X) < 0 on k and B (X, θX) < 0 on g, and
using (54,55), it is lear that F (X,X) > 0 if
µ > ν and µ < −ν (15)
The last two rows of (14) an be written more expliitly by expanding over the basis
Yα dened in (62) and a basis Hl of a:
Nj =
∑
α∈P
Nαj Yα, Aj =
∑
l
AljHl (16)
Then using
ad (Aj)Yα = α (Aj)Yα (17)
Ad (a˜j−1)Yα = exp
[
α
(
exp−1 a˜j−1
)]
Yα (18)
with
exp−1 a˜j−1 =
j−1∑
l=1
ǫAl +
ǫ
2
Aj (19)
one gets
B (Aj , Aj) = (20)
=
∑
k,l
AkjA
l
j B (Hk, Hl)
B
(
Ad
(
a˜2j−1
)
Nj , θNj
)
= (21)
=
∑
α,β∈P
Nαj N
β
j exp
[
2α
(
exp−1 a˜j−1
)]
B (Yα, θYβ)
8
Here the matrix B (Hk, Hl) is diretly related to the Cartan matrix whih haraterizes
the Lie algebra g. A list of Cartan matries for all semisimple Lie algebras an be
found in Ref. [23℄. The matrix B (Yα, θYβ) is non-degenerate, it is diagonal if the
multipliities (59) are all 1 and is related to the way the Cartan involution θ permutes
the roots otherwise [23℄.
It is often neessary to ompute averages of funtionals F ({aj}) whih do not de-
pend on kj , nj . In this ase, the form of (14) shows that integration over
∏N
j=1 dKj
produes only a onstant fator. Integration over
∏N
j=1 dNj produes instead a fator
proportional to
D
−1/2
N ≡
N∏
j=1
∏
α∈P
exp
[
−α
(
exp−1 a˜j−1
)]
=
N∏
j=1
exp
[
−2ρ
(
exp−1 a˜j−1
)]
(22)
=
N∏
j=1
exp
[
−2
j−1∑
l=1
ǫρ (Al)− ǫρ (Aj)
]
where notation (65) was used.
Expression (14) takes a simpler form if one introdues the rotated variables
Mj = Ad (a˜j−1)Nj (23)
The variable hange N →M introdues however a Jaobian fator
∂ ({Mj})
∂ ({Nj})
=
N∏
j=1
det
(
Ad (a˜j−1)|n
)
=
N∏
j=1
exp
[
Tr ad
(
exp−1 a˜j−1
)∣∣
n
]
=
N∏
j=1
exp
[∑
α∈P
α
(
exp−1 a˜j−1
)]
=
N∏
j=1
exp
[
2
j−1∑
l=1
ǫρ (Al) + ǫρ (Aj)
]
= D
1/2
N (24)
Integration over the variables Mj would than produe a onstant (independent from
Aj) fator. Moreover, fator (24) will be seen to anel exatly a orresponding fator
emerging in the global Jaobian (30).
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5. Deomposition of the volume form
Along with the variables Xj and Kj, Aj , Nj , whih belong to the algebra g of innites-
imal transformations, one an onsider the integrated variables gj and kj , aj , nj de-
ned in (8) and (10). All together, one has the following ommutative diagram of
variable transformations:
{gj} −→ {kj , aj, nj}
↓ ↓ (25)
{Xj} −→ {Kj , Aj , Nj}
where the variables of the upper row belong to the group G and those of the lower row
to the orresponding algebra g. The relation between the two set of variables an be
found by varying (12):
δXj = δKj +Ad (kj−1) δAj +Ad (kj−1aj−1) δNj
+
ǫ
2
{
[δKj ,Ad (kj−1)Aj ] + [Kj ,Ad (kj−1) δAj ]
+ [δKj ,Ad (kj−1aj−1)Nj ] + [Kj,Ad (kj−1aj−1) δNj] (26)
+ [Ad (kj−1) δAj ,Ad (kj−1aj−1)Nj ]
+ [Ad (kj−1)Aj ,Ad (kj−1aj−1) δNj ]
}
+O
(
ǫ2X2j δXj
)
+ f (δXj−1, δXj−2, . . . , δX1)
The variation δXj ∈ Tg an be identied with the 1-form δXj( · ) = F (δXj, · ). In
(26), O
(
ǫ2X2j δXj
)
denotes a 1-form in δKj , δAj , δNj whose oeients are at least
of seond order in ǫ and in Kj , Aj , Nj , while f (δXj−1, δXj−2, . . . , δX1) denotes a
1-form in δKl, δAl, δNl for l < j.
On the other hand, the measure dµ (X) an be re-expressed in terms of the Haar
measure on G, by omputing the variation
δgjg
−1
j =
[
ǫδXj +
ǫ2
2
(δXjXj +Xj δXj) +O
(
ǫ3X2j δXj
)]
· gj−1g
−1
j
+f (δXj−1, . . . , δX1)
=
[
ǫδXj +
ǫ2
2
(δXjXj +Xj δXj)
]
(1− ǫXj)
+O
(
ǫ3X2j δXj
)
+ f (δXj−1, . . . , δX1)
= ǫδXj +
ǫ2
2
[Xj, δXj ] +O
(
ǫ3X2j δXj
)
+ f (δXj−1, . . . , δX1)
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so that
1
ǫ
δgjg
−1
j = Ad
(
exp
( ǫ
2
Xj
))
δXj
+O
(
ǫ2X2j δXj
)
+ f (δXj−1, . . . , δX1)
In the ontinuum limit, terms O
(
ǫ2X2j δXj
)
ontribute to the measure with a onstant
fator whih ensures the orret normalization
3
. One then has
N∧
j=1
dim g∧
l=1
δlXj ∝
N∧
j=1
dimG∧
l=1
δlgj g
−1
j
where the δlX span T0g, δlg g
−1
span TeG ≃ T0g, and one uses the fats that
1. the f (δXj−1, . . . , δX1) terms anel in the exterior produt with δXj terms;
2. semisimple Lie groups are unimodular, i.e., |detAd (g)| = 1 for every g ∈ G.
So:
N∏
j=1
dXj ∝
N∏
J=1
dgj
where dg denotes the Haar measure on G. In other words, the variable transformation
{Xj} → {gj} has trivial Jaobian and dµ (X) = dµ (g), where
dµ (g) = K ′ exp
[
−
1
2
∫ T
0
F
(
g˙g−1, g˙g−1
)
dt
]
T∏
t=0
dg (t)
To the two horizontal arrows of diagram (25) there orrespond the Jaobians dened
by
N∏
j=1
dgj = J
G
N ({kj , aj, nj})
N∏
j=1
dkjdajdnj (27)
N∏
j=1
dXj = J
g
N ({Kj, Aj , Nj})
N∏
j=1
dKjdAjdNj (28)
The variable transformations orresponding to the two vertial arrows have trivial
Jaobians, so
JgN ({Kj, Aj , Nj}) ∝ J
G
N ({kj , aj , nj}) (29)
3
One an treat terms ∼ ǫ
2
X
2
j dXj as a perturbation in integrals over the measure (7) and use Wik's
theorem to ompute their ontribution. They give a ontribution
〈
ǫ
2
X
2
j
〉
∼ ǫ, but their produt
with any power of ǫXj higher than 0 is negligible in the ontinuum limit. The ontributions ∼ ǫ
sum up to give a onstant fator.
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The produt of Haar measures on both sides of (27) is invariant under the global
transformations
gj → kRgj , gj → gjnL, with kR ∈ K, nL ∈ N
whih orrespond to
kj → kRkj , nj → njnL
By indution over N , this shows that JGN does not atually depend on {kj , nj}. From
(29) then follows that JgN does not depend on {Kj , Nj}.
The atual value of the Jaobian an now be omputed either at the group or at the
algebra level. At the group level, using (64), one gets
JGN =
N∏
j=1
exp
[
2ρ
(
exp−1 aj
)]
=
N∏
j=1
exp
[
2
j∑
l=1
ǫρ (Al)
]
=
N∏
j=1
exp
[
2
j−1∑
l=1
ǫρ (Al) + ǫρ (Aj)
]
· exp

 N∑
j=1
ǫρ (Aj)


= D
1/2
N · J
G,loc
N (30)
The deomposition of JGN into an ultraloal part D
1/2
N and a loal part J
G,loc
N is suh
that the ultraloal part anels exatly the fator (22) whih appears when integrating
funtionals of the form F ({aj}) over
∏N
j=1 dKj ·
∏N
j=1 dNj . The ultraloal fator D
1/2
N
is also exatly aneled when passing to the rotated variablesMj dened in Eq. (23).
The result (30) an be heked by repeating the omputation at the algebra level.
Realling that JgN annot depend on Kj, Nj , we an set Kj = 0, Nj = 0 in (26),
getting
δXj = δKj + δAj +Ad (aj−1) δNj
+
ǫ
2
[δKj, Aj ] +
ǫ
2
[Aj ,Ad (aj−1) δNj ]
+O
(
ǫ2X2j δXj
)
+ f (δXj−1, . . . , δX1) (31)
= Ad
(
exp
(
−
ǫ
2
Aj
))
δKj + δAj +Ad
(
exp
( ǫ
2
Aj
)
aj−1
)
δNj
+O
(
ǫ2X2j δXj
)
+ f (δXj−1, . . . , δX1)
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Using (61) and (62) to expand Nj =
∑
α∈P δN
α
j Yα, one gets
Ad
(
exp
( ǫ
2
Aj
)
aj−1
)
δNj
=
∑
α∈P
exp
[
α
(
ǫ
2
Aj +
j−1∑
l=1
ǫAj
)]
δNαj Yα (32)
Using (61) and (62) to expand δKj = δK
0
j +
∑
α∈P δK
α
j (Yα + θYα), where δK
0
j ∈ m,
and realling (60), one gets
ad (Aj) δKj =
∑
α∈P
α (Aj) δK
α
J (Yα − θYα)
=
∑
α∈P
α (Aj) δK
α
J [2Yα − (Yα + θYα)]
= N0j −
∑
α∈P
α (Aj) δK
α
J (Yα + θYα)
with N0j ∈ n, and(
1−
ǫ
2
ad (Aj)
)
δKj =
∑
α∈P
exp
[
α
( ǫ
2
Aj
)]
δKαj (Yα + θYα)
−
ǫ
2
N0j +O
(
ǫ2A2jδKj
)
(33)
Now using (31,32,33) and the deomposition (56), observing that the terms f (δXj−1, . . . , δX1)
anel in the exterior produt with δXj (the transformation {Xj} → {Kj, Aj , Nj} is
triangular in the index j), and that O
(
ǫ2X2j δXj
)
terms ontribute only to a normal-
ization fator (see footnote 3), one gets
JgN ∝
N∏
j=1
∏
α∈P
exp
[
α
(
j−1∑
l=1
ǫAj +
ǫ
2
Aj
)]
exp
[
α
( ǫ
2
Aj
)]
=
N∏
j=1
exp
[
2
j−1∑
l=1
ǫρ (Al) + ǫρ (Aj)
]
· exp

 N∑
j=1
ǫρ (Aj)


= D1/2 · Jg,locN (34)
as expeted.
Taking into aount (30), (34) and (24) it is lear that the Jaobian of the transfor-
mation
{Xj} → {Kj , Aj ,Mj}
is proportional to the simple loal fator
Jg,locN = exp

 N∑
j=1
ǫρ (Aj)


(35)
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6. Statistis of Lyapunov exponents
Classial groups are groups of transformations of Rn or Cn. Let ( , ) be a salar
produt on Rn or a hermitian produt on Cn. Let v be a vetor of Rn or Cn, gv the
ation of the group element g on v. Let g (t) be a random walk on a (real or omplex)
lassial group G. Then
‖g (t)v‖
2
= (g (t)v , g (t)v) =
(
g† (t) g (t)v , v
)
so that the rate of growth of ‖g (t)v‖ is related to the highest eigenvalue of g† (t) g (t).
More generally, the rate of growth of the parallelepiped generated by l vetors v1, . . . ,vl,
is related to the sum of the rst l eigenvalues exp (2λ1 (t) t) , . . . , exp (2λl (t) t) of the
hermitian matrix g† (t) g (t) [14℄:
λ1 (t) + · · ·+ λl (t) =
1
t
log
Vol (g (t)v1 ∧ · · · ∧ g (t)vl)
Vol (v1 ∧ · · · ∧ vl)
The eigenvalues λ1 (t) , . . . , λl (t) are the (time dependent) Lyapunov exponents of the
proess g (t).
For the lassial algebras the Cartan involution θ is just θZ = −Z†, whih expo-
nentiates to the group automorphism Θ dened by Θg =
(
g†
)−1
. Let T be a nite
dimensional representation of G suh that (66) holds. In general, the (time dependent)
Lyapunov exponents of the proess g (t) an be seen as the eigenvalues of
(2t)−1 log
[
T † (g)T (g)
]
= − (2t)−1 logT
(
g−1Θg
)
= (2t)−1 logT
(
Θn−1 · a2 n
)
or equivalently as the eigenvalues of
(2t)
−1
log
[
T
(
a2
)
T
(
nΘn−1
)]
After integrating out the k omponent, inorporating the ontribution of Jg,locN , and
using (20,21,52), F (Xj , Xj) redues to ,
F a+n (Xj , Xj) =
= (µ− ν)
∑
k,l
B (Hk, Hl) A
k
jA
l
j −
∑
l
∑
α∈P
B (Hl, Hα) A
l
j
−
µ− ν
2
∑
α,β∈P
exp
[
α
(
j−1∑
l=1
2ǫAj + ǫAj
)]
B (Yα, θYβ) N
α
j N
β
j (36)
= F a (Xj, Xj)−
µ− ν
2
∑
α,β∈P
B (Yα, θYβ) M
α
j M
β
j (37)
After integrating out the M -variables, and taking into aount the observations fol-
lowing (22) and (30), F a+n (Xj , Xj) redues to F
a (Xj , Xj). This shows that in the
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{Kj, Aj ,Mj} representation the Aj are Gaussian random variables with positive mean
〈
Akj
〉
=
1
2 (µ− ν)
∑
l
Γkl
∑
α∈P
B (Hl, Hα) (38)
where (
Γ−1
)
kl
= B (Hk, Hl) (39)
and ovariane 〈
AkjA
l
j
〉
c
=
1
µ− ν
Γkl (40)
On the other hand, (38,40) together with (36) show that the n variables diuse, while
the a variables perform a ballisti motion, diusing around straight trajetories. This
means that for t ≫ 1 and with logarithmi preision the time dependent Lyapunov
exponents oinide with the eigenvalues of
1
2t
logT
(
a2 (t)
)
=
1
t
τ
(
exp−1 (a (t))
)
=
1
t
τ
(∫ t
0
A (t′) dt′
)
=
1
t
∫ t
0
dt′
∑
k
Ak (t′) τk (41)
with T (exp (X)) = exp (τ (X)) and τk = τ (Hk). The operators τk all ommute, so it is
possible to write (41) in blok-matrix form. This means that the Lyapunov exponents
are just the
1
t
∫ t
0
dt′Ak multiplied by the eigenvalues of the operators τk.
Let us desribe more preisely the statistis of the n variables. Expression (37) shows
that the Mj are Gaussian random variables with zero mean and O (1) ovariane.
Expanding the Mj and Nj on the basis Yα one nds the expliit expression
Nαj = exp
[
−α
(
j−1∑
l=1
ǫAl +
ǫ
2
Aj
)]
Mαj , α ∈ P (42)
From the positiveness of α and of
〈
Akj
〉
, k = 1, . . . , dim g, and passing to the on-
tinuum limit, it follows that typial values of the Nα (t) are exponentially small in
t. Correspondingly, the n (t) variables beome frozen after a time t = O (1). The
freezing of the n variables has been observed in Ref. [10℄ and used to obtain analyti
results about the statistis of the dissipation of a passive salar eld in Refs. [10, 21℄.
Moreover, it provides a nie realization of Oselede theorem about the stability of the
Lyapunov basis in the t→∞ limit [32℄.
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7. Examples
Let Eij denote a square matrix with entry 1 where the ith row and the jth olumn
meet, all other entries being 0. Then
EijEkl = δjkEil, [Eij , Ekl] = δjkEil − δliEkj
The ase of sl (n,R). In this ase gC is the algebra of n×n matries with zero trae.
Letting
Hi = Eii − Enn (1 ≤ i ≤ n− 1) , hC =
∑
i
CHi (43)
one has the diret deomposition [23℄
gC = hC +
∑
i6=j
CEij (44)
If H ∈ hC and ei (H) (1 ≤ i ≤ n) are the diagonal elements of H , one has
[H,Eij ] = (ei (H)− ej (H))Eij (45)
The Killing form is
B (X,Y ) = 2nTr (XY ) (46)
The roots are
ei − ej (1 ≤ i, j ≤ n)
whih are duals to the elements
1
2n (Hi −Hj) ∈ hR. The ompat real form for sl (n,C)
is u = su (n), the algebra of skew hermitian matries; hC are the diagonal matries
with null trae, a = hR are the real matries of hC. Taking lexiographi ordering
with respet to the basis ei − en (1 ≤ i ≤ n− 1) of the dual of hR, i.e. assuming
ei − en > ej − en and onsequently ei − ej > 0 for i < j, one nds
nC =
∑
i<j
CEij = {stritly upper triangular matries}
g = sl (n,R) is the real form orresponding to the onjugation σZ = Z¯. The Cartan
involution is θX = −Xtr. One has k = u ∩ g = so (n), p are the real symmetri
matries with null trae, a the diagonal matries of p, n the real matries of nC. The
restrited roots oinide with the roots ei − ej . Letting Aj =
∑n−1
k=1 A
k
jHk and using
(38,39,40,43,46), a simple omputation gives:〈
Akj
〉
=
1
2 (µ− ν)
n− 2k + 1
2n
, k = 1, . . . , n− 1 (47)
and 〈
AkjA
l
j
〉
c
=
1
2n (µ− ν)
(
δkl −
1
n
)
Eq. (47) reprodues Eq. (39) in Ref. [20℄ letting µ = 1/4Dn, ν = 0 and Eq. (25) in
Ref. [21℄ letting µ = 1/2n2 (n+ 2)D, ν = − (n+ 1) /2n2 (n+ 2)D.
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The ase of sp (n,R). In this ase gC is the algebra of omplex matries of the form(
X Y
Z −Xtr
)
, with Y = Y tr and Z = Ztr. Letting
Hi = Eii − En+i,n+i (1 ≤ i ≤ n) , hC =
n∑
i=1
CHi (48)
one has the diret deomposition [23℄
gC = hC +
∑
i≤j
C (En+i,j + En+j,i) +
∑
i≤j
C (Ei,n+j + Ej,n+i)
+
∑
i6=j
C (Ei,j + En+j,n+i) (49)
Let ej be the linear form on h given by ej (Hi) = δij ; then
[H,En+i,j + En+j,i] = − (ei (H) + ej (H)) (En+i,j + En+j,i) (i ≤ j)
[H,Ei,n+j + Ej,n+i] = (ei (H) + ej (H)) (Ei,n+j + Ej,n+i) (i ≤ j)
[H,Ei,j − En+j,n+i] = (ei (H)− ej (H)) (Ei,j − En+j,n+i) (i 6= j)
The Killing form is
B (X,Y ) = (2n+ 2)Tr (XY ) (50)
The non zero roots are (± signs read independently)
±2ei (1 ≤ 1 ≤ n) , ±ei ± ej (1 ≤ i < j ≤ n)
The roots 2ej are dual to the elements
2
4(n+1)Hi ∈ hR. The ompat real form is
u = sp (n) =
{(
U V
−V¯ U¯
)
: U + U † = 0, V = V tr
}
Taking lexiographi ordering with respet to the basis ei (1 ≤ i ≤ n) of the dual of hR
it is seen that the positive roots are ei + ej (i ≤ j) and ei − ej (i < j). Consequently
nC =
∑
i≤j
C (Ei,n+j + Ej,n+i) +
∑
i<j
C (Ei,j − En+j,n+i)
=
{(
X Y
0 −Xtr
)
, Y = Y tr, X stritly upper triangular
}
g = sp (n,R) is the real form orresponding to the onjugation σZ = Z¯ . One has
k = sp (n) ∩ so (2n)
p =
{(
X Y
Y −X
)
: X = Xtr, X = X¯, Y = Y tr, Y = Y¯
}
a = {diagonal matries of p}
n = {real matries of nC}
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Restrited roots just oinide with roots. LettingAj =
∑n
k=1 A
k
jHk and using (38,39,40,48,50),
a simple omputation gives
〈
Akj
〉
=
1
2 (µ− ν)
n− k + 1
2 (n+ 1)
, k = 1, . . . , n
and 〈
AkjA
l
j
〉
c
=
1
4 (n+ 1) (µ− ν)
δkl
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A. Lie-Cartan theory
I reall here some results from the theory of Lie algebras [23, 24, 27, 28℄ for onveniene
and in order to establish the notations, whih partially parallel those of Ref. [23℄ .
Any omplex Lie algebra gC an be seen as a real Lie algebra endowed with a
omplex struture. A real form of a omplex Lie algebra gC is a real Lie algebra g
suh that gC = g+ ig (diret sum of vetor spaes) where g and ig are identied with
subalgebras of gC. Thus gC is isomorphi to the omplexiation of g. (E.g., sl (n,R)
is a real form of sl (n,C)). There is a 1-1 orrespondene between the real forms of a
Lie algebra and the onjugations σ : X + iY → X − iY (X, Y ∈ g). (E.g., sl (n,R)
orresponds to the onjugation σ : Z → Z¯ of sl (n,C)). A ompat Lie algebra is a
real Lie algebra whih is isomorphi to the Lie algebra of a ompat Lie group. Every
semisimple Lie algebra gC over C has a ompat real form u, whih is unique (up to
automorphisms; e.g., su (n) is the ompat real form of sl (n,C); it orresponds to the
onjugation τ : Z → −Z†).
A Cartan subalgebra hC of a omplex Lie algebra gC is a maximal Abelian subal-
gebra suh that the endomorphism adH : X → [H,X ] is semisimple (i.e., gC an be
written as a diret sum of irreduible invariant subspaes of adH for all H ∈ hC).
Every semisimple Lie algebra over C has a Cartan subalgebra whih is unique (up to
automorphisms; e.g., diagonal matries with null trae form a Cartan subalgebra of
sl (n,C)).
On eah real and omplex Lie algebra one an dene the Killing form B (X,Y ) =
Tr (adX adY), where Tr denotes the trae of the vetor spae endomorphism. (E.g.,
B (X,Y ) = 2nTrXY for X, Y ∈ sl (n,C)). Every semisimple Lie algebra over C has
a real form u suh that B is stritly negative denite on u (it then follows that u is
ompat, f. above; e.g. TrX2 = −TrXX† < 0 for X ∈ su (n), X 6= 0).
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A omplex Lie algebra gC over C an be deomposed in the diret sum of the
simultaneous eigenspaes (root subspaes)
gαC = {X ∈ gC : ad(H)X = α (H)X for all H ∈ hC}
where the linear funtion α : hC → C is alled a root (of gC with respet to hC) if
gα
C
6= {0}. Let ∆ denote the set of nonzero roots. One has the root deomposition
gC = hC +
∑
α∈∆
gαC (diret sum) (51)
with the properties: i) dim gα
C
= 1 for eah α ∈ ∆; ii) gα
C
and g
β
C
are orthogonal under
B if α, β are any two roots and β 6= −α; iii) B is non degenerate on hC and for eah
linear funtion α on hC there exists a unique Hα ∈ hC suh that
α (H) = B (H,Hα) (52)
for all H ∈ hC; iv) if α ∈ ∆, then −α ∈ ∆ and
[
gα
C
, g−α
C
]
= CHα and α (Hα) 6= 0.
Let hR =
∑
α∈∆RHα. Then by iii), ∆ an be seen as a subset of the dual spae h
′
R
.
Given any basis on hR one an introdue a lexiographi order on h
′
R
and thus on ∆.
This gives the onept of positive and negative roots. A positive root is alled simple
if it annot be written as the sum of two positive roots. There are exatly dim hR
simple roots αj and eah α ∈ ∆ an be written as
∑
njαj with nj integers whih are
either all positive or all negative.
For eah α ∈ ∆ one an hoose Xα ∈ g
α
C
suh that for all α, β ∈ ∆:
[Xα, X−α] = Hα
[H,Xα] = α (H)Xα for H ∈ hC
[Xα, Xβ ] = 0 if α 6= −β and α+ β 6∈ ∆
[Xα, Xβ ] = Nα,βXα+β if α+ β ∈ ∆, with Nα,β = −N−α,−β
B (Xα, Xβ) = δα+β,0
On the real algebra u generated by the elements iHα, Xα−X−α, i (Xα +X−α), α ∈ ∆,
the form B is stritly negative denite; so, u is a ompat real form of gC (f. above).
If τ is the onjugation of gC with respet to u, τXα = −X−α for α ∈ ∆. The set {Xα}
is alled a Weyl basis.
A Cartan deomposition of a semisimple Lie algebra g overR is a diret sum g = k+p
in a subalgebra k and a vetor subspae p suh that the mapping θ : K + P → K − P
(K ∈ k, P ∈ p) is an automorphism of g and the form −B(X, θY ) is stritly positive
denite. θ is alled a Cartan involution. Eah semisimple Lie algebra over R has
a Cartan deomposition. If gC is the omplexiation of g, σ is the onjugation of
gC with respet to g, one an always hoose a real form u suh that σu ⊂ u, so
that k = u ∩ g, p = iu ∩ g and u = k + ip; u is then a ompat real form of gC.
(E.g., for g = sl (n,R) the Cartan deomposition is the deomposition of a matrix
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into its antisymmetri and symmetri part; in this ase θX = −trX , k = so (n),
p = {symmetri matries} and k + ip = su (n)). If gC is a semisimple Lie algebra
over C, u its ompat real form, then gC = u + iu is a Cartan deomposition of gC.
(E.g., for gC = sl (n,C) it is the deomposition of a matrix into its skew-hermitian
and hermitian part).
Sine
θ = 1 on k and θ = −1 on p (53)
then, for all X,Y ∈ g,
θ ad (X)Y = ad (θX) θY (54)
θAd (exp (X))Y = Ad (exp (θX)) θY (55)
where Ad is the adjoint representation of G on g (e.g. Ad(g)X = gXg−1 if G, g are
linear), so that Ad (exp (X)) = exp (ad (X)).
Let h be a maximal Abelian subalgebra of g, with a = h ∩ p as large as possible,
and let a1 = h ∩ k. Then hR = a + ia1 and hC = hR + ihR is a Cartan subalgebra of
gC. (E.g., for g = sl (n,R), a1 = {0} and a = hR are the real diagonal matries with
null trae). Let P be the set of positive roots that do not vanish identially on a (for
sl (n,R) this just oinides with the set of positive roots). Let
nC =
∑
α∈P
gα
C
, n = nC ∩ g
Then nC and n are nilpotent Lie algebras and one has the diret vetor spae sum
g = k+ a+ n (56)
(Iwasawa deomposition). From ii) it follows that a is orthogonal with respet to B to
both k and n, and that n is orthogonal to itself. The deomposition (56) exponentiates
to
G = KAN (57)
where K = exp k, A = exp a, N = exp n, i.e., the mapping
(k, a, n)→ kan (58)
is a dieomorphism ofK×A×N onto G. (E.g., for sl (n,R), k is the rotation algebra, a
is the algebra of diagonal matries with null trae, n is the algebra of stritly triangular
matries; at the group level this deomposition an be naturally obtained through the
Gram-Shmidt orthogonalization proess).
To the root deomposition (51) of gC there orresponds a restrited root deompo-
sition
g = a+m+
∑
α′∈∆′
gα
′
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where m are the elements of k whih ommute with all the elements of a, ∆′ is the set
of nonzero restritions α′ of α to a and
gα
′
= {X ∈ g : ad(H)X = α′ (H)X for all H ∈ a}
Sine dierent roots α an have the same restrition α′ to a, the multipliity
mα′ = dim g
α′
(59)
an be higher than 1 for some algebras. The Cartan involution hanges the sign of the
restrited roots:
θgα
′
= g−α
′
(60)
The algebra k an therefore be deomposed as
k = m+
∑
α′∈P ′
(
gα
′
+ θ gα
′
)
(61)
A Weyl basis {Xα} for gC an be projeted on g by
Yα =
1
2
(Xα + σXα) (62)
so that gα
′
=
∑
RYα where the sum runs over all α ∈ ∆ whose restrition to a is α
′
.
On a Lie group one an dene the (right invariant) Haar measure
dg =
dimG∧
l=1
g−1 δlg
where δlg = g δlX and the δlX are a basis of 1-forms on g. Semisimple Lie groups are
unimodular, i.e. suh that |detAd (g)| = 1 for eah g ∈ G, so that right invariant mea-
sures are also left invariant. The Iwasawa deomposition indues the deomposition
dg = j (k, a, n) dk da dn (63)
where j is a Jaobian fator. The groups G, K, A, N are all unimodular, therefore
both sides of (63) are invariant under the right and left translations g → kRg, g → gnL
with kR ∈ K and nL ∈ N , so that j (k, a, n) = j (a). On the other hand, the l.h.s of
(63) is also invariant under g → ga−1, whih orresponds to kan→ ke ·
(
ana−1
)
(with
e the identity element), so that
j (a) = j (e)
∂
(
ana−1
)
∂ (n)
= j (e) det (Ad (a)|
n
)
= j (e) exp
[
Tr ad
(
exp−1 a
)∣∣
n
]
= j (e) exp
[∑
α∈P
α
(
exp−1 a
)]
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If the measures on G, K, A, N are onveniently normalized we an assume that
j (e) = 1, so
dg = exp
[
2ρ
(
exp−1 a
)]
dk da dn (64)
with
ρ =
1
2
∑
α∈P
α (65)
Let τ be a skew-hermitian representation of the ompat form u on a nite dimen-
sional Hilbert spae V . By analytially extending τ to the omplexiation gC = u+iu
and then restriting to the real form g = k + p one obtains a representation of the
real algebra g (Weyl unitary trik). If K ∈ k, P ∈ p, then τ (K) and τ (iP ) are
skew-hermitian, while τ (P ) is hermitian. In other words,
τ† (X) = −τ (θX)
Denoting T (exp (X)) = exp (τ (X)), this property exponentiates [27, p. 144℄ to
T † (g) = T−1 (Θg) (66)
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