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1 Einleitung 
Die Wertschöpfung eines Unternehmens wird durch Geschäftsprozesse er-
bracht. Ein Geschäftsprozess besteht aus einer koordinierten Reihenfolge 
von Aktivitäten, die ausgeführt werden, um ein unternehmerisches Ziel zu 
erreichen. Das Management von Geschäftsprozessen ermöglicht die Kon-
trolle von Kosten, Zeit und Qualität bei der Leistungserbringung. Die Unter-
stützung der Geschäftsprozesse durch Informations- und Kommunikations-
technologie (IKT) ist ein maßgeblicher Erfolgsfaktor für Unternehmen. 
Geschäftsprozesse werden durch Informationssysteme bzw. Workflow- 
Managementsysteme (WfMS) automatisiert [Holl95] und sorgen auf der 
operativen Ebene für die informationstechnische Ausführung in Form von 
Workflows. Workflow-Management hat das Ziel, die Durchlaufzeiten von 
(Geschäfts-) Prozessen zu minimieren, Transparenz innerhalb der verschie-
denen Unternehmensbereiche zu schaffen (z. B. durch Modellierung), Qua-
lität zu erhöhen und durch besseren Ressourceneinsatz (z. B. durch Paralle-
lisierung) Kosten zu reduzieren [Ober96, S. 25]. In Unternehmen werden 
Geschäftsprozessmodelle bzw. WfMS zur Überwindung des Business/IT-
Gap eingesetzt [NeSt07]. 
Heutzutage wollen die Nutzer (Mitarbeiter und Kunden) der WfMS (Teile 
der) Geschäftsprozesse von ihrem mobilen Endgerät aus nutzen [TuPo04]. 
Die bestehenden stationären IKT müssen um die mobilen Aspekte erweitert 
werden, wie der weitere Verlauf der vorliegenden Arbeit zeigen wird. Beim 
Workflow-Management (WfM) werden mobile Systeme (mobile Geräte) in-
tegriert, um z. B. eine ortsabhängige Prozessausführung zu unterstützen. Bei 
der Integration der mobilen Aspekte unterliegen die WfMS bestimmten 
Restriktionen der mobilen Geräte (Bsp. geringe Displaygröße), die system-
weit berücksichtigt werden müssen. 
Die mobilen Geräte eröffnen dem WfM viele neuartige Möglichkeiten. Das 
mobile Gerät erfasst den Umgebungskontext mit Sensoren und kann diese 
Kontextinformationen verarbeiten und an das WfMS weiterreichen. Durch 
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die Eigenortung (siehe Kapitel 2.1.6) bzw. die Ortsinformationen lassen sich 
beispielsweise Ortsbezüge innerhalb von Anwendungen realisieren (z. B. 
Identifikation jeglicher Kunden/Mitarbeiter innerhalb einer bestimmten Um-
gebung). Solche Dienste auf den mobilen Geräten werden als Context-Aware 
Services (CAS) oder als Location-Based Services (LBS) bezeichnet 
[Kuep05, S .1-3, S. 247-269]. Das wirtschaftliche Interesse an den CAS ist 
groß und die Potentiale werden intensiv in der Forschung diskutiert 
[DLNW13].  
1.1 Problemstellung 
Um Geschäftsprozesse auf einem mobilen Gerät zu nutzen, müssen beste-
hende WfMS um die mobilen Aspekte mobiler Geräte erweitert werden. Die 
mobilen Geräte stellen bei der Integration neue Anforderungen an das WfMS 
[ChNB16]. Die Kontext- bzw. Ortsinformationen mobiler Geräte werden in-
nerhalb des WfMS integriert, damit eine informationstechnische Anwen-
dung (innerhalb des WfMS) die Daten auswerten bzw. verarbeiten kann. Im 
weiteren Verlauf der vorliegenden Arbeit wird auf die Unterstützung der so-
genannten Primärkontexte von CAS fokussiert. Die vier Primärkontexte 
[Kuep05] bilden die Basis der Umgebungskontexte (siehe Kapitel 2.2): 
 Zeit 
 Ort 
 Identität  
 Aktivität 
Identitäten werden meist mit Hilfe von Benutzerrollen innerhalb von Work-
flows bzw. Geschäftsprozessen abstrahiert (siehe Kapitel 2.4). Die Rolle de-
finiert einen Archetyp (vgl. Pattern, Prototyp) mit bestimmten Benutzerrech-
ten (innerhalb des Workflows), um sie mehreren Identitäten zuweisen zu 
können. In vielen Geschäftsprozess-modellierungssprachen und WfMS ist 
die Abstraktion über Rollen bereits integraler Bestandteil (siehe Kapitel 2.4). 
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Innerhalb der Geschäftsprozessmodelle werden Aktivitäten in einer logi-
schen (abhängig von der Fachlichkeit) zeitlichen Reihenfolge abgebildet. 
Zeitliche Kontextinformationen werden bereits bei der Modellierung und 
Ausführung von Workflows berücksichtigt und unterstützt [Ober90, 
AdAH98]. Die drei Primärkontexte der CAS (Identitäten, Zeitbezüge und 
Aktivitäten) sind in Geschäftsprozess-modellierungssprachen integriert 
(siehe Kapitel 2.3-2.6). Es fehlt jedoch eine Integration im Kontext der  
mobilen Geräte (siehe Kapitel 7.2). In IS/WfMS müssen (je nach Anwen-
dungsfall) die speziellen Bedürfnisse mobiler Geräte (geringe Batterielauf-
zeit, geringe Rechenkapazität, usw) bedacht werden.  
Orte bzw. Ortsbezüge werden innerhalb der Geschäftsprozessmodellierung 
meist nicht berücksichtigt. Orte wurden bereits innerhalb der Workflow-Mo-
dellierung in einzelnen Fällen integriert [JHHS00, ChLe04, HeKi09], jedoch 
fehlt eine adäquate Modellierung der ortsbezogenen Informationen (siehe 
Kapitel 4). Bei der Modellierung ist eine klare und eindeutige Abbildung von 
ortsrelevanten Kontextinformationen (siehe Kapitel 2.2) durch eine Annota-
tion notwendig, die innerhalb von geeigneten Geschäftsprozessmodellie-
rungssprachen integriert werden muss (siehe Kapitel 5). Die Annotation 
muss eine Abbildung vom Modell hin zum ausführbaren Code gewährleis-
ten, um den zu Beginn dieses Kapitels erwähnten Business/IT-Gap zu über-
winden bzw. um einen möglichst hohen Grad an Automatisierung zu erzie-
len. Zusätzlich fehlt eine adäquate und systemunabhängige Architektur eines 
WfMS, das eine informationstechnische Unterstützung von Ortsbezügen ge-
währleistet (siehe Kapitel 6). 
1.2 Beiträge der Arbeit 
Eine effiziente Integration der Ortsbezüge in Workflows und die damit ein-
hergehende Integration der mobilen Geräte ist ein kritischer Erfolgsfaktor 
für Unternehmen, die ihren Mitarbeitern und Kunden mobile Dienst anbie-
ten. Als maßgeblicher Anteil wird die IT-gestützte Modellierung und Aus-
führung der Workflows innerhalb existierender WfMS betrachtet. Die Her-
ausforderungen (siehe Kapitel 1.1) benötigen geeignete Lösungen. Abb. 1.1 
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veranschaulicht die Beziehung zwischen einem modellierten Geschäftspro-
zess bzw. einem Workflow und dem unterstützenden stationären bzw. mo-
bilen WfMS, das mobile Kontextinformationen berücksichtigen soll. 
 
Abb. 1.1:  Verknüpfung zwischen Workflow, WfMS, CAS und mobilen Primärkontexten 
Ziele dieser Arbeit 
Ziele dieser Arbeit sind, Workflow-Modelle um ortsbezogene Kontexte (vgl. 
Kapitel 4, Ortsbezüge) zu erweitern und Kontextinformationen von mobilen 
Systemen in bestehende stationäre WfMS zu integrieren (vgl. Abb. 1.1,  
mobile WfMS). 
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Um diese Ziele zu erreichen, basieren die Beiträge dieser Arbeit auf den re-
levanten Standards der Workflow Management Coalition (WfMC). Der Pri-
märkontext Ort neben den weiteren Primärkontexten Zeit, Identität und Ak-
tivität (siehe Abb. 1.1) bildet den Rahmen der vorliegenden Arbeit. 
Für die Ausnutzung von Ortsbezügen bei der Workflowausführung werden 
ein Konzept und eine Modellierungsannotation benötigt. Die Modellierungs-
annotation soll eine informationstechnische Unterstützung erhalten, um die 
modellierten Workflows direkt innerhalb von WfMS ausführen zu können. 
Eine Software-Architektur soll die mobilen Aspekte berücksichtigen und 
eine Integration in bekannte Architekturen und Systeme ermöglichen (siehe 
Kapitel 2.5). Bestehende WfMS können auf Basis der vorgestellten Kon-
zepte und Architekturbeschreibung zu mobilen WfMS erweitert werden. 
Beitrag (1): Ortsbezüge für Workflows 
In der vorliegenden Arbeit wird ein Konzept zur Berücksichtigung von Orten 
(bzw. Gebieten) in Workflows vorgestellt. Das Konzept wird mit Hilfe einer 
Annotation sprachunabhängig entwickelt. Die Annotation wird so entwor-
fen, dass sie einen effizienten Umgang mit ortsbasierten Informationen ge-
währleistet. Ein Ortsmodell ist erforderlich, um das Konzept in möglichst 
viele Workflow-Modellierungssprachen integrieren zu können. Eine Model-
lierungsunterstützung auf Ebene des Workflowentwurfs gewährleistet eine 
frühe Berücksichtigung der Ortsinformationen innerhalb eines Softwareent-
wicklungsprozesses.  
Die vorliegende Arbeit nutzt die Modellierung von Workflows als Instru-
ment zum Entwurf des Informationssystems, in dem die Prozesse (Ge-
schäftsprozesse, Systemintegrationsprozesse, Supportprozesse, usw.) in ei-
nem Modell beschrieben und anschließend automatisiert ausgeführt werden. 
Ein WfMS wird auf Basis der Referenzarchitektur der WfMC entworfen und 
innerhalb eines Architekturmodells vorgestellt (siehe Kapitel 6). Die zuge-
hörige prototypische Implementierung (Tragfähigkeitsnachweis) wird in 
Kapitel 7.1 beschrieben. 
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Beitrag (2): Spracherweiterungen zur Integration von 
Ortsbezügen in Geschäftsmodellen. 
Das Konzept der Ortsbezüge wird mit Hilfe von Spracherweiterungen für 
Petri-Netze (siehe Kapitel 2.6) und BPMN 2.0 (siehe Kapitel 2.7) vorge-
stellt, so dass es innerhalb weiterer Geschäftsprozessmodellierungssprachen 
integriert werden kann. Es wird gezeigt, dass Ortsbezüge als Spracherweite-
rung innerhalb von ortsabhängigen Anwendungsfällen nützlich anwendbar 
sind. Mit zusätzlichen Besonderheiten (siehe Kapitel 4.3.2-4.3.6 und Kapi-
tel 5.3), wie z. B. Aggregationen oder hierarchischen Modellelementen wird 
die Anwendung der Ortsbezüge weiter verfeinert. 
Beitrag (3): Evaluationen mobiler WfMS 
Das mobile WfMS soll eine schnelle und flexible Modellierung und Ausfüh-
rung der Workflows unterstützen. Der Softwareentwicklungsprozess wird 
anhand der Gegebenheiten des mobilen WfMS konkretisiert. Das mobile 
WfMS soll plattformunabhängig nach dem SOA-Paradigma entworfen und 
implementiert werden, so dass jedes Informationssystem mit dieser Erwei-
terung angereichert werden kann. Die serviceorientierte Architektur (SOA) 
dient als Hilfsmittel, um die Informationssysteme mit den Geschäftsprozes-
sen zu verbinden [Josu08]. Ein Anwendungsfall aus dem landwirtschaftli-
chen Umfeld wird die Modellierung und Ausführung von Ortsbezügen zei-
gen. Der Anwendungsfall wurde innerhalb des Verbundforschungsprojektes 
Robot2Business1 (R2B) entwickelt und erprobt. 
Innerhalb eines mobilen Workflows werden viele Nutzeraufgaben mit Orts-
bezügen modelliert. Diese Nutzeraufgaben werden auf einem mobilen Gerät 
bearbeitet. Es muss somit eine geeignete Abbildungsform innerhalb einer 
Anwendung für die Aufgaben (mobiler Nutzer) gefunden werden. Es werden 
verschiedene technische Lösungen zur Abbildung von Benutzeraufgaben 
vorgestellt. Zusätzlich wird eine mobile Applikation entwickelt, mit der z. B. 
                                                                    
1  www.r2b-online.de/ 
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mehrere mobile Benutzeraufgaben bearbeitet werden können. Die Ergeb-
nisse sollen Erkenntnisse für weitere Entwicklungsvorhaben zur Abbildung 
von Benutzeraufgaben in mobilen Applikationen liefern. 
1.3 Aufbau der Arbeit 
Die vorliegende Arbeit ist wie folgt aufgebaut:  
Das zweite Kapitel umfasst die Grundlagen dieser Arbeit. Zu Beginn wird 
der Begriff der Mobilität erläutert und in den Kontext der vorliegenden Ar-
beit gestellt. Besonders die mobilen Endgeräte und die forschungsrelevanten 
Entwicklungen im Umfeld mobiler IKT werden vorgestellt, um später deren 
Integration innerhalb eines Workflows einschätzen zu können. Das Themen-
gebiet der Kontexte bzw. Kontextinformationen wird in Bezug auf einen mo-
bilen Dienst (Context-Aware Service bzw. Location-Based Service) einge-
führt. Definitionen und Begriffe des Geschäftsprozessmanagements werden 
erläutert und die Fokussierung auf Workflows wird begründet. WfMS zur 
Ausführung von Workflows werden mit allen zugehörigen Komponenten 
und Fähigkeiten vorgestellt, damit später eine Architektur eines WfMS (an-
forderungsbezogen) entwickelt werden kann. Petri-Netze und die BPMN 2.0 
werden eingeführt (siehe Kapitel 2.6 und 2.7), um im weiteren Verlauf eine 
formale Definition einer Annotationsform von Ortsbezügen für Geschäfts-
prozessmodelle bereitzustellen (siehe Kapitel 5.1 und 5.2). In Kapitel 2.8 
werden Endbenutzerklassifikationsmodelle vorgestellt, die als Basis für die 
Analyse von Endbenutzergruppen (siehe Anhang B) dienen. Eine Einfüh-
rung in das Themengebiet der Softwarearchitekturentwicklung (siehe Kapi-
tel 2.9) ist notwendig, damit eine Softwarearchitektur für das mWfMS ent-
wickelt werden kann (siehe Kapitel 6). 
In Kapitel 3 wird der Stand der Forschung im Bereich der mobilen WfMS 
zusammengefasst. Zu Beginn werden verschiedene Lebenszyklusmodelle 
von Workflows vorgestellt und die Auswirkungen auf die Softwareentwick-
lungsprozesse skizziert. Die Ergebnisse der Analyse existierender mobiler 
WfMS werden in verschiedene zeitliche Phasen untergliedert. Das Kapitel 
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wird mit der Definition mobiler WfMS im Kontext der vorliegenden Arbeit 
abgeschlossen. 
Die ortsbezogene Annotationsform bzw. die Ortsbezüge zur Erweiterung 
von Geschäftsprozessmodellen werden in Kapitel 4 vorgestellt. In diesem 
Kapitel wird eine graphische und informationstechnische Unterstützung die-
ser Ortsbezüge zur Integration in Workflow-Modelle erörtert. Ein systemun-
abhängiges Ortsmodell wird entworfen, um die Ortsbezüge in mehrere Ge-
schäftsprozessmodellierungssprachen integrieren zu können.  
Eine Abbildung der graphischen Annotationsform in ausführbaren maschi-
nenlesbaren Code ist notwendig, um eine möglichst große Produktivitäts-
steigerung bzw. eine automatisierte Ausführung zu erzielen. Die Ortsbezüge 
wurden innerhalb von Spracherweiterungen in zwei Geschäftsprozessmo-
dellierungssprachen bzw. Workflow-Sprachen (Petri-Netze und BPMN 2.0) 
integriert. Beide Sprachen besitzen eine formale Beschreibung zur Gewähr-
leistung einer eindeutigen Ausführungssemantik. Mehrere Beispiele zeigen 
die Modellierung von Ortsbezügen innerhalb von Geschäftsprozessmodellen 
auf (siehe Kapitel 5).  
Eine Architektur für ein mobiles WfMS wird aufbauend auf der Referenzar-
chitektur der WfMC entwickelt und vorgestellt (siehe Kapitel 6). Die resul-
tierende Architektur wird ausgehend von verschiedenen Betrachtungswin-
keln modelliert. So lassen sich eine softwaretechnische Implementierung des 
ganzen Systems und die eingesetzte Entwicklungsmethode evaluieren, um 
entsprechende Verbesserungspotentiale im Entwicklungsprozess zu identifi-
zieren.  
In Kapitel 7 werden Anwendungsfälle und deren Realisierung mit mobilen 
WfMS beschrieben. Die in Kapitel 6 vorgestellte Architektur wird mit Hilfe 
eines mobilen Anwendungsfalls aus dem landwirtschaftlichen Bereich  
erprobt (siehe Kapitel 7.1). In Kapitel 7.2 wird die Automatisierung von Be-
nutzeraufgaben mit mobilen Endgeräten untersucht. Verschiedene Anwen-
dungsfälle im Umfeld von CAS/ LBS werden analysiert und innerhalb eines 
Datenmodells zusammengefasst, um darauf basierend eine mobile Applika-
tion anbieten zu können. Das Datenmodell ist innerhalb einer Datenbank-
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Applikation auf einem dezidierten Server implementiert worden. Mit Hilfe 
einer mobilen Applikation wurden diese LBS (bzw. CAS) softwaretechnisch 
unterstützt. In einer weiteren Untersuchung werden verschiedene mobile 
Technologien und Darstellungstechniken für sogenannte Small Screens vor-
gestellt, um Benutzeraufgaben auf Smartphones in Aufgabenlisten Nutzer-
gerecht bereitzustellen (siehe Kapitel 7.3).  
Mit der Zusammenfassung und dem Ausblick wird die Arbeit in Kapitel 8 
beendet. Im Ausblick werden offen gebliebene Fragen und damit verbun-
dene Aufgaben für künftige Forschungsarbeiten beschrieben.  
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2 Grundlagen 
In diesem Kapitel werden die Grundlagen der vorliegenden Arbeit beschrie-
ben. Beginnend mit der Definition des Begriffs „Mobilität“ (siehe Kapi-
tel 2.1) werden verschiedene Sichtweisen dieses Themenkomplexes vorge-
stellt. Mobile Systeme (siehe Kapitel 2.1.1) und Mobile Technologien (siehe 
Kapitel 2.1.3) werden weiter konkretisiert. Eine Klassifikation mobiler Ge-
räte und eine Beschreibung der geläufigsten Ortungsverfahren werden vor-
gestellt. Kontext bzw. Kontextinformationen werden in Kapitel 2.2 einge-
führt. In Kapitel 2.3 werden Geschäftsprozesse definiert. Aufbauend darauf 
werden Workflows (siehe Kapitel 2.4) und Workflow-Managementsysteme 
(siehe Kapitel 2.5) vorgestellt. Eine kurze Einführung in Petri-Netze und die 
Business Process Modeling and Notation erfolgt in Kapitel 2.6 und 2.7. In 
Kapitel 2.8 werden Grundlagen zur Endbenutzerklassifikation eingeführt. 
Das Themengebiet der Softwarearchitekturentwicklung wird in Kapitel 2.9 
vorgestellt.  
2.1 Mobilität 
Im Fokus dieser Arbeit wird Mobilität im Kontext von mobiler IKT im 
Rahmen von Unternehmen und Organisationen betrachtet. Eine Defini-
tion von Mobilität muss mehrere Aspekte berücksichtigen. Einerseits die Be-
wegungsfähigkeit und andererseits die Bewegung selbst. Die drei folgenden 
Mobilitätsformen, werden in vorliegender Arbeit (meist im Zusammenspiel) 
angewandt [Weile03]: 
Die physische oder räumliche Mobilität beschreibt die Fähigkeit zum Orts-
wechsel. Im Zusammenhang dieser Arbeit ist die Tatsache wichtig, dass Mit-
arbeiter und Kunden eines Unternehmens (teilweise) physisch mobil sein 
müssen, um gewisse Aufgaben zu erledigen. Dabei kann die mobile Aufgabe 
des Mitarbeiters durch ein betriebliches Informationssystem (IS) unterstützt 
werden.  
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Die elektronische Mobilität wird maßgeblich durch die Datenübertragung 
charakterisiert. Die elektronische Mobilität umfasst viele Techniken im Um-
feld des Mobile Business (z. B. WLAN, GSM). Die drahtlose (mobile) Da-
tenübertragung wird meist mit Hilfe eines Mobiltelefons in einer gegebenen 
Netzinfrastruktur ermöglicht. 
Die virtuelle Mobilität wird definiert als „[…] eine Option des Menschen, 
sich mit Hilfe von Informations- und Kommunikationstechnik virtuell, d. h. 
der Möglichkeit nach, Mobilität zu erschließen, ohne hierfür selbst notwen-
digerweise (physisch) mobil d. h. beweglich zu sein“ [ZoKJ02]. Betriebliche 
Besprechungen finden z. B. virtuell über IKT als Telefonkonferenz statt. 
Heutzutage werden teilweise Besprechungen selbst in virtuellen Räume ab-
gebildet (z. B. in SecondLife1). 
Mobilität wird in einem bestimmten Kontext, also mit der Angabe eines zu-
sätzlichen Merkmals, Zustandes oder einer bestimmten Aufgabe definiert.  
2.1.1 Mobile Systeme 
Ein mobiles System ist ein Informations- und Kommunikationstechnisches-
System, das während einer physischen Raumüberwindung genutzt werden 
kann. 
Um nun den Rahmen der mobilen IKT stärker einzugrenzen, werden ver-
schiedene Klassifizierungen (innerhalb der elektronischen Mobilität) unter-
sucht: 
Eine Klassifizierung von [KrLj00] orientiert sich an den Endbenutzern 
selbst, indem zwischen Traveling, Visiting und Wandering unterschieden 
wird. Traveling bezeichnet eine physische Raumüberwindung allgemein. 
Visiting charakterisiert die Tätigkeiten bei einer (Dienst-)Reise. Wandering 
beschreibt ein „Umherstreifen“, wie es in strukturierter Art und Weise bei 
betrieblichen Wartungs- und Reparaturarbeiten durchgeführt wird.  
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Eine weiterführende Klassifizierung mobiler Systeme findet sich bei 
[Coop01, ChSL00, Roth05, KuXi16], welche zwischen Endbenutzermobili-
tät, Endgerätemobilität und mobilen Anwendungen bzw. Diensten differen-
zieren: 
Bei der Endbenutzermobilität kann der Nutzer unabhängig vom Ort IT-
Systeme nutzen [Roth05] (Profile und aktuelle Zustände müssen vorgehalten 
werden). Im betrieblichen Informationssystem wird der Zustand jeder Ak-
tion (zentral) abgebildet, um die Endbenutzermobilität zu unterstützen. 
Unter dem Begriff der Endgerätemobilität wird die Eigenschaft der Orts-
unabhängigkeit der mobilen Geräte, verbunden mit mobiler Konnektivität 
(den Mobilfunknetzen, z. B. GSM, UMTS) verstanden. [Roth05] definiert 
die Endgerätemobilität mit Hilfe der Eigenschaft, ein mobiles Endgerät orts-
unabhängig nutzen zu können. Danach sollte das Endgerät über eine (vo-
rübergehend unabhängige) autarke Stromversorgung (i. d. R. Akku) verfü-
gen, um es eine gewisse Zeitspanne ohne Anschluss an eine Steckdose 
nutzen zu können. Die Endgerätemobilität setzt voraus, dass die gegebene 
Infrastruktur mit dem Endgerät harmoniert (z. B. das mobile Gerät macht 
einen GSM-Netzwechsel im Hintergrund; der Benutzer erfährt nichts  
davon). 
Bei mobilen Anwendungen und Dienste wird der Zugriff als mobil be-
zeichnet, sofern er unabhängig vom Aufenthaltsort genutzt werden kann 
[Roth05, Coop01]. Voraussetzung dafür ist wieder, dass der Endbenutzer 
bzw. das Endgerät in eine Funknetzinfrastruktur (z. B. GSM) integriert ist. 
2.1.2 Mobile IKT 
Im Folgenden werden einige Definitionen im Kontext von mobiler IKT auf-
geführt, die zeigen, wie weit der Begriff gefasst werden kann: 
Das „access anytime, anywhere“-Paradigma wird von [POSB01] als eine Ei-
genschaft der Mobilität definiert. In der Praxis ist jedoch eine volle Funk-
netzabdeckung (jeder beliebige Ort) nicht möglich. Nach der Argumentation 
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von [POSB01] wird ein mobiles Endgerät zu einem Objekt, das unabhängig 
vom Ort benutzt werden kann. Der Endbenutzer ist mit dem mobilen Gerät 
„lokal“ (z. B. unter einer Telefonnummer) erreichbar, ohne jedoch „vor Ort“ 
(wie z. B. bei drahtgebundenen Anschlüssen) zu sein.  
Kakihara und Sorensen [KaSo01, KaSo04] definieren drei Dimensionen von 
(menschlicher) Mobilität. Die räumliche, die zeitliche und die kontextabhän-
gige Mobilität. Raum und Zeit stehen in direktem Bezug zueinander:  
Zu einem bestimmten Zeitpunkt befindet sich jeder Endbenutzer an einem 
bestimmten Ort. Die kontextabhängige Mobilität wird als die Fähigkeit  
definiert, auf bestimmte Gegebenheiten zu reagieren. Die kontextabhängige 
Mobilität ist abhängig von Ort und Zeit, jedoch auch von anderen Gege- 
benheiten (Kontexten, eine Definition des Begriffs wird in Kapitel 2.2  
eingeführt).  
In der Klassifizierung von [Anto05] wird Mobilität aus Sicht der Endbenut-
zerschnittstelle – also des User-Interfaces – betrachtet. In [Anto05] werden 
drei Arten von Mobilität identifiziert: die Mobilität der Infrastruktur, die 
Mobilität der Personen und die Mobilität der Informationen. 
In betrieblicher Informations- und Kommunikationstechnik spielt Mobilität 
eine wesentliche Rolle [POSB01, KaSo01, KaSo04, Weile01, Weile04, 
Anto05, DLNW13, PZZZ13]. Abhängig vom Kontext des Autors (bzw. von 
seinem Untersuchungsgegenstand) erfolgt eine andere Klassifizierung der 
Mobilität. In der Logistik bzw. in der Verkehrs- und Transportmittelplanung 
existieren viele Arbeiten bezogen auf den physischen Ortswechsel, der durch 
Informationstechnik unterstützt wird. Eine Betrachtung der mobilen Nut-
zung aus Sicht des Endbenutzers von mobiler IKT beschreiben [Anto05, 
Coop01]. Nach [Roth05] muss mobile IKT von einem Endbenutzer genutzt 
werden und für diesen gebrauchstauglich sein, d. h. eine gute Bedienbarkeit 
besitzen. Erschwerend kommt bei mobiler IKT hinzu, dass einige Erkennt-
nisse die aus stationären IKT gewonnen wurden, bei der mobilen Benutzung 
nicht mehr gelten. Während ein Endbenutzer an einem stationären System 
die volle Aufmerksamkeit auf das System lenkt, ist dies in den unterschied-
lichen mobilen betrieblichen Anwendungsfällen nicht gegeben. Andererseits 
haben mobile IKT gegenüber stationären Systemen erhebliche Vorteile, da 
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die entsprechenden Endgeräte durch den Benutzer mitgeführt werden  
können und dadurch häufig zur Verfügung stehen. Auch wenn einige 
Dienste nicht immer genutzt werden können (z. B. abhängig von der Ver-
fügbarkeit des Internets). Weitere Einschränkungen (begrenzte Akkuleis-
tung, begrenzte Rechenkapazität, usw.) sind jeweils abhängig vom mobilen 
Endgerät.  
Aus Sicht des Software-Engineerings werden die Komponenten eines mobi-
len Systems beschrieben. Dabei wird auf die Eigenschaften mobiler Systeme 
eingegangen, die bei allen mobilen Systemen gemeinsam sind. Teilweise 
sind die Komponenten voneinander abhängig.  
Tab. 2.1:  Komponenten eines Mobilen Systems 
Applikationen Mobile Webseite, native App, hybride App 
Betriebssystem Symbian, iOS, Android, Maemo, WebOS, Windows Phone, Linux, … 
Konnektivität USB, WLAN, GSM, UMTS, Bluetooth, LTE, … 
Hardware Mp3-Player (mit/ohne Netzkonnektivität), Mobiltelefon,  
Laptop, Embedded-PC, Tablet, … 
 
In einigen mobilen Systemen werden die Applikationen und Betriebssys-
teme gekoppelt bzw. vor dem Endbenutzer verborgen (z. B. bei Navigati-
onsgeräten). Jedes mobile System besteht aus einer entsprechenden Hard-
wareumgebung, die sich je nach Sensorik und Funktionalität unterscheidet. 
Mobile Systeme besitzen eine Konnektivität, die mit verschiedenen mobilen 
Techniken (manchmal auch kombiniert) unterstützt wird (siehe Tab. 2.1). 
Als stationäre Systeme werden IKT-Systeme bezeichnet, die an einen be-
stimmten Ort (temporär) gebunden sind. Dies kann ein PC (Personal Com-
puter), ein Faxgerät, ein Drucker oder sonst ein im Unternehmen eingesetz-
tes informationsverarbeitendes Gerät sein. Im Vergleich zu mobilen 
Endgeräten ergeben sich einige Unterschiede. An dieser Stelle wird aller-
dings die Menge stationärer Geräte auf einen PC (Desktop Computer) ein-
geschränkt, um nicht zu viele Differenzierungen betrachten zu müssen. 
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Tab. 2.2: PC vs. mobiles Endgerät 
Gerät Stationärer PC Mobiles Endgerät 
Display groß  klein 
Ortsabhängig ja nein 
Sensorik nein ja 
Mensch-Maschine-
Schnittstelle 
Tastatur, Maus Tastenfeld oder Touchscreen,  
Sprachbefehle, Gesten, … 
Stromversorgung Vom Stromnetz 
abhängig 
Temporär autarker Betrieb von  
der Stromversorgung möglich 
 
Die Unterschiede eines stationären PC gegenüber einem mobilen Endgerät 
sind in Tab. 2.2 aufgelistet. Ein mobiles Endgerät besitzt ein kleines Display 
(max. 4-5 Zoll, 9-11 cm), wohingegen PCs üblicherweise (ca. 30“, 76 cm) 
größere Displays einsetzen. Während PCs ortsabhängig sind, können mobile 
Varianten ortsunabhängig, beim Ortswechsel, benutzt werden. Mobile Ge-
räte besitzen verschiedene Sensoren (z. B. Lagesensor, GPS, Mikrophon), 
während PCs allgemein über wenige Sensoren verfügen. Ein PC wird mittels 
Tastatur und Maus bedient, während ein mobiles Endgerät (früher oft mittels 
eines Eingabestiftes) heutzutage mit dem Tastenfeld, per Sprachbefehl oder 
mit einem Touchscreen bedient wird.  
Im Vergleich der Interaktion eines Endbenutzers mit dem mobilen Gerät 
bzw. mit dem PC (siehe Tab. 2.2) lassen sich folgende Unterschiede charak-
terisieren: Die Darstellung von Information gestaltet sich bei mobilen Gerä-
ten auf Grund der geringeren Displaygröße unterschiedlich gegenüber stati-
onären Systemen. Die Applikation muss beispielsweise so gestaltet werden, 
dass eine intelligente Benutzerführung eine ähnliche Übersicht über die In-
formationen erzielt, wie dies beispielsweise mit Hilfe eines größeren Bild-
schirms möglich ist. Die Benutzung eines mobilen Systems kann während 
des Ortswechsels durchgeführt werden.  
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Ein mobiles Gerät lässt sich innerhalb einer gewissen Zeitspanne autark von 
der Stromversorgung nutzen. Während stationäre Desktop-PCs jeweils im-
mer eine Stromversorgung benötigen, können die mobilen Geräte (temporär) 
ortsunabhängig benutzt werden.  
2.1.3 Mobile Technologien 
Nachdem mobile Systeme vorgestellt worden sind, werden einige Begriffe 
aus der wissenschaftlichen Literatur im Umfeld mobiler Systeme voneinan-
der abgegrenzt.  
Wireless Computing wird oft synonym für den Begriff Mobile Computing 
verwendet [KayA72]. Mobile Computing beschreibt die Fähigkeit, sich un-
gebunden von einer physischen Schnittstelle im Raum bewegen zu können, 
während der Nutzung eines Endgerätes, ohne selbst einen Netzwechsel oder 
ähnliches vornehmen zu müssen [Roth05]. [DiHe95] definieren Mobile 
Computing als die Fähigkeit, das mobile Endgerät mit sich herumtragen zu 
können. Generell kann unter Verwendung von Mobile Computing einem mo-
bilen Nutzer (Akteur, Identität) die Möglichkeit gegeben werden, mobile In-
formation zu erstellen, darauf zuzugreifen, zu bearbeiten, zu speichern und 
darüber zu kommunizieren [Zimm99]. Da viele Eigenschaften von Ge-
schäftsprozessen geteilt werden (siehe Kapitel 2.3), könnte bei einer Kom-
bination beider Techniken die Flexibilität und die Effizienz bei der betrieb-
lichen Arbeit erhöht werden. 
Nomadic Computing wird wie folgt definiert: „Nomadic Computing (NC) 
bezeichnet eine Nutzung von Informationstechnik (IT), die sich ergibt, wenn 
Nomaden einen bereitgestellten, umfassenden Satz an IT-Diensten (Anwen-
dungs-, Kommunikations- und Transferdienste) in transparenter und inte-
grierter Weise mittels mitgebrachter Systeme nutzen. Ein Nomade ist dabei 
eine Person, die an wechselnden Orten IT-Dienste zur Erfüllung ihrer Auf-
gaben und/oder zur Erreichung ihrer Ziele benötigt“ [Heil00]. Nomadic 
Computing soll einem mobilen Akteur ermöglichen, von überall auf seine 
Daten bzw. Anwendungen zugreifen zu können, wobei nicht an jedem Ort 
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bzw. zu jeder Zeit Netzkonnektivität vorhanden ist. Innerhalb der Applika-
tion muss der Netzausfall berücksichtigt werden. In diesem Sinne hat auch 
Leonard Kleinrock Nomadic Computing definiert [Klei95].  
Der Begriff des Pervasive Computing wurde von IBM geprägt und wird als 
die komplette Durchdringung des Alltags im (zukünftigen) Informationszeit-
alter beschrieben [IBM10]. Der Begriff der „Rechnerdurchdringung“ wird 
in diesem Zusammenhang oft synonym verwendet. Mobile Endgeräte des 
Pervasive Computing werden von IBM als „smart devices“ umschrieben 
[IBM10]. 
Ubiquitous Computing kann analog zu Pervasive Computing verstanden 
werden, mit dem Unterschied, dass beim Ubiquitous Computing aus Nutzer-
sicht unbegrenzte Ressourcen bereitstehen. Pervasive Computing ist die mo-
bile Technik, die heutzutage durch aktuelle Endgeräte möglich geworden ist. 
Dagegen ist Ubiquitous Computing derzeit praktisch nicht umsetzbar. Mark 
Weiser beschrieb Ubiquitous Computing treffend mit dem viel zitierten Satz: 
„Ubiquitous Computing is the method of enhancing computer use by making 
many computers available throughout the physical environment, but making 
them effectively invisible to the user“ [Weis93]. 
Portable Computing beschreibt die Möglichkeit, mit einem Rechensystem 
einen Ortswechsel durchzuführen und jeweils vor Ort zu arbeiten. Dies ent-
spricht der heutigen Arbeitsweise, die z. B. im Bereich der Unternehmens-
beratung gepflegt wird: Ein mobiler Arbeiter mit Kenntnissen in der Appli-
kationssoftware bzgl. Konfiguration und Programmierung arbeitet vor Ort in 
einem fremden Unternehmen. Die mobilen Akteure verwenden z. B. ein 
Notebook für das Portable Computing. 
Beim Wearable Computing werden Endgerät zu Kleidungstücken bzw. in 
diese integriert. Im Gegensatz zu Mobile Computing soll das Endgerät wäh-
rend der Benutzung am Endbenutzer selbst getragen bzw. befestigt werden 
(z. B. integriert in die Jacke oder Uhr). Dadurch soll (wie beim Ubiquitous 
Computing) auf die eigentliche Aufgabe fokussiert werden.  
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Die Aufgabe mobiler IKT liegt in der Kontextanalyse des Endbenutzers und 
deren Interpretation zur Unterstützung. Um eine Unterscheidung der mobi-
len Technologien zu gewährleisten, werden vier der insgesamt sechs vorge-
stellten Technologien nach [LyYo02] anhand der Dimensionen Mobilität 
und Embeddedness eingeordnet. 
 
Abb. 2.1:  Dimensionen des Ubiquitous Computing nach [LyYo02] 
Mit Level of Embeddedness wird die Einbettung von (externen) Sensoren 
(z. B. RFID, NFC2) beschrieben [LyYo02]. Die Einbettung ermöglicht es 
dem mobilen System, mehr über den Kontext des Endbenutzers bzw. des 
Endgerätes in Erfahrung zu bringen (vgl. Kapitel 2.2) [KuXi16]. Dagegen 
wird mit dem Grad der Mobilität (Level of Mobility) ein physikalischer Orts-
wechsel beschrieben: Die Möglichkeit des Transports eines mobilen Endge-
räts, auf dem Daten und Einstellungen des Endbenutzers bereitstehen.  
Im weiteren Verlauf der Arbeit wird eine Dimension betrachtet, die sich an 
Traditional Business Computing (siehe Abb. 2.1) orientiert und über einen 
relativ hohen Level of Embeddedness sowie Level of Mobility verfügt. In 
                                                                    
2  Near Field Communication (NFC) ist ein Übertragungsstandard zum kontaktlosen Austausch 
von Daten über kurze Strecken.  
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Abb. 2.1 wurde bei der Einordnung der vorliegenden Arbeit ein mittlerer 
Level of Embeddedness und ein mittlerer Level of Mobility aus Sicht des Au-
tors bestimmt: Das bedeutet, dass im Verlauf der vorliegenden Arbeit keine 
spezielle Hardware notwendig wird, sondern meist Standard-Geräte einge-
setzt werden. Zudem ist eine hohe Rechenkapazität (wie z. B. beim 
Ubiquitous Computing) oder auch eine ganzheitliche Durchdringung des 
Alltags (vgl. Pervasive Computing) in Bezug auf den unterstützten Ge-
schäftsprozess nur zum Teil erreicht worden. 
2.1.4 Drahtlose Kommunikation 
In vorliegender Arbeit sind die Kategorien der Mobilfunknetze (engl. Wirel-
ess Wide Area Networks – WWAN), der regionalen Netze (engl. Wireless 
Metropolitan Network – WMAN), der lokalen Netze (engl. Wireless Local 
Area NetWork – WLAN) und der Kurzstrecken-Funktechnik (engl. Wireless 
Personal Area Network – WPAN) relevant. In Abb. 2.2 wird die Klassifizie-
rung mit einigen bekannten Standards dargestellt.  
 
Abb. 2.2: Klassifizierung drahtloser Kommunikation (eigene Darstellung) 
Die Klassifizierung aus Abb. 2.2 wird nachfolgend kurz erläutert [Roth05]: 
Mobilfunknetze – sind durch den steigenden Bedarf an mobiler Sprachtele-
fonie entstanden. Mobilfunknetz sind zellular aufgebaut [Roth05, S. 45-48], 
wobei die Funkzellen untereinander durch ein drahtgebundenes Netzwerk 
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als Träger unterstützt werden. Diese Netze werden als Weitverkehrsfunk-
netze bezeichnet, da damit große Reichweiten abgedeckt werden.  
Regionale Netze – decken einen kleineren regionalen Bereich ab (z. B. eine 
Stadt oder Region) im Gegensatz zu den Mobilfunknetzen. Es gibt zwei  
Arten von regionalen Netzen: Einerseits lassen sich diese Netze bereitstellen, 
indem mehrere Zugriffspunkte an verschiedenen Standorten, die im Verbund 
miteinander arbeiten, über WLAN zusammengeschaltet werden. Anderer-
seits gibt es einen speziellen Standard (IEEE 802.16) für solche Netz- 
verbünde.  
Lokale Netze – gehören der IEEE 802.11-Familie an und werden als WLAN 
bezeichnet. Sie besitzen im Vergleich zu WPAN eine größere Sendeleistung 
und Reichweite. Lokale Netze haben innerhalb von Gebäuden eine geringere 
Reichweite als außerhalb (von ca. 200 m auf ca. 30 m).  
Kurzstrecken-Funktechnik – wurden kreiert, um kurze Kabelverbindungen 
zu vermeiden. Die Reichweite liegt daher – je nach Standard – zwischen 0,2 
und 50m. Es wird nur das unmittelbare „persönliche“ Umfeld (vgl. WPAN) 
mit angebunden.  
In der vorliegenden Arbeit werden sowohl die Mobilfunktechniken GSM, 
GPRS und UMTS als auch WLANs eingesetzt. Eine Einführung in die  
Mobilfunktechniken geben z. B. [Roth05, S. 41-76, TuPo04, S. 36-48]. 
Grundlagen für WLANs können beispielsweise [Roth05, S. 79-102, 
Schi03, S. 248-285] entnommen werden. 
Die drahtlose Kommunikation bzw. die Nutzung des mobilen Internets hat 
in den letzten Jahren ein enormes Wachstum erlebt [WiBP11]. Hohe Daten-
raten in der drahtlosen Kommunikation werden immer wichtiger, um End-
benutzer in Unternehmen und öffentlichen Netzwerken zu unterstützten. Die 
ersten Anwendungen von Mobilfunknetzen waren die Sprachtelefonie bzw. 
Dienstleistungen mit niedrigen Datenraten. In den letzten Jahren werden im-
mer größere Bandbreiten geliefert, da sich die Anforderungen der Endbenut-
zer gewandelt haben. WLANs gewährleisten eine relativ hohe Bandbreite, 
stehen aber durch ihre hohe Absorptionsrate (je höher die Frequenz desto 
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höher die Absorption) nicht flächendeckend zur Verfügung. Mobilfunknetze 
werden ständig ausgebaut, um eine möglichst große Bandbreite (vgl. 
WLAN) auch außerhalb von Gebäuden zu gewährleisten. Die 3G-Netze 
(dritte Generation) haben sich in vielen Teilen der Welt etabliert, wobei der-
zeit der Ausbau der vierten Generation (4G) umgesetzt wird. Die Problema-
tik von GSM- und 3G-Funksignalen ist, dass durch die Bauformen und Ma-
terialien von Gebäuden die Funksignale geschwächt – wenn nicht sogar 
blockiert – werden [Mone07]. Grundsätzlich gilt: Je höher die Frequenz, 
desto höher die Absorptionsrate. Dem möchte man mit der 4G-Technologie 
entgegenwirken, in dem höhere Signalqualitäten und niedrigere Frequenzen 
(siehe Abb. 2.3) eingesetzt werden.  
 
Abb. 2.3:  Aktuelle drahtlose Kommunikationsformen (eigene Darstellung) 
Der Zielkonflikt zwischen Netzabdeckung und Kapazität soll etwas näher 
betrachtet werden. Abb. 2.3 zeigt die Beziehung zwischen einigen Standards 
in Bezug auf die Abdeckung und die Kapazität. Die Abdeckung von Wirel-
ess Personal Area Network Zellen (WPAN) ist gering [Roth05, S. 70, vgl. 
Pikozelle], wohingegen bei der Datenübertragung ein Wert von zehn Mbps 
erreicht werden kann. GSM und 3G-Netze besitzen Zellen, die sich über 
mehrere Kilometer erstrecken und erreichen Datenraten unterhalb von zwei 
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Mbps. Neben der Kapazität muss auch die Netzabdeckung erhöht werden. 
Diese Konvergenz wird beispielsweise mit dem IEEE-Standard 802.16  
(WiMAX) oder dem Mobilfunknetz der vierten Generation erzielt (siehe 
Abb. 2.3). Die Bandbreite der Frequenzen erhöht sich (WiMAX 2-11GHz), 
womit sich auch gleichzeitig die Netzabdeckung erhöht. 
2.1.5 Klassifikation mobiler (End-)Geräte 
Eine Klassifikation mobiler Endgeräte soll den Handlungsraum der vorlie-
genden Arbeit (vgl. mobile Technologien in Kapitel 2.1.3) weiter einschrän-
ken und dem Leser eine Vorstellung der untersuchten Endgeräte im Umfeld 
der vorliegenden Arbeit geben. Mobile Endgeräte unterscheiden sich nicht 
nur in ihrer Bedienung, Größe und Bauart, sondern auch in ihrer Funktiona-
lität, der Leistungsfähigkeit, der Akkuleistung usw. Mobile Geräte können 
anhand ihrer mobilen Eigenschaften differenziert werden. Mobile Endgeräte 
haben gerade in den letzten Jahren eine große Dynamik erlebt: Es verschmel-
zen viele Gerätearten, z. B. sind in fast allen handelsüblichen Mobiletelefo-
nen Kameras enthalten und müssten somit Kamera-Handy oder ähnlich ge-
nannt werden. Da Marketingabteilungen Geräte-Absatz-fördernde 
Bezeichnungen bevorzugen, wird beispielsweise die Kombination aus PDA 
und Mobiltelefon Smartphone genannt. 
Eine Klassifikation nach dem Grad der Mobilität verschiedener mobiler  
Geräte wird in [GoMe03] vorgestellt (siehe Abb. 2.4). 
 
Abb. 2.4:  Grad der Mobilität nach [GoMe03] 
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Die elektronischen Endgeräte (siehe Abb. 2.4) werden in folgender  
Tab. 2.3 charakterisiert [GoMe03]. 
Tab. 2.3: Charakteristiken von mobilen Endgeräten nach [GoMe03] 
Gerätetyp Formfaktor Mobilitätsgrad Interaktions- 
modus 
Modularität 
Desktop groß  fest stationär vollständig 
modulare Ein-/ 
Ausgänge 
Laptop mittel transportabel stationär individuelle 
Einheit mit op-
tionalen exter-
nen Mechanis-
men (audio) 
Palmtop klein transportabel stationär,  
mit wenigen 
Ausnahmen 
individuelle 
Einheit mit op-
tionalen exter-
nen Mechanis-
men (audio) 
Handheld klein bis  
mittel groß  
mobil mobile  
Interaktion  
ermöglichend 
individuelle 
Einheit mit  
optionalen  
externen Ein-/  
Ausgangsme-
chanismen 
Wearable klein mobil mobile Interaktion 
ermöglichend 
vollständig 
modulare Ein-/ 
Ausgangs-me-
chanis-men 
 
Die Charakteristiken in obiger Tabelle lassen der Klasse der mobilen End-
geräte Laptops, Palmtops, Handhelds und Wearables zuordnen. Während 
Laptops und Palmtops lediglich als transportabel bezeichnet werden, sind 
Handheld und Wearable auch während des Ortswechsels benutzbar. Eine 
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Klassifikation nach [ScDe08] klassifiziert mobile Endgeräte respektive  
Terminals (siehe Abb. 2.5).  
 
Abb. 2.5:  Klassifikationsbaum mobiler Terminals nach [ScDe08] 
Smartphones stellen die Verbindung zwischen den mobilen Computern und 
Mobiltelefonen dar (siehe Abb. 2.5). Die beiden Teilbereiche verschmelzen 
sozusagen miteinander, was anhand der Entwicklung der Tablets sichtbar 
wurde. Mobile Endgeräte haben eine rapide Entwicklung durchgemacht. Der 
Klassifikationsbaum [ScDe08] muss daher relativiert betrachtet werden. Die 
in den letzten Jahren entstandenen Tablets sind sicher keine mobilen Stan-
dard PCs mehr, sondern durch die weit verbreitete ARM-Architektur3 eine 
Weiterentwicklung der Smartphones, was letztendlich auch an den ähnli-
chen/gleichen Betriebssystemen zu beobachten ist.  
Im Folgenden werden die verschiedenen mobilen Endgerätetypen (vgl.  
Abb. 2.5) einzeln beschrieben: 
                                                                    
3  https://en.wikipedia.org/wiki/ARM_architecture 
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Mobile Standard-PCs  
In der Klasse enthalten sind Laptops, Notebooks, Subnotebooks, Netbooks, 
Embedded-PCs. Diese Geräte können mit klassischen Betriebssystemen 
(Linux, Windows, MacOSX) betrieben werden. Ein Charakteristikum mobi-
ler Standard-PC4 sind z. B. der große Bildschirm (>10 Zoll), das Gewicht  
(> 1 kg) und die integrierte Peripherie (Kamera, Mikrophon), die in z. B. 
Desktop-PCs meist nicht enthalten sind.  
Mobile Internet-Geräte (Tablets) 
Tablets besitzen eine Bildschirmgröße zwischen 3,5 und 13 Zoll, verfügen 
über weniger Funktionalität und (normalerweise) kein mechanisches Lauf-
werk, sondern lediglich über ein großes ROM (Read Only Memory) in Kom-
bination mit einem kleinen RAM (Read Access Memory). Meist sind spezi-
elle Betriebssysteme im Einsatz (Echtzeit-Betriebssysteme), die sofort 
einsatzbereit sind. Vertreter dieser Klasse sind beispielsweise Navigations-
geräte oder E-Book-Reader. Heutzutage besitzen Tablets oft RAM (ohne 
ROM) und können, sofern es das Betriebssystem unterstützt, Applikationen 
(Apps) ausführen.  
Handhelds  
Eine synonyme Bezeichnung für Handhelds sind Personal Digital Assistants 
(PDA), die jeweils in einer Hand vom Endbenutzer gehalten werden können. 
Die Applikationen auf diesen Endgeräten wurden als Personal Information 
Management (PIM)-Applikationen bezeichnet. Die PIM-Apps sind z. B. 
Kalender, Adressbuch, Notizen oder Emailclients. Früher waren PIM meist 
mit viel ROM (im Vergleich zum RAM) ausgestattet, wohingegen moder-
nere Varianten nur noch RAM beinhalten. Handhelds wurden meist mittels 
eines Eingabestiftes bedient. Manche Handhelds enthielten eine kleine Tas-
tatur oder sogenannte Navigationsknöpfe. Handhelds besitzen nicht zwin-
gend Konnektivität bzgl. der Mobilfunktechnologien (z. B. GSM, UMTS).  
                                                                    
4  https://de.wikipedia.org/wiki/Personal_Computer 
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Smartphones 
„A [smartphone is a] cellular telephone with built-in applications and In-
ternet access. Smartphones provide digital voice service as well as any com-
bination of text messaging, e-mail, Web browsing, still camera, video cam-
era, MP3 player, video player, television and organizer. In addition to their 
built-in functions, smartphones have become application delivery platforms, 
turning the once single-minded cellphone into a mobile computer“ 
[PCMa10]. Ein Smartphone ist im Grunde ein Handheld mit Mobilfunk und 
einem Touch-Screen, der mittels Finger (des Endbenutzers) bedient werden 
kann. Die kleine Displaygröße (<3-5 Zoll/<8-11cm) sorgt dafür, dass Smart-
phones auch als Small-Screens bezeichnet werden. Vorteil dieser Endgeräte 
ist, dass sie Verbindung zum Internet herstellen können.  
Smartphones stehen nach dieser Beschreibung (vgl. [ScDe08]) zwischen 
tragbaren Computern und Mobiltelefonen. Sie besitzen eine vielfältige Aus-
stattung, sind mobil und haben Zugriff auf das Internet. Dies macht sie zum 
dauerhaften Begleiter, der aufgrund seiner Leistungsfähigkeit in der Lage ist, 
aufwendige Programme auszuführen. Moderne Apps setzen zwangsläufig 
auf neue, von traditionellen Mobiltelefonen her bisher unbekannte Funktio-
nen. Die Smartphones werden in vorliegender Arbeit für experimentelle Ver-
suche verwendet (siehe Kapitel 7.2). 
Feature Phones 
Feature Phones sind Mobiltelefone, die einen kleineren Bildschirm als 
Smartphones besitzen und keinen Touch-Screen enthalten. Sie verfügen über 
eine ähnliche Funktionalität wie Smartphones sind aber etwas eingeschränk-
ter bzgl. der Eingabemöglichkeiten, da sie ein relativ kleines Tastenfeld be-
sitzen. Wie bei Smartphones, kann auf diesen Endgeräten Drittanbieter-Soft-
ware installiert werden, wobei sie jedoch meist proprietäre Betriebssysteme 
besitzen.  
Mobiltelefone 
Mobiltelefone sind mobilfunkfähige Endgeräte, über die meist nur Sprach-
kommunikation, SMS und wenige kleine Zusatzprogramme genutzt werden 
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können. Sie sind nicht in der Lage, IP-Verbindungen aufzubauen und haben 
im Vergleich zu Feature Phones einen noch kleineren Bildschirm. Sie besit-
zen immer proprietäre Betriebssysteme und haben wenig Speicher und  
Rechenleistung. 
Mobile Endgeräte können nachfolgenden Eigenschaften klassifiziert werden 
[ScDe08]: 
 Größe und Gewicht 
 Ausgabemodi 
 Leistung 
 Benutzungsart 
 Kommunikationsfähigkeit 
 Art des Betriebssystems 
 Erweiterbarkeit (per Software) 
Eine Definition, die sich auf den Arbeitskontext des Nutzers konzentriert, 
definiert mobile Endgeräte als „all diejenigen Endgeräte […], die für den 
mobilen Einsatz konzipiert sind“ [TuPo04]. Beim Nutzen von mobilen End-
geräten ergibt sich immer eine 1:1 Zuordnung von Endgerät zum Endbenut-
zer (starke Kopplung zum Nutzer). Mobile Geräte entwickeln sich immer 
mehr in Richtung Ubiquitous Computing [TuPo04]. 
In der vorliegenden Arbeit werden Experimente mit Smartphones (siehe Ka-
pitel 7.2) und Embedded-PCs (siehe Kapitel 7.1) durchgeführt. Es werden 
somit zwei Klassen von Endgeräten exemplarisch herausgegriffen, wobei 
viele Erkenntnisse der vorliegenden Arbeit auch auf andere Endgeräteklas-
sen (siehe Abb. 2.5) angewandt werden können. 
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2.1.6 Ortungsverfahren 
Ortung bzw. das Ortungsverfahren bezeichnet einen technischen Vorgang, 
bei dem die räumliche Position eines Zielobjektes ermittelt wird 
[Kuep05, S. 123]. Die Zielobjekte stellen mobile Geräte dar, deren Aufent-
haltsort determiniert werden soll. Nach [BCKM04] lassen sich Ortungsver-
fahren in drei Kategorien aufteilen: 
 Indoor – Ermittlung des Aufenthaltsortes eines Gerätes innerhalb 
eines Gebäudes.  
 Outdoor – Ermittlung des Aufenthaltsortes eines Gerätes, das sich 
„im Freien“ befindet.  
 Hybrid – Ein Gerät kann sowohl innerhalb, als auch außerhalb von 
Gebäuden geortet werden.  
Eine weitere Kategorisierung erfolgt nach der Fähigkeit des mobilen Gerä-
tes, sich selbst zu orten [Roth05]: 
 Selbstortungsverfahren (engl. positioning) – Das mobile Gerät ist 
selbst in der Lage, seine Koordinaten zu ermitteln. Es wertet soge-
nannte Beacons (dt. Funkbake) aus, die von einem Sender ausge-
strahlt werden. Die Beacons bestehen physisch aus Funk-, Infrarot- 
oder Ultraschallsignalen.  
 Fremdortungsverfahren (engl. tracking) – Das mobile Gerät ist 
nicht selbst in der Lage, seine Koordinaten zu ermitteln. Die Koor-
dinaten werden innerhalb des Netzwerkes ermittelt und an das mo-
bile Endgerät gesendet. Das mobile Gerät ist dabei mit Hilfe eines 
Tags markiert und lässt sich eindeutig im Netzwerk identifizieren.  
Die Ortungsverfahren selbst setzen zur Verifikation der Daten mehrere Me-
thoden ein, um den Aufenthaltsort eines mobilen Gerätes präzise zu ermit-
teln. Die Basismethoden sind [Roth05]: 
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 Cell of Origin (COO) – Anhand der Kennung des Senders und des-
sen eingeschränkter Reichweite kann darüber der Aufenthaltsort des 
Empfängers ausgewertet werden. Diese Methode ist nur innerhalb 
von Netzstrukturen möglich, die mit sogenannten Zellstrukturen ar-
beiten. 
 Time of Arrival (TOA) – Da sich elektromagnetische Signale stets 
mit der Geschwindigkeit von ≈300000 km/s bewegen, kann die 
Laufzeit eines Signals zwischen Sender und Empfänger gemessen 
werden. In GSM-Netzen wird das darauf basierende Verfahren Ob-
served Time Difference angewandt.  
 Angle of Arrival (AOA) – Im Falle einer auf bestimmte Kreis-Seg-
mente beschränkten Sektor-Antenne kann ermittelt werden, aus wel-
cher Richtung das Signal eingetroffen ist. Solche Antennen kommen 
in Mobilfunknetzen zum Einsatz. Die Information kann als zusätzli-
che Bereichseingrenzung z. B. innerhalb von Funkzellen genutzt 
werden.  
 Signalstärke – Basierend auf der Messung der Signalstärke kann auf 
die Entfernung zum Sender geschlossen werden. Die Methode ist al-
lerdings von der technischen Senderinfrastruktur, von Hindernissen 
(Häuser, Menschen), vom Wetter (Luftfeuchtigkeit) und vom mobi-
len Endgerät abhängig und führt zu ungenauen Ergebnissen. 
 Bildverarbeitung – Auf Basis von aufgenommenen Bildern kann 
der aktuelle Aufenthaltsort identifiziert werden. Das Verfahren, so-
fern keine Tags eingesetzt werden können, benötigt jedoch eine 
große Menge an historischen Daten und viele aktuelle Bilder, um den 
Aufenthaltsort zu bestimmen.  
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Für die Ortsbestimmung existieren unterschiedliche technische Ansätze 
[Roth05, S. 267]: 
1. GPS:  
Bei der Ortsbestimmung mittels Satellitensignal werden vom End-
gerät aus mehrere Satelliten im Orbit identifiziert und es wird auf 
Basis der empfangenen Signale eine Position berechnet. Das bekann-
teste Satellitenortungsverfahren ist das Global Positioning System 
(GPS) [Mans09, S. 106]. Das GPS ist ein Satelliten-gestütztes Sys-
tem zur weltweiten Ortsbestimmung. Es ist in den 1970er Jahren 
vom Verteidigungsministerium der USA entwickelt worden. Seit 
1995 ist das System vollständig in Betrieb. Bei GPS senden die Sa-
telliten ständig ein kodiertes Signal (vgl. Beacon) mit ihrer aktuellen 
Position, dem aktuellen Zeitstempel und anderen Daten (z. B. 
Health-Status, Ephemeride, Almanach) aus. Der Empfänger ermit-
telt über das Signal seine eigene Position (Länge, Breite, Höhe) und 
die eigene Geschwindigkeit. Jedoch werden ständig 4-5 Satelliten in 
Sichtkontakt benötigt, die einen möglichst großen Winkelabstand 
(Elongation) untereinander aufweisen sollten. Über das TOA-
Verfahren wird die Entfernung zum jeweiligen Satelliten (Radius) 
berechnet. Mit Hilfe der mindestens vier Radien wird die Schnitt-
menge gebildet, um den genauen Aufenthaltsort zu ermitteln. Die 
Koordinaten selbst lassen sich aus drei Satelliten berechnen. Auf 
Grund des fehlenden Zeitstempels wird ein vierter Satellit benötigt. 
Insgesamt werden 24 Satelliten im Orbit vorausgesetzt, um jeweils 
immer mindestens vier Satelliten pro Ort auf der Erde zur Verfügung 
zu stellen. Die Satelliten kreisen in einer Höhe von 20200 km. Da 
viele mobile Endgeräte nicht ständig Kontakt zu vier Satelliten auf-
recht halten können, dauert die Ortsbestimmung initial relativ lange 
(bis zu 12 min). Daher wurde das A-GPS (Assisted-GPS) entwickelt. 
Es werden entsprechende Hilfsdaten (z. B. konkrete Angaben zu den 
verfügbaren Satelliten oder Korrekturwerte) über das Mobilfunknetz 
für den Empfänger zur Verfügung gestellt. Bei GPS wird ein be-
stimmtes Hardware-Modul, der GPS-Empfänger, benötigt. Außer-
dem funktioniert das Verfahren nur außerhalb von Gebäuden 
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[Roth05]. Ein weiteres derzeit viel diskutiertes Satellitenortungsver-
fahren ist das Galileo-System [Mans09, S. 241]. Es soll im Gegen-
satz zu GPS unter ziviler Führung und mit Verfälschungssicherung5 
betrieben werden. 
2. GSM-Ortung:  
Die meisten mobilen Endgeräte (z. B. alle Handys und alle Smart-
phones) verfügen bereits über eine Ortsbestimmung via GSM 
(Global System for Mobile Communications). Das GSM-Netzwerk 
ist aus einzelnen Zellen aufgebaut. Bei der sogenannten Zellortung 
wird über die Mobilfunknetze eine Ortsbestimmung gewährleistet, 
indem die aktuelle Position auf Basis der Funkzelle ermittelt wird. 
Die entsprechenden GSM-Sender decken gewisse Zellbereiche in-
nerhalb eines Gebietes ab. Das GSM-Netz speichert den aktuellen 
Aufenthaltsort eines Endgerätes jeweils im HLR (Home Location 
Register). Über das COO-Verfahren wird daraufhin die Position er-
mittelt. Die Positionen, die über GSM ermittelt werden sind in länd-
lichen Gebieten meist ungenau (ca. 30 km). Das TOA-Verfahren 
verbessert das Ergebnis (wird allerdings in der Praxis derzeit nicht 
angewandt) und resultiert bei einer Genauigkeit bei ca. 300 m, was 
für viele Anwendungen zu ungenau ist. Für eine genauere Ermittlung 
müsste das mobile Endgerät mit mehreren Basisstationen gleichzei-
tig verbunden sein, was durch das GSM-Protokoll nicht unterstützt 
wird [Roth05]. 
3. WLAN-Ortung:  
Die Ortsbestimmung per WLAN kann über viele unterschiedliche 
Verfahren erfolgen [AhIl10, S. 67-90, WaDi05]. Vom Grundprinzip 
her ist die Funktionsweise ähnlich dem GSM-Verfahren: WLAN-
Access-Points werden innerhalb eines gewissen Umkreises be-
stimmt, der meist kleiner als 100 m ist. Die Positionen der verschie-
denen WLAN-Access-Points werden mit Hilfe der MAC-Adresse 
                                                                    
5  GPS besitzt auch Mechanismen zur Integritätssicherung z. B. RAIM (Receiver Autonomous 
Integrity Monitoring) oder auch eine Verschlüsslung des Signals von den Satelliten ausge-
hend. Diese Verschlüsselung steht jedoch nur dem Militär zur Verfügung.  
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(eindeutige Kennung der AP-Hardware) innerhalb einer Lernphase 
in einer Datenbank abgespeichert. Die Datenbank wird von den Nut-
zern oder von einem entsprechenden Dienstanbieter gepflegt. 
Möchte ein mobiles Endgerät seine Position über die WLAN-Ortung 
ermitteln, wird das derzeit verfügbare Tupel an WLAN-Access-
Points an den Dienstanbieter gesandt. Es wird ein Tupelvergleich mit 
den Einträgen in der Datenbank durchgeführt und ein wahrscheinli-
cher Bereich berechnet. Vorteil der WLAN-Ortung ist, dass sie in-
nerhalb von Gebäuden bzw. innerstädtisch eingesetzt werden kann. 
Um das Verfahren zu verbessern könnte zusätzlich die Signalstärke 
gemessen werden, was allerdings an den unterschiedlichen Baufor-
men bzw. Hardwareausstattungen der WLAN-Access-Points oder 
den unterschiedlichen klimatischen Bedingungen scheitert. Die Ge-
nauigkeit des Verfahrens hängt von der Anzahl der registrierten 
WLAN-Access-Points ab. Durch die starke Verbreitung von 
WLAN-Access-Points kann innerhalb von Großstädten eine gute 
Genauigkeit erreicht werden [Zand09].  
Weitere Ortungsverfahren existieren, um eine Indoor-Ortung (Ortung inner-
halb von Gebäuden) zu ermöglichen: Infrarot-, Ultraschall und Funksignale 
dienen dabei als Hilfsmittel für die Ortsbestimmung [Roth05, S. 267]. 
2.1.7 Mobile Apps 
Mobile Apps sind teilweise unabhängig vom mobilen Internet nutzbar und 
sind somit eine Ergänzung bestehender geschäftlicher Aktivitäten bzw. die-
nen meist der Kundenbindung und als Alleinstellungsmerkmal [GiKe03]. 
Viele Unternehmen (z. B. Webseitenbetreiber, Verlage, Spielehersteller, 
Standardsoftwarehersteller, etc) lassen neben nativen mobilen Apps auch 
HTML5-basierte mobile Webseiten programmieren, um möglichst viele  
mobile Endgeräte bedienen zu können [GSWM13]. Je nach Aufgabe bzw. 
Fokus der mobilen App kann ein dritter Ansatz gewählt werden, der die Vor-
teile beider vorherigen Ansätze vereint: eine hybride App. Im Folgenden 
werden die verschiedenen mobilen App-Arten kurz erörtert: 
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 Die native mobile App wird mit Hilfe von nativen Programmier-
sprachen wie Objective-C (für iPhone, iPad) oder Java (für Android) 
gebaut. Native Apps sind schnell, bieten eine gute User Experience 
und haben Zugriff auf alle Gerätefunktionen (Sensoren). Eine native 
App wird meist für eine spezifische Plattform eingesetzt (vgl. iOS, 
Android). Eine Android-App kann beispielsweise auf einem iPhone 
nicht ausgeführt werden [ChLe11].  
 Web Apps sind Webseiten, die mit HTML5, CSS3 usw. gebaut wer-
den. Der Zugriff auf die Apps erfolgt über den Webbrowser der  
mobilen Geräte. Web Apps können auf allen Plattformen und Gerä-
ten genutzt werden. Allerdings werden Web Apps nicht über die 
App-Stores vertrieben, so dass dieser wichtige Vertriebskanal für 
App-Entwickler nicht genutzt werden kann. Viele Gerätefunktionen 
können nicht genutzt werden, da nur rudimentäre Funktionen (Kon-
textinformationen) über Events vom Browser zur Verfügung gestellt 
werden [ChLe11].  
 Hybride Apps sind mobile Apps die nativ entwickelt werden. Teile 
der Anwendung werden jedoch über Webtechnologien (nach-)gela-
den [DHTZ14]. Die nativ entwickelten Teile lassen die App wie eine 
native App aussehen. Die App-Stores können zum Vertrieb genutzt 
werden. Die Gerätefunktionen bzw. Kontextinformationen können 
über die jeweilige API genutzt werden. Eine hybride App ist eine 
App, die in Kombination mit HTML5 und nativen Programmierspra-
chen entwickelt wird. Die Entwickler können die Teile, die über 
Webtechnologien angebunden werden, in den verschiedenen Platt-
formen wiederverwenden [ChLe11].  
Je nach Anwendungsfall, in dem die App eingesetzt werden soll, wird einer 
der drei Ansätze gewählt. In folgender Tab. 2.4 werden die Eigenschaften 
mobiler Apps voneinander abgegrenzt.  
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Tab. 2.4: Mobile Apps 
Funktionen Native App Hybride App Web App 
Entwicklungssprache Nativ Nativ und/ 
oder Web 
Web = HTML +  
Javascript 
Code-Portierbarkeit Nein Ja Ja 
Geräte-Funktionen Ja Moderat Nein 
Zugriff auf APIs Ja Moderat Nein 
Aufwändige Graphik Ja Moderat Moderat 
User Interface Ja Moderat Nein 
Upgrades Nur über  
App-Store 
Über App-Store  
üblich 
Einfach 
(Applikationsserver) 
Aufwand Installation  
für Nutzer  
Einfach 
(über App-
Store) 
Einfach 
(über App-Store) 
Schwieriger 
(über Browser) 
 
Eine handelsübliche App (auf einem Smartphone) erfasst heutzutage senso-
rische Kontexte (siehe Kapitel 2.2, vgl. Primärkontexte). Höhere Kontexte 
(z. B. historisches Wissen aus der Vergangenheit) sind der mobilen App 
meist vorenthalten. Eine Registrierung des vollständigen Endbenutzer-Kon-
textes ist möglich, jedoch nicht realistisch umsetzbar. Ziel des Entwicklers 
sollte es sein, die Benutzung einer App möglichst einfach zu gestalten. Viele 
Hersteller haben für mobile Plattformen sogenannte Styleguides veröffent-
licht [Ostr02, Appl11], die dem Entwickler einer mobilen Applikation eine 
Anleitung geben. Sie helfen dem Entwickler, die Applikation möglichst 
Endbenutzergerecht zu implementieren. Die Styleguides fokussieren auf das 
Interaktionsdesign (s. u.) einer App und weniger auf das Interfacedesign. 
Das Interfacedesign wird für bestimmte Zielgruppen mobiler Endbenutzer 
definiert (siehe Anhang B) [Stapl07].  
In [Appl11] werden zwei Arten von Apps unterschieden: Apps für einen 
Mehrwertdienst und Apps zur Unterhaltung. Die Apps der Mehrwertdienste 
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werden nochmals jeweils in zwei Kategorien untergliedert, nämlich in die 
Apps zur Informationsverarbeitung und Apps für einen bestimmten Nutzen: 
 Apps zur Informationsverarbeitung – haben die Aufgabe, Infor-
mationen strukturiert darzustellen, um dem Endbenutzer diese leicht 
zugänglich zu machen. Der Endbenutzer soll eine bestimmte Auf-
gabe erfüllen können. Die App wird möglichst neutral (z. B. in der 
Farbgestaltung) gehalten, um nicht von der Aufgabe abzulenken. In 
[Appl11] werden als Beispiele Emailclient- und Kalender-App  
genannt.  
 Apps für einen bestimmten Nutzen – sollen dem Endbenutzer er-
möglichen, eine einfache Aufgabe zu erfüllen. Die Nutzer wollen in 
möglichst kurzer Zeit viele Informationen erhalten. Der Design-As-
pekt ist für diese Kategorie von größerer Wichtigkeit. Graphische 
Metaphern eigenen sich besonders, um einen intuitiven Umgang mit 
der App zu ermöglichen. Die Wetter-App ist ein klassisches Beispiel 
für eine „App für einen bestimmten Nutzen“ [Appl11]. 
Die mobil-spezifischen Eigenschaften von Apps (auf Smartphones) bezie-
hen sich meist auf das Display bzw. die Ein- und Ausgabefähigkeiten, die 
im Vergleich zu Desktop-Applikationen unterschiedlich sind [Appl11]:  
 Beschränkte Displaygröße: Die Displays von Smartphones besit-
zen eine relativ hohe Auflösung. Allerdings sind die Darstellungs-
möglichkeiten begrenzt. Entsprechend muss in den Apps eine Fo-
kussierung auf ein klares und einfaches Interaktionsdesign bzw. auf 
die wesentlichen Elemente erfolgen. Die Anwender sollten nicht 
überfordert werden. 
 Keine Hilfestellungen: Endbenutzer können Apps einfach aus den 
entsprechenden Stores herunterladen und starten. Die Endbenutzer 
möchten eine App intuitiv benutzen können. Es sollten möglichst In-
teraktionsdesigns verwendet werden, die der Endbenutzer bereits 
vom Betriebssystem oder anderen Apps kennengelernt hat. 
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 Screen-Paradigma: Ein Endbenutzer kann immer nur einen Screen 
gleichzeitig ansehen. Die Screens (einer App) können sequentiell 
durchlaufen werden, führen aber letztendlich dazu, dass der Endbe-
nutzer sich App-Kontexte merken muss.  
Das Graphical User Interface (GUI) ist die Schnittstelle, die zwischen dem 
Endbenutzer und dem (mobilen) Gerät fungiert [Wess02, S. 19]. Über diese 
Schnittstelle kommuniziert der Endbenutzer mit der App bzw. mit dem End-
gerät. Die Kommunikation findet über graphische Symbole statt. Hinter der 
Symbolik werden die Funktionen innerhalb der App abstrahiert. Eine GUI 
bzw. die Mensch-Computer Interaktion (engl. Human Computer Interaction, 
HCI) muss dabei so gestaltet werden, dass der Endbenutzer Ziele und Auf-
gaben in angemessenem Zeitaufwand bearbeiten kann. Gute Software zeich-
net sich durch eine gute Funktionalität und durch ein gutes GUI-Design6 aus, 
was zusätzlich aufeinander abgestimmt werden muss (siehe Kapitel 7.2.3).  
Mit der graphischen Oberfläche wird die Außenwirkung gegenüber dem 
Nutzer erzielt [Dahm05, S. 16]. Das Design einer GUI wird in Interaktions-
design, Interfacedesign und die Usability bzw. Software-Ergonomie verfei-
nert. Die drei Begriffe werden wie folgend voneinander abgegrenzt:  
 Das Interaktionsdesign – bezeichnet den funktionalen Vorgang bei 
der Durchführung einer Aufgabe. Zentraler Bestandteil des Inter- 
aktionsdesigns ist die Anregung des Endbenutzers zum Agieren. 
Beispielsweise helfen in Webseiten Reiter bei der Auswahl von  
Kategorien.  
 Das Interfacedesign – befasst sich mit dem eigentlichen Dialog (mit 
dem Endbenutzer). Das Interfacedesign bestimmt die graphische Ge-
staltung der Endbenutzerschnittstelle.  
                                                                    
6  Das GUI-Design kann mittels sogenannter Usability-Tests überprüft werden [Rask01].  
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 Usability/ Software-Ergonomie – bezeichnet die Gebrauchstauglich-
keit einer Software. Gemessen wird die Usability daran, ob ein End-
benutzer mit einer Applikation effektiv, effizient und zufriedenstel-
lend arbeiten kann und seine Ziele erreicht. 
Beim Interfacedesign existieren zwei bekannte Leitsprüche [Hamm08, 
S. 28-30]: 
 form follows function 
 form follows emotion 
Form follows function bedeutet, dass die Gestalt der GUI stets vom Interak-
tionsdesign des Programms abhängig ist. Form follows emotion bedeutet, 
dass die Gestalt der GUI von der Usability abhängig ist. Die GUI selbst ist 
somit vom entsprechenden Endbenutzertyp und von der eigentlichen Funk-
tionalität der Applikation abhängig.  
Für die Gestaltung von Interfaces existieren Normen, die anerkannte Regeln 
der Technik beinhalten. Die Anwendung bzw. Einhaltung dieser Normen 
führt zu Zeitersparnis und zu einer geringeren Fehleranzahl. Im Kontext der 
mobilen Endbenutzerschnittstelle existiert die ISO-Norm 9241 über „Ergo-
nomische Anforderungen für Bürotätigkeiten mit Bildschirmgeräten“. Es 
werden in 17 Teilen verschiedene Anforderungen definiert. Normen werden 
jedoch auch kritisiert. [Dahm05, S. 132] bemängelt z. B. an Normen die Zer-
störung des kreativen Prozesses.  
Fazit: 
Ein Interface bereitet gegenüber einem Benutzer eine bestimmte Aufgabe so 
auf, dass der Benutzer mit Hilfe dieses Werkzeugs die Aufgabe bearbeiten 
kann [Bons96]. Dem Benutzer wird ein eingeschränkter Raum an Hand-
lungsalternativen zur Verfügung gestellt (vgl. Interfacedesign). Das Inter-
face muss einfach und intuitiv gestaltet werden, damit eine möglichst große 
Benutzergruppe (siehe Anhang B) damit umgehen kann. Bei mobilen Apps 
ergibt sich ein Zusammenspiel von Nutzern, den (mobilen) Aufgaben und 
dem mobilen Endgerät (vgl. [Bons96]). 
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2.2 Kontext 
Das menschliche Bewusstsein handelt stets innerhalb eines bestimmten Um-
felds (Kontext) [Bier92]. Abhängig von diesem speziellen Kontext (z. B. in-
nerhalb einer Familie) müssen die Bedürfnisse diesem Umfeld angepasst 
werden. Solche Kontexte bestehen auch innerhalb eines Unternehmens bzw. 
einer Organisation. Innerhalb einer Besprechung werden z. B. bestimmte 
Dinge und Zustände diskutiert, die als Kontext von allen Gesprächspartnern 
intuitiv oder bewusst aufgenommen werden. Kontext ist subjektiv, kann sich 
ständig ändern und kann wertvoll für weiterführende Aktionen oder Hand-
lungen sein. Aktivitäten innerhalb eines Unternehmens stehen in einem be-
stimmten Kontext und werden davon abhängig ausgeführt. Kontext ist mehr-
dimensional und beinhaltet perzeptive Informationen (Informationen der 
menschlichen Wahrnehmung). Betriebliche (mehrdimensionale) Kontexte 
sind beispielsweise: 
 Physikalische Kontexte (z. B. Ortsinformation) 
 Umweltkontexte (z. B. Wetter) 
 Soziale Kontexte (z. B. Team, Abteilung) 
 Zeitkontexte (z. B. Arbeitszeiten) 
Perzeptive Kontexte, also Kontexte die nicht informationstechnisch erfasst 
werden und die innerhalb eines Betriebs existieren sind beispielsweise: 
 Erfahrungen aus der Vergangenheit 
 Emotionale Zustände 
Der Mensch verfügt über Kontextbewusstsein (engl. context awareness) 
[Dey01]. Context awareness wäre eine Bereicherung für jedes betriebliche 
Informationssystem, da sich die Informationstechnologie an den Menschen 
anpassen würde; nicht umgekehrt [Dey01]. 
Context aware computing [Weis91] hat die Zielsetzung, Computer so in den 
menschlichen Kontext (physische Umwelt) „einzuweben“, dass davon aus-
gehend Dienste oder Dienstleistungen angeboten, selektiert und konfiguriert 
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werden können. Computer sollen hinter den Kulissen des Alltags verschwin-
den und dem Menschen das Leben erleichtern [Weis91]. Diese Systeme 
müssen den Kontext über Sensorinformationen erfassen, den Kontext ver-
stehen bzw. abstrahieren und auf Basis dieser Erkenntnisse weitere Aufga-
ben oder Aktionen auslösen. Die drei maßgeblichen Herausforderungen sind 
damit: 
 Kontextaufnahme – erfolgt über Sensoren bzw. Sensorik. 
 Kontextabstraktion – ist notwendig, um die Informationen weiter 
verarbeiten zu können.  
 Kontextverarbeitung – stellt den abstrakten Kontext im System dar 
und beinhaltet dessen Management:  
o Algorithmen zur Verarbeitung  
o Speichern innerhalb einer Datenstruktur  
Die Funktionalität wird innerhalb sogenannter Context Aware Services 
(CAW) unterstützt [Kuep05]. Das sind Dienste „[…], die ihr Verhalten au-
tomatisch an einen oder verschiedene Parameter, die den Kontext des Ziel-
objektes ausdrücken, anpassen. Diese Parameter werden Kontextinformati-
onen genannt“ [Kuep05]. Kontextinformationen sind wiederum heterogen 
und lassen sich in verschiedene Kategorien untergliedern: persönliche, tech-
nische, räumliche, soziale und physikalische Kontextinformationen. Es wird 
zwischen primären Kontextinformationen, die z. B. über die Sensorik eines 
mobilen Endgerätes erfasst werden, und zwischen sekundären Kontextinfor-
mationen, aggregierte oder zusammengefasste Kontextinformationen aus 
unterschiedlichen Quellen, unterschieden. 
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Abb. 2.6:  Kontextinformationen nach [Kuep05] 
Primäre Kontextinformationen sind Kontexte, die aus Sensordaten (im mo-
bilen Endgerät) generiert werden (siehe Abb. 2.6): die Zeit, der Ort, die Iden-
tität und die Aktivität. Sekundäre Kontextinformationen sind darüber ange-
ordnet (siehe Abb. 2.6) und umfassen die bereits erwähnten Kategorien. 
Ein Location-Based Service (LBS) ist die Untermenge eines CAW, besitzt 
jedoch dieselben Primärkontexte (siehe Abb. 2.6). Der LBS besitzt eine stär-
kere Ausrichtung bzgl. räumlicher Kontexte (engl. Spatial context). LBS 
sind nach der Definition der GSM Association7 „[…] Dienste, die die Ortsin-
formationen eines Zielobjektes benutzen, um den erbrachten Dienst wertvol-
ler zu machen, wobei das Zielobjekt eine Entität ist, die geortet werden muss 
und die nicht unbedingt der Benutzer des Dienstes ist“ (direkte Übersetzung 
aus [Kuep05]). Bei LBS werden gezielt Informationen nach bestimmten Kri-
terien gefiltert (vgl. Point-of-Interest, POI). Die Ortsinformation neben wei-
teren Kontextinformationen des mobilen Gerätes bzw. des Endbenutzers 
                                                                    
7  Die GSM Association ist ein weltweit agierendes Konsortium aus mehr als 600 GSM-
Netzbetreibern und 130 Herstellern von Netzwerkinfrastruktur und Mobiltelefonen 
(http://www.gsmworld.com/). 
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werden aufbereitet: z. B. mit der Darstellung des aktuellen Aufenthaltsortes 
innerhalb einer Landkarte oder mit gezielter Abschaltung von Diensten in-
nerhalb des Mobiltelefons an bestimmten Orten (ortsabhängig). Eine Tren-
nung des mobilen Endgerätes vom eigentlichen Dienst (LBS) empfiehlt das 
3rd Generation Partnership Project8 (3GPP), um eine weitere Differenzie-
rung vornehmen zu können.  
Die häufigsten LBS sind Daten- und Nachrichtenaustauschdienste, die je-
weils auf WAP, GPRS, UMTS oder SMS basieren [Kuep05]. Heutzutage 
werden viele Cloud-Services aus dem Cloud Computing9 innerhalb von LBS 
genutzt [RRLH14]. Klassische LBS waren z. B. Anrufweiterleitung, Ro-
aming oder Selective Routing. Ein LBS braucht jeweils die Ortsinformation 
der Quell- oder der Zielentität. Die Ortsinformation wird mit Hilfe von Or-
tungsverfahren (siehe Kapitel 2.1.6) gewonnen. LBS existieren auch ohne 
Ortungsverfahren, allerdings muss die Ortsinformation durch den Endbenut-
zer in Form einer Adresse o. ä. (manuell) gepflegt werden, damit der LBS 
genutzt werden kann. 
LBS werden in zwei verschiedene Kategorien, in reaktive und proaktive 
LBS untergliedert: Reaktive LBS besitzen einen sogenannten Pull-Mecha-
nismus, bei der der Endbenutzer den Dienst aktiv (per Click) aktiviert (z. B. 
POI-Suche nach Tankstellen). Die Anfragen können an den LBS mehrmals 
hintereinander ausgeführt werden, so dass eine Endbenutzerinteraktion zwi-
schen LBS und dem Nutzer gewährleistet wird. Proaktive LBS verwenden 
den sogenannten Push-Mechanismus. Der LBS wird dabei automatisch ge-
startet, sobald ein bestimmtes vorab definiertes Ereignis eintritt [ScBG99]. 
Die Endbenutzerinteraktion ist im Gegensatz zu reaktiven LBS asynchron, 
da eine Ortung ständig erfolgen muss. [ScVo04] haben dazu eine drei 
Schichten Architektur entworfen: 
                                                                    
8  Die 3GPP ist eine internationale Vereinigung verschiedener nationaler Standardisierungsbe-
hörden zur einheitlichen Spezifikationen für GSM, UMTS und LTE zu erstellen. 
9  Cloud Computing abstrahiert IT-Infrastrukturen und passt dieses dynamisch an (skaliert). 
Die Verarbeitung der Daten wird nicht mehr innerhalb der Applikation vorgenommen, so 
dass oft von der „Daten-Verarbeitung innerhalb der Wolke“ gesprochen wird [RRLH14]. 
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1. Die Positionierungsschicht bestimmt den aktuellen Ort des Zielob-
jektes mit Hilfe von Ortungsverfahren (hier: Hardware). Die Positi-
onierungsschicht stellt diesen Ort in Relation mit einem GIS dar 
(Bsp.: zeigt Position in Landkarte).  
2. Die Applikationsschicht stellt die Verbindung (Kommunikation) 
vom LBS zum Endbenutzer dar. 
3. Die Middleware-Schicht koordiniert die beiden anderen Schichten, 
daher wird die Schicht in [ScVo04] als optional deklariert. Es ist 
zwischen Positionierungsschicht und Applikationsschicht eine di-
rekte bidirektionale Kommunikation möglich. Außerdem kann von 
dieser dritten Schicht abstrahiert werden, so dass diese Schicht wie-
derum als Dienst im Sinne einer Middleware zur Verfügung gestellt 
wird [FlNa14].  
Die rechtlichen Aspekte bei LBS (auf Seiten des Diensterbringers) sind kom-
plex und müssen beachtet werden [RGKR07]: Es gibt soziale, ethische und 
weitere Dimensionen. 
Bei der Kontextinformationsverarbeitung ist es erforderlich, bestimmte Er-
eignisse (z. B. Person befindet sich in Stadt Karlsruhe) zu definieren und 
diese innerhalb der Geschäftsprozesse auszuwerten [HHLL10, SSPM14], 
damit innerhalb der Prozesse auf solche Kontextinformationen bzw. Ereig-
nisse reagiert werden kann. Letztendlich ist es abhängig vom Workflow bzw. 
Anwendungsfall selbst, welche Kontextinformationen relevant sind und 
welche nicht. Für die Entwicklung eines allgemeinen Lösungsansatzes wer-
den nicht einzelne Workflows, sondern die Primärkontexte und ihre Integra-
tion innerhalb eines Workflow-Modells untersucht. Ein mobiles Gerät – bei-
spielsweise ein Smartphone – kann mit einer Identität bzw. Person 
[PaHC06], einer bestimmten Zeit [Wein05], einer bestimmten Aktivität 
[Wein05] oder einem bestimmten Ort [DJJA04] innerhalb eines Informati-
onssystems bzw. eines Workflow-Modells assoziiert werden.  
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2.2.1 Identität 
Personen (Identitäten) werden innerhalb von Geschäftsprozessmodellen mit 
Hilfe von Benutzerrollen (siehe Kapitel 2.4) abstrahiert. Die Abbildung  
innerhalb eines Geschäftsprozessmodells wird durch das Prozess-Definiti-
ons-Metamodell der WfMC definiert (siehe Abb. 2.10). Oft werden die  
Rollen zusätzlich im Organisationsmodell innerhalb einer hierarchischen  
Baumstruktur eines Unternehmens hinterlegt bzw. damit verknüpft 
[SVOK11, S. 31]. Technisch werden dazu meist die LDAP10-Server/Ver-
zeichnisdienste genutzt. 
Innerhalb des Geschäftsprozessmanagements können Rollen (Identitäten) 
vielseitig genutzt werden. Über Rollen können beispielsweise Zugriffsbe-
rechtigungen gesteuert werden. Ortsabhängige Zugriffskontrolle ist in vor-
liegender Arbeit ein mit dem Kontext Ort verknüpftes Kontrollmodell, das 
über Benutzerrollen gesteuert wird (siehe Kapitel 7.2.2). Ein Experiment mit 
einem mobilen Anwendungsfall aus dem landwirtschaftlichen Bereich ver-
deutlicht den Praxisbezug (siehe Kapitel 7.1). Die experimentell nachgewie-
sene Funktionsweise des ortsabhängigen Zugriffskontroll-modells (siehe 
Kapitel 7.2) zeigt, dass der vorgestellte Ansatz innerhalb von betrieblichen 
IS angewandt werden kann.  
Viele Workflows beinhalten Benutzeraufgaben, die über mobile Apps  
(teil-) automatisiert werden können. Über mobile Apps können beispiels-
weise verschiedene betriebliche Dienste (z. B. Kundenkommunikation, 
Shop) angeboten werden. Mobile Apps werden jedoch für eine bestimmte 
Endbenutzergruppe erstellt (siehe Anhang B).  
2.2.2 Zeit 
Der zeitliche Kontext innerhalb von Geschäftsprozessmodellen wird über 
den Begriff der Zeitstrukturen definiert. Hierfür wurden sogenannte Mengen 
                                                                    
10  Das Lightweight Directory Access Protocol (LDAP) ist ein Protokoll, das die Abfrage und 
die Modifikation von Informationen eines Verzeichnisdienstes (hier: Personenverzeichnis / 
Rollen) erlaubt. Spezifiziert: RFC 4510 / RFC 4511 
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von zeitlichen Bezugspunkten (Ereignisse) eingeführt [Ober96]. Die Ereig-
nisse können mit definierten Funktionen und Relationen ergänzt werden. 
Darüber ist es möglich, kausale, relative und uhrbezogene Zeitstrukturen ab-
zuleiten, die gerade bei der Anwendung innerhalb von betrieblichen Infor-
mationssystemen wichtig sind, um die Geschäftsprozesse zu steuern 
[Ramc74, BeDi91, Ober96, Wang98]. 
Die zeitlichen Kontexte bzw. die Zeitstrukturen sind weitestgehend er-
forscht, so dass im Rahmen der vorliegenden Arbeit keine weiteren Erkennt-
nisse gewonnen werden. Die Geschäftsprozessmodellierungssprache BPMN 
beinhaltet zeitlich motivierte Ereignisse innerhalb des Standards [FrRH10]. 
In Petri Netzen werden diese zeitlichen Dimensionen über Erweiterungen 
angeboten. Eine Erweiterung, die den formalen Rahmen der Netztheorie  
respektiert, d. h. die Schaltregeln nicht modifiziert, ist in [Ober96] veröf-
fentlicht. Die Petri-Netze mit spezieller Interpretation, sogenannte Zeitsys-
teme, werden als temporale Semantik den Zeitstrukturen zugeordnet 
[Ober96, S.85ff].  
2.2.3 Aktivität 
Innerhalb eines Geschäftsprozessmodells werden Aktivitäten modelliert. 
Die Aktivitäten werden bei der Abbildung des Prozesses in einen Workflow 
(je nach Sprache) in Dienste abgebildet. Die Dienste, die innerhalb von 
Workflow-Modellen genutzt werden, sind vom Anwendungskontext der 
Prozesse abhängig. Dienste werden gewöhnlich Kontext-neutral gestalten, 
um sie in mehreren Anwendungskontexten (Prozessen) verwenden zu kön-
nen. Bei Aktivitäten, die auf einem mobilen Endgerät ausgeführt werden, 
muss darauf geachtet werden, dass mobil-spezifische Aspekte berücksichtigt 
werden.  
  
2  Grundlagen 
46 
Bei dem Versuch in vorliegender Arbeit, eine App für mehrere Aktivitäten 
bereitzustellen (siehe Kapitel 7.2) wurde beispielsweise ein zentraler Dienst 
genutzt (Datenbank mit PostGIS11-Modul), um die ortsbasierten Aktivitäten 
auszuführen. Der Dienst wurde auf einem zentralen Server implementiert 
und als SOAP-basierter Webservice (siehe Kapitel 3.2.2) angeboten.  
Häufig werden Aktivitäten für Nutzer (Benutzeraufgaben), die innerhalb ei-
nes WfMS genutzt werden, in Tasklisten verwaltet. Die Tasklisten eignen 
sich auch zur Darstellung auf einem mobilen Endgerät (siehe Kapitel 7.3).  
Bei der Anbindung mobiler Aktivitäten (Dienste) muss stets ein Schnitt (mit 
Medienbruch) innerhalb des Workflows vollzogen werden (siehe Kapi-
tel 3.2.3, Mobile Process Landscaping). Mit dieser Methode ist es möglich, 
die mobilen von den stationären Aktivitäten zu trennen und für die mobilen 
Aktivitäten in einem weiteren Schritt eine mobile Applikation (siehe Kapi-
tel 2.1.7) zu implementieren.  
2.2.4 Ort 
Für die Berücksichtigung/Auswertung des aktuellen Ortes innerhalb von 
Workflows (resp. WfMS) werden einige Aspekte im Verlauf der Arbeit er-
örtert (siehe Kapitel 4): 
 Ein theoretisches Konzept zur ortsabhängigen Unterstützung von 
Workflow-Modellen und -Instanzen wird in Kapitel 4.1 vorgestellt. 
 Ein Ortsmodell auf Basis von OCLs12 wird in Kapitel 4.2 erarbeitet  
 Eine Annotationsform wird in Kapitel 4.3 informal eingeführt und 
erklärt. 
                                                                    
11  http://postgis.refractions.net/ 
12  Die Object Constraint Language (OCL) ist eine formale Sprache, mit der u. a. UML-Modelle 
um spezifische Bedingungen in textueller Notation ergänzt werden kann. Weitere Hinweise 
zu OCL sind in [Balz09, S. 377] oder [Oest09, S. 147] zu finden. Eine Dokumentation bietet 
[WaKl03] oder die Spezifikation [ObMG10]. 
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 Verschiedene Implikationen, die sich auf Basis der Notationsform 
innerhalb der Workflow-Modelle ergeben, werden in Kapitel 4.3.2, 
4.3.3, 4.3.4 und 4.3.5 vorgestellt.  
 Die Notationsform wird formal definiert (siehe Kapitel 5.1 und 5.2). 
Ein praktischer Anwendungsfall der Notation von Ortsbezügen, der inner-
halb des Verbundprojektes R2B entwickelt wurde, wird in Kapitel 7.1  
vorgestellt. 
2.3 Geschäftsprozesse 
In einem Unternehmen entstehen Dienstleistungen bzw. Produkte durch das 
Zusammenspiel von Menschen, Maschinen, sonstigen Ressourcen (z. B. 
Bauteile, Verbrauchsstoffe) und Softwaresystemen. Bis zu einem fertigen 
Produkt sind Aktivitäten oder Aufgaben nach einer festgelegten Reihenfolge 
zu bearbeiten. Dabei ist die festgelegte Reihenfolge von verschiedenen Fak-
toren, wie z. B. Rohstoffe, Dokumente oder Betriebsmittel, abhängig (siehe 
Kapitel 6.1). Je nach Geschäftsprozess bzw. dessen Komplexität können Ak-
tivitäten von einem oder mehreren Akteuren (menschlich und maschinell) in 
sequentieller, paralleler, iterativer Form oder bedingungsabhängig ausge-
führt werden. Der abstrakte Begriff des Prozesses wird in DIN 66201 einge-
führt. [Dave93, S.5] definiert den Begriff des Geschäftsprozesses als “[…] 
structured, measured set of activities designed to produce a specific output 
for a particular customer to market.“ [HaCh93] verstehen unter einem Ges-
chäftsprozess: “A collection of activities that takes one or more kinds of input 
and creates an output that is of value to the customer”. Die Definition eines 
Geschäftsprozesses der WfMC lautet [WfMC99, S. 10]: „A set of one or 
more linked procedures or activities which collectively realize a business 
objective or policy goal, normally within the context of an organizational 
structure defining functional roles and relationships.“ Der synonyme  
Begriff des betrieblichen Ablaufs ist von [Ober96, S.14], als “eine Menge 
von manuellen, teil-automatisierten oder automatisierten Aktivitäten, die in 
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einem Betrieb nach bestimmten Regeln auf ein bestimmtes Ziel hinausge-
führt werden“ definiert worden.  
Geschäftsprozesse lassen sich nach unterschiedlichen Arten (Typen) klassi-
fizieren, die nach [HaSt04, S.25] folgender Maßen vorgeschlagen wird: 
 Grad der Strukturiertheit 
 Art und Häufigkeit des Auftretens 
 Interne und externe Vorgänge 
Der Grad der Strukturiertheit kann weiter unterteilt werden in vollständig 
strukturierte, teil- bzw. semi-strukturierte und unstrukturierte Geschäfts- 
prozesse: 
 Strukturierte Prozesse sind in ihrem Ablauf präzise vorbestimmt 
und werden entsprechend der ex ante definierten Regeln ausgeführt. 
Sie sind leicht wiederholbar und durch den definierten Ablauf gut 
automatisierbar.  
 Teil- bzw. semi-strukturierte Prozesse beinhalten vorbestimmte 
Abläufe und Möglichkeiten der freien Entscheidung, an den bei-
spielsweise eine menschliche Entscheidung den nächstenTeilablauf 
bestimmt. Solche Prozesse lassen sich automatisieren, indem z. eine 
Nutzereingabe in einer GUI als Ergebnis einer Regel verarbeitet 
wird. 
 Unstrukturierte Prozesse folgen keinen festen Regeln. Sie enthal-
ten viel „Freiraum“ für kreative Elemente. Unstrukturierte Prozesse 
sind jedoch nur selten wiederholbar bzw. automatisierbar.  
Ein Geschäftsprozess kann von einem (einmalig) durchzuführenden Projekt 
abgegrenzt werden, da ein Geschäftsziel vorliegt, das es erlaubt oder erfor-
dert, den Prozess zu wiederholen. Die Wiederholbarkeit mit den oben ge-
nannten formalen Definitionen (Ablauf, Schritte, Aktivitäten, …) wird in der 
Prozessdefinition festgelegt. Die Aktivitäten können weiter spezifiziert wer-
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den, indem zwischen automatisierter Aktivität und manueller Aktivität un-
terschieden wird. Automatisierte Aktivitäten werden durch IT unterstützt 
ausgeführt, wohingegen manuelle Aktivitäten menschliche Interaktion be-
nötigen und wenig formal spezifiziert werden (z. B. ein Beratungsgespräch).  
Mittelpunkt des Geschäftsprozess-Managements sind die Geschäftsprozesse 
und deren Darstellung in Form von Geschäftsprozessmodellen. Die Begriffe 
Modell, Prozess und Prozessmodell spielen in vorliegender Arbeit eine zent-
rale Rolle und werden daher genauer betrachtet:  
Herbert Stachowiak definiert ein Modell als ein beschränktes Abbild der 
Wirklichkeit mit drei Merkmalen [Stach73]:  
 Abbildung: Ein Modell ist ein Abbild von einem (oder mehrerer) 
natürlichen oder künstlichem Original. Ein künstliches Original ist 
wiederrum ein Modell.  
 Verkürzung: Ein Modell enthält nicht alle Attribute des Originals, 
sondern nur die Attribute des Originals, die für den Modellnutzer re-
levant erscheinen.  
 Pragmatismus: Ein Modell ist dem Original nicht automatisch zu-
geordnet. Die Zuordnung wird durch die entsprechende Fokussie-
rung (für Wen?, Warum?, Wozu?) relativiert. Es ist nur innerhalb 
einer Zeitspanne bzw. für einen bestimmten Zweck relevant. Ein 
Modell ist eine Interpretation bzw. eine Sicht auf das Original. 
Eine weitere Definition stellt [Gier98, S. 12] vor: 
„Unter einem Modell wird […] die Abbildung eines realen Systems oder Sys-
temausschnitts verstanden, welche besonders die in dem gegebenen Zusam-
menhang als wichtig erachteten Aspekte unter Vernachlässigung anderer, 
als weniger wichtig angesehener Gesichtspunkte darstellt.“ 
Modelle beschreiben demnach in einem gewissen Zusammenhang (Kontext) 
die Realität unter Vernachlässigung aller irrelevanten Informationen 
[SRWN12]. Diese Eigenschaft lässt Modelle zum Hilfsmittel werden, um 
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komplexe Sachverhalte in einer überschaubaren Form (als Modell) darzu-
stellen. Auf Basis eines entworfenen Modells können in einem weiteren 
Schritt Analysen erstellt oder Simulationen durchgeführt werden. Ein Mo-
dell hilft, die vielschichtige Realität beherrschbar zu machen, indem in ei-
nem gewissen Kontext (im Modell) wesentliche Aspekte eines Sachverhalts 
veranschaulicht werden. 
Ein Prozess ist aus einer Menge von logischen zusammenhängenden Teil-
schritten aufgebaut und verfolgt ein oder mehrere Ziele.  
Die komplexen Abläufe eines realen Prozesses werden durch die Modellie-
rung auf Nutzerrelevante Sichten reduziert, da das entstehende Modell nur 
die wesentlichen Informationen wiedergibt. 
„Ein Prozessmodell beschreibt die Struktur eines realen Prozesses. Es  
beschreibt alle möglichen Pfade entlang des Prozesses und bestimmt die  
Regeln für die Wahl der Pfade. Weiterhin bestimmt das Prozessmodell alle 
Aktivitäten, die ausgeführt werden müssen“ [RiSt04, S. 30]. 
Ein Geschäftsprozessmodell sollte für menschliche Nutzer graphisch visua-
lisiert werden, damit das Modell bearbeitet und verstanden werden kann. Das 
Geschäftsprozessmodell bildet Sachverhalte (betriebliche Abläufe) aus der 
Domäne des Geschäftsprozess-Managements ab. Geschäftsprozessmodelle 
beinhalten diverse Ausführungsalternativen (Pfade) und berücksichtigen un-
ter Umständen auch selten auftretende Ausnahmesituationen, die eine Rele-
vanz für den abzubildenden Geschäftsprozess (den Ablauf) haben. Ein Ge-
schäftsprozessmodell ist der Bauplan für alle möglichen Ausführungen eines 
Geschäftsprozesstyps. Die tatsächliche Durchführung eines Geschäftspro-
zesses wird als Instanz bezeichnet. (Geschäfts-)Prozessinstanzen werden aus 
dem Prozessmodell abgeleitet bzw. folgen einem im Modell enthaltenen 
Pfad. Der Pfad wird durch die Anwendung des Modells bzw. der darin defi-
nierten Entscheidungsregeln bestimmt. In Abb. 2.7 ist ein vereinfachtes Mo-
dell skizziert, um diesen Sachverhalt graphisch zu beschreiben.  
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Abb. 2.7:  Prozessmodell und Prozessinstanzen 
In Abb. 2.7 (links) ist ein Prozessmodell mit sechs Elementen aufgebaut. Die 
Kreise entsprechen einzelnen Aktivitäten. Rechts sind jeweils mögliche Pro-
zessinstanzen mittels tiefschwarzer Kanten als Pfade dargestellt. Pfade sind 
die Teile eines Prozesses, die während der Prozessausführung durchlaufen 
werden. An den Kreisen (den Elementen) wird eine Entscheidung gefordert, 
die zur Auswahl genau einer verfügbaren Alternative führt. Die Entschei-
dung entspricht einer exklusiven ODER-Verzweigung (XOR). Vier alterna-
tive Pfade ergeben sich, um das Prozessmodell zu durchlaufen. Alle zulässi-
gen Instanzen des Prozessmodells werden dargestellt (siehe Abb. 2.7). 
Geschäftsprozesse besitzen in der Praxis einen komplexen Aufbau. Zyklen 
sind oft Teil der Struktur und es ist im Allgemeinen unmöglich, alle Ver-
laufsformen ex ante zu bestimmen. [AHKB03, AaHD05, RHAM06] be-
schreiben eine Vielzahl an unterschiedlichen Mustern, die für eine Prozess-
ablauf-Abbildung zur Anwendung kommen.  
Die Ausführung einer Prozessinstanz nimmt eine gewisse Zeit in Anspruch. 
In dieser Zeitspanne werden die einzelnen Elemente durchlaufen. Der  
Kontrollfluss definiert, in welcher Abfolge das Prozessmodell durchlaufen 
wird. Ein entsprechendes Element wird durch den Kontrollfluss aktiviert, 
wenn es erreicht wird. Da nicht alle Elemente eines Geschäftsprozessmo-
dells (Berechnungs-)Zeit in Anspruch nehmen, kann von einem Zeitpunkt 
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anstatt eines Zeitintervalls ausgegangen werden ([ObMG10a], vgl. Events, 
BPMN 2.0). Beim Ablauf eines Geschäftsprozesses ist nicht gewährleistet, 
dass die Prozessinstanz stets sequentiell verläuft (siehe Abb. 2.7). Existieren 
nebenläufige Ausführungen, z. B. durch ein logisches UND- bzw. ODER-
Verzweigung (kein XOR) ausgelöst, sind mehrere Kontrollflüsse zu einem 
Zeitpunkt vorhanden (siehe Abb. 2.8).  
 
Abb. 2.8:  Kontrollfluss 
Ein einfaches Geschäftsprozessmodell (links) skizziert eine UND-Ver-
zweigung und eine UND-Zusammenführung. Das Geschäftsprozessmodell 
besitzt nur einen möglichen Prozesspfad. Jeder einzelne Prozessschritt ist 
dargestellt (siehe Abb. 2.8). Die aktuelle Position bzw. das aktive Element 
des Kontrollflusses ist durch die schwarze Markierung am Knoten gekenn-
zeichnet. Das Durchlaufen der Übergänge (der Pfeile) wurde in obiger Dar-
stellung nicht abgebildet. Nach dem Start wird der Kontrollfluss in zwei  
unterschiedliche nebenläufige Segmente unterteilt. Dieses Teilen wird als 
nebenläufige Ausführung bezeichnet. Die beiden nebenläufigen Segmente 
sind unabhängig voneinander. In obiger Darstellung wurde eine zufällige 
Reihenfolge gewählt. Nach der vollständigen Ausführung beider sequenti-
eller Pfade vereinigen sich die beiden Segmente wieder zu einem Kon- 
trollfluss.  
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Geschäftsprozessmodelle werden mit Modellierungssprachen graphisch dar-
gestellt. Die textuelle Form eignet sich für die rechnergestützte Verarbei-
tung: z. B. zur Persistenz oder zum Austausch von Geschäftsprozessmodel-
len (siehe Kapitel 2.4). Als textuelle Modellierungssprachen sind die  
XML Process Definition Language (XPDL) [WfMC08], die Business Pro-
cess Execution Language (BPEL) [ACDG03, OASI07], Petri-Netze 
[Reis10a] oder die Business Process Model & Notation (BPMN ab Version 
2.0) [ObMG10a] genannt, die mit verschiedenen Workflow-Engines ausge-
führt werden. Eine graphische Darstellung eines Prozessmodells erleichtert 
dem menschlichen Betrachter die Interpretation eines Modells. Die graphi-
sche Darstellung eignet sich zur maschinen-orientierten Ausführung (also 
einer Automatisierung) weniger, sofern die Sprache keine Abbildung in eine 
explizite Text-orientierte Form besitzt. Vertreter graphischer Geschäftspro-
zess-modellierungssprachen sind Petri-Netze [Reis10a], die Business Pro-
cess Modeling Notation (BPMN 2.013) [FrRH10], Aktivitätsdiagramme 
[Kech09, S. 213] zugehörig zur Unified Modeling Language (UML14), er-
eignisgesteuerte Prozessketten (EPK) [KeNS92, ScTA05], sowie informale 
Flussdiagramme (siehe Abb. 2.7 und Abb. 2.8). Petri-Netze und die BPMN 
2.0 werden in Kapitel 2.6 und 2.7 eingeführt. 
2.4 Workflows 
Geschäftsprozesse bzw. Teile eines Geschäftsprozesses werden anhand von 
unterschiedlichen Kriterien klassifiziert [RiSt04, S. 25]. Klassifizierungs-
merkmale sind z. B. Art (Form) oder die Häufigkeit des Auftretens, interne 
und externe Vorgänge, sowie die Strukturiertheit des Ablaufs.  
Unstrukturierte Geschäftsprozesse erfordern zur Ausführung Intelligenz und 
Problemlösungsfähigkeit eines (menschlichen) Nutzers. Vorgänge, die we-
der feste Strukturen besitzen noch ad-hoc ausgeführt werden, sind - aufgrund 
                                                                    
13  Ab der Version 2.0 besitzt die BPMN eine formale Beschreibung der Elemente (formal exe-
cution semantics), so dass die Sprache in einer Engine ausgeführt werden kann. 
14  Die Unified Modeling Language (UML) ist eine graphische Modellierungssprache zum Ob-
jektorientierten Softwareentwurf [Rump04]. 
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der Flexibilität - menschlich zu unterstützen. Menschliche Endbenutzer bzw. 
Bearbeiter werden in Form von Rollen innerhalb von Geschäftsprozessmo-
dellen abgebildet. Personen werden so nicht unmittelbar in Modelle einge-
bunden, da durch die Rolle eine abstrakte Form der Darstellung bzw. Doku-
mentation gefunden wurde. Steht eine Person etwa wegen Urlaub oder 
Krankheit vorübergehend nicht zur Verfügung, muss das betroffene Ge-
schäftsprozessmodell nicht angepasst werden. Eine Rolle kann, so wie im 
vorherigen Beispiel dargestellt, von mehreren Endbenutzern wahrgenom-
men werden. In der Praxis sind oft viele Mitarbeiter für eine Rolle zuständig. 
In einem Call-Center kann z. B. die Rolle des Telefonagenten durch einen 
der gerade verfügbaren (bzw. freien) Mitarbeiter übernommen werden.  
Einzelne Schritte eines Geschäftsprozesses oder ganze Teile (Segmente) 
werden automatisiert ausgeführt bzw. durch den Einsatz von Informations-
technik unterstützt. Es handelt sich dabei um strukturierte, wiederkehrende 
Geschäftsprozesse. Dieser rechnergestützte zusammenhängende Teil eines 
Geschäftsprozesses wird als Workflow bezeichnet [Holl95]. Die Workflow 
Management Coalition15 definiert den Begriff wie folgt:  
„The automation of a business process, in whole or part, during which doc-
uments, information or tasks are passed from one participant to another for 
action, according to a set of procedural rules“ [WfMC99, S. 8].  
Der Begriff des Workflows wird innerhalb des Workflow-Managements 
(WfM) und des Business Process Management (BPM) verwendet 
[GeHS95, S. 122]. In [Holl95, S. 6] wird der Begriff des Workflows wie 
folgt definiert:  
„The computerized facilitation or automation of a business process, in whole 
or part.“ 
                                                                    
15  Die Workflow Management Coalition (WfMC) ist eine Verbundorganisation im Bereich des 
Workflow Managements bestehend aus mehr als 300 Herstellern, Nutzern, Beratern und Wis-
senschaftlern (http://www.wfmc.org/).  
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Workflows werden nach [HaSt, S. 28 f] in zwei Kategorien untergliedert: 
Strukturiertheit und Fokus des Workflows. [AAAM97, S. 3, Aals98, S. 8] 
unterscheiden zwischen vier Typen von Workflows:  
 Administrative Workflows sind stark strukturiert. Sie sind leicht wie-
derholbar und besitzen einen geringen Anteil an der Wertschöpfung 
für das Unternehmen.  
 Ad-hoc Workflows sind selten auftretende Workflows, die wenig 
strukturiert sind.  
 Collaborative Workflows zeichnen sich durch eine starke Rollenein-
bindung innerhalb der Workflows aus. Solch ein Workflow ist nicht 
strukturiert, was z. B. [Aals98, S. 8] zu dem Urteil bringt, dass es 
sich hierbei gar nicht um Workflows handelt.  
 Production Workflows sind eine Implementierung eines „kritischen“ 
Geschäftsprozesses [AAAM97, S. 5]. Es sind wichtige Prozesse, die 
wesentlich an der Wertschöpfung des Unternehmens teilhaben und 
sich durch eine starke Strukturierung auszeichnen (z. B. Auftrags-
prozesse).  
Aus den Prozessvariablen Komplexität, Grad der Veränderlichkeit, Detail-
lierungsgrad, Grad der Arbeitsteilung und Interprozessverflechtung werden 
die drei Prozesstypen Routineprozess, Regelprozess und einmaliger Prozess 
abgeleitet [PiRo95]. 
Van der Aalst [Aals98] definiert einen Workflow mittels unterschiedlicher 
„Dimensionen“ allgemein (siehe Abb. 2.9). 
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Abb. 2.9:  Drei Dimensionen eines Workflows nach [Aals98] 
Ein Workflow wird initiiert, wenn ein neuer „Fall“ (vgl. Kontext) auftritt 
bzw. zu bearbeiten ist (siehe Abb. 2.10). Für jeden „Fall“ wird ein Workflow 
ausgeführt. Ein Workflow wird aus einer Aneinanderreihung von Aufgaben 
definiert, die wiederum abhängig von Bedingungen (engl. conditions) sind 
[Aals98]. Es können Vor- und Nachbedingungen für Aufgaben (die in einem 
kausalen Zusammenhang stehen) spezifiziert werden [Aals98]. Der Work-
flow wird jeweils immer in einem bestimmten Kontext ausgeführt. Die Auf-
gabe steht in Relation zum „Fall“ und wird als Work Item bezeichnet. Work 
Items können durch eine Rolle bearbeitet werden. Wird eine Aufgabe in Be-
zug zum „Fall“ und der Ressource bestimmt, spricht [Aals98] von einer Ak-
tivität. Die Object Management Group16 (OMG) definiert (im Zusammen-
hang mit UML) den Begriff „Aktion“ für eine atomare Arbeitseinheit und 
„Aktivität“ für eine Folge von Aktionen [OMGS07]. Die WfMC kennt diese 
                                                                    
16  Die Object Management Group (OMG) ist ein Konsortium das 1989 gegründet wurde, um 
Standards zu entwickeln, die sich mit herstellerunabhängigen systemübergreifenden Objekt-
orientierter Programmierung beschäftigen (http://www.omg.org/).  
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Unterscheidung nicht und verwendet den Begriff „Aktivität“ als durchgän-
gigen Begriff [WfMC99]. Eine Aktivität wird immer in einem bestimmten 
Kontext („Fall“), abhängig von der Aufgabe und den Ressourcen (z. B. Iden-
tität, Ort) ausgeführt.  
Die WfMC führt ein Metamodell für einen Workflow ein (siehe Abb. 2.10). 
Die Ressource Identität (Role) wird in diesem Metamodell explizit model-
liert. Aktivitäten dienen als verbindendes Element zwischen den Dimensio-
nen. Die Attribute zwischen den einzelnen Komponenten zeigen, welche 
Abhängigkeiten entstehen können (siehe Abb. 2.10).  
 
Abb. 2.10:  WfMC Basic Process Definition Metamodel [Holl95] 
Folgende Komponenteneigenschaften werden (basierend auf dem Metamo-
dell) identifiziert [Müll05]:  
Workflow-Typdefinition (Workflow Type Definition) 
 Prozessname 
 Versionsnummer 
 Start- und Endbedingung des Prozesses 
 Sicherheits-, Prüf- oder andere Kontrolldaten 
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Aktivität (Activity) 
 Name der Aktivität 
 Typ der Aktivität 
 Bedingungen für die Pre- und Post-Aktivitäten 
 Andere zeitliche Beschränkungen 
Übergabebedingungen (Transition Conditions) 
 Fluss- oder Ausführungsbedingungen 
Workflow-bezogene Daten (Workflow Relevant Data) 
 Dateiname und Pfad 
 Datentyp 
Rolle (Role) 
 Name und organisatorische Verknüpfungen 
Aufzurufende Applikation (Invoked Application) 
 Typ und Name der Applikation 
 Benötigte Parameter für die Ausführung der Applikation 
 Pfad der Applikation 
In dem Metamodell eines Workflows (siehe Abb. 2.10) werden alle Kompo-
nenten eines Workflows ersichtlich, die im späteren Verlauf der vorliegen-
den Arbeit Anwendung finden (siehe Kapitel 4).  
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2.5 Workflow-Managementsysteme (WfMS) 
Ein Workflow-Managementsystem unterstützt das Management von auto-
matisierten Geschäftsprozessen. 
„A system that defines, creates and manages the execution of workflows 
through the use of software, running on one or more workflow engines, 
which is able to interpret the process definition, interact with workflow par-
ticipant and, where required, invoke the use of IT tools and applications“ 
[WfMC99, S. 9]. 
Seit 1993 wird in der Workflow Management Coalition (WfMC) die Stan-
dardisierung von Workflows bzw. von Business Process Management 
(BPM) vorangetrieben. Um gemeinsame Charakteristiken und Komponen-
tentypen verschiedener Workflow-Systeme mit gleicher Terminologie zu 
beschreiben, wird das Referenz-Modell für Workflow-Managementsysteme 
definiert [Aals13]. 
Ein Workflow-Managementsystem (WfMS) stellt die Ausführung des 
Workflows sicher. Das Referenzmodell [Holl95] beschreibt einen generi-
schen Aufbau eines Workflow-Managementsystems. Es setzt sich aus ein-
zelnen Modulen zusammen, die über Schnittstellen miteinander interagieren. 
Jedes Modul beschreibt eine Klasse von Anwendungen, die spezifische Auf-
gaben innerhalb des Workflow-Managements übernehmen. Zu diesen Auf-
gaben zählen Modellierungswerkzeuge für Workflow-Modelle, Client-An-
wendungen für Interaktionen mit Endbenutzern, Werkzeuge für die 
Administration bzw. Überwachung von Abläufen, externe Anwendungen, 
sowie ein zentrales Modul (bzw. zentrale Module), um die beschriebenen 
Bestandteile zu integrieren. Das zentrale Modul wird als Workflow-Engine 
bezeichnet. Es führt die definierten Abläufe aus und stellt eine Interaktion 
innerhalb der Engine bereit. Andere Engines können über die eigene Engine 
angebunden werden. Die modulare Organisation und die Beschaffenheit der 
Schnittstellen ermöglichen den Aufbau eines Gesamtsystems durch Soft-
wareeinsatz unterschiedlicher Hersteller. Der schematische Aufbau eines 
WfMS nach WfMC wird in Abb. 2.11 dargestellt.  
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Abb. 2.11:  WfMC-Referenzarchitektur 
WfMS werden genutzt, um Prozessdefinitionen für einen entsprechenden 
Fall (Kontext) zu instanziieren und um Aktivitäten mit Ressourcen zu ver-
knüpfen. Durch die WfMS wird der komplette Lebenszyklus eines Work-
flows von der Definition bis zur Ausführung unterstützt (siehe Kapitel 3.1).  
Für eine Prozessdefinition (ein Prozessmodell) kann es innerhalb des WfMS 
mehrere Prozessinstanzen geben. Eine Prozessinstanz besteht wiederum aus 
Aktivitäten, die mit jeweils konkreten Ressourcen arbeiten. Die Basis, die 
Ableitung einer Prozessinstanz wird als Prozessschema bezeichnet (Bsp.: 
XML-Schema, xsd). Aktivitäten werden mit Applikationen verknüpft (siehe 
Abb. 2.10). Soll eine Aktivität automatisch abgearbeitet werden, so wird eine 
Applikation (Anwendung) aufgerufen. Wenn menschliche Interaktion not-
wendig ist, so wird eine Aufgabe für die entsprechende Rolle erstellt. Nach 
[Holl95] ist eine Aufgabe „[…] the representation of the work to be pro-
cessed (by a workflow participant) in the context of an activity within a pro-
cess instance”. Eine Rolle nutzt ein IT-System, um Aufgaben abzuarbeiten 
bzw. zu erfüllen. Eine Aufgabe wird in vorliegender Arbeit (analog zu 
BPMN [Silv11]) als Benutzeraufgabe bezeichnet, wenn die Rolle zur Abar-
beitung der Aufgabe ein IT-System nutzt (siehe Kapitel 7.2). 
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Die Aktivitäten werden in einem Workflow-Modell spezifiziert und durch 
eine Anwendung oder durch einen Endbenutzer als Benutzeraufgabe ausge-
führt. Die von der WfMC ursprüngliche Bezeichnung eines Work Item soll 
ausdrücken, dass dies eine Benutzeraufgabe also eine von einer Rolle (mod. 
Bezeichnung Workflow Participant [OASI06]) ausgeführte Einheit ist. 
Heute wird meist der Begriff des Human Task verwendet, was gleichbedeu-
tend mit einer Benutzeraufgabe ist.  
In manchen WfMS wird zwischen Benutzeraufgaben und sogenannten Be-
nachrichtigungen (engl. Notifications) unterschieden. Während Benutzer-
aufgaben synchron ausgeführt werden, sind Notifications asynchroner Natur.  
WfMS sind Systeme, die die Definition, Verwaltung und Ausführung der 
Workflow-Modelle durch Software unterstützen. Die Ausführungsreihen-
folge eines Prozessmodells wird mit einer Computer-Repräsentation der 
Workflow-Logik bestimmt (z. B. mit Hilfe eines XML-Dokuments). 
In den folgenden Abschnitten werden die Komponenten eines WfMS einzeln 
vorgestellt: 
2.5.1 Die Workflow-Interfaces 
Ein WfMS besteht (siehe Abb. 2.11) aus mehreren Schnittstellen (engl. in-
terfaces). Das WfMS ist modular aufgebaut, damit betriebliche Anwendun-
gen einzelne Module des WfMS nutzen können, ohne die gesamte Middle-
ware bereitstellen zu müssen. 
Die Schnittstellen eines WfMS sind über eine Workflow-API (WAPI)  
standardisiert worden. In folgender Auflistung werden die Schnittstellen 
kurz erläutert. Eine ausführlichere Definition erfolgt in den Kapiteln 2.5.2 
bis 2.5.6: 
Interface 1: Das Process Definition Tool dient zur Erstellung bzw. Defini-
tion der Geschäftsprozesse. Es ist das Planungswerkzeug, das zum Entwurfs-
zeitpunkt verwendet wird, um den Prozess zu modellieren.  
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Interface 2: Die Client-Apps oder Worklist Handler zeigen die Benutzer-
schnittstelle zum Endbenutzer, der die Aufgaben erledigen soll. Die Bear-
beitung der Aufgabe kann mit einer geeigneten Applikation unterstützt wer-
den oder mittels eines Worklist Handler weitergeleitet werden.  
Interface 3: (Externe) Applikationen werden über Dienste aufgerufen oder 
sind direkt angebunden. 
Interface 4: Workflow Engines sollen als Modul zur Verfügung stehen, um 
bei technischen Skalierungen schnell weitere Engine-Module hinzuzufügen. 
So können z. B. auch weitere Informationssysteme modular angebunden 
werden. 
Interface 5: Hinter der fünften Schnittstelle verbirgt sich das Monitoring der 
ausgeführten Workflows. Die Instanz-Variablen (Daten) werden anhand ei-
ner bestimmten Merkmalsausprägung aggregiert und in graphischer Form 
aufbereitet, um Statistiken über die ausgeführten Instanzen zu erhalten. In 
einem Auftragsprozess wird z. B. für einen Kundenauftrag jeweils eine In-
stanz (eines Modells) geführt.  
In der Architekturbeschreibung (siehe Abb. 2.12) eines WfMS sind keine 
konkreten Technologien oder Techniken standardisiert worden. Die Imple-
mentierungen der WfMS sind je nach Hersteller unterschiedlich. 
2.5  Workflow-Managementsysteme (WfMS) 
63 
 
Abb. 2.12:  WfMS nach [Holl95, S. 14] 
2.5.2 Das Prozessdefinitionswerkzeug 
Das Prozessdefinitionswerkzeug (siehe Abb. 2.12) – dient der graphischen 
Beschreibung eines Workflows (vgl. Kapitel 2.3). Workflows werden in ei-
ner Engine auf Basis der formalen Ausführungssemantik interpretiert. Das 
Modell benötigt somit eine Abbildung in eine formale Ausführungssprache.  
Rollen werden bei der Modellierung der Workflows mit Aktivitäten ver-
knüpft (assoziiert). Damit können die Aktivitäten über die entsprechenden 
Endbenutzer ausgeführt werden. Ein Akteur kann mehrere Rollen mitein-
schließen. Technisch werden Zugriffsberechtigungen in LDAP-Servern 
(siehe Kapitel 2.2.1) gepflegt. 
Heutzutage gibt es eine Vielzahl an Modellierungswerkzeugen, je nach An-
wendungsfall und verwendender Sprache. Ein Prozessdefinitionswerkzeug 
sollte eine Simulationskomponente enthalten, um eine „Machbarkeit“ der 
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Workflows so früh wie möglich abschätzen zu können. Die Simulationskom-
ponente simuliert den Ablauf des modellierten Prozesses, um Schwachstel-
len aufzuzeigen und Verbesserungsvorschläge zu unterbreiten. Durch die Si-
mulation kann festgestellt werden, welche Segmente im Workflow nicht 
durchlaufen wurden oder an welcher Stelle Verzögerungen auftraten, um den 
Workflow in einem nächsten Schritt umzuorganisieren (vgl. Kapitel 2.5.6). 
Natürlich kann eine Simulation nur erfolgreich sein, wenn die getroffenen 
Annahmen zu realistischen Daten führen. Letztendlich sollte stets eine Soll-
Ist-Analyse nach der tatsächlichen Ausführung des Workflows stattfinden, 
um die Simulationskomponenten bzw. die Daten zu verbessern.  
2.5.3 Die Benutzerschnittstelle 
Die Benutzerschnittstelle ist die Komponente, auf die der Kunde bzw. der 
Mitarbeiter des Unternehmens (Workflow-Client) zugreift. Für Benutzerauf-
gaben kann z. B. die Darstellungsform einer Arbeitsliste (engl. Tasklist, 
siehe Abb. 2.12) gewählt werden. In der Form lässt sich die Taskliste nach 
verschiedenen Kriterien organisieren (z. B. Zeitliche-, Ortsgebundene-, Pri-
oritäten-Abfolge). Die Worklists bzw. Tasklists (dt. Arbeitsliste oder Aufga-
benliste) helfen den Rollen, die Aufgaben (Tasks) strukturiert abzuarbeiten. 
Die Arbeitslisten werden von der Workflow-Engine gefüllt. Aus Sicht der 
Benutzerschnittstelle ist es oft möglich, auf den „Pool“ an Arbeitsaufgaben 
zuzugreifen. Falls die Benutzerschnittstelle gegenüber Endbenutzern über 
die Unternehmensgrenzen hinweg angeboten werden, müssen die (mobilen) 
Aspekte der Benutzerschnittstelle berücksichtigt werden, damit die Qualität 
der Leistung garantiert werden kann. 
2.5.4 Die externen Applikationen 
Die Möglichkeit, externe Applikationen in ein WfMS zu integrieren, ist von 
besonderer Bedeutung für Unternehmen, in denen viele unterschiedliche In-
formationssysteme im Einsatz sind. Die Systeme sind integrativ in Verbin-
dung mit anderen betrieblichen Informationssystemen verknüpft. Enterprise 
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Resource Planning (ERP)-Systeme oder Customer Relationship Manage-
ment (CRM)-Systeme sind beispielsweise Vertreter solcher Applikationen 
bzw. IS. Die betrieblichen Informationssysteme integrieren Workflow-
Funktionalität. Aus Sicht des WfMS werden andere Applikationen aufge-
rufen, um z. B. auf ein bestimmtes Ereignis innerhalb des Workflows zu  
reagieren. 
2.5.5 Die WfM-Engine 
Die Workflow-Engine bzw. die WfMS-Engine ist die zentrale Komponente 
eines WfMS. Die Engine führt die Workflows aus. Die definierten Prozesse 
werden in die Ausführungsumgebung deployed (dt. eingespielt). Andere An-
wendungen (bzw. Dienste) werden aufgerufen (invoked), die zur Bearbei-
tung von Aktivitäten notwendig sind. Die Workflow Engine hat u. U. Zugriff 
auf das Organisations- bzw. Rollenmodell einer Unternehmung, um Nutzern 
in Form einer Benutzeraufgabe zu unterstützen bzw. einer Rolle einer Auf-
gabe zuzuteilen.  
In der vorliegenden Arbeit sollen Administrative Workflows und Production 
Workflows (siehe Abschnitt 2.4) unterstützt werden.  
Ad-hoc Workflows und Collaborative Workflows werden nicht betrachtet. 
Ad-hoc Workflows würden beispielsweise Prozessmodell-Varianten erfor-
dern, um möglichst flexibel auf Ad-hoc-Ereignisse reagieren zu können. 
Collaborative Workflows sind wenig strukturiert bzw. automatisierbar. Sie 
sind keine IT-abbildbare Prozesse [Aals98, S. 8]. 
Die Engines sind auf bestimmte Workflow-Sprachen spezialisiert (z. B. 
Petri-Netz, BPEL, BPMN). BPEL eignet sich beispielsweise speziell zum 
Entwurf einer SOA, da die Sprache auf verschiedenen Webservice-Stan-
dards basiert [LeLN11, S. 199ff.]. 
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2.5.6 Die Administration und Überwachung 
Beim „Monitoring“ (Administration, Überwachung) werden Workflow-in-
stanz-bezogene Daten (der sogenannte Prozesskontext) protokolliert und in-
nerhalb von Graphiken bzw. Diagrammen aufbereitet. Innerhalb dieser 
Überwachung werden Prozesskennzahlen aufbereitet. Soll-Ist-Analysen 
können während der Ausführung der Workflows über sogenannte Perfor-
mance-Netze ermöglicht werden [Mevi06]. Die Daten einer bestimmten Pro-
zessinstanz werden ausgewertet. Liegezeiten oder Bearbeitungszeiten kön-
nen gemessen werden. Für die Nachvollziehbarkeit können weitere im 
Workflow-Modell enthaltene Geschäftsdaten analysiert werden. Viele An-
forderungen für das Monitoring werden beispielsweise für die ISO 9000 Zer-
tifizierung verlangt. Führungskräfte bzw. das Management eines Unterneh-
mens erhalten durch diese Informationen eine Steuerungsmöglichkeit. 
Gleichzeitig kann das Management (schnell) reagieren, sofern die Prozess-
kennzahlen von ihrem Soll-Zustand abweichen. Auf Basis der vorgangsbe-
zogenen Daten (Prozesskontext) kann die Effektivität des Workflows ermit-
telt werden. Flaschenhälse werden identifiziert, die zur Reorganisation des 
Workflow-Modells oder zu einer neuen Ressourcen-Aufteilung führen.  
2.6 Einführung in Petri-Netze 
Petri-Netze werden u. a. als graphische Modellierungssprache für Work-
flows benutzt. Der größte Vorteil von Petri-Netzen gegenüber anderen Mo-
dellierungssprachen ist ihre Eigenschaft, direkt nach der Modellierung aus-
geführt und simuliert werden zu können. Workflows als Automatisierung 
von Geschäftsprozessen können mit Petri-Netzen umgesetzt werden 
[AAAM97, Aals98, Ober96, RiSt04].  
Die Modellierungssprache bzw. Ausführungssprache ist ursprünglich von 
Carl Adam Petri in der Dissertation „Kommunikation mit Automaten“ vor-
gestellt worden [Reis10b]. Basierend auf diesem Ansatz sind seit 1962, der 
Veröffentlichung der Dissertation, viele wissenschaftliche Beiträge ent- 
standen [Pete77]. Zahlreiche Erweiterungen, wie z. B. die Zeitstrukturen 
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[Ober90], wurden in die Petri-Netze integriert. Mit der Modellierung von 
Petri-Netzen kann das Systemverhalten, also auch das Verhalten betriebli-
cher Abläufe (Workflows), dargestellt werden. Aus dieser Motivation heraus 
beschreibt [Aals96] drei Gründe, weshalb Petri-Netze gerade in WfMS von 
Vorteil sind: 
1. Besitzen eine formale Semantik und eigenen sich  
zur graphischen Darstellung 
2. Sind Zustand- und Ereignisbasiert 
3. Verfügbarkeit vieler Analyseverfahren 
Die Grundlagen von Petri-Netzen behandeln sowohl die statische Struktur 
als auch das dynamische Verhalten. Die als einfaches Petri-Netz bezeichnete 
Modellierungssprache (Grundform) besteht aus einem einfachen Aufbau mit 
vier Sprachkonzepten, die in folgender Abb. 2.13 in graphischer Form dar-
gestellt sind.  
 
Abb. 2.13:  Elemente eines Petri-Netzes 
Eine Stelle, eine Transition, eine Kante und die Marke als Komponenten ei-
nes einfachen Petri-Netzes sind dargestellt (siehe Abb. 2.13). Netzelemente 
sind Stellen und Transitionen, die jeweils über Kanten miteinander verknüpft 
sind. Eine Marke wird als ausgefüllter Kreis graphisch dargestellt. In einfa-
chen Petri-Netzen sind Marken nicht unterscheidbar. In höheren Petri-Net-
zen können Marken (farbig) unterschieden werden.  
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Die Elemente besitzen innerhalb des Netzes jeweils unterschiedliche  
Funktionen:  
Eine Stelle soll eine Bedingung als statischer Bestandteil eines Petri-Netzes 
ausdrücken. Transitionen repräsentieren Aktivitäten und stellen den dynami-
schen Anteil eines Petri-Netzes dar. Der Kontrollfluss entsteht innerhalb ei-
nes Petri-Netzes, indem Stellen und Transitionen über Kanten jeweils ab-
wechselnd verbunden werden und somit eine Reihenfolge innerhalb des 
Modells festlegen. Die Marken legen den Kontrollfluss fest, da sie entspre-
chende Zustände innerhalb der Stelle ausdrücken. Der einfache Aufbau eines 
Petri-Netzes unterscheidet die Notation von den bereits erwähnten BPMN 
oder UML-Aktivitätsdiagramme, die wesentlich mehr Sprachkonzepte be-
sitzen. Die komplette Geschäftslogik eines Prozesses wird in Petri-Netz-Mo-
dellen mit Hilfe der gerade vorgestellten Elemente abgebildet. Die Modelle 
besitzen eine formale Syntax mit zugehöriger Semantik [Ober90, S. 98, 
RiSt04, S. 72]. Die formale Definition fasst die bisher textuell beschriebenen 
Elemente eines Petri-Netz-Modells zusammen [ReRo98]:  
Definition 1: Petri-Netz 
Ein Petri-Netz ist ein Tripel 𝑁 = (𝑆, 𝑇, 𝐹) mit  
 𝑆 (Stellen), 𝑇 (Transitionen) sind endliche Mengen, 
 𝑆 ∩  𝑇 = ∅ 
 𝑆 ∪  𝑇  ≠ ∅ 
 𝐹 ⊆  ( 𝑆 × 𝑇 )  ∪  ( 𝑇 ×  𝑆 ) ist eine binäre Relation über 𝑆 ∪ 𝑇 
In der Definition 1 wird ein bipartiter, gerichteter Graph beschrieben, der 
jedoch noch keine Aussage über das Verhalten innerhalb des Modells gibt. 
Diese, auch als Dynamik bezeichnete Eigenschaft eines Petri-Netzes, ist not-
wendig, um das Verhalten des Geschäftsprozesses bzw. Workflows abzubil-
den. Dazu werden Marken verwendet. Die Menge aller Marken im Petri-
Netz wird als Markierung bezeichnet [ReRo98].  
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Definition 2: Markierung 
Eine Markierung m eines Petri-Netzes 𝑁 = (𝑆, 𝑇, 𝐹) ist eine Abbildung 
𝑚 ∶ 𝑆 →  ℕ. 
 𝑛 = |𝑆| (Anzahl der Stellen) 
 𝑚𝑖 ∈  ℕ ∀ 𝑖 = 1, … , 𝑛 (Anzahl der Marken in Stelle 𝑖) 
Die Markierung beschreibt für jede Stelle die Anzahl der darin enthaltenen 
Marken. Die Bedeutung einer Markierung ist wie folgt definiert [ReRo98]: 
Definition 3: Markiertes Petri-Netz 
Ein Petri-Netz 𝑁 = (𝑆, 𝑇, 𝐹) mit der Markierung 𝑚 wird als markiertes 
Petri-Netz (𝑆, 𝑇, 𝐹, 𝑚) bezeichnet.  
Beim Systemverhalten eines Modells müssen Übergänge von Zustand zu 
Zustand nachvollziehbar sein. Für diese Zustandsübergänge einfacher mar-
kierter Petri-Netze müssen Schaltregeln definiert werden. Vor- und Nachbe-
reiche von Netzelementen müssen definiert werden. Der Vorbereich be-
zeichnet die Menge der Netzelemente, die eine ausgehende Verbindung zum 
aktuell betrachteten Netzelement hat. Der Nachbereich bezeichnet die 
Menge der Netzelemente, die vom aktuell betrachteten Netzelement ausgehen. 
Die Definition des Vorbereichs • 𝑥 eines Netzelements wird in folgendem 
Ausdruck formal eingeführt [Dese92, S.16]: 
 • 𝑥 = {𝑦 ∈ 𝑆 ∪ 𝑇 | (𝑦, 𝑥) ∈ 𝐹}, 𝑥 ∈ 𝑆 ∪ 𝑇  (Vorbereich) 
Die Definition des Nachbereichs eines Netzelements wird in folgendem 
Ausdruck formal eingeführt [Dese92, S.16]: 
 𝑥 •= {𝑦 ∈ 𝑆 ∪ 𝑇 | (𝑥, 𝑦) ∈ 𝐹}, 𝑥 ∈ 𝑆 ∪ 𝑇  (Nachbereich) 
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Die Schaltregeln eines Petri-Netzes werden mit Hilfe der Definition von 
Vor- und Nachbereich formal beschrieben [Dese92, S.17]: 
Definition 4: Schaltregel 
Eine Markierung 𝑚 aktiviert eine Transition 𝑡, wenn 𝑚(𝑠) > 0 für alle  
𝑠 ∈ • 𝑡 . Falls 𝑡 unter 𝑚 aktiviert ist, kann 𝑡 schalten. Nach dem Schalten 
von 𝑡 kommt es zu der Folgemarkierung 𝑚′: 
 𝑚′(𝑠) =  {
𝑚(𝑠),             wenn 𝑠 ∉ •𝑡 ∧ 𝑠 ∉ 𝑡• 
𝑚(𝑠)−1,      wenn 𝑠 ∈ •𝑡 ∧ 𝑠 ∉ 𝑡•
𝑚(𝑠)+1,      wenn 𝑠 ∉ •𝑡 ∧ 𝑠 ∈ 𝑡• 
𝑚(𝑠),           wenn 𝑠 ∈ •𝑡 ∧ 𝑠 ∈ 𝑡•
 
Ein Schaltvorgang wird durch 𝑚 →𝑡  𝑚′ beschrieben.  
Die obige Definition zeigt, dass Transitionen durch das Schalten die Anzahl 
der jeweils vorhandenen Marken in den Stellen beeinflussen, was mit den 
vier verschiedenen Fällen zum Ausdruck gebracht wird:  
 Die Anzahl der Marken einer Stelle, die sich nicht im Vor- oder 
Nachbereich einer Transition befindet, wird nicht verändert.  
 Ist die Stelle Teil des Vorbereichs einer Transition, wird die Anzahl 
der enthaltenen Marken um eins reduziert.  
 Ist die Stelle Teil des Nachbereichs, wird eine Marke in die entspre-
chende Stelle hinzugefügt.  
 Wenn sich vor Beginn des Schaltvorgangs im Vor- und Nachbereich 
eine Marke in der jeweiligen Stelle befindet, ändert sich die Anzahl 
Marken innerhalb der jeweiligen Stelle nicht. 
Im weiteren Verlauf der vorliegenden Arbeit wird eine Transition jeweils 
mit einer Aktivität assoziiert. Die Ausführung der Aktivität transportiert eine 
oder mehrere Marken in die Folgemarkierung während sie eine bzw. meh-
rere Marken der Vorgängermarkierung konsumiert. Mit dieser Eigenschaft 
kann ein Kontrollfluss - wie in Kapitel 2.3 beschrieben - abgebildet werden. 
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Abb. 2.14:  Schaltvorgänge in Petri-Netzen 
In Abb. 2.14 sind verschiedene Kontrollflüsse innerhalb eines Petri-Netzes 
dargestellt. Eine Besonderheit ist die dargestellte Nebenläufigkeit. Die bei-
den Ablaufstränge (t1, t2) sind voneinander unabhängig. In Abb. 2.14 wird 
jeder einzelne (Ablauf-)Schritt des Petri-Netzes nach den Zeitpunkten 0 bis 
4, jeweils nach dem Schaltvorgang, dargestellt. Beim Zeitpunkt 0, also beim 
Start, besitzt das Petri-Netz die Anfangsmarkierung 𝑚0 = (1, 0, 0, 0, 0, 0). 
Nach Definition 4 wird Transition t0 aktiviert und kann schalten. Ergebnis 
des Schaltens (𝑚0 →
𝑡0  𝑚1) von t1 lässt sich zum Zeitpunkt 1 erkennen. Die 
Markierung 𝑚1 = (0, 1, 0, 1, 0, 0) zeigt an, dass die Transitionen t1 und t2 
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schalten können. Bei Zeitpunkt 2 schaltet die Transition t1. Dies ist aller-
dings nicht vorgegeben. Es könnte auch erst Transition t2 schalten. Die Mar-
kierung 𝑚2 = (0, 0, 1, 1, 0, 0) entsteht nach dem Schaltvorgang 
𝑚1 →
𝑡1  𝑚2. Nur Transition t2 kann schalten, da t3 auf Grund des unvoll-
ständigen Vorbereichs (fehlende Marke) noch nicht aktiviert ist. Das Petri-
Netz schaltet 𝑚2 →
𝑡2  𝑚3 und führt zu 𝑚3 = (0, 0, 1, 0, 1, 0). Zu diesem 
Zeitpunkt kann nur t3 schalten 𝑚3 →
𝑡3  𝑚4. Der Kontrollfluss endet mit der 
Markierung 𝑚3 = (0, 0, 0, 0, 0, 1). 
2.7 Einführung in die Business Process 
Modeling and Notation 
Das Business Process Model & Notation (BPMN) beinhaltet eine Flowchart-
basierte Sprache, die 2004 von der (BPMI) verabschiedet wurde [Whit04]. 
Im Jahr 2006 wurde die Version 1.0 veröffentlicht. Seit 2011 besitzt die 
Sprache eine formale Beschreibung, so dass sie technisch ausgeführt werden 
kann [ObMG10a]. Die Sprache erhielt zudem eine Erweiterungsmöglichkeit 
und wurde letztendlich am 15.07.2013 zu einem internationalen Standard 
ISO/IEC 19510:2013. Während Petri-Netze ursprünglich nicht ausschließ-
lich für das Geschäftsprozessmanagement konzipiert wurden, ist das BPMN 
konsequent an den Anforderungen dieser Disziplin ausgerichtet worden. Die 
Modellierung mit BPMN gewährleistet eine eindeutige und kompakte Dar-
stellung von Abläufen. Neben einer einfach zu verwendeten Geschäftspro-
zessmodellierungssprache war das Ziel von BPMN, die Prozessautomatisie-
rung zu unterstützen [WhMi08, S. 24ff]. Mit Hilfe der verschiedenen 
Sprachkonzepte von BPMN können sowohl fachliche als auch technische 
Modelle angefertigt werden. Die Sprache eignet sich insbesondere zur Über-
windung des Business-IT-Gaps, um eine Brücke zwischen Fach- und IT-
Abteilungen zu schlagen. Die Fachabteilungen modellieren die Geschäfts-
prozesse aus ihrer Sicht bzw. ihrem Blickwinkel, während die IT-
Abteilungen die Prozesse in einem weiteren Schritt verfeinern bzw. konkre-
tisieren, damit diese zur technischen Ausführung als Workflows verwendet 
werden können. Die Sprache beinhaltet zusätzlich eine Abbildungsvorschrift 
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in die ausführbare BPEL [ObMG09]. Jedoch ist solche eine Transformation 
seit der Version 2.0 nicht mehr notwendig, da BPMN 2.0 direkt ausgeführt 
werden kann [ObMG10a].  
Die vielen Symbole und Dekorationen (der BPMN) mit ihren Varianten ma-
chen die Modellierung vergleichsweise komplex. Die BPMN 2.0-Modelle 
sind daher für das ungeübte Auge eines Neuanwenders schwer verständlich. 
Demgegenüber besitzen die Petri-Netze nur wenige Sprachelemente, 
wodurch eine eindeutige Beschreibung der möglichen Verläufe eines Ge-
schäftsprozesses erlaubt wird. BPMN 2.0 verfolgt eine andere Strategie, in-
dem eine Vielzahl an spezialisierten Sprachkonzepten geschaffen wurde. 
Auf Grund dieser Tatsache wird eine Einschränkung der Auswahl der 
BPMN-Elemente — je höher die Abstraktionsebene — empfohlen 
[FrRH10]. Es wird oft zwischen strategischer, operativer und technischer 
Ebene unterschieden [FrRH10]. Welche Vor- und Nachteile die Sprache lie-
fert, wird in vorliegender Arbeit nicht erörtert. 
BPMN-Elemente: 
In BPMN 2.0 lassen sich fünf Kategorien von BPMN-Elementen unterschei-
den [ObMG10a]: 
 Flusselemente (engl. Flow Objects) 
 Verbindungselemente (engl. Connecting Objects) 
 Artefakte (engl. Artifacts) 
 Datenobjekte (engl. Data Objects) 
 Swimlanes 
Flusselemente: 
Betriebliche Abläufe werden in der BPMN 2.0 hauptsächlich mit Flussele-
menten modelliert. Die Flusselemente werden über sogenannte Sequenzflus-
selemente miteinander verknüpft, um einen oder mehrere Pfade durch das 
Geschäftsprozessmodell zu gewährleisten. Folgende Elemente stehen zur 
Verfügung: 
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 Aktivitäten (engl. Activities) 
 Gateways 
 Ereignisse (engl. Events) 
Aktivitäten sind in BPMN 2.0 Tätigkeiten, die durchgeführt werden. Die 
Ausführung einer Aktivität beansprucht eine gewisse Zeitspanne. Wenn eine 
Aktivität atomar ist und nicht in weitere Einzelschritte zerlegt wird, kann sie 
auch als Aufgabe (engl. Task) bezeichnet werden. Zusammengesetzte Akti-
vitäten werden als Subprozesse (engl. Subprocess) benannt [FrRH10]. Der 
Subprozess kann in BPMN ein eigenständiges Prozessmodell sein 
[FrRH10]. Subprozesse können in BPMN 2.0 auf- und zugeklappt innerhalb 
von Modellen dargestellt werden. Zugeklappt werden die Subprozesse mit 
Hilfe eines Plus-Zeichens („+“) und einem quadratischen Rahmen als Deko-
ration der Aktivität dargestellt. In Abb. 2.15 werden beide Darstellungen 
demonstriert. 
 
Abb. 2.15:  Aktivitäten und Subprozesse in BPMN [ObMG10a]. 
Für das Symbol der Aktivität existieren weitere Dekorationen als Markie-
rungen (z. B. eine Schleife) oder als Typisierungen (Tasktypen). Markie-
rungen verleihen der Aktivität eine besondere Ablaufsteuerung. Typisierun-
gen verleihen der Aktivität ein bestimmtes Verhalten (z. B. eine Manuelle 
Aktivität). Die Markierungen und Typisierungen sind generell miteinander 
kombinierbar. Weitere Spezifikationen, wie z. B. Transaktions- und Ereig-
nisteilprozesse bzw. Aufrufaktivitäten können der BPMN-Spezifikation ent-
nommen werden [ObMG10a]. 
Mit Gateways werden Verzweigungen sowie Zusammenführungen von  
Sequenzflüssen modelliert. An den ausgehenden Sequenzflüssen an einem 
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Gateway werden Entscheidungen bzw. Bedingungen getroffen. Es gibt da-
tenbasierte und ereignisbasierte Gateways, die in Form einer Raute model-
liert werden. Zur Differenzierung der verschiedenen Arten werden die Gate-
ways mit Dekorationen versehen. In Abb. 2.16 werden drei verschiedene 
Gateway-Arten dargestellt.  
 
Abb. 2.16:  XOR-, UND-, und Inklusives Gateways in BPMN 
Bei einem exklusiven ODER-Gateway (XOR) wird eine der ausgehenden 
Sequenzflusskanten aktiviert. Bei einer Zusammenführung eines XOR wird 
der Sequenzfluss bei der Aktivierung einer Verbindung weitergeleitet. Das 
parallele Gateway repräsentiert eine UND-Verknüpfung bzw. –Zusammen-
führung. Der Sequenzfluss wird an alle ausgehenden Sequenzflussverbin-
dungen weitergeleitet. Bei einer Zusammenführung wird auf jede einge-
hende Sequenzflussverbindung gewartet. Ein inklusives ODER-Gateway 
leitet an mindestens eine ausgehende Verbindung weiter (m aus n). Die ana-
loge Zusammenführung wartet auf mindestens einen aktivierten eingehen-
den Sequenzfluss (m aus n). Ein komplexes Gateway erlaubt mehrschichtige 
Entscheidungen. Darüber hinaus existieren Ereignisbasierte Gateways aus-
schließlich als Verzweigung. Eintretende Ereignisse (nach dem Gateway 
modelliert) entscheiden, welche Sequenzfluss-Verbindung aktiviert wird. 
Weitere Verzweigungen können über nicht-unterbrechende Ereignisse oder 
den sogenannten Conditional Flow erzielt werden [ObMG10a]. 
Ereignisse können in BPMN 2.0 an vielen Stellen im Kontrollfluss im Ge-
schäftsprozessmodell platziert werden [ObMG10a]. Die Sprache unterschei-
det zwischen Start-, Zwischen- und Endereignissen. Mit dem Eintreten eines 
Startereignisses wird automatisch eine Prozessinstanz initiiert. Zwischener-
eignisse werden einerseits innerhalb des Sequenzfluss als ein- oder aus- 
lösendes Ereignis modelliert. Andererseits besteht die Möglichkeit, Zwi-
2  Grundlagen 
76 
schenereignisse an Aktivitäten als angeheftetes Zwischenereignis zu model-
lieren. Tritt ein Start- oder eintretendes Zwischenereignis ein, so wird der 
ausgehende Sequenzfluss aktiviert. Bei einem Endereignis wird der Se-
quenzfluss oder der ganze Prozess beendet. In Abb. 2.17 ist die Grundform 
des Start-, Zwischen- und Endereignisses dargestellt, die mit verschiedenen 
Dekorationen typisiert werden können [ObMG10a]. Ein Timer-Ereignis er-
laubt z. B. die Definition eines Zeitpunktes oder Zeitintervalls. Start- und 
Zwischenereignisse können mit gestrichelten Linien gezeichnet werden. 
Dies bedeutet, dass der aktuelle Sequenzfluss nicht unterbrochen wird,  
jedoch ein zusätzlicher Sequenzfluss bei Eintreten des Ereignisses abge-
spalten wird.  
 
Abb. 2.17:  Start-, Zwischen-, und Endereignis in BPMN 
Verbindungselemente: 
Drei Arten von Verbindungselementen werden unterschieden: 
 Sequenzflüsse (engl. Sequence Flow) 
 Nachrichtenflüsse (engl. Message Flows) 
 (Daten-)Assoziationen (engl. (Data) Associations) 
 
Abb. 2.18:  Verbindungselemente in BPMN 
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Flusselemente werden mit Sequenzflüssen (siehe Abb. 2.18) miteinander 
verbunden, wodurch der Ablauf (Pfad) im Modell manifestiert wird. Nach-
richtenflüsse werden benutzt, um Kommunikationsbeziehungen zwischen 
unterschiedlichen Systemen bzw. Beteiligten abzubilden. Assoziationen 
können wie Sequenz- oder Nachrichtenflüsse gerichtet sein. Mit Assoziatio-
nen werden Verknüpfungen zwischen Datenobjekten und Flusselementen 
dargestellt. Im BPMN 2.0 Metamodell sind Assoziationen als spezielle Ar-
tefakte eingeführt worden [ObMG10a]. 
Artefakte: 
Die Kategorie der Artefakte umfasst Elemente, die den Sequenzfluss bzw. 
den Ablauf der Prozessinstanz nicht beeinflussen. Sie dienen als zusätzliche 
Informationen innerhalb eines BPMN-Diagramms. In der Spezifikation von 
BPMN [ObMG10a] werden die Artefakte als Erweiterungspunkte für domä-
nenspezifische Objekte definiert. Folgende Standard-Artefakte werden in 
BPMN 2.0 definiert: 
 Gruppierungen (engl. Groups) 
 Anmerkungen (engl. Text Annotations) 
Eine Gruppierung dient als Markierung von zusammengehörigen Elementen 
innerhalb des Diagramms. Anmerkungen sind meist nutzerspezifische Kom-
mentare zum besseren Verständnis des Flusselementes.  
Datenobjekte: 
Datenobjekte sind elektronische Dokumente oder Datensätze einer Daten-
bank, die mit Daten-Assoziationen mit den Flussobjekten bzw. Sequenzflüs-
sen verknüpft werden. Es gibt mehrere Arten von Datenobjekten: 
 Datenobjekte (engl. Data Objects) 
 Listen-Datenobjekte (engl. List Data Objects) 
 Input-Datenobjekte (engl. Data Inputs) 
 Output-Datenobjekte (engl. Data Outputs) 
 Datenspeicher (engl. Data Stores) 
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Die Input-Datenobjekte werden von einer Quelle der Prozessinstanz zuge-
führt, während Output-Datenobjekte Ergebnis einer Instanz sind. Datenob-
jekte „fließen“ (mit dem Sequenzfluss) durch den Prozess und werden wäh-
renddessen gelesen und verändert. Diese auch als Prozesskontext 
bezeichneten Daten können mit Hilfe der Daten-Objekte in gesonderten Da-
tenspeichern abgelegt werden, damit sie z. B. auch nach dem Beenden der 
Prozessinstanz verfügbar bleiben.  
Swimlanes: 
Die Swimlanes werden genutzt, um verschiedene Entitäten innerhalb von be-
trieblichen bzw. überbetrieblichen Abläufen voneinander abzugrenzen. Die 
Entitäten können verschachtelt werden, indem sogenannte Lanes innerhalb 
des Pools eingeführt werden. Mit Lanes können z. B. Abteilungen, verschie-
dene Auftraggeber oder Rollen abgebildet werden. Pools enthalten jeweils 
einen vollständigen Geschäftsprozess einer beteiligten Entität. Sequenz-
flüsse dürfen daher die Grenzen eines Pools nie überschreiten. Pools kon-
trollieren bzw. verwalten das Modell. Ein Pool kann in BPMN 2.0 zusam-
mengeklappt (als Black Box) oder aufgeklappt mit einem zugehörigen 
Modell illustriert werden. Ein BPMN-Kollaborationsdiagramm ermöglicht 
die Visualisierung von Kommunikationsbeziehungen zwischen mehreren 
Entitäten. Die Prozesse der jeweiligen Pools sind unabhängig voneinander 
bzw. müssen wiederum als eigenes System betrachtet werden (z. B. eigenes 
Callback-Interface für asynchrone Kommunikation), die über Nachrichten-
flüsse miteinander kommunizieren. Innerhalb von Pools dürfen keine Nach-
richtenflüsse stattfinden.  
BPMN-Diagrammarten: 
In BPMN 2.0 sind unterschiedliche Diagrammarten spezifiziert:  
 Prozessdiagramme 
 Kollaborationsdiagramme 
 Choreographiediagramme 
 Konversationsdiagramme 
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Ein modelliertes Prozessdiagramm beschreibt die Ablaufpfade eines Ge-
schäftsprozesses in Form eines Modells. Die bisher vorgestellten Sprachkon-
zepte werden innerhalb dieser Diagrammart angewandt. Innerhalb von Kol-
laborationsdiagrammen werden Nachrichtenflüsse zwischen verschiedenen 
Entitäten (Identitäten, Teilnehmern) graphisch modelliert. Die Prozessde-
tails werden vollständig verborgen, so dass nur die gemeinsame Interaktion 
sichtbar wird. Choreographie- und Konversationsdiagramme sollen eine 
noch übersichtlichere Darstellung der Entitäten Prozessübergreifender Ab-
läufe liefern. Bei Choreographiediagrammen werden Aktivitäten modelliert, 
die den Informationsaustausch der Entitäten explizit darstellen. Innerhalb 
von Konversationsdiagrammen werden die Kommunikationsbeziehungen 
auf sogenannte Konversationen reduziert, indem logisch zusammengehörige 
Nachrichtenflüsse zusammengeführt werden. Die Konversationen können 
über Konversationslinks mit den kollaborierten Pools der Entitäten ver-
knüpft werden. Im Rahmen der vorliegenden Arbeit werden Prozessdia-
gramme verwendet, wie beispielsweise in [Silv11] empfohlen wird. 
Eine ausführliche Einführung in die Modellierungssprache BPMN 2.0 wird 
in [Allw09, FrRH10, Silv11] geliefert. 
2.8 Modelle zur Endbenutzerklassifikation 
Technische Applikationen bzw. mobile Apps werden für eine bestimmte 
Aufgabe und für eine bestimmte Nutzergruppe angefertigt [Appl15]. Für die 
Identifizierung potentieller Nutzer von mobilen Diensten (siehe Anhang B) 
werden verschiedene Begriffe voneinander abgegrenzt:  
 Unter einer Klassifikation wird das Ergebnis der Klassifizierung 
(Kategorisierung) verstanden. Es bezeichnet das Verhalten bzw. die 
Eigenschaften einer bestimmten Klasse. Falls die Klassen vorab 
nicht bekannt sind, wird in vorliegender Arbeit von Segmentierung 
bzw. Segmenten gesprochen. Diese können z. B. Ergebnis einer 
Clusteranalyse [Lehn09, S. 265ff] sein und führen zu Gruppen mit 
neuen charakteristischen Eigenschaften. 
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 Bei einer Klassifizierung wird eine Nutzergruppe in kleinere Teil-
gruppen unterteilt, um dann für die kleineren Teilgruppen Lösungen 
anzubieten, die für die größere Gruppe nicht möglich sind. So wird 
der Markt potentieller Endbenutzer in verschiedene Klassen von 
Endbenutzern nach Zielen, Vorlieben, bestimmten Eigenschaften 
(Alter), Fähigkeiten, Wünschen oder anderen Charakteristika aufge-
spalten.  
 Marketingmaßnahmen bzw. die Produkte werden nur genutzt, wenn 
entsprechende Endbenutzergruppen nach Anforderungen der Kun-
den berücksichtigt wurden [SeWC10, LöPe01, McDu07].  
 Erst wenn die Benutzergruppe eindeutig klassifiziert ist, kann eine 
Aussage über das letztendliche Produkt (z. B. eine Applikation) ge-
troffen werden [FiCh97]. Zentraler Schlüssel zum Erfolg einer App 
sind die Informationen über die Endbenutzer (hier: Eigenschaften, 
Präferenzen, Wünsche) [FeHS06]. 
 Eine Klassifikation besteht aus den Dimensionen: Demographie, 
Psychographie und Verhalten der Endbenutzer [GiKe03].  
o Demographie bezeichnet die quantitative Betrachtung der 
menschlichen Bevölkerung eines Landes (einer Gruppe). Dabei 
stellt die Demographie eine grundsätzliche Möglichkeit dar, be-
stimmte Gruppierungen nach Anzahl oder nach bestimmten 
Merkmalen zu erstellen. Die demographischen Unterdimensio-
nen sind Alter, Geschlecht, Lohn, Religion, Familienstand oder 
Bildungsstand [GiKe03].  
o Die Psychographie beinhaltet Merkmale bzw. Einstellungen der 
Persönlichkeit der Endbenutzer (z. B. Interessen, Aktivitäten, 
Lebensstil oder bestimmte Werte und Meinungen).  
2.8  Modelle zur Endbenutzerklassifikation 
81 
 Am Produkt (App) kann über bestimmte Messungen des Kauf- und 
Nutzungsverhalten der Endbenutzer ein sogenanntes Verhaltens-
muster festgestellt werden. Dabei werden Reaktionen auf Preise oder 
Werbemaßnahmen in bestimmten Kategorien erfasst.  
 Psychographie und das Verhalten der Endbenutzer lassen sich nicht 
unabhängig voneinander betrachten, d.h. eine gegenseitige Beein-
flussung kann nicht ausgeschlossen werden. Überschneidungen las-
sen sich z. B. in der Innovationsbereitschaft oder dem Übernahme-
verhalten von Endbenutzern erkennen. 
Die geographischen Eigenschaften werden als weitere Dimension bei der 
Klassifizierung von Endbenutzern berücksichtigt. Kulturelle Unterschiede 
führen zu einem anderen Nutzungsverhalten, das nicht vernachlässigt wer-
den darf [CLKJ05, PaCh02]. 
Um eine Klassifikation (mobiler) Endbenutzer zu erhalten, werden Akzep-
tanzkriterien neuer Technologien bzw. mobiler Apps in der Gesellschaft ana-
lysiert. Bei der Einführung von (betrieblichen) Informationssystemen hat 
sich die Anwendung das Technology Acceptance Model (TAM) als Standard 
etabliert [KiHe06, DaBW89, GeCa02]. Ob das TAM auch für mWfMS ge-
eignet ist, wird im Verlauf von Anhang B erörtert. Das TAM wurde aus dem 
Theory of Reasoned Action (TRA) [FiAj75] und der Theory of Planned Be-
haviour (TPB) [Ajze91] entwickelt [Davi86, Davi89]. 
Das TAM basiert auf den Begriffen „Perceived Usefulness“ und dem „Per-
ceived Ease of Use“. Das „Perceived Usefulness“ verdeutlicht den Glauben 
der Nutzer, dass das Produkt ihre Tätigkeit (vgl. Benutzeraufgabe) unter-
stützt. „Perceived Ease of Use“ hingegen zeigt, ob der Nutzer die Technolo-
gie bzw. das Produkt einfach anwenden kann. Die verschiedenen Produkte 
werden in binären Variablen, den sogenannten „Design Features“ (siehe 
Abb. 2.19), abgebildet und verdeutlichen damit die Motivation der Endbe-
nutzer [Davi86, S. 25-27]. 
Im TAM beeinflussen die zwei zentralen Elemente „Perceived Usefulness“ 
und „Perceived Ease of Use“ das Element „Attitude Toward Using“ (siehe 
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Abb. 2.19). Die „Attitude Toward Using“ mündet wiederum in die „Actual 
System Use“. Außerhalb der gestrichelten Linie (siehe Abb. 2.19) werden 
die gemessenen Daten analysiert, wohingegen die Daten der „User Motiva-
tion“ (siehe Abb. 2.19) über Endbenutzerbefragungen erhoben werden. 
 
Abb. 2.19:  TAM nach [Davi86, S. 24] 
Das TAM dient als Basis für weitere Technologie-Akzeptanzmodelle 
[VMDD03, DaBW92, VeDa00]. Diese Weiterentwicklungen beziehen sich 
auf eine Erweiterung des Perceived Enjoyment [DaBW92, VeDa00]. Die Er-
weiterungen sind notwendig, da das TAM die Wirkungszusammenhänge nur 
grob darstellen lässt und das „Warum“ oft nicht explizit beantwortet werden 
kann [Bago07]. 
Das Diffusionsmodell misst die Innovationsbereitschaft bei der Nutzung von 
neuen Technologien [Roge03]. Die Diffusion von Innovationen wird als Pro-
zess erfasst, der durch Verbreitung in der Gesellschaft stattfindet [Roge03]. 
Es werden fünf Nutzergruppen (sogenannte Adoptoren) untersucht 
[Roge03]:  
 Innovatoren 
 frühe Übernehmer 
 frühe Mehrheit 
 späte Mehrheit 
 Nachzügler 
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Die Adoptoren lassen sich innerhalb eines Lebenszyklusmodells eines fik-
tiven Produktes nach zeitlichen Phasen voneinander abgrenzen (siehe  
Abb. 2.20). 
 
Abb. 2.20:  Produktlebenszyklus mit Adoptoren, nach [Roge03, Fig. 7-3] 
An der Gruppe der „Frühen Übernehmer“ (siehe Abb. 2.20) lässt sich erken-
nen, dass die Gruppe der „Frühen Mehrheit“ mit der „Späten Mehrheit“ die 
anderen Nutzergruppen überragen. Auch von der zeitlichen Dimension  
her behaupten sich diese Endbenutzergruppen (siehe Abb. 2.20). 
[Roge03, S. 282ff] bezeichnet den Punkt, an dem die „frühe Mehrheit“ von 
den „Frühen Übernehmern“ den Erwerb des Produktes übernehmen als „kri-
tischen Punkt“ beim Vertrieb des Produktes. Ob das Produkt erfolgreich ist, 
wird an diesem „kritischen Punkt“ entschieden [Roge03, S. 282ff]. „Innova-
toren“ besitzen ein überdurchschnittliches Grundeinkommen und haben Lust 
auf Innovation. Die „frühen Übernehmer“ unterscheiden sich durch das nied-
rigere Grundeinkommen (pro Kopf) gegenüber den „Innovatoren“. Die 
„Nachzügler“ sind meist ältere Menschen mit niedrigerem Grundeinkom-
men. Sie zeichnen sich durch Traditionsbewusstsein aus und distanzieren 
sich von Technik [Roge03, S. 282ff].  
2  Grundlagen 
84 
 
Abb. 2.21:  Diffusionsmodell nach [Roge03] 
Der Produktlebenszyklus (siehe Abb. 2.20) lässt sich zusätzlich kumuliert 
abbilden, um die Marktanteile genauer zu betrachten (siehe Abb. 2.21). 
[Roge03, S. 282ff] identifiziert folgende Eigenschaften der Adoptoren: 
 Innovatoren: obere Gesellschaftsschicht, jung, weltoffen,  
gute Ausbildung, finanziell flexibel. 
 Frühe Übernehmer: breite Gesellschaftsschicht, lokal orientiert, 
starke soziale Bindungen.  
 Frühe Mehrheit: obere Mittelschicht. 
 Späte Mehrheit: untere Gesellschaftsschicht, begrenzte  
finanzielle Mittel. 
 Nachzügler: untere Gesellschaftsschicht, wenig finanzielle Mittel, 
älter, kein enges soziales Umfeld.  
In [Roge03, S. 263-267] werden fünf verschiedene Faktoren identifiziert, 
die bei der Diffusion von Innovationen entscheidend sind: 
1. relativer, subjektiver Vorteil gegenüber anderen Technologien 
(„Perceived Usefulness“). 
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2. passend zu Erfahrungen und Wertschätzung des Endbenutzers 
3. Komplexität des Produktes bei der Anwendung  
(„Perceived Ease of Use“) 
4. Möglichkeit des Ausprobierens 
5. Wahrnehmbarkeit im sozialen Umfeld 
TAM und Diffusionsmodell zur Messung der technologischen Innovations-
bereitschaft wurden erfolgreich mit Technologieprodukten getestet. Mo-
delle, die Nutzergruppen innerhalb von mobiler IKT untersuchen, werden in 
Anhang B betrachtet.  
2.9 Entwurf einer Softwarearchitektur 
Eine Softwarearchitektur bzw. Softwaressysteme werden aus Sicht der un-
terschiedlichen Stakeholder dargestellt [Kruch95]. Das „4+1 view model“ 
beschreibt die verschiedenen Sichten (siehe Abb. 2.22). 
 
Abb. 2.22:  Das 4+1-Architekturmodell nach [Kruch95] 
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Die Sichten werden jeweils abhängig vom Standpunkt der Stakeholder be-
schrieben. Das unterstützende Anwendungsfallbeispiel bzw. die Szenarien 
werden in Kapitel 6.1 eingeführt. Die einzelnen Komponenten (siehe  
Abb. 2.22) werden in folgender Auflistung erläutert [Kruch95]: 
 Logische Sicht: In dieser Sicht werden die Funktionalität und die 
Endbenutzerunterstützung dargestellt. Dazu werden verschiedene 
Diagrammarten aus der UML genutzt: Klassendiagramme, Kommu-
nikationsdiagramme, Verteilungsdiagramme und Sequenzdiagramme. 
 Entwicklungssicht: Sicht des Softwareentwicklers auf eine Soft-
ware-Architektur. Diese Sicht wird mit Hilfe von UML-Kompo-
nentendiagrammen erstellt. 
 Prozesssicht: Die Prozesssicht behandelt den dynamischen Charak-
ter eines Softwaresystems (Kommunikation und Systemverhalten). 
Solche Ablaufdiagramme werden mit UML-Aktivitätsdiagrammen 
abgebildet. 
 Physikalische Sicht: Die physikalische Architekturansicht betrach-
tet das System aus Sicht eines Entwicklers, der das System auf ent-
sprechender Hardware umsetzen soll. Daher spielen die physischen 
Leitungen bzw. Verbindungen eine besondere Rolle.  
 Szenarien: Die Softwarearchitektur wird mit Hilfe von unterstützen-
den Anwendungsfällen erklärt. Diese als Szenarien bezeichneten 
Abläufe sind Anwendungsfallbeispiele der Architekturbeschrei-
bung. Die Szenarien dienen als Startpunkt für eine prototypische Im-
plementierung. Szenarien werden mit „Use Case“-Diagrammen be-
schrieben. 
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3 Stand der Forschung 
Die Dienste und Produkte, die für den Kunden erbracht werden, stehen im 
Fokus beim Geschäftsprozessmanagement. Die Geschäftsprozesse werden 
analysiert, dokumentiert und diskutiert, damit die Wertschöpfung effizient 
durchgeführt wird. Für die Dokumentation der Prozesse werden Prozessmo-
delle verwendet.  
Unternehmen, die keine WfM-basierte Lösung einsetzen, haben mit vielen 
Nachteilen zu kämpfen [Müll05]: Lange Durchlaufzeiten von Geschäftspro-
zessen kommen meist durch lange Wege- und Liegezeiten zustande. Oft 
werden Aufgaben bzw. Aktivitäten von Mitarbeitern vergessen oder Fristen 
verstreichen. Teilweise fehlen die notwendigen Informationen aus den ver-
schiedenen Abteilungen, um einen Überblick überhaupt zu ermöglichen. Ge-
schäftsprozesse ohne jegliche Abbildung erschweren die Identifizierung von 
Fehlern im Nachhinein (Nachvollziehbarkeit). Ineffizientes Arbeiten durch 
die Mitarbeiter kann nicht nachvollzogen werden, so dass ein Controlling 
nicht möglich ist. Kapazitätsengpässe können in anderen Bereichen entste-
hen (betriebliche Ressourcen), ohne dass zeitnah darauf reagiert wird. Für 
bestimmte Aufgaben kommt es zu langen Einarbeitungszeiten, da keine  
Dokumentationen vorliegen und die Kenntnisse nur mündlich und unvoll-
ständig weitergegeben werden.  
Durch den Einsatz von WfMS im Unternehmen können die Durchlaufzeiten 
der Geschäftsprozesse beschleunigt werden. Durch die Abbildung innerhalb 
eines Prozessmodells werden die (internen) Vorgänge für alle Beteiligten 
transparenter. Mit der Messung der Durchlaufzeiten kann z. B. auf Ausnah-
men (langlaufende Prozessinstanzen) besser reagiert werden. Die entspre-
chenden Aufgaben werden durch die WfMS ablaufbezogen unterstützt und 
eine Steuerung ist möglich, so dass z. B. entsprechende Akteure gezielt ge-
führt werden können. Es wird ein dokumentenorientiertes Arbeiten (Doku-
mentenmanagement) möglich. Eine Soll-Ist-Analyse zeigt Schwachstellen 
auf, deren Überwindung zu Effizienzsteigerungen im Prozess führt.  
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Nachdem die Vor- und Nachteile von WfMS dargestellt wurden, stellt sich 
im Kontext der vorliegenden Arbeit die Frage, inwiefern die mobilen Kon-
textinformationen in das WfMS integriert werden können. In Kapitel 3.1 
wird der Lebenszyklus eines Workflows betrachtet, um mit den Erkenntnis-
sen aus Kapitel 2.1 zu analysieren, welche Arbeiten im Umfeld mobiler 
Kontextinformationen und den WfMS veröffentlicht wurden. Diese Arbei-
ten werden kritisch gewürdigt (siehe Kapitel 3.2), um den Handlungsrahmen 
der vorliegenden Arbeit zu definieren.  
3.1 Workflow-Lebenszyklus 
Workflows entstehen aus modellierten Geschäftsprozessen (siehe Kapi-
tel 2.4). Nicht alle Geschäftsprozesse lassen sich jedoch innerhalb eines 
Workflows (bzw. durch ein WfMS) automatisieren. Zwischen der Modellie-
rung und der Prozesssteuerung soll mit dem WfMS eine enge Verzahnung 
erreicht werden, um z. B. mit Hilfe einer Reorganisation des Modells  
eine Effizienzsteigerung in der Steuerung zu erzielen (siehe Abb. 3.1) 
[GrKe95, S. 211-245]. Dafür werden sogenannte Regelsteuerungen  
betrachtet [Müll05]. 
 
Abb. 3.1:  Workflow-Regelkreis nach [Müll05] 
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Ziel des in Abb. 3.1 dargestellten Regelkreises ist die Messung von Lauf-
zeitdaten im WfMS, um Schwachstellen zu identifizieren bzw. diese zu be-
seitigen und den Workflow dahingehend zu verbessern (siehe Abb. 3.1). Mit 
dieser Reorganisation werden die Workflow-Modelle verbessert 
[GrKe95, S. 211-245]. Nach der Reorganisation des Workflow-Modells 
wird dieser mittels Simulation validiert, bevor er implementiert wird.  
Die Reorganisation erfolgt innerhalb der Modellierungsphase, indem das 
Modell umgestaltet wird. Der Regelkreis von [Müll05, S. 29] wurde erwei-
tert, damit die Modellierung mit der Reorganisation vereint werden kann 
(siehe Abb. 3.2). Über die Auswahl eines Geschäftsprozesses beginnt der 
Regelkreis. Ein Modell kann z. B. vollständig neu entworfen werden. Durch 
eine Werkzeugunterstützung bei der Auswahl von Geschäftsprozessen kann 
ein Effizienzvorteil gegenüber einer manuellen Auswahl (bzw. einer Neuer-
stellung) erzielt werden [Kosc07]. Vorausgesetzt, es existieren zur Problem-
stellung bereits ähnliche Prozessmodelle. Die Wiederverwendung von Pro-
zessmodellen ist ein weiterer Aspekt bei der Geschäftsprozessmodellierung 
(siehe Kapitel 7.1). 
 
Abb. 3.2:  Workflow-Regelkreis 
Das Workflow-Management und das Geschäftsprozessmanagement (vgl. 
Abb. 3.1 und Abb. 3.2) werden voneinander getrennt betrachtet. Beide Dis-
ziplinen hängen voneinander ab.  
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In Abb. 3.3 ist das Workflow-Lebenszyklusmodell dargestellt [Roll98]. Das 
im Projekt MOVE (Improvement of business processes with flexible work-
flow management systems) entwickelte Lebenszyklusmodell wird in drei 
Segmente untergliedert: Technology Design, Organizational Development 
und Employee Orientation. Mit der Analyse und der Modellierung beginnt 
der Lebenszyklus. Die Implementierung folgt im nächsten Schritt, während 
mit Application die Nutzersicht auf das WfMS dargestellt wird. Mit der Eva-
luationsphase schließt der Kreis und führt zurück zur Modellierung. Der Le-
benszyklus beginnt von vorne. Die drei Segmente in Abb. 3.3 demonstrieren 
die jeweilige Ausrichtung am Design, am Kunden bzw. an der Organisation. 
Im Lebenszyklusmodell (siehe Abb. 3.3) wird mit dem Begriff der Imple-
mentierung deutlich, dass eine explizite Implementierung (eine spezielle Ap-
plikation) durchgeführt wird. 
 
Abb. 3.3:  Workflow-Lebenszyklusmodell [Roll98, S. 128] 
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Im Lebenszyklusmodell nach [Roll98] wird zwischen Geschäftsprozess und 
Workflow nicht unterschieden. Es wird von der Analyse direkt zur Model-
lierung und zur Implementierung übergeleitet, womit eine enge Verzahnung 
der Modellierung mit der Implementierung verlangt wird.  
Im Lebenszyklusmodell (siehe Abb. 3.4) wird das Geschäftsprozessmanage-
ment strikt vom Workflowmanagement in zwei verschiedene Zyklen ge-
trennt [Gada01]. Es wird mit der Geschäftsprozessmodellierung begonnen, 
die zur Phase der Geschäftsprozessanalyse führt (vgl. Abb. 3.4). Die Ge-
schäftsstrategie wird entwickelt und der Prozess wird ggfs. rekonstruiert, 
was in dem Fall einen Rücksprung hin zur Geschäftsprozessmodellierung 
bedeutet. Nach der Geschäftsprozessanalyse werden in einem weiteren 
Schritt die Workflows modelliert bzw. in eine textuelle Form (zur späteren 
Ausführung) übersetzt. In diesem kleinen Zyklus (siehe Abb. 3.4) wird der 
Workflow simuliert und anschließend „optimiert“ [Gada01]. Nach der Phase 
der Workflow-Modellierung werden die Workflows ausgeführt und in einem 
letzten Schritt überwacht mittels Monitoring. Danach beginnt der Lebens-
zyklus wieder von vorne, indem zur Geschäftsprozessmodellierung überge-
leitet wird. Laut [Gada01] wird mit dem Geschäftsprozesszyklus die fach-
lich-konzeptionelle Gestaltung vorangetrieben, während der zweite 
Workflow-Zyklus die operative Ebene verfeinern soll. Dieser Lebenszyklus 
trennt somit strikt maschinenausführbare Workflows von Geschäftsprozes-
sen aus konzeptioneller Sicht. Das Modell verlangt die Trennung zwischen 
fachlichen und technischen Modellen. Mit Hilfe von ausführbaren Prozessen 
kann das Problem der fachlichen und technischen Sicht gelöst werden. Die 
fachliche Sicht wird mittels Aktivitäten modelliert, die technisch verfeinert 
werden können. Die technischen Feinheiten werden in Folge in den jeweili-
gen Verfeinerungen ausmodelliert. 
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Abb. 3.4:  Workflow-Lebenszyklusmodell nach [Gada01] 
Zur Mühlen [Mueh02] definiert ein Workflow-Lebenszyklusmodell in Ma-
nagement-orientiertem Kontext (siehe Abb. 3.5). Der Lebenszyklus beginnt, 
wie in den bereits vorgestellten Modellen, mit der Analyse, die sich feingra-
nular mit Projektzielen, mit der zukünftigen Workflow-Umgebung, der Or-
ganisation und den Regeln des Systems auseinandersetzt. Danach beginnt 
die Designphase. Es werden die Prozessstruktur, das Prozessmodell und die 
involvierten Ressourcen identifiziert, die während der Prozessausführung 
berücksichtigt werden. Die Prozessmodelle, wie in Abb. 3.5 an der Ein-
gangskante zu Processs Implementation zu sehen, sind Eingangsvariablen 
für die Prozessimplementierung. In der Process Enactment-Phase werden 
verschiedene Prozessinstanzen auf Basis des Prozessmodells gestartet und 
durch die Prozessinfrastruktur koordiniert. Dies können z. B. Notifications 
an Endbenutzer sein oder Nachrichten über nicht verfügbare Ressourcen 
während der Prozessausführung. Daher soll das Prozess-Monitoring zur glei-
chen Zeit stattfinden (siehe Abb. 3.5). Mit der Prozessevaluation schließt der 
Lebenszyklus ab. In dieser Phase wird die ausgeführte Instanz mit der Simu-
lation verglichen. Die Abweichungen werden für die Überarbeitung bzw. 
Verbesserungen der Prozessstruktur verwendet. 
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Abb. 3.5:  Workflow Lebenszyklusmodell nach [Mueh02] 
Fazit 
In weiteren Publikationen über Lebenszyklusmodelle des Geschäftsprozess-
managements respektive Workflow-Managements [Heil94, Heil96, Gall97, 
GaSc95, StDe95, NePW02] konnten keine wesentlichen Unterschiede zu 
den bereits vorgestellten Modellen erkannt werden. Da eine weitere Analyse 
dieser Lebenszyklusmodelle den Rahmen der vorliegenden Arbeit sprengen 
würde, wurden die drei Modelle exemplarisch vorgestellt.  
Die drei vorgestellten Lebenszyklusmodelle sind inhaltlich ähnlich [Gada01, 
Mueh02, Roll98], jedoch nicht gleich. Die Module innerhalb der Modelle 
sind untereinander vernetzt. Folgende einzelne Komponenten werden deut-
lich erkennbar: Modellierungskomponente (siehe Abb. 3.1) oder das Moni-
toring (in verschiedenen Komponenten, siehe Abb. 3.5). Für den weiteren 
Verlauf der Arbeit wird ein Lebenszyklusmodell festgelegt, das analog zum 
vorgestellten Modell von [Roll98] allerdings im serviceorientierten Kontext 
agieren soll (siehe Abb. 3.3). D.h. die Implementierung erfordert eine ser-
viceorientierte Architektur.  
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Abb. 3.6:  Lebenszyklus eines Workflows 
Im Lebenszyklusmodell (siehe Abb. 3.6) soll, analog zu [Mueh02], ein Mo-
nitoring und Operating durchgeführt werden (siehe Abb. 3.5). Das Operating 
überwacht die laufenden Prozessinstanzen ständig und kann aktiv die Pro-
zesse (z. B. in neue Zustände oder Retry eines Service-Calls) überführen, 
während das Monitoring eher statistische Analysen bereitstellt und langfris-
tige Änderungen am Prozessmodell beeinflusst. Je früher Fehler erkannt 
werden, desto geringer sind die Kosten für die Nacharbeit [BNST08]. Im 
Fokus der Betrachtung sind die Kosten bzw. ist der Handlungsspielraum des 
Systems, das den Workflow ausführt (vgl. WfMS). Ein WfMS kann mit ei-
nem relativ großen Handlungsspielraum bzgl. der Funktionalitäten entwor-
fen werden. Sobald das Modell entworfen wurde und die technischen Details 
festgelegt wurden, ist der Handlungsraum der Funktionalitäten kleiner ge-
worden [BNST08]. Gleichzeitig steigen die Kosten für das System an, wenn 
das System in Betrieb ist (in der Anwendung) werden Änderungen aufwän-
dig. In vorliegender Arbeit wird der Workflow-Lebenszyklus mit der Mo-
dellierung bzw. der Orchestrierung der Dienste in einem Top-Down-Ansatz 
initiiert (siehe Abb. 3.6). Nach dem (Grob-)Entwurf müssen die darunterlie-
genden Dienste (z. B. Webservices) implementiert werden. Die Prozesse 
werden innerhalb einer Workflow-Engine ausgeführt und mit Hilfe des Ope-
rating bzw. Monitoring überwacht. Der Unterschied zwischen Operating und 
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Monitoring liegt in den unterschiedlichen Aufgabenbereichen. Während das 
Operating den Betrieb der Prozessinstanzen im Fokus hat, konzentriert sich 
das Monitoring auf die Auswertung und Darstellung der Key Performance 
Indicator1.  
Mobilität kann in jedem Teil eines WfMS vorhanden sein bzw. berücksich-
tigt werden. Zur weiteren Eingrenzung der vorliegenden Arbeit soll mög-
lichst früh im Workflow-Lebenszyklus mit der Integration mobiler Kontex-
tinformationen begonnen werden, um Mehrkosten durch Änderungen im 
Betrieb (siehe oben) entgegenzuwirken. Daher wird sich die vorliegende Ar-
beit mit dem Entwurf eines mobilen WfMS innerhalb einer SOA und der 
Modellierung/ Orchestrierung von Workflows beschäftigen. Weitere Vor-
teile der frühen Berücksichtigung der mobilen Aspekte sind: eine präzisere 
informationstechnische Integration und die Realisierung von Sicherheits- 
aspekten. 
Es stellt sich im weiteren Verlauf der vorliegenden Arbeit folgende Heraus-
forderung: Wie können mobile Kontextinformationen in Bezug auf die Ana-
lyse und Entwurf eines WfMS bzw. in der Modellierung und in Bezug auf 
die letztendliche Ausführung berücksichtigt und so früh wie möglich inte-
griert werden, um einen relativ großen Handlungsraum zu erzielen und die 
Kosten niedrig zu halten? 
3.2 State of the Art: Workflows 
unter Berücksichtigung mobiler 
Kontextinformationen 
Die Literaturrecherche zum Thema der Workflows bzw. mobiler WfMS soll 
zeigen, inwiefern beim Entwurf und der Ausführung von Workflows Context 
Awareness (siehe Kapitel 2.2) berücksichtigt werden kann.  
                                                                    
1 Key Performance Indicator (KPI) sind betriebswirtschaftliche Kennzahlen, die aus Messun-
gen der Prozessinstanzen (Daten aus dem Prozesskontext) gewonnen werden können.  
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In der wissenschaftlichen Literatur gibt es zahlreiche Veröffentlichungen im 
Umfeld von WfMS, die speziell dafür erstellt wurden, mobile Clients bzw. 
Mobilität zu unterstützen [AGKA95, AGKA96, Busb94, Buss95, Bolc00, 
CBLT06, DMPD99, DSBG06, GPWK07, HHGR06, JHHS00, JHSH99, 
KuZL06, KuZL07, MaMo04, MuWL00, PaCh07, PaPC97, PCDG02, 
RoHS06, SHHR07, StKn01, ZaBV09, Zuku97, Zuku99]. Allerdings konnte 
keine Veröffentlichung gefunden werden, die schon beim Prozessdesign mo-
bile Kontextinformationen berücksichtigt und diese in irgendeiner Form in 
der verwendeten Modellierungssprache abbildet. Daher werden im Folgen-
den wissenschaftliche Arbeiten vorgestellt, die sich mit Context Aware Ser-
vices (CAS) bzw. Mobilität im Rahmen von WfMS beschäftigt haben. 
Die klassischen Systeme werden Publikationen aus den Jahren bis 2001 zu-
geordnet (siehe Kapitel 3.2.1). Moderneren WfMS (der zweiten Generation) 
werden dem Zeitraum von 2002 bis 2016 zugeschrieben (siehe Kapi-
tel 3.2.2). In Kapitel 3.2.3 wird eine Methode vorgestellt, die mobilen An-
teile innerhalb eines Geschäftsprozesses zu identifizieren, was als Vorarbeit 
innerhalb des WfM notwendig ist. Die Inhalte der beiden Kapitel 3.2.1 und 
3.2.2 basieren teilweise auf [DKKO09].  
3.2.1 Klassische mobile WfMS (erste Generation) 
Die erste Generation mobiler WfMS werden wissenschaftlichen Publikatio-
nen bis 2001 zugeschrieben und als „klassische Systeme“ bezeichnet. Die 
mobil-spezifischen Aspekte der WfMS bzw. mobiler IKT – auch wenn heut-
zutage nativ durch das Betriebssystem bzw. das Kommunikationsprotokoll 
unterstützt – sind für den weiteren Verlauf der Arbeit interessant. 
Exotica/FMDC ist ein Beispiel für ein WfMS, bei dem ein konventionelles 
WfMS (IBM Flowmark) um mobile Clients für die mobilen Nutzer erweitert 
wurde [AGKA96]. Änderungen an bestehenden Komponenten des Systems 
werden vermieden. Die Erweiterung fokussiert auf die Unterstützung ge-
planter Verbindungsabbrüche der mobilen Clients. Hierzu wird ein entspre-
chendes Protokoll beschrieben, welches es ermöglicht, dass Akteure Aktivi-
täten sperren und herunterladen können, bevor sie die drahtlose Verbindung 
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abbauen. Ungeplante Verbindungsabbrüche (Funklöcher) werden nicht be-
rücksichtigt. In [AGKA95] wurden spezielle Begriffe wie “Mobiler Pro-
zess”, “Mobiler Workflow” und “Mobiles WfMS” definiert. Das WfMS 
„FlowMark“ von IBM ist um „mobile Clients“ erweitert worden. Das Sys-
tem wurde Client-seitig so gestaltet, dass der Client auch bei Verbindungs-
abbrüchen weiterarbeiten kann. Eine Sperrung von Aktivitäten ist notwen-
dig, da im Falle einer noch nicht vollständig erfolgten Zuteilung von 
Aktivitäten (z. B. bei einem Verbindungsabbruch) der Zustand im Client 
nicht eindeutig ist und nicht in Erfahrung gebracht werden kann. Manchmal, 
so die Autoren, kann es vorkommen, dass eine Aktivität Anwendungen 
braucht, die nicht lokal zur Verfügung stehen. Ein spezieller Mechanismus 
schaltet zeitabhängig Sperren (engl. locks) ab, so dass das System bzw. die 
Aktivität weiterarbeiten kann. 
Jing et al. beschreiben das WHAM-System [JHHS00]. Als mobil-spezifi-
sche Erweiterungen sieht dieses System insbesondere eine Worklist-Darstel-
lung vor, bei der die zu erledigenden Aktivitäten in einer geographischen 
Karte eingetragen werden. So kann ein mobiler Akteur sich bei seiner Wahl 
für die nächste zu bearbeitende Aktivität danach richten, in welcher Entfer-
nung die entsprechenden Orte liegen. WHAM unterscheidet zwei aufeinan-
der aufbauende Formen der Zuordnung der anstehenden Aktivitäten zu den 
Akteuren: das „Global Resource Assignment“ wird auf der zentralen Server-
Infrastruktur durchgeführt und berücksichtigt auch den Aufenthaltsort des 
mobilen Akteurs. Die „Resource Assignment“ wird auf dem mobilen End-
gerät des Akteurs lokal ausgeführt: es priorisiert die in der Worklist aufge-
führten Themen nach Ressourcen, z. B. die verfügbaren Ausrüstungsgegen-
stände, Verbrauchsmaterialien wie Ersatzteile oder persönlichen 
Präferenzen des Akteurs. WHAM unterscheidet zwei Arten der Ressourcen-
Zuordnung: bei der optimistischen Zuordnung kann einem mobilen Akteur 
auch dann eine Aktivität zugeordnet werden, wenn er gerade nicht mit dem 
System verbunden ist, es also nicht bekannt ist, ob er sich tatsächlich in der 
Nähe des Ortes befindet, an der die entsprechende Aufgabe abzuarbeiten ist. 
Die optimistische Zuordnung wird lediglich für „steady“ eingeordnete Ak-
teure angewendet, also für Akteure, die sich innerhalb einer bestimmten 
Zeitspanne nicht über ein bestimmtes Gebiet hinausbewegt haben. Ist dies 
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nicht der Fall, wird der Akteur als „unsteady“ eingeordnet, so dass er nur 
dann Aktivitäten zugeordnet bekommt, wenn er gerade mit dem System ver-
bunden ist. Sein tatsächlicher Aufenthaltsort ist bekannt. Wie ein Gebiet be-
rechnet wird, anhand dessen entschieden werden kann – ob der Akteur 
„steady“ oder „unsteady“ ist – wird von den Autoren von WHAM nicht nä-
her erörtert. WHAM kann Inhaltsdaten der Workflows (z. B. Bilder) in der 
Größe reduzieren (z. B. durch Kompressionsverfahren). Diese Funktion zielt 
vorrangig auf Bitmap-Daten wie eingescannte Dokumente oder Fotografien 
ab. In [JHSH99] wird erstmals eine mobile Workflow Application eingeführt 
und definiert. Die mobil ausgeführte Applikation greift auf lokale Ressour-
cen (Sensoren) zu. Gleichzeitig werden in [JHSH99] Prioritäten von Aufga-
ben (für das spätere WHAM-System) eingeführt und definiert.  
Domingos et al. [DMPD99] stellen ein WfMS vor, bei dem die mobilen 
Endgeräte über Messaging-Kanäle mit der stationären Infrastruktur verbun-
den sind. Messaging-Kanäle bieten asynchrone Kommunikation, die sich 
besser als das herkömmliche „Request-Response“-Muster für mobile An-
wendungsfälle eignen, da das Gesamtsystem so unempfindlicher in Bezug 
auf unvorhergesehene Kommunikationsabbrüche („Funklöcher“) wird. Das 
System unterstützt zwei grundlegende Arten der Zuordnung von Aktivitäten 
zu Akteuren, namentlich das „Offene Verfahren“ und das „Geschlossene 
Verfahren“. Ersteres ist für eine zuverlässige Kommunikationsverbindung 
zwischen mobilen Clients und Backend vorgesehen; dies ist z. B. dann ge-
geben, wenn der Akteur sich während der morgendlichen Einsatzbespre-
chung im Hauptquartier befindet. Der „Planer“ kann einzelne Aufgaben an 
mobile Akteure zuweisen. Die damit verbundene Sperre verfällt, wenn der 
mobile Client nicht in bestimmten Zeitabständen ein „Keep-Alive“-Signal 
übermittelt. Das „Offene Verfahren“ geht davon aus, dass eine neue Aktivi-
tät (z. B. ein dringender Reparatureinsatz) einem Akteur zuzuordnen ist, 
während dieser sich schon im Einsatz (unterwegs) befindet. Ein spezieller 
Messaging-Kanal steht bereit, über den der Planer und die Akteure aushan-
deln können, wem diese Aktivität zugeordnet wird. Dieses Verfahren sieht 
vor, dass die Aktivität an den Akteur vergeben wird, der zuerst eine Sperre 
anfordert. Das WfMS unterstützt Caching von Objekten auf dem mobilen 
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Endgerät. Dabei kann es zwei Versionen von Datenobjekten geben: die ak-
tuelle Version und die zuletzt Bekannte (auf der zentralen Wf-Engine). Wei-
ter existieren sogenannte „revocable locks“, die periodisch vom Team be-
stätigt werden müssen, damit sie nicht gelöscht werden. Wenn solche locks 
wieder freigegeben werden, muss ein reassignment die Aufgaben wieder neu 
zuordnen. In [DMPD99] wird in Ausnahmefällen bei schon zugeordneten 
Aufgaben ein reassignment ermöglicht.  
Stormer & Knorr [StKn01] beschreiben ein WfMS namens „AWA/PDA“, 
das sich teilweise der Agenten-Technologie bedient, um den besonderen  
Anforderungen mobiler Anwendungsfälle gerecht zu werden. Unter Soft-
ware-Agenten versteht man Software-Module [Huhn03], die bis zu einem 
gewissen Grad autonom zur Erreichung eines bestimmten Zieles handeln 
und hierfür untereinander Nachrichten austauschen. Bei mobilen Software-
Agenten liegt insbesondere Code-Mobilität vor, d. h. eine Agenten-Instanz 
kann während der Ausführung auf verschiedenen physikalischen Rechnern 
verschoben werden. AWA/PDA basiert auf mehreren Typen solcher mobiler 
Agenten: eine laufende Workflow-Instanz wird durch einen Workflow-
Agenten repräsentiert; für die Beschreibung des zugehörigen Workflow-
Schemas ist der Prozess-Agent zuständig. Für jede durch einen Akteur  
abzuarbeitende Aktivität innerhalb eines Workflows gibt es einen Task-
Agenten, der alle hierfür benötigten Daten (z. B. Formulare und Dokumente) 
kapselt. Die Zuordnung von Aktivitäten an einzelne Akteure wird durch den 
Worklist-Agenten vorgenommen. Der Task-Agent kann auf ein mobiles 
Endgerät migrieren, so dass die jeweilige Aktivität auf dem Endgerät autark 
ausgeführt wird. Auf dem Endgerät selbst läuft ein Personal-Agent, der al-
lerdings kein mobiler Agent ist. Seine Aufgabe besteht in der Unterstützung 
des Nutzers: z. B. die Abfrage von Formulareingaben über die graphische 
Benutzeroberfläche. Dieses Verfahren zeigt den Unterschied der Agenten-
technologie gegenüber „echter“ mobiler Systeme. Da bei den Agenten- 
basierten Systemen beim Systemverhalten mit Wahrscheinlichkeitsmodellen 
gearbeitet wird, kann das Systemverhalten nur abgeschätzt werden. Bei  
einem physischen mobilen System ist es möglich eine konkrete Aussage 
über die Lauffähigkeit des Systems zu treffen.  
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[Buss95] definiert „mobile Worklists“ und führt ausführlich in die mobil-
spezifischen Anforderungen der mobilen WfMS ein: Für mobile Endgeräte 
sollen immer ganze Arbeitspakete, also eine Gruppe von Aufgaben (nicht 
nur einzelne Tasks), zur Verfügung gestellt werden, damit eine autarke Ar-
beit möglich wird auch wenn sich der Endbenutzer in Gebieten bzw. Räumen 
ohne Netzempfang aufhält. Der Status disconnected muss im WfMS berück-
sichtigt werden, damit geplante und ungeplante Verbindungsabbrüche be-
achtet werden. Zur Berücksichtigung von Deadlines müssen die WfMS er-
weitert werden, damit z. B. Tasks an andere Mitarbeiter weitergegeben 
werden, bevor die Deadline verstrichen ist. Erinnerungen des Endbenutzers 
bzw. eine spezielle Aufbereitung nach einem entsprechenden Abarbeitungs-
schema der Aufgaben müssen integriert werden. Im Falle eines Verbin-
dungsabbruchs sollen die Tasks, die der Client abarbeiten soll, automatisch 
bei den anderen mobilen Clients ausgeblendet werden, um eine doppelte 
Ausführung der Tasks zu verhindern. Eine weitere Anforderung in [Buss95] 
beschreibt einen Installer, der auf jedem mobilen Client für die Installation 
von Anwendungen vorhanden sein muss. Diese Anforderung ist in den meis-
ten heutigen Systemen mit den App-Stores bereits erfüllt bzw. das ist eine 
etablierte Technik für den Nutzer, um die Auswahl und Installation zu er-
leichtern und die Bezahlung zu vereinfachen. Zusätzlich wird in [Buss95] 
ein Minimal Data Set gefordert. Die Datenmenge des Minimal Data Set muss 
berechnet werden, damit die Art der notwendigen Netzwerkverbindung 
überprüft werden kann und der Task an einen Endbenutzer mit genau diesen 
Voraussetzungen weitergeleitet wird. Daten die von vielen Endbenutzern 
gleichzeitig verwendet werden, müssen markiert werden, damit sie nicht her-
untergeladen und für andere Endbenutzer gesperrt werden. Sonst würden 
sich die Endbenutzer gegenseitig blockieren. Der Verlauf bzw. die Spur der 
Daten (engl. trace) muss stets verfolgt bzw. dokumentiert werden, damit 
nachvollziehbar ist, an welchen Stellen z. B. Daten liegen geblieben sind. 
Falls es später zu Problemen im WfMS kommt, müssen die Ursachen gefun-
den und aufgelöst werden. Der Workflow-Designer (Modellierer) kann z. B. 
entscheiden, welche Schritte mobil ausgeführt werden und in welcher Form. 
Eine weitere Eigenschaft des „mobilen WfMS“ [Buss95] ist, dass ein Task 
von der Worklist im mobilen Client verborgen wird (Zustand unsichtbar), 
sofern er im „connected“-Status bearbeitet wird. Bei jedem Task muss somit 
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eindeutig hinterlegt werden, an welchem Ort er ausgeführt werden kann. 
Diese Information muss assoziiert mit dem Task und dem Nutzer (z. B. in-
nerhalb einer Kartendarstellung) verfügbar gemacht werden. Rein technisch 
beinhaltet das WfMS Datencontainer, die alle Informationen beinhalten, die 
für die mobile Durchführung einer Aktivität notwendig sind. Die Datencon-
tainer unterstützen die in [Buss95] definierten Anforderungen (z. B.: App 
Description, Step Description, Deadline Description und Data Description). 
Das in [Buss95] vorgestellte System wird „MOBILE“ genannt. Allerdings 
ist dies irreführend, da damit nicht ein mobiles System beschrieben wird, 
sondern die Tatsache, dass eine im Prozess existierende Aktivität mobil ist. 
Formal wird eine Backus-Naur-Form-Grammatik (BNF) vorgestellt, mit der 
Workflows beschrieben werden. Bei sogenannten mobilen Workflows 
[Buss95] wird diese Grammatik um einige zusätzliche Angaben ergänzt, wie 
etwa das Min-Data-Set und „Reconciliation“ (Move, Lock, Copy – Sync). 
Die Operationen (Move, Lock, Copy und Sync) werden verwendet, um eine 
Abstimmung der Tasks zu erreichen (z. B. kann mit Lock eine Sperre gesetzt 
werden, so dass kein anderer Kollege diesen Task gleichzeitig (redundant) 
bearbeiten kann). 
Ein weiteres mobil-orientiertes WfMS wird in [Busb94] vorgestellt, bei dem 
einzelne Aufgaben an bestimmte Akteure (Endbenutzer) geroutet werden 
sollen. In dieser Arbeit wird der Aspekt der Kollaboration innerhalb der so-
genannten „Informationsräume“ vertieft. Beispielsweise sollen Angebote 
von mobilen Handelsvertretern unterwegs (mobil) erstellt werden. Es wird 
vorausgesetzt, dass Informationen über momentan verfügbare Produktions-
daten bzw. Verhandlungen mit Verkäufern über bestimmte Kontingente in-
nerhalb des Systems bereitstehen. Eine mobil-spezifische Anforderung an 
das WfMS ist eine effektive Datenkompression (hoher Kompressionsgrad), 
um möglichst wenige Daten an das mobile Endgerät transferieren zu müssen. 
Es werden modularisierte Datenmengen (sogenannte „Datenuntermengen“) 
zur logischen Organisation vorausgesetzt (dezentrales System). Eine Versi-
onierung von Datenobjekten mit sogenannten „Softlocks“ und die Durchfüh-
rung von Datenabgleichen, die z. B. vor Verlassen des Büros angewendet 
werden sollen, sind weitere Eigenschaften des Systems. Vor diesem Daten-
abgleich soll ein Cache im mobilen Endgerät aufgebaut werden. Optional 
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werden in [Busb94] Updates auf lokalen Kopien angegeben, bei der Endbe-
nutzer entscheiden können, ob das System sich automatisch oder manuell 
updaten soll. Ein Update soll nur dann erfolgen, wenn der stationäre Rechner 
z. B. gerade weniger CPU-Last (z. B. in der Mittagspause) hat. Die Kollabo-
rationsunterstützung [Busb94] ermöglicht z. B., Einladungen zur Bearbei-
tung eines Tasks an verschiedene Endbenutzer zu schicken. 
In dem WfMS RainMan [PaPC97] werden die Endbenutzer (Worker) vom 
Modellierer (Admin) mit sogenannten Applets (JavaME2) bedient. Weitere 
Eigenschaften von RainMan sind Workflow-Schemas, die angeblich zur 
Laufzeit geändert werden können [PaPC97]. Eine Worklist soll über externe 
Anwendungen ansprechbar bzw. beeinflussbar sein. Gleichzeitig muss der 
Client bei mehreren WF-Servern angemeldet sein, da zusätzlich verteilte An-
wendungsfälle unterstützt werden. Die Server (bzw. Engines) sollen unter-
einander Teil-Workflows (Teilprozesse) sogenannte Peer-to-Peer-Workflows 
austauschen können [PaPC97]. In RainMan werden verschiedene Clients un-
terstützt und es gibt eine klare Trennung zwischen Workflow Routing (der 
Workflow-Engine) und der Task Execution (Client), damit „plug-n-play“ 
möglich wird [PaPC97]. Clients können selber Aufgaben ablehnen, falls sie 
selbst nicht fähig sind, diese zu bearbeiten. Daher existiert auch ein Direc-
tory-Service, der solche „Capabilities“ führt. Die Worklist fungiert als Me-
diator zwischen der Engine und dem Client. Für die Implementierung wird 
eine publish/ subscribe-Kommunikation [ARMC14] empfohlen. Aktivitäten 
sollen an mehrere Clients geschickt werden, um z. B. Angebote einzuholen 
bzw. Auswertungen zu machen, während diese bearbeitet werden. Es werden 
in [PaPC97] drei Sicherheitsmechanismen gefordert: Ein Authentifizie-
rungsmechanismus zwischen Workflow-Client und Server soll die Identitäten 
validieren. Es soll ein Zugriffsmechanismus vorhanden sein, der Zugänge 
auf bestimmte Methoden innerhalb des Servers einschränkt. Und zuletzt 
sollte die Integrität und Geheimhaltung der Tasks sichergestellt werden. 
  
                                                                    
2 http://www.oracle.com/technetwork/java/javame/index.html 
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In [Zuku99, Zuku97] wird das WfMS Waterloo-M eingeführt, das auf Basis 
einer Datenbank operiert, wobei zwischen sogenannten „starken“ und 
„schwachen“ Aktivitäten (verschiedene Prioritäten) für die unterschiedli-
chen Konsistenzgarantien unterschieden wird. Gleichzeitig wird zwischen 
„starken“ und „schwachen“ Daten unterschieden. Starke Daten müssen glo-
bal konsistent vorhanden sein, wohingegen schwache Daten nur lokal ver-
fügbar sein dürfen. Zusätzlich wird in Waterloo-M eine graphische Darstel-
lung von schwachen bzw. starken Daten und Aktivitäten vorgeschlagen. Die 
Nutzung der Datenbank-Techniken wird damit begründet, dass weniger auf 
dem Client selbst berechnet werden muss und gleichzeitig unnötige Daten-
banktransaktionen vermieden werden. Deshalb werden drei unterschiedliche 
Phasen charakterisiert: In der Vorbereitungsphase werden vorhersehbare 
Verbindungsabbrüche durch lokale Replikationen und deren Folgeaktivitä-
ten von Daten vorbereitet. In der Bearbeitungsphase werden sogenannte 
„schwache Aktivitäten“ ausgeführt, wenn keine Konnektivität besteht. In der 
Re-Integrationsphase werden Aktivitäten überprüft (Monitoring) und ausge-
führt bzw. Daten werden synchronisiert. Schließlich wird in diesem mobilen 
WfMS eine Replikation von Daten bzw. eine Maskierung von unterschied-
lichen Netzwerkverbindungen angeboten.  
[MuWL00] zeigt, dass die Abarbeitung einer Taskliste oder einer einzelnen 
Aktivität ein spezieller Anwendungsfall eines WfMS ist. Mobile Endgeräte 
werden in diesem WfMS integriert. Ein mobiler Akteur (z. B. ein Heizungs-
installateur in [MuWL00]) wird bei der Arbeit durch eine Task-basierte Lö-
sung unterstützt. Im WfMS selbst werden auf Basis einer speziellen Art eines 
höheren Petri-Netzes Modelle [MuWL00] entworfen bzw. modelliert. Die 
Ausführung der Prozesse erfolgt über das Petri-Netz, wobei die Marken ei-
nes Petri-Netzes spezielle Java-Objekte sind. Die eigentliche Funktion von 
[MuWL00] stellt eine abstrakte Schicht zwischen der Präsentationslogik und 
der Applikation bereit, um das mobile GUI schnell und effizient ändern zu 
können. So wird z. B. ermöglicht, normale Webseiten darzustellen bzw. 
diese mit Hilfe der Zwischenschicht auf die speziellen Bedürfnisse von mo-
bilen Displays bzw. Endgeräten anzupassen.  
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Das Magi-System wird in [Bolc00] vorgestellt. Es handelt sich um eine Ar-
chitekturbeschreibung für mobile und verteilte Workflows, die mit Hilfe ei-
nes Apache3-Servers bzw. des HTTP-Protokolls betrieben wird. Für die mo-
bil-spezifischen Defizite im HTTP-Protokoll werden strukturelle Lösungen 
angeboten. Das Magi-System selbst besteht aus einem leichtgewichtigen 
Apache-Webserver und aus einer generischen Schnittstelle, die für die An-
bindung von Diensten jeglicher Art eingeführt wird. Einige der Ansätze von 
[Bolc00] sind für die damalige Zeit innovativ, da der Endbenutzer mehr in 
die Betrachtung einbezogen wurde, z. B. soll eine einfache Möglichkeit ge-
schaffen werden, um vom mobilen Endgerät aus Dateien speichern zu kön-
nen. Es wird die Anbindung von WebDAV4 empfohlen [Bolc00]. In der 
Magi-Architektur soll diese Komponente als Modul geladen werden, so dass 
möglichst dynamisch und fallbezogen ein System aufgebaut werden kann. 
Viele der damals eingeführten Schwächen von HTTP sind allerdings heut-
zutage nicht mehr vorhanden, da z. B. die neueste Version HTML 5 ein 
Caching-Verfahren5 anbietet, was gerade für mobile Webseiten einen Vor-
teil darstellt. Die Webseiten können ohne Netzverbindung (offline) genutzt 
werden, sofern sie einmal geladen wurden. 
In [PCDG02] wird ein Workflow-basiertes System innerhalb eines Kranken-
haus-Anwendungsfalls vorgestellt, das es ermöglicht, mittels PDA Aufga-
ben und Informationen an andere Endbenutzer zu verteilen. Die GUI basiert 
auf mobilen Webseiten, die vom Endgerät aus (Windows Mobile Pocket PC) 
über WLAN abgerufen werden können. Das WfMS besteht aus zwei sepa-
raten Teilen: das Patientendaten-System und der Workflow-Server. Das Pa-
tientendaten-System ist mit Hilfe einer Client-Server-Architektur implemen-
tiert worden (Java und MySQL6-Datenbank). Der Workflow-Server basiert 
                                                                    
3  Apache ist ein HTTP-basierter Webserver, der von der Apache Software Foundation (einer 
der am häufigsten verwendeten Webserver) entwickelt wird (http://www.apache.org/).  
4  WebDAV (Web-based distributed authoring and versioning) ist ein Standard zur Bereitstel-
lung von Dateien für das Internet. Endbenutzer können auf Daten wie auf einer eingebunde-
nen Festplatte im Betriebssystem zugreifen.  
5  http://dev.w3.org/html5/spec/Overview.html#manifests 
6  Der MySQL-Server ist ein relationales Datenbanksystem.  
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auf dem Component Objekt Model7-Framework (COM) und Microsoft SQL 
Server Data Engine8 (MSDE). Die komplette Kommunikation innerhalb des 
WfMS wird über das HTTP-Protokoll über Webseiten bzw. REST9-Services 
abgewickelt [PCDG02]. Das System basiert insgesamt auf den von der 
WfMC definierten Standards, was an den Modulen (z. B. am Workflow De-
signer) zu erkennen ist. Es wird vom Ort bzw. der Position in [PCDG02] 
nicht abstrahiert. Eine weiterführende Verwendung der Ortsinformationen 
ist nicht angedacht. Lediglich die ortsunabhängige Nutzung von mobilen 
Endgeräten wird motiviert, damit die Workflows überall im Krankenhaus 
nutzbar sind. Es werden jedoch mobil-spezifische Ansätze in [PCDG02] vor-
gestellt: die Displaygröße wird z. B. abhängig vom Endgerät angepasst, da-
mit jede Information je nach Gerät mit einer guten Darstellung bereitgestellt 
werden kann. 
3.2.2 Moderne mobile WfMS (zweite Generation) 
Moderne mobile WfMS sind aus Publikationen ab 2002 hervorgegangen. Sie 
besitzen einen speziellen Entwurf (Berücksichtigung der Modellierung) und 
eine auf Standards aufbauende technische Implementierung. Weitere Cha-
rakteristika sind die XML-basierte Datenhaltung (auch verwendet als Aus-
tauschformat) und die Verfolgung des SOA-Paradigmas. 
Sliver [HHGR06] ist ein repräsentatives Beispiel für ein mobiles WfMS der 
zweiten Generation. Hackmann et al. wollen mit Sliver ein Informationssys-
tem auf Basis von BPEL entwickeln. Drei Anforderungen an das WfMS wer-
den identifiziert [HHGR06]: Die Engine muss möglichst effizient implemen-
tiert sein und mit wenig Speicherplatz auskommen. Die Java ME API wird 
technisch vorausgesetzt und eine Vielzahl an Kommunikationsprotokollen 
                                                                    
7  Das Component Object Model ist (COM) ist eine Plattformtechnik, die von Microsoft ent-
wickelt wurde, um unter Windows Interprozesskommunikation und dynamische Objekter-
zeugung bereitzustellen.  
8  Microsoft SQL Server Data Engine ist ein relationales Datenbankmanagementsystem von 
Microsoft.  
9  Representational State Transfer – Das Akronym REST bezeichnet ein Programmierpara-
digma für Webanwendungen, das auf gewöhnliche Webseiten zurückzuführen ist.  
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muss unterstützt werden. Herkömmliche Implementierungen einer BPEL-
Engine beruhen auf einem Java-Applikationsserver (z. B. JBoss10) und sind 
für den Einsatz auf den mobilen Endgeräten nicht geeignet. Die mobilen Be-
triebssysteme [HHGR06] verwenden Java ME (Mobile and Embedded Java 
Platform). Allerdings unterscheidet sich das Java ME von Java SE (Java 
Standard Edition). Java SE Programme können nicht auf der Java ME Platt-
form ausgeführt werden. Die Autoren haben demzufolge eine neue Archi-
tektur entworfen und umgesetzt. Eine Transportschicht tauscht Nachrichte-
nobjekte in Form von XML-Dokumenten aus. Die Daten werden mit Hilfe 
der XML-Parser- und der SOAP-Schicht in Java-Objekte konvertiert. Der 
BPEL-Server verwendet diese Komponenten. Zum Beispiel benutzt der 
BPEL-Server einen XML-Parser, um BPEL in ausführbare Prozesse zu über-
setzen. Sliver besitzt eine geringe Codegröße und unterstützt 16 der 20 wich-
tigsten Workflow-Patterns [HHGR06]. Die Autoren zeigen, dass rudimen-
täre XML-Parser (ohne Validierungsfunktionen) die Implementierung einer 
mobilen BPEL-Engine für mobile Geräte ermöglichen.  
Chen et al. stellen mit dem System FollowMe eine Workflow-Engine mit 
Unterstützung von pvPDL (Pervasive Process Definition Language) vor 
[CBLT06], welche eine von den Autoren speziell für kontextsensitive Ap-
plikationen entworfene Beschreibungssprache ist. Es sollen in erster Linie 
kontextbezogene Workflows unterstützt werden. Die entwickelte Engine ba-
siert auf dem OSGi-Rahmenwerk, das wiederum einen Applikationsserver 
(Classloader) voraussetzt. Der Nachweis, dass ein Applikationsserver auf ei-
nem mobilen Gerät lauffähig ist, wird jedoch nicht erbracht. Das Kontext-
modell wird mit Hilfe von Ontologien beschrieben. Der Hauptfokus von 
[CBLT06] liegt einerseits bei der Unterstützung von kontextsensitiven Ap-
plikationen und andererseits bei der Beschleunigung der Softwareapplikati-
onsentwicklung auf Basis von Workflows. In der Evaluation [CBLT06] wird 
eine Applikation mit und eine ohne Rahmenwerk implementiert. Bei der 
Workflow-Lösung ist der personelle und zeitliche Aufwand geringer.  
                                                                    
10  www.jboss.org 
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Ein mobiles Ad-hoc-Netzwerk (MANET) [Mack99] ermöglicht es, zur 
Laufzeit mobile Endgeräte zum Netzwerk hinzuzufügen, entsprechendes 
Routing zu implementieren und eine Kommunikation ohne spezielle Infra-
struktur zur Verfügung zu stellen. Sen et al. stellen in [SHHR07] ein WfMS 
auf Basis eines MANETs vor. Es wird eine BPEL-Erweiterung präsentiert, 
die es ermöglicht, mobile Anwendungsfälle ad-hoc zu unterstützen. In 
[SHHR07] wird das WfMS stets als Middleware beschrieben. Damit wollen 
die Autoren viele unterschiedliche mobile Endgeräte und erstmals ein 
„deployment on time“ unterstützen. Gleichzeitig soll von Endgerät zu End-
gerät eine informationstechnische direkte Kommunikation ermöglicht wer-
den. Als konkrete Anwendungsfälle werden in [SHHR07] mobile Auktionen 
direkt vor einem Werk des Künstlers während einer Ausstellung genannt. 
Andere ortsabhängige Anwendungsfälle, bei der ein Prüfer die Kontaminie-
rung von Böden feststellt und diese Information an die entsprechenden In-
genieure weiterleitet, werden angeführt. Innerhalb eines Baustellenanwen-
dungsfalls definiert ein Vorarbeiter eine Aufgabe, die auf Grund eines 
Defekts entstanden ist. Die Aufgabe wird mittels PDA geplant und an den 
entsprechenden Arbeiter weitergeleitet. Eine Gruppenfunktion, spezielle 
Nachrichten mit Einbeziehung dieser Gruppenfunktionalität, die zufällige 
Reihenfolge der Nachrichten und das deployment der Workflows zur Lauf-
zeit sind Merkmale des Systems. Es wird eine semi-automatische Verteilung 
der Workflows auf die mobilen Geräte ermöglicht. Die Autoren berechnen 
beispielsweise die Einteilung der Aufgaben nach der Morgenbesprechung 
(Baubetrieb) mit Hilfe von Heuristiken, die verschiedene Ressourcen be-
rücksichtigen. Das System ist auf Basis von CAST11 [RoHS06] implemen-
tiert worden, um die Koordination zwischen den verschiedenen Teilnehmern 
bzw. Endgeräten bezüglich Einsatzort und -zeit in den Workflows zu ver-
walten. Mit fünf Netzwerktransaktions-Typen haben die Autoren gezeigt, 
dass ein WfMS (mit den entsprechenden Modulen des WfMC-Referenzmo-
dells) möglich ist. Ergebnisse der Evaluation zeigen eine lange Laufzeit 
(mehrere Minuten) der heuristischen Algorithmen. Zur Beschleunigung des 
                                                                    
11  CAST ist ein Koordinations-Modell, um Interaktionen zwischen Agenten innerhalb von Ad-
hoc-Netzwerken zu unterstützten [RoHS06]. 
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Systems werden auch Lösungsansätze, wie beispielsweise die Begrenzungen 
des Entscheidungsraums, präsentiert.  
Kunze et al. stellen für mobile Prozesse eine Execution Engine vor, welche 
auf der DEMAC-Middleware (Distributed Environment for Mobility-Aware 
Computing) aufbaut [KuZL07]. Als mobilen Anwendungsfall für Geschäfts-
prozesse beschreiben die Autoren eine Auto-Panne, bei deren Behebung ein 
mobiles Informationssystem die Pannenhelfer in Kooperation mit der Pan-
nen-Meldezentrale unterstützt. [KuZL07] motivieren, dass die Kontextnut-
zung auf dem mobilen Endgerät einer der aktuellen Trends im mobile com-
puting ist und gleichzeitig komplexe mobile Applikationen immer stärker 
nachgefragt werden. Heutzutage möchten die Nutzer einige Aufgaben im-
mer und überall auf ihren mobilen Endgeräten erledigen können. Aus diesem 
Wunsch heraus argumentieren Kunze et al., warum sie versuchen, Teile der 
Prozesslogik auf dem mobilen Endgerät zu platzieren, um sogenannte appli-
cation-oriented processes zu erhalten. In [KuZL07] wird eine Unterstützung 
für solche Applikationen vorgestellt. Es wird mit der DPDL (DEMAC Pro-
cess Description Language) eine eigene Sprache mit entsprechendem Meta-
modell eingeführt. Kunze et al. motivieren dies mit einem Vergleich der  
Modellierungssprachen [KuZL07]. Darin wird gezeigt, welche mobil-spezi-
fischen Eigenschaften durch die entsprechenden Workflow-Sprachen nicht 
unterstützt werden und wie dies mit Hilfe von DPDL kompensiert wird. Das 
modulare DEMAC-System wird mit dem sogenannten „Base-Modul“ vor-
gestellt, das analog zu einem WfMS eine Engine beinhaltet. In [KuZL06] 
wird die DEMAC-Architektur mit den Prinzipien des late-binding, der mo-
dulare Aufbau und die leichtgewichtige Ressourceneinbindung vorgestellt.  
Gunarathne et al. beschreiben eine eigens implementierte BPEL-Engine 
Mora, welche einbettbar, skalierbar und erweiterbar ist [GPWK07]. Es wird 
BPEL als Ausführungssprache angewandt, da die Autoren XML-Web Ser-
vices (WS) als den Standard ansehen, der sich in den nächsten Jahren durch-
setzen wird. Kontextinformationen werden strukturiert im Information Mo-
del abgelegt. Das Process Model wird verwendet, um die eigentlichen 
Workflows abzuspeichern. Ein Kernel, der unabhängig von der Hardware 
ist, soll dafür sorgen, dass die Engine auch auf mehreren CPUs ausgeführt 
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werden kann. Die Implementierung erfolgt in Java-Threads. Allerdings zei-
gen die Autoren nicht, ob diese Engine, die auf Axis212 aufbaut, auch mit 
mobiler Hardware ausgeführt werden kann. Axis2 basiert auf Java 1.5, wo-
bei auch eine reine C-Implementierung existiert, mit der eine Portierung auf 
ein mobiles Endgerät möglich wäre. In der Veröffentlichung werden haupt-
sächlich Details der Prozess-Engine diskutiert, wie z. B. ein Multi-Prozess-
Scheduler oder das Laufzeitverhalten der Engine selbst. Die Mobilität selbst 
wird lediglich durch den leichtgewichtigen Ansatz der Mora-Engine ange-
deutet. 
Pajunen und Chande beschreiben in [PaCh07] ein vollständiges WfMS, das 
Mobilität berücksichtigt. Das System ist eine Plattform zum Einspielen und 
Verwalten von Workflows, die auf Basis von Diensten bereitgestellt werden. 
Sie unterstützen einschlägige Standards (BPEL, XML, XPath). Zunächst 
werden die Interaktion und die Integration einer Workflow-Engine als 
Hauptindikator zur Unterstützung von Prozessen identifiziert und implemen-
tiert. Die Workflow-Engine ist an die Funktionen und Kapazitäten eines 
Smartphones (siehe Kapitel 2.1.4) angepasst worden. Die Unterbrechungs-
unterstützung wird als eines der Hauptkriterien angesehen, das in WfMS 
schon früh identifiziert wurde [AGKA96], aber bis heute noch nicht voll-
ständig in eine Prozesssprache bzw. ein WfMS integriert ist. Mit der Forde-
rung einer von herkömmlichen Systemen abweichenden Zugriffskontrolle 
wird der Ausblick dieses Artikels abgeschlossen [PaCh07]. Es wird aus 
[PaCh07] nicht ersichtlich, warum z. B. BPEL, WSDL, XML und XPath 
Voraussetzung für eine mobile-spezifische Unterstützung sind. Ein innova-
tiver Ansatz der Publikation ist die Verwendung von Binär-Attachments, um 
die Nachrichten trotz des XML-Overheads möglichst schlank zu halten. 
Auch die ortsabhängige Ausführung bestimmter Aktivitäten wird in 
[PaCh07, S. 281] angedeutet. Darüber hinaus werden mobil-spezifische Pro-
tokolle wie SMS, MMS oder Bluetooth unterstützt. Eine Integration von 
 Kalender und Adressbuch ist implementiert worden. Die Kartenanzeige 
wurde eng mit dem Betriebssystem verzahnt. Weitere Kontexte, die in der 
                                                                    
12  Axis 2 ist eine Webservice-Engine: http://axis.apache.org/axis2/java/core/ 
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Publikation berücksichtigt werden [PaCh07]: die Ortszeit, die Netzabde-
ckung, den Ladestand der Batterie, die aktuelle geographische Position, die 
Bewegungsgeschwindigkeit und die aktuelle Temperatur. 
Mit dem WfMS Commune [DSBG06] wird ein verteiltes WfMS vorgestellt. 
Die Instanzen eines Workflows werden über verschiedene Workflow-Engi-
nes ausgeführt. Commune definiert sogenannte Mini-Workflows: ein Mini-
Workflow ist der Teil eines Workflows, der getrennt – also autark – auf ei-
nem mobilen Endgerät ohne Verbindung zum stationären WfMS ausgeführt 
werden kann. Der Teil, der wiederum auf dem stationären WfMS in der zu-
gehörigen Instanz ausgeführt wird, soll dabei Außen-Workflow (engl. outer 
workflow) genannt werden. Ein weiterer mobiler Aspekt von Commune ist, 
dass kontextuelle Informationen, wie z. B. der Kalender des Endbenutzers 
oder die aktuelle Position (Ort) berücksichtigt werden kann, wenn diese 
„Dinge“ (Kontexte) den Endbenutzern respektive Rollen zugeordnet sind. In 
[DSBG06] werden rein technisch BPEL-basierte Workflows zerlegt und auf 
entsprechende Endgeräte verteilt. Auf den mobilen Endgeräten sind jeweils 
kleine BPEL-Engines lauffähig. Die Mini-Workflows werden nicht automa-
tisch erstellt und verteilt. Es werden auch leistungsschwache Endgeräte be-
dacht, die keine BPEL-Engine verwenden können, indem diese ihre Work-
flows einfach an die nächsten Geräte weitergeben. Ein sogenannter 
PeoplePicker sucht entsprechende freie Personenressourcen (nach Fähigkeit 
und Verfügbarkeit) aus. Letztlich kommunizieren die Mini-Workflows mit-
tels SOAP13-WS. 
Eine spätere Publikation der Hamburger Gruppe, die mit dem DEMAC-
System in diesem Kapitel bereits vorgestellt wurden, konzentriert sich haupt-
sächlich auf das Problem der Endgerätevielfalt [ZaBV09]. Dafür wird die 
Verwendung der abstrakten Sprache Concur Task Tree (CTT) zur Beschrei-
bung von GUIs eingeführt. Im Fokus von [ZaBV09] stehen verteilte Ge-
schäftsprozesse, die über einen Mobile Interaction Service genutzt werden 
(Erweiterung einer konventionellen Workflow-Engine). Dabei sollen die 
mobilen Endgeräte reibungslos in dieses System integriert werden können. 
                                                                    
13  Netzwerkprotokoll zum Austausch von Daten über Remote Procedure Calls (IP-basierte 
Netzwerke) [Beng14]. 
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Einige Ideen von [ZaBV09] werden auch in vorliegender Arbeit aufgegrif-
fen: Abhängig von den Kontextinformationen dürfen z. B. bestimmte Inter-
aktionsformen nicht verfügbar sein. In einer Fertigungshalle (auf Grund der 
Lautstärke) kann das beispielsweise eine Sprachverbindung sein. Ortsbe-
züge werden in der Publikation am Rande erwähnt, allerdings nicht spezifi-
ziert oder formalisiert. Die Autoren bemerken, dass die Orte kontinuierlich 
dokumentiert werden müssen, um festzustellen an welcher Stelle bzw. wel-
chem Ort die Aktivität stattgefunden hat. Workflow-Beschreibungen sollen 
vom Endgerät aus heruntergeladen werden. Gleichzeitig soll die Workflow-
Engine ohne ständige Konnektivität zum Client auskommen können, damit 
Kosten bzw. die mangelnde Verfügbarkeit des Netzes überbrückt werden 
können. Vor allem die Peripheriegeräte, die die Funktionalität des Endgerä-
tes erweitern und den Endbenutzer unterstützen. Dies sind Speicherplatz, die 
Kamera oder der GPS-Empfänger [ZaBV09]. Größere Datenmengen sollen 
nur referenziert werden, so dass sie zu einem späteren Zeitpunkt bzw. wäh-
rend niedrigerer Transferlast bezogen werden können. Erstmals wurde eine 
Zuordnung von Aktivitäten zu Endbenutzern in Abhängigkeit des aktuellen 
Aufenthaltsortes veröffentlicht. Die prototypische Implementierung basie-
rend auf Java ME wurde in [ZaBV09] beschrieben. Die Evaluation ist inner-
halb einer Emulator-Umgebung durchgeführt worden. 
Mnaouer et al. stellen in [MnSY04] die Entwicklung einer Workflow-Engine 
unter die Prämisse der schnellen Applikationsentwicklung. Dabei wollen die 
Autoren auch Standards unterstützen und mit ihrem Ansatz das „Grundge-
rüst des Modells“ bilden, um eine interoperable, flexible und einfach zu im-
plementierende mobile Entwicklungsumgebung als Open Source zu veröf-
fentlichen. Die unterstützten Standards sind: WSFL14, XML, SOAP, 
UDDI15. Als Motivation ihres Ansatzes wird ein zukünftiges mobiles System 
mit einer dynamischen Workflow-Engine und vielen sogenannten Core Ser-
vices im Backend vorgeschlagen. Die Implementierung der Wf-Engine bzw. 
                                                                    
14  Web Service Flow Language (Vorgänger von BPEL): http://www.service-architec-
ture.com/articles/web-services/web_services_flow_language_wsfl.html 
15  Universal Description, Discovery and Integration – standardisierter Verzeichnisdienst einer 
SOA: http://uddi.xml.org/ 
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die Unterstützung der genannten Standards wird mit Hilfe von kXML („klei-
ner“ XML-Parser) und kSOAP (SOAP-API für Java ME) unter Verwendung 
von Java ME implementiert. Die wichtigsten Designkriterien sind Sicher-
heit, ein Verbindungsmodell, einfache Entwicklung, Interoperabilität und 
Service-Orientierung.  
In [MaMo04] wird Workflow-Management in Verbindung mit Mobilität 
vorgestellt. Die Autoren merken an, dass es gerade bei WLAN bzw. Blue-
tooth bei vielen teilnehmenden Knoten (Endgeräten) oft zu Engpässen 
kommt, da die verwendeten Funkressourcen meist von vielen Nutzern 
gleichzeitig verwendet werden. In [MaMo04] wird daher ein Workflow in 
viele autonome Workflows zerlegt und jeweils einem Endbenutzer bzw.  
einem Akteur zugeteilt. Dieses Prinzip soll dem Endbenutzer ein hohes Maß 
an Freiheit und Unabhängigkeit bescheren, indem die limitierten Ressourcen 
bzw. Endgeräte im Netz überbrückt werden. Die in der Publikation vorge-
stellte Delegationsmethode soll dabei die mobilspezifischen Eigenschaften 
(z. B. Verbindungsabbrüche) berücksichtigen. In [MaMo04] wird eine Im-
plementierung auf Basis von BPEL vorgestellt. Die graphische Modellie-
rungsnotation wird mit UML umgesetzt. In der Publikation wurde die Im-
plementierung nur am Rande erwähnt, so dass keine konkrete Aussage über 
die Funktionsweise des WfMS gemacht werden kann.  
Der in [CJKM08] vorgestellte Ansatz basiert auf Peer-to-Peer16-Datenaus-
tausch (P2P) von Office-Dokumenten, die alle Meta- und Workflow-Schema 
und -Instanz-Daten selbst mitführen. Dieses System soll es ermöglichen, 
normale Büroarbeiten auf Reisen bzw. zwischendurch zu erledigen. Aller-
dings werden in [CJKM08] keine mobil-spezifischen Aufgaben beschrieben, 
sondern Aufgaben aus dem Büroalltag. Auf Grund der P2P-Fähigkeit müs-
sen auf jedem Client Workflow-Engines zur Verfügung stehen. Daher wird 
das sogenannte Device Discovery verwendet, um den P2P-Ansatz zu unter-
stützen. Eine Besonderheit der Architektur ist, dass die Workflow Execution-
Komponente (eine Inbox und Outbox) besitzt. Wegen dieser Anlehnung an 
                                                                    
16  Peer-to-Peer (P2P) Konnektivität bezeichnet die jeweils einzelne Verbindung eines Endge-
rätes zu einem anderen, ohne dabei jeweils über einen Verwaltungsserver registriert werden 
zu müssen.  
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die Funktionsweise eines lokalen eMail-Clients ist das System auch als Out-
look-Plugin implementiert worden. 
Die verteilte Ausführung eines Workflows mit Darstellung der einzelnen 
Aktivitäten einer Arbeitsliste in Form einer geographischen Karte wird in 
[LeAH08, BrPa05] aufgegriffen. Die geographische Karte ist in beiden Ar-
beiten allerdings nur ein Spezialfall der Visualisierung von Arbeitslisten. Es 
können beispielsweise abstrakte Distanzmaße verwendet werden, um die be-
nötigte Expertise eines Akteurs für eine bestimmte Aufgabe darzustellen.  
Fazit 
Ein spezifisches Merkmal, das sowohl modernen als auch klassischen mobi-
len WfMS zugeschrieben werden kann, ist die Behandlung von geplanten 
und ungeplanten Unterbrechungen bzw. Verbindungsabbrüchen. Auch in 
der heutigen Zeit treten Verbindungsabbrüche beim Telefonieren bzw. bei 
der täglichen Arbeit auf. Problematisch dabei sind die Verbindungsabbrü-
che, die nicht vermieden werden können (z. B. Gebäude mit starker Abschir-
mung). Gleichzeitig existieren diverse unterschiedliche mobile Kommuni-
kationskanäle (siehe Abb. 2.3). Diese werden jedoch zum heutigen Zeitpunkt 
nicht übergreifend genutzt. Die Nutzung verschiedener Kommunikationska-
näle könnte diese Verbindungsabbruchproblematik abschwächen. In 
[SeAP06] wird zur Lösung dieser „handover-Problematik“ eine IP-basierte 
Lösung vorgestellt. Ein weiteres Merkmal aus den letzten beiden Kapiteln 
ist die Berücksichtigung von Kontextparametern z. B. bei der Aufgabenzu-
ordnung (Tasklisten-Management). Dieser Aspekt der Kontextberücksichti-
gung wird im weiteren Verlauf der Arbeit in Kapitel 4 und 7.2 weiterführend 
untersucht. Die Reduzierung des zu übertragenden Datenvolumens ist in 
mehreren Arbeiten diskutiert worden und entsprechende Lösungen sind an-
geboten worden. Letztendlich ist dieser Aspekt – wie [JHHS00, Busb94] ge-
zeigt haben – durch Datenkompressionsverfahren innerhalb des mWfMS 
einfach lösbar. Standardisierte Benutzungsschnittstellen – wie die beiden 
letzten Kapitel gezeigt haben –würden vielen Prozess-basierten mobilen 
Systemen erhebliche Akzeptanzvorteile geben. Diese Standardisierung kann 
allerdings nicht mittels eines Diktats in die Praxis umgesetzt werden. Die 
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Entwicklung in den weiteren Jahren wird zeigen, welche mobilen Betriebs-
systeme bzw. Plattformen sich durchsetzen werden. Unterschiedliche Tech-
niken zur Darstellung einer Aufgabenliste werden beispielsweise in Kapi-
tel 7.3 vorgestellt. Das letzte identifizierte Merkmal von mobilen WfMS ist 
die Integration verschiedenster Anwendungsprogramme auf dem mobilen 
Endgerät. Dies kann beispielsweise über die Verknüpfung von Kalender, 
Adressbuch oder einer Kartendarstellung (siehe z. B. Kapitel 7.3) erzielt 
werden. Im Verständnis der vorliegenden Arbeit verknüpft das mobile Pro-
zess-basierte System verschiedene Anwendungsprogramme über den zu 
Grunde liegenden Prozess (siehe Kapitel 4). 
In Tab. 3.1 werden die (mobilen) WfMS der beiden letzten Kapitel ausge-
wertet. Es wurde innerhalb der Publikationen auf Unterstützung (+) ver-
schiedener – innerhalb der Publikationen identifizierter – Anforderungen 
geprüft: 
 Berücksichtigung ungeplanter Verbindungsabbrüche 
 Unterstützung der Kontextinformationsauswertung innerhalb  
des WfMS 
 Tasklistenverwaltung des (mobilen) Clients; differenziert nach: 
 der Basisfunktionalität (z. B. einfache Taskliste) 
 der geographischen Unterstützung (z. B. Landkarte mit  
Aufgabenliste) 
 weiteren Funktionalitäten (z. B. Sortierung nach Prioritäten) 
 Integration verschiedener Anwendungsprogramme innerhalb  
des WfMS (z. B. Kalender, Email, Weiterleitung von Tasks) 
 Mobiler Client 
 Wf-Engine innerhalb des mobilen Endgeräts 
 angewandte Wf-Sprache 
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Tab. 3.1:  Auswertung mobiler WfMS 
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Die Vorteile von mobilen Technologien gegenüber statischen ortsgebunde-
nen Systemen können über entsprechende Fallstudien mobiler Anwendungs-
fälle beschrieben werden [KhPW03, DuGa03, HeVa02]. Die Unterstützung 
von Workflows unter Berücksichtigung von Kontextinformationen gibt den 
Unternehmen Vorteile gegenüber denjenigen, die weiterhin auf rein statio-
näre IKT setzen. In folgendem Kapitel wird daher eine Methode vorgestellt, 
Workflows mit mobilen Anwendungsfällen innerhalb eines Unternehmens 
zu identifizieren. 
3.2.3 Mobile Process Landscaping 
Die Methode des Mobile Process Landscaping (MPL) soll Geschäftspro-
zesse respektive Workflows mit mobilen Anteilen basierend auf der Grund-
lage, dass der Benutzer seine Aufgaben mobil bearbeitet, identifizieren. Die 
MPL-Methode unterscheidet vier Detailebenen [KöGr04a]: 
1. Kern-Prozesse: Beschreiben die grobe Unternehmensstruktur und 
die wesentlichen Elemente der Wertschöpfungskette. 
2. Sub-Prozesse: Stellen die zweite Detailebene dar und beschreiben 
die Aufgaben und Funktionen der Core Prozesse. 
3. Aktivitäten: Die Aktivitäten und Tätigkeiten der Sub-Prozesse wer-
den in dieser Ebene detaillierter beschrieben. 
4. Informationsobjekte: Aktivitäten und Tätigkeiten werden als Pro-
zessabläufe von Informationsobjekten dargestellt. Es werden u. a. 
Datenflüsse bzw. Schnittstellen spezifiziert und die Einsatzmöglich-
keit mobiler IKT untersucht.  
Mit diesen vier Ebenen werden laut [KöGr04a] vier unterschiedliche Ge-
schäftsprozesse identifiziert. Dabei wird jede höhere Ebene durch die darun-
terliegende Ebene verfeinert, d. h. die Prozesse werden detaillierter beschrie-
ben, bis sie anschließend in Ebene vier ausgeführt (automatisiert) werden. 
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Der Analyseaufwand wird dabei laut [KöGr04a] durch den Top-Down-An-
satz minimal gehalten. Die wichtigsten Eigenschaften werden in folgender 
Auflistung beschrieben [KöGr04b]: 
 Systematische Vorgehensweise bei der Entwicklung von Unterstüt-
zungsmöglichkeiten für mobile verteilte Geschäftsprozesse. 
 Identifikation von zu unterstützenden Prozessen auf Basis einer de-
taillierten Kosten-Nutzen-Analyse. Der entstehende Mehrwert nach 
der Implementierung der Unterstützungslösung wird bereits vorab 
messbar gemacht. 
 Die voraussichtliche Dauer, die anfallenden Kosten, sowie die benö-
tigten Ressourcen für die Durchführung des Mobile Process Lands-
caping, lassen sich bereits von Beginn an für jeden durchzuführen-
den Schritt aufbauend auf der fachlichen Prozessmodellierung 
abschätzen. 
 Das Mobile Process Landscaping ist an der Erzielung eines tatsäch-
lichen, messbaren Mehrwerts orientiert. In jeder einzelnen Entwick-
lungsstufe wird die potenziell zu erreichende Verbesserung ermittelt. 
Sollte kein Verbesserungspotenzial identifiziert werden, kann das 
Projekt jederzeit mit einem definierten Ergebnis beendet werden. 
 Das Mobile Process Landscaping ist eine konkrete operative Hilfe-
stellung für die Einführung mobiler Technologien im Unternehmen. 
Zusätzlich zu den bereits eingeführten Ebenen und den Eigenschaften des 
MPL wurde in [KöGr04b] ein detailliertes Vorgehensmodell vorgestellt 
(siehe Abb. 3.7).  
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Abb. 3.7:  Vorgehensmodell MPL nach [KöGr04b] 
Grundlage des Vorgehensmodells (siehe Abb. 3.7) ist ein erstelltes Ge-
schäftsprozessmodell bzw. ein Workflow-Modell, das aus fachlicher Sicht 
modelliert wurde. Aufbauend auf diesen fachlichen Workflows werden die 
Teile eines Workflows identifiziert, die ortsunabhängig mobil ausgeführt 
werden bzw. es werden diejenigen Workflow-Teile ausgewählt, die eine 
räumliche Beschreibung enthalten. Problematisch an diesem Verfahren ist 
allerdings die Tatsache, dass es bisweilen keine standardisierte geographi-
sche Annotationsform für Workflow-Modelle gibt. In Kapitel 4 wird eine 
entsprechende Annotation mit zugehörigem Schema eingeführt. Im nächsten 
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Schritt werden die Prozessanteile identifiziert, die auf einem mobilen End-
gerät potentiell ausgeführt werden. Danach sollte der Workflow „reengine-
ered“ werden. In diesem Prozessschritt wird das mobile Endgerät als Dienst 
interpretiert. Ein Dienst hat Eingangs- und Ausgangsparameter, die im Zuge 
der „Schnittstellenspezifikation“ definiert werden (siehe Abb. 3.7). Die 
Wirtschaftlichkeitsanalyse bzw. -bewertung im nächsten Schritt soll dabei 
helfen, ein positives Ergebnis mit z. B. einer zu entwickelnden mobilen Ap-
plikation im Unternehmen zu schaffen. Es muss dabei ermittelt werden, wel-
che mobilen Technologien eingesetzt werden und wie diese den Workflow 
insgesamt verbessern, damit die Unternehmensziele erreicht werden bzw. 
die Vorgaben innerhalb des Unternehmens eingehalten werden. Das Ergeb-
nis entscheidet darüber, ob das Projekt bzw. in welchem Umfang das Projekt 
durchgeführt werden kann. Falls die Umsetzung beschlossen wurde, sind die 
Anforderungen für die „IT-Unterstützung“ (siehe Abb. 3.7) festzulegen. In 
diesem Prozessschritt wird der Entwurf bzw. die Implementierung (der Soft-
wareentwicklungsprozess) gewählt. Für einen Prototyp werden Usability-
Tests durchgeführt, die eine Aussage über die letztendliche Gebrauchstaug-
lichkeit der Applikation im Zusammenspiel der ganzen unternehmensweiten 
Software trifft. Ergebnis des MPL ist eine Spezifikation der IT-
Unterstützung, die den Workflow innerhalb des Unternehmens unterstützt. 
Eine detaillierte Auflistung der einzelnen Prozessschritte kann aus 
[KöGr04b] entnommen werden (siehe Abb. 3.7). 
Ein Beispiel eines fiktiven Unternehmens A aus der Stahlindustrie soll die 
Methode des MPL näher erläutern. Dabei werden zu Beginn – wie aus der 
Auflistung zu Beginn dieses Kapitels zu entnehmen ist – die Kern-Prozesse 
mit den voneinander räumlich getrennten Organisationseinheiten des Kun-
den und dem Unternehmen identifiziert (siehe Abb. 3.8). 
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Abb. 3.8:  Kern-Prozesse Unternehmen A 
In Abb. 3.8 ist zu erkennen, dass gerade im Vertrieb eine nahe Verbindung 
zwischen Kunde und dem Unternehmen A vorhanden ist, somit also das Po-
tential für mobile Applikationen hoch ist, da bei „Überschneidungen von Or-
ganisationseinheiten“ (z. B. Vertrieb verkauft Produkte an Kunden) mobiles 
Potential vorliegt [KöGr04b]. Die Sub-Prozesse des Vertriebs werden ver-
feinert (siehe Abb. 3.9). Sowohl innerhalb der Prozessschritte, aber auch da-
zwischen, sind mobile Potentiale zu finden. Gerade die Kommunikation vor 
einem Verkaufsgespräch könnte zusätzlich informationstechnisch unter-
stützt werden, was jedoch in der Methode des MPL nicht vorgesehen ist.  
 
Abb. 3.9:  Sub-Prozess Unternehmen A 
3.2  State of the Art: Workflows unter Berücksichtigung mobiler Kontextinformationen 
121 
In Abb. 3.10 werden die Aktivitäten der beispielhaften Angebotserstellung 
weiter verfeinert.  
 
Abb. 3.10:  Aktivitäten Unternehmen A 
Die vollständige Angebotserstellung wird detailliert in der Ebene der Infor-
mation Objects dargestellt (siehe Abb. 3.11). In dieser Ebene ergeben sich 
wieder Potentiale zwischen den Schnittstellen bzw. unabhängig von den  
Prozessschritten. Es könnten z. B. einzelne kritische Angebotsinhalte vorab 
mit Hilfe von Kurznachrichten während der Prozessausführung bestätigt 
werden.  
 
Abb. 3.11:  Informationsobjekte Unternehmen A 
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Die Methode des MPL zeigt, dass es möglich ist, Workflows systematisch 
auf den sinnvollen Einsatz von mobilen Technologien hin zu analysieren. 
Allerdings wird lediglich der Ist-Workflow analysiert, der fehlerhaft bzw. 
ineffizient sein könnte. Grundsätzlich sollten Workflows innerhalb des Un-
ternehmens unabhängig von einer technischen Ausrichtung entworfen bzw. 
modelliert werden, um möglichst viel Geschäftslogik bzw. zahlreiche Ge-
schäftsziele zu integrieren. MPL stellt allerdings keine Modellierungsunter-
stützung für Workflows bzw. für die Berücksichtigung von Mobilität inner-
halb von Workflows bereit vgl. [RDUD13]. MPL soll als Methode zur 
Prüfung von Workflows innerhalb eines Unternehmens Anwendung finden. 
Mit der Methode lassen sich stationäre und mobile Anteile innerhalb von 
Workflows trennen. 
Wie schon eingangs der vorliegenden Arbeit erwähnt, soll nicht auf die Tren-
nung von Geschäftsprozessen in stationäre und mobile Anteile fokussiert 
werden, sondern auf Workflows, die wiederum Kontextinformationen inner-
halb der Ausführung berücksichtigen. 
3.3 Mobile WfMS 
Eine Definition eines mobilen WfMS [FWAC17] muss die Erkenntnisse 
bzw. die Definition mobiler IKT im Verständnis der vorliegenden Arbeit be-
rücksichtigen (siehe Kapitel 2.1.1 und Kapitel 2.1.2). 
Ein wichtiger Aspekt in der Definition muss die Ortsunabhängigkeit darstel-
len, die in bisherigen WfMS nicht beachtet worden ist. Einerseits kann ein 
WfMS durch die Mobilität ortsunabhängig sein, andererseits kann genau die-
ser Aspekt besondere Bedeutung im System erlangen, sofern z. B. abhängig 
vom Ort Aktivitäten, Prozesse oder Teilprozesse ausgeführt werden. Dieser 
Aspekt in Bezug auf die Kontextnutzung allgemein soll im weiteren Verlauf 
genauer untersucht werden: Inwiefern können Kontexte, die vom Endgerät 
bezogen werden können, innerhalb von Workflows beachtet werden? In mo-
bilen Workflows – wie in Kapitel 3.2.1 und 3.2.2 vorgestellt – werden z. B. 
Ortsinformationen entweder statisch angenommen oder sind gar nicht von 
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Interesse. Im Verlauf der vorliegenden Arbeit wird dieser Aspekt weiterfüh-
rend untersucht. Heutzutage werden immer mehr mobile IKT eingesetzt 
bzw. Workflows werden zunehmend mobil ausgeführt. Die mobile Technik 
wird immer günstiger und die laufenden Kosten können über sogenannte 
Flatrates reduziert werden. Gleichzeitig haben sich die Menschen daran ge-
wöhnt, immer und überall auf Emails bzw. geschäftsrelevante Daten zuzu-
greifen. So können z. B. Wartezeiten bei Dienstreisen überbrückt werden, 
indem (Teile eines) Geschäftsprozess mobil bearbeitet werden. Weitere Vor-
teile der mobilen Bearbeitung von Geschäftsprozessen werden in [DSKO09] 
erörtert. In vorliegender Arbeit werden mobile (End-)Geräte in Form eines 
Smartphones, Notebooks, Embedded-PCs oder anderer ähnlicher mobiler 
Geräte betrachtet (siehe Kapitel 2.1.4). In Kapitel 7.2 wird auf die Geräte-
klasse der Smartphones fokussiert.  
Der Aspekt der Kontextberücksichtigung innerhalb des WfM stellt zusätzli-
che Anforderungen (siehe Kapitel 2.2). Die Workflows werden mittels eines 
speziellen mobilen WfMS (mWfMS) unterstützt. Ein mWfMS ist gegeben, 
wenn „[…] mindestens eine der im Referenzmodell beschriebenen Kompo-
nenten auf einem mobilen Gerät vollständig implementiert ist.“ Die Defini-
tion [DKKO09] definiert ein mWfMS analog zur Definition des WfMC-Re-
ferenzmodells eines WfMS (siehe Abb. 2.11). Die Sicht auf die Architektur 
erschließt die funktionellen Anforderungen an das WfMS. Gleichzeitig wird 
damit die Funktionalität des mWfMS ersichtlich. Hinter der Komponente 
des Process Definition Tools verbirgt sich die Modellierungsunterstützung 
des Workflows. Interface 2 kennzeichnet die Endbenutzerschnittstelle (z. B. 
die mobile Taskliste; siehe auch Kapitel 7.3). Ein mobiles WfMS liegt 
vor – im Gegensatz zu einem normalen WfMS – wenn mindestens eine der 
Komponenten auf einem mobilen Gerät ausgeführt wird. In Abb. 3.12 wird 
die „logische Sicht“ (vgl. Kapitel 2.8) auf das Architekturmodell eines 
mWfMS analog zum Workflow-Referenzmodell der WfMC dargestellt.  
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Abb. 3.12: Mobiles Workflow-Managementsystem nach [DKKO09] 
In Abb. 3.12 ist eine weitere Unterscheidung von mWfMS zu erkennen: 
Wenn sich keine Workflow-Engine auf dem mobilen Endgerät befindet, so 
wird das mWfMS als „einfaches mWfMS“ bezeichnet. Dies kann z. B. eine 
einfache (mobile) Website sein, die speziell für mobile Geräte mit kleinen 
Displays erstellt wurde. Wenn sich allerdings eine lauffähige Workflow-En-
gine auf dem mobilen Endgerät befindet, wird das mWfMS als „hochentwi-
ckeltes mWfMS“ (engl. advanced mWfMS) bezeichnet. Bei einem hochent-
wickelten mWfMS können (Teil-)Prozesse lokal auf dem mobilen Gerät 
ausgeführt werden, was einen erheblichen Unterschied zum einfachen 
mWfMS darstellt.  
Aus Abb. 3.12 lassen sich die wichtigsten Komponenten eines mWfMS ab-
leiten. Zentrale Aspekte innerhalb eines WfMS sind die Modellierung und 
die Ausführung der Workflows. Die laufenden Workflows werden mit Hilfe 
des Administration & Monitoring Tools überwacht und kontrolliert. An die-
ser Stelle werden sogenannte Key Performance Indicators (KPI) ausgewer-
tet und überprüft. Die Endbenutzerschnittstelle wird durch die Client Apps 
bzw. den Worklist Handler unterstützt. Andere wichtige Systeme bzw. Kom-
ponenten für den Workflow werden über den Tool Agent angebunden und 
sind durch die Komponente Invoked Applications im logischen Architektur-
modell vertreten. Die mobile Erweiterung bzw. die Differenzierung des Re-
ferenzmodells der WfMC stellt eine hohe Abstraktion der Implementierung 
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dar. Letztendlich wurde dadurch gewährleistet, dass das Modell in der ur-
sprünglichen Darstellungsform (siehe Abb. 2.11) seit ca. 20 Jahren bestand 
hat und nicht ergänzt oder erweitert werden musste. Auch im Kontext der 
vorliegenden Arbeit bzw. in Bezug auf die mobilen Kontextinformationen 
und der Verknüpfung mit dem WfMS eignet sich das Referenzmodell.  
Im weiteren Verlauf der vorliegenden Arbeit wird stets allgemein von 
mWfMS gesprochen, während die Unterscheidung zwischen „hochentwi-
ckeltem mWfMS“ und „einfachem mWfMS“ einfach nachzuvollziehen ist. 
Implementierungen eines „einfachen mWfMS“ werden in Kapitel 7.2 vor-
gestellt. In Kapitel 6, Kapitel 7.1 und [SHHR07] wird z. B. ein hochentwi-
ckeltes mWfMS beschrieben.  
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4 Ortsbezüge in Workflows 
Im vorliegenden Kapitel wird eine Annotation zur Modellierungsunterstüt-
zung von Workflows vorgestellt, um Ortsbezüge abzubilden. Workflows 
werden (teilweise) mit mobilen Geräten ausgeführt, die während der Zeit-
spanne der Anwendung mit Batterie/Akku autark betrieben werden können. 
Zur Bestimmung des aktuellen Aufenthaltsortes wird ein Eigen- oder 
Fremdortungsverfahren genutzt (siehe Kapitel 2.1.6). Die mobilen Geräte 
ermitteln ihren eigenen Aufenthaltsort über Ortungsverfahren und können 
die Informationen an das mWfMS weiterreichen. Im Kontext der vorliegen-
den Arbeit unterliegen Workflows abhängig vom Aufenthaltsort ortsabhän-
gigen Einschränkungen (Ortsbezüge).  
In Kapitel 4.1 werden alle unterschiedlichen Bestandteile des Konzepts von 
Ortsbezügen, der Ortsberücksichtigung innerhalb von Workflows, definiert 
und im weiteren Verlauf jeweils referenziert. In Kapitel 4.2 wird ein Orts-
modell zur Unterstützung des eingeführten Konzepts bereitgestellt. Eine gra-
phische Annotation von Ortsbezügen (mit der Berücksichtigung verschiede-
ner Sprachaspekte) wird in Kapitel 4.3 eingeführt. Die formale Definition 
zur Annotation von Petri-Netzen und der BPMN 2.0 wird in Kapitel 5 ent-
wickelt. Die Modellierung von Ortsbezügen bzw. die sprachunabhängige In-
tegration von Ortsbezügen wurde erstmals in [Voge10] vorgestellt. In vor-
liegender Arbeit werden die Erkenntnisse aus [Voge10] zusammengefasst, 
erweitert und mit einer Architektur eines WfMS praktisch evaluiert. 
4.1 Das Konzept der Ortsbezüge 
Das Konzept der Ortsbezüge sieht vor, dass einzelne Aktivitäten eines 
Workflows an festgelegte Orte gebunden werden bzw. deren Ausführung an 
diesem bestimmten Ort (oder Orten) verhindert wird. Im weiteren Verlauf 
der Arbeit wird daher von Ortseinschränkungen (OE) gesprochen. Ziel des 
Workflow-Entwurfs bzw. der Geschäftsprozessmodellierung ist es, OE zu 
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definieren, die für die Ausführungsorte von Aktivitäten gelten. Im Mittel-
punkt dieses Kapitels, bedingt durch die Definitionsphase (siehe Kapi-
tel 3.1), steht somit die Modellierung dieses Konzeptes [DSKO09]. Die tech-
nischen Maßnahmen, um die entsprechenden OE durchzusetzen, werden in 
Kapitel 6 demonstriert.  
 
Abb. 4.1:  Hierarchie von Ortseinschränkungen 
Das Konzept der OE lässt sich in zwei Klassen einteilen (siehe Abb. 4.1). 
Einerseits in die Klasse der direkten OE und andererseits in die Klasse indi-
rekter OE. Dabei sind die indirekten OE weiter aufteilbar, was im weiteren 
Verlauf dieses Kapitels noch erörtert wird. Alle OE teilen die Eigenschaft, 
ein Vorzeichen zu besitzen, das entweder positiv oder negativ ist. Das Vor-
zeichen entscheidet darüber, welche Auflage getroffen wird: Ist es positiv, 
wird eine Auflage erzeugt, die eine Aktivität an einem entsprechenden Aus-
führungsort zulässt. Aktivität „A“ darf z. B. nur an Ort „B“ ausgeführt wer-
den. Ein negatives Vorzeichen hingegen erlaubt den Ausführungsort für die 
entsprechende Aktivität nicht. Die Aktivität „A“ darf z. B. an Ort „B“ nicht 
ausgeführt werden. Eine weitere zentrale Eigenschaft von OE sind die Ba-
sisdaten. Diese Daten sind notwendig, damit eine OE überhaupt ausgewertet 
werden kann. Sie tragen den Inhalt (engl. Content), ohne den eine OE nicht 
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interpretierbar ist. Basisdaten können in Form von Modellierungsinformati-
onen während der Modellierung eingegeben werden. In diesem Fall werden 
die Daten als statische Basisdaten bezeichnet, da sie für die jeweils vom Mo-
dell abgeleiteten Workflow-Instanzen unveränderbar sind. Je nach Ausprä-
gungsart der OE kann eine andere Erscheinungsform vorliegen. Basisdaten 
sind erst während der Ausführung des Workflows verfügbar und beeinflus-
sen die Auflagen der OE in der jeweils abgeleiteten Instanz (individuell). 
Diese Art der Basisdaten wird als dynamische Basisdaten bezeichnet.  
Bevor die weiteren Elemente (siehe Abb. 4.1) beschrieben werden, müssen 
vorab grundlegende Bausteine des Konzeptes eingeführt werden. Im nächs-
ten Kapitel werden die ortsbeschreibenden Elemente eingeführt.  
4.1.1 Die ortsbeschreibenden Elemente 
Das Konzept der OE soll den Modellierer unterstützen den Ausführungsort 
von Aktivitäten zu beeinflussen. Die relevanten Ortsinformationen werden 
im Workflow-Modell abgebildet. Die ortsbeschreibenden Elemente haben 
die Aufgabe, die modellierten Informationen innerhalb des Workflows zu 
repräsentieren. 
In vorliegender Arbeit werden drei Arten ortsbeschreibender Elemente ver-
wendet: 
 Ort: Ein Ort wird durch die definierte Grundfläche beschrieben.  
 Ortstyp: Werden zwei oder mehr Orte zusammengefasst, wird in 
vorliegender Arbeit von einem Ortstyp gesprochen. Die Bildung der 
Ortstypen erfolgt meist unter logischen Gesichtspunkten, wie z. B. 
Staaten eines Landes oder die Länder innerhalb der Europäischen 
Union (EU).  
 Zuordnungsliste: Eine Zuordnungsliste besteht aus einer Menge 
von binären Tupeln. Diese Tupel setzen jeweils immer zwei Orte 
miteinander in Beziehung, wobei der erste Eintrag den Quell- und 
der Zweite den Zieleintrag definiert (vgl. Abb. 4.2). 
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Die eingeführten Elemente müssen im Einklang mit einem geeigneten Orts-
modell definiert werden. Ein solches Ortsmodell wurde in [Deck11, S. 194-
199] auf Basis einer speziellen Art von Petri-Netzen vorgestellt. Das Orts-
modell der vorliegenden Arbeit (siehe Kapitel 4.2) wird unabhängig von ei-
ner Geschäftsprozessmodellierungssprache definiert. Es setzt die ortsbe-
schreibenden Elemente in einen logischen Zusammenhang mit der 
Definition von Ortsbezügen. 
4.1.2 Direkte Ortseinschränkungen 
Die direkten Ortseinschränkungen (siehe Abb. 4.1) werden in der Modellie-
rungsphase eines mobilen Workflows formuliert (siehe Kapitel 3.1). Im Ge-
gensatz dazu können die indirekten Ortseinschränkungen erst zur Laufzeit 
des Workflows ausgewertet werden. Direkte Ortseinschränkungen werden 
zum Entwurfszeitpunkt bei der Entwicklung eines Workflow-Modells defi-
niert und besitzen statische Basisdaten. Für alle abgeleiteten Prozessinstan-
zen sind die OE der Ausführungsorte identisch und werden eingehalten. Die 
Aktivitäten mit entsprechenden direkten OE werden als Zielobjekte inner-
halb des Workflow-Modells bezeichnet. Zur Gewährleistung einer direkten 
Ausführung des Workflows wird jeder OE ein ortsbeschreibendes Element 
zugewiesen. In Tab. 4.1 wird dieser Zusammenhang verdeutlicht. Ein orts-
beschreibendes Element kann jeweils ein Ort, ein Ortstyp oder eine Zuord-
nungsliste sein (siehe Kapitel 4.1.1). 
Tab. 4.1: Semantik direkter Ortseinschränkungen 
 Ortsbeschreibendes Element 
Positiv Die Ausführung des Zielobjektes muss am entsprechenden ortsbeschreiben-
den Element stattfinden. 
Negativ Die Ausführung des Zielobjektes darf nicht am entsprechenden Ort  
ausgeführt werden. Allerdings an jedem anderen Ort.  
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4.1.3 Indirekte Ortseinschränkungen 
Die indirekten OE werden (siehe Abb. 4.1) analog zu den direkten OE im 
Workflow-Modell abgebildet. Allerdings ist eine unmittelbare Ausführung 
nicht möglich. Die enthaltenen Basisdaten sind nicht automatisch vorhan-
den, sondern müssen aus externen Quellen bzw. von anderen Aktivitäten zur 
Laufzeit bestimmt werden. Diese Basisdaten werden als dynamische Basis-
daten bezeichnet, die aus verschiedenen Quellen bezogen werden. Eine sol-
che Quelle wird als Quellobjekt benannt. Ein Quellobjekt definiert den Zeit-
punkt, an dem die dynamischen Basisdaten bereitstehen bzw. es für die 
jeweilige Workflow-Instanz möglich ist eine Ableitung der OE vorzuneh-
men und die entsprechende OE auszuführen. Das Quellobjekt wird auch als 
Trigger-Objekt bezeichnet (Trigger, engl. Auslöser), da es einen Schalter 
umlegt, um das Zielobjekt unter der entsprechenden OE auszuführen. Eine 
indirekte OE besitzt – wie auch die direkte OE – ein Zielobjekt, dessen Aus-
führungsort anhand der generierten Basisdaten und der damit erstellten Auf-
lage erzeugt wird (siehe Abb. 4.2). 
 
Abb. 4.2:  Skizze einer indirekten Ortseinschränkung 
Innerhalb eines fiktiven Workflows erreicht der Kontrollfluss eine Aktivität 
(siehe Abb. 4.2, Punkt 1): das Quellobjekt (die Quelltransition). Gleichzeitig 
wird vorausgesetzt, dass die dynamischen Basisdaten am Quellobjekt vor-
handen sind (siehe Abb. 4.2, Punkt 2). Die OE können zur Bestimmung des 
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erlaubten Ausführungsortes des Zielobjektes auf Basis der dynamischen Ba-
sisdaten abgeleitet werden. In Punkt 3 beeinflusst die OE das Zielobjekt. 
Zur weiteren Demonstration des Prinzips sei auf die generische Program-
mierung verwiesen [CEGV00]. Bei dieser Technik werden Objekte zur 
Laufzeit aus einer Menge von Daten, die zu Beginn eines Programmes noch 
nicht determiniert sind, identifiziert und je nach Programm zu einem neuen 
Objekt zusammengeführt. Es ist notwendig, dieses neu erzeugte Objekt 
vorab mittels eines Schemas beschrieben zu haben. Analog dazu ist die 
Funktionsweise der direkten und indirekten OE. Indirekte OE werden wäh-
rend der Laufzeit – sobald die dynamischen Basisdaten vorhanden sind – zu 
direkten OE, die die Basisdaten einer OE für das Zielobjekt bestimmen. 
Die Generierung der OE für den Ausführungsort ist von den dynamischen 
Basisdaten abhängig. Dynamische Basisdaten unterscheiden sich in Art bzw. 
Herkunft und müssen differenziert behandelt werden. Zu diesem Zweck wer-
den modellexterne und modellinterne OE eingeführt (siehe Abb. 4.1). 
4.1.4 Modellexterne Ortseinschränkungen 
Die Bezeichnung „modellextern“ lässt darauf schließen, dass die dynami-
schen Basisdaten nicht aus dem Workflow-Modell bezogen werden. Daher 
werden für diese Typen keine direkten ortsbeschreibenden Elemente assozi-
iert. Die OE für das Zielobjekt werden innerhalb der externen Datenquelle 
generiert. Eine zusätzliche Untergliederung der modellexternen OE in ma-
nuell und back-end (vgl. Abb. 4.1) soll zwei Fälle unterscheiden:  
 Mit manuellen modellexternen OE werden OE bezeichnet, die von 
einem Endbenutzer (bzw. einer Rolle im WfMS) manuell bestimmt 
werden. Dieses manuelle Zuordnen kann z. B. über ein spezielles 
Frontend dem jeweiligen Anwender zur Verfügung gestellt werden. 
Es ist jedoch auch denkbar, dass der Modellierer diese Aufgabe wäh-
rend der Modellierung des Workflows durchführt, sofern eine ent-
sprechende Werkzeugunterstützung vorhanden ist.  
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 Die modellexternen back-end OE hingegen bezeichnen die Basisda-
ten, die aus Workflow-Modell-externen IS (z. B. ERP-, Supply-
Chain-Management (SCM) oder CRM-Systemen) stammen. Die 
meisten Unternehmen verfügen auf Grund von historischen IT-
Entwicklungen über mehrere betriebliche IS. Diese IS dienen teil-
weise auch der Unterstützung von Workflows [Gada05, S. 257]. 
Werden die dynamischen Basisdaten von einem derartigen IS abge-
rufen, so wird von einer modellexternen back-end-OE gesprochen.  
4.1.5 Modellinterne Ortseinschränkungen 
Die modellinternen OE sind – im Gegensatz zu den modellexternen 
OE – auf keine Zulieferer bzw. externe IS angewiesen. Diese OE werden 
stets von dem Quellobjekt direkt beeinflusst, daher werden sie als Ortsregeln 
bezeichnet. Wird während eines Kontrollflusses das Quellobjekt erreicht, 
stehen die dynamischen Basisdaten für das Zielobjekt (automatisch) bereit. 
Die notwendigen dynamischen Basisdaten werden aus dem Workflow-Mo-
dell bzw. aus den einzelnen Workflow-Instanzen abgeleitet, während die sta-
tischen Basisdaten Teil des Workflow-Modells sind. Da die Instanz des Mo-
dells Basis für die Auflage(n) sind, werden diese OE als modellintern 
bezeichnet. Die modellinternen OE werden weiter untergliedert in ortsbin-
dende und ortsimplizierende OE. Die Unterscheidung erfolgt anhand des 
Grades der Bindung: Einer ortsbindenden OE muss exakt ein ortsbeschrei-
bendes Element in Form eines Ortes oder eines Ortstyps zugeordnet werden. 
Bei einer ortsimplizierenden OE muss hingegen die Zuordnungsliste das 
ortsbeschreibende Element sein.  
Ausnahmen von modellinternen OE sind diejenigen, die nicht ausgeführt 
werden können. Direkte OE führen – unabhängig vom betrachteten Anwen-
dungsfall – jeweils zu OE, die mit einem Zielobjekt assoziiert werden. Es 
sind alle statischen Basisdaten vorhanden. Modellexterne OE müssen die 
entsprechenden Auflagen für die OE selbst definieren. Bei modellinternen 
OE kann es vorkommen, dass das ortsbeschreibende Element kein Element 
im Quellobjekt enthält, das mit dem Ausführungsort des Zielobjekts über-
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einstimmt. Da unter Umständen auf Grund der fehlenden dynamischen Ba-
sisdaten keine OE für das Zielobjekt erzeugt wird, entsteht ein Problem. Die-
ses ist im WfM bzw. im BPM auch bzgl. anderer fehlenden Daten bekannt. 
Die meisten WfMS haben keine Kontrollen über den Datenfluss innerhalb 
der Anwendungsfunktionen bzw. nutzen dieses Wissen nicht. „Das heißt, 
das PMS1 weiß nicht, welche Parameter beim Aufruf versorgt bzw. welche 
Eingabedaten vorhanden sein müssen und welche Rückgabewerte nach dem 
Aufruf zurückkommen“ [DaRR11]. In Abb. 4.3 wird der zitierte Sachverhalt 
visualisiert. Eine weitere Folge dieses Problems ist, dass zum Entwurfszeit-
punkt nicht überprüft werden kann, ob die Anwendungsfunktionen mit den 
Datenflüssen harmonieren. 
 
Abb. 4.3: Datenfluss im Workflow nach [DaRR11] 
Dem Problem kann mit zwei Strategien entgegnet werden: Entweder berück-
sichtigt der Kontrollfluss solche fehlenden dynamischen Basisdaten über-
haupt nicht, die OE wird somit ausgelassen, oder es muss mittels einer  
Datenvalidierung innerhalb des Workflows reagiert werden [SOSF04]. Das 
mWfMS muss somit sicherstellen, dass zu einem bestimmten Zeitpunkt bzw. 
                                                                    
1  Ein Prozess-Managementsystem (PMS) ist eine andere Bezeichnung für eine WfMS.  
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in einer bestimmten Aktivität innerhalb des Workflows ein bestimmtes Da-
tum vorhanden ist. So kann garantiert werden, dass ein mögliches Quellob-
jekt einer ortsbindenden OE nur am verknüpften Ort stattfindet, der zum ent-
sprechenden Ortstyp gehört. Für ortsimplizierende OE würde analog dazu 
die Ausführung des Quellobjektes entsprechend an den Quelleinträgen der 
Zuordnungsliste gebunden sein.  
Im weiteren Verlauf werden verschiedene technische Lösungen vorgestellt. 
Generell kann die zweite Lösung immer erzwungen werden, indem der Rolle 
des Modellierers die Berechtigung gegeben wird, eine zusätzliche direkte 
OE für das Quellobjekt zu definieren, damit nur zulässige Lösungen bzw. 
Orte definiert werden. Mit diesem Workaround könnte weiterführend er-
möglicht werden, dass eine Verknüpfung einer direkten OE mit einer Zuord-
nungsliste erlaubt wird. Vor diesem Hintergrund könnten auch einfache „if… 
then… else“-Regeln in das Modellierungstool integriert werden. 
4.2 Das Ortsmodell 
Das Konzept der OE sieht vor, dass Aktivitäten an Ausführungsorte gebun-
den werden. Es ist notwendig, die Orte in einer geeigneten Form zu model-
lieren, damit eine Abbildung in Datentypen möglich wird. In Kapitel 4.1.1 
wurden die verwendeten ortsbeschreibenden Elemente eingeführt. Der Ort, 
der Ortstyp und die Zuordnungsliste bilden die Basis zur Darstellung von 
OE in Workflow-Modellen. Für die Modellierung dieser drei Elemente im 
Workflow-Modell wird weiterführend, um z. B. geographische Lage oder 
das Ausmaß bzw. die Zusammensetzung der Orte zu bestimmen, ein Orts-
modell eingeführt. Dies ist im Kontext der vorliegenden Arbeit Teil des Me-
tamodells der entsprechenden Modellierungssprache, wird jedoch separat 
eingeführt, um das Konzept auf weitere Geschäftsprozessmodellierungs-
sprachen anwenden zu können. In vorliegender Arbeit wird die Anwendbar-
keit mit Petri-Netzen und BPMN als Modellierungssprache dargestellt (siehe 
Kapitel 5). Das angewandte Entwurfsprinzip des separation of concerns 
wird seit Dijkstra [Dijk82] in der Informatik beim Entwurf von Softwaresys-
temen gepflegt. In dieser Arbeit soll damit die Modellierung der Workflow-
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Modelle und der entsprechenden Ortsmodellinstanzen getrennt werden. Das 
erfordert eine Definition einer geeigneten Schnittstelle, damit die Domänen 
(ortsbeschreibende Elemente und Ortsmodell) wieder verbunden werden 
können. Die drei eingeführten Elemente müssen mit dem Ortsmodell ver-
knüpft werden. Auf diese Weise kann innerhalb der Workflow-Instanz da-
rauf Bezug genommen werden. Ein weiterer Vorteil dieses Konzeptes ist, 
dass in dem entsprechenden Metamodell der Modellierungssprache (nur) 
diese drei Elemente ergänzt bzw. implementiert werden müssen. Die spätere 
technische Implementierung eines Ortsmodells kann unabhängig davon 
durchgeführt werden. Ein entsprechendes Element in der Workflow-Instanz 
benötigt ein Gegenstück im Ortsmodell. Es soll der Name des Objektes als 
Schlüssel für die Identifikation des Pendants (auf der anderen Seite) dienen. 
Die Bezeichner müssen eindeutig unterscheidbar sein. Die graphische  
Repräsentation innerhalb des Workflow-Modells mit Hilfe von Symbolen 
sind Referenzen auf die Pendants in der Ortsmodellinstanz. Damit wird eine 
mehrfache Verwendung der ortsbeschreibenden Elemente unterstützt. Die 
ortsbeschreibenden Elemente sind abstrakt gewählt worden, um keine  
weiteren (detaillierten) Vorgaben für das Ortsmodell treffen zu müssen.  
Somit sind verschiedene zwei- oder dreidimensionale Ortsmodelle möglich, 
die bzgl. ihrer geometrischen Definition variieren können (vgl. z. B.  
kartesisches Koordinatensystem oder Polarkoordinatensystem [Roth05,  
S. 274-275]). 
Die Schnittstelle zwischen Orts- und Workflow-Modell wird mittels XML-
Schema definiert [WWWC04] und ist in in Abb. 4.6 aufgelistet. Der struk-
turelle Aufbau der XML-Schema-Definition ist in Abb. 4.4 skizziert. In der 
XML-Datei sind die detailgetreuen Informationen aus der Ortsmodellinstanz 
enthalten. Sämtliche Informationen einer Ortsmodellinstanz können in der 
Schnittstelle nicht abgebildet werden. Im Kontext der vorliegenden Arbeit 
sind die ortsbeschreibenden Elemente abgebildet. Die oben erwähnten 
Schlüssel bzw. Schlüsselreferenzen und eine Definition von eindeutigen 
Werten sind in der XML-Schema-Datei dokumentiert. Die XML-Schema-
Definition der Schnittstelle garantiert die Abbildungsregeln und die zulässi-
gen Werte [Vlis02, S. 141]. 
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Ein Beispiel für ein mögliches XML-Schema ist in Abb. 4.7 dargestellt. Das 
Anwendungsbeispiel besteht aus vier Orten mit jeweils zwei Ortstypen und 
zwei Zuordnungslisten. Die Orte werden den Ortstypen und Zuordnungslis-
ten (nach logischen Zusammenhängen) zugewiesen.  
 
Abb. 4.4: Schnittstelle zwischen Orts- und Workflow-Modell 
Die erwähnte Trennung von Orts- und Workflow-Modell bietet weitere Vor-
teile, da nur ein Metamodell für die Ortsmodellierung implementiert werden 
muss. So können beispielsweise mehrere Modellierungssprachen um das 
Prinzip der Ortsbezüge ergänzt werden und es müssen nicht stets Spezia-
limplementierungen für das Ortsmodell vollzogen werden. Ohne Implemen-
4  Ortsbezüge in Workflows 
138 
tierung eines Ortsmodells kann die Methode auch für Geschäftsprozesse ein-
gesetzt werden. Bereits bestehende Ortsmodelle müssen lediglich an die drei 
unterschiedlichen fortzuschreibenden Elemente angepasst werden. Ein Aus-
tausch des Ortsmodells ist zu jedem gegebenen Zeitpunkt möglich, da nur 
die Schnittstelle angepasst werden muss. 
Die Informationen aus einer Ortsmodellinstanz werden einem mWfMS be-
reitgestellt, was im weiteren Verlauf der Arbeit vorausgesetzt wird. Der Da-
tenaustausch erfolgt über die vorgestellte Definition der Schnittstelle. Das 
vorgestellte XML-Schema kann Daten aus der Ortsmodellinstanz (XML-
Dateien) an das mWfMS übergeben (siehe Abb. 4.6). Wie in Kapitel 2.5.3 
beschrieben, ist eine der Aufgaben eines mWfMS die Zuweisung von Akti-
vitäten an Endbenutzer (Rollen). Dies ist eine der Automatisierungen, die 
ein mWfMS auszeichnet. Allerdings müssen Auflagen der Zielobjekte von 
OE berücksichtigt werden, wozu weitere Anforderungen bzw. eine weiter-
führende Funktionalität des mWfMS verlangt werden:  
Da jeder direkten OE ein ortsbeschreibendes Element zugeordnet ist, muss 
das mWfMS entscheiden, ob der aktuelle Ort (des Endgerätes) der definier-
ten Auflage des Ausführungsortes entspricht. Es soll im negativen Fall durch 
das mWfMS garantiert werden, dass die Ausführung (bei einer positiven 
OE) verhindert wird. Bei modellinternen OE ist bei der Betrachtung des 
Kontrollflusses nach der Ausführung eines Quellobjektes nur ein Ort (Koor-
dinatenpunkt) bekannt. Das mWfMS muss daher stets in der Lage sein, eine 
Aussage bzgl. des „sich darin Befindens“ abhängig vom ortsbeschreibenden 
Element treffen zu können, da dies eindeutig an das Zielobjekt weiterge-
schrieben werden soll. Dynamische Basisdaten modellexterner OE müssen 
von der externen Quelle verarbeitet werden können. Bei indirekten OE 
muss vor der Ausführung des Zielobjektes geprüft werden, ob der aktuelle 
Ort der Auflage entspricht. Falls dies nicht der Fall ist, muss es vom mWfMS 
unterbunden werden. Es sollten nur eindeutige Aussagen bzgl. der Auflagen 
erzeugt werden. Das mWfMS muss im Falle eines Widerspruchs (z. B. Über-
schneidung zweier Orte eines Ortstyps) Funktionalität bereitstellen, um 
diese Widersprüche aufzulösen.  
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Auf Basis dieser Anforderungen wurde ein Ortsmodell als UML-
Klassendiagramm entworfen (siehe Abb. 4.5). Das Ortsmodell wird mittels 
OCL-Ausdrücken formal spezifiziert, die im weiteren Verlauf dieses Kapi-
tels vorgestellt werden. 
Die Schnittstelle zwischen Orts- und Workflow-Modell wird mittels der drei 
ortsbeschreibenden Elemente definiert. Das Ortsmodell muss diese drei Ele-
mente Ort, Ortstyp und Zuordnungsliste beinhalten. Innerhalb des Ortsmo-
dells werden die drei Elemente mittels ihrer englischen Übersetzung (Loca-
tion, LocationType und ImplicationList) dargestellt (siehe Abb. 4.5).  
Ein kartesisches Koordinatensystem dient als Basis zur Erläuterung der 
drei ortsbeschreibenden Elemente. Die einzelnen Bestandteile Point, Poly-
gonPoint und Polygon sind im Ortsmodell als Klassen dargestellt (siehe 
Abb. 4.5). Zentrales Element des geometrischen Ortsmodells ist der Koordi-
natenpunkt bzw. die Koordinate, die von der Klasse Point ableitbar ist. Eine 
Koordinate wird im kartesischen Koordinatensystem durch ein 2-Tupel in 
Form von Werten eindeutig spezifiziert. Ein Wert beschreibt den Abszissen-
abschnitt und der andere Wert den Ordinatenabschnitt eines Punktes. Sie 
werden durch die Attribute xcord und ycord beschrieben (siehe Abb. 4.5). 
Allerdings wird eine Ergänzung der Klasse Point z. B. bei der Anwendung 
des UTM-Koordinatensystems2 benötigt, da eine Meridianzone determiniert 
werden muss [Kuep05, S. 31]. Die Klasse Point wird mittels Attribut einge-
führt. Weitere Attribute sind erforderlich, wenn z. B. Gitterquadrate verwen-
det werden. 
                                                                    
2  Das Universal Transverse Mercator Koordinatensystem ist ein globales kartesisches Koor-
dinatensystem, das die Erdoberfläche in 60 Meridianzonen einteilt [Roth05]. 
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Abb. 4.5:  Das Ortsmodell 
Ein Polygon, als wichtiger Bestandteil des Ortsmodells, wird durch die 
Klasse Polygon beschrieben. Polygone werden durch mindestens drei Koor-
dinatenpunkte determiniert. Die Punkte werden mittels eines Linienzugs 
miteinander verbunden, so dass letztendlich eine abgeschlossene Hülle 
(Punkte des Linienzugs) entsteht. Für vier oder mehr Koordinatenpunkte ent-
stehen mehrere Möglichkeiten, das Polygon zu definieren. Es wird im Mo-
dell eine zusätzliche Angabe benötigt, um die Position des Punktes innerhalb 
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des Linienzugs zu determinieren. Die Klasse PolygonPoint sorgt dafür, dass 
ein Objekt vom Typ PolygonPoint mit genau einem Punktobjekt assoziiert 
wird. Die Komposition (vgl. objektorientierter Entwurf) sichert die drei 
Punkte, die für ein Polygon notwendig sind. Mit Hilfe des Attributs Order 
werden jedem Koordinatenpunkt positive ganzzahlige Werte zugeordnet, be-
ginnend mit 0 aufsteigend um eins jeweils (n+1) bis zum letzten Punkt  
(N-1). Da die Werte eindeutig sein sollen, müssen die Ordnungswerte der 
Polygonpunkte paarweise verschieden sein. Diese Bedingung wird mit Hilfe 
einer OCL3 beschrieben. Folgender OCL-Ausdruck stellt die richtige Rei-
henfolge und die Differenzierung der Punkte (paarweise verschieden) sicher: 
 
 
Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛 + 𝑛2 +  𝑛2 = 𝑛 + 2𝑛2. Für alle n ≥ 2 ist beschränkt 
der Ausdruck 2𝑛2·die Funktion T(n). Damit gilt für die Funktion  
T(n) ∈ 𝑂(𝑛2). 
Obiger OCL-Ausdruck (bzw. siehe Ortsmodell in Abb. 4.5) verbietet eine 
Kreuzung der Linien in der Punktemenge. Da aber gerade dies manchmal 
erwünscht ist, muss zwischen zwei Arten von Polygonen unterschieden wer-
den [Tous89]. Es wird ein Polygon, dessen Linien sich nicht überschneiden, 
                                                                    
3  Eine OCL kann mittels Sprachtransformation in andere Programmiersprachen übersetzt wer-
den bzw. eine OCL ist interoperabel einsetzbar [KuGo12]. 
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als einfaches Polygon bezeichnet. Die abgeschwächte Form (engl. weakly-
simple polygon) erlaubt eine parallele Lage bis hin zur Berührung, jedoch 
keine Überkreuzung [Tous89]. 
Für die Abbildung von Orten ist die Klasse Location verantwortlich. Das 
dazugehörige Attribut LocName weist jedem Ortsobjekt einen eindeutigen 
Bezeichner zu. Es handelt sich um eine abstrakte Klasse, die die Spezialisie-
rungen CircleLocation und PolygonLocation als Instanziierungen zulässt 
(siehe Abb. 4.5). Diese beiden Klassen wiederum lassen die Grundfläche ei-
nes Ortes bestimmen. Die geometrische Bestimmung der Orte ist je nach 
Klasse unterschiedlich (Kreis vs. Polygon).  
Die Abbildung der Ortstypen werden durch die Klasse LocationType wie-
dergegeben. Ein Ortstyp kann mehrere Ortsobjekte zusammenfassen (siehe 
Kapitel 4.1.1). Auf Grundlage einer gemeinsamen Merkmalsausprägung 
werden die Ortstypen bestimmt. Diese Eigenschaft wird mit der Geographic 
Markup Language4 (GML) geteilt, die als Ausprägung feature bzw. feature 
type definiert [OpGC07]. Die gebräuchlichen Geoinformationssysteme5 
(GIS) unterstützten Layer. Layer enthalten immer ein Objekt eines bestimm-
ten Typs und können unabhängig von anderen Objekten ein- bzw. ausge-
schalten werden. Layers werden übereinanderliegend angeordnet. Jedem 
Ortstyp ist ein bestimmter Referenzbereich zugeteilt, dessen Beziehung 
durch eine Assoziation der Klasse ReferenceArea geknüpft wird (siehe  
Abb. 4.5). Diese ReferenceArea ist optional und nicht Gegenstand der Defi-
nition der Schnittstelle. Der Nutzen aus dieser Klasse wird im weiteren Ver-
lauf der Arbeit ersichtlich. Das Attribut TypeName der Klasse LocationType 
ist (wieder) für den eindeutigen Bezeichner des Ortstyps zuständig. Auch 
LocationType ist eine abstrakte Klasse, so dass nur über CircleLocationType 
und PolygonLocationType Instanzen erzeugt werden können, bei einer In-
stanziierung durch ein WfMS.  
                                                                    
4  Die Geography Markup Language ist eine XML-basierte Sprache u. a. zum Austausch von 
Ortsinformationen. http://www.opengeospatial.org/standards/gml 
5  Geoinformationssysteme (GIS) sind Informationssysteme zur Erfassung, Bearbeitung, Orga-
nisation, Analyse und Darstellung geographischer Daten. Dazugehörig ist, neben der Soft-
ware, meist auch die Hardware http://www.freegis.org/.  
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Orte sind anhand von Polygonen eindeutig beschreibbar. In Abb. 4.5 auf der 
rechten Seite sind PolygonLocationType, PolygonLocation, PolygonLoca-
tionPart und PolygonLocationTypePart dargestellt. Im Ortsmodell steht für 
die Modellierung von Orten in Form von Polygonen die Klasse PolygonLo-
cation bereit. Objekte dieser Klasse können einzelne oder mehrere Polygone 
enthalten. Es wird zwischen zwei Mengen, dem Positivbereich und dem Ne-
gativbereich, unterschieden, die über eine Assoziation der Klasse Polygon 
bestimmt werden. Der Positivbereich besteht aus mindestens einem Polygon, 
dessen Polygone (falls mehrere) nicht unbedingt zusammenhängend sein 
müssen. Jedoch ist es erforderlich, bestimmte Flächen (Polygone) wieder aus 
dem Positivbereich zu entfernen. Der Negativbereich darf im Gegensatz zum 
Positivbereich auch leer sein. Die Fläche des Positivbereichs wird durch den 
Negativbereich verkleinert. Dies erlaubt eine flexible Modellierung von po-
lygonförmigen Orten, die u. a. auch Lücken aufweisen können. West-Berlin 
(innerhalb der Bundesrepublik Deutschland) war bis zur deutschen Einheit 
z. B. solch eine Ausnahme. Zusätzlich sind die modellierten Polygone  
wiederverwendbar. Im Ortsmodell wird die Zusammenfassung von Poly-
gonorten zu Polygon-Ortstypen durch die Klasse PolygonLocationType un-
terstützt. Dessen Attribute Covering steuern die Überdeckung des Polygon-
Ortstyps mit den entsprechenden Polygonorten. Im Falle von true muss eine 
vollständige Abdeckung vorhanden sein. Mit false gilt der umgekehrte Fall, 
d. h. Teile des Referenzbereichs dürfen ungenutzt bleiben. Mit dem Attribut 
Overlap (von PolygonLocationType) wird mit true ausgedrückt, dass sich 
die Flächen überlappen dürfen; mit false das Gegenteil. 
Die eindeutige Ermittlung eines Ortes auf Basis der Angabe von Ortstyp und 
Koordinatenpunkt muss das Ortsmodell bzw. das mWfMS ermöglichen. Für 
die Bestimmung des Ausführungsortes einer Aktivität ist dies essentiell. 
Nicht in jedem Fall werden Polygon-Ortstypen überschneidungsfrei defi-
niert. Es muss eine Lösung geschaffen werden, damit die Vorrangbeziehung 
eindeutig aufgelöst wird. Daher definiert das Ortsmodell eine einfache Rang-
folge der Polygonorte, die durch die Aggregation zwischen den Klassen  
PolygonLocationType und PolygonLocation mit der Assoziationsklasse  
PolygonLocationPart ausgedrückt wird. Um einen ganzzahligen eindeutigen 
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Wert zuzuordnen ist das Attribut Priority enthalten. Im folgenden OCL-
Ausdruck wird dieser Zusammenhang beschrieben: 
 
 
Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛2 + 𝑛 + 𝑛2 +  𝑛2 = 𝑛 + 3𝑛2. Für alle n ≥ 3 ist be-
schränkt der Ausdruck 3𝑛2·die Funktion T(n). Damit gilt für die Funktion 
T(n) ∈ 𝑂(𝑛2). 
Für den Fall, dass ein Polygon-Ortstyp nicht komplett neu erstellt wird, stellt 
das Ortsmodell zusätzlich einen Mechanismus bereit. Das Objekt vom Typ 
PolygonLocationType kann Objekte desselben Typs enthalten und wird mit-
tels einer Aggregation modelliert. Die Bestimmung der Vorgängerbeziehung 
wird mit der Assoziationsklasse PolygonLocationTypePart bzw. dem Attri-
but Priority determiniert. Falls sich mehrere Orte überschneiden und aus un-
terschiedlichen Polygon-Ortstypen bestehen, hat der Ort Priorität, der den 
höheren Wert besitzt. Da die bereits definierten Vorgängerbeziehungen ent-
halten bleiben, können auch rekursive Strukturen aufgelöst werden (z. B.  
Polygone, die wiederrum Polygone beinhalten). Sind in einem zusammen-
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gesetzten Polygon-Ortstyp zusätzlich Polygonorte direkt zugeordnet, besit-
zen diese immer höhere Priorität. Die gerade beschriebenen Eigenschaften 
sind in folgender OCL spezifiziert: 
 
 
Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛2 + 𝑛 + 𝑛2 + 𝑛2 = 𝑛 + 3𝑛2. Für alle n ≥ 3 ist be-
schränkt der Ausdruck 3𝑛2·die Funktion T(n). Damit gilt für die Funktion 
T(n) ∈ 𝑂(𝑛2). 
Die direkt zugeordneten - und die hinzugefügten - Polygon-Ortstypen wer-
den mit den Attributen Covering und Overlap berücksichtigt. Bei kombinier-
ten Polygon-Ortstypen muss generell ein großer Referenzbereich gewählt 
werden. Falls dies nicht eingehalten wird, werden die Orte, die außerhalb der 
Grenzen liegen, nicht definiert. Existieren beispielsweise für Bundesländer 
Polygon-Ortstypen, so wäre eine Kombination der vorhandenen Bundeslän-
der einfacher, als eine neue Deklaration einzuführen. 
Die meisten Orte lassen sich mittels Polygonen modellieren. Je nach Anwen-
dungsfall kann es notwendig werden, einen runden Bereich um eine Koordi-
nate zu deklarieren: Wenn der bestimmte Ausführungsort des Zielobjektes 
einer ortsbindenden OE von der Koordinate des Ausführungsortes des Quel-
lobjektes einen minimalen bzw. maximalen Abstand aufweisen soll. Eine 
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Lösung mit Hilfe von Polygonorten ist aufwendig und daher wenig geeignet. 
Daher wird ein eigener Typ innerhalb des Ortsmodells eingeführt, um Kreise 
im Ortsmodell zu definieren. Ein runder Bereich um einen Koordinatenpunkt 
bietet zusätzlich die Möglichkeit, Ungenauigkeiten in der Ortung zu berück-
sichtigen. Die Klasse für Kreise ist CircleLocation (siehe Abb. 4.5), die aus 
Location abgeleitet wird. Die Größe des Kreises kann mittels zweier Werte, 
Koordinate und Radius, definiert werden (siehe Assoziation CircleLocation 
mit Klasse Point). Der Radius selbst ist nicht Teil der Klasse CircleLocation, 
sondern Bestandteil eines Kreis-Ortstyps, der eine endliche Menge von 
Kreisorten beschreibt. Diese Spezialisierung von LocationType (CircleLo-
cationType) kann nicht ohne die Angabe des Radius existieren. Die Abhän-
gigkeit zwischen CircleLocationType und CircleLocation wird über eine 
Komposition definiert (siehe Abb. 4.5). Der Wert des Radius muss größer 
Null sein, damit ein Kreis erzeugt werden kann. Der Ausdruck besitzt die 
Komplexität O(1): 
 
 
Der Referenzbereich eines Kreis-Ortstyps ist für die Eingrenzung der mög-
lichen Koordinatenpunkte verantwortlich. Es können beliebig viele Punkte 
sein. Daher sollten in der praktischen Ausführung nur die tatsächlich rele-
vanten Kreisorte dynamisch instanziiert werden. Prinzipiell kann jeder Ko-
ordinatenpunkt einen Kreis-Ortstyp bilden. Für ortsbindende OE können 
Kreis-Ortstypen nützlich sein, da der Ausführungsort des Zielobjekts auf Ba-
sis des Abstands zum Quellobjekt beeinflusst wird. Die Abbildung erfolgt 
mit der Klasse CircleLocationType. Soll beispielsweise in einem bestimmten 
Bereich um das Quellobjekt eine weitere Ausführung verhindert werden, 
kann eine negative ortsbindende OE, die mit dem Kreis-Ortstyp verknüpft 
ist, modelliert werden.  
Während Kreis-Ortstypen zur Modellierung von ortsbindenden OE einge-
führt wurden, können Kreisorte für direkte und modellexterne OE verwendet 
werden. Eine direkte OE kann mit einem Kreisort verbunden werden. Eine 
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Bindung der Ausführung des Zielobjekts an die Koordinate erfolgt mittels 
eines positiven Vorzeichens, wohingegen ein negatives Vorzeichen die Aus-
führung (im Bereich) untersagt. Auch die externe Datenquelle könnte einen 
Kreisort liefern. Letztendlich entsprechen die Auflagen für den Zielort den 
vorab in diesem Kapitel beschriebenen Bedingungen. Eine überschnei-
dungsfreie eindeutige Interpretation muss für Instanzen eines Kreisortes, so-
fern nicht dynamisch instanziiert, gewährleistet werden. Das Attribut Prior-
ity gewährleistet dieses Verhalten: 
 
 
Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛 + 𝑛2 + 𝑛2 = 𝑛 + 2𝑛2. Für alle n ≥ 2 ist be-
schränkt der Ausdruck 2𝑛2·die Funktion T(n). Damit gilt für die Funktion  
T(n) ∈ 𝑂(𝑛2). 
Die Zuordnungsliste, repräsentiert durch ImplicationList, wird analog zu 
den Orten und Ortstypen mittels eindeutiger Bezeichner identifiziert (siehe 
Abb. 4.5, Attribut ListName). Die notwendigen Komponenten für die  
Modellierung der Zuordnungslisten sind in Abb. 4.5 dargestellt (siehe Klas-
sen LocationPair und ImplicationListPair). Die binären Relationen der Zu-
ordnungslisten, sind mittels der Komposition zwischen ImplicationList und 
LocationPair definiert. Die Klasse LocationPair wird verwendet, um Orts-
paare zu modellieren. Ortspaare bestehen aus einem Quell- und einem Zie-
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leintrag, die jeweils über Assoziationen der Klasse LocationPair und Loca-
tion (siehe Abb. 4.5) verknüpft sind. Quell- bzw. Zieleinträge dürfen vom 
Typ CircleLocation und auch PolygonLocation sein. Zur Einschränkung 
können die Einträge auf bestimmte Ortstypen begrenzt werden. Dazu sind 
die beiden Assoziationen in ImplicationList und LocationType vorhanden. 
Bei einer Eingrenzung der Quell- und Zieleinträge auf bestimmte Ortstypen, 
müssen die folgenden Bedingungen eingehalten werden: 
 
 
Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛 + 𝑛 = 2𝑛. Für alle n ≥ 2 ist beschränkt der Aus-
druck 2𝑛 die Funktion T(n). Damit gilt für die Funktion T(n) ∈ 𝑂(𝑛). 
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Mehrere Tupel können das Ergebnis einer Auswertung des Koordinaten-
punktes sein, wenn z. B. nach einer Ausführung des Quellobjektes eine orts-
implizierende OE vorhanden ist. Der Grund dafür liegt in der Definition ei-
ner Zuordnungsliste, da sie mehrere Tupel mit dem gleichen Quelleintrag 
enthalten darf. Die Auflagen von OE basieren dann auf allen Tupeln (siehe 
Kapitel 4.1). Positive Vorzeichen beschränken die Zielobjektausführung auf 
einen beliebigen Ort (als Zieleintrag eines Tupels), während negative Vor-
zeichen die Ausführung (genau dort) untersagen. Überschneidungen der 
durch Quelleinträge referenzierten Orte sind möglich. Es können mehrere 
unterschiedliche Tupel Bedeutung haben. Wenn beispielsweise die Koordi-
nate im Überschneidungsbereich liegt, kann der Ausführungsort des Quell-
eintrags nicht eindeutig ermittelt werden. Eine ähnliche Problematik ist zu 
Beginn dieses Kapitels beschrieben worden. Analog dazu werden hier Prio-
ritätswerte für das Ortsmodell eingeführt. Die Vorgängerbeziehungen der 
Tupel werden auf Basis von Prioritäten geregelt. Höhere Werte werden zu-
erst berücksichtigt und durch einen ganzzahligen Wert des Attributs Priority 
in der Klasse LocationPair ausgedrückt. Diese Werte müssen stets für alle 
Ortspaar-Objekte eindeutig sein: 
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Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛2 + 𝑛 + 𝑛2 +  𝑛2 = 𝑛 + 3𝑛2. Für alle n ≥ 3 ist be-
schränkt der Ausdruck 3𝑛2·die Funktion T(n). Damit gilt für die Funktion 
T(n) ∈ 𝑂(𝑛2). 
Die obigen vier Ausdrücke gewährleisten eine korrekte Reihenfolge. Die 
Komplexität wird mit O(n*n) abgeschätzt. Die Tupel mit demselben  
referenzierten Ort im Quelleintrag (wie das ermittelte Tupel) sind jedoch 
ebenfalls für die Erzeugung der Auflage, unabhängig von den Prioritätswer-
ten, relevant. Zuordnungslisten sollen – wie die Ortstypen – zu Einheiten ag-
gregiert werden können. Die Klasse ImplicationList ist als Aggregation mit 
sich selbst verknüpft (siehe Abb. 4.5). Es beinhaltet eine zusätzliche Asso-
ziationsklasse mit dem Namen ImplicationListPart. Mit dem Attribut Prio-
rity soll die eindeutige Vorgängerbeziehung zwischen den Tupeln geregelt 
werden: 
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Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛2 + 𝑛 + 𝑛2 + 𝑛2 = 𝑛 + 3𝑛2. Für alle n ≥ 3 ist be-
schränkt der Ausdruck 3𝑛2·die Funktion T(n). Damit gilt für die Funktion 
T(n) ∈ 𝑂(𝑛2). 
Bei einer zusammengesetzten Zuordnungsliste (aus bereits vorhandenen De-
finitionen) bleibt die (eventuell vorhandene) Beschränkung der Quell- und 
Zieleinträge erhalten. Restriktionen wirken sich somit nur auf die enthalte-
nen Ortspaare aus. Zur Vermeidung einer unendlichen Rekursion (Schleife) 
ist für Zuordnungslisten ein spezieller OCL-Ausdruck definiert worden: 
 
 
Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛 + 𝑛 = 2𝑛. Für alle n ≥ 2 ist beschränkt der Aus-
druck 2𝑛 die Funktion T(n). Damit gilt für die Funktion T(n) ∈ 𝑂(𝑛). 
Um ortsbeschreibende Elemente im Workflow-Modell den Objekten des 
Ortsmodells zuzuordnen - wie anfangs des Kapitels erwähnt - müssen die 
Bezeichner eindeutig sein. Die Attributwerte LocName, TypeName und List-
Name (im Ortsmodell) müssen eindeutig sein und innerhalb der Klasse ver-
schieden gewählt werden. Zwei Bezeichner unterschiedlicher Art mit glei-
chem Namen werden nicht empfohlen, da dies innerhalb einer 
Implementierung eines mWfMS zu Problemen führen könnte. Die eindeuti-
gen Bezeichner für Orte, Ortstypen und Zuordnungslisten werden durch fol-
genden OCL-Ausdruck spezifiziert: 
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Wenn der OCL-Ausdruck innerhalb einer Zeitfunktion T(n) abgebildet wird, 
so erhält man: 𝑇(𝑛) = 𝑛2 + 𝑛2 +  𝑛2 = 3𝑛2. Für alle n ≥ 3 ist beschränkt 
der Ausdruck 3𝑛2·die Funktion T(n). Damit gilt für die Funktion  
T(n) ∈ 𝑂(𝑛2). 
Für die Abschätzung der Komplexität des ganzen Ortsmodells können die 
einzelnen Komplexitätsabschätzungen der OCLs addiert bzw. vereinfacht 
werden: 
𝑂(𝑛2) + 𝑂(𝑛) + 𝑂(𝑛2) + 𝑂(𝑛2) + 𝑂(𝑛) + 𝑂(𝑛2) + 𝑂(1) + 𝑂(𝑛2)
+ 𝑂(𝑛2) + 𝑂(𝑛2) 
= 7 ∗  𝑂(𝑛2) + 2 ∗ 𝑂(𝑛) + 𝑂(1) =  𝑂(𝑛2) 
Mit einer effizienten Implementierung bzw. mit jeweils effizienten Algorith-
men kann die Komplexität auf O(n log n) reduziert werden [SaSa10,  
S. 115ff]. 
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(Fortsetzung nächste Seite) 
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Abb. 4.6:  XML-Schema Workflow Ortsmodell 
4.2  Das Ortsmodell 
155 
 
Abb. 4.7:  Beispiel-Ortsmodell in XML-Darstellung 
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4.3 Die Notation von Ortseinschränkungen 
Eine ähnliche Erweiterung für UML-Aktivitätsdiagramme [Deck11,  
S. 187-265] und von Pr/T-Netzen (eine höhere Form von Petri-Netzen mit 
individuellen Marken) [Deck11, S. 279-301] existiert bereits. Eine Integra-
tion in (einfache) Petri-Netze und BPMN 2.0 erfolgt in Kapitel 5. Zu Beginn 
des vorliegenden Kapitels 4.3.1 werden die graphischen Elemente zur Defi-
nition von Ortseinschränkungen eingeführt. In Kapitel 4.3.2 werden Aggre-
gationen zur Darstellung von Ortsbezügen vorgestellt. Hierarchische Mo-
dellelemente und das Verhalten der Annotation mit Verfeinerungen werden 
in Kapitel 4.3.2 betrachtet. Eine einfache modellübergreifende Verknüpfung 
für OE wird in Kapitel 4.3.4 eingeführt. Inaktive OE bzw. eine Behandlung 
von OE, deren Basisdaten zur Laufzeit nicht vorhanden sind, werden in Ka-
pitel 4.3.5 diskutiert. 
4.3.1 Die graphischen Elemente 
In [Ober96, S. 31] werden Anforderungen an Modellierungssprachen be-
schrieben. Weitere Anforderungen bzw. Voraussetzungen der vorliegenden 
Arbeit zur Entwicklung einer graphischen Notation sind:  
Die eingeführten Elemente zur Definition von Ortsbezügen müssen eindeu-
tig innerhalb der graphischen Notation abgebildet werden. Da die Notation 
in mehreren Modellierungssprachen angewandt werden soll, müssen die  
graphischen Symbole so ausgewählt werden, dass sie möglichst mit keiner 
der verwendeten Sprachen im Konflikt stehen (in vorliegender Arbeit 
BPMN 2.0 und Petri-Netze). Die Notation sollte wenige Symbole enthalten, 
damit sie übersichtlich und leicht erlernbar ist. Eine „Überfrachtung“ des 
Workflow-Modells muss vermieden werden.  
Es werden zwei Arten von graphischen Elementen unterschieden: Die 
Gruppe der Symbole bildet die verschiedenen Ortsbezüge ab. Die Kanten 
dienen als Verknüpfungselemente. Die Ortsbezüge lassen sich in einer 
Baumdarstellung strukturieren (siehe Abb. 4.8). 
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Abb. 4.8:  Graphische Elemente von Ortseinschränkungen 
Zur Modellierung eines Ortsbezugs soll ein neues Symbol eingeführt wer-
den. Alle direkten und indirekten OE werden mit Hilfe von weiteren Anno-
tationen ersichtlich. Um kein graphisches Objekt einer bekannten Modellie-
rungssprache zu verwenden (siehe Kapitel 2.3), wurde eine gestrichelte 
Linie gewählt (siehe Abb. 4.9). Durch diese Darstellung kann das Symbol 
gut von den existierenden Kontroll- oder Nachrichtenflüssen abgegrenzt 
werden. 
Die Form in Abb. 4.9 wird im weiteren Verlauf als generische Grundform 
der OE bezeichnet und ist als Quadrat dargestellt, da noch keine Informatio-
nen über die Ausprägung der OE enthalten sind. Jede OE muss ein zugeord-
netes Vorzeichen besitzen (siehe Kapitel 4.1), um zwischen positiver und 
negativer OE differenzieren zu können. Die Form wird mit einer zusätzli-
chen Dekoration versehen. Die Dekoration („+“) ist für eine positive OE ge-
wählt worden. Analog dazu gilt für eine negative OE die Beschriftung („-“) 
(siehe Abb. 4.9). 
 
Abb. 4.9:  Form einer OE (links), Positive OE (Mitte), Negative OE (rechts) 
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Die Vorzeichen gelten für alle unterschiedlichen Arten von OE (siehe  
Abb. 4.1). Sie sind jedoch nicht in der Lage, weitere Ausprägungsarten, wie 
z. B. indirekte OE zu unterscheiden. Es wird eine weitere Differenzierung 
der vorgestellten generischen Form entworfen, die über entsprechende Kan-
ten zwischen den Objekten realisiert wird. 
Die ortsbeschreibenden Elemente sind ein wesentliches Merkmal der gra-
phischen Repräsentation von OE (siehe Kapitel 4.1.1). Die Trennung von 
Orts- und Workflow-Modell verdeutlicht, dass sowohl Lage und Ausmaß 
bzw. die Zusammensetzung von ortsbeschreibenden Elementen Bestandteil 
einer Ortsmodellinstanz sind (siehe Abb. 4.5). Die Symbole sind damit le-
diglich Referenzen auf Objekte einer Ortsmodellinstanz und können mehr-
fach innerhalb des Workflow-Modells angewandt werden, indem die Bin-
dung an das entsprechende Objekt über den eindeutig zugewiesenen Namen 
erfolgt.  
Analog zur graphischen Notation von OE wird für die ortsbeschreibenden 
Elemente ein eigenes Symbol mit gestrichelter Linie eingeführt (siehe 
Abb. 4.10). 
 
Abb. 4.10:  Form eines generischen ortsbeschreibenden Elements 
Zur Unterscheidung der drei verschiedenen ortsbeschreibenden Elemente 
wird die generische Form um eine zusätzliche Dekoration ergänzt. Ein Präfix 
vor dem eindeutigen Namen des ortsbeschreibenden Elements unterstützt die 
eindeutige Interpretation im mWfMS und lässt sich zusätzlich leicht durch 
eine spezielle Symbolik ersetzen. In Abb. 4.11 werden die drei verschiede-
nen graphischen Repräsentationen der ortsbeschreibenden Elemente darge-
stellt.  
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Abb. 4.11:  Die drei ortsbeschreibenden Elemente 
In Abb. 4.11 ist mit dem „L“ (engl. location) das Präfix für Orte dargestellt, 
gefolgt von dem eigentlichen Namen des Ortes. Das Präfix „T“ (engl. type) 
bezeichnet den Ortstyp, gefolgt von dem Namen des Ortstyps. Analog dazu 
wird durch den Buchstaben „I“ (engl. implication) die Zuordnungsliste mit 
dem zugehörigen eindeutigen Bezeichner deklariert. Auf diese Weise lassen 
sich alle drei ortsbeschreibenden Elemente voneinander abgrenzen.  
Direkte Ortseinschränkungen beeinflussen die Ausführungsorte von Ak-
tivitäten basierend auf Informationen, die schon im Workflow-Modell hin-
terlegt sind. Dabei bestehen die – als direkte Basisdaten eingeführten – In-
formationen jeweils aus drei unterschiedlichen Bestandteilen. Mit dem 
Vorzeichen, einem Zielobjekt und der Angabe des ortsbeschreibenden Ele-
ments lässt sich eine vollständige Definition einer direkten OE vornehmen. 
Die Definition des Vorzeichens ist in Abb. 4.9 eingeführt worden. Das Ziel-
objekt, dessen Ausführungsort den OE entsprechen muss – als zweiter  
Bestandteil der direkten Basisdaten – muss nun in Relation zu den direkten 
OE gesetzt werden. Dies erfordert eine Kante zwischen dem Objekt der OE 
hin zum Zielobjekt. Auf Grund des Nachrichtenflusses wird eine gerichtete 
Kante in Form einer gestrichelten Linie modelliert. Weiterer Bestandteil der 
statischen Basisdaten ist eines der ortsbeschreibenden Elemente (siehe  
Abb. 4.11). Zwischen ortsbeschreibendem Element und Symbol der OE 
muss eine weitere Beziehung in Form einer gerichteten gestrichelten 
Kante – vom ortsbeschreibenden Element ausgehend – eingefügt werden. 
Es können insgesamt sechs unterschiedliche Kombinationen (zwei unter-
schiedliche Vorzeichen mal drei unterschiedliche ortsbeschreibende Ele-
mente) von direkten OE modelliert werden (siehe Abb. 4.12).  
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Abb. 4.12:  Graphische Darstellung direkter OE 
Da die Kombination von OE mit mehreren ortsbeschreibenden Elementen 
mehrere Interpretationen des Modells zulassen würden, ist jeweils einer OE 
nur ein ortsbeschreibendes Element zugeordnet. Falls eine Mehrfachinter-
pretation ermöglicht werden soll, müsste ein weiteres Notationselement ein-
geführt werden. Das ist jedoch nicht erstrebenswert, da hierdurch die Kom-
plexität der Annotation zunehmen würde. Die Kombination von 
ortsbeschreibenden Elementen ist nicht notwendig, da die gewünschten 
Kombinationen innerhalb des Ortsmodells in Form eines neuen Ortstyps ab-
gebildet und als ortsbeschreibendes Elemente im Workflow-Modell verwen-
det werden. Auf diese Weise sind die modellierten OE zusätzlich intuitiver 
interpretierbar, da das Zielobjekt von z. B einer positiven OE an einem be-
liebigen Ort des Ortstyps stattfindet. Im negativen Fall darf es natürlich an 
keinem Ort des Ortstyps ausgeführt werden. Anwendungsbeispiele direkter 
OE werden in Abb. 4.13 dargestellt. 
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Abb. 4.13:  Anwendungsbeispiele direkter OE 
Von links nach rechts in Abb. 4.13 wird eine direkte OE modelliert, die es 
nur am Marktplatz Karlsruhe erlaubt Flugblätter zu verteilen. Die nächste 
OE untersagt das Auto fahren im Stadtgebiet von Karlsruhe (z. B. auf Grund 
der Umweltzone). Die letzte OE erlaubt die Ernte auf allen Maisfelder im 
Polygon der Postleitzahl 76133.  
Indirekte Ortseinschränkungen bestehen aus dynamischen Basisdaten, 
d. h. die Daten stehen erst während der Ausführung der Workflow-Instanz 
zur Verfügung. Da die Modellierung der Workflows zum Zeitpunkt der  
Designphase stattfindet (siehe Kapitel 3.1), kann die Modellierung dieser 
dynamischen Anteile anhand der Typen der ortsbeschreibenden Elemente 
durchgeführt werden. Die statischen Basisdaten müssen jedoch explizit  
modelliert werden. Die indirekten OE bestehen somit aus Vorzeichen, dem 
Quellobjekt und einem Zielobjekt. Das Vorzeichen und das Quellobjekt  
werden analog zu der beschriebenen graphischen Präsentation (s. o.) defi-
niert. Als neuer Bestandteil wird das Quellobjekt mit einer gerichteten Kante 
an die indirekte OE gebunden. 
Es werden zwei Arten von indirekten OE (die modellexternen und die mo-
dellinternen OE) unterschieden (siehe Kapitel 4.1.4 und Kapitel 4.1.5).  
Modellexterne indirekte OE beziehen im Verlauf der Ausführung einer 
Workflow-Instanz Daten aus externen Datenquellen. Dabei können für jede 
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abgeleitete Workflow-Instanz jeweils individuell Daten bereitgestellt wer-
den. Zum Entwurfszeitpunkt sind diese Daten noch nicht verfügbar. Es wird 
bei modellexternen indirekten OE zwischen zwei Arten externer Daten- 
quellen unterschieden: Die Datenquellen in Form von Rollen, die die Daten-
quellen mit dynamischen Basisdaten versehen können und die Datenquellen 
aus externen IS, die sogenannte Backend-OE (System-OE) enthalten (siehe  
Abb. 4.14). 
 
Abb. 4.14:  Graphische Darstellung externer Datenquellen 
Die (universelle) Form für die Beschreibung von ortsbeschreibenden Ele-
menten in Kombination mit Präfix und einem Bezeichner ist ausschlagge-
bend für die Art der externen Datenquelle. Das Präfix „R“ (engl. role) steht 
für eine manuelle Datenquelle die von einer Rolle ausgefüllt wird. Das Präfix 
„S“ (engl. system) verdeutlicht, dass die notwendigen Informationen aus ei-
nem IS stammen (siehe Abb. 4.15). Praktische Anwendungsbeispiele sind in 
Abb. 4.16 dargestellt.  
Im Beispiel links (siehe Abb. 4.16) soll eine Stromtrasse bzw. Stromleitung 
auf Grund eines Defekts repariert werden. Um zu gewährleisten, dass die 
Nachkontrolle der Reparatur auch am gleichen Ort wie die Reparatur statt-
findet, wird vom Ort der Reparatur eine positive indirekte OE für den Prüfer 
(Kontrolleur) bzw. seine Kontrolle der Stromleitung definiert. Im zweiten 
Beispiel links wird eine Kundenadresse in einem Kundencenter in das CRM 
einer Firma aufgenommen. Die Firma hat den Kunden jeweils ein spezifi-
sches Kundencenter zugewiesen und möchte, dass die Kunden nur ihr zuge-
wiesenes Kundencenter nutzen. Mit der OE wird sichergestellt, dass eine 
Aktualisierung der Stammdaten nur in diesem Kundencenter vorgenommen 
wird. 
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Abb. 4.15:  Graphische Darstellung modellexterner indirekter OE 
 
Abb. 4.16:  Anwendungsbeispiele indirekter OE 
OE sind während des Kontrollflusses erzeugbar, sobald das Quellobjekt er-
reicht wird. Jedoch kann bei mobilen WfMS nicht zu jedem Zeitpunkt ga-
rantiert werden, dass die Basisdaten vorliegen. Ein temporärer Verbindungs-
abbruch zum Netzprovider könnte beispielsweise den Bezug der Basisdaten 
verhindern. Das mobile WfMS muss auf solche Verbindungsabbrüche vor-
bereitet sein und ggfs. ein nochmaliges Beziehen der Basisdaten eigenstän-
dig durchführen, sobald die Konnektivität wiederhergestellt ist. 
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Bei einem längeren Ausfall der Verbindung können jedoch die Basisdaten 
nicht bezogen werden. Es entsteht somit das Problem, dass die Ausführung 
der OE nicht garantiert werden kann. Dies muss bei der Modellierung (mit 
einer speziellen Symbolik oder einer farblichen Markierung) berücksichtigt 
werden. Um dieser mobil-spezifischen Eigenschaft gerecht zu werden, sollte 
die Möglichkeit bestehen, Quellobjekte von modellexternen OE per Konfi-
guration auszulassen. Das Symbol dieser OE ist nicht mit einem Quellobjekt 
assoziiert (siehe Abb. 4.17). 
 
Abb. 4.17:  Graphische Darstellung modellexterner OE ohne Quellobjekte 
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Indirekte OE können jedoch erst dann vollständig interpretiert werden, wenn 
die notwendigen Basisdaten vorhanden sind (siehe Kapitel 4.1.3). Die Ba-
sisdaten müssen vor der Ausführung des Zielobjektes verfügbar sein. Dies 
gilt für alle modellexternen OE. Falls keine dynamischen Basisdaten für die 
entsprechenden OE vorhanden sind, wird die OE als „inaktiv“ markiert.  
Modellinterne indirekte OE besitzen analog zu den modellexternen OE ein 
Vorzeichen, ein Quell- und ein Zielobjekt. Zusätzlich sind die ortsbeschrei-
benden Elemente Teil der modellinternen OE. Eine gerichtete Kante an die 
OE wird direkt angebunden, wobei jeweils das ortsbeschreibende Element 
den Ausgangspunkt darstellt (siehe Abb. 4.18). Ortsbindende OE beinhalten 
die Verknüpfung mittels eines Orts oder eines Ortstyps (vgl. Kapitel 4.1.5). 
Modellinterne indirekte OE (ortsimplizierende OE) besitzen die gleiche 
Funktionalität wie ortsbindende OE (siehe Abb. 4.19). 
 
Abb. 4.18:  Graphische Darstellung ortsbindender OE 
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Abb. 4.19:  Graphische Darstellung ortsimplizierender OE 
4.3.2 Aggregationen 
Es sind für alle Ausprägungen von OE eindeutige graphische Darstellungen 
eingeführt worden. Die graphischen Repräsentationen von OE können durch 
Aggregationen vereinfacht werden, so dass das Workflow-Modell übersicht-
licher dargestellt wird. Es soll – abhängig von der Art der OE – ermöglicht 
werden, Aggregationen zu modellieren.  
Die Wiederverwendung von Konfigurationselementen soll den Aufwand 
bei der Modellierung verringern und die Übersichtlichkeit verbessern. Kon-
figurationselemente sind Referenzen auf Objekte der Ortsmodellinstanz und 
können durch Rollen oder durch IS repräsentiert werden (modellextern). 
Konfigurationselemente werden im Workflow-Modell, abhängig von der 
Anordnung der Elemente, wiederverwendet. 
Im Beispiel aus Abb. 4.20 sind zwei positive modellinterne OE modelliert. 
Das Zielobjekt wird zum Quellobjekt für die nächste OE. Die Auflage der 
OE wird an das nächste Objekt weitergegeben, das am gleichen Ort ausge-
führt werden soll. Die indirekte OE kann nur ausgewertet werden, wenn das 
Quellobjekt an einem Ort innerhalb des im Konfigurationselement referen-
zierten Bereichs stattfindet. Um dies zu gewährleisten, werden die Ausfüh-
rungsorte durch die direkte OE mit einem einzigen Konfigurationselement 
verbunden (siehe Abb. 4.21). 
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Abb. 4.20:  Graphische Darstellung Konfigurationselemente 
 
Abb. 4.21:  Graphische Darstellung aggregierte Konfigurationselemente 
Die Aggregation von direkten Ortseinschränkungen setzt voraus, dass die 
gleichen OE für Ausführungsorte im Workflow-Modell eingehalten werden. 
Es muss nicht jedes Objekt mit einer eigenen Instanz verbunden werden, so-
fern jeweils eine einzelne OE erzeugt wird. In Abb. 4.22 werden einzelne 
OE ohne Aggregation dargestellt.  
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Abb. 4.22:  Beispiel einzelner OE ohne Aggregation 
Eine Aggregation kann mit Hilfe einer einzelnen OE modelliert werden, die 
zu jedem Zielobjekt eine Verbindung hält (siehe Abb. 4.23).  
 
Abb. 4.23:  Beispiel einzelner OE mit Aggregation 
Die OE (siehe Abb. 4.23) muss für alle Zielobjekte das gleiche Vorzeichen 
enthalten. Zusätzlich müssen die Konfigurationselemente denselben Ort, 
Ortstyp oder dieselbe Zuordnungsliste besitzen. Diese Voraussetzungen ge-
währleisten eine eindeutige Interpretation der Aggregation.  
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Die aggregierte OE wirkt einzeln auf die Zielobjekte. Wird ein Ortstyp bei-
spielsweise mit einer positiven direkten OE verknüpft, werden die Zielob-
jekte nicht zwingend am selben Ort des Ortstyps ausgeführt. Die Ursprungs-
semantik bleibt – unabhängig von der Aggregation – erhalten.  
Aggregationen von indirekten Ortseinschränkungen sind komplexer als 
direkte OE, da neben dem Zielobjekt auch ein Quellobjekt berücksichtigt 
wird. Modellexterne OE ohne Quellobjekt (als Spezialfall) können jedoch 
(analog zu direkten OE) aggregiert werden. Eine Aggregation ist dann zu-
lässig, wenn Vorzeichen und externe Datenquelle identisch sind. Bei indi-
rekten OE müssen Vorzeichen und die Konfigurationselemente gleich sein, 
während sich Quell- und Zielobjekte in ihrer Ausprägung und Anzahl unter-
scheiden können. Es können beispielsweise OE mit unterschiedlichen Quell- 
und Zielobjekten dargestellt werden (siehe Abb. 4.24). 
 
Abb. 4.24:  Aggregation indirekter OE - Beispiel 
In Abb. 4.24 (links) sind zwei OE abgebildet, deren Vorzeichen für das Ziel-
objekt und das verknüpfte Konfigurationselement identisch sind. Unter-
schieden werden die OE anhand der Quellobjekte. Die OE sind jeweils 
gleich in ihrer Ausprägung. In dem Modellierungsbeispiel (rechts) ist die 
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Differenzierung anhand der unterschiedlichen Zielobjekte möglich. Die ag-
gregierte Darstellungsform der beiden beschriebenen Anwendungsbeispiele 
zeigt, dass eine Aggregation vorteilhaft angewendet werden kann (siehe 
Abb. 4.25). Das Modell enthält, durch die Aggregation redundanter Infor-
mationen, weniger Elemente und kann somit besser vom Betrachter erfasst 
werden. Die Funktionsweise der OE wird durch die Aggregation nicht  
geändert.  
 
Abb. 4.25:  Aggregation indirekter OE (Bsp. 1) 
Bei einer weiterführenden Aggregation der dargestellten Anwendungsbei-
spiele (siehe Abb. 4.24), wird die OE der Quellobjekte mit den Zielobjekten 
verbunden (siehe Abb. 4.26).  
Das Anwendungsbeispiel aggregiert vier unterschiedliche OE mit je einem 
Quell- und Zielobjekt, sofern die gleichen Konfigurationen vorhanden sind 
(siehe Abb. 4.26). Auch für indirekte OE gilt die individuelle Wirkung auf 
das Zielobjekt. Das Anwendungsbeispiel (siehe Abb. 4.27) einer Autover-
mietung veranschaulicht nochmals diese individuelle Wirkung. Mit dieser 
aggregierten indirekten OE wird sichergestellt, dass die Fahrtenbuchpflege 
bzw. die Abgabe des KFZ an dem Ort stattfinden, an dem vorher das KFZ 
gemietet und nachkontrolliert wurde. 
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Abb. 4.26: Aggregation indirekter OE (Bsp. 2) 
 
Abb. 4.27:  Anwendungsbeispiel aggregierter indirekter OE 
Wenn Quell- und Zielobjekte nach Verzweigungen (innerhalb des Modells) 
modelliert sind, die sich jeweils per ODER-Verzweigung (XOR) gegenseitig 
ausschließen, kann mit Hilfe einer Aggregation eine übersichtliche Darstel-
lung geschaffen werden. Die Aggregation liefert eine kompakte Darstellung 
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und kann für alle Objekte eine OE generieren, da jeweils ein Quell- und Ziel-
objekt durchlaufen wird. Eine nicht-aggregierte Darstellung kann schnell zu 
Überfrachtungen im Workflow-Modell führen. 
4.3.3 Hierarchische Modellelemente 
Viele graphischen Workflow-Modellierungssprachen verfügen über Mecha-
nismen zur Strukturierung von Workflow-Modellen in hierarchischer Form. 
Oft wird dieser Mechanismus mit Unterprozessen (Subprozessen) model-
liert, die auf einer höheren Ebene in einer Hierarchie aggregiert dargestellt 
werden. Dieser Mechanismus wird in UML-Aktivitätsdiagrammen z. B. mit 
Partitionen umgesetzt. In BPMN-Modellen hilft die Annotation einer Akti-
vität (kleines Pluszeichen), die dadurch einen verknüpften Subprozess 
kenntlich macht [FrRH10]. In Petri-Netzen können durch Transitionen als 
Ergebnis einer Vergröberung Teilnetze repräsentiert werden [Ober90, 
S. 26]. Diese Mechanismen sollen einer Überfrachtung des graphischen Mo-
dells entgegenwirken bzw. mehr Übersicht - durch die hierarchische Anord-
nung - gewährleisten. Während des Entwurfs eines Modells können zusätz-
lich Top-Down und Bottom-Up Vorgehensweisen (Strategien) umgesetzt 
werden [SpSc08]. Unwichtige Zusammenhänge (je nach Betrachtungs-
ebene) werden ausgeblendet und wiederkehrende Workflow-Objekte mit 
Hilfe des Mechanismus als zusammengefasstes Element dargestellt. Die hie-
rarchischen Modellelemente haben Einfluss auf die verschiedenen Aus- 
prägungen von OE. OE müssen eindeutig interpretiert und innerhalb eines  
graphischen Modells abgebildet werden. Wenn Quell- und Zielobjekte  
nicht atomar sind, kann es beispielsweise zu Fehlinterpretationen kommen  
(siehe Abb. 4.28). Die OE (rechts) kann als direkte oder indirekte OE inter-
pretiert werden.  
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Abb. 4.28:  Hierarchische Quell- und Zielobjekte 
Bei hierarchischen Zielobjekten (siehe Abb. 4.28) ist das hierarchische 
Element des Workflow-Modells das Zielobjekt. Die OE müssen somit auf 
alle Objekte (Aktivitäten) der Zielhierarchie wirken. Die Wirkung auf wei-
tere OE innerhalb des hierarchischen Zielobjekts ist durch diese Definition 
nicht determiniert. Es könnten z. B. bei einer unbedachten Modellierung 
schnell alle OE, die jeweils in derselben Hierarchie angeordnet sind, mit die-
ser OE, die eine Wirkung auf den ganzen Teilprozess hat, überschrieben wer-
den. OE müssen die Objekte einer hierarchischen Struktur gemeinsam be-
einflussen. Vorausgesetzt es gibt jeweils eine OE, die auf den ganzen 
Teilprozess wirkt, muss gewährleistet werden, dass keine OE überschrieben 
wird. In Abb. 4.29 ist die Definition mit und ohne Zusatz modelliert.  
 
Abb. 4.29:  Definition (mit Zusatz; rechts) hierarchischer Zielobjekte 
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Wird z. B. eine positive direkte OE mit einem Ortstyp verknüpft, fordert die 
Definition ohne Zusatz (links) die Ausführung der einzelnen Bestandteile 
des hierarchischen Zielobjekts an einem beliebigen Ort des Ortstyps. Die 
Ausführungsorte müssen nicht gleich sein, sondern lediglich dem Ortstyp 
entsprechen. Der Zusatz zur Definition bindet die Ausführung der Elemente 
ganzheitlich an einen beliebigen Ort des Ortstyps innerhalb der Hierarchie. 
Dieser Ort muss jedoch gleichbleiben. Bei negativen OE innerhalb einer 
Hierarchie tritt dieser Fall nicht auf, da nur Aussagen über verbotene Aus-
führungs-orte getroffen werden. Für positive OE ist die Differenzierung 
ebenfalls nicht notwendig, da einzelne elementare Orte definiert sind. 
Bei hierarchischen Quellobjekten modellinterner OE entsprechen die dy-
namischen Basisdaten des Ausführungsortes dem Quellobjekt. Eine eindeu-
tige Interpretation ist nur dann möglich, wenn atomare Orte als dynamische 
Basisdaten vorliegen (siehe Kapitel 4.1.5). Unterschiedliche Elemente in-
nerhalb der Hierarchie des Quellobjekts können an verschiedenen Ausfüh-
rungsorten stattfinden. Eine eindeutige Ermittlung der dynamischen Basis-
daten ist daher ggfs. nicht möglich. Eine implizite Regel kann helfen, alle 
Elemente einer Hierarchie des Quellobjekts am selben Ausführungsort statt-
finden zu lassen. Jedoch kann es gleichwohl vorkommen, dass keine OE der 
Elemente innerhalb des hierarchischen Quellobjektes wirken. Falls mehrere 
Alternativen vorhanden sind, kann die OE in diesem Fall ausgelassen wer-
den. Es wird keine OE erzeugt. Diese Methode besitzt Vorteile, da nicht auf-
lösbare modellinterne OE durch die Modellierung einer zusätzlichen direk-
ten OE Fehlinterpretationen verhindert. Die direkte OE erzeugt die Auflage 
für das hierarchische Quellobjekt der modellinternen OE. Falls eine explizite 
Festlegung auf einen einzelnen Ort (innerhalb des Ortstyps) gewünscht ist, 
muss die OE mit demselben Ortstyp wie die ortsbindende OE verknüpft wer-
den. ei ortsimplizierenden OE muss analog verfahren werden. Für die Mo-
dellierung hierarchischer Modellelemente ist es notwendig, dass Alternati-
ven für die entsprechenden Wirkungszusammenhänge der hierarchischen 
Zielobjekte zur Verfügung gestellt werden (siehe Abb. 4.30). 
4.3  Die Notation von Ortseinschränkungen 
175 
 
Abb. 4.30:  das Quellobjekt ist Bestandteil eines Teilprozesses 
Die graphische Darstellung der Quell- und Zielobjekte (z. B. beim Ausblen-
den während der Modellierung) ist ausschlaggebend für die Interpretation 
der OE. Ein Endpunkt einer OE kann in einer hierarchischen Struktur z. B. 
nicht mehr sichtbar sein. Die Verbindungslinien (an die Quell- bzw. Zielob-
jekte) können nicht mehr angelegt werden. Die direkten OE bzw. modellex-
ternen OE sollten deshalb einfach (mit den Subprozessen) ausgeblendet wer-
den. Jedoch könnte es (je nach Anwendungsfall) sinnvoll sein, gerade diese 
OE anzuzeigen. Das Symbol des zusammengeklappten hierarchisch struktu-
rierten Objekts könnte mit einer geeigneten Dekoration versehen werden, um 
diese Details kenntlich zu machen.  
Für indirekte OE (mit Quellobjekt) sind die Verschachtelungen innerhalb 
hierarchischer Modellobjekte problematischer, da die Endpunkte in unter-
schiedlichen hierarchischen Strukturen verdeutlicht werden müssen. Die 
Darstellung der OE kann wieder eingeschränkt werden. Wenn z. B. Quell- 
und Zielobjekte nicht direkt angezeigt werden, sollten die OE ausgeblendet 
werden. Gleichzeitig kann jedoch die explizite Darstellung der OE für ein 
besseres Verständnis des Workflow-Modells bei den Prozessbeteiligten sor-
gen (siehe Abb. 4.31). 
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Abb. 4.31:  Ortseinschränkungen in Workflow-Hierarchien (schematische Darstelllung) 
In Abb. 4.31 werden abstrakte Beispiele dargestellt, die in Kombination mit 
hierarchisch strukturierten Objekten vorkommen. Im Beispiel werden zwei 
Ebenen einer Hierarchie betrachtet. In Diagramm A wird ein Workflow-Mo-
dell dargestellt, das aus zwei hierarchischen Objekten besteht. Jedes einzelne 
Objekt besteht aus einem Teilprozess, der im Modell B und C dargestellt ist. 
Die Beispiele werden in folgende Fälle unterschieden (siehe Abb. 4.31):  
(Die Ziffern in der Auflistung entsprechen den Ziffern in der Abbildung) 
1. Quellobjekt eine Ebene höher als Zielobjekt: 
a. Diagramm zeigt Quellobjekt 
b. Diagramm zeigt Zielobjekt 
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2. Quellobjekt eine Ebene tiefer als Zielobjekt: 
c. Diagramm zeigt Quellobjekt 
d. Diagramm zeigt Zielobjekt 
3. Quell- und Zielobjekt auf unterschiedlichen Ebenen  
(ohne direkten Pfad): 
e. Diagramm zeigt Quellobjekt 
f. Diagramm zeigt Zielobjekt 
g. Diagramm zeigt Vorgänger (3.a und 3.b)  
Diese Fallunterscheidung kann analog auf Hierarchien mit mehreren Ebenen 
angewandt werden. Bei hierarchischen Modellelementen muss die Perspek-
tive auf die Workflow-Hierarchie in Kombination mit der OE berücksichtigt 
werden (z. B. im Anwendungsfall 1.a, 2.b und 3.c, wenn sich Quell- und 
Zielobjekt in einem zusammengeklappten Teilprozess befinden). Die gra-
phische Darstellung kann nur ermöglicht werden, wenn die Perspektive (auf 
die Workflow-Hierarchie) einen geeigneten Ankerpunkt für die Verbindung 
bereitstellt. Wird nur eine Verbindung zum Objekt ersetzt, so werden die 
Informationen verfälscht. Es würde der Eindruck entstehen, dass nicht das 
verborgene Objekt, sondern das hierarchische Objekt den Endpunkt zeigt. 
Diese Darstellung muss vermieden werden. Fehlinterpretationen entgegen-
zuwirken erfordert eine Anpassung der graphischen Darstellung der entspre-
chenden OE. Ist die Verbindung zum Quell- oder Zielobjekt durch ein hie-
rarchisches Objekt ersetzt worden, muss dieser Zusammenhang im Modell 
dargestellt werden. Das Symbol der OE kann mit einer weiteren Dekoration 
versehen werden. Es kann somit dargestellt werden, welche OE nicht direkt 
mit dem Ziel- oder Quellobjekt verbunden ist. Bei Aggregationen kann dies 
jedoch zu weiteren Problemen in der Darstellung führen, falls beispielsweise 
mehrere eingehende und ausgehende Kanten vorhanden sind.  
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Abb. 4.32:  Ortseinschränkungen mit dekorierten Ankerpunkten (schematische Darstellung) 
Alternativ kann eine Anpassung von Verbindungslinien durchgeführt wer-
den. Falls die Verbindungslinien an ein zusammengefasstes hierarchisches 
Objekt angelegt werden (mit enthaltenem Quell- bzw. Zielobjekt), muss dies 
durch einen zusätzlichen Ankerpunkt angezeigt werden. Mit dieser Darstel-
lung können falsche Interpretationen vermieden werden (siehe Abb. 4.32). 
Die Verbindungslinien sind mit den Namen der Endpunkte beschriftet und 
verdeutlichen, dass das entsprechende Objekt (nicht der gesamte Teilpro-
zess) mit der OE berücksichtigt wird. Es kann erforderlich sein, z. B. wenn 
mehrere Quell- bzw. Zielobjekte innerhalb desselben hierarchischen Work-
flow-Modells enthalten sind, dass mehrfache Beschriftungen eingeführt 
werden müssen. Ein separater Eintrag am ausgehenden bzw. eingehenden 
Ende der Verbindung verdeutlicht den Zusammenhang. Für die Fälle 1.b, 
2.a, 3.a und 3.b fehlt solch ein Ankerpunkt. Falls z. B. ein Objekt auf eine 
OE zeigt, dessen Gegenstück nicht unterhalb der aktuellen Hierarchieebene 
liegt, kann dies mit Hilfe einer Verknüpfung gelöst werden (siehe Kapi-
tel 4.3.4).  
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Ein Anwendungsbeispiel der vorgestellten hierarchischen Modellelemente 
beschreibt der Kundenprozess einer Autovermietung, der das ausgeliehene 
Auto an dem Ort zurückgeben soll, an dem er die Fahrzeugkontrolle (vor 
Fahrtantritt) durchgeführt hat (siehe Abb. 4.33). 
 
Abb. 4.33:  Anwendungsbeispiel hierarchischer Modellelemente 
4.3.4 Verknüpfungen als Modell-
übergreifende Elemente 
Bei bestimmten Geschäftsprozessen ist eine übergreifende Informationsver-
mittlung, z. B. über verschiedene Unternehmensbereiche und Prozesse hin-
weg, notwendig. OE können prozessübergreifend wirken. Bei der Modellie-
rung von OE werden Prozessgrenzen überschritten. Bei indirekten OE, deren 
Quellobjekt nicht im selben Workflow-Modell wie das Zielobjekt liegt, kann 
dies zu Problemen führen. Falls im Modell das Quell- und Zielobjekt der 
indirekten OE und die Rollen dem gleichen Workflow-Modell zugehörig 
sind, werden mit der bisher eingeführten Notation keine Probleme entstehen. 
Ist diese Voraussetzung jedoch nicht gegeben, muss ein Mechanismus  
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geschaffen werden, der zusammengehörige Komponenten identifiziert. Es 
werden Verknüpfungssymbole, die für die Verbindung zweier Endpunkte 
zuständig sind, eingeführt.  
 
Abb. 4.34:  Verknüpfungspunkte von OE 
In Abb. 4.34 wird eine Workflow-übergreifende indirekte OE dargestellt. In 
Prozessdiagramm A befindet sich das Quellobjekt „a“, das vom Teilnehmer 
„t1“ bearbeitet wird (siehe Abb. 4.34). In Prozessdiagramm B (von Teilneh-
mer „t2“) wird das Zielobjekt „b“ dargestellt. Für die Identifizierung der 
Endpunkte müssen eindeutige Bezeichner eingeführt werden. Die Bezeich-
ner können aus Teilnehmername, Diagrammname, der Bezeichnung von 
Quell- und Zielobjekt und dem Verknüpfungssymbol generiert werden. Die 
OE sollte in beiden Modellen dargestellt werden, um Verwechslungen zu 
vermeiden. Eine aggregierte Darstellungsform von OE kann dazu führen, 
dass mehrere Verknüpfungssymbole innerhalb eines Workflow-Modells 
notwendig sind. In Modellierungswerkzeugen ist die Navigation meist durch 
Öffnung eines Diagramms im Verzeichnis möglich. Bei einem überfrachte-
ten Workflow-Modell kann eine Verknüpfung die Übersicht verbessern, da 
weit entfernte Modellelemente überbrückt werden können. 
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4.3.5 Inaktive Ortseinschränkungen 
Innerhalb eines Workflow-Modells kann es Pfade geben, die durch den Kon-
trollfluss ein Zielobjekt einer indirekten OE erreichen, ohne vorher das Quel-
lobjekt ausgeführt zu haben. In diesem Fall fehlen die dynamischen Basis-
daten und die OE für das Zielobjekt kann nicht erzeugt werden. Solche OE 
werden als inaktive OE bezeichnet. Zielobjekte inaktiver OE besitzen keine 
Basisdaten und werden nicht ausgeführt bzw. berücksichtigt. 
Die inaktiven OE können als zusätzliche Funktionalität genutzt werden. 
Wird z. B. der Ausführungsort eines Zielobjektes nur unter gewissen Bedin-
gungen geplant, kann eine Entscheidung im Verlauf des Workflows den 
Kontrollfluss zunächst zum Quellobjekt der OE lenken, bevor das Zielobjekt 
erreicht wird. Dadurch determiniert der konkrete Workflow die Erzeugung 
der OE. 
 
Abb. 4.35:  Inaktive OE in einem Workflow-Modell 
In Abb. 4.35 wird ein informelles Workflow-Modell mit einer indirekten OE 
dargestellt. Zu Beginn des Kontrollflusses (nach Ausführung des „START“) 
wird eine ODER-Verzweigung (XOR) realisiert. Falls der Kontrollfluss über 
„Objekt“ läuft, kann im weiteren Verlauf „Quellobjekt“ nicht mehr erreicht 
werden. Wenn der Kontrollfluss „Objekt“ ausführt, fehlen die notwendigen 
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dynamischen Basisdaten für das „Zielobjekt“, welches dadurch keine OE für 
einen Ausführungsort besitzt (siehe Abb. 4.35). Es kann somit nur eine OE 
abgeleitet werden, wenn der obere Pfad ausgeführt wird.  
Bei modellexternen OE können Situationen entstehen, bei denen bewusst OE 
ausgelassen werden sollen. Das mWfMS (bzw. der Prozessbeteiligte) sollte 
die Entscheidung treffen. Es kann beispielsweise zu einem technischen Aus-
fall kommen, in dessen Folge eine OE ausgelassen wird. Eine nicht auflös-
bare modellinterne OE (aus Kapitel 4.1.5) kann ebenfalls auftreten: Falls der 
Ausführungsort des Quellobjekts einer modellinternen OE nicht geeignet ist, 
um basierend darauf eine OE zu erzeugen. Die in Kapitel 4.3.2 beschriebe-
nen hierarchischen Strukturen, deren Ausführungsorte nicht eindeutig sein 
können, verursachen das gleiche Problem. 
Weiterführende Aspekte der OE-Notation wurden in [Deck11] untersucht. 
Es werden z. B. logische Widersprüche, die durch das Ortsmodell auftreten 
können, betrachtet [ChDe10, Deck11, S. 223-238]. Weiterführende gra-
phische Probleme werden in [Deck11, S. 207-221] diskutiert.  
4.3.6 Anomalien 
Anomalien von Ortsbezügen können entstehen, wenn mehrere Auflagen ei-
nes Ausführungsortes in Konkurrenz zueinanderstehen. Ursache und Wir-
kung von Anomalien sind in [ChDe10] beschrieben. 
Anomalien können z. B. durch folgende Ereignisse ausgelöst werden:  
1. Zwei oder mehr OE erzeugen Auflage für gleiches Zielobjekt (siehe 
Abb. 4.36, links) 
2. Zielobjekt einer OE geht in einem hierarchisch strukturierten Ziel-
objekt einer anderen OE auf (siehe Abb. 4.36, rechts) 
3. redundante Basisdaten (vgl. Kapitel 5.3.1) 
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Abb. 4.36:  Anomalien und deren Ursachen 
Mehrfache Auflagen an Ausführungsorte führen zu Anomalien, wenn keine 
eindeutigen Aussagen über den jeweiligen Ausführungsort getroffen werden 
können. Anomalien müssen bzgl. ihrer Wirkung auf das mWfMS bzw. den 
Anwendungsfall untersucht werden. Anomalien von Ortsbezügen können 
beispielsweise Redundanzen oder Widersprüche sein.  
 Redundanzen: Wenn Auflagen für Elemente teilweise bzw. voll-
ständig gleiche Forderungen haben. 
 Widersprüche: Wenn die Auflagen für ein Element im Konflikt zu-
einanderstehen. 
Bei direkten OE können beide Arten von Anomalien ex ante analysiert und 
z. B. durch das mWfMS aufgelöst werden, da bei direkten OE die Basisdaten 
vor der Prozessausführung vorliegen. Redundanzen führen zu längeren 
Laufzeiten des mWfMS, jedoch nicht zu strukturellen Fehlern innerhalb der 
Prozesse. Sie können z. B. systemisch abgemildert werden, indem die Orte 
als eigener Ortstyp im mWfMS aufgelöst werden. Bei Widersprüchen kön-
nen einfache pragmatische Ansätze, wie z. B. nur die aktuellste Auflage ei-
ner OE zu berücksichtigen, helfen. Bei Anwendungsfällen, in denen solch 
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einfache Algorithmen keine Anwendung finden, müssen die Auflagen stets 
kontrolliert bzw. vorab identifiziert werden. 
Bei indirekten OE können die Anomalien nur zur Laufzeit entdeckt werden. 
Anomalien sind bei indirekten OE fast nicht vorab prognostizierbar. Simu-
lationen können helfen Probleme bzw. Problemstellen im Prozess zu identi-
fizieren.  
Nur wenn die Gesamtheit aller Auflagen geprüft wird, kann eine Aussage 
über Anomalie-Freiheit getroffen werden. Da allerdings, wie in Kapitel 4.3.5 
gezeigt wurde, teilweise gar keine Auflagen erzeugt werden, weil sie inaktiv 
werden oder aber das Entfernen einer aktiven Auflage aus der Auflagenliste 
diese wieder deaktiviert, müssen nicht zwangsweise Widerspruch-Anoma-
lien auftreten.  
Sichere Anomalien lassen sich von potentiellen Anomalien unterscheiden. 
Sichere Anomalien können z. B. auf Grundlage statischer Basisdaten bzw. 
des modellierten Kontrollflusses ermittelt werden. Für potentielle Anoma-
lien können Wahrscheinlichkeitsangaben helfen, um das Auftreten vorab 
systemisch zu analysieren.  
In Tab. 4.2 wird ein generisches Beispiel von je zwei Auflagen gezeigt, die 
sich in einer Reihe von Fällen nach Überschneidung, Trennung und Überde-
ckung und dem Vorzeichen unterscheiden. Die Gleichheit wird nicht be-
trachtet (siehe Tab. 4.2). Es werden alle Konstellationen dargestellt. Zuläs-
sige Bereiche werden über Auflagen definiert. Die erste Auflage bezieht sich 
auf Ort A; die Zweite auf Ort B. Es entstehen jeweils drei unterschiedliche 
Bereichstypen (siehe Tab. 4.2, weiss, grau und schwarz). Weiße Flächen  
genügen beiden Auflagen, wohingegen schwarz eingefärbte Flächen einen 
Widerspruch zwischen den Auflagen aufzeigen. Die übrigen grauen Flächen 
lassen erkennen, dass die Auflagen einheitliche Bereiche beschreiben. Wäh-
rend redundante ortsbeschreibende Auflagen bei grauen und weißen Flächen 
vorhanden sind, zeigen die grauen Flächen einen Widerspruch an. 
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Tab. 4.2: Anomalien von Ortsbezügen, Fallbetrachtung 
 
Soll eine Ausführung einer Auflage innerhalb von Ort A und Ort B stattfin-
den, liegen disjunkte Mengen vor (vollständiger Widerspruch, da keine 
Menge enthalten ist, vgl. Fall „B“). Die gleiche Anomalie lässt sich im Fall 
„I“ finden. In den Fällen „B“, „E“, „H“ und „K“ enthalten beide Auflagen 
jeweils die Forderungen der anderen oder präzisiert diese. Bei Fall „C“ und 
„L“ ist Ort B Teil von Ort A. Gleichzeitig wird der zulässige Bereich des 
anderen eingeschnitten. Im Fall „C“ ist die erste Auflage nicht notwendig, 
da die zweite Auflage diese weiter präzisiert. Bei Fall „L“ wird die zweite 
Auflage durch die erste garantiert. In Fall „K“ liegen keine redundanten Auf-
lagen vor.  
Abschließend sollte angemerkt werden, dass die obigen Beispiele keine 
komplexen Strukturen, also mehr als zwei Auflagen, beinhalten. Je mehr 
Auflagen, desto komplexer, da jede Auflage aus mehreren Orten (vgl. Orts-
typen) oder einer ganzen Menge (vgl. Zuordnungsliste) aufgebaut sein kann.  
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5 Integration von Ortsbezügen 
in Geschäftsprozess-
modellierungssprachen 
Das Konzept der Ortsbezüge (siehe Kapitel 4) wird in Petri-Netze (siehe  
Kapitel 5.1) und BPMN 2.0 (siehe Kapitel 5.2) als jeweilige Spracherweite-
rung der beiden Geschäftsprozessmodellierungssprachen integriert. In Kapi-
tel 5.1.2 folgen exemplarische Petri-Netz- und BPMN-Modellbeispiele mit 
Ortsbezügen zur Verdeutlichung der praktischen Anwendung.  
5.1 Integration in Petri-Netze 
5.1.1 Definition Petri-Netze 
Petri-Netze eignen sich für die Darstellung und Ausführung von Workflows 
(siehe Kapitel 2.6). Die OE werden als Annotation für Petri-Netze eingeführt 
(siehe Kapitel 4.3). Die Funktionen der Spracherweiterung werden in Abb. 4.8 
dargestellt. Die graphische Notation der Spracherweiterung bedarf einer 
Semantik innerhalb der Petri-Netze (siehe Kapitel 4.3.1). 
Ortsbezüge bzw. OE sind im bisherigen Verlauf der vorliegenden Arbeit un-
abhängig von der Zielsprache eingeführt worden. Der Kontrollfluss ändert 
sich durch die Annotation von OE nicht (siehe Kapitel 2.3). Eine OE wird 
als zusätzliche Kontrollstruktur eingeführt. Auf diese Weise ist es möglich, 
dass z. B. alle OE aus dem Modell entfernt werden, ohne dass sich die Syn-
tax des Modells ändert. Beim Entfernen der OE bzw. der Kontrollstruktur 
werden lediglich die Auflagen der Ausführungsorte für „Aktivitäten“ ge-
löscht. Die Annotation gewährleistet innerhalb eines Modellierungswerk-
zeugs für Workflows dessen einfache Ausblendung der Kontrollstruktur. Die 
Vorgehensweise sieht vor, OE jederzeit aus dem Modell entfernen zu kön-
nen, so dass der Kontrollfluss der Workflows stets gleichbleibt. Auf diese 
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Weise ist es beispielsweise möglich, weiterhin bekannte Analyseverfahren 
für Petri-Netze anzuwenden [GiVa03]. 
Das Prinzip des separation of concerns soll auf den Entwurf der Annotation 
(innerhalb der Petri-Netze) angewandt werden, so dass kein Werkzeug oder 
Austauschformat für Petri-Netze eine andere Semantik erhält. Mit dieser 
Vorgehensweise kann die Annotation eingeführt werden, ohne dass eine 
Überarbeitung der Sprachwerkzeuge notwendig ist. Die graphischen Sym-
bole der OE (siehe Kapitel 4.3.1) dürfen die Elemente der Petri-Netze in ih-
rer Semantik nicht beeinflussen. Es muss daher ein neuer Verbindungstyp 
eingeführt werden, der die Verknüpfung der OE (ortsbeschreibende Ele-
mente, externe Datenquelle) mit den Objekten der Petri-Netze (Quell- und 
Zielobjekte) verbindet. 
Die graphische Darstellung des Vorzeichens muss innerhalb der Petri-Netze 
mit Hilfe einer Mengenbeschreibung ergänzt werden (siehe Kapitel 4.3.1). 
Die Menge der positiven OE und die Menge der negativen OE werden durch 
folgende Bezeichner beschrieben: 
 ∁+ endliche Menge der positiven OE 
 ∁− endliche Menge der negativen OE 
Weitere Mengendefinitionen sind notwendig, um die drei ortsbeschreiben-
den Elemente, die Orte, Ortstypen und die Zuordnungslisten in Petri-Netzen 
einzuführen. Die ortsbeschreibenden Elemente werden als Schnittstelle zum 
entsprechenden Ortsmodell angewandt. Für die Elemente der Ortsmo-
dellinstanz muss ein entsprechendes Gegenstück zu den ortsbeschreibenden 
Elementen vorhanden sein (siehe Kapitel 4.2). Es werden folgende Bezeich-
ner für die Mengen (analog zu den Vorzeichen) eingeführt: 
 ℒℒ endliche Mengen der Orte 
 ℒΥ endliche Mengen der Ortstypen 
 ℒΙ endliche Mengen der Zuordnungslisten 
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Für modellexterne Datenquellen einer OE müssen zusätzlich Bezeichner ein-
geführt werden, da bei modellexternen OE dies die Bezeichner der Herkunft 
dynamischer Basisdaten sind. Es werden zwei Mengen für die Bezeichner 
definiert: 
 ℛΜ endliche Mengen der manuellen Datenquellen (Rollen) 
 ℛΒ endliche Mengen der IS-/ Backend-Datenquellen  
Die dargestellten (atomaren) Mengen werden in übergreifende Mengen zu-
sammengefasst, damit die weiteren Definitionen möglichst kompakt (ohne 
Redundanzen) eingeführt werden können: 
 ∁ =  ∁+ ∪  ∁−  (1) 
 ℒ =  ℒℒ  ∪  ℒΥ  ∪  ℒΙ  (2) 
 ℛ =  ℛΜ  ∪  ℛΒ (3) 
 Χ =  ℒ ∪  ℛ   (4) 
Positive und negative Vorzeichen werden in Formel (1) zur Menge der OE 
∁ aggregiert. In Formel (2) wird die Menge der Orte, der Ortstypen und der 
Zuordnungslisten als Gesamtmenge ℒ definiert. Die Menge aller externen 
Datenquellen ℛ wird in Formel (3) gebildet. In Formel (4) werden die Men-
gen der ortsbeschreibenden Elemente und die Mengen der Datenquellen zu 
der Menge der Konfigurationselemente Χ zusammengesetzt.  
Für Petri-Netze müssen neue Verbindungstypen eingeführt werden, damit 
die OE in die Sprache integriert werden können. In Petri-Netzen existiert nur 
ein Verbindungstyp (siehe Kapitel 2.6, Definition Petri-Netze): Die Relation 
𝐹 definiert einen Verbindungstyp und verbindet jeweils zwei unterschiedli-
che Elemente miteinander. Die Tupel dieser Relation sind für den Kontroll-
fluss verantwortlich. Die Verwendung des Verbindungstyps für OE würde 
dem Prinzip des separation of concerns widersprechen. Die zusätzliche Kon-
trollstruktur soll unabhängig von der eigentlichen Sprache als Erweiterung 
eingeführt werden. Es wird ein weiterer Verbindungstyp eingeführt, der ana-
log zu den Assoziationen von BPMN oder der UML als „Assoziation“ mit 
dem Bezeichner Α (siehe Formel (5)) zu sehen ist. Die Assoziationen sind 
unabhängig vom Kontrollfluss bzw. beeinflussen die Workflow-Instanz 
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nicht implizit. Es sei denn, der Modellierer möchte bezwecken, dass die OE 
den Kontrollfluss des Workflows explizit beeinflusst. Die Assoziationen sol-
len eine Verbindungsmöglichkeit für die zugehörigen Elemente der OE in 
Petri-Netz-Modelle bereitstellen. Quellobjekte in Form von Transitionen 
werden mit indirekten OE verknüpft. Eine weitere Assoziation verbindet OE 
mit Zielobjekten (in Form von Transitionen). Ortsbeschreibende Elemente 
müssen mit direkten oder modellinternen OE verbunden werden. Externe 
Datenquellen werden mit den modellexternen OE verknüpft. Die genannten 
Verbindungen (Assoziationen) werden in Definition (5) mit Hilfe eines kar-
tesischen Produkts definiert: 
 Α ⊆ (𝑇 ×  ∁)  ∪ (∁  ×  𝑇) ∪ (Χ × ∁) (5) 
Eine weitere Definition des Vor- und Nachbereichs von OE ist notwendig, 
um die Schaltregeln mit der Annotation der OE zu spezifizieren. Die Tran-
sitionen im Vor- und Nachbereich (• 𝑐𝑇 und 𝑐𝑇 •) und die ortsbeschreiben-
den Elemente bzw. externen Datenquellen im Vorbereich (• 𝑐Χ) müssen be-
trachtet werden:  
 • 𝑐𝑇 = {𝑡 ∈ 𝑇 | (𝑡, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶   (6) 
 𝑐𝑇 • = {𝑡 ∈ 𝑇 | (𝑐, 𝑡)  ∈ 𝐴}, 𝑐 ∈ 𝐶  (7) 
 • 𝑐Χ = {𝑥 ∈ Χ | (𝑥, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶  (8) 
Die Vor- und Nachbereiche und die verschiedenen Mengen, die zur Defini-
tion von OE in Petri-Netzen benötigt werden, sind eingeführt worden. Damit 
ist es möglich, eine Definition für Ortseinschränkungen einzuführen: 
Definition Ortseinschränkungen für Petri-Netze: 
Ein Petri-Netz 𝑁 = (𝑆, 𝑇, 𝐹) mit Ortseinschränkungen ist definiert als 
(𝑁, ∁, Χ, Α) mit 
1. ∁ und Χ sind endliche Mengen 
2. ∁  ∩  Χ =  ∅ 
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3. ∁  ∩  S =  ∅ 
4. ∁  ∩  𝑇 =  ∅ 
5. Χ ∩  𝑆 =  ∅ 
6. Χ ∩  𝑇 =  ∅ 
7. Α ⊆ (𝑇 ×  ∁)  ∪ (∁  ×  𝑇) ∪ (Χ × ∁) ist eine binäre Relation über 
𝑇 ∪  ∁  ∪  Χ 
8. ∀ c ∈  ∁ gilt: 
a. |• 𝑐𝑇  | ≤ 1 (maximal eine Transition im Vorbereich einer OE) 
b. | 𝑐𝑇 • | = 1 (genau eine Transition im Nachbereich einer OE) 
c. |• 𝑐Χ | = 1 (ein Konfigurationselement im Vorbereich einer OE) 
OE werden stets mit den eingeführten Assoziationen an die Transitionen ver-
knüpft. Indirekte OE dürfen mit dem Quellobjekt (Transition) assoziiert wer-
den (vgl. 8.a). OE besitzen immer exakt ein Zielobjekt (vgl. 8.b). Es darf 
immer nur eine Assoziation zwischen OE und Konfigurationselement exis-
tieren (vgl. 8.c).  
Die Schaltregel eines Petri-Netzes (siehe Kapitel 2.6) wird durch die Erwei-
terung um Ortsbezüge nicht geändert. Der Vorbereich eines Netzelements 
(bzw. einer Transition) wird jedoch neu definiert, damit die Transition erst 
aktiviert wird, sofern eine Auflage einer OE vorliegt:  
 𝑥 = {(𝑦 ∈ 𝑆 ∪ 𝑇) ∩ (𝑧 ∈  ∁  ∪  𝑇 )| (𝑦, 𝑥) ∈ 𝐹, (𝑧, 𝑥) ∈ Α }, 
𝑥 ∈ 𝑆 ∪ 𝑇 ∪ Α (Vorbereich) 
Für die in Kapitel 4.3.1 eingeführten aggregierten Darstellungsformen von 
OE muss die obige Definition in Punkt 8 folgendermaßen angepasst werden: 
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∀ c ∈  ∁ gilt: 
a. |• 𝑐𝑇  | ≥ 1 (mindestens eine Transition im Vorbereich einer OE) 
b. | 𝑐𝑇 • | ≥ 1 (mindestens eine Transition in Nachbereich einer OE) 
c. |• 𝑐Χ | = 1 (ein Konfigurationselement im Vorbereich einer OE) 
Je nach OE sind die Merkmale der Ausprägung in Tab. 5.1 aufgelistet. Die 
Werte in den Klammern sind für Workflow-Modelle in aggregierter Form 
relevant.  
Tab. 5.1: Differenzierung OE von Petri-Netz-Modellen 
 
Die Vorbereiche (für die Markierung) von OE von Orten, Ortstypen und Zu-
ordnungslisten bzw. manueller und Backend-Systeme sind in folgenden For-
meln (9) – (13) aufgelistet.  
 • 𝑐ℒ = {𝑙 ∈ ℒℒ  | (𝑙, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶 (9) 
 • 𝑐𝑌 = {𝑦 ∈ ℒ𝑌 | (𝑦, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶 (10) 
 • 𝑐𝐼 = {𝑖 ∈ ℒ𝐼 | (𝑖, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶 (11) 
 • 𝑐𝑀 = {𝑙 ∈ ℛΜ | (𝑚, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶 (12) 
 • 𝑐𝐵 = {𝑏 ∈ ℛ𝐵 | (𝑏, 𝑐)  ∈ 𝐴}, 𝑐 ∈ 𝐶 (13) 
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5.1.2 Modellbeispiele mit Ortsbezügen  
In den folgenden Anwendungsbeispielen werden Geschäftsprozessmodelle 
mit Ortsbezügen modelliert. Die Beispiele sind zwar rein fiktiv, jedoch ist 
die Umsetzung mit heutiger Technologie realisierbar. 
Mitarbeiter beanspruchen (z. B. für eine Dienstreise) spezifische Leistungen, 
die über ein betriebliches Informationssystem automatisiert wurden. Die Ge-
schäftsprozesse sind innerhalb von Workflow-Modellen abgebildet worden, 
die nun ausgeführt werden können.  
Das fiktive Unternehmen hat zwei Filialen innerhalb der Stadt (siehe Abb. 5.1). 
Die Stadt besteht aus verschiedenen Stadtteilen (Innenstadt, Südstadt, Ost-
stadt, ...) und wird in drei Bezirke (Nord-, Süd- und Ostbezirk) aufgeteilt. 
Die Innenstadt ist nicht Teil dieser Bezirke. In der Stadt sind zwei Miet- 
wagenfirmen ansässig. Zur Vereinfachung wird angenommen, dass die 
Mietwagenfirmen auch eine Werkstatt für Fahrzeugreparaturen anbieten.  
 
Abb. 5.1:  Kartendarstellung der Anwendungsbeispiele 
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Ortsmodell und Datenquellen 
Tab. 5.2: Orte und Ortstypen in den Anwendungsbeispielen 
Bezeichnung Typ Orte 
Stadt Polygone Nordbezirk, Ostbezirk, Südbezirk, Innenstadt 
Nordbezirk Polygone Weststadt, Nordweststadt, Nordstadt 
Ostbezirk Polygone Nordoststadt, Oststadt, Südoststadt 
Südbezirk Polygone Südweststadt, Südstadt 
Filialen Polygon Filiale X, Filiale Y 
Aktueller Stellplatz Kreis (r=10m) Dynamische Instanziierung 
Kundenadresse Kreis (r=20m) Kunde 1, Kunde 2, ..., Kunde n 
Aktuelle Filiale Kreis (r=1km) Dynamische Instanziierung 
Umkreis 5km Kreis (r=5km) Dynamische Instanziierung 
Radius 50m Kreis (r=50m) Dynamische Instanziierung 
 
Die einzelnen Stadtteile sind in drei Bezirke aufgeteilt worden. Das Ortsmo-
dell (siehe Kapitel 4.2) erlaubt das Hinzufügen von Ortstypen und Orten zu 
Ortstypen. Dadurch wurde z. B. der Ortstyp „Stadt“ aus den drei Bezirken 
und der „Innenstadt" aufgebaut (siehe Tab. 5.2). Bei einigen Orten wird emp-
fohlen, sogenannte Kreis-Ortstypen zu verwenden, wie die nachfolgenden 
Beispiele zeigen werden. Um die Ortsmodellinstanz zu komplettieren, müss-
ten Lage und Ausmaß der einzelnen Bestandteile angegeben werden. Da dies 
jedoch der vorliegenden Arbeit keine weiteren Erkenntnisse liefert, wurde 
darauf verzichtet.  
Zur Veranschaulichung der Verwendung von Zuordnungslisten, sind fol-
gende Mietwagenbezirke (siehe Tab. 5.3 bis Tab. 5.6) als bereits vorhandene 
Ortsmodellinstanzen definiert. 
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Tab. 5.3: Mietwagen Nordbezirk 
Quelle  Ziel 
Nordstadt Mietwagen 2 
Nordweststadt Mietwagen 1 
Weststadt Mietwagen 1 
Tab. 5.4: Mietwagen Südbezirk 
Quelle  Ziel 
Südweststadt Mietwagen 1 
Südstadt Mietwagen 1 
Tab. 5.5: Mietwagen Ostbezirk 
Quelle Ziel 
Nordoststadt Mietwagen 1 
Oststadt Mietwagen 1 
Südoststadt Mietwagen 1 
Tab. 5.6: Mietwagen Innenstadt 
Quelle Ziel 
Innenstadt Mietwagen 1 
Innenstadt Mietwagen 2 
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Für die Anwendungsbeispiele ist eine Zuordnungsliste definiert worden, die 
für jede Filiale den richtigen Mietwagenverleih wählt (siehe Tab. 5.7). 
Tab. 5.7: Mietwagen Stadt 
Zuordnungsliste: 
Mietwagen Südbezirk 
Mietwagen Nordbezirk 
Mietwagen Ostbezirk 
Mietwagen Innenstadt 
Quelle Ziel 
Innenstadt  Mietwagen 2 
 
Innerhalb der Anwendungsbeispiele wird eine externe Datenquelle (vgl. mo-
dellexterne OE) verwendet. Die externe Datenquelle wird als Identity Ma-
nagement System (IMS) definiert, das jeweils mitarbeiterbezogene Daten 
verwaltet.  
Neben dem WfMS der Firma (vgl. Intranet) existiert ein WfMS der Mietwa-
genfirma/Werkstatt. Die Systeme unterstützen unterschiedliche Aufgaben 
und tauschen dafür Informationen aus. Eine detaillierte Definition der 
Schnittstellen ist zum Verständnis der Funktionsweise nicht notwendig.  
5.1.3 Subprozess Vor-Ort-Service 
In diesem Anwendungsfall sollen besonders wichtige Mitarbeiter (z. B. Ma-
nager, Fachpersonal) eines Unternehmens einen sogenannten „Vor-Ort-Ser-
vice“ erhalten. Diese Mitarbeiter können ein Mietwagen an ihrem Wohnort 
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anfordern und genau dort auch wieder zurückgeben. Der Prozess des An-
wendungsbeispiels wird von der Mietwagenfirma oder von der Firma des 
Mitarbeiters gesteuert. Beides ist möglich, dass auf eine Differenzierung in 
der Modellierung (des Prozessbesitzers) verzichtet wurde. Der Mitarbeiter 
der Firma bzw. der Kunde der Mietwagenfirma wird mit der Adresse ange-
fahren, die das System aus dem Identity Management System (IMS) bezogen 
hat. „Kunde anfahren“ ist das Zielobjekt einer positiven modellexternen OE. 
Das IMS liefert die Adresse des Mitarbeiters bzw. des Kunden.  
 
Abb. 5.2:  Innerbetriebliches Fahrzeugmanagement: Subprozess Vor-Ort-Service 
Mit der positiven ortsbindenden OE mit Quellobjekt „Kunden anfahren“ und 
dem Zielobjekt „Fahrzeug abholen“ wird die Abholung des Fahrzeugs genau 
an dem Ort festgelegt, an dem es auch vorab übergeben wurde. In zweiter 
OE wird der Ortstyp „Kundenadresse“ als ortsbeschreibendes Element ver-
wendet. 
5.1.4 Subprozess Fahrzeugauslastungsmanagement 
Das Prozessmodell des Fahrzeugauslastungsmanagements ist in jeder der Fi-
lialen der Firma auf einem WfMS eingespielt worden. Dieser Prozess ge-
währleistet, dass zu jedem Zeitpunkt genügend interne Firmenwagen vor-
handen sind. Sobald an einem Standort festgestellt wird, dass sich mehr als 
10 (oberer Pfad) oder weniger als 2 Fahrzeuge (unterer Pfad) vor Ort befin-
den, wird der Prozess instanziiert (siehe Abb. 5.3). Im oberen Pfad wird eine 
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Überbelegung festgestellt bzw. direkt eine Fahrzeugüberführung veranlasst. 
„Fahrzeug überführen“ ist Quellobjekt einer negativen ortsbindenden OE, 
damit das Fahrzeug nicht wieder an gleichem Standort (mit Überbelegung) 
abgegeben wird. Um die Rückgabe des Fahrzeugs an einer unterbelegten Fi-
liale zur gewährleisten, wurde eine positive direkte OE mit aufgenommen. 
Die positive OE ist in diesem Fall notwendig, da die negative OE lediglich 
einen Ort verbietet.  
 
Abb. 5.3:  Innerbetriebliches Fahrzeugmanagement: Subprozess Fahrzeugauslastungs- 
management 
Die Firma hatte festgestellt, dass viele Mitarbeiter Firmenwagen ausgeliehen 
haben, ohne sie direkt zu nutzen. Im unteren Pfad (siehe Abb. 5.3) wird daher 
an alle firmeninternen Fahrzeuge im Umkreis von 5km zur unterbelegten 
Filiale ein spezielles Mitarbeiterangebot versendet (z. B. Email in das Post-
fach des Mitarbeiters, der das entsprechende Fahrzeug an diesem Ort vor-
hält), um die Belegungen auszugleichen.  
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5.2 Integration in BPMN 2.0 
5.2.1 Definition BPMN 2.0 
Die BPMN 2.0 eignet sich für die Darstellung und Ausführung von Work-
flows (siehe Kapitel 2.7). Die OE werden – analog zu den Petri-Netzen – als 
Annotation für BPMN-Modellelemente eingeführt (siehe Kapitel 4.3). Die 
Funktionen der Spracherweiterung werden in Abb. 4.8 dargestellt. Die gra-
phische Notation der Spracherweiterung bedarf einer Semantik innerhalb der 
BPMN 2.0 (siehe Kapitel 4.3.1). 
Analog zu den Petri-Netzen werden OE bzw. Ortsbezüge unabhängig vom 
Kontrollfluss (hier: Sequenz- und Nachrichtenfluss) eingeführt, damit die 
Ortsbezüge jederzeit ausgeblendet bzw. entfernt werden können.  
Innerhalb der BPMN dürfen somit Sequenz- und Nachrichtenflüsse nicht 
von der Annotation in ihrer Funktion und Bedeutung geändert werden.  
Daher scheiden beide Flusselemente als Ansatzpunkte für die Modellerwei-
terung aus. Die BPMN besitzt passende Mechanismen, um die Integration 
des Konzepts der OE zu gewährleisten. In vorliegender Arbeit werden die 
zwei Sprachkonzepte Artefakte und Assoziationen (siehe Kapitel 2.7) ver-
wendet. 
Artefakte integrieren spezifische Informationen innerhalb der BPMN-Dia-
gramme (vgl. Kapitel 2.7), welche unabhängig vom modellierten Sequenz- 
und Nachrichtenfluss sind. Damit ändern Artefakte das Verhalten eines  
Modells nicht. Da es sich bei den OE um ein spezifisches Domänenkonzept 
aus dem Umfeld des Geschäftsprozessmanagements handelt und die BPMN-
Spezifikation solche Artefakte als Erweiterungsmöglichkeit explizit vorsieht 
[ObMG10a, S. 57,61], werden in vorliegender Arbeit diese Ansatzpunkte 
zur Integration verwendet. Domänenspezifische Informationen dürfen den 
Modellablauf nicht beeinflussen bzw. können daher nicht mit Sequenz- oder 
Nachrichtenflusselementen verknüpft werden. Artefakte dürfen nicht Quell- 
oder Zielobjekt eines Sequenz- oder Nachrichtenflusses sein [ObMG10a, 
S.66ff]. Um die Artefakte mit den Flussobjekten von BPMN zu verbinden, 
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wird ein neuer Verbindungstyp benötigt. Für solche Verbindungen existieren 
Assoziationen, die selbst als Artefakt innerhalb des BPMN-Metamodells 
vorhanden sind.  
Die BPMN-Spezifikation definiert die Struktur der Sprache mit UML-
Klassendiagrammen und XML-Schema-Definitionen. In Abb. 5.4 wird ein 
Ausschnitt des Metamodells dargestellt, indem die relevanten Strukturen 
graphisch in einem UML-Klassendiagramm abgebildet werden. Gleichzeitig 
existiert eine XML-Schema-Definition (siehe Abb. 5.5), die den korrespon-
dierenden Ausschnitt formal abbildet.  
 
Abb. 5.4:  Ausschnitt des BPMN-Metamodells (UML-Klassendiagramm) [ObMG10a] 
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Abb. 5.5:  Ausschnitt aus BPMN 2.0 Metamodell (XML-Schema-Definition) [ObMG10a] 
Die Klasse BaseElement ist abstrakte Superklasse für jegliche Bestandteile 
des BPMN-Metamodells. Eine Erweiterung dieser Klasse bedingt, dass alle 
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wesentlichen Klassen die definierten UML-Assoziationen und –Attribute 
des Metamodells erben. Die Spezialisierungen von BaseElement besitzen 
aus diesem Grund eine automatisch generierte eindeutige ID, die als Wert 
des geerbten Attributs „id“ abgebildet wird. BPMN-Elemente vom Typ 
Documentation können für die textuelle Beschreibung der abgeleiteten Klas-
sen verwendet werden. Die speziellen Klassen zur Erweiterung von BPMN-
Elementen (ExtensionDefinition und ExtensionAttributValue) werden in 
vorliegender Arbeit nicht verwendet, da keine bestehenden Elemente erwei-
tert, sondern neue Elemente integriert werden.  
Die Klasse Artifact des Klassendiagramms bzw. der Typ tArtifact (vom 
XML-Schema) sind die Basis der Erweiterung, da die Integration der OE 
anhand von Artefakten innerhalb der BPMN-Diagramme abgebildet werden 
soll. Es wird für jedes neue Konzept eine Klasse von Artifact abgeleitet. Die 
entsprechenden Klassen sind in der Lage, in Kombination mit den bereits 
vorhandenen Assoziationen, die Informationen einer OE aufzunehmen und 
graphisch abzubilden. In Abb. 5.6 wird das Artefakt LocationConstraint in-
nerhalb des Klassendiagramms beschrieben. Die analoge Erweiterung des 
XML-Schemas ist in Abb. 5.7 dargestellt.  
 
Abb. 5.6:  OE-Erweiterung BPMN Metamodell (UML-Klassendiagramm) 
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Abb. 5.7:  OE-Erweiterung BPMN (Teil1) Metamodell (XML-Schema-Definition) 
Die Artefakte locationConstraint bzw. tLocationConstraint beschreiben die 
notwendigen Informationen der in Kapitel 4.3 definierten Darstellung. Das 
Konzept enthält zusätzlich zu den geerbten Elementen das Attribut Sign 
(tSign), um die Art des zugeordneten Vorzeichens aufzunehmen. Die Konfi-
gurationselemente werden über das Artefakt LocationConstraintConfigura-
tion beschrieben, das zwei Attribute besitzt: configEntityType bestimmt den 
Typ und configEntityDescription die Bezeichner von Ort, Ortstyp oder Zu-
ordnungsliste. Die folgende Auflistung zeigt alle möglichen Attributwerte 
mit Bedeutungen auf.  
 Location: der Ort als ortsbeschreibendes Element 
 LocationType: der Ortstyp als ortsbeschreibendes Element 
 ImplicationList: die Zuordnungsliste als ortsbeschreibendes Element 
 Role: eine Identität als Datenquelle 
 System: ein IS als externe Datenquelle 
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Die Spezifikation des Konfigurationselements im XML-Schema wird in 
Abb. 5.8 gezeigt.  
 
Abb. 5.8:  OE-Erweiterung (Teil2) BPMN Metamodell (XML Schema Definition) 
Die neu definierten Artefakte werden über gerichtete Assoziationen mitei-
nander und mit den Flusselementen verknüpft. Die Assoziationen von OE 
mit Konfigurationselementen und Flusselementen benötigen jedoch weitere 
Restriktionen. In Abb. 5.9 sind die zulässigen Kombinationen definiert. 
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Abb. 5.9:  Assoziationsregeln OE-Erweiterung (OCL) 
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Im obigen OCL-Ausdruck sind Aggregation (vgl. Kapitel 4.3.2) bereits in-
tegriert. Ortseinschränkungen wirken in BPMN (nur) auf Aktivitäten. Eine 
Erweiterung der zulässigen Modellelemente (z. B. Verzweigungen oder 
Kanten) ist möglich.  
Das Konzept der Ortsbezüge (siehe Kapitel 4) ist somit in BPMN 2.0-Dia-
grammen abbildbar. Weitere Beispiele der OE-Modellierung folgen in Ka-
pitel 5.2.2 und Kapitel 5.2.3 zur Verdeutlichung der Praxistauglichkeit der 
eingeführten Modellerweiterung. 
Analog zu der im vorliegenden Kapitel vorgestellten Integration kann eine 
Integration in weitere Workflow-Sprachen (z. B. UML-Aktivitätsdiagramme, 
EPKs) erfolgen. Das Metamodell von UML-Aktivitätsdiagrammen ist  
ähnlich zum BPMN-Metamodell als XML-Ausdruck spezifiziert [Kech09]. 
Es wird folglich auf eine widerholende Demonstration in vorliegender  
Arbeit verzichtet.  
Eine praxistaugliche Integration von OE in die BPMN muss jeweils in der 
Workflow-Engine erfolgen. Die OCL-Spezifikation (siehe oben) müssen da-
für in den jeweiligen ausführenden Code der Engine übersetzt und integriert 
werden.  
Ein direkter Vergleich zwischen der Integration in die BPMN und die Petri-
Netze wird in vorliegender Arbeit nicht gezogen: Letztendlich werden beim 
Bau von informationstechnischen Systemen viele Sprachen eingesetzt. Oft 
sind die eingesetzten Sprachen den Vorlieben der (Produkt-)Entwickler ge-
schuldet. Folglich wird der Einsatz einer Workflow-Sprache empfohlen, die 
sich innerhalb der (Produkt-)Entwicklung etabliert hat.  
5.2.2 Subprozess Mietwagenbestellung 
Ein Mitarbeiter möchte eine Dienstreise zu einem Kunden planen. Er konnte 
über das Intranet kein firmeninternes Fahrzeug buchen, da auf Grund der 
hohen Auslastung keine mehr bereitstehen. Über den Prozess bzw. das In-
tranet wird er zum Mietwagenbestellservice weitergeleitet, um sich dort ein 
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Fahrzeug zu reservieren. Der Mitarbeiter (siehe Abb. 5.10) bestellt das Fahr-
zeug und vereinbart (nach Antwort einer Autovermietung) einen Termin. 
Der Mietwagen wird rechtzeitig vor dem Termin intern beauftragt (siehe 
Abb. 5.10, „Termin“ am Tag der Auslieferung), damit ein Auslieferer der 
Autovermietung den Wagen zu der Filiale bringt, von dem der Kunde den 
Auftrag versendet hatte. Hinter der „Fahrzeug ausliefern“-Aktivität befindet 
sich ein weiterer Subprozess. Sobald der Kunde das Fahrzeug übernommen 
hat, startet mit dem „Auto übernehmen“-Prozess der Vorgang, der unterstüt-
zend vom internen System bereitgestellt wird (siehe Abb. 5.10). Nach der 
Dienstreise möchte der Mitarbeiter das Fahrzeug zurückgeben und schickt 
z. B. über eine mobile Applikation den Auftrag „Fahrzeug abgeben“. Der 
Autovermietungsprozess erhält eine Nachricht mit dem Auftrag und dem 
Ort, von dem der Auftrag abgesendet wurde. Zum erfolgreichen Abschließen 
des Prozesses wird noch eine Abrechnung erstellt, die mit dem postalischen 
Verschicken (siehe Abb. 5.10, Rechnung verschicken) beendet wird. Im An-
wendungsbeispiel werden zwei positive OE modelliert. Die OE bestimmen 
jeweils die Filiale, an dem sich der Mitarbeiter gerade befindet.  
 
Abb. 5.10:  Innerbetriebliches Fahrzeugmanagement: Subprozess Mietwagen-bestellung 
Das vorliegende Anwendungsbeispiel könnte auch mit zwei OE, die sich 
über eine dynamische Instanziierung mit Ortsinformationen versorgen, mo-
delliert werden. Dazu würde beispielsweise ein „Aktueller Stellplatz“ (siehe 
Tab. 5.2) mit einer maximalen Genauigkeit verwendet werden. Sollte der 
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Mitarbeiter sich jedoch beim Beauftragen der Autovermietung nicht direkt 
an diesem Ort befinden, so würden die Ortsangaben nicht präzise genug sein, 
um den Auftrag (manuelles Eingreifen) auszuführen.  
Nachdem sich dieser Service innerhalb der Firma fiktiv bewährt hat, be-
schließt die Firma, diesen Service auch Kunden im Stadtgebiet über eine  
öffentlich zugängliche mobile Applikation kostenpflichtig anzubieten. Da 
nun von jedem Ort im Stadtgebiet ein Mietwagen bestellt werden kann,  
sind sogenannte Zuordnungslisten eingeführt worden (siehe Abb. 5.11 bzw. 
Tab. 5.2 bis Tab. 5.5). Das Anwendungsbeispiel (siehe Abb. 5.10) wurde 
zusätzlich erweitert, damit dem externen Kunden eine Rechnung gestellt 
werden kann.  
 
Abb. 5.11:  Fahrzeugmanagement: Mietwagenbestellung 
Die Zuordnungsliste „Mietwagen Stadt“ enthält mehrere Listen. Die Liste 
„Innenstadt“ (siehe Abb. 5.11) definiert zwei Tupel mit dem gleichen Quel-
leintrag (Innenstadt). Die OE bindet somit „Mietwagen 1“ oder „Mietwa-
gen 2“ an das Zielobjekt, wenn das Quellobjekt in der Innenstadt lag. Wenn 
nicht zusätzlich in „Mietwagen Stadt“ für „Innenstadt“ das Zielobjekt „Miet-
wagen 2“ als sogenannte Übersteuerung definiert wäre (siehe Tab. 5.7), 
würde das mobile WfMS selbst entscheiden müssen, welche Mietwagen-
firma beauftragt werden soll. 
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5.2.3 Subprozess Reparaturservice 
Mitarbeiter mit Firmenwagen haben die Möglichkeit, jederzeit einen Repa-
raturservice für ihr Fahrzeug anzufordern. Der Service gewährleistet, dass 
das Fahrzeug an einer der Filialen abgeholt, repariert und im Anschluss wie-
der zur Filiale zurückgebracht wird. Falls die Reparatur des Fahrzeugs je-
doch länger als einen Arbeitstag dauert, wird ein Leihwagen an die entspre-
chende Filiale geordert, damit der Mitarbeiter nach der Arbeit nach Hause 
fahren kann. Der zugehörige Prozess ist in Abb. 5.12 dargestellt.  
 
Abb. 5.12:  Innerbetriebliches Fahrzeugmanagement: Subprozess Reparaturservice 
Der Geschäftsprozess beginnt mit der Aufforderung des Mitarbeiters, eine 
Reparatur am Fahrzeug durchzuführen. Heutzutage zeigen die Fahrzeuge bei 
Fahrtantritt dem Fahrer an, welche Wartungs- oder Reparaturarbeiten am 
Fahrzeug durchgeführt werden müssen. Der Mitarbeiter würde nach der 
Wahrnehmung solch einer Meldung beispielsweise im Intranet diesen vor-
liegenden Prozess initiieren. Der Prozess (siehe Abb. 5.12) beginnt mit einer 
Terminanfrage, die der Mitarbeiter absetzt. Zum (vereinbarten) Übergabe-
termin wird das Fahrzeug an einer der beiden Filialen der Firma übergeben. 
Wird während der Ausführung von „Fahrzeug reparieren“ ein Überschreiten 
der zulässigen Reparaturzeit (<6h) festgestellt, so wird automatisch ein Leih-
wagen zur entsprechenden Filiale geordert. Sobald die Reparatur abge-
schlossen ist, wird das Fahrzeug dem Mitarbeiter an derselben Filiale zu-
rückgegeben. Sofern ein Mietwagen in Anspruch genommen wurde, muss 
dieser in Folge auch wieder zurückgegeben werden. Daher versendet der 
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Prozess eine Terminanfrage an den Mitarbeiter und determiniert einen Rück-
gabetermin mit der Mietwagenfirma. An die Aktivitäten „Fahrzeug überge-
ben“, „Leihwagen bereitstellen“ und „Fahrzeug zurück geben“ sind positive 
modellexterne OE gebunden, die im IMS der Firma die Heimatfiliale des 
Mitarbeiters ermittelt. Im fiktiven Szenario hat sich bei der Übergabe vom 
Mietwagen bewährt, den gleichen Ort, wie auch bei der Übernahme, auszu-
wählen (siehe Abb. 5.12, positive ortsbindende OE mit Radius 50 m). 
In den vorliegenden fiktiven Anwendungsbeispielen wurde die Praxisrele-
vanz der OE demonstriert. Es wurde beispielhaft gezeigt, wie aus einem Ge-
schäftsprozess für interne Zwecke ein neues Geschäftsmodell erschlossen 
werden kann, sofern eine Automatisierung innerhalb eines Informationssys-
tems vorab erfolgte.  
5.3 Ergänzende Spracherweiterungen 
Bei der Modellierung von Ortsbezügen innerhalb von Workflow-Modellen, 
können weiterführende Sprachergänzungen helfen, den Umgang zu verein-
fachen. 
5.3.1 Algorithmen der Auflagenliste 
Durch Schleifen innerhalb von Workflow-Modellen kann es (vgl. Abb. 4.35) 
zu inaktiven OE kommen. Es können Pfade definiert werden, die einzelne 
Elemente des Modells mehrfach enthalten. Solche Rücksprünge können in-
nerhalb der Petri-Netze und BPMN 2.0 definiert werden und führen dazu, 
dass Quellobjekte indirekter OE mehrfach ausgeführt werden. Dadurch wie-
derum entstehen redundante dynamische Basisdaten an den betroffenen OE. 
Im Falle unterschiedlicher dynamischer Basisdaten entstehen mehrere alter-
native Auflagen, die in einer sogenannten Auflagenliste gesammelt werden. 
Die Auflagenliste ist zu Beginn der Prozessinstanz leer und wird erst im 
Laufe des Kontrollflusses gefüllt. Es stellt sich die Frage, welche Auflage 
innerhalb der OE nun berücksichtigt werden soll. 
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Eine Alternative wäre, die dynamischen Basisdaten grundsätzlich nicht zu 
berücksichtigen, die aus zurückliegenden Ausführungen der Quellobjekte 
stammen. Somit würden ausschließlich die direkt vorangegangenen Aufla-
gen für das Zielobjekt relevant werden. In Anbetracht der Auflagenliste wird 
das letzte Element der Liste (LAST) angewandt. Analog zu diesem Verfah-
ren kann nur das erste Element der Liste ausgewählt werden (FIRST). FIRST 
identifiziert die Auflage, die in der Workflow-Instanz zuerst generiert und 
der Auflagenliste hinzugefügt wurde. Alternativ können alle Elemente der 
Auflagenliste (ALL-Verfahren) berücksichtigt werden. Jedoch können meh-
rere konkurrierende Auflagen entstehen, die dadurch zu einer Anomalie 
(siehe Kapitel 4.3.6) führen, falls sich darunter Auflagen gegenseitig wie-
dersprechen. Eine weitere Alternative wählt eine zufällige Auflage der Liste 
aus (ANY). In Tab. 5.8 werden die einfachen Algorithmen der Auflagenliste 
aufgelistet erläutert.  
Tab. 5.8: Auswahlverfahren dynamischer Basisdaten 
Algorithmus Beschreibung 
LAST letzter Eintrag der Auflagenliste wird berücksichtigt 
FIRST erster Eintrag der Auflagenliste wird berücksichtigt 
ALL alle Auflagen der Auflagenliste werden berücksichtigt 
ANY eine beliebige Auflage der Auflagenliste wird berücksichtigt 
 
Die Auflagenliste selbst ändert sich durch die Anwendung eines Algorith-
mus und durch die gleichzeitige Ausführung des Zielobjektes nicht. Für eine 
erneute Ausführung des Zielobjektes (in beispielsweise einer Schleife)  
erfolgt die Auswahl auf Basis desselben Verfahrens mit erweiterter Aufla-
genliste.  
Falls eine Änderung der Auflagenliste angefordert ist, z. B. wenn ein Quell-
objekt eine Auflage für das Zielobjekt erzeugt und nach dessen Ausführung 
die Auflage sofort gestrichen werden soll, muss ein weiterer Mechanismus 
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implementiert werden. Die Algorithmen (siehe Tab. 5.8) werden mit zusätz-
lichen Optionen ausgestattet. Das Minuszeichen (-) gibt die Löschung des 
Eintrags nach der Ausführung an. Die Verfahren FIRST¯ und LAST¯ sollen 
analog zum Konzept der Verbrauchsfolgeverfahren (vgl. [Enge93]) Anwen-
dung finden. Dabei ist Last In gleichbedeutend mit First Out (LIFO) und 
First In gleichbedeutend mit First Out (FIFO). Die dynamischen Basisdaten 
werden nach der Reihenfolge des Auftretens in die Auflagenliste geschrie-
ben. Im Gegensatz zu den Algorithmen FIRST bzw. LAST ist die Auflagen-
liste veränderbar. Der LAST¯-Algorithmus wählt das zuletzt hinzugefügte 
Element aus der Liste aus und löscht dieses danach. Im FIRST¯-Algorithmus 
wird das zuerst hinzugefügte Element (das Älteste) ausgewählt und danach 
aus der Liste entfernt. Analog funktionieren ANY¯ und ALL¯. Bei ANY¯ 
kann es passieren, dass aktivierte OE nach der Ausführung des Zielobjektes 
inaktiv sind. Die Algorithmen erlauben die Definition von modellweiten Re-
geln für die Auswahl der Basisdaten. Teilweise ist es sinnvoll, die Wahl des 
Algorithmus von der individuellen OE abhängig zu machen bzw. diese indi-
viduell zu gestalten. Wird keine andere Angabe gemacht, wird das LAST-
Verfahren als Standard angewandt.  
 
Abb. 5.13:  Prozessschleifen in Petri-Netzen 
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In Abb. 5.13 wird ein Workflow-Modell dargestellt, das über eine indirekte 
OE verfügt. Innerhalb des Modells ist ein Pfad definiert, der das Zielobjekt 
vor der Ausführung des Quellobjektes erreichen kann. Andere Pfade sind  
für die spezielle Ausführung von Quell- oder Zielobjekt integriert. Mit t4 
erfolgt ein Rücksprung an den Anfang des Prozesses (Schleife), so dass  
die Variablen der Auflagen für die OE (im Standard-Fall) zurückgesetzt  
werden können.  
Ein möglicher Verlauf der Workflow-Instanz ist in Tab. 5.9 exemplarisch 
dargestellt. Die Spalten repräsentieren jeweils einen Zeitpunkt innerhalb der 
Workflow-Instanz. Die Erzeugte Auflage wird jeweils immer nach diesem 
Zeitpunkt angegeben. Im Anwendungsbeispiel — nach der Schaltung von 
Transition t0 — wird eine Auflage „a“ erzeugt. In der dritten Zeile wird die 
Auflagenliste (für LAST, FIRST, ALL und ANY) abgebildet, die bei der 
aktuellen Ausführung des Quellobjekts erzeugt werden (siehe Kleinbuchsta-
ben „a“, „b“ und „c“).  
Im unteren Teil von Tab. 5.9 werden vier unterschiedliche Verfahren darge-
stellt, die jeweils keine Manipulation der Auflagenliste anbieten. In der drit-
ten Zeile ist die Auflagenliste dargestellt (abhängig vom Zeitpunkt und ohne 
Beeinflussung von LAST¯, FIRST¯, ALL¯ und ANY¯). Mit LAST¯, 
FIRST¯, ALL¯ und ANY¯ werden nach der Ausführung einer Auflage diese 
aus der Liste entfernt. Der Zustand vor und nach einer Ausführung des je-
weiligen aktiven Workflow-Modellobjekts kann anhand der Tab. 5.9 und 
Abb. 5.13 nachvollzogen werden. 
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Tab. 5.9: Auswahlverfahren mit/ohne Veränderung der Auflagenliste 
Ausgeführte 
Transitionen 
(in Reihenfolge) 
t0 t2 t4, 
t1 
t3, 
t0 
t3, 
t0 
t2 
erzeugte 
Auflagen 
a - - b c - 
Auflagenliste  a a a a, 
b 
a, 
b, c 
a, b, c 
LAST - a a - - c 
FIRST - a a - - a 
ALL - a a - - a ∩  b ∩  c 
(∩= logische UND − Verknüpfung) 
ANY - a a - - a ∪  b  ∪  c 
(∪= logische ODER −
Verknüpfung) 
LAST¯ - a - - - c 
FIRST¯ - a - - - b 
ALL¯ - a - - - b ∩  c 
ANY¯ - a - - - b  ∪  c 
 
5.3.2 Reset-Objekte 
Bei der Modellierung von OE innerhalb von Workflow-Modellen ist es sinn-
voll, einzelne Auflagen (von OE) gezielt zu steuern: Die Ausführung einer 
Operation kann an den Zeitpunkt, an dem der Kontrollfluss ein Objekt in-
nerhalb des Workflow-Modells erreicht, gebunden werden. Ein solches Ob-
jekt wird als Reset-Objekt (für eine OE) bezeichnet. Für interaktive Prozess-
strukturen (vgl. Schleifen) ist das Zurücksetzen von Auflagen hilfreich. Der 
Modellierer kann mit diesem Mechanismus direkt in die Ausführungslogik 
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von OE eingreifen. Jeder OE können beliebig viel Rücksetz-Objekte zuge-
wiesen werden. 
 
Abb. 5.14:  Rücksetz-Objekte in Petri-Netzen 
Das in Abb. 5.14 dargestellte Prozessbeispiel beinhaltet zwei Bereiche, die 
mit abgerundeten Rahmen dargestellt werden. Die Inhalte der Rahmen kön-
nen jeweils als abgeschlossene Einheiten betrachtet werden, die mehrfach 
ausführbar sind (vgl. Subprozess BPMN 2.0). Wenn beispielsweise eine 
Marke in Stelle s2 vorhanden ist und t4 schaltet, startet die Ausführung des 
Modells (die Instanz) gewissermaßen neu. Sind beispielsweise die vorhan-
denen Auflagen der Auflagenliste nicht ausführbar, so kann t4 als geeignetes 
Reset-Objekt verwendet werden. Der Workflow-Modellanteil im inneren 
Rahmen kann mit Hilfe von t3 (mehrfach) ausgeführt werden. 
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Falls bei der Ausführung innerhalb einer Instanz die Reset-Objekte t3 und t4 
mehrfach schalten, kann es notwendig werden, die OE zu deaktivieren bzw. 
die Basisdaten zu löschen. Die Handhabung der Rücksetz-Objekte muss ge-
nau determiniert werden. Je nach Anwendungsfall macht es Sinn, diese voll-
ständig zu löschen. In anderen Anwendungsfällen ist es sinnvoll, diese nur 
teilweise zurückzusetzen. Bei modellinternen OE können statische Regelun-
gen bzw. Verfahren Anwendung finden, analog zu den Algorithmen, die in 
Kapitel 5.3.1 beschrieben wurden (z. B. LAST, FIRST, ALL). Mit Hilfe sol-
cher Verfahren könnten neue Regeln definiert werden: z. B. könnten externe 
Datenquellen als eigene Auflagen bei modellinternen OE die Entscheidung 
liefern, ob ein Rücksprung (Reset) ausgeführt wird.  
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6 Architektur eines 
mobilen WfMS 
Im vorliegenden Kapitel wird ein WfMS mit den Prinzipien einer SOA ent-
worfen. Aus den modellierten Workflows (mit Ortsbezügen) werden Dienste 
einer SOA abgeleitet und implementiert. Eine SOA liefert strukturelle Vor-
teile beim Entwurf eines Informationssystems [GoJW04].  
Die Architektur des mWfMS wird anhand des „4+1-View“ [Kruch95] prä-
sentiert (siehe Kapitel 2.9). Die mobil-spezifischen Szenarien werden in Ka-
pitel 6.1 auf Grundlage von verschiedenen Anwendungsdomänen (vgl. Sze-
narien, Abb. 2.22) erörtert. In Kapitel 6.2 wird die logische Sicht, in 
Kapitel 6.3 die prozessorientierte Sicht, in Kapitel 6.4 die Entwicklungssicht 
und in Kapitel 6.5 die physikalische Sicht auf das mWfMS vorgestellt. 
6.1 Szenarien 
In den folgenden Anwendungsbeispielen werden Workflows (mit Ortsbezü-
gen) genutzt, um Geschäfts- und Dienstleistungsmodelle zu integrieren. Die 
Kontextauswertung bzw. die Kontextsensitive Anpassung der Workflo-
winstanzen sind erforderlich, um die Ausführung der Workflows z. B. orts-
abhängig zu gewährleisten. Die sich ändernden Rahmenbedingungen (z. B. 
Kontextänderungen, gesetzliche Vorgaben) erfordern in den Anwendungs-
beispielen einen flexiblen Umgang, so dass Änderungen zu jedem Zeitpunkt 
integriert werden können. Die Änderungen der Rahmenbedingungen führen 
ggfs. zum Anpassungsbedarf bei der Leistungserbringung und damit zur An-
passung der Workflows [SWNN06]. Es werden spezifische Varianten der 
Leistungserbringung bzw. der Workflows benötigt, damit möglichst viele 
Anwendungsfälle bzw. unterschiedliche Rahmenbedingungen berücksich-
tigt werden können. Generische Fassungen der Workflows sorgen u.a. für 
die Gewährleistung der Flexibilität.  
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Die Workflows müssen neben den Ortsbezügen auf weitere Kontexte (z. B. 
Ressourcenverfügbarkeit) reagieren. Kontextabhängige Änderungen treten 
vor und während der Ausführung von Prozessen auf. 
Bei technischen Änderungen und gesetzlichen Vorgaben kann von einer  
bestimmten Vorlaufzeit ausgegangen werden. Die Leistungskonfiguration 
ändert sich somit nicht während der Ausführungsphase (siehe Kapitel 3.1). 
Für langlaufende Workflows müssen zusätzliche Mechanismen (Instanz-
Migrationen) implementiert werden, die nicht Gegenstand vorliegender  
Arbeit sind.  
Im Folgenden werden Arbeitsprozesse aus drei verschieden betrieblichen 
Domänen beschrieben, die zu einer allgemeinen bzw. generischen Architek-
tur führen. Mit der Architektur sollen die Domänen Anwendungsgerecht un-
terstützt werden.  
Landwirtschaftliche Arbeitsprozesse 
In den landwirtschaftlichen Arbeitsprozessen werden Ernteprozesse (z. B. 
Düngen, Pflügen, Maisernte, Grünfutterernte) betrachtet. Ernteprozesse 
werden von mehreren Fahrzeugen innerhalb einer Arbeitsgruppe bzw. Fahr-
zeuggruppe vollzogen (siehe Abb. 6.1). Neben der Erntemaschine wird z. B. 
bei der Maisernte ein geländefähiges Umlade-Gefährt (meist landwirtschaft-
liche Zugmaschine mit Anhänger) benötigt, das während dem Ernten in der 
sogenannten Parallelfahrt das Erntegut übernimmt. Für diesen Anwendungs-
fall besitzt die Erntemaschine einen Erntevorsatz, über den das Umlade-Ge-
fährt beladen wird. Eine weitere Umladung findet z. B. zwischen dem am 
Feldrand stehenden LKW und dem Umlade-Gefährt statt. 
Innerhalb einer Arbeitsgruppe werden mehrere Erntemaschinen, Umlade-
Gefährte und LKWs eingesetzt. Da die Fahrzeuge einen effizienten Einsatz-
plan benötigen, wird die Auslastung über das mWfMS gesteuert. Für das 
Fahrzeuggruppenmanagement werden die Ortsinformationen der mobilen 
Fahrzeuge in Echtzeit benötigt. Das mWfMS muss die Ortsinformationen 
von allen Fahrzeugen abgleichen, um z. B. die Parallelfahrtstrecke des Um-
lade-Gefährts berechnen zu können. Bei der Kommunikation innerhalb der 
6.1  Szenarien 
219 
Arbeitsgruppe muss die Datenübertragung (notwendige Bandbreite) sicher-
gestellt werden. Innerhalb eines mobilen Fahrzeugs müssen die Umgebungs-
kontexte (z. B. Ort, Sensorkontexte) erfasst werden, damit sie im mWfMS 
ausgewertet werden können. Die verschiedenen Arbeitsprozesse werden 
vorab von Experten der landwirtschaftlichen Domäne modelliert, damit 
möglichst viele fachliche Kontexte innerhalb der Workflows beim Ausfüh-
ren berücksichtigt werden. 
 
Abb. 6.1:  Landwirtschaftliche Anwendungsbeispiel: Feldarbeit in der Arbeitsgruppe 
(links), Fahrerkanzel bzw. Fahrer-Monitor (rechts) 
Baubetriebliche Arbeitsprozesse 
Das mWfMS soll baubetriebliche Anwendungsfälle unterstützen. Baube-
triebliche Arbeitsprozesse umfassen z. B. die Baustellenorganisation wäh-
rend des Baus einer Straße. Analog zu den landwirtschaftlichen Arbeitspro-
zessen existieren viele mobile Arbeitsgruppen, die koordiniert werden 
müssen. Bei baubetrieblichen Arbeitsprozessen werden jedoch die Arbeits-
gruppen wiederum in zusätzliche oder weitere Arbeitsgruppen organisiert 
(z. B. bei Großbauprojekten), was zu einer steigenden Komplexität der Fahr- 
und Arbeitsgruppenorganisation führt.  
Die Baustellenorganisation erfolgt im Allgemeinen über einen sogenannten 
Vorarbeiter. Mehrere Maschinen und Arbeiter müssen gesteuert und koordi-
niert werden. Innerhalb des mWfMS müssen die Ortsinformationen der ver-
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schiedenen mobilen Geräte vorgehalten werden (z. B. aktueller Standort ei-
nes bestimmten Radladers). Bei baubetrieblichen Arbeitsprozessen werden 
flexible Arbeitsabläufe benötigt, da oft auf Änderungen (z. B. eine blockierte 
Fahrtstrecke) reagiert werden muss. Die Prozesse müssen in verschiedenen 
Varianten modelliert werden, so dass Änderungen (Varianten) von Arbeits-
abläufen zur Laufzeit möglich werden.  
In baubetrieblichen Arbeitsprozessen werden die mobilen Maschinen und 
die Arbeiter mit Hilfe von mobilen Geräten unterstützt. Der (mobile) Arbei-
ter kann über das mobile Gerät mit Hilfe einer App beim Verfolgen der  
Arbeitsprozesse Unterstützung erhalten (vgl. Kapitel 7.3). Spezielle nutzer-
gerechte Endbenutzerschnittstellen sind notwendig, um die entsprechenden 
Anwendungsfälle durch mobile IKT zu unterstützen (siehe Anhang B). 
Arbeitsprozesse bei der mobilen Wartung 
Bei der mobilen Wartung sollen mobile Arbeitsprozesse (z. B. Wartung ei-
ner IT-Anlage beim Kunden) unterstützt werden. Eine Kunde möchte seine 
IT-Anlage warten lassen und beauftragt dafür einen (externen) Techniker, 
der alte bzw. defekte Teile austauscht und die Anlage auf deren Funktions-
tüchtigkeit prüft. Für die Anfahrt zum Kunden nutzt der Techniker bzw. 
Wartungsmitarbeiter ein Fahrzeug. Das Fahrzeug soll zur Unterstützung der 
Arbeitsprozesse mit einem Prozess-basierten System ausgestattet werden. 
Beim Austausch von Hardware muss der Wartungsmitarbeiter die Ersatzteile 
teilweise mitführen (z. B. Austausch eines unterbrechungsfreien Strom-ver-
sorgungsgeräts).  
Zur Unterstützung der Arbeitsprozesse vor Ort soll der Wartungsarbeiter ein 
mobiles Gerät mit sich führen. Eine Aufgabenliste, Hilfestellungen und Hin-
weise sollen auf dem mobilen Endgerät angeboten werden (vgl. Kapitel 7.3). 
Eine Endbenutzer- und Anwendungsgerechte App (siehe Anhang B) kann 
helfen, die Arbeitsprozesse der mobilen Wartung für den Endbenutzer zu 
verbessern. 
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Anforderungen 
Die Architektur des mWfMS wird innerhalb der vorab genannten drei An-
wendungsdomänen evaluiert. Die mobilen Arbeitsprozesse werden über 
Kundenaufträge initiiert. Die Aufträge werden innerhalb einer Leistungs-
konfiguration (vgl. Kundenshop) eingestellt.  
Die mobilen Arbeitsmaschinen sollen in Arbeitsgruppen (Bsp.: Erntema-
schine, Traktor) organisiert werden und untereinander Informationen austau-
schen können. Die mobilen Arbeitsmaschinen (Fahrzeuge) erhalten eine 
Endbenutzerschnittstelle (Monitor) innerhalb der Fahrerkanzel bzw. des 
Fahrzeugs (siehe z. B. Abb. 6.1), um dem Fahrzeugführer Workflow-rele-
vante Informationen (Kontexte) darzustellen. Eine mobile Recheneinheit 
muss für die Ansteuerung des Monitors bzw. zur Kommunikation mit den 
anderen mobilen Arbeitsmaschinen innerhalb des mobilen Fahrzeugs inte-
griert werden.  
Mobile Akteure ohne mobile Arbeitsmaschine können mit einem Smart-
phone unterstützt werden, um Informationen des mWfMS zu erhalten. In 
vorliegender Arbeit werden verschiedene Anwendungsfälle zur Unterstüt-
zung mobiler Aktivitäten bzw. mobiler Benutzeraufgaben untersucht (siehe 
Kapitel 7.2). Da eine weiterführende Betrachtung mobiler Benutzeraufgaben 
keine neuen Erkenntnisse liefert, wurde darauf verzichtet, eine App zur Un-
terstützung dieses Anwendungsfalls in vorliegender Arbeit zu erörtern.  
Die Architektur des mWfMS soll nach dem SOA-Paradigma entworfen wer-
den: lose Kopplung, Abstraktion, Standardisierung, Wiederverwendbarkeit, 
Skalierbarkeit, eindeutige Schnittstellen und große Kohäsion [Heut07,  
S. 21-62]. Das mWfMS soll plattformunabhängig entwickelt werden, damit 
es innerhalb von weiteren Projekten mit mobilen Arbeitsprozessen angewen-
det werden kann. 
Bei der mobilen Ausführung von Teilleistungen werden Daten generiert, die 
für die Erzeugung der Gesamtleistung notwendig sind. Diese sensiblen Da-
ten müssen unter den Gesichtspunkten der Vertraulichkeit, Integrität und 
Authentizität geschützt werden (Datensicherheit). 
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Die mobilen Arbeitsmaschinen benötigen jeweils ihre eigenen Ortsinforma-
tionen bzw. die Ortsinformationen der anderen Arbeitsmaschinen in der 
Fahrzeuggruppe, um z. B. die kürzeste Fahrtstrecke berechnen zu können. 
Die Änderung von Ortsbezügen (vor und während der Ausführung) wird mit 
den direkten und indirekten OE berücksichtigt (siehe Kapitel 4.1.2 und Ka-
pitel 4.1.3). Weitere Kontextinformation z. B. Bodendichte, Wetterinforma-
tionen oder Erntestände müssen zusätzlich vom mWfMS unterstützt werden.  
In Tab. 6.1 werden die (groben) nicht-funktionalen und funktionalen Anfor-
derungen an das mWfMS zusammengefasst. 
Tab. 6.1: Anforderungen an die mWfMS-Architektur 
Bez. Anforderung Nicht-
fkt.nal 
Beschreibung 
R1 Service-orientierte 
Architektur 
X lose Kopplung, Abstraktion, Standardisie-
rung, Wiederverwendbarkeit, Skalierbarkeit, 
eindeutige Schnittstellen, große Kohäsion. 
R2 WfMS X Workflow-Modellierung, -Verarbeitung, -
Monitoring (Workflow-Lebenszyklus)  
R3 Leistungskonfi-
guration 
- Ein Domänen-Verantwortlicher soll die 
Möglichkeit erhalten eine Leistungskonfigu-
ration der mobilen Arbeitsprozesse (Leistun-
gen), die gegenüber dem Kunden erbracht 
werden, über ein geeignetes Frontend voll-
ziehen zu können.  
R4 Plattform- 
unabhängig 
X Die Architektur soll plattformunabhängig 
sein, damit es in vielen Unternehmen mit un-
terschiedlichen mobilen Anwendungsfallbei-
spielen angewandt werden kann. 
R5 Endbenutzer-
schnittstelle 
- Der mobile Akteur/Arbeiter soll die Mög-
lichkeit erhalten, die gerade laufenden Pro-
zesse einzusehen und ggfs. zu beeinflussen.  
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R6 Recheneinheit - Das mobile Fahrzeug (der Fahrzeuggruppe) 
soll jeweils eine eigene Recheneinheit erhal-
ten, um ggfs. autonome Entscheidungen (un-
abhängig von der Arbeitsgruppe zu treffen). 
Zusätzlich soll die Ansteuerung der Endbe-
nutzerschnittstelle (siehe Abb. 6.1) erfolgen.  
R7 Ortsinformationen X/- Eigenortung (siehe Kapitel 2.1.6) des Fahr-
zeugs; der Domänen-Verantwortliche soll 
die Möglichkeit erhalten per Modellie-
rung/Konfiguration die Prozessabläufe zu 
definieren bzw. zu ändern. 
R8 Kontextverarbeitung - Das mWfMS soll Kontexte verarbeiten und 
auswerten, um die Workflow-Steuerung zu 
beeinflussen. 
R9 Datensicherheit X Sensible bzw. Personenbezogene Daten sol-
len bzgl. Vertraulichkeit, Integrität und Au-
thentizität geschützt werden.  
R10 Multicast- 
Kommunikation 
- Die mobile Arbeitsgruppe soll einen Infor-
mationsaustausch jeglicher Recheneinheiten 
(auf Basis der Kontextauswertungen) ge-
währleisten. 
 
Die Anforderungen wurden innerhalb des Verbundprojektes Robot2Busi-
ness (R2B) zusammen mit den Anwendungsdomänen Baubetrieb, Landwirt-
schaft und Systemwartung erhoben. Die Generalisierung des mWfMS stand 
stets im Vordergrund des Verbundforschungsprojektes, so dass das mWfMS 
in weiteren Domänen mit mobilen Anwendungsfällen angewandt werden 
kann.  
6.2 Logische Sicht 
Im mWfMS wird eine Konfiguration der vom Auftraggeber angeforderten 
Leistung benötigt (siehe Tab. 6.1, „R3“). Zwischen Leistungskonfiguration 
und den Prozessen wird eine direkte Abbildungsvorschrift etabliert. Die 
Leistungen ändern sich nicht zur Laufzeit, so dass eine direkte Abbildung 
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auf konfigurierende Prozesse vor der Ausführung durchführbar ist. Die aus-
gewählten Produkte (z. B. Sachgüter, Dienstleistungen) werden auf einen 
bestimmten Workflow (bzw. Workflow-Kombination mit zusätzlicher Para-
metrisierung) abgebildet. Die Workflows werden abhängig von den zur Ver-
fügung stehenden Ressourcen ausgeführt. Um die Leistungskonfiguration 
auf die Prozesse abzubilden, wird ein Key-Value-Modell [CoCL11] einge-
führt. Dessen Aufgabe ist es die Zuordnung der entsprechenden Leistungs-
kombination auf die notwendige Prozesskombination zu gewährleisten. Das 
Dienstleistungsprogramm wird direkt mit den Workflows verknüpft (siehe 
Kapitel 6.1). Die konfigurierte Dienstleistung wählt eine bestimmte Kombi-
nation von Prozessen in der Engine aus, konfiguriert ggfs. Bestandteile (Va-
rianten der Prozesse) und stößt die Ausführung an, sobald die Dienstleistung 
durch den Kunden final bestätigt wurde. Die Komponente zur Gewährleis-
tung der Leistungskonfiguration wird im mWfMS als „Configurator“ (siehe 
Abb. 6.2) bezeichnet.  
Für die Abbildung der konfigurierten Leistung auf die Prozesse ist ein Repo-
sitory (bzw. eine Datenbank) zur Speicherung der Key-Value-Paare 
[CoCL11] notwendig (siehe Abb. 6.2, „rules“). Das Service-Repository 
wird benötigt (siehe Abb. 6.2, „Service Modules“), damit die Konfiguration 
gespeichert werden kann. Zur Entwicklung eines SOA-basierten mWfMS 
wird jeder (zustandsbehaftete) Workflow als Dienst bezeichnet. Die angebo-
tenen Leistungen können in weitere Kategorien (Leistungsarten: z. B. Basis-, 
Zusatzleistung) untergliedert werden (siehe Abb. 6.4). Die Leistungsarten 
werden über das zur Verfügung stehende Regelwerk miteinander kombi-
niert, um die vom Kunden geforderten Leistungen zu konfigurieren. Die 
Auswahl der Leistungen wird durch die Komponente des „Service Configu-
rator“ unterstützt (siehe Abb. 6.2). 
Der Auftraggeber (Kunde) oder Domänen-Verantwortliche fordert im  
„Service Configurator“ über eine webbasierte GUI die Leistung an (siehe 
Abb. 6.2, „User Interface“). Das „User Interface“ wird über einen Applika-
tionsserver angeboten. Die angeforderten Leistungen werden in das „Enter-
prise Resources“ Repository geschrieben, um die Leistungen von dort in die 
jeweiligen betriebswirtschaftlichen Unternehmenssysteme zu buchen. Das 
6.2  Logische Sicht 
225 
ist notwendig, um z. B. Rechnungen oder Belege zu erstellen. Die Dienste 
(bzw. Workflows) werden über den „Service Configurator“ konfiguriert und 
in das „Configured Service“ Repository geschrieben. 
 
Abb. 6.2:  Logische Sicht des mWfMS 
Jede Leistung besitzt eine eindeutige Abbildung hinsichtlich einer Dienste-
Kombination. Jeder Dienst kann wiederum ein Workflow sein. Mit der De-
finition der Leistungskombination steht somit eine Workflowkombination 
bereit, die zur Unterstützung der Leistungserbringung wiederum andere 
Workflows startet. 
Neben dem Konfigurator ist die „Process Engine“ und eine (weitere) „Rules 
Engine“ Bestandteil des sogenannten Management Instance System 
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(MAIS1). Das MAIS ist die zentrale stationäre Einheit einer Arbeitsgruppe. 
Die Arbeitsgruppe ist (per WLAN) mit der MAIS am stationären Standort 
des Fuhrparks verbunden. 
Die mobilen Fahrzeuge der Arbeitsgruppe verfügen über ein sogenanntes 
Member Management Instance System (MEMIS). In den Anwendungsfällen 
kollaborieren mehrere mobile Maschinen automatisiert. Zur Unterstützung 
verteilter Arbeitsgruppenprozesse (vgl. [ARMC14]) werden jeweils im füh-
renden Fahrzeug der Fahrzeuggruppe (z. B. Erntemaschine) eine mobile In-
stanz des MEMIS eingespielt. Das MEMIS besitzt die selbe Architektur, wie 
das MAIS (siehe Abb. 6.2).  
Da die Leistungen nur einmal in Auftrag gegeben werden und Enterprise-
Ressourcen (siehe Abb. 6.2) benötigen, wird eine unterbrechungsfreie Ver-
bindung zum Internet vorausgesetzt, damit die Kunden jederzeit Änderungen 
vornehmen können. Der Konfigurator sollte daher nicht auf einer mobilen 
Arbeitsmaschine implementiert werden. Mit dem Entwurf des MEMIS ana-
log zur MAIS (siehe Abb. 6.2), könnte die MAIS auf einer mobilen Arbeits-
maschine betrieben werden. Diese Fähigkeit wurde innerhalb des Verbund-
projektes R2B entwickelt, wurde jedoch in keinem der Anwendungsfälle 
angefordert. 
In dem MAIS musste zusätzlich ein „Distributor“ implementiert werden, 
der für die Verteilung der vorab konfigurierten Leistungen (konfigurierte 
Workflows) auf die MEMIS zuständig ist. 
Abhängig von der mobilen Arbeitsmaschine werden Sensoren bzw. Sensor-
daten verarbeitet. Die mobilen Arbeitsmaschinen sind Spezialmaschinen für 
einen bestimmten Zweck (z. B. Feldhäcksler). Die Sensordaten werden  
innerhalb der „Rule Engine“ angebunden (siehe Abb. 6.2). Der „Context  
Receiver“ ist die Eingangsschnittstelle, die je nach Sensordatum entscheidet 
(vgl. Filter), welche Information in das „Working Memory“ geschrieben 
wird. Der „PatternMatcher“ repräsentiert die eigentliche Regelverarbeitung 
                                                                    
1  Selbst geschaffener Begriff des Verbundprojektes R2B.  
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in der „Rules Engine“. Sobald ein Pattern zutrifft, wird die „Agenda“ be-
nachrichtigt. Die „Agenda“ wiederum ist mit dem sogenannten „Master 
Process“ in der „Process Engine“ verbunden und gibt die Agenda vor. Der 
„Master Process“ nutzt eine START, STOP, PAUSE und RESUME-
Semantik, um die Workflow-Instanzen in der „Process Execution“ zu beein-
flussen (siehe Abb. 6.2). Mit dem „Master Process“ werden, (vgl. START-
Operation) basierend auf den Ergebnissen der „Rules Engine“, weitere  
Prozessinstanzen gestartet oder gestoppt. Je nach Regel, die abhängig vom 
Schwellwert in die „Agenda“ kommen, werden innerhalb des „Master  
Process“ verschiedene Workflow-Instanzen über die primitiven Operatio-
nen angesteuert. Mit diesem (einfachen) Mechanismus konnte die Abbil-
dung von der „Rules Engine“ zur „Process Engine“ sichergestellt werden.  
6.3 Prozessorientierte Sicht 
Die prozessorientierte Sicht veranschaulicht die Entwicklung des mWfMS 
bis hin zur Anwendung. Die Prozessmodellierung wird verwendet, um an-
hand der definierten Wertschöpfungsprozesse in einem Top-down-Verfah-
ren die Prozesse und Dienste zu definieren. Die Prozesse werden in eine aus-
führbare Sprache übersetzt und die Dienste werden implementiert. Ein 
Dienst kann wiederum ein Prozess sein. Die Dienste-Schnittstellenbeschrei-
bung dient als vertragliche Basis für die Entwicklungsprozesse zwischen den 
verschiedenen Entwicklungsteams. Die Dienste werden von mehreren 
Teams unabhängig voneinander entwickelt. Die Workflows orchestrieren 
die Dienste der SOA (siehe Abb. 6.3). Anders formuliert fassen die Prozesse 
die Dienste einer SOA zu einer Einheit zusammen.  
Generell werden auf der obersten Ebene grobe Geschäftsprozessentwürfe 
entworfen, die der ganzheitlichen Planung dienen. Die groben zeitlichen 
Phasen werden in Aktivitäten modelliert, die bei der Leistungserbringung 
stattfinden müssen (siehe Abb. 6.3). Je weiter von oben nach unten verfeinert 
wird, desto präziser werden die (technischen) Prozesse. Jeder Prozess selbst 
kann in einer SOA wiederum als Dienst genutzt werden, wenn er über eine 
entsprechende Schnittstelle angesprochen wird. Beim sogenannten Service-
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oriented Engineering werden beispielsweise Managed Services, Composite 
Services und Basic Services als Ebenen eingeführt [PTDL08]. Je mehr Ver-
bundebenen (zwischen oberster und unterster Ebene) eingeführt werden, 
desto schwieriger wird das Management der Dienste. Die Verbundebenen 
(zwischen den nativen Diensten und den Prozessen) helfen die Komplexität 
innerhalb einer SOA zu beherrschen [PTDL08]. In allen Ebenen werden Ak-
tivitäten als Dienste modelliert. An den Systemgrenzen müssen die entspre-
chenden Ein- und Ausgabedaten (über eine Schnittstelle) definiert werden. 
Eine Aktivität definiert eine abgeschlossene Einheit. Die Aktivität kann als 
synchroner oder asynchroner Dienst modelliert werden. Bei der Modellie-
rung eines asynchronen Dienstes kann die Aktivität in zwei Teile (Aktivitä-
ten) abgebildet werden, um den Nachrichtenempfang zu einem anderen Zeit-
punkt innerhalb des Prozesses zu gewährleisten. 
 
Abb. 6.3:  Prozessorientierte Sicht des mWfMS (UML-Aktivitätsdiagramm) 
Parallel zur Orchestrierung der Workflows erfolgt die Definition bzw. Kon-
figuration der verschiedenen Kontextinformationen. Die Modellierung von 
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z. B. Ortsbezügen kann direkt innerhalb der Modelle erfolgen (siehe Kapi-
tel 4). Die Modelle werden in der Entwurfsphase meist schnell komplex, so 
dass innerhalb der jeweiligen Anwendungsfälle entschieden werden muss, 
welche Kontextparameter Anwendung finden. Regeln (bzw. die Definitio-
nen) sind notwendig, um einerseits in Echtzeit auf sich ändernde Umge-
bungskontexte zu reagieren und andererseits um die Steuerung der verschie-
denen parallellaufenden Workflows zu kontrollieren (siehe Abb. 6.3). 
Nachdem die Planung (Orchestrierung) des Systems abgeschlossen ist (eine 
gewisse Stabilität erreicht hat), können die Dienste und deren Anbindung 
innerhalb des Prozesses implementiert werden. Mit der Implementierung der 
Dienste/Prozesse kann beispielsweise zusätzlich die Auslastung der imple-
mentierenden Entwicklungsteams gesteuert werden. 
Im Prozessschritt „Leistungen auswählen“ (siehe Abb. 6.3) wird die Leis-
tungs-konfiguration durch den Kunden (Auftraggeber) im Configurator der 
MAIS vorgenommen. Die gebuchten Leistungen führen dann jeweils zu 
konfigurierten Workflows (in der MEMIS), die innerhalb der Fahrzeuge aus-
geführt werden.  
Die prozessorientierte Sicht auf die Architektur des mobilen WfMS darf in 
diesem Zusammenhang nicht mit der Ausführung der Workflow-Instanzen 
selbst verwechselt werden. Die prozessorientierte Sicht zeigt den Ablauf des 
Engineerings des mWfMS bis hin zur Anwendung. Die Verarbeitung der 
Prozesse findet innerhalb der Workflow-Engine statt. 
6.4 Entwicklungssicht 
Die Verknüpfung der Leistungen mit  Workflows wird über Leistungsmo-
dule erzielt. Die Workflows werden parametrisiert, um eine größtmögliche 
Wiederverwendbarkeit zu garantieren. Workflows bestehen aus „Prozes-
sen“, „Teilprozessen“ und „Mikroprozessen“ auf drei Ebenen (siehe  
Abb. 6.4). Teilprozesse sind ausführbare Workflows (können einzeln 
deployed werden). Die orchestrierenden „Prozesse“ lösen wiederkehrende 
Aufgaben, so dass Teilprozesse (sogenannte „Support“-Prozesse) eingeführt 
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werden. Die „Support“-Prozesse werden konfigurierbar gestaltet, so dass 
eine Wiederverwendbarkeit dieser Teilprozesse (als konfigurierter Dienst) 
garantiert wird. Hinter den Mikroprozessen (Enabling Services) verbergen 
sich einzelne Dienste (z. B. SOAP-Webservices), die in einer nativen Pro-
grammiersprache (z. B. Java) mit Hilfe von „Ressourcen- und Funktions-
klassen“ implementiert werden (siehe Abb. 6.4). 
 
Abb. 6.4:  Leistungen und Prozesse im mWfMS 
Die Abbildung (siehe Kapitel 6.3) zwischen dem Leistungsprogramm und 
den ausführbaren Workflows ist in Abb. 6.4 dargestellt. Das „Leistungspro-
gramm“ setzt sich aus „Basisleistungen“ und „Zusatzleistungen“ zusammen. 
Die Leistungen können im Ausmaß spezifiziert werden, wodurch „Leistung-
sattribute“ vergeben werden. Die Attribute wirken sich wiederum auf die 
„Prozesse“ aus, die damit konfiguriert werden.  
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Die Prozesshierarchie (siehe Abb. 6.5) zeigt exemplarisch, welche Techni-
ken zur Implementierung eingesetzt wurden (siehe Abb. 6.5, Legende). Die 
Workflows werden mit der Ausführungssprache BPEL umgesetzt. Die soge-
nannten Enabling-Services (vgl. Mikroprozesse) sind zustandslose Dienste, 
die eingebunden werden. Die Kommunikation innerhalb der verschiedenen 
Dienste wird mittels der Webservice-Technik realisiert, die von der BPEL 
unterstützt wird. Die Struktur ermöglicht es, Enabling-Services aus den bei-
den höheren Ebenen heraus aufzurufen. Die Schnittstellen zwischen den 
Webservices werden über die Web Service Description Language2 (WSDL) 
spezifiziert. WSDL ist eine plattform- und protokollunabhängige Beschrei-
bungssprache für Webservices. Der Austausch der Daten erfolgt auf Basis 
von XML.  
 
Abb. 6.5:  Prozesshierarchie des mWfMS 
                                                                    
2  http://www.w3.org/TR/wsdl 
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Die Plattformunabhängigkeit des mWfMS wird über Java bzw. über die Java 
Virtual Machine gewährleistet. Das Schichtenmodell des mWfMS (siehe 
Abb. 6.6) zeigt die eingesetzten Software-Schichten. Auf der mobilen Hard-
ware wird ein Betriebssystem betrieben, das die Java Virtual Machine un-
terstützt. Mit Java als angewandte plattformunabhängige Lösung ist ein Aus-
tausch des Betriebssystems (z. B.: Linux, Windows, Mac OSX) möglich. 
Innerhalb der Java Virtual Machine befindet sich die OSGi-Serviceplattform 
(früher: Open Services Gateway initiative). Die OSGi-Plattform definiert in-
nerhalb der Java-Laufzeitumgebung ausführbare Basisdienste. OSGi stellt 
die Möglichkeit bereit, sogenannte Software-Bundles zur Laufzeit einzu-
spielen, zu löschen oder zu aktualisieren [Link05]. Es ist im Software-tech-
nischen Sinn ein Class-Loader-Framework [Link05], mit dem modulare An-
wendungen bzw. APIs administriert werden. Die Abhängigkeiten innerhalb 
der APIs werden durch das „OSGi-Framework“ automatisch aufgelöst 
[Link05]. 
 
Abb. 6.6: Entwicklungssicht des mWfMS 
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Jedes Bundle spezialisiert eine bestimmte Java-Klasse von System-Aufga-
ben, wie z. B. GPS-Daten empfangen oder die Can-Bus-Anbindung3 für die 
Integration der Sensoren. Die Bundles, wie beispielsweise das Benutzer- 
management oder die Identifikation der Betriebsparameter (siehe  
Abb. 6.6), können zur Laufzeit aktiviert und deaktiviert werden. Die einzel-
nen Bundles werden je nach Leistungskonfiguration bzw. Workflow-Konfi-
guration geladen.  
Bei der autonomen Ausführung von Teilleistungen durch die mobilen Kom-
ponenten fallen Daten an, die anschließend im MAIS für die Erzeugung der 
Gesamtleistung benötigt werden. Es handelt sich dabei um sensible Daten, 
die unter den Gesichtspunkten Vertraulichkeit, Integrität und Authentizität 
gesichert werden müssen. Eine Analyse des Verbundprojektes R2B ergab 
drei Ansatzpunkte, um Sicherheitsaspekte umzusetzen (siehe Abb. 6.7). Die 
Verbindung zum Konfigurator erfolgt über eine SSL-Verschlüsselung und 
Authentifizierung mittels Benutzername und Passwort. Bei der Übertragung 
der Daten von der mobilen Komponente zur MAIS sind die Sicherheitsas-
pekte zu gewährleisten. Die Vertraulichkeit der Daten wird während der 
Übertragung zur MAIS durch Verschlüsselung sichergestellt. Damit die Da-
ten nicht unbemerkt verändert werden bzw. alle Änderungen nachvollzieh-
bar sind (Integrität), werden die Daten digital signiert [Ecke09, S. 6-
14, S. 569ff]. Mit digitalen Signaturen wird die Verbindlichkeit von Daten 
(die überprüfbare Zuordnung zu einem Sender) möglich. Die beschriebene 
Maschine-zu-Maschine-Kommunikation der mobilen Komponenten unter-
einander erfordert gesonderte Lösungen, etwa eine symmetrische Verschlüs-
selung und nutzer- bzw. maschinenbezogene Authentifizierung. 
                                                                    
3  http://www.can-cia.org/ 
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Abb. 6.7:  Kommunikation und Sicherheit 
Für den Datenaustausch zwischen den Landmaschinen (MEMIS) und dem 
Backend (MAIS) werden SOAP-Webservices genutzt. Mittels HTTPS kann 
der Transport von SOAP-Nachrichten verschlüsselt werden. Das ist jedoch 
nicht ausreichend, wenn z. B. die Daten wegen fehlender WLAN-
Netzwerkverbindung zum Backend (MAIS) transportiert werden. Mit dem 
Einsatz einer Workflow-Modellierungssprache (BPEL) auf Basis von 
SOAP-Webservices konnten verschiedene Standards der „Web Services 
Security“ (WS-Security) [NKMH04] und weitere Spezifikationen im Kon-
text von Web Services genutzt werden, um Verfügbarkeitsprüfungen, Ver-
schlüsselung, digitale Signierung und Authentifizierung zu realisieren. WS-
Security nutzt zwei weitere Standards: XML-Encryption [ImDS02] und 
XML-Signature [BBLS08]. Die Daten werden damit verschlüsselt und sig-
niert, so dass eine Ende-zu-Ende-Sicherheit zwischen MEMIS und MAIS 
gewährleistet werden konnte. 
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Um zu einem bestimmten Zeitpunkt ein bestimmtes Datum in einem bear-
beitbaren Zustand (vgl. java.lang.NullPointerException, Wert derzeit unbe-
kannt) verfügbar zu haben (siehe Kapitel 4.1.3), wurde ein mehrstufiges Va-
lidierungsverfahren innerhalb der Implementierungsphase realisiert: Eine 
detaillierte Planung des Workflows beinhaltet, an welcher Stelle in der 
Workflow-Instanz welches Datum gelesen und geschrieben wird. Die Ab-
hängigkeiten können beispielsweise mittels eines Gantt-Chart abgebildet 
werden (vgl. [TaLi08, Fig. 3]). So kann z. B. bei einer nachträglichen Erwei-
terung des Workflow-Modells schnell in Erfahrung gebracht werden, an wel-
cher Stelle z. B. ein zusätzlicher Service-Call integriert werden kann. 
Um die Prozesse vorab zu validieren, sollten verschiedene Simulationen mit 
den verschiedenen Datenkombinationsmöglichkeiten durchgeführt werden. 
Die Simulationsumgebung wird gewöhnlich über die entsprechenden Ent-
wicklungs-werkzeuge bereitgestellt. Falls eine Simulation mit gegebener 
Workflow-Sprache bzw. Workflow-Engine nicht unterstützt wird, kann über 
diverse Software-Tests eine ähnliche Überprüfung durchgeführt werden 
[Beck02]. Es ist z. B. möglich, jeden einzelnen Dienstaufruf bzw. den gan-
zen Prozess mit entsprechend hinterlegten Werten [Beck02, S.35-39] zu prü-
fen. Die unterschiedlichen Tests werden abhängig von der SOA-Ebene not-
wendig (siehe Abb. 6.8). Die Hilfskonstruktion einer Workflow-Simulation 
wird als Test-getriebenes Workflow-Management bezeichnet. 
Die Tests können automatisiert über einen Continuous-Integration-Server4 
ausgeführt werden [Aste03]. Ein solcher Server ist ein System zur kontinu-
ierlichen Integration von Software-Artefakten während der Entwicklung. 
Das Prinzip wird als kontinuierliche Integration bezeichnet [DuMG07, 
KKPB15]. 
                                                                    
4  Jenkins ist ein webbasierter Continues Integration Server: http://jenkins-ci.org/ 
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Abb. 6.8:  Test-getriebenes Workflow-Management 
6.5 Physikalische Sicht 
Die physikalische Sicht veranschaulicht die Elektronische Mobilität (siehe 
Kapitel 2.1) des mWfMS (siehe Abb. 6.9). Die drahtlose Kommunikations-
form WLAN (siehe Kapitel 2.1.4) wird angewandt, um innerhalb der Ar-
beitsgruppe Informationen auszutauschen. Ergänzende Informationen (z. B. 
Wetterdaten) werden über das Mobilfunknetz aus dem Internet bezogen. Die 
Vorgänge mit der MAIS sind so entworfen worden, dass innerhalb des 
mWfMS fast jegliche Kommunikation (vgl. Wetterdaten) über das stationäre 
WLAN durchgeführt wird. Die Konfiguration der Prozesse wird noch im 
stationären WLAN an die mobilen Arbeitsmaschinen (MEMIS) übertragen. 
Während der operativen Arbeit der mobilen Arbeitsmaschinen ist das MAIS 
über das Mobilfunknetz (2G oder 3G) mit den MEMIS verbunden (z. B. für 
Abbruch/Storno der Vorgänge). Es sind keine hohen Datenraten während der 
mobilen Arbeit zwischen den MEMIS und der MAIS realisierbar, was im 
mWfMS berücksichtigt wird.  
Die MEMIS sind untereinander in der Arbeitsgruppe über WLAN verbun-
den (siehe Abb. 6.9). Es ist in der mobilen Arbeitsgruppe unwesentlich, wel-
che mobile Arbeitsmaschine den AP betreibt. Der Nachrichtenaustausch im 
mWfMS erfolgt in vielen Anwendungsfällen über Broadcast-Kommunika-
tion. In IP-basierten Netzwerken ist jedoch Broadcast-Kommunikation nicht 
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standardisiert vorhanden. Im mWfMS ist eine zuverlässige Multicast-Kom-
munikations-Lösung auf Basis von JGroups5 entwickelt worden. Die Kom-
munikationslösung erlaubt die Definition einer (Arbeits-)Gruppe über einem 
entsprechenden Transportprotokoll (TCP) und listet intern die Teilnehmer in 
einer Liste auf. Sie wird verwendet, um beispielsweise eine Broadcast-Nach-
richt an alle Teilnehmer zu schicken. Die Kommunikationslösung gewähr-
leistete u. a. die interne Zugriffskontrolle und eine sichere Datenübertra-
gung. Innerhalb des mWfMS werden zusätzlich Ende-zu-Ende-Nachrichten 
unterstützt. Nachrichten von einem dedizierten Sender zu einem Empfänger 
wurden über die gleiche Transportschicht von JGroups gewährleistet (z. B. 
von einem Client zu MEMIS). 
Die Zugehörigkeit einer mobilen Maschine (MEMIS oder normaler Client) 
zu einer Arbeitsgruppe wird über den Aspekt der WLAN-Konnektivität de-
terminiert. Die mobile Arbeitsmaschine befindet sich in einer Arbeitsgruppe, 
wenn es sich per WLAN zu einem „bekannten“ AP verbunden hat. Innerhalb 
der WLAN-Kommunikation ist es nicht möglich, dass ein mobiles Gerät mit 
mehreren APs verbunden ist. Es wurde beispielsweise ein Mechanismus im-
plementiert - eine negative OE am Ort der MAIS – der den mobilen AP au-
tomatisch ausschaltet, so dass in der WLAN-Reichweite der MAIS alle mo-
bilen Geräte in einer Arbeitsgruppe der MAIS vorhanden sind. 
Es existieren zusätzlich Umgebungskontexte, die aus externen Informations-
systemen bezogen werden, wie z. B. die Wetterinformationen. Solche Kon-
textinformationen werden über das Internet bezogen. In jeder MEMIS be-
steht die Möglichkeit, sich über das Mobilfunknetz zum Internet6 zu 
verbinden bzw. IP-basierte Dienste zu nutzen (siehe Abb. 6.9). Das mWfMS 
stellt eine Ende-zu-Ende-Kommunikation bereit, so dass von der MAIS aus 
jede einzelne MEMIS über das Mobilfunknetz direkt angesprochen werden 
kann. 
                                                                    
5  http://www.jgroups.org 
6  Es wurde ursprünglich im Projekt ein Routing über eine dezidierte MEMIS innerhalb der 
Arbeitsgruppe angedacht. Allerdings sind die Kosten für mobile Datenflatrates innerhalb der 
Mobilfunknetze vernachlässigbar gering geworden, so dass diese Anforderung zum Ende des 
Projektes nicht mehr relevant war. 
6  Architektur eines mobilen WfMS 
238 
 
Abb. 6.9:  Physikalische Sicht des mWfMS 
In Abb. 6.10 ist der physikalische Aufbau eines MEMIS bzw. eines MAIS 
dargestellt. Zur Speicherung der Workflows bzw. der Regeln wurde jeweils 
eine Datenbank mit zugehörigem Schema verwendet (z. B. Schema der Ac-
tiveVOS7 Workflow Engine). 
 
Abb. 6.10:  Aufbau einer MEMIS/ MAIS 
                                                                    
7  http://www.activevos.com/ 
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Im Leistungs-Konfigurator wurde eine DB mit Schema verwendet, das  
eigens innerhalb des Projektes entworfen wurde. Die DB des Konfigurators 
kann aus physikalischer Sicht direkt über das Internet angebunden werden.  
Die Sensoren des MEMIS (siehe Abb. 6.10) sind je nach mobiler Maschine 
unterschiedlich. Die spezifischen Sensoren müssen für die jeweilige MEMIS 
über die Regel-Engine integriert werden. Je nach Sensor und Zustand sind 
Regeln definiert, die wiederum Auswirkungen auf die Workflows haben. In 
vorliegender Arbeit ist eine Abbildung über einen Master-Prozess gewählt 
worden (siehe Kapitel 6.2 bzw. Abb. 6.2). Abhängig von den Kontextinfor-
mationen aus den Sensoren (und der entsprechenden Leistungskonfigura-
tion) werden Prozessinstanzen eines Modells beeinflusst. 
Das MAIS wurde auf einem Standard-PC mit Ethernet-Anschluss (im Un-
ternehmensnetzwerk) installiert. Das MEMIS ist auf einem Embedded-PC 
mit x86-Prozessorarchitektur betrieben worden. Der Simatic Microbox Em-
bedded-PC8 (die Embedded-Hardware der MEMIS) ist für den industriellen 
Einsatz konzipiert worden: Resistenz gegen Elektromagnetismus, Tempera-
tur-, Vibrations- und Stoßfestigkeit. Der Embedded-PC muss lediglich vor 
Wassereinwirkung geschützt werden. 
Der Demonstrator einer MEMIS wurde innerhalb des Verbundprojektes 
R2B entwickelt (siehe Abb. 6.11). Der Monitor der MEMIS bzw. das Human 
Machine Interface (HMI) wurde über den Standard-VGA-Anschluss des 
PCs angebunden. Der Embedded-PC besitzt ein WLAN-Interface. Eine zu-
sätzliche Antenne verbessert die Reichweite des WLANs auf ca. 500-600 m. 
Die Verbindung zum Mobilfunknetz ist über einen sogenannten UMTS-
Surfstick hergestellt worden. Der Surfstick enthält eine Standard-SIM-Karte 
zur Verbindung mit dem Mobilfunknetz. Die Sensoren der mobilen Arbeits-
maschinen werden über einen USB-RS232-Adapter an den mobilen PC  
angebunden. Eine GPS-Empfangs-einheit ist über USB an den PC ange-
schlossen. Auch beim GPS-Empfänger empfiehlt sich eine zusätzliche  
Antenne, um eine stabileres GPS-Signal über die Satelliten zu empfangen.  
                                                                    
8 http://www.pci-card.com/siemens-micro-box-pc.pdf 
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Mit diesem Aufbau wird deutlich, dass eine Integration der Hardware-Kom-
ponenten innerhalb einer landwirtschaftlichen Arbeitsmaschine, eines Bau-
stellenfahrzeugs oder innerhalb eines gewöhnlichen Fahrzeugs möglich ist. 
Die vollständige elektronische Hardware der MEMIS ist (siehe Abb. 6.11) 
in der Schaufel des Demonstrators eingepasst (20x30x5cm).  
 
Abb. 6.11:  Demonstrator im Projekt R2B 
Die Lauffähigkeit des präsentierten mWfMS wird in Kapitel 7.1 mit dem 
Anwendungsfall der Hinderniswarnung vorgestellt.  
6.6 Anforderungsüberprüfung 
Im vorliegenden Entwurf einer Software-Architektur für ein mobiles WfMS 
wurden ausgehend von den Anwendungsfällen verschiedene Sichten der Ar-
chitektur entwickelt. 
Zur Überprüfung der Anforderung R1 (siehe Tab. 6.1), werden die einzelnen 
Bestandteile des SOA-Paradigmas überprüft: 
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„Lose Kopplung“ wurde über die Verwendung der Webservice-Kommuni-
kation sichergestellt. Die „Abstraktion“ innerhalb der SOA wurde mit Hilfe 
der Workflow-Modellierung erzielt. Es sind standardisierte Sprachen 
(BPMN 1.2/2.0, BPEL 2.0) und Dienste (SOAP-Webservices) verwendet 
worden. Mit der Webservice-Orchestrierungs-Sprache9 (BPEL 2.0) wurden 
die ausführbaren Modelle erstellt. Mit der standardisierten Programmier-
sprache Java wurde die Implementierung der Dienste erstellt. Die „Wieder-
verwendbarkeit“ ist durch parametrisierte Aktivitäten (BPMN 1.2/2.0) bzw. 
wiederverwendbare Dienste (BPEL 2.0) hergestellt worden. Die Dienste 
konnten damit innerhalb der Prozesse wiederverwendet werden. So wurden 
z. B. viele kleine Supportprozesse implementiert, die an verschiedenen Stel-
len im Prozess eingebunden wurden. Die Software-Artefakte konnten direkt 
innerhalb der Java-Implementierung wiederverwendet werden. Die „Skalier-
barkeit“ der Anwendung ist innerhalb der mobilen Arbeitsgruppen (ca. 10 
Fahrzeuge) sichergestellt worden. Die Schnittstellen sind jeweils über die 
WSDL eines SOAP-Webservices eindeutig spezifiziert. Die „große Kohä-
sion“ der Architektur wird auf Basis der Programmiersprache Java gewähr-
leistet. In Java bzw. in der realisierten Anwendung ist jede Programmeinheit 
(Methode, Klasse oder Modul) verantwortlich für genau eine wohldefinierte 
Aufgabe. 
Die Anforderung R2 verlangt eine ganzheitliche Unterstützung des Work-
flow-Lebenszyklus (siehe Kapitel 3.1). Die Dienste werden über einen or-
chestrierenden Prozess modelliert. Eine Sprachtransformation (in BPEL 2.0) 
ist notwendig, um die Modelle in eine ausführbare Sprache zu übersetzen. 
Die entworfenen Workflows wurden innerhalb der ActiveBPEL10-Workflow 
Engine ausgeführt. ActiveBPEL beinhaltet als Plattform ein Monitoring der 
laufenden Workflow-Instanzen auf Basis von KPIs. 
                                                                    
9  Ursprünglich sollte innerhalb des Verbundprojektes R2B eine automatische Transformation 
von BPMN 1.2 in BPEL 2.0 vorgenommen werden. Jedoch ergeben sich einige Transforma-
tions-Probleme von einem flussorientierten Prozessmodell in ein blockorientiertes [Whit05, 
ODHA06, WDGW08, Duma09]. 
10 ActiveBPEL wurde mittlerweile in „ActiveVOS Community Edition“ umbenannt: 
http://www.activevos.com/learn/open-source 
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Die Leistungskonfiguration R3 wird innerhalb einer Webapplikation (Kon-
figurator) gewährleistet. Der Konfigurator bildet die Leistungsmodule auf 
Workflows bzw. Workflow-Kombinationen ab. Je nach Anwendungsdo-
mäne existieren unterschiedliche Leistungen, die gegenüber dem Kunden er-
bracht werden. Der Konfigurator ist in verschiedene Leistungstypen (z. B. 
Basisleistungen, Zusatzleistungen) untergliedert worden, um unterschiedli-
che Leistungen (abhängig von der Anwendungsdomäne) zu unterstützen. 
Hinter den Leistungstypen verbergen sich jedoch standardisierte Workflows, 
die eine Generalisierung des mWfMS gewährleisten.  
Die Plattformunabhängigkeit R4 wird durch die Verwendung der Program-
miersprache Java bzw. der Java Virtual Machine gewährleistet. 
Die Endbenutzerschnittstelle R5 ist mit einem kleinen 3,5“-Monitor (siehe 
Abb. 6.11 und Abb. 6.1) bereitgestellt worden. Die graphische Visualisie-
rung der gebuchten Leistungen in Kombination mit den anstehenden Ar-
beitsprozessen werden innerhalb der Fahrerkanzel-Recheneinheit (R6) der 
MEMIS aufbereitet. Die Endbenutzerschnittstelle wird je nach Anwen-
dungsfall bzw. ausgeführtem Workflow individuell aufbereitet. Der Fahrer 
der mobilen Arbeitsmaschine soll nicht durch unnötige Hinweise bzw. Vi-
sualisierungen von seiner operativen Arbeit abgelenkt11 werden.  
Die Eigenortung R7 ist mit der GPS-Technik realisiert worden. WLAN-
basierte Verfahren wurden genutzt, um bestimmte Aspekte (z. B. Identifizie-
rung des Fahrers der mobilen Arbeitsmaschine) des mWfMS zu unterstützen 
[KANO10, TsCh08, TRPC09, BoND09].  
Jeder Workflow befindet sich innerhalb eines Kontextes (siehe Kapitel 2.2). 
Mit der Regel-Engine (siehe Abb. 6.2) wird ein ganzheitliches Steuersystem 
für die Workflows auf Basis der Kontexte R8 (z. B. gebuchte Leistungen, 
Sensorinformationen) bereitgestellt. Zusätzlich ist mit der Regel-Engine 
eine Vorverarbeitung der vielen Sensorinformationen gewährleistet worden. 
                                                                    
11  Die graphische Einheit muss – je nach mobiler Arbeitsmaschine – vom TÜV abgenommen 
werden. Da es sich innerhalb des Verbundprojekts aber um ein Forschungsprojekt handelte, 
wurde dies letztendlich vorbereitet, jedoch nicht evaluiert. 
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Kontexte wie Ortsbezüge sind bereits zum Entwurf der Workflows  
modelliert (siehe Kapitel 4 bzw. Kapitel 7.1.2) und werden automatisiert 
ausgeführt.  
Zur Unterstützung von Sicherheitsaspekten innerhalb des mWfMS R9 
wurde eine Ende-zu-Ende-Verschlüsselung von MAIS zu MEMIS über die 
Webservice-Technik realisiert.  
Die Multicast-Kommunikation R10 ist mit Hilfe des JGroups-Frameworks 
implementiert worden (siehe Kapitel 6.5).  
Die Anforderungen R1-R10 (siehe Kapitel 6.1) werden innerhalb des vor-
liegenden mWfMS erfüllt. Verschiedene Anwendungsfälle zeigen, wie 
durch mobile Kontextinformationen das mWfMS angereichert (bzw. der 
mobile Akteur entlastet) werden kann (siehe Kapitel 7.1.5, Hinderniswar-
nung), um eine Kontext-basierte Workflow-Steuerung zu ermöglichen. Die 
Workflows werden über die mobilen Kontextinformationen präziser gesteu-
ert, so dass die mobilen Anwendungsfälle mit Ortsbezügen besser kontrol-
liert werden können. 
6.7 Alternative Architekturen für mWfMS 
Bei größeren Software-Projekten kann der Bau der Software mit dem eines 
Gebäudes verglichen werden. Architekten entwerfen die Grundstruktur der 
Software (das Gebäude). Der Bauplan ist generisch und kann in vielen An-
wendungsfällen verwendet werden. Viele einzelne Product Owner bzw. 
Spezifikateure entwerfen Detailpläne einer bzw. mehrerer Software-Appli-
kationen. Sie bilden die funktionalen Anforderungen der Kunden ab. Die 
Programmierer realisieren die Software (das Gebäude). Dieses Vorgehen ist 
beim Entwurf von kleinen Systemen (der Entwicklung von mobilen Apps, 
vgl. Kapitel 2.1.7) nicht empfehlenswert, da langwierige Vorkonzeptionen 
Aufwandstreiber sind und sich dies bei kleinen Software-Projekten nach Er-
fahrung des Autors der vorliegenden Arbeit nicht auszahlt. 
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Um die in vorliegender Arbeit erstellte „große“ Software-Architektur mit 
anderen Software-Architekturen zu vergleichen, müssen die spezifizierten 
Anforderungen bzw. die Realisierung derer mit anderen Realisierungen ver-
glichen werden. Das System wurde innerhalb eines Top-Down-Entwurfs re-
alisiert, da nicht alle Dienstleistungen bzw. Produkte der Anwender vorab 
bekannt waren. In vorliegender Arbeit wurde folglich von Anwendungsdo-
mänen gesprochen, die wiederrum Dienste bzw. Dienstleistungen unterstütz-
ten. Bestimmte Architekturteile bzw -paradigmen des mWfMS lassen sich 
gut vergleichen: Innerhalb eines mobilen WfMS werden z. B. hohe Ansprü-
che an die Kommunikation zwischen zwei Diensten (Client und Server) ge-
fordert. Daher wird die Dienste-Orchestrierung der vorliegenden SOA mit 
einer SOAP- und REST-basierten Architektur betrachtet. 
In vorliegender Arbeit wurden die ausführbaren Prozesse in BPEL orches-
triert, um diese Sprache in einer sogenannten BPEL-Engine (Komponente 
des Applikationsservers) auszuführen. BPEL ist eine Workflow-Sprache, die 
SOAP als Kommunikationsprotokoll verwendet. SOAP ist ein XML-
Kommunikationsprotokoll. SOAP ist durch viele Erweiterungen mächtig 
und entsprechend komplex in der Anwendung geworden. SOAP-
Webservices werden als Request in Form einer XML-Datenstruktur an einen 
Server geschickt. Der Server enthält einen Router, der die XML-
Datenstruktur interpretiert (Erkennung der Operationen auf dem Server). Die 
Parameter der Operation werden aus den XML-Daten ausgelesen und beim 
Aufruf der Operation mitgegeben. Die Schnittstelle wird in der sogenannten 
WSDL beschrieben [Josu08]. 
REST (REpresentational State Transfer) stellt eine andere Herangehens-
weise zur Erstellung von Webservices (im Vergleich zu SOAP, WSDL) dar. 
Bei REST ist der Schwerpunkt die Interaktion von zustandsbehafteten Res-
sourcen. REST ist kein Standard, sondern ein Architekturstil (vgl. Web), da-
her eignet er sich zum Vergleich mit der erstellten SOAP-Architektur. Für 
die Umsetzung von REST-Webservices werden Standards des Internets 
(HTTP) verwendet.  
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Eigenschaften von REST in einer Client-Server-Betrachtung: 
 Ressourcen/ Repräsentationen:  
o Jede Ressource besitzt eine URI (Uniform Ressource Identifier) 
bzw. kann eindeutig darüber identifiziert werden.  
o Eine Ressource kann jegliche Art von Information (Textdoku-
ment, Bilder, Audiodatei, XML-Datei) sein. 
o Die Repräsentation einer Ressource führt den Client in einen Zu-
stand über. Die Operationen bzw. Dienste werden als Links ab-
gebildet. Wenn der Client den Link aufruft (per http-GET), liefert 
die weitere Ressource einen Zustand über die Repräsentation zu-
rück. Repräsentationen verweisen auf Ressourcen, die Repräsen-
tationen liefern und auf andere Ressourcen verweisen usw. 
 Zustandsloser Server/ zustandsbehafteter Client: Bei der REST-
Kommunikation sind die Nachrichten in sich geschlossen. Der Ser-
ver speichert keinen Status des Clients. Daher müssen innerhalb ei-
ner Anfrage jegliche Kontextinformationen des Prozesses enthalten 
sein. Der Server braucht kein Wissen über vorherige oder spätere 
Nachrichten zu behalten. Der statuslose Zustand des Dienstes er-
möglicht viele parallele Interaktionen. Zusätzlich ist das Beheben 
von Fehlerzuständen einfach möglich.  
 Caching: Ein Server kann seine Antwort als cachefähig oder nicht-
cachefähig charakterisieren. Caching wird benutzt, um die Netz-
werkkommunikation gering zu halten. 
 Interaktion/Zugriffsprotokoll:  
o Mit HTTP als Kommunikationsprotokoll können Daten bzw. 
Nachrichten ausgetauscht werden. Es stehen die Methoden GET, 
POST, PUT und DELETE zur Verfügung. 
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o HTTP sieht eine Abruf-Kommunikation vor. Clients beziehen 
vom Server Informationen. Der aktive Part ist dem Client vor-
behalten, der vom Server Repräsentationen und Ressourcen  
anfordert.  
Eine genauere Betrachtung des Schnittstellenhandlings zeigt die Vor- und 
Nachteile von SOAP und REST: 
 Die WSDL beinhaltet eine typisierte Schnittstelle mit SOAP-
Operationen und zugehörigen Parametern. Client und Server werden 
über die WSDL aneinandergekoppelt. Die Clients sind immer voll-
ständig von der Schnittstelle des Dienstes abhängig. Bei einer Ände-
rung (auch nur einzelner Parameter) muss eine neue Version einer 
WSDL im Server hinterlegt werden. Die Clients müssen folglich 
synchron umstellen, wenn sie nicht mit einer älteren (abwärtskom-
patiblen) Version des Dienstes arbeiten können.  
 Die REST-Schnittstelle ist im Vergleich zu SOAP dynamisch. Sie 
kann erweitert und angepasst werden (nicht-typisierte Schnittstelle). 
Die Clients verbinden sich lediglich mit den Teilen, die sie benöti-
gen. Der Client muss folglich nicht angepasst werden, wenn sich Än-
derungen in den Rückgabewerten o. ä. ergeben.  
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In folgender Tabelle werden beide Architekturen verglichen: 
Tab. 6.2: Vergleich von SOAP und REST 
 SOAP REST 
Schnittstellen-
beschreibung 
WSDL keine 
Adressen URI URI 
Schnittstelle Anwendungsspezifisch GET, POST, 
PUT, DELETE 
Zustand/ Status  Server/ Client Client 
Transport HTTP, SMTP, JMS, ... HTTP 
Zugriffskontrollsteuerung über Applikation in Server gesteuert Firewall 
Transaktionen Ja über Applikation 
 
REST eignet sich, wenn ein Server viele Clients besitz bzw. die Interopera-
bilität der Anwendung notwendig und die Leistung entscheidend ist. Webs-
erver werden optimiert, um einen Zugriff von vielen Geräten/Usern gleich-
zeitig zu ermöglichen. Sie zeichnen sich durch eine hohe Skalierbarkeit, 
hohe Zuverlässigkeit und Transaktionalität aus. In den Anwendungsfällen 
der vorliegenden Arbeit wird das jedoch nicht gefordert. In den in Kapi-
tel 6.1 vorgestellten Szenarien bzw. Anforderungen werden andere Kriterien 
gefordert. Zum Beispiel ein zustandsbehafteter Prozess (auf Server-Seite) 
zur Orchestrierung von Diensten mit gegebener Transaktionalität. Transak-
tionalität muss innerhalb der Applikation von REST sichergestellt werden, 
indem die Transaktion selbst als Ressource behandelt wird. Die Transaktion 
wird mit POST erstellt, mit PUT übergeben (gestartet) und mit PUT und 
DELETE zurückgerollt. Aufgerufen wird die Transaktion mittels GET.  
Die Mitteilung von Zuständen vom Client an den Server (bzw. alle anderen 
Clients) würden jedoch zu einem größeren Datenaufkommen führen. Jegli-
cher Prozesskontext muss mit übertragen werden, damit die Clients jegliche 
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Entscheidungen selbst treffen können. Dadurch wird eine zentrale Steue-
rung — so wie im betrieblichen Kontext gefordert — verloren gehen. Bei 
REST entscheidet der Client und kann damit z. B. bei einem Fehler den kom-
pletten Prozess stoppen. Eine zentrale Prozesssteuerung kann auf Basis von 
REST entwickelt werden, indem ein zusätzlicher Client als Applikation die 
zentrale Prozesssteuerung erhält. Die Clients müssten jedoch stets beim  
Server http-PULL-Requests absetzen, um etwaige Änderungen mitzu- 
bekommen. Auch diese Lösung würde das Kommunikationsaufkommen 
vergrößern.  
Einige REST-Ansätze können innerhalb von SOAP-Architekturen übertra-
gen werden. Eine SOAP-Schnittstelle kann z. B. mittels einer typisierten Da-
tenstruktur, die nicht-typisierte Daten (vgl. Java Hashmap, Objektmodell) 
enthält, entworfen werden, so dass nicht immer die Schnittstelle geändert 
werden muss, wenn sich nur kleine Teile des Dateninhalts ändern. Beim Cli-
ent muss darauf geachtet werden, dass der Datenaustausch weiterhin funkti-
oniert. Die typisierten XML-Daten können in ein Objektorientiertes Modell 
(z. B. ein DOM-Objekt) überführt werden, um den Datenaustausch zwischen 
Client und Server gering zu halten. Je nach Datenrepräsentation (gepackt) 
kann Datenaufkommen eingespart werden. Seit der SOAP Version 1.2 wird 
eine Binärkompression im Protokoll angeboten [MiLa07]. Letztendlich wird 
SOAP verwendet, da es sich um eine unternehmenskritische Anwendung 
handelt, die eine hohe Sicherheit und Zuverlässigkeit fordert, eine flexible 
Transportschicht (JMS, HTTP, ...) besitzt und Transaktionalität (über das 
Protokoll) sicherstellt.  
Die Erfüllung der Erweiterbarkeit (Skalierbarkeit) ist mit direkten Szenarien 
evaluiert worden. Solche Szenarien sind innerhalb des Verbundprojektes 
R2B zahlreich durchgeführt worden [KBSN07]. Die Unterstützung eines in-
direkten Szenarios, das mit einer Architekturerweiterung realisierbar ist, 
wird z. B. in Kapitel 7.1.4 und 7.1.5 vorgestellt.  
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7 Tragfähigkeitsnachweis 
Das mWfMS aus Kapitel 6 wird mit Anwendungsfällen aus dem landwirt-
schaftlichen Bereich ausgeführt. In Kapitel 7.1 werden Ergänzungen der 
Prozesse des „hochentwickelte mWfMS“ (vgl. Kapitel 3.3) vorgestellt. In 
weiteren Experimenten (siehe Kapitel 7.2) werden „einfache mWfMS“ (vgl. 
Kapitel 3.3) betrachtet. In den Anwendungsfällen wird auf die Automatisie-
rung von (mobilen) Aktivitäten mit Ortsbezügen fokussiert. Mobile Aktivi-
täten werden mit einer Rolle bzw. einem Nutzer assoziiert. Ziel ist es, eine 
geeignete Abbildungsform für solche Benutzeraufgaben zu identifizieren. 
Der Tragfähigkeitsnachweis bzw. die Experimente in Kapitel 7.1 und 7.2 be-
ziehen sich auf die Modellierungs- und Ausführungsphase eines mobilen 
Workflows (vgl. Kapitel 3.1). 
7.1 Das mWfMS in einer 
Anwendungsdomäne 
Die Modellierung und Ausführung der Workflows mit Ortsbezügen werden 
anhand eines landwirtschaftlichen Anwendungsfalls erläutert. Die landwirt-
schaftlichen Arbeitsprozesse werden in Kapitel 7.1.1, zusammen mit dem 
Precision Farming, eingeführt. In Kapitel 7.1.2 wird die Modellierung von 
Ortsbezügen (während der Entwurfsphase der Prozesse) vorgestellt. Die In-
tegration von Kontextinformationen in das mWfMS wird in Kapitel 7.1.3 
erläutert. Die Hinderniswarnung (siehe Kapitel 7.1.4), als zusätzliche soft-
ware-technische Implementierung, wird auf Basis des mWfMS ausgeführt 
(siehe Kapitel 7.1.5). 
7.1.1 Precision Farming mit dem mWfMS 
In industriellen Anlagen, bei denen die Bearbeitungsmaschinen i. d. R. an 
einem festen Standort angebracht sind, werden die zu bearbeitenden Güter 
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bewegt. Bei landwirtschaftlichen Wertschöpfungsprozessen sind die Ma-
schinen, Betriebsmittel (Saat-, Dünge- und Pflanzenschutzmittel) und die 
Prozesse mobil. In der Landwirtschaft wirken Umweltfaktoren (viele davon 
nicht-deterministisch) auf die Arbeitsprozesse ein und ergeben (für einzelne 
Arbeitsprozessinstanzen) schwankende Rahmenbedingungen. Räumliche 
und zeitliche Effekte sind die wesentlichen Betrachtungsebenen, die in der 
Landwirtschaft kombiniert betrachtet werden müssen. 
In vielen Ländern werden heutzutage leistungsfähige mobile Arbeitsmaschi-
nen wie z. B. Mähdrescher eingesetzt. Die Arbeitsmaschinen vereinfachen 
die landwirtschaftlichen Arbeitsprozesse, indem z. B. mit der automatischen 
Anpassung der Schnittlänge des Erntegutes nur genau die Teile der Pflanze 
abgeschnitten werden, die benötigt werden. Die maschinentechnische Un-
terstützung innerhalb der Landwirtschaft wird als precision agriculture bzw. 
precision farming bezeichnet [MWAB05, Staf02]. Durch das precision far-
ming werden die landwirtschaftlichen Arbeitsprozesse immer effektiver und 
effizienter. Der Ernte-Ertrag wird gesteigert, während die Kosten bei der 
Herstellung gesenkt werden. Die mobilen Arbeitsmaschinen werden weiter-
entwickelt und mit technischen Hilfsmitteln ausgestattet, um den Fahrzeug-
führer von komplexen Entscheidungen zu entlasten.  
Für die landwirtschaftlichen Arbeitsprozesse wird die mobile Recheneinheit 
(MEMIS) (siehe Abb. 6.11 bzw. Kapitel 6) verwendet, um das mWfMS 
(siehe Kapitel 6) umzusetzen. Das MEMIS soll dem Fahrzeugführer u. a. 
Vorschläge bzw. aktuelle Prognosen über Erntemengen auf Basis der aktuell 
vorliegenden Kontextinformationen liefern. Zusätzlich soll eine Arbeits-
gruppe mit mehreren landwirtschaftlichen mobilen Maschinen (abhängig 
vom Ernteprozess) gesteuert werden. Die MEMIS gewährleisten in der Fahr-
zeuggruppe die Informationsverarbeitung der tatsächlichen Kontextinforma-
tionen und der gebuchten Leistungen (Ernteprozesse). Die Ernteprozesse 
werden vorab in Form von Geschäftsprozessen mit der BPMN modelliert 
(siehe Kapitel 6). Die Modelle werden daraufhin in eine ausführbare Sprache 
(BPEL) transformiert, damit eine direkte Ausführung innerhalb einer Work-
flow-Engine (beispielsweise während eines Ernteprozesses) möglich wird. 
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Abb. 7.1:  Snapshot von Konfigurator und BPEL-Prozess-Engine 
Die Kommunikation in der Arbeitsgruppe bzw. in den MEMIS erfolgt über 
Inter-Prozesskommunikation (SOAP-Webservices vgl. BPEL). In den  
mobilen Arbeitsmaschinen werden unterschiedliche Prozesse (in sogenann-
ten Bundles) – je nach Aufgabe in der Arbeitsgruppe – vorgehalten (siehe 
Abb. 7.1). Die gebuchten Leistungen korrelieren mit den Prozessen eindeu-
tig (siehe Abb. 7.1).  
Das mWfMS wird zur Anwendung des Precision Agriculture verwendet. 
Die Position der Arbeitsmaschinen wird über GPS ermittelt. Auf Basis der 
Ortsinformationen können dem Fahrzeugführer einer Erntemaschine z. B. 
Routenvorschläge gegeben werden. Innerhalb der landwirtschaftlichen  
Domäne müssen zahlreiche Workflows bzw. Supportprozesse unterstützt 
werden, um z. B. „Ernten“ als Arbeitsprozess einer Fahrzeuggruppe sicher-
zustellen. 
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7.1.2 Modellierung der Workflows mit Ortsbezügen 
Die praktische Erprobung der graphischen Notation von Ortsbezügen ist mit 
der Modellierungssprache BPMN in der Version 2.0 innerhalb des Verbund-
projektes R2B durchgeführt worden. Es sind landwirtschaftliche, baube-
triebliche und mobile Wartungs-Geschäftsprozesse modelliert worden (vgl. 
Kapitel 6.1).  
Die Modelle der Fachkräfte (siehe Abb. 6.3, „Produktentwickler“) dienten 
der Beschreibung von betriebswirtschaftlichen Abläufen bei der Leistungs-
erbringung. Mit der Unterstützung durch einen erfahrenen Modellierer konn-
ten Modelle für die Nutzerkonzepte als grobe Architekturbeschreibung in 
Form von Systemintegrationsprozessen erstellt werden. Die Modellierung 
der Ortsbezüge halfen, ortsabhängige auslösende Aktivitäten (siehe Kapi-
tel 2.7, vgl. Events) schon mit dem Entwurf innerhalb eines Prozesses zu 
definieren. Die anderen Kontextinformationen (z. B. Erntestand) wurden in-
nerhalb von Regeln (in der Rules-Engine) definiert und schließlich als  
Datum in den Prozesskontext integriert. Der Automatismus über das Berech-
tigungskonzept der OE zeigt gegenüber einer Regel-basierten Definition 
eine Abbildung vom Modell hin zum Code (ohne weiteren Implementie-
rungsaufwand).  
Eine Nutzerevaluation nach der Methode von AttrakDiff1 wurde durchge-
führt, um die Attraktivität der entwickelten prototypischen Implementierung 
[Voge10] zu überprüfen (siehe Anhang A).  
Folgende Verbesserungspotentiale wurden für die Werkzeugunterstützung 
zur Modellierung von Ortsbezügen erkannt: 
 Die Bedienbarkeit kann verbessert werden:  
o mehr graphische Symbole und Icons  
o eine Karte zur Darstellung der OE-Bereiche 
                                                                    
1 http://attrakdiff.de 
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 Die hedonistischen Aspekte2 können verbessert werden:  
o durch eine semantische Überprüfung zulässiger Darstellungen 
im Modell 
Die Werkzeugunterstützung wird von AttrakDiff als „mittelmäßig attraktiv“ 
bewertet. Die Notation von Ortsbezügen innerhalb der Geschäftsprozessmo-
delle ist, da bisher keine andere Modellierungsmöglichkeit besteht, eine 
Form der Kontextinformationsdarstellung während der Entwurfsphase und 
ein durchgängiges Konzept für orts- und kontextabhängige Prozesssteue-
rung. Mit den in vorliegender Arbeit eingeführten Ortsbezügen ist es inner-
halb von Geschäftsprozessmodellen möglich, Raum- und Zeit-Ereignisse 
(Aktivitäten) gleichzeitig zu spezifizieren.  
Die Modellierung der OE zeigt, dass die Modellierer des mWfMS mit der 
vorliegenden Notation von Ortsbezügen eine wichtige Erweiterung der Ge-
schäftsprozessmodelle erhielten. Eine adäquate Werkzeugunterstützung mit 
einer semantischen Überprüfung des Modells ist notwendig (vgl. [KRNB94, 
KRNB94]). „Correctness by Construction“ wird das Modellierungspara-
digma bezeichnet, das eine valide Modellierung innerhalb eines Werkzeugs 
erlaubt [DRRG09]. Das Modellierungswerkzeug verhindert dadurch einen 
unzulässigen Einsatz der Sprachelemente.  
Das Modellierungswerkzeug wird innerhalb eines sogenannten Mockups 
(GUI-Skizze) dargestellt (siehe Abb. 7.2). Ein Modellierer kann die Modelle 
aus dem Navigationskasten (siehe Abb. 7.2, links) auswählen und innerhalb 
des Hauptfensters in der Mitte bearbeiten. Die Sprachelemente einer Ge-
schäftsprozessmodellierungssprache werden per Drag&Drop ausgewählt 
und in das Hauptfenster verschoben. Bei der Modellierung von Ortsbezügen 
wird dadurch eine einfache Definition der OE ermöglicht. Sobald z. B. Ak-
tivität 13 (siehe Abb. 7.2) ausgewählt wird, erscheint ein Hinweis auf die OE 
                                                                    
2  Z. B. Spaßfaktor  
3  Innerhalb von Aktivität 1 ist ein „+“ mit Kasten sichtbar. Es handelt sich dabei in BPMN 1.2 
um eine Aktivität, die einen Subprozess beinhaltet. OE wirken in vorliegender Arbeit zusätz-
lich auf Subprozesse (siehe Kapitel 4.3.3). 
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(kleiner Kasten rechts an Aktivität 1). Die geographische Darstellung inner-
halb einer Karte wird zusätzlich eingeblendet, damit der Nutzer die Auswir-
kungen der OE graphisch mitverfolgen kann (siehe Abb. 7.2, untere Hälfte). 
Der grau markierte Bereich zeigt den Bereich, auf den die OE wirken soll. 
 
Abb. 7.2:  Entwurf einer Modellierungs-IDE für OE 
Der Entwurf in Abb. 7.2 zielt nicht darauf ab, Ortsbezüge (wie in Kapitel 4 
vorgestellt) zu integrieren, sondern sie mit anderen Anwendungen innerhalb 
einer IDE bereitzustellen [DaRR11].  
  
7.1  Das mWfMS in einer Anwendungsdomäne 
255 
7.1.3 Integration von Kontextinformationen  
in das mWfMS  
Mit der Modellierung der Workflows sind die Arbeitsprozesse in einem  
Top-down-Verfahren identifiziert worden (siehe Abb. 7.3). Anhand der  
modellierten Aktivitäten bzw. Zustände wurden die Dienstschnittstellen 
(SOAP-WS) identifiziert. Die Modelle wurden mit den beteiligten Fachkräf-
ten (Maschinenbauingenieure) erstellt, so dass in der frühen Entwicklungs-
phase Probleme und Anforderungen diskutiert und detaillierter spezifiziert 
werden konnten [Reck10]. 
 
Abb. 7.3:  Landwirtschaftliche Arbeitsprozesse in BPMN 
Die Modelle für das mWfMS wurden durch Interviews der Fachkräfte von 
einem erfahrenen Modellierer (mit technischem Hintergrundwissen) erstellt. 
Die Modelle sind innerhalb der landwirtschaftlichen Domäne in mehreren 
Iterationen durch Experten bestätigt bzw. ergänzt worden. Bei der fachlichen 
Modellierung wurden Ortsbezüge mit OE durch den Experten definiert. An-
dere Kontextbezüge sind primär bei der Modellierung (z. B. nur bei trocke-
nem Wetter ernten) innerhalb von Kommentaren direkt im Modell hinterlegt 
worden. 
Die definierten OE für die Hinderniswarnung wurden zu Beginn des Projek-
tes jeweils vom Entwickler mit BPEL definiert. Dieser Schritt konnte mit 
der Einführung einer schematischen Transformation des BPMN-Modells 
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(siehe Kapitel 4) in BPEL automatisiert werden. Direkt nach der Modellie-
rung der entsprechenden BPMN-Modelle konnte die Abbildung in BPEL 
(mit einer zugehörigen Adapterimplementierung der OE) generiert werden. 
Die Umgebungskontexte landwirtschaftlicher Arbeitsprozesse werden über 
Sensoren erfasst und innerhalb des mWfMS über Regeln definiert. Die Ma-
ximierung des Ernteertrags ist jeweils immer die Prämisse, nach der die Pro-
zesse gesteuert werden. Die landwirtschaftlichen Prozesse (siehe Abb. 7.3) 
besitzen daher (neben den Ortsbezügen) Kontext-basierte Einschränkungen, 
die über die Regel-Engine gesteuert werden. Jeder (landwirtschaftliche) 
Workflow beginnt mit der Überprüfung der Voraussetzungen (z. B. Wetter- 
und Zeitabfragen). Der Wetterdienst wurde beispielsweise per SOAP-Web-
service eines Dienstanbieters über das Internet eingebunden. Die Zeitabfrage 
erfolgt systemintern über einen entsprechenden Dienst auf Betriebssystem- 
ebene. Andere Voraussetzungen bzw. Regeln wurden definiert. Beispiels-
weise konnte nur mit dem Aussaatprozess begonnen werden, wenn Frühling 
ist und der letzte Frost mindestens zwei Wochen zurücklag. Bei der Aussaat 
wurden parallel z. B. über Sensoren die Bodengegebenheiten überprüft.  
Die Prozesse können um Kontexte erweitert werden, indem der neue Kon-
text/Sensor in die Rules-Engine als Kontextinformation integriert wird. Eine 
Regel (Algorithmus) mit Schwellwert legt fest, ab wann ein Ereignis auf-
treten soll (siehe Abb. 6.10). Diese Ereignisse werden innerhalb der Pro-
zessmodelle integriert, so dass eine bestimmte Aktion bzw. ein Prozess aus-
gelöst werden. 
7.1.4 Anforderungen an eine landwirtschaftliche 
Hinderniswarnung 
Im Anwendungsbeispiel soll ein Supportprozess (die Hinderniswarnung) für 
das MEMIS-System (das vorliegende mWfMS) implementiert werden. Die 
Hinderniswarnung stellt einen klassischen Supportprozess dar, der innerhalb 
von vielen landwirtschaftlichen Arbeitsprozessen als (zusätzliche) Leistung 
gebucht werden kann. Die Hinderniswarnung ist ein wichtiger Supportpro-
zess (vgl. Basisleistung) in der landwirtschaftlichen Arbeitsdomäne. Mit der 
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Leistung bzw. dem Supportprozess werden Beschädigungen an mobilen Ar-
beitsmaschinen vermieden. Im Anwendungsbeispiel wird ein Hindernis als 
negative OE (siehe Kapitel 4) für die landwirtschaftliche Maschine auf dem 
Feld definiert. Verschiedene Arten von negativen OE müssen unterstützt 
werden, damit jedes Hindernis adäquat beschrieben wird. Die Hindernisse 
sollen für jeden „Schlag“ (Erntebereich) gespeichert werden, damit für  
darauffolgende Ernteprozesse die Informationen bereitstehen. Der Fahr-
zeugführer bzw. dessen Verantwortlicher soll die Möglichkeit erhalten, die 
entsprechenden Hindernisse vorab, z. B. mit Hilfe einer Karte (vgl. Model-
lierungswerkzeug, Abb. 7.2), zu definieren. Das System muss gleichzeitig 
einen Echtzeit-Betrieb gewährleisten, damit die vom Fahrzeugführer erkann-
ten Hindernisse den anderen Arbeitsmaschinen in der Arbeitsgruppe mitge-
teilt werden können. Das mWfMS soll den Fahrzeugführer der Maschine bei 
der Erkennung kontext-relevanter Hindernisse helfen. 
Bei der Anfahrt zum Einsatzort ergeben sich zahlreiche räumliche Ein-
schränkungen. So müssen Fahrzeugmasse, Fahrzeugbreite und -höhe sowie 
Wendekreis den Streckenbedingungen entsprechen. Der Gegenverkehr muss 
zu (fast) jedem Zeitpunkt mitberücksichtigt werden. Felder sind gewöhnlich 
über wenige Zugangspunkte erreichbar. Landwirtschaftliche Flächen kön-
nen mit zahlreichen Hindernissen von unterschiedlicher Ausprägung ge-
kennzeichnet sein (siehe Abb. 7.4). 
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Abb. 7.4: Hindernisse im Feld 
In folgender Auflistung werden die Hindernisse (siehe Abb. 7.4) beschrieben: 
 Hindernisse sind entweder statisch oder dynamisch (XOR) 
o Statisch: Strommast (1), Baum (10) 
o nicht vorhersagbar dynamisch: Überschwemmungsfläche  
nach Regen (2) 
o vorhersagbar dynamisch: Resterntefläche (5) 
 Hindernisse sind sichtbar oder unsichtbar 
o sichtbar: Strommast (1) 
o unsichtbar: Drainage (12) 
 Hindernisse sind permanent sichtbar oder zeitweise unsichtbar 
o permanent: Baum (19) 
o zeitweise: Zaun (4) 
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 Hindernisse sind physischer Natur oder virtuell 
o physisch: Zaun (4) 
o virtuell: gesetzlich vorgeschriebener Korridor in der Nähe von 
Fließgewässern (3), z. B. beim Düngen 
 Hindernisse können sich aus dem Verfahren ergeben 
o gesetzlich vorgeschriebener Korridor zu Fließgewässern (Dün-
geverordnung – DüV [BuJu06, §4] (3) bei Pflanzenschutz und 
Düngemaßnahmen (auch abhängig von Gewässerkategorie, ver-
wendetem Mittel und verwendeter Ausbringungstechnik) 
o Maschineneinstellung Arbeitshöhe (13): ist für die Pflanzen-
schutzspritze kein Hindernis, aber für die Bodenbearbeitung 
o Maschineneinstellung Arbeitstiefe (12): Eine zu große Arbeits-
tiefe bei der Bodenbearbeitung kann zur Zerstörung der Entwäs-
serungsdrainage führen 
 Hindernisse können sich aus den Eigenschaften der eingesetzten Ma-
schinen ergeben 
o Höhe: Baum (10); (niedrige Maschinen können unter der Baum-
krone entlangfahren) 
o Breite: Überfahrungen (6) oder Zäune an Feldzugangspunkten 
(schmale Maschinen passen durch, breite Maschinen müssen ei-
nen geeigneten Zugangspunkt wählen) 
o Masse: Die Masse der Maschine darf die Tragfähigkeit der Über-
fahrung oder Zuwegung nicht überschreiten. 
o Wendekreis: Zuwegungen mit kleinem Kurvenradius verhindern 
Zugang (6). 
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 Hindernisse können sich aus dem vorhandenen Geländerelief in 
Kombination mit Maschineneigenschaften und -zuständen ergeben 
o Fahrt bergauf in Falllinie: Die Maschine kann aufgrund von 
Masse (incl. Beladungszustand), Reibung (Art der Bereifung) 
und Leistung (Motorisierung) den Anstieg (11) nicht bewältigen 
o Fahrt bergab in Falllinie: Die Maschine kann aufgrund von 
Masse (inkl. Beladungszustand), Reibung (Art der Bereifung) 
und Bremsleistung die Abfahrt (11) nicht bewältigen. 
o Fahrt entlang der Höhenlinie: Die Maschine driftet in Abhängig-
keit von Hangneigung, Masse (inkl. Beladungszustand), Reibung 
(Art der Bereifung) ab. Die Maschine kippt in Abhängigkeit von 
Hangneigung und Schwerpunktlage 
 Hindernisse können ganze Flächen oder Teilflächen betreffen 
o Teilfläche (2) 
o Ganze Fläche (14): Bsp. Ausbringung von Klärschlämmen: Die 
Genehmigung wird nur für ein bestimmtes Feld gewährt (nicht 
für die benachbarte Fläche). 
 Hindernisse können bei Maschinenberührung beschädigt werden 
(10) oder nicht (11) 
 Maschinen können bei Hindernisberührung beschädigt werden (13) 
oder nicht (3) 
 Hindernisse können durch Bodeneigenschaften gekennzeichnet sein. 
Lokal hohe Nährstoffgehalte beschränken oder verbieten die Aus-
bringung weiterer Nährstoffe 
Es gibt weitere Hindernisse, die jedoch nur temporär auftreten. So darf z. B. 
Gülle laut Gesetz [BuJu06, §4] in bestimmten Zeiträumen nicht ausgebracht 
werden, der Zeitraum wird auch abhängig davon bestimmt, ob es sich um 
Ackerland (1. November bis 31. Januar) oder Grünland (15. November bis 
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31. Januar) handelt. Bestimmte Maßnahmen dürfen in bestimmten Pflanzen-
entwicklungsstadien nicht durchgeführt werden (z. B. Wartezeiten vor der 
Ernte beim Einsatz bestimmter Pflanzenschutzmittel zur Vermeidung von 
Rückständen in Nahrungsmitteln). 
Aus der strukturierten Darstellung kann folgendes abgeleitet werden: 
 Hindernisse jeglicher Art müssen systematisch beschrieben werden. 
 Mobile Maschinen müssen in ihren Merkmalen systematisch be-
schrieben werden. 
 Verfahren bzw. Prozesse und daraus resultierende Maschinenzu-
stände müssen systematisch beschrieben werden. 
Aus der systematischen Beschreibung der Punkte 1 bis 3 müssen die mögli-
chen Wechselwirkungen aufgelöst werden. Die Wirkungen werden nach 
Schadenspotential kategorisiert. Für die Wirkungen werden geeignete Ver-
meidungsstrategien entwickelt: 
1. Gestuftes (priorisiertes) Warnkonzept (HMI) 
2. (Teil-) Automatisierte Verfahren zur Vermeidung (z. B. GPS-
basierte Tiefensteuerung von Anbaugeräten (12), GPS-basierte Teil-
breitensteuerung (3), Automatisierte Lenkung (2)) 
In Tab. 7.1 sind die Wechselwirkungen der verschiedenen Hindernisse un-
tereinander aufgeführt. Falls eine Wechselwirkung zwischen Hindernis und 
Eigenschaft vorhanden ist, wird das Feld mit „x“ gekennzeichnet. Falls kein 
Bezug ableitbar ist, wird das Feld mit „-“ charakterisiert. Wechselwirkun-
gen, die jeweils nur partiell wirken, sind mit „(*)“ gekennzeichnet. Das Ziel-
objekt (Hindernis) wird mit „o“ gekennzeichnet. Eine mobile Arbeitsma-
schine wird mit „m“ innerhalb von Tab. 7.1 dargestellt.  
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Tab. 7.1: Wechselwirkungen von Hindernissen 
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1. Strommast x x x - x   - m/o 
2. Wasserloch, Morast  - x - x x   - o 
3. rechtlicher Abstand (-) - x - - x x - o 
4. Zaun x (x) x - x   - m/o 
5. bearbeiteter Bereich - x x x x x x - o 
6. Zugang Fahrzeug x x x - x   - m/o 
7. Bewässerung,  
Wassergraben
x x x - x   - m/o 
8. Feldgrenze x x x - x   - o 
9. fließende Gewässer x x x - x   - m/o 
10. andere Maschinen - x (x) x x x x - m/o 
11. Geländerelief x x x - x x x (x) m/o 
12. Untergrund-Rohre, 
Drainage 
x - x - x x x - o 
13. Kanaldeckel x (x) x - x x x - m/o 
14. gesamte Fläche x x x x x x x x O 
x = positiv - = negativ ( ) partiell m = Maschine o = Zielobjekt 
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Die hohe Zahl der räumlichen Einschränkungen durch Hindernisse und die 
Anfälligkeit von Maschinen (im Falle der Nichtbeachtung) begründen die 
Notwendigkeit einer Unterstützung durch das mWfMS. Vermeidungsstrate-
gien werden durch den Fahrzeugführer durchgeführt, der über das 
mWfMS/HMI Hinweise bzw. Warnungen erhält.  
7.1.5 Ausführung der Hinderniswarnung 
Das mWfMS ermöglicht ein serviceorientiertes System mit modularen kom-
ponentenorientierten Diensten (siehe Kapitel 6.4). Im Anwendungsfallbei-
spiel wird die Hinderniswarnung (als paralleler Supportprozess) innerhalb 
einer Fahrzeuggruppe betrieben. Die Hindernisse werden teilweise vorab de-
finiert, müssen jedoch auch zur Laufzeit über das mWfMS erfasst werden 
können (vgl. Kapitel 7.1.4). Für jeden Schlag (Feld) wird eine Instanz des 
Hinderniswarnprozesses geladen (vom Workflow-Typ Hinderniswarnung). 
Die Hindernisse selbst werden innerhalb einer Datenbank abgespeichert. Die 
Datenbank wird vom Verantwortlichen um die neu auftretenden Hindernisse 
kontinuierlich erweitert. Jedes Hindernis (z. B. Temporäre Hindernisse: um-
gefallener Baum) kann wieder aus dem System entfernt werden.  
Für die Hindernisse ist der Mechanismus der (negativen) OE verwendet wor-
den. Die negative OE verbietet die Ausführung einer bestimmten Aktivität 
bzw. eines Teilprozesses an diesem Ort. D.h. dass der entsprechende Teil-
prozess von der Engine (mWfMS) nicht ausgeführt wird. Wenn der Fahrer 
ein Hindernis erkennt, definiert er über das HMI in der MEMIS das Hinder-
nis (siehe Abb. 6.1, rechts). Über den Broadcast-Mechanismus des mWfMS 
(siehe Kapitel 6.5) werden die anderen Fahrzeuge (MEMIS) über das neue 
Hindernis in Kenntnis gesetzt.  
Polygone werden bei der Hinderniswarnung zur Design-Zeit unterstützt. Zur 
Laufzeit werden jedoch lediglich Kreise (vgl. CircleLocation: siehe  
Abb. 4.5) definiert. Die Definition von Polygonen war während der Fahrt für 
den Fahrer der landwirtschaftlichen Maschine nicht praktikabel umsetzbar 
(am HMI). Die „Hindernis-Kreise“ konnten mittels eines einfachen Kopf-
drucks ausgelöst werden. Die Hindernis-Information wird umgehend an die 
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Arbeitsgruppe (über das mWfMS) weitergeleitet und direkt von den 
mWfMS (MEMIS) ausgewertet. 
Die Dienste sind auf Basis primitiver Funktionen bereitgestellt worden. Die 
primitiven Funktionen (z. B. GPS-Datenaufbereitung) arbeiten wiederum 
mit den Rohdaten, die über die Sensoren (z. B. GPS-Empfänger) geliefert 
werden. Die Rohdaten einer OE bestehen aus der aktuellen GPS-Position der 
mobilen Maschine, einem sogenannten Header (viele unterschiedliche In-
formationen), der aktuellen Geschwindigkeit und dem Maschinenstatus 
(weitere Kontextinformationen). Der Maschinenstatus beinhaltet z. B. die 
aktuelle Spannweite (Breite, Höhe, Länge) der mobilen Arbeitsmaschine. 
Eine Erntemaschine mit ausgefahrenem Schneidewerkzeug besitzt beispiels-
weise eine größere Spannweite und muss früher vor einem Hindernis ge-
warnt werden. Mit Hilfe der vorliegenden Kontextdaten, werden die negati-
ven OE ausgewertet. In Folge können Warnmeldungen (über das HMI) 
generiert werden. 
Für die Warnfunktion der Hinderniswarnung wurde ein BPEL-Prozess er-
stellt. Die Workflow-Instanzen werden über ein für die Engine bereitstehen-
des Prozess-Monitoring (siehe Kapitel 3.1) überwacht. Im mWfMS ist damit 
kontrolliert worden, vor welcher Art von Hindernis gerade gewarnt wird 
(physisches oder virtuelles Hindernis). Logisch permanente und temporäre 
Hindernisse werden mit indirekten negativen OE implementiert, da sie aus 
Polygon-Typen-Beschreibungen abgeleitet werden (siehe Kapitel 7.1.4). 
Die Erstellung und Verteilung der OE bzw. der Hinderniswarnung muss in 
Echtzeit erfolgen. Der Verteilungsworkflow wird über das HMI gestartet 
und beinhaltet die Generierung des temporären Hindernisses (indirekte ne-
gative OE) und die Verteilung der OE innerhalb der Fahrzeuggruppe. Die 
temporären Hindernisse werden vom Fahrer der mobilen Maschine erstellt, 
wenn ein unbekanntes Hindernis bemerkt wird. Der Fahrzeugführer gibt die 
Daten des Hindernisses – die grobe Lage des Zentrums mit Richtung und 
Entfernung aus seiner Sicht – mit der Angabe eines Radius über das HMI in 
die MEMIS ein. Die Dateneingabe wird durch eine vordefinierte Vorlage 
(engl. template) auf dem HMI der MEMIS unterstützt (siehe Abb. 6.11). Die 
eingegebenen Werte sind lediglich Richtwerte, abhängig vom aktuellen 
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Standort der eigenen mobilen Maschine und abhängig von der Einschätzung 
des Fahrzeugführers. 
Die Warnung selbst wird durch einen Punkt-in-Polygon-Algorithmus 
[Kuep05, S. 54ff] realisiert. Wenn die mobile Maschine auf Basis ihrer GPS-
Position ein Gebiet durch ein Hindernis-Polygon registriert hat, so wird dies 
mit einer Warnmeldung akustisch signalisiert und am Display dem Maschi-
nenführer angezeigt. Damit der Maschinenführer genügend Zeit hat, um dem 
Hindernis auszuweichen wird die aktuelle Geschwindigkeit ermittelt. Bei ei-
ner schneller fahrenden mobilen Arbeitsmaschine wird somit das akusti-
sche/graphische Signal früher abgesandt, damit der Fahrzeugführer auf die 
Warnung rechtzeitig reagieren kann. Bei solch einer Warnmeldung wird ein 
dynamischer Bereich auf dem HMI mit einer rot flackernden Anzeige des 
aktuellen Abstands zum Hindernis visualisiert (siehe Abb. 6.1, rechte Seite). 
Die Position des Hindernisses wird durch einen Pfeil und den Abstand ge-
genüber der mobilen Maschine gekennzeichnet.  
Ein vorübergehendes Hindernis wird somit immer direkt unter den mobilen 
Arbeitsmaschinen mittels Ad-hoc-Nachricht verteilt. Die Maschinen bilden 
über das angebundene WLAN der Fahrzeuggruppe einen Verbund (siehe 
Abb. 6.7). 
Weitere Supportprozesse 
Parallel zur Hinderniswarnung und -verteilung wurden weitere Supportpro-
zesse implementiert, die Erkenntnisse über die Wiederverwendbarkeit des 
mWfMS bzw. der Prozesse für das Verbundprojekt R2B lieferten. 
Ein evaluierter Prozess als „Zusatzleistung“ war beispielsweise die automa-
tische Buchung der Leistungen. Mit den Prozessen werden z. B. während der 
Ernte Prozesszeiten (Ernte- und Anfahrtszeiten), Erntemengen, verbrauchte 
Spritmengen ermittelt. Diese Daten des Prozesskontextes werden vom 
mWfMS ausgewertet, um daraus beispielsweise eine „automatische  
Buchung“ für den Verantwortlichen bzw. Lohnunternehmer bereitzustellen.  
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Eine weitere Zusatzleistung ist die Düngemittelausbringung. Das mWfMS 
(mit der Unterstützung der OE) wurde verwendet, um die Düngemittelaus-
bringung zu steuern. Jede abgefahrene Strecke wurde als temporäres Hin-
dernis (negative OE) markiert, über das die mobile Maschine bei der Dün-
gemittelausbringung nicht wieder fahren sollte. 
Fazit 
Das mWfMS konnte anhand des landwirtschaftlichen Anwendungsfallbei-
spiels der Hinderniswarnung mit der vorgeschlagenen Architektur aus Kapi-
tel 6 und mit der Modellierung von (negativen) OE (siehe Kapitel 4) als 
Workflow modelliert und ausgeführt werden. Der Maschinen-Kontext (über 
Sensoren) der landwirtschaftlichen Fahrzeuge wurde verwendet, um über 
Regel-Maschinen die Prozesse zu beeinflussen. Die Prozesse wurden mit 
BPMN in der Design-Phase modelliert und mit BPEL implementiert und 
ausgeführt. Die verschiedenen Formen der OE wurden angewandt und in-
nerhalb eines bestehenden WfMS implementiert. Das WfMS wurde zu ei-
nem mWfMS erweitert, indem Ortsbezüge und weitere Kontexte über ver-
schiedene Mechanismen integriert wurden. Die Grenzen des beschriebenen 
Ansatzes liegen in der Interaktion zwischen Fahrer und Maschine. Die Fest-
legung eines temporären Hindernisses während der produktiven Fahrt (z. B. 
Ernte) erwies sich als fehleranfällig. Jedoch war es für die Fahrgruppe stets 
hilfreich, über das Hindernis im Feld zu informieren (schlechte Informatio-
nen sind besser als keine Informationen). Vergleichbare Systeme werden mit 
Hilfe von sogenannten Laserscannern am Fahrzeug befestigt. Diese können 
z. B. mit Hilfe des „Context Receiver“ (vgl. Abb. 6.2) mit dem mWfMS ver-
bunden werden, so dass auch detektierte Hindernisse mit aufgeführt werden 
können.  
7.2 Automatisierte Aktivitäten 
mit Ortsbezügen 
In diesem Kapitel werden mobile Aktivitäten mit Ortsbezug innerhalb einer 
Anwendung (App) betrachtet. Die mobilen LBS-Anwendungsfälle werden 
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vorgestellt (siehe Kapitel 7.2.1), ein unterstützendes Datenmodell wird ent-
worfen (siehe Kapitel 7.2.2) und es wird eine App zur graphischen Unter-
stützung der Nutzer realisiert (siehe Kapitel 7.2.3). Die Beiträge des Kapitels 
basieren auf den in [DeOS10] entwickelten Ursprüngen. 
7.2.1 LBS-Anwendungsfälle 
Die LBS-Anwendungsfälle enthalten Textdokumente mit Ortsbezügen, auf 
deren gemeinsamer Basis ein Datenmodell entworfen wird (siehe Kapi-
tel 7.2.2). Für die verschiedenen Anwendungsfälle soll eine App „für eine 
bestimmte Aufgabe“ (siehe Kapitel 2.1.7) realisiert werden, die alle Anwen-
dungsfälle beim Zugriff auf virtuelle Textdokumente unterstützt.  
Informationsdienste 
Informationsdienste bzw. Anfragedienste sind häufig genutzte LBS 
(vgl. POI). Der (mobile) Endbenutzer erhält als Rückgabewert eine Liste mit 
POI, die entsprechend der Anfrage-Query aufgelöst werden. Die Informati-
onen der Ortung werden automatisch vom Endgerät ausgehend erfasst und 
dem LBS (meist lokal als App) übermittelt. Die Ortsinformationen können 
bei einigen LBS auch manuell eingegeben werden. In der Abfrage nach POI 
werden persönliche Interessen des Endbenutzers (z. B. die nächste Tank-
stelle in der Umgebung) aufgelöst. Zusätzlich muss der Aktionsradius für die 
POI (z. B. die Tankstellen) eingegrenzt werden. Diese Informationsdienste 
werden häufig innerhalb von anderen Diensten (z. B. Navigation) integriert.  
Sofortnachrichtendienst 
Der Sofortnachrichtendienst (engl. Instant Messaging) ist eine Form der 
Kommunikation über das Internet, die eine Übertragung von Text-basierten 
Nachrichten in Echtzeit vom Absender zum Empfänger bietet. Es werden 
Punkt-zu-Punkt-Kommunikation und Multicast-Kommunikation von einem 
Sender zu vielen Empfängern unterstützt. Instant Messaging (IM) existiert 
meist in Kombination mit sogenannten Benutzergruppen. Die Kommunika-
tion erfolgt über Chat-Foren o. ä. Umgebungen. Die Endbenutzer haben 
beim Instant Messaging die Möglichkeit, persönliche Daten zu hinterlegen 
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und sehen (in Echtzeit) ob Freunde bzw. Bekannte aus der Kontakteliste ge-
rade „online“, „abwesend“ oder „beschäftigt“ sind. IM-Dienste können auch 
ortsabhängig zur Verfügung gestellt werden [FrTF03]. Der aktuelle Aufent-
haltsort wird beispielsweise in die Nachrichtenanfrage integriert, so dass der 
Endbenutzer nur diejenigen Kontakte zurückerhält, die sich in unmittelbarer 
Nähe befinden. Laut [FrTF03] erfordern solche LBS eine ständige Abfrage 
des aktuellen Zustands bzw. verlangen neue Konzepte für die Wahrung der 
Privatsphäre der Endbenutzer. 
Verkehrstelematik 
Verkehrstelematik (engl. Traffic Telematics) soll Endbenutzer als Fahrzeug-
führer beim Fahren unterstützen. Bekannte Dienste aus diesem Bereich sind 
beispielsweise Navigationsdienste, Pannendienste oder Geschwindigkeits-
begrenzungsanzeigen. Innerhalb einer Navigationslösung werden mehrere 
Traffic Telematic Dienste kombiniert angeboten. Je nach Hersteller des Na-
vigationsgerätes ist es möglich, aktuelle Staumeldungen oder einen Wetter-
bericht für den aktuellen Aufenthaltsort zu beziehen. Navigationslösungen 
werden mit weiteren Diensten kombiniert (z. B. Parkplatzfinder). Die elekt-
ronische Suche nach einem Parkplatz spart Zeit, Energie, Kosten und redu-
ziert das innerstädtische Verkehrsaufkommen [ScBa02]. 
Mobiles Marketing 
Beim mobilen Marketing werden Werbebotschaften auf den mobilen Gerä-
ten potentieller Kunden publiziert. Werbebotschaften werden an die Endbe-
nutzer verschickt, die sich mit ihrem mobilen Endgerät an einem bestimmten 
Ort befinden und im Besitz einer bestimmten App sind [VePo02]. Der End-
benutzer kann bestimmte Interessen verfolgen, indem er die Produktkatego-
rien eingrenzt [VePe02].  
Mobile Marketing-Systeme setzen voraus, dass der Endbenutzer den 
Wunsch äußert, per Werbung Nachrichten zu bestimmten Angeboten zu er-
halten [DBSK05]. Die Werbenachrichten selbst werden in verschiedenen 
Kategorien mit bestimmten Attributen untergliedert. Die Attribute besitzen 
eine Vererbungsfunktionalität, um z. B. Attribute wie „Kneipe“ oder „Cate-
ring“ der Klasse „Gastronomie“ unterzuordnen [DBSK05]. An den zentralen 
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LBS werden Anfragen gestellt, die persönliche Daten, Kategorien und den 
aktuellen Aufenthaltsort mit einbeziehen. Der Endbenutzer erhält daraufhin 
die „passende“ Werbenachricht z. B. als SMS, MMS, Email oder Sprach-
nachricht direkt auf das mobile Endgerät. Ein von Google Inc. eingereichtes 
Patent4 analysiert gleich mehrere Kontextinformationen (des Gerätes über 
den Endbenutzer) und versucht, Werbung präzise an den jeweiligen Endbe-
nutzer anzupassen. 
Virtuelles Graffiti 
Virtuelles Graffiti (engl. Virtual Graffiti) ist ein Community-basierter 
Dienst, dessen Nutzer an bestimmten Orten virtuelle Nachrichten hinterle-
gen können. Die Nachrichten sollen von jedem Nutzer, der sich an dem fest-
gelegten Ort befindet, gelesen werden können. Das Recht, die Nachricht zu 
editieren, hat jedoch nur der ursprüngliche Ersteller [BuGa02]. Anhand der 
Daten, dem Aufenthaltsort und dem Nutzer wird eine Liste der sichtbaren 
Dokumente erstellt und an das Endgerät geschickt. Bei der Neuerstellung 
von Textdokumenten hat der Nutzer die Wahl zwischen öffentlichen und 
privaten Nachrichten. Während öffentliche Dokumente für alle Endbenutzer 
sichtbar sind, können die privaten auf einen bestimmten Nutzer (bzw. be-
stimmte Gruppen) eingegrenzt werden. Im Virtual Graffiti Konzept von 
[CCDH04] werden „öffentliche Poster“ (Plasma Posters) verwendet, um mit 
dem Nutzer zu kommunizieren. Die Nutzer können Kommentare anderer 
Endbenutzer lesen, diese aber nicht ändern. Die Kommentare liegen in Form 
von Texten, Bildern und Audio-Aufnahmen vor. Es werden im Gegensatz 
zu [BuGa02] drei unterschiedliche Kommentararten unterstützt [CCDH04]: 
Kommentare für den persönlichen Gebrauch, Kommentare für Gruppen und 
öffentliche Kommentare. Die öffentlichen Poster sind miteinander vernetzt, 
so dass die Informationen an mehreren Orten angezeigt werden [CCDH04]. 
                                                                    
4 United States Patent 8,138,930; direkter Link zum United States Patent:  
http://patft.uspto.gov/netacgi/nph-Par-
ser?Sect1=PTO1&Sect2=HITOFF&d=PALL&p=1&u=%2Fnetahtml%2FPTO%2Fsrchnu
m.htm&r=1&f=G&l=50&s1=8,138,930.PN.&OS=PN/8,138,930&RS=PN/8,138,930 
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Erinnerungsdienste 
CybreMinder ist ein virtueller Erinnerungsdienst, der ortsabhängig Nach-
richten an den Nutzer (bzw. das mobile Gerät) absetzt [DeAb00]. Die Nach-
richten beziehen sich auf bestimmte Aufgaben oder geplante Aktivitäten im 
Umfeld des Endbenutzers und bestehen aus zwei Teilen: dem Signal und der 
Beschreibung. Signale sollen auf die eigentliche Nachricht aufmerksam ma-
chen und können zusätzlich audiovisueller Natur sein [DeAb00]. CybreMin-
der besitzt textuelle Beschreibungen von Aufgaben. Zusätzlich können mit 
Hilfe von CybreMinder Prioritäten vergeben und spezielle Kontexte defi-
niert werden, indem mehrere Aktionen überlagert (logische UND-
Verknüpfung) als Ereignis angegeben werden (z. B. Benutzer X in Gebäude 
B zur Uhrzeit C). Es wird X mit B und C verknüpft. Diese Verknüpfungen 
werden als „subsituation“ bezeichnet [DeAb00]. Nach der Erfüllung der 
subsituation wird eine Erinnerungsnachricht an den Nutzer verschickt. 
CybreMinder besitzt für jede Aufgabe ein Ablaufdatum [DeAb00]. 
Content-Managementsysteme 
Content-Managementsysteme (CMS) sind Informationssysteme zur gemein-
schaftlichen Bearbeitung elektronischer Dokumente [Spör09]. CMS beste-
hen aus zwei Komponenten, der Applikationskomponente und der Vertei-
lungskomponente. Mit Hilfe der Applikation werden die Daten erstellt, 
geändert oder gelöscht. Die Verteilungskomponente ist für die eigentliche 
Erstellung (Kompilierung) und für die Darstellung der Dokumente zustän-
dig. Oft werden CMS z. B. zur Verwaltung von dynamischen Webseiten ver-
wendet. In CMS können Ortsbezüge integriert werden [TuJo05]. Die Nutzer 
werden in zwei Rollen, die Content-Provider und in die Standardnutzer, auf-
geteilt [TuJo05]. Die Content-Provider sind die Benutzer der CM-
Applikation zur Verwaltung der Dokumente. Ein Nutzer dieser Gruppe kann 
Dokumente erstellen, löschen, ändern und über eine bestimmte Werkzeug-
unterstützung Orte Dokumenten zuweisen. Die Werkzeugunterstützung für 
die Content-Provider kann über ein mobiles Endgerät oder von einem (stati-
onären) Computer aus bedient werden [TuJo05]. Ein Standardnutzer des 
CMS kann abhängig vom Ort Informationen über gespeicherte Dokumente 
einholen [TuJo05]. 
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Dateisysteme 
Dateisysteme sind Komponenten die in fast allen Betriebssystemen zu fin-
den sind. Sie stellen verschiedene Operationen zur Dateiverwaltung zur Ver-
fügung. Die Dateien werden in einem Dateisystem meist in einer Baumstruk-
tur angeordnet, worin die Dateien selbst über ihren Pfad einen eindeutigen 
Bezeichner erhalten. Dateisysteme können Ortsbezüge verwalten [HeCa03]. 
Eine Region (vgl. Ortstyp) wird in aktive Gebiete untergliedert, die Zugangs-
berechtigungen enthalten [HeCa03]. Diese aktiven Gebiete können Referen-
zen auf Dateien erhalten. Mit einem aktiven Gebiet werden immer Nutzer- 
und Systemdateien assoziiert, z. B. für die Zugriffsberechtigung. Wenn ein 
Nutzer ein aktives Gebiet betritt, wird ein neues Verzeichnis erzeugt, in das 
die persönlichen Daten eingefügt werden. Es werden zwei verschiedene Be-
triebsarten unterstützt [HeCa03]: Im File Mode sind die Endbenutzerdaten 
in den entsprechenden Verzeichnissen für jeden Endbenutzer sichtbar. Im 
Context Mode werden die Inhalte kontext-bezogen dargestellt. In diesem 
Modus enthalten die Systemdaten Informationen, die eine Kontextauswer-
tung ermöglichen. Ein Kontext ist z. B. der aktuelle Aufenthaltsort eines 
Endbenutzers, der eine Freigabe oder eine Sortierung der Dateien in einem 
bestimmten Verzeichnis auslösen kann [HeCa03]. 
Notizen 
Elektronische Notizen können digital und ortsabhängig auf mobilen Geräten 
erzeugt werden [PEFS03]. Die Nutzer eines solchen Systems haben die 
Möglichkeit, elektronischen Notizen für bestimmte andere Nutzer oder ge-
nerell an alle Nutzer (broadcasting) freizugeben. Jede virtuelle Notiz bein-
haltet eine Signatur (zur Identifikation des Erstellers), die Ortsinformation 
(Erzeugungsort der Nachricht) und den eigentlichen Inhalt. Auf Grund von 
Ortungsfehlern werden sogenannte Place Labels eingeführt [PEFS03], die 
die Orte in konkrete natürliche Zeichenketten abbilden (z. B. Bahnhof). Die 
Place Labels sind notwendig, damit auf Grund von Ortungsfehlern die  
Notizen nicht falschen Orten zugewiesen werden. Beim Speichern der Nach-
richt kann der Nutzer anhand des Place Labels überprüfen, ob er die Nach-
richt diesem Ort wirklich zuweisen möchte [PEFS03]. 
7  Tragfähigkeitsnachweis 
272 
Persönliche Dokumente 
Stick-e Notes sind persönliche elektronische Dokumente, die einen Ortsbe-
zug und einen Adressaten mit der Nachricht beinhalten [Brow96]. Stick-e 
Notes können am Erzeugungsort eingesehen werden, sofern der Adressat der 
aktuelle Nutzer ist. Gruppenfunktionen oder ähnliche Berechtigungskon-
zepte sind bei Stick-e Notes nicht vorgesehen. 
Ortsabhängige Wikis 
Ein Wiki ist ein System für Webseiten, deren Inhalte von Nutzern gelesen 
und direkt im Webbrowser verändert werden [EGHW08]. Wikis werden in 
Unternehmen häufig verwendet, um kooperative Dokumentationen zu er-
stellen. Ortsabhängige Wikis (bzw. Wikis mit Ortsbezügen) werden genutzt,  
um den Informationszugang zu Verwaltungssystemen zu erleichtern 
[ABHK05]. In ortsabhängigen Wikis wird der dreidimensionale Raum in so-
genannte Landings unterteilt, die wiederum im Wiki eine eigene URL bzw. 
Webseite besitzen [ABHK05]. Der Nutzer wird bei einem durchgeführten 
Ortswechsel automatisch auf die richtige Wiki-Seite navigiert. Die Benut-
zung bzw. die Editierung des Wikis erfolgt nach dem „jeder darf schreiben“-
Prinzip [EGHW08]. 
In [SLBG07] werden zusätzlich vier kontextbezogene Listen je nach Auf-
enthaltsort auf dem mobilen Gerät angeboten, um ein effizientes Arbeiten zu 
gewährleisten. Die vier Listen bestehen aus der Liste der Nachbarorte, der 
Liste der populären Seiten, der Liste der neu erzeugten bzw. bearbeiteten 
Seiten und einer zufallsgenerierten Liste von Wiki-Seiten.  
7.2.2 Datenmodell 
Das Datenmodell für die LBS-Anwendungsfälle gewährleistet mit bestimm-
ten Benutzerrechten ein Zugriffskontrollmodell auf die Datenobjekte, um die 
verschiedenen LBS-Anwendungsfälle auszuführen (siehe Kapitel 7.2.1). 
Die verwaltenden Informationsobjekte werden mit Attributen und Zusam-
menhängen modelliert, um einen Überblick über die Datensicht innerhalb 
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der Anwendung zu erhalten. Das Datenmodell für die LBS-Anwen-
dungsfälle basiert auf einem ACL5-Ansatz, bei dem jeder Endbenutzer eine 
eindeutige Kennung erhält. Endbenutzer werden in Gruppen eingeteilt,  
wobei nicht ausgeschlossen ist, dass ein Endbenutzer in mehreren Gruppen 
vorhanden ist. Ein Nutzer besitzt daher immer genau eine aktive Gruppe, 
damit im Modell zu einem gegebenen Zeitpunkt eindeutige Zugriffsrechte 
identifiziert werden können. Alle Endbenutzer sind Mitglieder der Gruppe 
„Benutzer“ (vgl. Entitäten in Abb. 7.5). Die Gruppe „Benutzer“ und die je-
weiligen Gruppen sind sogenannte „Rechtsträger“. „Rechtsträger“ vergeben 
Zugriffsrechte für die entsprechenden Textdokumente. Bei der Rechte-
vergabe ist der zugehörige Ort zu identifizieren. Für die Erstellung eines  
Dokuments muss der „Dokumententyp“ festgelegt werden. Der Dokumen-
tentyp definiert abhängig vom Typ einen Ort als Kreis (mit Punkt) oder als 
Polygonzug und legt die Standardrechte fest (vgl. Kapitel 4.2). Standard-
rechte beinhalten die Rechte des Dokumentenbesitzers, der besitzenden 
Gruppe und der restlichen Endbenutzer (falls vorhanden). Ein Dokumenten-
besitzer ist der Ersteller des Dokuments. Analog dazu wird die zu diesem 
Zeitpunkt aktive Gruppe als „besitzende Gruppe“ bezeichnet. Im Unix- 
Betriebssystem wird für solche Zwecke eine spezielle Umgebungsvariable 
umask eingesetzt, die je nach Benutzer differenziert [Tane09]. Im Vergleich 
dazu sind in diesem Modell die Standardrechte für alle Endbenutzer gleich 
und nicht personalisierbar. Ein Endbenutzer kann nur Dokumententypen 
wählen, die für die aktive Gruppe (oder ihn speziell) freigeschalten wurden. 
Damit ist es beispielsweise möglich, einzelnen Personen bzw. Gruppen be-
sondere Administrationsrechte zuzuweisen. Falls der Dokumententyp für die 
aktive Gruppe andere Rechte als für die restlichen Endbenutzer definiert, 
sollen diese Rechte für die besitzende Gruppe gelten. Eine Ortsdefinition 
kann für den Dokumententyp als Kreis mit Punkt und Radius oder als Poly-
gon definiert werden. Der Dokumententyp bestimmt die zugehörige Orts-
klasse (-typen), bei der die Operationen gelten. Orte gleicher Ortsklassen  
(-typen) dürfen sich nicht überschneiden.  
                                                                    
5  Eine Access Control List (ACL) ist eine Zugriffssteuerungsliste, mit der das Betriebssystem 
(Applikationen) Zugriffe auf Daten und Funktionen eingrenzt. Eine ACL legt fest, welcher 
Benutzer welche Dienste und Dateien nutzen darf [Tane09]. 
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In einer „Rechte-Liste“ (vgl. Abb. 7.6, „Screen 3“) kann der Nutzer die ent-
sprechenden Rechte für ein Dokument ändern. Die Zugriffsrechte werden 
während des Zugriffs auf ein Dokument bestimmt, indem zuerst ermittelt 
wird, ob der Endbenutzer der Besitzer ist. Ist dies nicht der Fall und besitzt 
der Endbenutzer keinen Eintrag in der Rechte-Liste, werden die expliziten 
Rechte (vgl. „Benutzer“, „ist in“, „Gruppe“) verwendet. Sind diese Rechte 
auch nicht definiert, gelten die Rechte der derzeit aktiven Gruppe des End-
benutzers. Falls keines dieser Rechte vorhanden ist, besitzt der Endbenutzer 
keine Rechte. Das bedeutet dann z. B. im Anwendungsfall, dass der Benut-
zer auf das Dokument nicht zugreifen kann.  
Die ortsabhängigen LBS-Szenarien (aus Kapitel 7.2.1) unterscheiden sich 
lediglich über die Standardrechte, die für die jeweils im Anwendungsfall 
verwendeten Textdokumente unterschieden werden. Durch eine eindeutige 
Festlegung dieser Standardrechte können die LBS-Anwendungsfälle mittels 
einer App unterstützt werden. Soll zum Beispiel das Szenario mit den orts-
abhängigen Wikis unterstützt werden, müssen Lese- und Schreibrechte an 
jeden Endbenutzer vergeben werden. Bei einer Unterstützung von Virtual 
Graffiti werden die Rechte nur für eine bestimmte Gruppe vergeben. Falls 
das Dokument nur für den Ersteller einsehbar ist, handelt es sich um ein Per-
sönliches Dokument. Mit den Erinnerungsdiensten kann analog verfahren 
werden. Lediglich die Kommunikation per Push und Pull sollte für diesen 
Anwendungsfall vorhanden sein.  
Mit diesem Zugriffskontrollmodell kann das Datenmodell eingeführt wer-
den, wobei die Entitäten des Datenmodells mit dem Zugriffskontrollmodell 
interagieren. Das Datenmodell ist innerhalb eines Entity-Relationship6-Dia-
gramm (ER) in Abb. 7.5 dargestellt. Entitäten werden durch Rechtecke re-
präsentiert und verfügen über Attribute, die als ovale Kreise abgebildet sind. 
Die Schlüssel (Attribute) einer Entität sind unterstrichen (siehe Abb. 7.5). 
Schlüsselattribute sind notwendig zur Bestimmung geeigneter Attribute ei-
nes Entitätstyps. Die semantischen Beziehungen der Entitäten werden über 
                                                                    
6  Ein Entity-Relationship-Modell (ER-Modell) wird zur semantischen Datenmodellierung ver-
wendet. Ein ER-Modell beinhaltet ein Abbild der realen Welt, indem Datenstrukturen und 
Inhalte bzw. die Semantik der Daten dargestellt wird [ElNa06].  
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Rauten innerhalb eines ER-Modells dargestellt. Die Beziehungen können 
wiederum Attribute besitzen. Die Kardinalität (Zahl zwischen den Verbin-
dungslinien in Abb. 7.5) spezifiziert für jede Instanz des Entitätstyps, wie 
viele Beziehungen er besitzen kann. In Abb. 7.5 wird die „Ist in“-Beziehung 
mit Hilfe einer fetten gerichteten Kante dargestellt. Jeder Endbenutzer („Be-
nutzer“) besitzt 
 eine „Mail“-Adresse,  
 ein Schlüsselattribut des Benutzernamens „BName“,  
 ein „Passwort“,  
 einen „Status“ (eingeloggt oder ausgeloggt),  
 einen „Name“,  
 einen „Vorname“,  
 einen „Zeitstempel“ des letzten gültigen Login-Versuchs,  
 eine Markierung „Banned“ zur expliziten Verweigerung  
eines Dienstes,  
 ein „Geschlecht“,  
 einen zusätzlichen „Schlüssel“ zur (asymmetrischen oder symmet-
rischen) Verschlüsselung der Kommunikation und „Koordinaten“,  
um die ortsabhängigen Zugriffsrechte zu identifizieren (siehe Abb. 7.5).  
Jeder „Benutzer“ gehört zu einer „Gruppe“ und kann Mitglied mehrerer 
Gruppen sein. Leere Gruppen sind nicht erlaubt. Zu jedem Zeitpunkt ist ein 
„Benutzer“ Mitglied genau einer aktiven Gruppe (siehe Abb. 7.5, Raute 
„Aktive Gruppe“). 
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Abb. 7.5:  ER-Datenmodell aus [DeOS10] 
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Die eindeutige Identifizierung einer „Gruppe“ erfolgt anhand des Attributs 
„Name“. „Gruppen“ und „Benutzer“ sind über die „Ist in“-Beziehung zu 
„Rechtsträgern“ dargestellt (siehe Abb. 7.5). Beide sind somit „Rechtsträ-
ger“ und können Rechte auf Dokumente zuweisen. Ein „Dokument“ (siehe 
Abb. 7.5) besitzt einen Schlüssel „Name“, eine „Koordinate“ des Erzeu-
gungsortes und ein Attribut „Inhalt“. Zusätzlich hat jedes Dokument einen 
Besitzer („Owning User“) und eine zugehörige Gruppe („Owning Group“). 
Standardrechte („Default Recht“) sind von der Auswahl des „Dokument-
Typ“ direkt abhängig und werden als Beziehungen zwischen „Rechtsträger“, 
„Operation“ und „DokumentTyp“ modelliert. Dokumententypen („Doku-
mentTyp“) haben einen Schlüssel „Name“. Entweder haben Dokumententy-
pen eine „Default Reichweite“ oder sind einer „Ortsklasse“ (über „Default 
Ortsklasse“) zugehörig. Ortsklassen werden kaskadiert verwendet, was an 
der Beziehung „Ist enthalten“ zu erkennen ist. „Orte“ haben auch einen ein-
deutigen „Name“ eine zugehörige „Ortsklasse“ (über „Klassifiziert als“) und 
werden als „Polygon“ charakterisiert. „Laufzeitrechte“ werden verwendet, 
um die Standardrechte anzupassen. Zusätzlich werden „Laufzeitrechte“ als 
Beziehung zwischen „Dokument“, „Operation“ und „Rechtsträger“ im Mo-
dell dargestellt. Ein Ort ist valide, wenn er über einen Radius (Attribut 
„Reichweite“) oder mit Hilfe eines Ortes (z. B. anhand des Erzeugungsortes) 
beschrieben ist.  
7.2.3 iLBS-App 
Die App, mit der die LBS-Anwendungsfälle aus Kapitel 7.2.1 evaluiert wor-
den sind, besteht aus einer Server- und Client-Komponente (mit SOAP-
Anbindung).  
Server 
Zur Implementierung wird ein Datenbankmanagementsystem (DBMS) ver-
wendet, das geometrische Datentypen und Operationen unterstützt. Mit dem 
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DBMS PostGIS7 ist das vorgestellte Datenbankmodell (siehe Abb. 7.5) er-
stellt worden. Die Implementierung des Servers erfolgt mit Java, da es platt-
formunabhängig auf allen Betriebssystemen eingesetzt werden kann. Der 
Einsatz einer anderen Programmiersprache (mit anderen Modulen) wäre 
auch möglich gewesen. Die Verbindung zur mobilen App ist über einen 
SOAP-Webservice realisiert worden. Eingesetzt wurde die SOAP-Engine 
Apache Axis28 mit einem Tomcat9 Applikationsserver. Die Server-Applika-
tion wurde auf einer Ubuntu Linux10 Installation (auf einer virtuellen Ma-
schine) installiert. Die Eingabe von geometrischen Ortsangaben erfolgt mit 
der PostGIS-Funktion AddGeometryColumn(). Folgende Parameter werden 
für die Funktion benötigt: 
 Tabellenname, in der die geometrische Spalte einsortiert werden soll  
 Name der geometrischen Spalte 
 Spatial Reference Identifier (SRID): Da GPS-Koordinaten benutzt 
wurden, ist das WGS84-Koordinatensystem mit dem SRID-4326 ver-
wendet worden  
 Typen der geometrischen Spalten (Punkt, Polygon und Kreis) 
 Dimensionen der Spalte (Länge, Breite, Höhe) 
Damit die Server-Applikation mit der Geo-Datenbank kommunizieren kann, 
sind JDBC11-Treiber für das DBMS installiert worden. Jede Funktion, die 
vom Server ausgeführt wird, muss vom Client ausgelöst werden. Die Ant-
worten auf die ausgelöste Funktion werden direkt an den Client, von dem 
die Anfrage kam, zurückgeschickt. Der Aufruf (des Clients) wird direkt in 
eine SQL-Datenbankoperation übersetzt, um möglichst schnelle Berechnun-
gen zu gewährleisten. Die Beziehung (von Applikation zur Datenbank) wird 
über eine asynchrone Verbindung (Instanz der Klasse java.sql.Connection) 
gehalten. Um eventuellen Verklemmungen in der Datenbank vorzubeugen, 
wurde immer nur eine aktive Instanz (hin zur Datenbank) erlaubt. D.h. wenn 
                                                                    
7  http://postgis.net 
8  http://axis.apache.org/axis2/java/core/ 
9  http://tomcat.apache.org 
10  http://www.ubuntu.com 
11  http://www.oracle.com/technetwork/java/javase/jdbc/index.html 
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mehrere Zugriffe auf eine Datei zur gleichen Zeit eingehen, werden diese 
sequentiell abgearbeitet.  
Client 
Die Implementierung der Client-App erfolgte mit dem iPhone-SDK 3.012 
(später iOS) mit der Programmiersprache Objective-C [Dunc03]. Um selbst-
entwickelte Apps auf einem Apple-Gerät zu installieren, muss ein gerätespe-
zifisches Zertifikat erstellt werden. Dieses Zertifikat wurde über das von 
Apple für iPhone-Dozenten erstellte Universitätsprogramm13, an dem das 
Institut AIFB teilnimmt, erstellt. Implementierungsdetails der App [Arbi09] 
werden in vorliegender Arbeit nicht weiter betrachtet, da sie keine weiteren 
Erkenntnisse liefern. In folgender Abb. 7.6 werden die Screens der App 
dargestellt: 
 
Abb. 7.6:  Screenshots der iLBS-App 
                                                                    
12 https://developer.apple.com/devcenter/ 
13  https://developer.apple.com/programs/ios/university/ 
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Im „Screen 1“ (siehe Abb. 7.6) ist das App-Icon der Applikation erkennbar. 
„Screen 2“ wird automatisch nach dem Start der App angezeigt. Die App 
besitzt drei native Funktionen: ein „Login/Logout“, ein „Locate Me“ und 
„Create LB Document“. Unter „Login/Logout“ ist eine Anmeldung, ein Be-
nutzerwechsel oder die Abmeldung des Endbenutzers möglich. Gleichzeitig 
wird in diesem Screen die obligatorische aktive Gruppe zugeordnet (siehe 
Abb. 7.6, „Screen 3“). Mit Anklicken von „Locate Me“ gelangt der Endbe-
nutzer zu einer Kartendarstellung. Der Nutzer wird über eine rote Stecknadel 
innerhalb der Karte visualisiert. Die Dokumente mit Ortsbezug werden mit 
grünen Stecknadeln innerhalb der Karte dargestellt (siehe Abb. 7.6). In 
„Screen 5“ wird das kleine implementierte Textbearbeitungstool sichtbar. 
Mit diesem Werkzeug werden die elektronischen Textdokumente mit Orts-
bezug bearbeitet, sofern der Nutzer die entsprechenden Rechte besitzt. In 
„Screen 6“ ist der Konfigurations-Screen dargestellt, mit dem die Benutzer-
Credentials und die Zugangsdaten des Servers zur Speicherung der elektro-
nischen Textdokumente angegeben werden.  
Fazit 
Die in Kapitel 7.2.1 beschriebenen LBS-Anwendungsfälle konnten mit Hilfe 
der iLBS-App und einer Serverapplikation basierend auf einer geographi-
schen Datenbank unterstützt werden [DeOS10, PaVP17]. Allerdings war es 
bei diversen Feldversuchen für den jeweiligen Endbenutzer schwierig zu 
verinnerlichen, in welchem LBS-Anwendungsfall er sich gerade befindet. 
Diejenigen Nutzer, die keinerlei Vorkenntnisse der LBS-Anwendungsfälle 
hatten, konnten die App nicht anwenden. Mit dem Experiment, ein Zugriffs-
kontrollmechanismus mit Hilfe eines Datenmodells einzuführen und damit 
eine App bzw. den Datei-Zugriff zu steuern, ist in vorliegendem Kapitel ge-
zeigt worden. Es ist möglich ein größeres Spektrum an Funktionalität mit 
einfachen Prinzipien über eine explizit gesteuerte ortsabhängige Zugriffs-
kontrolle zu unterstützen. Gleichzeitig wurde durch die Feldversuche deut-
lich, dass bei mobilen Apps der Handlungsraum für den Nutzer verkleinert 
werden muss, damit der jeweilige LBS-Anwendungsfall verstanden wird. 
Ein kleinerer Handlungsraum für die App bedeutet eine eindeutige graphi-
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sche Benutzerführung für den entsprechenden Anwendungsfall. Diese Er-
kenntnis entspricht den iOS Human Interface Guidelines von Apple be-
schriebenen Vorgehensmodellen zur Entwicklung einer App [Appl15]. 
Das Datenmodell bzw. das ortsabhängige Zugriffskontrollmodell kann in-
nerhalb von verschiedenen Apps wiederverwendet werden. Die graphische 
Aufbereitung innerhalb einer GUI muss auf den jeweiligen Anwendungsfall 
angepasst werden. 
7.3 Automatisierte Aktivitäten 
als Benutzeraufgaben 
Im vorliegenden Kapitel wird das Interaktionsdesign (siehe Kapitel 2.1.7) 
zur automatisierten Bearbeitung von (mobilen) Benutzeraufgaben unter-
sucht. In Kapitel 7.3.1 werden mobile Übertragungsdienste bzw. Techniken 
zur Bearbeitung von (Tasklisten-orientierten) Benutzeraufgaben vorgestellt 
(vgl. Apps zur Informationsverarbeitung, Kapitel 2.1.7). Verschiedene Dar-
stellungen mobiler Tasklisten  zeigen, welche Darstellung zur Bearbeitung 
von Benutzeraufgaben auf Smartphones geeignet ist (siehe Kapitel 7.3.2). 
7.3.1 Dienste zur Bearbeitung von 
mobilen Benutzeraufgaben 
Im vorliegenden Kapitel werden verschiedene Dienste zur informationstech-
nischen Unterstützung von mobilen Benutzeraufgaben auf mobilen Geräten 
betrachtet. Voraussetzung zur Nutzung der Dienste ist die Hardwareseitige 
Unterstützung (siehe Kapitel 2.1.4). 
SMS 
Die SMS (engl. short message service) kann als Mitteilungsdienst innerhalb 
eines mWfMS eingesetzt werden, um Benutzeraufgaben als SMS zu vertei-
len. Die Taskliste ist somit die SMS-Posteingangsliste. Die Liste der einge-
gangenen Nachrichten kann je nach Mobiltelefon nach Namen, Größe oder 
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Typ sortiert werden. Gewöhnlich wird die chronologische Reihenfolge als 
Listensortierung unterstützt. In vielen mobilen Endgeräten können die ein-
zelnen Nachrichten in Verzeichnissen organisiert werden. Eine SMS ist auf 
160 Zeichen pro Nachricht eingeschränkt. Eine Benutzeraufgabe kann daher 
nur „knapp“ beschrieben werden. Für Illustrationen oder Graphiken sind 
SMS nicht geeignet. In einer SMS kann nur Text übertragen werden. Die 
Kommunikation über SMS verläuft asynchron und ist robust gegenüber vo-
rübergehenden Netzausfällen. SMS ist ein zentraler Dienst (innerhalb eines 
Mobilfunknetzes), der über ein sogenanntes Short Message Service Center 
(SMSC) des entsprechenden Providers betrieben wird [PSGS00]. Da SMS 
vorübergehende Netzausfälle erkennt und die Nachricht so lange übermittelt, 
bis das mobile Gerät diese erfolgreich empfängt, eignen sich SMS-basierte 
mWfMS in Bereichen schlechter Netzabdeckung.  
Email 
Email war zeitweise der am meiste genutzte Dienst im Internet [Sieg08]. Für 
mobile Endbenutzer, die über ein mobiles Gerät Emails lesen und beantwor-
ten möchten, stehen Email-Clients zur Verfügung. Der Email-Dienst besteht 
meist aus mehreren Übertragungsprotokollen [Dent04]: SMTP14 und 
IMAP15 bzw. POP316. Zur Nutzung von Email auf dem mobilen Gerät ist ein 
Zugang zum Internet notwendig. Analog zum SMS-Posteingang listet ein 
Email-Client die Emails in chronologischer Reihenfolge auf und erlaubt es, 
diese Liste nach bestimmten Kriterien zu sortieren. Bei der Nutzung von 
IMAP wird lediglich der Email-Header heruntergeladen (beim Öffnen die 
komplette Email). IMAP ist für die mobile Nutzung geeignet, da kleinere 
Datenpakete transportiert werden und ein Verbindungsabbruch durch wie-
derholtes Senden besser kompensiert werden kann. Bei POP3 wird stets die 
                                                                    
14  Simple Mail Transfer Protocol (SMTP) ist ein Internet-Protokoll, das zum Austausch von  
E-Mails in Netzen dient [Dent04]. 
15  Internet Message Access Protocol (IMAP) ist ein Anwendungsprotokoll das den Zugriff und 
das Management von empfangenen E-Mails erlaubt, die sich in einem Postfach auf einem 
Mailserver befinden [Dent04]. 
16  Post Office Protocol (POP) ist ein Übertragungsprotokoll, über welches ein Client E-Mails 
von einem E-Mail-Server abholen kann. Version 3 (POP3) wird im RFC 1939 beschrieben 
[Dent04]. 
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komplette Email heruntergeladen. Emails lassen sich in verschiedene Ver-
zeichnisstrukturen sortieren und erlauben ein Management von z. B. rele-
vanten Benutzeraufgaben. Email-Clients ermöglichen mehrere Email-Kon-
ten gleichzeitig zu verwalten, so dass beispielsweise ein mWfMS mit einem 
speziellen Email-Account eingerichtet werden kann. Einige Email-Clients 
bzw. Email-Server (z. B. Microsoft Exchange Server 2010) besitzen eine 
Benutzeraufgaben- bzw. Tasklisten-Unterstützung, um eine Kategorisierung 
und Bearbeitung der Benutzeraufgaben integrativ zu ermöglichen. Emails 
lassen sich leicht um Illustrationen und Graphiken ergänzen, sind jedoch 
nicht entworfen worden, um eine (effiziente) Datenübertragung zu gewähr-
leisten [Sieg08]. 
WAP 
Das Wireless Application Protocol (WAP) war eine der ersten Möglichkei-
ten, von einem mobilen Endgerät aus auf das Internet zuzugreifen [Dulz00]. 
WAP ist ein offener Standard für die Darstellung von Inhalten aus dem In-
ternet, der speziell an die mobil-spezifischen Eigenschaften angepasst wor-
den ist. Das WAP berücksichtigt …  
… langsame Übertragungsraten, 
… lange Antwortzeiten und 
… kleine Displays.  
Die Inhalte werden mit Hilfe der Wireless Markup Language (WML) darge-
stellt. Über einen Proxy-Server, das sogenannte WAP-Gateway, kommuni-
ziert der Client (das mobile Gerät) mit dem Server. Über dieses Gateway 
werden die Daten von HTTP bzw. Transmission Control Protocol/ Internet 
Protocol (TCP/IP) in die WAP-Protokolle übersetzt [WAPF01]. Die Dar-
stellung der Internetinhalte über WAP erfolgt über einen gewöhnlichen 
Browser. WAP garantiert über Komprimierungen (innerhalb des Protokolls) 
eine effiziente Datenübertragung [Dulz00]. 
Im Anwendungsbeispiel [ChCK02] erhält der Nutzer eine WAP-basierte 
Mitteilung, dass eine Bestellung eines Kollegen freigegeben werden muss. 
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Diese Freigabe kann direkt vom mobilen Gerät aus durchgeführt werden 
[ChCK02]. Das Anwendungsbeispiel [ChCK02] ist ein hochentwickeltes 
mWfMS (vgl. Kapitel 3.3).  
MMS 
Der Multi Messaging Service (MMS) ist die Weiterentwicklung der SMS, 
um multimediale Inhalte zu übertragen. Die Datenübertragung bei MMS er-
folgt über das WAP. Bei MMS werden bei der Übertragung max. 300kB/s 
erreicht. Die Inhalte werden vor der Übertragung (über das WAP) kompri-
miert. Die Zwischenspeicherung wird endgeräteunabhängig über das Multi-
media Messaging Service Center (einen Proxy-Server) durchgeführt. Eine 
Benutzeraufgabenverwaltung innerhalb einer Taskliste kann (analog zur 
SMS) innerhalb des Nachrichteneingangs geführt werden. Je nach mobilem 
Gerät, kann im Posteingang die MMS nach verschiedenen Kriterien sortiert 
werden. Durch die größere (multimediale) Ausdrucksmächtigkeit einer 
MMS (gegenüber einer SMS) können Benutzeraufgaben ergänzend aufbe-
reitet werden. Illustrationen, Graphiken, Tonaufzeichnungen oder Videos 
können helfen, den Zusammenhang einer Benutzeraufgabe zu beschreiben.  
Im Anwendungsbeispiel eines MMS-basierten mWfMS [Rein03] soll eine 
Pipeline instandgesetzt werden. Die Benutzeraufgabe mit Ortsbezug (Ort der 
Pipeline-Reparatur) ist innerhalb einer Karte visualisiert worden. Der Nutzer 
wird visuell zum entsprechenden Ort geführt, an dem sich die gebrochene 
Pipeline befindet [Rein03]. 
Apps 
Benutzeraufgaben können als native App, als Web App oder als hybride App 
auf einer mobilen Endgeräteplattform abgebildet werden (siehe Kapi-
tel 2.1.7). Innerhalb von Apps lassen sich Benutzeraufgaben bzw. Tasklisten 
auf unterschiedliche Art darstellen (siehe Kapitel 7.3.2). Voraussetzung ist 
der Zugang zum Internet/Intranet. Bei Apps wird das mobile Gerät als Me-
diator zwischen dem Menschen und anderen Informationsobjekten, die über 
das Internet angebunden werden, beschrieben [MaFl10]. Durch die starke 
Verbreitung der Smartphones, werden immer mehr Apps und Dienste über 
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das Internet genutzt. Die virtuellen App-Stores haben die Installation neuer 
Apps vereinfacht und damit einen neuen Markt geschaffen [HuHM10]. 
Die Darstellung einer Benutzeraufgaben Web App erfolgt innerhalb des mo-
bilen Browsers. Die Benutzeraufgabe einer Web App kann nur bei bestehen-
der Verbindung zum Internet (bzw. zum mWfM-Server) aktualisiert werden. 
Mit HTML5 [Hick11] können jedoch Daten innerhalb des Caches mitgeführt 
werden, so dass eine Nutzung unabhängig von der Internetverbindung mög-
lich ist. Die graphische Aufbereitung der Benutzeraufgabe innerhalb einer 
Web App ist abhängig von der zur Verfügung stehenden Funktionalität des 
Browsers. Die Benutzeraufgabe kann auf den entsprechenden Anwendungs-
fall, jedoch nicht explizit auf den Nutzer, angepasst werden (im Gegensatz 
zur nativen oder hybriden App). Es können beispielsweise keine Gerätefunk-
tionen genutzt werden. Die API der entsprechenden Plattform (iOS, Android) 
steht lediglich für eine native Implementierung bereit (siehe Kapitel 2.1.7). 
Native mobile Apps können Endbenutzer-spezifisch implementiert werden, 
so dass die abgebildeten Benutzeraufgaben eine gute Usability erhalten 
(siehe Kapitel 2.1.7). Durch die Nutzungsmöglichkeit jeglicher zur Verfü-
gung stehender Gerätefunktionen kann der Softwareingenieur die App so 
vorbereiten, dass beispielsweise unnötige Eingaben durch den Endbenutzer 
verhindert werden. Eine entsprechende Kontextanalyse auf dem mobilen 
Gerät kann z. B. die Steuerung der App übernehmen oder dem Nutzer zu-
sätzliche Informationen zur Bearbeitung der Benutzeraufgabe bereitstellen. 
Die relativ hohen Kosten (im Vergleich zur Web App) bei der Entwicklung 
einer nativen mobilen App müssen berücksichtigt werden. Eine Kosten-Nut-
zen-Analyse sollte bei nativen Apps immer durchgeführt werden [Hugh10]. 
Eine native App wird für eine entsprechende Endgeräteplattform (in einer 
speziellen Programmiersprache) entwickelt. D. h. eine iOS-App wird nicht 
auf einem Android-Gerät funktionieren und umgekehrt. Vor der Implemen-
tierung sollte zusätzlich eine (Geräte- bzw.) Nutzergruppenanalyse durchge-
führt werden, damit die App für die richtige Anwendergruppe realisiert wird 
(siehe Anhang B). 
Hybride Apps sind eine Kombination aus Web App und nativer App. Hybride 
Apps werden innerhalb einer Plattform-spezifischen Sprache entwickelt. Bei 
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der Anwendung der App werden jedoch Teile der App (der sogenannte Con-
tent) über Webtechnologien (nach-)geladen. Der erstellte Content, der meist 
über einen sogenannten Webserver bereitgestellt wird, kann in den verschie-
denen Plattformen wiederverwendet werden (siehe Kapitel 7.2.3). Die native 
Basis der App wird explizit auf die Benutzeraufgabe und die Plattform bzw. 
das mobile Gerät angepasst. Das Verhältnis zwischen nativen und webba-
sierten Anteilen innerhalb der App kann variabel gestaltet werden. Hybride 
Apps können (wie native Apps) über die Plattform-abhängigen App Stores 
heruntergeladen und installiert werden. 
Fazit 
In Tab. 7.2 werden die Dienste zur Bearbeitung mobiler Benutzeraufgaben 
nach ihren wichtigsten Kriterien bzw. in Bezug auf die Verwendung inner-
halb eines mWfMS ausgewertet: 
Tab. 7.2: Auswertung der Dienste zur Bearbeitung mobiler Benutzeraufgaben 
 SMS MMS Email WAP App 
Mitteilungs-
dienst 
X X X - - 
Bilder/ 
Graphik 
- X X X X 
Server-
betrieb 
(Cloud-, 
Web-, 
Mailserver) 
- - X X X 
(bei Hyb-
ride App 
und Web 
App) 
Mobiles 
Internet 
- - X X X 
Kosten gering mittel gering moderat hoch 
Vorteile Auf 
jedem 
Handy 
verfügbar 
Multime-
dia-Inhalte 
über Mobil-
funknetz 
weite  
Verbreitung 
Einfache 
Website-
Gestaltung 
Maximale 
Gestal-
tungsfrei-
heit 
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7.3.2 Ausführung von (mobilen) Benutzeraufgaben 
auf Smartphones 
Die graphische Symbolik bei der Benutzeraufgabenverwaltung orientiert 
sich an Analogien, die eine bestimmte Bedeutung assoziieren. Zur Differen-
zierung verschiedener Kategorien der Tasklisten (z. B. innerhalb von Apps) 
werden unterschiedliche Farben verwendet. Bei Unterkategorisierungen 
werden etwas dunklere bzw. hellere Farbtöne angewandt, so dass der Nutzer 
die Unterkategorie zur „Ursprungsfarbe“ assoziiert [Clar10]. Die Signal-
farbe rot wird für besonders wichtige Aufgaben verwendet. Gelb symboli-
siert meist einen Übergangsbereich (die Bedeutung steigert sich). Grün hin-
gegen symbolisiert keine Handlungsaufforderung, sondern eine neutrale 
Haltung. Der Einsatz von Farben innerhalb mobiler Apps dient dem Hervor-
heben oder Verbergen von wichtigen oder unwichtigen Merkmalen der Be-
nutzeraufgabe. Analogien zum Straßenverkehr (z. B. Schilder, Ampeln, 
Zebrastreifen) finden oft Anwendung innerhalb der Symbolik [Clar10]. Mit 
den drei „Ampelfarben“ wird beispielsweise der Status einer Benutzerauf-
gabe gekennzeichnet. Ein Stoppschild kann z. B. kennzeichnen, dass eine 
Aufgabe nicht weiterbearbeitet werden sollte (siehe Abb. 7.7). 
Aufgabenlisten 
Benutzeraufgaben werden innerhalb von Aufgabenlisten (Tasklisten) zur 
Bearbeitung bereitgestellt. Über einen Dienst (siehe Kapitel 7.3.1) können 
auf dem mobilen Gerät verschiedene Tasklisten gefüllt werden. Zur Darstel-
lung von Aufgabenlisten existieren verschiedene Methoden, die je nach An-
wendungsfall (Kontext des Workflows) dem Nutzer bei der Bearbeitung der 
Aufgabe helfen. Eine Aufgabenliste kann z. B. nach einer bestimmten Merk-
malsausprägung (z. B. Fälligkeitsdatum) sortiert werden, um dem Nutzer des 
mobilen Gerätes nur die fälligen Benutzeraufgaben anzuzeigen. Wenige 
mWfMS liefern eine Priorisierungsverwaltung von Benutzeraufgaben (siehe 
Kapitel 3.2.1 und Kapitel 3.2.2). Zur Tasklistenverwaltung auf mobilen Ge-
räten ist es wichtig, eine Listensortierung nach mehreren Merkmalen anzu-
bieten, damit diese Merkmalskombinationen verknüpft werden können 
(z. B. Aufgaben mit hoher Priorität in einer bestimmten Umgebung).  
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Die Benutzeraufgabe wird im vorliegenden mWfMS-Anwendungsbeispiel 
innerhalb eines Screen dargestellt (siehe Abb. 7.7, „Screen 3“). Die an den 
Nutzer adressierten Aufgaben werden innerhalb einer Aufgabenliste verwal-
ten (siehe Abb. 7.7, „Screen 2“). 
 
Abb. 7.7:  mWfMS Tasklister Lite 
Dem Nutzer der App Tasklister Lite (siehe Abb. 7.7, „Screen 1“) werden 
mehrere Tasklisten bzw. Kategorisierungen angeboten, um die Benutzerauf-
gaben zu verwalten (z. B. Liste offener Benutzeraufgaben (Pending), siehe 
Abb. 7.7, „Screen 2“). Zur Konfiguration der Merkmale der Benutzerauf-
gabe (Status, Wichtigkeit, etc.) dient ein weiterer Screen (siehe Abb. 7.7, 
„Screen 3“). Die Benutzeraufgaben werden in einer Liste nach der jeweili-
gen Kategorisierung aufgelistet (siehe Abb. 7.7). Das rote Ausrufezeichen 
markiert, dass eine Aufgabe umgehend bearbeitet werden muss. Im Anwen-
dungsbeispiel werden die einzelnen Aufgabenlisten differenziert nach Over-
due (überfällig), Important (wichtig), Pending (bevorstehend) und Comple-
ted (abgeschlossen) aufgeführt. In der Liste All (alle) werden alle Aufgaben 
zur Übersicht dargestellt. Zusätzlich kann mit Hilfe der App nach Aufgaben 
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bzw. deren Beschreibung gesucht werden (Find tasks, „Screen 1“). Die Far-
bunterstützung der Benutzeraufgaben im Anwendungsbeispiel erfolgt mit 
den „Ampelfarben“ grün, gelb und rot (siehe Abb. 7.7). Die Liste Overdue 
wird z. B. gelb (mit Warnhinweis) dargestellt, um die Dringlichkeit zu ver-
deutlichen. Der rote Kreis mit weißem Ausrufezeichen (siehe Abb. 7.7) hebt 
die Wichtigkeit der Aufgabe hervor. Ein grüner Punkt mit weißem Häkchen 
kennzeichnet dahingegen, dass eine Aufgabe abgeschlossen bearbeitet 
wurde (siehe Abb. 7.7). 
Kacheln als Kategorisierung von Benutzeraufgaben 
In der Kacheldarstellung werden Benutzeraufgaben innerhalb von Verzeich-
nissen verwaltet. Über das Verzeichnis gelangt der Nutzer meist direkt zur 
Listendarstellung. Die Kacheln werden u. a. verwendet, um z. B. Apps in-
nerhalb des Betriebssystems anzuzeigen (siehe z. B. iOS, Android). Bei der 
initialen Kategorisierung von Benutzeraufgaben wird die Kacheldarstellung 
angewandt (siehe Abb. 7.8). Die verschiedenen Kategorien werden durch 
sogenannte Icons (kleine aussagefähige Bildchen oder Symbole) abgebildet, 
die wiederum als Navigationsobjekte (bzw. Verzeichnisse) dienen. 
 
Abb. 7.8:  Screenshots von Applikation eTodo und Awesome Note 
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Die Anwendungsbeispiel-Apps eTodo und Awesome Note verwenden Ka-
cheln, um zur Darstellung der Aufgabenliste zu gelangen (siehe Abb. 7.8). 
Es werden für den Nutzer verschiedene Kategorien angeboten. Hinter den 
Kategorien (Kacheln) befinden sich Aufgabenlisten. Die Kategorien sind 
Verzeichnisse, die in Analogie zu einem „echten Büro“ als Ordner, Korb 
oder Box dargestellt werden. Mit dem Symbol „Inbox“ (Abb. 7.8,  
„Screen 1“) wird beispielsweise ein Eingangspostfach für Benutzeraufgaben 
abgebildet. Unter „Completed“ werden die erledigten Aufgaben gespeichert. 
Die Symbolik des Hakens für „Completed“ betont graphisch, dass sich in 
diesem Verzeichnis abgeschlossene Benutzeraufgaben befinden.  
Der Nutzer hat in der App „Awesome Note“ die Möglichkeit, eine Aufga-
benliste je nach Aufgabentyp individuell zu gestalten. Die Benutzeraufgaben 
werden in besonders markierten Listen als Kacheln dargestellt, die an einen 
Notizzettel erinnern sollen (siehe Abb. 7.8). Wichtigkeit oder Prioritäten 
werden mittels Bewertungsschemas definiert (siehe Abb. 7.8). 
Benutzeraufgaben mit Ortsbezug innerhalb von Karten 
Die Darstellung von Benutzeraufgaben als z. B. Stecknadeln in einer Land-
karte, unterstützen Nutzer, die sich innerhalb eines (mobilen) Anwendungs-
falls befinden (vgl. Kapitel 7.2.3). Für die geographische Darstellung inner-
halb einer Karte werden Ortsangaben für die Benutzeraufgaben benötigt. Mit 
dieser Darstellungsform werden Arbeitszeit und damit Kosten eingespart, da 
die Benutzeraufgaben innerhalb der Karte integriert dargestellt werden 
[LeAH08]. Die geographische Verteilung der Benutzeraufgaben wird in ei-
ner Land- oder Stadtkarte visualisiert, um bestimmte Aufgaben (z. B. Kun-
dentermine) anzuzeigen. Farben helfen, um z. B. unterschiedliche Aufga-
benkategorien in der Karte zu markieren. Zur eigentlichen Bearbeitung der 
Benutzeraufgabe ist die Kartendarstellung nicht geeignet. Die Karte gewähr-
leistet dem Nutzer gegenüber einen „geographischen Überblick“, der zur Na-
vigation bzw. Orientierung benutzt werden kann. Zeitliche Abhängigkeiten 
können beispielsweise mittels eines Pfades (Wegeplans) innerhalb der Karte 
dargestellt werden. Über eine Navigationsunterstützung innerhalb der App 
kann die Orientierung zusätzlich erleichtert werden. Bei der Wegeplanung 
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können Benutzeraufgaben, die zeitlich nicht mehr in die Planung integrierbar 
sind, an andere Mitarbeiter adressiert werden [JHHS00]. 
 
Abb. 7.9:  Geographische Darstellung von Benutzeraufgaben, „Map Contacts“ 
Mit den Kreisen bzw. Punkten werden die Benutzeraufgaben in den Anwen-
dungsbeispielen (siehe Abb. 7.9) markiert. Die Dreiecke (siehe Abb. 7.9, 
„Screen 1“) symbolisieren spezielle Ressourcen, die zu Bearbeitung der  
Benutzeraufgabe benötigt werden [LeAH08]. Die Stecknadelköpfe visuali-
sieren im zweiten Anwendungsbeispiel Kundentermine (Abb. 7.9,  
„Screen 2“), so dass der Nutzer direkt aus der Kartenansicht die Ausprägun-
gen der Benutzeraufgabe sehen kann. 
Benutzeraufgaben in Kalendern 
Kalender sind Werkzeuge für die zeitliche Planung von Terminen und Res-
sourcen. Die Benutzeraufgaben werden als Termine innerhalb des Kalenders 
(der Tages-, Monats- und Jahresansicht) integriert (siehe Abb. 7.10). 
Die Beispiele (siehe Abb. 7.10) zeigen unterschiedliche farbige Markierun-
gen, um die Benutzeraufgaben voneinander unterscheiden zu können (z. B. 
anhand von Prioritäten). Eine Monatsansicht der App „Awesome Note“ 
(siehe Abb. 7.10, „Screen 1“) und eine Tagesansicht der App „myTimes“ 
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(siehe Abb. 7.10, „Screen 2“) sind Anwendungsbeispiele der (integrierten) 
Benutzeraufgaben. 
 
Abb. 7.10:  Benutzeraufgaben in Kalendern: „Awesome Note“, „myTimes“. 
Benutzeraufgaben im Prozessmodell  
Benutzeraufgaben könnnen innerhalb eines Prozessmodells dargestellt wer-
den, um verschiedene Zusammenhänge übersichtlich darzustellen bzw. zu 
planen. In einem Prozessmodell werden u. a. Ressourcen, Rollen und Bezie-
hungen modelliert (siehe Kapitel 2.3). Die Darstellung von Benutzeraufga-
ben innerhalb von Workflow-Modellen kann Nutzern beim Bearbeiten der 
Aufgabe helfen [KoRR12]. Durch die Darstellung des Kontextes, in dem die 
Benutzeraufgabe bearbeitet werden soll, kann der Nutzer die Aufgabe kreativ 
und ggfs. effizienter lösen. Die übersichtliche Darstellung von Prozessmo-
dellen auf mobilen Geräten ist maßgeblich von der Displaygröße abhängig 
(siehe Abb. 7.11). Smartphones eigenen sich auf Grund des kleinen Bild-
schirms (<5“) beispielsweise weniger, um viele Kontexte gleichzeitig darzu-
stellen. Tablets hingegen besitzen eine Displaygröße, die sich zur übersicht-
lichen Darstellung von Prozessmodellen und ihren Kontexten eignet (siehe 
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Kapitel 2.1.5). Falls das Prozessmodell dennoch auf einem Smartphone dar-
gestellt wird, können Techniken wie z. B. das Pinch-to-Zoom17 helfen, eine 
bessere Usability gegenüber dem Nutzer zu erzielen (siehe Abb. 7.11).  
 
Abb. 7.11:  Aufgaben in Workflow-Modelldarstellung 
Farbliche Markierungen von bestimmten Modellobjekten verbessern die 
Übersicht im Modell. Die Überschaubarkeit des Workflow-Modells hängt 
zusätzlich von der Anzahl der Modellobjekte ab. Je mehr Objekte im Work-
flow-Modell enthalten sind, desto schneller verliert der Nutzer den Über-
blick, da nur Teilbereiche des Modells auf einmal betrachten werden können 
(siehe Abb. 7.11). 
                                                                    
17  Patentierte Multitouch-Funktion der Firma Apple, um mit zwei Fingern den Inhalt eines 
Screens bzw. ein Workflow-Modell auseinanderzuziehen oder zu verkleinern. 
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Benutzeraufgaben mit Augmented Reality 
Augmented Reality (AR) ist eine bekannte und seit langem angewandte 
Technik [Suth68, SMRL97, FMHW97, HFTR99]. Augmented Reality be-
deutet so viel wie „angereicherte Realität“ oder „erweiterte Wirklichkeit“. 
Bei AR werden zum Kamerabild ergänzende Kontextinformationen in Echt-
zeit (z. B. Video, Audio, Aufgabenliste) angeboten [HöFe04]. Während in 
[Suth68] jeweils eine spezielle Apparatur mit Brille notwendig war, ist AR 
heutzutage auf jedem Smartphone nutzbar [MoBD12]. Die jeweiligen Platt-
formhersteller bieten mittlerweile den App-Entwicklern die Nutzung von 
AR über das zur Verfügung gestellt Software Development Kit (SDK) an. 
Benutzeraufgaben (bzw. Informationen, die mit diesen Aufgaben im Zusam-
menhang stehen) werden zum Kamerabild in Echtzeit eingeblendet. Voraus-
setzung für die Nutzung von AR-Benutzeraufgaben sind Ortsinformationen. 
Es ist es notwendig, Ortsinformationen an die Benutzeraufgabe zu binden 
(vgl. Kartendarstellung). Die Darstellung von Benutzeraufgaben innerhalb 
einer AR-App auf dem Smartphone eignet sich nicht für jeden Anwendungs-
fall, da der Nutzer zum aktuellen Kamerabild seines Smartphones die Benut-
zeraufgabe anhand der Ortsinformation angezeigt bekommt. Befindet sich 
der Nutzer in großer Distanz zur Ortsangabe der Benutzeraufgabe, wird 
diese beispielsweise (meist) nicht eingeblendet. Gerade bei AR ist die Dar-
stellung von Farben und Symbolen besonders wichtig, da der Nutzer (wie 
beispielsweise bei einer Navigations-App) gleichzeitig die Umgebung wahr-
nehmen muss. 
Im Hintergrund der beiden AR-Anwendungsbeispiele (siehe Abb. 7.12) ist 
das Kamerabild des mobilen Geräts zu sehen, das mit Texten und Symbolen 
annotiert ist. Die Ausrichtung des Gerätes wird jeweils zur Orientierungsun-
terstützung des Nutzers eingeblendet. Das Symbol (siehe Abb. 7.12, rechts 
oben in „Screen 1“) ist als Analogie zu einem Kompass entworfen worden. 
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Abb. 7.12:  AR-Benutzeraufgaben: Screenshots O2-Werbung, "Layar"-App 
„Layar“ (siehe Abb. 7.12, „Screen 2“) ist eine App für Wohnungssuchende, 
die zum Kamerabild in Echtzeit die aktuellen Immobilienangebote einsehen 
können. Die Größe der Kreise zeigt die relative Entfernung vom aktuellen 
Ort ausgehend an (siehe Abb. 7.12, „Screen 2“). In dieser App ist ein kleiner 
Kompass als Orientierungsunterstützung eingeblendet. Die aktuellen Woh-
nungstreffer werden im virtuellen Kompass zweidimensional dargestellt 
(siehe Abb. 7.12, kleine blauen Punkte in „Screen 2“). 
Fazit 
Für die Bearbeitung von mobilen Benutzeraufgaben (durch einen Nutzer 
bzw. Akteur) werden Tasklisten-orientierte mobile Dienste eingesetzt (siehe 
Kapitel 7.3.1). Mobile Akteure sind z. B. Handelsvertreter, Handwerker, 
Software-Entwickler etc. Zur Bearbeitung einer mobilen Aufgabe auf einem 
mobilen Endgerät bzw. Smartphone können verschiedene Darstellungstech-
niken verwendet werden (siehe Kapitel 7.3.2).  
Die Visualisierung von Benutzeraufgaben ist immer vom zugehörigen 
Workflow bzw. dem Anwendungsfall, vom Nutzer, vom Endgerät und vom 
verwendeten Dienst (siehe Kapitel 7.3.1) abhängig. Ein Kontext-abhängiges 
Interaktionsdesign innerhalb der App kann einen Anwendungsfall besser un-
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terstützen [AnD’I02]. Bei oft wiederkehrenden Arbeitsabläufen ist eine Ab-
arbeitungsroutine in Form einer Vorlage bzw. eines geführten Arbeitsablau-
fes geeignet. Benutzeraufgaben können innerhalb von Karten dargestellt 
werden, sofern die Ortsinformationen der jeweiligen Benutzeraufgaben 
(bzw. Aktivitäten) vorliegen [LeAH08, BrPa05]. 
Eine Kombination aus mehreren Darstellungen (engl. Screens), verknüpft 
über einen innerhalb der App intuitiv gestalteten einfachen Wechsel (Inter-
aktionsdesign), ermöglicht dem Nutzer Flexibilität bei der Bearbeitung der 
Benutzeraufgaben. Parallel zu einer Kartendarstellung, innerhalb derer die 
Benutzeraufgaben angezeigt werden, kann z. B. eine Aufgabeliste in einem 
weiteren Screen angeboten werden, um zu den Details der Benutzeraufgabe 
zu gelangen. Der Nutzer soll selbst auswählen können, welche Ansicht ihm 
mehr Überblick bzw. Vorteile bietet. Dadurch kann einerseits die Kon-
textanalyse innerhalb der App eingeschränkt werden und andererseits wird 
die Benutzerführung nicht als zu eng empfunden. 
Letztendlich sollte eine App immer bzgl. der Usability evaluiert werden, da-
mit eine möglichst gute Unterstützung der Benutzeraufgabe gewährleistet 
wird. Die Benutzeraufgabe sollte innerhalb der App so bearbeitet werden 
können, dass der Nutzer einen Mehrwert gegenüber konventioneller (mobi-
ler) Aufgabenbearbeitung (z. B. mit Notizbuch) erkennt. 
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8 Zusammenfassung und Ausblick 
In diesem Kapitel werden die Erkenntnisse dieser Arbeit zusammengefasst 
und weitere forschungsrelevante Themen in Form eines Ausblicks auf wei-
terführende Arbeiten beschrieben. 
8.1 Zusammenfassung 
In vorliegender Arbeit sind Ortsbezüge respektive ortsbasierte Kontextinfor-
mationen in Form von sogenannten Ortseinschränkungen innerhalb von Ge-
schäftsprozessmodellierungssprachen integriert worden. Die Spracherweite-
rung bzw. das ganze Konzept ist innerhalb von bestehenden WfMS erstmals 
erfolgreich erprobt worden. Die Geschäftsprozesse, die von Unternehmen 
bzw. Organisationen verwenden werden, werden mit Kontextinformationen 
gesteuert, indem sie über sogenannte Workflows innerhalb eines mobilen 
Workflow-Managementsystems (mWfMS) ausgeführt werden. Mit den OE 
erhalten Modellierer bzw. Systemdesigner von WfMS ein neues Konzept, 
um ortsbasierte Kontextinformationen auszuwerten bzw. abhängig davon 
die Workflow-Modelle zu steuern. 
Für die Integration von Ortsbezügen in Workflow-Modelle wurde ein Kon-
zept auf Basis von Ortseinschränkungen entwickelt. Ein Ortsmodell wurde 
definiert, um die Annotation auf mehrere Workflow-Sprachen anwenden zu 
können. Die graphische Annotation der Ortsbezüge wurde unter Berücksich-
tigung unterschiedlicher Sprachaspekte (z. B. Aggregationen, Hierarchische 
Modellelemente, Verknüpfungen) entworfen. Eine Erweiterung der Petri-
Netze und der BPMN 2.0 zeigt, dass dieses Konzept in verschiedenen Spra-
chen innerhalb des Geschäftsprozessmanagements integriert werden kann. 
Das entwickelte Konzept der Ortseinschränkungen kann mit den eingeführ-
ten OCL-Definitionen (siehe Kapitel 4.2, 5.2) innerhalb von Programmier-
sprachen angewandt werden, indem mittels Sprachtransformation (z. B.  
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in Java1) eine Übersetzung in die jeweilige Zielsprache durchgeführt wird. 
Damit kann das Konzept der Ortsbezüge in weitere bestehende Modellie-
rungssprachen integriert werden. 
Das Referenzmodell der WfMC (siehe Kapitel 3.3) ist zu einem mobilen 
WfMS erweitert worden, um die Workflow-Modelle mit Ortsbezügen inner-
halb einer Workflow-Engine automatisiert auszuführen. Die Workflow-Mo-
delle wurden auf einem mWfMS, das für die Anwendungsfälle ausreichend 
generisch und erweiterbar war, basierend auf einer SOA ausgeführt. Das ent-
wickelte Advanced mWfMS ist innerhalb von mehreren Unternehmen mit 
unterschiedlichen mobilen Anwendungsfällen im Verbundprojekt R2B er-
folgreich getestet worden (vgl. Kapitel 7.1). Verschiedene Anwendungsfälle 
zeigen, wie durch die Integration der Ortsbezüge und weiterer Kontextinfor-
mationen (vgl. Kapitel 7.1.3) das mWfMS angereichert wurde, um die 
Workflow-Modelle Kontext-basiert zu steuern. Ferner wurde eine Work-
flow-Steuerung auf Basis eines Regel- bzw. Schwellwert-basierten Mecha-
nismuses in Feldversuchen erfolgreich erprobt (siehe Kapitel 7.1.5). Die Im-
plementierungen bzw. Erweiterungen des WfMS verdeutlichen, dass die 
vorgestellten Konzepte und Methoden in weitere bestehende WfMS integ-
rierbar sind. Damit zeigt die vorliegende Arbeit, dass bestehende WfMS zu 
mWfMS erweitert werden können (vgl. Abb. 1.1). 
Die Kontext-basierte Erweiterung des mWfMS zeigt, dass Kontextinforma-
tionen ganzheitlich erfasst und ausgewertet werden müssen, damit Mehr-
werte für den Nutzer bzw. das Unternehmen entstehen. Die Auswertung und 
Aufbereitung der Kontextinformationen2 wird zur maßgebenden Funktiona-
lität eines mWfMS, wenn die Worklflows davon abhängig ausgeführt bzw. 
gesteuert werden. Die praktischen Versuche zeigen, dass sich das Konzept 
der Ortsbezüge innerhalb von Workflow-Modellen mit vielen geographi-
schen Beziehungen besonders eignet. Gerade in der Landwirtschaft, im Bau-
betrieb, in der Logistik, im Tourismus, in der Automobilindustrie und in vie-
len weiteren Branchen existieren diese Geschäftsprozesse mit Ortsbezügen. 
                                                                    
1  http://www.dresden-ocl.org 
2  Durch die Daten-Sammlung innerhalb des mWfMS müssen besondere Schutzmaßnahmen 
vor Datendiebstahl und –missbrauch getroffen werden.  
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Mit dem vorgestellten Konzept ist es möglich, diese geographischen Bezie-
hungen innerhalb von Workflow-Modellen abzubilden und automatisiert in-
nerhalb von mWfMS auszuführen. Im Umfeld betrieblicher Softwareent-
wicklung birgt das Konzept enormes Marktpotential, wenn die genannten 
Branchen diese Erkenntnisse der vorliegenden Arbeit nutzen und in ihren 
betrieblichen Abläufen integrieren. Die Unternehmen können mit einer sol-
chen Softwareunterstützung bzw. der Automatisierung von geschäftlichen 
Abläufen Ressourcen einsparen und potentiell neue Märkte erschließen 
(siehe Kapitel 5.2.2).  
Einfache ortsbasierte mobile Anwendungsfälle werden mit einer mobilen 
Applikation auf einer mobilen Geräteplattform (vgl. iOS, Android) umge-
setzt. Solche Einfachen mWfMS (siehe Kapitel 3.3) wurden innerhalb von 
Experimenten erprobt. Die Erkenntnisse daraus lassen sich zum Software-
Engineering mobiler Applikationen nutzen. Die Experimente im Umfeld 
mobiler Softwareentwicklung zeigen, dass mobile Apps auf Basis eines ge-
meinsamen Datenmodells entwickelt werden können. Eine mobile App kann 
z. B. mit solch einem zentralen Datenmodell verknüpft werden. Die WfMS 
sind in vielen Unternehmen bereits heute im Einsatz. Es bedarf somit ledig-
lich einer Systemerweiterung, um die Ortsbezüge innerhalb der betrieblichen 
Workflows zu nutzen und aus einem WfMS ein mWfMS zu erweitern. Die 
mobile App hingegen, muss (bis auf das Datenmodell) auf den jeweiligen 
betrieblichen Anwendungsfall angepasst werden. Abhängig vom mobilen 
Gerät (bzw. der Displaygröße) müssen die graphischen Elemente der App so 
angeordnet werden, dass die Nutzung nicht als unnötiger Mehraufwand 
wahrgenommen wird. 
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8.2 Ausblick 
Weiterführende Arbeiten bei der Modellierung und Ausführung von Work-
flows unter Berücksichtigung mobiler Kontextinformationen ergeben sich 
durch die Erforschung weiterer Werkzeugunterstützung und durch die Un-
terstützung weiterer Kontextinformationen innerhalb des mWfMS. Folgende 
potentielle Themen ergeben sich auf Basis der vorliegenden Arbeit: 
 Die Integration Sekundärkontexten (siehe Abb. 2.6) in Workflow-
Sprachen sollte untersucht werden, um eine kontextabhängige  
Steuerung von Workflows zu gewährleisten. Für diese Integration  
müssen geeignete Modellierungsformen und unterstützende Kompo-
nenten (des WfMS) entworfen und evaluiert werden. 
 Die Modellierungswerkzeuge sollten die „Correctness by Construc-
tion“-Vorgehensweise unterstützen, damit nur valide Modellierun-
gen erlaubt werden [DRRG09]. Die Modellierungswerkzeuge ver-
hindern dadurch einen fehlerhaften Einsatz der Sprachelemente der 
Modellierungssprache und der Ortsbezüge. Während der Modellie-
rung muss hierzu (ständig) das Metamodell überprüft werden, damit 
basierend auf diesen Informationen eine falsche Anwendung des 
Metamodells vermieden wird bzw. verschiedene Hilfestellungen an-
geboten werden können.  
 Das Modellierungswerkzeug sollte um weitere Funktionalitäten des 
Ortsmodells erweitert werden, um z. B. das Gebiet innerhalb einer 
Karte darzustellen, auf das die Ausführung einer Aktivität einge-
schränkt ist (siehe Abb. 7.2). Auf Basis dieser Kartendarstellung 
sollte die Integration von weiteren Kontexten (Umgebungskontext, 
Benutzerkontexte) untersucht werden. 
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 Die entworfene mWfMS-Architektur sollte in weiteren Domänen 
mit weiteren unterschiedlichen Geschäftsprozessen evaluiert wer-
den. Dadurch kann die vorgestellte Architektur (vgl. Kapitel 6),  
weiter ausgebaut werden und für viele weitere Domänen einen 
Mehrwert liefern.  
 Die in vorliegender Arbeit präsentierte Verknüpfung von Regel-En-
gine und Prozess-Engine sollte erweitert werden: Applikationsser-
ver, die mit Regel-Engines (z. B. Drools3) ausgeliefert werden, zei-
gen, dass die Verknüpfung von Regel-Engine und Prozess-Engine in 
vielen betrieblichen Anwendungsfällen benötigt wird. Die Abbil-
dung von Regeln innerhalb der Prozesse sah in vorliegender Arbeit 
jeweils nur vier primitive Operationen bzgl. der Prozessbeeinflus-
sung vor (siehe Kapitel 6.2). Die Rückrichtung, also die Beeinflus-
sung von Regeln basierend auf Prozessen, wurde nicht realisiert. Mit 
dieser weiteren Funktionalität könnten weitere komplexe Anwen-
dungsbeispiele unterstützt werden bzw. die Prozess-Engine (je nach 
Anwendungsfall) entlastet werden. 
                                                                    
3  http://www.jboss.org/drools 
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Anhang A: Nutzerevaluation 
Untersuchungsbericht zum Produkt  
„Annotation von Ortsbezügen in Geschäftsprozessmodellen“ 
Untersuchte Fragestellung: Wie bedienbar und attraktiv wird das Produkt 
wahrgenommen? 
Inhalt des Berichts 
 Untersuchungsmethode  
 Kenndaten der Untersuchung  
 Ergebnisüberblick - Portfolio  
 Das Diagramm der Mittelwerte  
 Das Profil der Wortpaare 
 Konfidenzintervalle 
Untersuchungsmethode 
AttrakDiff1 ist ein Instrument zur Messung der Attraktivität interaktiver Pro-
dukte. 
Nutzer (oder potenzielle Nutzer) ihres Produkts geben mit Hilfe gegensätz-
licher Adjektivpaare an, wie sie das Produkt wahrnehmen. Diese Adjektiv-
paare lassen sich den untersuchten Beurteilungsdimensionen zuordnen. 
Beurteilt werden folgende Dimensionen des Produkts: 
Pragmatische Qualität (PQ): Sie beschreibt die Benutzbarkeit eines Pro-
duktes, und verdeutlicht, wie gut der Nutzer seine Ziele mit Hilfe des Pro-
dukts erreichen kann. 
                                                                    
1  http://attrakdiff.de/ 
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Hedonische Qualität - Stimulation (HQ-S): Menschen haben das Bedürf-
nis, sich weiterzuentwickeln. Die Dimension bildet ab, inwieweit ein Pro-
dukt diese Entwicklung unterstützen kann, indem es neuartige, interessante 
und anregende Funktionalitäten, Inhalte, Interaktions- und Präsentationsstile 
bietet. 
Hedonische Qualität - Identität (HQ-I): Sie beschreibt, inwieweit ein Pro-
dukt seinem Nutzer ermöglicht, sich mit dem Produkt zu identifizieren. 
Attraktivität (ATT): Sie beschreibt eine globale Bewertung des Produkts 
auf der Basis der wahrgenommenen Qualität. 
Die Pragmatische und hedonische Qualität sind unabhängig voneinander und 
tragen in etwa gleichstark zum Attraktivitätsurteil bei. 
Kenndaten der Untersuchung 
Anzahl Bewertungen: 8 Probanden (aus den Anwendungsdomänen, siehe 
Kapitel 6.1)  
Annotation von „Ortsbezügen in Geschäftsprozessmodellen“ Einzelbewer-
tung, d. h. jeder Teilnehmer gibt genau eine Bewertung ab. 
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Ergebnisüberblick – Portfolio 
 
Abb. A.1:  Portfolio mit der durchschnittlichen Ausprägung der Dimensionen PQ und HQ 
und dem Konfidenz-Rechteck des Produkts „Annotation von Ortsbezügen in Ge-
schäftsprozessmodellen“ 
 
Mittlere Ausprägung der Dimensionen bei Produkt „Annotation von Ortsbe-
zügen in Geschäftsprozessmodellen“ 
 
In der Portfolio-Darstellung ist vertikal die Ausprägung der hedonischen 
Qualität zu sehen (unten = geringe Ausprägung). Horizontal ist die Ausprä-
gung der pragmatischen Qualität zu sehen (links = geringe Ausprägung). 
Je nach Ausprägung der beiden Dimensionen, fällt das Produkt in einen oder 
mehrere "Charakterbereiche". 
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Je größer das Konfidenz-Rechteck ausfällt, desto geringer ist die Sicherheit, 
mit der das Produkt einem bestimmten Bereich zugeordnet werden kann. Ein 
kleines Konfidenz-Rechteck ist von Vorteil, da dies bedeutet, dass die Un-
tersuchungsergebnisse mit höherer Sicherheit auf das Produkt zutreffen und 
weniger zufällig sind. 
Zudem spiegelt das Konfidenz-Rechteck auch wieder, wie „einig“ sich die 
Nutzer bei der Beurteilung des Produkts sind. Je größer das Konfidenz-
Rechteck ist, desto unterschiedlicher wird das Produkt bewertet (weitere De-
tails finden sich im Anhang). 
Interpretationshilfe 
Die Benutzeroberfläche des Produkts wurde als „eher selbstorientiert“ ein-
gestuft. 
Diese Zuordnung ist für die pragmatische Qualität nicht eindeutig, da das 
Konfidenzintervall über den Charakterbereich hinausgeht. Der Nutzer wird 
durch das Produkt zwar unterstützt, allerdings erreicht die Ausprägung der 
pragmatischen Qualität bei dem Produkt lediglich mittlere Werte. 
Auswertung bzw. Fazit von AttrakDiff: 
Für die hedonische Qualität trifft die Charakterzuordnung nicht eindeutig zu, 
da das Konfidenzintervall über den Charakterbereich hinausgeht. Der Nutzer 
wird durch das Produkt zwar angeregt, allerdings erreicht die Ausprägung 
der hedonischen Qualität bei dem Produkt lediglich mittlere Werte. Es be-
steht somit noch Verbesserungspotenzial hinsichtlich der Bedienbarkeit und 
der hedonischen Aspekte. 
Das Konfidenzintervall PQ ist groß. Dies kann auf eine geringe Stichproben-
größe oder sehr unterschiedliche Beurteilungen des Produkts zurückgeführt 
werden. 
Das Diagramm der Mittelwerte 
Im Diagramm der Mittelwerte sind die mittleren Ausprägungen der Dimen-
sionen des AttrakDiff bei dem untersuchten Produkt dargestellt. 
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In dieser Darstellung wird die hedonische Qualität zusätzlich nach den Ge-
sichtspunkten Stimulation und Identität differenziert. Außerdem wird auch 
die Beurteilung der Attraktivität dargestellt. 
Interpretationshilfe 
Hinsichtlich der hedonischen Qualität – bzgl. Identität und Stimulation be-
findet sich das Produkt im überdurchschnittlichen Bereich.  
Der Attraktivitätswert des Produkts befindet sich im durchschnittlichen Be-
reich. 
 
Abb. A.2:  Mittlere Ausprägung der vier Dimensionen des AttrakDiff für das Produkt  
„Annotation von Ortsbezügen in Geschäftsprozessmodellen“ 
Insgesamt wirkt das Produkt auf die Nutzer mittelmäßig attraktiv. 
Das Profil der Wortpaare 
Im Profil der Wortpaare sind die mittleren Ausprägungen der einzelnen 
Wortpaare des AttrakDiff für das untersuchte Produkt dargestellt. Hier sind 
vor allem Extremwerte interessant. Sie zeigen, welche Eigenschaften beson-
ders kritisch sind, oder besonders gut gelöst sind. 
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Abb. A.3:  Mittlere Ausprägung der Wortpaare des AttrakDiff für das Produkt „Annotation 
von Ortsbezügen in Geschäftsprozessmodellen“ 
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Anhang B: 
Mobile Endbenutzergruppen 
Innerhalb eines mWfMS können mobile Apps als Worklist Handler, als Cli-
ent Apps oder als (entkoppelte) Methode über den sogenannten Toolagent 
bzw. die Invoked Applications bereitgestellt werden (siehe Abb. 3.12). Im 
Umfeld mobiler Dienste existieren viele Produkte, die sich auf Grund von 
fehlender Nutzerakzeptanz nicht durchgesetzt haben [Sigu01, HsLH07, 
Dela08]. Die Fehlentwicklungen sind meist in einer fehlerhaften Anforde-
rungserhebung der Endbenutzergruppe begründet [SeWC10]. Mobile Apps 
(siehe Kapitel 2.1.7) müssen den Nutzern (Kunden, Mitarbeiter, usw.) ge-
genüber so bereitgestellt werden, dass eine effektive Arbeitsweise gewähr-
leistet wird. Mobile Apps werden an den Nutzer angepasst, um Wünsche, 
Nutzungsgewohnheiten, Verhaltensweisen und Fähigkeiten (z. B. über eine 
Kontextanalyse vom mobilen Gerät aus) antizipieren zu können. 
Mobile Apps sind Endbenutzerschnittstellen eines mWfMS, die auf den je-
weiligen Anwendungsfall und den Endbenutzer angepasst werden (siehe Ka-
pitel 7.2). Das mWfMS (siehe Kapitel 6) kann für unterschiedliche betrieb-
liche/öffentliche Anwendungsfälle verwendet werden. Vor Entwurf und 
Implementierung einer App wird eine entsprechende Endbenutzergruppe 
identifiziert, damit die App im jeweiligen Kontext des Endbenutzers (und 
dem Anwendungsfall) anforderungsgerecht entwickelt werden kann.  
Im weiteren Verlauf werden Nutzerakzeptanzmodelle als Erweiterungen des 
TAM und Modelle auf Basis rationaler Beweisführungen analysiert, um die 
Nutzerakzeptanz neuer mobiler Dienste zu untersuchen.  
Erweiterungen des TAM 
Das TAM (siehe Kapitel 2.8) ist für die Evaluierung mobiler Nutzerdienste 
nicht geeignet, da keine sozialen Einflüsse betrachtet werden [Davi86]. So-
ziale Einflüsse haben Auswirkungen auf die Haltung der Endbenutzer 
[MaGa99] gegenüber einer Technologie. Das TAM muss erweitert werden, 
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damit wichtige Faktoren zur Analyse mobiler Dienste bzw. Apps berück-
sichtigt werden [WuWa05]. 
In [HaYC07] ist eine Erweiterung des TAM mit 1011 Teilnehmern evaluiert 
worden, um die Akzeptanz einer mobilen Spiele-App zu bestimmen. Das 
TAM wurde um die Faktoren „Flow Experience“, „Perceived Enjoyment“, 
„Perceived Attractiveness“ und „Perceived Lower Sacrifices“ ergänzt (siehe 
Abb. B.1). „Flow Experience“ verdeutlicht die „Versunkenheit“ des Nutzers 
in die App. Mit „Perceived Enjoyment“ soll der Spaßfaktor veranschaulicht 
werden. „Perceived Attractiveness“ betont, wie attraktiv die App visuell und 
akustisch ist. Mit „Perceived Lower Sacrifices“ sollen monetäre Faktoren 
(„das Geld, das man bereit ist zu opfern“) Einfluss auf das Modell nehmen 
[HaYC07]. 
 
Abb. B.1:  Erweitertes TAM nach [HaYC07] 
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Das „Perceived Enjoyment“ beeinflusst die Nutzung der App [HaYC07]. 
Mit zunehmendem Alter der Nutzer nimmt jedoch die Bedeutung dieses Fak-
tors ab. „Perceived Enjoyment“ ist maßgeblich abhängig von „Perceived 
Usefulness“. Die Nützlichkeit (einer App) steht beim Nutzer im Vorder-
grund. „Perceived Ease of Use“ ist, analog zu „Perceived Enjoyment“, vom 
Alter abhängig, wobei die Bedeutung mit steigendem Alter zunimmt. „Per-
ceived Enjoyment“ ist abhängig von „Perceived Ease of Use“. „Perceived 
Usefulness“ hat keinen Einfluss auf die Haltung der Endbenutzer gegenüber 
der App [HaYC07, HsLu07]. Für jüngere Nutzer ist Spaß ein maßgeblicher 
Erfolgsfaktor zur Nutzung von Spiele-Apps. Mit steigendem Alter nimmt 
die Bedeutung der intuitiven Benutzung der App zu. Der Nutzer muss die 
App als „praktisch“ empfinden, damit er sie nutzt. Auf Grund der Unter-
schiede zwischen „jung“ und „alt“, wird eine demographische Kategorisie-
rung der Endbenutzergruppen empfohlen [HaYC07]. 
In [Paga04] werden Multimedia-Dienste innerhalb von mobilen Apps unter-
sucht (siehe Abb. B.2). 
 
Abb. B.2:  Erweitertes TAM nach [Paga04] 
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An der Studie nahmen 1000 Probanden (aus Italien) teil. „Usefulness“ be-
einflusst die höheren Altersgruppen nicht. „Ease of Use“ hingegen gewinnt 
mit ansteigendem Alter an Bedeutung. Das Interesse an mobilen Apps sinkt 
mit dem Alter. Die Unterschiede unterhalb der Merkmalsausprägungen 
[Paga04, Table 2+4] sind in Bezug auf die Demographie sichtbar. Am Bei-
spiel der „Usefulness“ wird eine Differenzierung nach „simple lifetime or-
ganisation“, „enjoy“, „time saving“ und „money saving“ vorgenommen 
(siehe Tab. B.1). Die „lifetime organisation“ und „time saving“ sind den 25-
34 Jahre alten Nutzern wichtiger als „enjoy“ und „money saving“ der Gene-
ration im Alter zwischen 18-24 Jahre [Paga04]. 
Tab. B.1: Signifikanz des Merkmals Usefulness nach [Paga04] 
  18–24 25–34 
Simple lifetime organisation 17,2% 35,5% 
Enjoy 38,8% 15,7% 
Time saving 18,1% 25,4% 
Money savings 25,9% 19,8% 
 
Nutzer, die über technisches Fachwissen verfügen, zeigen neuen Diensten 
gegenüber mehr Interesse [Paga04]. Nutzer, die über weniger technisches 
Wissen verfügen, sind statistisch nachweisbar gegenüber neuen Diensten 
desinteressierter [Paga04]. Die persönliche Einstellung der Nutzer ist ver-
antwortlich dafür, ob ein (neuer) Dienst genutzt wird [Paga04]. 
In [HoTa06] sind mobile Datendienste mit 808 Teilnehmern evaluiert wor-
den. Die Erweiterung des TAM ist mit Spiele-Apps und Ticket-Buchungs-
system-Apps getestet worden [HoTa06]. 
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Tab. B.2: Aufbau des Modells nach [HoTa06, Table1] 
Construct categories Constructs 
General technology perceptions Perceived usefulness, perceived ease of use 
Technology-specific perceptions Perceived service availability, perceived monetary value 
Psychographics Perceived enjoyment, need for uniqueness 
Social influence Social influence 
Demographics Gender, age 
 
Technische, psychologische, soziale und demographische Faktoren (siehe 
Tab. B.2: „construct categories“) sind innerhalb der Studie evaluiert worden 
[HoTa06]. Im Modell werden die Faktoren auf messbaren Konstrukten 
(„Constructs“) abgebildet (siehe Tab. B.2).  
Eine statistische Signifikanz [HoTa06, Fig. 2] ist zwischen den meisten Fak-
toren gegeben. Nicht signifikant („ns“) sind Einflüsse von „Age” zu „Beha-
vioral Intention”, von „Perceived Ease of Use“ zu „Perceived Usefulness“ 
und von „Need for Uniquness“ zu „Perceived Usefulness“. Wenig Einflüsse 
existieren zwischen „Perceived Usefulness“ und „Behavioral Intention“. 
„Perceived Usefulness“ ist in diesem Modell für die Nutzung eines neuen 
Dienstes kein ausschlaggebender Faktor [HoTa06]. Das Alter und das Ge-
schlecht zeigen fast keinen Einfluss auf „Behavioral Intention“ 
[HoTa06, Fig. 2]. Dieser schwache Einfluss wird mittel- bis langfristig ent-
fallen [HoTa06]. Der Einfluss von „Perceived Ease of Use“ auf die Nutzer 
wird derzeit noch unterschätzt [HoTa06]. „Perceived Service Availability“ 
und dessen Einflüsse auf andere Faktoren zeigen, dass Dienste ständig (z. B. 
unabhängig von Verbindungsabbrüchen) verfügbar sein müssen. Die End-
benutzer erwarten eine reibungslose Funktionsweise von einem neuen 
Dienst [HoTa06]. „Need for Uniqueness“ und „Social Influence“ sind Fak-
toren, die neue Produkte und Dienste maßgeblich beeinflussen werden 
[HoTa06]. 
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In [NyPT05] sind mobile Sofortnachrichtendienste (siehe Kapitel 7.2.1) mit 
684 Probanden (aus Norwegen) evaluiert worden. Ziel dieser Studie war, die 
geschlechtlichen Unterschiede zu identifizieren. Der soziale Faktor ist in 
[NyPT05] als „Normative Pressure“ bezeichnet worden (vgl. „Social Influ-
ence“, Tab. B.2). Der Faktor „Perceived Expressiveness“ entspricht dem 
„Need for Uniqueness“. „Perceived Enjoyment“ wird analog zu den bereits 
vorgestellten Modellen verwendet. 
Die Ergebnisse der Studie sind in zwei nach Geschlechtern differenzierten 
Modellen (siehe Abb. B.3 und Abb. B.4) ausgewertet worden [NyPT05]. 
 
Abb. B.3:  Erweitertes TAM; weibliche Endbenutzer nach [NyPT05] 
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Abb. B.4:  Erweitertes TAM; männliche Endbenutzer nach [NyPT05] 
Der Vergleich beider Modelle (siehe Abb. B.3 und Abb. B.4) zeigt, dass 
„Normative Pressure“ und „Perceived Enjoyment“ Frauen stärker beein-
flusst als die männlichen Endbenutzer [NyPT05]. Männer lassen sich stark 
von „Perceived Expressiveness“ beeinflussen [NyPT05]. „Perceived Useful-
ness“ hat für Männer eine minimal größere Bedeutung als für Frauen 
[NyPT05]. „Perceived Ease of Use“ hat Einfluss auf „Perceived Useful-
ness“, was jedoch keine Außenwirkung auf die Nutzung des Dienstes hat 
[NyPT05]. „Perceived Expressiveness“ beeinflusst zwar männliche Nutzer, 
jedoch im Gegensatz zu Frauen nicht unter bestimmten Umständen das 
„Normative Pressure“. [NyPT05] empfehlen, „Perceived Expressiveness“ 
und „Normative Pressure“ differenziert zu betrachten. Für männliche End-
benutzer ist es wichtig, ihre Persönlichkeit über neue Dienste (bzw. Geräte) 
Anhang B: Mobile Endbenutzergruppen 
316 
auszudrücken, wohingegen Frauen auf sozialen Druck reagieren. Es existie-
ren somit geschlechtsspezifische Unterschiede [NyPT05].  
Modelle auf Basis rationaler Beweisführungen 
In [SeWC10] wird eine Klassifikation in fünf Nutzergruppen (Segmente) 
vorgenommen. Die Nutzer wurden zur Anwendung mobiler Dienste befragt. 
Die Segmente [SeWC10] werden in vorliegender Arbeit als Klassen einer 
Klassifikation interpretiert. Die Klassen sind nicht überschneidungsfrei und 
beinhalten demographische Merkmale, Gefühle und persönliche Einstellun-
gen der Endbenutzer [SeWC10]: 
 Skillful – erfahren, lernwillig 
 Efficient –fühlen sich durch Nutzung mobiler Diensten  
bei der Arbeit unterstützt 
 Trendy – modebewusst, will Eindruck vermitteln,  
durch Aktualität/Trends geprägt  
 Basic – nutzt nur Basisfunktionen des mobilen Gerätes/Dienstes 
(z. B.: Telefonieren, SMS) 
 Social – nutzt Dienst/Gerät zur Pflege sozialer Kontakte 
An der Studie nahmen insgesamt 350 Anwender aus Finnland teil. Mit den 
fünf Klassen wurde eine Gleichverteilung erreicht [SeWC10].  
Die Eigenschaften bzw. die Anforderungen der Nutzergruppen bei der Nut-
zung mobiler Dienste werden in Bezug auf das persönliche Interesse ausge-
wertet (siehe Tab. B.3).  
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Tab. B.3: Anforderungen, Eigenschaften und Interessen nach [SeWC10] 
Kategorie Anforderungen weitere Eigenschaften 
Interesse an  
mobilen Diensten 
Skillful 
Neue, innovative Dienste Benötigen wenig Hilfe und 
Unterstützung; Lernprozess 
dauert nicht zu lang und ist 
nicht zu aufwendig 
hoch 
Efficient 
Verbesserte Effizienz der 
Kommunikation; Hilfe 
und Unterstützung; Sta-
tussymbol 
Mobile Dienste werden 
überwiegend aus geschäft-
lichen Gründen genutzt; 
Sozialen Kontakten wird 
die Nutzung der Dienste 
ebenfalls nahegelegt; Wer-
den Dienste auch in  
der Zukunft nutzen 
hoch 
Trendy 
Zeitvertreib; Neuste Mo-
biltelefone mit vielfälti-
gen, neuen Funktionen; 
Lebensstil; Innovation 
Werden Dienste auch in der 
Zukunft nutzen 
hoch 
Basic 
Einfache Benutzbarkeit Nutzen Mobiltelefone eher 
selten und wollen diese 
auch nicht ihrem Ge-
schmack nach anpassen 
sehr wenig 
Social 
Kommunikation mit 
sozialen Kontakten 
Haben dennoch eher ältere 
Mobiltelefone 
mäßig 
 
Für ältere Nutzer (über 50 Jahre) müssen eigene Produkte/Dienste erstellt 
werden [SeWC10]. Ältere Nutzer verfügen über die notwendigen finanziel-
len Mittel, brauchen jedoch länger, um Zusammenhänge bzw. Interaktions-
designs zu verstehen. Neue mobile Dienste müssen anhand der Anforderun-
gen bzw. am Verhalten der Kunden (am Endbenutzer-Kontext) erstellt 
werden (siehe Tab. B.3). Hindernisse bei der Nutzung sollten nur innerhalb 
der Zielgruppe betrachtet werden [SeWC10]. 
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In [GiKe03] wurden 300 Studierende zur Nutzung des WAP befragt. Bei der 
Auswertung der Studie wurden (wie in [SeWC10]) fünf Nutzergruppen iden-
tifiziert. Die Gruppen wurden jedoch um zwei Nutzergruppen ergänzt, die 
sich vor allem durch die Nicht-Anwendung von WAP auszeichneten 
[GiKe03]: 
 Mobile Professionals – Mobiler Dienste soll Arbeit/Beruf erleichtern 
 Sophisticates – Statusbewusste 
 Socialites – zur Pflege sozialer Kontakte  
 TechnoToy – will Erfahrungen über aktuelle technische  
Entwicklungen sammeln 
 Lifestylers – Verwendung oft zur Verkürzung der Wartezeit, 
Trendsetter  
 Misers – „Geizhals“ 
 Laggards – „Nachzügler“ (aus unterschiedlichen Gründen) 
Bei der Evaluation der sieben Nutzergruppen mit 433 Teilnehmern (aus Ma-
laysia), sind lediglich „Socialites“, „Lifestylers“, „Misers“ und „Mobile Pro-
fessionals“ identifiziert worden [GiKe03]. Die drei Nutzergruppen („Sophis-
ticates“, „TechnoToys“ und „Laggards“) sind in Malaysia nicht vorhanden. 
Dies wird als Beweis für kulturelle Unterschiede angeführt [GiKe03]. 
In [GiKe03] werden die mobilen Apps bzw. Dienste in drei Kategorien („En-
tertainment“, „Information“ und „Functionality“) aufgeteilt. Mit den Umfra-
geergebnissen wurden Erkenntnisse über das Verhalten der Endbenutzer her-
ausgearbeitet [GiKe03]. Das größere Wissen über den Endbenutzer-Kontext 
(das Verhalten) führte jedoch nicht zu einer besseren Endbenutzerklassifika-
tion [GiKe03]. Mobile Dienste werden dennoch falsch eingeschätzt, da die 
meisten Forscher ihre Vergleiche mit der Einführung des Internets verknüp-
fen, statt auf das Personenbezogene Alleinstellungsmerkmal mobiler Tech-
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nologie zu fokussieren [GiKe03]. Ein Endbenutzer baut eine innige Bezie-
hung zu seinem mobilen Gerät bzw. dem verwendeten Dienst auf. Ein mo-
biles Endgerät wird z. B. stets (am Körper) mitgeführt. Dadurch handelt der 
Nutzer bei der Nutzung mobiler Dienste „emotionaler“ [GiKe03].  
In [GiHa05] werden sieben Endbenutzergruppen um drei neue Klassen, den 
„Dedicated Gamers“, den „Social Gamers“ und den „Casual Gamers“, er-
gänzt. Untersuchungsgegenstand waren mobile Spiele-Apps. Für den Be-
reich der mobilen Spiele-Apps, der in vorliegender Arbeit nicht speziell be-
trachtet wird, sind feingranulare Endbenutzergruppen identifiziert worden 
[GiHa05]. 
In [CoDK07] wurden 1103 (dänische) Nutzer zur Anwendung neuer mobiler 
Dienste befragt. Die folgenden vier Endbenutzerklassen wurden bestimmt 
[CoDK07]: 
 Talkers – nutzen nur Sprachdienste 
 Writers – nutzen zusätzlich zu den Sprachdiensten nur SMS 
 Photographers – nutzen Sprachdienste, SMS und versenden  
teilweise MMS 
 Surfers – nutzen Sprachdienste, SMS, MMS und verwenden  
mobiles Internet 
Die Nutzergruppen wurden anhand der Dienstnutzung identifiziert, wobei 
innerhalb der Studie versucht wurde, die Nutzer zur Verwendung der 
Dienste (Sprachtelefonie, SMS, MMS und mobiles Internet) zu stimulieren 
[CoDK07]. Die Nutzergruppen ähneln dem Diffusionsmodell [Roge03]. 
„Talkers“ sind vergleichbar mit „Nachzüglern“, „Writers“ mit „Späte Mehr-
heit“, „Photographers“ mit „Frühe Mehrheit“ und „Surfers“ mit „Innova-
toren“ bzw. „frühe Mehrheit“. Die größeren technischen Möglichkeiten neu-
erer Geräte haben nicht dazu geführt, dass Nutzer neue Dienste nutzten 
[CoDK07]. Größtes Potential ist bei den „Photographers“ vorhanden, die 
von den entsprechenden Dienstanbietern in die Gruppe der „Surfer“ über-
führt werden sollen [CoDK07]. 
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Tab. B.4: Mobile Endbenutzerklassen mit demografischen Eigenschaften nach [CoDK07] 
    Talkers Writers Photographers Surfers 
Gender 
  
male 82% 58% 59% 92% 
female 18% 42% 41% 8% 
Age 
  
  
  
  
>50 42% 14% 9% 10% 
50-41 34% 16% 12% 7% 
40-31 18% 24% 27% 37% 
30-20 5% 45% 49% 37% 
<20 0% 1% 3% 10% 
Education 
  
  
Primary & Secondary 42% 34% 39% 27% 
Tertiary 37% 36% 33% 27% 
Quaternary 21% 30% 29% 46% 
Occupation 
  
  
Private sector 53% 28% 33% 42% 
Students 7% 43% 44% 34% 
Semi public or public 
sectors 
40% 29% 23% 24% 
Monthly 
Household 
Income 
  
  
  
  
<3.500 € 19% 41% 38% 29% 
3.500 €-8.000 € 38% 31% 30% 34% 
> 8.000 € 25% 15% 16% 25% 
No response 18% 13% 16% 12% 
Monthly payment ~10€ ~10€ ~15-30€ ~15-30€ 
  Total 6% 56% 33% 4% 
 
Die demographische Auswertung der Studie (siehe Tab. B.4) zeigt, je älter 
der Endbenutzer desto konservativer ist das Nutzungsverhalten bzgl. mobiler 
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Dienste/Apps. In den beiden Altersgruppen (30-20 und 40-31) sind die meis-
ten Innovatoren zu finden (siehe Tab. B.4). In der Nutzergruppe der „Inno-
vatoren“ sind die vier definierten Einkommensklassen gleich verteilt. Der 
Bildungsstand („Education“) der „Surfer“ ist im direkten Vergleich zu den 
anderen Nutzergruppen höher. Ein „Innovator“ ist meist männlich (siehe 
Tab. B.4). Bei „Writers“ und „Photographers“ existieren keine demographi-
schen Unterschiede [CoDK07]. Beide Nutzergruppen nehmen ca. 90% aller 
Endbenutzer ein. [CoDK07] empfehlen jedoch die Nutzergruppen differen-
ziert zu umwerben. Die „Writers“ sollen demnach „aggressiv“ angegangen 
werden, wohingegen bei den „Photographers“ ein eher defensives Vorgehen 
empfohlen wird [CoDK07]. 
In [AnD’I02] ist die Demographie mobiler Endbenutzergruppen untersucht 
worden. Mit der Studie sollte die Bereitschaft Geld für mobile Dienste aus-
zugeben und mit 445 Endbenutzern (aus Finnland) überprüft werden. Es 
konnten jedoch keine demographischen Unterschiede bei der Zahlungsbe-
reitschaft festgestellt werden [AnD’I02]. Mobile Apps müssen bestimmte 
Bedürfnisse bzw. Aufgaben erfüllen, um vom Endbenutzer angewandt zu 
werden [AnD’I02]. Es werden in [AnD’I02] zeitkritische Aufgaben (z. B. 
Absprachen), spontane Bedürfnisse, Unterhaltungswünsche, effiziente Auf-
gabenbearbeitung und mobile Bedürfnisse – Dinge, die mit der Mobilität 
selbst zu tun haben - genannt. Die Kontextanalyse der Endbenutzer bzw. die 
informationstechnische Interpretation ist somit die wichtigste Eigenschaft 
einer mobilen App [AnD’I02]. Eine Kontextanalyse auf dem mobilen Gerät 
kann die Bedienung erleichtern und dadurch ältere Endbenutzergruppen mo-
tivieren. Ältere Menschen sind meist nicht „innovativ“, so dass eher jüngere 
Endbenutzer sich mit Unterhaltungs- bzw. Spiele-Apps beschäftigen 
[AnD’I02]. Endbenutzer unterscheiden nicht zwischen mobilen Apps und 
anderen Diensten. Die Erwartungen der Nutzer gegenüber einer App sind 
mindestens so hoch, wie bei einer gewöhnlichen PC-Applikation [AnD’I02]. 
In [Wils03] sind speziell junge mobile Nutzer beobachtet worden. Das dem 
Nutzer zur Verfügung stehende Geld hat keinen Einfluss auf das Konsum-
entenverhalten (vgl. auch [CoDK07]). Das „Elternhaus“ zeigt auch keinen 
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Einfluss auf das Konsumentenverhalten [Wils03]. Das Konsumentenverhal-
ten mobiler Dienste verhält sich analog zum generellen Konsumentenverhal-
ten in der Gesellschaft [Wils03].  
In [IFAK09] wird von zwei verschiedenen Endbenutzertypen mobiler 
Dienste gesprochen. Die Nutzergruppe der innovativen Dienste und die Nut-
zergruppe der konservativen Dienste (z. B. SMS und Sprachtelefonie). In 
[IFAK09] wurden 1011 Endbenutzer zwischen 14-69 Jahren (in einer On-
line-Umfrage) befragt. Als Ergebnis der Studie sind sieben verschiedene 
Endbenutzergruppen identifiziert worden [IFAK09]: 
 Mobile Innovation Type – männlich, zwischen 30- 39 Jahren, ak-
tuelles mobiles Endgerät, nutzt viele Funktionen und Dienste.  
 Multi Entertainment Type – zwischen 14-20 J., nutzt meist Unter-
haltungsdienste, -programme. 
 Open Minded Type – meist weiblich, zwischen 20-39 J., starkes 
Interesse an neuen Diensten und Funktionen. 
 Pragmatic Business Type – meist männlich, zwischen 40-59 J., 
starker Fokus auf Erreichbarkeit und Business, nutzt viel SMS und 
Sprachtelefonie, aber auch andere Dienste.  
--------------------------------------------------------------------------  
 Standard Basic Type – meist weiblich, zwischen 40-49 J., nutzt 
Sprachtelefonie und SMS, Potential für neue Dienste gering.  
 Conservative Assurance Type – meist > 40 J., mobiles Endgerät 
meist nur für SMS und Sprachtelefonie, Erreichbarkeit wichtigstes 
Kriterium.  
 Simple Backup Type – meist > 40 J., mobiles Endgerät nur für Not-
fälle. 
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(Die Trennlinie markiert den hohen (oben) und niedrigen (unten) Marktan-
teil [IFAK09]). 
Fazit 
Mobile Dienste müssen im Kontext eines mWfMS auf den Endbenutzer, den 
Benutzeraufgaben (Aufgaben während der Arbeit) und auf das Endgerät 
selbst angepasst werden. Während der Ausführung einer App (eines mobilen 
Dienstes) können die Umgebungskontexte des Endgerätes über Sensoren des 
mobilen Endgerätes analysiert werden, so dass eine mobile Benutzeraufgabe 
als App adäquat (je nach mobilem Anwendungsfall) gegenüber dem Nutzer 
angeboten wird [AnD’I02].  
[Paga04, NyPT05, HoTa06, HaYC07, HsLH07] verwenden das TAM als 
Basis für die Nutzergruppenanalyse mobiler Dienste. Das Diffusionsmodell 
muss, analog zum TAM, zur Nutzergruppenanalyse mobiler Dienste erwei-
tert werden [Paga07]. Die zweite Gruppe [AnD’I02, GiKe03, Wils03, 
GiHa05, CoDK07, IFAK09, SeWC10] umfasste jeweils eigens erstellte 
Klassifikationen auf Basis von rationalen Begründungen. 
Die Erweiterungen des TAM [NyPT05, HoTa06, HaYC07] sind geeignet, 
um geschlechtliche Unterschiede zu identifizieren. Während Männer bei-
spielsweise mobile Endgeräte als Statussymbole benutzen [Econ04], lassen 
sich Frauen auf Grund des „sozialen Drucks“ zur Nutzung eines mobilen 
Dienstes motivieren. Die Entwicklung sozialer Netzwerke hat gezeigt, dass 
sozialer Druck maßgeblich dazu beiträgt, dass bestimmte Anwendungen ge-
nutzt werden. Mobile Endgeräte werden langfristig ihren Stellenwert als Sta-
tussymbole verlieren [HoTa06]. 
Kulturelle Aspekte müssen bei der Erstellung einer App bzw. einer Nutzer-
studie betrachtet werden [PaCh02, CLKJ05]. Die Semantik vieler Zeichen 
und Symbole ist je nach Region und kultureller Zugehörigkeit unterschied-
lich. Viele Hersteller versuchen diesem Aspekt gerecht zu werden, indem 
die Endbenutzerschnittstellen weitestgehend neutral gestaltet werden 
[Appl11]. 
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Die Altersunterschiede werden in fast allen Studien erörtert. Im Bezug auf 
mobile Apps muss berücksichtigt werden, dass Nutzer über 50 Jahre eine 
einfachere Interaktionssteuerung bzw. einfache Symbole und Analogien ver-
langen. Nutzer bzw. Anwender im Alter von 20-50 Jahren präferieren eine 
klare Fokussierung auf Nützlichkeit [CHRW05]. Jüngere Anwender (unter 
20 Jahren) können zur Nutzung über Werbung oder Unterhaltungsaspekte 
motiviert werden [NyPT05, HoTa06, HaYC07]. 
Bei der Anwendung eines mWfMS bzw. einer mobilen App werden (ge-
wöhnlich) Aufgaben bearbeitet (vgl. Kapitel 7.3). Die effiziente Bearbeitung 
der Aufgabe durch den Endbenutzer muss immer im Vordergrund stehen. 
Die App bzw. der mobile Dienst wird nur dann wertvoll für das Unterneh-
men bzw. die Organisation, wenn ein Mehrwert gegenüber konventioneller 
Arbeit (ohne mobiles Endgerät) durch den Anwender erkannt wird. Die mo-
bile App muss so entworfen werden, dass die identifizierte Nutzergruppe 
anhand der Nutzung der App einen Mehrwert erkennt. Die Prüfung mittels 
eines Usability-Tests wird vor dem Vertrieb der App vorausgesetzt 
[Appl11]. 
Kritik 
Einige Faktoren bzw. Merkmale aus [NyPT05, HoTa06, HaYC07] zeigen 
maßgebliche Änderungen der Wirkungszusammenhänge innerhalb der Mo-
delle. Diese Einflüsse haben jedoch keine Auswirkung auf die beabsichtigte 
Nutzung, die wiederum keinen Einfluss auf die tatsächliche Nutzung haben 
müssen [Quir06].  
Den Studien mobiler IKT bzw. des Mobile Business mangelt es an deskrip-
tiven und empirischen Untersuchungen [ScBH05, Wohl04]. Innerhalb der 
Studien werden zu wenig Nutzer befragt. Die Studien wurden meist nur im 
skandinavischen [AnCW03, Wils03, CHRW05, NyPT05, BCMW07, 
CoDK07, SeWC10] und asiatischen Raum [GiKe03, GiHa05, WuWa05, 
HsLH07, KiPO08] durchgeführt. Da kulturelle Unterschiede die Ergebnisse 
beeinflussen, müssen die Ergebnisse der Studien relativiert werden [PaCh02, 
Pavl02, CLKJ05]. Es existiert ein Forschungsdefizit in Nordamerika und  
Europa. 
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Bestehende Geschäftsmodellierungssprachen  (bzw. deren 
Erweiterungen) besitzen Zeit-, Identität- und Aktivitäts-
bezogene Kontexte bzw. Objekte zur Modellierung von 
Geschäftsprozessen. Zur Unterstützung eines sogenann-
ten Context Aware Service werden ortsbezogene Kontex-
te benötigt, damit die Anwendung bzw. der Prozess auf 
Basis dessen gesteuert werden kann. Für die Integration 
von Ortsbezügen in Workflow-Modelle wird ein Konzept 
auf Basis von Ortseinschränkungen entwickelt. Mit der 
Erweiterung der Petri-Netze und der BPMN 2.0 wird ge-
zeigt, dass dieses Konzept auf weitere Sprachen innerhalb 
des Geschäftsprozessmanagements angewendet werden 
kann. Um einen möglichst hohen Grad an Automatisierung 
zu erzielen, werden in vorliegender Arbeit bestehende 
WfMS zu mobilen WfMS erweitert. 
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