We present transit photometry of three exoplanets, TrES-4b, HAT-P-3b, and WASP-12b, allowing for refined estimates of the systems' parameters. TrES-4b and WASP-12b were confirmed to be "bloated" planets, with radii of 1.706 ± 0.056 R Jup and 1.736 ± 0.092 R Jup , respectively. These planets are too large to be explained with standard models of gas giant planets. In contrast, HAT-P-3b has a radius of 0.827 ± 0.055 R Jup , smaller than a pure hydrogen-helium planet and indicative of a highly metal-enriched composition. Analyses of the transit timings revealed no significant departures from strict periodicity. For TrES-4, our relatively recent observations allow for improvement in the orbital ephemerides, which is useful for planning future observations.
INTRODUCTION
A puzzling feature of the hot Jupiters is that many of them have radii that are either larger or smaller than one would have guessed prior to the discovery of this class of objects. This "radius anomaly problem" has been present since the first transiting planet was discovered by Charbonneau et al. (2000) and Henry et al. (2000) , and still has no universally acknowledged resolution. Fortney & Nettelmann (2010) have reviewed many of the proposed solutions, and even in the short time since their review several other theories have been proposed (see, e.g., Perna et al. 2010; Batygin & Stevenson 2010) . The small size of some planets can be explained as a consequence of heavy-metal enrichment, beyond the enrichment factors of Jupiter and Saturn and comparable to those of Uranus and Neptune. As for the larger radii, possible explanations include tidal friction, unexpected atmospheric properties, and resistive heating from electrical currents driven by star-planet interactions.
This paper presents follow-up observations of three exoplanets that were found to have anomalous radii. As in previous papers in this series, the purpose of the observations was to refine the system parameters (thereby checking on the magnitude of the radius problem) and to check for any transit timing anomalies that might be caused by additional gravitating bodies in the system. Two of our targets are among the most "bloated" planets known. TrES-4 was discovered by Mandushev et al. (2007) , and the two high-precision light curves that accompanied the discovery paper were reanalyzed by Torres et al. (2008) and Sozzetti et al. (2009) . Here, we present 5 new light curves for this system. We also present 2 new light curves for WASP-12, a planet that was discovered by Hebb et al. (2009) and for which occultation photometry has been used to characterize the planet's atmosphere and orbit (Campo et al. 2010; Madhusudhan et al. 2011) . Our third target, HAT-P-3 , is in the opposite category of planets that are "too small." Gibson et al. (2010) have published 7 highquality light curves of the system. We present six new light curves, and provide independent estimates of the planetary and stellar parameters.
OBSERVATIONS AND DATA REDUCTION
Almost all the observations were conducted at the Fred Lawrence Whipple Observatory (FLWO) located on Mt. Hopkins, Arizona, using the 1.2m telescope and KeplerCam detector. The KeplerCam is a 4096 2 CCD with a field of view of 23.
′ 1 × 23. ′ 1. The pixels were binned 2 × 2 on the chip for faster readout. The binned pixels subtend 0.
′′ 68 on a side. Observations were made through Sloan i and z filters. One of the WASP-12 transits was observed with the Nordic Optical Telescope (NOT) located in the Canary Islands, using the AL-FOSC detector. The ALFOSC detector is a 2048 2 CCD with a field of view of 6. ′ 4 × 6. ′ 4, corresponding to 0. ′′ 19 per pixel. The observation was made through a Johnson V filter. On each night we attempted to observe the entire transit, with at least an hour before ingress and an hour after egress, but the weather did not always cooperate.
We performed overscan correction, trimming, bias subtraction and flat-field division with IRAF 6 . To generate the light curves, we performed aperture photometry on the target star and all the comparison stars with similar brightnesses to the target star (within about a factor of two). We tried many different choices for the photometric aperture and found, unsurprisingly, that the best aperture diameter was approximately twice the full width at half maximum (FWHM) of the star. A comparison signal was formed from the weighted average of the flux histories of the comparison stars. The weights were chosen to minimize the out-of-transit (OOT) noise level. Some comparison stars that did not seem to provide a good correction were rejected. In general, 6-8 comparison stars were used to generate the final comparison signal. The target star's flux history was divided by the comparison signal Table 1 for the cadence and rms residual of each light curve. The bottom plot is a composite light curve averaged into 3 min bins.
and then multiplied by a constant to give a mean flux of unity outside of the transit. Table 1 is a journal of all our observations, including those that were spoiled by bad weather. The light curves are displayed in Figures 1-4 , after having been corrected for differential extinction. Section 3 explains how this correction was applied. The airmass-corrected data are given in electronic form in Tables 2-4. 3. DETERMINATION OF SYSTEM PARAMETERS Our techniques for light-curve modeling and parameter estimation are similar to those employed in previous papers in this series (see, e.g., Holman et al. 2006; Winn et al. 2007a) . The basis for the light-curve model was the formula of Mandel & Agol (2002) , assuming quadratic limb darkening and a circular orbit. The set of model parameters included the planet-to-star radius ratio (R p /R ⋆ ), the stellar radius in units of orbital distance (R ⋆ /a), the impact parameter (b ≡ a cos i/R ⋆ , where i is the orbital inclination), the time of conjunction for each individual transit (T c ), and the limbdarkening parameters u 1 and u 2 . We also fitted for two parameters (∆m 0 , k z ) specifying a correction for differential extinction,
where z is the airmass, ∆m obs is the observed magnitude, and ∆m cor is the corrected magnitude that to be compared to the idealized transit model. Since the data are not precise enough to determine both of the limb-darkening parameters, we followed the suggestion of Pál (2008) to form uncorrelated linear combinations of those parameters. We allowed the well-constrained combination to be a free parameter and held the poorly-constrained combination fixed at a tabulated value for a star of the appropriate type. In Pál's notation, the rotation angle φ was taken to be near 37
• in all cases. To determine the tabulated values we used a program kindly provided by J. Southworth to query and interpolate the tables of Claret (2004). 7 For parameter estimation, we used a Markov Chain Monte Carlo (MCMC) algorithm to sample from the posterior probability distribution, employing the Metropolis-Hastings jump criterion and Gibbs sampling. Uniform priors were adopted for all parameters, and the likelihood was taken to be exp(−χ 2 /2) with Table 1 for the cadence and rms residual of each light curve. The bottom plot is a composite light curve averaged into 3 min bins.
where f obs,i, j is the jth data point from the ith light curve, f calc,i, j is the calculated light curve based on the current parameters, and σ i, j is the uncertainty associated with f obs,i, j . All the light curves for a given planet were fitted simultaneously. The uncertainties were determined in a two-step process. First, the standard deviation σ i of the OOT data was determined for each light curve. In a few cases, the pretransit and post-transit noise levels were very different (due to different airmasses); in these cases the starting point was a function σ i, j that interpolated linearly between the two differing noise levels. Second, the preceding uncertainty estimates were multiplied by a correction factor β ≥ 1 intended to account for time-correlated noise. The β factor was determined with the "time-averaging" procedure (Pont et al. 2006; Winn et al. 2008; ), using bin sizes bracketing the ingress/egress duration by a factor of 2. The values of β are given in Table 1 .
The starting point for each Markov chain was determined by minimizing χ 2 , and then perturbing those parameters by Gaussian random numbers with a standard deviation of 10σ, where σ is the rough uncertainty estimate returned by the least-squares fit. We ran several test chains to establish the appropriate jump sizes, giving acceptance rates near 40%. Then we ran 4 − 5 chains each with 10 6 links, ignored the initial 20% of each chain, and ensured convergence according to the Gelman-Rubin statistic (Gelman & Rubin 1992) . The quoted value for each parameter is the median of the one-dimensional marginalized posterior, and the quoted uncertainty interval encloses 68.3% of the probability (ranging from the 15.85% to the 84.15% levels of the cumulative probability distribution).
RESULTS
The results for the model parameters, and various derived parameters of interest, are given in Tables 5, 6 and 7. The next subsection explains how the stellar and plantetary dimensions were calculated from the combination of light-curve parameters and stellar-evolutionary models. This is followed by a subsection presenting an examination of the transit times.
The stellar and planetary radii
The stellar and planetary radii and masses cannot be determined from transit parameters alone. The route we followed to determining these dimensions was to set the mass scale by using an estimated stellar mass M ⋆ and the observed semiamplitude K ⋆ of the star's radial-velocity orbit. The stellar mass is itself estimated by using stellar-evolutionary models with inputs from the observed spectral parameters, as well as the mean density that is calculated from the light-curve parameters. For the relevant formulas and discussion see Sozzetti et al. (2007) or Winn (2010) . We used previously measured values of K ⋆ , documented in Tables 5, 6 and 7. Table  1 for the cadence and rms residual of each light curve. The bottom plot is a composite light curve averaged into 3 min bins.
For the evolutionary models, we used the Yonsei-Yale (Y 2 ) isochrones (Yi et al. 2001) .
The Y 2 isochrones can be thought of as an algorithm that takes as input the age, metallicity, mass, and concentration of α-elements of a star, and returns the star's temperature, mass, density, and other properties. We interpolated the Y 2 isochrones in age from 0.1 to 14 Gyr in steps of 0.1 Gyr, and in metallicity from −0.20 to 0.58 dex in steps of 0.02 dex. Then we used linear interpolation to create a 4× finer mass sampling for each metallicity and age. We assumed the concentration of α-elements to be solar. To each model star in the resulting Y 2 grid, we assigned a likelihood based on the measured metallicity Z and effective temperature T eff (taken from the literature) as well as the stellar mean density ρ ⋆ determined solely from the transit parameters. Following , the likelihood was taken to be proportional to n exp(−χ 2 /2), where
and n is the number density of stars as a function of mass, according to Salpeter's law with exponent −1.35. The effect of multiplying by n is to set a prior so that extremely rare and short-lived stars are disfavored, even though they might provide a good fit. (The effect of this prior was generally small.)
Finally, the "best-fitting" values and uncertainties were computed from the appropriate likelihood-weighted integrals in the space of model stars.
With the stellar mass thereby determined, it is possible to compute the other dimensions R p , R ⋆ , and M p . The results are given in Tables 5, 6 and 7. We note that this procedure does not take into account any uncertainty in the Y 2 isochrones themselves and, therefore, is subject to systematic errors that probably amount to a few percent (see, e.g., Torres et al. 2008 ).
Transit times and revised ephemerides
We analyzed the new transit times in conjunction with previously published midtransit times, to seek evidence for significant discrepancies from strict periodicity and refine the ephemerides to allow for accurate prediction of future events. The new transit times are given in Tables 8, 9 and 10, with uncertainties determined by the MCMC analysis described in Section 3. Previously published midtransit times were taken from Gibson et al. (2010) , Hebb et al. (2009 ), Sozzetti et al. (2009 , and Mandushev et al. (2007) .
The transit times for each system were fitted with a linear function,
where E is an integer (the epoch), P is the period, and T 0 is a particular reference time. The best-fitting values of P and T 0 were determined by linear regression. Figures 5-7 show the residuals to the fits, and the captions specify the minimum χ 2 and the number of degrees of freedom. In no case is there clear evidence of timing anomalies. For TrES-4, there is formally only a 6% chance of obtaining such a large χ 2 with random Gaussian errors, but we do not deem this significant enough to warrant special attention.
The case of WASP-12 required somewhat special treatment because Hebb et al. (2009) did not report individual midtransit times, but rather a consensus reference time based on observations of multiple transits. We included their quoted reference time as a single data point. Campo et al. (2010) provided many transit times obtained over several years, but most of the data were from amateur observers and were not presented in detail or evaluated critically. For this reasons we did not include them; however, as a consequence, there are not many points in our fit.
The results for P and T 0 are given in Tables 5-7 . They are based on a fit in which all of the uncertainties of the transit times were rescaled by a common factor to give χ 2 /N dof = 1. Our intention is to provide conservative error estimates to allow for planning of future observations. The uncertainties on the individual transit times given in Tables 8-10 were not rescaled in this way, nor were the error bars that are plotted in The data presented in this paper are labeled with solid circles (complete transits) and solid trianges (partial transits). Open circles represent transits observed by Mandushev et al. (2007) . The best fit gives χ 2 = 12.1 with 6 degrees of freedom. The probability of obtaining a higher χ 2 with random Gaussian data points is about 6%.
SUMMARY AND DISCUSSION
We have presented new photometry and new analyses of the transiting exoplanets TrES-4b, HAT-P-3b, and WASP-12b. Whereas the discovery papers reporting TrES-4b and HAT-P3b included only a few high-precision light curves, our analyses are based on 5-6 such datasets. Likewise, the WASP-12b discovery paper featured only one high-precision light curve, to which we have added two. We have applied consistent and conservative procedures for parameter estimation, including an accounting for uncertainties in the limb-darkening law and due to time-correlated noise, as well as linkage between the light curve parameters and stellar-evolutionary models, that were not always applied by previous authors. In the past these efforts have occasionally led to significant revisions of the planetary dimensions (see, e.g. Winn et al. 2007b Winn et al. , 2008 .
In the present case our results are in agreement with the previously reported results. All of the TrES-4 parameters agree to within 2σ with the results reported by Torres et al. (2008) . Two of the most important parameters, the mass and radius of the planet, agree to within 1σ. Our HAT-P-3 parameters agree to within 2σ with those reported by Gibson et al. (2010) , and the planetary mass and radius agree to within 1.3σ. Our WASP-12 parameters agree to within 2σ with those reported by Hebb et al. (2009) , and the mass and radius of the planet agree to within 1σ.
Our transit ephemeris for TrES-4 agrees with that of Mandushev et al. (2007) , and the refined orbital period is about 20 times more precise. Our ephemeris for HAT-P-3 agrees with that of Gibson et al. (2010) , and is 2-3 times more precise. Our ephemeris for WASP-12 agrees with that of Hebb et al. (2009) , and is of comparable precision, despite being based on only a few well-documented data points.
The reason that TrES-4, HAT-P-3, and WASP-12 are of particular interest is because their measured dimensions do not agree with standard models of gas giant planets. TrES-4 and WASP-12 are heavily bloated, with radii too large for their masses, while HAT-P-3 is too small. With reference to the tables of Fortney et al. (2007) , TrES-4 and WASP-12 are incompatible with pure hydrogen-helium giant planets at the 10σ and 5σ levels, respectively. Enhancing these planets with metals to the degree of Jupiter or Saturn would only make the problem worse. HAT-P-3, in contrast, is compatible with the tabulated models if it is endowed with approximately 100 M ⊕ of heavy elements. Our results do not change these interpretations of the three systems we have studied. Rather, our results lend more confidence to the claims that the dimensions of the planets are anomalous, and merit attention by theoreticians who seek to solve the radius anomaly problem.
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