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У роботі розглянуто механізм підвищення ефективності розподілу складних 
задач за рахунок віртуалізації ресурсів.  
Розглянуто існуючі системи управління ресурсами Hadoop кластера. 
Вдосконалено існуючі підходи до розподілу ресурсів, враховуючи різнорідність 
апаратного забезпечення вузлів кластеру. Реалізоване покращення надає 
можливість віртуалізації ресурсів кластеру та розбиття одного кластеру на 
підкластери в Hadoop YARN задля оптимізації розподілу ресурсів та задач при 
використанні розподілу завдань на основі міток. 
Ключові слова: YARN, Hadoop, label-based scheduling, менеджер ресурсів, 
обчислювальний кластер, планувальник ресурсів. 
Розмір пояснювальної записки – 98 аркушів, містить 28 ілюстрацій, 22 


















In this dissertation was described mechanism of increasing the efficiency of the 
distribution of complex tasks by virtualization of resources. 
The existing resource management systems of the Hadoop cluster are considered. 
Was improved the existing approaches to resource allocation, taking into account 
heterogeneity of the hardware of cluster nodes. The implemented improvement provides 
the ability to virtualize cluster resources and split one cluster on subclusters to optimize 
the allocation of resources and tasks using label-based assignment in Hadoop YARN. 
Keywords: YARN, Hadoop, label-based scheduling, resource manager, 
computing cluster, resource scheduler. 
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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ 
Big Data – великі дані; 
Hadoop – програмна платформа для роботи з великими даними;  
YARN – компонент Hadoop, відповідальний за розподіл ресурсів кластеру та 
запуск завдань; 
HDFS – розподілена файлова система Hadoop, що використовується в 
більшості дистрибутивів; 
NN (NameNode) – головний сервіс HDFS, що виконує роль журнальної 
таблиці розподіленої файлової системи Hadoop. 
SNN (Secondary NameNode) – процес, що використовується для відновлення 
роботи кластеру після збою NN. 
RM – менеджер ресурсів компонента YARN; 
NM – менеджер вузлів компонента YARN;  
AM – менеджер завдань компонента YARN; 
Fair Scheduler – планувальник менеджера ресурсів, що розподіляє ресурси 
порівну між чергами; 
Capacity Scheduler – планувальник менеджера ресурсів, що розподіляє 
ресурси між чергами у відповідності до заданих відсоткових відношень; 
LBS (lable based scheduling) – функція планування контейнерів на основі 
міток; 




Big Data - термін, що з'явився порівняно недавно. Але це не означає, що саме 
явище з'явилося тоді ж. Великими даними прийнято називати величезні масиви 
інформації зі складною неоднорідною і \ або невизначеною структурою. 
Великі дані хоча й існують вже кілька років, проте раніше не мали великої 
цінності, тому що їх обробка та аналіз були неможливими - для цього були 
потрібні істотні обчислювальні потужності, тривалий час та фінансові витрати. 
Все змінилося, коли з'явилася технологія обробки багатогігабайтних масивів 
інформації.  
Прорив в цій галузі пов'язують з виходом на ринок вільно 
розповсюджуваної платформи Hadoop, що включає бібліотеки, утиліти і 
фреймворки для роботи з Big Data. Компоненти Hadoop використовуються 
сьогодні в більшості комерційних платформ і систем таких компаній, як Oracle, 
IBM, Amazon, Yahoo, Facebook, Netflix, Ebay. 
Сьогодні термін Big Data, як правило, використовується для позначення не 
тільки самих масивів даних, але також інструментів для їх обробки. 
Головною метою дисертації є підвищення ефективності розподілу складних 
задач за рахунок віртуалізації ресурсів в обчислювальних кластерах Hadoop. Ідея 
проекту – вдосконалення алгоритму розподілу ресурсів кластеру для досягнення 
швидшого та ефективнішого виконання розподілених завдань. 
В процесі роботи потрібно вирішити наступні задачі: 
– дослідити існуючі системи управління ресурсами обчислювального кластеру 
в програмній платформі Hadoop для виявлення факторів, що впливають на 
ефективність розподілу ресурсів; 
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– дослідити алгоритми розподілу ресурсів кластеру та вдосконалити існуючі 
підходи до розподілу ресурсів, враховуючи різнорідність апаратного 
забезпечення вузлів кластеру. 
Науковою новизною даної дисертації є удосконалення алгоритму розподілу 
ресурсів кластеру за рахунок віртуалізації ресурсів та логічне розбиття одного 
кластеру на підкластери в Hadoop YARN задля оптимізації розподілу ресурсів при 
запуску завдань на вузлах з різним апаратним забезпеченням. 
Практичною цінністю даної роботи є скорочення часу виконання 
розподілених задач та вартості таких обчислень при використанні даного 
алгоритму розподілу ресурсів різними компаніями для обробки надвеликих 




РОЗДІЛ 1. АНАЛІЗ ПРЕДМЕТНОЇ ОБЛАСТІ ТА ПОСТАНОВКА ЗАДАЧІ 
1.1 Обчислювальний кластер та його задачі 
Кластер — це обчислювальні машини, що об’єднані в єдину мережу, та 
працюють як один супер комп’ютер, над спільними задачами, за для досягнення 
більшої продуктивності, надійності, спрощення адміністрування тощо.  
Швидкість обчислень досягається шляхом розподілу задач між всіма 
вузлами кластеру. 
Класичною архітектурою кластеру є архітектура типу master/slave. Деякий 
вузол кластеру обирається керуючим (master), на нього встановлюється відповідне 
програмне забезпечення. Даний вузол зазвичай не виконує ніяких обчислень, його 
призначення – управління кластером, розподіл ресурсів та задач, синхронізація 
процесів та сервісів, контроль доступу. Приклад такої архітектури зображено на 
рис.1.1. 
Задачі користувачів розподіляються між машинами кластеру у відповідності 
до ресурсів, які потрібні для виконання даного обчислювального завдання та 
доступними на даний момент ресурсами кожного з вузлів. Одна нода 
необов’язково повинна працювати над одним завданням, а може одночасно 
працювати над необмеженою кількістю завдань. Звичайно обмеженням в даному 
випадку слугують обмежені обчислювальні ресурси вузла. 
Вузли кластеру об’єднуються в єдину мережу. Тому важливим завданням є 
контроль доступу до кластеру та розмежування прав користувачів. Це досягається 
за допомогою мережевих протоколів аутентифікації, шифрування даних, якими 
обмінюються сервіси та розмежування прав програмними засобами кластеру та 
операційної системи, яка встановлена на вузлах. 
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Як правило, на вузлах встановлюють одну з Unix-подібних операційних 
систем, сімейства переносимих, багатозадачних і багатокористувацьких 
операційних систем. Зазвичай використовуються CentOS, RHEL, SUSE.  
  
Рисунок 1.1 Загальна архітектура кластера 
Обчислювальний кластер надає різні можливості та способи для запуску 
завдань та використання своїх ресурсів: 
– Запускати програми від сторонніх вендорів. Такі програми можуть 
розповсюджуватись як за вільною так і за комерційною ліцензією. Існуть 
вже готові рішення для більшості типів задач, часто надаються цілі 
фреймворки для вирішення задач, що можуть бути виконані на кластері. 
Головною вимогою до таких програм є те, що вони повинні бути 
розробленні з використанням MPI (Message Passing Interface) архітектури. 
Або більш конкретної парадигми до виконання розподілених завдань, як 
MapReduce, Spark, Tez тощо. 
– Запуск незалежних завдань, що мають власні вхідні дані та зберігають 
результати в загальне сховище інформації.  
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– Писати власні паралельні програми для вирішення своїх завдань. Це 
найважчий, але найбільш універсальний спосіб. Причому існує декілька 
підходів. Писати повністю програму з нуля або ж використовувати сторонні 
програмні засоби, що надають програмний інтерфейс для реалізації бізнес 
логіки і беруть на себе всю логіку розподілення, комунікації та синхронізації 
завдань. 
Паралельні програми виконуються на кластері згідно моделі передачі 
повідомлень – message passing.  
Цю модель реалізує інтерфейс MPI. MPI - інтерфейс передачі повідомлень. 
Це специфічний API, який реалізують при реалізації завдань, щоб можна було 
легко переносити програми з кластера на кластер, не змінюючи вихідного коду. 
Паралельна програма повинна ефективно використовувати обчислювальні 
потужності та мережу обміну повідомленнями. В MPI вся робота по розподілу 
навантаження на вузли та мережу покладена на програміста і для максимальної 
продуктивності необхідно знати особливості конкретного кластера. MPI дуже 
елегантно вирішує питання топології мережі: є поняття комунікаторів - групи 
процесів, які можна пронумерувати згідно з топологією мережі. 
За для досягнення високої продуктивності таких додатків потрібно 
мінімізувати витрати на комунікацію та синхронізацію всіх процесів завдання. А 
також мінімізувати витрату на передачу інформації через мережу, так як на 
кластері обробляються надвеликі масиви інформації це грає велику роль у 
загальному виконанні завдання. 
При виконанні розподілених завдань повинен бути врахований фактор 
розміщення вхідних даних завдання на вузлах кластера. Так звана data locality – 
локалізація даних.  
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Локалізація даних - процес розміщення обчислень біля даних, що покращує  
пропускну здатність та швидкість виконання завдання. Локалізація даних в 
кластері означає переміщення обчислень (коду) до даних, а не переміщення даних 
до обчислень. Тобто керуючись цим принципом ми повинні запускати завдання 
максимально близько до фізичного розміщення даних, замість того щоб 
передавати дані до програми через мережу.   
Всі дані зберігаються в розподіленій файловій системі кластеру, тобто будь 
який файл розбивається на блоки та розподіляється між різними вузлами кластеру. 
Запускаючи завдання або його частину на вузлі де зберігаються дані, ми істотно 
пришвидшуємо загальний час виконання завдання. В іншому випадку 
максимальна швидкість виконання завдання буде обмежена максимальною 
швидкістю обміну інформацією в мережі, яка є в порівнянні набагато меншою ніж 
швидкість читання інформації напряму з дискових накопичувачів інформації. 
Тобто мережа перестає грати роль “bottleneck” – вузького місця в процесі 
обчислення.  
Запуск завдань на тому самому вузлі не завжди можливий через 
конкуренцію завдань та наявність ресурсів. Тому завдання запускаються у 
відповідності до топології кластеру, де центральним поняттям є стійка (rack). 
Стійка - це набір вузлів, які фізично знаходяться в одному місці, а також  
з'єднані з тим самим мережевим комутатором. Тобто кластер може складатися з 
набору стійок. Або ж мати лише одну стійку, у випадку, коли кластер доволі 
невеликий. 
 Запуск завдань відбувається за наступною пріоритезацією: 
1. Data Local 
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Завдання буде обчислюватись на тому ж вузлі, що містить необхідні вхідні 
дані. 
2. Intra- Rack 
Коли завдання не може бути запущено на тій самій ноді де знаходяться дані, 
менеджер ресурсів кластеру намагатиметься запустити завдання на іншій машині 
але з тій самій стійці (rack), що і нода з необхідними даними. 
3. Inter-Rack 
В певних випадках, коли завдання не може бути запущене в межах однієї 
стійки, менеджер ресурсів буде змушений копіювати дані на іншу стійку.  
  
 Обчислювальний кластер, доцільно використовувати, коли задача, що 
підлягає вирішенню, не може бути обчислена на звичайних комп'ютерах або її 
рішення вимагає багато.  
До таких завдань відносяться: 
– Обчислення, які потребують значної кількості обчислювальних операцій, 
як наслідок можуть виконуватись доволі тривалий час. 
– Задачі, що не можуть бути розміщені в оперативній пам'яті комп’ютерів 
широкого вжитку. 
– Задачі, що не можуть бути виконані на одній машині. Якщо завдання 
ефективно вирішується за допомогою систем чи машин, що доступні 
широкому загалу, то використання кластера є недоцільним. 
– Велика кількість завдань, що повинні бути обчислені за короткий 
проміжок часу. 
 Хоча раніше ідея об’єднання комп’ютерів в кластер була наслідком саме 
горизонтального масштабування (збільшення числа вузлів) замість вертикального 
(збільшення обчислювальних потужностей конкретної машини). Головною 
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вимогою було виконання складного завдання на декількох вузлах з відносно 
невеликою кількістю ресурсів. Але в сьогоднішніх реаліях кластери включають 
високопродуктивні машини, що недоступні широкому загалу користувачів. 
1.2 Великі данні та їх походження 
Big Data - термін, що з'явився порівняно недавно. Google Trends показує початок 
активного росту вживання словосполучення починаючи з 2011 року. 
 
Рисунок 1.2 Вживання словосполучення BigData в Google Trends 
Під термінами "Big Data" або "Великі дані" на сьогоднішній день розуміють 
надвеликі об’єми інформації. Кажучи «надвеликі», мається на увазі такий об’єм 
даних, який не може бути збережений або оброблений з використанням 
стандартних програмних і апаратних засобів. В загальному використовуючи 
поняття Big Data розуміють проблему зберігання та обробки надвеликих обсягів 
даних. 
Поняття Big Data також має свої властивості. Серед яких часто 
використовують визначення трьох «V». Volume - обсяг даних, Velocity – 
швидкість обробки інформації, що співставна з виконанням звичайних 
обчислювальних завдань і Variety – різноманіття, слабка чи зовсім відсутня 
структурованість даних. Наприклад, час проведення банківської операції, яка 
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обчислюється в мілісекундах. Хоч даних дуже багато, клієнти не згодні чекати 
більше. Різноманітність і неструктурованість інформації, яка є наслідком розвитку 
інтернет та веб технологій. Медіа контент все частіше використовується для 
аналітики різних аспектів життя чи то аналізу якоїсь продукції, особливо в 
рекламних цілях. 
Тобто big data включає в себе роботу з великим обсягом різноманітної 
інформації та необхідністю їх швидкої обробки. В наш час, під цим терміном 
також розуміють набір підходів і технологій, цілю яких є вирішення проблем 
пов’язаних з великими об’ємами інформації. Такі підходи реалізуються за 
допомогою систем розподілених обчислень, де в обчисленнями займається не 
один суперкомп’ютер, а ціла група машин, об'єднаних в кластер. 
Великі дані можуть бути згенеровані чи зібрані в багатьох сферах людської 
діяльності, тому їх кількість зростає з кожним днем, а з тим зростає потреба в 
нових підходах до зберігання та обчислення таких [1]. 
1.3 Hadoop, як інструмент для роботи з великими даними 
Hadoop — це програмна платформа, для створення та управління 
обчислювального кластеру, що включає в себе модулі для обчислення різного 
роду завдань, управління ресурсами, зберігання та транспортування даних, 
забезпечення безпеки як даних так і сервісів. Hadoop-кластер фізично складається 
з об’єднаних між собою обчислювальних серверів, які зазвичай являють собою 
високопродуктивні машини. Машину кластеру прийнято називати вузлом або 
нодою. Hadoop підтримує горизонтальне маштабування. Для цього к ластер 
просто необхідно додати більше серверів. А також звичайно вертикальне, будь яке 
апаратне забезпечення ноди може бути замінене. Обмін інформацією відбувається 
через Ethernet, використовуючи HTTP/HTTPS протоколи, а також обмін 
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інформації через розподілену файлову систему (Distributed File System). На рис. 
1.3. зображена архітектура Hadoop [2]. 
До складу ядра Hadoop входить файлова система Hadoop Distributed File 
System (HDFS) і модуль обробки, який реалізує парадигму програмування 
MapReduce. Файли в Hadoop розбиваються на великі блоки і розподіляються між 
вузлами кластера. Бізнес логіка паралельної програми зазвичай упаковується в 
JAR та направляється на відповідні ноди для паралельної обробки даних, 
використовуючи переваги локальності даних. 
Платформа включає в себе чотири основні модулі [3]: 
– Hadoop Distributed File System (HDFS) - розподілена файлова система, яка 
відповідає за збереження та транспортування даних, а також забезпечує 
надійність збереження даних за рахунок механізмів реплікації та 
відновлення після збоїв (fault tolerance). HDFS використовується в якості 
файлової системи за замовчуванням в типовій реалізації Apache Hadoop та в 
більшості дистрибутивів. Але платформа також підтримує і інші розподілені 
файлові системи, надаючи загальний інтерфейс DFS, який може бути 
реалізований іншими файловими системами. Наприклад такою системою є 
MapR-FS [4]. 
– Hadoop YARN – Yet Another Resource Negotiator або для любителів 
рекурсивних назв YARN Application Resource Negotiator, модуль, що 
відповідає за управління обчислювальними ресурсами, розподілом задач в 
кластері та відновленні обчислень після збоїв. 
– Hadoop MapReduce - це реалізація парадигми програмування MapReduce для 
обробки надвеликих об’ємів даних [5]. 
– Hadoop Common - містить бібліотеки, утиліти та абстракції вищого порядку, 




Рисунок 1.3 Архітектура Hadoop 
Раніше в Hadoop входив цілий ряд інших проектів, які стали самостійними в 
рамках системи проектів Apache Software Foundation [6]. Такі проекти відносять 
до «Компонентів екосистеми Hadoop». Деякі з них зображено на рис. 1.4.  
До них відносяться:  
Spark - програмна платформа розподіленої обробки даних в оперативній пам’яті. В 
основному використовується для машинного навчання та обробки потоків даних. 
Hive – розподілена система управління базами даних на основі платформи Hadoop. 
Дозволяє виконувати запити, агрегувати і аналізувати дані, що зберігаються в 
Hadoop та використовувати SQL-подібний синтаксис для написання команд 
роботи з даними, що потім трансформуються в MapReduce завдання. 
Oozie - диспетчер потоків робіт для платформи Hadoop, спрощує процес створення 
потоків робіт і координацію завдань. 
Flume - це розподілений, надійний сервіс для ефективного збирання, агрегування 
та переміщення великих обсягів даних в розподілену файлову систему Hadoop 
(HDFS, MapR-FS тощо) 




Рис. 1.4 – Компоненти екосистеми Hadoop 
 
1.3.1 HDFS – як розподілена файлова система 
Розподілена файлова система Hadoop (HDFS). Це розподілена, надійна і 
портативна файлова система платформи Hadoop, що використовується за 
замовчуванням. Деякі вважають HDFS надає командну оболонку і методи Java API 
для роботи з файловою системою, що дуже нагадує API Unix-подібних систем але 
розширяючи функціонал специфічними функціями пов’язаними з розподіленням 
даних. Кластер Hadoop HDFS в загальному має одну NameNode та безліч 
DataNodes, які реалізують master/slave архітектуру. Кожна DataNode відповідає за 
зберігання своїх блоків даних та транспортування їх по мережі, використовуючи 
спеціальний протокол для HDFS. Файлова система використовує TCP/IP для 
обміну інформацією. Для використання API клієнти використовують віддалений 
виклик процедур (RPC), який реалізований на основі Google Protocol Buffer. 




Рисунок 1.5 Архітектура HDFS 
HDFS спеціалізується на зберіганні файлів великого розміру (зазвичай від 
гігабайта до терабайта), розбиваючи ці файли на блоки, розмір яких може 
конфігуруватися (зазвичай від 128 до 512 мегабайт) та розподіляючи ці блоки між 
машинами кластеру. Надійність зберігання досягається за рахунок реплікації 
даних на різних вузлах, причому враховуючи топологію кластеру. Тобто 
збереження відбувається в різних стійках. За замовчуванням фактор реплікації 
рівняється трьом: два на одній стійці і один за межами даної стійки. Починаючи з 
версії Hadoop 3.0.0 був доданий механізм erasure coding, що вдосконалює механізм 
реплікації та зменшує надлишковість даних з 200% всього лише до 40%, 
використовуючи методи кодування надлишковості інформації. NameNode слідкує 
за реплікацією даних і в разі відмови деякої DataNode може відновити дані або 
реплікувати блоки даних на інші ноди за для досягнення необхідного рівня 
реплікації. HDFS неповністю POSIX-сумісна файлова система, тому що вимоги до 
POSIX файловій системі відрізняються від цільових завдань платформи Hadoop. 
Наприклад Hadoop добре працює з файлами великого розміру, проте багато файлів 
малого розміру можуть суттєво сповільнити систему, тому що створюють 
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додаткове навантаження на NameNode, яка виконує роль журнальної таблиці 
файлової системи. Також недоступною є операція append до вже існуючого 
непустого файлу, та є неможливим вільне переміщення вказівника позиції в файлі. 
Файлова система HDFS має так званий Secondary (вторинний) NameNode, 
але SNN не є резервним сервісом, який буде виконувати роль NN, як може здатися 
на перший погляд. А є процесом який регулярно копіює журнал NameNode і 
створює снапшоти каталогів та блоків файлової системи. Цей спосіб 
використовується для швидкого відновлення NameNode після збою. Що дає змогу 
відновити всю необхідну службову інформацію з оперативної пам’яті замість того 
щоб вичитувати інформацію с дискових наковичувачів. NameNode є єдиним 
сервісом для збереження та управління метаданими файлової системи, як наслідок 
він може стати вузьким місцем для можливості зберігання великої кількості 
файлів, особливо коли на кластері зберігається велика кількость маленьких 
файлів. Цю проблему покликаний вирішити HDFS Federation. HDFS Federation  
покращує існуючу архітектуру HDFS завдяки чіткому розподілу простору імен. 
Вона дозволяє підтримувати декілька областей імен у кластері для поліпшення 
масштабованості та ізоляції.  
Крім цього, єдиною точкою відмови (single point of failure) в кластері Hadoop 
є NameNode. Хоча втрата будь-якої іншої машини (періодично або постійно) не 
призводить до втрати даних, втрата NameNode призводить до неможливості 
подальшої роботи з кластером Hadoop. До Hadoop 2.0.0, NameNode був єдиною 
точкою відмови (SPOF) у кластері HDFS і якщо цей сервіс стає недоступним, 
кластер в цілому буде недоступним, доки NameNode не буде перезапущений на 
іншій машині. Щоб цьому запобігти було додано функція високої доступності 
HDFS (high availability) спрямовану на вирішення вищезазначених проблем, 
забезпечуючи можливість запуску двох (починаючи з Hadoop 3.0.0 більше двох) 
25 
 
надлишкових NamesNodes у тому ж кластері в активній / пасивній конфігурації з 
режимом очікування. Це дозволяє швидко перейти на новий NameNode у випадку 
аварійного завершення роботи попереднього або ініційованого адміністратором. 
Доступ до файлів можна отримати через нативний Java API, а також Apache 
Thrift шляхом генерації коду у відповідності до вибраної користувачем мови 
програмування (Java, Python, C++,  C#, Erlang тощо). Також HDFS, так само як і 
інші Unix-подібні системи представляє інтерфейс командного рядка для доступу 
та маніпулювання файлами. Додатково HDFS має REST API, а також власний 
фреймворк для роботи через веб, який має назву WebHDFS . 
1.3.2 YARN – як менеджер ресурсів кластера 
Hadoop YARN – компонент відповідальний за менеджмент ресурсів та 
розподіл завдань в Hadoop кластері. Hadoop YARN мав на меті відокремлення 
логіки управління додатком від управління ресурсами. В перших версіях Hadoop 
існувала тільки підтримка запуску завдань, що відповідають парадигмі 
MapReduce, що було суттєвим недоліком та обмеженням, що не дозволяло 
обчислювати деякі типи завдань на кластері Hadoop. Як альтернативу YARN надає 
інтерфейс вищого порядку, реалізуючи який на кластері можна виконувати 
завдання будь якого типу, так як YARN абстрагує керування та розподіллення 
завдань у вигляді контейнерів. YARN підтримує різні типи обчислювальних 
“двигунів”, які включають потокову обробку даних в реальному часі, пакетну 
обробки та запити до реляційних баз даних. Так YARN як менеджер ресурсів 
використовують такі проекти як MapReduce, Spark, Tez, Samza та інші [6]. 
До головних сервісів YARN відносяться: менеджер ресурсів, менеджер вузлів 
та майстер додатків. 
Менеджер ресурсів є головним сервісом управління кластером та надає API 
користувачам, для запуску завдань, які повинні виконуватись на кластері. 
26 
 
Зазвичай RM запускається на окремій ноді кластеру, де не відбувається ніяких 
обчислень, задля досягнення високої продуктивності, швидкості обробки запитів 
та прийнятті рішень про планування. Лише один екземпляр RM знаходиться в 
активному стані але зазвичай є також резервний RM, який знаходиться в режимі 
очікування (stand by), щоб у випадку аварійного завершення активного процесу 
RM, резервний RM взяв на себе функцію управління кластером задля досягнення 
високої доступності кластеру та неперервного виконання завдань.  
Менеджер вузлів повинен бути запущений на кожному вузлі кластеру, який 
повинен брати участь в обчисленні завдань. До обов’язків NM відноситься запуск 
контейнерів призначених менеджером ресурсів на своїй машині, керує життєвим 
циклом контейнерів, звітування про стан контейнера, збирання метрик та 
завершення контейнерів, які перевищують встановлений ліміт віртуальних або 
фізичних ресурсів. 
Контейнер це одиниця роботи завдання, яка відповідає за обчислення 
певних вхідних даних, що називаються сплітом. 
Майстер додатків виступає менеджером конкретного завдання. При запуску 
кожного нового завдання створюється новий екземпляр AM, а після завершення 
AM процес також завершує свою роботу. Запуск AM не відрізняється від запуску 
звичайного контейнера завдання. Після запуску AM посилає запит ресурсів до RM 
для свого завдання. Також він керує життєвим циклом додатку, відслідковує 
статус всіх контейнерів і у випадку відмови одного з них перезапускає його. 
Також до обов’язків AM відноситься копіювання залежностей чи ресурсів 
необхідних завданню, таких як jar файл програми, бібліотеки, додаткові файли чи 
файли конфігурацій [7]. 




Рисунок 1.6 Виконання завдань в YARN 
Менеджер ресурсів є центральним сервісом управління, який відповідає за 
керування ресурсами та процесами в обчислювальному кластері. RM працює з 
кластером як з джерелом обчислювальних ресурсів (див. Додаток В). Головною 
метою RM є призначення контейнерів вузлам, які мають вільні ресурси, права для 
запуску відповідних завдань та найкраще підходять з точки зору локальності 
даних для виконання паралельних завдань. Знаючи стан кожного з Менеджерів 
вузлів, Менеджер ресурсів може оптимально розподіляти завдання в кластері. 
Менеджер ресурсів не слідкує за станом кожної з програм, як це було в 
попередній версії. За це відповідає АM. Менеджер ресурсів має можливість 
планування завдань використовуючи різні алгоритми розподілу завдань. На 





Рисунок 1.7 Компоненти Менеджера Ресурсів 
Планувальник реалізує деякий алгоритм розподілу ресурсів. Всі 
планувальники реалізують спільний інтерфейс – YarnScheduler (див. Додаток Г). 
YARN представляє можливості для зміни планувальника за допомогою 
конфігурацій. Достатньо лише вказати клас, який реалізує інтерфейс 
YarnScheduler. Тобто завжди є можливість написати свій власний планувальник та 
використовувати його в своєму кластері. Після змін конфігурацій RM потрібно 
перезапустити щоб він мав змогу перерозподілити завдання у відповідності до 
алгоритму нового планувальника. В своїй стандартній поставці YARN включає 
три планувальника: FifoScheduler, CapacityScheduler, та FairScheduler, що 
реалізують окремий алгоритм розподілу ресурсів між завданнями та чергами. 
Основними видами ресурсів, які підлягають розподілу є CPU, та RAM. Ці ресурси 
розподіляються між наявними чергами. Після планування певного завдання в черзі 
йому виділяються необхідні ресурси з цієї черги [8].   
На даний момент в YARN реалізований механізм LBS (label based scheduling) 
– планування та розподілу ресурсів та задач на основі міток, які можна надавати 
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для кожного вузла обчислювального кластеру. Завдяки цій функції завдання 
можуть бути запущені тільки на тих вузлах, які помічені відповідною міткою,  
вузли, що не мають відповідної мітки потрапляють до так званого “чорного 
списку” та не можуть брати участі в обчисленнях даного завдання. Проте ні один з 
планувальників не має механізму розподілу наявних фізичних ресурсів кожного з 
вузлів у відповідності до конфігурації LBS, що і є проблемою яку необхідно 
вирішити [9]. 
1.4 Постановка задачі 
Проаналізувавши існуючи механізми розподілу та управління ресурсами 
кластера ми побачили, що кожен з планувальників ресурсів має можливість 
гнучко розподіляти ресурси кластера між наявними чергами та завданнями. Також 
існує можливість маркування вузлів кластеру деякими мітками за для 
гарантування виконання конкретних завдання саме на цих вузлах, що дає змогу 
використовувати конкретні ресурси вузлів в кластерах, що складаються з нод з 
різними апаратними ресурсами. 
Проте жоден планувальник не дає змоги окремо розраховувати доступні 
ресурси для кожної мітки, правильно розраховувати доступні ресурси в чергах та 
максимальні ресурси для черг завдань в цілому, що призводить до: 
1. Хибних рішення при призначенні контейнерів для кожного з вузлів, що 
призводить до зменшення продуктивності кластеру вцілому. 
2. Використання чергами більшої кількості ресурсів ніж доступно мітці 
вцілому. 
3. Неефективного використання ресурсів кластеру різними підмножинами 
вузлів з різними мітками. При використанні LBS стає неможливим 
витіснення завдань більш пріоритетними завданнями в межах вузлів з 
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однією міткою, навіть якщо взагальному завантаження кластеру є 
низьким. 
Так як платформа Hadoop використовується провідними компаніями світу 
для обробки надвеликих масивів даних як в комерційних так і в наукових цілях, ці 
недоліки мають суттєве значення та їх вирішення здатне призвести до скорочення 
часу виконання задач та вартості таких обчислень. 
Метою даної роботи є підвищення ефективності використання ресурсів 
кластера при обробці великих даних, використовуючи наявний планувальник 
ресурсів та механізм маркування вузлів кластеру, за рахунок віртуалізація ресурсів 
обчислювального кластеру для кожної з міток, для чого необхідно виконати 
наступні задачі: 
– Надати централізований механізм керування використанням ресурсів 
кластеру для кожної з міток. 
– Реалізувати механізм віртуалізації ресурсів для розбиття кластеру на 
підкластери у відповідності до наявних міток. 
– Реалізувати механізм обчислення доступних ресурсів для черги у 
відповідності до конфігурації міток для Планувальника. 
– Вдосконалити алгоритм витіснення завдань більш пріоритетними, 
використовуючи механізм віртуалізації ресурсів кожного з під-кластерів.  
– Надати гнучкий механізм конфігурації розподілення ресурсів між мітками 
та витіснення задач в кластері чи підкластері. 
Висновки до розділу 1 
В даному розділі було проаналізовано основні інструменти та програмне 
забезпечення для роботи з великими об’ємами даних (Big Data). Розглянуто 
платформу для розподілених обчислень Hadoop та її основні компоненти: 
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MapReduce, YARN, HDFS. А також деякі компоненти екосистеми Hadoop. 
Розглянуто середовище в якому працює дана платформа та типові випадки 
застосування. Проаналізовано існуючи системи та механізми розподілу ресурсів в 
кластерах під управлінням програмної платформи Hadoop. А також 
проаналізовано YARN та механізми планування ресурсів, що використовуються в 
ньому. 
Ознайомившись з існуючими алгоритмами планування було знайдено 
декілька  вагомих недоліків, що є критичними для використання в промислових 
масштабах, такі як: 
1. Хибні рішення при призначенні контейнерів для кожного з вузлів, при 
використанні механізму маркування вузлів. 
2. Використання чергами більшої кількості ресурсів ніж доступно мітці 
вцілому. 
3. Неефективне використання ресурсів кластеру різними підмножинами 
вузлів з різними мітками, як наслідок неможливість витіснення завдань 






РОЗДІЛ 2. ПОРІВНЯЛЬНИЙ АНАЛІЗ ТЕХНОЛОГІЙ РОЗПОДІЛУ РЕСУРСІВ В 
ОБЧИСЛЮВАЛЬНИХ КЛАСТЕРАХ HADOOP ТА СЕРЕДОВИЩА ЇХ 
РОЗРОБКИ 
2.1  Порівняння менеджерів ресурсів Hadoop MRv1 та YARN 
MRv1 – компонент, що відповідає за розподіл ресурсів та планування задач 
в Hadoop v1. Головним сервісом виступає менеджер завдань, що має назву 
JobTracker. Роль менеджера вузлів виконує TaskTracker, який запускається на 
кожній ноді кластеру і відповідає за обчислення частини завданння. Запити на 
запуск завдань надходять від клієнтів до JobTracker, який приймає завдання, 
розбиває вхідні дані на спліти, призначає обчислення цих даних конкретним map 
та reduce завданням, розподіляє завдання між вузлами, моніторить статус 
виконання завдань та в разі потреби здійснює їх перезапуск. TaskTracker приймає 
завдання на виконання від керуючого процеса, відповідає за копіювання 
необхідних ресурсів на ноди де виконуються завдання і виконує запуск map чи 
reduce завдань, звітує керуючому процесу про стан завдання і відповідає за стадію 
shuffle – передачу проміжних вихідних даних map завдань на вхід reduce 
завданням. Взаємодія процесів реалізована через RPC-виклики, які 
використовують Google Protocol Buffer, запити надходять від TaskTracker до 




Рисунок 2.1 Архітектура MRv1 
YARN (Yet Another Resource Negotiator - «ще один ресурсний посередник») 
- модуль, що став частиною Hadoop починаючи з версії 2.0, бере на себе 
відповідальність за управління ресурсами кластерів і планування завдань. До 
появи YARN ця функція покладалась на модуль MapReduce. На відміну від YARN 
в MRv1 єдиним компонентом, що відповідав за розподіл ресурсів, планування 
завдань та відслідковування статусу завдань був JobTracker.  В YARN головний 
процес кластеру ResourceManager відповідає тільки за планування ресурсів (див. 
Додаток А), абстрагує всі обчислювальні ресурси кластера і керує їх виділенням 
розподіленим додаткам. Функцію відслідковування статусу завдань та збір метрик 
виконує окремий процес ApplicationMaster, що запускається для кожного нового 
завдання. YARN універсальний модуль, що здатен виконувати як MapReduce - 
програми, так і інші розподілені додатки, що реалізують програмний інтерфейс 
AM. YARN надає можливість паралельного запуску теоретично необмеженої 
кількості завдань на кластері та їх ізоляцію. Проте звичайно є практична обмежена 
кількість завдань, що випливає з обмеженості фізичних ресурсів. Для того щоб 
написати додаток, що має виконуватись розподілено на обчислювальному 
кластері розробнику необхідно реалізувати власний процес, що відповідає 
інтерфейсу ApplicationMaster, для того щоб змінити алгоритм координації завдань 
та розпорядження виділеними ресурсами менеджером ресурсів за допомогою 
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планувальника. При чому потрібно реалізувати лише бізнес логіку власного 
додатку. Всі інші проблеми пов’язані з розподіленням завдання в кластері, 
виділенням ресурсів та синхронізацію завдань візьме на себе YARN. Архітектура 
YARN зображена на рис. 2.2. 
YARN виконує роль операційної системи кластеру. Тобто виступає 
інтерфейсом взаємодії апаратних ресурсів кластера і будь яким типом додатків, 
що використовують YARN для запуску та виконання своїх обчислювальних 
завдань. YARN включає дуже багато рівнів абстракцій, починаючи від 
найнижчого рівня роботи з операційною системою вузла (наприклад використання 
cgroups Linux для управління фізичними ресурсами) до найвищого – запуску 
широкого класу додатків. 
 
Рисунок 2.2 Архітектура YARN 
В архітектурі YARN центральне місце посідає ResourceManager, що 
запускається як майстер-демон на виділеній машині, що відповідає за розподіл 
ресурсів кластера між конкуруючими додатками. ResourceManager моніторить 
стан кожного з NodeManager, їх загальні та доступні в даний момент ресурси та 
розподіляє їх між завданнями, які запускаються клієнтами обчислювального 
кластеру. В цьому процесі зосереджено всю службову інформацію про всі вузли 
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кластеру, що дозволяє ResourceManager приймати рішення щодо розподілу 
ресурсів, враховуючи багато критеріїв, як то локалізація даних, політики 
спільного використання, налаштування безпеки (ACL - access control lists), 
пріоритету завдання, мережевих ресурсів, розмір і зайнятість черг. 
Після запиту користувача на запуск завдання, в кластері запускається процес 
ApplicationMaster для синхронізації та управління життєвим циклом виконання 
всіх задач додатку. AM моніторить всі запущені задачі завдання, в разі потреби 
здійснює їх перезапуск, наприклад у разі їх аварійного завершення, втрати даних 
або ж повільного виконання (запуск дублікату задачі має назву спекулятивне 
виконання), обчислення кінцевих значень лічильників завдання, що збираються на 
всіх задачах (контейнерах) завдання. Як відомо, раніше всі ці завдання брав на 
себе процес JobTracker. ApplicationMaster, як і задачі керованого ним завдання 
виконуються в окремому процесі, що носить назву контейнера в термінах YARN. 
Керування контейнерами – задача NodeManager. NM - це модифікована сервісу 
TaskTracker, яка має більш ефективну модель ресурсів, де замість фіксованого 
числа слотів map і reduce використовується більш гнучка та динамічна система 
ресурсів. Ці ресурси можуть використовуватись будь яким контейнером, 
неважливо map чи reduce, при чому розмір контейнера також може варіюватися 
від обчислювальних потреб для конкретного додатку, які диктуються процесом 
ApplicationMaster. На рис. 2.3 можна побачити головні відмінності в архітектурі 





Рисунок 2.3 Порівняння архітектури YARN та MRv1 
До версії Hadoop 3 ресурсами могли виступати лише оперативна пам’ять та 
число ядер процесору, в деяких дистрибутивах також надавалася можливість 
використання дискового простору як ресурсу. В Hadoop 3 з’явилась функція 
generic resource type, що надає можливість використання будь якого ресурсу в 
якості обчислювальних ресурсів кластеру, як то пам’ять, cpu, пропускні 
можливості мережі, диски, GPU/FPGA тощо.  Максимально доступне число 
одночасно запущених контейнерів на вузлі визначається загальним обсяг ресурсів 
вузла (віртуальні ресурси) або спецефічними конфігураціями, що дозволяють 
гнучко налаштувати обмеження кількості паралельно запущених завдань. 
Обмеження ж фізичного використання ресурсів контейнером може бути здійснене 
за допомогою утиліти Unix подібних систем cgroups, що дозволяє задати 
обмеження на використання CPU та RAM, або ж стандартними засобами Docker, в 
разі якщо YARN налаштовано на використання Docker контейнерів. 
ApplicationMaster не залежить від бізнес логіки чи властивостей завдання, 
тому може запускати будь-який тип завдання в контейнері. Наприклад Hadoop 
реалізація AM для парадигми MapReduce MRAppMaster запитує контейнери для 
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виконання задач map або reduce, тоді як реалізація для двигуна Tez 
DAGAppMaster запитує контейнери для виконання SQL подібних запитів в базі 
даних Hive. Доступна можливість реалізації спеціалізованого ApplicationMaster 
для виконання завдань, що потребують специфічної розподілення додатківчи 
адміністрації ресурсів. 
Так само і для ResourceManager, NodeManager і контейнера не важливо який 
саме код програми виконується в середині. Всю специфічну для конкретної задачі 
логіку підтримує ApplicationMaster, саме це дозволяє YARN підтримувати будь-
яку розподілену логіку, для конкретної реалізації AM. 
Цей підхід дозволяє використовувати Hadoop YARN як менеджер кластеру 
іншими компонентами екосистеми. Це відкриває широкі можливості до 
мультиарендності одного кластеру Hadoop різними типами задач як то MapReduce, 
Spark, Tez, Giraph, Stamza, Flink, Storm та багато інших. 
Отже просумувавши можна назвати ряд переваг YARN над MRv1: 
– Більш ефективне використання наявних ресурсів кластеру, оскільки немає 
поділу на типи завдань вільні ресурси можуть бути перевикористані іншими 
завданнями. 
– Зменшення витрат на транспортування даних по мережі, так як враховується 
фізичне розміщення даних для запуску завдань на відповідних нодах. 
– Мінімізація витрат на адміністрування та конфігурування кластеру, так як 
все налаштування виконується централізовано. 
– Підтримка агрегації та централізації журналів логування, що генеруються 
завданнями та сервісами кластеру. На відміну від MRv1 YARN переміщати 
ці дані в центральне сховище розподіленої файлової системи, наприклад, 
HDFS. Що зменшує витрати на збереження даних, підвищує надійність 
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зберігання та надає можливість використання цих даних як вхідні дані 
інших завдань аналізу функціонування кластеру. 
– Висока доступність всіх сервісів. Відновлення роботи після збоїв завдань 
після аварійного завершення ResourceManager.  Це досягається завдяки тому 
що RM має змогу зберігати інформацію про свій поточний стан в будь 
якому сховищі та в разі потреби швидко відновлювати роботу, що дозволяє 
продовжити роботу без втрати поточного прогресу всіх завдань в кластері та 
без необхідності перерахунку незавершених завдань. 
– Зворотня підтримка всіх вже функціонуючих завдань, що написані з 
використанням API для MRv1. 
– Новий зовнішній вигляд Web-інтерфейсу.  
– Можливість запуску убер завдань (uberization) - виконання всіх задач 
завдання MapReduce у в тій самій віртуальній машині Java, в якій 
виконується процес ApplicationMaster, для достатньо малих завдань. Що 
дозволяє зменшити надлишкових витрати на перестворення JVM для 
контейнерів завдання. 
– Покращена здатність до масштабування. YARN практично може керувати 
кластером розміром до 10 000 вузлів, що долає обмеження MRv1 в 4 000 
визлів. А з виходом Hadoop 3 та впровадженні нової функції YARN 
Federation кількість нод кластеру може досягати 100 000 вузлів, що в 
десятки разів перевищує поточні вимоги до найпродуктивніших кластерів. 
Тобто YARN вирішує більшість проблем та обмежень MRv1 та додає 
можливість  більш гнучного конфігурування та створення більш складних 
розподілених додатків.  
Враховуючи все вищесказане правильним вибором для подальшого 
дослідження буде саме YARN в якості менеджера ресурсів Hadoop кластера. 
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Тобто подальший аналіз та розробка алгоритмічного та програмного забезпечення 
буде відбуватися саме в рамках цієї системи управління кластером. 
2.2  Планувальники ресурсів YARN 
2.2.1 Fair Scheduler 
Головною цілю «справедливого» планувальника є розподіл ресурсів для 
кожної з черг таким чином, щоб незалежно від загальних ресурсів кластеру та 
запущених завдань, черги завжди отримували рівну кількість ресурсів. Якщо деяка 
черга не має запущених завдань, ресурси цієї черги можуть бути доступні для 
інших черг. Це дозволяє одночасно виконувати завдання, що вимагають багато та 
мало часу, замість того щоб змушувати завдання чекати закінчення попереднього. 
Даний алгоритм забезпечує ефективне розподіллення ресурсів та мінімізацію часу, 
коли кластер має невикористані ресурси. Справедливий планувальник був 
розроблений компанією Facebook та доданий до вільнорозповсюджуваної версії 
Apache Hadoop. 
В Hadoop YARN розподіл ресурсів між завданнями відбувається за 
допомогою черг, в які ці завдання відправляються. Кожна черга має свою частку 
ресурсів кластера, у випадку з Fair Scheduler за замовчванням всі черги мають 
однакову кількість ресурсів але також наявна можливість розділяти ресурси між 
чергами у відсотковому відношенні за допомогою параметра weight. Ресурси 
черги розподіляються між завданнями цієї черги. Чим більше ресурсів має черга, 
тим більше завдань вона може прийняти на виконання. Загальна кількість завдань 
запущених одночасно в одній черзі також може бути, щоб попередити 
перевантаження чи забезпечити достатню кількість ресурсів для всіх завдань. 
Алгоритм розподілу ресурсів для FairScheduler наведено на рис. 2.4. 
Рівномірний розподіл ресурсів між користувачами досягається тим, що 
кожен користувач використовує або вже наявну чергу або створює свою власну 
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при відправленні першого завдання, тим самим відразу перерозподіляючи 
справедливі долі між іншими чергами та отримуючи свою гарантовану частку 
ресурсів. Відповідно, один користувач не зможе зайняти всі ресурси кластеру, 
відправляючи на запуск більше завдань ніж інші так як його доля ресурсів вже 
обмежена. Ресурси розподіляються тільки між чергами, які мають запущені 
завдання, тим самим кластер ніколи не має невикористаних ресурсів, так як ці 
ресурси можуть бути виділені для іншого завдання, що призведе до швидшого 
його виконання. У випадку, коли деяке завдання вже використовує ресурси 
кластеру, нове завдання не може запустити свої контейнери допоки попередня не 
вивільнить ці ресурси завершивши свої контейнери. Але це можна змінити за 
допомогою функції preemption (витіснення), змусивши попереднє завдання 
достроково звільнити ресурси та стати в чергу, що дасть змогу виділити новому 
завданню його гарантовану частку ресурсів відразу після запуску. 
Конфігурація для черг справедливого планувальника знаходиться в fair-
scheduler.xml, всі черги мають ієрархічну структуру, де головна черга має назву 
root. В даному файлі визначаються всі властивості, що будуть використовуватись 
планувальником для розподілу ресурсів. Для зміни доступної частки черзі можна 
встановити властивість weight для відповідної черги, тим самим змінивши 
доступну долю ресурсів для завдань в цьому пулі. Також наявна можливість 
задання пріоритету для завдань або черг, тим самим впливати на рішення 
планувальника про запуск контейнерів більш важливих завдань в першу чергу. 
Тут наведено лише головні конфігурації для черг та завдань, насправді існує дуже 
багато властивостей для тоншої настройки черг та увімкнення специфічних, таких 
як розподіл навантаження по вузлах за допомогою міток, увімкнення витіснення 





2.2.2 Capacity Scheduler 
Планувальник обчислювальної потужності схожий по своїй суті до 
справедливого планувальника, проте має суттєві відмінності в алгоритмі 
розподілення та підході до ресурсів. Даний планувальник використовується у 
випадку, коли кластер використовується постійною кількістю користувачів чи 
сервісів. Як наслідок, CapacityScheduler надає розширені можливості 
налаштування, а також може гарантувати мінімальну кількість ресурсів, що 
надаються завданням (див. Додаток Б). Ресурси, що надані чергам, в яких на даний 
момент не має завдань так само розподіляються між чергами з запущеними 
завданнями Планувальник обчислювальної потужності був розроблений 
компанією Yahoo!. 
На відміну від справедливого планувальника, черги створюються з наперед 
заданою часткою доступних ресурсів, що не дозволяє динамічно перерозподіляти 
ресурси між чергами чи створювати нові черги на льоту. Кожна черга має 
гарантовану частку потужностей кластеру, в результаті загальна обчислювальна 
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потужність кластера буде рівна сумі обчислювальних потужностей всіх черг. 
Ресурси між чергами повинні бути розподілені у відсотковому відношенні, тобто 
загальна сума відсотків черг повинна бути рівна 100, в іншому разі буде 
ініційована помилка запуску планувальника. Алгоритм розподілу ресурсів для 
CapacityScheduler наведено на рис. 2.5. 
Також наявна можливість надання пріоритетів завданням в черзі. Завдання з 
вищим пріоритетом призначаються відповідним нодам швидше, ніж завдання 
низького приорітету. В дному планувальнику наразі не реалізована функція 
витіснення завдань. 
Конфігурацію CapacityScheduler  можна задати в файлі capacity-scheduler.xml, 
визначивши ієрархію черг, їхню частку ресурсів, права доступу. Права доступу 
розмежовуються завдяки списку контролю доступу (ACL). ACL існує трьох типів. 
Перший тип рівень кластеру, де задаються глобальні адміністратори, що мають 
привілейований доступ до деяких ресурсів. Другий рівень черги, на цьому рівні 
можна задати конфігурацію для конкретної черги, розмежувавши вказані права 
доступу для всіх завдань в цій черзі. Третій рівень це рівень додатку, існує 
можливість вказати ACL для конкретного завдання. Всі конфігурації для черг 
можна перевизначити для конкретного завдання, що дозволяє гнучко керувати 
ресурсами без необхідності повного перезапуску планувальника, тим самим не 





Як бачимо FairScheduler представляє гнучкіші можливості до налаштування 
та здатен до динамічного перерозподілу ресурсів, в залежності від запущених 
задач та нових черг. До того ж він використовується за замовчуванням в 
дистрибутиві Hadoop для якого проводиться розробка, відповідно цим 
планувальником користується найбільша кількість користувачів. Тому подальшу 
розробку алгоритмічного та програмного забезпечення будемо проводити саме 
для цього планувальника. 
2.3  Середовище розробки 
Основною мовою програмування, на якій написана платформа Hadoop, 
являється Java. Так як нашою цілю є вдосконалення ефективності роботи 
планувальника, потрібно обрати середовище розробки програмного забезпечення, 
що якнайкраще задовільнить наші потреби. Мінімальною вимогою звичайно 
являється підтримка мови програмування Java. 
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На даний момент найбільш популярними IDE є Eclipse (від компанії Eclipse 
Foundation), NetBeans (від компанії Oracle) та IntelliJ IDEA (від компанії JetBrains).  
IntelliJ IDEA - інтегроване середовище розробки програмного забезпечення, що 
включає в себе інтеграцію для багатьох JVM-based мов програмування, таких як 
Java, Scala, Kotlin тощо. 
Дана IDE призначена для розробки на Java та інших мовах, які виконуються на 
JVM.  Включає в себе багатий інструментацій для розроби, рефакторінга та 
тестування програмного забезпечення, які дозволяють автоматизувати рутинні 
процеси. Інтерфейс середовища дуже зручний та інтуїтивний, що забезпечує 
продуктивну роботу та дозволяє сконцентруватися на логіці та архітектурі додатку 
замість виконання стандартних рутинних завдань. Дотого ж, середовище має 
інтеграцію з більшістю систем контролю версій, інструментами збирання проектів 
та інструментами тестування, включаючи Git, Subversion, Ant, Maven і JUnit.  
Середовище розповсюджується в двох версіях: Community Edition і Ultimate 
Edition. Community Edition це вільно розповсюджувана версія, що має ліцензію 
Apache 2.0, включає повну підтримку Java SE, Scala, Kotlin, Groovy, а також 
інтеграцію з системами управління версіями. Ultimate Edition вже надає підтримку 
Java EE, популярних Java фреймворків, таких як Spring, Hibernate, Jersey тощо, 
UML-діаграм, автоматичного деплою на сервер, тестового покриття коду. 
Eclipse викoристoвується для рoзрoбки прoграмнoгo забезпечення для 
конкрутної платфoрми. Це досягається за допомогою зручного механізму 
встановленні відповідних плагінів і модулів для цієї IDE. На даний момент існує 
дуже багато плагінів для різних мов програмування та бібліотек, які зручно 
встановити та оновлювати. Плагіни надають можливість зміни інтерфейсу 
середовища розробки, розширення підтримуємих мов програмування, зміни типу 
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рефактора  для відповідного типу файлу, налаштування способу налагoдження та 
збирання прoекту. 
Пoрiвняємo такі стандартні можливості цих IDE: 
Аналізатор коду 
IntelliJ IDEA цінується інтелектуальним автoдoпoвненням кoду, що дозволяє 
дoпoвнювати iмена класiв, методів, змінних. IntelliJ здатна знаходити проблемні 
ділянки коду, що в майбутньому здатні призвести до помилок в роботі програми 
та інформувати про них програміста на ранньому етапі розробки. Також IDEA має 
гарну підтримку Java 8, що дозволяє більш широко використовувати можливості 
мови. Eclipse також має можливості автодоповнення коду, проте не може 
похвалитися інтелектуальним аналізом та пошуком потенційно небезпечних 
конструкцій в коді. 
Рoбoта з XML 
В обох середовищах розробки наявна підтримка XML. IDEA працює з XML 
як з звичайним файлом, надаючи деякі можливості інтелектуального редагування. 
Eclipse розширює можливості роботи з даним типом файлу, тим що надає 
функціонал для редагування чи створення у виглядi структури i у виглядi тексту.  
Рoзширення 
В IDEA та Eclipse використовується однаковий підхід до розширення 
функціональних можливостей середовища, використовуючи систему інсталяції 
плагінів. Eclipse - це середевище, що не має конкретного спрямування за 
замовчуванням, а IDEA від початуку реалізована як середoвище рoзрoбки 




IDEA не має можливості відкриття декількох різних проектів одночасно, що 
накладає деякі обмеження на використання. В  Eclipse ця проблема вирішена, дане 
середовище дозволяє відкривати декілька проектів в одному вікні без необхідності 
розбиття цих проектів на різні директорії та відкриття в окремих вікнах. 
Iнтеграцiя с репoзитoрiями 
Oбидвi IDE надають можливості роботи з SVN, GIT та GitHub. Проте IDEA 
надає набагато ширший та надійніший функціонал для роботи з системами 
контролю версій, до того ж має вдаліше та детальніше графічне представлення 
структури проекту, включаючи гілки проекту, теги, релізи, авторство та багато 
іншого. 
Порівнявши ці два середовища розробки можна зробити висновок, що 
IntelliJ IDEA краще підходить для розробки проектів на Java, так як має кращу 
інтеграцію з цією мовою. До того ж має потужнішу систему автодоповнення та 
аналізу вихідного коду та ліпшу інтеграцію з системами контролю версій та 
репозиторіями. Ще однією вагомою перевагою є можливість автоматичного 
деплою змін в коді на потрібний сервер. Це дозволить пришвидшити тестування 
коду на кластері, так як відпадає необхідність в ручному копіюванні залежностей 
проекту на вузли кластеру через утиліту Linux scp. 
2.4  Інструменти для виявлення помилок та покращення якості коду 
Статичний аналізатор коду – деяка утиліта, що дозволяє відшукувати  
помилки в вихідному коді програмного забезпечення. Даний інструмент 
допомагає знаходити помилки на етапі розробки та написанні програмного коду, а 
не на етапах запуску чи використанні програми. 
Статичний аналіз коду використовується для пошуку помилок в програмах, 
аналізуючи вихідний код за допомогою  патернів (шаблонів) відомих помилок. Під 
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назвою "статичний" розуміють, що аналізується вихідний код, що не потребує 
збірки проекту та запуску програми. Існують і динамічні аналізатори програми, що 
аналізують програму під час її роботи. Прикладом таких аналізаторів є 
інструменти для відслідковування використання оперативної пам’яті та ресурсів 
процесора. 
В результат роботи статичного аналізатора ми отримуємо список виявлених 
проблем чи помилок в коді, зазвичай вказується конкретний файл та рядок, який 
містить відповідну потенційну помилку. Результуючий звіт дуже схожий на звіт 
компілятора після запуску програми. Проблеми називаються "потенційними" 
невипадково, так як статичний аналізатор не може з абсолютною точністю 
визначити чи це дійсно помилка і чи призведе вона до якихсь негативних наслідків 
в майбутньому. Аналізатор тільки повідомляє програміста про свої результати, 
подальший вибір дій залежить від самого інженера.  
Крім виявлення потенційних помилок в коді з точки зору функціонування 
програми, статичні аналізатори коду можуть прослідкувати за збереженням стилю 
кодування в проекті. Запускаючи аналізатора кодового стилю перед кожним 
комітом, ми можемо запобігти порушенню загальної кодової бази проекту. На 
даний час, існує багато готових аналізаторів вихідного коду Java. Найбільш 
потужні та найвідоміші з них це: PMD, Checkstyle та FindBugs. Всі ці аналізатори є 
безкоштовними.  
PMD - інструмент для статичного аналізу вихідного коду програмного 
забезпечення. Він надає змогу перевірки та пошуку потенційних проблем, 
можливих помилок, коду, що не використовується, неоптимального коду, 
надмірно складних конструкцій мови,  виразів чи блоків коду, що повторюються. 
PMD має величезний набір відомих проблем та правил, які надають можливість 
знаходити потенційні проблеми в Java-коді. Наприклад: 
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– Блоки try / catch, що не відловлюють виключення. 
– Вирази, які можна спростити. 
– Використання оператора == замість equals () в деяких типах даних. 
– Код, що не використовується. 
– Непотрібні конструкції if чи конструкції циклів. 
– Правильність найменування. 
До того ж, PMD включає функцію розпізнавання дублювання коду, що 
дозволяє знаходити місця, що потребують однакового функціоналу та винесення 
такого на вищі рівні абстракції чи зміни архітектури взагалі. Також PMD дозволяє 
легко додавати нові правила, що підлягають аналізу, шляхом додавання цих 
правил за допомогою XPath чи графічного інтерфейсу, що поставляється разом з 
даною утилітою. 
FindBugs - статичний аналізатор коду, що має багато схожих рис з PMD. 
Проте найбільшою і найважливішою відмінністю є те, що FindBugs працює не з 
вихідним кодом, а вже з зкомпільованим в байт код, навідміну від PMD, що 
працює з вихідним кодом. Це дозволяє розширити можливості аналізу та знайти за 
допомогою FindBugs наступні проблеми: 
– Некоректне перевизначення .equals () та .hashCode (). 
– Небезпечні зведення типів. 
– Змінні, що завжди будуть null . 
– Появу «StackOverflows» чи «OutOfMemory»  виключень. 
– Виключення, що ігноруються. 
Використання цих двох утиліт разом дозволяє знаходити більшість 
стандартних помилок, що може допустити програміст на етапі написання 
програми. Ми можемо відловити як проблеми з вихідним кодом так і проблеми у 
вже скомпільованому коді. 
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Checkstyle -  інструмент для статичного аналізу стилю програмування та 
дотримання відповідних конвенцій мови. Даний аналізатор не дозволяє знаходити 
потенційні помилки пов’язані з функціоналом програми, проте здатен зберегти 
стиль написання вашого проекту уніфікованим. Використання Checkstyle є дуже 
корисним для покращення чи збереження зручно читаємого коду Java. Checkstyle 
чудово справляється з такими проблемами: 
– Відсутність чи помилки в javadoc. 
– Зайві відступи чи пробіли. 
– Неправильне чи зайве розміщення дужок. 
– Задовга довжина рядка. 
– Конвенції мови, щодо іменування змінних. 
PMD, FindBugs та Checkstyle – це найпопулярніші аналізатори коду Java на 
даний момент. Використання цих трьох аналізаторів здатне суттєво підвищити 
якість програмного забезпечення. Отже необхідно використовувати ці утиліти при 
написанні нашого програмного забезпечення. 
Щоб об’єднати всі згадані вище перевірки ми будемо використовувати 
Apache Yetus. Yetus - це набір бібліотек та інструментів, що дозволяють 
здійснювати процеси розробки та випуску програмних проектів. Він включає всі 
три утиліти PMD, FindBugs і Checkstyle і багато іншого. Тому, Yetus, у якості 
інструменту для CI (continuous integration) та як аналізатор коду та стилю 
кодування. 
2.5  Інструменти тестування 
Розроблюваний функціонал включає дуже складне алгоритмічне 
забезпечення та нетривіальну програмну реалізацію, тому повинен бути дуже 
ретельно протестований. Тестування програмного забезпечення гарантує 
правильність роботи програми і відповідно якість програмного продукту, що 
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поставляється клієнтам. А наявність unit тестів дозволяє запобігти порушенню 
закладеного функціоналу в майбутньому. Тому необхідно покрити новий 
функціонал такими тестами. Існує багато бібліотек та фреймворків, що 
використовуються для тестування java коду. На даний момент найбільш 
функціональною та популярною є бібліотека JUnit. 
Додавати нові unit тести доволі просто. Все, що потрібно додати бібліотеку 
та створити тестовий модуль, який буде перевіряти новий функціонал.  
Основними перевагами JUnit є: 
– Вільне розповсюдження. 
– Використовує Java анотацій, які беруть на себе функцію конфігурування 
тестів та вказання тестових класів та методів, що будуть запускатися. 
– JUnit включає готові класи для запуску тестів на виконання. 
– JUnit має широкий склад готових функцій для перевірки тверджень різних 
типів. 
– Простота і гнучкість у використанні. 
– Зручні та інформативні звіти про тестування програмного забезпечення . 
JUnit є чудовим вибором для тестування Java програм. Тим більше для нього 
створено дуже багато розширень, таких як PowerMock, що дозволяють покривати 
тестами більш складні  ділянки коду. Apache Yetus дозволяє автоматизувати 
процес запуску юніт тестів після кожного коміту, запустивши юніт тести тільки в 
тих модулях, що були змінені. Запуск юніт тестів відбувається на платформі 
TeamCity. TeamCity - це багатофункціональний сервер безперервної інтеграції, 
готовий до роботи відразу ж після установки. Він підтримує безліч систем 
контролю версій, аутентифікації, збірки і тестування прямо з коробки.  
Проте самих unit тестів недостатньо. Ми повинні мати також інтеграційні 
тести. Ми маємо окремий внутрішній фреймворк для інтеграційного тестування, 
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який написаний з використанням бібліотеки TestNG, в який повинні додати тести 
для нового функціоналу. Ці тести повинні виконуватись на реальному кластері. 
Для автоматизації процесу підняття та конфігурації кластеру з подальшим 
запуском тестів та відправки результатів в Slack використовується Jenkins – ще 
один сервер безперервної інтеграції. Після кожного коміту запускається завдання 
Jenkins, що піднімає Docker контейнери за допомогою Docker Compose для 
потрібної кількості вузлів кластеру, інсталює туди нове програмне забезпечення та 
запускає тести. Після завершення тестів TestNG збирає результати тестування у 
відповідні XML файли на надає їх Jenkins для подальшої відправки в Slack 
(система обміну миттєвими повідомленнями), що дозволяє значно пришвидшити 
та упростити весь складний процес тестування. 
Висновки до розділу 2 
 В даному розділі було проаналізовано основні компоненти  платформи 
Hadoop, порівняно менеджери ресурсів кластера та планувальники ресурсів. 
Вибрано інструменти, утиліти та програмне забезпечення для реалізації 
поставлених цілей. Функціональні можливості Hadoop в першій версії сильно 
обмежував архітектурний підхід з використанням JobTracker, як основним 
сервісом, що відповідав за розподіл всіх ресурсів і планування завдань в 
обчислювальному кластері. Це створювало відповідні проблеми при збільшенні 
навантаження та масштабуванні кластера. Такі обмеження вирішив новий 
архітектурний підхід з використанням YARN. В YARN головний процес кластеру 
ResourceManager відповідає тільки за планування ресурсів, абстрагує всі 
обчислювальні ресурси кластера і керує їх виділенням розподіленим додаткам. 
Функцію відслідковування статусу завдань та збір метрик виконує окремий 
процес ApplicationMaster, що запускається для кожного нового завдання. Цей 
підхід збільшує здатність кластеру до горизонтального масштабування. YARN 
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практично може керувати кластером розміром до 10 000 вузлів, що долає 
обмеження MRv1 в 4 000 визлів. А з виходом Hadoop 3 та впровадженні нової 
функції YARN Federation кількість нод кластеру може досягати 100 000 вузлів, що 
в десятки разів перевищує поточні вимоги до найпродуктивніших кластерів. 
Також YARN усуває проблему запуску в Hadoop кластері тільки завдань 
MapReduce, надаючи абстрактний інтерфейс для використання іншими 
компонентами екосистеми. Це відкриває широкі можливості до мультиарендності 
одного кластеру Hadoop різними типами задач як то MapReduce, Spark, Tez, 
Giraph, Stamza, Flink, Storm та багато інших 
Тобто YARN вирішує більшість проблем та обмежень MRv1 та додає 
можливість  більш гнучного конфігурування та створення більш складних 
розподілених додатків. 
Порівнявши планувальники ресурсів, ми побачили, що кожен планувальник 
має свій алгоритм розподілення ресурсів кластера між завданнями, проте ні один з 
планувальників не має механізму розподілу наявних фізичних ресурсів кожного з 
вузлів у відповідності до конфігурації LBS, що і є проблемою яку необхідно 
вирішити. Нова функціональність вирішуватиме цю проблему.  
Також побачили, що FairScheduler представляє гнучкіші можливості до 
налаштування та здатен до динамічного перерозподілу ресурсів, в залежності від 
запущених задач та нових черг. До того ж він використовується за замовчуванням 
в дистрибутиві Hadoop для якого проводиться розробка, відповідно цим 
планувальником користується найбільша кількість користувачів. Тому подальшу 
розробку алгоритмічного та програмного забезпечення будемо проводити саме 
для цього планувальника. 
 Було проаналізовано IDE для мови програмування Java. Обрано IntelliJ, так 
як вона має кращу інтеграцію з цією мовою. До того ж має потужнішу систему 
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автодоповнення та аналізу вихідного коду та ліпшу інтеграцію з системами 
контролю версій та репозиторіями. Ще однією вагомою перевагою є можливість 
автоматичного деплою змін в коді на потрібний вузол кластеру. 
 Проаналізовано інструменти для виявлення помилок та покращення якості 
коду та вибрано систему Apache Yetus в якості CI системи, що агрегує 
найпопулярніші аналізатори коду та дозволяє автоматизувати процес перевірки.  
Вибрано бібліотеку JUnit  для написання юніт тестів. Та TestNG для 
інтеграційних тестів. Розглянуто автоматизований процес запуску юніт тестів, 
інсталяції кластеру та запуску інтеграційних тестів з використанням таких систем 
безперервної інтеграції як TeamCity та Jenkins, а також систем віртуалізації, 
оркестеризації та управління контейнерами Docker та Docker Compose. 
Ці інструменти надають можливість виявити безліч помилок на етапі 
написання коду, автоматизувати процеси та всебічно протестувати новий 











РОЗДІЛ 3. РОЗПОДІЛ РЕСУРСІВ ЗА РАХУНОК ВІРТУАЛІЗАЦІЇ РЕСУРСІВ 
ДЛЯ МІТОК 
3.1 Приклад задач, що підлягають вирішенню 
Припустимо, що ми маємо в розпорядженні деякий кластер. Задамо в 
конфігурація YARN використання FairScheduler в якості, якщо він не увімкнений 
за замовчуванням.  
До того ж вузли кластеру неоднакові за апаратним забезпеченням: 
– вузли мають різну кількість ресурсів (різна кількість оперативної пам'яті, 
кількість ядер процесора, різна кількість і розмір дисків); 
– дані в файловій системі розбиті та зберігаються в різних стійках; 
– деякі вузли мають високопродуктивні GPU замість або як доповнення CPU. 
Адміністратор повинен бути здатен створити черги, для розподілу ресурсів 
кластеру між різними відділами чи організаціями, задля виділення певної частки 
обчислювальних ресурсів кластеру для відповідних потреб та розмежування 
доступу до ресурсів різним користувачам чи групам користувачів. 
Так як ресурси вузлів кластеру неоднорідні адміністратор конфігурує LBS, 
маркуючи ноди у відповідності до їх апаратного забезпечення та встановлює 
відповідну мітку для кожної з виділених черг щоб надати доступ до потрібних 
черг кожній з організацій базуючись на вимогах до ресурсів завдань, що будуть 
запускатись в кожній з черг. 
Припустимо, що в нас є дві організації, що використовують даний кластер. 
Організація A займається аналітикою даних, що базується на алгоритмах 
машинного навчання. Для цього вони використовують Spark MLlib. Отже 
вимогою до вузлів кластеру, на яких будуть виконуватись їхні завдання, є 
наявність GPU. При чому є два типи завдань. Перший тип завдання виконується 
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довго і потребує значних обчислювальних ресурсів. Другий тип завдання, що 
виконуються порівняно дуже швидко та не потребують значного обсягу ресурсів, 
проте ці завдання приорітетніші. Отже нам необхідно вказати дві черги для даної 
організації. 
Організація B це деякий банк, який запускає завдання для обчислення 
статистики лише декілька разів на добу але маючи дуже багато даних, що задає 
вимогу до наявності великої кількості оперативної пам’яті на вузлі. 
В результаті отримаємо два необхідні під-кластери: 
– під-кластер, що включає вузли з GPU; 
– під-кластер, що включає вузли з великим обсягом RAM; 
– під-кластер з іншим стандартним апаратним забезпеченням; 
Ми хочемо мати змогу використання кожного під-кластеру для певного типу 
завдань, використовуючи тільки реально наявні фізичні ресурси на вузлах. Але 
також мати змогу вмикати та вимикати цю функцію, наприклад, для того щоб 
запускати деякі завдання на всіх машинах кластеру, коли тип ресурсу не має 
значення. 
Також оскільки Організація А має дві черги з різним пріоритетом завдань 
але не має доступу до черги Організації В ми повинні мати змогу використовувати 
механізм preemption тільки для доступних нам черг, а не для всього кластеру. 
Додатково було б добре мати можливість гнучкого налаштування типу 
витіснення, щоб можна було знову увімкнути preemption для всього кластеру, 
якщо весь кластер використовує одна організація. 
Оскільки щоб отримати ресурси нод з певною міткою черга повинна мати 
таку ж мітку, адміністратор кластеру повинен мати змогу вказати мітку за 
замовчуванням, що буде надаватися всім новим чергам. 
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3.2 Алгоритмічне та програмне забезпечення 
Для підвищення ефективності утилізації ресурсів кластера при використанні 
LBS необхідно виконати наступні задачі. 
3.2.1 Централізований механізм керування використанням ресурсів кластеру 
для міток 
В поточній реалізації LBS центральне місце посідає сервіс LabelManager. 
Даний сервіс відповідає за конфігурування міток для вузлів, збереження 
стану кластеру у відповідності до міток, оцінку можливості завдання 
використовувати певний вузол. Проте ця служба не вміє працювати з певною 
підмножиною вузлів. Потрібно розширити можливості LabelManager для 
отримання всієї необхідної інформації для обрахунку доступних ресурсів для 
міток. 
  Отже необхідно розширити API даного наступним функціоналом: 
1. Отримання списку всіх наявних міток кластеру. 
LabelManager.getLabels() – нове API для отримання повного списку 
доступних міток кластеру, що буде використовуватись планувальником 
для обчислення наявних ресурсів. 
2. Отримання під-множини вузлів, що помічені певною міткою.  
LabelManager.getNodesForLabel(String label) – API для отримання списку 
вузлів кластеру, що використовують певну мітку. Даний функціонал буде 
використовуватись на іншому рівні абстракції, а саме на рівні 




3.2.2 Розбиття кластеру на під-кластери 
Маючи в своєму розпорядженні інформацію про наявні мітки в кластері 
та під-множини вузлів, що використовують спільні мітки ми можемо 
розділити та обчислити ресурси кластеру незалежно для кожної з міток. Тим 
самим віртуалізувавши та ізолювавши ресурси вузлів з різним апаратним 
забезпеченням. 
Розподіленням ресурсів займається планувальник, тому ми повинні 
розширити функціонал планувальника додавши можливість обчислення 
ресурсів не для всього кластеру, а для певного під-кластеру   
 Нове API  AbstractYarnScheduler.getClusterResource(String label) повинне 
реалізувати такі обчислення. Використовуючи LabelManager ми можемо 
отримати список вузлів для певної мітки, далі дізнатися наявні ресурси 
кожного з вузлів та зібрати всі ресурси в єдиний результат, що буде рівним 
величині доступних ресурсів під-кластеру. Результатом буде об’єкт Resource 
– центральна сутність, яка містить інформацію про наявні ресурси кластеру 
(RAM, CPU, disks) та використовується для планування ресурсів. 
Важливим завданням на даному етапі є ізоляція ресурсів. Так як фізичні 
ресурси ноди будуть недоступними для завдань, що не мають відповідної 
мітки, віртуальні ресурси також повинні бути розраховані таким чином, щоб 
ці ресурси брали участь лише в плануванні завдань під-кластеру. Це 
забезпечується розподілом нод на рівні LabelManager та обрахунку загальних 
ресурсів цих вузлів в AbstractYarnScheduler. 
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3.2.3 Обчислення доступних ресурсів для черги 
Отримавши вищий рівень абстракції для віртуалізації ресурсів  під-
кластери, ми можимо розраховувати доступні ресурси для кожної черги, 
беручи до уваги маркування нод мітками (див. Додаток Д). 
Наприклад ми маємо кластер з двох нод. Node1 має 10GB оперативної 
пам’яті, 10 vCPU, та 10 дисків. Дана нода помічена міткою Label1 та може 
використовуватись чергою Queue1. Node2 має наступні фізичні ресурси: 
5GB оперативної пам’яті, 5 vCPU, та 5 дисків. Нода помічена міткою Label2 
та може використовуватись чергою Queue2 (рис. 3.1). 
 
Рисунок 3.1 – Конфігурація обчислювального кластеру 
Використовуючи FairScheduler та стандартний механізм LBS ми отримаємо 




Рисунок 3.2 – Розподіл ресурсів, використовуючи стандартний LBS 
Віртуальні ресурси розподілено порівно між нодами, що не є вірним, так як 
Queue2 насправді може використовувати тільки ресурси Node2, яка має 
менше фізичних ресурсів ніж було розподілено планувальником. 
Віртуалізуючи ресурси обчислювального кластеру по мітках, ми враховуємо 
реальні фізичні ресурси обчислювальних серверів, які доступні для кожної 
черги (рис. 3.3).  
 
Рисунок 3.3 – Розподіл ресурсів, використовуючи віртуалізацію ресурсів для 
кожної з міток 
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Реалізація цього алгоритму повинна бути виконана на рівні черг 
FairScheduler. За ієрархічний розподіл ресурсів по чергам відповідає 
FSParentQueue. Саме тут ми повинні реалізувати зв’язок віртуальних ресурсів 
під-кластеру з чергами, які повинні використовувати ці ресурси. Нам 
знадобиться API для отримання черг, що можуть використовувати ресурси 
мітки. Ним стане getAvailableQueuesForLabel(String label). Та API для 
ієрархічного розрахунку ресурсів в батьківських та дочірніх чергах 
getAllocatedResourceForQueues(List<Queue> queues), що виділить кожній з 
черг доступній їй ресурси, ієрархічно застосовуючи алгоритм FairScheduler до 
всіх черг з врахуванням ресурсів міток [10]. 
3.2.4 Preemption для під-кластера  
Так як на даний момент є неможливим витіснення запущених завдань 
більш пріоритетними. Наприклад, ми маємо запущений на кластері додаток, 
який виконується доволі довгий час та використовує всі ресурси кластеру. 
Але може виникнути потреба в запуску деяких пріоритетних завдань, які 
виконуються за декілька хвилин. Так як на даний момент всі ресурси 
кластеру використовуються ми не можемо цього зробити і вимушені чекати 
закінчення попереднього завдання. Для вирішення такої проблеми YARN 
підтримує механізм Preemption, витіснення запущених завдань більш 
пріоритетними. При цьому деякі контейнери запущеного завдання будуть 
примусово завершені на деякий час і на їх місці запустяться контейнери 
завдання з більшим пріоритетом. Проте таке витіснення можливе тільки в 
тому випадку, коли загальне використання ресурсів кластеру сягає 80% (за 
замовчуванням). Це призводить до неможливості витіснення завдань в 
межах однієї підмножини нод кластеру з однією міткою. 
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З використанням механізму віртуалізації ресурсів це стає можливим. 
Так як нам стає доступним незалежне обчислення ресурсів для кожної з 
міток. 
Тепер ми можемо змінити алгоритм витіснення для того щоб 
враховувати конфігурацію LBS. змінимо API 
FairScheduler.shouldAttemptPreemption(String label, Resource 
allocatedResource), який тепер має змогу отримувати інформацію про мітку, 
для якої потрібно розрахувати відсоток використання ресурсів, та 
інформацію про використання ресурсів чергами, що мають цю мітку. 
Відношення ресурсів, що на даний момент використовується чергами з цією 
міткою до загальних віртуалізованих ресурсів цієї мітки, отриманих за 
допомогою описаного вище API getClusterResource(label) і буде відсотком 
завантаження під-кластеру, на основі якого ми зможемо приймати рішення 
про витіснення завдань. 
Важливим пунктом знову є ізоляція ресурсів. Ми повинні гарантувати 
витіснення контейнерів завдань лише між чергами з однаковою міткою, 
тобто чергами, що використовують спільні обчислювальні ресурси кластеру. 
Це досягається введенням нового функціоналу 
preemptTasksInQueues(Collection<FSLeafQueue> queues), який приймає на 
вхід тільки черги одного під-кластеру, отримані за допомогою раніше 
описаного API getAvailableQueuesForLabel(String label). 
3.2.5 Конфігурування розподілення ресурсів між мітками та витіснення задач 
в кластері чи під-кластері 
Для гнучного конфігурування нового функціоналу ми повинні ввести 
декілька нових властивостей. 
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1. yarn.scheduler.fair.resources-based-on-labels-enabled (значення за 
замовчуванням false) 
Ця властивість відповідає за можливість увімкнення та вимкнення 
перерахунку наявних ресурсів для черг з врахуванням конфігурацій LBS. Це 
може бути корисно в двох випадках. Перший коли користувачі вже мають 
налаштовані черги для своїх завдань та не потребують жорсткого обмеження 
на використання ресурів та не хочуть використовувати новий алгоритм саме 
тому значення за замовчуванням false. Другий, коли користувач хоче в 
певний період часу використовувати всі ноди кластеру, знявши обмеження на 
апаратні ресурси, наприклад, коли запускаються звичайні завдання, що не 
потребують запуску на певних машинах та можуть бути запущені на всіх 
нодах кластеру. 
 Для увімкнення нового алгоритму розподілу ресурсів з врахуванням 
конфігурацій LBS достатньо вказати в yarn-site.xml наступну конфігурацію: 
<property> 
  <name>yarn.scheduler.fair.resources-based-on-labels-enabled</name> 
  <value>true</value> 
</property> 
2. yarn.scheduler.fair.preemption.cluster-utilization-threshold.based-on-labels-
enabled (значення за замовчуванням false) 
Ця властивість відповідає за можливість увімкнення та вимкнення 
порогового витіснення завдань для під-кластерів кожної мітки. Це може 
бути корисно, коли певна організація має доступ до всіх ресурсів та черг 








  <value>true</value> 
</property> 
3. defaultQueueLabel 
Ця мітка буде призначена для всіх черг, які не мають мітки та всіх нових 
черг, які створюються під час виконання. Це корисно для динамічного 
створення нових черг та виділення їм необхідних ресурсів. Додати цю 
конфігурацію в fair-scheduler.xml можна наступним чином: 
<allocations> 
  <defaultQueueLabel>LabelA</defaultQueueLabel> 
  <queue name="root"> 
           ... 
  <queue name="queue1"> 
  </queue> 
  <queue name="queue2"> 
    <label>LabelB</label> 
   </queue> 
           ... 
  </queue> 
</allocations> 
В цьому випадку всім новим чергам буде призначена мітка “LabelA” та 
всі ресурси під-кластеру, що використовує дану мітку будуть миттєво 
перерозподілені між відповідними чергами. 
Висновки до розділу 3 
 В даному розділі було описано алгоритмічне та програмне забезпечення 
нової функціональності, що дозволяє підвищить ефективність розподілу 
обчислювальних ресурсів та збільшити їх утилізацію в кластері. Вдосконалення 
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надає можливість розбивати кластер на під-кластери та віртуалізувати 
обчислювальні ресурси для розподілу тільки між чергами, які реально можуть їх 
використовувати. Описано використані підходи для досягнення мети та зміни, що 
були внесені в програмне забезпечення платформи Hadoop. А також описано 




РОЗДІЛ 4. РЕЗУЛЬТАТИ ТА АНАЛІЗ ЕКСПЕРИМЕНТІВ 
4.1 Керівництво користувача 
Для початку роботи з механізмом LBS потрібно створити файл конфігурацій, 
в якому кожна з нод кластера маркується відповідною. Це текстовий файл, що 
зберігається у файловій системі кластеру. 
Даний файл має наступний синтаксис. В кожному рядку потрібно зазначити 
вузол кластеру або ж список вузлів через кому та через пробіл вказати мітку, якою 
повинні бути помічені ці вузли (див. Додаток Ґ). 
Кінцевий вигляд файлу конфігурацій LBS може мати наступний вигляд: 
node1 LabelA 
node2 LabelB 
4.1.1 Підключення функції маркування вузлів 
Для того щоб зміни вступили в силу необхідно розмістити цей файл в 
розподіленій файловій системі замість локальної. Це можна зробити за допомогою 
наступної команди: 
hadoop fs -put node.labels /var/dirname 
Наступним кроком є додавання конфігурації про місце знаходження цього 








Після вказання файлу необхідно оновити конфігурацію ResourceManager. 
Для цього достатньо виконати наступну команду: 
yarn rmadmin -refreshLabels 
 Для того щоб перевірити, що RM має нові конфігурації можна виконати 
команду, що виведе список нод кластеру з присвоєними їм мітками: 
yarn rmadmin –showLabels 
4.1.2 Додавання міток для черг FairScheduler 
Щоб задати мітку для деякої черги потрібно вказати цю мітку в 
конфігураціях faor-scheduler за допомогою властивості “label”: 
<label>labelname</label> 
Конфігурація черги може виглядати наступним чином: 
<queue name="root"> 
    <aclSubmitApps>*</aclSubmitApps> 
    <aclAdministerApps> </aclAdministerApps> 
   <queue name="q1"> 
   <label>GPU</label> 
 </queue> 
Після змін достатньо виконати наступну команду, щоб зміни вступили в 
силу: 
yarn rmadmin -refreshQueues 
4.1.3 Блок-схема алгоритму конфігурації міток вузлів 




Рисунок 4.1 Блок-схема алгоритму конфігурації міток вузлів 
4.1.4 Розподіл ресурсів з врахуванням конфігурацій LBS 
Нова властивість yarn.scheduler.fair.resources-based-on-labels-enabled (значення 
за замовчуванням false) надає можливість увімкнення та вимкнення перерахунку 
наявних ресурсів для черг з врахуванням конфігурацій LBS.  
Для увімкнення нового алгоритму розподілу ресурсів з врахуванням 
конфігурацій LBS достатньо вказати в yarn-site.xml наступну конфігурацію: 
<property> 
  <name>yarn.scheduler.fair.resources-based-on-labels-enabled</name> 
  <value>true</value> 
</property> 





labels-enabled (значення за замовчуванням false) відповідає за можливість 
увімкнення та вимкнення порогового витіснення завдань для під-кластерів кожної 
мітки. 





  <value>true</value> 
</property> 
 
4.1.6  Конфігурація мітки для черги за замовчуванням 
Вказавши defaultQueueLabel в конфігураціях ми можемо призначити деяку 
мітку для всіх черг, які не мають мітки та всіх нових черг, які створюються 
під час виконання. Додати цю конфігурацію в fair-scheduler.xml можна 
наступним чином: 
<allocations> 
  <defaultQueueLabel>LabelA</defaultQueueLabel> 
  <queue name="root"> 
           ... 
  <queue name="queue1"> 
  </queue> 
  <queue name="queue2"> 
    <label>LabelB</label> 
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   </queue> 
           ... 
  </queue> 
</allocations> 
4.2 Опис тестових даних та результати експериментів 
4.2.1 Розподіл ресурсів з врахуванням LBS  
Перевіримо новий функціонал на двонодовому кластері з вузлами: node1, 
node2. Node1 має 7168 MB оперативної пам’яті, 2 CPU і дисковий простір 1.33. 
Node2 має 5120 MB оперативної пам’яті, 2 CPU і дисковий простір 1.33. Задамо 
для node1 мітку «GPU», а для node2 – «DATA», файл конфігурації LBS буде 
виглядати наступним чином: 
node1 GPU 
node2 DATA 
 Помістимо наш файл в розподілену файлову систему за допомогою 
команди: hadoop fs -put node.labels /var/dirname 
 В yarn-site.xml додамо конфігурацію для того щоб вказати шлях до файлу 
LBS: 
<property> 
  <name>node.labels.file</name> 
  <value>/var/dirname/node.labels</value> 
  <description>The path to the node labels file.</description> 
</property> 
 Використаємо команду оновлення міток щоб зміни вступили в силу: 
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yarn rmadmin -refreshLabels 
Впевнимось, що тепер вузли кластеру дійсно помічені потрібними міткамию 
Для цього відкриємо Web UI ResourceManager, що зображений на рис. 4.2. Нас 
цікавить колонка «Node Labels», яка відображає інформацію про призначену вузлу 
мітку. Бачимо, що всі мітки вказані вірно, відповідно до конфігурацій. 
 
Рисунок 4.2 
 Додатково впевнимось, що RM також налаштований на нову конфігурацію 
та знає про наявність міток у вузлів. Для цього виконаємо консольну команду 
«yarn rmadmin -showLabels», яка відображає маркування вузлів, вивід цієї 
зображено на рисунку 4.3: 
 
Рисунок 4.3 
 Мітки коректно надано кожному з вузлів. 
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Тепер створимо 3 черги. Черги “root.default” та “root.q1” будуть 
використовувати мітку “GPU”, тобто завдання, що будуть призначені в ці черги 
зможуть запускатися лише на вузлі Node1. Черга “root.q2” буде використовувати 
мітку “DATA”, як наслідок завдання з цієї черги будуть запускатися тільки на 
Node2. Для початку перевіримо як розподіляться ресурси при стандартному 
алгоритмі LBS. 
Задамо наступну конфігупацію в FairScheduler: 
<allocations> 
  <queue name="root"> 
    <aclSubmitApps>*</aclSubmitApps> 
    <aclAdministerApps> </aclAdministerApps> 
   <queue name="q1"> 
   <label>GPU</label> 
   </queue> 
   <queue name="q2"> 
   <label>DATA</label> 
   </queue> 
  </queue> 
  <defaultQueueLabel>GPU</defaultQueueLabel> 
</allocations> 
Виконаємо наступну команду для того щоб оновити конфігурацію черг: 
yarn rmadmin -refreshQueues 
Відкриємо сторінку планувальника ресурсів (рис. 4.4) та побачимо, що тепер 
черги мають відповідні мітки. Зверніть увагу, що розподіл fair share однаковий для 
всіх трьох черг, хоча вони використовують різні мітки. Також максимально 
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доступні ресурси для кожної з черг дорівнюють 12288 MB, тобто загальним 
ресурсам кластеру, що не є вірним, тому що завдання можуть використовувати 
лише одну з нод нашого тестового кластеру. Відтак при старому алгоритмі 
завдання будуть плануватись відносно всіх ресурсів кластеру але реально 
завданню вони будуть не доступні. Як наслідок ми отримуємо низьку утилізацію 
ресурсів кластеру та завдання стають в чергу, так як розраховані для більшої 
кількості ресурсів ніж є насправді. 
 
Рисунок 4.4 Ресурси розраховані буз врахуванням конфігурацій LBS 
Тепер увімкнемо реалізовану функцію віртуалізації ресурсів та обчислення 
ресурсів з врахуванням конфігурацій LBS. Додамо в yarn-site.xml наступну 
конфігурацію: 
<property> 
  <name>yarn.scheduler.fair.resources-based-on-labels-enabled</name> 




Перезапустимо RM щоб зміни вступили в силу та перевіримо розподіл ресурсів в 
UI планувальника (рис. 4.5). 
 
 Рисунок 4.5 Ресурси розраховані з врахуванням конфігурацій LBS 
Можемо побачити, що тепер черги можуть використовувати тільки реально 
доступні ресурси враховуючи політики LBS. Черги “root.default” та “root.q1” 
ділять порівну між собою лише ресурси Node1, так як мають спільну мітку “GPU”. 
Черга “root.q2” використовує всі наявні ресурси Node2, так як лише ця черга має 
мітку “DATA”. Весь розподіл ресурсів наведено на рис. 4.6. Без механізму 
віртуалізації ресурсів, черги б не враховували б наявність міток та просто б 
поділили всі наявні ресурси між собою. В результаті всі три черги отримали б 




Рисунок 4.6 Загальний розподіл ресурсів  
В результаті бачимо, що тепер fair share розраховується в межах під-
кластеру, тобто ресурси розподіляються тільки між чергами з однаковою міткою. 
Максимально доступні ресурси також враховують конфігурації LBS, бачимо, що 
для черг з міткою GPU вони становлять 7168 MB, що відповідає ресурсам Node1, а 
для черг з міткою DATA 5120 MB, що відповідає ресурсам Node2. 
Це дозволяє правильно розраховувати steady/instantaneous fair shares, 
headroom та максимально доступні ресурси для кожної черги, що призводить до 
правильного розподілу контейнерів по нодах. При стандартному механізмі LBS 
контейнери можуть призначатися нодам, в яких реально не вистачає фізичних 
ресурсів для обробки цих контейнерів. Це призводить до та зниження утилізації 
ресурсів та зниження продуктивності кластера вцілому. 
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4.2.2 Вплив розподілу ресурсів на швидкість виконання завдання 
Змінимо конфігурацію наступним чином. Надамо Node 1 15000 MB 
оперативної пам’яті та 8 CPU, Node 2 буде мати 5120 MB та 2 CPU. Мітки 
залишимо незмінними. Створимо дві черги, “root.default” з міткою “GPU” та 
“root.q1” з міткою “DATA”. Тепер запустимо два завдання. Перше завдання 
призначимо для “root.q1”, воно потрібне для того щоб дана черга не була пустою і 
не віддавала свої ресурси іншій черзі. Друге завдання призначимо черзі 
“root.default”. 
Спочатку проведемо експеримент без врахувань конфігурацій LBS. 
Отримаємо розподіл ресурсів, що зображений на рис. 4.7. 
 
Рисунок 4.7 Стандартний розподіл ресурсів  
Обидві черги отримали по 10 GB оперативної пам’яті. Як наслідок черга 
“root.default” може використовувати лише 10 GB з наявних 15 GB на доступному 
їй вузлі Node1. Дочекавшись завершення завдання ми побачимо, що обчислення 




Рисунок 4.8 Виконання завдання без врахування конфігурацій LBS 
Повторимо експеримент з увімкненою функцією перерахунку ресурсів з 
врахуванням LBS. Отримаємо розподіл ресурсів зображений на рис. 4.9. 
 
Рисунок 4.9 Розподіл ресурсів з врахуванням LBS 
Тепер черга “root.default” може використовувати всі доступні ресурси 
Node1, а саме 15 GB оперативної пам’яті. Запустимо завдання та дочекаємось 
завершення. Завдання завершилось за 48.214 секунди (рис. 4.10). Тобто на 26% 
швидше, що приблизно відповідає відношенню наявних ресурсів в двох випадках 
(наявні ресурси оперативної пам’яті в другому випадку зросли на 33%). 
 
Рисунок 4.10 Виконання завдання без врахування конфігурацій LBS 
Отже бачимо, що врахування конфігурацій LBS суттєво впливає на 
швидкість виконання завдання. Той факт, що черга “root.q1” в першому випадку 
отримала більше ресурсів ніяк не вплине на швидкість виконання завдань в цій 
черзі, так як ці ресурси фізично належать Node1, до якої черга “root.q1” доступу не 
має. Тобто такий перерозподіл ресурсів не працює в обидва боки. 
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4.2.3 Витіснення завдань більш пріоритетними 
Зпершу спробуємо запустити спробуємо запустити на виконання два 
завдання з стандартним алгоритмом LBS. Змінимо конфігурацію планувальника 
надавши більший пріоритет черзі “root.default”, в якій будуть запускатися 
короткотривалі завдання, задавши більше значення властивості “weight”. 
Завдання, що виконуються доволі тривалий час будуть запускатися в черзі 
“root.q1”. Та увімкнемо механізм витіснення. Обидві ці черги мають спільну мітку 
“GPU”. Також збільшимо кількість ядер до 4 на кожній ноді, так як ми будемо 
запускати декілька завдань паралельно, що потребує більше ресурсів. А також 
знизимо поріг витіснення до 70 %, щоб не перенавантажувати кластер. 
Конфігурації в yarn-site.xml будуть виглядати наступним чином: 
<property> 
    <name>yarn.scheduler.fair.preemption</name> 
    <value>true</value> 
 </property> 
<property> 
    <name>yarn.scheduler.fair.preemption.cluster-utilization-
threshold</name> 
    <value>0.7</value> 
</property> 
Для планувальника задамо наступні конфігурації в fair-scheduler.xml: 
<allocations> 
  <queue name="root"> 
    <aclSubmitApps>*</aclSubmitApps> 
    <aclAdministerApps> </aclAdministerApps> 
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   <queue name="q1"> 
   <label>GPU</label> 
   <weight>10.0</weight> 
   </queue> 
   <queue name="q2"> 
   <label>DATA</label> 
   </queue> 
    <queue name="default"> 
   <label>GPU</label> 
   <weight>20.0</weight> 
   </queue> 
  </queue> 




  <fairSharePreemptionTimeout>1</fairSharePreemptionTimeout> 
</allocations> 
 
Тепер запустимо два завдання наступними командами: 
1. yarn jar hadoop-mapreduce-examples.jar pi  
 -Dmapred.job.queue.name=root.q1 10 10000000000 
2. yarn jar hadoop-mapreduce-examples.jar pi  
 -Dmapred.job.queue.name=root.default 2 10 
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В результаті бачимо (рис. 4.11), що перше завдання було запущено (статус 
RUNNING) але друге завдання не може розпочати роботу (статус ACCEPTED) 
через недостачу ресурсів, бо попереднє завдання вже запустило свій контейнер і 
використовує 3072 MB замість дозволених 2389 MB, про те витіснення не 
відбувається так як загальна завантаженість кластеру не сягає 70%, бо частина 
ресурсів в черзі “root.q2” не використовується. Отже витіснення в даному випадку 
неможливе. В результаті друге завдання змушене чекати дуже багато часу, допоки 
перше завдання завершить роботу, що звичайно дуже сповільнює виконання 
другого завдання. 
 
Рисунок 4.11 Стандартний алгоритм витіснення 
Увімкнемо реалізований функціонал витіснення завдань в межах під-кластеру 






  <value>true</value> 
</property> 
Запустимо ті ж самі завдання, та побачимо (рис. 4.12), що обидва завдання  
мають статус RUNNING та працюють паралельно, так як відбулося витіснення. 
 
Рисунок 4.12 Витіснення з врахуванням конфігурацій LBS 
Щоб впевнитись, що витіснення контейнерів першого завдання реально 
відбувається і на їх місце займають контейнери другого завдання поглянемо на 
вивід завдань, в якому відображається поточний прогрес завдання. Вивід обох 




Рисунок 4.13 Витіснення контейнерів більш пріоритетним завданням 
Як бачимо прогрес першого завдання (завдання в верхній консолі), 
переривався тричі, для запуску контейнера AM та ще двох контейнерів map, що 
були вказані в конфігурації другого завдання. Втрачений прогрес не є критичним 
для великого кластеру адже ми втрачаємо дуже малий відсоток запущених 
контейнерів на користь пріоритетнішого завдання. 
Висновки до розділу 4 
 В даному розділі ми перевірили реалізований функціонал на тестових 
кластерах та завданнях та впевнились у правильності його роботи для вирішення 
поставлених задач. В результаті ми отримали можливість розподілу кластеру на 
під-кластери у відповідності до наявних міток та подальшої віртуалізації ресурсів 
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цих під-кластерів. Це дало змогу правильно розподіляти ресурси між чергами, тим 
самим підвищивши ефективність розподілу ресурсів та збільшивши ступінь 
утилізації ресурсів кластеру. Додаткову стало можливим обчислення порогу 
витіснення завдань більш пріоритетними в межах під-кластеру. 
 Експериментально доведено збільшення ефективності розподілу ресурсів та 
утилізації кластерів, що дало змогу завданням використовувати більше ресурсів і 



















РОЗДІЛ 5. РОЗРОБЛЕННЯ СТАРТАП-ПРОЕКТУ 
5.1 Опис ідеї технології 
Головною ідеєю є підвищення ефективності розподілу складних задач за 
рахунок віртуалізації ресурсів в обчислювальних кластерах Hadoop. Ідея проекту – 
вдосконалення алгоритму розподілу ресурсів кластеру для досягнення швидшого 
та ефективнішого виконання розподілених завдань. Це надаватиме надаватиме 
більш гнучкі можливості для розподілу ресурсів, розділення кластеру на під-
кластери та незалежне керування ресурсами кожного під-кластеру. 
Таблиця 5.1 Опис ідеї стартап-проекту 
Зміст ідеї Напрямки 
застосування 
















на вузлах з різним 
апаратним 
забезпеченням 




ресурсів кластера та 
збільшення утилізації 
ресурсів, за рахунок 
можливості розподілу 
апаратних ресурсів на групи 
ІТ технології Зменшення часу виконання 
розподілених завдань та 
витіснення завдань більш 
приорітетними. 
Конкурентами являються найбільші дистриб`ютори Hadoop: Cloudera та 
Hortonworks. В таблиці 5.2 наведено Аналіз потенційних техніко-економічних 
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переваг ідеї (чим відрізняється від існуючих аналогів та замінників) порівняно із 
пропозиціями конкурентів. 
 
Таблиця 5.2 Визначення сильних, слабких та нейтральних характеристик ідеї 
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5.2  Технологічний аудит  ідеї проекту 
Дану функціональність можна розробляти, використовуючи технології, 
наведені в таблиці 5.3. 












































Наявна Частина – вільна, 
частина – за плату 
Обрана технологія реалізації ідеї проекту:1 
 Всі можливі технології реалізації проекту наявні та доступні у вільному 
доступі, оберемо мову програмування Java, так як вона не потребує написання 
додаткового функціоналу та має найкращу сумісність з проектом Hadoop, який 
також написаний на цій мові. 
5.3 Аналіз ринкових можливостей запуску стартап-проекту 
Визначимо ринкові можливості, які можна використати під час ринкового 






Таблиця 5.4. Попередня характеристика потенційного ринку стартап-проекту 
№ Показники стану ринку (найменування) Характеристика 
1 Кількість головних гравців, од 3 
2 Загальний обсяг продаж, грн/ум.од 50000 
3 Динаміка ринку (якісна оцінка) Зростає 
4 Наявність обмежень для входу (вказати характер 
обмежень) 
Немає 
5 Специфічні вимоги до стандартизації та сертифікації Немає 
6 Середня норма рентабельності в галузі (або по 
ринку), % 
240% 
 Отже, спираючись на попередні оцінювання, можна зробити висновок, що 
ринок є привабливим для входження. 
 Тепер визначимо потенційні групи клієнтів, їх характеристики та сформуємо 
орієнтовний перелік вимог до товару для кожної групи Результати, наведено у таблиці 
5.5. 










Відмінності у поведінці 
різних потенційних 



















масивів даних як в 
комерційних так і 
в наукових цілях. 
Маленькі компанії можуть 
також бути зацікавлені в 
наданому функціоналі. 
Проте потреба не є такою 
гострою так як вони 
використовують порівняно 
невеликі кластери з 
однаковим апаратним 
забезпеченням. На відміну 
від великих компаній, для 















 Як бачимо, цільовою аудиторією є великі компанії та корпорації, що мають 
обчислювальні кластери великого розміру та мають неоднорідні апаратні ресурси. 
 Наступним кроком потрібно проаналізувати ринкове середовище. 
Таблиця 5.6 Фактори загроз  




Функціонал надає додаткові 
можливості до налаштування 
та вимагає додаткових знань 
та вмінь з боку 
адміністратора кластеру 








Система потребує точного 
конфігурування і в разі 
невірного задання 











Таблиця 5.7 Фактори можливостей  









Компанія повинна вірно 




розділяти кластер на 
під-кластери 





спеціалістів по підтримці 
системи 
 Наступним кроком проведемо аналіз пропозиції. 




В чому проявляється 
дана характеристика 
Вплив на діяльність 
підприємства (можливі дії 
компанії, щоб бути 
конкурентоспроможною) 
1. Вказати тип 
конкуренції - 
олігополія 
Існує декілька великих 
дистриб’юторів, які 
займають основну долю 
ринку 
Наш дистрибутив повинен 
мати свій унікальний 
функціонал, наприклад більш 
ефективну систему розподілу 
ресурсів 
2. За рівнем 
конкурентної 
боротьби - світовий 
Всі продукти замінники 
розроблялись 
інтернаціональними 
командами з різних 
куточків світу, продукти 
не належать до певної 








Система направлена на 
роботу з різними 





4. Конкуренція за 
видами товарів: 
товарно-видова 
Дана конкуренція – 
конкуренція між 
товарами одного виду. 
Впровадження 
функціональності яка 
відсутня у товарів-замінників; 
Спрощення інтерфейсів; 
Надання підтримки. 
5.  За характером 
конкурентних 
переваг - цінова 
Цінові переваги - 
точкова комерціалізації 
Компанія має домовлятися на 
рахунок ціни з кожним 
клієнтом окремо Надання 
платних ліцензій лише на 
критично важливу 
функціональність для клієнта 
з певним строком підтримки, 





Клієнти можуть бути 
спільними у різних 
дистриб’юторів 
Негативний вплив, потрібно 
знаходити підхід до клієнтів 
 
 





























































в та завдань 
Відсутн
і 
 Як бачимо, що конкуренція наявна, проте вона не є значною. Наш 
дистрибутив має на меті покращити ефективність роботи системи вцілому та 
надати унікальні можливості для гнучкої настройки, тому що конкуренти 
зосереджують увагу на візуальній складовій, а не продуктивності. Завдяки цьому 
наш проект є конкурентоспроможнім на ринку.  




1 Можливість розбиття 
кластеру на під-кластери 
За рахунок віртуалізації ресурсів є можливість 
розбити кластер на під-кластери, що дає змогу 
більш ефективно використовувати ресурси при 
використанні LBS 
2 Витіснення завдань 
більш пріоритетними 
Більш пріоритетні завдання мають змогу 
витіснити інші завдання в LBS під-кластерах 
3 Гнучкість налаштування Існує можливість гнучкого налаштування нового 
функціоналу 
  










 Рейтинг товарів-конкурентів у 
порівнянні з новою системою 
-3 -2 -1 0 +1 +2 +3 
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1 Можливість розбиття 
кластеру на під-кластери 
20 Х       
2 
Витіснення завдань більш 
пріоритетними 15  Х      




Таблиця 5.12 SWOT аналіз стартап-проекту 
Сильні сторони (S): 
– Підтримка багатьох версій Java 
– Відсутність надлишкового 
функціоналу 
– Підтримка розбиття кластеру 
на під-кластери з LBS 
– Витіснення завдань більш 
пріоритетними з врахуванням 
політик LBS 
Слабкі сторони (W): 
– Складність у налаштуванні 
кластера 
– Складність у використанні 
– Складність у підтримці 
Можливості (O): 
– Збільшення швидкості обробки 
даних 
– Зменшення навантаження на 
мережу 
– Зменшення навантаження на 
ноди кластера 
– Застосування як у виробництві 
так і у ІТ сфері. 
Загрози (T): 
– Перевищення строку розробки  
– Недостатність бюджету  
– Погана відтестованість 
продукту 
На основі SWOT-аналізу розробимо альтернативи ринкової поведінки для 
виведення стартап-проекту на ринок та орієнтовний оптимальний час їх ринкової 
реалізації з огляду на потенційні проекти конкурентів, що можуть бути виведені 










Таблиця 5.13 Альтернативи ринкового впровадження стартап-проекту 
№ 
Альтернатива (орієнтовний 







певного функціоналу у 
користування споживачам 
на обмежений термін 
Головний ресурс – 









Написання статей та опис 
товару на відомих ресурсах  
Головний ресурс – 
час, 




Презентація товару на 
конференціях та інших ІТ 
заходах 
Ресурс – час та гроші 





5.4 Розроблення ринкової стратегії проекту 
Розроблення ринкової стратегії першим кроком передбачає визначення 
стратегії охоплення ринку. 


























Вік: від 18 

















як засіб обробки 
інформації в 
своїх проектах 


















































































Які цільові групи обрано: ІТ сфера та великі підприємства, у яких виникає 
необхідність зберігати та оброблювати великі масиви даних. 
Оскільки цільовою групою виступають компанії та розробники різних сфер, 
оберемо стратегію масового маркетингу. 





Стратегія охоплення ринку 
Ключові 
конкурентоспроможні 
















інтернет ресурси та інші 
канали, контакт напряму з 
споживачами; формування 
















Таблиця 5.16 Визначення базової стратегії конкурентної поведінки 
Чи є проект 
«першопрохідцем» 
на ринку 












Ні, оскільки є 
товари-замінники, 


















































































 Тобто, у якості базової стратегії розвитку було обрано стратегію 
диференціації та стратегію заняття конкурентної ніші, яка має базову стратегію 
конкурентної поведінки. 
5.5 Розроблення маркетингової програми стартап-проекту 
Таблиця 5.18 Визначення ключових переваг концепції потенційного товару 
№ Потреба 
Вигода, яку пропонує 
товар 
Ключові переваги перед 
конкурентами (існуючі або 








завдань за рахунок 
віртуалізації ресурсів 
Існуючи конкуренти мають 
меншу швидкість 









кластера для виконання 
різних типів завдань 
Існуючи конкуренти не 
мають можливості 
незалежної роботи з 











пріоритетних завдань без 
затримок 




Таблиця 5.19 Опис трьох рівнів моделі товару 
Рівні товару 
Сутність та складові 
1. Товар за 
задумом 
Підвищення ефективності системи управління ресурсами 
Hadoop кластера при обробці великих даних 
2. Товар у 
реальному 
виконанні 
Властивості/характеристики М/Нм Вр/Тх/Тл/Е/Ор 







Якість: відповідність загальновживаним нормам 
Пакування: ліцензія, та за бажанням електроносій 
Марка: MapR 
3. Товар із 
підкріпленням 
До продажу: наявна повна документація, акції на придбання 
декількох ліцензій, знижки для певних сегментів на покупку 
товару 
Після продажу: додаткова підтримка спеціалістів 
налаштування, підтримка з боку розробника 
За рахунок чого потенційний товар буде захищено від копіювання: захист 

















Таблиця 5.20 Визначення меж встановлення ціни 
Рівень цін на 
товари-
замінники 











приблизно 50 тис. 
грн.. 
від 30 тис. грн. 10-30 тис. грн 
 







































































що клієнт може 
розраховувати 





В результаті було створено ринкову програму, що включає в себе 
визначення ключових переваг концепції потенційного товару, опис моделі товару, 
визначення меж встановлення ціни, формування системи збуту та концепцію 
маркетингових комунікацій. 
Висновки до розділу 5 
В даному розділі було розглянуто стратегії та підходи з розроблення 
стартап-проекту, визначено наявність попиту, динаміку та рентабельність роботи 
ринку, як результат, було встановлено, що існує можливість ринкової 
комерціалізації проекту. Розглянувши потенційні групи клієнтів, бар’єри 
входження, стан конкуренції та конкурентоспроможність проекту було 
встановлено, що проект є перспективним. Розглянуто та вибрано альтернативу 
впровадження стартап-проекту та доведено доцільність подальшої реалізації 




У ході виконання магістерської дисертації було проаналізовано основні 
інструменти та програмне забезпечення для роботи з великими об’ємами даних 
(Big Data). Розглянуто платформу для розподілених обчислень Hadoop та її 
основні компоненти. Розглянуто середовище в якому працює дана платформа та 
типові випадки застосування. Проаналізовано існуючи системи та механізми 
розподілу ресурсів в кластерах під управлінням програмної платформи Hadoop. 
Проведено аналіз предметної області. Ознайомившись з існуючими алгоритмами 
планування було знайдено декілька  вагомих недоліків, що є критичними для 
використання в промислових масштабах.  
На основі даного аналізу було сформовано цілі та завдання проекту. 
Описано наявні недоліки алгоритмів розподілу ресурсів в програмній платформі 
Hadoop, та запропоновано підходи до вирішення цих проблем. Сформовано задачу 
підвищення ефективності розподілу ресурсів в кластері та розбиття кластеру на 
під-кластери, за рахунок віртуалізації ресурсів. 
Описано алгоритмічне та програмне забезпечення нової функціональності, 
що дозволяє підвищить ефективність розподілу обчислювальних ресурсів та 
збільшити їх утилізацію в кластері. Вдосконалення надає можливість розбивати 
кластер на під-кластери та віртуалізувати обчислювальні ресурси для розподілу 
тільки між чергами, які реально можуть їх використовувати. Описано використані 
підходи для досягнення мети та зміни, що були внесені в програмне забезпечення 
платформи Hadoop. А також описано можливості конфігурації реалізованого 
функціоналу. 
Реалізований функціонал було перевірено на тестових кластерах та 
завданнях. Таким чином ми впевнились у правильності його роботи для 
вирішення поставлених задач. В результаті ми отримали можливість розподілу 
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кластеру на під-кластери у відповідності до наявних міток та подальшої 
віртуалізації ресурсів цих під-кластерів. Це дало змогу правильно розподіляти 
ресурси між чергами, тим самим підвищивши ефективність розподілу ресурсів та 
збільшивши ступінь утилізації ресурсів кластеру. Додаткову стало можливим 
обчислення порогу витіснення завдань більш пріоритетними в межах під-кластеру. 
 Експериментально доведено збільшення ефективності розподілу ресурсів та 
утилізації кластерів, що дало змогу завданням використовувати більше ресурсів і 
суттєво збільшило загальну швидкість виконання завдання. 
Проведено маркетинговий аналіз стартап-проекту. Зроблено опис ідеї 
проекту, технологічний аудит ідеї проекту, аналіз ринкових можливостей запуску 
стартап-проекту та розроблено його ринкову стратегію з маркетинговою 
програмою.  
Наукова новизна одержаних результатів полягає у наступному: 
вперше: 
– надання можливості розбивати кластер на під-кластери, за допомогою 
віртуалізації ресурсів, що дає змогу ефективніше використовувати ресурси 
кластеру, застосовуючи планування завдань на основі міток (LBS); 
– стало можливим витіснення завдань більш пріоритетними, завдяки 
обчислення порогу витіснення в межах під-кластеру. 
– кінцевим користувачам надана можливість гнучкої конфігурації розподілу 
ресурсів, враховуючи політики LBS ; 
вдосконалено: 
– алгоритми роботи існуючих планувальників системи управління ресурсами 
Hadoop кластера; 
здобуло подальший розвиток: 
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– використання механізмів розподілу ресурсів на основі міток в 
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