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ON INTEGRAL MODELS OF SHIMURA VARIETIES
G. PAPPAS
Abstract. We show how to characterize integral models of Shimura varieties over
places of the reflex field where the level subgroup is parahoric by formulating a defi-
nition of a “canonical” integral model. We then prove that in Hodge type cases and
under a tameness hypothesis, the integral models constructed by the author and Kisin
in previous work are canonical and, in particular, independent of choices.
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Introduction
In this paper, we show how to uniquely characterize integral models of Shimura varieties
over some primes where non-smooth reduction is allowed. More specifically, we consider
integral models over primes p at which the level subgroup is parahoric. Then, under some
further assumptions, we provide a notion of a “canonical” integral model.
At such primes, the Shimura varieties have integral models with complicated singular-
ities ([26], [27]). This happens even for the most commonly used Shimura varieties with
level structure, such as Siegel varieties, and it foils attempts to characterize the models by
simple conditions. The main observation of this paper is that we can characterize these
integral models by requiring that they support suitable versal “G-displays”, i.e. filtered
Frobenius modules with G-structure, where G is the smooth integral p-adic group scheme
which corresponds to the level subgroup. We then prove that these modules exist in most
Hodge type cases treated by the author and Kisin in [19]. As a corollary, we show that
these integral models of Shimura varieties with parahoric level structure, are independent
of the choices made in their construction.
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2 G. PAPPAS
Let us first recall the story over “good” places, i.e. over primes at which the level
subgroup is hyperspecial. One expects that there is an integral model with smooth
reduction at such primes. This expectation was first spelled out by Langlands in the 80’s.
Later, it was pointed out by Milne [23] that one can uniquely characterize smooth integral
models over the localization of the reflex field at such places by requiring that they satisfy
a Neron-type extension property. Milne calls smooth integral models with this property
“canonical”. The natural integral models of Siegel Shimura varieties, at good primes, are
smooth and satisfy the extension property. Therefore, they are canonical. In this case,
the extension property follows by the Neron-Ogg-Shafarevich criterion and a purity result
of Vasiu and Zink [33] about extending abelian schemes over codimension ≥ 2 subschemes
of smooth schemes. This argument extends to the very general class of Shimura varieties
of abelian type at good primes, provided we can show there is a smooth integral model
which is, roughly speaking, constructed using moduli of abelian varieties. This existence
of such a canonical smooth integral model for Shimura varieties of abelian type at places
over good primes was shown by Kisin ([18], see also earlier work of Vasiu [32]).
The problem becomes considerably harder over other primes. Here, we are considering
primes p at which the level subgroup is parahoric. For the most part, we also require that
the reductive group splits over a tamely ramified extension, although our formulation is
more general. Under these assumptions, models for Shimura varieties of abelian type,
integral at places over such p, were constructed by Kisin and the author [19]. This follows
work of Rapoport and Zink [27], of Rapoport and the author, and of many others, see [24].
The construction in [19] uses certain simpler schemes, the “local models” that depend
only on the local Shimura data. Then, integral models for Shimura varieties of Hodge type
are given by taking the normalization of the Zariski closure of a well-chosen embedding of
the Shimura variety in a Siegel moduli scheme over the integers. More generally, models
of Shimura varieties of abelian type are obtained from those of Hodge type by a quotient
construction that uses Deligne’s theory of connected Shimura varieties. All these integral
models of Shimura varieties have the same e´tale local structure as the corresponding local
models. However, the problem of characterizing them globally or showing that they are
independent of choices was not addressed in loc. cit.1 Here, we give a broader notion of
“canonical” integral model and solve these problems when the varieties are of Hodge type.
Such a characterization was not known before, not even for general PEL type Shimura
varieties.
Let us now explain these results more carefully.
Let (G,X) be Shimura data [9] with corresponding minuscule cocharacter conjugacy
class {µ} and reflex field E. For simplicity, we will assume that the center of G does not
contain a split R-torus which is Q-anisotropic. For an open compact subgroup K ⊂ G(Af )
of the finite adelic points of G, the Shimura variety
ShK(G,X) = G(Q)\(X ×G(Af )/K)
has a canonical model over E.
Fix a prime p. Suppose K = KpK
p, with Kp ⊂ G(Qp) and Kp ⊂ G(Apf ), both compact
open, with Kp sufficiently small. Assume that p is odd and that:
1) The group G splits over an tamely ramified extension of Qp.
1with the exception of the very restricted result [19, Prop. 4.6.28].
32) The level Kp is a parahoric subgroup in the sense of Bruhat-Tits [31], i.e. Kp is the
connected stabilizer of a point in the (enlarged) building of G(Qp). Then Kp = G(Zp),
where G is a smooth connected affine group scheme over Zp with G ⊗Zp Qp = GQp .
We will denote by LK the pro-e´tale G(Zp)-cover over ShK(G,X) given by the limit
of ShK′(G,X) → ShK(G,X) where K′ = K′pKp ⊂ K = KpKp, with K′p running over all
compact open subgroups of Kp.
Now choose a place v of E over p. Let OE,(v) be the localization of the ring of integers
OE at v. Denote by E the completion of E at v, by OE the integers of E and fix an
algebraic closure k of the residue field kE of E. We can also consider {µ} as a conjugacy
class of cocharacters which is defined over E. We assume that the pair (G, {µ}) is of
Hodge type, i.e. there is a closed group scheme immersion ι : G →֒ GLn over Zp such
that ι(µ) is conjugate to one of the standard minuscule cocharacters of GLn and ι(G)
contains the scalars. In [25], (see also [16]), we define the local model
Mloc = Mloc(G, {µ}).
This is a flat and projectiveOE-scheme with G-action. Its generic fiber isGE-equivariantly
isomorphic to the variety Xµ of parabolic subgroups of GE of type µ, and its special fiber
is reduced. The map ι gives an equivariant closed immersion
ι∗ : M
loc →֒ Gr(d, n)OE
in a Grassmannian, where d is determined by ι(µ).
We ask for OE,(v)-models SK = SKpKp (schemes of finite type and flat over OE,(v)) of
the Shimura variety ShK(G,X) which are normal. In addition, we require:
1) For K′p ⊂ Kp, there are finite e´tale morphisms
πK′p,Kp : SKpK′p → SKpK′p
which extend the natural ShKpK′p(G,X)→ ShKpKp(G,X).
2) The scheme SKp = lim←−Kp SKpKp satisfies the “extension property” for dvrs of
mixed characteristic (0, p), i.e. for any such dvr R
SKp(R[1/p]) = SKp(R).
3) The p-adic formal schemes ŜK = lim←−n SK ⊗OE,(v) OE,(v)/(p)
n support versal
(G,Mloc)-displays DK which are associated to LK. We ask that these are compat-
ible for varying Kp, i.e. that there are compatible isomorphisms
π∗K′p,KpDK ≃ DK′
over the system of morphisms πK′p,Kp of (1).
The notion of a (G,Mloc)-display is one of the central constructions of the paper; we
will explain this below. Our first main result is that, under the above assumptions, models
SK which satisfy the above conditions are uniquely determined up to isomorphism. In
particular, they only depend on the Shimura data (G,X), v and K. We call integral
models SK which satisfy the above, canonical. Our second main result is that, under
some additional hypotheses, the integral models of [19] support such (G,Mloc)-displays.
Thus they are canonical and, in particular, independent of choices in their construction.
We now explain the terms that appear in condition (3):
Suppose R is a normal p-adically complete flat OE-algebra. Denote by W (R) the ring
of (p-typical) Witt vectors with entries from R and by ϕ :W (R)→W (R) the Frobenius
endomorphism.
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A (G,Mloc)-display D = (P , q,Ψ) over R consists of a G-torsor P over the ring of Witt
vectors W (R), a G-equivariant morphism
q : P ⊗W (R) R→ Mloc,
and a G-isomorphism Ψ : Q ∼−→ P . Here, Q is a G-torsor over W (R) constructed from q
(see Proposition 3.1.4) which comes together with an isomorphism of G-torsors
Q[1/p] ≃−→ ϕ∗P [1/p]
over W (R)[1/p].
We can think of Q as a “modification of ϕ∗P along the divisor p = 0, bounded by
Mloc”. This way, the notion of a (G,Mloc)-display resembles that of a shutka and its
mixed characteristic variants ([30]). It is also a generalization of the notion of (G, µ)-
display due to the author and Bu¨ltel [7] (this required the restrictive assumption that G
is reductive over Zp). By using Zink’s Witt vector descent, we obtain a straightforward
extension of this notion from Spf(R) to non-affine p-adic formal schemes like ŜK.
If R is, in addition, a Noetherian complete local ring with perfect residue field, there is
a similar notion of a Dieudonne´ (G,Mloc)-display over R for which all the above objects P ,
q, Ψ, are defined over Zink’s variant Wˆ (R) of the Witt ring. Then, for every local Hodge
embedding ι : G →֒ GLn, a Dieudonne´ (G,Mloc)-display D induces a classical Dieudonne´
display over R. By Zink’s theory [34], [35], this gives a p-divisible group over R.
In (3), we ask that DK is “associated” to LK. This definition is related to the notion
of “associated” used by Faltings, e.g. [12]. In our case, the definition also involves some
constructions of (integral) p-adic Hodge theory (see Definition 5.2.1).
Finally, let us explain the term “versal” in (3):
For x¯ ∈ SK(k), denote by Rˆx¯ the completion of SK ⊗OE,(v) OE˘ at x¯, and set
DK,x¯ := DK ⊗W (O
Ŝ
K
) W (Rˆx¯)
for the (G,Mloc)-display over Rˆx¯ obtained by base change. In view of the existence of the
isomorphisms above, we can omit the subscript K and simply write Dx¯. The associated
condition implies that Dx¯ supports the structure of a Dieudonne´ (G,Mloc)-display over
Rˆx¯; in the introduction we denote this also by Dx¯.
We say that the (G,Mloc)-display DK is versal if Dx¯ is versal for all x¯ ∈ SK(k). This
means that for all x¯ ∈ SK(k) and for a suitable choice of a section s of the G-torsor
Px¯ ⊗W (Rˆx¯) Rˆx¯ → Spec (Rˆx¯), the composition
q · s : Spec (Rˆx¯)→ Mloc
identifies Rˆx¯ with the corresponding completion of the local model M
loc. In particular,
this condition fixes the singularity of the integral model SK at x¯.
Showing that, for given (G,X), v and K, integral models with versal (G,Mloc)-displays
DK exist, is quite involved. We use an intermediate notion, that of an “associated system”
(LK, {Dx¯}x¯∈SK(k)) (Definition 5.1.4), in which Dx¯ are Dieudonne´ (G,Mloc)-displays over
the strict completions Rˆx¯, as before. (A (G,Mloc)-display DK which is associated to
LK, gives such an associated system by base change, as above.) In fact, most of our
constructions just use the associated system (LK, {Dx¯}x¯∈SK(k)). For example, we show
that the existence of a versal associated system is enough to characterize the integral
model SK uniquely.
5We show that LK can be completed to a (unique up to isomorphism) associated system
by employing comparison isomorphisms of integral p-adic Hodge theory that use work
of Scholze and others [30], [3], and of Faltings [11], [12]; this works quite generally, i.e.
with mild assumptions on the integral model. Proving that we have a versal system is
harder since, by definition, versality imposes that the singularities of the integral model
SK agree with those of the local model M
loc. We show this for Shimura data of Hodge
type, which satisfy some mild additional conditions, by using the main result of [19]. It
follows that, under these assumptions, the integral models of [19] are also independent, up
to isomorphism, on the various choices made in their construction. Then, by employing
some work of Hamacher and Kim we can also show that these models support a (global)
versal (G,Mloc)-display DK associated to LK. It then follows, that in this case, the integral
models of [19] are canonical as per the definition above.
Our point of view fits with the well-established idea that most Shimura varieties should
be moduli spaces of G-motives. As such, they should have (integral) canonical models.
We can not make this precise yet. However, we consider the versal G-display as the
crystalline avatar of the universal G-motive and show that its existence is enough to
characterize the integral model. In fact, there should be versions for other cohomology
theories (see [3], [28]), that are also enough to characterize the models.
Let us now give an outline of the contents of the paper. In §1 we prove some preliminary
facts about rings of Witt vectors and other p-adic period rings, that are used in the
constructions. We continue with some more preliminaries on torsors in §2. In §3 we
give the definition of (Dieudonne´) displays with G-structure. In §4, we show how to
construct, using the theory of Breuil-Kisin modules, such a display from a G(Zp)-valued
crystalline representation of a p-adic field. We also give some other similar constructions,
for example a corresponding Breuil-Kisin-Fargues G-module. In §5, we give the definition
of an associated system and show that schemes that support suitable versal associated
systems are (e´tale locally) determined by their generic fibers. We also show how to give
an associated system starting from a p-divisible group whose Tate module carries suitable
Galois invariant tensors. In §6, we apply this to Shimura varieties and show that systems
(SK,LK, {Dx¯}x¯∈SK(k)) as above are unique. In §7, we prove that the integral models of
Shimura varieties of Hodge type constructed in [19] carry versal associated systems and
are therefore uniquely determined.
0.1. Acknowledgements. We thank M. Rapoport and P. Scholze for useful suggestions
and corrections, V. Drinfeld for interesting discussions, and the IAS for support.
0.2. Notations. Throughout the paper p is a prime and, as usual, we denote by Zp, Qp,
the p-adic integers, resp. p-adic numbers. We fix an algebraic closure Q¯p of Qp. If F is
a finite extension of Qp, we will denote by OF its ring of integers, by kF its residue field
and by F˘ the completion of the maximal unramified extension of F in Q¯p.
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1. Algebraic preliminaries
1.1. We begin with some preliminaries about rings of Witt vectors and other p-adic
period rings. The reader can skip the proofs at first reading and return to them as
needed.
1.1.1. For a Z(p)-algebra R, we denote by
W (R) = {(r1, r2, . . . , rn, . . .) | ri ∈ R}
the ring of (p-typical) Witt vectors of R. Let ϕ :W (R)→W (R) and V :W (R)→W (R)
denote the Frobenius and Verschiebung, respectively. Let IR = V (W (R)) ⊂ W (R) be
the ideal of elements with r1 = 0. The projection (r1, r2, . . .) 7→ r1 gives an isomorphism
W (R)/IR ≃ R. For r ∈ R, we set as usual
[r] = (r, 0, 0, . . .) ∈ W (R)
for the Teichmu¨ller representative. Also denote by
gh :W (R)→
∏
i≥1
R
the Witt (“ghost”) coordinates gh = (ghi)i. Recall,
ghi((r1, r2, r3, . . .)) = r
pi−1
1 + pr
pi−2
2 + · · ·+ pi−1ri.
1.1.2. Let R be a complete Noetherian local ring with maximal ideal mR and perfect
residue field k of characteristic p. Assume that p ≥ 3. There is a splitting W (R) =
W (k)⊕W (mR) and following Zink ([35]), we can consider the subring Wˆ (R) = W (k)⊕
Wˆ (mR) ⊂ W (R), where Wˆ (mR) consists of those Witt vectors with rn ∈ mR for which
the sequence rn converges to 0 in the mR-topology of R. The subring Wˆ (R) is stable
under ϕ and V . In this case, bothW (R) and Wˆ (R) are p-adically complete and separated
local rings.
1.1.3. In what follows, we consider a Zp-algebra R that satisfies:
(1) R is complete and separated for the adic topology given by a finitely generated
ideal A that contains p, and
(2) R is formally of finite type over W = W (k), where k is a perfect field of charac-
teristic p.
1.2. Let M ⊂ W (R) be a maximal ideal with residue field k′. We have IR ⊂ M,
since W (R) is IR-adically complete and separated ([34, Prop. 3]). Let mR = M/IR ⊂
W (R)/IR = R be the corresponding maximal ideal ofR. Suppose that Rˆ is the completion
of R at m. Then W (Rˆ) is local henselian. Denote by W (R)h
M
the henselization of the
localization W (R)M.
Lemma 1.2.1. Assume, in addition to (1) and (2), that R is an integral domain and
Zp-flat. Then, the natural homomorphism R→ Rˆ induces injections
W (R) ⊂W (R)hM ⊂W (Rˆ).
Proof. Since R is p-torsion free,
gh : W (R) →֒
∏
i≥1
R
is an injective ring homomorphism. If f = (f1, f2, . . .) 6∈M, then f1 6∈ m. Since p ∈ m, we
have ghi(f) 6∈ m, for all i. In particular, ghi(f) 6= 0 and so since R is a domain, f is a not
7a zero divisor in W (R). It follows that W (R) is a subring of W (R)M. We now consider
W (R) ⊂ W (Rˆ). Notice that f is invertible in W (Rˆ) since Rˆ is p-adically complete and
f1 is invertible in Rˆ. Hence, we have an injection W (R)M →֒ W (Rˆ). The ring W (Rˆ) is
local and henselian and W (R)M →֒ W (Rˆ) is a local ring homomorphism. It follows that
the henselization W (R)h
M
is contained in W (Rˆ).
1.3. For a Zp-algebra R we consider the condition:
(N) R is a normal domain, is flat over Zp, and satisfies (1) and (2).
We say that Zp-algebra R satisfies condition (CN) when, in addition to satisfying (N),
R is a (complete) local ring.
1.3.1. Suppose R satisfies (N). We start by recalling a useful statement shown by de
Jong [8, Prop. 7.3.6], in a slightly different language.
Proposition 1.3.2. We have
R = {f ∈ R[1/p] | ∀F, ∀ξ : R→ OF , ξ(f) ∈ OF },
where F runs over all finite extensions of W (k)[1/p] and ξ over all W (k)-algebra homo-
morphisms. 
Corollary 1.3.3. We have
W (R) = (W (R)[1/p]) ∩
∏
ξ
W (OF )
where F , ξ are as above.
Proof. Under our assumption, W (R) is Zp-flat. Consider f ∈ W (R)[1/p] so that g =
paf ∈ W (R) for some a ≥ 0. Assume that ξ(g) is divisible by pa in W (OF ), for all
ξ : R → OF . We would like to show that g is divisible by pa in W (R). This will be
the case when certain universal polynomials in the ghost coordinates ghi(g) which have
coefficients in Z[1/p], take values in R. By Proposition 1.3.2, this is equivalent to asking
that the same polynomials in ghi(ξ(g)) take values in OF , for all ξ. This is true by our
assumption.
Proposition 1.3.4. Suppose R satisfies (CN). We have
W (R) ∩ (
∏
ξ:R→OF
Wˆ (OF )) = Wˆ (R).
Here the product is over all finite extensions F of W (k)[1/p] and all W (k)-algebra homo-
morphisms ξ : R→ OF . The intersection takes place in
∏
ξ:R→OF
W (OF ).
Proof. This follows from the definitions and:
Proposition 1.3.5. Suppose that (fn)n is a sequence of elements of the maximal ideal mR
such that, for every finite extension F of W (k)[1/p] and every W (k)-algebra homomor-
phism ξ : R → OF , the sequence (ξ(fn))n converges to 0 in the p-adic topology of F .
Then (fn)n converges to 0 in the mR-topology.
Proof. Under our assumption on R, there is a finite injective ring homomorphism
ϕ∗ : R0 =W (k)[[t1, . . . , tr]]→ R.
We will use this to reduce the proof to the case R = R0.
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We start by showing that there is d ≥ 1, such that every f ∈ R satisfies an equation
of the form
(1.3.6) P (T ; f) = T d + a1T
d−1 + · · ·+ ad−1T + ad = 0, ai = ai(f) ∈ R0.
Indeed, let d be the degree of the extension Frac(R)/Frac(R0) of fraction fields. Since both
R and R0 are regular in codimension 1, the morphism ϕ : Spec (R)→ Spec (R0) is finite
flat of degree d over the complement V = Spec (R0)− Z of some closed subscheme Z of
codimension ≥ 2. We can obtain (1.3.6) by considering the action of the endomorphism T
given by f on the OV -module ϕ∗(Oϕ−1(V )) which is locally free of rank d. The coefficients
ai are regular outside Z and so they belong to R0 (cf. [8, Lemma 7.3.3]).
Assume that (fn)n is a sequence of elements in mR that satisfies the assumption of the
proposition. Fix a finite Galois extension F ′ of Frac(R0) that contains Frac(R) and let
R′ be the integral closure of R0 in F
′ so that R0 ⊂ R ⊂ R′. For each n we can write
P (T ; fn) =
d∏
i=1
(T − fn,i)
with fn,i ∈ R′ and fn,0 = fn. The elements fn,i are Galois conjugates of fn. We can now
see that the assumption of the proposition is satisfied for all the sequences (fn,i)n in R
′.
Therefore, it is also satisfied for the sequence of their symmetric functions (ai(fn))n in
R0, for each i.
Suppose now that we know that the proposition is true for R0. Then, we obtain that
ai(fn) converges to 0 in the mR0-topology. This combined with (1.3.6) implies that f
d
n
converges to 0 in the mR-topology. For f ∈ R, consider the sequence of ideals
· · · ⊂ Ia+1 = (ma+1R ; f) ⊂ Ia = (maR; f) ⊂ · · ·
of R. Krull’s intersection theorem implies ∩∞a=0Ia = (0) and so, by Chevalley’s lemma, the
ideals (Ia)a also define the mR-topology of R. Since f
d
n ∈ maR implies fd−1n ∈ (maR; fn), we
quickly obtain, by decreasing induction on d, that fn converges to 0 in the mR-topology.
It remains to prove the proposition for the power series ring R0:
Set Y = Spec (R0), and let h : Y˜ → Y be the blowup of Y at the maximal ideal
m = (p, t1, . . . , tr). The exceptional divisor E can be identified with P(m/m
2) ∼= Prk.
Assume that (fn)n is a sequence of elements in m that satisfies the assumption of the
proposition but is such that (fn)n does not converge to 0 in the m-topology. Then, by
replacing (fn)n by a subsequence, we can assume that, there is an integer N ≥ 1, such
that fn ∈ mN − mN+1, for all n. Then the proper transform Z(fn) ⊂ Y˜ of fn = 0
intersects the exceptional divisor E = Prk along a hypersurface Sn ⊂ Prk of degree N .
Lemma 1.3.7. After replacing (fn)n by a subsequence, we can find a k¯-valued point x of
the exceptional divisor Prk which does not lie on any of the proper transforms Z(fn) of
fn = 0, for all n.
Proof. We argue by contradiction: Assume that for any given point x ∈ Pr(k¯) and almost
all n, Z(fn) contains x. Then, also for every finite set of points A(m) = {x1, . . . , xm}, we
have A(m) ⊂ Z(fn), for almost all n. Since Z(fn) ∩ Pr is, for each n, a hypersurface of
fixed degree N , when m >> N this is not possible.
We now extend x given by the lemma, to a point x˜ ∈ Y˜ (OF ) = Y (OF ), where F
is some finite extension of W (k)Q. By assumption, x˜(fn) → 0 in F . Since x˜ misses the
proper transform of fn = 0, this implies that the valuation of h
∗(fn) along the exceptional
divisor grows without bound. This contradicts fn 6∈ mN+1.
91.4. We assume that R satisfies (CN) with k = F¯p.
Fix an algebraic closure F (R) of the fraction field F (R) = Frac(R). Denote by R˜ the
union of all finite normal R-algebras R′ such that:
1) R ⊂ R′ ⊂ F (R), and
2) R′[1/p] is finite e´tale over R[1/p].
Note that all such R′ are local and complete. We will denote by R¯ the integral closure
of R in F (R), so that R¯ is the union of all R′ as in (1).
Let us set
ΓR = Gal(R˜[1/p]/R[1/p]),
which acts on R˜. Also denote by
R˜∧ = lim←−n R˜/p
nR˜, R˜∧ = lim←−n R¯/p
nR¯,
the p-adic completions.
When R = W =W (k), we denote W¯∧ = W˜∧ by O.
Proposition 1.4.1. The natural maps R¯ → R¯∧, R˜ → R˜∧, are injections and induce
isomorphisms R¯/pnR¯ ≃ R¯∧/pnR¯∧, R˜/pnR˜ ≃ R˜∧/pnR˜∧, for all n ≥ 1.
Proof. This is given by the argument in [4, Prop. 2.0.3] which deals with the case of R˜
and the case of R¯ is similar.
Proposition 1.4.2. Let S be R˜∧ or R¯∧.
a) S is p-adically complete and separated and is flat over Zp.
b) S is an integral perfectoid algebra (in the sense of [3, 3.2]).
c) S is local and strict henselian.
Proof. Part (a) is also given by [4, Prop. 2.0.3]. Let us show (b) for S = R˜∧. The
argument for R¯∧ is similar and actually simpler. We see that R˜ and so S, contains an
element π with πp = p. Then S is π-adically complete. Using [3, Lemma 3.10], it is now
enough to show that the Frobenius ϕ : S/πS → S/pS is an isomorphism and that π is
not a zero divisor in S. Since S is Zp-flat, π is not a zero divisor. By Proposition 1.4.1,
we have R˜/pR˜ ≃ S/pS and similarly R˜/πR˜ ≃ S/πS. Hence, it is enough to show that
ϕ : R˜/πR˜→ R˜/pR˜ is an isomorphism. Suppose now x ∈ R˜ satisfies xp = py with y ∈ R˜.
Then (x/π)p = y and since R˜ is a union of normal domains, we have x/π = z ∈ R˜. This
shows injectivity. To show surjectivity, consider a ∈ R′ ⊂ R˜ and consider
R′′ = R′[X ]/(Xp
2 − pX − a).
This is a finite R-algebra. It is e´tale over R′[1/p] since the derivative p(pXp
2−1 − 1) is a
unit in R′′[1/p]. Now there is R′′ → F (R) that extends R′ ⊂ F (R) and the image b of
X in F (R) is contained in a finite R′-algebra which is also e´tale over R′[1/p]. This gives
b ∈ R˜ with bp2 ≡ a mod pR˜ which implies surjectivity.
For part (c), since S = R˜∧ is p-adically complete, it is enough to show that these
properties are true for S/pS ≃ R˜/pR˜. We can see that R˜ is both local and strict henselian,
and then so is the quotient R˜/pR˜. The argument for R¯∧ is similar.
Theorem 1.4.3. The action of ΓR on R˜ extends to a p-adically continuous action on
R˜∧ and we have
(R˜∧)ΓR = R.
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Proof. By Faltings [11] or [4, Prop. 3.1.8], we have
R ⊂ (R˜∧)ΓR ⊂ R[1/p].
Using this, we see that it remains to show that R˜∧ ∩R[1/p] = R, with the intersection in
R˜∧[1/p]. Suppose f ∈ R˜∧∩R[1/p]. By applying Proposition 1.3.2, we see that it is enough
to show that ξ(f) ∈ OF , for all W -algebra homomorphisms ξ : R → OF with F a finite
extension of W [1/p]. Choose such a ξ : R→ OF . We can extend ξ to ξ¯ : R˜→ O¯F = OF¯
and then by p-adic completion to
ξ¯∧ : R˜∧ → O.
This gives ξ¯∧ : R˜∧[1/p]→ O[1/p]. But then ξ¯∧(f) ∈ F ∩ O = OF .
1.5. In the rest of the section, we will restrict to the case S = R˜∧. We will use the
notations of [3, §3]. Consider the tilt
S♭ = lim←−ϕ S/pS = lim←−ϕ S
and similarly for O♭.
Lemma 1.5.1. The ring S♭ is local strict henselian with residue field k.
Proof. As we have seen, the rings S and S/pS = R˜/pR˜ are local and strict henselian with
residue field k. Denote by x 7→ x¯ the map S/pS → k. The Frobenius S/pS → S/pS
is surjective and, hence, S♭ → S/pS is surjective. If x = (x0, x1, x2, . . .) ∈ S♭ with
xi ∈ S/pS, xpi+1 = xi, has x0 a unit, then all xi and also x are units. Hence, S♭ is local
with residue field k and (x0, x1, x2, . . .) 7→ (x¯0, x¯1, x¯2, . . .) is the residue field map S♭ → k.
Now consider f(T ) ∈ S♭[T ] with a simple root κ = (κ0, κ1, κ2, . . .) in k, with κi = pi√κ0.
Since S/pS is local henselian, the simple root κi ∈ k of fi(T ) lifts uniquely to a root
ai ∈ S/pS. By uniqueness, we have api+1 = ai and so a = (a0, a1, . . .) is a root in S♭ that
lifts κ. Hence, S♭ satisfies Hensel’s lemma.
1.5.2. We set Ainf(S) =W (S
♭) for Fontaine’s ring. By [3, Lemma 3.2], we have
Ainf(S) ∼= lim←−ϕWr(S).
This gives corresponding homomorphisms
θ˜r : Ainf(S)→Wr(S).
We also have the standard homomorphism of p-adic Hodge theory
θ : Ainf(S)→ S,
given by
θ(
∑
n≥0
[xn]p
n) =
∑
n≥0
x(n)n p
n.
Here, we write x = (x(0), x(1), . . .) ∈ S♭ = lim←−ϕ S. As in [3, §3], the homomorphism θ lifts
to
θ∞ : Ainf(S)→W (S),
given by
θ∞(
∑
n≥0
[xn]p
n) =
∑
n≥0
[x(n)n ]p
n.
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1.5.3. In the following, α runs over all rings homomorphisms α : S → O which are
obtained from some W -homomorphism R˜ → W˜ = W¯ by p-adic completion. There
is a corresponding Ainf(S) → Ainf(O) given by applying the Witt vector functor to
α♭ : S♭ → O♭. Note that if F is a finite extension of W [1/p], then any homomorphism
ξ : R→ OF extends to such an α : S → O.
Lemma 1.5.4. a) The homomorphism Ainf(S)→
∏
αAinf(O) is injective.
b) The ring Ainf(S) is p-adically complete, local strict henselian and Zp-flat.
Proof. We first note that R˜ → ∏α W¯ is injective and R˜ ∩ (∏α pW¯ ) = pR¯, as this easily
follows by Proposition 1.3.2 applied to the algebras R′. Therefore,
S/pS = R˜/pR˜ ⊂
∏
α
W¯/pW¯ =
∏
α
O/pO
is injective. Hence, S♭ →∏αO♭ is injective and part (a) follows.
To show part (b), recall Ainf(S) = W (S
♭). The ring S♭ is perfect, and so pW (S♭) = IS♭ ,
W (S♭)/pW (S♭) = S♭. It follows that Ainf(S) is p-adically complete and that p is not a
zero divisor. Lemma 1.5.1 now implies that Ainf(S) is local and strict henselian.
1.5.5. Now let us fix an embedding W¯ →֒ R˜, which induces O →֒ S. Let
ǫ = (1, ζp, ζp2 , . . .) ∈ O♭ = lim←−ϕO
be a system of primitive p-th power roots of unity. Set
µ = [ǫ]− 1 ∈ Ainf(O) ⊂ Ainf(S).
Proposition 1.5.6. a) The element µ is not a zero divisor in Ainf(S).
b) Suppose that f in Ainf(S) is such that, for every α : S → O obtained from R˜→ W¯
as above, α(f) is in the ideal (µ) of Ainf(O). Then, f is in (µ).
Proof. Part (a) follows from [3, Prop. 3.17 (ii)]. As in the proof of loc. cit., the ghost
coordinate vectors of θ˜r(µ) are
gh(θ˜r(µ)) = (ζpr − 1, . . . , ζp − 1) ∈ Sr,
and the result follows from this.
Let us show (b). Recall
Ainf(S) = lim←−ϕWr(S) ⊂
∏
r≥1
Wr(S); a 7→ (θ˜r(a))r .
Now suppose that α(f) = µ · bα, for bα ∈ Ainf(O). Apply θ˜r to obtain
α(θ˜r(f)) = θ˜r(α(f)) = θ˜r(µ) · θ˜r(bα).
This implies that, for all i = 1, . . . , r, and all α,
ζpi − 1 | α(ghi(θ˜r(f)))
in O. The same argument as in the proof of Lemma 1.5.4 (a) above, gives
S/(ζpi − 1)S →֒
∏
α
O/(ζpi − 1)O.
This implies that ζpi − 1 (uniquely) divides ghi(θ˜r(f)) in S.
We claim that the quotients gi,r = ghi(θ˜r(f))/(ζpi − 1) in S are the ghost coordinates
of an element γr of Wr(S), which is then the quotient θ˜r(f)/θ˜r(µ). To check this we
have to show that certain universal polynomials in the gi,r with coefficients in Z[1/p] take
values in S. This holds after evaluating by α : S → O and so the same argument using
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Proposition 1.3.2 as before, shows that it is true. It follows that, for all r, θ˜r(µ) uniquely
divides θ˜r(f) in Wr(S) and, in fact,
θ˜r(f) = θ˜r(µ) · γr.
Applying ϕ gives
θ˜r−1(f) = θ˜r−1(µ) · ϕ(γr).
in Wr−1(S). Therefore, ϕ(γr) = γr−1. Hence, there is γ ∈ Ainf(S) = lim←−ϕWr(S) such
that γr = θ˜r(γ). Then, f = µ · γ.
Corollary 1.5.7. a) We have Ainf(S) = (Ainf(S)[1/µ]) ∩
∏
α Ainf(O).
b) Suppose that M1 and M2 are two finite free Ainf(S)-modules with M1[1/µ] =
M2[1/µ], and such that α
∗M1 = α
∗M2 as Ainf(O)-submodules of α∗M1[1/µ] = α∗M2[1/µ],
for all α. Then M1 = M2.
Proof. Part (a) follows directly from the previous proposition. Part (b) follows by apply-
ing (a) to the entries of the matrices expressing a basis of M1 as a combination of a basis
of M2, and vice versa.
1.5.8. As in [3, §3], set ξ = µ/ϕ−1(µ) which is a generator of the kernel of the homo-
morphism θ : Ainf(S) → S. Let Acris(S) be the p-adic completion of the divided power
envelope of Ainf(S) along (ξ). By [30, App. to XVII], the natural homomorphism
Ainf(S)→ Acris(S)
is injective. We also record:
Lemma 1.5.9. Ainf(S)
ϕ=1 = Zp.
Proof. It is enough to show that (S♭)ϕ=1 = Fp, i.e. that (R˜/pR˜)
ϕ=1 = (S/pS)ϕ=1 = Fp.
Now argue as in [4, 6.2.19]: Suppose a ∈ R˜ is such that ap = amod pR˜. Then a ∈ R′, for
some R′/R finite normal with R′[1/p] e´tale over R[1/p] and ap = amod pR′. By Hensel’s
lemma for the p-adically complete R′, the equation xp − x = 0 has a root b in R′ which
is congruent to amod pR′. But R′ is an integral domain, so any such root is one of the
standard roots in Zp, so b is in Zp and b = amod pR
′ in Fp.
2. Shimura pairs and G-torsors
2.1. We first set some notation and define the notion of a local Hodge embedding.
2.1.1. Let G be a connected reductive algebraic group over Qp and {µ} the G(Q¯p)-
conjugacy class of a minuscule cocharacter µ : GmQ¯p → GQ¯p .
To such a pair (G, {µ}), we associate:
• The reflex field E ⊂ Q¯p. As usual, E is the field of definition of the conjugacy
class {µ} (i.e. the finite extension of Qp which corresponds to the subgroup of
σ ∈ Gal(Q¯p/Qp) such that σ(µ) is G(Q¯p)-conjugate to µ.)
• The G-homogeneous variety Xµ = Xµ(G) of parabolic subgroups of G of type µ.
This is a projective smoothG-variety defined overE withXµ(Q¯p) = G(Q¯p)/Pµ(Q¯p).
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2.1.2. We will consider a smooth connected affine group scheme G over Zp with generic
fiber G and assume the following:
(H) There is a group scheme homomorphism
ι : G →֒ GLn
which is a closed immersion such that {ι(µ)} is conjugate to one of the standard minuscule
cocharacters µd(a) = diag(a
(d), 1(n−d)) of GLn for some 1 ≤ d ≤ n− 1, and ι(G) contains
the scalars Gm.
We call such an ι, a local Hodge embedding.
The corresponding GLn-homogeneous space Xµd(GLn) is the Grassmannian Gr(d, n)
of d-spaces in Qnp . Under the assumption (H), ι gives an equivariant closed embedding
Xµ ⊂ Gr(d, n)E . Set Λ = Znp . The Grassmannian Gr(d, n) has a natural model over Zp
which we will denote by Gr(d,Λ). Denote byM the Zariski closure of Xµ in Gr(d,Λ)OE .
It admits an action of G and a G-equivariant closed immersion
ι∗ :M →֒ Gr(d,Λ)OE .
2.1.3. Denote by Λ⊗ = ⊕m,n≥0Λ⊗m ⊗Zp (Λ∨)⊗n the total tensor algebra of Λ, where
Λ∨ = HomZp(Λ,Zp). By [18, Prop. 1.3.2], see also [10], we can realize G as the scheme
theoretic fixer of a finite list of tensors (sa) ⊂ Λ⊗: For any Zp-algebra R we have
G(R) = {g ∈ GL(Λ ⊗Zp R) | g · (sa ⊗ 1) = (sa ⊗ 1)}.
Since we assume that ι(G) contains the scalars Gm and a ∈ Gm acts on Λ⊗m⊗Zp (Λ∨)⊗n
via am−n, we see that the sa are contained in the part of the tensor algebra with n = m.
In particular, we can assume that every tensor sa is given by a Zp-linear map Λ
⊗n → Λ⊗n,
for some n = na.
2.2. Let us now collect some general statements about G-torsors. We denote by RepZp(G)
the exact tensor category of representations of G on finite free Zp-modules, i.e. of group
scheme homomorphisms ρ : G → GL(Λ′) with Λ′ a finite free Zp-module.
2.2.1. Let A be a Zp-algebra. Set S = Spec (A). Suppose that T → S is a G-torsor. By
definition, this means that T supports a (left) G-action G × T → T such that G × T ∼−→
T ×S T given by (g, t) 7→ (gt, t) is an isomorphism, and T → S is faithfully flat. By
descent, T is affine, so T = Spec (B) with A→ B faithfully flat.
If ρ : G → GL(Λ′) is in RepZp(G), we can consider the vector bundle over S which is
associated to T and ρ:
T (ρ) = T ×GSpec (Zp) A(Λ′) = (T ×Spec (Zp) A(Λ′))/ ∼
where (g−1t, λ) ∼ (t, ρ(g)λ). Here, A(Λ′) is the affine space Spec (SymmZp(Λ′∨)) over
Spec (Zp). In what follows, we often abuse notation, and also denote by T (ρ) the corre-
sponding A-module of global sections of the bundle T (ρ).
By [5], see also [30, 19.5.1], this construction gives an equivalence between the category
of G-torsors T → S and the category of exact tensor functors
T : RepZp(G)→ Bun(S); ρ 7→ T (ρ),
into the category of vector bundles Bun(S) on S.
Assume now that T is a G-torsor and ι : G →֒ GL(Λ) is as in §2.1.2.
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Proposition 2.2.2. The A-module M = T (ι) is locally free finite of rank n and comes
equipped with tensors (ma) ⊂M⊗ such that there is a G-equivariant isomorphism
T ≃ Isom(ma),(sa)(T (ι),Λ⊗Zp A).
Proof. This is quite standard, see for example [5, Cor. 1.3] for a similar statement.
We sketch the argument: By the above, M = T (ι) is a locally free A-module of rank
n = rankZp(Λ). Since the construction of T (ρ) commutes with tensor operations (i.e.
ρ 7→ T (ρ) gives a tensor functor) we have
M⊗ ≃ T ×GSpec (Zp) A(Λ⊗).
We can think of sa ∈ Λ⊗ as G-invariant linear maps sa : Zp → Λ⊗ which give 1 × sa :
S = G\T → M⊗, i.e. tensors ma = 1 × sa ∈ M⊗. Set T ′ = Isom(ma),(sa)(M,Λ ⊗Zp A)
with its natural left G-action. The base change T ′ ×S T is equivariantly identified with
G × T ≃ T ×S T and the proof follows.
Remark 2.2.3. Suppose that ι′ : G →֒ GL(Λ′) is another closed group scheme immersion
that realizes G as the subgroup scheme that fixes (s′b) ⊂ (Λ′)⊗. It follows that there is a
G-equivariant isomorphism
Isom(m′b),(s′b)(M
′,Λ′ ⊗Zp A) ∼−→ Isom(ma),(sa)(M,Λ⊗Zp A).
For the following, we assume in addition that A is local and henselian.
Proposition 2.2.4. Suppose that M is a finite locally free A-module and let (ma) ⊂ M⊗.
Consider the A-scheme
T = Isom(ma),(sa)(M,Λ⊗Zp A)
which supports a natural G-action. Suppose that there exists a set of local Zp-algebra
homomorphisms ξ : A → Rξ, with ∩ξker(ξ) = (0), and such that, for every ξ : A → Rξ,
the base change ξ∗T := T ×S Spec (Rξ) is a G-torsor over Spec (Rξ). Then, T → S is
also a G-torsor.
Proof. The scheme T is affine and T → S is of finite presentation. The essential difficulty
is in showing that T → S is flat but under our assumptions, this follows from [14, Thm.
(4.1.2)]. The fiber of T → S over the closed point of S is not empty, hence T → S is also
faithfully flat. Now the base change T ×S T admits a tautological section which gives a
G-isomorphism T ×S T ≃ G × T . This completes the proof.
Corollary 2.2.5. Set A = W (R), where R satisfies (N) of §1.3. Suppose that M is a free
locally finite A-module, and that ma and T are as in the statement of Proposition 2.2.4.
Assume that for all W (k)-algebra homomorphisms x˜ : R → OF , where F runs over all
finite extensions of W (k)Q, the pull-back T ⊗AW (OF ) is a G-torsor over W (OF ). Then
T is a G-torsor over A.
Proof. We first show the statement when R is in addition complete and local, i.e. it
satisfies (CN). ThenW (R) is local henselian and the result follows from Proposition 2.2.4
applied to the set of homomorphisms ξ : A =W (R)→ Rξ = W (OF ) given as ξ = W (x˜).
We now deal with the general case. Under our assumptions, A = W (R) is flat over Zp.
Let M ⊂ W (R) be a maximal ideal with residue field k′. We have IR ⊂M, since W (R)
is IR-adically complete and separated ([34, Prop. 3]). Let mR = M/IR ⊂W (R)/IR = R
be the corresponding maximal ideal of R. Our assumptions on R imply that the residue
field k′ is a finite extension of k. Suppose that Rˆ is the completion of R ⊗W W (k¯′) at
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mR ⊗W W (k¯′). Then W (Rˆ) is local and strictly henselian. Denote by W (R)shM the strict
henselization of the localization W (R)M. By Lemma 1.2.1 we have
W (R)shM ⊂W (Rˆ).
We also have
Rˆ ⊂
∏
ξ:R→OF
OF
where the product is over all ξ : R → OF that factor through Rˆ. By Proposition 2.2.4
applied to Rξ = W (OF ), the base change T ⊗W (R) W (R)shM is a G-torsor. By descent,
so is the base change T ⊗W (R) W (R)M over W (R)M. Since this is true for all maximal
ideals M ⊂ W (R), it follows that T is flat over W (R). The result now follows as in the
proof of Proposition 2.2.4.
Remark 2.2.6. When R satisfies (CN), the corollary also holds with W (R), W (OF ),
replaced by Wˆ (R), Wˆ (OF ) respectively.
3. Displays with G-structure
In this section, we define (G,M)-displays and give some basic properties. We also
define and study the notion of a versal (G,M)-display.
3.1. This subsection contains the main construction needed for the definition of a (G,M)-
display. Suppose that G and M are as in §2.1.2.
3.1.1. Suppose that R satisfies (N). Set A = W (R). (If R satisfies (CN) and p ≥ 3, we
can also consider A = Wˆ (R).)
Since ϕ(IR) ⊂ pW (R) we have a ring homomorphism
ϕ¯ : R = W (R)/IR
ϕ−→ A/pA
induced by the Frobenius ϕ : A→ A.
3.1.2. Suppose that F ⊂ Λ ⊗Zp R corresponds to the image under ι∗ of an R-valued
point of M. Compose this with ϕ¯ : R→ A/pA to obtain an A/pA-submodule
ϕ¯∗F ⊂ Λ⊗Zp A/pA
which is locally an A/pA-direct summand. Let U be the inverse image of ϕ¯∗F under the
reduction Λ⊗Zp A→ Λ⊗Zp A/pA so that
pΛ⊗Zp A ⊂ U ⊂ Λ⊗Zp A.
We can write Λ ⊗Zp A = L ⊕ T , with L and T finite projective A-modules such that F
corresponds to L⊕ IRT under idΛ ⊗ gh1 : Λ⊗Zp A→ Λ ⊗Zp R. Then we also have
U = ϕ∗(L)⊕ pϕ∗(T ) ⊂ ϕ∗(Λ⊗Zp A) = Λ ⊗Zp A.
Notice that U⊗ ⊂ U⊗[1/p] = Λ⊗A[1/p]. We have sa ⊗ 1 ∈ Λ⊗A ⊂ Λ⊗A[1/p].
Set D× = Spec (W (k)[[u]]) − {(p, u)}.
In what follows, we will also assume, without further mention, the following purity
condition:
(P) Every G-torsor over D× is trivial.
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Remark 3.1.3. The purity condition is known to hold for k = F¯p and all parahoric group
schemes G with G = G ⊗Zp Qp that splits over a tamely ramified extension of Qp and has
no factors of type E8 ([19, Prop. 1.4.3]). This result has been extended to many cases of
wild ramification by Anschu¨tz [1, Theorem 8.4]; it is probably true for all parahoric group
schemes. However, in general, it can fail for most smooth affine group schemes over Zp
with reductive generic fiber.
Proposition 3.1.4. a) The tensors sa ⊗ 1 belong to U⊗.
b) The scheme of isomorphisms that respect the tensors
Q := Isomsa⊗1(U,ΛA)
is a G-torsor over Spec (A).
c) Since U [1/p] = ΛA[1/p], we have a trivialization
Q[1/p] := Q⊗A A[1/p] = GA[1/p].
Proof. Parts (a) and (b) follows exactly as the corresponding statement of [19, Cor. 3.2.11]
by using Proposition 2.2.4 and Corollary 2.2.5. Alternatively, for part (a), we can use the
natural direct sum decomposition of U⊗ = (ϕ∗(L)⊕ pϕ∗(T ))⊕ as in the proof of Lemma
3.1.10 below. Part (c) is easy.
3.1.5. For R satisfying (N), we can consider the set
GrG(R) = {(Q, α)}
of isomorphism classes of pairs (Q, α) of a G-torsor Q over W (R) with a trivialization α
of Q[1/p] overW (R)[1/p]. Note that if, in addition, R is complete local with algebraically
closed residue field, then W (R) is local strictly henselian, and
GrG(R) ∼= G(W (R)[1/p])/G(W (R)).
The construction F 7→ ϕ¯∗F 7→ (Q, α) above gives a functorial map
iG,µ(R) :M(R)→ GrG(R)
which is injective. This map is independent of the embedding ι. (As long as ι still gives
M as the Zariski closure of Xµ in the integral Grassmannian.) To see this suppose that
ι′ : G →֒ GL(Λ′) is another local Hodge embedding which gives ι′∗ : M →֒ Gr(d′,Λ′)OE .
We can consider the product
ι′′ = ι× ι′ : G ∆−→ G × G →֒ GL(Λ)×GL(Λ′) ⊂ GL(Λ⊕ Λ′).
This induces
ι′′∗ :M ∆−→M×OE M →֒ Gr(d,Λ)×OE Gr(d′,Λ′) ⊂ Gr(d+ d′,Λ⊕ Λ′)OE .
By the construction, we have F ′′ = F ⊕ F ′, U ′′ = U ⊕ U ′, and the projections give
U ′′ → U , U ′ → U . These maps induce G-equivariant morphisms Q → Q′′ and Q′ → Q′′
which are then isomorphisms of G-torsors.
Remark 3.1.6. a) The above applies to M = Mloc, where Mloc = Mloc(G, {µ}) are the
local models of [25], when p ∤ π1(Gder(Q¯p)) and there is a local Hodge embedding (H).
(See [19, §2.3].)
b) We conjecture that the maps iG,µ exist in greater generality: More precisely, we
expect that there are always canonical functorial injective maps
iG,µ(R) : M
loc(R)→ GrG(R),
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for R satisfying (N), and for the local models Mloc = Mloc(G, {µ}) associated to a pair
(G, {µ}), where G is a tame parahoric group scheme and µ a minuscule coweight, as for
example in [16]. The maps should be G-equivariant in the sense that
(3.1.7) iG,µ(g · x) = ϕ(g) · iG,µ(x),
where the action on the right hand side is on the trivialization α.
In fact, the maps iG,µ should exist without the tameness hypotheses, for example for
the restriction of scalars local models of Levin [22], or for the local models conjectured
to exist by Scholze [30, Conjecture 21.4.1]. The embedding iG,µ could be interpreted as
giving the formal completion Mˆloc as a subsheaf of a Witt-vector affine Grasmannian.
A perfectoid version of such an embedding (i.e. for v-sheaves) is given in [30, Chapter
XXII].
3.1.8. Suppose now that P is a G-torsor over A given together with a G-equivariant
morphism
q : P ⊗A R→M.
Then, by the previous construction together with descent, we obtain a G-torsorQ together
with an isomorphism of G-torsors
Q[1/p] ≃−→ ϕ∗P [1/p]
over A[1/p]. This allows us to think of Q as a “modification of ϕ∗P along the divisor
p = 0, bounded by M”.
3.1.9. Denote by mR the maximal ideal of R. Set aR = m
2
R + (p). Observe that the
Frobenius ϕ factors as
W (R/aR)→W (k) ϕ−→W (k)→W (R/aR).
Lemma 3.1.10. There is a canonical isomorphism of G-torsors
(3.1.11) Q⊗W (R) W (R/aR) ∼−→ Q0 ⊗W (k) W (R/aR)
where Q0 := Q⊗W (R) W (k).
Proof. We use a similar argument as in the proof of [19, Lemma 3.1.9].
Let us write Λ ⊗Zp W (R/aR) = L ⊕ T , with L and T free W (R/aR)-modules, such
that F ⊗R R/aR is given by L modulo IR/aR . Then, as in loc.cit.
U ⊗W (R) W (R/aR) = ϕ∗(L)⊕ (p⊗ ϕ∗(T ))
and ϕ∗(L) ≃ ϕ∗(L0)⊗W (k) W (R/aR), ϕ∗(T ) ≃ ϕ∗(T0)⊗W (k) W (R/aR). Here, we write
p⊗− for pZp ⊗Zp −. This gives the isomorphism
(3.1.12) U ⊗W (R) W (R/aR) ≃ U0 ⊗W (k) W (R/aR),
and it now remains to show that this respects the tensors sa.
Assume that sa is given by Λ
⊗n → Λ⊗n, see §2.1.2. Then, sa preserves the correspond-
ing filtration on
Λ⊗n ⊗Zp W (R/aR) = (L⊕ T )⊗n = ⊕i=0(L⊗i ⊗W (R/aR) T⊗(n−i)).
Hence, sa maps L
⊗i ⊗W (R/aR) T⊗(n−i) to the sum ⊕j≥iL⊗j ⊗W (R/aR) T⊗(n−j). So sa =
⊕isia, with
sia : L
⊗i ⊗W (R/aR) T⊗(n−i) → ⊕j≥iL⊗j ⊗W (R/aR) T⊗(n−j).
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Now we have
U⊗n ⊗W (R) W (R/aR) =
⊕
i=0 ϕ
∗(L)⊗i ⊗W (R/aR) (pn−iZp ⊗Zp ϕ∗(T )⊗(n−i))
=
⊕
i=0 p
n−i ⊗ (ϕ∗(L⊗i ⊗W (R/aR) T⊗(n−i))).
The corresponding endomorphism of U⊗n ⊗W (R) W (R/aR) is then given by⊕n
i=0
mi ◦ (pn−i ⊗ ϕ∗(sia)),
where mi is
⊕j≥i(pn−iZp →֒ pn−jZp)⊗Zp idϕ∗(L⊗j⊗W (R/aR)T⊗(n−j)).
The isomorphism induced by (3.1.12) on n-th tensor powers, is obtained as a direct sum
of the isomorphisms
pn−i ⊗ (ϕ∗(L⊗i ⊗W (R/aR) T⊗(n−i))) ∼−→ pn−i ⊗ (ϕ∗(L⊗i0 ⊗W (k) T⊗(n−i)0 )).
The result now follows.
When P is a G-torsor over Wˆ (R), there are corresponding statements with W (R) and
W (R/aR) replaced by Wˆ (R) and Wˆ (R/aR).
Remark 3.1.13. The pair (Q,Q[1/p] ≃−→ ϕ∗P [1/p]) only depends on P , M and q and is
independent of ι; this follows from §3.1.5.
3.2. We now give the definition of a (G,M)-display over R, where R satisfies (N) of §1.3.
Definition 3.2.1. A (G,M)-display over R is a triple D = (P , q,Ψ) of:
• A G-torsor P over W (R),
• a G-equivariant morphism q : P ⊗W (R) R→M over OE,
• a G-isomorphism Ψ : Q ∼−→ P where Q is the G-torsor over W (R) induced by q
as in 3.1.8.
3.2.2. Assume now that X is a p-adic formal scheme which is flat and formally of
finite type over Spf(Zp) and which is normal. By Zink’s Witt vector descent [34, §1.3,
Lemma 30], there is a sheaf of rings W (OX) over X such that for every open affine formal
subscheme Spf(R) ⊂ X, we have Γ(Spf(R),W (OX)) = W (R). It now makes sense to
give the natural extension of the above definition: A (G,M)-display over X is a triple
D = (P , q,Ψ) with the data P , q, Ψ as above given over W (OX).
Remark 3.2.3. Assume Scholze’s conjecture [30, Conj. 21.4.1] on the existence of local
models Mloc = Mloc(G, {µ}) and also the conjecture of Remark 3.1.6 (b). Then we can
easily extend the definition of a (G,Mloc)-display to all pairs (G, {µ}) of a parahoric group
scheme G over Zp and a minuscule cocharacter µ of GQ¯p .
In what follows, we assume until further notice that R satisfies (CN). Suppose that
D = (P , q,Ψ) is a (G,M)-display over R.
3.2.4. Recall that (P , q) gives Q and a G-isomorphism Q[1/p] ∼= ϕ∗P [1/p]. Suppose we
choose a section s of P overW (R). Denote by ϕ∗(s) the corresponding section of the base
change ϕ∗P = P ⊗W (R),ϕ W (R). Then, every section of Q can be written as gµ · ϕ∗(s)
with gµ ∈ G(W (R)[1/p]). We have
Q = G · gµ · ϕ∗(s) ≃ G.
Define Ψ(1) ∈ G(W (R)) by
Ψ(gµ · ϕ∗(s)) = Ψ(1) · s.
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The Frobenius of the G-display is then the G-isomorphism
F : ϕ∗P [1/p] ∼−→ P [1/p]
given by p ·Ψ. We have
F (ϕ∗(s)) = p · g−1µ ·Ψ(1) · s.
Changing the section s to s′ = g · s gives
F (ϕ∗(s′)) = ϕ(g)−1 · (p · g−1µ ·Ψ(1)) · g−1 · s′
with g ∈ G(W (R)).
3.2.5. By Lemma 3.1.10, there is a natural G-isomorphismQ⊗W (R)W (R/a) ∼= Q0⊗W (k)
W (R/a).
Definition 3.2.6. A section of s of the G-torsor P is called rigid in the first order at mR
when, under this isomorphism,
Ψ−1(s)modW (a) = Ψ−10 (s0)⊗ 1,
where the subscript 0 denotes reduction modulo mR.
Suppose now that s is a section of P . Choose a section gµ · ϕ∗(s) of Q which is
“horizontal at mR”, i.e. which respects the isomorphism Q ⊗W (R) W (R/a) ∼= Q0 ⊗W (k)
W (R/a). Then, s is rigid in the first order if the element Ψ(1) ∈ G(W (R)), defined by
Ψ(gµ · ϕ∗(s)) = Ψ(1) · s,
is constant modulo a, i.e. if
Ψ(1)modW (a) ∈ G(W (k)) ⊂ G(W (R/a)).
Definition 3.2.7. A (G,M)-display D over R is versal, if there is a section s of P which
is rigid in the first order, such that the composition q · s : Spec (R) → M gives an
isomorphism between R and the corresponding completion of the local ring of M⊗OEOE˘.
Remark 3.2.8. a) If there is a section s of P which is rigid in the first order, such that
the composition q · s : Spec (R)→M gives an isomorphism on completions as above, the
same conclusion is true for any other section s′ of P which is also rigid in the first order.
b) Using (a), we see that if D is versal, and s is any section of P which is rigid in the
first order, then the morphism
q : G × Spec (R)
s
∼−→ P ⊗W (R) R q−−→M
is formally smooth.
Proposition 3.2.9. Suppose that the (G,M)-display D = (P , q,Ψ) over R is versal. Then
q : P ⊗W (R) R→M is formally smooth.
Proof. Follows from (b) above.
3.2.10. We now assume that p is odd.
Definition 3.2.11. A Dieudonne´ (G,M)-display over R is a triple D = (P , q,Ψ) of a
G-torsor P over Wˆ (R), a G-equivariant morphism
q : P ⊗Wˆ (R) R→M
over OE , and a G-isomorphism Ψ : Q ∼−→ P where Q is the G-torsor over Wˆ (R) induced
by q as in 3.1.8.
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Note that a Dieudonne´ (G,M)-display over R, produces a (G,M)-display over R by
base change along the inclusion Wˆ (R) →֒ W (R). Most of the notions defined above for
(G,M)-displays, for example, the notion of versal, have obvious extensions for Dieudonne´
(G,M)-displays. The obvious variant of Proposition 3.2.9 for Dieudonne´ displays holds.
3.2.12. Suppose that D = (P , q,Ψ) is a Dieudonne´ (G,M)-display over R, and that
ι : G →֒ GL(Λ) is a local Hodge embedding. We set
M := P(ι), M1 := Q(ι), F#1 : ϕ∗M1 → M˜1
Ψ(ι)−−−→M
As in [19, Lemma 3.1.5], the triple (M,M1, F1) defines a Dieudonne´ display over R, in
the sense of Zink [35]. We denote this Dieudonne´ display by D(ι). By [35], there is
a corresponding p-divisible group GR = BT(D(ι)) over R. It follows from [19, Lemma
3.1.12], that if D is versal, then GR is a versal deformation of its special fiber GR ×R k.
4. Crystalline G-representations
In this section, we describe “G-versions” of objects of integral p-adic Hodge theory
which can be associated to a G(Zp)-valued crystalline representation.
4.1. Fix (G, {µ}) and G as in §2.1. Fix also a local Hodge embedding
ι : G →֒ GL(Λ)
with M = ι∗(Xµ) ⊂ Gr(g,Λ)OE . Assume that G satisfies the purity condition (P) for
k = F¯p.
Let F be a finite extension of E or of E˘ with residue field k. Let
ρ : Gal(F¯ /F )→ G(Zp)
be a Galois representation. We assume that ι · ρ : Gal(F¯ /F )→ GL(Λ[1/p]) is crystalline.
We give three flavors of “G-versions” of Frobenius modules which can be associated to ρ
by integral p-adic Hodge theory.
4.2. The Breuil-Kisin G-module.
4.2.1. Choose a uniformizer πF of F and let E(u) ∈ W (k)[u] be the Eisenstein poly-
nomial with E(πF ) = 0. Choose also a compatible system of roots p
n√πF in F¯ . The
Breuil-Kisin G-module attached to ρ, is by definition, a pair (PBK, ϕPBK) where
• PBK is a G-torsor over S = W (k)[[u]],
• ϕPBK is an isomorphism of G-torsors
ϕPBK : ϕ
∗PBK[1/E(u)] ∼−→ PBK[1/E(u)].
It is constructed as follows. (It does depend on the choice of pn
√
πF , n ≥ 0.)
As in the proof of [19, Lemma 3.3.5], we write OG = lim−→i∈J Λi with Λi ⊂ OG of finite
Zp-rank and G-stable. The Galois action on Λ gives actions on Λi and on OG . We apply
the Breuil-Kisin functor
M : Repcris,◦K → Modϕ/S
(see [18, §1], [19, Theorem 3.3.2] for notations and details of its properties. This depends
on the choice of pn
√
πF , n ≥ 0, in F¯ ). Let
M(OG) := lim−→i∈J M(Λi).
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By [19, Theorem 3.3.2], the composition of M with restriction to D× is an exact faithful
tensor functor. Hence, we obtain that M(OG)|D× is a sheaf of algebras over D× and that
P×BK := Spec (M(OG)|D×)
is a G-torsor over D×. Using the purity assumption (P), we can extend P×BK to a G-torsor
PBK over D = Spec (W (k)[[u]]) as follows:
Let us consider the scheme
P ′ := Isoms˜a,sa⊗1(M(Λ),Λ⊗Zp W [[u]]) ⊂ Hom(M(Λ),Λ ⊗Zp W [[u]])
of isomorphisms taking s˜a to sa ⊗ 1. Here, as in loc. cit. s˜a ∈ M(Λ)⊗ are the tensors
obtained by applying the functor M(−) to the Galois invariant tensors sa ∈ Λ⊗.
By [19, Lemma 3.3.5], the scheme P ′ is naturally a G-torsor over D, which, in fact, is
trivial. As in the proof of [19, Lemma 3.3.5], we see that there is a natural isomorphism
P ′|D× ≃ P×BK as G-torsors over D×. However, there is a bijection between sections of P ′
over W [[u]] and sections of P ′|D× = P×BK over D×. Hence, we obtain that the G-torsor
P×BK over D× extends to a G-torsor PBK over D which is, then, uniquely determined
and is independent of the choice of Λ. The isomorphism ϕPBK comes directly from the
construction.
Note here that we can view the Breuil-Kisin G-module attached to ρ as an exact tensor
functor
RepZp(G)→ Modϕ/S.
4.3. The Dieudonne´ G-display.
4.3.1. Assume here that ι · ρ has Hodge-Tate weights ≤ 0 and that in fact, the deRham
filtration on DdR(Λ[1/p]) is given by a G-cocharacter conjugate to µ. Then, there is also
a Dieudonne´ (G,M)-display
Dρ = (P , q,Ψ)
over OF which is attached to ρ. This is constructed as follows:
Let S = W (k)[[u]] → Wˆ (OF ) be the unique Frobenius equivariant map lifting the
identity on OF which is given by u 7→ [πF ]. We set
P := PBK ⊗S,ϕ Wˆ (OF ).
To obtain the rest of the data of the Dieudonne´ G-display we proceed as follows:
Consider the Breuil-Kisin module M = M(Λ) associated to Λ. It comes with the
Frobenius F : ϕ∗M → M and the cokernel M/F (ϕ∗M) is annihilated by E(u). We can
then write M = L⊕ T , with L and T free S-modules such that
F (ϕ∗M) = L⊕ E(u)T.
Write M1 ⊂ ϕ∗M for the largest S-submodule such that F (M1) ⊂ E(u)M. Then
F (M1) = E(u)M. The corresponding filtration
M1 ⊂ ϕ∗M/E(u)ϕ∗M
gives an OF -valued point of a Grassmannian which is in the closure of the G-orbit of µ,
hence an OF -point of M. This gives a G-equivariant morphism
q : ϕ∗PBK ⊗S OF →M.
Since P ⊗Wˆ (OF ) OF = ϕ∗PBK ⊗S OF we obtain
q : P ⊗Wˆ (OF ) OF →M.
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This gives Q and Ψ is then determined by ϕPBK .
To give these more explicitly, set M = M⊗S,ϕ Wˆ (OF ). We have
M1 ⊗S Wˆ (OF ) ⊂M.
Using that ϕ(E([πF ]))/p is a unit in Wˆ (OF ), after applying ϕ, we obtain a filtration
p(ϕ∗M) ⊂ M˜1 := ϕ∗(M1 ⊗S Wˆ (OF )) ⊂ ϕ∗M.
As in the proof of [19, Lemma 3.2.9] the tensors s˜a ⊗ 1 = ϕ∗(s˜a ⊗ 1) lie in M˜⊗1 and
Q = Isom(s˜a⊗1),(sa⊗1)(M˜1,Λ⊗Zp W (OF )).
The divided Frobenius F1 = p
−1F : M˜1
∼−→M gives the G-isomorphism Ψ : Q ∼−→ P .
4.4. The Breuil-Kisin-Fargues G-module. Here, we use the notations of §1.4, §1.5.
In particular, O is the p-adic completion of the integral closure O¯F of OF in F¯ and O♭ is
its tilt. For simplicity, set Ainf = Ainf(O).
4.4.1. By definition, a (finite free) Breuil-Kisin-Fargues (BKF) module over Ainf is a
finite free Ainf -module M together with an isomorphism
ϕM : (ϕ
∗M)[1/ϕ(ξ)]
∼−→M [1/ϕ(ξ)]
where ξ is a generator of the kernel of θ. (See [30], [3]).
Similarly, a Breuil-Kisin-Fargues G-module overAinf is, by definition, a pair (Dinf , ϕDinf ),
where Dinf is a G-torsor over Ainf and
ϕDinf : (ϕ
∗Dinf)[1/ϕ(ξ)] ∼−→ Dinf [1/ϕ(ξ)].
is a G-equivariant isomorphism.
4.4.2. Now fix a uniformizer π = πF of F and also a compatible system of roots π
1/pn ,
for n ≥ 1, giving an element π♭ = (π, π1/p, . . .) ∈ O♭. These choices define a ϕ-equivariant
homomorphism
f : S = W [[u]]→ Ainf
given by u 7→ [π♭]p and which is the Frobenius on W = W (k). By [3, Proposition 4.32],
the association
M 7→M = M⊗S Ainf
defines an exact tensor functor from Breuil-Kisin modules over S to Breuil-Kisin-Fargues
(BKF) modules over Ainf .
We can compose the above functor with the tensor exact functor
RepZp(G)→ Modϕ/S
given by the Breuil-Kisin G-module PBK over D = Spec (S) of §4.2.1. We obtain a tensor
exact functor
RepZp(G)→ Modϕ/Ainf
to the category Modϕ/Ainf of finite free BKF modules over Ainf . This functor gives a
G-torsor Dinf over Ainf(O) which admits a G-equivariant isomorphism
ϕDinf : (ϕ
∗Dinf)[1/ϕ(ξ)] ∼−→ Dinf [1/ϕ(ξ)].
(Here, ϕ(ξ) = f(E(u)) for E(u) ∈ W [[u]] an Eisenstein polynomial for π. The element
ξ generates the kernel of θ : Ainf → O.) Hence, (Dinf , ϕDinf ) is a Breuil-Kisin-Fargues
G-module which is attached to ρ.
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More explicitly, set
Minf := Minf(Λ) = M(Λ)⊗S Ainf .
The tensors sa ∈ Λ⊗ induce ϕ-invariant tensors sa,inf ∈M⊗inf ; these are the base changes
of s˜a ∈M(Λ)⊗. We have
Dinf ∼= Isom(sa,inf ),(sa⊗1)(Minf ,Λ⊗Zp Ainf(O))
as G-torsors.
4.4.3. Assume that Λ, acted on by ρ, is isomorphic to the Galois representation on the
linear dual
T∨ = Tp(G
∗)(−1)
of the Tate module T = Tp(G ) of a p-divisible group G over OF . We have
(4.4.4) Minf ∼=M(G ∗){−1} ∼= HomAinf (M(G ), Ainf).
Here, M(G ), M(G ∗) are the BKF modules associated ([30, Theorem 17.5.2]) to the base
change over O of G , resp. of the Cartier dual G ∗ of the p-divisible group G and {−1}
denotes the Tate twist, as defined in [3]. The second (duality) isomorphism in (4.4.4)
can be shown by combining [29, Prop. 5.2.8] with the constructions of [30, §17]. The
corresponding Frobenius ϕMinf satisfies
ϕ(ξ)Minf ⊂ ϕMinf (Minf) ⊂Minf .
4.4.5. Choose p-th power roots of unity giving ǫ = (1, ζp, ζp2 , . . .) ∈ O♭ and set µ =
[ǫ]− 1 ∈ Ainf .
Let Qp/Zp be the constant p-divisible group. By [30, theorem 17.5.2], there is a
comparison map
Λ∨ ∼= HomO(G ∗O,Qp/Zp(1)) ∼= HomAinf ,ϕ(Minf{1}, Ainf{1}).
This induces the ϕ-invariant isomorphism
Λ⊗Zp Ainf [1/µ] ∼= Minf [1/µ] ∼= M(Λ)⊗S Ainf [1/µ].
It follows from the constructions and [3, 4.26] that under these isomorphisms the tensors
sa ⊗ 1, sa,inf and s˜a correspond.
4.4.6. The constructions of the previous paragraphs are compatible in the following
sense. Assume that ρ is as in the beginning of §4.3.1; then Λ is the linear dual of the Tate
module of a p-divisible group over OF . Fix π = πF of F and a compatible system of roots
π1/p
n
, for n ≥ 1, giving π♭ = (π, π1/p, . . .) ∈ O♭ as above. Recall the homomorphism
θ∞ : Ainf(O) = W (O♭)→W (O), θ∞([(x(0), x(1), . . .)]) = [x(0)].
The diagram
S
f−−−−→ Ainf(O)
ϕ ↓ ↓ θ∞
Wˆ (OF ) −−−−−→ W (O),
where the bottom horizontal map is given by the inclusion, commutes. We then have
isomorphisms of G-torsors
(4.4.7) P ⊗Wˆ (OF ) W (O) ≃ PBK ⊗S,ϕ W (O) ≃ Dinf ⊗Ainf (O) W (O)
which are compatible with the Frobenius structures: This can be seen by combining
results of [3, §4], [30, §17], and the above constructions. Similarly, we can see that both
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the (G,M)-display D and the Breuil-Kisin-Fargues G-module (Dinf , ϕDinf ) are, up to a
canonical isomorphism, independent of the choice of πF and its roots p
n√πF in F¯ ⊂ C.
5. Associated systems
Here, we define the notion of an associated system and give several results. The main
result says, roughly, that any G(Zp) pro-e´tale local system which is given by the Tate
module of a p-divisible group over a normal base with appropriate e´tale tensors, can be
extended uniquely to an associated system (see Theorem 5.4.1 for the precise statement).
We also show how to use the existence of versal associated systems to compare formal
completions of normal schemes with the same generic fiber (Proposition 5.3.1). Finally,
we show that the definition of associated is independent of the choice of the local Hodge
embedding (Proposition 5.5.1).
5.1. We continue with the notations and assumptions of the previous section on G and
M. In particular, we assume that G satisfies the purity condition (P) for k = F¯p. Let
us suppose that X is a flat OE-scheme of finite type, which is normal and has smooth
generic fiber. Suppose that we are given a pro-e´tale G(Zp)-local system L on X = X [1/p],
i.e. a Galois cover of X with group G(Zp) = lim←−n G(Z/p
nZ).
5.1.1. For any x¯ ∈ X (k), let Rˆx¯ be the completion of the local ring Rx¯ of X˘ = X ⊗OEOE˘
at x¯.
Suppose we have a Dieudonne´ (G,M)-display Dx¯ = (Px¯, qx¯,Ψx¯) over Rˆx¯. In accor-
dance with our notations in §2.2.1, we will denote by
Dx¯(ι) = (Mx¯,M1,x¯, F1,x¯)
the Dieudonne´ display over Rˆx¯ induced from Dx¯ using ι and the construction of [19,
3.1.5]. By [35], there is a corresponding p-divisible group G (x¯) over Rˆx¯, of height equal
to n = rankZp(Λ), with
G (x¯)∗ = BT(Dx¯(ι)).
Then, by [21, Theorem B], we have a canonical isomorphism
(5.1.2) Dx¯(ι) ∼= D(G (x¯))(Wˆ (Rˆx¯))
of Dieudonne´ displays, where on the right hand side, D denotes the contravariant Dieudonne´
crystal.
Consider the following two conditions. The first is:
A1) There is an isomorphism of Zp-local systems over Rˆx¯[1/p] between the Tate module
T of the p-divisible group G (x¯) = BT(Dx¯(ι)) and the pull-back of L(ι)∨.
Before we state the second condition, observe that, under (A1), for any x˜ ∈ X (OF )
that lifts x¯, the Galois representation ρ(x) obtained from x∗L, is crystalline. By [19,
Theorem 3.3.2 (2)], the isomorphism in (A1) induces an isomorphism
(5.1.3) Dρ(x)(ι) ∼= D(x˜∗G (x¯))(Wˆ (OF )).
Here, x˜∗G (x¯) is the p-divisible group over OF obtained by base-changing G (x¯) by x˜ and
Dρ(x) is the Dieudonne´ (G,M)-display attached to ρ(x) by §4.3.1.
We can now state the second condition:
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A2) For every x˜ ∈ X (OF ) lifting x¯, the isomorphism
Dx¯(ι) ⊗Wˆ (Rˆx¯) Wˆ (OF )
∼−→ Dρ(x)(ι)
of Dieudonne´ displays over OF induced by (5.1.2), (5.1.3), and base change, gives an iso-
morphism of Dieudonne´ (G,M)-displays over OF (so, in particular, respects the tensors).
Definition 5.1.4. If (A1) and (A2) hold for x¯ ∈ X (k), we say that L and Dx¯ are associated.
If (A1) and (A2) hold for all x¯ ∈ X (k), we call (L, {Dx¯}x¯∈X (k)) an associated system.
Definition 5.1.5. The associated system (L, {Dx¯}x¯∈X (k)) is versal over X , if for every
x¯ ∈ X (k), Dx¯ is versal in the sense of Definition 3.2.7.
The definition of “associated” uses the local Hodge embedding ι which we, for now, fix
in our discussion. We will later show that it is independent of this choice, see Proposition
5.5.1.
Proposition 5.1.6. If L and Dx¯, for x¯ ∈ X (k), are associated, then Dx¯ is, up to isomor-
phism, uniquely determined by L.
Proof. Suppose that L and D′x¯ are also associated. Then G (x¯)[1/p] ≃ G ′(x¯)[1/p] as p-
divisible groups over Rˆx¯[1/p], since they both have the same Tate module which is given
by the restriction of L(ι) to Rˆx¯[1/p]. Tate’s theorem applied to the normal Noetherian
domain Rˆx¯, provides an isomorphism α : G (x¯)
∼−→ G ′(x¯). Therefore, we obtain an
isomorphism of Dieudonne´ displays δ : Dx¯(ι) ∼−→ D′x¯(ι). This amounts to an isomorphism
(M,M1, F1)
δ−→ (M ′,M ′1, F ′1).
Here both M , M ′ are free Wˆ (Rˆx¯)-modules of rank n. The (G,M)-displays Dx¯ and D′x¯
have G-torsors P , P ′ given by tensors sa ∈ M⊗, s′a ∈ M ′⊗. We would like to show that
δ :M →M ′ lies in the Wˆ (Rˆx¯)-valued points of
Hom(sa),(s′a)(M,M
′) = Spec (A/I) →֒ Hom(M,M ′) = Spec (A).
Here, A ≃ Wˆ (Rˆx¯)[(tij)1≤i,j≤n], non-canonically. Let us consider f(tij) ∈ I. We would
like to show that f(δij) = 0 in Wˆ (Rˆx¯), where δij ∈ Wˆ (Rˆx¯) are the coordinates of the
Wˆ (Rˆx¯)-linear map δ. Condition (A2) implies that (x˜)
∗(f(δij)) = 0, for all x˜ lifting x¯.
This implies that f(δij) = 0, so δ respects the tensors. It now follows that δ respects the
rest of the data that give the (G,M)-displays Dx¯ and D′x¯.
5.2. Let D be a (G,M)-display over the p-adic formal scheme X = lim←−n X ⊗OEOE/(p)
n.
Definition 5.2.1. We say that the (G,M)-display D over X is associated to L if, for all
x¯ ∈ X (k), there is
• a Dieudonne´ (G,M)-display Dx¯ which is associated to L,
• an isomorphism of (G,M)-displays
Dx¯ ⊗Wˆ (Rx) W (Rx) ≃ D ⊗W (OX) W (Rx).
Note that, then, (L, {Dx¯}x¯∈X (k)) is an associated system.
Remark 5.2.2. It would make sense to add to the Definition 5.2.1 the following “global”
condition on D :
There is a convergent Frobenius G-isocrystal T over X ⊗OE kE which is associated (in
the sense of [13], see also [17, Appendix A]) to the local system L ⊗Zp Qp over X [1/p],
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such that for each n ≥ 1, the Frobenius G-torsor overWn(OX)[1/p] underlying D⊗W (OX)
Wn(OX)[1/p] is given by the value T(Wn(OX)).
This is a natural condition which, with some more work, can be shown for the (G,Mloc)-
displays DK over the integral models SK of Shimura varieties that we construct in §6.
(See [17, Appendix A] for the construction of T.) However, it is not needed for our
characterization of integral models.
Definition 5.2.3. We say that the (G,Mloc)-display D over X which is associated to L, is
versal over X, if the associated system (L, {Dx¯}x¯∈X (k)) is versal over X .
5.3. Assume now that X and X ′ are two flat OE-schemes of finite type, normal with
the same smooth generic fiber X = X [1/p] = X ′[1/p]. Suppose that (L, {Dx¯}x¯∈X (k)) and
(L′, {D′x¯′}x¯′∈X ′(k)) are versal associated systems on X and X ′ respectively, with L = L′
on X .
Denote by Y the normalization of the Zariski closure of the diagonal embedding of X
in the product X ×Spec (OE) X ′. Denote by
X π←− Y π
′
−→ X ′,
the morphisms given by the two projections. For simplicity, we again set Y˘ = Y ⊗OE OE˘ ,
X˘ = X ⊗OE OE˘ , etc. For y¯ ∈ Y(k), set x¯ = π(y¯), x¯′ = π′(y¯).
Proposition 5.3.1. a) We have
π∗Dx¯ ≃ π′∗D′x¯′
as Dieudonne´ (G,M)-displays on the completion OˆY˘,y¯.
b) The morphism π induces an isomorphism
π∗ : OˆX˘ ,x¯
∼−→ OˆY˘,y¯
between the completions of Y˘ and X˘ , at y¯ and x¯, respectively. Similarly, for π′.
Proof. Part (a) follows by the argument in the proof of Proposition 5.1.6.
Let us show (b). For simplicity, set R = OˆX˘ ,x¯, R′ = OX˘ ′,x¯′ , R′′ = OY˘,y¯. By the
construction of Y, we have a local homomorphism
R⊗ˆOE˘R′ → R′′
which is finite. Write R1 for its image:
R⊗ˆOE˘R′ ։ R1 →֒ R′′
Applying ι and the functor BT to Dx¯, D′x¯, gives p-divisible groups G , G ′ over R, R′
respectively. By (a) we have
(5.3.2) π∗G ≃ π′∗G ′
over R′′. This isomorphism specializes to give f0 : x¯
∗(G )
∼−→ x¯′∗(G ′), an isomorphism of
p-divisible groups over the field k.
Let us write T = Spf(U) for the base change to OE˘ of the universal deformation space
of a p-divisible group G0 over k which is isomorphic to the p-divisible groups x¯
∗(G ) and
x¯′∗(G ′) above, and fix such isomorphisms. This allows us to view f0 as an isomorphism
f0 : G0
∼−→ G0.
Set Spf(R) = S, Spf(R′) = S′, Spf(R′′) = S′′, and Z = Spf(R1). By the versality
condition on Dx¯ and D′x¯, S and S′ can both be identified with closed formal subschemes
of T given by ideals I and I ′ of U , respectively. There is a closed formal subscheme
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Γ of T ×ˆOE˘T = Spf(U⊗ˆOE˘U) prorepresenting the subfunctor of pairs of deformations
of G0 where f0 extends as an isomorphism. The subscheme Γ is defined by the ideal
generated by (u ⊗ 1 − 1 ⊗ f∗0 (u)), u ∈ U , where f∗0 : U ∼−→ U is the “relabelling”
automorphism corresponding to f0. By (5.3.2), we have that Z ⊂ T ×ˆOE˘T is contained
(scheme theoretically) in the “intersection”
Γ ∩ (S×ˆOE˘S′) = Spf(U⊗ˆOE˘U/((u ⊗ 1− 1⊗ f∗0 (u))u∈U , I ⊗ U,U ⊗ I ′).
The projection makes this isomorphic to S∩f∗0−1(S′), the formal spectrum of R/J , where
we set J := f∗0 (I
′)R. From
Spf(R1) = Z ⊂ Γ ∩ (S×ˆOE˘S′) ≃ Spf(R/J)
we have dim(R1) ≤ dim(R/J). Since R1 is integral of dimension equal to that ofR′′ and so
of R, we have dim(R) = dim(R1) ≤ dim(R/J) ≤ dim(R). Since R is an integral domain,
this implies J = (0) and that R1, which is a quotient of R/J of the same dimension, is
also isomorphic to R. Since R ≃ R1 → R′′ is finite, and R, R′ and R′′ are normal, the
birational R1 → R′′ is an isomorphism; so is R → R′′ and, by symmetry, also R′ → R′′.
5.4. Suppose that X , L, and ι : G →֒ GL(Λ), are as in the beginning of Section 5.
Theorem 5.4.1. Suppose that the e´tale local system L(ι)∨ is given by the Tate module of
a p-divisible group G over X . Then L is part of a unique, up to isomorphism, associated
system (L, {Dx¯}x¯∈X (k)), i.e. of a system which satisfies (A1) and (A2) for ι.
Proof. The uniqueness part of the statement follows from Proposition 5.1.6. Our task is
to construct, for each x¯ ∈ X (k), a (G,M)-display Dx¯ over the strict completion R = Rˆx¯
that satisfies (A1) and (A2). Let
(M,M1, F1)
be the Dieudonne´ display obtained by the evaluationM = D(G )(Wˆ (R)) of the (contravari-
ant) Dieudonne´ crystal of G overR. This gives a (GLn,Gr(d,Λ))-display (PGL, qGL,ΨGL).
We want to upgrade this to a (G,M)-display, the main difficulty being the construction
of appropriate tensors sa ∈M⊗. The construction occupies several paragraphs:
5.4.2. We recall the notations and results of §1.4, §1.5, for R. In particular, we fix an
algebraic closure F (R) of the fraction field F (R), we denote by R¯ the integral closure
of R in F (R) and by R˜ the union of all finite normal R-algebras R′ in F (R) such that
R′[1/p] is e´tale over R[1/p]. Set R¯∧ and R˜∧ for their p-adic completions. For simplicity,
we set
S = R˜∧.
Also, we set O for the p-adic completion of the integral closure O¯E of OE in the algebraic
closure E¯.
By §1.4, R¯∧, S = R˜∧, and O, are integral perfectoid Zp-algebras in the sense of [3,
3.1], which are local Henselian and flat over Zp. The Galois group ΓR acts on R˜, on S,
and on Ainf(S) =W (S
♭).
5.4.3. Let (M(G ) = M(G )(S), ϕM(G )) be the (finite free) Breuil-Kisin-Fargues module
over Ainf(S) associated to the base change GS of G .
By [30, Theorem 17.5.2], M(G )(S) is the value of a functor which gives an equiva-
lence between p-divisible groups over S and finite projective BKF modules (M,ϕM ) over
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Ainf(S) that satisfy
M ⊂ ϕM (M) ⊂ 1
ϕ(ξ)
M.
By loc. cit., the equivalence is functorial in S. Therefore, M(G )(S) supports an action
of ΓR which commutes with ϕM(G )(S) and is semi-linear with respect to the action of ΓR
on Ainf(S). By loc. cit., we have
(5.4.4) T = HomS(Qp/Zp,GS)
∼−→ HomAinf (S),ϕ(Ainf(S),M(G )) =M(G )ϕM(G )=1.
This gives the comparison homomorphism
c : T ⊗Zp Ainf(S) −→M(G )(S)
which is ϕ and Galois equivariant.
Using the constructions in [30, §17] together with Lemma 1.5.4 and Proposition 1.5.6,
we see that c is injective and gives
T ⊗Zp Ainf(S) ⊂M(G )(S) ⊂ T ⊗Zp
1
µ
Ainf(S).
Therefore, we obtain a “comparison” isomorphism
(5.4.5) T⊗ ⊗Zp Ainf(S)[1/µ] ∼−→M(G )(S)⊗[1/µ].
5.4.6. Let us set:
Minf(S) := M(G )(S)
∨ := HomAinf (M(G )(S), Ainf)
∼=M(G ∗)(S){−1}.
Let
sa,inf ∈Minf(S)⊗[1/µ]
be the tensors which correspond to sa ∈ T⊗ under (5.4.5). We have
ϕMinf (sa,inf) = sa,inf .
We can now construct a Breuil-Kisin-Fargues G-module (Dinf(S), ϕDinf ) over Ainf(S).
Proposition 5.4.7. a) We have sa,inf ∈Minf(S)⊗.
b) By (a), we can consider the G-scheme
Dinf(S) := Isom(sa,inf ),(sa⊗1)(Minf(S),Λ⊗Zp Ainf(S)).
The scheme Dinf(S), with its natural G-action, is a G-torsor over Ainf(S).
c) There is a G-equivariant isomorphism
ϕDinf : (ϕ
∗Dinf(S))[1/ϕ(ξ)]
∼−→ Dinf(S)[1/ϕ(ξ)],
where ξ is any generator of the kernel of θ : Ainf(S)→ S.
d) Suppose x˜ : S → O extends a point x˜ : R→ O¯E which lifts x¯. Then the base change
of (Dinf(S), ϕDinf ) by x˜ : S → O is isomorphic to the BKF G-module over Ainf(O) which
is attached to x˜∗L by 4.4.1.
Proof. Consider x˜ : S → O as in (d). Let (M(G )(O), ϕM(G )(O)) be the BKF module over
Ainf(O) associated to the p-divisible group x˜∗G over O. By functoriality under S → O
of the functor of [30, Theorem 17.5.2], we have a canonical isomorphism
Minf(S)⊗Ainf(S) Ainf(O) ∼=Minf(O) =M(G )(O)∨
respecting the Frobenius structures.
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Lemma 5.4.8. The pull-back
x˜∗(sa,inf) ∈Minf(S)⊗[1/µ]⊗Ainf (S) Ainf(O) = Minf(O)⊗[1/µ]
lies in Minf(O)⊗.
Proof. The statement follows from §4.4.1, the functoriality under S → O of the functor
of [30, Theorem 17.5.2], and the definition of sa,inf .
Now we can proceed with the proof of the Proposition. Part (a) follows from the above
Lemma and Lemma 1.5.6. By Lemma 1.5.4 and Proposition 2.2.4, Dinf(S) is a G-torsor,
i.e. part (b) holds. The identity ϕMinf (sa,inf) = sa,inf holds in Minf(S)
⊗[1/µ] and so also
in Minf(S)
⊗ since
Minf(S) ⊂Minf(S)[1/µ]
by Lemma 1.5.6. Therefore,
ϕDinf : (ϕ
∗Dinf(S))[1/ϕ(ξ)]
∼−→ Dinf(S)[1/ϕ(ξ)].
is G-equivariant, which is (c). Finally, (d) follows from the above and functoriality under
S → O.
Remark 5.4.9. a) Using these constructions and the comparison
T ⊗Zp Ainf(S)[1/µ] ≃M(G )(S)[1/µ],
we can see that the BKF G-module (Dinf(S), ϕDinf ) only depends, up to isomorphism, on
L. Indeed, from §4.4.1, this statement is true when S = O. In general, the comparison
isomorphism first implies that the G-torsor Dinf(S)[1/µ] depends, up to isomorphism,
only on L. Then, by considering restriction along x˜ : S → O and using Lemma 1.5.6 (b),
we see that we can determine Dinf(S) and ϕDinf over Ainf(S).
b) As usual, we may think of Dinf(S) as an exact tensor functor
RepZp(G)→ Modϕ/Ainf (S).
5.4.10. We can now complete the proof of Theorem 5.4.1. Recall that
θ∞ : Ainf(S)→W (S)
factors as a composition
θ∞ : Ainf(S)→ Acris(S)→W (S).
By, [30, Theorem 17.5.2], the Frobenius module
Minf(S)⊗Ainf(S) Acris(S) =M(G ∗)(S){−1} ⊗Ainf(S) Acris(S)
describes the covariant Dieudonne´ module of the base change G ∗S evaluated at the divided
power thickening Acris(S) → S. By [21, Theorem B], this evaluation of the Dieudonne´
module is naturally isomorphic to M ⊗Wˆ (R) W (S), with its Frobenius structure. Com-
bining these now gives a natural isomorphism
(5.4.11) M ⊗Wˆ (R) W (S) ≃Minf(S)⊗Ainf(S) W (S)
which is compatible with Frobenius and the action of ΓR. We obtain
M⊗ ⊗Wˆ (R) W (S) ≃Minf(S)⊗ ⊗Ainf(S) W (S).
Since the tensors sa,inf ⊗ 1 ∈Minf(S)⊗ ⊗Ainf(S) W (S) are ΓR-invariant, we see that
sa,inf ⊗ 1 ∈ (M⊗ ⊗Wˆ (R) W (S))ΓR =M⊗ ⊗Wˆ (R) (W (S))ΓR .
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By Theorem 1.4.3, (W (S))ΓR = W (R). Therefore,
(5.4.12) sa,inf ⊗ 1 ∈M⊗ ⊗Wˆ (R) W (R).
In fact, we also have:
Proposition 5.4.13. a) The tensors sa := sa,inf ⊗ 1 lie in M⊗.
b) The identity
(5.4.14) x˜∗(sa) = s˜a,x˜
holds in M⊗ ⊗Wˆ (R) Wˆ (OF ) ∼= M⊗OF .
In the above, (MOF ,M1,OF , F1,OF ) is the Dieudonne´ display over OF associated by
§4.3.1 to the Galois representation on Λ given by x˜∗L(ι), and s˜a,x˜ = s˜a ⊗ 1 are the
corresponding tensors.
Proof. Using the compatibility of the construction with pull-back along points x˜ : R →
OF we first see that the identity (5.4.14) holds in the tensor product M⊗⊗Wˆ (R)W (OF ).
However, the right hand side s˜a,x˜ lies in the subset M
⊗ ⊗Wˆ (R) Wˆ (OF ), and, hence, so is
the left hand side x˜∗(sa). Proposition 1.3.4 now implies (a), and (b) also follows.
The tensors sa ∈M⊗ allow us to define
P := Isomsa,sa⊗1(M,Λ ⊗Zp Wˆ (R)).
By the above, ξ∗P is isomorphic to the G-torsor given in §4.3.1. By Corollary 2.2.5 for
A = Wˆ (R), P is a G-torsor over Wˆ (R). By definition, we have P(ι) = M . It remains to
construct q and Ψ.
The filtration IRM ⊂M1 ⊂M gives a filtration of M/IRM :
(0) ⊂ Fil1 := M1/IRM ⊂ Fil0 := M/IRM.
This induces a filtration Fil⊗,0 of (M/IRM)
⊗ and we have
sa ∈ Fil⊗,0 ⊂ (M/IRM)⊗[1/p]
since this is true at all F -valued points. Hence, q : PGL⊗Wˆ (R)R→ Gr(d,Λ) restricted to
P ⊗Wˆ (R) R ⊂ PGL ⊗Wˆ (R) R lands in Xµ(G) on the generic fiber. Since M is the Zariski
closure of Xµ(G) in Gr(d,Λ)OE , we obtain
q : P ⊗Wˆ (R) R→M.
Recall that we use q to define the G-torsor Q. From the construction, we have a G-
equivariant closed immersion Q ⊂ QGL. Finally, let us give Ψ: We consider ΨGL :
QGL ∼−→ PGL. We will check that this restricts to Ψ : Q ∼−→ P : For this, is enough to
show that the map Ψ : M˜1
∼−→M given by ΨGL preserves the tensors sa. This follows as
in the proof of Proposition 5.1.6 by observing that this is the case after pulling back by
all x˜ : R → OF . Indeed, ΨOF preserves s˜a,x˜ and so, by (5.4.14), x˜∗Ψ = ΨOF preserves
x˜∗(sa).
The above define the (G,M)-display Dx¯ = (P , q,Ψ) = (Px¯, qx¯,Ψx¯). By its construc-
tion, Dx¯ satisfies (A1) and (A2). This completes the proof of Theorem 5.4.1.
5.4.15. In fact, the proof of the Theorem 5.4.1 also gives:
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Proposition 5.4.16. There is an isomorphism of G-torsors
(5.4.17) Px¯ ⊗Wˆ (R) W (S) ≃ Dinf(S)⊗Ainf(S) W (S),
which is also compatible with the Frobenius structures. 
5.5. We show that the definition of “associated” is independent of the choice of the local
Hodge embedding. More precisely:
Proposition 5.5.1. The notion of associated is independent of the choice of local Hodge
embedding ι, i.e. if the system (L, {Dx¯}x¯∈X (k)) satisfies the requirements of the definition
of associated for ι, it also satisfies them for any other local Hodge embedding ι′ which
produces the same M.
Proof. Assume that L and Dx¯ are associated for ι. By Theorem 5.4.1, we can assume that
Dx¯ is obtained from L and ι by the construction in its proof. We will use the notations of
§5.1.1, §5.4.2: In particular, R = Rˆx¯ and G = G (x¯) is the p-divisible group over R given
by Dx¯(ι). By [20], the Tate module T ∗ := Tp(G ∗)(R¯) can be identified with the kernel of
F1 − 1 : Mˆ1 → Mˆ = M ⊗Wˆ (R) Wˆ (R¯).
Here, we denote abusively by Wˆ (R¯) the p-adic completion of
lim−→
L/F (R)
Wˆ (RL)
where L runs over finite extensions of F (R) in F (R), and RL is the normalization of R
in L. There is a natural surjective homomorphism Wˆ (R¯)→ R¯∧. In the above, we set
Mˆ1 = ker(Mˆ → (M/M1)⊗R R¯∧).
The isomorphism
per : T ∗
∼−→ ker(F1 − 1 : Mˆ1 → Mˆ)
induces the comparison homomorphism
T ∗ ⊗Zp Wˆ (R¯)→M ⊗Wˆ (R) Wˆ (R¯).
Let us consider a second local Hodge embedding ι′ : G →֒ GL(Λ′) which realizes G as
the fixator of tensors (s′b). As before, we have a p-divisible group G
′ = G ′(x¯) over R = Rˆx¯
given by Dx¯(ι′) = (M ′,M ′1, F ′1). Denote its Tate module by T (G ′). To show (A1) for ι′,
we have to compare T (G ′) with T ′ := L(ι′)∨ = Λ′∨.
Recall (§5.4.6), that we have a ϕ-invariant isomorphism
Λ⊗Zp Ainf(S)[1/µ] ≃Minf(S)[1/µ]
that sends the tensors sa ⊗ 1 to sa,inf . By a standard Tannakian argument we see that
this gives an isomorphism
(5.5.2) Λ′∨ ⊗Zp Ainf(S)[1/µ] ≃M ′inf(S)∨[1/µ]
where M ′inf(S) = Dinf(S)(ι
′) is obtained from the G-torsor Dinf(S).
Since ι′ is also a local Hodge embedding, we can see using [30, Theorem 17.5.2], that
M ′inf(S)
∨ is the BKF module M(H ) of some p-divisible group H over S. Then, also
M ′inf(S) ≃M(H ∗){−1}.
Lemma 5.5.3. For all x˜ : S → O obtained from x˜ : R˜→ O¯E , we have:
a) x˜∗H ≃ x˜∗G ′,
b) T ′ ≃ Tp(x˜∗G ′).
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Proof. Consider the Breuil-Kisin G-module (PBK, ϕPBK) associated to x˜∗L by §4.2.1.
Then, (PBK(ι′), ϕPBK(ι′)) gives a “classical” Breuil-Kisin module which corresponds to a
p-divisible group G ′x˜ over OF . The construction of the Breuil-Kisin G-module implies that
T ′ ≃ x˜∗L(ι′)∨ is identified with the Tate module Tp(G ′x˜). By the compatibility (§4.4.6)
of the constructions in §4.4.1 and §4.3.1, Proposition 5.4.13, and the fact [30, Theo-
rem 17.5.2] that the functor M(−) gives an equivalence of categories between p-divisible
groups over O and (suitable) BKF modules over Ainf(O), the base change of G ′x˜ to O is
isomorphic to both x˜∗H and x˜∗G ′. This gives (a). In fact, since the Tate module of G ′x˜
is identified with T ′, we then obtain (b).
From (5.5.2), we obtain an injection
c′ : Λ′∨ = T ′ →֒M ′inf(S)∨[1/µ].
Lemma 5.5.4. The map c′ gives an isomorphism
c′ : T ′
∼−−→ (M ′inf(S)∨)ϕM′∨=1 = M(H )ϕM(H )=1
which identifies T ′ with the Tate module of H .
Proof. For all x˜ : S → O given by x˜ : R˜→ O¯E , we consider the composition
T ′ →֒M ′inf(S)∨[1/µ]→M ′inf(O)∨[1/µ]
where the second map is given by pull-back along Ainf(S) → Ainf(O) and functoriality.
From Lemma 5.5.3 and its proof, we see that this composition is identified with the
comparison isomorphism for x˜∗H and so its image is contained in M ′inf(O)∨, in fact in
(M ′inf(O)∨)ϕM′∨=1. It follows from Corollary 1.5.7 (a) that the image of c′ is contained
in M ′inf(S)
∨. Hence, we obtain:
c′ : T ′ = Λ′∨ →֒ (M ′inf(S)∨)ϕM′∨=1.
Now, for all such x˜ : S → O, consider
T ′ →֒ (M ′inf(S)∨)ϕM′∨=1 → (M ′inf(O)∨)ϕM′∨=1.
As above, this composition is identified with the comparison map for x˜∗H and is therefore
an isomorphism. However,
(M ′inf(S)
∨)ϕM′∨=1 ≃ (M(H ))ϕM(H )=1
is the Tate module of H , a finite free Zp-module of rank equal to rankZp(T
′). Therefore
c′ : T ′
∼−−→ (M ′inf(S)∨)ϕM′∨=1 = M(H )ϕM(H )=1
is an isomorphism and it identifies T ′ with the Tate module of H as desired.
The lemma and duality now gives that we also have
(5.5.5) T ′∨(1) ≃ (M ′inf(S){1})ϕM′{1}=1 = M(H ∗)ϕM(H ∗)=1
with both sides identifying with the Tate module of H ∗.
Lemma 5.5.6. The natural homomorphism
g : Ainf(S)
θ∞−−→W (S) = W (R˜∧)→W (R¯∧)
factors through Wˆ (R¯) as a composition
Ainf(S) →֒ Acris(S)→ Wˆ (R¯)→W (R¯∧).
33
Proof. The diagram
Ainf(S)
θ∞−−→ W (S)
↓ ↓
Ainf(R¯
∧)
θ∞−−→ W (R¯∧)
with vertical arrows given by S → R¯∧, is commutative. Hence, the composition g is equal
to
Ainf(S)→ Ainf(R¯∧) θ∞−−→ W (R¯∧).
We want to show θ∞ : Ainf(R¯
∧) −→ W (R¯∧) factors through Wˆ (R¯). We can argue as in
the proof of [20, Lemma 5.1]: Note that, for each n ≥ 1, all elements a of the kernel of
Wˆ (R¯)/pn → R¯∧/pR¯∧ satisfy apn = 0. Therefore, by the universal property of the Witt
vectors, this gives
Ainf(R¯
∧) = W ((R¯∧)♭)→ Wˆ (R¯)→ R¯∧/pR¯∧.
This lifts θR¯∧ : Ainf(R¯
∧)→ R¯∧. Now since Wˆ (R¯)→ R¯∧ is a divided power extension of
p-adic rings, the map θR¯∧ factors
Ainf(R¯
∧)→ Acris(R¯∧)→ Wˆ (R¯)→ R¯∧
and using this we can conclude the proof.
As in (5.4.11), (5.4.17), we can use the above lemma to obtain an isomorphism
(5.5.7) M ′inf(S)⊗Ainf(S) Wˆ (R¯) ≃M ′ ⊗Wˆ (R) Wˆ (R¯)
which respects the Frobenius and Galois structures. This combined with (5.5.5) gives
T ′∨(1) ≃ (M ′inf(S){1})ϕM′{1}=1 −→ Mˆ ′F1=11 ≃ T (G ′∗)
where both source and target are finite free Zp-modules of the same rank as that of T
′.
By pulling back via all x˜ : R¯ → O¯E and using Lemma 5.5.3, we see that this map is an
isomorphism. Therefore, after taking duals, we have
T ′ ≃ T (G ′)
which shows (A1). For (A2), it is enough to show that the tensors s′b on Dx¯(ι′) restrict
to the corresponding tensors on Dρ(x)(ι′). This follows from the above construction and
(5.5.7).
6. Canonical integral models
6.1. We now consider Shimura varieties and their arithmetic models. Under certain
assumptions, we give a definition of a “canonical” integral model.
6.1.1. Let G be a connected reductive group over Q and X a conjugacy class of maps
of algebraic groups over R
h : S = ResC/RGm → GR,
such that (G,X) is a Shimura datum ([9] §2.1.)
For any C-algebraR, we haveR⊗RC = R×c∗(R) where c denotes complex conjugation,
and we denote by µ = µh the cocharacter given on R-points by R
× → (R × c∗(R))× =
(R⊗R C)× = S(R) h→ GC(R).
Let Af denote the finite adeles over Q, and A
p
f ⊂ Af the subgroup of adeles with
trivial component at p. Let K = KpK
p ⊂ G(Af ) where Kp ⊂ G(Qp), and Kp ⊂ G(Apf ) are
compact open subgroups.
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If Kp is sufficiently small then the Shimura variety
ShK(G,X)C = G(Q)\X ×G(Af )/K
has a natural structure of an algebraic variety over C. This has a canonical model
ShK(G,X) over the reflex field; a number field E = E(G,X) which is the minimal field of
definition of the conjugacy class of µh. We will always assume in the following that K
p
is sufficiently small; in particular, the quotient above exists as an algebraic variety. Let
Zs(G) be the maximal anisotropic rational subtorus of the center of G that splits over R.
In what follows, for simplicity, we will assume that Zs(G) is trivial.
Let G be a smooth connected affine flat group scheme over Zp with generic fiber GQp .
We assume that G satisfies the purity condition (P) for k = F¯p. Now choose a place v
of E over p, given by an embedding Q¯ → Q¯p. We denote by E = Ev/Qp the local reflex
field and by {µ} the G(Q¯p)-conjugacy class -which is defined over E- of the minuscule
cocharacter µh. We denote by OE,(v) the localization of the ring of integers OE at v.
Fix a flat projective normal OE-scheme M with G-action whose generic fiber is the
homogeneous variety Xµ. We call (G,M) the local integral Shimura pair.
Fix Kp = G(Zp) ⊂ G(Qp). We consider the system of covers ShK′(G,X)→ ShK(G,X)
where K′ = K′pK
p ⊂ K = KpKp, with K′p running over all compact open subgroups of
Kp = G(Zp). This gives a pro-e´tale G(Zp)-local system LK over ShK(G,X).
6.1.2. Suppose now that p > 2 and there is a local Hodge embedding
ι : G →֒ GL(Λ)
with corresponding M = ι∗(Xµ) ⊂ Gr(d,Λ)OE . Then, we can consider Dieudonne´
(G,M)-displays.
Suppose that for all sufficiently small Kp we have OE,(v)-models SK = SKpKp (schemes
of finite type and flat over OE,(v)) of the Shimura variety ShK(G,X) which are normal.
In addition, we require:
1) For K′p ⊂ Kp, there are finite e´tale morphisms
πK′p,Kp : SKpK′p → SKpK′p
which extend the natural ShKpK′p(G,X)→ ShKpKp(G,X).
2) The scheme SKp = lim←−Kp SKpKp satisfies the “extension property” for dvrs of
mixed characteristic (0, p):
SKp(R[1/p]) = SKp(R),
for any such dvr R.
3) The p-adic formal schemes ŜK = lim←−n SK ⊗OE,(v) OE,(v)/(p)
n support versal
(G,M)-displays DK which are associated to LK. We ask that these are compatible
for varying Kp, i.e. that there are compatible isomorphisms
π∗
K′p,Kp
DK ≃ DK′ .
Instead of (3) we could also consider the alternative condition:
3*) The schemes SK support versal associated systems
D̂K := (LK, {Dx¯}x¯∈SK(k)),
where Dx¯ are Dieudonne´ (G,M)-displays.
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Note that (3) implies (3*); this follows from the definitions and Proposition 5.1.6.
Theorem 6.1.5 below makes the following definition reasonable. Recall we fix the local
integral Shimura pair (G,M).
Definition 6.1.3. A projective system of OE,(v)-models SK of the Shimura varieties ShK(G,X),
for K = KpK
p with Kp fixed as above, is canonical, if the models are normal and satisfy
the conditions (1), (2), (3) above.
We conjecture that, under the hypotheses above, such canonical models always exist.
In the next section, we show this for Shimura varieties of Hodge type at tame primes of
parahoric reduction with M = Mloc the local models of [25], [16].
Remark 6.1.4. Note that, in our definition of canonical, we first make a choice for the
OE-schemeM. However, it is reasonable to ask, beforehand, for a canonical choice ofM
which depends only on G and {µ} and use this in the definition. This canonical choice
should be the “local model”. At tame primes of parahoric reduction the local models
Mloc of [25], (slightly modified, as in [16]), are uniquely determined by G and {µ} [16,
Theorem 2.7, Remark 2.9]; we use this choice in the next section.
In the general case when G is parahoric, Scholze conjectures [30, Conjecture 21.4.1]
that there should always be a canonical choice M = Mloc,flat(G,µ) . He characterizes Mloc,flat(G,µ)
uniquely in terms of (G, {µ}) by giving its associated v-sheaf. We can then regard the
integral models SK to be canonical only when they satisfy our conditions for this partic-
ular choice of M. In any case, as it is shown in [16], Mloc = Mloc,flat(G,µ) in all the cases we
consider in §7. In fact, assuming also the truth of the Conjecture in Remark 3.1.6, we
can make sense of (G,Mloc)-displays and give a notion of a canonical integral model more
generally (i.e. without any tameness or local Hodge type hypothesis).
Theorem 6.1.5. Fix Kp = G(Zp) as above. Suppose that SK, S ′K are OE,(v)-models of the
Shimura variety ShK(G,X) for K = KpK
p that satisfy (1), (2) and (3*). Then there are
isomorphisms SK ≃ S ′K giving the identity on the generic fibers and which are compatible
with the data in (1) and (3*).
Since condition (3) implies (3*), this immediately gives:
Corollary 6.1.6. Fix Kp = G(Zp) as above. Suppose that SK, S ′K are canonical OE,(v)-
models of the Shimura variety ShK(G,X) for K = KpK
p. Then there are isomorphisms
SK ≃ S ′K giving the identity on the generic fibers and which are compatible with the data
in (1).
Proof. Let us denote by S ′′
K
the normalization of the Zariski closure of the diagonal
embedding of ShK(G,X) in SK ×OE,(v) S ′K. This is a third OE,(v)-model of the Shimura
variety ShK(G,X) which is also normal. We can easily see that S
′′
K
, for varying Kp, come
equipped with data as in (1) and that (2) is satisfied. Denote by
πK : S
′′
K → SK, π′K : S ′′K → S ′K
the morphisms induced by the projections. Both of these morphisms are the identity on
the generic fiber and so they are birational. Using condition (3*), we see that by Propo-
sition 5.3.1, πK and π
′
K
give isomorphisms between the strict completions at geometric
closed points of the special fiber. It follows that the fibers of πK and of π
′
K
over all such
points are zero-dimensional. Hence, πK and π
′
K
are quasi-finite. The desired result now
quickly follow from this, Zariski’s main theorem and the following:
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Proposition 6.1.7. The morphisms πK and π
′
K
are proper.
Proof. It is enough to prove that πK is proper, the properness of π
′
K
then given by sym-
metry. We can also base change to the strict completion OE˘ of OE,(v); for simplicity
we will omit this base change from the notation. We apply the Nagata compactification
theorem ([6, Thm. 4.1]) to πK. This provides a proper morphism π¯K : T → SK and an
open immersion j : S ′′
K
→֒ T with πK = π¯K · j. By replacing T by the scheme theoretic
closure of j, we can assume that j(S ′′
K
) is dense in T . Since πK[1/p] is an isomorphism
and hence proper, j[1/p] is also proper. Hence, j[1/p] is an isomorphism as a proper open
immersion with dense image. It follows that T is flat over OE and that the “boundary”,
T − j(S ′′
K
), if non-empty, is supported on the special fiber of T → Spec (OE).
If T − j(S ′′
K
) 6= ∅, there is a k-valued point t¯ of T − j(S ′′
K
). By flatness, t¯ lifts
to t˜ ∈ T (OF ), for some finite extension F/E˘. Set t = x for the corresponding F -
valued point of the Shimura variety T [1/p] = SK[1/p] = S ′′K [1/p]. This extends to
x˜ := π¯K(t˜) ∈ SK(OF ). Since OF is strictly henselian, the point x˜ lifts to a point
z˜ ∈ SKp(OF ) = lim←−Kp SKpKp(OF ).
By the dvr extension property for S ′′
Kp
, this also gives a point z˜′′ ∈ S ′′
Kp
(OF ). This
maps to a point x˜′′ ∈ S ′′
K
(OF ) which agrees with x ∈ SK(F ) on the generic fiber. Since
π¯K : T → SK is separated, this implies that t¯ lies on j(S ′′K ), which is a contradiction. We
conclude that j is an isomorphism and so πK is proper.
7. Shimura varieties at tame parahoric primes
7.1. We now concentrate our attention to Shimura varieties of Hodge type at primes
where the level is parahoric ([19]).
7.1.1. Fix a Q-vector space V with a perfect alternating pairing ψ. For any Q-algebra R,
we write VR = V ⊗Q R. Let GSp = GSp(V, ψ) be the corresponding group of symplectic
similitudes, and let S± be the Siegel double space, defined as the set of maps h : S→ GSpR
such that
(1) The C×-action on VR gives rise to a Hodge structure
VC ∼= V −1,0 ⊕ V 0,−1
of type (−1, 0), (0,−1).
(2) (x, y) 7→ ψ(x, h(i)y) is (positive or negative) definite on VR.
7.1.2. Let (G,X) be a Shimura datum and K = KpK
p ⊂ G(Af ) with Kp ⊂ G(Qp) and
K
p ⊂ G(Apf ) as above, where p is an odd prime. We assume:
1) (G,X) is of Hodge type: There is a symplectic faithful representation ρ : G →֒
GSp(V, ψ) inducing an embedding of Shimura data
(G,X) →֒ (GSp(V, ψ), S±).
2) G splits over a tamely ramified extension of Qp.
3) Kp = G(Zp), where G is the Bruhat-Tits stabilizer group scheme Gx of a point x
in the extended Bruhat-Tits building of G(Qp) and G is connected, i.e. we have
G = Gx = G◦x.
4) p ∤ π1(Gder(Q¯p)).
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Note that by [19, Prop. 1.4.3], the group scheme G satisfies the purity condition (P)
of §3.1.2.
We now fix a place v of the reflex field E over p and let E = Ev/Qp and {µ} be as in
§6 above. Associated to (GQp , {µ}) and x, we have the local model
Mloc = Mlocx (G, {µ}).
This is a flat and projective scheme over the ring of integers OE which supports an action
of GOE . (Here, we can also use the slight modification of the definition of [25] given by
[16]. Then, Mloc has reduced special fiber and is normal, even when p divides the order
of π1(Gder(Q¯p)).) It is shown in [16], that M
loc
x (G, {µ}) depends only on (G, {µ}), up to
GOE -equivariant isomorphism.
In [19, 2.3.1, 2.3.15, 2.3.16], it is shown that under the assumptions (1)-(4) above, there
is a (possibly different) Hodge embedding
ι : (G,X) →֒ (GSp(V, ψ), S±)
and a Zp-lattice Λ ⊂ VQp such that Λ ⊂ Λ∨ and
a) There is a group scheme homomorphism
ι : G →֒ GL(Λ)
which is a closed immersion and extends
GQp →֒ GSp(VQp , ψQp) ⊂ GL(VQp).
b) There is a corresponding equivariant closed immersion
ι∗ : M
loc
x (G, {µ}) →֒ Gr(g,Λ)OE .
Here, dimQp(V ) = 2g and Gr(g,Λ) is the Grassmannian over Zp.
7.1.3. Let VZ(p) = Λ ∩ V, and fix a Z-lattice VZ ⊂ V such that VZ ⊗Z Z(p) = VZ(p) and
VZ ⊂ V ∨Z . Consider the Zariski closure GZ(p) of G in GL(VZ(p)); then GZ(p) ⊗Z(p) Zp ∼= G.
Fix a collection of tensors (sa) ⊂ V ⊗Z(p) whose stabilizer is GZ(p) . This is possible by [18,
Lemma 1.3.2] and [10].
Set Kp = G(Zp), and K♭p = GSp(VQp) ∩ GL(Λ). We set K = KpKp and similarly for
K
♭. By [18, Lemma 2.1.2], for any compact open subgroup Kp ⊂ G(Apf ) there exists
K
♭p ⊂ GSp(Apf ) such that ι induces an embedding over E
ShK(G,X) →֒ ShK♭(GSp(V, ψ), S±)⊗Q E.
The choice of lattice VZ gives an interpretation of the Shimura variety ShK♭(GSp, S
±)
as a moduli scheme of polarized abelian varieties with K♭p-level structure, and hence to
an integral model AK♭ = SK♭(GSp, S±) over Z(p) (see [18], [19]).
We denote by S −
K
(G,X) the (reduced) closure of ShK(G,X) in the OE,(v)-scheme
SK♭(GSp, S
±)⊗Z(p)OE,(v), and by SK(G,X), the normalization of the closureSK(G,X)−.
For simplicity, we set
SK := SK(G,X)
when there is no danger of confusion.
Theorem 7.1.4. Assume that p is odd and that the Shimura data (G,X) and the level
subgroup K satisfy the assumptions (1)-(4) of §7.1.2. Then, the OE,(v)-models SK(G,X)
support versal associated systems
D̂K = (LK, {Dx¯}x¯∈SK(k)),
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where Dx¯ are Dieudonne´ (G,Mloc)-displays.
Proof. Recall the pro-e´tale G(Zp)-local system LK over ShK(G,X) given as in §6.1.1
above. Let h : A → SK denote the restriction of the universal abelian scheme via
SK → SK♭(GSp, S±). Then the Zp-local system LK(ι) is isomorphic to the Zp-dual of
the local system given by the Tate module of the p-divisible group A[p∞] of the universal
abelian scheme over SK. The tensors sa ∈ Λ⊗ give corresponding global sections sa,e´t of
LK(ι)
⊗ over ShK(G,X). Theorem 5.4.1 implies that LK extends to an associated system
(LK, {Dx¯}x¯∈SK(k)), where Dx¯ are Dieudonne´ (G,Mloc)-displays. It remains to show:
Proposition 7.1.5. For every x¯ ∈ SK(k), the Dieudonne´ (G,Mloc)-display Dx¯ over R =
Oˆ
S˘K,x¯
is versal.
Proof. Set Dx¯ = (P , q,Ψ). Choose a section s of P over Wˆ (R) which is rigid in the first
order. Then the corresponding section Spec (Wˆ (R))→ P ⊂ PGL is rigid in the first order
for the GL-display (PGL, qGL,ΨGL) induced by ι and Dx¯. We have a morphism
q · s : Spec (R)→ Mloc ⊂ Gr(g,Λ)OE˘ .
We also have the natural morphism
i : Spec (R) = Spec (Oˆ
S˘K,x¯
)→ AK♭ ⊗Zp OE˘ .
By the main result of [19], i induces a surjection between the cotangent spaces at i(x¯)
and x¯. By [19, (3.1.12), (3.2.12)], since s is rigid for the GL-display, the morphism
Spec (R)→ Mloc ⊂ Gr(g,Λ)OE also induces a surjection on cotangent spaces. We obtain
that Spec (R)→ Mloc also induces a surjection
OˆM˘loc,y¯ → R = OˆS˘K,x¯
where y¯ = (q · s)(x¯). This surjection between complete local normal rings of the same
dimension has to be an isomorphism. This completes our proof.
By combining Theorems 7.1.4 and 6.1.6 we now obtain:
Theorem 7.1.6. Assume that p is odd and that the Shimura data (G,X) and the level
subgroup K satisfy the assumptions (1)-(4) of §7.1.2. Suppose v is a place of E over p.
Then the OE,(v)-scheme SK(G,X) of [19] is independent of the choices of Hodge embedding
ρ : (G,X) →֒ (GSp(V, ψ), S±), lattice VZ ⊂ V and tensors (sa), used in its construction.
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7.2. Finally, we show:
Theorem 7.2.1. Assume that p is odd and that the Shimura data (G,X) and the level
subgroup K satisfy the assumptions (1)-(4) of §7.1.2. Then, the OE,(v)-models SK(G,X)
of [19] are canonical, in the sense of Definition 6.1.3 and for M = Mloc.
Proof. We set ŜK = lim←−n SK ⊗OE,(v) ⊗OE,(v)/(p)
n for the formal scheme obtained as
the p-adic completion of SK. The Dieudonne´ crystal DK := D(A[p
∞])(W (O
ŜK
)) of the
universal p-divisible group over SK gives a GL-display over ŜK. By work of Hamacher
and Kim [15, 3.3], there are Frobenius invariant tensors sa,univ ∈ D⊗K which have the
following property: For every x¯ ∈ SK(k), the base change isomorphism
(7.2.2) DK ⊗W (O
Ŝ
K
) W (Rˆx¯) ≃Mx¯ ⊗Wˆ (Rˆx) W (Rˆx¯)
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maps sa,univ to sa ⊗ 1. Here, we write Dx¯(ι) = (Mx¯,M1,x¯, F1,x¯) and we recall that
sa ∈ M⊗x¯ are the tensors which are associated to sa,e´t ∈ LK(ι)⊗ and are given by the
G-torsor Px¯ of the Dieudonne´ (G,Mloc)-display Dx¯ = (Px¯, qx¯,Ψx¯). We can now use this
to give a (G,Mloc)-display DK = (PK, qK,ΨK) over ŜK as follows: We first set
PK = Isom(sa,univ),(sa⊗1)(DK,Λ⊗Zp W (OŜK)).
Consider an open affine formal subscheme Spf(R) ⊂ ŜK. Then R satisfies condition (N)
of §1.3. We can now see, using Corollary 2.2.5 and the fact that (7.2.2) above respects
the tensors, that the restriction of PK over W (R) is a G-torsor. It remains to give qK
and ΨK. Recall that, under our assumptions, [19, Theorem 4.2.7] gives a (“local model”)
diagram
SK ←− S˜K qK−→ Mloc
in which the left arrow is a G-torsor and the right arrow is smooth and G-equivariant.
The G-torsor S˜K → SK is given as
S˜K := Isom(sa,DR),(sa)(H
1
DR(A),Λ ⊗Zp OSK).
Since by [15, Cor. 3.3.4] the comparison
DK ⊗W (O
Ŝ
K
) OŜK ∼= H
1
DR(A)
takes sa ⊗ 1 to sa,DR, we have
PK ⊗W (O
Ŝ
K
) OŜK ∼= S˜K
qK−→ Mloc
which gives the desired qK. Finally, we can give ΨK using the Frobenius structure on
DK (since this respects the tensors). Then DK gives the desired (G,Mloc)-display which
satisfies the requirements of §6.1.2. The result follows.
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