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ABSTRACT
As part of an energy-reduction study at remote sites, we explore a distributed generation
system comprised of hybrid renewable energy technologies, specifically, photovoltaic cells,
battery storage, and diesel generators. This dissertation examines the impact of load vari-
ability in the design and dispatch of a such a system, and presents novel ways to portray
batteries within an optimization model aiming to minimize cost and fuel use.
We investigate the characteristics of load that influence the optimization model’s behavior
regarding the design and dispatch strategy and show that mean load has a more pronounced
effect than its shape. In addition, the photovoltaic cells are often deployed to help the
generators run more efficiently, especially under load variability. We then update the opti-
mization model to a two-phase one that uses (i) a model with hourly time fidelity to make
design decisions, namely, which type and sizes of energy producing technologies to procure
and (ii) a minute-level model to provide a dispatch strategy, i.e., how those technologies are
operated, in each time period, to optimally meet the load in every minute for a 24-hour
horizon. We find that the hourly model is sufficient for providing a design strategy that is
then fixed for the second phase; however, dispatch solutions from the minute-level model
more closely match the load, better capture battery and generator behavior, and provide
fuel savings from a few percent to 30% over that provided by the hour-level model for the
tested scenarios. Lastly, we improve upon the existing hour-level model by incorporating
battery capacity fade effects. We find that battery aging under harsh conditions, such as
high temperatures, can lead to sizable capacity loss within a year-long time horizon.
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As part of an energy-reduction study at remote sites, we explore a distributed generation
(DG) system comprised of hybrid renewable energy technologies, specifically, photovoltaic
(PV) cells, battery storage, and diesel generators, as shown in Figure 1.1. We employ
an optimization model, in the form of a mixed-integer linear program, that is designed to
minimize cost and fuel use at remote sites, i.e., those isolated from the grid. The model
is subject to constraints that enforce meeting variable demand profiles, including: power
generated must satisfy demand in every time period; power generated by any technology
cannot exceed its maximum rating; and best practices should be enforced to prolong the
life of the technologies. Additionally, there are many constraints that model the power
production of the generator, PV, and battery technologies and constrain them to realistic
limits.
Figure 1.1: A topological layout of the proposed forward operating base (FOB) hybrid
system that includes generator, PV, and battery technologies. All technologies are physically
located in close proximity to each other. Notation used in this figure is defined in Chapter
2 and subsequent chapters.
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This dissertation is comprised of three chapters that include a study on the impact of load
variability on the output of a mixed-integer linear program that mathematically captures
the behavior of the distributed generation system [1], along with two major additions to
the model. In Chapter 2, we detail the process of cleaning and imputing observed load
data to provide a year-long profile in hourly increments for two forward operating bases in
Afghanistan. We construct an approximation of a realistic 600-soldier camp load from the
full year of observed data. We compare the design and dispatch output from an optimization
model using simulated and constructed (observed) data sets and demonstrate that the results
can differ. We investigate the characteristics of load that influence the optimization model’s
behavior regarding the design and dispatch strategy, and show that mean load has a more
pronounced effect than its shape. Additionally, we show that the photovoltaic cells are
often used to help the generators run more efficiently, especially under load variability. Dr.
Newman and Dr. Hering assisted with the writing and editing of the chapter. In addition,
Dr. Hering provided technical expertise regarding the imputation of the load data as well as
the construction of various load scenarios.
In Chapter 3, we create a two-phase approach in which we (i) obtain the design and
dispatch strategy for an hourly load profile from a model we term (H), and (ii) use the
design strategy, derived in (i), as input to produce an optimal dispatch strategy at the
minute level; we call this model (M). The hourly model in Chapter 3 is very similar to the
one used in Chapter 2; its objective function is updated to include minimizing volume and
weight of energy-producing technologies. In Chapter 3, we shift our focus from characterizing
the effects of load on the model to extending it to test the compatibility between the models
(H) and (M) at the minute-level. Our contributions consist of: combining a year-long
hourly optimization procurement strategy with a minute-level dispatch strategy, and using
a high-fidelity battery model at the minute-level derived from electrochemical engineering
principles that incorporate temperature and voltage transient effects. We solve both phases
of the optimization problem to within 5% of optimality and demonstrate that solutions
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from the minute-level model more closely match the load, more closely capture battery and
generator behavior, and provide fuel savings from a few percent to 30% over that provided by
the hour-level model for the tested scenarios. The contributions specific to this dissertation
writer to this chapter are: (i) constructing a year-long load scenario to use as input to the
hour-level model; (ii) coding the optimization model (also used as the foundation of the
minute-level model) in the AMPL modeling language; (iii) running the hour-level model
to obtain the design strategy for the minute-level model; (iv) ensuring that (H) and (M)
are compatible; (v) debugging the models; and (vi) helping to analyze the results and the
differences in dispatch strategies between the two models. Mark Husted and Dr. Suthar
worked on incorporating the chemistry of the concentration gradient and temperature effects
into the minute-level optimization model. Additionally, Mark Husted conducted the runs
of (M), using the design strategy from the (H); he also was responsible for the parametric
analysis and assisted with the interpretation of the results from the two-stage model. Dr.
Newman assisted with the writing of the paper and with ideas for integrating the models. Dr.
Kohl contributed by working with Dr. Suthar on the battery chemistry that was incorporated
into (M).
In Chapter 4, we introduce a set of constraints to the optimization model that incorpo-
rates capacity fade and temperature effects of a lithium-ion battery. We show, using data
from a forward operating base and solving the corresponding instances for six months to a
year-long time horizon, that, in some cases, the procurement strategy is robust to the fade of
the battery, but that fade and temperature influence battery operations. More specifically,
increases in temperature affect the resistance and discharge capacity of a battery, which, in
turn, cause the battery capacity to degrade more quickly than at lower temperatures. Capac-
ity fade essentially changes the size of a battery and influences its power output in a manner
consistent with that of smaller batteries that consequently fade at faster rates and provide
less power. The author of this dissertation: (i) worked closely with chemical engineers at
Georgia Tech to translate the equations associated with the battery chemistry into the op-
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timization model, reducing the complexity of the model in order to make it tractable, and
coding the battery enhancements to the model, including tractability improvements, in the
AMPL modeling language; (ii) collaborated with an operations researcher at the University
of Texas to use a Python heuristic that provides a warm-start to the optimization model;
(iii) constructed several scenarios for differences in load, temperature and other parameters
to test the efficacy and performance of the model and worked with the researcher to update
the heuristic for situations that are problematic for the linear solver we employ; and (iv)
analyzed the results from the optimization model for the load, temperature and differently
sized battery scenarios. Dr. Scioletti contributed to the chapter by providing a preliminary
optimization model, which we then refined and into which we fully incorporated the capacity
fade and temperature effects. Dr. Suthar and Dr. Kohl developed the battery chemistry
equations. Dr. Suthar further worked to analyze the results of the optimization model and
to ensure that the behavior of the battery was consistent with his intuition. Alex Zolan
worked on the heuristic that provides an initial feasible solution that we used to improve
our solution times. Dr. Newman helped with some overarching ideas, writing the paper and
meticulously editing its content, structure and grammar.
Chapter 5 summarizes our contributions and suggests ideas for future work.
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CHAPTER 2
CHARACTERIZING SOLUTIONS IN OPTIMAL MICROGRID PROCUREMENT AND
DISPATCH STRATEGIES
From a paper accepted for publication in the journal Applied Energy.
G.H. Goodall1, A.S. Hering2 and A.M. Newman1
1 Colorado School of Mines, 2 Baylor University
2.1 Abstract
As part of an energy-reduction study at remote sites, we explore a power system
comprised of hybrid renewable energy technologies, specifically, photovoltaic cells, battery
storage, and diesel generators. An optimization model determines the design and dispatch
strategy of the power system to meet load off grid, such as at a military forward operating
base. The model alternately uses two types of load data from government agencies,
simulated and observed, to assess the effects of these inputs. Because the latter data set
contains errors and is incomplete, we detail the process of cleaning and imputing it to
provide a year’s worth in hourly increments for two forward operating bases in Afghanistan.
We then construct an approximation of a realistic 600-soldier camp load from the full year
of observed data. We compare the design and dispatch output from the optimization model
using the simulated and constructed (observed) data sets and demonstrate that the results
can differ. We investigate the characteristics of load that influence the optimization
model’s behavior regarding the design and dispatch strategy and show that mean load has
a more pronounced effect than its shape. In addition, the photovoltaic cells are often used
to help the generators run more efficiently, especially under load variability.
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2.2 Introduction and Literature Review
Hybrid power systems integrate energy-producing technologies and energy-storage media
to provide power to off-grid locations. Applications of hybrid power systems include, but are
not limited to, military forward operating bases (FOBs), disaster recovery sites, and remote
and rural locations with no access to a power grid. In our study, we consider a hybrid power
system that uses diesel generators, photovoltaic cells, and batteries in a microgrid to power
military FOBs; we specifically consider these technologies due their cost and feasibility of
transport to a remote site, as well as their low profile, which makes them less susceptible to
attack and destruction. Most papers addressing distributed generation systems in off-grid
applications use observed or simulated data for short time horizons, e.g., between one day
and one week, whereas we use a full year of simulated and observed load data to take into
account the effects of seasonality and changes in mission activity.
The power demand at a site depends on several factors including the population at the
site, types of building construction, climate, and microgrid configuration. In order to deter-
mine which technologies to purchase to power the loads, energy demand needs to be esti-
mated; this is often done using simulated and/or real data from comparable sites. Simulated
load data is generated by software such as National Renewable Laboratory’s EnergyPlus, a
physics-based, building performance program that determines energy demand through a set
of detailed inputs such as building materials, plug loads, lighting and Environmental Control
Unit specifications, and Typical Meteorological Year (TMY) climate data [2].
If the electrical loads at a site are known, optimization models can be used to make
procurement and dispatch decisions. An optimization model for a hybrid power system
considers parameters such as fuel cost, the procurement costs of the power-producing tech-
nologies (generators, batteries, and photovoltaic cells), the lifecycle costs of batteries and
generators, and the electric efficiencies of power flow into and out of these technologies. In
addition, the model incorporates energy demand and solar irradiance at the site for each
time period during a horizon. The number and type of technologies to be procured, as well
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as the amount of fuel used, are variables within the optimization model. In addition to
procurement decisions, the model may also provide the dispatch of the hybrid system, which
includes when each technology is turned on or off, for how long, and how much power it
should produce within each time period.
If the load inputs to an optimization model are unrealistic, the model’s procurement
strategy may be infeasible and/or costly because it over- or under-estimates the number
and/or type of technologies to purchase. The purpose of this chapter is to examine how the
load inputs, observed or simulated, affect procurement and power system design decisions,
namely, how many and what sizes of generators, batteries, and photovoltaic (PV) cells should
be purchased to reliably power an off-grid site, and how those technologies are operated to
optimally meet the loads. The optimization model, henceforth referred to as (U) [1], is fully
detailed in Appendix A.
There are advantages and disadvantages to using simulated versus observed loads. The
former can be generated within minutes, whereas observed loads have to be metered and
collected over the length of a proposed time horizon. In addition, simulated load data is
clean, i.e., there are no missing and/or errant values, and once the simulation model has
been created, it can be run multiple times with varied inputs to reflect different geographic
locations and load sizes. However, simulation models can be difficult and time consuming
to build; in addition, they may be lacking necessary information, such as mission activity
or the changing number of camp inhabitants, leading to inaccurate load predictions. Con-
versely, observed data exactly records energy demand, taking into account additional realistic
variability such as mission activities, weather, and inefficiencies in the way people consume
energy. Disadvantages of using observed data include the time and cost of collection and
metering, and the presence of errors as a result of human or machine miscollection. Both
input types are useful, and observed data should be used to validate simulated loads.
The objective function of (U) minimizes the cost of procuring the technologies and fuel,
and the lifecycle costs of the technologies. To obtain meaningful variable values for the hybrid
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power system, we impose the following operational constraints: (i) power generated must
meet demand in every time period unless a shortfall penalty is incurred; (ii) power generated
by any of the technologies cannot exceed its maximum rating; and (iii) best practices should
be enforced to prolong the life of the technologies. These include limiting the depth of
discharge of the batteries and setting a limit on the minimum power that is provided by a
generator to avoid the inefficient energy use experienced at lower power demands.
Our contributions in this chapter include:
(i) Cleaning and imputing sets of observed FOB load data to provide the hourly energy
demand for at least a year of 8,760 consecutive hours. We detail the methods that we use
to clean and impute a data set with hundreds of missing values. To date, little empirical
work concerning cleaning real load data for use in an optimization model addressing military
logistics has appeared; in this sense, we provide a guide that practitioners can use when
handling real-world data.
(ii) Constructing an observed camp load based on observed, building-level, energy demand
data from (i) that matches the size of a simulated camp to facilitate a comparison of the
loads. At the time of this writing, no concerted efforts have been documented that try to
“match” observed data with their simulated counterpart. Our coordination of these two types
of data allows for a comparison of the output from an optimization model based on real and
synthetic data; see (iii).
(iii) Investigating the impact of providing (U) with simulated versus constructed data on
the output. We compare the results from using the simulated and constructed loads based
on (a) the objective function value, (b) the procurement strategy, and (c) the way in which
generators are used. To the best of our knowledge, such a comparison has not been made;
however, researchers typically use simulated and empirical data interchangeably, which may
not constitute good practice.
(iv) Assessing the impact of the load’s shape, mean, variance, and maximum on the
optimization model output. Givler et al. [3], which constitutes the closest work to ours in
8
this particular aspect, mention possible effects of building sizes and functions on load shape
but do not investigate the effects of load shape on their optimization model’s output.
(v) Presenting a formula for estimating the objective function value based on the mean
value of the load. To our knowledge, no papers in the open literature quantify this relation-
ship.
A vast body of literature exists that relates energy systems to demand profiles in so far as
the authors are concerned with shifting peak loads to mitigate extreme demands. For exam-
ple, [4] examines a real-time operational strategy for an islanded microgrid to reduce costs,
while [5] extends this work to create an energy management system to optimally operate
distributed generation resources, including storage systems. Marzband et al. [6] addresses
real-time operation under uncertainty through the use of neural networks and Markov-chain
analysis and provides numerical results. While these and other authors attempt to change
consumer behavior to lower investment costs and mitigate wear and tear on an energy sys-
tem, the purpose of our study is to determine the effects of a given demand pattern on
a microgrid procurement strategy and the corresponding costs. We do this by generating
loads under a variety of statistical conditions and examining the output from an optimization
model that produces procurement strategies.
Several authors note the importance of the load input to a hybrid power optimization
model. Dufo-López and Bernal-Agustin [7] state that load profile study and determination
are the first steps in the design of any electric power system. Kamel and Dahl [8] remark
that accurately forecasting the load is important for an optimal system design; Shaahid
and El-Amin [9] affirm that a crucial element of any power generation system is load and
that it has a pronounced effect on system design. Most optimization models are built to
meet load requirements ([10], [11], [9], [12], [13], [1], [14]), and there are potentially costly
consequences for inaccurate load approximation. Underestimating the load can lead to a
failure to procure enough energy-producing technologies, which is particularly problematic
for the FOB application; in turn, this leads to failure to meet site demand. While some of the
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corresponding optimization models are similar to ours, they consider different technologies
and settings. For example, [12] and [13], who use a mixed integer, linear optimization model
that also produces a procurement strategy and dispatch decisions, consider a different set
of technologies, i.e., fuel cells but no battery, and address the retrofit of a building, not the
original design of a microgrid. Furthermore, the Pruitt et al. [12] work encompasses the grid,
whereas we do not; in addition, [12] and [13] focus on model tractability while our analysis
is data-driven. Zachar and Daoutidis. [15] use a mixed-integer linear program to optimize
procurement and distribution strategies for a distributed generation system; however, their
system is grid-connected and considers wind and microturbines among their renewables.
Many papers compare the costs of energy production between different hybrid models,
for example, PV-Wind-battery versus PV-Diesel distributed generation systems ([16], [17]).
However, fewer papers compare output from optimization models using different loads. Dufo-
López et al. [18] consider two load profiles, one that varies energy demand each month and
one with a constant load. Elma and Selamogullari [19] also compare two load profiles, one at
the hourly time scale and another at the minute scale over a time horizon of a week. Neither of
these efforts compares a simulated versus observed load over a year-long time horizon. Zachar
and Daoutidis [15] use 96 load profiles (i.e., six buildings in 16 different locations) as input
to their optimization models; however, these loads are simulated and at the building level.
Jiang-Jiang et al. [20] consider five load profiles based on a hotel in five different locations,
while Ren et al. [21] examine three typical building complexes in the same five locations.
Both of these works use simulation models to compare the performance of fuel saving systems
rather than optimization models; the former authors focus on combined cooling, heating,
and power systems and the latter on distributed energy resources, including combined heat
and power plants fired by natural gas and biogas. Table 2.1 summarizes the sites, types
of loads, and optimization methods used in the hybrid system model literature; the ‘Data
Type’ column demonstrates that most of the loads are estimated. These approximations are
based on observed or simulated patterns for a single day, repeated over the project horizon,
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and may omit seasonal variations. Many of the sites are single homes, buildings, or remote
villages whose attributes cannot be compared with the size and energy usage patterns of
a FOB. Some studies use observed and others use simulated data, but none uses and/or
compares the two types of input data and the resulting output from an optimization model.
The closest analog to power system optimization at FOBs, other than Scioletti et al. [1], is
hybrid system optimization at remote, off-grid sites ([10], [22], [23], [9], [24]).
The chapter is organized as follows: Subsection 2.3 describes our data collection and
processing efforts based on a year-long time horizon, Subsection 2.4 outlines a comparison of
simulated and constructed loads, and Subsections 2.4 and 2.5 present the results and future












Figure 2.1: Our analysis consists of multiple steps. We first use statistical imputation to
create realistic data sets that are then input to an optimization model. We then analyze the
resulting procurement strategy under the various data sets.
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Table 2.1: Summaries of papers on hybrid system optimization at remote, off-grid sites.
Reference Solution Method Hybrid System Compo-
nents
Location Load Site Description Range of load values Data Type Project Lifetime
Ashari, Nayar
[25]
Set Points PV, Diesel, Battery Epenarra, Australia † 120 kWh/day, daily peak
10 kW
Estimated 20 years




Western Ghats in Ker-
ala, India
Remote Village 120 fami-
lies with a population of
over 600





Genetic Algorithm PV, Diesel, battery Sandwip, Bangladesh Fishing community, iso-
lated island
15 kWh/day, daily peak
1.2 kW
† 1 year
Daud, Ismail [11] Simulation Soft-
ware (designed by
author)








PV, Diesel Zaragoza, Spain Five different load profiles
- Low load, Domestic load,
Farm load, High load and
High continuous load.
Low Load is 552 Wh/day,







PV, Diesel, Battery Sri Lanka Hypothetical single home 305 Wh/ day, daily peak
40W
Simulated †
Kamel, Dahl [8] Simulation
(HOMER)‡
Wind, PV, Generators Egypt 50 workers responsible for
100 acres residential loads
and pumping and irriga-
tion
Primary Load 100.3 kWh/-
day, Peak 9.6 kW, De-
ferrable load 1591 kWh/-








† Maximum annual load has




Genetic Algorithm PV, Wind, Generator Technical University of
Crete
Residential household 5500 Wh/day, daily peak
1kW
† 20 years
Morais et al. [27] MILP⋆ Wind, PV, Fuel Cell, Bat-
tery
Budapest Tech Budapest Tech Daily peak 250 Wh † 1 day
Pruitt et al. [12] MINLP⋆ Macro-Grid, PV, Fuel
Cell, Battery, Thermal
storage
Los Angeles, USA Six-story, 122,000 square
foot hotel







PV, Diesel, Battery Rafha, Saudi Arabia Village 17,640 MWh of electricity
annually, 48.33 MWh/day,







PV, Diesel, Battery Rural Saudi Arabia Remote village Rawdhat
Bin Habbas (RBH)
15,943 MWh of electric-
ity annually, peak hourly
value of 4.23MW
Observed 1 year
Merei et al. [28] Genetic Algorithm
(Matlab/Simulink)





station (macro cell) with
air conditioning
Average hourly load of









Wind, PV, Battery Greek Islands of An-
dros, Naxos, Kithnos,
Kea
Typical remote consumer Daily peak approx 3500 W Simulated 10 and 20 years









PV, Wind, Backup Power Istanbul, Turkey 4-person house † Observed (1
minute intervals)
1 week
†Indicates that this information is unclear or absent in the paper.
⋆MILP: mixed integer linear program; MINLP: mixed integer nonlinear program.
‡Hybrid Optimization of Multiple Energy Resources
⋄Hybrid Optimization by Genetic Algorithms
⋆⋆EnergyPlus simulation software
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2.3 Data Set Descriptions
One year’s worth of load and solar irradiance values serve as inputs to (U) that determines
the optimal design and hourly dispatch strategy at a FOB. We have two sources of input data:
(i) simulated load data from the Smart and Green Energy (SAGE) project at the Pacific
Northwest National Laboratory and (ii) observed load data from the Logistics Innovation
Agency (LIA) Contingency Base Demand Data Collection (CB-DDC) project. We describe
these data sets in Subsections 2.3.1 and 2.3.1.1, respectively.
2.3.1 SAGE Data
PNNL published the SAGE for Base Camps report in January 2014, which details their
efforts, in collaboration with LIA, to evaluate commercial, off-the-shelf technologies to im-
prove energy efficiency and decrease the fuel needed to power FOBs [29]. The SAGE report
shows the reduction in energy demand based on implementing energy conservation measures.
It uses EnergyPlus to generate load profiles for bases of 150, 600, and 5,000 soldiers. The
study calibrates its EnergyPlus model using a small set of observed data, approximately
three days’ worth, from a FOB in Ft. Devens, MA. However, the report states that the
simulated loads are not intended to approximate real base camp data but can be useful for
comparing energy reduction due to various conservation measures. The data from the study
includes different base camp equipment configurations and the associated savings of each for
14 locations around the globe (see Figure 2.2).
The simulated loads are given as the power demand in hourly increments for each of the
following building types: administrative, billet, dining facilities, latrine, laundry, refrigerated
units, and showers. The data set includes the loads for each camp configuration at each of
the 14 locations for an entire year. Additional building types for the 600- and 5,000-soldier
camps include, but are not limited to: retail store, administrative briefing tent, chaplain tent,
guarding-badging tent, medical tent, game room, gym, reading tent, theater tent, security
tent, and vehicle maintenance. We focus on the building types in the 150-soldier camp
13















































































































Figure 2.2: We depict the locations of the 14 camps used in the SAGE study (Bagram, Ba-
mako, Brazzaville, Buenos Aires, Dili, Dushanbe, Ft.Devens, Gangneung, Istanbul, Kuwait,
Mexico City, San Salvador, Springfield and Tallinn) for which load data is simulated.
Figure 2.3 shows the aggregated building load profiles of five of the 14 SAGE locations.
The load changes over time in response to shifts in energy demand caused by fluctuations in
heating, cooling, lighting, appliance usage, and mission activity. The curve that represents
energy demand as a function of time is called the “load shape” [30]. The five plots in
Figure 2.3 are representative of the distinct load shapes in the 14 locations. The load shapes
differ in mean demand, peaks, and variability. For Bagram, there is more variance and higher
average demand at the beginning and end of the year. In Buenos Aires, energy demand and
deviation from the mean are highest during the middle of the year. Bamako and Dili show
less variability and more consistency in demand throughout the year, whereas Kuwait City

































































































































































































Figure 2.3: Time series plots of the annual load (energy demand) patterns for five of the
14 different 150-soldier camps given in the SAGE study [29] are shown; these plots exhibit
markedly different shapes.
2.3.1.1 LIA Data
Our second data set consists of observed, metered load values from the LIA Contingency
Base Demand Data Collection (CB-DDC) project [31], under which LIA, in partnership with
Program Management Office Logistics Civil Augmentation Program, has installed metering
hardware at facilities on several contingency bases in Afghanistan. The project was initi-
ated by LIA to address the Army’s need for electrical power demand data associated with
several functions on contingency bases. LIA is collecting power data at selected facilities in
Afghanistan in order to inform Army efforts to right-size current and future power generation
and distribution systems on FOBs [31].
The CB-DDC project collects data from three northern bases in Afghanistan: Bagram
Airfield (BAF), FOB Fenty, and Camp Pratt. LIA planned to gather data from three
southern bases—FOB Apache, FOB Shindand, and FOB Walton—but these bases were
closed before metering there could begin. Figure 2.4 depicts the northern bases at which the
following were compiled: (i) weather data from the base location and (ii) electrical power
15
demand from a common set of facilities on each FOB that include: dining facility (DFAC),
refrigerated container (reefer), administration building or tactical operations center, billet,
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Figure 2.4: We show the LIA metering locations in north Afghanistan; weather data and
electrical power demand were collected at each.
We received the observed data in three installments for Bagram and Fenty with approx-
imately six months of load and weather observations in each. The first data set contains
hourly values from August 2013 to January 2014 (with varying start and end times for each
base); the second and third possess values in 10-minute increments from November 2013
to July 2014 and July 2014 to December 2014, respectively, for the FOBs. We use these
load data to construct profiles with hourly time periods for each building; metadata for each
building is also given regarding its equipment, such as the types of HVAC systems, light-
ing, water heating, refrigerated containers, miscellaneous electrical equipment, and electrical
cooking equipment on the bases (see Table 2.14 in Appendix B). We use this building-level
metadata to validate our estimations of size and occupancy when comparing the observed
buildings’ loads with the simulated ones. The weather files contain hourly measurements for
temperature (wet and dry bulb), humidity, and solar radiation, among others, from August
16
2013 to December 2014. We use the solar irradiance as an input to the model, and the
remainder of the weather data to impute missing values for building energy use.
2.3.2 Data Cleaning
Because there is a Bagram data set in the SAGE files for comparison, we ensure that
there is a full year’s worth of hourly energy demand data for buildings at Camp Bagram.
Two sets of Bagram load and weather data are: (i) from August 9, 2013 and to July 1, 2014,
and (ii) from July 1, 2014 and to December 31, 2014. The former data set contains more
missing values than the latter. Table 2.2 provides the number of missing observations for
each building. Figure 2.5 shows an example of the differences between the simulated and
observed data for a Dining Facility building.










































Figure 2.5: We show SAGE simulated Dining Facility (DFAC) load (top) and observed DFAC
load (bottom) at Bagram for 12 months; these plots illustrate the differences between the
simulated and observed load for a DFAC.
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We clean the observed data to eliminate errant values and then impute the missing values,
the latter of which we split into two types: (i) sets of fewer than ten consecutive missing
values, and (ii) sets of more than ten consecutive missing values. We use the R software [32]
to process the data; the guidelines for cleaning and imputing the data are given next.
2.3.2.1 Cleaning Ten or Fewer Consecutive Missing Values
1. If necessary, we first aggregate the data into hourly intervals by taking hour-ending
averages of the observed values.
2. We search the data for values that are zero or below a threshold, depending on the
building. For example, any DFAC values below 50 Wh are flagged for removal because
these unrealistic values are the result of a data collection error. We find that there are
small sets of observations that fit these criteria. When these values are incongruous
with the observed building load, we assume them to be errors, and replace them with
NAs.
3. We then impute the missing observations (NAs) using different processes depending
on whether they are single or multiple consecutive values. For single NAs, we average





where x̂t is the estimated, imputed load at time t, and xt−1 and xt+1 are the values of
the load one hour before and after the NA entry, respectively.
4. For fewer than ten consecutive NAs, but more than one, we take the average of the





where xt−24 and xt+24 are the load observations 24 hours before and after the NA entry,
respectively.
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These methods remove the majority of the issues. Any set of consecutive missing values
greater than ten is considered large, and we impute these by fitting a linear model on the
observed values that can be used to predict the missing data points.
2.3.2.2 Imputing Greater than Ten Consecutive Missing Values
We use ten or fewer consecutive missing values as a reasonable number for which we
can employ the simple imputation strategy given in Subsection 2.3.2.1. For greater than
ten consecutive missing values, we use a linear regression model to estimate the relationship
between the dependent variable (load values) and independent variables. We build a model
with the statistical software package R using all the building load and weather observations as
predictors and employ backward elimination to remove the variables that are not significant.
We also allow for some nonlinear relationships between the response and predictor variables
by fitting additive models ([33], [34]). The fitted relationship between the response and
predictors can then be used to predict the missing load values in the observed data.
To fit the relationship between the aforementioned dependent and independent variables,
we use additive regression models in the form of:





where p is the number of predictors, Y is the response value, si(Xi) are unknown smooth
functions of the ith predictor, and ǫ is the error term. The second column in Table 2.2
provides the number of missing values for each building. The last column gives the adjusted
R2 values for the additive regression models that we use to impute the missing data, the
majority of which explain at least 50% of the variability of the load.
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Table 2.2: We show the number of missing observations for each Bagram building and the
adjusted R2 values from the additive regression models for data sets from August 2013 to
July 2014 and from July to December 2014 fit to the data that is present.
Building Number of Percentage of Adj R2
Missing Values Data Missing
Bagram data from August 2013 to July 2014
Admin 753 9.6% 0.77
Billet 818 10.5% 0.86
DFAC 1806 23.1% 0.51
Latrine 839 10.7% 0.46
Laundry 839 10.7% 0.45
Refers 1285 16.4% 0.80
Bagram data from July to December 2014
DFAC 142 3.2% 0.59
Laundry 844 19.2% 0.49
Refers 874 19.9% 0.76
We follow a similar procedure to clean and impute the weather data for the Bagram
FOB. The weather file, unlike the energy demand file, has several missing rows of values.
For example, one row might contain values for Day 5, Hour 4 and the next row for Day 5,
Hour 8. To fix this, we find the missing rows and insert a row with the consecutive date,
time, and NAs for the weather values. Then, we follow the procedure for imputing single and
multiple missing values explained in this subsection. No sets of more than ten consecutive
missing values are present. After completing the data cleaning process, we have a year’s
worth of hourly observations for the same time horizon as the dry bulb temperature, dew
point temperature, wind speed, relative humidity, and total solar irradiance.
2.4 Comparison of SAGE and LIA load data
The goal of this subsection is to construct whole-camp loads of the SAGE simulated
(baseline) and the LIA observed data and then use them as input to (U). The SAGE and
LIA files contain building-level energy demand values and parameters such as construction
materials and square footage. We compare the buildings in the SAGE and LIA files based
on occupancy (use/day) and size (square feet). To approximate a realistic FOB design, we
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select the structures from the LIA data that most closely match those in the SAGE data
and follow recommendations from the Sustainable Forward Operating Bases report by the
Strategic Environmental Research and Development Program (SERDP) [35]. The report
details suggestions for FOB design and operation, such as the number of square feet per
person allotted for different building types. In addition, U.S. Army officers corroborate the
accuracy of the following buildings’ specifications, with the caveat that camps can change
quickly and often in population size due to mission requirements [36]. For the SAGE whole-
camp load, we use the same number of buildings prescribed in the SAGE study [29]. Table 2.3
shows the 600-soldier camp constructed by PNNL in the SAGE study. Using the observed
data, we propose a 600-soldier camp with the number and type of buildings given in Table 2.4
based on the SERDP report, SAGE paper, LIA study, and conversations with military
officers.
Table 2.3: We provide SAGE 600-soldier camp building parameters, including number of
buildings, total square footage of each building type, and number of square feet per soldier.
There were no building usage values (e.g., as specified by the number of people per day)
given.
Building Number of Total Square Square Ft
Buildings Feet per Soldier
Admin 2 1,280 2.13
Billet 32 20,480 34.13
Dining 4 2,560 4.27
Latrine 8 960 1.60
Laundry 4 340 0.57
Showers 8 5,120 8.53
To construct a 600-soldier FOB load, we estimate the number of buildings that would be
used to support the soldiers based on the following assumptions for each type of building in
Table 2.4:
• The Admin building for the 600-soldier constructed camp has the same occupancy as
the FOB Fenty Admin building. (Two SAGE admin buildings have nearly the same
square footage as the single Fenty admin building.)
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• Billets are occupied at maximum capacity with 40 - 80 square feet per person.
• Soldiers use the DFAC three times per day.
• The Latrine is used eight times per day by each soldier [37].
• Each soldier does laundry every three days.
• Each soldier takes a shower every other day.
Table 2.4: We provide LIA Bagram and Fenty 600-soldier camp parameters. We select
buildings from Fenty or Bagram based on the ones that most closely match the SERDP
recommendations. ⋆Number of people per day †Missing values
Building Num of Total Usage⋆ Square Ft per Square Ft
Buildings Sq Ft Soldier (SAGE) (SERDP)
Admin (Fenty) 1 2,400 35 4.00 4.0
Billet (Bagram) 30 20,480 20 80.00 40.0 - 80.0
Dining (Fenty) 1 10,000 3454 16.67 11.0 - 14.0
Latrine (Bagram) 10 3,200 413 5.33 †
Laundry (Fenty) 1 2,400 400 4.00 4.4
Showers (Fenty) 1 5120 NA 8.53 †
We construct year-long load profiles based on these pilot FOB configurations and compare
the load shapes, variances, and means of the simulated and constructed loads for a 600-
soldier FOB. Recall that Figure 2.3 shows the plots of energy against time for the distinct
load shapes from the 150-man SAGE camps. Figure 2.6 shows the same plot for the Bagram
600-soldier constructed (left) and simulated (right) loads. This constructed camp’s load
shape is different from that of the SAGE, simulated load; the greatest discrepancy occurs in
the June-to-September timeframe in the middle of the plots. It is possible that the way in
which weather is accounted for is a dominating factor: while the SAGE loads are generated
using TMY climate files for the temperature input, the constructed load is based on the
weather itself. Differences can also be caused by variation in mission activity and energy
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usage patterns: while the simulated loads are created using a constant schedule and number
of soldiers that varies only by the hour of the day, the schedule based on observed output may
alter itself from day to day and/or season to season. We did not receive information from the
FOBs about mission activity, and the number of soldiers on base can change considerably
over time, a behavior characteristic that was not accounted for in the simulation model. The
sinusoidal pattern present in the constructed load is similar to that exhibited by Kuwait
City’s 150-soldier camps (see Figure 2) but shows less symmetry and variability over the
time horizon. In fact, none of the SAGE simulated loads closely match the constructed load.
These discrepancies motivate us to identify the statistical differences in the load, mean, and
variance and to test how influential these are on the output from (U). To clarify our naming
convention, henceforth we will refer to the SAGE camp-level load as “simulated” and the
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Figure 2.6: Plot of energy against time for the Bagram 600-soldier constructed (left) and
simulated (right) loads.
2.4.1 Shifting the Means and Variances of the Simulated and Constructed Loads
One of our goals is to observe the effects of the mean, variance, and load shape on the
optimization model’s design and dispatch solution. To this end, we use the energy demand
of the constructed load as a reference and adjust the mean and variance of the simulated
load to match in order to create the following scenarios:
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1. Scenario M - Shift the mean of the simulated load to equal that of the constructed load
2. Scenario V - Transform the variance of the simulated load to equal that of the con-
structed load
3. Scenario MV - Shift the mean and transform the variance of the simulated load to
equal those of the constructed load
To shift the mean, we use the formula: Xnewt = Xt + µY − µX , where:
Xnewt is the adjusted simulated load value at time period t;
Xt is the simulated load value at time period t;
µY is the mean of the constructed load; and
µX is the mean of the simulated load.
To transform the variance, we use: Xnewt = (σY /σX)Xt + µX − (σY /σX)µX , where:
σY is the standard deviation of the constructed load; and
σX is the standard deviation of the simulated load.
To transform the variance and adjust the mean, we use: Xnewt = (σY /σX)Xt + µY −
(σY /σX)µX .
Table 2.5 gives the means and variances of the five scenarios that we construct based on
shifting the mean and transforming the variance of the simulated load. Figure 2.7 shows the
plot of the load profiles for scenario MV in which the mean of the simulated load is shifted
and the variance of the simulated load is transformed to match those of the constructed load;
the shapes of the loads in each panel are still very different.
24
Table 2.5: We give the mean and variance of the five scenarios that we construct based
on shifting the mean and transforming the variance of the simulated load. Other than the
Constructed Scenario (C), the scenarios are the simulated load shifted and/or transformed
to match the mean and/or variance of the constructed load.
Scenario Description Mean (Wh) Variance (Wh2)
S Simulated Load 188,425 1.75× 1010
C Constructed Load 289,583 4.33× 109
M Simulated load with mean equal 289,583 1.75× 1010
to that of the constructed load
V Simulated load with variance equal 188,425 4.33× 109
to that of the constructed load
MV Simulated load with the mean and variance 289,583 4.33× 109
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Constructed Mean
Simulated Mean
Figure 2.7: We show load profiles for 600-soldier constructed (left) and simulated (right)
loads. The mean of the simulated load is shifted, and the variance of the simulated load is
transformed to match those of the constructed load. (The constructed and simulated means
lie on top of each other.)
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2.4.2 Costs
The procurement costs of the energy-producing technologies used in (U) are given in
Table 2.6, ordered decreasing by costs. These parameters can affect the procurement strategy
determined by the optimization model because economies of scale exist for larger generators
and batteries.
Table 2.6: These procurement costs are associated with energy-producing technologies -
batteries, generators, and PV- and range from tens to hundreds of thousands of dollars;
these costs exhibit economies of scale.
Technology Name Type Cost ($)
B1 250 kWh lithium ion battery 125,000
B2 200 kWh lithium ion battery 100,000
B3 150 kWh lithium ion battery 75,000
G1 100 kWh generator 37,691
G2 60 kW generator 31,967
G3 30 kW generator 29,376
G4 15 kW generator 25,573
S1 set of 75 PV (max 150kW) 2,000/panel
2.5 Model and Optimization Results
Using the camp-level loads from Subsection 3, we code the mixed-integer linear op-
timization model [1] given in Appendix A in the AMPL modeling language [38] and
solve instances with the CPLEX Solver, Version 12.6.0.1 [39]. We run all instances to




Mixed integer program objective function value
Linear programming relaxation objective function value
)
)
. When run on a Linux-Ubuntu server with
Quad-Six core CPUs and 48GB RAM at 2.93 GHz, solution times average between one
and ten hours, depending on the size of the instance. For the larger models, a heuristic [1]
provides an initial feasible solution that expedites the runs. We examine the relationship be-
tween the results, which include the objective function value (primarily, fuel and procurement
costs), procurement strategies, and hourly dispatch, for a given load and the characteristics
26
of the load, such as mean and variance. Table 2.7 shows the objective function values (OFV)
and procurement strategies for the five scenarios described in Table 2.5. There are similar
battery and solar procurement strategies for all scenarios but those of the generators vary,
even when the objective function values are similar, indicating that these strategies do not
follow an intuitive pattern.
Table 2.7: Results from the optimization model, including objective function value and
technology procurement strategy, demonstrate that generator procurement strategies vary
more than those of the other technologies.
Procurement Strategy
Load OFV ($) B1 B2 B3 S1 G1 G2 G3 G4
S 8,716,344 0 0 1 1 7 2 0 0
C 13,497,451 0 0 1 1 6 0 0 1
M 13,656,711 0 0 1 1 7 4 0 0
V 8,635,690 0 0 1 1 5 2 2 0
MV 13,583,498 0 0 1 1 4 2 0 0
Given the setting at a military operation at a remote site, the security of the microgrid
specifically and the operating base in general is certainly a concern, but we omit its explicit
consideration. Instead, we use a fully burdened cost of fuel to reflect the expense and danger
incurred while transporting it via convoy from a supply area to the base itself. Other penalties
we might include in the objective function associated with security are difficult to quantify
and to reconcile with the costs already present. Table 2.8 shows the total procurement costs
for each scenario, as well as the gallons of fuel used and the corresponding total fuel cost
for a fully-burdened fuel cost of approximately $50 per gallon. The last two columns of the
table give the percentage of the objective function value accounted for by the fuel and the
technology procurement costs, respectively. (Battery lifecycle costs are negligible.) The fuel
costs dominate the objective function value relative to the technology procurement costs.
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Table 2.8: We show fuel and procurement costs associated with each of the five load scenarios;
the former cost dominates the latter cost considerably.
Load Procurement ($) Fuel (gal) Fuel Cost ($) % Fuel % Procurement
S 577,771 143,513 8,402,702 94.0 6.0
C 477,389 228,572 13,016,199 96.5 3.5
M 641,705 228,592 12,951,644 95.0 5.0
V 561,141 143,504 8,110,717 96.0 4.0
MV 464,698 228,636 12,664,603 95.0 5.0
% Fuel is the percentage of total costs accounted for by the cost of fuel.
% Procurement is the percentage of total cost accounted for by the cost of procuring the energy-producing
technologies.
2.5.1 Effects of Load Shape
In the scenarios for which the means of the loads are equivalent, the fuel consumption
is similar, leading us to conclude that the shape of the load does not significantly influence
the costs of meeting the energy demand (see Table 2.5 and Table 2.8). To further test
this hypothesis, we compare the yearly costs associated with meeting a constant demand
of 289.6 kW with that of the constructed load, which has an average demand of 289.6 kW.
There is no variance in a constant load versus 4,329,780,000 Wh2 in the constructed load. If
variability and/or load shape affect the objective function value, it should be clear from this
comparison.
The objective function values for the constructed and constant loads are $13,497,451
and $13,595,171, respectively, a difference of just 0.75 percent. However, the procurement
strategies are different; the constant load uses fewer technologies and has a 1.4% increase
in fuel use above that of the constructed load. For our example, the load shape does not
seem to have a significant effect on overall cost. Mean load, however, does have a strong
relationship with total cost.
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Figure 2.8: The objective function value is plotted against the mean of the yearly load,
where:
circles (◦) represent loads from SAGE simulated 150-soldier camps;
pluses (+) represent the five 600-soldier camp scenarios given in Table 2.7; and
asterisks (∗) represent the 600-soldier constructed load in which the means were shifted to
fill in gaps in the x-axis.
Figure 2.8 plots the optimal objective function value as a function of mean load for 19
different observations, described in the caption, consisting of at least eight different load
shapes, including those shown in Figure 2.3. This plot shows that there is a near-linear
relationship between mean and objective function value. The line with a y-intercept of -
247,622 and a slope of 48.1 provides a fit of the points with an adjusted R-squared value
of 0.9991. For every increase of one Wh in energy demand, the objective function value
increases on average by $48. If the cost of fuel stays the same, we can closely predict the
objective function value for a load with a known mean between 30 and 300 kWh.
2.5.2 Effects of Mean Load
Next, we consider the effect of changing the cost of fuel from approximately $50 to
$10, $30, or $40. We discover that the relationship remains linear between mean load and
objective function value, regardless of change in the price of fuel. Figure 2.9 shows the plots
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of objective function value against mean. We conclude that for mean loads between 150
kWh and 314 kWh, we can predict the objective function value of the optimization model
using the estimated intercepts and slopes, given in Table 2.9, in a linear equation.
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Figure 2.9: We plot the objective function value against the mean of the yearly load given
fully-burdened fuel costs of $10, $30, $40, or $50 per gallon with procurement costs omitted
from the objective.
Table 2.9: We provide the parameter values of y-intercepts and slopes for the linear regres-
sions of objective function value on mean load for different fuel costs.





Figure 2.10, which plots the fuel use against the mean fuel price, shows that there is nearly
identical fuel consumption between $10 and $50 per gallon. For every 100 Wh increase in
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energy demand, there is an average increase of 84 gallons of fuel used.
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Figure 2.10: We plot the fuel used against the mean of the 19 yearly loads for fuel costs
between $10 and $50 per gallon; the fuel use is relatively constant because the amount of
PV available remains fixed for each of the optimization runs.
Fuel use is nearly constant because the amount of PV available remains fixed for each
of the optimization runs. The system uses all this available power directly or stores it in
batteries for future use. Since the batteries are not perfectly efficient, there is a disincentive
to use them instead of powering the load directly. It is possible, but unlikely, that fuel costs
could be low enough to warrant the model using diesel fuel instead of PV. We show later
that increasing the number of solar panels (i.e., PV availability) based on the size of the
FOB leads to further fuel savings. However, the linear relationships depicted in Figure 2.9
and Figure 2.10 would no longer hold as a result of these increases.
Next, we consider the effects of load shape and mean on battery usage by examining three
loads, shown in Figure 2.11, as input to (U): the constructed load for a 600-soldier camp, the
SAGE 150-soldier camp load at San Salvador, and a constant demand of 289 kWh. We solve
(U) using each of these loads in three different scenarios: (i) generator only; (ii) generator
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and PV only; and (iii) generator, PV, and batteries. Each of these scenarios defines which
technologies the model is allowed to choose to meet the load requirements.


















































Figure 2.11: We show three different loads used to study the effects of load shape and mean
on battery usage:
SAGE SS 150 - the SAGE 150-soldier camp load at San Salvador;
Constructed 600 - the constructed 600-soldier camp load based on observed data from
Bagram and Fenty; and
Constant Mean - a constant load of 289 kWh (the mean of the constructed 600-soldier camp
load).
Table 2.10 shows the percentage difference in the objective function value and fuel use
for each scenario for each of the three loads. Using the Constant Mean load as input, the
model does not choose batteries, since the Generator-only and Generator-PV solutions are
identical. There is greater energy storage use and fuel savings (4,349 gallons) for the smaller
load (SAGE SS 150) than for the constructed load (2,287 gallons of fuel saved), because, in
the former case, there is more solar power available in some time periods than is needed to
directly meet the load, so the batteries store the excess energy to discharge later, thereby
saving fuel. For the larger, constructed load, solar power is used directly to meet demand,
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and the batteries are not employed in the same way as for the smaller load.
Table 2.10: The objective function value and fuel use for different scenarios with varied
available technologies are given below. We also quantify the savings of PV and battery
solutions against generator-only and generator-and-PV solutions. ∗Generators, PV, and
Batteries
Load Type Technology OFV ($) Fuel Use %∆ OFV %∆ Fuel
(gal) Use
SAGE SS 150 Generator only 1,558,230 25,614
SAGE SS 150 Generator, PV 1,058,441 14,218 -32.1 -44.5
SAGE SS 150 All Available∗ 851,064 9,869 -45.4 -61.5
Constructed 600 Generator Only 14,297,200 245,892
Constructed 600 Generator, PV 13,581,600 230,859 -5.0 -6.1
Constructed 600 All Available∗ 13,493,600 228,572 -5.6 -7.0
Constant Mean Generator only 14,228,975 245,580
Constant Mean Generator, PV 13,595,171 231,856 -4.5 -5.6
Constant Mean All Available∗ 13,595,171 231,856 -4.5 -5.6
Thus far, we have assumed a fixed number of 75 available solar panels because of space
constraints at FOBs. An increase in the number of solar panels yields changes in the optimal
procurement strategy and reductions in fuel use (proportional to the amount of solar power
generated). For example, a change from 75 to 150 panels results in a decline in battery usage
because solar power, instead of batteries, is used to decrease the variability in the load that
the generator has to meet. Batteries and PV work in conjunction so that the generators
operate efficiently, with as little variance in operations as possible.
For the constructed load solution, with all technologies available, the generators operate
at 90% or greater of their maximum capacity more than 99% of the time that they are in use.
This solution involves seven generators, six G1 (100 kW) and one G4 (15 kW) generator. To
differentiate between the six G1 generators, we label each as a twin; in this case we have six
twins, numbered one through six. Fewer than 0.32% of the generator output non-zero values
are below 90% of the capacity of the generator. The G4 generator is used at maximum
capacity or zero during the entire time horizon. Figure 2.12 displays the frequency of energy
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output values from each of the six G1 generators. It shows that the generators output power
within a narrow range of values in which they operate most efficiently, thereby maximizing
power produced per gallon of fuel.




























































































































































Figure 2.12: Histograms of generator output for the constructed load scenario for each of
the six G1 generators for a one-year time horizon show that the vast majority of G1’s, G2’s,
and G3’s output is at the maximum value, while most of G5’s and G6’s output is at its
minimum; G4’s output is divided between its minimum and maximum.
Figure 2.13 shows the total output from the seven generators used to meet the constructed
load in which clear bands at 615 kW, 600 kW, 515 kW, 500 kW, 415 kW, 400 kW, 315 kW,
300 kW, 200 kW and 115 kW demonstrate the combined output at which they most often
operate. Recall, for the constructed load, the model chooses six 100 kW generators and one
15 kW generator, so these bands appear when some combination of generators is operating
at (near-)full capacity.
We find that battery use increases when there are larger differences between energy
demand and the ability of the generators and PV to fully meet it. For example, after PV
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Figure 2.13: We portray the total output for the generators used in the constructed load
scenario; bands appear when some combination of generators is operating at (near-)full
capacity.
is exhausted, if the available energy from the generators is greater than demand, they will
charge a battery to increase their efficiency. Conversely, when the load is higher than PV
and generator power combined, a battery is discharged to cover the difference.
2.5.3 Effects of Maximum Load
The model (U) ensures that the energy supplied from the technologies meets or exceeds
the load. The maximum of the load is a major factor influencing procurement, as it must be
sufficient to meet the maximum energy demand. We run several load scenarios that include
the maximum yearly load value in order to see if, in addition to including the peak load, the
load shape, mean, or variance have a pronounced effect on the procurement strategy. We
select scenarios with varying time horizons of one, two, seven, 30, and 365 days in order to
observe the effects of variance on the output from (U).
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Table 2.11: For five scenarios with either 1, 2, 7, 30, or 365 days of load data that contain
the maximum demand, the procurement strategy, mean, and variance are given.
Number of Technologies Procured
Scenario OFV B1 B2 B3 G1 G2 G3 G4 S1 Load Load
(hours) ($) Mean Variance
24 51,668 1 0 0 6 0 0 0 75 449,186 394,073,802
48 105,722 0 1 0 6 0 0 0 75 453,701 426,068,053
168 345,674 0 0 1 6 0 0 0 75 424,349 859,063,334
720 1,364,807 0 1 0 6 0 0 0 75 388,108 1,829,630,854
8,757 13,493,588 0 0 1 6 0 0 1 75 289,583 4,329,780,000
Table 2.11 shows that for a one-day to one-month time horizon, the procurement strategy
is relatively robust with the exception of the type of battery chosen. When we increase
the time horizon to one year, there is an increased variance and a change in the optimal
procurement strategy; this indicates the importance of running the optimization model for
the entire time horizon, and not just for one that includes the peak load, and also of having
several technologies available to meet a highly variable load because these can sometimes be
met more efficiently with smaller generators.
2.6 Conclusion and Extensions
The mean of the load, and not the variance, heavily influences the total cost of meet-
ing energy demand at a FOB. Procurement costs are a relatively small percentage of total
costs, with fuel costs dominating the objective function value. The combination of battery
and PV appears to facilitate efficient use of generators, which affects cost savings and dis-
patch strategy. Increasing available PV decreases fuel costs considerably; however, space
constraints may preclude this option. Increasing the number of solar panels decreases bat-
tery use because the battery’s primary function is to ensure efficient use of the generators
by reducing the need to run them at low capacity; solar power can directly meet the load
to this end, while generators charge batteries in order to maintain generator output near
maximum capacity.
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In summary, we have compared the simulated and constructed load data for a FOB and
find that the most important difference, with respect to predicting the total cost of meeting
energy demand, is the mean. For a year-long time horizon, output from (U) shows very
similar procurement strategies and objective function values given the same mean energy
demand. However, the mean of the 600-soldier constructed load is 53.6% greater than that of
the simulated load. Underestimating loads can lead to: (i) infeasibility in (U) if load cannot
be met; (ii) large discrepancies in total system cost, and (iii) if the maximum demand
is unknown or underestimated, under-procuring the number and types of technologies to
optimally meet demand.
The strategy (U) used to determine the dispatch strategy can be approximated by the
following steps:
• Step 1 Use all the solar power available.
• Step 2 If the amount of solar power is greater than the demand, store it in the batteries.
• Step 3 If the amount of solar power is less than demand, turn on as many generators
as needed to meet demand such that each generator is operating at 80% of or greater
than its capacity.
• Step 4 If necessary to meet 80% capacity of the generators, use the generator to charge
the battery.
• Step 5 If there is a difference between energy demand and the power generated from
PV and generators, use the battery to meet load.
Future work entails (i) creating a stochastic optimization model to address non-
deterministic loads and (ii) changing the model to accommodate shorter time periods,
e.g., the minute level. In addition, we may investigate the relationship between mean and
total system costs for larger loads, necessitating constraints to (U) that include ramp-down
and ramp-up times, as well as power losses due to longer power lines. Although the cost
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of fuel heavily influences our results, other situations, such as disaster recovery, would
emphasize difficulties regarding the number of generators and the amount of PV that could
be incorporated. Additional technologies such as wind, fuel cells, geothermal energy, and
even plasma converters could be incorporated into the model (U). Although the functions
characterizing battery performance would need to be modified, an extension might include
incorporating waste heat or excess renewable power for low-grade thermal demands. In
addition, different energy pricing schemes can lead to varied procurement and dispatch
decisions. For example, the cost of electricity is four times higher in Jamaica than in the
US [40], so PV, batteries, and wind may be more attractive microgrid options than in the U.S.
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2.7 Appendix A
2.7.1 Mathematical Formulation
We present the mathematical formulation of the optimization model, henceforth referred
to as (P) [1]. To simplify (P), we create (U) in which constraints (2.7a) and (2.7b) are
linearized [1]. In general, we use lower-case letters for parameters and upper-case letters for
variables. We also use lower-case letters for indices and upper-case script letters for sets.
Superscripts and accents distinguish between parameters and variables that are represented
by the same base letter. Subscripts identify elements of a set. A plus sign (+) signifies power
going into a technology, while a minus sign (-) indicates power leaving. The units of each
parameter and variable are provided in brackets after its definition. We use the term “twins”
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denote a tuple or a multiple of a certain technology type.
Sets
t ∈ T set of all time periods (hours)
j ∈ J set of all battery and generator technologies
g ∈ G ⊂ J set of all generator technologies
b ∈ B ⊂ J set of all battery technologies
s ∈ S set of all PV panel types
k ∈ Ĵ j set of identical twins of technology j, given by size, type, and
manufacturer
k ∈ Ĝg set of all generator twins of type g
k ∈ B̂b set of all battery twins of type b
Timing Parameters
τ length of one time period [hours]
ν ratio of base operation duration to time horizon length [fraction]
Optimization Model Penalty Parameters
c̃j cost of procuring one twin of technology type j [$/twin]
cs cost of procuring one panel of technology type s [$/panel]
δft fuel cost penalty in time period t [$/gal]
ǫj cycle cost penalty for technology type j [$/(hours, cycles)]
Power System Parameters
dPt average power demand in time period t [W]
k̄ overage load coefficient [fraction]
ks spinning reserve required relative to PV power [fraction]
Technology Parameters
l̄j maximum lifetime of technology type j [generator hours, battery cycles]
η+j , η
−





























b battery b voltage slope and intercept coefficients [V]
asocb , d
soc
b battery b state-of-charge lifetime slope coefficients [unitless]
b0b battery b state of charge used in initial condition constraints [fraction]
crefb battery b manufacturer-specified capacity [Ah]
c+b , c
−
b battery b charge and discharge capacity rate coefficients, respectively
[hours]
rintb battery b internal resistance [Ohms]
iavgb typical current expected from battery b for both charge and discharge
activities [A]




b battery b discharge current lower and upper bound, respectively [A]
iL+b , i
U+
b battery b discharge current lower and upper bound, respectively [A]












Ljk number of expended life cycles for technology type j, twin k
[generator hours, battery cycles]
P+jkt, P
−
jkt aggregate power into and out of technology type j, twin k in time
period t, respectively [W]
P PVst aggregate power out of PV technology type s in time period t [W]
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Generator Variables
F̃t amount of fuel used in time period t [gal]
Battery Variables
Bsocbkt state-of-charge of battery type b, twin k in time period t [fraction]
I+bkt, I
−
bkt battery b, twin k current for charge and discharge, respectively, in
time period t [A]
V socbkt battery b, twin k voltage in time period t [V]
Binary and Integer Variables
Power System Procurement Variables
Wjk 1 if technology j, twin k is procured, 0 otherwise
Xs integer number of PV panels of technology type s to procure
[panels]
Generator Variables
Ggkt 1 if technology type g, twin k is operating in time period t, 0
otherwise
Battery Variables
B+bkt 1 if battery type b, twin k is charging in time period t, 0 otherwise
B−bkt 1 if battery type b, twin k is discharging in time period t, 0
otherwise
Problem (P)







































P PVst ≥ (1 + k̄)d
P




















P PVst ∀t ∈ T (2.4b)
Wj,k−1 ≥ Wjk ∀j ∈ J , k ∈ Ĵ j : k > 1 (2.4c)
















gkt + cgGgkt) ∀t ∈ T (2.5b)
Ggkt ≤ Wgk ∀g ∈ G, k ∈ Ĝg, t ∈ T (2.5c)
Gg,k−1,t ≤ Ggkt ∀g ∈ G, k ∈ Ĝg, t ∈ T : k > 1 (2.5d)
P−g,k−1,t ≤ P
−
gkt ∀g ∈ G, k ∈ Ĝg, t ∈ T : k > 1 (2.5e)
(see §4.8.4.4 PV Operations)
P PVst ≤ γstXs ∀s ∈ S, t ∈ T (2.6a)
Xs ≤ n̄s ∀s ∈ S (2.6b)





















∀b ∈ B, k ∈ B̂b, t ∈ T : t > 1 (2.7c)
sbWbk ≤ B
soc
bkt ≤ s̄bWbk ∀b ∈ B, k ∈ B̂b, t ∈ T (2.7d)
Bsocbkt ≤ B
soc
b,k−1,t + (1−Wbk) ∀b ∈ B, k ∈ B̂b, t ∈ T : k > 1 (2.7e)
Bsocbkt ≥ B
soc
b,k−1,t − (1−Wbk) ∀b ∈ B, k ∈ B̂b, t ∈ T : k > 1 (2.7f)
























































bkt ∀b ∈ B, k ∈ B̂b, t ∈ T (2.7l)
B+bkt +B
−
bkt ≤ Wbk ∀b ∈ B, k ∈ B̂b, t ∈ T (2.7m)
B+bkt +B
−
b′k′t ≤ 1 ∀b, b
′ ∈ B; k, k′ ∈ B̂b; t ∈ T : b 6= b
























Wjk ∀j ∈ J , k ∈ Ĵ j (2.8c)





jkt ≥ 0 ∀j ∈ J , k ∈ Ĵ j, t ∈ T (2.9a)
F̃t ≥ 0 t ∈ T (2.9b)







bkt ≥ 0 ∀b ∈ B, k ∈ B̂b, t ∈ T (2.9d)
Xs ≥ 0 integer ∀s ∈ S (2.9e)
Wjk binary ∀j ∈ J , k ∈ Ĵ j (2.9f)
Ggkt binary ∀g ∈ G, k ∈ Ĝg, ∀t ∈ T (2.9g)
B+bkt, B
−
bkt binary ∀b ∈ B, k ∈ B̂b, ∀t ∈ T (2.9h)
2.7.2 Details of Formulation
2.7.2.1 Objective Function
The objective function minimizes the sum of four terms: (i) the cost associated with
procuring various battery and generator technologies; (ii) the cost associated with procuring
PV panels; (iii) an arbitrarily weighted measure of the life cycles used by each technology
over the total length of operation; and (iv) a weighted measure of the baseline cost of fuel.
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2.7.2.2 System Operations
Constraint (2.4a) ensures that the demand for power is met at every hour. The first term
represents the power from the generators and batteries, accounting for power system losses;
the second term is the power going in to charge the batteries, and the third term reflects
the power contributions of PV. The right-hand side is the product of the forecasted energy
demand for the time period and an overage load factor. Constraint (2.4b) enforces “spinning
reserve” via the use of a dispatchable technology (generator or battery) capable of meeting
a fraction of the power provided by PV. To break symmetry, Constraint (2.4c) ensures the
procurement of twins of technology j occurs in a fixed order.
2.7.2.3 Generator Operations
Constraint (2.5a) binds a generator, if running, to a value between a minimum and
maximum manufacturer-specified power level. Constraint (2.5b) determines the amount of
fuel used by a generator during time period t. Constraint (2.5c) ensures that only procured
generators are available for dispatch. Constraints (2.5d) and (2.5e) prioritize the use of
technology twins to reduce symmetry.
2.7.2.4 PV Operations
Constraint (2.6a) limits the PV output power per panel to γst. The predicted solar panel
output results from a PVWatts simulation run a priori, which accounts for performance
characteristics such as location, panel efficiency, tilt, and angle. The number of panels
considered for procurement is limited by Constraint (2.6b), given the expected land area
available.
2.7.2.5 Battery Storage Operations
Constraints (2.7a) and (2.7b) represent the nonlinear relationship between voltage, cur-
rent, and the power associated with discharging and charging the battery, respectively. Con-
straint (2.7c) updates the battery state of charge (SOC), which is a function of its previous
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SOC and the discharge and charge currents. An efficiency parameter associated with the
second term ensures that when the battery charges, the state of charge receives a fraction













∀b ∈ B, k ∈ B̂b, t = 1 (2.10)
Constraint (2.7d) bounds the SOC of a battery to a minimum and maximum level. Con-
straints (2.7e) and (2.7f) establish that the batteries operate in droop, rather than individ-
ually. Constraint (2.7g) models the battery voltage as a linear function, for state-of-charge
levels between a certain range, of its previous state of charge and the direction of current
flow.
Constraints (2.7h) through (2.7i) bound the net power flow of each battery per time
period, while Constraints (2.7j) through (2.7l) similarly constrain current flow. Constraints
(2.7m) and (2.7n) prevent simultaneous charge and discharge. See [41] for a justification of
the detailed battery model.
2.7.2.6 Lifecycle
Constraint (2.8a) counts the operational hours of a generator, while Constraint (2.8b)
counts life cycles for batteries. A battery’s lifecycle is a function of the SOC at which
the charge or discharge occurs and the magnitude of those currents. We divide by two
because these magnitudes even out over the lifetime of the battery and the lifecycle constraint
considers both charge and discharge i.e., two directional operations. Constraint (2.8c) limits
technology lifetime.
2.7.2.7 Non-negativity and Integrality
Finally, Constraints (2.9a) - (2.9d) ensure that the relevant variables in our formulation
assume continuous, non-negative values. Constraints (2.9e) - (2.9h) enforce integer and
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binary restrictions, as appropriate.
2.8 Appendix B
We use the following naming convention for the load at the camp buildings:
• dPl,a,B,t is the power demand from the LIA source (l) at the Admin building (a) in
Bagram (B) for time period t
• dPl,b,B,t is the power demand from the LIA source (l) at the Billet building (b) in Bagram
(B) for time period t
• dPl,d,B,t is the power demand from the LIA source (l) at the DFAC building (d) in
Bagram (B) for time period t
• dPl,lt,B,t is the power demand from the LIA source (l) at the Latrine building (lt) in
Bagram (B) for time period t
• dPl,ln,B,t is the power demand from the LIA source (l) at the Laundry building (ln) in
Bagram (B) for time period t
• dPl,r,B,t is the power demand from the LIA source (l) at the Refers building (r) in Bagram
(B) for time period t
• dPl,sh,B,t is the power demand from the LIA source (l) at the Showers building (sh) in
Bagram (B) for time period t
The response and predictor variables used in the linear models are given in Table 2.15.
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Table 2.14: We show the column names in LIA data, building attributes and weather files.
LIA File Name Column Names
LIA Data File Collection Time - day, hour, minute,
Volt-Amp Reactive Hour (VARh), Energy (Wh), Amp Hour (Ah)
Battery Voltage (V)
Building Attributes Facility Loc, Structure Name, StructureNum,
Primary Use/CATCODE, Population Use per Day, Hours of
Occupancy, Size (ft2), # of Levels, Max Occupancy,
Construction Material, Insulation Material, Other, Insulation
Level, Floor Material, Roof Material
Weather Site, Name, Year, Month, Day, Hour (UTC), Wind Direction,
Wind Speed (knots),
Gust Speed (knots), Dry Bulb Temp (◦C), Dew Point Temp (◦C),
Relative Humidity (%), Absolute Humidity (g/m3), Specific
Humidity (g/Kg), Station Pressure (millibar, mb), Diffuse
Radiation (W/m2), Direct Radiation (W/m2),
Total Radiation (W/m2)
• Set τ is the set of all time periods
• Set τ2 is the set of all time periods from July 1 to December 31, 2014
• dPl,lt,B,t is the observed average power demand (W ) for the latrine building at Bagram
in time period t, t ∈ τ2
• dPl,d,B,t is the observed average power demand (W ) for the DFAC building at Bagram
in time period t, t ∈ τ2
• WindSpeedt is the average value of Wind Speed in knots at time t
• Tempt is the average Dry Bulb Temperature in
◦C at time t
• DewPointt is the average Dew Point Temperature in
◦C at time t
• AbsHumt is the average Absolute Humidity in g/m
3 at time t
• SpecHumt is the average Spectral Humidity in g/Kg at time t
• Pressuret is the average Pressure in N/m
2 at time t
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• TotalRadt is the average Total Solar Irradiance in W/m
2 at time t
• cos(j ·hrt) is the cosine of the hour the day converted to radians with j ∈ {1, 2, 3}, via
the formula:
hrt =
(hour of dayt · 15) · π
180
(2.11)
• sin(j · hrt) is the sine of the hour the day converted to radians with j ∈ {1, 2, 3}
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Table 2.15: These Response and Predictor Variables are used for fitting linear models to
impute the first set of Bagram data. The R2 value gives the proportion of variability in the
response variable that can be explained by the model fitted using the predictors.
Bagram data from August 2013 to July 2014









l,s,B,t, T empt, DewPointt, 0.77













Tempt, DewPointt, RelHumt, T otalRadt, Hourst, Julest,












Tempt, RelHumt, T otalRadt, Julest,











l,s,B,t, T empt, 0.45
TotalRadt, Hourst,





l,lt,B,t,WindSpeedt, T empt,WindSpeedt, T empt, 0.80
DewPointt, RelHumt, T otalRadt, Julest,
cos(hrt), sin(hrt), cos(2hrt), sin(2hrt), cos(3hrt), sin(3hrt)





l,lt,B,t,WindSpeedt, T empt, DewPointt, RelHumt, 0.51
TotalRadt, Julest,









l,r,B,t,WindSpeedt, T empt, 0.20
DewPointt, T otalRadt, RelHumt, Julest,
cos(hrt), sin(hrt), cos(2hrt), sin(2hrt), cos(3hrt), sin(3hrt)
Bagram data from July to December 2014





l,ln,B,t, DirectRadt, T otalRadt, Hourst, 0.59







l,lt,B,t, T empt, AbsHumt, Julest, 0.49





l,lt,B,t, T empt, AbsHumt, Julest, 0.76
cos(hrt), sin(hrt), cos(2hrt), sin(2hrt), cos(3hrt), sin(3hrt)
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CHAPTER 3
COORDINATING MICROGRID PROCUREMENT DECISIONS WITH A DISPATCH
STRATEGY FEATURING A CONCENTRATION GRADIENT
From a paper accepted for publication in the journal Applied Energy.
M.A. Husted1, B.K. Suthar2, G.H. Goodall1, A.M. Newman1 and P.A. Kohl2
1Colorado School of Mines, 2Georgia Institute of Technology
3.1 Abstract
A mathematical model designs and operates a hybrid power system consisting of diesel
generators, photovoltaic cells and battery storage to minimize fuel use at remote sites subject
to meeting variable demand profiles, given the following constraints: power generated must
meet demand in every time period; power generated by any technology cannot exceed its
maximum rating; and best practices should be enforced to prolong the life of the technologies.
We solve this optimization model in two phases: (i) we obtain the design and dispatch
strategy for an hourly load profile, and (ii) we use the design strategy, derived in (i), as input
to produce the optimal dispatch strategy at the minute-level. Our contributions consist
of: combining a year-long hourly optimization procurement strategy with a minute-level
dispatch strategy, and using a high-fidelity battery model at the minute-level derived from
electrochemical engineering principles that incorporate temperature and voltage transient
effects. We solve both phases of the optimization problem to within 5% of optimality and
demonstrate that solutions from the minute-level model more closely match the load, more
closely capture battery and generator behavior, and provide fuel savings from a few percent
to 30% over that provided by the hour-level model for the tested scenarios.
51
3.2 Introduction
A Forward Operating Base (FOB) is a secured military facility used to support tactical
operations in foreign areas for several months to a few years. Scioletti et al. [42] propose an
optimization model at a one-hour time fidelity over an annual horizon to determine the mix
of equipment and the corresponding dispatch strategy at FOBs to reduce costs and fossil fuel
consumption. By contrast, we present a two-phase model: Phase I, which we term (H), and
base off the work of Scioletti et al. [42], takes as input hourly energy demand, solar irradiance,
temperature data and fuel cost and determines a design strategy, i.e., how many and what
size generators, batteries, and photovoltaic (PV) cells to purchase to reliably power an off-
grid site. The objective of our Phase I model minimizes diesel generator fuel consumption;
constraints prevent over-cycling, enforce power limitations, and ensure that demand is met
in each time period. Primarily, we use the hourly dispatch to inform procurement decisions;
however, we cannot dispatch at the hourly level nor forecast demand for a year. Therefore,
we construct a minute-level model to allow for near-real time dispatch.
Phase II, which we term (M), uses the design strategy from (H), minute-level energy
demand, and temperature data to provide a minute-level dispatch strategy, i.e., how those
technologies are operated, in each time period, to optimally meet the load for a 24-hour
horizon, i.e., 1,440 time periods. The objective is largely the same as that used in the Phase
I model with the exception of the procurement decisions that constitute a sunk cost, and the
photovoltaic system that supplies as much power as the product of the anticipated solar panel
output and the number of panels [43]. Other contrasting aspects follow: The battery system
must start and end the day with an 80% state-of-charge while adhering to its limitations and
inefficiencies. The generators may supply nameplate power rating conditional on restrictions
regarding ramping times and minimum down times. The corresponding dispatch strategy
schedules equipment usage and helps a microcontroller-based power management system
make real-time dispatch decisions.
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The remainder of the chapter is organized as follows: Subsection 3.3 provides a review
of relevant literature. Subsection 3.4 details first our hour-time-fidelity model, followed by
our minute-time-fidelity model; regarding the latter, we explain the relevant detailed battery
chemistry. Subsection 3.5 provides the mathematical formulation and its linearization of the
optimization model at the minute-time-fidelity level; we provide a citation for the hour-level
equivalent. We then give numerical results in Subsection 3.6 consisting of a description of
the data, the benefits of using the minute-time-fidelity model over its hour-fidelity counter-
part, and a parametric analysis based on varying some of the input values. Subsection 3.7
concludes.
3.3 Literature Review
The literature on microgrid optimization is vast, and we provide a brief overview here.
Many researchers investigate optimizing hybrid systems, both those that are grid-connected
and those that are off-grid ([18], [10], [22], [23], [9], [24]); however, these authors do not
employ mixed integer linear programs (MILPs), which produce a provably (near-)optimal
solution. The following research all involves using heuristic, rather than exact, approaches
to determine a solution: Abido [44] solves a multi-objective optimization model by a Pareto
evolutionary algorithm based on fuzzy logic to develop a dispatch strategy. This approach
shows promise in providing good, but not optimal, results to energy dispatch problems.
Moghaddam [45] solves a multi-objective optimization model by minimizing fuel cost and
emissions while adhering to power balance, generation, and transmission constraints with an
adaptive modified particle swarm technique. Ashari [46] develops a dispatch strategy for a
photovoltaic, diesel generator, and battery hybrid system for which a heuristic determines
the time periods in which it is more advantageous to draw power from a battery than to run
a generator at low power output, i.e., low efficiency. Park [47] uses tabu search, simulated
annealing, and particle swarm optimization to solve non-smooth economic dispatch problems.
Research by [48], [49], [13], [41], and [15] use MILPs to optimize distributed generation
systems using exact approaches; however, none of these considers a minute-level time step,
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nor do even more computationally complex nonlinear models that restrict the time horizon
to 24 hours ([50], [51]).
Batteries in hybrid systems are usually treated simplistically [41], whereas stand-alone
battery systems are modeled in more detail. Barley [52] develops battery charging and
discharging techniques for stand-alone power systems using a diesel generator, wind and/or
solar photovoltaic, and battery systems. Achaibou [53] shows how to model voltage levels.
Dufo-López [54] more accurately models the aging of a battery system in a solar photovoltaic
and lead-acid battery system. Gao [55] models the complete behavior of a lithium-ion battery
with thermal effects and response to transient power demand.
We present two different optimization models that contain batteries, varying in their level
of detail. The first model, (H), employs an hourly fidelity, linearized model presented in [42],
which expresses voltage of the battery as a linear function of the state-of-charge and employs
a linear version of Peukert’s law [56]. Such models have been extensively used in the literature
[57]. The battery model used the second optimization model, (M), captures minute-level
battery operations in which the voltage transients along with temperature effects become
critical. Here, we simplify the model based on an electrochemical principle presented by Guo
et al. [58] by employing a polynomial approximation, as presented by Subramanian et al.
[59]. The final form of the model can also be found in work by Ramachandran et al. [60].
Once a dispatch strategy has been established, a project management system controls the
equipment in real time. Tazvinga [61] shows how a model-predictive controller yields better
performance than an open-loop controller for a diesel generator, wind, solar photovoltaic,
and battery system. McLarty [62] optimizes the dispatch of a multi-chiller cooling plant with
cold-water thermal storage using a project management system for the UC Irvine microgrid.
We construct an optimization model for a hybrid system whose solutions are usable in near-
real time.
Our contributions in this chapter include: (i) a mixed integer programing approach to
developing an energy dispatch strategy for a microgrid using minute-level time fidelity with
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a concentration gradient for the battery and ramping effects for the generators; and (ii)
the integration of this minute-level model with the decisions from an hourly model, and
associated analysis between the compatibility of the two models.
3.4 Background
Our two models, (H) and (M), work in tandem to determine a procurement strategy
given a coarse dispatch strategy and then subsequently refine the dispatch strategy given the
procurement strategy. We detail these models in this subsection, including the more precise
characterization of the generator and battery behavior in the latter model. We give a flow
























Figure 3.1: Our analysis consists of multiple steps. We first collect realistic data sets which
we input to both optimization models. We then develop an hour-level dispatch strategy and a
procurement strategy. The procurement strategy is an input to the minute-level optimization
model, resulting in a minute-level dispatch strategy. We then compare the resulting dispatch
strategies.
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3.4.1 Hour-Level Battery Model
Phase I of our hybrid optimization model (H) is a linearized model and considers parame-
ters such as fuel cost, procurement costs of the power-producing technologies (i.e., generators,
batteries, and photovoltaic cells), lifecycle cost of batteries and generators, and the electric
efficiencies of power flow into and out of these technologies. In addition, the model incorpo-
rates energy demand, solar irradiance, and temperature effects at the site for each (hourly)
time period during the horizon. The number and type of technologies to be procured, as
well as the amount of fuel used, are variables within the optimization model. In addition to
procurement decisions, the model also provides the dispatch of the hybrid system, which in-
cludes when each technology is turned on or off, for how long, and how much power it should
produce within each hourly time period. This model is modified from that in Scioletti et al.
[42] to include the effects of temperature on the performance of generators and batteries.
Specifically, the hourly battery model presented by Scioletti et al. [42] treats internal
resistance (rintb ) and the rate capacity parameters (c
−
b ) as being independent of temperature.
In this chapter, we extend that model to include temperature effects in these parameters. By
using Arrhenius-type temperature dependence (due to the fact that solid phase diffusion and
reaction rate coefficients conform [63]), the parameters θcbt and θ
r
bt, expressed in equations
(3.1) and (3.2), are multiplied by internal resistance (rintb ) and rate capacity (c
−
b ) to give
rise to temperature-dependent parameters (rintbt , c
−
bt). The battery temperature is assumed
to be the same as the ambient temperature and, therefore, known a priori, allowing us to
treat the temperature dependence as a parameter, rather than a variable. While internal
resistance changes the voltage of the battery up and down during charging and discharging,
respectively, the rate capacity parameter places an upper bound on allowable current in a
given time period. Table 3.1 provides a contrast between the parameters used in our model
versus that given in [42].
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Parameter Explanation Units
c−b battery b charge and discharge capacity rate coeffi-
cients, respectively
[hours]
c−bt battery b charge and discharge capacity rate coef-
ficients (temperature dependent) at time t, respec-
tively
[hours]
rintb battery b internal resistance [Ohm]





b temperature coefficient for capacity and resistance of
battery b, respectively
[K]
θt ambient temperature in time period t [K]
θrbt resistant temperature coefficient of battery b in time
period t
[unitless]
θcbt capacity temperature coefficient of battery b in time
period t
[unitless]
























∀t ∈ T (3.2)
Table 3.1: Inclusion of temperature-dependent parameters in our work compared to that of
Scioletti et al. [57]

















3.4.2 Minute-Level Battery Model
In order to develop dispatch strategies at the minute level, the battery model must capture
the transient effects in voltage behavior. In a lithium-ion battery (LiB), various transport
phenomena (e.g., diffusion of lithium in solid particles and diffusion and migration of lithium
ions in an electrolyte) have associated transient effects. The concentration gradient is the
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gradient of lithium in solid particles at the anode and cathode. At the minute-level, the
transient effects due to the solid phase diffusion of lithium at the anode and cathode have a
larger effect on voltage than the transient effects due to the diffusion of lithium ions in an
electrolyte.
During charging (discharging) of a LiB, lithium moves from the cathode (anode) side to
the anode (cathode) side. Figure 3.2 (left) shows the three layers: anode, separator, and
cathode, where the anode and cathode are porous structures consisting of micron-sized par-
ticles typical in a lithium-ion battery. This single-particle diagram focuses on the diffusion of
lithium in solid particles; the red curves illustrate the concentration profile. An electrolyte
(i.e., an organic solvent with lithium salt), which is present in the pores of the layers, facili-
tates the movement of lithium between the anode and cathode. A rigorous electrochemical
model [64] for a LiB may include: transport of lithium ions in the electrolyte phase, diffusion
of lithium in the solid phase, Butler-Volmer reaction kinetics, and the transport of electrons.
In most commercial LiBs, the diffusion of lithium in the solid phase becomes the dominant
source of voltage transience, resulting in many simplified electrochemical models, including
ours, focusing on the diffusion in a single particle at the anode and cathode, ignoring other
transport effects [58].
The model presented by Guo et al. [58] (also known as a single-particle model) consists
of two partial differential equations (Fick’s second law) which describes diffusion of lithium
in solid spherical particles at the anode and cathode. The voltage of a battery relates to
the concentration of lithium at the surface of these solid particles as chemical reactions
occur at their surface. The single-particle diagram can be simplified by approximating the
concentration profiles in the solid particles. One common approach in calculating lithium
concentration is to use a polynomial approximation for the concentration profiles to reduce
the severity of the nonlinearities.
We use a quartic approximation to capture the concentration profile of lithium in solid
particles, as presented by Subramanian et al. [59]. The solution of Fick’s law of diffusion
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(indicated by the red curves in Figure 3.2 for each of the solid particles of the anode and
cathode) is assumed to take a fourth-order polynomial form. The quartic profile approx-
imation leads to three equations in each particle related to three variables: average mole
fraction, surface mole fraction, and volume-averaged mole fraction flux. The voltage of a
battery is related to the surface mole fraction of lithium at the anode and cathode. The
time scale for the diffusion process is on the order of minutes (radius(particle)2/diffusivity).
In other words, it requires this amount of time to fully develop the concentration profile in a
solid particle as the transient step. Three equations for each particle (each at the anode and
cathode) and the equation for voltage give rise to seven total battery model equations. The
differential equations can be converted to difference equations with one-minute time steps.
The following subsection introduces the mathematics of the concentration gradient.
Figure 3.2: (Left) a cell sandwich of anode, separator and cathode and (right) a schematic
representation of single-particle model in which concentration profiles are shown in each
particle (red profiles) during the charging of a battery.
3.4.3 Battery Chemistry Modeling
We first present the parameters based on battery chemistry, structure details, material
properties, and transport properties, followed by variables that relate to concentration gradi-
ents at the anode and cathode. The remainder of this subsection explains the mathematical
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model relating concentration and voltage for a specific battery. We generalize this in the
minute-level optimization model in Subsection 4.8.3. Note that the superscripts p and n
refer to the cathode and anode, respectively.
Battery-model parameters
dp diffusion coefficient of lithium in solid (cathode)[m2/s]
dn diffusion coefficient of lithium in solid (anode)[m2/s]
lp thickness of electrodes (cathode)[m]
ln thickness of electrodes (anode)[m]
ǫp porosity of cathode [unitless]
ǫn porosity of anode [unitless]
rp radius of particles (cathode) [m]
rn radius of particles (anode) [m]
c̄p maximum solid phase concentration of lithium (cathode) [mol/m3]
c̄n maximum solid phase concentration of lithium (anode) [mol/m3]
F Faraday’s constant [C/mol]
q number of cells in parallel
rc contact resistance [Ohm]
er electrolyte resistance [Ohm]
ac cross subsection area [m2]
θdp, θdn average lithium concentration gradient temperature coefficient [unitless]
kp3, kn3 derived battery constant for average mole fraction equation for charging
and discharging, respectively [ 1
C
]
kp4, kn4 derived battery constant for the volume averaged mole-fraction flux
equation for charging and discharging, respectively [1
s
]
kp5, kn5 derived battery constant for the volume averaged mole-fraction flux
equation for charging and discharging, respectively [ 1
C
]
kp6, kn6 derived battery constant for the surface mole fraction equation for




Cp(t) average mole fraction of lithium in the cathode at time t [unitless]
Cn(t) average mole fraction of lithium in the anode at time t [unitless]
Qp(t) volume averaged mole fraction flux of lithium in the cathode at time t
[unitless]
Qn(t) volume averaged mole fraction flux of lithium in the anode at time t
[unitless]
Sp(t) surface mole fraction of lithium in the cathode at time t [unitless]
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Sn(t) surface mole fraction of lithium in the anode at time t [unitless]
Differential equations (3.3) and (3.4) express the material balance of lithium at the posi-
tive and negative electrodes (i.e., at the cathode and anode, respectively). When the battery
is being charged (I+ ≥ 0 and I− = 0), the average mole fraction of lithium at the cathode,
Cp(t), decreases, whereas the average mole fraction of lithium at the anode, Cn(t), increases
[59]:
Cp′(t) = −kp3(I+(t)− I−(t)) (3.3)
Cn′(t) = kn3(I+(t)− I−(t)) (3.4)
The parameters used in the equations above are related to battery structure and geometry
(ac, lp/n, ǫp/n ), chemistry (c̄p/n) and configuration (q); the parameters kp3 and kn3, which








F · (1− ǫn) · ln · c̄n · ac · q
(3.6)
Equations (3.7) and (3.10) show how the volume-averaged mole fraction flux for the
cathode and anode (Qp(t) and Qn(t), respectively) change with current and time. These
equations incorporate the transient effects in voltage behavior as follows:









2 · F · (1− ǫp) · lp · c̄p · ac · q
(3.9)
In equation (3.10), kn4 and kn5 are given by expressions similar to (3.8) and (3.9), chang-
ing cathode to anode.
Qn′(t) = −kn4θdnQn(t) + kn5(I+(t)− I−(t)) (3.10)
The diffusion coefficient (dp) of lithium in its solid phase appears in equation (3.13), and
is also given in concentration gradient parameter list. The presence of numbers such as 30
and 15 is due to the integration of quartics (see Subramanian et al. [59]).
Based on the average mole fraction and the volume-averaged flux, the surface mole frac-
tion at the anode and cathode are given by equations (3.11) and (3.12), respectively.














where the parameter kp6 is expressed as follows:
kp6 =
rp2
105 · F · (1− ǫp) · lp · c̄p · ac · q · dp
(3.13)
The surface mole fraction of the solid particles determines the voltage of the battery in
the minute model, as opposed to using the average mole fraction to determine the voltage
in the hour model. Equations (3.11) and (3.12) show that the average mole fraction differs
from the average surface mole fraction. By introducing the volume-averaged mole fraction
flux and surface mole fraction, transient effects appear in the battery voltage. The voltage
prediction in the hourly model depends on the state-of-charge (SoC), which is equivalent to
using only the average mole fraction and ignoring the concentration gradients in the particles.
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The battery voltage, which depends on the surface mole fractions (Sp(t), Sn(t)) and the
voltage correction due to internal resistances (e.g., transport, reactions, contact, wiring),
can be expressed with the help of the equations given above. These internal resistances can
be highly nonlinear; here, we use the linearized resistances. The LiB voltage is a nonlinear
function of the surface mole fraction of lithium at the anode and cathode. We linearize
the open circuit voltage by creating a linear approximation around the 50% state-of-charge
point. Figure 3.3 shows the experimentally obtained open circuit voltage (blue dashed curve)
as well as the linearized voltage (solid red line) of a Panasonic 18650B 3.4 Ah cell versus the
capacity (state-of-charge).
Figure 3.3: The open circuit voltage (blue dashed curve) of a battery versus capacity (state-
of-charge), obtained by discharging a fully charged battery very slowly, and linearized open
circuit voltage (red solid line).
3.5 Minute-Level Optimization Model
The model new to this research determines a dispatch strategy given a procurement
strategy from (H), an established model [42]. The dispatch variables represent the levels
at which the purchased technologies operate. The objective of our model is to provide the
optimal power output for each device for one day at a minute-level time fidelity subject to
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meeting power demand and limitations of the power generation technologies. The concen-
tration gradient effects help to more accurately model the performance of the batteries; we
include ramping effects of the generators as well.
3.5.1 Mathematical Formulation
We now present the mathematical formulation of our problem (M). In general, we use
lower-case letters for parameters and upper-case letters for variables except for established
constants. We also use lower-case letters for indices and upper-case script letters for sets.
Superscripts and accents distinguish between parameters and variables that utilize the same
base letter, while subscripts identify elements of a set. Some parameters and variables are
only defined for certain set elements, which are listed in each definition. Plus signs (+)
signify power entering a technology, while minus signs (−) indicate power leaving. The
units of each parameter and variable are provided in brackets after its definition. We use
the term “twins” to denote a tuple or a multiple of a certain technology type.
Sets
t ∈ T set of all time periods [minutes], 1, . . . , |T |
j ∈ J set of all battery and generator technologies
g ∈ G ⊂ J set of all generator technologies
b ∈ B ⊂ J set of all battery technologies
s ∈ S set of all PV panel types
k ∈ Ĵ j set of twins of technology j, given specifically by size, type, and
manufacturer
k ∈ Ĝg set of all generator twins of type g
k ∈ B̂b set of all battery twins of type b
Timing parameters
τ length of one time period [hours]
ν ratio of base operation duration to time horizon length [fraction]
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Optimization model penalty parameters
c̃j cost of procuring one twin of technology type j [$/twin]
cs cost of procuring one panel of technology type s [$/panel]
δft fuel cost penalty in time period t [$/gal]
ǫj cycle cost penalty for technology type j [$/(minutes, cycles)]
w̃j weight of one twin of technology type j [kg/twin]
ws weight of procuring one PV system of type s [kg/system]
wf weight of fuel [kg/gal]
ω transportation cost per unit of equipment or of fuel weight [$/kg]
µc relative objective weight for cost minimization [fraction]
µℓ relative objective weight for life cycle minimization [fraction]
µw relative objective weight for weight minimization [fraction]
Power system parameters
dPt average power demand in time period t [W]
k̄ overage load coefficient [fraction]
ks spinning reserve required relative to PV power [fraction]
k̂ spinning reserve coefficient [fraction]
Technology parameters

























g ramp up and down time, respectively, for generator g [fraction/minutes]
tupg , t
down
g minimum up and down time, respectively, for generator g [minutes]
kaltg electric derating factor of generator g for altitude [fraction]
ktempgt electric derating factor of generator g in time t for temperature [fraction]
PV parameters
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b bi-directional converter slope-intercept parameter for battery b [W]
β+b , β
−
b bi-directional converter slope parameter for battery b [unitless]
avb , b
v




b battery b linear lifetime model slope and intercept coefficients,
respectively [unitless]
b0b battery b state-of-charge used in initial condition constraints [fraction]
crefb battery b manufacturer-specified capacity [Ah]
c+b , c
−
b battery b charge and discharge capacity rate coefficients, respectively
[hours]
rnomb battery b internal resistance [Ohm]
iavgb typical current expected from battery b for both charge and discharge
activities [A]









iL+b = 0 ∀b ∈ B
iU−b , i
L−
b battery b discharge current upper and lower bound, respectively [A]
iU−b = 2c
ref
b ∀b ∈ B
iL−b = 0 ∀b ∈ B









b ∀b ∈ B
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erb contact resistance for battery b [Ohm]
rcb electrolyte resistance for battery b [Ohm]
bpsb , b
ns
b constant for the solid state potential in the positive and negative
terminal of battery b, respectively [V]
cvb constant for the solid state potential of battery b [Ohm]
kp3b , k
n3
b battery b constant for average mole fraction equation for charging and





b battery b constant for the volume-averaged mole-fraction flux equation





b battery b constant for the volume averaged mole-fraction flux equation





b battery b constant for the surface mole fraction equation for charging and





b initial condition (mole fractions) of battery b [unitless]
qp0b , q
n0




b upper and lower bound of average mole fraction in solid particles at the
cathode of battery type b, respectively [unitless]
c̄nsb , c
ns
b upper and lower bound of average mole fraction in solid particles at the
anode of battery type b, respectively [unitless]
θdpbt , θ
dn
bt average lithium concentration gradient temperature coefficient of battery
b in time t [unitless]
kp1b , k
n1
b battery b constant for the temperature dependence of diffusion
coefficients at the cathode and anode particles, respectively [K]
θrefb battery b reference temperature [K]
























∀b ∈ B, t ∈ T
Continuous variables
Power system variables
Ljk number of expended life cycles for technology type j, twin k
[generator minutes, battery cycles]
P+jkt, P
−
jkt aggregate power into and out of technology type j, twin k in time
period t, respectively [W]
P PVst aggregate power out of PV technology type s in time period t [W]
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Generator variables
F̃t amount of fuel used in time period t [gal]
Battery variables
Bsocbkt state-of-charge of battery type b, twin k at the end of time period t
[fraction]




bkt battery b, twin k current for charge and discharge, respectively, in
time period t [A]
V socbkt battery b, twin k voltage in time period t [V]
Cpbkt, C
n
bkt average mole fraction of lithium in the cathode and anode of
battery type b, twin k in time period t, respectively [unitless]
Qpbkt, Q
n
bkt volume-averaged mole fraction flux of lithium in the cathode and




bkt surface mole fraction of lithium in the cathode and anode of
battery type b, twin k in time period t, respectively [unitless]
Binary and integer variables
Generator variables
Ggkt 1 if technology type g, twin k is operating in time period t, 0
otherwise
Gstartgkt 1 if technology type g, twin k is ramping up in time period t, 0
otherwise
Gstopgkt 1 if technology type g, twin k is ramping down in time period t, 0
otherwise
Battery variables
B+bkt 1 if battery type b, twin k is charging in time period t, 0 otherwise














































































P PVst ≥ (1 + k̄)d
P



























P PVst ∀t ∈ T (3.15b)
p
b

























∀t ∈ T (3.15e)























gGgkt) ∀t ∈ T (3.16b)




















gkt ) ∀g ∈ G, k ∈ Ĝg, t ∈ T : t > 1 (3.17b)
(see §3.5.2.5 Generator Minimum-Up and -Down Time)
Gstartgkt ≥ Ggkt −Ggk,t−1 ∀g ∈ G, k ∈ Ĝg, t ∈ T : t > 1 (3.18a)






































≥ Ggkt ∀g ∈ G, k ∈ Ĝg, t ∈ T : k > 1, t ≥ t
up
g (3.18f)
(see §4.8.4.4 PV Operations)
P PVst ≤ γstxs ∀s ∈ S, t ∈ T (3.19a)































bkt ≤ s̄b ∀b ∈ B, k ∈ B̂b, t ∈ T (3.20e)
Bsocbkt = B
soc


















bkt) b ∈ B, k ∈ B̂b, t ∈ T : t > 1 (3.20h)













b ∈ B, k ∈ B̂b, t ∈ T : t > 1 (3.20i)

















































b b ∈ B, k ∈ B̂b, t ∈ T (3.20n)












r + rc)(I+bkt − I
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bk,t−1 ∀b ∈ B, k ∈ B̂b, t ∈ T : t > 1 (3.20t)
B+bkt +B
−
b′k′t ≤ 1 ∀b, b























∀j ∈ J , k ∈ Ĵ j (3.21c)




‘ ∀j ∈ J , k ∈ Ĵ j, t ∈ T (3.22a)
Ljk ≥ 0 ∀j ∈ J , k ∈ Ĵ j (3.22b)
F̃t ≥ 0 t ∈ T (3.22c)


















∀b ∈ B, k ∈ B̂b, t ∈ T (3.22e)
Qpbkt, Q
n





gkt binary ∀g ∈ G, k ∈ Ĝg, ∀t ∈ T (3.22g)
B+bkt, B
−
bkt binary ∀b ∈ B, k ∈ B̂b, ∀t ∈ T (3.22h)
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3.5.2 Detailed Discussion of Formulation
3.5.2.1 Objective Function
The objective function (3.14) minimizes the sum of three terms: (i) the cost associated
with procuring various technologies and generator fuel; (ii) an arbitrarily weighted measure
of the life cycles used by each technology over the total length of operation; and (iii) a
weighted measure of the transportation cost associated with the various technologies and
fuel.
3.5.2.2 System Operations
Constraint (3.15a) ensures that the minute demand for power is met. The first term
represents the power being discharged from the batteries, accounting for inverter losses; the
second term represents the power to charge the batteries, accounting for rectifier losses; the
third term represents the power from the generators, accounting for power system losses; and
the forth term reflects the contributions of PV power. The right-hand side is the product of
the forecasted demand for the time period and an overage load factor. Constraint (3.15b)
enforces “spinning reserve” via the use of a dispatchable technology (generator or battery)
capable of meeting a fraction of the power provided by PV. Constraint (3.15c) bounds the
capacity of a battery to a minimum and maximum value. Constraint (3.15d) ensures the
battery capacity is less than the amount of power the battery can deliver in the current time
period based on the state of charge at the end of the previous time period. Constraint (3.15e)
enforces that the “spinning reserve” from the additional dispatchable technology (generator
or battery) is at least a portion of the net demand.
3.5.2.3 Generator Operations
If a generator is running, constraint (3.16a) bounds output power between a minimum and
maximum manufacturer-specified power level. Constraint (3.16b) determines the amount of
fuel used by a generator during time period t.
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Figure 3.4: A topological layout of the proposed FOB hybrid system that includes generator,
PV, and battery technologies. All technologies are physically located in close proximity to
each other. Note: Conversion equation is In = Out+α+β ·Out so the subsequent equations
used by the model are: Out= In−α
(1+β)
The α and β values are unique to the direction of power
flow (see constraints (3.15a) and (3.15b)).
3.5.2.4 Generator Ramp-Up and Ramp-Down Time
Constraint (3.17a) limits the increase in the power output of a given generator from the
previous time period (t − 1) to the current time period (t). Constraint (3.17b) limits the
decrease in the power output of a given generator from the previous time period (t − 1) to
the current time period (t).
3.5.2.5 Generator Minimum-Up and -Down Time
Constraints (3.18a) and (3.18b) determine the time period in which a given generator
starts and stops, respectively. Constraints (3.18c) and (3.18d) maintain that the given
generator continues to run or stay stopped until at least tupg or t
down
g has passed, respectively.
Constraints (3.18e) and (3.18f) break symmetry by numerically prioritizing the use of




We limit the PV output power of technology type s in time period t per panel to γst in
constraint (3.19a). The anticipated solar panel output results from a PVWatts simulation
run a priori, which accounts for performance characteristics such as location, panel efficiency,
tilt, and angle.
3.5.2.7 Battery Storage Operations
Constraints (3.20a) and (3.20b) represent the nonlinear relationship between voltage,
current, and the power associated with charging and discharging the battery, respectively.
Constraint (3.20c) provides bounds for charging current.
Constraint (3.20d) updates the battery SOC, which is a function of its previous SOC and
the discharge and charge currents. The battery must start and end the day with the same
SOC.
Constraint (3.20e) bounds the SOC of a battery to a minimum and maximum level.
Constraint (3.20f) ensures that the batteries operate in droop, rather than individually.
Constraints (3.20g) and (3.20h) determine the change in average mole fraction at the an-
ode and cathode particles derived from equations (3.3) and (3.4), respectively. Constraints
(3.20i) and (3.20j) determine the volume average mole fraction flux at the anode and cath-
ode particles derived from equations (3.7) and (3.10), respectively. Constraints (3.20k) and
(3.20l) determine the surface mole fraction at the anode and cathode particles derived from
equations (3.11) - (3.12), respectively. Constraints (3.20m) and (3.20n) set upper and lower
bounds for the surface mole fraction at the anode and cathode particles, respectively. Con-
straint (3.20o) models the battery voltage as a function of surface mole fraction and the
direction of current flow. Constraints (3.20p) and (3.20q) bound the net power flow of each
battery per time period, while constraints (3.20r) through (3.20t) similarly constrain current
flow. Constraint (3.20u) prevents simultaneous charge and discharge operations.
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3.5.2.8 Lifecycle
Constraint (3.21a) counts the number of operational minutes of a generator. Constraint
(3.21b) counts life cycles for batteries. A battery’s lifecycle is a function of both the amount
of the charge and discharge currents as well as the SOC level at which the charge or dis-
charge occurs. Because the lifecycle constraint considers both charge and discharge i.e., two
opposite-direction operations, which together we refer to as a round-trip, we divide by two.
Constraint (3.21c) limits technology lifetime.
3.5.2.9 Non-negativity and Integrality
Finally, constraints (3.22a) - (3.22e) ensure that the appropriate variables in our for-
mulation assume continuous, non-negative values. Constraint (3.22f) allows battery flux to
be unrestricted. Constraints (3.22g) - (3.22h) enforce integer and binary restrictions, as
appropriate.
3.5.3 Linearization
(M) is nonlinear in that there is one quadratic term (see constraint (3.16b)), and bilinear
terms within constraints (3.20a), (3.20b), and (3.21b). Models with similar nonlinearities
solved using instances with sizes on par with ours report long run times [42]. Therefore, to
increase tractability of the corresponding model instances, we present (M), a linearization
of (M), which also corresponds to an under-estimation of the original problem.
3.5.3.1 Exact Linearization
We can approximate a quadratic function by using piecewise linear functions; however,
in our case, the data provided by the manufacturers corresponds to a line, so we set afg equal
to 0, thereby eliminating the quadratic term. The bilinear terms assume the product of two
continuous variables and we use a convex under-estimation technique. We do not explicitly
present the constraints for the case in which t = 1 because the only difference is that for this
case, b0b replaces B
soc
bk,t−1 (which occurs when t > 1).
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Substituting the voltage constraint (3.20o) directly into the power constraints (3.20a)






































∀b ∈ B, k ∈ B̂b, t ∈ T (3.24)
We can simplify equations (3.23) and (3.24) by distributing the respective current variable




















r + rc)iavgb I
+
bkt




















r + rc)iavgb I
−
bkt
∀b ∈ B, k ∈ B̂b, t ∈ T (3.26)
We distribute the terms on the right hand side of the lifecycle constraint (3.21b) to


























∀b ∈ B, k ∈ B̂b (3.27)
Auxiliary Variables




bkt battery b, twin k linear approximation variable representing the product
of state-of-charge and current for charge and discharge, respectively, in




bkt battery b, twin k linear approximation variable representing the product
of cathode surface mole fraction and current for charge and discharge,
respectively, in time period t [A]
Z+2bkt, Z
−2
bkt battery b, twin k linear approximation variable representing the product
of anode surface mole fraction and current for charge and discharge,









































bkt ∀b ∈ B, k ∈ B̂b, t ∈ T (3.34)
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∀b ∈ B, k ∈ B̂b (3.37)
Constraint (3.21b) presents a symmetric function that penalizes both charge and dis-
charge operations equally as a fraction of capacity. Given our definition of SOC per con-
straint (3.20d), which implies that the battery needs to charge in order to discharge, we can
simplify constraint (3.37) by multiplying it by two, which cancels the 2 in the denominator,
and removing either the charge or discharge variables. We choose to remove the discharge
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∀b ∈ B, k ∈ B̂b (3.38)
For all constraints involving bilinear terms, we invoke an approximation to eliminate the






















bkt represent the product of two continuous variables,
which is both a nonlinear and nonconvex relationship; however, [65, 66] provide an approxi-
mation technique using the convex envelope of the terms comprising the bilinear relationship
to obtain a lower bound. We depict this linearization in constraints (3.39a) through (3.39t),





















































































































































































































































b ∀b ∈ B, k ∈ B̂b, t ∈ T (3.39t)
Thus, (M) removes constraints (3.20a), (3.20b), (3.20o), and (3.21b) and replaces them
with constraints (3.35) through (3.39t), and adds a non-negativity constraint (3.28). The
quality of solutions from (M), compared to (M), is directly related to the tightness of the























b , and i
U−
b and originate from the rate-capacity effect of the battery
(see constraints (4.53m) through (4.53l)).
3.6 Data and Results
The linear optimization model uses the AMPL (A Modeling Language for Mathematical
Programming) modeling language [38] and is solved with the CPLEX Solver, Version 12.6.0.1
[67] on a Dual-Quad core CPUs at 2.83 GHz with 16GB RAM and 160GB HDD under a
Ubuntu 14.04 operating environment.
3.6.1 Data
We take the generator parameters from Table 2 of [42]. Additional (i.e., battery)
parameters for the hourly model (H) are given in Table 3.2 (in this chapter). Table 3.3
shows the measured values, obtained from a lithium-ion battery tested at Georgia Institute












b , and k
n6
b
using equations (3.3) - (3.13). Additional values for (M) are given in Table 3.4.
The Base Camp Integration Laboratory (BCIL) is located at Ft. Devens in Massachusetts
and, inter alia, serves as a facility to test equipment used by soldiers during deployment.
We received energy demand data from tests conducted at this facility, based on a simulated
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Table 3.2: Parameter values used in the hour-level battery model






















b1 250000 122102. 1 1000 0.95 0.95 0.0237 55.66 192.1 1136.6 0.0173 2 0.8 -0.8
b2 200000 97682.0 1 1000 0.95 0.95 0.0297 55.66 192.1 909.28 0.0173 2 0.8 -0.8
b3 150000 73261.5 1 1000 0.95 0.95 0.0396 55.66 192.1 681.96 0.0173 2 0.8 -0.8
b4 100000 48841.0 1 1000 0.95 0.95 0.0594 55.66 192.1 454.64 0.0173 2 0.8 -0.8
b5 50000 24420.5 1 1000 0.95 0.95 0.1189 55.66 192.1 227.32 0.0173 2 0.8 -0.8
b6 25000 12210.2 1 1000 0.95 0.95 0.2378 55.66 192.1 113.66 0.0173 2 0.8 -0.8
Table 3.3: Parameter values used for battery chemistry (see Subsection 3.4.3)
Parameters Cathode Anode Units
c̄p/n 49459.2 30555 mol/m3
dp/n 3× 10−15 1.6× 10−14 m2/s
lp/n 80× 10−6 96.5× 10−6 m
ǫp/n 0.254 0.221 unitless






Table 3.4: Parameter values used in the minute-level model (see Subsection 4.8.3)







wf 100 tupg 15
ω 100 tdowng 0
µc 1 kaltg 1
µℓ 1 α+b , α
−
b 34
µw 0 β+b , β
−
b 0.064
k̄ 0.05 b0b 0.8
ks 0.3 rnomb 0.00336














FOB containing buildings indicative of what the military uses, with metered power demand
information and weather data. Our demand data was collected at the minute-level for the
10 working days between June 6, 2016 and June 17th, 2016 during Sustainability Logistics
Basing - Science Technology Objective Demonstration activities at the BCIL. This demon-
stration is led by the Research, Development and Engineering Command, and is managed
by the Natick Soldier Research, Development and Engineering Center. We use the data, as
such in (M), and average the observations to obtain hour-level values for load suitable for
(H). Our results focus on two days from the 10-day dataset: June 14 and 17, corresponding
to Day 7 and Day 10, respectively. Results from the other days exhibit similar results.
3.6.2 Model Results and Parametric Study
The Phase I optimization model (H), solved for the 10-day time horizon, provides a pro-
curement strategy of a 250kWh battery, 15kW generator and 75 solar panels. This dispatch
strategy is then fixed for both runs we perform with (M). Whereas (H) requires about 76
seconds to solve to a 5% gap for 240 time periods (or a 10-day horizon), instances of (M)
containing 1,440 time periods (equating to a day-long time horizon) required about 15 min-
utes to solve. (H) provides a crude (hourly) dispatch without the detail of the concentration
gradient for the batteries and ramping characteristics of the generators which is nonetheless
helpful for informing the procurement strategy. Typically, given more extensive data, one
would run (H) for an annual time horizon (see, e.g., [68]), precluding the inclusion of de-
tailed, minute-level behavior that we are able to incorporate into (H). In order to mitigate
the lack of clairvoyance in the minute model, we place extra constraints that the battery
must begin (and, therefore, end) each day with a state-of-charge of 80%. As discussed below,
this serves to promote use of the battery each day. While there are similarities between the
dispatch strategies produced by (H) and (M), there are also clear advantages afforded by
the more detailed model. Specifically, Figure 3.5 and Figure 3.6 demonstrate that for the
two days over which we run the model instances, both (H) and (M) generally follow the
same strategy. That is, for periods of constant load, the generators typically meet the load
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that solar cannot. For periods in which the load exhibits greater variability, the battery
helps to peak shave the demand. Solar power is also used during these times to charge the
battery for use later in the horizon such that the generator only operates at its “efficient
level," typically, at or above 90% of its rated capacity, or not at all. When solar power is
being stored in the battery, under both the solutions from (H) and (M), one sees that the
solar and battery power “mirror” each others’ profiles, even if said mirroring is offset by de-
mand that must be met by solar (that is not met with the generator). The most pronounced
qualitative difference between the dispatch strategies produced by (H) and (M) is the level
of detail. While the former strategy is, by design, constant for each 60-minute interval, that
of (M) closely follows the dispatch strategy. This is particularly true of the battery and
solar dispatch, while in both cases, the generator dispatch appears to be relatively constant.
Quantitatively, fuel use in Phase I is 4.30 and 10.72 gallons for days 7 and 10, respectively.
The corresponding fuel use in Phase II is 4.03 and 7.76 gallons. This disparity use can be
explained by the difference in battery use that occurs because of the added constraint to the
minute model, i.e., that the battery must be charged to an 80% state-of-charge at the end
of each day. This leads to increased battery use and greater fuel savings, generally, in the
minute-level model.
Figure 3.5: Day 7 : Phase I and II dispatch strategies for 24 hours, starting at midnight,
given in hourly increments for (H) and minute increments for (M). The hourly dispatch
strategy does not follow the load as closely as the minute-level strategy does.
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One marked difference between our two test runs is that while the Day 7 case (Figure 3.5)
shows hour- and minute-level dispatch to follow each other less closely, the Day 10 case
(Figure 3.6) depicts the two strategies matching each other more closely. Day 7 possesses
a more constant demand in the early part of the day, allowing the batteries in both cases
to essentially meet the load, after which a highly variable demand is met from solar power
while the battery is being charged with the excess energy produced. Because the demand is
only registered at the hourly level for (H), the model is less agile in its response to meeting
said demand. Towards the latter part of the day as the solar power diminishes, it appears
that the battery in both solutions powers demand until that technology no longer suffices,
in which case the generator turns on. For the Day 10 case, the demand is more variable at
the beginning of the day. While (H) chooses to use the generator and some battery power
to meet demand, (M) meets the load entirely with the battery. In (M), generator ramp
rates and times are considered, and, hence, the more detailed model is limited by the reality
of the generator’s performance to a greater extent. The dispatch strategies for both models
match more closely in the middle of Day 10 than for Day 7. In the latter part of the day,
the battery in the solution from (H) is overly optimistic about its performance capabilities
(recall, the concentration gradient is lacking). The more realistic solution from (M) uses
the battery less and therefore relies on the generator because solar power has diminished.
Figure 3.6: Day 10: Phase I and II dispatch strategies for 24 hours, starting at midnight,
given in hourly increments, for (H) and minute increments for (M). The hourly and minute
dispatch strategies follow the load more closely in this case than for the case on Day 7.
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In addition, we conduct a parametric study that tests the effects of changing four inputs,
specifically, (i) kp1b and (ii) k
n1
b , the constant for each battery b associated with the temper-
ature dependence of diffusion coefficients at the cathode and anode particles, respectively;
(iii) δft , the cost of fuel in time period t; and (iv) k̄, the overage load coefficient. The ra-
tionale for these choices is as follows: the battery constants are rougher estimates based on
empirical testing than the others used in the model because they are a function of activa-
tion energies, whose values vary considerably as given in the literature. By contrast, some
battery parameters such as kp3b and k
p3
b can actually be obtained from manufacturers and/or
have been well established in the literature, and, as such, are much more certain. A realistic
range for both of these less certain values lies between 6.054 and 24.216 degrees Kelvin. The
fuel cost is the subject of much debate, as it pertains to a “fully burdened cost of fuel,” not
simply to the value of the commodity in a civilian environment. The extra penalty results
from the danger associated with transporting the fuel through a war zone, and is particularly
subjective depending on the weight placed on this danger and the risk associated with the
loss of human life. A realistic range lies between $25 and $100 per gallon. Finally, we choose
values of k̄ between 0 and 0.05 to represent the cable losses in the system, which do not
exceed 5% for lines under 300′.
We use the Latin hypercube sampling function within Matlab [69] to generate 1,000
random combinations of the four parameter values in question, and run the minute-level
optimization model (M) for each of these using, without loss of generality, Day 7 demand;
Matlab’s rstool runs require a few seconds on a standard desktop PC, while solving (M)
requires between 30 seconds and 15 minutes per run, with an average run time of approxi-
mately two minutes (using the software given above). For each run, we record two responses
of interest: the objective function value of (M) and the total fuel consumption using a
quadratic fit, which works best for our tests. The upper panel in Figure 3.8 shows the
fit and 95% confidence interval bands for each of the original values of the four inputs we
change, while the lower panel shows the same for a set of four arbitrary values. The dashed
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(blue) vertical lines correspond to the values of each input parameter; the dotted (purple)
horizontal lines provide the values for the responses (objective function value and fuel con-
sumption) for the given set of four inputs. Each fitted curve and confidence interval is based
on the 1,000 runs we make. Generally speaking, fuel consumption appears to be relatively
constant for the ranges of the parameters we vary with the exception of the overage load
coefficient. The overall objective function and fuel consumption values are sensitive to both
the fuel cost and the load coefficient.
Figure 3.7 shows a comparison between the modeled and fitted data for each response, i.e.,
objective function value (left) and fuel consumption (right). The R2 values close to 1 signify
that the responses given in Figure 3.8 closely match the objective function values obtained
from running (M) with the prescribed set of four input values used in the parametric study
(keeping all other parameter values for the Day 7 run the same).












































Figure 3.7: We show the fit of our 1,000 samples with respect to the objective function value
(left) and fuel use (right) when it is measured by solving (M) and by using the response



































































Figure 3.8: The upper panel shows the fit and 95% confidence interval bands for each of the
original values of the four inputs we change; the dashed (blue) vertical lines correspond to
the values of each input parameter; the dotted (purple) horizontal lines provide the values
for the responses (objective function value and fuel consumption) for the given set of four
inputs. Each fitted curve and confidence interval is based on 1,000 runs. The lower panel
shows the same for a set of four arbitrary values.
3.7 Conclusions
We present two models for power dispatch in a microgrid - one, (H), a modification from
an existing model which produces both a design and dispatch strategy based on hour-fidelity,
and the second, (M), which takes the dispatch strategy determined by (H) as given, and
yields a more detailed, minute-level dispatch strategy from a model that incorporates the
battery characteristic of a concentration gradient and the generator attributes of ramping
and minimum up- and down-times. We show that while (H) can produce a credible dispatch
strategy, (M) is far better designed to handle the minute-level fluctuations in load. Quanti-
tatively, fuel use decreases from the dispatch solution provided by (H) to that provided by
(M) by about 6.6% and 38.1%, respectively, for the Day 7 and Day 10 case studies owing
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to increased battery use. On the other hand, instances of (M), with current state-of-the-art
hardware and software, would not be tractable for a horizon sufficiently long to produce an
informed procurement strategy. Additionally, because demand for each minute throughout
the course of a year cannot be accurately forecasted, by its nature, the dispatch should
be solved for shorter time horizons. By using both models in these different manners, we
combine their best attributes.
Practically speaking, the process described in this chapter improves upon the work of
Sciolettti et al. [42] by providing a dispatch strategy that includes considerably more detail;
specifically, (i) the load values are given at the minute, rather than the hour, level; (ii)
the generators are associated with minimum up- and down-times, as well as ramp-up and
-down times, not present in the Sciolettti et al. [42] work; and (iii) the battery behavior
incorporates a concentration gradient. These improvements allow the military to better
compute an optimal, real-time dispatch strategy, as opposed to a procurement strategy
yielded by Sciolettti et al. [42].
Future work entails collaboration with researchers who run micro-controllers to compare
our minute-level dispatch against theirs, which is, at the time of this writing, produced via
heuristics. While said heuristics may be able to account for real-time control, they might
also benefit from an optimized strategy to inform their decisions. This could aid Soldiers out
in the field, as well as occupants of other remote sites such as those in sparsely populated
rural areas, or industries that have off-grid operations, such as open-pit and underground
mines in some countries.
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CHAPTER 4
OPTIMAL DESIGN AND DISPATCH OF A HYBRID MICROGRID SYSTEM
CAPTURING BATTERY FADE
This paper will be submitted to the journal Optimization and Engineering.
G.H. Goodall1, B.K. Suthar2, M. Scioletti1, A. Zolan3, A.M. Newman1 and P.A. Kohl2
1Colorado School of Mines, 2Georgia Institute of Technology, 3University of Texas at Austin
4.1 Abstract
Microgrids provide power to remote communities and at operational sites that are not
connected to a grid. We consider such a microgrid that consists of a battery, photovoltaics,
and diesel generators, and optimize the components it comprises and a corresponding dis-
patch strategy at hourly fidelity so as to minimize procurement, operations and maintenance,
and fuel costs. The system is governed by constraints such as meeting demand and adhering
to component interoperability and capability. Our contribution lies in the introduction to
this optimization model of a set of constraints that incorporates capacity fade of a battery
and temperature effects. We show, using data from a forward operating base and solving
the corresponding instances for time horizons from 4,800 to 8,760 hours, that higher tem-
peratures decrease resistance and discharge capacity which lead to an increase in capacity
fade. In some cases, the procurement strategy is robust to the fade of the battery, but fade
can influence power output and battery state-of-charge.
4.2 Introduction and Literature Review
Hybrid power systems can be used to produce energy to meet demand at remote sites
such as forward operating bases (FOBs). We use an optimization model to determine: (i)
the procurement strategy - the number and type of energy-producing technologies selected
and (ii) the dispatch strategy - the amount of energy provided by each of the technologies -
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used to meet load at a FOB and to minimize cost and fuel use. The available technologies,
shown in Figure 4.1, include diesel generators, photovoltaic cells (PV) and batteries, the
latter of which is a critical system component in minimizing fuel use, allowing us to store
energy and provide dispatchable power quickly ([70] [71]). Without loss of generality, we
consider lithium-ion batteries, which have both advantages and disadvantages over other
commercially available battery types such as lead acid, nickel cadmium and nickel-metal
hydride ([72], [73]).
Figure 4.1: A topological layout of the proposed FOB hybrid system that includes generator,
PV, and battery technologies. All technologies are physically located in close proximity to
each other.
Power output from a battery is influenced by many factors including its type, capacity,
charge and discharge rates, number of charge and discharge cycles it has undergone, and the
conditions in which it is used, e.g., ambient temperature. The behavior of the battery affects
the hybrid system’s ability to perform efficiently and, therefore, to meet load. Over thou-
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sands of cycles, capacity decreases in rechargeable batteries, limited by slow electrochemical
processes, such as the formation of a solid-electrolyte interphase in the negative electrode
[74]. We refer to this decrease in capacity as capacity fade; these effects in a battery account
for degradation as a result of aging and use.
Previous work incorporates a nonlinear set of battery constraints into a design and dis-
patch optimization model such as ours in which average battery output is modeled as a func-
tion of the “physics-based nonlinear, nonconvex relationship between current and voltage”
[41]. This work introduces a rate-capacity effect which allows for an adjusted state-of-charge
of the battery. In their optimization model, termed (P), Scioletti et al. take into account
the effects of the rate of discharge on battery capacity. This is an improvement over previous
models because it lowers the overestimation of discharge capabilities. However, (P) does not
consider capacity fade directly; rather, it limits the number of lifecycles a battery can incur
to a maximum, after which the battery cannot be used. We improve upon (P) by introducing
a newer model, henceforth referred to as (C), that includes temperature and capacity fade
effects. Instead of limiting battery life to a predetermined number of cycles, we calculate
the loss of capacity within the battery based on battery size, temperature and ampere hour
throughput. We compare optimization models (C) and (P), with and without capacity fade,
respectively, and show that (C) increases the accuracy within a distributed generation (DG)
system.
The capacity fade model (C) is a mixed integer nonlinear program (MINLP), which, for
realistic instances, proves to be difficult to solve and, in fact, intractable after the horizon
extends beyond 300 time periods. To increase tractability, we employ linearization techniques
to the MINLP to create an approximate mixed integer linear program (MILP). Though a
solution from this model does not guarantee the feasibility and/or optimality of the MINLP,
the former model can be an effective alternative that allows us to solve instances containing
up to 8,760 hourly time periods (corresponding to one year’s worth of load data).
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Several optimization papers exist that provide methodologies and solutions for mixed
integer linear programs that address meeting energy loads ([41], [27], [12], [68], [15]). Pruitt
et al. [12] investigate a system that is grid-connected and incorporates a solid oxide fuel cell
for cooling and heating along with generators and PV. Zachar and Daoutidis [15] also use a
MILP to optimize a grid connected DG system, but they consider wind and microturbines
among their renewables. Morais et al. [27] combine a fuel cell with wind and batteries in
their model. Several more use different optimization techniques ([10], [11], [14]), while still
others use genetic algorithms ([22], [26], [28]) or HOMER ([3], [8], [23], [9]).
Optimization papers that model distributed generations with batteries include ([22], [23],
[24], [1], [28], [9], [75], [27], [76], [7]). Rehman et al. and Shaahid et al. ([23], [9]) employ
HOMER (Hybrid Optimization Model for Electric Renewables), which optimizes hybrid
systems, in their work. HOMER incorporates the kinetic battery model [76] which gives
the change in capacity as a nonlinear function of charge and discharge rates and models a
battery’s capacity as two tanks, one that is immediately available for discharge and another
that is chemically bound. Bala and Siddique [22] use the HOGA (Hybrid Optimization by
Genetic Algorithms) model developed by Dufo-López and Bernal-Agustin [7]. The battery
model used by [7] improves on the kinetic battery one [76] used in HOMER by optimizing
over the battery state-of-charge, as opposed to a user entered value. Kaldellis et al. [24]
consider a PV, wind and battery system for ten- and 20-year time horizons. They employ
lead acid batteries but do not take into account battery degradation over time. They cite
Hua et al. [77] who caution about the capacity-loss in lead-acid batteries operated in remote
locations due to sulfation of electrodes and stratification of electrolyte. In [77], the authors
show that batteries maintain capacity well, in test conditions, over two- and three-year spans.
Merei et al. model three different battery types - lead-acid, lithium-ion and vanadium redox-
flow in a DG system with wind, PV and diesel generators. Their lithium-ion battery model
is based on the work of Buller [78], but the former authors introduce an aging factor that
depends on SOC, temperature and data. Our work differs from that of [28] in that they
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use a genetic algorithm modeled and implemented in Matlab and Simulink while we use an
optimization model and provide a more detailed, mathematical approach to battery capacity
fade. Morais et al. [27] use a MILP that includes wind, PV, fuel cells and battery storage;
however, their constraints do not account for capacity fade or temperature effects.
Our model is concerned with with minimizing fuel use and meeting load requirements at a
forward operating base, using simulated loads from different regions. Our main contribution
lies in the introduction to a mixed-integer program of a set of constraints that incorporates
capacity fade and temperature effects of a battery. The mathematical program determines
procurement, and corresponding dispatch, strategies for a microgrid. Such microgrid models
exist, as do models that capture capacity fade and temperature effects of a battery ([74],
[77]). However, to the best of our knowledge, these models have not been combined. In order
to incorporate the capacity fade effects, we must develop explicit, mathematical expressions
of the capacity fade that discretize time; to enhance tractability of the resulting model, we
linearize these expressions. The remainder of this chapter is organized as follows: Section
3 provides a previously used nonlinear battery model upon which we improve with the
changes given in Section 4. Section 5 contains the mathematical program with those changes
incorporated while Section 6 discusses the corresponding results. Section 7 concludes.
4.3 Capacity Fade Effects
In this section, we detail battery capacity fade effects and introduce the necessary
simplifications to some battery chemistry equations that allow us to model these effects in
(C). These simplifications include limits to the charge and discharge rate of the battery
given other system constraints, as well as the linearization of nonlinear curves showing the
relationship between percent capacity lost and ampere hour throughput, using piecewise
linear functions.
We use the following notation to provide the battery chemistry equations relevant to
(C). Our notational convention follows: lower-case letters (a) represent parameters and
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indices, upper-case letters (A) represent variables, and script upper-case letters (A)
represent sets. Superscripts and accents distinguish between parameters and variables that
use the same base letter, while subscripts identify elements of a set. Some parameters and
variables are only defined for certain set elements, which are listed in each definition. Plus
signs (+) indicate power entering a technology (power in); minus signs (−) indicate power
exiting. Units are provided with each parameter and variable definition. The term “twins,”
denoted by the subscript k, refers to a tuple or a multiple of a certain technology type.
Symbol Explanation Units
Sets
b ∈ B set of batteries [integer]
k ∈ K set of battery twins [integer]




āb ampere hour threshold for percent capacity change




b temperature coefficient for capacity and resistance,
respectively, of battery b
[K]
mbn slope and intercept coefficients for ampere hour
throughput for battery b, piece n
[(Ah)−0.45]
R universal gas constant [JK−1mole−1]
sb size of battery b [Ah]
crate charge or discharge rate of the battery
brate coefficient of loss as a function of crate
θbt ambient temperature of battery b in time period t [K]
θrbt resistant temperature coefficient of battery b in time
period t
[unitless]






















∀t ∈ T (4.2)
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Variables
Abkt cumulative ampere hour throughput (charge and dis-




bkt charge and discharge current of battery b twin k in
time period t, respectively
[A]
Qbkt battery b twin k percent capacity loss up to time pe-
riod t
[percentage]
The percentage capacity loss of battery b, twin k, up to time period t (Qbkt), is a
function of temperature, size of the battery, and the ampere hour throughput. It can be
calculated using the following equation:
Qbkt = b
rate · exp






brate = 448.96(crate)2 − 6301.1 · crate + 33, 840
Assuming a constant charge and discharge rate
C-rate is a measure of the rate of battery charge and/or discharge relative to its maximum
capacity. In our case, the value varies only from 0C to 1C, because one hour is the minimum
time step allowed. If the battery discharges entirely in one hour at a rate of 1C, it discharges
completely in two hours at a rate of C/2 [79]. We use C/2 as an average rate of battery
operations in order to choose the parameter values for simplifying the expression given in
equation (4.3). This simplification is given in equation (4.4).







Choosing a C/2 rate of cycling as an average current does not compromise the accuracy
of equation (4.3) for the range of operations we test (0C to 1C rate), as shown in Figure 4.2,
which (i) compares the output of the simplified expression given in equation (4.4) with the
general expression given in equation (4.3), and (ii) shows that, for low rates of charge and/or





































Figure 4.2: Percentage capacity lost during battery utilization at different C-rates with
simplified formula given in equation 4.4. Note that the simplified formula lies on top of the
1C rate, C/2 rate and and C/10 rate.
Calculating Qbkt for differently sized batteries
The expression derived in equation (4.4) is valid for an A123 battery with 2.44 ampere hour
(Ah) capacity. The optimization model (C) chooses from different battery sizes. Thus, the
ampere hour throughput calculation has to be scaled based on the size of the system. To
consider several different battery sizes, we scale the battery of variable size using the ampere
hour calculation in equation (4.5).










Equation (4.5) shows that a battery with size 4.88 Ah will have less degradation for the
same ampere hour throughput relative to that of a 2.44 Ah battery. Figure 4.3 plots the
percentage capacity lost against ampere hour throughput for six different size batteries for

































Figure 4.3: Percentage capacity lost versus ampere hour throughput for different battery
sizes (plots derived from equation (4.5), not to be confused with experimental data points).
The approximate ampere hour throughput that leads to a given percentage degradation
can be calculated using equation (4.6). We give an example of that calculation using 20%
degradation and provide a summary for six different battery sizes, from 25 to 250 kWh, in
Table 4.1. We choose 20% because this is a reasonable estimation for maximum battery
degradation over the course of a year.










Table 4.1: Different battery sizes and Ah throughput that will cause 20% capacity loss, in
approximately 3,600 equivalent cycles.
Battery Size Capacity Ah Throughput for 20%







Linearization of ampere hour throughput term
The term (Abkt)
0.55 causes computational issues in the optimization framework, so we
simplify using piece-wise linear approximations based on the slope parameters mbn, where
n = {1, 2}, and a breakpoint āb as shown in Figure 4.4. The values for mb1, mb2 and āb are
calculated using the Microsoft Excel Solver tool to minimize the square of errors between
the nonlinear and piecewise linear functions.
For Abkt < āb:





For Abkt ≥ āb:




(mb1āb +mb2(Abkt − āb)) (4.8)
where mb1 is the slope of the line in the region Abkt < āb and mb2 is the slope of the line
after Abkt equals or surpasses the value of āb. The values of these slope parameters are
obtained by minimizing the error between the linear approximations in equations (4.7) and
(4.8) and the original curves given by equation (4.5). Table 4.2 provides the values of the
parameters for battery sizes between 25 kWh to 250 kWh. Figure 4.4 shows a plot of the
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linear approximation of two of these sizes (i.e., 25 kWh and 250 kWh).
Table 4.2: Parameter values used in piecewise linear approximation for the percentage ca-
pacity loss of different battery systems.
Battery Size (kWh) āb mb1 × 10
−4 mb2 × 10
−5
250 728,466.7 0.94 2.05
200 516,368.5 1.24 2.61
150 413,466.7 1.63 3.36
100 192,341.3 3.26 5.08
50 138,068.8 5.32 9.94
25 126,619.4 7.79 16.30
Figure 4.4: Linear approximation for capacity loss in two different battery systems, 25 kWh
(LinQ1) and 250 kWh (LinQ6).
In practical applications, battery operations are subject to variations in temperature
and current that occur over time. Therefore, we evaluate capacity degradation for each
battery and twin for every time period (∆Qbkt). Equations (4.9) and (4.10) calculate ∆Qbkt
as a function of temperature and ampere hour throughput for each battery and twin in the
time period (∆Abkt).
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For Abkt < āb:





For Abkt ≥ āb:





Note that ∆Qbkt is the percentage capacity loss and ∆Abkt is the ampere hour
throughput in a given time period t, whereas Qbkt and Abkt represent the cumulative
percentage capacity loss and ampere hour throughput, respectively, for the time horizon
from the initial time period up to time t. Equations (4.9) and (4.10) can be notationally
simplified by defining qbt = 31, 630 · exp(−31, 514.9/(Rθt)):
For Abkt < āb:
∆Qbkt = qbt(mb1 ·∆Abkt) (4.11)
For Abkt ≥ āb:
∆Qbkt = qbt(mb2 ·∆Abkt) (4.12)
The values for mbn for six batteries, sized from 25 kWh to 250 kWh, are shown in
Table 4.2.
4.4 Optimization Model Incorporating Capacity Fade Formulation
In this section, we provide the objective function and a nonlinear constraint set for the
battery model in (C). The remainder of the constraint set is given in Subsection 4.8.3
and is provided for convenience in the appendix. Constraints (4.30) - (4.38) are based on
100
the equations given in Section 4.3. We introduce additional notation here; the notational










b voltage slope and intercept coefficients battery b, re-
spectively
[V]
b0b initial state-of-charge of battery b [unitless]
ĉ−b rate-capacity slope of battery b [h]
crefb manufacturer-specified initial capacity of battery b [Ah]
dPt power demand in time period t [W]
ıb, ı̄b minimum and maximum current allowed for battery
b, respectively
[A]
irefb reference current of battery b [A]
η+b conversion efficiency for charging of battery b [fraction]
rrefbt internal resistance of battery b as a function of tem-
perature in time period t
[Ohm]
qbt capacity loss LifePO4 constant (includes tempera-
ture) for battery b in time period t
[(Ah)−0.55]
sb, s̄b minimum and maximum allowed SoC in battery b [fraction]
p
j
, p̄j minimum and maximum power rating, respectively,




Bsocbkt SoC of battery b twin k in time period t [fraction]
Ceffbkt variable capacity of battery b twin k in time period t [Ah]
C−bkt battery b twin k discharge capacity in time period t [h]
P+bkt, P
−
bkt aggregate power into and out of battery b twin k in
time period t, respectively
[W]





bkt 1 if in battery b twin k is charging or discharging,
respectively, in time period t, 0 otherwise
[binary]
Wbk 1 if battery b twin k is procured, 0 otherwise [binary]































































































bkt ∀b ∈ B, k ∈ K, t ∈ T (4.19)
sbWbk ≤ B
soc














































bkt ∀b ∈ B, k ∈ K, t ∈ T (4.26)
B+bkt +B
−










∀b ∈ B, k ∈ K, t ∈ T (4.28)








bkt)Ybknt ∀b ∈ B, k ∈ K, t ∈ T : t = 1 (4.30)

























∀b ∈ B, k ∈ K, t ∈ T (4.33)
∑
n∈N





bkt)τ ∀b ∈ B, k ∈ K, t = 1 (4.35)




bkt)τ ∀b ∈ B, k ∈ K, t ∈ T : t > 1 (4.36)
Abkt ≥ āb(Wbk − Ybknt) ∀b ∈ B, k ∈ K, t ∈ T , n = 1 (4.37)

















bkt ≥ 0 ∀b ∈ B, k ∈ K, t ∈ T (4.39)
Wbk binary ∀b ∈ B, k ∈ K (4.40)
B+bkt, B
−
bkt binary ∀b ∈ B, k ∈ K, t ∈ T (4.41)
Ybknt binary ∀b ∈ B, k ∈ K, n ∈ N , t ∈ T (4.42)
4.4.2 Objective Function
The objective function minimizes the sum of four terms: (i) the cost associated with
procuring various battery and generator technologies; (ii) the cost associated with procuring
PV panels; (iii) an arbitrarily weighted measure of the life cycles used by each technology
over the total length of operation; and (iv) a weighted measure of the baseline cost of fuel.
4.4.3 Constraints
Constraints (4.14) and (4.15) show the nonlinear relationship between power, current and
resistance for power into and power out of the battery, respectively, in the initial time period,
while (4.16) and (4.17) give the power into and out of the battery for every subsequent time
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period. Battery power is bounded in constraints (4.18) and (4.19) between minimum and
maximum values of battery rated power if the battery is charging or discharging, respec-
tively. Similarly, constraint (4.20) bounds the battery state-of-charge between minimum and
maximum values if the battery is procured.
Equations (4.21) and (4.22) calculate the available capacity of the battery in each time
period, based on the amount of charge and discharge current passing through the battery.
I−bkt is maximally bounded in constraints (4.23) and (4.24) by the relationship between the
capacity, state-of-charge and the discharge capacity of the battery. It is also bounded,
along with I+bkt, by minimum and maximum values for current if the battery is charging or
discharging in constraints (4.25) and (4.26), respectively. Constraint (4.27) enforces that a
battery cannot be charging and discharging at the same time.
As the battery ages, the available capacity of the battery decreases while the resistance
increases. Equations (4.28) and (4.33) show the effects of temperature on the resistance and
rate capacity parameters, respectively, of a battery. The reference capacity is also updated
based on capacity degradation in equation (4.32). The internal resistance of the battery
changes in response to degradation of the battery through use and time. Constraint (4.28)
enforces that in the initial time period, this internal resistance is equal to the product of the
manufacturer-specified resistance of the battery and the internal resistance of the battery as
a function of temperature, and it links the internal resistance of the battery to the percent
capacity loss over time. Constraint (4.29) ensures that the internal resistance is less than or
equal to 1 for all time periods.
In the initial time period, Qbkt is given by equation (4.30); equation (4.31) sets the change
in percent capacity loss in consecutive time periods to be equal to the product of the slope of
the corresponding piecewise linear function, the capacity loss parameter and the sum of the
charge and discharge current of battery. Constraint (4.32) resets the battery capacity based
on percent capacity loss over time such that that capacity is less than the original reference
capacity for the battery.
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Constraint (4.34) equates the sum of Ybknt to one or zero, one if the battery is procured,
zero otherwise. This ensures that the slope of the piecewise linear function is either (mb1) or
(mb2), as shown in Figure 4.4. Constraints (4.35) and (4.36) calculate the change in ampere
hour throughput in each time period based on the current charging and discharging from
the battery. Constraints (4.37) and (4.38) ensure that once Abkt surpasses the value of āb, n
shifts from one to two. For any values of Abkt less than āb, n is equal to one.
4.5 Heuristic
We present a heuristic, which we term H, that produces an initial feasible solution to
(C) by simulating two different, myopic dispatch policies for each possible combination of
technologies. We term such a combination a design decision, and we term the design and
dispatch solution a design-dispatch pair. The heuristic H supplies the lowest-cost design-
dispatch pair to a branch-and-bound solver as a “warm start,” which can reduce solution time
significantly. Additionally, because these dispatch policies do not include any information in
future time periods, they are easier to implement in a microgrid controller than a strategy
that includes clairvoyance of future loads and PV resources.
We adopt the dispatch policies developed by [1], which aim to (i) maximize fuel efficiency
by attempting to run the diesel generators at their rated capacity whenever possible, (ii) use
the maximum allowable energy from PV systems to minimize fuel costs, and (iii) employ the
batteries to balance the load and provide additional spinning reserve while meeting goals
(i) and (ii). The two dispatch policies, which we name H1 and H2, both initialize all diesel
generators to be off at each time period, and incrementally add diesel capacity by switching
the smallest running generator with the next larger size if it is offline, and turning on the
smallest generator otherwise. H1 stops adding capacity when the load and spinning reserve
requirements are met for the time period, while H2 continues as long as the online diesel
generators run at their rated capacities. Figure 4.5 provides a flowchart for H2; an analogous
flowchart for H1 is available in [1], and pseudocode for H1 is available in Section 4.8.2.
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Are any purchased generators 
not dispatched?
Can PV, batteries, and 
dispatched generators meet 
load requirements?
Input: Purchase decision; net load (PV output 
subtracted from load) for all t; initial state of each 
battery; T (horizon period).
t 1.  
Given the state of batteries, 
calculate the upper bound on 












Are there any 
purchased 
generators that 












Are spinning reserve 
requirements met under 
the given power flow?
No Yes
Determine the net power flow through the assets 
required to meet load, maximizing output from PV 
first and then generators.
Does net load plus max battery 
charge exceed Y?




Figure 4.5: A flowchart illustrating the myopic dispatch strategy for heuristic H2 under a
given design decision.
Our heuristic differs from the one developed by [1] in how the upper bound on battery
charge and discharge are calculated, and the assignment of battery dispatch decision variables
given power flow, in each time period. This allows our heuristic to provide a design-dispatch
pair that is feasible for the battery constraints. In what follows, we develop our method for
calculating upper bounds on battery power input and output, and follow with our procedures
for assigning dispatch decisions feasible for (C) when battery power flow is provided as input.
4.5.1 Maximum Discharge Power
Calculating the maximum charge or discharge power for a battery requires the state of
the battery at time period t−1, which is defined by Qbk,t−1, B
soc
bk,t−1, and Abk,t−1. With these
inputs, we can obtain the maximum current into or out of the battery, which, in turn, inform
the maximum charge or discharge power in time period t, respectively.
Let Ī−bkt be the maximum discharge current for battery b, twin k in period t, given the





bkt. The former two are inputs, and constraint (4.33) shows that the
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latter is a function of Qbkt, which, in turn, is a function of the inputs Qbk,t−1, Ybknt, and Ī
−
bkt
in constraints (4.30) and (4.31). So, we use substitution to obtain the following quadratic


















bk,t−1 = 0. (4.43)
Appendix (4.8.1) details the full derivation of equation (4.43), from which we assign the







bk,t−1 − sb)/τ, īb},
to ensure Ī−bkt is feasible for constraints (4.21), (4.22), and (4.25).
We note that the value mbn used to determine Qbkt in constraints (4.30) and (4.31)
depends on Abkt, which, in turn, depends on the value of Ī
−
bkt per constraints (4.35) and (4.36).
Heuristic H uses mb1 when Abk,t−1 ≤ āb, and mb2 otherwise as a first pass; after calculating
Abkt, H determines whether a switch from mb1 to mb2 is necessary, i.e., Abk,t−1 ≤ ā < Abkt,
and resolves equation (4.43) using mb2 as needed.
Next, we use Ī−bkt as input to update Qbkt according to equations (4.30) and (4.31), which
we use to calculate Rintbkt via constraint (4.28). Then, constraints (4.15), (4.17) and (4.19) are




















4.5.2 Maximum Charge Power
Upper bounds on the charge current for battery b, twin k in period t are determined
by the simple bounds on battery state-of-charge and charge current in constraints (4.20)
and (4.26), respectively, and the state-of-charge tracking in constraints (4.21) and (4.22).
The latter constraint includes Ceffbkt, which requires the value of Qbkt in constraint (4.32).
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Therefore, we apply a substitution similar to that of Section 4.5.1 to obtain the maximum



























Appendix 4.8.1 details the derivation in equation (4.45). To obtain P̄−bkt, we calculate Ī
+
bkt
via equation (4.45), then calculate Qbkt. We substitute R
int
bkt with Qbkt via constraint (4.28),






















When the battery is discharging, we first solve for the required current out of the bat-
tery, then assign dispatch variables in a specific order, which we show in Algorithm 1.
For battery b, twin k, at period t we use P−bkt > 0, Qbk,t−1, and Abk,t−1 as input. Con-




bkt, the latter of which can be substituted
for a function of Qbk,t−1, Abk,t−1, and I
−
bkt using constraints (4.28), (4.30)-(4.31), and (4.37)-



















bkt = 0. (4.47)
Appendix 4.8.1 details the derivation in equation (4.47), from which a positive real-valued
root feasible for constraints (4.23), (4.24), and (4.25) yields I−bkt; this, in turn, is then used
to assign the other dispatch variables shown in Algorithm 1.
4.5.4 Charge Variables
We obtain battery decision variable values when the battery is charging using a manner
similar to Algorithm 1. We obtain I+bkt, using P
+
bkt > 0 and the battery state as input, and per-
form an analogous substitution to that of Section 4.5.3, which is described in Appendix 4.8.1.
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Algorithm 1 Determines battery dispatch variable values that provide a feasible solution
to model (C), given the state of battery b ∈ B, twin k ∈ K and the power output in period
t, P−bkt.




bkt > 0) ⊲ percent loss,
⊲ cumulative current, state-of-charge, power output
if Abk,t−1 > āb then ⊲ use mb2 to update loss if cumulative current exceeds threshold
Let I−bkt be a root to equation (4.47) satisfying constraints (4.23)-(4.25), with mbn ←
mb2
else
Let I−bkt be a root to equation (4.47) satisfying constraints (4.23)-(4.25), with mbn ←
mb1
if Abk,t−1 + I
−
bkt > ā then ⊲ ā defines the threshold for which mbn = mb2
⊲ in constraints (4.30)-(4.31)
Let I−bkt be a root to equation (4.47) satisfying constraints (4.23)-(4.25), with
mbn ← mb2
Abkt ← Abk,t−1 + τI
−
bkt; Qbkt ← Qbk,t−1 + τqbtmbnI
−
bkt ⊲ Update cumulative current and
⊲ percent loss using steplength τ , loss rate qbt and slope factor mbn
Rintbkt ← r
ref













⊲ Calculate resistance, effective capacity, and C-rate, using Qbkt,
⊲ internal resistance factor rrefbt , capacity c
ref
b , C-rate factor c
−














⊲ Reconcile state-of-charge using Cefft
B+bkt ← 0; B
−
bkt ← 1; I
+
bkt ← 0 ⊲ assign binary variables indicating charge and
⊲ discharge; current in
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bkt = 0, (4.48)
in which I+bkt as a variable, and use a positive real-valued root feasible for constraint (4.26).
Algorithm 2 details how we assign of the remaining battery decision variables for battery b,
twin k in period t.
Algorithm 2 Determines battery dispatch variable values that provide a feasible solution
to model (C), given the state of battery b ∈ B, twin k ∈ K, and the power input in period t,
P+bkt.




bkt > 0) ⊲ percent loss,
⊲ cumulative current, state-of-charge, power input
if Abk,t−1 > āb then ⊲ use mb2 to update loss if cumulative current exceeds threshold
Let I+bkt be a root to equation (4.48) satisfying constraint (4.26), with mbn ← mb2
else
Let I+bkt be a root to equation (4.48) satisfying constraint (4.26), with mbn ← mb1
if Abk,t−1 + I
+
bkt > ā then ⊲ ā defines the threshold for which mbn = mb2
⊲ in constraints (4.30)-(4.31)
Let I+bkt be a root to equation (4.48) satisfying constraint (4.26), with mbn ← mb2
Abkt ← Abk,t−1 + τI
+
bkt; Qbkt ← Qbk,t−1 + τqbtmbnI
+
bkt ⊲ Update cumulative current and
⊲ percent loss using steplength τ , loss rate qbt and slope factor mbn
Rintbkt ← r
ref













⊲ Calculate resistance, effective capacity, and C-rate, using Qbkt,
⊲ internal resistance factor rrefbt , capacity c
ref
b , C-rate factor c
−














⊲ Reconcile state-of-charge using Cefft
B+bkt ← 1; B
−
bkt ← 0; I
−
bkt ← 0 ⊲ assign binary variables indicating charge and
⊲ discharge; current out
4.6 Results
The nonlinear model proves to be intractable for a time horizon greater than 300 hours,
even using the nonlinear-feasible heuristic solution as a “warm start.” To solve the model
for longer time horizons, we linearize (C) using exact reformulations and approximations
(given in Appendix Subsection 4.8.5). We code the mixed integer linear program in the
AMPL modeling language [38] and solve it using CPLEX, version 12.7.0.0 on Linux
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Quad-Quad core CPUs running at 2.93 GHz, on a Dell Power Edge R430 server with 32
GB of RAM.
The mathematical optimization model (C) takes as input load in the form of energy
demand values in Watt hours (Wh), temperature (◦C), and solar irradiance values (W/m2).
We examine the results from running (C) using simulated loads for FOBs in Bagram and




























































































































































































































































































































Figure 4.6: Plots of Bagram (left) and Buenos Aires (right) energy demand over time for
8,760 hours.
We compare the nonlinear calculation for power out, given in constraint (4.17), to the
results from the linearized model constraints, given in Appendix 4.8.5, and find an average
difference of -1.64% between the nonlinear power calculation and the linear one for the
year-long time horizon.
4.6.1 Capacity Fade Effects
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Table 4.3: Output from (C) for Bagram and Buenos Aires for 4,800 hours.
Bagram
OFV Fuel Used Power In Power Out MIP Gap Sol’n Time
Fade 2,175,088.75 18,879.9 71,241,701.32 75,685,953.39 2.51 30,001
No Fade 2,172,810.06 18,855.8 70,732,853.1 75,171,305.12 2.25 30,001
4x Fade 2,177,681.38 18,907 71,365,627.25 75,854,143.04 2.68 30,001
8x Fade 2,174,844.26 18,877.1 71,251,189.98 75,733,369.79 2.37 30,001
Buenos Aires
Fade 1,948,981.95 16,551.8 85,718,090.81 90,999,833.40 3.83 30,020
No Fade 1,944,727.95 16,502.5 85,871,213.83 91,205,029.18 2.39 7,211
4x Fade 1,945,421.82 16,507.9 85,943,727.22 91,289,145.57 2.43 30,001
8x Fade 1,948,138.17 16,543.8 86140812.99 9,1470,733.6 2.59 12,567
Table 4.3 shows optimization model output for Bagram and Buenos Aires, for 4,800
hours, with no capacity fade (mb1 = 0 and mb2 = 0), the regular capacity fade effect (1x
fade), and that effect accelerated by a factor of four (4x), and a factor of eight (8x). We
compare the capacity fade and effective capacity of the battery, using the Bagram load as
input, for the 1x fade and 8x fade cases in Figure 4.7. By increasing the fade parameters
(mb1 and mb2), we accelerate the rate of degradation which would correspond to that
observed over longer time horizons and/or under harsh conditions. The batteries decay















































































































































































































Figure 4.7: Percent capacity fade and effective capacity for batteries with regular fade and
eight times fade over 4,800 hours for the Bagram location.
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Figure 4.8: Histogram showing the state-of-charge (SoC) of the battery for different model
configurations over 8,760 hours for the Bagram location.
Figure 4.8 shows that the battery state-of-charge behaves differently for different levels
of fade. For 8x fade, the distribution of the state-of-charge is more uniform than for lower
levels of fade. This demonstrates that the battery is not being cycled as deeply as in the
1x fade or 4x fade cases, or as often. As the capacity degrades, the battery discharges more
deeply to provide the same amount of power. Since the battery capacity has decreased, to
provide the same amount of energy, the battery must discharge more and, hence, we see
lower states of charge.
4.6.2 Temperature Effects
We run the optimization model, increasing the input temperature for the Bagram site
by 10◦C and 20◦C, to show the effect of temperature on the model output. Specifically, we




bkt . The temperature
variation is shown in Figure 4.9, and the results from the optimization model, using those
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Figure 4.9: Temperatures used as input to the optimization model. The original temperature
used for Bagram (average temperature of 5.15◦C) is given as θ; θ + 10 and θ + 20 are the
temperatures increased by 10◦C and 20◦C for each time period, respectively.
Table 4.4: Model output - objective function value (OFV), mixed-integer program (MIP)
gap, fuel use and percent capacity fade Qbkt - for 8,760 hours using varied input temperatures
for Bagram and Buenos Aires. All of the runs reached a time limit of 20,000 seconds.
Buenos Aires
OFV MIP Gap Fuel Use Qbkt
BA8760 θ 1,883,826.87 3.57% 29,213.0 6.0215
BA8760 θ + 10 1,884,048.25 3.75% 29,217.2 9.1728
BA8760 θ + 20 1,885,343.53 3.18% 29,240.1 13.5393
Bagram
BG8760 θ 2,209,147.53 4.16% 34,747.9 3.6871
BG8760 θ + 10 2,207,771.63 4.06% 34,721.2 5.8134
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Figure 4.10: Internal resistance (left) and capacity fade (right) of the batteries for varying
temperatures from an average of 5.15◦C to 25.15◦C for 8,760 hours.
Figure 4.10 shows the effect of temperature on the internal resistance and percent capacity
loss, respectively, of the battery over 8,760 hours. As temperature increases, resistance
decreases, leading to faster degradation of the battery. Figure 4.10 (right side) indicates
that a 10◦C increase in temperature changes the percent capacity loss by more than 30%,
from 3.69 to 5.81 and a 20◦C increase more than doubles it to a 8.86 loss over the course
of a year. Discharge capacity also decreases with higher temperatures and has a deleterious
effect on battery capacity. As resistance decreases, higher current is needed to generate the
same amount of power, and as discharge capacity decreases, it allows for greater current flow
through the battery, which also promotes capacity loss.
We see similar effects when we use a load profile from Buenos Aires. A temperature
increase of 10◦C leads to a percent capacity loss change from 6.02 to 9.17. However, the
battery is oversized. The maximum power out of the battery (127.82 kW) is 51.1% of the
maximum capacity of the battery (250 kW). As a result, we do not see any appreciable
change in power output because the power output never nears the capacity of the battery,
even after degradation.
There is evidence that if the battery capacity is more closely sized to the battery power
output that there will be lower power generation from the battery as it fades. Figure 4.11
shows the power output from a 100kWh battery for the fade 8x, fade 4x and regular fade
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cases; there is decreased battery power output as the fade increases.


























Figure 4.11: Power output from the battery for Buenos Aires for 8,760 hours for fade (black),
4x fade (green) and 8x fade (red).
4.7 Conclusion
The capacity fade model provides a realistic update to the lifecycle counting approach.
While the results are not dramatic, with regard to the objective function value of (C), we have
shown that the battery capacity degrades over time as a result of use. We also document the
effect of temperature on battery capacity and performance, and subsequent effects on the
entire distributed generation system. More specifically, we show that higher temperatures
lead to lower resistance and discharge capacity which, in turn, cause faster battery capacity
loss. Smaller batteries than the one tested (250kW) would lead to more dramatic capacity
loss and greater changes in design and dispatch results. Smaller batteries have greater fade
coefficients, which have a large impact on capacity fade; in addition, smaller batteries may
have greater usage rates and power output that approach the maximum capacity of the
battery. If there are greater usage rates, capacity fade effects will be more pronounced. In
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The following four subsections show the calculations for determining the values for max-
imum discharge current, maximum charge current and those values given power output.
Subsection 4.8.1.5 gives the values of specific battery variables when the battery is idle.
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4.8.1.2 Maximum Charge Current
Ceffbkt = c
ref (1− 0.01Qbkt)
Qbkt = Qbk,t−1 + τqtmnĪ
+
bkt




bk,t−1 + τ Ī
+
bkt
⇒ Ceffbkt = c
ref (1− 0.01Qbk,t−1 − 0.01τqtmnĪ
+
bkt)






bk,t−1 + τ Ī
+
bkt






























bt (1 + α
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bQbkt)
Qbkt = Qbk,t−1 + τqbtmbnĪ
+
bkt
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Qbkt = Qbk,t−1 + τqbtmbnĪ
+
bkt















































4.8.1.5 Dispatch Decision Variables Given Idle Battery
If P+bk = P
−



















4.8.2 Heuristic H1 Pseudocode
Algorithm 3, below, provides the pseudocode for H1.
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Algorithm 3 Attempts to find an initial feasible solution to problem (P), given the set of
generators g ∈ G and their twins k ∈ G̃g, batteries b ∈ B and their twins k ∈ B̃b, and PV
systems s ∈ S in the design. Let g ∈ Ĝ denote the set of all generators in the candidate
design, including twins and ordered by size with highest rated capacity first. Likewise, let
b ∈ B̂ denote the index of all batteries in the design, including twins.
procedure MinGenDispatch
t← 1





sXs ⊲ spinning reserve requirement, if using max PV
Loadt ← (1 + k̄)d
P
t ⊲ load requirement
Ggt ← 0, ∀g ∈ Ĝ ⊲ all generators are off to start; Ĝ ordered by max output



































γstXs ⊲ maximum PV power output
while Gent + MaxBOutt + PVt < Loadt or Gent − (Loadt − PVt) + BRest < Rest
do
ĝ ← max{g ∈ Ĝ : Ggt = 0}
if Gĝ−1,t = 0 then
Gĝ−1,t ← 1 ⊲ turn off smallest running generator
Gĝt ← 0 Gent ← Gent − η
−
ĝ p̄ĝ + η
−
ĝ−1p̄ĝ−1 ⊲ turn on next smallest
else if G|Ĝ|t = 0 then ⊲ turn on smallest running generator




else return Infeasible ⊲ all generators on, load or spinning reserve unmet
if PVt > Loadt + MaxBInt then ⊲ use only PV, max charge battery
∑
s∈S
P PVst ← Loadt + MaxBInt; P
−
bt ← 0; BInt ← MaxBInt; P
−
gt ← 0 ∀g ∈ Ĝ
else if PVt + Gent > Loadt + MaxBInt then ⊲ max charge battery






P−gt ← Loadt + MaxBInt − PVt
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else if PVt + Gent > Loadt then ⊲ charge battery
P PVst ← γstXs ∀s ∈ S; P
−
bt ← 0
BInt ← PVt + Gent − Loadt; P
−
gt ← p̄gGgt ∀g ∈ Ĝ
else ⊲ discharge battery






; BInt ← 0
P−gt ← p̄gGgt ∀g ∈ Ĝ













































⊲ update battery SOC
t← t+ 1 ⊲ continue until time horizon completed or infeasible
return P PVst ∀s ∈ S, t ∈ T ; P
+
bt ∀t ∈ T ; P
−
bt ∀t ∈ T ; P
−
gt ∀g ∈ Ĝ, t ∈ T ;
Bsocbt ∀t ∈ T ; Ggt ∀g ∈ Ĝ, t ∈ T ⊲ calculate cost
4.8.3 Mathematical Formulation
We present the full mathematical formulation of the optimization model, referred to as
(C). This formulation is an extension of the one given in [1]. The notation follows the rules
given in Section 4.3.
Sets
t ∈ T set of all time periods (hours)
j ∈ J set of all battery and generator technologies
g ∈ G ⊂ J set of all generator technologies
b ∈ B ⊂ J set of all battery technologies
s ∈ S set of all PV panel types
k ∈ Ĵ j set of identical twins of technology j, given by size, type, and
manufacturer
k ∈ Ĝg set of all generator twins of type g
k ∈ B̂b set of all battery twins of type b
n ∈ N set of total pieces of slope values in piecewise linear function [integer]
Timing Parameters
τ length of one time period [hours]
ν ratio of base operation duration to time horizon length [fraction]
Optimization Model Penalty Parameters
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c̃j cost of procuring one twin of technology type j [$/twin]
cs cost of procuring one panel of technology type s [$/panel]
δft fuel cost penalty in time period t [$/gal]
ǫj cycle cost penalty for technology type j [$/(hours, cycles)]
Power System Parameters
dPt average power demand in time period t [W]
k̄ overage load coefficient [fraction]
ks spinning reserve required relative to PV power [fraction]
Technology Parameters
l̄j maximum lifetime of technology type j [generator hours, battery cycles]
η+j , η
−




























b battery b voltage slope and intercept coefficients [V]
asocb , d
soc
b battery b state-of-charge lifetime slope coefficients [unitless]
b0b battery b state-of-charge used in initial condition constraints [fraction]
crefb battery b manufacturer-specified capacity [Ah]
c+b , c
−
b battery b charge and discharge capacity rate coefficients, respectively
[hours]
rintb battery b internal resistance [Ohms]
iavgb typical current expected from battery b for both charge and discharge
activities [A]




b battery b discharge current lower and upper bound, respectively [A]
iL+b , i
U+
b battery b discharge current lower and upper bound, respectively [A]
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where,













b loss terms for resistance and rate capacity for battery b, respectively
[Ohm, h]
āb ampere hour threshold for percent capacity change (leveling) of battery b
[Ah]
ĉ−b rate-capacity slope of battery b [h]
crefb manufacturer-specified initial capacity of battery b [Ah]
dPt power demand in time period t [W]
ıb, ı̄b minimum and maximum current allowed for battery b, respectively [A]
irefb reference current of battery b [A]
kcb, k
r
b temperature coefficient for capacity and resistance of battery b,
respectively [K]
mbn slope and intercept coefficients for ampere hour throughput for battery b,
piece n [(Ah)−0.45]
η+b conversion efficiency for charging of battery b [fraction]
rrefbt internal resistance of battery b as a function of temperature in time
period t [Ohm]
qbt capacity loss LifePO4 constant (includes temperature) for battery b in
time period t [(Ah)−0.55]
sb, s̄b minimum and maximum allowed state-of-charge (SoC) in battery b
[fraction]
θbt ambient temperature of battery b in time period t [K]
θrbt resistant temperature coefficient of battery b in time period t [unitless]
θcbt capacity temperature coefficient of battery b in time period t [unitless]








jkt aggregate power into and out of technology type j, twin k in time
period t, respectively [W]
P PVst aggregate power out of PV technology type s in time period t [W]
Generator Variables
F̃t amount of fuel used in time period t [gal]
Battery Variables
Bsocbkt state-of-charge of battery type b, twin k in time period t [fraction]
I+bkt, I
−
bkt battery b, twin k current for charge and discharge, respectively, in
time period t [A]
V socbkt battery b, twin k voltage in time period t [V]
Ceffbkt variable capacity of battery b twin k in time period t [Ah]
C−bkt battery b twin k discharge capacity in time period t [h]
Rintbkt internal resistance of battery b twin k in time period t [Ohm]
Binary and Integer Variables
Power System Procurement Variables
Wjk 1 if technology j, twin k is procured, 0 otherwise
Xs integer number of PV panels of technology type s to procure
[panels]
Generator Variables
Ggkt 1 if technology type g, twin k is operating in time period t, 0
otherwise
Battery Variables
B+bkt 1 if battery type b, twin k is charging in time period t, 0 otherwise
B−bkt 1 if battery type b, twin k is discharging in time period t, 0
otherwise










































P PVst ≥ (1 + k̄)d
P




















P PVst ∀t ∈ T (4.50b)
Wj,k−1 ≥ Wjk ∀j ∈ J , k ∈ Ĵ j : k > 1 (4.50c)
















gkt + cgGgkt) ∀t ∈ T (4.51b)
Ggkt ≤ Wgk ∀g ∈ G, k ∈ Ĝg, t ∈ T (4.51c)
Gg,k−1,t ≤ Ggkt ∀g ∈ G, k ∈ Ĝg, t ∈ T : k > 1 (4.51d)
P−g,k−1,t ≤ P
−
gkt ∀g ∈ G, k ∈ Ĝg, t ∈ T : k > 1 (4.51e)
(see §4.8.4.4 PV Operations)
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P PVst ≤ γstXs ∀s ∈ S, t ∈ T (4.52a)
Xs ≤ n̄s ∀s ∈ S (4.52b)


































































bkt ∀b ∈ B, k ∈ K, t ∈ T (4.53f)
sbWbk ≤ B
soc














































bkt ∀b ∈ B, k ∈ K, t ∈ T (4.53m)
B+bkt +B
−








bkt)Ybknt ∀b ∈ B, k ∈ K, t ∈ T : t = 1 (4.53o)

























∀b ∈ B, k ∈ K, t ∈ T (4.53r)











∀b ∈ B, k ∈ K, t ∈ T (4.53u)
∑
n∈N





bkt)τ ∀b ∈ B, k ∈ K, t = 1 (4.53w)




bkt)τ ∀b ∈ B, k ∈ K, t ∈ T : t > 1 (4.53x)
Abkt ≥ āb(Wbk − Ybknt) ∀b ∈ B, k ∈ K, t ∈ T , n = 1 (4.53y)










∀b ∈ B, k ∈ B̂b, t ∈ T : t > 1 (4.54a)
sbWbk ≤ B
soc
bkt ≤ s̄bWbk ∀b ∈ B, k ∈ B̂b, t ∈ T (4.54b)
Bsocbkt ≤ B
soc
b,k−1,t + (1−Wbk) ∀b ∈ B, k ∈ B̂b, t ∈ T : k > 1 (4.54c)
Bsocbkt ≥ B
soc
b,k−1,t − (1−Wbk) ∀b ∈ B, k ∈ B̂b, t ∈ T : k > 1 (4.54d)




























Wgk ∀g ∈ G, k ∈ Ĝg (4.55b)






jkt ≥ 0 ∀j ∈ J , k ∈ Ĵ j, t ∈ T (4.56a)
F̃t ≥ 0 t ∈ T (4.56b)







bkt ≥ 0 ∀b ∈ B, k ∈ B̂b, t ∈ T (4.56d)











bkt ≥ 0 ∀b ∈ B, k ∈ K, t ∈ T (4.56f)
Wbk binary ∀b ∈ B, k ∈ K (4.56g)
Ybknt binary ∀b ∈ B, k ∈ K, n ∈ N , t ∈ T (4.56h)
Wjk binary ∀j ∈ J , k ∈ Ĵ j (4.56i)
Ggkt binary ∀g ∈ G, k ∈ Ĝg, ∀t ∈ T (4.56j)
B+bkt, B
−
bkt binary ∀b ∈ B, k ∈ B̂b, ∀t ∈ T (4.56k)
4.8.4 Details of Formulation
4.8.4.1 Objective Function
The objective function minimizes the sum of four terms: (i) the cost associated with
procuring various battery and generator technologies; (ii) the cost associated with procuring
PV panels; (iii) an arbitrarily weighted measure of the life cycles used by generators over
the total length of operation; and (iv) a weighted measure of the baseline cost of fuel.
4.8.4.2 System Operations
Constraint (4.50a) ensures that the demand for power is met at every hour. The first
term represents the power from the generators and batteries, accounting for power system
losses; the second term is the power going in to charge the batteries, and the third term
reflects the power contributions of PV. The right-hand side is the product of the forecasted
energy demand for the time period and an overage load factor. Constraint (4.50b) enforces
“spinning reserve” via the use of a dispatchable technology (generator or battery) capable
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of meeting a fraction of the power provided by PV. To break symmetry, constraint (4.50c)
ensures the procurement of twins of technology j occurs in a fixed order.
4.8.4.3 Generator Operations
Constraint (4.51a) binds a generator, if running, to a value between a minimum and
maximum manufacturer-specified power level. Constraint (4.51b) determines the amount of
fuel used by a generator during time period t. Constraint (4.51c) ensures that only procured
generators are available for dispatch. Constraints (4.51d) and (4.51e) prioritize the use of
technology twins to reduce symmetry.
4.8.4.4 PV Operations
Constraint (4.52a) limits the PV output power per panel to γst. The predicted solar panel
output results from a PVWatts simulation run a priori, which accounts for performance
characteristics such as location, panel efficiency, tilt, and angle. The number of panels
considered for procurement is limited by constraint (4.52b), given the expected land area
available.
4.8.4.5 Battery Storage Operations
Constraints (4.53a), (4.53b), (4.53c) and (4.53d) represent the nonlinear relationship be-
tween voltage, current, and the power associated with discharging and charging the battery,
respectively. Constraints (4.53e) and (4.53f) bound the net power flow of each battery per
time period, while constraints (4.53l) through (4.53m) similarly constrain current flow. Con-
straint (4.53n) prevents simultaneous charge and discharge. The constraints (4.53g) through
(4.53k) and (4.53o) through (4.53z) are explained in Section 4.4.3. Constraint (4.54a) up-
dates the battery state-of-charge (SOC), which is a function of its previous SOC and the
discharge and charge currents. An efficiency parameter associated with the second term en-
sures that when the battery charges, the state-of-charge receives a fraction of the incoming













∀b ∈ B, k ∈ B̂b, t = 1 (4.57)
Constraint (4.54b) bounds the SOC of a battery to a minimum and maximum level. Con-
straints (4.54c) and (4.54d) establish that the batteries operate in droop, rather than individ-
ually. Constraint (4.54e) models the battery voltage as a linear function, for state-of-charge
levels between a certain range, of its previous state-of-charge and the direction of current
flow.
4.8.4.6 Lifecycle
Constraint (4.55a) counts the operational hours of a generator. Constraint (4.55b) limits
technology lifetime.
4.8.4.7 Non-negativity and Integrality
Finally, Constraints (4.56a) - (4.56f) ensure that the relevant variables in our formulation
assume continuous (or integer), non-negative values. Constraints (4.56g) - (4.56k) enforce
integer and binary restrictions, as appropriate.
4.8.5 Linearization
The mathematical formulation of (C) contains several nonlinearities. In order to make
the model more tractable, we linearize these by using the methods below.
For the product of an binary variable and a continuous one, we use an exact




Zbknt ≤MYbknt ∀b ∈ B, k ∈ K, t ∈ T
−M(1− Ybknt) ≤ I
+
bkt − Zbknt ≤M(1− Ybknt) ∀b ∈ B, k ∈ K, t ∈ T
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I+bkt ≤MYbknt ∀b ∈ B, k ∈ K, t ∈ T
Ibkt, Zbknt ≥ 0
where Ybknt is binary and I
+
bkt is continuous and M is a sufficiently large number.
Bilinear Terms









































To linearize the product of two continuous variables, we use an approximation given by




















































bkt ∀b ∈ B, k ∈ K, t ∈ T
where Rintbkt and I
+
bkt are continuous variables.

































The rest of the linearizations used to change the model from a MINLP to a MILP, thus













































































































































































































































































































































































bkt ∀b ∈ B, k ∈ K, t ∈ T
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
After analyzing the statistical characteristics of load and their impact on the optimization
model (U), the linearized model given in Chapter 2, we find that:
• The mean of the load, and not the variance, heavily influences the total cost of meeting
energy demand at a FOB.
• Procurement costs are a relatively small percentage of total costs, with fuel costs
dominating the objective function value.
• The combination of battery and PV appears to facilitate efficient use of generators,
which affects cost savings and dispatch strategy.
• Increasing the number of solar panels decreases battery use because the battery’s pri-
mary function is to ensure efficient use of the generators by reducing the need to run
them at low capacity; solar power can directly meet the load to this end, while gener-
ators charge batteries in order to maintain generator output near maximum capacity.
We verify the feasibility of the hour-level optimization model at the minute level by
presenting two models for power dispatch in a microgrid - one, (H), a modification from an
existing model which produces both a design and dispatch strategy based on hour fidelity,
and the second, (M), which takes the dispatch strategy determined by (H) as given, and
yields a more detailed, minute-level dispatch strategy from a model that incorporates the
battery characteristic of a concentration gradient and the generator attributes of ramping
and minimum up- and down-times. We show that:
• While (H) can produce a credible dispatch strategy, (M) is better designed to han-
dle the minute-level fluctuations in load. Quantitatively, fuel use decreases from the
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dispatch solution provided by (H) to that provided by (M) by 6.6% and 38.1%, re-
spectively, for the Day 7 and Day 10 case studies we test, owing to increased battery
use.
• The process described in this paper improves upon the work of Sciolettti et al. [42]
by providing a dispatch strategy that includes considerably more detail; specifically,
(i) the load values are given at the minute, rather than at the hour, level; (ii) the
generators are associated with minimum up- and down-times, as well as ramp-up and
-down times, not present in the Sciolettti et al. [42] work; and (iii) the battery behavior
incorporates a concentration gradient.
The capacity fade model (C) provides an update to the lifecycle battery model (H) that
is more realistic. We show that:
• The battery degradation over time due to ampere hour throughput can be modeled.
This capacity loss can change the power output, as well as the dispatch strategy of the
battery and generators.
• Higher temperatures lead to decreased resistance and discharge capacity, both of
which can also have a deleterious effect on battery capacity.
In conclusion, our work contributes to the existing literature by examining the role of load
in a distributed generation system consisting of generators, batteries and solar panels. We
document statistical methods for cleaning and imputing energy demand data. We compare
simulated loads with ones constructed from measured data and determine that for this type
of distributed generation system, the costs associated with meeting load are driven almost
entirely by fuel and mean load. The variability of the load and its shape contribute little
to costs, if technologies are properly or optimally sized. We show that optimal use of the
generator is paramount to lowering cost and fuel use when PV output is a small-to-moderate
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percentage of total power available. PV is not often used to charge batteries, which tend
to act as power reserves to meet load spikes and to operate in conjunction with generators
to improve their efficiency. We also improve upon existing optimization models that employ
the same technologies by combining hour-level design strategies with minute-level dispatch.
Our work on minute-level, distributed generation models considers concentration gradient,
temperature and generator ramp-up and ramp-down effects, as well as the interaction be-
tween that model and one that determines the design choices for a longer time horizon. We
note that the solution to (H) produces a higher level of fuel used in each hour than the
corresponding solution produced by (M). Finally, our work on capacity fade enables others
to more accurately model lithium-ion batteries and the impact of temperature and battery
degradation on their operation. Battery performance impacts the entire dispatch strategy
of a distributed generation model and is critical in advancing state-of-the-art optimization
models that incorporate batteries into their energy systems. We provide evidence for the
importance of sizing batteries so that degradation can be taken in account and show that
large changes in temperature have impacts on battery performance.
Future efforts can include improvements to the optimization model that incorporate
more technologies, such as fuel cells or combined-cycle units. There are also opportunities
to model line losses, different types of remote sites with varied energy needs, and to antici-
pate improvements in the efficiencies of the technologies - batteries, PV and generators. In
particular, advances in generator efficiency could lead to marked fuel savings and different
design and dispatch strategies. Our work demonstrates that most of the energy demand is
met by generators when there is moderate PV power available. Since generator efficiency
leads to the greatest cost and fuel savings, improvements to it should result in large changes
to the optimization model’s output for both hour- and minute-level models. Reductions in
solution times and/or increases in computational power will allow us to add complexity to
the model by increasing the number and type of technology choices within the model and
including constraints that address the stochasticity of real-world problems. Stochastic mod-
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els would take into consideration the uncertainty of energy demand, temperature and/or
solar irradiance. With the current versions of our hour- and minute-level models, we do not
consider nondeterministic loads and resource availability; stochastic optimization models,
and corresponding enhancements to their tractability, would take this into account and are
the subject of future work.
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