Abstract. We introduce the notion of a random partition of the stochastic interval [τ0, τ∞] as an analogy to the classical case and characterize the predictable processes associated with such partitions. Also we identify the operator algebras connected with the stochastic integrals of predictable processes and examine their mutual relations.
Introduction
A noncommutative stochastic integration for adapted processes with respect to a bounded L 2 -martingale was studied in greater detail in [10] with the idea of viewing the stochastic integral, with fixed integrand and varying integrator, as a bounded linear operator on the Hilbert space of integrators. In connection with these operators various operator algebras arise in a natural way. Our aim in this paper is to introduce the notion of a random partition of the stochastic interval [τ 0 , τ ∞ ] (where τ 0 and τ ∞ are the smallest and the largest random times, respectively) and use these partitions to identify the operator algebras connected with the stochastic integrals of predictable processes and to examine their mutual relations. The contents of the paper is as follows. In Section 1 we introduce the basic terminology and describe the setup we shall be working in. Section 2 contains a brief review of the notions of predictable processes, random time and the associated time projection. Section 3 contains a brief review of the stochastic integration of adapted processes with respect to a bounded L 2 -martingale, the classes of integrable processes and the operator algebras connected with the stochastic integrals of these classes. In Section 4 we define a random partition of the stochastic interval [τ 0 , τ ∞ ] and characterize predictable processes associated with these random partitions (see Theorem 4.2 and Theorem 4.5). Section 5 is devoted to various aspects of random partitions and the related operator algebras. In particular, the operator algebras connected with the stochastic integrals of predictable processes are identified and their mutual relations are examined (see Lemma 5.4 , Theorem 5.6 and Proposition 5.8). Finally, in Section 6 we show the operator algebra connected with the stochastic integrals of predictable processes associated with certain random partition is an image of a * -preserving strongly continuous positive linear map defined on the product von Neumann algebra of the filtration under consideration (see Lemma 6.4).
Mathematical preliminaries
A noncommutative stochastic base which we shall be working in consists of the following elements: a von Neumann algebra A acting on a Hilbert space H, a normal faithful tracial state ϕ on A, a filtration (A t ), t ∈ [0, +∞], which is an increasing (s ≤ t implies A s ⊂ A t ) family of von Neumann subalgebras of A such that A = A ∞ = t>0 A t and A s = t>s A t (right-continuity). Then for each t ≥ 0 there exists a normal conditional expectation M t from A onto A t such that ϕ • M t = ϕ.
For each t ∈ [0, +∞] we write L 2 (A t ) for the noncommutative Lebesgue space associated with A t and ϕ. The theory of these spaces is described e.g. in [11] , for our purpose we recall only that L 2 (A) (accordingly L 2 (A t )) consists of densely defined operators on H, affiliated to A, and that L 2 (A) is the completion of A with respect to the norm
; moreover, for a ∈ A and X ∈ L 2 (A), the operators aX and Xa belong to L 2 (A). For each t the conditional expectation M t extends to the projection from
By an A-valued (respectively L 2 -valued) process we mean a map from [0, +∞] into A (respectively L 2 (A)). A-valued processes will be usually denoted by f, g or (f t ) , (g t ) while the L 2 -processes we shall use the symbols
Let f = (f t ) be an arbitrary A-valued adapted process. By f * we denote the adjoint process given by (f * t ). Recall that ϕ is a trace and L 2 (A) is a Hilbert space with inner product given by
The conditional expectation M t enjoys the property
is bounded if X t ≤ c for all t ≥ 0. An elementary Hilbert space type reasoning shows that boundedness is equivalent to the existence of an element By a slight abuse of notation we shall drop the subscript "∞" and write simply X t = M t (X). Let us adopt the following notational convention. For each X ∈ L 2 (A) we denote by (X t ) the martingale given by
Let us notice that according to [8] any L 2 -martingale adapted to a right continuous filtration of algebras is right L 2 -continuous, so M t −→ M s as t s.
Random times, time projections and predictable processes
Firstly, we recall the definition of a random time and the associated time projection. The motivation for these definitions and all the details can be found in [4] , [5] , [7] , [8] .
Definition 2.1. A random time, τ , is an increasing family of projections (E t ), t ∈ [0, +∞] with E t ∈ A t and E 0 = 0, E +∞ = 1. Each deterministic time, t ∈ [0, +∞), is identified with a random time t = (E s ) defined by
When t = +∞, it is identified with a random time ∞ = (F t ) defined by
Definition 2.2.
1. For two random times τ = (E t ) and σ = (F t ) we say that τ ≤ σ if
We define τ ∧ σ and τ ∨ σ to be the random times τ ∧ σ = (E t ∨ F t ) and τ ∨ σ = (E t ∧ F t ). 2. For Θ the set of all finite partitions of [0, +∞] and θ ={0 = t 0 < t 1 < . . . < t n = +∞}∈ Θ, we define an operator
has the following properties (see [5, Theorem 2.3] ):
In view of these properties and the fact that Θ is a directed set ordered by inclusion we note that {M τ (θ) : θ ∈ Θ} becomes a decreasing net of orthogonal projections. Hence there exists a unique orthogonal projection
in the strong operator topology as θ refines. We shall call M τ the time projection for the random time τ ([5, Definition 2.4]). As an immediate corollary of [7] , we have the Optional Stopping Theorem which states that for random times τ , σ with τ ≤ σ, we have
It is a simple matter to verify that the time projection associated with a random time t agrees with M t , the conditional expectation. Consequently, M 0 = M 0 is the smallest time projection while M ∞ = 1 is the largest time projection.
Let us recall the following definition from [8] , [10] .
Definition 2.3.
1. Let σ = (F t ) and τ = (E t ) be random times with σ ≤ τ . The stochastic interval (σ, τ ] is a process defined as 
The class of all bounded predictable processes is denoted by P. Note first of all that every bounded predictable process takes the value 0 at t = +∞.
In [10] an important class of predictable processes has been introduced, called uniformly predictable and defined as follows: Definition 2.4. A process f is called uniformly predictable if it is the uniform limit of a sequence of simple predictable processes. The class of all uniformly predictable processes is denoted by U.
Thus f is uniformly predictable if there exists a sequence, f n = f (n) t , of simple predictable processes and
Stochastic integration for adapted processes
We recall the definition and some properties of stochastic integration with respect to a bounded L 2 -martingale processes. We also recall the definitions of various classes of integrable processes and the operator algebras connected with stochastic integrals of these classes. For details and proofs the reader is referred to [10] .
Let f be an A-valued process and (
call the left and the right sum, respectively. Both the sums are elements of L 2 (A), and if there exist L 2 -limits of these sums as θ refines, they are called the left and right integral of f with respect to (X t ), respectively, and are denoted by
The various classes of integrable processes are introduced by the following definition.
The class of all completely right integrable process is denoted by R. 3. f is called completly integrable if it is completely left and right integrable. The class of all completely integrable processes is denoted by I. Thus I = L ∩ R.
As for this theory of integration, it turns out that the class U of uniformly predictable processes is fundamental; i.e. the uniformly predictable processes are completely left and right integrable processes, see Proposition 2.1.3 and Corollary 2.1.8 of [10] . Consequently, E ⊂ S ⊂ U ⊂ I.
For an A-valued uniformly bounded process f put
and L f ≤ f . Similarly, for each f ∈ R, R f is a bounded linear operator defined by
and 
R with norm · is a Banach algebra, and the map
In what follows we formulate our definition and result in the "left" versions, their "right" counterparts are formulated in an obvious manner and have virtually the same proofs as the left ones. In connection with these operators various operator algebras arise in a natural way. Let us recall the following definition from [10] .
Definition 3.3.
1. By I l (A) we denote the von Neumann algebra on L 2 (A) generated by all operators L f , where f is a completely integrable process, i.e.
2. By L (A) we denote the von Neumann algebra on L 2 (A) generated by all operators L f , where f is a completely left integrable process, i.e.
Now, take the constant process equal to 1 -the identity of the algebra L we immediately get L 1 = M ⊥ 0 , which means that the algebra
). If we wanted to explicitly take this fact into account we could consider e.g. the algebra
The above mentioned "deficiency" of the operators L f is probably the reason for their slightly different definition in [8] (see [8, Definition 5.3] ) namely they are defined as [10] it was shown that there is an interesting and naturally looking setup to which the above described operators L f fit well. Indeed, by can use the generalization of a random time which is called quantum stopping time, by which we mean a non-decreasing family of projections τ = (E t ) such that E t ∈ A t for each t ∈ [0, +∞) and E ∞ = 1 (cf. [3, Definition 1.1]). In this work we shall consider the definition L f above and restrict our attention to the various classes of predictable processes. Let us consider the following definition which is adopted from [10] and [8] .
Definition 3.4.
By ]
E(A) we denote the von Neumann algebra on L 2 (A) generated by all the operators L f , where f is an elementary predictable process, i.e.
U(A) we denote the von Neumann algebra on L 2 (A) generated by all the operators L f , where f is a uniformly predictable process, i.e.
3. ByŜ(A) we denote the von Neumann algebra on L 2 (A) generated by all the operators L f , where f is a simple predictable process, i.e. 
Now, if f is an arbitrary elementary predictable process of the form
then by linearity 
Random partition of the stochastic interval
The aim of this section is to introduce the notion of random partition of stochastic interval [τ 0 , τ ∞ ] by analogy with the classical case. We shall also characterize the predictable processes associated with these random partitions.
The random time τ 0 is the time 0 which is the smallest random time while τ ∞ is the time ∞ which is the greatest random time. Recall that the time projection associated with τ 0 is the projection M 0 and the time projection associated with τ ∞ is the projection 1.
Definition 4.1. Let σ denote a finite sequence of random times:
The sequence σ is called a random partition of the stochastic interval
Using the identification between the deterministic times and the random times, we obtain that each partition θ ∈ Θ is a random partition,
Let σ = {τ 0 , τ 1 , ..., τ n−1 , τ ∞ } be a random partition, we shall call f which has the form
where λ i ∈ C, for 0 ≤ i ≤ n and P is a projection in A 0 , the elementary predictable process associated with the random partition σ. To avoid repeating the phrase "f is an elementary predictable process associated with random partition σ" we shall say that f is a σ-elementary predictable process. Similarly σ-simple (σ-uniformly, σ-bounded) predictable processes are defined in the entirely analogous way to the simple (resp. uniform, bounded) predictable processes.
Let us start with the following result on σ-simple predictable processes.
Then a process f is σ-simple predictable process if and only if it has the form
where α i ∈ C, for 1 ≤ i ≤ n and f 0 is a finite linear combination of finite products of projections in A 0 .
Proof. Suppose that f is a σ-simple predictable process. Then f is a finite linear combination of finite products of σ-elementary predictable processes of the form
By the mutual orthogonality of the projections
This shows that the process f has the form
For the converse, let P and Q be two projections in A 0 such that f 0 = P Q.
They are σ-elementary predictable processes. Once again by the mutual orthogonality of the projections
, we observe that f = hh . Using this fact, we see that the result is true for any finite linear combinations of finite products of projections in A 0 . This means that f is a finite linear combination of finite products of σ-elementary predictable processes. So f is a σ-simple predictable process. 
is a finite linear combination of finite products of operators associated with σ-elementray predictable processes.

Proof. From Theorem 4.2 f has the form
where α i ∈ C, 1 ≤ i ≤ n, and f 0 is a finite linear combination of finite products of projections in A 0 . Then
To get the result let us calculate L f 0 χ {0} (X) = dX t f 0 χ {0} (t), for X ∈ L 2 (A). For a partition θ of [0, +∞] we have
As θ refines, this expression tends to (M 0+ − M 0 ) (X) f 0 which is zero by virtue of the assumed right continuity of the filtration. So
This shows that
Now, let f 0 = P Q for some projections P and Q in A 0 . As in the proof of Theorem 4.2, let us consider the following σ-elementary predictable processes
because of the mutual orthogonality of the projections
. Using this fact, we see that the result is true for any finite linear combinations of finite products of projections in A 0 . This showing that L f is a finite linear combination of finite products of operators associated with σ-elementary predictable processes.
a process f is a σ-simple predictable process if and only if
for some α i ∈ C, 1 ≤ i ≤ n and f 0 is a finite linear combination of finite products of projections in A 0 .
Proof. Let f 0 be a finite linear combination of finite products of projections in A 0 . We define f by
where α i ∈ C, 1 ≤ i ≤ n and the result follows from Theorem 4.2.
About the σ-uniformly predictable processes we have the following.
a process f is σ-uniformly predictable process if and only if it has the form
where α i ∈ C, 1 ≤ i ≤ n, and f 0 ∈ A 0 .
Proof. Suppose that f is given in above form to show that f is σ-uniformly predictable processes. In case f 0 = P , where P is a projection in A 0 , then f is σ-elementary predictable process and hence is σ-uniformly predictable process. If f 0 is a finite linear combination of projections, the process f may be written as a finite linear combination of σ-elementary predictable process, i.e f is σ-simple predictable process and hence σ-uniformly predictable process. Now the operator f 0 may be written as a linear combination of four positive operators from A 0 . In turn, each of these can be written as a norm limit of finite linear combinations of its spectral projections. It follows when f 0 is positive operator that f may be uniformly approximated in the operator norm by a sequence of σ-simple predictable processes. This means by definition that f is σ-uniformly predictable process. The result extends to the case of f 0 not positive by linearity.
For the converse, we assume that f is σ-uniformly predictable process. Then f = lim m→+∞ f m , where f m are σ-simple predictable processes, and the limit is uniform. From Theorem 4.2, f m has the form 
and
Furthermore, by the mutual orthogonality of the projections
we observe that this decomposition is unique in the sense
The result follows.
Note that Theorem 4.5 is still true when replacing the σ-uniformly predictable process by σ-bounded predictable process and the proof is essentially the same (using the pointwise convergence in operator norm and the fact that the uniform convergence implies the pointwise). This means that for a fixed random partition σ, the σ-uniformly predictable processes and the σ-bounded predictable processes coincide. So we have the following:
Then a process f is σ-uniformly predictable if and only if it is a σ-bounded predictable process.
Furthermore L f is a strong limit of a sequence of operators associated with σ-simple predictable processes.
Proof. From Theorem 4.5, f has the form
where
since L f 0 χ {0} = 0 (by the same manner of the proof of Proposition 4.3). Moving on to the second part we see immediately that f is a uniform limit of a sequence (f m ) of σ-simple predictable processes which having the form (Theorem 4.2) 
Note that, since f is a uniform limit of the sequence (f m ) we obtain that the sequence (f m 0 ) converges in operator norm to f 0 and for
in the strong operator to topology on B(L 2 (A)) and hence
in the strong operator topology, i.e L fm −→ m L f strongly, as required. This follows immediately from Proposition 4.7 and Proposition 4.3.
Random partitions and related algebras
In this section we shall use random partitions to examine mutual relations between operator algebras connected with stochastic integrals of predictable processes. Also we shall identify the algebras connected with the stochastic integrals of σ-predictable processes. Let us start with the following definition.
. . , τ n−1 , τ ∞ } be a fixed random partition.
1. By E σ we denote the von Neumann algebra on L 2 (A) generated by all the operators L f where f is a σ-elementary predictable process, i.e.
2. By S σ we denote the von Neumann algebra on L 2 (A) generated by all the operators L f , where f is a σ-simple predictable process, i.e.
3. By U σ we denote the von Neumann algebra on L 2 (A) generated by all the operators L f , where f is a σ-uniformly predictable process, i.e.
f is a σ-uniformly predictable process} .
As an immediate consequences we have the following. 
Proof. By Definition 5.1 we have
From Proposition 4.3 we have S σ ⊆ E σ and from Proposition 4.7 and Corollary 4.8 we have
Corollary 5.3. The following equalities hold true
The following lemma identifies the von Neumann algebra E σ associated with the random partition σ.
Proof. For a fixed random partition σ = {τ 0 , τ 1 , . . . , τ n−1 , τ ∞ } and a fixed σ-elementary predictable process f with the form
where P is a projection in A 0 and λ i ∈ C, for 0 ≤ i ≤ n. We have
which belongs to
By mutual orthogonality of the projections
the same can be said of any element of the * -algebra generated by the L f . Thus
For the next part we note that each element y of the algebra
which has the form
where α i ∈ C, for 0 ≤ i ≤ n, and P is a projection in A 0 , is an operator L f in E σ for some σ-elementary predictable process f . If P is a finite linear combination of projections in A 0 , then y may be written as a finite linear combination of operators associated with σ-elementary predictable processes and hence y ∈ E σ . Now the operator P may be written as a linear combination of four positive operators from A 0 . In turn, each of these can be written as a norm limit of finite linear combinations of its spectral projections. It follows that when P is a positive operator, y may be approximated in the strong operator topology by a sequence of linear combinations of operators associated with σ-elementary predictable processes, so y ∈ E σ . The result extends to the case of P not positive by linearity. This shows that
Remark 5.5. The second part of the above proof shows that each element of E σ is a strong operator limit of a sequence of linear combinations of operators associated with σ-elementary predictable processes. This means that each element of E σ is a strong operator limit of a sequence of operators associated with σ-simple predictable processes.
Theorem 5.6. The following equalities hold true
Let f be an elementary predictable process, then there exist a random partition σ ∈ P [τ 0 , τ ∞ ] such that f is σ-elementary predictable process and so
2. Let f be a simple predictable process. Then by definition f has the
. Now, we define new σ i k -elementary predictable processes, say g 
3. Let f be a uniformly predictable process. Then there exists a sequence (f n ) of simple predictable processes converges to f uniformly. Thus L f = lim n→∞ L fn strongly (see [10, Proposition 2.1.3]). Note that M 0 (·) f n (0) converges strongly to M 0 (·) f 0 (since we have the sequence f n (0) converges to f 0 in operator norm). Combining with above we get L f = lim n→∞ L fn strongly. We know from the part 2 that L fn ∈ ( σ S σ ) for each n and from Corollary 5.3 We conclude this section by the following result concerning the sequences in the algebra E σ . For a fixed random partition σ = {τ 0 , τ 1 , . . . , τ n−1 , τ ∞ }. The sequence (b k ) in E σ is a combination of two sequences in B L 2 (A) , i.e.
where (a k ) is a sequence in A 0 and λ (k) i is a sequence in C, for 0 ≤ i ≤ n.
The next result gives us an idea of the conditions that make the sequence in E σ is Cauchy in the strong operator topology. where z t 0 , . . . , z tn ∈ A and 0 = t 0 < t 1 < · · · < t n = +∞. f is adapted if z t i ∈ A t i . Definition 6.1. For a partition θ = {0 = t 0 < t 1 < . . . < t n = +∞} and an arbitrary A-valued process f let us define the "simplification" f θ of f by
The class of all adapted A-valued processes simplified by θ is denoted by A θ , i.e.
A θ = {f θ : f ∈ A}.
Clear that A θ is a * -subalgebra of A. Furthermore, A θ is a von Neumann algebra for each θ ∈ Θ and there exists an ultraweakly continuous * -homomorphism θ : A −→ A θ defined by θ (f ) = f θ .
For more details and the proof see Corollary 3.8 of [6] .
The above definition leads to a correspondence between the elements of A θ and the σ-uniformly predictable processes (θ and σ having the same number of elements). Indeed, if f ∈ A θ , then f has the form
The random times τ 0 = t 0 < t 1 < . . . < t n = τ ∞ form a random partition of [τ 0 , τ ∞ ] and according to Theorem 4.5 we can define a uniformly predictable process h associated with this random partition in the form
