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Birational geometry
of Fano double spaces of index two
A.V.Pukhlikov
We study birational geometry of Fano varieties, realized as
double covers σ:V → PM , M ≥ 5, branched over generic
hypersurfaces W =W2(M−1) of degree 2(M − 1). We prove
that the only structures of a rationally connected fiber space
on V are the pencils-subsystems of the free linear system
| − 12KV |. The groups of birational and biregular self-maps
of the variety V coincide: BirV = AutV .
Introduction
0.1. Setting up of the problem and formulation of the main result. The
integerM ≥ 4 is fixed throughout the paper. The symbol P stands for the projective
space PM over an algebraically closed field of characteristic zero (in the first place,
we mean C). Let W = W2(M−1) ⊂ P be a smooth hypersurface of degree 2(M − 1).
There exists a uniquely determined double cover
σ:V → P,
branched over W . It can be explicitly defined as the hypersurface, given by the
equation
x2M+1 = f(x0, . . . , xM)
in the weighted projective space PM+1(1, . . . , 1,M − 1), where f(x∗) is the equation
of the hypersurface W .
The variety V is a Fano variety of index two:
PicV = ZH,
where H is the ample generator, KV = −2H , the class H is the pull back via σ of
a hyperplane in P. On the variety V there are the following natural structures of a
rationally connected fiber space: let αP :P 99K P1 be the linear projection from an
arbitrary linear subspace P of codimension two, then the map
πP = αP ◦ σ:V 99K P1
fibers V into (M −1)-dimensional Fano varieties of index one. Now let us formulate
the main result.
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Recall [1], that a (non-trivial) rationally connected fiber space is a surjective
morphism λ: Y → S of projective varieties, where dimS ≥ 1 and the variety S and
a fiber of general position λ−1(s), s ∈ S, are rationally connected (and the variety
Y itself is automatically rationally connected by the theorem of Graber, Harris and
Starr [2]).
Theorem 1. Assume that M ≥ 5 and the branch hypersurface W ⊂ P is
sufficiently general. Let χ:V 99K Y be a birational map onto the total space of the
rationally connected fiber space λ: Y → S. Then S = P1 and for some isomorphism
β:P1 → S and a subspace P ⊂ P of codimension two we get
λ ◦ χ = β ◦ πP ,
that is, the following diagram commutes:
V
χ
99K W
πP ↓ ↓ λ
P1
β→ S.
Corollary 1. For a generic double space V of dimension dimV ≥ 5 the following
claims hold.
(i) On the variety V there are no structures of a rationally connected fiber space
with the base of dimension ≥ 2. In particular, on V there are no structures of a
conic bundle and del Pezzo fibration, and the variety V itself is non-rational.
(ii) Assume that there is a birational map χ:V 99K Y , where Y is a Fano variety
of index r ≥ 2 with factorial terminal singularities, such that PicY = ZHY , where
KY = −rHY , and moreover, the linear system |HY | is non-empty and base point
free. Then r = 2 and the map χ is a biregular isomorphism.
(iii) The groups of birational and biregular self-maps of the variety V coincide:
Bir V = Aut V = Z/2Z.
Proof of the corollary. The claim (i) and the equality r = 2 in (ii) are obvious
(any linear subsystem of projective dimension ≤ r−1 in the complete linear system
|HY | defines a structure of a rationally connected fiber space on Y ). Furthermore,
the χ-preimage of a generic divisor in the system |HY | is by Theorem 1 a divisor
in the linear system |H|, which completes the proof of the claim (ii). The part (iii)
follows from (ii) in an obvious way. Q.E.D.
Tha aim of the present paper is to prove Theorem 1. As usual, its claim will
be derived from another fact, a much more technical and less visual Theorem 2 on
the thresholds of canonical adjunction of movable linear systems on the variety V .
However, first of all, let us discuss the position of Theorem 1 in the context of known
results on birational geometry of higher-dimensional Fano varieties.
0.2. From birationally rigid varieties to birationally non-rigid ones.
Recall the principal definitions of the theory of birational rigidity. Let X be a
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smooth projective rationally connected variety. It satisfies the classical condition
of termination of adjunction of the canonical class: for any effective divisor D the
linear system |D+mKX | is empty form≫ 0, sinceKX is negative on every family of
rational curves sweeping out X , whereas an effective divisor is non-negative on any
such family. In order to fix the moment of termination precisely, let us consider the
Picard group A1X = PicX , set A1
R
X = A1X⊗R and define the cones A1+X ⊂ A1RX
of pseudo-effective classes and A1movX ⊂ A1RX of movable clases as the closed cones
(with respect to the standard real topology of A1
R
X ∼= Rk), generated by the classes
of effective divisors and movable divisors (that is, divisors in the linear systems with
no fixed components), respectively.
Definition 0.1. The threshold of canonical adjunction of a divisor D on the
variety X is the number c(D,X) = sup{ε ∈ Q+|D + εKX ∈ A1+X}. If Σ is a
non-empty linear system on X , then we set c(Σ, X) = c(D,X), where D ∈ Σ is an
arbitrary divisor.
Example 0.1. (i) Let X be a smooth Fano variety, and assume that PicX =
ZHX , where HX is the ample generator and KX = −rHX , r ≥ 1. For any effective
divisor D we have D ∼ nHX for some n ≥ 1, so that
c(D,X) =
n
r
.
(ii) Let π:X → S be a rationally connected fiber space with dimX > dimS ≥ 1,
∆ an effective divisor on the base S. Obviously, c(π∗∆, X) = 0. If PicX = ZKX ⊕
π∗ PicS, that is, X/S is a standard Fano fiber space, and D is an effective divisor
on X , which is not a pull back of a divisor on the base S, then D ∈ |−mKX +π∗R|
for some divisor R on S, where m ≥ 1. Obviously, c(D,X) ≤ m, and moreover, if
the divisor R is effective, then c(D,X) = m. Indeed, KX is negative on the fibers of
the morphism π (in particular, on the dense families of rational curves sweeping out
fibers of π), whereas any divisor, pulled back from the base, is trivial on the fibers.
Example 0.2. Let Y be a Fano variety of index r ≥ 2, described in part
(ii) of Corollary 1. Consider a movable linear system Σ, spanned by the divisors
D1, . . . , Dr ∈ |HY | of general position. Obviously,
Q = D1 ∩ . . . ∩Dr ⊂ Y
is an irreducible subvariety of codimension r ≥ 2, whereas BsΣ = Q. Let ϕ: Y + → Y
be the blow up of Q and Σ+ the strict transform of the system Σ on Y +. Obviously,
the free system Σ+ defines a morphism
πQ: Y
+ → Pr−1,
the fibers of which are Fano varieties and therefore are rationally connected. We get
the equalities
c(Σ, Y ) =
1
r
and c(Σ+, Y +) = 0,
because Σ+ is pulled back from the base Pr−1.
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Definition 0.2. For a movable linear system Σ on a variety X define the virtual
threshold of canonical adjunction by the formula
cvirt(Σ) = inf
X♯→X
{c(Σ♯, X♯)},
where the infimum is taken over all birational morphisms X♯ → X , X♯ is a smooth
projective model of C(X), Σ♯ is the strict transform of the system Σ on X♯.
The virtual threshold is obviously a birational invariant of the pair (X,Σ): if
χ:X 99K X+ is a birational map, Σ+ = χ∗Σ is the strict transform of the system Σ
with respect to χ−1, then we get cvirt(Σ) = cvirt(Σ
+).
The following obvious claim shows how the information on the virtual threshold
of canonical adjunction makes it possible to describe birational property of algebraic
varieties.
Proposition 0.1. (i) Assume that on the variety X there are no movable linear
systems with the zero virtual threshold of canonical adjunction. Then on X there are
no structures of a non-trivial fibration into varieties of negative Kodaira dimension,
that is, there is no rational dominant map ρ:X 99K S, dimS ≥ 1, the generic fiber
of which has negative Kodaira dimension.
(ii) Let π:X → S be a rationally connected fiber space. Assume that every
movable linear system Σ on X with the zero virtual threshold of canonical adjunction,
cvirt(Σ) = 0, is the pull back of a system on the base: Σ = π
∗Λ, where Λ is some
movable linear system on S. Then any birational map
X
χ
99K X♯
π ↓ ↓ π♯
S S♯,
(1)
where π♯:V ♯ → S♯ is a fibration into varieties of negative Kodaira dimension, is
fiber-wise, that is, there exists a rational dominant map ρ:S 99K S♯, making the
diagram (1) commutative, π♯ ◦ χ = ρ ◦ π.
The only known way to compute the virtual thresholds of canonical adjunction
is by reduction to the ordinary thresholds.
Definition 0.3. (i) The variety X is said to be birationally superrigid, if for any
movable linear system Σ on X the equality
cvirt(Σ) = c(Σ, X)
holds.
(ii) The variety X (respectively, the Fano fiber space X/S) is said to be bira-
tionally rigid, if for any movable linear system Σ on X there exists a birational
self-map χ ∈ BirX (respectively, a fiber-wise birational self-map χ ∈ Bir(X/S)),
providing the equality
cvirt(Σ) = c(χ∗Σ, X).
(iii) The variety X is said to be almost birationally rigid, if it has a model X˜ ,
which is a birationally rigid variety, that is, the condition (ii) is satisfied for some
smooth projective variety X˜ , birational to X .
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Example 0.3. (i) A smooth three-dimensional quartic X = X4 ⊂ P4 is bira-
tionally superrigid: this follows immediately from the arguments of [3].
(ii) A generic smooth hypersurface X = Xd ⊂ Pd, d ≥ 5, is a birationally
superrigid variety [4]. A generic complete intersection Xd1·...·dk ⊂ PM+k of index one
(that is, d1 + . . .+ dk =M + k) and dimension M ≥ 4 is birationally superrigid for
X ≥ 2k + 1 [5]. For more examples, see [1].
(iii) Generic smooth complete intersections X2·3 ⊂ P5 of a cubic and a quadric
hypersurfaces are birationally rigid, but not superrigid [6,7]. A generic complete
intersection X2·3 ⊂ P5 with a non-degenerate quadratic singularity o ∈ X2·3 is
almost birationally rigid. For a birationally rigid model X˜2·3 one can take the blow
up of the singular point [8].
Conjecture 0.1. A smooth Fano complete intersection of index one and di-
mension ≥ 4 in a weighted projective space is birationally rigid, of dimension ≥ 5
birationally superrigid.
It follows from Example 0.2 that the double space V , the main object of study
in the present paper, is neither superrigid, nor rigid, nor almost rigid.
0.3. The start and scheme of the proof of Theorem 1. Similarly to
birationally rigid varieties, Theorem 1 is based on some claim on the virtual threshold
of canonical adjunction of a movable linear system on V . For an arbitrary linear
subspace P ⊂ P of codimension two let VP be the blow up of the subvariety σ−1(P ) ⊂
V (it is irreducible by the conditions of general position, see Sec. 0.4). For a movable
linear system Σ on V the symbol ΣP stands for its strict transform on VP .
Theorem 1 follows from a more technical fact.
Theorem 2. Assume that M ≥ 5 and for a movable linear system Σ the in-
equality
cvirt(Σ) < c(Σ, V ) (2)
holds. Then there exists a uniquely determined linear subspace P ⊂ P of codimension
two, satisfying the inequality
multσ−1(P )Σ > c(Σ, V ),
whereas for the strict transform ΣP the equality
cvirt(Σ) = cvirt(ΣP ) = c(ΣP , VP )
holds.
Theorem 1 is derived from Theorem 2 in a few lines, see §1. Almost all paper is
devoted to proving Theorem 2. Let us fix a movable linear system Σ, satisfying the
inequality (2). Taking, if necessary, a symmetric power of Σ, we may assume that
Σ ⊂ |2nH| = | − nKV |,
where n ≥ 1 is a positive integer. The system Σ (and the integer n) are fixed
throughout the paper, with the exception of a few technical sections (in the first
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place, §§4-5), where the notations are independent; we usually point this out but it
is always clear from the context. Obviously,
c(Σ, V ) = n.
Proposition 0.2 (the Noether-Fano inequality). There exists a birational
morphism ϕ: V˜ → V and an irreducible exceptional divisor E ⊂ V˜ , satisfying the
estimate
ordE ϕ
∗Σ > na(E, V ). (3)
Proof is well known (see, for instance, [1]).
The divisor E (or the corresponding discrete valuation of the field of rational
functions of the variety V ) is called a maximal singularity of the linear system Σ. If
ϕ is the blow up of an irreducible subvariety B ⊂ V (and in that case E = ϕ−1(B)),
then the latter is called a maximal subvariety of the system Σ. In that case (3) is
equivalent to the inequality
multB Σ > n(codimB − 1).
In any case the subvariety B = ϕ(E) is called the centre of the maximal singularity
E, see [1] for the language of maximal singularities.
An equivalent formulation of Proposition 0.2: the pair(
V,
1
n
Σ
)
(4)
is not canonical and the prime divisor E ⊂ V˜ is a non canonical singularity of this
pair. If, instead of (3), the stronger inequality
ordE ϕ
∗Σ > n(a(E) + 1), (5)
holds, then E is a log maximal singularity, the pair (4) is not log canonical and the
estimate (5) is the log Noether-Fano inequality. The bigger part of the paper is
devoted to proving the following fact.
Proposition 0.3. There exists a unique linear subspace P ⊂ P of codimension
two, such that the subvariety σ−1(P ) is a maximal subvariety of the system Σ.
Proposition 0.3 is proved in §§2-6 in the “negative” version: assuming that the
system Σ has no maximal subvarieties of the form σ−1(P ), where P ⊂ P is a linear
subspace of codimension two, we exclude one by one all possibilities for a maximal
singularity of the system Σ, thus coming to a contradiction with Proposition 0.2.
The arguments of §2 exclude also the possibility that the system Σ has two maximal
subvarieties, σ−1(P1) and σ
−1(P2), where P1 6= P2 are distinct linear subspaces of
codimension two.
Now we blow up the maximal subvariety σ−1(P ) and on the new (generally
speaking, singular) variety complete the proof of Theorem 2, which directly implies
Theorem 1. This part of our work, although it is the concluding one in the sense
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of the proof as a whole, is based on Proposition 0.3 only and is independent of the
contents of §§2-6. So it is done in §1 (in the assumption that Proposition 0.3 holds).
§7 is devoted to proving the conditions of general position, which the double space
V is supposed to satisfy. There is no doubt that these conditions are unnecessary,
that is, that Theorems 1 and 2 are true for any smooth double space of index two.
However, the conditions of general position are essentially used in the proof. Some
of those conditions could have been at least relaxed, however, this would have made
our proof, hard and long as it is, even more complicated.
Note that in this paper we do a considerable part of work for the double spaces
of dimension M = 4 (we exclude a majority of types of maximal singularities). For
M = 5, in order to avoid the paper getting too long, we omit the proof for one of
the cases when we exclude infinitely near maximal singularities (§6). For M ≥ 6 we
consider all possible cases.
0.4. Formulation of conditions of general position. As we mentioned
above, the main result of the present paper is obtained under the assumption that
the double space V is sufficiently general (that is, the branch divisor W ⊂ P is a
sufficiently general hypersurface of degree 2(M −1)). We will use several conditions
of general position, the three principal ones of which are formulated below and
proved in §7 (we show that a general hypersurface W satisfies these conditions
indeed). Some other, less significant, conditions are given where they are used.
The first main condition deals with lines on V . As usual, a curve C ⊂ V is called
a line, if the equality (C ·H) = 1 holds. In particular, a line is a smooth irreducible
rational curve. We have
Proposition 0.4. On a generic variety V there are finitely many lines through
any point.
The second and third condition deal with linear subspaces (planes) in P of codi-
mension two. Consider an arbitrary plane P ⊂ P = PM of codimension two. The
intersection P ∩W , generally speaking, is singular:
p ∈ SingP ∩W
if and only if
P ⊂ TpW.
It is well known that (without the assumption that the hypersurface W is generic)
the set Sing P ∩W is at most one-dimensional (see, for instance, [7]).
The assumption that W is generic makes it possible to improve this claim.
Proposition 0.5. For a generic hypersurface W and an arbitrary plane P ⊂ P
of codimension two the set SingP ∩W is finite (or empty). In particular, the closed
set R = σ−1(P ) is irreducible, that is, it is a subvariety, and the set of its singular
points is at most finite.
The third condition characterizes the singularities of the variety σ−1(P ) and
the singularities of its blow up on V . For a quadratic singular point, that is, a
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hypersurface singularity with a local equation
0 = w2(u1, . . . , uN) + w3(u∗) + . . . ,
where wi(u∗) is a homogeneous polynomial of degree i, then we say that this point
is of rank rkw2. When such a singularity is blown up, the exceptional divisor is the
quadric {w2 = 0} ⊂ PN−1 of rank rkw2.
Let VP be the blow up of the (irreducible by Proposition 0.5) subvariety σ
−1(P )
on V .
Proposition 0.6. For a generic hypersurface W and an arbitrary plane P ⊂ P
of codimension two:
(i) for M ≥ 6 every singular point of the variety VP is an isolated quadratic point
of rank ≥ 4,
(ii) for M ≥ 4 every singular point of the variety VP is an isolated quadratic
point of rank ≥ 3,
(iii) for M ≥ 6 every singular point of the variety σ−1(P ) is an isolated quadratic
point of rank ≥ 2.
The properties, formulated in Propositions 0.4-0.6, will be assumed to take place
(sometimes we remind about this in the course of our arguments).
0.5. Historical remarks. Up to this day, only very few papers were describing
birational geometry of Fano varieties of index r ≥ 2. (We should explain: here we
mean dealing with the problems that give information about the birational type of
a variety, such as the rationality problem, computation of the group of birational
self-maps, description of the set of structures of rationally connected fiber spaces
etc. There are a lot of papers where particular birational maps are constructed
and studied, for instance, birational transformations of the projective space, but
this is a completely different area.) Fano himself pioneered the study of varieties
of index ≥ 2, he tried to describe the group of birational self-maps of the three-
dimensional cubic [9]. This attempt, as it is clear now, could not be successful: the
problem was too complicated for the methods of his time. After V.A.Iskovskikh and
Yu.I.Manin in 1971 proved birational superrigidity (in the modern terminology) of
three-dimensional quartics, it was natural to try to apply the new technique of the
method of maximal singularities to varieties of higher index, and such an attempt
was immediately made: in [10] certain auxiliary claims are formulated for varieties of
arbitrary index r ≥ 1 and some work is done on description of birational geometry of
the Veronese double cone of dimension three (it is a Fano variety of index two). The
paper [11] aimed at completing that work (in particular, at solving the rationality
problem for that class of varieties). Unfortunately, the above mentioned paper [11],
as it became clear later, was faulty, see [12], where the proof was completed 20 years
later. However, the fact that there was a mistake in [11], was already clear enough
in the mid-nineties: in order to study the Veronese double cone successfully, one
should be able to exclude maximal singularities of movable linear systems on the
pencils of del Pezzo surfaces (because there are such pencils on the double cone),
whereas the technique of their exclusion was developed in [13]. It is impossible to
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solve this problem by the methods that were used in the eighties (the test class
technique).
It is worth mentioning that the talk [14] at the ICM in Warsaw announced
S.I.Khashin’s description of the group of birational self-maps of the double space of
index two and dimension three (corresponding to the value M = 3 in the notations
of the present paper), however, this announcement was not confirmed later and
no proof was produced. (Note that the three-dimensional space of index two is
a much more difficult object of study than the Veronese double cone, so that the
announcement, given in [14], looks somewhat naive.) For the modern techniques
this variety seems already to be within reach, however, the problem is still very
hard. For the up to date description of this problem, see [15,16].
Thus the Veronese double cone of dimension three up to this day was the only
Fano variety of index two, birational geometry of which was completely studied.
A series of remarkable results were obtained by means of other methods: non-
rationality of the three-dimensional cubic was proved by Clemens and Griffiths in [17]
(see also [18,19]), non-rationality of “very general” Fano hypersurfaces of arbitrary
dimension and of index two and higher was proved by Kolla´r [20], non-rationality of
double spaces P3 of index two follows from the fact that they admit no structures
of a conic bundle, as A.S.Tikhomirov showed in [21-23]. These are just three exam-
ples; we do not give a complete list of those results, since the methods used in the
above mentioned papers are very far from the method of maximal singularities that
makes the basis of the present paper. It should be mentioned, though, that both
the “transcendent method” (or the method of intermediate Jacobian, developed by
Clemens and Griffiths) and Kolla´r’s approach make it possible to obtain much less
information about birational geometry of a given variety than the method of maxi-
mal singularities that gives its almost exhaustive description. In particular, only the
method of maximal singularities describes all structures of a rationally connected
fiber space (in the case when the work is completed).
The Veronese double cone of dimension three is, in a sense, an exceptional va-
riety by its numerical characteristics. The double spaces of arbitrary dimension,
considered in this paper, are already quite typical. Theorems 1 and 2 show that
the behaviour which is natural to expect from higher-dimensional Fano varieties of
index two, really takes place.
1 The structures of rationally connected fiber spaces
In this section we prove the main results of the paper, Theorems 1 and 2, assuming
that Proposition 0.3 on the maximal subvariety of codimension two holds.
1.1. Fano fiber space over P1. According to Proposition 0.3, there exist a
(unique) linear subspace P ⊂ P of codimension two, satisfying the estimate
multRΣ > n,
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where R = σ−1(P ) is an irreducible variety with at most zero-dimensional singular-
ities (Proposition 0.5). Let ϕ:V + → V be the blow up of the (possibly singular)
subvariety R = σ−1(P ), E = ϕ−1(R) the exceptional divisor.
Lemma 1.1. (i) The variety V + is factorial and has at most finitely many
isolated double points (not necessarily non-degenerate).
(ii) The linear projection πP:P 99K P1 from the plane P generates the regular
projection
π = πP ◦ σ ◦ ϕ:V + → P1,
the general fiber of which Ft = π
−1(t), t ∈ P1 is a non-singular Fano variety of index
one, and finitely many fibers have isolated double points.
(iii) The following equalities hold:
PicV + = ZH ⊕ ZE = ZK+ ⊕ ZF,
where H = ϕ∗H for simplicity of notations, K+ = KV + is the canonical class of the
variety V +, F is the class of a fiber of the projection π, whereas
K+ = −2H + E, F = H −E.
Proof. These claims follow directly from the definition of the blow up ϕ, Propo-
sition 0.5 and the well known fact that an isolated hypersurface singularity of a
variety of dimension ≥ 4 is factorial (see [24]).
Let Σ+ be the strict transform of the system Σ on the blow up V + of the
subvariety R.
Proposition 1.1. The following equality holds:
cvirt(Σ
+) = c(Σ+, V +).
Proof of Theorem 2. This theorem is just the union of Proposition 0.3 and
Proposition 1.1. Q.E.D.
Corollary 1.1. Assume that cvirt(Σ
+) = 0. Then the system Σ+ is composed
from the pencil |H −R|, that is,
Σ+ ⊂ |2nF |.
Proof of the corollary. Assume the converse:
Σ+ ⊂ | −mK+ + lF |,
where m ≥ 1. By the part (iii) of Lemma 1.1,
m = 2n− ν, l = 2ν − 2n ≥ 2,
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so that for the threshold of canonical adjunction we get
c(Σ+, V +) = m.
Since cvirt(Σ
+) = 0, by Proposition 1.1 we get m = 0, as we claimed. Q.E.D. for the
corollary.
Proof of Theorem 1. For the linear system Σ we take the strict transform
with respect to χ of any linear system of the form λ∗Λ, where Λ is a movable system
on the base S. Applying Theorem 2 (or Corollary 1.1), we complete the proof.
1.2. Movable linear systems on the variety V . We start our proof of
Proposition 1.1 with the well known step: assume that the inequality
cvirt(Σ
+) < c(Σ+, V +) = m
holds. Then the pair
(V +,
1
m
Σ+) (6)
is not canonical, so that the linear system Σ+ has a maximal singularity, that is, for
some birational morphism ψ: V˜ → V + and irreducible exceptional divisor E+ ⊂ V˜
the Noether-Fano inequality holds:
νE(Σ
+) > ma(E+, V +).
Lemma 1.2. The centre of maximal singularity E+ is contained in some fiber
Ft = π
−1(t), that is,
B = π ◦ ψ(E+) = t ∈ P1.
Proof. Assume the converse: π ◦ψ(E+) = P1. Restricting the linear system Σ+
onto the fiber of general position F = Fs, we get that the pair
(F,
1
m
ΣF )
is not canonical, where ΣF ⊂ | − mKF |. However, F is a smooth double space of
index one and it is well known [25], that this is impossible. Q.E.D. for the lemma.
For simplicity of notations, let F = Ft be the fiber, containing the centre of
singularity E+.
Proposition 1.2. The centre B is a singular point of the fiber F .
Proof. Since the anticanonical degree of the divisor DF ∈ ΣF is 2m, and
by genericity of the branch divisor the anticanonical degree of any subvariety of
codimension one on F is at least 2, we get the inequality codimF B ≥ 2, so that
codimV + B ≥ 3.
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In the notations of Sec. 1.1 let Π = σ ◦ ϕ(F ) ⊂ P be the hyperplane, corresponding
to the fiber F . It is easy to see that
σF = σ ◦ ϕ:F → Π = PM−1
is the double cover, branched over WΠ =W ∩Π: the blow up ϕ does not affect the
divisors-elements of the pencil |H − R|. Now we need to consider two cases:
1) σF (B) 6⊂ WΠ,
2) σF (B) ⊂WΠ, but the generic point of the subvariety B is a non-singular point
of the fiber F .
The case 1) is excluded by the arguments of [26]. Let o ∈ B be a point of general
position,
λ:F ♯ → F
its blow up, E♯ = λ−1(o) ⊂ F ♯ the exceptional divisor, E♯ ∼= PM−2. By inversion of
adjunction for a general divisor D ∈ Σ+ we get: the pair
(F,
1
m
DF ) (7)
is not log canonical at B, so that by [26, Proposition 3] there is a hyperplane Λ ⊂ E♯,
satisfying the inequality
multoDF +multΛD
♯
F > 2m,
where D♯F is the strict transform of the divisor DF on F
♯. Now the arguments of
[26, Sec. 2.2] give a contradiction.
Consider the case 2). If dimB ≥ 1, then for a point o ∈ B of general position
the intersection of divisors
TpWΠ and σF (DF ),
where p = σF (o), is of codimension two (by the condition of general position, for
any hyperplane Λ ⊂ Π we get dim Sing Λ∩W = 0, so that the tangent hyperplanes
TpWΠ, p ∈ B, form a dimB-dimensional family). In particular, the scheme-theoretic
intersection
(σ−1F (TpWΠ) ◦DF )
is an effective cycle of codimension two on F , of H-degree 2m and of multiplicity at
least
2multoDF > 2m
at the point o, which is impossible.
Thus it remains to consider the case when B = o is a smooth point on the
ramification divisor of the morphism σF . Since the condition of non log canonicity
of the pair (7) is linear in the divisor DF ∈ | −mKF |, one may assume that DF is
a prime divisor. Set Λ = TpWΠ. If
DF 6= σ−1F (Λ),
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then we argue as above in the case dimB ≥ 1. Let us show that the equality
DF = σ
−1
F (Λ) is impossible. It can be done by inspection of possible singularities
of the intersection WΠ ∩ Λ for a hypersurface W of general position. We will give
a simpler argument suggested by the anonymous referee of the paper [27], see also
[28]. Namely, if the pair (7) is not log canonical for DF = σ
−1
F (Λ), then by [29] (or
[30]), the pair
(Π,Λ+
1
2
WΠ)
is not log canonical, either, which, in its turn, implies that the pair
(Λ,
1
2
WΛ)
is not log canonical, WΛ = (W ◦Λ) = W ∩Λ. However, as we pointed out above, the
restrictionWΛ has at most isolated double points as singularities. This contradiction
proves Proposition 1.2.
Let B = o be the centre of the maximal singularity E+.
Proposition 1.3. The point o is a singularity of the variety V +.
Proof. Assume the converse: the point o ∈ V + is non-singular. Since the pair
(6) is not canonical, we get the inequality
multoΣ
+ > m,
whence by Proposition 1.2 it follows that
multoDF > 2m
(since o ∈ F is a singular point of the fiber). As we pointed out above, this is
impossible, which proves the proposition.
1.3. The centre of the maximal singularity is a singular point of the
variety V +. We have shown above that the centre of the maximal singularity E+
is a singular point o ∈ V +, which we will assume from now on. Let
λ:V ♯ → V +
be the blow up of the point o, E♯ = λ−1(o) ⊂ V ♯ the exceptional divisor, which can
be seen as a quadratic hypersurface in PM .
Recall (Proposition 0.6), that for M ≥ 6 we may assume that for a generic
hypersurface W ⊂ P, arbitrary plane P ⊂ P of codimension two and any singularity
o ∈ V + the quadric E♯ is of rank at least 4.
Define the integer β ∈ Z+ by the formula
D♯ ∼ λ∗D − βE♯,
where D ∈ Σ+ is a generic divisor, D♯ its strict transform on V ♯. By Proposition
1.4, which we prove below, Proposition 0.6 implies the inequality
β > m.
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Furthermore, the divisor
λ∗FDF − βE♯F
on the strict transform F ♯ ⊂ V ♯ is effective (the symbols λF and E♯F stand for the
blow up of the point o ∈ F and for the exceptional divisor λ−1F (o), respectively).
This implies the inequality
multoDF ≥ 2β > 2m,
which is impossible. Proof of Proposition 1.1 for M ≥ 6 is complete.
1.4. Maximal singularities over quadratic points. Consider the following
local situation. Let o ∈ X be a germ of a quadratic singularity, dimX ≥ 3. Let us
blow up the point o:
λ:X+ → X,
and denote by the symbol E the exceptional divisor λ−1(o), which we consider as a
quadric hypersurface
E ⊂ PdimX
Let, furthermore, D be an effective Q-Cartier divisor on the variety X , D+ its
strict transform on X+. Assuming the exceptional quadric E to be irreducible,
define the number β ∈ Q+ by the relation
D+ ∼ λ∗D − βE.
Proposition 1.4. Assume that the rank of the quadric hypersurface E is at least
4 and the pair
(X,D)
has the point o as an isolated centre of a non canonical singularity, that is, it is non
canonical, but canonical outside the point o. Then the following inequality holds:
β > 1.
Proof. If dimX = 3, then by assumption the point o ∈ X is a non-degenerate
quadratic singularity, and this fact is well known [31]. (If β ≤ 1, then the pair
(X+, D+) is non canonical, so that by inversion of adjunction the pair (E,D+E)
is not log canonical, but E ∼= P1 × P1 and D+E is an effective curve of bidegree
(β, β), which is impossible [32].) If dimX ≥ 4, then, restricting D onto a generic
hyperplane section Y ∋ o of the variety X with respect to some embedding X →֒ PN ,
and repeating this procedure dimX − 3 times, we reduce the problem (by inversion
of adjunction) to the already considered case dimX = 3. Proof of the proposition
is complete.
1.5. Double spaces of dimension five. Assume now that M = dimV = 5.
Let the singular point o ∈ V + be an isolated centre of non log canonical singularities
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of the pair (V +, 1
m
Σ+). The fiber F ∋ o is a Cartier divisor, so that the point o is
the centre of a non log canonical singularity of the pair
(F,
1
m
DF ), (8)
where DF ∈ Σ+|F is a general divisor, DF ∼ −mKF . By the arguments of Sec. 1.2,
the point o is an isolated centre of non log canonical singularities of that pair. If the
quadratic singularity o ∈ F is of rank 4 or 5, we argue as for M ≥ 6 and come to a
contradiction. Since by the conditions of general position the rank of the quadratic
point o ∈ F is at least 3, we assume that it is equal to 3.
The variety F is realized as the double cover
σF :F → P4,
generated by the morphism σ. By Proposition 1.8, proved below, the conditions of
general position imply (see Proposition 1.7) that the pair (8) is log canonical for
m = 1. Now Proposition 1.1 for M = 5 comes from the following claim.
Proposition 1.5. For any effective Cartier divisor D ∼ −mKF on F the pair
(F,
1
m
D), (9)
is log canonical.
Proof will be given by induction on m ≥ 2 (as we mentioned above, for m = 1
the claim of the proposition is true). It is sufficient to show that non log canonicity
of the pair (9) implies non log canonicity of a similar pair with a smaller value of
the parameter m ≥ 2.
We may assume that the point o is an isolated centre of non log canonical sin-
gularities of the pair (9). For a generic surface S ∋ o (a section of the germ o ∈ F
by two generic hyperplanes with respect to some projective embedding) the pair
(S,
1
m
DS),
where DS = D|S, is not log canonical at the point o by inversion of adjunction. On
the other hand, the point o is an isolated centre of non log canonical singularities of
that pair: in the opposite case on F there is a divisor T such that
D = aT +D1,
where a > m and D1 is effective, which is impossible. The singularity o ∈ S is a
non-degenerate quadratic point.
Let
ψ:F ♯ → F and ψ¯:P♯ → P4
be the blow ups of the points o ∈ F and p = σF (o) ∈ P4. Denote the exceptional
divisors of the blow ups ψ and ψ¯ by the symbols E♯ and E¯♯, respectively. Obviously,
E¯♯ ∼= P3, and σF extends to a double cover
σ♯:F
♯ → P♯,
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which on the level of exceptional divisors gives a double cover
σE = σ♯|E♯:E♯ → E¯♯.
Set
ψ∗D = D♯ + νE♯,
where D♯ is the strict transform. If ν > m, then, as above, we get multoD > 2m,
which is impossible. For this reason we assume that ν ≤ m. Applying Proposition
1.6, which is proved below, to the pair (S, 1
m
DS), we conclude that on the quadric
E♯ there is a plane P ∼= P2, such that the centre of any non log canonical of the pair
(S, 1
m
DS) on the strict transform S
♯ ⊂ F ♯ is a point P ∩ S♯. Obviously, σE(P ) is a
plane in E¯♯ ∼= P3.
Let Q ⊂ P4 be the only hyperplane, such that
Q♯ ∩ E¯♯ = σE(P )
(as always, Q♯ ⊂ P♯ is the strict transform). Set
Π = σ−1F (Q) ⊂ F.
The divisor Π is irreducible, and moreover,
Π♯ ∩ E♯ ⊃ P.
Now write down
D = aΠ+D∗,
where a ∈ Z+ and D∗ is effective and does not contain Π as a component.
Lemma 1.3. The inequality a ≥ 1 holds. The pair
(F,
1
m∗
D∗) (10)
is not log canonical at the point o, where m∗ = m− a.
Proof. By the conditions of general position, the pair (F,Π) is log canonical.
Now by linearity we conclude that the pair (10) is not log canonical at the point o,
and by the arguments of Sec. 1.2 this point is an isolated centre of non log canonical
singularities. This proves the second claim of the lemma.
However, it is true for a = 0 in a trivial way: m∗ = m and D∗ = D. Let us show
that in fact a ≥ 1. Indeed, by Proposition 1.6, the inequality
multP D
♯ + 2ν > 2m (11)
holds. If a = 0, then Π is not contained in the support of the divisor D, so that the
effective cycle
Y = (Π ◦D)
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of codimension two on F is well defined. By (11) we get
multo Y > 2m,
but at the same time deg Y = 2m. Contradiction. Q.E.D. for the lemma.
Since for the pair (10), where D∗ ∼ −m∗KF , the point o ∈ F is an isolated centre
of a non log canonical singularity and m∗ < m, we apply the induction hypothesis
and complete the proof of Proposition 1.5.
Now Proposition 1.1 is proven for M = 5 as well.
1.6. Non log canonical singularities over a singular point of the surface.
Let us consider the following local situation. Let o ∈ S be a germ of a non-degenerate
double point on a surface S (that is, a germ, analytically isomorphic to the germ
(0, 0, 0) ∈ {x2 + y2 + z2 = 0} ⊂ C3). Let
ϕ:S+ → S
be the blow up of the double point o, E = ϕ−1(o) the exceptional conic. Assume
that C is an effective 1-cycle on S, and for some positive m the pair
(S,
1
m
C) (12)
is not log canonical at the point o, but log canonical outside this point. Define the
number ν ∈ Z+ by the relation
C+ ∼ ϕ∗C − νE,
where C+ is the strict transform of the 1-cycle C on S+. Similar to Proposition 3
in [26], for the double point we have
Proposition 1.6. There exists a point q ∈ E such that
2ν +multq C
+ > 2m. (13)
Proof. Note that if the exceptional conic E makes itself a non log canonical
singularity of the pair (S, 1
m
C), then the inequality ν > m holds, that is, (13) holds
for any point q ∈ E. If ν ≤ m, then the connectedness principle implies that the
centre of any non log canonical singularity of the pair (12) is some uniquely defined
(by the pair) point q ∈ E. We will prove that the inequality (13) holds for that
point.
Let
ϕi:Si → Si−1, (14)
i = 1, . . . , N , be the sequence of blow ups of the points which are the centres of a
fixed non log canonical singularity of the (12). More precisely, let
β: S˜ → S+
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be some birational morphism, E+ ⊂ S˜ an irreducible exceptional curve, realizing
the non log canonical singularity of the pair (12), that is, the log Noether-Fano
inequality holds:
νE+(C) > m(a(E
+, S) + 1).
By assumption, β(E+) is the point q ∈ E. Let us define a sequence of blow ups
(14), setting
S0 = S, S1 = S
+,
ϕi blows up the point
xi−1 = centre(E
+, Si−1),
i = 1, . . . , N (so that x0 = o, x1 = q), and the last exceptional curve
EN = ϕ
−1
N (xN−1) ⊂ SN
realizes E+. As usual, we denote the exceptional curves by the symbols
Ei = ϕ
−1
i (xi−1) ⊂ Si,
so that E1 = E. Set
νi = multxi−1 C
i−1 ∈ Z+,
where C i−1 is the strict transform of the cycle C on Si−1, i = 2, . . . , N , and ν1 = ν.
The log Noether-Fano inequality now is re-writed in the traditional form:
p1ν +
N∑
i=2
piνi > m
(
N∑
i=2
pi + 1
)
, (15)
where pi = pNi is the number of paths from the vertex N to the vertex i in the graph
of the sequence of blow ups (14). Note that in (15) in the right hand past there is
no component with i = 1, because the discrepancy of E is zero. The multiplicities
νi satisfy the system of linear inequalities
νi ≥
∑
j→i
νj (16)
for i = 2, . . . , N and, besides,
2ν ≥
∑
j→1
νj . (17)
Finally, νN ≥ 0. Non-negativity of the other numbers ν1, ν2, . . . , νN−1 follows from
(16,17). For simplicity let us denote by the symbol the (15)∗ non-strict log Noether-
Fano inequality, that is, the inequality (15), in which the sign > is replaced by ≥.
Finally, by the symbol L denote the system of non-strict linear inequalities (15)∗,
(16,17) and νN ≥ 0.
Let us show that if the set of real numbers
ν1, . . . , νN
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satisfies the system L, then the estimate
2ν1 + ν2 ≥ 2m (18)
holds. This immediately implies the inequality (13).
Set Λ ⊂ RN to be the convex subset defined by the system L. Obviously, the
linear function 2ν1 + ν2 is bounded from below on Λ, and moreover, the infimum is
a monimum, attained at some point
v = (θ1, . . . , θN ) ∈ RN .
We may assume that the point v is one of the vertices of the set Λ, that is, that N
inequalities from the system L become equalities at that point.
Lemma 1.4. Assume that θN = 0. Then there exists K ∈ {2, . . . , N − 1} such
that the inequality
K∑
i=1
pKiθi > m
(
K∑
i=2
pKi + 1
)
(19)
holds.
Arguing by induction on the length N of the resolution of the singularity E+,
we obtain the estimate (18) in the case θN = 0.
Proof of the lemma 1.4. Since the curve
N⋃
i=1
ENi
is a normal crossing divisor on a non-singular surface, the vertex N is connected by
arrows with one or two vertices: always
N → N − 1
and, possibly, N → L for some L ≤ N − 2. The first case is trivial; we will consider
the second one (our arguments, with simplifications, prove the claim of the lemma
in the first case as well). Setting pij = 0 for i < j, by definition of the incidence
graph we get
pNi = pN−1,i + pL,i
for any i ≤ N − 1. Now, taking into account that θN = 0, we can re-write the
inequality (15)∗ in the following way:(
N−1∑
i=1
pN−1,iθi −m
(
N−1∑
i=2
pN−1,i + 1
))
+
+
(
L∑
i=1
pLiθi −m
(
L∑
i=2
pLi + 1
))
≥ 0,
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which implies that the inequality (19) holds either for K = N − 1, or for K = L (or
for both these values). Q.E.D. for the lemma.
Thus we may assume that θN > 0 and therefore for the vector v the inequalities
(15)∗, (16) and (17) are equalities. It follows that for θ = θN
θi = piθ
for i = 2, . . . , N , and θ1 =
1
2
p1θ, so that θ can be found from the equation(
1
2
p21 +
N∑
i=2
p2i
)
θ =
(
N∑
i=2
pi + 1
)
m.
The value of the linear function 2ν1 + ν2 at the vector v is (p1 + p2)θ, so that the
inequality (18) comes from the following combinatorial fact.
Lemma 1.5. The following inequality holds:
(p1 + p2)
(
N∑
i=2
pi + 1
)
≥ p21 + 2
N∑
i=2
p2i . (20)
Proof will be given by induction on the number N of vertices in the incidence
graph. If N = 2, then p1 = p2 = 1 and (20) holds. Furthermore, the inequality
(p2 + p3)
(
N∑
i=3
pi + 1
)
≥ p22 + 2
N∑
i=3
p2i
holds by the induction hypothesis. In order to obtain (20), it is sufficient to show
the estimate
(p1 + p2)p2 + (p1 − p3)
(
N∑
i=3
pi + 1
)
≥ p21 + p22. (21)
In [33, Lemma 1.6] it was proved that the inequality
N∑
i=3
pi + 1 ≥ p1
holds, so that (21) follows from the estimate
(p1 + p2)p2 + (p1 − p3)p1 ≥ p21 + p22,
which is obvious, since p2 ≥ p3.
Q.E.D. for Lemma 1.5 and Proposition 1.6.
1.7. Additional conditions of general position for M = 5. Here we assume
that M = 5. For an arbitrary point p ∈ W set
T (p) = σ−1(TpW ).
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Let
ϕ:T+(p)→ T (p)
be the blow up of the isolated double point o = σ−1(p) with the exceptional divisor
E(p), a three-dimensional quadric in P4. Set
Yi = {p ∈ W | rkE(p) = i} ⊂W.
Proposition 1.7. For a generic variety V we have rkE(p) ≥ 3, that is, Y1 =
Y2 = ∅. Furthermore, dimY3 = 1. For a point p ∈ Y3 the singularities of the variety
T (p) are of the following form:
1) for a point p ∈ Y3 of general position on the line L = SingE(p) there are three
distinct singular points of the variety T+(p), which are non-degenerate quadratic
points, and on E(p) the variety T+(p) has no other singular points;
2) for a finite set of points p ∈ Y3, which do not satisfy the condition 1), on the
line L = SingE(p) there are two distinct singular points p1 and p2 of the variety
T (p). On E(p) the variety T (p) has no other singular points. On of these points
(say, p1) is a non-degenerate quadratic singularity. The point p2 is an isolated
quadratic point of rank 4. Its blow up
ϕ♯:T
♯(p)→ T+(p)
has a unique singular point p3 on the exceptional divisor E
♯ = ϕ−1♯ (p2), which is the
vertex of the cone E♯, and moreover, p3 ∈ T ♯(p) is a non-degerate quadratic point.
Proof: an easy dimension count for the local equation
y2 = q2(z1, z2, z3, z4) + q3(z∗) + . . .
of the variety T (p) at the point o. For a point p ∈ Y3 singularities of the variety
T+(p) correspond to the zeros of the polynomial
q3(z∗)|L
on the vertex line L of the quadric E(p). If the three roots are distinct, we get the
case 1). If one of the roots is a double root, we get the case 2), where the point
p2 ∈ L corresponds to the double root. Simple calculations are left to the reader.
Q.E.D.
Proposition 1.8. For a generic variety V , an arbitrary point p ∈ Y3 and an
arbitrary hyperplane R ⊂ TpW , R ∋ p, the pair
(T (p),Π = σ−1(R))
is canonical at the point o.
Proof. Since
multoΠ = a(E, T ) = 2,
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where E = E(p), T = T (p) for simplicity of notations, it is sufficient to prove that
the pair
(T+,Π+),
is canonical, where Π+ ⊂ T+ is the strict transform of the divisor Π.
Let
y2 = q∗2(z1, z2, z3) + q
∗
3(z∗) + . . .
be the local equation of the variety Π. If rk q∗2 = 3, then o ∈ Π is an ordinary double
point and there is nothing to prove. If rk q∗2 = 2, then it is easy to check that the
singularities of Π over the point o are resolved by a sequence of k ≤ 6 blow ups of
isolated quadratic points of rank ≥ 3. In that case it is also obvious that the pair
(T,Π) is canonical.
Now assume that rk q∗2 = 1. It imposes 3 independent conditions on Π (more
precisely, on the polynomial f |R), so that there is a 4-dimensional family of subspaces
R ⊂ P, for which Π satisfies this property. Let
EΠ = Π
+ ∩ E
be the exceptional quadric of rank 2 in P3, that is, a pair of planes, L = SingEΠ
the line of their intersections.
If
q∗3|L ≡ 0
(this imposes 4 additional independent conditions on Π, so that there are only finitely
many such pairs), then let
ϕL: ΠL → Π+
be the blow up of the line L. It is easy to check that ΠL has finitely many isolated
double points, resolved by one blow up. It is now obvious that the pair (T,Π) is
canonical, taking into account that
multLΠ
+ = a(L, T+) = 2.
Assume that q∗3 |L 6≡ 0, that is, at a general point of the line L the variety
Π+ is non-singular. It is sufficient to check that the pair (T+,Π+) is canonical at
the singular points of the variety Π+ on the line L. The explicit computations in
local coordinates (they are elementary but tiresome and we omit them) show that
singularities of the divisor Π+ are resolved by a sequence of blow ups of isolated
quadratic points (of rank ≥ 2), which implies canonicity of the pair (T+,Π+).
Assume finally that q∗2 ≡ 0. This imposes 6 independent conditions on Π, so
that there is a one-dimensional family of such subvarieties on V . The quadric EΠ is
the double plane 2Λ = {y = 0}, however, the arguments of general position imply
that multΛΠ
+ = 1 and, moreover,
C = SingΠ+ = {q∗3|Λ = 0}
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(we mean the singularities over the point o) is an irreducible cubic curve, and more-
over, if it is singular, then the only singular point of that curve lies outside the line
L = SingE(p). We get
multC Π
+ = a(C, T+) = 2.
Blowing up of the cubic C gives the variety ΠC , which is non-singular over a generic
point of C. It is easy to check that for any point p ∈ C\L the pair (T+,Π+) is
canonical (even terminal) at that point, either. Finally, the variety ΠC has only
isolated quadratic points of rank ≥ 3, so that it is easy to check that the pair
(T+,Π+) is canonical also over the points q ∈ C ∩ L. Note that for the blow up
ϕq:Tq → T+
of a point q ∈ C ∩ L, with Eq = ϕ−1q (q) the exceptional divisor, we get
multq Π
+ = a(Eq, T
+) = 2,
Eq is a quadric of rank ≥ 4, so that Eq realizes one more canonical, but not terminal
singularity of the pair (T,Π). This completes our proof of Proposition 1.8.
Remark 1.1. Since the multiplicities of singular points and subvarieties are
equal to 2, the proof of Proposition 1.8 reduces to checking that if the strict transform
of the divisor Π has a curve of singular points then the strict transform T is non-
singular at the generic point of this curve, and that the singularities of the strict
transform of Π are at most one-dimensional.
2 Exclusion of maximal subvarieties
of codimension two
In this section, we start to prove Proposition 0.3: we show that, except for the preim-
age σ−1(P ), where P ⊂ P is a linear subspace of codimension two, no subvariety of
codimension two can make a maximal subvariety of the system Σ.
2.1. Set up of the problem. The following claim is true.
Proposition 2.1. If an irreducible subvariety B ⊂ V of codimension two is
maximal for the movable linear system Σ ⊂ | 2nH|, that is, the inequality multB Σ >
n holds, then B = σ−1(B¯), where B¯ ⊂ P is a linear subspace of codimension two.
Proof. The self-intersection Z = (D1 ◦D2), Di ∈ Σ, of the linear system Σ is of
H-degree 8n2 and contains the subvariety B with multiplicity strictly higher than
n2. Therefore, degB ≤ 7. It is necessary to show that only one of these possibilities
realize: degB = 2, and moreover, B¯ = σ(B) is a (M − 2)-plane in P, that is, the
double cover σ−1(B¯)→ B¯ is irreducible.
Note that for dimV =M ≥ 5 we have A2V = ZH2, so that only three possibil-
ities occur, B ∼ H2 or 2H2 or 3H2. In particular, degB ∈ {2, 4, 6}. However, we
exclude below maximal subvarieties of codimension two for M = 4, either.
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Let us exclude, first of all, the case degB = 1. Here M = 4, so that B¯ ⊂ P = P4
is a 2-plane, and moreover, the double cover σ−1(B¯) → B¯ is reducible. Therefore,
the curve B¯ ∩W is everywhere non-reduced (it is a cubic curve with multiplicity
two). This is impossible by generality of the hypersurface W , see Sec. 0.4.
If B = σ−1(B¯), then degB ∈ {2, 4, 6}. Assume that degB ∈ {4, 6}, that is,
deg B¯ ∈ {2, 3}. Let us show that these cases do not realize. Indeed, let L ⊂ P be a
generic secant line of the subvariety B¯ ⊂ P. By generality, the curve C = σ−1(L) is
non-singular and irreducible, and such curves sweep out at least a divisor on V , so
that C 6⊂ BsΣ. For a general divisor D ∈ Σ we get C 6⊂ D and (C · D) = 4n. On
the other hand, let p1 6= p2 be the points of intersection L∩ B¯, then (by generality)
σ−1(pi) = {pi1, pi2}, i = 1, 2, where pij are four distinct points on B. For this reason,
4n = (C ·D) ≥
∑
i,j
(C ·D)pij > 4n.
Contradiction.
Thus if B = σ−1(B¯), then B¯ ⊂ P is a (M − 2)-plane, which is exactly what we
need.
Starting from this moment, we assume that σ−1B¯ = B ∪ B′ breaks into two
irreducible components and
degB = deg B¯ ∈ {2, 3, 4, 5, 6, 7}.
We show below that none of these cases realizes. Let us describe first of all the main
technical tools that will be used for their exclusion.
2.2. Conics on the variety B¯. Let C ⊂ B¯ be an irreducible conics, P =< C >
its linear span (a 2-plane). Assume that C 6⊂ W , the curve W ∩ P is reduced and
the two finite sets
C ∩W and Sing(W ∩ P )
are disjoint. Set S = σ−1(P ), this is an irreducible surface with a finite set of singular
points σ−1(W ∩P ). Let C+ and C− be components of the curve σ−1(C) = C+∪C−,
where C+ ⊂ B, C− ⊂ B′.
Lemma 2.1. The surface S is contained in the base set BsΣ.
Proof. Assume the converse. Then for a general divisor D ∈ Σ we get S 6⊂ D,
so that (D ◦ S) is an effective curve on S, containing C+ with some multiplicity
ν+ ≥ multB Σ > n
and C− with some multiplicity ν− ∈ Z+. Let HS = H | S be the class of a hyperplane
section of S. By what we have said,
((2nHS − ν+C+ − ν−C−) · C±) ≥ 0. (22)
Note that by assumption the curves C± do not contain singular points of the surface
S, so that the local intersection numbers (C+ · C−)x are equal to 12(C ·W )σ(x) and
therefore
(C+ · C−) = 1
2
(C ·W ) = 2(M − 1).
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Furthermore, C+ + C− ∼ 2HS, whence we obtain
(C2+) = (C
2
−) = 2(3−M).
Therefore, the inequalities (22) take the form of linear inequalities
4n+ 2(M − 3)ν+ − 2(M − 1)ν− ≥ 0,
4n− 2(M − 1)ν+ + 2(M − 3)ν− ≥ 0, (23)
whence we get ν± ≤ n. Contradiction. Q.E.D. for the lemma.
Corollary 2.1. The following inequality holds: degB ≥ 4.
Proof. We have to exclude two cases: degB = 2 and degB = 3. First assume
that degB = 2. Applying Lemma 2.1 to the irreducible conic C = B¯ ∩ P , where
P ⊂< B¯ > is a generic 2-plane in the linear span of B¯, we get that σ−1(P ) ⊂ BsΣ.
Therefore,
σ−1(< B¯ >) ⊂ BsΣ,
which is impossible, since < B¯ > is a divisor in P. If degB = 3, the arguments are
similar: the variety B¯ is swept out by conics, and moreover a generic conic C ⊂ B¯
satisfies the assumptions of Lemma 2.1. The linear spans P =< C > of those conics
sweep out at least a divisor in P, which again contradicts the fact that the linear
system Σ is movable. Q.E.D. for the corollary.
2.3. The secant lines of the variety B¯. Let C ⊂ B¯ be an irreducible curve,
not contained in W . Let x ∈ P be a point, satisfying the following conditions of
general position:
• x 6∈ C,
• for any point p ∈ C ∩W the line L =< x, p >, connecting the points x and p,
intersects the hypersurface W transversally at the point p and is not a secant
line of the curve C, that is, C ∩ L = {p}.
Consider the cone ∆ = ∆(x, C) with the vertex at the point x and the base
C. Set S = σ−1(∆), it is an irreducible surface. Let C+ and C− once again be
the components of the curve σ−1(C) = C+ ∪ C−, where C+ ⊂ B, C− ⊂ B′. By
the assumptions above, all the points of intersection of the curves C+ and C− are
smooth points of the surface S. Obviously,
(C+ · C−) = 1
2
(C ·W ) = (M − 1) degC.
Furthermore, it is well known [1], that on the cone ∆ the curve C is numerically
equivalent to the hyperplane section. Thus on the surface S
C+ + C− ≡ HS = σ∗H∆,
where H∆ is the hyperplane section of the cone ∆. From here we get that
(C2+) = (C
2
−) = −(M − 2) degC.
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The restriction ΣS = Σ | S of the system Σ on S is a non-empty linear system of
curves, containing C± with the multiplicity ν±, respectively, where ν+ ≥ multB Σ >
n. Therefore,
((2nHS − ν+C+ − ν−C−) · C±) ≥ 0,
which yields the system of linear inequalities
2n− (M − 1)ν+ + (M − 2)ν− ≥ 0,
2n + (M − 2)ν+ − (M − 1)ν− ≥ 0. (24)
From here we immediately get
Proposition 2.2. The following estimate holds
multB′ Σ >
M − 3
M − 2n ≥
n
2
. (25)
Proof. For a general choice of the vertex x of the cone ∆ we obtain ν+ =
multB Σ, ν− = multB′ Σ, whereas the inequality
ν− >
M − 3
M − 2n
follows directly from (24). Q.E.D. for the proposition.
Note that the estimate (25) is the stronger, the higher is M . Proposition 2.2
makes it possible to exclude the case degB = 7 straightaway.
Proposition 2.3. The case degB = 7 does not realize.
Proof. Assume the converse: degB = 7. Let D1, D2 ∈ Σ be general divisors,
Z = (D1 ◦D2) the self-intersection of the system Z. We obtain the inequality
8n2 = degZ ≥ 7((multB Σ)2 + (multB′ Σ)2) > 7 · 5
4
n2,
which is impossible. Contradiction. Q.E.D. for the proposition.
Note that, repeating this argument word for word, we exclude the case degB = 6
forM ≥ 5: for the multiplicity of the subvariety B′ Proposition 2.2 gives the estimate
multB′ Σ > 2n/3, so that
8n2 > 6 · (1 + 4
9
)n2 =
26
3
n2,
which is impossible once again.
2.4. Three-secant lines of the variety B¯. Thus it remains to exclude three
cases: degB = 4, 5, 6, whereas in the two latter cases dimV = M = 4. We will need
another simple construction. Let L ⊂ P be a 3-secant line of the variety B¯, that is,
a line that intersects B¯ at (at least) three points outside W .
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Proposition 2.4. If the curve σ−1(L) = C is irreducible, then C ⊂ BsΣ. If
C = C+ ∪ C− is reducible, then at least one of the components C± is contained in
BsΣ.
Proof. Let D ∈ Σ be an arbitrary divisor. The curve C intersects D at at least
6 points. The total multiplicity of D at those points is at least
3(multB Σ+multB′ Σ) >
9
2
n,
whereas C · D = 4n. Therefore L ⊂ σ(D), which is what we need. Q.E.D. for the
proposition.
Therefore, if the subvariety B¯ ⊂ P has sufficiently many 3-secant lines (more
precisely, if they sweep out at least a divisor on P), then the subvariety B ⊂ V can
not be maximal since the linear system Σ is movable.
Remark 2.1. The claim of Proposition 2.4 (and its proof) remain true if the line
L intersects B¯ at two distinct points outside W , and in one of them, say, x¯ ∈ L∩ B¯,
is tangent to B¯. In that case the curve C = σ−1(L) is tangent to B and B′ at the
points x, x′, respectively, where σ−1(x¯) = {x, x′}, x ∈ B, x′ ∈ B′, and it is easy to
see that the local intersection numbers satisfy the inequalities
(C ·D)x ≥ 2multB Σ, (C ·D)x′ ≥ 2multB′ Σ,
which makes it possible to argue in word for word the same way as in the case of
three distinct points. In the sequel, when speaking about 3-secant lines, we will
include the limit case of tangency without special reservations.
As a first application of the construction of Proposition 2.4 we exclude the case
degB = 4 (the dimension M ≥ 4 is arbitrary).
Proposition 2.5. The case degB = 4 does not take place.
Proof. Assume the converse. Let P ⊂ P be a generic 3-plane. For the irreducible
curve BP = B¯ ∩ P in P3 the four cases are possible:
1) BP ⊂ R is a plane curve, R = P2 is a plane in P ;
2) BP = Q1 ∩Q2 is a smooth elliptic curve, the intersection of quadrics Q1 and
Q2;
3) BP is a smooth rational curve;
4) BP has a double point.
The case 1) does not realize, because any line L ⊂ R is a 4-secant line. Propo-
sition 2.4 implies that the entire surface σ−1(R) is contained in the base set BsΣ.
This is impossible, since P is a generic 3-plane.
In the case 2) we come to a contradiction in exactly the same way as in the proof
of Lemma 2.1. Namely, let Q be a generic quadric, containing the curve BP . On
the surface Q we get BP ∼ 2HQ, where HQ is the plane section. Set
S = σ−1(Q), σ−1(BP ) = C+ ∪ C−, C+ ⊂ B, C− ⊂ B′,
so that on S we have C++C− ∼ 2HS, where HS = H | S is the class of a hyperplane
section. Now we argue in exactly the same way as in Lemma 2.1 and obtain the
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inequalities (22), which give the system of linear inequalities (23). This contradiction
excludes the case 2). Note that of key importance (as in Lemma 2.1) is the fact
that the curve BP is equivalent to two hyperplane sections of the surface Q. In a
general case, a curve can be embedded into a surface as a hyperplane section (with
multiplicity one), which gives just some estimate for the multiplicity of the second
component B′, but does not allow to get a contradiction in one step.
Consider the case 3). Let x ∈ BP be a point of general position, πx:BP → P2 the
projection from the point x. The image πx(BP ) ⊂ P2 is a rational cubic curve with
a double point. Therefore, the curve BP has a 3-secant line, passing through the
point x. Since P is a 3-plane and x ∈ BP is a general point, we apply Proposition
2.4 and obtain a contradiction.
Consider the case 4). The curve BP has a unique double point. This implies
that the variety B¯ contains a (M − 3)-plane Π of double points. Let L ⊂ Π be a
generic line, Λ ⊃ L a generic 3-plane, containing L. Now the curve BΛ = B ∩ Λ is
a quartic in P3, containing the line L with multiplicity 2. Therefore,
BΛ = CΛ + 2L,
where CΛ is a (in the general case irreducible) conic. The variety B¯ is swept out by
the conics CΛ. Now we apply Lemma 2.1 and obtain a contradiction.
Q.E.D. for Proposition 2.5.
2.5. Exclusion of the cases degB = 5 and 6. Recall that we may assume
that dim V = M = 4 (although our arguments work in arbitrary dimension). Let
P ⊂ P be a generic hyperplane (that is, a 3-plane), BP = B¯ ∩ P an irreducible
curve. We may assume that the linear span of the curve BP is P = P3 (otherwise
we argue as in the case 1) for degB = 4). Besides, the curve BP does not contain
singular points of multiplicity ≥ 3 if degB = 5 and of multiplicity ≥ 4 if degB = 6
(otherwise we argue as in the case 4) for degB = 4).
Assume that degB = 5. It is easy to check that there is 3-secant line through a
generic point x ∈ BP . Indeed, if the curve BP is smooth, then the projection from
the point x realizes BP as a plane quartic Q ⊂ P2, which can not be smooth: if the
curve Q were smooth, by Riemann-Roch we would have got
h0(lQ + x)− h1(lQ + x) = 5 + 1− 3 = 3,
where lQ = L ∩Q is the section of Q by a line L ⊂ P2. Furthermore,
h1(lQ + x) = h
0(−x) = 0,
whence h0(lQ+x) = 3, but at the same time lQ+ x is a plane section of the smooth
curve BP ⊂ P3 and for that reason h0(lQ + x) ≥ 4. Contradiction. Therefore, the
quartic Q is singular and BP has a 3-secant line, passing through the point x. Now
Proposition 2.4 gives a contradiction.
Therefore, the curve BP has δ ≥ 1 double points. Let p ∈ SingBP be a double
point. The projection πp:BP → P2 from the point p realizes BP as a plane cubic
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with ≥ (δ − 1) ≥ 0 double points, that is, a curve of genus ≤ 2 − δ. On the other
hand, the projection πx:BP → P2 from a generic point x ∈ BP realizes BP as a
plane quartic with δ∗ ≥ δ double points, that is, a curve of genus 3− δ∗. Therefore,
we get the inequality δ∗ ≥ δ + 1, that is, there is a 3-secant line L ⊂ P through the
point x, that does not contain the double points of the curve BP . Now we can apply
Proposition 2.4 and obtain a contradiction. This excludes the case degB = 5.
Assume that degB = 6. The fact that the curve BP can not be smooth is proved
as the similar fact for degB = 5. Assume that the point p ∈ BP is of multiplicity
3. Comparing the curves
πp(BP ) ⊂ P2 πx(BP ) ⊂ P2,
where x is a generic point, we exclude this case by the same arguments as in the
case of a curve of degree 5 with singularities. Thus we may assume that the curve
BP contains δ ≥ 1 double points and does not contain points of higher multiplicity.
Now we argue in word for word the same way as for degB = 5: we compare the
curve πp(BP ) ⊂ P2 of degree 4 with ≥ (δ− 1) ≥ 0 double points (p ∈ SingBP is one
of the singular points) with the curve πx(BP ) ⊂ P2 of degree 5 with δ∗ ≥ δ double
points. We get that BP has a 3-secant line, passing through the point x ∈ BP of
general position and not containing singular points of the curve BP . (If the curve
πp(BP ) ⊂ P2 is a conic, that is, deg πp = 2, then BP is contained in a quadric
cone with the vertex p, and moreover, we may assume that BP has no other double
points. In that case the genus of the curve BP is easy to compute and we can
show that there exists a 3-secant line through a point of general position.) Applying
Proposition 2.4, we get a contradiction. The case degB = 6 is excluded.
This completes the proof of Proposition 2.1.
3 Exclusion of maximal singularities
with the centre of codimension three
In this section we continue the proof of Proposition 0.3: we prove that the lin-
ear system Σ has no maximal singularities, the centre of which is a subvariety of
codimension three on V .
3.1. Set up of the problem. Exclusion of centres of degree ≥ 2. Recall
that the linear system Σ has a maximal singularity, the centre of which is an irre-
ducible subvariety B ⊂ V . In Sec. 2 we proved that if Σ has no maximal subvariety
of the form σ−1(P ), where P ⊂ P is a linear subspace of codimension two, then Σ
has no maximal subvarieties of codimension two at all. Therefore we may assume
that codimB ≥ 3.
Proposition 3.1. The subvariety B is of codimension ≥ 4.
Proof. Assume the converse. By Proposition 2.1 then codimB = 3. The case
degB = 1 is excluded below in Sec. 3.2 and 3.3. Therefore we may assume that
degB ≥ 2.
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Note that the morphism
σ|B:B → σ(B) = B¯
is birational. Indeed, let Z = (D1 ◦ D2) be the self-intersection of the system Σ,
then
multB Z > 4n
2,
whence it follows that if σ|B is a double cover, then
multB¯ σ∗Z > 8n
2,
however, σ∗Z is an effective cycle of codimension two on P of degree 8n2. We get a
contradiction.
Therefore, deg B¯ = degH B ≥ 2 (since the branch divisor W does not contain
linear subspaces of codimension three). Let p, q ∈ B¯ be points of general position,
L ⊂ P the line, connecting these points, Π ⊃ L a generic (two-dimensional) plane,
Λ = σ−1(Π) an irreducible surface on V . If L 6⊂ Supp σ∗Z, then the intersection
Π ∩ Supp σ∗Z, and therefore, also the intersection Λ ∩ SuppZ, is zero-dimensional,
so that we get
8n2 = (Λ · Z) ≥
∑
x∈σ−1(L)∩B
(Λ · Z)x ≥
≥
∑
x∈σ−1(L)∩B
multx Z > 8n
2,
a contradiction. Therefore, L ⊂ Supp σ∗Z.
Let Q ⊂ P be the irreducible subvariety, swept out by all secant lines of the
variety B¯. By what we have proved, codimQ = 2, so that Q is a subspace of
codimension two and B¯ ⊂ Q is some hypersurface.
Now let us write down
Z = aσ−1(Q) + Z♯,
where Z♯ does not contain the subvariety σ−1(Q) as a component and a ≥ 1. The
cycle Z satisfies the linear inequality
2multB Z > degZ.
It is easy to see that any effective cycle of codimension two, satisfying this inequality,
contains the subvariety σ−1(Q) as a component: as above,
degZ = (Λ · Z) ≥
∑
x∈σ−1(L)∩B
multB Z > degZ
for every secant line L of the variety B¯, which is not contained in the support of the
cycle σ∗Z (and a generic plane Π ⊃ L). However,
multB σ
−1(Q) = 1 and deg σ−1(Q) = 2
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(recall that for a general hypersurface W the intersection Q ∩W has at most zero-
dimensional singularity, so that σ−1(Q) is an irreducible set), whence it follows that
the cycle Z♯ satisfies the inequality
2multB Z
♯ > degZ♯
and therefore contains the subvariety σ−1(Q) as a component. Contradiction.
This excludes the case degB ≥ 2.
3.2. Exclusion of infinitely near singularities with degB = 1. Starting
from this moment and up to the end of the section we assume that degB = 1.
By the conditions of general position this case can realize for the double spaces of
dimension 4 only. Let X be the σ-preimage of a generic 3-plane in P (in particular,
intersecting B¯ at exactly one point). Then σX :X → P3 is a double cover branched
over a smooth hypersurface WX ⊂ P3 of degree 2mX ≥ 8, o = X ∩ B a point lying
outside the ramification divisor:
p = σX(o) 6∈ WX ,
where HX is the pull back via σX of the class of a plane in P3. To simplify the
notations, we write H instead of HX . By Proposition 0.4 we may assume that on X
there are no lines passing through the point o, that is, for any line L ⊂ P3, L ∋ p,
the curve σ−1X (L) is irreducible.
By the symbol ΣX we denote the restriction of the system Σ onto X . The
movable linear system ΣX ⊂ |2nH| has a maximal singularity with the centre at
the point o, that is, for the pair (X, 1
n
ΣX) the point o is a centre of a non canonical
singularity. Assume that the inequality
ν = multoΣX ≤ 2n
holds, that is, the point o itself is not maximal (see Lemma 3.2 which is proved
below). Let us blow up this point:
ϕ: X˜ → X,
E = ϕ−1(o) ∼= P2 is the exceptional divisor.
Proposition 3.2. The centre of the maximal singularity on X˜ is a line in
E ∼= P2.
Proof. If the centre of the maximal singularity is a curve C ⊂ E of degree
dC ≥ 1, then the inequality
ν > ndC
holds, whence by the assumptions above we get dC = 1, that is, C is a line. There-
fore, it is sufficient to exclude the case when the centre of the singularity is a point
y ∈ E. Let us assume that this is the case and show that this assumption leads to
a contradiction.
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Lemma 3.1. For any irreducible curve C ⊂ X the inequality
multo C +multy C˜ ≤ degC = (C ·H), (26)
holds, where C˜ ⊂ X˜ is the strict transform.
Proof. Let
ϕ¯: P˜→ P3
be the blow up of the point p = σX(o), E¯ = ϕ¯
−1(o) the exceptional divisor. The
morphism σX induces an isomorphism
σE :E → E¯.
Set y¯ = σE(y) ∈ E¯. For any plane P ∋ p such, that its strict transform P˜ ⊂ P˜
contains the point y¯, its inverse image H = σ−1X (P ) contains the point o and H˜ ∋ y.
Let us denote by the symbol
|H − o− y|
the linear subsystem of the system H , defined by that condition. Obviously,
Bs |H − o− y| = σ−1(L),
where L ∋ p is the line in P3 with the tangent direction y¯ at the point p. Let C ⊂ X
be an irreducible curve, C ∋ p.
Recall that by assumption there are no lines through the point o, that is, the
curve σ−1(L) is irreducible. We get
multo σ
−1(L) = multy σ˜−1(L) = 1
and (H · σ−1(L)) = 2, so that for the curve σ−1(L) the inequality (26) holds.
Assume that C 6= σ−1(L). For a generic divisor R ∈ |H − o− y| we have
(C ·R) = (C ·H) ≥ (C · R)o ≥
≥ multo C + (C˜ · R˜)y ≥ multo C +multy C˜,
which is what we need (R˜ is the strict transform of R on X˜). Q.E.D. for the lemma.
Now we complete the proof of Proposition 3.2 by word for word the same argu-
ments as the proof of the 8n2-inequality (Lemma 4.2). Indeed, let
ϕi,i−1 :Xi → Xi−1,
i = 1, . . . , N , be the resolution of the maximal singularity, that is, ϕi,i−1 blows up its
centre Bi−1 on Xi−1, Ei = ϕ
−1
i,i−1(Bi−1) is the exceptional divisor. For i = 1, . . . , L
the centres of the blow ups are points, for i = L + 1, . . . , N they are curves, and
moreover, it follows from the inequality ν ≤ 2n that all these curves are smooth and
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rational: BL ⊂ EL ∼= P2 is a line, Bi ⊂ Ei is a section of the ruled surface Ei → Bi−1
for i = L+ 1, . . . , N − 1. By the same inequality ν ≤ 2n we have N ≥ L+ 1 and
BL 6⊂ ELL−1,
that is, L + 1 9 L − 1 in the oriented graph of the sequence of blow ups ϕi,i−1.
Finally, by assumption L ≥ 2: more precisely, B0 = o and B1 = y ∈ E1. Now
repeating the proof of Lemma 4.2 word for word, we get the inequality
multo Z +multy Z˜ > 8n
2
for the self-intersection Z = (D1 ◦D2) of the movable linear system Σ. However, Z
is an effective 1-cycle of degree degZ = (Z ·H) = 8n2. We obtained a contradiction
with Lemma 3.1 which completes the proof of Proposition 3.2.
3.3. Exclusion of the last case: preliminary constructions. In order to
complete the proof of Proposition 3.1, it remains to exclude the situation described
in Proposition 3.2. We assume that M ≥ 4.
Let L ⊂ P4 be the line generating a line on V , that is, σ−1(L) = C+ ∪C−, where
C = C+ and C− are smooth rational curves. Let
ϕ: V˜ → V and ϕP: P˜→ P4
be the blow ups of the curve C and the line L, respectively, with the exceptional
divisors
E = ϕ−1(C) ⊂ V˜ and EP = ϕ−1P (L) ⊂ P˜.
The morphism σ induces a rational map
σE :E 99K EP,
which is a birational isomorphism, mapping E\ϕ−1(C ∩ σ−1(W )) isomorphically
onto EP\σ−1P (L ∩W ). In particular, for any irreducible surface S ⊂ E, covering C,
its image
σE(S) ⊂ EP ∼= L× P2
is well defined.
Proposition 3.3. The movable linear system Σ ⊂ |2nH| can not have a maximal
singularity, the centre of which on V is the curve C, and on V˜ it is some surface
S ⊂ E.
Proof. Assume the converse: such a maximal singularity exists.
Lemma 3.2. The following inequality holds:
multC Σ ≤ 2n,
that is, the curve C itself is not a maximal subvariety of the system Σ.
Proof. Let P ⊂ P4 be a generic plane, containing the line L. It is easy to
see that the intersection P ∩W is a non-singular curve, so that Q = σ−1(P ) is a
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non-singular K3 surface. The restriction Σ|Q = ΣQ is a linear system of curves that
has, generally speaking, two fixed components, C+ and C−, of multiplicity ν+ and
ν−, respectively. Therefore, on Q the inequalities
((2nHQ − ν+C+ − ν−C−) · C±) ≥ 0
hold, where HQ = H|Q, or, explicitly,
2n+ 2ν+ − 3ν− ≥ 0,
2n− 3ν+ + 2ν− ≥ 0
(since (C2±) = −2 and (C+ · C−) = 3). Multiplying the first inequality by 2, the
second one by 3 and putting them together, we obtain
10n− 5ν+ ≥ 0,
which is what we need. Q.E.D. for the lemma.
Corollary 3.1. For a point x ∈ L we have:
S ∩ σ−1(x)
is a line in σ−1(x) ∼= P2. The graph of the resolution of the maximal singularity is
a chain.
Proof: the inequality
multC Σ ≥ n deg(S ∩ σ−1(x))
holds, which implies the first claim. The second is obvious.
Let us continue our proof of Proposition 3.3.
The surface σE(S) in EP ∼= L× P2 = P1 × P2 is of bidegree (d, 1).
3.4. The hard case d = 0.
Proposition 3.4. The case d = 0 is impossible.
Proof. This is the hardest case and to consider it, we have to inspect quite a
few possible cases.
First of all, note, that there exists a unique hyperplane Π ⊂ P4, cutting out S
on EP:
S = Π˜ ∩ EP,
where Π˜ ⊂ P˜ is the strict transform. Since the linear system Σ is movable, its
restriction
ΣΠ = Σ|σ−1(Π)
is a non-empty linear system (possibly with fixed components). Now let us consider
a generic plane P ⊃ L, P ⊂ Π, and argue in exactly the same way as in the proof
of Lemma 2.1: we restrict an effective divisor in the system ΣΠ onto the surface
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Q = σ−1(P ) and show that the effective curve ΣQ obtained in this way cannot
contain the curve C with a multiplicity strictly higher than 2n.
Unfortunately, we can not argue in word for word the same way as in the proof of
Lemma 2.1, since the surface Q, generally speaking, has singular points. We need to
resolve the singularities, and for that purpose, in its turn, to list the possible cases
for a generic branch divisorW . The singularities can appear because the hyperplane
Π (which is uniquely determined by the system Σ) may turn out to be the tangent
hyperplane to W at one or more points of intersection of the line L and W .
By the symbol TxW for a point x ∈ W we denote the hyperplane in P4, which
is tangent to W at the point x.
For the scheme-theoretic intersection (L ◦W ) there are three possible cases:
1. (L ◦W ) = 2x1 + 2x2 + 2x3, where x1, x2, x3 are distinct points on the line L,
2. (L ◦W ) = 4x1 + 2x2, where x1 6= x2 are two distinct point,
3. (L ◦W ) = 6x, x ∈ L.
The first case takes place for a line of general position (a three-dimensional fam-
ily). The case 2 takes place for a two-dimensional, the case 3 for a one-dimensional
family of lines C ⊂ V .
Furthermore, the hyperplane Π is tangent to the divisor W at the points x, y if
and only if
Π = TxW = TyW.
Therefore we can detailise the cases 1 and 2 in the following way:
1.1. The three hyperplanes TxiW are distinct (the case of general position),
1.2. Tx1W = Tx2W 6= Tx3W , this case takes place for a one-dimensional family
of lines, since the coincidence of two tangent hyperplanes imposes two independent
conditions on the line C,
1.3. Tx1W = Tx2W = Tx3W , this case does not take place for a general divisor
W , however we consider it to make the picture complete,
2.1. Tx1W 6= Tx2W are distinct hyperplanes,
2.2. Tx1W = Tx2W , this case takes place for a finite number of lines.
The strategy of the further arguments is as follows. Assuming that Π is tangent
to W at at least one point (otherwise we repeat the proof of Lemma 2.1 without
modifications), we resolve singularities of the surface Q = σ−1(P ) for a general plane
P , where L ⊂ P ⊂ Π. Let Ti, i ∈ I, be the set of irreducible exceptional curves (they
are (−2)-curves on a K3-surface Q˜). Let C˜± be strict transforms of the curves C±
on Q˜, Σ˜Q the strict transform of the linear system ΣQ on Q˜. For some no-negative
integers ai ∈ Z+, i ∈ I, we get
ΣQ ⊂ |2nHQ −
∑
i∈I
aiTi|,
where HQ = H|Q (the pull back of this class on Q˜ we denote by the same symbol).
The linear system Σ˜Q contains the curves C± as fixed components of multiplicities
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ν±, whereas at least one of these two multiplicities by construction is strictly higher
than 2n. We assume that ν+ > 2n. Therefore, the ♯I + 2 linear inequalities hold:
((2nHQ − ν+C˜+ − ν−C˜− −
∑
i∈I
aiTi) · R) ≥ 0,
where R ∈ {C˜+, C˜−}∪ {Ti|i ∈ I}. In each of the possible cases this system of linear
inequalities gives the estimate ν+ ≤ 2n, contradicting the initial assumption. This
would complete the proof of Proposition 3.4.
Let us realize the program that was described. For that purpose, we list all
possible types of singularities of the surface Q for a generic plane P ⊂ Π, P ⊃ L
(in the assumption that the divisor W is generic). For an arbitrary plane there are
many more cases, but we do not need them. The types of singularities, listed below,
are obtained by elementary computations in the affine coordinates z1, z2, z3, z4 on
P4, in which the hyperplane Π is given by the equation z4 = 0, and the line L is given
by the system of equations z1 = z2 = 0, so that the plane P is given by the equation
z1 + βz2 = 0, where β ∈ C is some number. Direct coordinate computations show
that if singularities of the surface Q are worse than in the cases listed below, for
at least one line C ⊂ V , then W is not a hypersurface of general position. The
computations are absolutely elementary and we omit them.
Here is the list of possible types of singularities.
Type A. One ordinary double point, on Q˜ there is one exceptional curve E.
The multiplication table:
C˜+ C˜− E
C˜+ −2 2 1
C˜− 2 −2 1
E 1 1 −2
This type takes place in the cases 1.1, 2.1 and 3.
Type B. One degenerate double point, resolved by one blow up, on Q˜ there are
two exceptional lines E+ and E−. The multiplication table:
C˜+ C˜− E+ E−
C˜+ −2 2 1 0
C˜− 2 −2 0 1
E+ 1 0 −2 1
E− 0 1 1 −2
This type takes place in the cases 1.1, 2.1.
Type C. A degenerate double point on Q, the exceptional divisor of its blow up
is a pair of lines, the point of their intersection is an ordinary double point of the
surface (resolved by one blow up). On Q˜ there are three exceptional curves E+, E−,
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E with the multiplication table
C˜+ C˜− E+ E− E
C˜+ −2 2 1 0 0
C˜− 2 −2 0 1 0
E+ 1 0 −2 0 1
E− 0 1 0 −2 1
E 0 0 1 1 −2
This type takes place in the case 1.1.
Type D. The surface Q has two ordinary double points (resolved by one blow
up). On Q˜ there are two exceptional curves E1 and E2. The multiplication table:
C˜+ C˜− E1 E2
C˜+ −2 1 1 1
C˜− 1 −2 1 1
E1 1 1 −2 0
E2 1 1 0 −2
This type takes place in the cases 1.2 and 2.2.
These four types complete the list of possible singularities of the surface Q for
a variety V of general position. However the condition of general position is not
essential. The author considered examples of more complicated singularities and
our method in all cases gives a proof of Proposition 3.4. As an illustration, in
addition to the types A-D, we will give two more examples (they do not take place
on a variety of general position).
Type E. Two singular points: a non-degenerate one and a degenerate one.
Both are resolved by one blow up. On Q˜ there are three exceptional curves: E
(corresponds to the non-denerate point) and E± (they correspond to the exceptional
lines on the blow up of the degenerate point). The multiplication table:
C˜+ C˜− E+ E− E
C˜+ −2 1 1 0 1
C˜− 1 −2 0 1 1
E+ 1 0 −2 1 0
E− 0 1 1 −2 0
E 1 1 0 0 −2
This type takes place on a variety of non-general position in the case 1.2.
Type F. On the surface Q there are three non-degenerate double points. On Q˜
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there are three exceptional curves E1, E2, E3. The multiplication table:
C˜+ C˜− E1 E2 E3
C˜+ −2 0 1 1 1
C˜− 0 −2 1 1 1
E1 1 1 −2 0 0
E2 1 1 0 −2 0
E3 1 1 0 0 −2
This type takes place on a variety of non-general position in the case 1.3.
It remains to realize the program described above for each type of singularities.
We will consider two examples, A and C, in the other cases the computations are
similar. After that we explain the essence of the computations.
Consider the type A. Let ν+, ν− and α be the multiplicities of the curves C˜+,
C˜− and E in the linear system ΣQ, pulled back on Q˜. Multiplying the class
2nHQ − ν+C˜+ − ν−C˜− − αE
by C˜+, C˜− and E, we obtain a system of linear inequalities:
2n +2ν+ − 2ν− − α ≥ 0,
2n −2ν+ + 2ν− − α ≥ 0,
−ν+ − ν− + 2α ≥ 0.
Adding to the first and second inequalities one half of the third one, we get the
system
4n+ 3ν+ − 5ν− ≥ 0,
4n− 5ν+ + 3ν− ≥ 0.
Multiplying the first inequality by 3, the second one by 5 and putting them together,
we get
32n− 16ν+ ≥ 0,
which is precisely what we need.
Let us consider the type C. Denoting the multiplicities of the components C˜+,
C˜−, E+, E−, E by the symbols ν+, ν−, α+, α−, α, respectively, multiply the effective
class
2nHQ − ν+C˜+ − ν−C˜− − α+E+ − α−E− − αE
by C˜+, C˜−, E+, E−, E and obtain the system of inequalities
2n +2ν+ −2ν− −α+ ≥ 0
2n −2ν+ +2ν− −α− ≥ 0
−ν+ +2α+ −α ≥ 0
−ν− +2α− −α ≥ 0
−α+ −α− +2α ≥ 0.
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By means of the fifth inequality eliminate α in the third and fourth inequalities,
which take the form
−ν+ +32α+ −12α− ≥ 0,−ν− −12α+ +32α− ≥ 0.
Multiplying one of these inequalities by 3
2
, another one by 1
2
and putting them
together, we obtain the inequalities
−3ν+ − ν− + 4α+ ≥ 0,
−ν+ − 3ν− + 4α− ≥ 0,
which make it possible to eliminate α+, α− in the first two inequalities and obtain
the system of inequalities
8n+ 5ν+ − 9ν− ≥ 0,
8n− 9ν+ + 5ν− ≥ 0,
whence, similar to the case A, we get
112n− 56ν+ ≥ 0,
which is precisely what we need.
The other types of singularities are considered in a similar way. Now let us
explain, why all the types listed above lead to the inequality 2n ≥ ν+. Let us
consider the space
L = R[C˜+]⊕ R[C˜−]⊕ E ,
where
E =
k⊕
i=1
Ti,
where {Ti|i = 1, . . . , k} is the set of irreducible exceptional curves on Q˜. On L there
is a natural bilinear form, generated by intersection of curves. Set
Θ = ‖(Ti · Tj)‖1≤i,j≤k
to be the negative definite matrix of the intersection form on E . Set Θ−1 = ‖λij‖
to be the inverse matrix. It is easy to check that in each of the cases A-F (and in
all other cases of singularities of non-general position, studied by the author) the
matrix Θ satisfies the following condition:
all coefficients λi,j, 1 ≤ i, j ≤ k, of the inverse matrix Θ−1 are negative.
Let E+ = {aiTi | ai ∈ R+} be the positive coordinate cone. Since the matrix Θ is
non-degenerate, there exist uniquely determined vectors e± ∈ E , such that
R± = C˜± + e± ∈ E⊥.
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Lemma 3.3. e± ∈ E+.
Proof. This follows immediately from the inequalities (C± · Ti) ≥ 0 and the
properties of the matrix Θ (λij < 0).
Since the intersection form on L is non-degenerate, the class HQ can be consid-
ered as an element of the space L, HQ ∈ E⊥.
Lemma 3.4. The following inequality holds: HQ = R+ +R−.
Proof. HQ is the class of a Cartier divisor on Q, which consists of the curves
C+ and C−. Therefore, for some e ∈ E we get the equality
HQ = C˜+ + C˜− + e.
Since HQ ∈ E⊥, the fact that the quadratic intersection form on L is non-degenerate,
implies the claim of the lemma.
Obviously, (R± ·HQ) = 1.
It is easy to check that (R2±) = −a < 0, so that the intersection form on the
two-dimensional space
R = R[R+]⊕ R[R−]
is given by the matrix ( −a 1 + a
1 + a −a
)
,
the inverse matrix for which is
1
1 + 2a
(
a 1 + a
1 + a a
)
.
By what was said above, non-negativity of the intersections of the class
2nHQ − ν+C˜+ − ν−C˜− −
k∑
i=1
biTi
(where bi ∈ Z+) with the classes C˜+, C˜−, Ti implies non-negativity of the intersec-
tions of the class
β+R+ + β−R− = 2nHQ − ν+R+ − ν−R−
with the classes R+ and R−, which implies that β± ≥ 0. However,
β± = 2n− ν±,
which is what we need.
This general argument works for any type of singularities of the surface Q, sat-
isfying the two properties: the elements λij of the matrix Θ
−1 are all negative and
(R2±) = −a < 0. These properties are to be checked directly (for instance, for the
type C the matrix Θ−1 is  −34 −14 −12−1
4
−3
4
−1
2−1
2
−1
2
−1
 ,
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as we need). It seems, however, that this is a consequence of some general fact.
Proof of Proposition 3.4 is complete.
Let us get back to the proof of Proposition 3.3.
3.5. The case d ≥ 1: end of the proof of Proposition 3.3. We assume
that d ≥ 1. Let
ϕi,i−1:Vi → Vi−1,
i = 1, . . . , k + 1, be the resolution of the maximal singularity. Here V0 = V ,
ϕ1,0:V1 → V
is the blow up of the curve C, that is, V˜ ∼= V1, and B1 ⊂ E1 = E is the surface S.
Setting, as usual,
νi = multBi−1 Σ
i−1,
write down the Noether-Fano inequality:
ν1 + . . .+ νk+1 > (k + 2)n.
Consider a generic plane P ⊃ L and a non-singular surface Q = σ−1(P ). By the
inequality d ≥ 1 the section P˜ ∩ EP intersects transversally the surface σE(S) at at
least one point of general position, and the surface P˜ intersects transversally σE(S)
at a point of general position. Therefore, the surface Q1 = Q˜ intersects transversally
the surface S at at least one point of general position, say
x ∈ S ∩Q1,
and we may assume that x 6∈ C1−.
Furthermore, by generality of P the restriction Σ1|Q1 can have only one fixed
component, the curve C1−. Set
ν− = multC1
−
(Σ1|Q1) = multC−(Σ|Q) = multC− Σ.
Since the intersection S∩Q1 is transversal, the surfaces B2, . . . , Bk generate infinitely
near base points
xi ∈ Bi ∩Qi
of the linear system of curves Σ1|Q on the non-singular surface Q1 = Q, lying over
the point x = x1. Since the point x lies outside the fixed component C−, the
self-intersection of the movable part of the linear system Σ1|Q is not less than
ν22 + . . .+ ν
2
k+1.
This gives the inequality
f(ν−, ν1, . . . , νk+1) = (2nHQ − ν1C+ − ν−C−)2 −
k+1∑
i=2
ν2i =
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= 8n2 − 4nν1 − 4nν− − 2ν21 − 2ν2− + 6ν1ν− −
k+1∑
i=2
ν2i ≥ 0
(see the proof of Lemma 2.1 for the intersection numbers). Besides, as we have
shown in the proof of Lemma 3.2, the inequality
ν− ≥ 3ν1 − 2n
2
>
n
2
holds. Now let us estimate the function f(ν−, ν1, . . . , νk+1) from above. Let us
replace the Noether-Fano inequality by the equality
ν1 + ν2 + . . .+ νk+1 = (k + 2)n, (27)
which can only increase the value f(·). Furthermore, let us fix ν− and ν1 and consider
f as a function of ν2, . . . , νk+1 under the constraint (27). Obviously its maximum is
attained at
ν2 = . . . = νk+1 =
(k + 2)n− ν1
k
.
On the other hand, the maximum of f as a function of one argument ν− is attained,
as it is easy to check, at
ν− =
3ν1 − 2n
2
.
Substituting these values of ν2, . . . , νk+1, ν− into f(·), we obtain the following ex-
pression:
1
k
[−(k2 + 4)n2 + (4− 2k)nν1].
For k ≥ 2 it is obviously negative. Let k = 1, then we have
−5n2 + 2nν1.
We have shown above that ν1 ≤ 2n. Therefore, for any k ≥ 1 we obtain the estimate
f(ν−, ν1, . . . , νk+1) < −kn2.
We get a contradiction which completes the proof of Proposition 3.3.
Q.E.D. for Proposition 3.1.
4 A local inequality for the self-intersection
of a movable system
We give a proof of the so called 8n2-inequality for the self-intersection of a movable
linear system, correcting the mistake in the papers [34-36]. The notations of this
section are independent of the rest of the paper.
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4.1. Set up of the problem and start of the proof. Let o ∈ X be a germ
of a smooth variety of dimension dimX ≥ 4. Let Σ be a movable linear system on
X , and the effective cycle
Z = (D1 ◦D2),
where D1, D2 ∈ Σ are generic divisors, its self-intersection. Blow up the point o:
ϕ:X+ → X,
E = ϕ−1(o) ∼= PdimX−1 is the exceptional divisor. The strict transform of the system
Σ and the cycle Z on X+ we denote by the symbols Σ+ and Z+, respectively.
Proposition 4.1 (8n2-inequality). Assume that the pair
(X,
1
n
Σ)
is not canonical, but canonical outside the point o, where n is some positive number.
There exists a linear subspace P ⊂ E of codimension two (with respect to E), such
that the inequality
multo Z +multP Z
+ > 8n2
holds.
An equivalent claim, but formulated in a rather cumbersome way, was several
times published by Cheltsov [34-36], however his proof is essentially faulty (see [37]).
Proof. The first part of our arguments follows [34,36]. Note that if multo Z >
8n2, then for P we may take any subspace of codimension two in E. However, if
multo Z ≤ 8n2, then the subspace P is uniquely determined: it follows easily from
the connectedness principle of Shokurov and Kolla´r [29,38].
Restricting Σ onto a germ of a generic smooth subvariety, containing the point
o, we may assume that dimX = 4. Moreover, we may assume that ν = multoΣ ≤
2
√
2n < 3n, since otherwise
multo Z ≥ ν2 > 8n2
and there is nothing to prove.
Lemma 4.1. The pair
(X+,
1
n
Σ+ +
(ν − 2n)
n
E) (28)
is not log canonical, and the centre of any of its non log canonical singularities is
contained in the exceptional divisor E.
Proof. Let λ: X˜ → X be a resolution of singularities of the pair (X, 1
n
Σ) and
E∗ ⊂ X˜ a prime exceptional divisor, realizing a non-canonical singularity of that
pair. Then λ(E∗) = o and the Noether-Fano inequality holds:
νE∗(Σ) > na(E
∗).
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For a generic divisor D ∈ Σ we get ϕ∗D = D+ + νE, so that
νE∗(Σ) = νE∗(Σ
+) + ν · νE∗(E)
and
a(E∗, X) = a(E∗, X+) + 3νE∗(E).
From here we get
νE∗
(
1
n
Σ+ +
ν − 2n
n
E
)
= νE∗
(
1
n
Σ
)
− 2νE∗(E) >
> a(E∗, X+) + νE∗(E) ≥ a(E∗, X+) + 1,
which proves the lemma.
Let R ∋ o be a generic three-dimensional germ, R+ ⊂ X+ its strict transform
on the blow up of the point o. For a small ε > 0 the pair(
X+,
1
1 + ε
1
n
Σ+ +
ν − 2n
n
E +R+
)
still satisfies the connectedness principle (with respect to the morphism ϕ:X+ → X),
so that the set of centres of non log canonical singularities of that pair is connected.
Since R+ is a non log canonical singularity itself, we obtain, that there is a non
log canonical singularity of the pair (28), the centre of which on X+ is of positive
dimension, since it intersects R+.
Let Y ⊂ E be a centre of a non log canonical singularity of the pair (28) that
has the maximal dimension.
If dimY = 2, then consider a generic two-dimensional germ S, intersecting Y
transversally at a point of general position. The restriction of the pair (28) onto S
is not log canonical at that point, so that, applying Proposition 4.2, which is proven
below, we see that
multY (D
+
1 ◦D+2 ) > 4
(
3− ν
n
)
n2,
so that
multo Z ≥ ν2 +multY (D+1 ◦D+2 ) deg Y >
> (ν − 2n)2 + 8n2,
which is what we need.
If dimY = 1, then, since the pair(
R+,
1
1 + ε
1
n
Σ+R +
ν − 2n
n
ER
)
, (29)
where Σ+R = Σ
+|R+ and ER = E|R+ , satisfies the condition of the connectedness
principle and R+ intersects Y at deg Y distinct points, we conclude that Y ⊂ E is
a line in P3.
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Now we need to distinguish between the following two cases: when ν ≥ 2n and
when ν < 2n. The methods of proving the 8n2-inequality in these two cases are
absolutely different. Consider first the case ν ≥ 2n.
Let us choose as R ∋ o a generic three-dimensional germ, satisfying the condition
R+ ⊃ Y . Since the pair (28) is effective (recall that ν ≥ 2n), one may apply inversion
of adjunction [29, Chapter 17] and conclude that the pair (29) is not log canonical
at Y .
Applying now to the pair (29) (where R+ ⊃ Y ) Proposition 4.2 in the same way
as it was done for dimY = 2, we obtain the inequality
multY (D
+
1 |R+ ◦D+2 |R+) > 4
(
3− ν
n
)
n2.
On the left in brackets we have the self-intersection of the movable system Σ+R, which
breaks into two natural components:
(D+1 |R+ ◦D+2 |R+) = Z+R + Z(1)R ,
where Z+R is the strict transform of the cycle ZR = Z|R on R+ and the support of
the cycle Z
(1)
R is contained in ER. The line Y is a component of the effective 1-cycle
Z
(1)
R .
On the other hand, for the self-intersection of the movable linear system Σ+ we
get
(D+1 ◦D+2 ) = Z+ + Z1,
where the support of the cycle Z1 is contained in E. From the genericity of R it
follows that outside the line Y the cycles Z
(1)
R and Z1|R+ coincide, whereas for Y we
get the equality
multY Z
(1)
R = multY Z
+ +multY Z1.
However, multY Z1 ≤ degZ1, so that
multo Z +multY Z
+ =
= ν2 + degZ1 +multY Z
+ ≥
≥ ν2 +multY Z(1)R > 8n2,
which is what we need. This completes the case ν ≥ 2n.
Note that the key point in this argument is that the pair (28) is effective. For
ν < 2n inversion of adjunction can not be applied (as it was done in [39]). The
additional arguments in [34-36], proving inversion of adjunction specially for this
pair for ν < 2n, are faulty, see [37].
4.2. The case ν < 2n. Consider again the pair (29) for a generic germ R ∋ o.
Let y = Y ∩ R+ be the point of (transversal) intersection of the line Y and the
variety R+. Since a(ER, R) = 2, the non log canonicity of the pair (29) at the point
y implies the non log canonicity of the pair(
R,
1
n
ΣR
)
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at the point o, whereas the centre of some non log canonical (that is, log maximal)
singularity on R+ is a point y.
Now the 8n2-inequality comes from the following fact.
Lemma 4.2. The following inequality holds:
multo ZR +multy Z
+
R > 8n
2,
where ZR is the self-intersection of a movable linear system ΣR and Z
+
R is its strict
transform on R+.
Proof. Consider the resolution of the maximal singularity of the system ΣR, the
centre of which on R+ is the point y:
Ri
ψi→ Ri−1
∪ ∪
Ei Bi−1,
where Bi−1 is the centre of the singularity on Ri−1, R0 = R, R1 = R
+, Ei =
ψ−1i (Bi−1) is the exceptional divisor, B0 = o, B1 = y ∈ E1, i = 1, . . . , N , where the
first L blow ups correspond to points, for i ≥ L+ 1 curves are blown up. Since
multoΣR = multoΣ < 2n,
we get L < N , BL ⊂ EL ∼= P2 is a line and for i ≥ L+ 1
deg[ψi|Bi :Bi → Bi−1] = 1,
that is, Bi ⊂ Ei is a section of the ruled surface Ei.
Consider the graph of the sequence of blow ups ψi.
Lemma 4.3. The vertices L+ 1 and L− 1 are not connected by an arrow:
L+ 19 L− 1.
Proof. Assume the converse: L+ 1→ L− 1. This means that
BL = EL ∩ ELL−1
is the exceptional line on the surface ELL−1 and the map
EL+1L−1 → ELL−1
is an isomorphism. As usual, set
νi = multBi−1 Σ
i−1
R ,
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i = 1, . . . , N . Let us restrict the movable linear system ΣL+1R onto the surface E
L+1
L−1
(that is, onto the plane EL−1 ∼= P2 with the blown up point BL−1). We obtain a non-
empty (but, of course, not necessarily movable) linear system, which is a subsystem
of the complete linear system∣∣νL−1(−EL−1|EL−1)− (νL + νL+1)BL∣∣ .
Since (−EL−1|EL−1) is the class of a line on the plane EL−1, this implies that
νL−1 ≥ νL + νL+1 > 2n,
so that the more so ν1 = ν > 2n. A contradiction. Q.E.D. for the lemma.
Set, as usual,
mi = multBi−1(ZR)
i−1,
i = 1, . . . , L, so that, in particular,
m1 = multo ZR and m2 = multy Z
+
R .
Let pi ≥ 1 be the number of paths in the graph of the sequence of blow ups ψi from
the vertex N to the vertex i, and pN = 1 by definition. By what we proved,
pN = pN−1 = . . . = pL = pL−1 = 1,
and the number of paths pi for i ≤ L is the number of paths from the vertex L to
the vertex i. By the technique of counting multiplicities [1,40], we get the inequality
L∑
i=1
pimi ≥
N∑
i=1
piν
2
i
and, besides, the Noether-Fano inequality holds:
N∑
i=1
piνi > n
(
2
L∑
i=1
pi +
N∑
i=L+1
pi
)
.
(In fact, a somewhat stronger inequality holds, the log Noether-Fano inequality, but
we do not need that.) From the last two estimates one obtains in the standard way
[1,40] the inequality
L∑
i=1
pimi >
(2Σ0 + Σ1)
2
Σ0 + Σ1
n2,
where Σ0 =
L∑
i=1
pi and Σ1 =
N∑
i=L+1
pi = N − L. Taking into account that for i ≥ 2
we get
mi ≤ m2
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and the obvious inequality (2Σ0 + Σ1)
2 > 4Σ0(Σ0 + Σ1), we obtain the following
estimate
p1m1 + (Σ0 − p1)m2 > 4n2Σ0.
Now assume that the claim of the lemma is false:
m1 +m2 ≤ 8n2.
Lemma 4.4. The following inequality holds: Σ0 ≥ 2p1.
Proof. By definition,
p1 =
∑
i→1
pi,
however, by Lemma 4.3 from i → 1 it follows that i ≤ L, so that p1 ≤ Σ0 − p1,
which is what we need. Q.E.D. for the lemma.
Now, taking into account that m2 ≤ m1, we obtain
p1m1 + (Σ0 − p1)m2 = p1(m1 +m2) + (Σ0 − 2p1)m2 ≤
≤ 8p1n2 + (Σ0 − 2p1) · 4n2 = 4n2Σ0.
This is a contradiction. Q.E.D. for Lemma 4.2.
Proof of Proposition 4.1 is complete.
Remark 4.1. As it follows from the technique of counting multiplicities, the
graph of the sequence of blow ups {ψi} can be modified in such a way that all
applications still hold, namely, one can delete all the arrows going from the vertices
L+ 1, . . . , N
of the upper part of the graph to the vertices
1, . . . , L− 1
of the lower part (and both the Noether-Fano inequality and the estimate for the
multiplicities of the self-intersection of the linear system are intact). The graph,
modified in this way, satisfies the property of Lemma 4.3, which makes it possible
to complete the proof of Lemma 4.2, not using Lemma 4.3 at all.
4.3. A local inequality for a surface. Let o ∈ X be a germ of a smooth sur-
face, C ∋ o a smooth curve and Σ a movable linear system on X . Let, furthermore,
Z = (D1 ◦ D2) be the self-intersection of the linear system Σ, that is, an effective
0-cycle. Since the situation is local, we may assume that the support of the cycle Z
is the point o, that is,
degZ = (D1 ·D2)o.
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Proposition 4.2. Assume that for some real number a < 1 the pair(
X,
1
n
Σ + aC
)
(30)
is not log canonical (that is, for a general divisor D ∈ Σ the pair (X, 1
n
D + aC)) is
not log canonical, where n > 0 is a positive number. Then the estimate holds
degZ > 4(1− a)n2. (31)
Proof. The original argument see in [31]. We will show that the inequality (31)
follows directly from some well known facts on the infinitely near singularities of
curves on a non-singular surface [32,33]. Assume that the sequence of blow ups
ϕi,i−1 :Xi → Xi−1,
i = 1, . . . , N , where X0 = X , resolves the non log canonical singularity of the pair
(30). We use the standard notations and conventions: the centre of the blow up
ϕi,i−1 is the point xi−1 ∈ Xi−1, its exceptional line is
Ei = ϕ
−1
i,i−1(xi−1) ⊂ Xi,
the first point to be blown up is o = x0, the blown up points xi lie over each other:
xi ∈ Ei. The last exceptional line EN realizes the non log canonical singularity of
the pair (30), that is the log Noether-Fano inequality holds:
N∑
i=1
νipi + an
∑
xi−1∈Ci−1
pi > n
(
N∑
i=1
pi + 1
)
, (32)
where νi = multxi−1 Σ
i−1, the symbols Σi and C i stand for the strict transforms on
Xi and pi is the number of paths in the graph Γ of the constructed sequence of blow
ups from the vertex EN to the vertex Ei, see [1,40]. Assume that
xi−1 ∈ C i−1
for i = 1, . . . , k ≤ N , then the inequality (32) takes the form
N∑
i=1
νipi > n
(
k∑
i=1
(1− a)pi +
N∑
i=k+1
pi + 1
)
. (33)
Lemma 4.5. The following inequality holds:
degZ ≥
N∑
i=1
ν2i . (34)
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Proof: this is obvious.
Lemma 4.6. For each i ∈ {1, . . . , N − 1} the estimate
νi ≥
∑
j→i
νj (35)
holds.
Proof. This is a very well known property of multiplicities of curves at infinitely
near points on a non-singular surface.
Lemma 4.7. The following estimate is true:
N∑
i=1
ν2i >
∆2
q
n2,
where
∆ = 1 + (1− a)
k∑
i=1
pi +
N∑
i=k+1
pi
and q =
N∑
i=1
p2i (so that n∆ is the right-hand side of the inequality (33)).
Proof. The minimum of the quadratic form in the right-hand side of the in-
equality (34) under the restrictions (35) and
N∑
i=1
νipi = ∆n (36)
is attained at νi = piθ, where θ =
∆n
q
is computed from (36). Q.E.D. for the lemma.
Now the claim of Proposition 4.2 follows from a purely combinatorial fact about
the graph Γ, which we will now prove.
Lemma 4.8. Assume that the starting segment of the graph Γ with the vertices
1, . . . , k is a chain. Then the estimate
∆2 ≥ 4(1− a)q (37)
holds.
Proof will be given by induction on the number N of vertices of the graph Γ. If
N = 1, then the inequality (37) holds in a trivial way:
(2− a)2 ≥ 4(1− a).
Consider the inequality (37) as a claim on the non-negativity of a quadratic function
of the argument a:
a2
(
k∑
i=1
pi
)2
+ 2a
(
2q −
(
k∑
i=1
pi
)(
N∑
i=1
pi + 1
))
+
( N∑
i=1
pi + 1
)2
− 4q
 ≥ 0
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on the interval a ≤ 1. Since for a→ ±∞ this function is positive, it is sufficient to
check that its minimum is non-negative. Elementary computations show that, up
to an inessential positive factor, this minimum is given by the formula(
k∑
i=1
pi
)(
N∑
i=k+1
pi + 1
)
−
N∑
i=1
p2i . (38)
Non-negativity of the latter expression we will prove by induction on the number of
vertices N . Recall that the only assumption, restricting the choice of the number
k ≥ 1, is that there are no arrows i→ j for i ≥ j + 2 and i ≤ k.
Consider first the case k = 1. Assume that l ≥ 1 vertices are connected by
arrows with 1, that is,
2→ 1, . . . , l + 1→ 1, but l + 29 1.
In this case p1 = p2 + . . . + pl+1 and the subgraph of the graph Γ with the ver-
tices {2, . . . , l + 1} either consists of one vertex or is a chain. The expression (38)
transforms to the formula(
l+1∑
i=2
pi
)(
N∑
i=l+2
pi + 1
)
−
N∑
i=2
p2i ,
so that one can apply the induction hypothesis to the subgraph with the vertices
{2, . . . , N}. This completes the case k = 1.
Now let k ≥ 2. The following key fact is true.
Lemma 4.9. The following inequality holds:
pi ≤
N∑
j=i+2
pi + 1. (39)
Proof: this is Lemma 1.6 in [33].
By the lemma that we have just proved, we get the inequality
p1 = p2 = . . . = pk−1 ≤
N∑
i=k+1
pi + 1.
For this reason, for k ≥ 2 the expression (38) is bounded from below by the number(
k∑
i=2
pi
)(
N∑
i=k+1
pi + 1
)
−
N∑
i=2
p2i .
Now, applying the induction hypothesis to the subgraph with the vertices {2, . . . , N}
we complete the proof of Lemma 4.8 and Proposition 4.2.
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5 The technique of counting multiplicities
In this section we give a stronger version of the technique of counting multiplici-
ties for the self-intersection of a movable linear system. We obtain the result that,
together with the 8n2-inequality, forms the technical basis for the exclusion of max-
imal singularities, the centre of which is of codimension ≥ 4. The notations in this
section are independent of other parts of this paper.
5.1. Set up of the problem. Let o ∈ X be a germ of a smooth three-
dimensional variety, ϕ: X˜ → X a birational morphism, E ⊂ X˜ an irreducible excep-
tional divisor over the point o, that is, ϕ(E) = o. Consider the resolution [1,40] of
the discrete valuation νE , that is, the sequence of blow ups
ϕi,i−1 :Xi → Xi−1,
i = 1, . . . , N , where X0 = X,ϕi,i−1 blows up an irreducible subvariety Bi−1 ⊂ Xi−1
(a point or a curve),
Ei = ϕ
−1
i,i−1(Bi−1) ⊂ Xi
is the exceptional divisor, where Bi is uniquely defined by the conditions B0 = o
and for i = 1, . . . , N − 1
Bi = centre(E,Xi),
and, finally, the geometric discrete valuations
νE and νEN
of the field of rational functions of the variety X coincide. Geometrically this means
that the birational map
ϕ−1N,0 ◦ ϕ: X˜ 99K XN
is biregular at the generic point of the divisor E and maps E onto EN (see the
details in [1,40]). Here
ϕN,0 = ϕ1,0 ◦ . . . ◦ ϕN,N−1:XN → X0,
and more generally set for i > j
ϕi,j = ϕj+1,j ◦ . . . ◦ ϕi,i−1:Xi → Xj.
The strict transform of an irreducible subvariety (by linearity, also of an effective
cycle) Y ⊂ Xj on Xi we denote, as usual, by adding the upper index i: we write Y i.
Assume that for i = 1, . . . , L ≤ N the centres Bi−1 of blow ups are points, for
i ≥ L+1 they are curves. Let Γ be the graph of the constructed resolution, that is,
an oriented graph with the vertices 1, . . . , N , where an oriented edge (arrow) joins
i and j for i > j (notation: i→ j), if and only if
Bi−1 ⊂ Ei−1j .
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In particular, by construction always i+ 1→ i.
Let us describe the obvious combinatorial properties of the graph Γ.
Lemma 5.1. Let i < j < k be three distinct vertices. If k → i, then j → i.
Proof. By definition, k → i means that Bk−1 ⊂ Ek−1i . By construction of the
resolution of singularities, we get
ϕk−1,j−1(Bk−1) = Bj−1
(the centres of blow ups with higher numbers cover the centres of previous blow ups)
and, besides, obviously
ϕk−1,j−1(E
k−1
i ) = E
j−1
i .
From here the lemma follows directly. Q.E.D.
Definition 5.1. We say that the vertex i of the graph Γ is of class e ≥ 1
(notation: ε(i) = e), if precisely e arrows come out of it, that is,
♯{j|i→ j} = e.
We say, furthermore, that the graph Γ is of class e ≥ 1, if for each vertex i we have
ε(i) ≤ e.
For instance, a graph of class 1 is a chain:
1←− 2←− . . .←− N
(no other arrows but i+ 1 → i). The graph of a sequence of blow ups of points on
a non-singular surface is of class 2.
Lemma 5.2. The graph of the resolution of the valuation νE is of class 3. If for
some vertex i we have ε(i) = 3, then i ≤ L, that is, Bi−1 is a point.
Proof. By definition,
Bi−1 ⊂ E(i) =
⋃
{j|i→j}
Ei−1j ,
and moreover, at the general point Bi−1 is a smooth variety and E(i) is a normal
crossings divisor, each component of which contains Bi−1. Q.E.D. for the lemma.
Remark 5.1. Word for word the same arguments show that in the case of
arbitrary dimension dimX the graph of the resolution of any valuation is of class
at most dimX and if
♯{j|i→ j} = a,
then codimBi−1 ≥ a.
Let Σ be a germ of a movable (that is, free from fixed components) linear system
on X , Σi its strict transform on Xi,
νi = multBi−1 Σ
i−1,
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so that for a general divisor D ∈ Σ we have
Di = D −
i∑
j=1
νjEj,
where we write D instead of ϕ∗i,0D and similarly for the exceptional divisors Ei.
Consider a pair of general divisorsD1, D2 ∈ Σ and construct the self-intersections
of linear systems Σi, which are (not uniquely determined) effective 1-cycles
Zi = (D
i
1 ◦Di2)
on Xi. These cycles admit the natural decomposition
Z1 = Z
1
0 + Z1,1,
Z2 = Z
2
1 + Z2,2 = Z
2
0 + Z1,2 + Z2,2,
. . .
Zi = Z
i
i−1 + Zi,i = Z
i
0 + Z1,i + . . .+ Zi,i,
where Za,i = (Za,i−1)
i = . . . = Z ia,a, i = 1, . . . , L.
Definition 5.2. A function a: {1, . . . , L} → Z+ is said to be compatible with the
graph structure Γ, if the inequalities
a(i) ≥
∑
j→i
a(j)
hold.
By construction, BL ⊂ EL ∼= P2 is a plane curve. Set βL = degBL to be its
degree in P2 and for an arbitrary i ≥ L+ 1
βi = βL deg[ϕi,L|Bi:Bi → BL]. (40)
The main computational tool of the theory of birational rigidity is the folowing local
fact.
Proposition 5.1. For any function a(·), compatible with the graph structure,
the inequality
L∑
i=1
a(i)mi ≥
L∑
i=1
a(i)ν2i + a(L)
N∑
i=L+1
βiν
2
i (41)
holds, where mi = multBi−1 Z
i−1
0 , i = 1, . . . L.
Proof is given in [1,40].
The aim of this section is to prove a stronger estimate that includes (41) as a
particular case.
Definition 5.3. A vertex i ∈ {4, . . . , L} of the graph Γ is said to be complex,
if precisely three arrows come out of this vertex, that is, for three distinct vertices
i1 < i2 < i3 we have
i→ i1, i→ i2, i→ i3.
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Note that in the notations of Definition 5.3, by Lemma 5.1 we always have
i2 → i1, i3 → i1, and i3 → i2.
If in the graph Γ there are no complex vertices, then it is of class ≤ 2.
Definition 5.4. A simplification of the graph Γ is the oriented graph Γ∗ of class
≤ 2 with the set of vertices
1, . . . , L,
the arrows in which join the vertices in accordance with the following rule: if
♯{j|i→ j} ≤ 2,
then i→ j in Γ∗ if and only if i→ j in Γ; however, if i is a complex vertex, then in
the notations of Definition 5.3 in Γ∗ there are two arrows coming out ofthe vertex i,
i→ i2 and i→ i3,
that is, the arrow i→ i1 is deleted.
Thus the graph Γ∗ is obtained from Γ by means of deleting some arrows (and
the vertices that correspond to the blow ups of curves).
Proposition 5.2. For any function a: {1, . . . , L} → Z+, compatible with the
structure of the graph Γ∗, the inequality (41) holds.
5.2. Proof of the improved inequality. If the function a(·) is compatible with
the structure of Γ, then, the more so, it is compatible with Γ∗, so that Proposition 5.2
implies Proposition 5.1. Following the general scheme of the proof of the inequality
(41) in [1,40], set for i = 1, . . . , L
di = degZi,i,
where Zi,i ⊂ Ei ∼= P2 is a plane curve and for i < j ≤ L
mi,j = multBj−1 Zi,j−1.
We obtain the following system of equalities
ν21 + d1 = m1,
ν22 + d2 = m2 +m1,2,
. . .
ν2i + di = mi +m1,i + . . .+mi−1,i,
. . .
ν2L + dL = mL +m1,L + . . .+mL−1,L.
(42)
Besides, we get the obvious inequality
dL ≥
N∑
i=L+1
βiν
2
i ,
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where the numbers βi are defined by the formula (40). Let us multiply the i-th
equality in (42) by a(i) and put together the resulting equalities. In the left hand
side we get
L∑
i=1
a(i)ν2i +
L∑
i=1
a(i)di.
In the right hand side we get
L∑
i=1
a(i)mi +
L−1∑
i=1
(
L∑
j=i+1
a(j)mi,j
)
.
Thus Proposition 5.2 follows immediately from the following claim.
Lemma 5.3. For any i = 1, . . . , L− 1 the inequality
a(i)di ≥
L∑
j=i+1
a(j)mi,j (43)
holds.
Proof. Up to this moment our argument repeated word for word the corre-
sponding arguments in [1,40]. If the function a(·) is compatible with the structure
of the graph Γ (and not Γ∗), then, taking into account that the inequality mi,j > 0
is possible only if j → i, and that always
di ≥ mi,j ,
we obtain (43) from the inequality a(i) ≥ ∑
j→i
a(j) (this proves Proposition 5.1).
However, this is not sufficient for the proof of Proposition 5.2, since the fucntion a(·)
is compatible with the structure of the graph Γ∗ only, and the latter has, generally
speaking, less arrows than Γ does.
To prove (43), recall, first of all, that the integer-valued functions
di = degZi,i mi,j = multBj−1 Zi,j−1
are linear functions of effective 1-cycles Zi,i on the exceptional plane Ei ∼= P2. Since
the inequality (43) is also linear, the claim of Lemma 5.3 follows from a simpler fact.
Lemma 5.4. For any irreducible curve C ⊂ Ei the following inequality holds:
a(i) degC ≥
L∑
j=i+1
a(j)multBj−1 C
j−1. (44)
Proof. Set
d = degC, µj = multBj−1 C
j−1, j = i+ 1, . . . , L.
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As we pointed out above, if µj > 0, then j → i, so that it is necessary to prove the
inequality
a(i)d ≥
∑
j→i
a(j)µj .
This inequality is a claim about singularities of plane curves. Let us consider two
cases:
1) C ⊂ Ei is a line in Ei ∼= P2,
2) C is a curve of degree d ≥ 2.
In the case 1) define the integer k ≥ 1 by the condition
{j|Bj−1 ∈ Cj−1} = {i+ 1, . . . , i+ k}. (45)
In order to distinguish between the arrows in the graphs Γ and Γ∗, we write a
∗→ b,
if the vertices a, b are joined by an arrow in Γ∗, leaving the usual arrow for Γ.
The following fact is of key importance.
Lemma 5.5. For each e, 1 ≤ e ≤ k, we have:
i+ e
∗→ i.
Proof. Assume that (i + e) is a complex vertex of the graph Γ (otherwise
i + e
∗→ i by definition). Recall that the simplification procedure removes, of the
three arrows, coming out of i+ e, the one that goes to the lowest vertex. Therefore,
we may assume that e ≥ 3. However, the points
Bi, Bi+1, Bi+2, . . . , Bi+k−1
lie on the strict transform of the smooth curve C, and therefore the subgraph
i+ 1←− i+ 2←− i+ 3←− . . .←− 1 + k
is a chain, that is, between the vertices i+ 1, . . . , i+ k in the original graph Γ there
are no arrows, except for the consecutive. In any case there are two arrows coming
out of the vertex i+ e:
i+ e→ i+ e− 1 and i+ e→ i.
What has been said implies that if a third arrow comes out the vertex i+ e, that is,
i+ e→ j, then inevitably
j ≤ i− 1.
It is this arrow that the simplification procedure deletes. Therefore, the arrow
i+ e→ i will not be deleted. Q.E.D. for the lemma.
Let is come back to the case 1). The inequality (44) takes the form of the
estimate
a(i) ≥
i+k∑
j=i+1
a(j). (46)
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By the lemma we have just proved, (46) is true, because the function a(·) is com-
patible with the structure of the graph Γ∗. Q.E.D. for Lemma 5.4 in the case 1).
Let us consider the case 2). Again let us define k ≥ 1 by the condition (45). If
k = 1, then there is nothing to prove, since
i+ 1
∗→ i
and µj ≤ d for any j. For this reason we assume that k ≥ 2.
Lemma 5.6. The inequality d ≥ µ1 + µ2 holds.
Proof. Let L ⊂ Ei be the line, passing through the point Bi in the direction
of the infinitely near point Bi+1 ∈ Ei+1i . By assumption, C 6= L. Then for the
intersection number on the surface Ei+2i we get
0 ≤ (C i+2 · Li+2) = d− µ1 − µ2,
which is what we need. Q.E.D. for the lemma.
Let ΓC be the subgraph of the graph Γ with the vertices {i+ 1, . . . , i+ k} (and
the same arrows), Γ∗C the subgraph of the graph Γ
∗ with the same set of vertices.
By definition of the simplification procedure, the arrow
i+ a→ i+ b, a > b ≤ 1,
can not be deleted, because in Γ there is an arrow that goes to a lower vertex:
i+ a→ i. (47)
This implies, that ΓC = Γ
∗
C . Furthermore, the arrow (47) is deleted by the simpli-
fication procedure if and only if i+ a is a complex vertex and the arrow (47) is the
lowest. In the language of the graph ΓC this means that the vertex i+ a is of class
2 (as a vertex of that graph). The following claim is obvious.
Lemma 5.7. The integer-valued function
i+ a 7−→ µi+a ∈ Z+
is compatible with the structure of the graph ΓC.
Proof: this is a well known property of multiplicities of a curve at infinitely near
points (on a non-singular surface).
By what has been said, the proof of the inequality (44) in the case 2) is reduced
to the following combinatorial fact. Let ∆ be a subgraph of class 2 with the set
of vertices {1, . . . , k} and ε∆(·) ∈ {0, 1, 2} the function of the class of a vertex
(ε∆(1) = 0). Let µ(·) and a(·) be Z+-valued functions, compatible with the structure
of the graph ∆.
Lemma 5.8. The following inequality holds:
(µ(1) + µ(2))
∑
ε∆(j)≤1
a(j) ≥
k∑
j=1
µ(j)a(j). (48)
58
Proof is given by induction on the number of vertices k ≥ 2. If k = 2, then
ε∆(1) = 0, ε∆(2) = 1 and the inequality (48) is of the form
(µ(1) + µ(2))(a(1) + a(2)) ≥ µ(1)a(1) + µ(2)a(2),
so that there is nothing to prove.
Assume that k ≥ 3 and the vertices 3 and 1 are not joined by an arrow: 39 1,
that is, ε∆(3) = 1. In that case we apply the induction hypothesis to the graph
∆1 with the vertices {2, . . . , k} and the same arrows as in ∆: for that graph the
inequality (48) takes the form
(µ(2) + µ(3))
∑
ε∆(j)=1
a(j) ≥
k∑
j=2
µ(j)a(j),
whence, taking into account the inequality µ(1) ≥ µ(2) ≥ µ(3), we obtain the
required inequality (48) for ∆.
Assume that k ≥ 3 and there are arrows
3→ 1, . . . , 2 + l → 1,
where l ≥ 1. In that case let us write down the left hand side of (48) as
(µ(1) + µ(2))
a(1) + a(2) +
∑
j ≥ l + 3,
ε∆(j) = 1
a(j)
 ,
and the right hand side of (48) as
µ(1)a(1) + µ(2)a(2) +
l+2∑
j=3
µ(j)a(j) +
k∑
j=l+3
µ(j)a(j).
Since the functions µ(·) and a(·) are compatible with the structure of the graph, we
get the inequality
µ(2)a(1) ≥ µ(2)(a(2) + a(3) + . . .+ a(l + 2))
and the symmetric inequality for µ(1)a(2). Applying the induction hypothesis to
the subgraph ∆l+3 with the vertices {l + 3, . . . , k}, we complete the proof of the
lemma.
Q.E.D. for Proposition 5.2.
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5.3. Counting multiplicities of the self-intersection for a non log canon-
ical singularity. Let o ∈ X be a non-singular three-dimensional germ, Σ a movable
linear system, such that
multoΣ ≤ 2n,
but the point o is an isolated centre of non log canonical singularities of the pair(
X,
1
n
Σ
)
, (49)
where n > 0 is some number. Let Z = (D1 ◦ D2) be the self-intersection of the
system Σ (an effective 1-cycle on X). Let
ϕi,i−1:Xi → Xi−1,
i = 1, . . . , K, be the sequence of blow ups of the centres of some non log canonical
singularity of the pair (49), X0 = X , ϕi,i−1 blows up an irreducible subvariety
Bi−1 ⊂ Xi−1, a point or a curve, B0 = o,
Ei = ϕ
−1
i,i−1(Bi−1) ⊂ Xi
is the exceptional divisor, finally, EK ⊂ XK realizes a non log canonical singularity
of the pair (49), that is, the log Noether-Fano inequality
K∑
i=1
pKiνi > n
(
K∑
i=1
pKiδi + 1
)
(50)
holds, where δi = codimBi−1 − 1, pKi is the number of paths from EK to Ei and,
as usual,
νi = multBi−1 Σ
i−1 ≤ 2n,
Σi is the strict transform of the movable system Σ on Xi. Set
{1, . . . , L} = {j | dimBj−1 = 0}.
Since by assumption νi ≤ 2n, (50) implies that K ≥ L + 1, that is, among the
centres of blow ups there is at least one curve.
Denote by the symbol Γ the oriented graph of the sequence of blow ups ϕi,i−1,
i = 1, . . . , K, and by the symbol Γ∗ its simplification, a graph of class ≤ 2. The
number of paths from the vertex i to the vertex j, i > j, in the graph Γ∗ we denote
by the symbol p∗ij . By definition, p
∗
ii = 1. Set also
mi = multBi−1 Z
i−1,
i = 1, . . . , L. The following fact improves the classical 4n2-inequality for the case of
a non log canonical singularity of the pair (49).
60
Proposition 5.3. The following estimate holds:
L∑
i=1
p∗Limi > 4n
2
(
L∑
i=1
p∗Li + 1
)
.
Proof. Set
N = min
{
e
∣∣∣∣∣
e∑
i=1
pei(νi − δin) > 0
}
,
that is, EN is the non canonical singularity of the pair (49) with the minimal number.
In particular, the pair (49) is canonical at E1, . . . , EN−1. It follows easily from the
inequality ν1 ≤ 2n (see §4), that the segment of the graph Γ with the vertices
L− 1, L, L+ 1, . . . , N
is a chain. Define the number a, 0 ≤ a ≤ 1, by the equality
a =
1
n
N−1∑
i=1
pNi(δin− νi)
(the numbers of paths pNi and pN−1,i coincide by what was said above). If a = 1,
then it is easy to see that
ν1 = . . . = νN = 2n,
whence the claim of the proposition follows directly. For that reason, we assume
that a < 1.
First assume that N = K. In that case the technique of counting multiplicities
together with the inequality (50) gives:
L∑
i=1
p∗Limi >
(2Σ∗0 + Σ
∗
1 + 1)
2
Σ∗0 + Σ
∗
1
n2 = 4(Σ∗0 + 1)n
2 +
(Σ∗1 − 1)2
Σ∗0 + Σ
∗
1
n2,
where
Σ∗2−α =
∑
δi=α
p∗Ni, α = 1, 2,
which was required (note that the log Noether-Fano inequality can get only stronger
when we replace pKi by p
∗
Ki, since those coefficients are changed only for i =
1, . . . , L− 1 and νi ≤ 2n for these values of i, this is a well known fact).
Thus for N = K Proposition 5.3 holds.
Assume that K ≥ N + 1.
Lemma 5.9. The pair
(XN−1,
1
n
ΣN−1 − aEN−1)
is not log canonical at the curve BN−1 ⊂ EN−1.
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Proof. Taking into account the standard properties of the numbers pij, rewrite
the inequality (50) in the form( ∑
α→N−1
pKα
)(
N−1∑
i=1
pNi(νi − δin)
)
+
K∑
i=N
pKi(νi − δin) > n
(obviously, for i ≤ N − 1 the equality pNi = pN−1,i holds). Now the claim of
the lemma follows directly from the definition of the number a and the fact that
N → N − 1. Q.E.D. for the lemma.
Now setting
Σ∗0 =
L∑
i=1
p∗Li, Σ
∗
1 =
N−1∑
i=L+1
p∗Ni,
by Propositions 4.2 and 5.2 we get
L∑
i=1
p∗Limi >
N−1∑
i=1
p∗Niν
2
i + 4(1 + a)n
2,
whence, taking into account the Noether-Fano inequality, we get
L∑
i=1
p∗Limi >
[
(2Σ∗0 + Σ
∗
1 − a)2
Σ∗0 + Σ
∗
1
+ 4(1 + a)
]
n2 = 4(Σ∗0 + 1)n
2 +
(Σ∗1 + a)
2
Σ∗0 + Σ
∗
1
n2. (51)
Q.E.D. for Proposition 5.3.
6 Exclusion of infinitely near
maximal singularities
In this section we complete the proof of Proposition 0.3: under the assumption that
the system Σ has no maximal subvariety of the form σ−1(P ), where P ⊂ P is a
linear subspace of codimension two, we prove that Σ has no maximal singularities
with the centre B of codimension ≥ 4.
6.1. The centre of the singularity is not contained in the ramification
divisor. By Propositions 2.1 and 3.1 we may assume that the centre B of the
maximal singularity of the linear system Σ is of codimension ≥ 4 (and the same is
true for any other maximal singularity). Let P ⊂ P be a generic linear subspace of
dimension codimB and o ∈ σ−1(P ) ∩ B is some point. Set VP = σ−1(P ).
Consider first the case when σ(B) 6⊂W . In this case p = σ(o) 6∈ W . The variety
VP is smooth,
σP = σ|VP :VP → P
is the double cover, branched over WP =W ∩ P ,
Pic VP = ZHP ,
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where HP = H|VP . Let ΣP be the restriction of the system Σ onto VP . This is a
movable linear system and the pair
(VP ,
1
n
ΣP )
is not log canonical, where the point o is an isolated centre of a non log canonical
singularity. Let
ϕ:V +P → VP
be the blow up of the point o, E = ϕ−1(o) the exceptional divisor. Set
ZP = (D1 ◦D2)
to be the self-intersection of the linear system ΣP and Z
+
P its strict transform on
V +P . By Proposition 4.1, for some plane Π ⊂ E of codimension two the inequality
multo ZP +multΠ Z
+
P > 8n
2 (52)
holds. Now let
ϕP :P
+ → P
be the blow up of the point p = σ(o) and EP = ϕ
−1
P (p) the exceptional divisor, E
identifies naturally with EP . Let Λ ⊂ P be the unique plane of codimension two,
containing the point p and cutting out Π on EP = E:
Λ+ ∩ EP = Π,
where Λ+ ⊂ P+ is the strict transform. The subvariety Q = σ−1P (Λ) ⊂ VP is
irreducible, of codimension two (with respect to VP ), and moreover,
degQ = 2, multoQ = multΠQ
+ = 1, (53)
where Q+ ⊂ V +P is the strict transform. Since the cycle ZP satisfies the inequality
multo ZP +multΠ Z
+
P > degZP = 8n
2,
writing down
ZP = aQ + Z
♯
P ,
where a ∈ Z+ and Z♯P does not contain Q as a component, we obtain
multo Z
♯
P +multΠ(Z
♯
P )
+ > degZP ,
(Z♯P )
+ is the strict transform. Finally, let R be the σ-preimage of a generic hyper-
plane in P , containing the point p and cutting out Π on EP = E, that is,
σ(R)+ ∩ EP = Π.
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The divisor R contains no component of the effective cycle Z♯P , so that for the
scheme-theoretic intersection
Z♯R = (Z
♯
P ◦R)
we obtain the inequality
multo Z
♯
R ≥ multo Z♯P +multΠ(Z♯P )+ > degZ♯R,
which is impossible. This contradiction proves Proposition 0.3 in the case when
σ(B) 6⊂W .
6.2. The centre of the singularity is contained in the ramification
divisor: the simple case. Consider, finally, the last case when σ(B) ⊂ W . Once
again, we work on the variety VP = σ
−1(P ), the linear system ΣP is movable and
the point o is an isolated centre of log maximal singularity of this linear system. Set
p = σ(o). For the blow ups
ϕ:V +P → VP and ϕ:P+ → P
of the points o and p, respectively, with the exceptional divisors
E = ϕ−1(o) and EP = ϕ
−1
P (p),
the double cover σP :VP → P does not extend to an isomorphism of the exceptional
divisors E and EP . Let TP = TpWP be the tangent hyperplane to the branch divisor
WP = W ∩ P at the point p, TP the corresponding hyperplane in EP . It is easy to
see that there exist a hyperplane T ⊂ E and a point ξ ∈ E\T such that σP induces
an isomorphism of T and TP and the rational map
σE :E 99K EP
is the composition of the projection prξ:E 99K T from the point ξ and the isomor-
phism T ∼= TP . In particular, σE(E) = TP (all these facts are easy to check in
suitable local coordinates z1, . . . , zk at the point p on P , in which VP is given by the
local equation y2 = z1).
Let, as above, ZP and Z
+
P be the self-intersection of the linear system ΣP and its
strict transform on V +P , respectively. Let Π ⊂ E be the plane of codimension two,
satisfying the inequality (52),
ΠP = σE(Π) ⊂ TP ⊂ EP
the image of the plane Π. Obviously, ΠP is a linear subspace in TP of codimension 1
or 2. In the latter case for a generic hyperplane R ∋ p, R ⊂ P , such that R+ ⊃ ΠP ,
we get: none of the components of the effective cycle (σP )∗ZP of codimension two
is not contained in R. By the inequality (52) we get
multo(σ
−1(R) ◦ ZP ) ≥ multo ZP +multΠ Z+P >
64
> 8n2 = degZP = deg(σ
−1(R) ◦ ZP ),
which is impossible. Therefore, ΠP is a hyperplane in TP . Now we can not argue
in the same way as in the case when the point o does not lie on the ramification
divisor: let Λ ⊂ P be the unique plane of codimension two, such that Λ ∋ p and
Λ+ ∩ EP = ΠP . The subvariety Q = σ−1P (Λ) is irreducible, however,
multoQ = 2, multΠQ
+ = 1,
so that the aruments, similar to the case when σ(o) 6∈ W , do not work. To ex-
clude this case, we need the improved technique of counting multiplicities (§5). We
complete the proof in all details for M ≥ 6.
6.3. The centre of the singularity is contained in the ramification
divisor: the hard case. The following claim is true.
Lemma 6.1. We have the inequality ν = multoΣ ≤ 2n.
Proof. Consider the divisor T = σ−1(TpW ), where TpW ⊂ P is the tangent
hyperplane. The system Σ is movable, so that the effective cycle (D ◦ T ) is well
defined, where D ∈ Σ is a general divisor. Now we get
2ν ≤ multo(D ◦ T ) ≤ deg(D ◦ T ) = degD = 4n,
as we claimed.
Let ∆ ⊂ P , ∆ ∋ p, be a generic 3-plane, so that V∆ = σ−1(∆) is a smooth
variety, σ∆:V∆ → ∆ a double cover, Σ∆ the restriction of the system Σ onto V∆.
The pair
(V∆,
1
n
Σ∆) (54)
is not log canonical at the point o, and, moreover, o is an isolated centre of non log
canonical singularities of this pair.
Set C = Q ∩ V∆ = σ−1(L), where L = ∆ ∩ Λ is the line, passing through the
point p and tangent to W at that point (for the definition of the plane Λ, see above
in the end of Sec. 6.2). Set also
y = Π ∩ V +∆ ,
where V +∆ is the strict transform of V∆ on V
+, that is,
ϕ∆ = ϕ|V +
∆
:V +∆ → V∆
is the blow up of the point o with the exceptional plane E∆, y = Π ∩ E∆. There
is a non log canonical singularity of the pair (54), the centre of which on V +∆ is the
point y.
Consider the self-intersection
Z∆ = (D1 ◦D2) = Z|V∆
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of the movable linear system Σ∆ and write down
Z∆ = bC + Z1,
where b ∈ Z+, the effective 1-cycle Z1 does not contain the curve C as a component
and for this reason satisfies the inequality
multo Z1 +multy Z
+
1 ≤ degZ1 = 8n2 − 2b. (55)
Assume now that at the point o the curve C has two distinct branches:
C+ ∩ E∆ = {y, y∗},
where y, y∗ ∈ E∆ are distinct points. This assumption is justified for M ≥ 6 by the
conditions of general position, since for any subspace U ⊂ P of codimension two,
U ∋ p, the quadratic point o ∈ σ−1(U) is of rank at least two, see Proposition 0.6,
(iii), so that the same is true for the quadratic point o ∈ σ−1(L) = C, either, since
L = U ∩ ∆, where ∆ is a generic 3-plane, containing the point p. For M = 5 we
must consider also the case when o ∈ C is a simple cuspidal singularity, see below.
In the notations of Sec. 5.3 let
ϕi,i−1:Xi → Xi−1,
i = 1, . . . , N , X0 = V∆, be the resolution of the non log canonical singularity, the
centre of which on X1 = V
+
∆ is the point B1 = y. Set
{1, . . . , k} = {i | 1 ≤ i ≤ L,Bi−1 ∈ C i−1}.
By the assumption about the branches of the curve C, we get k ≥ 2, and, moreover,
the subgraph with the vertices 1, . . . , k is a chain.
Note that b ≥ 1: otherwise the inequality
multoZ∆ +multy Z
+
∆ ≤ degZ∆ = 8n2
holds and one can argue in word for word the same way as for σ(o) 6∈ W .
We have
p∗L1 = . . . = p
∗
L,k−1.
Set, furthermore,
µi = multBi−1 Z
i−1
1
for i = 1, . . . , L. By the inequality (55), we get the estimate
L∑
i=1
p∗Limi = b
(
k∑
i=1
p∗Li + p
∗
L1
)
+
L∑
i=1
p∗Liµi ≤
≤ b
(
k∑
i=1
p∗Li + p
∗
L1
)
+ 1
2
degZ1
L∑
i=1
p∗Li.
(56)
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Since Γ∗ is a graph of class ≤ 2, we get the estimate
p∗L1 = . . . = p
∗
L,k−1 ≤ 1 +
L∑
i=k+1
p∗Li
(see Lemma 4.9). Therefore the right hand side of the inequality (56) is bounded
from above by the number
b+ (b+
1
2
degZ1)
L∑
i=1
p∗Li = b+ 4n
2
L∑
i=1
p∗Li.
Now Proposition 5.3 implies the estimate
b > 4n2,
which is impossible. This contradiction completes the proof of Proposition 0.3 for
M ≥ 6.
For M = 5 to complete the proof it remains to consider the case when the curve
C has a simple cuspidal singularity at the point o, so that C+ is tangent to the
exceptional divisor E at the point y (the tangency is simple). If L = 2, then the
previous arguments work. If L ≥ 3 and B2 ∈ C2, then the vertices 3 and 1 are
joined by an arrow, 3→ 1, so that
p∗L1 ≥ p∗L2 + p∗L3
and the input of the first vertex of the graph into the sum
L∑
i=1
p∗Limi is not compen-
sated by the number
b
(
1 +
L∑
i=k+1
p∗Li
)
,
as above. However, the previous estimates can be improved in the following way.
Set
µ = multC Σ ≤ n
(if µ > n, then the system Σ has a maximal subvariety of codimension two, which
is what we need). Let us restrict Σ onto the σ-preimage S of a generic 2-plane in P,
containing the line L. Obviously, ΣS = Σ|S is a non-empty linear system of curves
with a single fixed component C of multiplicity µ. For a generic curve G ∈ ΣS we
get the inequality
((G− µC) · C) ≥ 2multo(G− µC) +
k∑
i=2
multBi−1(G− µC),
where
{2, . . . , k} = {i |Bi−1 ∈ C i−1},
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k ≥ 3. There is a standard technique (used in [41, §8], also in [12,15,32]), which
makes it possible to derive from this estimate and the Noether-Fano inequality, that
the “upper” sum Σ∗1 is high compared with the “lower” one Σ
∗
0, whence a considerable
improvement of the quadratic inequality (51) is obtained. That improved inequality
is already sufficient to exclude the cuspidal case. We omit the details; they will be
given in another paper. This completes the proof of Proposition 0.3 for M = 5.
7 Double spaces of general position
In this section we prove Propositions 0.4-0.6.
7.1. Lines on the variety V . Let us prove Proposition 0.4. The non-trivial
part of that claim is that through every point there are at most finitely many lines;
the fact that any (not necessarily generic) double space of index two is swept out by
lines, is almost obvious. It is easy to see that the image L = σ(C) of a line C ⊂ V
on P is a line in the usual sense and
σ|C :C → L ⊂ P
is an isomorphism. Thus there are two possible cases: either L 6⊂ W , so that
σ−1(L) = C ∪ C∗ is a part of smooth rational curves (permuted by the Galois
involution of the double cover σ), or L ⊂ W is contained entirely in the branch
divisor, that is, σ−1(L) = C. The converse is also true: if a line L ⊂ P is such that
the curve σ−1(L) is reducible or L ⊂ W , then σ−1(L) consists of two or one lines on
V , respectively. An easy dimension count shows that on a generic hypersurface in P
of degree 2(M −1) there are no lines, so that the second option does not take place.
Furthermore, the double cover σ−1(L) → L is reducible if and only if the divisor
W | L on L = P1 is divisible by 2, that is,
1
2
(W | L) ∈ DivL
is an integral divisor. Thus Proposition 0.4 follows immediately from the following
fact.
Proposition 7.1. For a generic smooth hypersurface W ⊂ P of degree 2(M−1)
through every point x ∈ P there are finitely many lines L such that W | L ∈ 2DivL.
Proof. Let us denote by the symbol Pk(Pl) the space of homogeneous polyno-
mials of degree k on the projective space Pl (that is, H0(Pl,OPl(k))), considered as
an affine algebraic variety of dimension
(
k+l
l
)
. Let
sq: Pk(Pl) → P2k(Pl),
sq: f 7→ f 2
be the map of taking the square. Its image
sq(Pk(Pl)) ⊂ P2k(Pl)
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will be denoted by the symbol [Pk(Pl)]2. Consider the space of pairs
Π = P× P2(M−1)(P)
and set Π(x) = {x} × P2(M−1)(P) for an arbitrary point x ∈ P. Set
Y (x) ⊂ Π(x)
to be the closed algebraic subset of pairs (x, F ), F ∈ P2(M−1)(P), defined by the
condition
(+) the set of lines L ⊂ P, L ∋ x, for which F | L ∈ [PM−1(L)]2, is of positive
dimension.
It is easy to see that the closure⋃
x∈P
Y (x) ⊂ Π
is a closed algebraic subset of dimension ≤ M + dim Y (x). Therefore, Proposition
7.1, in its turn, is implied by the following fact.
Proposition 7.2. The codimension of the closed set Y (x) in Π(x) ∼= P2(M−1)(P)
is at least M + 1.
In fact, as we will see from the proof, a much stronger estimate for the codi-
mension of the set Y (x) holds. In particular, the claim of Proposition 7.1 remains
true for double spaces of index two with elementary singularities (quadratic points).
However, we do not need it here.
Proof of Proposition 7.2. Let z1, . . . , zM be a system of affine coordinates on P
with the origin at the point x = (0, . . . , 0). We write the polynomial F ∈ P2(M−1)(P)
in the form
F = q0 + q1(z1, . . . , zM) + . . .+ q2(M−1)(z1, . . . , zM),
where qi(z∗) is a homogeneous polynomial of degree i. The line L ∋ x corresponds
to a set of homogeneous coordinates
(a1 : . . . : aM) ∈ PM−1,
L = {t(a1, . . . , aM) | t ∈ C}. Obviously, F |L ∈ [PM−1(L)]2 if and only if the polyno-
mial
q0 + tq1(a∗) + . . .+ t
2(M−1)q2(M−1)(a∗) ∈ C[t]
is a full square in C[t].
For each k = 0, 1, . . . , 2(M − 1) we define the set Yk(x) ⊂ Π(x) by the condition
+k there exists an irreducible closed subset Z ⊂ PM−1 of positive dimension such
that for a general line L ∈ Z we have FL ∈ [PM−1(L)]2, and moreover, F |L has a
zero of order k at the point x ∈ L.
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(Recall that we identify the points PM−1 with the lines in P, passing through the
point x.) Obviously, for an odd k 6∈ 2Z we have Yk = ∅ and
Y (x) =
M−1⋂
i=0
Y2i(x).
Therefore, it is sufficient to prove the estimate of Proposition 7.2 for each of the
(constructive) sets Y2i(x), i = 0, . . . ,M − 1. Consider first the set Y0(X) (corre-
sponding to the lines on V , passing through the point outside the branch divisor).
For F ∈ Y0(x) we have q0 6= 0 and we may assume that q0 = 1.
Lemma 7.1. For any m ≥ 1 there exists a set of quasi-homogeneous polynomials
Am,i(s1, . . . , sm) ∈ Q[s1, . . . , sm]
of degree degAm,i = i ∈ {m + 1, . . . , 2m}, where the weight of the variable sj is
wt(sj) = j, such that the polynomial
1 + b1t + . . .+ b2mt
2m
is a full square in Q[t] for b1, . . . , b2m ∈ C if and only if the following system of
equalities is satisfied:
bi = Am,i(b1, . . . , bm),
i = m+ 1, . . . , 2m.
Proof. Consider the equality
1 + s1t + . . .+ s2mt
2m = (1 + r1t+ . . .+ rmt
m)2.
Equating the coefficients at the same powers of t, we find ri as polynomials in
s1, . . . , si for i ≤ m (with coefficients in Z[12 ]). The equality of coefficients at
tm+1, . . . , t2m, gives the required system of equations. Q.E.D.
By the lemma, the restriction of F onto the line {t(a∗)} is a full square if and
only if the system of equations
qi(a∗) = AM−1,i(q1(a∗), . . . , qM−1(a∗)), (57)
i = M, . . . , 2(M − 1), is satisfied. This is a system of (M − 1) polynomial homoge-
neous equations in (a1 : . . . : aM) of degrees M, . . ., 2(M − 1), respectively (which,
in particular, implies immediately that through every point x ∈ V there are at least
two lines, and in the case of general position through x ∈ V there are
2 · (M · (M + 1) · . . . · 2(M − 1)) = 2(2M − 2)!
(M − 1)!
lines). As can be seen from (57), the coefficients of the right hand side depend
polynomially on the coefficients of the polynomials q1, . . . , qM−1. Therefore, Y0(x)
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consists of such polynomials F ∈ P2(M−1)(P), for which the system (57) defines an
algebraic set of positive dimension.
Now the codimension codimY0(x) can be estimated by the method of [4]. As-
suming the polynomials q1, . . . , qM−1 to be fixed, we obtain the equality
codimY0(x) = codimY
∗
0 (x),
where the closed set Y ∗0 ⊂ PM(PM−1)× . . .×P2(M−1)(PM−1) (which consists of sets
q∗M , . . . , q
∗
2(M−1) of homogeneous polynomials of the corresponding degrees) is defined
by the condition: the system of equations
q∗M = . . . = q
∗
2(M−1) = 0
has a positive-dimensional set of solutions. Repeating the proof of Lemma 3.3 in [1]
(this argument is well known, it was applied and published many times), define the
subsets Y ∗0,j ⊂ Y ∗0 for j = M, . . . , 2(M − 1), fixing the first “incorrect” codimension:
Y ∗0,j = {(q∗M , . . . , q∗2(M−1))| codim{q∗M = . . . = q∗j = 0} = j −M},
so that
Y ∗0 =
2(M−1)∨
j=M
Y ∗0,j,
where the symbol
∨
stands for a disjoint union (for instance, Y ∗0,M consists of the sets
(q∗∗) with q
∗
M ≡ 0). For (q∗M , . . . , q∗2(M−1)) ∈ Y ∗0,j there is an irreducible component
B ⊂ {q∗M = . . . = q∗j−1 = 0}
of codimension precisely j −M , on which q∗j vanishes identically. Let
π:B → PdimB ⊂ PM−1
be a generic linear projection onto a generic dimB-dimensional plane. Since the
π-pull back of a non-zero homogeneous polynomial on PdimB does not vanish on B
identically, we get the estimate
codimY ∗0,j ≥ dimPj(P2M−1−j) =
(
2M − 1
j
)
(since dimB = 2M − 1− j, j ∈ {M, . . . , 2M − 2}), so that
codim Y ∗0 ≥ min
{(
2M − 1
j
) ∣∣∣∣ j = M, . . . , 2M − 2} = 2M − 1.
Thus codimY0(x) ≥ 2M − 1 ≥M + 1, as required.
Let us consider now the problem of estimating the codimension of the set Yk(x),
k = 2e ≥ 2. For F ∈ Yk(x) there exists a set ZF ⊂ PM−1 of positive dimension, on
which identically vanish the polynomials
q0, q1(z∗), . . . , qk−1(z∗)
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and for a point of general position (a1 : . . . : aM) ∈ ZF the polynomial
tkqk(a∗) + . . .+ t
2(M−1)q2(M−1)(a∗) ∈ C[t]
is a full square, and moreover, qk(a∗) 6= 0. Applying Lemma 7.1, we obtain the
system of equalities
qi(a∗)
qk(a∗)
= AM−e−1,i
(
qk+1(a∗)
qk(a∗)
, . . . ,
qM+e−1(a∗)
qk(a∗)
)
,
i = M − e, . . . , 2(M − e− 1), or, after multiplying by qk(a∗)i,
qi(a∗)qk(a∗)
i−1 = A+M−e−1,i(qk(a∗), qk+1(a∗), . . . , qM+e−1(a∗)),
i = M − e, . . . , 2(M − e− 1), where A+(·) is the appropriately modified polynomial.
We obtain a system of M + e − 1 homogeneous equations on PM−1, and the set
Yk(x) consists of those polynomials F , for which that system has a set of solutions
of positive dimension, on which qk does not vanish identically. Here q0 is a non-zero
constant by definition of the set Yk(x) for k = 2e ≥ 2.
Now we argue as above: we assume the polynomials qk, . . . , qM+e−1 to be fixed,
so that the codimension of the set Yk(x) is the codimension of the subset
Y ∗k ⊂ C× P1(PM−1)× . . .× Pk−1(PM−1)×PM+e(PM−1)× . . .×P2(M−1)(PM−1),
defined by the condition: the sequence
(q0, q1, . . . , qk−1, qM+e, . . . , q2(M−1)) ∈ Y ∗k
if and only if q0 = 0 and the system of equations
q1 = . . . = qk−1 = qM+e = . . . = q2(M−1) = 0
defines an algebraic set that has a component of positive dimension, on which qk 6≡ 0.
Now we may forget about the latter condition.
Now we estimate the codimension of the set Y ∗k by the method of [4] (see [1]) in
precisely the same way, as it was done above for k = 0: we fix the first “incorrect”
codimension, when the next polynomial qi in the sequence that was written out above
vanishes on an irreducible component, defined by the previous equations (which is
of “correct” codimension). We get the worst estimate at the first step: the condition
q1 ≡ 0 (together with the condition q0 = 0) gives the codimension
codimY ∗2 = M + 1,
and this estimate is optimal. Indeed, q1 ≡ 0 means that the branch divisor is singular
at the point x, and then through this point there is a one-dimensional family of lines.
In all other cases the estimate for codimY ∗k is considerably stronger (we omit the
elementary computations). Q.E.D. for Proposition 0.4.
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7.2. Isolated singular points. The proof of Proposition 0.5 is elementary
and we just point out its main steps. Assume that for some subspace P ⊂ P of
codimension two the intersection P ∩W has a whole curve C of simgular points. It
is convenient to consider the pair p ∈ C, where p is an arbitrary point, so that in
any case
P ⊂ TpW.
There is a (2M −3)-dimensional family of pairs (p, P ∋ p), satisfying this condition.
It is sufficient to show that the number of independent condition, which are imposed
on the (non-homogeneous) polynomial
f |P = f(z1, . . . , zM−2)
of degree 2M − 2 by the condition that the hypersurface {f |P = 0} = W ∩ P
contains a curve C of singular points, passing through p = (0, . . . , 0), is at least
2M − 2. There are three possible cases:
— C is a line,
— C is a plane curve, C ⊂ Λ ⊂ P , where Λ is some 2-plane,
— the linear span of the curve C is a k-plane, where k ≥ 3.
In the first case one can compute the number of independent conditions precisely,
this is an elementary exercise.
In the second case the plane curve {f |Λ = 0} has an irreducible component C of
degree ≥ 2 and multiplicity ≥ 2, which gives an estimate from below for the number
of independent conditions (which is essentially stronger than we need).
In the third case we choose on the curve C 3(M − 1) points in general position
(neither three lie on a line and neither four lie in the same plane). It is easy to check
(considering hypersurfaces that are unions of singular quadrics), that being singular
at these points imposes on f independent conditions, which completes the proof of
Proposition 0.5. (In fact, the codimension of the set of hypersurfaces with a whole
curve of singular points is much higher, but we do not need that.) The details are
left to the reader.
7.3. The rank of quadratic singularities. Let us prove Proposition 0.6. We
will show the claim (i). The claims (ii) and (iii) are proved in a similar way. It is
easy to check that the planes P ⊂ P of codimension two that are tangent to W at
at least one point (that is, Sing P ∩W 6= ∅) form a (2M − 3)-dimensional family.
So it is sufficient to prove the following fact.
Let P ⊂ P be a fixed plane of codimension two, p ∈ P a fixed point,
W = P(H0(P,OP(2M − 2)))
the space of hypersurfaces of degree 2M − 2. Let us define the subset WP ⊂ W by
the conditions:
• a hypersurface W ∈ WP is non-singular at the point p,
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• the tangent hyperplane TpW contains P ,
• the point p is an isolated singular point of the intersection P ∩W .
For W ∈ WP set σW :VW → P to be the double cover, branched over W , o = σ−1W (p)
is a singular point, R = σ−1W (P ),
ϕ:V +W → VW
the blow up of the subvariety R. On the variety V +W there is a unique singular
point o+ ∈ ϕ−1(o). Let us define the closed subset Y ⊂ WP by the condition that
for W ∈ Y the rank of the quadratic singularity o+ ∈ V +W is at most 3. Now
Proposition 0.6, (i) follows immediately from the estimate
codim(Y ⊂WP ) ≥ 2M − 2 (58)
for M ≥ 6.
The proof of the inequality (58) is obtained by simple local computations which
we will just describe. Let (z1, . . . , zM) be affine coordinates at the point p, where
the plane P is defined by the system of equations z1 = z2 = 0, and the tangent
hyperplane to W is z1 = 0. The local equation of the double cover VW at the point
o = σ−1W (p) is of the form
y2 = z1 + q2(z1, . . . , zM) + q3(z∗) + . . . ,
and the local equation of the blow up V +W at the point o
+ is of the form
u2 = u1u2 + q2(0, u2, . . . , uM) + . . . .
This implies that the condition that the rank of the quadratic point o+ is at most
M + 1− k, imposes
k(k + 1)
2
independent conditions on the coefficients of the equation of the hypersurface W . If
M + 1− k ≤ 3, then we get at least
(M − 2)(M − 1)
2
independent conditions, which for M ≥ 6 is strictly higher than 2M −3. Q.E.D. for
Proposition 0.6, (i). The claims (ii) and (iii) are shown in a similar way.
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