Abstract. In this paper we study linear ill-posed problems Ax = y in a Hilbert space setting where instead of exact data y noisy data y δ are given satisfying y − y δ ≤ δ with known noise level δ. Regularized approximations are obtained by a general regularization scheme where the regularization parameter is chosen from Morozov's discrepancy principle. Assuming the unknown solution belongs to some general source set M we prove that the regularized approximation provides order optimal error bounds on the set M . Our results cover the special case of finitely smoothing operators A and extend recent results for infinitely smoothing operators.
Introduction
Ill-posed problems arise in several contexts and have important applications in science and engineering (see, e.g., [1, 3, 4, 6, 10, 13] ). In this paper we are interested in the minimum-norm solution x † ∈ X of the ill-posed problem 
(see [5, 7, 11, 13] ). In this paper we are interested in order optimality results under general source conditions x † ∈ M ϕ,E with M ϕ,E given by A ≤ a is continuous and satisfies the conditions 
This worst case error characterizes the maximal error of the method R if the minimum-norm solution x † of problem (1.1) varies in the set M ϕ,E . An optimal method R 0 is characterized by
It is easy to see that inf
where
In view of the above relation, it is important to have some estimates for the quantity ω(δ, M ϕ,E ). From [13] we have Theorem 2.1. Let M ϕ,E be given by (1.4) and let Assumption 1.1 be satisfied. Then
Due to Theorem 2.1, the following definition makes sense.
Definition 2.2. Consider the set M ϕ,E of (1.4) and let Assumption 1.1 be satisfied. Then any regularization method R = R δ α or any regularized approximation
In [13] it has been proved that there exist special regularization methods that are optimal on the set M ϕ,E . One of these methods is the method of generalized Tikhonov regularization. In this method a regularized approximation 
or, equivalently, by solving the Euler equation 
It is to be mentioned that, for method (2. , order optimal results are obtained by Mair [7] under an apriori choice of the parameter, and by Nair [9] by using the Morozov discrepancy principle.
The general regularization scheme
The construction of regularized approximations that are optimal on the source set M ϕ,E given in (1.4), such as the ones considered in [7, 9, 13] , requires the knowledge of the function ϕ. In practice, however, the smoothness properties of the unknown solution x † of problem (1.1) are generally unknown. Hence, there arises the question if there are regularization methods which do not require the knowledge of the function ϕ and which are order optimal on the set M ϕ,E .
We will prove in this section that if the function ϕ is concave, then the classical regularization methods such as Tikhonov regularization, iterated Tikhonov regularization, asymptotical regularization, regularized singular value decomposition and others provide, combined with Morozov's discrepancy principle, regularized approximations x δ α which are order optimal on the set M ϕ,E .
It is well known that in the classical regularization methods the regularized approximations x δ α can be represented in the general form
with some piecewise continuous function
This representation appears to be useful in the theoretical study of regularization methods. For choosing the regularization parameter α we consider Morozov's discrepancy principle (cf. [8] ). In this principle the regularization parameter α is chosen as the solution of the equation
For studying properties of the function d we exploit 
with constants β > 0 and γ > 0. In our next theorem we provide order optimal error bounds for
We shall make use of the relation 
Proof. For all (α, λ) for which g α is defined we define
Let α = α D be the regularization parameter chosen by (3.2). Due to relation (3.4) and to
Since ϕ is a concave function with lim λ→0 ϕ(λ) = 0 we have
We apply this estimate with t = r α (λ) := 1 − λg α (λ) and obtain
Let x α be approximation (3.1) with y δ replaced by the exact data y, that is,
Since α = α D is the solution of equation (3.2), we have
(3.9)
Now we exploit (1.4), the convexity of ρ, inequalities (3.6) -(3.7) and Jensen's inequality. Thus 
or, equivalently,
This estimate together with (3.6) leads to (3.5)
Let us discuss two special cases. In our first special case we consider operator equations with finitely smoothing operators A and assume that x † ∈ M p,E with M p,E given in (1.2). This set has form (1.4) with ϕ(λ) = λ p . For this function Assumption 1.1 is satisfied. Since ϕ 
+ o(1)
for λ → 0 (see, e.g., [7] ). Since ϕ(λ) is concave for λ ≤ 
Remarks. For Tikhonov regularization, a result analogous to Corollary 3.5 has been proved by Pereverzev and Schock [11] under a modified form of Morozov's discrepancy principle. For the general regularization of form (3.1), Hohage [5] proved a result analogous to Corollary 3.5 under the assumption on g α that λ
for 0 ≤ µ ≤ µ 0 for some µ 0 > 0. We deduced Corollary 3.5 from a more general result, Theorem 3.3, whose proof also seems to be much simpler than the procedures adopted in [5, 11] .
While proving Theorem 3.3 we made use of relation (3.4) . For the special case of Tikhonov regularization we shall provide in Section 5 an alternative proof which does not require (3.4) and allows additional discretization.
The general regularization scheme revisited
Theorem 3.3 requires the assumption that ϕ is concave. This assumption is too strong for certain special regularization methods and certain special source sets. Therefore we reconsider the general regularization scheme under some other assumption which appears to be weaker in certain circumstances. However, let us start our studies with some general order optimality result for the regularization error x α − x † . Proposition 4.1. Let M ϕ,E be given by (1.4) and let x α be the regularized approximation (3.8) . Let Assumption 3.1 and (3.3) hold and let α be chosen by Morozov's discrepancy principle (3.2) .
with ω(δ, M ϕ,E ) given by (2.1). If in addition Assumption 1.1 is satisfied, then
) with α chosen by (3.2). Due to
Hence, z α ∈ M ϕ,E . In addition, due to (3.9) we have Az α ≤ δ. Hence, due to (2.1) we obtain z α ≤ ω(δ, M ϕ,E ) or, equivalently, (4.1). Now (4.2) follows from (4.1) and (2.2)
Our next proposition provides an order optimality result under the condition that α D ≥ α 0 with α D as the solution of equation (3.2) and α 0 given by
This order optimality result requires an additional assumption on g α that there exists some constant c 0 such that 
(4.5)
Proof. Consider x α given by (3.8). Due to (4.4) we have
From (4.6) and α D ≥ α 0 we obtain
Consequently, (4.5) follows from (4.2) and the triangle inequality
Now it remains to study the case α D ≤ α 0 . In this case, however, we need the additional condition that there exists some constant c ϕ such that 
Proof. Let us distinguish two cases. In the first case of α D ≥ α 0 with α 0 given by (4.3) the proof of this theorem follows from Proposition 4.2.
It remains to consider the second case α D ≤ α 0 . Using relation (3.4) and exploiting (1.4) and (4.7) we obtain
Hence, since α D ≤ α 0 and ϕ is monotonically increasing, we have in the second case
This completes the proof
The proof of the following corollary, a companion result to Corollary 3.4, is immediate from Theorem 4.3. 
Our next proposition shows that for many regularizaton methods condition (4.7) in Theorem 4.3 is indeed weaker than the concavity condition for the function ϕ in Theorem 3.3. Proof. We substitute λ = αs into (4.7) and obtain from (4.10)
Since ϕ is a concave function with lim λ→0 ϕ(λ) = 0 we have t ϕ(s) ≤ ϕ(ts) for t ∈ [0, 1]. We apply this estimate with t = h(s) and obtain
h(s) ϕ(αs) ≤ ϕ(αs h(s)).
Since ϕ is monotonically increasing and sh(s) ≤ 1 there follows
h(s) ϕ(αs) ≤ ϕ(αs h(s)) ≤ ϕ(α).
This estimate and (4.11) provide the result of the proposition 
Discretization in Tikhonov's method
In the method of ordinary Tikhonov regularization the regularized approximation x For choosing the regularization parameter we consider a discretized discrepancy principle, that is, we choose α as the solution of the equation In our next theorem we show that our finite-dimensional regularized approximation (5.2) with α chosen by (5.3) is order optimal on the general source set (1.4) provided ϕ is concave and P n satisfies approximation property (5.5). 
Asymptotical regularization
In the method of asymptotical regularization the regularized approximation x Obviously, this method fits into the framework of the general regularization method (3.1). In this section we will give, compared with Theorem 4.3, some other proof for order optimal error bounds which instead of assumption (4.7) requires some weaker assumption. We start our studies with providing some monotonicity property.
