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Let Fp be a ﬁeld of order p, G a cyclic group of order pk , and
RS(pk) the Green ring of G over Fp . This paper concerns the con-
jecture on the λ-ring structure of a certain quotient ring RS(pk)/I pk
of RS(pk) when k 2, which was originally due to Kouwenhoven.
To be more precise, he conjectured that the ideal I pk is closed un-
der the exterior powers and RS(pk)/I pk is equipped with the λ-ring
structure for the induced exterior powers. We show that Kouwen-
hoven’s conjecture turns out to be true when p = 2, but false when
p = 3. For other primes except p = 2,3, it will be demonstrated
that RS(pk)/I pk cannot have the λ-ring structure for the induced
exterior powers.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let G be a ﬁnite group and K a ﬁeld. The Green ring (or representation ring), RSK (G), of G over
K has been intensively studied over the past ﬁfty years to understand the structure of KG-modules.
It seems, however, that very little is known on structure of RSK (G) in the case where the characteristic
of K divides the order of G . Particularly, in this case, RSK (G) does not have the λ-ring structure
and which makes the substantial computation of exterior powers and Adams operations extremely
diﬃcult.
Throughout this paper, we assume that Cpk denotes a cyclic group of a prime power order, say p
k ,
and K = Fp since any ﬁeld extension Fp ⊆ F induces a λ-ring isomorphism RSFp (Cpk )
∼=→ RSF (Cpk ).
In this case, the Green ring of Cpk over K will be simply denoted by RS(p
k) instead of RSFp (Cpk ). It is
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S.-Y. Nam, Y.-T. Oh / Journal of Algebra 338 (2011) 92–113 93well known that RS(pk) is a free Z-module with basis {K [X]/(X − 1)n: 1 n pk} (for instance, see
[2,6,9,11]). Letting Vn := K [X]/(X − 1)n , 1 n pk , it is obvious that dim Vn = n.
Connection between RS(p)⊗k and RS(pk) was ﬁrst noticed by Almkvist and Fossum [2,6], who
showed that there exists a ring isomorphism, ϕ : RS(p)⊗k → RS(pk). On the other hand, Kouwenhoven
[9] introduced an ideal of RS(pk), denoted by I pk , to investigate the λ-ring structure of RS(p
k) for the
exterior powers. He showed that RS(p)/I p is the biggest Z-torsion free quotient of RS(p) which is
a λ-ring via the induced exterior powers and that the isomorphism ϕ due to Almkvist and Fossum
induces a ring isomorphism ϕ¯ : (RS(p)/I p)⊗k → RS(pk)/I pk . Further going, he proposed the following
conjecture on the λ-structure of RS(pk)/I pk when k 2:
Conjecture 1.1. (See [9].) Let q = pk with k  2. The exterior powers induce operations on RS(q)/Iq and
the induced ring isomorphism ϕ¯ : (RS(p)/I p)⊗k
∼=→ RS(q)/Iq commutes with the λ-operations. In particular,
RS(q)/Iq is a λ-ring.
The present paper concerns Conjecture 1.1. When p = 2, we show that it is true by using the aug-
mentation map  : RS(pk) → Z which maps any ﬁnite dimensional KCpk -module V to its dimension
(Proposition 4.4). On the contrary, when p = 3, it turns out to be false. In fact, this result follows
from that V9 − V4 − V5 ∈ I pk , but Λ3(V9 − V4 − V5) /∈ I pk (Proposition 4.5). For other primes except
p = 2,3, it remains still open whether I pk is closed under the exterior powers. Unless it is closed,
RS(pk)/I pk does not have even the pre-λ-ring structure. This led us to prove that RS(p
k)/I pk cannot
have the λ-ring structure for the induced exterior powers under the assumption that I pk is closed un-
der the exterior powers (Theorem 4.12). To achieve our purpose, we provide two bases of RS(pk)/I pk
whose elements are of the form Vi + I pk for some 1 i  pk (Theorem 3.7 and Corollary 3.8).
This paper is organized as follows: In Section 2, we introduce basic deﬁnitions and notations on
λ-rings and the Green ring of a ﬁnite group, particularly, of a cyclic p-group. In Section 3, we provide
two bases of RS(q)/Iq which are of quite simple form. They play a signiﬁcant role in proving our main
results in Section 4. Main results appear in the ﬁnal section.
2. Preliminaries
2.1. λ-Ring
Let R be a commutative ring with unity. We say that R is a pre-λ-ring if there are a series of
operations λn : R → R (n = 0,1,2, . . .), satisfying for all x, y ∈ R ,
(1) λ0(x) = 1,
(2) λ1(x) = x,
(3) λn(x+ y) =
n∑
i=0
λi(x)λn−i(y).
Let R and R ′ be pre-λ-rings, respectively. A ring homomorphism f : R → R ′ is called a (pre)-λ-ring
homomorphism if λn( f (x)) = f (λn(x)) for all x ∈ R and all n 0. An ideal I of R is said to be a λ-ideal
if I is invariant under λn ’s (n 1). For instance, it can be easily shown that ker f is a λ-ideal.
To each x ∈ R let us assign the following formal power series in t ,
λt(x) :=
∞∑
n=0
λn(x)tn.
Then one can easily see that λt(x+ y) = λt(x)λt(y) and λt(−x) = 1/λt(x) for all x, y ∈ R . Let ξ1, ξ2, . . .;
η1, η2, . . . be indeterminates. Deﬁne si and σ j by
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1+ s1t + s2t2 + · · ·
)= ∞∏
i=0
(1+ ξit),
(
1+ σ1t + σ2t2 + · · ·
)= ∞∏
j=0
(1+ η jt).
That is, the si ’s and σ j ’s are the elementary symmetric functions in variables ξi ’s and η j ’s, respectively.
Let Pn(s1, s2, . . . , sn;σ1, σ2, . . . , σn) be the coeﬃcient of tn in
∏
i, j
(1+ ξiη jt)
and Pn,m(s1, s2, . . . , snm) the coeﬃcient of tn in
∏
i1<i2<···<im
(1+ ξi1ξi2 . . . ξimt).
Deﬁnition 2.1. A pre-λ-ring R is a λ-ring if it satisﬁes the following extra conditions:
(1) λt(1) = 1+ t .
(2) For all x, y ∈ R and n 0, λn(xy) = Pn(λ1(x), . . . , λn(x);λ1(y), . . . , λn(y)).
(3) For all x ∈ R and n,m 0, λn(λm(x)) = Pn,m(λ1(x), . . . , λnm(x)).
Given a commutative ring A with unity, let Λ(A) be the set of all formal power series of the form
1 +∑∞n=1 antn with an ∈ A for all n  1. It was Grothendieck who ﬁrst noticed that Λ(A) can have
the structure of a λ-ring if the operations concerned are deﬁned as follows:
(a) Addition is the usual product of power series.
(b) Multiplication is given by
(
1+
∞∑
n=1
ant
n
)
·
(
1+
∞∑
n=1
bnt
n
)
= 1+
∞∑
n=1
Pn(a1, . . . ,an;b1, . . . ,bn)tn.
(c) For each nonnegative integer m, the mth λ-operation, Λm , is given by
Λm
(
1+
∞∑
n=1
ant
n
)
= 1+
∞∑
n=1
Pn,m(a1, . . . ,anm)t
n.
It is not diﬃcult to show that a pre-λ-ring R is a λ-ring if and only if λt : R → Λ(R), x 
→ λt(x) is a
λ-ring homomorphism.
Remark 2.2. (a) The above construction of λ-rings is functorial. In fact, one can obtain a functor Λ
from the category of commutative rings with unity to that of λ-rings by deﬁning morphisms in the
following ways: For every ring homomorphism f : A → B , let
Λ( f ) : Λ(A) → Λ(B), 1+
∞∑
ant
n 
→ 1+
∞∑
f (an)t
n.n=1 n=1
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example, in the case of R ⊗ S , the nth λ-operation λn can deﬁned via the following rule: λn(r ⊗ 1) =
λn(r) ⊗ 1, λn(1⊗ s) = 1⊗ λn(s) and λn(r ⊗ s) = λn(r ⊗ 1 · 1⊗ s) for all r ∈ R and all s ∈ S .
For more information on λ-rings, refer to [3,8,10].
In the following, let us introduce Adams operations. Let R be a pre-λ-ring. For each positive inte-
ger n, we deﬁne the nth Adams operation, Ψ n : R → R , via the following relation:
d
dt
logλt(x) :=
∞∑
n=0
(−1)nΨ n+1(x)tn, ∀x ∈ R. (2.1)
It is not diﬃcult to show that Ψ n is an additive homomorphism for all n  1. Moreover, if R is a
λ-ring, it is well known that Ψ n is a λ-ring homomorphism and Ψ n ◦ Ψm = Ψ nm for any positive
integers n,m. Comparing the coeﬃcient of either side of Eq. (2.1) yields Newton’s formula:
n−1∑
i=0
(−1)iΨ n−i(x)λi(x) + (−1)nnλn(x) = 0, ∀x ∈ R, ∀n 1. (2.2)
Furthermore, by using this formula recursively, one can see that Ψ n is a polynomial in λi ’s (1 i  n),
with integer coeﬃcients, say
Ψ n = Qn
(
λ1, λ2, . . . , λn
)
, ∀n 1. (2.3)
Let R and S be λ-rings. As was remarked Remark 2.2, R ⊗ S can be equipped with a λ-structure.
In this case, the associated Adams operations are given as follows:
Proposition 2.3. For any r ∈ R, s ∈ S and any positive integer n,
Ψ nR⊗S(r ⊗ s) = Ψ nR (r) ⊗ Ψ nS (s).
Proof. From the equality Qn(λ1(r ⊗ 1), . . . , λn(r ⊗ 1)) = Qn(λ1(r), . . . , λn(r)) ⊗ 1, one can show that
Ψ nR⊗S(r ⊗ 1) is equal to Ψ nR (r)⊗ 1. Similarly, we obtain Ψ nR⊗S(1⊗ s) = 1⊗Ψ nS (s). Since Ψ nR⊗S is a ring
homomorphism, we have
Ψ nR⊗S(r ⊗ s) = Ψ nR⊗S(r ⊗ 1 · 1⊗ s) = Ψ nR⊗S(r ⊗ 1)Ψ nR⊗S(1⊗ s) = Ψ nR (r) ⊗ Ψ nS (s). 
2.2. Green ring
Let G be a group and K be a ﬁeld. We consider a set {Iλ | λ ∈ Λ} consisting of representatives
from each isomorphism class of ﬁnite dimensional indecomposable KG-modules. If V is any ﬁnite
dimensional KG-module, then we write [V ], or simply V , for the element of ∑αλ Iλ , where αλ is the
number of summands isomorphic to Iλ in an unreﬁnable direct sum decomposition of V . The free
abelian group generated by {Iλ | λ ∈ Λ}, denoted by RSK (G), is called the Green ring (or representation
ring) of G over K , where multiplication on RSK (G) is deﬁned by tensor products. Note that for all
ﬁnite dimensional KG-modules U and V , [U ] + [V ] = [U ⊕ V ] and [U ][V ] = [U ⊗ V ]. Moreover, one
can easily see that RSK (G) is a pre-λ-ring whose λ-structure comes from the exterior powers, Λn
(n = 0,1,2, . . .).
In the following, suppose that p is a prime and q is a power of p, say pk . Let Cq denote the cyclic
group of order q. When K is a ﬁeld of characteristic p, the following properties on the structure of
KCq-modules are well known:
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(a) We have a ring isomorphism K [x]/((x − 1)q) ∼= KCq deﬁned by x 
→ c, where ((x − 1)q) is the ideal
generated by (x− 1)q.
(b) Moreover, there are exactly q inequivalent ﬁnite dimensional indecomposable K [x]/((x − 1)q)-modules:
{K [x]/((x− 1)n): 1 n q}.
Throughout this paper, denote by RS(q) the Green ring of Cq over Fp , the ﬁeld of order p. From
Proposition 2.4 it follows that RS(q) is a free Z-module which has a Z-basis consisting of q indecom-
posable modules V1, V2, . . . , Vq satisfying dim Vn = n for each 1 n q. More precisely, we may take
Vn as K [x]/((x − 1)n). Deﬁne V0 by the zero element in RS(q) and let χi := V pi+1 − V pi−1 for i  0.
It is well known that the following k virtual representations
χ0 = V2, χ1 = V p+1 − V p−1, . . . , χk−1 = V pk−1+1 − V pk−1−1 (2.4)
generate RS(q) as a ring.
Next, let us introduce some useful formulae on the product of indecomposable modules.
Proposition 2.5. (See [7,9,12].) Suppose that p is a prime and q = pk, where k is a positive integer.
(a) For 0 n q, we have
V2Vn =
{
Vn−1 + Vn+1 if p  n,
2Vn if p | n.
(b) For 0 n q, we have
VnVq+1 = Vq+n + (n − 1)Vq and VnVq−1 = Vq−n + (n − 1)Vq.
(c) Let m and n be positive integers such that m  n  pq. Write n = n0q + n1 and m = m0q + m1 with
0m1,n1  q − 1. Suppose Vn1Vm1 =
∑
s asV s. If m + n pq, then
VnVm =
m0∑
i=1
q−1∑
s=1
as(V (n0+m0+2−2i)q+s + V (n0+m0+2−2i)q−s)
+
q−1∑
s=1
asV (n0−m0)q+s + |n1 +m1 − q|
m0∑
i=1
V (n0+m0+1−2i)q
+ |m1 − n1|
m0∑
i=1
V (n0+m0+2−2i)q +max(0,m1 + n1 − q)V (n0+m0+1)q
+max(0,m1 − n1)V (n0−m0)q.
If m + n > pq, then
VnVm = V pq−nV pq−m + (n +m − pq)V pq.
Remark 2.6. It should be remarked that Proposition 2.5(c) was wrongly stated in [9, Proposi-
tion 3.1(a)]. In fact, one can ﬁnd there that, when m + n > pq, VnVm decomposes as V pq−nV pq−m +
(n+m−q)V pq . However, simple computation shows that the coeﬃcient of V pq should be (n+m− pq),
not (n +m − q).
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Proposition 2.7. (See [4].) Let G be a ﬁnite group and K be a ﬁeld. For every positive integer n which is not
divisible by the characteristic of ﬁeld K , it holds that Ψ n is a ring homomorphism of RSK (G) and Ψ n ◦ Ψm =
Ψ nm for each positive integer m.
3. Bases of RS(q)/Iq
Throughout remaining sections, we assume that K is a ﬁeld of order p and q = pk , where k is
any positive integer. The purpose of the present section is to investigate the Z-module structure of
RS(q)/Iq appearing in Conjecture 1.1. More precisely, we provide two different Z-bases of quite simple
form.
To begin with, we consider RS(p)odd which is deﬁned by the free Z-module generated by odd
dimensional indecomposable KCq-modules, that is,
RS(p)odd :=
⊕
1np
n odd
ZVn.
By deﬁnition, the dimension of RS(p)odd is p+12 . The following properties are well known.
Proposition 3.1. (See [1].) With the notation above, we have
(a) RS(p)odd is a subring of RS(p).
(b) RS(p)odd is generated, as a ring, by V3 .
(c) Let f p(X) ∈ Z[X] be the monic polynomial of least degree such that f p(V3) = V p.
Then RS(p)odd ∼= Z[X]/(P (X)) as a ring, where V3 
→ X and P (X) = (X − 3) f p(X).
Proof. Since Almkvist [1] provides only key ideas of the proof, we give a complete proof for the
reader’s convenience.
(a) By setting q = 1 in Proposition 2.5(c), we have
VnVm =
{∑m
i=1 Vn+m+1−2i if n +m p + 1,
V p−nV p−m + (n +m − p)V p otherwise.
If n and m have the same parity, then n+m+ 1− 2i is odd and hence ∑mi=1 Vn+m+1−2i is an element
of RS(p)odd. Thus RS(p)odd is closed under the multiplication.
(b) We may assume that p = 2. Then, by Proposition 2.5(a), V3 = V22 − V1 and
V3Vm =
(
V2
2 − V1
)
Vm = V2(Vm+1 + Vm−1) − Vm = Vm+2 + 2Vm + Vm−2 − Vm
= Vm+2 + Vm + Vm−2 (3.1)
for 1 <m  p − 2. This implies that V1, V3, . . . , V p can be expressed as a polynomial in V3, respec-
tively.
(c) Consider the ring homomorphism deﬁned by
Z[X] → RS(p)odd, X 
→ V3.
Let f p(X) be a unique monic polynomial of the least degree in Z[X] satisfying f p(V3) = V P . From
Eq. (3.1) it follows that f p(X) is a polynomial of degree (p − 1)/2 with the leading coeﬃcient 1. Let
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and thus we have a surjective ring homomorphism
Z[X]/(P (X))→ RS(p)odd.
But these two rings have the same Z-rank, (p+1)/2, since the degree of P (X) is (p+1)/2. Therefore,
we have a ring isomorphism from Z[X]/(P (X)) to RS(p)odd. 
Now we deﬁne I p by the ideal of RS(p) generated by V p − V p−1 − V1. By Proposition 2.5(b),
VnV p−1 = V p−n + (n − 1)V p for all 1  n  p, and which implies Vn(V p − V p−1 − V1) = V p −
V p−n − Vn . Therefore we have the relation:
V p ≡ V p−n − Vn (mod I p). (3.2)
Using this, one can show easily that I p is given by the set of all Z-linear combinations of elements of
the form V p − V p−n − Vn for each n. Moreover, if we deﬁne a ring homomorphism from RS(p)odd to
RS(p)/I p by the assignment Vn 
→ Vn , it should be a ring isomorphism by Eq. (3.2).
Convention: In this paper, we will use bar notation to denote a coset. So, in the above, Vn means
the coset Vn + I p .
Proposition 3.2. (See [2,6,7].) Let q = pk. Then there exists a ring isomorphism, say ϕ : RS(p)⊗k → RS(q),
deﬁned by
1⊗ · · · ⊗ 1⊗
ith︷︸︸︷
V2 ⊗1⊗ · · · ⊗ 1 
→ V2pi−1 − V2pi−1−1 + V1 (1 i  k).
Remark 3.3. Proposition 3.2 was ﬁrst proposed by Almkvist and Fossum [2,6]. However, a complete
proof of it is given in [7].
As Proposition 3.2 shows, the ring structure of RS(q) is rather simple. However, from the point of
λ-rings, it is not satisfactory since it does not have the λ-ring structure for the exterior powers. This
led Kouwenhoven to consider a certain quotient ring RS(q)/Iq of RS(q).
Proposition 3.4. (See [9].) RS(p)/I p is the biggest Z-torsion free quotient of RS(p) which is a λ-ring via the
exterior powers. Furthermore, the isomorphism in Proposition 3.2 induces a ring isomorphism
ϕ¯ : (RS(p)/I p)⊗k → RS(q)/Iq, x1 ⊗ x2 ⊗ · · · ⊗ xk 
→ ϕ(x1 ⊗ x2 ⊗ · · · ⊗ xk),
where Iq is the ideal generated by V pi − V pi−1 − V1 ’s (1 i  k).
Let Yi = V2pi − V2pi−1 + V1 and Ui = V pi − V pi−1. Then it follows from Proposition 2.5 that YiUi =
V pi+1 − V pi−1 and U2i = 1. From this it follows that
V2pi − V2pi−1 + V1 ≡ V pi+1 − V pi−1 (mod Iq).
It means that ϕ¯ maps 1⊗ · · · ⊗ 1⊗ V2↑
ith
⊗1⊗ · · · ⊗ 1 onto χi−1 for each 1 i  k.
In the following, we investigate ring structure of RS(q)/Iq more intensively. From now on, we will
denote any coset without bar notation for the simplicity of notation.
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(a) Let ωi = V2pi+1 − V2pi−1 + V1 . Then ω0,ω1, . . . ,ωk−1 generate RS(q)/Iq as a ring.
(b) RS(q)/Iq ∼= Z[X0, X1, . . . , Xk−1]/(P (X0), P (X1), . . . , P (Xk−1)) as a ring, where P (Xi) = (Xi−3) f p(Xi)
for each i.
Proof. (a) By Proposition 3.1(b), it is obvious that {ϕ¯(1 ⊗ · · · ⊗ 1 ⊗ V3↑
ith
⊗1 ⊗ · · · ⊗ 1): 1  i  k} is a
generating set of RS(q)/Iq . On the other hand, since V3 = V22 − V1,
ϕ¯(1⊗ · · · ⊗ 1⊗ V3↑
ith
⊗1⊗ · · · ⊗ 1)
= ϕ¯(1⊗ · · · ⊗ 1⊗ V2↑
ith
⊗1⊗ · · · ⊗ 1)2 − V1
= (V pi−1+1 − V pi−1−1)2 − V1
= V2pi−1+1 − V2pi−1−1 + V1
= ωi−1. (3.3)
The ﬁrst equality follows from the fact that ϕ¯ is a ring homomorphism. The third equality can be
derived by applying Proposition 2.5.
(b) Note that the Z-rank of (RS(p)/I p)⊗k equals that of RS(q)/Iq . Let P (X) be the polynomial in
Z[X] which is deﬁned in Proposition 3.1(c). Then {Xe00 Xe11 · · · Xek−1k−1 : 0  ei  p+12 } is a Z-basis for
Z[X0, X1, . . . , Xk−1]/(P (X0), P (X1), . . . , P (Xk−1)). Thus its Z-rank is ((p + 1)/2)k , which equals that
of RS(q)/Iq . Now, deﬁne a map
Z[X0, X1, . . . , Xk−1] → RS(q)/Iq by Xi 
→ ωi (0 i  k − 1).
To complete the proof, it is enough to show that P (ωi) = 0 for each i. But, from Eq. (3.3) it follows
that
ϕ¯
(
1⊗ · · · ⊗ 1⊗ (V3 − 3)V p
↑
(i+1)th
⊗1⊗ · · · ⊗ 1)= (ωi − 3) f p(ωi)
for 0 i  k − 1. Since (V3 − 3)V p = 0, we obtain the desired result. 
Remark 3.6. Note that
Z[X0, X1, . . . , Xk−1]/
(
P (X0), P (X1), . . . , P (Xk−1)
)∼= (Z[X]/(P (X)))⊗k.
Hence we have RS(q)/Iq ∼= (Z[X]/(P (X)))⊗k as a ring. Actually, this can be immediately deduced from
the fact that RS(p)/I p is isomorphic to RS(p)odd and Proposition 3.4.
The rest of this section will be devoted to providing a Z-basis for RS(q)/Iq of very simple form.
Notice that {ϕ¯(Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vik ): 1  i1, i2, . . . , ik  p, odd} becomes a Z-basis for RS(q)/Iq .
However, it is quite diﬃcult to compute ϕ¯(Vi1 ⊗ Vi2 ⊗ · · · ⊗ Vik ) explicitly and its value seems to
be rather complicated. For this reason, we introduce another Z-basis for RS(q)/Iq which looks quite
simple.
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subset Bi = {Vi1 , Vi2 , . . . , Vimi } of B(RS(pk)), let us deﬁne Bi( j) for 0 j 
p−1
2 and Bi+1 by
Bi( j) :=
{ {V j1 , . . . , V jm−1 , V jm : jr = ir + jpi for 1 r m} if 0 j  p−32 ,
{V j1 , . . . , V jm−1 , V pi+1 : jr = ir + jpi for 1 r m − 1} if j = p−12
and
Bi+1 :=Bi(0) ∪Bi(1) ∪ · · · ∪Bi
(
p − 1
2
)
.
Note that Bi(0) = Bi . Now, we put B1 = {V1, V3, V5, . . . , V p}. Using the above process, one can
obtain Bk in a recursive way for each positive integer k. The followings are main results of this
section.
Theorem 3.7.Bk is a Z-basis for RS(q)/Iq with q = pk.
Proof. If k = 1, then our assertion is obvious since RS(p)/I p ∼= RS(P )odd. So we may assume that
k  2. By construction of Bk( j), one can show that every element Vi ∈Bk( j) is one of the following
three types:
Type 1: i is of the form
jpk−1 +
∑
1mk−2
smp
m + ir,
where 1 ir  p − 1 and ir is odd. Here (s1, s2, . . . , sk−2)’s range over the set
{
(a1, . . . ,ak−2): 0 ai 
p − 1
2
, 1 i  k − 2
}
.
Type 2: i is of the form
jpk−1 +
∑
1mk−2
smp
m.
Here (s1, s2, . . . , sk−2)’s range over the set
{
(a1, . . . ,ak−2): 0 ai 
p − 1
2
, 1 i  k − 2
}
\ {(0,0, . . . ,0)}.
Type 3: i is of the form
{
jpk−1 + pk−1 if 0 j  p−32 ,
pk if j = p−12 .
Thus we have
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)k−2( p − 1
2
)
↑
# of elements of Type 1
+
(
p + 1
2
)k−2
− 1
↑
# of elements of Type 2
+ 1↑
# of elements of Type 3
=
(
p + 1
2
)k−1
.
Since the cardinality of Bk( j) is same for all 0  j  p−12 , it follows that |Bk| = ( p+12 )k and which
equals the Z-rank of RS(q)/Iq . Consequently, for our purpose, it suﬃces to show that Bk spans
RS(q)/Iq . To see this, let ZBk denote the free Z-module generated by Bk . Since
Vr(V pm − V pm−1 − V1) ≡ 0 (mod Iq)
for 1m k, Proposition 2.5 implies that
V (r0+1)pm + Vr0pm ≡ Vr0pm+r1 + V (r0+1)pm−r1 (mod Iq), (3.4)
where r = r0pm + r1 with 0 r1 < pm . Given any (k − 1)-tuple (s, s1, s2, . . . , sk−2) contained in{
(a,a1,a2, . . . ,ak−2): 0 a p and 0 ai 
p − 1
2
, 1 i  k − 2 and a1 = 0
}
,
put
α( j) := jpk−1 +
∑
2mk−2
smp
m + s1p,
β( j) := jpk−1 +
∑
2mk−2
smp
m + (s1 − 1)p,
γ ( j) := jpk−1 +
∑
2mk−2
smp
m + (s1 − 1)p + s,
δ( j) := jpk−1 +
∑
2mk−2
smp
m + s1p − s.
Then, Eq. (3.4) implies that
Vα( j) + Vβ( j) = Vγ ( j) + V δ( j), (3.5)
in RS(q)/Iq . Next, given a positive integer m with 1 m  k − 1, let us consider any (k − 2)-tuple
(s1, s2, . . . , sk−2) contained in{
(a1,a2, . . . ,ak−2): 0 ai 
p − 1
2
, 1 i  k − 2 and ai = 0 for all 1 i m − 1
}
.
For m and (s1, s2, . . . , sk−2) satisfying the above condition, let
ε( j,m) := jpk−1 +
∑
mik−2
si p
i +
(
p + 1
2
)
pm−1.
102 S.-Y. Nam, Y.-T. Oh / Journal of Algebra 338 (2011) 92–113Then one can show
Vε( j,m) ∈ ZBk (3.6)
since
pm −
(
p + 1
2
)
pm−1 =
(
p − 1
2
)
pm−1.
Note that all the relations among indecomposable modules in RS(p)/I p are completely determined by
the relation:
V p = Vs + V p−s, 0 s p − 1
2
.
Thus one can show that Bk is a spanning set of RS(q)/Iq by combining Eqs. (3.5) and (3.6). More
precisely, since
V jpk−1+p + V jpk−1 = V jpk−1+s + V jpk−1+p−s, 0 s p,
and V jpk−1+p , V jpk−1 are elements of Type 2, {V jpk−1+s: 0 s  p} is a subset of ZBk . Similarly, the
identity
V ( jpk−2+1)p+p + V ( jpk−2+1)p = V ( jpk−2+1)p+s + V ( jpk−2+1)p+p−s
implies that {V jpk−1+s: p + 1 s 2p} is a subset of ZBk . Continuing this process repeatedly shows
that {V jpk−1+s: 0 s ( p−12 )p} is a subset of ZBk . Moreover, it follows from Eq. (3.6) that
V jpk−1+( p+12 )p ∈ ZBk
and hence
{
V jpk−1+s:
(
p − 1
2
)
p  s
(
p + 1
2
)
p
}
∈ ZBk.
While, since
V jpk−1+p2 = V jpk−1+s + V jpk−1+p2−s, 0 s p2,
we can conclude that {V jpk−1+s: 0 s p2} ∈ ZBk . Let us apply this process to V jpk−1+p2+s . Then it
is not diﬃcult to show that
{
V jpk−1+p2+s: 0 s p2
} ∈ ZBk.
Continuing this process, one can conclude that
{
V jpk−1+s: 0 s pk−1
} ∈ ZBk, ∀0 j  p − 1 .2
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module of RS(q) can be written as a Z-linear combination of elements in Bk modulo Iq . This com-
pletes the proof. 
Corollary 3.8. Let
A :=
{
(a1, . . . ,ak−1): 0 ai 
p − 1
2
for all 1 i  k − 1
}
.
For any (a1, . . . ,ak−1) ∈A, deﬁne sum(a1, . . . ,ak−1) to be
∑
1mk−1
amp
m.
Then
B′k :=
{
V sum(a1,...,ak−1)+ j: (a1, . . . ,ak−1) ∈A, j = 1,3,5, . . . , p
}
is a Z-basis for RS(q)/Iq .
Proof. We ﬁrst recall that every element in Bk is one of the three types. Note that
V sum(a1,...,ak−1)+ j, j = 1,3, . . . , p − 2,
and
V sum(a1,...,ak−1), where a1  1,
are contained in B′k . We claim that, for all (0,a2, . . . ,ak−1) ∈A, V sum(0,a2,...,ak−1) can be written as a
Z-linear combination of elements of B′k . In fact, this can be veriﬁed by applying the relations
V pm = V ( p+12 )pm−1 + V ( p−12 )pm−1
and
Vspm = V (s−1)pm+( p+12 )pm−1 + V (s−1)pm+( p−12 )pm−1 − V (s−1)pm
to V sum(0,a2,...,ak−1) repeatedly. 
4. Kouwenhoven’s conjecture
In this section, we study Conjecture 1.1 intensively. Note that Conjecture 1.1 is twofold as follows:
(1) Iq is closed under the exterior powers.
(2) If (1) is true, then ϕ¯ ◦ Λn = Λn ◦ ϕ¯ for all n.
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p = 2,3, we only disprove (2). However, it should be remarked that (1) still remains unsolved.
To begin with, let us note that if (1) is true, then RS(q)/Iq has the structure of a pre-λ-ring with
respect to the exterior powers deﬁned by
Λn(x+ Iq) := Λn(x) + Iq (4.1)
for all n 0 and x ∈ RS(q). Moreover, if both of (1) and (2) are true, then ϕ¯ is a λ-ring isomorphism
and thus RS(q)/Iq has the structure of a λ-ring since (RS(p)/I p)⊗k is a λ-ring. We start with providing
a suﬃcient and necessary condition for (2) under the assumption that (1) is true. To do this, we need
the following lemma.
Lemma 4.1. (See [9].) Let q = pk. Then Λt(Vq+1 − Vq−1) = 1+ (Vq+1 − Vq−1)t + t2 for all k 0.
Let R and S be λ-rings and f : R → S a ring homomorphism. By Remark 2.2(a),
Λ( f ) : Λ(R) → Λ(S), 1+
∑
n
rnt
n 
→ 1+
∑
n
f (rn)t
n
is a λ-ring homomorphism. Moreover, it is easy to see that f is a λ-ring homomorphism if and only
if Λ( f ) commutes with λt : R → Λ(R).
Proposition 4.2. Assume that Iq is closed under the exterior powers. Then ϕ¯ is a λ-ring isomorphism if and
only if RS(q)/Iq is a λ-ring with respect to the induced exterior powers as in Eq. (4.1).
Proof. The “only if”-part is obvious. For the conﬁrmation of “if”-part, it suﬃces to show that
Λ(ϕ¯) ◦ Λt(1⊗ · · · ⊗ 1⊗
ith︷︸︸︷
V2 ⊗1⊗ · · · ⊗ 1) = Λt ◦ ϕ¯(1⊗ · · · ⊗ 1⊗
ith︷︸︸︷
V2 ⊗1⊗ · · · ⊗ 1)
for all 1 i  k because {1⊗ · · · ⊗ 1⊗
ith︷︸︸︷
V2 ⊗1⊗ · · · ⊗ 1: 1 i  k} is a generating set of RS(q) (as a
ring) and all maps are ring homomorphisms. Since
Λn(1⊗ · · · ⊗ 1⊗ V2 ⊗ 1⊗ · · · ⊗ 1) = 1⊗ · · · ⊗ 1⊗ Λn(V2) ⊗ 1⊗ · · · ⊗ 1,
we have
Λ(ϕ¯)
(
Λt(1⊗ · · · ⊗ 1⊗
ith︷︸︸︷
V2 ⊗1⊗ · · · ⊗ 1)
)= Λ(ϕ¯)(1+ (1⊗ · · · ⊗ 1⊗ V2 ⊗ 1⊗ · · · ⊗ 1)t + t2)
= 1+ ϕ¯(1⊗ · · · ⊗ 1⊗ V2 ⊗ 1⊗ · · · ⊗ 1)t + t2
= 1+ (V pi−1+1 − V pi−1−1)t + t2
= Λt(V pi−1+1 − V pi−1−1)
= Λt
(
ϕ¯(1⊗ · · · ⊗ 1⊗ V2 ⊗ 1⊗ · · · ⊗ 1)
)
.
Note that the fourth equality follows from Lemma 4.1. This completes the proof. 
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In this case, RS(q)/Iq is isomorphic to Z as a ring since
RS(p)/I p ∼= RS(p)odd ∼= Z.
For each nonnegative integer n, deﬁne the nth λ-operation on Z by λn(m) = (mn). Then Z becomes a
λ-ring which is called the canonical λ-ring. For this λ-ring structure of Z, it is well known that RS(q)
is augmented, i.e., there is a λ-ring homomorphism  : RS(q) → Z which maps any ﬁnite dimensional
KCq-module V to its dimension. In particular, (V pi − V pi−1 − V1) = 0 for all 1  i  k. This says
that Iq ⊆ ker and thus we have a surjective λ-ring homomorphism
δq : RS(q)/Iq → RS(q)/ker, x+ Iq 
→ x+ ker.
But, since the domain and the codomain have the same Z-rank, 1, one can conclude that RS(q)/Iq
is isomorphic to Z as a λ-ring and Iq = ker. Therefore, ϕ¯ commutes with the exterior powers by
Proposition 4.2.
Remark 4.3. For each positive integer k, let ι : Z⊗k → Z be the isomorphism mapping 1⊗ 1⊗ · · · ⊗ 1
to 1. Moreover, since every Adams operation on Z is the identity map, ι preserves all Adams opera-
tions and thus all λ-operations, too. As a consequence, the following diagram
(RS(p)/I p)⊗k
δ⊗kp−−−−→ Z⊗k
ϕ¯
⏐⏐  ⏐⏐ι
RS(q)/Iq
δq−−−−→ Z
is commutative since {V1 ⊗ V1 ⊗ · · · ⊗ V1} (V1 := V1 + I p) is a basis for RS(p)/I p and
(
ι ◦ δ⊗kp
)
(V1 ⊗ V1 ⊗ · · · ⊗ V1)
= ι(1⊗ 1⊗ · · · ⊗ 1)
= 1
and
(δq ◦ ϕ¯)(V1 ⊗ V1 ⊗ · · · ⊗ V1)
= δq(V1 + Iq)
= 1.
Furthermore, since δ⊗kp , δq and ι are λ-ring isomorphisms, ϕ¯ is a λ-ring isomorphism, too.
In all, we can conclude that Kouwenhoven’s conjecture is true if p = 2.
Proposition 4.4. If p = 2, then RS(q)/Iq has a λ-structure via the exterior powers and ϕ¯ is an isomorphism of
λ-rings for all q = 2k (k 1).
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In this subsection, we will show that Conjecture 1.1 is false. This will be accomplished by showing
that Iq is not closed for the exterior powers. Nevertheless, it is quite interesting to note that the
generating set {V pi − V pi−1 − V1: 1 i  k} of Iq is closed for the exterior powers.
Proposition 4.5. Let q = 3k with k 2. Then Iq is not closed under the exterior powers.
Before proving Proposition 4.5, let us collect requisites necessary for the proof, for example, re-
striction map Res, some formulae for Λn(Vq) and Λn(Vq−1), and so on. Let us ﬁrst recall that the
indecomposable module Vn of RS(q) is isomorphic to K [x]/((x − 1)n) for each 1  n  q. Deﬁne Res
by the map from RS(pq) to RS(q) so that Res(Vn) is considered as a KCq-module through the Frobe-
nius map given by Fr(a(x)) = a(xp) and extend it to a ring homomorphism. Then Res becomes a
λ-ring homomorphism such that
Res(Vs) = s1Vs0+1 + (p − s1)Vs0 , (4.2)
where s = s0p + s1, 0 s1 < p. For more information, refer to [6].
Example 4.6. Let β = {1, x, x2, . . . , xpi }. Then β is a basis for K [x]/((x−1)pi+1). Considering the action
of x on β through the Frobenius map, we have the following orbits:
1
x→ xp → x2p → ·· · → xpi−1·p x→ 1,
x
x→ xp+1 → x2p+1 → ·· · → xpi−1·p+1 x→ x,
...
xp−1 x→ x2p−1 → x3p−1 → ·· · → x(pi−1−1)·p−1 x→ xp−1.
The ﬁrst one is of length pi−1 + 1, and the others are of length pi−1. This implies that Res(V pi+1) =
V pi−1+1 + (p − 1)V pi−1 .
Lemma 4.7. (See [9].) Let n, m and d be nonnegative integers such that 0m p − 1. Then
Λnp+m(dVq) ≡
{
Λn(dVqp−1) if m = 0,
0 otherwise
(mod ZVq)
and
Λnp+m(Vq−1) ≡ (Ωq)m
(
Λn(Vqp−1−1)
)
(mod ZVq),
where Ωq : RS(q) → RS(q) is the additive homomorphism deﬁned by Vn 
→ Vq−n for 1 n q.
Lemma 4.8. For 1 i  k and 1 s  pi , Λn(V pi − V pi−s − Vs) ≡ 0 (mod Iq) for every positive integer n
which is not divisible by p.
Proof. To begin with, we will prove Λt(V pi − V pi−1 − V1) ≡ 1 (mod Iq[t]) for all i by using math-
ematical induction on i. If i = 1, then Λt(V p − V p−s − Vs) ≡ 1 (mod Iq[t]) since I p is closed
under the exterior powers by Proposition 3.4. Next, let us suppose that Λt(V pi − V pi−1 − V1) ≡ 1
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Λm(V pn ) ≡ Λm(V pn−1) + Λm−1(V pn−1) for all m since Λt(V1) = 1 + t . Write m = m0p + m1 with
0m1  p − 1. Then, by Lemma 4.7, we have the congruence relations such as
Λm(V pn−1) ≡ Λm0(V pn−1−1) (mod ZV pn )
and
Λm−1(V pn−1) ≡ (Ωpn )p−1
(
Λm0−1(V pn−1−1)
)≡ Λm0−1(V pn−1−1) (mod ZV pn )
because Ω2q is the identity map modulo ZVq . Hence
Λm(V pn−1) + Λm−1(V pn−1) ≡ Λm0(V pn−1−1) + Λm0−1(V pn−1−1) (mod ZV pn )
≡ Λm0(V pn−1) (mod ZV pn and Iq)
≡ Λm(V pn ) (mod Iq).
Here the second congruence follows from the induction hypothesis and the third one from Lemma 4.7.
Now assume that m1 = 0. In this case,
Λm(V pn−1) ≡ (Ωpn )m1
(
Λm0(V pn−1−1)
)
(mod ZV pn ),
Λm−1(V pn−1) ≡ (Ωpn )m1−1
(
Λm0(V pn−1−1)
)
(mod ZV pn ).
Let
Λm0(V pn−1−1) =
pn−1∑
s=1
asV s.
Since one of (Ωpn )m1 and (Ωpn )m1−1 should be the identity map modulo ZV pn , one can establish the
following congruences:
Λm(V pn−1) + Λm−1(V pn−1) ≡ Λm0(V pn−1−1) + Ωpn
(
Λm0(V pn−1−1)
)
(mod ZV pn )
≡
pn−1∑
s=1
asV s +
pn−1∑
s=1
asV pn−s (mod ZV pn )
≡ 0 (mod ZV pn and Iq)
≡ Λm(V pn ) (mod Iq).
Consequently, Λt(V pn − V pn−1 − V1) ≡ 1 (mod Iq[t]) and thus Λt(V pi − V pi−1 − V1) ≡ 1 (mod Iq[t])
for all 1 i  k. On the other hand, it follows from Eq. (2.3) that Ψ n(V pi − V pi−1 − V1) ∈ Iq for all n
and i. Using Proposition 2.7, one can easily deduce that Ψ n(V pi − V pi−s − Vs) ∈ Iq for every positive
integer n not divisible by p and all 1 s  pi . Combining this with Newton’s formula (2.2), one can
show recursively that
nΛn(V pi − V pi−s − Vs) ≡ 0 (mod Iq)
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Λn(V pi − V pi−s − Vs) ≡ 0 (mod Iq).
This completes the proof. 
The proof of Lemma 4.8 implies that the nth exterior power is always well deﬁned on RS(q)/Iq if
n and p are relatively prime. However, in the case where p | n, this turns out to be negative.
Proof of Proposition 4.5. For our purpose, it suﬃces to show that there exists an element W ∈ Iq
such that Λ3(W ) /∈ Iq . In the following, we will show that V9 − V4 − V5 satisﬁes this property. As the
ﬁrst step, let us note that Res◦Λt = Λt ◦ Res since Res commutes with the exterior powers. Thus
Res
(
Λt(V4)
)= Λt(Res(V4))= Λt(V2 + 2V1)
= Λt(V2)Λt(V1)2 =
(
1+ V2t + t2
)
(1+ t)2
= 1+ (2V1 + V2)t + (2V1 + 2V2)t2 + (2V1 + V2)t3 + t4.
Let Λ2(V4) = ∑9s=1 asV s , where as ’s are nonnegative integers. Then, by Eq. (4.2), one can write
Res(Λ2(V4)) as
(a1 + 2a2 + 3a3 + 2a4 + a5)V1 + (a4 + 2a5 + 3a6 + 2a7 + a8)V2 + (a7 + 2a8 + 3a9)V3.
Whereas, since Res(Λ2(V4)) = Λ2(Res(V4)) = Λ2(V2 + 2V1), we obtain
a1 + 2a2 + 3a3 + 2a4 + a5 = 2,
a4 + 2a5 + 3a6 + 2a7 + a8 = 2,
a7 + 2a8 + 3a9 = 0.
Thus a6 = a7 = a8 = a9 = 0 and {
a4 = 2,
a5 = 0 or
{
a4 = 0,
a5 = 1.
However, if a4 = 2, then a1+2a2+3a3+4 = 2 and hence a1+2a2+3a3 = −2, which is a contradiction.
So Λ2(V4) = V1 + V5 and this implies that
Λt(V4) = 1+ V4t + (V1 + V5)t2 + V4t3 + t4.
Apply the same process to Λ2(V5). Let Λ2(V5) = ∑9s=1 asV s , where as ’s are nonnegative integers.
Since Res(Λt(V5)) = (1+ V2t+ t2)2(1+ t), the coeﬃcient of t2 is given by 3V1 +2V2 + V3. This yields
a1 + 2a2 + 3a3 + 2a4 + a5 = 3,
a4 + 2a5 + 3a6 + 2a7 + a8 = 2,
a7 + 2a8 + 3a9 = 1.
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a1 = 3,
a7 = 1,
ai = 0 otherwise
or
{
a1 = a2 = a7 = 1,
ai = 0 otherwise or
{
a3 = a7 = 1,
ai = 0 otherwise.
Therefore the possible values for Λ2(V5) are 3V1 + V7, V1 + V2 + V7 and V3 + V7. In particular,
V1 + V2 + V7 ≡ V3 + V7 (mod Iq). To determine the precise value of Λ2(V5), let us note
Λ2(V4 + V5) ≡ Λ2(V9) (mod Iq). (4.3)
By Lemma 4.7, Λt(V9) can be written as
1+ V9t + 4V9t2+ (V3 + 9V9)t3 + 14V9t4 + 14V9t5 + (V3 + 9V9)t6 + 4V9t7 + V9t8 + t9.
It says that Λ2(V9) = 4V9. On the other hand,
Λ2(V4 + V5) = Λ2(V4) + Λ1(V4)Λ1(V5) + Λ2(V5)
= V1 + V5 + V2 + V4 + V6 + V8 + Λ2(V5)
(
by Proposition 2.5(c)
)
≡ V2 + V6 + 2V9 + Λ2(V5) (mod Iq).
As a consequence, V2 + V6 + 2V9 + Λ2(V5) ≡ 4V9 (mod Iq), and which tells us that
Λ2(V5) ≡ V3 + V7 (mod Iq).
From the relation Λm(V ) ∼= Λn−m(V ), where dim V = n, it follows that
Λt(V5) ≡ 1+ V5t + (V3 + V7)t2 + (V3 + V7)t3 + V5t4 + t5
(
mod Iq[t]
)
.
So, in RS(q)/Iq ,
Λ3(V4 + V5) = Λ3(V4) + Λ2(V4)Λ1(V5) + Λ1(V4)Λ2(V5) + Λ3(V5)
= V4 + (V1 + V5)V5 + V4(V3 + V7) + (V3 + V7)
= 3V1 + 9V9.
For Iq to be closed under the exterior powers, Λ3(V4 + V5) should be equal to Λ3(V9) and hence
3V1 = V3 in RS(q)/Iq . This, however, gives rise to a contradiction since V1 and V3 are elements of
the Z-basis B′k for RS(q)/Iq . So we can conclude that Iq is not closed under the exterior powers in
case p = 3 and k 2. 
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As mentioned at the beginning of this section, in the case where p = 2,3, it remains still open
whether Iq is closed under the exterior powers or not. If Iq is not closed, then Conjecture 1.1 will
be completely false. In this subsection, we will disprove the second assertion of Conjecture 1.1 that
ϕ¯ ◦ Λn = Λn ◦ ϕ¯ for all n 0 under the assumption that Iq is closed under the exterior powers.
Throughout this subsection, p is a prime distinct from 2,3 and q = pk for each positive integer
k 2. Let us deﬁne R̂S(q) by
RS(q)[T0, T1, . . . , Tk−1]/
(
T 2i − χi T i + 1
)
0ik−1
and denote the coset of Ti by μi . For the deﬁnition of χi , refer to Eq. (2.4). That is, R̂S(q) is an
extension of RS(q) generated by RS(q) and elements μ0, . . . ,μk−1 satisfying μ2i −χiμi + 1= 0 for all
i = 0, . . . ,k − 1. Moreover, each μi is invertible and χi = μi + μ−1i . Then, by Lemma 4.1, we have
Λt(χi) = 1+ χit + t2 = 1+
(
μi + μ−1i
)
t + t2 = (1+ μit)
(
1+ μ−1i t
)
.
Thus,
d
dt
log
(
Λt(χi)
)= d
dt
log(1+ μit) + d
dt
log
(
1+ μ−1i t
)
= μi
1+ μit +
μ−1i
1+ μ−1i t
= μi
(
1− μit + μ2i t2 − · · ·
)+ μ−1i (1− μ−1i t + μ−2i t2 − · · ·)
= (μi + μ−1i )− (μ2i + μ−2i )t + (μ3i + μ−3i )t2 − · · · .
Thus Ψ n(χi) = μni + μ−ni in R̂S(q) by the deﬁnition of Adams operations. But, from the relation
(
μni + μ−ni
)(
μmi + μ−mi
)= μn+mi + μ−(n+m)i + μn−mi + μ−(n−m)i
it follows that μni +μ−ni can be written as a polynomial in μi +μ−1i = χi (i = 0,1, . . . ,k− 1). There-
fore, we can conclude that, in RS(q),
Ψ n(χi) = μni + μ−ni
for all n 1 and 0 i  k − 1 since RS(q) is embedded in R̂S(q).
The Dickson polynomials of the second kind Dn are deﬁned by
Dn(x,α) =
n/2∑
i=0
(
n − i
i
)
(−α)i xn−2i .
Let fn(x) = Dn(x,1) for each positive integer n. Then f0(x) = 1, f1(x) = x and fn(x)’s (n  2), satisfy
the recurrence relation:
fn(x) = xfn−1(x) − fn−2(x).
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Proof. We use mathematical induction on n. Our claim is clear for n = 0. Since  is a ring homomor-
phism, we have

(
f1(χi)
)= (χi) = (V pi+1) − (V pi−1) = pi + 1− (pi − 1)= 2.
Now suppose that ( fk(χi)) = k + 1 for all k < n. Then

(
fn(χi)
)= (χi fn−1(χi) − fn−2(χi))
= (χi)
(
fn−1(χi)
)− ( fn−2(χi))
= 2n − (n − 1) = n + 1.
So, we are done. 
Lemma 4.10. (See [4].) For 0 < r0  p − 1 and 0 r1  pi − 1,
Vr0pi+r1 = fr0(χi)Vr1 + fr0−1(χi)V pi−r1 .
Lemma 4.11. (See [5].) Let q be a power of odd prime. Then, for each positive integer n, it holds that Ψ n(Vq) =
(n,q)Vq/(n,q) .
Now we are ready to state our main result which can be obtained by combining lemmas above.
Theorem 4.12. Let p be a prime with p = 2,3, and let q = pk with k  2. Suppose that Iq is closed under
the exterior powers. Then, against Kouwenhoven’s expectation, the induced isomorphism ϕ¯ is not a λ-ring
isomorphism.
Proof. Suppose that ϕ¯ is a λ-ring isomorphism. Then RS(q)/Iq is a λ-ring with respect to the induced
exterior powers. But, we will show this gives rise to a contradiction. To do this, let us ﬁrst recall that
Ψ n can be expressed as a polynomial in λ-operations. This implies that every λ-ring homomorphism
commutes with Adams operations. So
Ψ n(χi) = Ψ n
(
ϕ¯(1⊗ · · · ⊗ 1⊗
(i+1)th︷︸︸︷
V2 ⊗1⊗ · · · ⊗ 1)
)
= ϕ¯(Ψ n(1⊗ · · · ⊗ 1⊗ V2 ⊗ 1⊗ · · · ⊗ 1))
= ϕ¯(1⊗ · · · ⊗ 1⊗ Ψ n(V2) ⊗ 1⊗ · · · ⊗ 1) (by Proposition 2.3).
Using mathematical induction on n together with Proposition 2.5(a), one can easily derive that
Ψ n(V2) = Vn+1 − Vn−1 for 1 n p − 1. While, since
μ
p
0 + μ−p0 =
(
μ0 + μ−10
)(
μ
p−1
0 + μ−p+10
)− (μp−20 + μ−p+20 ),
we have
Ψ p(V2) = V2(V p − V p−2) − (V p−1 − V p−3) = 2(V p − V p−1) = 2V1.
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Ψ p(χi) = ϕ¯(1⊗ · · · ⊗ 1⊗ 2V1 ⊗ 1⊗ · · · ⊗ 1) = 2V1 (4.4)
for all 0 i  k − 1. Now, let us compute Ψ p(Vrp). By Lemma 4.10,
Vrp = fr(χ1)V0 + fr−1(χ1)V p = fr−1(χ1)V p
for 1 r  p − 1. Thus
Ψ p(Vrp) = Ψ p
(
fr−1(χ1)V p
)
= fr−1
(
Ψ p(χ1)
)
Ψ p(V p)
(
since Ψ p is a ring homomorphism
)
= fr−1(2V1)Ψ p(V p)
(
by Eq. (4.4)
)
= rΨ p(V p) (by Lemma 4.9)
= rpV1 (by Lemma 4.11).
Moreover, since
Vrp(V p2 − V p2−1 − V1) = V p2 − V (p−r)p − Vrp = 0,
we ﬁnally arrive the following identity:
Ψ p(V p2) = Ψ p(V (p−r)p) + Ψ p(Vrp) = (p − r)pV1 + rpV1 = p2V1.
On the other hand, Lemma 4.11 implies that Ψ p(V p2 ) = pV p . Therefore, we can conclude that
pV1 ≡ V p (mod Iq). However, this gives rise to a contradiction since V1, V p ∈ B′k (for the deﬁni-
tion of B′k , see Corollary 3.8) and hence ϕ¯ is not a λ-ring isomorphism. In particular, RS(q)/Iq cannot
be a λ-ring via the exterior powers by Proposition 4.2. This completes the proof. 
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