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Abstract
We extract the long-distance asymptotic behaviour of two-point correlation functions
in massless quantum integrable models containing multi-species excitations. For such
a purpose, we extend to these models the method of a large-distance regime re-
summation of the form factor expansion of correlation functions. The key feature
of our analysis is a technical hypothesis on the large-volume behaviour of the form
factors of local operators in such models. We check the validity of this hypothesis on
the example of the S U(3)-invariant XXX magnet by means of the determinant repre-
sentations for the form factors of local operators in this model. Our approach confirms
the structure of the critical exponents obtained previously for numerous models solv-
able by the nested Bethe Ansatz.
LAPTH-001/16
Introduction
Form factor expansions, and hence form factors, play an important role in the characterisation of correlation
functions. Over the last few decades, there has been a significant progress in describing the form factors and
the associated expansions for so-called quantum integrable systems. First progress in characterising the form
factors has been achieved for massive models directly in the infinite volume. Archetypes of such models are given
by the massive integrable quantum field theories in 1 + 1 dimensions. In such a setting, the form factors were
characterised as solutions to a set of bootstrap equations [31, 33, 72]. The resolution of the bootstrap program
allowed for an explicit description of the form factors of local operators in numerous models and of some of
their intrinsic properties [1, 12, 26, 31, 42, 51, 72]. One should also mention the significant progress in conforming
the representation theory of quantum affine algebras to the description of the spectrum of the XXZ spin chain
1e-mail: karol.kozlowski@ens-lyon.fr
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Hamiltonian [13]. This progress allowed to access to multiple integral representations for the form factors in
various massive spin chain models [4, 30, 43], again directly in the infinite volume.
More recently, the calculation of form factors of finite volume quantum integrable models associated to rank
one Lie algebras was undertaken within the algebraic Bethe Ansatz [22]. The approach builds on two major
ingredients: on the one hand the solution of the quantum inverse scattering problem [39, 50] and, on the other
hand, determinant representations for the norms [40] and scalar products [67] of Bethe vectors. Within such a
setting one obtains finite-size determinant representations for the form factors, see e.g. [39, 41]. Typically, when
the model’s volume goes to infinity -the so-called thermodynamic limit-, so does the size of the matrix whose
determinant is evaluated. The very structure of the limit depends strongly on whether the underlying model
exhibits a massless or a massive spectrum. The massive case is easier to deal with in that, then, individual form
factors decay as integer powers of the volume L. This integer power in L decay allows one to replace discrete sums
appearing in a finite volume form factor expansion by a series of multiple integrals, once that the thermodynamic
limit is taken. The investigation of the large-volume behaviour of a specific form factor in the massive regime of
the XXZ chain was carried out in [28]. Later, the analysis was extended to all form factors of the longitudinal spin
operator in [19]. The main complication associated with a massless spectrum is that the form factors are expected
to vanish as some, generically, non-integer power of the volume [11]. The presence of such vanishing strongly
complicates the analysis. First results relative to extracting the leading in L behaviour out of the determinant
representations were obtained in [68] and concerned the form factors of the current operator in the non-linear
Schrödinger model. The technique of analysis developed there was improved and extended in [34, 36] where
the large-volume behaviour of so-called particle-hole form factors in the massless regime of the XXZ chain was
obtained. See also [17,18,45] where the analysis of the low-temperature limit of so-called thermal form factors in
a massless model at finite temperature has been carried out.
The main issue with the non-integer decay in the volume of individual form factors is that it does not allow one
to replace the finite-volume form factor expansions by series of multiple integrals. In fact, for a finite spatial and/or
temporal separation between the operators it has been impossible, so far, to write any meaningful form factor
series expansion in the thermodynamic limit. Even though intractable in general, form factor series expansion
for massless models have recently been discovered to be manageable in the limit of large spatial separations
between the operators building up the correlator from which the expansion originates. Indeed, then, and when
the volume is large but finite, the large-distance/time asymptotic behaviour of such series can be extracted by
means of a variant of the saddle-point method. The evaluation of the leading contribution to the correlator is
achieved through the evaluation of certain multidimensional sums over the massless excitations of the model.
After re-summing, one can already take the infinite volume limit, hence accessing to the large-distance asymptotic
behaviour of the correlator. This approach has been developed in [35, 37, 38] and culminated in the construction
of a direct mapping [46] between the zero energy excitation sector of a massless model and the free boson field
theory.
The results which have been reminded above mostly concern integrable models built over rank one algebras,
typically GL(2) or its q-deformation. The correlation functions and form factors of models built over higher rank
algebras were much less studied, this despite their relevance to the physics of super-Yang-Mills theories [23, 65]
or condensed matter models of mixed particle species [5, 6, 49]. Multiple integral representations for the form
factors of massive quantum field theories associated with various higher rank algebras were obtained, e.g., in
the works [2, 3, 71]. However, so far, only few results were obtained relatively to quantum integrable models
in finite volume. Indeed, although many models underlying to higher rank Lie algebras can still be solved by
a variant of the Bethe Ansatz -the so-called nested Bethe Ansatz [47, 48, 80]- the structure of these model’s
Bethe vectors becomes highly intricate hence inducing numerous new technical complications to the calculation
of correlation functions. In fact, until very recently, only a determinant representation for the norm [62] of Bethe
vectors in certain rank 2 models was known. Recently, some progress has been achieved relatively to simplifying
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the scheme of constructing the Bethe vectors as well as to the calculation of their scalar product [9,20,32,52,54],
this in the context of spin chain models based on either GL(N) or its q-deformation. For models enjoying of an
S U(3) symmetry, several expressions -either in terms of determinants or multiple-integrals- were obtained for
scalar products between Bethe vectors [7,8,75,76]. The determinant based representations for the scalar products
appeared effective enough so as to lead to determinant based representations for the form factors [10, 55]. Very
recently, some progress has been made relatively to characterising the scalar products in models related to a q-
deformation of a rank 2 algebra [53, 56], what ultimately led to a determinant representation for some specific
instances of scalar products [70]. The aforementioned results could also be generalised to the case of a two-
component Bose gas. A set of recurrence relations satisfied by the form factors in this model have been obtained
in [61] and some special cases of solutions were given. Later, determinant representations for all form factors in
the model were obtained in [57–59], this on the basis of preparatory results obtained in [66].
Despite the lack of explicit representation for multi-point correlation functions in higher rank models, one
can still expect to build on the universality principle so as describe some of the properties of the correlators, their
large-distance asymptotics in particular. Building on Cardy’s [11] relations between the 1/L corrections to the
ground and excited state’s energies on the one hand and critical exponents on the other one, Izergin, Korepin
and Reshetikhin [29] predicted the critical exponents driving the long-distance asymptotic behaviour of two-point
functions in a large class of higher rank massless quantum integrable models. The predictions for the critical
exponents obtained in [29] were in fact extending Cardy’s approach in that the large-distance regime was not
described by an effective c = 1 conformal field theory but, rather, by a direct sum thereof. This was needed due
to the different values of Fermi velocities associated with the different branches of massless excitations in such
models. The 1/L corrections to the excitation energies of the Hubbard model were obtained in [77] for the model
at half-filling, what led to a purely conformal spectrum of low-lying excitations. These results were extended
to the case of the Hubbard model away from half-filling in [79], and it was apparent that, again, in the general
situation for this model one needs to consider a direct sum of c = 1 conformal field theories so as to describe the
long-distance asymptotics of correlation functions in this model. This point of view was developed in [24] and
some specific limits (strong coupling, magnetic field close to zero or to its critical value) of the critical exponents
were studied in [25]. Asymptotics of two-point functions in this model were also predicted on the basis of a
generalisation of the Luttinger liquid concept to multi-species excitations in [63, 64].
The aim of the paper is to test the aforementioned predictions through an ab inicio calculation. On top
of providing a firm ground to the universality predictions, this paper demonstrates that upon certain reasonable
hypothesis on the structure of the spectrum and form factors of local operators -which we explicitly check to
be true in the case of the S U(3)-invariant XXX magnet- it is possible to adapt the large-distance form factor
summation technique developed in [35, 37, 38, 46] to the setting of multi-species excitations. Our microscopic
approach confirms the predictions of [24, 29, 63, 64, 79]. We shall describe the structure of the large-distance
asymptotics we obtain on the example of a specific correlator in the S U(3)-invariant XXX magnet, the two-point
function 〈E211+mE121 〉 involving the local operators given by the elementary matrices Ei j localised on sites 1 and
1 + m. The results obtained in the core of this paper demonstrate that the below large-m expansion holds
〈
E
21
1+mE
12
1
〉
≃
∑
ℓ∈Z2
(−1)mℓ(1) · eim
(
2ℓ+n12
)
·pF ·
∣∣∣∣Fℓ,κ12(E121 )∣∣∣∣2(
2πm
)∆ℓ,κ12 (0.1)
with
2∆ℓ,κ12 =
(
2ℓ + n12,ZZt · (2ℓ + n12)
)
+
(
κ12,
[
ZZt
]−1
κ12
)
. (0.2)
In the above expansion, the sum runs over two-dimensional integer valued vectors ℓ =
(
ℓ(1), ℓ(2)
)
which label the
possible Umklapp excitations over the model’s ground state. The vector n12 originates from the fine structure of
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the class of excited state connected by the operator E121 to the ground state. The contribution of each Umklapp
excitation produces an oscillatory factor with phase 2im ℓ · pF in which pF =
(
p(1)F , p
(2)
F
)
is built up from the two
Fermi momenta associated with the two Fermi zones of the model. There is an additional oscillatory factor with
phase im n12·pF associated with the shift in the momentum of the class of excited states connected by the operator
E121 with the ground state. The quantity |Fℓ,κ12
(
E121
)
|2 represents the properly normalised in the model’s volume
thermodynamic limit of the form factor of the operator E121 taken between the ground state and the lowest energy
excited state corresponding to an ℓ-Umklapp excitation connected to the ground state by the operator E121 . Finally,
the critical exponent is given by a scalar product which involves a 2 × 2 matrix Z that can be expressed in terms
of the dressed charge matrix of the model.
The paper is organised as follows. In Section 1 we present the general framework that a model needs to fulfil
so that the approach of the paper becomes applicable. In Section 2 we show how the general structure described
in Section 1 does allow one to access to the large-distance asymptotic behaviour of the two-point functions in the
model. We then conform the obtained result to the case of the S U(3)-invariant XXX magnet and to the Hubbard
model away from half-filling. In Section 3 we build on the determinant representation for the form factors of local
operators in the S U(3)-invariant XXX magnet so as to prove that, indeed, this rank 2 quantum integrable models
does fit into the framework described in Section 1. The paper contains several appendices were we postpone some
of the technical handlings. Appendix A provides a reminder of the description of the thermodynamic limit of
higher rank models. In Section A.1 we briefly recall the derivation of the large-L expansion of the vector counting
function associated with nested Bethe Ansatz solvable models. In Section A.3 we build on these results so as to
obtain the leading large-L expansion of the excitation energies and momenta relatively to the ground state in such
models. Finally, in Section A.2 we establish several identities satisfied by solutions to linear integral equations
that are of interest to the problem. Appendix B contains the proof of the smooth-discrete part factorisation of form
factors in the S U(3)-invariant XXX magnet. Also, we have gathered our basic notations in Appendix C so as to
ease the reading of this article.
1 The general setting
In this section we discuss several general features present in a quantum integrable models solvable by the
nested Bethe Ansatz. The number of nestings necessary to construct the Bethe vectors will be denoted by r − 1,
where r corresponds to the rank of the Lie algebra over which the integrable model is constructed. We will
focus on lattice integrable models, namely those whose Hilbert space h = h1 ⊗ · · · ⊗ hL admits a tensor product
decomposition into a product of so-called local spaces hk called the sites of the model. We will assume that these
spaces are all isomorphic to some base space hk ≃ hbase. The Hamiltonian of the model is assumed to take the
form
H = H0 +
r∑
k=1
h(k)Q(k) . (1.1)
H0 represents the base Hamiltonian and Q(k), k = 1, . . . , r a set of r independent conserved charges
[
H0, Q
(k)] = 0
that take into account the possibility of coupling the base H0 Hamiltonian with external fields h(1), . . . , h(r). The
explicit example of the base Hamiltonians H0 of the S U(3)-invariant XXX magnet and of its associated charges
Q(k) will be discussed in Sub-section 2.2.1. Here, we only mention that, typically, the auxiliary conserved charges
Q(k) have integer eigenvalues which are expressible, in a simple way, in terms of the number of roots arising in the
nested Bethe Ansatz equations.
The base Hilbert space hbase is assumed to be endowed with an algebraic basis O(α) of operators where the
superscript α = 1, 2, . . . runs through some finite or infinite set depending on the dimensionality of hbase. These
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operators can then be raised into operators O(α)n on h by tensoring with the identity
O
(α)
n = id ⊗ · · · ⊗ id︸        ︷︷        ︸
n−1 times
⊗ O(α) ⊗ id ⊗ · · · ⊗ id︸        ︷︷        ︸
L−n times
. (1.2)
We will call such operators local since they only act non-trivially on one of the spaces appearing in the tensor
product decomposition of h. We will assume in the following that the algebraic basis O(α) used to build the
operators O(α)n is chosen in such a way that the operators O(α)n only connect eigenstates of the operators Q(k) having
definite eigenvalues.
1.1 Bethe equations and basic observables
The eigenvectors of the Hamiltonian (1.1) that are constructed by the nested Bethe Ansatz are called Bethe
vectors and we denote them by |Λ 〉. The Bethe vectors |Λ 〉 are parametrised by a collection
Λ =
{
{λ
(k)
a }
N(k)
Λ
a=1 , k = 1, . . . , r
}
(1.3)
of Bethe roots, split into r families of "roots" {λ(k)a }
N(k)
Λ
a=1 that we call species. The notation introduced in (1.3)
indicates that the set Λ contains N(k)
Λ
roots of species k. Note that, when passing from one Bethe vector to another,
the number of roots of a given species may change. The roots Λ not only parametrise the Bethe vector |Λ
〉
but
also all the observables of the model associated with it: the energy, momentum and, more generally, the form
factor of local operators involving the state |Λ 〉. For |Λ 〉 to be an eigenvector of the model’s Hamiltonian, the
roots Λ have to satisfy a system of Bethe equations which, in its logarithmic variant, takes the general form:
Lp(k)0
(
λ
(k)
a
)
+
r∑
ℓ=1
N(k)
Λ∑
b=1
θkℓ
(
λ
(k)
a , λ
(ℓ)
b
)
= m
(k)
a;Λ −
1 + N(k)
Λ
− n
(k)
Λ
2
, (1.4)
where the shift integer n(k)
Λ
can be expressed in terms of the condition below on the sums of integers
w
(k)
Λ
=
r∑
ℓ=1,,k
ℓ:θkℓ,0
N(ℓ)
Λ
+
(
N(k)
Λ
+ 1
)1θkk=0 as n(k)Λ =
 0 if w
(k)
Λ
∈ 2N
1 if w(k)
Λ
∈ 2N + 1
. (1.5)
Here 1θkk=0 = 1 if the function θkk vanishes identically and 1θkk=0 = 0 otherwise. The functions appearing in the
lhs of (1.4) are the bare momenta p(k)0 and the bare phases θkℓ of the excitations. Throughout this paper, we shall
assume that the bare phase is a function of the sole difference of arguments and that it is symmetric in its indices
θkℓ(λ, µ) = θℓk(λ, µ) = ϑkℓ(λ − µ) . (1.6)
We shall as well take for granted that all bare momenta and bare phases are odd functions, namely that
p(k)0
(
− λ
)
= −p(k)0
(
λ
)
and θkℓ
(
λ, µ
)
= θℓk
(
− µ,−λ
)
= −θℓk
(
µ, λ
)
, for k, ℓ ∈ [[ 1 ; r ]] . (1.7)
We do stress that although such an assumption allows for a few technical simplifications, it is not essential at any
stage of the handlings that will follow. Finally, the logarithmic Bethe equations involve integers m(k)a ∈ I(k) which
take value in a model-dependent set I(k) ⊃ [[ 1 ; N(k)
Λ
]]. For models with an unbounded kth bare momentum -such
as the multi-component Bose gas [80]- one has, typically, I(k) = Z while, for models with a bounded kth bare
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momentum-such as the GL(N)-invariant XXX magnet [47,48]-, one has I(k) = [[−M(k)− ; M(k)+ ]] for some integers
M(k)± .
Clearly, a choice of roots Λ does fix the value of the integers m(k)a arising in the rhs of the logarithmic Bethe
equations (1.4). However, it could happen that the correspondence is not injective, meaning that two distinct
collections of Bethe roots could give rise to exactly the same collection of integers. In the following, we shall
however assume that, if one restricts one’s attention to a subset of solutions to the Bethe equations called particle-
hole excited states, then there is a one-to-one correspondence between integers and solutions to the Bethe Ansatz
equations. Recently, this property was show to hold, for L large-enough, in the case of the XXZ spin-1/2 chain [44]
and we believe that the same mechanism will be at play in the more general setting we consider in the present
paper.
• The ground state
We shall assume that the model has a non-degenerate ground state‡. We shall always denote by
Ω =
{
{ω
(k)
a }
N(k)
Ω
a=1, k = 1, . . . , r
} (1.8)
the collection of Bethe roots giving rise to the model’s ground state. Furthermore, we shall assume that the set of
integers associated with the ground state takes the form
m
(k)
a;Ω = a , a = 1, . . . , N
(k)
Ω
and k = 1, . . . , r (1.9)
and that, for the ground state, one has n(k)
Ω
= 0 for k = 1, . . . , r. The value of the integers N(k)
Ω
of kth-species roots
for the ground state is fixed by the external fields h(k), k = 1, . . . , r which couple H0 to the auxiliary conserved
charges Q(k).
When taking the thermodynamic limit L → +∞ of the model, the integers N(k)
Ω
, k = 1, . . . , r will be all
assumed to grow with L in such a way that limL→+∞
(
N(k)
Ω
/L
)
= D(k), with D(k) > 0, finite and fixed once for all.
Furthermore, these integers will be such that the two endpoints M(k)
−/+
of the set I(k) are such that
M(k)− → +∞ and M
(k)
+ − N
(k)
Ω
→ +∞ as L → +∞ . (1.10)
In this paper we shall build on the assumption that the ground state roots have the densification property,
meaning that
1
L
N(k)
Ω∑
a=1
f (ω(k)a ) −→L→+∞
q(k)∫
−q(k)
f (s) · ρ(k)(s)ds . (1.11)
In other words, the kth species ground state Bethe roots will form, when L → +∞, a dense distribution on a finite
interval [−q(k) ; q(k)] with density ρ(k). The interval [−q(k) ; q(k)] will be called the Fermi zone associated with the
kth species roots, or kth Fermi zone for short. The specific value of the endpoints q(k) of this interval is fixed by the
values taken by the densities D(a), a = 1, . . . , r.
We do stress that for the XXZ spin-1/2 chain which is a rank one (r = 1) model one can prove [81] that,
indeed, the choice of integers (1.9) does give rise to the roots parametrising the ground state in the sector with
N(1)
Ω
particles, and that, in this sector, the ground state is non-degenerate. The key feature is to first, investigate the
‡Should the mode have a finitely degenerate ground state, there would still be no problem to apply the present setting, although some
of the handlings would become bulkier.
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model at specific values of its coupling constant where it reduces to free fermions and, thus, where the logarithmic
Bethe equations become explicitly solvable giving rise to an explicit formula for the energies of the eigenstates.
The second step consists then in using a continuity argument adjoined with a non-degeneracy of the ground state.
Finally, the densification property of the Bethe roots for the ground state can be established by studying the large-L
behaviour of solutions to a non-linear integral equation [44] of Destri-deVega type.
Unfortunately, such reasoning cannot, in general, be reproduced for higher rank models as the Bethe equations
do not seem to enjoy the presence of a free fermion point. Some arguments were given in the literature regarding
to the fact that the c → 0+ limit of a multi-species boson gas interacting through two-body Dirac delta functions
of strength c has its ground state given by (1.9). It has been conjectured that such a description holds, in fact, for
all c [73, 80]. It is as well important to keep in mind that there are several examples of higher rank models which
are believed not to follow our assumptions on the ground state roots (1.9). For instance, it appears [74] that the
ground state of a spin chain built up of a mixture of r − 1 species of fermions and one specie of bosons is obtained
by solving logarithmic Bethe equations with m(1)
a;Ω = a, a = 1, . . . , N
(k)
Ω
and N(k)
Ω
growing to infinity as described
above, this for k = 1, . . . r − 1 but with N(r)
Ω
= 0. A priori, our setting does not directly include these models,
although we do trust that it can be appropriately modified so as to encompass these cases as well.
• The excited states
Throughout this paper, we shall only focus on the particle-hole excited states, hence waving-off the bound
states. Since, in fine our aim is to study the asymptotic behaviour of two-point functions, this does not constitute an
important limitation in that the bound states are expected to contribute solely to corrections that are exponentially
small in the distance of separation between the operators.
Recall that N(k)
Ω
denotes the number of kth species roots building up the ground state. The excited states having
a finite, in respect to the thermodynamic limit L → +∞, excitation energy relatively to the ground state are realized
in terms of the Bethe vectors |Λ 〉 built out of N(k)
Λ
roots of species k, k = 1, . . . , r, such that
N(k)
Λ
= N(k)
Ω
+ κ(k) (1.12)
with κ(k) being some integers, depending on the excitation of interest, but which are kept bounded in L.
In the language of the logarithmic Bethe equations, a particle-hole excitation corresponds to a solution to (1.4)
associated with an "almost" contiguous distribution of integers, namely:
m
(k)
a;Λ = a for a ∈ [[ 1 ; N
(k)
Λ
]] \ {h(k)1 , . . . , h
(k)
n(k)} and m
(k)
h(k)b ;Λ
= p(k)b for b = 1, . . . , n
(k) .
(1.13)
Here
h(k)1 < · · · < h
(k)
n(k) , h
(k)
a ∈ [[ 1 ; N(k)Λ ]] and p
(k)
1 < · · · < p
(k)
n(k) , p
(k)
a ∈ I
(k) \ [[ 1 ; N(k)
Λ
]] (1.14)
are integers labelling, on a microscopic level, the particles and holes building up the excitation. Finally, the
numbers n(k), with k = 1, . . . , r, count the number of particle-hole excitations in the kth species sector.
Owing to the presumed property that the ground state’s shifts all vanish n(k)
Ω
= 0, one can express the shifts for
the excited state solely in terms of the κ’s. Indeed, defining the vector
v
(k)
Λ
=
r∑
ℓ=1,,k
ℓ:θkℓ,0
κ(ℓ) + κ(k)1θkk=0 one has n
(k)
Λ
=
 1 if v(k)Λ ∈ 2Z + 10 if v(k)
Λ
∈ 2Z
. (1.15)
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The relationship between the κ(k)’s and the n(k)
Λ
’s entails that
κ · n ≡
r∑
k=1
κ(k)n(k)
Λ
∈ 2Z . (1.16)
Indeed, κ · n ∈ 2Z is equivalent to κ · vΛ ∈ 2Z. However, owing to θkℓ(λ, µ) = θℓk(−µ,−λ), one can recast the last
scalar product as
κ · vΛ =
r∑
k=1
k:θkk=0
κ(k)
(
κ(k) + 1
)
+ 2
∑
k>ℓ
ℓ:θkℓ,0
κ(k)κ(ℓ) ∈ 2Z . (1.17)
• The energy and momentum
When L is finite, the momentum and energy of an excited state |Λ 〉 relatively to the ground state take the
form:
P
(ex)
Λ;Ω = PΛ − PΩ =
r∑
k=1
{ N(k)Λ∑
a=1
p(k)0
(
λ
(k)
a
)
−
N(k)
Ω∑
a=1
p(k)0
(
ω
(k)
a
)} (1.18)
E
(ex)
Λ;Ω = EΛ − EΩ =
r∑
k=1
{ N(k)Λ∑
a=1
ε
(k)
0
(
λ
(k)
a
)
−
N(k)
Ω∑
a=1
ε
(k)
0
(
ω
(k)
a
)}
. (1.19)
We remind thatΩ = {{ω(k)a }N(k)Ωa=1}rk=1 is the set of Bethe roots associated with the ground state. The function p(k)0 , resp.
ε
(k)
0 , corresponds to the bare momentum, resp. bare energy, of an excitation in the k
th
-species sector. They are both
model dependent. Furthermore, the functions ε(k)0 depend explicitly on the external magnetic fields h
(1), . . . , h(r).
• Linear integral equation describing the thermodynamic limit
The observables in thermodynamic limit of the model are characterised in terms of a collection of special
functions defined as solutions to auxiliary linear integral equations. We shall present the solutions which will be
of interest to our study. However, first, we need to introduce a few notation.
By D, resp. f (λ), we shall denote r-dimensional vectors, resp. vector-valued functions, e.g.:
f (ω) =

f (1)(ω)
...
f (r)(ω)
 , D =

D(1)
...
D(r)
 , n =

n
(1)
Λ
...
n
(r)
Λ
 and κ =

κ(1)
...
κ(r)
 . (1.20)
Further, we introduce an integral operator K acting on vector valued functions f (λ) as
[(
id + K
)
[ f ](ω)
](k)
= f (k)(ω) +
r∑
ℓ=1
q(ℓ)∫
−q(ℓ)
∂µθkℓ(ω, µ) · f (ℓ)(µ) · dµ . (1.21)
Note that the integral kernel of K is built out of the first order derivatives of the bare phases θks arising in (1.4).
We shall assume that the operator id + K is invertible and denote its inverse by id − R. This inverse acts on vector
8
valued functions as
[(
id − R
)
[ f ](ω)
](k)
= f (k)(ω) −
r∑
ℓ=1
q(ℓ)∫
−q(ℓ)
Rkℓ(ω, µ) · f (ℓ)(µ) · dµ . (1.22)
The domains of integrations [−q(k) ; q(k)] correspond to the kth species Fermi zone. The endpoint q(k) of this zone
should be chosen in such a way that the configuration of Bethe roots condensing on [−q(k) ; q(k)] does indeed
realise the minimum of the energy. This requirement can be rephrased in terms of the dressed energies ε(k) which
are the components of the vector dressed energy defined as the solution to the linear integral equation:(
id + K
)
[ε](ω) = ε0(ω) with [ε0(ω)](k) = ε(k)0 (ω) . (1.23)
The endpoints q(k) are chosen in such a way that the associated dressed energies vanish on their respective Fermi
boundaries ε(k)(q(k)) = 0 and, furthermore, satisfy
ε(k)(ω) < 0 for ω ∈] − q(k) ; q(k)[ and ε(k)(ω) > 0 for ω ∈ R \ [−q(k) ; q(k)] . (1.24)
Thus, it is in fact the equation ε(k)(q(k)) = 0 that ought to be taken as the definition of q(k) associated with the
model’s ground state in the presence of the external fields h(k).
The other functions of interest are the vector dressed momentum p, the vector dressed phase Φs associated
with species s and the dressed charge matrix Z. They are defined as the solutions to the linear integral equations:
(
id + K
)
[p](ω) = p0(ω) +
r∑
s=1
D(s)
2
(
Ξs
(
ω, q(s)
)
+ Ξs
(
ω,−q(s)
)) (1.25)
(
id + K
)
[Φs(∗, z)](ω) = Ξs(ω, z) where
(
Ξs(ω, z)
)(k)
= θks
(
ω, z
) (1.26)(
id + K
)
[Z](ω) = Ir (1.27)
where Ir is the r × r identity matrix and the ∗ indicates the argument of the vector function on which the matrix
integral operator id + K acts. Also, the action of K on matrix valued functions is defined column-wise. By
construction, the vector dressed momentum satisfies 2p(k)
(
q(k)
)
= D(k). The symmetry properties (1.7) then imply
that p is an odd vector function p(λ) = −p(−λ) while Z is an even matrix function Z(λ) = Z(−λ).
• The counting function and thermodynamic limit of eigenvalues
It is convenient to characterise the roots Λ of a particle-hole excited state in terms of its collection of counting
functions
ξ̂
(k)
Λ
(ω) = p(k)0
(
ω
)
+
1
L
r∑
ℓ=1
N(k)
Λ∑
b=1
θkℓ
(
ω, λ
(ℓ)
b
)
+
N(k)
Λ
+ 1 − n(k)
Λ
2L
, k = 1, . . . , r . (1.28)
These counting functions are, by construction, such that, when evaluated at the Bethe roots belonging to Λ, it
holds
ξ̂
(k)
Λ
(
λ
(k)
a
)
=
m
(k)
a;Λ
L
. (1.29)
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We shall lay our analysis on the hypothesis that, for L large enough, the counting functions associated with
particle-hole excited states are all strictly increasing: (̂ξ(k)
Λ
)′(ω) > 0 for ω ∈ R. This being taken for granted, it is
useful to introduce a set of auxiliary background roots
{
ˆλ
(k)
a
}
which are defined as
ξ̂
(k)
Λ
(
ˆλ
(k)
a
)
=
a
L
for a ∈
[[
−
[
− lim
ω→−∞
ξ̂
(k)
Λ
(ω)] ; lim
ω→+∞
ξ̂
(k)
Λ
(ω)
]]
(1.30)
where [x] stands for the integer part of x. Then, the Bethe roots can be recast as
{
λ
(k)
a
}N(k)
a=1
=
{{
ˆλ
(k)
a
}N(k)
a=1
\
{
ˆλ
(k)
h(k)a
}n(k)
a=1
}
∪
{
ˆλ
(k)
p(k)a
}n(k)
a=1
. (1.31)
The pieces of information gathered above allow one to write down a non-linear integral equation satisfied by the
counting function which, in its turn, allows one to access to the large-L asymptotic expansion of the latter [14,16].
We refer to Appendix A.1 for a short derivation of the first few terms of this asymptotic expansion which, in fact,
contain all the information that is needed for the study of the thermodynamic limit of the model. The conclusion
of Appendix A.1 is that the counting function admits the large-L asymptotic expansion:
ξ̂Λ(ω) = p(ω) +
D
2
+
r∑
s=1
κs
L
Φs(ω, qs) + 1L
r∑
s=1
n(s)∑
a=1
[
Φs
(
ω, µ
(s)
p(s)a
)
−Φs
(
ω, µ
(s)
h(s)a
)]
+ Z(ω)· κ − n
2L
+ O
( 1
L2
)
(1.32)
where the remainder is to be understood entry-wise. Some explanations are in order. The parameters µ(k)a are
defined as the unique solutions to the equations
p(k)
(
µ
(k)
a
)
=
a
L
(1.33)
in which p is to be interpreted as the thermodynamic vector counting function. They correspond to the leading
large-L behaviour of the kth-species Bethe roots in that ˆλ(k)a − µ(k)a = O
(
L−1
)
. In fact, µ(k)h(k)a , resp. µ
(k)
p(k)a
should
be thought of as the macroscopic counterparts of the integers p(k)a , resp. h(k)a . It will appear convenient, in the
following, to associate, with each excited state, the set of macroscopic particle-hole rapidities that arise in the
parametrisation of the state:
RΛ =
{{
µ
(k)
h(k)a
}n(k)
a=1
;
{
µ
(k)
p(k)a
}n(k)
a=1
, k = 1, . . . , r
}
. (1.34)
We stress that one of the hypothesis used in the derivation of the large-L expansion of the counting function
is that |D(k) − N(k)
Ω
/L| = O(L−2). The latter is, in fact, a constraint on how the thermodynamic limit of the model
ought to be taken. The prescription |D(k) − N(k)
Ω
/L| = O
(
L−2
)
ensures that the model’s low-energy spectrum has
the structure of a direct sum of conformal field theories. Should one rather consider the general case, then one
would get oscillatory in L corrections of the order O
(
L−1
)
to the ground and excited states energies as discussed
in [78, 79].
It follows from (1.32) that the Bethe roots belonging to the kth species condense, in the thermodynamic limit,
on the interval [−q(k) ; q(k)] with a density ρ(k) = (p(k))′. However, the distribution of roots posses a small number
of microscopic gaps at the rapidities of the holes ˆλ (k)h(k)a . There are also additional roots at the rapidities
ˆλ (k)p(k)a of
the particles.
The precise control on the large-L behaviour of the counting function associated with a particle-hole excited
state Λ allows for the characterisation of the excitation energies and momenta. In the large-L limit, these are
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expressed in terms of the dressed energies ε(k) (1.23) and momenta p(k) (1.25) of the particles and holes as
P
(ex)
Λ;Ω =
r∑
k=1
{
n
(k)
Λ
p(k)
(
q(k)
)
+
n(k)∑
a=1
[
p(k)
(
µ
(k)
p(k)a
)
− p(k)
(
µ
(k)
h(k)a
)] }
+ O
(1
L
)
(1.35)
E
(ex)
Λ;Ω =
r∑
k=1
n(k)∑
a=1
[
ε(k)
(
µ
(k)
p(k)a
)
− ε(k)
(
µ
(k)
h(k)a
)]
+ O
(1
L
)
. (1.36)
We refer to Appendix A.3 for more detail on the derivation of these formulae.
• The ℓ-critical classes
Among all excited states there singles out one specific class of states: the one corresponding to all those
excited states whose excitation energy E(ex)
Λ;Ω vanishes in the thermodynamic limit. In virtue of the sign properties
of the dressed energy (1.24) and of the large-L behaviour of the excitation energy (1.36), this can only happen
if the particle-hole rapidities of the kth species collapse, when L → +∞, on the Fermi boundaries ±q(k). Such a
combination of collapsing rapidities is obtained from any collection Λ of Bethe roots whose associated particle-
hole integers can be put in the form
{
h(k)a
}n(k)
1
=
{
N(k)
Ω
+ 1 + κ(k) − h(k;+)a
}n(k)h;+
1
∪
{
h(k;−)a
}n(k)h;−
1
(1.37)
and
{
p(k)a
}n(k)
1
=
{
N(k)
Ω
+ κ(k) + p(k;+)a
}n(k)p;+
1
∪
{
1 − p(k;−)a
}n(k)p;−
1
, (1.38)
with k = 1, . . . , r. The re-centred particle p(k;±)a and hole h(k;±)a integers are assumed to be such that
lim
L→+∞
{ 1
L
·
n
(k)
p;±∑
a=1
p(k;±)a
}
= lim
L→+∞
{1
L
·
n
(k)
h;±∑
a=1
h(k;±)a
}
= 0 . (1.39)
The integers n(k)p/h;± correspond to the number of particle n
(k)
p;± and hole n
(k)
h;± excitations in the k
th species sector that
collapse on the right (+) and left (−) boundaries of the kth species Fermi zone. These numbers are such that
n
(k)
h;+ + n
(k)
h;− = n
(k) = n(k)p;+ + n
(k)
p;− . (1.40)
States whose particle/hole integers are of the form (1.37)-(1.38) will be called critical. One can gather the critical
states into sub-classes depending on the value taken by the thermodynamic limit of the excitation momentum
attached to these states. Introducing the integer
ℓ(k) = n(k)p;+ − n
(k)
h;+ = n
(k)
h;− − n
(k)
p;− (1.41)
one finds that the excitation momentum takes the form
P
(ex)
Λ;Ω =
r∑
k=1
[(
2ℓ(k)+n(k)
Λ
)
p(k)F +
2π
L
{ n(k)p;+∑
a=1
(
p(k)a;+−1
)
+
n
(k)
h;+∑
a=1
h(k)a;+
}
−
2π
L
{ n(k)p;−∑
a=1
(
p(k)a;−−1
)
+
n
(k)
h;−∑
a=1
h(k)a;−
}]
+ · · · (1.42)
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In this expansion, p(k)F = p
(k)(q(k)) stands for the Fermi momentum associated with the kth species. The dots . . .
refer to terms depending on the p(k)a;±, h
(k)
a;± but preceded by a L−2 prefactor, or to terms of the order 1/L but which
are independent of the re-centred particle-hole integers.
Since excited states belonging to ℓ-classes are such that all of their associated particle-hole rapidities collapse
on the respective left or right Fermi boundaries, the thermodynamic limit of the set of macroscopic rapidities RΛ
attached to any such states actually reduces to
RΛ ֒→
{{
q(k)
}n(k)p;+
1
⋃{
− q(k)
}n(k)p;−
1
;
{
q(k)
}n(k)h;+
1
⋃{
− q(k)
}n(k)h;−
1
, k = 1, . . . , r
}
. (1.43)
Relatively to the kth species, there will be |ℓ(k) | particles collapsing at q(k)sgn(ℓ(k)) and |ℓ(k) | holes collapsing at
−q(k)sgn
(
ℓ(k)
)
plus a certain amount of particle-hole excitations, equal in number, on each of the Fermi boundaries.
Most, if not all, pertinent observables associated with the model do not actually "see" the effects of the "swarm"
of particle-holes excitations, equal in number, attached to each of the boundaries of the Fermi zones but solely
keep track of the difference in the number ℓ(k)of particle-hole excitations on the right endpoints of the kth-species
Fermi zone.
A good example of such a mechanism is the reduction occurring in the thermodynamic limit FΛ,Ω of the finite
volume F̂Λ,Ω vector shift function of the state Λ relatively to the ground state Ω defined as:
F̂Λ,Ω(ω) = L ·
(
ξ̂Ω(ω) − ξ̂Λ(ω)
)
and FΛ,Ω(ω) = lim
L→+∞
{
F̂Λ,Ω(ω)
}
. (1.44)
Indeed, when focusing on an excited state belonging to the ℓ-critical class, one has FΛ,Ω ֒→ Fℓ;κ where
Fℓ;κ(ω) = − Z(ω) · κ − n2 +
r∑
s=1
{
ℓ(s)Φs
(
ω,−q(s)
)
−
(
ℓ(s) + κ(s)
)
Φs
(
ω, q(s)
)}
. (1.45)
It appears convenient to introduce the dressed phase matrix by Φks(λ, µ) = Φ(k)s (λ, µ). Straightforward han-
dlings of the matrix linear integral equations allow one to express the dressed charge matrix in terms of the dressed
phase matrix as
Zks(ω) = δks + Φks(ω,−q(s)) − Φks(ω, q(s)) . (1.46)
A slightly less obvious identity is established in Appendix A.2 and relates to a closed expression for the inverse
of the matrix Zsk = Zks
(
q(k)
)
:[
Z−1
]
ks = δks − Φks
(
q(k),−q(s)
)
− Φks
(
q(k), q(s)
) (1.47)
The above two identities (1.46) and (1.47) allow one to recast the specific combinations of the shift function
δ
(k);+
ℓ;κ = F
(k)
ℓ;κ
(
q(k)
)
+ ℓ(k) + κ(k) and δ(k);−
ℓ;κ = F
(k)
ℓ;κ
(
− q(k)
)
+ ℓ(k) , (1.48)
or in compact form
δ
(k);±
ℓ;κ =
[
Zt ·
(
ℓ +
n
2
)](k)
±
1
2
[
Z−1 · κ
](k)
. (1.49)
We remind that Zsk = Zks
(
q(k)
)
and that t stands for the matrix transposition.
It will appear useful in the following to introduce the so-called fundamental representative of an ℓ-critical
class. It is an excited state whose particle-hole integers are packed as tightly as possible. More precisely, given ℓ,
such a state corresponds to the configuration{
{p(k)a;+ = a}ℓ
(k)
1 } ; {∅}
}⋃ {
{∅} ; {h(k)a;− = a}ℓ
(k)
1 }
}
if ℓ(k) ≥ 0{
{∅} ; {h(k)a;+ = a}−ℓ
(k)
1 }
}⋃ {
{p(k)a;− = a}−ℓ
(k)
1 } ; {∅}
}
if ℓ(k) < 0
. (1.50)
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1.2 The form factors of local operators
We are now finally in position to discuss the structure of the form factors of local operators. We are going
to state a conjecture relative to the universal form taken by the form factors in nested Bethe Ansatz solvable
models. As we shall demonstrate in Section 2, this universal form is responsible for the universality of the critical
behaviour of the correlation functions in these models.
The conjecture has been demonstrated to hold for numerous rank 1 models, c.f. [34, 36]. In Section 3 of
the present paper, we shall demonstrate that it holds as well for the S U(3)-invariant XXX magnet. The proof
heavily builds on the results of [8, 60] which provide determinant based representations for the form factors of
local operators in this model. We do however trust that the conjecture does hold for all models solvable by the
nested Bethe Ansatz.
• The main conjecture
Conjecture 1.1 Let O(α)1 be a local operator acting on the first site of the model and such that it connects an N-
particle state solely with a N + κα one, with κtα =
(
κ
(1)
α , . . . , κ
(r)
α
)
. Then the matrix elements of O(α)1 taken between
two Bethe vectors |Λ 〉 and |Υ 〉 take the form
∣∣∣∣∣∣
〈
Υ |O
(α)
1 |Λ
〉
||Λ|| · ||Υ||
∣∣∣∣∣∣
2
= ÂO(α)
(
Υ;Λ
)
·
r∏
k=1
{
D
(
{ν
(k)
a }
N(k)
Υ
a=1 | {λ
(k)
a }
N(k)
Λ
a=1
)[̂
ξ
(k)
Υ
, ξ̂
(k)
Λ
]}
where

Λ =
{
λ
(k)
a
}N(k)
Λ
a=1
Υ =
{
ν
(k)
a
}N(k)
Υ
a=1
(1.51)
and the vector integers NΥ and NΛ satisfy
N(k)
Υ
= N(k)
Λ
+ κ
(k)
α . (1.52)
The decomposition of the form factor is split in two parts: on the one hand the so-called "smooth" part ÂO(α) and,
on the other hand, the product of the so-called discrete parts associated with the kth species of roots.
• The factor ÂO(α)
(
Λ;Υ
)
represents the "smooth" part of the form factor in the sense that its thermodynamic
limit is solely described in terms of the thermodynamic limit of the rapidities of the multi-species particles
and holes that build up the excited state:
ÂO(α)
(
Υ;Λ
)
= AO(α)
(
RΥ ; RΛ
)
·
(
1 + O
(1
L
))
. (1.53)
Furthermore, the dependence on the particle-hole rapidities contained in the sets RΥ and RΛ is smooth.
The set function AO(α) enjoys, furthermore, particle-hole reduction properties, namely it holds
AO(α)
(
RΥ ; RΛ
)
|µ
(k)
h(k)a
=µ
(k)
p(k)b
= AO(α)
(
ˇRΥ ; RΛ
)
, (1.54)
where ˇRΛ is the set obtained from RΛ by deleting from the set of kth species particle-hole rapidities the two
rapidities: µ(k)
h(k)a
and µ(k)
p(k)b
.
• The factor D represents the universal part of the form factor. It is operator independent in the sense that
it only depends on the two-collections of roots Λ,Υ parametrising the states connected by the operator. It
represents the "discrete" part of the form factor in the sense that its large-L behaviour not only depends on
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the macroscopic momenta RΛ and RΥ associated with the two states but also has an explicit dependence on
microscopic data of the excited state, namely the particle-holes integers. D contains all the universal part
of the structure of a form factor and reads
D
(
{νa}
Nν
a=1 | {λa}
Nλ
a=1
)[̂
ξµ, ξ̂λ
]
=
Nλ∏
a=1
{sin2 [πF̂ν;λ(λa)]
πLξ̂′
λ
(λa)
}
·
Nν∏
a=1
{ 1
πLξ̂′ν(νa)
}
·
Nν∏
a<b
(νa − νb)2 ·
Nλ∏
a<b
(λa − λb)2
Nν∏
a=1
Nλ∏
b=1
(νa − λb)2
(1.55)
where we made use of the shorthand notation
F̂ν;λ = L ·
(̂
ξλ − ξ̂ν
)
. (1.56)
Here, ξ̂ν (resp. ξ̂λ) are the counting functions associated with the sets of parameters ν (resp. λ).
Several remarks are in order. The smooth part is definitely non-generic. It strongly varies from one model to
another and also depends non trivially on the operator. This can be explicitly seen for those examples of rank one
models where the smooth/discrete part decomposition of the form factors has been obtained. Also the dependence
of the smooth part on the operator is manifest on the level of the expressions found in Section 3 for the form
factors of the local operators† E221 , E
21
1 and E
23
1 associated with the S U(3) invariant XXX magnet studied there.
However, in what concerns the analysis of the large-distance asymptotic behaviour of the correlation functions,
only the very broad properties of the smooth part matter, namely the reduction property (1.53).
The full discrete part is realized as a product over the discrete parts associated with each species k. Such
a product decomposition means that the species do not interact on the level of the discrete parts. The discrete
part attached to the kth species is a function of the kth-component F̂ (k)Υ,Λ of the vector shift function of the state Υ
relatively to the state Λ, c.f. (1.44) and (1.55)-(1.56). In fact, to the leading order in L, the large-L behaviour of
the discrete part solely depends on the thermodynamic limit of the latter
FΥ,Λ(ω) = lim
L→+∞
{
F̂Υ,Λ(ω)
}
. (1.57)
Since it will be of no use for the analysis that will follow, we shall not discuss here the form taken by the
large-L asymptotic behaviour of the discrete part in the case when the "in" and "out" states involved in the form
factor correspond to general particle-hole excitations. There is no problem to obtain the large-L behaviour even
in such a general setting and we refer the interested reader to [36] for the corresponding formulae. However, we
will now present the large-L behaviour when one of the states is given by the ground state while the other one
corresponds to a particle-hole excitation belonging to an ℓ-class.
• Large-L behaviour for ℓ-critical states
Let Υ be a particle-hole excited state belonging to the ℓ-critical class as described previously and let Ω stands
for the ground state Bethe roots. Then the discrete part associated with the kth-species admits the large-L behaviour
D
(
{ν
(k)
a }
N(k)
Υ
a=1 | {ω
(k)
a }
N(k)
Ω
a=1
)[̂
ξ
(k)
Υ
, ξ̂
(k)
Ω
]
∼
D
(k)
ℓ;κ
L∆
(k);+
ℓ;κ +∆
(k);−
ℓ;κ
·
G2(1 + δ(k);+
ℓ;κ − ℓ
(k))G2(1 − δ(k);−
ℓ;κ + ℓ
(k))
G2
(
1 + δ(k);+
ℓ;κ
)
G2
(
1 − δ(k);−
ℓ;κ
)
× R
n
(k)
p;+;n
(k)
h;+
({
p(k;+)a
}n(k)p;+
1 ;
{h(k;+)a }n(k)h;+1 | δ(k);+ℓ;κ − ℓ(k)) · Rn(k)p;−;n(k)h;−
({
p(k;−)a
}n(k)p;−
1 ;
{h(k;−)a }n(k)h;−1 | −δ(k);−ℓ;κ + ℓ(k)) .
(1.58)
There are several ingredients in these asymptotics:
†Here Ei j are the elementary 3 × 3 matrices, viz. Ei jkℓ = δikδ jℓ.
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• κ stands for the vector of kth-species roots number discrepancies between the out and in states
κ(k) = N(k)
Υ
− N(k)
Ω
.
• D
(k)
ℓ;κ is a numerical prefactor that only depends on the vector integers ℓ labelling the critical class of interest
and on the vector integers κ characterising the pseudo-particle changing nature of the operator.
• Rnp,nh represents the microscopic contribution of the swarm of particles and holes living on the left or right
Fermi boundary. It is expressed as
Rnp;nh
(
{pa}
np
1 ; {ha}
nh
1 | δ
)
=
(
sin[πδ]
π
)2nh
·
np∏
a<b
(pa − pb)2 ·
nh∏
a<b
(ha − hb)2
np∏
a=1
nh∏
b=1
(pa + hb − 1)2
×
np∏
a=1
{
Γ2(pa + δ)
Γ2(pa)
}
·
nh∏
a=1
{
Γ2(ha − δ)
Γ2(ha)
}
.
• G stands for the Barnes function. It is a normalisation constant which is chosen such that it counterbalances
the contribution of the left/right factors Rnp,nh in the case when the particle-holes on that boundary are
chosen to be the fundamental representatives of the ℓ-class, c.f. (1.50).
• The kth species discrete part decays algebraically in the volume with an exponent ∆(k);−
ℓ;κ + ∆
(k);+
ℓ;κ that is
generically non-rational. The collection of the exponents ∆(k);±
ℓ;κ provides one with the scaling dimensions
associated with the specific operator. These exponents are given as squares
∆
(k);±
ℓ;κ =
(
δ
(k);±
ℓ;κ
)2 (1.59)
of the specific combinations of the values taken by the shift function F(k)
ℓ;κ, c.f. (1.45), on the right (+) or left
(−) Fermi boundaries, as defined in (1.48).
Furthermore, when restricted to the ℓ-critical class, due to the reduction properties (1.53), the smooth part
goes to a constant solely depending on the integers ℓ and κα and on the operator O(α):
ÂO(α)
(
Υ;Ω
)
≃ Aℓ;κα
(
O
(α)) . (1.60)
For further convenience, it is useful to absorb all these constants in a unique term
∣∣∣Fℓ;κα(O(α))∣∣∣2 = Aℓ;κα(O(α)) · s∏
k=1
{
D
(k)
ℓ;κα
}
. (1.61)
2 Large-distance asymptotic behaviour of two-point functions and applications
2.1 The large-distance asymptotics in the general setting
In this section we argue that provided the setting of the previous section holds, the zero-temperature two-point
functions exhibit the large-distance asymptotics〈
Ω |
[
O
(α)
m+1
]†
· O
(α)
1 |Ω
〉
〈
Ω
∣∣∣Ω〉 ≃
∑
ℓ∈Zr
eim
(
2ℓ+nα
)
·pF ·
(−1) m2 (κ,2ℓ+nα)(
2πm
)∆ℓ;κα · ∣∣∣Fℓ;κα(O(α))∣∣∣2 · (1 + o(1)) . (2.1)
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In the above expansion, the vector nα is defined in terms of κα as is (1.15) while
2∆ℓ;κα =
(
2ℓ + nα,ZZt · (2ℓ + nα)
)
+
(
κα,
[
ZZt
]−1
κα
)
(2.2)
Note that the asymptotics are indeed real valued since (1.16) ensures that (κ, nα) ∈ 2Z while the form factors∣∣∣Fℓ;κα(O(α))∣∣∣2 and ∣∣∣F−ℓ−nα;κα(O(α))∣∣∣2 coincide owing to the symmetries of the Bethe equations. Finally, we insist
that the asymptotic expansion (2.1) provides ones with the leading large-m asymptotic behaviour of each of the
oscillating with the distance harmonics present in the large-m expansion of the two-point function.
In order to derive the result, we follow the strategy of [35]. We start by writing down the form factor expansion
of a two-point function:〈
Ω |
[
O
(α)
m+1
]†
· O
(α)
1 |Ω
〉
〈
Ω
∣∣∣Ω〉 =
∑
{Υ}
eimP
(ex)
Υ;Ω ·
∣∣∣∣∣∣
〈
Υ |O
(α)
1 |Ω
〉
||Υ|| · ||Ω||
∣∣∣∣∣∣
2
. (2.3)
The sum runs over all the eigenstates of the model characterised by N(k)
Υ
= N(k)
Ω
+ κ(α). Owing to (1.15), the integer
shift nΥ = nα will be constant for all such excited states. In the following, we shall restrict the summation to the
part of the spectrum realized in terms of particle-hole excitations. It is expected that all other types of excited
states (viz. the bound states) only generate exponentially small contributions to the large-distance asymptotics of
the correlator. This fact is rather well supported by calculations carried out on the two-point functions in integrable
models subordinated to Lie algebras of rank 1 (for instance the XXZ spin 1/2 chain). In the long-time and large-
distance regime, this property quite probably breaks down. In that case, in addition to the terms that will follows
from the present analysis, the contributions of the bound states should be added. These, however, go beyond the
scope of the present analysis.
By analogy to the case of rank 1 models, we assume that in the large-m regime the sums over particle-hole
excitations will localise around the edges of their respective Fermi zones, viz. the leading contribution to the
large-distance asymptotics will issue from excitations belonging to the ℓ-classes. Also then, we assume that it is
enough to take into account solely the leading large-L behaviour of the involved form factor. This leads to
〈
Ω |
[
O
(α)
m+1
]†
· O
(α)
1 |Ω
〉
〈
Ω
∣∣∣Ω〉 ≃
r∏
k=1
∑
ℓ(k)∈Z
∏
ǫk=±
∑
n
(k)
p;ǫk ,n
(k)
h;ǫk
n
(k)
p;ǫk−n
(k)
h;ǫk
=ǫkℓk
∑
p(k;ǫk)1 <···<p
(k;ǫk)
n
(k)
p;ǫk
∑
h(k;ǫk)1 <···<h
(k;ǫk)
n
(k)
h;ǫk
ei(2ℓ+nα)·pF m
×
∣∣∣Fℓ;κα(O(α))∣∣∣2
r∏
k=1
{
L∆
(k);+
ℓ;κα
+∆
(k);−
ℓ;κα
} · r∏
k=1
∏
ǫk=±
{ n(k;ǫk)p∏
a=1
eǫk2iπ
m
L (p
(k;ǫk)
a −1)
n
(k;ǫk )
h∏
a=1
eǫk2iπ
m
L h
(k;ǫk)
a
}
×
r∏
k=1
∏
ǫ=±
{G2(1 + ǫδ(k);ǫ
ℓ;κα
− ǫℓ(k)
)
G2
(
1 + ǫδ(k);ǫ
ℓ;κα
) · R
n
(k)
p;ǫ ;n
(k)
h;ǫ
({
p(k;ǫ)a
}n(k)p;ǫ
1 ;
{h(k;ǫ)a }n(k)h;ǫ1 | ǫδ(k);ǫℓ;κα − ǫℓ(k)
)}
. (2.4)
After reorganising the sums, the large-m behaviour of the two-point function takes the form
〈
Ω |
[
O
(α)
m+1
]†
· O
(α)
1 |Ω
〉
〈
Ω
∣∣∣Ω〉
≃
∑
ℓ∈Zr
eipF ·(2ℓ+nα)m ·
∣∣∣Fℓ;κα(O(α))∣∣∣2 · s∏
k=1
{
Lℓ(k)
(
δ
(k);+
ℓ;κα
− ℓ(k); m
)
· L−ℓ(k)
(
δ
(k);−
ℓ;κα
+ ℓ(k);−m
)
L∆
(k);+
ℓ;κα
+∆
(k);−
ℓ;κα
}
. (2.5)
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The function Lℓ(ν; x) correspond to so-called restricted sums and can be computed in closed form [35]:
Lℓ(ν; x) =
G2(1 + ν)
G2(1 + ℓ + ν) ×
∑
np,nh
np−nh=ℓ
∑
p1<···<pnp
∑
h1<···<hnh
np∏
a=1
{
e2iπ
x
L (pa−1)
} nh∏
a=1
{
e2iπ
x
L ha
}
× Rnp;nh
({
pa
}np
1 ;
{ha}nh1 | ν) = ei
πx
L ℓ(ℓ−1)(
1 − e 2iπxL
)(ν+ℓ)2 . (2.6)
After inserting the expression for Lℓ(ν; x) one can already take the L → +∞ limit what yields〈
Ω |
[
O
(α)
m+1
]†
· O
(α)
1 |Ω
〉
〈
Ω
∣∣∣Ω〉 ≃
∑
ℓ∈Zr
ei(2ℓ+nα)·pF m ·
∣∣∣Fℓ;κα(O(α))∣∣∣2(
− 2iπm)∆+ℓ;κα (2iπm)∆−ℓ;κα
(
1 + o(1)) . (2.7)
where the scaling dimensions driving the large-distance asymptotics are obtained by summing-up over the scaling
dimensions (1.59) attached to each species
∆±ℓ;κα =
r∑
k=1
∆
(k);±
ℓ;κα
. (2.8)
It then solely remains to observe that
(
− 2iπm)−∆+ℓ;κα (2iπm)−∆−ℓ;κα = ei π2
(
∆+
ℓ;κα
−∆−
ℓ;κα
)
(
2πm
)∆+
ℓ;κα
+∆−
ℓ;κα
(2.9)
and that, due to (1.49)
∆+ℓ;κα + ∆
−
ℓ;κα = ∆ℓ;κα and ∆
+
ℓ;κα − ∆
−
ℓ;κα = (κ, 2ℓ + nα) . (2.10)
This entails the claim.
2.2 Application to specific models
2.2.1 Application to the SU(3) invariant XXX magnet
The S U(3) invariant XXX magnet refers to the bare Hamiltonian
H0;XXX =
L∑
a=1
Paa+1 (2.11)
acting on the Hilbert space hXXX =
⊗L
a=1 h
XXX
a with hXXXa = C3, a = 1, . . . , L. Above, Pab stands for the
permutation operator on hXXXa ⊗ hXXXb , viz. Pab =
∑
k, j E
k j
a ⊗ E
jk
b . There are two conserved charges
Q
(1)
XXX =
L∑
a=1
E
11
a − E
22
a and Q
(2)
XXX =
L∑
a=1
E
22
a − E
33
a . (2.12)
The quantum integrability of the model is ensured by the existence of a local Lax matrixLab(λ) = Rab(λ−ic/2),
where Rab(λ) = I9 + icPab/λ, out of which one builds the twisted monodromy matrix
T
(β)
0;1,...,L(λ) = eβE
22
0 · L01(λ) · · · L0L(λ) . (2.13)
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This monodromy matrix is a 3 × 3 matrix on the auxiliary space hXXX0 whose entries are operators on hXXX. It is
sometimes convenient to represent it as
T
(β)
0;1,...,L(λ) =
3∑
i, j=1
T
(β)
i j (λ) ⊗ Ei j0 (2.14)
and we shall also write Ti j(λ) = T(0)i j (λ).
The bare Hamiltonian is then reconstructed out of the logarithmic derivative of the transfer matrix at zero twist
H0;XXX = ic
∂
∂z
ln
{(
z − ic/2)L · tr0[T(0)0;1,...,L(z)]}|z=ic/2 . (2.15)
For later convenience, it is useful to discuss the construction of the eigenvectors associated with the β-twisted
transfer matrix. This model is built over a rank 2 Lie-algebra: the eigenstates of the β-twisted transfer matrix are
parametrised in terms of a collection Λβ of two species of Bethe roots
{
λ
(1)
a
}N(1)
Λ
1 and
{
λ
(2)
a
}N(2)
Λ
1 . These solve the
system of β-twisted Bethe Ansatz equations
( λ(1)k + ic/2
−λ
(1)
k + ic/2
)L
= eβ(−1)N(1)Λ −1
N(1)
Λ∏
a=1
{λ(1)k − λ(1)a + ic
λ
(1)
a − λ
(1)
k + ic
}
·
N(2)
Λ∏
a=1
{λ(2)a − λ(1)k + ic/2
λ
(2)
a − λ
(1)
k − ic/2
}
(2.16)
1 = e−β(−1)N(2)Λ −1
N(2)
Λ∏
a=1
{λ(2)k − λ(2)a + ic
λ
(2)
a − λ
(2)
k + ic
}
·
N(1)
Λ∏
a=1
{λ(2)k − λ(1)a + ic/2
λ
(2)
k − λ
(1)
a − ic/2
}
. (2.17)
Here and in the following, whenever we shall write Λβ, it will be understood that the Bethe roots solve the β-
twisted Bethe equations. When the subscript β is dropped, namely when writing Λ, it will mean that the Bethe
roots solve the Bethe equations at β = 0. Finally, given Λ, by Λβ we mean the solution to the β-twisted Bethe
equations which is a smooth in β small enough deformation of the roots Λ.
The eigenvalues of the β-twisted transfer matrix tr0
[
T
(β)
0;1,...,L(z)
]
associated with the eigenstate |Λβ
〉
take the
form:
τβ
(
z | Λβ
)
=
(z + ic/2
z − ic/2
)L
f
(
λ
(1)
, z
)
+ eβ f
(
z, λ
(1))
· k
(
λ
(2)
, z
)
+ k
(
λ
(2)
, z
)
(2.18)
where we have introduced the functions
f (x, y) = x − y + ic
x − y
, k(x, y) = x − y + ic/2
x − y − ic/2 . (2.19)
Above and in the following, we agree upon the convention that whenever parameters belonging to a set appear
with a bar, then the product over all representatives of the set should be taken, e.g.:
f
(
ω, λ
(k))
=
N(k)
Λ∏
a=1
f
(
ω, λ
(k)
a
)
. (2.20)
The shift functions associated with this model take the form
ξ̂
(1)
Λβ
(ω) = p(1)0;XXX(ω) − i
β
2πL
+
1
L
N(1)
Λ∑
a=1
ϑ1
(
ω − λ
(1)
a
)
−
1
L
N(2)
Λ∑
a=1
ϑ2
(
ω − λ
(2)
a
)
+
N(1)
Λ
− n
(2)
Λ;XXX + 1
2L
(2.21)
ξ̂
(2)
Λβ
(ω) = i β
2πL
+
1
L
N(2)
Λ∑
a=1
ϑ1
(
ω − λ
(2)
a
)
−
1
L
N(1)
Λ∑
a=1
ϑ2
(
ω − λ
(1)
a
)
+
N(2)
Λ
− n
(1)
Λ;XXX + 1
2L
. (2.22)
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Above, n(a)
Λ;XXX = 1 if N
(a)
Λ
is odd and n(a)
Λ
= 0 if N(a)
Λ
is even. Also we have introduced
ϑn(ω) = 12iπ ln
( ic/n + ω
ic/n − ω
)
and p(1)0;XXX(ω) =
i
2π
ln
( ic/2 + ω
ic/2 − ω
)
. (2.23)
Note that p(1)0;XXX(ω) is strictly increasing while the ϑk(ω) are strictly decreasing. Both functions are odd. From
the above, one deduces that the bare phase matrix takes the form(
θ11(λ, µ) θ12(λ, µ)
θ21(λ, µ) θ22(λ, µ)
)
=
(
ϑ1(λ − µ) −ϑ2(λ − µ)
−ϑ2(λ − µ) ϑ1(λ − µ)
)
(2.24)
and thus does indeed satisfy to the general hypothesis stated earlier on. The equations defining the ground state of
the model take the form
ξ̂
(k)
Ω
(
ω
(k)
a
)
= a with a = 1, . . . , N(k)
Ω
and k = 1, 2 . (2.25)
Finally, we remind that for this model the shift functions are defined as
F̂(a)
Υ,Λ
(z) = L
(̂
ξ
(k)
Λ
(
z
)
− ξ̂
(k)
Υ
(
z
))
. (2.26)
The critical exponents arising in the large-distance asymptotics of two-point functions in the model will then
be given by the dressed charge matrix for this specific model. It solely remains to list the vector integers κα
associated with the elementary operators of the model and the vector nα attached to the class of excited states
arising in the form factor expansion of the two-point functions:
operator O(α) Eaa1 E
12
1 E
13
1 E
23
1
vector κα (0, 0) (−1, 0) (1,−1) (0, 1)
vector nα (0, 0) (0, 1) (1, 1) (1, 0)
(2.27)
The vectors associated with the other elementary operators can be obtained by hermitian conjugation. The asymp-
totic behaviour of the two-point functions 〈Eba1+mEab1 〉 is then readily deduced from (2.1) by picking the appropriate
vectors κab and nab from the above table.
2.2.2 The Hubbard model
The one-dimensional Hubbard model is a rank 2 model of particular interest that has been extensively studied
since the seminal calculation of its spectrum by Lieb and Wu through nested Bethe Ansatz methods. We refer
to [21] for a thorough discussion of the model. Despite the numerous developments relative to the model, not
much is still known relatively to the exact expression for its correlation functions. In fact, in the present state of
the art, solely the norm of the Bethe state was conjectured in [27]. As mentioned in the introduction, the large-
distance asymptotic behaviour of two-point functions in this model was obtained on the basis of the study of the
1/L corrections to the ground and excited state’s energies by means of conformal field theoretic [24] or Luttinger
liquid based [64] reasonings.
The bare Hamiltonian of the Hubbard model is defined in terms of the set of fermionic operators{
c
†
j,a, c
†
k,b
}
=
{
c
†
j,a, c
†
k,b
}
= 0
{
c j,a, c†k,b
}
= δa,bδ j,k nk,a = c†k,a, ck,a (2.28)
and takes the form
H0;HB = −
L∑
k=1
∑
a=↑,↓
{
c
†
j,ac j+1,a + c
†
j+1,ac j,a
}
+ 2c
L∑
k=1
nk,↑nk,↓ . (2.29)
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The model has two conserved charges
Q
(1)
HB =
L∑
k=1
(
nk,↑ + nk,↓
)
and Q(2)HB =
1
2
L∑
k=1
(
nk,↑ − nk,↓
)
(2.30)
which have the interpretation of the total number of particle and the total longitudinal spin operators. The eigen-
vectors |Λ
〉
of H0;HB are parametrised by two species of Bethe roots
{
λ
(1)
a
}N(1)
Λ
1 and
{
λ
(2)
a
}N(2)
Λ
1 . The conserved global
charges act on the Bethe vectors as
Q
(1)
HB = N
(1)
Λ
|Λ
〉
and Q(2)HB =
1
2
(
N(1)
Λ
− 2N(2)
Λ
)
|Λ
〉
. (2.31)
The Bethe equations for the Hubbard model take the form
(
iλ(1)k +
√
1 −
(
λ
(1)
k
)2)L
=
N(2)
Λ∏
a=1
{λ(2)a − λ(1)k − ic/2
λ
(2)
a − λ
(1)
k + ic/2
}
(2.32)
1 = (−1)N(2)Λ −1
N(2)
Λ∏
a=1
{λ(2)a − λ(2)k + ic
λ
(2)
k − λ
(2)
a + ic
}
·
N(1)
Λ∏
a=1
{λ(2)k − λ(1)a + ic/2
λ
(2)
k − λ
(1)
a − ic/2
}
. (2.33)
They this give rise to the below shift functions:
ξ̂
(1)
Λ
(ω) = p(1)0;HB(ω) −
1
L
N(2)
Λ∑
a=1
ϑ2
(
ω − λ
(2)
a
)
+
N(1)
Λ
− n
(1)
Λ;HB + 1
2L
(2.34)
ξ̂
(2)
Λ
(ω) = 1
L
N(2)
Λ∑
a=1
ϑ1
(
ω − λ
(2)
a
)
−
1
L
N(1)
Λ∑
a=1
ϑ2
(
ω − λ
(1)
a
)
+
N(2)
Λ
− n
(2)
Λ;HB + 1
2L
. (2.35)
Above, the integer shift is defined as
n
(1)
Λ;HB =
 1 if N(1)Λ + N(2)Λ + 1 ∈ 2Z + 10 if N(1)
Λ
+ N(2)
Λ
+ 1 ∈ 2Z
and n(1)
Λ;HB =
 1 if N(1)Λ ∈ 2Z + 10 if N(1)
Λ
∈ 2Z
. (2.36)
Also, the phase functions are defined as for the XXX chain while the bare momentum takes the form
p(1)0;HB(ω) =
−i
2π
ln
(
iω +
√
1 − ω2
)
. (2.37)
Thus, in the Hubbard model the bare phase matrix takes the form(
θ11(λ, µ) θ12(λ, µ)
θ21(λ, µ) θ22(λ, µ)
)
=
(
0 −ϑ2(λ − µ)
−ϑ2(λ − µ) ϑ1(λ − µ)
)
(2.38)
and hence does indeed satisfy to the general hypothesis stated earlier on. The equations defining the ground state
of the model take the form
ξ̂
(k)
Ω
(
ω
(k)
a
)
= a with a = 1, . . . , N(k)
Ω
and k = 1, 2 . (2.39)
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Therefore, in order to characterise the large-distance asymptotics of two-point functions it remains to list the
vector integers κα associated with the elementary operators of the model and the vector nα attached to the class of
excited states arising in the form factor expansion of the two-point functions:
operator O(α) Sz1 S
+
1 n1;↑/↓ c
†
1;↑ c
†
1;↓
vector κα (0, 0) (0,−1) (0, 0) (1,−1) (1, 1)
vector nα (0, 0) (1, 0) (0, 0) (0, 1) (0, 1)
(2.40)
The vectors associated with the other elementary operators can be obtained by hermitian conjugation. Note that,
on top of the fermionic operators, we have also introduced the local spin operators:
S
z
1 =
1
2
(
n1,↑ − n1,↓
)
and S+1 = c
†
1,↑c1,↓ . (2.41)
The large-distance expansions obtained for the Hubbard model within our approach do confirm the conformal
field theoretic predictions for this model, see e.g. [21].
3 The SU(3) invariant XXX magnet as a check of the form factor’s structure
In this section, we follow the setting and notation introduced in Section 2.2.1.
3.1 The β-twisted scalar products
The authors of [8] introduced a function
Sβ
(
Υβ | Λ
)
=
〈
Υβ
∣∣∣Λ〉 (3.1)
called the β-twisted scalar product. This function depends on two collections of Bethe roots
Υβ =
{
{µ
(1)
a }
N(1)
Υ
1 , {µ
(2)
a }
N(2)
Υ
1
}
and Λ =
{
{λ
(1)
a }
N(1)
Λ
1 , {λ
(2)
a }
N(2)
Λ
1
}
(3.2)
which solve, respectively, the β-twisted Bethe equations of the model (2.16)-(2.17) and those at β = 0. At β = 0,
it gives rise to the scalar product between the (un-normalised)-state parametrised by Υ and the one parametrised
by Λ. Further, the function Sβ
(
Υβ | Λ
)
corresponds [8] to the generating function of the form factors of the T22(z)
entry of the monodromy matrix in that
〈
Υ |T22(z)|Λ 〉 = ∂
∂β
{[
τβ
(
z | Υβ
)
− τ0
(
z | Λ
)]
· Sβ
(
Υβ | Λ
)}
|β=0
. (3.3)
Proposition 3.1 The generating function (3.1) admits the representation
Sβ
(
Υβ | Λ
)
= (1 − eβ) · eN(2)Λ β ·
N(2)
Υβ∏
a=1
µ
(2)
a ,θ
(
1 − e2iπLF̂
(2)
Υβ ;Λ
(
µ
(2)
a
)) N(1)Λ∏
a=1
(
1 − e2iπLF̂
(1)
Υβ ;Λ
(
λ
(1)
a
))
×
h(µ(2), θ)
h(λ(2), θ) · k
(
µ(2), µ(1) ∪ λ
(1))
· k(λ(2), λ(1)) · f (λ(2), µ(2)) f (λ(1), µ(1)) · det [id + Ûθ(Υβ;Λ)] (3.4)
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in which θ can be taken to be equal to any of the roots µ(2)1 , . . . , µ(2)N(2)
Υβ
. This representation involves the function
h(x, y) = x − y + ic
ic
(3.5)
and depends on an auxiliary parameter θ which is arbitrary provided that it belongs to the set {µ(2)a }
N(2)
Υ
1 . The
representation also involves the Fredholm determinant of the operator id+ Ûθ(Υβ | Λ), with Ûθ(Υβ | Λ) an integral
operator on L2
(
CΥβ,Λ
)
, with
CΥβ,Λ = Γ
(
{λ
(1)
a }
N(1)
Λ
1
)⋃
Γ
(
{µ
(2)
a }
N(2)
Υβ
1
)
(3.6)
being a small counter-clockwise loop around the indicated above Bethe roots. The operator Ûθ admits the follow-
ing block decomposition relatively to the above partitioning of the contour CΥβ,Λ:
Ûθ(Υβ;Λ) =
 Û
(11)
θ (Υβ;Λ) Û
(12)
θ (Υβ;Λ)
Û
(21)
θ (Υβ;Λ) Û
(22)
θ (Υβ;Λ)
 . (3.7)
The integral kernels of the operators in the block decompositions take the form
Û(11)
θ
(Υβ;Λ)(z, z′) = (2iπ)−1
1 − e2iπF̂
(1)
Υβ ;Λ
(
z′
) f (z′, λ(1))f (z′, µ(1))
{[ 1
θ − z + ic/2 −
1
z′ − z + ic
]
−
[
e−β
z − z′ + ic ·
k(λ(2), z′)
k(µ(2), z′) + 1θ − z − ic/2 ·
k(θ, µ(1))
k(θ, λ(1))
]}
(3.8)
Û(21)
θ
(Υβ;Λ)(z, z′) = (2iπ)−1
1 − e2iπF̂
(1)
Υβ ;Λ
(
z′
) f (z′, λ(1))f (z′, µ(1))
{
k(z, z′)·k
(
λ
(2)
, z′
)
k(µ(2), z′) − e
β
f (θ, z) ·
k(θ, µ(1))
k(θ, λ(1)) +
ic
z′ − z + ic/2
+
ic
z − θ + ic
}
(3.9)
in what concerns the first column while the second column reads
Û(12)
θ
(Υβ;Λ)(z, z′) = eβ · (2iπ)−1
1 − e2iπF̂
(2)
Υβ ;Λ
(z′)
f (µ(2), z′)
f (λ(2), z′) ·
{
1
z′ − z − ic/2 ·
k(z′, µ(1))
k(z′, λ(1))
−
1
θ − z − ic/2
·
k(θ, µ(1))
k(θ, λ(1)) +
1
θ − z + ic/2
−
1
z′ − z + ic/2
}
(3.10)
Û(22)
θ
(Υβ;Λ)(z, z′) = (2iπ)−1
1 − e2iπF̂
(2)
Υβ ;Λ
(z′)
f (µ(2), z′)
f (λ(2), z′) ·
{
eβ
f (z′, z) ·k
(
z′, µ(1)
)
k(z′, λ(1)) −
eβ
f (θ, z) ·k
(
θ, µ(1)
)
k(θ, λ(1)) +
ic
z − θ + ic −
ic
z − z′ + ic
}
(3.11)
Note that in writing the four integral kernels we have dropped writing out their dependence on the Bethe roots
explicitly since there is no possibility of confusion. Finally, the vector shift function FΥβ,Λ is as defined in (1.44).
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Corollary 3.2 [8, 62] The norms of an eigenstate of the S U(3)-invariant XXX spin chain admit the determinant
representation
Sβ
(
Υβ | Υβ
)
=
{k(µ(2), µ(1))}3 · f\(µ(1), µ(1)) · f\(µ(2), µ(2))
×
(
2iπLc
)N(1)
Υ
+N(2)
Υβ ·
(̂
ξ
(1)
Υβ
)′(
µ(1)
)
·
(̂
ξ
(2)
Υβ
)′(
µ(2)
)
· det
[
I|Υβ | + KΥβ
]
. (3.12)
Above, In is the n-dimensional identity matrix and |Υβ| = #Υβ = N(1)Υβ + N
(2)
Υβ
. Finally, given any set of Bethe roots
Λ, the matrix KΛ admits the block decomposition
KΛ =

K̂(11)
Λ
(
λ
(1)
j , λ
(1)
k
)
K̂(12)
Λ
(
λ
(1)
j , λ
(2)
k
)
K̂(21)
Λ
(
λ
(2)
j , λ
(1)
k
)
K̂(22)
Λ
(
λ
(2)
j , λ
(2)
k
)
 with K̂(a1)Λ (λ, µ) = Ka(λ − µ)L (̂ξ (1)
Λ
)′(µ) (3.13)
K̂(12)
Λ
(λ, µ) = K2(λ − µ)
L
(̂
ξ
(2)
Λ
)′(µ) , K̂(22)Λ (λ, µ) =
K1(λ − µ)
L
(̂
ξ
(2)
Λ
)′(µ) (3.14)
and where the two difference kernels read
K1(λ) = 2c2π(λ2 + c2) and K2(λ) = c2π(λ2 + c2/4) . (3.15)
Note that one has ϑ′n = −Kn.
Corollary 3.3 Let Λ, Υ be any two collections of Bethe roots such that N(a)
Λ
= N(a)
Υ
, a = 1, 2, and assume that β is
purely imaginary. Then, the normalised β-twisted scalar product admits the factorisation∣∣∣∣∣ Sβ
(
Υβ | Λ
)
||Υβ|| · ||Λ||
∣∣∣∣∣2 = |1 − eβ|2 · (Ŵ · R̂(22) · D̂)(Υβ;Λ) . (3.16)
The three functions appearing in such a decomposition take the form
Ŵ
(
Υ;Λ
)
= W
(
{µ
(1)
a }
N(1)
Υ
1 ; {λ
(1)
a }
N(2)
Λ
1
)
·W
(
{µ
(2)
a }
N(2)
Υ
1 ; {λ
(2)
a }
N(2)
Λ
1
)
·
k(µ(2), λ(1)) · k(λ(1), µ(2))
|k(µ(2), µ(1)) · k(λ(2), λ(1))| (3.17)
where we agree upon
W({ya}N1 ; {za}N
′
1 ) =
h(y, z)h(z, y)
h(y, y)h(z, z) . (3.18)
Furthermore, we have set
R̂(22)
(
Υβ;Λ
)
=
M∏
a=1
(sin [πF̂2(µ(2)a )]
sin [πF̂2(λ(2)a )]
)2
·
1
4 sin2
[
πF̂2
(
θ
)] · ∣∣∣∣∣h
(
µ(2), θ
)
h
(
λ
(2)
, θ
)
∣∣∣∣∣2
×
∣∣∣ det [id + Ûθ(Υβ;Λ)]∣∣∣2
det
[
I|Υβ | +KΥβ
]
· det
[
I|Λ| +KΛ
] (3.19)
where θ ∈ {µ(2)a }
N(2)
Υ
1 is arbitrary. Finally,
D̂
(
Υ;Λ
)
= D
(
{µ
(1)
a }
N(1)
Υ
a=1 | {λ
(1)
a }
N(1)
Λ
a=1
)[̂
ξ
(1)
Υ
, ξ̂
(1)
Λ
]
· D
(
{µ
(2)
a }
N(2)
Υ
a=1 | {λ
(2)
a }
N(2)
Λ
a=1
)[̂
ξ
(2)
Υ
, ξ̂
(2)
Λ
]
, (3.20)
where we remind that the functions D are as defined in (1.55).
23
3.2 Form factors of local operators
In this section, we discuss the form taken by the form factors of three local operators, namely the operators
E221 , E
23
1 and E
21
1 . The moduli squared of the form factors of the diagonal operator E
22
1 follow directly from
(3.3). The form factors of the diagonal operators E231 and E211 can be deduced from those of E221 by using certain
identities that were discovered in [60] and which relate to each other the various form factors of the model. We
will show that the decomposition for the β-twisted scalar products given in the previous section does indeed lead
to the thermodynamic limit of form factors for this model as claimed in Conjecture 1.51.
First, we remind some of the results of [60].
Lemma 3.4 Let Υ and Λ be two collections of Bethe roots. Then it holds
∣∣∣∣∣
〈
Υ |E211 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = (L + N(2)Λ − 2N(1)Λ ) limω→+∞
{∣∣∣∣∣
〈
Υ |E221 |Λ
(1)
ω
〉
||Υ|| · ||Λ
(1)
ω ||
∣∣∣∣∣2
}
(3.21)
as well as
∣∣∣∣∣
〈
Υ |E231 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = (N(1)Υ − 2N(2)Υ ) limω→+∞
{∣∣∣∣∣
〈
Υ
(2)
ω |E
22
1 |Λ
〉
||Υ
(2)
ω || · ||Λ||
∣∣∣∣∣2
}
. (3.22)
Above, we have introduced the following convention for the "augmented" sets of Bethe roots
Λ
(1)
ω =
{
{λ
(1)
a }
N(1)
Λ
+1
1 ; {λ
(2)
a }
N(2)
Λ
1
}
and Υ(2)ω =
{
{µ
(1)
a }
N(1)
Υ
1 ; {µ
(2)
a }
N(2)
Υ
+1
1
}
(3.23)
where respectively, λ(1)
N(1)
Λ
+1
= ω or µ
(2)
N(2)
Υ
+1
= ω.
Proof —
Recall that the matrix elements of local operators are reconstructed as [50]:
E
kℓ
1 = limz→ic/2
{
Tℓk(z) ·
{
tr0
[
T
(0)
0;1,...,L(z)
]}−1}
. (3.24)
The action of the inverse transfer matrix is readily computed on the Bethe eigenvectors. Then, it solely remains to
use the following identities (see [60] for more details):
〈
Υ |T32(z)|Λ 〉 = − lim
ω→+∞
{ω
ic
〈
Υ
(2)
ω |T22(z)|Λ
〉}
and 〈Υ |T12(z)|Λ 〉 = lim
ω→+∞
{ω
ic
〈
Υ |T22(z)|Λ(1)ω
〉} (3.25)
as well as
||Λ||2 = lim
ω→+∞
{
ω2 · ||Λ(1)ω ||2/c2
L + N(2)
Λ
− 2N(1)
Λ
}
and ||Υ||2 = lim
ω→+∞
{
ω2 · ||Υ(2)ω ||2/c2
N(1)
Υ
− 2N(2)
Υ
}
(3.26)
and use that τ0
(
z | Υ
)
= limω→+∞
{
τ0
(
z | Υ(a)ω
)}
.
Lemma 3.5 Let Υ and Λ be two collections of Bethe roots. Then it holds
∣∣∣∣∣
〈
Υ |E121 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 =
∣∣∣∣∣
〈
Λ |E211 |Υ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 ,
∣∣∣∣∣
〈
Υ |E321 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 =
∣∣∣∣∣
〈
Λ |E231 |Υ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 (3.27)
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and ∣∣∣∣∣
〈
Υ |E131 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 =
∣∣∣∣∣
〈
Λ |E311 |Υ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 . (3.28)
Also, one has∣∣∣∣∣
〈
Υ |E311 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = (N(1)Υ − 2N(2)Υ ) limω→+∞
{∣∣∣∣∣
〈
Υ
(2)
ω |E
12
1 |Λ
〉
||Υ
(2)
ω || · ||Λ||
∣∣∣∣∣2
}
. (3.29)
Finally, in what concerns the diagonal amplitudes, one has:
∣∣∣∣∣
〈
Υ |E111 − E
22
1 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = (L + N(2)Λ − 2N(1)Λ ) limω→+∞
{∣∣∣∣∣
〈
Υ |E121 |Λ
(1)
ω
〉
||Υ|| · ||Λ
(1)
ω ||
∣∣∣∣∣2
}
(3.30)
∣∣∣∣∣
〈
Υ |E221 − E
33
1 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = (N(1)Υ − 2N(2)Υ ) limω→+∞
{∣∣∣∣∣
〈
Υ
(2)
ω |E
32
1 |Λ
〉
||Υ
(2)
ω || · ||Λ||
∣∣∣∣∣2
}
. (3.31)
Proof —
Relations (3.29), (3.30) and (3.31) are obtained using the limits
〈
Υ |T31(z)|Λ 〉 = − lim
ω→+∞
{ω
ic
〈
Υ
(2)
ω |T21(z)|Λ
〉} (3.32)〈
Υ |T11(z) − T22(z)|Λ 〉 = lim
ω→+∞
{ω
ic
〈
Υ |T12(z)|Λ(1)ω
〉} (3.33)〈
Υ |T22(z) − T33(z)|Λ 〉 = lim
ω→+∞
{ω
ic
〈
Υ
(2)
ω |T23(z)|Λ
〉} (3.34)
Then, to establish relations (3.27) and (3.28), we use the antimorphism ψ that acts as ψ(T jk(z)) = Tk j(z) and
ψ(|Λ 〉) = 〈Λ |, see [60] for details.
In the following, owing to Lemma 3.5, a good deal of amplitudes can be deduced from the three that are
described in Lemma 3.4. We shall therefore only focus our attention the latter.
In order to state the formulae for the moduli squared of the form factors, we need to introduce some notations.
Proposition 3.6 Let Λ and Υ denote two sets of Bethe roots. Then, the amplitudes factorise as follows.
For the diagonal operator∣∣∣∣∣
〈
Υ |E221 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = −12 ∂
2
∂β2
{
D̂
(
Υβ,Λ
)
· Â(22)
(
Υβ,Λ
)}
|β=0
(3.35)
the function D̂(Υ,Λ) being defined as in (3.20), while
Â(22)
(
Υβ,Λ
)
=
∣∣∣∣τ0
(
ic/2 | Υβ
)
τ0
(ic/2 | Λ) − 1
∣∣∣∣2 · ∣∣∣1 − eβ∣∣∣2 · Ŵ(Υβ;Λ) · R̂(22)(Υβ;Λ) (3.36)
where the two functions Ŵ and R̂(22) are, respectively, defined in (3.17) and (3.19).
For the off-diagonal terms, one has∣∣∣∣∣
〈
Υ |E211 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = D̂(Υ,Λ) · Â(21)(Υ,Λ) , and
∣∣∣∣∣
〈
Υ |E231 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = D̂(Υ,Λ) · Â(23)(Υ,Λ) , (3.37)
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with
Â(21)
(
Υ,Λ
)
=
∣∣∣∣τ0(ic/2 | Υ)
τ0
(
ic/2 | Λ
) − 1∣∣∣∣2 · Ŵ(Υ;Λ) · R̂(21)(Υ;Λ) , (3.38)
Â(23)
(
Υ,Λ
)
=
∣∣∣∣τ0(ic/2 | Υ)
τ0
(ic/2 | Λ) − 1
∣∣∣∣2 · Ŵ(Υ;Λ) · R̂(23)(Υ;Λ) , (3.39)
where
R̂(23)
(
Υ;Λ
)
=
1
8c
sin2
[
πF̂(2)
Υ;Λ
(
µ(2)
)]
sin2
[
πF̂(2)
Υ;Λ
(
λ
(2))] ·
∣∣∣ det [id + Û∞(Υ;Λ)]∣∣∣2
det
[
I|Υ| +KΥ
]
· det
[
I|Λ| +KΛ
]
R̂(21)
(
Υ;Λ
)
=
1
8c
sin2
[
πF̂(2)
Υ;Λ
(
µ(2)
)]
sin2
[
πF̂(2)
Υ;Λ
(
λ
(2))] ·
∣∣∣∣∣∣h
(
µ(2), θ
)
h
(
λ
(2)
, θ
)
∣∣∣∣∣∣
2
·
∣∣∣1 − k(θ, µ(1))/k(θ, λ(1))∣∣∣2 · ∣∣∣ det [id + V̂θ(Υ;Λ)]∣∣∣2
sin2
[
πF̂(2)
Υ;Λ
(
θ
)]
· det
[
I|Υ| +KΥ
]
· det
[
I|Λ| +KΛ
] .
The parameter θ is any of the Bethe roots {µ(2)a }N
(2)
Υ
1 and the operator V̂θ
(
Υ;Λ
)
is an integral operator on the contour
CΥ;Λ defined by (3.6) which corresponds to a rank one perturbation of Ûθ(Υ;Λ):
V̂
(ab)
θ
(
Υ;Λ
)(z, z′) = Û(ab)θ (Υ;Λ)(z, z′) − Ĝ(a)θ;L(Υ;Λ)(z) · Ĝ(b)θ;R(Υ;Λ)(z′) (3.40)
where the functions Ĝ(a)
θ;L/R(Υ,Λ)(z) read
Ĝ(1)
θ;L
(
Υ;Λ
)(z) = ic
2
{
1
θ − z + ic/2
−
1
θ − z − ic/2
·
k(θ, µ(1))
k(θ, λ(1))
}
, (3.41)
Ĝ(2)
θ;L
(
Υ;Λ
)(z) = ic
2
{
1 −
1
f (θ, z) ·
k(θ, µ(1))
k(θ, λ(1)) +
ic
z − θ + ic
}
, (3.42)
Ĝ(1)
θ;R
(
Υ;Λ
)(z) = (cπ)−1
1 − exp
{
2iπF̂(1)
Υ;Λ
(
z
)} · f
(
z, λ
(1))
f (z, µ(1)) ·
{
k(θ, µ(1))
k(θ, λ(1)) −
k(λ(2), z)
k(µ(2), z)
}
·
{
1 −
k(θ, µ(1))
k(θ, λ(1))
}−1
, (3.43)
Ĝ(2)
θ;R
(
Υ;Λ
)(z) = (−cπ)−1
1 − exp
{
2iπF̂(2)
Υ;Λ
(
z
)} · f
(
µ(2), z
)
f (λ(2), z) ·
{
k(z, µ(1))
k(z, λ(1)) −
k(θ, µ(1))
k(θ, λ(1))
}
·
{
1 −
k(θ, µ(1))
k(θ, λ(1))
}−1
. (3.44)
Proof —
Formula (3.35) is a direct consequence of the reconstruction (3.3) and (3.24), the decomposition of the scalar
product (3.16) and the fact that β ∈ iR.
• The amplitudes for E211
The starting point to establish (3.37) and (3.38) is the identity (3.21). Since the two sets Λ,Υ are different,
R̂(22)
(
Υβ,Λ
) is regular at β = 0, so that the β-derivative has to act on |1 − eβ|2. Thus, due to τ0(z | Λ) =
limω→+∞
{
τ0
(
z | Λ(1)ω
)}
, one gets
∣∣∣∣∣
〈
Υ |E211 |Λ
〉
||Υ|| · ||Λ||
∣∣∣∣∣2 = ∣∣∣∣τ0
(ic/2 | Υ)
τ0
(ic/2 | Λ) − 1
∣∣∣∣2 lim
ω→+∞
{
Ŵ
(
Υ,Λ
(1)
ω
)
· D̂
(
Υ,Λ
(1)
ω
)
· R̂(22)
(
Υ,Λ
(1)
ω
)}
. (3.45)
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It follows from straightforward algebra that
Ŵ
(
Υ,Λ
(1)
ω
)
=
ω2
c2
· Ŵ
(
Υ,Λ
)
·
(
1 + O(ω−1)) . (3.46)
Further, observe that, for any fixed z and a = 1, 2, it holds(̂
ξ
(a)
Λ
(1)
ω
)′(z) = (̂ξ (a)
Λ
)′(z) + O(ω−2) (3.47)
as well as
F̂ (1)
Υ,Λ
(1)
ω
(z) = F̂ (1)
Υ,Λ
(z) + 1/2 + ϑ1(z − ω)︸               ︷︷               ︸
1+O
(
ω−1
) and F̂ (2)Υ,Λ(1)ω (z) = F̂ (2)Υ,Λ(z) + 1/2 − ϑ2(z − ω)︸               ︷︷               ︸
O
(
ω−1
) − δn(1)Λ ,0 . (3.48)
The above also implies that F̂ (1)
Υ,Λ
(1)
ω
(ω) = 1/2 − c/(πω) + O(ω−2) . As a consequence, one gets that
D̂
(
Υ,Λ
(1)
ω
)
=
D̂
(
Υ,Λ
)
πLω2
(̂
ξ
(1)
Λ
(1)
ω
)′(ω) ·
(
1 + O
(
ω−1
))
. (3.49)
It remains to deal with the limit of R̂(22)(Υ,Λ(1)ω ). The ω → +∞ behaviour of the pre-factors in R̂(22)(Υ;Λ(1)ω ) is
easy computed leading to
R̂(22)
(
Υ,Λ
(1)
ω
)
=
det [I|Λ| + K|Λ|]
det [I
|Λ
(1)
ω |
+ K
|Λ
(1)
ω |
] · ∣∣∣∣∣∣det
[id + Ûθ(Υ;Λ(1)ω )]
det
[
id + Ûθ
(
Υ;Λ
)]
∣∣∣∣∣∣
2
|β=0
· R̂(22)
(
Υ,Λ
(1)
ω
)
·
(
1 + O(ω−1)) . (3.50)
The treatment of the ratio of determinants is a bit more involved since one has to extract out of the determinants
the part which vanishes when ω→ +∞. We first focus on the norm determinant. One has the N(1)
Λ
×1×N(2)
Λ
block
form decomposition:
I
|Λ
(1)
ω |
+ K
|Λ
(1)
ω |
=

δab + K̂(11)
Λ
(1)
ω
(
λ
(1)
a , λ
(1)
b
)
K̂(11)
Λ
(1)
ω
(
λ
(1)
a , ω
)
K̂(12)
Λ
(1)
ω
(
λ
(1)
a , λ
(2)
b
)
K̂(11)
Λ
(1)
ω
(
ω, λ
(1)
b
)
1 + K̂(11)
Λ
(1)
ω
(
ω,ω
)
K̂(12)
Λ
(1)
ω
(
ω, λ
(2)
b
)
K̂(21)
Λ
(1)
ω
(
λ
(2)
a , λ
(1)
b
)
K̂(21)
Λ
(1)
ω
(
λ
(2)
a , ω
)
δab + K̂(2)
Λ
(1)
ω
(
λ
(2)
a , λ
(2)
b
)
 (3.51)
where K̂(ab)
Λ
(y, z) has been defined in (3.13). In virtue of (3.47), it follows that for any fixed y, z
K̂(ab)
Λ
(1)
ω
(y, z) = K̂(ab)
Λ
(y, z)
(
1 + O(ω−1)) while ∣∣∣∣K̂(a1)
Λ
(1)
ω
(y, ω)
∣∣∣ + ∣∣∣∣K̂(1a)
Λ
(1)
ω
(ω, y)
∣∣∣ = O(ω−2) . (3.52)
Note that, the last bounds follow from the large-ω asymptotics
(̂
ξ
(1)
Λ
(1)
ω
)′(ω) = − 1
L
K1(0) + c2πLω2
(
L − 2N(1)
Λ
+ N(2)
Λ
)
+ O(ω−3) (3.53)
and the fact that K1(0) = 1/(πc) , 0. These asymptotics also imply that
1 + K̂(11)
Λ
(1)
ω
(
ω,ω
)
= c ·
L − 2N(1)
Λ
+ N(2)
Λ
2πLω2
(̂
ξ
(a)
Λ
(1)
ω
)′(ω) ·
(
1 + O(ω−2)) . (3.54)
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In order to extract the ω−2 decay out of det [I
|Λ
(1)
ω |
+ K
|Λ
(1)
ω |
]
, it is then enough to "kill" the off-diagonal entries of the
column associated with the root ω by making linear combinations of lines. Since the line associated with the root
ω is entry-wise O(ω−2), doing so only modifies the other entries of the matrix by a O(ω−2) quantity. Therefore,
all-in-all,
det
[
I
|Λ
(1)
ω |
+ K
|Λ
(1)
ω |
]
= det
[
I|Λ| + K|Λ|
]
· c ·
L − 2N(1)
Λ
+ N(2)
Λ
2πLω2
(̂
ξ
(1)
Λ
(1)
ω
)′(ω) ·
(
1 + O(ω−2)) . (3.55)
The strategy to extract the decaying term out of det [id + Uθ(Υ;Λ(1)ω )] is roughly similar. By doing contour
deformations so as to explicitly evaluate the residue at ω, one recasts the determinant one starts with as
det [id + Ûθ(Υ;Λ(1)ω )] =
det

id + Û(11)θ
(
Υ;Λ(1)ω
)(z, y) 2iπRess=ω(̂U(11)θ (Υ;Λ(1)ω )(z, s)) Û(12)θ (Υ;Λ(1)ω )(z, y′)
Û
(11)
θ
(
Υ;Λ(1)ω
)(ω, y) 1 + 2iπRess=ω(̂U(11)θ (Υ;Λ(1)ω )(ω, s)) Û(12)θ (Υ;Λ(1)ω )(ω, y′)
Û
(21)
θ
(
Υ;Λ(1)ω
)(z′, y) 2iπRess=ω(̂U(21)θ (Υ;Λ(1)ω )(z′, s)) id + Û(22)θ (Υ;Λ(1)ω )(z′, y′)
 . (3.56)
The entries arising in the block determinant correspond to integral kernels where the unprimed variables belong
to Γ
(
{λ
(1)
a }
N(1)
Λ
1
)
and the primed ones belong to Γ({µ(2)a }N(1)Υ1 ). After some algebra, one finds
Û
(1a)
θ
(
Υ;Λ(1)ω
)(ω, y) = − ic
2ω
Ĝ(a)
θ;R
(
Υ;Λ
)(y) · {1 − k(θ, µ(1))
k(θ, λ(1))
}
·
(
1 + O(ω−1)) (3.57)
2iπRess=ω
(̂
U
(a1)
θ
(
Υ;Λ(1)ω
)(z, s)) = Ĝ(a)
θ;L
(
Υ;Λ
)(z) · (1 + O(ω−1)) . (3.58)
Finally, one has
1 + 2iπRess=ω
(̂
U
(11)
θ
(
Υ;Λ(1)ω
)(ω, s)) = − ic
2ω
{
1 −
k(θ, µ(1))
k(θ, λ(1))
}
·
(
1 + O(ω−1)) . (3.59)
Once these expansions are established, it is enough to factor out the diagonal term associated with the ω-column
and then "kill" the off-diagonal entries of the ω-column by linear combinations. Since, for bounded z, y one has
Û
(ab)
θ
(
Υ;Λ(1)ω
)(z, y) = Û(ab)θ (Υ;Λ)(z, y) · (1 + O(ω−1)) (3.60)
one gets that
det
[
id + Ûθ
(
Υ;Λ(1)ω
)]
= −
ic
2ω
{
1 −
k(θ, µ(1))
k(θ, λ(1))
}
· det
[
id + V̂θ
(
Υ;Λ
)]
·
(
1 + O
(
ω−1
))
. (3.61)
The above handlings thus leads to
R̂(22)
(
Υ;Λ(1)ω
)
=
c2πL
(̂
ξ
(a)
Λ
(1)
ω
)′(ω)
L − 2N(1)
Λ
+ N(2)
Λ
· R̂(21)
(
Υ;Λ
)
·
(
1 + O(ω−1)) . (3.62)
Then, it remains to put the various large-ω asymptotics together.
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Likewise, the starting point to establish (3.37) and (3.39) is the identity (3.22). The limits of D̂ and Ŵ are
treated similarly to the above, leading to
D̂
(
Υ
(2)
ω ,Λ
)
=
D̂
(
Υ,Λ
)
πLω2
(̂
ξ
(2)
Υ
(2)
ω
)′(ω) ·
(
1+O
(
ω−1
))
and Ŵ
(
Υ
(2)
ω ,Λ
)
=
ω2
c2
· Ŵ
(
Υ,Λ
)
·
(
1+O
(
ω−2
))
. (3.63)
In order to compute the large-ω behaviour of R̂(23)
(
Υ
(2)
ω ;Λ
)
it is convenient to set the arbitrary parameter to θ = ω.
Then, the Fredholm determinant occurring in the numerator can be recast as
det
[
id + Ûω
(
Υ;Λ(1)ω
)]
= det

id + Û(11)ω
(
Υ;Λ(1)ω
)(z, y) Û(12)ω (Υ;Λ(1)ω )(z, y′) 0
Û
(21)
ω
(
Υ;Λ(1)ω
)(z′, y) id + Û(22)ω (Υ;Λ(1)ω )(z′, y′) 0
∗ ∗ 1

= det [id + Û∞(Υ;Λ)] · (1 + O(ω−1)) , (3.64)
where ∗ are some coefficients.
Taking the ω→ +∞ out of the norm determinant det
[
I
|Υ
(2)
ω |
+ K
Υ
(2)
ω
]
is done as previously and one gets
det [I
|Υ
(2)
ω |
+ K
Υ
(2)
ω
]
=
c ·
(
N(1)
Υ
− 2N(2)
Υ
)
2πLω2 ·
(̂
ξ
(2)
Υ
(2)
ω
)′(ω) · det
[
I|Υ| + KΥ
]
·
(
1 + O(ω−1)) . (3.65)
Then, upon extracting the large-ω behaviour of all the pre-factors in R̂(22)(Υ(2)ω ;Λ) one obtains
R̂(22)
(
Υ
(2)
ω ;Λ
)
=
c2πL
(̂
ξ
(a)
Λ
(1)
ω
)′(ω)
N(1)
Υ
− 2N(2)
Υ
· R̂(23)
(
Υ;Λ
)
·
(
1 + O(ω−1)) , (3.66)
so that it solely remains to put all the pieces together.
Corollary 3.7 The factorisations given in Proposition 3.6 is precisely of the form stated in the main conjecture.
Proof —
The statement relatively to the smooth parts Â(ab) is readily obtained by repeating the handlings of [36]. We
refer the reader to that paper for more details.
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A Thermodynamic limit of the model
A.1 Non-linear integral equations and large-L expansion
In this sub-section we establish that the counting function (1.28) associated with a particle-hole excited state
admits the large-L asymptotic behaviour
ξ̂
(k)
Λ
(ω) = p̂(k)(ω) + 1
2L
(
N(k)
Ω
+ 1
)
+
1
L
Ψ̂(k)
(
ω |
{
ˆλ
(s)
p˜(s)a
}
;
{
ˆλ
(s)
h˜(s)a
})
+
1
2L
[
Ẑ(ω) · (κ − n)
](k)
+ O
( 1
L2
)
. (A.1)
Above, the integers h˜(s)a and p˜(s)a are defined as
{
p˜(s)a
}˜n(s)p
1
=

{
p(s)a
}n(s)
1 ∪
{
N(s)
Ω
+ a
}κ(s)
1 κ
(s) ≥ 0{
p(s)a
}n(s)
1 κ
(s) < 0
,
{˜
h(s)a
}˜n(s)h
1
=

{h(s)a }n(s)1 κ(s) ≥ 0{
h(s)a
}n(s)
1 ∪
{
N(s)
Ω
+ a
}|κ(s) |
1 κ
(s) < 0
.
The asymptotic expansion (A.1) involves the auxiliary function
Ψ̂(k)
(
ω |
{
µ
(s)
a
}
;
{
ν
(s)
a
})
=
r∑
s=1
{ n(s)µ∑
a=1
Φ̂ks
(
ω, µ
(s)
a
)
−
n
(s)
ν∑
a=1
Φ̂ks
(
ω, ν
(s)
a
)}
(A.2)
which is expressed in terms of the finite-size dressed phase matrix Φ̂ks = Φ̂
(k)
s . The finite-size counterparts Φ̂
(k)
s ,
p̂ and Ẑ of the functions introduced in (1.25),(1.26) and (1.27) are defined as the solutions to the linear integral
equations
(
id + K̂
)
[̂p](ω) = p0(ω) +
r∑
s=1
N(s)
Ω
2L
(
Ξs
(
ω, q̂ (s)
)
+ Ξs
(
ω,−q̂ (s)
)) (A.3)
(
id + K̂
)
[Φ̂s(∗, z)](ω) = Ξs(ω, z) and
(
id + K̂
)
[Ẑ](ω) = Ir (A.4)
where the finite-size kernel acts as
[(
id + K̂
)
[ f ](ω)
](k)
= f (k)(ω) +
r∑
ℓ=1
q̂ (ℓ)∫
−q̂ (ℓ)
∂µθkℓ(ω, µ) · f (ℓ)(µ) · dµ . (A.5)
Finally, q̂ (ℓ) is defined as the positive solution to
p̂(k)
(̂
q (k)
)
=
N(k)
Ω
2L
. (A.6)
We assume that this solutions does exist and is furthermore unique. The condition D(s) −N(s)
Ω
/L = O(L−2) ensures
that q(s) − q̂ (s) = O(L−2) and thus p̂ (s) − p(s) = O(L−2). This being settled, the very definition of the roots ˆλ(s)a then
ensures that
ˆλ
(s)
a − µ
(s)
a = O
(
L−1
)
and µ(s)
N(s)
Ω
+p
− q̂ (s) = O
( p
L
)
. (A.7)
Given these pieces of information, one readily deduces the form (1.32) of the asymptotic expansion presented in
the body of the text.
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Under the hypothesis that the counting functions are strictly increasing on R, following [15] one obtains the
non-linear integral equation
ξ̂
(k)
Λ;sym(ω) = p(k)0 (ω) +
1
2L
(
κ(k) − n(k)
Λ
)
+
1
L
Θ(k)
(
ω |
{
ˆλ
(s)
p˜(s)a
}
;
{
ˆλ
(s)
h˜(s)a
})
−
r∑
s=1
q̂ (s)+∫
q̂ (s)−
∂τθks
(
ω, τ
)̂
ξ
(s)
Λ;sym(τ) · dτ
+
r∑
s=1
N(s)
Ω
2L
(
θks
(
ω, q̂ (s)+
)
+ θks
(
ω, q̂ (s)−
))
−
r∑
s=1
∑
ǫs=±
∫
(̂
ξ
(s)
Λ
)−1(
Γ
(s)
ǫs
)∂τθks(λ, τ) ln
[
1 − e2iπǫsLξ̂
(s)
Λ
(τ)
]
·
dτ
2iπL (A.8)
where the endpoints of integration are defined as
ξ̂
(k)
Λ;sym
(̂
q (s)±
)
= ±
N(s)
Ω
2L
with ξ̂ (k)
Λ;sym(ω) = ξ̂ (k)Λ (ω) −
1
2L
(
N(k)
Ω
+ 1
)
. (A.9)
Note that we have also introduced
Θ(k)
(
ω |
{
µ
(s)
a
}
;
{
ν
(s)
a
})
=
r∑
s=1
{ n(s)µ∑
a=1
θks
(
ω, µ
(s)
a
)
−
n
(s)
ν∑
a=1
θks
(
ω, ν
(s)
a
)}
. (A.10)
Finally, the integration in the non-linear term runs through the contours depicted in Fig. 1.
b b
1
2L
N(k)
Ω
+ 1/2
L
1
2L
+ iα
N(k)
Ω
+ 1/2
L
+ iα
1
2L
− iα N(k)Ω + 1/2
L
− iα
Γ
(k)
+
Γ
(k)
−
Figure 1: The contours Γ(k)+ ∪ Γ
(k)
− .
The above can be recast as
[(
id + K̂
)[̂
ξΛ;sym
](ω)](k) = p(k)0 (ω) +
r∑
s=1
N(s)
Ω
2L
(
θks
(
ω, q̂ (s)
)
+ θks
(
ω,−q̂ (s)
))
+
1
2L
(
κ(k) − n(k)
Λ
)
+
1
L
Θ(k)
(
ω |
{
ˆλ
(s)
p˜(s)a
}
;
{
ˆλ
(s)
h˜(s)a
})
+ R(k)
[
ξΛ
]
, (A.11)
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where
R(k)
[
ξΛ
]
= −
r∑
s=1
∑
ǫs=±
ǫs
q̂ (s)ǫs∫
ǫsq̂ (s)
∂τθks
(
ω, τ
)
·
[̂
ξ
(s)
Λ
(τ)− ξ̂ (s)
Λ
(̂q (s)ǫs )
]
·dτ−
r∑
s=1
∑
ǫs=±
∫
(̂
ξ
(s)
Λ
)−1(
Γ
(s)
ǫs
)∂τθks(λ, τ) ln
[
1−e2iπǫs Lξ̂
(s)
Λ
(τ)
]
·
dτ
2iπL .
It then remains to invert the operator. The remainder is easily seen to be a O(L−2) by means of an application of
Watson’s lemma what allows one to recover the expansion (A.1).
Finally, going back to the definition (A.9) of q̂ (s)± and (A.6) of q̂ (s), one can deduce from the asymptotic
expansion (A.1) that
q̂ (k)± ± q̂
(k) =
−1
L ·
(
p̂ (k)
)′(
± q̂ (k)
) · {Ψ̂(± q̂ (k) | { ˆλ(s)p˜(s)a } ; {ˆλ(s)h˜(s)a }
)
+
1
2
Ẑ
(
± q̂ (k)
)
· (κ− n)
}(k)
+ O
( 1
L2
)
. (A.12)
A.2 Several identities satisfied by the dressed phase
In this subsection we derive various identities that are satisfied by the dressed phase. These will appear useful
in later computations.
Lemma A.1 The dressed charge and phase matrices satisfy the differential identities
∂µΦks(λ, µ) = Rks(λ, µ) ∂λΦks(λ, µ) = −Rks(λ, µ) +
r∑
ℓ=1
∑
ǫℓ=±
ǫℓRkℓ
(
λ, ǫℓq(ℓ)
)
· Φℓs
(
ǫℓq(ℓ), µ
) (A.13)
and
∂λZks(λ) = Rks(λ, q(s)) − Rks(λ,−q(s)) − r∑
ℓ=1
∑
ǫs,ǫℓ=±
ǫsǫℓ Rkℓ
(
λ, ǫℓq(ℓ)
)
Φℓs
(
ǫℓq(ℓ), ǫsq(s)
)
. (A.14)
Moreover, the dressed charge and the resolvent enjoy reflection properties
Φks(λ, µ) + Φsk(µ, λ) =
r∑
ℓ=1
∑
ǫℓ=±
ǫℓΦℓk
(
ǫℓq(ℓ), λ
)
Φℓs
(
ǫℓq(ℓ), µ
) (A.15)
and
Rkℓ(λ, µ) = Rℓk(µ, λ) , Φks(λ, µ) = −Φks(−λ,−µ) . (A.16)
Proof —
The two differential identities satisfied by the dressed phase matrix are obtained by differentiating the linear
integral equations fulfilled by the matrix entries and integrating by parts, using the fact that the bare phases are
functions of difference of arguments only. The derivative of the dressed charge matrix (A.14) can be computed
by means of (A.13) and (1.46). The identity (A.16) relative to the resolvent is obtained by a direct inspection of
the Neumann series representation for the resolvent and by using that ∂µθkℓ(λ, µ) = ∂λθℓk(µ, λ). As for the second
identity, one invokes the integral representation
Φkℓ
(
λ, µ
)
= θkℓ
(
λ, µ
)
−
r∑
s=1
q(s)∫
−q(s)
Rks(λ, ν)θsℓ(ν, µ) · dν (A.17)
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and uses the symmetry properties of the bare phase. Finally, the identity (A.15) is obtained by introducing the
function
fks(λ, µ) = Φks(λ, µ) + Φsk(µ, λ) (A.18)
and computing its partial λ and µ derivatives by means of (A.13). This shows that
fks(λ, µ) =
r∑
ℓ=1
∑
ǫℓ=±
ǫℓΦℓk
(
ǫℓq(ℓ), λ
)
Φℓs
(
ǫℓq(ℓ), µ
)
+ cks . (A.19)
However, owing to (A.16), it holds fks(λ, µ) = − fks(−λ,−µ) what implies that cks = 0.
In the case of rank one models, Slavnov [69] identified the mechanism which gives rise to a quadratic identity
satisfied by the dressed phase. The latter allows one to find a closed expression for the inverse of the dressed
charge in terms of the dressed phase. We establish a generalisation of this identity below, hence giving rise to the
Proposition A.2 The inverse of the matrix
Zkℓ ≡ Zkℓ
(
q(k)
)
= δkℓ + Φkℓ
(
q(k),−q(ℓ)
)
− Φkℓ
(
q(k), q(ℓ)
) (A.20)
takes the form[
Z−1
]
kℓ
= δkℓ − Φkℓ
(
q(k),−q(ℓ)
)
− Φkℓ
(
q(k), q(ℓ)
)
. (A.21)
Proof —
Starting from the integral representation (A.17) for dressed phase matrix and using the symmetry properties
of the bare phase θkp(λ, µ) = θpk(−µ,−λ) = −θpk(µ, λ), one gets that
δ = Φkℓ
(
λ,−µ
)
− Φℓk
(
µ,−λ
)
+ Φkℓ
(
λ, µ
)
+ Φℓk
(
µ, λ
)
=
r∑
s=1
q(s)∫
−q(s)
{
− Rks(λ, ν)θsl(ν,−µ) + Rℓs(µ, ν)θsk(ν,−λ) − Rks(λ, ν)θsℓ(ν, µ) − Rℓs(µ, ν)θsk(ν, λ)
}
=
r∑
s=1
q(s)∫
−q(s)
{
− Rks(λ, ν)θℓs(µ,−ν) + Rℓs(µ,−ν)θks(λ, ν) + Rks(λ, ν)θℓs(µ, ν) + Rℓs(µ, ν)θks(λ, ν)
}
. (A.22)
Re-expressing bare phase in terms of the dressed phase and of the resolvent by means of (A.17) one observes that
the quadratic terms in the resolvent kernel cancel out so that one gets
δ =
r∑
s=1
q(s)∫
−q(s)
{
− Rks(λ, ν)Φℓs(µ,−ν) + Rℓs(µ,−ν)Φks(λ, ν) + Rks(λ, ν)Φℓs(µ, ν) + Rℓs(µ, ν)Φks(λ, ν)
}
=
r∑
s=1
q(s)∫
−q(s)
∂ν
{
Φks(λ, ν)Φℓs(µ, ν) − Φks(λ, ν)Φℓs(µ,−ν)
}
· dν
=
r∑
s=1
∑
ǫs=±
ǫs
{
Φks
(
λ, ǫsq(s)
)
Φℓs
(
µ, ǫsq(s)
)
+ Φks
(
λ,−ǫsq(s)
)
Φℓs
(
µ, ǫsq(s)
)} (A.23)
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where we used the first equation given in (A.13). Specialising to λ = q(k) and µ = q(ℓ) one gets the identity
Φkℓ
(
q(k),−q(ℓ)
)
− Φℓk
(
q(ℓ),−q(k)
)
+ Φkℓ
(
q(k), q(ℓ)
)
+ Φℓk
(
q(ℓ), q(k)
)
=
r∑
s=1
{
Φks
(
q(k), q(s)
)
Φℓs
(
q(ℓ), q(s)
)
− Φks
(
q(k),−q(s)
)
Φℓs
(
q(ℓ),−q(s)
)
+ Φks
(
q(k),−q(s)
)
Φℓs
(
q(ℓ), q(s)
)
− Φks
(
q(k), q(s)
)
Φℓs
(
q(ℓ),−q(s)
)} (A.24)
which is all that one needs to check that the matrix Mkℓ = δkℓ − Φkℓ
(
q(k),−q(ℓ)
)
− Φkℓ
(
q(k), q(ℓ)
)
satisfies
M ·Z = Ir .
A.3 The large-L expansion of energies and momenta
Given a functions f (k) holomorphic in a neighbourhood of [−q(k) ; q(k)] consider the sums
SΛ
[ f ] = r∑
s=1
N(k)
Λ∑
a=1
f (s)(λ(s)a ) . (A.25)
By repeating the steps outlined in the derivation of the non-linear integral equation satisfied by the counting
function one recasts SΛ
[ f ] in the form
SΛ
[ f ] = L r∑
s=1
q̂ (s)∫
−q̂ (s)
f (s)(τ)
(
p̂ (s)(τ)
)′
dτ + S(0)[ f ] + δSΛ[ f ] (A.26)
where δSΛ
[ f ] = O(L−1) and
S(0)
[ f ] = r∑
s=1
q̂ (s)∫
−q̂ (s)
f (s)(τ)
{
∂τΨ̂
(s)(τ | {ˆλ(ℓ)
p˜(ℓ)a
}
;
{
ˆλ
(ℓ)
h˜(ℓ)a
})
+
1
2
[
Ẑ
′(τ) · (κ − n)
](s)}
· dτ
+
r∑
s=1
ǫs
q̂ (s)ǫs∫
ǫsq̂ (s)
f (s)(τ)∂τ p̂(s)(τ) · dτ +
r∑
s=1
{ n˜(s)p∑
a=1
f (s)(ˆλ(s)
p˜(s)a
)
−
n˜
(s)
h∑
a=1
f (s)(ˆλ(s)
h˜(s)a
)}
. (A.27)
Owing to
∣∣∣̂q (s) − q(s)∣∣∣ = O(L−2), one can replace q̂ (s) by its L → +∞ limit without altering the form of the
asymptotic expansion up to O(L−1). After some algebra, one recasts S(0)[ f ] in the form
S(0)
[ f ] = − r∑
s=1
∑
ǫs=±
ǫsF(s)[ f ](ǫsq(s)) [Zt · κ − n2 ](s) +
r∑
s=1
{ n˜(s)p∑
a=1
U(s)[ f ]( ˆλ(s)
p˜(s)a
)
−
n˜
(s)
h∑
a=1
U(s)[ f ](ˆλ(s)
h˜(s)a
)}
+ O
(
L−1
)
where
F(k)[ f ](λ) = f (k)(λ) − r∑
s=1
q(s)∫
−q(s)
Rks(λ, ν) f (s)(ν) · dν (A.28)
34
and
U(s)[ f ](λ) = F(k)[ f ](λ) − r∑
ℓ=1
∑
ǫℓ=±
ǫℓF(ℓ)[ f ](ǫℓq(ℓ))Φℓs(ǫℓq(ℓ), λ) . (A.29)
In order to obtain the first terms in the large-L expansion of the momenta and energies of the eigenstates one
should observe that
∑
ǫs=±
ǫsF(s)[p0]
(
ǫsq(s)
)
= 2
r∑
ℓ=1
p(ℓ)
(̂
q(ℓ)
)[
Z−1
]
sℓ (A.30)
while
F(k)[p0]
(
λ
)
= p(k)(λ) −
r∑
ℓ=1
∑
ǫℓ=±
p(ℓ)
(̂
q(ℓ)
)
Φkℓ
(
λ, ǫℓq̂ℓ
) (A.31)
so that, owing to (A.15), U(s)[p0]
(
λ
)
= p(s)(λ). The situation with the dressed energy is even simpler since, by
construction ε(± q(s)) = 0 so that U(s)[ε0](λ) = F(s)[ε0](λ) = ε(k)(λ). In order to obtain (1.35)-(1.36), it remains
to invoke (A.7).
B Proof of Proposition 3.1
The work [8] provided a determinant based representation for the scalar product Sβ
(
Υβ,Λ
)
that was introduced
in (3.1). For the intermediate calculations that we ought to carry out below it is convenient to agree upon the
following re-parametrisation of the sets Λ = {{λ(a)k }N(a)Λk=1 , a = 1, 2} and Υβ = {{µ(a)k }N(a)Υk=1 , a = 1, 2}. In what
concerns the variables of the first type we set
λ
(1)
a − i
c
2
= uBa and µ
(1)
a − i
c
2
= uCa for a = 1, . . . , N ≡ N
(1)
Λ
= N(1)
Υ
, (B.1)
whereas, in what concerns the variables of the second type,
λ
(2)
a − ic = vBa and µ
(2)
a − ic = vCa for a = 1, . . . , M ≡ N
(2)
Λ
= N(2)
Υ
. (B.2)
Within such a re-parametrisation, we are precisely in the normalisation adopted in [8]. The latter is slightly
more adapted for dealing with the large-size formulae that ought to be handled in the course of the proof. We start
with the representation
Sβ
(
{uCa }
N
1 , {v
C
a }
M
1 | {u
B
a }
N
1 , {v
B
a }
M
1
)
= f (vC , uC) · f (vB, uB) · t(vC , uB) · ∆′N(uC)∆N(uB)
× ∆′M(vC)∆M(vB) · h2(vC , uB) · h(uB, uC) · h(vB, vC) · detN+M[N] . (B.3)
In addition to the functions that were already introduced in the course of the statement of the conclusion of the
proposition, we also need to define
t(x, y) = −c
2
(x − y) · (x − y + ic) , ∆N(u
C) =
N∏
j<k
g(uCj , uCk ) and ∆′N(uC) =
N∏
j>k
g(uCj , uCk ) . (B.4)
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The function g appearing above reads
g(x, y) = ic
x − y
. (B.5)
Finally the matrix N reads, in its block decomposition subordinate to a splitting in respect to the two types of
roots u and v,
N =
 eβt
(
uBk , u
C
j
)
+ t
(
uCj , u
B
k
)
V11
(
uBk
)
eβt
(
vCk , u
C
j
)
V12
(
vCk
)
t
(
vBj , u
B
k
)
V21
(
uBk
)
t
(
vBj , v
C
k
)
+ κt
(
vCk , v
B
j
)
V22
(
vCk
)  =
 N (11)
(
uCj , u
B
k
)
N (12)
(
uCj , v
C
k
)
N (21)
(
vBj , u
B
k
)
N (22)
(
vBj , v
C
k
)  .
(B.6)
Above, we have introduced four shorthand notations
V11(λ) =
f (vB, λ)h(uC , λ)h(λ, uB)
f (vC, λ)h(uB, λ)h(λ, uC) V12(λ) =
h(λ, uC)h(vC , λ)
h(λ, uB)h(vB, λ) (B.7)
V21(λ) = [V12(λ)]−1 V22(λ) = f (λ, uC)h(vC, λ)h(λ, vB)f (λ, uB)h(vB, λ)h(λ, vC) . (B.8)
Let A be the (N + M) × (N + M) matrix written in block form
A =
(
A(11) 0N×M
A(21) A(22)
)
(B.9)
where we agree upon
A(11)k j =
1
uCj − u
B
k
N∏
s=1
(
uCj − u
B
s
)
N∏
s=1
, j
(
uCj − u
C
s
) , A(21)k j =
N∏
s=1
(
uCj − u
B
s
)
N∏
s=1
, j
(
uCj − u
C
s
) (B.10)
and finally
A(22)k j =
N∏
s=1
(
vBj − v
C
s
)
N∏
s=1
, j
(
vBj − v
B
s
) · ×
 ic ·
(
vBj − v
C
k
)−1 k , M
1 k = M
. (B.11)
It is readily seen that
det
N+M
[
A
]
=
(
ic
)M ∆N(uC)∆M(vB)
∆N
(
uB
)
∆M
(
vC
) · g\
(
vC , vCM
)
g
(
vB, vCM
) . (B.12)
It is easy to derive, with the help of contour integrals, the sum identities
N∑
j=1
−c2(
x − uCj
)
·
(
x − uCj ± ic
) ·
N∏
s=1
(
uCj − u
B
s
)
N∏
s=1
, j
(
uCj − u
C
s
) · 1(uCj − uBk )α =
∓ic(
x − uBk ± ic
)α N∏
s=1
{ x − uBs ± ic
x − uCs ± ic
}
±
icδα,1δx,uBk
N∏
s=1
(
uBk − u
C
s
) ·
N∏
s=1
,k
(
uBk − u
B
s
)
± ic
1 − δx,uBk(
x − uBk
)α · N∏
s=1
{
x − uBs
x − uCs
}
. (B.13)
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There, we assume that α ∈ {0, 1} and that the parameters uBa and uCa are all generic. In particular, setting α = 0
yields
N∑
j=1
−c2(
x − uCj
)
·
(
x − uCj ± ic
)
N∏
s=1
(
uCj − u
B
s
)
N∏
s=1
, j
(
uCj − u
C
s
) = ±ic
N∏
s=1
{
x − uBs
x − uCs
}
∓ ic
N∏
s=1
x − uBs ± ic
x − uCs ± ic
. (B.14)
Finally, a similar identity involving the v-like variables reads
M∑
j=1
−c2(
x − vBj
)
·
(
x − vBj ± ic
) ·
M∏
s=1
(
vBj − v
C
s
)
M∏
s=1
, j
(
vBj − v
B
s
) · 1(vBj − vCk )α =
∓ic(
x − vCk ± ic
)α M∏
s=1
{
x − vCs ± ic
x − vBs ± ic
}
±
icδα,1δx,vCk
M∏
s=1
(
vCk − v
B
s
) ·
M∏
s=1
,k
(
vCk − v
C
s
)
± ic
1 − δx,vCk(
x − vCk
)α · M∏
s=1
{ x − vCs
x − vBs
}
. (B.15)
A little algebra yields the identities necessary for computing the matrix products relative to the lines arising in
the upper block:
N∑
j=1
A(11)k j N
(11)(uCj , uBℓ ) = +[eβ−V11(uBℓ )]δkℓ ·g
(
uBk , u
C)
g\
(
uBk , u
B) − ic· h
(
uB
ℓ
, uB
)
h
(
uB
ℓ
, uC
) ·
{
eβ
uB
ℓ
− uBk + ic
+
1
uBk − u
B
ℓ
+ ic
·
f (vB, uB
ℓ
)
f (vC , uB
ℓ
)
}
(B.16)
and similarly
N∑
j=1
A(11)k j N
(12)(uCj , vCℓ ) = eβich(v
C , vC
ℓ
)
h(vB, vC
ℓ
)
{
1(
vC
ℓ
− uBk
) · f
(
vC
ℓ
, uC
)
f (vC
ℓ
, uB
) − 1(
vC
ℓ
− uBk + ic
)} . (B.17)
Above, we agree that in the product g\(uBk , uB) one should omit the index a = k which produces a singular term,
namely
g\
(
uBk , u
B)
=
N∏
a=1
,k
g
(
uBk , u
B
a
)
. (B.18)
Very similar manipulation yield the identities necessary for computing the matrix products relative to the lines
arising in the bottom block:
N∑
j=1
A(21)k j N
(11)(uCj , uBℓ ) = ic h
(
uB
ℓ
, uB
)
h(uB
ℓ
, uC
) ·
{ f (vB, uB
ℓ
)
f (vC , uB
ℓ
) − eβ
}
(B.19)
and similarly
N∑
j=1
A(21)k j N
(12)(uCj , vCℓ ) = eβich
(
vC , vC
ℓ
)
h(vB, vC
ℓ
) ·
{ f (vC
ℓ
, uC
)
f (vC
ℓ
, uB
) − 1
}
. (B.20)
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Finally, one gets that
M∑
j=1
A(22)k j N
(21)(vBj , uBℓ ) = ic h(uBℓ , u
B)
h(uB
ℓ
, uC)
{( ic
uB
ℓ
− vCk − ic
)1−δkM
−
( ic
uB
ℓ
− vCk
)1−δkM
·
f (vB, uB
ℓ
)
f (vC , uB
ℓ
)
}
(B.21)
and similarly, for k = 1, . . . , M − 1
M∑
j=1
A(22)k j N
(22)(vBj , vCℓ ) = −[1 − eβV22(vCℓ )]δkℓ · ic · g
(
vCk , v
B)
g\
(
vCk , v
C)
− ic ·
h(vC , vC
ℓ
)
h(vB, vC
ℓ
) ·
{
ic
vCk − v
C
ℓ
+ ic
+
eβic
vC
ℓ
− vCk + ic
·
f (vC
ℓ
, uC
)
f (vC
ℓ
, uB
)
}
(B.22)
whereas, for k = M, one has
M∑
j=1
A(22)M j N
(22)(vBj , vCℓ ) = ic · h
(
vC , vC
ℓ
)
h(vB, vC
ℓ
) ·
{
1 − eβ ·
f (vC
ℓ
, uC
)
f (vB
ℓ
, uB
)
}
. (B.23)
Upon recasting the entries of the matrix AN with the help of these identities, we simplify its determinant by
factoring
ic ·
h(uB
ℓ
, uB
)
h(uB
ℓ
, uC
) (B.24)
out of all u-type columns and the terms
ic ·
h
(
vC , vC
ℓ
)
h
(
vB, vC
ℓ
) (B.25)
out of all v-type columns. This leads to
det
N+M
[
AN
]
=
(
ic
)N+M
·
h
(
uB, uB,
)
h
(
vC , vC
)
h
(
uB, uC
)
h
(
vB, vC
) · detN+M[B] (B.26)
in which the matrix B given in block form
B =
(
B(11)
(
uBk , u
B
ℓ
)
B(12)
(
uBk , v
C
ℓ
)
B(21)
(
vCk , u
B
ℓ
)
B(22)
(
vCk , v
C
ℓ
) ) (B.27)
has its block entries given by
B(11)
(
uBk , u
B
ℓ
)
= (ic)−1 ·
[
eβ − V11
(
uBℓ
)]
δkℓ ·
f (uB
ℓ
, uC
)
f\(uB
ℓ
, uB
) − eβ
uB
ℓ
− uBk + ic
−
1
uBk − u
B
ℓ
+ ic
·
f (vB, uB
ℓ
)
f (vC , uB
ℓ
) (B.28)
in what concerns the (u, u) block, whereas the (u, v) block reads
B(12)
(
uBk , v
C
ℓ
)
= eβ ·
{
1
vC
ℓ
− uBk
·
f (vC
ℓ
, uC
)
f (vB
ℓ
, uB
) − 1
vC
ℓ
− uBk + ic
}
. (B.29)
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Above, we made use of the same convention as in (B.18) relatively to f\(uB
ℓ
, uB
)
. Finally, for k = 1, . . . , M − 1, the
(v, u) and (v, v) blocks are given by
B(21)
(
vCk , u
B
ℓ
)
=
ic
uB
ℓ
− vCk + ic
− eβ + f (vCk , uBℓ ) · f
(
vB, uB
ℓ
)
f (vC , uB
ℓ
) (B.30)
B(22)
(
vCk , v
C
ℓ
)
=
[
1 − eβV22
(
vCℓ
)]
δkℓ ·
f (vB, vC
ℓ
)
f\(vC , vC
ℓ
) + eβf (vC
ℓ
, vCk
) · f
(
vC
ℓ
, uC
)
f (vC
ℓ
, uB
) −
{
ic
vCk − v
C
ℓ
+ ic
+ eβ
}
(B.31)
whereas, at k = M we have
B(u)
(
vCM, u
B
ℓ
)
= B
(v)
1
(
vCM , v
C
ℓ
)
= 1 − eβ . (B.32)
We then subtract the last column of B from all the others. Upon factorising the diagonal elements, we do get
that
det
N+M
[
B
]
=
1 − eβ
(ic)N ·
f (vB, vC \ {vCM}) f (uB, uC)
f\(vC , vC \ {vCM}) · f\(uB, uB) ·
(
eβ−V11
(
uB
))
·
(
1−eβV22
(
vC \{vCM}
))
det
N+M
[
IN+M + ÛvCM
] (B.33)
where the block decomposition of the matrix Ûθ takes the form
Ûθ =

2iπResω′=uB
ℓ
(
Û
(11)
θ
(
uBk , ω
′)) 2iπResω′=vC
ℓ
(
Û
(12)
θ
(
uBk , ω
′))
2iπResω′=uB
ℓ
(
Û
(21)
θ
(
vCk , ω
′)) 2iπResω′=vC
ℓ
(
Û
(22)
θ
(
vCk , ω
′))
 (B.34)
and f\ means the product where all coinciding elements between the first and second argument of f are omitted.
The block entries of the matrix Ûθ are given in terms of four auxiliary kernels. The ones of the first block
column read
Û
(11)
θ
(
ω,ω′
)
=
(2iπ)−1
1 − e−βV11
(
ω′
) f (ω′, uB)f (ω′, uC)
{[ 1
θ − ω + ic −
1
ω′ − ω + ic
]
−
[
e−β
ω − ω′ + ic ·
f (vB, ω′)
f (vC, ω′) + 1θ − ω ·
f (θ, uC)
f (θ, uB)
]}
(B.35)
Û
(21)
θ
(
ω,ω′
)
=
(2iπ)−1
eβ − V11
(
ω′
) f (ω′, uB)f (ω′, uC)
{
f (ω,ω′)· f
(
vB, ω′
)
f (vC , ω′) − e
β
f (θ, ω) ·
f (θ, uC)
f (θ, uB) + icω′ − ω + ic + icω − θ + ic
}
(B.36)
whereas those of the second block column are given by
Û
(12)
θ
(
ω,ω′
)
=
eβ · (−2πc)−1
1 − eβV22
(
ω′
) f (vC , ω′)f (vB, ω′) ·
{
1
ω′ − ω
·
f (ω′, uC)
f (ω′, uB) − 1θ − ω ·
f (θ, uC)
f (θ, uB) + 1θ − ω + ic − 1ω′ − ω + ic
}
(B.37)
Û
(22)
θ
(
ω,ω′
)
=
(−2πc)−1
1 − eβV22
(
ω′
) f (vC , ω′)f (vB, ω′) ·
{
eβ
f (ω′, ω) · f
(
ω′, uC
)
f (ω′, uB) − e
β
f (θ, ω) · f
(
θ, uC
)
f (θ, uB) + icω − θ + ic − icω − ω′ + ic
}
.
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(B.38)
The determinant occurring in the rhs of (B.33) is readily recast into the Fredholm determinant of the operator
id + Ûθ, with Ûθ being of finite rank and acting on the contour
Cu,v = Γ
(
{uBa }
N
1
)
∪ Γ
(
{vCa }
M
1
)
. (B.39)
More precisely, one has that
det
N+M
[
IN+M + UvCM
]
= det
Cu,v
[
id + ÛvCM
]
(B.40)
where the block decomposition of the kernel Ûθ(ω,ω′) in respect to the splitting of the integration contour given
in (B.39)
Ûθ =
 Û
(11)
θ
(
ω,ω′
)
Û
(12)
θ
(
ω,ω′
)
Û
(21)
θ
(
ω,ω′
)
Û
(22)
θ
(
ω,ω′
)
 . (B.41)
Hence, by putting together all the terms, one is led to
Sβ
(
{uC}, {vC} | {uB}, {vB}
)
= (1 − eβ) · h
(
vC , vCM
)
h(vB, vCM) · f
(
vC , uB ∪ uC
)
× f (vB, uB ∪ vC) · f (uB, uC) · (eβ − V11(uB)) · (1 − eβV22(vC \ {vCM})) · det
Cu,v
[
id + ÛvCM
]
. (B.42)
Thus, upon implementing the afore-discussed correspondence between the variables (u, v) and those corresponding
to real valued solutions to the Bethe equations, one is led to the claim. Finally, observe that instead of choosing the
Mth line in the second block, one could have chosen any other. This entails that one can, in fact, do the substitution
vCM ֒→ v
C
a in the above formula.
C Main definitions for S U(3) invariant XXX model
For the S U(3) invariant XXX model, we use the following functions
g(x, y) = ic
x − y
, f (x, y) = x − y + ic
x − y
, k(x, y) = x − y + ic/2
x − y − ic/2 , (C.1)
t(x, y) = −c
2
(x − y + ic)(x − y) , h(x, y) =
x − y + ic
ic
. (C.2)
We also introduce the short hand notation for u = {u j, j = 1, ..., N}, v = {v j, j = 1, ..., M} and any function f of
two variables
f (x, u) =
N∏
j=1
f (x, u j) , f (u, v) =
N∏
j=1
M∏
k=1
f (u j, vk) , f\(u, u) =
N∏
j,k
f (u j, uk) (C.3)
as well as for g given in (C.1)
∆N(u) =
N∏
j<k
g(u j, uk) and ∆′N(u) =
N∏
j>k
g(u j, uk) . (C.4)
We also define the XXX bare phase and momentum
ϑn(ω) = 12iπ ln
( ic/n + ω
ic/n − ω
)
and p(1)0;XXX(ω) =
i
2π
ln
( ic/2 + ω
ic/2 − ω
)
. (C.5)
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