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１．まえがき
ニューラルネットワーク（NeuralNetworks：ＮＮ）は，パターン認識，クラスタリング；診断システム，
関数近似，時系列予測，適応制御などの知的処理の分野で広く利用されている3'’')。現在最も多く利用さ
れているニューラルネットワークは，バックプロパゲーション（BackpropagationBP）学習則を利用した
教師あり学習によるフィードフォワードネットワークであるが，そのネットワーク構造として層数，中間層
のユニット数，および諸パラメータを決定しなければならない。ニューラルネットワークの初期設定は研究
者各自の経験や勘を頼りに設定しているのが現状である。問題の規模に応じた最良なネットワークを構築
するためには，何度も試行錯誤を繰り返す必要があり，大変煩わしい作業である17,14)。このような煩まし
い状況を解決するための手法として，ネットワーク構造を遺伝的アルゴリズム(GeneticAlgorithm:ＧＡ)を用いて最適化する方法'2)が提案されているが，大規模な問題を扱う場合多大な処理時間を必要とする。
最近，自己生成ニューラルネットワーク（selfLgeneratingneuralnetworks:ＳＧＮＮ）’5)がネットワーク設
計の容易さのために注目を集めている。ＳＧＮＮはKohonenの自己組織化地図（selfLorganizingmaps:ＳＯＭ）
7)を拡張したものであり，競合学習（competitivelearning）により自己生成ニューラル木（selfLgenerating
neuraltree：ＳＧＮＴ）を生成する。ＳＧＮＮのような動的ニューラル木ネットワークはＲａｃｚら'o)やＬｉら8）
により提案された。これらは安定性と可塑性を兼ね備えているため，ニューラルネットワークの学習にお
ける問題点として知られている安定性-可塑性ジレンマ2)が存在しない。しかしながら，ＲａｃｚらやＬｉらに
よって提案された手法は学習係数などのパラメータに非常に敏感であり，パラメータの設定により得られる
解の質が大幅に変化する')。
ＳＧＮＴアルゴリズムは訓練データ集合から直接ニューラル木を自動的に生成するため，パラメータの設
定は必要なく，我々は訓練データを与えてやるだけでよい。このＳＧＮＴアルゴリズムは基本的に階層型クラ
スタリングアルゴリズムであるため，分類やクラスタリング問題に関しては他のニューラルネットワークよ
りも高速に学習を行い，優れた結果を示すことが知られている16,4)。しかしながら，教師あり学習のＢｐ法
に比べ，解の精度はすべてが良いというわけではない5)。そこで我々は，未学習テストデータに対する解の
精度（汎化誤差）を改善するための－手法として，ＳＧＮＮの高速な処理能力を利用した複数のＳＧＮＮによ
るアンサンブル自己生成ニューラルネットワーク（EnsembleSelfLGeneratingNeuralNetworks：ＥＳＧＮＮ）
を提案した6)。ニューラルネットワークは与えられた訓練データを用いて学習を行い，未知のデータに対し
てもその期待出力の近似値を算出することができる。ここで，未学習データに対する適応能力のことを汎化
能力と呼ぶ。ＥＳＧＮＮでは，ノンパラメトリックで動的に生成されるＳＧＮＴの構造は与えられる訓練デー
タの提示順に依存することに着目し，訓練データより構成する訓練実例ベクトルの提示'１頂をランダムに入
れ換えることにより複数のＳＧＮＴを生成させ，テストデータに対する全ＳＧＮＴの出力値の平均値をネット
ワーク出力とすることにより汎化能力の改善を行う。
本論文では，ベンチマーク問題として与えられているＭＯＮＫ，s'3)，cancerとCard9)の分類問題に適用
した場合のＥＳＧＮＮの汎化能力改善特性を分析するため，アンサンブルに使用するＳＧＮＴの数と分類率の
改善特性に関する評価実験を行う。更に，ＥＳＧＮＮと既存のＢＰＨＩを用いた階層型ＮＮとの比較実験を行
う。実験結果より，ＥＳＧＮＮは入力訓練データを与えるのみで分類問題に関して高速な学習を行い，アンサ
ンブル効果によりすべての問題に対して汎化能力を改善可能であることがわかった。
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2．ＳＧＮＴの構成法
ＳＧＮＴの構成法は，競合学習に基づく教師なし学習法であり，与えられた入力訓練データを順次木構造
内に配置する階層型クラスタリングアルゴリズムである。ＳＧＮＴを構成する基本素子となるニューロンを
図ｌに示す。ＳＧＮＴ内の一つのニューロンｎＪは，子孫内に含まれる葉の個数c，，重みベクトルTDjを内
蔵している。更に，ｎＪに直結するｍｊ個の子ニューロンとの結合リンクし,(s＝１，…,ｍｊ）をもつ。ここ
で，重みベクトルTDjは入力訓練データベクトルｅｊの集合ＥをＳＧＮＴ内に写像するための変数である。
ＳＧＮＴは根（root），葉（leaf)，根と葉の問に存在するノードにニューロンが割り当てられ，枝（edge）
としてリンクが各ノードに存在する。任意のニューロンｎＪに対する親ニューロンを〃par，競合学習によ
り選択されたニューロンを、…と呼ぶ。入力訓練データベクトルｅｊをＳＧＮＴの根に入力し，競合学習に
よりｅｉの配置位置を決定する。すなわち，ｅｉと、ｐａｒの子として連結されているニューロンｎＪの重みベ
クトルu，ｊとの距離。(eMDj）を計算し，最短距離となるニューロンを勝者ニューロン〃…とする。
｡(ei,ｕＭ")＝ｍｉｎｄ(e,,ulj）
』
(1)
ここで，ノー１，…,１Ｖ，ﾉｰﾉ(j,｡『)‘（s＝1,…,ｍｐ”）であり，ノＶは訓練データ総数を，ｍｐｑγは,､p･『に対
する子ニューロン総数を表す。距離測度。(e`,u，ji）はユークリッド距離を用いる。
(2)｡(e，,TDj)＝
ここで，α(α＝1,…,Ａ)はＡ次元訓練データベクトルｅ`，または重みベクトルu,ｊ中の各要素を表す変
数である。ニューロンｎＪの重みｕ)ｊｑの修正には，次式を用いる。
“…,｡+57÷ＴＩ…"）（３）
式(3)Ｉま，ＳＯＭにおける近傍関数が１/(cj＋1）の場合と一致する。
従来の木構造ニューラルネットワークの手法10,8)では，近傍関数の初期値を任意に設定し，繰り返し学
習するにつれて単調減少させる。近傍関数の初期設定値の差異|こより最終的に得られる木構造は変動する。
一方，ＳＧＮＮでは勝者ニューロン以下に属する訓練データの期待値を自動的に逐次制御することにより，問
題の規模，複雑度に応じて木構造を構築する。
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図１ニューロンの構造
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ＳＧＮＴ生成手順を以下に示す。
ＳＧＮＴ生成手順
Step０．Ｅ＝{e`｝（ｊＥﾉV)を読み込み，提示順序を決定する（以後，ｅｉの添字ｉは提示１１頂を表すb)。し
きい値⑫０，距離速度。(e`,u，j）を設定する。
Step1．ＳＧＮＴの根となるニューロン、，を生成し，入力訓練データｅ，を、，の重みT､，に格納（T､，←ｅ,）
し，Ｃｌ＋－１とする。更に，訓練データｅ２を、ｌに入力，、…←、１，，ｐａｒ←、ｌとし，Step3へ。
Step２.ｅｊを〃j,｡『に入力，、pα『の子ニューロンに対し式(1)を用いて〃…を決定，，刎冗決定後，式
(3)を用いて〃ｐａｒの重みｕ,ｐａｒの修正を行い，Ｃｌ,αパーcpQr＋１とする。以下の条件を満たす場合，
nmuin←、ｐａｒとし，Ｓｔｅｐ３へ。
。(e帆吻｡「)＜ｄ(e#,u，…） （４）
式(4)を満たさず，ｃ…≠１ならば，、par←、…とし，同様の作業を繰り返す。
Step３．ｃ…＝１ならば，新たな葉ｍｊを生成（Cj←１，ulj←ｕ，…）し，ｕ，…を式(3)を用いて修正，
ｃ…←c…＋１，，…とｎＪを連結。ノーｊ＋ｌｏ
Ｓｔｅｐ４、次の条件を満たす場合，新たな葉ｎＪを〃…の子として生成（c’十－1,2,Ｊ←ｅｉ）し，、ｊを、…に連結。
。(ed,ｕＭ")＞（ （５）
ノーｊ＋１，ｊ←ｊ＋１とし，に１Ｖならば終了。ｉ≠ﾉＶならば，、par←、，とし，Ｓｔｅｐ２へ。
ＳＧＮＴは全訓練データを一度提示することで学習を終了するため，何度も訓練データを提示し学習を行う
ＢＰ法に比べ非常に高速である。生成されたＳＧＮＴの各葉には実際の訓練データが格納され，未学習デー
タに対する分類に用いる。テストも訓練と同様に競合学習によりＳＧＮＴの根から勝者ニューロンを再帰的に決定し，対応する葉のもつクラス情報をテストデータの属するクラスとする。また，ＳＧＮＮの記憶容量を押えるためのしきい値（は０とし，全訓練データを葉に組み込む。
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ＳＧＮＮは高速学習と大規模問題への適用可能性の優れた特性があるが，分類精度はＢＰ法のような教師あり学習が実装されるフィードフォワード型ネットワークに比べ劣る。そこで我々はＳＧＮＮの高速学習特性を利用し，与えられた訓練データからより高い分類精度を引き出すため，Ｋ個のＳＧＮＴによるＥＳＧＮＮ
を考える。ＳＧＮＴの構造は学習中に動的に変化する。ＳＧＮＴアルゴリズムはＳＧＮＴにすべての訓練データ
が加えられた後にＳＧＮＴの構造を決定する。異なる構造をもつＳＧＮＴは訓練データの入力順を入れ換える
ことで生成される。
図２に訓練過程におけるＫ個のＳＧＮＴによるアンサンブルＳＧＮＮを示す。図２のように，各エキス
パートは訓練データの提示順をランダムに入れ換えるための，，shufHer，，が存在する。訓練データｅｉａ(j＝1,2,…,/V;α＝1,2,…Ａ)を要素とする集合Ｅが各エキスパートに入力される。ここでＡはデータの入力次元数であり，各分類問題の属性数を表す６‘`shufIler,，により各ＳＧＮＴに提示される訓練データの順序が入
れ換えられ，ＳＧＮＴアルゴリズムにより，Ｋ個の異なる構造をもつＳＧＮＴが個別に生成される。
図３にテスト過程におけるＫ個のＳＧＮＴによるＥＳＧＮＮを示す。テスト過程において，Ｍ個からなるテストデータの集合ＴはこのＥＳＧＮＮに入力される。各出力ベクトルｏｋｅＪＷはテストデータＴに対するエキスパートＡの出力値を意味する。このＥＳＧＮＮの出力は各エキスパートの出力の平均を次のように計算する：
。=会か （６）
A＝１
本論文では，２値の分類問題IここのＥＳＧＮＮを使用する。ここで，出力が０５以上であればクラス１，０．５未満であればクラス０と判断する。
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4．実験実施要領
ＳＧＮＮの性能を分析するために適用した分類問題と比較のために使用した既存のＢＰＨＩを用いた階層型
ニューラルネットワークの設定，実験実施要領について述べる。
4.1分類問題
分類問題として，入力データが離散値であるベンチマーク問題ＭＯＮＫ，s'3)，ベンチマーク問題集probenl9）
の中から，入力データが実測実数値であるcancer，離散値，実数値の混合したデータをもつＣａｒｄを用い
る。すべて２つのカテゴリーに分類する問題でそれぞれ３セット用意されている。
ＭＯＮＫ，sl3)は六つの異なる属性をもつロボットの分類問題で，各属性の要素の組み合わせにより，三種
類の問題がある。各属性値に対応する要素を表１に示す。
・問題Ｍ１：（頭の形＝体の形）または（ジャケットの色＝赤)。４３２個の全パターン中，訓練入力信
号として124個がランダムに選ばれている。雑音は入っていない。
・問題Ｍ：６つの属性中２つが最初の要素の値をもつ。４３２個の全パターン中，訓練入力信号として
169個がランダムに選ばれている。雑音は入っていない。
・問題Ｍ３：(ジャケットの色が緑で剣を持っている）または（ジャケットの色が青ではなく体の形が人
角でない)。432個の全パターン中，122個がランダムに選ばれている。訓練入力信号中に５％の誤分
類を含む。
表１ＭＯＮＫ，ｓにおける六つの属性値
z,：頭の形Ｅ丸，四角，八角
〃2：体の形Ｅ丸，四角，八角
ｚ３：笑っているＥはい，いいえ
〃4：持っているＥ剣，風船，旗
z5：ジャケットの色ｅ赤，黄，緑，青
z6：ネクタイをしているＥはい，いいえ
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各問題の難易度を比較すると，－次のオーダーであるＭ３が最も易しい問題である。次に，Ｍ１は(頭の
形＝体の形)の部分を学習するために二次のオーダーの関係があるのでやや難しい。そして，最も難しい
のはＭ２である．Ｍ２は正しいクラスに属しているかどうかを示すた`めに，６つの全属性値を調べなければ
ならない。
cancer，Card9)もパターン分類問題である。cancerは，乳がん細胞に対して，それが良性腫瘍である
か悪性腫瘍であるかを９つの属性より分類する。全データ数699個中，入力訓練データは350個，テスト
データを残りのデータから任意に174個選んである。Ｃａｒｄは顧客に対してクレジットカードを認可してよ
いかどうかを５１個の属性から分類する。訓練データ中に５％の誤分類を含む。全データ数690個中，入力
訓練データは345個，テストデータを残りのデータから任意に172個選んである。それぞれ３つの問題が
あるが，訓練データとテストデータがランダムに組み替えられたものである。
４２ＢＰニューラルネットワークの諸設定
ＳＧＮＮのアンサンブル効果を既存の学習則と比較するために，バックプロパゲーション（Backpropagation：
ＢＰ）による実験を行う。ＢＰＮＮでは，ＭＯＮＫ，s，cancer，Ｃａｒｄの各問題に対して，入力層，中間層，出
力層の３層構造のネットワークを用いる。なお，入力層，中間層に常に１を入力するしきい値学習用ユニッ
トを1つ備えている。中間層ユニットの数を１０，学習係数りを１．２，ゲイン係数ｅをｌとし，入出力関数
にシグモイド関数を用いる。学習収束条件として平均二乗誤差（MeanSquaredError：MSE）がＥＳＧＮＮ
と同程度となるまでとする。但し，ＭＳＥが局所解に到達してしまい収束しない場合を考慮し，学習回数の
上限を５０００回とする。
４３実験実施要領
以下，実験実施要領について述べる。まず訓練実例データをＫ個のＮＮに学習させる。次に学習終了後
のＮＮにテストデータを入力したときの出力値を算出し，Ｋ個のアンサンブルＮＮの平均出力より全体の出
力値を決定し，全テストデータを提示した後に分類率を求める。ここで，分類率は，次のように定義する。
分類率(%)=正'二二二雲二：寿数Ⅱ＠ （７）
最後に訓練・テスト終了後総処理時間を求める。ここで，Ｋの数をＳＧＮＮに関してｌから１００まで２０組
(１，２，３，４，５，６，７，８，９，１０，１５，２０，２５，３０，３５，４０，４５，５０，７５，１００)とし，ＢPNNに関しては
１と１０の２組とする。各試行回数は５０回とする。本実験は，ＣＯＭＰＡＱＤＥＳＫＰＲＯ（IntelPentiumll
450MHz）を使用し，アルゴリズムはすべてＣ言語で実装している。
5．実験結果
ＥＳＧＮＮの汎化能力を分析するために，分類問題のベンチマーク問題の中から典型的な９つの問題を使
用した。表２に使用した分類データを示す６全問題は２値分類問題である。各分類問題に対し，ＥＳＧＮＮと
単一ＳＧＮＮおよび代表的なニューラルネットワーク学習則であるＢＰとそのアンサンブルモデルによる分
類精度と処理時間を比較した。
図４（a)，（b)，（c）にＭＯＮＫ，Ｓの３つの問題，cancerの３つの問題，Ｃａｒｄの３つの問題に対するアン
表２使用した分類データ。＃Ｄａｔａ‐データ数（訓練データ数，
テストデータ数），Ｔｙｐｅ-属性タイプ，＃Ａ‐属性数
Ｎａｍｅ #Ｄａｔａ ＃ＡＴｙｐｅ
Ｍ１４３２(124,432）６discrete
ＭＯＮＫ，ｓＭ２４３２(169,432）６ discrete
Ｍ３４３２(122*,432）６ discrete
cancer 699(350,174）９Continuous
Ｃａｒｄ 690＊(345,172）５１mixed
＊：included5％misclassification
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表３分類率（％）の比較
ＫＭ１ Ｍ２Ｍ３CancerlCancer2Cancer3CardlCard2Card３
ＳＧＮＮ
ＥＳＧＮＮ
ＥＳＧＮＮ
ｌ
ｌＯ
ｂｅｓｔ
80.6
86.4
87.8
71.2
72.5
736
８３．８
８８．０
８８．５
９５．８
９７．４
９８０
9４．９
９５．６
９５．８
９４．５
９５．２
９５．７
75.7
76.7
77.0
７６．３
７７．９
７８．８
71.2
71.8
724
ＢＰＮＮ
ＥＢＰＮＮ
１
Ⅲ 78.9
79.5
7３．９
７６．９
８１．６
８２．８
9６．３
９７．６
94.2
93.9
9５．２
９５．３
8２．５
８５．８
77.7
79.8
7９．９
８１．０
表４処理時間（sec､）の比較
ＫＭ１ ＭｂＭ３CancerlCancer2Cancer3CardlCard2Card３
ＳＧＮＮ
ＥＳＧＮＮ
ＥＳＧＮＮ
ｌ
ｌＯ
ｂｅｓｔ
006
0.63
3.13
００８
０．７８
２．７３
0０６
０．６５
１．９５
０．１２
１．２７
４．２５
０．１２
１．２９
１２．５６
０１２
１．２４
８９２
０．４６
４．６２
２．７８
0．４４
4.40
33.10
０４４
４．４６
１５．５８
ＢＰＮＮ
ＥＢＰＮＮ
１
ｍ 0．０７
０６６
６．１５
６１４６
0．２６
２．５５
２．３１
２３．１３
２．０８
２０．８３
１．３４
１３４４
７０４
７０４３
１１．４３
１１４．２５
２．８６
２８．６４
改善能力は２から１０までのＳＧＮＴが最も効果的に得られている。２０以上のＳＧＮＴのＥＳＧＮＮでは，分
類率がほぼ収束してしまう。以上の結果より，分類率の改善効果，および処理時間から判断して，アンサン
ブルに使用するＳＧＮＴの数は10個から２０個が妥当であると考えられる。
表３に単一ＳＧＮＮ（Ｋ＝１），単一ＢPＮＮ（Ｋ＝１），ＥＳＧＮＮ，アンサンブルＢPＮＮ（EBPNN）によ
る分類率の比較を，表４に処理時間の比較を示すｂＥＳＧＮＮに関して，１０個の場合と２０種類のアンサンブ
ル数の中で最高の認識率を算出したときの結果を，EBPNNに関して１０個の場合の結果を示すｂすべての
結果は各試行回数５０回の平均を示している。
表３，表４より，単一のSGNN/BPNNよりもアンサンブルを計算した方が処理時間を犠牲に分類率が向
上しているが（BPNNのCancer2以外），単一ＳＧＮＮとＢＰＮＮ，１０個のＳＧＮＮとＢＰＮＮを用いたアン
サンブルモデルを比較すると，すべての場合でＳＧＮＮを用いた方が高速であることがわかる。Ｍ１,Ｍ２,Ｍ３
に関して，Ｍ２の結果は単一ＢＰＮＮの分類率に比べ劣るが，短時間で精度を近づけることができ，Ｍ,，Ｍ３
においては単一ＳＧＮＮでも単一ＢＰＮＮよりも高い分類率を得られているが，更に’0個のＥＳＧＮＮにより
１０個のアンサンブルＢＰＮＮに比べ短時間で高い分類率を得られている。cancerの問題に関しては，単一
のＳＧＮＮでも９５％近くの高い分類率を示しているが，１０個のアンサンブルSＧＮＮにより単一のＢＰＮＮを
計算するより短時間で分類率を高めることができ，１０個のアンサンブルを計算したＢPNNとも同程度かそ
れ以上の分類率が得られている。Ｃａｒｄに関して，Card１，Card3についてはＳＧＮＮはＢＰＮＮには及ばな
いが，Card2に関しては１０個のアンサンブルＳＧＮＮにより単一のＢＰＮＮよりも短時間でＢＰＮＮと同程
度の分類率を得ることができる。
表３，表４において，太字で示している結果は１０個のＥＳＧＮＮと単一のＢＰＮＮの比較である。９問中６
問でＥＳＧＮＮが単一のＢＰＮＮよりも高い，もしくは同等の分類率が得られ，９問中６問でＥＳＧＮＮが単一
のＢＰＮＮよりも短い処理時間となっている。
6．むすび
本論文では，分類精度を改善するためのＥＳＧＮＮの性能分析を行った。実験結果より，ＥＳＧＮＮは９問中
6つの問題に対して代表的なニューラルネットワーク学習則であるＢＰよりも短時間に分類率を改善可能で
あることがわかった。ＢＰでも同様にアンサンブル効果が期待できるが，それには多大な処理時間を必要と
する。故に，ＥＳＧＮＮは短時間で複数のアンサンブルを取ることができ，ＢＰによるフィードフォワード型
ニューラルネットワークと同程度の分類率を算出可能なシンプルで汎化能力のあるニューラルネットワーク
の－手法であるといえる。
ＥＳＧＮＮの問題点は，訓練データが大量に存在する場合，記`億容量が不足するおそれがあることがあげら
れる。更に，アンサンブルに使用するＳＧＮＮの数に比例して処理時間を費やす。そこで，これらの問題を
解決するためには並列計算機を用いた並列分散処理が有効であると考えられる。今後，ＭＩＭＤ型の並列計
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算機を用いてＥＳＧＮＮの各ＳＧＮＮを各プロセッサに割り当てて並列分散処理を行う予定である。各ＳＧＮＮ
は同一の訓練データ集合からＳＧＮＴアルゴリズムによって自動的に学習を行うため，理想的な並列効率が
期待される。
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CharacteristicsoflmprovingGeneralizationCapabilityof
EnsembleSelfLGeneratingNeuralNetworks
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SelfLgeneratingneuralnetworks(SGNNs)havethefeaturesofthesimplicityonnetworksdesignand
thefastprocessingbyautomaticallyconstructingselfLgeneratingneuraltree(SGNT)fromagiventrain-
ingdataset・WehaveproposedensembleselfLgeneratingneuralnetworks（ESGNNs）toimprovethe
generalizationcapabilityfbrclassiHcationproblems、ＴｈｅＥＳＧＮＮｉｓｃｏｍｐｏｓｅｄｏｆｐｌｕｒａｌＳＧＮＴseach
ofwhichisgeneratedbyshufHingtheorderofthegiventrainingdataindependently，ａｎｄｔｈｅｏｕｔｐｕｔ
ｏｆｔｈｅＥＳＧＮＮｉｓａｖｅｒａｇｅｄａｌｌｏｕｔｐｕｔｓｏｆｔｈｅＳＧＮＴｓ・Inthispaper，weinvestigatethecharacteristics
ofimprovinggeneralizationcapabilityofESGNNscomparingwiththestandardbackpropagation(BP）
method、ＯｕｒｒｅｓｕｌｔｓｓｈｏｗｔｈａｔＥＳＧＮＮｓａｒｅｃｏｍparabletothestandardBPmethodlesscomputation
time．
