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ABSTRACT 
In the firs t two chapters of this paper we characterize Green ' s 
relations in various semigroups of continuous functions . 
i 
In the third chapter we use the above characterizations in an 
investigation of the functions contained in H- classes of idempotents . 
In the fourth chapter we look at semi group homomorphisms ~ for 
which the functions f and ~(f) are always in the same Green ' s 
class . 
In the fifth chapter we extend the preceding results to a few 
semigroups of binary relations . 
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INTRODUCTION 
The fundamental ai m of this paper is to find characterizations of 
Green ' s relations in various semigroups of functions and then to use 
these characterizations for investigating two additional topics . One 
is the relationship of H-classes, idempotents , and pseudo- idempotents 
(formal definitions are given in the main body of the text; sketches 
of definitions will be given in the following paragraphs for the 
purposes of this introduction), and the second is the existence of 
certain types of semi group homomorphisms . 
Given a topological space X, there are at least four semigroups 
of functions readily available . We will let SeX) be the semigroup of 
all continuous functions from X to X under ordinary composition; 
Sl (X) the subsemigroup of all one - to- one functions in S(X); Q(X) 
the semigroup of all continuous functions whose domains are open 
subsets of X (depending upon the function); and Ql (X) the subsemi-
group of all one-to- one functions in Q(X) . We note that Q(X) can 
be thought of as the smallest semigroup containing Ql (X) and SeX) , 
while Ql (X) n SeX) = Sl (X) , giving a simple lattice structure . The 
semigroups Ql (X) and SeX) with X discrete are investigated by 
CI ifford and Preston in [ 3; Chapters 2 and 7J and by Ljapin in [1 0J. 
Theorems on S eX) can also be found in Kim [ 9 J. 
Besides the semigroups just mentioned , other arise fairly naturally . 
If Y is a topological subspace of X , we can form sex, Y) , the 
semigroup of all functions in SeX) which map Y into Y The 
semigroups sex, Y) are called restrictive semigroups by Magi I I in [ll J. 
I~ 
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If X and Yare arbitrary topological spaces and p : Y + X is a 
continuous function, we can form the semigroup sex, p, Y) which 
consists of the continuous functions from X into Y under the 
mUltiplication fog = fpg . If Y = X we write sex , p). The 
semigroups sex , p) and sex, p , Y) were discussed by Magi I I in [ 13J . 
In Chapter 1 we formulate definitions and lemmas which will be 
used throughout the text . Other definitions and lemmas, which will be 
needed only in specific areas, will be introduced later as the need 
arises. 
In Chapter 2 we present characterizations of Green ' s relations in 
SeX), Sl (X), Q(X) , Ql (X) ,and sex, Y) for various choices of X and 
Y . A number of counter-examples are given in this chapter to show 
that certain characterizations which are true for one semigroup are 
false for another. 
In Chapter 3 we introduce the concept of a pseudo-idempotent in 
various contexts . Whereas an idempotent in SeX) , and in many other 
semigroups, is a function which is the identity on its image, a 
pseudo-idempotent is by definition a funct ion which satisfies the 
weaker requirement that it be a permutation on its image. This 
definition of pseudo-idempotency in SeX) is based on the content of 
Theorem 2 . 10 of [ 3J and Theorem 3 . 1 of the present work . The 
definition in SeX) then serves as a model for the definition ln 
other contexts. The aim of this chapter is to find semigroups in 
which H-classes that contain an idempotent or pseudo-idempotent 
consist of pseudo-idempotents (and other semigroups in which this state 
of affairs does not pertain). 
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Let G be one of the Green ' s relations and consider the equivalence 
classes determined by G , called G- classes . In Chapter 4 we 
investigate the existence of semigroup homomorphisms ~ for which f 
and ~(f) are always in the same G-class . Since H-classes are the 
smallest classes , the results on ~ are the strongest in this case . 
Some results are also given for other G- classes. Chapters 3 and 4 are 
independent of each other , but both depend heavily on Chapters 1 and 2. 
Due to the order in which we treat the various topics in this 
paper, results concerning SeX) occur along with results on Sl eX) 
QeX) ,and Ql eX) and strictly before results on sex, Y) and 
sex, p, Y) It is then to be observed that some of the results on 
sex) are immediate corollaries of analogous results for s ex, y) or 
s ex, p , Y) . But we will proceed in the given order, rather than 
treating SeX) results simply as corollaries of sex , Y) or sex, p , Y) 
results, because sex , Y) and sex , p, Y) represent mutuaZZy 
independent generalizations of SeX) , and it seems more natural and 
more economical to treat SeX) first . The results in the SeX) case 
then facilit ate both the sex, Y) and sex, p, Y) arguments, which 
are independent of each other . 
In Chapter 5 we extend some of the previous results on semigroups 
of functions to a few semigroups of binary relations . 
Definitions, Lemmas, Propositions , and Theorems will be numbered 
independently . For instance , Lemma 2.4 will be the fourth lemma of the 
second chapter while Theorem 2 . 4 will be the fourth theorem . 
Corollaries will be identified by a direct reference to the result from 
which they follow ; for instance, Corollary to Lemma 3 . 19. 
I 
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CHAPTER 
BASIC DEFINITIONS AND LEMMAS 
In this chapter we shall introduce notation, definitions, and 
lemmas which will be used throughout the text. Many of the definitions 
will be copies or direct extensions of those in [3J . One major 
exception to the notational conventions in [3J is the fact that 
composition of functions will be written in topological-analytic order: 
Cfg)Cx) = f(gCx)} . As a result of this choice of notation the 
concepts of left and right in this work will be the mirror image of 
left and right in [3J while agreeing with the usage in [11J-[15J and 
[23J-[26J. 
DEFINITION 1 . 1 . 
a. Dom Cf) denotes the domain of a function f , and ImCf) 
denotes the range or image of f. Here we avoid using the 
single letters D and R for domain and range because each 
of these letters will denote a Green's relation. 
b . i denotes the identity functiori on all of a given space X. 
c . x denotes the constant function which maps all of a given 
space X to the point x . 
d . CA denotes the complement of a set A , and B\A denotes 
the complement of A relative to B 
e . IA I denotes the cardinality of a set A . 
In the next definition we list the semigroups of continuous 
ftlnctions which will be considered throughout the next three chapters . 
We will not treat differentiabZe functions in this paper . For some 
results on differentiable functions see [24J-[26J. 
DEFINITION 1 . 2 . Let X be an arbitrary topological space . 
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a . Q(X) denotes the semigroup of all continuous functions f 
such that Domef) is some open subset of X and Imef) is 
contained in X . Multiplication is ordinary composition of 
functions In the order indicated above: efg)(x) = f(g(x)) . 
Here Dom(fg) is the set of all x for which f(g (x)) makes 
sense, that is, g-l(Dom(f)) , which is clearly an open set . 
b. Ql(X) denotes the subsemigroup of all one -to-one functions 
in QeX) . 
c . SeX) denotes the subsemigroup of all functions f E Q(X) 
for which Dom(f) = X . 
d . Sl eX) denotes the subsemigroup of all one - to-one functions 
in SeX) , and thus Sl eX) = Ql ex) n sex) . 
e . If Y is a subspace of X, then sex, Y) denotes the 
subsemigroup of all functions f E SeX) for which fey) C Y . 
f . Let p E S eX) Then sex, p) denotes the semigroup of all 
functions in SeX) , with multiplication defined by the 
formula fog = fpg 
g . Let Y be an arbitrary topological space, and let p be a 
continuous function such that Dom(p) = Y and Imep) c X 
Then s ex, p, Y) denotes the semigroup of all continuous 
functions f such that Dom(f) = X and Im(f) c Y , with 
mUltiplication defined by the formula fog = fpg . 
Mult iplicat ion in S(X, p) and S(X, p, Y) will always be 
written with the circle between the factors: fog . Juxtaposition 
will always denote ordinary composition . 
In the preceding definition when X is discrete, S(X) is the 
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full transformation semigroup investigated in Section 2 . 2 of [3J, and 
Ql (X) is the semigroup of partial transformations presented on page 
29 of volume 1 of [3J and page 47 of volume 2 . When X is discrete 
and finite, Sl(X) is of course the group of permutations on X . 
In the next definition we list the topological spaces which will 
play the roles of X and Y in Definition 1.2 . 
DEFINITION 1 . 3. 
a. D is a discrete space of n points . 
n 
b . Doo is an infinite discrete space. 
c . CF is an infinite cofinite space (see [6J, where such 
spaces are called finite complement spaces) . A set A c CF 
is closed if and only if A = CF or A is finite . 
d. WN is a cocardinal space (the full definition, given in [15J, 
will be written out in the next chapter) . 
e . P is the set { a} u {l /n}n=l,2, ... with the topology of the 
reals . 
!--
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f. PN is P u {n} 
n=2,3, .. . with the topology of the reals . 
g. I is the closed unit interval [0, lJ . 
h. R is the real line . 
i. C is the unit circle in the plane . 
We now turn our attention to semi group ideals generated by functi ons . 
These ideals are the basis for the definition of Green's relations, and 
Green's relations are the fundamental concept underlying the present 
work. The following definition can be found on pages 5 and 6 of volume 1 
of [3J . 
DEFINITION 1.4 . Let T be a semigroup of functions. For each 
f E T we define the Zeft, right, and two- sided ideaZs generated 
by f as follows : 
L (n = {a • f I a E T} u {f} 
R(f) = {f • bib E T} u {f} 
J(f) = {a . f • b a E T, bET} u {f} , 
where the raised dot indicates multiplication in T . 
When T contains an identity element, the singleton {f} is 
automatically included in the first set on the right-hand side of the 
defining equations given above, and thus L(f) = {a • f} , 
R(f) = {f • b} , and J(f) = {a • f • b} The semigroups in parts 
a-e of Definition 1 . 2 have the identity function as the identity 
element of the semigroup . The semigroups in parts f-g of Definition 1.2 
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do not in general contain an identity element . In such a semigroup 
the singleton If} is not in general contained in {a 0 f}, {f 0 b} 
or {a 0 fob} . 
Green ' s relations on a semigroup are defined by Green in [ 7J, and 
In section 2 . 1 of [ 3J . Let G be one of the Green ' s relations H 
L, R, D, or J We write the equivalence class of f under G as 
Gf We shall speak of the classes Gf as G-classes . If g E Gf 
we also write fGg For instance, fLg and L = L and f E L f g g 
and g E Lf all mean the same thing . While the sets L(n and Lf 
are in general distinct, it is clear that L(n = L(g) if and only if 
L = L f g , with similar statements holding for R and J 
Our first three lemmas are quite obvious, but they will be written 
out in detail because they indicate the method by which many Green ' s 
relations will be calculated . In all of the lemmas of this chapter, 
X is an arbitrary topological space . 
LEMMA 1 . 1. Let T be a subsemigroup of Q(X) containing the identity 
function 1- The foLLowing conditions are equivaLent 1-n T: 
1) L (n C L (g) ~ 
2) f E L (g) ~ 
3) f = bg for some bET . 
Proof . 1 + 2 . By definition f E L(f) , and thus f E L(g) by 
condition 1) . 
2 + 3. Since L(g) = {bg I bET} , the result is clear. 
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3 + 1 . L(f) = {sf I sET} = {sbg I sET} c {tg I t E T} = L(g) . 
LEMMA 1 . 2 . Let T be a subsemigroup of Q(X) containing ~ The 
following conditions are equivalent in T: 
1) R(f) c R(g) ~ 
2) fER (g) ~ 
3) f = ga for some a E T . 
By symmetry arguments we obtain the following corollary to Lemmas 
1.1 and 1 . 2 . Explicit reference to this result will not be made every 
time that it is used in subsequent calculations . 
LEMMA 1. 3 . Let T be a subsemigroup of Q(X) containing i The 
following equivalences hold in T 
1) L(f) = L(g) if and only if Lf = L if and only if f = bg g 
and g = af for some a and b in T . 
2 ) R(f) = R(g) if and only if Rf = R if and only if f = ga g 
and g = fb for some a and b in T . 
3) J(f) = J(g) if and only if J - J if and only if f = agb f - g 
and g = cfd for some a, b , c ~ and d ~n T . 
The following definition incorporates the definition of TIf found on 
page 51 of volume 1 of [ 3J . 
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DEFINITION 1.5. 
a. Let X be fixed. If T is a semigroup of functions such 
that Dom (f) = X for each f E T , then TIf = TI means that g 
for arbitrary x and y ~n X we have 
fCx) = fCy) if and onZy if gCx) = gCy) . 
b . If T is a semigroup of functions ~n which DomCf) depends 
on f , then TI - TI means that f - g 
Dom Cf) = Dom Cg ) 
and for arbitrary x and y in DomCf) = Dom(g) we have 
fCx) = fCy) if and onZy if g Cx) = g(y) . 
DEFINITION 1 . 6 . 
a. Let f be a function which is one-to-one on a subset 
A C DomC!) Then f* denotes the pointwise inverse of f 
on fCA) . The set A will be indicated by the context . 
The function f* is not in general a member of the semigroup 
to which f belongs . 
b . Let T be a semigroup of functions such that DomCf) c X 
and Im(f) c X for each f E T A function u E T is said 
to be a unit if Dom (u) = Im(u) = X , u is one-to-one, and 
u* E T . 
The concepts described in Definitions 1 . 5 and 1 . 6 are basic to the 
study of the Green ' s relations Land R , as illustrated by the 
following two lemmas . 
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LEMMA 1.4 . Let T be a subsemigroup of Q(X) containing i Let 
u be a unit in T Then f=ug+L = L + TTf = TT f g g 
Proof. Suppose f = ug Then g = u*f , and therefore Lf = L g 
by Lemma 1. 3 . 
Now suppose Lf = Lg Then f = bg and g = af by Lemma 
1 . 3 . It is then clear that Dom(f) = Dom(g) and that f(x) = fCy) 
if and only if g(x) = g(y) 
LEMMA 1 . 5. Let T be a subsemigroup of Q(X) containing ~ Let 
v be a unit in T Then f = gv + Rf = Rg + Im(f) = Im(g) 
The implications in the preceding two lemmas are not in general 
equivalences. Chapter 2 will concentrate primarily on determining 
whether the implications are in fact equivalences in some specific 
semigroups . We formulate the following definition to provide 
appropriate terminology . 
DEFINITION 1 .7. Let T be a semigroup of functions. 
a. T is said to be an L u semigroup if for arbitrary f and 
g in T we have 
unit u E T . 
= L g if and only if f = ug for some 
b . T is said to be an LTT semigroup if for arbitrary f and 
g in T we have = L g if and only if 
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c . T lS said to be an R semigroup if for arbitrary f and V 
g in T we have Rf = R if and only if f = gv for some g 
unit V E T . 
d. T is said to be an R . semigroup if for arbitrary f and 1"m 
g in T we have Rf = R if and only if Im(f) = Im(g) g 
If we let T in the preceding definition be SeX) with X 
discrete, then Lemma 2 . 5 of [3J says that T is an R. semigroup, 1"m 
while Lemma 2 . 6 of [ 3J says that T is an LTI semigroup . 
If T lS a subsemigroup of Q(X) , then in order to show that 
is LTI we first assume that TI f = TI and try to produce a function g 
b E T such that f = bg By symmetry we then have L = L f g The 
following lemma provides the first steps in the construction of b . 
LEMMA 1. 6. Suppose TIf = TIg . We define a function b on Im(g) 
by the formula bey) = f(x) where y = g(x) . The resulting 
function b is well-defined. one- to- one. and satisfies f = bg 
If f and g are in Sex) where X is compact and Hausdorff. 
then b is continuous on Im(g) . 
Proof. The fact that b is well- defined is shown in Lemma 2 . 6 of 
[1] . To see that b is one-to-one, suppose that bey) = b(z) 
with y = g(x) and z = g(w) Then b (y) = f(x) = b(z) = f ew) 
Since TI = TI and f(x) = few) , we see that g (x) = g (w) , f g 
T 
that is, y = z Thus b is one-to-one . It is clear that f = bg . 
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We now assume that f and g are in SeX) for some compact 
Hausdorff space X The proof that b is continuous on Im(g) 
will be written in sequence notation . Nets are needed for full 
generality, but the necessary changes are purely notational. The 
assumption that X is Hausdorff guarantees that limits are 
unique . Let Y
n 
-+ Y wi th Y = g (x ) 
n n 
and y = g(x) for some 
x and x . We have to show that b(y) -+ bey) , that is, 
n n 
f(x ) -+ f(x) Suppose to the contrary that f(x ) t f(x) . Since n n 
Im(f) is compact, there exists a subsequence {t} of {x} such 
that f(t) -+ r # f(x) 
m 
subsequence {s.} of 
'Z-
Since y = lim g (r n) = 
Since 
{t
m
} such 
lim g (8.) 
'Z-
, 
X lS compact, 
that s . -+ s 
'Z-
we have g(s) 
m n 
there exists a 
for some s E X 
= lim g (s .) = y = 
'Z-
Since 7T - 7T we then have f(s) = f(x) , and thus f(s .) -+ fex) f - g 'Z-
But then r = limf(t ) = limf(s.) = f(x) , which contradicts the 
m 'Z-
g(x) 
fact that r # f(x) . This contradiction shows that f(x) -+ fex) , 
n 
which is what we wanted to show . 
We note that even when Lemma 1.6 provides us with a continuous 
function b on Im(g) the question remains of whether b can be 
continuously extended to all of X. 
In Definition 1 . 7 it is possible that more than one of the stated 
properties will hold for a given semigroup . Accordingly we introduce 
semigroup . L -R . semigroup and L-R 
7T ~ u V 
These are the terms 
discussed in the next two lemmas . 
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LEMMA 1. 7 . Let T be a subsemigroup of Q(X) which is L -R. 
TI un 
and contains i Then fDg ~n T if and onZy if there exists 
a function pET which maps Im(g) injectiveZy onto Im(f) . 
Proof . Necessity . Suppose fDg Then there exists h E T such 
LEMMA 
that fLh and hRg , that is TIf = TIh and Im(h) = Im(g) . 
Since fLh we have f = ph for some p E T Clearly p is 
one-to-one on Im(h) = Im(g) since TIf = TIh Thus p maps 
Im (g) inject ively onto Im(!) 
Sufficiency . Suppose pET maps Im(g) injectively onto 
Im(!) . Let h = pg Then and Im(h) = Im(!) . 
Therefore gLh and hRf , so that fDg. 
1. 8 . Let T be a subsemigroup of Q(X) which is L - R u v 
Then fDg in T if and onZy if there exist units u and v 
such that f = ugv . 
Proof . Necessity. Suppose fDg . Then there exists h E T such 
that fLh and hRg , that is, f = uh and h = gv for units u 
and v in T . Clear l y f = ugv 
Sufficiency . Suppose f = ugv . Let h = gv . Then 
fLh and hRg , so that fDg . 
We proceed with some further definitions and lemmas concerning 
units in a semigroup of functions. We begin with a lemma on units and 
H-classes . 
15 
LEMMA 1. 9. In sex) and Sl (X) and sex, Y) 
and only if f i s a unit . 
we have f E H. 
1- if 
Proof . Sufficiency. Obvious . 
Necessity. Let f E H. , that is, f E L. and f E R . . 1- 1- 1-
Then Trf = Tr . and Im(f) = Im(i) , which means that f is 1-
one-to-one and onto . Since f E L . 1- we have 1- = gf for some 
We conclude that g = f* E T . 
The equation fg = 1- often turns up in an investigation of the 
g 
Green 's relations Land R. It is useful to know in this situation 
whether f and g must be units . In this regard we make the 
following definition . 
. 
DEFINITION 1.8 . Let X be fixed . Let T be a semigroup of functions 
such that Dom(f) c X and Im(f) c X for each f E T and 
multiplication is ordinary composition. We say that T is a 
factor- unit semigroup if the following conditions are sat i sfied: 
1) i E T , 
2) fg = i implies that f and g are units . 
It is easy to see that the second condition in the above definition 
is equivalent to : fg = unit implies that f and g are units . 
The basic relationship between Defintions 1 . 7 and 1.8 is 
described by the following lemma . 
LEMMA 1.10. Let T equal- sex) or Q(X) • If T 'Z-s an L u or 
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RV semigroupJ then T is also a factor-unit semigroup . 
Proof. Let fg = 'Z- We have to show that f and g are units. 
Suppose T is L 
u 
g E L(i) Thus L. 
'Z-
u Hence g is a 
supposition that T 
Since fg = i we have i E Leg) . 
= L and therefore g = U'Z- for some g 
unit and f = g* is also a unit. The 
is R 
V 
leads to the same conclusion . 
LEMMA 1.11. SlCX) is a factor- unit semigroup and is also an 
RV semigroup. If f* is continuous on ImCf) for each 
is an R. semigroup. 
'Z-m 
Clearly 
unit 
Proof . First suppose that fg = i Since f is clearly one-to- one 
and onto and f(Im(g)) = X , we see that Im(g) = X . Thus g is 
also one-to- one and onto . Therefore both f and g are units, 
so that Sl (X) is a factor-unit semigroup . 
To see that Sl (X ) is R , suppose that R = R Then V f g 
f = gb and g = fa , and thus f = fab Since f i s one-to-one , 
it follows that ab = 'Z- Consequently a and b are units by 
what we have jus t proved, so that Sl (X) is R V 
Finally , suppose that f* is always continuous on Im(f)· 
Let Im(f) = Im(g) . We have to show that Rf = Rg . By symmetry 
it suffices to show that g = fa for some a E Sl (X) We let 
a (x) = !*g(x) . 
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It turns out that we can establish results similar to those in the 
preceding lemma for the subsemigroup T of all onto functions in 
S eX) It is easy to show that T is a factor-unit semigroup and 
also L 
u We can show that T is an 
assumption that the function fg -1 is 
functions f and g in T for which 
is not in general a function, but -1 fg 
L semi group under the 
7T 
continuous for each pair of 
= 7T We remark that g 
is a function if 7T = 7T f g 
So we see that T consisting of the onto functions has properties 
is 
-1 g 
which are in some sense dual to the properties of Sl eX) consisting 
of the one-to-one functions. We shall not investigate this apparent 
duality any further in the present work . 
The following negative assertion will be useful in later 
counter-examples . 
LEHHA 1.12. Le t T be a factor - uni t semigroup . Suppose that there 
exist functions f and g in T such that Imef) = Imeg) J f 
is one-to-one J g is not one-to- one . 
semigroup. 
Then T is not an R . 
-z-m 
Proof. For the f and g in the hypothesis suppose that Rf = Rg 
Then f = ga g = fb f = fba Since f is one-to-one 
we see that ba = i Therefore a and b are units . Then 
g = fb is one-to-one, which is a contradiction . Thus 
1m (n = 1m (g) while Rf * Rg , and we see that T is not R . -z-m 
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DEFINITION 1 . 9 . By rank(f) we denote the cardinality of Im(f) . 
LEMMA 1.13. Let T be a subsemigroup of Q(X) containing i Then 
rank(f) = rank(g) if any of the following conditions is satisfied: 
1) 
2 ) 
3) 
4) 
1m (n = 1m (g) ~ 
'lTf = 'lTg ~ 
fDg ~ 
fJg 
Proof . It is clear that each of the first two conditions implies 
that rank (f) = rank(g) Since the third condition implies the 
fourth, we assume that fJg . Let f = agb Then 
rank (f) = rank(agb) S rank(gb) S rank(g) . By symmetry the ranks 
are equal. 
We note that if T in the preceding lemma is SeX) with X 
discrete, then by Lemma 2 . 8 and Theorem 2 . 9 of [ 3J we know that fDg 
if and only if fJg if and only if rank(f) = rank(g) . 
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CHAPTER 2 
GREEN'S RELATIONS IN SPECIFIC SEMI GROUPS OF FUNCTIONS 
The - aim of this chapter is to characterize Green ' s relations in 
those semigroups of functions which can be obtained by combining parts 
a-e of Definition 1 . 2 with Definition 1 . 3 . Each of the semigroups 
obtained in this fashion contains the identity function i as the 
identity element of the semigroup . 
Recall that by our choice of topological-analytic notation for 
composition of functions we have interchanged left and right as 
compared to the terminology in [3J. In Chapter 2 of [3J it is shown 
that in SeX) with X discrete we have the follpwing characterizations 
of Green's relations : 
1) L = L f g if and only if 7T = 7T f g that is, SeX) with X 
discrete 1S an L semigroup; 7T 
2 ) R = R f g if and only if Im(f) = Im(g) that is, SeX) with 
X discrete is an R . semigroup; 7..m 
3) J f = J if and only if rank(f) = 
rank(g) g 
4) D = J 
We begin our calculations by showing that the same characterizations 
of Green's relations are valid in Q(X) with X discrete . The empty 
function ~ is in Q(X) as well as in Ql (X) but in general we 
shall see that fG~ if and only if f = ~ , and thus ~ is in a 
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G-class by itself and can usually be ignored . Occasionally the wording 
of a proposit i on will have to mention the function ~ as a special case . 
PROPOSITION 2 . 1. Q(X) with x discrete if and only if 
Proof . Nece s s ity. Lemma 1 . 4 . 
Suff i ci ency. We define b on Im (g) as in Lemma 1 . 6 . Then 
b is in Q(X) and f = bg . By symmetry we have L = L f g 
PROPOSITION 2 . 2 . = R g in Q(X) with X discrete if and only if 
Im(f) = Im(g) . 
Proof . Necess ity . Lemma 1 . 5 . 
Sufficiency. Let y E Im(f) = Im(g) , with y = g(x) for 
some x . For each z E f - l(y) we let b(z) = x In this way 
we define b on Dom(f) It is clear that f = gb By symmetry 
we have 
PROPOSITION 2 . 3. fDg ~n Q(X) with X discrete if and only if 
rank(f) = rank(g) 
Proof . By virtue of the preceding two proposit i ons we can apply Lemma 
1 . 7 . It is then clear that fDg i f and only if rank (f) = rank(g) 
PROPOSITION 2 . 4 . In Q(X) with X discrete we have D = J . 
Proof . Suppose fJg . Then rank(f) = rank(g) by Lemma 1 .13, and 
therefore fDg by virtue of the preceding proposition . 
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We now see that the characterizations of Green's relations in sex) 
and Q(X) are identical for the case of di screte X . 
We turn our attention to one -to-one functions on a discrete space . 
We can show that the characterizations just presented also apply to 
PROPOSITION 2.5. L = L -z-n f g Ql (X) with X discrete if and only if 
TI f = TIg ~ that is~ Dom(f) = Dom(g) 
Proof . As in Proposition 2 . 1 . 
PROPOSITION 2 .6. -z-n with X discrete if and only if 
Im(f) = Im(g) 
Proof . Necessity. Lemma 1 . 5 . 
Sufficiency . Suppose Im(f) = Im(g) Then f = ga where 
a = g*f , and g = fb where b = f*g . 
PROPOSITION 2 . 7 . fDg -z-n Ql (X) with X discrete if and only if 
rank(f) = rank(g) ~ that is~ I Dom(f) I = IDom(g)1 
Proof . As in Proposition 2 . 3 . 
PROPOSITION 2 . 8 . In Ql(X) with X discrete we have D = J . 
Proof . As in Proposition 2 . 4 . 
The coincidence of Green ' s relations for SeX), Q(X) ,and Ql(X) 
with X discrete fails to carry through to the smaller semigroup 
51 (X) . In Sl(X) we have to treat the finite and infinite cases 
separately . 
Suppose that X is finite discrete, that is, 
Sl(D
n
) is the group of permutations on Dn 
X = D 
n 
Clearly 
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Each of the conditions Im(f) = Im(g) , and rank(f) = rank(g) 
is trivial in Sl(D
n
) . Therefore the characterizations given in 
Propositions 2 . 1 to 2 . 8 are seen to be trivially valid in this case. 
The equation Hf = Sl(Dn) in the preceding paragraph is equivalent 
to the statement that Sl(D
n
) is a group, as we see by the following 
lemma . 
LEMMA 2 . 1. Let T be a subsemigroup of Q(X) containing ~ The 
foUowing conditions are equivalent: 
= T for some f E T , 
2) T is a group, 
3) = T for each f E T . 
Proof. The result follows easily from Theorem 2.16 of [3J which was 
first proved by Green in [7J; the result also follows from Lemma 
1 . 9 of the present work . 
We now consider Sl(DoJ ' where Doo is an infinite discrete space . 
We will find that Sl(DoJ is not LTI ' and hence the previous 
characterizations of Green ' s relations do not all remain valid. 
PROPOSITION 2 . 9 . The following conditions are equivalent ~n Sl(DoJ 
1) 
2) 
Lf = L . g J 
Ie Im(f) I = Ie Im(g) I ~ 
3) f = ug for some unit u . 
Proof . 1 + 2 . Let f = bg . Then b maps e Im(g) injectively 
into e Im(f) . Therefore Ie Im(g)1 S Ie Im(f)1 . By symmetry 
the cardinalities are equal . 
2 + 3 . We define b on Im(g) as in Lemma 1 . 6 . Since 
Ie Im(f)1 = Ie Im(g)1 > the function b can be extended to a 
unit . 
3 + 1 . Lemma 1 . 4 . 
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PROPOSITION 2 . 10 . The following conditions are equivalent in Sl(DoJ 
2) Im(f) = Im(g) ~ 
3) f = gv for some unit v . 
Proof . The result follows immediately from Lemma 1 . 11 . 
A comparison of the second condi tions in the preceding two 
propositions shows that R c L in Sl(DoJ Therefore H = R c L = D . 
PROPOSITION 2 . 11 . In Sl(DoJ we have D = J . 
Proof . Suppose fJg . Let f = agb . Then the function a maps 
e Im(gb) injectively into e Im(f) , an d hence 
Ie Im(gb) I s Ie Im(!) I 
Ie Im(g)1 S Ie Im(gb)1 
Since Im(gb) C Im(g) we have 
Therefore Ie Im(g) I s Ie Im(!) I By 
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symmetry the cardinalities are equal . By Proposition 2 . 9 we have 
fLg , and thus fDg. 
As a result of Proposition 2 . 11 we see that H = R c L = D = J in 
Before turning to functions on non - discrete topological spaces, we 
will make a few more comments on SeX) wi th X discrete . Clearly 
S(DooJ is not a factor- unit semigroup , and thus by Lemma 1 . 10 it is 
meither L nor R But S(DnJ is a factor - unit semigroup . It is u v 
easy to show that S(D ) is L for any n , while S(D) is R if n u V 
and only if n S 2 For some results on SeX) where X is a TO 
space of four points, see [21J whi ch makes use of a computer program. 
We now begin our analysis of semigroups of functions on non-discrete 
spaces. The first such space which we will consider is CF , an infinite 
set with the cofinite topology (called the topology of f inite complements 
in [6J) . All constant functions f: CF + CF are continuous . A 
non-constant function f: CF + CF is continuous if and only if 
f-l(x) is a finite set for each x E CF . 
It is easy to see that S(CF) is not a factor-unit semigroup, for 
we can construct "shift" functions f and g which are not units but 
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which satisfy the equation fg = i Therefore by Lemma 1 . 10 we see 
that S(CF) is neither L nor R 
u V 
In the following propositions 
we show that the characterizations of Green ' s relations for S(V) and 
n 
S(VoJ listed at the start of this chapter are also valid for the case 
of S(CF) . 
PROPOSITION 2 . 12 . 
Proof . Suppose 
= L g 
1T = 1T f g 
S(CF) if and onZy if = 1T g 
If f and g are constant, then 
= L g = {constants} Assume that f and g are not constant . 
We construct b on Im(g) as in Lemma 1 . 6 . On C Im(g) we let 
b be one-to-one but otherwise arbitrary . Then b-l(x) consists 
of at most two points for each x , and hence b is continuous 
on all of CF . 
PROPOSITION 2 . 13 . = R g in S(CF) if and onZy if Im(!) = Im(g) . 
Proof. Suppose Im(f) = Im(g) . If f and g are constant, then 
f = g Assume that f and g are not constant . We want to show 
that f = gb for some b E S(CF) For each y E Im(!) = Im(g) , 
let y = g(z) for some z We define b(x) = z for each 
x E f- l (y ) Then b is defined on all of CF , and f = gb 
To see that b is continuous we have to show that b-l(x) is always 
finite. But if b- l(x) were infinite, then f-l(g(x» ) would also 
be infinite, contradicting the continuity of f· 
PROPOSITION 2 . 14 . In S(CF) we have J(f) = {constants} if f is 
constant~ and J(f) = SerF) if f is not constant . Hence J = J f g 
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if and only if rank(f) = rank(g) . 
Proof . If f is constant , the result i s obvious . If f is not 
constant , then rank(f) = ICFI 
h map Im(f) 
since is finite for each 
x E CF . Let 
on C Im(f) 
injectively onto CF , and let h 
Then hf be one-to-one and otherwi se arbitrary . 
onto . By Proposition 2 . 13 we have i E R(hf) c J(f) , so that 
J(f) = S(CF) . 
PROPOSITION 2 . 15 . In S(CF) we have D = J . 
is 
Proof . Suppose fJg . Then rank(f) = rank(g) as we have just seen . 
By virtue of Propositions 2 . 12 and 2 . 13 we can apply Lemma 1 . 7 , and 
we conclude that fDg . 
We note that if we delete the collection of constant functions from 
S(CF) , the preceding four propositions remain valid . The essential 
observation here is that S(CF) \ {constants} is a semigroup . The 
analogous statement i s not true for SeX) with X discrete , IXI # 2 . 
The semigroup Sl(CF) is isomorph i c to Sl (X) where X is a 
discrete space of cardinality equal to ICFI . The existence of the 
required isomorphism is an immediate consequence of the fact that all 
one-to-one functions f CF + CF are continuous . Therefore the Green's 
relations in Sl (CF) are the same as those descri bed in Propos i tions 
2 . 9 to 2 . 11 . 
We now consider semigroups of continuous functions on the cocardinal 
spaces WN . We use the definition of a cocardinal space given in [1 5J 
by Magi I I and Yamamuro : 
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DEFINITION 2 . 1 . Let W be a set and let N be an infinite cardinal 
number . One can topologize W by defining a subset H to be 
closed if and only if H = W or IHI S N . The resulting 
topological space will be referred to as a cocardinal space of 
order N and will be denoted by WN . 
Although cofinite spaces are compact , a cocardinal space WN is 
not compact unless W is finite, in which case WN is discrete . 
Despite this topological dissimilarity , the Green's relations on S(WN) 
admit the same characterizations as those on S(CF) because the 
propositions just presented for S(CF) remain valid for S(WN) if we 
replace the word "fi nite " with the phrase "of cardinality S N" and 
if we verify the follow i ng lemma . 
LEl1MA 2 . 2 . Let WN be a cocardinal space with N < I wi · If 
f E S(WN) is not constant, then rank (f) = Iwi . 
Proof . Suppose to the contrary that rank(f) - IIm(f)1 < Iwi Since 
W = Dom(f) = U f-l(y) and If-l(y)1 S N , we have 
YEIm(n 
IWI = I U f-l(y)1 S IIm(nl • N = max{ IIm(f)I , N} < IWI ' 
YEIm (f) 
which is a contradiction . Therefore IIm(f)1 = Iwi . 
Up to this point we have examined S eX) for X equal to Dn , 
Each time we have found that sex) is L -R . and 1T -z-m 
that D = J , where J = J f g if and only if rank(f) = rank (g) . It 
is worthwhi le to note that D is compact, Hausdorff, not connected ; 
n 
Doo is not compact, Hausdorff, not connected; CF is compact, not 
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Hausdorff, connected; and WN (when not discrete) is not compact, not 
Hausdorff , and connected . From these few simple examples it already seems 
reasonable to conclude that coincidence of Green ' s relations in SeX) 
is not going to tell us much about the topology of X . 
In the spaces whi ch we have exami ned so far , the concept of 
continuity of a function f was either trivial (X discrete) or 
depended solely on TIf (X equal to CF or WN ) · 
We now consider 
some spaces in which continuity is a geometric concept . 
Let P be the compact Hausdorff space {a} u {lin} n=1,2, ... 
with the metric topology inherited from the reals . We begin by presenting 
a few lemmas on continuity and rank of functions f: P + P . 
LEMMA 2 . 3. Let f be a function such that Dom(f) = P and Im(f) c P 
Then f is continuous if and only if f is continuous at 0 In 
particular~ f is continuous if there exists a neighborhood M of 
o such that fl is constant . M 
LEMMA 2.4 . Let f satisfy the preceding hypothesis . Suppose further 
that f is one- to- one . Then f is continuous if and only if 
f( 0) = 0 
Proof . Necessi t y . Suppose f is continuous . If f(O) # 0 , then 
there exists a neighborhood M of 0 on which f is constant. 
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Then f is not one-to- one, which is a contradiction . 
Sufficiency . Suppose f(O) = 0 . Let {x} be a sequence of 
n 
distinct points approaching 0 Since f is one-to-one, {f(x
n
)} 
is a sequence of distinct points , which therefore approaches O . 
Hence f is continuous at 0 , and is therefore continuous by the 
preceding lemma. 
LEMMA 2 . 5 . Let f E S(P) . Then f ~s of finite rank if and only if 
there exists a neighborhood M of 0 on which f is constant . 
In particular~ f is of finite rank if f(O) to . 
Proof . Necessity. Suppos~ that f is of finite rank . Then f(O) 
is isolated in Im(f) , and so there exists a neighborhood M of 
o such that f(M) = f(O) . 
Sufficiency. Suppose fl is constant. M Since C M is 
finite, f is of finite rank . 
We shall need the following lemma in order to guarantee the 
extendability of certain functions defined on subsets of P . 
LEMMA 2 . 6 . Let A c P and B c P be infinite subsets each containing 
o Let b be a one- to- one function defined on B such that 
b(O) = 0 and b(B) = A . Then b can be extended to an element 
of S(P) 
Proof . For x E C B we let b(x) = O . To see that the extended 
b is continuous, let 
neighborhood of 0 . 
x + 0 
n 
and let M be an arbi trary 
We have to show that b(x) 
n 
is eventually 
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in M . Since b maps C B into M and biB is one -to-one and 
C M is finite , b (x ) 
n 
is indeed eventually in M . 
We state the finite version of Lemma 2 . 6 without proof. 
LEI'1MA 2 . 7 . Let A c P and B c P be finite sets of equal caY'dinality. 
Let b be a one- to- one function defined on B such that b(B) = A . 
Then b can be extended to an element of S(P) 
We are now ln a position to show that S(P) is another 
semi group in which D = J . 
L -R . 
7T t-m 
2 . 16 . = L g PROPOSITION in S(P) if and only if 7Tf = 7Tg 
Im(g) as in Lemma Proof . 7T = 7T f g We construct b on Suppose 
1 . 6 . We know that b is one - to - one from Im(g) onto Im(f) · 
If rank(f) = rank(g) is finite, then Lemma 2 . 7 shows that bean 
be extended to an element of S(P ). If rank(f) = rank(g) is 
finite, then 0 E Im(f) n Im(g) by Lemma 2 . 5 and b(O) = 0 
Then by Lemma 2 . 6 we can extend b to an element of S(P) . 
PROPOSITION 2 . 17 . = R g in S(P) if and only if Im(f) = Im(g) . 
Proof. Suppose Im(f) = Im(g) . We consider two cases . 
Case 1. Suppose rank(f) is finite . We want to construct 
a function b E S(P) such that f = gb . For each y E Im(f) = Im(g) 
we select z such that y = g(z) . -1 For each x E f (y) we 
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let b(x) = z Since rank (f) is f inite , Lemma 2 . 5 guarantees 
the existence of a neighborhood M of 0 such that f(M) = f(O) 
Then b(M) = b(o) , and thus b E S(P) by Lemma 2 . 3 . 
Case 2. Suppose rank(f) is infinite . Then f(O) = g(O) = 0 . 
For each x E P we let b(x) E g-l(f(x)) with the stipulation 
that b(x) = 0 whenever f(x) = O . Let N be an arbitrary 
neighborhood of O . We have to find a neighborhood M of 0 such 
that b(M) c N Since C N is finite , g(C N) is finite (and 
might contain 0). Then {a} u C(g(C N)) is a neighborhood of 0 . 
Let M = f-1({0} u C(g(C N))) which is a neighborhood of 0 
because f is continuous . Let x E M be arbitrary . Then 
f(x) E {a} u c(g(C N)) 
b(x) E g-l(f(x)) eN, which is what we wanted to show . On the 
other hand, if g-l(t(x)) n C N 1- f/J , let r E g-l(f(x)) n C N 
g(r) = f(x) and g(r) E g(C N) Hence f(x) E g(C N) . But 
f(x) E {a} u C (g(C N)) by the definition of M , and therefore 
f(x) must be o . Then b(x) = 0 EN, and we are done . 
In order to investigate the relations D and J in S(P) we 
examine the structure of the two-sided ideals in this semigroup. 
LEMMA 2 . 8 . If T is a two-sided ideaZ in S(P) and f E T is of 
infinite rank, then T = S(P) . 
Proof. By Lemma 2 . 5 we know that f(O) = O . Enumerate the points 
in Im(f) as Po = 0, Pl' P2' Pick q E P such that n 
Then 
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f(qn) = Pn for each n > 0 Let h(O) = 0 and hClln) = qn 
By Lemma 2 . 4 we know that h is continuous, and we have 
fh(lln) = Pn fh(O) = 0 Let g(O) = 0 ; g (Pn) = lin for 
n > 0 ; and g (r) = 0 for r f {a} u {p } The function g is n 
continuous and we have gfh(O) = 0 
gfh(lln) = gf(q ) = g(p ) = lin Hence i = gfh E J(f) , and 
n n 
therefore J(f) = S(P) = T . 
As a result of Lemma 2 . 8 we see that no proper two-sided ideal in 
S(P) contains an element of infinite rank . Therefore the largest proper 
two-sided ideal in S(P) is the collection F of all functions of 
finite rank, while the smallest two-sided ideal is the collection of 
constant functions. This result , together with Proposition 2 .18 below, 
appears in the unpublished paper [IJ. This fact was brought to my 
attention by K. D. Magi I I , Jr at an informal seminar in which I presented 
these results . The methods used in [IJ are very different from those in 
the present work . 
LEMMA 2.9 . If f and g in S(p) are of equal finite rank3 then 
there exist rand s in S(P) such that rfs = g 
Proof . By virtue of Lemma 2 .7 there exists r E S(P) which maps 
Im(f) injectively onto Im(g) Then Im(rf) = Im(g) , and 
thus by Proposition 2 . 17 there exists s E S (P) such that 
rfs = g 
We note that Lemma 2 . 9 is the fin i te analogue of Lemma 2 . 8 . 
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LEHMA 2 . 10 . If f E S(P) and rank(f) = n ~ 2 , then there exists 
g E S(P) such that rank(gf) = n - 1 
Proof. Let y = f(O) t z = f(p) . Let A = p-l(z) . Since f is 
continuous, there exists a neighborhood M of 0 such that 
A Ii M = '/; . We define a function g as follows: gl - y . A - , 
Then glM = flM ' and thus by Lemma 2 . 3 we know that 
g is continuous . Since Im(gf) = Im(f) \ {z} we have 
rank(gf) = n - 1 . 
THEORE14 2 . 1. If T is a proper two-sided ideal in S(P), then T = F 
T = F. 
J 
(all functions of (all functions of finite rank) or 
rank s j ) for some natural number j 
Proof . We know by Lemma 2.8 that T does not contain any functions 
of infinite rank . Suppose that T contains functions of arbitrarily 
large finite rank, and let f be an arbitrary function of finite 
rank . Then there exists gET such that rank(g) ~ ranker) . 
By repeated applications of Lemma 2 . 10 there exists h E T such 
that rank(h) = rank(f) . By Lemma 2 . 9 we conclude that f E T , 
and hence T = F. Suppose on the other hand that j is the 
maximal rank among the functions in T . Then by Lemmas 2 . 9 and 
2 . 10 we have T = F . 
J 
PROPOSITION 2 . 18. = J g in S(P) if and only if rank(f) = rank (g) . 
Proof . Necessity . Lemma 1 . 13. 
Sufficiency . Lemma 2 . 8 and Theorem 2 . 1. 
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PROPOSITION 2 . 19 . In S(P) we have D = J . 
Proof . Suppose fJg . Then rank(f) = rank(g) By Lemmas 2 . 6 and 
2.7 there exists a function p E S(P) which maps Im(g) injectively 
onto Im(f). By virtue of Propositions 2 . 17 and 2.18 we can apply 
Lemma 1 . 7, and we conclude that fDg . 
As a result of the preceding four propositions we see that S(P) 
is an L -R . semigroup in which D = J . It is easy to show by means 
n ~m 
of shift functions that S(P) is not a factor-unit semigroup and is 
therefore neither L nor R 
u V 
We can treat Sl (P) In the same manner in which we handled Sl (CF) 
namely, we can show that Sl (p) is isomorphic to Sl(X) 
where X is countable discrete . To see this, consider the map 
~ ; Sl(P) + Sl(X) defined by the formula ~(f) = fip\{O} ' The fact 
that ~ is a semigroup isomorphism of Sl(P) onto Sl (X) follows 
directly from Lemma 2 . 4 . Thus the Green ' s relations in Sl (P) coincide 
As a further illustration of the appl i cability of Lemma 1 . 6 we now 
show that S(P x P) , like S(P) , is an Ln semigroup . 
DEFINITION 2.2. Let (x, y) E P x P . If x = 0 or y = 0 , then 
(x, y) is called a border point. If x * 0 * y , then (x, y) 
is called an interior point . 
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Since each border point is an accumulation point and no interior 
point is an accumulation point, it is clear that a function 
f : P x P ~ P x P will be continuous if and only if it is continuous 
at each border point . 
PROPOSITION 2 . 20 . L f = L -z..n S(P x P) if and only if 'IT f = 'IT g g 
Proof. Suppose 'IT = 'IT We construct b on Im(g) as In Lemma 
.L' 
J g 
1. 6 . Since P x P is compact Hausdorff, we know that b is 
one-to- one and continuous and satisfies f = bg It remains to 
show that b can be extended to an element of P x P We consider 
two cases . 
Case 1. Suppose (0, 0) f Im(g) . Since Im(g) is compact 
and therefore closed, there exists a rectangular neighborhood N 
of (0, 0) such that N n Im(g) = ~ Let b on N be an 
arbitrary constant . Next we define b arbitrarily on all border 
points not in Im(g) u N Finally suppose that b has not been 
defined on some interior point (x, y) If x ~ y we let 
b (x, y) = b (x, 0) . If x < y we let b (x, y) = b (0, y) . 
Clearly the extended function b is continuous at each of the 
border points i n N Let p be a border point in eN. If p 
is not the limit of any sequence of points in Im(g) then b 
is locally constant at p and is therefore continuous at p 
If P is the limit of a sequence of points in Im(g) , then 
p E Im(g) and b is continuous at p by virtue of the continuity 
of the original b on Im(g) 
Case 2 . Suppose (0, 0) E Im(g). For any border point 
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pEe Im(g) we let b(p) = b(O, 0) For any interior point 
(x, y) E C Im(g) we let b(x, y) = b(x , 0) if x ~ y and 
b(x, y) = b(O, y) if x < y . Since b on Im(g) is continuous, 
the extended b is also continuous . 
Propositions 2 . 16 and 2 . 17 showed that S(P) is an L -R. 7T 'l.-m 
semigroup. We now consider S(PN) . We can think of PN as P with 
a countable discrete space tacked on . Despite the similarity between 
P and PN , we will observe large differences between S(P) and 
S(PN) and also between Sl (P) and Sl(PN) . 
A crucial observation concerning S(PN) is the existence of 
one-to-one, onto functions f for which f* is not continuous . A 
simple example of such a function is given below . 
EXAMPLE 2 .1. Let f E S(PN) be defined by the formula f(O) = 0 
f(lln) = 2~ for n ~ 1 f(2n) = n for n ~ 1 ; 
f(2n+l) = 1/2n+l for n ~ 1 . Then f is continuous, one - to-one , 
and onto, but f* is not continuous . 
LEMMA 2 . 11 . S(PN) is not an L7T semigroup . 
Proof . For the function f in Example 2 . 1 we have 7Tf = 7T. , but 'l.-
i f L(t) and therefore Lf 1- L . 'l.-
LEMMA 2.12 . S(PN) is not an R . semigroup . 
'l.-m 
Proof . For the function f in Example 2 . 1 we have Im(t) = Im(i) , 
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but i f R(n and therefore 
When we considered the question of Green's relations in 5 1 (P) 
no calculations were necessary because 51 (P) was isomorphic to 
where D was countable discrete . 
00 
The analogous isomorphism 
breaks down for 51(PN) because there exist one-to-one functions f 
on {lin} u {n} which are not elements of 51 (PN) when f(O) = 0 is 
adjoined . In order to compare Green ' s relations in 51 (P) and 5 1 (PN) 
we establish the following propositions . 
PROPOSITION 2 . 21 . Lf = Lg ~n 51 (PN) if and onZy if the foZZowing 
conditions are satisfied: 
1) Ie Im(nl = Ie Im(g)1 ~ 
2) for each sequence {xn } we have f(x ) -r 0 n if and onZy if 
3) e Im(f) n (0, 1) is infinite if and onZy if 
e Im(g) n (0, 1) is infinite . 
Proof . Necessity . Suppose Lf = Lg Let f = bg and g = af . 
Condition 1) is implied by the fact that b maps e Im(g) 
inj ective ly into e Im(f) while a maps e Im(f) injectively 
into e Im(g) . Condition 2) follows from the fact that each 
function in maps o 
f(x ) = bg(x ) -r b(O) = 0 
n n 
to o , for if g(x ) -r 0 , then n 
In order to establish condition 3), 
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let C Im(f) n (0, 1) = {x } + 0 Then a(x ) + 0 and 
n n 
a (x ) E C Im(g) Hence for large n we have 
n 
a (x ) E C 1m (g) n (0, 1) , and therefore C Im(g) n (0, 1) is 
n 
infinite . 
Sufficiency. We want to show that f = bg. We first define 
b on Im(g) as fg* To see that fg* is continuous on Im(g) 
f g * (y ) = f (x ) 
n n 
= g(x ) 
n 
Since with + 0 . Then let 
g(x) + 0 , by condition 2) we know that f(x) + 0 
n n 
Thus fg* 
is cont inuous . Now we extend b to C Im(g) . If 
C Im(f) n (0, 1) and C Im(g) n (0, 1) are finite, let b on 
C Im(g) be any one-to-one map onto C Im(f) Then the extended 
b is continuous . If C Im(f) n (0, 1) and C Im(g) n (0 , 1) 
are infinite, pick a sequence {z } c C Im(f) with Z + 0 n n 
Let b on C Im(g) be any one-to-one map onto {Zn} . Then the 
extended b is continuous, and we are done . 
PROPOSITION 2.22 . = R g in if and onZy if f = gv faY' 
some unit v . 
Proof . Lemma 1 . 11 . 
From Example 2 . 1 we see that Sl(PN) is not an R . semigroup, in 1,m 
contrast to Sl (P) From Lemma 1.11 we know that Sl(PN) is a factor-
uni t semigroup and is R , but Sl(PN) 1S not L (again in contrast V u 
to Sl (P» as seen by the following example . 
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EXAMPLE 2 . 2 . Let f(O) = 0 f(lln) = 1/2n for n ~ 1 fen) = 2n 
for n ~ 2 . Let g (0) = o . , g(lln) = 1/2n for n > 1 . , 
g(n) = n for n ~ 2 By Proposition 2 . 21 we have L = L f g 
But it is clear that f * ug for any unit u , and therefore 
is not L 
u 
We recall that in Sl (p) we found that R C L . To see that this 
inclusion is false in Sl (PN) we construct the following example. 
EXAt1PLE 2 . 3 . All statements involving n are intended to hold for 
all n ~ 1 Let f(O) = 0 f(lln) = 1/2n ; f(2n) = 1/(2n+l) 
f(2n+l ) = 2n Let g(O) = 0 g(lln) = l/2n g(2n) = 2n 
g(2n+l ) = 1/(2n+l) Then f = gv for the unit V defined by 
the formula v(O) = 0 v(lln) = lin v(2n) = 2n + 1 
v(2n+l) = 2n Hence But f(2n) -+ 0 while g(2n) + 0 , 
so that according to condition 2) of Proposition 2 . 21 . 
Therefore R q: L The functions f(O) = 0 f(lln) = lin 
fen) = 3n and g(O) = 0; g(lln) = lin; g(n) = 2n show that 
Having examined the totally disconnected spaces P and PN , we 
now consider some connected spaces which are locally homeomorphic to 
intervals of the real line . We shall concentrate on the closed unit 
interval I, the real line R, and the unit circle C . We begin by 
looking at Green ' s relations in SCI) . 
PROPOSITION 2 . 23 . = L g in SCI) if and only if TIf = TIg 
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Proof. Suppose 1T = 1T f g We construct b on Im(g) as in Lemma 
1 . 6 . Since I is a compact Hausdorff space, we know that b is 
one-to-one and continuous and therefore monotone . Clearly such a 
function b can be extended to an element of SCI) . 
To see that SCI) is not R. , we consider the following example. 1,m 
EXAMPLE 2 .4. Let f(x) = 2x on 0 S x S 1/3 f(x) = 1 - x on 
1/3 S x S 2/3 f(x) = 2x - 1 on 2/3 S x S 1 Since f is 
onto we have Im(f) = Im( i) But it is clear that fg t i for 
any g E SCI) Therefore Rf i: R . and thus SCI) is not R . 1, 1,m 
Since I is homeomorphic to, say [ 1/3, 2/3 J , we can easily find 
functions f and g in SCI) which are not units but which satisfy 
fg = 1, Therefore SCI) is not a factor-unit semigroup and by Lemma 
1.10 is neither L 
u 
nor R 
V 
By means of the followin g five lemmas we demonstrate that the 
Green ' s relations in SCI) are mutually distinct by showing that the 
various G-classes of the identity function i are distinct . In 
particular then, D t J , in contrast to the situation in S(Dn ), S(Doo) ' 
s(eF) , and S (WN) • 
LEMMA 2 . 13. f E H. 1,n SCI) if and only if f is one-to-one and onto . 
1, 
Proof . Lemma 1 . 9 . 
LEMMA 2 . 14 . f E L . 1,n SCI) if and only if f is one-to- one . 1, 
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Proof . Proposition 2 . 23 . 
LEMMA 2 . 15. f E Ri ~n SCI) if and only if f maps some closed 
subinterval injectively onto I . 
Proof . ecessity . Let fER . . Then fg = i for some g E SCI) . 
~ 
Clearly f maps the interval Im(g) injectively onto I 
Sufficiency. Suppose f maps the interval A injectively 
onto I Then g E SCI) and fg = i , so 
that 
LEMMA 2 .16 . f E J. in SCI) if and only if f ~s one-to-one on some 
~ 
closed subinterval of positive length . 
Proof . Necessity. Let f E J. , so that i = gfh ~ Then f is 
one-to-one on h(I) which is a closed interval of positive length . 
Sufficiency . Let f be one-to-one on a closed interval A 
of positive length . Let g E SCI) map I injectively onto A . 
Let h = (fg)* . Then h can be extended to an element h E SCI) 
and for any such extension we have hfg = i . 
LEMMA 2 .17. D t J in SCI) . 
Proof . We will show that D . t J . . By definition we have fED . ~ ~ ~ 
if and only if there exists h E SCI) such that fLh and hRi 
that is, and h maps some interval injectively onto 
I , according to Proposition 2 . 23 and Lemma 2 . 15 . Consider the 
function f in Example 2 . 4 . By Lemma 2 . 16 we have f E J. ~ But 
f f Di because no function h such that TIf = TIh can map an 
interval in jectively onto I . 
In the following two propositions we show that 51(I) , like 
with X discrete, is an L -R 
u v 
semigroup . 
PROPOSITION 2 . 24 . Lf = Lg ~n 51 (I) if and onZy if f = ug for 
some unit u . 
Proof . Suppose Lf = Lg . Then f = bg and g = af , so that 
g = abg . We cons i der three cases . 
Case 1. Suppose g is onto . Then ab = i , and hence a 
and b are un i ts by Lemma 1.11 . 
Case 2. Suppose Im(g) n {a , l} = ~. Then clearly there 
exists a unit u such that ul - b I Im(g) - Im(g) Thus f = ug . 
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Case 3. Suppose IIm (g) n {a, 1}1 = 1 We will call ° and 
1 extremal points . Since g = abg we have IIm(bg) n {a , 1}1 = 1 
because 
1 = IIm(g) n {a, 1}1 ~ IIm(bg) n {a, 1}1 ~ IIm(abg) n {a, 1}1 = 
IIm(g) n {a, 1}1 = 1 . 
Thus b maps Im(g) injectively onto Im(f) and takes the 
extremal point in Im(g) to the extremal point in Im(f) · Hence 
there exists a unit u such that ul - bl Im(g) - Im(g) · Then f = ug 
PROPOSITION 2 . 25 . The foZZowing oonditions are equivaZent in 51 (I) 
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1) Rf = R g 
2 ) f = gv for some unit v J 
3) Im(!) = Im(g) 
Proof . Lemma 1.11. 
PROPOSITION 2 . 26 . fDg in Sl (I) if and only if there exist units u 
and v such that f = ugv . 
Proof. Lemma 1 . B. 
PROPOSITION 2 . 27. In Sl(I) we have D = J . 
Proof . By arguments similar to those in the proof of Proposition 2 . 24 
we can show that fJg if and only if IIm(f) n {a, 1}1 = !Im(g) n {a, 1] 
if and only if f = ugv for units u and v The result then 
follows from the previous proposition . 
The semi group Ql(I) would be expected to have unpleasant Green's 
relations due to the fact that some open subsets of I have endpoints . 
Although Ql (I) is a factor-unit semigroup, we can show by means of 
examples that possesses none of the properties L rr , L , R . , R u -z-m v 
We turn now to a space in which open subsets have no endpoints . We 
shall let the space be the real line R , although any open interval in 
R would do just as well . We first investigate S(R) . 
LEMMA 2 . 1B. S (R) is a factor- unit semigroup . 
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Proof . Let fg = ~ Then g is one-to-one and Im(g) is an open 
interval and f maps Im(g) monotonically onto R Suppose 
Im(g) has a supremum or infimum, called r Then f(r) is the 
supremum or infimum of R = f(Im(g)) which is impossible . Hence 
g is one-to- one and onto, and thus g and f are units . 
PROPOSITION 2 . 28 . L = L in S(R) if and onZy if f = ug for some f g 
unit u . 
Proof . Let f = bg and g = af , and thus g = abg Then 
abiIm(g) = iiIm(g)' We consider three cases . 
Case 1 . Suppose g is onto . Then ab = i , and by the 
previous lemma we see that a and b are units . 
Case 2. Suppose Im(g) is a half- line . Then Im(f) is a 
half-line, for otherwise f would be onto (which by the argument 
in case 1 would imply that g is onto) or f would be bounded 
(which would imply that g = af is bounded) . Thus b maps the 
half-line Im(g) injectively onto the half-line Im(f) Since 
b is defined on all of R ,clearly b is bounded on the bounded 
portion of Im(g) . Hence there exists a unit u E S(R) such 
that uiIm(g) = biIm(g) , and therefore f = ug 
Case 3 . Suppose that Im(g) is bounded . As in the previous 
case, we find that Im(f) is bounded and there exists a unit u 
such that uiIm(g) = bi1m(g) , and thus f = ug 
By means of the following example we see that the L u semi group 
S(R) is not We recall that SCI) was Lif but not 
EXAMPLE 2 . 5 . The function arctan is In S(R) . Clearly 
L 
u 
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ifarctan = ifi ' but L. # L since i # f(arctan) for any 
f E S(R) 
EXAMPLE 2 . 6 . 
1- arctan 
Therefore S(R) 
Let f(x) = 0 for 
is not L if 
x < 0 x for o S x S 1 2 - x 
for 1 < x < 2 x 2 for 2 S x S 3 1 for x > 3 Let 
g(x) = 0 for x < 0 ; x for 0 S x S 1 1 for x > 1 Both 
f and g are the identity on Im(f) = Im(g) = [0, lJ and 
therefore f = gf and g = fg Hence R -f - R But f # gv g 
for any unit V for otherwise f = gv would be monotone, which , 
is not true . Therefore S(R) is not Rv 
To see that S(R) is not R. , we invoke Lemma 1.12 for a wide 1-m 
range of choices of f and g . 
The semigroup Sl(R) is isomorphic to the semigroup Sl(I) 
already treated in Propositions 2 . 24 to 2 . 27 . In order to establish the 
isomorphism, let g be a homeomorphism of R onto (0, 1) , and let 
Then ~ is a semigroup 
isomorphism from Sl(I) onto Sl (R) . 
We turn our attention to Ql (R) We note that f* E 
Ql (R) for 
each fEQ1(R) This simple observation was not true In Ql (I) 
While Ql (I) was a factor-unit 
semigroup, it is easy to see that Ql (R) 
is not a factor-unit semigroup. Thus Q1 (R) is neither L nor R u v 
PROPOSITION 2 . 29 . The following conditions are equivalent in Ql (R) 
2 ) (that is , Dom(f) = Dom(g)) , 
3) f = bg where Dom(b) = Im(g) . 
Proof. 1 ~ 2. Lemma 1 . 4. 
2 ~ 3 . Suppose Dom(f) = Dom(g) . Then f = (fg*)g where 
Dom(fg*) = Dom(g*) = Im(g) . 
3 ~ 1. If f = bg where Dom(b) = Im(g) , then 
b*f = b*bg = g , and thus L - L f - g 
PROPOSITION 2 . 30 . The following conditions are equivalent ~n Ql(R) 
2) Im(f) = Im(g) , 
3) f = gb where Im(b) = Dom (g) . 
DEFINITION 2.3. By the number of components of a function f in 
Ql (R) we mean the cardinality of the family of connected open 
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components of Dom(f) , which equals the cardinality of the family 
of connected open components of Im(f) . 
PROPOSITION 2 . 31 . fDg in Ql (R) if and only if the number of components 
of f equals the number of components of g . 
Proof. The assertion follows from Lemma 1 . 7 . 
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PROPOSITION 2 . 32 . J(f) = Ql (R) for each f E Ql(R) except f = ~ . 
Proof . Let g map R injectively into one component of Dom(f) . 
Then (fg)*fg = i E J(t) . 
As a result of Propositions 2 . 29 to 2 . 32 we see that Ql(R) is 
an L -R. Tf t.m semigroup in which D 1- J At this point it is natural to 
ask whether there exist L -R semi groups in which D 1- J . In order 
u V 
to answer this question in the affirmative we construct the following 
semigroup. 
DEFINITION 2 .4. SM(R) will denote the subsemigroup of all weakly 
monotone functions in S(R) . 
LEMMA 2 .19 . SM(R) t.s a factor-unit semigroup . 
Proof. The proof of the same assertion for S(R) in Lemma 2 .18 carries 
over . 
if and only if f = ug for PROPOSITION 2 . 33 . = L g in 
some unit u . 
Proof . The proof of Proposition 2 . 28 carries over . 
if and only if f = gv for PROPOSITION 2 . 34 . = R g in 
some unit v . 
Proof . Suppose Rf = Rg Then f = gb , g = fa; g = gba . If 
g is constant , then f = gi = g . We assume that g is not 
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constant . We want to show that a is one-to-one and onto. On 
any interval on which g is one-to-one, the function a lS also 
one-to-one. For x E Im(g) consider the interval -1 g (x) = A = [p, qJ 
if this interval is of finite, positive length. Since g = gba it 
is clear that ba(A) cA . We also know that Im(ba) ~ A for 
otherwise x would be an endpoint of Im(g) , contrary to our 
assumption. If ba(A) were a proper subset of A , then since 
Im(ba) ~ A there would exist Z f A such that ba(z) E A , which 
contradicts the definition of A We conclude that ba(A) = A . 
If a is not one-to-one on A we can replace a by a which 
is linear on A and satisfies the condition a(A) = a(A) We 
repeat this process for each x which is the image under g of 
an interval of finite, positive length . We then have g = gba 
and therefore g = fa. To complete the proof we consider three 
cases. 
Case 1. If Im(g) has no endpoints, then the function a 
is one-to-one and onto and hence is the unit which we were seeking. 
Case 2 . If Im(g) has one endpoint s ,then g is constant 
on, say, [r, 00) = B = g-l(s) . Clearly ba(r) = r If the 
function a fails to be one-to-one and unbounded on B, we can 
modify a beyond the point a(r) -to a which is one-to-one and 
unbounded on B . We then have g = gba , and thus g = fa where 
a is a unit . 
Case 3 . If Im(g) has two endpoints, we perform the 
modifications described in case 2 on both ends. 
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We now know that L -R 
u v 
semigroup. Therefore fDg 
in SM(R) if and only if f = ugv for some units u and v . To see 
that D * J we consider the following example . 
EXAMPLE 2 . 7. Let f(x) = 0 for x S 0 and f(x) = x for x > 0 
Let g(x) = -1 + l/(l-x) for x S 0 and g(x) = x for x > 0 
Since g is strictly increasing and f is constant for x < 0 
we know that f * ugv for units u and v Therefore 
But f = igf and g = (x-l)(f)(g+l) , and thus J f = Jg 
is an L-R 
u v 
semi group in which D # J 
So we 
We now consider semigroups of functions on the unit circle C . 
We begin by looking at S(C) . 
LEMMA 2.20 . If f E S(C) ~s one-to- one~ then f is a unit . 
Proof. If f is one-to-one, then f is onto and f* E S(C) . 
LEMMA 2.21 . S(C) is a factor - unit semigroup. 
Proof. Suppose fg = i Then g is one-to-one, and by virtue of the 
previous lemma g is a unit. Therefore f is also a unit. 
We recall that S(R) was Lu but not Ln ,while SCI) was Ln 
but not L 
u 
The following proposition shows that S(C) is both L 
u 
PROPOSITION 2 . 35. The following conditions are equivalent ~n S(C) 
50 
1) L f = L g 
2 ) TIf = TI g 
3) f = ug foY' some unit u 
Proof . 1 -+ 2. Lemma 1. 4 . 
2 -+ 3. We construct b on Im(g) as in Lemma 1.6. Since 
C is a compact Hausdorff space, b is one-to- one and continuous. 
If g is onto, then b is a unit by Lemma 2.20 . If g is not 
onto , then b is not onto and can be extended to a unit . 
3 -+ 1. Lemma 1 .4. 
Although S(C) is both LTI and L ,we shall see that it is 
u 
neither R. 1-m nor R v The fact that S(C) is not R. 1-m follows from 
Lemma 1 . 12. To see that S(C) is not Rv we present the following 
example. 
will denote points on the unit circle 1-X with EXAMPLE 2 . 8 . We as e 
Let f(e ix) 1-X for 0 ::: ::: TI (2TI-x)i for x real. = e x e 
2TI Let g (e ix) 2ix for 0 ::: ::: TI/2 2(TI-x)i for TI < X ::: = e x ; e 
TI/2 ::: x ::: TI ; 2 (x-TI)i e for TI::: x ::: 3TI/2 2(2TI-x)i e for 
3TI/2 ::: x ::: 2TI It is easy to check that f = ga with 
a (e ix) ix/2 for 0 ::: x ::: TI (TI-x/2)i for TI ::: ::: 2TI and = e e x 
g = fb with b (eix) 2ix = e Therefore R = R But f 1- gv f g 
for any unit V because gv oscillates twice while f oscillates 
once. We conclude that S(C) is not R 
V 
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The analysis of Green ' s relations in Sl(C) is trivial because 
Sl(C) is a group . The same situation arose in Sl(D
n
) It is easy 
then Sl(X) to see that if SeX) is Land L 
TI U 
observation applies to the cases x = C and X = D n 
is a group . This 
We now consider the semigroup Ql(C). We note that if f E Ql(C) , 
then f* E Ql (C) . 
LEMMA 2 . 22. Let f E Ql (C) . Then Im(f) = C if and onZy if 
Dom(!) = C • 
Proof. Necessity . If Im(f) = C ,then Dom(f) ~s connected . If 
Dom(f) were a proper connected subset of C ,then Im(f) would 
also be proper . 
Sufficie ncy . Lemma 2 . 20 . 
LEMMA 2.23 . Ql(C) is a factor - unit semigroup . 
Proof. Let fg = i Then f and g are units by the previous 
lemma . 
PROPOSITION 2 . 36 . Lf = L in Ql(C) if and onZy if 
TIf = TI g g 
Proof. Suppose TI - TI , that is, Dom(!) = Dom(g) Then f - g 
f = (fg* )g and g = (gf* )f 
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To see that Ql(C) is not L we consider the following example. 
u 
EXAMPLE 2 . 9 . Let f(e ix) ix o < x < 7T i(7T-x) = e on e on 
7T < X < 27T Let g(eix) ix o < x < ix = e on 7T ; e on 
7T < X < 27T Then Dom(!) = Dom(g) so that Lf =L by the g 
previous proposition. But clearly f t ug for any unit u , and 
therefore Ql (C) is not L u 
PROPOSITION 2 . 37 . = R g if and onZy if Im(!) = Im(g) . 
Proof . Suppose Im(f) = Im(g) . Then f = g(g*f) and g = f(f*g) . 
To see that Ql(C) 
with Proposition 2 . 37 . 
is not R we use Example 2 . 9 again, together 
V 
Definition 2 . 3 of the number of components of a function f in 
Ql (R ) is also applicable to Ql (C) and is used in the following 
proposition. 
PROPOSITION 2 . 38 . If f E Ql (C) is onto J then fDg if and onZy if 
g is onto . For functions f and g in Ql (C) whose domains are 
proper subsets of C we have fDg if and onZy if the number of 
components of f equals the number of components of g . 
Proof . The assertion follows from Lemma 1 . 7 . From Lemma 2 . 22 we 
see that in the case of functions with one component we do have 
to distinguish the onto functions from the others . 
PROPOSITION 2 . 39 . J = J in f g 
following conditions is true: 
1) f and g are onto~ 
2) f = g = ~ ~ 
if and only if one of the 
3) neither f nor g is onto or empty . 
Proof . Necessity . Let f = agb and g = cfd . If f is onto, 
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then g is onto by Lemmas 2 . 22 and 2 . 23 since f = agb If f 
is empty, then g is empty since g = cfd. If f is neither 
onto nor empty, it follows that g is neither onto nor empty . 
Sufficiency . If 1) or 2) is true, the result follows from 
Proposition 2 . 37 . Suppose 3) is true . Let b E Ql (C) map 
Dom (f) into one component of Dom(g). Then f = (f(gb)*) (g)(b) 
and by symmetry J = J f g 
If we compare D and J in Ql (C) with D and J in Ql(R) , 
we see that the only difference lies in the fact that the onto 
functions in Ql (C) must be distinguished from the other single -
component functions . We note that Ql (R) , is an L -R. TI ~m 
semi group in which D 1 J . 
Up to this point we have concentrated on the semi groups in 
parts a-d of Definition 1 . 2 . We will now investigate Green ' s relations 
on the semigroup sex, Y) described in part e of the definition . We 
note that SeX , Y) always includes the identity function i on X 
and also those constant functions y for which y E Y . If Y = X it 
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is clear that sex, Y) = S(X) . If Y = {y} ,then sex, Y) consists 
of those functions in Sex) for which y is a fixed point. We shall 
comment on this special case Y = {y} throughout the present section . 
In order to characterize the relation L in sex , Y) we need the 
following definition . 
DEFINITION 2 . 5 . Let f and g be functions in sex, Y) . We say 
that fYg if for each x E X we have f(x) E Y if and only if 
g(x) E Y . 
PROPOSITION 2.40 . In sex, Y) with X discrete we have L = L f g 
if and onZy if TIf = TIg and fYg . 
Proof. Necessity. Let f = bg If f(x) E Y ,then f(x) = bg(x) E Y . 
By symmetry we have fYg . 
Sufficiency. We want to construct b E sex, Y) such that 
f = bg We define b on Im(g) as in Lemma 1 . 6. On C Im(g) 
we let b be an arbitrary function into Y We have to show that 
beY) c Y It is clear that 
Let y E Y n Im(g) . For some 
b (y) = f(x) . Since fYg and 
that is, bey) E Y . 
b takes Y n C Im(g) into Y . 
x we have y = g(x) and thus 
g(x) E Y we have f(x) E Y , 
For the case Y = {y} we note that the condition fYg is a 
consequence of the condition TIf = TIg since fey) = g(y) = y . 
Therefore sex, Y) is an LTI semi group if X is discrete and Y = {y} . 
I 
1 
PROPOSITION 2 .41. In sex, Y) with X discrete we have R = R f g 
and only if Im(f) = Im(g) and fey) = g(Y) . 
Proof . Necessity . Let f = gb . Then fey) = gb(Y) c g(Y) . By 
symmetry we have fey) = g(Y) . 
Sufficiency . We want to construct b E sex, Y) such 
that f = gb . Let z E Im(f) = Im(g). We consider two cases. 
Case 1 . Suppose -1 f (z) n Y = ¢ . Then -1 g (z) n Y = f/J 
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if 
since fey) = g(Y) . W d f · b f-l(z) e e lne on to be an arbitrary 
function into - 1 g (z) 
Case 2 . 
-1 -1 Suppose f (z) n Y j ¢. Then g (z) n Y j ¢ . 
We define b on f-l(z) to be an arbitrary funct i on into 
-1 g (z) n Y 
The function b has now been defined on all of X and is an 
element of sex , Y) and satisfies the equation f = gb 
For the case Y = {y} we note that the condition fey) = g(Y) is 
trivial. Therefore sex, Y) 
and Y = {y} . 
is an R. semigroup if X is discrete 
'L-m 
We now consider the relation D in S eX, Y). The proof of the 
following proposition is long, but the numerous verifications which are 
required are rather easy . 
PROPOSITION 2 . 42. In sex, Y) with X discrete we have fDg if and 
only if the following conditions are satisfied: 
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2) IIm(n n C yl = IIm(g) n C yl 
3) IIm(nnYnCf(Y)1 = IIm(g)nYnCg(Y)I . 
Proof . First we observe that the three conditions in the hypothesis 
describe disjoint partitions of the sets Im(f) and Im(g) . 
Necess i ty . Suppose fDg Then there exists h E s ex, Y) 
such that fLh and hRg that is, 7Tf = 7Th and fYh and 
Im(h) = Im(g) and hey) = g(Y) 
First we verify condition 1) . Since I g(Y) I = IhcY) I and 
7T = f 7Th , the result is clear. 
Now we verify condition 2) . Since Im(g) = Im(h) it is 
obvious that IIm(g) n C yl = IIm(h) n C yl . We have to show that 
IIm(h) n C yl = IIm(f) n C yl Let 2 E Im(h) n C Y 
2 = h(s) . Since fYh we have f(s) E Im(f) n C Y If 2' # 2 
is also in Im(h) n C Y , we repeat the procedure to produce an 
element f(s ' ) E Im(f) n C Y Since and h(s) t h (s ' ) , 
we have f(s) t f(s ' ) . Therefore distinct elements in Im(h) n C Y 
correspond to distinct elements in Im(f) n C Y Thus 
IIm(h) n C yl S IIm(f) n C yl , and by symmetry the cardinalities 
are equal . 
Finally we verify condition 3) . Since Im(g) = Im(h) and 
g(Y) = hey) it is obvious that 
I Im(g) n Y n C g(Y) I = IIm(h) n Y n C hey) I We have to show that 
IIm(h) n Y n C heY) I = IIm(n n Y n C feY) I Let 2 E Im(h) n Y n C hey) 
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z = hCs) Since fYh we have fCs) E ImCf) n Y . Since 
and hCs) E C hCY) we have fCs) E C fCY) , and thus 
fCs) E ImCf) n Y n C fCY) . As in the verification of condition 
2), we conclude that IImCh) n Y n C hCy)1 = IImCf) n Y n C fCy)1 
Sufficiency. We shall construct a function b E Scx, Y) 
such that h :: bf satisfies fLh and hRg Let b on C ImCf) 
be an arbitrary function into Y Let b on ImCf) n C Y be a 
one-to-one function onto ImCg) n C Y , which is possible by virtue 
of condition 2) . We can think of condition 1) as saying 
I ImCf) n Y n fcY)1 = IImCg) n Y n gCy)1 Then by conditions 1) 
and 3) we can define b on ImCf) n Y so that b maps fCY) 
injectively onto gCY) while mapping ImCf) n Y n C fCY) 
injectively onto ImCg) n Y n C gCY) . We let h = bf and will 
now show that fLh and hRg Since b is one-to-one on ImCf) 
we have TI
f 
= TIh . Suppose fCx) E Y Then bfCx) E Y by 
inspection. Conversely, suppose bfCx) E Y Then fCx) E Y 
because b takes ImCf) n C Y into C Y Therefore fYbf , and 
hence fLh By the definition of b we can see that ImCbf) = ImCg) 
and bfCY) = gCY) Therefore hRg and we conclude that fDg 
For the case Y = {y} we note that condition 1) of the above 
proposition says l{y}1 = l{y}1 and condition 3) says I¢I = I ~I . Only 
condition 2) is non-trivial, and it says rankCf) = rankCg) as we would 
expect. 
We now consider the relation J in SCX, Y) with X discrete . 
Suppose J f = J g , so that f = agb and g = cfd Then condition 1) 
of Proposition 2 . 42 follows from Lemma 1.13 applied to fly and gly . 
-
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We can also show that condition 2) of Proposition 2.42 holds, as 
follows . Let f(x) E C Y. Since f = agb we have b(x) E C Y and 
gb(x) E C Y. Suppose f(x') , not equal to f(x) is also in C Y . 
Then gb(x ' ) , not equal to gb(x) , is also in C Y Therefore 
IIm(f) n C yl S IIm(g) n C yl , and by symmetry the cardinalities are 
equal . So we see that implies conditions 1) and 2) of 
Proposition 2.42. But condition 3) does not necessarily follow, as we 
see from the next example. 
EXAMPLE 2 . 10. Let X be discrete and let both X \ Y = {xl' x2 ' .. . } 
and Y = {y l , Y2 , ... } be infinite . Let f = '1- and let 
g E sex, Y) be defined by the formula: g (Yi) = Yi+l ; 
Clearly g = gfi . Also f = agb 
for a and b defined as follows: a (xi) = x. a (Y l ) = Yl '1-
a (Yi+l) = y. ; and b (x.) = x. ; b(yJ = y. Therefore 
'1- '1- '1- +1 '1-
J f = J g But condition 3) of Proposition 2.42 is not satisfied, 
as we see from the following observat ions . Since 
Y n C fey) = Y n C Y = ~ we have Im(f) n Y n C fey) = ~ But 
Im(g) n Y n C g(Y) = {y l } t ~ . Therefore Df t Dg and consequently 
D t J . 
From previous remarks on the special case Y = {y} we would expect 
that D = J in this situation. In fact we can state the following result. 
PROPOSITION 2 .43. Let X be disorete . If Y = {y} or if X is finite~ 
then D = J in sex, Y) . 
-- - - - - -- -
59 
Proof . Suppose that fJg . From the remarks preceding Example 2.10 
we know that conditions 1) and 2) of Proposit ion 2 .42 are satisfied 
and we have only to establish condition 3) . 
For Y = {y} we have already noted that condition 3) is 
trivial . 
Suppose X is finite. Then conditions 1), 2), and 3) describe 
disjoint partitions of the finite sets Im(f) and Im (g) into, 
Since I~(f) = Im(g) and 
In Proposition 2 . 40 we saw that for sex, Y) with X discrete we 
can characterize the condition L - L by tak ing the "old " condit ion f - g 
TIf = TIg and adding the "new" condition fYg We will now fol low this 
pattern in finding a characterization of 
recall that by Proposit i on 2.28 we have 
if f = ug for some uni t u E S (R) . 
L - L f - g in 
L - L in f - g 
S(R , I) We 
S (R ) if and only 
LEMMA 2 . 24 . Let f and g be functions in S (R, I) . Suppose that 
f = ug for some unit u E S(R) ~ and further suppose that fIg. 
Then f = bg for some function b E S (R , I) . 
Proof . If Im(g) c I , then u(Im(g)) = Im(f) c I since fIg . The 
function ul can then be extended to an element (not necessarily Im(g) 
a uni t ) of S(R , I ) and we are done in this case . 
-~~~ --
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On the other hand, suppose Im(g) ~ I Since fIg it is 
clear that u(Im(g) n I) = Im(f) n I and u(Im(g) n C I) = Im(f) n C I . 
Then ul can be extended to an element of S(R , I) and we Im(g) 
are done . 
PROPOSITION 2 .44. in S(R , I) if and only if the following 
conditions are satisfied: 
1) f = ug for some unit u E S(R) ~ 
2) fIg. 
Proof . Necessity. Condition 1) follows from Proposition 2.28 . 
Condition 2) is a consequence of the fact that f = bg and g = af 
for some funct i ons a and b in S(R , I) . 
Sufficiency. Since u is a unit in S(R) , it suffices by 
symmetry to show that f = bg for some b E S(R, I) This is 
the content of Lemma 2 . 24 . 
We have characterized the condition L = L f g in S (R, I) by 
adding the new condition fIg to the old condition f = ug f or some 
unit u E S(R) Another reasonable conjecture at the characterization 
would be if and only if f = ug for some unit u E S (R , I) 
But this conj ecture is false , as we see from the following example . 
EXAMPLE 2 . 11. Let f(x) = 0 for x < 0 ; f(x) = x for 0 S x S 1 
f(x) = 1 for x > 1 Let g(x) = 0 for x < 0 g(x) = x / 2 
for 0 S x S 1 g(x) = 1/2 for x > 1 . Then f = bg where 
.... -_ . 
61 
b (x) = 2x for all x , and clearly L = L f g in S(R, I) by 
Proposition 2 .44. However, f does not equal ug for any unit 
u E S(R, I) 
.... 
--- -- -' 
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CHAPTER 3 
PSEUDO-IDEMPOTENTS 
Theorem 2.10 (i) of [3J presents a necessary and sufficient condition 
for an H-class in SeX) with X discrete to contain an idempotent . 
In the present chapter we will formulate various generalizations of 
this theorem. The concept of a pseudo-idempotent, to be defined below 
in various settings, will be crucial . Unless otherwise stated , X 
will denote an arbitrary topological space. 
LEMMA 3.1. If f and g in SeX) are idempotents such that Trf = Trg 
and Im(f) = Im(g) ~ then f = g . The same is true for Q(X) 
Proof . Let x E Dom(f) = Dom (g) be arbitrary. -1 Clearly x E f (y) 
for some y E Im(f) = Im(g) Since f and g are idempotent 
we have fey) = y = g(y) Since Tr = Tr f g we then have 
x E f-l(y) = f-l(f(Y)) = g-l(g(y)) = g-l(y) Hence g(x) = y = f(x) . 
We note that the above lemma generalizes Lemma 2.14 of [3J . For 
the case of an L -R. 
Tr un 
semigroup S eX) , the two lemmas are identical . 
LEMMA 3. 2 . Let Dom(f) c X and Im(f) eX . The foZZowing conditions 
are equivaZent: 
1) Im(ff) = Im(f) • 
2) for each x E Dom(f) we have f-l(f(x)) n Im(f) 1 ¢ . 
Proof . 1 + 2. For each x E Dom(f) we have f(x) = ff(z) for 
F --
some z E Dom(f) . Since fez) E f-l([f(z)) = f-l([(x)) , we 
see that fez) E f-l(f(x)) n Im(f) # ~ 
2 + 1 . Clearly Im(ff) C Im(f). Let y E Im(f) be 
arbitrary, with y = f(x). Let z E f-l(f(x)) n Im(f) Then 
z = f(s) for some s, and y = f(x) = fez) = ff(s) E Im(ff) . 
The following theorem strengthens the above lemma and is 
fundamental to the definition of a pseudo-idempotent. 
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THEOREM 3.1. Let Dom(f) c X and Im(f) eX . The following conditions 
are equivalent: 
1) Im(ff) = Im(f) and f is one-to-one on Im(f) 
2) for each x E Dom(f) the set f-l(f(x)) n Im(f) is a single 
point . 
Proof . We remark that in condition 1) we do not assume that f is 
defined on all of Im(f). 
1 + 2 . By Lemma 3 . 2 we know that f-l(f(x)) n Im(f) # ~ 
Let y and z be in f- l (f(x)) n Im(f). Then f(y) = f(x) and 
y = feB) for some B also fez) = f(x) and z = f(t) for some 
t Hence fey) = fez) , so that ff(s) = ff(t) Since f is 
one-to-one on Im(f) we then have f(s) = f(t) that is, y = z . 
2 + 1. By Lemma 3 . 2 we know that Im(ff) = Im(f) Suppose 
that y and z are in Im(f) with fey) = f(z). Then y and 
z are in f-l(f(Y)) n Im(f) , and thus y = z , which is what we 
= - - ----
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wanted to show . 
We will first define ps eudo-idempotents for semigroups of the 
form SeX) The appropriate definitions of this concept for the other 
semigroups in Definition 1. 2 will be given later in this chapter. 
DEFINITION 3.1. A function f E SeX) is said to be pseudo-idempo tent 
if Im(ff) = Im(f) and f is one-to- one on Im(f) . 
We recall that a function f E SeX) is idempotent if and only if 
f maps Im(f) identioally onto Im(f) . In light of the above 
definition we see that f is pseudo-idempotent if and only if f maps 
Im(f) injeo t ively onto Im(f). The follow ing lemma provides a further 
description of pseudo-idempotency in SeX) . 
LEMMA 3. 3 . A function f E sex) is pseudo - idempotent if and only if 
there exists a subset A c X suoh that f is one- to-one on A ~ 
Im(tIA) = A ~ and Im(tl CA) r. A . 
Proof . Let A = Im(f) . 
LEMMA 3 . 4. Let f and g be in SeX) . and Im(f) = Im(g) 
and g i s idempotent~ then f is pseudo - idempotent . 
Proof . By Theorem 3. 1 it suffices to show that f-l(f(x)) n Im(f) 
is a single point for each x EX . Since we have 
f-l(t(x)) = g-l(g(x)) . We have assumed that Im(f) = Im(g) 
Therefore f-l(f(x)) n Im(f) = g-l(g (x)) n Im(f). Since g is 
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idempotent, this intersection is a single point . 
We note that in the above lemma it suffices to assume that g 
is pseudo-idempotent. 
THEOREM 3. 2 . Let H be an H-olass in SCX) with X disorete . The 
following oonditions a~e equiva l ent: 
1) H oontains a pseudo-idempotent~ 
2) H oontains an idempotent (unique) ~ 
3) H oonsi sts of pseudo- idempo tents~ 
4) f-l(fCx)) n ImCf) i s a singleton set for eao h f E H and 
x EX . 
Proof. 1 + 2. Let f E H be pseudo-idempotent . By The orem 3 . 1 we 
know that f-l(tCx)) n ImCf) is a singleton for each x We 
We will show that g is 
idempotent and g E H. If Y E ImCf) , then clearly 
gCy) = f-l(tCy)) n ImCn = y Sin ce ImCg) C Im Cn by definition 
and now g/ImCf) = i/ lmCf ) we see that ImCg) = ImCf) and 
Therefore and g is idempotent . 
It remains to show that Lf = Lg , that is, TIf = TIg If 
ICx) = fCy) ,then gCx) = gCy) by obs e rvation . If fCx) t fCy) , 
then f-l(fCx)) n f-l(fCy)) = ¢ , and hence gCx) t gCy) ; thus 
TI = TI f g The fact that g is the only idempotent in H follows 
from Lemma 3. 1 above or Lemma 2 . 14 of [3J. 
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2 + 3. Lemma 3.4. 
3 + 4. This is one half of Theorem 3.1. 
4 + 1. Each f E H is pseudo-idempotent . 
Theorem 3.2 i s simply an expanded version of Theorem 2 . 10 of [3J. 
The term "pseudo-idempotent" and the construction of the idempotent g 
are the only new features . But we are now in a position to establish 
the result of Theorem 3.2 for various semigroups S(X) where X is 
not discrete . In later sections of this chapter we will establish the 
same result for other types of semigroups. 
In order to demonstrate the validity of Theorem 3.2 for S (X) with 
X non-discrete, we merely have to verify the implication 1 + 2 . The 
other three implications hold for all X In order to show that 1 + 2 
we have to prove that the function g(x) = f-l(f(x)) n Im(f) is 
continuous and belongs to Hf . We begin with some preliminary lemmas. 
LEMMA 3 . 5. If g : CF + CF and TI = TI for some f E S(CF) ~ then g f 
g E S(CF) . The same is true if CF is replaced by WN . 
Proof. We know that the function g is continuous if and only if 
-1 g (x) is a finite set for each x E CF . g is constant or 
Since TI = TI and f is continuous , it is then clear that g f g 
is continuous . 
As a result of the foregoing lemma we see that if g : CF + CF is 
one-to-one, then g is continuous . The following lemma shows that this 
-
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situation does not prevail in any non-discrete Hausdorff space. 
LEMMA 3. 6. If X is a Hausdo~ff space and aZZ one-to-one functions 
f : X ~ X ~e continuous~ then X i s disc~ete . 
Proof. If X is finite and Hausdorff, then X is discrete . Suppose 
that X is infinite Hausdorff and not discrete. Then there exists 
an infinite net such that for each n we have x i x . 
n 
Let f be a function which interchanges x with one of the x 
n 
and leaves all other points fixed . Then f is one-to-one but is 
is not continuous since limits are unique in a Hausdorff space. 
In the following lemma we do not assume that X is Hausdorff and 
we obtain a result which is weaker than the result in Lemma 3.6 . 
LEl1MA 3 .7. If~ as in Lemma 3 . 5 ~ a function f : x~x '/..s continuous 
wheneve~ TIf = TI fo~ some g E SeX) ~ then sex) is an R . g m 
semig~oup . 
Proof. Let Im(h) = Im(g) where h and g are in SeX) We want 
to show that h = gb for some b E SeX) Let y E Im(h) = Im(g) 
Let -1 z E g (y) For each x E h-l(y) we let b(x) = z Then 
b is continuous . Clearly gb = h 
COROLLARY 1 of Theorem 3. 2. Conditions 1-4 of Theo~em 3. 2 ~e equivaZent 
in S(CF) and aZso in S(WN) . 
Proof . Let f be pseudo-idempotent and let g(x) = f-l(f(x)) n Im(f) 
as in the proof of Theorem ~ . 2 . According to the remarks following 
" 
.-
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that theorem, we only have to show that 1 + 2. Because TIf = TI g 
we know that g is continuous by virtue of Lemma 3 . 5 . Since 
TIf = TI and Im(f) = Im(g) and both S(CF) and S (WN) are g 
LTI-Rim semigroups, we know that g E Hf ' and we are done . 
LEMMA 3. 8 . Let f E S(X) be pseudo- idempotent and l,et 
g(x) = f - l(f(x)) n Im(f) . If X is compact Hausdorff or if X 
is an interval, of the real, l,ine~ then g is continuous . 
"-
Proof . Let 1 = fiIm(f) . Then f maps Im(f) injectively onto 
" Im(f) . It is clear that g (x) = (1) *f(x) . (The functions f 
and (/)* are not in general in S(X) . ) We will prove that g 
is continuous by showing that (/)* is continuous . If X is 
compact Hausdorff, then Im(f) is also compact Hausdorff . Thus 
" f is one-to-one and continuous from a compact space to a Hausdorff 
space. Hence by a well known theorem (see, for instance, [23J, 
p . 162, Theorem 4) the function (1)* is continuous . On the 
other hand, if X is an interval of the real line, then 1 is 
monotone and clearly (/)* is continuous and monotone . 
COROLLARY 2 of Theorem 3.2. Let X be a compact Hausdorff space for 
which S(X) is an L -R. s emigroup (for instanae~ X = P ) . Then 
TI un 
conditions 1-4 of Theor em 3. 2 are equ i val, ent in S(X) . 
Proof . Let f and g be defined as in the previous corollary . By 
Lemma 3. 8 we know that g is continuous . Since TIf = TI and g 
Im(f) = Im(g) and S(X) is L -R . , it is clear that g E Hf TI un 
and we are done . 
F 
... 
,---
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It is not necessary to restrict our attention t o L -R. 
7T 'Z-m semigroups . 
For example, SCI) is an L 
7T 
semi group which is not R . ,an d we can 
'Z-m 
establish the following assertion. 
COROLLARY 3 of Theorem 3. 2 . Conditions 1- 4 o f Theor em 3 . 2 are 
equivaZent in SCI) . 
Proof . We know that g is continuous by Lemma 3.8 . Since 7T = 7T f g 
we have It remains to show that Since g 
is the identity on Im(g) = Im(f) we have f = gf . We have to 
show that g = fh for some h E SCI) Since (f)" as defined 
in the proof of Lemma 3. 8 is defined on Im(f) = Im(g) , we have 
" (f)"g E SCI) Then g = f ( (1) "g) . 
" LEMMA 3. 9 . If f E S(R) is pseudo- idempotent, then (n" as defined 
in the proof of Lemna 3.8 aan be extended to a unit in S (R) • 
" Proof . Since (f)" is one-to-one and therefore monotone, we see 
that extending (f)" to a unit would be impossible only if 
(I)" had an infinite limit at a finite point or a finite limit 
" at infinity. Then f would have the inverse property . But 
" clearly f , as a restriction of f , cannot have an infinite limit 
" at a finite point. And f cannot have a finite limit at infinity 
because f maps Dom(l) = Im(f) monotonically onto itself . 
We can now establish the result of Theorem 3. 2 for S(R) 
that R is not compact and S(R) is neither L7T nor R. 
'Z-m 
We note 
-COROLLARY 4 of Theorem 3.2. Condi tions 1-4 of Theorem 3 . 2 are 
equivaZent in SCR) . 
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Proof . We know that g is continuous by Lemma 3 . 8. The proof that 
Rf = Rg carries over from the previous corollary . It remains to 
show that Lf = Lg , that is, g = uf for some unit u . We 
consider the equation gCx) = Cf)*fCx) 
extend Cf) * to a unit, and we are done . 
By Lemma 3.9 we can 
In order to see that the result of Theorem 3.2 does not hold for 
all X, we employ our reliable counter- example PN Let f E SCPN) 
be defined as in Example 2 . 1. Then f is one-to-one and onto and is 
therefore pseudo-idempotent . The corresponding idempotent g is then 
one-to-one and onto, that is, g = i But LCf) t SCPN) = LCg) since 
f* is not continuous. Therefore g t Hf . Hence there is no idempotent 
in Hf by virtue of Lemma 3.1. 
We will now investigate the concept of pseudo-idempotency in the 
semigroups Sl CX), QCX) , and Ql CX) . In each case the definition of 
pseudo-idempotency will follow the pattern set in Definition 3 . 1, namely, 
f is required to be one-to-one on ImCf) = ImCff) . 
First we consider Sl CX). In SlCX) there is only one idempotent, 
the identity function i Since each f E SlCX) is automatically 
one-to-one on ImCf) , it is reasonable to define a pseudo-idempotent 
in this context to be a function f such that ImCf) = ImCff) · In 
general there are ~any pseudo-idempotents in SlCX) , as we see from the 
following lemma . 
-
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LEMMA 3.10 . A function f E 51 (X) is pseudo - idempotent if and onty 
if f is onto . 
Proof. Necessity . By definition f maps Im(f) onto Im(f) If 
f is not onto, let y t Im(f) Then f(y) t Im(ff) since f 
is one-to-one. Therefore f(y) E Im(f) n C Im(ff) , which 
contradicts the fact that f is pseudo-idempotent. 
Sufficiency. Clearly f maps Im(f) = X onto itself. 
Since there is only one idempotent in Sl(X) , the analogue of 
Theorem 3.2 in this setting reduces to a characterization of the c lass 
H. In order to formulate a precise version of the theorem we introduce 
'Z-
the following definition. 
DEFINITION 3.2 . Let T be a semigroup of functions such that 
Do,n(f) c X and Im(f) c X for each f E T We say that T is a 
U-semigroup if each one-to-one function f E T such that 
Dom(f) = X = Im(f) is a unit, that is, f* E T 
We note that 5 1 (X) is a U-semigroup if X is discrete or 
equal to CF, WN, P, C, R , or I , while 51(PN) is not a U-semigroup. 
THEOREM 3.3. The equivatenae class consists of the 
set of att pseudo-idempotents in 51 (X ) if and onty if 51 (X) 
is a U-semigroup . 
Proof . Necessity . Suppose to the contrary that 51 (X) is not a 
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U- semigroup . Let f E 5 1 CX) be an onto function which is not a 
unit . Then and consequently 
pseudo-idempotent by Lemma 3 . 10. 
f ~ H. , but 
1- f is 
Sufficiency. We know that f is pseudo-idempotent if and 
only if f is onto . Since 5 1 CX) is a U-semigroup, f is onto 
if and only if f is a unit . The result now follows from Lemma 
1. 9 . 
In some semigroups of the form 51 CX) we have R c L , and thus 
H = R . For instance, H = R c L in 5 1 CX) for X discrete or equal 
to CF, WN, P ,or C . In such a situation we have H. = R. , and the 1- 1-
previous theorem becomes an assertion on the class 
COROLLARY to Theorem 3.3. Let SlCX) be a u-semigroup in which 
H=R cL . Then R . = H. in 51 CX) consists of the set of all 1- 1-
pseudo-idempotents in 51 CX) . 
For semigroups of the form QCX) and QICX) we again base our 
definition of pseudo-idempotency on Theorem 3 . 1 . In QICX) the 
idempotents are those functions f which are the identity on 
DomCf) = ImCf) . We then say that a function f E QIC X) i s 
pseudo-idempotent if ImCff) = ImCf) and ImCf) c DomCf) The second 
condition is necessary in order to make the implication 1 + 2 in the 
proof of Theorem 3. 2 go through, for if ImCf) ¢ DomCf) , then clearly 
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there is no idempotent g E Ql (X) such that fHg (that is, 
Dom(f) = Dom(g) and Im(f) = Im(g» . If X is finite, the inclusion 
Im(f) C Dom(f) follows from the condition Im(ff) = Im(f) . But if 
X is a countable discrete space, the function f(xn+l ) = xn for 
n ~ 1 satisfies the conditions in Theorem 3 . 1 but does not generate 
an H-class whi ch contains an idempotent ; hence the explicit 
assumption that Im(f) C Dom(f) is necessary . With the above 
definition of pseudo- idempotency we can see that f is pseudo- idempotent 
if and only if f is a permutation on Im(f) . The statement and proof 
of Theorem 3 . 2 remain valid for the case of Ql(X) with X discrete 
(if we replace the phrase "all x E X" with the phrase "all 
x E Dom(!)" and if we add Im(!) C Dom(!) to condition 4) . 
For Q(X) we can proceed in much the same fashion . Clear1y a 
function f E Q(X) is idempotent if and only if f is the ident i ty 
on Im(f) C Dom(f) We then define a function f to be 
pseudo-idempotent if Im(ff) = Im(f) C Dom(f) and f is one- to- one 
on Im(f ) . The statement and proof of Theorem 3 . 2 remain valid for 
the case of Q(X) with X discrete (with the changes noted above) . 
We shall discuss pseudo-idempotents in sex, Y), sex, p) , and 
sex, p, Y) in the remainder of this chapter , and we shall meet 
pseudo-idempotents again in Chapter 5 . 
In order to define pseudo-idempotency i n sex, Y) we must 
establish the role that Y is to play In the definition . We know that 
f E Sex, Y) is idempotent if and only i f f is the identity on Im(f) 
It is clear that an idempotent f is also the identity on the smaller 
sets fey) and Im(f) n Y . We wi ll now define pseudo-idempotency by 
replacing the three identity functions just mentioned with the 
appropriate bijections. 
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DEFINITION 3. 3. A function f E sex, Y) is said to be pseudo-idempotent 
if the following conditions are satisfied: 
A) f maps Im(!) inj ecti vely onto Im(!) , 
B) f maps fey) injectively onto fey) , 
C) f maps Im(f) n Y injectively onto Im(f) n Y . 
We note that if Y = X or Y = {y} , then conditions B) and C) 
of the definition become superfluous and we are back to Definition 3.1. 
For ease of reference we combine Propositions 2 . 40 and 2 . 41 in the 
following lemma . 
LEMMA 3.11. In sex, Y) wi th X discrete we have fHg if and only 
if the following conditions are satisfied: 
1) 
2) fYg ~ 
3) Im(!) = Im(g) ~ 
4) fey) = g(Y) . 
LEMMA 3.12. Let X be disorete and let f E S(X, 1) be pseudo-idempotent. 
We define a function g by the usual formula g(x) = f-l(j(x)) n Im(!) . 
Then g E sex, Y) ~ g is idempotent. and fHg in sex, Y) . 
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Proof . We know from the discussion of pseudo-idempotents in SeX) 
that the function f is well-defined and is idempotent . To see 
that g E S(X , Y) , let y E Y be arbitrary. Since f maps 
feY) injecti vely onto f(Y) , we see that 
Hence g E seX, y) 
We now have to verify the four conditions in Lemma 3. 11 for 
the functions f and g . From the proof of Theorem 3 . 2 we know 
that and Im(f) = Im(g) . It remains to prove conditions 
2) and 4). 
Condi tion 2) . First suppose f(x) E Y , that is, 
f(x) E Im(f) n Y . Since f maps Im(f) n Y injectively onto 
Im(f) n Y , it is clear that g(x) = f - l (r(x)) n Im(!) E Y Now 
suppose f(x) t Y and therefore 
g(x) , which is in f-l(f(x)) , is not in Y . Hence fYg . 
Condition 4) . Since fly is pseudo-idempotent as an element 
of S(Y) , we can construct an idempotent g E S(Y) as we did in 
Theorem 3. 2 . Then g equals gly for the function g defined 
in the hypothesis of the present lemma . Therefore 
Im(rly) = Im(g) = Im(gly) ; in other words, fey) = g(Y) . 
LEMMA 3. 13 . L et X be disorete . Let f and g be e Zements o f 
S(X, Y) suoh that g is idempotent and fHg . Then f i s 
ps eudo- id empo tent . 
Proof. We have to verify the three conditions of Definition 3. 3 . 
Since g is idempotent in SeX) and fHg in SeX) , we see that 
.... 
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condition A) is a consequence of Lemma 3 . 4. 
Condition B). Consider fly and gly as elements of Sey) . 
By Lemma 3.11 we know that these functions are in the same 
H-class in seY) Since gly is idempotent in Sey) we conclude 
that fly is pseudo-idempotent in Sey) by Theorem 3 . 2 . Hence 
by Lemma 3.4 we know that fly maps Im(fl y) injectively 
onto Im(fl y) , and condition B) is proved. 
Condition C). Since g is the identity on Imeg) = Imef) 
we know that g maps Imef) n Y identically onto Imef) n Y . 
From condition A) we know that f maps rmef) injectively onto 
Tmef). Since fYg , it then follows that f must map 
precisely those points in Imef) n Y onto Imef) n Y . 
THEOREM 3.4. Let X be disorete. Let H be an H-oZass in SeX, Y) . 
The foZZowing oonditions are equivaZent : 
1) H oontains a pseudo-idempotent~ 
2) H oontains an idempotent~ 
3) H oonsists of pseudo-idempotents . 
Proof . 1 + 2 . Lemma 3.12. 
2 + 3. Lemma 3.13 . 
3 + 1. Trivial. 
Up to this point the material in this ch'apter has been concerned 
,~ --
77 
with the existence of idempotents in H- classes . We will return to that 
topic shortly, but first we will make a short digression into the 
question of reguZarity, which is concerned with the existence of 
idempotents in L-classes and R- classes (for some results on idempotents 
in V-classes see [5]; for idempotents in J-classes see [8]) . 
According to Lemma 1.13 of [3] as rephrased in the proof of Theorem 2 .11 
of [3], an element f is said to be reguZar if and only if Lf contains 
an idempotent (if and only if Rf contains an idempotent) . 
In SeX) with X discrete it is easy to see that each class Lf 
contains an idempotent . For if we are given a function f, we can 
d f ' th d' 'd t ttl f ' d "" E f- l (<» e 1ne e correspon 1ng 1 empo en g 0 equa a 1xe w ~
for all Y E f -l ( <» . H h f E S (X) ' 1 ALl ~ ence eac 1S regu ar. n -c ass 
can contain more than one idempotent, in contrast to the situation in 
Theorem 3.2 . The following lemma on regularity in seX , y) illustrates 
once again the fact that the case Y = {y} is indeed a special case 
(see the remarks after Propositions 2 . 40 to 2 . 43) . 
LEMMA 3 . 14. In sex, y) with X discrete the foZZowing conditions are 
equivaZent : 
1) Y = X or Y = {y} ~ 
2) each Lf oontains an idempotent g . 
Proof . 1 + 2 . The case Y = X is handled in the remarks preceding 
the statement of the present lemma. Let Y = {y} . We construct 
g as in the Y = X case with the added stipulation that g maps 
f-l(y) to y . Then g is idempotent; TIf = TIg and g ES(X, Y) . 
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Since TI = TI f g implies fYg in this case, we conclude that 
2 + 1. Suppose that condition 1) is false, that is, there 
exist x E X\Y and distinct and in Y Choose a 
function f E seX, Y) with the properties f(x) = Yl and 
f : x\x + X\Y l · Let g be an idempotent in seX, Y) If 
fYg , then g(x) E Y , say, g(x) = Y Then g(x) = g(~) since 
g is idempotent. From the definition of f it is clear that 
f(x) # f(~) , and therefore TIf # TIg Hence there is no idempotent 
in ~ . 
For some results on regular D-classes see [17J. 
Up to this point we have considered the semigroups in parts a to e 
of Definition 1.2. All of those semi groups are subsemigroups of Q(X) 
containing i as the semigroup identity. The remaining part of this 
chapter will be devoted to the semigroups sex, p) and sex , p, Y) 
which are defined in parts f and g of Definition 1.2. If P = i then 
sex, p) = S(X); and if Y = X , then sex, p, Y) = sex, p) In 
general the semigroups sex, p) and sex , p, Y) do not contain an 
identity element, and sex, p, Y) need not contain any one-to-one or 
onto functions. As sets, sex, p) and seX) coincide, while 
sex, p, Y) bears no obvious set-theoretic relation to SeX) or S(Y) . 
In sex, p) the function p is a member of the semigroup, but this is 
not so for sex, p, Y) with Y # X . As a set, sex, p, Y) is 
independent of p . 
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If P is a unit in SeX) , then the map ~(f) = p*f from SeX) 
onto sex, p) is a semigroup isomorphism between semigroups with 
identity, as we see from the following equations: 
~(fg) = p*fg = p*fpp*g = ~(f)p~(g) = ~(f) 0 ~(g) , 
~(i) = p* (which is the identity in sex, p) ). 
More generally , if p : Y + X is continuous, one-to-one, and onto, and 
p* is continuous (that is, p is a homeomorphism), then ~(f) = p*f 
is an isomorphism of SeX) onto sex, p, Y) ,and lJi(f) = fp* is an 
isomorphism of S(Y) onto sex, p, Y) 
Before discussing pseudo-idempotents in sex, p) and sex, p, Y) 
and results analogous to those in Theorem 3 . 2, we will first examine the 
question of whether sex, p) 
and R. 
un 
and S (X, p, Y) have the properties 
In Lemmas 1 . 4 and 1 . 5 we showed that in subsemigroups of Q(X) 
containing i we have: implies and 
L 1T 
implies Im(f) = Im(g) The same implications are true for sex, p) 
and sex, p, Y) as we see by the following lemma. 
LEMMA 3 .15. in sex, p, Y) ~ then 
in s ex, p, Y) ~ then Im(f) = Im(g) . 
= R g 
Proof . We will prove the first statement . Suppose Lf = Lg , that 
is, {f} U {Bpf I B E sex, p, Y)} = {g} u {tpg I t E sex, p, Y)} 
If f = g then If f t- g , then f = tpg and g = spf 
for some Band t in sex, p, Y). Then clearly 1Tf = 1Tg 
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LEMMA 3 . 16 . Suppose p : Y + X is aontinuous and one-to-one . Suppose 
further that there exists a funation q E S(X, p, Y) suah that 
qp=il y • If SeX) is LTI ~ then sex, p, y) is L TI 
Proof. Suppose TIf = TIg with f and g in seX, p, Y). We want 
to show that 
{f} u {spf I s E SeX, p, y)} = {g} u {tpg I t E sex, p, Y)} . 
If f = g , we are done . If f '" g , it suffices by symmetry to 
show that f = tpg for some t E S(X, p, Y) Since p is 
one-to-one we have TIpf = TI in Sex) Since sex) is L pg TI 
we then have pf = apg for some a E SeX) Then 
f = qpf = (qa )pg where qa ES(X,p, y) 
EXAMPLE 3. 1. Let Y be a topological subspace of X Let p : Y + X 
by the inclusion map. If Y is a retract of X (see [20J, 
p. 28), then the hypothesis of Lemma 3 .16 is satisfied . Thus if 
SeX) is L ,then SeX, p, y) is L 
TI TI 
COROLLARY to Lemma 3.16. Let p E SeX) be one-to-one . If s ex) is 
In faat~ L(f) in S eX) equals 
L (n in S (X, p) • 
Proof . The existence of the function q in the hypothesis of Lemma 
3 . 16 is a consequence of the fact that SeX) 
one-to-one . 
is L and p is 
TI 
LE!1MA 3 . 17 . Suppose that p : Y + X is aontinuous~ not one- to-one~ 
and not aonstant . Suppose further that given arbi trary distinat 
--
I 
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points y l' Y 2 ~ and y 3 in Y there exist one- to-one functions 
f and g in S (X, p, Y) and points and in X suoh that 
Then sex , p, Y) 
Proof . Since p is neither one-to-one nor constant, there exist 
Let f and g be one-to-one fun ctions in sex, p, Y) such that 
'IT - 'IT f - g We want to show that It suffices to show 
that f:f. tpg for any t E S(X, p, Y). But clearly f(x l ) :f. f(x 2) 
while tpg (Xl) = tp (Y2) = tp (Y 3) = tpg (x 2) , and therefore f:f. tpg 
EXAMPLE 3.2. Consider S(X, p, y) where X and Y are discrete . 
If Ixi :: IYI ' then by Lemma 3 . 16 we know that sex, p, 1) is 
L'IT if P is one-to-one . If Ixl s IYI with Ixl :: 2 and 
, IYI :: 3 , we can apply Lemma 3.17 and we see that sex, p, Y) is 
not L'IT if P is not one-to-one . Hence if 2 S Ixl < IYI , then 
seX, p, 1) is not L (the case of constant p is not covered 
'IT 
by the lemma but is trivial) . 
EXAMPLE 3.3. If P : I + C is one-to-one and continuous, then S(C, p, I) 
is L'IT by Proposition 2 . 35 and Lemma 3 . 16 . Since there are no 
cont inuous one-to-one functions from C into I , we see from Lemma 
3.17 that S(C, p, I) is never L 
'IT 
Similarly, if P : R + I 
is not one-to-one, then SCI , p, R) is not L'IT 
...... 
J ... 
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COROLLARY to Lemma 3.17. Suppose that p E SeX) is neither one-to-one 
nor constant . Suppose further that for arbitrary distinc t 
x, y ~ and z in X t here exists a one-to-one function g E sex) 
such that g(x) = y and g(y) = z . Then sex, p) is not L n 
Proof . In the statement of Lemma 3.17 we let Y = X, xl = Yl ' 
We note that the one-to-one function g in the preceding hypothesis 
always exists for X discrete or equal to CF , WN, C , or I . 
EXAMPLE 3 . 4. SCI, p) is Ln if and only if p is one-to- one, as we 
see from Proposi tion 2 . 23 and the Corollaries to Lemmas 3 .16 and 
3.17. 
We turn now from the situation where SeX) is Ln and p is 
one-to-one to the dual situation where S(Y) is R. and p is onto . un 
LBMMA 3.18. Suppose p : Y + X is continuous and onto. Suppose 
further that there exists q E S(X , p, Y) such that pq = i I X 
If S(Y) is R. ~ then sex , p, Y) is R. un -z..m 
Proof. The assertion follows from an argument similar to the proof 
of Lemma 3.16 . 
EXAMPLE 3 . 5 . Let Y = X x V be the ordinary topological product of 
arbitrary spaces X and V . Let p be the natural projection 
....... 
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of Y onto X. We see by the preceding lemma that if S(Y) is 
R. 
t.m 
then sex, p, Y) is R. 
t.m 
COROLLARY to Lemma 3.18. Let p E SeX) be onto. If sex) is R. ~ 
t.m 
then sex, p) 
in Sex , p) • 
is R . 
t.m 
In faat~ R(f) in SeX) equats R(f) 
Proof. The existence of the function q in the hypothesis of Lemma 
3.18 is a consequence of the fact that SeX) is R. and p is 
t.m 
onto . 
LEHMA 3.19. Suppose p ; Y -+ X is aontinuous and not onto . Suppose 
further' that for arbitrary x E X and y E Y there exists an 
onto funation f E sex, p, Y) suoh that f-l(y) = {x}. Then 
sex, p, Y) is not 
Proof. Let xl E Im(p) 
R . 
t.m 
let x 2 f Im(p). Choose 
onto functions f and g in sex, p, Y) such that f-l(y) = {xl} 
and Then Im(f) = Im(g) and we want to show 
that R(f) # R(g) in sex, p, Y) Let y ; X -+ Y be the 
function which maps each point in X to the point y E Y . 
Clearly fpy E R(f) and {y} = Im(fpy). But y f Im(gpt) for 
any t E sex, p, Y) ,and {y} # Im(g) . Therefore 
fpy f {gpt I t E sex, p, Y)} u {g} = R(g) Hence R(f) # R(g) 
EXAMPLE 3.6. Consider sex, p, Y) where X and Yare discrete . If 
Ixi s lyl , then by Lemma 3.18 we know that sex, p , Y) is R. t.m 
if P is onto. If Ixi ~ !yl > 1 , we can apply Lemma 3.19 and we 
! 
see that seX, p, y) is not R . if P is not onto . 
un 
if Ixi > IYI > 1 ,then sex, p, Y) is not R. 
un 
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Hence 
COROLLARY to Lemma 3. 19 . Suppose p E SeX) is not onto . Suppo se 
further> that f or arbitrary x and y in X there exists an 
onto function f E sex) suoh that f-l(y) = {x} . Then sex, p) 
is not R. 
1-m 
Proof . Let X = Y in Lemma 3.19. 
We note that the onto function f in the preceding hypothesis 
always exists for X discrete or equal to CF or WN • 
EXAMPLE 3.7 . S(CF, p) is R. if and only if p is onto , as we see 
un 
from Proposit ion 2 . 13 and the Corollaries to Lemmas 3.18 and 3.19 . 
The following lemma generalizes the combined result of Lemmas 2 . 4 
Sex) discrete is an L - R . 
7T un and 2.6 of [3J which says that with X 
semigroup . 
LEMMA 3.20. Let X and Y be disorete with Ixi ~ 2 and IYI ~ 2 • 
Then sex, p, Y) is an 
and p is a bij eo tion. 
L -R. 
7T un 
semigroup if and only if Ixi = IYI 
Proof . Necessity . If IXI < IYI ,then sex, p, Y) is not L by 7T 
virtue of Example 3.2; but that is a contradiction . If 
Ixi > IYI ,then sex, p, Y) is not R . by virtue of Example un 
....... 
, 
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3.7 ; again a contradiction. Hence Ixi = Iyl. It then follows 
from the same two examples that p is a bijection . 
Suffi ciency. It is clear from the remarks which occur 
between Lemmas 3 . 14 and 3.15 that Sex , p, Y) is isomorphic to 
seX) which is an L -R. semigroup . 
7T .. m 
The cardinality restrictions in the hypothesis of the above lemma 
are necessary because S({x}, p, Y) 
semigroups for all X, Y , and p . 
and sex, p, {y}) are L -R. 
7T "l-m 
We will now consider pseudo-idempotents in sex, p) and sex, p, Y) . 
We will express the f ollowing definitions and assertions in terms of 
sex, p, Y) the results for sex , p) follow automatically by letting 
Y = X • 
It is clear that f is idempotent in sex, p, Y) if and only if 
fPllm(f) = illm(f)· Our first lemma is the analogue of Lemma 3 . 1 . 
LE1·1MA 3. 21. If f and g are idempotents in sex, p, Y) such that 
7T - 7T and Im(f) = Im(g) ~ then f = g . f - g 
Proof . Let x E X be arbitrary. Since f is idempotent we have 
f(x) = fpf(x) Since 7T - 7T we then have g(x) = gpf(x) f - g 
But gp is the identity on Im(g) = Im(f) and consequently 
g(x) = f(x) 
The proofs of the next two lemmas are similar to the proofs of 
Lemma 3. 2 and Theorem 3.1 and wiJl be omitted . 
LEMMA 3.22 . Let f E S(X, p, Y) . The foZZowing conditions are 
equivaZent: 
1) Im(f 0 f) = Im(f) ~ 
2) for eac h x E X we have (fp) - l(f(x)) n Im(f) 1- !/) • 
LEMHA 3 . 23 . Let f E S (X, p, Y). The fo Uowing conditions are 
equivaZent: 
1) Im(f 0 f) = Im(f) and fp ~s one-to-one on Im(f) ~ 
2) for each x E X the set (fp)-l(f(x)) n Im(f) is a singZe 
point . 
DEFINITION 3 . 4 . A function f E S(X , p, Y) is said to be 
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pseudo-idempotent if Im(f 0 f) = Im(f) and fp is one-to-one 
on Im(f) ; that is, fp maps Im(f) injectively onto itself . 
The following lemma is an easy consequence of the above definition. 
The use of the symbol TIpf is at slight variance with Definition 1.5 
because pf is not in S(X, p, Y) , but the meaning is clear . 
LEMMA 3.24. If f E S(X, p, Y) is pseudo-idempotent~ then 
TIf = TIpf = TIfpf and Im(f) = Im(fp) = Im(fpf) • 
The relationship between L- classes in SeX) and in S(X , p, Y) 
and between R-classes in S(Y) and in S(X , p, Y) is discussed in t he 
next two lemmas . The second of these lemmas is an essential part of 
the argument which shows that H-classes in S(X , p, Y) which contain 
..... 
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a pseudo-idempotent also contain an idempotent. 
LEMMA 3.25. If L(f) = L(g) in sex , p, Y) ~ then L(pf) = L( pg) 
in SeX) If R(f) = R(g) in sex , p, Y) ~ then R(fp) = R(gp) 
in S(Y) . 
Proof. We will prove the first statement . We know that 
{f} u {spf Is E sex , p, Y)} = {g} u { tpg I t E sex, p , Y)} 
I f f = g , we are done . If f t g ,then f = tpg and g = spf 
for some s and t in sex, p, Y) Then pf = (pt )(pg) and 
pg = (p s )(pt) , so that L(pt) = L(pg) in SeX) by Lemma 1.3 . 
LEMMA 3. 26 . Let X and Y be disorete and Zet f and g be 
pseudo-idempotents in sex, p, Y) 
then L(f) = L(g) in sex , p , Y) 
then R(f) = R(g) in sex, p, Y) 
If L(pt) = L(pg) in SeX) ~ 
I f R(fp) = R(gp) in S(Y) ~ 
Proof. We will prove the first assertion . If f = g , we are done. 
If f t g , then by symmetry it suffices to show that f = tpg 
for some t E sex, p, Y) . We know that TT = TT pf pg in sex) . 
By Lemma 3. 24 and the remarks immediately preceding it, we know 
that We will construct t in a 
fashion analogous to the cons truct i on of the function b in Lemma 
1 . 6 ; namely, for z E Im(pg) with z = pg(x) we let 
t(z) = f(x) . For z E C Im(pg) we let t( z ) be arbitrary in 
Y . Then t E sex , p, Y) and f = tpg . 
The version of Lemma 3.26 for sex, p) is much easier to prove . 
, 
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It is not necessary to assume that X is discrete; it suffices to 
assume that sex) is Land R. respectively for the L-result 
TI -z..m 
and R-result. The proof is easier because all of the fun ctions are in 
the same semigroup and no functions have to be constructed. 
LEI1MA 3 . 2 .7. Let f be pseudo-idenrpotent in sex, p, Y) with X and 
Y disorete. Define g(x) = (fp)-l(f(x)) n Im(f) . Then g is 
idempotent in seX, p, Y); TIf = TIg; Im(f) = Im(g) ~ and 
Proof. Let y E Im(f) with y = f(x) Then 
gp(y) = (fp)-l(fp(y)) n Im(f) = y . Therefore gp/Im(f) = i/Im(f) 
Hence Im(f) c Im(g) , and it is clear from the definition of g 
that Im(g) c Im(f). Therefore Im(g) = Im(f) and 
gp / Im(g) = i / Im(g) , that is, g is idempotent . It is easy to 
see that TI = TI f g (as in the proof of Theorem 3.2). By virtue of 
Lemma 3.24 we can now apply Lemma 3.26, and we conclude that 
LEHMA 3. 28 . and Im(!) = Im(g) where g E sex, p, Y) 
is pseudo-idempotent~ then f is aZso pseudo-idempotent in 
sex , p, Y) • 
Proof. By Definition 3.4 and Lemma 3. 23 it suffices to show that 
(fp)-l(f(x)) n Im(f) is always a single point . But 
...... 
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since 1T = 1T and f g Im(f) = Im(g) ; and the latter set is a 
single point since g is pseudo-idempotent. 
We are now in a position to state the sex, p, Y)-analogue of 
Theorem 3. 2 . 
THEOREM 3.5. Let H be an H-olass in Sex, p, Y) with X and Y 
disorete. The following oonditions are equivalent: 
1) H oontains a pseudo-idernpotent~ 
2) H aontains an idempotent~ 
3) H oonsists of pseudo-idempotents~ 
4) (fp)-l(f(x)) n Im(f) i s a single point f or eaoh f E H and 
x EX . 
Proof . 1 + 2 . Lemma 3.27 . 
2 + 3. Lemmas 3.15 and 3. 28. 
3 + 4 + 1 . Definition 3. 4 and Lemma 3 . 23 . 
In order to establish the results of Theorem 3 . 5 with X and Y 
non-discrete, we have to show that the idempotent g constructed i n 
Lemma 3. 27 is continuous and belongs to Hf · If we let X = Y = CF 
for instance, then g is continuous because is i n 
because Lemma 3. 26 holds for this case. 
J ... ..... 
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CHAPTER 4 
G.- .CLASS- PRESER VI NG HOMOMORPH ISMS 
In this chapter we shall investigate the question of existence of 
semigroup homomorphisms ~ which preserve Green ' s relations in the 
following sense. Let T be a semigroup and let G be one of the 
Green ' s relations in T . We say that a homomorphism ~ is G-a Za ss-
preserving in T if fG~(f) for each f E T . For instance, in an 
LTI semi group a homomorphism ~ is L-class-preserving if and only if 
TIf = TI~(f) for each f (in this case we will also say that ~ is 
TI- preserving) . In an R . semigroup a homomorphism ~ is R-class 
un 
preserving if and only if Im(f) = Im(~(f)) for each f (in this case 
we will also say that ~ is 1m-preserving) . In some semigroups 
certain Green ' s relations coincide. If, for example, H = R as in 
Sl(D
oo
) , we will speak of H = R-aZass-preserving homomor phisms. 
The letters f, g, h , and i will denote functions and x, y , 
and z will denote points; £, y , and z will denote constant 
functions. For instance, ~(f)(x) is the function ~(f) evaluated at 
x , while ~(f)X is the functional composition of ~(f) and £ . 
Thus ~(f)£(z) is the composition of ~(f) and £ evaluated at z, 
or ~(f) evaluated at £(z) = x . 
We begin by considering homomorphisms ~ : Q(X) + Q(X) and 
~ : Ql (X) + Ql(X) , First we will look at H- class-preserving 
homomorphisms, for which we know that TIf = TI~(f) and 
In this setting we prove the following lemmas . 
..... 
I 
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LEMMA 4.1. Let A c X be open and let ~ : Q(X) + Q(X) be an H-alas8-
pX'eser'ving homomoX'phism . Then ~ (i IA) = i IA . 
Proof. Let f be a one -to-one function in Q(X) such that 
~(f) is one-to-one on A and Im(~(iIA)) = A , the preceding 
equation implies that ~(iIA) = ilA . 
LEMMA 4.2. Let A c X be open and let ~ : Q(X) + Q(X) be an H-alass-
'pX'eseX'ving homomoX'phism. Then ~ VIA) = ~(f) IA foX' eaa h 
f E Q(X) . 
THEOREM 4.1. Let X be an aX'bitr'aX'Y HausdoX'ff spaae. Let 
~ : Q(X) + Q(X) be an H-alass-pX'eseX'Ving homomoX'phism . Then 
~(f) = f foX' eaah f E Q(X) . 
Proof. Suppose to the contrary that there exists a function f E Q(X) 
such that ~(f) = g * f. Clearly f * ¢ * g Pick 
x E Dom(f) = Dom(g) such that f(x) 1: g(x) , and select open sets 
F and G in X such that f(x) E F, g(x) E G , and F n G = ¢ 
Consider fly E Q(X) . By Lemma 
but that is impossible since Im(gly) c G and Im(fly) c F . 
Thus the assumption that g 1: f is false, and therefore ~(f) = f . 
COROLLARY to Theorem 4.1. Let X be an aX'bitX'aX'Y HausdoX'ff space . Let 
...... 
92 
~ : Ql eX) + QleX) be an H-o lass-p~ese~ving homomo~phism. Then 
~ef) = f fo~ eaoh f E Ql eX) . 
Proof. Each of the preceding three proofs remains valid in this case. 
In Theorem 4 . 1 and its corollary we assumed that X was Hausdorff. 
The following example) involving an extremely simple non -Hausdorff 
space) shows that some restriction on X is necessary. 
EXAMPLE 4 . 1 . Let X = {x) y} with the indiscrete topology. Then 
Ql ex) consists of the identity function) the empty fun ct ion) and 
the function f which interchanges x and y . Let ~ei) = ~ef) = i 
and ~e ¢ ) = ¢ Then ~ is an H- class-preserving homomorphi sm 
wh i ch is not the identity . 
If we restrict our attention to the case of X discrete) we can 
establish the result of Theorem 4 . 1 and its corollary under weaker 
assumptions on ~ We first consider ~ : Ql eX) + Ql ex) . We write 
the points in X as 
by the formula 
x . 
1-
x . 
1-
any homomorphism ~ we have 
Let f ·· E Qlex) 1-J be the function defined 
Clearly f· .f·k = f ·k ) and thus for 1-J J 1-
LEMMA 4 . 3 . If ~ : Ql ex) + Ql ex) with X di8o~ete is TI -p~eserving 
indioes j and k . 
.... 
J 
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Proof. Since <jl is n-preserving we have Dom (<jl (t .. )) = x. . 
7-;) ;) 
Therefore by equation (~':) we have Im(<jl(tjk)) = Xj Since 
LEMMA 4 . 4. If <jl : Ql (X) + Ql(X) with X discrete is Im-preserving~ 
t hen <jl (t .. ) = f·· for a:1' bi tra:1'y indic es i and j . 
7-;) 1,,;) 
1m (<jl (t 'k)) = x . 
;) ;) Then Proof. Since <jl is 1m-preserving we have 
by equation (~':) we have Dom ( <jl (t .. )) = x . 
1,,;) ;) (since <jl (f i) is 
one -to-one). We know that Im(<jl(fij )) = xi and hence we see that 
THEOREM 4 . 2. Let X be discrete and l et <jl : Ql(X) + Ql(X) be a 
homomorphism that is n-preserving (that is~ L-a las8- preserving) 
or 1m-preserving (that i8~ R-alass-preserving) . Then <jl(f) = f 
for eaa h f E Ql (X) . 
Proof. We know from Lemmas 4.3 and 4.4 
f E Ql (X) be arbitrary with f "I 0 
f(x) = x Then frsffrr = frr s , 
Thus x E Dom (<jl (f)) 
r 
and <jl(f) (x) 
that <jl (t .. ) = f·· Let 7-;) 1,,;) 
Let x E Dom(f) 
r 
, 
and therefore frs<jl(f)frr 
= x 
s 
Consequently 
= frr . 
<jl(f)iDom(f) = f. If <jl is n-preserving, we are done. Suppose 
on the other hand that <jl is 1m-preserving . 
Then ffnn = 0 , and therefore <jl(f)fnn = 0 . 
and we conclude that <jl(f) = f . 
Let x t Dom(f) . 
n 
Thus x t Dom(<jl(f)) 
n 
..... 
j 
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The result of Theorem 4.2 is not valid i f we only assume that ~ 
is D = J-class-preserving. For we know that fDg if and only if fJg 
if and only if rank(f) = rank(g) in th is case , and since any inner 
automorphism in Ql(X) is rank-preserving, ~ need not be the identity, 
in contrast to the situation in Theorem 4 . 2 . 
We will now prove a result along the lines of Theorem 4 .2' for the 
case of Q(X) with X discrete . First we need a lemma. 
LEMMA 4.5. If ~ : Q(X ) + Q(X) wi th X disorete is a n-preserving 
homomorphism~ then ~(fj k) = fjk for arbitrary indioes j and k 
Proof . Since ~ is n-preserving we have Dom (~ (f . .)) = x. . 1-J J Then 
a single point, we see that x. = 1m (~(f 'k)) . J J Therefore 
THEOREM 4.3. Let X be disorete and let ~ : Q(X) + Q(X) be an 
L-olasB-preserving homomorphism . Then ~(f) = f f or eaoh 
f E Q(X) . 
Proof. Because of Lemma 4 . 5 we can repeat the proof of Theorem 4 . 2. 
We shall leave the semigroups Q(X) and Ql(X) at this point and 
shall examine homomorphisms on SeX) The constant functions are 
contained in sex) and they will play a major role in the following 
arguments . 
...... 
95 
LEMMA 4 . 6. Let ~ : SeX) + sex) be R-c Lass-preserving. If ' f E Sex) 
is constant~ then ~(f) = f . 
Proof . Let f = x The result follows immediately from the fact 
that {x} = Im(f) = Im(~(f)) 
LEMMA 4.7 . Let ~ : SeX) + sex) be an R-cLass-preserv ing homomorphism. 
If f(x) = g(x) for some x E X ~ then ~(f)(x) = ~(g)(x) . 
Proof . We have fx = gx and therefore ~(f)~(x) = ~(g)~(x) By 
Lemma 4.6 we then have ~ (f)x = ~(g)x , that is, ~(f)(x) = ~(g)(x) 
THEOREM 4 . 4. Let X be an arbitrary topoLogicaL space and Let 
~ : SeX) + Se x ) be an R-cLass-preserving homomorphism. Then 
~(f) = f for each f E Se X) . 
Proof . Let x E X be arbitrary, f(x) = y. Consider the constant 
function y By Lemmas 4.6 and 4 . 7 we have 
~(f)(x) = ~(y )(x) = y (x) = y = f(x) . Therefore ~(f) = f . 
It follows immediately from Theorem 4 .4 that the only H- class-
preserving homomorphism ~ : SeX) + sex) is the identity isomorphism. 
We can broaden the scope of the result in Theorem 4 . 4 by 
establishing the following result . 
THEOREM 4.5. Let T be a semigroup of functions from X to X such 
that: 
1) semigroup muLtipLication is ordinary composition of jUnctions~ 
2) f E T + Dom(!) = X ~ 
, 
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3) £ E T for each x EX . 
If (p : T + T is an 1m-preserving 7vmomorphism~ then ~(f) = f 
for each f E T . 
Proof. The proofs of Lemmas 4.6 and 4.7 and Theorem 4.4 remain valid 
under the assumptions contained in the hypothesis. 
EXAMPLE 4 . 2 . Consider SM(R) , the semigroup of continuous monotone 
functions from R to R , which is discussed in Definition 2 . 4, 
Lemma 2.19, Propositions 2.33 and 2.34, and Example 2.7 . We know 
from Theorem 4.5 that the only 1m-preserving homomorphism 
~ : SM(R) + SM(R) is the identity isomorphism . Therefore the only 
H-class-preserving or R-class-preserving ~ is again the identity . 
Another result along the lines of Theorems 4.4 and 4 .5 is contained 
in the following assertion . 
LEMMA 4.8 . Let X and Y be arbitrary topological spaces. Let 
p : Y + X be continuous and onto . Let ~ : sex, p, Y) + sex, p, Y) 
be an R-class-preserving homomorphi8m . Then ~(f) = f for each 
f E sex, p, Y) • 
Proof. We know from Lemma 3 .15 that ~ is 1m-preserving . Therefore 
the result of Lemma 4.6 remains valid . In order to establish the 
analogue of Lemma 4.7, let x E X be arbitrary with f(x) = g(x) 
Then x = p(z) for some z since p is onto . Let z: X + Y 
map each x E X to z E Y. Then f 0 z = g 0 z and thus 
~(f) 0 z = ~(g) 0 Z , that is, ~(f)(x) = ~(g)(x) With these 
....... 
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results at our disposal we can now proceed as in the proof of 
Theorem 4.4: let f(x) = y . Then 
cp(f)(x) = cp(y)(x) = y(x) = y = f(x) 
In Theorem 4.4 we assumed that cp : SeX) + sex) was R-class -
preserving . We now seek t o characterize the homomorphisms cp : SeX) + sex) 
which are L-class-preserving or TI-preserving . If cp is TI-preserving 
and f E SeX) is constant, it is clear that cp(f) is also constant . In 
the light of this remark we state the following theorem. 
THEOREM 4 . 6. Let X be an arbitrary topological space and let 
cp : SeX) + sex) be an L-class-preserving homomorphism . Then cp 
i8 the identity isomorphism if and only if cp(.£) =.£ for each 
x EX. 
Proof . Necessity. Trivial . 
Sufficiency. The result of Lemma 4.6 is now true by assumption. 
Therefore the assertion follows as in Theorem 4 . 4 . 
The preceding theorem does not guarantee the existence of non-
identity L-class-preserving homomorphisms cp sex) + sex) In order 
to see that such homomorphisms exist we present the following example . 
EXAMPLE 4.3. Let X = {x, y} be discrete . Then SeX) consists of 
the four functions i, A Y and f which interchanges x and x, , 
y Let cp(i) = cp(f) = i and cp (x) = cpcY) = x First we will 
verify that cp is a homomorphism, that is, cp(gh) = cp(g)cp(h) 
If g = i ,then cp(gh) = cp(h) = icp(h) = cp(g)cp(h) . If g is 
...... 
I 
I 
I, 
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constant, then ~egh) = ~eg) = £ = ~eg)~eh) . If g = f , there 
are two cases. If h is constant , then ~ egh) = £ = i£ = ~eg)~eh) 
If h is not constant, then ~egh) = i = ii = ~eg)~eh) . Thus 
~ is a homomDrphism. It is clear that ~ is L-class-preserving 
and is not the identity . 
Suppose that ~ : SeX) + sex) is D- class-preserving or J-class -
preserving. We know from Lemma 1.13 that ~ is then rank-preserving; 
therefore if f is constant , ~ef) is also constant . We can extend 
Theorem 4 . 6 as follows. Let ~ : SeX) + sex) be a D-class-preserving 
or J-class-preserving homomorph ism. Then ~ is the identity 
homomorphism if and only if ~e£) = £ for each x EX. The proof of 
Theorem 4 . 6 remains valid in this case. 
If ~ : SeX) + sex) is any function which maps constant functions 
to constant functions, we can define a function ~: X + X by the 
formula ~ex) = y where ~ex) = y . This construct i on was essential 
to the main argument in [12J. We will use the notation ~ ~ ~ to mean 
that ~: SeX) + sex) generates ~: X + X in the above sense . 
In Example 4.3 we considered S(D2) and found a non-identity 
L-class-preserving homomorphism ~ : S(D2) + S(D2) In fact there are 
four L-class-preserving homomorph isms ~i : S(D2) + S(D2) . Each ~. t. 
generates a distinct ~. : X + X • t. In general we can prove the following 
result . 
LEMMA 4 . 9 . Let X be an arbitrary topoZogiaaZ spaae. Let 
~l : S eX) + sex) and ~2 : SeX) + sex) be homomorphisms whiah map 
... 
99 
oonstant functions to oonstant functions . If <Pl 'V l/J and <P2 'V l/J 
where l/J: X ~ X is onto~ then <Pl = <P2 • 
Proof . By assumption we have <Pl (g) = <P 2(g) for all constant 
functions g We want to show that <Pl (f) (x) = <P2 (f) (x) for 
arbi trary f and x Since l/J is onto we have £ = <Pl(y) for 
some Y E X Since and agree on constants we have 
~ /"-... 
£ = <P2 (y). Also <Pl (f(Y)) = <P2 (f(Y)) , and hence 
Consequently <Pl (f) (x) = <P2 (f) (x) , which is 
what we wanted to show. 
It is clear that iIS(X) 'V il
x
' By Lemma 4. 9 no other homomorphism 
on S eX) which maps constant s to constants can generate il
x
' Thus 
Lemma 4. 9 provides another proof of Theorem 4.6. 
Another result concerning <P 'V l/J is contained in the following 
assertion on pointwise ' convergence of functions . 
LEMMA 4.10. Let X be an arbitrary topological space. Let 
<P : SeX) ~ sex) be a homomorphism which maps constant functions 
to constant functions~ with <P 'V l/J Suppo se l/J is continuous and 
onto. Then <P : SeX) ~ sex) is continuous when sex ) has the 
topology of pointwise convergence. 
Proof. Let f ~ f in SeX) . 
n 
We want to show that 
<P(f )(x) ~ <p(f)(x) for each x EX. Let l/J(y) = x , that is, 
n 
..... 
J 
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We know that fnCY) + fCy) . Then for any point 
z E X we have 
~(tn) (x) = ~(fn)x(z) = ~(fn)~cY)(2) = 
= ~(fnY) (z) = 1jJ(f
n
(y») + 1jJ (fCy») = ~(!)(x) . 
Up to this point we have been considering G-class-preserving 
homomorphisms on QCX), Ql CX) , and SCX) , but not yet Sl (X) . We 
recall that for X discrete the Green's relations on QCX), Q1CX) , 
and SeX) had identical characterizations, but the pattern in SlCX) 
was quite distinct. This difference will be reflected in the results 
on G-class-preserving homomorphisms on Sl (X) to be presented below . 
Let X be a finite discrete space . Then Sl(X) is the group of 
permutations on X, and therefore Gf = Sl(X) f or each Green's 
relation G and each f E Sl (X). Therefore all homomorphisms 
~ : Sl (X) + Sl(X) are G-class-preserving in this case. 
Now let X be an infinite discrete space. We recall that in 
we have L - L f - g if and only if Ie Im(!) I = Ie Im(g) I ' while 
R = R if and only if ImCf) = Im(g) . Thus R c L , and hence f g 
H = R . ' We will in vestigate H = R-class-preserving homomorphisms 
~ Sl(X) + Sl (X) . In parti cular we know that ImCf) = Im(~(f») . 
In the following three lemmas we assume that X is infinite 
discrete and ~ : SlCX) + Sl CX) is an H = R-class-preserving homomorphism . 
..... 
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LEMMA 4.11. If f E 51 (X) is onto~ then ~(f) = f . 
Proof. Let x E X be arbitrary and choose g E 5 1(X) such that 
Im(g) = X\x Then Im(fg) = x\f(x). Therefore 
Hence f(x) = ~ (f) (x ) 
LEMMA 4.12. Let T be a subset of X suoh that ITI = Ixi . If 
fiT = g I T ~ then ~ (f) IT = ~ (g) IT' 
Proof. Choose h E 51 (X) such that Im(h) = T Then fh = gh 
thus ~(f)~(h) = ~(g)~(h) Since Im(~(h)) = T we see that 
~(f)IT = ~(g)IT . 
and 
LENMA 4.13. Let T be a subset of X suoh that ITI = IC TI = Ixi . 
For eaoh f E 51 (X) we have ~(f)IT = fiT' 
Proof. Since Ic TI = lXi, there exists a unit u E 5 1 (X) such 
that fiT = ui T . By Lemmas 4.11 and 4 . 12 we have 
fiT = u IT = ~ (u ) IT = ~ (f) IT' 
THEOREM 4.7. Let X be an infinite disorete spaoe and Zet 
~ : 5
1
(X) + 51 (X) be an H = R-cZass- preserving homomorphism. Then 
~(f) = f for each f E 51 (X) . 
Proof. The sets T and C T play symmetric roles in Lemma 4.13; 
therefore ~(f)IT = fiT and ~(f)l cT = flcT . 
.... 
I 
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The preceding analysis of the situation in 8 1 (X) with X infinite 
discrete automatically includes the case of X equal to CF, WN , or 
P since 8 1 (CF), 8 1 (WN) , and 8 1 (P) are isomorphic to 8 1 (X) with 
X discrete and of the appropriate cardinality. But 81(PN) is not 
isomorphic to 8 1 (X) with X discrete , and so we have to treat it 
separately. We note that 8 1 (PN) is not an R . semigroup and un 
L * H * R . In the following three lemmas we assume that 
~ : 8 1 (PN) + 81 (PN) is an R-class-preserving homomorphism . 
LEMMA 4.14. If f E 8 1 (PN) is onto~ then ~(f) = f · 
Proof . Let Im(g) = X\:r; for an arbitrary x * 0 (recall that each 
function in 8 1 (~N) takes 0 to 0 ) . The proof of Lemma 4.11 
carries over . 
Let T be a subset of PN . We will write T + 0 if each 
neighborhood of 0 in PN intersects T in more than one point . For 
instance, if f E 81 (PN) ,then Im(f) + 0 
LEMMA 4.15 . L et T be a subset of PN suah that ITI = IPNI and 
OET and T+O . If fIT=gIT ~ then ~(.:()IT=~(g)IT · 
Proof. Under the assumption that T + 0 , there exists h E 8 1 (PN) 
such that Im(h) = T , and thus the proof of Lemma 4.12 carries 
over . 
LEMMA 4.16. Let T c PN be a bounded set suah that T + 0 and 
.... 
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C T + O . Then ~(f)IT = fiT for each f E 51 (PN) . 
Proof. The following sets are infinite: C T n (0, IJ, C(f(T)) n (0, IJ 
C T n (1, 00) , and C(t(T)) n (1, 00) We now define an onto function 
g E 51 (PN) Let glT. = fiT' Let g map C T n (0, IJ 
injective1y onto C(f(T)) n (0, I J , and let g map C T n (1, 00) 
injectively onto C(f(T)) n (1, 00) By Lemmas 4.14 and 4.15 we 
THEOREM 4.8. Let ~ : 51(PN) + 51 (PN) be an R-cZass-preserving 
homomorphism. Then ~(f) = f for each f E 51(PN) . 
Proof. Let x E PN be arbitrary . Choose a subset T c PN such 
that T is bounded, x E T , T + 0 , and C T + O . By 
Lemma 4.16 we have ~(f)IT = fiT and therefore ~(f)(x) = f(x) . 
If we are given a non-empty open subset of the real line R , we 
can map all of R into the open subset by means of a function in 51 (R) 
The following general theorem makes use of this simple property. 
THEOREM 4.9. Let X be a Hausdorff space with the property that for 
open 
an arbitrary non-empty~subset A c X there exists a function 
h E 51 (X) suoh that Im(h) cA . Let ~ : 51(X) + 51(X) be an 
R-oZass-preserving homomorphism. Then ~(f) = f for each 
Proof. Suppose to the contrary that there exists a function f E 51(X) 
such that ~ (f) = g f; f. Choose x such that f(x) f; g (x) , and 
... 
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let A be an open set containing x such that f(A) n g(A) = ~ . 
Choose h E S 1 (X) such that Im( h) cA . Then 
f(A) ~ f(Im(h») = Im(fh) = 1m (<j>(fh») = Im(g<j>(h») = glIm(h») c g(A) 
Therefore f(Im(h») c f(A) n g(A) , which contradicts the fact 
that this intersection is empty . Therefore <j>(f) =f 
COROLLARY to Theorem 4 . 9. If <j> : Sl(R) ~ Sl (R) or <j> : Sl(I) ~ Sl(I) 
is an H-a Zass-preserv ing or R-aZass-preserving homomorphism~ then 
<j>(f) = f for eaah f . 
We note that the conditions of Theorem 4.9 are not satisfied when 
X = C . And the result of the theorem is false for Sl(C) because 
all homomorphisms <j> . Sl (C) ~ Sl(C) are R-class-preserving since 
Sl(C) is a group. 
We will conclude this chapter by considering homomorphisms 
<j> : S(X, Y) ~ S(X, Y) In the following four lemmas we assume that X 
is dis crete and <j> is an H-class-preserving homomorphism . Thus by 
Lemma 3. 11 we have Im(f ) = Im(<j>(f») ; and 
f(Y) = <j>(f)(Y). We note that S(X, Y) contains those constant 
functions y for which y E Y 
LEHHA 4 . 17 . If Y E Y ~ then <j> <y) = y 
Proof. Im(<j>(Y») = Im<y) = {y} • 
LEHHA 4 . 18. If f(y) = g(y) for some y E Y ~ then <j>(f)(y) = <j>(g)(y ) • 
Proof . We have fy = gy Therefore <j>(f)y = <j>(g)y by the previous 
.... 
lemma; that is ~(f)(y) = ~(g)y . 
LEMMA 4.19 . Let x E X\Y. Suppose f(X\x) = y E Y. Then 
~(f) = f . 
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Proof. If f(x) = y we apply Lemma 4.17 . We assume that f(x) = z t y . 
Since Im(f) = {y} u {z} we have Im(~(f)) = {y} u {z} 
~(f)(Y) = fey) and TIf = TI~(f) we have ~(f)(X\x) = Y 
Therefore ~ (f) (x) = z , and th us ~ (f) = f . 
Since 
LEMMA 4.20. Suppose f(x) = g(x) fo~ some x E X\Y and fey) = g(y) 
fo~ some y E Y. Then ~(f)(x) = ~(g)(x) 
Proof. We define a function h E sex, Y) by the formula h(X\x) = y 
and hex) = x. We know from the preceding lemma that ~(h) = h , 
and it is easy to check that fh = gh . Therefore ~(f )h = ~(g)h 
and thus ~(f)(x) = ~(f)(h(x)) = ~(g)(h(x)) = ~(g)(x) . 
We can now put these four lemmas together into the expected theorem . 
THEOREM 4.10. Let X be disa~ete and let ~ : sex, Y) + sex, Y) be 
an H-alass-p~eserving homomo~phism . Then ~(f) = f fo~ eaah 
f E sex, Y) • 
Proof . Let x E X be arbitrary . We want to show that ~ (f)(x) = f(x) 
Let f(x) = z If x E Y , then z E Y , and we know from Lemmas 
4 . 17 and 4.18 that ~(f)(x) = ~(z)(x) = z(x) = z = f(x) . If 
x E X\Y , we break the argument into two cases. 
Case 1. If f(x) = fey) for each y E Y , we have fey) = ~ 
for some ~. Since and feY) = ~(f)(Y) , for any 
... 
Y E Y we have q>(f)(x) = q>(f)(y) = fey) = f(x) . 
Case 2. Suppose f(x) = 8 and fey) = t t 8 for some 
y E Y . We define a function h E Sex, Y) by the formula 
h(x\x) = t and hex) = 8 . By Lemma 4 . 19 we have q>(h) = h 
10 6 
Since h(x) = f(x) and h(y) = f(y) , we know from Lemma 4 . 20 that 
q>(f)(x) = q>(h)(x) = hex) = f(x) , and we are done . 
For other results on semigroup homomorphisms see [4J and [22J . 
... 
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CHAPTER 5 
SEMI GROUPS OF RELATIONS 
The results obtai ned in the preceding chapters have dealt with 
semigroups of functions . The purpose of this final chapter is to 
establish the same type of results in the context of semigroups of 
relations . We will begin with a pair of definitions . 
DEFINITION 5 . 1- Let T be a binary relation on a set X 
T lS a subset of X x X . 
(x, y) E T , we will write 
a . Dom(T) = {x E X I x Ty 
b . Im(T) = {y E X I xTy 
c. T(x) = {y E X I xTy} 
some x E A} ; 
Let A be a subset of X 
xTy 
for some y E X} 
for some x E X} 
T(A) = {y E X lyE T(x) for 
that 
If 
is, 
d. T-l(y ) = {x E X I x Ty} T - 1 (A ) = {x E X I T (x) n A :f. ~ } • 
When T(x) is a single point , say z , we will write T(x) = z 
rather than T(x) = { z } • 
DEFINITION 5.2. 
a . B(X) denotes the semigroup of all binary relations on a set 
X . Semigroup multiplication is ordlnary composition in the 
order indicated in Definition 1 . 2 (here we think of relations 
as "many-valued functions") . 
..... 
108 
b . Bl (X) denotes the subsemi group of all one -to- one relations 
in B(X) , that is, relations T E B(X) such that x t y 
implies T(x) n T(y) = ~ . 
c . El (X) denotes the subsemigroup of all relations T E Bl (X) 
for which Dom(T) = X . 
We note that the fun ction i is contained in each of the above 
semigroups of relations . It is then clear that L(T) = {UT I U E semigroup} 
and R(T) = {TV I V E semigroup} . First we will consider Bl(X) 
PROPOSITION 5 .1. LT = LV in Bl (X) if and only if Dom(T) = Dom(V) . 
Proof . Necessi ty. Let T = UV and V = WT . It is clear that 
Dom(T) = Dom(V) 
Suffi ciency . Let Dom(T) = Dom(V) . We want to construct a 
relation W E Bl (X) such that V = WT . Let x E Dom(T) = Dom(V) 
be arbitrary . Choose one point y E T(x) and le t W(y) = V(x) . 
We do not define W on any other points in T(x) . Then W is 
well-defined and belongs to Bl (X) because T is one-to-one. 
We have V(x) = W(y) = W(T(x)) , and hence V = WT 
PROPOSITION 5 . 2 . RT = RV in Bl (X) if and only if the following 
oonditions ar'e satisfied: 
1) faT' eaoh x E Dom (T) we ha»e T(x) = V(y) faT' some y ~ 
2) faT' eaoh w E Dom(V) we have V(w) = T( z) faT' some z . 
109 
Proof . Necessity . Let V = TW and T = VU where we choose Wand 
U such that Dom(W) = Dom( V) and Dom(U) = Dom(T) Let 
x E Dom(T) be arbitrary. We will show that T(x) = V(y) 
We know that T(x) = VU(x) If we can show that U(x) n Dom(V) 
is a single point, say y , then T(x) = V(y) as desired . For 
this purpose suppose that y and z are in U(x) n Dom(V) 
which equals U(x) n Dom(W) . Since T = VU = TWU , we have 
T(x) = TWU (x) .:J TW({y , z}) = T(W(y) u W(z)) • 
Since T is one-to-one we see that 
(W(y) u W(z)) n Dom(T) = {x} • 
Since y E Dom(V) = Dom(TW) we have W(y) n Dom(T) # ¢. From 
(>,,) we then have W(y) n Dom(T) = {x} Similarly 
W(z) n Dom(T) = {x}. Therefore W(y) n W(z) # ¢ , which implies 
that y = z , and ne cessity is proved. 
Sufficiency. We want to construct a relation U E Bl(X) 
such that T = VU Let x E Dom(T) be arbitrary . Then T(x) = V(y) 
for a unique y Let U(x) = y , and repeat this process for each 
x E Dom(T) Then U E Bl(X) and T(x) = V(y) = V(U(x)) Thus 
T = VU , and we are done. 
We note t hat the results of Propositions 5 . 1 and 5 . 2 match the 
results of Propositions 2 . 5 and 2.6 . 
~ow that we have a characterization of L-classes and R-classes 
and therefore H-classes in Bl (X) , we can establish the connection 
between H-classes , idempotents, and pseudo-idempotents as we did 
.... 
repeatedly in Chapter 3. 
In the following lemma we will characterize the idempotents in 
Bl (X) . For a characterization of idempotents in B(X) see [19J . 
LEMMA 5.1. A reZation T E Bl (X) is idempotent if and onZy if 
T(x) n Dom(T) = {x} for each x E Dom(T) 
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Proof. Necessity . Let x E Dom(T). By definition we have 
T(T(x)) = T(x). Since T is one-to-one we then have x E T(x) 
and (T(x)\x) n Dom(T) = ~ Therefore T(x) n Dom(T) = {x} . 
Sufficiency . Clearly T(T(x)) = T(x) , and therefore T is 
idempotent. 
By means of Lemma 5.1 we have found an identity function f 
associated with T, namely, f(x) = T(x) n Dom(T) on Dom(T) In 
keeping with the procedure for defining pseudo-idempotency in Chapter 
3, we replace the requirement that f be the identity with the weaker 
requirement that it be a permutation, and we arrive at the following 
definition. 
DEFINITION 5.3. A relation T E Bl(X) is said to be pseudo-idempotent 
if T(x) n Dom(T) is a single point for each x E Dom(T) and the 
function f(x) = T(x) n Dom(T) is a permutation on Dom(T) . 
We note that Im(TT) = Im(T) if T is pseudo-idempotent . For 
an arbitrary T E Bl(X) the relation -1 T is not in general in Bl(X) , 
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but T- l on Dom(T) is a permutation if T is pseudo-idempotent. The 
expression T(T-l(x») will playa role in the next two assertions, and 
we will first take a look at T(T-l(x») for a very simple case in the 
following example. 
EXAMPLE 5 . 1 . Let X = {x, y, z } . Let T E Bl (X) be defined by the 
formula T(x) = y , T(y) = {x, z } Clearly T is pseudo-idempotent 
but not idempotent. If we define V on Dom(T) by the formula 
V(X) = T(T-l(x») we find that V(x) = {x, z } and V(y) = Y . 
It is easy to check that V E Bl (X); V is idempotent; 
LEMMA 5.2. Let T E Bl (X) be pseudo-idempotent. and define V on 
Dom(T) by the formuZa V(x) = T(T-l(x»). Then V E Bl(X) V 
is idempotent; and HT = Hv . 
Proof . To see that V E Bl(X) we suppose that V(X) n V(y) I ~ . 
Then -1 - 1 T (x) n T (y) I ~ . Since -1 T is a permutation on 
Dom(T) , it follows that x = y , which is what we wanted to 
show . 
To see that V is idempotent we first consider the expression 
Since T is one-to-one, it follows that 
T-ITT-l(x ) = T-l(x) Therefore 
VV(x) = TT-l(TT-l(X») = T(T-ITT-l(x») -1 = TT (x) = V(x) . We note 
that the equation TT-IT = T arises in the paper [18J. 
l~ 
We will now show that By the definition of V 
we have Dom( T ) = Dom( V) , and therefore LT = LV by Proposition 
5.1 . Since - 1 T is a permutation on Dom(T ) , we see from the 
definition of V that each non - empty Vex) = T(y) f or some y 
and T( z) = V(w) for so w H b P .. me . ence y ropos~t~on 5 . 2 we 
have RT = RV ' and we are done . 
THEOREM 5 .1. Let H be an H-c Za ss in Bl(X) . The fo ZZowing 
conditions ar e equiva Zent : 
1) H contains a pseudo -idempotent~ 
2) H contains an idempo tent~ 
3) H consis t s of pseudo-idempotents. 
Proof . 1 + 2 . Lemma 5 . 2 . 
2 + 3. Suppose HT = HV where T is idempotent . We have 
to show that V is ps eudo-idempotent . By Propositions 5 . 1 and 
5 . 2 we have Dom(T) = Dom (V) and each non-empty T(x) = V(y) 
for some y and Vex) = T(z) for some z . Therefore 
vex) n Dom(V) = T( z ) n Dom (T ) , and the latter intersection is a 
single point for each x E Dom(T ) = Dom(V) since T is idempotent . 
The function g(x) = Vex) n Dom(V) is a permutation on 
Dom(V) = Dom(T ) , again because Vex) n Dom(V) = T(z) n Dom(T) . 
Therefore V is pseudo-idempotent . 
3 + 1 . Trivial . 
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Theorem 5 . 1 extends the central result of Chapter 3 to the case of 
Bl (X). We can also extend the main result of Chapter 4 to Bl (X) . 
In the following three lemmas we assume that ~ 
H- class-preserving homomorphism . 
LEMMA 5 . 3. If T E Bl (X) is a fUnction, t hen ~(T) is a function . 
Proof . Since RT = R~(T) , the result follows immediately from 
Proposition 5 . 2 . 
Proof. By vi rtue of the above lemma we can repeat the proof of Lemma 
4 . 1. 
Let A be a subset of X . If we think of relations as "many-
valued functions", then T n (A x X) is the relation which equals T 
on A . We will use the notation T I A for T n (A x X) • 
LEMMA 5 . 5 . Let A eX . For any T E Bl(X ) we hav e TIA E Bl(X) 
Proof . The proof of Lemma 4 . 2 carri es over . 
THEOREM 5 . 2 . Let ~ : Bl(X) + Bl(X) be an H-o Zass-preserving 
homomor phism. Then ~(T) = T f or eaoh T E Bl (X) . 
Proof. Let ~(T) = W . By Proposition 5 . 1 we know that Dom(T) = Dom (W) . 
Let x E Dom(T) = Dom(W ) , and consider the relation TI . x By 
I 
..:. 
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Lemma 5 . 5 we know that ~(Tlx) = ~(T)I = Wi . Then by Proposition 
x x 
5 . 2 applied to TI x Wi x we have T(x) = W(x) , which is 
what we wanted to show . 
The semigroup of relations Bl(X) shares with the semigroup of 
functions Ql (X) the property that the domain of each element of the 
sernigroup depends upon that element . And Theorem 5 . 1 for Bl(X) is 
a copy of the corresponding theorem for Ql(X) We now consider 
semigroups in which the domain of each element is the whole space X 
In the semigroup of functions 51 (X) the theorem on H-classes and 
pseudo-idempotents took a Very simple form, namely, the H-class 
of the identity function was the set of onto functions . In El(X) , 
the ' semigroup of one-to-one relations defined on all of X, we obtain 
another H-class theorem of simple form, as outlined below . 
We note that if X is finite, then El(X) = $1 (X) , the group of 
permutations on X . Therefore we shall be interested only in the case 
of infinite X . The identity function is in El(X) and it is the only 
idempotent . Using the definition of pseudo-idempotency given for Bl(X) 
in Definition 5 . 3 we can see that the only pseudo-idempotent relations 
are the onto functions . In order to show that is indeed 
the set of onto functions we have to characterize Land R in Bl(X) 
By methods which are similar to those used for Bl (X) we can establish 
the following propositions. 
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PROPOSITION 5 . 3. LT = LV in El(X) if and only if the following 
oonditions are satisfied: 
1) I T(x) I = I V(x) I for eao h x EX , 
2) Ie Im(T)1 = Ie Im(V)1 • 
PROPOSITION 5.4. RT = Rv in El (X) if and only if eaoh T(x) = V(y) 
for some y and eaoh V(w) = T( z) for some z. 
As a consequence of these two propositions it is clear that 
H . = L . = R . = {onto functions} in El (X) • 
'Z- 'Z- 'Z-
Finally we consider B(X) , the semlgroup of all binary relations 
on X . eli f ford and Mil Ie r in [2] characterized the union-and-
symmetry- preserving homomorphisms from B(X) to B(X) . We will show 
that the only H-class-preserving homomorphism from B(X) to B(X) is 
the identity isomorphism. 
We know that LT = LV implies Dom(T) = Dom(V) and that RT = RV 
implies Im(T) = Im(V) In the following three lemmas we assume that 
~ : B(X) + B(X) is an H-class-preserving homomorphism. 
LEMMA 5.6. Let T E B(X) be a relation suoh that Dom(T) = {x} or 
Im(T) = {y} Then ~(T) = T . 
Proof . Suppose Dom(T) = {x} , and therefore Im(T) = T(x) Then 
Dom(~(T)) = {x} and Im(~(T)) = T(x). Therefore ~(T) = T . 
Similarly if Im(T) = {y} , then ~(T) = T . 
LEMMA 5 . 7 . If T E B(X) is a function , then ~(T) = T . 
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Proof . Let x E Dom(T) = Dom(<p(T)) ; T(x) = y . Define Vet) = x 
for all t E x Then TV( t) = y for all t EX . By Lemma 5.6 
Therefore <p(T)(x) = y and thus <p(T) = T . 
Proof. We know from Lemma 5.7 that <p(iI A) = ii A . Therefore 
THEOREM 5 . 3. Let <p : B(X) + B(X) be an H-aLass-preserving homomorp hism . 
Then <p(T) = T for eaah T E B(X) 
Proof . Let <p (T) = W. Let x E DomUv') = Dom(T) and consider the 
relation TIE B (X) 
x 
By Lemma 5.8 we have wi x and 
by Lemma 5 . 6 we have TI . 
x 
Therefore wi ' x which 
is what we wanted to show . 
For other results on homomorphisms of B(X) see [ 16J . 
In [15J Magi II and Yamamuro extended the results of [2] to semigroups 
of closed relations on a C-space . A C- spaae X is a Tl topological 
space such that compositions of closed relations on X are again closed. 
This definition was given in [ 14J, along with a simple characterization 
of, all first-countable C-spaces . We can extend the result of Theor'em 
5 . 3 to the case of C-spaces , as we see in the final assertion. 
COROLLARY to Theorem 5 . 3. Let X be a C- spaae and Let C(X) be the 
semigroup of aLosed reLations on X . Let <p : C(X ) + C(X) be 
L 
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an H-c Zass-preserving homomorphism. Then ~(T) = T for each 
T E C(X) . 
Proof . We will show that each of the steps in the proof of Theorem 
5.3 applies to C(X) . We know that Dom(~(T)) = Dom(T) and 
Im(~(T)) = Im(T); hence Lemma 5 . 6 remains valid . The relation 
V defined in Lemma 5.7 is closed because X is Tl . If T is 
a closed relation and A c X is a closed subset, then TIA is 
closed. And since i E C(X) we see that Lemma 5 . 8 holds . Finally 
TI in Theorem 5 . 3 is closed because {x } is closed in X 
x 
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