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Short Abstract: The growth of new near-perfect grains during recrystallization of 
deformed metals is governed by the migration of the grain boundaries surrounding 
the new grains. The grain boundaries migrate through the deformed metal driven by 
the excess energy of the dislocation structures created during deformation. Recently, 
it has been found that recrystallization is far more inhomogeneous than previously 
thought. The purpose of this PhD-project is to study recrystallization by computer 
simulations with special focus on inhomogeneous growth. Two types of simulations 
have been employed: geometric- and molecular dynamics simulations (MD).  
 
The geometric simulation method developed and used in this study is a 
generalization of an existing method. The geometric simulations have been used to 
investigate simplistic situations where one type of growth-inhomogeneity exists in 
an otherwise very basic model. Simulations of grains possessing distributions of 
growth rates and simulations of anisotropic growing grains, where grains have 
individual preferred growth-directions, have been performed. The MD simulations 
have been used to study grain boundary motion driven by dislocation structures at 
the atomic level. This is the first time that dislocation structures have been used to 
drive grain boundary migration in MD simulations. Different types of dislocation 
structures and grain boundaries have been simulated using different inter-atomic 
potentials. 
 
The geometric simulations show that the introduction of growth-inhomogeneities 
into a simple recrystallization-model can affect the recrystallization kinetics and 
microstructure significantly, which makes it very important to understand the origin 
of such inhomogeneities. The MD simulations show that grain boundary migration 
during recrystallization is strongly affected by the dislocation structures in the 
deformed metal due to local effects: Inhomogeneous boundary morphologies and 
dislocation-structure-dependent migration rates are observed. The effects that the 
dislocation structures have must be taken into account in order to create realistic 
recrystallization models, and through that improve the processing and properties of 
metals. 
 
Kort Resumé: Når metaller rekrystalliseres, vokser nye perfekte korn ved at 
kornenes grænser migrerer gennem det deformerede metal. Korngrænserne er drevet 
af den ekstra energi, der findes i de dislokationsstrukturer, som er skabt ved 
deformering af metallet. Det har vist sig, at rekrystallisation er en meget mere 
inhomogen proces end tidligere antaget. Formålet med dette PhD-projekt er at 
studere rekrystallisation ved hjælp af computersimuleringer med særligt fokus på 
inhomogen vækst. To typer simuleringer er blevet anvendt: Geometriske- og 
‘molecular dynamics’ (MD) simuleringer. 
 
Den geometriske simuleringsmetode, som er blevet udviklet og benyttet i dette 
projekt, er en generalisering af en eksisterende metode. De geometriske simulerin-
ger er blevet brugt til at undersøge simple situationer, hvor en og kun en slags 
vækst-inhomogenitet er til stede i en ellers meget simpel model. Simuleringer hvor 
korn har væksthastigheds-fordelinger samt simuleringer af anisotropt voksende 
korn, hvor kornene har individuelle foretrukne vækstretninger, er blevet udført. MD 
simuleringerne er blevet brugt til at studere korngrænsemigration drevet af disloka-
tionsstrukturer på det atomare niveau. Dette er første gang, at dislokations-strukturer 
er blevet brugt til at drive korngrænser i MD simuleringer. Forskellige typer af 
dislokationsstrukturer og korngrænser er blevet simuleret med forskellige inter-
atomare potentialer. 
 
De geometriske simuleringer viser, at introduktionen af vækst-inhomogeniteter i en 
simpel rekrystallisationsmodel kan påvirke kinetikken og mikrostrukturen af 
rekrystallisation voldsomt, hvilket igen viser, at det er særdeles vigtigt at forstå 
hvorfor inhomogeniteterne opstår. MD simuleringerne viser, at korngrænse-
migration under rekrystallisation er stærkt afhængig af dislokationsstrukturerne på 
grund af lokale effekter: Inhomogene korngrænse-morfologier og korngrænser med 
hastigheder som er stærkt afhængige af dislokationsstrukturerne er blevet set. 
Dislokationsstrukturers effekter på korngrænsemigration skal derfor inkluderes for 
at kunne opbygge realistiske rekrystallisationsmodeller, som kan forbedre 
bearbejdningsmetoder og egenskaber af metaller. 
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Abstract
The growth of new near-perfect grains during recrystallization of deformed
metals is governed by the migration of the grain boundaries surrounding the
new grains. The grain boundaries migrate through the deformed metal driven
by the excess energy of the dislocation structures created during deformation.
Recently, it has been found that recrystallization is far more inhomogeneous
than previously thought. The purpose of this PhD-project is to study recrystal-
lization by computer simulations with special focus on inhomogeneous growth.
Two types of simulations have been employed: geometric- and molecular dy-
namics simulations (MD).
An existing geometric simulation method has been refined during this
PhD-project and used to study the overall recrystallization kinetics and mi-
crostructure as a result of inhomogeneous growth parameters. The geometric
simulations are used to investigate simplistic situations where only one type
of inhomogeneity exists in an otherwise very basic model. Special focus has
been put on simulations of distributions of growth rates and of anisotropi-
cally growing grains. The simulations show that distributions in growth rates
and growth directions typically have a significant impact on the recrystalliza-
tion microstructure. The overall recrystallization kinetics are greatly affected
by certain growth-rate distributions. Anisotropic growing grains on the other
hand have a surprisingly small effect on the kinetics, which can be predicted
by relatively simple models.
The MD simulations have been used to study grain boundary motion driven
by dislocation structures at the atomic level. This is the first time that dis-
location structures have been used to drive grain boundary migration in MD
simulations. Different types of dislocation structures and grain boundaries
have been simulated using different inter-atomic potentials. Very significant
changes in the grain boundary migration rate and apparent mobility can be
obtained by varying the dislocation structures. For some structures, the cor-
relation between the boundary migration rate v and the driving pressure P
is v ∝ P as expected; for other structures v ∝ P 2. It is proposed that the
P 2-dependence stem from dislocation structures that are providing a locally
varying driving pressure, something that is not taken into account in exist-
ing recrystallization models. The interactions between the grain boundaries
and the dislocation structures are studied in detail: grain boundaries may in-
teract with some types of dislocation boundaries in ways which perturb the
grain boundary morphology. The grain boundary dynamics and morphology
are qualitatively not very dependent on the character of the grain boundary
or on the interatomic potentials used, but quantitative measures such as the
mobility and the activation energy are affected by the choice of potential.
The geometric simulations show that the introduction of growth-inhomoge-
neities into a simple recrystallization-model can affect the recrystallization ki-
netics and microstructure significantly, which makes it very important to un-
derstand the origin of inhomogeneities. The MD simulations show that grain
boundary migration during recrystallization is strongly affected by the disloca-
tion structures in the deformed metal due to complex local interactions between
the grain boundaries and the dislocation structures due to local effects: Inho-
mogeneous boundary morphologies and dislocation-structure-dependent migra-
tion rates are observed. The effects that the dislocation structures have must
be taken into account in order to create realistic recrystallization models, and
through that improve the processing and properties of metals.
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Resumé
Når metaller rekrystalliseres, vokser nye perfekte korn ved at kornenes grænser
migrerer gennem det deformerede metal. Korngrænserne er drevet af den ekstra
energi, der findes i de dislokationsstrukturer, som er skabt ved deformering af
metallet. Det har vist sig, at rekrystallisation er en meget mere inhomogen pro-
ces end tidligere antaget. Formålet med dette PhD-projekt er at studere rekrys-
tallisation ved hjælp af computersimuleringer med særligt fokus på inhomogen
vækst. To typer simuleringer er blevet anvendt: Geometriske- og ‘molecular
dynamics’ (MD) simuleringer.
En eksisterende metode til at udføre geometriske simuleringer er blevet
forbedret i løbet af dette projekt og er blevet brugt til at simulere udviklingen
i mikrostruktur og kinetik under rekrystallisation resulterende fra inhomogene
vækstparametre. De geometriske simuleringer er blevet brugt til at undersøge
simple situationer, hvor kun en type inhomogenitet er til stede i en ellers meget
simpel model. I projektet er der især blevet fokuseret på fordelinger af væk-
strater og anisotrop vækst. Simuleringerne viser, at både fordelinger af væk-
strater og fordelinger af vækstretninger har en stor effekt på mikrostrukturen
af det rekrystalliserede metal. Den overordnede kinetik under rekrystallisation
er stærkt påvirket af visse fordelinger af vækstrater. Anisotropt voksende korn
derimod har en overraskende lille effekt på kinetikken, og standard-modeller
kan bruges til at beskrive denne kinetik.
MD simuleringerne er blevet brugt til at studere korngrænsemigration drevet
af dislokationsstrukturer på det atomare niveau. Dette er første gang at dis-
lokationsstrukturer er blevet brugt til at drive korngrænser i MD simuleringer.
Forskellige typer af dislokationsstrukturer og korngrænser er blevet simuleret
med forskellige inter-atomare potentialer. Meget store ændringer i korngrænser-
nes migrationsrater og tilsyneladende mobiliteter opnås ved at ændre på dis-
lokationsstrukturerne. For nogle strukturer er sammenhængen mellem grænsem-
igrationsraten v og det drivende tryk P givet ved v ∝ P som forventet, men
for andre dislokationsstrukturer er v ∝ P 2. P 2-afhængigheden kan skyldes
dislokationsstrukturer der giver en lokalt varierende drivende kraft, en effekt
som ikke er medtaget i eksisterende rekrystallisationsmodeller. Interaktionerne
mellem korngrænser og dislokationsstrukturer er blevet studeret i stor detalje
i dette projekt: Korngrænserne kan interagere med visse typer af struktur-
er på en måde som perturberer korngrænsemorfologien. Kvalitativt afhænger
korngrænsedynamikken og -morfologien kun svagt af korngrænsetypen og det
benyttede inter-atomare potentiale, men kvantitative mål så som mobiliteten
og aktiveringsenergien er stærkt afhængige af valget af potentiale.
De geometriske simuleringer viser, at introduktionen af vækst-inhomoge-
niteter i en simpel rekrystallisationsmodel kan påvirke kinetikken og mikrostruk-
turen af rekrystallisation voldsomt, hvilket igen viser, at det er særdeles vigtigt
at forstå hvorfor inhomogeniteterne opstår. MD simuleringerne viser, at ko-
rngrænsemigration under rekrystallisation er stærkt afhængig af dislokation-
sstrukturerne på grund af lokale effekter: Inhomogene korngrænse-morfologier
og korngrænser med hastigheder som er stærkt afhængige af dislokationsstruk-
turerne er blevet observeret. Dislokationsstrukturers effekter på korngrænsemi-
gration skal derfor inkluderes for at kunne opbygge realistiske rekrystallisation-
smodeller, som kan forbedre bearbejdningsmetoder og egenskaber af metaller.
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List of Commonly Used Symbols and Abbreviations
T Temperature.
t Time.
kB Boltzmann’s constant.
Ea Activation energy.
θ Misorientation.
θb Misorientation across grain boundary.
θd Misorientation across dislocation boundary.
v Grain boundary velocity.
M Grain boundary mobility.
M∞ Infinite temperature mobility.
P Driving pressure.
N Number of atoms.
lx,ly,lz Size of simulation.
V Total volume.
VV Recrystallized volume fraction.
VX Extended volume fraction.
SV Free surface fraction of recrystallizing grains.
RV Impinged surface fraction of recrystallizing grains.
SX Extended surface fraction.
Crr Contiguity Crr = 2RV /(2RV + SV ).
< d > Mean intercept length.
p JMAK-parameter.
α,A Growth parameters for grain radius r = At1−α.
g, h Growth parameters for grain velocity v = g(t− t0)h
MD Molecular Dynamics.
MC Monte Carlo.
JMAK Johnson-Mehl-Avrami-Kolmogorov.
MP Microstructural Path.
RS Read-Shockley.
EAM Embedded Atom Method.
EMT Effective Medium Theory.
LJ Lennard-Jones.
CAMd Center for Atomic-scale Materials Design.
CSM Colorado School of Mines.
Note: Some symbols may be used differently than the above tabulated
in certain parts of the thesis. This will be pointed out in the text where
appropriate.
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1 Introduction and Background
This chapter introduces the field of study and the project documented
the present thesis. First the project is presented briefly and thereafter
the necessary theoretical and experimental background for understanding
the project is described. Throughout this chapter the choices of the
investigations performed and the methods used in this study are given.
A precise description of the project is presented at the end of the chapter.
1.1 Short Introduction to the Project
Recrystallization is a transformation-process that plastically deformed
metals may undergo when annealed. When a metal is deformed plasti-
cally, some of the applied work is stored in the metal in the form of defects
that are generated due to the straining of the crystal-lattice. During re-
crystallization most (or all) of the energy that is stored in the metal is
released by a mechanism that is governed by the nucleation and growth
of new grains (crystallites). The boundaries surrounding new grains mi-
grate through the deformed material (the deformed matrix) and the new
recrystallizing grains will eventually consume all of the deformed matrix.
Fig.1.1 show a sequence of images illustrating growth of grains during
recrystallization. The scale in this sequence is arbitrary but grains in a
fully recrystallized metal have sizes from a few to several hundred µ.
Figure 1.1 Time sequence illustrating growing grains during recrystallization.
The matrix is shown in dark blue and the growing grains in other colors.
The grains appear and grow, eventually transforming the entire matrix into
a polycrystalline grain structure. The sequence originates from a simulation
using simplistic assumptions; normally recrystallizing grains will for example
not grow as spheres.
1
2 Introduction and Background
Recrystallization is typically associated with changes in the local crys-
tallographic orientations because the orientation of a part of the deformed
matrix rearrange into the orientation of the grain that consumes it. Re-
crystallization is a very radical process that alters every part of the metal;
according to R.W.Cahn: In recrystallization, the crystal orientation of
any region in the deformed matrix is altered. [23]p.1596.
The microstructure after recrystallization is essential to the properties
of the metal. The overall orientation of the crystal lattices (texture) is
for example very important for the forming properties and the grain size
distribution affects the strength of materials[40]. Since recrystallization
is involved in the processing of nearly every piece of metal produced, un-
derstanding recrystallization is of enormous importance to understanding
and controlling metal-properties.
Experiments involving recrystallization in metals are complicated to
carry out, analyze and interpret for many reasons; limited temporal and
spatial resolution, competing processes taking place at the same time,
data reconstructions necessary to access the studied properties etc. Mod-
elling can be used to create simplified scenarios, where the researcher has
full access to the processes studied. Recrystallization models, such as the
famous JMAK model [14, 15, 16, 43, 47], typically assume very idealized
nucleation and growth behavior, although it is known that recrystalliz-
ing grains may typically exhibit very inhomogeneous growth patterns. It
is a main goal of recrystallization modelling to understand what causes
the observed inhomogeneous growth and what influence inhomogeneities
have on recrystallization. In this study two modelling approaches have
been used to study recrystallization in metals: geometric simulations and
molecular dynamics simulations (MD).
The geometric simulations deal with recrystallization on a mesoscopic
level by simulating collections of recrystallizing grains with predefined
properties. The methodology is well suited to study the average behavior
of many recrystallizing grains. During this study an existing geometric
simulation methodology was extended significantly and new algorithms
were developed and implemented. These were applied to problems that
were not well understood, such as the influence of boundary migration
rate distributions and grain shape on the overall recrystallization kinetics.
The MD technique can be used to study physical processes on different
length-scales, but is most often used to study phenomena on the atomic
level, or phenomena involving many atoms, where atomic resolution is
desired. In this study MD has for the first time been used to simulate mi-
grating grain boundaries driven by the stored energy of deformation, i.e.
recrystallization. In order to do this, a new way of setting up ‘simulation-
geometries’ to represent recrystallization have been developed as part of
this study. MD is widely used to study materials and many computer-
programs for MD are available and existing MD-programs have been
used to simulate the geometries developed. The main issue addressed in
this MD-study is the influence of the microstructures introduced during
deformation on the boundary migration.
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Figure 1.2 Undeformed polycrys-
talline microstructure. Each grain has
a crystal orientation represented by
the symbolic lattices. The differences
in gray tone represent the orientations
of the grains depicted. The even
intensities throughout the separate
grains indicate that the misorienta-
tions within the grains are very small.
1.2 Phenomenology
The thermo-mechanical process-cycle, of which recrystallization is a part
of, can be divided into:
deformation > recovery > recrystallization > grain growth
A metal that has not undergone any deformation is typically a poly-
crystal consisting of grains with near-perfect crystal-lattices (fig.1.2).
The grain boundaries separating the grains are associated with a lattice
misorientation defined as the rotation that would transform the lattice
on the one side of the grain boundary into the lattice on the other side.
A very important concept in metallurgy is the dislocation: a disloca-
tion is a line defect within a crystal lattice, illustrated in fig.1.3. Imagine
drawing a line from atom to atom around the dislocation and counting
the number of times that you have moved one atom up, down, left and
right until you end up at the starting atom. This is called a Burger’s cir-
cuit; a Burger’s circuit for the dislocation in fig.1.3 is shown in blue. A
dislocation will always be associated with a closing failure, meaning that
you would not have moved as many times up as down or as many times
right as left. The closing failure is a vector called the Burger’s vector (the
red vector in fig.1.3). Two special types of dislocations exist: edge- and
screw dislocations. An edge dislocation is defined as a dislocation that
has its Burger’s vector perpendicular to the direction of the dislocation
(as for the one in fig.1.3) and a screw dislocation is defined as dislocation
that has its Burger’s vector parallel to its direction. Any other type of
dislocation is called a mixed dislocation.
By shifting the location of a dislocation the atoms surrounding it can
move relative to each other. When a metal is deformed plastically, the
distortion of the crystal lattice is mitigated by the creation and movement
of huge numbers of dislocations; dislocation densities can be of the order
of kilometers per cubic centimeter [103]. Also huge numbers of point
defects are produced. The dislocations, point defects and the elastic
straining of the crystal increase the free energy of the metal considerably
and the metal is therefore, in principle, out of equilibrium. High-energy
barriers, however, hinder the movement of dislocations and the return
to an undeformed lattice-structure. If a deformed metal is subsequently
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Figure 1.3 Dislocation within a crystal lattice
indicated by the red crossed out circle. The
direction of the dislocation is perpendicular to the
figure plane traversing through the atom planes
shown. A Burger’s circuit is drawn around the
dislocation showing the closing failure as a red
vector, i.e. the Burger’s vector.
annealed the energy barriers can be overcome, and a perfect crystal lattice
can re-emerge through recovery, recrystallization and grain growth.
During recovery most of the point defects are removed and the dis-
location density is lowered by dislocation movements and annihilations.
The dislocations that do not annihilate may arrange into configurations
containing lower energy[23].
During recrystallization new essentially defect- and strain-free grains
nucleate and grow by migration of the surrounding grain boundaries
[40]. These boundaries are driven by the excess free energy stored in
the surrounding dislocation structures: when the grain boundaries sweep
through the yet un-recrystallized material the dislocation structures in
the deformed matrix are replaced by the defect free material of the re-
crystallizing grain. The boundaries will in most cases continue to migrate
until all the deformed matrix has been transformed. After total recrys-
tallization all of the deformed microstructure will be removed and the
metal will have a polycrystalline structure that is made up of near-perfect
grains. This is essentially the same structure as before the deformation,
although the grain size typically is different. Recrystallization can be re-
garded as a special case of the more general framework of inhomogeneous
phase transformations, where one phase nucleates and grows within an-
other.
If annealing is continued the grain boundaries separating the recrys-
tallized grains may move in a way that minimizes the grain boundary
area and thus reduces the grain boundary free energy. This is called
grain growth. During grain growth the large grains will increase in size
while the smaller ones will disappear because small grains are associated
with a larger surface area per volume compared to large grains.
Recrystallization and grain growth typically happen at different tem-
peratures due to the large differences in the magnitude of the energy
reductions produced by the migrating boundaries. Grain growth, gov-
erned by the reduction of grain boundary energy, gives energy reductions
of 103–106J/m3, whereas recrystallization, driven by the removal of de-
formation structures, gives reductions of 105–5 · 107J/m3 [12]. A typical
thermo-mechanical process-cycle is illustrated in fig.1.4.
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Figure 1.4 Typical process-cycle. A: Initial undeformed polycrystal. B:
After some deformation dislocations have formed throughout the sample. C:
After further deformation the dislocations have formed dislocation structures.
D: At higher annealing temperatures recrystallization sets in, D shows a
partly recrystallized microstructure. Free boundaries are highlighted in white,
impinged boundaries in black (see section 1.4.3). E: After total recrystallization
the topology of the grain structure resembles the initial polycrystal. F: If
annealed further grain growth may set in leading to an increase of the grain
size.
1.3 Microstructures at the Onset of Recrystallization:
Deformation Structures
The structures present in the metal before the onset of recrystallization
are primarily made up of dislocation structures. These are created during
deformation and/or recovery. Structures will form during deformation,
but may change (recover) during recovery depending on the type of metal.
Cu for example, have a clear recovery stage before the onset of recrystal-
lization while this is not the case for Al. Recovery may take place during
recrystallization, which is the case for Al. This will lead to a reduction
in the stored energy in the deformed matrix during recrystallization. In
this thesis the term deformation structure will be used as a synonym for
the structure present at the onset of recrystallization.
The microstructure depends both on the type of metal and kind
of deformation, but some common features do exist. The dislocations
are typically not distributed randomly, but accumulated in dislocation
boundaries, which separate regions with relatively low dislocation den-
sity [34]. The for formation of structures happens because dislocation
structures have low energy compared to randomly distributed disloca-
tions. Two types of dislocation boundary morphologies are typically
seen: 1) extended nearly planar boundaries and 2) almost randomly ori-
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Figure 1.5 Typical rolled microstruc-
ture observed by TEM. The micro-
graph shows a 40% cold rolled Al
single crystal. The structure is sub-
divided by elongated, almost planar
dislocation boundaries inclined 30◦
to 35◦ to the rolling direction. A
second set of dislocation boundaries
(cell boundaries) is seen on top of the
first, dividing the microstructure into
small elongated cells. Figure by the
curtesy of D. Juul Jensen.
entated cell boundaries [34]. Fig.1.5 show an example of a microstruc-
ture that contains both types, which is typical for cold rolled materials.
The planar dislocation boundaries have relatively high misorientations
across them; for metals cold rolled to large strains these can be up to 60
deg.[34]. Neighboring extended boundaries often have alternating misori-
entations: if the misorientation of a particular boundary corresponds to a
positive rotation around a given axis the misorientations of the neighbor-
ing boundaries corresponds to negative rotations around the same axis.
Another set of dislocation boundaries (the cell boundaries), which have
much lower misorientations across them, is seen intersecting the plan-
ner boundaries. The two sets of dislocation boundaries together produce
a deformed matrix consisting of cells. Inside the cells the dislocation
density is typically much lower than in the dislocation boundaries.
The misorientation across a crystal interface can always be associated
with a rotation of the crystal around some axis θ. Moreover, the misori-
entation across a dislocation boundary can be related to the dislocations
within the boundary. The average of the Burger’s vectors of all disloca-
tions in the boundary is some finite vector B, which obeys the relation:
B ⊥ θ.
A dislocation boundary is called a tilt boundary if it consists only
of edge dislocations and a twist boundary if it consists only of screw
dislocations. The normal vector of the dislocation boundary is termed
N . For tilt boundaries N ⊥ θ and for twist boundaries N ||θ.
B can be related to the misorientation θ in simple cases. If for example
the dislocation boundary consists of an array of parallel equally spaced
edge dislocations with Burger’s vectors b [103]:
D =
b
2 sin
(
1
2θ
) ⇔ θ ≈ b
D
(1.3.1)
where D is the distance between the dislocations. We see that if θ in-
creases and b remains constant, D will decrease. At some point D will
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become so small that it does not make sense to talk abound individual
dislocations and the dislocation boundary will similtude a grain bound-
ary.
As mentioned above a huge amount of dislocations are generated dur-
ing deformation. Typical dislocation densities in well annealed samples
are ρ = 1010–1011m−2 (length per volume) but deformed metals have
values as high as [12, 103]:
ρ = 1016m−2 (1.3.2)
Although it is the dislocation structures in the deformed matrix that
drives recrystallization not much is known about how different types of
dislocation structures influence the recrystallization process. Typically
the deformed structure is assumed to be continuous and modelled by
average parameters as done for example in [66].
1.3.1 Energy of Dislocation Structures
The dislocations in the deformed matrix create an excess free energy
density P in the deformed matrix, the driving force:
P =
Fmatrix
Vmatrix
− Fgrain
Vgrain
(1.3.3)
where F is the free energy and V is the volume. Since the P has the
same dimensions as a pressure, P is often termed the driving pressure.
Throughout this thesis the two terms driving pressure and driving force
will be used interchangeably. The energy of dislocation boundaries are
often determined using the Read-Shockley formula [74]:
γ = γ0θ[A− ln(θ)] (1.3.4)
where γ is the energy per unit area of the dislocation boundary, θ is the
misorientation across the boundary, γ0 is a constant that depends only
on the orientation of the boundary and the macroscopic elastic constants,
and A is a constant that depends on the orientation of the boundary and
the atoms near the dislocation itself.
Eq.1.3.4 is derived on the basis of elasticity but it can readily be used
to determine the free energy difference ∆F = ∆U − T∆S between the
matrix and the recrystallizing grain. ∆F is essentially equal to the po-
tential energy difference ∆U (derivable from eq.1.3.4) because the excess
entropy in the deformed matrix ∆S due to the presence of dislocations
is very small [103]. Although the Read-Shockley formula is only valid for
low-angle symmetric tilt dislocation boundaries (θ < 10 deg.) it often fits
data for other boundary-types up to much higher misorientations quite
well [30, 67, 74].
The RS-formula can be used to model the energy in the deformed
matrix. This can for example be done by assuming an average misori-
entation across dislocation boundaries and an average cell size as done
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in [66]. This approach does not, however, take into account the local in-
homogeneities such as the two separate sets of boundaries with different
misorientations seen in fig.1.5 and the deformed matrix may therefore not
be well represented. Many recrystallization experiments have focused on
the relation between the degree of deformation/the driving force and rate
of recrystallization e.g. [73], but correlations to the actual detailed defor-
mation structure are rarely seen, although the influence of variations in
the stored energy on recrystallization kinetics has been considered [27].
1.4 Recrystallization – Basic Concepts
The recrystallization process has, due to its industrial importance, been
studied by a vast variety of techniques, both experimental and theo-
retical: optical- and electron microscopy, x-ray diffraction techniques,
analytical-, stochastic models and simulations and much more.
Many things have been learned about recrystallization. Some of the
important points, believed to be true, have been formulated in what
Humphreys and Hatherley call ‘the laws of recrystallization’[40]:
1. A minimum deformation is needed to initiate recrystallization.
2. The temperature at which recrystallization occurs decreases as the
time of anneal increases.
3. The temperature at which recrystallization occurs decreases as the
strain increases.
4. The recrystallized grain size depends primarily on the amount of
deformation, being smaller for large amounts of deformation.
5. For a given amount of deformation the recrystallization tempera-
ture will be increased by:
• A larger starting grain size.
• A higher deformation temperature.
These phenomenological ‘laws’ give a practical handle on recrystalliza-
tion. These should, however, not be confused with natural laws and in
order to improve our understanding of recrystallization, the underlying
mechanisms that control the ‘laws’ must be known.
1.4.1 Nucleation of Recrystallization
It is widely recognized that nucleation does not happen randomly through-
out the recrystallizing metal [22, 85, 40, 97]. Volumes with high stored
energy are required for nucleation to set in, which makes nucleation on the
grain boundaries and triple-junctions (intersections between three grains)
of the pre-deformed grains easier. The situation where nucleation hap-
pens on grain boundaries is similar to the situation where grains nucleate
along planes in the sample and the situation where grains nucleate along
triple junctions is similar to nucleation along lines. Grain corners (in-
tersections of four grains) are also good nucleation sites, but since these
only take up a very small portion of the sample they may not contribute
significantly to the nucleation sites.
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The effective nucleation rate per unit volume N˙ can be defined as:
N˙(t) =
1
Vunrecrystallized
dN(t)
dt
(1.4.1)
where N is the number of nucleated grains. Two simplified situations are
often considered:
• Constant nucleation rate: In this situation, also termed ‘steady
state’, the amount of new grains per unit volume of untransformed
material is constant. Mathematically:
N˙(t) = const. (1.4.2)
• Site-saturation: If all possible nucleation sites have produced nu-
clei, the condition is said to be site saturated[22]. Often, the term
‘site saturated’ is used for a situations where all grain nucleate in-
stantaneously. This corresponds to an infinite nucleation rate at
t = 0 and a nucleation rate of zero thereafter. Mathematically the
nucleation rate is given by the Dirac delta function:
N˙(t) =
N0
V
δ(t) (1.4.3)
where N0 is the total number of nuclei and V is the total volume.
Both situations are seen experimentally depending on the material at
hand and experimental conditions. Nucleation is a very complex problem
due to the many mechanisms which may give rise to the formation of
nuclei and it has also received much attention [39]. My work has primarily
focused on the growth aspects of recrystallization.
1.4.2 Kinetics of Recrystallization – Volume Fraction
The overall kinetics of recrystallization are most often measured by the
so-called volume fraction VV defined as:
VV =
Vrecrystallized
V
(1.4.4)
When measuring VV as a function of time a characteristic S-shaped curve
is typically seen (see 1.6 for an illustration).
1.4.3 Impingement
The shape of the VV vs. t curve can be explained by the term im-
pingement. As explained in section 1.2 grain boundaries will continue
to migrate as long as there is still untransformed material present in the
sample. This does not mean, however, that all grain boundaries move
until the end of the transformation. Only those boundaries that are next
to untransformed material are free to move. A grain boundary of a re-
crystallizing grain that has migrated in such a way that it has come into
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Figure 1.6 S-curve for recrystallization,
VV as a function of time. The charac-
teristic shape is due to grains impinging
as explained in section 1.4.3.
contact with a grain boundary from another recrystallizing grain will not
move any further during recrystallization and is said to be impinged. In
fig.1.4,D the free-to-move boundaries are highlighted in white and the
impinged boundaries are highlighted in black.
The S-curve arises because all grain boundaries are free to move in
the initial stages of recrystallization and very few boundaries are free to
move towards the end. If the boundary migration rate is assumed to be
constant for all grains in all directions, and the grains nucleate by site-
saturation, the transformed volume will initially have a time dependence
proportional to t3. As impingement sets in the rate of recrystallization
dVV /dt goes down and is approaching zero towards the end of the pro-
cess. The problem of how to deal with impingement is one of the major
challenges of modelling recrystallization. How this can be done is ex-
plained in section 1.5.
1.4.4 Microstructural Descriptors
The volume fraction VV is not the only parameter used to describe the
kinetics of the overall recrystallization process. Other descriptors are the
free to move surface fraction SV , often just called the surface fraction
[99]:
SV = Afree/V (1.4.5)
where Afree is the area of the free to move boundaries, the impinged
surface fraction RV [58]:
RV = Aimpinged/V (1.4.6)
where Aimpinged is the area of the impinged boundaries, the contiguity
Crr [94]:
Crr = 2RV /(2RV + SV ) (1.4.7)
The contiguity is the fraction of total boundary area that is impinged.
RV enters into the formula by a factor of two because two free surfaces
become one impinged surface. This measure is often used to characterize
the clustering of nuclei or grains [94]. As a measure of grain size the
descriptor most often used is the mean intercept length. An intercept
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length of a grain is the length of the part of a straight line (drawn ran-
domly through a sample and intersecting the grain) that lies inside the
grain. The mean intercept length is defined as [77]:
< d >=
1
M
M∑
m=1
dm (1.4.8)
whereM is the number of grain intercepts by random straight lines drawn
through the sample and dm is the m’th grain intercept length.
1.4.5 Measuring Microstructural Descriptors
A common method to measure microstructural properties/descriptors is
stereology [77], which is a way to get information on a larger dimensional-
ity than measured: for example getting 3D information from 2D sections
of a experimental sample.
One-dimensional stereology using lines (line-scans) can be used to
measure VV , SV , RV and d in the following simple way: create random
straight lines through the sample and measure the total length of the
lines that pass through recrystallized (transformed) material Lt, the total
number of intersections with free boundaries Nf , the total number of
intersections with impinged boundaries Ni and the total length of all
lines L. Then it can be shown that [77]:
VV =
Lt
L
(1.4.9)
SV =
2Nf
L
(1.4.10)
RV =
2Ni
L
(1.4.11)
< d > =
4VV
SV
(1.4.12)
1.4.6 Boundary Migration Rates
Since recrystallization proceeds because the grain boundaries surround-
ing the recrystallizing grains move through the deformed matrix much at-
tention has been directed towards understanding the mechanisms behind
boundary migration. The basic formula used for boundary migration is:
v = M · P (1.4.13)
where v is the boundary velocity, P is the driving pressure and M is the
so-called mobility. Although this formula is generally accepted, at least
as a first-order approximation, there is no a priori reason why M should
not depend on P in some way or why P should be to the power of one,
and many discussions about the shape of this formula have been made
[33, 73, 95].
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It has been established that the mobility depends on the misorienta-
tion between the recrystallizing grain and the surrounding matrix. Low-
angle boundaries exhibit low mobilities whereas high angle boundaries
have high mobilities [32, 37]. Especially boundaries with ≈ 40deg. mis-
orientation around crystallographic <111>-axis in face centered cubic
(fcc) metals have high mobilities [13, 19, 37]. There has been much de-
bate about so-called ‘special’ boundaries, i.e. boundaries where the crys-
tal lattices on both sides of the boundary share lattice points. Especially
the Σ7 boundary in fcc metals, created by a 38.2 deg. rotation around
an <111> axis, have exhibited high mobilities in both simulations and
experiments [90]. It should be noted, however, that in recrystallization
special boundaries are not well-defined due to the misorientation spread
present in the deformed microstructure.
The grain boundary mobility as a function of misorientation θ is some-
times modelled by a sigmoidal shaped function such as:
M = M0
(
1− exp
(
−a
(
θ
θ0
)b))
(1.4.14)
where a and b are constants andM0 and θ0 are phenomenological param-
eters. Often θ0 is defined as the values where the boundary goes from
being low to being high angle [86].
The impurity-content of a metal has an enormous influence on the
boundary migration and even small contents of impurities have been
shown to decrease the migration rate significantly [13, 52]. As an example
Aust and Rutter showed that changing the tin concentration from 0.0004
to 0.006 wt pct. in dilute lead-tin alloys could make the migration rate
decrease by a factor of about 1000 [13]. Second-phase particles in alloys
have also been shown to have severe retarding effects on grain boundary
migration [12, 38].
The mobility is expected to have an Arrhenius temperature depen-
dence:
M = M∞ exp
(−Ea
kbT
)
(1.4.15)
M∞ is the mobility when extrapolated to infinite temperature, Ea is the
activation energy, kb is the Boltzmann constant and T is the temperature.
1.4.7 Irregular Growth
During recent years it has been established that recrystallization is a very
inhomogeneous or irregular process. The irregularities exist on many
length scales; from the level of collections of recrystallizing grains down
to the details of the individual migrating grain boundaries.
By following the volume of individual recrystallizing grains Lauridsen
et al. found that the grains showed very different growth behaviors [46,
51]. Every grain had an individual recrystallization rate, that also varied
over time in a non-trivial way. Fig.1.7 shows a selection of the measured
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Figure 1.7 The growth of individual
grains measured by the grain volume
as a function of time. Different growth
kinetics are observed for the grains.
The figure is from Lauridsen et al. [51].
growth curves exhibiting large variations in the growth kinetics of the
individual grains. What causes the grains to exhibit different growth
behaviors and what effect this has on the recrystallization kinetics and
microstructure is to a large degree unknown.
Figure 1.8 Recrystallizing grain ex-
hibiting irregular growth morphology
possibly due to interactions with the
surrounding deformation structures
[80].
Figure 1.9 Protrusions on a migrating
boundary. The figure is from Martorano
et al. [57].
The experiments by Lauridsen et al. [51] were performed using the so-
called 3-Dimensional X-Ray Diffraction (3DXRD) microscope developed
at the Materials Research Department at Risø National Lab., Denmark
and situated at the European Synchrotron Radiation Facility (ESRF),
France. Another 3DXRD experiment, performed by Schmidt et al. [80],
followed the growth morphology of single grains deeply embedded in a
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sample during recrystallization [80]. It was clear from the experiment
that the boundaries surrounding the recrystallizing grain had a very ir-
regular shape and that the growth was not a smooth process; often one
part of the grain would grow very quickly for a while and then wait for
the rest of the boundary to catch up. A snapshot of a grain followed
in this experiment is shown in fig.1.8. The reasons for these irregular
growth patterns are unknown, but it is expected to be due to the inho-
mogeneous deformation structures surrounding the recrystallizing grains
[80].
At a very detailed level protrusions (local bulges) have been observed
on grain boundaries in experiments [19, 57]. An example is seen in fig.1.9.
The existence of such protrusions is rather surprising if grain boundaries
are believed to follow the growth predicted by eq.1.4.13 because a flat
segment of a grain boundary according to this equation should move
at the same rate. Simple models suggest that these protrusions may
be due to a varying driving force in the deformed matrix [56], but the
phenomenon is still largely unexplored.
1.5 Simulations of Recrystallization
This section contains a brief review of some of the approaches for mod-
elling growth during recrystallization and explains the motivations be-
hind the choice of geometric and molecular dynamics simulations for this
study. There exist a host of different models for recrystallization and it is
not possible to cover all, so only the most important models are included.
But first a notice on modelling in general.
1.5.1 Modelling
What is meant by the terms modelling and simulation depend on the
scientific field in which they are used. The following is the terminology
that will be used in this thesis.
Theories are constructed by hypotheses, and are the building blocks of
scientific knowledge. Often theories can not be applied directly to real-life
systems due to the complexity of these systems and assumptions need
to be made. Theory and assumptions constitute a model. Simulation
is a way where the number of assumptions is reduced at the cost of
more elaborate computational procedures. One should remember though,
that although simulations may in some cases be able to incorporate very
complex situations, this may not be an advantage: There is no inherent
virtue in an excessively complex model if there is no way of establishing
that all its features are essential for the desired results[72]. In this thesis
the words model and simulation will be used interchangeably because of
the conceptual similarity of the two. The way that theoretical predictions
are made can be viewed as the following sequence:
• Theory > Assumptions > Model/Simulation > Predictions
Experimental results can be produced by the sequence:
• Experiment > Interpretation > Results
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Often interpretations based on assumptions or models are needed to ob-
tain results from an experiment. In X-ray diffraction experiments for
example, reconstructions are needed to obtain information on the scat-
tering object under investigation from the scattered x-rays.
Models/simulations may be constructed to imitate experiments. This
is often done in materials science, where it is necessary for engineers to
have computational models to predict material properties before going
into production. In this study models are used quite differently: not to
produce predictions of material properties, but to gain insight into the
underlying mechanisms of recrystallization:
Predictions from models/simulations can be compared with experi-
mental results to test assumptions of a given model/simulation. In this
way the main controlling underlying phenomena may be identified. Also
some models may have better temporal or spatial resolution than is acces-
sible via experiments, which means that models may be used as a magni-
fying glass, enhancing experimental results (this approach of course only
works if the model reproduces the experimental results where model and
experiment can be compared). Another way of using models/simulations
is to ‘play around’ with the assumptions. This could be called the what
if approach, where the modeler can test what would happen if certain
assumptions applied. In this way it is possible to identify which assump-
tions have the greatest impact on the predictions of the model.
1.5.2 JMAK - The Basic Model
The most important model, without comparison, for the growth kinetics
of recrystallization is the JMAKmodel named after its inventors Johnson,
Mehl, Avrami and Kolmogorov [14, 15, 16, 43, 47]. The JMAK model is
based on a number of simple assumptions and is mathematically exact
under these assumptions. Therefore any other recrystallization model
has to produce the same results as the JMAK in the case where the
JMAK-assumptions are fulfilled. The assumptions are:
1. Nucleation of new recrystallizing grains happens randomly in space
at some time dependent nucleation rate. Often the simple cases of
constant nucleation rate or site-saturation are assumed.
2. The typical stated JMAK-assumption is that all recrystallizing
grains grow at the same rate in all directions. This is equal to
stating that the recrystallizing grains grow as spheres as long as no
impingement has set in. This assumption can be relaxed to requir-
ing that all grains have the same arbitrary shape similarly oriented
in space and grow at the same rate, which may be time-dependent
as Kolmogorov showed[47].
These assumptions are clearly oversimplified, but they makes it pos-
sible to derive the kinetics for the transformed volume VV (t). The key
mathematical construction for deriving the kinetics is the extended vol-
ume fraction VX . This it the sum of the volume fractions that all grains
would have if no impingement took place and the grains were allowed
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Figure 1.10 Concept of extended volume. The
gray circles represent recrystallizing grains in the
JMAK model. The extended volume is the sum of
the volumes of all six grains calculated individually:
6 ·4pir3/3. The extended volume therefore over-counts
the dark gray areas in the figure, maybe more than
once, compared to the real volume.
to grow through each other. In this way VX may be larger than one.
The concept of the extended volume is illustrated in fig.1.10. Imagine
now that the grains grow by a small amount dVV . If no grains overlap
(impinge) during this small growth step dVV = dVX , but if overlapping
exists some of the growth of the extended volume will ‘disappear’ into the
already recrystallized volume. The assumption of random nucleation is
crucial here: if the nucleation is random one may argue that the growth
also takes place at random locations and the amount of growth that
goes into already recrystallized material is proportional to the amount of
material recrystallized, meaning that∗:
dVV = (1− VV )dVX (1.5.1)
Solving this leads to:
VV = 1− exp (−VX) (1.5.2)
The virtue of this formulation is that it is very easy to calculate the
extended volume if the grain shape is known. If for example we have
site-saturated nucleation conditions where N grains nucleate in a volume
V and grow as spheres with the growth rate g, VX = N/V 4/3pir3 =
N/V 4/3pi(gt)3 and VV is given by:
VV (t) = 1− exp
(
−N
V
4
3
pi(gt)3
)
(1.5.3)
Experimental data is often presented in the so-called JMAK-plot, where
log (− ln(1− VV (t))) is plotted versus log(t). For data following the
JMAK model this plot gives a straight line. The JMAK-plot for VV
from fig.1.6 can be seen in fig.1.11.
The JMAK-parameter p defined as the slope of the JMAK-plot:
p(t) =
d log (− ln(1− VV (t)))
d log(t)
(1.5.4)
is often used to characterize the kinetics of recrystallization. For three-
dimensional growth with site-saturated nucleation this gives a constant
∗ This line of argument can be made more rigourously as done by Kolmogorov. By
‘inverting’ the problem asking for the probability that any grains could reach a certain
point in space at a certain time he very beautifully reached eq.1.5.2 as well.
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Figure 1.11 JMAK-plot of VV from
fig.1.6. The S-curve is transformed
into a straight line with a slope of
three.
value of three and for constant nucleation a constant value of four. Gen-
erally if the grains grow with a radius given by:
r = At1−α (1.5.5)
where A and α ∈ [0; 1[ are constants, p would be given by:
p = (1− α)d+ c (1.5.6)
where d is the dimensionality of the growth, which could be 1,2 or 3 and
c takes the value 0 or 1 dependent on whether site saturation (c = 0) or
constant nucleation (c = 1) applies. This can be shown by using eq.1.5.5
to calculate VX and inserting the result in eq:1.5.2 and eq:1.5.4.
p can of course be extracted from data that do not obey the JMAK
model. Variations in p extracted from experimental data can arise from
many factors but can often be associated with the break-down of the
assumptions of the JMAK model. Examples of this can be seen in articles
B and C.
1.5.3 Analytical JMAK approaches / Microstructural Path
Modelling
Much work has been done in extending the analytical JMAK framework
and in this section some of the results are presented.
SV andRV can be calculated analytically under the same assumptions
as the JMAK model. SV can be predicted by the model of DeHoff [26]
and Vandermeer et al. and DeHoff [98]:
SV = SX(1− VV ) (1.5.7)
where SX is the extended surface fraction defined in a similar way as VX .
By using eq.1.5.2, eq.1.5.7 can be rewritten to:
SV = SX exp(−VX) (1.5.8)
A parameter for SV , similar to the JMAK-parameter defined above, can
be defined:
pS = log
(
SV
1− VV
)
(1.5.9)
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If eq.1.5.7 is true pS correspond to log(SX), which is easily calculated.
For example, site-saturated nucleation yields pS = 2.
RV can be predicted by a model proposed by Gokhale [31] and Rios
et al. (Article A):
RV = RV F
∫ VX
0
SX exp (−VX)dVX∫∞
0
SX exp (−VX)dVX
(1.5.10)
where RV F is the value for RV in the fully-transformed sample. RV F for
spherical grains can be predicted theoretically byRV F = 2.91(N/Vtotal)1/3
as shown by Meĳering [58].
The models eq.1.5.2 and eq.1.5.7–1.5.10 can be considered as exten-
sions to the JMAK model that are able to predict other parameters such
as SV and RV under the same conditions as the JMAK model can pre-
dict VV , i.e. the models apply to conditions of random nucleation and
equal shape-preserved growth. As mentioned above, these assumptions
are very simplified and may be very wrong in many cases. Furthermore
every deviation from the assumptions may have the potential of making
the model break down. Since the JMAK model and the JMAK parame-
ter is used extensively as a fitting tool in recrystallization, understanding
what produces deviations from the model are essential.
One of the most successful analytical approaches to extend the JMAK
framework is the microstructural path modelling (MPM) approach [98].
In this the microstructural transformation that takes place during re-
crystallization is considered as a path in the phase space spanned by
microstructural descriptors, such as VV , SV , RV and Crr. Using this
approach Vandermeer and Masumura managed to describe transforma-
tions where nucleation did not happen randomly in space but along lines
or planes in the sample [97], a problem also considered in the article
by Cahn [22]. Clustering along lines or on planes can be perceived as
a ‘loss of dimensionality’. When for example grains cluster along lines,
they will impinge very quickly with neighboring grains on the line. After
impingement of all grains on the line, the grains can only grow outward
from the line, thus one dimension of growth has been blocked. Likewise,
nucleation along planes will cause grains on the plane to impinge quickly,
blocking two dimensions of the growth.
Recently Rios et al. introduced the impingement function as a way to
deal with deviations from the JMAK model, exemplified by clustering of
nuclei [75]. This methodology is still very new but shows great promise
in detecting clustering from kinetic data.
1.5.4 Computer JMAK Methods / Geometric Simulation
When situations become to complicated to analyze analytically computer
simulations are able to take over. Geometric simulations, where certain
nucleation and growth behaviors are assumed, constitute a very flexible
way of extending the analytic JMAK modelling scheme to more general
situations that can then be solved numerically. Different methods exist,
but basically grains with certain predefined shapes are set to nucleate and
grow according to certain rules in a discretized simulation volume. All of
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the computer JMAK methods are deterministic since everything about
the nucleation and growth is known before the simulation is started.
One of the first studies using computer JMAK methods was per-
formed by Mahin et al., who compared simulations using site-saturated
and constant nucleation [54]. Other geometric simulations have studied
the effect of changed nucleation rates or decreasing growth rates [78].
Non-random distributions of nuclei in clusters, along lines and on planes,
have been simulated by Juul Jensen [45].
As shown in section 1.4.7 recrystallizing grains may exhibit distribu-
tions of growth rates. Simulations applying a distribution of decreasing
growth rates have been performed by Marthinsen et al. [55]. It was found
that the distribution changed the JMAK parameter p, but could other-
wise be fitted using the JMAK model [55]. However, only one type of
distribution was used. Juul Jensen performed simulations using two dis-
tinct decreasing growth rates and found that the microstructure changed
dramatically but did not find any strong deviations from the JMAK
model in the kinetics either [45]. Due to the limitations of the distri-
butions simulated uncertainties still remain whether or not growth rate
distributions can affect the kinetics.
The effects of anisotropic (non-spherical) growing grains are an issue
which may be of importance in recrystallization because grains do not
grow homogeneously as seen in section 1.4.7. Although the JMAK model
covers situations where anisotropic growing grains have equal growth di-
rections, it is not clear how the kinetics of transformations involving
anisotropic growing grains with random growth directions looks like.
Random anisotropic growth is of interest in related fields because many
processes involve grains that do not grow spherically, such as marten-
sitic transformations [102] or γ-α transformations [53] and have been
studied primarily in two dimensions [20, 48, 69]. Also three-dimensional
simulations have been carried out [49, 83], but in these, growing grains
were either completely two-dimensional (flat) [49] or not allowed to grow
around each other [83], which grains are observed to do experimentally
during recrystallization. Therefore it is not clear what the effect on the
kinetics and microstructure randomly oriented anisotropic growing grains
will have.
Geometric computer JMAK models constitute the perfect what if
type model for recrystallization. With a minimum of assumptions about
the underlying process a variety situations can be simulated.
1.5.5 More Detailed Simulations
The analytical and geometric JMAK type models and simulations all
make assumptions about the nucleation and growth of the recrystallizing
grains. In reality it is the deformed structures that are driving the recrys-
tallization, so the explanations for the nucleation and growth behavior
is to be found in the interactions between the grains and the deformed
matrix. One could say that the JMAK-type models simply assume that
the deformation structure is homogeneous, something that we know is
not correct (section 1.3).
20 Introduction and Background
Many simulations that treat the deformation structure on a more
detailed level have been proposed. The most dominant of these, Phase
Field Simulations, Monte Carlo Simulations and Cellular Automata Sim-
ulations, are described in the following.
1.5.6 Phase Field Simulations
A Phase Field (PF) simulation is as the name indicates concerned with
a ‘phase field’ φ of certain properties. This could for example be an
orientation field or a deformation field. An orientation field would have a
certain value within a grain of the given orientation and be zero outside
whereas a deformation field would have some value within the deformed
matrix while being zero within the recrystallized grains [17]. On the basis
of the phase fields involved a energy function g(φ) is defined. g can be
defined in such an way that deformed matrix as well as boundaries are
associated with certain excess energies. The fundamental equation in the
PF simulations are then:
∂φ
∂t
= M
∂g(φ)
∂φ
(1.5.11)
where M is the mobility for the interface separating the phase and the
non-phase for the given phase field. The mobility as well as g can be
made to depend on various parameters such as boundary-misorientation.
Recently a PF simulation modelling the entire deformed structure as a
collection of cells divided by dislocation boundaries has been presented
[86]. In this simulation no phase for the deformed matrix was needed,
only the properties of the cell boundaries and the boundaries of the re-
crystallizing grain. Boundary energies and mobilities were then modelled
using eq.1.3.4 and eq.1.4.14.
1.5.7 Monte Carlo (Potts) Simulations
The Monte Carlo (MC) technique was developed in the forties[61, 88]
and has gotten it’s name after the famous ‘Monte Carlo’ casinos due to
the methods extensive use of random numbers. The term ‘Monte Carlo
simulation’ is used for a variety of simulation techniques. Here what
could be called ‘microstructural Monte Carlo simulations’ are described.
In MC simulations the microstructure is discretized in a lattice consisting
of ‘calculation cells’. Each cell can have certain properties, such as orien-
tation and stored energy. The key ingredient of the simulation procedure
is the total energy of the system, which typically consists of contribu-
tions from the grain and cell boundaries as well as a contribution from
the stored energy. An energy function could be of the form [76]:
E =
N∑
i=1
Hi +
1
2
Z∑
j=1
N∑
i=1
γij (1.5.12)
whereHi is the stored energy of cell i, γij is the boundary energy between
cells i and j (γij = 0 if i = j, γij > 0 if i 6= j), N is the number of cells
and Z is the number of nearest neighbor cells.
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The simulation proceeds in iterations: in each iteration a state-change
of one cell is tested. Such a state-change could be from deformed to re-
crystallized (with a certain orientation). The change of the system energy
∆E is calculated and the state-change accepted by the probabilities:
p =
{
1 ∆E ≤ 0,
exp(−∆E/kbT ) ∆E > 0.
(1.5.13)
It is this use of probabilities that is the origin of the name Monte Carlo.
More advanced procedures also exist for ensuring for example boundary-
misorientation dependent boundary migration rates [24].
One of the advantages of MC simulations is that it is possible to sim-
ulate simultaneous recovery, recrystallization and grain growth because
stored energy as well as grain boundary and cell boundary energies and
mobilities can be treated within the same framework [24, 76]. Recrys-
tallization is sometimes simulated by making cell boundaries provide the
driving pressure for migrating grain boundaries and thereby avoiding in-
cluding a specific term for the stored energy [71].
1.5.8 Cellular Automata Simulations
Cellular Automata (CA) can be viewed as a deterministic version of the
MC technique for simulating microstructures. CA uses a discretized lat-
tice of cells with certain properties in the same manner that MC does.
One important difference is, however, that while in MC one cell may
change its state in an iteration by a certain probability, every cell in a
CA simulation may change its state in one iteration according to some
predefined rules. In its basic form a deformed cell changes to a recrys-
tallized cell if one of its neighbors is recrystallized and the orientation of
the transformed cell is assigned to the value of the cell that recrystallized
it [35]. However there exist a huge number of transformation rules that
can be applied [70] and complex schemes to simulate situations where the
boundary migration depends on, for example, stored energy and bound-
ary orientation can be made [64].
1.5.9 Molecular Dynamics Simulations
All of the models described in sections 1.5.6 to 1.5.8 make assumptions
about the interactions between grain boundaries and the deformed ma-
trix. Mobilities may for example be assumed to have a sigmoidal shape,
as in eq.1.4.14, and the driving pressure may be assumed to be homo-
geneous throughout volume. The cell boundaries themselves have an
internal structure consisting of dislocations that have agglomerated dur-
ing deformation and recovery. This structure can not be simulated by
the methods described in sections 1.5.6 to 1.5.8 but may have an impact
on the migration of the recrystallizing grains other than simply providing
a driving pressure.
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Atomistic simulation schemes, such as molecular dynamics simula-
tions, have existed for many years and are presently, due to the increased
computational power available, able to simulate systems with many mil-
lions of atoms [21, 79] during short times or smaller systems for very long
times[68]. Using atomistic simulations, dislocation and grain boundaries
can be investigated on a detailed level, which may provide an insight
into the interactions between dislocation boundaries and grain bound-
aries that goes on during recrystallization.
Atomistic simulation techniques probe the behavior of individual atoms
within a simulated specimen, and have found widespread use within many
scientific areas [11, 72] in the study of metals and alloys [79, 87], super-
cooled liquids [82], phase transformations [29], polymers [50] and much
much more.
Two main types of atomistic simulation techniques dominate: atom-
istic Monte Carlo and molecular dynamics (MD). Atomistic MC works
in iterations in the same way as the microstructural MC described in
section 1.5.7 but instead of making a state-change of microstructural
cells in an iteration atomistic MC displaces an atom. The energy change
from this displacement is calculated like the the energy change of the
microstructural state-change was calculated in the microstructural MC
and the probability of accepting the displacement is given by eq.1.5.13 as
well. Atomistic methods were originally used for generating trajectories
in phase space with efficient sampling from certain statistical ensembles,
but in our case it will be used to minimize out-of-equilibrium atomic
configurations. When out-of-equilibrium structures that consist of many
atoms, such as grain boundaries or dislocations, are simulated, atom-
istic MC techniques are typically not very efficient and MD is by far the
dominant atomistic simulation technique for this.
The idea behind MD is very simple: set up the atoms and solve the
equation of motion for all of them collectively, using Newton’s equations
of motion iteratively [11]. In practice this becomes more complicated. It
is for example important that the interatomic potential, which defines the
forces between the atoms, represents what is simulated (metals, polymers
etc.) and much effort has been devoted to developing realistic interatomic
potentials for describing, for example, metallic systems[18, 41, 100]. The
choice of potential is very important for the properties of the system
simulated such as bulk- and shear-moduli, melting point, vacancy cre-
ation energy etc. Different ways of performing the actual simulations
exist: the boundary conditions, the way iterations for solving the equa-
tions of motion are performed, temperature- and pressure-controls etc.
may be varied and also many tricks for speeding up computational time
exist [11, 72]. Computer-programs for performing MD simulations are
available and can be used as simulation toolboxes for researchers.
MD makes assumptions on the atomic level as to how the atoms in-
teract — the collective behavior of the atoms are not controlled and
structures such as grain boundaries and dislocations do not exist in the
simulations as entities but are built by atomic configurations. There-
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fore, atomistic simulations often take the form of computer experiments
because the behavior of the collective structures is to a large extend
unknown. The complexity of typical MD simulations also means that,
although the governing equations are deterministic, even small differences
in the initial conditions of a simulation may lead to large deviations as
the simulation progresses.
Atomistic simulation techniques can handle time scales some order of
magnitude larger than the typical vibrational times of atoms in solids.
Recrystallization is a very slow phenomenon compared to this and often
recrystallization is observed over minutes or hours during experiments.
The size of a nucleated grain is typically more than 1µ in diameter and
contains more than 1010 atoms, not including the atoms in the surround-
ings. Atomistic simulations can handle up to 4 · 108 atoms in extreme
cases [21] at this point in time, but only during short-time simulations.
Also, no experimental data on recrystallization, with a sufficient quality
and resolution to be compared directly to MD simulations, are avail-
able. These limitations may be a good reason why recrystallization has
not been studied using atomistic techniques to any significant extent be-
fore, although a proof of concept simulation in two dimensions has been
performed by Upmanyu and co-workers [92]. The idea behind the sim-
ulations in [92], which is also adopted in this project, is to study only a
part of a migrating grain boundary to reduce the simulation size.
Grain boundary migration of other processes has been investigated
using MD, but prior simulations have been performed using different
driving pressures, and therefore represent processes other than recrystal-
lization. Examples of such are simulations of curvature-driven bound-
ary migration[90], triple-junction migration[91], stress-driven boundary
migration[81, 105] or boundary migration driven by synthetic pressures
obtained by altering the interatomic potentials[42]. Zero-driving pres-
sure simulations, where the mobility is extracted from the random walk
of the grain boundary, have also been performed [87]. Curvature driven
and triple junction simulations are related to grain growth, where the
driving pressure is the reduction of grain boundary energy. Stress-driven
and synthetically driven boundary migration simulations make use of vol-
umetric driving pressures, where the excess energy driving the boundaries
is distributed homogeneously over volumes of the sample. MD simula-
tions of dislocations interacting with grain boundaries[63] or voids[62]
have been performed, but these have been carried out under loading of
the simulation-cell.
1.6 Project Description
As stated initially, two types of recrystallization simulations have been
carried out in this study: geometric and and molecular dynamics simu-
lations. The aim of the study is to try to understand recrystallization
better, in particular to try to understand some of the irregularities ob-
served, see section 1.4.7.
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Due to the extensive use of the JMAK model to interpret experimen-
tal data, it is of great interest to know the limitations of the model and
how well it performs in different situations. The geometric simulations
will be used to test how the kinetics and microstructure change if certain
assumptions underlying the JMAKmodel do not apply. Due to the exper-
imental observation that every recrystallizing grain grow differently from
the rest, this study will investigate the changes due to two ‘anisotropies’
in the growth behavior: 1) collections of grains having distributions of
growth rates and 2) randomly oriented non-spherically growing grains.
The effects that these changes have on the kinetics and microstructure
have not been investigated to any significant extend (see section 1.5.4)
and the aim of this study is to improve the understanding of the effects
that growth anisotropies have. The geometric simulations are performed
with a method that has been developed during this project, described
in chapter 2. The results obtained from these simulations are presented
and discussed in chapter 3.
The origin of growth irregularities during recrystallization, such as
grain boundary protrusions[57] or irregular growth morphologies[80] is
not known, although they are expected to originate from the interplay
between recrystallizing grain boundaries and the structures in the de-
formed matrix (see section 1.4.7). MD simulations have the necessary
temporal and spacial resolution to resolve the interactions between grain
boundaries of recrystallizing grains and the dislocations within the de-
formed matrix, but MD simulations of recrystallization have never been
carried out before. A new MD simulation procedure has been developed
as part of this study in order to use MD to study boundary migration
during recrystallization. The simulations have been performed using two
existing computer-programs – one developed at the Center for Simula-
tion and Theory of Atomic-Scale Material Phenomena (STAMP) at Col-
orado School of Mines, the other developed at the Center for Atom-Scale
Materials Design (CAMd) at The Technical University of Denmark. In
chapter 4 the simulation procedure and the computational details are
explained. Many simulations have been carried out in this study investi-
gating different dislocation- and boundary structures, but focus has been
on investigating how different dislocation structures influence the migrat-
ing grain boundaries. Simulations using different interatomic potentials
have been used to test the generality of the simulation procedure. The
potentials applied represent basic crystalline systems (Lennard-Jones po-
tential), an Aluminium system (Embedded Atom Method) and a Copper
system (Effective Medium Theory). The advantages and disadvantages
of the potentials used are described in chapter 4. The results obtained
by the MD simulations are presented and discussed in chapter 5.
2 Algorithm for Geometric
Simulations of Recrystallization
In this chapter the geometric algorithm developed in the present study
is described. The description is of course presented in terms of recrys-
tallization, but the algorithm is useable for any kind of inhomogeneous
transformation-like process, where a nucleation and growth mechanism
governs the change of material from one state to another. In the simu-
lations, recrystallizing grains nucleate and grow in the deformed matrix.
The grain boundaries migrate through the deformed matrix transform-
ing it from a deformed state to a recrystallized state. The migration of a
grain boundary will continue until the boundary impinges upon a grain
boundary from another recrystallizing grain.
The approach behind the simulation technique developed is very ver-
satile and grains with a host of nucleation- and growth-properties can in
principle be simulated. The properties that have been implemented in
the algorithm so far are:
• Nucleation placement:
– Randomly in space.
– Randomly on lines placed randomly in space.
– Randomly on planes placed randomly in space.
• Nucleation rate
– All grains nucleate at t = 0.
– Grains nucleate at a constant nucleation rate.
• Growth rate:
– General decreasing rate: v = gth, h =]− 1; 0] (constant rate is
included in this for h = 0).
This correspond to v = A(1− α)t−α when using the nota-
tion from eq.1.5.5 page 17.
– Distribution of g and h.
• Grain shape:
– General ellipsoidal shape (including spheres as a special case).
• Orientation:
– Randomly oriented.
– Aligned along the same direction.
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After a simulation has been carried out the simulation-cell can be
investigated by standard methods; either volume-, plane- or line-analysis
can be carried out. Volume analysis can be used to create three-dimensional
figures of individual grains. Plane-analysis can be used to make imita-
tions of polishes, which can be used to get a visual impression of the
microstructure of the simulation-cell, either during or after total recrys-
tallization. Finally, line scans combined with stereology can be used to
obtain microstructural descriptors such as VV , SV , RV and Crr (see
section 1.4.5 page 11).
2.1 Fundamental Assumptions and Simulation Strategy
The simulated transformation is purely geometric, meaning that no phys-
ical mechanism controls the growth. The algorithm is a numerical solu-
tion of the following analytical problem: Given grains that nucleate in
certain locations at certain times with certain growth parameters, how
will the microstructure evolve over time? The algorithm solves the prob-
lem in a discretized volume; the discretization used is a division of the
volume into cubic voxels. The method is entirely deterministic and pa-
rameters for all grains should be known beforehand. The parameters can
be grouped into 1) nucleation parameters and 2) growth parameters. The
nucleation parameters include nucleation location and nucleation time.
Growth parameters include growth rate in every direction at all times.
The parameters define how the grain would grow if no impingement were
present. Since every grain is given individual properties, distributions of
various properties can easily be simulated.
The overall strategy of the approach adopted here is to make an
initial solution where no impingement between growing grains occurs
and subsequently refine the initial solution to handle problematic voxels;
what makes voxels problematic is explained later. During a simulation
run the algorithm stores information about what grain the recrystallized
voxels belongs to (the grain number) as well as the time the voxels are
recrystallized (the recrystallization time).
In the initial solution the growth of every grain occurs as if no other
grains were present, the voxels are simply recrystallized by the nucleus
that can reach (transform) it quickest by direct growth. The initial so-
lution have the obvious drawback that grains can not screen each others
growth and may therefore grow trough each other if they have different
growth rates. The initial solution is identical to the method developed
by Dorte Juul Jensen [44, 45].
A refinement of the method has been added during this project to
be able to handle collections of grains with complex growth properties,
which was a problem in the original method. The refinement proceeds
in a time sequence, where in each time step a number of problematic
voxels are analyzed in a way similar to the initial solution, but in the
refinement all already recrystallized voxels can act as new growth centers.
The program treats the recrystallized voxels on the same footing as nuclei
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a b
Figure 2.1 Microstructural effects of the refinement procedure on problematic
voxels. (a) Initial solution before refinement and (b) final solution after
refinement, both at time t = 1.2. Light blue indicates grain a, yellow grain b
and red untransformed material. The growth rates of the grains are ga = 10
and gb = 20. Pa = (0, 0, 0), Pb = (0, 10, 0) and Pv = (0,−11, 0) indicate the
grains centers and the position of the problematic voxel discussed in the text.
but with nucleation times equal to their recrystallization times. For each
problematic voxel, the neighborhood is investigated for nuclei or already
recrystallized voxels that may reach the problematic voxel.
The refinement procedure is very time consuming compared to the
initial solution but it is necessary in order to handle certain growth sce-
narios. Consider the following example also illustrated in fig.2.1 . Two
spherical grains a and b nucleate at t = 0 in locations pa = (0, 0, 0) and
pb = (0, 10, 0) and grow with rates ga = 10 and gb = 20. Now consider
a voxel in position pv = (0,−11, 0). The initial solution would conclude
that the voxel will be recrystallized by grain b since the recrystallization
time by direct growth from b is tb = 21/20 = 1.05 (fig.2.1(a)) and the
recrystallization time by direct growth from grain a is ta = 11/10 = 1.1.
But this is not correct since grain a is located in grain b’s direct growth
path and grain b would have to grow around grain a to reach the voxel.
This would make the actual path of growth for grain b longer and it
would have no chance of reaching the voxel before grain a. Therefore the
correct solution will be that the voxel is recrystallized first by grain a
and not b. The voxel just discussed is an example of a problematic voxel.
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2.2 Algorithm
This section describes the geometric algorithm for recrystallization de-
veloped. First, the algorithm is explained step by step. Following this, in
the sections 2.2.1–2.2.3, the calculations carried out within the algorithm
are explained in detail in order to give a full presentation of the method.
The algorithm is structured like this:
1. Generate the initial configuration. Assign nucleation- and growth
properties to all grains.
2. Make an initial solution by direct growth.
3. Identify problematic voxels
4. Make a refined solution.
a) Assign problematic voxels to time bins according to the initial
solution
b) Go through the time bins.
i. Select a problematic voxel in the actual time bin.
ii. Investigate if the problematic voxel can be reached in the
given time bin by a direct line of growth by an already
recrystallized voxel in the neighborhood:
• Yes: Assign the recrystallization time and grain num-
ber to the problematic voxel.
• No: Shift the problematic voxel to the time bin of
the earliest possible recrystallization time according
to the current situation.
5. Analyze the final microstructure using line scans.
1. The first step in the algorithm is the generation of the growth
parameters for all grains. The parameters used are explained in section
2.2.1.
2. In the second step the initial solution is made. The recrystallization
times produced in this represent the earliest possible recrystallization
times for the voxels since the solution is made by direct growth of all
nuclei in the simulation-cell. As explained in section 2.1 this is identical
to the method of Dorte Juul Jensen.
3. The third step is the identification of problematic voxels, which
can be found from the initial solution alone. This is because the initial
solution consists of the earliest possible recrystallization times for all
voxels. If a voxel is recrystallized in the initial solution by some grain
and there exists a direct path in the initial solution from the nucleus of
the grain to the voxel, where all voxels along the path also belong to the
grain, then the voxel must also belong to that grain. This is because
the entire path from the nucleus to the voxel consists of voxels that are
recrystallized in the earliest possible times by the same grain: No other
grain can interrupt this. The problematic voxels are those that have been
recrystallized in the initial solution by a grain where it is not possible to
make a direct uninterrupted path from the nucleus to the voxel.
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Figure 2.2 7 × 7 voxel Neighborhood around voxel O under consideration.
The colors indicate the state of the voxels: white is unrecrystallized, red,
green and blue are recrystallized by three different grains. In the refinement
method, all voxels in the neighborhood are investigated, but this figure, only
the examples A, B, C and D are analyzed. Voxel A can not reach O because
the path is broken by unrecrystallized voxels. Voxel B cannot reach O because
the path is broken by recrystallized voxels from another grain. Voxels C and
D can both reach O. The recrystallization time of C and D combined with
their distance to O defies which will recrystallize O. Although D’s distance
from O is greater than C’s, D may have recrystallized much earlier than C
and may therefore be able to recrystallize O before C.
4. After the problematic voxels have been identified they are re-
calculated in the refinement procedure. First a series of time bins are
generated. Enough time bins are generated to ensure that no grain can
grow a distance of more than one voxel in any time step. The problematic
voxels are assigned to these according to the time they would have been
recrystallized according to the initial solution. In this way the initial
solution is used as the starting point for the refinement. The voxels may
not end up being recrystallized in the time bins that they are assigned
but shifted to others if necessary as explained below.
For each time bin, an investigation of every problematic voxel in that
bin is carried out. The voxel under investigation is termed O from this
point on. The investigation of O is essentially carried out in the same
way as the initial solution, but instead of calculating which nuclei from
the entire simulation-cell that can reach O quickest by direct growth, it is
calculated which nuclei or already recrystallized voxels in the neighbor-
hood of O that can reach O quickest. Furthermore it is required that the
already recrystallized voxels or nuclei that reach O can do so by a path
where all voxels along the path belong to the same grain. The principle
is illustrated figure 2.2.
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a b
Figure 2.3 Voxelation-errors. Two images showing the growth of a spherical
grain with a neighborhood consisting of (a) the nearest neighbors (26
neighbors) and (b) an infinite neighborhood. The colors of the voxels indicate
the time at which the pixels were recrystallized. It is seen that the spherical
growth is destroyed when only the nearest neighbors are used. Normally a
spherically growing grain would be treated correctly by the initial solution.
This figure is generated by performing a special simulation where every voxel
is calculated using the refinement method for the sake of exemplification.
The refinement method treats O according to the properties of the
neighborhood in the following way: If there are no recrystallized voxels in
the neighborhood that can reach O by a direct path, O is shifted to the
subsequent time-bin. If there exist already recrystallized voxels in the
neighborhood that can reach O by an unbroken path, but none of these
are able to reach it within the present time bin, O is shifted to the time-
bin, where it would be recrystallized quickest by the already recrystallized
voxels that can reach it. If there exist already recrystallized voxels in the
neighborhood that can reach O by an unbroken path in the present time
bin it is investigated which of these that can reach O quickest. O is
assigned to the same grain as the voxel that reached it quickest and the
recrystallization time is given as the time it was reached.
It is not necessarily the closest recrystallized voxel that reachesO first.
This is because the closest voxel may be recrystallized at a later time than
some of the recrystallized voxels further away. When recrystallized voxels
far away, and not only the nearest neighbors, are taken into consideration
in the investigation voxelation-errors are reduced significantly. This can
be seen from figure 2.3. Note: Normally, a neighborhood up to the third
nearest neighbor in every direction is used giving (73−1 = 342 neighbors).
Each of these neighbors needs to be checked in the investigation, which is
very computationally demanding. Significant speed-ups can be obtained
by reducing the size of the neighborhood.
5. Finally after all voxels in all time-bins has been investigated the
results are analyzed using a line-scan technique. Many lines can be an-
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alyzed in a short amount of time, making line scans very efficient. VV ,
SV , RV , Crr and < d > can all easily be calculated from line scans
by the formulae given in section 1.4.5 page 11. The lines used for the
line scans are along the x-, y-, and z-directions and therefore not ran-
dom as normally required by stereology. This should not produce any
errors since the locations and orientations of the grains simulated in this
study generally are random. Time resolution is obtained by combining
information on the recrystallization times and the grain numbers.
The following sections describe in detail how the calculations for de-
termining the recrystallization times are carried out.
2.2.1 Grain Parameters
The A recrystallizing grain is defined as an ellipsoid of the basic form:(
x− x0
a(t)
)2
+
(
y − y0
b(t)
)2
+
(
z − z0
c(t)
)2
= 1 (2.2.1)
where x0, y0 and z0 is the position of the nucleus and a, b and c are the
axes, which (as a starting point) are along the x-, y- and z-directions.
If the grain is rotated so that the axes are no longer along the x-, y-
and z-directions eq.2.2.1 becomes more complex, but as will be shown in
section 2.2.2 there is an easy way around this. The natural coordinate
system of the ellipsoid is defined as the one in which eq.2.2.1 holds. If
a = b = c = 1, eq.2.2.1 would describe a sphere with a radius of 1. In the
algorithm the shape of the ellipsoid is preserved during growth, meaning
that a, b and c change over time but the aspect ratios:
a
b
,
b
c
,
c
a
(2.2.2)
do not. If the growth rate is constant, a, b, and c are given by:
a
a0
= vt,
b
b0
= vt,
c
c0
= vt (2.2.3)
where a0, b0 and c0 are size parameters and v is the normalized growth
rate, which is the same for all directions due to the preserved shape of
the ellipsoid. If the growth rate varies with time the general normalized
growth rate can be defined as:
v(t) =
1
a0
da(t)
dt
, v(t) =
1
b0
db(t)
dt
, v(t) =
1
c0
dc(t)
dt
(2.2.4)
Again v(t) is the same in all direction due to the preservation of shape.
In the algorithm, the velocity function v(t) is defined as:
v(t) = g(t− t0)h (2.2.5)
where −1 < h ≤ 0 is used to define a declining growth rate if h < 0.
Comparing eq.2.2.5 to eq.1.5.5 page 17:
g = A(1− α) (2.2.6)
h = −α (2.2.7)
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2.2.2 Transformation to the natural coordinate system
Because the ellipsoids can be rotated away from their natural coordi-
nate system, coordinate transformations are needed to simplify the time
calculations.
Assume that the investigated voxel is placed at position (xv, yv, zv).
Nearby grain i is at position (xi, yi, zi), has dimensions ai, bi and ci. The
orientation of the grain is obtained by rotating the grain θi around the
x-axis, ρi around the y-axis, and σi around the z-axis from a starting
position where the x-, y-, and z-axes are the natural coordinate system
for the ellipsoid. The growth rate is a constant gi and the nucleation
time is t0i .
In order to calculate the time it takes grain i to reach the voxel, the
coordinates of the voxel and the grain are initially shifted so that the
voxel is at the origin:
x′v = 0, y
′
v = 0, z
′
v = 0 (2.2.8)
and the grain is in the position:
x′i = xi − xv, y′i = yi − yv, z′i = zi − zv (2.2.9)
Thereafter the grain is rotated around the origin so that the x-, y-, and
z-axes becomes the natural coordinate system of the ellipsoid. The new
coordinates for x′i, y′i, z′i becomes: x′′iy′′i
z′′i
 = R
 x′iy′i
z′i
 (2.2.10)
where R is the rotation matrix defined as:
R = RxRyRz (2.2.11)
Rx =
 1 0 00 cos θi − sin θi
0 sin θi cos θi
 (2.2.12)
Ry =
 cos ρi 0 sin ρi0 1 0
− sin ρi 0 cos ρi
 (2.2.13)
Rz =
 cosσi − sinσi 0sinσi cosσi 0
0 0 1
 (2.2.14)
(2.2.15)
2.2.3 Time calculations
To find the time taken for the grain to reach the voxel, eq.2.2.1 for t using
x′′i , y
′′
i , z
′′
i is solved: (
x′′i
a
)2
+
(
y′′i
b
)2
+
(
z′′i
c
)2
= 1 (2.2.16)
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First the generalized radius k is defined:
k =
√√√√((x′′i
a0
)2
+
(
y′′i
b0
)2
+
(
z′′i
c0
)2)
(2.2.17)
If we set a = ka0, b = kb0, and b = kb0 eq.2.2.16 is solved:(
x′′i
ka0
)2
+
(
y′′i
kb0
)2
+
(
z′′i
kc0
)2
=
(
x′′i
a0
)2
+
(
y′′i
b0
)2
+
(
z′′i
c0
)2
k2
=
k2
k2
= 1
(2.2.18)
Finally, the time t∗ where the ellipsoid has grown to the size where
a(t∗) = ka0, b(t∗) = kb0 and c(t∗) = kc0 has to be calculated. This
can be done by integrating eq.2.2.4 (due to shape preservation equation
for either a, b or c can be used):
v(t) =
1
a0
da
dt
⇒ a(t∗) = a0
∫ t∗
t0i
v(t)dt. (2.2.19)
By inserting eq.2.2.5 and using a(t∗) = ka0:
k =
∫ t∗
t0i
gi(t− t0i)hi dt =
∫ t∗−t0i
0
git
′hi dt′ (2.2.20)
where t′ = t− t0i . Integrating yields:
k =
gi
hi + 1
(t∗ − t0i)hi+1 (2.2.21)
Solving this for t∗ leads to:
t∗ =
(
k(hi + 1)
gi
) 1
hi+1
+ t0i (2.2.22)
This is the way the program calculates the time taken for the different
nuclei to reach every voxel in the initial calculation. The time calcula-
tions in the refinement procedure is somewhat different. This is because
already recrystallized voxels act as new growth centers and are treated
as nuclei, but with nucleation times other than the original nucleus had.
Eq.2.2.20 must be modified to:
k =
∫ t∗
tv
gi(t− t0i)hi dt (2.2.23)
where tv is the time the recrystallized voxel acting as a nucleus was
recrystallized. When integrated this gives:
k =
gi
hi + 1
(
(t∗ − t0i)hi+1 − (tv − t0i)hi+1
)
(2.2.24)
which when solved for t∗ gives:
t∗ =
(
k(hi + 1)
gi
+ (tv − t0i)hi+1
) 1
hi+1
+ t0i (2.2.25)
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2.3 General Discussions
The geometric simulation methodology, which was originally developed
by Juul Jensen [44, 45], has been extended during this PhD-project. This
was necessary because the original geometric simulations were not capa-
ble of correctly simulating situations where different grains have different
growth rates as a function of time or as a function of growth direction.
Such situations are of interest because recent experimental results show
that grains may have individual growth behavior or grow with different
rates in different directions, as discussed in section 1.4.7 page 12.
The extension of the method was done by using the original method
as an initial solution and using a refinement procedure to correctly han-
dle problematic voxels, i.e. voxels that can not be reached by a straight
unbroken path from the nuclei (see section 2.2). The refinement ba-
sically tracks the grain boundary through the problematic voxels over
time in small time intervals. This modification of the geometric simula-
tion algorithm makes it very versatile and capable of simulating a host of
complex situations, employing distributions of growth rates, grain-shapes
etc., while keeping all the virtues of the original algorithm. In situations
where the original algorithm performs correctly the modified algorithm
produces the same result in the initial solution using the same amount
of computing time.
The refinement, when necessary, comes at the cost of computational
speed. The refinement procedure requires a lot of ‘book-keeping’, which
is computationally demanding. For each problematic voxel, the neigh-
borhood has to be investigated for already recrystallized voxels that can
act as growth centers (instead of the nuclei) and recrystallize the prob-
lematic voxel. The size of the neighborhood has to be chosen carefully.
If a small neighborhood is chosen, the algorithm runs quite quickly, but
voxelation errors occur; if a large neighborhood is chosen, the algorithm
runs slowly, but a high precision in the results is obtained.
3 Results from Geometric
Simulations
The geometric simulations performed show what happens to the recrys-
tallization kinetics when nucleation- and growth parameters are changed
from normal JMAK-behavior to situations involving growth rate dis-
tributions or anisotropic growing grains. The JMAK model is used as
the reference point in this study; although the JMAK model is clearly
over-simplistic in it’s assumptions, it is the most widely used kinetic re-
crystallization model. In the following, different parameters are changed
one at a time to identify the effects of the particular parameter on the
recrystallization kinetics. This chapter presents the results obtained by
the geometric simulation method, developed during this PhD project,
and contains discussions and interpretations of the results as well.
In section 3.1, results from simulations performed under JMAK-con-
ditions are presented and section 3.2 presents the results using clustered
nucleation sites along lines or on planes. Analytical solutions exist for
these scenarios and the simulations serve as examples of verifications of
the method. More tests have been carried out, which are not shown
in full detail in this thesis. These are described briefly in section 3.3.
Section 3.4 describes the results obtained when distributions of growth
parameters are used. These results have also been presented in article B.
Finally, section 3.5 describes the results obtained when shape parameters
are changed, which have also been presented in article C.
The two main situations considered, distributions of growth rates
and anisotropic growth, can be considered as situations where the re-
crystallizing grains have individual growth parameters: In the former
case, naturally, the grains have distributions of the growth rates; in the
latter case, the grains have distributions in the preferred growth direc-
tion. Since the orientation of the grains are random, this is a uniform
distribution of growth directions.
3.1 JMAK
The JMAK model assumes site-saturated or constant nucleation at ran-
dom locations and aligned growth as described in section 1.5.2 page 15.
Under site-saturated conditions the JMAK-parameter p should be three
for three-dimensional growth (eq.1.5.4). A test-simulation of 3.375× 106
grains using JMAK-conditions and site-saturation has been performed
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a b c
Figure 3.1 JMAK-plots for for (a) VV and (b) SV as well as (c) the
microstructure from a geometric simulation employing JMAK assumptions
with site-saturation. In (a) and (b), red full lines represent simulated data,
black dotted lines the expected data from the models eq.1.5.2 and 1.5.8. (c)
Microstructure after total transformation. Different colors represent different
grains and the grain boundaries are highlighted by blue lines.
in a cubic simulation box of side length 1500 voxels. Fig.3.1(a) shows a
JMAK-plot from this of log(− ln(1 − VV )) vs. log(t). As expected the
data show a straight line with slope three. In fig.3.1(b) log(SV /(1−VV ))
is plotted vs. log(t). The data produces a straight line of slope two as
expected (see eq.1.5.9). Small deviations are seen for very small values
of SV (start and finish of the transformation) due to numerical uncer-
tainties that arises when a very small surface fraction is determined by
line scans.
Besides the kinetic data, the microstructure can be investigated us-
ing the geometric simulations. Fig.3.1(c) shows an example of a layer of
100× 100 voxels from the same simulation as the one behind fig.3.1(a,b)
after total transformation. Equiaxed grains are seen with straight grain
boundaries as expected. In summary, both the kinetic and the mi-
crostructural data obtained with the geometric simulations are almost
identical to the analytical predictions for the classical JMAK.
3.2 Clustering on Lines and Planes
The recrystallization kinetics can be perceived as a loss of growth dimen-
sionality when nuclei are clustered along lines or on planes, as explained
in section 1.5.3 page 17. The exact growth kinetics for infinite lines and
planes can be predicted analytically [22, 97]. The apparent extended
volume-fraction V ′X = − ln(1 − VV ) changes behavior when clustering
is present. Under site saturated conditions in three-dimensional growth,
V ′X ∝ t3 in the beginning of the transformation but changes to V ′X ∝ t3−k,
where k = 1 for lines and k = 2 for planes, when impingement along the
3.2 Clustering on Lines and Planes 37
a b c
d e f
Figure 3.2 JMAK-plots for clustering along lines and planes. The kinetics
data for (a) VV and (b) SV and (c) the microstructure from a simulation with
site saturated nucleation along lines. (d) and (e) show the kinetics data and
(f) the microstructure from a simulation with site saturated nucleation on
planes. In (a), (b), (d) and (e) red lines are data curves while black dotted
lines are theoretical predictions according to analytical models [97]. In (c) and
(f), colors indicate different grains and the grain boundaries are highlighted
by blue lines. Grains along the same line or on the same plane have similar
colors.
lines or planes set in[97]. In the same manner, the apparent surface
fraction S′X = SV /(1 − VV ) changes: S′X ∝ t2 in the beginning of the
transformation but changes to S′X ∝ t2−k when impingement set in.
Simulations where the nuclei have been placed along lines or planes
have been carried out. The same number of nuclei and the same sim-
ulation size as the JMAK-simulation described in section 3.1 was used.
Fig.3.2(a) and (b) show the kinetics data for a site-saturated JMAK
simulation, where the nucleation happens along straight lines. The dot-
ted lines have slopes equal to three and two in fig.3.2(a) and two and
one in fig.3.2(b), which shows that the JMAK-parameter goes down by
one as a consequence of the line-impingement in agreement with the
predictions [97]. Fig.3.2(d) and (e) show the equivalent plots for a site-
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a b c
Figure 3.3 Effect of clustering on the contiguity Crr. Crr is plotted vs. VV
for (a) random nucleation, (b) nucleation along lines and (c) nucleation on
planes.
saturated JMAK simulation, where the nucleation happens on planes.
Here the JMAK-parameter goes down by two due to the impingement,
also in agreement with the predictions. In fig.3.2(c) and (f) the cor-
responding microstructures are shown. The different colors represent
different grains. Grains along the same line or on the same plane are
colored in almost equal colors to easily distinguish different lines or
planes. These microstructures are clearly different from the classical
JMAK case. Elongated plate-shaped grains are seen in fig.3.2(c) due to
the line-impingement. In fig.3.2(f) grains from three nucleation-planes
are seen: The direction from which the grains are observed is nearly per-
pendicular to two of the planes and along the plane in the third case.
The grains have a columnar shape giving a JMAK-like structure when
seen from a direction perpendicular to the plane and an elongated mi-
crostructure when seen edge-on. The densities of nuclei along the lines
or on the planes are very high, which produce even more unrealistic mi-
crostructures in fig.3.2(c) and (f) than the classical JMAK in fig.3.1(c).
This is done to clearly distinguish the two kinetic regimes seen for lines
in fig.3.2(a) and (b) and for planes seen in fig.3.2(d) and (e). In the
simulations the size of the lines and planes are finite, in contrast to the
models[97], where the lines and planes extend infinitely. The high nuclei-
densities ensure, however, that the size of the lines and planes become
very large compared to the recrystallized grain size.
As described in section 1.4.4 page 10 the contiguity Crr can be used
as a measure of the clustering of the nuclei[94]. In fig.3.3 Crr vs. VV
are plotted for (a) random nucleation, (b) clustering along lines and
(c) clustering on planes. Clear differences can be seen between random
and clustered nucleation. Crr increases rapidly for clustered nucleation
because a large fraction of the grain boundaries will impinge very quickly
(the actual shape of Crr vs. VV depends on the nucleation density on
the planes and lines).
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3.3 Verification of the Method
The geometric simulations have been tested on other cases, not presented
in the above sections. These include: Constant nucleation rates for nuclei
distributed randomly, on lines and on planes and decreasing growth rate
r = At1/2 (equal for all grains). In these cases the simulations also
produce the expected results.
As seen in the previous sections, the geometric simulations reproduce
the analytical solutions very accurately in all the cases where compar-
isons are made, which validates the method. Strictly speaking, the tests
presented above only covers the initial solution of the method and not
the refinement, because the situations tested above can be solved with
the initial solution alone. It is much harder to test the refinement be-
cause this is only used in complicated growth scenarios (where analytical
solutions are not known). However, the situation consisting of only two
grains with different growth rates, illustrated in fig.2.1 page 27, can be
solved analytically. In this case the refinement produce the expected
result. Connectivity tests have also been carried out. In the initial solu-
tion, grains grow as if no other grains are present. If the grain shapes are
strongly anisotropic, this may result in grains that grow through each
other. The tests show that no grain ends up being separated into dif-
ferent parts after the refinement method is applied. In the next sections
the geometric simulations will be used for situations where no analytical
solutions exist.
3.4 Distributions of Growth Rates
Selected types of growth rate distributions have been simulated using ge-
ometric simulations as discussed in section 1.5.4 page 18. The goal of the
simulations presented in this section is to give a picture of what happens
to the recrystallization kinetics and microstructure when distributions of
growth rates are simulated. The results are also presented in article B.
The growth rates of the grains in the simulations are given by r =
At1−α (see eq.1.5.5). By varying A and α various growth behaviors can
be achieved. Lauridsen et al. [51] showed that growth rates just after
nucleation, where no impingement is present, follow a distribution that
resembles a log-normal distribution. Juul Jensen et al. [46] analyzed
distributions of A of the form:
n(A) = CA/Am (3.4.1)
and ‘bell’-shaped distribution-functions of α of the form:
n(α) = Cααp(1− α)q, α ∈ [0; 1] (3.4.2)
where n is the probability density, m, p and q are constants that de-
termine the shape of the distributions and CA and Cα are normalization
constants (1 =
∫
n). In this study we have chosen distributions according
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to eq.3.4.1 and 3.4.2 using different values for the parameters m, p and
q, a log-normal distribution of A and uniform distributions of A and α to
simulate a range of distributions and in this way identify the generic ef-
fects of introducing growth rate distributions on recrystallization kinetics
and microstructure.
The simulated distributions are listed in table 3.1. No simulations
where collections of grains posses distributions in both A and α have
been performed because the results obtained from such would be difficult
to interpret. The distribution eq.3.4.2 is bell-shaped approaching zero
as α → 0 and α → 1. p and q determines the specific shape of the
distribution. The peak will be shifted to the left if p > q and to the right
if p < q and the distribution becomes narrower as the values for p and q
increase.
All simulations of growth rate distributions have been performed in
a cubic simulation volume with periodic boundary conditions and a side
length of 200, giving a volume of 8 · 106 voxels. Each simulation contains
N = 1000 nuclei. The simulations have been performed with spherical
grains under site saturated conditions. For each type of distribution,
three simulations with different seeds of nuclei positions and growth pa-
rameters have been performed to increase data quality.
Microstructural descriptors, such as VV , SV , RV and Crr, can be
measured in order to follow the overall kinetics during simulation.
Fig.3.4(a) shows a pre-factor-normalized version of the standard JMAK-
plot for all simulations. The normalization is performed by dividing the
apparent extended volume fraction − ln(1−VV ) by the extended volume
fraction at t = 1: VX(1) = 43piN < A3 > /V , where N is the number
of nuclei, V is the simulation volume and < A3 > is the average of the
growth rate to the power of three. All simulations with distributions in
A collapse onto a single line, indicating that any distribution solely in A
can only change the pre-factor of VV (t). It has been predicted[46] that
the 1/A distribution would not fundamentally change the growth kinetics
compared to the JMAK model, only the pre-factor of VV (t). This seems
to be true in general for all distributions solely in A.
A change in the distribution of α seems, however, to have a signifi-
cant impact on the growth kinetics. It appears that distributions with
a majority of the grains having α’s near 1 deviates more strongly from
the JMAK model than distributions with a majority of α’s near 0. This
makes sense because the JMAK can be considered as having a delta-
function distribution of α centered at α = 0.
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JMAK A = 1, α = 0
A uniform n(A) = 1/20 ≤ A < 2, α = 0
A log-normal n(A) =
1
Aσ
√
2pi
exp −(lnA−µ)
2
2·σ2
0 < A, α = 0
1/A(1) n(A) =
1
ln 100
1
A
.05 < A < 5, α = 0
α uniform n(α) = 10 ≤ α < 1, A = 1
α p1q10-bell(2) n(α) = 132 · α(1− α)
10
0 ≤ α < 1, A = 1
α p1q1-bell(3) n(α) = 6 · α(1− α)0 ≤ α < 1, A = 1
α p10q10-bell(4) n(α) = 3879 · 10
3 · α10(1− α)10
0 ≤ α < 1, A = 1
α p5q1.5-bell(5) n(α) = 87.98 · α
5(1− α)1.5
0 ≤ α < 1, A = 1
(1) n(A) = cAm , used with parameter m = 1 [46]. (2) Cα
p(1− α)q , used with parameters
p = 1 and q = 10 [46]. (3) Cαp(1 − α)q , used with parameters p = 1 and q = 1 [46]. (4)
Cαp(1 − α)q , used with parameters p = 10 and q = 10 [46]. (5) Cαp(1 − α)q , used with
parameters p = 5 and q = 1.5 [46]. The specific parameters p = 5 and q = 1.5 are chosen
because these were used as data-fitting parameters in [46].
Table 3.1 Distributions used for r = At1−α. All distributions are normalized
so that
∫
n(x) = 1 and < A >= 1. Histograms show examples of distributions.
The table is reproduced from article B.
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a b
Figure 3.4 Averaged and pre-factor normalized JMAK-plots of (a) VV and
(b) SV . (a) is reproduced from article B.
a b
Figure 3.5 Microstructural paths of (a) SV /SVmax vs. VV and (b) RV /RVmax
vs. VV .
The data for the various α distributions in fig.3.4(a) exhibits upwards
curvatures in various degrees. In this study the upward-curving is inter-
preted in the context of ‘the dominating grains’: VV from a collection of
grains with equal growth parameters A and α would produce a straight
curve with a slope of 3(1 − α) if plotted in fig.3.4(a) (see eq.1.5.4 page
16). A very small slope in fig.3.4(a) indicates that the dominating grains
have high α values and a slope near three indicates that α ≈ 0. An
upward curved data series indicates that the dominating grains initially
have high α-values but grains with low α-values take over later on. This
is plausible because the grain radius is given by r = At1−α, which means
that the high-α grains grow rapidly initially but lose pace as time passes,
while the low-α grains more or less keep their growth rate throughout the
simulation. Using this interpretation we see that the curvature observed
in fig.3.4(a) must be related to the width of the distribution. A very
narrow distribution can not produce grains with significantly different
α-parameters and the grains will all have almost the same growth prop-
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Figure 3.6 The grain boundary areas
after total recrystallization RVmax and
SVmax for the distributions of growth
rates simulated.
erties. By comparing the data from p1q1 and p10q10 we see that they
initially start out with the same slope but deviate later on. p1q1 which
is the broader of the two distributions curves upward more than p10q10
which is expected from the arguments above.
Fig.3.4(b) shows a pre-factor-normalized version of a JMAK-type plot
for SV for all simulations. The normalization is done by dividing the
apparent extended surface fraction SV /(1 − VV ) by the total extended
surface fraction at t = 1: SX(1) = 4piN < A2 > /V . The plot reveals
that SV exhibit a behavior very similar to VV : All distributions in A fall
onto a single master-curve, while distributions in α exhibit deviations
with a lower JMAK-parameter and upwards-curved data-series.
Because VV and SV are affected in similar ways by the introduction
of growth rate distributions, one would expect that the microstructural
path (MP) would not be affected. This is indeed the case. The MP SV
vs. VV and RV vs. VV from all simulations are shown in fig.3.5. SV and
RV are normalized by their maximum values SVmax and RVmax. It is
clear that the SV - and RV -curves are almost independent of growth rate
distributions. The only noticeable difference is that SV /SVmax is shifted
slightly to the left for the α-distributions. This means that a MP-model
for predicting the kinetics during a classical JMAK recrystallization pro-
cess can be used to predict the kinetics for a process that contains any
kind of growth rate distribution.
The plots in fig.3.5 are normalized by SVmax and RVmax. Although
the practical interpretation of SVmax is unclear, the meaning of RVmax
is straight forward: RVmax is the total grain boundary area density after
total recrystallization. Depending of the final microstructure, RVmax
will be different. Fig.3.6 shows the values for RVmax and SVmax for the
simulations performed. Some variations are seen but they are rather
limited.
The similarity of the MP-kinetics and RVmax conceal some very large
differences between the simulations however. The microstructures after
total recrystallization from one layer of voxels from the various simula-
tions are shown in fig.3.7. As seen, distributions in growth parameters
may have a big impact on the recrystallized microstructure. Even though
the number of grains is equal in all simulations, the recrystallized mi-
crostructures are very different. Notice that the grain boundaries in the
44 Results from Geometric Simulations
a b c
d e f
g h i
Figure 3.7 Examples of microstructures from the performed simulations: (a)
JMAK, (b) uniform distribution of A, (c) log-normal distribution of A, (d)
A distributed with a probability density proportional to 1/A, (e) uniform
distribution of α, (f) bell shaped distribution of α using (p, q) = (1, 10), (g)
bell shaped distribution of α using (p, q) = (1, 1), (h) bell shaped distribution
of α using (p, q) = (10, 10) and (i) bell shaped distribution of α using
(p, q) = (5, 1.5). Different colors represent different grains.
classical JMAK simulations are straight (see fig.3.7(a)), as they should
be (see section 3.1), but curved in all other cases. Very small grains
are observed in many of the simulations, completely embedded in other
grains. These may normally not be seen in experiments because such
small grains would tend to disappear if grain growth occurs. In the
present simulation, this is of course not allowed to happen.
The microstructures in fig.3.7 give a good qualitative impression of
the effects that distributions of growth rates have on the microstructure.
Distributions of growth rates also have large effects on quantitative mea-
sures such as the distributions of single-grain-intercept length d. d for
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Figure 3.8 Distributions of single grain line scan intercepts d normalized to
the mean intercept length < d >. The inset shows a close up of the intercept
distribution tails. The figure is reproduced from article B.
all simulations normalized by the mean intercept length < d >, given
by eq.1.4.8 page 11, are shown in fig.3.8. A clear difference is seen be-
tween the JMAK simulation and all distributions both in A and α: The
JMAK simulation have a typical intercept length (the peak of the inter-
cept distribution) close to the mean intercept length, whereas data from
all simulations employing distributions of either A or α have typical in-
tercept lengths that are smaller than the mean length. The simulations
with growth rate distributions also exhibit extended tails in their dis-
tributions, clearly seen in the inset of fig.3.8. The inset show that for
some distributions, grains intercept lengths more than six times average
are seen; these grains are clearly very large. In the classical JMAK-
simulation only very few grains larger than three times average are seen.
The grain size distribution in a metal is very important for it’s proper-
ties and therefore of great industrial importance. When good formability
is needed, for example, an even grain size distribution is often required.
In other situations, a few very large grains are preferred. This is the
case for turbine-lamella, where each lamella preferably contain one single
grain. Another important issue is texture, i.e. the orientation distribu-
tion within the metal. If the growth rates of the recrystallizing grains
are correlated with the orientations of the grains in an experiment, distri-
butions of growth rates will lead to texturing: Recrystallization textures
will arise because grains with some orientations grow to sizes much larger
than average and their orientations consequently dominate the recrystal-
lization texture. Texturing is also very important industrially. Ran-
dom texture is for example needed to obtain good formability whereas a
strong texture is preferred in metals that should convey strong magnetic
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fields. Growth rate distributions have a strong influence on the grain size
distributions, as shown above, and understanding how growth rate dis-
tributions influence the recrystallization microstructure is therefore very
important from an industry point of view.
Overall, the geometric simulations of distributions of growth rates
show that, although large effects are seen in the fully recrystallized mi-
crostructures, the kinetics are not affected in the case of A-distributions.
This means that if all grains grow at constant, although different, rates,
this would not be detected by the use of microstructural descriptors such
as VV alone. Other investigations, such as microstructural investigations,
are necessary.
3.5 Random Ellipsoidal Growth
Anisotropic growth is typical during recrystallization as discussed in
chapter 1 and as mentioned in section 1.5.4, many two-dimensional sim-
ulations have been carried out. Three-dimensional simulations have also
been performed, but these have either involved completely flat two-
dimensional grains in a three-dimensional volume[49] or grains that were
not allowed to grow around each other[83]. These situations does not rep-
resent recrystallization well: Grains are not flat and complicated grain
shapes observed in fully recrystallized samples indicate that the grains
can grow around each other. The purpose of this part of the study is
to investigate the effects of randomly oriented anisotropic growing grains
and to illuminate the extent to which the geometric models, described
in sections 1.5.2 and 1.5.3, can be used to describe the recrystallization
kinetics.
The simulations of anisotropic growth are carried out with the ge-
ometric simulations using prolate ellipsoids with aspect rations up to
16: 1:1:16, 1:1:8, 1:1:4, 1:1:2, and 2:2:3 and oblate ellipsoids, also with
aspect rations up to 16: 16:16:1, 8:8:1, 4:4:1, 2:2:1 and 3:3:2. Simula-
tions employing all JMAK assumptions including spherical growth are
also carried out for comparison with the JMAK model. Simulations in
two dimensions are carried out for 2d/3d-comparisons and to be able to
compare the simulations to two-dimensional simulations performed by
others. The aspect ratios of the two-dimensional ellipses∗ simulated are
again up to 16: 1:16, 1:8, 1:4, 1:2 and 2:3. Circles, i.e. classical two-
dimensional JMAK, are also simulated. The grains in all the simulations
performed are shape preserved, meaning that the shape of the grains are
perfect ellipses/ellipsoids with the prescribed aspect ratio as long as no
impingement have set in. When impingement sets in, the shape of the
grains will of course depend on the impingement details. The shape-
preserved growth applied in these simulations is a clear simplification
compared to experiments, but it is the least severe modification of the
original JMAK model that still embodies random anisotropic growth. In
∗ In two dimension ellipses, instead of ellipsoid, are simulated.
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Figure 3.9 VV , SV and RV as a function of t for (b,d,f) two- and (a,c,e)
three-dimensional geometric simulations. The full lines show model predictions
produced by the eq.1.5.2, 1.5.8 and 1.5.10. The insets in (a) and (b) show the
JMAK-parameter p as a function of VV . (a) and (b) are reproductions from
article C.
the study by Kooi [49] two-dimensional grains were grown inside a three-
dimensional simulation volume. Such grains can be considered as having
infinite aspect-ratios, which makes these simulations an extreme case.
Large deviations from JMAK behavior were also seen in by Kooi[49].
The ellipsoids are oriented randomly in space in three dimensions
and the ellipses randomly in the simulated plane in two dimensions mak-
ing the 2d simulations similar to the ones performed by Pusztai and
Granasy[69]. Each three-dimensional simulation consists of 100 nuclei in
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a cubic simulation-cell with periodic boundary conditions along x, y and
z directions and a side length on 232 voxels giving a total of approxi-
mately ≈ 12.5 · 106 voxels. Each two-dimensional simulation consists of
100 nuclei in a square simulation-cell side length 500 pixels giving a total
of 250 · 103 pixels. All simulations are performed under site-saturated
conditions and with constant growth rate making the shape of the grow-
ing grains the only difference between these simulations and the JMAK
model. The growth rates are defined so that the volume of an unimpinged
grain would be the same for all grain-shapes as explained in article C.
This makes direct comparisons between the simulations with differently
shaped grains possible.
Every three-dimensional simulation is repeated six times with dif-
ferent seeds† (positions of nuclei and orientations of grains) and every
two-dimensional simulation is repeated 12 times to improve statistics.
The kinetics of the simulations have also been investigated. Fig.3.9
shows the microstructural descriptors VV , SV and RV for all two- and
three-dimensional simulations as a function of time. The data in fig.3.9(a)
and the model predictions fall almost exactly on top of each other for as-
pect rations up to four and the JMAK model eq.1.5.2 is therefore useable
in three dimensions for phenomena with ellipsoidal anisotropic growth up
to this aspect ratio. Since VX is the same for all the ellipsoids simulated,
as explained above, eq.1.5.2 gives the same predictions for all simulations.
The inset of fig.3.9(a) shows the JMAK-parameter p as a function of VV .
For all simulations, apart from the ones with aspect ratios above four, p
is close to three during the entire process.
Fig.3.9(c) shows SV vs. t for the three-dimensional simulations. The
deviations between the simulations and the model (eq.1.5.8) are very
clear for aspect ratios above four. Especially towards the final stages of
the transformation where long tails are seen. Deviations are also seen
for RV vs. t for three-dimensional simulations shown in fig.3.9(d). The
model (eq.1.5.10) works fine up to an aspect ratio of four, but breaks
down beyond this point.
In two dimensions, the equivalents to fig.3.9(a), (c) and (d) are shown
in fig.3.9(b), (d) and (f). The deviations between the models (eq.1.5.2,
1.5.8 and 1.5.10 page 16) and the data are clearly larger in two dimensions
than in three. Deviations are seen for VV , p, SV and RV already at aspect
ratios of four, where the models in three dimensions worked fine. This
is in agreement with results obtained in other studies that show strong
effects of two-dimensional random anisotropy [20, 48, 69].
The time averages of the JMAK-parameters < p(t) > during the en-
tire growth processes for two and three dimensions are listed in table 3.2.
Up to an aspect ratio of four the deviations in < p(t) > from JMAK
behavior is less than three percent in three dimensions. We see that
the deviations from JMAK behavior are stronger for the oblate ellip-
† The extreme aspect ratios 1:1:16 and 16:16:1 are only carried out three times due
to the long computational times required in these cases.
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Aspect ratio 3D-prolate 3D-oblate 2D
(a/b) ellipsoids (a:b:b) ellipsoids (a:a:b) ellipses (a:b)
1 2.95 2.95 2.03
1.5 3.02 2.97 1.98
2 3.00 2.96 1.96
4 2.97 2.92 1.80
8 2.73 2.62 1.60
16 2.57 2.27 1.38
Table 3.2 Average JMAK-parameters < p(t) > for simulations of prolate and
oblate ellipsoids in three dimensions and ellipses in two dimensions. The table
is reproduced from article C.
soids than for the prolate ellipsoids, which may be due to the greater
blocking potential of ‘plates’ compared to ‘needles’ in three dimensions
(see fig.3.12). < p(t) > for the two-dimensional simulations show much
stronger deviations than for three dimensions: For an aspect ratio of
four < p(t) > is for example reduced by 10% in two dimensions, whereas
the three-dimensional simulations show very small reductions. Some nu-
merical errors exist in the determinations of the JMAK-parameters in
table 3.2. This can be seen from the first row of numbers that represent
classical JMAK-simulations, which should be equal to 3.0, 3.0 and 2.0
respectively. The errors are within two percent of the expected values.
The stronger effect of anisotropic growth in two than in three dimen-
sions is due to a more efficient blocking between grains: In two dimen-
sions, the major axis of all ellipses will be distributed randomly in the
same plane (the simulation plane). In three dimensions, the major axis
of the ellipsoids will be distributed randomly in all directions of space.
This will make the probability that grains impinge quickly along their
fast growth directions much smaller in three dimensions than in two.
The ability for grains to grow around each other is utilized in these
simulations in contrast to other three-dimensional simulations of aniso-
tropic growth [49, 83]. This ability influences the transformation kinetics.
The results reported by Shepilov and Baik [83], where no growing around
was allowed, show larger deviations between random oriented ellipsoidal
and spherical growth in three dimensions than what is reported in this
study: For an aspect ratio of five clear reductions in p were observed by
Shepilov and Baik [83], whereas no significant change up to an aspect
ratio of four is seen here as explained above. This difference must be
ascribed to the possibility for grains to grow around each other.
Microstructural path (MP) plots of SV , RV and Crr vs. VV for two-
and three-dimensional simulations are shown in fig.3.10. We see that the
model-predictions work rather well for SV in three dimensions for aspect
ratios up to eight. For aspect ratios of 16 the model can not predict the
simulated data. For RV the model predictions are even better; here only
50 Results from Geometric Simulations
Figure 3.10 MP plots of SV , RV and Crr vs. VV for (b,d,f) two- and (a,c,e)
three-dimensional simulations. The full lines show model predictions produced
by the eq.1.5.2, 1.5.8 and 1.5.10. (a), (c) and (e) are reproductions from article
C.
the oblate grains with an aspect ratio of 16:16:1 cannot be described by
the model. It is expected, however, that the model predictions for RV
are better since eq.1.5.10 uses the value for RV after total transformation
from the simulations as input and some kind of fitting therefore is present.
Also in two dimensions, the models for SV and RV plotted as the MP
(fig.3.10) works better than when plotted in the time-domain, but we
still see larger deviations between simulations and models in two than in
three dimensions.
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Figure 3.11 (a) SV /SVmax and (b) RV /RVmax for the three-dimensional
simulations.
The microstructural path for Crr vs. VV exhibit very interesting
behavior in both two and three dimensions. The data from all simula-
tions fall on top of each other, although the models predicts otherwise.
Crr is typically used to characterize whether nucleation sites are located
randomly or in clusters (see fig.3.3). The fact that the Crr-curves for sim-
ulations of all aspect ratios fall on top of each other show that anisotropy
do not have any effect on Crr in a MP framework. Therefore, Crr can
be expected to be useable for detecting clustering, also if the grains grow
anisotropically.
The MPs for all aspect ratios in three dimensions have almost the
same shape and can be brought to fall on top of each other by simple
scaling (see fig.3.11). This shows that the MP of the ellipsoids are very
similar, although the aspect ratios differs a lot.
Examples of microstructure of the simulations performed in three di-
mensions with various aspect ratios are shown in fig.3.12. More and more
elongated grains with curved boundaries are observed as the aspect ratio
is increased. The oblate grains produce more ‘extreme’ microstructures.
The microstructure of the 16:16:1-simulation (fig.3.12(i)) has grains that
apparently have been separated into different parts by other grains grow-
ing through them. This is not the case. The simulation procedure ensures
that all parts of a grain are connected (see chapter 2). What is observed
is grains that grow around each other and the apparent separation of
the grains is because only one layer of the simulation is displayed. It
becomes clear that all parts of a grain is connected when the whole grain
is observed. An example of this is seen in fig.3.13. The grain has a
very complicated shape, which shows that it must have grown around
it’s neighbors.
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Figure 3.12 Examples of microstructures from the simulations performed with
ellipsoidal shaped grains in three dimensions with aspect ratios as given above
the figures. Different colors represent different grains.
Figure 3.13 Example showing the
final shape of an oblate ellipsoid
with aspect ratio eight after total
transformation, seen from directions
along the x, y and z axes. The cross
marks the position of the nucleus of
the grain. The figure is reproduced
from article C.
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The microstructures of the two-dimensional simulations are shown in
fig.3.14. Clear deviations from JMAK behavior is seen in simulations
where grains have high aspect ratios, but the microstructures do not
look as ‘extreme’ as they did in three dimensions. This may be because
the grains block each other very efficiently as they can not grow around
each other. In fig.3.14, examples of microstructures from simulations of
aligned anisotropic growth are included for comparison. These appear
as ‘stretched’ versions of ordinary JMAK-microstructures. Notice for
example the straight grain boundaries, which is a result of all grains
having the same growth rate in any particular direction.
The geometric simulations of anisotropic growth show that large de-
viations from JMAK-kinetics are to be expected only when grains have
extreme aspect ratios. Large aspect ratios are very seldom seen in re-
crystallization of typical metals, which means that the models assuming
spherical or aligned anisotropic growth will work nicely for the descrip-
tion of the recrystallization kinetics in most cases. Examples of extreme
anisotropy can be found though. Fig.3.15 shows an interesting example:
two polished surfaces of a meteorite composed of an unspecified iron-
alloy. Large elongated grains are seen along two main directions, which
are perpendicular to each other and clear signs of grain-impingement are
seen. For such a situation, new models are needed to predict the kinetics
during recrystallization correctly.
3.6 General Discussions
The JMAK model is used as the reference point for the kinetics of the
geometric simulations because the geometric simulations basically are
numerical solutions of the JMAK model. In the more complex growth-
scenarios, simulated in this study, numerical solutions of JMAK-like
problems are necessary because the scenarios are too complex to solve
analytically.
One use of geometric simulations, like the ones presented in this the-
sis, is that experimental data can be interpreted on the basis of these.
Certain features in the JMAK-kinetics of an experiment may be ascribed
to certain aspects of the nucleation and growth parameters. A drop in
the JMAK-parameter p may for example be ascribed to clustering or
anisotropic growth. This works in principle, but it may be very hard to
do in practise. It may for example be difficult to tell whether a drop in
p is due to boundary nucleation, random anisotropic growth or a gen-
eral loss of the grow rates of the grains from the kinetics alone. Other
investigations must accompany the kinetic investigations.
The JMAK model often works surprisingly well in descriptions of the
kinetics of experimental data. pmay vary from experiment to experiment
but often stays constant within the duration of a single recrystallization
process. One of the reasons for this may be that signatures of deviations
from standard JMAK behavior are weak or non-existing, as seen for the
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Figure 3.14 (a-f) Examples of microstructures from the simulations performed
with elliptical shaped grains in two dimensions with aspect ratios as given above
the figures. Different colors represent different grains. (g-i) Microstructures
from simulations of aligned anisotropic growth are included for comparison.
random oriented ellipsoidal growth with low aspect ratios or distributions
the A-parameter. This means that in many cases the kinetics alone may
not be enough to describe recrystallization precisely; microstructures or
detailed studies of single grain kinetics, which is possible with techniques
such as the 3DXRD-microscope, are necessary.
Although JMAK-type investigations like the geometric simulations
may be difficult to use for exact interpretations of experimental data, ge-
ometric simulations constitute the perfect ‘what if’ model because they
test what happens if certain growth scenarios are assumed. The simu-
lations can be used in situations where the effects of certain parameters
are unknown, like the examples of growth rate distributions and random
anisotropic growth presented in this thesis.
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Figure 3.15 Photo of the surface of a meteoroid. Large elongated grains are
seen with their main axis along two perpendicular directions. The two images
are photographed with the same resolution, the tic-marks on the scale-bar on
the image to the right indicate mm. By the curtesy of Dorte Juul Jensen.
The simulations performed in this study highlight a very important
assumption in the JMAK model. Although time dependent nucleation-
and growth-rates are allowed within the assumptions of the JMAKmodel,
the model requires that at a given moment in time and for a given direc-
tion, all grains must grow at the same rate. This assumption basically
allows for all grains to be treated collectively as one in the extended
volume framework. The simulations performed in this study violate this
assumption in two different ways; by employing distributions of growth
rates or distributions of growth directions, which both lead to deviations
from JMAK-behavior. A collective behavior of all grains is expected in
recrystallization only if all grains grow in the same way in the deformed
matrix. This requires that neither the crystallographic orientation of the
grains relative to the deformed-matrix nor the detailed structure of the
matrix play any significant role. We know that this can definitely not
be true because experiments have shown that each grain has individual
growth behavior and even parts of the grain boundary surrounding the
same grain may grow with different rates at different times (see section
1.4.7 page 12).
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4 Method for Molecular Dynamics
Simulations of Recrystallization
This chapter describes the molecular dynamics (MD) simulations per-
formed in this study. The simulation ‘engines’ are developed and imple-
mented elsewhere, but the methodology for simulating recrystallization
using MD is developed as a part of this PhD-project during discussions
with supervisors and collaborators. This is to the best of the author’s
knowledge the first time that MD have been used directly in connection
with recrystallization. A limited two-dimensional study was performed
by [92].
As explained in section 1.6 page 23, two MD programs have been
used: The one is developed at the Colorado School of Mines (termed the
CSM-program in the following), the other is developed at the Center for
Atomic-Scale Materials Design at the Technical University of Denmark
(termed the CAMd-program in the following). Both programs were pro-
vided by collaborators and have been used as black box programs to some
extent. No modifications to the actual ‘MD engines’ have been made in
connection to this study. The two MD programs and the interatomic
potentials used in connection with these are explained throughout this
chapter. The differences of the programs used are summed up in section
4.5 where a comparison of the computational speed is also given.
The crucial point for the application of MD to recrystallization is how
the simulations are set up: Due to the spatial and temporal scales that
MD simulations are limited to, the problem has to be reduced in some
way, both temporally and spatially, in order to simulate recrystallization.
The simulations should only contain the most essential features. Since
recrystallization is characterized by migrating grain boundaries driven by
the excess energy stored in the structures of the deformed matrix, high
angle boundaries as well as dislocations should be present in a MD simu-
lations of recrystallization, and the grain boundaries should be migrating
due to the presence of dislocations. The main achievement of this study
is the development of a method for setting up migrating grain boundaries
driven by dislocation structures.
In section 4.1 some general features of MD simulations and the two
simulation-programs that have been applied are described. The inter-
atomic potentials used are described in section 4.2. In section 4.3 the
method developed for simulating boundary migration during recrystal-
lization is described and in section 4.4 the data analysis schemes devel-
oped and used are described.
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4.1 Molecular Dynamics Simulations
As mentioned in section 1.5.9 page 21, the idea behind MD is simple:
solve the classical equations of motion for a system of N elements (atoms)
that are interacting via a potential U [11]:
mi
d2ri
dt2
= −∇riU(R) (4.1.1)
wheremi is the mass, ri the position, d
2ri
dt2 the acceleration and−∇riU(R)
the force on atom i calculated from U . R = r1, . . . , rN is the collective
positions of all atoms on which U depends. Each atom has an equation
of motion of the form given by eq.4.1.1.
A general approach for solving equations of motion such as eq.4.1.1 is
the so-called finite difference approach. The basic idea is that if positions,
velocities and forces for the atoms are known at time t we can attempt
to find the positions, velocities and forces at a later time t+ δt. In turn
positions, velocities and forces are updated iteratively. One iteration
covers a time step of δt. One of the most used algorithms is the velocity
Verlet algorithm. The update-scheme is as follows:
r(t+ δt) = r(t) + v(t)δt+
1
2
a(t)(δt)2 (4.1.2)
v(t+ δt) = v(t) +
a(t) + a(t+ δt)
2
δt (4.1.3)
First r(t + δt) is calculated on the basis of r(t), v(t) and a(t). Then
a(t+ δt) is calculated on the basis of the new positions r(t+ δt). Finally
v(t+δt) is calculated on the basis of v(t), a(t) and a(t+δt). The velocity
Verlet offers some error-reduction properties and does only require the
storage of r, v and a (memory issues are important when running large
simulations) [11]. The velocity Verlet algorithm is used in the simulations
with the CSM-program. Although the program is capable of running
with different algorithms, the velocity Verlet was chosen due to the low
memory requirements. In the CAMd-program a different integrator is
used, which is coupled to the temperature control (see eq.4.1.7 below).
During typical recrystallization experiments, a sample is heated at
a certain fixed temperature at ambient pressure. In order to perform
simulations at constant temperatures and pressures, control-mechanisms
must be in place. The kinetic energy K of an atomic system and the
temperature T are related through∗:
K =
N∑
i
1
2
miv
2
i = N
3
2
kBT (4.1.4)
where kB is Boltzmann’s constant. Since the velocities of the atoms
and the temperature are directly related, a simple way of adjusting the
∗ Eq.4.1.4 is valid if the atoms do not poses any rotational degrees of freedom.
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temperature is by ‘velocity rescaling’. In the Berendsen velocity rescal-
ing algorithm used in the CSM-program the following equation replaces
eq.4.1.3:
v(t+ δt) = η
(
v(t) +
a(t) + a(t+ δt)
2
δt
)
(4.1.5)
η is the scaling parameter given by:
η =
√
1 +
δt
τ
(
Text
T
− 1
)
(4.1.6)
where Text is the target temperature and τ is a user defined time con-
stant controlling the rate by which the system approaches the target
temperature.
So-called Langevin dynamics are used in the CAMd-program. Here
the equation of motion (eq.4.1.1) is changed in the following way:
mi
d2ri
dt2
= −∇riU(R)− γivi +Gi(t) (4.1.7)
Two terms have been added, which model the atom’s interactions with
the ‘electron bath’ of the system. The first term is a friction term, which
models the resistance experienced by the atom moving through the elec-
tron bath. γi is the coefficient of friction experienced by atom i, which
may be different for different species of atoms. The second is a random
force, which models the random collisions between the simulated atoms
and the electrons. The temperature is controlled through the random
force G, which has the following properties:
< G(t) > = 0 (4.1.8)
< G(t) ·G(t′) > = 2mkBTγδ(t) (4.1.9)
where δ(t) is the Dirac-delta function. The first equation states that the
direction of G is random. The second equation states that the values
of G at different times are uncorrelated and defines the size of G. It
can be shown that T in eq.4.1.9 is the temperature that the system will
eventually reach [11]. When using Langevin dynamics eq.4.1.7 can be
solved by finite difference methods similar to the velocity Verlet.
Pressure control can be applied by varying the simulation volume.
In the CAMd-program this is done by adjusting the dimensions of the
simulation-cell at regular intervals in the following way:
l′i = li
(
1 +
σi
3K
)
(4.1.10)
where l′i is the adjusted simulation-cell length in the i’th direction (i =
x, y or z), li is the pre-adjusted length, σi is the i’th normal stress
component and K is the bulk modulus for the material. This adjustment
will produce a relative volume change of ∆V/V ≈ (σx + σy + σz)/3K
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(first order approximation). By assuming that the only overall pressure
in the simulation is the hydrostatic pressure P = (σx + σy + σz)/3 this
can be reduced to ∆V/V = P/K. A relative volume change will produce
a pressure change of ∆P = −K∆V/V . By making the volume change
prescribed by eq.4.1.10, the pressure change will be: ∆P = −K∆V/V =
−KP/K = P . This means that by making the adjustment in eq.4.1.10
any excess pressure will be eliminated (this is, however, only true for
small excess pressures where the first order approximation used above
holds). The adjustments of cell size was typically done for each 100
iterations in the CAMd-program.
In the CSM-program no pressure control was applied during the sim-
ulations, however, the simulations were initiated at zero pressure by a
procedure explained in section 4.3.2.
4.2 Interatomic Potentials
Different interatomic potentials can be used in MD simulations in order
to represent different materials. The potential U ‘controls’ the equation
of motion eq.4.1.1 and therefore determines the dynamics in the system.
In this study three different potentials have been used: a Lennard-Jones
(LJ) pair-potential, an Embedded Atom Method (EAM) Al potential and
an Effective Medium Theory (EMT) Cu potential. The LJ and EAM
potentials were used with the CSM-program and the EMT potential was
used with the CAMd-program. Initially it was important to test the
applicability of the simulation methodology and less important to have
realistic metal-properties in the simulations. Because of the simplicity
and efficiency of the LJ potential, this was used in the first simulations.
Later the EAM-potential and finally the EMT potential were used in
the simulations. The EAM-Al and EMT-Cu potentials used were chosen
because Al and Cu are common metals and much experimental data
from them exist. Together the three potentials to some degree span a
range of potentials which makes it possible to test the generality of the
methodology.
4.2.1 Lennard-Jones Pair-Potential
The LJ potential is a simple atomic potential very often used for MD
simulations. The potential does not model any real substance, but can
be used as a synthetic ‘test-material’ in situations where the phenomena
studied exist in many types of materials, e.g. the glass transition in
supercooled liquids [82]. The LJ potential can also be used in situations
where the overall or qualitative behavior of the phenomena studied are
not expected to depend much on the interactions of the individual atoms.
The LJ potential models the energy of interaction between atoms by [11]:
ULJ =
1
2
∑
j 6=i
4
(
(σ/rij)12 − (σ/rij)6
)
(4.2.1)
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rij is the mutual distance between atoms i and j, σ is the length param-
eter given by σ = (1/2)1/6r0, where r0 is the equilibrium intermolecular
distance (nearest neighbor distance) and  is the bonding energy between
two atoms. The factor 1/2 is introduced to avoid double-counting of in-
teractions. In the CSM-program, the potential is truncated at a cutoff
distance rc = 2.1r0 and modified by a spline fit beyond r0, so that it goes
to zero smoothly at r = rc. It is important that the potential is smooth
because the forces in the system are calculated by differentiations of the
potential.
Scaled units are often used in connection with LJ simulations: mass
is given in units of m0, the mass of one atom, length in units of r0,
energy in units of , time in units of τ = (m0r20/)1/2, temperature in
units of /kB . By inserting appropriate values for m0, σ and  results
corresponding to various metals can be obtained, although one cannot
expect this simplistic potential to capture all features of real materials.
The LJ potential is quite good at representing rare gasses but it is
relatively inexact when it is used to represent metallic systems[18]. The
vacancy formation energy Ev and the cohesive energy Ec is equal for all
pair-potentials including the LJ [100]. For Cu Ec has a magnitude that
is three times as large as Ev [41]; for Al Ec is five times Ev [59]. The so-
called Cauchy pressure given by C12−C44† is zero for pair-potentials but
positive for most fcc metals such as Al or Cu[18]. Although the elastic
shear modulus G may represent typical values for metals within a factor
of approximately two the bulk modulus B is two to four times greater
for LJ than for metals [18]. The melting point Tm for LJ is around .7
/kBK, which corresponds to ≈ 2300 for Al and ≈ 2400 for Cu. These
numbers are obtained by inserting values for  corresponding to Ec per
atom divided by the number of nearest neighbors: c−Al = 3.39/12eV ,
c−Cu = 3.54/12eV . The melting point and also bulk modulus can be
determined more precisely by choosing a lower value for , but then the
cohesive energy will of course be wrong.
4.2.2 Embedded Atom Method Al Potential (EAM)
Pair interaction potentials often have difficulties when used to represent
metallic systems. One way to address the problems is to perceive atoms
as being embedded in the background electron gas of the system. This
is done by introducing, in addition to the pair-interaction term in the
potential, a term that depends on the local free volume or the local
electron density around the atoms[59, 60]:
UEAM =
1
2
∑
j 6=i
φ(rij) +
∑
i
F (ρi) (4.2.2)
Here φ is the pair-interaction function and F is the embedding function
that depends on the local electron density ρi around atom i. φ, F and
ρ can be modelled in different ways but typically some functional forms
are chosen and parameters fitted to experimental data.
† C11, C12 and C44 are the three independent elastic constants for cubic materials,
C11 − C12 is the tetragonal shear modulus and C44 is the trigonal shear modulus.
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The macroscopic properties for the Mendelev-EAM used in the CSM-
program is much closer to the experimental target values than the LJ.
Both Ec and Ev are within five percent of the target values, all elastic
constants are within one percent and Tm given by the potential is 939K
compared to the experimentally measured 933K [59].
4.2.3 Effective Medium Theory Cu Potential (EMT)
The EMT approach for modelling atomic interactions is related to the
EAM, although the underlying idea is somewhat different. In EMT the
potential energy is calculated by first calculating the energy of an atom
in a known reference system and then adding the perturbation energy
of changing the reference system into the actual system. The reference
system used in the CAMd-program is a perfect fcc crystal [41]. The
functional form of the EMT potential is:
UEMT =
1
2
∑
j 6=i
φ(rij) −
ref∑
j 6=i
φ(rij)
+ ∑
i
E(ρi) (4.2.3)
φ is a pair interaction function that is used to describe the difference be-
tween the actual and the reference system and E is the cohesive function
that describes the energy of the reference system with electron density
ρ. By using various models for φ, E and ρ, eq.4.2.3 can be determined
by using known values for the cohesive energy, the bulk and the shear
moduli, the lattice constant and electron density parameters, obtained
from quantum mechanical density functional theory calculations, without
fitting [41].
As in the case of the EAM potential Ec, Ev and the elastic constants
are very well represented by the EMT potential (within a few percent of
the target values) [41]. The melting point has not been reported for this
potential but simulations performed in this study suggests that it is near
1300K, not too far from the experimental value of 1358K.
4.3 Atomistic Simulation Methodology for
Recrystallization
This section presents the methodology used to simulate recrystallization
by atomistic simulations developed during this project. As discussed
in the beginning of this chapter, MD simulations of recrystallization
should contain the essential features of recrystallization: migrating grain
boundaries driven by dislocation structures. This means that both grain
boundaries and dislocation structures must be present during a simula-
tions. Article D showed that the simulation methodology described in
this section can produce both grain- and dislocation boundaries and ar-
ticle E showed amongst other things that it is the dislocations that are
producing the driving pressure.
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Figure 4.1 The idea behind the simulation methodology. (a) Sketch showing a
recrystallizing grain growing through the deformed matrix. (b) Magnification
of a part of the deformed matrix containing elongated dislocation boundaries as
the main feature. (b) Snapshot from a simulations showing a grain boundary
migrating through the part of the simulation-cell containing dislocation
walls. Colors indicate potential energy of the atoms: blue is low energy and
red is high. A grain boundary moving into an area containing individual
dislocations within two dislocation boundaries can be seen (the dislocations
have a direction into the viewing-plane). The arrow indicate the direction that
the grain boundary is migrating. The figure is reproduced from article F.
Before the detailed treatment of the methodology is presented, an
overview of the idea behind the it is presented briefly. The idea is il-
lustrated in fig.4.1. Fig.4.1(a) show a sketch of a recrystallizing grain
growing into the deformed matrix. As described in section 1.3 page 5,
a typical microstructure in the deformed matrix at the onset of recrys-
tallization may have elongated dislocation boundaries as the dominating
feature as shown in fig.4.1(b). If an overlay of fig.4.1(a) and (b) is made,
the grain boundary will migrate through the deformed matrix in a di-
rection that is parallel to the dislocation boundaries. This is of course a
special direction, but this is the situation that has been chosen for this
study as a starting point. A snapshot from a simulation that corresponds
to this situation is shown in fig.4.1(c). The colors represent the potential
energy of the atoms and the grain boundary and dislocations stand out
as high energy areas.
The simulation procedure is divided into three separate steps: Setup,
relaxation and annealing. Setup covers how the atoms are initially ar-
ranged, relaxation covers what is done to avoid large tensions or excess
energies in the as-setup simulation-cells and annealing is the actual sim-
ulations.
4.3.1 Setup
The procedure for setting up the simulation-cells is designed in the fol-
lowing way: First a rectangular three-dimensional simulation-cell is set
up. Afterwards, lattices of atoms are created. In all simulations the cre-
64 Method for Molecular Dynamics Simulations of Recrystallization
Figure 4.2 Example of a simulation-cell. Five crystal blocks are seen: two
blue, two yellow and one red. The boundary conditions ensure that the two
blue blocks and the two yellow blocks can be taken as one blue and one yellow
block. Each color represent a certain orientation of the crystal lattice inside
the block. The figure is reproduced from article E.
ated lattices are of the fcc type because Al and Cu are fcc-metals and
LJ-atoms also crystallize in a fcc lattice. The lattices have certain orien-
tations compared to the axes of the simulation-cell. Blocks of atoms are
‘cut out’ from these lattices and placed inside the simulation-cell. The
blocks are cut out in such a way, that they fill the entire simulation-cell.
An example of a simulation-cell is shown in fig.4.2. Periodic boundary
conditions are applied at all boundaries of the simulation-cells to avoid
surface effects.
Differences in crystal orientations across the interfaces between the
blocks will eventually create grain- and dislocation boundaries. One of
the main properties of this method for performing MD simulations is
that the grain- and dislocation boundaries are created ‘naturally’. By
naturally is meant that no rearrangements of the atoms are necessary in
the setup to create the grain-boundaries and the dislocation. These are
formed at the interfaces between crystal blocks during the relaxation and
the annealing as a result of the atomic movements. This was shown in
article D.
The misorientation across an interface between two crystal blocks
must be accommodated by atomic configurations at the interface region.
In these simulations, the atoms arrange in the configuration with the least
extra energy compared to the perfect lattice that can accommodate the
misorientation. If the misorientation is small, dislocations will accommo-
date the misorientation and the interface will be a dislocation boundary.
If the misorientation is large the dislocations necessary for producing the
misorientation is so closely packed that it would be meaningless to talk
about individual dislocations (as explained in section 1.3 page 5) and the
interface will be an amorphous layer, i.e. a grain boundary.
In principle, the crystal lattices within the blocks can have any ori-
entation as long as the lattices match up at the periodic boundaries. In
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this study, however, it was chosen that every block should have a [111]-
direction along the z-axis. The main reason for this is that fast moving
boundaries are necessary for making simulations with reasonable com-
putational resources and grain boundaries with ≈ 40deg. misorientation
created by a rotation around a [111]-axis are observed experimentally to
have high mobilities (see section 1.4.6 page 11). When the [111]-directions
of the blocks are along the z-axis, rotations around this axis can easily
be created, while keeping the blocks matched up at the simulation-cell
boundaries perpendicular to the z-axis.
More care has to be taken to match up the blocks at the boundaries
perpendicular to the x- and y-axes. A fcc lattice can be defined by the
three crystallographic directions [1–10], [11–2] and [111](or any other set
of perpendicular vectors with integer values). The non-rotated crystal-
lographic orientation will be defined as the one where [1–10] is along the
x-axis of the simulation-cell, [11–2] is along the y-axis and [111] is along
the z-axis. Since all rotations are made around the z-axis, all crystals will
have the [111]-direction along the z-axis. The rotation angle θ between
a rotated crystal and the non-rotated crystal can be found by:
cos θ =
[1–10] · dx√
2|dx|
=
[11–2] · dy√
6|dy|
(4.3.1)
where dx and dy are crystallographic orientations along the x- and y-
axes that are perpendicular to each other and to [111]. By choosing the
box-dimensions lx and ly along x and y such that:
lx = i|dx| (4.3.2)
ly = j|dy| (4.3.3)
where i and j are integers the atoms will match up at the boundary. The
hard part is to find directions dx and dy with integer values and the right
misorientations. This has been done on an trial-and-error basis in this
study.
As explained in section 1.3 the average Burger’s vector of dislocations
in a dislocation boundaryB is related to the rotation axis associated with
the misorientation across the boundary θ through B ⊥ θ. Since θ used
to generate the misorientations across the interfaces is the same for all
simulation-cells the type of dislocations generated depend on the normal
vector to the dislocation boundary N : by varying N edge (N ⊥ θ),
screw (N ||θ) or mixed dislocations can be generated.
The dislocations created may not be mobile. Normally a mobile dis-
location will have a Burger’s vector equal to the minimum lattice spacing
along a [110]-direction and slip on a (111)-plane[103]. This is not guar-
anteed by the setup here because the dislocations have to accommodate
the misorientation across the interface. The effect may be that the dis-
location structures created are more or less stable than they would be
normally.
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Figure 4.3 The five types of simulation geometries. A: Tilt dislocation
boundaries perpendicular to the grain boundaries. B: Tilt dislocation
boundaries inclined to the grain boundaries. C: Dual-type tilt dislocation
boundaries, one with twice as high misorientation angle as the two others. D:
Twist dislocation boundaries. E: Dislocation boundaries consisting of mixed
dislocations. The numbers indicate the blocks of crystal lattice: 1 indicates the
recrystallizing grain, 2–4 indicates different parts of the recovered structure.
Five overall types of simulation-cells (simulation geometries) have
been created; A, B, C, D and E. Type A has edge dislocations in dis-
location boundaries perpendicular to the grain boundaries, type B has
edge dislocations in dislocation boundaries inclined to the grain bound-
aries, type C has edge dislocations in two types of dislocation boundaries
(one with higher misorientation that the other), type D has screw dis-
locations in dislocation boundaries perpendicular to the grain boundary
and type E has mixed dislocations in dislocation boundaries inclined to
the grain boundaries. Fig.4.3 shows these geometries in schematic form.
Variations within each type of simulation-cell can be made, such as size
of the simulation-cell, magnitude of the dislocation- and grain boundary
misorientations, number of dislocation boundaries and so forth. The im-
portant point when setting up a geometry to simulate recrystallization
is that both grain boundaries and dislocation boundaries exist in the
simulation-cell.
The mixed dislocation-geometry is of course somewhere in-between
the edge- and the screw-geometry. This can be seen from fig.4.3: The
inclination of the dislocation boundaries differentiates the mixed- from
the screw- and edge-geometry. The dislocation boundaries in the mixed-
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geometry is inclined 30 deg. compared to the dislocation boundaries in
the screw-geometry (and therefore 60 deg. to the dislocation boundaries
in the edge-geometry). It can therefore be expected that the dislocations
in the mixed-geometry have more of a screw- than an edge-character.
Normally the simulation-cells will consist of two dislocation bound-
aries, but simulations with four boundaries have also been performed.
The misorientations across the two dislocation boundaries are always op-
posite. This corresponds to the situation described in section 1.3, i.e.
elongated dislocation boundaries with alternating misorientations. The
opposite misorientations produce dislocation boundaries that develop dis-
locations with opposite Burger’s vectors.
The simulation-cells are created with high dislocation densities in or-
der to increase the simulation speed. The dislocation density can be
changed by either changing the distance between the dislocation bound-
aries or changing the misorientation across dislocation boundaries (higher
misorientation produce more dislocations according to eq.1.3.1 page 6).
4.3.2 Relaxation
At the interfaces between the crystal blocks atoms may overlap. If two
atoms are closer than a certain cut-off distance, one of them is removed.
This is done in order to avoid excess atoms which will create an increased
energy and atom density at the boundary. The excess energy and density
may be hard to handle in the simulations; excess energy may lead to
local melting and excess densities to high pressures in certain areas of
the simulation-cell.
Even though the overlapping atoms are removed the atomic configu-
rations near the interfaces are energetically very unfavorable because the
structure changes abruptly from one fcc crystal lattice to another when
crossing the interface. A relaxation scheme is performed to improve the
atomic configurations and to reduce the energy at the interfaces before
running the MD simulation. If the MD simulation is started without the
relaxation local melting may still occur although overlapping atoms are
removed. The relaxation is performed differently in the two simulation
programs. In the CSM-program a MC simulation is performed and in
the CAMd-program a special MD minimization is carried out.
In the CSM-program a constant pressure and temperature MC al-
gorithm is used; this relaxes both atom positions and cell dimensions.
The MC run is carried out at the same temperature as the MD simu-
lation for the particular simulation. Simulation-cells are relaxed using
approximately 50 atom movements and .5 cell movements per atom in
the simulation. These settings are chosen because experience from this
study has shown that local melting is avoided when these are used. By
running the MC at the same temperature as the MD, the zero pressure
conditions are obtained, at least at the onset of the MD simulation run.
The MD minimization in the CAMd-program can be considered as
a ‘high-friction’ MD, where the atoms are not allowed to gain momen-
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tum/kinetic energy and therefore local melting cannot occur. Pressure
control is not carried out during relaxation because continuous pressure
control according to eq.4.1.10 is applied during the actual MD simulation.
Each simulation is randomized during relaxation. In the CSM-program
this happens naturally due to the MC-minimization but in the CAMd-
program this is done by displacing each atom a random distance (less
than .1Å) in a random direction. The randomization is strictly speaking
not necessary due to the random force acting in the Langevin dynamics,
but is performed regardless.
4.3.3 Annealing
The final step in the simulations is the annealing. This is the ‘normal’
MD procedure described in section 4.1. Besides the differences between
the CSM- and the CAMd-programs regarding MD engines, tempera-
ture/pressure controls and potentials, described in sections 4.1 and 4.2,
the onsets of the simulations are different. The relaxed simulation-cells
in the CSM-program can be considered as being at the target simula-
tion temperature due to the MC-approach while the simulation-cells in
the CAMd-program is at zero temperature after relaxation. Therefore
a controlled heating from zero temperature is performed in the CAMd-
program (while the MD simulations in the CSM-program is initiated
directly at the target temperature). The initiation of the temperature is
done by assigning velocities to the atoms that correspond to the target
temperature (eq.4.1.4).
4.3.4 Size Considerations
As explained in section 1.5.9 MD simulations with millions of atoms have
been performed, however only for short times [79, 21]. Recrystallization
is a thermally driven process, which takes a long time to simulate atom-
istically because every vibration of every atom is simulated in detail.
Therefore a goal has been to setup simulations as small as possible while
still containing stable migrating grain boundaries and dislocations. It
turned out that a practical simulation size is around 100k atoms. The
relatively small number of atoms can be used because the simulations
can be reduced in size due to the high degree of symmetry: the A,B and
C type simulations can be reduced in the z-direction and the D and E
types can be reduced in the x-direction. The size of the simulation-cells
may have an effect on the dynamics of the grain boundaries and the dis-
locations because periodic boundary conditions are used. The periodic
boundaries forces a dislocation that exits one side of the simulation-cell
to enter on the opposite side (examples of this can be seen op page 78).
If the simulation is very thin, structures, such as dislocation or grain
boundaries, may not move very freely because they are ‘tied’ by the pe-
riodic boundaries. Therefore, some large simulations have been carried
out, which show no noticeable size effects.
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The simulations were all run on the 240 node PC-cluster ‘Mary’ at
Risø National Laboratory. Each node is an ordinary off the shelf PC
with a 3GHz processor and 2GB RAM. One simulation was run on one
node. Parallelization was not used because the size of the simulation-cells
of around 100k atoms would require so much cross-communication that
only small gains in computational speed would be achieved by doing so.
One simulation would typically last for one to two months.
4.4 Data Analysis Schemes
Different schemes for extracting data from the MD simulations have been
developed for this study: visualization schemes as well as numerical
boundary and dislocation tracking. Two quantities are especially im-
portant for the data analysis: 1) the potential energy and 2) the local
crystallographic configuration. It is straight forward to get the potential
energies of atoms from MD simulations, but local crystallographic config-
urations are more tricky to extract. In this study the so-called common
neighbor analysis (CNA) is used.
4.4.1 Common Neighbor Analysis (CNA)
CNA analyzes the local structure around atoms and can be used to iden-
tify for example fcc, hcp and other structures [25]. As the name indicates,
the CNA focuses on neighboring atoms. Neighboring atoms are said to
form a bond if they are nearest neighbors. One pair of neighboring atoms
is assigned three indices jkl. j is the number of common nearest neigh-
bors between the atoms of the pair, i.e. atoms that both ‘parent’ atoms
bond to. k is the number of bonds between the common neighbors. l
is the number of bonds in the longest continuous chain formed by the k
nearest neighbors. In fcc metals all pairs that any atoms can be a part
of have jkl = 421. In hcp metals, half of the 12 pairs that one atom
can participate in have the 421-configuration and the other half have the
422-configuration. By considering all pairs that an atom can form, fcc
and hcp can be distinguished. Fcc and hcp can also be distinguished
from other types of configurations. In the CAMd-program atoms are
assigned the value 0 if they are in a fcc neighborhood, 1 if they are in a
hcp neighborhood and 2 if none of the above. Atoms near stacking faults
in fcc metals show up as hcp atoms in the CNA.
In order for CNA to work, the atom positions must be very close to
their equilibrium positions (local energy minima). Therefore the equilib-
rium configurations must be identified. An easy way to identify these,
is to average the atomic positions from several consecutive iterations in
the MD integrator. Since most of the atomic movements are vibrations
around the atoms’ minimum energy configurations, averaging the posi-
tions from several iterations yields the minimum configurations.
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Figure 4.4 Examples of visualization schemes. The images are colored
according to either the potential energy or CNA-counts. The top row of
images show entire simulation-cells of the A type seen along the z-direction.
The bottom row of images show single layers of atoms, also seen from the
z-direction. The first simulation-cell depicted is from a simulation performed
using the CSM-program and the last two from simulations using the CAMd-
program. A clear difference is seen between the data from the CSM-program,
where no averaging is performed, and the data from the CAMd-program,
where averaging is done automatically. The effect of using CNA is clearly seen
at the atomistic level. For further explanations see section 4.4.2.
CNA is an integral part of the CAMd-program and the averaged
positions of the most recent iterations are updated and saved throughout
the simulation process. CNA can be used in connection with in the CSM-
program if the output-positions are either relaxed by some method or if
the atom-positions from several outputs are averaged.
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4.4.2 Visualization
Visualization based on potential energy or CNA is used to get qualita-
tive results regarding boundary and dislocation configurations as well as
atomic configurations. Fig.4.4 shows some of the visualization possibili-
ties using potential energy and CNA. Three examples are considered: 1)
energy analysis, 2) energy analysis, where the energy is calculated on the
basis of averaged positions, 3) CNA-analysis. The upper row of images
show entire simulation-cells of the A-type seen from the z-direction (the
simulation-cells of the D and E types are better viewed from the x direc-
tion). The lower row of images show atomistic close-ups of single layer
of atoms. The images of the entire cells are generated by dividing the
simulation volume into small rectangular boxes of size r0× r0× lz where
lz is the height of the simulation-cell (for the simulation-cells of the D
and E types boxes of size lz×r0×r0 are used). The analyzed property of
all atoms (potential energy or CNA-value) within each box is averaged.
The boxes are colored according to the averaged value. This boxing can
also be perceived as a way of projecting the analyzed property onto the
x-y-plane. In the atomistic images the atoms are just colored according
to the analyzed property. In both overall and atomistic images, grain
boundaries show up as massive high intensity areas of some width while
dislocations show up as individual peaks of high intensity.
For the energy-analysis, especially the one without position-averaging,
the projection procedure improves the visibility of grain boundaries and
dislocations. For the CNA-images projection does not make much dif-
ference because the atomic images by themselves are very clear. It can
be seen that the position-averaging greatly improves the visibility of fea-
tures. The thermal fluctuations are almost completely gone.
In the projected energy-image of the averaged positions certain boxes
within otherwise very low energy areas have been assigned very high
energies. This is due to the fact that some atoms might change place
during the iteration-span of the averaging and therefore receive positions
almost on top of each other. These errors are removed by applying the
CNA-analysis.
4.4.3 Boundary Tracking
In order to extract quantitative measures related to the migration of the
grain boundaries a way to extract grain boundary positions and velocities
was needed. The simple geometries of the simulation-cells have made it
possible to develop a technique to track the positions of the migrating
grain boundaries over time. This section describes the technique.
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Figure 4.5 Examples of boundary tracking. Blue dots represent data points,
the full blue lines the data fit obtained with eq.4.4.1 and the red lines indicate
the widths of the boundaries.
Figure 4.6 The fitting function eq.4.4.1. The different terms I1, I2 and I3 as
well as the combined function I are shown.
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By projecting the analyzed property (energy or CNA-values) of a
simulation-cell onto the y-axis, the grain boundaries clearly stand out as
areas where the analyzed property has a high intensity. An example of
this can be seen in fig.4.5. The intensity of the projected data is fitted
by the function:
I(y) =
A
σ
√
2pi
exp
(
− (y −m)
2
2σ2
)
+
∆I
2
min
(∣∣∣∣y −mw/2
∣∣∣∣ , 1) sgn(y−m)+I0
(4.4.1)
The first term I1 = Aσ√2pi exp
(
− (y−m)22σ2
)
is a Gaussian with mean value
m, standard deviation σ and a total integrated area A. The gaussian
is chosen because the intensity-peak associated with a grain boundary
typically resembles this (see fig.4.5. The second term
I2 = ∆I2 min
(∣∣∣y−mw/2 ∣∣∣ , 1) sgn(y − m) is a step-like function that has a
constant value of −∆I/2 when y < m − w/2, changes linearly from
−∆I/2 to ∆I/2 when y goes from m − w/2 to m + w/2 and has a
constant value of ∆I/2 when y > m + w/2. This term is necessary
because the overall intensity-level changes from the recrystallized part of
the simulation-cell to the deformed part of the simulation-cell due to the
presence of dislocations in the latter. The last term I3 = I0 is an offset
level for the intensity. m is taken as the position of the boundary and w
as the width. The individual terms of the fitting function as well as the
combined function are shown in fig.4.6.
4.4.4 Driving pressure
In this study the driving pressure P for grain boundary migration is
defined as the potential energy density difference between the recrystal-
lizing part and the dislocation filled part of the simulation-cells. The true
driving pressure is the free energy density difference but, as discussed in
section 1.3.1 page 7, the potential energy difference and the free energy
difference due to the presence of dislocations are almost identical numer-
ically. P can be found by:
P = Um/Vm − Ug/Vg (4.4.2)
where Um is the sum of the potential energy of all atoms in the matrix-
part of the simulation, Ug is the equivalent in the grain-part and Vm and
Vg are the volumes of the matrix- and grain-parts.
It is important that the grain boundaries are excluded from the driv-
ing pressure calculations. Therefore the matrix- and grain parts of the
simulation are defined as:
matrix = {m1 + w1 < y < m2 − w2} (4.4.3)
grain = {y < m1 − w1} ∪ {m2 + w2 < y} (4.4.4)
where m1 and m2 are the positions and w1 and w2 are the widths of the
two boundaries. w1 and w2 obtained from eq.4.4.1 are often unrealisti-
cally small and a constant width are used instead. In fig.4.5 a constant
width of 25Å is marked by the sets of red lines.
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Figure 4.7 Identification of dislocation closest to the grain boundary. First
the boundary is identified, then the dislocation. Both are fitted by Gaussians.
The figure is reproduced from article H.
4.4.5 Dislocation Tracking
Dislocation tracking can be done in a way similar to the boundary track-
ing by dividing the simulation-cell into four equally large sections and
make projections as illustrated in fig.4.7. The boundary and dislocations
are found by fitting Gaussians to the peaks. The reason why Gaussians
are used instead of eq.4.4.1 is that dislocation tracking is only performed
for one dislocation boundary analyzed by CNA at a time. It is not
necessary to define an overall change of intensity from one side of the
boundary to the other because every dislocation can be identified sepa-
rately (and do not contribute to the overall intensity level). An offset is
not needed either because the CNA assign zero-values to all atoms in a
local fcc-lattice.
The procedure for identifying dislocations is as follows: First the
boundary is identified by one Gaussian fit. Then the top-points of the
dislocations are identified by making a so-called cubic spline interpola-
tion of the projected data. Finally the dislocations are fitted by separate
Gaussian fits where the initial parameters (the initial guesses) are given
by the top points. The procedure has only been used to find the disloca-
tion nearest to the boundary, but can in principle be extended to cover
all dislocations. This tracking only works as long as the dislocations show
up as separate intensity-peaks in the analyzed properties. As shown in
section 5.1 only the simulation-cells with edge dislocations (type A–C)
have this.
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Program CSM CAMd
Potential EAM-Al / LJ EMT-Cu
Relaxation MC MD-minimization
Engine velocity Verlet Langevin
Temperature control Nose-Hoover Langevin
Pressure control NA cell size ajustments
Position averaging post-processing built-in
CNA post-processing built-in
Speed* (iterations) ≈ 10k it/day (EAM) ≈ 70k it/day
≈ 50k it/day (LJ)
Speed* (sim. time) ≈ 0.05 ps/day (EAM) ≈ .3ps/day
≈ 0.2 ps/day (LJ)
*the number of iterations per day / simulation time per day apply to a simulation
consisting of 100k atoms on a PC with a 3GHz processor and 2GB RAM.
Table 4.1 Comparison between the two simulation programs used, the CSM-
and the CAMd-program.
4.5 Comparison Between Simulation Programs
Most of the differences between the CSM- and the CAMd programs have
been explained in the sections above. In table 4.1 the main differences
are listed. The LJ-potential is simpler than both the EAM- and the
EMT-potentials and should therefore be much more efficient computa-
tionally. This is indeed the case, which can be seen by comparing the
computational speed of the EAM-Al and the LJ potentials. The ef-
ficiency, however, also depends strongly on the implementation of the
programs, and the EMT-potential is very efficiently implemented in the
CAMd-program. Therefore the EMT-Cu potential within the CAMd-
program offers the highest computational speed of the three potentials.
The CAMd-program also has more features than the CSM-program and
most of the simulations performed during this study have therefore been
made using this.
4.6 General Discussions
In principle, the structure used here is the same as the triple-junction
structure studied by Upmanyu et al. [91] (A simulation-cell with two
dislocation boundaries has four triple-junctions, on at each intersection-
line between a grain boundary and a dislocation boundary). In the study
by Upmanyu et al., however, the triple junctions consisted of three grain
boundaries. In the simulations performed during this project, the triple
junctions consist of two grain boundaries and one dislocation boundary
with identifiable dislocations.
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The methodology follows some standard steps for MD simulations
of complicated structures: 1) setup, 2) relaxation and 3) simulation (in
this case annealing). Steps 2) and 3) are more or less the same for
most MD simulations; it is the first step, the setup, that differentiates
one simulation from another. In this project the setup is performed by
arranging ‘building blocks’ of fcc-material in the simulation-cell. This is
also done in many other simulations, see for example [42, 87, 90, 91]. The
novelty of the simulation method presented in this study is the way that
interfaces between blocks with low misorientations can be used to form
dislocations in a natural way. One of the early findings in the present
study was that dislocation structures formed ‘by them selves’ during
relaxation and annealing to accommodate the misorientations across the
crystal blocks as reported in article D.
5 Results from Molecular
Dynamics Simulations
The aim of performing MD simulations of boundary migration driven by
dislocations is to investigate what goes on at the atomic level during the
growth-stage of recrystallization as described in section 1.6 page 23. This
may lead to new insights regarding the influence of dislocation structures
in the deformed matrix on the boundary migration process. This chapter
contains the results obtained with the MD simulations that have been
preformed during this project. Throughout the chapter the results are
discussed and interpreted when appropriate.
Since this is the first time such simulations have been performed,
some emphasis will be put on describing the process from a qualitative
point of view: In section 5.1 the dislocation structures resulting from
the setup-procedure, described in chapter 4, are shown and in section
5.2 it is demonstrated that it is in fact the dislocation structures that
are responsible for the boundary migration in these MD simulations. In
section 5.3, the mechanism by which grain boundaries absorb dislocations
is presented and section 5.4 contains a description of the overall boundary
motion.
Sections 5.5 to 5.10 present results on boundary mobilities (section
5.5) and activation energies (section 5.8) and the effect that different
dislocation structures have on these quantities. The effects of parameters,
such as grain boundary misorientation (section 5.6), driving pressure
(section 5.7) and misorientations of the dislocation boundaries (section
5.9) are discussed. A detailed study of how the grain boundary velocity is
affected by a dislocation in the vicinity of the grain boundary is presented
in section 5.10.
The articles D to H contain various results from the MD simulations
using the three potentials described in section 4.2 page 60. During this
chapter selected results from these articles are presented and compared.
In appendix K, a complete list of all simulations performed is included.
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Figure 5.1 Skeletonized images of simulation-cells of different types simulated
with the EMT-Cu potential. All atoms situated in a fcc lattice have been
made invisible. Colors indicate the local crystal structure: green represents
hcp structure, red represents structures different from both fcc and hcp.
Grain boundaries and dislocation cores are red, stacking faults are green.
(a) A-type: two edge-dislocation boundaries perpendicular to the grain
boundaries. (b) B-type: two edge-dislocation boundaries inclined to the grain
boundaries. (c) C-type: Three edge-dislocation boundaries with different
misorientations perpendicular to the grain boundaries. The middle dislocation
boundary has the highest misorientation and consists of six dislocations, the
dislocation boundary at the (periodic) boundary of the simulation-cell has
four dislocations and the last dislocation boundary has two. (d) D-type: A
network of screw dislocations are seen in dislocation boundaries perpendicular
to the grain boundaries. (e) E-type: a network of mixed dislocations are seen
in dislocation boundaries inclined to the grain boundaries. In (d) and (e)
clear stacking faults are seen in between the dislocations. (a) and (d) are
reproduced from article H. Fig.4.3 page 66 show the five simulation geometries
corresponding to (a–e).
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5.1 Simulated Dislocation Structures
Depending on the type of simulation-cell (A-E), the dislocation structure
varies as explained in section 4.3.1 page 63. Fig.5.1(a-e) show ‘skele-
tonized’ images of the various dislocation structures generated in the
simulation-cells during simulations with the EMT-Cu potential. The
cells are analyzed by CNA and all fcc atoms made invisible. Because
CNA is only available within the CAMd-program, skeletonized images
similar to fig.5.1 for the LJ- or EAM-Al potentials have not been made,
but the structures simulated using these potentials are very similar to
the structure shown in fig.5.1(a) (only A-type simulations have been per-
formed using LJ- and EAM-Al potentials).
Simulation-cells of the A- to C-type are seen in fig.5.1(a-c). All of
these contain dislocation boundaries that consist of edge dislocations par-
allel to the z-direction. It is possible to determine the Burger’s vectors
and missing atomic half-planes associated with the dislocations as re-
ported in article D. The dislocation spacing for the edge dislocations are
well predicted by eq.1.3.1 page 6. Fig.5.1(d) contains screw-dislocation
dislocation boundaries and fig.5.1(e) contains dislocation boundaries with
mixed-type dislocations. The Burger’s vectors and the dislocation spac-
ing for the screw- and edge-dislocation boundaries have not been inves-
tigated.
Notice how the dislocations have been arranged in fig.5.1(c). This
cell was created using the C-type geometry but the low-angle disloca-
tion boundaries have become somewhat ill-defined. This is because the
misorientation across them is only around 3 deg. to begin with and the
dislocations spacing within them are therefore quite large (see eq.1.3.1).
When the dislocations are widely spaced, the dislocation boundaries are
not as stable as dislocation boundaries with higher angles, and the dis-
locations may thus move. This is what has happened in fig.5.1, where
one dislocation has moved from it’s original dislocation boundary to the
neighboring one.
In simulation-cells of all types, the dislocations split into partial dislo-
cations with stacking faults in between seen as atoms colored in green in
fig.5.1. This is most clearly seen for the screw- and mixed-type cells (D-
and E-types), where rather large sections of the dislocation boundaries
contain stacking faults. There is also a noticeable structural difference
between the simulation types A-C and D-E: Individual dislocations are
present in A-C while continuous networks of dislocations are seen in D-
E. It will be shown below that this difference has a large impact on the
boundary migration.
The dislocation densities created in the simulation-cells are of the
order of 10−3Å−2 equivalent to 1017m−2 (dislocation length per unit vol-
ume). This is some orders of magnitude higher than values typically seen
in deformed metals experimentally [103]. The high dislocation densities
are necessary in order to speed up simulations. High driving pressures are
typically used in MD simulations of boundary migration driven by grain
boundary curvature [89] or other volumetric driving pressures [42, 104].
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Figure 5.2 Snapshots of a four-boundary A-type LJ simulations at times
(a) t = 51τ and (b) t = 201τ . (c) the average distance travelled by the two
boundaries s and the driving pressure P . As annihilations happen, the driving
pressure drops and the grain boundaries are arrested. The simulation-cell
was not completely relaxed when annealing was started, which resulted in
the initial decline in driving pressure. The size of the simulation-cell is
47.6× 44.5× 7.3r0. The figure is reproduced from article E.
5.2 Dislocations as a Driving Pressure for Boundary
Migration
In article E it is shown that dislocation structures are able to drive grain
boundaries. Fig.5.2(a) and (b) show two snapshots of a simulation pro-
duced by the method described in section 4.4.2 page 71. (c) shows the
‘growth plot’ for the simulations. The red data points show the driv-
ing pressure P defined in eq.4.4.2 page 73 and the blue data points the
average distance travelled by the two grain boundaries s.
The simulation is of the A-type using the LJ-potential, but having
four dislocation boundaries instead of the normal two. By having four
dislocation boundaries, the dislocation boundaries will be closer to each
other and the dislocations in neighboring boundaries will apply forces
upon each other. Because the Burger’s vectors of the dislocations in
the two dislocation boundaries are opposite, as described in section 4.3.1
page 63, the dislocations will attract each other. What happens from
fig.5.2(a) to (b) is that the dislocations in the dislocation boundaries
have moved due to mutual attractions and annihilated. The annihilations
remove the dislocations and therefore the driving pressure. This can be
seen from fig.5.2(c) where a steep drop in driving pressure is seen at
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the time t = 125τ , which is in between the times of the two snapshots
in (a) and (b). The growth curve s is monotonically increasing until
the annihilations after which it stops completely. This proves that it is
the dislocations that are the origin of the boundary migration in this
simulation.
The size of the simulation-cell in this example is 47.6× 44.5× 31.8r0,
which is thicker than the normally used simulation-cells. The disloca-
tion annihilations may be a size effect because the dislocations are less
constrained in a thick cell. Therefore a thin (lz = 7.35r0) version of the
simulation has also been simulated. Both simulations exhibited disloca-
tion annihilations and a resulting arrestment of boundary migration.
Dislocation annihilations have been observed in A-type simulations
using other potentials as well. Annihilations are observed to happen
if the dislocation boundaries are close to each other or if the dislocation
boundaries have very low misorientation-angles. Generally, when the dis-
locations are removed, either by dislocation annihilations or because the
boundaries have absorbed them (see section 5.3), the boundary move-
ment stops. This show that it is possible to study boundary migration
driven by dislocation structures alone, without any externally imposed
driving pressure such as elastic strain[104] or modifications of the inter-
atomic potentials [42].
5.3 Dislocation-Boundary Interactions: Absorbtion Events
Dislocation absorbtion of individual dislocations into the grain bound-
aries are observed in the simulations employing edge dislocations. No
general difference has been observed between simulations of the A-, B-
and C-type, and in the following only examples from A-type simulations
are shown. The absorption events have been discussed in article E and
comparisons between LJ- and EAM-Al potentials are made in article G.
In this section results obtained with the EMT-Cu potential, also pre-
sented in article H are included for completeness.
Two ‘extreme’ absorption events are seen in the simulations; these
have been named α and β absorptions. An α-type events for the LJ-
potential is shown in the first row of fig.5.3. This event can be divided into
three stages. In the first stage the grain boundary moves steadily towards
the dislocation whilst being almost flat. The second stage happens during
a much shorter time-span, in which the grain boundary ‘shoots out’ in a
cusp absorbing the dislocation completely. The cusp represents a large
local curvature of the grain boundary associated with increased grain
boundary area and energy compared to a flat boundary. In the third
stage the system reduces the boundary area by flattening the boundary.
This has the effect that the boundary, which is not part of the cusp, is
pulled forward. It is noteworthy that the dislocation remains completely
fixed while the grain boundary moves towards it and that the shoot-out
of the boundary happens in a very localized area near the dislocation.
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Within this area the grain boundary moves several interatomic distances
while the main portion of the boundary does not move.
In the β-type absorption, seen in the second row of fig.5.3, the dis-
location breaks loose from its original position and moves into the grain
boundary in a way which does not produce any significant distortion or
movement of the grain boundary. The β-type events often happen in
LJ-simulations with four dislocation boundaries, i.e. simulations having
high driving pressures, and are observed more frequently at high temper-
atures.
Most often a mixture of α- and β-type events is observed, i.e. the
boundary cusps slightly out while the dislocation moves into it. This is
for example very often seen in the simulations with the EAM-Al or the
EMT-Cu potentials. Two examples of mixed events for the EAM-Al and
EMT-Cu potentials are seen in the third and fourth column of fig.5.3.
The absorbtion events in the simulations show a tendency to be more
α-type for dislocation boundaries with relatively high misorientations
and more β-type for dislocation boundaries with relatively low misori-
entations. A β-event is characterized by the movement of the disloca-
tion and not the grain boundary. The dislocation is kept in place by
the forces acting upon it from the other dislocations in the dislocation
boundary[103]. In order for the dislocation to move into the grain bound-
ary it has to ‘break loose’ from its equilibrium position within the dislo-
cation boundary. The forces acting on the dislocation become weaker as
the distances to the neighboring dislocations in the dislocation boundary
becomes longer[103]. In low angle dislocation boundaries, the equilib-
rium distance between dislocations is relatively large, which means that
the forces acting on the dislocation being absorbed from the other dis-
locations are relatively small. Therefore the dislocation being absorbed
can more easily move away and into the grain boundary.
The B-type simulations (inclined dislocation boundaries) exhibit dis-
locations with a strong tendency to move into the boundary, i.e. have a
β-type absorption behavior. The dislocation spacing in an inclined dis-
location boundary is the same as in the boundaries being perpendicular
to the grain boundary, making the ‘break away’ equally hard in both
cases. Edge dislocations, however, move more easily along the direction
of their Burger’s vectors (glide) than along the direction perpendicu-
lar to their Burger’s vector (climb) [103]. Since the Burger’s vectors of
the dislocations in the dislocation boundaries perpendicular to the grain
boundary are parallel to the grain boundary the dislocations have to
climb in order to move into the grain boundary. This is not necessary for
the dislocations in the inclined dislocation boundaries, which may make
the movement into the grain boundary easier.
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Figure 5.3 Sequences showing dislocation absorption events for edge disloca-
tions in A-type simulation-cells. The columns of images show the situation
before, during and after the absorption event. The first row show an α-event
in a LJ-simulation, the second show a β-event in a LJ-simulation and the
third and fourth show mixed-events in EAM-Al and EMT-Cu simulations.
The atoms are colored according to their potential energy. All images have
been produced after the atom-positions have been averaged over several
snapshots: in the LJ- and EAM-Al images 10 snapshots have been used and
in the EMT-images 50 snapshots have been used. The images for the LJ- and
EAM-Al potentials are reproduced from article G.
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During α-, β- or mixed-type events, edge dislocations are absorbed
one at a time in events that happen during short time spans compared
to the overall migration process. Most of the time the grain boundaries
are not in direct contact with the dislocations but are driven forward
slowly by their presence, i.e. by the elastic field that they are producing.
Phenomenologically two regimes can be described; one in which the grain
boundary is slowly pulled forward by the dislocations and one in which
the grain boundary interacts strongly with a single dislocation and ab-
sorbs it. This is fundamentally different from for example triple junction
migration, where the driving pressure is constant and the shape of the
triple junction does not change[91].
Screw- and mixed-type simulation-cells (D- and E-types) do not ex-
hibit absorption events of individual dislocations. This is because the
dislocation structures in these cells, as seen in fig.5.1(d-e), are intercon-
nected networks. The grain boundaries will always be in direct contact
with the dislocations in the dislocation boundaries. The description with
two growth-regimes discussed above does therefore not apply to the sim-
ulations of screw- or mixed-dislocation boundaries. Images (not shown
here) similar to those shown in fig.5.3 show that the boundary shapes in
simulations of the D- and E-types are constant and almost flat.
The mixed-type dislocations have some edge-character, but the be-
havior of the simulations with mixed dislocations resembles the simula-
tions with screw dislocations very much. This indicates that the structure
of the dislocations (individual vs. interconnected network) is probably
more important than the type of the dislocation.
When a dislocation meets a grain boundary, it will in general not
disappear but get trapped by or move through the grain boundary [36].
This is because a dislocation is associated with some rotation of the
crystal lattice, which must be removed before the dislocation disappears.
The dislocations do disappear in these simulations because the two grain
boundaries in the simulations contain dislocations of opposite Burger’s
vectors. The rotations associated with the dislocations will therefore also
be opposite and cancel out each other.
5.4 Growth
Growth plots like the one in fig.5.2(c) can be constructed for every type
of simulation. In fig.5.4, examples of growth plots from the different
simulation-types (A-E) are shown. The simulations in the examples are
performed using the EMT-Cu potential but similar growth behaviors are
seen in simulations performed using the LJ- or the EAM-Al potentials
as reported in articles E and G. In the beginning of every EMT-Cu
simulation, a transient stage in s occurs due to the slow heating of the
system (see section 4.3.3 page 68). This can be observed in fig.5.4. After
this, a steady growth stage with almost constant growth rate is seen for
all simulations.
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Figure 5.4 Growth plots from (a) A-type, (b) B-type, (c) C-type , (d) D-type
and (e) E-type simulations using the EMT-Cu potential. The average distance
travelled by the two grain boundaries s and the driving pressure P is plotted
as a function of simulation time. In the beginning of any simulation, the
growth curve exhibits a transient stage corresponding to the slow heating
of the system. The full blue and red lines are fits to extract < v > and
< p >, see eq.5.5.1. The movement of the grain boundary is irregular in
the edge-type cells (a-c). The vertical blue lines in (a) marks dislocation
absorption events. The irregularities are less pronounced in the screw- and
mixed-type simulations(d-e). (a) and (d) are reproduced from article H.
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The growth curves for the edge-types of simulations exhibit irregular
fluctuations in the grain boundary velocity. The fluctuations may be
caused by local interactions between the migrating grain boundaries and
the edge dislocations: The vertical lines in fig.5.4(a-c) indicate the times
when a dislocation is absorbed by a grain boundary. There seem to
be a close correlation between the fluctuations in s and the dislocation
absorption events, i.e. s is increasing rapidly at times where dislocation
absorbtion events happen. This is clearly seen in fig.5.4(a) at t ≈ 1300ps.
Not all irregularities are directly related to absorption events, though; see
for example fig.5.4(b) at ≈ 700ps.
A cusp on a grain boundary, produced during an absorbtion event,
will change the position of the parts of the boundary participating in
the cusp. This does; however, not change the value of s significantly.
If the part of the boundary that participates in the cusp is excluded in
the analysis that determines s, s changes by .1 to .2Å, which is much
less than the fluctuations observed in fig.5.4(a-c). This show that it is
not the absorption events alone that are causing the fluctuations but
the entire grain boundary that is moving faster during interactions with
dislocations. This is a very crude way of determining effects of grain
boundary-edge dislocation interactions. A more detailed analysis will be
given in section 5.10.
The irregularities seem to be much smaller in the screw- and mixed-
type simulations, although not completely gone. This is expected be-
cause individual interactions with dislocations do not happen in these.
Interactions with single dislocations do not happen in these due to the
continuous dislocation network.
In fig.5.4(a-c), the driving pressure drops suddenly at some point
during the simulation. This indicates that the dislocation density at this
time has gone down significantly. The drop in dislocation density happens
because dislocations are absorbed by the grain boundary towards the end
of the simulation where only few dislocations are left. The drops in P
are associated with expected declines in the rate of change of s, i.e. the
boundary velocity. For the screw- and mixed-types of simulations, the
grain boundaries continue the steady motion all the way to the end of
the simulation where the boundaries collapse.
5.5 Mobilities
Although the boundary velocity exhibit irregularities/fluctuations in most
cases, the average velocity can be found as < v >= ∆s/∆t, where ∆s
is the distance travelled by the boundary and ∆t is the simulation time,
both measured from the point where the simulation reaches the target
temperature to the point where the driving pressure drops due to the
removal of dislocations in the simulation-cell. The apparent mobility for
each simulation is calculated as:
< M >=< v > / < P > (5.5.1)
where < P > is the average of the driving pressure calculated in the same
time-range as < v >. The full blue and red lines, fitted to the data in
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fig.5.4, are used to extract the values for < v > and < P >. The driving
pressure is typically in order of 5× 10−4 eV/Å3 in the simulations using
the EAM-Al and EMT-Cu potentials, which corresponds to 8× 107 Pa.
This is larger than typical experimental values but in the range of what
is seen in experiments; according to Ashby [12] and Smith[84], driving
pressures for recrystallization are in the range 105 – 108 Pa.
The values of the mobilities < M > extracted in these simulations are
in the range .5Å4/ps eV (3×10−10m4/J s) to 200Å4/ps eV (1×10−7 m4/J
s) depending on the temperature, potential and type of dislocation struc-
ture. These values are orders of magnitude larger than typical experimen-
tal values, which are in the range 10−16 to 10−9 m4/J s. [28, 37, 87, 96].
High mobilities are often seen in MD simulations [42, 81, 87, 108] and
are typically associated with the lack of impurities [13, 52]. The impurity
content can have a very large influence on the boundary migration rate,
changing it by orders of magnitude [13]. Because the simulations here
only have one species of atoms they are ultra pure and good quantitative
agreement between the simulations and experimental values can not be
expected.
The mobility M may not be the best quantity to measure when com-
paring different simulations due to the strong temperature dependence
of M , see eq.1.4.15 page 12. Different potentials may also have different
melting points, which makes comparisons difficult. In order to be able
to make some quantitative comparison of different potentials after all,
simulations near the melting points of the potentials are compared (the
simulations in this study are typically performed near the melting point
to increase the boundary mobility and thereby reduce the computational
effort). In this way the high-temperature behavior is obtained, which
gives the maximum grain boundary velocity obtainable. A comparison
of A-type simulations with grain boundary misorientation θb ≈ 40deg.
and dislocation boundary misorientation θd ≈ 10deg. performed with
the LJ-, EAM-Al and EMT-Cu potentials is shown in table 5.1. The
LJ-simulation is performed at T = .6/kB , the EAM-Al simulation at
900K and the EMT-Cu simulation at 1200K. The melting points for the
three materials are .7/kB , 933K and 1358K.
The data for LJ-Al and LJ-Cu in table 5.1 represent the same simula-
tions, but the numbers are converted to Al- and Cu-units using different
conversion factors. The conversion factors used can be found in appendix
K. It is clear that the driving pressure in the LJ simulations are hugely
overestimated and the mobilities therefore hugely underestimated. It is
essentially the value for  (see section 4.2.1 page 60) that determines the
energetics of the LJ-potential. If  was chosen smaller, < P > would
be estimated more correctly, but then the activation energy would be
clearly underestimated (sen section 5.8). Unfortunately, no value for 
exists that makes all properties fit simultaneously. This show that the
LJ-potential quantitatively performs very poorly. Qualitative similarities
between this and the more advanced EAM-Al and EMT-Cu potentials
do exist, however, as shown in sections 5.3 and 5.4.
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A-type θb θd < v > < P > < M >
deg. deg. 10−3Å/ps 10−5eV/Å3 Å4/ps eV
LJ-Al@.6/kB 40.00 10.00 38 350 11
LJ-Cu@.6/kB 40.00 10.00 24 540 4.5
EAM-Al@900K 40.00 10.00 110 58 190
EMT-Cu@1200K 40.99 9.85 36 68 53
Table 5.1 Comparison of simulations of the A-type with θb ≈ 40 and θd ≈ 10
using the different potentials. LJ-Al and LJ-Cu represent the same data, but
numbers are converted to Al- and Cu-units respectively.
θb θd < v > < P > < M >
deg. deg. 10−3Å/ps 10−5eV/Å3 Å4/ps eV
A-type@1200K 24.79 6.01 14 46 30
B-type@1200K 24.79 6.01 14 35 40
C-type@1200K 24.79 6.01 19 41 46
D-type@1200K 24.79 6.01 22 19 118
E-type@1200K 24.79 6.01 25 24 108
Table 5.2 Comparison of simulations with different dislocation structures
performed with the EMT-Cu potential. Data is averaged over four simulation
runs.
The EAM-Al and the EMT-Cu potentials have quite similar driving
pressures but the velocity (and therefore also the mobility for the bound-
ary migration) in the EAM-Al simulation are almost four times larger
than for the EMT-Cu simulation. Since both potentials are expected
to produce quantitative reliable results, this show that the mobility for
boundary migration during recrystallization is higher in Al than in Cu.
Reliable experimental results are very sparse, but the available data seem
to agree with the results found here: Trautt et al.[87] have compiled a
comparison of boundary mobility-values, found both in experiments and
in simulations (during grain growth as well as during recrystallization).
The mobility-values for Al during recrystallization ranges from 10−12
to 10−8m4/J s. The mobility for Cu found by Vandermeer et al. is
6.3 × 10−16m4/J s [96]. One should note that the result from Vander-
meer is obtained at a relatively low temperature; still the mobility is
lower than any of the Al-mobilities reported in [87].
The mobilities of simulations having different dislocation structures
are compared in table 5.2. All simulations are carried out with the EMT-
Cu potential at 1200K. The simulations with the three edge structures
exhibit similar driving pressures and mobilities. The screw- and mixed-
type simulations show a very different behavior: They have higher veloc-
ities as well as lower driving pressures which makes the mobilities much
higher than for the edge-types. This is a very noticeable result, which
shows that the apparent mobility depends strongly on the dislocation
structure. An explanation for this will be discussed in section 5.9.
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The driving pressures in the edge-type simulations are higher than
in the screw- and mixed-type simulations. This could be due to non-
equilibrium edge dislocations: Normally dislocations in fcc crystals will
have their Burger’s vectors along a [110] direction. Because the edge
dislocations are forced to have the Burger’s vectors along the x-axis (due
to the geometry used), this is not be possible in these simulations. In
the screw- and mixed-dislocation networks, dislocations with minimum
Burger’s vectors are allowed to form. Therefore the screw or mixed dis-
locations will be more relaxed and contain less energy. No fundamen-
tal change of the results due to the unrelaxed edge dislocations are ex-
pected because the results indicate that the differences between edge-
and screw/mixed-type simulations are probably due to the way the dis-
locations are arranged (as individual dislocations vs. in a dislocation
network) rather than the properties of the dislocations themselves.
In the following the effects that several parameters have on the bound-
ary migration are presented. Most of the simulations are carried out using
the EMT-Cu potential and are also presented in article H.
5.6 Effects of Changed Grain Boundary Misorientation
The influence of the grain boundary misorientation and the grain bound-
ary inclination on the mobility have been discussed extensively [19, 73,
90]. In this study, simulation-cells of the A-type with a range of grain
boundary misorientations have been simulated while maintaining the dis-
location boundary misorientation at 9.9deg. The simulations are per-
formed at 1200K. In fig.5.5, the mobility < M > is plotted versus the
grain boundary misorientation θb. All mobilities measured are from ≈ 50
to ≈ 70Å4/ps eV. No clear trend seems to be present; it appears that the
data are scattered around a constant value.
This is in contrast to the grain boundary mobility seen in for exam-
ple curvature driven grain boundary migration simulations [90], where
certain boundaries are observed to have much higher mobilities than av-
erage. The special Σ7 boundary created by a rotation of 38.2 deg. around
an [111]-axis is for example known to have very high mobility. The reason
why such high-mobility boundaries are not seen in the present simula-
tions may be due to different effects: Firstly the peak in mobility around
the Σ7 grain boundary is very narrow [90], and none of the simulations
performed have a perfect Σ7 misorientation. Secondly the special charac-
ter of any grain boundary is destroyed because the grain boundary meets
two parts of the deformed matrix with different orientations. The grain
boundary misorientation will therefore always be an average of the mis-
orientations to the two matrix-parts. This is also the case in experiments
where a migrating grain boundary during a recrystallization experiment
will experience a host of misorientations due to the misorientation-spread
in the deformed matrix, whereas a migrating grain boundary during grain
growth will experience a very narrow range of misorientations. The con-
cept of special boundaries may therefore not apply for recrystallization,
except maybe for small boundary segments in a short time interval.
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EMT-Cu (A, 25.69-60.00/9.90 1200K)
Figure 5.5 Dependence of mobility on
grain boundary misorientation. The
simulations are of the A-type with a
dislocation boundary misorientation
of 9.9deg. The mobility < M > is
plotted versus the grain boundary
misorientation θb. No clear trend is
seen. The figure is reproduced from
article H.
EMT-Cu (A, 37.15/9.90 1200K)
Figure 5.6 Variable driving pressure
obtained by varying the dimensions of
the simulation-cells. The figure shows
the boundary velocity < v > as a
function of driving pressure < P >. A
straight fitted line is seen indicating
that eq.1.4.13 holds. The slope of the
fitted line, which is 57.7Å4/ps eV, can
be seen as the average mobility of the
simulations. The figure is reproduced
from article H.
Experiments show that also during recrystallization, some grain bound-
aries have higher mobilities than average[19, 73]. Especially 40 deg.
[111] boundaries were observed to have high mobilities. The reasons
for the discrepancy between the present simulations and experiments
could be many. The difference in migration rate between special and
random boundaries is markedly increased when impurities are present
in the metal[13]. Since no experiments are performed with completely
pure metals, the grain boundary misorientation may have a strong ef-
fect on the migration rate. Surface effects may also play a role. The
grain boundaries which showed high boundary migration rates for 40
deg. [111] misorientations in the experiments performed by Bech and
Sperry[19] and Rath and Hu[73], were observed at surfaces of the sam-
ples but the effect that free surfaces have on the boundary migration
rate is very hard to predict. Preferably three-dimensional experimental
techniques should be used to obtain the true bulk migration rates. A
third possible explanation for the discrepancy between experiments and
the simulations presented here could be that many A-type simulations
for some reason have mobilities close to each other at 1200K, where the
simulation presented in fig.5.5 are also performed. This is discussed in
more detail in section 5.8.
5.7 Effects of Changed Driving Pressure 91
Grain boundary migration is often investigated disregarding the ac-
tual driving pressure, see for example the study by Gottstein and Shvin-
dlerman [33] that relates the results obtained both to recrystallization
and to grain growth, although the driving pressure for boundary migra-
tion stems from very different things: minimization of boundary area
(grain growth) or the presence of deformation structures (recrystalliza-
tion). The relatively weak effect of variations in grain boundary misori-
entation on the boundary migration seen in this study shows that there
may be fundamental differences between boundary migration in recrys-
tallization and in grain growth.
5.7 Effects of Changed Driving Pressure
The driving pressure is defined as the potential energy density difference
between the deformed and the recrystallizing part of the simulation-cell
(see eq.4.4.2 page 73). By changing the dimensions of the simulation-cell,
maintaining the type of dislocation boundary, the excess energy density
of the deformed part can be changed. If for example the box-length
along the x-axis lx is doubled in an edge-type simulation-cell, the total
volume of the deformed part is doubled while the dislocation boundary
area is kept at the same value(see figure 4.3). If the excess energy of a
dislocation boundary is considered to be independent of the distance to
the next dislocation boundary, this will reduce the driving pressure to
half of the original value.
A-type simulations where lx is changed from ≈ 100Å to ≈ 400Å while
keeping the grain boundary at a misorientation of 37.2 deg. and the two
tilt boundaries at 9.9 deg. have been performed with the EMT-Cu poten-
tial. This changes the driving pressure from ≈ 10−3 – .25×10−3 eV/Å−3.
Fig.5.6 shows the boundary velocity < v > as a function of driving pres-
sure < P >. The data-points can be approximated by a straight line,
which indicates that eq.1.4.13 page 11 holds in this case as expected.
These results show that when the spacing, but not the structures, of the
grain- and dislocation-boundaries are changed, the boundary dynamics
follow the same behavior.
5.8 Activation Energies
The mobility is expected to have an Arrhenius temperature dependence
as defined in eq.1.4.15 page 12. For most of the simulations performed, an
Arrhenius behavior is indeed observed. The data from the simulations is
presented in this section. The extracted values for the activation energies
Ea are in the range from .20 eV to .65 eV. These are smaller than what is
observed in experiments; typical experimental values are at least 1 eV [37,
96]. Low activation energies are expected for metals with low impurity
contents [93], which means that the reason why the activation energies
in the present study are lower than experimental values is probably the
same as the reason why the mobilities are higher than the experimental
values, namely the lack of impurities in the simulations.
92 Results from Molecular Dynamics Simulations
Figure 5.7 Arrhenius plot of mobilities of LJ-simulations with two dislocation
boundaries and a dislocation density of δ = 5.8 · 10−3r−20 and LJ-simulations
with four dislocation boundaries and a dislocation density of δ = 11.6·10−3r−20 .
Three data points representing three initially identical simulations are shown
for each temperature and dislocation density δ. For the simulations with
two dislocation boundaries the data follows a straight line as expected from
eq.1.4.15; the slope gives Ea = .87/kb. For the simulations with four
dislocation boundaries the data cannot be fitted to a straight line. This figure
is reproduced from article E.
Simulations of the A-type with two and four dislocation boundaries
and cell dimensions of size 60.7×147.3×7.3r0 using the LJ-potential have
been carried out and reported in article E. Three repetitions using iden-
tical, although differently randomized, simulation-cells were made. An
Arrhenius plot of the results is seen in fig.5.7. Each data point represents
one simulation.
The data from the simulations with two dislocation boundaries fol-
lows a straight line as expected, although with some scatter. For the
simulations with four dislocation boundaries, such a fit cannot describe
the data. This may be explained by the α- and β-type dislocation ab-
sorbtion events. In simulations with low dislocation density only α-type
events occur, which is expected to give an Arrhenius behavior with a cer-
tain activation energy. However, with a higher dislocation density both
α- and β-type events occurs, and each may be assumed to have their own
activation energy, which would produce a deviation from the Arrhenius
behavior. The high density simulations, where β-type events happen,
typically have lower apparent mobilities than the low dislocation simu-
lations as seen in fig.5.7. An explanation for this could be that β-type
events remove the dislocations near the grain boundary, which removes
the local driving pressure.
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a LJ-Al (A, 40/10, .33-.60/kB) b LJ-Cu (A, 40/10, .33-.60/kB)
c EAM-Al (A, 40/10, 400-900K) d EMT-Cu (A, 40.99/9.85, 600-1200K)
Figure 5.8 Arrhenius plot of A-type simulations with the same misorientations
across the grain boundaries θb ≈ 40deg. and the dislocation boundaries
θd ≈ 10deg. but simulated with different interatomic potentials: (a) LJ-
potential converted to Al-units, (b) LJ-potential converted to Cu-units, (c)
EAM-Al potential and (d) EMT-Cu potential. The data in (a) and (b)
stem from the same simulations; only the unit-conversions are different. All
simulations follow an Arrhenius behavior.
It is clear that scatter do exist in the data, especially for the simu-
lations with four dislocation boundaries. The reason for the increased
scatter in these simulations may be that the number of α- and β-events
that happen during the simulations may vary. If the α- and β-events
influence the boundary dynamics differently this may result in different
boundary migration rates and mobilities for the different simulations.
Fig.5.8 shows a comparison of the activation-energy-data for the dif-
ferent potentials. The simulations are the same as in table 5.1, meaning
that they all have the same grain-boundary and dislocation structure.
Fig.5.8(a,b) show the same LJ-data but converted using (a) Al- and (b)
Cu-units. The LJ-simulations produce straight lines in the Arrhenius
plot with activation energies Ea that are similar to those for the EAM-
Al and EMT-Cu potentials, but the infinite temperature values for the
94 Results from Molecular Dynamics Simulations
a EMT-Cu (A, 24.79/6.01, 500-1200K) b EMT-Cu (D, 24.79/6.01, 400-1200K)
Figure 5.9 Arrhenius plots for (a) A-type and (b) D-type simulations with
θb = 24.79 and θd = 6.01 simulated at temperatures up to 1200K. The A-type
simulations have lower mobilities and higher activation energies compared to
the D-type simulations. This figure is reproduced from article H.
mobility M∞ deviates by several orders of magnitude. If the value of the
LJ-energy parameter  (see section 4.2.1) was decreased, M∞ could be
made similar to the results from the EAM-Al or EMT-Cu potentials, but
Ea would then be reduced correspondingly. This shows, as with the re-
sults for the mobilities in table 5.1, that the LJ-potential do not produce
quantitative reliable results, although the overall qualitative behavior is
captured.
Ea is lower for the EAM-Al potential than for the EMT-Cu potential.
Since the potentials are assumed to produce quantitative reliable results,
this shows that the typical energy barrier that atoms have to cross in
order for the grain boundary to migrate is lower for Al than for Cu.
This corresponds well with experimental results [93]. M∞ is higher for
the EAM-Al than for the EMT-Cu simulations, which corresponds well
with the higher mobilities seen in the EAM-Al than in the EMT-Cu
simulations (section 5.5).
Fig.5.9 shows Arrhenius plots of A- and D-type simulations with the
same grain boundary and dislocation boundary misorientations simulated
at temperatures up to 1200K. Again straight lines are seen. The values
for Ea for the two simulation-types are quite similar: Ea = .26 eV for
the A-type and Ea = .20 eV for the D-type. M∞ for the two types of
simulation-cells differs by a factor of two. This shows that the change in
dislocation structure do not have a large effect on the activation energy,
although the dislocation structure influence the mobility greatly as shown
in section 5.5.
The activation energy from the A-type simulations in fig.5.9(a) is dif-
ferent than the activation energy from the A-type simulations in fig.5.8(d)
although the simulations are performed using the same potential (EMT-
Cu). The difference between the simulations is the grain- and dislocation-
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a EMT-Cu (A, 40.34/6.01, 700-1200K)
Figure 5.10 Arrhenius plots for A-
type simulations with θb = 40.34 and
θd = 6.01 simulated at 700-1200K.
boundary misorientations: The data in fig.5.9(a) is from simulations with
grain- and dislocation-boundary misorientations of 24.79 and 6.01 deg.
while the data in fig.5.8(d) is from simulations with misorientations of
40.99 and 9.85 deg. It is noticeable that Ea[24.79/6.01] is much smaller
than Ea[40.99/9.85]. This show that the activation energy may depend
on the misorientations of the grain boundary and the dislocation bound-
ary.
Fig.5.10 shows A-type simulations with misorientations of 40.34 and
6.01 deg. using the EMT-Cu potential. Here an even higher activation
energy is seen than in both fig.5.8(d) and fig.5.9(a). This verifies that
some grain boundaries may indeed have higher activation energies than
other (compare fig.5.9(a) with fig.5.10) and the dislocation structure itself
may influence the activation energy (compare fig.5.8 with fig.5.10).
It is interesting that all the A-type simulations using the EMT-Cu
potential shown in fig.5.8(d), 5.9(a) and 5.10 have mobilities in the same
range (< M >≈ 50Å4/ps eV) at 1200K, which is also in the same range as
the mobilities seen in fig.5.5 at 1200K. This seemingly show that the low
dependence of mobility on the grain boundary misorientation is due to
the effect, that all grain boundaries have similar mobilities at high tem-
peratures (1200k). If simulations with different misorientations across
dislocation- and grain-boundaries have different activation energies, the
mobilities at lower temperatures will be different. Typically experiments
are performed at lower temperatures. In these simulations larger differ-
ences in the mobilities may therefore be seen at lower temperatures.
It is, however, not correct that all A-type simulations have the same
high temperature mobility. This was the case for the simulations in
fig.5.5, 5.8(d), 5.9(a) and 5.10, but the dislocation-boundary misorienta-
tion can have a great influence on the mobility, which will be clear from
the next section.
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5.9 Effects of Changed Misorientation of Dislocation
Boundaries
A way to change the driving pressure, different from varying the sim-
ulation dimensions as done in section 5.7, is by changing the misorien-
tation of the dislocation boundaries, which will change the dislocation
boundary energy. Simulations where the misorientation of the disloca-
tion boundaries are varied from 2.6 to 19.1 deg. in A-type simulation-
cells and from 4.2 to 19.0 in D-type simulation-cells have been performed.
Fig.5.11(a) and fig.5.11(b) show the dislocation boundary energy per unit
area < γ >, defined as < γA >=< P > ×(Lx/2) for the edge-simulations
and < γD >=< P > ×(Lz/2) for the screw-simulations. The full lines
are fits to the Read-Shockley formula eq.1.3.4 page 7. Good agreements
between the RS-formula and the simulated boundary energies are seen.
Although the RS-formula is not expected to work for misorientations
above 10 deg., it often fits data up to much higher misorientations quite
well as discussed in section 1.3.1. The maximum for a RS-curve, fit-
ted to data from a symmetric [111]-tilt boundary, is often seen to be
around 40 deg. [65, 101], which is also reflected in the fit in fig.5.11(a):
γmax = exp(A− 1) = 40.0deg.
In fig.5.11(c) and fig.5.11(d) the boundary velocity < v > is plotted
as a function of driving pressure < P >. According to eq.1.4.13 page
11 this should be a straight line. It is a straight line for the screw-type
simulations, as shown by the linear fit in fig.5.11(d), but it is clearly
not for the edge-type simulations. In fig.5.11(c), the data is fitted by
< v >∝< P >2. That< v > increases with< P >2 is rather unexpected.
This may be explained on the basis of local interactions between the grain
boundary and the nearest dislocation as will be shown in section 5.10.
The fits in fig.5.11(c-d) are forced to go through zero as it is assumed
that the velocity is zero only when the driving pressure is zero. One
could also assume that a minimum driving pressure was needed in order
to make the boundaries move. This is not done here.
Fig.5.11(e) and (f), that show the mobility < M > vs. < P >, reflect
the behavior of < v > vs. < P > for the A- and D-type simulations.
< M > increases linearly with < P > for the A-type simulations but are
fairly constant for the D-type simulations (a slight increase in < M > is
seen as < P > increases).
The difference in the grain boundary mobility between edge- and
screw/mixed-type simulations seen here and in section 5.5 is very large.
The different behavior is probably due to different interactions between
migrating grain boundaries and dislocations. During an absorption-event
in an edge-type simulation, the dislocation is removed. This will reduce
the local driving pressure and therefore slow down the migration rate
of the grain boundary. The actual driving pressure experienced by the
grain boundaries may therefore not be represented well by the average
driving pressure < P >. In the case of the screw or mixed dislocation
simulations, the network of dislocations created ensures that it is not
possible to remove the dislocations close to the grain boundary. Therefore
the local driving pressure will be more or less constant throughout the
simulation and will be well represented by < P >.
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a EMT-Cu (A, ≈40/2.56-19.11, 1200K) b EMT-Cu (D, ≈40/4.22-19.03, 1200K)
c EMT-Cu (A, ≈40/2.56-19.11, 1200K) d EMT-Cu (D, ≈40/4.22-19.03, 1200K)
e EMT-Cu (A, ≈40/2.56-19.11, 1200K) f EMT-Cu (D, ≈40/4.22-19.03, 1200K)
Figure 5.11 Effect of variations in misorientation across dislocation boundaries.
(a) and (b) show the dislocation boundary energy per unit area < γ > as a
function of dislocation boundary misorientation θd for (a) A-type simulations
with boundaries containing edge dislocations and (b) D-type simulations
containing screw dislocations. The full lines are fits using the Read-Shockley
formula eq.1.3.4. (c) and (d) show the boundary velocity < v > as a function
of driving pressure < P > for simulations with (c) edge and (d) screw
dislocations. The edge dislocation-simulations are fitted by v ∝ P 2, whereas
the screw dislocation-simulations are fitted by v ∝ P . (e) and (f) show the
mobility < M > as a function of < P > for (e) the edge simulations and (f)
the screw simulations (f). A linear correlation is seen for the edge simulations
and an almost constant mobility is seen for the screw simulations. This figure
is reproduced from article H.
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The mobilities for the A-type simulations approach that for the D-
type simulations when the misorientations across the dislocation bound-
aries are increased. As the misorientation increases, the distance between
the dislocations decrease. At very high misorientations, it becomes im-
possible to distinguish the dislocations from each other and the absorp-
tion process for the edge-type simulations is no longer a valid description:
At high dislocation-boundary misorientations, the grain boundaries will
always be in the process of absorbing a dislocation; no intermediate situa-
tions with grain boundaries approaching, but not ‘touching’, dislocations
exist. This is similar to what goes on in the screw-type simulations.
5.10 Grain Boundary Velocity Dependence on Local
Structure
The differences in the grain boundary mobility between edge- and screw-
type simulations are very large. This indicates that the apparent grain
boundary mobility not only depends on the grain boundary type but
also the structure of the dislocations providing the driving pressure as
discussed above. In the case of screw- or mixed-type simulations the local
driving pressure is more or less constant, but in edge-type simulations the
local driving pressure depends on the positions of the edge dislocations.
The distance from the grain boundary to the nearest edge dislocation
d can be measured by identifying the position of the grain boundary and
the position of the dislocation by the method shown in fig.4.7. The in-
stantaneous velocity v of the boundary adjacent to the dislocation versus
d in edge simulations is plotted in fig.5.12. We see that v increases as
d decreases. The plot is generated by analyzing and averaging ≈ 300
absorption events. This is necessary because the uncertainty associated
with the instantaneous grain boundary velocity is very large. All of the
the analyzed events stem from the same A-type simulation geometry us-
ing grain boundaries with misorientations of 24.79 deg. and dislocation
boundaries with 6.01 deg. Although fig.5.12 shows the correlation be-
tween v and d for one specific type of simulation only, the general shape
of the curve is expected to be the same for grain boundaries and edge
dislocation boundaries with other misorientations as well. The overall
velocity is expected to depend on the driving pressure, i.e. a higher
< P > must give a higher velocity at all values of d. The increase of
v associated with low values of d, on the other hand, could be seen as
the effect of the nearest dislocation, i.e. the local presence of disloca-
tions. Interestingly this effect is quite significant: v increases more than
a factor of two when the distance from the grain boundary center to the
dislocation core changes from 30Å to 10Å (at d = 10Å the dislocation is
on the verge of being absorbed by the grain boundary). This means that
grain boundaries will move much faster when an edge dislocation is close
to the boundary than when the dislocation is further from the boundary.
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EMT-Cu (A,≈24.79/6.01, 1200K)
Figure 5.12 Instantaneous local
boundary velocity v versus distance to
nearest dislocation d. The full is a fit
using eq.5.10.2.
The following suggests how the behavior of the edge-type simulations
seen in fig.5.11 may be seen as a result of local interactions. Assuming
that the contribution to the grain boundary velocity can be divided into
a background contribution B depending on < P > and a contribution L
from the local presence of dislocations:
v = BL (5.10.1)
If it is assumed that the local contribution is inversely proportional to
the distance between the grain boundary and the nearest dislocation d,
the following expression for the velocity applies:
v ∝ B
d
(5.10.2)
The data in fig.5.12 have been fitted by this equation. The fit is quite
good, although some deviations are seen for high values of d. If it is
further assumed that B is proportional to < P >:
v ∝ < P >
d
(5.10.3)
The dislocation spends little time close to the grain boundary because
the boundary moves rapidly. Also the grain boundary may cusp out
or the dislocation may move into the boundary. Most of the time the
dislocation will be at a distance that corresponds to the the spacing
between the dislocations D in the dislocation boundary. For low-angle
tilt boundaries D ≈ b/θd (see eq.1.3.1). If we assume that < γ > roughly
depends linearly on θd in the range of misorientations simulated:
< P >∝< γ >∝ θd ∝ 1/D (5.10.4)
By combining eq.5.10.3 and 5.10.4 and assuming that < d > will be close
to D, we obtain:
< v >∝< P >2 (5.10.5)
which is what we have seen for the edge dislocation simulations.
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The simple calculation above shows how local interactions may play
an important role in the determination of the boundary migration rate.
The calculation assumes that the dislocation spacing plays a significant
role for the grain boundary migration rate because it assumes that the
average distance to the nearest dislocation < d > is equal to the dislo-
cation spacing D. This is of course not exact, but it is certain that a
smaller value of D will yield a smaller value for < d >.
Smith et al. discussed mechanisms for boundary migration [84]. They
found that a grain boundary migrates with a velocity that is proportional
to the square of the driving pressure when a so-called step mechanism
controls the migration. They also argued that this happens during re-
crystallization. Whether the step mechanism takes place in these simula-
tions is outside the scope of the present paper, but the result of Smith et
al. shows that boundary migration with v ∝ P 2 may take place during
recrystallization.
For the simulation with screw dislocations, some dislocation is always
present at the boundary, and no local effect can be defined. The local
driving pressure experienced by the grain boundaries is therefore the
same as the overall driving pressure and the relationship < v >∝< M >
is seen.
In figure 5.6, a linear correlation between < v > and < P > is seen
for simulations where different driving pressures are created by different
edge-dislocation densities. The appropriateness of a linear correlation
between < v > and < P > in this case (and not < v >∝< P >2 as
seen in the edge-dislocation simulations with varied dislocation boundary
misorientations) can be argued as follows: The simulations in figure 5.6
all have the same dislocation boundary misorientation and therefore the
same local contribution to the driving pressure L. Only the background
B, which is assumed proportional to < P >, changes due to the changes
in the simulation size. Therefore, if eq.5.10.1 holds, < v >∝ B ∝< P >.
5.11 General Discussions
Although very detailed information about interactions between grain
boundaries and dislocations is obtained using the MD simulations, the
simulation-cells are very much simplified compared to experimental situ-
ations, and the simulations can not be considered as a detailed study of
any totally realistic experiment. In other words the simulations do not
imitate any experiments directly. They do, however, capture essential
features of boundary migration during recrystallization: migrating grain
boundaries driven by dislocation structures. By changing various param-
eters it can be investigated which factors are expected to play the largest
roles for boundary migration during recrystallization, and therefore what
future experimental studies should aim for.
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Quantitative measures, such as the mobility M or the activation en-
ergy Ea depend strongly on the applied potential. Especially the values
of v and P obtained with the LJ potential are very far from the values
obtained with the more realistic EAM-Al and EMT-Cu potentials. This
study clearly shows that if numbers are important, the LJ potential is
not usable.
The A-type simulations using LJ, EAM-Al and EMT-Cu potentials
show qualitatively similar results, namely dislocations being absorbed
by migrating grain boundaries and irregular growth. The EAM-Al and
EMT-Cu potentials have a somewhat higher tendency to produce mixed-
events that the LJ potential, but mixed events are also often seen in
LJ simulations. The similarities indicate that the qualitative features
of boundary migration driven by dislocations are determined much by
crystallographic/structural effects rather than inter-atomic effects. The
method developed should therefore be broadly applicable to other poten-
tials as well.
The deformed microstructure plays an important role in boundary
migration during recrystallization, as we have seen in these simulations,
but it is somewhat unexpected that the type of dislocation structure
influences the boundary mobility, because the mobility is a property typ-
ically associated with the migrating grain boundary alone. That the
dislocation structures directly influence the mobility can have important
effects on the recrystallization process as a whole. If certain deforma-
tion structures are formed along certain crystallographic directions and
those microstructures are able to pull boundaries along more rapidly than
other, this may lead to differences in the measured boundary mobilities.
The structure of the dislocations, being organized as individual dislo-
cations or in dislocation-networks, has a large impact on the apparent
mobility in the simulations performed here. This could also be the case in
experiments. If, for example, the two sets of dislocation boundaries seen
in fig.1.5 page 6 have different dislocation structures, which influence the
migrating grain boundaries differently, recrystallization along the one set
of boundaries may be more rapid than along the other.
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6 Conclusions
Recent experimental studies have shown that growth during recrystal-
lization is a much more inhomogeneous process than previous thought.
Present recrystallization models do not take growth-inhomogeneities into
account because their origin and effects on recrystallization-kinetics and
-microstructure are largely unknown. This thesis investigates growth-
aspects of recrystallization in metals by the use of simulations. The aim
is not to mimic any particular metal-sample, but to gain a fundamen-
tal understanding of how growth-inhomogeneities can occur and what
their effects can be. Two simulation methods have been adopted for this:
Geometric simulations and molecular dynamics simulations.
Geometric Simulations
The geometric simulations test what happens if certain assumptions con-
cerning the nucleation- and growth parameters are made and should be
considered the numerical solutions to problems like the Johnson-Mehl-
Avrami-Kolmogorov (JMAK) model that are too complicated to solve
analytically. Besides the kinetic data, the geometric simulations also
provide microstructural information. A significant extension of an ex-
isting method for geometric simulations has been developed during this
project. The main development compared to the existing method is the
development of a refinement procedure that can recalculate certain vol-
umes of the simulation-cell in which the original method produced wrong
results. By using the new method, situations where grains have a variety
of growth-properties can be simulated.
Various simulations of spherically growing grains with distributions
of growth rates have been performed. By assuming that a grain-radius is
given by r = At1−α, distributions of A and α have been simulated.
The kinetics are fundamentally unchanged by distributions in A: VV
and SV have the same time-dependencies (apart from a constant factor)
for all simulations with A-distributions and the data can be made to
collapse onto a single master curve in the JMAK-plot. Distributions in α,
on the other hand, change the kinetics significantly and produce upward-
curved graphs in the JMAK-plot resulting in changing values over time
of the JMAK-parameter p because grains with different growth rates
will dominate the kinetics at different times. Understanding how growth
rate distributions influence the JMAK-kinetics are very important from
a practical point of view because experimental data are often interpreted
using JMAK-analyses. The results show that growth rate distributions
must be taken into account in such interpretations of experiments.
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The microstructural paths (MP) for all simulations of either A- or α-
distributions are identical. This means that MP-modelling can be used
to predict the kinetics for any growth rates distribution.
Distributions in either A or α have a large impact on the microstruc-
ture of the fully recrystallized structure. This can be seen qualitatively
in plane sections of the simulation-cells or quantitatively in distributions
of d/ < d >, where d is a line scan grain-intercept length and < d > is
the mean intercept length. Some of the simulated growth rate distribu-
tions have grains with d-values more than six times the average (usually
d is not above three times the average). Understanding the influence of
growth rate distributions on the recrystallized grain size distributions is
very important because the grain size distributions is essential for con-
trolling material properties.
Random anisotropic growth, where the grains are shape-preserved and
have preferred growth directions that are randomly oriented in space,
have been simulated. Ellipsoids in three dimensions and ellipses in two
dimensions with aspect ratios up to 16 have been studied and the ki-
netics data compared to models assuming aligned anisotropic growth
corresponding to the assumptions of the JMAK model.
The kinetics are surprisingly not affected strongly by random anisotropy
in three dimensions. VV , SV and RV can be accurately predicted by mod-
els employing JMAK-assumptions up to an aspect ratio of four. Aspect
ratios beyond four are rarely seen in recrystallization, which means that
the JMAK model can be used for anisotropic growth during recrystal-
lization.
When representing data using microstructural paths, aspect ratios up
to eight can be predicted by the models. This shows that MP-modelling
can be used to predict the kinetics for random anisotropic growth to a
large extend just as it could be used to predict the kinetics for growth
rate distributions.
The effects of random anisotropy in two dimensions are much stronger.
The JMAK-like models can only predict the results from the simulations
up to an aspect ratio of two for the kinetic data and up to an aspect
ratio of four for the MP-representation of data. This show that two-
dimensional model can not be extended to three dimensions just like
that.
The ability for grains to grow around each other is crucial for the
microstructure and the kinetics. This is the reason that the three-
dimensional simulations performed here produce less deviations from
‘normal’ behavior than three-dimensional simulations performed previ-
ously by others. It is also the inability of grain in two-dimensional simu-
lations to grow around each other that makes these simulations deviate
more from ‘normal’ behavior than three-dimensional simulations.
Large changes in the microstructures in the fully recrystallized simu-
lations are seen as an effect of anisotropic growth in both two and three
dimensions, although more complicated structures are seen in three di-
mensions. The grain shapes after total recrystallization also exhibit com-
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plicated shapes, which is a consequence of grains that have grown around
each other. This shows that even though the kinetics may be predicted
by JMAK- or MP-models, the microstructure and thereby the properties
of a metal may vary strongly depending on the growth anisotropy.
Molecular Dynamics Simulations
A new method for performing MD simulations of boundary migration has
been developed during this PhD project. The method differs from other
methods in the way atoms are set up to produce grain- and dislocation-
boundaries. Dislocations are formed ‘naturally’ during the simulations
to accommodate the misorientations between the crystal-lattices that are
introduced in the setup. The simulations performed show that the grain
boundaries are migrating driven by the presence of dislocations and as
the grain boundaries migrate, they absorb the dislocations. This is the
fundamental process of recrystallization and the simulations presented in
this thesis represent the first MD simulations of recrystallization.
The simulations have been performed using three different interatomic
potentials: the Lennard-Jones (LJ) pair potential, an embedded atom
method (EAM) Al potential and an effective medium theory (EMT) Cu
potential. The LJ-potential produce quantitative results that deviate
much from the two other, more realistic potentials and can not be used
if reliable numbers are required. However, the three potentials give the
same qualitative results, showing that the method is general applicable
for the simulation of boundary migration during recrystallization.
Grain-boundary- and dislocation-properties can be varied by chang-
ing the details of the set-up. Dislocation boundaries with two different
types of dislocation structures have been observed to form during the
simulations: 1) edge dislocations arranged in tilt boundaries. The di-
rections of the edge dislocations are parallel and the dislocations appear
as individual entities that are not in direct contact with each other. 2)
screw or mixed dislocations arranged in twist or mixed boundaries. The
dislocations are arranged in interconnected dislocation networks where
all dislocations are in direct contact with the neighboring dislocations.
The dislocation-type is not expected to play a major role in these
simulations, but the different types of dislocations are arranged in dif-
ferent dislocation structures and the dislocation-structures have a major
effect on the interactions between grain boundaries and dislocations, the
growth-curves of the grain boundaries and their mobility.
The migrating grain boundaries absorb the edge dislocations one at
a time in what has been termed absorbtion events. Different absorbtion
events have been observed: α-type events, where the grain boundary
cusps out and ‘eats’ the dislocation, β-type events, where the dislocation
moves into the boundary without any distortion of the grain boundary
or mixed events where the grain boundary cusps out slightly while the
dislocation moves into the grain boundary. Screw- and mixed-types dis-
locations are not absorbed individually because they are arranged as
interconnected dislocation networks. The grain boundary migration is
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significantly more irregular in the edge-type than in the screw/mixed-
type simulations due to the presence of absorption events in the edge-
but not in the screw/mixed-type simulations. This shows that the behav-
ior of the grain boundaries depends very much on the local dislocation
configurations that are pulling the boundaries.
The average boundary velocity < v > increases linearly with the av-
erage driving pressure < P > for simulation where < P > is changed
by varying the dislocation density while keeping the type of dislocation
boundaries the same. < v > also increases linearly with < P > in sim-
ulations where < P > is changed by varying the misorientation across
screw-dislocation boundaries. These results are in accordance with the
expectations. For simulations with edge type boundaries, where < P >
is changed by varying the misorientation across edge-dislocation bound-
aries, < v > increases proportional to < P >2, which is very unexpected.
This correlation may be explained on the basis of local interactions as
it is shown that the instantaneous grain boundary velocity in an edge-
type simulation depends on the distance from the grain boundary to the
nearest dislocation.
The apparent mobilities, calculated as < M >=< v >/< P >,
are significantly higher in the screw/mixed-type simulations than in the
edge-type simulations. This may also be related to the way that grain
boundaries interact with dislocations. In screw/mixed-type simulations
the grain boundaries are constantly in close contact with the disloca-
tions and a constant local driving pressure for boundary migration is
obtained. In the edge-type simulations the local driving pressure and
instantaneous velocity varies over time due to the individual dislocation
absorption events.
The grain boundary misorientation does not affect the mobility to
any significant degree, probably because the grain boundary ‘sees’ dif-
ferent misorientations for different parts of the deformed matrix. This is
in contrast to the common knowledge that the grain boundary mobility
depends strongly on grain boundary misorientation, obtained from simu-
lations of other types of boundary migration, such as grain growth. The
results indicate that it may not be possible to study boundary migration
without considering the underlying physical process.
Generally the MD simulations show that local growth inhomogeneities
during recrystallization can occur at very small length scales due to dif-
ferences in dislocation structures. Mesoscopic inhomogeneities observed
experimentally may therefore ultimately be an effect of differences in the
dislocation structures in the deformed matrix and the deformed matrix
must be treated as inhomogeneous in recrystallization modelling.
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Overall Conclusions
Overall, the geometric simulations show that the introduction of growth-
inhomoge-neities into a simple recrystallization-model can affect the re-
crystallization kinetics and microstructure significantly, which makes it
very important to understand the origin of inhomogeneities. The MD
simulations show that the grain boundary migration during recrystal-
lization is strongly affected by the dislocation structures providing the
driving pressure due to differences in the local interactions between the
migrating grain boundaries and the dislocation structures. Some types
of dislocation structures may drive the migrating grain boundaries many
times faster than other types and produce changes in the grain boundary
morphology. The effects that the dislocation structures have must be
taken into account in order to create realistic recrystallization models,
and through that improve the processing and properties of metals.
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7 Outlook
This chapter describes some of the questions that have arisen during the
work of this PhD-project and ideas of how to proceed. Some comments
are also included on how the methods developed here could be used for
further studies.
The geometric simulations show that distributions in the growth pa-
rameters can have large impacts on the transformation kinetics and the
microstructure, but experiments are needed to establish the extent to
which such distributions are seen in experiments: Are the distributions
present, able to make an impact on the microstructure and the recrystal-
lization kinetics? Very few experiments that focus on growth irregulari-
ties have been carried out, probably because such experiments are very
difficult to perform: the experimentalist must follow the growth of each
grain individually during the process, preferably with a resolution on the
microstructural level. The further development of powerful experimental
techniques such as the 3DXRD-microscope and electron microscopy may
make this possible in the near future.
The geometric simulations are closely related to analytical models
to which they provide numerical solutions. One of the main challenges
when developing analytical JMAK-type models is how to handle im-
pingement of grain boundaries. In the original JMAK model[14, 15, 16,
43, 47], impingement happen in a certain way due to the random place-
ment of nuclei. This was also the case in later models by Cahn[22] and
Vandermeer[97], where nucleation was assumed to be random on ran-
domly placed lines or planes. Two stages of impingement could therefore
be treated: Impingement within the lines/planes and impingement be-
tween the lines/planes. For aligned anisotropic growth, the fundamental
impingement relations are not changed as shown by Kolmogorov[47]. For
random anisotropic growth, however, this is not the case. The reason is
that the fast growing directions of the grains get impinged quicker than
the slow directions. This reduces the transformation rate and lowers the
Avrami parameter p. One way to formalize this problem of complicated
impingement is the impingement function φ = dVVdVX [75]. φ will have val-
ues between zero and one depending on the severity of the impingement
(0 is most severe). Rios et al. [75] have used the impingement function
to investigate clustered nucleation. The impingement function could also
be used in connection with random anisotropic growth and perhaps aid
the efforts to model impingement analytically in this case.
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A different way to use the geometric simulations could be in a more di-
rect connection with experiments, for example 3DXRD-measurements[51].
Depending on how the 3DXRD-microscope is used, different levels of de-
tail are obtained. There is always a trade-off between speed and accuracy.
In some experiments, like the one performed by Lauridsen et al.[51], the
volumes and grain-centers of recrystallizing grains are detected, but the
microstructure is not. The geometric simulations could be used to re-
construct microstructures of the experiments by performing simulations,
where the nuclei are placed according to the experimental results. This
would of-course only give rough estimates of the real microstructures but
it is a way to visualize the measured experimental data and could give
information on impingement (which is not detected in the experiment).
The geometric algorithm developed is very versatile. It is the hope of
the author that it will also be used by others to study geometric aspects
of phase transformation-like processes.
Very detailed analyses of the atomic movements during grain bound-
ary migration have been performed by MD simulations of stress-driven
boundary migration by Zhang et al. [105, 106, 107]. Zhang et al.
found among other things that atoms moving in string-like configura-
tions, which resembles what have been seen in MD simulations of su-
percooled liquids [82], facilitate the grain boundary migration. Certain
energy barriers have to be crossed before the string of atoms can move
and the activation energy for boundary migration is therefore associ-
ated with these barriers. The simulation geometries used by Zhang et
al. is very similar to the geometries used in this study and the analysis-
apparatus used by Zhang could be applied to simulations such as the
ones presented in this thesis. It would be very interesting to investigate
if the atomic movements within the boundaries are altered by the inter-
actions with dislocations or not; would for example the string-like motion
be more or less pronounced if interactions with dislocations took place?
Boundary migration is often discussed by disregarding the origin of the
actual driving pressure, which could be curvature, stress or the presence
of dislocations. Detailed analyses of atomic movements could establish
whether or not this is a sound assumption.
The MD simulations carried out in this study show that the mi-
crostructure of the deformed matrix has a dominating effect on boundary
migration during recrystallization, other than ‘just’ providing the driving
pressure. Some structures may be able to pull the grain boundaries along
quicker than others. This is something that may not be very surprising
when taking into account the complicated deformation-structures driving
recrystallization, but interactions between migrating grain boundaries
and the deformation structures on a very fine-scaled level is something
that has seldom been studied experimentally. Detailed characterizations
of the microstructures in many metals and alloys have been made under
static conditions, but capturing the actual interactions between migrat-
ing grain and dislocations is something that is very very hard.
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Even though experimental studies of interactions between migrating
grain boundaries and dislocation structures may be hard to carry out,
they are necessary if the origin of the irregularities observed during re-
crystallization, such as those described in section 1.4.7, is to be found.
One way to go ahead could be to try to correlate the detailed knowledge
available regarding deformation microstructures with experiments of re-
crystallization: Are there for example fast growth directions in experi-
ments and are these correlated with the microstructures in the deformed
material? The advancement of x-ray techniques may also lead to new
experimental possibilities which we have not seen yet.
The MD simulations presented in this study are the first of their kind
and a selection of parameters has been studied. These parameters, how-
ever, only represent a tiny fraction of the huge parameter space that
in principle can be studied with the method. More simulations would
for example be needed to establish the influence of the grain boundary
character (misorientation and inclination) on the activation energy. De-
tailed studies of the simulation-cells with mixed dislocations could also
be performed to investigate the differences (if any) between these and
simulations of screw simulations. Finally, larger simulation-cells with
more complicated/realistic microstructures could be performed to test
if the findings in the simplified simulation-geometries in this study are
valid for more realistic systems. One idea could be to initially simulate
the deformation of a polycrystal using MD and then use the structure
obtained in an annealing simulation. Experimental data from for ex-
ample transmission electron microscopy (TEM) investigations could also
be used as input for simulations. If the deformation structures (either
produced by MD or TEM) have certain preferred directions, MD-anneals
with the structure oriented differently could establish if certain growth
directions are indeed faster in more realistic scenarios.
This study show that the deformed matrix can not be treated as
a continuum as done in most present recrystallization models. Future
modelling work should focus on incorporating effects related to the de-
formation structures within the deformed matrix. It is at the present
moment not fully understood why the growth inhomogeneities described
in the introduction of this thesis occur. Further experimental and theo-
retical work is surely needed for this.
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Abstract
This paper shows that interfacial area density between transformed grains during nucleation and growth transformations and the con-
tiguity are useful descriptors of microstructural evolution. These descriptors are evaluated analytically and compared with results from
computer simulation. Usage of these descriptors makes microstructural path analysis even more reliable and robust.
 2006 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction
In opaque solids like metals and alloys, quantitative
microscopy continues to be an important experimental
technique to study the kinetics of nucleation and growth
phase transformations and transformation-like phenomena
such as the annealing process of recrystallization. Over a
range of reaction times, experimental geometrical descrip-
tors can be used to characterize the kinetics of the transfor-
mation process [1].
Volume fraction transformed, VV, is the most often
measured descriptor. Another useful one is the interfacial
area density separating transformed regions from untrans-
formed ones, i.e. the free-to-migrate interfacial area
density, SabV . As shown by Cahn and Hagel [2] an average
interface migration rate or growth rate, hmi, for a transfor-
mation can be obtained from the measured time depen-
dence of these two descriptors, i.e.
hmi ¼ 1
SabV
dV V
dt
ð1Þ
The VV and S
ab
V parameters are just two of a number of
geometrical descriptors that may be useful in describing the
microstructural path [3] of a transformation. Another
potentially useful descriptor is the interfacial area density
between two transformed grains, SbbV . S
bb
V is the impinged
boundary area density of the transformation product
grains. When added together SabV and 2S
bb
V yield the total
grain boundary area density, STV, associated with the grains
of the transformation product. Another related parameter,
the contiguity ratio Cbb, deﬁned as
Cbb ¼ 2S
bb
V
SabV þ 2SbbV
¼ 2S
bb
V
STV
ð2Þ
is the fraction of the total grain boundary area of the new,
transformed grains shared (impinged upon) by other new
grains. This parameter may be useful for characterizing
the extent to which the new product grains are nucleated
randomly or in colonies or clusters [4]. Attempts to develop
1359-6462/$ - see front matter  2006 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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analytical geometrical models of the microstructural path
of phase transformations and recrystallization by relating
VV to a nucleation rate, a growth rate, a new grain shape
and the reaction time, t, began with the work of Kolmogo-
rov [5], Johnson and Mehl [6] and Avrami [7] (KJMA).
These were simple models that regarded the nucleation rate
and the growth rate to be constants where the product
grains grew with a spherical shape. The KJMA models
were based on the critical, statistical assumption that the
transforming grains be distributed randomly throughout
the volume of material. The simple KJMA kinetics formu-
lations may be summarized analytically in general terms by
the Avrami equation [7] which may be written as
V V ¼ 1 expðBtkÞ ð3Þ
where B and k are constants that depend on the precise
geometrical model selected.
Gokhale and DeHoﬀ [8] and later Vandermeer et al. [9]
(VMR) expanded on the work of KJMA and derived
kinetic relationships for SabV versus time and VV. These rela-
tionships are
SabV ¼ ð1 V VÞKtm ð4Þ
and
SabV ¼ Cð1 V VÞð lnð1 V VÞÞq ð5Þ
where K, C, m and q are constants that depend on the pre-
cise nature of the geometrical model under consideration.
VMR [9] retained the basic, critical assumption that the
transformation product be distributed randomly in a statis-
tical sense throughout the volume. The VMR formalism,
however, relaxed some of the other KJMA assumptions.
Thus, as long as the nucleation rate and the growth rate
could both be subsumed to be power-law functions of reac-
tion time and the new grains preserved their shape during
transformation, Eq. (3)–(5) were valid [9]. The VMR mod-
els which may be characterized as ‘‘relaxed’’ KJMA models
are able to treat time-dependent nucleation and growth
rates as well as cases where nucleation is site-saturated.
A natural development of the microstructural path
method would be to add SbbV and Cbb to the existent
descriptors, SabV and VV. A more complete microstructural
description would make the method even more reliable
and robust. In 1953, Meijering [10] calculated SbbV at the
end of complete transformation of one phase to another
for two nucleation models: site saturation, and constant
nucleation rate. Meijering further assumed that the nucle-
ation was spatially uniformly random, and that in the
extended structure, the product phase particles were spher-
ical and their growth rate was a constant. Meijering’s
results were generalized by Gokhale [11]. Gokhale obtained
expressions for other growth rate and nucleation rate func-
tional forms, again under assumptions that the nucleation
is spatially uniform random, and in the extended structure,
the particles are spherical. In a second paper [12], Gokhale
also derived expressions for the total grain edge length and
quadruple points per unit volume to complete the descrip-
tion of microstructural evolution. Tong et al. in a recent
paper [13] obtained SbbV as a function of time for the same
cases analyzed by Meijering.
The work presented in this paper seeks to expand the
microstructural path formalism including SbbV and Cbb.
Gokhale’s [11] relationships were also valid for a time
dependent nucleation and time dependent velocity. Here,
time dependent nucleation and time dependent velocity is
introduced with the help of VMR formalism. In the
VMR formalism, nucleation rate and growth rate must
be simple power law functions. VMR allows growing
regions to be of certain non-spherical shapes, speciﬁcally,
prolate and oblate spheroids that maintain a constant ratio
of major to minor axis during growth. Hence, analytical
relationships that would be companions to Eqs. (3)–(5) will
be used for SbbV and Cbb. These relationships will be illus-
trated by comparing them with results of computer simula-
tions based on a number of KJMA and ‘‘relaxed’’ KJMA
assumptions. The computer simulation results of the pres-
ent paper are potentially useful because they provide the
framework to solve the problem for spatially non-uniform
or clustered nucleation of the product phase, which occurs
so often.
2. Derivation of analytical expressions
In what follows, for brevity, SabV are written as SV and
SbbV as Sb.
The relationship below is our starting point [11]:
Sb
SbF
¼
R V E
0 SE expðV EÞdV ER1
0 SE expðV EÞdV E
ð6Þ
where SbF is the interface area between transformed regions
at the end of transformation. For spherical shapes, SbF can
be calculated from Meijering [10] or Gokhale [11]. For
non-spherical shapes, SbF, must be obtained from com-
puter simulation or from experimental measurement.
Eq. (6) can be obtained by dividing Eq. (50) by Eq. (51)
or Eq. (63) by Eq. (64) from Gokhale’s paper [11]. See also
Eqs. (13) and (15) of Tong et al. [13].
In order to integrate Eq. (6), it is necessary to know the
relationship between SE and VE. For example, when the
reaction is site-saturated and the growing regions are
spherical:
SE ¼ ð36pNV Þ
1
3V
2
3
E ð7Þ
where NV is the number of nuclei per unit of volume.
A more general approach would be to follow VMR and
assume a relationship of the form
SE ¼ CðV EÞq ð8Þ
Resulting in
Sb
SbF
¼
R V E
0
ðV EÞq expðV EÞdV ER1
0
ðV EÞq expðV EÞdV E
ð9Þ
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This integral can be written in terms of the incomplete
gamma function, C:
Sb
SbF
¼ 1 Cðqþ 1; V EÞ
Cðqþ 1Þ
 
¼ 1 Cðqþ 1; lnð1 V VÞÞ
Cðqþ 1Þ
 
ð10Þ
Using SV from Eq. (5) the contiguity, Cbb is given by
Cbb ¼
2SbF 1
C qþ1;ln 11V V
  
Cðqþ1Þ
0
@
1
A
Cð1 V VÞ ln 11V V
  q
þ 2SbF 1
C qþ1;ln 11V V
  
Cðqþ1Þ
0
@
1
A
ð11Þ
From Eqs. (10) and (11), by specifying C and q one can
obtain particular cases. For example, comparing Eqs. (7)
and (8): C = (36pNV)
1/3 and q = 2/3 the site-saturation
case is immediately recovered. VMR found the values of
C and q for the case in which the growing regions are
spheroids. They assumed mathematical time dependencies
for the nucleation rate I and for the growth rate G:
I ¼ N 1td1 ð12Þ
G ¼ rPtr1 ð13Þ
where N1, P, r and d are constants. The values of C and q
are given by
q ¼ 2r þ d
3r þ d ð14Þ
C ¼ ðKSN 1P
2CðsÞÞ
ðKVN 1P 3CðxÞÞ
2rþd
3rþd
ð15Þ
where KV and KS are constant shape factors; KV = 4p/3
and KS = 4p for spherical shape; they have a more general
form for oblate and prolate spheroids with a constant ratio
of major/minor axis [8]; C(s) = C(2r + 1)C(d)/C(2r + d + 1)
and C(x) = C(3r + 1)C(d)/C(3r + d + 1).
It could be useful to write Eqs. (10) and (11) as a func-
tion of time. This can be done recalling from VMR that
V E ¼ ln 1
1 V V
 
¼ KVCðxÞN 1P 3t3rþd ð16Þ
Eq. (16) can be inserted into Eqs. (10) and (11) to yield
Sb/SbF and Cbb as a function of time.
3. Comparison with computer simulations
The simulation assumed that the nuclei were randomly
located and that the growing regions had a spherical shape
in extended space, so the shape factors were KS = 4p and
KV = 4p/3. The simulation method was analogous to that
employed in Ref. [14]. Four simple cases were simulated:
(I) Site-saturated nucleation, q = 2/3, comprising two
growth conditions:
(I.1) constant growth rate, G = constant and
(I.2) parabolic growth, r = 1/2, G / t1/2, in
Eq. (13).
Case I.1 and I.2 give identical theoretical results.
Computer simulation conﬁrmed this. In what follows, both
cases will be represented by I.1 and referred to as ‘‘site-
saturated’’.
(II) Constant nucleation rate and constant growth rate:
G = constant and q = 3/4;
(III) Constant nucleation rate and parabolic growth rate:
G / t1/2 and q = 4/5.
Our simulations can be extended to transformations
involving spatially non-random nucleation, for example,
preferential nucleation at grain boundaries, edges or verti-
ces. This point is now under investigation.
Fig. 1 shows the result for Sb as a function of volume
fraction for all three cases.
Figs. 2 and 3 show the normalized interfacial area den-
sity between transformed grains, Sb/SbF, and the contigu-
ity, Cbb plotted against volume fraction transformed. In
Fig. 2 site-saturated nucleation is compared with constant
nucleation rate. In Fig. 3 constant nucleation rate with con-
stant growth rate is compared with constant nucleation
rate with parabolic growth rate.
4. Discussion
The analytical expressions for normalized interfacial
area density between transformed grains, Sb/SbF and conti-
guity, Cbb, give interesting insights on the behavior of
nucleation and growth reactions.
Fig. 1. Interfacial area density between transformed grains, Sb, plotted
against volume fraction transformed, VV. The three simulation cases are
represented: I—site-saturated, II—constant nucleation rate with constant
growth rate and III—constant nucleation rate with parabolic growth rate.
Agreement between computer simulation and analytical expression is
excellent.
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Fig. 1 shows that SbF depends on the nucleation and
growth kinetics. SbF simulated here can be compared with
analytical values obtained from Meijering [10]. For site-
saturation nucleation and constant velocity [10] SbF ¼
2:91N 1=3V , the calculated value was equal to 0.073, identical
to the simulated result, also, 0.073. For constant nucleation
rate and constant velocity: SbF = 2.479(I/G)
1/4, the calcu-
lated value of SbF was equal to 0.049, identical to the
simulated result, also, 0.049.
For site-saturated nucleation q = 2/3 and the theory
predicts that Sb/SbF should be the same, independently of
growth kinetics or growing shape. Figs. 2(a) and 3(a) fur-
ther suggest that it is also not so sensitive to small devia-
tions in q. For the three simulated cases: q = 2/3, 3/4 and
4/5 the curves remained quite close even though nucleation
and growth kinetics were signiﬁcantly diﬀerent. In practice,
knowledge of SbF that can be easily measured from a pla-
nar section and suitable choice or ﬁtting of q can be used
to generate the whole Sb vs. VV curve.
Another point shown in Figs. 2(b) and 3(b) is that the
analytical expression for the contiguity as a function of
VV is not a straight line. A straight line is not too bad an
approximation for VV below, say, 0.2, but it is only fair
for larger values of VV.
Overall, the results suggest that Sb/SbF and Cbb are not
strongly aﬀected by the nucleation and growth kinetics as
previously remarked on by Gokhale [11]. The potential
implication of this is that the randomness of nuclei location
has more eﬀect on these parameters than details of the
kinetics. Figs. 1–3 can be used in practice to check trends
observed in the usual SV vs. VV plots that are normally ﬁt-
ted by Eq. (5). If data follows the theoretical expressions in
both cases this gives a higher reliability and robustness to
the analysis of nucleation and growth of the transformed
Fig. 3. Normalized interfacial area density between transformed grains,
Sb/SbF (a) and contiguity, Cbb (b) plotted against volume fraction
transformed, VV, for: II—constant nucleation rate with constant growth
rate and III—constant nucleation rate with parabolic growth rate.
Agreement between computer simulation and analytical expression is
excellent. A straight line, Cbb = VV, was also plotted in (b) for compar-
ative purposes.
Fig. 2. Normalized interfacial area density between transformed grains,
Sb/SbF (a) and contiguity, Cbb (b) plotted against volume fraction
transformed, VV, for: I—site-saturated and II—constant nucleation rate
with constant growth rate. Agreement between computer simulation and
analytical expression is excellent. A straight line, Cbb = VV, was also
plotted in (b) for comparative purposes.
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regions. In case of disagreement, other assumptions need to
be tested, for example, the possibility that the nuclei are not
randomly located could be considered. It is important to
point out that in order to calculate the contiguity using
Eq. (11) one needs to know SbF, as said above it can be cal-
culated for spherical shape [10,11], otherwise one needs
computer simulation or experimental determination. It is
worthy of note that analytical results provided here are
only valid for spatially uniform random nucleation, the
contiguity parameter calculated from Eq. (11) cannot pro-
vide any information about the spatial clustering of nuclei.
Moreover, one must bear in mind that the VMR formalism
is limited to cases in which the nucleation and growth
kinetics may be described by simple power laws and the
growing regions are prolate and oblate spheroids that
maintain a constant ratio of major to minor axis during
growth.
5. Summary and conclusions
Analytical expressions for normalized interfacial area
density between transformed grains, Sb/SbF, and contigu-
ity, Cbb were presented [11,13] and showed good agreement
with computer simulations. The use of Sb/SbF and Cbb
plots such as those shown in Figs. 1–3 in conjunction with
the usual SV vs. VV plots and their corresponding analyti-
cal expressions, Eqs. (5), (10) and (11), can provide a higher
reliability and robustness to the microstructural path anal-
ysis and to its conclusions regarding nucleation and growth
of the transformed regions.
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The eﬀects on recrystallization kinetics and microstructure of growth rate distributions rather than a single growth rate for
recrystallizing grains were investigated by geometric simulations. The grains were set to grow as spheres with radii r = At1a.
The results show that distributions in A and a may produce signiﬁcant changes in the microstructure and texture, whereas only dis-
tributions in a may change the overall evolution in kinetics represented by VV(t) by completely changing the shape of the kinetics
curve.
 2007 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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Plastically deformed metals may undergo recrystalli-
zation when annealed. Recrystallization is deﬁned as the
nucleation and growth of new almost defect-free grains
within the deformed defect-ﬁlled material. The driving
force for recrystallization is the energy stored in the
deformed microstructure. The boundaries surrounding
recrystallizing grains will migrate through the deformed
material until they impinge upon other recrystallizing
grains. This process may in turn transform the entire de-
formed microstructure into a fully recrystallized poly-
crystalline grain structure [1].
The classic model used to interpret recrystallization
kinetics was devised by Johnson and Mehl [2], Avrami
[3–5] and Kolmogorov [6], and is now often called the
JMAK model. This model is applicable not only for
recrystallization but for any transformation on any
length scale where a material changes from one ‘phase’
to another by nucleation and growth.
The JMAK model assumes that the nucleation of new
grains happens randomly in space (site saturated or at a
constant nucleation rate), that the grains grow as
spheres and that all grains grow at a common constant
growth rate. The JMAK model can be used to predict
the volume fraction VV of transformed material as a
function of time.
The assumptions made in the JMAK model are
highly simpliﬁed compared with what is observed in
recrystallization experiments. Grains typically do not
nucleate randomly but at special locations in the de-
formed matrix, e.g. near the grain boundaries or triple
junctions of the deformed grains [7,8]. Non-random
nucleation produces changes in the transformation
kinetics due to early impingement on the grain bound-
aries or along the triple junctions. This can be modeled
as a reduction in the dimensionality of the growth from
three dimensions in the case of random nucleation to
one or two dimensions in the cases of grain boundary-
and triple junction nucleation [9].
Experiments also show that grains typically do not
grow as spheres but very irregularly. Diﬀerent parts of
the grain boundary may migrate at diﬀerent rates [10],
producing anisotropic grain shapes, and grains may ex-
hibit facets or protrusions during growth [11–13]. Aniso-
tropic growth in two dimensions has been studied, and it
has been shown that mutual blocking/shielding between
anisotropic growing grains strongly aﬀects the transfor-
mation (see e.g. [14]). The inﬂuence of grain shapes on
the recrystallization kinetics studied in three dimensions
is an issue for future investigations.
In-situ studies show that wide growth rate distri-
butions exist, with some grains growing much faster
than average. Reasons for this may relate to
inhomogeneities in the deformed microstructure or
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orientation-dependent growth rates. Generally, every
grain is observed experimentally to have its own recrys-
tallization kinetics [15,16], but the eﬀects of growth rate
distributions on recrystallization kinetics and micro-
structure are largely unknown.
In this investigation, we study the eﬀect of growth
rate distributions on recrystallization kinetics and
microstructure evolution by simulations. Following the
JMAK model, we assume site-saturated nucleation, that
the nuclei are distributed randomly in space and that
grains grow as spheres until impingement, but we model
collections of grains with distributions of growth rates.
We use the JMAK assumptions of random nucleation
and spherical growth, even though experiments show
that these are oversimpliﬁed, as discussed above, be-
cause we want to study the simplest possible cases con-
taining growth rate distributions without any other
complications, and thus be able to isolate the eﬀects of
growth rate distributions.
As done in Ref. [16], we assume that the time depen-
dence of the unimpinged radius of the individual grains
is given by r = At1a, where A is the growth rate at t = 1
and a the growth rate decline (0 6 a < 1).
The investigations are performed by so-called geo-
metric simulations. These should be considered as
numerical solutions of JMAK-like problems that are
too complex to solve analytically. Also, the simulations
provide temporal microstructural information that is
not available in the analytical JMAK framework. The
simulations should not be taken as precise predictions
for certain materials but serve the purpose of exploring
what will happen when distributions of growth parame-
ters are present.
Before each simulation is started every grain is
awarded an individual set of parameters: position of
nucleus, nucleation time, A and a. The algorithm used
solves the numerical problem in a discretized simulation
volume; the discretization used is a division of the
volume into cubic voxels. Nucleation is introduced by
assigning nucleation time tN = 0 (site saturation) and
growth parameters to random voxels. The strategy for
calculating the growth is to make an initial solution by
the method described in Ref. [17], where no blocking
between growing grains occurs, and subsequently reﬁn-
ing the initial solution to handle problematic voxels: in
the initial solution every voxel is recrystallized by the
grain giving the smallest recrystallization time: tV ¼
minNððrNV=ANÞ1=ð1aNÞ þ tNÞ, where rNV is the distance
from the nucleus of the grain N to the voxel V. In this
solution no blocking is taken into account because
grains cannot screen each other’s growth. The initial
solution may have grains that grow through each other,
which is clearly unphysical, but often the method pro-
duces quite good solutions (in some cases, exact solu-
tions) and requires very short simulation times.
The problematic voxels are those that cannot be
recrystallized by direct growth from a nucleus, e.g. vox-
els that are recrystallized by a fast growing grain that
has to grow around a slow growing grain to reach the
voxels. These are dealt with in a reﬁnement method
where voxels are recrystallized in a time step sequence:
at each time step only those voxels with recrystallized
neighbors are allowed to recrystallize themselves. All al-
ready recrystallized voxels in a given time step are in
principle allowed to act as new nuclei, with the proper-
ties inherited from their parent nucleus and nucleation
time equal to their recrystallization time. Only those
recrystallized voxels in a neighborhood around an unre-
crystallized voxel are considered for computational rea-
sons. Also, only those neighboring voxels that can reach
the unrecrystallized voxel by a straight unbroken path
can lead to its recrystallization. If no recrystallized vox-
els fulﬁlls these criteria, the unrecrystallized voxel is
shifted to the next time step and the analysis is per-
formed again. This method is illustrated in Figure 1.
The reﬁnement method makes it possible for grains to
grow around each other due to the time-step approach;
it assures that the recrystallization times are correct and
that no grains can grow through each other.
Analysis of the simulations are carried out at various
time steps using line scans along the x-, y- and z-axes.
Volume fractions are found as VV = Lrex/Ltot, where
Lrex is the length of the scan lines that pass through
recrystallized material and Ltot is the total length of all
lines. Intercept lengths d are found as the chords
through the grains produced by the scan lines.
All simulations have been performed in a volume of
2003 voxels containing N = 1000 nuclei. For each type
of distribution, three simulations with diﬀerent seeds
of nuclei positions and growth parameters have been
performed to increase the data quality.
Table 1 lists the distributions simulated; the functions
n(A) and n(a) describe probability densities in A and a
for the distributions used. JMAK simulations are in-
cluded for comparison purposes. The width of the
bell-shaped distributions in a generally narrows as p
and q increase, so that p1q1 has a broader distribution
than p10q10, as seen in Table 1.
Distributions in growth parameters have a big impact
on the recrystallized microstructure, as seen in Figure 2,
Figure 1. Neighborhood around the unrecrystallized voxel O under
consideration. The ﬁgure shows a two-dimensional neighborhood, but
in the algorithm three-dimensional neighborhoods are used. White
squares represent not yet recrystallized voxels and colored squares
represent already recrystallized voxels belonging to three diﬀerent
grains. Recrystallization paths from some of the neighbor voxels A, B,
C, D to O are shown as lines. In the algorithm recrystallization paths
from all recrystallized neighbors to the unrecrystallized voxel under
consideration are investigated. Voxel A cannot recrystallize O because
the path is broken by unrecrystallized voxels. Voxel B cannot
recrystallize O because the path is broken by recrystallized voxels
from another grain. Voxels C and D from the same grain can both
recrystallize O by unbroken paths, and O will therefore be recrystal-
lized by the grain that C and D belongs to. The recrystallization time
for O is calculated as the shortest time for growth from voxels C or D
using the recrystallization times for C and D combined with the
distances from C and D to O.
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which shows the fully recrystallized microstructure from
three simulations: JMAK conditions, 1/A and p1q10-
bell. The simulations have been performed with the
same nucleation density and therefore, the same number
of grains (ensured by the site saturation condition), but
the recrystallized microstructures are clearly very diﬀer-
ent for the three simulations. Note that the grain bound-
aries in the JMAK simulations are straight, but curved
boundaries occur in the 1/A and p1q10 simulations
due to neighboring grains with diﬀerent growth rates.
Very small grains are observed especially in the 1/A
simulation. These would not normally be seen in experi-
ments because such small grains would tend to disap-
pear very quickly by grain growth (surface reduction)
mechanisms if such processes were possible. In our sim-
ulation this is not allowed to happen.
The diﬀerence in the recrystallized microstructure can
be quantiﬁed by measuring the distributions of grain
intercept lengths d. The distributions for all simulations
normalized by the mean intercept length hdi are shown
in Figure 3. A clear diﬀerence between the JMAK simu-
lation and all distributions both in A and a are seen: the
JMAK simulation has a typical intercept length (the
peak of the intercept distribution) close to the mean
intercept length, whereas data from all simulations
employing distributions of either A or a have typical
intercept lengths that are smaller than the mean length.
Also, the simulations with growth rate distributions
show extended tails in their distributions, clearly seen
in the inset of Figure 3. In other words, growth rate dis-
tributions have very signiﬁcant eﬀects on the homogene-
ity of the recrystallized microstructure. No general
diﬀerence is observed between A and a distributions;
both A and a distributions show extended tails to vari-
ous degrees, depending on the distribution details. If
growth rates are correlated with grain orientations,
recrystallization textures may arise from growth rate
distributions because grains with some orientations will
grow to sizes much larger than average and their orien-
tations consequently dominate the recrystallization tex-
ture. Therefore, heterogeneities in the recrystallized
microstructure are expected in situations where texture
arises from growth rate distributions.
Table 1. Distributions used for r = At1a
JMAK A = 1, a = 0
A uniform n(A) = 1/2
0 6 A < 2, a = 0
A log-normal nðAÞ ¼ 1
Ar
ﬃﬃﬃﬃ
2p
p expðlnAlÞ
2
2r2
0 < A, a = 0
1/Aa nðAÞ ¼ 1ln 100 1A
.05 < A < 5, a = 0
a uniform n(a) = 1
0 6 a < 1, A = 1
a p1q10-bellb n(a) = 132 Æ a(1  a)10
0 6 a < 1, A = 1
a p1q1-bellc n(a) = 6 Æ a(1  a)
0 6 a < 1, A = 1
a p10q10-belld n(a) = 3879 · 103 Æ a10(1  a)10
0 6 a < 1, A = 1
a p5q1.5-belle n(a) = 87.98 Æ a5(1  a)1.5
0 6 a < 1, A = 1
All distributions are normalized so that
R
nðxÞ ¼ 1 and hAi = 1. His-
tograms show examples of distributions.
a nðAÞ ¼ cAm, used with parameter m = 1 [16].
bCap(1  a)q, used with parameters p = 1 and q = 10 [16].
cCap(1  a)q, used with parameters p = 1 and q = 1 [16].
dCap(1  a)q, used with parameters p = 10 and q = 10 [16].
eCap(1  a)q, used with parameters p = 5 and q = 1.5 [16].
Figure 3. Distributions of line scan intercepts d normalized to the
mean intercept length hdi. The inset shows a close-up of the intercept
distribution tails.
Figure 2. Sections from three simulations: JMAK conditions (left),
1/A (middle) and a p1q10 distribution (right). For explanation see
Table 1. Diﬀerent colors mark diﬀerent grains.
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The overall recrystallization kinetics can be investi-
gated by plotting VV in the so-called Avrami plot.
Figure 4 shows a pre-factor-normalized version of the
standard Avrami plot for all simulations. As seen in
the ﬁgure, all simulations with distributions in A col-
lapse onto a single line, indicating that any distribution
solely in A can only change the pre-factor of VV(t). In
Ref. [16] it was predicted that the 1/A distribution would
not fundamentally change the growth kinetics compared
with the JMAK model, only the pre-factor of VV(t).
This seems to be true in general for all distributions so-
lely in A.
A change in the distribution of a seems to have a sig-
niﬁcant impact on the growth kinetics. It appears that
distributions with the majority of grains having an a
near 1 deviate more strongly from the JMAK model
than distributions with a majority of as near 0. This
makes sense since the JMAK model can be considered
having a delta-function distribution of a centered at
a = 0.
The data for the various a distributions in Figure 4
exhibits upwards curvatures to various degrees. We
interpret this in the context of ‘the dominating grains’:
VV from a collection grains with equal parameters A
and a would produce a straight curve with a slope of
3(1  a) if plotted in Figure 4. A very small slope in
Figure 4 indicates that the dominating grains have high
a values and a slope near 3 indicates that a  0. An
upward curved data series indicates that the dominating
grains initially have high a values but grains with low a
values take over later on. This is plausible because the
grain radius is given by r = At1a, which means that
the high-a grains grow fast initially but lose pace as time
passes, while the low-a grains more or less maintain the
same growth rate throughout the simulation.
Using this interpretation, we see that the curvature
observed in Figure 4 must be related to the width of
the distribution. A very narrow distribution cannot pro-
duce grains with signiﬁcantly diﬀerent a-parameters.
Therefore, the dominating grains will all have almost
the same growth properties. By comparing the data
from p1q1 and p10q10, we see that they initially start
out with the same slope but deviate later on. p1q1,
which is the broader of the two distributions, curves up-
ward more than p10q10, as expected from the above
arguments.
In summary, the recrystallization microstructure and
texture may change signiﬁcantly as a result of growth
rate distributions. If the radius of recrystallizing grains
are given by r = At1a, distributions of both A and a
may produce signiﬁcant deviations in microstructure
and grain size distribution from JMAK behaviour. Dis-
tributions of A do not change the overall growth kinetics
represented by VV apart from a pre-factor, but distribu-
tions in a do. The changed kinetics can be interpreted in
context of the dominating grains. Grains with diﬀerent
as may dominate at diﬀerent times, producing upward
curved data series in the Avrami plot. These results
underline the importance of considering growth rate dis-
tributions when analyzing recrystallization kinetics and
microstructure development.
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In this paper, the eﬀects of anisotropic growth during transformation processes are investigated by geometric simulations of ran-
domly oriented shape preserved ellipsoids in three dimensions and the applicability of idealized models are tested. Surprisingly, the
results show that the models can predict the results for random ellipsoids up to aspect ratios of at least four, making the eﬀects of
random anisotropic growth less pronounced than what has previously been predicted from two-dimensional simulations or other,
more restrictive three-dimensional simulations.
 2007 Published by Elsevier Ltd. on behalf of Acta Materialia Inc.
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20 Many processes in materials, such as crystallization
from melts, recrystallization of deformed materials or
solid state phase transformations are governed by the
nucleation and growth of individual regions (grains)
consisting of one phase (the product) within another
phase (the matrix). The driving force for the nucleation
and growth of the grains depends on the actual process,
but is generally associated with the free energy release
due to the conversion from matrix to product phase.
The product grains will grow as long as their grain
30 boundaries are free to migrate into yet untransformed
matrix material, but when one grain boundary impinges
upon another the migration stops. In very many cases,
the growth is observed to be anisotropic (e.g. [1–3]).
Nucleation and growth kinetics are often interpreted
using the JMAK model, developed by Johnson, Mehl
[4], Avrami [5–7] and Kolmogorov [8]. The popularity
of the JMAK model for interpreting experimental data
from nucleation and growth phenomena is probably
due to the simple and generic nature of the model, which
40 enables the use of it in many scientiﬁc areas. The aim of
the present work is to analyze the potential and pitfalls
of using JMAK to analyze random anisotropic growth.
In this study we will use a numerical simulation
scheme to investigate a system that exhibits anisotropic
growth where diﬀerent grains have diﬀerent preferred
growth directions. The preferred growth directions
are chosen randomly for the diﬀerent grains and we
will therefore term this random anisotropic growth. In
this paper we will investigate the simplest possible
50case of random anisotropic growth, which allows us to
study random anisotropic growth without other
complications.
Investigations of random anisotropic growth by mod-
elling and simulation have been carried out, primarily in
two dimensions [9–11], but three-dimensional simula-
tions have also been carried out [12,13]. In the latter
three-dimensional simulations, growing grains were
either completely two-dimensional (ﬂat) [13] or not al-
lowed to grow around each other [12]. In the simulations
60presented here grains are three-dimensional and are al-
lowed to grow around each other, which is what is ob-
served experimentally in, for example, recrystallization.
Simulations, in both two and three dimensions, predict
that the transformation kinetics departs from the JMAK
solution during random anisotropic growth, something
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that is ascribed to blocking, i.e. the fast growth directions
being blocked faster than the slow ones [9].
The JMAK model assumed that all grains nucleate at
random locations and grow until impingement [4–8].
70 The nucleation rate may be time-dependent and the
growth rate time- or direction-dependent, as shown by
Kolmogorov [8] and Christian [14], but all grains are re-
quired that have the same growth rate in a particular
direction at a particular time. Anisotropic growth can
be included in the JMAK model because the growth rate
may be dependent on direction, but since the growth
rate of all grains will have the same directional depen-
dence, this could be called aligned anisotropic growth.
Extensions to the JMAK model have been developed en-
80 abling, for example, nucleation along grain edges or tri-
ple junctions [15], parabolic growth [14] or distributions
of the growth rates [16,17] to be dealt with. The original
JMAK model is used to predict the volume fraction
transformed VV, but extensions have been made to de-
scribe other microstructural parameters, such as the free
surface fraction SV [18], the impinged surface fraction
RV [19] and the contiguity [20]. The concept of the
microstructural path (MP), developed by DeHoﬀ [21]
and adopted by Vandermeer [18], describes the transfor-
90 mation process as the (multidimensional) path that a
process follows over time through a microstructural
parameter-space, for example MP(t) = [VV(t),SV(t),
Crr(t)].
At this point random anisotropic growth cannot be
dealt with properly in a JMAK framework and the eﬀect
that three-dimensional random anisotropic growth has
on the transformation kinetics when grains are allowed
to grow around each other is unknown. The original
JMAK model is, however, used in situations that lie out-
100 side the original assumptions of the model, and JMAK
might be able to describe random anisotropic growth as
well. The purpose of this paper is to test to what extend
the classic JMAK model and extensions for SV and RV
can be used for random anisotropic growth.
The essential element of the JMAK model is the so-
called extended volume fraction V X ¼
PN
i¼1V i=V total,
where N is the number of grains and Vi is the unim-
pinged volume of grain i, i.e. the volume of the grain
if it were allowed to grow completely undisturbed. VX
110 is therefore deﬁned as the volume fraction that would
exist if grains did not impinge and could grow through
each other. Using the JMAK assumptions, the relation
between VV and VX can be shown to be [4,6,8]:
V V ¼ 1 expðV X Þ ð1Þ
SV can be predicted by the model of DeHoﬀ [21] and
Vandermeer et al. [18]:
SV ¼ SX ð1 V V Þ ð2Þ120
where SX is the extended surface fraction deﬁned in a
similar way as VX. This formula requires that the nuclei
are randomly distributed. If Eq. (1) is also used, Eq. (2)
can be rewritten as:
SV ¼ SX expðV X Þ ð3Þ
RV can be predicted by a model proposed by Gokhale
130 [22] and utilized for aligned anisotropic growth by Rios
et al. [19]:
RV ¼ RVF
R V X
0 SX expðV X ÞdV XR1
0 SX expðV X ÞdV X
ð4Þ
where RVF is the value for RV in the fully transformed
sample. RVF for spherical grains can be found theoreti-
cally by RVF = 2.91(N/Vtotal)
1/3, as shown by Meijering
[23]. The formulas Eqs. (1)–(4) are applicable for aligned
anisotropic growth; the shape of the grains enter into the
140calculation of VX and SX. In summary, exact formulas
exist for VV, SV and RV under JMAK conditions with
aligned anisotropic growth, but it is unclear how to deal
with random anisotropic growth.
In this paper we investigate grains that grow as ran-
domly oriented prolate (needles) or oblate (plates) ellip-
soids in three dimensions, as well as ellipses in two
dimensions for comparison. The changes in VV, SV
and RV as a result of shape changes are investigated as
well as the extent to which the existing models Eqs.
150(1)–(4) can be used to make predictions about random
anisotropic growth.
The investigations are carried out by geometric com-
puter simulations, where grains with predeﬁned growth
rates and shapes grow from nuclei until they impinge
upon other grains. The simulation method used here is
an extension of the method developed in Ref. [24] and
is described in Ref. [17]. The simulation is executed in
time steps in a discretized simulation volume of cubic
voxels, where in each time step voxels with transformed
160neighbors are allowed to transform. The growing grains
retain their growth rates in every direction and parts of
the sample transformed by a certain grain act as new
starting points from which the grain can continue to
grow with the same properties as the original nucleus
of the grain. In this way grains are allowed to grow
around each other.
The simulation method can be used with a variety of
growth parameters, such as non-random nucleation,
preferred growth directions and distributions of growth
170rates [17]. The method produces numerical solutions to
problems involving nucleation and growth of grains
with predeﬁned properties, and should be considered
as numerical solutions of JMAK-like problems that
are too complex to solve analytically. Also the simula-
tion provides temporal and structural information that
is not available in analytical models such as Eqs. (1)–(4).
In this investigation the grain kinetics is identical to
the JMAK model apart from the random orientation.
We have chosen to maintain the oversimplistic assump-
180tion of random nucleation and constant growth rate to
be able to clearly identify the eﬀects of randomly ori-
ented non-spherical grain shapes. Prolate ellipsoids with
aspect rations 1:1:16, 1:1:8, 1:1:4, 1:1:2 and 2:2:3 and ob-
late ellipsoids with aspect rations 16:16:1, 8:8:1, 4:4:1,
2:2:1 and 3:3:2 have been simulated. Simulations
employing spherical growth were also carried out for
comparison. Each simulation consists of 100 nuclei
in a cubic simulation cell with periodic boundary
conditions along x, y and z directions and a side length
190of 232 voxels, giving a total of approximately 12.5 ·
106 voxels.
In two dimensions ellipses, instead of ellipsoids, are
simulated. The aspect ratios of the simulated two-
dimensional ellipses were 1:16, 1:8, 1:4, 1:2 and 2:3,
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and simulations using circles were also simulated. The
ellipses were oriented randomly in the plane, making
the simulations similar to the ones performed by Pusztai
and Granasy [10]. Each two-dimensional simulation
consists of 100 nuclei in a square simulation cell side
200 length 500 pixels giving a total of 250 · 103 pixels.
Every three-dimensional simulation was repeated six
times with diﬀerent seeds (positions of nuclei and orien-
tations of grains) and every two-dimensional simulation
was repeated 12 times to improve statistics.
For the simulations of spheres in three dimensions
the growth rate is set to 1 voxel per time unit, giving a
volume of vs(t) = 4/3pt
3 voxels. By scaling the aspect ra-
tios a:b:c of an ellipsoid so that a Æ b Æ c = 1, the volume
of the ellipsoid becomes ve(t) = 4/3p(a Æ b Æ c)t
3 = 4/3pt3;
210 the same as for the sphere. The growth rates of the ellip-
soids in the simulations are chosen to make VX(t) the
same for all simulations. The same is done for the sim-
ulations in two dimensions.
The volume fractions as a function of time for all
three-dimensional simulations are plotted in Figure 1,
together with the predictions made by the JMAK model
(Eq. (1)). Since VX is the same for all the ellipsoids sim-
ulated, as explained above, Eq. (1) gives the same pre-
dictions for all simulations. The data and the model
220 predictions coincide almost exactly for aspect ratios of
up to four and Eq. (1) is therefore useable in three
dimensions for phenomena with random ellipsoidal
growth up to this aspect ratio.
In the inset of Figure 1 the so-called Avrami param-
eter deﬁned as
pðtÞ ¼ d½logð lnð1 V V ðtÞÞÞ
d½logðtÞ ð5Þ
which is plotted as a function of VV. For the JMAK
230 model, where every grain nucleates at t = 0 in three
dimensions, p(t) = 3, which is indicated by the full line
in the inset. Deviations in p from the JMAK are clearly
seen for the simulations with aspect ratios greater than
four. The time-averaged Avrami parameters hp(t)i (‘h
i’ meaning ‘average of’) during the entire growth pro-
cesses are listed in Table 1. Up to an aspect ratio of four
the deviations in hp(t)i from JMAK behavior are less
than 3%. We see that the deviations from JMAK behav-
ior are stronger for the oblate ellipsoids than for the pro-
240 late grains, which may be due to the greater blocking
potential of plates compared with needles in three
dimensions.
The volume fractions from two-dimensional simula-
tions of ellipses as well as circles are shown in Figure
2 and the Avrami parameter p is shown in the inset of
Figure 2. p should be two for the JMAK model where
all grains nucleate at t = 0 in two dimensions.
By comparing Figures 1 and 2 it is seen that the devi-
ations from JMAK behavior are much more pro-
250nounced in two than in three dimensions. hp(t)i for the
two-dimensional simulations (see Table 1) also shows
much stronger deviations than for three dimensions:
for an aspect ratio of eight, for example, hp(t)i is reduced
by nearly 20% in two dimensions, whereas the three-
dimensional simulations show a reduction of around
10–15%. The stronger eﬀect of random anisotropic
growth in two dimensions is due to the more eﬃcient
blocking between grains: in two dimensions, the major
axis of all ellipses will be in the same plane and will
260therefore impinge quickly, but in three dimensions the
major axis of, for example, prolate ellipsoids will typi-
cally be out of plane and thus not impinge as quickly.
The MP SV vs. VV and RV vs. VV for all three-dimen-
sional simulations together with model predictions cal-
culated from Eqs. (1)–(4) are plotted in Figure 3.
Model predictions have to be calculated for each aspect
ratio because the surface area depends on the aspect ra-
tio. For SV we see that the model predictions work
rather well for aspect ratios up to eight. For aspect ra-
270tios of 16 the model cannot predict the simulated data.
For RV the model predictions are even better; here only
the oblate grains with an aspect ratio of 16:16:1 cannot
be described by the model. It is expected, however, that
the model predictions are better for RV since Eq. (4) uses
RVF from the simulations as input.
The MPs for all aspect ratios have the same shape
and can be made to coincide by simple scaling, which
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Figure 1. VV(t) for three-dimensional simulations as well as the
predictions of the JMAK model Eq. (1) (full line). The inset show the
Avrami parameter p deﬁned in Eq. (5) for the simulations.
Table 1. Average Avrami parameters hp(t)i for simulations of prolate
and oblate ellipsoids in three dimensions and ellipses in two
dimensions
Aspect
ratio (a/b)
3d-Prolate
ellipsoids (a:b:b)
3d-Oblate
ellipsoids (a:a:b)
2d Ellipses
(a:b)
1 2.95 2.95 2.03
1.5 3.02 2.97 1.98
2 3.00 2.96 1.96
4 2.97 2.92 1.80
8 2.73 2.62 1.60
16 2.57 2.27 1.38
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Figure 2. VV(t) for two-dimensional simulations as well as the
predictions of the JMAK model Eq. (1) (full line). The inset show
the Avrami parameter p deﬁned in Eq. (5) for the simulations.
R. B. Godiksen et al. / Scripta Materialia xxx (2007) xxx–xxx 3
SMM 6787 No. of Pages 5
16 October 2007 Disk used
ARTICLE IN PRESS
Please cite this article in press as: R.B. Godiksen et al., Scripta Mater. (2007), doi:10.1016/j.scriptamat.2007.10.003
U
N
C
O
R
R
EC
TE
D
PR
O
O
Fshows that the MP of the ellipsoids are very similar,although the aspect ratios diﬀer a lot. A plot of the sup-
280 plementary material online shows the scaled data.
In two dimensions the MP derived from models for
SV and RV works well up to an aspect ration of four
but breaks down for aspect ratios of 1:8 and 1:16. There-
fore SV and RV (like VV) exhibit increased sensitivities to
random anisotropic growth in two dimensions com-
pared with three dimensions. A ﬁgure similar to Figure
3 for the two-dimensional MP can be found in the sup-
plementary material online.
The contiguity Crr is, as described above, deﬁned as
290 the fraction of the total boundary area that is impinged,
and can be used to describe the randomness of the nuclei
[20,25]. Figure 4 shows the MP for Crr vs. VV for all
three-dimensional simulations. As seen, the data coin-
cide, which is expected due to the random placement
of the nuclei, and the spherical model ﬁts well. Interest-
ingly, the models using aligned ellipsoids do not work
very well. The contiguity for the two-dimensional simu-
lations show the same tendency, although the deviations
of the models are larger (see the supplementary material
300 online).
Simulations where randomly oriented anisotropic
grains can grow around each other have to the best of
our knowledge not been simulated in three dimensions
before. The ﬁnal grain shapes of fully recrystallized
grains are very complicated, with clear signs of interac-
tions with other grains. Many parts of the grains would
not have been transformed by the particular grains if
they were not allowed to grow around each other, and
consequently the grain shapes would have been very dif-
310 ferent (see the supplementary material online).
The ability for grains to grow around each other also
inﬂuences the transformation kinetics. The results re-
ported in Ref. [12], where no growing around was al-
lowed, showed larger deviations between random
ellipsoidal and spherical growth in three dimensions
than are reported here: an aspect ratio of ﬁve clear
reductions in p were observed in Ref. [12], whereas we
did not observe any signiﬁcant change up to an aspect
ratio of four. This diﬀerence may be ascribed to the pos-
320sibility for grains to grow around each other.
In summary, the model Eq. (1) is able to predict the
evolution of VV very well up to aspect ratios of four
for three-dimensional randomly oriented prolate and
oblate ellipsoidal growth, although it models aligned
growth. Predictions of the MP for SV and RV vs. VV
based on the models Eqs. (1)–(4) are even better; here
predictions hold up to aspect ratios of eight. The MPs
for Crr vs. VV are identical for all aspect ratios, proba-
bly due to the random placement of the nuclei.
330In some phenomena, e.g. recrystallization, aspect ra-
tios beyond four are very rarely seen and the models
Eqs. (1)–(4) will therefore be almost accurate. For other
phenomena, such as martensitic transformations, where
high aspect ratios may occur, new models may be
needed.
The deviations from model behavior (Eqs. (1)–(4))
are more pronounced in two dimensions than in three
(in two dimensions the models break down at aspect ra-
tios of four or more), which is due to the stronger block-
340ing eﬀect in two dimensions. Therefore care has to be
taken when using results from two-dimensional simula-
tions/models in connection with three-dimensional
nucleation and growth phenomena.
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350be found, in the online version, at doi:10.1016/
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Towards atomic level simulations of
recrystallisation – setting up suitable
geometry
R. B. Godiksen*1, Z. T. Trautt2, M. Upmanyu2, S. Schmidt1 and D. Juul Jensen1
During recrystallisation, high angle grain boundaries migrate through deformed microstructure
containing dislocations arranged, for example, in dislocation boundaries. A simple method for
designing geometries suitable for atomistic simulations of migrating boundaries during
recrystallisation is developed. Preliminary studies show that the method can be used to generate
simulation cells with both high angle grain boundaries and small angle dislocation boundaries.
Keywords: Recrystallisation, Atomistic simulation, Molecular dynamics simulation, Grain boundary migration, Deformation microstructure, Simulation
geometry design
Introduction
During recrystallisation of deformed metals, new
essentially dislocation free grains nucleate and grow
while consuming the deformed material. The boundaries
surrounding the new grains sweep through the entire
deformed matrix altering the orientation of every part of
the sample.1 High angle boundaries migrate at a faster
rate than low angle boundaries,2 and recrystallisation
will therefore mainly involve migration of high angle
grain boundaries.
Many different factors, such as misorientation across
grain boundaries, boundary inclination, particles in the
material and structure of the deformed matrix might
influence the mobility of, and the driving force for, the
migration of boundaries. To understand how different
factors influence the migrating boundaries at a funda-
mental level, information about the atomic mechanisms
involved is needed.
Molecular dynamics simulations have been used exten-
sively to understand properties of metals during plastic
deformation, for example, to investigate the maximum
strength of copper,3 stacking fault energies and slip
mechanisms in various metals4 and the atomic mechanisms
for emission of dislocations from grain boundaries.5
Atomistic simulations of boundary migration have
also been performed using molecular dynamics simula-
tions,6 but these have been focused on curvature driven
boundary migration. To our knowledge the only
atomistic simulations dealing with recrystallisation
directly are performed using two dimensional molecular
dynamics simulations.7
Our aim is to create simulation cells for atomistic
simulations suitable to simulate segments of migrating
grain boundaries in three dimensions under conditions that
capture some of the essential aspects of recrystallisation.
Recent experiments have shown that growing grains
exhibit irregular shapes and abrupt movement of grain
boundaries, indicating that local inhomogeneities in the
microstructure of the deformed matrix may play an
important role in recrystallisation.8
The microstructure of the deformed matrix depends
on both the type of metal and the kind of deformation,
but some common features do exist. The dislocations
introduced during deformation are typically not ran-
domly distributed. They accumulate in dislocation
boundaries, which separate regions with a relatively
low dislocation density. Two different types of bound-
aries are often seen: extended nearly planar boundaries
and almost randomly oriented cell boundaries. In almost
all cases a sample does not solely contain one type of
boundaries, but the two types coexist in it.9
Method for designing simulation cells
The simulation cells must be designed in such a way that
certain features characteristic of recrystallisation are
included. Both high angle grain boundaries between the
recrystallising grain and the deformed matrix and small
angle dislocation boundaries subdividing the deformed
matrix should be present because these, as described in
the previous section, are key features of recrystallisation.
Our simulation cells are designed in the following
way: First, a rectangular three dimensional simulation
box with periodic boundary conditions in all directions
is created. Afterwards perfect lattices with certain crystal
orientations compared with the axes of the box are made
and the blocks of this are cut out and placed inside the
simulation box. The blocks are designed in such a way
that they fill the entire simulation box. At the interfaces
between the blocks, atoms may overlap. If a pair of
atoms is closer than 0.6r0, where r0 is the intermolecular
distance (the distance between two neighbouring atoms
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in a close packed plane in equilibrium), one of them is
removed. Examples of simulation cells are shown in
Fig. 1.
In the cells shown in Fig. 1, all crystal blocks have
their (111) plane normals along the z-direction. The
cross-sections of the cells shown in the figures are the
(111) planes at z50; the geometry for all other values of
z being identical to this. Every rotation of the blocks is
made around this common [111] axis. The misorienta-
tion between the recrystallised part and the deformed
matrix in both cells are 38.2u on average. This angle is
chosen because simulations have shown this to have low
activation energy for curvature driven boundary migra-
tion.6 Although a different type of driving force is acting
in this case, the activation energy for migration of these
boundaries might also be low here. All misorientations
between neighbouring parts of the deformed matrix are
10u. Distributions of misorientations across small
angle boundaries are present in most samples, but 10u
is a realistic value for the misorientation of small
angle boundaries in medium to high strain deformed
microstructures.
The size of the simulation cell is determined in such a
way that the crystal lattices are matched up perfectly by
the periodic boundary conditions. The size of the
simulation cell shown in Fig. 1a, in intermolecular
distances, is 79.37682.49622.05 and the size of the
cell in Fig. 1b is 84.00689.45622.05. If the lengths are
converted to the lengths typical for aluminum (lattice
constant 4.05) this corresponds to 22.73623.626
6.31 nm and 24.06625.6266.31 nm. The cells contain
202356 and 232443 atoms respectively – less than 1%
were removed owing to the overlap at the interfaces of
crystal blocks.
Simulation details
The simulations are carried out using a standard
Lennard–Jones (LJ) pair potential
Uij~4e
s
rij
 12
{
s
rij
 6 !
(1)
where Uij is the contribution to the potential energy
owing to the interaction of atom i and j with a mutual
distance rij. Dimensionless units are used throughout;
the energy parameter e is set to 1 and the distance
parameter s is set to 21/6, giving an equilibrium energy of
21 and an equilibrium distance r0 of 1.
The potential is truncated at a cutoff distance rc52.1r0
and modified by a spline fit beyond r0, so that it goes to
zero smoothly at r5rc. The atomic mass is set to mat51
for convenience, and the simulations are performed
in reduced units – time is reported in units of
t~(matr
2
o=e)
1=2, and the temperature is reported in units
of e/kB, kB being the Boltzmann constant.
Initially the simulation cell is relaxed when using a
constant number of atoms, pressure and temperature
Metropolis Monte Carlo algorithm (NPT-MC),10 which
performs displacements of individual atoms as well as
variations of the box dimensions. The dimensions of the
box can be varied individually along the x-, y- and z-
directions. The relaxed simulation cell is then used as the
initial configuration for the time integrator. The removal
of overlapping atoms described above together with this
relaxation process prevents local melting during the time
integration caused by high potential energy of close
lying atoms.
The time integration is performed using a constant
number of atoms, volume and temperature velocity
Verlet molecular dynamics algorithm (NVT-MD). For
efficiency, interpolated table lookups, neighbour lists
and a cell method are used for potential and force
calculations.10 The thermostat is a damped Berendsen
velocity rescaling algorithm, with damping time td5
0.2t. Details on the simulation method can be found
elsewhere.7
Results and discussion
The method for designing simulation cells presented in
the present paper only produces crystal blocks with
different orientations cut in certain shapes. If the
1 Cross-sections of unrelaxed simulation cells with a
small and high angle interfaces perpendicular to each
other and b small angle interfaces inclined to high
angle interfaces; crystal blocks in both a and b are all
rotated around common [111] direction along z-axis,
initially having [1¯10¯] direction along x-axis; in a rota-
tion angle is 219.1u for recrystallising grain A, 14.1u
for B and 24.1u for C matrix part. In b angle is 221.6u
for A, 21.6u for B and 11.6u for C respectively
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method is to be sound, realistic boundaries must form
at the interfaces between the crystal blocks during
simulation.
A preliminary simulation of the geometry shown in
Fig. 1a has been performed. Initially the simulation was
relaxed by a NPT-MC run with y26106 single atom
movements andy26104 box length variations. Follow-
ing this a NVT-MD was run for 100t at T50.17 (melting
temperature is Tm50.69). At this point realistic high
angle grain boundaries and small angle dislocation
boundaries had formed.
Figure 2 shows part of the (111) plane at z50 of the
cell at t5100t. Intensity indicates potential energy;
bright is high energy and dark is low. Dislocations have
formed along the small angle interface, identifiable by
localised excess in potential energy and by the presence
of ending rows of atoms. These rows endings exist for
all values of z, their positions in x and y are almost
identical. Owing to the periodic boundary conditions
these ending rows constitutes extra half planes giving the
dislocations edge character. No dislocations have
formed along the high angle interface. Instead, a grain
boundary of a more or less constant thickness, roughly
three to four interatomic distances, has formed. It
should be noted that dislocations actually form after a
few t.
This preliminary simulation shows that the way of
designing simulation cells presented above is capable of
producing high angle grain boundaries and small angle
dislocation boundaries, which are essential features
observed in metals during recrystallisation.
In the cells created here the dislocation density is of
the order of 1017 m22, which should be enough to drive
recrystallisation because the typical dislocation density
is around 1016 m22 for heavily deformed materials.2
Simulations run for longer times will show if the high
angle grain boundaries migrates through the deformed
matrix consuming the dislocations located in the small
angle boundaries. If this is the case such investigations
will hopefully provide information on the basic atomic
mechanisms of recrystallisation.
Summary
A simple method for designing simulation cells for three
dimensional atomistic simulations with structures
important for recrystallisation has been developed.
Initial simulations show that high angle grain bound-
aries as well as small angle dislocation boundaries form
during simulation runs of the cells designed with this
method.
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four interatomic distances
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Abstract
We have applied an atomistic simulation methodology based on molecular dynamics to study grain boundary migration in crystalline
materials, driven by the excess energy of dislocation arrangements. This method is used to simulate recrystallization in metals. The sim-
ulations reveal that the migration process is not uniform as assumed in many recrystallization models, but that the grain boundaries
migrate in an irregular fashion and exhibit a strong dependence on the local presence of dislocations, which can distort the local migra-
tion process signiﬁcantly.
 2007 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
Keywords: Molecular dynamics; Recrystallization; Grain boundary migration
1. Introduction
During recrystallization new, essentially dislocation-free
grains appear and grow at the expense of the surrounding
defect-ﬁlled deformed matrix as illustrated in Fig. 1a. The
grain boundaries surrounding a recrystallizing grain travel
through the deformed matrix, removing defects and
thereby lowering the energy of the sample. The newly
nucleated grains that are most prone to grow generally
have crystallographic orientations that are diﬀerent from
the local matrix [1], and grains having a misorientation
angle close to 40 around an [111]-axis to the deformed
matrix are observed to have grain boundaries with high
mobilities in many common metals [2–5]. The factors that
determine the dynamics of the boundary motion stem from
the interplay between the grain boundaries surrounding the
recrystallizing grains and the dislocations in the deformed
matrix.
The way in which dislocations are organized in the
deformed matrix has been studied extensively [6–9]. It has
been found that dislocations typically are not randomly
distributed but accumulate at dislocation boundaries,
which separate regions of relatively low dislocation density
[8]. A typical microstructure observed by transmission elec-
tron microscopy (TEM) is shown in Fig. 1b. The micro-
structure is dominated by extended, almost planar
dislocation boundaries. The misorientation angle across
these boundaries can reach values above 10 for metals
deformed to medium and high strain and the sign of the
misorientation angle is typically opposite from one bound-
ary to the next [8].
Although there are fairly large misorientation angles
across the elongated dislocation boundaries, they are not
1359-6454/$30.00  2007 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.actamat.2007.07.055
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to be confused with conventional grain boundaries,
because the structures in the two types of boundaries and
the ways in which they are created are very diﬀerent. Dis-
location boundaries are created during deformation while
grain boundaries are the interfaces surrounding grains
formed during annealing. Structurally it is possible to cre-
ate an unbroken atomic path through a dislocation bound-
ary, where all the atoms along the path are placed perfectly
in the local crystal lattice. The lattice may be elastically dis-
torted but no crystal defects exist in the path. Such a path
cannot be made through a grain boundary; here the crystal
structure will change abruptly when passing through the
boundary.
The most common experimental technique used to study
microstructural changes during recrystallization is electron
microscopy, which allows detailed characterization of the
microstructure and crystallographic orientations but not
the dynamics, except at surfaces, which may not be repre-
sentative of bulk behaviour. Recently, three-dimensional
X-ray diﬀraction (3DXRD) has made it possible, for exam-
ple, to follow in situ the growth kinetics of individual
grains [10] and even the boundary dynamics of individual
growing grains deeply embedded in the metal during
recrystallization [11]. These types of measurements have,
contrary to common knowledge, shown that even during
recrystallization in weakly deformed single crystals, grain
boundaries surrounding newly nucleated grains move very
heterogeneously and the boundary motion is strongly
dependent on the local microstructure [11]. Recrystalliza-
tion models, such as cellular automata [12,13] and geomet-
ric models [14–16], assume very simpliﬁed growth dynamics
and do not account for these observations. Simulation
techniques, such as molecular dynamics (MD) and Monte
Carlo (MC), have the necessary spatial and temporal reso-
lution to obtain atomic-scale information on migrating
grain boundaries and may be able to provide new insight
into the atomic motion of recrystallizing grain boundaries
and provide new input parameters for recrystallization
models.
Here we present a method for simulating the migration
of grain boundaries using the MD technique applying the
‘‘natural’’ driving force for recrystallization, namely the
presence of dislocations, something that previously has
been thought ‘‘challenging, if not impossible’’ [17].
MD has been used extensively to study metals, espe-
cially during plastic deformation [18,19]. Grain boundary
migration driven by energy reduction has also been inves-
tigated, but prior simulations have been performed using
diﬀerent driving forces, and therefore represent processes
other than recrystallization. Examples of such are simula-
tions of curvature-driven boundary migration [20], triple-
junction migration [21], stress-driven boundary migration
[22,23] or boundary migration driven artiﬁcially by altered
interatomic potentials [17]. Curvature-driven and triple
junction simulations are related to grain growth, where
the driving force is the reduction of grain boundary
energy. Stress-driven and artiﬁcially driven boundary
migration simulations make use of volumetric driving
forces, where the excess energy driving the boundaries is
distributed homogeneously over volumes of the sample.
In the present work we want to study recrystallization.
The interaction between the grain boundaries and the dis-
location structures may be a key issue in understanding
the heterogeneities observed in recrystallization experi-
ments and therefore dislocation structures must be
included in the simulations. The only simulations known
to the authors that directly apply a driving force due to
the excess energy associated with the presence of disloca-
tions have been performed in two dimensions, using only
one layer of atoms [24].
2. Simulation strategy
In the investigation presented here simulations are car-
ried out using standard MC and MD techniques [25]. Each
simulation represents a small area of a grain boundary
migrating through a deformed matrix consisting of
extended dislocation boundaries. The intersections between
the grain boundaries and the dislocation boundaries hap-
pen at right angles. This resembles the triple junction con-
ﬁguration used in, for example, Ref. [21], with the
important diﬀerence that in the present study one of the
boundaries is a dislocation boundary that consists of indi-
vidual dislocations. As will be shown below, this alters the
local grain boundary migration dynamics signiﬁcantly.
Fig. 1. Recrystallization and the deformed matrix: (a) Sketch illustrating
the recrystallization process: the boundary surrounding the recrystallizing
grain sweeps through the deformed matrix, leaving behind a nearly perfect
crystal lattice (arrows indicate the direction of boundary motion). (b)
Close-up micrograph of a typical deformed microstructure. The micro-
graph shows the substructure within a single grain in a 40% cold-rolled Al
sample observed by TEM. Intensity reﬂects crystallographic orientation.
The microstructure is dominated by extended, almost planar dislocation
boundaries. Two of these are highlighted by red lines. The crystallographic
misorientation angles across the extended dislocation boundaries are
observed to be up to 10 and alternating [8], which means that if the
misorientation across a particular extended boundary corresponds to a
positive rotation +h around a given axis, the misorientations of the
neighbouring boundaries correspond to a negative rotations h around
the same axis. Dislocation boundaries with smaller misorientations are
also seen between the extended planar dislocation boundaries dividing the
microstructure into smaller cells.
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Compared to microstructures observed experimentally, the
simulation cells are somewhat simpliﬁed, which allows for
a thorough analysis of the migration process, while still
capturing the essential features of recrystallization.
2.1. Potential
The potential used is a Lennard–Jones (LJ) pair poten-
tial. LJ is the standard potential to use for investigations
where the focus is on fundamental issues, rather than
studying the properties of a speciﬁc material. The results
produced here should give a phenomenological description;
however, the simulation method can readily be used with
other potentials without further modiﬁcation.
The potential energy of interaction between two atoms i
and j with a mutual distance rij is given by:
Uij ¼ 4ððr=rijÞ12  ðr=rijÞ6Þ: ð1Þ
r = (1/2)1/6r0, where r0 is the equilibrium interatomic dis-
tance and  is the bonding energy between two atoms.
The potential is truncated at a cutoﬀ distance rc = 2.1r0
and modiﬁed by a spline ﬁt beyond r0, so that it goes to
zero smoothly at r = rc.
Scaled units are used throughout, mass is given in units
of m0, the mass of one atom, length in units of r0, energy in
units of , time in units of s ¼ ðm0r20=Þ1=2, temperature in
units of /kB, where kB is Boltzmann’s constant. During a
simulation m0, r0,  and kB are set to 1 for convenience,
but appropriate values can be inserted to make approxi-
mate quantitative comparisons between results obtained
with the LJ potential and real materials.
2.2. Overall simulation procedure
The simulation procedure consists of three stages; setup
of atoms, relaxation using MC, and annealing using MD.
The procedure can be viewed as an extension of previously
applied methods, where other setups were used to produce
curvature-driven boundary migration [20,21].
During setup, atoms are arranged to produce crystallo-
graphic interfaces with certain misorientations across
them, and during relaxation and early annealing the inter-
faces between the crystal blocks develop into grain
boundaries or dislocation boundaries depending on the
misorientations [26]. The dislocations within one disloca-
tion boundary all have the same Burgers vector and the
dislocations within neighbouring dislocation boundaries
have Burgers vectors of the same size but opposite sign,
resulting in parallel dislocation boundaries with alternat-
ing misorientations. The dislocation density (dislocation
length per unit volume) in the deformed matrix part of
the simulation cell due to the dislocation boundaries var-
ies from simulation to simulation but is generally around
102r20 , which corresponds to dislocation densities
around 1017 m2, some orders of magnitude higher than
observed experimentally [27]. The higher dislocation den-
sity is necessary to obtain high migration rates so that
simulations can be carried out with reasonable computa-
tional resources.
2.3. Setup
The setup used here has been described in outline else-
where [26], but in short, face-centred cubic (fcc) crystal
blocks with diﬀerent crystallographic orientations are
‘‘patched’’ together in the simulation cell, where periodic
boundary conditions are applied along the x, y and z-direc-
tions. Fig. 2 shows an example of a simulation cell as set
up.
Initially blocks of atoms arranged in perfect fcc crystal
structures are created with a [111] direction along the z-
axis, rotated around this to create diﬀerent crystallographic
orientations, cut to ﬁt, and placed in the simulation vol-
ume. The simulation volume is chosen so that the crystal
lattice blocks match up perfectly at the periodic bound-
aries. The orientation of the crystal blocks can be varied
to produce diﬀerent boundary misorientations and inclina-
tions, although in this study we have chosen to simulate
Fig. 2. Simulation cell as set up. Colours indicate crystallographic orientations of the crystal blocks. All blocks have a common [111] crystallographic
direction parallel to the z-axis, but are rotated by diﬀerent amounts around this. The misorientation between the blue and the red block is 45, the
misorientation between the blue and orange is 35 and the misorientation between the red and the orange is 10. Blue represents the recrystallizing grain,
the red and orange represent the deformed matrix. The simulation cell contains 9.3 · 104 atoms.
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only one set of boundary misorientations. The deformed
matrix is represented by a number of blocks, where neigh-
bouring blocks diﬀer by 10 in orientation, resulting in an
array of low-angle dislocation boundaries when simulated.
The recrystallizing grain is represented by a perfect crystal
block1 that has an orientation which diﬀers from the matrix
blocks by 35 or 45 depending on which part of the
deformed matrix is adjacent to the recrystallizing grain.
This grain boundary misorientation is chosen because 40
[111] boundaries are known from experiments to have a
high mobility [2–5].
Two types of simulation cells with diﬀerent dimensions
have been used: (A) 60.7 · 147.3 · 7.3r0 and (B)
47.6 · 44.5 · 31.8r0. A-type simulation cells with two or
four dislocation boundaries have been used, giving disloca-
tion densities in the deformed matrix of 5.8 · 103 or
11:6 103r20 . B-type simulation cells have only been
made with four dislocation boundaries, giving a dislocation
density of 14:8 103r20 . The simulation cells all consist of
105 atoms, and the computational time was around a
month on a single processor per simulation.
2.4. Relaxation
When set up, the atoms may overlap at the interfaces
between crystal blocks. If the overlap is too large the
increased energy may lead to local ‘‘melting’’. This is
avoided by removing atoms that are closer than 0.4r0 and
relaxing the remaining atoms. For this relaxation a con-
stant number of atoms, pressure and temperature (NPT)
Metropolis MC algorithm is used [25]; this relaxes both
atom positions and box dimensions. The MC simulations
are run at the same temperature as the MD anneals (see
below) for the particular simulations.
Simulation cells are relaxed using approximately 5 · 106
atom movements and 5 · 104 box movements. The settings
are chosen because our experience has shown us that local
melting is avoided when these are applied.
2.5. Annealing
Annealing is performed using a constant number of
atoms, volume and temperature (NVT) velocity verlet
MD algorithm [25]. A damped Berendsen velocity rescaling
algorithm is used for temperature control.
Simulations of the A-type cells have been performed at
temperatures: T = 0.33, 0.40, 0.47, 0.53 and 0.60/kB, in
order to extract activation energies. Simulations of the B-
type cells have only been simulated at T = 0.40/kB. The
melting temperature Tm  0.66/kB for a LJ crystal.
Three repeated simulations of each temperature and dis-
location density have been made to improve the statistics
for the A-type cells. Two repeated simulations have been
made for the B-type cells.
Simulations, both A- and B-types, were run for up to
2 · 103s in time-steps of 103s.
3. Results and discussion
3.1. Overall boundary motion
The simple geometry of the simulation cells makes it
possible to follow the overall migration of the grain
boundaries. Fig. 3 shows data from an A-type simula-
tion. The grain boundaries and dislocations are clearly
seen as high-energy areas in Fig. 3a. The potential energy
in the simulation cell as a function of the y-position is
plotted in Fig. 3b. The grain boundaries are clearly seen
as peaks. Fig. 3c shows a typical growth curve (blue) of
the average distance travelled by the two boundaries s.
An irregular growth is observed with both forward and
backward motion, although an average trend, which
can be approximated rather well by a straight line, is
observed. Irregular growth in some form is observed in
most of our simulation runs. The growth is clearly more
irregular than that which is observed in MD simulations
of boundary migration applying other driving forces
[17,20,21,28]. The pronounced irregular growth might
be due to the driving force being localized in the disloca-
tions rather than being smeared out over the volume or
the boundary, which is the case for simulations applying
other driving forces.
The dislocations possess an excess free energy in the
deformed matrix, creating a driving pressure for boundary
migration. The driving pressure P is deﬁned as the diﬀer-
ence in the free energy density between the deformed and
recrystallized parts of the sample: P = Fm/Vm  Fg/Vg,
where the subscripts m and g for the free energy F and vol-
ume V indicate deformed matrix and recrystallizing grain.
The free energy in the simulation is given by:
F = U  TS, where U is the internal (potential) energy, T
is the temperature and S is the entropy. The free energy dif-
ference per unit volume between the deformed and the
recrystallized part of the simulation cell is:
DF = DU  TDS since T is constant throughout the simu-
lation cell. The entropy diﬀerence between the deformed
and recrystallized parts of the simulation cell arises solely
from the presence of the dislocations in the deformed part.
The change in the entropy contribution (TDS) to the free
energy of introducing dislocations into a lattice is very
small compared to the change in internal energy DU [27]
and DU is a good approximation to DF in our simulations.
Therefore we use the following approximation for the driv-
ing pressure:
P ¼ Um=V m  U g=V g ð2Þ
P is plotted as the red curve in Fig. 3c. After an initial
equilibration, P reaches a level where it becomes more or
less stable for the rest of the simulation.
1 Actually there are two blocks, but they are connected by the periodic
boundary conditions and therefore act as one.
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3.2. Dislocation absorbtion into the grain boundary
Two types of dislocation absorbtion into the grain
boundary are observed in our simulations as the bound-
aries progress, hereafter called a-type and b-type events.
The a-type is shown in Fig. 4a–c. This event can be divided
into three stages. In the ﬁrst stage (Fig. 4a) the grain
boundary moves steadily towards the dislocation whilst
being almost ﬂat. The second stage (Fig. 4b) happens dur-
ing a much shorter time-span, in which the grain boundary
‘‘shoots out’’ in a cusp, absorbing the dislocation com-
pletely. The cusp represents a large local curvature of the
grain boundary associated with an excess grain boundary
energy compared to a ﬂat boundary. In the third stage
(Fig. 4c) the system reduces the boundary area by ﬂatten-
ing the boundary. This has the eﬀect that the boundary,
which is not part of the cusp, is dragged forward.
Fig. 4d–g shows the shooting out on an atomic level. It is
noteworthy that the dislocation remains completely ﬁxed
while the grain boundary moves towards it, and that the
shoot-out of the boundary happens in a very localized area
near the dislocation. Within this area the grain boundary
moves several interatomic distances while the main portion
of the boundary does not move.
In the b-type absorption the dislocation breaks loose
from its original position and moves into the grain bound-
ary in a way that does not produce any signiﬁcant distor-
tion or movement of the grain boundary. The b-type
events only happen in simulations with high dislocation
densities and are observed more frequently at high temper-
atures. Often a mixture of a- and b-type events is observed,
i.e. the boundary cusps slightly out while the dislocation
slides into it.
During both the a- and the b-type events, dislocations
are absorbed one at a time in events that happen during
short time spans compared to the overall migration pro-
cess. Most of the time the grain boundaries are not in direct
contact with the dislocations but are driven slowly forward
by their presence. Phenomenologically two regimes can be
described; one in which the grain boundary is slowly
dragged forward by the dislocations and on in which the
grain boundary interacts strongly with a single dislocation
and absorbs it. A grain boundary may thus locally experi-
ence very diﬀerent driving forces over time. This is funda-
mentally diﬀerent from, for example, triple junction
migration, where the driving force is constant and the
shape of the triple junction does not change [21].
3.3. Dislocation annihilations
During simulations, dislocation annihilations may
occur, emptying the matrix part of the simulation cell of
dislocations. Fig. 5a and b shows a simulation before (a)
and after (b) several annihilations in a B-type simulation.
Fig. 3. Analysis of an A-type simulation. (a) The simulation cell seen from above. The entire simulation cell is divided into bins of size r0 · r0 · lz, and
every atom is assigned to the appropriate bin. The integrated potential energy per atom in each bin is calculated and the bins coloured accordingly. Energy
is reported in units of , the natural energy unit for LJ systems. (b) Average bin-energy as a function of y. The actual positions of the boundaries are
determined by identifying the value yc for which the interval [yc  r0/2; yc + r0/2] has the largest average potential energy. By following yc for the two grain
boundaries over time, the average distance travelled s can be found: s(t) = 1/2(|yc1(t)  yc1(0)| + |yc2(t)  yc2(0)|). (c) s and driving pressure P as a function
of simulation time. Time is reported in units of s, the natural time unit for LJ systems, which approximately corresponds to 1012 s. Fits are made by zero-
order (P) and ﬁrst-order (s) polynomials for s > 200.
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In Fig. 5c the driving pressure P and the average distance
travelled s are plotted as a function of simulation time.
After an initial drop due to equilibration of the simulation
cell, P levels oﬀ at a value P  0:2r30 but then falls to
almost zero at s  125 due to dislocation annihilations.
The boundaries migrate steadily until this point, but do
Fig. 4. Time sequence from an A-type simulation showing a dislocation being absorbed during an a-type event: (a) the boundary approaches the
dislocation; (b) the boundary ‘‘shoots out’’ in a cusp absorbing the dislocation; (c) the rest of the boundary is dragged along (a–c are coloured in the same
way as Fig. 3a). (d–g) The atomistic details of one layer of atoms during the shoot-out. The positions and energies of the atoms shown are averaged over
10s using 10 snapshots. This is done in order to remove thermal noise which would otherwise make the grain boundary and dislocations diﬃcult to identify
by potential energy alone.
6388 R.B. Godiksen et al. / Acta Materialia 55 (2007) 6383–6391
not move thereafter. This shows that the driving force for
the grain boundary migration is indeed the excess energy
due to the presence of dislocations.
In simulations where annihilations do not take place, the
positions of the dislocations in the dislocation boundary
remain ﬁxed, the misorientations across the dislocation
boundaries do not change, and the driving pressure is
therefore more or less constant as seen in Fig. 3.
3.4. Mobility and activation energy
Grain boundary velocities v, driving pressures P and
mobilities M, deﬁned as
M ¼ v=P ; ð3Þ
are calculated for the A-type simulations for all tempera-
tures and dislocation densities. Due to the irregular motion
of the grain boundaries, mobilities are calculated as aver-
ages over time. The velocity varies signiﬁcantly with time
as seen in Fig. 3c, but there are also large variations in
average velocity, and therefore mobility, between simula-
tions with identical initial conditions.
An Arrhenius behaviour for M is generally assumed:
M ¼ M0 expðEa=kBT Þ; ð4Þ
where Ea is the activation energy and kB is Boltzmann’s
constant [29]. As seen in Fig. 6, logM from low dislocation
density simulations plotted as a function of 1/T follows a
straight line as expected, although with some scatter. How-
ever, for the high-density simulations such a ﬁt cannot
describe the data. An explanation for this might rest in
the a- and b-type dislocation absorbtion events. In simula-
tions with low dislocation density, only a-type events oc-
cur, which gives a simple activation energy and an
Arrhenius behaviour. However, with a higher dislocation
density, a mixture of a- and b-type events occurs, and each
may be assumed to have a diﬀerent activation energy,
which would produce a deviation from the Arrhenius
behaviour. The high-density simulations, where b-type
events happen, typically have lower mobilities than the
low dislocation simulations as seen in Fig. 6. An explana-
tion for this could be that during b-type events much of
the local driving pressure is removed by the dislocation
moving into the grain boundary. On the other hand, the
driving pressure calculated over the entire deformed part
of the simulation cell P only changes a little, because just
one of the many dislocations is removed. This means that
P may overestimate the real driving pressure experienced
locally by the grain boundary and M is therefore
underestimated.
Fig. 5. A B-type simulation exhibiting dislocation annihilations. Snapshots before (a) and after (b) several dislocation annihilations (a and b are coloured
in the same way as Fig. 3a). In (b) the matrix material no longer contains dislocations, but debris from the dislocation annihilations is still present.
(c) Average distance travelled by grain boundaries s and driving pressure P plotted as a function of simulation time.
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Migration rates, mobilities and activation energies for
the A-type low dislocation density simulations can be
converted from LJ units into, for example, ‘‘copper
units’’ as done by Scho¨nfelder et al. [22] and these esti-
mates can be compared to experiments or simulations
of speciﬁc metals. The migration rates calculated from
our simulations correspond to values from 0.5 to
3 m s1, which by far exceed values measured in recrys-
tallization experiments [10,30], but high migration rates
are to be expected here due to the very high dislocation
densities.
The mobilities found correspond to values from 109 to
4 · 109 m s1 Pa1. These are orders of magnitude larger
than values typically obtained in recrystallization experi-
ments on metals [30–32], although mobilities as high as
1010 m s1 Pa1 have been reported [30]. Impurities
greatly reduce the mobilities of grain boundaries, and the
discrepancies between simulations and experiments may
be ascribed to the lack of impurities in MD simulations
[33,34]. The mobilities found in our simulations are lower
than the mobilities found in all other simulations according
to Trautt et al. [33], who have compared mobilities
extracted from several simulations and experiments at tem-
peratures 0.8–0.9Tm.
The activation energy found corresponds to
0.14 eV atom1, when converted, which is around one
order of magnitude smaller than that which is typically
found in recrystallization experiments [30,31]. MD simula-
tions of boundary migration applying other types of driv-
ing force exhibit similar discrepancies compared to
experiments [22,35].
4. Conclusions
The simulations presented here show that grain bound-
ary migration during recrystallization, i.e. driven by the
presence of dislocations, can be simulated and analysed
using MD.
These ﬁrst results show that the nature of the migra-
tion process is not homogeneous, as typically assumed
in recrystallization models, but exhibits irregular migra-
tion rates, which are generally not seen in MD simula-
tions of grain boundary migration caused by other
driving forces.
Furthermore, the boundary morphology is dependent
on the local presence and behaviour of dislocations.
Two types of dislocation absorption events are observed,
called a- and b-type events. During a-type events the dis-
locations remains stationary during the entire absorption
process and the grain boundary cusps out. During b-type
event the dislocation moves into grain boundary with no
signiﬁcant distortion or movement of the boundary. These
are extreme situations. Often a mixture of the two is
observed.
The mobilities found in the simulations correspond to
values from 109 to 4 · 109 m s1 Pa1 when converted
from LJ to copper units. These values are higher than
experimental values but lower than values extracted from
all other MD simulations of boundary migration known
to the authors.
The activation energies found for the simulationswith low
dislocation density ðd ¼ 5:8 103r20 ¼ 4:4 1016 m2Þ
corresponds to 0.14 eV atom1. This value is smaller than
typical experimental values, but in fairly good agreement
with other MD simulations of boundary migration caused
by other driving forces. The activation energy for the high
dislocation density ðd ¼ 11:6 103r20 Þ simulations cannot
be extracted due to a non-Arrhenius behaviour, which could
indicate that two diﬀerent activated processes associated
with the a- and b-type absorption events are taking place
simultaneously.
Future investigations using this method will study the
inﬂuence of diﬀerent parameters such as the interaction
potential, the structure of the deformed matrix, the disloca-
tion density, the misorientation angle across grain bound-
aries and the boundary inclination.
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Abstract  
We have used an atomistic simulation methodology based on molecular dynamics to study 
recrystallization; one of the most important processes of metal working. During 
recrystallization, grains with perfect crystal structure grow within the defect-filled material, 
driven by the presence of the surrounding defects. In this paper we show how the movement 
(migration) of interfaces between the growing grains and the surroundings can be simulated 
and analyzed. The simulations reveal that the migration process is not uniform, as assumed in 
most recrystallization models, but the grain boundaries migrate in an irregular manner and 
exhibit a strong dependence on the local presence of defects, which can distort the grain 
boundary shape significantly. This indicates that the details of the migration process depend 
on the defect structure itself and not only on magnitude of the driving force. Knowledge on 
how defect structures influence the migrating grain boundaries may be used to improve metal 
manufacturing processes involving recrystallization and improve material properties as well. 
 
Resume 
Vi har anvendt molecular dynamics-teknikken til at studere rekrystallisation, en af de 
vigtigste processer i metalforarbejdning. Under rekrystallisation gror korn med perfekt 
krystalstruktur i et defektfyldt metal, drevet af tilstedeværelsen af de omgivende defekter. I 
denne artikel præsenteres en metode til at simulere og analysere bevægelsen af grænseflader 
mellem krystalkornene og omgivelserne. Simuleringerne viser, at processen ikke er uniform, 
som antaget i de fleste rekrystallisationsmodeller, men at korngrænserne bevæger sig 
irregulært og er stærkt påvirket af den lokale tilstedeværelse af defekter, som kan ændre 
korngrænsernes form. Dette indikerer, at detaljerne i korngrænsebevægelsen afhænger af 
selve defektstrukturen, og ikke bare den gennemsnitlige kraft hvorved defekterne trækker i 
grænserne. En bedre forståelse af hvordan defektstrukturer påvirker korngrænsebevægelsen 
under rekrystallisation kan føre til store forbedringer af metalforarbejdningsprocesser, som 
involverer rekrystallisation, og derigennem tilvejebringe materialer med bedre egenskaber. 
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Motivation  
Innovation indenfor moderne materialeteknologi kræver en helhedsorienteret tilgang, hvor 
materiale-anvendelser, -egenskaber, -strukturer samt bearbejdningsprocesser ses samlet, fordi 
den traditionelle trail-and-error tilgang er for ineffektiv. Videnskabeligt arbejde indenfor 
materialeteknologi er desuden nødvendigt for at tilvejebringe en grundlæggende vidensbase, 
som kan inddrages når nye materialer skal designes. Uden denne vidensbase ville det være 
svært at udvikle nye materialer, med andre egenskaber, end dem som allerede findes på 
markedet. Denne artikel præsenterer et eksempel på et stykke videnskabeligt arbejde, hvis 
formål er at bidrage til forståelsen af principperne bag den grundlæggende proces 
rekrystallisation, som har enorm betydning for metalfremstilling. Et metal ændrer egenskaber 
drastisk når det rekrystalliserer, og derfor kan en bedre forståelse af rekrystallisation potentielt 
lede til store forbedringer af materialeegenskaber gennem ændrede bearbejdningsprocesser 
(1). I denne artikel beskrives hvorledes rekrystallisation kan studeres vha. molecular 
dynamics (MD) teknikken, hvilket ikke har været gjort før. Med MD simuleres de enkelte 
atomers bevægelser, hvilket giver mulighed for meget detaljerede studier af materialer, der 
kan være med til at belyse grundlæggende processer i materialer. 
 
Rekrystallisation 
Når et stykke metal deformeres plastisk induceres defekter i krystalgitteret, som primært er 
linjedefekter, såkaldte dislokationer. Dislokationerne er typisk ikke tilfældigt fordelt i 
metallet, men organiserer sig i dislokationsstrukturer. Dannelsen og bevægelsen af 
dislokationer, er det som gør, at metaller kan deformeres plastisk. Jo flere dislokationer der er 
til stede, jo sværere er det for dem at bevæge sig, og derved bliver materialet hårdere, et 
fænomen som er kendt som deformationshærdning. Ulempen ved deformationshærdning er, at 
metallet typisk samtidigt bliver sprødt.  
 
En del af det arbejde, som udføres på et stykke metal under deformation, bliver lagret i 
defekterne. Hvis metallet efterfølgende varmebehandles (udglødes), kan en del af defekterne 
fjernes. Dette vil have den modsatte effekt på metallets egenskaber i forhold til deformation, 
nemlig at metallet igen bliver blødere og mere smidigt/formbart. Ved passende 
proceskombinationer bestående af deformation og udglødning kan materialer med ønskede 
egenskaber tilvejebringes.  
 
Udglødning kan inddeles i tre overordnede processer; recovery, rekrystallisation og 
kornvækst. Under recovery reduceres antallet af frie dislokationer. En del fjernes simpelthen, 
mens andre organiserer sig yderligere i strukturer som reducerer spændingerne i metallet. 
Under rekrystallisation opstår nye defektfri områder, kaldet korn, som vokser på bekostning 
af det omgivne defektfyldte materiale. Disse korn har oftest en stor krystallografisk 
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misorientering1 sammenlignet med den omgivne matrix (2). Korngrænser fra korn, som har 
en misorientering på omkring 40º, er særligt mobile i mange almindelige metaller (3, 4).  
Kornene vokser ved, at korngrænsen mellem kornet og den omgivne dislokationsfyldte matrix 
bevæger sig ud igennem matricen og absorberer defekterne. Tilbage bliver en perfekt 
gitterstruktur. Kornet har grundet dets perfekte gitterstruktur en lavere energi end den 
omgivne matrix og rekrystallisation er drevet af den energireduktion, som følger af, at de 
bevægende korngrænser konverterer defektfyldt materiale til defektfrit. En principskitse af 
rekrystallisation er vist i fig.1a. Rekrystallisation stopper når hele den deformerede matrix er 
blevet absorberet af nye korn. Den resulterende polykrystal kan ved yderligere opvarmning 
bringes til at gennemgå kornvækst, hvor store korn vokser på bekostning af små, og det 
samlede korngrænseareal derved reduceres. Rekrystallisation og kornvækst bliver ofte 
forvekslet idet begge processer involverer bevægende korngrænser. Forskellen består, lettere 
                                                 
Figur 1 a Principskitse af rekrystallisation. Det rekrystalliserede korn med perfekt 
gitterstruktur vokser på bekostning af den defektfyldte deformerede matrix. Kornene vokser 
ved, at korngrænsen bevæger sig, hvorved defekterne i matricen fjernes og energien 
reduceres. b Eksempel på mikrostruktur i den deformerede matrix fra en kold-valset 
aluminiumsprøve, reduceret med 40 % i tykkelse, observeret med transitions elektron 
mikroskopi (TEM). Intensitetsforskelle angiver forskelle i den krystallografiske orientering 
af forskellige dele af materialet. Mørke streger angiver dislokationsvægge, og lange, 
næsten plane dislokationsvægge kan ses (To af disse er tegnet kraftigt op). 
Misorienteringen henover disse er højere end over de tværgående dislokationsvægge, der 
opdeler mikrostrukturen i mindre celler. c Øjebliksbillede af et snit fra en MD simulering. 
Et lag atomer farvet efter deres potentielle energi er vist. En massiv korngrænse og to 
dislokationsvægge, opbygget af individuelle dislokationer, ses som områder med højere 
energi. Under simuleringen bevæger korngrænsen sig i den i pilen angivne retning og 
absorberer dislokationerne i dislokationsvæggene. 
1 Misorienteringen mellem to krystalgitre er den vinkel som kræves for at rotere det ene krystalgitter således, at 
det vil falde oven i det andet. 
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forsimplet, i den drivende kraft: Under rekrystallisation driver den overskydende energi 
lokaliseret i dislokationsstrukturer korngrænserne, mens minimering af korngrænseenergi 
driver kornvækst. 
 
De underliggende processer i rekrystallisation opstår i samspillet mellem korngrænser og 
dislokationsstrukturer.  Dislokationsstrukturer er blevet studeret nøje, og det viser sig, at 
dislokationer typisk akkumuleres i dislokationsvægge, som adskiller områder med relativt lav 
dislokationstæthed (5, 6). Et typisk eksempel på en deformationsstruktur observeret med 
transmissions elektron mikroskopi (TEM) er vist i fig.1b. Mikrostrukturen er fremkommet 
ved kold-valsning, men den er repræsentativ for mange andre deformationstyper (6). Det 
dominerende træk ved mikrostrukturen er de lange, næsten plane dislokationsvægge, som ved 
høje deformationsgrader typisk kan have misorienteringer på 10º og i visse tilfælde endda 
højere (6). 
 
Vi har ønsket i stor detalje at simulere hvorledes en korngrænse bevæger sig, når den bliver 
drevet af den overskydende energi, som er deponeret i dislokationsvæggene. Fig.1c viser et 
enkelt lag atomer fra en af vores simuleringer. Hvis læseren forestiller sig fig.1a og fig.1b 
kombineret forstås hvorfor vi har valgt den opbygning af vores simuleringer, som er vist i 
fig.1c, nemlig korngrænser som bevæger sig ind igennem en struktur bygget op af langstrakte 
dislokationsvægge. 
 
MD 
MD teknikken er konceptuelt simpel. Metoden bygger på Newtons bevægelsesligning for 
klassisk mekanik, idet hvert atom bevæger sig ifølge Newtons 2. lov: F=ma. Atomerne 
vekselvirker gennem et potentiale, som definerer kraften på hvert enkelt atom som funktion af 
positionen alle de andre atomer. I praksis benyttes kun de nærmeste naboatomer til at udregne 
kraften for at reducere beregningstiden. Kendes atomernes startpositioner, starthastigheder og 
potentialet, er bevægelsen fuldstændigt determineret i al fremtid af Newtons 2. lov. I praksis 
løses bevægelsesligningen iterativt, dvs. i tidsskridt, hvor kraften på atomerne i hvert 
tidsskridt beregnes og atomerne flyttes derefter. Teknikken nyder stor udbredelse og der 
findes flere måder at udføre iterationerne på, samt en mængde tricks og kneb, som bruges til 
at optimere simuleringerne (7). 
 
MD har været brugt i stor udstrækning til at studere materialer, herunder metaller (7). De 
fleste simuleringer har fokuseret på atomistiske processer under deformation (8, 9), men også 
bevægelse af korngrænser er blevet simuleret. Dog har den drivende kraft virkende på 
korngrænserne i disse simuleringer altid været andre end den vi er interesseret i. Som 
eksempler kan nævnes simuleringer hvor et korngrænseareal minimeres (kornvækst) (10, 11), 
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bevægelse af korngrænser drevet ved elastisk spænding (12) eller ved kunstigt modificerede 
potentialer (13). Der kan være en tendens til at ignorere årsagen til den drivende kraft og 
fokusere mere på grænsens bevægelse, uafhængigt af hvad der driver den. En af vores pointer 
er, at bevægelses-processen ikke uden videre kan adskilles fra årsagen til drivende kraft, 
hvilket vi vil forsøge at sandsynliggøre med resultaterne fra vores simuleringer. 
 
Metode 
Metoden, som benyttes her, er bygget op af tre trin: 1) opsætning, 2) relaksation og 3) 
udglødning. Trin 3) er den egentlige simulering af rekrystallisation, men 1) og 2) er også 
vigtige elementer i metoden. 
 
1) Opsætning. Først bygges blokke, hvor atomerne sættes op i passende krystalgitre. I 
vores tilfælde er gitrene af typen kubisk fladecentreret (fcc), som er den gittertype 
atomerne i mange almindelige metaller, så som aluminium og kobber, sidder i. 
Blokkene bygges således, at gitterets orientering i forhold til simuleringscellen er 
passende (se nedenfor). Blokkene placeres derefter i simuleringscellen; et eksempel 
kan ses i fig.2. De forskellige blokke repræsenterer det rekrystalliserende korn hhv. 
den deformerede matrix. Forskellene i krystallografisk orientering blokkene imellem 
medfører en misorientering over grænsefladerne imellem blokkene. Misorienteringen 
mellem de blokke, som repræsenterer det rekrystalliserende korn og de blokke, som 
Figur 2 Simuleringscelle efter opsætning. Blokke med forskellig krystallografisk 
orientering er illustreret ved forskellige farvetoner, således at de mørke blokke i enderne 
af cellen repræsenterer det rekrystalliserende korn, og de to lysere blokke repræsenterer 
den deformerede matrix. Den krystallografiske misorientering mellem blokkene svarer til, 
at krystalgitteret i de to blokke som repræsenterer den deformerede matrix, er roteret 35º 
hhv. 45º omkring z-aksen i forhold til det rekrystalliserende korn. Periodiske 
randbetingelser benyttes i x-, y- og z-retningerne, således at atomerne tæt på en af cellens 
sider også vekselvirker med atomerne på den modsatte side af cellen. 
Rekrystalliserende 
Deformeret 
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repræsenterer den deformerede matrix, er i gennemsnit 40º omkring en 
krystallografisk [111]-akse, som er sammenfaldende med z-aksen. Misorienteringen 
mellem de to blokke, som repræsenterer den deformerede matrix, er 10º omkring den 
samme akse. Grænsefladerne vil under de to efterfølgende trin i metoden udvikle sig 
til enten korngrænser eller plane dislokationsvægge alt efter deres misorientering. En 
af de attraktive egenskaber ved denne metode er netop, at grænsefladerne (af sig selv) 
udvikler sig til de konfigurationer, som med lavest mulig energi imødekommer 
misorienteringen. På den måde kan både korngrænser og dislokationsvægge skabes 
blot ved at variere på misorienteringen mellem blokkene. 
 
2) Relaksation. Atomer ved grænsefladerne mellem blokkene kan i visse tilfælde være 
placeret meget tæt på atomer i naboblokke. Sker dette vil den potentielle energi af 
atomerne være særdeles høj. For at undgå at denne fører til lokal smeltning under MD 
simuleringen, må strukturen relakseres kontrolleret. Dette gøres i to trin. I de atom-par 
hvor afstanden mellem atomer er mindre end ½ normal inter-atomar afstand fjernes 
det ene atom. Derefter relakseres hele simuleringscellen vha. en simpel Monte Carlo 
(MC) algoritme, hvor atomerne et ad gangen forskydes i en tilfældig retning på en 
sådan måde at forskydninger som sænker energien accepteres og forskydninger som 
hæver energien kun accepteres med en vis sandsynlighed (14). Ved at udføre mange, 
dvs. 10-50 forskydninger pr. atom, kan den overskydende energi i simuleringscellen 
fjernes. Under relaksationen kan simuleringscellens dimensioner også relakseres 
således at det fri volumen, som evt. kan opstå ved at fjerne overlappende atomer, 
fjernes. 
 
3) Udglødning. Den centrale del af simuleringen er udglødningen, som foretages vha. en 
standard velocity verlet MD algoritme (14). Simuleringen foretages under konstant 
volumen og temperatur.  
 
Antallet af atomer i en simuleringscelle er ca. 105 og det benyttede potentiale er det såkaldte 
Lennard-Jones (LJ). LJ er et meget simpelt potentiale, der kun afhænger af afstanden mellem 
par af atomer. Det tager ikke højde for f.eks. retningsafhængigheder af vekselvirkninger eller 
mange-atom effekter (14). Dette potentiale er velegnet når man ønsker at studere generelle 
fænomener som kan vedrøre en række materialer frem for at studere egenskaber af et bestemt 
materiale. 
 
 
 
 
RBG, SS, DJJ  7  
Figur 3 a Simuleringscelle set 
oppefra. Gennemsnittet af den 
potentielle energi af atomer med 
samme x- og y-positioner er 
udregnet og figuren farvet derefter. 
Figuren viser således gennemsnits-
energien langs z-aksen. Korn-
grænser parallelt med x-aksen og 
dislokationsvægge (med individuelle 
dislokationer) parallelt med y-aksen 
kan ses som områder med ændret 
farve. Enhederne på akserne er 
givet ved den inter-molekylære 
afstand r0 og pilene angiver 
bevægelsesretningen af grænserne. 
b Gennemsnits-energi af atomer 
med samme y-position. De to 
korngrænser kan identificeres som 
toppunkter på kurven. Energien er 
angivet i arbitrære enheder ε.  
a b 
 
Figur 4 a,b Vækstkurve samt drivende tryk. Vækstkurven er konstrueret ved at afbilde den 
gennemsnitlige bevægelse af de to korngrænser som funktion af tiden (i arbitrære enheder τ).  
RBG, SS, DJJ  8  
Resultater og Diskussion 
Delvist under relaksationen og delvist under udglødningen udvikler grænsefladerne mellem 
krystalblokkene sig som nævnt til krongrænser og dislokationsvægge. Et eksempel på en 
simuleringscelle, hvor dette har fundet sted, kan ses i fig.3a. Under udglødningen bevæger 
korngrænserne sig igennem cellen i pilenes retninger mens de absorberer dislokationerne i 
den del af cellen, som repræsenterer den deformerede matrix. 
 
På grund af den enkle geometri af simuleringscellen, er det let at identificere korngrænserne 
og dislokationsvæggene. Positionerne af korngrænserne findes simpelthen ved at projektere 
energien af atomerne ind på y-aksen som vist i fig.3b og identificere toppunkterne. Ved at 
følge korngrænsernes positioner over tid, kan vækstkurver for det rekrystalliserende korn 
konstrueres. 
 
Fig.4 viser vækstkurver fra to forskellige simuleringer. Som det ses er begge kurver 
irregulære, forstået på den måde, at korngrænsen ikke bevæger sig jævnt. Fig.4a viser en 
vækstkurve med flere på hinanden følgende fremad- og bagudrettede bevægelser, mens fig.4b 
viser en vækstkurve, hvor der eksisterer flere vækststadier. Irregulær vækst er så vidt vi ved 
ikke set i computersimuleringer af bevægelse af korngrænser, hvor korngrænserne drives frem 
ved andre metoder (11-13, 15), hvilket indikerer, at typen af drivende kraft har indflydelse på 
selve processen. Fig.4 viser også energitæthedsforskellen mellem den del af 
simuleringscellen, som repræsenterer den deformerede matrix og den del, som repræsenterer 
det rekrystalliserende korn. Denne størrelse kaldes det drivende tryk, fordi energitæthed har 
samme enhed som tryk. Det ses tydeligt fra fig.4b, at bevægelsen varierer stærkt på trods af et 
konstant drivende tryk, hvilket ikke stemmer overens med den sædvanlige antagelse om, at 
bevægelseshastighed og drivende tryk er proportionelle (i det mindste ikke på dette atomare 
niveau). Vi mener, at den irregulære vækst som ses her indikerer, at den lokale fordeling af 
den drivende kraft (dislokationerne), og ikke bare størrelsen af den, må have indflydelse på 
detaljerne i bevægelsen. 
Figur 5 Sekvens af en absorptionsproces. Det ses hvordan en korngrænse, som 
indledningsvist er flad, skyder ud i en spids, i det øjeblik dislokationen bliver absorberet. 
Efterfølgende flader korngrænsen igen ud til en form, som svarer til udgangspunktet. 
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 MD simuleringerne muliggør, at bevægelse af korngrænser kan studeres i stor detalje. Fig.5 
onklusion 
ejde har vi påvist, at det kan lade sig gøre at simulere rekrystallisation på et 
ak 
ry Trautt og Moneesh Upmanyu, Colorado School of Mines, skal have en stor tak for 
viser en korngrænse imens den absorbere en af dislokationerne i en dislokationsvæg. 
Processen kan deles op i tre trin: 1) Indledningsvist er grænsen flad og bevæger sig langsomt 
mod dislokationen i en homogen proces. 2) Korngrænsen skyder pludseligt ud i en spids, og 
absorberer dislokationen totalt, hvorved energien, som er associeret med dislokationen, 
elimineres. Dette sker dog på bekostning af en øget korngrænseenergi, som opstår fordi 
korngrænsens længde øges. 3) Den øgede korngrænseenergi fjernes gradvist ved at 
korngrænsen langsomt rettes ud igen indtil den opnår en facon svarende til udgangspunktet. 
Absorptionsprocessen viser tydeligt hvorledes tilstedeværelsen af dislokationer påvirker 
korngrænsebevægelsen. Således kan grænsebevægelsen under rekrystallisation, hvor 
bevægelsen er drevet af dislokationsstrukturer, ikke forventes at være den samme som under 
kornvækst, hvor bevægelsen er drevet af reduktion i korngrænseoverflade. 
Korngrænsebevægelse må studeres i den rette kontekst, altså med den rette type drivende 
kraft. 
 
K
Med dette arb
fundamentalt niveau ved hjælp af MD teknikken. Resultaterne viser, at korngrænsebevægelse 
under rekrystallisation kan være stærkt irregulær, hvilket adskiller disse simuleringer fra 
andre typer simuleringer af bevægende korngrænser foretaget med MD. Vi mener, at 
irregulariteterne skyldes tilstedeværelsen af dislokationer, som påvirker korngrænseformen 
under processen. Gennem kommende studier vil vi forsøge at forstå, hvorledes variationer i 
dislokationsstrukturerne påvirker den overordnede grænsebevægelsesproces, så vi kan få 
yderligere indsigt i hvordan korn vokser i den deformerede struktur under rekrystallisation. 
En ny viden, som på sigt kan bidrage til en bedre kontrol med forarbejdningsprocesser, så 
ønskede materialeegenskaber kan opnås. 
 
T
Zacha
deres hjælp til at få simuleringerne op at køre. Jakob Schiøtz og Karsten Jacobsen, DTU, 
fortjener også en særlig tak for gode råd til hvordan rekrystallisation kan simuleres med MD. 
Vi vil også gerne takke venner af og medarbejdere i Grundforskningscenteret: Metalstrukturer 
i Fire Dimensioner, især Roy Vandermeer, Brian Ralph, Wolfgang Pantleon, Henning Friis 
Poulsen, Niels Hansen og Jeppe Dyre. Endelig vil vi takke Danmarks Grundforskningsfond 
for at støtte Grundforskningscenteret: Metalstrukturer i Fire Dimensioner i hvilket dette 
arbejde blev udført. 
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Abstract 
Recrystallization is governed by the migration of high angle grain boundaries traveling through a 
deformed material driven by the excess energy located primarily in dislocation structures. A method 
for investigating the interaction between a migrating grain boundary and dislocation boundaries 
using molecular dynamics (MD) was recently developed. During simulations migrating high angle 
grain boundaries interact with dislocation boundaries, and individual dislocations from the 
dislocation boundaries are absorbed into the grain boundaries. Results obtained previously, using a 
simple Lennard-Jones (LJ) potential, showed surprisingly irregular grain boundary migration 
compared to simulations of grain boundary migration applying other types of driving forces. 
Inhomogeneous boundary-dislocation interactions were also observed in which the grain boundaries 
locally acquired significant cusps during dislocation absorption events. The study presented here 
makes comparisons between simulations performed using a LJ- and an embedded atom method 
(EAM) aluminum potential. The results show similarities which indicate that it is the 
crystallographic features rather than the atomic interactions that determine the details of the 
migration process. 
 
Introduction 
Metallic properties are to a very large extent determined by the microstructures within the metals, 
and understanding the fundamental microstructural evolution of metals during processing, such as 
deformation and annealing, is a key issue within metallurgy. Recrystallization, where grains with 
near-perfect crystal lattices form and grow at the expense of the surrounding defect-filled deformed 
material, is a process that drastically changes the microstructure of metals during annealing. 
Essentially every part of a metal sample changes crystallographic orientation during 
recrystallization [1]. Recrystallization is governed by the migration of high angle grain boundaries 
that sweep up deformation-introduced defects, driven by the energy reduction associated with the 
defect removal. In this study we simulated the fundamental interactions between migrating grain 
boundaries and defect structures during recrystallization using the MD technique with an EAM 
aluminum potential. Previously we carried out simulations using the same simulation setup but with 
a simplistic LJ-potential [2]. This article poses the question if the observed effects in the LJ study 
were a consequence of the simplistic potential used or actual effects of local crystallography. 
 
Recrystallization Using Molecular Dynamics 
An MD algorithm calculates the trajectory in space and time of every atom in the simulated volume, 
which enables very detailed dynamical investigations of a variety of problems, for example 
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different types of grain boundary migration phenomena [3,4,5]. The downside of this level of detail 
is the computational power needed to do the calculations, which limits the size and period that can 
be simulated. Typically only nanometer-sized volumes can be simulated and only for a few 
nanoseconds. Since nuclei of recrystallizing grains have to be above a critical size of typically a few 
micrometers to grow, it is impossible to simulate an entire recrystallizing grain within a matrix of a 
deformed material using MD. In this study we simulate a small section of a migrating grain 
boundary, separating the recrystallizing grain from the matrix. 
 
During recrystallization grain boundaries migrate, driven by the presence of defects in the deformed 
matrix. The driving force is determined by the defect structure in the deformed matrix, which 
typically consists of dislocations organized in dislocation boundaries [6]. The basic process of 
recrystallization is the interplay between the migrating grain boundaries and the dislocations. 
 
During the simulations presented here, the grain boundary moved and absorbed dislocations. The 
simulations were not set up to exactly mimic the complicated microstructure in the deformed 
matrix, but to capture essential features. 
 
Method 
The method, that has been used previously with the LJ-potential, is described in detail elsewhere 
[2,7]; this section summarizes the most important aspects. The method consists of three stages; 
setup, relaxation and annealing. In the setup stage, the atoms is placed in the simulation volume as 
blocks with an fcc crystal structure. The interfaces between the blocks will, during relaxation and 
annealing, develop into grain- and dislocation boundaries. The grain boundaries are chosen to be 
pure tilt 40º<111> and the dislocation boundaries pure tilt 10º<111>. During relaxation, atoms that 
are overlapping are removed and the energy of the entire simulation volume relaxed using a short 
Monte Carlo (MC) simulation run. This is done to avoid a local excess of potential energy. The 
actual simulation of recrystallization happens in the annealing stage. During this, the MD 
trajectories of the atoms 
collectively facilitate the 
grain boundary migration. 
In the annealing stage we 
used a standard constant 
volume and temperature 
velocity verlet MD 
algorithm [8] and the 
EAM-potential of Voter 
and Chen [9]. The 
simulations were set up in 
a rectangular box of size: 
x=399Å, y=173Å, z=21Å, 
which consisted of 
≈ 110*103 atoms. Periodic 
boundary conditions were 
applied in the x-, y- and z-
directions. We performed 
simulations at 
temperatures: T=100, 
200,..., 900K. A simulation 
cell seen from the z-
direction is shown in 
fig.1a. The simulation 
volume is divided into 
Figure 1 a Averaged simulation cell seen along the z-direction for an 
EAM-simulation. The simulation volume has been divided into boxes 
of size 2.86Å×2.86Å×21Å, the average energy of the atoms within a 
box has been calculated and the figure colored accordingly. b Energy 
profile along the x-direction; dots represent data points, full lines, fits. 
Clear peaks are visible representing the grain boundaries. Also a 
somewhat higher potential energy within the matrix part compared to 
the grain part of the simulation cell can be seen.  
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boxes of one interatomic distance (2.86Å). The average potential energy of the atoms within each 
box has been calculated and the box colored accordingly. This makes the structures in the 
simulation cell stand out very clearly; grain boundaries as well as individual dislocations in the 
dislocation boundaries are seen. All simulations presented here have a dislocation density of 
7*1016m-2 (length of dislocation per unit volume), orders of magnitude larger than what is typically 
observed experimentally. We choose this high dislocation density to reduce the simulation time. 
The potential energy profile shown in fig.1b, obtained by calculating the potential energy of the 
atoms as a function of x, shows the position of the two grain boundaries in the simulation cell as 
energy peaks. By fitting the peaks by a Gaussian function and using the mean value as the position 
of the grain boundary, the boundary positions are defined with high precision. 
  
Results and Discussion 
During simulations, the grain boundaries move, sweeping up dislocations. The process can be 
analyzed both qualitatively as well as quantitatively. In [2] is was reported that the morphology of 
migrating grain boundaries in a LJ-system was inhomogeneous involving large grain boundary 
curvatures during dislocation absorption events and the overall grain boundary migration process 
was very irregular with varying migration rates. Quantitatively the extracted activation energies 
were smaller than what has been found experimentally. 
 
The simulations presented here, which used 
an EAM-system, produced migration rates 
from zero at low temperatures to around 
10ms-1 at 900K. Simulations at 100K, 
200K, and 300K did not produce grain 
boundary movement at all and the 
simulation at 400K only produced grain 
boundary movement in the first couple of 
hundred picoseconds; after this initial 
movement of a few Å, the grain boundary 
stopped and remained fixed for the rest of 
the simulation. 
 
At higher temperatures the overall grain 
boundary migration process observed in the 
EAM-simulations was irregular in the same 
way as it was in the LJ-simulations. The 
average distance traveled by the two grain 
boundaries s and the driving pressure P for 
the 600K simulation are shown in fig.2. It is 
seen that P remains constant throughout the 
entire simulation, although there is some 
scatter. The growth rate on the other hand 
varies quite significantly. These types of irregularities become less pronounced at higher 
temperature, where the migration rate is higher and dislocations are swept up more rapidly, 
indicating that the localization of the driving force in the dislocations affects the migration process, 
something that was not as clear in the LJ-simulations due to the somewhat smaller distances 
traveled by the grain boundaries in those simulations. The variations in the growth rate observed in 
the simulations presented here are more pronounced than observed in the MD simulations of grain 
boundary migration driven by other types of driving forces [4,5,10]. This was also the case for the 
LJ-simulations, which proves that the detailed description of the migration process depends on the 
type of force acting on the grain boundary.  
  
Figure 2 Average distance travelled by grain 
boundaries s and driving pressure P for the 600K 
EAM-simulation plotted as a function of time. 
Straight lines are fits to data used to extract the 
average velocity and driving pressure.  
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Figure 3 Arrhenius plot of average mobilities for 
the EAM-simulations. Data from simulations at 
100K-400K are not included since no clear grain 
boundary migration is seen in these cases.  
The mobility, defined as M=v/P, where v is the migration rate and P is the driving force, can be 
calculated by taking as v and P the average values represented by the fits in fig.2. Generally an 
Arrhenius behavior for the mobility is assumed; 0/ ( / )a BM M exp E k T= − , where M0 is the mobility at 
infinite temperature, Ea is the (apparent) activation energy and kB the Boltzmann constant. As seen 
in fig.3 mobilities from the simulations follow the Arrhenius behavior quite well. 
 
The activation energy extracted from the fit 
is 0.32eV. The activation energy extracted 
from the LJ study, converted by fitting the 
LJ-units to the length, mass, and cohesive 
energy of aluminum, is 0.25eV [2]. 
Activation energies found in experiments 
are much larger; typically activation 
energies for aluminum and aluminum 
alloys are 1-2eV [11,12,13]. Our findings 
here reject the possibility that the 
discrepancy in activation energy between 
the LJ-simulations and experiments is due 
to an oversimplified potential; it must be a 
result of something else. Solute drag may 
be rate controlling in experiments [12], and 
since both the LJ- and EAM-simulations 
contained no solute particles, this could be 
the explanation for the discrepancy.  
 
Two types of dislocation absorption events, 
named α- and β-type events, were observed 
in the LJ study [2]. The α-type event is 
characterized by a cusp in the grain 
boundary that ‘shoots out’ very quickly and absorbs the dislocation without the dislocation moving. 
After the dislocation has been absorbed the grain boundary flattens in a process much slower than 
the ‘shooting out’. The β-type event is characterized by the dislocation moving into the grain 
boundary without any significant grain boundary distortion. The left column of images in fig.4 
shows an α-type event from a LJ-simulation and the middle column of images show a β-type event. 
 
In the EAM-simulations only one type of absorption event was observed. It is neither a pure α- nor 
a pure β-type but it has a mixed character. In the right column of images in fig.4 a dislocation 
absorption event from the EAM-simulations is shown. A cusp in the grain boundary develops as the 
grain boundary absorbs the dislocation, but the cusp is not as pronounced as for the α-type in the 
LJ-simulation. It is seen that the dislocation core is not located in the same position in the 15ps-
image as it was in the 0ps-image, which means that the dislocation has moved towards the grain 
boundary at the same time as the grain boundary cusped. It should be mentioned that the distance 
moved by the dislocation is smaller than that typically observed in the LJ β-events. A third 
difference between LJ and EAM is in the structure of grain boundaries; the LJ grain boundaries are 
thicker and seem to contain more free volume than EAM grain boundaries.  
Recrystallization and Grain Growth III1084
  
Figure 4 Dislocation absorption events in LJ-simulations (α-type left column, β-type middle column) and an 
EAM-simulation (right column). Atoms are colored according to their potential energy; blue represents low 
potential energy, red high. Atom positions and energies are averaged over several simulation snapshots to 
average out fluctuations in energy.  
 
Conclusions 
The EAM-simulations presented here show both differences and similarities with otherwise 
identical simulations using the LJ-potential. 
 
The dislocation absorption events in the EAM-simulations are neither identical to the LJ α-type nor 
the β-type events. The EAM events produce cusps like the LJ α-type events, but there are several 
qualitative differences: The distortion in the grain boundary morphology during dislocation 
absorption events is less pronounced for EAM-events. The dislocations being absorbed do not move 
during the LJ α-type events. During EAM-events, the dislocations move into the grain boundary 
simultaneously with the cusp formation on the grain boundary. It is also worth mentioning that the 
EAM grain boundary is thinner than the LJ boundary, containing less free volume. 
 
Grain boundary migrations in the EAM- and LJ-simulations have the same overall behavior. They 
exhibit the same type of irregularities, where grain boundary migration rates changes over time; 
probably due to the inhomogeneous distribution of the driving force originating from individual 
dislocations. The activation energies for grain boundary migration using the EAM- and the LJ-
potentials are quite similar; LJ: 0.25eV, EAM: 0.32eV. We will not put too much emphasis on the 
almost identical values of the activation energies, but instead emphasize the very large discrepancy 
between the values from simulations and experiments, which apparently cannot be understood from 
the nature of the interatomic potential. 
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Although there are differences between the EAM- and LJ-simulations, the overall results do not 
depend much on the interatomic potential, indicating that the results stem primarily from 
crystallographic effects. 
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Abstract. Molecular dynamics simulations of grain boundary migration, where
the driving pressure P is the excess stored energy due to dislocation structures,
have been performed. This represents recrystallization in metals. Two types
of dislocation structures have been simulated: (a) twist dislocation boundaries,
where screw dislocations are arranged in interconnected dislocation networks,
(b) Tilt dislocation boundaries, where edge dislocations are arranged as parallel
arrays. The velocity v and mobility M of the migrating boundaries have been
calculated from the simulations. v andM are higher in twist-type simulations than
in tilt-type simulations, although the activation energies are similar in the two
cases. v ∝ P is observed for tilt-simulations where the driving pressure is changed
by varying the density of dislocation boundaries and for twist-simulations where
the driving pressure is changed by varying the misorientation across dislocation
boundaries. When the misorientations across edge dislocation boundaries are
varied, however, the simulations show v ∝ P 2. This may be explained by local
interactions between the grain boundaries and the dislocations. Misorientation-
variations across grain boundaries have also been simulated, but the mobilities
show little dependence on this. These simulations show that variations in the
dislocation structures may play a dominant role in recrystallization dynamics and
that local effects are very important.
PACS numbers: 81.10.Jt, 87.10.Tf, 61.72.Lk, 61.72.Mm
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1. Introduction
When a metal is deformed plastically, huge amounts of defects are introduced into
the crystal lattice in the form of vacancies and dislocations. The defects created
increase the free energy stored in the metal. If the metal is subsequently subjected
to annealing, the defects may reorganize and disappear during various processes.
In the first stages of annealing, typically termed recovery, most of the vacancies
disappear by diffusion. The dislocations will, during deformation and recovery,
arrange themselves in dislocation boundaries, which are low energy configurations
compared to free dislocations. Some dislocations may also annihilate or move into
grain boundaries or free surfaces and disappear during recovery. If annealing is
continued, recrystallization may set in. During recrystallization new almost defect-
free grains nucleate and grow within the deformed material. The growth, which
is governed by the migration of the grain boundaries surrounding the new grains,
is driven by the excess energy present in the defect structures in the surrounding
deformed material. Large microstructural changes happen during recrystallization
because essentially every part of the recrystallizing metal is transformed [1]. After total
recrystallization, the majority of defects has been absorbed by the migrating grain
boundaries, and the metal has obtained a polycrystalline microstructure consisting of
grains with near-perfect crystalline lattices.
Recent experiments have demonstrated that recrystallization is a much more
inhomogeneous process than normally assumed in typical recrystallization models.
For example, by using the so-called three-dimensional X-ray diffraction (3DXRD)
technique Lauridsen et al. found that the volume of every recrystallizing grain evolved
differently over time [2]. Schmidt et al. found, also using 3DXRD techniques, that
different boundary-parts of a single recrystallizing grain may exhibit different growth
rates at different times during the recrystallization process [3]. Schmidt et al. also
observed that the shape of a recrystallizing grain boundary may be irregular. Similarly,
Martorano et al. found that on the very fine scale protrusions (local bulges on the
grain boundary) may form during recrystallization [4]. Such protrusions were also
seen by Beck et.al [5] and Vandermeer and Gordon [6] but were not discussed in any
great detail or used in subsequent models.
All of these inhomogeneities are expected to be caused by the structures in the
deformed material. Understanding how the migrating boundaries of the recrystallizing
grains are driven by and interact with the structures in the deformed metal may be
essential for understanding the observed recrystallization inhomogeneities.
Experimental or theoretical techniques with very high spatial and temporal
resolutions are necessary in order to analyze the interactions between migrating grain
boundaries and dislocations. So far no suitable experimental technique exists for in-
situ observations. The molecular dynamics (MD) simulation technique has very high
spatial and temporal resolutions because it simulates the motion of individual atoms.
MD simulations of migrating grain boundaries driven by curvature [7, 8], the migration
of triple-junctions [9], elastic strain [10] or a synthetic driving pressure [11] have
been performed. All of these simulations exhibit homogeneous boundary migration
in the sense that the boundary at some point obtains a stable shape, which it keeps
throughout the rest of the simulation. MD simulations of boundary migration during
recrystallization do not exhibit homogeneous grain boundary migration in general. In
[12] is was found that migrating grain boundaries may be perturbed when interacting
with dislocations in dislocation boundaries.
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The investigation performed in [12] was carried out with one type of grain
boundary interacting with one type of dislocation boundary only. In this study
we will perform a parameter study of dislocation driven boundary migration to
investigate how different types of dislocation- and grain boundaries influence the
grain boundary morphology, the migration rate, the mobility and the activation
energy of the grain boundaries. Two types of dislocation structures are investigated:
(1) dislocation boundaries consisting of interconnected screw dislocation networks
(pure twist boundaries), (2) dislocation boundaries consisting of individual edge
dislocations (pure tilt boundaries). Simulations where temperature, grain boundary
misorientation, driving pressure and dislocation boundary misorientation are varied
have been performed.
In section 2, the theoretical background for the study is given and in section 3
we describe how the simulations are carried out and analyzed. In section 4 we present
the results which are then discussed and compared to experimental work and other
simulations in section 5. Finally, in section 6, the conclusions are drawn.
2. Background
MD simulations of boundary migration have among other things been used to extract
driving pressures, velocities and mobilities for migrating grain boundaries. Generally
the following relationship is assumed:
v =MP (1)
v is the velocity, P is the driving pressure andM is the mobility for the boundary.
M is expected to depend on the five degrees of freedom of the boundary (three
for the misorientation relationship between the crystal lattices on each side of the
boundary plus two for the inclination of the boundary). Since boundary migration is a
thermally activated process, the mobility is expected to have an Arrhenius temperature
dependence:
M =M∞ exp
(−Ea
kbT
)
(2)
M∞ is the mobility when extrapolated to infinite temperature, Ea is the activation
energy, kb is the Boltzmann constant and T is the temperature.
The microstructure at the onset of recrystallization is composed primarily of
dislocation boundaries created during deformation and recovery. For low angle
dislocation boundaries, the elastic energy generated by the dislocations can be
calculated using the Read-Shockley formula [13]:
γ = γ0θ[A− ln(θ)] (3)
where γ is the energy of the dislocation boundary per unit area, θ is the
misorientation across the dislocation boundary and γ0 and A are constants. Although
this formula is only valid for low-angle dislocation boundaries, it often fits data up
to much higher misorientations quite well [13, 14, 15]. The driving pressure for
recrystallization can be found by integrating the energy of all dislocation boundaries
within a certain volume of the deformed metal. The driving pressures in the
simulations performed in this study are taken as the potential energy density difference
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Figure 1. Setup geometries for (a) twist simulation cell with screw dislocation
boundaries and (b) tilt simulation cell with edge dislocation boundaries. Atom-
blocks are marked by numbers: 1 belongs to recrystallizing grain, 2 and 3 belong
to deformed material.
between the part of the simulation representing the the deformed matrix and the part
of the simulation representing the recrystallizing grain:
P =
Umatrix
Vmatrix
− Ugrain
Vgrain
(4)
The true driving pressure for recrystallization is the free energy density difference
between the deformed matrix and the recrystallizing grain, but because dislocation
structures are causing the energy difference and the entropy contribution due to the
introduction of dislocations in a metal is very small[16], the potential energy difference
is assumed equivalent to the free energy difference in our simulations.
3. MD Methods
The MD technique, applied in this study, solves the classical Newtonian equations
of motion for the simulated atoms iteratively [17]. The motion is governed by the
interaction-potential between the atoms. In this study a so-called effective medium
theory (EMT) interaction-potential for copper is used [18].
The simulation methodology applied has been used before, and is described
in detail in [12, 19]. The purpose of the methodology is not to simulate an
entire recrystallization process, but to simulate the fundamental process during
recrystallization, namely migrating grain boundaries driven by the presence of
dislocations. In the simulations, the dislocations are organized in dislocation
boundaries because such dislocation-microstructures are typically present in metals
at the onset of recrystallization. The simulation methodology consists of three steps:
setup, relaxation and annealing:
3.1. Setup
During setup the atoms are placed inside the simulation cell. One simulation cell
typically consists of 105 atoms. Blocks of atoms arranged in fcc-crystal lattices
are generated and put into the simulation cell. The dimensions of the blocks are
chosen such that they fill out the entire volume of the simulation cell. In order for
the simulations to generate grain- and dislocation boundaries, the orientation of the
crystal lattice in each block must be different. We have simulated grain boundaries
with misorientations & 20 deg. and dislocation boundaries with misorientations . 20
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deg. When the misorientation across an interface is & 20 deg., an amorphus layer will
be formed at the interface, i.e. individual dislocations will be indistinguishable. All
crystal blocks in the present simulations have the [111]-direction along the z-axis and
are rotated by different amounts around this. If an interface has the normal vector
perpendicular to the rotation axis it is a tilt boundary and if it has the normal vector
parallel to the rotation axis it is a twist boundary.
Figure 1 shows the two types of simulation setups (simulation geometries) used.
(a) The screw-type geometry contains pure twist dislocation boundaries, and therefore
only screw dislocations. (b) The edge-type geometry contains pure tilt dislocation
boundaries, and therefore only edge dislocations. The numbers in figure 1 indicate the
blocks placed in the simulation cells. Blocks numbered 1 represent the recrystallizing
grains while blocks numbered 2 or 3 represent the deformed material. The migrating
grain boundaries are the interfaces between the blocks numbered 1 and the combo
of blocks numbered 2 and 3. As discussed in [12], this geometry i chosen because it
captures dominating features of typical deformation microstructures. The dislocation
boundaries are the interfaces between blocks numbered 2 and 3. In most of the
simulations, the misorientations of the migrating grain boundaries are on average
≈ 40 deg., because grain boundaries with this misorientation are known to have high
mobilities [5, 20]. Fast boundaries reduce the simulation time. The misorientation
between blocks marked 1 and 2 is different from the misorientation between blocks
marked 1 and 3, but the average misorientation is around 40 deg.
The misorientations of the dislocation boundaries are different in the different
simulations. Periodic boundary conditions are applied to the simulation cell along
the x-, y- and z-axes to avoid surface effects. This also means that blocks with
equal numbers in figure 1 can be considered as the same block. The simulation cells
are thinned in directions of high symmetry, i.e. the z-direction for the edge-type
simulation cell and in the x-direction for the screw-type cell. No size effects due to
this have been observed in the simulations.
The way the simulation cells are set up ensures that near-constant driving
pressures are obtained. This is because the driving pressure in a simulation depends on
the dislocation density in the dislocation boundaries, given by the dislocation spacing.
The dislocation spacing within the dislocation boundaries stays constant during the
course of the simulation because the dislocations are absorbed at the rate by which the
grain boundaries move forward (one dislocation is absorbed when the grain boundary
has travelled a distance equal to the dislocation spacing).
The distance between dislocation boundaries are made small compared to the
spacing between dislocation boundaries typically seen in deformed metals. This create
higher driving pressures, but the high driving pressures are necessary in order to run
the simulations within a reasonable amount of computational time.
Different series of simulations have been performed in order to investigate different
aspects of dislocation driven boundary migration. These are listed in table 1. The ‘Ea
edge’ and ‘Ea screw’ series contain simulations of the edge- and screw-type simulation
cells at different temperatures in order to extract activation energies (see section 4.3).
The series ‘θb edge’ contains simulations where the misorientation across the grain
boundaries is varied (see section 4.4). The ‘P edge’ series contains simulation of the
edge-type where the misorientation across all interfaces are kept constant but the
driving pressure is changed by varying the size of the simulation cell (see section 4.5).
Finally, the series ‘θd edge’ and ‘θd screw’ contain simulations where the misorientation
across the dislocation boundaries are varied (see section 4.6).
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name cell type T θb θd N lx ly lz
[K] [deg.] [deg.] [x1000] [A˚] [A˚] [A˚]
Ea edge b 100–1300 24.8 6.0 106 172 295 25
Ea screw a 100–1300 24.8 6.0 107 25 295 175
θb edge b 1200 25–60 9.9 78–96 ≈ 100 ≈ 400 25
P edge b 1200 37.2 9.9 77–309 103–410 355 25
θd edge b 1200 ≈ 40 2.6–19.1 ≈ 108 162 314 25
θd screw a 1200 ≈ 40 4.2–19.0 100–200 29–60 ≈ 400 100
Table 1. Simulations performed. T is the temperature, θb is the grain boundary
misorientation, θd is the dislocation boundary misorientation, N is the number of
atoms, lx, ly and lz are the simulation cell dimensions.
3.2. Relaxation
Atoms at the interface between two blocks may overlap after the crystal-blocks have
been set up. If the MD simulation is started right away, these atoms may produce large
excess energies, which may lead to local melting at the interfaces. In order to avoid
this, atoms that are closer than a certain cut-off distance are removed. In order to
relax the structure of the remaining atoms, a ‘high friction’ MD minimization-scheme
is performed using the ‘As Soon As Possible’ (ASAP) MD program[21].
3.3. Annealing
The final step in a simulation is the MD run, i.e. the annealing. The simulations are
performed using the ASAP MD program[21].
At the beginning of every simulation the temperature is increased relatively slowly
(100K/5000 iterations) to obtain a controlled heating to the target temperature. When
the target temperature is reached, the simulation is run at this temperature using
Langevin dynamics. Pressure is kept constant near zero by adjusting the dimensions
of the simulation cell for every 100 iterations. One iteration correspond to 5× 10−15s.
3.4. Common Neighbor Analysis – CNA
CNA is used to analyze the local structure around atoms and to identify for example
fcc, hcp and other structures [22]. In ASAP, atoms are assigned the value 0 if they
are in a fcc neighborhood, 1 if they are in a hcp neighborhood and 2 if they are in
neither fcc or hcp. Atoms near stacking faults in fcc metals show up as hcp atoms in
the CNA implemented in ASAP.
In order for CNA to work, the atom positions must be very close to their
equilibrium positions (local energy minima). An easy way to identify these, is to
average the atomic positions from several consecutive iterations in the MD integrator
because most of the atomic movements are vibrations around the atoms’ minimum
energy configurations. Every atomic configuration shown in this paper is produced by
averaging positions from 50 consecutive iterations.
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Figure 2. Skeletonized simulation cells, obtained by making atoms in a fcc
neighborhood invisible. (a) Screw dislocation network in a screw-type simulation
cell. (b) Edge dislocations running parallel to the z-direction in an edge-type
cell. Colors indicate the local crystal structure: green represents hcp structure,
red represents structures different from both fcc and hcp. Grain boundaries and
dislocation cores are red, stacking faults are green. Some splitting into partial
dislocations occur in the edge-type cell while rather large areas containing stacking
faults are observed in between partial dislocations in the screw-type cell.
4. Results
4.1. Dislocation Structure
The dislocation structures formed in the edge- and screw-type simulation cells can
be observed by making all atoms in a local fcc environment, i.e. atoms with CNA-
values of zero, invisible. Figure 2 shows such ‘skeletonized’ simulation cells. The grain
boundaries are seen as massive red atom-arrangements and dislocations are seen as
smaller red strings of atoms. In both edge- and screw- simulation cells, dislocations
split into partial dislocations with stacking faults in between. This is most clearly
seen in the screw-type simulation cell in figure 2.
The dislocation densities created in the simulation cells are of the order of
10−3A˚−2 equivalent to 1017m−2 (dislocation length per unit volume). This is
some orders of magnitude higher than values typically seen in deformed metals
experimentally [16], and is the result of the close spacing chosen for the dislocation
boundaries mentioned above.
4.2. Boundary Migration
The grain boundaries absorb the dislocation as they migrate during the simulation.
The interactions between migrating grain boundaries and edge dislocations were
simulated using a Lennard-Jones potential and discussed in great detail in [12] but shall
be summarized here for clarity. When a grain boundary approach an edge dislocation
being parallel to the boundary, the boundary may cusp out and absorb the dislocation
in a process much faster than the overall migration of the boundary. This was named
an α-type absorption event in [12]. This type of events also takes place in the present
simulations. Figure 3(a-c) show an α-event from the present simulations. Three
images taken at different times during the simulation are shown: (a) Initially, the
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Figure 3. . An α-type absorption event in an edge-type simulation (a-c) and
the corresponding structure of the grain- and dislocation boundaries in a screw-
type simulation (d-f) seen at the atomistic level. One layer of atoms is seen,
colored according to the CNA: Red and green represent the same as in figure 2,
blue represents local fcc-structure. Voids or overlaps may be seen as the result of
atoms being misplaced compared to the observed layer. (a) The grain boundary
approaches the dislocation slowly. (b) At some point the boundary cusps out and
absorbs the dislocation. (c) The boundary flattens and returns to its initial shape.
(d-f) The structure is more or less flat during the entire migration process. Notice
that the dislocations in the screw dislocation network move during the simulation.
grain boundary is almost flat and approaches the dislocation slowly. (b) At some point,
the boundary shoots out in a cusp and absorbs the dislocation. This happens very
quickly compared to the overall timescale of the simulation. (c) The grain boundary
flattens after having absorbed the dislocation and obtains the same shape as before
the absorption event.
The dislocation being absorbed will in many cases move towards the grain
boundary at the same time as the cusp is formed by grain boundary. This was called
a mixed event in [12]. In some extreme cases the grain boundary morphology is
completely unaffected by the dislocation moving into it. This was called a β-event in
[12].
For the screw dislocation simulations such events are not seen. The interconnected
network of dislocations ensures that the grain boundaries are continuously in contact
with the dislocations. Figure 3(d-f) show how the grain- and dislocation-boundaries
interact in a screw-type simulation. It is seen that the shape of the grain boundary
is fairly constant. It can also be seen that the dislocations in the screw dislocation
network are not stationary but move during the simulation.
The positions of the grain boundaries can easily be found due to the simple
geometries of the simulation cells. Figure 4(a) shows a part of the x-y-plane of an
edge-type simulation, where the CNA-values of the atoms are averaged over small
rectangular volumes. The dislocations are seen as localized areas of increased intensity
while the grain boundary shows up as an broad line of high intensity perpendicular
to the y-axis. By projecting the CNA-values of the atoms of a simulation cell onto
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Figure 4. Boundary and dislocation tracking. (a) Edge-type simulation cell seen
from the z-direction. The image is colored according to CNA values. A grain
boundary and three dislocations are seen. (b) The CNA-values of all atoms are
projected onto the y-axis, which makes identification of the positions of the grain
boundary and the dislocations possible. The full lines indicate Gaussian fits.
the y-axis, the grain boundary and dislocations clearly stand out as high intensity
peaks. In figure 4(b) such a projection is shown. Gaussians are fitted to the peaks of
the grain boundary and one of the dislocations. The positions (y-coordinates) of the
grain boundary and the dislocation are defined as the mean values of the Gaussian fits.
Grain boundary tracking using the same methodology is possible in the screw-type
simulations, but dislocation tracking is not possible. The complicated dislocation
networks, with dislocations being along different directions, makes it impossible to
identify the positions of the dislocations by making projections in any direction.
Growth curves can be created by tracking the grain boundary position over
time. The average distance s travelled by the two grain boundaries in an edge-
type simulation cell and the driving pressure P are plotted as a function of time
in figure 5(a). The growth curve exhibits irregular fluctuations in the grain boundary
velocity that are not coupled to changes in the driving pressure; no changes in P are
seen at the times where s fluctuates. The fluctuations in s seem to be caused by
local interactions between the migrating grain boundaries and the dislocations: The
vertical lines in figure 5(a) indicate the times when a dislocation is absorbed by a grain
boundary. There seems to be a direct correlation between the fluctuations in s and
the dislocation absorption events, i.e. s is increasing fast at times where dislocation
absorbtion events happen. This is most clearly seen at t ≈ 1300ps.
A cusp on a grain boundary, produced during an absorbtion event, changes the
position of the parts of the boundary participating in the cusp. This does, however, not
change the value of s significantly. If the part of the boundary that participates in the
cusp is excluded in the analysis, s only changes by .1 to .2A˚, which is much less than
the fluctuations observed in figure 5(a). This means that the fluctuations indicate
when a grain boundary as a whole moves faster, which happens during absorption
events as shown above.
Toward the end of the edge simulation, the velocity drops. This drop is associated
with a drop in the driving pressure, which indicates that the dislocation density has
gone down significantly. The drop in dislocation density happens because the grain
boundaries are very close to each other at the end of the simulation and only few
Simulations of grain boundary migration driven by dislocation structures 10
a
0 500 1000 1500 20000
10
20
30
 
s 
[Å
]
−1
−0.5
0
0.5
1
1.5
2x 10
−3
 
P 
[eV
/Å
3 ]
 M =31.3122 Å4/ps eV
 t [ps]
b
0 500 1000 1500 2000 25000
10
20
30
40
50
 
s 
[Å
]
−1
−0.5
0
0.5
1
1.5
2x 10
−3
 
P 
[eV
/Å
3 ]
 M =110.2628 Å4/ps eV
 t [ps]
Figure 5. Growth curves from (a) an edge-type simulation cell and (b) a screw-
type simulation cell. The average distance travelled by the two grain boundaries
s and the driving pressure P is plotted as a function of simulation time. In
the beginning of any simulation, the growth curve exhibit a transient stage
corresponding to the slow heating of the system. The movement of the grain
boundaries are irregular in the edge-type cell, which is probably due to interactions
with dislocations. The vertical lines marks dislocation absorption events. The
irregularities are less pronounced in the screw-type simulation.
dislocations are left. The disappearance of one dislocation will therefore change the
dislocation density significantly.
Figure 5(b) shows a growth curve for a screw-type simulation. The irregularities
seem to be much smaller, although not completely gone. Interactions with single
dislocations do not happen in the screw-simulations due to the continuous dislocation
network.
4.3. Mobilities and Activation Energies
Although the boundary velocity exhibit irregularities/fluctuations in most cases, the
average velocity can be found as < v >= ∆s/∆t, where ∆s is the distance travelled
by the boundary and ∆t is the simulation time, both measured from the point where
the simulation reaches the target temperature to the point where the driving pressure
changes due to the removal of the last dislocations in the simulation cell. The apparent
mobility for each simulation is calculated as < M >=< v > / < P >, where < P >
is the average of the driving pressure calculated in the same range as < v >.
Figure 6(a) shows log < M > vs. (kBT )−1 for the ‘Ea edge’ series of simulations
(see table 1). The data-points for T ≤ 400K are excluded because insufficient
movement of the grain boundaries took place during these simulations. The low limit
for the mobilities that can be ‘measured’ in these simulations is given by the time that
a simulation is allowed to run because the distance moved by the grain boundaries
has to be of a certain magnitude to extract mobilities. In this study the maximum
simulation times are of the order of one month on a standard 3GHz single processor
PC. The data-point for T = 1300K is excluded because melting occurred. Figure 6(b)
shows the same plot, but for the ‘Ea screw’ series of simulations. Here the data-points
for T ≤ 200K and T = 1300K are excluded for the same reasons as in the edge-type
simulations.
The mobilities extracted from these simulations are in the range .5 – 38A˚4/ps eV
(3×10−10 – 2.4×10−8 m4/J s) for edge simulations and .5 – 160A˚4/ps eV (3×10−10 –
1.00× 10−7 m4/J s) for screw simulations. It is noticeable that large differences exist
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Figure 6. logM vs. (kBT )
−1 for the simulations with dislocation boundaries
containing (a) edge and (b) screw dislocations. The slope of the curves indicate the
activation energy Ea for the two types of dislocation boundaries. The simulations
containing edge dislocations have lower mobilities and higher activation energies
compared to the simulations containing screw dislocations.
between the mobilities in the two simulation-types. At all temperatures the mobilities
measured in the edge-type simulations are lower than the mobilities measured in the
screw-type simulations. The mobilities at 1200 K for example is around 38A˚4/ps eV
for the edge-type simulations and 160A˚4/ps eV for the screw-type simulations.
The mobility is typically assumed to follow an Arrhenius behavior given by
equation (2). In both figure 6(a) and figure 6(b), a straight line is seen which indicates
that equation (2) is obeyed. The slope of the curve gives the activation energy:
−Ea. As indicated on the plots, Ea for the two types of simulations are similar:
Ea−edge = .26 eV, Ea−screw = .20 eV. M∞ for the two types of simulation cells differs
by a factor of two.
4.4. Effects of Variations in Grain Boundary Misorientation
The influence of the grain boundary misorientation and the boundary inclination on
the mobility have been discussed extensively [7, 5, 23]. In this study we have simulated
a range of grain boundary misorientations while maintaining the dislocation boundary
misorientation in the series ‘θb edge’ (see table 1). In figure 7, the mobility < M >
is plotted versus the grain boundary misorientation θb. Some differences do exist, but
there does not seem to be any clear trend.
4.5. Effects of Variations in Driving Pressure
The driving pressure is defined as the potential energy density difference between
the deformed and the recrystallizing part of the simulation cell (see equation (4)).
The energy difference stems from the dislocations in the dislocation boundaries that
are present within the deformed part of the simulation and of course not in the
recrystallized part. By changing the dimensions of the simulation cell, maintaining
the type of dislocation boundary, the excess energy density of the deformed part
can be changed. If for example the box-length along the x-axis lx is doubled in an
edge-type simulation cell, the total volume of the deformed part is doubled while the
dislocation boundary area is kept at the same value(see figure 1). The excess energy
of a dislocation boundary is believed to be fairly independent of the distance to the
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Figure 7. Dependence of mobility on grain boundary misorientation in edge-
type simulations: The mobility < M > is plotted versus the grain boundary
misorientation θb. No clear trend is seen.
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Figure 8. Variable driving pressure obtained by varying the dimensions of the
edge-type simulation cells. The figure shows the boundary velocity < v > as
a function of driving pressure < P >. A straight line is seen indicating that
equation (1) holds.
next dislocation boundary, this will reduce the excess energy density, i.e. the driving
pressure, to approximately the half of the original values.
In the simulation series ‘P edge’ (see table 1), lx is changed from ≈ 100A˚ to
≈ 400A˚ while keeping the grain boundary at a misorientation of 37.2 deg. and the
two tilt dislocation boundaries at 9.9 deg. This changes the driving pressure from
≈ 10−3 to .25 × 10−3 eV/A˚−3. Figure 8 shows the boundary velocity < v > as
a function of driving pressure < P >. The data-points can be approximated by a
straight line, which indicates that equation (1) holds.
4.6. Effects of Variations in Dislocation Density within Dislocation Boundaries
Another way to change the driving pressure is by varying the misorientation of the
dislocation boundaries. This will change the dislocation boundary energy according to
the Read-Shockley formula, equation (3). In the simulation series called ‘θd edge’ and
‘θd screw’ (see table 1) the misorientations of the dislocation boundaries are varied
from 2.6 to 19.1 deg. (edge) and 4.2 to 19.0 (screw). Figure 9(a) and figure 9(b)
show the dislocation boundary energy per unit area. The full lines are fits to the
Read-Shockley formula. Good agreements between the Read-Shockley formula and
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the simulated boundary energies are seen.
In figure 9(c) and figure 9(d) the boundary velocity < v > is plotted as a function
of driving pressure < P >. According to equation (1) this should be a straight line. It
is a straight line for the screw-type simulations, as shown by the linear fit in figure 9(d).
But this is clearly not the case for the edge-type simulations. In figure 9(c) the data is
fitted by < v >∝< P >2. This surprising behavior will be discussed in detail below.
The fits in figure 9(c-d) are forced to go through zero as it is assumed that the velocity
is zero only when the driving pressure is zero. One could also assume that a certain
minimum driving pressure was needed in order to make the boundaries move. This is
not done here.
Figure 9(e) and figure 9(f), that shows the mobility < M > vs. < P >, also
reflects this. < M > increases linearly with < P > for the edge simulations but are
fairly constant for the screw simulations (a slight increase in < M > is seen as < P >
increases though).
The mobilities for the edge simulations approach that for the screw simulations
when the misorientations across the dislocation boundaries are increased. As the
misorientation increases, the distance between the dislocations decrease. When the
distance between the dislocations decreases, the dislocation boundary becomes more
‘solid’ and the grain boundary will locally experience a more constant driving pressure
without individual dislocation absorbtion events. This is similar to what goes on in
the screw-type simulations.
5. Discussion
In this study an EMT interatomic potential was used. Previous simulations of edge-
type simulation cells using Lennard-Jones (LJ) and Embedded Atom Method (EAM)
Al potentials show qualitatively similar results, namely dislocations being absorbed
by migrating grain boundaries in α-, β- and mixed-type events[12, 24]. The similarity
indicates that the type of potential used might not be very important for the grain
boundary-dislocation interactions. On the other hand, quantitative measures such as
M or Ea may depend strongly on the applied potential as discussed below.
The values of M extracted in these simulations are in the range 3 × 10−10 –
1.00× 10−7 m4/J s depending on the temperature and type of dislocation structure.
These values are orders of magnitude larger than typical experimental values, which
are in the range 10−12 – 10−8 m4/J s. [20, 25, 26, 27]. The extracted values for Ea
are .20 eV for the screw- and .26 eV for the edge-type simulations. These are smaller
than what is observed in experiments, typical experimental values are in the order
of 1 eV [20, 25]. High mobilities and low activation energies are often seen in MD
simulations [8, 10, 11, 27] and are typically associated with the lack of impurities [28].
The impurity content can have a very large influence on the boundary migration rate,
changing it by orders of magnitude [29]. Because the simulations here only have one
species of atoms they are ultra pure and good quantitative agreement between the
simulations and experimental measurements can not be expected. MD simulations of
dislocation driven boundary migration performed with other interatomic potentials
show mobilities and activation energies in the same general range, but differences do
exist: The simulations in [12], performed using a LJ-potential, produced mobilities for
edge-type simulations in the range 1× 10−9 – 4× 10−9 m4/J s when converted to Cu-
units. The activation energy extracted was .14 eV when converted to Cu-units[12]. It is
important to note that the energies and mobilities extracted from from LJ-simulations
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Figure 9. Effect of dislocation density within dislocation boundaries. (a) and
(b) show the dislocation boundary energy per unit area < γ > as a function
of boundary misorientation θ for simulations with boundaries containing edge
(a) and screw (b) dislocations. The full lines are fits using the Read-Shockley
formula, equation (3). (c) and (d) show the boundary velocity < v > as a
function of driving pressure < P > for simulations with edge (c) and screw (d)
dislocations. The edge dislocation-simulations are fitted by v ∝ P 2, whereas the
screw dislocation-simulations are fitted by v ∝ P . (e) and (f) show the mobility
< M > as a function of < P > for edge (e) and screw-simulations (f). A linear
correlation is seen for the edge-simulations and an almost constant mobility is
seen for the screw-simulations.
are associated with large errors due to inaccurate reproductions of energetic properties
of metallic systems by the LJ-potential[30]. In [24] the activation energy was found to
be .32 eV for edge-type simulations using an EAM-Al potential. Although activation
energies for Al and Cu of course should not be compared directly, it is noteworthy
that Ea obtained in [24] is of the same order of magnitude as Ea found in this study.
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In [12] and [24] the average misorientation across the simulated migrating grain
boundaries were 40 deg. ([111]-tilt). Different misorientations may have an influence
on M , although this study shows that M is not affected strongly by variations in
the grain boundary misorientation, as seen in figure 7. This is in contrast to the
grain boundary mobility in for example curvature driven grain boundary migration
[7], where certain boundaries were observed to have much higher mobilities than
average. The special Σ7 boundary created by a rotation of 38.2 deg. around an
[111]-axis is for example known to have very high mobility. The reason why such high
mobility boundaries are not seen in our simulations may be that the special character
of any grain boundary is destroyed because the grain boundary meets two parts of
the deformed matrix with different orientations. The grain boundary misorientation
will therefore always be an average of the misorientations to the two matrix-parts and
each segment of the boundary will in all cases have a misorientation away from, for
example, the exact Σ7.
The driving pressure is typically around 5×10−4 eV/A˚3 in our simulations, which
corresponds to 8 × 107 Pa. This is large but within what is seen in experiments, e.g.
according to Ashby [31] and Smith et al. [32], the driving pressure for recrystallization
is in the range 105 – 108 Pa. The simulations with edge dislocations exhibit larger
driving pressures, i.e. larger dislocation boundary-energies, than the simulations with
screw dislocations for the same dislocation boundary misorientations. This could be
due to non-equilibrium edge dislocations. Normally dislocations in fcc crystals will
have their Burger’s vectors along a [110] direction. Because the edge dislocations
are forced to have the Burger’s vectors along the x-axis defined by the simulation
geometry, this is not possible in these simulations. In the screw dislocation networks,
which can be seen in figure 2(b), dislocations with minimum Burger’s vectors are
allowed to form. Therefore the screw dislocation will be more relaxed and contain less
energy. We do not expect that the unrelaxed edge dislocations fundamentally change
the results; we believe that the differences between edge- and screw-type simulations
are mainly due to the way the dislocations are arranged: as individual dislocations vs.
in a dislocation network.
The difference in the grain boundary mobility between edge- and screw-type
simulations is very large. This indicate that the apparent grain boundary mobility
does not only depend on the grain boundary type but also the structure of the
dislocations providing the driving pressure. The different behavior may be due to
different interactions between migrating grain boundaries and dislocations. During
an absorption-event in an edge-type simulation, the dislocation is removed. If the
dislocation moves into the boundary in a β-event, the dislocation will be removed
without the boundary moving. This will reduce the local driving pressure and therefore
slow down the migration rate of the grain boundary. The local driving pressure
experienced by the grain boundaries may therefore not be the same as the average
driving pressure < P > calculated over the entire deformed part of the simulation.
In the case of the screw dislocation simulations, the network of dislocations created
ensure that it is not possible to remove the dislocations close to the grain boundary.
Therefore the local driving pressure will be more or less constant throughout the
simulation and equal to < P .
As shown in figure 5, the boundary velocity is more or less constant for the
screw-type simulations but fluctuates for the edge-type simulations. This is due to the
differences in dislocation structures: In screw-type simulations the grain boundaries
are in direct contact with the dislocation all the time whereas in edge-type simulations
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Figure 10. Instantaneous boundary velocity v versus distance to nearest
dislocation d. The full is a fit using equation (6).
the boundary velocity fluctuate as individual dislocations are absorbed. It is therefore
interesting to investigate how the grain boundary velocity changes as a function of
the position of the dislocation that are about to be absorbed. The distance from
the grain boundary to the nearest edge dislocation d can be measured by identifying
the position of the grain boundary and the position of the dislocation by the method
shown in figure 4. The instantaneous velocity v of the boundary adjacent to the
dislocation versus d in edge simulation is plotted in figure 10. We see that v increases
as d decreases. The plot is generated by analyzing and averaging ≈ 300 absorption
events. This is necessary because the uncertainties associated with the instantaneous
grain boundary velocity are very large. All of the analyzed events stem from the same
simulation geometry using grain boundaries with misorientations of 24.8 deg. and
dislocation boundaries with 6.0 deg. (‘Ea edge’ simulation series). Although figure 10
shows the correlation between v and d for one specific type of simulation only, the
general shape of the curve is expected to be the same for grain boundaries and edge
dislocation boundaries with other misorientations as well. The overall velocity is
expected to depend on the driving pressure, i.e. a higher < P > must give a higher
velocity at all values of d. The increase of v associated with low values of d, on
the other hand, could be seen as the effect of the nearest dislocation, i.e. the local
presence of dislocations. Interestingly this effect is quite significant: v change more
than a factor of two in figure 10. This means that grain boundaries will move much
faster when an edge dislocation is close to the boundary than when the dislocation is
far from the boundary.
In the following we show how the behavior of the edge-type simulations seen in
figure 9 may be seen as a result of local interactions. Assuming that the contribution
to the grain boundary velocity can be divided into a background contribution B
depending on < P > and a contribution L from the local presence of dislocations:
v = BL (5)
If we assume that the local contribution are inversely proportional to the distance
L ∝ 1/d to the boundary we have the following velocity:
v ∝ B
d
(6)
The data in figure 10 have been fitted by equation (6). The fit is quite good,
although some deviations are seen for high values of d. If we further assume that
B is proportional to < P > we have that:
v ∝ < P >
d
(7)
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The dislocation spends little time close to the grain boundary because the boundary
moves fast. Also the grain boundary may cusp out or the dislocation may move into
the boundary. Most of the time the dislocation will be at a distance that correspond
to the the spacing between the dislocations D in the dislocation boundary. For low-
angle tilt boundaries D ≈ b/θ, where θ is the misorientation and b is the size of the
Burger’s vector[16]. If we assume that < γ > depends linearly on θ in the range of
misorientations simulated:
< P >∝< γ >∝ θ ∝ 1/D (8)
By combining equation (7) and (8) and assuming that < d > will be close to D, we
obtain:
< v >∝< P >2 (9)
which is what we have seen for the edge dislocation simulations. The simple calculation
above shows how local interactions may play a role in the determination of the
boundary migration rate. The model assumes that the dislocation spacing plays a
significant role for the grain boundary migration rate: If the dislocation spacing is
smaller, the grain boundary will much more often experience a strong driving pressure
due to local dislocations.
Smith et al. discussed mechanisms for boundary migration [32]. They found that
a grain boundary migrates with a velocity that is proportional to the square of the
driving pressure when a so-called step mechanism controls the migration. They also
argued that this happens during recrystallization. Whether the step mechanism takes
place in these simulations is outside the scope of the present paper, but it is reassuring
that the result of Smith et al. shows that boundary migration with v ∝ P 2 may take
place during recrystallization.
For the simulation with screw dislocations, some dislocation is always present
at the boundary, and no local effect can be defined. The local driving pressure
experienced by the grain boundaries is therefore the same as the overall driving
pressure and the relationship < v >∝< P > is seen.
In figure 8, a linear correlation between < v > and < P > is seen for simulations
where different driving pressures are created by different edge-dislocation densities.
The appropriateness of a linear correlation between < v > and < P > in this case
(and not < v >∝< P >2 as seen in the edge-dislocation simulations with varied
dislocation boundary misorientations) can be argued as follows: The simulations in
figure 8 all have the same dislocation boundary misorientation and therefore the same
local contribution to the driving pressure L. Only the backgroundB, which is assumed
proportional to < P >, changes due to the changes in the simulation size. Therefore,
if equation (5) holds, < v >∝ B ∝< P >.
6. Conclusions
We have simulated grain boundary migration driven by the excess energy of dislocation
structures using MD. Two different types of dislocation boundaries have been used
to represent the dislocation structure prior to recrystallization: (a) edge dislocations
arranged parallel to the grain boundary and (b) screw dislocations arranged in an
interconnected network.
The boundary migration is generally more irregular in the edge dislocation-
simulations than in the screw dislocation-simulations. This may be because the grain
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boundary in the former case absorbs one dislocation at a time whereas the boundary
in the latter case continuously interacts with the dislocation network. The difference
is not likely to be due to the difference in dislocation type, but rather the difference
in the dislocation arrangement.
The average misorientation across the grain boundary do not have a large effect
on the mobility, in contrast to what is seen in for example curvature driven boundary
migration where some misorientations have much higher mobilities than average.
Likewise, no significant change in mobility is seen when the driving pressure is changed
by changing the distance between dislocation boundaries, as long as the type of
dislocation boundary is kept the same.
The mobilities are quite different for the edge- and the screw-type of simulations.
The mobilities at 1200 K is around 38A˚4/ps eV for the edge dislocation simulations
and 160A˚4/ps eV for the screw. The activation energies are similar: .26 eV for the
edge- and .20 for the screw-type simulations.
Edge- and screw dislocation simulations behave very differently if the
misorientations across the dislocation boundaries are changed. In both cases < v >
increases when < P > increases, as expected, but whereas screw-type simulations
exhibit the expected < v >∝< P > behavior, the edge-type simulations exhibit a
< v >∝< P >2 behavior. This may be explained by assuming that the migration rate
have a contribution from the overall dislocation structure and a contribution from the
local presence of dislocations.
The simulations performed show that the dislocation structure, present at
the onset of recrystallization, may have a significant impact on the migration
rates, the mobilities and the activation energies of the grain boundaries of the
recrystallizing grains. Further experimental and theoretical studies should investigate
if variations in the deformation microstructure can explain the irregularities observed
in recrystallization experiments.
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Abstract 
 
The Three Dimensional X-ray Diffraction (3DXRD) microscope located at the European 
Synchrotron Radiation Facility (ESRF) in Grenoble, utilizes high energy x-rays to reveal 
microstructure governing in the bulk of materials.  In the present paper various 3DXRD 
experimental methods previously applied in recrystallization investigations are reviewed with 
emphasis on boundary migration during recrystallization, and limitations for studies of solid state 
phase transformations are discussed.  
 
Introduction 
 
When studying the kinetics of nucleation and growth during solid state phase transformations, 
qualitative microscopy and stereology remain very important tools. A problem however, is that 
the kinetics can not be followed in-situ in the bulk. E.g. when the new phase has nucleated at a 
specific site it is not possible to know what the microstructure was like at exactly that site before 
the nucleus developed. Only at the sample surface in-situ measurements of this type can be done. 
This lack of in-situ bulk data can be a limitation for the understanding of both the nucleation and 
growth state of the phase transformation [1]. Furthermore, microscopy is most often done in 2D. 
In some cases serial sections is carried out to get full 3D information [2] which adds valuable 
information to the limited experimental basis available for the understanding.  
 
In this paper a method for non-destructive characterization of microstructures in 3D is reviewed. 
The method on based in high energy x-rays carrying high penetration power. In addition, the 
measurements are fast allowing nucleation and growth to be followed in-situ [3]. The method 
will be illustrated by data from recrystallization of aluminum and nucleation in cobber. 
Recrystallization in many ways phenomenologically resembles phase transformations and is also 
described by the nucleation and growth kinetics. The mechanisms leading to nucleation are 
obviously different for phase transformation and recrystallization but this is not important for the 
method presented here. 
 
The paper has the following outline. First an overview of the 3DXRD microscope is given. 
Afterwards, three experimental methods are reviewed: (i) growth curves of individual 
recrystallizing grains, (ii) full spatial measurements of boundary migration of recrystallizing 
grains as well as monitoring the deformed microstructure, and finally, (iii) nucleation of 
recrystallization. All 3DXRD measurements are obtained non-destructively in the bulk of the 
samples. 
 
 
The 3DXRD microscope 
 
The Three Dimensional X-ray Diffraction microscope (3DXRD) [4], is a new technique for fast 
and non-destructive characterization of the local microstructure in the bulk of materials.  The 
microscope is situated at beamline ID-11 at the ESRF in Grenoble, France.  
 
 
 
Figure 1. Schematic view of the current 3DXRD microscope. WB: White beam, LC: Bent Laue 
crystal, ML: Bent multi layer, WBS: White beam stop, MB: 2 dimensionally micro focussed 
monochromatic beam, BS: Monochromatic beam stop. Sample environment I: Cryostat, II: 
Furnace, III: 24kN Stress rig. 1: Large area detector, 2: Conical slit system, 3: High resolution 
area detector, 4: Optional detector system, 5: Small area detector. 
 
A schematic view of the microscope is shown in Figure 1.  The white beam (WB) from the 
synchrotron ring is mono-chromized and focused vertically using a bend Laue silicon single 
crystal (LC) yielding energies in the range 50-100 keV, enough to penetrate 4 cm aluminium or 1 
mm of steel, with a cross section between 1-200 μm vertically, and 1000 μm horizontally. An 
optional multi layer (ML) focuses the monochromatic beam (MB) horizontally down to 5 μm 
with enough flux to resolve microstructures below 1 μm.  
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For annealing studies a furnace (II), see Figure 1, is mounted on the rotation stage located 
downstream from the focusing optics. The direction of the rotation axis is perpendicular to a 
vertically focused beam and the amount of rotation is given by ω, see Figure 2. In order to cover 
the whole reciprocal space, a set of images are recorded by successively moving Δω and 
oscillation +-Δω/2 around that point. Diffraction images are collected using two-dimensional 
CCD detectors. High-resolution detectors (A), see Figure 1, with pixel size of roughly 2 μm, are 
positioned closely to the sample giving information about the grain shapes, whereas low-
resolution detectors (B), with pixel size of roughly 100 μm and much faster readout electronics, 
are used at larger distances for integrated grain volume and angular information, the latter for 
determining the crystallographic orientations of the grains. 
585 
Recrystallization, growth curves of individual grains 
 
he first example which is reported in detail in [5], enables growth kinetics of the individual 
 
, cross section of 100 μm x 100 μm, 
or an Aluminum AA1050 sample deformed 90% by cold rolling and annealied in-situ at 270 
ube grains observed (Cube: the position of the 
ue to the amount of statistics available it was possible to obtain histograms of nucleation times, 
 
T
recrystallizing grains to be monitored in-situ in the bulk of the sample.  The experimental setup 
is shown in Figure 2. 
 
Figure 2. Left: Experimental setup with 50 keV beam
illuminating the sample mounted in the furnace. A low resolution, high sensitive detector (type B 
in Figure 1) is positioned downstream from the sample.  Right: Example of recorded CCD data 
of a partly recrystallized sample. The signatures of the individual grains are given as diffraction 
peaks (spots) on the CCD detector. 
 
F
°C, a total of 244 grains were measured by observing the total integrated intensity (grain volume) 
of the individual spots as function of annealing time, see Figure 3. The study revealed that it was 
not possible to find two identical growth curves, even within the same class of crystallographic 
orientations. Each grain had its own nucleation and growth kinetics.  
 
 
50
Figure 3. Left: The growth curves of the 14 c
diffraction peak in the pole figure do not deviate with more that 10° from the Cube texture 
component  {1 0 0}<0 0 1>). Right: Nucleation times of all 244 grains.  
 
D
grain sizes and growth rates of grains within various texture components. The data has been used 
as basis for modeling recrystallization kinetics [6]. It was shown that a variability of growth 
kinetics as observed here can completely change the interpretation of the overall kinetics curve.   
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Recrystallization in four dimensions 
 
nother aim was to make a direct measurement of the individual grain boundaries of a grain A
during recrystallization, i.e. a full four dimensional measurement (three spatial dimensions and 
time). To illustrate this an example from [3] is chosen. Here an aluminum single crystals of with 
initial crystallographic orientation {110}<001>, i.e. Goss, was deformed 42% by cold rolling to 
ensure enough driving force to facilitate enough driving force for recrystallization boundary 
migration keeping the resulting deformed microstructure relatively simple, see Figure 2 Left. As 
seen in Figure 2 Right, the mean orientation is still close to ideal Goss, with a spread of roughly 
8 degrees. Controlled nucleation was stimulated by diamond shaped hardness indentations on the 
surface of the sample. The size of the sample was 1 mm along ND, 6 mm along RD and 5mm 
along TD. 
 
Figure 4. Left: Montage of TEM micrographs of 42% cold rolled Al single crystal with initial 
Figure 5. Schematic view of the experimental setup. The coordinate system (x,y,z) and angles 
orientation {110}<001>. Right: {111} Pole figure of crystallographic orientations measured 
along a straight line shown in Figure 4 Left An orientation spread of roughly 8 degrees around 
the initial Goss orientation is seen. 
 
 
 
(ω,2θ,η) are defined. L denotes the distance between the sample and the CCD detector. 
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ull 3D spatial information of a growing nucleus/grain was obtained non-destructively by 
he beam was constructed such that the height was 6 μm and the width was 600 μm, i.e. a planar 
F
utilizing the 3DXRD microscope.  A schematic view of the experimental setup is shown in 
Figure 5. 
 
T
shaped configuration. Initially, the sample was mounted such that Normal Direction (ND) was 
along the incident beam direction, Transverse Direction (TD) was transverse to it and Rolling 
Direction (RD) was normal to the beam direction. For a given nucleus/grain fulfilling the Bragg 
criterion the illuminated region constitutes a cross section of the grain and results in a diffraction 
spot on the detector of a shape given by the real cross section of the nucleus/grain except for an 
affine transformation related to the direction of the diffracted beam. By repeatedly recording an 
oscillation image followed by a 6 μm vertical translation of the sample, a “snapshot” of the grain 
was recorded, see the insert in Figure 5. In this way 3D grain shapes were obtained non-
destructively. The annealing temperatures were in the range 280 ºC to 310 ºC. Each “snapshot” 
was recorded in typically 10 minutes. While annealing the sample, this procedure was repeated 
over time resulting in 4D (space and time) grain maps, which were obtained nondestructively. 
An example is shown in Figure 6.  
 
 
igure 6. Storyboard of the evolution of a grain represented by 9 “snapshots” [3]. 
nitially, the grain appeared as a small flattened object. At later stages the grain shape appeared 
F
 
I
more complicated, resulting from a series of abrupt growth intervals. This is in contrast to the 
assumption of smooth steady-state growth in the classical models of recrystallization.  All the 
grains measured so far exhibited irregular movements contradicting the assumption of smooth 
growth in the classical models of recrystallization. The information content provided in this new 
type of measurements makes it possible to probe the mechanisms of recrystallization locally 
since the position of individual grain boundary segments are known along with the 
crystallographic orientation of the recrystallzing grain as well as the average orientation of the 
surrounding deformed microstructure.  
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eformed microstructureD  
 turns out that the deformed microstructure in the sample can also, to some extent, be monitored 
 
It
through the experimental method described previously. From TEM measurements, see Figure 4, 
typical cell sizes in the deformed microstructure has been measured to 2-5 μm. Signals on the 
CCD detector arising from the deformed microstructure comprise of cells present in the 
illuminate region, given by 1000 μm (along x direction) by 700 μm (along y direction) by 6 μm 
(along z direction), which fulfill the Bragg criterion. With Δω=0.5º and an orientation spread in 
the deformed microstructure of roughly 8º, not all cells deposit intensity in one oscillation image. 
Despite of this it is not possible to disentangle the diffraction signal from the individual cells due 
to geometrical limitations in the experimental setup, i.e. the low inclination of the diffracted 
beam and the pixel size on the CCD detector. Instead, a superposition of cells distributed 
throughout the illuminated region is recorded.  
 
 
Figure 7. Two “snapshots” of the deformed microstructure. In the ω-rotated reference system x’ 
igure 7 Left shows a “snapshot” of the deformed structure at an early annealing stage. The 
is along, y’ is transverse and z is normal to the beam direction, respectively. As noted in the 
figure, the size of the gauge volume is 1000 μm along x’, 600 μm along y’ and 210 μm along z. 
Left: Before annealing. Right: After 20 hours of annealing. These “snapshots” constitute a 
“photographic negative” of the recrystallized volume.         
 
F
shape in Figure 7 Left resembles a box which effectively is the total gauge volume consisting of 
30 layers.  Figure 7 Right shows the same gauge volume after 20 hours of annealing. The volume 
of the deformed microstructure has been reduced at the expense of the increasing recrystallized 
volume. In fact, the reduced volume is a “photographic negative” of the recrystallized volume 
where the shapes of all the rerystallizing grains in the gauge volume are present.      
 
 
 
Nucleation 
 
Also the nucleation can be followed in-situ in the bulk. Particle-free 99.995% pure oxygen-free 
high conductivity copper, which was cold rolling to 20% reduction in thickness and annealed 
afterwards for 8 hours at 700° C to yield a microstructure with relatively coarse grains with an 
average size of 500 μm[7]. Prior to the 3DXRD measurements the samples were cut down to 300 
μm thickness and regions with triple junctions were located on the surface using an Electron 
Back Scatter Pattern (EBSP) microscope.  
 
The experimental setup was the same as shown in Figure 2 Left. In total three nuclei were 
identified and monitored during annealing. The annealing temperature was 290°C. All the nuclei 
were situated at least 65 μm from the surface with final sizes less than 10 μm. An example of an 
emerging nucleus is shown in Figure 8. The orientations of two of the nuclei were identical to 
first-order twins of the parental grains. The third nucleus, however, exhibited a new orientation 
that was not detected in the deformed parent grains.  
 
 
 
 
 
Figure 8. CCD images recorded during annealing. The two images is from the same position 
within the sample. Left: the as-deformed microstructure, and, Right: the microstructure in the 
sample annealed for 3 hours at 290°C. The white box indicates the position of a diffraction spot, 
showing an emerging nucleus. 
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Summary and limitations for phase transformation studies 
 
The 3DXRD microscope facilitates in-situ observations of structural changes in the bulk of 
materials non-destructively. In this paper we have reviewed three experimental 3DXRD methods 
which may also serve as suitable tools in the investigation of phase transformations. One 
important limitation, though, is that in recrystallization experiments, the migration rates can be 
slowed down by lowering the annealing temperature enabling a sufficient time resolution. Taken 
together with the spatial resolution this puts a constraint on the types of phase transformation 
experiments suitable for investigation using these methods. It should be mentioned that the 
3DXRD microscope is available to outside users too. Access is based on pier review of 
proposals. See www.esrf.fr for guidance in submitting a proposal.    
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Type M v P T θb θd N lx ly lz Reps.
(Two Bnd.) [10^-3 r0^4/τ ε] [10^-3 r0/τ] [10^-1 ε/r0^3] [ε/kB] deg. deg. # Å Å Å #
A 3.75 1.15 3.07 0.333 40 10 92763 60.67 147.3 7.35 3
A 5.88 1.75 2.98 0.400 40 10 92763 60.67 147.3 7.35 3
A 9.41 2.74 2.91 0.467 40 10 92763 60.67 147.3 7.35 3
A 8.38 2.42 2.88 0.533 40 10 92763 60.67 147.3 7.35 3
A 13.06 3.73 2.85 0.600 40 10 92763 60.67 147.3 7.35 3
Type M v P T θb θd N lx ly lz Reps.
(Four Bnd.) [10^3 r0^4/τ ε] [10^3 r0/τ] [10 ε/r0^3] [ε/kB] deg. deg. # Å Å Å #
A 5.03 3.27 6.51 0.333 40 10 92676 60.67 147.3 7.35 3
A 4.2 2.68 6.39 0.400 40 10 92676 60.67 147.3 7.35 3
A 3.45 2.19 6.34 0.467 40 10 92676 60.67 147.3 7.35 3
A 6.14 3.81 6.21 0.533 40 10 92676 60.67 147.3 7.35 3
A 9.14 5.56 6.09 0.600 40 10 92676 60.67 147.3 7.35 3
Type M v P T θb θd N lx ly lz Reps.
(annihilation) [10^3 r0^4/τ ε] [10^3 r0/τ] [10 ε/r0^3] [ε/kB] deg. deg. # Å Å Å #
A - - - 0.333 40 10 21996 47.6 44.5 7.35 2
A - - - 0.333 40 10 95038 47.6 44.5 31.8 1
Conversion factors: Al: r0 = 2.9 Å Cu: r0 = 2.5 Å
τ =0.289 ps τ =0.384 ps
ε = 0.28 eV ε = 0.30 eV
EAM-Al
Type M v P T θb θd N lx ly lz Reps.
[Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A - - 8.59 100 40 10 110292 172.9 499.2 20.94 1
A - - 8.33 200 40 10 110292 172.9 499.2 20.94 1
A - - 7.97 300 40 10 110292 172.9 499.2 20.94 1
A 3.9 0.3 7.75 400 40 10 110292 172.9 499.2 20.94 1
A 5.58 0.41 7.27 500 40 10 110292 172.9 499.2 20.94 1
A 45.27 3.22 7.12 600 40 10 110292 172.9 499.2 20.94 1
A 100.24 7.16 7.15 700 40 10 110292 172.9 499.2 20.94 1
A 142.4 9.92 6.97 800 40 10 110292 172.9 499.2 20.94 1
A 189.56 11.08 5.85 900 40 10 110292 172.9 499.2 20.94 1
EMT-Cu
Type M v P T θb θd N lx ly lz Reps.
[Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A 30.26 1.4 4.62 1200 24.79 6.01 106240 170.5 295.2 25.0 26
B 46.08 1.87 4.06 1200 24.79 6.01 106160 170.5 295.2 25.0 4
C 39.65 1.38 3.46 1200 24.79 6.01/3.00 106136 170.5 295.2 25.0 4
D 117.55 2.17 1.85 1200 24.79 6.01 106594 24.4 295.2 175.1 4
E 108.01 2.54 2.36 1200 24.79 6.01 106388 24.4 295.2 175.1 4
Type M v P T θb θd N lx ly lz Reps.
θd [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A 0,00 0,00 0,00 1200 41.27 0 108216 162.9 313.7 25.0 1
A 23.18 0.63 2.73 1200 39.98 2.56 107627 162.9 313.7 25.0 1
A 17.42 0.88 5.04 1200 41.06 4.7 107708 162.9 313.7 25.0 1
A 42.98 2.49 5.78 1200 40.24 7.01 107716 162.9 313.7 25.0 1
A 53.15 3.62 6.8 1200 41.31 9.85 107732 162.9 313.7 25.0 1
A 60.1 4.61 7.68 1200 40.04 11.76 107740 162.9 313.7 25.0 1
A 64.55 5.54 8.58 1200 41.25 14.17 107720 162.9 313.7 25.0 1
A 74.41 7.05 9.47 1200 39.93 16.8 107728 162.9 313.7 25.0 1
A 83.68 8.47 10.12 1200 41.04 19.11 107728 162.9 313.7 25.0 1
Type M v P T θb θd N lx ly lz Reps.
θd [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
D 126.89 3.18 2.51 1200 36.1 4.22 212086 60,0 415.9 100 1
D 134.01 3.88 2.89 1200 40.89 5.36 159698 47.3 397.7 100 1
D 116.34 3.62 3.11 1200 35.21 6.01 139522 42.2 389.6 100 1
D 140,00 5.07 3.62 1200 42.52 8.61 102036 29.44 407.9 100 1
D 136.46 5.26 3.85 1200 33.00 10.42 156996 48.7 379.6 100 1
D 145.95 6.3 4.32 1200 44.39 12.36 149040 41.1 426.9 100 1
D 157.54 7.07 4.49 1200 45.44 14.45 163732 52.7 365.4 100 1
D 139.51 6.41 4.6 1200 37.31 19.03 142064 40.1 416.9 100 1
Type M v P T θb θd N lx ly lz Reps.
(density) [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A 57.2 5.62 9.82 1200 37.15 9.9 77144 102.5 355,0 25.0 1
A 62.29 4.37 7.02 1200 37.15 9.9 115860 153.7 355,0 25.0 1
A 58.23 3.04 5.23 1200 37.15 9.9 154576 205,0 355,0 25.0 1
A 50.23 2.17 4.33 1200 37.15 9.9 193292 256.2 355,0 25.0 1
A 50.37 1.7 3.38 1200 37.15 9.9 232008 307.5 355,0 25.0 1
A 63.17 1.69 2.68 1200 37.15 9.9 270724 358.7 355,0 25.0 1
A 57.06 1.46 2.56 1200 37.15 9.9 309440 410,0 355,0 25.0 1
Type M v P T θb θd N lx ly lz Reps.
θb [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A 90.64 9.02 9.95 1200 14.9 9.9 90680 103.03 416.4 25.0 1
A 88.72 8.54 9.62 1200 20 9.9 78024 103.2 357.7 25.0 1
A 66.03 5.69 8.61 1200 25.69 9.9 89116 102.5 412.1 25.0 1
A 53.66 4.25 7.92 1200 30 9.9 86692 102.49 400.8 25.0 1
A 48.81 4.34 8.89 1200 34.31 9.9 89144 102.49 412.1 25.0 1
A 47.73 4.76 9.97 1200 39.97 9.9 78020 103.2 357.7 25.0 1
A 68.26 5.38 7.88 1200 45.30 9.9 83984 100.56 391,9 25.0 1
A 54.93 6.14 11.17 1200 50.17 9.9 88320 103.63 403.8 25.0 1
A 67.46 6.56 9.73 1200 55.05 9.9 96056 102.49 443.8 25.0 1
A 53.08 4.74 8.92 1200 60 9.9 83904 99.55 397.9 25.0 1
Type M v P T θb θd N lx ly lz Reps.
Ea - 40/6 [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A - - 2.77 500 40.34 6.01 107420 147.9 341.6 25.0 1
A - - 3.77 600 40.34 6.01 107420 147.9 341.6 25.0 1
A 1.01 0.04 3.53 700 40.34 6.01 107420 147.9 341.6 25.0 1
A 1.55 0.06 3.75 800 40.34 6.01 107420 147.9 341.6 25.0 1
A 6.01 0.23 3.80 900 40.34 6.01 107420 147.9 341.6 25.0 1
A 21.61 0.85 3.93 1000 40.34 6.01 107420 147.9 341.6 25.0 1
A 42.11 1.72 4.08 1100 40.34 6.01 107420 147.9 341.6 25.0 1
A 58.01 2.50 4.31 1200 40.34 6.01 107420 147.9 341.6 25.0 1
Type M v P T θb θd N lx ly lz Reps.
Ea - 40/10 [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A - - 5.1 100 39.92 10.24 161336 148.6 513.1 25.0 1
A - - 7.59 200 39.92 10.24 161336 148.6 513.1 25.0 1
A - - 6.17 300 39.92 10.24 161336 148.6 513.1 25.0 1
A - - 5.06 400 39.92 10.24 161336 148.6 513.1 25.0 1
A - - 4.62 500 39.92 10.24 161336 148.6 513.1 25.0 1
A 1.09 0.05 4.49 600 39.92 10.24 161336 148.6 513.1 25.0 1
A 1.75 0.09 4.89 700 39.92 10.24 161336 148.6 513.1 25.0 1
A 2.35 0.12 5.24 800 39.92 10.24 161336 148.6 513.1 25.0 1
A 7.84 0.4 5.06 900 39.92 10.24 161336 148.6 513.1 25.0 1
A 19.87 1.07 5.38 1000 39.92 10.24 161336 148.6 513.1 25.0 1
A 38.61 2.27 5.87 1100 39.92 10.24 161336 148.6 513.1 25.0 1
A 54.76 3.36 6.14 1200 39.92 10.24 161336 148.6 513.1 25.0 1
A - - - 1300 39.92 10.24 161336 148.6 513.1 25.0 1
Type M v P T θb θd N lx ly lz Reps.
Ea - 25/6 [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
A - - 1.97 100 24.79 6.01 106240 170.5 295.2 25.0 1
A - - 6.11 200 24.79 6.01 106240 170.5 295.2 25.0 1
A - - 6.24 300 24.79 6.01 106240 170.5 295.2 25.0 1
A - - 5.07 400 24.79 6.01 106240 170.5 295.2 25.0 1
A 1.16 0.04 3.62 500 24.79 6.01 106240 170.5 295.2 25.0 1
A 4.4 0.15 3.32 600 24.79 6.01 106240 170.5 295.2 25.0 1
A 10.57 0.38 3.6 700 24.79 6.01 106240 170.5 295.2 25.0 1
A 13.09 0.52 3.98 800 24.79 6.01 106240 170.5 295.2 25.0 1
A 23.83 1.02 4.27 900 24.79 6.01 106240 170.5 295.2 25.0 1
A 32.52 1.48 4.54 1000 24.79 6.01 106240 170.5 295.2 25.0 1
A 31.6 1.37 4.32 1100 24.79 6.01 106240 170.5 295.2 25.0 1
A 38.21 1.55 4.07 1200 24.79 6.01 106240 170.5 295.2 25.0 1
A - - - 1300 24.79 6.01 106240 170.5 295.2 25.0 1
Type M v P T θb θd N lx ly lz Reps.
Ea - 25/6 [Å^4/ps eV] [10^-2 Å/ps] [10^-4 eV/Å^3] [K] deg. deg. # Å Å Å #
D - - 1.77 100 24.79 6.01 106594 24.4 295.2 175.1 1
D - - 2.29 200 24.79 6.01 106594 24.4 295.2 175.1 1
D - - 2.4 300 24.79 6.01 106594 24.4 295.2 175.1 1
D 5.62 0.05 0.9 400 24.79 6.01 106594 24.4 295.2 175.1 1
D 7.75 0.11 1.47 500 24.79 6.01 106594 24.4 295.2 175.1 1
D 16.16 0.26 1.64 600 24.79 6.01 106594 24.4 295.2 175.1 1
D 25.29 0.45 1.76 700 24.79 6.01 106594 24.4 295.2 175.1 1
D 68.73 1.09 1.59 800 24.79 6.01 106594 24.4 295.2 175.1 1
D 108.46 1.87 1.73 900 24.79 6.01 106594 24.4 295.2 175.1 1
D 96.49 1.43 1.49 1000 24.79 6.01 106594 24.4 295.2 175.1 1
D 158.65 3,00 1.89 1100 24.79 6.01 106594 24.4 295.2 175.1 1
D 106.3 2.1 1.97 1200 24.79 6.01 106594 24.4 295.2 175.1 1
D - - - 1300 24.79 6.01 106594 24.4 295.2 175.1 1
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