Abstraction: Epidemic dynamics in a structured population has been widely investigated in recent years by utilizing the metapopulation framework with a reaction-diffusion approach. In this paper, we study epidemic spreading on metapopulation networks including migration and demographics, wherein population dynamics in each node (a patch) follows the logistic model with a heterogeneous capacity. The epidemic threshold is theoretically calculated at a meanfield level and is then evaluated by Monte Carlo simulations. It is shown that heterogeneity of capacity drastically decreases the threshold, and conversely increasing the migration rate slightly increases the threshold. Interestingly, we observe Monte Carlo simulations showing the effect of heterogeneity of capacity and migration on the epidemic prevalence above the epidemic threshold. Heterogeneity of capacity enhances epidemic spreading in the initial stage but has no impact on the final infection density. The migration rate has pronounced impact on both temporal spreading behaviour and endemic state.
I. INTRODUCTION
The study of epidemic spreading on complex networks is important to our understanding of infectious diseases dynamics in a population and computer virus/worms transmission on the Internet as well as to further develop diseases control strategies. Toward this end, many works have been carried out to investigate epidemic spreading using various theoretical models and methods by researches from different disciplines [1] [2] [3] [4] [5] [6] .
In recent years, the spread of an infectious disease in a spatially structured population with the migration of individuals has begun to attract attention. An effective theoretical framework, called metapopulation framework with a reaction-diffusion approach, has been introduced to study such epidemic dynamics [7] [8] . In this framework, the structured population is encoded as a metapopulation network in which each node represents a patch consisting of any number of individuals and links connecting different patches denote routes for individuals' migration.
Epidemic dynamics (reaction) occurs inside each patch ruled by a standard compartmental model (either SIS [3] or SIR [9] ), and then a migration process (diffusion) of individuals happens among neighbouring patches. The migration of infected individuals to unaffected patches possible results in epidemic spreading globally over the system. By using the metapopulation framework and reaction-diffusion approaches, these studies have shown that many factors such as network topology [7] [8] , mobility patterns [10] [11] , path choices [11] , dispersal distance [12] and local properties, such as city-size heterogeneity [13] , local population structure [14] [15] , local heterogeneous mixing [16] , and heterogeneous infection rates [17] , have a significant influence on epidemic dynamics in a metapopulation.
For instance, the heterogeneity of network topology can decrease the global invasion threshold [7] , and individuals travel avoiding locations with high levels of infection prevalence instead enhance disease transmission [11] . In contrast, Saldaña et al. consider reaction and diffusion processes to occur simultaneously [18] , which turns out to be the correct assumption for a suitable continuous-time formulation of metapopulation models for epidemic spreading [19] [20] .
In previous studies, epidemic models are formulated based on a constant population size of a system. This is reasonable for describing the situation of an acute disease spreading.
However, in some cases, the population is growing or decreasing significantly because of fatal disease and other factors [21] [22] [23] [24] [25] , such that epidemic models have to consider the variation in the number of individuals. As far as we know, there are few epidemic models on metapopulation networks considering simultaneously of both migration and demographics apart from two literatures [26] [27] . In [26] , the authors studied the dynamics of a specific disease, i.e., tuberculosis, in a heterogeneous metapopulation by using SEI model with a constant recruitment. In [27] , the asymptotical stabilities of two SIS models in metapopulation networks were analysed. One model has a constant recruitment and the other has logistic recruitment such that the capacity of each node is homogeneous.
Here we present a general theoretical framework based on the continuous-time reactiondiffusion approach to study the epidemic spreading in a spatially structured population with migration and demographics. Different from Refs. [26] [27] , in our theoretical framework, a SIR model is utilized and population dynamics in each patch follows the logistic growth model with a heterogeneous capacity. Moreover, we mainly focus on the joint impact of the heterogeneity of capacity and migration on epidemic spreading and take Monte Carlo simulation method, not a numerical simulation, to validate the theoretical findings. The theoretical threshold is derived and it is shown that the heterogeneity of capacity of patches drastically decreases the threshold, and instead increase of the migration rate increases the threshold slightly. It is also shown by simulations that the heterogeneity of capacity enhances epidemic spreading in the initial stage but has no impact on the final infection density if considering the same final population size. The migration rate has pronounced impact on both temporal spreading behaviours and endemic state.
The paper is organized as follows. In section 2, we present an epidemic model on metapopulation networks with migration, and population dynamics in each node (patch) following the logistic model with a heterogeneous capacity. We then analyse theoretically the model and derive an expression of threshold in term of the average population capacity in section 3. Section 4 performs extensively Monte Carlo simulations to validate the theoretical findings and further demonstrate epidemic prevalence above the threshold. Finally we conclude and discuss our work in Section 5.
II. MODEL FORMULATION
In this paper, we consider epidemic dynamics on spatially structured interacting patches connected by migration of individuals that can be encoded as a scale-free metapopulation network with a power-law degree distribution ( )~− . Inside each patch , a classical SIR epidemic model is adopted in which the individuals are divided into three types: susceptible (S), infected (I) and recovered (R) individuals. If assume that infection and recover parameters are respectively and , the infection process can be schematically represented by + → 2 and → . At the same time, we assume the population dynamics in each patch follows the logistic growth model [24, 28] with a heterogeneous capacity, and individuals migrate randomly among neighbouring patches.
Let , ( ), , ( ) and , ( ) denote the number of susceptible, infected and recovered individuals in patch at time , respectively. Hence ( ) = , ( ) + , ( ) + , ( ) is the total number of individuals in patch at time . We represent the natural birth and death rates by and respectively with = − denoting the growth rate. Define the real birth rate as density-dependent − ( )/Θ , and the real death rate as density-independent , where is the capacity of population in patch , and assume all newborns are susceptible. Thus, we have the infection dynamics equation with logistic growth population in patch at mean-filed level without migration
Note that by adding the three sub-equations in Eq. (1), we will get the logistic equation At the patch level, due to the distinct local properties of each patch such as size, resources and centrality, we define a heterogeneous capacity for different patches
where is the degree of node (patch) , and � = ∑ / is the average capacity of all patches in the system. Parameter is a tunable exponent that governs the heterogeneous level of the capacity. Here we assume that the larger degree patches have a greater capacity ( ≥ 0)
owing to the fact that the hub patches (such as important cities) in real society generally have more resources to support more people's livelihoods, and at the same time, we also limit 0 ≤ ≤ 2, because it is unrealistic to impose more extreme fluctuations of capacity between different patches.
In the following, we model the migration of individuals between connected patches. For simplicity and mainly focus on the impact of demographic factors on the epidemic, we use the stochastic migration model (i.e., each individual selects randomly one of the neighbour patches as its destination) with a homogeneous rate . Thus, individuals in each patch with degree will move to one of their neighbouring patch with probability / . The schematic representation of infection dynamics with demographic and migration dynamics is shown in Fig. 1 . For the convenience of readers, all parameters used in these two dynamics processes are reported in Table 1 Fig. 1 Schematic representation of our SIR model in a metapopulation network with demographic. In this model, it contains migration process of individuals with a homogenous migration rate (thus / is migration rate along any given link of patch ) and epidemic spreading process in each patch with demographics following logistic growth. By incorporating the migration process into Eq. (1), we formulate a modified SIR epidemic model on a metapopulation network with migration between patches. Based on the assumption that the patches with the same degree are statistically equivalent [8] , we define degree-block variables , ( ) , , ( ) and , ( ) denoting the average number of susceptible, infected and recovered individuals in patches with degree at time . Then the average population size of each patch with degree at time is given by
The dynamics of the system at the patch level with mean-field approximation is given as
where ≤ ≤ is the degree of the patches with and being the minimum and maximum degrees respectively, For an uncorrelated metapopulation network, we have
is the average degree of the network and ( ) is the degree distribution of the network. By substituting this equation into Eq. (4) and then performing a simple algebraic calculation, this becomes
where ���( ) = ∑ ( ) , ( ) ( = , or ) denotes the average number of susceptible (infected or recovered) individuals at time , and ̅ ( ) = ���( ) + � ( ) + ���( ) is the average population size of each patch.
Setting the left side of Eq. (5d) equal to zero, the stationary state equation of the population demographics is
By calculating the solution of Eq. (6), we get
where Η = 〈 〉 ̅ (Η is actually a solution of in the case of just considering homogenous random migration without demographics [7, 8] ). From Eq. (7), we know that the final population distribution is not only dependent on network structure (see the definitions of Η and ), but also on dynamics parameters η and . For the special case of η = , can be reduced to
This equation explicitly indicates how and to what degree the capacity and migration
influence the population in each patch in the stationary limit. Furthermore, by multiplying
Eq. (8) by ( ) and summing over , and then after some simple algebra, we obtain the following equation
At this point, inserting Eq. (9) into Eq. (8), can also be written as
Eq. (9) indicates the relation between the average population in each patch and the initial average capacity over the system in the stationary limit. In other words, for any given initial population capacity, we can obtain the final population size of the system. Eq. (10) expresses the population distribution over different patch degrees in the stationary limit. These results will be used in the following epidemic threshold analysis and dynamics behaviours simulations. In order to understand intuitively these relations, the curve of Eq. (9) is plotted in We can obtain some interesting results from Fig.2 that: (i) when = 1, ̅ reaches the maximum ̅ = � , meaning the population size of the system in the stationary limit equal to the initial capacity of system regardless of growth, migration rate, and network structure; (ii) for any given value of ( 0 < < 1), there exists a corresponding value of ( 1 < < 2)
rendering two equal values of ̅ . But at the same time, here it is necessary to stress that these results are derived only in the case of η = . Fig. 2 The ratio ̅ / � as a function of (plotted according to Eq. (9)). The underlying network generated by the uncorrelated configuration model [30] has = 1000 nodes with power-law degree distribution ( )~− 2.5 ( ≤ ≤ ) with = 3 and = 57, and the average degree 〈 〉 = 5.8. with � = 1) . The underlying network is the same as that in Fig. 2 .
The relation between the final population size of each patch and its degree , , depends greatly on the heterogeneity of capacity. A smaller heterogeneity (e.g., = 0.5) leads to little difference in the population size among patches with different degree , and a larger one (e.g., = 1.5) enlarges such difference (see Fig. 3 ). The special case of = 1 implies an exactly linear relation between and .
To clear and easy to find for readers, all variables used in the metapopulation model are listed in Table 2 . 
III. THE DISEASE-FREE EQUILIBRIUM AND THRESHOLD
In order to easily obtain the threshold of the system, we consider the reduced system of system (5)
The dynamics of , ( ) can be simply obtained from equation , ( ) = ( ) − , ( )− , ( ). By analysing the stability of Eq. (11) at the disease-free equilibrium point, the condition for an epidemic outbreak (i.e., spreading threshold) can be obtained. Let the right sides of Eq. (11) be equal to zero, and taking , = , = 0 , the disease-free equilibrium is then given by , * = 0, , * = 0, , * = * = .
Linearizing Eq. (11) around the disease-free equilibrium (Eq. (12)), the Jacobian matrix of the system is a block matrix given by
where each block is a × matrix with being the number of degrees in the metapopulation, 0 is the null matrix, and
where is the identity matrix and is the connectivity matrix [18] [19] given by
Obviously, is a rank-one matrix and has an eigenvalue = 0 with algebraic multiplicity , and hence we test on each network that our simulations ensure that λ max 4 < 0 by selecting carefully the values of parameters. In fact, if we let = , the condition λ max < 0 will always hold in a limited scale-free network, because the final population size is bounded according to Eq. (9). An example is shown in Fig. 4 . Fig. 4 The maximum eigenvalue of 4 , λ 4 , as a function of and in the case of = . The underlying network is the same network as that in Fig. 2 .
Based on the preceding analysis, a sufficient condition for the disease-free equilibrium to be unstable and reach to an endemic state finally is given by
By inserting Eq. (7) into Eq. (14) and replace and Η in the result equation with their respective expression, we obtain the general condition for epidemic outbreak as
This inequality implies an implicit expression for the threshold with respect to the final average population density ̅ and average capacity � . Unfortunately, ̅ cannot be given directly in advance because the population size of the system is time-varying. When using this threshold condition, we need first to calculate the value of according to Eq. (7) based on the given initial values of the system, and further derive ̅ by taking the average of . Thus it is impossible to use this threshold condition directly even if the initial parameters are given.
If we consider the special case of = , combing Eq. (10) and Eq. (14), it is easy to obtain an explicit expression for the epidemic threshold with respect to �
Comparing with Eq. (15) , this threshold expression is very simple, and more importantly we can use this condition directly by giving the initial values of system. Clearly, for a given metapopulation network, and fixed dynamics parameters , , , and , as well as exponent , a high enough initial average capacity per patch � guarantee the instability of the disease-free equilibrium. This also shows that the level of heterogeneity of capacity governed by the exponent α, and migration rate , have significant influence on the threshold. To show this clearly, we plot the dependence of threshold � c on parameters α and according to Eq. (16) . � c is a decreasing function of α and an increasing function of , which means the high heterogeneity of capacity favours an epidemic outbreak and high migration level acts against it in terms of epidemic threshold. Moreover, the heterogeneity of capacity has a greater impact on the threshold than migration rate (see Fig. 5 ).
We can also understand this invasion condition from the perspective of the basic reproduction number 0 (i.e., the average number of secondary infections produced generated by one primary infected individual in a fully susceptible [32] ). Clearly, if 0 > 1, an epidemic can spread in the population. Rewriting Eq. (16) as
This in fact is the basic reproduction number in a patch of degree with recovered rate , death rate , and migration rate to patches of different degrees. But here it is necessary to emphasize that this expression does not take into account those infected individuals coming from patches with the same degree , which means that the actual value of 0 in patches with degree may be somewhat greater than the value given by Eq. (17) . Equivalently, the actual threshold of � c in patches with degree may be somewhat less than the threshold given by Eq. (16) . So condition Eq. (16) guarantees the spread of an epidemic in those patches with the maximum degree and allows the disease to eventually reach all patches [18] .
VI. SIMULATION RESULTS AND ANALYSIS
In order to validate the theoretical predictions on the epidemic conditions in Section 3 and to further study the impact of demographics and migration on epidemic behaviours above the threshold, we perform an extensive set of Monte Carlo simulations on an artificial network.
Each simulation starts with a randomly selecting patch as infected source and results are based on an average of 50 independent simulation runs.
The artificial network has = 1000 nodes symbolizing a system of 1000 inter-connected patches, and it is generated by the uncorrelated configuration model [30] . It is important to note that if the heterogeneity level of capacity is extremely low or high, some nodes in the system perhaps have too overtaking population burden because of their limit capacity, which represents � − ( ) � < 0 (a negative real birth rate) in Eq. (5). In simulation process, we consider this case as a capacity limited death rate due to competition for resource. gradually (see Fig. 6 (a) and (b) respectively), and instead that increases with increasing migration rate (e.g., from = 0.2 to = 0.5). This means that the heterogeneity of capacity benefits epidemic spreading and migration does not in terms of epidemic threshold. This validates the correctness of the theoretical findings on invasion condition. Secondly, the simulated circles are located sometimes below the curve of theoretical threshold which verifies the analysis results that actual threshold may somewhat lower than theoretical threshold given by Eq. (16). Monte Carlo simulations also allow for the study of the spreading behaviours above the epidemic threshold. In the following, we further perform some Monte Carlo simulations in the same network to investigate the impact of the heterogeneity of capacity and migration rate on epidemic behaviours above epidemic threshold. In each time step, we monitor the normalized average infection denoted as � ( )/ ̅ ( ) which mainly reflects the temporal behaviours of infection prevalence, and the average of population ̅ ( ) which indicates the evolution process of the population. We only compare simulation results between different cases that have the same population in the stationary limit. The initial values are: the average capacity � = 100 (such that the maximum number of individuals in the system equals � × = 10 5 ), the initial ̅ (0) = 0.8 × � . When compared of the prevalence at different levels of heterogeneity of capacity, we carefully choose three pairs values of (Case (a)~Case (c)) to render the system having almost the same theoretical value of ̅ according to Eq. (9) for each case (See Table 3 ). To better illustrate the different impacts clearly for each case, we also track the difference quantity of infection
where 1 and 2 are respectively the larger and the smaller value of in each case.
The simulated curves of � ( )/ ̅ ( ) for each case are shown in Fig. 7 ( ∆� � ( )/ ̅ ( )� in the inset), and the simulated values of ̅ × are demonstrated in Table 3 .
It can be clearly seen from Fig. 7 that the heterogeneity of capacity mainly affects the epidemic speed. That is to say the heterogeneity of capacity enhances epidemic spreading speed at early time steps and such impact is more pronounced when differentiation of the heterogeneity is higher (comparing Fig. 7 (a) ~Fig. 7 (c) and the inset of each). On the other hand, the heterogeneity has almost no influence on the infection size in the stationary limit.
This phenomenon can be explained as follows: at early time steps, epidemic spreading only occurs in a small fraction of patches with larger degree. One reason is infection cannot reach to most patches due to short evolution time, and another is that patches with larger degree are easier and earlier to be affected by infection because of random migration and their greater connectivity. Furthermore, the heterogeneity of capacity guarantees these patches with larger degree have more individuals which benefits epidemic spreading. So epidemic spreads quickly in the metapopulation with high heterogeneous capacity. But as time goes on, most patches are seeded by infection such that epidemic prevalence mainly depends on the infectivity of the disease and recover rate of individuals, which results in the same finial infection size.
Further from Table 3 , we can see that in each case both two simulated values of ̅ × are approximately equal to the theoretical value. Case (c) as an example, the theoretical value of ̅ × is 9.84×10 4 , and the simulated one is 9.76×10 4 for α = 0.63 and 9.70×10 4 for α = 1.35.
This approximately validates the theoretical finding of the final population size given by Eq.
(9) although there are somewhat differences between theoretical and simulated values. In order to further explore how the migration rate affects the temporal epidemic prevalence, we perform another set of simulations on the same network with different migration rates (i.e., =0.1, 0.5, and 0.8) for several scenarios with =0.5, 1, 1.5. Obviously, for each scenario, the system has the same final population size according to Eq. (9) although it has different migration rates.
The simulations show that in the initial evolution stage, the larger the migration rate is, the higher the infection density is, which can be explained by the larger migration rate making the infected individuals move between patches faster. In the middle stage, with time going on, the infected individuals will reach the most patches for all the cases of migration rate , at this point, infection size is larger in the case of smaller and is smaller in the case of larger (see Fig. 8 ). The reason is that for the cases of that early reach the peak of outbreak (e.g., = 0.8), infection density begins to decrease due to the recovering process of the infected individuals. In the later stage, epidemic spreading reaches an endemic state, we find an interesting result: greater values of lead to a larger final infection size for lower and higher heterogeneities level of capacity (see the inset of Fig. 8 (a) and (c) ) and the final infection sizes are almost the same for the middle heterogeneity level (see the inset of Fig. 8 (b) ). To further test the correctness and robustness of this surprising finding at more general heterogeneity level of capacity, we simulate the final infection size at a larger range of (i.e., 0 ≤ ≤ 2) and the results are shown in Fig. 9 . Fig. 9 The normalized average infection density in the stationary limit as a function of with different migration rate = 0.1, 0.5, 0.8 in the same network as that in Fig. 2 .
Infection density in the stationary limit influenced by migration rate depending on the heterogeneity level of capacity is shown in Fig. 9 . Our simulation results show that for the low (e.g., 0 < < 0.8) and high (e.g., 1.1 < < 2) heterogeneity levels of capacity, the greater the value of is, the larger final infection size, and with the heterogeneity level tending to two extremes, this result becomes more pronounced. However, when the heterogeneity level is intermediate (e.g., 0.8 ≤ ≤ 1.1), the final sizes are almost the same for different values. These results also further illustrate the phenomena observed in Fig. 8 .
The reason may be as follows: for low heterogeneity levels (0 < < 0.8), the capacity of each node tends to be homogeneous, the large random migration rate will make individuals move to nodes with higher degree faster than the case of small migration rate, which causes these nodes to have a heavier burden on the population and result in a higher capacity limited death rate. In this case, more new susceptible individuals continuously enter the system through lower degree nodes, which leads to a higher infection density. When the heterogeneity levels are higher (1.1 < < 2), the capacity of each node is polarized. Thus the birth of new susceptible individuals mainly occurs in higher degree nodes with larger capacity, the larger random migration rate results in an overtaking population in the low degree nodes and further causes a higher capacity limited death rate in these nodes. In this case, more new susceptible individuals will go in the system through the higher degree nodes.
But for an intermediate level ( 0.8 ≤ ≤ 1.1 ), the capacity of each node varies almost linearly with node degree, which means each node nearly has the same real birth and death rates and no capacity limited death. So the new susceptible individuals entering the system are almost the same regardless of the migration rate, which leads to the almost same final infection density.
V. CONCLUSIONS AND DISCUSSIONS
We have presented a theoretical framework to study epidemic spreading in a heterogeneous spatial metapopulation with migration and demographics. In this framework, a modified SIR epidemic model was formulated based on mean-field approach by incorporating random migration and logistic population dynamics in each patch with a heterogeneous capacity. A theoretical invasion threshold was derived and it is shown that the heterogeneity of capacity of population drastically decreases the threshold, and instead the increase of the migration rate slightly increases the threshold. This theoretical result was tested with a set of Monte Carlo simulations on a UCM network. Furthermore, we also have studied by Monte Carlo simulations how the heterogeneity of capacity and migration rate impact the epidemic behaviours above epidemic threshold under the condition that system has the same stationary population size. It is shown that both the heterogeneity of capacity and migration benefit epidemic spreading at early stage. But for the final infection size, the former factor has no impact on it, and the impact of the later factor depends on the heterogeneity level of capacity.
Because of the complexity of our epidemic model, it is very difficult to thoroughly analyze the model by theoretical means. So we theoretically derived the epidemic threshold in terms of the average capacity of population, and studied the epidemic behaviours above the epidemic by Monte Carlo simulations. Moreover, in order to compare more fairly the impact of distinct heterogeneity level of capacity and migration on epidemic prevalence, we carefully select values of to render the system with the same final population size. Despite some limitations, our work has extended the research on epidemic dynamics on metapopulation networks, and therefore has given insight into epidemic spreading in a spatial population with population dynamic evolution. We point out here two problems deserving of further study:
one is the empirical study on epidemic spreading model on metapopulation networks based on the real demographic and migration datasets, and another is the efficient epidemic control strategies in such networks at a lower cost.
