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INTERPOLAÇÃO POLINOMIAL
Curitiba, 25 de fevereiro de 2011.
UNIVERSIDADE FEDERAL DO PARANÁ
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INTERPOLAÇÃO POLINOMIAL
Dissertação de Mestrado apresentada ao Programa
de Pós-Graduação em Matemática Aplicada da
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Apresentamos um método de região de confiança para resolver problemas de otimização
irrestrita sem o uso de derivadas da função objetivo. Em cada iteração minimizamos
um modelo quadrático da função em uma região, em torno do ponto corrente, em que
confiamos no modelo. Tal modelo é constrúıdo por meio de interpolação polinomial, não
usando assim as derivadas da função. Provamos que modelos de interpolação polinomial,
sob certas condições, são boas aproximações para a função a otimizar, o que nos permite
mostrar a convergência global para o Algoritmo. No final do texto, apresentamos alguns
testes computacionais.
Palavras-chave: Região de Confiança, Otimização Sem Derivadas.
vii
Abstract
We present a derivative-free trust region method for solving unconstrained optimization
problems. In each iteration we minimize a quadratic model function in a region around
the current point, in which we trust the model. We utilize polynomial interpolation mo-
dels. We prove that polynomial interpolation models, under certain conditions, are good
approximations for the function to be optimized. Then we can show global convergence
to the algorithm and present some computational tests.
Keywords: Trust-Region, Derivative-Free Optimization.
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Notação
xk Vetor do Rn 4
mk Modelo que aproxima uma função na região de confiança 4
gk Gradiente do modelo mk no ponto xk 4
Bk Hessiana do modelo mk no ponto xk 4
fk Valor da função f no ponto xk 4
‖.‖ Norma euclidiana de um ponto do Rn 4
∆k Raio para a região de confiança 4
κh Limitante para Bk 4
pk Passo x− xk 5
ρk Razão entre a redução predita e a redução verdadeira 5
η Parâmetro para aceitação do passo 5
∆̄ Maior valor admisśıvel para o raio 6
pck Passo de Cauchy 7
xck Ponto de Cauchy 7
c1 Fator de redução do modelo em relação a redução de x
c
k 10
N(x0) Conjunto de Nı́vel para a função f 10
ν Constante de Lipschitz da função f 11
λmin(B) Menor autovalor de uma matriz quadrada B 16
B(x,∆) Bola de centro em x e raio ∆ 16
pEk Autopasso 17
c2 Fator de redução do modelo em relação a redução de xk + p
E
k 17
c0 Fator de redução do modelo em relação à maior entre x
c
k e xk + p
E
k 17
N Conjunto de amostra de f 18
κef Constante para limitação do erro na função f 19
κeg Constante para limitação do erro no gradiente da função f 19
κeh Constante para limitação do erro na Hessiana da função f 19
νm1 Limitante para constante de Lipschitz do gradiente do modelo m 19
νm2 Limitante para constante de Lipschitz da Hessiana do modelo m 19
0 ≤ η0 ≤ η1 < 1 Parâmetros para aceitação do passo 21
0 < γ1 < γinc Parâmetros para atualização do raio de região de confiança 21
εc Parâmetro para passo de criticalidade 21
µ > β > 0 Parâmetros para atualização do raio na etapa de criticalidade 21
m0k Modelo histórico da região de confiança na iteração k 21
∆0k Raio histórico da região de confiança na iteração k 21
IN0 Conjunto Números Naturais incluindo o 0 30
Pdn Polinômios de grau menor ou igual a d no Rn 45
Λ Constante de posicionamento 53
ν2 Constante de Lipschitz para a Hessiana da função f 72
‖A‖F Norma de Frobenius da matriz A 72
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Introdução
Neste trabalho concentramos nossa atenção no problema de minimizar uma função f
definida em Rn. Nosso objetivo é estudar, do ponto de vista teórico e computacional, um
método de região de confiança que não faça uso de derivadas da função. Entre os diversos
algoritmos para solucionar tal problema os mais usuais fazem uso de derivadas. Podemos
citar o método do Gradiente ou de Cauchy, que será útil no contexto deste trabalho; o
método de Newton, que usa informações de primeira e segunda ordem da função e os
métodos Quase-Newton. Maiores informações podem ser encontradas em [10, 14, 19].
Embora métodos com derivadas tenham ótimo desempenho, algumas vezes encontrar
a derivada de uma função é muito trabalhoso ou computacionalmente inviável, em outras
tal cálculo é imposśıvel uma vez que nem sempre possúımos a expressão anaĺıtica de f .
Porém, mesmo sem conhecer as derivadas, algumas vezes é desejável realizar a otimização.
São nesses casos que precisamos utilizar métodos sem derivadas, mesmo conscientes de
que o desempenho prático de tais métodos dificilmente supera o de um bom algoritmo
baseado em derivadas, especialmente no que tange ao tempo computacional e número de
avaliações de função [15].
Conn, Scheinberg e Vicente em [5] consideram a otimização sem derivadas uma área
aberta e desafiadora muito importante na ciência da computação e engenharia, com um
enorme potencial prático. A fonte de sua importância é a necessidade cada vez maior em
resolver problemas de otimização definidos por funções cujas derivadas estão indispońıveis
ou dispońıveis a um custo proibitivo. O aumento da complexidade em modelagem ma-
temática, a maior sofisticação da computação cient́ıfica, e uma abundância de códigos
relacionados são algumas das razões pelas quais a otimização sem derivadas é atualmente
uma área de grande interesse.
Em [12], Lopes, Diniz-Ehrhardt e Pedroso fizeram uma revisão dos métodos sem deri-
vadas para resolver o problema de otimização irrestrita. Em [7], Diniz-Ehrhardt, Mart́ınez
e Pedroso apresentaram um método para problemas de programação não linear com res-
trições simples.
Alguns exemplos onde a otimização sem derivadas pode ser usada na prática são
citados em [5]. Entre eles, a otimização dos parâmetros de algoritmos e análise automática
de erros, geometria de circuitos, geometria molecular, entre outros.
Apesar de grande utilidade, a otimização sem derivadas apresenta algumas limitações,
talvez uma das principais seja o fato de que geralmente não é razoável tentar otimizar
problemas com muitas variáveis. Além disso, mesmo em problemas relativamente simples
e bem condicionados, geralmente não é realista esperar soluções exatas.
Entre os métodos existentes na literatura para resolver o problema considerado, nosso
enfoque reside nos métodos de região de confiança [2]. De modo geral, tais métodos uti-
lizam um modelo quadrático da função objetivo, visando estabelecer uma redução deste
modelo num conjunto fechado em que confiamos neste, por isso o nome Região de Con-
fiança. Em geral o modelo quadrático é constrúıdo por aproximação por Taylor, utilizando
assim as derivadas. Nosso objetivo neste trabalho é discutir uma abordagem que não uti-
lize derivadas para construir os modelos, através da interpolação polinomial. No entanto,
precisamos que nossos modelos tenham comportamento local semelhante ao dos modelos
constrúıdos com derivadas, por isso mostramos resultados que garantem que modelos por
interpolação polinomial são boas aproximações para a função que queremos otimizar e,
com isso, conseguimos mostrar resultados semelhantes aos obtido pelos métodos de região
de confiança com derivadas.
Em [5], Conn, Scheinberg e Vicente trazem, como apêndice, uma relação de softwa-
res para otimização sem derivadas, inclusive alguns referentes ao método de região de
confiança baseado em interpolação polinomial, entre eles os softwares CONDOR, DFO,
WEDGE, UOBYQA e NEWUOA. E ainda o BOOSTERS e o ORBIT que são baseados
em interpolação com funções radiais. Neste trabalho implementamos em Matlab o método
estudado e apresentamos alguns testes computacionais mas não temos qualquer pretensão
em compará-lo numericamente com estes softwares profissionais dispońıveis na literatura.
Nosso trabalho está organizado da seguinte forma. No Caṕıtulo 1 apresentamos o
método de região de confiança no sentido clássico, com aproximações por Taylor. No
Caṕıtulo 2, mostramos as modificações necessárias para o método sem derivadas, o respec-
tivo algoritmo e alguns resultados teóricos referentes à convergência global. No Caṕıtulo
3 constrúımos modelos baseados em interpolação polinomial e mostramos que estes sa-
tisfazem as hipóteses para a convergência global, além de apresentar algoritmos para
construir tais modelos. Os Caṕıtulos 2 e 3 são baseados essencialmente nos trabalhos de
Conn, Scheinberg e Vicente [3, 4, 5]. Por fim, no Caṕıtulo 4 trazemos testes computacio-
nais para calibrar os parâmetros do algoritmo proposto. Para tanto, usamos a biblioteca




O Método de Região de Confiança
O método de região de confiança define um modelo da função objetivo e uma região em
torno do ponto corrente na qual confiamos no modelo. Calculamos então um minimizador
aproximado do modelo na região de confiança. Caso este ponto forneça uma redução
razoável no valor da função objetivo, ele é aceito e repetimos o processo. Caso contrário,
pode ser que o modelo não represente adequadamente a função. Neste caso, o ponto é
recusado, e reduzimos o tamanho da região para encontrar um novo minimizador.
Neste caṕıtulo vamos estudar o método de região de confiança no sentido clássico, com
uso de derivadas, para problemas irrestritos. Apresentaremos um algoritmo e mostraremos
resultados de convergência, ainda usando derivadas, conforme pode ser visto em [2, 14,
19].
Seja o problema irrestrito
minimizar f(x)
x ∈ Rn,
onde f : Rn → R é de classe C1.
Dado um ponto xk ∈ Rn, consideramos o modelo quadrático mk : Rn → R de f em
torno de xk dado por:
mk(x) = f(xk) +∇f(xk)>(x− xk) +
1
2
(x− xk)>Bk(x− xk), (1.1)
onde Bk ∈ Rn×n é uma matriz simétrica, podendo ser uma aproximação da hessiana
∇2f(xk) ou qualquer outra matriz simétrica que satisfaça ‖Bk‖ ≤ κh, para alguma cons-
tante κh > 0, independente de k.
O modelo definido acima aproxima bem a função f numa vizinhança de xk. Podemos
portanto considerar uma região de raio ∆k > 0, em que confiamos no modelo
{x ∈ Rn | ‖x− xk‖ ≤ ∆k}. (1.2)
Para facilitar a notação, denotaremos a função e o gradiente no ponto corrente como
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fk = f(xk), gk = ∇f(xk) e p = x− xk. Podemos então reescrever (1.1) como






e a região (1.2) pode ser reescrita como
{p ∈ Rn | ‖p‖ ≤ ∆k}.
Notemos que ∇mk(xk) coincide com ∇f(xk).
O próximo passo é encontrar uma solução aproximada pk ∈ Rn para o subproblema






sujeito a ‖p‖ ≤ ∆k.
(1.3)
O ponto xk + pk minimiza o modelo quadrático (1.1) na região (1.2). Esperamos,
portanto, que este ponto proporcione uma redução na função objetivo que seja no mı́nimo
uma fração da redução do modelo. Para formalizar este conceito definimos a redução pre-
dita, produzida pelo passo pk, como pred = mk(xk)−mk(xk+pk) e a redução verdadeira





O passo pk será aceito quando a razão ρk for maior que uma constante η > 0 dada.
Neste caso, definimos xk+1 = xk + pk e repetimos o processo. Caso contrário, recusamos
o passo pk, reduzimos o raio ∆k e resolvemos o subproblema (1.3) com o novo raio.
A Figura 1.1 mostra um passo do método de região de confiança. O ponto xk+1 é a
minimização do modelo na região de confiança centrada em xk. No gráfico da direita o
minimizador irrestrito do modelo está na região de confiança, e assim o raio da região não
interfere no progresso do algoritmo como veremos a seguir.
Figura 1.1: Um passo de região de confiança
4
Vamos agora formalizar a discussão no algoritmo abaixo, que se baseia no proposto
em [14].
Algoritmo 1.1. Região de confiança
Dados: x0 ∈ Rn, ∆̄ > 0, ∆0 ∈ (0, ∆̄), η ∈ [0,
1
4
), ε > 0.
k = 0.
Repita enquanto ‖∇f(xk)‖ > ε
Obtenha pk resolvendo (1.3) aproximadamente.













e ‖pk‖ = ∆k,
∆k+1 = min{2∆k, ∆̄}.
Senão
∆k+1 = ∆k.
Se ρk > η,
xk+1 = xk + pk.
Senão
xk+1 = xk.
k = k + 1.
Fim
Note que, como o passo pk é obtido através da minimização do modelo mk sobre uma
região centrada em xk, a redução predita será sempre não negativa, e não faz sentido
quando se anula.
Assim,
• Se ρk é negativo, o novo valor f(xk + pk) é maior que o anterior fk e o passo pk deve
ser rejeitado.





, podemos ou não aceitar o
passo, uma vez que houve pelos menos um pequeno decréscimo na função objetivo.
Neste caso, diminúımos o raio da região de confiança.
• Se ρk está próximo de 1, digamos ρk > 34 , aceitamos o passo, pois a redução ver-
dadeira está próxima da redução do modelo. Se ‖pk‖ = ∆k podemos aumentar o
5
raio da região de confiança na próxima iteração. Caso ‖pk‖ < ∆k, não faz sentido
aumentar a região de confiança mesmo o modelo sendo uma boa aproximação da
função objetivo.








aceitamos o passo e mantemos o raio da região.
No Algoritmo 1.1, ∆̄ é um limitante para o raio da região de confiança, assim, para
todo k temos ∆k ≤ ∆̄. Note que o raio é aumentado somente se pk está na fronteira da
região de confiança. Se o passo fica estritamente dentro da região, podemos inferir que
o atual valor de ∆k não está a interferir no progresso do algoritmo, portanto podemos
deixar inalterado o seu valor para a próxima iteração.
O parâmetro η ≥ 0 está relacionado com o critério de aceitação do passo. De modo
geral, o passo é aceito quando a redução no valor da função objetivo é pelo menos um
percentual η da redução obtida no modelo. Assim, quanto menor o valor do parâmetro
η, mais tolerante é o algoritmo. No caso extremo em que η = 0, qualquer decréscimo no
valor da função objetivo é suficiente para aceitar o passo.
Embora a prinćıpio estejamos procurando uma solução ótima de (1.3), é suficiente
para a convergência encontrar uma solução aproximada pk que nos forneça, na região de
confiança, uma redução suficiente no modelo. Isto é importante pois muitas vezes não
conseguimos resolver o subproblema de forma exata.
Essa redução procurada pode ser quantificada em termos do ponto de Cauchy, que é o
minimizador de mk ao longo da direção oposta ao gradiente sujeito à região de confiança,
Assim, o passo de Cauchy é,
pck = −tkgk(x),
onde tk ≥ 0 é solução do problema
minimizar mk(xk − tgk) = fk − t‖gk‖2 + 12t
2g>k Bkgk
sujeito a ‖tgk‖ ≤ ∆k.
(1.5)
O ponto de Cauchy é o ponto obtido a partir de xk com o passo de Cauchy, ou seja,
xck = xk + p
c
k. (1.6)
A Figura 1.2 mostra o ponto de Cauchy numa iteração k. As elipses representam as
curvas de ńıvel do modelo mk. A área hachurada corresponde ao conjunto de pontos na
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região de confiança que satisfazem a relação
pred ≥ mk(xk)−mk(xck).
Figura 1.2: Ponto de Cauchy e pontos “melhores”.
Esta condição será a base de uma das hipóteses na análise de convergência, isto é,
vamos supor que a solução aproximada do subproblema (1.3) seja pelo menos tão boa
quanto a solução de Cauchy.
1.1 Convergência
Nesta seção provaremos que o método de região de confiança é globalmente convergente.
Inicialmente, mostramos o lema abaixo que estabelece o decréscimo esperado no modelo
com o passo de Cauchy.











Demonstração. Primeiramente, vamos obter tk, solução do problema (1.5), isto é, o mini-
mizador da função quadrática ϕk : R→ R dada por ϕk(t) = mk(xk − tgk), ou seja,




no intervalo 0 ≤ t ≤ ∆k‖gk‖ . Para isso, consideramos dois casos: g
>
k Bkgk > 0 e g
>
k Bkgk ≤ 0.
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(i) Quando g>k Bkgk > 0, podemos calcular o parâmetro t
∗ como sendo o único mini-
mizador de (1.7) sem restrição da região de confiança. Derivando (1.7) com respeito a t
e igualando o resultado a zero, obtemos






Dois subcasos podem ocorrer. O primeiro é quando t∗ ≤ ∆k‖gk‖ . Neste caso temos que
tk = t
∗, pois o minimizador irrestrito de (1.7) está na região de confiança. E portanto
mk(x
c


























No segundo subcaso temos t∗ > ∆k‖gk‖ , ou seja, o minimizador irrestrito de (1.7) não















Assim, substituindo em (1.7) e usando que o minimizador está na fronteira
mk(x
c



















(ii) Agora o caso em que g>k Bkgk ≤ 0. Neste caso, o ponto de Cauchy está na fronteira
da região de confiança, ou seja, tk =
∆k
‖gk‖
. Por (1.7), temos que
mk(x
c





k Bkgk ≤ fk − tk‖gk‖2,
o que implica















o que demonstra o resultado.
Para estabelecer a convergência do método de região de confiança, vamos supor que o
Algoritmo 1.1 gera uma sequência infinita {xk} em Rn e que são satisfeitas as seguintes
hipóteses:
Hipótese 1. A função objetivo f é continuamente diferenciável com gradiente Lipschitz.
Hipótese 2. A solução aproximada pk de (1.3) satisfaz







onde c1 > 0 é uma constante.
Hipótese 3. O passo pk satisfaz ‖pk‖ ≤ θp∆k, para alguma constante θp ≥ 1.
Hipótese 4. A função f é limitada inferiormente no conjunto de ńıvel
N(x0) = {x | f(x) ≤ f(x0)}.
Hipótese 5. As Hessianas Bk são uniformemente limitadas, isto é, existe uma constante
κh > 0 tal que ‖Bk‖ ≤ κh para todo k ∈ IN.
As Hipóteses 1, 4 e 5 são comuns em análise de convergência. Em vista do Lema 1.1,
a Hipótese 2 requer a obtenção de um passo cuja redução no modelo seja proporcional
àquela obtida pelo passo de Cauchy. A condição assumida na Hipótese 3 implica que
o passo pode exceder a região de confiança, contanto que permaneça dentro de algum
múltiplo fixo do raio.
O próximo resultado nos fornece uma estimativa para a razão entre a redução verda-
deira e a redução predita do modelo, ou seja, ρk, definida em (1.4).
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Lema 1.2. [19, Lema 5.14] Suponha que sejam satisfeitas as Hipóteses 1-5. Então existe
uma constante c > 0 tal que para todo k ≥ 0








Demonstração. Pelo Teorema do Valor Médio, existe θk ∈ (0, 1) tal que
f(xk + pk) = fk +∇f(xk + θkpk)>pk.
Portanto,
ared− pred = fk − f(xk + pk)−mk(xk) +mk(xk + pk)
= mk(xk + pk)− f(xk + pk)









>Bkpk − (∇f(xk + θkpk)− gk)>pk.
Usando a Hipótese 5, o fato de que∇f é Lipschitz e a desigualdade de Cauchy-Schwarz,
|ared− pred| ≤ κh
2




> 0 e ν a constante de Lipschitz para o gradiente.
Assim, pelas Hipóteses 2 e arefhip5









o que prova o lema para c = ĉ
c1
.
O próximo teorema já nos permite concluir algo sobre convergência. Ele garante que
se a sequência {xk}, gerada pelo algoritmo, for limitada, então ela possui um ponto de
acumulação estacionário.
10




Demonstração. Suponha por absurdo que isto seja falso. Então existe ε > 0 tal que







, onde κh e c são as










Portanto, pelo Lema 1.2,






Assim, ρk ≥ 12 >
1
4
e pelo Algoritmo 1.1 temos ∆k+1 ≥ ∆k. Isto significa que o raio é













para todo k ∈ IN. Seja então o conjunto
K =
{





Dado k ∈ K, pelo mecanismo do Algoritmo 1.1 e pela Hipótese 2 temos
f(xk)− f(xk+1) = f(xk)− f(xk + pk)













Usando isto e (1.12), temos que existe uma constante δ > 0 tal que
f(xk)− f(xk+1) ≥ δ, (1.13)
para todo k ∈ K. Por outro lado, a sequência {fk} é não crescente e, pela Hipótese 4,
limitada inferiormente, de onde segue que f(xk)− f(xk+1)→ 0. Portanto, de (1.13), po-
demos concluir que o conjunto K é finito. Assim ρk < 14 , para todo k ∈ IN suficientemente
grande e então ∆k será reduzido à metade em cada iteração. Isto implica que ∆k → 0, o
que contradiz (1.12). Deste modo, a afirmação do teorema é verdadeira.
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Vamos agora provar a convergência global do método de região de confiança.




Demonstração. Suponha por absurdo que para algum ε > 0 o conjunto
K = {k ∈ IN | ‖∇f(xk)‖ ≥ ε}
seja infinito. Dado k ∈ K, considere o primeiro ı́ndice lk > k tal que ‖∇f(xk)‖ ≤ ε2 . A
existência de lk é assegurada pelo Teorema 1.3. Como ∇f é Lipschitz, temos
ε
2
≤ ‖∇f(xk)−∇f(xlk)‖ ≤ ν‖xk − xlk‖,
para alguma constante ν > 0. Portanto,
ε
2ν
≤ ‖xk − xlk‖ ≤
∑
j∈Sk




onde Sk = {j ∈ IN | k ≤ j < lk e xj+1 6= xj}. Pelo mecanismo do Algoritmo 1.1, pela



























e usando (1.14), obtemos
f(xk)− f(xk+1) ≥ δ, (1.15)
para todo k ∈ K. Por outro lado, a sequência {fk} é não crescente e, pela Hipótese 4,
limitada inferiormente, de onde segue que f(xk) − f(xk+1) → 0, contradizendo (1.15).
Deste modo, a afirmação do teorema é verdadeira.
Uma consequência do Teorema 1.4 é que todo ponto de acumulação x̄ de uma sequência
gerada pelo Algoritmo 1.1 é estacionário, ou seja, ∇f(x̄) = 0. De fato, se x̄ é valor de
aderência da sequência {xk} gerada pelo Algoritmo 1.1, existe um subconjunto IN′ ⊂ IN
12
tal que xk
IN′→ x̄. Como f é continuamente diferenciável, temos
∇f(xk)
IN′→ ∇f(x̄),
mas do Teorema 1.4, temos que ∇f(xk)→ 0, portanto ∇f(xk)
IN′→ 0 e, pela unicidade do
limite, ∇f(x̄) = 0.
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Caṕıtulo 2
O Método de Região de Confiança
sem Derivadas
Os métodos de região de confiança para otimização irrestrita sem derivadas usam modelos
que se baseiam apenas no valor da função objetivo em alguns pontos. Os modelos corres-
pondentes podem ser constrúıdos por meio de interpolação polinomial, regressão, ou ainda
por outra técnica de aproximação. No próximo caṕıtulo discutiremos como construir tais
modelos. Neste caṕıtulo vamos estudar alguns critérios que devem ser satisfeitos pelos
modelos sem derivadas de modo que tenham um comportamento local semelhante ao que
é observado pelos modelos de Taylor e critérios que devem ser obedecidos para garantir
a convergência do método. Estas condições foram apresentadas por Conn, Scheinberg e
Vicente em [4] e [5, Cap. 10].
No caso dos modelos baseados em uma aproximação por Taylor, o modelo torna-
se progressivamente melhor quando a região de confiança torna-se menor. Em modelos
oriundos de interpolação ou regressão polinomial isso não é necessariamente verdade.
Por isso, precisamos garantir que o raio de região de confiança só seja reduzido quando
estivermos certos de que o fracasso de uma etapa atual decorre do tamanho da região de
confiança e não da má qualidade do modelo. Com esta garantia, podemos provar, mais
uma vez, que o modelo é uma boa aproximação da função objetivo e podemos obter, sob
certas hipóteses, resultados semelhantes aos obtidos no caso com derivadas, discutidos no
caṕıtulo anterior.
Analogamente ao caṕıtulo anterior, tipicamente o modelo de f em torno de xk é
quadrático e pode ser escrito da seguinte forma







As derivadas do modelo com respeito à variável p são dadas por ∇mk(xk + p) =
Bkp + gk, ∇mk(xk) = gk e ∇2mk(xk) = Bk. Se mk é um modelo de Taylor de primeira
ordem, então mk(xk) = f(xk) e gk = ∇f(xk) e se o modelo de Taylor é de segunda ordem
também temos que Bk = ∇2f(xk). Em geral, no caso com derivadas, Bk pode ser uma
aproximação simétrica da Hessiana da função objetivo. Nos casos que não são baseados
nas derivadas da função objetivo usamos modelos onde Bk 6= ∇2f(xk), gk 6= ∇f(xk) e na
ausência de interpolação mk(xk) 6= f(xk).
Em cada iteração k desejamos minimizar o modelo em uma vizinhança de xk, ou seja,
em uma região de confiança de raio ∆k
B(xk,∆k) = {xk ∈ Rn | ‖x− xk‖ ≤ ∆k}.
Esta minimização pode ser aproximada. Para discutir o conceito de solução apro-
ximada, resgatamos a discussão do caṕıtulo anterior sobre o Ponto de Cauchy, que é o
ponto que minimiza o modelo ao longo da direção oposta ao gradiente restrito à região











Para o propósito de convergência a pontos cŕıticos de primeira ordem, precisamos que
a redução do modelo seja pelo menos uma fração c1 ∈ (0, 1) da redução do modelo obtida
pelo ponto de Cauchy. Em vista do Lema 1.1, a solução aproximada pk deve satisfazer







onde c = c1
2
.
Quando consideramos um modelo quadrático e convergência para pontos cŕıticos de
segunda ordem, a redução do modelo necessária pode ser alcançada ao longo de uma
direção relacionada à maior curvatura negativa, que por sua vez está relacionada com o
autovalor negativo de maior módulo da Hessiana do modelo. É nesse sentido que vamos
definir o autopasso.
Definição 2.1. Suponha que Bk possui pelo menos um autovalor negativo, e seja τk =
λmin(Bk) = o menor autovalor de Bk. Então podemos determinar um passo de curvatura
negativa pEk , tal que
(pEk )
>(gk) ≤ 0, ‖pEk ‖ = ∆k e (pEk )>Bk(pEk ) = τk∆2k.
Dizemos assim que pEk é o autopasso.
15
Devido à presença da curvatura negativa, pEk é o minimizador do modelo quadrático
ao longo dessa direção restrito à região de confiança. O autopasso induz a redução no
modelo, dada pelo lema abaixo.
Lema 2.2. [5, Lema 10.2] Suponha que a Hessiana Bk do modelo possui autovalores
negativos e que pEk e τk são como na Definição 2.1. Então temos que






Demonstração. Pela definição do modelo mk e do autopasso p
E
k ,


















Assim, na presença de curvaturas negativas no modelo, o autopasso desempenha um
papel similar ao passo de Cauchy. Para a convergência global de segunda ordem pre-
cisamos que o decréscimo, em cada passo, seja pelo menos uma fração c2 ∈ (0, 1] do
decréscimo atingido pelo autopasso, ou seja,
mk(xk)−mk(xk + pk) ≥ c2[mk(xk)−mk(xk + pEk )].
Também esperamos que o passo obtenha uma fração do decréscimo do passo de Cauchy.
Assim, assumimos a hipótese de na iteração k,









para alguma constante c0 ∈ (0, 1].
Um passo que satisfaz esta hipótese é dado pelo cálculo do passo de Cauchy e, na
presença de curvatura negativa no modelo, o autopasso, e escolhemos aquele que oferece
a maior redução no modelo. Combinando (2.1), (2.2) e (2.3), exigimos que















2.1 Condições para os Modelos
Para provarmos a convergência de primeira ordem assumimos que f e seu gradiente são
Lipschitz no domı́nio considerado pelo algoritmo. Para melhor definir essa região, vamos
supor que o ponto inicial x0 é dado e os novos iterados fornecem reduções no valor da
função objetivo. Assim, os novos iterados pertencem ao conjunto de ńıvel
N(x0) = {x ∈ Rn | f(x) ≤ f(x0)}.
Entretanto, como consideramos modelos baseados em amostras, é posśıvel que a função
objetivo f seja avaliada fora de N(x0). Então assumimos que a amostra é restrita em
regiões da forma B(xk; ∆k) e que ∆k nunca excede uma constante positiva dada ∆̄. Assim
a região onde fazemos a amostra de f é o conjunto







Hipótese 6. Dados x0 ∈ Rn e ∆̄ > 0, assuma que f é continuamente diferenciável com
gradiente Lipschitz em um domı́nio aberto Ω ⊂ Rn contendo N .
Para garantirmos que o modelo torna-se melhor quando diminúımos a região de con-
fiança definimos classe de modelos plenamente lineares e classe de modelos plenamente
quadráticos, os quais usaremos para a convergência de primeira ordem e para a con-
vergência de segunda ordem, respectivamente. A construção de modelos que satisfaçam
essas definições serão vistas no próximo caṕıtulo.
Definição 2.3 (Classe de Modelos Plenamente Lineares). [5, Definição 10.3] Considere
uma função f : Rn → R que satisfaz a Hipótese 6. Um conjunto M = {m : Rn → R,m ∈
C1} de modelos da função é chamado uma Classe de Modelos Plenamente Lineares se
valem as seguintes condições:
1. Existem constantes positivas κef , κeg e ν
m
1 tais que para qualquer x ∈ N(x0) e ∆ ∈
(0, ∆̄] existe um modelo m ∈ M da função f , cujo gradiente é Lipschitz com a
correspondente constante limitada por νm1 , tal que:
• o erro entre o gradiente do modelo e o gradiente da função satisfaz
‖∇f(x+ p)−∇m(x+ p)‖ ≤ κeg∆, ∀ p ∈ B(0; ∆),
• o erro entre o modelo e a função satisfaz
|f(x+ p)−m(x+ p)| ≤ κef∆2, ∀ p ∈ B(0; ∆).
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Tal modelo m é chamado Plenamente Linear em B(x; ∆).
2. Para a classe M existe um algoritmo, que chamamos de Algoritmo de Melhora-
mento do Modelo, que em um número finito e uniformemente limitado (com respeito
a x e ∆) de passos pode:
• estabelecer que um modelo m ∈M é plenamente linear em B(x; ∆).
• ou encontrar um modelo m̄ ∈M que é plenamente linear em B(x; ∆).
Para analisar a convergência para pontos cŕıticos de segunda ordem, nós precisamos
que a Hessiana da função objetivo f seja Lipschitz, e esse requerimento de suavidade é
dado pela hipótese abaixo.
Hipótese 7. Dados x0 ∈ Rn e ∆̄ > 0, assuma que f é duas vezes continuamente dife-
renciável com Hessiana Lipschitz em um domı́nio aberto Ω ⊂ Rn contendo N .
O algoritmo de segunda ordem requer Classe de Modelos Plenamente Quadráticos,
que definimos agora.
Definição 2.4 (Classe de Modelos Plenamente Quadráticos). [5, Definição 10.4] Consi-
dere uma função f : Rn → R que satisfaz a Hipótese 7. Um conjunto M = {m : Rn →
R,m ∈ C2} de modelos da função f é chamado uma Classe de Modelos Plenamente
Quadráticos se valem as seguintes condições:
1. Existem constantes positivas κef , κeg, κeh e ν
m
2 tais que para qualquer x ∈ N(x0) e
∆ ∈ (0, ∆̄] existe um modelo m ∈M da função f , cuja Hessiana é Lipschitz com a
correspondente constante limitada por νm2 , tal que:
• o erro entre a Hessiana do modelo e a Hessiana da função satisfaz
‖∇2f(x+ p)−∇2m(x+ p)‖ ≤ κeh∆, ∀ p ∈ B(0; ∆),
• o erro entre o gradiente do modelo e o gradiente da função satisfaz
‖∇f(x+ p)−∇m(x+ p)‖ ≤ κeg∆2, ∀ p ∈ B(0; ∆),
• o erro entre o modelo e a função satisfaz
|f(x+ p)−m(x+ p)| ≤ κef∆3, ∀ p ∈ B(0; ∆).
Tal modelo m é chamado Plenamente Quadrático em B(x; ∆).
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2. Para a classe M existe um algoritmo, que chamamos de Algoritmo de Melhora-
mento do Modelo, com o qual em um número finito e uniformemente limitado (com
respeito a x e ∆) de passos podemos
• estabelecer que um modelo m ∈M é plenamente quadrático em B(x; ∆).
• ou encontrar um modelo m̄ ∈M que é plenamente quadrático em B(x; ∆).
2.2 Método de Região de Confiança Sem Derivadas
Primeira Ordem
Nesta seção apresentamos o algoritmo de região de confiança sem derivadas e a prova de
convergência global para pontos cŕıticos de primeira ordem. Tanto o algoritmo quanto os
resultados de convergência foram apresentados por Conn, Scheinberg e Vicente em [4] e
[5, Cap. 10].
2.2.1 Algoritmo - Primeira Ordem
Agora vamos formalmente apresentar o algoritmo de primeira ordem.
Algoritmo 2.1. [5, Algoritmo 10.1] Região de Confiança sem Derivadas - 1a Ordem
Dados:
- Uma classe de modelos plenamente lineares e o correspondente algoritmo de melhoramento.
- x0 ∈ Rn, ∆̄ > 0, ∆00 ∈ (0, ∆̄].





- 0 ≤ η0 ≤ η1 < 1, com η1 6= 0, 0 < γ < 1 < γinc, εc > 0, µ > β > 0 e ω ∈ (0, 1).
k = 0.
passo 1 - criticalidade








Chame o algoritmo de melhoramento do modelo,





Aplique o Algoritmo 2.2 para encontrar um modelo m̃k plenamente linear
com gradiente e possivelmente Hessiana em p = 0 dados por g̃k e B̃k.
mk = m̃k,









passo 2 - cálculo do passo
Calcule pk que satisfaça (2.4) de tal modo que xk + pk ∈ B(xk,∆k).




se ρk ≥ η1 ou (ρk ≥ η0 e mk é plenamente linear),
xk+1 = xk + pk,






passo 4 - melhoramento do modelo
se ρk < η1,
Use o algoritmo de melhoramento do modelo.
Defina m0k+1 como mk (possivelmente melhorado).
passo 5 - atualização do raio
se ρk ≥ η1,
Escolha ∆0k+1 ∈ [∆k,min{γinc∆k, ∆̄}].
senão




k = k + 1.
O algoritmo contempla a aceitação da nova iteração com base em simples diminuição
no valor da função objetivo quando escolhemos o parâmetro η0 = 0. Destacamos ainda
que o modelo mk e o raio da região de confiança ∆k são definidos apenas no final do passo
de criticalidade. Uma iteração termina por definir um modelo m0k+1 e um de raio região
de confiança ∆0k+1 históricos para a próxima iteração, que então podem ser alterados ou
não pelo passo de criticalidade.
O procedimento invocado na etapa de criticalidade é descrito no próximo algoritmo.
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i = i+ 1.
Melhore o modelo até m
(i−1)
k ser plenamente linear em B(xk, ω
i−1∆0k).








até ∆̃k ≤ µ‖g
(i)
k ‖.
Após o passo 3 do Algoritmo 2.1, podemos ter as seguintes possibilidades:
Se ρk ≥ η1, então o novo iterando é aceito e o raio da região de confiança é aumentado
ou mantido. Essa é uma iteração de sucesso.
Se η0 ≤ ρk < η1 e mk é plenamente linear, então a nova iteração é aceita e diminuimos
o raio da região de confiança. Essa é uma iteração aceitável.
Se ρk < η1 e mk não é certificado plenamente linear, então o modelo é melhorado e o
ponto pode ser inclúıdo no conjunto de amostra para calcular o modelo, mas a iteração
não é aceita. Essa é uma iteração de melhora do modelo.
Se ρk < η0 e mk é plenamente linear, então não obtivemos decréscimo suficiente e
o modelo não precisa ser melhorado. Dimı́nuimos o raio da região de confiança e não
aceitamos o passo. Essa é uma iteração de insucesso.
Essa discussão é sumarizada na Figura 2.1.
Figura 2.1: Situações posśıveis em uma iteração do Algoritmo 2.1
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2.2.2 Convergência Global - Pontos cŕıticos de primeira ordem
Vamos mostrar no próximo lema que se o iterando atual é um ponto estácionario de
primeira ordem, então o algoritmo não continua infinitamente na etapa de criticalidade
do Algoritimo 2.1, ou seja, o Algoritmo 2.2 termina em um número finito de passos.
Lema 2.5. [5, Lema 10.5] Se ∇f(xk) 6= 0, o Algoritmo 2.2 termina em um número finito
de passos.
Demonstração. Vamos supor por contradição que o Algoritmo 2.2 é infinito e mostrar que
∇f(xk) = 0. Para começar, sabemos que m0k não é certificadamente plenamente linear ou




k e o modelo é melhorado até ser plenamente linear
na bola B(xk, ω
0∆0k), em um número finito de passos de melhoramento. Se o gradiente
g
(1)









Por outro lado, se µ‖g(1)k ‖ < ω0∆0k, o modelo é melhorado até ser plenamente linear
na bola B(xk, ω
0∆0k). Então, novamente, ou o procedimento para ou o raio é multiplicado
outra vez por ω, e assim por diante.
A única maneira para o processo ser infinito, e requerer um número infinito de passos
de melhoramento é se
µ‖g(i)k ‖ < ω
i−1∆0k,
para todo i ≥ 1, onde g(i)k é o gradiente do modelo m
(i)
k . Esse argumento mostra que
lim
i→+∞
‖g(i)k ‖ = 0.
Como temos que o modelo m
(i)
k é plenamente linear em B(xk, ω
i−1∆0k), com s = 0 e x = xk
temos que
‖∇f(xk)− g(i)k ‖ ≤ κegω
i−1∆0k,
para todo i ≥ 1. Pela desigualdade triangular, temos, para todo i ≥ 1, que









Como ω ∈ (0, 1), isso implica que ∇f(xk) = 0.
Agora provaremos os resultados relacionados à convergência global para pontos cŕıticos
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de primeira ordem. Além de supormos a Hipótese 6 e a existência de modelos plenamente
lineares, precisamos de hipóteses adicionais.
Hipótese 8. Assuma que f é limitada inferiormente em N(x0), isto é, existe uma cons-
tante κ∗ tal que, para todo x ∈ N(x0), f(x) ≥ κ∗.
Precisaremos também da hipótese que requer que a Hessiana do modelo Bk seja uni-
formemente limitada. Em geral, modelos plenamente lineares requerem apenas derivadas
cont́ınuas de primeira ordem.
Hipótese 9. Existe constante κh > 0 tal que, para todo xk gerado pelo algoritmo,
‖Bk‖ ≤ κh.
Começaremos a análise com o seguinte lema.
















pela condição de decréscimo de Cauchy temos que













Logo, pelo fato de que mk é plenamente linear, temos
|ρk − 1| =
∣∣∣∣f(xk)− f(xk + pk)−mk(xk) +mk(xk + pk)mk(xk)−mk(xk + pk)
∣∣∣∣
≤
∣∣∣∣f(xk + pk)−mk(xk + pk)mk(xk)−mk(xk + pk)





























o que implica −1 + η1 ≤ ρk − 1, e portanto η1 ≤ ρk. O que nos mostra que a k-ésima
iteração é de sucesso.
O próximo resultado mostra que se a norma do gradiente do modelo é limitada, então
o raio da região de confiança também é limitado.
Lema 2.7. [5, Lema 10.7] Suponha que existe uma constante κ1 > 0, tal que ‖gk‖ ≥ κ1
para todo k. Então existe uma constante κ2 > 0 tal que
∆k ≥ κ2
para todo k.
























a iteração é de sucesso (se mk é plenamente linear) ou de melhora do modelo (se mk não
é plenamente linear), então pelo mecanismo de atualização do raio temos que ∆0k+1 ≥ ∆k.
Por outro lado se ∆k não é limitado por κ̄2 e diminúımos o raio, o novo raio fica








e mostra o resultado.
No próximo lema vamos considerar o que acontece quando o número de iterações de
sucesso é finito.
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Demonstração. Vamos considerar as iterações que vêm depois da última iteração de su-
cesso. Sabemos que só podemos ter um número finito (uniformemente limitado, digamos,
por L) de iterações de melhoramento do modelo antes do modelo se tornar plenamente
linear, e portanto, há um número infinito de iterações que são aceitáveis ou de insucesso
e em ambos os casos, o raio da região de confiança é reduzido. Como não existem mais
iterações de sucesso, nunca aumentamos ∆k para k suficientemente grande. Além disso,
∆k é reduzido, no mı́nimo a cada L iterações, por um fator γ. Assim, ∆k converge para
zero.
Agora para cada j, seja ij o ı́ndice da primeira iteração depois da j-ésima iteração
onde o modelo mj é plenamente linear. Então,
‖xj − xij‖ ≤ L∆j → 0 quando j → +∞.
Temos que
‖∇f(xj)‖ = ‖∇f(xj)−∇f(xij) +∇f(xij)− gij + gij‖
≤ ‖∇f(xj)−∇f(xij)‖+ ‖∇f(xij)− gij‖+ ‖gij‖
≤ ν‖xj − xij‖+ κeg∆ij + ‖gij‖,
uma vez que o gradiente é Lipschitz e o modelo a partir da ij-ésima iteração é plenamente
linear. Note que o primeiro termo converge para zero, pois ‖xj − xij‖ → 0, o segundo
também pois ∆ij converge para zero. Finalmente ‖gij‖ converge para zero pelo Lema 2.6,
pois supondo por absurdo que uma subsequência não converge, então para ∆ij pequeno
o suficiente, ij seria uma iteração de sucesso, e teŕıamos uma contradição. Portanto,
‖∇f(xj)‖ converge para zero quando j vai para o infinito.
Vamos agora provar um lema relevante no contexto sem derivadas, onde mostraremos
que o raio da região de confiança converge para zero.




Demonstração. Seja S o conjunto de ı́ndices das iterações de sucesso. Se S é finito, então
pelo lema anterior temos o resultado. Vamos considerar o caso em que S é infinito. Para
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qualquer k ∈ S, temos
f(xk)− f(xk+1) ≥ η1[mk(xk)−mk(xk + pk)].
Usando a hipótese sobre a fração do decréscimo pelo passo de Cauchy dado em (2.1),
segue que










Pelo Passo 1 do Algoritmo temos que ‖gk‖ ≥ min{εc, µ−1∆k}, então










Como S é infinito e f é limitada inferiormente, usando a hipótese que a Hessiana do
modelo é limitada temos que o lado direito da expressão acima converge para zero. Logo,
limk∈S ∆k = 0, e a prova está completa para todas as iterações de sucesso. Lembrando
que pelo Algoritmo 2.1 o raio da região de confiança é aumentado no máximo por uma
constante γinc e apenas nas iterações de sucesso. Agora, seja k /∈ S o ı́ndice de uma
iteração depois do primeiro sucesso. Então ∆k ≤ γinc∆sk , onde sk é o ı́ndice da última
iteração de sucesso antes de k. Como ∆sk → 0, então ∆k → 0 para k /∈ S, o que conclui
a demonstração.
Uma maneira alternativa para a demostração do lema anterior é analisarmos a ex-
pressão (2.5):






















O que nos mostra que ‖gk‖ → 0 ou ∆k → 0. Se ‖gk‖ → 0, existe k suficientemente grande
para o qual ‖gk‖ ≤ εc, e pelo Algoritmo 2.2, ∆k ≤ µ‖gk‖, e consequentemente ∆k → 0.
O lema a seguir segue facilmente como consequência do Lema 2.7 e do lema anterior.




Demonstração. Supondo por absurdo que ‖gk‖ ≥ κ1 para todo k. Pelo Lema 2.7 temos
que ∆k ≥ κ2, o que pelo Lema 2.9 é uma contradição quando k tende ao infinito.
Vamos provar agora que quando a norma do gradiente do modelo ‖gk‖ converge para
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zero em uma subsequência, então o gradiente da função ‖∇f(xk)‖ também converge para
zero.
Lema 2.11. [5, Lema 10.11] Para qualquer subsequência {ki} tal que
lim
i→+∞





Demonstração. Por (2.6), temos que ‖gki‖ ≤ εc para i suficientemente grande. Pelo
algoritmo temos que o modelo mki é plenamente linear na bola B(xki ; ∆ki), com ∆ki ≤
µ‖gki‖ para i suficientemente grande. Usando o fato que mki é plenamente linear, temos
‖∇f(xki)− gki‖ ≤ κeg∆ki ≤ κegµ‖gki‖
Assim,
‖∇f(xki)‖ ≤ ‖∇f(xki)− gki‖+ ‖gki‖ ≤ (κegµ+ 1)‖gki‖
Como ‖gki‖ → 0, então ‖∇f(xki)‖ → 0.
O Teorema de convergência global, a seguir, segue imediatamente dos lemas anteriores.
Teorema 2.12. [5, Teorema 10.12] Sejam x0 ∈ Rn e ∆̄ > 0 dados. Suponha f é con-
tinuamente diferenciável com gradiente Lipschitz em um domı́nio aberto contendo N (o
conjunto de amostra dos valores de f) e limitada no conjunto de ńıvel N(x0), ou seja,
f(x) ≥ κ∗ para todo x ∈ N(x0). Suponha ainda que existe uma constante κh > 0, tal que


























Se a sequência de iterandos é limitada, o Teorema 2.12 garante a existência de um
ponto cŕıtico de primeira ordem. Na verdade, somos capazes de provar que todos os
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pontos limites da sequência de iterandos são pontos cŕıticos de primeira ordem. É o que
mostraremos no próximo teorema.
Teorema 2.13. [5, Teorema 10.13] Sejam x0 ∈ Rn e ∆̄ > 0 dados. Se f é continuamente
diferenciável com gradiente Lipschitz em um domı́nio aberto contendo N (o conjunto de
amostra dos valores de f) e é limitada no conjunto de ńıvel N(x0), ou seja, f(x) ≥ κ∗




Demonstração. Já mostramos no Lema 2.8 o resultado no caso em que o conjunto S de
iterações de sucesso é finito. Então, assumiremos que o conjunto S é infinito. Vamos supor
por contradição que exista uma subsequência {ki} de iterações de sucesso ou aceitáveis tais
que ‖∇f(xki)‖ ≥ ε0 > 0, para algum ε0 > 0 e para todo i. As demais iterações podemos
ignorar pois nessas k é incrementado mas xk não muda. Usando a contrapositiva do Lema
2.11 temos que ‖gki‖ ≥ ε > 0, para algum ε e para todo i suficientemente grande. Sem








O Lema 2.10 assegura a existência, para cada ki na subsequência, de uma primeira
iteração `i > ki tal que ‖g`i‖ < ε. Removendo elementos de {ki}, obtemos uma outra
subsequência indexada por {`i} tal que
‖gk‖ ≥ ε para ki ≤ k < `i e ‖g`i‖ < ε (2.7)





{k ∈ IN0 : ki ≤ k < `i} .




Pelo Lema 2.6 conclúımos que para algum k ∈ K grande o suficiente a iteração k é
de sucesso se o modelo é plenamente linear, ou a iteração é de melhoramento do modelo,
caso este não seja plenamente linear.
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Além disso, para cada k ∈ K ∩ S temos que



















e, para k suficientemente grande, ∆k ≤ εκh . Então, para k ∈ K ∩ S grande









Como para todo k ∈ K grande a iteração é de sucesso ou de melhoramento do modelo, e
quando é de melhoramento xk = xk+1, temos para i suficientemente grande























Como a sequência {fk} é limitada e decrescente, segue que
lim
i→+∞
‖xki − x`i‖ = 0.
Agora, usando o fato que o gradiente é Lipschitz, o modelo é plenamente linear, o
mecanismo do passo de criticalidade do Algoritmo 2.1 e (2.7) temos
‖∇f(xki)‖ ≤ ‖∇f(xki)−∇f(x`i)‖+ ‖∇f(x`i)− g`i‖+ ‖g`i‖
≤ ν‖xki − x`i‖+ κegµε+ ε




o que contradiz a suposição inicial e prova o teorema.
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2.3 Método de Região de Confiança Sem Derivadas
- Segunda Ordem
Para obter convergência global para pontos cŕıticos de segunda ordem, o algoritmo requer
uma ordem a mais de suavidade, de modo que precisamos de uma quantidade que expresse
a estacionariedade de segunda ordem. Uma possibilidade é trabalhar com
σmk = max{‖gk‖,−λmin(Bk)},
como medida de estacionariedade de segunda ordem do modelo.
O algoritmo para pontos cŕıticos de segunda ordem segue basicamente os mesmos
argumentos do Algoritmo 2.1. Uma diferença fundamental é que σmk agora desempenha
o papel de ‖gk‖. Outra diferença é a necessidade de trabalhar com modelos plenamente
quadráticos. A terceira modificação principal é a necessidade de sermos capazes de resolver
melhor o subproblema da região de confiança, de modo que o decréscimo seja melhor tanto
que uma fração do decréscimo de Cauchy como uma fração do decréscimo do autopasso,
quando temos a presença de curvatura negativa.
2.3.1 Algoritmo - Segunda Ordem
Vamos agora enunciar a versão do algoritmo de segunda ordem que iremos considerar.
Algoritmo 2.3. [5, Algoritmo 10.3] Região de Confiança sem Derivadas - 2a Ordem
Dados:
- Uma classe de modelos plenamente quadráticos M.
- O correspondente algoritmo de melhoramento.
- x0 ∈ Rn, ∆̄ > 0, ∆00 ∈ (0, ∆̄].





- σm,00 = max{‖g00‖,−λmin(H00 )}.
- 0 ≤ η0 ≤ η1 < 1, com η1 6= 0, 0 < γ < 1 < γinc, εc > 0, µ > β > 0 e ω ∈ (0, 1).
k = 0.
passo 1 - criticalidade









Chame o algoritmo de melhoramento do modelo.







Aplique o Algoritmo 2.4 para encontrar um modelo m̃k plenamente quadrático
com gradiente e Hessiana em p = 0 dados por g̃k e B̃k, respectivamente.
mk = m̃k.








passo 2 - cálculo do passo
Calcule pk que obtenha uma redução suficiente no modelo mk, tal que xk + pk ∈ B(xk,∆k).




se ρk ≥ η1 ou (se ρk ≥ η0 e mk é plenamente quadrático),
xk+1 = xk + pk.






passo 4 - melhoramento do modelo
se ρk < η1,
Use o algoritmo de melhoramento do modelo.
Defina m0k+1 como mk (possivelmente melhorado).
passo 5 - atualização do raio
se ρk ≥ η1,
se ∆k < βσ
m
k ,
∆0k+1 = min{γinc∆k, ∆̄}.
senão
Escolha ∆0k+1 ∈ [∆k,min{γinc, ∆̄}].




k = k + 1.
A seguir descrevemos o algoritmo chamado no Passo 1 do algoritmo anterior.
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i = i+ 1.
Melhore o modelo até m
(i−1)
k ser plenamente quadrático em B(xk, ω
i−1∆0k).








até ∆̃k ≤ µ(σmk )(i).
Novamente vamos usar as definições de iterações de sucesso, aceitável, melhora-
mento do modelo e insucesso que seguem os critérios dados no Algoritmo 2.1.
2.3.2 Convergência Global - Pontos cŕıticos de segunda ordem
Para a convergência global a pontos cŕıticos de segunda ordem, precisamos de uma ordem
a mais de suavidade, dada pela Hipótese 7, que exige que a Hessiana de f seja Lipschitz.
Será necessário também assumir que a função f é limitada inferiormente (Hipótese 8).
Naturalmente, vamos também supor a existência de modelos plenamente quadráticos.











Isso será importante para limitar a diferença entre o valor de σ(x) da função e σm(x)
do modelo. Para este propósito, primeiro vamos encontrar um limitante para a diferença
entre o menor autovalor da Hessiana da função função e do seu correspondente modelo
plenamente quadrático.
Proposição 2.14. [5, Proposição 10.14] Seja f duas vezes continuamente diferenciável
com Hessiana Lipschitz e m um modelo plenamente quadrático de f na bola B(x; ∆).
Então, temos que
|λmin(∇2f(x))− λmin(∇2m(x))| ≤ κeh∆.
Demonstração. Seja v um autovetor normalizado correspondente ao menor autovalor da
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Hessiana do modelo, então pela Definição 2.4
λmin(∇2f(x))− λmin(∇2m(x)) ≤ v>∇2f(x)v − λmin(∇2m(x))
= v>∇2f(x)v − v>∇2m(x)v
= v>[∇2f(x)−∇2m(x)]v
≤ ‖∇2f(x)−∇2m(x)‖ ≤ κeh∆.
Analogamente, seja u o autovetor normalizado correspondente ao menor autovalor da
Hessiana de f , obtemos que
λmin(∇2m(x))− λmin(∇2f(x)) ≤ u>[∇2m(x)−∇2f(x)]u
≤ ‖∇2m(x)−∇2f(x)‖ ≤ κeh∆,
o que demonstra o resultado.
Antes de provar o próximo resultado, precisamos de dois resultados auxiliares. O
primeiro é o lema abaixo.
Lema 2.15. Seja a ≥ 0 e b ∈ R. Então
max{a, b} = max{a,max{b, 0}}.
Demonstração. Se max{b, 0} = 0, temos que b ≤ 0. Como a ≥ 0, temos que max{a, b} =
max{a,max{b, 0}} = a.
Por outro lado, se max{b, 0} = b, é imediato que max{a,max{b, 0}} = max{a, b}.
O segundo resultado é o seguinte lema:
Lema 2.16. Sejam a, b, c e d números reais não negativos. Então
|max {a, b} −max {c, d}| ≤ max {|a− c| , |b− d|} .
Demonstração. Vamos separar a demonstração me quatro casos.
Caso I - Se a ≤ b e c ≤ d, então
|max {a, b} −max {c, d}| = |b− d| ≤ max {|a− c| , |b− d|} .
Caso II - Se b ≤ a e d ≤ c então o resultado segue analogomente ao Caso I.
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Caso III - Se a ≤ b e d ≤ c, precisamos mostrar que
|max {a, b} −max {c, d}| = |b− c| ≤ max {|a− c| , |b− d|} .
Vamos supor que |b− d| ≤ |a− c| e mostrar que |b− c| ≤ |a− c|.
Se |b− d| ≤ |a− c|, então b − d ≤ |a− c|. Por outro lado, como d ≤ c, temos que
b− c ≤ b− d o que implica b− c ≤ |a− c|. Temos ainda que, c− b ≤ c− a ≤ |a− c|, pois
a ≤ b. Assim, |b− c| ≤ |a− c|. Analogamente, o resultado vale quando |a− c| ≤ |b− d|,
onde conseguimos mostrar que |a− c| ≤ |b− c|.
Caso IV - Se b ≤ a e c ≤ d, basta fazer uma análise semelhante a está segunda, que
concluimos o resultado.
O próximo resultado mostra que a diferença entre σ(x) e σm(x) é da ordem de ∆.
Lema 2.17. [5, Lema 10.15] Seja ∆ limitado por ∆̄. Seja f duas vezes continuamente
diferenciável com Hessiana Lipschitz e m um modelo plenamente quadrático de f na bola
B(x; ∆). Então, para algum κσ > 0, temos
|σ(x)− σm(x)| ≤ κσ∆. (2.8)
Demonstração. Seja τ = −λmin(∇2f(x)) e τm = −λmin(∇2m(x)). Pelas definições de σ(x)
e σm(x) temos que
σ(x) = max{‖∇f(x)‖, τ} e σm(x) = max{‖∇m(x)‖, τm},
então
|σ(x)− σm(x)| = |max {‖∇f(x)‖, τ} −max {‖∇m(x)‖, τm} |,
usando o Lema 2.15 temos
|σ(x)− σm(x)| = |max {‖∇f(x)‖,max {τ, 0}} −max {‖∇m(x)‖,max {τm, 0}} |,
usando o Lema 2.16 segue que
|σ(x)− σm(x)| ≤ max {|‖∇f(x)‖ − ‖∇m(x)‖| , |max {τ, 0} −max {τm, 0}|} .
Temos que |‖∇f(x)‖ − ‖∇m(x)‖| ≤ κeg∆2 ≤ κeg∆∆̄. Por outro lado, o segundo
termo da expressão acima é dominado por |τ − τm|, que por sua vez é limitado por κeh∆,
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de acordo com a Proposição 2.14. Portanto,





Como acontece no caso de convergência de primeira ordem, vamos mostrar que na
etapa de criticalidade é executado um número finito de passos de melhoramento.
Lema 2.18. [5, Lema 10.16] Se σ(xk) 6= 0, o Algoritmo 2.4 termina em um número finito
de passos.
Demonstração. Vamos supor que o Algoritmo 2.4 é infinito e provaremos que σ(xk) = 0.
Para começar, sabemos que m0k não é certificadamente plenamente quadrático ou ∆
0
k >




k e o modelo é melhorado até ser plenamente quadrático
na bola B(xk, ω









(1) ≥ ω0∆0k, o processo para com
∆̃0k = ω
0∆0k ≤ µ(σmk )(1).
Por outro lado, se µ(σmk )
(1) < ω0∆0k, o modelo é melhorado até ser plenamente
quadrático na bola B(xk, ω
0∆0k). Então, novamente, ou o procedimento para ou o raio é
multiplicado outra vez por ω, e assim por diante.
A única situação posśıvel para que o processo seja infinito e requeira um número
infinito de passos de melhoramento ocorre se
µ(σmk )
(i) < ωi−1∆0k, (2.9)





Como temos que o modelo m
(i)
k é plenamente quadrático em B(xk, ω
i−1∆0k), temos pelo
Lema 2.17 que
|σ(xk)− (σmk )(i)| ≤ κσωi−1∆0k,
para todo i ≥ 1. Pela desigualdade triangular e por (2.9), temos que








Como ω ∈ (0, 1), isso implica que σ(xk) = 0.
Agora vamos mostrar que uma iteração pode ser de sucesso se o modelo corrente
é plenamente quadrático e a o raio da região de confiança é pequeno o suficiente com
respeito a σmk .

















então a k-ésima iteração é de sucesso.
Demonstração. Pela condição (2.4) de máximo decréscimo entre o Passo de Cauchy e o
autopasso temos














Pela definição de σmk (x), σ
m
k = ‖∇mk(xk)‖ = ‖gk‖ ou σmk = −λmin(Bk) = −τk.













Como mk é plenamente quadrático temos que |f(xk)−mk(xk)| ≤ κef∆3k, de onde
|ρk − 1| =
∣∣∣∣f(xk)− f(xk + pk)−mk(xk) +mk(xk + pk)mk(xk)−mk(xk + pk)
∣∣∣∣
=
∣∣∣∣−f(xk + pk) +mk(xk + pk)mk(xk)−mk(xk + pk) + f(xk)−mk(xk)mk(xk)−mk(xk + pk)
∣∣∣∣
≤
∣∣∣∣f(xk + pk)−mk(xk + pk)mk(xk)−mk(xk + pk)

























∆k ≤ (1− η1).
Logo,
|ρk − 1| ≤ (1− η1).
Por outro lado, considerando o caso σmk = −τk, temos












|ρk − 1| ≤
∣∣∣∣f(xk + pk)−mk(xk + pk)mk(xk)−mk(∆2k)









Em ambos os casos, −1+η1 ≤ ρk−1, e portanto η1 ≤ ρk, o que nos mostra que a k-ésima
iteração é de sucesso.
O próximo resultado segue do Lema 2.19. Sua demonstração é similar à do Lema 2.7.
Lema 2.20. [5, Lema 10.18] Suponha que existe uma constante κ1 > 0 tal que σ
m
k ≥ κ1
para todo k. Então existe uma constante κ2 > 0 tal que
∆k ≥ κ2
para todo k.


























a iteração é de sucesso (se mk é plenamente quadrático) ou de melhora do modelo (se mk
não é plenamente quadrático), então pelo mecanismo de atualização do raio temos que
∆0k+1 ≥ ∆k.
Por outro lado se ∆k não é limitado por κ̄2 e diminúımos o raio, o novo raio fica








No próximo lema vamos considerar o que acontece quando o número de iterações de
sucesso é finito. A demonstração é similar à do Lema 2.8.




Demonstração. Vamos considerar as iterações que vêm depois da última iteração de su-
cesso. Sabemos que só podemos ter um número finito (uniformemente limitado por,
digamos L) de iterações de melhoramento do modelo antes do modelo se tornar plena-
mente quadrático, e portanto há um número infinito de iterações que são aceitáveis ou
de insucesso e, em ambos os casos, o raio da região de confiança é reduzido. Como não
existem mais iterações de sucesso, nunca aumentamos ∆k para k suficientemente grande.
Além disso, ∆k é reduzido, ao menos a cada L iterações, por um fator γ. Assim, ∆k
converge para zero.
Usando o Lema 2.17, temos que
|σ(xk)| = |σ(xk)− σm(xk) + σm(xk)|
≤ |σ(xk)− σm(xk)|+ |σm(xk)|
≤ κσ∆k + |σ(xk)|.
O primeiro termo converge para zero, pois ∆k converge para zero. Além disso, |σ(xk)|
converge para zero pelo Lema 2.19, pois supondo por absurdo que uma subsequência não
converge, então para ∆k pequeno o suficiente, k poderia ser uma iteração de sucesso o
que seria uma contradição. Portanto, σ(xk) converge para zero quando j tende para o
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infinito.
Agora vamos provar que a sequência dos raios de região de confiança converge para
zero. A demonstração é similar à prova do Lema 2.9.




Demonstração. Seja S o conjunto de ı́ndices das iterações de sucesso. Se S é finito, então
pelo lema anterior temos o resultado. Vamos considerar o caso em que S é infinito. Para
qualquer k ∈ S, temos
f(xk)− f(xk+1) ≥ η1[mk(xk)−mk(xk + pk)].
Usando a hipótese sobre a fração do máximo decréscimo entre o autopasso e o passo de
Cauchy dado em (2.4), segue que














Pelo Passo 1 do Algoritmo 2.3 temos que σmk ≥ min{εc, µ−1∆k}. Se na iteração k temos
que ‖gk‖ ≥ max{−τk, 0}, então σmk = ‖gk‖ e










Caso, ‖gk‖ < −τk, então σmk = −τk e,




Temos duas subsequências de iterações de sucesso {k1i } e {k2i }, possivelmente com so-
breposição, onde (2.10) e (2.11) são satisfeitas, respectivamente. A união dessas sub-
sequências contém todas as iterações de sucesso. Como S é infinito e {fk} é limitada
inferiormente, temos que ou {k1i } ({k2i }) é finito ou o lado direito de (2.10) ((2.11)) con-
verge para zero. Logo, limk∈S ∆k = 0, e a prova está completa se todas as iterações são de
sucesso. Lembremos que pelo Algoritmo 2.3 o raio da região de confiança é aumentado no
máximo por um fator γinc e apenas nas iterações de sucesso. Agora, seja k /∈ S o ı́ndice
de uma iteração depois do primeiro sucesso, então ∆k ≤ γinc∆sk , onde sk é o ı́ndice da
última iteração de sucesso antes de k. Como ∆sk → 0, então ∆k → 0 para k /∈ S, o que
conclui a demonstração.
O lema a seguir segue facilmente como consequência dos Lema 2.20 e do lema anterior.
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Demonstração. Suponha por absurdo que σmk ≥ κ1 para todo k. Pelo Lema 2.20 temos
que existe uma constante κ2 tal que ∆k ≥ κ2, o que contradiz o Lema 2.22.
Vamos agora verificar que o passo a criticalidade (Passo 1 do Algoritmo 2.3) garante
que uma subsequência de iterados converge para um ponto cŕıtico de segunda ordem, por
meio do seguinte resultado auxiliar.
Lema 2.24. [5, Lema 10.22] Para qualquer subsequência {ki} tal que
lim
i→+∞





Demonstração. Por (2.12) temos que σmki ≤ εc para i suficientemente grande. O Algoritmo
garante que o modelo mki é plenamente quadrático na bola B(xki ; ∆ki), com ∆ki ≤ µσmki









Desse modo, como σmki → 0 temos que σ(xki)→ 0.
O teorema de convergência global a seguir segue imediatamente dos lemas anteriores.
Teorema 2.25. [5, Teorema 10.23] Sejam x0 ∈ Rn e ∆̄ > 0 dados. Se f é duas vezes
continuamente diferenciável com Hessiana Lipschitz em um domı́nio aberto contendo N
(o conjunto de amostra dos valores de f) e é limitada no conjunto de ńıvel N(x0), ou seja,





Se a sequência de iterandos é limitada, o Teorema 2.25 garante a existência de um
ponto cŕıtico de segunda ordem. Na verdade, somos capazes de provar, assim como na
análise para pontos cŕıticos de primeira ordem, que todos os pontos limites da seqüência
de iterandos são pontos cŕıticos de segunda ordem ordem. Para isso faremos uso do
requisito adicional sobre o Passo 5 do Algoritmo 2.3, que impõe nas iterações de sucesso
um aumento no raio da região de confiança se ele for muito pequeno comparado a σmk .
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Teorema 2.26. [5, Teorema 10.24] Sejam x0 ∈ Rn e ∆max > 0 dados. Se f é duas vezes
continuamente diferenciável com Hessiana Lipschitz em um domı́nio aberto contendo N
(o conjunto de amostra dos valores de f) e f é limitada no conjunto de ńıvel N(x0), ou





Demonstração. Já mostramos no Lema 2.21 o resultado quando o conjunto S das iterações
de sucesso é finito. Então, assumiremos que o conjunto S é infinito. Vamos supor por
contradição que exista uma subsequência {ki} de iterações de sucesso ou aceitáveis, tal
que
σ(xki) ≥ ε0 > 0, (2.13)
para algum ε0 > 0 e para todo i. Usando a contrapositiva do Lema 2.24, temos que
σmk ≥ ε > 0, para algum ε > 0 e para todo i suficientemente grande. Sem perda de








O Lema 2.23 assegura a existência, para cada ki na subsequência, de uma primeira
iteração de sucesso ou aceitável `i > ki tal que σ
m
`i
< ε. Removendo elementos de {ki},
obtemos que existe uma outra subsequência indexada por {`i} tal que
σmk ≥ ε para ki ≤ k < `i e σm`i < ε (2.15)





{k ∈ IN0 | ki ≤ k < `i} .
Pelo Lemas 2.19 e 2.22 segue que, para algum k ∈ K grande o suficiente a iteração k
é de sucesso se o modelo é plenamente quadrático, ou a iteração é de melhoramento do
modelo, caso contrário. Vamos considerar a situação onde o ı́ndice k ∈ K ∩ S\S+, onde
S+ são as iterações de sucesso em que ∆k < βσmk .
Nesse caso, ∆k ≥ βσmk ≥ βε. Como, ∆k → 0 para k ∈ K, então K ∩ S\S+ contém
apenas um número finito de iterações. Temos também que quando k ∈ K∩S então k ∈ S+
quando k é suficientemente grande.
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Vamos mostrar que para k ∈ K ∩ S+ grande o suficiente, temos ∆k+1 = γinc∆k.
Sabemos que quando k ∈ S+, ∆0k+1 = γinc∆k depois do Passo 5 do Algoritmo 2.3. No
entanto, ∆0k+1 pode ser reduzido no Passo 1, de alguma iteração seguinte, e para isso
∆k+1 ≥ βσ̃mk+1 = βσmk+1 ≥ βε, mas isso só acontece um número finito de vezes, pois temos
que ∆k → 0. Então, para k ∈ K ∩ S+ grande o suficiente, temos ∆k+1 = γinc∆k.
Seja S i+ = [ki, `i − 1] ∩ S+ = {j1i , j2i , . . . , j∗i } o conjunto de ı́ndices de iterações de
sucesso que estão no intervalo [ki, `i − 1]. Pelo passo de atualização do raio e fato de que
o ponto e o raio são mantidos nas iterações de melhoramento do modelo, para i grande
temos que
‖xki − x`i‖ ≤
∑
j∈Si+















Como ∆j∗i → 0, conclúımos que
lim
i→+∞
‖xki − x`i‖ = 0.
Além disso,





O primeiro termo do lado direito tende a zero por causa da continuidade Lipschitz
de σ(x), e assim é limitado por ε para i suficientemente grande. O terceiro termo é
limitado por ε por (2.15). Para o segundo termo, usamos o fato de que, a partir de
(2.14) e o mecanismo do passo de criticalidade na iteração `i, o modelo m`i é plenamente
quadrático em B(x`i , µσ
m
`i
). Usando (2.8) e (2.15), também deduzimos que o segundo
termo é limitado por kσµε (para i suficientemente grande). Como consequência, obtemos
a partir destes limites e (2.14), que




para i grande o suficiente, o que contradiz (2.13). Então nossa hipótese inicial deve ser




Neste caṕıtulo abordamos as propriedades dos modelos de interpolação por polinômios
quadráticos. O que discutiremos pode ser aplicado à interpolação polinomial de qualquer
grau. No entanto, os polinômios quadráticos são de maior interesse para nós, pois podem
ser considerados os modelos não-lineares mais simples, e muitas vezes os mais eficientes.
Por essa razão, todos os exemplos e imagens são limitadas ao caso quadrático.
O objetivo deste caṕıtulo é estabelecer uma base teórica para a utilização de inter-
polação polinomial como aproximação da função a otimizar sem o uso das derivadas. Para
assegurar a convergência global de um algoritmo de otimização que utiliza um modelo da
função objetivo, é normalmente necessário garantir uma certa qualidade deste modelo.
Os resultados aqui apresentados seguem as ideias de Conn, Scheinberg e Vicente em [3] e
[5].
Quando um modelo é uma expansão por Taylor de primeira ou segunda ordem, a
qualidade do modelo é facilmente analisada em termos do erro da expansão. Já no caso
de interpolação polinomial existem limites semelhantes, mas, ao contrário da expansão de
Taylor, não dependem só do centro da expansão e da função que está sendo aproximada,
mas também do conjunto de pontos de interpolação. Assim, a fim de manter a qualidade
do modelo de interpolação, é necessário manter a qualidade do conjunto de interpolação.
Examinaremos constantes que caracterizam a qualidade de um conjunto de interpolação.
Vamos estudar a relação entre essas constantes e o papel que desempenham no erro entre
a interpolação polinomial e a função (e entre os de suas derivadas).
Vamos considerar alguns conceitos básicos da interpolação polinomial. Diferentes ba-
ses para o espaço de polinômios apresentam também diferentes graus de dificuldade para
a interpolação. Seja Pdn o espaço dos polinômios de grau menor ou igual a d no Rn. A
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dimensão desse espaço é p + 1. Se d = 1, então p + 1 = n + 1 e se d = 2 temos que




Uma base φ = {φ0(x), φ1(x), . . . , φp(x)} de Pdn é um conjunto de p + 1 polinômios
de grau menor ou igual a d que gera Pdn. Como φ é uma base de Pdn, então qualquer





onde αj são coeficientes reais.
Podemos considerar várias bases para o espaço dos polinômios. Por exemplo, uma
base canônica, com monômios de coeficiente 1, pode ser escrita como
φ = {1, x1, x2, . . . , xn, x21, x1x2, . . . , x1xn, x22, x2x3, . . . , x2xn, . . . xdn}.
Uma base bastante importante no contexto que vamos abordar é a chamada base
natural. A base natural φ̄ pode ser convenientemente descrita via o uso de multíındices.
Seja um vetor αi = (αi1, . . . , α
i



























, i = 0, . . . , p, e |αi| ≤ d.
A base natural pode ser escrita como
φ̄ = {1, x1, x2, . . . , xn, x21/2, x1x2, . . . , x1xn, . . . xd−1n−1/(d− 1)!, xdn/d!},
onde cada termo da base canônica é dividido pelo produtório dos fatoriais de cada expo-
ente.
A base natural é a base de polinômios que aparece na expansão por Taylor.
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3.1 Interpolação Polinomial
Dizemos que o polinômio m interpola uma função f em um ponto y se m(y) = f(y).
Se temos um conjunto Y = {y0, y1, . . . , yp} ⊂ Rn de pontos de interpolação, e m denota
um polinômio de grau menor ou igual a d que interpola f nos pontos de Y , os coefici-






i) = f(yi), i = 0, . . . , p.
Esta condição forma um sistema linear de equações em termos dos coeficientes de inter-
polação, o qual podemos escrever na forma matricial como
M(φ, Y )αφ = f(Y ),
onde




0) · · · φp(y0)
φ0(y
1) φ1(y






















Para que o sistema acima tenha uma única solução, é necessário que a matrix M(φ, Y )
seja não singular.
Definição 3.1. [5, Definição 3.1] O conjunto Y = {y0, y1, . . . , yp} está posicionado para
interpolação polinomial em Rn se a matriz correspondente M(φ, Y ) é não singular para
alguma base φ em Pdn.
Como todas as bases em espaços vetoriais de dimensão finita são equivalentes, a de-
finição acima vale se M(φ, Y ) for não singular, qualquer que seja a base φ de Pdn.
Dado o espaço dos polinômios Pdn e uma base φ, denotaremos
φ(x) = [φ0(x), φ1(x), . . . , φp(x)]
>
como o vetor em Rp+1 cujas entradas são os valores dos elementos da base polinomial no
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ponto x.
Lema 3.2. [5, Lema 3.2] Dada uma função f : Rn → R e um conjunto posicionado para
interpolação polinomial Y ∈ Rn, o polinômio interpolador m de f em Y existe e é único.
Demonstração. Como Y é posicionado para interpolação polinomial, m existe e é único
para uma base dada φ. O que precisamos mostrar é que m não depende da escolha da
base. Assim, seja ψ(x) = P>φ(x) uma outra base, onde P é uma matriz (p+ 1)× (p+ 1),
não singular.
Temos que,





Pj,i+1φj−1, i = 0, . . . , p.
E




0) · · · φp(y0)
φ0(y
1) φ1(y







p) · · · φp(yp)


P11 P11 · · · P1,(p+1)





P(p+1),1 P(p+1),2 · · · P(p+1),(p+1)
 .
Seja αφ a solução de M(φ, Y )αφ = f(Y ) e αψ a solução de M(ψ, Y )αψ = f(Y ), então
M(φ, Y )Pαψ = f(Y ),
o que implica
αψ = P
−1(M(φ, Y ))−1f(Y ).
Mas,
α>ψψ(x) = f(Y )
>(M(φ, Y ))−>P−>P>φ(x) = f(Y )>(M(φ, Y ))−>φ(x) = α>φ φ(x).
De onde, m(x) = α>ψψ(x) = α
>
φ φ(x).
3.2 Polinômios de Lagrange
Agora vamos estudar os polinômios de Lagrange, que representam papel fundamental na
teoria de interpolação. Uma base ` formada pelos polinômios de Lagrange será chamada
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de Base de Lagrange e, como veremos, se Y é um conjunto posicionado então a matriz
M(`, Y ) é a identidade. Começamos pela definição de tais polinômios.
Definição 3.3. [5, Definição 3.3] Dado um conjunto de pontos de interpolação Y =
{y0, y1, . . . , yp}, uma base de p + 1 polinômios `j(x), j = 0, 1, . . . , p, em Pdn é chamada
base de Polinômios de Lagrange se
`j(y
i) = δij =
{
1, se i = j,
0, se i 6= j.
Se Y é posicionado, então os Polinômios de Lagrange existem e são únicos. Os po-
linômios de Lagrange gozam de propriedades interessantes, algumas relacionadas à seguir.
Lema 3.4. [5, Lema 3.4] Se Y é posicionado, então a base de Polinômios de Lagrange
existe e está unicamente definida.
Demonstração. A prova da existência segue do fato de que cada polinômio de Lagrange
λj(x) é um polinômio interpolador da função que se anula em todos os pontos de Y exceto





1, se i = j,
0, se i 6= j.
Logo, pelo Lema 3.2, λj(x) existem e são únicos para j = 0, 1, . . . , p. Como temos p + 1
polinômios de Lagrange, estes polinômios formam uma base unicamente determinada.
A existência dos Polinômios de Lagrange implica que um conjunto é posicionado. De
fato, se os polinômios de Lagrange existem, então existe uma matriz Aφ, onde as colunas
são os coeficientes dos polinômios em uma base φ qualquer, tal que M(φ, Y )Aφ = I, ou
seja, M(φ, Y ) é não singular. Verifiquemos tal afirmação. Seja `j(x) = α
j
0(x)+ . . .+α
j
p(x)
o j-ésimo polinômio de Lagrange escrito como combinação linear dos elementos da base



























0) · · · φp(y0)
φ0(y
1) φ1(y







p) · · · φp(yp)
 .
Logo,























































1) · · · `0(yp)
`1(y
0) `1(y







1) · · · `p(yp)
 = I.
Para mostrar que o conjunto de polinômios de Lagrange forma uma base para Pdn,
nós precisamos mostrar que qualquer polinômio m em Pdn é uma combinação linear desses
polinômios. Sabemos que qualquer polinômio é unicamente determinado por seus valores
em Y , desde que Y seja posicionado. O próximo resultado mostra que esses valores, de
fato, são os coeficientes de m quando escrito em termos da base de Lagrange.
Lema 3.5. [5, Lema 3.5] Para qualquer função f : Rn → R e qualquer conjunto posicio-






onde {`i(x), i = 0, 1, · · · , p} é a base de Polinômios de Lagrange para Y .
Demonstração. Como Y é posicionado, m é único. Seja φ uma base, então m(x) = α>φ φ(x),
onde αφ é solução de M(φ, Y )αφ = f(Y ). Então, αφ = M(φ, Y )
−1f(Y ), o que implica
que
α>φ = f(Y )
>M(φ, Y )−>.
Por outro lado, `j(x) = α
>
j φj(x), ou matricialmente `(x) = A
>
φφ(x). Assim
m(x) = f(Y )>M(φ, Y )−>φ(x)
= f(Y )>M(φ, Y )−>A−>φ `(x).
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Temos que M(φ, Y )Aφ = I, logo




Para melhor entendimento ilustraremos os resultados acima com um exemplo.
Exemplo 3.1.
Seja a função f : R2 → R definida por f(x) = 3 + x1 + x22 + 2x1x2 + 4x31 e o conjunto
de interpolação Y = {(0, 0), (1, 0), (0, 1), (2, 0), (0, 2), (1, 1)}. Queremos encontrar o po-
linômio quadrático m que interpola f nos pontos de Y . Primeiramente vamos encontrar







para todo j = 0, 1, . . . , 5, onde φ = {1, x1, x2, x21, x22, x1x2} é uma base para P22 e `j(yi)
são os polinômios de Lagrange nos pontos yi. Ao resolver os sistemas obtemos:










`1(x) = 2x1 − x21 − x1x2,
`2(x) = 2x2 − x22 − x1x2,









É fácil verificar que `j(y
i) = δij como esperado. E como f(y
0) = 3, f(y1) = 7,


























































x22 +4x1x2 que interpola




1 nos pontos do conjunto Y . Veremos na Seção 3.7
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um algoritmo para encontrar os polinômios de Lagrange sem a necessidade de resolvermos
p+ 1 sistemas lineares. 
Os Polinômios de Lagrange são importantes na teoria de interpolação polinomial,
tanto unidimensional como em espaços de dimensão 2 ou mais. Além disso algumas de
suas propriedades são bastante úteis em modelos da otimização sem derivadas. Por isso,
é importante estudarmos as propriedades dos Polinômios de Lagrange. Iremos agora
discutir maneiras alternativas para defini-los.
Dado um conjunto Y = {y0, y1, . . . , yp} ⊂ Rn e um vetor x ∈ Rn, como a matriz
M(φ, Y ) é não singular, podemos expressar o vetor φ(x) unicamente em termos do vetor





ou, da forma matricial,
M(φ, Y )>λ(x) = φ(x), onde λ(x) = [λ0(x), . . . , λp(x)]
>. (3.1)
Com isso, temos a primeira maneira alternativa para encontrar os polinômios de La-
grange: basta resolvermos o sistema linear dado em (3.1).
Para a segunda alternativa, dado um conjunto Y e um ponto x, considere o conjunto





Esse fato mostra que λ(x) não depende da escolha da base φ, uma vez que o espaço Pdn é
fixado.
Considere um conjunto φ(Y ) = {φ(yi), i = 0, . . . , p} ∈ Rp+1. Seja vol(φ(Y )) o volume
do simplex de vértices em φ(Y ), dado por
vol(φ(Y )) =








Ou seja, o valor absoluto do i-ésimo polinômio de Lagrange em um ponto dado x é a
mudança no volume de φ(Y ), quando yi é trocado por x.
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3.3 Medidas de Posicionamento
Vimos que a não singularidade de M(φ, Y ) é um indicador de posicionamento. Uma
questão natural é saber se existe conjunto melhor posicionado que outros, e a resposta é
sim. Outra pergunta que podemos fazer é: será que o número de condição de M(φ, Y )
é um indicador de bom posicionamento? A resposta, em geral, é não, uma vez que o
número de condição de M(φ, Y ) depende da escolha de φ. Além disso, para qualquer
conjunto de interpolação Y , é posśıvel escolhermos a base φ de modo que o número de
condição de M(φ, Y ) seja igual a qualquer número entre 1 e +∞. Por outro lado, para
qualquer escolha de φ fixa, o número de condição de M(φ, Y ) depende da escala de Y.
Assim, o número de condição de M(φ, Y ) não é considerado um bom indicativo para
o ńıvel de posicionamento de um conjunto de pontos. No entanto, vamos voltar a esta
questão e mostrar que, para uma escolha espećıfica de φ, a base natural, e para Ŷ , uma
versão reduzida de Y , o número de condição de M(φ̄, Ŷ ) é uma medida significativa de
bom posicionamento.
Uma clássica medida de posicionamento de um conjunto de pontos Y em uma região







onde Dr denota a r-ésima derivada da função e νd é um limitante superior para D(d+1)f(x).
Notemos que f precisa ter (d+ 1) derivadas em x. Quando r = 0, o limitante do valor da











e ∆ é o diâmetro da menor bola B(Y ) contendo Y .
A partir desses resultados vamos definir Λ-posicionamento, onde Λ é a constante de
posicionamento do conjunto Y .
Definição 3.6. [5, Definição 3.6] Sejam Λ > 0 e um conjunto B ∈ Rn dados. Seja
φ = {φ0(x), φ1(x), . . . , φp(x)} uma base em Pdn. Um conjunto Y = {y0, y1, . . . , yp} é dito
Λ-posicionado em B se e somente se
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i) = φ(x) com ‖λ(x)‖∞ ≤ Λ,
ou, equivalentemente,
3. ao substituir qualquer ponto em Y por x ∈ B, aumentamos o volume do conjunto
{φ0(x), φ1(x), . . . , φp(x)} no máximo por um fator Λ.
Essa definição não implica ou requer que o conjunto de amostra Y esteja contido
no conjunto B onde o valor absoluto dos polinômios de Lagrange são maximizados. De
fato, o conjunto Y pode estar arbitrariamente longe de B desde que todos os polinômios
de Lagrange estejam limitados em valor absoluto em B. No entanto, veremos que para
garantir a validade dos algoritmos que constroem conjuntos Λ-posicionados iremos gerar
pontos em B.
Mostraremos agora algumas propriedades do Λ-posicionamento.
Lema 3.7. [5, Lema 3.7]
1. Se B contém pontos em Y e Y é Λ-posicionado em B, então Λ ≥ 1.
2. Se Y é Λ-posicionado em B, então Y é Λ-posicionado em um subconjunto de B.
3. Se Y é Λ-posicionado em B para um constante Λ, então Y é Λ̃-posicionado em B
para qualquer Λ̃ ≥ Λ.

















e yi ∈ B, então max
x∈B(Y )




Pela definição dos polinômios de Lagrange segue que max
0≤i≤p
|`i(yi)| = 1, o que mostra
o resultado.
2. Seja A ⊂ B. Como Y é Λ-posicionado em B, temos pela Definição 3.6 que para




i) = φ(x) com ‖λ(x)‖∞ ≤ Λ.
O mesmo vale, em particular, para todo x ∈ A.





i) = φ(x) com ‖λ(x)‖∞ ≤ Λ ≤ Λ̃.
4. Pelo Lema 3.5, dados f : Rn → R e um conjunto Y posicionado, o único polinômio


















A seguir mostramos alguns exemplos de conjuntos posicionados e suas respectivas
constantes de posicionamento. Não é necessário utilizar a função que queremos interpolar
para sabermos a constante de posicionamento de determinado conjunto, mas para a melhor
visualização as figuras abaixo foram constrúıdas de maneira que interpolassem a função
f(x, y) = cos(x) + sen(y) numa vizinhança do ponto (1, 1). Nas figuras a seguir a função
está traçada em azul enquanto o modelo é mostrado em cinza. Conseguimos ver pelas
figuras que quanto mais próximo de 1 a constante Λ, melhor o modelo aproxima a função.
Ainda neste caṕıtulo veremos como encontrar a constante de posicionamento para um
conjunto dado, e, mais que isso como melhorá-la quando necessário.
Figura 3.1: Y = {(0.1, 0.3); (0.3, 0.1); (1, 1); (1.5, 1.5); (1.6, 1.8); (1.8, 1.6)}, com Λ = 186.
Figura 3.2: Y = {(0, 0); (1, 0.66); (1, 1.33); (0, 2); (2, 0); (2, 2)}, com Λ = 150.
54
Figura 3.3: Y = {(0, 0); (0, 1); (1, 0); (1, 1); (0, 2); (2, 0)}, com Λ = 4.
Figura 3.4: Y = {(0.1, 1.4); (0.4, 0.25); (1, 1); (1, 1.9); (1.6, 0.25); (1.9, 1.4)}, com Λ = 1.82.
Figura 3.5: Y = {(0, 0); (0, 1); (1, 0); (0, 2); (2, 0); (2, 2)}, com Λ = 1.
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Mostraremos a seguir que a constante Λ não depende da escala do conjunto de amostra.
Lema 3.8. [5, Lema 3.8] Sejam Y = {y0, y1, . . . , yp} um conjunto de pontos de inter-
polação e λi(x), i = 0, . . . , p, a base dos polinômios de Lagrange para Y , isto é, solução
de (3.1) para Y . Então, para qualquer ∆ > 0, λi(x/∆), i = 0, . . . , p, é solução de (3.1)
para Ŷ , onde Ŷ = {y0/∆, y1/∆, . . . , yp/∆}.
Demonstração. Como a solução λ(x) de (3.1) não depende da escolha da base, vamos




i) = φ̄(x). (3.2)
Se multiplicamos cada yi e x por 1/∆, isto corresponde a multiplicar as linhas do
sistema (3.2) por diferente escalares, a saber (1, 1/∆, 1/∆2, . . . , 1/∆d) os quais dependem
do grau do polinômio da base natural que está em cada linha. E temos que λ(x/∆)
satisfaz este novo sistema para Ŷ .
Segue diretamente do lema anterior o seguinte corolário.
Corolário 3.9. Se Y é Λ-posicionado em B, então Ŷ = Y/∆ é Λ-posicionado em B̂ =
B/∆.
O próximo resultado mostra que translações do conjunto de interpolação não alteram
Λ-posicionamento.
Lema 3.10. [5, Lema 3.9] Sejam Y = {y0, y1, . . . , yp} um conjunto de pontos de inter-
polação e λi(x), i = 0, . . . , p, a solução de (3.1) para x dado. Então, para qualquer a ∈ Rn,
λi(x) também é solução de (3.1) para Ya = {y0 + a, y1 + a, . . . , yp + a} e xa = x+ a.
Demonstração. A solução de (3.1) não depende da escolha da base, trabalhando com a













(xαj + xαj−1a+ xαj−2a2 + . . .+ xaαj−1 + aαj)





onde γk(a) são coeficientes que dependem de a mas não de x. Então, φ̄j(x + a) define





i + a) = φ̄(x+ a).
3.4 Número de Condição como uma medida de bom
posicionamento
O número de condição da matriz M(φ, Y ) dada pelas condições de interpolação, em geral,
não é uma boa medida de posicionamento de Y , uma vez que podemos ter mudanças
grandes quando mudamos φ ou mudamos a escala de Y . No entanto, vamos considerar
uma espećıfica escolha de base, a base natural φ̄, e vamos olhar o número de condição de
M(φ̄, Ŷ ), onde Ŷ é uma versão transladada e com mudança de escala de Y de tal modo
que




‖ŷi − ŷ0‖ = max
0≤i≤p
‖ŷi‖ = 1.
Para isso, seja Y = {y0, y1, . . . , yp}. Primeiro transladamos y0 para a origem, obtendo
{0, y1 − y0, . . . , yp − y0}.
Então consideramos
∆ = ∆(Y ) = max
0≤i≤p
‖yi − y0‖
e multiplicamos todos os elementos do conjunto por 1/∆, obtendo
Ŷ = {0, ŷ1, . . . , ŷp} = {0, (y1 − y0)/∆, . . . , (yp − y0)/∆} ⊂ B(0, 1).
Para entendermos como o número de condição de M(φ̄, Ŷ ) pode ser uma medida de
posicionamento, precisaremos alguns resultados auxiliares. O primeiro deles mostra que
qualquer polinômio pode ser expresso por φ(x) com coeficientes que não são tão pequenos
que o polinômio possa zerar, ou quase, na bola unitária.
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Lema 3.11. [5, Lema 3.10] Existe um número ξ∞ > 0 tal que, para qualquer escolha de





Primeiramente, vamos mostrar que ψ é uma norma:
(i) ψ(v) ≥ 0 para todo v ∈ Rp+1 pois é o máximo de valores absolutos.
(ii) ψ(v) = 0 se, e somente se v = 0. Temos que,
max
x∈B(0,1)
|v>φ(x)| = 0⇒ |v>φ(z)| = 0⇒ v>φ(z) = 0,
para todo z ∈ B(0, 1). Logo, v = 0. Por outro lado, se v = 0, temos que para todo
x ∈ B(0, 1)












ψ(u+ v) = max
x∈B(0,1)










= ψ(u) + ψ(v)
E como duas normas de dimensão finita são equivalentes, então existe uma constante
ξ∞ > 0 tal que
ψ(v) ≥ ξ∞‖v‖∞,
onde ξ∞ = min
‖v‖∞=1
ψ(v). Por fim, quando ‖v‖∞ = 1, temos ψ(v) ≥ ξ∞, logo existe
y ∈ B(0, 1) tal que |v>φ(y)| ≥ ξ∞.
Se restringimos o resultado anterior para o caso em que φ é a base natural e d ≤ 2,
então podemos explicitar um limite inferior para ξ∞. É o que mostramos nos próximos
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resultados.





Demonstração. Para o caso linear, temos que φ̄ = {1, x1, . . . , xn} e v = [v0, v1, . . . , vn]>.
Seja w = [v1, v2, . . . , vn]




‖w‖ . Quando o maximizador é
w
‖w‖ , temos o valor máximo v0 + ‖w‖ e quando
o maximizador é − w‖w‖ , temos o valor ótimo −v0 + ‖w‖. Assim, temos o valor máximo
|v0|+ ‖w‖ ≥ 1, pois ou |v0| = 1 ou algum |vi| = 1 para i = 1, . . . , n, pois ‖v‖∞ = 1.
Lema 3.13. [5, Lema 3.12] Seja v>φ̄(x) um polinômio quadrático, onde ‖v‖∞ = 1 e φ̄ é






Demonstração. [5, pág. 111] Como ‖v‖∞ = 1, pelo menos um dos componentes de v é





. Vamos analisar quando esses coeficientes são positivos, o caso em que são negativos
podem ser analisados de modo análogo.
O maior coeficiente em valor absoluto em v corresponde ao termo constante, ou a
um termo linear xi ou ainda a um termo quadrático x
2
i /2 ou xixj. Vamos restringir
como zero todas as variáveis onde isso não ocorre. Vamos mostrar que o máximo valor
absoluto do polinômio é pelo menos 1
4
considerando os 4 casos que correspondem os
maiores coeficientes. Em cada caso vamos avaliar o polinômio restrito em alguns pontos
da bola unitária e mostrar que em pelo menos um desses pontos do polinômio alcança o
valor absoluto de pelo menos 1
4
. O que nos fornece uma garantia de que o máximo valor
absoluto do polinômio irrestrito é também limitado inferiormente por 1
4
.
(i) O primeiro caso é quando q(x) = 1, em que trivialmente temos |q(x)| ≥ 1
4
.




+ α + β, q(−1) = 1
2
− α + β, q(0) = β.
Se |q(1)| ≥ 1/4 ou |q(−1)| ≥ 1/4, conseguimos o resultado. Por outro lado, se |q(1)| < 1/4
e |q(−1)| < 1/4, temos




logo ∣∣∣∣12 + α + β + 12 − α + β
∣∣∣∣ < 12 ,
que por sua vez implica em |1 + 2β| < 1/2, logo β < −1/4. Como q(0) = β, temos
|q(0)| > 1/4.
(iii) No terceiro caso q(x) = αx2i /2 + xi + β. Temos que
q(1) = α/2 + 1 + β e q(−1) = α/2− 1 + β.
Nesse caso temos que o max{|q(−1)|, |q(1)|} ≥ 1.
(iv) O quarto caso acontece quando q(x) = αx2i /2+βx
2
j/2+xixj +γxi+δxj +ε. Neste














































































q(p1)− q(p2) = 1 + δ
√
2 e q(p3)− q(p4) = −1 + δ
√
2.
Se δ ≥ 0, então q(p1)− q(p2) ≥ 1, o que implica que se |q(p1)| < 1/2, então q(p2) ≤ −1/2.
O caso δ < 0 é análogo, ao analisarmos q(p3)− q(p4) ≤ −1.
Considerando os quatro casos, provamos o lema.
Podemos ainda fazer esta estimativa em termos da norma euclidiana, uma vez que
‖u‖∞ ≤ ‖u‖ ≤
√
n‖u‖∞, onde n é a dimensão de u. Então, dado v̄ tal que ‖v̄‖ = 1
podemo multiplicar v̄ por no máximo
√
p+ 1 para que v = αv̄, 0 < α <
√
p+ 1, tal que















3.5 Λ-posicionamento e o número de condição
Vamos agora relacionar o número de condição da matriz M(φ̄, Ŷ ) com a constante de
posicionamento Λ do conjunto Ŷ . Da definição de Λ-posicionamento em B(y0,∆(Y )),
usando a base natural, temos que para todo x ∈ B(y0,∆(Y )), existe λ(x) tal que
M>λ(x) = φ̄(x) com ‖λ(x)‖∞ ≤ Λ.
Usando os Lemas 3.8 e 3.10, temos que isso é equivalente a dizer que para todo x ∈ B(0, 1)
existe λ(x) tal que
M̂>λ(x) = φ̄(x) com ‖λ(x)‖∞ ≤ Λ.
O número de condição da matriz M̂ = M(φ̄, Ŷ ) é dado por cond(M̂) = ‖M̂‖‖M̂−1‖.
Com o aux́ılio do próximo resultado vamos mostrar que para relacionar cond(M̂) com a
constante de posicionamento Λ é suficiente encontrar um limitante para ‖M̂−1‖.
Lema 3.14. Seja A ∈ Rm×n, então
max
i,j





onde, ‖A‖ = max
‖x‖=1



























para algum x̄ ∈ Rn, com ‖x̄‖ = 1.
Seja x̄max = max
1≤i≤n


























































Por outro lado, seja x̄∗ um vetor com coordenada 1 na posição j0 e zero nas demais,












= ‖Ax̄∗‖ ≤ ‖A‖.




1 ≤ ‖M̂‖ ≤ (p+ 1)
3
2 .
Para o próximo resultado auxiliar lembramos que uma matriz A ∈ Rm×n, sem perda
de generalidade m ≥ n, pode ser decomposta em um produto UΣV >, onde U ∈ Rm×m
e V ∈ Rn×n são matrizes ortogonais, Σ ∈ Rm×n é uma matriz diagonal cujos elementos
diagonais σi são as ráızes quadradas positivas dos autovalores da matriz A
>A, ou seja,
os valores singulares de A dispostos em ordem não decrescente. Comparando as j-ésimas
colunas de cada lado da equação
AV = UΣ
obtemos
Avj = σjuj j = 1, . . . , n.
Analogamente,
A>U = V Σ>
e, portanto,
A>uj = σjvj para j = 1, . . . , n
A>uj = 0 para j = n+ 1, . . . ,m.
Os vetores vj são chamados de vetores singulares à direita de A e os uj de vetores singulares
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à esquerda de A. [11]
Lema 3.15. [5, Lema 3.13] Seja w um vetor singular à direita normalizado de uma matriz
quadrada não-singular A ∈ Rn×n. Então, para qualquer vetor r ∈ Rn,
‖Ar‖ ≥ |w>r|‖A‖.






, para todo x ∈ Rn com x 6= 0. Como
por hipótese w é um vetor singular à direita, existe σ um valor singular de A associado a






≤ ‖u‖‖Ar‖ = ‖Ar‖,
completando a demonstração.
Com esses resultados, agora conseguimos enunciar o teorema que relaciona o número
de condição de M̂ e a constante de posicionamento Λ.
Teorema 3.16. [5, Teorema 3.14] Se M̂ é não singular e ‖M̂−1‖ ≤ Λ, então Ŷ é
Λ
√
p+ 1-posicionado em B(0, 1). Reciprocamente, se Ŷ é Λ-posicionado em B(0, 1),
então ‖M̂−1‖ ≤ θΛ
√
p+ 1, onde θ > 0 depende de n e d, mas não depende de Ŷ ou Λ.
Demonstração. (⇒) Se M̂ é não singular e ‖M̂−1‖ ≤ Λ, então, como M̂>λ(x) = φ̄(x),
temos





φ̄(x) ≤ 1, temos
‖λ(x)‖∞ ≤ (p+ 1)
1
2‖M̂−>‖ ≤ (p+ 1)
1
2 Λ.
(⇐) Seja v̄ um vetor singular à direita normalizado correspondente ao maior valor
singular de M̂−>. Como ‖v̄‖ = 1, pelo Lema 3.11 existe y ∈ B(0, 1) tal que





Temos também por (3.1) que ‖λ(x)‖ = ‖M̂−>φ̄(x)‖, usando o Lema 3.15 com A =
M̂−>, w = v̄ e r = φ̄(y),
‖λ(x)‖ = ‖M̂−>φ̄(y)‖ ≥ |v̄>φ̄(y)|‖M̂−>‖,
e consequentemente















, uma vez que ‖λ(x)‖∞ ≤ Λ.
Em vista dos Lemas 3.12 e 3.13 podemos estimar o valor de θ. Abaixo, apresentamos
um corolário que será útil para provar que conseguimos construir conjuntos Λ-posicionados
em um número finito de passos.
Corolário 3.17. [5, Corolário 3.15] Se Ŷ é Λ-posicionado em B(0, 1), então o volume
vol(φ̄(Ŷ )) ≥ Θ(p, θ) > 0, onde Θ(p, θ) depende somente de p, (ou seja, de n e d) e da
base φ̄.
Demonstração. O Teorema 3.16 garante a existência da constante θ que depende somente
de n, d e φ̄ tal que ‖M̂−>‖ ≤ θΛ
√
p+ 1. Como o valor absoluto do determinante de uma









3.6 Limitante para o erro em termos do número de
condição
Vamos agora encontrar um limitante para o erro entre o polinômio interpolador e a função
interpolada, entre seus gradientes e entre suas hessianas.
Seja Y = {y0, y1, . . . , yp} ⊂ Rn, onde p = (n+1)(n+2)
2
um conjunto posicionado para
interpolação polinomial contido em B(y0,∆(Y )). Vamos supor que f é interpolada por
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Além disso vamos assumir como hipótese que f é duas vezes continuamente dife-
renciável em um domı́nio Ω aberto contendo B(y0,∆(Y )) e ∇2f é Lipschitz cont́ınua em
Ω, com constante ν2 > 0. Com isso, podemos escrever o modelo quadrático de interpolação
como












onde H é simétrica de ordem n. Os coeficientes c, g1, . . . , gn e hkl, 1 ≤ l ≤ k ≤ n são
unicamente determinados pelas condições de interpolação, uma vez que o conjunto Y é
posicionado.
Vamos assumir sem perda de generalidade, por um momento, que y0 = 0. Conside-
rando agora um ponto y na bola B(0,∆(Y )) para o qual vamos estimar o erro no valor
da função,
m(y) = f(y) + ef (y), (3.4)
do gradiente
∇m(y) = Hy + g = ∇f(y) + eg(y), (3.5)
e também da Hessiana
H = ∇2f(y) + EH(y).
Como as Hessianas de f e m são simétricas, vamos apenas considerar o erro de deri-
vadas de segunda ordem nos elementos da diagonal e abaixo delas, ou seja,
hkl = ∇2klf(y) + EHkl (y), 1 ≤ l ≤ k ≤ n.





i) = f(yi), i = 0, . . . , p.
Subtraindo (3.4) de cada uma das (p+ 1) equações das condições de interpolação, temos






(yi)>Hyi − c− g>y − 1
2
y>Hy = f(yi)− f(y)− ef (y),
o que simplificando resulta
g>(yi − y) + 1
2
































l − ykyl = yikyil − yikyl − ykyil + ykyl + yikyl + ykyil − 2ykyl
= (yik − yk)(yil − yl) + (yik − yk)yl + (yil − yl)yk,
então








k − yk)(yil − yl) + hkl(yik − yk)yl + hkl(yil − yl)yk
)
= (yi − y)>H(yi − y) + (yi − y)>Hy + y>H(yi − y)
= (yi − y)>H(yi − y) + 2(yi − y)>Hy.
Substituindo em (3.6),
g>(yi − y) + 1
2
(yi − y)>H(yi − y) + (yi − y)>Hy = f(yi)− f(y)− ef (y).
Pela aproximação de Taylor de segunda ordem de f em torno do ponto yi temos
f(yi) = f(y) + (yi − y)>∇f(y) + 1
2
(yi − y)>∇2f(y)(yi − y) +O(∆3).
Usando (3.5),
(yi − y)>(∇f(y) + eg(y)−Hy) + 1
2
(yi − y)>H(yi − y) + (yi − y)>Hy
= (yi − y)>∇f(y) + 1
2
(yi − y)>∇2f(y)(yi − y) +O(∆3)− ef (y),
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então
(yi − y)>eg(y) + 1
2
(yi − y)>[H −∇2f(y)](yi − y) = O(∆3)− ef (y) (3.7)
Como y0 = 0,
−y>eg(y) + 1
2

















[H −∇2f(y)]yi = O(∆3).

















onde i = 1, . . . , p e
t(y) = eg(y)− EH(y)y = eg(y)− [H −∇2f(y)]y. (3.8)







onde eH(y) é o vetor de dimensão n + n(n + 1)/2 que são os elementos de EHkk(y), k =
1, . . . , n e EHkl (y), 1 ≤ l < k ≤ n. A matriz Q é a matriz M(φ̄, Y ), quando exclúımos a
primeira linha e a primeira coluna e d = 2 e y0 = 0, desde que eH(y) esteja devidamente
ordenado.
O próximo resultado nos auxilia a encontrar um limitante para cada entrada do vetor
dado pelo lado direito de (3.9).
Lema 3.18. [6, Lema 4.1.14] Seja f : Rn → R uma função duas vezes continuamente
diferenciável em um aberto convexo D ⊂ Rn com ∇2f Lipschitz cont́ınua em D com
constante γ. Então para todo x+ p ∈ D,





Demonstração. Seja h : R→ R uma parametrização de f ao longo do segmento [x, x+ p],
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Pelo Teorema Fundamental do Cálculo, dados a, b ∈ R,∫ a+b
a
h′(t) dt = h(a+ b)− h(a).
Por outro lado, através de integração por partes, vemos que∫ a+b
a




Com isso e novamente o Teorema Fundamental do Cálculo,














(a+ b− t)h′′(t) dt.
Fazendo a mudança de variáveis t = a+ sb,
h(a+ b)− h(a)− bh′(a) =
∫ 1
0
(b− sb)h′′(a+ sb)b ds =
∫ 1
0














b2(1− s)[h′′(a+ sb)− h′′(a)] ds.
Para a = 0 e b = 1,





(1− s)[h′′(s)− h′′(0)] ds.
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Substituindo h(t) = f(x+ tp), h′(t) = ∇f(x+ tp)>p e h′′(t) = p>∇2f(x+ tp)p na equação
acima





(1− s)[p>∇2f(x+ sp)p− p>∇2f(x)p] ds.
Com isso,∣∣∣∣f(x+ p)− f(x)− p>∇f(x)− 12p>∇2f(x)p
∣∣∣∣ ≤ ∫ 1
0
∣∣(1− s)p>[∇2f(x+ sp)−∇2f(x)]p∣∣ ds
∣∣∣∣f(x+ p)− f(x)− p>∇f(x)− 12p>∇2f(x)p
∣∣∣∣ ≤ γ‖p‖3 ∫ 1
0
(s− s2) ds = γ
6
‖p‖3,
o que completa a demonstração.
O sistema (3.7) pode ser escrito como
(yi − y)>eg(y) + 1
2
(yi − y)>[H −∇2f(y)](yi − y) + ef (y) = O(∆3).






Como m(yi) = f(yi) = f(y + yi − y)
f(y + yi − y)− f(y)− (yi − y)>∇f(y)− 1
2
(yi − y)>∇2f(y)(yi − y)
−m(yi) +m(y) + (yi − y)>∇m(y) + 1
2
(yi − y)>H(yi − y).
No entanto,
−m(yi) +m(y) + (yi − y)>∇m(y) + 1
2
(yi − y)>H(yi − y)
= −m(yi) +m(y) + (yi)>∇m(y)− y>∇m(y) + 1
2
(yi)>Hyi − (yi)>Hy + 1
2
y>Hy.
Como ∇m(y) = Hy + g,
−m(yi) +m(y) + (yi)>Hy + (yi)>g − y>Hy − y>g + 1
2
(yi)>Hyi − (yi)>Hy + 1
2
y>Hy






Como m(y + y) = c+ 2y>g + 2y>Hy, subtraindo e somando da equação acima






Como m(yi) = c+ (yi)>g + 1
2
(yi)>Hyi, substituindo acima
−m(y + y) + y>Hy + y>g +m(y) + 1
2
y>Hy = −m(y + y) +m(y) + y>∇m(y) + 1
2
y>Hy
Então (3.7) pode ser escrito como
f(y + yi − y)− f(y)− (yi − y)>∇f(y)− 1
2
(yi − y)>∇2f(y)(yi − y)
−m(y + y) +m(y) + y>∇m(y) + 1
2
y>Hy = O(∆3) (3.10)
Usando o Lema (3.18) temos que o lado esquerdo é a diferença entre dois termos que
podem ser limitados por ν2‖yi− y‖3/6 e ν2‖y‖3/6 respectivamente. Como ‖yi− y‖ ≤ 2∆





]∥∥∥∥∥ ≤ 32(p+ 1) 12ν2∆3. (3.11)







onde D∆ é uma matriz diagonal de ordem n com ∆ nas entradas e D∆2 é uma matriz
diagonal de ordem (p − n) com ∆2 na entradas. A matriz Q̂ é análoga a Q para o caso
Ŷ = Y/∆ ⊂ B(0, 1).
O próximo teorema nos garante limitantes para o erro entre os valores da função e do
modelo quadrático, no sentido da definição de Plenamente Quadrático.
Teorema 3.19. [5, Teorema 3.16] Seja Y = {y0, y1, . . . , yp} ⊂ Rn, onde p = (n+1)(n+2)
2
um conjunto posicionado para interpolação polinomial contido em B(y0,∆(Y )). Se f é
duas vezes continuamente diferenciável em um domı́nio Ω aberto contendo B(y0,∆(Y )),
∇2f é Lipschitz cont́ınua em Ω, com constante ν2 > 0 e f é interpolada por um polinômio
m. Então, para todo ponto y ∈ B(y0,∆(Y )), temos que
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• o erro entre a Hessiana do modelo e a Hessiana da função satisfaz
‖∇2f(y)−∇2m(y)‖ ≤ κeh∆,
• o erro entre o gradiente do modelo e o gradiente da função satisfaz
‖∇f(y)−∇m(y)‖ ≤ κeg∆2,
• o erro entre o modelo e a função satisfaz
|f(y)−m(y)| ≤ κef∆3,


























































O erro das Hessianas é, portanto, dado por
























Por outro lado, por (3.8)
























Finalmente, da versão de (3.7) para i = 0, temos

































Se y 6= 0, fazemos uma mudança de variável f̂(z) = f(z + y0), com z = y − y0.
Aplicamos então o resultado provado e encontramos limitantes para ‖∇2f̂(z)−∇2m̂(z)‖,
‖∇f̂(z) − ∇m̂(z)‖ e |f̂(z) − m̂(z)|. Definimos m(y) = m̂(y0 + z) e mudamos a função
e o polinômio modelo novamente para as variáveis originais. E com isso encontramos
os limitantes desejados, uma vez que ∇2m̂(z) = ∇2m(y), ∇2f̂(z) = ∇2f(y), ∇m̂(z) =
∇m(y) e ∇f̂(z) = ∇f(y).
3.7 Algoritmos para bom posicionamento
Até o momento, apresentamos resultados teóricos que garantem que interpolação poli-
nomial é uma boa alternativa para construir modelos quadráticos de uma função a ser
minimizada. Agora vamos mostrar que conseguimos algoritmos para obter a base de La-
grange de um conjunto de pontos, melhorar o posicionamento desse conjunto e garantir
que esse algoritmo de melhoramento termine em um número finito e limitado de iterações.
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Com isto, garantimos que os modelos baseados em interpolação polinomial serão plena-
mente lineares e plenamente quadráticos, de acordo com as definições vistas no caṕıtulo
anterior.
O primeiro algoritmo que apresentamos é para encontrar a base de Lagrange de um
conjunto Y de pontos que tenha cardinalidade igual à dimensão do espaço de polinômios
Pdn.
Algoritmo 3.1. [5, Algoritmo 6.1] Calcula Base de Lagrange
Dados:
- Uma aproximação inicial para a base de Lagrange `i = φi, i = 0, 1, . . . , p.
para i = 0, . . . , p
passo 1 - Seleção
Encontre ji = arg maxi≤j≤p |`i(yj)|.
se `i(y
ji) = 0,
Pare, pois o conjunto Y não é posicionado.
senão
Troque os pontos yi e yji de posição no conjunto Y .




passo 3 - Ortogonalização
para j = 0, . . . , p, j 6= i, faça
`j(x) = `j(x)− `j(yi)`i(x).
Mostremos que o Algoritmo 3.1 calcula a base de polinômios de Lagrange para con-






0) = 1. Para j = 1, . . . , p,










1) = 1, e `0(y
1) = 0. Para j = 2, . . . , p,
`j(x) = `j(x)− `j(y1)`1(x),
então `j(y
1) = 0.
Temos também que para j = 0
`0(x) = `0(x)− `0(y1)`1(x),
o que garante que `0(y
0) = 1, pois `0(y
1) = 0. Portanto uma iteração não destrói a
anterior, e com isso ao fim de (p+ 1) iterações temos
`j(y
i) = δij =
{
1, se i = j,
0, se i 6= j,
o que por definição é uma base de Lagrange.
Para ilustrar o funcionamento do Algoritmo 3.1 vamos construir um exemplo.
Exemplo 3.2.
Sejam o conjunto Y = {(0, 0), (1, 0), (0, 1), (2, 0), (0, 2), (1, 1)} e a base inicial φ =
{1, x1, x2, x21, x22, x1x2}. Então para i = 0, precisamos encontrar o ponto que atinge o
máximo do polinômio `0(x) = 1 entre os pontos de Y. Nesse caso todos os pontos de Y
são pontos de máximo e com isso consideramos j0 = 0 e não precisamos trocar os pontos





O próximo passo é a Ortogonalização que vai atualizar os demais polinômios da base
inicial. Ou seja,
`1(x) = `1(x)− `1(y0)`0(x) = x1 − 0 · 1 = x1,
`2(x) = `2(x)− `2(y0)`0(x) = x2 − 0 · 1 = x2,
`3(x) = `3(x)− `3(y0)`0(x) = x21 − 0 · 1 = x21,
`4(x) = `4(x)− `4(y0)`0(x) = x22 − 0 · 1 = x22,
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`5(x) = `5(x)− `5(y0)`0(x) = x1x2 − 0 · 1 = x1x2.
Após a primeira iteração nenhuma alteração foi feita.
Para a segunda iteração precisamos encontrar o ponto que atinge o máximo do po-
linômio `1(x) = x1, que neste caso é o ponto (2, 0), e com isso trocamos este com o segundo









Após o terceiro passo temos










`3(x) = `3(x)− `3(y1)`1(x) = x21 − 4 ·
x1
2
= x21 − 2x1,












Quando i = 2, o ponto que atinge o máximo de `2(x) = x2 é o ponto y
4 = (0, 2) e









Após a Ortogonalização temos
`0(x) = `0(x)− `0(y2)`2(x) = 1−
x1
2







`1(x) = `1(x)− `1(y2)`2(x) =
x1
2






`3(x) = `3(x)− `3(y2)`2(x) = x21 − 2x1 − 0 ·
x2
2
= x21 − 2x1,
`4(x) = `4(x)− `4(y2)`2(x) = x22 − 4 ·
x2
2
= x22 − 2x2,





Ao final da terceira iteração a nova base é ` = {1 − 0.5x1 − 0.5x2, 0.5x1, 0.5x2, x21 −
2x1, x
2
2 − 2x2, x1x2}.
Para i = 3, temos ao final da iteração a nova base ` = {1−1.5x1−0.5x2+0.5x21, 0.5x21−
0.5x1, 0.5x2,−x21 + 2x1, x22 − 2x2, x1x2}.
Quando i = 4, ` = {1−1.5x1−1.5x2 +0.5x21 +0.5x22, 0.5x21−0.5x1, 0.5x22−0.5x2,−x21 +
2x1,−x22 + 2x2, x1x2}.
E finalmente para i = 5, ` = {1 − 1.5x1 − 1.5x2 + 0.5x21 + 0.5x22 + x1x2, 0.5x21 −
0.5x1, 0.5x
2
2− 0.5x2, 2x1−x21−x1x2, 2x2−x22−x1x2, x1x2} que é a base de Lagrange para
o conjunto Y = {(0, 0), (1, 0), (0, 1), (2, 0), (0, 2), (1, 1)}.
O segundo algoritmo é para o caso que o conjunto Y tem menos pontos do que (p+1).
E no caso em que a cardinalidade de Y é igual a (p+ 1), ele segue o mesmo procedimento
do Algoritmo 3.1, produzindo a mesma base de Lagrange.
Algoritmo 3.2. [5, Algoritmo 6.2] Completa um conjunto não posicionado
Dados:
- Uma aproximação inicial para a base de Lagrange `i = φi, i = 0, 1, . . . , p.
- pini + 1 o número de pontos no conjunto Y inicial.
para i = 0, . . . , p
passo 1 - Seleção
Encontre ji = arg maxi≤j≤pini |`i(yj)|.
se `i(y
ji) > 0 e i ≤ pini,
Troque os pontos yi e yji de posição no conjunto Y .
senão
Calcule yi ∈ arg maxx∈B |`i(x)|.




passo 3 - Ortogonalização
para j = 0, . . . , p, j 6= 1, faça
`j(x) = `j(x)− `j(yi)`i(x).
Este algoritmo primeiramente inclui os pontos em Y para formar um conjunto posici-
onado, em seguida encontra pontos que maximizam os polinômios de Lagrange até que o
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conjunto Y tenha p+ 1 pontos. Ao final temos um conjunto posicionado e sua respectiva
base de Lagrange.
Uma diferença entre os Algoritmos 3.1 e 3.2 é que o segundo precisa de um conjunto
B onde os pontos de Y devem estar, já no primeiro esse requisito não é necessário.
Exemplo 3.3.
Vamos agora aplicar o Algoritmo 3.2 para encontrar um conjunto posicionado. Sejam
o conjunto Y = {(0, 0), (2, 0), (0, 2), (1, 0), (0, 1)} que é subconjunto de
B = {x ∈ R2 | ‖x− (1, 1)‖∞ ≤ 1},
e a base inicial φ = {1, x1, x2, x21, x22, x1x2}. Vamos completar o conjunto Y . Até a quinta
iteração o Algoritmo 3.2 segue como o Algoritmo 3.1 e portanto teremos a seguinte base
` = {1−1.5x1−1.5x2+0.5x21+0.5x22, 0.5x21−0.5x1, 0.5x22−0.5x2,−x21+2x1,−x22+2x2, x1x2}.
Agora precisamos encontrar um ponto (x1, x2) que maximize o polinômio `5(x) = x1x2
em B, que é o ponto y5 = (2, 2). E com isso conseguimos um conjunto posicionado





2 + 0.25x1x2, 0.5x
2
1− 0.5x1− 0.25x1x2, 0.5x22− 0.5x2− 0.25x1x2, 2x1−
x21 − x1x2, 2x2 − x22 − x1x2, 0.25x1x2}.
O terceiro algoritmo que apresentamos é para o caso em que temos um conjunto
posicionado com exatos p+ 1 pontos e queremos verificar se Y é Λ-posicionado, para um
constante Λ > 1 dada. Se isso não acontecer, o algoritmo muda os pontos do conjunto Y
para que o conjunto seja Λ-posicionado em um conjunto B.
Algoritmo 3.3. [5, Algoritmo 6.3] Melhora do Posicionamento
Dados:
- Uma constante Λ > 1.
- Um conjunto posicionado Y , com a respectiva base de Lagrange.
para k = 1, 2, 3, . . .
passo 1






se Λk−1 > Λ
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Seja ik ∈ {0, . . . , p} um ı́ndice para o qual max
x∈B
|`ik(x)| > Λ,
Seja yik∗ ∈ B um ponto que maximiza |`ik(x)| em B.
Atualize Y realizando a mudança de ponto Y = Y ∪ {yik∗ }\{yik}.
senão
Y é Λ-posicionado, pare.
passo 3
Atualize todos os coeficientes dos polinômios de Lagrange.












(x), para todo j ∈ {0, . . . , p} e j 6= k.
Este algoritmo depende da precisão para encontrar Λk−1 no Passo 1. Os valores ab-
solutos máximos dos polinômios de Lagrange em B podem ser estimados, desde que
possamos garantir que Λk−1 > Λ ou Λk−1 ≤ Λ. O Passo 2 também pode ser estimado da
mesma maneira. No Passo 3 podemos fazer o passo de normalização pois, uma vez que,
se `ik(y
ik
∗ ) = 0, o conjunto não é posicionado, e assim precisamos aplicar o Algoritmo 3.2
antes de aplicar o Algoritmo 3.3.
Provaremos que para qualquer Λ > 1 o Algoritmo 3.3 para em um número finito e
uniformemente limitado de passos.
Teorema 3.20. [5, Teorema 6.3] Dados Λ > 1, uma bola fechada B e uma base de
polinômios φ fixa, o Algoritmo 3.3 termina com um conjunto Y Λ-posicionado em até
L = L(Λ, φ) iterações, onde L é uma constante que depende de Λ e φ.
Demonstração. Vamos dividir a prova em três partes.




para uma base fixa φ, onde Yi(x) = Y \{yi} ∪ {x}. Temos que |`ik(yik∗ )| é igual à razão
do volume do simplex de vértices em φ(Y ∗) e o volume do simplex de vértices em φ(Y ).
Isso significa que cada vez que um ponto yik é substitúıdo por um novo ponto yik∗ tal que
|`ik(yik∗ )| > Λ > 1, o volume do simplex é incrementado por pelo menos um fator de Λ.
Todos os pontos são considerados na bola fechada B, e portanto φ(B) é um conjunto
compacto em Rp+1. Isso significa que o volume do simplex definido por φ(Y ) não pode
ser aumentado infinitamente por um fator constante Λ > 1. Seja Vmax = V (φ, Ymax) o
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volume máximo de todos os simplex formados por φ(Y ) para Y ⊂ B, e seja V (φ, Y0) o
volume do simplex definido pelos vértices em φ(Y0) para o conjunto inicial Y0.












Parte 2. Vamos mostrar agora que, depois de no máximo p+ 1 passos o Algoritmo 3.3
calcula um conjunto Y tal que o volume do simplex satisfaz V (φ, Y ) ≥ Θ(p, φ) > 0.
Primeiro vamos mostrar após no máximo (p + 1) iterações, o algoritmo obtém um
conjunto Y que é 2p-posicionado. Vamos assumir que em uma iteração do Algoritmo
3.3 uma atualização é realizada, o ponto yi1 é trocado, e os polinômios de Lagrange
atualizados. Depois da atualização, como `i1 é dividido pelo seu valor máximo, temos
que max
x∈B
|`i1(x)| ≤ 1. Em seguida, na próxima iteração onde há troca de pontos, i2 6= i1,
uma vez que escolhemos um polinômio cujo valor é maior do que 1 em B. Então após a
atualização temos novamente que max
x∈B
|`i2(x)| ≤ 1, e também que max
x∈B
|`i1(x)| ≤ 2, uma
vez que `i1(x) = `i1(x)− `i1(yi2)`i2(x). Depois da terceira iteração ou temos um conjunto





|`i2(x)| ≤ 2 e max
x∈B
|`i1(x)| ≤ 4. Estendendo esse argumento e aplicando o processo de
indução temos que após (p+ 1) passos teremos um conjunto Y 2p-posicionado.
Parte 3. Usando as propriedades dos polinômios de Lagrange com respeito a translação
e escala temos que dado um conjunto Y em uma bola B o Algoritmo 3.3 trabalha iden-
ticamente para o caso quando é aplicado na versão Ŷ e na bola B(0, 1). Por idêntico
comportamento queremos dizer que o algoritmo gera a mesma sequência de pontos e que
o novo conjunto de amostra é idêntico ao com translação e mudança de escala. Assim
quando rodamos o Algoritmo p+1 passos, produzimos o mesmo conjunto (com translação
e mudança de escala) como se aplicássemos o algoritmo em Ŷ na bola B(0, 1), logo pode-
mos aplicar o Corolário 3.17. Isso significa que o volume V (φ, Y ) do simplex em vértices
em Y obtido após p + 1 iterações é uniformemente limitado com V (φ, Y ) ≥ Θ(p, φ) > 0,







é uniformemente limitado por uma constante L1 que depende apenas de Λ, p e φ. Tomando
L = L1 + p+ 1 conclúımos que o Algoritmo 3.3 termina em no máximo L iterações.
Para ilustrar o Algoritmo 3.3 vamos apresentar o seguinte exemplo.
Exemplo 3.4.
Seja o conjunto Y = {(0, 0), (2, 0), (0, 1), (1, 0), (0, 2), (1, 1)}, que é um conjunto posici-
onado em B = {x ∈ R2 | ‖x− (1, 1)‖∞ ≤ 1}. Primeiramente vamos encontrar a constante
de posicionamento em B. Ao aplicarmos o Algoritmo 3.1, encontramos a seguinte base de
Lagrange: ` = {1−1.5x1−1.5x2 + 0.5x21 + 0.5x22 +x1x2, 0.5x21−0.5x1, 0.5x22−0.5x2, 2x1−
x21 − x1x2, 2x2 − x22 − x1x2, x1x2}.
Pela definição de Λ, precisamos encontrar o máximo valor absoluto dos polinômios da
base de Lagrange em B, assim
max
x∈B
|1− 1.5x1 − 1.5x2 + 0.5x21 + 0.5x22 + x1x2| = 3, em (2, 2).
max
x∈B
|0.5x21 − 0.5x1| = 1, em (2, x2).
max
x∈B
|0.5x22 − 0.5x2| = 1, em (x1, 2).
max
x∈B
|2x1 − x21 − x1x2| = 2, em (2, 0) e (2, 2).
max
x∈B
|2x2 − x22 − x1x2| = 2, em (0, 2) e (2, 2).
max
x∈B
|x1x2| = 4, em (2, 2).
Portanto Λ = 4 é a constante de posicionamento do conjunto Y em B. Queremos
melhorar o posicionamento de Y para que este tenha constante de posicionamento Λ = 1
em B. Por simplicidade, vamos, durante os Passos 1 e 2 do Algoritmo 3.3, procurar o
máximo em B através de um conjunto amostra aleatório com um número finito de pontos,
para este exemplo usaremos t = 1000 para esta quantidade de pontos.
A Figura 3.6 mostra o resultado da aplicação do Algoritmo 3.3, que em apenas uma
iteração consegue um conjunto 1-posicionado em B. O conjunto encontrado é o conjunto
Y = {(0, 0), (2, 0), (0, 1), (1, 0), (0, 2), (1.9935, 1.9964)} e o ponto que realmente maximi-
zaria os polinômios seria o ponto (2, 2).
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Figura 3.6: Aplicação do Algoritmo 3.3.
Vimos que o posicionamento de um conjunto pode ser expresso através do número de
condição da matriz M(φ̄, Ŷ ), onde Ŷ é uma versão transladada e com mudança de escala
de Y . Agora vamos mostrar um algoritmo equivalente ao Algoritmo 3.2, o qual considera
o número de condição mencionado.
O Algoritmo 3.2 confirma se um conjunto Y é posicionado em B e o modifica ou com-
pleta, se necessário, para formar um conjunto posicionado. O algoritmo seguinte apresenta
o mesmo resultado aplicando eliminação gaussiana com pivoteamento por linhas da ma-
triz M(φ̄, Y ). O i-ésimo pivô da eliminação gaussiana é selecionado da i-ésima coluna da
matriz M(φ̄, Y ) modificada depois da fatoração das primeiras i−1 colunas. Os elementos
da i-ésima coluna de M(φ̄, Y ) modificada são valores de certos polinômios avaliados no
conjunto Y . Vamos chamar esses polinômios de Polinômios Pivôs e os denotaremos por
ui, i = 1, 2, . . . , p. Veremos que os polinômios pivô estão relacionados com os Polinômios
de Lagrange.
Algoritmo 3.4. [5, Algoritmo 6.4] Completa um conjunto não posicionado via fatoração
LU
Dados:
- Uma aproximação inicial para a base de polinômios pivôs ui = φi, i = 1, . . . , p.
- pini + 1 o número de pontos no conjunto Y inicial.
para i = 0, . . . , p
passo 1 - Seleção
Encontre ji = arg maxi≤j≤pini |ui(yj)|.
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se |ui(yji)| > 0 e i ≤ pini,
Troque os pontos yi e yji de posição no conjunto Y .
senão
Calcule yi ∈ arg maxx∈B |ui(x)|.
passo 2 - Eliminação Gaussiana






Uma diferença entre os Algoritmos 3.2 e 3.4 é que o último não normaliza os po-
linômios pivôs. Após o término do algoritmo temos um conjunto de polinômios pivôs
u = {u0, u1, . . . , up} e a matriz correspondente M(u, Y ) é matriz triangular superior da
fatoração LU de M(φ, Y ). Apesar dessa diferença os Algoritmos 3.2 e 3.4 produzem
conjuntos idênticos de pontos. É o que mostramos no próximo lema.
Lema 3.21. [5, Lema 6.4] Dado o mesmo conjunto inicial Y, possivelmente não posi-
cionado, na mesma região B, e a mesma base inicial φ. Então os Algoritmos 3.2 e 3.4
produzem idênticos conjuntos posicionados Y .
Demonstração. Temos que na primeira iteração, quando i = 0, que ambos algoritmos
selecionam o mesmo ponto para y0. Vamos supor como hipótese de indução que as
primeiras k iterações (a partir da iteração 0) de ambos os algoritmos resultam em um
mesmo conjunto de pontos {y0, . . . , yk−1}. Na k-ésima iteração do Algoritmo 3.4 o k-ésimo
polinômio pivô apresenta as seguintes propriedades: é combinação linear dos primeiros
k + 1 elementos da base φ e seu valor é zero nos primeiros k pontos y0, . . . , yk−1 de Y . O
mesmo é verdade para o k-ésimo polinômio de Lagrange `k no inicio da k-ésima iteração do
Algoritmo 3.2. Como pela hipótese de indução os primeiros k pontos produzidos pelos dois
algoritmos são os mesmos, isso significa que no ińıcio da k-ésima iteração os dois algoritmos
consideram dois polinômios que (i) estão no mesmo subespaço (k + 1)-dimensional de
polinômios e (ii) e o valor é zero nos k pontos de um subconjunto posicionado. Então,
os dois polinômios devem coincidir a menos de uma constante. Disto segue que quando
i = k, o ponto selecionado pelos Algoritmos 3.2 e 3.4 produzem o mesmo ponto yk. Por
indução segue o lema.
Agora vamos considerar algoritmos posśıveis para melhorar o posicionamento de um
conjunto posicionado Y usando polinômios pivô. Vamos aplicar uma mudança no Algo-
ritmo 3.4 onde usamos um limitante χ para aceitar o próximo pivô durante o passo de
seleção.
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Algoritmo 3.5. [5, Algoritmo 6.5] Melhora o posicionamento via fatoração LU
Dados:
- Uma aproximação inicial para a base de polinômios pivô ui = φi, i = 1, . . . , p.
- Uma constante χ > 0 para seleção do pivô.
para i = 0, . . . , p
passo 1 - Seleção
Se posśıvel, escolha ji ∈ {i, . . . , |Y | − 1} tal que |ui(yji)| ≥ χ.
se ji é encontrado,
Troque os pontos yi e yji de posição no conjunto Y .
senão
Calcule yi ∈ arg maxx∈B |ui(x)|.
Pare se |ui(yji)| < χ, pois o limitante do pivô é muito grande.
passo 2 - Eliminação Gaussiana






O resultado do algoritmo modificado é um conjunto Y posicionado tal que quando a
eliminação gaussiana é aplicada em M(φ̂, Y ) todos os pivôs possuem valor absoluto não
menores que χ. O limitante χ é usado para conseguir conjuntos melhores posicionados
sem ter que descartar muitos pontos de Y . Se χ é muito pequeno, muitos pontos serão
aceitos no conjunto de interpolação, o que implica que o conjunto pode não ser bem
posicionado. Por outro lado, se o valor de χ é muito grande, é necessário trocar quase
todos os pontos de Y para satisfazer a condição de limitação. E ainda pode acontecer
casos em que é imposśıvel encontrar um ponto que obtenha um valor de pivô grande
o suficiente. Felizmente, conseguimos limitantes superiores para χ para garantir que o
algoritmo é bem sucedido.
Como podemos expressar o (k + 1)-ésimo polinômio pivô uk como (v
k)>φ̂, onde vk =
(v0, . . . , vk−1, 1, 0, . . . , 0), temos que ‖vk‖∞ ≥ 1. Pelo Lema 3.11, existe σ > 0 tal que se o
limitante χ do pivô é escolhido entre 0 e σ, então o Algoritmo 3.5 é bem sucedido. Pelos
Lemas 3.12 e 3.13 conseguimos limitantes para σ. Temos que quando d = 1, σ = 1 e,
quando d = 2, temos σ = 1/4.
Por outro lado, se queremos usar a abordagem por pivoteamento mas atualizar apenas
um ponto por vez, usamos o algoritmo descrito a seguir. Essencialmente, é o Algoritmo
3.5 sem limitante para o pivô. Quando assumimos que o conjunto inicial Y é posicionado
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e possui (p+1) pontos, o algoritmo vai rodar até a última iteração, onde otimiza o último
polinômio pivô e atualiza o último ponto em Y .
Algoritmo 3.6. [5, Algoritmo 6.6] Incrementa posicionamento via fatoração LU
Dados:
- Uma aproximação inicial para a base de polinômios pivô ui = φi, i = 1, . . . , p.
- Um conjunto inicial Y posicionado contendo p+ 1 pontos.
para i = 0, . . . , p− 1
passo 1 - Seleção
Encontre ji = arg maxi≤j≤p |ui(yj)|.
Troque os pontos yi e yji de posição no conjunto Y .
passo 2 - Eliminação Gaussiana







ypnew ∈ arg maxx∈B |up(x)|.
Este algoritmo tenta identificar o melhor ponto candidato para a atualização. Como
a fatoração LU produz pivôs por linhas (ou seja, por pontos), os pontos que resultam em
um pivô ruim são levados para as últimas linhas. Assim, ao substituir o último ponto,
esperamos obter melhoria no posicionamento.
Para identificar o próximo ponto a ser substitúıdo, o Algoritmo 3.6 deve ser repetido
desde o ińıcio. Se após a aplicação do Algoritmo 3.6 o último ponto já é o ponto ótimo
para o correspondente polinômio pivô, então nenhuma melhora adicional poderá ser ob-
tida por esta estratégia. Não há nenhuma garantia de que a sequência de pontos gerada
pelo Algoritmo 3.3 é idêntica à sequência de pontos gerada pela estratégia que consiste
em aplicar sequencialmente o Algoritmo 3.6. No entanto, quando essas sequências são
idênticas, ou seja, se o ponto que produz o maior valor absoluto dos polinômios de La-
grange é o ponto que produz o menor pivô são os mesmos em cada iteração, então os




Neste caṕıtulo vamos apresentar alguns testes computacionais feitos com uma adaptação
dos algoritmos apresentados no Caṕıtulo 2. Os testes aos quais o método foi submetido
constituem uma coletânea de problemas organizada por Moré, Garbow e Hillstrom [13].
Trata-se de um conjunto de 35 problemas diferenciáveis de minimização irrestrita, onde as
funções objetivo são soma de quadrados. Em alguns dos problemas é posśıvel escolher a
quantidade de variáveis, dessa maneira fizemos estas escolhas de tal modo a conseguirmos
50 problemas.
4.1 Algoritmo Implementado
Os Algoritmos 2.1 e 2.3, descritos no Caṕıtulo 2, requerem classes de modelos plena-
mente lineares e plenamente quadráticos, respectivamente. Utilizamos na implementação
do algoritmo interpolação polinomial completa, ou seja, usamos p = (n+1)(n+2)
2
pontos
de interpolação para construir os modelos. Neste caso, como vimos no Caṕıtulo 3, se
o conjunto é Λ-posicionado, os modelos gerados são plenamente lineares e plenamente
quadráticos como desejamos. O algoritmo implementado é descrito abaixo.
Algoritmo 4.1. Região de Confiança sem Derivadas com Interpolação Polinomial
Dados:
- x0 ∈ Rn, ∆̄ > 0, ∆0 ∈ (0, ∆̄].
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- 0 ≤ η0 ≤ η1 < 1, com η1 6= 0, 0 < γ < 1 < γinc, εc > 0, β > µ > 0 e ω ∈ (0, 1).
passo 0 - modelo inicial





Calcule g0(x) = ∇m0(x).
Calcule H0(x) = ∇2m0(x).
k = 0.
passo 1 - criticalidade
Calcule σk = max(‖gk‖,−τk), onde τk é o menor autovalor de Hk.






i = i+ 1.



























k ), onde τ
(i)
k é o menor autovalor de H
(i)
k .
até ∆̃k ≤ µσ
(i)
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Mantenha o modelo mk.
Mantenha o raio ∆k.
passo 2 - cálculo do passo
Calcule pk que obtenha uma redução suficiente no modelo mk, tal que xk + pk ∈ B(xk,∆k).




se ρk ≥ η0.
xk+1 = xk + pk.





passo 4 - melhoramento do modelo
se ρk < η1
Use o Algoritmo 3.3 para melhorar o modelo mk.
Defina mk+1 como mk (possivelmente melhorado).
passo 5 - atualização do raio
se ρk ≥ η1
∆k+1 = min{γinc∆k, ∆̄}.
senão




k = k + 1.
Escolhemos utilizar os Algoritmos 3.2 e 3.3 para encontrar e melhorar os conjun-
tos posicionados para interpolação polinomial pois em ambos ao final temos o conjunto
posicionado e a respectiva base de Lagrange. Para o subproblema dado no Passo 2 do Al-
goritmo 4.1 utilizamos o método Dogleg, caso a Hessiana do modelo seja definida positiva,
ou Steihaug, caso contrário. Para maiores informações ver [14] e [19].
4.2 Resultados Computacionais
Para a implementação do Algoritmo 4.1 foi utilizado o software MATLAB R© em sua versão
R2010a em um computador portátil com processador Intel R© Core
TM
i5-430M Processor
com 3 MB de memória cache, com velocidade do clock de 2.26 GHz e com 4 GB memória
RAM, com sistema operacional Windows R© 7 Professional.
Abaixo apresentamos os resultados obtidos com várias configurações dos parâmetros
utilizados. Quanto à precisão do Algoritmo 3.3 para maximizar os polinômios de Lagrange
em B(xk,∆k) e encontrar um conjunto interpolador melhor posicionado, utilizamos um
conjunto de amostra contendo t pontos, onde t depende da quantidade de variáveis do
problema, e para todo os testes utilizamos t = 10n. Em todos os testes adotamos como
critério de parada uma precisão 10−6 para o raio ∆k ou um limite máximo de 1000
iterações. Fixamos também os seguintes valores para os parâmetros: µ = 1, β = 0.8,
εc = 10
−4 e ω = 0.5. Os demais parâmetros foram diferentes em cada bateria de testes.
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4.2.1 Bateria de Testes
Teste 1
Utilizamos os seguintes parâmetros:
η0 = 0.25, η1 = 0.75, γ = 0.6, γinc = 2, ∆0 = 5, e ∆̄ = 50.
Tabela 4.1: Resultados Numéricos - Teste 1
P n m tempo iter. solução P n m tempo iter. solução
1 2 2 1,02 110 1, 66× 10−11 23 4 5 9,04 192 3, 32× 10−5
2 2 2 1,26 151 48,98425 24 2 4 0,68 40 8, 07× 10−7
3 2 2 6,84 1000 1, 31× 10−1 24 4 8 2,08 30 9, 55× 10−6
4 2 3 6,87 1000 9, 81× 1011 25 2 4 0,56 24 4, 62× 10−22
5 2 3 0,57 43 4, 33× 10−11 25 5 7 5,70 48 1, 55× 10−16
6 2 10 0,70 57 124,36218 26 2 2 0,47 26 6, 80× 10−10
7 3 3 1,99 85 1, 81× 10−17 26 5 5 3,54 29 1, 64× 10−8
8 3 15 2,26 68 8, 21× 10−3 27 2 2 0,32 2 1, 58× 10−30
9 3 15 0,97 20 1, 50× 10−8 27 5 5 0,79 2 2, 56× 10−27
10 3 16 1,03 40 6, 49× 106 28 2 2 0,68 51 4, 39× 10−23
11 3 20 - - - 28 5 5 9,72 80 3, 42× 10−20
12 3 20 3,57 151 1, 26× 10−6 29 2 2 0,63 47 8, 81× 10−20
13 4 4 2,39 38 6, 98× 10−8 29 5 5 5,24 37 1, 87× 10−8
14 4 6 13,32 264 7, 67× 10−14 30 2 2 0,74 50 1, 98× 10−21
15 4 11 8,29 141 3, 08× 10−4 30 5 5 7,66 58 1, 32× 10−18
16 4 20 3,79 64 85822,20163 31 2 2 0,69 52 2, 79× 10−19
17 5 33 - - - 31 5 5 5,97 49 1, 75× 10−18
18 6 13 83,33 358 5, 37× 10−8 32 2 2 0,35 3 0
19 11 65 2579,49 812 4, 01× 10−2 32 5 5 0,90 2 1, 35× 10−28
20 6 31 262,31 1000 2, 29× 10−3 33 2 2 0,41 6 0,2
20 9 31 717,72 1000 3, 19× 10−5 33 5 5 118,06 1000 0,90909
21 4 4 7,79 142 6, 82× 10−9 34 3 3 0,78 21 2
21 6 6 46,68 201 1, 30× 10−14 34 5 5 17,85 147 2,42857
22 8 8 30,30 57 3, 96× 10−9 35 2 2 0,59 39 1, 23× 10−9
23 2 3 0,49 18 1, 07× 10−5 35 5 5 3,71 35 1, 77× 10−10
A Tabela 4.1 apresenta os resultados obtidos, mostrando o número do problema, o
número de variáveis, o tempo em segundos para resolver o problema e a solução encon-
trada. Apresentamos também o fator m que pode ser escolhido em cada problema, que
representa a quantidade de fatores na soma de quadrados dos problemas dados em [13].
Dos 50 problemas testados, o algoritmo proposto resolveu 42 deles satisfatoriamente,
dentro do critério de parada para o raio ∆k. Dentre os 8 demais testes, 3 chegaram
próximos da solução. Para os problemas 3 e 4, o algoritmo não encontrou solução antes
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de 1000 iterações. Para o problema 10, apesar de realizar menos iterações, não encontrou
a solução. E para os problemas 20 e 33, apesar de alcançar as 1000 iterações, conseguiu
chegar bem próximo da solução. Para os problemas 11 e 17, houve dificuldade com o raio
inicial, que originou números muito grande ao gerar o modelo, ocasionando erro do tipo
Inf no Matlab.
Teste 2
Para a segunda rodada de testes, mantivemos o mesmo critério de parada do teste
anterior e utilizamos os seguintes parâmetros:
η0 = 0.1, η1 = 0.5, γ = 0.5, γinc = 3, ∆0 = 2, e ∆̄ = 100.
Tabela 4.2: Resultados numéricos - Teste 2
P n m tempo iter. solução P n m tempo iter. solução
1 2 2 1,02 97 2, 22× 10−17 23 4 5 19,81 391 2, 25× 10−5
2 2 2 1,02 112 48,98425 24 2 4 0,60 30 8, 07× 10−7
3 2 2 6,82 1000 1, 31× 10−1 24 4 8 1,95 31 9, 82× 10−6
4 2 3 6,51 1000 9, 84× 1011 25 2 4 0,54 28 1, 72× 10−22
5 2 3 0,78 70 1, 72× 10−17 25 5 7 8,34 68 1, 84× 10−16
6 2 10 0,73 63 124,36218 26 2 2 0,68 42 9, 12× 10−22
7 3 3 2,32 91 2, 17× 10−17 26 5 5 3,46 33 3, 51× 10−8
8 3 15 1,35 35 8, 21× 10−3 27 2 2 0,32 2 1, 53× 10−29
9 3 15 3,78 101 1, 13× 10−8 27 5 5 0,83 2 7, 87× 10−27
10 3 16 0,81 27 6, 61× 106 28 2 2 0,65 44 6, 91× 10−22
11 3 20 24,89 1000 3, 07× 10−2 28 5 5 8,33 60 1, 31× 10−20
12 3 20 6,79 239 3, 30× 10−11 29 2 2 0,59 40 9, 57× 10−19
13 4 4 1,98 30 5, 53× 10−8 29 5 5 5,11 50 2, 02× 10−20
14 4 6 7,22 140 8, 60× 10−11 30 2 2 0,70 50 1, 27× 10−19
15 4 11 8,69 164 3, 08× 10−4 30 5 5 6,17 50 1, 53× 10−18
16 4 20 4,08 68 85822,20163 31 2 2 0,64 44 1, 87× 10−16
17 5 33 - - - 31 5 5 9,22 70 2, 06× 10−17
18 6 13 82,40 339 1, 97× 10−7 32 2 2 0,33 3 2, 47× 10−32
19 11 65 3068,50 1000 4, 01× 10−2 32 5 5 0,92 3 4, 93× 10−29
20 6 31 268,40 1000 2, 34× 10−3 33 2 2 0,42 7 0,2
20 9 31 703,34 1000 4, 19× 10−5 33 5 5 25,70 229 0,90909
21 4 4 8,16 163 9, 75× 10−10 34 3 3 0,69 11 2
21 6 6 50,88 225 3, 96× 10−9 34 5 5 117,75 1000 2,42857
22 8 8 49,49 65 1, 27× 10−9 35 2 2 0,63 39 2, 62× 10−10
23 2 3 0,45 16 1, 09× 10−5 35 5 5 4,28 41 7, 88× 10−10
A Tabela 4.2 exibe os resultados para a bateria de testes 2. Observe que dos 50
problemas propostos, o algoritmo resolveu 41 dentro do critério de parada para o raio
∆k e, dos 9 restantes chegou próximo à solução em 4 deles. No entanto, não encontrou
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a solução nos demais. Novamente para os problemas 3 e 4 o algoritmo não encontrou
solução antes de 1000 iterações, apesar de reduzir o valor da função. No problema 10,
apesar de o algoritmo terminar antes de 1000 iterações, não encontrou a solução. Para
os problemas 11, 19, 20, e 34, apesar de alcançar 1000 iterações, o algoritmo conseguiu
chegar próximo das soluções. Novamente no problema 17 houve dificuldade ocasionada
pelo raio inicial o que gerou erro do tipo Inf no Matlab.
Teste 3
Utilizamos os seguintes parâmetros:
η0 = 0.05, η1 = 0.25, γ = 0.3, γinc = 2, ∆0 = 1, e ∆̄ = 80.
Tabela 4.3: Resultados Numéricos - Teste 3
P n m tempo iter. solução P n m tempo iter. solução
1 2 2 1,08 114 1, 02× 10−15 23 4 5 11,19 206 2, 25× 10−5
2 2 2 0,95 107 48,98425 24 2 4 0,53 22 8, 07× 10−7
3 2 2 6,76 1000 1, 29× 10−1 24 4 8 1,37 16 1, 16× 10−5
4 2 3 6,70 1000 9, 81× 1011 25 2 4 0,58 25 1, 31× 10−19
5 2 3 0,57 33 1, 47× 10−10 25 5 7 5,52 48 6, 51× 10−19
6 2 10 0,49 31 124,36218 26 2 2 0,53 29 9, 38× 10−22
7 3 3 1,86 77 1, 17× 10−16 26 5 5 2,89 22 3, 39× 10−10
8 3 15 2,08 66 8, 21× 10−3 27 2 2 0,34 3 6, 41× 10−16
9 3 15 0,63 10 1, 14× 10−8 27 5 5 0,89 3 1, 52× 10−27
10 3 16 0,74 20 6, 46× 106 28 2 2 0,55 25 5, 14× 10−23
11 3 20 26,27 1000 2, 88× 10−2 28 5 5 8,98 65 3, 22× 10−20
12 3 20 4,00 151 3, 59× 10−8 29 2 2 0,45 16 1, 24× 10−18
13 4 4 1,48 24 5, 58× 10−10 29 5 5 3,19 23 3, 56× 10−21
14 4 6 9,16 193 2, 28× 10−15 30 2 2 0,49 26 2, 79× 10−18
15 4 11 7,03 120 3, 08× 10−4 30 5 5 3,39 26 1, 93× 10−18
16 4 20 2,84 47 85822,20163 31 2 2 0,52 29 2, 41× 10−17
17 5 33 94,41 721 7, 71× 10−5 31 5 5 4,21 31 8, 41× 10−18
18 6 13 74,02 302 2, 17× 10−8 32 2 2 0,38 4 0
19 11 65 2751,33 871 4, 01× 10−2 32 5 5 1,30 5 2, 62× 10−29
20 6 31 267,20 995 2, 29× 10−3 33 2 2 0,40 5 0,2
20 9 31 463,90 656 3, 28× 10−5 33 5 5 108,26 926 0,90909
21 4 4 7,06 153 2, 34× 10−10 34 3 3 0,43 3 2
21 6 6 42,52 189 7, 92× 10−12 34 5 5 30,64 244 2,42857
22 8 8 47,49 68 2, 33× 10−10 35 2 2 0,48 19 7, 50× 10−11
23 2 3 0,55 23 8, 36× 10−6 35 5 5 2,80 24 4, 95× 10−10
A Tabela 4.3 exibe os resultados para a bateria de testes 3. Entre os 50 problemas,
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o algoritmo resolveu 46 dentro do critério de parada para o raio ∆k. Dos 4 restantes,
em 1 a solução foi satisfatória e 3 deles não foram resolvidos. O algoritmo novamente
não encontrou solução antes de 1000 iterações para os problemas 3 e 4. No problema 10,
apesar de o algoritmo terminar antes de 1000 iterações, não encontrou a solução. Para o
problema 11 o algoritmo chegou próximo da solução mas atingiu o máximo de iterações.
Teste 4
Utilizamos os seguintes parâmetros:
η0 = 0.05, η1 = 0.1, γ = 0.3, γinc = 2, ∆0 = 0.5, e ∆̄ = 50.
Tabela 4.4: Resultados Numéricos - Teste 4
P n m tempo iter. solução P n m tempo iter. solução
1 2 2 0,92 93 7, 58× 10−15 23 4 5 12,79 243 2, 25× 10−5
2 2 2 0,91 100 48,98425 24 2 4 0,55 23 8, 07× 10−7
3 2 2 5,24 1000 1, 31× 10−1 24 4 8 1,61 22 9, 89× 10−6
4 2 3 6,15 1000 9, 81× 1011 25 2 4 0,55 23 3, 67× 10−20
5 2 3 0,70 49 8, 89× 10−18 25 5 7 5,54 45 1, 74× 10−13
6 2 10 0,57 35 124,36218 26 2 2 0,52 25 2, 42× 10−19
7 3 3 1,81 84 1, 88× 10−18 26 5 5 2,96 26 6, 31× 10−9
8 3 15 1,60 44 8, 21× 10−3 27 2 2 0,37 5 2, 46× 10−20
9 3 15 3,31 102 1, 13× 10−8 27 5 5 1,07 4 3, 03× 10−28
10 3 16 2,51 115 5, 83× 106 28 2 2 0,50 19 8, 31× 10−19
11 3 20 25,19 1000 2, 92× 10−2 28 5 5 6,79 49 1, 12× 10−20
12 3 20 5,29 213 1, 32× 10−8 29 2 2 0,46 19 1, 78× 10−19
13 4 4 2,65 39 1, 76× 10−8 29 5 5 3,42 22 2, 23× 10−21
14 4 6 7,38 149 2, 98× 10−11 30 2 2 0,51 28 2, 11× 10−19
15 4 11 8,62 152 3, 08× 10−4 30 5 5 3,98 27 5, 98× 10−17
16 4 20 2,45 41 85822,20163 31 2 2 0,52 27 9, 75× 10−17
17 5 33 92,00 684 7, 68× 10−5 31 5 5 4,13 34 4, 63× 10−16
18 6 13 75,55 321 2, 94× 10−7 32 2 2 0,40 5 4, 93× 10−32
19 11 65 2868,61 901 4, 01× 10−2 32 5 5 1,30 5 1, 41× 10−29
20 6 31 265,00 1000 2, 29× 10−3 33 2 2 0,42 5 0,2
20 9 31 704,95 1000 3, 55× 10−5 33 5 5 69,43 583 0,90909
21 4 4 7,55 124 7, 34× 10−9 34 3 3 0,49 5 2
21 6 6 44,58 197 8, 89× 10−13 34 5 5 105,74 894 2,42857
22 8 8 46,33 71 1, 39× 10−11 35 2 2 0,50 20 6, 66× 10−11
23 2 3 0,52 22 2, 38× 10−5 35 5 5 3,34 32 5, 38× 10−10
A Tabela 4.4 exibe os resultados para a bateria de testes 4. Entre os 50 problemas, o
algoritmo resolveu 44 dentro do critério de parada para o raio ∆k. Dos 6 restantes, em
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3 a solução foi satisfatória. O algoritmo novamente não encontrou solução antes de 1000
iterações para os problemas 3 e 4 e, para o problema 10, apesar de terminar antes das
1000 iterações, não encontrou a solução. Para os problemas 11 e 20 o algoritmo encontrou
valores próximo das soluções.
Teste 5
Utilizamos os seguintes parâmetros:
η0 = 0.5, η1 = 0.9, γ = 0.5, γinc = 3, ∆0 = 0.5, e ∆̄ = 50.
Tabela 4.5: Resultados Numéricos - Teste 5
P n m tempo iter. solução P n m tempo iter. solução
1 2 2 1,28 145 8, 38× 10−15 23 4 5 8,11 140 2, 26× 10−5
2 2 2 1,54 190 48,98425 24 2 4 0,58 23 8, 07× 10−7
3 2 2 6,33 1000 1, 31× 10−1 24 4 8 2,09 36 9, 41× 10−6
4 2 3 6,68 1000 9, 83× 1011 25 2 4 0,58 27 9, 63× 10−22
5 2 3 0,60 43 3, 03× 10−11 25 5 7 5,58 40 8, 46× 10−17
6 2 10 0,71 58 124,36218 26 2 2 0,58 28 3, 11× 10−15
7 3 3 1,45 53 6, 92× 10−17 26 5 5 3,02 24 9, 21× 10−9
8 3 15 1,91 57 8, 21× 10−3 27 2 2 0,38 4 5, 05× 10−29
9 3 15 0,70 9 1, 22× 10−8 27 5 5 0,88 3 1, 13× 10−27
10 3 16 0,68 19 6, 69× 106 28 2 2 0,68 41 3, 65× 10−20
11 3 20 24,91 1000 3, 13× 10−2 28 5 5 4,57 31 1, 98× 10−15
12 3 20 5,24 205 2, 04× 10−6 29 2 2 0,59 29 5, 27× 10−19
13 4 4 2,85 50 9, 73× 10−8 29 5 5 6,47 49 5, 96× 10−23
14 4 6 15,47 312 5, 25× 10−16 30 2 2 0,58 38 3, 02× 10−17
15 4 11 10,30 183 3, 08× 10−4 30 5 5 4,49 32 3, 37× 10−17
16 4 20 3,79 71 85822,20163 31 2 2 0,65 43 1, 17× 10−19
17 5 33 130,78 976 7, 67× 10−5 31 5 5 6,10 46 3, 95× 10−19
18 6 13 106,42 447 5, 38× 10−6 32 2 2 0,39 4 1, 97× 10−31
19 11 65 3181,14 1000 4, 02× 10−2 32 5 5 1,16 4 1, 23× 10−29
20 6 31 264,61 1000 2, 38× 10−3 33 2 2 0,43 6 0,2
20 9 31 709,95 1000 3, 58× 10−5 33 5 5 122,64 1000 0,90909
21 4 4 10,93 198 1, 95× 10−9 34 3 3 0,50 4 2
21 6 6 61,48 268 1, 89× 10−9 34 5 5 92,57 780 2,42857
22 8 8 77,15 108 7, 66× 10−8 35 2 2 0,61 36 3, 38× 10−8
23 2 3 0,57 28 1, 04× 10−5 35 5 5 3,83 36 4, 17× 10−10
A Tabela 4.5 exibe os resultados para a bateria de testes 5. Entre os 50 problemas,
o algoritmo resolveu 42 dentro do critério de parada para o raio ∆k. Dos 8 restantes, 3
deles não foram resolvidos. O algoritmo não encontrou solução para os problemas 3, 4
e 10. Para os problemas 11, 19, 20 e 33, o algoritmo com esta configuração chegou bem
próximo das soluções.
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4.2.2 Perfil de desempenho
Em 2002, Dolan e Moré introduziram em [8] o conceito de perfil de desempenho (per-
formance profile), uma ferramenta para comparar o desempenho de Ns métodos de um
conjunto S quando aplicado para resolver Np problemas de um conjunto P , usando algu-
mas medidas como o número de iterações ou o número de avaliações de função.
Em [20] Sakamori e Gomes-Ruggiero utilizam este conceito e fazem uma explicação,
em português, sobre o perfil de desempenho.
Para comparar diferentes métodos, precisamos calcular uma taxa de desempenho rs,p
em relação a uma medida m̂, que pode ser quantificada como a quantidade da medida m̂
que o método s usou para resolver o problema p, tal quantidade chamamos de ms,p. E
calculamos a taxa de desempenho para cada problema p e método s como sendo rs,p =
ms,p/min{ms,p∀ s ∈ S}, se o problema p é resolvido pelo método s e, caso não seja
resolvido, rs,p = rM onde rM , é um parâmetro fixado suficientemente grande.
Em seguida, para cada s ∈ S, constrúımos a função de distribuição acumulada
ρs : Rn → [0, 1], para a taxa de desempenho tal que ρs(α) = (1/Np)card{p ∈ P |rs,p ≤ α}.
Tal função representa o desempenho do método s. Para a analisá-lo, os valores ρs(1) e
ᾱ, tal que ρs(ᾱ) = 1, fornecem informações importantes. Seja s̄ o método que dá o valor
máximo para ρs(1). Este método pode resolver o maior número de problemas usando o
menor número da medida m̂. A eficiência do método s em termos do número de pro-
blemas que foram resolvidos é avaliada pelo menor valor de α, denotado por ᾱs, tal que
ρs(ᾱs) = 1, se existe tal valor para α < rM . Portanto, o melhor método em termos de
eficiência será o método ŝ para o qual ᾱŝ = min{ᾱs, ∀ s ∈ S}.
Apresentamos na Figura 4.1 o perfil de desempenho do Algoritmo 4.1, resultado da
bateria de testes para calibrar os parâmetros que apresentam o melhor desempenho. A
figura mostra o perfil de desempenho referente ao número de avaliações de função, que
estão apresentados na Tabela 4.6.
Pelo número de avaliações da função o conjunto de parâmetros do Teste 3 é que
apresentou melhor desempenho, resolvendo 49% dos problemas com o menor número de
avaliações. Em segundo, o algoritmo com a configuração do Teste 4 resolveu 30% com o
menor número de avaliações; o algoritmo com os parâmetros escolhidos nos Teste 1, 2 e 5
resolveu 13%, 9% e 7% dos problemas com o menor número de iterações, respectivamente.
Para 90% dos problemas a configuração do Teste 3 não utilizou mais que 1, 2 vezes
o menor número de avaliações da função. A configuração do Teste 4 resolve 90% dos
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Figura 4.1: Perfil de Desempenho - Número de Avaliações da função.
problemas usando não mais que 1, 4 vezes o menor número de avalições. Enquanto as
configurações do Teste 5 resolve 90% dos problemas levando 1, 75 vezes o menor número
de avaliações. Já os Testes 1 e 2 resolvem 90% dos problemas levando 1, 95 vezes o menor
número de avaliações da função.
Podemos considerar que o algoritmo com a configuração de parâmetros dada pelo
Teste 3 é o mais eficiente entre as configurações testadas. Permitindo gastar até 1, 8 vezes
o menor número de avaliações da função a configuração de parâmetros dada pelo Teste
3 resolve todos dos problemas que foram resolvidos por alguma configuração, sendo que
com os parâmetros do Teste 4 o algoritmo resolve 96%; e com os parâmetros do Teste 5
resolve 92% dos problemas. As configurações dos Teste 1 e 2 resolvem 87% e 83% dos
problemas com até 1, 8 vezes o menor número de avaliações da função.
A configuração de parâmetros do Teste 3 apresentou melhor desempenho em relação
ao número de avaliações da função. Por esse motivo decidimos investigar a relação da
precisão do Algoritmo 3.3 para maximizar os polinômios de Lagrange em B(xk,∆k) com
esta configuração de parâmetros. Para isto, fixamos os parâmetros com os valores do
Teste 3 e alteramos apenas a quantidade t de pontos aleatórios do conjunto de amostra.
Os novos testes, são apresentados abaixo.
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Tabela 4.6: Número de Avaliações da Função Objetivo
P n T1 T2 T3 T4 T5 P n T1 T2 T3 T4 T5
1 2 884 816 728 750 1038 24 4 1349 977 673 575 677
2 2 1046 950 742 822 1286 25 2 354 318 288 248 354
5 2 390 416 322 260 400 25 5 1993 1827 1681 1522 2060
6 2 406 374 206 214 374 26 2 528 412 346 464 480
7 3 758 950 944 900 1158 26 5 1108 1248 901 924 1087
8 3 1090 1078 932 980 1170 27 2 208 208 196 204 250
9 3 922 858 812 870 954 27 5 718 741 720 699 982
11 3 - 12010 12010 12010 12010 28 2 616 580 358 312 498
12 3 1854 2310 1350 2550 3812 28 5 1154 1428 922 782 1035
13 4 754 869 718 818 1058 29 2 458 552 366 314 498
14 4 5046 4079 3758 4619 5473 29 5 1598 2120 1247 1071 1523
15 4 2641 4294 2660 2541 3121 30 2 472 536 336 314 498
16 4 1069 831 746 763 848 30 5 1541 1809 1014 1146 1401
17 5 - - 17754 17478 23021 31 2 500 558 404 366 414
18 6 10444 11490 10352 12156 15694 31 5 2288 2261 1154 1198 1823
19 11 68296 80078 69198 73414 80078 32 2 228 222 230 238 250
20 6 30028 30028 28806 30028 30028 32 5 718 762 764 787 785
20 9 57055 57055 46663 57055 57055 33 2 228 228 218 222 226
21 4 2986 3521 3252 3456 3446 33 5 44000 27963 31616 38525 43979
21 6 7570 6548 6820 7508 10220 34 3 462 682 368 422 336
22 8 5170 5948 4662 6856 8550 34 5 12403 33097 16282 43858 39979
23 2 282 294 210 226 322 35 2 568 584 378 338 428
23 4 5089 6861 6209 5741 6388 35 5 1448 1799 1988 1552 1127
24 2 436 402 328 350 366
A Tabela 4.7 apresenta a comparação entre o número de avaliações da função dos
Testes 3, 6 e 7. Usamos t = 20n em T6 e t = 30n em T7 apenas nos problemas em que
a configuração Teste 3 apresentou resultados satisfatórios, ou seja, exceto os problemas
3, 4 e 10. Mesmo aumentando o número de pontos da amostra, o algoritmo não resolveu
estes problemas.
A Tabela 4.8 apresenta a comparação do tempo computacional, dado em segundos,
entre os Testes 3, 6 e 7.
Usando o número de avaliações da função como comparação entre os Testes 3, 6 e
7 podemos notar que quando t = 30n o algoritmo apresenta ligeira vantagem, como
podemos ver no perfil de desempenho apresentado pela Figura 4.2. No entanto, como
mais pontos estão sendo utilizados, cada iteração é computacionalmente mais cara. Por
esse motivo resolvemos fazer também a comparação em relação ao tempo computacional.
A Figura 4.3 mostra a comparação entre os tempos dos Testes 3, 6 e 7.
Como esperado, o Teste 3 apresentou menor tempo para resolver a maioria dos pro-
blemas, sendo que resolveu 83% dos problemas com o menor tempo. O Teste 6 resolveu
17% dos problemas com o menor tempo e o Teste 7 não resolveu nenhum problema com
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Tabela 4.7: Resultados Numéricos - Número de Iterações T3, T6 e T7
P n m T3 T6 T7 P n m T3 T6 T7
1 2 2 728 748 810 24 4 8 673 574 610
2 2 2 742 774 774 25 2 4 288 358 384
5 2 3 322 402 378 25 5 7 1681 1836 1533
6 2 10 206 286 350 26 2 2 346 334 348
7 3 3 944 972 958 26 5 5 901 924 1018
8 3 15 932 846 908 27 2 2 196 212 196
9 3 15 812 366 330 27 5 5 720 720 720
11 3 20 12010 12010 12010 28 2 2 358 310 316
12 3 20 1350 1422 1156 28 5 5 922 922 832
13 4 4 718 821 825 29 2 2 366 366 300
14 4 6 3758 4418 4485 29 5 5 1247 1048 1113
15 4 11 2660 2478 2746 30 2 2 336 330 360
16 4 20 746 950 899 30 5 5 1014 1125 1129
17 5 33 17754 14580 15569 31 2 2 404 382 370
18 6 13 10352 10302 9946 31 5 5 1154 1269 1131
19 11 65 69198 62958 61560 32 2 2 230 210 210
20 6 31 28806 27446 27024 32 5 5 764 764 764
20 9 31 46663 43190 40664 33 2 2 218 270 250
21 4 4 3252 3041 2797 33 5 5 31616 43979 40603
21 6 6 6820 5756 6210 34 3 3 368 368 368
22 8 8 4662 5112 4448 34 5 5 16282 43979 30835
23 2 3 210 254 270 35 2 2 378 360 366
23 4 5 6209 5430 4348 35 5 5 1988 957 991
24 2 4 328 336 314
o menor tempo. O Teste 3 consegue resolver todos os problemas gastando não mais que
o dobro melhor tempo.
Acreditamos que, quanto ao tempo computacional, a melhor configuração para o al-
goritmo proposto entre os testes realizados é a escolha dos parâmetros do Teste 3
η0 = 0.05, η1 = 0.25, γ = 0.3, γinc = 2, ∆0 = 1, e ∆̄ = 80.
Quanto à quantidade de pontos no conjunto de amostra, um menor número apresenta
ganho no tempo computacional enquanto o número de avaliações da função não apresenta
grandes mudanças ao aumentar a precisão do conjunto de amostra. A quantidade mı́nima
de pontos no conjunto de amostra deve ser maior que a quantidade de pontos necessária na
interpolação polinomial p = (n + 1)(n + 2)/2. Temos ainda que, se este número é muito
pequeno a quantidade de iterações aumenta consideravelmente e, consequentemente, o
tempo computacional. Se este número é muito grande, o tempo computacional é inviável
e não obtemos considerável qualidade nos modelos. Tais fatores devem ser considerados,
além do tipo de problema a ser resolvido. Quando a avaliação da função é cara, um
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Figura 4.2: Perfil de Desempenho - Avaliações da função.
Figura 4.3: Perfil de Desempenho - Tempo Computacional.
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Tabela 4.8: Resultados Numéricos - Tempo Computacional - T3, T6 e T7
P n m T3 T6 T7 P n m T3 T6 T7
1 2 2 1,07 1,09 1,59 24 4 8 1,36 1,95 4,61
2 2 2 0,94 1,36 1,65 25 2 4 0,57 0,54 0,60
5 2 3 0,56 0,75 0,88 25 5 7 5,52 8,27 11,87
6 2 10 0,49 0,57 0,82 26 2 2 0,52 0,55 0,59
7 3 3 1,86 2,70 3,60 26 5 5 2,89 5,66 7,65
8 3 15 2,08 1,36 3,45 27 2 2 0,33 0,34 0,36
9 3 15 0,63 0,83 1,03 27 5 5 0,88 1,50 2,10
11 3 20 26,26 37,25 45,69 28 2 2 0,55 0,52 0,57
12 3 20 3,99 4,34 6,70 28 5 5 8,98 4,58 5,70
13 4 4 1,48 2,92 3,63 29 2 2 0,44 0,47 0,56
14 4 6 9,16 19,89 24,97 29 5 5 3,18 5,06 6,18
15 4 11 7,02 9,76 19,13 30 2 2 0,48 0,57 0,70
16 4 20 2,84 4,02 6,14 30 5 5 3,39 6,06 8,49
17 5 33 94,41 46,83 74,55 31 2 2 0,52 0,60 0,71
18 6 13 74,01 102,44 204,51 31 5 5 4,20 7,40 9,59
19 11 65 2751,33 2591,85 3556,97 32 2 2 0,38 0,37 0,37
20 6 31 267,20 312,81 540,60 32 5 5 1,29 1,90 2,44
20 9 31 463,89 724,52 2324,86 33 2 2 0,39 0,42 0,46
21 4 4 7,05 11,54 17,28 33 5 5 100,26 185,64 256,26
21 6 6 42,51 64,81 91,90 34 3 3 0,43 0,37 0,37
22 8 8 47,46 83,76 111,59 34 5 5 30,64 180,03 178,43
23 2 3 0,55 0,59 0,75 35 2 2 0,47 0,50 0,67
23 4 5 11,18 16,25 17,55 35 5 5 2,79 5,74 6,09
24 2 4 0,53 0,61 0,69
menor número de iterações é desejável, e assim escolhemos mais pontos no conjunto de
amostra. Quando avaliar a função não é computacionalmente custoso, podemos escolher
menos pontos no conjunto de amostra e ganhar tempo computacional.
Existem na literatura algumas implementações de métodos de região de confiança base-
ados em interpolação polinomial que não usam derivadas da função objetivo para resolver
problemas irrestritos. Conn, Scheinberg e Vicente [5, Apêndice 1] fazem uma relação
de softwares dispońıveis na internet, tais como CONDOR, DFO, WEDGE, UOBYQA e
NEWUOA. Como o foco principal deste trabalho foi a análise de convergência e o estudo
da geometria dos conjuntos de interpolação não tivemos qualquer pretensão em realizar
testes computacionais comparativos com estes softwares profissionais e robustos.
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Conclusões
Nosso interesse neste trabalho foi estudar um método para otimização irrestrita que não
faz uso de derivadas. Utilizamos para isso um método de região de confiança com modelos
baseados em interpolação polinomial quadrática completa. Primeiramente estudamos os
métodos de região de confiança no sentido clássico, ainda com o uso de derivadas. Em
seguida estudamos as adaptações propostas por Conn, Scheinberg e Vicente [5] para um
método de região de confiança sem derivadas e as condições necessárias a serem satisfeitas
pelos modelos da função objetivo a serem considerados em cada iteração do algoritmo.
A partir disso, dedicamos parte significativa dos estudos na geometria do conjunto
de interpolação; nas condições que os modelos devem satisfazer, como ser plenamente
linear ou plenamente quadrático, e na construção de modelos baseados em interpolação.
Sob certos aspectos, tais modelos têm comportamento local semelhante às aproximações
de Taylor da função. Mostramos que conjuntos bem posicionados geram modelos com
boa precisão, além disso discutimos como medir e melhorar o posicionamento de um
conjunto de pontos de interpolação. Provamos resultados de convergência global para
um método de região de confiança sem derivadas baseado em interpolação polinomial.
Os resultados teóricos obtidos, foram apresentados em forma de poster no evento CWB
2010 - II Congresso de Matemática e suas Aplicações, realizado em dezembro de 2010 em
Curitiba.
Para validarmos o método, apresentamos testes computacionais que mostraram algu-
mas limitações, principalmente ao que tange o número de variáveis do problema, uma vez
que quando trabalhamos com interpolação polinomial completa, a quantidade de variáveis
cresce bastante com o número de variáveis da função objetivo. Resolvemos 50 problemas
da coletânea de Moré, Garbow e Hillstrom [13] em dimensão pequena, ou seja, inferior
a 11. Os problemas foram resolvidos através do algoritmo proposto neste trabalho com
diferentes escolhas de parâmetros. Dos problemas testados, apenas 3 deles não foram
resolvidos com qualquer uma das escolhas de parâmetro.
Acreditamos, por fim, que a atualização do modelo no algoritmo possa ser melhorada
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[8] E. D. Dolan e J. J. Moré, Benchmarking optimization software with performance
profiles, Mathematical Programming 91 (2002), 201–213.
[9] A. Izmailov e M. Solodov, Otimização: Condições de otimalidade, elementos de
análise convexa e dualidade, vol. 1, IMPA, Rio de Janeiro, 2005.
[10] A. Izmailov e M. Solodov, Otimização: Métodos computacionais, vol. 2, IMPA, Rio
de Janeiro, 2007.
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