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　　　　　　　　　　　　　　　　　　　Synops沁
　　Aspecial　criterion　is　proposed　in　this　paper，　as　was　stated　in　the　author’s　previous
paper，　which　is　somewhat　different　from　the　conventional　one　which　is　reduced　to　ma．
ximum　likelihood　estimate．　The　best　estimate　is　obtained　when　the　total　sum　of　weighted
energy　with　relation　to　state　variables　is　taken　into　consideration．　　　　　　　　　、
　．Anumerical　example　is　given　in　this　paper，　where　it　is　assumed　that　the　system　is
nonlinear　scalar　dynamics　and　the　observer　has　the　additive　observed　noise　of　the　stati．
stically　unknown　properties．　The　variance　ratio　between　the　true　state　variable　and　the
observed　noise，　as　well　as　that　between　the　true　state　variable　and　the　system　error
which　is　denoted　by　the　difference　between　the　estimated　state　variable　and　the・true　state
variable，　are　calculated．
1．　ま　え　が　き
　われわれが信号を利用しようとする場合，それがどのような意図をもつかにかかわらず多く
の場合に雑音が介在するのが通常と思われる。実際の現象では着目している信号は，多くの場
合不規則な確率過程としてとらえることができる。雑音の影響を除去しつつ着目している信号
そのものか，あるいはまた，それに関連した希望信号をとりだすための，いわゆる最適フィル
タ理論1）はWienerフィルタ理論としてよく知られている。その後さまざまな理論的紆余曲折
を経てシステム状態の推定理論2》として大きく発展したこともまたよく知られている。Wiener
フィルタ理論における手法を古典的というならぽ，現代的な手法，あるいは方法論としての状
態推定の理論とは，雑音の介在するシステムの状態を推定するのにできるだけ雑音の影響を除
去しつつ状態の推定を実行することであるが，Wienerの理論における信号は不規則なスカラ
ー関数として取り扱われるのに対して，状態はその次元の拡張であり，ベクトノk信号として考
えられると思われる。
　さて実際問題としてわれわれが直面するシステムは非線形特性をもっていて，事実このよう
な非線形系における状態推定問題に非常に多くの努力がはらわれてい・ることも良く知られてい
る3）。
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　一方，筆者はシステムの状態のエネルギー（広義）に関する情報を利用しつつ推定を行なう
一方法を，非線形システムに対して提案して来た，》。そこでは観測雑音の状態依存性はないも
のとして非線形機構を有する観測系に対して一般論を展開しつつ，Kalman＆Bucyフィル
タ2）の自然な拡張となっていることをも指摘した。本論文においてはある数値例の具体的なシ
ミュレーションを行い，その状態推定の結果，入力及び出力側における状態と雑音との分散比
を計算することによって従来の方法との比較を試みながら考察を行なったものである。
2．　フィルタ方程式
　次のダイナミックスを考える濁）。
　　　誓）＝・f（t…）・・（t…）u（の
ただし初期値は　　　　，
　　x（to）＝∬o
であたえるものとする。また観測システム注2）は
Lt2（t）＝・　h（t，x）＋v（の
観測開始時刻においては
　　2（to）＝Zo
なる値をとるものとする。ここで各記号は次のように約束する。
　　　X（の；n次元列ベクトルで表わされる状態ベクトル。
　　f（t，・X）；n次元列ベクトル値関数。
（1）
（2）
（3）
（4）
注1）　（1）式においてtt（りは正規白色雑音であるが，現実には存在しない。したがって（1）は形式的表
　　現であって，厳密な意味ではブラウン運動s，ξ（t）の導入により，形式的に
　　　　撃）－u（t）　’
　　とおいたとき，
　　　dξ（t）＝u（t）dt
　　なる表現においてのみ意味がある。よって（1）は
　　　dx（t）＝！（t，x）dt＋9（t，x）dξ（t）
　　と書くべきである。しかしながち，ここでは一応（1）の形式で話しを進めることにする。なお，（1）
　　と共に上式の一意的な解の存在性は保証されているものとする。
注2）注1と同様な意味で（3）は形式的に
撃）－z（り
・　EQtllll（tt）－v（の
　　とおくことにより
　　　ζあノ（t）＝≡h（t，x）dt十∠1η（t）
　　なる表現をとることにより厳密な表現となる。しかしながら（1）と同様に，ここでは一応（3）の形式
　　で話しを進めることにする。
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　　9（t，・x）；π×r行列。
　　　Z（の；m次元列ベクトルで表わされる観測ベクトル。
　　h（t，X）；m次元列ベクトル値関係。
　　　u（の；平均値0のr次元列ベクトルで表わされる正規白色雑音。
　　　v（の；平均値0のm次元列ベクトルで表わされる観測雑音で，しかもその統計的性質
　　　　　　は未知とする。よって必ずしも白色雑音ではない。
　　　　彦。；初期時刻。
　　　　x。；n次元列ベクトルで表わされる正規性確率ベクトルであるような初期値ベクトル。
　　　　2。；m次元列ベクトルで表わされる初期値ベクトル。
　さて，u（のはダイナミックス（1）の入力雑音を示しているがその共分散行列は
　　cov〔Zt（t），a（τ）〕＝Q（のδ（t一τ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5）
であたえられているものとする。ただしQ（t）はr×rの正定値行列とする。またδ（のはデ
ィラックのデルタ関数である。さらにu（のと観測雑音v（のは無相関とする。また，x。は
te（の，　v（のと互いに無相関であるものとする。ただし，（5）のcovは共分散を示している。
　いま，初期値ベクトルx。の期待値を，その演算記号Eによって，
　　E〔x（to）〕＝諺o　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6）
で，x（t。）の共分散行列をn×nの行列P（t①）で示せぽ
　　P（te）＝＝P。　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（7）
であたえられているとし，さらにA（のをn×nの非負定値行列，B（のをm×mの正定値
行列とし，A（の，　B（のはそれぞれ適当な重み行列とする。このとき
　　」一音〔・（t・）一・・〕TP・’t〔・（t・）一・・〕
　　　　＋麦∫1，〔・（・）・Q（・）－1・（・）・・（・）TB（・）・（・）一・（・）・A（・）x（・）〕d・　　（・）
なるコスト関数Jを最小にするようなx（のに対する最適な推定th（t）を求めたい。ただし
Tは転値を示すものとする。
　さて，ここで，それぞれn，m次元列ベクトルを示すラグランジュ未定乗数関数SO（τ），
ψ（τ）を導入して，次のようなハミルトニアンH，すなわち
　　H＠，9，ψ，u，　v，τ〕
　　一去〔・・Q（・）－lu＋・’R（・）一’一酬・）卿丁〔∫（切・・（・鋼
　　　十ψT〔2（τ）一ん（τ，x）－v〕　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（9）
を定義する。そうすると次の補題があたえられる4）。
　補題1：（8）であたえられるコスト関数」を最小にするような軌道x（τ）は次の2点境界
値問題の解としてあたえられる。すなわち正準方程式
　　誓）一（∂H∂9）T　　　　　　　　　　　　（・・）
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　　禦）一一（∂H∂x）T　　　　　　．　　　　　　（・・）
境界条件
　　ρ（彦o）＝－P・－1〔x（t。）－X。〕　　’　　　　　　　　　　　　　　　　　　　（12）
　　g（t）LO　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（13）
とともに　　　　　　　　　　　’
　　∂H　　－bli’＝0　　　　　　　－t，　　　　　　　　（14）
　　署一・　　　　　　　　　　　　　　（・5）
　補題2：補題1における境界条件（13）において，右辺を変数cでおきかえる，すなわち
　　P（t）＝c　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（16）
これに対する解軌道を　　　　　　　　一一　　　　　　　　　　’
　　x（t）　＝r（c，t）・　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17）
とした時，一般に
　　dU（τ）　　　　　　＝α（x，9・，・T）
　　　dτ
．‘ﾕτ）一β（x，　90，　T）
なる正準方程式によって，次のinvariant　imbedding方程式がなりたつ5）
　　・（r，・c，・t）一∂「器のβ（r，・・，・t）＋∂ブ1争の
　さて，r（‘，のをc＝＝　Oの近傍でテーラー開展し，　cの2次以上の項を無視すれぽ
　　r（c…）…r（…t）＋∂「器の〕9．，
解，すなわち推定値をX（t）の代りに奴彦）で示せぽ
　　r（0，の＝li（の
また，次式を導入する。
　　∂ア器のユ∫－r（の
ただし「（のはn×nの行列である。よって（21）は
　　r（c，の＝企（の一r（t）c
となる。以上の準備のもJとに次の定理をうる。
　定　　理
　（1），（2）の拘束条件のもとで（8）のコスト関数Jを最小にするような解軌道，
推定値a（t）は次のフィルタ方程式であたえられるの。
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（18）
（19）
（20）
（21）
（22）
（23）
（24）
すなわち
ある非線形フィルタのシミュレーションに関する一手法
弩の一r（のA（脚）÷∫（t，・i）＋r（の（晋）「B（の〔・（の一ゐ（t，・2）〕
（25）
　　　　　　　　　　　　ワただし，初期値は次式であたえられる。
　　全（to）＝Xo　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（26）
また，未知行列関数f（のは次式であたえられる。
　　　4釜の一・r（t）A（t）r（・）＋r（・）傷）T＋傷）r（の
　　　　　　　＋r（の義｛（1皇）TB（の〔・（の一h（t，・・）〕｝r（の
　　　　　　　十9（t，全）Q（t）9（t，冷）7’　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（27）
ただし，初期値は
　　f（彦o）＝P。　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（28）
である。
　ここでえられたフィルタ方程式の解奴のは本質的には，一次近似フィルタである。
　3．数　値　例
3．1．モデル例
　次のようなスカラーモデルを考えることにする。ただしn次元状態ベクトルX（のの要素を
Ui（t）（i＝1．2……n），行列，たとえぽm×nのある行列関数A（のに対してはその要素を
砺（の（i＝1，2……m，ブ＝1，2……n）のように表わすものとする。
　　4薯）一一・・n・・（t）＋・・（t）・・（t）　　　　　　　（29）
　　21（t）＝X1（t）十vl（彦）　　　　　　　　　tt　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’　　　　　　　　　（30）
（29）はダイナミックスを表わし，－（30）はオブザーバーである。ここで初期時刻においては
　　Xl（to）・＝Xo，1　　　　　”　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（31）
　　21（to）＝Xo，1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（32）
とする。U、（のは正規白色雑音，　V、（のは統計的な性質が未知である観測雑音であって，　Zt、（の，
η、（‘）は互いに独立で，しかも無相関とする。その他の性質は前節で述べたことと同様である。
そうすると（8）に対応して
　　J・＝吉〔x・（t・）一嗣瓶・・
　　　　＋t∫1，〔u・（・）・／911（・）・…（・）・・（T）・－ait（・）・・（・）・）dT　　　（33）
を最小にするよう塗X、（のの推定亀（のを求めようとするわけである。したがって，前節の
定理によって（25）～（28）に対応して
　　禦）－al1（・）ri・（t）・Oi（の一・・…（t）・＋・b・・（・）ri・（の〔・・（・）一・O・（の〕　　（34）
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　　冷1（to）＝Xo，1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　（35）
　　4餐の一〔at・（t）・一・b，、（t）〕・、、（の・一・ri、（の・…i（の＋q、、（の亀ω・　　（・6）
　　γlI（to）＝Po，11　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（37）
をうる。ただしp。，11は行列p。の1行1列の要素を示す。
　3．2．数値計算のためのアルゴリズム
　さてディジタルシミュレーションによって（34）（36）を解くわけであるがこれらを次のような
差分形に変形することにする。すなわち
　　dを、（の舘冷、（診ゴ＋、）－2、（tゴ）　　　　　　　　　　　　　　　　　　　　　　　　（38）
　　d711（t）e71t（渉ゴ＋1）－711（彦ノ）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（39）
なるような近似を行うことにする。
このときdtは
　　dt　t　tj＋ゴー’∫＝δゴ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（40）
とする。徴小なδゴの値に対して結局（34）～（37）に対して次のアルゴリズムをうる。
　　th、（ブ＋1）＝2！（」）＋a、、（ブ）r、、（ブ）－tht（ノ）δゴーsina、（」）δゴ
　　　　　　　→－bl，（ノ）r“（」）〔2ゴ1（ブ）一命，（」）〕δゴ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（41）
　　（」－1｛2・3……）　　　．，，
　　冷1（1）＝諏①，1　　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（42）
　　γ11（」十1）＝γll（ノ）十〔alt（」）－btl（ノ）〕γll（」）2δゴー2γ11（ノ）cos　2ri（ノ）δノートq”（」）冷t（」）2δゴ　（43）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（」＝1，2，3・・・…　）
　　r、、（1）－P。，、、　　　　　　　　　　』　　　　　（44）
ただし時刻なの表現をノで置きかえた。よって初期時刻t。は戸1に対応することになる。
　さて，ここで未知雑音V、（のの計算であるが，V、（t）は実際にはわからないのでシミュレー
ションの都合上，一応次のように仮定する。すなわちエルミート多項式H，の導入によって6’
u、（t）と無相関な正規白色雑音u，（のによって
　　v・（の一・H・膿）／v面　　　　　　　（45）
なる非線形変換モデルを考える。上式は
　　Vl（t）＝k〔π2（t）2一σ2〕／～／2σ2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（46）
とかんたんに書くことができる。ここにσ2はu2（t）の分散である。したがって，実際には
　　Vt（ノ）＝k〔κ2（ブ）2一σ2〕／N／2σ2　　　　　　－　　　　　　　　　　　　　　　　　　　　　tt　　　　　　　’　　　　（47）
　　（」＝真，2，3－・…　）
で計算することになる。たは定数である。このように定められたV、（のは正規分布からはずれ
てくると考えられる。またV、（のの平均値を計算すると
　　而一〇　　　　　　　　　　　　　　　　　　　　　　　　　　（48）
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となり，分散をσv12と書くと
　　σVl2＝k2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（49）
となることが容易に示される。
　さてこのようにしてえられる推定の結果の良さを何らかの形で評価する必要があると思われ
る。そこで実際の状態変数Xl（のとその推定iir、（のとの誤差を
　　Xi（t）＝Xl（t）－ii（t）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（50）
とし，亀（t）の共分散Plt（t）を，
　　P11（t）＝co　v〔詑且（t），　Xi（の〕　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（51）
と定める。そうすると（37）のP。，1、は（51）のP、、（t）に関して
　　Pl　1（to）＝」クo，11＝co　v〔竃1（to），Xi（to）〕　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（52）
となることがいえる。そこで，いま推定過程（34）で示されるフィルタの入力側の状態変数
X、（の（すなわち推定値亀（t）に対しては真の値と考えられる）と観測雑音Vl（t）との分散比
?
　　・・（の一σ管1警）一σ・垂（t）　　　　　　　　（53）
ただし
　　σx12（t）＝E｛〔Xl（t）－E〔Xl（t）〕〕2｝　＝E〔Xl（t）2〕一｛E〔x，（の〕｝2　　　　　　　　　　　　　　　　　　　（54）
と定め，さらに出力側においてはX、（のと亀（のの分散比を次のように定義する。
　　　　　　　　2　　・・（の一苛1の　　　　　　　　　　　（55）
ただし
　　1）11（t）＝co　v〔詑1（t），3ii，（t）〕＝E｛〔記1（t）－E〔記1（t）〕〕2｝＝E〔諺1（t）2〕一〔E〔記1（t）〕〕2　　　（56）
しかしながら（54）（56）はいずれも集合平均演算であって，実際に計算することは困難となる。
よって，それぞれ次式による計算値で代表することにする。すなわち
　　・・12－÷盈砺㌦一（・i）・　　　　　　　　　（57）1
ただし，X、，iはX、，i＝X、（のとしている。また，　X、の平均値朗の計算は算術移動平均法に
より7）
　　　　　　1　　 　　＠1＋x，＋…＋x，m＋1）　　9m＋1＝　　　　　2m十1
　　　　　　1　　 　　　＠，＋XS＋…X，m＋，）　　9・，n＋2＝　　　　　2m十1
　　　i　　　　　　　　i　　　　　　　　　　　　　　　　　　　　　　　（58）
　　　　　　1　　 　　（Vn＿2m十Xn＿2M＋1十…Xn）　　9n－m＝　　　　　2in十1
によって逐次計算することにする。よって（57）は
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a・?刀C…一
C，蒲雀㌔㌦一（9m・・）2
ゲー・・一 A㌫、艶・・一團2
　　　　：　　　　　　　　　：　　　　　　　　　　　　　　　　　　　　　　　（59）
　　・・一一、。訴、、。ゑ，m・・’・2・i－（9n－m）2
のように逐次計算することになる。（57）の計算は時間平均を意味しているが実際には（54）は集
合平均ではあるがその計算が困難なので一応（54）にもとついて計算を実行しようとするわけで
ある。同様に（56）の計算も次のように行うことにする。すなわち亀，i・＝　Xl（のとおいて前と
同様に算術移動平均法により
　　・’M＋1－di，m＋1習亀・・
9・m・・一A澁、署亀…　　　　　’『　’
　　　：　　　　　　　：　　　　　　　　　　　　　　　　　　　　　　　　　（60）
　　9・n－M＝＝dit＋1、。愛，評・・
を逐次計算しPll（t）の値を
　　P・bm＋1　＝，㌫、署（・・i・i）・一（9’M・1）2
　　　　　　　　12㌻1（th1，の・一（9’m．，）・　　Pu，m＋，＝　　　　　　　2m十1　仁2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（61）
　　　　　　　　1　　書②1，i）L（9’n．の・　　1）u，n＿m・＝
　　　　　　　2m十1　i＝r2η、
にしたがって求めることにする。
　さて，ここで具体的な数値計算を行うにあたって次のような数値を仮定する。まず微小な時
間幅δ’をかんたんのために一様とし，いまそれをδど示ぜぽδ篇0．001にとり，正規白色雑音
Ul（の，　u2（t）を分散キ＝1000の互いに異なる緯集団より発生される正規乱数によって代用する
　　　　　　　　　o
ことにする。これらをu、G），　u2（」）（」＝1，2，3……）と表わすことにするとダイナミックス
（29）に対応してその差分形式
　　Xl（」十1）＝Xl（」）－sin　Xl（」）δゴ十Xl（」）Ul（」）δゴ　　　　　　　　　　　　　　　　　　　　　　　　　　　（62）
　　Xl（1）＝Xo，、　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　一（63）
をうる。またオブザーバー（30）に対応して
　　z、（」）＝x、（」）十v、（」）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（64）
　　x、（1）＝Zo，　t　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（65）
をうる。（62）によって発生される状態変数の初期値x。，、は正規分布を持つランダム変数であ
るから，これも実際には正規乱数により発生する必要があるけれども，ここではかんたんのた
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Fig．1　コじ1（り一process（true　value）and冷1（の一process（estimated　value），　whereごτ1（り
　　　　　　in　Fig　l　is　only　a　sample　process　of　real　random　process¢1（’〉
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Fig．2　var血nce　ratioαi（の，αo（t）
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めに1つの数値をあたえることにする。よってこのようにして得られる状態変数の値の集合は
一本の見本過程である。またv、（ガは（47）であたえられる。このような準備のもとで
　　x。，，＝＝1，　X。，、＝0，　P。，、1＝L　k2　＝O．5，　qi、G）i一定＝0．5
　　ゐ11G）≡一定＝1，　　2。，1＝0
と仮定し，取得するデータの時間は0から10秒までとした。よってサンプル数は」＝1，2，3…
10001としている。そこでa、1（の≡一定；aとおいて，a＝1，　Qr5，0の3通りの場合につい
てシュミレートすることにした。Fig．1に真の状態変数（ただし，一本の見本過程）と，その
推定値を，Fig．2には（53）で定められたαi（のに対応したサンプル値αz（ノ）と（55）で定めら
れたα。（のに対応したサンプル値α。（ノ）をそれぞれaの3通りの値に対して示した。
　3．3．　考　　　察
　Fig．1において示されたように一本の見本過程としてのx、（t）と推定過程fO、（のは一見す
るとかなりかけ離れたものに思えるが，x、（の過程はあくまでも初期値が偶然1をとると仮定
したときの解の軌道であって，ある意味では当然と言えるかも知れない。推定過程亀（のにつ
いては明らかにa；1．0の場合が，a＝0．5，　Ct　・O．0の場合に対してゲインが大となっている。
a＝O．Pすなわち，　al、（の＝0の場合はコスト関数」，すなわち（8）に適用すれぽA（τ）が零行
列の場合に相当するのではあるが，この場合は明らかに従来得られているフィルタそのものに
対応している。この意味からFig．1による限り筆者り提案したフィルタの場合の方がゲイン，
いいかえれば振幅値は全体として大きく取り出せるものと思われる。直観的に見ても真の状態
変数Xl（t）の波形の傾向に近似しているものと思われる。実際にx、（のの波形はその初期値を
できるだけ多くあたえた場合の解軌道の集合平均としてデータを取得する必要がある。このよ
うにして得られたものはFig．1の推定過程との数似性は良くなるものと思われる。また，　Fig．
2におけるα。はa＝O．0の場合よりも・当然aの値が大きくなるにつれて大となる傾向がわか
り，a・＝1．0の場合が最大となるような，その曲線の時間的経過の傾向が読みとれるものと思わ
れる。このことは，もともとα。は出力側の分散比（S／N比に相当），すなわち，真の状態変
数の分散と，フィルタ出力として得られる推定a，（のと真の状態変数との誤差（雑音と考えら
れる）の分散との比であるから，初めから予想された結果であると思われる。
　いずれにしても（8），そして，その特別な場合としてあたえられた（33）で示されるコスト関
数を最小とする（最尤推定法に属する）意味でのフィルタは，適当な重み行列A（τ），あるい
はその要素砺（τ）の値によってその良さは変化しうるこが予想されたわけであって，その良
さはα。，αiによって表わされることになる。Fig．2によれぽ，入力側の分散比，すなわち，
真の状態変数x、（のと観測雑音とのドそれぞれの分散の比cri（入力側のS／N比に相当）に
比較して，かなり改善されるものと思われる。特に従来のフィルタ（a＝　O．0の場合）よりはか
なり上述の意味で改善されているものと考えられる。
4．結　　言
このようにして，前述の定理によって，あたえられる推定過程，いいかえれぽフィルタ（25）
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のあるかんたんな例をとりあげ，実際に数値解を出した。それによって，筆者により提案され
た（8）で示されるコスト関数」（従来提案されているものとの本質的な相異は，積分部分の第
3項が加えられたこと）をCriterionとした場合の効果を（29）（30）のモデルをとりあげること
によってたしかめることができた。しかしながら，このようなモデルはごく特殊なものであり，
しかも数値解の際に用いた初期値および係数群に対する数値の仮定もはなはだ作為的なもので
あるといわざるをえない。しかもそれらの数値の仮定は比較的推定のしにくい，いいかえれば，
フィルタのかなり困難な場合を考えていると思われる。特に（8）におけるv（τ）に対する適当
な重み行列のあたえかた，いいかえれば，どのような要素をあたえたらばよいか，X（τ）に対
する重み行列A（τ）についても同様なことについて，より一層の考察を必要とするものと考
えられる。これらについては今後の問題となろう。
　最後に，この数値計算は昭和51年度卒業論文作製にあたった情報工学研究室のCグループの
学生諸君に負うところ大であり，特に明治大学計算センターの皆様の御助力に感謝いたします。
また，日頃何かと御世話になる本学助手，川崎浩史先生に御礼申し上げます。なお，本論文は
昭和51年度明治大学科学研究所重点研究において，筆者が取りあげたテーマに属するものであ
ることをつけ加えておく。
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