Abstract-We present a new algebraic formulation to compute edge connectivities in a directed graph, using the ideas developed in network coding. This reduces the problem of computing edge connectivities to solving systems of linear equations, thus allowing us to use tools in linear algebra to design new algorithms. Using the algebraic formulation we obtain faster algorithms for computing single source edge connectivities and all pairs edge connectivities, in some settings the amortized time to compute the edge connectivity for one pair is sublinear. Through this connection, we have also found an interesting use of expanders and superconcentrators to design fast algorithms for some graph connectivity problems.
INTRODUCTION
Graph connectivity is a basic concept that measures the reliability and efficiency of a graph. The edge connectivity from vertex s to vertex t is defined as the size of a minimum s-t cut, or equivalently the maximum number of edge disjoint paths from s to t. Computing edge connectivities is a classical and well-studied problem in combinatorial optimization. Most known algorithms to solve this problem are based on network flow techniques (see e.g. [33] ).
The fastest algorithm to compute the s-t edge connectivity in a simple directed graph is a O(min{m 1/2 , n 2/3 } · m) time algorithm by Even and Tarjan [11] , where m is the number of edges and n is the number of vertices. To compute the edge connectivities for many pairs, however, it is not known how to do it faster than computing the edge connectivity for each pair separately, even when the pairs share the source or the sink. For instance, it is not known how to compute all pairs edge connectivities faster than computing the s-t edge connectivity for Ω(n 2 ) pairs. This is in contrast to the problem in undirected graphs, where all pairs edge connectivities can be computed inÕ(mn) time by constructing a Gomory-Hu tree [6] .
Network coding is an innovative method to transmit information in a computer network. The fundamental result is a max-information-flow min-cut theorem for multicasting [1] : if the edge connectivity between the source vertex s to each sink vertex t i is at least k, then one can transmit k units of information to all sink vertices simultaneously, by performing encoding and decoding at the vertices. An elegant algebraic framework has been developed to construct efficient network coding schemes for multicasting [28] , [25] .
We use the techniques developed in network coding to obtain a new algebraic formulation for computing edge connectivities. This reduces the problem of computing edge connectivities to solving systems of linear equations, and opens up new directions to design algorithms for the problem. One advantage is that the edge connectivities from a source vertex to all other vertices can be computed simultaneously (as in the max-information-flow min-cut theorem). This leads to faster algorithms for computing single source edge connectivities and all pairs edge connectivities, and in some settings the amortized time to compute the edge connectivity for one pair is sublinear. In the process we have also found an interesting use of expanders and superconcentrators to design fast algorithms for graph connectivity problems.
Our Results
Our new algebraic formulation for computing edge connectivities is inspired by the random linear coding algorithm [17] in constructing network codes. Let G = (V, E) be a directed graph. Let s be the source vertex with outdegree d, with outgoing edges e 1 , . . . , e d . For each edge e ∈ E we associate a vector f e of dimension d, where each entry in f e is an element from a large enough finite field F. The vectors are required to satisfy the following properties: (1) the vectors on e 1 , . . . , e d are linearly independent, and (2) the vector on an edge e = (v, w) is a random linear combination of the incoming vectors of v. Once we obtain the vectors, we can compute the edge connectivities from the source vertex as follows.
Theorem 1.1 (Informal statement) With high probability there is a unique solution to the vectors, and the edge connectivity from s to t is equal to the rank of the incoming vectors of t for any t ∈ V − s.
See Figure 1 .1 for an example and Theorem 2.1 for the formal statement. This formulation is previously known for directed acyclic graphs only [21] , [34] . For general directed graphs, network coding schemes require convolution codes [10] , [27] , and it is not known how to use these to compute edge connectivities. Our contribution is to show that this simpler formulation can be used to compute edge connectivities.
The algebraic formulation reduces the problem of computing edge connectivities to solving systems of linear equations. We call the step to compute the vectors as the encoding step, and the step to compute the ranks as the decoding step. The formulation has the advantage that after the encoding step has been done, the edge connectivities from the source vertex s to all other vertices can be computed readily. In the following we will first present algorithmic results on single source edge connectivities and then present algorithmic results on all pairs edge connectivities. In directed acyclic graphs, the encoding step can be implemented directly without solving linear equations. By a simple transformation using superconcentrators [35] , [18] , we show how to implement the encoding step optimally. This implies a faster algorithm for computing single source edge connectivities in directed acyclic graphs. The algorithm runs in linear time when d is a constant, and by a simple reduction this can be used to return all vertices with edge connectivity at most d from the source s in linear time. We note that the encoding algorithm can also be used to improve the random linear coding algorithm [17] for network coding.
In some graphs the system of linear equations can be solved more efficiently. For instance, we can use a recent result of Alon and Yuster [3] to perform the encoding step faster in directed planar graphs with constant maximum degree. The best known algorithm to compute single source edge connectivities in directed planar graphs requires O(n 2 ) time, by using a O(n) time algorithm to compute s-t edge connectivity [8] . We show that the matrix inverse can be computed more efficiently for graphs that are "well-separable" (which will be defined in Section 4.2), including planar graphs, bounded genus graphs, fixed minor free graphs, etc. The resulting algorithm is faster than that for general graphs when the maximum degree is O( √ n).
Theorem 1.5 Given a simple well-separable directed graph with maximum degree d, the edge connectivities between all pairs of vertices can be computed in
The idea of transforming the graph using superconcentrators can also be used in other graph connectivity problems. In Section 5 we show how to use expanders and superconcentrators to speedup the algorithms for finding edge splitting-off operations preserving edge connectivities in undirected and directed graphs.
Related Work
The standard way to solve the s-t edge connectivity problem in directed graphs is by network flow techniques. For simple directed graphs, the best known algorithm is a O(min{n 2/3 , m 1/2 }·m) time algorithm [11] by the blocking flow method. As mentioned previously, in directed graphs, it is not known how to compute all pairs edge connectivities faster than computing s-t edge connectivity for Ω(n 2 ) pairs separately. This is in contrast to the problem in undirected graphs, where all pairs edge connectivities can be computed inÕ(mn) time by constructing a Gomory-Hu tree [6] , much faster than computing edge connectivities for Ω(n 2 ) pairs. There are improvements in special cases of the s-t edge connectivity problem in directed graphs. For bipartite matching, the best known algorithm is a O(m √ n) time algorithm [19] by the blocking flow method, and a O(n ω ) time algorithm [32] , [16] by algebraic techniques. It is known that the bipartite matching problem is equivalent to the s-t vertex connectivity problem in directed graphs, and so the above results hold for the latter problem as well [9] . For simple undirected graphs, there is a O(n 3/2 √ m) time algorithm [15] and aÕ(n 2.2 ) time algorithm [23] . In directed planar graphs, there is an optimal O(n) time algorithm for computing s-t edge connectivity [8] .
For network coding, the max-information-flow min-cut theorem for multicasting is first proved by an information theoretical argument [1] . Later it is shown that linear network coding is enough to achieve the max-flow min-cut theorem for multicasting [28] and an algebraic framework is developed [25] . Then a polynomial time deterministic algorithm is obtained to construct optimal linear coding schemes for multicasting in directed acyclic graphs [22] , and in general directed graphs using convolution codes [10] , [27] . Subsequently a simple polynomial time randomized algorithm is obtained for constructing optimal linear coding schemes for multicasting [17] , and our algorithm is based on this approach.
Techniques
The starting observation is that the random linear coding algorithm [17] for network coding does not require the knowledge of the graph topology, and it could be used to compute the edge connectivities from the source to the sinks. Actually this observation was already made for directed acyclic graphs in earlier work [21] , [34] . For general directed graphs, however, network coding schemes are more complicated (even for random linear coding) as convolution codes are required [10] , [27] , and it is not known how to use these to compute edge connectivities. Our contribution is to show that a simpler formulation can be used to compute edge connectivities, which also allows us to design more efficient algorithms. The proof is based on the ideas developed in the random linear coding algorithm.
We show a simple transformation using expanders and superconcentrators [35] , [18] to design fast algorithms for some graph connectivity problems. In directed graphs, the idea is to replace a vertex of indegree d and outdegree d by a superconcentrator with d inputs and d outputs. This reduces the maximum degree of the graph significantly, while preserving the edge connectivities and only increasing the number of vertices moderately. For random linear coding, using the direct algorithm in the resulting graph gives an optimal algorithm in the original graph. For edge splittingoff, using the straightfoward algorithm in the resulting graph gives a considerable improvement upon the same algorithm in the original graph. In undirected graphs, we can use constant degree expander graphs for the same purpose.
For all pairs edge connectivities, we observe that if we change the source vertex the system of linear equations is similar, and so we could compute the n single source edge connectivities in one matrix inverse time. For graphs with good separators, we show how to compute the inverse faster by a divide and conquer algorithm, using Schur's formula and the Sherman-Morrison-Woodbury formula, which may be of independent interest. We note that the algorithmic results on all pairs edge connectivities can also be derived from the matrix formulation given by Ingleton and Piff [20] , [9] for vertex connectivities.
Organization
We present the algebraic formulation in Section 2 and prove a formal statement of Theorem 1.1. In Section 3 we present algorithms for single source edge connectivities and prove Theorem 1.2 and Theorem 1.3. In Section 4 we present algorithms for all pairs edge connectivities and prove Theorem 1.4 and Theorem 1.5. Finally we show the use of expanders and superconcentrators in the edge splitting-off problem in Section 5.
ALGEBRAIC FORMULATION
Throughout the paper we consider uncapacitated directed graphs where each edge is of the same capacity. We begin with some notation and definitions for graphs and matrices. In a directed graph G = (V, E), an edge e = (u, v) is directed from u to v, and we say that u is the tail of e and v is the head of e. For any vertex v ∈ V , we define δ in (v) = {uv | uv ∈ E} as the set of incoming edges of v and
Given a matrix M , the submatrix containing rows S and columns T is denoted by M S,T . A submatrix containing all rows (or columns) is denoted by M * ,T (or M S, * ), and an entry of M is denoted by M i,j .
We define the algebraic formulation for computing graph connectivities formally. Given a directed graph G = (V, E) and a specified source vertex s, we are interested in computing the edge connectivities from s to other vertices. Let
Let F be a finite field. For each edge e ∈ E, we associate a global encoding vector f e ∈ F d of dimension d where each entry is in F. We say a pair of edges e and e are adjacent if the head of e is the same as the tail of e, i.e. e = (u, v) and e = (v, w) for some v ∈ V . For each pair of adjacent edges e and e, we associate a local encoding coefficient k e ,e ∈ F. Given the local encoding coefficients for all pairs of adjacent edges in G, we say that the global encoding vectors are a network coding solution if the following two sets of equations are satisfied:
, where e i is the i-th vector in the standard basis. 1) There is a unique network coding solution for the global encoding vectors.
. . , a l }, the edge connectivity from s to t is equal to the rank of the matrix (f a1 , f a2 , . . . , f a l ).
We will prove Theorem 2.1 in the remaining of this section. First we rewrite the requirements of a network coding solution in a matrix form. Let 
To prove the first part of Theorem 2.1, we will prove in the following lemma that (I − K) is non-singular with high probability. Then the above equation can be rewritten as
, which implies that the global encoding vectors are uniquely determined.
Lemma 2.2 Given the conditions in Theorem 2.1, the matrix (I − K) is non-singular with probability at least
Proof: Since the diagonal entries of K are zero, the diagonal entries of I − K are all one. By treating each entry of K as an indeterminant
is a polynomial of the indeterminates with total degree at most m. Note that det(I − K) is not a zero polynomial since there is a constant term. Hence, by the Schwartz-Zippel Lemma, if |F| = Ω(m c+2 ) and each K i,j is a random element in F, then det(I − K) = 0 with probability at most O(1/m c+1 ), proving the lemma.
After we obtained the global encoding vectors, we would like to show that the edge connectivities can be determined from the ranks of these vectors. Consider a vertex t ∈ V −s.
Let the edge connectivity from s to t be λ s,t . We prove in the following lemma that rank(M t ) = λ s,t with high probability. 
is a non-zero polynomial of the local encoding coefficients with small total degree. First we use the edge disjoint paths from s to t to define M t . Let λ = λ s,t and P 1 , . . . , P λ be a set of λ edge disjoint paths from s to t. Set k e ,e = 1 for every pair of adjacent edges e , e ∈ P i for every i, and set all other local encoding coefficients to be zero. Then each path sends a distinct unit vector of the standard basis to t, and thus M t contains a λ×λ identity matrix as a submatrix. Call this λ×λ submatrix M t . Now we show that the det(M t ) is a non-zero polynomial of the local encoding coefficients with small total degree. Recall that F = H(I − K) −1 . By considering the adjoint matrix of I − K, each entry of (I − K) −1 is a polynomial of the local encoding coefficients with total degree m divided by det(I − K), and thus the same is true for each entry of F . Hence det(M t ) is a degree λm polynomial of the local encoding coefficients divided by (det(I − K)) λ . By using the edge disjoint paths P 1 , . . . , P λ , we have shown that there is a choice of the local encoding coefficients so that rank(M t ) = λ. Thus det(M t ) is a non-zero polynomial of the local encoding coefficients. Conditioned on the event that det(I − K) is nonzero, the probability that
by the Schwarz-Zippel lemma. By bounding the probability that det(I − K) = 0 using Lemma 2.2, we obtain that the probability that det(M t ) = 0 is at most O(1/m c+1 ). This implies that M t is a full rank submatrix with high probability, and thus rank(M t ) ≥ rank(M t ) = λ. We conclude that rank(M t ) = λ s,t with probability at least
by the union bound. Thus the probability that rank(M t ) = λ s,t for some
by the union bound, and this proves the second part of Theorem 2.1. Therefore, we only need to set c to be a constant to guarantee a high probability result, and so each field operation can be done in O(log m) time.
SINGLE SOURCE EDGE CONNECTIVITIES
The algebraic formulation can be used to compute the edge connectivities from one source vertex to all other vertices. In general the encoding step requires solving systems of linear equations with m variables and m equations. In this section we will show how to obtain faster algorithms for directed acyclic graphs and directed planar graphs.
Directed Acyclic Graphs
In directed acyclic graphs, one can compute the global encoding vectors directly by following the topological ordering of the graph. We can first preprocess the graph by a breadth first search to remove all vertices that are not connected from the source vertex. Then the source vertex s is the only vertex with indegree zero, and we set the global encoding vectors of its outgoing edges to be the vectors in the standard basis, as required by the first condition for the network coding solution. We assign random local encoding coefficients to each pair of adjacent edges. Then we process the remaining vertices following the topological ordering of the graph, so that when each vertex v is processed all the vectors of its incoming edges are already computed. For each outgoing edge of v, we compute its vector by taking a linear combination of the vectors of the incoming edges of v, according to the local encoding coefficients. It is easy to see that the global encoding vectors of all edges will be computed, and the resulting vectors satisfy the second requirement of the network coding solution.
We consider efficient implementations of this algorithm. 
, and in worst case it requires Θ(dnm) steps. An improvement is to use a fast rectangular matrix multiplication algorithm to compute all the outgoing vectors of a vertex, but we will show how to do even faster. Observe that the encoding operation is much faster if the indegree of a vertex is a constant. So the idea is to transform the graph into a bounded degree graph, and it turns out that superconcentrators give us an optimal transformation for this purpose. In the following we will have a short introduction on expanders and superconcentrators, and then come back to the algorithm for directed acyclic graphs.
Expander Graphs and Superconcentrators:
An expander graph is a sparse graph that exhibits strong connectivity properties. Given S ⊆ V , we define N (S) as the set of vertices in V − S with a neighbor in S. There are several explicit constructions for expander graphs with d and c constants (see [18] ). Superconcentrators are first defined by Valiant [35] for studying the complexity of linear transformations. Valiant proved that there exist superconcentrators with O(n) edges, see [18] for a simple recursive construction using bipartite expander graphs. There exist explicit constructions [12] of superconcentrators with the following properties: (1) there are O(n) vertices and O(n) edges, (2) the maximum indegree and the maximum outdegree are constants, (3) the graphs are directed acyclic. The construction in [12] can be implemented in O(n) time for a superconcentrator with n inputs and n outputs. 
where n = |V | and m = |E|. Call the graph after the transformation G . A key point is that the edge connectivity from the source s to a vertex t in G is equal to the edge connectivity from the source s to Γ t in G by thinking of Γ t as a node. To see this, any set of edge disjoint paths from s to t in G corresponds to a set of edge disjoint paths from s to Γ t in G , because paths sharing a vertex v in G can be routed using the disjoint paths guaranteed by the superconcentrator Γ v in G .
By the properties described in Section 3. 
. This proves the second part of Theorem 1.2.
Our algorithm is faster than running the Even-Tarjan algorithm for Ω(n) times for all n and m. When d is small we can compute single source edge connectivites in linear time. Let λ s,t be the edge connectivity from s to t. When the outdegree of s is unbounded, this can be used to obtain an algorithm to compute min{λ s,t , d} for all t in linear time for constant d, by adding a new source s with d outgoing edges to s and compute the edge connectivities from s .
Directed Planar Graphs
One way to compute the global encoding vectors is to solve the system of linear equations F (I − K) = H s . For some graphs this system of linear equations can be solved more efficiently. The result in this section can be applied to more general classes of graphs than the class of directed planar graphs.
We say an undirected graph G = (V, E) has a (f (n), α)-separation, if V can be partitioned into three parts, X, Y, Z such that |X ∪ Z| ≤ α|V |, |Y ∪ Z| ≤ α|V |, |Z| ≤ f (n), and no edges have endpoints in both X and Y . A class of graphs is hereditary if it is closed under taking subgraphs (e.g. planar graphs). For a hereditary class of graphs, if there is always a (f (n), α)-separation for any n vertex graph in this class, then one can recursively separate the separated parts X and Y until the separated pieces are small enough. This yields a (f (n), α)-weak separator tree (see [3] for a formal definition). It is known that planar graphs, bounded genus graphs and fixed minor free graphs have a ( √ n, 2/3)-separation [30] , [14] , [2] , and thus a ( √ n, 2/3) weak separator tree.
Given Ax = b where A is an n× n matrix, the underlying graph of A is an undirected graph with n vertices where there is an edge ij if A i,j = 0 or A j,i = 0. The nested dissection method of Lipton, Rose and Tarjan [29] shows that if A is a symmetric positive definite matrix and the underlying graph has an (O(n β ), 2/3)-weak separator tree then Ax = b can be solved in O(n ωβ ) time. In our setting, however, the matrix (I − K) is not symmetric and its elements are from a finite field. Interestingly, Alon and Yuster [3] extended the nested dissection method very recently to solve system of linear equations Ax = b over any finite field and for any matrix (not necessarily symmetric) whose underlying graph has an (O(n β ), α)-weak separator tree, and this is exactly what we need. In the following a family of graphs is δ-sparse if any n-vertex graph in this family has at most δn edges. The same result holds for bounded genus graphs with constant maximum degree, since a (O( √ n), 2/3) separator can be found in linear time [14] . For fixed minor free graphs with constant maximum degree, we can use Alon and Yuster [3] result to obtain a O(n 3ω/(3+ω) ) = O(n 1.33 ) time algorithm. Very recently Kawarabayashi and Reed [24] gave an O(n 1+ ) time algorithm for finding a separator in fixed minor-free graphs for any > 0, and this can be used to improve the running time for bounded degree fixed minor free graphs to O(n ω/2 ).
ALL PAIRS EDGE CONNECTIVITIES
In this section we show how to compute all pairs edge connectivities in general directed graphs, and then show how to improve the running time for graphs with good separators.
General Directed Graphs
To solve F = F K + H s , one can compute the inverse of (I − K) − (t) and this is just equal to the rank of
. As shown in Section 3.1, given a vertex s, computing the ranks of
. This implies that the total decoding time is at most O(m 2 n ω−2 ), which is O(m ω ) since m ≥ n. This proves Theorem 1.4. Our algorithm is faster than running Even-Tarjan algorithm for Ω(n 2 ) pairs as long as m = O(n 1.93 ). For m = O(n) our algorithm runs in O(n ω ) time while running EvenTarjan algorithm for Ω(n 2 ) pairs takes O(n 3.5 ) time. We note that Theorem 1.4 and Theorem 1.5 can also be derived from the matrix formulation of Ingleton and Piff [20] , [9] for vertex connectivities. By transforming to line graphs, the resulting matrix is similar to (I − K) −1 .
Directed Graphs with Good Separators
We show a faster method to compute (I − K) −1 when its underlying graph has a weak separator tree (see Section 3. 
Our observation is that for graphs with good separators, we can find a partition of (I − K) such that B and C are of low rank, so that we can compute (I − K) −1 faster by a divide and conquer algorithm.
The rest of this section is organized as follows. In Section 4.2.1, we will show that if a matrix is "well-separable" (to be defined in the next section), then its inverse can be computed more efficiently. Then in Section 4.2.2, we show that the matrix I − K for graphs with good separators is well-separable, and conclude that the edge connectivities in such graphs can be computed efficiently.
Inverse of Well-Separable Matrix:
Let M be an n × n matrix as defined above. We say M is (r, α)-well-separable (α is a constant smaller than one) if M is invertible, both A and D are (r, α)-well-separable square matrix with dimension no more than αn, and both B and C are of rank no more than r. In this section we are going to show that the inverse of a well-separable matrix can be computed in O(r ω−2 n 2 ) time. 
Lemma 4.2 (Sherman-Morrion-Woodbury [36])
Let M be an n × n matrix, U be an n × k matrix, and V be an n × k matrix. Suppose that M is nonsingular. Then 
is nonsingular if and only if
Proof: By Schur's formula S = D − CA −1 B is non-singular if M −1 and A −1 exist. The proof consists of two steps. We will first write CA −1 B as a product of two low rank matrices. Then we use the ShermanMorrison-Woodbury formula to compute S −1 efficiently. In the following, rectangular matrix multiplications will be done by dividing each matrix into submatrices of size r × r. Multiplications between these submatrices can be done in O(r ω ) time. First we consider CA −1 B, which is equal to 
All steps during computation of these products involve a O(n) × r matrix. Proof: First we analyse the time to compute M −1 . We use a O(n γ ) time algorithm to find an (r, α)-well-separable partition of M . By the property of the partition, both B and C are matrices of rank at most r. Then we can write 
, and it can be shown by induction that f (n) = O(n γ + r ω−2 n 2 ).
Proof of Theorem 1.5:
In this section we show that all pairs edge connectivities in planar graphs, bounded genus graphs, and fixed minor free graphs can be computed
We will first see that the underlining matrix I−K for these graphs are well separable. , and there are no edges between X and Y . Let E 1 be the set of edges with at least one endpoint in X and let E 2 be E − E 1 . We partition I − K as follows.
Since |Y | = Ω(n) and each vertex in Y is of degree at least one, we have |E 1 | = Ω(n) and |E 2 | = Ω(n). Also we have 
non-zero rows and columns, and thus are of rank at most O(d √ n). Also I −K must be invertible because I −K has ones on its diagonal, and thus det(I − K) is a non-zero polynomial. Matrices A and D correspond to matrices I −K for subgraphs of G, and by the inductive hypothesis A and
. Now it remains to analyze the probability that all I − K, A and D remain invertible after substituting random values to k i,j . Note that det(I − K) is a degree m non-zero polynomial, because I − K has ones on its diagonal. Thus, by the Schwartz-Zippel Lemma, I − K is invertible with probability at least 1 − m/|F|. Since A and D correspond to matrices I − K for subgraphs of G, we can apply the same argument to A and D recursively, and all the required matrices are invertible with probability at least 1 − O(m log m)/|F| by the union bound.
As
We can now apply Theorem 4.5 with γ = 1.5 [2] .
For the decoding time, by a similar argument as in Section 4.1, the total decoding time is 
EDGE SPLITTING-OFF
In this section we show that expanders and superconcentrators can be applied to design fast algorithms for another well-studied graph connectivity problem.
Splitting-off a pair of edges (ux, xv) means deleting these two edges and adding a new edge uv if u = v. Note that the above definition works for both undirected and directed graphs. The content of edge splitting off theorems is to prove the existence of one pair of edges (ux, xv) so that its splitting-off preserves the edge connectivities for all pairs of vertices. These results are a powerful tool for proving theorems and developing algorithms for many graph connectivity problems, including connectivity augmentation problems, network design problems, tree packing problems and graph orientation problems (see the references in [26] ).
Faster algorithms for the splitting-off operation can be used to obtain faster algorithms for many graph connectivity problems. There are several existing algorithms for this task (e.g. [13] , [5] , [7] ) in undirected and directed graphs, but most algorithms only preserve global edge connectivity (i.e. the value of the global min-cut). Our results in this section apply to the general setting where all pairs edge connectivities are preserved.
In undirected graphs, Mader proved that there is a "good" pair of edges in almost all situations. There is a similar theorem for Eulerian directed graphs where for every vertex its indegree is equal to its outdegree. In undirected graphs, when d(x) is even, Mader's theorem can be repeatedly applied until x is of degree zero. In directed graphs, Theorem 5.2 can also be repeatedly applied until x is of degree zero. We call this a complete splittingoff at x. Our goal is to design a fast algorithm to completely split-off x. A straightforward algorithm is to try every pair of edges on x, and check whether the edge connectivities decrease for some pairs after its splitting-off. In the worst case this requires O ((d(x) ) 2 ) attempts to completely splitoff x. We show how to use expanders and superconcentrators to completely split-off x in O(d(x)) attempts in undirected and directed graphs respectively.
In undirected graphs, it is proved in [26] that O(d(x)) attempts are enough to completely split-off x, using a structural theorem of mincuts. We show how to get the same result immediately using expanders. We replace x by a constant degree expander graph H x with O(d(x) ) vertices, and "rewire" each edge of x to a distinct vertex in H x .
The graph H x is required to satisfy the following propery: for every subset S ⊆ V (H x ) with |S| ≤ |V (H x )|/2, it holds that d(S) ≥ |S| where d(S) is the number of edges with exactly one endpoint in S. By Menger's theorem, it follows that for every S, T ⊆ V (H x ) with |S| = |T |, there are |S| edge disjoint paths between S and T in H x . Hence the edge connectivity between every pair of vertices a, b ∈ V − x in the resulting graph is the same as in the original graph. We can add extra edges to make sure that every vertex in H x is of even degree. Then every vertex in H x can be completely split-off by Mader's theorem. Since every vertex in H x is of constant degree, we can completely split-off one vertex in H x in O(1) attempts by the straightforward algorithm, and thus we can completely split-off all vertices in H x in O(d(x)) attempts since H x has only O(d(x)) vertices. After we completely split-off all vertices in H x , this is the same as completely split-off x in the original graph and the edge connectivity between every pair is preserved.
For the algorithm to be efficient, we need to show that the expander graph H x can be constructed efficiently, and here we give an example of one such construction. For a ∈ V p − {0}, the vertex a is connected to a + 1 mod p, to a − 1 mod p and to its multiplicative inverse a −1 mod p. The vertex 0 is connected to 1, to p − 1 and has a self-loop. This graph G p is 3-regular, and it is known that λ 2 < 0.9999 (see [18] x) ) attempts using superconcentrators. The argument is very similar to the undirected case and is omitted.
In general, expander graphs and superconcentrators can be used to reduce the maximum degree significantly while preserving the edge connectivities and only increasing the number of vertices moderately. This may be used to reduce the running time of an algorithm that has a super-linear dependency on the maximum degree. We believe that these reductions will find further applications for other graph connectivity problems.
