Abstract-In this paper, we consider linear switched systemṡ
I. INTRODUCTION
In recent years, the problem of stability and stabilizability of switched systems has attracted increasing attentions (see for instance [1] , [3] , [4] , [6] , [8] , [10] , [11] , [13] ), and still many questions remain unsolved.
By a switched system we mean a family of continuoustime dynamical systems and a rule that determines at any time which dynamical system is responsible for the time evolution. More precisely let {f u : u ∈ U } be a (finite or infinite) set of sufficiently regular vector fields on a manifold M , and consider the family of dynamical systems:
The rule is given assigning the so called switching function i.e. a measurable function u(.) : [0, ∞[→ U . Here we consider the situation in which the switching function cannot be predicted a priori; it is given from outside and represents some phenomena (e.g. a disturbance) that it is not possible to control or include in the dynamical system model.
In the following we use the notation u ∈ U to indicate a fixed individual system and u(.) to indicate the switching function.
Suppose now that all the f u have a given property for every u ∈ U . A typical problem is to study under which conditions this property holds for the system (1) for arbitrary switching functions.
For a discussion of various issues related to switched systems we refer the reader to [10] , [11] In [1] , [8] , [9] , [12] the case of switched linear systems was considered:
where u(.) : [0, ∞[→ U is a (measurable) switching function, and the problem of asymptotic stability of the origin, uniformly with respect to switching functions, was investigated.
Referring to the system (2) , in the following we assume that:
(H0) the set A= A u : u ∈ U is a compact subset of the set of n × n real matrices.
With our assumptions, for every switching function u(.) and initial condition x 0 ∈ R n , the corresponding (Carathéodory) solution of (2) is defined for every t ≥ 0. We use φ u(.) t (x 0 ) to denote the flow of (2) at time t ≥ 0 corresponding to the switching function u(.) and starting from x 0 .
Let us recall usual notions of stability used for the system (2).
Definition 1:
Consider the switched system (2). We say that the origin is:
(S) stable, if for every u(.) and > 0, there exists 
Due to the fact that the dynamics is linear in the state variable, the local and global notions of stability are equivalent. More precisely, it was proved in [2] that, for system (2) subject to (H0), the three notions AS, UAS, GUES and the notion of attractivity are all equivalent (see also [8] , [11] ). 
ThA02.1
For a system (2) subject to (H0), it is well known that the GUES property is equivalent to the existence of a common Lyapunov function (CLF, for short).
Anyway, the problem of finding a CLF or proving the nonexistence of a CLF is in general a difficult task. Sometimes, it is even easier to prove directly that a system is GUES or unstable. An example is provided by bidimensional switched systems of the type:
where x ∈ R 2 , A and B are two 2×2 real Hurwitz matrices and u(.) is a measurable function defined on R + and taking values in U equal either to [0, 1] or {0, 1}.
Remark 1: Whether systems of type (3) are GUES or not is independent on the specific choice U = [0, 1] or U = {0, 1}. In fact, this is a particular instance of a more general result stating that the stability properties of systems (2) subject to (H0) only depend on the convex hull of the set A.
In [12] , the authors provide a necessary and sufficient condition on the pair (A, B) to share a quadratic CLF, but Dayawansa and Martin showed in [8] that there exist GUES linear bidimensional systems not admitting quadratic CLF. They also posed the problem of finding the minimal degree of a polynomial CLF. More precisely, the problem posed by Dayawansa and Martin is the following:
Problem P: Define Ξ as the set of couples of matrices (A, B), that give rise to GUES systems of the type (3). Find the minimal integer m such that every system of Ξ admits a polynomial CLF of degree less or equal than m.
In the problem posed by Dayawansa and Martin, it is implicitly assumed that a GUES system always admits a polynomial Lyapunov function and one of our results indeed confirms that fact: Theorem 1: If the origin is a GUES equilibrium for the switched system (2) subject to (H0), then there exists a polynomial CLF.
The core of the paper consists of showing that problem P does not have a solution, i.e. the minimum degree of a polynomial CLF cannot be uniformly bounded over the set of all GUES systems of the form (3). More precisely, we have the following: Theorem 2: Let Ξ be the set of all GUES systems of the type (3). If (A, B) is a pair of 2×2 real matrices giving rise to a system of Ξ, let m(A, B) be the minimum value of the degree of any polynomial CLF associated to that system. Then m(A, B) cannot be bounded uniformly over Ξ.
As for the GUES issue, it was completely resolved in [6] , where a necessary and sufficient condition for a system of type (3) to be GUES was found directly, without looking for a CLF. This is a typical example in which it is easier to study directly the stability rather than looking for a CLF.
In Section II we give a sketch of the proof of Theorem 1. Since the proof of Theorem 2 heavily depends on the results of [6] , in Section III we recall the necessary material from that paper. The last section is devoted to the description of the main ideas of the proof of Theorem 2.
II. PROOF OF THEOREM 1
The starting point of the argument follows the first part of the proof of an analogous result in [8] .
We define the function V : R n → R + by:
The function V is well defined since there exist positive constants C, µ such that, for all t ≥ 0 and x ∈ R n :
Note that V is homogeneous of degree 2 and continuous. In addition, since the function
2 is strictly convex it is easy to show that V is stricly convex. That fact will be crucial later in the argument. It is shown in [8] that V is a CLF. Nevertheless, we need to consider at least C 1 Lyapunov functions, therefore we define:
where f : SO(n) −→ [0, +∞[ is a smooth function with support on a small neighborhood of the identity matrix and
f (R) dR = 1 . In [8] , it is also shown thatṼ is a smooth CLF except at the origin. Moreover, since V is homogeneous of degree 2 and strictly convex, it follows thatṼ also satisfies such properties.
We consider now the function W (x) = Ṽ (x) , which is a continuous, positively homogeneous CLF. Therefore, W −1 (1) is a compact set. Using the fact that the set {x : W (x) < 1} is strictly convex, we construct a polynomial CLFW by approximating the level sets of W . For this purpose, we need the following preliminary result which describes a continuity property of the function ∇W (y) · Dx with respect to x, y, D, where D ∈ A= A u : u ∈ U .
Lemma 1: Let us set
Then, for every ε ∈ (0, M), there exists δ ∈ (0, 1) such that, for every x, y ∈ W −1 (1) with ∇W (y) · x > 1 − δ and every D ∈ A, one has
Proof of the Lemma. First of all, notice that M is well defined since it is the infimum of a continuous function over a compact set. Moreover, M > 0 because W is a CLF. Since, by homogeneity, ∇W (y) · y = W (y) = 1, we have:
and then the hypothesis is equivalent to ∇W (y) · (y − x) < δ . Reasoning by contradiction, assume that there exists a sequence (x j , y j , D j ) such that ∇W (y j ) · D j x j ≥ −ε and ∇W (y j ) · (y j − x j ) converges to 0 as j goes to infinity. By compactness, we can find a subsequence of (x j , y j , D j ) converging to (x,ȳ,D) and therefore, by continuity, ∇W (ȳ) ·Dx ≥ −ε and ∇W (ȳ) · (ȳ −x) = 0. Thereforeȳ −x belongs to the tangent space atȳ of the strictly convex set W −1 ([0, 1]). Sincex also belongs to the boundary of that set, it must beȳ =x. It implies ∇W (ȳ) ·Dx = ∇W (x) ·Dx ≤ −M and we reach a contradiction.
Remark 2: Taking −x instead of x, one obtains that for every x, y ∈ W −1 (1) and every D ∈ A, then ∇W (y)
To conclude the proof of the theorem, we take δ ∈ (0, 1) corresponding to some ε as in the lemma above, and for every y ∈ W −1 (1) we consider the open sets B y = x ∈ R n : ∇W (y) · x > 1 − δ/2 . Since y ∈ B y , we have that {B y } y∈W −1 (1) is an open covering of the compact set W −1 (1) , and therefore we can find y 1 , . . . , y N points of W −1 (1) such that the union of B y k , k = 1, . . . , N, covers
We claim that, for an integer p large enough,W is a polynomial CLF. For D ∈ A and x ∈ R n , x = 0, we have
and we want to show that ∇W (x) · Dx < 0. By homogeneity, it is enough to do it for x ∈ W −1 (1). Set
Otherwise, if the inequalities 1−δ/2 ≥ |∇W (y k )·x| > 1−δ hold, then, by the previous lemma and remark, one has that the corresponding term in the summation must be negative.
Finally, since by the definition of the points y k , there exist at least two distinct indices k 1 and k 2 such that x ∈ B y k 1 and −x ∈ B y k 2 we have that
Summing up, we deduce that
For p large enough, the right-hand side of previous expression is negative, uniformly with respect to D ∈ A and x ∈ W −1 (1). The theorem is proved. Remark 3: One can also check that the level setW −1 (1) approximates, as p tends to +∞, the corresponding level set of the function max k=1,...,N |∇W (y k ) · x| (which is a polytope) and, therefore, the latter is a CLF as well (cf. [5] ).
III. RESULTS ON STABILITY
In this section we recall the results of [6] , in the case in which both matrices A and B have nonreal eigenvalues. This is enough to explain the main ideas of the proof of Theorem 2. First we need the following assumption:
(H1) A and B are two non commuting real matrices, having complex eigenvalues with negative real part and nonzero imaginary part. 
Definition 2:
Assume (H1) and let λ 1 , λ 2 (resp. λ 3 , λ 4 ) be the eigenvalues of A (resp. B) labeled in such a way that Im(λ 2 ) < 0 and Im(λ 4 ) < 0. Define the following parameters:
Moreover define the following function of ρ A , ρ B , K:
The parameters ρ A , ρ B , K are the three (coordinate invariant) parameters that contains all the information about the GUES of the system defined by the couple (A, B) . Their meaning is the following. If the eigenvalues of A (resp. of B) are −δ A ± iω A (resp. −δ B ± iω B ) then ρ A = δ A /ω A (resp. ρ B = δ B /ω B ). The parameter K contains the interrelation among the two systems (roughly speaking how much the two matrices are not simultaneously diagonalizable) and has a precise geometric meaning: it is in 1:1 correspondence with the cross ratio of the four eigenvectors of A and B in the projective line CP 1 (see [6] for a precise explanation). These parameters have important properties stated in the next proposition:
The proof can be easily done using a system of coordinates in such a way:
where ω A , ω B ∈ R, δ A , δ B > 0 and E ∈ R \ {0}. In this case
The following Theorem proved in [6] gives a necessary and sufficient conditions for GUES: Theorem 3: Assume (H1). We have the following: (A, B) is GUES if and only if it holds the following condition: In the following we describe the main idea of the proof of Theorem 3. All the details can be found in [6] .
We build the "worst trajectory" γ x0 i.e. the trajectory (based at x 0 ) that at each point has the velocity forming the angle, with the (exiting) radial direction, having the smallest absolute value, without taking care of the module of the velocity (Figure 1 A) . The main idea is that the system (3) is asymptotically stable iff for each x 0 ∈ R 2 , the "worst trajectory" γ x0 tends to the origin. The worst trajectory is constructed in the following way. We study the locus Q −1 (0) (where Q = det(Ax, Bx)) in which the two vector fields Ax and Bx are collinear. The quantity D, defined in Definition 2, is proportional to the discriminant of the quadratic form Q. We have several cases:
• If Q −1 (0) contains only the origin then, one vector field points always on the same side of the other and the worst trajectory is a trajectory of the vector field Ax or Bx. In this case the system is asymptotically stable (case (CC.1) of Theorem 3). See Figure 1, • If Q −1 (0) does not contain only the origin then it is a couple of straight lines passing from the origin (since Q is a quadratic form). If at each point of Q −1 (0) the two vector field have opposite versus then there exists a trajectory going to infinity corresponding to a constant switching function (see Figure 1 , case C). This corresponds to case (CC.2.1) of Theorem 3. If at each point of Q −1 (0), the two vector fields have the same versus then the system is asymptotically stable iff the worst trajectory turns around the origin and after one turn the distance from the origin is decreased (see Figure 1 , cases D and E). The quantity ρ CC defined in Theorem 3 represents the distance from the origin of the worst trajectory (that at time zero is at distance 1), after half turn. This corresponds to case (CC.2.2) of Theorem 3.
• Finally (CC.3) is the degenerate cases in which the two straight lines coincide.
Remark 6: Notice that the stability result given in Theorem 3 does not depend on the way in which the trajectories of the two systemsẋ = Ax andẋ = Bx are parameterized (of course this is related to the fact that the worst trajectory is built without taking care of the modulo of the velocity). This means that if we are using a system of coordinates in which A and B are given by (4), we can rescale A and B so that ω A = ω B = 1 i.e. ρ A = δ B , ρ B = δ B .
Remark 7:
The support of the worst trajectories are C 1 submanifolds of R 2 (since the switchings happens where the two vector fields are parallel) but clearly not C 2 submanifolds. Notice that, under the assumption (H1), there is not a suitable choice of ω A and ω B guaranteeing that the worst trajectory is C 1 as parameterized curve (the modulo of the velocity jumps at switching points). In fact if v 1 and v 2 are two linearly independent vectors of R 2 belonging to Q −1 (0), the conditions Av 1 = Bv 1 and Av 2 = Bv 2 imply that the two matrices are equal.
Remark 8: As explained above the case (CC.2.2), with ρ CC = 1 is the case in which we have at least stability (not asymptotic) for every switching function. In this case the worst trajectories are periodic trajectories switching on the set Q −1 (0). This fact will be crucial in the next section.
IV. PROOF OF THE MAIN RESULT
In this section, we prove Theorem 2. The starting point of the argument is to consider a pair of matrices A and B having both non real eigenvalues ((CC) case) and satisfying: point of that curve, it is associated a system verifying (6), since D > 0. A system corresponding to such a limit case is not asymptotically stable but just stable. Moreover, the worst trajectory is a periodic curve, whose support is of class C 1 but not of class C 2 (recall that the switchings occur on Q −1 (0), i.e. when the linear vector fields corresponding to A and B are parallel).
Fix a point (ρ A , ρ B ) ∈ C corresponding to (A, B) . From the picture, it is clear that there exists a sequence of points
. This exactly means that there exists a sequence of GUES pairs
2 of degree at most m k . Arguing by contradiction, we assume that the sequence (m k ) is bounded by a positive integer m. Up to multiplication by a constant, we can choose 1≤i+j≤m k |a (k) ij | = 1. By compactness, there exists a subsequence of (V k ) (still denoted by (V k )) which converges (uniformly on compact subsets of R 2 ) to some non-zero polynomial V with degree at most m. Note that V (0) = 0 since the V k 's are CLFs. where C k (t) = A k if C(t) = A and C k (t) = B k if C(t) = B. Then, γ k is a trajectory of the switched system of the type (3) associated to (A k , B k ). Since, the right-hand side of the previous equation is Lipschitz continuous in x and piecewise continuous in t, then the solutions γ k converge uniformly to γ x0 on [0, T ]. We next show that V remains constant on γ x0 . For k ≥ 1 and t ∈ [0, T ], one has:
By uniform convergence of V k to V and of γ k to γ x0 , and by continuity of V , we deduce that V k • γ k (t) converges to V • γ x0 (t) for every fixed t.
Since, for every k ≥ 1, V k is a CLF for the switched system . With no loss of generality, assume the first alternative. Since the map t → V (e At x 0 ) is real analytic, it follows that V (e At x 0 ) is constant over the whole real line. By letting t go to +∞, since e At x 0 → 0, we deduce that V (x 0 ) = V (0) = 0. Since x 0 is an arbitrary non zero point of R 2 , we get that V ≡ 0, which is not possible.
Remark 9:
The construction of the sequence (A i , B i ) with unbounded degree for polynomial CLF was performed for matrices having both non real eigenvalues. The same construction can be reproduced in the other cases.
