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Tato práce popisuje možnosti využití meta-učení v oblasti dolování dat. Popisuje problémy
a úlohy dolování dat, na které je možné aplikovat meta-učení, se zaměřením na klasifi-
kaci. Obsahuje přehled technik meta-učení a jejich možné využití v dolování dat, především
v oblasti selekce modelu. Popisuje návrh a implementaci meta-učícího systém pro podporu
klasifikačních úloh v dolování. Systém používá statistiku a teorii informací pro charakte-
rizaci datových sad uložených v bázi meta-znalostí. Z báze pak vytváří meta-klasifikátor,
který predikuje vhodný model pro nové datové sady. V závěru jsou diskutovány výsledky
získané experimenty se systémem s více než 20 datovými sadami reprezentujícími klasifika-
ční úlohy z různých oblastí a uvádí možnosti dalších rozšíření projektu.
Abstract
This paper describes the use of meta-learning in the area of data mining. It describes the
problems and tasks of data mining where meta-learning can be applied, with a focus on
classification. It provides an overview of meta-learning techniques and their possible appli-
cation in data mining, especially model selection. It describes design and implementation of
meta-learning system to support classification tasks in data mining. The system uses sta-
tistics and information theory to characterize data sets stored in the meta-knowledge base.
The meta-classifier is created from the base and predicts the most suitable model for the
new data set. The conclusion discusses results of the experiments with more than 20 data
sets representing clasification tasks from different areas and suggests possible extensions of
the project.
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S rozvojem a rozšířením informačních technologií do řady oborů se objevuje stále větší
množství dat, které je nutné zpracovávat. Zároveň však v tomto obrovském množství není
snadné vybrat zajímavé a důležité informace. Proto vzniklo odvětví informačních technologií
zabývající se získáváním potenciálně užitečných znalostí, které nazýváme dolování dat.
Dolování dat prochází prudkým vývojem a nachází uplatnění v řadě oborů. S jeho
rozvojem vznikla celá řada algoritmů a metod, které je možné při získávání znalostí uplatnit.
Na druhou stranu ovšem s přibývajícím množstvím možností se do popředí dostává problém
volby vhodné metody či algoritmu pro zkoumanou úlohu. Tento problém se snaží řešit meta-
učení.
Meta-učení se zaměřuje na učící proces samotný, snaží se hledat vztahy mezi úlohami
a doménami, pochopit vztahy vedoucí k vhodné učební strategii.
Tato práce je zaměřena na využití meta-učení v oblasti dolování dat. V první části je
popsána problematika dolování dat, jsou v ní uvedeny hlavní problémy a úlohy, které se
v rámci dolování dat řeší. Hlavní důraz je kladen na problematiku klasifikace, jsou zde
vysvětleny základní přístupy klasifikačních modelů.
Následující kapitola popisuje princip meta-učení a jeho odlišnosti od klasického učení.
Obsahuje přehled některých používaných technik meta-učení, které je možné aplikovat na
oblast dolování dat. Největší důraz je kladen na selekci vhodného klasifikačního modelu,
což je i cílem dále navrženého praktického systému.
V dalších částech je popsán návrh a implementace meta-učícího systému, jehož cílem je
predikovat nejvhodnější klasifikační algoritmus, resp. model. Pro zkoumanou úlohu systém
vybere vhodný model na základě charakteristik dat popsaných v předešlých kapitolách.
Poslední kapitola je věnována experimentům, které byly prováděny v rámci řešení pro-
jektu. Zahrnují jednak experimenty s navrženým systémem samotným i pokusy s jinými




V posledních letech se v oboru informačních technologií potýkáme s čím dál větším množ-
stvím dat. Tento vývoj lze sledovat již od vzniku databázové technologie. Začaly vznikat
datově náročnější aplikace a tyto nároky se promítly i do požadavků na persistentní úložiště
dat. V 90. letech se začínají objevovat technologie a nástroje pro budování datových skladů,
oddělující produkční prostředí od prostředí pro provádění analýz. To umožnilo sběr ještě
většího množství dat. Dnešní stav tak můžeme označit slovy:
”
Jsme bohatí na data, ale
chudí na informace“. [7]
2.1 Úvod
Oblast, kterou se dolování dat zabývá je tedy získávání znalostí z tohoto obrovského množ-
ství dat. Získávání znalostí z databází můžeme definovat jako netriviální získávání im-
plicitních, dříve neznámých a potenciálně užitečných informací z dat [1].
Aplikovat získávání znalostí z databází je možné v mnoha oblastech. Např. v oblasti
analýzy trhu a marketingu, kde provádíme analýzu údajů o nákupech, transakcích plateb-
ními kartami, apod. V této oblasti můžeme provádět analýzu zákazníků, kteří mají podobné
vlastnosti. Další častou aplikací je analýza nákupního košíku, které spočítá v nalezení tzv.
asociačních pravidel (viz Kapitola 2.3.2).
Další oblastí aplikace jsou finanční analýzy a řízení rizik, kam patří predikce rizika
poskytnutí půjčky nebo analýza a predikce vývoje cen.
Uplatnění najdeme i při detekci podvodů a neobvyklého chování, např. v oblasti po-
jišťovnictví či hledání podezřelých bankovních transakcí.
Velký rozvoj v poslední době prodělává oblast získávání znalostí z textu a webu, kam
můžeme zařadit např. analýzu elektronické pošty a detekci spamu, analýzu chování návštěv-
níků webu, klasifikaci a shlukování dokumentů.
Odvětví, ve kterých se získávání znalostí uplatňuje, je celá řada, proto další oblasti
jsou uvedeny pouze výčtem: analýza biologických či astronomických dat, síťového chování,
zpracování geografických a prostorových dat, dolování v multimediálních datech, grafech.
Proces získávání znalostí můžeme rozdělit na několik kroků:
1. Čištění dat - zpracování chybějících dat, řešení inkonzistence, odstranění šumu
2. Integrace dat - sloučení dat z několika zdrojů
3. Výběr dat - výběr relevantních dat pro potřeby dolovací úlohy
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4. Transformace dat - úprava dat do podoby vhodné pro dolování - agregace, normalizace
5. Dolování dat - samotné získávání znalostí aplikací dolovacího algoritmu
6. Hodnocení modelů a vzorů - identifikování zajímavých vzorů
7. Prezentování znalostí - prezentování výsledků uživateli s využitím vizualizačních tech-
nik
Body 1 - 4 jsou formou předzpracování dat.
2.2 Předzpracování dat
Data nacházející se v reálných databázích většinou nejsou v takové podobě, aby bylo možné
přímo použít dolovací algoritmus. Často obsahují zašuměná, nekonzistentní data či chybějící
hodnoty, které by mohly vést k nepřesným až zavádějícím výsledkům při získaných znalostí.








Čištění dat se zabývá především eliminaci chybějících hodnot, vyhlazením dat a odstra-
něním inkonzistencí. Eliminaci chybějících hodnot nejčastěji řeší automatické nahrazení
globální konstantou (obdoba hodnoty NULL), průměrnou hodnotou atributu, průměrem
hodnot n-tic patřících do stejné třídy (v případě, že se jedná o data pro klasifikaci) nebo
nejpravděpodobnější hodnotou, při které lze využít Bayesovské klasifikace (viz Kapitola
2.4.2) či rozhodovacího stromu (viz Kapitola 2.4.1).
2.2.2 Integrace dat
Integrace dat provádí sloučení z více datových zdrojů do jednoho koherentního zdroje. Mezi
problémy integrace patří konflikt schématu, tedy problém, že zdroje se liší schematem,
atributy jsou uloženy na různých úrovních abstrakce, apod. Konflikt hodnot nastává
v případě, že odpovídající hodnoty atributů jsou různé (např. jména ’Jan’ a ’Honza’).
Dalším problémem je redundance dat, a to nejen vícenásobný výskyt stejných atributů,
ale i výskyt korelovaných atributů, tedy atributů od sebe odvozených (např. věk a datum
narození). Míru závislosti atributů určujeme korelační analýzou.
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2.2.3 Transformace dat
Cílem transformace dat je upravit data do vhodné podoby pro dolování. Transformace
může obsahovat operace vyhlazení - odstranění šumu, agregaci údajů (typicky pro použití
v datovém skladu), generalizace (např. nahrazení atributu ulice za město), konstrukce
atributů (vytvoření nových atributů pro zkvalitnění dolování, jejichž hodnoty jsou odvo-
zeny od stávajících) nebo normalizace. Normalizaci hodnot provádíme zpravidla z důvodu
náchylnosti některých algoritmů na normalizované vstupy (např. v případě klasifikace po-
mocí neuronových sítí).
2.2.4 Redukce dat
Redukce dat slouží ke zmenšení objemu dat, přičemž redukovaná data zachovávají charakter
dat původních, aby výsledky dolování byly přibližně stejné. Mezi strategie redukce patří
agregace datové kostky (typické pro datové sklady), výběr podmnožiny atributů (odstranění
irelevantní nebo redundantních atributů), redukce dimenzionality (např. použitím vlnkové
transformace nebo PCA analýzou), redukce počtu hodnot, diskretizace (nahrazení hodnot
intervaly).
2.3 Úlohy dolování
Hlavní úlohy získávání informací jsou klasifikace a predikce, dolování frekventovaných vzorů
a asociačních pravidel a shluková analýza. Tato práce je zaměřena na využití meta-učení
při klasifikaci, proto bude toto téma níže rozebráno podrobněji (viz Kapitola 2.4) a zde
uvádím jen stručný přehled hlavních úloh.
2.3.1 Klasifikace a predikce
Klasifikace je proces, přiřazující vzorkům určitou třídu na základě jeho vlastností. Proces
lze rozdělit do dvou kroků.
V prvním kroku algoritmus vytvoří klasifikační model z poskytnutých trénovacích dat,
které se skládají z n-dimenzionálního vektoru atributů a příslušné třídy, ke které objekt
patří.
Tento krok se nazývá učící krok, model se snaží
”
naučit“ správnou třídu objektů. Pro-
tože pro tento proces je nutné znát třídu objektů v datové sadě, mluvíme o tzv. učení
s učitelem.
V druhém kroku je pak vytvořený model aplikován na data, jejichž třídu neznáme a
chceme ji zjistit. Klasifikační model určí příslušnost objektu ke třídě vždy s jistou od-
hadnutou mírou pravděpodobnosti. Kdybychom pro její odhad použili objekty z trénovací
množiny, byl by tento odhad příliš optimistický, z toho důvodu přesnost určujeme z jiných
dat, u kterých však třídu objektů známe. Tyto objekty označujeme za testovací množinu.
Predikce je proces velmi podobný klasifikaci, nicméně nemluvíme zde o třídách objektu,
protože atribut, jehož hodnotu chceme určit je spojitého charakteru. Proto mluvíme
pouze o predikovaném atributu. První krok predikce tak můžeme chápat jako mapování
vstupního vektoru na predikovanou hodnotu nebo funkci y = f(X), kde X je vstupní
vektor atributů a y hodnota predikovaného atributu.
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2.3.2 Dolování frekventovaných vzorů a asociačních pravidel
Frekventované vzory jsou vzory, které se často objevují ve zkoumaných datech. Typicky
nacházíme frekventované vzory v transakčních datech, jako množiny často se vyskytujících
položek. Např. v případě transakcí reprezentující jednotlivé nákupy hledáme kombinace
zboží, které se často nakupuje společně.
Hledání takovýchto frekventovaných množin je využíváno pro zjišťování asociací, kore-
lací a dalších zajímavých vztahů v datech.
Typickým příkladem použití je tzv.
”
analýza nákupního košíku“. Jednotlivé položky
v transakci tvoří booleovský vektor proměnných, které určují, zda je zboží v transakci
přítomno nebo ne. Tyto vektory lze analyzovat na vzory, které položky jsou kupovány často
společně. Takové vzory lze reprezentovat asociačními pravidly. Např. znalost, že zákazníci,
kteří koupí počítač často nakoupí i antivirový software, můžeme vyjádřit pravidlem:
počítač ⇒ antivirový software [podpora = 4%; spolehlivost = 70%]
Spolehlivost a podpora jsou metriky zajímavosti pravidel. Podpora určuje pravdě-
podobnost výskytu všech položek pravidla v jedné transakci a spolehlivost podmíněnou
pravděpodobnost. Výše uvedené pravidlo říká, že ve 4% nákupů se objevují počítač a antivi-
rový software dohromady a pokud si zákazník koupí počítač, tak se 70% pravděpodobností
si k němu koupí antivirový software.
Typy asociačních pravidel
Asociační pravidla rozdělujeme na více typů. Podle typu zpracovávaných hodnot mluvíme
o booleovské nebo kvantitativní asociaci, př. booleovské je výše uvedený
koupí(x,”počítač”) ⇒ koupí(x,”antivirový software”) [4%, 70%],
příklad kvantitativní asociace je
věk(x,”20.. .30”) ∧ příjem(x,”20000.. .30000”) ⇒ koupí(x,”počítač”) [1%; 60%].
Podle počtu uvažovaných atributů rozdělujeme atributy na jednodimenzionální, např.
koupí(x,”počítač”) ⇒ koupí(x,”antivirový software”) [4%, 70%]
a vícedimenzionální, např.
koupí(x,”počítač”) ∧ koupí(x,”mobilní telefon”) ⇒ koupí(x,”tablet”) [0, 5%; 65%].
Pravidla můžeme též rozdělit podle různých typů abstrakce na jednoúrovňová a více-
úrovňová. Všechny dosud zmíněné příklady jsou pravidla jednoúrovňová, protože pracují
pouze na jedné úrovni abstrakce daného atributu. Víceúrovňová pravidla poskytují přehled
o asociacích na různých úrovních, např. závislost nákupu počítače a mobilního telefonu a
závislost počítače ’Apple’ a mobilního telefonu ’iPhone’.
2.3.3 Shluková analýza
Shlukovou analýzou označujeme proces, který se objektům na základě jejich podobnosti
snaží přiřadit třídu - shluk. Shlukem rozumíme množinu objektů, které se podobají objek-
tům téhož shluku a odlišují se od ostatních shluků.
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Na rozdíl od učení s učitelem (viz Kapitola 2.3.1) u zkoumaných dat neznáme přísluš-
nost objektů ke třídám, ani počet tříd, do kterých lze data rozdělit. Počet tříd je jednou
z informací, které z dat chceme získat.
Shluková analýza se používá jednak jako samostatný nástroj pro zpracování dat, ale
i jako součást předzpracování pro jiné algoritmy. Aplikaci shlukové analýzy nalezneme
v mnoha oblastech, jako např. při segmentaci či kompresi dat, při rozpoznávání vzorů,
zpracování obrazů, analýze prostorových dat, textu, dokumentů v bioinformatice aj.
Obrázek 2.1: Příklad shlukové analýzy
2.4 Klasifikace
Obecný úvod do klasifikace je popsán v kapitole 2.3.1, v této kapitole dále podrobněji popíši
konkrétní metody používané při klasifikaci.
2.4.1 Rozhodovací stromy
Rozhodovací strom je graf stromové struktury, jehož vnitřní uzly obsahují test na jeden
z atributů a listy (koncové uzly) stromu označují třídu, do které bude objekt klasifikován.
Algoritmus konstrukce řady rozhodovacích stromů je založen na metodě rozděl a pa-
nuj. Data jsou rekurzivně rozdělována do podmnožin (tvořících uzly stromu) tak, aby
v těchto podmnožinách převládaly objekty stejné třídy. Podle [7] lze popsat algoritmus ná-
sledovně:
Algoritmus:
• Vytvoř rozhodovací strom. Vytvoří rozhodovací strom z trénovacích n-tic datové množiny
D
Vstup:
• Datová množina D obsahující sadu trénovacích n-tic a k nim přiřazené třídy
• seznam atributu, množina kandidátních atributů
• metoda selekce atributu, metoda, která vybere
”
nejlepší“ rozdělení množiny na jed-















Obrázek 2.2: Příklad rozhodovacího stromu klasifikace zákazníka, u kterého na základě
atributů věk, student a třída úvěru určuje třídu označující, zda zákazník koupí počítač
(převzato z [7])
Metoda:
1. vytvoř uzel N
2. pokud jsou všechny n-tice v D stejné třídy C, pak
3. vrať N jako listový uzel označený třídou C
4. pokud je seznam atributu prázdný, pak
5. vrať N jako listový uzel označený většinovou třídou nacházející se v D
6. použij selekce atributu(D, seznam atributů) pro nalezení
”
nejlepšího“ dělícího kritéria
7. označ uzel N dělícím kritériem
8. pokud dělící atribut je diskrétní hodnota a je možné vytvořit více rozdělení, pak
9. seznam atributů = seznam atributů - dělící atribut
10. pro každý výsledek j dělícího kritéria
11. nechť Dj je množina n-tic z D splňující podmínku j
12. pokud je Dj prázdná, pak
13. připoj uzel označený většinovou třídou v D k uzlu N
14. jinak připoj uzel, který vrátí Vytvoř rozhodovací strom (Dj ,seznam atri-
butů) k uzlu N
15. vrať N
Klíčová otázka algoritmu je výběr vhodného atributu pro větvení stromu. Právě podle
tohoto výběru se rozlišují jednotlivé typy rozhodovacích stromů. Používané metody jsou
informační zisk (v případě ID3 stromu), ziskový poměr (C4.5) a gini index.
9
ID3
Hodnota informačního zisku je založena na entropii (průměrné množství informace atri-
butu). Méně pravděpodobné atributy nesou více informační hodnoty, atribut s pravděpo-





kde pi je pravděpodobnost, že n-tice v množině D patří do třídy Ci, m je počet tříd. Tato
entropie vyjadřuje průměrnou hodnotu informace, kterou potřebujeme k přiřazení třídy
k n-tici v D.
Předpokládejme, že rozdělíme D podle atributu A, který nabývá hodnot {a1, a2, ...av}.
D bude rozdělena na {D1, D2, ...Dv}, kde Dj obsahuje n-tice z D, které mají atribut A






|D| × Info(Dj), (2.2)
kde |Dj ||D| slouží jako váha j-tého rozdělení.
Informační zisk pak definujeme jako
Gain(A) = Info(D)− InfoA(D). (2.3)
Snažíme se tedy zvolit takový atribut A, jehož informační zisk Gain(A) je nejvyšší, resp.
jeho InfoA(D) nejnižší.
C4.5
Metoda nejvyššího zisku je ovlivňována počtem hodnot vybraného atributu A. Větší počet
hodnot atributu A, snižuje InfoA(D). Tyto atributy jsou pak zvýhodňovány na úkor ostat-
ních. V extrémním případě, kdy hodnoty atributu budou u všech n-tic unikátní (např.
unikátní ID), dojde k situaci, že tento atribut bude mít InfoID = 0 a bude vybrán jako
kandidát na rozdělení. Přesto je zjevné, že rozdělení podle tohoto atributu by nepřineslo
žádný užitek. Odstranění tohoto nedostatku přinesla metoda C4.5, která výběr vylepšila
normalizací hodnoty Gain(A) (viz Rovnice 2.3).












Atribut s největším informačním ziskem je algoritmem vybrán pro dělení stromu.
Gini index
Obě výše zmíněné metody jsou založeny na počítání logaritmů. Optimalizaci tohoto výpočtu






kde pi je pravděpodobnost, že n-tice z D náleží třídě Ci z celkového počtu m tříd.
Gini index provádí binární rozdělení pro každý atribut. Mějme atribut A, který nabývá
hodnot {a1, a2, ...av}. Pro nejlepší binární rozdělení prohledáváme všechny podmnožiny DA
množiny D a testovací otázkou uzlu je pak A ∈ DA?
Při výběru atributu pak počítáme vážený součet gini indexů jednotlivých možných roz-







Pak vybíráme atribut A, jehož
∆Gini(A) = Gini(D)−GiniA(D) (2.8)
je maximální.
2.4.2 Bayesovská klasifikace
Bayesovská klasifikace se zakládá na pravděpodobnosti, určuje pravděpodobnost, že objekt
patří do určité třídy a pracuje s Bayesovým teorémem.
Bayesův teorém
Bayesův teorém upravuje vztahy podmíněné pravděpodobnosti. Mějme dva jevy X a Y .
Pak pravděpodobnost, že nastane jev X, pokud víme, že nastal jev Y je
P (X|Y ) = P (X ∩ Y )
P (Y )
. (2.9)
MějmeX n-tici z datového vzorku, která charakterizuje zákazníka aH, které představuje
hypotézu, že si zákazník koupí počítač. Pak P (H|X) je pravděpodobnost zařazení zákazníka
X do třídy C, kde C je hodnota, která splňuje hypotézu H.
Z trénovacích dat můžeme snadno určit P (H), P (X) a P (X|H). P (X|H) je pravdě-
podobnost, že zákazník je např. 35 let starý a má příjem 40 000 za předpokladu, že víme
o zákazníkovi, který si koupil počítač.
Aplikací Bayesova teorému pak získáme vztah pro výpočet P (H|X):




Naivní (též primitivní) Bayesovská klasifikace zařazuje objekt X, tvořený vektorem hodnot
atributů X = (x1, x2, ..., xn) do jedné z tříd C1, ..., Cm. Zařadí jej do třídy Ci, pro kterou
platí, že
P (Ci|X) = P (X|Ci)P (Ci)
P (X)
(2.11)
je maximální. Protože P (X) je konstantní, hledáme maximální P (X|Ci)P (Ci).
Hodnota P (Ci) může být brána pro všechny třídy stejná nebo určená na základě výskytu
v trénovacích datech jako P (Ci) =
|Si|
|S| , kde si je množina vzorů ve třídě Ci a S je množina
všech vzorů.
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Pro diskrétní atributy platí
P (xk|Ci) = |Sik||Si| , (2.13)
kde Sik je množina vzorů ze třídy Ci splňující podmínku, že hodnota k-tého atributu je
rovna xk.
Pro spojité atributy platí
P (xk|Ci) = g(xk, µCi , σCi), (2.14)
kde g(xk, µCi , σCi) je Gaussova normální funkce
Uvedený vztah v Rovnici 2.12 má za důsledek následující problém při klasifikaci. Pokud
některý z atributů má nulový výskyt, dílčí pravděpodobnost ovlivní celý součin. Pokud pro
nějaké k platí, že P (xk|Ci) = 0 ⇒ P (X|Ci) = 0. Pro řešení tohoto problému se zavádí
Laplaceova korekce, která eliminuje výskyt takových prázdných množin.
Naivní Bayesovská klasifikace má výhodu ve velmi snadné implementaci a v řadě případů
dává i dobré výsledky, nicméně pracuje s předpokladem, že atributy jsou na sobě nezávislé.
Závislost atributů řeší Bayesovské sítě.
Bayesovské sítě
Bayesovská síť se skládá ze dvou částí (viz Obrázek 2.3). První částí je orientovaný acyklický
graf, který vyjadřuje závislosti mezi atributy. Jednotlivé uzly reprezentují atributy a hrany
mezi uzly znázorňují závislosti mezi nimi.
Druhou část tvoří tabulky podmíněných pravděpodobností, které obsahuje každý uzel.





Smoker FH, S FH, ~S ~FH, S ~FH, ~S
0.8 0.5 0.7 0.1
0.2
LC














(RR K)   (RR ~K)  (~RR K) (~RR ~K)
RP
RP
Obrázek 2.3: Příklad Bayesovské sítě. a) znázorňuje graf atributů a jejich závislosti, b) uka-
zuje tabulku podmíněných pravděpodobností pro atribut
”
Rakovina plic“ (převzato z [7])
Např. na Obrázku 2.3 vidíme pravděpodobnosti:
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P(Rakovina plic = ano |Rakovina v rodině = ano, Kuřák = ano) = 0, 8
P(Rakovina plic = ne |Rakovina v rodině = ne, Kuřák = ne) = 0, 9
Mějme n-tici trénovacích dat X = (x1, ..., xn), která je popsána atributy Y1, ..., Yn. Pak
pravděpodobnost výskytu vzorku dat vypočítáme jako:




Při klasifikaci Bayesovskou sítí je potřeba sestavit topologii sítě a hodnoty podmíněných
pravděpodobností. Učení sítě řeší složité algoritmy, často pomáhá i člověk s expertní znalostí
dané domény.
2.4.3 Klasifikace neuronovými sítěmi
Neuronové sítě vznikly jako analogie biologických nervových sítí v informačních technologi-
ích. Stručně řečeno jsou neuronové sítě množiny spojení mezi
”
neurony“, kde každé spojení
má přiřazenu příslušnou váhu. Neuron pak vstupní hodnoty s jejich vahami na základě vni-
třní aktivační funkce převede na výstupní hodnotu a ta může sloužit jako vstupní hodnota
dalších neuronů.
Backpropagation
Backpropagation je typ vícevrstvé, dopředné neuronové sítě. Dopředná síť znamená že jsou
spojeny pouze výstupy n-té vrstvy se vstupy vrstvy n+ 1 a neobsahuje zpětné vazby.
output layer are sometimes referred to asneurodes, due to their symbolic biolog







Obrázek 2.4: Vícevrstevná dopředná neuronová síť (převzato z [7])
Topologie sítě Backpropagation se skládá z jedné vstupní vrstvy, jedné výstupní vrstvy
a jedné nebo více skrytých vrstev. Vstupní vrstva obsahuje tolik neuronů, jako je vstupních
atributů, výstupní typicky tolik neuronů, kolik je klasifikačních tříd.
Učení algoritmem Backpropagation spočívá ve zpětném šíření chyby sítí.
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• Nastavíme počáteční váhy wij a počáteční prahy θj , zpravidla náhodnými malými
hodnotami
• Pro každý trénovací vzor
– Výstup i-tého neuronu vstupní vrstvy se nastaví jako hodnota i-tého atributu
vzoru









– Spočítáme chybu neuronů na výstupní vrstvě
Errj = Oj(1−Oj)(Tj −Oj), (2.18)
kde Tj je očekávaný výstup





– Modifikujeme váhu wij :
∆wij = (l)ErrjOi, (2.20)
wij = wij + ∆wij , (2.21)
– Modifikujeme práh θj :
∆θj = (l)Errj , (2.22)
θj = θj + ∆θj , (2.23)
l je koeficient učení, l ∈ 〈0, 1〉, doporučuje se postupem učení tento koeficient
snižovat, často se volí l = 1t , kde t je počet proběhlých iterací
2.4.4 Metoda SVM
Metoda SVM (Support Vector Machines) je poměrně novou metodou, která svým postupem
připomíná to, co se děje při použití neuronové sítě. Metoda je založena na transformaci atri-
butů, které nejsou lineárně separovatelné do jiného prostoru (navýšením dimenzionality),
ve kterém ovšem lineárně separovatelné jsou (viz Obrázek 2.5).
Problémem, který metoda řeší je najít optimální nadrovinu v transformovaném prostoru
(viz Obrázek 2.6), která nejlépe rozděluje vzorky různých tříd. Jedná se o nalezení co
největšího
”
pásu“ mezi vzory. Pro toto hledání metoda využívá objekty, které jsou k sobě
nejblíže, ke konstrukci pomocných vektorů2. Ty pak daly i název celé metodě.
1Neurony v síti Backpropagation používají sigmoidální aktivační funkci y = 1
1+e−x








Obrázek 2.5: Ilustrace transformace prostoru (převzato z [1])
optimální rozpětí
optimální nadrovina
Obrázek 2.6: Vizuální reprezentace optimální nadroviny (převzato z [5])
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2.4.5 Další metody klasifikace
Existuje i řada dalších metod klasifikace, které zde krátce zmíním pro doplnění přehledu.
Klasifikace založená na pravidlech
Pravidla pro klasifikaci ve tvaru IF (podmínky atributů) THEN třída je možné vytvářet
jednak z rozhodovacích stromů, jednak i přímo z trénovacích dat pomocí sekvenčního
algoritmu pokrytí.
Při získávání pravidel z rozhodovacího stromu každá cesta stromem od kořenového
uzlu po listový uzel vytvoří pravidlo IF test1 AND test 2 THEN třída = C. Spojením
pravidel se stejnou klasifikovanou třídou spojkou OR vzniká výsledná podoba pravidla IF
(test1 AND test 2) OR (test3 AND test4) THEN třída = C.
Klasifikace založená na k-nejbližších sousedech
Při klasifikaci pomocí k-nejbližších sousedech je vzorek klasifikován tou třídou, která je
nejčetnější u jeho k-nejbližších sousedů. Pro určení nejbližších sousedů, je definována vzdá-
lenost vzorů. Mějme 2 vzorky X,Y tvořené n-ticí atributů, X = (x1, x2, ..., xn), Y =




(xi − yi)2 (2.24)
Problémem této metody je určit k-okolí sousedů, ze kterých vybrat klasifikovanou třídu,
což se většinou provádí experimentálně v iteracích od k = 1 a měřením chyby pro jednotlivé
hodnoty k.
Pro tuto metodu je také vhodné normalizovat hodnoty atributů tak, aby velké rozsahy
hodnot u některých atributů nepřevážily nad ostatními a nezkreslily výpočet vzdálenosti.
Klasifikace založená na genetických algoritmech
Při použití genetických algoritmů jsou klasifikační pravidla vhodně zakódovány do bitových
sekvencí, např. pravidlo IF A1 AND NOT A2 THEN C1 můžeme zakódovat do sekvence 100,
pravidlo IF NOT A1 AND NOT A2 THEN C2 do sekvence 001, atd.
Ze zakódovaných pravidel pak vytvoříme novou populaci, sestávají se z původní popu-
lace i nové generace s nejlepší fitness funkcí - obvykle hodnocení přesnosti na trénovací
množině.
Nové generace se pak vytváření pomocí křížení a mutace. Při křížení dochází ke kom-
binaci částí sekvencí rodičů (prvků původní populace) a vytvoření potomků. Mutace pak
náhodně mění části nových jedinců (náhodné bity jsou invertovány).
Generování dalších pokolení pokračuje do té doby, než každé pravidlo z populace splňuje
zadanou hranici fitness.
Klasifikace založená na fuzzy množinách
Nevýhodou klasifikačních pravidel jsou ostré hranice mezi pravidly. Pokud použijeme dis-
krétní hodnoty např. atributu příjem na malý < 50000 a velký ≥ 50000, pak hodnota 49000
bude považována za malou, přestože je to téměř příjem velký a může spadnou pod jiné
rozhodovací pravidlo.
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Tento nedostatek umožňují kompenzovat fuzzy množiny, které přidávají hodnotě atri-
butu i míru náležitosti do příslušné kategorie.
1.0












Obrázek 2.7: Fuzzy graf atributu příjem (převzato z [7])
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Kapitola 3
Aplikace meta-učení v oblasti
dolování dat
Současný stav oblasti dolování dat je charakteristický velkým množstvím metod a algo-
ritmů, ale nedostatkem pravidel a postupů pro určení toho správného pro zadanou úlohu.
Problémem je, že neexistuje algoritmus, který by ideálně řešil jakoukoliv úlohu1. Cílem
meta-učících systémů je pomoci překonat tento problém zkoumáním a vylepšováním vlast-
ního procesu učení.
Oblast meta-učení se podílí na vývoji praktických nástrojů pro podporu výběru modelů
či adaptabilních učících metod.
3.1 Meta-učení a základní učení
Klasické (nebo základní) učení se zaměřuje především na získání zkušeností z konkrétní
úlohy (detekce podvodu, věrohodnost úvěru, apod.). Meta-učení se na druhou stranu za-
měřuje na získávání zkušeností z několika aplikací systému. Pokud si klasické učení nevede
dobře při řešení nějaké úlohy, očekává se, že se systém sám adaptuje pro případ, že by
v budoucnu znovu řešil tento problém. Meta-učení se snaží zkoumat vztahy mezi úlohami
a doménami, snaží se problém chápat na vyšší úrovni než zpřesňování učení konkrétních
úloh, snaží se pochopit vztahy vedoucí k vhodné učební strategii.
V oblasti dolování dat řeší praktické problémy zejména v oblasti klasifikace. Jedním
z hlavním problémů, které meta-učící systémy řeší je výběr klasifikačního modelu (nebo
kombinace modelů) vhodného pro danou doménu a úlohu. Uživatelé využívající výsledky
získané z dolování dat často nemají ani potřebné znalosti a zkušenosti pro volbu správného
modelu, ani čas nezbytný k vyzkoušení více možností metodou pokusu a omylu. Meta-učící
systémy umožňují automatické nebo asistované postupy pro výběr vhodného modelu.
Meta-učící systémy také umožňují opětovně využít získané poznatky pro řešení
dalších podobných úloh. Aby vytvořené prediktivní modely byly použité na reálné problémy,
je nutné, aby se neustále přizpůsobovaly. Místo vytváření vždy nového modelu na každou
úlohu, meta-učící systémy se mohou postupně učit a zdokonalovat na různých úlohách
v dané doméně.
1Známo jako no free lunch teorém [1]
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3.2 Architektura meta-učících se systémů
Činnost meta-učících systémů můžeme v obecné rovině rozdělit do dvou fází (podle [2],[15]):
• Fáze získávání znalostí (viz Obrázek 3.1) - v této fází probíhá získávání znalostí
o samotném procesu učení. Na vstupu se předpokládají datové sady obsahující vzorky
(A), ze kterých jsou extrahovány jejich charakteristiky nebo meta-atributy (B).
Cílem je získat informace přesahující atributy konkrétní úlohy a problém zobecnit. Pro
vytvoření takových meta-dat může být použito metod klasického učení (C), vhodné
učební strategie (např. klasifikační model, kombinace modelů) - (D) nebo efektivity,
výkonu jednotlivých strategií (E).
Takto získané informace tvoří bázi meta-znalostí (F). Ta je hlavním výstupem této
fáze, představuje zkušenosti získané na různých úlohách. Je možné říci, že hlavním




















Obrázek 3.1: Meta-učící systém: fáze získávání znalostí (převzato z [15])
• Fáze doporučení (viz Obrázek 3.2) - v této fázi jsou z nové vstupní datové sady (A)
extrahovány meta-atributy (B), které jsou následně
”
porovnány“ s bází meta-znalostí
(F). Výsledkem poradního procesu jsou pak doporučené učební strategie (C,D) pro
vstupní datovou sadu. S postupným učením systému a zvětšováním báze meta-znalostí




porovnávání“ meta-atributů s bází meta-znalostí je možné nahlížet něko-
lika pohledy. Tradiční pohled na to nahlíží jako na učební proces, na který je možné
aplikovat klasické učení. Nicméně je možné na toto pohlížet jako další předmět meta-
učení ([14]).
3.3 Techniky meta-učení
Následující kapitoly obsahují stručný přehled technik meta-učení, které jsou využitelné





















Obrázek 3.2: Meta-učící systém: fáze doporučení (převzato z [15])
atributů) sloužících pro výběr modelu nebo jejich hodnocení, dále kombinování několika
modelů, získávání znalostí napříč jednotlivými doménami.
3.3.1 Selekce modelu
Výběr vhodného modelu je úzce spojen s problematikou charakterizace datové sady, tj.
způsobů, jak vstupní data převést na meta-atributy.
Charakterizace založena na statistice a využití teorie informací se zaměřuje na
extrahování parametrů jako je počet klasifikovaných tříd, počet atributů, poměr počtu
vzorků a počtu atributů, korelace mezi atributy, průměrná míra entropie třídy, vychýlení
dat, špičatost, poměr šumu, apod. Tato oblast byla předmětem mnoha výzkumů a přinesla
i praktické výsledky v podobě projektů ESPRIT STATLOG ([11]) a METAL.
STATLOG byl projekt výzkumného programu Evropského společenství, řešený v le-
tech 1991-1994, který se zabýval testováním velkého množství učících algoritmů (cca 20
metod) na zhruba 20 datových sadách. Datové sady byly popsány statickými charakte-
ristikami a prvky z teorie informací. Cílem výzkumu bylo porovnat přesnost jednotlivých
algoritmů na základě charakteristik sad.
METAL (zkr. pro metalearning) byl projekt navazující na STATLOG a jeho cílem
bylo vytvořit webově dostupný nástroj pro běžné uživatele, který by umožnil vhodnou volbu
metody pro strojové učení. V rámci projektu byly zkoumány především možnosti porovná-
vání vhodnosti jednotlivých algoritmů, které kombinovaly správnost a dobu výpočtu.
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Charakterizace modelem pak uvažuje vytvoření modelu nad vstupní datovou sadou,
např. rozhodovacího stromu. Tento model, resp. jeho vlastnosti, jsou pak využity k popisu
dat. Tedy např. v případě rozhodovacího stromu mohou být brány vlastnosti jako počet
uzlů na atribut, hloubka stromu, tvar, vyváženost, apod.
Landmarking je další metodou charakterizace datové sady i metodou podporující selekci
vhodného modelu. Může být využíván dvěma způsoby:
• Využití zjednodušených základních učících algoritmů – základní myšlenkou je
v tomto přístupu získat výkonnost (vhodnost) na malé sadě učících algoritmů, které
se svými principy značně odlišují. Cílem je pak vybrat jakousi
”
rodinu“ algoritmů,
které zastupuje vítězný algoritmus z landmarkingové sady.
• Dalším způsobem využití je testování vhodnosti větší sady algoritmů na redu-
kované datové sadě. Z dat jsou vybrány vzorky, které jsou podrobeny analýze na
větším množství algoritmů. Výsledky na těchto malých sadách slouží k charakterizaci
celé sady. Často je tento přístup používán pro výběr vhodného algoritmu pro učení.
Výběr vhodného modelu lze chápat jako mapování vstupních dat, meta-atributů, na
výstupní zvolený model. Kritéria pro volbu mohou být přesnost, prostorová či časová ná-
ročnost. Existuje několik přístupů, jak toto mapování vytvořit.
• Ručně vytvořená pravidla – pravidla vytvořená člověkem (expertem) charakteris-
tická v dané doméně, která pomohou vybrat vhodný model. Mohou být použita např.
k vylepšení testů rozhodovacích stromů. Ručně vytvořená pravidla mají tu nevýhodu,
že často postrádají na první pohled skrytá, ale důležitá pravidla. Proto se výzkum
zaměřuje na automatizované metody.
• Učení na meta-úrovni - větší množství sad meta-atributů charakterizujících da-
tové sady spolu s dalším atributem – nejvhodnějším modelem pro tuto sadu tvoří
sadu meta-dat, kde vybraný model můžeme chápat jako klasifikační třídu a na tyto
meta-data použít učící metodu, která vytváří hypotézu mapující datovou sadu na
klasifikační model.
Variant pro volbu meta-učícího modelu je více. Používané jsou meta-rozhodovací
stromy. Jde o rozhodovací stromy, jejich vnitřní uzly reprezentují testy na meta-
atributy a listové uzly pak označují doporučený klasifikační model, vhodný pro klasi-
fikovanou sadu. Na nové datové sadě pak strom predikuje nejpravděpodobnější vhodný
klasifikační model.
Další používanou metodou bývá klasifikace na základě k-nejbližších datových sad.
Princip je podobný, jako při klasifikaci pomocí k-nejbližších sousedů (viz Kapitola
2.4.5). Z datové sady jsou vytvořeny meta-atributy a báze meta-atributů je prohle-
dána na k-nejpodobnějších sad. Vybraný model je pak určen na základě nejčastěji se
vyskytujícího klasifikačního modelu u těchto blízkých sousedů.
Místo doporučení pouze jednoho nejvhodnějšího modelu je často používán i žebříček něko-
lika modelů. V praktickém použití by navrhované řešení nemělo být pouze jedno, v případě
že by vybraný model nebyl vhodný. Uživatel navíc může preferovat i jiná kritéria (např.
finanční) nebo může chtít přidat vlastní zkušenosti do výběru.
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3.3.2 Kombinace modelů











Obrázek 3.3: Obecné schéma meta-klasifikace kombinací modelů (podle [4])
Stacking
Metoda zvaná stacking (též stacked generalization) kombinuje několik základních klasifiká-
torů, jejichž výsledky na datové sadě jsou zdrojem meta-učení. Proces je rozdělen na úrovně,
každý ze základních klasifikátorů rozšíří vstupní atributy o svoji predikovanou třídu. Takto
rozšířená data jsou poskytnuta následující vrstvě. Výstup poslední vrstvy pak označuje
konečnou klasifikovanou hodnotu. Nejčastěji se provádí výzkum nad dvouúrovňovou archi-
tekturou.
Bagging
Při metodě zvané bagging (nebo též bootstrap aggregating) je vybrána třída rovným hlaso-
váním mezi všemi použitými modely. Hlasování může probíhat mezi různými modely, ale i
s jedním modelem tak, že vytvoříme několik modelů z různých podmnožin trénovacích dat.
Následně vybereme takovou třídu, která převažuje ve výsledných modelech.
Boosting
Při použítí metody boosting se naopak používají vážené hodnoty hlasy jednotlivých modelů,
které jsou vytvořeny různými podmnožinami trénovacích dat. Modely jsou tvořeny itera-
tivně ze svých předešlých verzí a zaměřují se (přiřazuje se jim vyšší váha) na ty vzory, které
byly špatně klasifikovány. Při výsledné klasifikaci pak modely váženě hlasují o přiřazení
vzorku ke třídě. Známým použitím této techniky je algoritmus Adaboost.
3.3.3 Předzpracování dat
Využít meta-učení lze i před samotnou aplikací klasifikačního algoritmu. Leite & Brazdil
([9]) představili využití meta-učení pro redukci počtu vzorků při progresivním vzorkování.
Metoda spočítá ve sledování učící křivky pro nalezení vzorku, na kterém se křivka začíná
ustalovat. Tento vzorek označuje jako bod ukončení (viz Obrázek 3.4).
Cílem je predikovat tento bod ukončení pro zkoumanou datovou sadu. Všechny dřívější






Obrázek 3.4: Bod ukončení učící křivky
ukončení. Z těchto naučených průběhů lze následně predikovat, jaký bude bod ukončení již
po několika prvních bodech křivky. Takto meta-učení pomáhá přeskočit některé vzorky a
proces zrychlit.
3.3.4 Přenos meta-znalostí
Jedním z požadavků na meta-učící systémy je adaptabilita. Učení by nemělo být bráno jako
samostatná úloha, která začíná vždy od nuly. Očekáváme, že systém bude postupem času
akumulovat zkušenosti a bude se stále vylepšovat. Jednou možností, jak toho dosáhnout,
je přenos meta-znalostí přes různé domény a úlohy nazývaný indukční přenos (inductive
transfer). Cílem není porovnávání meta-atributů s bází meta-znalostí, ale začlenění již zís-
kaných meta-znalosti do aktuální úlohy.
V této oblasti proběhly výzkumy s neuronovými sítěmi, které se dokáží učit z podobných
úloh. Caruana v [3] popisuje řešení několika úloh na jedné neuronové síti, která indukuje
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Obsahem této kapitoly je návrh systému pro výběr vhodného klasifikačního modelu dolovací
úlohy s využitím technik meta-učení. Kapitoly popisují návrh systému, který bude následně
podroben experimentům.
Cílem systému bude charakterizovat vstupní datové sady a jejich nejvhodnější klasifi-
kační modely, tyto charakteristiky persistentně udržovat v bázi meta-znalostí a na jejich
základě vytvořit meta-klasifikátor – rozhodovací strom, který pro nové datové sady bude
predikovat nejvhodnější klasifikační model.
4.1 Návrh struktury systému
Systém se skládá z následujících částí:
1. Charakterizace vstupní datové sady – pro popis datové sady a její charakterizaci
meta-atributy jsou použity metody statistické a teoreticko-informační (dále popsány
v Kapitole 4.3)
2. Báze meta-znalostí – persistentní úložiště meta-znalostí (bližší popis v Kapitole 4.4)
3. Meta-klasifikátor – zvolený způsobem klasifikace meta-znalostí je rozhodovací
strom, který se tvoří z dat uložených v bázi meta-znalostí a je součástí perzistent-
ních dat uložených v systému (viz Obrázek 4.2), meta-klasifikátor slouží k predikci
vhodného modelu pro novou datovou sadu
4.2 Popis činnosti systému
Systém bude pracovat ve dvou hlavních fázích, jak je popsáno v Kapitole 3.2. Na Ob-
rázku 4.1 je schematické zobrazení obou fází systému.
Ve fázi získávání znalostí se ze vstupní sady vytvoří meta-atributy (popsány v Ka-
pitole 4.3) a společně s vybraným typem nejvhodnějšího klasifikačního modelu, který zde
slouží jako klasifikační třída, jsou uloženy v bázi meta-znalostí.
Z dat v bázi meta-znalostí se vytváří meta-klasifikátor, který je navržen jako rozhodo-
vací strom. Při fázi doporučení se provede charakterizace vstupní datové sady, u které
chceme predikovat vhodný klasifikační model, a vytvoří se tak její meta-atributová repre-
zentace. Ta následně slouží jako vstup pro meta-klasifikátor, jehož výstupem je doporučení


























Obrázek 4.1: Návrh architektury systému
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Navržený systém definuje podporované typy klasifikačních modelů (klasifikačních tříd)
v databázi tak, aby bylo možné provádět změny či rozšíření typů modelů bez změny vnitřní
implementace systému.
4.3 Charakterizace vstupní datové sady
Na základě práce [11] byly k charakterizaci vybrány informace získané z datové sady s
využitím statistiky a teorie informací. Spolu s nejvhodnějším klasifikačním modelem tvoří
zdroj dat pro bázi meta-znalostí. Navržené složení meta-atributů je následující:
• Počet atributů
• Počet vzorků
• Počet binárních atributů
• Počet numerických atributů
• Počet kategorických atributů
• Poměr binárních atributů k celkovému počtu
• Poměr numerických atributů k celkovému počtu







kde pi je pravděpodobnost příslušnosti vzorku do třídy Ai











4.4 Návrh báze meta-znalostí
Báze meta-znalostí slouží k uložení meta-atributů získaných charakterizací a klasifikační
třídy (vhodného modelu) pro tyto meta-atributy. Na Obrázku 4.2 je znázorněno schéma
databázových entit systému.
Entita EDataSet reprezentuje objekt jedné meta-datové sady. Tu tvoří odkaz do ta-
bulky modelů na nejvhodnější model, resp. klasifikační třídu (ref best model) a následně
kolekce hodnot meta-atributů, které reprezentuje entita EMetaFeatureValue. Tato en-
tita obsahuje meta-atribut a jeho hodnotu. Meta-atribut je vlastně odkaz do tabulky meta-
atributů (EMetaFeature), ve které je uloženo složení meta-atributů. Tak je definováno, jaké
atributy jsou použity pro charakterizaci datových sad.
Samotné meta-atributy pak reprezentuje entita EMetaFeature, která obsahuje název
a datový typ atributu.
Toto schéma je zvoleno záměrně tak, aby bylo možné co nejjednodušeji měnit složení
meta-atributů či podporované klasifikační modely (či algoritmy) za běhu systému. Poža-
davkem na meta-učící systémy je adaptabilita a v průběhu vývoje jsou očekávány časté
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Obrázek 4.2: Návrh struktury databáze
4.5 Návrh struktury aplikace
Návrh aplikace byl založen na typických případech použití (viz Obrázek 4.3), které vyplývají
ze schematu činnosti meta-učícího systému (Obrázek 4.1). Hlavní větvení funkcí je rozděleno
na práci s již vytvořenou bází meta-znalostí a vytvoření nové datové sady, která slouží buď
jako zdroj meta-dat, nebo je cílem určit její nejvhodnější klasifikační model.
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Obrázek 4.3: Diagram případu použití systému
4.5.1 Práce s datovou sadou
Pro činnost systému je nutné udržovat datovou sadu nejen na úrovni prvku báze meta-
znalostí, ale je nutné též pracovat fyzicky s daty datové sady, vlastnostmi, popisy sloupců,
apod., které slouží pro vstupní analýzu - charakterizaci datové sady.
Návrh tříd pro práci s datovou sadou znázorňuje konceptuální diagram tříd (viz Obrázek
4.4). Datová sada je reprezentována:
1. Kolekcí entit atributů - sloupců
2. Kolekcí řádků - položkami datové sady
3. Entitou třídy - tj. jedním z atributů, který představuje cíl klasifikační úlohy
4. Entitou modelu - vybranou klasifikační metodou, která je pro danou datovou sadu
vybrána jako nejvhodnější
5. Kolekcí meta-atributů - kolekcí obsahující vypočítané charakteristiky sady
29
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Obrázek 4.4: Konceptuální diagram tříd pro práci s datovou sadou
Systém umožňuje práci s daty ve formátu CSV, s libovolným oddělovačem. Ze souboru
načte data a podle zvolené konfigurace (např. oddělovač sloupců, symbol pro chybějící
hodnotu, kódování, apod.) vytvoří novou datovou sadu, která je následně podrobena auto-
matické analýze.
Analýza se pokusí automaticky určit typy atributů sady (pomocí náhodně zvole-
ného vzorku dat), zejména jedná-li se o kvantitativní (numerický) či kategorický atribut.
V případě numerického atributu se v rámci analýzy též určuje, zda nejde o atribut bi-
nární. Dále v rámci automatické analýzy jsou počítány význačné hodnoty potřebné pro
další analýzu.
Pokud automatická analýza neurčí správně typy atributů, může uživatel všechny atri-
buty ručně nastavit na jiný typ, stejně tak musí označit, který z atributů tvoří třídu
klasifikace.
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Dále je možné vybrat které atributy budou použity pro analýzu a které ne, např. lze
takto odstranit jedinečné identifikátory jednotlivých vzorků.
Je také možné zvolit libovolnou podmnožinu dostupných meta-atributů, které budou
použity pro charakterizaci sady.
Poté, co byla vytvořena charakterizace datové sady, je možné zvolit režim učení -
tedy nastavit jeden z dostupných modelů a vložit datovou sadu do báze meta-znalostí.
Alternativně lze zvolit režim poradní a pomocí meta-klasifikace nad uloženou bází meta-
znalostí predikovat nejvhodnější model.
4.5.2 Práce s bází meta-znalostí
Aplikace umožňuje zobrazit přehled báze meta-znalostí, všech uložených datových sad a




Navržený systém byl implementován jako Java SE aplikace s využitím frameworku Swing
pro grafické uživatelské rozhraní a frameworku jBoss Hibernate pro správu persistentního
úložiště.
Pro potřeby vývoje byl použit databázový server MySQL Community Server 5.6, apli-
kace je ovšem schopna pracovat s jakýmkoliv databázovým serverem poskytujícím JDBC
konektor.
Jako meta-klasifikátor byl použit rozhodovací strom (viz Kapitola 6.3). Pro implemen-
taci byla použita volně dostupná implementace J4.8 z knihovny projektu Weka ([6])1. Im-
plementace J4.8 je open source Java implementací algoritmu C4.5 (viz Kapitola 2.4.1).
5.1 Schema balíčků, tříd
Třídy jsou rozděleny do následujících balíčků:
• mls.GUI - balíček tříd grafického uživatelského rozhraní
• mls.data - balíček tříd pro práci s datovými sadami
• mls.logic - třídy pro zpracování vstupních souborů a tvorbu datových sad a analy-
tické nástroje
• mls.entities - třídy pro persistentní ukládání
• mls.metafeatures - třídy reprezentující meta-atributy
• mls.DAO - balíček rozhraní pro přístup do persistentního úložiště
V následujících kapitolách budou podrobněji popsány implementační detaily význačných
částí aplikace.
5.2 Implementace datové sady
Datovou sadu reprezentuje třída mls.data.DataSet. Datová sada v sobě sdružuje jak zdro-
jová data původní sady, tak i charakteristiky v podobě meta-atributů. Vyskytovat se může
v režimu read-only, kdy obsahuje pouze meta-atributy uložené v bázi dat a není možné u
1Dostupná ke stažení na http://www.cs.waikato.ac.nz/~ml/weka/
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sady provádět žádné změny (nastavení sloupců, či modelu). V druhém režimu se nachází
datová sada při vytvoření ze vstupního souboru, obsahuje kromě meta-atributů i samotná
data.
Ve výše zmíněném režimu read-only sada obsahuje pouze název, kolekci meta-atributů
a zvolený model (viz Obrázek 5.1). Každý meta-atribut je reprezentován objektem, který






-inMemory : boolean = true
-jTableModel : DefaultTableModel = null
-metaFeatures : IMetaFeature = new ArrayList<>()
-model : Model
-name : String
-onlyMetaData : boolean = false















+getRow(row : int) : Object []
+getSampleCount() : int
+getValue(row : int, col : int) : Object
+isInMemory() : boolean
+isOnlyMetaData() : boolean
+replaceColumn(oldColumn : Column, newColumn : Column) : void
+setClassColumn(classColumn : Column) : void
+setColumns(columns : SortedSet) : void
+setData(data : List) : void
+setFileSettings(fileSettings : DataSetFileSettings) : void
+setInMemory(inMemory : boolean) : void
+setMetaFeatures(metaFeatures : List) : void
+setModel(model : Model) : void
+setName(name : String) : void
+setOnlyMetaData(onlyMetaData : boolean) : void
+setValueAt(row : int, col : int, value : Double) : void





<<Property>> +dataSet : DataSet
<<Property>> +entity : EMetaFeature
<<Property>> +errMsg : String
<<Property>> +name : String
<<Property>> +selected : boolean
<<Property>> +type : Class
<<Property>> +value : Object
+getValue(force : boolean) : Object
+getValue() : Object
1 *
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Obrázek 5.1: Část diagramu tříd ilustrující datovou sadu v režimu read-only
V režimu při vytváření nové sady ze zdrojových dat, jsou v datové sadě obsažena i
surová data. Aplikace se pokouší načíst celý obsah zdrojového souboru do paměti a udržovat
tak všechna data v operační paměti pro rychlejší výpočty nad daty, pokud však není možné
z důvodu nedostatku paměti data načíst, umí s daty pracovat přímo ze souboru, byť za cenu
značného poklesu výpočetní rychlosti. Více detailů o vytváření datové sady je uvedeno v
Kapitole 5.5.
Reprezentaci surových dat tvoří kolekce jednotlivých řádků, které jsou uloženy jako
pole objektů. Objekty v poli mohou být typu String, pokud se jedná o neznámý druh
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atributu či kategorický atribut, nebo typu Double, pokud jde o numerický atribut. Typy
objektů odpovídají nastavení daného atributu, resp. sloupce, který je určen buď automa-
tickou analýzou po importu dat, nebo ručním nastavením typu sloupce.
Další částí reprezentace dat jsou typy a vlastnosti atributů, udržované v kolekci
objektů typu Column. Každý atribut je objektem typu, který je zděděn z abstraktní třídy
Column, NumericColumn pro numerické (kvantitativní) atributy, CategoryColumn pro ka-
tegorické a OrdinalColumn pro ordinální.
+CategoryColumn(name : String, order : int, type : Type)




-classColumn : boolean = false




+Column(name : String, order : int, type : Type)
+Column(name : String, order : int, type : Type)
+compareTo(o : Column) : int
+compareTo(x0 : Object) : int
+getCategories() : Set
+getClassIndex(value : String) : int






+setCategories(categories : Set) : void
+setClassColumn(classColumn : boolean) : void
+setEnabled(enabled : boolean) : void
+setName(name : String) : void
+setOrder(order : int) : void
+setType(type : Type) : void
+toString() : String
Column






-normalize : boolean = false









+NumericColumn(name : String, order : int, type : Type)
+NumericColumn(name : String, order : int, type : Type)
+setAvg(avg : Double) : void
+setBinary(binary : boolean) : void
+setDoubleCount(doubleCount : Integer) : void
+setId(id : boolean) : void
+setMax(max : Double) : void
+setMin(min : Double) : void
+setNormalize(normalize : boolean) : void
+setVariance(variance : Double) : void
+toString() : String
NumericColumn
-valuesOrder : Map<Integer, String>
+getValuesOrder() : Map
+OrdinalColumn(name : String, order : int, type : Type)
+OrdinalColumn(name : String, order : int, type : Type)
+setValuesOrder(valuesOrder : Map) : void
OrdinalColumn
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Obrázek 5.2: Část diagramu tříd ilustrující vlastnosti sloupců, resp. atributů datové sady
Všechny sloupce mají volitelný název a povinné pořadí, které udává pozici sloupce
v tabulkovém zobrazení zdrojových dat. Každý typ sloupce může být zároveň i třídou
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klasifikační úlohy, proto abstraktní třída obsahuje i pole hodnot pro jednotlivé hodnoty
třídy.
Numerické atributy navíc obsahují i statistické hodnoty vypočtené nad daty (jako např.
minimální a maximální hodnota, aritmetický průměr, střední odchylka), které slouží ke sdí-
lení těchto hodnot napříč různými analýzami a výpočty meta-atributů, tak aby se výpočet
neopakoval.
5.3 Implementace meta-atributů
Každý meta-atribut je třída implementující rozhraní IMetaFeature. Třída zapouzdřuje
vypočtenou hodnotu meta-atributu i algoritmus pro jeho výpočet a ten pracuje s daty
uloženými v datové sadě i s vlastnosti atributů (sloupců).
Rozdělení tříd znázorňuje diagram na Obrázku 5.3. Každý meta-atribut je potomkem
abstraktní třídy AbstractFeature, která zajišťuje operace sdílené pro všechny atributy,
jako název, implementaci získání a nastavení hodnoty, apod.
Dále jsou třídy rozděleny podle typu hodnoty výsledku jejich výpočtu na třídy s ce-
ločíselnou hodnotou (potomci třídy AbstractIntegerTypeFeature) a desetinným číslem
(potomci třídy AbstractDoubleTypeFeature). Následující třídy pak reprezentují navržené
vlastnosti z Kapitoly 4.3 následovně:
• AttributeNumber: Počet atributů
• BinaryAttributesNumber: Počet binárních atributů
• BinaryAttributesRatio: Poměr binárních atributů k celkovému počtu
• ClassEntropy: Entropie třídy
• ClassNumber: Počet tříd
• CategoryAttributesNumber: Počet kategorických atributů
• KategoryAttributesRatio: Poměr kategorických atributů k celkovému počtu
• NumericAttributesNumber: Počet numerických atributů
• NumericAttributesRatio: Poměr numerických atributů k celkovému počtu
• SampleNumber: Počet vzorků
• AverageSkewness: Průměrný koeficient vychýlení
• AverageCurtosis: Průměrný koeficient špičatosti
5.4 Implementace meta-klasifikátoru
Učení meta-klasifikátoru probíhá nad bází meta-znalostí, což je kolekce charakteristik dato-
vých sad uložených v databázi spolu s nejvhodnější klasifikační metodou (modelem), která
byla pro tuto sadu zvolena.
V systému je využit open-source projekt Weka [6] a jeho součást - implementace rozho-
dovacího stromu J4.8 uvedená výše. Knihovna umožňuje načtení báze pomocí SQL dotazu,
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+getType() : Class
#calculateColumnAvg(c : NumericColumn) : void





<<Property>> ~selected : boolean = true
~err : String
<<Property>> ~name : String = this.getClass().getName()
~data : DataSet
+setDataSet(dataset : DataSet) : void
+getValue() : Object
+getValue(force : boolean) : Object
~isFinished() : boolean
































<<Property>> +type : Class
<<Property>> +name : String
<<Property>> +selected : boolean
<<Property>> +errMsg : String
<<Property>> +value : Object
<<Property>> +dataSet : DataSet
<<Property>> +entity : EMetaFeature
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Obrázek 5.3: Diagram tříd pro reprezentaci meta-atributů
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který je aplikačně generován podle dostupných meta-atributů definovaných v databázi. Sys-
tém tak umožňuje pružně reagovat na změny v množině používaných meta-atributů. Stejně
tak systém pracuje i se všemi typy modelů (klasifikačních metod), které jsou také definovány
pouze v databázi a je možné je flexibilně upravovat.
Činnost meta-klasifikátoru, jeho učení a predikce pro nové datové sady obstarává třída
MetaLearner v balíčku mls.logic.
5.5 Implementace importu ze souboru
Datová sada je vytvářena ze zdrojových souborů ve formátu CSV s libovolným oddělovačem,
který uživatel může nastavit (viz Obrázek 5.4). Průvodce importem po zvolení zdrojového
souboru poskytuje okamžitý náhled na podobu dat po zpracování (na uživatelem definova-
ném počtu počátečních řádků). Dialog umožňuje definovat zástupný symbol (nebo řetězec)
pro chybějící hodnoty, kódování znaků souboru či omezení počtu řádků souboru, které se
budou načítat.
Vstupní data mohou obsahovat na prvním řádku textové popisy sloupců, které se při
použití příslušného přepínače automaticky použijí jako názvy atributů (resp. sloupců) da-
tové sady.
Obrázek 5.4: Dialog průvodce importem dat do datové sady
Po kontrole nastavení importu na živém náhledu a spuštění importu proběhne proces
vytváření sady, který řídí instance třídy DataSetCreator balíčku mls.logic.
Vytváří novou instanci DataSet a DataSetFileSettings (ve které jsou udržovány in-
formace a nastavení pro import ze souboru). Při importu dat se každý načtený řádek sou-
boru rozdělí dle zvoleného separátoru na pole objektů typu String a je přidán do kolekce
řádků datové sady. Z hodnot jsou odstraněny případné uvozovky, které mohou hodnotu
ohraničovat.
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Pokud aplikace nemá k dispozici dostatek operační paměti pro uložení všech hodnot, je
nastaven příznak atributu objektu datové sady inMemory na false a všechny operace s daty,
které jsou s datovou sadou prováděny jsou delegovány na instanci DataSetFileSettings,
která zajišťuje načtení příslušné hodnoty ze souboru.
Operace automatické analýzy či výpočty meta-atributů pak přistupují jednotně k datům,
přes metody datové sady a jsou vyřízeny buď samotným objektem v paměti nebo instancí
DataSetFileSettings ze souboru. Pro tyto objekty je tak zajištěn transparentní přístup
k datům bez ohledu na to, zda jsou načtena z paměti či ze souboru.
Práce se soubory přímo na disku, navíc se sekvenčním přístupem k datům, je oproti
přímém přístupu do paměti velice pomalá. Třída DataSetFileSettings proto obsahuje
vyrovnávací paměť, která využívá dostupnou zbývající operační pro zrychlení operací
čtení. Vyrovnávací paměť funguje ve dvou režimech:
1. V režimu řádkovém se v paměti udržují řádky souboru v podobě jednoho řetězce
a na vyžádání je řetězec rozdělen podle uloženého separátoru a zpřístupněn vyžádaný
prvek řádku (který odpovídá vyžádanému sloupci)
2. V režimu sloupcovém jsou naopak ukládány hodnoty odpovídající celému sloupci
zdrojových dat, tj. hodnoty všech vzorků daného sloupce (atributu). Hodnoty to-
hoto pole jsou již podle sloupce typu Double nebo String, takže příslušné operace
již nemusí provádět detekci typu a přetypování. Pole reprezentující sloupce jsou ve
vyrovnávací paměti uloženy jako asociativní pole indexované pořadím sloupce.
Při provádění experimentů se sloupcový režim vyrovnávací paměti projevil jako vý-
hodnější, jelikož analýzy či výpočty meta-atributů často pracují pouze s jedním sloupcem
současně, přičemž všechny hodnoty jednoho sloupce nebyl problém v operační paměti udržo-
vat.
5.6 Implementace automatické analýzy
Po dokončení procesu importu je spuštěna automatická analýza datové sady, kterou provádí
instance třídy DataSetAutoAnalyzer a která má za úkol:
1. Zjistit podle náhodného vzorku, zda se jedná o kvantitativní (numerický) atribut či
kategorický
2. Podle zjištěného typu provést
(a) pokud se jedná o numerický atribut
• Převod hodnot z objektů String na Double, pokud to lze, pokud ne, označit
za chybějící hodnotu
• Zjistit, jestli se jedná o binární atribut (pouze 2 hodnoty, byť číselné - např.
0,1)
• Vypočítat minimum, maximum a aritmetický průměr převedených hodnot
• Normalizovat hodnoty (pokud je ve sloupci normalizace nastavena) na in-
terval 〈0, 1〉
(b) pokud se jedná o kategorický atribut
• Vytvořit množinu všech hodnot, které se v atributu vyskytují
38
Kromě celkové automatické analýzy sady spouštěné po dokončení importu dat provádí
třída i operace diskretizace a normalizace (viz Kapitola 2.2) numerických sloupců na vyžá-




V průběhu tvorby systému bylo prováděno rozsáhlé testování s několika cíli. Prvním cílem
bylo získat dostatečný počet datových sad, které by vytvořily bázi meta-znalostí. Dalším
cílem bylo na tomto vzorku ověřit, zda rozhodovací strom, který byl navržen jako meta-
klasifikátor, je vhodnou metodou. Poslední částí pak byly experimenty na dříve vytvořené
bázi meta-znalostí a implementovaným rozhodovacím stromem J4.8.
6.1 Testovací prostředí
Část testování probíhala přímo na implementovaném systému, nicméně bylo zapotřebí vy-
užít i nástroje RapidMiner1 - open-source nástroje pro úlohy dolování dat.
Nástroj RapidMiner umožňuje snadné řešení úloh dolování dat na základní úrovni,
včetně úloh klasifikace. Prostředí umožňuje poměrně intuitivním způsobem graficky sestavit
řešení úlohy z jednotlivých bloků. Obsahuje také řadu komponent pro klasifikační úlohy,
proto byl vhodný pro ověření výkonnosti různých klasifikátorů.
Bylo možné v rámci jedné úlohy (jedné datové sady) umístit více bloků různých klasi-
fikačních metod a provádět testování všech metod současně.
6.2 Tvorba meta-báze
Cílem této části testování bylo získat bázi meta-znalostí, tj. charakteristiky datových sad
představujících data pro klasifikační úlohy a modely, které podávaly nejlepší výsledky při
klasifikaci dané úlohy.
Datové sady obsahující klasifikační úlohy byly čerpány jednak ze zdrojů FIT VUT -
vzorové datové sady používané v rámci předmětu Získávání znalostí z databází, jednak
z internetové databanky volně použitelných datových sad pro potřeby strojového učení2,
kterou provozuje Centrum strojového učení a inteligentních systémů Kalifornské univerzity.3
Z těchto datových sad byly v implementované aplikaci vytvářeny charakteristiky,
meta-atributy popsány v Kapitole 5.3. Získané charakteristiky datových sad ukazuje Ta-
bulka 6.1.
1Dostupný ke stažení na http://rapid-i.com/
2The UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/)




adult 14 0 0,000 0,797 3 8 0,571 6 0,429 32562 3,078 30,788
bank 16 0 0,000 0,521 2 9 0,563 7 0,438 45211 8,806 672,926
communities 217 0 0,000 5,854 98 1 0,008 127 0,992 1994 1,298 5,741
nursery 9 0 0,000 1,716 5 8 0,889 1 0,111 12961 0,000 -1,500
chars 17 0 0,000 4,700 26 1 0,059 16 0,941 20000 0,290 0,697
spam 58 1 0,017 0,967 2 0 0,000 58 1,000 4601 10,994 236,618
wine-red 12 0 0,000 1,709 6 0 0,000 12 1,000 1599 1,558 7,600
wine-white 12 0 0,000 1,862 7 0 0,000 12 1,000 4898 1,204 6,484
abalone 9 0 0,000 3,602 28 1 0,111 8 0,889 4177 0,682 9,926
au1 21 20 0,952 0,825 2 1 0,048 20 0,952 1000 0,149 -1,722
au2 251 38 0,151 0,940 2 75 0,299 176 0,701 10000 -0,021 -1,161
au3 46 45 0,978 2,256 6 1 0,022 45 0,978 25000 0,307 3,362
au4 101 7 0,069 1,318 3 43 0,426 58 0,574 2500 0,067 -1,144
au5 126 0 0,000 1,517 4 25 0,198 101 0,802 500 0,000 -0,903
arythmia 280 83 0,296 2,401 13 0 0,000 280 1,000 452 4,090 82,872
ballons 5 0 0,000 0,980 2 5 1,000 0 0,000 36
wdbc 32 0 0,000 0,953 2 1 0,031 31 0,969 569 1,883 8,793
wpbc 35 0 0,000 0,791 2 1 0,029 34 0,971 198 1,130 2,566
cardio 22 1 0,045 0,974 3 0 0,000 22 1,000 2126 2,098 20,340
cars 7 1 0,143 1,206 4 5 0,714 2 0,286 1728 0,000 -1,752
covtype 55 44 0,800 1,299 7 0 0,000 55 1,000 154265 28,699 4285,832
eboli 7 2 0,286 2,189 8 0 0,000 7 1,000 336 3,573 50,866
flag 28 13 0,464 2,546 8 3 0,107 25 0,893 194 2,187 12,005
glass 9 0 0,000 2,177 6 0 0,000 9 1,000 214 1,629 9,533
hepatitis 19 13 0,684 0,735 2 0 0,000 19 1,000 155 -0,078 1,456
Tabulka 6.1: Tabulka charakteristik zkoumaných datových sad, popis charakteristik: 1 -
počet atr., 2 - počet binárních atr., 3 - počet binárních atr., 4 - entropie třídy, 5 - počet
tříd, 6 - počet kategorických atr., 7 - poměr kategorických atr., 8 - počet numerických atr.,
9 - poměr numerických atr., 10 - počet vzorků, 11 - průměrné vychýlení, 12 - průměrná
špičatost
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Následným problémem bylo určení nejvhodnější klasifikační metody pro danou
sadu. Bylo nutné každou datovou sadu vyřešit jako klasifikační úlohu.
K řešení klasifikační úlohy byl použit nástroj RapidMiner. Schéma řešení úlohy je zob-
razeno na Obrázku 6.1. Řešení zahrnovalo testování křížovou validací následujících modelů:
• Rozhodovací strom C4.5 (označen jako Tree)
• Naivní bayesovská klasifikace (označena jako Bayes)
• Vícevrstvá perceptronová síť (1 skrytá vrstva s 10 neurony) (označena jako NN)
• Indukce pravidel (označena Rule)
• Klasifikace pomocí k-nejbližšího souseda (označena jako k-nn)
Obrázek 6.1: Řešení klasifikační úlohy datové sady v RapidMineru
Každá datová sada byla řešena podobným schematem jako na Obrázku 6.1 s případnými
korekcemi, pokud to příslušný algoritmus vyžadoval (převod kategorických atributů na
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numerické, případně opačně diskretizace hodnot na kategorie). Podle přesnosti jednotlivých
metod byl vybrán nejvhodnější model a byl doplněn do báze meta-znalostí. Výsledky získané
z RapidMineru ukazuje Tabulka 6.2.
Datová sada Nejvhodnější klasifikační metoda
adult rozhodovací strom
bank rozhodovací strom
communities naivní bayesovská klasifikace






















Tabulka 6.2: Nejlepší modely pro řešení klasifikačních úloh datových sad
6.3 Výběr meta-klasifikační metody
V rámci předchozích testování byla získána báze meta-znalostí obsahující 25 vzorků a ta
se stala předmětem meta-klasifikace. Testování meta-klasifikační metody opět probíhalo v
nástroji RapidMiner v rámci řešení podobné úlohy, jako při získávání báze.
Pomocí křížové validace s 10 koly byly testovány následující metody:
• Rozhodovací strom C4.5
• Naivní bayesovská klasifikace
• Vícevrstvá perceptronová síť (1 skrytá vrstva s 10 neurony)
• Indukce pravidel
• Klasifikace pomocí k-nejbližšího souseda
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Cílem této části testování bylo ověřit, zda rozhodovací strom je vhodnou klasifikační
metodou pro meta-klasifikaci charakteristik datových sad. Tabulka 6.3 ukazuje výkon, resp.
přesnost jednotlivých klasifikačních metod.
Klasifikační metoda Přesnost metody
rozhodovací strom 36.67% ± 20.82%
neuronová síť 36.67% ± 20.82%
indukce pravidel 31.67% ± 22.91%
k-nejbližší soused 25.00% ± 30.96%
naivní bayesovská klasifikace 18.33% ± 22.91%
Tabulka 6.3: Přesnost jednotlivých klasifikačních metod pro meta-klasifikaci
Proces získávání meta-dat je velmi časově náročný, zejm. je nutné pro každou datovou
sadu sestavit klasifikační úlohu, většinou definovanou pouze textovým popisem u sady,
úlohu vyřešit a vyhodnotit nejvhodnější klasifikační model. Z tohoto důvodu nebylo možné
vytvořit větší množinu testovacích meta-dat, a proto přesnosti klasifikátorů nebyly příliš
vysoké.
Přesto experimenty ukázaly, že rozhodovací strom je vhodný klasifikátor pro meta-
data. Celkově hodnoty přesnosti klasifikace nebyly příliš vysoké, nicméně toto bylo způso-
beno malým počtem vzorků meta-dat. Při průběžném testování se přesnost všech klasifiká-
torů zvyšovala s postupným doplňováním dalších datových sad.
6.4 Meta-učení
V této části experimentování byl podroben detailnějšímu rozboru rozhodovací strom a jeho
vlastnosti při trénování na meta-datech.
Poslední částí experimentů pak bylo v závěrečné fázi po implementaci algoritmu meta-
klasifikátoru naplnit databázi získanými charakteristikami a ověřit funkčnost implementace
J4.8.
V následujících kapitolách jsou zobrazeny chybové matice různých klasifikátorů, které
používají následující zkratky modelů:
• tree: rozhodovací strom
• bayes: naivní bayessovská klasifikace
• rule: indukce pravidel
• k-nn: klasifikace pomocí k-nejbližšího souseda
• neural net: neuronová síť
6.4.1 Experimenty s rozhodovacím stromem
Při testování rozhodovacího byly vyzkoušeny některé transformace dat, různé nastavení
diskretizace hodnot a výsledné stromy byly analyzovány.
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Při nastavení diskretizace na intervaly stejné šířky4 (na 3 koše) byl hlavním roz-
hodovacích uzlem atribut entropie třídy (viz Obrázek 6.2). Při redukci na 2 koše byl strom
podobný (viz Obrázek 6.3). Oba stromy však měly nízkou přesnost, oba shodně cca 7%,
chybovou matici obou stromů popisuje Tabulka 6.4.
Obrázek 6.2: Rozhodovací strom při diskretizaci na intervaly stejné šířky (3 koše)
Obrázek 6.3: Rozhodovací strom při diskretizaci na intervaly stejné šířky (2 koše)




tree bayes k-nn neural net rule
tree 2 3 2 2 2
bayes 3 0 1 0 1
k-nn 0 1 0 0 0
neural net 3 0 0 0 2
rule 1 0 0 2 0
Tabulka 6.4: Chybová matice stromu s diskretizací na intervaly stejné šířky
Nastavení diskretizace na intervaly stejné hloubky5 vytvořilo značně komplexnější
strom (viz Obrázek 6.4), jehož kořenovým uzlem byla opět entropie třídy. Nyní se ovšem
přesnost klasifikace pohybovala okolo 36%, chybovou matici tohoto stromu zobrazuje Ta-
bulka 6.5.
Obrázek 6.4: Rozhodovací strom při na diskretizaci na intervaly stejné hloubky (2 koše)
tree bayes k-nn neural net rule
tree 5 1 1 0 1
bayes 1 0 2 1 1
k-nn 1 1 0 0 1
neural net 2 1 0 3 1
rule 0 1 0 0 1
Tabulka 6.5: Chybová matice stromu s diskretizací intervaly stejné hloubky
Z výsledků testování rozhodovacího stromu se ukazuje, že jako klíčový atribut pro kla-
sifikaci je atribut entropie třídy.
6.4.2 Testování implementovaného meta-klasifikátoru
Výsledky implementovaného klasifikátoru J4.8 použitého v aplikaci (viz Tabulka 6.6, Ta-
bulka 6.7) byly podobné jako v prostředí RapidMineru, lze tedy očekávat, že tato imple-
mentace je vhodná a při větším počtu vzorů by podávala lepší výsledky.
5rozdělení rozsahu na takové intervaly, aby každý z nich obsahoval přibližně stejný počet vzorků
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Obrázek 6.5: Databáze meta-znalostí získaná experimenty se systémem
Correctly Classified Instances 9 36 %
Incorrectly Classified Instances 16 64 %
Kappa statistic 0.1753
Mean absolute error 0.2832
Root mean squared error 0.4655
Relative absolute error 90.3337 %
Root relative squared error 116.9644 %
Coverage of cases (0.95 level) 48 %
Mean rel. region size (0.95 level) 38.4 %
Total Number of Instances 25
Tabulka 6.6: Výstup křížové validace meta-klasifikátoru implementovaného v aplikaci
tree bayes k-nn rule neural net
tree 3 0 1 3 2
bayes 1 1 1 1 0
k-nn 0 1 0 0 2
rule 1 0 0 3 1
neural net 2 0 0 0 2




Práce stručně popisuje metody používané v oblasti dolování dat, techniky používané v
oblasti meta-učení a jejich možné využití v dolování dat. Zaměřuje se zejména na selekci
vhodného modelu pro klasifikační úlohy metodou meta-klasifikace nad množinou statistic-
kých charakteristik a charakteristik z teorie informací.
Navrhuje systém pro podporu klasifikačních úloh v dolování. Systém charakte-
rizuje datové sady a společně s nejvhodnějším klasifikačním modelem je ukládá do báze
meta-znalostí. Z báze pak vytváří meta-klasifikátor (rozhodovací strom), který je schopen
predikovat vhodný model pro nové datové sady.
Systém je navržen tak, aby šlo velmi snadno měnit strukturu meta-atributů i typy
klasifikačních modelů, které systém umí predikovat. Při dalším vývoji i běžném provozu se
počítá s častými změnami těchto vlastností.
S implementovaným systémem byly provedeny experimenty nad množinou 25 dato-
vých sad, které byly vyřešeny jako klasifikační úlohy použitím několika klasifikačních me-
tod. Následně z těchto řešení byl vyhodnocen nejvhodnější model pro danou datovou sadu
a spolu s charakteristikami tak byla vytvořena báze meta-znalostí. Nad touto bází byly
provedeny experimenty s meta-klasifikátorem a predikce modelů u nových datových sad.
Systém prokázal schopnost klasifikovat vytvořená meta-data s menší přesností, což bylo
způsobeno malým vzorkem datových sad, které se podařilo vyřešit. Po dobu experimentů
úspěšnost meta-klasifikace rostla spolu s počtem vzorků.
Zajímavým rozšířením projektu by byla jistá míra automatizace řešení klasifikačních
úloh. Bylo by tak možné získat větší počet vzorků pro bázi meta-dat, což byl v rámci vývoje
největší problém, a zvýšit tak schopnost úspěšné predikce. Pro tyto účely by také mohlo
být přínosné vytvořit veřejnou webovou službu umožňující uživatelům predikovat modely
pro zadané sady. Zároveň by to umožnilo rozšířit databázi meta-znalostí.
Dalším rozšířením by mohla být úprava výstupu systému z jednoho doporučeného mo-
delu na žebříček nebo pořadí několika pravděpodobně nejlepších modelů.
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• bin - spustitelná verze aplikace
• data
– datasets - použité datové sady
– metaset.csv - báze meta-dat ve formátu CSV
• doc - programová dokumentace vygenerovaná pomocí JavaDoc
• sql - SQL definice pohledu použitého nad rámec automaticky generovaných tabulek
• src
– lib - použité knihovny
– src - zdrojové kódy aplikace
• text
– tex - zdrojové kódy latexu textové zprávy
– text.pdf - elektronická verze zprávy v PDF
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