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Abstract—The capacity of wireless networks is greatly affected
by the available information on network states, such as network
topology, channel state, and traffic information. Previous research
has estimated the capacity of wireless networks by assuming
that each node in the network can obtain precise network
information. However, in reality, precise network information
may not be readily available, and it may require a large amount of
bandwidth resource to maintain accurate network information,
thus reducing the net data rate. In this paper, we study the
tradeoff between network performance improvement and the
communication overhead of transmitting network information.
To do so, we first determine the resource required to transmit
network information reliably. A channel model is presented for
the transmission of network information packets, and the net-
work protocols are modeled as coding schemes. An information-
theoretic method is used to obtain the lower bound on the
resource required to maintain accurate network information. We
use the result to find the optimal allocation of resource between
network information transmission and data transmission so as
to maximize the net data rate. The model can also be used to
derive the upper bound on wireless network performance for
topology-transparent algorithms.
I. INTRODUCTION
As wireless networks evolve, there is a trend toward decen-
tralized and self-organizing networks, in which network in-
formation, such as network topology, channel state and traffic
information, may be transmitted to assist network transmission
decisions. Previous research on the performance of wireless
networks has provided an upper bound on the achievable
performance by assuming that precise network information
is available. Gupta and Kumar first determine the capacity
of wireless networks under some idealized assumptions [1].
Franceschetti et al. close the gap between the capacity upper
and lower bounds in Gupta and Kumar’s original results under
the physical model [2]. Zhang and Hou extend this work to
networks with unlimited bandwidth [3]. Some researchers ana-
lyze the impact of interference on multi-hop wireless network
performance. Jain et al. use a conflict graph to model the
wireless interference and compute upper and lower bounds on
the network throughput [4]. Kodialam and Nandagopal analyze
the effect of interference on the achievable data rate in wireless
networks [5]. Kolar and Abu-Ghazaleh study the performance
of globally aware routing which is cognizant of the wireless
interference [6]. The scheduling effects on wireless network
performance have also been studied. Garetto et al. use a
Markovian model to estimate the effects of scheduling on the
throughput of CSMA channels [7]. Kolar and Abu-Ghazaleh
evaluate the scheduling interactions among several given links
and analyze the scheduling effects on network capacity [8].
We observe that wireless network performance depends not
only on the wireless interference or the scheduling algorithm,
but also on the available network information. However, pre-
vious research determines the capacity of wireless networks
by assuming the existence of an omniscient, which can obtain
precise network information and perform perfect scheduling.
In reality, available network information is mostly imprecise
and incomplete. Furthermore, in wireless networks, obtaining
network information may require large amount of bandwidth
resource. So, the objective of this paper is to study the tradeoff
between network performance improvement and the commu-
nication overhead of transmitting network information. In our
previous work [9], we have studied the minimum quantity
of network information required to achieve a given level
of network performance, where the network information is
treated as an information source, and the minimum information
is found by minimizing the code letters required to encode
the source. But how much resource should be allocated for
transmitting those code letters? Intuitively, when the capacity
of the network is small, it may take a large part of the
network bandwidth resource to transmit network information
reliably. In such cases, the optimal network performance may
be achieved by allowing erroneous information transmissions.
So, in this paper, we will answer the following two questions:
1) How much resource should be allocated for transmitting
network information reliably in an environment with
wireless interference?
2) What is the optimal resource allocation for transmitting
network information and data so as to maximize the
network performance.
In this paper, a packet transmission is modeled as an
input character of a noisy channel, where all the wireless
interference acts like the noise of the channel. We find that
any given scheduling protocol can be modeled as a coding
scheme, by simply mapping each packet to a code letter. So,
without searching for the optimal protocol, the lower bound
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on the transmitting rate which ensures zero probability of error
can be derived by applying the channel coding theorem. The
model can also be used to obtain the upper bound on the
performance of topology-transparent algorithms presented in
[10]–[12]. Since the optimal network performance may be
achieved when there are contentions among network infor-
mation transmissions, we analyze the relationship between
the failure rate and the transmitting rate of the network
information, and find the quantity of network resource that
should be allocated for information transmissions to achieve
the optimal network performance.
The main contributions of this paper are:
1) We model a packet transmission as a character going
through a noisy channel. We find that, for each trans-
mission, the input distribution of the channel determines
the effect of this transmission on other nodes. By con-
sidering the relationship between the input distribution
and the transition matrix of the channels, the interactions
among nodes in the network are modeled accurately.
2) In this work, we study the tradeoff between network
performance improvement and information collection
overhead. The maximum network performance and the
optimal resource allocation scheme is derived by con-
sidering the communication overhead.
3) Almost all existing work on wireless network perfor-
mance makes the unrealistic assumption that there is an
omniscient who has perfect information and performs
perfect scheduling. Different from previous work, we
derive performance upper bound without assuming such
an omniscient.
The rest of the paper is organized as follows. Section
II describes the network model used throughout the paper.
Section III analyzes the lower bound on the resource required
to transmit a given quantity of network information. Section
IV studies how to allocate the resource between information
transmission and data transmission so as to achieve the optimal
network performance. Section V studies the upper bound on
wireless network performance. Section VI concludes the paper.
II. NETWORK MODEL
As in [1], we scale space and suppose that N nodes are
uniformly located in a region of area 1m2. ni denotes the
i-th node, and dij denotes the distance between nodes ni
and nj . The communication range is RC , i.e., each node
can transmit with a maximum radius RC . RI(r) denotes the
interference range when the communication range RC is equal
to r. According to [13], RI(r) = ρr, where ρ ≈ 1.78. Let
SI(r) denote the interference area when the communication
range is r, and SI (r) = π (ρr)2. It is assumed that when
transmitting data, the communication range of each node is
set to be rC . Since nodes may want information beyond rC ,
the communication range is set to be rD when transmitting
network information, and usually rD > rC .
We introduce an idle character, denoted . For each sender-
receiver pair, when the sender is idle, we regard it as equivalent
to sending an idle character . Obviously, the “transmission”
of the idle character will not cause any wireless interference
or have any impact on the performance of other nodes. Note
that except for the idle character, any other message will cause
wireless interference. If a transmission of a message fails due
to wireless interference, the receiver is regarded as having
received a character f , which indicates noise.
We use the protocol interference model [1] to define the
conditions for a successful wireless transmission.
Protocol Interference Model: the transmission from node
ni to nj is successful if
1) dij ≤ RC ,
2) any node nk, such that dkj ≤ RI , is not transmitting.
When transmitting network information, each node uses
a fixed power which is large enough to broadcast network
information to all the nodes within rD. Therefore, for each
receiver, the information is received successfully if none of
the nodes within its interference range, which is equal to ρrD,
is transmitting non-idle characters.
III. RESOURCE BOUND FOR NETWORK INFORMATION
In this section, we analyze the minimum network resource
required for transmitting network information reliably in an
environment with wireless interference.
If there is no wireless interference, the network information
can be transmitted accurately. Otherwise, a packet collision
happens and the transmission of the network information fails.
So, for each link, two discrete channels shown in Figure 1 can
be used to model the transmission of the network information
packets, each of which is mapped to an input letter of the
channel. For the i-th link, suppose the input Xi takes values
in {w1, w2, · · · , wn, }, and the output Yi takes values in
{w1, w2, · · · , wn, , f}, where is the idle character, and f
is the noise character. As shown in Figure 2, we assume that,
as in a time division multiple access system, the packets are
synchronized and with the same length.
We use a variable si to indicate whether there is wireless
interference affecting transmission on the i-th link. When
si is 0, which means there is no wireless interference, the
input characters can be received accurately. When si is 1, the
transmission fails, and the output Y will receive the noise
character f with probability 1. Suppose the distribution of si
is given by
P (si = 0) = 1− εi, and P (si = 1) = εi,
where 0 ≤ εi ≤ 1.
The probability distribution of si (i.e. the value of εi)
depends on the behavior of the other nodes in the net-
work. Intuitively, when each node sends a non-idle character
with higher probability, the probability of collision increases,
thereby leading to a larger εi.
It has been proved that if neither the decoder (receiver) nor
the encoder (sender) gets the information of si, the interference
acts as noise and the capacity of the channel is the same as
the one depicted in Figure 3 [14]. So, for the i-th link, the
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quantity of information the receiver can obtain is
I (Xi;Yi) =
n∑
j=1
Qi (wj) I (wj ;Y ) +Qi ( ) I ( ;Y )
where Qi(x) is the probability that link i sends a character x,
and
n∑
j=1
Qi (wj) +Qi ( ) = 1.
Let εN denote the vector (ε1, · · · , εN ), and QN ( ) denote
(Q1 ( ) , · · · , QN ( )). Intuitively, we hope εN , which indi-
cates the probability of error, to be as small as possible, so
that the receiver can receive the information more accurately.
However, since the links in wireless networks are not isolated,
the transition matrix of each channel depends on the input
distributions of the other channels. For the i-th channel, εi will
only decrease when other nodes transmit an idle character with
larger probability. So, when εN becomes smaller, although the
noise of each channel becomes smaller, and each packet can
be received accurately with larger probability, the information
contained in each packet may become less, which will lead
to a smaller channel capacity. An extreme case is when
εN = (0, · · · , 0), then QN ( ) = (1, · · · , 1). Though all the
packets can be received without error, the entropy of each
packet is 0, and the corresponding network capacity is 0.
To find the minimum network resource required to transmit
a given quantity of network information is equivalent to finding
the maximum quantity of information that can be transmitted
successfully through the network per unit time. So, we define
our objective function as
G = max
QN=
(−→
Q1,
−→
Q2,··· ,−−→QN
)
N∑
i=1
I (Xi;Yi)
where
−→
Qi = (Qi (w1) , · · · , Qi (wn) , Qi ( )) is the input
distribution of the i-th channel. The objective is to find
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an optimal combination of the input distributions of all the
channels, so that the network capacity can be maximized.
For a transmission on the i-th link, a node nk may interfere
with the transmission if two conditions are satisfied,
1) nk is within the interference range of the receiver, and
this occurs with probability SI(rD).
2) nk is transmitting a non-idle character, and this occurs
with probability is 1−Qk( ).
So, the probability that this transmission has a collision
with nk is SI(rD)(1 − Qk( )). Since there are N nodes in
the network, and the transmission will be successful if none
of the nodes collides with it, the probability of a successful
transmission is given by
1− εi =
N∏
k=1,k =i
(1− SI(rD) (1−Qk ( ))) (1)
Suppose (Qi (w1) , · · · , Qi (wn)) is denoted by −→Qi (wn),
and
(−→
Q1 (wn) , · · · ,−→QN (wn)
)
is denoted by QN (wn). From
Equation (1), we can see that the value of εN depends only on
QN ( ), namely, when QN ( ) is fixed, I(Xi;Yi) depends only
on
−→
Qi (wn), and
−→
Qi (wn) will not affect I (Xj ;Yj) (i = j).
So, the network capacity can be written as
G = max
QN ( )
N∑
i=1
max−→
Qi(wn)
I (Xi;Yi) (2)
As shown in Figure 3, since the transition matrix of
w1, w2, · · · , wn is symmetric, the mutual information is max-
imized when the inputs w1, w2, · · · , wn are with equal prob-
ability [15], i.e., Qi (w1) = Qi (w2) = · · · = Qi (wn) = αi.
Note that with efficient source coding, the input characters
(packets) should have the same probability. We assume that
the source coding is efficient, and the condition that Q (w1) =
· · · = Q (wn) can always be satisfied. So,
max−→
Qi(wn)
I (Xi;Yi) = (1− εi) (nαi log n)−
(1− εi) (nαi log nαi + (1− nαi) log (1− nαi))
(3)
Note that nαi log nαi+(1− nαi) log (1− nαi) ≤ 1bit. So,
when n is large, which is exactly the case in most practical
systems (because n = 2l, where l is the length of each packet),
we have
max−→
Qi(wn)
I (Xi;Yi) ≈ (1− εi)nαi log n
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Then the network capacity is given by
G = n log nmax
αN
N∑
i=1
αi
N∏
k=1,k =i
(1− SI(rD)nαk) (4)
where αN = (α1, · · · , αN ).
The optimization problem in Equation (4) can be solved by
the Lagrange Multiplier Method. The solution is given by⎧⎨
⎩
∀i, nαi = 0 or 1
N∑
i=1
nαi = m
(5)
where
m =
⎧⎨
⎩
N if β ≥ N ;
β	 if β < N and ββ < 1− SI(rD);

β otherwise.
and β = − 1ln(1−SI(rD)) .
The optimal solution is that, at any time, the number of
active nodes, i.e., nodes transmitting non-idle characters, is
m. The corresponding network capacity is given by
G = m (1− SI(rD))m−1 log n. (6)
Since there are N nodes in the network, the capacity of
each channel is
C =
G
N
(7)
Suppose R is the data rate in bits per packet, and R = log nL ,
where L is the number of time slots for each packet. According
to the Channel Coding Theorem, we have R < C, and
L >
log n
C
=
N
m(1− SI(rD))m−1
So, to transmit a packet successfully, at least
N
m(1−SI(rD))m−1 time slots are required.
Note that the result is based on the assumption that the nodes
in the network are uniformly distributed. Some may argue
that the result cannot be applied to a given fixed topology.
In fact, wireless networks are typically mobile, and a fixed
network with precise topology information available is not
our focus. Our result can be interpreted as the time weighted
average performance of a mobile network where the nodes
are uniformly distributed at each snapshot. When there is no
precise topology information, the best the nodes can do is to
follow Equation (5), so that the expected network throughput
over all possible topologies is maximized.
IV. ANALYSIS OF RESOURCE ALLOCATION
In Section III, we determine the amount of resource required
to transmit the network information without error. However,
insisting on a zero failure rate of network information trans-
mission will consume valuable network resource. The con-
sumed resource may be more than that gained due to using
this more accurate information. In this section, we study the
optimal resource allocation between information transmission
and data transmission.
According to the result in [15], an error probability per
source digit of δ can be achieved through appropriate coding
if the channel capacity C ′ (in bits per source symbol) satisfies
C ′ > A− h (δ)− δ log (K − 1)
where A is the entropy of the source in bits, K is the alphabet
size of the source, and h (δ) = −δ log δ− (1− δ) log (1− δ).
Suppose the length of the code for each source letter is λ,
i.e., the number of channel uses per source symbol is λ, and
the channel capacity per channel use is C0. Then C ′ = λC0.
So, to achieve an error probability of δ, the minimum length
of the code for each source symbol is
λmin =
A− h (δ)− δ log (K − 1)
C0
(8)
Now we will study how much resource should be allo-
cated for network information transmission by analyzing the
Multiple Access Collision Avoidance (MACA) [16] protocol
which uses Request-To-Send (RTS) and Clear-To-Send (CTS)
to prevent collisions. If a node wants to send a packet, it first
sends an RTS signal. If the receiver gets the RTS signal and it
is available, it returns a CTS signal. The basic idea of MACA
is that any node that overhears a CTS signal has to defer its
own transmissions for the length of the data transmission so as
to avoid collisions. However, collisions may still occur when
the CTS signal is not received by some nodes which happen
to have transmissions.
Suppose the nodes in the network are homogeneous. Con-
sider a data transmission between a sender ni and a receiver
nj . According to MACA, prompted by an RTS from ni, nj
broadcasts a CTS signal. Let pe be the probability that the CTS
signal is not received by a node which may interfere with the
transmission. Let pt be the probability that a neighboring node
of nj transmits conditional on the fact that it does not receive
the CTS signal sent by nj . Then for each node, the probability
that it has a conflict with the transmission from ni to nj
is SI(rC)pept, where rC is the communication range when
transmitting data. As in [17], we assume that the probability
each node collides with the packet is independent, then the
probability of a successful transmission is
ps = (1− SI(rC)pept)N−2 (9)
Suppose each CTS packet is log n bits, and the channel
capacity in bits per packet is C. According to Equation (8), to
achieve an error probability of pe, the number of bits required
for transmitting a CTS signal is
uc = log n× log n− h (pe)− pe log (n− 1)
C
(10)
where C is given by Equation (7).
Suppose the average packet payload size is u. The net
data rate rN is defined as the average amount of payload
information transmitted successfully per channel use, then
E (rN ) =
ups
u+ uc
(11)
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Substituting Equations (9) and (10) in (11), we have
E (rN ) ≈ u (1− SI(rC)ptpe)
N−2
u+ (log n)
2
C (1− pe)
(12)
The optimal value of pe is given by,
p∗e =
{
0 if uC
uC+(logn)2
≥ (1−SI(rC)pt)N−2u
1 otherwise
(13)
Therefore, to achieve the optimal net data rate, when
uC
uC+(logn)2
≥ (1−SI(rC)pt)N−2u , the receiver should not trans-
mit any CTS packet; otherwise, (log n)
2
C bits are required for
transmitting the CTS signal.
V. NETWORK CAPACITY WITHOUT NETWORK
INFORMATION
Previous research has determined the performance bounds
for wireless networks by assuming that precise network infor-
mation can be derived. In reality, however, available network
information is mostly imprecise and incomplete. Furthermore,
in wireless networks, obtaining network information may re-
quire large amount of bandwidth resource. So, many topology-
transparent algorithms have been proposed to maximize the
network performance [10]–[12]. The network model defined
in Section II may be used to analyze topology-transparent
algorithms. It is assumed that all nodes always have packets
waiting to send, and each node chooses one of its neighbors
(if it has any) randomly to start a transmission. Suppose the
network runs the TDMA protocol, and the rate of the wireless
channel is W bits/sec. The network throughput μ is defined as
the quantity of information (in bits) transmitted in the network
per second. Let μi be the quantity of information transmitted
by ni per second, then we have
E (μ) = E
(
N∑
i=1
μi
)
=
N∑
i=1
E (μi)
For each node, if it does not have any neighbors, it can not
perform any transmission. Let pc be the probability of having
neighbors, and pc = 1 −
(
1− πr2C
)N−1
. According to the
result in Section III, for each link, the average number of bits
transmitted successfully by sending a packet is C. Then
E (μi) = pcWC/l
where l is the length of each packet, and
E (μ) = pcWG/l = pcWm(1− SI(rC))m−1 (14)
VI. CONCLUSIONS
In this paper, we have presented a channel model and an
information-theoretic methodology for computing bounds on
the resource required to transmit network information reliably
in wireless networks. By noting that the optimal network
performance may be achieved when erroneous network in-
formation transmission is allowed, we study the relationship
between the failure rate and the transmitting rate of the net-
work information, and find the optimal allocation of network
resource between information and data transmissions.
Using the proposed channel model, we have also analyzed
the performance of wireless networks where no information is
exchanged, such as in a topology-transparent algorithm. The
results obtained are more realistic than existing work which
assumes perfect information is available.
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