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Abstract
A critical task of a radar receiver is data association, which assigns radar target detections to target filter
tracks. Motivated by its importance, this paper introduces the problem of jointly designing multiple-input multiple-
output (MIMO) radar transmit beam patterns and the corresponding data association schemes. We show that the
coupling of the beamforming and the association subproblems can be conveniently parameterized by what we term
an ambiguity graph, which prescribes if two targets are to be disambiguated by the beamforming design or by the
data association scheme. The choice of ambiguity graph determines which of the two subproblems is more difficult
and therefore allows to trade performance of one versus the other, resulting in a detection-association trade-off.
This paper shows how to design both the beam pattern and the association scheme for a given ambiguity graph. It
then discusses how to choose an ambiguity graph achieving close to the optimal detection-association trade-off.
I. INTRODUCTION
A. Motivation and Summary of Results
One of the key advantages of multiple-input multiple-output (MIMO) radar systems is that they enable
adaptive transmit beamforming. This technique adaptively steers radar beams to better illuminate a target
of interest while reducing the received signal contribution from other targets, jammers, or clutter [2]. There
has been significant recent interest in designing these transmit beam patterns, summarized in Section I-B
below.
The performance of a transmit beam pattern depends on the corresponding receiver architecture. A
standard radar receiver architecture for tracking targets consists of two main building blocks: detection
of potential targets and track filtering (see, e.g., [3, Chapter 7.3.4], [4], [5]). The two are linked by an
association step, which uses the target priors to assign each detection to one of the tracks. The association
step ensures that all the detections assigned to the same track are in fact caused by a single target across
time. Correct association is critical, since errors in this step can lead to tracking failure.
The simplest transmit beamforming methods focus on optimizing coverage within the field of view.
More advanced methods utilize prior information from the tracker, such as estimates of the targets’ azimuth
angles. However, to the best of our knowledge, prior work effectively ignores the association step during
the beamforming design (see Section I-B).
In this paper, we initiate the joint design of the beam pattern and the data association scheme. We show
that the coupling of the two is captured by what we term an ambiguity graph. The vertices of this graph
are the targets. Two vertices connected by an edge correspond to targets that are “difficult” to disambiguate
using the prior distributions during data association. They therefore should not be simultaneously illumi-
nated by the beam pattern. Conversely, two vertices not connected by an edge correspond to targets that are
“easy” to disambiguate during data association. They therefore do not place any constraints on the beam
pattern. The choice of precisely which targets are “difficult” or “easy” to disambiguate allows to trade the
performance of the beamformer and the association scheme. We refer to this as the detection-association
trade-off.
The joint beamforming and association design problem can then be broken up into three subproblems:
First, designing an optimal beam pattern respecting the constraints of a given ambiguity graph. Second,
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2finding an appropriate association scheme for a beam pattern with the given ambiguity graph. Third,
choosing a Pareto-optimal ambiguity graph operating on the boundary of the detection-association trade-
off.
We term the first subproblem the ambiguity-aware beamforming problem. We show that the ambiguity-
aware beamforming problem can be formulated as a semidefinite optimization problem, which is efficiently
solvable using interior-point methods. Through analysis and several simulations, we demonstrate two
types of performance improvements due to the beamforming being ambiguity aware: an improvement
in transmit power gain and an improvement in target identifiability. The transmit power gain increases
detection performance for a fixed number of targets. The improvement in target identifiability increases
the number of targets that can be tracked for a fixed number of radar antennas. Through analysis and
numerical simulations, we demonstrate that both of these gains can be quite substantial.
To solve the second subproblem, we propose an ambiguity-aware nearest-neighbor association scheme.
This association scheme is a generalization of the well-known nearest-neighbor association scheme. Unlike
that scheme, it explicitly takes the structure of the beam pattern (captured by the ambiguity graph) into
account. The proposed association scheme has a cubic worst-case computational complexity in the number
of targets being tracked.
Finally, we consider the third subproblem of choosing a Pareto-optimal ambiguity graph operating
on the boundary of the detection-association trade-off. This problem turns out to be a computationally
difficult combinatorial optimization problem. We therefore propose a design heuristic and show through
simulations that it can yield near-optimal performance.
B. Related Work
Multi-antenna radar systems can broadly be classified into two categories: phased arrays [3, Chapter 3],
in which phase-shifted versions of the same signal are emitted from the antennas, and MIMO radar [2], in
which general signals can be emitted from the antennas. The increased adaptability of MIMO radar offers
significant advantages over phased-array radar, including increased target identifiability and flexibility in
transmit beam pattern design [2].
A number of prior works have studied the problem of designing transmit beam patterns for MIMO
radar systems. These methods vary in the amount of prior target information, generally obtained from the
track filters at the receiver, they utilize. Some methods do not use any prior target information and focus
on creating beam patterns with wide coverage [6].
A large body of literature creates beam patterns adapted to the tracked targets’ azimuth angles. One
such approach designs the beam pattern using a two-step process, which first selects a cross-correlation
matrix to achieve a desired beam pattern and then chooses signals having that correlation [7]. Another
approach decouples the spatial and temporal dimensions of the beamforming design [8], [9]. Yet another
class of methods adopts a beam-space approach to beamformer design [10]–[14], which aims to combine
the benefits of phased-array and MIMO radar. Beamformer designs that are robust to mismatches between
the presumed and actual beamforming vectors are studied in [15]. In the automotive context, beamforming
has also been studied from the perspective of interference avoidance [16].
A few recent works [17], [18] have addressed the question of adapting beam patterns for improved de-
tection. Some works focus on adapting waveforms to account for change in clutter in the radar scene [19]–
[21], while other works focus on adaptive beamforming to improve tracking [17], [22], [23].
The different methods described above design beamforming patterns to maximize detection accuracy and
are not directly concerned with the resulting association problem. In contrast, in this paper we explicitly
take the data association problem into account while designing the beam pattern, and we show that there
is in fact a trade-off between the detection and the association performance.
C. Organization
The remainder of this paper is organized as follows. Section II introduces the problem setting. Section III
shows how to solve the ambiguity-aware beamforming problem. Ambiguity-aware association schemes
3and how to choose a Pareto-optimal ambiguity graph are discussed in Section IV. Section V contains
discussions and concluding remarks.
II. PROBLEM SETTING
We consider a monostatic radar system with N antennas. Denote by a∗n(θ) ∈ C and bn(θ) ∈ C the
transmit and receive gains of antenna n at azimuth angle θ. Assume we emit the complex, baseband-
equivalent, vector-valued signal s(t) ∈ CN with t ∈ [0, T ) from the antenna array. The corresponding
(noiseless, baseband-equivalent) received signal after reflection from a point target with unit radar cross-
section at range τc/2, Doppler shift ω, and azimuth angle θ is
x(t; τ, ω, θ) , b(θ)a†(θ)s(t− τ) exp(jωt).
Note that here and in the following we use lowercase bold font for vectors and uppercase bold font for
matrices. The vector a(θ) has components an(θ) and similar for the vector b(θ). The symbol ·† denotes
the conjugate transpose. Finally, c denotes the speed of light. For general radar cross-section h ∈ C, the
reflected signal is hx(t; τ, ω, θ). Observe that the radar cross-section h includes the path loss.
For K targets with parameters (τk, ωk, θk) and radar cross-section hk for k ∈ {1, 2, . . . , K}, the received
signal is then
y(t) ,
K∑
k=1
hkx(t; τk, ωk, θk) + z(t),
where z(t) is Gaussian receiver noise.
We aim to track the parameters of these K targets from the received signal y(t). The standard receiver
architecture uses a matched filter bank, with each filter tuned to one parameter triple. The output of the
matched filter tuned to (τ, ω, θ) is
r(τ, ω, θ) ,
N∑
n=1
∫ T+τ
t=τ
yn(t)x
∗
n(t; τ, ω, θ) dt
=
N∑
n=1
∫ T+τ
t=τ
yn(t)s
†(t− τ) exp(−jωt) dta(θ)b∗n(θ). (1)
Following [8], we make throughout the remainder of this paper the assumption that the transmitted
signal has the form
s(t) ,Ws˜(t)
for some matrix W ∈ CN×N satisfying tr(WW †) = 1 and for some s˜(t) ∈ CN with support t ∈ [0, T )
and with approximate bandwidth B. Here, s˜(t) is assumed to have good cross-correlation properties,
meaning that it has matrix-valued ambiguity function χ(∆τ,∆ω) ∈ CN×N satisfying
χ(∆τ,∆ω) ,
∫ T+min{∆τ,0}
t=max{∆τ,0}
s˜(t)s˜†(t−∆τ) exp(−j∆ωt) dt
≈ 1(0,0)(∆τ,∆ω)I, (2)
where
1(0,0)(∆τ,∆ω) ,
{
1, if (∆τ,∆ω) = (0, 0),
0, otherwise.
The temporal support T and the bandwidth B of the waveforms place limits of order 1/B on the resolution
of ∆τ and of order 1/T on the resolution of ∆ω. The identity (2) holds up to those resolution limits. See
Appendix A for a formal definition of these limits. In the same appendix, we also describe and analyze a
construction for waveforms having property (2) for large enough values of time-bandwidth product BT .
4For simplicity, we make in the remainder of the paper the assumption that (2) holds with equality, i.e.,
that the ambiguity function is ideal.
Assuming an ideal ambiguity function, the matched filter output (1) can be simplified after some algebra
to
r(τ, ω, θ) =
K∑
k=1
hk exp
(−j(ω − ωk)τk)1(0,0)(τ − τk, ω − ωk)b†(θ)b(θk)a†(θk)Ra(θ) + z˜(τ, ω, θ), (3)
where
R ,WW †
is the beamforming matrix and z˜(τ, ω, θ) is the filtered receiver noise. Observe that R satisfies tr(R) =
tr(WW †) = 1.
A common procedure for tracking the parameters (τk, ωk, θk) for the K targets consists of two steps,
a detection step followed by an association step. In the first step, we detect the targets. This is done by
thresholding the matched filter outputs r(τ, ω, θ). I.e., we find all (τˆ , ωˆ, θˆ) such that |r(τˆ , ωˆ, θˆ)| is strictly
above some threshold. In the second step, we associate each such detection (τˆ , ωˆ, θˆ) with a target track
using an association rule.
Assume that we have prior information about the parameters (τk, ωk, θk). This prior is typically derived
from the output of the prediction stage of a filter tracking these targets. It can be used to define a gate, i.e.,
a region of parameter space in which we expect the true parameters for a fixed target to fall. Similar to
other works in the literature [8], we make for now the simplifying assumption that the prior information
on the azimuth angle is precise, so that θk is in effect known a priori. Section V discusses how this
assumption can be relaxed. With this assumption, the gate Sk for target k is a subset of R2 in which we
expect the parameter tuple (τk, ωk) to fall.
We now formalize a somewhat stylized association rule that we will use throughout the paper: For
each target track k ∈ {1, 2, . . . , K}, find all detections of the form (τˆ , ωˆ, θˆ) with (τˆ , ωˆ) ∈ Sk, and θˆ = θk
(which is known a priori by assumption). If there is a single such detection, then we associate it with
the track for target k. If there are zero or more than one such detections, then we declare an association
error. In this association rule, the priors are used to gate the detections. Further, the detection-to-track
association is performed only if this gating removes all association ambiguity. While this association rule
is quite simple, it includes several standard rules as special cases.
Example 1 (Rectangular Gates). From the prior, we can derive lower bounds (τ−k , ω
−
k ) and upper bounds
(τ+k , ω
+
k ) for the parameter tuple (τk, ωk). For example, τ
+
k could be chosen as the prior mean of τk
plus three standard deviations (and similarly for the other bounds). We can then construct the standard
rectangular gating set Sk , [τ−k , τ+k ]× [ω−k , ω+k ]. ♦
Example 2 (Nearest-Neighbor Gates). Let fk(τ, ω) be the prior density on the parameters (τk, ωk) of
target k. Set
Sk ,
{
(τ, ω) : fk(τ, ω) > fk′(τ, ω) for all k′ 6= k
}
.
See Fig. 1 for an illustration. The resulting gating sets partition the space R2. For Gaussian priors with
equal variance, the resulting partition is a Voronoi partition. The corresponding association rule assigns
each detection to the track it most likely came from. This is similar to the standard nearest-neighbor or
greedy association rule. ♦
For future reference, we define
Ek ,
{
k′ ∈ {1, 2, . . . , K} \ {k} : Sk′ ∩ Sk 6= ∅
}
(4)
as the targets k′ that are a-priori ambiguous with respect to target k.
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Fig. 1. Illustration of nearest-neighbor gating sets {Sk}. The dots show the expected target parameters from the priors. The figure assumes
equal-variance Gaussian priors, so that the resulting gating sets form a Voronoi partition.
To understand the interaction between data association and beamforming, consider initially a scenario
with K = 2 targets with known azimuth angles θ1 and θ2. Assume the matched filter outputs |r(τ1, ω1, θ1)|,
|r(τ1, ω1, θ2)|, |r(τ2, ω2, θ1)|, |r(τ2, ω2, θ2)| are all above the detection threshold. Without further knowledge
we cannot unambiguously solve the association problem. Indeed, (τ1, ω1) could be correctly associated
with target one and (τ2, ω2) correctly with target two. However, alternatively, (τ1, ω1) could be incorrectly
associated with target two and (τ2, ω2) incorrectly with target one. Without additional information, both
associations are equally valid from the radar receiver’s point of view.
This ambiguity can be resolved in two ways. First, through additional prior information about τk and ωk.
If the gates S1 and S2 do not intersect (or, equivalently, if 2 /∈ E1), then one of the two data associations
is invalidated by the prior.
Second, by designing the transmitted signals to ensure that two of the matched filter outputs are less
than the detection threshold, say δ. I.e.,
|r(τ1, ω1, θ2)| ≤ δ,
|r(τ2, ω2, θ1)| ≤ δ.
In this case, one of the two data associations is invalidated by the observations.
Consider next the general case with K targets. Assume for the moment that the received signal is
noiseless, and set the detection threshold to zero. Under this assumption and using (3), the matched filter
output r(τˆ , ωˆ, θˆ) is nonzero, and hence a potential target detected, if and only if (τˆ , ωˆ) = (τk, ωk) for
some k ∈ {1, 2, . . . , K} satisfying
|hkb†(θˆ)b(θk)a†(θk)Ra(θˆ)| 6= 0.
Consider the resulting association problem. Our association rule (defined just above Example 1) will
assign all detections to tracks without declaring an error if, for every k, there is exactly one tuple (τˆ , ωˆ)
inside the gating set Sk for target k such that r(τˆ , ωˆ, θk) is nonzero.
From the above discussion, the association problem has a unique solution if the following two sufficient
conditions hold. First, for every k ∈ {1, 2, . . . , K},
|hk|‖b(θk)‖2a†(θk)Ra(θk) > 0,
so that the correct target is detected. Second, for every k ∈ {1, 2, . . . , K} and every k′ ∈ Ek,
hkb
†(θk′)b(θk)a†(θk)Ra(θk′) = 0,
so that hard to disambiguate targets are not simultaneously illuminated. This second condition ensures
that the association is unambiguous. Crucially, these conditions depend solely on the prior knowledge of
the target parameters (i.e., the gates Sk and the azimuths θk).
6To focus on the essential aspect of the problem, we enforce in the following the slightly stronger
condition that
a†(θk)Ra(θk) > 0, (5)
for every k and that
a†(θk)Ra(θk′) = 0 (6)
for every k and k′ ∈ Ek.
To guard against receiver noise, we further want the transmit power gaing (5) to be as large as possible
for all targets. In fact, for fixed detection threshold, we can upper bound the probability of detection error
as a decreasing function of the left-hand side of (5) for the worst target k (see, e.g., [3, Chapter 6.3]).
The optimal ambiguity-aware beamforming problem is therefore1
maximize
R ∈ CN×N
min
k∈{1,2,...,K}
a†(θk)Ra(θk)
subject to a†(θk)Ra(θk′) = 0, ∀k and ∀k′ ∈ Ek,
tr(R) = 1,
R  0
(7)
Here R  0 denotes that the matrix R is positive semidefinite (which implies that it is Hermitian).
The structure of the ambiguity-aware beamforming problem can be conveniently described by a graph
with vertices {1, 2, . . . , K} (one for each target) and an edge between vertex k and k′ if k′ ∈ Ek. Since
k′ ∈ Ek if and only if k ∈ Ek′ by construction, this graph is undirected. We refer to this graph as the
ambiguity graph in the following. The next example introduces a special case of this graph that will be
used to illustrate the results throughout the paper.
Example 3 (Ambiguity Graph). Consider a vehicular scenario with a radar at a crossroad on which several
cars are driving in the same direction. This scenario is depicted in Fig. 2(a). The corresponding expected
values of the target parameters τk and ωk are shown in Fig. 2(b) by black dots together with rectangular
gates Sk , [τ−k , τ+k ]× [ω−k , ω+k ] as defined in Example 1 indicated in gray. Observe from Fig. 2(b) that only
the gating sets of neighboring vehicles intersect. The resulting ambiguity graph is depicted in Fig. 2(c). ♦
Remark 1: If we have no prior information about the parameters τk and ωk, then all targets are a-priori
ambiguous. The resulting ambiguity graph is therefore complete (i.e., has and edge between every pair of
distinct targets). In this case, the ambiguity-aware beamforming problem essentially reduces to the setting
in [8]. However, for partial ambiguity graphs, like the one introduced in Example 3, the problem and its
solution are quite different. This connection is discussed further in Example 7 in Section III.
III. OPTIMAL AMBIGUITY-AWARE BEAMFORMING
The ambiguity-aware beamforming problem defined in (7) can be solved efficiently as follows. Note that
the function a†(θk)Ra(θk) is linear in R and hence, in particular, concave. Since the minimum of concave
functions is again concave, this implies that the objective function of (7) is concave in R. The conditions
a†(θk)Ra(θk′) = 0 and tr(R) = 1 are linear inR. Further, we have the positive semidefiniteness constraint
R  0, which describes a convex set. Thus, we are dealing with a convex problem, which can actually
be rewritten as a semidefinite program by introducing a slack variable to handle the minimization over k.
These programs can be solved efficiently using interior-point methods [24].
We illustrate this approach with several examples.
1To minimize the aforementioned probability of detection error, the term |hk|‖b(θk)‖2 should be added to the objective function of (7).
We prefer to drop this term here to simplify the notation, since it does not change the nature of the problem as discussed above. Further,
the hard zero-forcing constraint (6) could be replaced by a weaker constraint that the interfering signal contribution is below the noise floor,
as is discussed in Section V.
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(b) Doppler-range plane
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Fig. 2. Vehicular scenario, resulting parameter ambiguity in the Doppler-range plane, and corresponding ambiguity graph.
Example 4. Consider a scenario with N = 3 uniformly spaced antennas at half-wavelength separation
and with K = 3 targets at azimuth angles θ1 = −60◦, θ2 = 0◦, and θ3 = 60◦. The corresponding transmit
antenna gains are
an(θ) , exp
(
j(n− 1)pi sin(θ)). (8)
Assume first that the ambiguity graph is complete (i.e., Ek , {1, 2, . . . , K} \ {k} for each k so that the
ambiguity graph has an edge between every pair of targets). The corresponding optimal transmit beam
pattern a†(θk)Ra(θ) with R the solution to (7) as a function of azimuth angle θ for fixed θk is shown in
red/gray in Fig. 3.
Assume next that the ambiguity graph contains only edges between neighboring targets (as introduced
in Example 3). The corresponding optimal transmit beam pattern is shown in black in Fig. 3.
Comparing the two curves in Fig. 3, two key differences are apparent. First, the beam pattern for the
complete ambiguity graph has an additional null in Figs. 3(a) and 3(c). Second, by not having to enforce
these nulls, the beam pattern for the partial ambiguity graph is able to increase the transmit power gain
at the desired target by 4.3 dB (from −3.2 dB to 1.1 dB). ♦
As the previous example shows, taking the reduced ambiguity between the targets (captured by the
ambiguity graph being incomplete) into account can improve the transmit power gain. This improvement
is explored further in the next example.
Example 5 (Transmit Power Gain). Consider N uniformly spaced antennas at half-wavelength separation
and with K = N targets. Target k ∈ {1, 2, . . . , K} has azimuth angle θk ,
(
(2k−1)/K−1)90◦. In words,
the targets are uniformly spaced in azimuth. For N = K = 3, this reduces to the setting in Example 4.
We compare the optimal beamforming matrices designed according to (7) for a complete ambiguity
graph and for a partially connected graph with edges only between neighboring targets k and k+1 for all
k ∈ {1, 2, . . . , K− 1} (see again Example 3). The transmit power gain ratio, i.e., the ratio of the quantity
mink∈{1,2,...,K} a†(θk)Ra(θk) between the two scenarios is shown in Fig. 4 as a function of the number
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Fig. 3. Optimal transmit beam patterns for two scenarios with N = 3 antennas and K = 3 targets. The red/gray curve ( ) is for the scenario
of complete ambiguity. The black curve ( ) is for the scenario of ambiguity only between neighbors (i.e., not between θ1 and θ3).
of transmit antennas N . As is clear from the figure, explicitly taking the target ambiguity into account
can yield a significant improvement in transmit power gain that increases with the problem size. ♦
The last example indicates that ambiguity-aware beamforming can substantially improve the transmit
power gain. In other words, for the same number of targets, we can expect better detection performance.
As we see next, ambiguity-aware beamforming can also improve target identifiability, i.e., for the same
number of antennas, we can track more targets.
Example 6 (Target Identifiability). Consider again the scenario of Example 5 with N uniformly spaced
antennas and K uniformly spaced targets. However, this time we allow K and N to differ. We are
interested in the maximum number of identifiable targets, which we denote by K? and define formally
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Fig. 4. Improvement in transmit power gain of beamforming for partial ambiguity over complete ambiguity as a function of number of
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Fig. 5. Number of identifiable targets K? as a function of number of antennas N for complete ambiguity ( ) and partial ambiguity (exact
numerical value and analytical lower bound . . ).
as the largest K for which the optimization problem (7) has a solution.
We compare again the complete ambiguity graph and the partially connected ambiguity graph with
edges only between neighboring targets as introduced in Example 3. For the complete graph we show
analytically in Appendix B that K? = N (see the solid red/gray curve in Fig. 5). In contrast, the solid
black curve in Fig. 5 shows the numerically computed value of K? for the partial graph. The figure
suggests that the number of identifiable targets K? is 2N −1, i.e., almost doubled. Thus, explicitly taking
the target ambiguity into account can also yield a significant improvement in target identifiability that
again increases with the problem size. ♦
We next explore the structure of the solution to the ambiguity-aware beamforming problem. We start
by introducing some additional notation.
Denote by Uk ∈ CN×(N−|Ek|) a matrix whose columns are an orthonormal basis for the orthogonal
complement of the subspace spanned by {a(θk′)}k′∈Ek . In other words, U †kUk = I , and U †ka(θk′) = 0 for
all k′ ∈ Ek. Further, denote by Vk ∈ CN×(N−1) a matrix whose columns are an orthonormal basis for the
orthogonal complement of the subspace spanned by a(θk). In other words, V
†
k Vk = I , and V
†
k a(θk) = 0.
The choice of Uk and Vk is not unique; any such matrices will work for our purposes.
Consider then the matrix
R(Fk,Gk) , UkFkU †k + VkGkV
†
k , (9)
where Fk ∈ C(N−|Ek|)×(N−|Ek|) and Gk ∈ C(N−1)×(N−1) are arbitrary positive semidefinite matrices. Note
that R(Fk,Gk) is positive semidefinite. For any k and k′ ∈ Ek,
a†(θk)R(Fk,Gk)a(θk′) = a†(θk)UkFkU
†
ka(θk′) + a
†(θk)VkGkV
†
k a(θk′)
10
= a†(θk)UkFk0 + 0†GkV
†
k a(θk′)
= 0,
and for any k
a†(θk)R(Fk,Gk)a(θk) = a†(θk)UkFkU
†
ka(θk).
Further,
tr
(
R(Fk,Gk)
)
= tr
(
UkFkU
†
k
)
+ tr
(
VkGkV
†
k
)
= tr
(
U †kUkFk
)
+ tr
(
V †k VkGk
)
= tr(Fk) + tr(Gk).
From this discussion, we see that one way to construct a beamforming matrix R is to choose Fk, Gk
for k ∈ {1, 2, . . . , K} such that
R = R(F1,G1) = · · · = R(FK ,GK),
and so that the constraint tr(R) = 1 is satisfied. Formally, a (potentially suboptimal) solution to the
ambiguity-aware beamforming problem (7) can be found by solving:
maximize
Fk,Gk ∀k
min
k∈{1,2,...,K}
a†(θk)UkFkU
†
ka(θk)
subject to R(Fk,Gk) = R(F1,G1), for all k,
tr(F1) + tr(G1) = 1,
Fk  0, for all k,
Gk  0, for all k.
(10)
This reformulation allows to obtain analytical insight into the structure of the solution to the ambiguity-
aware beamforming problem as the next two examples illustrate.
Example 7 (Comparison with [8]). Let N = K and consider a scenario with a complete ambiguity graph.
Then the matrix Uk ∈ CN×(N−|Ek|) = CN×1 is in fact simply a vector uk, and the matrix Fk is simply a
positive scalar fk. Thus,
R(fk,Gk) = fkuku
†
k + VkGkV
†
k .
We need to ensure that
R(f1,G1) = · · · = R(fK ,GK).
Fix a target k and consider another target k′ 6= k. Since the ambiguity graph is complete, uk′ is orthogonal
to ak. Since the columns of Vk span the orthogonal complement of the subspace spanned by ak, this
implies that uk′ can be written as Vkνk,k′ for some νk,k′ . Set
Gk ,
∑
k′ 6=k
fk′νk,k′ν
†
k,k′ .
Then
R(fk,Gk) = fkuku
†
k +
∑
k′ 6=k
fk′Vkνk,k′ν
†
k,k′V
†
k
=
K∑
k′=1
fk′uk′u
†
k′ ,
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which is identical for all k as required. The values of fk′ can now be chosen to satisfy the trace constraint
and to maximize the transmit power gain. This corresponds to the beamforming solution proposed in [8].2
Thus, for the special case of complete ambiguity graphs, the solution to (10) reduces to the one in [8]. ♦
Example 6 (Identifiability Gain, Continued). We continue Example 6, and assume for the moment that
K is even. As we had seen in Example 7, for the case of complete ambiguity graphs, the beamforming
problem and its solution reduce to the one in [8]. Further, as argued in Appendix B, the largest number
of identifiable targets K? is equal to N in this case.
Consider then the case of a partial ambiguity graph with edges only between neighboring targets as
defined in Example 3. Construct the positive semidefinite matrix
R , 1
2N −K U˜1U˜
†
1 +
1
2N −K U˜2U˜
†
2 ,
where the columns of U˜1 ∈ CN×(N−K/2) are an orthonormal basis for the orthogonal complement of the
space spanned by a(θk) with k odd, and where the columns of U˜2 ∈ CN×(N−K/2) are an orthonormal
basis for the orthogonal complement of the space spanned by a(θk) with k even. Observe that this is
of a form similar to (9). This construction ensures that a†(θk)Ra(θk+1) = 0, satisfying the zero-forcing
constraint between neighboring targets. Further, it is easily seen that tr(R) = 1 as required.
In general, this construction is possible as long as N −K/2 ≥ 1. In other words, we can identify up
to 2N − 2 targets, i.e., K? ≥ 2N − 2. This is shown as the dashed black curve in Fig. 5. It should be
compared to the value of K? of 2N−1 obtained numerically shown as the solid black curve in Fig. 5. ♦
IV. AMBIGUITY-AWARE ASSOCIATION AND PARETO-OPTIMAL AMBIGUITY GRAPHS
So far, we have assumed that the ambiguity graph G is given (defined through (4) by the gates Sk ⊂ R2).
In Section III, we have seen how to solve the ambiguity-aware beamforming problem (7), which maximizes
the transmit power gain a†(θk)Ra(θk) for the worst-case target k as a function of the ambiguity graph
G. Denote by P (G) the value of this objective function for the optimal beamforming design.
We now turn to the problem of designing the ambiguity graph itself, or, equivalently, the gating sets
{Sk}Kk=1, for the given prior distributions on the target parameters. Recall that our association rule is to
find all detections with received filter tuned to azimuth angle θk falling into the gate Sk. If there is a single
such detection, the rule assigns it to track k. Otherwise, the rule declares an association error. Correct
association occurs if the association rule runs to completion (i.e., does not declare an association error)
and assigns each detection to the correct target.
Assume for the moment that the received signal is noiseless and a detection threshold of zero is used. The
probability of detection error is then equal to zero. Further, making use of the zero-forcing constraint (6),
we can lower bound the probability of correct association by the quantity
C(G) , P
(
(τk, ωk) ∈ Sk, (τk′ , ωk′) /∈ Sk ∀k and ∀k′ /∈ Ek
)
= P
(
(τk, ωk) ∈ Sk for all k
)
, (11)
where the second equality follows from the definition of Ek in (4). The randomness in this expression is
due to τk and ωk being random variables with distributions given by the prior.
Now consider noisy received signals. In this case, the probability of error can be upper bounded by
the sum of two terms: The first term is an upper bound on the probability of detection error and is a
decreasing function of the power gain P (G) as mentioned in Section III. The second term is 1− C(G),
capturing the performance of the association rule.
There is a trade-off between these two terms: Choosing G to increase P (G) causes to decrease C(G).
At one extreme consider the complete graph G containing all K(K − 1)/2 edges. For this graph, the
received filter tuned to a particular azimuth angle θk nulls out the interference of all other targets k′ 6= k.
2To be precise, [8] sets fk , f for all k with f chosen to satisfy the trace constraint.
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Fig. 6. Illustration of ambiguity-aware nearest-neighbor gating sets Sk for the graph in Fig. 2. For clarity, only two gating sets S5 and
S7 are shown. Since the targets 5 and 7 are not connected by an edge in the graph in Fig. 2, the corresponding gating sets are disjoint.
The figure assumes equal-variance Gaussian priors, resulting in convex polygonal regions. However, the definition of Sk applies to arbitrary
prior distributions, and the resulting regions are neither polygons nor convex in general. This figure can be compared to the standard
nearest-neighbor gates shown in Fig. 1.
Therefore, the association problem becomes simple, and the probability of correct association C(G) is
large. However, since we need to create beams with K(K − 1)/2 nulls, the optimization problem (7)
is maximally constrained and hence the optimal transmit power gain P (G) is minimized. At the other
extreme, consider the empty graph G containing no edges. For this graph, the beams can be chosen
without any nulling constraints. Therefore, the transmit power gain P (G) is maximized. However, the
received filter tuned to a particular azimuth angle θk contains interference from all other targets k′ 6= k.
Therefore, the association problem is difficult, and the probability of correct association C(G) is small.
Formally, the detection-association trade-off is given by the set of all Pareto-optimal3 pairs of the form(
P (G), C(G)
)
parameterized by graphs G with vertices {1, 2, . . . , K}. We call an ambiguity graph G
optimal, if the corresponding pair
(
P (G), C(G)
)
is Pareto optimal. Since there are 2K(K−1)/2 possible
graphs with vertices {1, 2, . . . , K}, finding optimal ambiguity graphs represents a computationally non-
trivial combinatorial optimization problem. We next describe a design heuristic for constructing close to
optimal ambiguity graphs.
For the expression (11) to be well defined, we need to describe how to choose the gating sets {Sk}Kk=1
corresponding to the ambiguity graph G. In order for the two to be consistent, we need Sk ∩ Sk′ = ∅ for
all k and k′ /∈ Ek (see (4)). We introduce here an extension of the nearest-neighbor gating sets seen in
Example 2. Define
Sk,k′ ,
{
(τ, ω) : fk(τ, ω) > fk′(τ, ω)
}
, (12)
where fk(τ, ω) is the probability density for the prior on (τk, ωk). Further, define
Sk ,
⋂
k′ /∈Ek
Sk,k′ =
{
(τ, ω) : fk(τ, ω) > max
k′ /∈Ek
fk′(τ, ω)
}
as the set of (τ, ω) pairs that are more likely to occur from target k than from any of the non-neighboring
targets k′ in the graph G. See Fig. 6 for an illustration. Clearly, Sk ∩ Sk′ = ∅ for all k and k′ /∈ Ek, as
required.
With this choice of gates Sk, our generic association rule recalled at the beginning of this section can
be rewritten (after some algebra) more compactly as in Algorithm 1. Since the maximizing k′ in the
inner-most loop can be computed in O(K) time, the entire algorithm has run time O(K3). We refer to
this association rule as ambiguity-aware nearest-neighbor association. We use this association rule for
the evaluation of C(G).
3A pair
(
P (G), C(G)
)
is Pareto optimal if no other pair dominates it, meaning that there exists no other graph G′ such that simultaneously
P (G′) ≥ P (G) and C(G′) ≥ C(G), with at least one of the two inequalities being strict.
13
Algorithm 1 Ambiguity-aware nearest-neighbor association
for all filter tracks k do
for all detections (τˆ , ωˆ) with matched filter output |r(τˆ , ωˆ, θk)| larger than threshold do
if arg maxk′ /∈Ek fk′(τˆ , ωˆ) = k then
assign detection (τˆ , ωˆ) to filter track k
end if
end for
end for
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(b) N = 6 antennas and K = 6 targets.
Fig. 7. Detection-association trade-off for two settings with targets positioned as in Fig. 2. All values of C(G) are numerically evaluated
through Monte-Carlo integration. The black dots indicate the
(
P (Gγ), C(Gγ)
)
pairs for different values of the threshold parameter γ. The
gray dots are an exhaustive enumeration of
(
P (G), C(G)
)
for all 2K(K−1)/2 (equal to 64 for K = 4 and equal to 32 768 for K = 6)
possible ambiguity graphs G. Note that the trade-off curve can be convexified by time sharing (not shown in the figure).
Continuing from (11), we can now lower bound C(G) using the union bound as
C(G) ≥ P((τk, ωk) ∈ ∩k′ /∈EkSk,k′ for all k)
= 1− P((τk, ωk) ∈ ∪k′ /∈EkSCk,k′ for some k)
≥ 1−K2 max
(k,k′):k′ /∈Ek
P
(
(τk, ωk) /∈ Sk,k′
)
. (13)
This last lower bound is a function of only the most difficult to disambiguate pair of targets (k, k′) not
connected by an edge in the ambiguity graph G.
Our design heuristic for choosing the graph G is as follows. Instead of optimizing
(
P (G), C(G)
)
directly, we use the lower bound (13) on C(G) as a substitute. With this substitution, the optimizing G
can be readily found. Observe that P (G) does not decrease (and usually increases) whenever we remove
an edge from G. At the same time, (13) stays constant whenever we remove an edge from G that is
not achieving the maximum probability of pairwise error. This implies that all optimal (for the modified
criterion) ambiguity graphs have edge sets of the form
Ek =
{
k′ 6= k : P((τk, ωk) ∈ Sk,k′) ≤ γ} (14)
for some threshold parameter γ and with Sk,k′ as defined in (12). In words, all target pairs that are pairwise
more difficult to disambiguate than the threshold parameter γ form an edge in the ambiguity graph. Let
Gγ be the corresponding graph. By sweeping γ from 0 to 1, we create a sequence of up to K(K − 1)/2
optimal graphs Gγ , which in turn trace out the detection-association trade-off
(
P (Gγ), C(Gγ)
)
. Fig. 7
shows two examples of this approach. The figure indicates that the proposed design heuristic can be quite
close to optimal.
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To summarize this section, our proposed approach is as follows. Fix a value of the threshold parameter
γ to some value between 0 and 1 depending on the application requirements. Construct the corresponding
ambiguity graph Gγ with edges given by (14). Solve the corresponding optimal ambiguity-aware beam-
forming problem (7) and steer the radar beams accordingly. From the radar returns, find all the detections
and associate them using the nearest-neighbor association rule in Algorithm 1 parameterized by the graph
Gγ .
V. DISCUSSION AND CONCLUSION
In this paper, we studied the problem of jointly designing transmit beam patterns and association
rules for tracking multiple targets using MIMO radar. We introduced the concept of the ambiguity graph
used to describe which targets are hard to disambiguate based on prior information. We first formulated a
semidefinite program to solve the problem of designing beam patterns that avoid simultaneous illumination
of hard to disambiguate targets. We then designed the association rule assigning detections to the different
targets being tracked. Finally, we solved the problem of designing ambiguity graphs by using a heuristic
to approximate the optimal detection-association trade-off.
In our analysis we made a number of simplifying assumptions. Some of these can be readily relaxed.
For instance, the ambiguity-aware beamforming problem (7) completely nulls interfering target signal
contributions, i.e., a†(θk)Ra(θk′) = 0 for all k and all k′ ∈ Ek. This constraint may be too restrictive,
and it may be sufficient to ensure that the interfering target signals are below the noise floor, i.e.,
|a†(θk)Ra(θk′)| ≤ δ for all k and all k′ ∈ Ek with δ > 0. The resulting optimization problem remains
convex and can be solved efficiently.
Similarly, we have assumed that the target azimuth angles are known a priori. To relax this, assume
that we have prior upper and lower bounds θ−k and θ
+
k on each target azimuth θk. The ambiguity-aware
beamforming problem (7) can be modified to accommodate this uncertainty by replacing the objective with
mink∈{1,2,...,K}minθ∈[θ−k ,θ+k ] a
†(θ)Ra(θ) and the constraints with maxθ∈[θ−k ,θ+k ] maxθ′∈[θ−k′ ,θ
+
k′ ]
|a†(θ)Ra(θ′)| ≤
δ for all k and all k′ ∈ Ek. Here δ > 0 is a small but strictly positive number that controls the amount of
interference as discussed in the last paragraph. This optimization problem is again convex.
There are several directions for future work. Our analysis assumed that the ambiguity function is ideal,
and we have argued how to construct corresponding waveforms in the large-bandwidth regime. Joint
beamforming and association design under nonideal ambiguity function is an interesting open problem.
Further, while we have jointly solved the beamforming and association problems, we have not directly
considered the tracking problem. Solving all three problems jointly is an interesting direction for future
work involving several new aspects such as how to handle association failures and how to initiate tracks.
APPENDIX A
WAVEFORMS WITH APPROXIMATELY IDEAL AMBIGUITY FUNCTION
We construct waveforms of support [0, T ) and (approximate) bandwidth B that have close to ideal
ambiguity function χ(∆τ,∆ω) as defined in (2). We formally state the result as the following theorem.
Theorem 1. Let δ > 0 with 1/δ ∈ N, and let T > 0, B > 0 with BT ∈ N, satisfying
2−8δ2BT − 2 ln(BT ) > ln(29N2/δ3). (15)
There exists waveforms s˜(t) ∈ CN of support [0, T ) and approximate (i.e., Rayleigh or equivalently
half the null-to-null) bandwidth B with ambiguity function χ(∆τ,∆ω) ∈ CN×N having the following
properties:
1) χn,n(0, 0) = 1
for all n ∈ {1, 2, . . . , N}.
2) |χn,n(∆τ,∆ω)| ≤ δ
for all n ∈ {1, 2, . . . , N} and for all ∆τ,∆ω ∈ R with either |∆τ | ≥ 1/B or 26/(δT ) ≤ |∆ω| ≤
piB.
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(a) n = n′ (b) n 6= n′
Fig. 8. Ambiguity function for randomly constructed waveforms s˜(t) as in Theorem 1 with temporal support T = 1 s and bandwidth
B = 103Hz. Notice that even for this relatively low bandwidth, the ambiguity function is already quite close to ideal.
3) |χn,n′(∆τ,∆ω)| ≤ δ
for all n, n′ ∈ {1, 2, . . . , N} with n 6= n′ and for all ∆τ,∆ω ∈ R.
While Theorem 1 only proves existence of such a set of waveforms, the proof shows that if BT is
slightly larger than the minimum necessary to satisfy (15), then the vast majority of waveforms generated
by the randomized construction described below will have the above properties. The ambiguity function
for one such set of waveforms generated at random is shown in Fig. 8.
Example 8. For a numerical example, consider temporal support T = 1 s, bandwidth B = 1 GHz, and
N = 16 antennas. Then the condition (15) is satisfied for any side-lobe level of δ ≥ −23 dB. Choosing
δ = −10 dB, and assuming a carrier frequency of 77 GHz, the limits on ∆τ and ∆ω imposed by Property 2
in Theorem 1 translate into a range resolution of 0.15 m and a Doppler velocity resolution of 0.16 m/s
with an upper bound of 1.9× 106 m/s. ♦
Proof of Theorem 1: As alluded to above, we use a randomized construction. Let cn,` with n ∈
{1, 2, . . . , N} and ` ∈ {0, 1, . . . , BT −1} be independent random variables uniformly distributed over the
complex unit circle. Set
s˜n(t) ,
1√
T
BT−1∑
`=0
cn,`1[0,1/B)(t− `/B), (16)
where 1D(t) denotes the indicator function for the set D ⊂ R, i.e.,
1D(t) ,
{
1, if t ∈ D,
0, if t /∈ D.
In words, s˜n(t) is piece-wise constant over intervals of length 1/B, and the value on each such interval
is uniformly distributed over the complex circle with magnitude 1/
√
T . These waveforms therefore fall
into the class of polyphase codes [3, Section 4.10.2]. Clearly, s˜n(t) has support t ∈ [0, T ). Further, since
each term 1[0,1/B)(t− `/B) in s˜n(t) has approximate bandwidth B, so does s˜n(t) itself.
We next analyze the entries χn,n′(∆τ,∆ω) of the ambiguity function. By symmetry of the ambiguity
function, we can assume without loss of generality that ∆τ ≥ 0. The analysis proceeds in three main steps.
In the first step, we argue that all waveforms of the above type have the desired ambiguity properties for
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n′ = n and ∆τ = ∆ω = 0 and for all large enough |∆τ | and |∆ω|. In the second step, we argue that a set
of waveforms randomly generated as above has the desired ambiguity properties with positive probability
at all sample points (∆τ,∆ω) of the form ∆τ = Jδ/(8B) and ∆ω = Mδ/T for integer J,M . Hence,
there exists at least one such set of waveforms. In the third step, we argue that if a set of waveforms has
the desired ambiguity properties at all the sample points, then it also has them at all points in between.
Before proceeding to the main arguments we present the following two technical lemmas that we will
use throughout the proof.
Lemma 2. Let n, n′ ∈ {1, 2, . . . , N}, ε ∈ [0, 1], L ∈ {0, 1, 2, . . .}, and ∆ω ∈ R. Then χn,n′ can be
expanded as
χn,n′
(
(L+ ε)/B,∆ω
)
=
1
T
BT−1∑
`=L
cn,`
(
c∗n′,`−La(`, ε,∆ω) + c
∗
n′,`−(L+1)b(`, ε,∆ω)
)
, (17)
where
a(`, ε,∆ω) ,
∫ (`+1)/B
t=(`+ε)/B
exp(−j∆ωt) dt,
b(`, ε,∆ω) ,
∫ (`+ε)/B
t=`/B
exp(−j∆ωt) dt,
and with the convention that cn′,−1 , 0. Furthermore,
|a(`, ε,∆ω)| ≤ min{2/|∆ω|, 1/B},
|b(`, ε,∆ω)| ≤ min{2/|∆ω|, 1/B}.
Proof: We have
χn,n′
(
(L+ ε)/B,∆ω
)
=
∫ T
t=(L+ε)/B
s˜n(t)s˜
∗
n′
(
t− (L+ ε)/B) exp(−j∆ωt) dt
=
1
T
BT−1∑
`=L
cn,`
(
c∗n′,`−L
∫ (`+1)/B
t=(`+ε)/B
exp(−j∆ωt) dt+ c∗n′,`−(L+1)
∫ (`+ε)/B
t=`/B
exp(−j∆ωt) dt
)
=
1
T
BT−1∑
`=L
cn,`
(
c∗n′,`−La(`, ε,∆ω) + c
∗
n′,`−(L+1)b(`, ε,∆ω)
)
,
proving the first part of the lemma. The second part follows from∣∣∣∣∫ y
t=x
exp(−j∆ωt) dt
∣∣∣∣ = 1|∆ω| ∣∣exp(−j∆ωy)− exp(−j∆ωx)∣∣
≤ 2|∆ω|
and ∣∣∣∣∫ y
t=x
exp(−j∆ωt) dt
∣∣∣∣ ≤ ∫ y
t=x
∣∣exp(−j∆ωt)∣∣ dt
= y − x,
both for x ≤ y.
Lemma 3. Let n, n′ ∈ {1, 2, . . . , N}, ε ∈ [0, 1], L ∈ {0, 1, 2, . . .}, and ∆ω ∈ R as in Lemma 2. Then
the terms in the expansion (17) of χn,n′
(
(L+ ε)/B,∆ω
)
given in Lemma 2 satisfy the following for any
κ > 0.
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1) If either n 6= n′ or L ≥ 1,
P
(∣∣∣∣∣
BT−1∑
`=L
cn,`c
∗
n′,`−La(`, ε,∆ω)
∣∣∣∣∣ > κ
)
≤ 4 exp
(
−κ
2B
4T
)
. (18)
2) For all n, n′ and all L ∈ {0, 1, 2, . . .},
P
(∣∣∣∣∣
BT−1∑
`=L
cn,`c
∗
n′,`−(L+1)b(`, ε,∆ω)
∣∣∣∣∣ > κ
)
≤ 4 exp
(
−κ
2B
4T
)
. (19)
Proof: First assume that L ≥ 1 or n 6= n′. To simplify notation, define
z` , cn,`c∗n′,`−La(`, ε,∆ω).
By the union bound,
P
(∣∣∣∣∣
BT−1∑
`=L
z`
∣∣∣∣∣ > κ
)
≤ P
(∣∣∣∣∣
BT−1∑
`=L
<{z`}
∣∣∣∣∣ > κ/√2
)
+ P
(∣∣∣∣∣
BT−1∑
`=L
={z`}
∣∣∣∣∣ > κ/√2
)
. (20)
Since the random variables cn,` and cn′,`−L are independent by assumption on L and n, n′, the random
variable z` has expected value zero. Moreover variables in the sequence z` indexed by ` ∈ {L,L +
1, . . . , BT − 1} are mutually independent. (This last statement can be observed by considering the
distribution of cn,`c∗n′,`−L conditioned on all cn,`′c
∗
n′,`′−L with `
′ < `, and by noticing that cn,` does not
appear in the conditioning.) Furthermore, from the fact that cn,` is on the unit circle and the bound on the
magnitude of a(`, ε,∆ω) from Lemma 2, we know that |z`| ≤ 1/B. We can therefore apply Hoeffding’s
inequality [25, Chapter 2.6] to both terms on the right-hand side of (20) to obtain
P
(∣∣∣∣∣
BT−1∑
`=L
z`
∣∣∣∣∣ > κ
)
≤ 4 exp
(
−κ
2B
4T
)
.
This completes the proof of (18).
The proof of (19) follows similarly by noting that the random variable cn,` is independent of the random
variables cn′,`−(L+1) for all n′ and all L ≥ 0.
We start with step one of the proof, which analyzes properties of all waveforms of the form (16).
Consider first n′ = n, ∆τ = ∆ω = 0. We then have
χn,n(0, 0) =
∫ T
t=0
|s˜n(t)|2 dt = 1,
as required.
Consider next any n, n′, ∆τ ≥ T and any ∆ω ∈ R. Then clearly
χn,n′(∆τ,∆ω) = 0, (21)
since each waveform s˜n(t) has support [0, T ).
Consider next any n, n′, ∆τ ≥ 0, and |∆ω| ≥ 4B/δ. Let L , b∆τBc and ε , ∆τB − L so that
∆τ = (L+ ε)/B. By Lemma 2,∣∣χn,n′(∆τ,∆ω)∣∣ = ∣∣χn,n′((L+ ε)/B,∆ω)∣∣
≤ 1
T
BT−1∑
`=L
(|a(`, ε,∆ω)|+ |b(`, ε,∆ω)|)
≤ 1
T
·BT · 4|∆ω|
≤ δ, (22)
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as needed. This concludes step one.
We proceed with step two of the proof, which analyzes properties valid with positive probability by
waveforms of the form (16). Consider ∆τ of the form Jδ/(8B) with J ∈ {0, 1, 2, . . . , b8BT/δc}, and
consider ∆ω of the form Mδ/T with M ∈ Z. Let L , bJδ/8c and ε , Jδ/8 − L so that Jδ/(8B) =
(L+ ε)/B.
From Lemma 2, we have∣∣χn,n′(Jδ/(8B),Mδ/T)∣∣ = ∣∣χn,n′((L+ ε)/B,Mδ/T)∣∣
≤ 1
T
∣∣∣∣∣
BT−1∑
`=L
cn,`c
∗
n′,`−La(`, ε,Mδ/T )
∣∣∣∣∣+ 1T
∣∣∣∣∣
BT−1∑
`=L
cn,`c
∗
n′,`−(L+1)b(`, ε,Mδ/T )
∣∣∣∣∣
=
1
T
∣∣∣∣∣
BT−1∑
`=L
x`
∣∣∣∣∣+ 1T
∣∣∣∣∣
BT−1∑
`=L
y`
∣∣∣∣∣ (23)
with
x` , cn,`c∗n′,`−La(`, ε,Mδ/T ),
y` , cn,`c∗n′,`−(L+1)b(`, ε,Mδ/T ).
We now consider two cases separately, depending on the value of J and n, n′.
Case 1: J ≥ 8/δ or n 6= n′. Observe that J ≥ 8/δ implies L ≥ 1. Hence, we can apply Lemma 3 with
κ , δT/8 to both terms in the right-hand side of (23) to obtain
P
(
1
T
∣∣∣∣∣
BT−1∑
`=J
x`
∣∣∣∣∣ > δ/8
)
≤ 4 exp(−2−8δ2BT)
and
P
(
1
T
∣∣∣∣∣
BT−1∑
`=J
y`
∣∣∣∣∣ > δ/8
)
≤ 4 exp(−2−8δ2BT).
Hence
P
(
1
T
∣∣∣∣∣
BT−1∑
`=J
x`
∣∣∣∣∣+ 1T
∣∣∣∣∣
BT−1∑
`=J
y`
∣∣∣∣∣ > δ/4
)
≤ P
(
1
T
∣∣∣∣∣
BT−1∑
`=J
x`
∣∣∣∣∣ > δ/8
)
+ P
(
1
T
∣∣∣∣∣
BT−1∑
`=J
y`
∣∣∣∣∣ > δ/8
)
≤ 8 exp(−2−8δ2BT).
Substituting into (23) yields that
P
(∣∣χn,n′(Jδ/(8B),Mδ/T)∣∣ ≤ δ/4) ≥ 1− 8 exp(−2−8δ2BT). (24)
Case 2: J < 8/δ and n = n′. In this case we have L = 0, so that x` = a(`, ε,Mδ/T ). Moreover, since
n = n′, we can restrict ourselves to |∆ω| ∈ [26/(δT ), piB]. We can upper bound the first term in the
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right-hand side of (23) as
1
T
∣∣∣∣∣
BT−1∑
`=L
x`
∣∣∣∣∣ = 1T
∣∣∣∣∣
BT−1∑
`=0
a(`, ε,∆ω)
∣∣∣∣∣
=
1
T
∣∣∣∣∣
BT−1∑
`=0
∫ (`+1)/B
t=(`+ε)/B
exp(−j∆ωt) dt
∣∣∣∣∣
=
1
T |∆ω|
∣∣∣∣∣
BT−1∑
`=0
(
exp
(−j∆ω `+1
B
)− exp(−j∆ω `+ε
B
))∣∣∣∣∣
=
∣∣exp(−j∆ω
B
)− exp(−j∆ωε
B
)
∣∣
T |∆ω|
∣∣∣∣∣
BT−1∑
`=0
exp(−j∆ω`
B
)
∣∣∣∣∣
=
∣∣∣(exp(−j∆ωB )− exp(−j∆ωεB ))(1− exp(−j∆ωT ))∣∣∣
T
∣∣∆ω(1− exp(−j∆ω
B
)
)∣∣
=
∣∣(1− exp(−j∆ωT )∣∣
T |∆ω|
∣∣sin(∆ω(1−ε)
2B
)∣∣∣∣sin(∆ω
2B
)∣∣ . (25)
Since |∆ω| ≤ piB, we have ∆ω/(2B) ∈ [−pi/2, pi/2]. Using that 2|x|/pi ≤ |sin(x)| ≤ |x| for x ∈
[−pi/2, pi/2], we can thus further upper bound (25) as
1
T
∣∣∣∣∣
BT−1∑
`=L
x`
∣∣∣∣∣ ≤ 2T |∆ω| · 1− ε2/pi
≤ pi
T |∆ω|
(a)
≤ δpi/26
< δ/8, (26)
where (a) uses that |∆ω| ≥ 26/(δT ) by assumption.
For the second term in the right-hand side of (23) we make use of Lemma 3 with κ , δT/8 to obtain
P
(
1
T
∣∣∣∣∣
BT−1∑
`=J
y`
∣∣∣∣∣ > δ/8
)
≤ 4 exp(−2−8δ2BT). (27)
We can combine (26) and (27) with (23) to yield
P
(∣∣χn,n′(Jδ/(8B),Mδ/T)∣∣ ≤ δ/4) ≥ P( 1
T
∣∣∣∣∣
BT−1∑
`=J
x`
∣∣∣∣∣+ 1T
∣∣∣∣∣
BT−1∑
`=J
y`
∣∣∣∣∣ ≤ δ/4
)
≥ 1− 4 exp(−2−8δ2BT)
≥ 1− 8 exp(−2−8δ2BT) (28)
for |Mδ/T | ∈ [26/(δT ), piB].
Combining (24) from Case 1 and (28) from Case 2, we conclude that the inequality
P
(∣∣χn,n′(∆τ,∆ω)∣∣ ≤ δ/4) ≥ 1− 8 exp(−2−8δ2BT)
holds for all sample points (∆τ,∆ω) of the form
(
Jδ/(8B),Mδ/T
)
either when n 6= n′ or when n = n′
and |∆ω| = |Mδ/T | ∈ [26/(δT ), piB].
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Recall from (21) and (22) in step one that in this second step it suffices to consider values ∆τ ∈ [0, T )
and ∆ω ∈ (−4B/δ, 4B/δ). There are at most 8BT/δ possible values of ∆τ of the form Jδ/(8B) in
[0, T ), at most 8BT/δ2 possible values of ∆ω of the form Mδ/T in (−4B/δ, 4B/δ), and N2 possible
values for n, n′ ∈ {1, 2, . . . , N}.4 Hence, by the union bound, with probability at least
1− 8BT
δ
· 8BT
δ2
·N2 · 8 exp(−2−8δ2BT) = 1− 29B2T 2N2
δ3
exp
(−2−8δ2BT),
the ambiguity function at those sample points (∆τ,∆ω) has magnitude at most δ/4. If the condition
2−8δ2BT − 2 ln(BT ) > ln(29N2/δ3)
holds, then this probability is strictly positive. This implies that, under this condition, at least one set of
waveforms having ambiguity function with magnitude less than δ/4 at the sample points exists, concluding
step two.
For step three of the proof, take the set of waveforms with small (≤ δ/4) ambiguity at the sample points
constructed in step two. Using a continuity argument, we will show that it has small (≤ δ) ambiguity at
all non-sample points as well.
We start with the continuity argument in the ∆τ -direction. Consider J ∈ Z and assume∣∣χn,n′(Jδ/(8B),∆ω)∣∣ ≤ δ/4.
Let η ∈ [0, 1). We will argue that ∣∣χn,n′((J + η)δ/(8B),∆ω)∣∣ ≤ δ/2.
Set L , bJδ/8c and ε , Jδ/8− L, so that Jδ/8 = L + ε. Since 1/δ ∈ N, all integer multiples of 1/B
are also integer multiples of δ/(8B) and therefore sample points. Since η is strictly less than one, this
implies that b(J + η)δ/8c = L. This observation allows us to apply Lemma 2 to write∣∣χn,n′( (J+η)δ8B ,∆ω)− χn,n′( Jδ8B ,∆ω)∣∣
=
∣∣χn,n′(L+ε+ηδ/8B ,∆ω)− χn,n′(L+εB ,∆ω)∣∣
=
1
T
∣∣∣∣∣
BT−1∑
`=L
cn,`
(
c∗n′,`−L
(
a(`, ε+ ηδ/8,∆ω)− a(`, ε,∆ω))
+ c∗n′,`−(L+1)
(
b(`, ε+ ηδ/8,∆ω)− b(`, ε,∆ω)))∣∣∣∣∣
≤ 1
T
BT−1∑
`=L
∣∣a(`, ε+ ηδ/8,∆ω)− a(`, ε,∆ω)∣∣+ 1
T
BT−1∑
`=L
∣∣b(`, ε+ ηδ/8,∆ω)− b(`, ε,∆ω)∣∣
=
BT
T
∣∣∣∣∫ (ε+ηδ/8)/B
t=ε/B
exp(−j∆ωt) dt
∣∣∣∣+ BTT
∣∣∣∣∫ (ε+ηδ/8)/B
t=ε/B
exp(−j∆ωt) dt
∣∣∣∣
≤ B · 2ηδ
8B
≤ δ/4.
Hence, by the triangle inequality,∣∣χn,n′((J + η)δ/(8B),∆ω)∣∣ ≤ ∣∣χn,n′(Jδ/(8B),∆ω)∣∣+ δ/4
≤ δ/2. (29)
4Recall that 1/δ and BT are both in N.
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We continue with the continuity argument in the ∆ω-direction. Consider M ∈ Z and assume
|χn,n′(∆τ,Mδ/T )| ≤ δ/2.
Let η ∈ [0, 1). Then∣∣χn,n′(∆τ, (M + η)δ/T)− χn,n′(∆τ,Mδ/T )∣∣ ≤ 1
T
∫ T
t=0
|1− exp(−jηδt/T )| dt
≤ δ
T 2
∫ T
t=0
t dt
= δ/2.
Hence ∣∣χn,n′(∆τ, (M + η)δ/T)∣∣ ≤ |χn,n′(∆τ,Mδ/T )|+ δ/2
≤ δ. (30)
Together, (29) and (30) show that all points ∆ω between sample points have small ambiguity as well.
This completes step three and the proof.
APPENDIX B
NUMBER OF IDENTIFIABLE TARGETS FOR COMPLETE AMBIGUITY GRAPHS
In this appendix, we show that, for complete ambiguity graphs and for “general” a(θk), the maximal
number of identifiable targets is K? = N .
In Example 7, we have seen an explicit construction that allows to identify K = N targets. Hence
K? ≥ N .
Conversely, assume that K ≥ N + 1 and consider target k. Since the ambiguity graph is complete, we
must have a†(θk)Ra(θk′) = 0 for all k′ 6= k. This implies that a†(θk)Rc = 0 for all c ∈ span{a(θk′)}k′ 6=k.
We have span{a(θk′)}k′ 6=k = CN in general (and this is the case, in particular, for uniform linear antenna
arrays with distinct azimuths as shown in Appendix C). Thus, the matrix R must map the entire space
CN into the orthogonal complement of a(θk). Since this is true for every k, and since {a(θk)}Kk=1 again
span CN in general, we must have that R = 0, contradicting the requirement tr(R) = 1. Thus, (7) is
infeasible, implying that K? < N + 1.
APPENDIX C
UNIFORM LINEAR ANTENNA ARRAYS
For a uniform linear antenna array with half-wavelength antenna spacing, we have an(θ) as given by
(8). Construct the matrix A ,
(
a(θk)
)K
k=1
. Note that A is a Vandermonde matrix. Hence, rank(A) =
min{N,K} if {θk}Kk=1 are distinct.
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