Abstract. Subgroup discovery is a local pattern discovery task, in which descriptions of subpopulations of a database are evaluated against some quality function. As standard quality functions are functions of the described subpopulation, we propose to search for equivalence classes of descriptions with respect to their extension in the database rather than individual descriptions. These equivalence classes have unique maximal representatives forming a closure system. We show that minimum cardinality representatives of each equivalence class can be found during the enumeration process of that closure system without additional cost, while finding a minimum representative of a single equivalence class is NP-hard. With several real-world datasets we demonstrate that search space and output are significantly reduced by considering equivalence classes instead of individual descriptions and that the minimum representatives constitute a family of subgroup descriptions that is of same or better expressive power than those generated by traditional methods.
Introduction
Subgroup discovery [2, 12, 17 ] is a local pattern discovery task: descriptions of subpopulations of a database are evaluated against some real-valued quality function, and those descriptions exceeding some given minimum quality are returned to the user. The quality functions commonly used in this course like PiatetskyShapiro, binomial test, or Gini-index (see [12] for a list) are functions of the extension of a subgroup description. Traditional subgroup discovery algorithms, however, search in the space of subgroup descriptions, usually conjunctions of attribute/value equality constraints, rather than in the space of extensions. Since many descriptions can have an identical extension on the given data, this may lead to (i) many redundant evaluations of the quality function and (ii) to a result set that contains multiple descriptions of the same subpopulation.
In contrast we propose to consider extension based equivalence classes of subgroup descriptions rather than individual descriptions. Thereby our algorithms implicitly search in the space of subgroup extensions, and, consequently, they have a potentially reduced search space and return at most one description of each extension, a representative, to the user. For this purpose we propose to use descriptions with a minimum number of constraints, i.e., a minimum representative. This choice is motivated by the common hypothesis that (i) short descriptions are easier to interpret than long descriptions and (ii) in scenarios in which subgroups are used as building blocks for global models short descriptions lead to better generalization. In summary we consider the following computational problem:
Problem 1 ( non-redundant-subgroup-discovery). Given a dataset, a quality function q, and a minimum quality threshold q * , list a result set R of subgroup descriptions that satisfies completeness, i.e., for all subgroup descriptions H with q(H) ≥ q * there is an H ∈ R that has the same extension as H, non-redundancy, i.e., for all pairs of distinct subgroup descriptions H, H ∈ R the extensions of H and H are distinct, and representative minimality, i.e., for all listed descriptions H ∈ R there is no shorter description H having the same extension.
In addition we also discuss the standard problem variations of mining only representatives of the top-k quality equivalence classes as well as mining only classes having a representative not exceeding a given length-limit.
Results and Contribution
We formalize extension based equivalence classes and show that they theoretically can subsume an exponential number of individual subgroup descriptions. Thus, searching equivalence classes rather than individual descriptions has the potential to reduce search space and output tremendously. Indeed, as we show in an empirical study, a significant reduction can also be observed on ten well-known real-world datasets. While each equivalence class has a unique maximal representative, we show that the number of minimal and minimum representatives can grow exponentially in the length of that maximal description, and it is NP-hard, given some description, to compute an equivalent description of minimum length. This result is complemented by our observation that a simple greedy strategy approximates a minimum representative within a logarithmic factor.
We use this approximation technique together with the fact that the unique maximal representatives are forming a closure system to develop a first algorithmic solution to Problem 1 that builds on any of the known algorithms that can enumerate closure systems combined with an anti-monotone pruning condition. As an alternative we present an algorithm that directly traverses the equivalence classes via the exact minimum representatives. This approach bypasses the hardness of computing minimum representatives by building them inductively from one another. It comes, however, at the cost of additional memory requirements.
In a concluding empirical evaluation we compare both approaches to each other and to traditional exhaustive subgroup discovery. We assess good performance, as well as a surprisingly good predictive power given that the method has not been optimized towards this goal.
Prior Work Addressing output redundancy is a concern of subgroup discovery research right from the start (see, e.g., [8] ). More recent approaches include successive weighted covering [13] and the removal of irrelevant descriptions [7] . For the first method it is important to note that it can be combined with our's rather than being an excluding alternative. The second approach is closely related to this work in that it also uses the closure system of maximal representatives. While we are interested in listing minimum representatives of each equivalence class, their focus is on discarding irrelevant classes.
Traditional subgroup miners usually exploit an optimistic estimator of their quality function in order to make the approach of searching in the space of descriptions feasible. Hence they create an anti-monotone search space that contains the family of all interesting descriptions. While our algorithms use equivalence classes instead of individual descriptions, all the optimistic estimator techniques including recent findings [10] can still be applied. Consequently, our algorithms always use a condensed version of traditional method's search spaces.
Methodologically our work is directly related to formal concept analysis (e.g., [6] ) and closed set mining [3, 14, 16] because the maximal representatives together with their equivalence classes form a concept lattice. While our algorithms build on closure system enumeration techniques, we are only interested in minimum representatives. This is in contrast to closed set mining where algorithms seek to list all maximal (closed) members or minimal members (generators or free sets).
Basic Definitions
Throughout this work we denote "elementary objects" by non-capital letters, e.g., e, sets of elementary objects by capital letters, e.g, E and families, i.e., sets, of sets by calligraphic letters, e.g., E. In particular the power set of some set E is denoted by P(E). The symbol "⊂" denotes the strict subset relation between sets. For a family S the terms minimal and maximal refer to the subset relation, i.e., a set S ∈ S is a minimal element of S if there no strict subset S ⊂ S that is also an element of S. In contrast, the term minimum is used with respect to the cardinality of a set, i.e., S ∈ S is called minimum element of S if there is no S ∈ S with |S | < |S|.
Subgroup Descriptions Let A = A 1 , . . . , A n be a sequence of n sets we refer to as attributes. A data record over A is an n-tuple D = (a 1 , . . . , a n ) ∈ A 1 × · · · × A n , for which we denote its i-th component by D(i) = a i . A dataset D over A is a multiset of data records over A. Note that we do not consider labeled data respectively target attributes at this points. Labels are introduced in the paragraph about subgroup quality below.
The subgroup description language considered in this work is the language of conjunctions of attribute/value equality constraints. We formalize this as follows: a constraint over A is an expression (A i = v) with i ∈ {1, . . . , n} and v ∈ A i . The set of all such constraints is denoted C A . The family of subgroup descriptions over A, i.e., the language of conjunctions of such constraints, is then L A = P(C A ). In the following we drop the index A whenever it is clear from the context.
The semantic of conjunctions arises through the following interpretation of subgroup descriptions: let D be a dataset over
, is the submultiset of D containing the data records that support H. Extensions are anti-monotone with respect to the subset relation, i.e., it holds that
Subgroup Quality For the purpose of this work we simply regard a quality function as a map q : L → R and an optimistic estimator for q as a map q : L → R satisfying for all H ⊆ H ∈ L thatq(H) ≥ q(H ). Given a quality threshold q * the family of interesting subgroup descriptions is R = {H ∈ L : q(H) ≥ q * }. Usually, of course, a quality function depends on the given data. For instance for a binary labeled dataset D, i.e., a dataset with associated labels l(D) ∈ {+, −} for all D ∈ D a commonly used quality function (and the one used in our experiments) is the binomial test quality function
where D + = {D ∈ D : l(D) = +} denotes the dataset of all +-labeled data records. As optimistic estimator for the binomial test quality function we used
In the following, however, the concrete form of q andq is not considered. We regard them as given blackboxes that "encapsulate" the data and rely only on the following two requirements:
1. For a given minimum quality threshold q * ∈ R the search space S = {H ∈ L :q(H) ≥ q * } defined byq is anti-monotone, i.e., for all H ⊆ H ⊆ C it holds that H ∈ S implies H ∈ S. 2. The maps q(H) andq(H) both are functions of the extension of H in the dataset, i.e.,
The first requirement follows from the definition of optimistic estimators, and the second is true for the usually employed quality functions and their estimators.
Extension Equivalence and Compression
In this section we formally introduce equivalence classes of subgroup descriptions and investigate their potential in reducing search space and output of subgroup discovery. Unless explicitly mentioned otherwise, for the remainder of this article we assume that D is a dataset of size m over n attributes A. The central notion of equivalence is:
Clearly, ≡ is an equivalence relation on L. For a H ∈ L we denote its equivalence class with respect to ≡, i.e., {H ∈ L : H ≡ H }, by [H] . For a family of subgroup descriptions H ⊆ L we denote by H ≡ the equivalence classes it contains, i.e., H ≡ = {[H] : H ∈ H}. In order to investigate the potential reduction of search space and output, we now give a general dataset construction that intuitively reflects "worst-case siutations" for traditional subgroup discovery. It leads to several theoretical observations.
Construction 1 For even positive integers n ∈ N we define the dataset D n over n binary attributes
and Table 1 illustrates this construction for n = 6 annotated with binary labels. For Table 1 . Construction 1 with n = 6 q * = 3/8 only one equivalence class is interesting with respect to the binomial test quality function, i.e, the one containing the descriptions H with D[H] = {D 4 }. Thus, one solution to Problem 1 for this data is {(A 1 = 1), (A 3 = 1), (A 5 = 1)}. In contrast there are 3 3 = 27 alternative descriptions of this extension: for each of the pairs {A 1 , A 2 }, {A 3 , A 4 }, and {A 5 , A 6 } choose one or both attributes to be constraint to 1. Generally the datasets D n witness that the compression rate achieved by considering equivalence classes instead of individual description can grow exponentially in the number of attributes (and data records).
Theorem 1 For all positive integers n ∈ N there is a dataset D of size n/2 + 1 over n attributes A and a quality threshold q * such that the compression rates
In order to investigate the extend of compression that can be achieved in practice, we conducted experiments on ten real-world datasets, which are introduced in more detail in Section 7. Table 2 shows sizes of result families R, compressed results families R ≡ , search spaces S, and compressed search spaces S ≡ for different quality thresholds q * . The threshold t100 varies among the datasets: it is equal to the quality of the 100th highest quality subgroup description (note that because of ties in the quality |R t100 | can still be greater than 100). The threshold is equal to the smallest positive number distinguishable from zero in double precision. The results for q * = t100 give a differentiated impression: rang- ing from tremendious compression rates of 749.000 (soybean) to no compression (vote). For decreasing thresholds, however, a significant compression arises for all datasets: while (with one exception) it is tractable to search through all equivalence classes with a potentially positive quality (q * = ), this is infeasible on most datasets for exhaustive enumeration due to the large number of equivalent descriptions.
Border Elements
Border elements, i.e., maximal and minimal members of an equivalence class [H], play a special role. They contain all information necessary to check whether some given description is a member of [H] . Among the minimal members one can find minimum representatives, one of which we desire as representative for its class. In this section we state some basic but important mathematical and computational properties of the border elements.
The first observation is that every equivalence class has a unique maximal (most specific) element. It is given by the map σ introduced in the lemma below.
Lemma 2 (Pasquier et al. [14] ) For all subgroup descriptions H ∈ L it holds that σ(H) given by
is the unique maximal element of [H], i.e., (i) H ≡ σ(H), (ii) for all H ∈ L with H ⊃ σ(H) it holds that H ≡ H , and (iii) σ(H) is unique with (i) and (ii).
While each equivalence class [H] has a unique maximal element σ(H), there can be more than one minimal (most general) element of [H] . In fact the number of minimal and even that of the minimum representatives can be exponential in the cardinality of σ(H). Again, the datasets D n from Construction 1 witness this statement: for all I ⊆ {1, . . . , n/2} the description H I defined by
For Problem 1 we are only interested in constructing one minimum representative per interesting equivalence class. As an isolated task, however, this is intractable. This again contrasts the maximal representatives, which can be computed in time O(nm). In particular the NP-hard min-set-cover problem-given a family of subsets F ⊆ P(E) with F = E, compute a minimum subfamily F ⊆ F with F = E-polynomially reduces to finding a minimum description. In addition the reduction preserves solution sizes. Thus, even the inapproximability result from [5] carries over to our problem. Proof. We prove both statements by giving a polynomial time transformation of min-set-cover instances F ⊆ P(E) to a dataset D over attributes A and a subgroup description H ∈ L A such that (i) extension equivalent descriptions H ∈ [H] correspond to set covers F H ⊆ F of E of same size, i.e., |H | = |F H | and (ii) |D \ D[H]| is equal to the size of the set cover ground set |E|. Part (a) then follows from the NP-hardness of min-set-cover and (b) from the result of [5] . Let E = {1, . . . , m} and F = {S 1 , . . . , S n } be a set cover instance. Set A = {A 1 , . . . , A n } with A i = {0, 1} and D = D 1 , . . . , D m+1 with 
That is H ≡ H if and only if F H is a cover of E. Moreover, |H | = |F H | as required.
Closure System Traversal and Greedy Approximation
Our first algorithmic approach towards solving Problem 1 is motivated by the observation that the transformation used within the proof of Theorem 4 can be reversed. Hence, finding a minimum equivalent representative of a given description H is in fact equivalent to min-set-cover. Incoporating that inverse transformation into the well-known greedy algorithm for min-set-cover yields the procedure:
Slavík [15] found that the greedy approximation factor for min-set-cover is g(m) = ln m − ln ln m + 0.78 for instances with a ground set E of size m.
Taking into account our transformation we have the following result. Thus, any algorithm that traverses the search space of equivalence classes can be combined with the greedy algorithm to approximately solve Problem 1. Several known algorithms are identified as applicable for that task by another observation: the maximal representatives form a closure system.
Lemma 6 (Pasquier et al. [14])
The map σ is a closure operator, i.e., it sat-
monotonicity), and σ(H) = σ(σ(H)) (idempotence).
There are several efficient algorithms listing all closed sets of a closure operator like the divide and conquer algorithm from formal concept analysis [9] . Adapting a closed frequent itemset miner like LCM [16] to our task is even more natural: we plug in optimistic estimate pruning instead of frequency pruning, and instead of single items we have single constraints. Since there are at most nm valid constraints for a dataset of size m over n attributes, together with the performance of LCM we get the result: Note that in case of a constant number of attribute values the bound on the number of constraints boils down to O(n), and consequently the time complexity in the theorem is improved by a factor m. The theoretical approximation guarantee of the greedy algorithm, although optimal with regard to Theorem 4, may appear somewhat weak. In practice, however, the worst-case bound is virtually never attained, and the greedy result is usually close to optimum (see Section 7). Moreover, note that the potentially expensive greedy algorithm has to be called only for the returned result equivalence classes and not during the actual traversal of the closure system.
In order to adress the top-k problem variant, i.e., to list only representatives of k highest quality classes, only minor changes are necessary: instead of directly printing the interesting subgroup descriptions, collect them in a priority queue with capacity k. In this scenario the search space can be reduced significantly by adjusting the q * threshold whenever a new subgroup description is added to the result queue (and the queue is full).
On the other hand, there is no easy way to include a length-limit for additional pruning, i.e., when we are only interested in reprentatives containing no more than l literals, this cannot be exploited for reducing the search space. The reason is that, even if exact minimum reprentatives would be on hand, in general LCM (or any other common closed set miner) does not list the closed sets in ascending order with respect to their minimum equivalent descriptions.
Inductive Minimum Representative Construction
In this section we present an alternative algorithmic approach for non-redundant subgroup discovery that, intuitively, is based on a breadth-first traversal of the directed graph containing as vertices all equivalence classes that lie in the search space and edges between any two classes [H] = [H ] such that there is a constraint c ∈ C with (H ∪ {c}) ∈ [H ] (note that the existence of such a constraint is independent of the chosen representatives H, H ). It turns out that minimum representatives of an equivalence class [H] correspond to shortest paths from [∅] to [H] in that graph. Thus, beside having the weakness of a significant memory overhead because all visited classes have to be kept in memory in order to guarantee a non-redundant traversal, this strategy has two major advantages:
1. it generates minimum representatives of each equivalence class without additional cost and, 2. as it visits equivalence classes in ascending order with respect to the minimum cardinality of their members, it allows for pruning based on a lengthlimit.
The straightforward implementation of that graph traversal has the serious drawback that it reaches vertices via many redundant ways: a minimum representative G induces |G|! different paths to [G]-one for each of its orderings. This effect can be significantly reduced by chosing some arbitrary but fixed order {c 1 , . . . , c N } of the constraint set C. Thereby the expressions "max H" and "min H" are defined for non-empty descriptions H ∈ L by referring to the constraint in H with the maximum or minimum index, respectively. Algorithm 1 below uses this order to reduce its traversal paths to those that are in descending order. To describe its behavior in more detail and prove its correctness we define a modified lexicographical order on the descriptions L, denoted by "≺ L ", given by:
Using this strict linear order we can specify the elements that Algorithm 1 enumerates among the potentially many minimum representatives. These canonical minimum representatives have the important property that they can be built from one another inductively via their suffixes.
Definition 2 (Canonical Minimum Representative
Lemma 8 Let G = ∅ be a non-empty canonical minimum representative of its equivalence class
Now we can prove the correctness and time complexity of Algorithm 1.
Theorem 9 Algorithm 1 exactly and non-redundantly lists µ(H) for all
is the search space of all potentially interesting equivalence classes.
Proof. For each dequeued tuple at most |C| augmentations are evaluated involving a computation of σ and a visited check. The prefix-tree lookup is performed in time |S| ≤ |C| and σ is computed in time nm. Also the space dominant data structure V contains at most one element of size at most |C| for each dequeued tuple. As |C| is bounded by nm the claim follows if we can show that in lexicographical order for each [H] ∈ S ≡ a tuple (µ(H), σ(H), A) is enqueued and only tuples of this form are enqueued, i.e., if the following three properties hold:
Algorithm 1 Inductive Minimum Representative Construction
Require: ordered ground set of constraints C = {c1, . . . , cN }, extension closure operator σ, quality function q with optimistic estimatorq, and quality threshold q * Output : family {µ(H) : q(H) ≥ q * } in lexicographical order 1. init Q as empty queue and V as empty prefix tree 2.
for all ci ∈ A in ascending order of their index do 8.
(iii) all enqueued tuples (G, S, A) are of the form G = µ(H) and S = σ(H) for some [H] ∈ S ≡ .
Property (i) is implied by the breadth-first strategy and the following observation: if G 1 ≺ L G 2 then all descriptions G 1 generated from G 1 are lexicographically smaller than all descriptions G 2 generated from G 2 . Assume that (ii) is violated for some [H] . Then choose a class [H] that violates (ii) with a minimal G = µ(H). As (∅, σ(∅), C) is enqueued in line 2, it holds that G = ∅. By Lemma 8, G = G \ {min G } is lexicographically minimal in [G] . The anti-monotinicity of the search space and G ⊂ G imply that (ii) holds for [G] . In particular a tuple (G, S, A) is enqueued with (min G ) ∈ A because min G < min G (for the same reason and because of the anti-monotinicity of S ≡ , the augmentation set A satisfies A ⊇ {c ∈ C : (G ∪ {c}) ∈ S ≡ , c < min G }). Thus, G is generated subsequently in line 8. Then σ(G ) does not pass the visited check in line 10. This implies that [G ] has already been visited, say via
For (iii) observe that S = σ(G) for all enqueued tuples by the generation of S in line 9. Now assume that G = µ(S) for an enqueued tuple (G, S, A). Then there is an G ∈ [S] with G ≺ L G. By the anti-monotinicity of the search space and (ii) a tuple (G , S , A ) is enqueued, and by (i) it is enqueued before (G, S, A). In the same iteration S = S is added V. Consequently, (G, S, A) can not be enqueued as it does not pass the visited check in line 10-a contradiction.
There are some additional speedups that do not affect the worst-case time complexity. For the top-k scenario the same changes as for the closure/greedy approach can be applied. Furthermore, if at a node (G, S, A) with c i , c j ∈ S it holds that c j ∈ σ(G ∪ {c i }) then it follows σ(G ∪ {c i , c j }) = σ(G ∪ {c i }) by monotonicity of σ. In this case the augmentation element c i can be removed from A of the child (G ∪ {c j }, σ(G ∪ {c j }), A ) in case c i ≺ L c j as it would redundantly generate the same equivalence class again. Furthermore, the sorting of the constraint set can have a substantial impact on the computation time. It is, however, a non-trivial problem to find an optimal sorting (see [9] for a comparison of different sorting strategies for divide and conquer closed set listing).
Empirical Evaluation
In this section we empirically compare non-redundant subgroup discovery with minimum representatives to traditional subgroup discovery. This includes an evaluation of both proposed algorithmic solutions for Problem 1. We considered Table 3 . Datasets ten datasets from the UCI Machine Learning Repository [1] , which are presented along with their most important properties in Table 3 . All numerical attributes where discretized using minimal entropy discretization. As representative traditional subgroup miner we used the state-of-the-art algorithm Dpsubgroup [10] . All involved algorithms were implemented in Java and will be published on the author's webpage. For the sake of a better comparision we used a simplified reimplementation of the LCM algorithm and not the implementation published by its author. The quality function was the binomial test quality function combined with the optimistic estimator introduced in Section 2. All experiments were performed on a Core 2 Duo E8400 @ 3Ghz running a Sun SE 6u10 Java Virtual Machine with 1.5 GB of Java heap space under Windows XP.
Computation Time Table 4 contains the computation times that correspond to the compression experiments presented in Section 3 for Dpsubgroup (dpsg), LCM/greedy (lcm/gr), and Algorithm 1 (imr). The threshold t100, i.e., the quality of the 100th best subgroup description, is explicitly stated. The results essentially reflect the already observed search space reduction. Although, even for datasets on which a compression is achieved traditional subgroup discovery is not directly outperformed. This is illustrated in Figure 1 in which the development of search spaces and computation time for increasing length-limits are Table 4 . Computation time (in seconds unless stated differently); "oom" and ">12h" for computations that ran out of memory or out of time, respectively
shown. The Dpsubgroup algorithm is only beaten by Algorithm 1 for sufficiently large differences in the search space. This behavior is due to the sophisticated data structures (fptrees [2, 11] ) Dpsubgroup uses in contrast to our algorithm. A further noteworthy fact is that unless Algorithm 1 ran out of memory (the oom entries) it always outperforms LCM/greedy. This motivates a more detailed investigation of the latter approach.
Greedy Performance We analyze the perfomance of the greedy algorithm within the lcm/greedy approach in two respects: (a) the length of the produced representatives and (b) the greedy algorithm's fraction of the computation time for the experiments with q * = . Note that this is an extremely unfavorable case for the lcm/greedy approach because of the large number of interesting equivalence classes, each of which requires one greedy call. The results are listed in Table 5 . We note that (a) for all datasets the length of the subgroup descriptions obtained using the greedy algorithm is only marginally greater than the minimum length and (b) the computation time of LCM/greedy was dominated by the greedy algorithm. Without the greedy approximations LCM even slightly outperformed Algorithm 1 on most datasets.
Predictive Power While it is out of scope of this article to evaluate the claim that selecting minimum representatives improves understandability for users, their power as building blocks of global prediction models can be supported with standard accuracy experiments. Although not their primary intention, subgroup description families R are sometimes evaluated (see [13] ) by investigating the area under the ROC curve (AUC) of the set of global models {h i : 1 ≤ i ≤ |R|}, Table 6 . Average AUC over ten 5-fold cross-validations where h i classifies a given data point as positive if it supports any of the i highest quality subgroup descriptions from R. For each dataset we compared the predictive quality of the -top-20 subgroup description (sgd), -minimum representatives of the top-20 equivalence classes (min-repr), -and additionally the hypothesis of the rule learner J-RIP, a Java implementation of RIPPER [4] .
A rule learner was chosen as additional benchmark because, among supervised learning methods, the nature of the hypotheses it produces is most similar to the subgroup based models. Table 6 shows the average AUC of ten cross validations using five folds. For performance reasons, we executed all subgroup discoveries with a depth limit of 5. Using equivalence classes instead of subgroup descriptions always resulted in a higher or equal AUC. Perhaps surprisingly, in addition, the hypotheses build from the minimum representatives also outperformed the rule learner hypotheses on the majority of datasets.
Conclusion
Discussion Beside the results stated in the introduction our experiments primarily revealed the following trade-off in using non-redundant subgroup discovery based on equivalence classes: while one gains a significant compression of the search space and output, this is sometimes outweighted by the fact that one loses the sophisticated data structures of traditional methods. There are, however, many datasets/quality thresholds managable by our algorithms, that were completely intractable before due to an exponential explosion of the search space. This opens up new opportunities for some datasets like an exhaustive enumeration of all positive quality equivalence classes with a subsequent global optimization step.
Future Work It is important to note that the results of this article easily generalize to more expressive constraint languages as long as they guarantee unique maximal representatives and extension anti-monotonicity with respect to some specialization relation. This is for instance the case for interval constraints, which are appealing in the presence of ordinal attributes. In constrast to the standard attribute/value equality constraints of the form "A i = v" an intervall constraint for a real-valued attribute is of the form "A i ∈ [l, u]". In the presence of more expressive constraint languages the equivalence class search space becomes even more important as there is an increasing number of ways to (redundantly) describe one and the same extension. This motivates a future study investigating the combination of non-redundant subgroup discovery and other constraint languages.
