The Rprop algorithm proposed by Riedmiller and Braun is one of the best performing first-order learning methods for neural networks. We discuss modifications of this algorithm that improve its learning speed. The new optimization methods are empirically compared to the existing Rprop variants, the conjugate gradient method, Quickprop, and the BFGS algorithm on a set of neural network benchmark problems. The improved Rprop outperforms the other methods; only the BFGS performs better in the later stages of learning on some of the test problems. For the analysis of the local search behavior, we compare the Rprop algorithms on general hyperparabolic error landscapes, where the new variants confirm their improvement.
Yet Another Learning Algorithm?
Much research in the field of neural networks is concerned with developing new learning algorithms, where learning is used as a synonym for data-driven optimization of network parameters. Each year many new learning methods are presented, so why should one care for yet another one? The learning algorithms proposed in this article are not totally new approaches, but modifications of the two established Rprop (r esilient backpropagation) algorithms [17, 18, 6] . The improved versions maintain the advantageous properties of the originals:
1. Rprop as proposed by Riedmiller and Braun is (already) very fast and accurate. The reader is referred to [8, 17, 18, 19] for comparisons of Rprop with other supervised learning techniques and to the review of learning methods in [15] .
2. The Rprop algorithms are known to be very robust with respect to their internal parameters [16, 17, 18] . In addition, these parameters are comparatively intuitive and therefore easy to adjust.
3. Rprop is a first-order method. The time and space complexity scales only linearly with the number of parameters to be optimized.
4. The algorithms are general methods for gradient-based optimization. In particular, they do not rely on special properties of a certain class of network topologies.
5. The update rule depends only on the sign of the derivative and not on its amount. So Rprop is very suitable for applications where the gradient is numerically estimated or the error is noisy.
6. Rprop is easy to implement and not susceptible to numerical problems. A hardware implementation is described in [11] .
In this study, strong empirical evidence is given that the new methods outperform the original ones in terms of speed. The empirical evaluation makes use of four neural network benchmark problems (two classification and two regression tasks) and artificial error landscapes. The proposed new algorithms are compared to widely used general gradient-based optimization techniques, namely the two original Rprop variants, Fahlman's Quickprop, the BFGS (Broyden, Fletcher, Goldfarb, and Shanno) algorithm, and the conjugate gradient method.
In the next section, we describe the Rprop algorithm as proposed by Riedmiller and Braun [17, 18] and our modifications firstly suggested in [6] . In Sec. 3 we evaluate the learning schemes on neural network benchmark problems and in the succeeding section we analyze the behavior of the Rprop algorithms on artificial error surfaces.
The Rprop Algorithms
Gradient-based optimization techniques are the most widely used class of algorithms for supervised learning in neural systems. Adaptive gradient based algorithms with individual step-sizes try to overcome the inherent difficulty of the choice of the right learning rates. This is done by controlling the weight update for every single connection during the learning process in order to minimize oscillations and to maximize the update step-size. Let w ij denote the weight in a neural network from neuron j to neuron i and E be an arbitrary error measure that is differentiable with respect to the weights. Bias parameters are regarded as being weights from an extra constant input. Superscripts indicate the learning iteration. In each iteration the new weights are given by
The learning algorithm stops when a certain termination criterion is met (e.g., t exceeds a predefined value). In the Rprop learning algorithm the direction of each weight update is based on the sign of the partial derivative ∂E/∂w ij . A step-size ∆ ij , i.e., the update amount of a weight w ij , is adapted for each weight individually. The main difference to other techniques is that the step-sizes are independent of the absolute value of the partial derivatives: If no weight-backtracking (see Sec. 2.1) is used the step-sizes are computed as
where the sign(.) operator returns +1 if its argument is positive, −1 if the argument is negative, and 0 otherwise. The ∆ ij are initialized to a constant ∆ 0 . The benefits of this update scheme are described in [17, 18] . One iteration of the original Rprop algorithm can be divided into two parts. The first part, the adjustment of the stepsizes, is basically the same for all Rprop algorithms employed in this study. For each weight w ij an individual step-size ∆ ij is adjusted using the following rule:
where 0 < η − < 1 < η + . If the partial derivative ∂E/∂w ij possesses the same sign for consecutive steps, the step-size is increased, whereas if it changes sign, the step-size is decreased (the same principle is also used in other learning methods, e.g., [7, 24] ). The step-sizes are bounded by the parameters ∆ min and ∆ max . Note that by (1) and (2) the following holds:
.
Hence, the direction of the change of ∆ ij following (3) is in accordance with a gradient-based optimization of the network error with respect to ∆ ij . In the following, we describe the second part of the algorithm, the update of the weights, for the different Rprop versions. For convenience, we use the same notation for the partial derivatives and the variables holding the values of the partial derivatives in the implementation of the algorithms. Two of the algorithms described later reset these variables to zero indicated by ∂E (t) /∂w ij (t) := 0 in order to affect the scheme described by (3).
Rprop with Weight-Backtracking
The first version of the Rprop algorithm as proposed in [18] implements a general concept for improving network training termed weight-backtracking, which means retracting a previous update for some or all weights, cf. [22, 24, 25] . Whether to take back a step or not is decided by means of a heuristic.
After adjusting the step-sizes according to (3), the weight updates ∆w ij are determined. Two cases are distinguished. If the sign of the partial derivative has not changed, a regular weight update is executed:
In case of a change of sign of the partial derivative, the previous weight update is reverted:
Setting the stored derivative to zero avoids an update of the learning rate in the next iteration, because the otherwise branch in (3) becomes active. This can be regarded as an implementation trick; the same effect could be achieved by adding a flag to the algorithm. A similar rule for partial weight-backtracking can be found in [24] . We refer to this original algorithm as Rprop + throughout this article, where the superscript indicates the use of weight-backtracking. The left column of Fig. 1 describes Rprop + in pseudo-code. Figure 1 : Pseudo-code of one iteration of the Rprop + algorithm with weightbacktracking [18] (left column) and of the Rprop − algorithm without weightbacktracking scheme [17] (right column).
Rprop without Weight-Backtracking
In [1, 17] a different version of the Rprop algorithm is described. The weightbacktracking is omitted and the right hand side of (5) is used in all cases. Hence, there is no need to store the previous weight updates. We denote this version as Rprop − . The right column of Fig. 1 shows the corresponding pseudo-code.
Improved Rprop with Weight-Backtracking
Our first modification of Rprop is based on the consideration that a change of sign of the partial derivative implies that the algorithm has jumped over a local minimum, but does not indicate whether the weight update has caused an increase or a decrease of the error. Thus, the decision made in (6) to undo such a step is somewhat arbitrary. Even worse, it appears to be counterproductive to take back a step though the overall error has decreased. The idea of the modification of Rprop + is to make the step reversal dependent on the evolution of the error. There is a reason not to revert a step that has not caused a change to the sign of the corresponding partial derivative: Suppose that the weights influence the network error independently of each other and that the error function has only one local optimum within a hypercube U ⊆ Ê n , where n is the number of weights, and w (t) ∈ U . Then every change of w
takes the weight vector closer to the local optimum in U if w (t+1) ∈ U and sign ∂E (t) /∂w
. These considerations lead to the rule, that those weight updates that have caused changes to the signs of the corresponding partial derivatives are reverted, but only in case of an error increase: We replace (6) by
In (7) we combine "individual" information about the error surface (sign of the partial derivative of the error function with respect to a weight) with more "global" information (network error) in order to decide for each weight individually whether or not to revert a step. This combines the strictly "global" approach, where the complete previous update for all weights is reversed if [25] ), with the ideas in [18, 24] .
Compared to Rprop + only one additional variable, the previous error E (t−1) , has to be stored. We refer to this modified algorithm as iRprop + throughout the remainder of this paper. Figure 2 summarizes iRprop + in pseudo-code.
Improved Rprop without Weight-Backtracking
In case of a change of sign of the derivative, the iRprop + algorithm described in the previous section does two things in addition to the reduction of the step-size: First, it performs weight-backtracking in the (few) cases where the overall error increases. Second, it always sets the derivative ∂E (t) /∂w ij (t) to zero. In order to analyze the effects of these two different actions, we came up with the algorithm described in Fig. 3 , which is the same as iRprop + , but without weight-backtracking. We denote this algorithm as iRprop − . If the sign of a partial derivative changes, iRprop − reduces the corresponding step-size but does not modify the corresponding weight. Additionally, it is ensured that in the next step the weight is modified using the reduced step-size. Furthermore, a step-size cannot be altered if it has been reduced in the previous step. The only difference compared to Rprop − is that the derivative is set to zero.
Experimental Evaluation
In this section, we compare the new algorithms with the original Rprop versions, the BFGS algorithm, Quickprop, and the conjugate gradient method (CG) on four neural network benchmark problems. Two classification tasks (the cancer1 and diabetes1 data sets, both from the UCI repository of machine learning database, as given in the PROBEN1 benchmark collection [12] ) and two regression problems (predicting the sunspots and Lorenz time series) are considered. As models, we employ feed-forward neural networks for classification and the modeling of the sunspots time series, whereas we apply a recurrent neural network for the Lorenz time series prediction.
The iRprop + algorithm with improved weight-backtracking scheme. The proposed algorithm differs only in the highlighted line from the original Rprop + .
In all experiments, we use the same parameters for the four Rprop algorithms. These parameters are set to η + = 1.2, η − = 0.5, ∆ 0 = 0.5 (the initial value of the ∆ ij ), ∆ min = 0 and ∆ max = 50 (cf. [18, 12, 17] ). The only exception is the training of the recurrent neural network, where we set ∆ 0 = 0.0125, see Sec. 3.4.
All feed-forward network architectures used have sigmoidal hidden and linear output units, whereas in the recurrent network all activation functions are sigmoidal. In the following descriptions, the notation 8-2-2-2 stands for a network architecture with 8 inputs, 2 hidden layers with 2 units each and 2 output neurons.
The mean squared error
is employed for network training. Here t n denotes the desired output for a particular input x n and y(x n ; w) the output of the neural network given x n and the weight vector w; ||.|| is the Euclidean norm. The dimension of the output is denoted by d, the number of training patterns (or the length of time series in the case of the recurrent network) by N . The error percentage [12] defined as 100 · E MSE (w)/(t max − t min ) 2 , where t max and t min denote the maximum and minimum target value, respectively, is used to display the results in this section. However, cross-entropy based error functions may be more suitable for classification tasks and work also well in combination with Rprop [8] .
We compare the Rprop algorithms with three common optimization techniques,
The iRprop − algorithm without weight-backtracking. The proposed algorithm differs only in one line from Rprop − .
Fahlman's Quickprop (cf. [2, 15] ), the BFGS (cf. [14] ) algorithm, a quasi-Newton method, which iteratively estimates the inverse of the Hessian, and the conjugate gradient method (cf. [14, 20] ). We employ the nonlinear CG algorithm using the Polak-Ribière method. The search direction is reset to the negative gradient direction whenever a search direction is computed that is not a descent direction, i.e., the scalar product of the actual gradient and the computed search direction is not positive. Different line search methods (zeroth-and first-order) have been tested. An elaborated direct (zeroth-order) line search performed best and is therefore applied throughout this investigation for both CG and BFGS.
The performance of Quickprop strongly depends on the fixed learning rate parameter ǫ (denoted η in [15] ). Hence, for every test problem, we first performed 10 trials for each ǫ ∈ {0.00001, 0.0001, 0.001, 0.1, 0.5, 1, 2, 3, 4, 5}. The ǫ value that gave the best results is used in the comparison of the learning algorithms: ǫ = 1 for the cancer1 task, ǫ = 2 for the diabetes1 task, ǫ = 1 for the sunspots problem, and ǫ = 0.01 for the Lorenz time series prediction. The maximum growth factor µ is set to 1.75 as recommended in [15] .
For a fair comparison, the computational costs for optimization are measured in propagations (the computational complexity of the optimization algorithms is neglected): evaluating the error function (e.g., during line search) of a neural network corresponds to one ("forward") propagation, calculating the error and the gradient corresponds to two propagations ("forward" and "backward"). Hence, one iteration of a Rprop algorithm needs two propagations.
All results presented are based on 100 independent trials for each problem. To display the results, the median is preferred to the less robust average. To achieve a fair comparison, the 100 random weight initializations were the same for all the learning algorithms. In order to analyze whether the differences between the error trajectories are significant, every 10 propagations a Wilcoxon rank sum test [26] has been performed (all statements refer to a significance level of 5 %; however, most differences are highly significant). In the following, only the most important results are reported. 
Diabetes Classification

Problem and Model Description
The goal of this real-world classification task is to decide whether a Pima Indian individual is diabetes positive or not. There are 8 inputs representing personal data and results from a medical examination. A 1-of-2 encoding is used for the output, which is a binary attribute that is correlated with the question whether the person suffers from diabetes or not. The training set consists of 384 patterns. Some of the patterns are disturbed by noise: they contain nonsensical zero entries. An 8-2-2-2 feed-forward neural network with all shortcut connections (i.e., all feed-forward connections including those that skip intermediate layers) is used, which gave good results in [12] .
Results
The trajectories of the error percentage are shown in Fig. 4 . In the diabetes task, iRprop + performs significantly better than all the other Rprop variants, CG, andas in all other tasks-Quickprop. It also significantly outperforms the BFGS in the first approx. 600 propagations. After more than 1200 propagations the BFGS shows significantly better results than iRprop + . Behind approx. 100 propagations, Rprop + , Rprop − , and iRprop − do not differ significantly from each other. After the (predominantly stochastic) initial phase the BFGS reaches significantly lower training errors than the CG method and Quickprop. This holds for all test problems in this study. 
Cancer Classification
Problem and Model Description
The cancer1 problem [27] is also a real-world classification task: Based on 9 inputs describing a tumor, the task is to classify it as either benign or malignant. The data set consists of 350 patterns. Again a 1-of-2 encoding is used for the output. The architecture is a 9-4-2-2 feed-forward neural network with all shortcut connections, which performed well in [12] .
Results
The results are summarized in Fig. 5 In all the four tasks, iRprop + performs significantly better than CG with the only exception of the final iterations in this problem, where the differences do not become significant.
Sunspots
Problem and Model Description
The goal of this regression task is to reproduce the time series of the average number of sunspots observed per year. The data from the time steps t − 1, t − 2, t − 4, and t − 8 are used to predict the average number of spots at time t. The input data are normalized between 0.2 and 0.8. 289 patterns are used, the first pattern to predict is from year 1708. A 4-5-1 feed-forward neural network without shortcut connections is used.
Results
iRprop
+ and iRprop − perform better than the other learning schemes, see 
Lorenz Time Series
Problem and Model Description
The task is the modeling of the Lorenz attractor [10] , which is defined by the three coupled differential equationṡ
z(t) = x(t) y(t) − b z(t) .
For the chosen parameter values σ = 16, r = 45.92 and b = 4 the time series shows chaotic behavior. We solved these equations by means of a fourth order RungeKutta method with time step 0.01 = ∆t/2. The task during the presentation of the training sequence was to predict one time step ahead, only using the x coordinate of the data: x(t) → x(t + ∆t). We generated a training sequence of 2020 data points, including 20 data points for the warm up of the internal states; these 20 points were not used for the calculation of the training error. For this task, a recurrent neural network is chosen. More precisely, we use an extended Elman network [23] with a single memory layer. For all activation functions the hyperbolic tangent is employed. Hence, input and output data are normalized to lie between -0.7 and 0.7. Because the weights in recurrent neural networks are more sensitive than in feed-forward structures, a smaller initial ∆ 0 (0.0125) is chosen.
Results
The statistics of the error percentage for 100 trials are shown in Fig. 7 th propagation, iRprop + and iRprop − perform significantly better, after approx. 400 propagations significantly worse than the BFGS. As the trajectories of the averaged error percentage-see inset plot in Fig. 7 -behave differently, we can conclude that there are some outliers, e.g., trials where algorithms get stuck in bad local optima, that dominate the average errors. This lack of robustness can be interpreted as a drawback of the BFGS algorithm. The discrepancy between median and average does not occur that clearly in the three feed-forward neural network learning tasks reflecting that learning is more robust in the feed-forward than in the recurrent networks.
Notes on Generalization
A common issue addressed when discussing neural network learning algorithms is generalization, i.e., the ability of the trained network to process previously unseen data in a desired way. In this study we restrict our analysis of the algorithms to their performance on the presented training set, because to our minds generaliza-tion is mainly a problem of an adequate formulation of the learning task, whereas the learning algorithm's concern is the efficient optimization on the presented error surface. Nevertheless, there may be a tradeoff between learning speed and generalization if generalization is judged by means of an extra validation data set (cf. [15] , p. 153). To see this, let us assume an optimal learning algorithm in terms of learning speed and an error function that considers solely the performance on a training data set. The algorithm would find a weight configuration that results in the minimal training error in a single step. Obviously, this solution is not likely to generalize well. The weight configurations that correspond to networks that produce a low error on a validation set are usually found by evaluating the solutions along the trajectory in the weight space the learning algorithm generates. With increasing speed of the algorithm, the number of intermediate steps decreases, and therefore so does the chance of evaluating a weight configuration that shows good results on the validation data set. This problem does not occur if generalization is achieved by incorporating a regularization term into the error function.
With regard to the new algorithms, it has been shown in [6] that the improved Rprop algorithms does not seem to converge to different minima than the original ones-they only converge faster.
Discussion
In the previous paragraphs, we have compared the new variants of Rprop with the two original ones and three widely spread optimization techniques, on three real world neural network learning problems, plus one realistic one [13] . Basically, the outcomes of all of our experiments are comparable: iRprop + has turned out to be superior in the initial phase of learning, whereas in some experiments BFGS performs better in a later phase. In all test problems Quickprop and the CG method perform rather badly. The iRprop − algorithm appears to be worse than iRprop + , but it is very compact and needs less memory; it performs better than the comparable Rprop − . In the later phase of learning, the BFGS might benfit from two facts: the estimation of the Hessian and the implicit assumption of a quadratic error surface become more accurate after a while. However, one has to keep two important things in mind: First, BFGS has quadratic time and space complexity, which adversely affects the application to large neural networks. Second, if generalization is judged by means of extra data sets, the later phase of learning is likely to correspond to already overfitted models, because networks that generalize well are usually found much earlier in the learning process [6, 12] . Therefore, the powerful behavior of BFGS may not be relevant in certain scenarios.
Rprop on Artificial Test Functions
In order to get more general results and ideas as to why our modifications increase the learning speed, we analyze the behavior of the Rprop algorithms on artificial error surfaces.
Method
In the vicinity of an optimum the error surface can be approximated by a hyperparaboloid, i.e., the contours of constant error are elliptical. Let w denote the n-dimensional vector of parameters to be optimized, e.g., n weights of a neural network. Then the general hyperparabolic error surface is given by
where ., . denotes the scalar (dot) product. The vectors o 1 , . . . , o n ∈ Ê n form a normalized orthogonal basis with random orientation, i.e., for each 1 ≤ i, j ≤ n they satisfy o i , o j = 0 if i = j and ||o i || = 1. The parameter a controls the condition of the problem. This test function is a generalization of the artificial error surface proposed in [21] . It is used in [3, 4] for analyzing the local search properties of evolutionary algorithms.
Rprop is not invariant under rotation of the coordinate system; its performance strongly depends on the choice of o 1 , . . . , o n (not rotating the coordinate system results in an unrealistic special case, where the weights in the neural network influence the error independently of each other). In our experiments, we use a different basis in each trial. The Gram-Schmidt orthogonalization procedure is used to construct o 1 , . . . , o n from randomly drawn basis vectors.
The parameter a in Eq. (10) corresponds to the relation between the longest and the shortest axis of the elliptical contours; it is equal to the square root of the condition of the problem defined as the ratio between the largest and the smallest eigenvalue of the Hessian of E a (w). According to [3] , a choice of a = 10 3 is reasonable for real world optimization problems. An idea about the magnitude of a for neural networks comes from the analysis of the Hessian matrix. It is argued that a typical Hessian has few small, many medium, and few very large eigenvalues [9] . This leads to a ratio between the longest and the shortest axis that is much larger than 10
3 . As the Rprop algorithms depend only on the sign of the derivative and the ranking of the error values, the results obtained with test functions generated by Eq. (10) do not only hold for the parabolic error surface, but also for any monotone increasing transformation.
In the following, we compare the four Rprop algorithms on the hyperparabolic error surfaces with different values for a. We perform 100 trials per setting and Rprop variant. The randomly chosen initial values of w and the basis vectors are the same for each Rprop, but different for each trial. During optimization, we computed characteristic features of the steps on the error surface for subsequent analysis [5] .
Results
The performance of the four Rprop algorithms depends on the condition of the test function, but only for very small and unrealistic values of a (a 3) the original methods converge faster than the modified algorithms. The larger a is the more iRprop − and iRprop + outperform the original algorithms as shown in [6] for dimension n = 100. However, the qualitative behavior appears to be independent of the problem's dimension. See Tab. 1 for the results for n = 2, where for different values of a the number of steps required for the error to fall below 10 −6 are given. We can conclude that the proposed modifications improve the local optimization properties of Rprop for all relevant scenarios. Table 1 shows interesting properties of the (improved) Rprop algorithms. We measured the probability of improvement (PI, the percentage of steps that lead to an error decrease) the probability of worsening (PW), the average improvement (AI, the average amount of an error decrease), the average worsening (AW, the average amount of an error increase), and the amount of the average change of the error ∆E. Furthermore, we calculated the average step-size ||∆||, where we define
For the considered parameterization of the error function and the algorithms, we have:
1. For large values of a, the new algorithms are about 2.5 times faster than the original ones.
2. The new Rprop versions do not necessarily have a higher fraction of beneficial iterations, but take larger steps. As indicated by the average improvement (AI), this leads to larger steps towards the optimum (the also larger deteriorations can be neglected).
3. For large values of a, AI, AW, PI, PW, and therefore ∆E appear to be independent of a. It is striking that the number of steps are approximately proportional to a 2 , i.e., the condition of the problem: The dominating term in the error function E 2 (w) is (a w, o 2 ) 2 . Thus the error function scales with a 2 . As the initial w (0) have been chosen independently of a and the error threshold to be reached is kept constant, this scaling of the error function determines the number of steps needed.
As the step-sizes are an important factor, the question arises how the choice of η + and η − influences the results. Is the improved learning speed a mere consequence of the parameterization, i.e., do the original versions perform as well as the improved Rprops when choosing different values for η + and η − ? To answer these questions, we performed 100 trials for each of the following settings with condition a = 10 and dimension n = 2. We fixed η − to the standard value of 0.5, and varied η + ∈ {1.05, 1.1, 1.15, . . . , 1.6}, i.e., even beyond the sensible choices [16] . In a second set of experiments, we fixed η + to the standard value of 1.2 and varied η − ∈ {0.4, 0.45, 0.5, . . . , 0.8}.
In all experiments, the new algorithms clearly outperformed the original ones. To our knowledge, there has been no investigation of the Rprop performance for η − = 0.5. However, the best results were achieved using the parameters η − = 0.7 and the commonly used η + = 1.2.
Conclusions
The Rprop algorithm is one of the best performing first-order learning algorithms for neural networks with arbitrary topology. As experimentally shown, its learning speed can be significantly improved by small modifications without increasing the complexity of the algorithm. The new methods, in particular iRprop + , perform better than the original algorithms on all of the neural network test problems, including feed-forward and recurrent models and real world and realistic data sets. Moreover, iRprop + outperforms the efficient and widely spread BFGS, Quickprop, and CG algorithms in the relevant domain. The experiments confirm the robustness of the Rprop learning methods with respect to their internal parameters.
Our analysis of the local search ability of the different versions of Rprop on a hyperparabolic error surface, i.e., a surface comparable to the vicinity of a minimum, gives a deeper insight into the differences and common features between the different algorithms. These investigations show that the behavior of Rprop depends on the condition of the surface; for realistic settings, the improved algorithms outperform the original ones. Moreover, one can see that the modifications enable Rprop not to make more successful steps, i.e., steps decreasing the error, but longer ones, i.e., steps with larger step-sizes.
Based on these results, we conclude that the improved Rprop with weightbacktracking iRprop + should be considered as the first choice for first-order batch learning of (large) neural networks. Table 1 : Results for two-dimensional artificial error surfaces, averaged over 100 trials per setup. The parameter a controls the condition of the problem. The number of steps refers to the iterations required for the error to fall below 10 −6 . In addition, the probability of improvement (PI), the probability of worsening (PW), average improvement (AI, i.e., the average amount of an error decrease), the average worsening (AW, i.e., the average amount of an error increase), the amount of the average change of the error ∆E, and the average step-size ||∆|| are given. 
