An adaptive general predictive control using optimally scheduled multiple models (OSMM-GPC) is presented for improving the load-following capability and economic profits of the system of parallel-coursing utility units with a header (PUUH). OSMM-GPC is a comprehensive control algorithm built on the distributed multiple-model control architecture. It is improved from general predictive control by two novel algorithms. One is the mixed fuzzy recursive least-squares (MFRLS) estimation and the other is the model optimally scheduling algorithm. The MFRLS mixes the local and global online estimations by weighting a dynamic multi-objective cost function on the membership feature of each sampling point. It provides better parameter estimation on the TakagiSugeno (TS) fuzzy model of a time-varying system than the local and global recursive least squares, thus, it is proper for building adaptive models for the OSMM-GPC. Based on high-precision adaptive models estimated by the MFRLS, the model optimally scheduling algorithm computes the regulating efficiencies of all control groups and then chooses the optimal one in charge of the multiple-variable general predictive control. Through the model scheduling at each operation point, considerable fuel consumption can be saved; meanwhile, a better control performance is achieved. Besides PUUH, the OSMM-GPC can also work for other distributed multiple-model control applications.
Introduction
The system of PUUH is an important form of combined generation of electricity and heat in refineries, chemical plants, and paper mills. A PUUH system is composed of several source devices like fossil-fuel boilers and several sink devices like steam turbines connected by a steam header as shown in Fig. 1 . The main purpose of PUUH control is to keep balance between the load demand and the supply of the overall system. Load demands of PUUH come from two ways: One is the static load demand from the upper management level to the control level. It can be allocated by a variety of optimization approaches, which we have studied before [1] [2] [3] ; another is the dynamic load demand (DLD) of steam flow from heat users. It is shown as a real-time decrease or increase of the header pressures proportional to the backpressures of the steam turbines on the header; therefore, an optimal allocation of DLD is equivalent to an optimal control of header pressures with the objective to minimize fuel consumption.
For the requirement of stable steam quality, the controller should keep the measured header pressures at their set points precisely in steady states and fluctuate shortly and smoothly in transient processes. However, header pressures are very difficult to regulate, because they are influenced by multiple sources and multiple sinks, resulting in a complicated coupled system with long delays. When a disturbance occurs, it usually takes a PUUH system long time to arrive at a new stable state, showing poor stability and large fuel consumption. These control problems become more difficult when DLD varies in a wide range with nonlinear variations of the coal consumption rates of the boilers, and when the parameters of PUUH vary slowly in the long-term operation. Thus far, the header-pressure regulating is a bottleneck in improving the load-following capability and the generation efficiency of a PUUH system.
From the literature and large numbers of field operation reports, we know that the existing header-pressure controllers with the conventional algorithm do not work well in practice. There have been some studies on improving header-pressure control in its stability and reliability [4] [5] [6] [7] , but none of them consider the optimal fuel consumptions during their pressure regulation. Therefore, an improved header-pressure control with the DLD optimal allocating needs to be developed under the objective of the minimal fuel consumption currently.
General predictive control is a receding-horizon linear quadratic control law depending on the prediction of the plant's output over several steps. It has been very successful in solving the control problems with long delay, with coupled inputs, and with variable parameters [8] [9] [10] . Although general predictive control algorithm is a linear control law, it can be extended to nonlinear control by incorporating nonlinear prediction models.
We have proposed a theoretical approach for modeling PUUH [11] . Because it has some recurrent computing, it is suitable for building a simulator but not for serving as a prediction control model. The Takagi-Sugeno fuzzy model is an effective multiplemodel approximate method for modeling complex nonlinear systems [12] . It has shown its good effects on improving the performance of many nonlinear multiple-model control systems and thus has been widely applied [13] [14] [15] [16] [17] . In order to improve the header-pressure control performance as well as to realize the DLD optimal allocating of PUUH in wide operation ranges, we will develop an adaptive OSMM-GPC based on the TS fuzzy models in this paper.
In the novel OSMM-GPC, the general predictive control for header pressure is improved by two new algorithms. One is the MFRLS estimation for achieving a high precision of onlineestimated models of nonlinear and time-varying systems. It contributes to getting correct scheduling and predictions in the OSMM-GPC. Another model, optimally scheduling algorithm improves the multiple-model control into a distributed multiplemodel control by a two-step model scheduling. It first sorts out the boiler combination of the highest regulating efficiency from the TS model set estimated by MFRLS, and then it schedules the active prediction model by fuzzily weighting the TS models of the chosen combination. Based on the active prediction model, the general predictive control algorithm works out the optimal control instructions and then sends them to the chosen boilers at each sampling instant. OSMM-GPC can realize the DLD optimal allocating of PUUH by considering both the economy index and regulatory index in its two-step model scheduling. It provides a better multi-objective optimal control solution to distributed nonlinear systems than other multiple-model control strategies by its more flexible optimally scheduling algorithm.
This paper is organized in the following way: Sec. 2 describes the distributed increment-control architecture in which the OSMM-GPC works. Section 3 describes the modeling approach. First, there is a brief introduction of the TS model and then the derivation of the MFRLS algorithm. Section 4 proposes the model optimally scheduling algorithm first, then it presents the wholly OSMM-GPC. The simulation experiments in Sec. 5 verified both MFRLS on the multiple-variable plant and the OSMM-GPC algorithms.
2 The Distributed Increment-Control Architecture Figure 1 shows the distributed increment-control architecture of a PUUH system with n boilers and m steam turbines (n > m). M 1 À M n denotes the allocated static boiler load (firing rates) and Dt 1 À Dt m the allocated static steam turbine load (steam flow). They are the basic supply and demand loads, respectively. We only show their relation to DLD in the architecture and will not discuss them more. DM 1 À DM n denotes the real-time varying DLD optimally allocated by the DLD optimal controllers or the optimal header-pressure controllers to be discussed under the objective of the minimal fuel consumptions.
The DLD optimal controller adopts multiple-variable control algorithm. Considering the computing complexity, a distributed control system with several low-dimension DLD controllers is more proper than one controller for a whole system of PUUH. The number of controllers depends on the size of a PUUH. Intuitively, the DLD optimal controllers of a distributed system can be set according to the design principle of a PUUH system. It is to compose the overall system of several flow demand-and-supply balanceable groups according to the nominated capacities and locations of devices. A 3-boiler and 2-turbine group is a typically configured balanceable group. The flow demand-and-supply balance can be kept within one group. The flow between two neighbored groups is small thus can be treated as a disturbance for each group in control. Therefore, we can design a distributed control system for PUUH by setting one DLD optimal controller in each balanceable group as shown in Fig. 1 .
Each DLD optimal controller has multiple inputs and multiple outputs. In Fig. 1, P i , i ¼ 1, …, n þ m À 1, denotes the pressure measurement on the ith header segment, which is a portion of the header connected with the ith device. Because they can sensitively show the unbalance between the load demand and supply in their group, the variations of P i on the header segments with steam turbines can be used as the controlled variables of the DLD optimal control. Obviously, the control variables should be the incremental firing rate of boilers DM i (k), i ¼ 1, …, n. Take a PUUH with n ¼ 3 and m ¼ 2 as an example. The inputs of the DLD optimal controller are P 2 and P 4 , which are the controlled variables. Its outputs are the increment firing rates DM 1 (k)-DM 3 (k) sent to the boilers 1-3 as the control variables.
Because the control variables are incremental, this distributed increment-control architecture supports a freely and smoothly scheduling on control variables among different boilers. Therefore, we will study OSMM-GPC algorithm on this architecture which may not only be suitable for PUUH but also for other bustopology systems which need distributed multiple-model control.
Takagi-Sugeno Fuzzy Modeling With MFRLS Estimation
The performance of OSMM-GPC largely depends on how precisely the online-estimated TS model tracks the nonlinear and slow time-varying system; thus, it is valuable to improve the online estimation precision of TS models. Many fuzzy clustering methods have been well established for the estimation of the antecedent parameters of TS models, e.g., fuzzy C-Mean clustering, Gustafson-Kessel clustering, Gath-Geva clustering, and the online clustering methods [18] [19] [20] , thus we will not discuss them here.
The most widely used estimation method on consequent parameters of TS models is the fuzzy least-squares estimation [21] . Although the fuzzy batch least squares for offline estimation have been well studied [22] , the more valuable online estimation method is the fuzzy recursive least squares (FRLS) for tracking time-varying parameters of real systems. The existing FRLS algorithms include the global optimal FRLS and the local optimal FRLS [23] . The former pursues the global fitting but ignores the interpretability of each local model, whereas the latter has good interpretability on local linear models but may not achieve the optimal global approximation. Therefore, both the two FRLS algorithms do not behave ideally in tracking the time-varying consequent parameters of TS models as seen in the experiments of Sec. 5. The reason is that they use a fixed tracking objective without considering the varying feature (membership degree) of each newly coming sampling point in their online learning. If one new sampling point has a high membership degree in one fuzzy partition and low membership degrees in other fuzzy partitions, the point should mainly contribute to the local model learning because it belongs to a predominant subspace; else, if the point has the almost even membership degree in every partition, it is suitable for the global learning. Weighting the two FRLSs and computing in parameter estimation to improve the precision may be intuitively thought of, but actually it does not work. Considering the features of sampling points in online learning, we proposed a novel FRLS on both global and local optimal estimation objectives. This method uses the feature of each new sampling point to adjust the objective for the optimal parameter estimations Transactions of the ASME at each updating instant. The recursion formula is obtained by solving a dynamic multiple-objective optimization problem at each sampling instant. In the novel FRLS, the global and local FRLSs are mixed by their common covariance matrix, so we called it the MFRLS algorithm, the formulas were presented in Ref. [17] without derivation. In this paper, we will give a complete presentation on how to solve the mixed covariance matrix on the multiple optimal objectives and derive the recursion formula of MFRLS which has not been published before. First, a brief introduction of TS model will be given before the derivation of the MFRLS algorithm.
3.1 Takagi-Sugeno Fuzzy Model. TS model is capable of describing highly nonlinear system using a group of rule-based models with fuzzy antecedents and functional consequents that follow the fuzzy inference proposed by Takagi and Sugeno [21] . A typical rule-based TS model is shown as
where R i denotes the ith fuzzy rule; k is the kth sampling time instant; K l is the number of fuzzy rules; X i,j denotes the antecedent fuzzy sets, j ¼ 1,…,S; w is the input vector,
, denotes the jth scalar of vector w; h i,j , j ¼ 1,…,S þ 1, is the coefficients of the consequent polynomials to be identified; y i is the output of the ith linear subsystem. The output of the TS model is computed by
where the normalized firing level of rule R i is defined as
x i is the firing degree of rule R i at instant k, which is defined as conjunction of respective fuzzy set for this rule
where
3.2 MFRLS Estimation on Consequent Parameters. We take both the global estimation error and the local estimation error into account to develop MFRLS for more precise estimation of consequent parameters. The key point of MFRLS is to deduce the mixed covariance matrix of its recursive formula associated with the varying member degree of the latest sampling point at each sampling instant.
First, we need to construct the same dimensional matrices and vectors for dynamically building the multi-objective cost function composed of the global and local estimation errors. Assume, there are N groups of input-output sampling point data ðw e ðkÞ; yðkÞÞ; k ¼ 1; …; N
where w e ðkÞ ¼ ½w 1 ðkÞ; …; w s ðkÞ; 1
and yðkÞ is the sampled output at instant k. Transform (2) into vector form on the N groups of data
where 
For the purpose of making a multi-objective function of the global and local estimation errors with respect to h, we construct the following matrix and vectors: 
. .
define
denotes the row vector of X including the jth row vector of X i .ĥ is the estimation of h.
Second, we make a multi-objective cost function based on Eqs. (5)- (14) , by the weighted summation of the squares of the global and local estimation errors. The mixed objective function is given by
where the first item is the weighted global estimation error and the second item is the weighted local estimation error; where l m ðkÞ þ l m ðkÞ ¼ 1, and l m (k) is the highest normalized firing level among all the submodels of the latest sampling point at instant k. Third, we minimize the objective function (15) with respect tô h and then deduce the recursive formula of MFRLS. The mixed optimal (least-squares) estimation of h is given by
, which is the global estimation covariance matrix, and the recursive formula of C G is given by
, which is the local estimation covariance matrix. We derive the recursive formula of C L as follows:
Applying the matrix inversion lemma on Eq. (19), we have the re-
where x i,k is defined in matrix X in Eq. (14) . From Eq. (17), we have
and
Transform (16) into the summation form and simplify it by
Substituting Eq. (22) in Eq. (23), we have
which is shortly written as 25) whereŷðkÞ ¼ W T k hðk À 1Þ is the global estimation of yðkÞ; y i ðkÞ ¼ x T i;k hðk À 1Þ is the ith local estimation of yðkÞ. Finally, we have the MFRLS algorithm which is described by the recursive formulas (18) , (20) , (21) , and (25). Although we derive MFRLS from the batch global and local least-squares estimations, the resultant formulas can work only with the current sampling data and their outputs of the previous sampling instant. In the MFRLS, the firing level of a new sampling point is calculated and then the maximal one among all the subspaces is chosen to construct a multi-objective optimization index for updating the consequent parameters at each sampling step; thus, MFRLS is a more effective and flexible estimation method than the other two FRLS.
Based on nonlinear and time-varying prediction models achieved by the TS fuzzy modeling with MFRLS, we are able to study the optimally scheduling algorithm on multiple prediction models for the general predictive control.
The OSMM-GPC Algorithm
The purpose of an optimal control of header pressures or the DLD optimal controller is to track DLD efficiently, while achieving a better control performance including smaller overshoot, setting time, and steady-state errors on the header pressures. We will propose the OSMM-GPC to improve the control performance of header pressures, the DLD-following capability and the economic profit of PUUH in this section.
Suppose there are n boilers and m steam turbines working in one balanceable group of PUUH. In most cases, there is n > m, therefore, a model optimally scheduling algorithm is needed for selecting the m-most efficient boilers to be the regulating devices of the m Â m general predictive control on the header pressures. Because of the nonlinearity and time-varying characteristics of PUUH, the selection should be online executed at each operation point. As mentioned previously, a smooth switching of control devices can be guaranteed on the increment-control architecture in Fig. 1 .
The DLD optimal controller shown in Fig. 2 uses the OSMM-GPC algorithm to implement a distributed control on the pressures along the header. The OSMM-GPC algorithm has three major functions including the modeling and online estimating by Takagi-Sugeno fuzzy modeling with MFRLS, model optimally scheduling, and multiple-variable general predictive control. The OSMM-GPC algorithm works in the following procedure:
First, the OSMM-GPC uses Takagi-Sugeno fuzzy modeling to build C(n, m) groups of m Â m TS fuzzy models, where C(n, m) is the number of m combinations from the set of n boilers; based on these TS models, C(n, m) groups of adaptive prediction models Transactions of the ASME are online estimated by MFRLS algorithm at each sampling interval. Then the model optimally scheduling algorithm chooses the optimal one from the C(n, m)-adaptive models on an economic objective as the active adaptive prediction model. It is used by the m Â m general predictive controller to calculate the control increment DM of the current sampling instant, where DM denotes m-dimension vector of the incremental firing rates. The chosen boilers will add DM to their previous firing rates, and the unselected boilers keep theirs. In Fig. 2 , M denotes the n-dimension vector of firing rates; P r denotes the m-dimension vector of the set points of the header pressures; P m denotes the m-dimension vector of the header-pressure measurements. 
The Model Optimally Scheduling
Equations (26)- (30) can represent not only the dynamics of the plant but also the efficiency of each boiler for regulating the pressures at the current operation point. We evaluate the efficiency of each scheme by the Final Value Theorem. Let each input be a step signal, and the steady gain of each model is obtained by equating the operator q À 1 to 1. Because the affine item C i,j represents an offset from a linearization center of these submodels, it is pointless on evaluating efficiency. Thus, we have the regulating efficiency (MPa/(kg/s)) [24] (29) and (30). Their coefficients come from the online estimation by MFRLS. x j represents the importance of the jth outputs. Here, x j weights the impacts of these outputs to the overall regulating efficiency. In the distributed system of PUUH, x j ¼ 1 is suggested because the pressure points along the header have the equal importance. Equation (31) evaluates the regulating efficiency of the C(n, m) schemes at current operation point. where suppose that the optimal scheme is the sth. The solution of problem (32) determines which boiler combination scheme should be adopted to regulate the header pressures at the current operation point. If a boiler is in the selected scheme, it adjusts its firing rate at the current time instant according to the instruction from the OSMM-GPC controller; otherwise, it keeps its previous firing rate.
As a result of solving problem (32), an inner prediction model for the general predictive control algorithm is settled according to the selected scheme. 
where PM s means the model according to the sth input scheme chosen. Then we can use it as the prediction model of the general predictive controller to calculate new control increment.
In each sampling interval, the OSMM-GPC algorithm first schedules the regulating boiler combination on the objective of the highest regulating efficiency at current operation point, and then it solves a regulatory optimization problem by the multiple-variable general predictive control algorithm on the selected boilers.
Multiple-Variable General Predictive Control.
The regulatory optimization problem of PUUH is described as 
where N 1 is the minimum costing horizon; N 2 is the maximum costing horizon; M min and M max are the minimal firing rate and maximal firing rate, respectively; DM min and DM max are the minimal increment firing rate and maximal increment firing rate, respectively; k(j) is a output-weighting sequence; Q(j) is a control-weighting sequence. wðk þ jÞ is the reference sequence which is obtained from where Y r (k) is the m-dimension vector of the set points of the outputs; a 2 ½0; 1Þ is for smoothing the reference sequence. In the multiple-variable constrained general predictive control, Y(k þ j) is the j-step ahead optimal prediction of the output, which is given by
where E j (q ) and the prediction interval j. They satisfy the identity
where D ¼ 1 À q À 1 . This optimization problem including Eqs. (34)-(39) is the description of a multiple-variable constrained general predictive control with an adaptive prediction model. It can be transformed into the expression of a standard quadratic programming problem [25] to get feasible solutions of the firing rate increment DM. Then, the solution is added into the m boilers selected by the model optimally scheduling algorithm at the current operation point. The other (n-m) boilers keep their previous firing rates. The architecture of Fig. 1 provides smooth switching of the control increment among the boilers.
Because a low-dimension multiple-variable OSMM-GPC algorithm takes less computing time, the configuration of such a DLD optimal controller with the OSMM-GPC algorithm depends on the size of a PUUH system. If the system is small, one controller with the multiple-variable OSMM-GPC algorithm can meet its needs; if the system is large, then it is more proper to set one DLD controller for each one balanceable group as mentioned in Sec. 2.
Simulations and Discussion
In this section, we illustrate OSMM-GPC algorithm on its two novel components of MFRLS and the model optimally scheduling algorithm. For clearly showing the tracking performance of MFRLS, we verify it on a 2-input-and-2-output water tank model which is an identification bench mark [18] . It has small initial dynamics and is sensitive to the noise; thus, it is proper for testing estimation performance. If an estimation approach can track this time-varying model well, it must be able to track other slow timevarying and large-initial plant like PUUH. In the second part, we will illustrate the effectiveness of the model optimally scheduling algorithm on a typical PUUH theoretical model [11] with three boilers and two turbines.
Verifying MFRLS
We illustrate the new MFRLS algorithm using the following nonlinear theoretical model of a 2-input-and-4-output water tank group [5] : 
We use the binary pseudo-random sequences as the inputs u 1 and u 2 , shown in Fig. 3 , to stimulate the theoretical model (40) Table 2 shows their mean-absolute errors which are given by
Obviously, the local FRLS worked better than the global FRLS in online estimation because it considers more features of the sampling points in the algorithm, but not sufficiently. The tracking performance of MFRLS is better than the other two in all the cases. When the input has a large change which means the state transfers from one subspace into another subspace, MFRLS shows great advantage over the local FRLS. This will bring advantages to properly scheduling and smoothly switching in an optimally scheduling multiple-model control.
Verifying the Model Optimally Scheduling Algorithm of OSMM-GPC.
Because the performance of general predictive control with Takagi-Sugeno model for the long delay and nonlinear plants has been extensively demonstrated both in the literature and practice, the emphasis of this experiment is to verify the effect of the model optimally scheduling algorithm, i.e., to compare the two aspects of the fuel consumptions and the dynamic Table 1 Rules of TS model
If (h 1 (k À 1) and h 2 (k À 1) and h 3 (k À 1) and
, is the fuzzy set.
performance between the general predictive controls with and without the optimally scheduling on their prediction models. We did the experiment on a theoretical model [11] of a typical PUUH system with three boilers and two steam turbines. The full steam flow of each boiler or steam turbine in this system is 61 kg/s. First, we obtained three initial groups of 2-input-and-2-output prediction models by TS modeling. At each sampling interval, the online model identifying the function updated the three groups of prediction models by MFRLS to precisely track the slow timevarying system in practice. Then, the model optimally scheduling algorithm chose one group with the maximal regulating efficiency by Eq. (32) among the three groups of models and made it as the active prediction model of the general predictive controller to calculate the control increment at current sampling instant. In the experiment, first let the theoretical PUUH model run over 2000 steps to arrive at an initial steady state, where the header pressures, P m2 ¼ P m4 ¼ 8.75 MPa, need to be kept as the set point all along and the opening ratios of the steam turbine valves, V 1 ¼ V 2 ¼ 50% , varied according to the DLD. The DLD can be simulated in experiments through tuning the two throttle valves freely. Thus at the 2050th step, let the opening ratio of the steam turbine valve 1 step from 50% to 70% to simulate the increase of the DLD; after about 700 steps running under the pressure control, the PUUH arrived at a new stable state, then at the 3500th step, let the opening ratio of the steam turbine valve 2 step from 50% to 35% to simulate the decrease of the DLD. These variations of the DLD are shown in Fig. 5(a) . The three control ways of OSMM-GPC, GPC with controllable boilers 1 and 2, and GPC with controllable boilers 1 and 3 were individually implemented in the experiment.
Integrating the firing rate summation of all the three boilers from the 2000th step to the 4500th step and comparing the fuel consumptions among the three control ways produces the results shown in Table 3 . Obviously, OSMM-GPC consumed the least fuel among the three ways in tracking the same DLD trend of Fig.   5 (a). The saved fuel is about 8199 t for 1 year. " 1 " in Fig. 5(d) points out the switching of the manipulations between boilers 2 and 3. Because boiler 3 had higher efficiency than boiler 2 in the range before that point, the two manipulated variables of the incremental firing rates at each sampling instant were sent into boilers 1 and 3, meanwhile, boiler 2 kept its constant firing rate; in the range after that point, the incremental firing rates were sent into boilers 1 and 2 because boiler 2 had higher efficiency than boiler 3 then, meanwhile, boiler 3 retained its value. Boiler 1 had the highest efficiency among the three all along. As a result of efficient control, the OSMM-GPC shows much better transient performance on P m2 and P m4 than the other two ways, i.e., both the transient curves of P m2 in Fig. 5 (b) and P m4 in Fig. 5(c) show that OSMM-GPC control had less overshoot and shorter regulating time than the other two ways in tracking the same DLD trend of Fig. 5(a). Figures 5(e) and 5(f) show the firing rates of the fixed patterns of GPC.
Therefore, we draw a conclusion that the OSMM-GPC can not only improve the DLD following capability of PUUH on both the stability and rapidity of the header-pressure control but also improve the economic profits by saving considerable fuel consumption in its regulating. 
Conclusions
For improving DLD-following capability and the economic profit of a PUUH system, this paper has proposed a distributed multiple-model general predictive control algorithm OSMM-GPC. The OSMM-GPC is built on a distributed increment-control architecture which is proper for flexibly scheduling and smoothly switching on devices and models. As a comprehensive control algorithm, the OSMM-GPC has an improved online parameterestimation algorithm MFRLS and a model optimally scheduling algorithm. The MFRLS algorithm can provide precise parameter estimation on the TS fuzzy model of a time-varying system. It sufficiently considers the membership feature of each sampling point to mix the local estimation and global estimation together by making a dynamical multi-objective cost function. With sufficient use of the information from sampling data, MFRLS has a better approximation to the real system than the global and local FRLS. It is a general parameter-estimation approach for building adaptive models in wide applications.
Based on the high-precision adaptive models, an optimal scheduling of control devices and their models can be well executed. The model optimally scheduling algorithm computes the regulating efficiencies of all control groups on their adaptive models and then chooses the optimal one to accept the control signals from a multiple-variable general predictive controller. Through the scheduling at each operation point, considerable fuel consumption can be saved in regulating the header pressures or tracking DLD, meanwhile, the control performance indexes including overshoots and regulating time are much better than that of the control without model optimally scheduling as proved in the simulating experiment.
As a comprehensive control algorithm, the OSMM-GPC is not only able to improve the control performance of header pressures, the DLD-following capability, and the economic profit of PUUH but also can work for a wide range of industry processes which need distributed multiple-model control.
