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Zusammenfassung
Zusammenfassung
In dieser Arbeit untersuchen wir die Prozeßgleichung(
X(s)
)
s∈[0,1)
D=
(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈[0,1)
in Hinblick auf Fixpunkte mit Pfaden in D, dem Raum der cadlag-Funk-
tionen. Das Standardbeispiel ist die Prozeßgleichung des Find-Algorithmus.
U¨ber die Betrachtung der endlichdimensionalen Marginalverteilungen erhal-
ten wir die Existenz eines Prozesses X mit Pfaden in D, der die Prozeßglei-
chung erfu¨llt.
Im Verlauf der Arbeit betrachten wir auch die stochastische Fixpunktglei-
chung
X
D= sup
i∈N
Ai ·Xi + C
fu¨r Zufallsgro¨ßen mit Werten in R+, und zeigen u¨ber ein Monotonieargu-
ment die Existenz eines Fixpunktes.
Im Anhang dieser Arbeit untersuchen wir die Wasserstein-Metriken auf
Wahrscheinlichkeitsmaßen. Wir zeigen die Vollsta¨ndigkeit des Raumes der
Wahrscheinlichkeitsmaße auf der Borel-σ-Algebra eines separablen endlich-
dimensionalen Banachraumes und betrachten den Zusammenhang schwa-
chen Konvergenz mit der Konvergenz bezu¨glich der Wasserstein-Metriken.
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Abstract
Abstract
In this thesis we investigate the process equation(
X(s)
)
s∈[0,1)
D=
(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈[0,1)
in regard to fixed points with paths in D, the space of the cadlag functions.
The standard example is the process equation of the Find algorithm.
By analysing the finite dimensional marginal distributions we show the exi-
stence of a process X with path in D, which fulfils the process equation.
In the course of this thesis we also take a look at the stochastic equation
X
D= sup
i∈N
Ai ·Xi + C
for random variables with values in R+. Using an argument of monotony we
prove the existence of a fixed point.
The appendix contains an analysis of the Wasserstein metrics for probability
measures. We show the completeness for the space of probability measures
on the Borel σ-algebra of separable finite dimensional banach spaces and
we examine the relation of the the weak convergence to the convergence
according to the Wasserstein metrics.
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1 Einleitung
Das Standardbeispiel fu¨r die Untersuchung von stochastischen Fixpunkt-
gleichungen fu¨r Prozesse auf dem Einheitsintervall I = [0, 1) ist der Find-
Prozeß.
Find oder Quickselect ist ein von Hoare eingefu¨hrter Algorithmus (siehe
[Ho]), um aus einer n-elementigen Menge T das k-kleinste Element zu finden:
1) Ist T einelementig, so entha¨lt T das gesuchte Element.
2) Andernfalls wa¨hle zufa¨llig ein Pivotelement v.
3) Vergleiche alle Elemente aus T mit dem Pivotelement v und bilde die
Menge der kleineren Elemente T<, die Menge {v} und die Menge der
gro¨ßeren Elemente T>
4) a) Ist |T<| = k − 1, dann ist v das gesuchte Element
b) Ist |T<| ≥ k, dann wende den Algorithmus rekursiv an mit T< und k.
c) Ist |T<| < k − 1, dann wende den Algorithmus rekursiv an mit T>
und k − (|T<|+ 1)
Von Interesse ist die Laufzeit des Algorithmus, die durch die Anzahl der Ver-
gleiche gemessen wird. Die Laufzeit ist zufa¨llig, der Zufall entsteht durch die
Wahl des Pivotelementes. Wir nehmen im folgenden an, daß das Pivotele-
ment mit Gleichverteilung aus den n Elementen von T gewa¨hlt wird. Weitere
(bessere) Methoden fu¨r die Wahl des Pivotelements sind der 2k+1-Median
(siehe [MR]) und die Wahl abha¨ngig von k (siehe [MPV]).
Desweiteren betrachten wir statt des vorgestellten 3-Find-Algorithmus den
2-Find-Algorithmus, bei dem T in nur zwei Mengen unterteilt wird. Ersetze
die Schritte 3) und 4) des Algorithmus durch
3’) vergleiche alle Elemente aus T mit dem Pivotelement v und bilde die
Menge der kleineren Elemente T< und die Menge der gro¨ßeren Elemente
T≥ inklusive v
4’) a) ist |T<| ≥ k, dann wende den Algorithmus an mit T< und k
b) ist |T<| < k, dann wende den Algorithmus an mit T≥ und k − |T<|
Es sei fu¨r n, k ∈ N die Zufallsgro¨ße Y n(k) die Anzahl der Vergleiche, um
aus einer n-elementigen Menge das k-kleinste Element zu finden. Fu¨r den
2-Find-Algorithmus ergibt sich die folgende Rekursionsgleichung
Y n(k) D= n− 1 + 1V <k · Y n−V (k − V ) + 1V≥k · Y V (k),
dabei ist V gleichverteilt auf {1, . . . , n} und (Y i)ni=1, (Y
i)ni=1 sind unabha¨ngig
verteilt mit Y i ∼ Y i und Y 1(1) = 0. V repra¨sentiert dabei die Position des
gewa¨hlten Pivotelements in der sortierten Menge, also V = |T<|+ 1.
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Um das Konvergenzverhalten fu¨r n→∞ zu untersuchen normieren wir die
Y n durch
Xn
(k − 1
n
)
:=
Y n(k)
n
und erweitern die Xn konstant zwischen den Stu¨tzstellen auf das Einheits-
intervall. Die Konvergenz der Xn in Verteilung gegen einen Prozeß X mit
Werten in D wurde in [GR] und [Knof] bewiesen. Als σ-Algebra wird die von
der Skorohod-Topologie, der Standard-Topologie fu¨r Untersuchungen auf D,
erzeugte verwendet.
Dieser Prozeß X erfu¨llt die Fixpunktgleichung(
X(s)
)
s∈[0,1)
D=
(
1 + 1U≥s ·X
( s
U
)
+ 1U<s ·X
(s− U
1− U
))
s∈[0,1)
(1)
mit U gleichverteilt auf I und U,X,X unabha¨ngig und X ∼ X. In [GR] wur-
de weiterhin gezeigt, daß die Konvergenz Xn → X zur Skorohod-Topologie
fu¨r den 3-Find-Algorithmus nicht gegeben ist.
Eine U¨bersicht u¨ber die Ergebnisse der mathematischen Analyse des Find-
Algorithmus findet sich in [Ro¨s].
In dieser Arbeit bescha¨ftigen wir uns mit einer allgemeinen Form der Fix-
punktgleichung (1)(
X(s)
)
s∈I
D=
(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I , (2)
dabei sind die (Xi)i∈N uiv Prozesse mit Verteilung X, unabha¨ngig von(
(Ii)i∈N, (Ai)i∈N, (Bi)i∈N, C
)
. Die Ii sind zufa¨llige Teilintervalle von I, die
Ai zufa¨llige stetige Funktionen, die Bi zufa¨llige stetige monoton steigende
Funktionen in I und C zufa¨llige stetige Funktionen.
Diese allgemeine Fixpunktgleichung (2) umfaßt nicht nur den vorgestellten
Standardfall 2-Find (1), sondern auch den Grenzwert der Varianten ”Medi-
an von 2k + 1“ sowie der Aufteilung in mehrere Teilintervalle.
Das Hauptergebnis dieser Arbeit ist Theorem 65, das aussagt:
Unter der Voraussetzung
P
(
sup
t∈I
∑
i∈N
1i∈Ii
∣∣Ai(t)∣∣ ≥ 1) = 0 (62)
und weiteren Endlichkeitsbedingungen existiert ein Prozeß X
mit Werten in D und mit derselben Verteilung wie(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I ;
mit (Xi)i∈N uiv Prozesse mit Verteilung X.
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Prozeßgleichungen dieser Art treten bei der Untersuchung von Zufallsba¨u-
men, Tiefensuchalgorithmen und a¨hnlich rekursiv definierten Strukturen
auf.
Seien Zufallsgro¨ßen
(
Y n
)
n∈N mit Werten in R
n u¨ber eine Rekursionsformel
der folgenden Art definiert:
Y n(k) =
n∑
l=1
∑
i∈N
Anl,i(k) · Y ki ◦Bnl,i(k) + Cn(k);
mit
(
Y ki
)
i∈N uiv, A
n
l,i(k), C
n(k) Zufallsgro¨ßen inR und Bnl,i(k) Zufallsgro¨ßen
in {1, . . . , l}
Dann erhalten wir mittels Skalierung und geeigneter Fortsetzung auf das
Einheitsintervall sowie einer geeignete Normierung Zufallsgro¨ßen
(
Xn
)
n∈N
mit Pfaden im Raum D, also Xn( kn) = fn · Y n(k) wobei (fn)n∈N die Nor-
mierungsfaktoren sind. In [ER] werden Bedingungen angegeben, unter denen
die Xn bezu¨glich der Lp-Topologie konvergieren.
Konvergieren die Xn in Verteilung gegen einen Prozeß X, dann ist X un-
ter den genannten Voraussetzungen Fixpunkt einer Prozeßgleichung der
Form (2). Diese Arbeit liefert die Existenz so eines Prozesses mit Vertei-
lung X, der Pfade im Raum D hat.
In der Praxis wird die Lo¨sung X der Prozeßgleichung dazu verwendet, Aus-
sagen u¨ber die diskreten Prozesse Y n zu erhalten. Dazu wird zu gegebenen
n und k der Wert Y n(k) = f−1n ·Xn(k−1n ) durch f−1n ·X(k−1n ) approximiert.
Dies legt nahe, die Konvergenz der Xn zu X u¨ber die endlichdimensionalen
Marginalverteilungen zu betrachten.
Der mathematische Grund fu¨r diesen Ansatz ist, daß die Prozesse inD schon
durch die endlichdimensionalen Marginalverteilungen eindeutig bestimmt
sind.
Fu¨r die Untersuchung werden wir Prozesse
(
Zn
)
n∈N auf D definieren mit(
Zn+1(s)
)
s∈I
D=
(∑
i∈N
1s∈Ii ·Ai(s) · Zni
(
Bi(s)
)
+ C(s)
)
s∈I .
Diese Zn bilden eine Cauchyfolge bei der die endlichdimensionalen Mar-
ginalverteilungen gleichma¨ßig konvergieren. Wir zeigen, daß sups∈I Zn(s)
gleichma¨ßig in n exponentielles Endverhalten hat. Weiter scha¨tzen wir die
Anzahl der Spru¨nge kleiner als ein vorgegebenes ε der Pfade der Zn ab. Ein
Theorem von Dubins ([DH]) gibt die Existenz eines Prozesses Z mit Pfaden
in D, gegen den die Zn in Verteilung konvergieren. Dieser Prozeß Z erfu¨llt
die Fixpunktgleichung (2).
Als zweite stochastische Fixpunktgleichung betrachten wir
X
D= sup
i∈N
AiXi + C (3)
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fu¨r Zufallsgro¨ßen X, (Ai)i∈N und C auf R und
(
Xi
)
i∈N uiv zu X.
Die Existenz eines Fixpunktes fu¨r die stochastische Fixpunktgleichung
X
D=
k
sup
i=1
(AiXi + Ci) (4)
mit nur endlich vielen Termen wurde in [NS] gezeigt. In dem Beweis von (4)
wurde die Kontraktionsmethode angewendet, die Kontraktionsbedingung ist
E
k∑
i=1
|Ai|p < 1. In [RS] wurde exponentielles Endverhalten des Fixpunktes
bewiesen.
In unserem Beweis fu¨r die Fixpunktgleichung (3) wir schwa¨chen wir im Ver-
gleich zu (4) die Endlichkeitsbedingung auf esssup
∣∣∑
i∈N 1Ai 6=0
∣∣ < ∞ ab
und erhalten mit einer gea¨nderten Kontraktionsbedingung u¨ber ein Mono-
tonieargument den Satz 41:
Es gelte P (sup
i∈N
Ai = 1) = 0, weiter habe C exponentielles End-
verhalten.
Dann existiert eine Zufallsgro¨ße Z auf R mit exponentiellem
Endverhalten, die die Gleichung
Z
D= sup
i∈N
AiZi + C
erfu¨llt, mit
(
Zi
)
i∈N uiv Zufallsgro¨ßen mit Verteilung Z.
Dieses Ergebnis verwenden wir, um den Prozeß X abzuscha¨tzen. Wir erhal-
ten ein exponentielles Endverhalten von sups∈I X(s).
Im Anhang untersuchen wir die Wasserstein-Metriken dp, definiert durch
dp(µ, ν) := inf
{(∫ ‖x− y‖p pi(dx, dy)) 1p | pi(·, B) = α, pi(B, ·) = β}
= inf
{(∫ ‖X − Y ‖p) 1p | X ∼ α, Y ∼ β}.
Diese Metriken sind die Grundlage der im Abschnitt 2 definierten Metriken
auf den Raum der Wahrscheinlichkeitsmaße auf D.
Die Standardreferenz fu¨r die Wasserstein-Metriken ist [BF]. Leider entha¨lt
der Artikel nur Beweisideen, die ich nicht fu¨r allgemeine separable Ba-
nachra¨ume nachvollziehen konnte. Daher werden wir im Anhang die Wasser-
stein-Metriken fu¨r separable endlichdimensionale Banachra¨ume (B, ‖ · ‖),
versehen mit der Borel-σ-Algebra B, untersuchen.
Wir beweisen, daß die Ra¨ume der Wahrscheinlichkeitsmaße auf B verse-
hen mit der Wasserstein-Metrik vollsta¨ndige metrische Ra¨ume sind. Weiter
zeigen wir den Zusammenhang der dp-Konvergenz und der schwache Kon-
vergenz. Als drittes betrachten wir die Wasserstein-Metriken auf den Maßen
auf Rn und geben verschiedene Abscha¨tzungen an.
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1.1 U¨bersicht der Kapitel
In dieser Arbeit arbeiten wir mit dem RaumM der Wahrscheinlichkeitsmaße
auf D. Auf M definieren wir in Abschnitt 2 Abstandsfunktionen Dp und
untersuchen die metrischen Ra¨ume (Mp, Dp).
In Abschnitt 3 definieren wir auf M einen Operators K durch
K(ϕ) = L
(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈[0,1), (5)
untersuchen die Vertra¨glichkeit mit den MetrikenD1 undD2 und betrachten
das Konvergenzverhalten von Cauchyfolgen.
Zufallsgro¨ßen mit Werten in R, die die stochastische Fixpunktgleichung
X
D= sup
i∈N
AiXi + C
erfu¨llen behandeln wir in Abschnitt 4. Die Ergebnisse u¨bertragen wir auf
sups∈[0,1)Kn(δ0)(s).
In Abschnitt 5 bescha¨ftigen wir uns mit den Kn(δ0) u¨ber eine Baumstruk-
tur. Mit Hilfe expliziter Formeln scha¨tzen wir die Spru¨nge von Prozessen
Xn
D= Kn(δ0) ab.
Durch die Anwendung eines Theorems von Dubins erhalten wir u¨ber die
Konvergenz der endlichdimensionalen Marginalverteilungen in Abschnitt 6
die Existenz eines stochastischen Prozesses mit Pfaden in D, dessen Vertei-
lung Fixpunkt von K ist.
Der Anhang A umfaßt eine Untersuchung der Wasserstein-Metriken dp fu¨r
endlichdimensionale separable Banachra¨ume. Zu den Ergebnissen geho¨ren
die Vollsta¨ndigkeit sowie der Zusammenhang zwischen der dp-Konvergenz
und der schwacher Konvergenz. Weiter betrachten wir die Wassersteinme-
triken fu¨r die Banachra¨ume (Rn, ‖ · ‖p).
Danksagung
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2 Konstruktion der metrischen Ra¨ume (Mp, Dp)
In diesem Abschnitt betrachten wir den Raum M der Wahrscheinlichkeits-
maße auf der Borel-σ-Algebra von D bezu¨glich der Skorohod-Topologie. Wir
versehen diesen mit einem Abstand Dp, der auf der Wasserstein-Metrik (sie-
he Anhang A) u¨ber die endlichdimensionalen Marginalverteilungen basiert.
Ziel dieses Abschnittes ist es, die metrischen Ra¨ume (Mp, Dp) zu konstruie-
ren und deren Cauchyfolgen in Hinblick auf Konvergenz zu untersuchen.
2.1 Der Raum M
Als erstes fu¨hren wir die Ra¨ume C und D ein.
Definition 1
Es sei I das halboffene Einheitsintervall [0, 1).
Es sei C der Raum der stetigen, im Punkt 1 rechtsstetigen und beschra¨nkten
Funktionen I → R, und D sei der Raum der Funktionen I → R, die rechts-
stetig sind und deren linksseitiger Grenzwert im gesamten Intervall [0, 1]
existiert.
Fu¨r alle J ⊆ R seien C(J) der Raum der Funktionen aus C mit Wertebereich
J , analog D(J).
C sei mit der Supremumsnorm ‖ · ‖∞ und D sei mit der Skorohod-Metrik
d0 (siehe [Bil, S. 111])
d0(f, g) := inf
{
ε > 0 | ∃λ : [0, 1]→ [0, 1] stetig, λ(0) = 0, λ(1) = 1,
sup
s,t
6=
∈[0,1]
∣∣log λ(t)− λ(s)
t− s
∣∣ ≤ ε,
sup
t∈I
∣∣f(t)− g(λ(t))∣∣ ≤ ε}
(6)
versehen.
Die zu C beziehungsweise D geho¨rige σ-Algebra C beziehungsweise D sei
jeweils die Borel-σ-Algebra.
Weiter seien C↗, C↗(J), D↗ und D↗(J) die Unterra¨ume der streng mo-
noton steigenden Funktionen aus C, C(J), D und D(J).
Es gilt C ⊂ D und C↗ ⊂ D↗. Weiter ist die Nullabbildung, 0 genannt,
Element von C.
Nach [Bil, Theorem 14.5] gilt:
Lemma 2
Die Maße aufD sind durch ihre endlichdimensionalen Verteilungen eindeutig
bestimmt.
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Als erstes charakterisieren wir die Zufallsgro¨ßen auf C und D, siehe [Bil,
S. 57, 128].
Lemma 3
Sei X eine Funktion von einem Wahrscheinlichkeitsraum (Ω,A, P ) in C be-
ziehungsweise D.
Dann ist X eine Zufallsgro¨ße mit Werten in
(
C,C
)
beziehungsweise
(
D,D
)
genau dann, wenn fu¨r alle s ∈ I die Funktion
Xs : Ω→ R, ω 7→ X(ω)(s) (7)
eine Zufallsgro¨ße in
(
R,B(R)
)
ist.
Als na¨chstes betrachten wir die Komposition von Zufallsgro¨ßen.
Lemma 4
Sei X eine Zufallsgro¨ße mit Werten in D, sei B eine Zufallsgro¨ße mit Werten
in D↗(I).
Dann ist X ◦B eine Zufallsgro¨ße mit Werten in D.
Beweis: Sei (Ω,A, P ) der X und B zugrundeliegende Wahrscheinlichkeits-
raum.
Da fu¨r alle ω ∈ Ω die Funktion B(ω) aufsteigend ist, ist fu¨r alle ω die
Funktion (X ◦B)(ω) ∈ D.
Wir wollen nun Lemma 3 anwenden.
Wir werden die X ◦ B durch Zufallsgro¨ßen X ◦ Bk mittels Diskretisierung
auf die Werte 0, . . . , 1− 1k approximieren.
Definiere fu¨r alle k ∈ N
Bk : Ω→ D, Bk(ω)(s) = min
{dB(ω)(s) · ke
k
, 1− 1
k
}
.
Fu¨r alle k ∈ N und s ∈ I ist Bk(s) meßbar bezu¨glich B(I), denn fu¨r alle
a ∈ I gilt
Bk(s)−1
(
[a, 1)
)
= B(s)−1
([
min
{da · ke
k
, 1− 1
k
}
, 1
)) ∈ A.
Weiterhin gilt fu¨r alle k ∈ N, s ∈ I und alle A ∈ B(R)(
(X ◦Bk)(s)
)−1(A) = {ω ∈ Ω | X(ω)(Bk(ω)(s)) ∈ A}
=
⋃
t∈I
{
ω ∈ Ω | X(ω)(t) ∈ A ∧ Bk(ω)(s) = t
}
=
k−1⋃
i=1
{
ω ∈ Ω | X(ω)( i
k
) ∈ A ∧ Bk(ω)(s) = i
k
}
=
k−1⋃
i=0
X
( i
k
)−1(A) ∩Bk(s)−1( i
k
)
∈ A.
10
§ 2 Konstruktion der metrischen Ra¨ume (Mp, Dp)
Also ist (X ◦ Bk)(s) fu¨r alle k ∈ N und s ∈ I meßbar, damit ist auch
lim supk→∞(X ◦Bk)(s) als Limes Superior von Zufallsgro¨ßen meßbar.
Ferner gilt fu¨r alle s ∈ I
lim sup
k→∞
(X ◦Bk)(s) = lim sup
k→∞
X
(
min
{dB(s) · ke
k
, 1− 1
k
})
= X
(
B(s)
)
da X rechtsstetig ist.
Wir haben also gezeigt, daß (X ◦B)(s) fu¨r alle s ∈ I meßbar bezu¨glichB(R)
ist.
Aus Lemma 3 folgt damit, daß X ◦B Zufallsgro¨ße in D ist.
2
Nun betrachten wir die Konvergenz von Xn ◦B.
Lemma 5
Es sei
(
Xn
)
n∈N eine Folge von Zufallsgro¨ßen in D, die schwach gegen eine
Zufallsgro¨ße X in D konvergiert.
Es sei B eine Zufallsgro¨ße in D↗(I), unabha¨ngig von
(
Xn
)
n∈N und X.
Dann konvergiert Xn ◦B schwach gegen X ◦B.
Beweis: Es sei f : D → R stetig beschra¨nkt.
Nach Lemma 4 sind X ◦B und die Xn ◦B Zufallsgro¨ßen in D. Damit gilt∫
I
f dPX,B = EE
(
f(X ◦B) | B)
= EEf(X ◦B)
= E lim
n→∞Ef(X
n ◦B)
= lim
n→∞EEf(X
n ◦B)
= lim
n→∞Ef(X
n ◦B)
2
Definition 6
Definiere M als die Menge aller Wahrscheinlichkeitsmaße auf D.
Offensichtlich ist das Nullmaß δ0, das Punktmaß auf der 0-Funktion, Element
von M.
Lemma 3 zeigt, daß fu¨r die Untersuchung der Zufallsgro¨ßen auf D die end-
lichdimensionalen Marginalverteilungen von besonderem Interesse sind. Wir
werden daher aufM einen Abstand definieren, der sich auf den Abstand der
endlichdimensionalen Marginalien bezieht.
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Definition 7
Definiere die Menge aller endlichen Teilmengen von I als
S := {S ⊂ I : 0 < |S| <∞} (8)
und die Menge aller endlichen Tupel mit Elementen aus I als
τS :=
⋃
n∈N
In. (9)
Weiter sei fu¨r alle S ∈ S das zugeho¨rige Tupel τS definiert durch
τS := (S1, . . . , S|S|) (10)
mit S = {S1, . . . , S|S| und S1 < S2 < · · · < S|S|.
Zu gegebenen S ∈ S verwenden wir im Folgenden immer S = {S1, . . . , S|S|}
mit S1 < · · · < S|S| ∈ R.
Definition 8
Sei fu¨r alle R,S ∈ S mit |R| = |S| die Transformationen
ΨS,R : RS → RR, ΨS,R(f)(Ri) = f(Si)
ΨS,R : B(RS)→ B(RR), A 7→ {ΨS,R(f) | f ∈ A}
(11)
definiert.
Definition 9
Sei fu¨r alle R ⊆ S ⊆ I die Projektion von B(RS) auf B(RR) definiert durch
ΦS,R : B(RS)→ B(RR), A 7→ {f ∈ RR | ∃g ∈ A : f = g|R}. (12)
Eine Familie
(
ψS
)
S∈S, ψS Wahrscheinlichkeitsmaß auf B(R
S), heißt konsi-
stent, wenn fu¨r alle R ⊆ S ∈ S gilt:
ψR = ψS ◦ Φ−1S,R. (13)
Fu¨r Wahrscheinlichkeitsmaße ψ ∈M schreibe kurz ψS fu¨r ψ ◦ Φ−1I,S fu¨r alle
S ∈ S und schreibe ψs fu¨r ψ{s} fu¨r alle s ∈ I.
Fu¨r S ∈ S und f ∈ RI schreibe f(S) fu¨r (f(s))
s∈S .
Ist S ∈ S, J ⊆ I sowie f ∈ RJ schreibe f(S) fu¨r (f(s))
s∈S∩J .
Wir verwenden die gleiche Schreibweise fu¨r Zufallsgro¨ßen mit Werten in RJ .
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2.2 Die Metrik Dp
Das Ziel in diesem Unterabschnitt ist es, ausgehend vonM metrische Ra¨ume(
Mp, Dp
)
mit p ∈ [1,∞) einzufu¨hren. Den Metriken Dp liegen die Wasser-
stein-Metriken dp (siehe Anhang A) auf den endlichdimensionalen Margi-
nalverteilungen zugrunde. Wir nehmen fu¨r jeden Index S ∈ S den Abstand
der Marginalien bezu¨glich der Wasserstein-Metrik und gewichten diese ent-
sprechend der Dimension der Indexe.
Definition 10
Definiere fu¨r alle p ∈ [1,∞)
Dp :M×M→ [0,∞], (µ, ν) 7→ sup
S∈S
|S|− 1p · dp(µS , νS), (14)
wobei die dp zugrundeliegende orm die ‖ · ‖p-Norm ist.
Definition 11
Definiere fu¨r alle p ∈ [1,∞)
Mp := {µ ∈M : Dp(µ, δ0) <∞}. (15)
Damit haben wir unsere Ra¨ume (Mp, Dp) definiert. Nun untersuchen wir
deren Struktur.
Lemma 12
Fu¨r alle p ∈ [1,∞) ist (Mp, Dp) ein metrischer Raum.
Beweis: Sei p ∈ [1,∞).
Die Metrik-Eigenschaften u¨bertragen sich direkt von dp:
Seien µ, ν, ψ ∈Mp.
Nichtnegativita¨t:
Dp(µ, ν) ≥ dp(µ{0}, ν{0}) ≥ 0.
Nullabstand:
Dp(µ, ν) = 0
⇔ ∀S ∈ S : dp(µS , νS) = 0
⇔ ∀S ∈ S : µS = νS
⇔ µ = ν
da µ und ν nach Lemma 2 durch die endlichdimensionalen Marginal-
verteilungen eindeutig bestimmt sind.
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Symmetrie:
Dp(µ, ν) = sup
S∈S
|S|− 1pdp(µS , νS)
= sup
S∈S
|S|− 1pdp(νS , µS)
= Dp(ν, µ).
Dreiecksungleichung:
Dp(µ, ν) = sup
S∈S
|S|− 1pdp(µS , νS)
≤ sup
S∈S
|S|− 1p (dp(µS , ψS) + dp(ψS , νS))
≤ sup
S∈S
|S|− 1pdp(µS , ψS) + sup
S∈S
|S|− 1pdp(ψS , νS)
= Dp(µ, ψ) +Dp(ψ, ν).
Damit ist (Mp, Dp) ein metrischer Raum.
2
Offensichtlich gilt δ0 ∈Mp fu¨r alle p ∈ [1,∞).
Die Ra¨ume Mp bilden bezu¨glich der Inklusion eine absteigende Folge:
Lemma 13
Fu¨r alle q < p ∈ [1,∞) gilt
Mq ⊇Mp. (16)
Beweis: Seien q < p ∈ [1,∞). Sei µ ∈Mp.
Dann folgt aus den Eigenschaften der Wasserstein-Metrik (siehe Lemma 84)
Dq(µ, δ0) = sup
S∈S
|S|− 1q dq(µS , δ0)
≤ sup
S∈S
|S|− 1q dp(µS , δ0)
= Dp(µ, δ0)
<∞.
2
In Anlehnung an den Erwartungswert von Zufallsgro¨ßen definieren wir die
Funktion E auf den Maßen aus M1.
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Definition 14
Definiere
E :M1 → RI ,
(
E(ψ)
)
(s) =
∫
R{s}
x ψs(dx). (17)
Also ist
(
E(ψ)
)
(s) = E(Xs) fu¨r X Zufallsgro¨ße mit Werten in D und Ver-
teilung ψ.
Damit gilt fu¨r alle S ∈ S die Gleichung E(ψ)S = E(X(S)).
2.3 Cauchyfolgen in M
Zum Abschluß dieses Abschnittes betrachten wir das Verhalten von Cauchy-
folgen in (Mp, Dp). Nach Definition derDp konvergieren die endlichdimensio-
nalen Marginalverteilungen von Cauchyfolgen in Mp gleichma¨ßig bezu¨glich
dp. Wir erhalten, daß der Grenzwert dieser Marginalverteilungen existiert
und daß die Familie der Grenzwerte rechtsstetig ist.
Lemma 15
Sei p ∈ [1,∞), sei (ψn)
n∈N eine Cauchyfolge in (Mp, Dp).
Dann existiert eine konsistente Familie
(
ψS
)
S∈S von Wahrscheinlichkeits-
maßen auf
((
RS ,B(RS)
))
S∈S, so daß fu¨r alle S ∈ S gilt
ψnS
dp→ ψS . (18)
Beweis: Nach Definition der Metrik Dp ist fu¨r jedes S ∈ S die Folge(
ψnS
)
n∈N eine Cauchyfolge bezu¨glich dp.
Da nach Theorem 81 fu¨r alle S ∈ S der Raum der Wahrscheinlichkeits-
maße auf B(RS) mit endlichem p-ten Moment versehen mit der dp-Metrik
vollsta¨ndig ist, existiert fu¨r jedes S ∈ S das Grenzmaß ψS := lim
n→∞ψ
n
S auf
B(RS).
Seien nun R,S ∈ S mit R ⊂ S.
Aus den Eigenschaften der Wasserstein-Metrik folgt (siehe Satz 83)
0 ≤ lim
n→∞ dp
(
ψS ◦ Φ−1S,R, ψnS ◦ Φ−1S,R
) ≤ lim
n→∞ dp
(
ψS , ψ
n
S
)
= 0,
also
0 ≤ dp
(
ψS ◦ Φ−1S,R, ψR
)
≤ lim
n→∞
(
dp
(
ψS ◦ Φ−1S,R, ψnS ◦ Φ−1S,R
)
+ dp
(
ψnS ◦ Φ−1S,R, ψnR
)
+ dp
(
ψnR, ψR
))
= lim
n→∞ dp
(
ψS ◦ Φ−1S,R, ψnS ◦ Φ−1S,R
)
+ lim
n→∞ dp
(
ψnS ◦ Φ−1S,R, ψnR
)
+ lim
n→∞ dp
(
ψnR, ψR
)
= 0,
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und damit ψR = ψS ◦ Φ−1S,R.
Also ist ψ eine konsistente Familie.
2
Definition 16
Eine Familie ψ =
(
ψS
)
S∈S von Wahrscheinlichkeitsmaßen auf B(R
S) heißt
rechtsstetig in Verteilung in S ∈ S, wenn fu¨r alle Folgen (Rn)
n∈N ∈ S mit|Rn| = |S| fu¨r alle n ∈ N gilt:
Ist (τRn)i ≥ (τS)i fu¨r alle n ∈ N, i ∈ {1, . . . , |S|} sowie ‖τS−τRn‖∞ −→
n→∞ 0,
dann konvergiert die Folge
(
ψRn ◦ΨS,Rn
)
n∈N schwach gegen ψS .
Die Familie ψ heißt rechtsstetig in Verteilung, wenn sie rechtsstetig in Ver-
teilung in allen S ∈ S ist.
Lemma 17
Sei X eine Zufallsgro¨ße in D.
Dann ist
(
L
(
X(S)
))
S∈S rechtsstetig in Verteilung.
Beweis: Sei (Ω,A, P ) der X zugrundeliegende Wahrscheinlichkeitsraum.
Es gilt fu¨r alle R,S ∈ S mit |S| = |R| und alle f ∈ Cb(I)∥∥∫ f(X(R)(ω)) P (dω)−ΨS,R(∫ f(X(S)(ω)) P (dω))∥∥2
=
( |S|∑
i=1
∣∣∫ f(X(Ri)(ω)) P (dω)− ∫ f(X(Si)(ω)) P (dω)∣∣2) 12 .
Also reicht es, die Rechtsstetigkeit in allen S ∈ S mit |S| = 1 zu zeigen.
Sei s ∈ I, sei (rn)
n∈N ∈ [s, 1) mit rn − s −→n→∞ 0.
Dann gilt fu¨r alle f ∈ Cb(R)
lim sup
n→∞
∣∣∣∫ f(X(rn)(ω)) dω − ∫ f(X(s)(ω)) dω∣∣∣
≤ lim sup
n→∞
∫ ∣∣f(X(rn)(ω))− f(X(s)(ω))∣∣ dω
≤
∫
lim sup
n→∞
∣∣f(X(rn)(ω))− f(X(s)(ω))∣∣ dω
=
∫
0 dω
= 0.
Damit ist
(
L
(
X(S)
))
S∈S rechtsstetig in Verteilung.
2
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Fu¨r ein S ∈ S sei R↘ S die Schreibweise fu¨r:
Fu¨r alle i ist Ri ≥ Si und Ri konvergiert gegen Si
Das folgende Lemma folgt aus:
dp
(
L(X)(S),L(X)(R) ◦ΨS,R
) ≤ E‖X(S)−X(R) ◦ΨS,R‖p
fu¨r alle R,S ∈ S mit |R| = |S|.
Lemma 18
Sei p ∈ [1,∞), sei X Zufallsgro¨ße mit Pfaden in D und ‖X‖p <∞.
Dann gilt fu¨r alle S ∈ S
dp
(
L(X)(S),L(X)(R) ◦ΨS,R
) −→
R↘S
0. (19)
Mit diesen Lemmata ko¨nnen wir die Rechtsstetigkeit des Grenzwertes
(
ψS
)
S∈S
einer Cauchyfolge in
(
Mp, Dp
)
beweisen.
Satz 19
Sei p ∈ [1,∞).
Sei
(
ψn
)
n∈N Cauchyfolge in
(
Mp, Dp
)
.
Dann existiert eine konsistente Familie
(
ψS
)
S∈S von Wahrscheinlichkeits-
maßen auf B(RS), die Grenzwert der Marginalverteilungen von ψn in dp
ist.
Weiterhin ist
(
ψS
)
S∈S rechtsstetig in Verteilung.
Beweis: Die erste Aussage, die Existenz von
(
ψS
)
S∈S haben wir in Lem-
ma 15 gezeigt, es ist also nur noch die Rechtsstetigkeit in Verteilung zu
zeigen.
Sei S ∈ S.
Sei
(
Rk
)
k∈N ∈ S Folge mit |Rk| = |S| fu¨r alle k ∈ N, Rki ≥ Si fu¨r alle
k ∈ N, i ∈ {1, . . . , |S|} und ‖τS − τRk‖∞ −→
k→∞
0.
Da dp Metrik ist, gilt fu¨r alle n ∈ N und alle k ∈ N
dp
(
ψ(Rk) ◦ΨS,Rk , ψ(S)
)
≤ dp
(
ψ(Rk) ◦ΨS,Rk , ψn(Rk) ◦ΨS,Rk
)
+ dp
(
ψn(Rk) ◦ΨS,Rk , ψn(S)
)
+ dp
(
ψn(S), ψ(S)
)
.
Weil ψn in Dp gegen ψ konvergiert, konvergiert fu¨r alle T ∈ S die Maßfolge(
ψn(T )
)
n∈N in dp gegen ψ(T ), und zwar gleichma¨ßig in T . Also konvergieren
der erste und der dritte Summand gleichma¨ßig bezu¨glich k in n gegen 0.
Nach Lemma 18 konvergiert fu¨r alle n ∈ N die Maßfolge (ψn(Rk)◦ΨS,Rk)k∈N
in dp gegen ψn(S).
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Damit konvergiert
(
ψ(Rk) ◦ΨS,Rk
)
k∈N in dp gegen ψ(S), also auch schwach
(siehe Satz 79).
Also ist ψ rechtsstetig im Punkt S.
2
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3 Der Operator K
Um die Fixpunkte von Gleichung (2) zu untersuchen, betrachten wir den
Operator K, der durch
K(µ) = L
((∑
i∈N
1s∈IiAi(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
)
gegeben ist, wobei
(
Xi
)
i∈N uiv Zufallsgro¨ßen mit Werten inD mit Verteilung
µ sind.
Im Anschluß an die Definition von K untersuchen wir, wie sich die Absta¨nde
Dp(·, δ0) fu¨r p = 1, 2 unter dem Operator K verhalten.
3.1 Definition
Definition 20
Sei (Ii)i∈N Familie von Zufallsgro¨ßen mit Werten in der Menge der halbof-
fenen Intervalle [a, b) ⊆ I. Die zu den Ii geho¨rige σ-Algebra sei die, so daß
die Zufallsfunktionen 1[a,b) mit Werten in D fu¨r alle a, b ∈ I meßbar sind.
Definiere (
N(s)
)
s∈I :=
({i ∈ N | s ∈ Ii})s∈I . (20)
Weiter gelte
I := esssupω
∣∣{i ∈ N | Ii(ω) 6= ∅}∣∣ <∞, (21)
N := sup
s∈I
esssupω
∣∣N(s)(ω)∣∣ <∞. (22)
Sei (Ai)i∈N Familie von Zufallsgro¨ßen mit Werten in D, sei (Bi)i∈N Familie
von Zufallsgro¨ßen mit Werten in D↗(I), sei C Zufallsgro¨ße mit Werten in
D.
Ohne Einschra¨nkung der Allgemeinheit wollen wir die Ai und Bi immer als
Funktionen mit Definitionsbereich Ii betrachten.
In diesem Unterabschnitt definieren wir einen Operator K auf M derart,
daß fu¨r uiv Zufallsgro¨ßen X,
(
Xi)i∈N auf D, die die Gleichung(
X(s)
)
s∈I
D=
(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
=
(∑
i∈N
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
(2)
erfu¨llen, L(X) Fixpunkt von K ist.
Zuerst betrachten wir die Wohldefiniertheit des rechten Terms.
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Lemma 21
Sei (Xi)i∈N Familie von Zufallsgro¨ßen mit Werten in D.
Dann ist ( ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
(23)
eine Zufallsgro¨ße mit Werten in D.
Beweis: Wir werden Lemma 3 anwenden.
Sei ω fest.
Fu¨r alle i ∈ N ist (Xi ◦ Bi) ∈ D, da Xi ∈ D und Bi ∈ D↗(I). Weiter sind
die Ai und C Elemente von D. Da die Ii rechtshalboffene Intervalle sind und
I <∞ ist gilt also ∑
i∈N
1·∈IiAi ·
(
Xi ◦Bi
)
+ C ∈ D.
Sei nun s ∈ I.
Nach Lemma 4 ist
(
Xi ◦ Bi
)
(s) meßbar, damit auch als Komposition meß-
barer Funktionen
∑
i∈N
1s∈IiAi(s) ·
(
Xi ◦Bi
)
(s) + C(s).
Also ist nach Lemma 3
(∑
i∈N
1s∈IiAi(s) ·
(
Xi ◦Bi
)
(s)+C(s)
)
s∈I eine Zufalls-
gro¨ße mit Werten in D.
2
Als na¨chstes zeigen wir die Unabha¨ngigkeit bezu¨glich der Realisierung.
Lemma 22
Seien (Xi)i∈N und (Yi)i∈N Familien von uiv Zufallsgro¨ßen aufD, unabha¨ngig
von
(
(Ii)i∈N, (Ai)i∈N, (Bi)i∈N, C
)
. Es gelte fu¨r alle i ∈ N, daß Xi und Yi
dieselbe Verteilung haben.
Dann gilt( ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+C(s)
)
s∈I
D=
( ∑
i∈N(s)
Ai(s) · Yi
(
Bi(s)
)
+C(s)
)
s∈I
.
(24)
Beweis: In diesem Beweis werden wir Lemma 2 anwenden, wir beweisen
also die Aussage fu¨r die endlichdimensionalen Marginalverteilungen.
Sei S ∈ S. Sei J ∈ B(RS). Sei dν eine Kurzschreibweise von:
∀i ∈ N (1s∈IiAi(s))s∈S ∈ dai, (Bi(s))s∈S ∈ dbi, C(S) ∈ dc).
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Dann gilt
P
((∑
i∈N
1s∈IiAi(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈S
∈ J
)
=
∫
RN×RN×R
P
((∑
i∈N
1s∈IiAi(s)Xi
(
Bi(s)
)
+ C(s)
)
s∈S
∈ J
| ∀i ∈ N(1s∈IiAi(s))s∈S = ai, (Bi(s))s∈S = bi, C(S) = c)dν
=
∫
RN×RN×R
P
((∑
i∈N
ai,sXi(bi,s) + cs
)
s∈S ∈ J
)
dν
=
∫
RN×RN×R
P
((∑
i∈N
ai,sYi(bi,s) + cs
)
s∈S ∈ J
)
dν
= . . .
= P
((∑
i∈N
1s∈IiAi(s) · Yi
(
Bi(s)
)
+ C(s)
)
s∈S
∈ J
)
.
Also gilt nach Lemma 2 die Behauptung.
2
Mit den Aussagen aus den beiden letzten Lemmata ko¨nnen wir den ge-
wu¨nschten Operator K definieren.
Definition 23
Definiere den Operator K auf M durch
K : M→M,
µ 7→ L
((∑
i∈N
1s∈IiAi(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
)
= L
(( ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
)
,
(25)
dabei ist (Xi)i∈N Familie von uiv Zufallsgro¨ßen mit Verteilung µ und un-
abha¨ngig von
((
Ii
)
i∈N,
(
Ai
)
i∈N,
(
Bi
)
i∈N, C
)
.
Offensichtlich gilt
K(δ0) = L(C). (26)
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3.2 Momente
In diesem Unterabschnitt werden wir fu¨r p = 1, 2 zeigen, daß, unter geeig-
neten Voraussetzungen, K eingeschra¨nkt auf Mp ein Operator auf Mp ist.
Dazu zeigen wir, daß die Endlichkeit von Dp(·, δ0) unter K erhalten bleibt
(siehe Gleichung (15)).
Weiter werden wir Bedingungen angeben, unter denen EKn(·) gegen einen
Grenzwert konvergiert.
Satz 24
Sei µ ∈M1.
Es gelte zusa¨tzlich
sup
s∈I
E
∑
i∈N(s)
∣∣Ai(s)∣∣ <∞ (27)
sowie
E sup
s∈I
|C(s)| <∞. (28)
Dann gilt
K(µ) ∈M1. (29)
Beweis: Sei (Xi)i∈N Familie von uiv Zufallsgro¨ßen mit Verteilung µ und
unabha¨ngig von
(
(Ii)i∈N, (Ai)i∈N, (Bi)i∈N, C
)
.
Dann gilt nach Lemma 82 fu¨r alle S ∈ S
d1
(
K(µ)S , δ0
)
= E
∥∥∥( ∑
i∈N(s)
Ai(s)Xi
(
Bi(s)
)
+ C(s)
)
s∈S
∥∥∥
1
= E
∑
s∈S
∣∣∣ ∑
i∈N(s)
Ai(s)Xi
(
Bi(s)
)
+ C(s)
∣∣∣
=
∑
s∈S
E
∣∣∣ ∑
i∈N(s)
Ai(s)E
(
Xi
(
Bi(s)
) | Bi(s))+ C(s)∣∣∣
≤
∑
s∈S
E
( ∑
i∈N(s)
|Ai(s)| sup
t∈I
|E(Xi(t))|+ |C(s)|)
= sup
t∈I
|E(X1(t))| ·∑
s∈S
E
∑
i∈N(s)
|Ai(s)|+
∑
s∈S
E|C(s)|
≤ sup
t∈I
d1(µt, δ0) · |S| · sup
s∈I
E
∑
i∈N(s)
|Ai(s)|+ |S| · sup
s∈I
E|C(s)|.
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Damit gilt
D1
(
K(µ), δ0
)
= sup
S∈S
|S|−1d1
(
K(µ)S , δ0
)
≤ sup
S∈S
|S|−1 ·
(
sup
t∈I
d1(µt, δ0) · |S| · sup
s∈I
E
∑
i∈N(s)
|Ai(s)|
+ |S| · sup
s∈I
E|C(s)|
)
≤ D1
(
µ, δ0
) · sup
s∈I
E
∑
i∈N(s)
|Ai(s)|+ sup
s∈I
E|C(s)|
<∞,
also K(µ) ∈M1.
2
Wir betrachten nun das erste Moment von Kn(δ0).
Definition 25
Sei µ ∈M1.
Nach Satz 24 gilt sup
s∈I
∫
R{s}
|x| µs(dx) <∞, also ist
∫
R{s}
x µs(dx) ∈ R fu¨r alle
s ∈ I.
Wir verwenden die im letzten Abschnitt eingefu¨hrte Definition 14
E :M1 → RI , E(µ)(s) =
∫
R{s}
x µs(dx). (17)
Ziel ist es zu zeigen, daß EKn(·) gegen einen Grenzwert konvergiert. Dazu
betrachten wir einen Operator L auf D mit L
(
E(µ)
)
= EK(µ). Mit Hilfe
der Kontraktionsmethode zeigen wir, daß L einen Fixpunkt besitzt. Gegen
diesen konvergieren die Folgen EKn(δ).
Lemma 26
Es gelte
sup
s∈I
E
∑
i∈N(s)
∣∣Ai(s)∣∣ <∞ (27)
und
E sup
s∈I
|C(s)| <∞. (28)
Dann ist fu¨r alle f ∈ D
I → R, s 7→ E( ∑
i∈N(s)
Ai(s)f
(
Bi(s)
)
+ C(s)
)
Element von D.
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Beweis: Sei f ∈ D.
Es ist ‖f‖∞ <∞, also ist fu¨r alle ω
sup
s∈I
( ∑
i∈N(s)
Ai(s) · f
(
Bi(s)
)
+ C(s)
)
≤ sup
s∈I
∑
i∈N(s)
Ai(s) · ‖f‖∞ + sup
s∈I
C(s)
integrierbar.
Sei s ∈ I, sei (sk)k∈N Folge in I, die gegen s konvergiert.
Da die Bi Pfade in D↗ haben, konvergiert Bi(sk) fu¨r alle ω.
Ist sk absteigend, so gilt nach dem Satz der dominierten Konvergenz∫ ∑
i∈N(s)
Ai(s) · f
(
Bi(s)
)
+ C(s)
=
∫ ∑
i∈N(s)
Ai(s) · f
(
lim
k→∞
Bi(sk)
)
+ C(s)
=
∫
lim
k→∞
∑
i∈N(sk)
Ai(sk) · f
(
Bi(sk)
)
+ C(sk)
= lim
k→∞
∫ ∑
i∈N(sk)
Ai(sk) · f
(
Bi(sk)
)
+ C(sk).
Ist sk aufsteigend, so existiert ganz analog der Grenzwert
lim
k→∞
∫ ∑
i∈N(sk)
Ai(sk) · f
(
Bi(sk)
)
+ C(sk)
=
∫ ∑
i∈N(s)
Ai(s) · lim
t↘ lim
r↘s
Bi(r)
f(t) + C(s).
Also ist (
E
( ∑
i∈N(s)
Ai(s) · f
(
Bi(s)
)
+ C(s)
))
s∈I
Element von D.
2
Definition 27
Definiere
L : D → D, f 7→
(
E
( ∑
i∈N(s)
Ai(s) · f
(
Bi(s)
)
+ C(s)
))
s∈I
. (30)
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Lemma 28
Es gilt fu¨r alle µ ∈M
E
(
K(µ)
)
= L(E(µ))
sowie fu¨r alle n ∈ N
E
(
Kn(µ)
)
= Ln(E(µ)). (31)
Beweis: Sei µ ∈ M und sei (Xi)i∈N Familie von uiv Zufallsgro¨ßen mit
Verteilung µ, unabha¨ngig von
((
Ii
)
i∈N,
(
Ai
)
i∈N,
(
Bi
)
i∈N, C
)
.
Dann ist fu¨r alle s ∈ I
E
(
K(µ)
)
(s) = E
( ∑
i∈N(s)
Ai(s)Xi
(
Bi(s)
)
+ C(s)
)
= E
( ∑
i∈N(s)
Ai(s)E
(
Xi
(
Bi(s)
) | Bi(s))+ C(s))
= E
( ∑
i∈N(s)
Ai(s) · E(µ)
(
Bi(s)
)
+ C(s)
)
= L
(
E(µ)
)
.
Weiter gilt fu¨r alle n ∈ N mit E(Kn(µ)) = Ln(E(µ))
E
(
Kn+1(µ)
)
= L
(
E
(
Kn(µ)
))
= L
(
Ln
(
E(µ)
))
= Ln+1
(
E(µ)
)
,
daraus folgt nach Induktion die Behauptung.
2
Als na¨chstes zeigen wir, daß L eine Kontraktion ist. Dafu¨r mu¨ssen die Ai
eine Kontraktionsbedingung erfu¨llen.
Satz 29
Es gelte
sup
s∈I
E
∑
i∈N(s)
∣∣Ai(s)∣∣ < 1. (32)
Dann ist L eine Kontraktion mit genau einem Fixpunkt m ∈ D.
Weiter gilt
‖m‖∞ <∞. (33)
Beweis: Seien f, g ∈ D.
Dann gilt ∥∥L(f)− L(g)∥∥∞ = sup
s∈I
∣∣∣E( ∑
i∈N(s)
Ai(s)(f − g)
(
Bi(s)
))∣∣∣
≤ sup
s∈I
E
( ∑
i∈N(s)
|Ai(s)| · ‖f − g‖∞
)
= ‖f − g‖∞ · sup
s∈I
E
( ∑
i∈N(s)
|Ai(s)|
)
,
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also ist L eine strikte Kontraktion in (D, ‖ · ‖∞) und besitzt somit nach den
Banach’schen Fixpunktsatz [Bron, Abschnitt 12.2.2.3] genau einen Fixpunkt
m ∈ D. Fu¨r diesen gilt
‖m‖∞ <∞.
2
Jetzt u¨bertragen wir den Fixpunkt von L auf K.
Satz 30
Es gelte
sup
s∈I
E
∑
i∈N(s)
∣∣Ai(s)∣∣ < 1. (32)
Dann ist fu¨r alle µ ∈ M die Folge (E(Kn(µ)))
n∈N konvergent bezu¨glich‖ · ‖∞ mit
E
(
Kn(µ)
)−→
n→∞m. (34)
Insbesondere gilt
m =
(
E
( ∑
i∈N(s)
Ai(s) ·m
(
Bi(s)
)
+ C(s)
))
s∈I . (35)
Beweis: Wegen E
(
Kn(µ)
)
= Ln
(
E(µ)
)
fu¨r alle n ∈ N konvergiert die
Folge
(
E
(
Kn(µ)
))
n∈N gegen den Fixpunkt von L, also gegen m.
Die Gleichung 35 ist die Fixpunkteigenschaft von m bezu¨glich L.
2
Als na¨chstes betrachten wir M2. Damit die Beschra¨nktheit von D2(·, δ0)
unter K erhalten bleibt, brauchen wir Beschra¨nktheit bezu¨glich des zweiten
Moments fu¨r die Zufallsgro¨ßen Ai und C.
Definition 31
Definiere
C := sup
s∈I
|C(s)|. (36)
Da C Pfade in D hat, gilt fu¨r alle ω:
C(ω) = sup
s∈I
|C(ω)(s)| = sup
s∈I∩Q
|C(ω)(s)|,
also ist C als Supremum u¨ber abza¨hlbar viele Zufallsgro¨ßen eine Zufalls-
gro¨ße.
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Satz 32
Sei µ ∈M2.
Es gelte
EC
2
<∞, (37)
sup
s∈I
∑
i∈N
E1s∈Ii
∣∣Ai(s)∣∣2 <∞ (38)
und
sup
s∈I
E
(|C(s)| · ∑
i∈N(s)
|Ai(s)|
)
<∞. (39)
Dann gilt
D2
(
K(µ), δ0
)
<∞. (40)
Beweis:
Sei (Xi)i∈N Familie von uiv Zufallsgro¨ßen mit Verteilung µ und (Xi)i∈N
unabha¨ngig von
((
Ii
)
i∈N,
(
Ai
)
i∈N,
(
Bi
)
i∈N, C
)
.
Dann gilt fu¨r alle S ∈ S
d22
(
K(µ)S , δ0
)
= E
∥∥∥( ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈S
∥∥∥2
2
=
∑
s∈S
E
∣∣∣ ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
∣∣∣2
≤
∑
s∈S
(
E
∣∣∣ ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)∣∣∣2
+ 2 · E
∑
i∈N(s)
∣∣Ai(s) ·Xi(Bi(s)) · C(s)∣∣+ E|C(s)|2)
≤
∑
s∈S
(
E
∣∣∣ ∑
i∈N(s)
Ai(s)
∣∣∣2 · sup
t∈I
E|Xi(t)|2
+ E
(|C(s)| ∑
i∈N(s)
|Ai(s)|
) · sup
t∈I
∣∣EXi(t)∣∣+ EC2).
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Damit gilt nach den Voraussetzungen
D22
(
K(µ), δ0
)
≤ sup
S∈S
|S|−1 · d22
(
K(µ)S , δ0
)
≤ sup
S∈S
|S|−2
∑
s∈S
(
E
∣∣∣ ∑
i∈N(s)
Ai(s)
∣∣∣2 · sup
t∈I
E|Xi(t)|2
+ E
(|C(s)| ∑
i∈N(s)
|Ai(s)|
) · sup
t∈I
∣∣EXi(t)∣∣
+ EC2
)
≤ D22(µ, δ0) · sup
s∈I
E
∣∣∣ ∑
i∈N(s)
Ai(s)
∣∣∣2
+D21(µ, δ0) · sup
s∈I
E
(|C(s)| ∑
i∈N(s)
|Ai(s)|
)
+ EC2
(38), (39), (37)
< ∞.
2
Sind die Voraussetzungen aus Satz 32 erfu¨llt, dann auch die von Satz 24:
Die Bedingung (27) folgt durch
sup
s∈I
E
∑
i∈N(s)
|Ai(s)|
≤ sup
s∈I
E
∑
i∈N(s)
(|Ai(s)|2 + 1)
= sup
s∈I
∑
i∈N
E1s∈Ii |Ai(s)|2 + sup
s∈I
E|N(s)|
≤ sup
s∈I
∑
i∈N
E1s∈Ii |Ai(s)|2 +N
(38), (22)
< ∞,
die Bedingung 28 folgt aus
E sup
s∈I
|C(s)| = EC (37)< ∞.
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3.3 Find
Die Rekursionsformel des Find-Prozesses ist (siehe [GR]):(
KF (µ)(s)
)
s∈I
=
(
1 + 1s<UU ·X( s
U
) + 1s≥U (1− U) ·X(s− U1− U )
)
s∈I
(41)
wobei U gleichverteilt auf I ist und X,X uiv Zufallsgro¨ßen mit Verteilung
µ sind.
In die hier eingefu¨hrte Notation u¨bersetzt ergibt sich:
(I1, A1, B1)(s) =
(
[0, U), U,
s
U
)
(I2, A2, B2)(s) =
(
[U, 1), 1− U, s− U
1− U
)
(Ii, Ai, Bi)(s) =
(∅, 0, 0) fu¨r i ≥ 3
C ≡ 1
Der Find-Prozeß ist ein Spezialfall der Fixpunktgleichung 2 dahingehend,
daß fu¨r alle ω fest gilt
1. die Intervalle Ii sind disjunkt;
2. die Ai sind konstant;
3. C ist konstant.
Die Werte fu¨r die Momente von Find sind
C = 1,∑
i∈{1,2}
E sup
s∈Ii
∣∣Ai(s)∣∣2 = EU2 + E(1− U)2 = 2 · EU2 = 23 < 1 sowie
sup
s∈I
E
∑
i∈N(s)
Ai(s)C(s) = E(U · 1) ∨ E
(
(1− U) · 1) = 1
2
< 1.
Also u¨bertra¨gt KF die Beschra¨nktheit des ersten und des zweiten Moments.
Weiter hat KF einen Fixpunkt bezu¨glich des ersten Moments.
Die Momente von Find werden u.a. in [GR] genauer betrachtet. Gru¨bel
und Ro¨sler berechneten die explizite Form von Erwartungswert des Find-
Prozesses XF
EXF : I → R, s 7→ 2 ·
(
1− s log s− (1− s) log(1− s)).
Ein allgemeines Verfahren zur Berechnung der n-ten Momente von Find
vero¨ffentlichte Paulsen ([Paul]). Fu¨r ein n ∈ N erzeugt er u¨ber eine Dif-
ferentialgleichung ein Gleichungssystem, aus dessen Lo¨sung sich das n-te
Moment ergibt. Als Beispiel wurde im Artikel das zweite Moment von Find
explizit ausgerechnet.
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4 Der Supremumsoperator H
Ziel dieses Abschnittes ist es, das Endverhalten von
sup
s∈I
Kn(δ0)(s)
abzuscha¨tzen. Dazu betrachten wir einen neuen Operator H
L(X) 7→ L(sup
i∈N
Ai ·Xi + C
)
(42)
mit X Zufallsgro¨ße auf R+, (Ai)i∈N Zufallsgro¨ßen mit Werten in [0, 1], C
Zufallsgro¨ße mit Werten in R+. Wir werden zeigen, daß Hn(δ0) nach oben
beschra¨nkt ist und zeigen mit Hilfe dieser Schranke, daß Hn(δ0) gleichma¨ßig
exponentielles Endverhalten hat, das heißt, es existieren x0, λ > 0 so daß
fu¨r alle x ∈ R und fu¨r alle n ∈ N gilt
Hn(δ0)[x,∞) ≤ e−λ(x−x0).
Anschließend u¨bertragen wir das Ergebnis auf sup
s∈I
Kn(δ0)(s).
Das Supremum von Maßen wird in diesem Abschnitt bezu¨glich der stocha-
stischen Ordnung genommen:(
sup
s∈I
Kn(δ0)(s)
)(
[x,∞)) = sup
s∈I
(
Kn(δ0)(s)
(
[x,∞))) (43)
fu¨r alle x ∈ R.
Exponentielles Endverhalten fu¨r Supremumsoperatoren wurden in [NS] un-
tersucht. In dem Artikel wird exponentielles Endverhalten angegeben fu¨r den
Fixpunkt des Supremumsoperators sowie fu¨r die normierten Zufallsgro¨ßen
Y n =
Xn − EXn
sn
(44)
mit L(Xn) = Hn(δ0) und sn Skalierungsfolge.
Definition 33
Sei (Ai)i∈N Familie von Zufallsgro¨ßen auf [0, 1], sei C eine Zufallsgro¨ße auf
R+, jeweils bezu¨glich der Borel-σ-Algebra. Sei
N := {i ∈ N : Ai 6= 0}. (45)
Wir definieren H als die Menge aller Wahrscheinlichkeitsmaße auf B(R+).
Definition 34
Fu¨r µ ∈ H und p ∈ [1,∞) schreiben wir
‖µ‖p :=
(∫
R
|x|p µ(dx)) 1p , (46)
also ‖µ‖p = ‖X‖p fu¨r jede Zufallsgro¨ße X mit Verteilung µ.
Definiere fu¨r alle p ∈ [1,∞) die Menge Hp := {µ ∈ H | ‖µ‖p <∞}.
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Nun wollen wir sicherstellen daß wir den Operator H wie in 42 gewu¨nscht
definieren ko¨nnen.
Lemma 35
Seien
(
Xi
)
i∈N Zufallsgro¨ßen mit Werten in R+.
Dann ist
sup
i∈N
Ai ·Xi + C (47)
eine Zufallsgro¨ße mit Werten in R+.
Beweis: Fu¨r alle i ∈ N ist Ai · Xi als Produkt von Zufallsgro¨ßen eine
Zufallsgro¨ße. Damit ist auch sup
i∈N
Ai ·Xi als Supremum u¨ber abza¨hlbar viele
Zufallsgro¨ßen eine Zufallsgro¨ße, also auch sup
i∈N
Ai ·Xi + C.
2
Der Beweis der Unabha¨ngigkeit des Bildes von µ bezu¨glich der Realisierung
X verla¨uft analog zu dem bezu¨glich K in Abschnitt 3.
Lemma 36
Seien (Xi)i∈N und (Yi)i∈N Familien von uiv Zufallsgro¨ßen mit Werten in R+
mit X1 ∼ Y1.
Dann gilt
sup
i∈N
AiXi + C
D= sup
i∈N
AiYi + C. (48)
Definition 37
Definiere den Operator
H : H→ H, µ 7→ L
(
sup
i∈N
Ai ·Xi + C
)
, (42)
wobei die (Xi)i∈N uiv Zufallsgro¨ßen mit Verteilung µ sowie unabha¨ngig von(
(Ai)i∈N, C
)
sind.
Offensichtlich gilt
H(δ0) = L(C). (49)
Es gelte im folgenden fu¨r alle p ∈ [1,∞)
‖C‖p <∞ (50)
sowie
esssup |N | <∞. (51)
Als na¨chstes untersuchen wir den Operator H auf Monotonie.
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Lemma 38
Seien µ, ν Maße auf B(R+) mit µ ≤ ν.
Dann gilt
H(µ) ≤ H(ν). (52)
Beweis: Seien (Xi)i∈N und (Yi)i∈N Familien von uiv Zufallsgro¨ßen mit
Verteilung µ beziehungsweise ν, unabha¨ngig von
(
(Ai)i∈N, C
)
und Xi ≤ Yi
punktweise fu¨r alle i ∈ N.
Weil das Supremum als Operator monoton ist, gilt
L
(
sup
i∈N
Ai ·Xi + C
)
= L
(
E
(
sup
i∈N
Ai ·Xi | (Ai)i∈N, C
)
+ C
)
≤ L(E(sup
i∈N
Ai · Yi | (Ai)i∈N, C
)
+ C
)
= L
(
sup
i∈N
Ai · Yi + C
)
.
2
Es folgt, daß Hn(δ0) eine monoton steigende Folge ist.
Definition 39
Eine Zufallsgro¨ße X mit Werten in R beziehungsweise ein Maß L(X) habe
exponentielles Endverhalten, wenn λ, x0 > 0 existieren, so daß fu¨r alle x ∈ R
gilt
P (X ≥ x) ≤ e−λ(x−x0). (53)
Nun beweisen wir die Existenz einer oberen Schranke von
(
Hn(δ0)
)
n∈N.
Lemma 40
Es gelte
P (sup
i∈N
Ai = 1) = 0. (54)
Weiter habe C exponentielles Endverhalten.
Dann existieren λ > 0 und x0 > 0 mit der folgenden Eigenschaft: Ist µ
Wahrscheinlichkeitsmaß auf R+ gegeben durch
µ
(
[x,∞)) = e−λ(x−x0) ∀x ≥ x0, (55)
dann gilt fu¨r alle x ≥ x0
H(µ) ≤ µ. (56)
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Beweis: Seien λ1, x1 > 0 so daß fu¨r alle x ≥ x1 gilt
P (C ≥ x) ≤ e−λ(x−x1)
Definiere
A := sup
i∈N
Ai.
Wegen P (A = 1) = 0 und Eeλ1C ∈ R gilt E1A>1−εeλ1C −→ε→0 0, also existiert
ein ε > 0 mit
esssup |N | · E1A>1−εeλ1C ≤
1
3
. (a)
Setze λ := (1− ε)λ1.
Wegen esssup |N | · Eeλ1C ∈ R existiert ein x0 > 0 mit
e−λ
ε
1−εx0 · esssup |N | · E(eλ1·C) ≤ 1
3
(b)
und
e−λ1(x0−x1) ≤ 1
3
. (c)
Sei µ Wahrscheinlichkeitsmaß auf R+ gegeben durch
µ
(
[x,∞)) = e−λ(x−x0) ∀x ≥ x0. (55)
Fu¨r alle x ≤ x0 gilt
H(µ)
(
[x,∞)) ≤ 1 ≤ e−λ(x−x0).
Sei x > x0.
Seien
(
Xi
)
i∈N uiv Zufallsgro¨ßen auf R+ mit Verteilung µ.
Dann gilt
H(µ)
(
[x,∞))
= P
(
sup
i∈N
AiXi + C ≥ x
)
= P
(
sup
i∈N
AiXi + C ≥ x ∧ C < x ∧ A ≤ 1− ε
)
+ P
(
sup
i∈N
AiXi + C ≥ x ∧ C < x ∧ A > 1− ε
)
+ P
(
C ≥ x)
≤ P (sup
i∈N
Xi ≥ x− C1− ε ∧ C < x ∧ A ≤ 1− ε
)
+ P
(
sup
i∈N
Xi ≥ x− C ∧ C < x ∧ A > 1− ε
)
+ P
(
C ≥ x)
:= I + II + III.
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Es gilt
I ≤ P (sup
i∈N
Xi ≥ x− C1− ε ∧ C < x
)
≤ E(1C<xP (sup
i∈N
Xi ≥ x− C1− ε | C
))
≤ E(1C<x∑
i∈N
P
(
Xi ≥ x− C1− ε | C
))
≤ E(1C<x∑
i∈N
e−λ
(
x−C
1−ε −x0
))
= e−λ(x−x0) · e−λ ε1−εx · E(1C<x∑
i∈N
e
λC
1−ε
)
≤ e−λ(x−x0) · e−λ ε1−εx0 · esssup |N | · E(e λ1−ε ·C)
= e−λ(x−x0) · e−λ ε1−εx0 · esssup |N | · E(eλ1·C)
(b)
≤ e−λ(x−x0) · 1
3
.
Weiter gilt
II ≤ E1C<x1A>1−ε
∑
i∈N
e−λ(x−C−x0)
= e−λ(x−x0) · E1C<x1A>1−ε
∑
i∈N
eλC
≤ e−λ(x−x0) · esssup |N | · E1A>1−εeλ1C
(a)
≤ e−λ(x−x0) · 1
3
.
Schließlich gilt
III ≤ e−λ1(x−x1)
= e−λ(x−x0) · e−(λ1−λ)(x−x0) · e−λ1(x0−x1)
≤ e−λ(x−x0) · e−λ1(x0−x1)
(c)
≤ e−λ(x−x0) · 1
3
.
Damit ist
P
(
sup
i∈N
AiXi + C ≥ x
) ≤ I + II + III ≤ e−λ(x−x0).
2
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Als erste Folgerung erhalten wir die Existenz eines Fixpunktes:
Satz 41
Es gelte
P (sup
i∈N
Ai = 1) = 0. (54)
Weiter habe C exponentielles Endverhalten.
Dann existiert ein Fixpunkt von H, der exponentielles Endverhalten hat.
Beweis: H ist monoton und
(
Hn(δ0)
)
n∈N ist eine aufsteigende Folge.
Lemma 40 gibt die Existenz einer oberen Schranke µ von
(
Hn(δ0)
)
n∈N
mit exponentiellen Endverhalten. Also konvergiert
(
Hn(δ0)
)
n∈N gegen einen
Fixpunkt der durch µ in stochastischer Ordnung bschra¨nkt ist und damit
auch exponentielles Endverhalten hat.
2
Die zweite Folgerung ist das gleichma¨ßige exponentielle Endverhalten der
Hn(δ0):
Satz 42 (exponentielle Abscha¨tzung)
Es gelte
P (sup
i∈N
Ai = 1) = 0 (54)
und C habe exponentielles Endverhalten.
Dann existieren ein λ > 0 und ein x0 > 0, so daß fu¨r alle x ≥ x0 und alle
n ∈ N gilt:
Hn(δ0)
(
[x,∞)) ≤ e−λ(x−x0) (57)
und
E
(
Hn(δ0)
) ≤ x0 + λ. (58)
Beweis: Seien λ, x0 und µ wie in Lemma 40 gegeben.
Aus der Monotonie von H und wegen δ0 ≤ µ folgt durch Induktion aus
Hn(δ0) ≤ µ ⇒ Hn+1(δ0) ≤ H(µ) ≤ µ
die gleichma¨ßige Beschra¨nkung der Hn(δ0) durch µ und damit das gleich-
ma¨ßige exponentielle Endverhalten von Hn(δ0).
Weiter gilt
sup
n∈N
E
(
Hn(δ0)
) ≤ x0 + ∞∫
x0
e−λ(x−x0) dx
= x0 + eλx0 · λ · e−λx0
= x0 + λ.
2
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Jetzt scha¨tzen wir mit Hilfe von H das Maß Kn(δ0) ab. Dafu¨r kehren wir
zuru¨ck zu den Ii, Ai, Bi, C aus Abschnitt 3 und nutzen die gerade bewiesene
Abscha¨tzung fu¨r den Operator
H : H→ H, µ 7→ L
(
sup
s∈I
∑
i∈N(s)
∣∣Ai(s)∣∣ · sup
i∈ S
s∈I
N(s)
Xi + sup
s∈I
|C(s)|
)
. (59)
Satz 43
Definiere
Aˇ := sup
s∈I
∑
i∈N(s)
∣∣Ai(s)∣∣,
Nˇ :=
⋃
s∈I
N(s),
Cˇ := sup
s∈I
|C(s)| = C.
(60)
Es gelte
esssup
∣∣Nˇ ∣∣ <∞, (61)
P (Aˇ ≥ 1) = 0 und (62)
Cˇ habe exponentielles Endverhalten. (63)
Dann existieren ein λ > 0 und ein x0 > 0, so daß fu¨r alle x ≥ x0 und alle
n ∈ N gilt:
sup
s∈I
Kn(δ0)(s)
(
[x,∞)) ≤ e−λ(x−x0). (64)
Beweis: Als erstes ist zu zeigen, daß Aˇ, 1i∈Nˇ fu¨r alle i ∈ N sowie Cˇ
meßbar bezu¨glich B(R) sind.
Da C(ω) fu¨r alle ω rechtsstetig ist gilt
sup
s∈I
|C(ω)(s)| = sup
t∈Q
|C(ω)(t)|.
Damit ist Cˇ als Supremum von abza¨hlbar vielen Zufallsgro¨ßen meßbar.
Analog la¨ßt sich die Aussage fu¨r Aˇ zeigen.
Weiter gilt, da die Ii Zufallsgro¨ßen auf halboffene Intervalle sind,
Nˇ =
⋃
s∈I
N(s) =
⋃
s∈I
{i ∈ N | s ∈ Ii} =
⋃
s∈I∩Q
{i ∈ N | s ∈ Ii}.
Also ist 1i∈Nˇ = sup
s∈I∩Q
1s∈Ii fu¨r alle i ∈ N als Supremum abza¨hlbar vieler
Zufallsgro¨ßen eine Zufallsgro¨ße.
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Wir betrachten
H : H→ H, µ 7→ L(sup
i∈N
1i∈Nˇ Aˇ ·Xi + Cˇ
)
. (65)
Nach den Voraussetzungen la¨ßt sich Satz 42 auf dieses H anwenden.
Sei n ∈ N.
Sei (Xi)i∈N Familie von uiv Zufallsgro¨ßen mit Verteilung Kn(δ0) und un-
abha¨ngig von
((
Is
)
s∈I ,
(
Ai
)
i∈N,
(
Bi
)
i∈N, C
)
.
Dann ist sup
s∈I
Xi(s) meßbar (analog zu Cˇ) und es gilt fu¨r alle s ∈ I
K(µ)(s) = L
( ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
≤s L
(∣∣∣ ∑
i∈N(s)
Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
∣∣∣)
≤s L
(∣∣ ∑
i∈N(s)
Ai(s) · sup
t∈I
Xi(t)
∣∣+ sup
r∈I
|C(r)|
)
≤s L
( ∑
i∈N(s)
∣∣Ai(s)∣∣ · ∣∣ sup
i∈N(s)
sup
t∈I
Xi(t)
∣∣+ Cˇ)
≤ L
(
Aˇ · sup
i∈N
1i∈Nˇ sup
t∈I
|Xi(t)|+ Cˇ
)
= H
(
L(sup
t∈I
|X(t)|)).
Damit la¨ßt sich leicht per Induktion u¨ber n zeigen: Fu¨r alle n ∈ N gilt,
sup
s∈I
Kn+1(δ0)(s) = sup
s∈I
K
(
Kn(δ0)
)
(s)
≤ H(sup
t∈I
Kn(δ0)(t)
)
IS≤s H
(
Hn(δ0)
)
= Hn+1(δ0).
Also folgt nach Satz 42, daß ein λ > 0 und ein x0 > 0 existieren, so daß fu¨r
alle x ≥ x0 und alle n ∈ N gilt:(
sup
s∈I
Kn(δ0)(s)
)(
(−∞,−x] ∪ [x,∞))
≤ Hn(δ0)
(
[x,∞))
≤ e−λ(x−x0).
2
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Aus dem gleichma¨ßigen exponentiellen Endverhalten der Kn(δ0)(s) folgt:
Lemma 44
Es gelte
P
(
sup
s∈I
∑
i∈N(s)
∣∣Ai(s)∣∣ ≥ 1) = 0 und (62)
Cˇ habe exponentielles Endverhalten. (63)
Dann gilt
sup
n∈N
E sup
s∈I
Kn(δ0)(s) <∞.
4.1 Find
Fu¨r Find ergibt sich folgende Abscha¨tzung:
sup
s∈I
(
1 + 1s≤UU ·X( s
U
) + 1s>U (1− U) ·X(s− U1− U )
)
D≤ 1 + (U ∨ (1− U)) · (sup
s∈I
X(s) + sup
s∈I
X(s)
)
,
damit Aˇ =
(
U ∨ (1− U)), Cˇ ≡ 1 und Nˇ ≡ {1, 2}.
Die Voraussetzungen von Satz 43 sind also erfu¨llt.
Ein direkter Beweis der Formel fu¨r den Find-Prozeß
sup
s∈[0,1)
X(s) D= 1 + U sup
s∈I
X(s) ∨ (1− U) sup
s∈I
X(s) (66)
findet sich in [GR, Theorem 12].
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5 Die Baumstruktur der Kn(δ0)
In diesem Abschnitt konstruieren wir Zufallsgro¨ßenXn mit VerteilungKn(δ0)
u¨ber eine Baumstruktur. Die Knoten entsprechen dabei den Iterationen. Wir
untersuchen, wie sich die Intervalla¨ngen verhalten und scha¨tzen im zweiten
Unterabschnitt den Abstand von Xn(s) und Xn(t) ab. Den Abschluß bildet
eine Abscha¨tzung der Spru¨nge von mindestens ε der Xn.
5.1 Baumstruktur
Definition 45
Sei V :=
⋃
k∈N0
Nk die Knotenmenge des Baumes.
Fu¨r einen Knoten v = (v1, . . . , vk) ∈ V bezeichne
• |v| die La¨nge k;
• v|i := (v1, . . . , vi) der Vorga¨ngerknoten von v der La¨nge i ∈ {0, . . . , k},
dabei ist v|0 = ∅ gemeint;
• vi = (v1, . . . , v|v|, i) der i-te Nachfolgeknoten von v fu¨r i ∈ N;
• iv = (i, v1, . . . , v|v|) der Knoten v am i-ten Teilbaum fu¨r i ∈ N.
Fu¨r ein k ∈ N sei Vk die Menge aller Knoten der La¨nge k.
Sei
(((
Ivi
)
i∈N,
(
Avi
)
i∈N,
(
Bvi
)
i∈N, C
v
))
v∈V
Familie von uiv Zufallsgro¨ßen
mit Verteilung
((
Ii
)
i∈N,
(
Ai
)
i∈N,
(
Bi
)
i∈N, C
)
.
Definiere fu¨r alle v ∈ V analog zu (20) Nv(s) := {i ∈ N | s ∈ Ivi }.
Als erstes fu¨hren wir die Rekursion der Intervalle durch. Die Anschauung
ist die folgende: Bei einem Anwenden vom Operator K wird das Einheits-
intervall I in die Teilintervalle I1, I2, . . . zufa¨llig unterteilt. Dabei sind auch
U¨berlappungen zugelassen. Bei einem erneuten Anwenden der Rekursions-
prozedur werden die Teilintervalle wieder unterteilt, die Unterteilung ha¨ngt
von den Ivi und von den B
v
i ab. Die sich dadurch ergebenen Intervalle wer-
den wir mit F v bezeichnen. Die Fw,v sind die sich ergebenden Intervalle vom
Teilbaum mit Wurzel w.
Ohne Beschra¨nkung der Allgemeinheit gelte⋃
i∈N
Ii = I. (67)
Ansonsten ist I \ ⋃
i∈N
Ii endliche Vereinigung von halboffenen Intervallen der
Form [a, b).
Erga¨nze die
(
Ii
)
i∈N zu
(
I ′i
)
i∈N so, daß
⋃
i∈N
I ′i = I und I
′
2i = Ii fu¨r alle i ∈ N
gilt, die I ′2i−1 werden aufsteigend gewa¨hlt. Setze
(
N ′(s)
)
s∈I :=
({i ∈ N |
39
§ 5 Die Baumstruktur der Kn(δ0)
s ∈ I ′i}
)
s∈I , setze weiter A
′
2i = A
′
i und A
′
2i−1 = 0 sowie B
′
2i = bi, B
′
2i−1 = id
und C ′ = C.
Es ist
esssup |{i ∈ N | I ′i 6= ∅}|
≤ 2 · esssup |{i ∈ N | Ii 6= ∅}|+ 1
<∞
sowie
sup
s∈I
esssup
∣∣N ′(s)∣∣
≤ sup
s∈I
esssup
∣∣N(s)∣∣+ 1
<∞.
Betrachten wir den Teilbaum des Knotens w, dann bezeichnen wir die In-
tervalle bezu¨glich des Knotens v mit Fw,v.
Definition 46
Definiere rekursiv fu¨r alle w, v ∈ V
Fw,∅ := I,
Fw,iv :=
(
Bwi
)−1(
Fwi,v
)
.
(68)
Schreibe kurz F v fu¨r F ∅,v.
Beachte, daß Bwi als Funktion I
w
i → I betrachtet wird.
Da fu¨r alle i ∈ N die (Bwi )w∈V uiv sind, gilt fu¨r alle w,w′, v ∈ V
Fw,v
D= Fw
′,v. (69)
Weiter sind die Werte der Fw,iv Intervalle der Form [a, b), weil die Bwi stetige
streng monoton steigende Pfade haben.
Es gilt fu¨r alle w, v ∈ V , i ∈ N und s ∈ I
s ∈ Fw,iv ⇔ i ∈ Nw(s) ∧ Bwi (s) ∈ Fwi,v
⇔ s ∈ Iwi ∧ Bwi (s) ∈ Fwi,v.
(70)
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Lemma 47
Fu¨r alle w, v ∈ V gilt:
Fw,v =
⋃
i∈N
Fw,vi. (71)
Dabei ko¨nnen sich die Fw,vi u¨berlappen.
Es folgt: Fu¨r alle n ∈ N, w ∈ V gilt:⋃
v∈V, |v|=n
Fw,v = I. (72)
Beweis: Wir beweisen das Lemma per Induktion u¨ber |v|.
IA: v = ∅
Es ist nach der Definition fu¨r alle w ∈ V
Fw,∅ =
⋃
i∈N
Iwi =
⋃
i∈N
(
Bwi
)−1(I)
=
⋃
i∈N
(
Bwi
)−1(
Fwi,∅
)
=
⋃
i∈N
Fw,∅i.
IS: v → jv
Sei v ∈ V , so daß fu¨r alle w ∈ V die Behauptung gilt.
Dann gilt fu¨r alle w ∈ V und j ∈ N:⋃
i∈N
Fw,jvi =
⋃
i∈N
(
Bwj
)−1(
Fwj,vi
)
=
(
Bwj
)−1(⋃
i∈N
Fwj,vi
)
IV=
(
Bwj
)−1(
Fwj,v
)
= Fw,jv.
2
Nach Definition 20 liegt ein s ∈ I in ho¨chstens N Intervallen Ii. Damit la¨ßt
sich die Anzahl der Intervalle der k-ten Ebene, in denen s liegt, abscha¨tzen:
Lemma 48
Fu¨r alle w ∈ V , s ∈ I, k ∈ N0 gilt:
|{v ∈ Vk | s ∈ Fw,v}| ≤ Nk. (73)
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Da sich die Fw,vs u¨berschneiden ko¨nnen ist eine weitergehende Untersuchung
no¨tig, um auch die verschiedenen U¨berschneidungen zu erfassen.
Definition 49
Definiere fu¨r alle n ∈ N und ω die A¨quivalenzrelation auf I durch
s
n∼
ω
t :⇔ ∀v ∈ Vn : s ∈ F v(ω)⇔ t ∈ F v(ω), (74)
also s und t sind zur Tiefe n a¨quivalent, wenn sie in genau denselben Teil-
intervallen F v(ω) liegen fu¨r alle Knoten v der La¨nge n.
Bezeichne fu¨r alle n ∈ N die zu n∼
ω
geho¨rige Zerlegung von I mit I/n∼
ω
.
Wir lassen im folgenden das ω weg.
Aufgrund der Rekursionsstruktur folgt aus s n∼ t auch s i∼ t fu¨r alle i ≤ n.
Nun untersuchen wir die Gro¨ße der Zerlegung I/n∼.
Definition 50
Definiere rekursiv die Folge
(
κn
)
n∈N0 ∈ N0 durch
κn :=
{
1 n = 0
2 · I · κNn−1 n > 0.
(75)
Lemma 51
Fu¨r alle n ∈ N gilt
esssup
∣∣I/n∼∣∣ ≤ κn. (76)
Beweis: Wir beweisen fu¨r alle w ∈ V und alle n ∈ N die Aussage∣∣∣{{t ∈ I | ∀v ∈ Vn : t ∈ Fw,v ⇔ s ∈ Fw,v} | s ∈ I}∣∣∣ ≤ κn (76’)
per Induktion u¨ber n.
IA: n = 0
Sei w ∈ V .
Es ist Fw,∅ = I, also∣∣∣{{t ∈ I | ∀v ∈ V0 : t ∈ Fw,v ⇔ s ∈ Fw,v} | s ∈ I}∣∣∣
=
∣∣{I}∣∣
= 1
= κ0.
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IS: n→ n+ 1
Sei n ∈ N0, so daß fu¨r alle w ∈ V die Gleichung (76’) gilt.
Definiere
Jw :=
{{i ∈ N | s ∈ Iwi } | s ∈ I}.
Die Mengen J ∈ Jw geben an, daß es einen Punkt s ∈ I gibt, der
genau in den Intervallen (Ii)i∈J liegt.( ⋂
i∈J
Iwi
)
J∈Jw bildet offensichtlich eine Zerlegung von I.
Nach Definition 20 gilt:
Da die
(
Iwi
)
i∈N ho¨chstens I nichtleere Intervalle sind (siehe (21)), gilt
fu¨r alle w ∈ V ∣∣Jw∣∣ ≤ 2 · I <∞,
weiter ist nach (22)
sup
J∈Jw
|J | ≤ N <∞.
Es gilt fu¨r alle w ∈ V :{{
t ∈ I | ∀v ∈ Vn+1 : t ∈ Fw,v ⇔ s ∈ Fw,v
} | s ∈ I}
=
⋃
J∈Jw
{{
t ∈ I | ∀v ∈ Vn ∀j ∈ N : t ∈ Fw,jv ⇔ s ∈ Fw,jv
}
| s ∈
⋂
i∈J
Iwi
}
=
⋃
J∈Jw
{⋂
j∈J
{
t ∈ Iwj | ∀v ∈ Vn : t ∈ Fw,jv ⇔ s ∈ Fw,jv
}
| s ∈
⋂
i∈J
Iwi
}
da ein j ∈ J existiert mit s ∈ Fw,jv und aus t 6∈ Iwj folgt t 6∈ Fw,jv.
Sei nun J ∈ Jw und s ∈ ⋂
i∈J
Iwi .
Dann gilt⋂
j∈J
{
t ∈ Iwj | ∀v ∈ Vn : t ∈ Fw,jv ⇔ s ∈ Fw,jv
}
=
⋂
j∈J
{
t ∈ Iwj | ∀v ∈ Vn : t ∈ Iwj ∧ Bwj (t) ∈ Fwj,v
⇔ s ∈ Iwj ∧ Bwj (s) ∈ Fwj,v
}
=
⋂
j∈J
{
t ∈ Iwj | ∀v ∈ Vn : Bwj (t) ∈ Fwj,v ⇔ Bwj (s) ∈ Fwj,v
}
.
43
§ 5 Die Baumstruktur der Kn(δ0)
Da fu¨r alle j ∈ N die (Fwj,v)|v|=n nach Lemma 47 eine Zerlegung
von I bilden, existiert fu¨r alle j ∈ J und s ∈ ⋂
i∈J
Iwi ein v ∈ Vn mit
Bwj (s) ∈ Fwj,v. Es folgt daher:⋂
j∈J
{
t ∈ Iwj | ∀v ∈ Vn : Bwj (t) ∈ Fwj,v ⇔ Bwj (s) ∈ Fwj,v
}
=
⋂
j∈J
{
t′ ∈ Bwj (Iwj ) | ∀v ∈ Vn : t′ ∈ Fwj,v ⇔ Bwj (s) ∈ Fwj,v
}
.
Eingesetzt ergibt dies∣∣∣{{t ∈ I | ∀v ∈ Vn+1 : t ∈ Fw,v ⇔ s ∈ Fw,v} | s ∈ I}∣∣∣
=
∣∣∣ ⋃
J∈Jw
{⋂
j∈J
{
t′ ∈ Bwj (Iwj ) | ∀v ∈ Vn : t′ ∈ Fwj,v ⇔ Bwj (s) ∈ Fwj,v
}
| s ∈
⋂
i∈J
Iwi
}∣∣∣
≤
∑
J∈Jw
∏
j∈J
∣∣∣{{t′ ∈ Bwj (Iwj ) | ∀v ∈ Vn : t′ ∈ Fwj,v ⇔ Bwj (s) ∈ Fwj,v}
| s ∈
⋂
i∈J
Iwi
}∣∣∣
≤
∑
J∈Jw
∏
j∈J
∣∣∣{{t′ ∈ I | ∀v ∈ Vn : t′ ∈ Fwi,v ⇔ s′ ∈ Fwi,v} | s′ ∈ I}∣∣∣
IV≤
∑
J∈Jw
∏
j∈J
κn
≤ 2 · I · κnN
= κn+1.
2
Der na¨chste Schritt ist es, die La¨nge der Intervalle |F v| abzuscha¨tzen.
Lemma 52
Es gilt fu¨r alle w, v ∈ V und i ∈ N∣∣Fw,iv∣∣ = ∣∣(Bwi )−1(Fwi,v)∣∣ ≤ sup
s,t∈Ii
|s− t|∣∣Bi(s)−Bi(t)∣∣ · ∣∣Fwi,v∣∣. (77)
Definition 53
Definiere die maximale La¨nge der Intervalle in der k-ten Generation durch
Lk := max
v∈Vk
|F v|. (78)
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Erfu¨llen die Bi eine Kontraktionsbedingung, dann werden die Intervalle F v
in |v| gleichma¨ßig exponentiell schnell gestaucht.
Lemma 54
Es existiere ein p ∈ [1,∞) mit
α := E
(∑
i∈N
sup
s,t∈Ii
( |s− t|∣∣Bi(s)−Bi(t)∣∣)p) 1p < 1. (79)
Dann gilt fu¨r alle k ∈ N
P
(
Lk ≥ α
k
2
) ≤ α k2 (80)
und
E(Lk) ≤ αk. (81)
Beweis: Sei fu¨r alle k ∈ N die Summe der p-ten Potenz der Intervalla¨ngen
Gk :=
∑
v∈Vk
|F v|p. Sei weiter A1 die σ-Algebra, die durch die
(
I∅i
)
i∈N und(
B∅i
)
i∈N erzeugt ist. Setze C1 := sup
s,t∈Ii
( |s−t|∣∣Bi(s)−Bi(t)∣∣)p.
Dann gilt fu¨r alle k ∈ N
E(Gk+1) = E
(
E(Gk+1 | A1)
)
= E
(
E(
∑
v∈Vk+1
|F v|p | A1)
)
= E
(∑
i∈N
E(
∑
v∈Vk
|F iv|p | A1)
)
Lemma 52≤ E(∑
i∈N
E(
∑
v∈Vk
Cp1 · |F (i),v|p | A1)
)
= E
(∑
i∈N
Cp1 · E(
∑
v∈Vk
|F (i),v|p))
= E
(∑
i∈N
Cp1 · E(
∑
v∈Vk
|F v|p))
= E
(∑
i∈N
Cp1
) · E(Gk)
= αp · E(Gk).
Aus G0 ≡ 1 erhalten wir fu¨r alle k ∈ N die Abscha¨tzung E(Gk) ≤ αkp.
Weil nach Definition Gk ≥ Lkp fu¨r alle k ∈ N gilt, erhalten wir
P (Lk ≥ α
k
2 ) = P
(
Lk
p ≥ α k2 p)
Markoff≤ α− k2 p · E(Lkp)
≤ α− k2 p · E(Gk)
≤ α k2 p,
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also die erste Behauptung.
Fu¨r die zweite Aussage scha¨tze fu¨r k ∈ N mit der Minkowski-Ungleichung
ab
E(Lk) ≤
(
E(Lkp)
) 1
p ≤ (E(Gk)) 1p ≤ (αpk) 1p = αk.
2
5.2 Abscha¨tzung
In diesem Unterabschnitt definieren wir mit Hilfe des gerade eingefu¨hrten
Baumes Zufallsgro¨ßen Xn mit VerteilungKn(δ0). Anschließend scha¨tzen wir
den Abstand von Xn(s) und Xn(t) fu¨r s, t ∈ I ab.
Alle Gleichungen und Abscha¨tzungen sind im folgenden ω-weise.
Zuerst betrachten wir die Hintereinanderausfu¨hrung der Bvi :
Definition 55
Fu¨r w, v ∈ V definiere
Bw,∅(s) := s
Bw,vi(s) := Bwvi ◦Bw,v(s).
(82)
Es ist fu¨r alle w ∈ V und i ∈ N
Bw,i = Bwi . (83)
Lemma 56
Es gilt fu¨r alle w, v ∈ V , i ∈ N, und s ∈ I
Bwi,v ◦Bwi (s) = Bw,iv(s). (84)
Beweis: Der Beweis la¨uft durch Induktion u¨ber |v|.
IA: v = ∅
Es gilt fu¨r alle w ∈ V und i ∈ N
Bwi,∅ ◦Bwi (s) = Bwi (s) = Bw,(i)(s).
IS: v → vj
Sei v ∈ V , so daß fu¨r alle w ∈ V und i ∈ N die Gleichung (84) gilt.
Sei w ∈ V , sei i ∈ N.
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Dann gilt fu¨r alle j ∈ N
Bwi,vj ◦Bwi (s) = B(wi)vj ◦Bwi,v ◦Bwi (s)
IV= Bw(iv)j ◦Bw,iv(s)
= Bw,ivj(s).
2
Das folgende Lemma gibt den Zusammenhang der B∅,v mit den F v,w an:
Lemma 57
Es gilt fu¨r alle v, w ∈ V und s ∈ I
s ∈ F vw ⇒ B∅,v(s) ∈ F v,w. (85)
Beweis: Wir beweisen das Lemma durch Induktion u¨ber |v|.
IA: v = ∅.
Die Aussage folgt aus B∅,∅(s) = s fu¨r alle s ∈ I.
IV: v → vi.
Sei v ∈ V so daß fu¨r alle w ∈ V und s ∈ I gilt:
s ∈ F vw ⇒ B∅,v(s) ∈ F v,w.
Sei w ∈ V , i ∈ N und s ∈ F viw.
Nach Induktionsvoraussetzung gilt
B∅,v(s) ∈ F v,iw
und damit nach Gleichung (70)
Bvi(s) = B∅,vi ◦B∅,v(s) ∈ B∅i
(
F v,iw
)
= F vi,w.
2
Wir werden nun anhand der Baumstruktur Zufallsgro¨ßen
(
Xn
)
n∈N erzeugen
die die Verteilung Kn(δ0) haben.
Definition 58
Definiere fu¨r alle n ∈ N und v ∈ V
Xnv :=
0 falls |v| ≥ n,( ∑
i∈Nv(s)
Avi (s) ·Xnvi
(
Bvi (s)
)
+ Cv(s)
)
s∈I
falls |v| < n. (86)
Setze Xn := Xn∅ .
Setze analog zum Abschnitt 4 fu¨r alle n ∈ N und v ∈ V
Mnv := sup
s∈I
Xnv (s). (87)
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Nach Definition von K haben die Xn die Verteilung Kn(δ0).
Weiter gilt fu¨r alle n ∈ N und v ∈ V mit |v| ≥ n
Xnv
D= Xn−|v|.
Aus der Unabha¨ngigkeit der
(((
Ivi
)
i∈N,
(
Avi
)
i∈N,
(
Bvi
)
i∈N, C
v
))
v∈V
folgt:
Fu¨r alle k ∈ N sind (Xnv )v∈Vk , (Mnv )v∈Vk und fu¨r alle w ∈ V auch (Bw,v)v∈Vk ,(
Fw,v
)
v∈Vk Familien unabha¨ngiger Zufallsgro¨ßen.
Aus der Gleichverteilung folgt fu¨r alle v ∈ V , daß (Bw,v)
w∈V und
(
Fw,v
)
w∈V
Familien von gleichverteilten Zufallsgro¨ßen sind.
Mit Hilfe der Rekursionsgleichung (86) lassen sich die Xnv direkt hinschrei-
ben:
Lemma 59
Es gilt fu¨r alle v ∈ V , alle n ∈ N0 und alle s ∈ I
X |v|+nv (s) =
∑
|w| < n
s ∈ Fv,w
Cvw ◦Bv,w(s) ·
|w|∏
k=1
A
vw|k−1
wk ◦Bv,w|k−1(s). (88)
Beweis: Wir zeigen die Behauptung per Induktion u¨ber n:
IA: n = 0
Nach Definition ist fu¨r alle v ∈ V und alle s ∈ I
X |v|+0v (s) = 0
=
∑
|w| < 0
s ∈ Fv,w
Cvw ◦Bv,w(s) ·
|w|∏
k=1
A
vw|k−1
wk ◦Bv,w|k−1(s)
da die Summe leer ist.
IS: n→ n+ 1
Sei n ∈ N, so daß fu¨r alle v ∈ V und alle s ∈ I die Gleichung (88)
erfu¨llt ist.
Sei v ∈ V , sei s ∈ I.
Dann gilt
X |v|+n+1v (s) =
∑
i∈Nv(s)
Avi (s) ·X |v|+n+1vi
(
Bvi (s)
)
+ Cv(s)
=
∑
i∈Nv(s)
Avi (s) ·X |vi|+nvi
(
Bvi (s)
)
+ Cv(s).
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Es ist fu¨r w = ∅
Cv(s) = Cvw ◦Bv,w(s) ·
|w|∏
k=1
A
vw|k−1
wk ◦Bv,w|k−1(s).
Nach der Induktionsvoraussetzung gilt fu¨r alle i ∈ N
X
|vi|+n
vi
(
Bvi (s)
)
=
∑
|w| < n
Bvi (s) ∈ Fvi,w
Cviw ◦Bvi,w(Bvi (s)) · |w|∏
k=1
A
viw|k−1
wk ◦Bvi,w|k−1
(
Bvi (s)
)
=
∑
0 < |iw| < n + 1
Bvi (s) ∈ Fvi,w
Cviw ◦Bv,iw(s) ·
|w|∏
k=1
A
v(iw)|k
(iw)k+1
◦Bv,(iw)|k(s)
=
∑
0 < |iw| < n + 1
Bvi (s) ∈ Fvi,w
Cviw ◦Bv,iw(s) ·
|iw|∏
k=2
A
v(iw)|k−1
(iw)k
◦Bv,(iw)|k−1(s).
Damit ist
X |v|+n+1v (s)
= Cv(s) +
∑
i∈Nv(s)
Avi (s)
∑
0 < |iw| < n + 1
Bvi (s) ∈ Fvi,w
Cviw ◦Bv,iw(s)
·
|iw|∏
k=2
A
v(iw)|k−1
(iw)k
◦Bv,(iw)|k−1(s)
= Cv(s) +
∑
i∈Nv(s)
∑
0 < |iw| < n + 1
Bvi (s) ∈ Fvi,w
Cviw ◦Bv,iw(s)
·
|iw|∏
k=1
A
v(iw)|k−1
(iw)k
◦Bv,(iw)|k−1(s)
=
∑
0 ≤ |w| < n + 1
s ∈ Fv,iw
Cvw ◦Bv,w(s) ·
|w|∏
k=1
A
vw|k−1
wk ◦Bv,w|k−1(s).
2
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Wir scha¨tzen als na¨chstes
∣∣Xn(s) −Xn(t)∣∣ fu¨r dichte s, t mit Hilfe der Re-
kursionsgleichung ab.
Lemma 60
Es gelte
C1 := sup
i∈N
esssups,t∈Ii
∣∣Ai(s)−Ai(t)∣∣
|s− t| <∞
C2 := esssups,t∈I
∣∣C(s)− C(t)∣∣
|s− t| <∞.
(89)
Sei n ∈ N0, sei k ∈ N0 mit k ≤ n.
Sind s, t ∈ I mit s k∼ t, dann gilt die Abscha¨tzung∣∣Xn(s)−Xn(t)∣∣
≤
∑
|v| < k
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣ · |v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣
·
(
C2 + C1 ·
∑
l∈Nv
(
B∅,v(s)
)Mnvl
)
+ 2 ·
∑
|v| = k
s ∈ Fv
|v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣ ·Mnv
(90)
Beweis: Wir werden die Aussage allgemeiner beweisen:
Fu¨r alle w ∈ V , n, k ∈ N0, k ≤ n und s, t ∈ I mit s k∼ t gilt:∣∣X |w|+nw (s)−X |w|+nw (t)∣∣
≤
∑
|v| < k
s ∈ Fw,v
∣∣Bw,v(s)−Bw,v(t)∣∣ · |v|∏
j=1
∣∣Awv|j−1vj ◦Bw,v|j−1(s)∣∣
·
(
C2 + C1 ·
∑
l∈Nwv
(
Bw,v(s)
)M |w|+nwvl
)
+ 2 ·
∑
|v| = k
s ∈ Fw,v
|v|∏
j=1
∣∣Awv|j−1vj ◦Bw,v|j−1(s)∣∣ ·M |w|+nwv .
(90′)
Fu¨r w = ∅ erhalten wir aus (90′) die Gleichung (90).
Wir beweisen die Aussage per Induktion u¨ber n und k:
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IA: n = 0
Sei w ∈ V . Dann ist wegen L(X |w|w ) = δ0 fu¨r alle s, t ∈ I
∣∣X |w|w (s)−X |w|w (t)∣∣ = |0− 0| = 0.
IA: k = 0
Sei n ∈ N0. Sei w ∈ V . Dann gilt fu¨r alle s, t ∈ I
∣∣X |w|+nw (s)−X |w|+nw (t)∣∣ ≤ 2 ·M |w|+nw .
IS: (n, k)→ (n+ 1, k + 1)
Seien n, k ∈ N0, k ≤ n, so daß fu¨r alle w ∈ V die Gleichung (90′) gilt.
Sei w ∈ V , seien s, t ∈ I mit s k+1∼ t.
Dann gilt:
∣∣X |w|+n+1w (s)−X |w|+n+1w (t)∣∣
≤
∣∣∣ ∑
i∈Nw(s)
Awi (s) ·X |w|+n+1wi
(
Bwi (s)
)
+ Cw(s)
−
∑
i∈Nw(t)
Awi (t) ·X |w|+n+1wi
(
Bwi (t)
)− Cw(t)∣∣∣
≤
∑
i∈Nw(s)
∣∣Awi (s)∣∣ · ∣∣∣X |w|+n+1wi (Bwi (s))−X |w|+n+1wi (Bwi (t))∣∣∣
+
∑
i∈Nw(s)
∣∣Awi (s)−Awi (t)∣∣ · ∣∣X |w|+n+1wi (Bwi (t))∣∣
+
∣∣Cw(s)− Cw(t)∣∣
≤
∑
i∈Nw(s)
∣∣Awi (s)∣∣ · ∣∣∣X |wi|+nwi (Bwi (s))−X |wi|+nwi (Bwi (t))∣∣∣
+ C1|s− t|
∑
i∈Nw(s)
M
|w|+n+1
wi
+ C2|s− t|
.
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Nun setzen wir die Induktionsvoraussetzung ein und erhalten:∣∣X |w|+n+1w (s)−X |w|+n+1w (t)∣∣
≤
∑
i∈Nw(s)
∣∣Awi (s)∣∣ ∑
|v| < k
Bwi (s) ∈ Fwi,v
∣∣Bwi,v(Bwi (s))−Bwi,v(Bwi (t))∣∣
·
|v|∏
j=1
∣∣Awiv|j−1vj ◦Bwi,v|j−1(Bwi (s))∣∣
·
(
C2 + C1 ·
∑
l∈Nwiv
(
Bwi,v(Bwi (s))
)M |wi|+nwivl
)
+ 2 ·
∑
i∈Nw(s)
∣∣Awi (s)∣∣ ∑
|v| = k
Bwi (s) ∈ Fwi,v
|v|∏
j=1
∣∣Awiv|j−1vj ◦Bwi,v|j−1(Bwi (s))∣∣ ·M |wi|+nwiv
+ |s− t| ·
(
C2 + C1
∑
i∈Nw(s)
M
|w|+n+1
wi
)
=
∑
i∈Nw(s)
∑
0 < |iv| < k + 1
s ∈ Fw,iv
∣∣Bw,iv(s)−Bw,iv(t)∣∣
· ∣∣Awi (s)∣∣ · |iv|∏
j=2
∣∣Aw(iv)|j−1(iv)j ◦Bw,(iv)|j−1(s)∣∣
·
(
C2 + C1 ·
∑
l∈Nwiv
(
Bw,iv(s)
)M |w|+n+1wivl
)
+ 2 ·
∑
i∈Nw(s)
∑
|iv| = k + 1
s ∈ Fw,iv
∣∣Awi (s)∣∣ · |iv|∏
j=2
∣∣Aw(iv)|j−1(iv)j ◦Bw,(iv)|j−1(s)∣∣ ·M |w|+n+1wiv
+ |s− t| ·
(
C2 + C1
∑
i∈Nw(s)
M
|w|+n+1
wi
)
=
∑
0 ≤ |v| < k + 1
s ∈ Fw,v
∣∣Bw,v(s)−Bw,v(t)∣∣ · |v|∏
j=1
∣∣Awv|j−1vj ◦Bw,v|j−1(s)∣∣
·
(
C2 + C1 ·
∑
l∈Nwv
(
Bw,v(s)
)M |w|+n+1wvl
)
+ 2 ·
∑
|v| = k + 1
s ∈ Fw,v
|v|∏
j=1
∣∣Awv|j−1vj ◦Bw,v|j−1(s)∣∣ ·M |w|+n+1wv
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und damit die Behauptung.
2
Um
∣∣Xn(s)−Xn(t)∣∣ gleichma¨ßig abzuscha¨tzen, brauchen wir zusa¨tzlich das
folgende Lemma
Lemma 61
Fu¨r alle k ∈ N0 gilt
E
(
sup
s∈I
∑
|v| = k
s ∈ Fv
k∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣) ≤ (E sup
t∈I
∑
i∈N(t)
|Ai(t)|
)k
. (91)
Beweis: Wir beweisen die Behauptung durch Induktion u¨ber k.
IA: k = 0
Es ist
E
(
sup
s∈I
∑
|v| = 0
s ∈ Fv
0∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣)
= 1
=
(
E sup
t∈I
∑
i∈N(t)
|Ai(t)|
)0
.
IS: k → k + 1
Sei k ∈ N0, so daß (91) erfu¨llt ist.
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Dann gilt
E
(
sup
s∈I
∑
|v| = k + 1
s ∈ Fv
k+1∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣)
= E
(
sup
s∈I
∑
i∈N(s)
∑
|v| = k
s ∈ F iv
A∅i (s) ·
k+1∏
j=2
∣∣A(iv)|j−1(iv)j ◦B∅,(iv)|j−1(s)∣∣)
= E
(
sup
s∈I
∑
i∈N(s)
A∅i (s) ·
∑
|v| = k
B∅i (s) ∈ F (i),v
k+1∏
j=2
∣∣A(iv)|j−1(iv)j ◦B(i),v|j−2 ◦B∅i (s)∣∣)
≤ E(sup
s∈I
∑
i∈N(s)
A∅i (s) · sup
t∈I
∑
|v| = k
t ∈ F (i),v
k∏
j=1
∣∣Aiv|j−1vj ◦B(i),v|j−1(t)∣∣)
= E
(
sup
s∈I
∑
i∈N(s)
A∅i (s) · sup
t∈I
E
( ∑
|v| = k
t ∈ F (i),v
k∏
j=1
∣∣Aiv|j−1vj ◦B(i),v|j−1(t)∣∣))
IV≤ E(sup
s∈I
∑
i∈N(s)
A∅i (s) · sup
t∈I
(
E sup
r∈I
∑
i∈N(r)
|Ai(r)|
)k)
= E
(
sup
s∈I
∑
i∈N(s)
A∅i (s)
) · (E sup
r∈I
∑
i∈N(r)
|Ai(r)|
)k
=
(
E sup
r∈I
∑
i∈N(r)
|Ai(r)|
)k+1
.
2
Nun folgt die abschließende Abscha¨tzung von |Xn(s)−Xn(t)|.
Satz 62
Es gelten die Voraussetzungen von Satz 43:
esssup
∣∣⋃
s∈I
N(s)
∣∣ <∞, (61)
P
(
sup
s∈I
∑
i∈N(s)
∣∣Ai(s)∣∣ ≥ 1) = 0 und (62)
sup
s∈I
|C(s)| habe exponentielles Endverhalten. (63)
Weiter gelte
sup
i∈N
esssups,t∈Ii
∣∣Ai(s)−Ai(t)∣∣
|s− t| <∞
esssups,t∈I
∣∣C(s)− C(t)∣∣
|s− t| <∞,
(89)
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E sup
t∈I
∑
i∈N(t)
|Ai(t)| < 1 (92)
und es existiere ein p ∈ [1,∞) mit
E
(∑
i∈N
sup
s,t∈Ii
( |s− t|∣∣Bi(s)−Bi(t)∣∣)p) 1p < 1. (93)
Dann gilt fu¨r alle ε > 0
sup
n∈N
P
(
sup
s, t ∈ I
s
k∼ t
|Xn(s)−Xn(t)| > ε) −→
k→∞
0.
(94)
Beweis: Nach Markoff reicht es zu zeigen:
sup
n∈N
E
(
sup
s, t ∈ I
s
k∼ t
|Xn(s)−Xn(t)|) −→
k→∞
0.
(94’)
Nach Lemma 44 existiert ein λ ∈ R, so daß fu¨r alle n ∈ N und v ∈ V
EMnv ≤ λ.
Definiere wie in Lemma 60
C1 := sup
i∈N
esssups,t∈Ii
∣∣Ai(s)−Ai(t)∣∣
|s− t| ,
C2 := esssups,t∈I
∣∣C(s)− C(t)∣∣
|s− t| .
Damit gilt fu¨r alle n ∈ N, v ∈ V und s ∈ I
E
(
C2 + C1 ·
∑
l∈Nv
(
B∅,v(s)
)Mnvl | Nv, B∅,v
)
= E
(
C2 + C1 ·
∑
l∈Nv
(
B∅,v(s)
)E(Mnvj) | Nv, B∅,v
)
≤ E
(
C2 + C1 ·
∑
l∈Nv
(
B∅,v(s)
)λ | Nv, B∅,v
)
≤ E
(
C2 + C1 ·N · λ | Nv, B∅,v
)
= C2 + C1 ·N · λ
=: CM
<∞.
Seien γ, k ∈ N mit γ ≤ k.
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Dann gilt nach Gleichung (90) und weil die Ai, Bi durch 1 beschra¨nkt sind:
E
(
sup
s, t ∈ I
s
k∼ t
∣∣Xn(s)−Xn(t)∣∣)
≤ E
(
sup
s, t ∈ I
s
k∼ t
∑
|v| < k
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣ · |v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣
·
(
C2 + C1 ·
∑
l∈Nv
(
B∅,v(s)
)Mnvl
))
+ 2 ·
( ∑
|v| = k
s ∈ Fv
|v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣ ·Mnv )
≤ E
(
sup
s, t ∈ I
s
k∼ t
∑
|v| < k
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣ · |v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣
· E
(
C2 + C1 ·
∑
l∈Nv
(
B∅,v(s)
)Mnvl | Nv, B∅,v, F v
))
+ 2 ·
( ∑
|v| = k
s ∈ Fv
|v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣ ·Mnv )
≤ E
(
sup
s, t ∈ I
s
k∼ t
∑
|v| < γ
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣ · CM)
+ E
(
sup
s, t ∈ I
s
k∼ t
∑
γ ≤ |v| < k
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣ · CM)
+ 2 · E
(
sup
s∈I
∑
|v| = k
s ∈ Fv
|v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣ ·Mnv )
=: I + II + III.
Es seien s, t ∈ I mit s k∼ t. Sei j ∈ {0, . . . , γ}, sei v ∈ Vj mit s, t,∈ F v.
Dann existiert nach Lemma 47 ein w ∈ V mit |w|+ |v| = k und s, t ∈ F vw.
Damit sind nach Lemma 57 B∅,v(s), B∅,v(t) ∈ F v,w, also gilt∣∣B∅,v(s)−B∅,v(t)∣∣ ≤ |F v,w|.
Definiere α := sup
s,t∈Ii
( |s−t|∣∣Bi(s)−Bi(t)∣∣)p) 1p (nach (93)) und β := E supt∈I ∑i∈N(t) |Ai(t)|
(nach (92)).
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Es folgt
I = CM ·
γ−1∑
j=0
E
(
sup
s, t ∈ I
s
k∼ t
∑
|v| = j
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣)
≤ CM ·
γ−1∑
j=0
E
(
sup
s, t ∈ I
s
k∼ t
∑
|v| = j
s ∈ Fv
sup
w∈Vk−j
|F v,w|
)
= CM ·
γ−1∑
j=0
E
(
sup
s∈I
∑
|v| = j
s ∈ Fv
E
(
sup
w∈Vk−j
|F v,w|))
= CM ·
γ−1∑
j=0
E
(
sup
s∈I
∑
|v| = j
s ∈ Fv
E
(
sup
w∈Vk−j
|Fw|))
≤ CM ·
γ−1∑
j=0
E
(
sup
s∈I
|{v ∈ Vj | s ∈ F v}|
)
· E( sup
w∈Vk−j
|Fw|)
Lemma 48≤ CM ·
γ−1∑
j=0
EN
j · E(Lk−j)
Lemma 54≤ CM ·
γ−1∑
j=0
N
j · 2 · α k−j2
= α
k
2 · 2 · CM ·
γ−1∑
j=0
N
j · α− j2
−→
k→∞
0.
Fu¨r den zweiten Term ergibt sich aus Lemma 61
II = CM ·
k−1∑
j=γ
E
(
sup
s, t ∈ I
s
k∼ t
∑
|v| = j
s ∈ Fv
∣∣B∅,v(s)−B∅,v(t)∣∣)
Lemma 61≤ CM ·
k−1∑
j=γ
βj
= CM ·
(1− βk
1− β −
1− βγ
1− β
)
≤ CM · β
γ
1− β
−→
γ→∞ 0.
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Fu¨r den dritten Term ergibt sich aus Lemma 61
III ≤ 2 · E
(
sup
s∈I
∑
|v| = k
s ∈ Fv
|v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣ · λ)
Lemma 61≤ 2 · λ · βk
−→
k→∞
0.
Daraus folgt
E
(
sup
s, t ∈ I
s
k∼ t
|Xn(s)−Xn(t)|)
≤ α k2 · 2 · CM ·
γ−1∑
j=0
N
j · α− j2 + βγ · CM
1− β + β
k · 2 · λ
−→
k,γ→∞
0.
2
Zum Schluß scha¨tzen wir die ε-Spru¨nge der Xn ab.
Definition 63
Fu¨r alle ε > 0, S ∈ S und f ∈ RS definiere
Nε,S(f) := sup
{
r ∈ N |∃s1, . . . , sr, t1, . . . , tr ∈ S,
s1 < t1 < s2 < · · · < tn,
∀i ∈ {1, . . . , r} : |f(si)− f(ti)| > ε
}
als die maximale Anzahl an disjunkten Spru¨ngen in f |S von mindestens ε.
Satz 64
Es gelten die Voraussetzungen von Satz 62:
esssup
∣∣⋃
s∈I
N(s)
∣∣ <∞, (61)
P
(
sup
s∈I
∑
i∈N(s)
∣∣Ai(s)∣∣ ≥ 1) = 0, (62)
sup
s∈I
|C(s)| habe exponentielles Endverhalten, (63)
sup
i∈N
esssups,t∈Ii
∣∣Ai(s)−Ai(t)∣∣
|s− t| <∞,
esssups,t∈I
∣∣C(s)− C(t)∣∣
|s− t| <∞,
(89)
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E sup
t∈I
∑
i∈N(t)
|Ai(t)| < 1 (92)
und es existiere ein p ∈ [1,∞) mit
E
(∑
i∈N
sup
s,t∈Ii
( |s− t|∣∣Bi(s)−Bi(t)∣∣)p) < 1. (93)
Dann gilt fu¨r die Folge (κk)k∈N (siehe Definition 50), daß fu¨r alle ε > 0 gilt:
lim
k→∞
sup
S∈S
sup
n∈N
P (Nε,S
(
Xn(S)
)
> κk + 1) = 0. (95)
Beweis: Sei (Xn)n∈N wie in Definition 58 definiert. Sei ε > 0.
Da die Marginalverteilungen der Xn fu¨r n→∞ gleichma¨ßig gegen die Mar-
ginalverteilungen von X in Verteilung konvergieren reicht es, die Behaup-
tung fu¨r Xn gleichma¨ßig in n zu zeigen.
Es gilt fu¨r alle k ∈ N, S ∈ S und alle ω ∈ Ω
Nε,S(f) ≤ sup
{
r ∈ N | ∃(si)r1, (ti)r1 ∈ S s1 < t1 < s2 < · · · < tr
∀i ∈ {1, . . . , r} : |f(si)− f(ti)| > ε
}
≤ sup{r ∈ N | ∃(si)r1, (ti)r1 ∈ S ∀i ∈ {1, . . . , r} :
∃v ∈ Vk(ω) :
(
si ∈ F v(ω), ti 6∈ F v(ω)
)
∨ (si 6∈ F v(ω), ti ∈ F v(ω))}
+ sup
{
r ∈ N | ∃(si)r1, (ti)r1 ∈ S ∀i ∈ {1, . . . , r} :
si
k∼ ti ∧ |f(si)− f(ti)| > ε
}
Lemma 51≤: κk +N∗ε,S(f, k).
Also gilt fu¨r alle k ∈ N, n ∈ N≥k und S ∈ S
P
(
Nε,S
(
Xn(S)
) ≥ κk + 1)
≤ P (N∗ε,S(Xn(S), k) ≥ 1)
= P
(∃s, t ∈ S : s k∼ t ∧ |Xn(s)−Xn(t)| > ε)
= P
(
sup
s, t ∈ I
s
k∼ t
|Xn(s)−Xn(t)| > ε).
Nach Satz 62 gilt damit fu¨r alle S ∈ S
lim
k→∞
sup
S∈S
sup
n∈N
P
(
Nε,S
(
Xn(S)
) ≥ κk + 1)
= lim
k→∞
sup
S∈S
sup
n∈N
P
(
sup
s, t ∈ I
s
k∼ t
|Xn(s)−Xn(t)| > ε
)
= 0.
2
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5.3 Find
Wie wir schon in Abschnitt 3.3 bemerkten, haben die Ai und C als Werte
nur konstante Funktionen. Daher gilt
sup
i∈N
esssups,t∈Ii
∣∣Ai(s)−Ai(t)∣∣
|s− t| = 0
und
esssups,t∈I
∣∣C(s)− C(t)∣∣
|s− t| = 0.
Es ist (siehe Lemma 61)
E sup
t∈I
∑
i∈N(t)
|Ai(t)| = E
(
U ∨ (1− U)) = 3
4
< 1.
Weiter ist fu¨r alle p ∈ (1,∞) (siehe Lemma 54)
E
(∑
i∈N
sup
s,t∈Ii
( |s− t|∣∣Bi(s)−Bi(t)∣∣)p) 1p
= E
((
sup
s,t∈[0,U)
( |s− t|∣∣ s
U − tU
∣∣)p + sup
s,t∈[U,1)
( |s− t|∣∣ 1−s
1−U − 1−t1−U
∣∣)p) 1p
= E
(
Up + (1− U)p) 1p
< 1.
Durch zwei Besonderheiten des Find-Prozesses vereinfacht sich die Abscha¨t-
zung |Xn(s)−Xn(t)| sehr:
1. Da die Ii disjunkt sind, liegt fu¨r alle k ∈ N jedes s ∈ I nur in genau
einem F v mit v ∈ Vk;
2. Weil die Ai und das C als Werte nur konstante Funktionen haben, ist
der erste Term der Abscha¨tzung (90) gleich 0.
Damit gilt: Fu¨r alle k ∈ N und alle s, t ∈ I mit s k∼ t existiert ein v ∈ Vk
mit s, t ∈ F v und es gilt:
∣∣Xn(s)−Xn(t)∣∣ ≤ 2 ·Mnv · |v|∏
j=1
∣∣Av|j−1vj ◦B∅,v|j−1(s)∣∣.
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6 Der Hauptsatz
Dieser Abschnitt entha¨lt den Hauptsatz der Arbeit der besagt, daß es einen
Prozeß X mit Werten in D gibt, der die Fixpunktgleichung 2 erfu¨llt, unter
Endlichkeitsbedingungen und unter der Voraussetzung, daß die (Ai)i∈N eine
Kontraktionsbedingung erfu¨llen.
Theorem 65
Sei (Ii)i∈N Familie von Zufallsgro¨ßen mit Werten in der Menge der halbof-
fenen Intervalle [a, b) ⊆ I. Die zu den Ii geho¨rige σ-Algebra sei die, so daß
die Zufallsfunktionen 1Ii mit Werten in D fu¨r alle i ∈ N meßbar sind.
Sei (Ai)i∈N Familie von Zufallsgro¨ßen mit Werten in C
(
[−1, 1]),
sei (Bi)i∈N Familie von Zufallsgro¨ßen mit Werten in C↗(I),
sei C Zufallsgro¨ße mit Werten in C.
Sei
(
N(s)
)
s∈I :=
({i ∈ N | s ∈ Ii})s∈I .
Es gelte
esssupω
∣∣{i ∈ N | Ii(ω) 6= ∅}∣∣ <∞, (21)
esssup
∣∣⋃
s∈I
N(s)
∣∣ <∞, (61)
P
(
sup
t∈I
∑
i∈N(t)
∣∣Ai(t)∣∣ ≥ 1) = 0, (62)
sup
s∈I
|C(s)| habe exponentielles Endverhalten. (63)
Außerdem gelte
sup
i∈N
esssup sup
s,t∈Ii
∣∣Ai(s)−Ai(t)∣∣
|s− t| <∞,
esssups,t∈I
∣∣C(s)− C(t)∣∣
|s− t| <∞
(89)
und es existiere ein p ∈ [1,∞) mit
E
(∑
i∈N
sup
s,t∈Ii
|s− t|p∣∣Bi(s)−Bi(t)∣∣p ) < 1. (93)
Dann gibt es einen Prozeß
(
Xs
)
s∈I mit Werten in D, der Fixpunkt der
Gleichung (
X(s)
)
s∈I
D=
(∑
i∈N
1s∈IiAi(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I
(2)
ist, mit Xi uiv zu X und unabha¨ngig zu
(
(Ii)i∈N, (Ai)i∈N, (Bi)i∈N, C
)
.
Dieser Prozeß X hat exponentielles Endverhalten.
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Der Hauptsatz gibt Bedingungen an, unter denen ein Fixpunkt vom Opera-
tor K aus Abschnitt 3 existiert.
Fu¨r den Beweis werden wir im ersten Schritt zeigen, daß
(
Kn(δ0)
)
n∈N eine
Cauchyfolge besitzt. Am Ende von Abschnitt 3 haben wir gesehen, daß die
endlichdimensionalen Marginalien dieser Cauchyfolge gegen eine konsistente
Familie von Wahrscheinlichkeitsmaßen konvergiert. Um zu zeigen, daß es
zu dieser Familie ein Wahrscheinlichkeitsmaß auf D gibt, verwenden wir
anschließend das folgende Theorem, bewiesen von Dubins [DH]:
Theorem 66 (Dubins)
Sei
(
ψS
)
S∈S Familie von konsistenten Wahrscheinlichkeitsmaßen.
Dann existiert ein stochastischer Prozeß
(
Xs
)
s∈I mit Werten in
(
D,D
)
und
endlichen Marginalverteilungen
(
ψS
)
S∈S genau dann, wenn gilt:
1.
(
ψS
)
S∈S ist rechtsstetig in Verteilung und
2. fu¨r alle ε > 0 und alle β > 0 existiert ein k ∈ N so daß fu¨r alle S ∈ S
gilt
ψS
({
g ∈ RS | Nε,S(g) > k
})
< β.
Fu¨r den Beweis vom Hauptsatz beno¨tigen wir, daß
(
Kn(δ0)
)
n∈N eine Cau-
chyfolge ist. Diese Aussage werden wir u¨ber die Formel 88 fu¨r die Xn be-
weisen. An Notation verwenden wir dieselbe wie im vorherigen Abschnitt 5.
Lemma 67
Es gelte
E sup
t∈I
∑
i∈N(t)
|Ai(t)| < 1, (92)
E sup
s∈I
|C(s)| <∞. (28)
Dann ist
(
Kn(δ0)
)
n∈N eine Cauchyfolge in
(
M1, D1
)
.
Beweis: Wegen δ0 ∈ M1 ist nach Satz 24
(
Kn(δ0)
)
n∈N eine Folge in(
M1, D1
)
.
Um die Cauchy-Eigenschaft zu beweisen, zeigen wir fu¨r alle n ∈ N:
D1
(
Kn(δ0),Kn+1(δ0)
)
< EC · (E sup
t∈I
∑
i∈N(t)
|Ai(t)|
)n
.
Sei n ∈ N.
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Nach Lemma 59 gilt fu¨r alle s ∈ I
E
∣∣(Xn+1 −Xn)(s)∣∣
= E
∣∣ ∑
|w| = n
s ∈ F∅,w
Cw ◦B∅,w(s) ·
|w|∏
k=1
A
w(k−1)
wk ◦B∅,w(k−1)(s)
∣∣
≤ E
∑
|w| = n
s ∈ F∅,w
E
(|Cw ◦B∅,w(s)| | B∅,w(s)) · |w|∏
k=1
∣∣Aw(k−1)wk ◦B∅,w(k−1)(s)∣∣
≤ sup
t∈[0,1)
E
∣∣Cw(t)∣∣ · E ∑
|w| = n
s ∈ F∅,w
|w|∏
k=1
∣∣Aw(k−1)wk ◦B∅,w(k−1)(s)∣∣
wegen der Unabha¨ngigkeit der
(
(Iwi )i∈N, (A
w
i )i∈N, (B
w
i )i∈N, C
w
)
in w.
Weiter gilt fu¨r alle s ∈ I
E
∑
|w| = n
s ∈ F∅,w
|w|∏
k=1
∣∣Aw(k−1)wk ◦B∅,w(k−1)(s)∣∣
= E
∑
|w| = n− 1
s ∈ Fw
|w|∏
k=1
∣∣Aw(k−1)wk ◦B∅,w(k−1)(s)∣∣ · ∑
i ∈ N
s ∈ Fwi
∣∣Awi ◦B∅,w(s)∣∣
= E
∑
|w| = n− 1
s ∈ Fw
|w|∏
k=1
∣∣Aw(k−1)wk ◦B∅,w(k−1)(s)∣∣ · E( ∑
i ∈ N
t ∈ Iwi
∣∣Awi ◦B∅,w(s)∣∣ | B∅,w(s))
≤ E
∑
|w| = n− 1
s ∈ Fw
|w|∏
k=1
∣∣Aw(k−1)wk ◦B∅,w(k−1)(s)∣∣ · E sup
t∈I
∑
i∈N(t)
∣∣Ai(t)∣∣
Induktion≤ E(sup
t∈I
∑
i∈N(t)
|Ai(t)|
)n
.
Also gilt fu¨r alle s ∈ I
∣∣(Xn+1 −Xn)(s)∣∣ ≤ sup
t∈[0,1)
E
∣∣Cw(t)∣∣ · E(sup
t∈I
∑
i∈N(t)
|Ai(t)|
)n
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und damit
D1
(
Kn+1(δ0),Kn(δ0)
)
≤ sup
S∈S
|S|−1E∥∥(Xn+1 −Xn)(S)∥∥
1
= sup
S∈S
|S|−1
∑
s∈S
E
∣∣(Xn+1 −Xn)(s)∣∣
≤ sup
S∈S
|S|−1
∑
s∈S
sup
t∈[0,1)
E|C(t)| · (E sup
t∈I
∑
i∈N(t)
|Ai(t)|
)n
= sup
t∈[0,1)
E|C(t)| · (E sup
t∈I
∑
i∈N(t)
|Ai(t)|
)n
.
Wegen E sup
t∈I
∑
i∈N(t)
|Ai(t)| < 1 ist damit
(
Kn(δ0)
)
n∈N eine Cauchyfolge.
2
Beweis vom Theorem 65:
Aus der Gleichung (62) folgt
E sup
t∈I
∑
i∈N(t)
|Ai(t)| < 1. (92)
Da sup
s∈I
|C(s)| exponentielles Endverhalten hat (63) gilt weiterhin
E sup
s∈I
|C(s)| <∞. (28)
Also ist nach dem Lemma 67
(
Kn(δ0)
)
n∈N eine Cauchyfolge in (M1, D1)
bezu¨glich der Metrik D1.
Satz 19 besagt, daß eine rechtsstetige konsistente Familie
(
ϕS
)
S∈S von
Wahrscheinlichkeitsmaßen auf B(RS) existiert, so daß die Marginalvertei-
lungen von Kn(δ0) in d1 gegen die ϕS konvergieren.
Auf diese Familie
(
ϕS
)
S∈S wollen wir das Theorem 66 anwenden.
Die erste Bedingung ist nach Satz 19 erfu¨llt.
Fu¨r die zweite Bedingung verwenden wir Satz 64.
Sei ε > 0.
Aus der Konvergenz von Kn(δ0)S gegen ϕS in d1 folgt die schwache Kon-
vergenz von Kn(δ0)S gegen ϕS (siehe Satz 79). Also folgt aus Satz 64
sup
S∈S
ϕS
({
g ∈ RS | Nε,S(g) > κk + 1
})
= sup
S∈S
lim
n∈N
Kn(δ0)S
({
g ∈ RS | Nε,S(g) > κk + 1
})
−→
k→∞
0
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und damit die zweite Bedingung von Theorem 66.
Nach dem Theorem von Dubins existiert daher ein Prozeß X =
(
Xs
)
s∈I mit
Werten in D und Marginalverteilungen ϕS .
Sei (Xn)i∈N Folge von Zufallsgro¨ßen mit Xn ∼ Kn(δ0) fu¨r alle n ∈ N.
Sei (Xi)i∈N Folge von uiv Zufallsgro¨ßen mit Verteilung X.
Seien fu¨r alle n ∈ N (Xni )i∈N Folge von uiv Zufallsgro¨ßen mit Verteilung Xn
und unabha¨ngig von
(
(Ii)i∈N, (Ai)i∈N, (Bi)i∈N, C
)
.
Nach Lemma 5 gilt damit
X
D= lim
n→∞L
(
Xn+1
)
= lim
n→∞K
(
L(Xn)
)
= lim
n→∞L
(∑
i∈N
1s∈IiAi(s) ·Xni
(
Bi(s)
)
+ C(s)
)
s∈S
= L
(∑
i∈N
1s∈IiAi(s) ·
(
lim
n→∞X
n
i
)(
Bi(s)
)
+ C(s)
)
s∈S
= L
(∑
i∈N
1s∈IiAi(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈S
= K
(
L(X)
)
,
also ist L(X) Fixpunkt von K und X erfu¨llt die Prozeßgleichung(
X
)
s∈I
D=
(∑
i∈N
1s∈IiAi(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I . (2)
Da nach Satz 43 die Kn(δ0) gleichma¨ßig exponentielles Endverhalten haben,
hat auch L(X) = lim
n→∞K
n(δ0) exponentielles Endverhalten.
2
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7 Ausblick
In dieser Arbeit haben wir die Existenz eines Prozesses X, der die Fixpunkt-
gleichung (
X(s)
)
s∈I
D=
(∑
i∈N
1s∈Ii ·Ai(s) ·Xi
(
Bi(s)
)
+ C(s)
)
s∈I (2)
erfu¨llt, bewiesen. In der Einleitung betrachteten wir als Motivation diskrete
rekursiv definierte Prozesse Y n und deren skalierten und normierten Formen
Xn. Diese Xn haben Pfade in D und sie konvergieren in Lp gegen einen
Prozeß X, der die Prozeßgleichung 2 erfu¨llt (siehe [ER]).
Der na¨chste Schritt ist es zu zeigen, daß die endlichdimensionalen Marginal-
verteilungen (XnS )n∈N gegen XS konvergieren. Damit la¨ßt sich zu gegebenen
k, n ∈ N die Zufallsgro¨ße Y n(k) durch f−1n ·X( kn) approximieren sowie die
Gu¨te der Approximation angeben.
Als zweites Ergebnis haben wir im Abschnitt 4 gezeigt, daß eine Zufallsgro¨ße
X mit Werten in R existiert, die die Fixpunktgleichung
X
D= sup
i∈N
AiXi + C
erfu¨llt mit
(
Xi
)
i∈N unabha¨ngig identisch verteilt zu X. Von dieser Zufalls-
gro¨ße X haben wir das exponentielles Endverhalten betrachtet. Weitere Un-
tersuchung umfassen unter anderem die diskrete Approximation.
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A Die Wasserstein-Metrik
In diesem Abschnitt werden wir die Wasserstein-Metrik dp untersuchen. Die
Wasserstein-Metrik ist eine Metrik auf den Wahrscheinlichkeitsmaßen auf
der Borel-σ-Algebra eines separablen Banachraumes.
Im ersten Unterabschnitt bringen wir die Definition des dp-Abstandes. Die
Metrikeigenschaften beweisen wir im zweiten Unterabschnitt und untersu-
chen anschließend die Struktur der Familie
(
(Γp, dp)
)
p≥1. Im dritten Unter-
abschnitt betrachten wir den Zusammenhang zwischen der dp-Konvergenz
und der schwachen Konvergenz. Damit beweisen wir anschließend die Voll-
sta¨ndigkeit von (Γp, dp). Im letzten Unterabschnitt bescha¨ftigen wir uns
mit dem Spezialfall der Wahrscheinlichkeitsmaße auf B(Rd). Wir beweisen
Abscha¨tzungen u¨ber die ‖ · ‖p-Normen, Abscha¨tzungen u¨ber die Dimensio-
nen und geben eine explizite Formel fu¨r den dp-Abstand in dem Fall d = 1
an.
A.1 Der Wasserstein-Abstand dp
Sei (B, ‖ · ‖) ein endlichdimensionaler separabler Banachraum, sei B die
zugeho¨rige Borel-σ-Algebra.
Definition 68
Fu¨r alle p ∈ [1,∞) definiere
ΓBp :=
{
γ Wahrscheinlichkeitsmaß auf B |
∫
‖x‖pγ(dx) <∞}. (96)
Definition 69
Definiere die Funktion
d(B,‖·‖)p : Γ
B
p × ΓBp → [0,∞),
d(B,‖·‖)p (α, β) = inf
{( ∫
B×B
‖x− y‖p pi(d(x, y))
) 1
p |
pi Wahrscheinlichkeitsmaß auf (B ×B,B⊗B),
pi(· ×B) = α, pi(B × ·) = β
}
(97)
Das Integral ist endlich:
Fu¨r ein Wahrscheinlichkeitsmaß pi auf (B × B,B ⊗B) mit Marginalien α
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und β gilt nach der Minkowski-Ungleichung (siehe [Schu¨, Lemma 43, S. 60])( ∫
B×B
‖x− y‖p pi(d(x, y))
) 1
p
≤
( ∫
B×B
‖x‖p pi(d(x, y))
) 1
p +
( ∫
B×B
‖y‖p pi(d(x, y))
) 1
p
=
(∫
B
‖x‖p α(dx)
) 1
p +
(∫
B
‖y‖p β(dy)
) 1
p
<∞.
Wir schreiben Γp statt ΓBp sowie dp statt d
(B,‖·‖)
p , sofern der Banachraum
durch den Kontext gegeben ist.
Im Folgenden sei, sofern nicht anders angegeben, stets p ∈ [1,∞).
Lemma 70
Das Infimum in Definition 69 wird angenommen.
Fu¨r den Beweis brauchen wir noch die folgenden zwei Aussagen der Funk-
tionalanalysis:
Der Darstellungssatz von Riesz (siehe [Schu¨, Korollar 13, S. 203]) gibt einen
Isomorphismus zwischen den signierten Radonmaßen und den linearen Ope-
ratoren auf dem Raum der stetigen beschra¨nkten Funktionen auf einem
Kompaktum an:
Satz 71 (Darstellungssatz von Riesz)
Es sei K ein kompakter Hausdorff-Raum. DefiniereM(K) als den Raum der
signierten Radonmaße auf K.
Dann ist Cb(K)∗ isometrisch isomorph zu M(K).
Der isometrische Isomorphismus ist gegeben durch
I :M(K)→ Cb(K)∗, I(µ)(f) =
∫
K
f dµ.
Die Kompaktheit der Einheitskugel von Cb(K)∗ bezu¨glich der schwachen
Topologie folgt aus dem Satz von Alaoglu (siehe [DS, Theorem V.4.2.2,
S. 424]):
Satz 72 (Alaoglu)
Es sei X ein normierter Vektorraum.
Dann ist die abgeschlossene Einheitskugel in X∗ schwach-kompakt.
Um den Satz von Riesz anwenden zu ko¨nnen, betrachten wir die abgeschlos-
senen Kugeln um die 0 mit Radius r ∈ R:
68
§ A Die Wasserstein-Metrik
Definition 73
Bezeichne fu¨r alle r > 0 die abgeschlossene Kugel um die 0 mit Radius r mit
Br := {x ∈ B | ‖x‖ ≤ r}. (98)
Da B endlichdimensional ist, ist die abgeschlossene Einheitskugel B1 von B
kompakt (siehe [DS, Theorem IV.3.3.5, S. 245]) und damit ist fu¨r alle r > 0
auch Br kompakt.
Beweis von Lemma 70: Sei p ∈ [1,∞). Seien α, β ∈ ΓBp .
Die Annahme des Infimums beweisen wir in folgenden Schritten:
1. fu¨r alle r ∈ N wird das Infimum von ∫
Br×Br
‖x − y‖p pi(d(x, y)) mit
einem pir angenommen;
2. die pir konvergieren schwach gegen ein pi∞;
3. Das Infimum in Definition 69 wird mit pi∞ angenommen.
Da
(
B, ‖ · ‖) endlichdimensionaler separabler Banachraum ist, ist auch der
Raum
(
B ×B, ‖ · ‖1
)
ein endlichdimensionaler separabler Banachraum.
Sei
(
pin
)
n∈N Folge von Wahrscheinlichkeitsmaßen auf B⊗B mit
pin(· ×B) = α,
pin(B × ·) = β und
dpp(α, β) = limn→∞
∫
B×B
‖x− y‖p pin(d(x, y)).
(a)
Wegen
∫ ‖x‖p α(dx), ∫ ‖x‖p α(dx) < ∞ und weil α, β Wahrscheinlichkeits-
maße sind, existiert fu¨r alle ε > 0 ein rε > 0 mit( ∫
Brε
c
‖x‖p α(dx))p ≤ ε, α(Brεc) ≤ ε,
( ∫
Brε
c
‖x‖p β(dx))p ≤ ε, β(Brεc) ≤ ε. (b)
Es gilt damit fu¨r alle ε > 0 und alle n ∈ N
pin
(
(Brε ×Brε)c
) ≤ pin(Brεc ×B)+ pin(B ×Brεc)
= α(Brε
c) + β(Brε
c)
≤ 2ε.
(c)
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Außerdem ist fu¨r alle ε > 0, n ∈ N und r ≥ rε( ∫
(Br×Br)c
‖x− y‖p pin(d(x, y))
) 1
p
≤ ( ∫
Brc×Brc
‖x− y‖p pin(d(x, y))
) 1
p
+
( ∫
Brc×Br
‖x− y‖p pin(d(x, y))
) 1
p
+
( ∫
Br×Brc
‖x− y‖p pin(d(x, y))
) 1
p .
Nach der Minkowski-Ungleichung gilt( ∫
Brc×Brc
‖x− y‖p pin(d(x, y))
) 1
p
≤ ( ∫
Brc×Brc
‖x‖p pin(d(x, y))
) 1
p +
( ∫
Brc×Brc
‖y‖p pin(d(x, y))
) 1
p
≤ ( ∫
Brc×B
‖x‖p pin(d(x, y))
) 1
p +
( ∫
B×Brc
‖y‖p pin(d(x, y))
) 1
p
=
( ∫
Brc
‖x‖p α(dx)) 1p + ( ∫
Brc
‖y‖p β(dy)) 1p
≤ 2ε.
Weiter ist ( ∫
Brc×Br
‖x− y‖p pin(d(x, y))
) 1
p
≤ ( ∫
Brc×Br
(‖x‖+ r)p pin(d(x, y))) 1p
≤ ( ∫
Brc×Br
(
2 · ‖x‖)p pin(d(x, y))) 1p
≤ 2 · ( ∫
Brc
‖x‖p α(dx)) 1p
≤ 2 · ε
und analog ( ∫
Br×Brc
‖x− y‖p pin(d(x, y))
) 1
p ≤ 2 · ε
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Zusammen folgt: fu¨r alle ε > 0, n ∈ N und r ≥ rε gilt( ∫
(Br×Br)c
‖x− y‖p pin(d(x, y))
) 1
p ≤ 6 · ε. (d)
Jetzt schra¨nken wir die Wahrscheinlichkeitsmaße pin auf B(Br × Br) ein
und zeigen die Konvergenz der Einschra¨nkungen pin,r gegen ein Maß pir auf
B(Br ×Br).
Definiere fu¨r alle n ∈ N und r ∈ N die Projektion von pin auf Br ×Br
pin,r : B⊗B, pin,r(A) = pin
(
A ∩ (Br ×Br)
)
.
Wir betrachten die pin,r je nach Kontext als Maße auf B(B × B) als auch
als Maße auf B(Br ×Br).
Es gilt fu¨r alle ε > 0, n ∈ N, r ≥ rε und alle A ∈ B⊗B∣∣pin(A)− pin,r(A)∣∣ = pin(A)− pin(A ∩ (Br ×Br))
≤ pin
(
A ∩ (B ×Brc)
)
+ pin
(
A ∩ (Brc ×B)
)
≤ β(Brc) + α(Brc)
≤ 2ε.
(e)
Da Br × Br kompakt ist, existiert nach dem Darstellungssatz von Riesz 71
fu¨r alle r ∈ N und alle n ∈ N ein fn,r ∈ Cb(Br ×Br)∗ isomorph zu pin,r (als
Maß auf B(Br ×Br)).
Es gilt fu¨r alle r ∈ N, n ∈ N und alle g ∈ Cb(Br ×Br) mit ‖g‖∞ ≤ 1∣∣fn,r(g)∣∣ = ∣∣ ∫
Br×Br
g(x, y) pin,r(d(x, y))
∣∣
≤
∫
Br×Br
∣∣g(x, y)∣∣ pin,r(d(x, y))
≤
∫
Br×Br
1 pin,r(d(x, y))
= pin(Br ×Br)
≤ 1,
Also liegen alle fn,r in der abgeschlossenen Einheitskugel von Cb(Br×Br)∗.
Nach Satz 72 (Alaoglu) existiert damit fu¨r alle r ∈ N ein fr ∈ Cb(Br ×Br)
und eine Teilfolge
(
fnri ,r
)
i∈N mit fnri ,r → fr schwach.
Ohne Beschra¨nkung der Allgemeinheit gelte:
(
nr+1i
)
i∈N ist Teilfolge von(
nri
)
i∈N.
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Sei pir das nach dem Darstellungssatz von Riesz zu fr isomorphe Maß auf
B(Br ×Br).
Aus der schwachen Konvergenz der fnri ,r gegen fr folgt fu¨r alle f ∈ Cb(Br×
Br): ∫
f dpinri ,r →
∫
f dpir,
also konvergiert pinri ,r schwach gegen pir.
Zum Schluß beweisen wir die Konvergenz der Maße pir gegen ein Wahrschein-
lichkeitsmaß pi∞ und zeigen, daß mit dem pi∞ das Infimum in Definition 69
angenommen wird.
Fu¨r alle n ∈ N sind die pin,r in r aufsteigend, daher auch die fn,r. Damit ist
der Grenzwert fr aufsteigend in r, also auch die pir.
Weiterhin sind die pin,r in n und r durch 1 beschra¨nkt, also sind auch die pir
in r durch 1 beschra¨nkt.
Damit konvergiert pir(A) fu¨r alle A ∈ B⊗B fu¨r r →∞.
Definiere
pi∞ : B⊗B, pi∞(A) = lim
r→∞pir(A).
Aus der Monotonie der pir folgt, daß pi∞ ein Maß auf B×B ist, der Grenzwert
der pir in Verteilung.
Weiter gilt
pi∞(B ×B) = lim
r→∞pir(B ×B)
= lim
ε→0
pirε(B ×B)
= lim
ε→0
lim
i→∞
pinrεi ,rε(B ×B)
= lim
ε→0
lim
i→∞
pinrεi ,rε(B ×B)− pinrεi (B ×B) + pinrεi (B ×B)
= 1 + lim
ε→0
lim
i→∞
pinrεi ,rε(B ×B)− pinrεi (B ×B).
Nach (e) gilt fu¨r alle n ∈ N und alle ε > 0∣∣pin,rε(B ×B)− pin(B ×B)∣∣ ≤ 2ε
also gilt pi∞(B ×B) = 1. Damit ist pi∞ ein Wahrscheinlichkeitsmaß.
Nun zeigen wir: pi∞(· ×B) = α:
Sei g ∈ Cb(B).
Die Funktion B×B → R, (x, y) 7→ g(x) ist Element von Cb(B×B).
Sei ε > 0. Sei r ≥ rε mit∣∣∫ g(x) pi∞(dx×B)− ∫ g(x) pir(dx×B)∣∣ < ε,
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sei n = nri ∈ N mit∣∣∫ g(x) pir(dx×B)− ∫ g(x) pin,r(dx×B)∣∣ < ε.
Dann gilt∣∣∫ g(x) pi∞(dx×B)− ∫ g(x) α(dx)∣∣
≤ ∣∣∫ g(x) pi∞(dx×B)− ∫ g(x) pir(dx×B)∣∣
+
∣∣∫ g(x) pir(dx×B)− ∫ g(x) pin,r(dx×B)∣∣
+
∣∣∫ g(x) pin,r(dx×B)− ∫ g(x) pin(dx×B)∣∣
+
∣∣∫ g(x) pin(dx×B)− ∫ g(x) α(dx)∣∣
≤ ε+ ε
+
∣∣ ∫
(Br×Br)c
g(x) pin(dx×B)
∣∣
+
∣∣∫ g(x) α(dx)− ∫ g(x) α(dx)∣∣
≤ 2ε+ ‖g‖∞ · pin
(
(Brε ×Brε)c
)
(c)
≤ 2ε+ ‖g‖∞ · 2ε.
Da g und ε frei gewa¨hlt waren folgt pi∞(· ×B) = α.
Analog la¨ßt sich pi∞(B × ·) = β zeigen.
Nun mu¨ssen wir nur noch
(∫ ‖x−y‖p pi∞(d(x, y))) 1p gegen dp(α, β) abscha¨t-
zen.
Sei ε > 0.
Weil pi∞ Grenzwert der pir in Verteilung ist existiert ein r ≥ rε mit∣∣(∫ ‖x− y‖p pir(d(x, y))) 1p − (∫ ‖x− y‖p pi∞(d(x, y))) 1p ∣∣ < ε.
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Weiter gilt fu¨r alle n ∈ N
∣∣(∫ ‖x− y‖p pin(d(x, y))) 1p − (∫ ‖x− y‖p pin,r(d(x, y))) 1p ∣∣
≤ ∣∣(∫ ‖x− y‖p pin(d(x, y))− ∫ ‖x− y‖p pin,r(d(x, y))) 1p ∣∣
≤ ( ∫
(Br×Br)c
‖x− y‖p pin(d(x, y))
) 1
p
(d)
≤ 6 · ε.
Nach (a) und der Konvergenz der pinri ,r zu pir existiert ein n = n
r
i ∈ N mit∣∣dp(α, β)− (∫ ‖x− y‖p pin(d(x, y))) 1p ∣∣ < ε
und ∣∣(∫ ‖x− y‖p pin,r(d(x, y))) 1p − (∫ ‖x− y‖p pir(d(x, y))) 1p ∣∣ < ε.
Damit gilt
∣∣dp(α, β)− (∫ ‖x− y‖p pi∞(d(x, y))) 1p ∣∣
≤ ∣∣dp(α, β)− (∫ ‖x− y‖p pin(d(x, y))) 1p ∣∣
+
∣∣(∫ ‖x− y‖p pin(d(x, y))) 1p − (∫ ‖x− y‖p pin,r(d(x, y))) 1p ∣∣
+
∣∣(∫ ‖x− y‖p pin,r(d(x, y))) 1p − (∫ ‖x− y‖p pir(d(x, y))) 1p ∣∣
+
∣∣(∫ ‖x− y‖p pir(d(x, y))) 1p − (∫ ‖x− y‖p pi∞(d(x, y))) 1p ∣∣
≤ ε+ 6ε+ ε+ ε.
Da ε frei gewa¨hlt war folgt
dp(α, β) =
(∫ ‖x− y‖p pi(d(x, y))) 1p .
Also wird das Minimum in Definition 69 durch pi∞ angenommen.
2
Fu¨r α, β ∈ Γp bezeichne pipαβ , kurz piαβ , ein Wahrscheinlichkeitsmaß, mit
dem das Infimum von dp(α, β) angenommen wird.
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Ist eines der Maße das Nullmaß, dann la¨ßt sich der dp-Abstand nach der
Definition explizit angeben:
Lemma 74
Sei α ∈ Γp.
Dann gilt
dp(α, δ0) =
(∫
B
‖x‖p α(dx)
)
. (99)
Beweis: Sei α ∈ Γp.
Es gilt fu¨r alle A ∈ B(Rd)
0 ≤ piα,δ0(A×B \ {0}) ≤ piα,δ0(B ×B \ {0}) = δ0(B \ {0}) = 0
und
piα,δ0(A× {0}) = piα,δ0(A×B)− piα,δ0(A×B \ {0}) = α(A).
Damit gilt
dpp(α, δ0) =
∫
B×B
‖x− y‖p pi(d(x, y))
=
∫
B×{0}
‖x− y‖p pi(d(x, y)) +
∫
B×B\{0}
‖x− y‖p pi(d(x, y))
=
∫
B
‖x− 0‖p pi(d(x, 0))
=
∫
B
‖x‖p α(dx).
2
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A.2 Die metrischen Ra¨ume (Γp, dp)
Theorem 75
Fu¨r alle p ∈ [1,∞) ist (Γp, dp) ein metrischer Raum.
Fu¨r den Beweis der Dreiecksungleichung verwenden wir das folgende Lemma:
Lemma 76
Seien pi1, pi3 Wahrscheinlichkeitsmaße auf B(B ×B).
Es existiere ein Wahrscheinlichkeitsmaß β auf B, so daß fu¨r alle A ∈ B gilt:
pi1(B ×A) = β(A) = pi3(A×B). (100)
Dann existieren ein Maß pi auf B(B×B×B) und Wahrscheinlichkeitskerne
K1 : B ×B→ [0, 1],
K3 : B ×B→ [0, 1],
(101)
so daß fu¨r alle A1, A2, A3 ∈ B gilt
pi(A1 ×A2 ×B) = pi1(A1 ×A2),
pi(B ×A2 ×A3) = pi3(A2 ×A3),
pi(A1 ×A2 ×A3) =
∫
A2
K1(y,A1) ·K3(y,A3) β(dy).
(102)
Das Lemma besagt, daß zwei Maße, die eine gleiche Marginalverteilung ha-
ben, verbunden werden ko¨nnen.
Auf Zufallsgro¨ßen u¨bersetzt: Sind X,Y, Y , Z Zufallsgro¨ßen auf
(
B,B
)
mit
Y ∼ Y , dann existieren Zufallsgro¨ßen X ′, Y ′, Z ′ mit (X ′, Y ′) ∼ (X,Y ) und
(Y ′, Z ′) ∼ (Y ,Z), so daß gegeben Y ′ die Zufallsgro¨ßenX ′ und Z ′ unabha¨ngig
sind.
Beweis: Da
(
B,B
)
ein separabler Borel-Raum ist, ist
(
B,B
)
maßtheore-
tisch isomorph zu
(
R,B(R)
)
(siehe [Ro¨s2, Satz 26, Seite 20]).
Es gelte daher ohne Beschra¨nkung der Allgemeinheit B = R.
Betrachte
X :
(
R×R,B(R×R), pi1
)→ (R,B(R)), (x, y) 7→ x
und
Y :
(
R×R,B(R×R), pi1
)→ (R,B(R)), (x, y) 7→ y.
X und Y sind Zufallsgro¨ßen auf
(
R,B(R)
)
.
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Wir betrachten die fast sicher eindeutig bestimmte bedingte Erwartung
E(X | Y ) (siehe [Ro¨s2, Abschnitt 6.4, Seite 50]). Zu dieser existiert ein
Wahrscheinlichkeitskern K1 mit
K1 : R×B(R)→ [0, 1], (y,A) 7→ E
(
1A | Y −1(y)
)
.
Wir transformieren nun X mit Hilfe von K1 zu einer Zufallsgro¨ße X ′ mit
derselben Verteilung wie X.
Sei U gleichverteilt auf [0, 1] und unabha¨ngig von Y .
Definiere u¨ber die Linksinverse
X ′ := K1
(
Y, (−∞, ·])−1(U).
Um zu erhalten, daß X eine Zufallsgro¨ße ist, mu¨ssen wir zeigen, daß X ′
meßbar ist. Es reicht zu zeigen: Fu¨r alle q ∈ Q ist X ′−1((−∞, q]) meßbar.
Sei q ∈ Q.
Dann gilt
X ′−1
(
(−∞, q]) = {ω | sup{x ∈ R | K1(Y (ω), (−∞, x]) < U(ω)} ≤ q}
=
{
ω | ∀r > q : K1
(
Y (ω), (−∞, r]) ≥ U(ω)}c
=
{
ω | ∀r > q, r ∈ Q : K1
(
Y (ω), (−∞, r]) ≥ U(ω)}c
=
⋂
r > q
r ∈ Q
{
ω | K1
(
Y (ω), (−∞, r]) ≥ U(ω)}c
=
⋂
r > q
r ∈ Q
((
K1
(
Y (ω), (−∞, r])− U(ω))−1([0,∞)))c
=
⋂
r > q
r ∈ Q
(
K1
(
Y (ω), (−∞, r])− U(ω))−1((−∞, 0)),
also ist X ′−1
(
(−∞, q]) als abza¨hlbarer Schnitt meßbarer Mengen meßbar.
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Weiter gilt, da Y und U unabha¨ngig sind, fu¨r alle x ∈ R
P
(
X ′ ∈ (−∞, x]) = P (K1(Y, (−∞, ·])−1(U) ≤ x)
= P
(
sup
{
a ∈ R | K1
(
Y, (−∞, a]) < U} ≤ x)
= P
(
K1
(
Y, (−∞, x]) ≥ U)
=
∫
P
(
K1
(
Y, (−∞, x]) ≥ U | Y = y) P (Y ∈ dy)
=
∫
P
(
K1
(
y, (−∞, x]) ≥ U) P (Y ∈ dy)
=
∫
K1
(
y, (−∞, x]) P (Y ∈ dy)
=
∫
P
(
X ∈ (−∞, x] | Y = y) P (Y ∈ dy)
= P
(
X ∈ (−∞, x]),
also haben X und X ′ dieselbe Verteilung.
Fu¨r pi3 nutzen wir dasselbe Verfahren:
Wir betrachten die Zufallsgro¨ßen
Y3 :
(
R×R,B(R×R), pi2
)→ (R,B(R)), (y, z) 7→ y,
Z :
(
R×R,B(R×R), pi2
)→ (R,B(R)), (y, z) 7→ z
und finden zu diesen einen Kern
K3 : R×B(R)→ [0, 1], (y,A) 7→ E
(
1Z | Y −13 (y)
)
.
Mit V gleichverteilt auf [0, 1] und unabha¨ngig von (Y, U) definieren wir die
Zufallsgro¨ße
Z ′(ω) = sup
{
z ∈ R | K3
(
Y (ω), (−∞, z]) < V (ω)}.
Wir zeigen analog wie bei X ′, daß Z ′ dieselbe Verteilung wie Z hat. Da-
bei wird ausgenutzt, daß Y und Y3 nach Voraussetzung dieselbe Verteilung
haben, daß also gilt∫
K3
(
y, (−∞, z]) P (Y3 ∈ dy) = ∫ K3(y, (−∞, z]) P (Y ∈ dy).
Nun betrachten wir die zu (X ′, Y, Z ′) geho¨rige Verteilung
pi : B(R×R×R)→ [0, 1], A 7→ P ((X ′, Y, Z ′) ∈ A).
Da X ′, Y, Z ′ nach Definition Zufallsgro¨ßen sind, ist pi ein Wahrscheinlich-
keitsmaß auf B(R×R×R).
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Jetzt mu¨ssen wir noch die Bedingungen 102 nachrechnen.
Seien x, y, z ∈ R.
Dann gilt
pi
(
(−∞, x]× (−∞, y]× (−∞, z])
= P
(
X ′ ≤ x ∧ Y ≤ y ∧ Z ′ ≤ z)
=
∫
(∞,y]
P
(
X ′ ≤ z ∧ Z ′ ≤ z | Y = b) P (Y ∈ db)
=
∫
(−∞,y]
P
(
K1
(
b, (−∞, ·])−1(U) ≤ x ∧ K3(b, (−∞, ·])−1(V ) ≤ z
| Y = b) P (Y ∈ dy)
=
∫
(−∞,y]
P
(
K1
(
b, (−∞, ·])−1(U) ≤ x | Y = b)
· P (K3(b, (−∞, ·])−1(V ) ≤ z | Y = b) P (Y ∈ dy)
=
∫
(−∞,y]
K1
(
b, (−∞, x]) ·K3(b, (−∞, z]) P (Y ∈ db).
Da K1 und K3 Wahrscheinlichkeitskerne sind und das Integral eine additive
und σ-stetige Abbildung ist, gilt damit die Aussage
pi
(
A1 ×A2 ×A3
)
=
∫
A2
K1
(
b, A1
) ·K3(b, A3) P (Y ∈ db)
fu¨r alle A1, A2, A3 aus dem Erzeugnis von
{
(−∞, x] | x ∈ R}, also fu¨r alle
A1, A2, A3 ∈ B(R).
Weiter gilt fu¨r alle A1, A2, A3 ∈ B(R)
pi(A1 ×A2 ×R) =
∫
A2
K1
(
b, A1
) ·K3(b,R) P (Y ∈ db)
=
∫
A2
K1
(
b, A1
)
P (Y ∈ db)
=
∫
A2
P
(
X ∈ A1 | Y = b
)
P (Y ∈ db)
= P
(
X ∈ A1 ∧ Y ∈ A2
)
= pi1(A1 ×A2)
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und analog
pi(R×A2 ×A3) = pi3(A2 ×A3).
2
Beweis von Theorem 75:
Seien α, β, γ ∈ Γp.
Nichtnegativita¨t
Nach Definition gilt dp(α, β) ≥ 0.
Nullabstand
Betrachte
pi : B⊗B→ [0, 1], A 7→ α({a ∈ B : (a, a) ∈ A})
Dann gilt offensichtlich pi(· ×B) = α und pi(B × ·) = α. Weiter gilt
dp(α, α) ≤
∫
B×B
‖x− y‖p pi(d(x, y))
=
∫
B×B
‖x− y‖p · 1x=yα(dx)
= 0.
Gelte nun dp(α, β) = 0.
Es gilt fu¨r alle A ∈ B∫
A×Ac
‖x− y‖p pi(d(x, y)) ≤
∫
B×B
‖x− y‖p pi(d(x, y)) = 0,
also pi(A×Ac) = 0.
Damit gilt fu¨r alle A ∈ B
α(A) = pi(A×B) = pi(A×A) + pi(A×Ac) = pi(A×A) = · · · = β(A),
also α = β.
Symmetrie
Die Symmetrie dp(α, β) = dp(β, α) folgt direkt aus der Definition.
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Dreiecksungleichung
Um die Dreiecksungleichung zu beweisen, verbinden wir piα,β und piβ,γ
zu einem Maß pi auf B ⊗B ⊗B mit Hilfe von Lemma 76. Seien also
pi, K1 und K3 zu piα,β und piβ,γ wie in Lemma 76 gegeben.
Definiere weiter das Maß pi∗ auf B⊗B durch
pi∗(A1 ×A3) = pi(A1 ×R×A3)
fu¨r alle A1, A3 ∈ B.
Es gilt fu¨r alle A ∈ B
pi∗(A×R) = pi(A×R×R) = piα,β(A×R) = α(A)
sowie analog
pi∗(R×A) = γ(A).
Damit gilt
dp(α, γ) ≤
( ∫
B×B
‖x− z‖p pi∗(d(x, z))) 1p
=
( ∫
B×B
‖x− z‖p pi(d(x, ·, y))) 1p
≤ ( ∫
B×B×B
(‖x− y‖+ ‖y − z‖)p pi(d(x, y, z))) 1p
Minkowski≤ ( ∫
B×B×B
‖x− y‖p pi(d(x, y, z))) 1p
+
( ∫
B×B×B
‖y − z‖p pi(d(x, y, z))) 1p .
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Fu¨r den ersten Term ergibt sich∫
B×B×B
‖x− y‖p pi(d(x, y, z))
=
∫
B×B×B
‖x− y‖p
∫
dy
K1(b, dx) ·K3(b, dz) β(db)
=
∫
B×B
‖x− y‖p
∫
dy
K1(b, dx) ·K3(b, B) β(db)
=
∫
B×B
‖x− y‖p
∫
dy
K1(b, dx) β(db)
=
∫
B×B
‖x− y‖p piα,β(d(x, y))
= dpp(α, β),
sowie analog fu¨r den zweiten Term∫
B×B×B
‖y − z‖ppi(d(x, y, z)) = dpp(β, γ).
Zusammen also
dp(α, β) ≤
( ∫
B×B×B
‖x− y‖p pi∗(d(x, y), dz)) 1p
+
( ∫
B×B×B
‖y − z‖p pi∗(d(x, y, z))) 1p
= dp(α, β) + dp(β, γ).
2
Als na¨chstes betrachten wir fu¨r p, q ∈ [1,∞) den Zusammenhang zwischen
(Γp, dp) und (Γq, dq).
Lemma 77
Fu¨r alle q < p ∈ [1,∞) gilt
Γq ⊇ Γp. (103)
Weiter gilt fu¨r alle α, β ∈ Γq
dp(α, β) ≤ dq(α, β). (104)
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Beweis: Seien q < p ∈ [1,∞). Sei Γ ∈ Γp.
Aus der Theorie der Lp-Ra¨ume folgt (siehe [Schu¨, Satz 6, Seite 65])(∫ ‖x‖qγ(dx)) 1q ≤ (∫ ‖x‖pγ(dx)) 1p <∞.
Damit haben wir gezeigt, daß (Γp)p∈[1,∞) bezu¨glich der Inklusion eine ab-
steigende Familie ist.
Seien nun α, β ∈ Γq.
Nach der ersten Aussage sind α, β ∈ Γp. Damit gilt
dq(α, β) ≤
( ∫
B×B
‖x− y‖q pipαβ(d(x, y))
) 1
q
≤ ( ∫
B×B
‖x− y‖p pipαβ(d(x, y))
) 1
p
= dp(α, β).
2
In [BF] wird die Wasserstein-Metrik durch Zufallsgro¨ßen definiert:
dp(α, β) := inf
{(
E‖X − Y ‖p) 1p | X ∼ α, Y ∼ β}. (105)
Der folgende Satz zeigt, daß die Definitionen a¨quivalent sind.
Satz 78
Sind X,Y Zufallsgro¨ßen u¨ber einen Wahrscheinlichkeitsraum (Ω,A, P ) mit
X ∼ α und Y ∼ β, dann gilt
dp(α, β) ≤
(∫ ‖X − Y ‖p ) 1p = (E‖X − Y ‖p) 1p . (106)
Weiter existieren fu¨r gegebene α, β Zufallsgro¨ßen X,Y , fu¨r die Gleichheit in
(105) gilt.
Beweis: SeienX,Y Zufallsgro¨ßen u¨ber (Ω,A, P ) auf (B,B) mit Verteilung
α beziehungsweise β.
Definiere das Maß pi auf B⊗B durch
pi(A1 ×A2) := P (X ∈ A1 ∧ Y ∈ A2) ∀A1, A2 ∈ B.
Es gilt fu¨r alle A ∈ B
pi(A×B) = P (X ∈ A ∧ Y ∈ B) = P (X ∈ A) = α(A),
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also pi(· ×B) = α und analog pi(B × ·) = β.
Weiter gilt ∫
Ω
‖X(ω)− Y (ω)‖p P (dω)
=
∫
B×B
‖x− y‖p P (X ∈ dx ∧ Y ∈ dy)
=
∫
B×B
‖x− y‖p pi(d(x, y))
≥ dp(α, β)p.
Fu¨r die Existenz betrachte zu gegebenen Wahrscheinlichkeitsmaßen α, β auf
B die Zufallsgro¨ßen
X : (B ×B,B⊗B, piα,β)→ B, (x, y) 7→ x und
Y : (B ×B,B⊗B, piα,β)→ B, (x, y) 7→ y.
Diese sind α- beziehungsweise β-verteilt und
(‖X−Y ‖p) 1p nimmt offensicht-
lich dp(α, β) an.
2
A.3 dp-Konvergenz und schwache Konvergenz
Die dp-Konvergenz ha¨ngt eng mit der schwachen Konvergenz zusammen,
siehe [BF, Lemma 8.3]:
Satz 79
Seien
(
αn
)
n∈N, α ∈ Γp.
Dann sind a¨quivalent:
1. dp(αn, α)−→
n→∞0;
2. αn → α schwach und
∫ ‖x‖p αn(dx)→ ∫ ‖x‖p α(dx);
3. αn → α schwach und x 7→ ‖x‖p gleichma¨ßig αn-integrierbar;
4.
∫
f dαn →
∫
f dα fu¨r alle stetigen f mit f(x) = O(‖x‖p) im Unendli-
chen.
Insbesondere ist die Konvergenz bezu¨glich der Wasserstein-Metrik a¨quiva-
lent zur schwachen Konvergenz und zur Konvergenz vom p-ten absoluten
Moment.
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Im Beweis verwenden wir den folgenden Satz (Stone-Weierstraß, siehe [Schu¨,
Satz 9, Seite 83]):
Satz 80
Es sei K ein kompakter, topologischer Raum und K ′ ein Teilraum von
Cb(K,R), so daß gilt:
1) K ′ entha¨lt alle konstanten Funktionen,;
2) Die Funktionen von K ′ trennen die Punkte von K, d.h. fu¨r alle x, y ∈ K
mit x 6= y gibt es eine Funktion f ∈ K ′ mit f(x) 6= f(y);
3) Fu¨r alle f, g ∈ K ′ gilt max{f, g} ∈ K ′ und min{f, g} ∈ K ′.
Dann ist K ′ in C(K,R) bezu¨glich der Normtopologie zur Norm ‖ ·‖∞ dicht,
d.h. fu¨r alle f ∈ C(K,R) und fu¨r alle ε > 0 existiert ein g ∈ K ′ mit
sup
x∈K
|f(x)− g(x)| < ε.
Beweis von Satz 79:
1. ⇒ 2. Gelte dp(αn, α) −→
n→∞ 0.
Dann gilt
(∫ ‖x‖p αn(dx)) 1p − (∫ ‖x‖p α(x)) 1p
= dp(αn, δ0)− dp(α, δ0)
≤ dp(αn, α)
−→
n→∞ 0.
Um die schwache Konvergenz αn → α zu beweisen, zeigen wir zuerst
die Konvergenz von
∫
f dαn gegen
∫
f dα durch Lipschitz-Funktionen
f . Im na¨chsten Schritt approximieren wir stetige beschra¨nkte Funk-
tionen durch Lipschitz-Funktionen.
Sei f ∈ Cb(B) eine Lipschitz-Funktion, also |f(x)−f(y)| ≤ C · ‖x−y‖
fu¨r alle x, y ∈ B fu¨r ein C ∈ R.
Seien (Xn)n∈N und X Zufallsgro¨ßen auf B, so daß fu¨r alle n ∈ N gilt
dp(αn, α) =
(
E
∥∥Xn −X∥∥p) 1p .
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Dann gilt ∣∣∫ f(x) αn(dx)− ∫ f(x) α(dx)∣∣
=
∣∣Ef(Xn)− Ef(X)∣∣
≤ E∣∣f(Xn)− f(X)∣∣
≤ C · E∥∥Xn −X∥∥
≤ C · (E∥∥Xn −X∥∥p) 1p
= C · dp(αn, α)
−→
n→∞ 0
Als na¨chstes approximieren wir die Funktionen aus Cb(B) durch Lip-
schitz-Funktionen.
Es gilt:
1) Alle konstanten Funktionen auf B sind Lipschitz;
2) Fu¨r alle x ∈ B ist fx : B → R, fx(y) = ‖x − y‖ Lipschitz und
fx trennt x von allen Punkten y 6= x aus B;
3) Fu¨r alle f, g Lipschitz sind auch max{f, g} und min{f, g} Lip-
schitz.
Nach Satz 80 ist damit fu¨r alle r > 0 die Menge der Lipschitz-Funkti-
onen dicht in Cb(B) bezu¨glich der Normtopologie.
Weiter existert fu¨r alle ε > 0 ein rε > 0 und ein n0 ∈ N, so daß fu¨r
alle n ∈ N, n ≥ n0 gilt
αn
(
Brε
c
)
< ε.
Sei nun f ∈ Cb(B). Dann existiert fu¨r alle ε > 0 eine Lipschitz-
Funktion fε auf Brε mit ‖f |Brε − fε‖ < ε.
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Damit gilt∣∣∫
B
f dαn −
∫
B
f dα
∣∣
≤ ∣∣∫
B
f dαn −
∫
Brε
f dαn
∣∣+ ∣∣ ∫
Brε
f dαn −
∫
Brε
fε dαn
∣∣
+
∣∣ ∫
Brε
fε dαn −
∫
Brε
fε dα
∣∣
+
∣∣ ∫
Brε
fε dα−
∫
Brε
f dα
∣∣+ ∣∣ ∫
Brε
f dα−
∫
f dα
∣∣
≤ sup
x∈B
|f(x)| · ε+ ε+ ∣∣ ∫
Brε
fε dαn −
∫
Brε
fε dα
∣∣+ ε+ sup
x∈B
|f(x)| · ε
−→
n→∞ ε · 2 ·
(
1 + sup
x∈B
|f(x)|)
−→
ε→0
0.
Also konvergiert αn schwach gegen α.
2. ⇒ 3. Aus ∫ ‖x‖p αn(dx) −→
n→∞
∫ ‖x‖p α(dx) folgt
sup
n∈N
∫
‖x‖p αn(dx) <∞.
3. ⇒ 4. Gelte 3.
Sei f ∈ C(B) mit f(x) = O(‖x‖p).
Um die Konvergenz von
∫
f dαn zu
∫
f dα zu beweisen, approximieren
wir f durch beschra¨nkte Funktionen.
Seien r1, C > 0 so daß fu¨r alle x ∈ B mit ‖x‖p > r1 gilt
|f(x)| ≤ C · ‖x‖p.
Sei ε > 0.
Nach 3. existiert ein r2 > 0, so daß fu¨r alle n ∈ N gilt:∫
‖x‖p · 1‖x‖p>r2 dαn < ε.
Definiere r := max{r1, r2},
g : B → R, g(x) =
{
f(x) fu¨r ‖x‖ ≤ r
f
(
x · r‖x‖
)
fu¨r ‖x‖ > r
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sowie h := g − f .
Offensichtlich ist g stetig. Weiter ist g beschra¨nkt, da Br kompakt,
g stetig und Bild(g) = Bild
(
g|Br
)
ist. Damit la¨ßt sich die Vorausset-
zung 3) auf g anwenden.
Weiter gilt fu¨r alle x ∈ B mit ‖x‖ ≥ r
|h(x)| ≤ ∣∣f(x · r‖x‖)|+ |f(x)| ≤ C · ‖x · r‖x‖‖p +C · ‖x‖p ≤ 2 ·C · ‖x‖p
und damit h = O
(‖x‖p).
Es ist fu¨r alle n ∈ N∣∣∫ h dαn + ∫ h dα∣∣
≤ ∣∣∫ 2 · C · ‖x‖p dαn + ∫ 2 · C · ‖x‖p dα∣∣
≤ 2 · C · 2ε.
Damit gilt
∣∣∫ f dαn − ∫ f dα∣∣
≤ ∣∣∫ g dαn − ∫ g dα∣∣+ ∣∣∫ h dαn + ∫ h dα∣∣
≤ ∣∣∫ g dαn − ∫ g dα∣∣+ 2 · C · 2ε
−→
n→∞ 4 · C · ε.
Also gilt
∫
f dαn →
∫
f dα.
4. ⇒ 2. Gelte 4.
Mit f(x) = ‖x‖p ergibt sich ∫ ‖x‖p dαn → ∫ ‖x‖p dα.
Ist g ∈ Cb(B), dann gilt g(x) = O(‖x‖p).
Damit folgt
∫
g dαn →
∫
g dα.
3. ⇒ 1. Gelte 3.
Wir beweisen die Aussage in drei Schritten
a) fu¨r Maße auf endlichen Mengen
b) fu¨r Maße auf kompakten Mengen
c) fu¨r allgemeine Maße
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a) Es gelte: Die αn und α haben Masse auf endlich vielen Punkten
x1, . . . , xk ∈ B.
Wegen αn → α schwach, gilt αn
({xi})→ α({xi}) fu¨r alle i ∈ N.
Sei X Zufallsgro¨ße auf {x1, . . . , xk} mit Verteilung α, seien Xn
Zufallsgro¨ßen auf {x1, . . . , xk} mit Verteilung αn fu¨r alle n ∈ N
und P (X = xi ∧ Xn = xi) = min
{
α
({xi}), αn({xi})} fu¨r alle
n ∈ N und i ∈ {1, . . . , k}.
Dann gilt
dpp(αn, α) ≤ E‖Xn −X‖p
=
k∑
i=1
k∑
j=1
‖xi − xj‖p · P (Xn = i ∧ X = j)
=
k∑
i=1
k∑
j=1
1i6=j · ‖xi − xj‖p · P (Xn = i ∧ X = j)
≤
k∑
i=1
k∑
j=1
1i6=j · ksup
r,s=1
‖xr − xs‖p · P (Xn = i ∧ X = j)
= P (Xn 6= X) · ksup
r,s=1
‖xr − xs‖p
−→
n→∞ 0.
b) Es gelte: Die αn und α haben Masse auf einem kompaktenK ⊆ B.
Sei ε > 0.
Dann existiert eine endliche disjunkte ε-U¨berdeckung
(
Ui
)k
i=1
von
K.
Wa¨hle fu¨r alle i ∈ {1, . . . , k} einen Punkt xi aus Ui.
Definiere α˜ sowie α˜n fu¨r alle n ∈ N durch α˜({xi}) = α(Ui) und
α˜n({xi}) = αn(Ui).
Dann sind α˜ und die α˜n Wahrscheinlichkeitsmaße mit Masse auf
endlich vielen Punkten, also gilt nach a) dp(α˜n, α˜) −→
n→∞ 0.
Definiere das Wahrscheinlichkeitsmaß pi auf B⊗B durch
pi(A1 ×A2) =
k∑
i=1
1xi∈A2 · α(A1 ∩ Ui).
Es gilt fu¨r alle A ∈ B
pi(A×B) =
k∑
i=1
1xi∈Bα(A ∩ Ui) =
k∑
i=1
·α(A ∩ Ui) = α(A)
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sowie
pi(B ×A) =
k∑
i=1
1xi∈A · α(B ∩ Ui) =
k∑
i=1
1xi∈A · α(Ui) = α˜.
Weiter gilt
dpp(α, α˜) ≤
∫
B×B
‖x− y‖ppi(d(x, y))
=
∫
B×B
‖x− y‖p
k∑
i=1
1xi∈dy α(dx ∩ Ui)
=
k∑
i=1
∫
Ui×B
‖x− y‖p1xi∈dy α(dx)
=
k∑
i=1
∫
Ui
‖x− xi‖p α(dx)
≤
k∑
i=1
∫
Ui
εp α(dx)
= εp.
Mit der gleichen Konstruktion fu¨r die αn la¨ßt sich fu¨r alle n ∈ N
zeigen
dp(αn, α˜n) ≤ ε.
Damit gilt
dp(αn, α) ≤ dp(αn, α˜n) + dp(α˜n, α˜) + dp(α˜, α)
≤ 2 · εp + dp(α˜n, α˜)
nach a)−→
n→∞ 2 · ε
p
−→
ε→0
0.
c) Nach [Bil, Theorem 6.2] gilt:
∀ε > 0 ∃Kε ⊆ B kompakt ∀n ∈ N : αn(Kε) > 1− ε.
Sei ε > 0. Sei Kε wie oben.
Modifiziere α und die αn zu αˆ und αˆn durch
αˆ(A) = α(A) + 10∈Aα(Kcε).
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Damit haben αˆ und αˆn Masse auf Kε.
Seien X Zufallsgro¨ßen auf B mit Verteilung α. Definiere die Zu-
fallsgro¨ße Xˆ durch
Xˆ(ω) =
{
X(ω) falls X(ω) ∈ Kε
0 falls X(ω) ∈ Kεc.
Dann gilt L(Xˆ) = αˆ.
Weiter gilt
dpp(α, αˆ) ≤
∫
B
‖X − Xˆ‖p
=
∫
Kε
‖X − Xˆ‖p +
∫
Kεc
‖X − Xˆ‖p
= 0 +
∫
Kεc
‖X‖p
=
∫
Kεc
‖x‖p dα
−→
ε→0
0.
Analog la¨ßt sich zeigen
dpp(αn, αˆn) −→
ε→0
0.
Da x 7→ ‖x‖p nach 2. gleichma¨ßig αn-integrierbar ist, folgt, daß
die Konvergenz dp(αnαˆn) −→
ε→0
0 gleichma¨ßig in n ist.
Aus b) folgt
dp(αˆ, αˆn) −→
n→∞ 0,
damit gilt
dp(α, αn) ≤ dp(α, αˆ) + dp(αˆ, αˆn) + dp(αˆn, αn)
≤ dp(α, αˆ) + dp(αˆ, αˆn) + sup
i∈N
dp(αˆi, αi)
−→
n→∞ dp(α, αˆ) + supi∈N
dp(αˆi, αi)
−→
ε→0
0.
2
Nun ko¨nnen wir die Vollsta¨ndigkeit von dp beweisen
Theorem 81
(Γp, dp) ist ein vollsta¨ndiger metrischer Raum.
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Beweis: Sei αn Cauchyfolge in (Γp, dp).
Wir verwenden von Satz 79 die Richtung 2. → 1.
Sei ε > 0, sei n0 ∈ N mit dp(αn, αn0) ≤ ε fu¨r alle n ≥ n0.
Dann gilt
sup
n∈N
∫
‖x‖p αn(dx) = sup
n∈N
dp(αn, δ0)
= sup
n<n0
dp(αn, δ0) + sup
n≥n0
dp(αn, δ0)
≤ sup
n<n0
dp(αn, δ0) + sup
n∈N
(
dp(αn, αn0) + dp(αn0 , δ0)
)
≤ sup
n≤n0
dp(αn, δ0) + ε,
also ist x 7→ ‖x‖p gleichma¨ßig αn-integrierbar.
Nun mu¨ssen wir noch zeigen, daß ein α ∈ Γp existiert mit αn → α schwach.
Dazu verwenden wir das gleiche Verfahren wie im Beweis zum Lemma 70,
der Annahme des Infimums. Die Aussagen lassen sich ganz analog beweisen.
Wir schra¨nken die αn auf Kugeln Kr, r > 0 zu αn,r ein. Diese αn,r besitzen
einen Ha¨ufungspunkt αr bezu¨glich der schwachen Konvergenz. Die αr sind
aufsteigend gegen ein Wahrscheinlichkeitsmaß α. Damit ist α Ha¨ufungs-
punkt der αn bezu¨glich der schwachen Konvergenz. Also gibt es eine Teilfolge
αni die schwach gegen α konvergiert. Zusammen mit der gleichma¨ßigen αni-
Integrierbarkeit von ‖x‖p konvergieren nach Lemma 70 die αni gegen α auch
bezu¨glich der dp-Metrik.
Damit ist αn dp-konvergent gegen α.
2
A.4 Die Wasserstein-Metrik in B(Rd)
Wir betrachten im folgenden als Banachra¨ume die Ra¨ume Rd fu¨r d ∈ N.
Lemma 82
Sei die zugrundeliegende Norm auf Rn die p-Norm ‖ · ‖p.
Sei α ∈ Γp, sei X Zufallsgro¨ße mit Verteilung α.
Dann gilt
dp(α, δn0 ) = ‖X‖p. (107)
Beweis: Es gilt nach Lemma 74
dpp(α, δ0) =
∫
Rd
‖x‖pp α(dx) =
∫
Rd
n∑
i=1
|xi|p µ(dx) = ‖X‖pp.
2
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Nun zeigen wir, daß Projektionen von Rd auf Rd
′
den dp-Abstand bezu¨glich
der ‖ · ‖p-Norm nicht verschlechtern.
Satz 83
Seien d, d′ ∈ N mit d ≤ d′, sei p ∈ [1,∞). Sei Φ = Φ
Rd
′ ,Rd die Projektion
von Rd
′
auf Rd.
Seien α, β ∈ ΓB(Rd
′
)
p .
Dann sind α ◦ Φ−1 und β ◦ Φ−1 ∈ ΓB(Rd)p und es gilt
d
(Rd,‖·‖p)
p
(
α ◦ Φ−1, β ◦ Φ−1) ≤ d(Rd′ ,‖·‖p)p (α, β). (108)
Beweis: Definiere
pi = piαβ ◦
(
Φ−1 × Φ−1).
pi ist ein Maß auf B(Rd1)⊗B(Rd1) mit
pi(· ×Rd1) = α ◦ Φ−1 und
pi(Rd1 × ·) = β ◦ Φ−1.
Damit gilt
d
(Rd1 ,‖·‖p)
p
(
α ◦ Φ−1, β ◦ Φ−1)
≤ ( ∫
Rd1×Rd1
‖x− y‖pp pi(d(x, y))
) 1
p
=
( ∫
Rd1×Rd1
‖x− y‖pp piαβ
(
Φ−1(dx),Φ−1(dx)
)) 1
p
=
( ∫
Rd2×Rd2
‖Φ(x)− Φ(y)‖pp piαβ(d(x, y))
) 1
p
≤ ( ∫
Rd2×Rd2
‖x− y‖pp piαβ(d(x, y))
) 1
p
= d(R
d2 ,‖·‖p)
p (α, β).
2
Das folgende Lemma ist eine Erga¨nzung zu Lemma 77, der Abscha¨tzung
zwischen dp und dq. Der Unterschied zu Lemma 77 ist, daß sich die zu dp
und dq geho¨rigen Normen unterscheiden.
Lemma 84
Fu¨r alle q < p ∈ [1,∞) und alle α, β ∈ Γp gilt:
d
(Rd,‖·‖q)
q (α, β) ≤ d(R
d,‖·‖p)
p (α, β). (109)
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Beweis: Seien q < p ∈ [1,∞), seien α, β ∈ Γp.
Dann gilt
d
(Rd,‖·‖q)
q (α, β) ≤
( ∫
Rd×Rd
‖x− y‖qq pipαβ(d(x, y))
) 1
q
=
( ∫
Rd×Rd
n∑
i=1
|x− y|q pipαβ(d(x, y))
) 1
q
≤
( ∫
Rd×Rd
n∑
i=1
|x− y|p pipαβ(d(x, y))
) 1
p
= d(R
d,‖·‖p)
p (α, β).
2
Zum Abschluß betrachten wir noch den Spezialfall B = R. Dieser wurde in
[DA] untersucht:
Satz 85
Es gelte B = R. Seien α, β ∈ Γp, seien F,G die zu α, β geho¨renden Vertei-
lungsfunktionen. Sei weiter U auf (0, 1) gleichverteilte Zufallsgro¨ße.
Dann gilt
dp(α, β) =
(
E
∣∣F−1(U)−G−1(U)∣∣p) 1p (110)
wobei F−1, G−1 die Pseudo-Inversen zu F,G sind.
Aus diesem Ergebnis folgt insbesondere, daß sich die Zufallsgro¨ßen von
Satz 78, bei denen das Infimum angenommen wird, nur aus dem zugeho¨rigen
Maß α beziehungsweise β ergeben:
Lemma 86
Es gelte B = R. Sei U auf (0, 1) gleichverteilte Zufallsgro¨ße.
Sei fu¨r alle α ∈ Γp die Zufallsgro¨ße Xα definiert durch
Xα = F−1α (U) (111)
wobei F−1α Pseudoinverse der zu α geho¨renden Verteilungsfunktion ist.
Dann gilt fu¨r alle α, β ∈ Γp
dp(α, β) =
(
E
∣∣Xα −Xβ∣∣p) 1p . (112)
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B Notation
R+
ist die Menge aller nicht-negativen reellen Zahlen
P(N)
ist die Potenzmenge von N
L(X)
ist fu¨r eine Zufallsgro¨ße X ein Maß mit Verteilung X
X
D= X
X und Y sind Zufallsgro¨ßen mit derselben Verteilung
X ∼ µ
X ist Zufallsgro¨ße mit Verteilung µ
uiv
steht fu¨r ”unabha¨ngig identisch verteilt“
B(B)
ist die Borel-σ-Algebra auf dem normierten Raum (B, ‖ · ‖)
A⊗B
ist die Produkt-σ-Algebra der σ-Algebren A und B
C(A,B)
ist die Menge aller stetigen Funktionen von A nach B bzw. R
Cb(A)
ist die Menge aller stetigen beschra¨nkten Funktionen von A nach R
Cb(K)∗
der Raum aller stetigen linearen Funktionale von Cb(K) nach R
δ0
ist das Nullmaß: δ0(A) = 10∈A
f ≡ 0
f ist die Nullfunktion
f ∨ g
= max{f, g}
f ∧ g
= min{f, g}
O(x)
Landau-Symbol: f(x) = O(g(x)) gdw lim sup
x→∞
∣∣f(x)/g(x)∣∣ <∞
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