In this paper, we extend the classical vaccination epidemic model from a deterministic framework to a model with historical eects by formulating it as a system of fractional-order dierential equations (FDEs). The basic reproduction number R0 of the resulting fractional model is computed and it is shown that if R0 is less than one, the disease-free equilibrium is locally asymptotically stable. Particularly, we analytically calculate a certain threshold-value for R0 and present the existence conditions of endemic equilibrium. By using stability analysis, we prove stability and α-stability of the endemic equilibrium points.
Introduction
In the epidemiology, mathematical models of infectious diseases are commonly used to imply more realistic aspects of diseases spreading [19] . Many of current models are an extension of the classical susceptible-infected-recovered (SIR) model of Kermack and McKendrick [20] . During recent years, attentions of researchers have been given to vaccination and prevention policies [31, 21, 36, 4, 12] . The extension of SIR model that includes vaccination is called SIRV. Dierent approaches are used to implement the SIRV model. For example, Arino et al. applied ordinary dierential equations [6] and Allen et al. implemented the model based on stochastic dierential equations [3] . In mentioned approaches, the state of system at each time does not depend on the previous history of system. Therefore, these approaches do not incorporate the historical eects and lead to systems with no memory. However, many new works have been devoted to study of spreading processes with memory [35, 33, 7] . Studying previous epidemics and the way we have dealt with them can reveal new insights to present and future epidemics. For example, human experiences from Plague and Inuenza epidemics in the past helped to contain the recent Ebola or Inuenza outbreaks more eectively. Hence, the better idea is developing new models with past memory and historical eects.
An appropriate candidate to employ past eects could be fractional calculus [22] . Fractional calculus, the generalized form of ordinary dierentiation and integration to non-integer order [25] has unique features such as nonlocality and memory, making it highly applicable in many elds of science and engineering [34, 32, 9, 28] . There are dierent denitions of the fractional derivative. Among them, Riemann-Liouville and Caputo fractional derivative have been used more than others. Comparing these two fractional derivatives, one easily arrives at the fact that Caputo derivative of a constant is equal to zero, which is not the case for the Riemann-Liouville derivative [30] . The main concern of the paper thus focuses on the Caputo derivative of order α > 0, which is rather applicable in real application [15, 2] . Fractional calculus has previously been used in epidemiological studies [11, 17, 10, 5] . Previous works rarely discussed about inuences of memory on spreading diseases in a epidemic model which includes vaccination strategies.
In this work, we extend the classical SIRV epidemic model from a deterministic framework to a model with historical eects. To consider long-time historical eects, we choose a power-law function as kernel with respect to time such that distant past events have far less eect on present, compared to near past events. This kernel guarantees existence of scaling feature as it is an intrinsic nature of most phenomena [23, 29] . Applying fractional calculus produces a system of fractional-order nonlinear dierential equations (FDEs). We investigate the inuences of memory on diseases outbreak in the model. We also solve the nonlinear fractional system by using the multi-step generalized dierential transform method (MSGDTM) which is a modied version of GDTM [27] . It is shown that the approximate solutions obtained by MSGDTM algorithm are more accurate than GDTM during a longer time [26, 14] .
The rest of the paper is organized as follows. In the next section, by using fractional calculus operators, the classical SIRV epidemic model is transformed from a deterministic framework to a model with historical eects. In Section 3, we rst evaluate the diseasefree equilibrium point of our fractional model and show that if the basic reproduction number R0 is less than one, this equilibrium point is locally asymptotically stable. Then, it is shown that the fractional model may has multiple endemic equilibrium points. In such case, we exactly obtain a certain threshold-value of R0 denoted by RC . According to parameters R0 and RC , we express existence conditions of endemic equilibrium points and some stability results are proved. Specially, it is proved that the stability conditions of the endemic equilibrium points depend on the value of α. Section 4 describes the multi-step generalized dierential transform method (MSGDTM) for solving the fractional nonlinear system obtained in Section 2. In Section 5, we solve the proposed fractional SIRV model for parameters values of Pertussis disease. Then, the numerical results are presented to demonstrate the inuences of memory on the disease spreading. Finally, conclusions are given in Section 6.
SIRV model with historical eects
The standard SIRV model is described by a system of ordinary fractional dierential equations given by (2.1)
with the following non-negative initial conditions:
in which I(t), S(t), R(t) and V (t) denote the number of infected, susceptible, recovered and vaccinated individuals in the population, respectively. Also, the population size is constant and it is assumed I(t) + S(t) + R(t) + V (t) = 1 at any time t. In this model, it is assumed that death and birth occur with the same constant rate b > 0. Newborns are vaccinated with the rate η ∈ [0, 1] at birth. Parameter β is the transmission rate between infected and susceptible individuals. Also, the factor 1 − σ is the eect of vaccine, which means that if σ = 0, the vaccine is complete and if 0 < σ < 1, the vaccine is incomplete. Moreover, φ is the vaccination rate. The vaccine does not provide lifelong protection and its protection is reduced with the rate θ. Infected individuals are recovered with the rate µ > 0 and have temporary immunity. They leave this immunity with the rate ϑ.
The ordinary dierential equations describe a epidemic process with no memory and historical eects. In order to consider the historical eects, we rst rewrite system (2.1) in terms of time dependent integrations as follows:
in which κ(t − ξ) is assumed as kernel with respect to time and is equal to Dirac delta function δ(t − ξ). Dirac delta function can be replaced with any arbitrary function which leads to a type of time correlations. To consider long-time historical eects, we choose a power-law function as kernel such that distant past events have far less eect on present, compared to near past events. We dene the power-law kernel by
which α ∈ (0, 1] and Γ(.) is the Gamma function. According to this denition, the strength of historical eects is increased by reducing the value of α. By substituting this new power-law kernel in the system (2.2), we obtain (2.5)
Using fractional calculus [30, 25] , for a function g : [a, b] → IR, the left fractional integral of order α > 0 is dened by
So, it is obvious that the right hand side of the above system is a fractional integral of
For a continuous function g(t) on the [a, b] interval, left Caputo derivative of order α > 0 is dened as follows [8, 16] :
where n is an integer number satisfying α ∈ (n − 1, n) and
. By applying the fractional Caputo derivative of order (α − 1) on both side of the preceding system, we obtain the following system (2.8)
In this representation, the governing equations of the system (2.8) have fractional derivatives of order α ∈ (0, 1] in the sense of Caputo which guarantee the presence of memory. The strength of memory eects can be controlled by α. As α approaches to 1, the inuences of memory are decreased and the system (2.8) tends to a system with no memory, i.e. standard SIRV model. Similar to [11] , it is easy to show that the initial value problem (2.8)-(2.2) is well posed, namely solutions remain non-negative for non-negative initial conditions. As the population is constant, we have V (t) = 1 − S (t) − I (t) − R (t) at any time t. Therefore, we can consider the following system instead of (2.8)
In the next section, we investigate the inuences of memory on diseases outbreak in the obtained fractional SIRV model.
Asymptotic stability of equilibrium points
It is obvious that if E = (Se, Ie, Re) is an equilibrium point of the system (2.9) then E = (Se, Ie, Re, Ve) is an equilibrium point of the system (2.8) where Ve = 1−Se −Ie −Re.
Therefore, we investigate existence and stability conditions of equilibrium points of the system (2.9) in this section. The equilibrium points of the system (2.9) satisfy in the following system (3.1)
So, the system (2.9) always has the following unique disease-free equilibrium
According to the system (3.1), the endemic equilibrium points are obtained by solving the quadratic equation P (I) = AI 2 + BI + C = 0, where
It can be shown that if I * be a positive real root of the above quadratic equation then
is the endemic equilibrium point of the system (2.9) where (3.4)
According to the system (3.1), if E * = (S * , I * , R * ) be an endemic equilibrium point then
Therefore, we have
On the other hand, the population is constant and V * (t) = 1 − S * (t) − I * (t) − R * (t). Hence, we obtain σV * (t) + S * (t) = b+µ β < 1. Thus if β ≤ b + µ, then the system (2.9) has no endemic equilibrium point. (3.5) be the basic reproduction number. Then, the disease-free equilibrium E of the system (2.9) is locally asymptotically stable if R0 < 1.
Proof. We perturb the disease-free equilibrium E = ( S, I, R) by adding positive terms ε1(t), ε2(t) and ε3(t), respectively, that is S(t) = S + ε1(t), I(t) = I + ε2(t) and R(t) = R + ε3(t).
According to the systems (2.9) and (3.1), we obtain
By replacing fi( S, I, R) = 0, for i = 1, 2, 3, we attain the following linearized system
where ε = (ε1(t), ε2(t), ε3(t))
T and J is the Jacobian matrix evaluated at the point E. We have B −1 J B = C where C is a diagonal matrix of J given by
where λ1, λ2 and λ3 are the eigenvalues of J and B is the eigenvectors of J. By considering J = BCB −1 , we obtain the linear fractional-order system
The solutions of the above system are given by Mittag-Leer functions
According to results of Matignon [24] , if |arg λi| > α π 2 then ζi(t) is decreasing and therefore εi(t) is also decreasing, for each i = 1, 2, 3. Thus, the disease-free equilibrium point E is asymptotically stable if all the eigenvalues λi of the Jacobian matrix J evaluated at E satisfy the following condition:
The Jacobian matrix of the system (2.9) evaluated at E is as follows:
It is enough to show that all eigenvalues of J( E), have negative real parts. The eigenvalues of J( E) are
It can be shown that if R0 < 1, then
and all the eigenvalues of J( E) have negative real parts.
We can show that C = (b + µ) (b + θ + φ) (R0 − 1). Therefore, the following equation can be considered instead of the equation P (I) = 0,
When β > b + µ, if the quadratic equation Q(I) = R0 has no, one or two positive real root, then the system (2.9) has no, one or two endemic equilibrium points. In the next theorem, we exactly obtain a minimum of R0 and prove that it can be considered as a certain threshold-value of R0.
3.2. Theorem. Let
be the minimum value of the curve Q(I) and β > b + µ, then (1) If R0 > 1 or R0 = 1, B > 0, then the system (2.9) has the unique endemic equilibrium point E * u . (2) If RC = R0 < 1 and B > 0, then the system (2.9) has the unique endemic equilibrium point E * c . (3) If RC < R0 < 1 and B > 0, then the system (2.9) has two endemic equilibrium points E * 1 , E * 2 . (4) If R0 < RC , then there is no endemic equilibrium point. Proof. Since A < 0, the curve Q(I) has a minimum value. By direct calculation, it is obtained that this minimum value occurs at point (IC , RC ) where
As mentioned above, the y-intercept of curve y = Q(I) is 1. Therefore, there are the following cases:
(1) If R0 > 1, then the equation (3.7) has two real roots and one of them is nonnegative and greater than IC . If R0 = 1, then the equation (3.7) has a non-zero real root such that it is non-negative and greater than IC when B > 0. So, the system (2.9) has the unique endemic equilibrium point E * u such that I * u > IC . (2) If RC = R0 < 1, then the equation (3.7) has a repeated real root which is non-negative when B > 0. Thus, the system (2.9) has the unique endemic equilibrium point E * c such that I * c = IC . (3) If RC < R0 < 1, then the equation (3.7) has two real roots I * 1 and I * 2 . If B > 0, then these roots are non-negative. Thus, the system (2.9) has two endemic equilibrium points E * 1 and E * 2 such that I * 1 < IC < I * 2 .
In the following theorem, it is shown that the stability of endemic equilibrium points introduced in Theorem 3.2 is related to value of α. and ϑ ≥ θ, E * u and E * 2 are locally asymptotically stable.
Proof. The Jacobian matrix of the system (2.9) evaluated at the endemic equilibrium point E * is given by
According to the proof of Theorem 3.1, if all eigenvalues of the Jacobian matrix J(E * ) satisfy the condition (3.6), then the endemic equilibrium point E * is asymptotically stable. The characteristic equation of this matrix is P (λ) = λ 3 + a2λ 2 + a1λ + a0 = 0 where (3.8)
For every endemic equilibrium point E * , it is obvious that a1, a2 > 0. According to the proof of Theorem 3.2, for the endemic equilibrium point E * c , we have I * c = IC and a0 = 0. So, the endemic equilibrium point E * c is unstable. Similarly, for the endemic equilibrium point E * 1 , we have I * 1 < IC , then a0 < 0. From Descartes' rule of signs, it is clear that the equation P (λ) = 0 has at least one positive real root. Therefore, the endemic equilibrium point E * 1 is unstable. For the endemic equilibrium points E * u and E * 2 , we have I * u > IC and I * 2 > IC , respectively. So we obtain a0 > 0. From Descartes' rule of signs, the equation P (λ) = 0 has three negative real roots or one negative real root and two complex roots. If the equation P (λ) = 0 has three negative real roots, then E * u and E * 2 are stable. We now assume the equation P (λ) = 0 has one negative real root λ1 = −z and two complex roots λ2,3 = x ± iy, then
So, if a2a1 − a0 > 0, then λ2 and λ3 must have negative real parts. It can be shown that if ϑ ≥ θ, then a2a1 − a0 > 0 and the roots of equation P (λ) = 0 have negative real parts. Furthermore, we have a2, a1 ≥ 0, so x 2 + y 2 ≥ 2xz and z ≥ 2x. Thus we obtain
The above equation show that sec 2 (Argλ2,3) ≥ 4 and
and E * u , E * 2 are stable. Theorem 3.3 shows that the stability of the endemic equilibrium points can be controlled by modifying the order of the fractional derivatives. In the fact, the fractional SIRV model can be achieved the steady state meanwhile standard SIRV model is unstable. Hence, considering historical eects increase the stability region of the SIRV model. 4 . MSGDTM algorithm to solve the nonlinear fractional system (2.9) with initial values (2.2)
In recent years, Odibat et al. introduced a new method, called the generalized differential transform method (GDTM), for solving linear and nonlinear fractional-order dierential equations [27] . Although the GDTM is used to provide approximate solutions for a wide class of nonlinear problems in terms of convergent series, it has some drawbacks. The series solution always converges in a very small region and it has been shown that the obtained approximate solution is valid only for a short time in some problems [13, 26] . Here, we solve the nonlinear fractional system (2.9) with initial values (2.2) by applying the multi-step generalized dierential transform method (MSGDTM) which is a modied version of GDTM. It is shown that the approximate solutions obtained by MSGDTM algorithm are more accurate than GDTM during a longer time [26, 14] . Also, it is shown that MSDTM has a signicant performance compared with the Runge-Kutta method when the order of the derivative is one [1] .
Assume that the interval [0, T ] is divided into M subintervals [tm−1, tm] by using the nodes tm = mh where h = T /M and m = 1, 2, ..., M . The main ideas of the MSGDTM are as follows:
First, we apply the GDTM to the initial value problem (2.9)-(2.2) over the interval [0, t1] . The Kth-order approximate solutions can be expressed by the following nite series
in which S1(n), I1(n) and R1(n) are the dierential transforms for S(t), I(t) and R(t) over the interval [0, t1], respectively. These transforms satisfy the following recurrence relations
where δ(n) = 1 when n = 0 and equals 0 otherwise. The dierential transforms of the initial values are given by S1(0) = S0, I1(0) = I0 and R1(0) = R0.
For m ≥ 2, we now apply the GDTM to the initial value problem (2.9)-(2.2) over the interval [tm−1, tm]. We repeat the process and generate a sequence of approximate solutions Sm(t), Im(t) and Rm(t) for m = 2, 3, ..., M . Finally the MSGDTM yields the following solution:
. . .
where Sm(n), Im(n), and Rm(n) for m = 1, 2, ..., M satisfy the recurrence relations in the system (4.2) with initial conditions Sm(0) = Sm(tm−1) = Sm−1(tm−1), Im(0) = Im(tm−1) = Im−1(tm−1), and Rm(0) = Rm(tm−1) = Rm−1(tm−1). To illustrate the numerical results, we use the parameter values obtained from an study on pertussis disease [18] . These value are shown in Table 1 . In Table 2 , equilibrium points of the system (2.9) are computed using values of Table 1 for σ = 0.15, σ = 0.1 and σ = 0.05. It can be seen that if σ = 0.15, the value of R0 is greater than 1 and the model has the unique endemic equilibrium point E * u . On the other hand if σ = 0.1, the value of R0 is between 1 and RC and the model have two endemic equilibrium points E * 1 and * 2 . Moreover, if σ = 0.05, the value of R0 is less than 1 and the model has the diseasefree equilibrium point E. These results are consistent with Theorem 3.2 meaning that the values of R0 and RC play an important role on the stability analysis of equilibrium points. Table 2 shows that by increasing the eect of vaccine (by decreasing parameter σ) the pertussis disease can be contained.
Numerical results
Numerical results for existence of equilibrium points Table 2 . Show equilibrium points of the system 2.9 using values of Table 1 for σ = 0.15, σ = 0.1 and σ = 0.05.
According to Theorems 3.1 and 3.3, we expect the equilibrium points E * u , E * 1 and E to be locally asymptotically stable and the equilibrium point E * 2 to be unstable. Here, we apply MSGDTM algorithm to solve the system (2.9) for σ = 0.15, σ = 0.1 and σ = 0.05 using values of Table 1 and the following initial values:
The numerical results are shown in Figures 1, 2 and 3 . These gures show that the system (2.9) achieves in the steady state for all four cases of α. These results conrm the results of Theorems 3.1 and 3.3. As we can see, the numerical solutions depend continuously on the fractional-order derivative α and the model reaches the equilibrium point at a faster rate by reducing α. In other words, the model approaches the steady state at a faster rate when the eect of memory factor is increased. In order to demonstrate the inuences of memory on disease spreading, we compare the approximate solutions evaluated in Figure 2 with the equilibrium point E * 2 of Table  2 . Figure 4 reveals the 2-norm error of the approximate solutions evaluated in Figure 2 . As we can see, the error decreases when the time is increased for dierent values of α. Therefor, the approximate solutions evaluated in Figure 2 converge to the equilibrium point E * 2 in all cases. Moreover, the convergence of solutions to E * 2 can be reached faster by reducing α, increasing the strength of historical eects. It should be noted that the step size 0.05 was used in evaluating the approximate solutions in Figures 1-3 . Obviously, the eciency of this approach can be dramatically enhanced by decreasing the step size and computing further terms or components of S(t), I(t), R(t) and V (t). 
Conclusion
In this paper, we generalized the classical SIRV model to a model with historical eects using fractional calculus. We determined the basic reproduction R0 and proved that if R0 < 1, the disease-free equilibrium is locally asymptotically stable. In standard SIRV model, it is numerically shown that R0 must be further reduced to be less than a threshold-value in order to ensure that the disease exterminate [6] . But this value has not been obtained exactly. Here, we analytically calculated the threshold-value of R0, denoted by RC . Using the values of R0 and RC , we expressed the existence conditions of the endemic equilibrium points in Theorem 3.2. Using stability analysis, we proved Theorem 3.3 for the stability and α-stability of the endemic equilibrium points. Theorem 3.3 shows that the stability of the endemic equilibrium points can be controlled by modifying the value of α. In the fact, the fractional SIRV model can be achieved in the steady state by controlling the parameters that aect α. For the parameters values of Table 1 are related to pertussis disease, we numerically studied results of Theorem 3.2 in Table2.
We applied MSGDTM algorithm to the system (2.9) with initial conditions (5.1) using values of Table 1 for σ = 0.05, σ = 0.1 and σ = o.15. The simulated results shown in Figures 1-3 conrm Theorem 3.3. Furthermore, the inuences of memory on the disease spreading is illustrated.
