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Abstract. The concept of semicopula plays a fundamental role in the aggrega-
tion theory on interval [0, 1]. Semicopulas are applied, for example, in the defini-
tion of universal integrals. We present an extension of the notion of semicopula
to the case of symmetric bipolar interval [−1, 1]. We call this extension bipolar
semicopula. The last definition can be used to obtain a simplified definition of the
bipolar universal integral. Moreover, bipolar semicopulas allow for an extension
of theory of quasi-copulas to the interval [−1, 1].
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1 Introduction
Integrals on unipolar scale [0, 1] (often also called fuzzy integrals) aggregate the infor-
mation hidden in measurable functions f : X → [0, 1] (fuzzy events) and [0, 1]−valued
capacities (fuzzy measures) into a single value from [0, 1] (fuzzy expectation). A crucial
role in this integration is played by semicopulas S : [0, 1]2 → [0, 1], corresponding to
pseudo-multiplications characterizing universal integrals [18]. In the case of Choquet
integral [2], S = Π is the standard product. Similar is the case of the Shilkret inte-
gral [22]. On the other hand, Sugeno integral [23] is linked to the greatest semicopula
S = M (min). Recall that semicopulas were introduced in [1], and further discussed
and studied in several other papers, such as [5], and they play a fundamental role in
the aggregation theory on the interval [0, 1]. As special subclasses of semicopulas we
recall triangular norms (associative and symmetric semicopulas, see [16]) and copulas
(supermodular semicopulas, see [19]).
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Several authors have observed that unipolar scales (such as [0, 1]) are often insuf-
ficient to describe how people process information in front of a choice and how they
express their preferences. In expressing value judgments, people not only rank possi-
ble alternatives of choice, but also experiment an interior feeling of positiveness and/or
negativeness regarding these alternatives, this is what is called bipolarity. These obser-
vations have driven several researchers towards bipolar representation of information
and preferences. In decision theory bipolarity has firstly been modeled by Tversky and
Kahneman [15, 24] (see also [14]). The reader is referred to [4] for a general treatment
of bipolarity, and to [8] for discussion of bipolar and bivariate models in a multiple
criteria framework. Bipolar integrals are those integrals useful to aggregate information
based on bipolar scales (such as [−1, 1]). On this topic we refer the reader to literature
[10, 12, 13].
Integration on bipolar scales requires another type of pseudo-multiplication. Con-
sidering measurable functions f : X → [−1, 1], and bi-capacities with values in
[−1, 1], one should consider an appropriate [−1, 1]2 → [−1, 1] mapping, which will
be called a bipolar semicopula. Note that for the Choquet integral with respect to bi-
capacities [9, 11], the standard product Π : [−1, 1]2 → [−1, 1] is considered. Simple
bipolar semicopulas BS , introduced for bipolar universal integrals in [12], are fully
determined by standard semicopulas S : [0, 1]2 → [0, 1], by means of BS(x, y) =
(sign(xy))S(|x|, |y|). Observe that considering the greatest semicopula M , the related
simple bipolar semicopula BM is just the symmetric minimum introduced by Grabisch
[6, 7] when generalizing the Sugeno integral to the bipolar scale [−1, 1] (see also the re-
cent paper [13] where the authors define the bipolar Sugeno integral, which is a bipolar
universal integral with respect to the simple bipolar semicopula symmetric minimum).
The aim of this paper is to introduce and to study bipolar semicopulas, generalizing
the standard product and the symmetric minimum acting on [−1, 1]. In the next section,
after introduction of bipolar semicopulas, their representation by means of semicopulas
is given, and some basic examples are added. Section 3 studies bipolar semicopulas
with special properties. Several construction methods are discussed in Section 4. Some
dualities in the class of bipolar semicopulas, including the invariants characterizations,
are studied in Section 5. Finally, some concluding remarks are added.
2 Bipolar semicopula
Recall that a mapping S : [0, 1]2 → [0, 1] is a semicopula [1, 5], whenever it is non-
decreasing in both variables and 1 is the neutral element, i.e., S(x, 1) = S(1, x) = x
for all x ∈ [0, 1]. When considering the product Π : [−1, 1]2 → [−1, 1], we see that 1
is its neutral element. More, it holds Π(−1, x) = Π(x,−1) = −x for all x ∈ [−1, 1].
Definition 1 Let A : [−1, 1]2 → [−1, 1] be a mapping such that A(x, 1) = A(1, x) =
x and A(−1, x) = A(x,−1) = −x for all x ∈ [−1, 1]. Then 1 is called a bipolar
neutral element for A.
Intuitively, 1 is a bipolar neutral element for A if itself is a neutral element for A, while
its “mirror-image”, −1, when composed with an element x, via A, yields −x, i.e. the
mirror-image of x.
Definition 2 A mapping BS : [−1, 1]2 → [−1, 1] is called a simple bipolar semicopula
whenever it exists a semicopula S : [0, 1]2 → [0, 1], such that for all (x, y) ∈ [−1, 1]2,
BS(x, y) = (sign(xy))S(|x|, |y|).
Observe that 1 is a bipolar neutral element for any simple bipolar semicopula BS .
Concerning the monotonicity required for semicopulas, observe that considering the
product Π , or any simple bipolar semicopula BS (note that BΠ = Π , abusing the
notation Π both for the product on [−1, 1] and on [0, 1]), these mappings are non-
decreasing in both coordinates when fixing an element from the positive part of the
scale, while they are non-increasing when fixing an element from the negative part of
the scale [−1, 1].
Definition 3 Let A : [−1, 1]2 → [−1, 1] be a mapping such that the partial mappings
A(x, ·) and A(·, y) are non-decreasing for any x, y ∈ [0, 1] and they are non-increasing
for any x, y ∈ [−1, 0]. Then A will be called a bipolar increasing mapping.
Now we are ready to introduce bipolar semicopulas.
Definition 4 A mapping B : [−1, 1]2 → [−1, 1] is called a bipolar semicopula when-
ever it is bipolar increasing and 1 is a bipolar neutral element of B.
It is obvious that each simple bipolar semicopula BS is a bipolar semicopula. Note
also that 0 is a annihilator for any bipolar semicopula B, B(x, 0) = B(0, x) = 0 for
any x ∈ [−1, 1] (similarly 0 is a annihilator for any semicopula S).
The next representation result links bipolar semicopulas and semicopulas.
Theorem 1 A mapping B : [−1, 1]2 → [−1, 1] is a bipolar semicopula if and only if
there is a quadruple (S1, S2, S3, S4) of semicopulas so that
B(x, y) =

S1(x, y) if (x, y) ∈ [0, 1]2
−S2(−x, y) if (x, y) ∈ [−1, 0]× [0, 1]
S3(−x,−y) if (x, y) ∈ [−1, 0]2
−S4(x,−y) if (x, y) ∈ [0, 1]× [−1, 0].
(1)
Proof. The necessity can be checked considering the properties of restrictions B|[0,1]2 ,
B|[−1,0]2 , B|[−1,0]×[0,1] and B|[0,1]×[−1,0]. The sufficiency is a matter of verifying the
bipolar monotonicity of B and the bipolar neutrality of 1. These properties can be
checked by cases. For example
B(−1, x) =
{
S3(1,−x) if x ∈ [−1, 0]
−S2(1, x) if x ∈ [0, 1]
= −x (2)
for each x ∈ [−1, 1].

Representation Theorem 1 gives a simple characterization of simple bipolar semi-
copulas. Identifying B and the corresponding quadruple (S1, S2, S3, S4) we see that
BS = (S, S, S, S), i.e., simple bipolar semicopulas correspond to constant quadruples
of simple semicopulas. It is not difficult to check that the extremal bipolar semicopulas
are related to extremal semicopulas M (the greatest semicopula given by M(x, y) =
min(x, y)) and Z (the smallest semicopula, called also the drastic product, and given
by Z(x, y) = min(x, y) if 1 ∈ {x, y} and Z(x, y) = 0 else).
Proposition 1 The class B of bipolar semicopulas is a complete bounded lattice (with
point-wise supremum and infimum), with top element B∗ = (M,Z,M,Z) and bottom
element B∗ = (Z,M,Z,M).
Proof. The result follows from the fact that the class S of all semicopulas is a complete
bounded lattice with top element M and bottom element Z.
Moreover for B(i) = (S(i)1 , S
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
As an example of a bipolar semicopula, consider B = (M,Π,W,Z), where W :
[0, 1]2 → [0, 1] is the Lukasiewicz semicopula, given by W (x, y) = max(0, x+y−1).
Then
B(x, y) =

min(x, y) if (x, y) ∈ [0, 1]2
xy if (x, y) ∈ [−1, 0]× [0, 1] or {x, y} ∩ {−1, 1} 6= ∅
−x− y − 1 if (x, y) ∈ [−1, 0]2 and x+ y ≤ −1
0 else.
The visualization of this bipolar semicopula in the square of vertexes (−1, 1), (1, 1),
(1,−1) and (−1,−1) can be seen in Figure 1.
3 Bipolar semicopulas with special properties
Recall that an element x ∈ [0, 1] is an idempotent element of a semicopula S ∈ S
whenever S(x, x) = x. Then for the corresponding simple bipolar semicopula BS ∈ B
it holds BS(x, x) = BS(−x,−x) = x and BS(−x, x) = BS(x,−x) = −x.
Definition 5 Let B ∈ B be a bipolar semicopula. An element x ∈ [0, 1] is called a
bipolar idempotent element of B whenever it satisfies BS(x, x) = BS(−x,−x) = x
and BS(−x, x) = BS(x,−x) = −x.
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Fig. 1. An example of a bipolar semicopula
Proposition 2 Let B ∈ B be a bipolar semicopula such that each x ∈ [0, 1] is its
bipolar idempotent element. Then B = BM is the symmetric minimum introduced by
Grabisch [6].
Proof. Note that x ∈ [0, 1] is a bipolar idempotent element of B = (S1, S2, S3, S4)
if and only if x is a idempotent element of all four semicopulas S1, S2, S3, and S4.
Now the result follows from the fact that M is the only idempotent semicopula, i.e.,
semicopula such that each x ∈ [0, 1] is its idempotent element.

Associativity of binary operations (binary functions) is a strong algebraic property,
which, in the case of bipolar semicopulas characterizes a particular subclass of B.
Theorem 2 A bipolar semicopula B ∈ B is associative if and only if B is a simple
bipolar semicopula, B = BS , where S ∈ S is an associative semicopula.
Proof. Let B = (S1, S2, S3, S4) ∈ B be associative. Then, necessarily, S1 = B|[0,1]2
is associative. Moreover for any y, z ∈ [0, 1] it holds B(−y, z) = B(B(−1, y), z) =
B(−1, B(y, z)) = −B(y, z), i.e., S1 = S2. Similarly, for any x, y ∈ [0, 1] it holds
B(x,−y) = B(x,B(y,−1)) = B(B(x, y),−1) = B(x, y), i.e., S1 = S4. Finally,
for any x, y ∈ [−1, 0] the associativity of B implies that S3(−x,−y) = B(x, y) =
B(B(−x,−1), y) = B(−x,B(−1, y)) = B(−x − y) = S1(−x,−y), i.e., S1 = S3.
Summarizing and ending S1 = S, B = BS is a simple bipolar semicopula, linked to
an associative semicopula S.
To see the sufficiency, recall that BS(x, y) = (sign(xy)) · S(|x|, |y|) and thus
BS(BS(x, y), z) = (sign(xyz))S(S(|x|, |y|), |z|) = (sign(xyz))S(|x|, S(|y|, |z|)) =
BS(x,BS(y, z)), i.e., BS is associative.

Typical examples of associative bipolar semicopulas are the productΠ and the sym-
metric minimum BM . Recall that a symmetric semicopula S ∈ S , i.e., S(x, y) =
S(y, x) for all x, y ∈ [0, 1], which is also associative is called a triangular norm [21,
16].
Definition 6 A symmetric associative bipolar semicopula B ∈ B is called a bipolar
triangular norm.
Due to Theorem 2 it is obvious that a bipolar semicopula B ∈ B is a bipolar trian-
gular norm if and only if B = BT , where T : [0, 1]2 → [0, 1] is a triangular norm, i.e. if
B(x, y) = (sign(xy))T (|x|, |y|). Obviously, the product, Π , and the symmetric mini-
mum, BM , are bipolar triangular norms. The smallest semicopula Z is also a triangular
norm and the corresponding bipolar triangular norm BZ : [−1, 1]2 → [−1, 1] is given
by
BZ(x, y) =
{
0 if (x, y) ∈]− 1, 1[2,
xy else. (3)
Observe that due to the associativity of BZ there is unique distinguished n-ary ex-
tension (often called “genuine”), BZ : [−1, 1]n → [−1, 1], n > 2 given by
BZ(x1, . . . , xn) =
{
0 if #{i | xi ∈]− 1, 1[} ≥ 2,
Πni=1xi else.
(4)
Also W is a triangular norm, and thus also BW : [−1, 1]2 → [−1, 1] given by
BW (x, y) = (sign(xy))max(0, x+ y − 1) is a bipolar triangular norm. Moreover, its
n-ary extension BW : [−1, 1]n → [−1, 1], n > 2, is given by
BW (x1, . . . , xn) = (sign(Π
n
i=1xi))max(0,
∑
xi − n+ 1).
4 Construction methods for bipolar semicopulas
Some construction methods for bipolar semicopulas can be derived from construction
methods for semicopulas. For example, similarly as in the case of semicopulas, for
any B ∈ B also the mapping B˜ : [−1, 1]2 → [−1, 1] given by B˜(x, y) = B(y, x)
is a bipolar semicopula. We introduce some other construction methods. First of all,
for any semicopula S ∈ S and any strictly increasing mapping ϕ : [0, 1] → [0, 1],
ϕ(0) = 0 and ϕ(1) = 1, also the mapping Sϕ : [0, 1]2 → [0, 1] given by Sϕ(x, y) =
ϕ(−1)(S(ϕ(x), ϕ(y))) is a semicopula. Here ϕ(−1) : [0, 1] → [0, 1] is a pseudo-inverse
of ϕ [17] given by ϕ(−1)(t) = sup{x ∈ [0, 1] | ϕ(x) < t}. Note that ϕ(−1) is continu-
ous and ϕ(−1)(ϕ(x)) = x for all x ∈ [0, 1]. For more details see [5].
Proposition 3 Let B ∈ B be a bipolar semicopula and let η : [−1, 1] → [−1, 1] be an
odd strictly increasing mapping such that η(1) = 1. Then the mapping Bη : [−1, 1]2 →
[−1, 1] given by
Bη(x, y) = η
(−1)(B(η(x), η(y)))
is also a bipolar semicopula, where the pseudo-inverse η(−1) : [−1, 1] → [−1, 1] is
given by η(−1)(t) = sup{x ∈ [−1, 1] | η(x) < t}.
Proof. Note that ϕ = η|[0,1] is strictly increasing, ϕ(0) = 0 and ϕ(1) = 1. More-
over for all x ∈ [−1, 0] it holds −η(x) = ϕ(−x). Moreover, η(−1)|[0,1] = ϕ(−1)
and η(−1) is a continuous odd mapping. Let B = (S1, S2, S3, S4). It is not difficult to
check that Bη = ((S1)ϕ, (S2)ϕ, (S3)ϕ, (S4)ϕ), i.e., Bη ∈ B. For example, if (x, y) ∈
[−1, 0]×[0, 1], then Bη(x, y) = η(−1)(B(η(x), η(y))) = η(−1)(−S2(−η(x), η(y))) =
η(−1)(−S2(ϕ(−x), ϕ(y))) = −ϕ
(−1)(S2(ϕ(−x), ϕ(y))) = − (S2)ϕ (−x, y). And so
on for the other cases.

From proof of Proposition 3, we see that Bη = ((S1)ϕ, (S2)ϕ, (S3)ϕ, (S4)ϕ),
i.e., the construction applies separately to each component of the bipolar semicopula
B = (S1, S2, S3, S4). This depends from extending well known construction methods
from semicopulas to bipolar semicopulas. However, other possible operation to con-
struct bipolar semicopulas are possible, e.g. operations of the type (S1, S2, S3, S4) 7→
(T1, T2, T3, T4), where Ti = f((S1, S2, S3, S4)). We demand to future works the in-
vestigations of possible applications of these constructions.
Observe that the transformation Bη preserves the symmetry of bipolar semicopulas,
but not the associativity, in general. However, if η is continuous, then also the associa-
tivity is preserved5, and then for any bipolar triangular norm BT also its transform
(BT )η = BTϕ is a bipolar triangular norm.
Another construction method for semicopula is based on the idea of ordinal sums
of posets, of semigroups, of triangular norms, etc.. We recall that, for any system
(]ah, bh[)h∈H of disjoint sub-intervals of [0, 1], and any system (S(h))h∈H of semi-
copulas, also the mapping S : [0, 1]2 → [0, 1] given by
S(x, y) =
{
ah + (bh − ah)S(h)
(
x−ah
bh−ah
, y−ah
bh−ah
)
if (x, y) ∈]ah, bh[2 for some h ∈ H,
min(x, y) else.
(5)
is a semicopula. S is called an ordinal sum of summands
〈
ah, bh, S(h)
〉
with notation
S =
(〈
ah, bh, S(h)
〉
| h ∈ H
)
. For more details see [5].
Proposition 4 Let (]ah, bh[)h∈H be a disjoint system of open sub-intervals of [0, 1], and
let (B(h))h∈H be a system of bipolar semicopulas. Then the mapping B : [−1, 1]2 →
[−1, 1] given by
B(x, y) =

(sign(xy))ah + (bh − ah)B(h)
(
x−(sign(x))ah
bh−ah
, y−(sign(y))ah
bh−ah
)
if
(|x|, |y|) ∈]ah, bh[
2 for some h ∈ H,
BM (x, y) else.
is a bipolar semicopula. B is called an ordinal sum of bipolar semicopulas, with nota-
tion B =
(〈
ah, bh, B(h)
〉
| h ∈ H
)
.
Proof. It is a matter of a trivial processing to show that ifBh = (S(h)1 , S(h)2 , S(h)3 , S(h)4 ),
h ∈ H, then B|[0,1]2 = S1 =
(〈
ah, bh, S
(h)
1
〉
| h ∈ H
)
. Similarly, one can define
ordinal sums Si =
(〈
ah, bh, S
(h)
i
〉
| h ∈ H
)
, i = 2, 3, 4, and one can show that
B(x, y) = −S2(−x, y) if x ∈ [−1, 0] and y ∈ [0, 1], B(x, y) = S3(−x,−y) if
(x, y) ∈ [−1, 0]2, and B(x, y) = −S4(x,−y) if x ∈ [0, 1] and y ∈ [−1, 0], i.e.,
B = (S1, S2, S3, S4) is a bipolar semicopula.
5 this claim follows from the fact, that we have required η to be odd strictly increasing with 1 as
fix point; then if eta is continuous, it is an odd automorphism of [−1, 1], and by isomorphism
(its pseudo-inverse = inverse) associativity is guaranteed. To see that without continuity the
associativity may fail, consider odd η defined on [0, 0.5] by η(x) = x/2 and on ]0.5, 1] by
η(x) = (1+x)/2; then, on [0,1], we have η(−1) = 2x on [0, 1/4]; 0.5 on [1/4, 3/4]; 2x−1 on
[3/4, 1] (pseudo-inverse is continuous). Take the eta-transform of the standard product, denote
it as ∗; we have then (0.6∗0.6)∗0.3 = 0.5∗0.3 = 0.075 but 0.6∗ (0.6∗0.3) = 0.6∗0.24 =
0.192.
Note that each element x ∈ [0, 1] \
⋃
h∈H]ah, bh[ is a bipolar idempotent element
of a bipolar ordinal sum B =
(〈
ah, bh, B(h)
〉
| h ∈ H
)
.
For example consider B =
(〈
0, 12 , Π
〉
,
〈
1
2 , 1, Π
〉)
. Then B is given by the table 1
(note that x = 1/2 is a bipolar idempotent element of B).
y(↓), x(→) [−1,− 1
2
] [− 1
2
, 1
2
] [ 1
2
, 1]
[−1,− 1
2
] 2xy + x+ y + 1 −x 2xy + x− y − 1
[− 1
2
, 1
2
] −y 2xy y
[ 1
2
, 1] 2xy − x+ y − 1 x 2xy − x− y + 1
Table 1. Example
Observe also that an ordinal sum of bipolar triangular norms is a bipolar triangular
norm,
B(〈ah,bh,T(h)〉 | h∈H) =
(〈
ah, bh, BT(h)
〉
| h ∈ H
)
.
Thus the ordinal sums of associative bipolar semicopulas can be seen as the classical
ordinal sums of semigroups in the sense of Clifford [3, 20], see also [16, Theorem 3.42],
applying the same arguments as in the ordinal sum of semigroups representation of
triangular norms, see [16, Theorem 3.43].
Evidently, the class B of bipolar semicopulas is convex, i.e., for any B1, . . . , Bn ∈
B, λ1, . . . , λn ∈ [0, 1],
∑n
i=1 λi = 1, also B =
∑n
i=1 λiBi is a bipolar semicopula.
An interesting construction method genuine for bipolar semicopulas is related to
mapping τ : {1, 2, 3, 4} → {1, 2, 3, 4}, which can be seen as variations of indices (with
repetition).
Definition 7 Let us consider a mapping τ : {1, 2, 3, 4} → {1, 2, 3, 4}. Then for any
B ∈ B, B = (S1, S2, S3, S4), the τ−variation τB ∈ B is given by
τB = (Sτ(1), Sτ(2), Sτ(3), Sτ(4)).
Obviously, simple bipolar semicopulas are invariant under any τ−variation, τBS =
BS . Deeper study of τ−variations of bipolar semicopulas is given in the next section.
5 Dualities in the class B
We have introduced several construction methods assigning to a considered bipolar
semicopula B ∈ B a (possibly different) bipolar semicopula denoted as c(B). Con-
struction c : B → B which differs from identity is called a duality if c is involu-
tive, i.e., if for any B ∈ B, c(c(B)) = B. If already c(B) = B, then B is called
c−invariant. As a typical example recall the construction˜based on the reversing of ar-
guments, B˜(x, y) = B(y, x). Evidently,˜is a duality on B and −˜invariance is just the
symmetry of bipolar semicopula B, i.e., B˜ = B whenever B(x, y) = B(y, x) for all
(x, y) ∈ [−1, 1]2. Considering η−transforming of bipolar semicopulas, there is no du-
ality up to the trivial case η = id (the identity), in which case Bη = B for each B ∈ B.
In the case of τ−invariations, again the identity τ(i) = i, i ∈ {1, 2, 3, 4} is trivial con-
struction, τB = B for each B ∈ B. However, for any other τ , there are B ∈ B such
that τB 6= B.
Proposition 5 Let τ : {1, 2, 3, 4} → {1, 2, 3, 4} be fixed, τ 6= id. Then the τ−variation
is a duality on B if and only if τ is involutive, i.e., τ ◦ τ = id
Proof. It is enough to observe that τ(τB) = (τ ◦ τ)B for any B ∈ B.

The enumeration of all τ−variations which are dualities follows from the simple
fact that if τ ◦ τ(i) = i for each i ∈ {1, 2, 3, 4}, then necessarily τ is a permuta-
tion which is self-inverse τ = τ−1. Up to the already mentioned τ = id, one can
consider exactly the next permutations τ yielding a duality on B: τ1 = (2, 1, 3, 4),
τ2 = (3, 2, 1, 4), τ3 = (4, 2, 3, 1), τ4 = (1, 3, 2, 4), τ5 = (1, 4, 3, 2), τ6 = (1, 2, 4, 3),
τ7 = (2, 1, 4, 3), τ8 = (3, 4, 1, 2), and τ9 = (4, 3, 2, 1).
The invariance with respect to τ−variations follows trivially from the representation
B = (S1, S2, S3, S4) and τB = (Sτ(1), Sτ(2), Sτ(3), Sτ(4)). Then τB = B if and only
if Si = Sτ(i) for all i ∈ {1, 2, 3, 4}. For example, τ1B = B if and only if S1 = S2, i.e.,
B = (S1, S1, S3, S4).
We introduce now simple formulae for 3 distinguished τ−dualities.
τ7B(x, y) = −B(−x, y), τ7B = B → B = (S1, S1, S2, S2);
τ8B(x, y) = B(−x,−y), τ8B = B → B = (S1, S2, S1, S2);
τ9B(x, y) = −B(x,−y), τ9B = B → B = (S1, S2, S2, S1).
Observe that τ7 ◦ τ8 = τ8 ◦ τ7 = τ9, τ7 ◦ τ9 = τ9 ◦ τ7 = τ8 and τ8 ◦ τ9 = τ9 ◦ τ8 =
τ7. invariance with respect to these τ−variations is another characterization of simple
bipolar semicopulas.
Proposition 6 Let B ∈ B, then B is a simple bipolar semicopula if and only if B is
τ−invariant with respect to two permutations from the set {τ7, τ8, τ9}.
From the geometrical point of view, one can consider the graph
GB = {(x, y,B(x, y)) | (x, y) ∈ [−1, 1]
2}
of a bipolar semicopula B. Then the invariance with respect to τ7variation is just the
symmetry of GB with respect to y−axis. In the case of τ8 one should consider the
symmetry of GB with respect to z−axis, and in τ9 case with respect to x−axis. Observe
also that the standard symmetry of bipolar semicopulas, i.e. −˜invariance, is just the
symmetry of GB with respect to the plane x− y = 0.
6 Concluding remarks
We have introduced a new class B of binary operations on a bipolar scale [−1, 1],
generalizing the standard multiplication, symmetric minimum and the simple bipolar
semicopulas. We have studied several construction methods for bipolar semicopulas,
including some dualities. We expect applications of our results in the framework of in-
tegrals on bipolar scales. Moreover, our approach can contribute to the extension of the
quasi-copulas theory to the bipolar scale [−1, 1], requiring the 1-Lipschitzianity of the
considered bipolar semicopulas. Of course, in such case all semicopulas in the repre-
sentation (S1, S2, S3, S4) should be quasi-copulas.
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