Abstract: We propose a new approach for estimating high dimensional positive-definite covariance matrices. Our method extends the generalized thresholding operator by adding an explicit eigenvalue constraint. The estimated covariance matrix simultaneously achieves sparsity and positive definiteness. The estimator is rate optimal in the minimax sense and we develop an e cient iterative soft-thresholding and projection algorithm based on the alternating direction method of multipliers. Empirically, we conduct thorough numerical experiments on simulated data sets as well as real data examples to illustrate the usefulness of our method.
Introduction
We study the sparse covariance matrix estimation problem. Let X := (X 1 , ..., X d ) T be a d-dimensional random vector with covariance matrix ⌃ , where (⌃ ⇤ cov ) jk := EX j X k EX j EX k . Our goal is to estimate ⌃ ⇤ cov from n observational data points. The covariance matrix estimation problem plays an essential role in multivariate methods such as time series analysis (Box et al., 2011) , spatial data analysis (Cressie, 1992) , and longitudinal data analysis (Searle et al., 2009) . In this paper we are mainly interested in estimating covariance matrix in high dimensional settings where d n.
The problem of estimating high dimensional covariance matrices has been extensively studied. By assuming the true covariance matrix is sparse, Wu and Pourahmadi (2003) analyzed longitudinal data where variables have a natural order and are weakly correlated when they are far apart. By utilizing di↵erent forms of (weak) sparsity, researchers proposed many regularized estimators Levina, 2004, 2008b; Cai and Liu, 2011; Furrer and Bengtsson, 2007; Huang et al., 2006; Levina et al., 2008; Rothman et al., 2010; Cai et al., 2010; Cai and Liu, 2011) . These estimators usually only require elementwise thresholding procedures (or combined with the Cholesky decomposition) and are computationally e cient. For other applications in which the variables do not have natural orders (e.g., genomic data, social science data and economic data), Bickel and Levina (2008a) ; Karoui (2008) showed that the thresholded sample covariance matrix also works well when the true covariance matrix is (weakly) sparse. Recently, Rothman et al. (2009) established more comprehensive theoretical results for a generalized thresholding operator family including the soft-thresholding (Tibshirani, 1996; Chen et al., 1998) , hard-thresholding, SCAD-thresholding (Fan and Li, 2001) , and adaptive thresholding operators (Zou, 2006) . These thresholding estimators, though simple, do not guarantee the positive definiteness of the estimated covariance matrix. Such indefiniteness may cause trouble in downstream analysis such as evaluating the predictive likelihood or linear discriminant analysis. The only exceptions are Lam and Fan (2009) and Rothman (2012) , which both use a Log-Determinant function to explicitly enforce the positive definiteness of the estimated covariance matrix. The di↵erence between them is that Rothman (2012) adopt a convex least square formulation, while Lam and Fan (2009) adopt the penalized Gaussian likelihood approach, which results in a non-convex formulation and there is no guarantee to find the global optimal solution in polynomial time.
In this paper, we propose an alternative approach for estimating high dimensional positive-definite covariance matrices. Our method can be viewed as an extension of the generalized thresholding operator (Rothman et al., 2009 ). More specifically, we provide a convex formulation which secures the positive-definiteness of the estimator by enforcing an eigenvalue constraint. Compared with the logarithmic barrier method of Rothman (2012), our approach explicitly constrains the smallest eigenvalue of the estimated covariance matrix and can be naturally extended to more flexible settings. Explicitly constraining the eigenvalues has its practical implications. For example, for certain downstream analysis of covariance matrices estimation, such as discriminant analysis and graphical estimation, we require the estimated covariance matrix to have a good condition number. Sometimes, we have prior knowledge about the smallest and largest eigenvalues and may want to incorporate such knowledge into the inference. Computationally, we adopt the alternating direction method of multipliers (ADMM) to develop an e cient ISP (Iterative Soft-thresholding and Projection) algorithm (Gabay and Mercier, 1976; He and Yuan, 2012) . The ISP algorithm iteratively conducts the soft-thresholding operation and eigenvalue decomposition. We prove that, with high probability, the obtained estimator is the same as the generalized thresholding estimator (when it is positive definite). This result implies that our procedure preserves the nice asymptotic properties of the generalized thresholding estimator. More precisely, let b ⌃ 2 R d⇥d be our proposed covariance matrix estimator and k b ⌃k 2 the spectral norm of b ⌃, we have
where U denotes some parameter class (will be explained in Section 4) and M d is some quantity that may scale with d. This rate of convergence is optimal in the minimax sense. Besides these nice asymptotic properties, our procedure has good finite sample performance. Empirically, we report thorough numerical experimental results on both simulated and real data sets to illustrate the usefulness of the proposed method. While this paper was under review, we learnt that a similar positive definite covariance estimator was independently proposed by Xue et al. (2012) . There are several major di↵erences between our estimator and theirs as listed in the following:
(1) Our estimator is di↵erent from that of Xue et al. (2012) . Instead of estimating covariance matrix directly, we first estimate the correlation matrix and then combine the estimated correlation matrix with the marginal sample standard deviations to get the final covariance estimator. This same idea is also used in Lam and Fan (2009) and Rothman et al. (2008) . The main advantage is that our estimator is adaptive to the marginal variability and more amendable to theoretical analysis (In particular, we provide explicit rate of convergence for E b ⌃ ⌃ .) (2) Besides the`1 penalty function, we also study other non-convex penalty functions.
An interesting fact we observed is that our proposed estimator can be combined with the non-convex minimum concavity (MC+) penalty function without losing a global convex formulation. Therefore we can simultaneously reduce the estimation bias and preserves the global convexity of the problem. In Xue et al. (2012) , only thè 1 penalty function is studied. (3) Xue et al. (2012) mainly focus on the optimization convergence property of the propose ADMM-based computational algorithm. In contrast, we focus more on analyzing the statistical properties of the proposed method. We also illustrate the relationship between our proposed estimator and the generalized thresholding estimator. Such a relationship allows us to establish the minimax optimal rates of convergence of the resulting sparse covariance estimates under Forbenius and spectral norms.
Moreover, we should point out that the ISP algorithm was first developed in Bien and Tibshirani (2011) to solve a subproblem obtained by their iterative majorize/minimize procedure. Their subproblem is identical to our proposed convex program in the numerical form. More details about this point will be discussed in Section 3.1. The rest of this paper is organized as follows. In Section 2, we briefly review the covari-3 ance matrix estimation problem. In Section 3, we introduce our new method and present the ISP algorithm.
In Section 4, we analyze the theoretical properties of the proposed estimator. Numerical simulations and real data experiments are reported in Section 5. We give brief conclusions and discussions in the last section. All the proofs are in the appendix.
Notation and Background
Let
We denote by ⇤ min (A) and ⇤ max (A) the smallest and largest eigenvalues of A. The inner product of A and B is defined as
. We define the vector norms:
We also define matrix operator and elementwise norms:
jk . We use S cov and S to denote the sample covariance and correlation matrices. The true covariance and correlation matrices are denoted by ⌃ ⇤ cov and ⌃ ⇤ , respectively. We write a n ⇣ b n if there are positive constants c 1 and c 2 independent of n such that c 1 b n  a n  c 2 b n .
Connection between the Covariance and Correlation Estimation
A closely related problem is the estimation of correlation matrix, in which we are interested in estimating the correlation matrix
) is a diagonal matrix with ✓ ⇤ j denoting the standard deviation of the j-th variable. Using this decomposition, we can construct a covariance matrix estimator b ⌃ cov from b ⌃:
where b ✓ j is the sample standard deviation for the j-th variable. Such a procedure is more amenable to theoretical analysis (more details can be found in Remark 4.4 in Section 4) and also makes the estimator adaptive to the marginal variability (more details can be found in Rothman et al. (2008); Lam and Fan (2009) ).
Soft-thresholding Operator
Recall that S is the sample correlation matrix, the generalized thresholding operator (Rothman et al., 2009 ) with`1 penalty solves the following optimization problem:
This simple formulation has a closed-form solution: 
Our Proposed Method
Our method, named EC2 (Estimation of Covariance with Eigenvalue Constraints), extends the STO method by explicitly adding eigenvalue constraints. Recall that S is the sample correlation matrix, the EC2 estimator is defined as
where > 0 is a regularization parameter, and ⌧ > 0 is a desired minimum eigenvalue lower bound of the estimator which also be chosen in a data-dependent way. The EC2 method simultaneously conducts sparse estimation and guarantees the positive-definiteness of the solution. The equality constraint ⌃ jj = 1 ensures all diagonal entries of b ⌃ to be 1, since we are estimating the correlation matrix. Once b ⌃
EC2
is obtained, we convert it to our covariance matrix estimator as (2.1). The next proposition shows that the formulation in (3.1) is convex: Proof. The proof of this proposition is presented in Appendix A.
We proceed to develop an e cient algorithm to solve (3.1) using the ADMM. The resulting algorithm is iterative and solves a closed-form soft-thresholding step and a spectral projection step within each iteration.
Iterative Soft-thresholding and Projection Algorithm
We first reparametrize (3.1) by introducing an auxiliary variable :
This reparametrization decouples the computational dependency in the optimization problem. Therefore a complicated problem decouples into multiple simpler sub-problems, which can be solved in closed-forms. More specifically, (3.2) can be rewritten in the following equivalent saddle point problem
where ⇢ > 0 is the penalty multiplier, and U 2 R d⇥d is the Lagrange multiplier matrix. The ADMM works in an iterative fashion. Suppose we obtain the solution ⌃ (t) , (t) , U (t) at the t-th iteration, the algorithm proceeds as follows:
Step 1. Update ⌃ by
, (3.4) has the closed-form solution by soft-thresholding,
Step 2. Given ⌃ (t+1) , we then update by
Equation (3.6) has a closed-form solution
, ⌧ 1 C C C C A , where
is a spectral projection operator and is characterized by the following lemma. Updating requires an eigenvalue decomposition. The eigenvalue decomposition has been intensively studied in the literatures of numerical analysis and parallel computing. Many sophisticated parallel algorithms such as the Lanczos algorithm have been developed and the eigenvalue decomposition now can scale to large problems using GPGPU (general-purpose graphics processing unit) or multicore techniques.
Step 3. Update U by
We stop the iteration when the following convergence criterion is satisfied
where ✏ > 0 is a precision tolerance parameter. In applications, we set ✏ = 10 6 . Xue et al. (2012) also developed a similar computational algorithm, and our ISP algorithm has a di↵erent updating formula for ⌃ due to the equality constraint ⌃ jj = 1 for the correlation matrix estimation. Moreover, as a reviewer pointed out, such an ADMM type algorithm was first derived in Bien and Tibshirani (2011) for sparse covariance estimation problem. More specifically, they adopted the majorize/minimize procedure to relax the non-conconvex formation. The resulting subproblem is identical to (3.1), and solved by the same computational algorithm. For more details, please refer to Appendix 3 in Bien and Tibshirani (2011) . 
Relationship between EC2 and Soft-thresholding Operator

Covariance Estimation with Adaptive Penalty
As mentioned earlier, the generalized thresholding operator family contains many thresholding functions induced by other non-convex penalty functions such as SCAD. Similarly we can also combined our EC2 with other non-convex regularization to reduce the estimation bias. Usually a non-convex regularization makes the penalized least square formulation non-convex and there is no guarantee to obtain a global solution in polynomial time. To retain the global convexity of the formulation, we usually choose the adaptive penalty in (Zou, 2006) , which results in the following optimization problem
where W represents the weight matrix and denotes the Hadamard product, i.e.,
There are multiple choices for W, and Zou (2006) suggest to use the reciprocal of the ordinary least square estimate as the weight, i.e., W jk = (S jk ) 1 in our case. Some recent result in Xue and Zou (2012) also implies that`1 penalized estimator is potentially a better choice, i.e.,
◆ 1 in our case, where 1/n is to avoid the reciprocal of zero elements in the`1 penalized estimator. We will compare these two weight matrices in numerical experiments in Section 5. Adding the weights does not change the problem formulation. Therefore we can solve the problem in (3.9) using the same ISP algorithm with Step 1 replaced by the following
Step 1a,
Step 1a. Update ⌃ by
, (3.10) has the closed-form solution by soft-thresholding,
and the same convergence guarantee holds for the EC2 with adaptive penalty.
EC2 with MC+ penalty
Most non-convex penalty functions result in non-convex formulations of EC2, there is usually no guarantee to get a global solution in polynomial time. However, one exception is the minimax concave (MC+) penalty, it is possible to retain the global convexity with a suitable choice of tuning parameter. Recall the minimax concave penalty in Zhang (2010):
where > 1 is a pre-fixed parameter. By varying from ! 1 to ! 0 + , we can obtain a continuum of penalties and threshold operators for every > 0. The EC2 with MC+ penalty is formulated as
The next proposition shows that the problem in (3.13) in convex whenever the MC+ parameter > 1. Therefore, by applying the MC+ penalty function to EC2, we enjoy the bias reduction of the non-convex penalty without losing global convexity.
Proposition 3.4. The optimization problem in (3.13) is convex when > 1.
Proof. The proof of this proposition is presented in Appendix C.
Remark 3.5. A heuristic approach to solve (3.13) is to modify Step 1 of the ISP algorithm described in Subsection 3.1. More specifically, we replace Step 1 with Step 1b described as follows.
Step 1b. Update current values of (t) and U (t) , we update ⌃ by
Let e ⌃ := (t) + U (t) , for > 1, (3.10) has a closed-form solution which is a piecewise-linear thresholding function,
However, the ADMM cannot guarantee the convergence to the global solution of (3.13) since existing analysis relies on the convexity of both the loss and penalty functions. Our empirical studies show that such an ADMM often fails to converge. Therefore, instead of using this algorithm, we propose an alternative algorithm using the local linear approximation (LLA).
The LLA is also an iterative algorithm, and suppose at the t-th iteration, we already have the current solution ⌃ (t) . We consider the linearization of MC+ at ⌃ = ⌃ (t) , which is defined as 16) then instead of directly minimizing (3.13), we solve the following convex relaxation of:
= argmin
The LLA is usually used to solve non-convex minimization problem and has a provable convergence to the local optimum. Since the formulation of (3.13) is convex, a global solution can be obtained. Several illustrative examples of the MC+ and LLA are shown in Figure 1 . 
EC2 with Largest Eigenvalue Constraint
In this subsection, we extend the EC2 by also constraining the largest eigenvalue. In particular, we consider the following optimization problem:
The formulation in (3.18) is also convex:
Proposition 3.6. The optimization problem in (3.18) is a convex program.
Proof. The proof of this proposition is presented in Appendix A.
To derive the algorithm, we only need to modify Step 2 of the ISP algorithm described in Subsection 3.1. More specifically, we replace Step 2 with Step 2a described as follows.
Step 2a. Given ⌃ (t+1) , we update by
Equation (3.19) also has a closed-form solution 
The proof of this lemma is presented in Appendix B.
Therefore, using an iterative soft-thresholding and spectral thresholding procedure, we simultaneously control the smallest and largest eigenvalues of the estimated covariance matrix. By replacing Step 2 with Step 2a, the rate of convergence of the ISP algorithm preserves. The same convergence guarantee also holds for the EC2 with the largest eigenvalue constraint.
Statistical Properties
In this section, we analyze the theoretical properties of the EC2 estimator. In Section 3, we introduced several EC2 estimators: EC2 with`1-penalty, EC2 with MC+ penalty, EC2 with adaptive penalty, and EC2 with largest eigenvalue constraint. All these estimators have similar statistical properties. For conciseness, we focus on analyzing the EC2 estimator with`1-penalty as defined in (3.1) and (2.1) in this section. The same results hold for the other variants of the EC2 estimators by following the same argument.
Since EC2 first estimates the correlation matrix, we proceed to derive the asymptotic error bound for b ⌃
EC2
. Let 0  q < 1, we consider the following class of sparse correlation matrices:
We also define a class of covariance matrices:
where
The definition of this class is similar to the "universal thresholding class" defined by Bickel and Levina (2008b); Rothman et al. (2009) . The main di↵erence is that instead of assuming each column of the covariance matrix belongs to a`q-ball, we impose such conditions on the correlation matrix. Such a class is more suitable for our setting since the EC2 first estimates the correlation matrix.
Here we list down all the required assumptions:
(A1) Each marginal distribution of X := (X 1 , . . . , X d ) is sub-Gaussian, i.e., there exists a finite constant K, such that 
These conditions are mild. Similar assumptions have been used in Rothman et al. (2009) to analyze the asymptotic properties of the STO estimator. Though this paper focuses on the sub-Gaussian family (as shown in Condition A1), the methodology and theory can be further extended to the semparametric Gaussian copula family (Liu et al., 2009 (Liu et al., , 2012 , which further benefits Gaussian copula-based statistical methods such as Gaussian copula discriminant analysis and Gaussian copula component analysis in Han et al. (2012); Han and Liu (2012) .
In the rest of this section, we provide both asymptotic and non-asymptotic analysis. For the asymptotic result, we show that, with high probability, the EC2 estimator in (3.1) is the same as the STO estimator in (2.2). This result suggests that the EC2 estimator preserves all the asymptotic properties of the STO estimator and is thus rate optimal in the minimax sense. However, such an asymptotic result holds only for large enough sample size n, which may not be satisfied in the finite-sample settings. To gain more insights, we also provide a non-asymptotic result of the EC2 estimator. Our non-asymptotic analysis achieves the same rate of convergence as that in Rothman (2012), which is optimal in terms of Frobenius norm error. To our best knowledge, EC2 is the first estimator that simultaneously achieves sparse and positive definite estimates and owes the optimal rate of convergence in terms of the spectral norm error. The optimal rate of convergence under the spectral norm has not been established in Rothman (2012); Lam and Fan (2009); Bien and Tibshirani (2011) . It is still an open problem in the literature on whether their estimators can achieve the optimal rate of convergence under the spectral norm.
Asymptotic Results
We first present the asymptotic analysis, which suggests that, for large enough sample size n, the EC2 estimator is the same as the STO estimator. In this section, we always consider the high dimensional settings where d > n. The analysis of the low-dimensional case when d < n is trivial. 
Proof. The proof of this theorem is presented in Appendix D.
Theorem 4.1 shows that the solution to STO is also the solution to EC2 with high probability. Therefore our ISP algorithm always first checks the minimum eigenvalue of the STO estimator. The algorithm proceeds only when the feasibility condition is not satisfied. Empirically, in many situations, the soft-thresholding operator meets the requirement in Theorem 4.1. In these cases, the computation of the EC2 estimator is as e cient as the simple STO estimator. Also, in applications, we do not require exact knowledge of min , a lower bound is enough. In fact, in later numerical experiment section, we propose a fully data-dependent approach to select ⌧. 
Proof. The proof of this theorem is presented in Appendix E.
As has been proved in Cai and Zhou (2012) , the rate of convergence in (4.3) is minimax optimal over the class U (, q, M d , min ). Therefore, we have
Theorem 4.2 shows that the EC2 estimator is asymptotically rate optimal. The main catch of this result is that it requires the condition n
tion (A3), this would not be a problem in the asymptotic sense. However, in finite sample settings, this may no longer be true. In the next section, we provide a non-asymptotic result of the EC2 estimator. This result is comparable to the theoretical result as in Rothman (2012).
Non-asymptotic Results
In this section we derive the non-asymptotic error bound to further analyze the performance of EC2. To make our results comparable to that in Rothman (2012) 
Proof. The proof of this theorem is presented in Appendix F.
Remark 4.4. If we directly exploit EC2 to estimate
⌃ ⇤ cov , we do not have (⌃ ⇤ cov ) jj = (S cov ) jj in (F.
5). The proof will end up with a rate O P
( p (d + N d ) log d/n) under
the Frobenius norm. The extra term d log d on the numerator reflects the e↵ort for estimating the diagonal elements.
The rate of convergence under the Frobenius norm in Theorem 4.3 matches the minimax lower bound for correlation matrix estimation and is the same as the one obtained by Rothman (2012) . Such a result leads to an error bound under the spectral norm as in the following corollary.
Corollary 4.5. Under the same conditions as in Theorem 4.3 and d > n, we have
Proof. The proof follows from the same argument as Theorem 4.2, combined with the trivial bound
The detailed proof is omitted for conciseness.
Numerical Experiments
We compare di↵erent variants of EC2 with the estimators proposed by Rothman et al. (2009) and Rothman (2012) . More specifically, we consider nine methods:
• HTO: generalized thresholding with L 0 -penalty (or the hard-thresholding estimator), • STO: generalized thresholding with`1-penalty (or the soft-thresholding estimator), • ATO-S: adaptive STO using the sample correlation matrix as the weight matrix, • ATO-G: adaptive STO using the STO estimator as the weight matrix, • MCTO: generalized thresholding estimator using the MC+ penalty, • EC2-L1: EC2 with`1-penalty, • AEC2-S: adaptive EC2 using the sample correlation matrix as the weight matrix, • AEC2-G: adaptive EC2 using the STO estimator as the weight matrix.
• EC2-M: EC2 with MC+ penalty • Log-Det: the estimator proposed in Rothman (2012) 1 . We select the tuning parameters of these methods in a data-dependent way as described in the next subsection.
Tuning Parameter Selection
We choose the tuning parameter by subsampling (Bickel and Levina, 2008a) . More specifically, we randomly split the dataset K times. For splitting, the data is divided into a validation set of size n 2 and a training set of size n 1 = n n 2 . Theoretically, we can choose n 2 ⇣ n/ log n. Practically, we choose n 1 = 3 4 n. Then we select the tuning parameter = 1.01 for EC2-M, which makes the performance of EC2-M close to HTO. We choose for STO and MCTO as
where b ⌃ k,n 1 is the STO or MCTO correlation estimator, with computed with the training set of the k-th split and S k,n 2 is the sample correlation of the validation set of the k-th split. For EC2-L1 and EC2-M, we choose as the same as STO and MCTO respectively, and then tune ⌧ as
is the EC2-L1 or EC-M estimator using a similar notion in (5.1). For ATO, we tune over the gird using the same criterion as (5.1). For AEC2, we choose the same ⌧ as EC2 and the same as ATO. For Log-Det, we take ⌧ = 10 4 as suggested in Rothman (2012) and tune over the grid using the same criterion as (5.1).
Simulated Datasets
We use three models for the population covariance matrix. The heatmaps of these three covariance models with d = 200 are shown in Figure 2 : Using these covariance models, we generate n = 200 independent data points from a d-dimensional Gaussian random variable with mean 0. The resulting covariance estimates are compared to the population covariance matrix using the spectral and Frobenius norms as evaluation metrics. We repeat this procedure 200 times and summarize the averaged estimation errors in Tables 1-3 with the corresponding standard errors in the parentheses. The histograms of the minimum eigenvalues of the HTO, STO, ATO-G, ATO-S and MCTO estimators are provided in Figures 3-5 .
From these results, we see that STO, EC2-L1 and Log-Det achieve similar estimation performance in both Frobenius norm and spectral norm errors. In particularly, EC2-L1 and Log-Det slightly outperforms STO in Frobenius norm errors, while STO has a slightly better spectral norm performance. For both block covariance and banded covariance models, EC2-L1 always guarantees the positive definiteness of the estimated covariance matrices, in contrast, STO almost never delivers positive definite estimates (especially for d = 400). This is similar to the results obtained by Rothman (2012) .
Since the adaptive penalty reduces the estimation bias, ATO-S and ATO-G perform better than STO. ATO-G performs better than ATO-S. Similarly, both AEC2-S and AEC2-G outperform EC2-L1 with AEC2-G performs better than AEC2-S. Comparing AEC2-G with ATO-G, we see that AEC2-G outperforms ATO-G in most experimental settings. This results suggests that by utilizing the eigenvalue constraint, AEC2-G further improves the estimation performance.
HTO has a comparable performance to AEC2-G. For the Toeplitz covariance model, AEC2-G clearly outperforms HTO. For the block covariance model, HTO outperforms AEC2-G. For the banded covariance model, these two methods behave similarly: HTO slightly outperforms AEC2-G in spectral norm error, while AEC2-G is slightly superior to HTO in Forbenius norm error. The main reason that HTO achieves good estimation performance for the block covariance model is due to the fact that the hard-thresholded covariance matrix is always positive definite in this setting. The performance of HTO decreases on both Toeplitz and banded covariance models since the hard-thresholded covariance matrices are never positive definite in these two settings. This again confirms the fact that utilizing the eigenvalue constraints improves the estimation performance of an estimator.
EC2-M and MCTO achieves good estimation performance in many settings. Especially for both block and banded covariance models, EC2-M achieves the best estimation performance in both Frobenius and spectral norm errors, and MCTO falls slightly behind the EC2-M due to the indefiniteness.
In summary, by adding the eigenvalue constraints we can obtain equally or better estimation than the naive thresholding. Also, by examining the histograms for minimum eigenvalues of the HTO, STO, ATO-G, ATO-S and MCTO estimates in Figures 3, 4 , and 5, we see that all these thresholded estimators su↵er di↵erent extents of indefiniteness, especially for the banded setting, no positive definite output is found over all replications.
Real Dataset
To illustrate the e cacy of the proposed methods, we adopt the Parkinsons disease dataset from the UCI machine learning data repository 2 , which is the same as Rothman (2012). It contains 195 speech signals, of which 147 are from cases and 48 are from controls. Each signal is converted into 22 numerical variables. We plug the estimated covariance matrix into quadratic discriminant analysis (QDA), and the performance of the proposed covariance estimators are evaluated based on the classification error rates. Similar to the simulated datasets, we randomly partition the data 10 times into 65 training samples (49 from cases and 16 from controls) and 130 testing cases (98 from cases and 32 from controls). As is shown in Table 4 , for all 200 partitions, HTO, ATO-G, ATO-S, MCTO are not applicable to QDA due to the indefiniteness. The STO estimator is positive definite and applicable to QDA for 136 out of 200 random partitions. The average classification error rate of all the 136 applicable STO estimates is 22.91%. While all EC2 estimators are guaranteed to be positive definite and work well for QDA. In terms of classification error, EC2-M achieves the best performance with an error rate 21.45%. The performance of AEC2 is close to EC2-M. This result again confirms that the EC2 estimators achieve better estimation performance than the simple thresholded estimators.
Conclusions
We propose a novel approach named EC2 (Estimation of Covariance with Eigenvalue Constraints) for estimating high dimensional sparse covariance matrices with explicit eigenvalue constraints. EC2 is computationally tractable and theoretically justifiable. In particularly, EC2 achieves the optimal rates of convergence in terms of both spectral norm and Frobenius norm errors. Practically, we adopt a data-dependent approach for tuning parameter selection and numerical experiments on both simulated and real datasets are used to illustrate the usefulness of our method.
Therefore, e ⌃ 2 A 1 . We show that A 1 is a convex set. To show that A 2 is a convex set, we follow a similar argument:
We thus complete the proof.
Appendix B: Proof of Lemmas 3.2 and 3.7
Proof. Here we only prove Lemma 3.2, Lemma 3.7 follows the same argument and is omitted.
We rewrite the spectral decomposition of A as A = VZV T , where
Since the Frobenius norm is invariant to the unitary matrix V, we have
Let e j = max{ b j , ⌧}, it is easy to check that when V T BV = R := diag( e 1 , e 2 , ..., e d ), we minimize (B.2). Therefore B = VRV T is the solution to the projection.
Appendix C: Proof of Proposition 3.4
Proof. From the proof of Proposition 3.1, we know that the constraint sets are convex. Therefore, it su ces so show that the objective function in (3.13) is convex. which completes the proof.
From (4.2), it is easy to show that
where C K is a constant only depends on K as in (4.2). Therefore We use A E to denote the projection of the matrix A 2 R d⇥d to the subspace E. More specifically, the element on the j-th row and k-th column of A E is the same as A if (j, k) 2 supp(⌃ ⇤ ). Otherwise, the value is 0. Moreover, let A E ? = A A E . Since k · k 1,o↵ is decomposable, we have By the Cauchy-Schwartz inequality, we also have 
