Abstract. We investigate the inverse problem of identifying a conditional probability measure in a measure-dependent dynamical system. We provide existence and wellposedness results and outline a discretization scheme for approximating a measure. For this scheme, we prove general method stability.
Introduction
In this paper, we examine an inverse problem involving a general measure-dependent partial differential equation (PDE). We consider a general abstract evolution equation with solution b, depending on the conditional probability measure F :
for t ∈ T = [0, t f ] with t f < ∞. As investigated in our previous work [12, 22] , the function space for both the initial condition b 0 (·) and the solution b(t, x) is H= L 1 (Q, R + ), where Q = [0, x], x ∈ R + and g : H × F → H. This study of this class of models is motivated by our interest in studying fragmentation phenomena, which arise in a wide variety of areas including size structured algal populations [1, 2, 5] , cancer metastases [15, 19, 25] , and mining [16, 23] . In [12] , we developed a size-structured partial differential equation (PDE) model for bacterial flocculation, the process whereby aggregates, i.e., flocs, in suspension adhere and separate. For the breakage term in that PDE model each fragmentation event will generate child particles according to a post-fragmentation probability distribution. In the literature, it is widespread to assume that this distribution is independent of parent floc size and is normally distributed. However, in [13] , we focused only on the fragmentation and developed a microscale mathematical model which contradicts this result and predicted that the distribution is both dependent on parent size and non-normal. Thus it is clear that there is a need for a methodology to identify this conditional distribution from available data.
In this work, we present and investigate an inverse problem for estimating the conditional probability measures from size-distribution measurements. We use the Prohorov metric (convergence in which is equivalent to weak convergence of measures) in a functional-analytic setting and show well-posedness of the inverse problem. We develop an approximation approach for computational implementation and show well-posedness of this approximate inverse problem. We also show the convergence of solutions to the approximate inverse problem to solutions of the original inverse problem. Our approach is inspired by that for identifying a single probability measure in Banks and Bihari [6] and a countable number of probability measures in Banks and Bortz [7] . The primary contribution of this work is to extend this theory to conditional probability measures. We also illustrate that the flocculation dynamics of bacterial aggregates in suspension is one realization of systems satisfying the hypotheses in our framework. from laboratory data. Accordingly, we will make some assumptions which are driven by the features of the available validating data.
Theoretical framework
Let P(Q) be the space of all probability distributions on (Q, A ), where A is the Borel σ-algebra on Q. Since we are primarily concerned with the system in (1)- (2), we restrict the space of probability distributions to those that can be solutions to our inverse problem. A fragmentation cannot result in a daughter floc larger than the original floc, therefore we consider the subset P y (Q) ⊂ P(Q) such that F (x, y) ∈ P y (Q) if F (x, y) ≡ 1 for x ≥ y and fixed y ∈ Q. We also restrict our solutions to piecewise absolutely continuous (PAC) functions with a finite number of discontinuities in x for a fixed y. An illustration of the domain and an example using a Beta distribution (α = β = 2) is depicted in Figures 1a and 1b . Note that in Figure 1a , the upper left corner of the domain admits values of F (x, y) between 0 and 1, and the lower right requires F (x, y) ≡ 1. We then define our space of solutions to the inverse problem as F (Q × Q), the space of all PAC functions with a finite number of discontinuities in x such that F (x, y) ∈ P y (Q) for any fixed y. Figure 1: (a) Domain for the probability measure F (x, y) showing admissible values for F (x, y) ⊂ P(Q). Dotted line is for y = 2x/3. (b) Example F (x, 2x/3) ⊂ P(Q) for fixed y. In this case, Γ is a Beta distribution with α = β = 2
We define a metric on the space F to create a metric topology, and we accomplish this by making use of the well-known Prohorov metric (see [11] for a full description). Convergence in the Prohorov metric is equivalent to weak convergence, and we direct the interested reader to [17] for a summary of its relationship to a variety of other metrics on probability measures. For F,F ∈ F and fixed y, we use the Prohorov metric ρ P roh to denote the distance ρ P roh (F (·, y),F (·, y)) between the measures. We extend this concept to define the metric ρ on the space F (Q × Q) by taking the supremum of ρ P roh over all y ∈ Q, ρ(F,F ) = sup y∈Q ρ P roh (F (·, y),F (·, y)) .
The most widely available, high-fidelity data for flocculating particles are in the form of particle size histograms from, e.g., from flow-cytometers, Coulter counters, etc. Accordingly, we will define our inverse problem with the goal of comparing with histograms of floc sizes. Let n j (t i ) represent the number of flocculated biomasses with volume between x j and x j+1 at time t i . We assume that the data is generated by an actual post-fragmentation function. In other words, n d is representable as the partial zeroth moment of the solution
for some true probability-measure F 0 ∈ F . The random variables E ji represent measurement noise. We also assume, as it is commonly assumed in statistics, that the random variables E ji are independent, identically distributed, E[E ji ] = 0 and V ar[E ji ] = σ 2 < ∞ (which is generally true for flow-cytometers [14] ). Thus our inverse problem entails finding a minimizer of the least squares cost functional, defined as
where the data n d ∈ R Nx×Nt consists of the number of flocs in each of the N x bins for floc volume at N t time points. The superscript d denotes the dimension of the data, d = N x × N t . The function b is the solution to (1)-(2) corresponding to the probability measure F .
For a given data n d , the cost function J may not have a unique minimizer, thus we denote a corresponding solution set of probability distributions as F * (n d ). We then define the distance between two such sets of solutions, F * (n
2 ) (for data n 2 ) to be the well-known Hausdorff distance [20] d
2 )} .
Inverse Problem
In this section we will establish well-posedness of the inverse problem defined in (3). In particular, we will first show that for a given data n d with dimension d the least squares estimator defined in (3) has at least one minimizer. Next, we will investigate the behavior of minimizers of (3) as more data is collected. Specifically, we will show that the least squares estimator is consistent, i.e., as the dimension of data increases (N t → ∞ and N x → ∞) the minimizers of the estimator (3) converge to true probability measure F 0 generating the data n d .
Existence of the estimator.
In this section we prove that the cost functional defined in (3) possesses at least one minimizer. We use the well-known result that a continuous function on a compact metric space has a minimum. In particular, first we show that (F , ρ) is a compact metric space. Next, we establish continuous dependence of the solution b on the conditional probability measure F . For much of the following analysis, we require the operator g to satisfy a Lipschitztype condition. We detail that condition in the following.
Condition 2.1. Suppose that b andb are solutions to the evolution equation (1)- (2) . For fixed t, the function g :
where C > 0, and T (F,F ) is some function such that |T (F,F )| < ∞ and T (F,F ) → 0 as ρ(F,F ) → 0.
We begin by proving that (F , ρ) is a compact metric space.
It is easy to see we have a Cauchy sequence {F n (·, y)} ∈ P y (Q) which converges uniformly in y ∈ Q. From results in Billingsley [11] , P y (Q) is a compact metric space, there exists F (·, y) ∈ P y (Q) such that ρ P roh (F n (·, y), F (·, y)) < for all n ≥ N . Thus sup y∈Q ρ P roh (F n (·, y), F (·, y)) < and (F , ρ) is a complete metric space. In addition, since Q × Q is compact and
is totally bounded and therefore (F , ρ) is a compact metric space. Now that we have a compact metric space, it remains to show that the cost functional on that space is continuous with respect to the function F . It suffices to prove point-wise continuity.
Lemma 2.3. If t ∈ T , F ∈ F , and the operator g in (1) satisfies Condition 2.1, then the unique solution b to (1) is point-wise continuous at F ∈ F . Moreover, since F is compact space the unique solution b is uniformly continuous on F .
Proof. For the function b to be point-wise continuous at F , we need to show that b(t, ·;
We begin by re-writing (1) as an integral equation
By definition of solutions, we have
Based on Condition 2.1, we obtain
We use the results of the above two lemmas to establish existence of a solution to our inverse problem.
Theorem 2.4. There exists a solution to the inverse problem as described in (3).
Proof. It is well known that a continuous function on a compact set obtains both a maximum and a minimum. We have shown (F , ρ) is compact, and from Lemma 2.3, for fixed t ∈ T, we have that F → b(t, ·; F ) is continuous. Since J is continuous with respect to F and we can conclude there exist minimizers for J.
Consistency of the estimator.
In previous section we have proved that for a given data there exists estimators for the least squares problem. In this section we will investigate the behavior of the least squares estimators as the number of observations increase. In particular, the estimator is said to be consistent if the estimators for the data n d converge to true probability measure F 0 as N t → ∞ and N x → ∞. Consistency of the estimators of the least squares problems are well-studied in the statistics and the results of this section follow closely the theoretical results of [10] and [8] . Hence, as in [10, Theorem 4.3] and [8, Corallary 3.2], we will make the following two assumptions required for the convergence of the estimators to the unique true probability measure F 0 .
(A1) Let us denote the space of positive functions T × Q → R + , which are bounded and Riemann integrable by R (T × Q, R + ). Then, the model function b(t, x; ·) :
Having the required assumptions in hand, we now present the following theorem.
Theorem 2.5. Under assumptions (A1) and (A2)
Proof. The specific details of this proof are nearly identical to a similar theorem in [10] and so here we simply provide an overview. Briefly, one first shows that J(F ; n d ) converges to J 0 (F ) for each F ∈ F as N t → ∞ and N x → ∞. Then, using the fact that J 0 (F ) is uniquely minimized at F 0 , one can show that for each sequence
and N x → ∞, which yields the result.
Approximate Inverse Problem
Since the original problem involves minimizing over the infinite dimensional space F , pursuing this optimization is challenging without some type of finite dimensional approximation. Thus we define some approximation spaces over which the optimization problem becomes computationally tractable. Similar to the partitioning presented in [7] ,
where the sequences are chosen such that Q D is dense in Q.
For positive integers M, L, let the approximation space be defined as
where ∆ q (x) is the Heaviside step function with atom x = q and the function 1 A is the indicator function on the interval A. Next, define the space F D as
Consequently, since Q is a complete, separable metric space, and by Theorem 3.1 in [6] and properties of the sup norm, F D is dense in F in the ρ metric. Therefore we can directly conclude that any function F ∈ F can be approximated by a sequence
Similar to the discussion concerning Theorem 4.1 in [6] , we now state the theorem regarding the continuous dependence of the inverse problem upon the given data, as well as stability under approximation of the inverse problem solution space F . Theorem 3.1. Let Q = [0, x], assume that for fixed t ∈ T, x ∈ Q, F → b(t, x, F ) is continuous on F , and let Q D be a countable dense subset of Q as defined in (4) 
Proof. Suppose that F * (n d ) is the set of minimizers for J(F ; n d ) over F ∈ F corresponding to the data n d . Using continuous dependence of solutions on F , compactness of (F , ρ), and the density of F D in F , the arguments follow precisely those for Theorem 4.1 in [6] . In particular, one would argue in the present context that any sequence
Conversely, simple triangle inequality yields that
This is in turn, from (5) and Theorem 2.5,
Since we do not have direct access to an analytical solution to (1), our efforts are focused on the solving the approximate inverse problem
Here, N t is the number of data observations, N x is the number of data bins for floc volume, and b N is the semi-discrete approximation to b. In Section 4, we will define a uniformly (in time) convergent discretization scheme and its corresponding approximation space H N ⊂ H. The discretized version of (6) is represented by
where g N : H N × F → H N denotes the discretized version of g. We will need that g N exhibits a type of local Lipschitz continuity and accordingly define the following condition.
Condition 3.2. Suppose that the discretization given in (7)- (8) is a convergent scheme.
where C N > 0, and
General method stability [9] requires b N (t, x; F i ) → b(t, x; F ) as F i → F in the ρ metric and as N → ∞; we will now prove this. Lemma 3.3. Let t ∈ T , F ∈ F ,and {F i } ∈ F such that lim i→∞ ρ(F i , F ) = 0. For fixed N , if b N (t, x; F i ) is the solution to (16)- (17) and Condition 3.2 holds, then b N is pointwise continuous at F ∈ F .
Proof. The proof of this lemma is identical to that for Lemma 2.3. We first recast (7) 
Proof. A standard application of the triangle inequality yields
The first term converges by Lemma 3.3, while the second term converges because the proposed numerical scheme is assumed to converge uniformly.
With this corollary, we now consider the existence of a solution to the approximate inverse problem in (6), as well as the solution's dependence on the given data n d .
Theorem 3.5. There exists solutions to both the original and approximate inverse problems in (3) and (6), respectively. Moreover, for fixed data n d , there exist a subsequence of the estimators {F N } ∞ N =1 of (6) that converge to a solution of the original inverse problem (3).
Proof. As noted above, (F , ρ) is compact. By Lemmas 2.3 and 3.3, we have that both F → b(t, x; F ) and F → b N (t, x; F ), for fixed t ∈ T , are continuous with respect to F . We therefore know there exist minimizers in F to the original and approximate cost functionals J and J N respectively. Let {F * N } ∈ F be any sequence of solutions to (6) and {F * N k } a convergent (in ρ) subsequence of minimizers. Recall that minimizers are not necessarily unique, but one can always select a convergent subsequence of minimizers in F . Denote the limit of this subsequence with F * . By the minimizing properties of F * N k ∈ F , we then know that
By Corollary 3.4, we have the convergence of b N (t, x; F N ) → b(t, x; F ) and thus
Thus in the limit as N k → ∞, the inequality in (9) becomes
with F * providing a (not necessarily unique) minimizer of (3).
Theorem 3.6. Assume that for fixed t ∈ T , F → b(t, x; F ) is continuous on F in ρ, b N is the approximate solution to the forward problem given (16)- (17), J N is the approximation given in (6) , and Q D a countable dense subset of Q as defined in (4) .
corresponding to the data n d . Similarly, suppose that F * (n d ) is the set of minimizers for J(F ; n d ) over F ∈ F corresponding to the data
Proof. Observe that a simple triangle inequality yields
Therefore, combining the arguments of Theorem 3.1 and Theorem 3.5, we readily obtain
With the results of these two theorems, we can claim that both there exists a solution to the inverse problem and it is continuously dependent on the given data. We have established method stability under approximation of the state space and parameter space of our inverse problem. Therefore we can conclude general well-posedness of the inverse problem.
Example Illustration
The particular model we study here is the size-structured flocculation dynamics of the microorganisms in suspension and is given by the following integro-differential equation
where b(t, x) dx is the number of aggregates with volumes in [x, x + dx] at time t, and A, B and R are the aggregation, breakage (fragmentation) and removal operators, respectively. We consider x ∈ Q = [0, x], where x is the maximum floc volume and
The aggregation, fragmentation and removal functions are defined by:
and
where k a (x, y) is the aggregation kernel, describing the rate at which flocs of volume x and y combine to form a floc of volume x + y. The aggregation kernel is symmetric function and k a (x, y) = 0 for x + y > x. The fragmentation kernel k f (x) describes the rate at which a floc of volume x fragments. The function Γ(x, y) is the post-fragmentation probability density, for the conditional probability of producing a daughter floc of size x from a mother floc of size y. This probability density is used to characterize the stochastic nature of floc fragmentation (e.g., see the discussions in [4, 12, 13, 18] ).
In [13] , we proposed a model for bacterial floc breakage based upon hydrodynamic arguments and predicted a post fragmentation density Γ. The eventual goal (and the topic for a future paper) is to unify the theoretical results (in this work and in [12, 13] ) with experimental evidence to validate (or refute) our proposed fragmentation model. We now consider the application of this framework to the system in (10)- (12) . For fixed t ∈ I, b(t, ·) ∈ H, F ∈ F , consider the right side of (10), represented by (1),
To show that g satisfies the locally Lipschitz property of Condition 2.1, we need the following two lemmas.
. The evolution equation (10)- (12) Furthermore, the operator A + R is locally Lipschitz
Proof. For the proof of the first part we refer readers to [12, §3] . To show that A + R is locally Lipschitz, first observe that
At this point applying Young's inequality [3, Theorem 2.24] for the first two integrals yields the desired result
The above lemma establishes that the classical solution of (10)- (12) is bounded on T × Q. Moreover, since the space of Riemann integrable functions are dense on L 1 (Q, R + ), we tacitly assume that the classical solution is also Riemann integrable. Therefore, the evolution equation (10)- (12) satisfies consistency conditions of Theorem 2.5, and thus the inverse problem defined in (3) is well-posed for this particular application. Proof. Examining the fragmentation term, we find
where C frag = k f ∞ . The second term on the right hand side becomes
Since´Q dF y − dF y → 0 is equivalent to ρ P roh (F y ,F y ) → 0 , we know that
Therefore,
Similar analysis for the third term leads to the bound
Combining these results we find the overall fragmentation term can be bounded by Proof. Consider
Using the Lipschitz constants from the fragmentation and aggregation terms,
where
Therefore, since the function g satisfies Condition 2.1, we can conclude well-posedness of the inverse problem for identifying the post-fragmentation probability density, Γ(x, y), found in the model for flocculation dynamics of bacterial aggregates described in (10)-(12).
Numerical Implementation
We first form an approximation to H. We define basis elements 
and accordingly, we define the orthogonal projections π
Thus our approximating formulations of (10), (12) becomes the following system of N ODEs for b N ∈ H N and F ∈ F :
In the following lemma we show that the numerical scheme satisfies Condition 3.2.
satisfies the Lipschitz-type property in Condition 3.2.
Proof. We consider the integrand
and note that
The induced (L 1 -) norm on the projection operator will not be an issue as
As illustrated in the proof of Claim 4.3 above, the bounding constants for A and B are C agg and 3 2
C frag , respectively. Combining these results,
Corollary 4.5. The semi-discrete solutions to (16) converge uniformly in norm to the unique solution of (10) on a bounded time interval as N → ∞.
Proof. From results in [12] , we can obtain semi-discrete solutions b N to the forward problem that converge uniformly in norm to the unique solution of (10)-(12) on a bounded time interval as N → ∞.
For fixed N , we rewrite (16) in integral form and consider
for t ∈ T . Our strategy is to use the fact that our discretized version of g is locally Lipschitz and then apply Gronwall's inequality. We refer readers to [1, 12] for the detailed discussion about the convergence of the numerical scheme.
Results
As an initial investigation into the utility of this approach, we applied the method to the problem of flocculation dynamics. In [13] , we have shown that the post-fragmentation density function greatly depends on the parent floc size. In particular, we found that the resulting post-fragmentation density for large parent flocs resembles a Beta distribution with α = β = 0.5. For small flocs, however, the resulting density resembles a Beta distribution with α = β = 2. Towards this end, we applied the framework presented in this paper to these two different post-fragmentation functions. In Figure 2 , data were generated from the forward problem by assuming a post-fragmentation density function,
Similarly, in Figure 3 , data were generated with a post-fragmentation density function,
To describe the aggregation within a laminar shear field (orthokinetic aggregation) we used the kernel,
proposed by von Smoluchowski [24] . As in [2, 12, 21, 22] we assume that the breakage and removal rate of a floc of volume x is proportional to its size,
We also note that constants for the rate functions were chosen to emphasize the fragmentation as a driving factor. The simulations were run with initial size-distribution b 0 (x) = 10
. These data serve as the "observed" data n d . Nonlinear constrained optimization employing the sequential least squares algorithm as implemented in Python fmin_slsqp was used to minimize the cost functional in (6) . The optimization was seeded with an initial density comprised of a uniform density in x for fixed y. Naturally, we constrained Γ(·, y) to be a probability density for each fixed y, i.e., Our discretization uses M = L = N x = N . We found that having more comparison points in time was critical to observe the expected error convergence in N. To illustrate this effect, we let N t = N + 40. The result of the optimization for N = 30, F 30 (x, y), is shown in Figure 2 . Absolute error for the true probability measure F 0 and the approximate estimator F 30 is depicted in Figure 2c . Convergence in Prohorov metric implies the uniform convergence of probability measures [17] , i.e., Towards this end, in Figure 2d , we have illustrated error plots for the sequence of estimators {F N } 30 N =5 . As it has been predicted in Theorem 3.5 the sequence of the estimators has a subsequence (indicated by solid red dots) which is convergent to true probability measure F 0 . Our results for larger N confirm that trend continues for N > 30. 
Concluding Remarks
Our efforts here are motivated by a class of mathematical models which characterize a random process, such as fragmentation, by a probability distribution. We are concerned with the inverse problem for inferring the probability distribution, and present the specific problem for the flocculation dynamics of aggregates in suspension which motivated this study. We then developed the mathematical framework in which we establish well-posedness of the inverse problem for inferring the probability distribution. We also include results for overall method stability for numerical approximation, confirming a computationally feasible methodology. Finally, we verify that our motivating example in flocculation dynamics conforms to the developed framework, and illustrate its utility by identifying a sample distribution.
We originally proposed the flocculation model in [12] and this work is one piece of a larger effort aimed at pushing the boundaries for identifying microscale phenomena from size-structured population measurements. In particular, we are interested in fragmentation. The model proposed in [13] uses knowledge of the hydrodynamics to predict a breakage event and thus the post fragmentation density Γ. With this work, we now have a tool to bridge the gap between the experimental and modeling efforts for fragmentation. And, a future paper will focus on using experimental evidence to validate (or refute) our proposed fragmentation model.
