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Abstract
In this paper we develop an operational formulation of General Rel-
ativity similar in spirit to existing operational formulations of Quantum
Theory. To do this we introduce an operational space (or op-space) built
out of scalar fields. A point in op-space corresponds to some nominated
set of scalar fields taking some given values in coincidence. We assert that
op-space is the space in which we observe the world. We introduce also
a notion of agency (this corresponds to the ability to set knob settings
just like in Operational Quantum Theory). The effects of agents’ actions
should only be felt to the future so we introduce also a time direction
field. Agency and time direction can be understood as effective notions.
We consider regions, A, of op-space. We show how to write down so-
lutions, ΨA, corresponding to such regions. Further, we show how to join
together such solutions at boundaries in op-space. We find that there is a
curious kind of non-separability in General Relativity in which fully speci-
fying the solutions, ΨA and ΨB, in each of two regions, A and B respectively,
of op-space, can be insufficient to fully specify the solution, ΨA∪B, in the
composite region, A ∪ B.
We show how to formulate General Relativity as a possibilistic theory
and as a probabilistic theory. In the possibilistic case we provide a compo-
sitional framework for calculating whether some operationally described
situation is possible or not. In the probabilistic version we introduce
probabilities and provide a compositional framework for calculating the
probability of some operationally described situation.
Finally we look at the quantum case. We review the operator tensor
formulation of Quantum Theory and use it to set up an approach to
Quantum Field Theory that is both operational and compositional. Then
we consider three different strategies for solving the problem of Quantum
Gravity. One approach, which attempts to combine the operator tensor
formulation of Quantum Field Theory with the probabilistic operational
formulation of General Relativity, is developed further than the other two.
By referring only to operational quantities we are able to provide for-
mulations for the possibilistic, probabilistic, and (the nascent) quantum
cases that are manifestly invariant under diffeomorphisms. These formu-
lations, further, satisfy the principle of general compositionality - that
the laws of physics should be written in such a way that they apply to
any compositional description of any object and in terms of calculations
having the same compositional structure as this description.
Cover art by Kac´a Bradonjic´: Impression of Lucien Hardy’s “Operational road
to Quantum Gravity”
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Part I
Introduction and Outline
1 Introduction
The theoretical, experimental, and metaphysical foundations of physics are re-
spectively rooted in mathematical formalism, operational procedures, and on-
tological description. In the physics of Newton and Maxwell, these three great
“continental plates” were unified. The objects in the mathematical formalism
describe exactly the underlying ontological entities and delimit what we can ob-
serve at the operational level. However, the tectonic forces unleashed by General
Relativity and Quantum Theory broke these continental plates apart. This is
the conceptual landscape from which a solution to the problem of Quantum
Gravity must be formed.
A common perception is that General Relativity is pretty much the same as
the classical theories that precede it and that we must look to Quantum Theory
for conceptual novelty. But this is not so. In some respects, Quantum Theory
is conceptually pedestrian compared with its cousin General Relativity. At the
very least we need to treat the two theories on an equal footing when developing
a theory of Quantum Gravity.
One tool that can be used to shed light on physical theories is reformula-
tion. There exist many formulations of both Quantum Theory and of General
Relativity. These different formulations often serve as a starting point for this
or that attack on the problem of Quantum Gravity. In particular, if we can
formulate the two theories in a similar spirit then we have a possible route
to their unification. For example, we can formulate both Quantum Theory and
General Relativity with a Hamiltonian and this provides the basis for the canon-
ical approach to Quantum Gravity (the modern version of this is loop Quantum
Gravity). Similarly, the string theory approach to Quantum Gravity starts from
a Lagrangian formulation of these two theories.
There is a formulation of Quantum Theory that is very successful but has not
generally been embraced by that part of the theoretical physics community in-
terested in more fundamental questions (such as the problem of Quantum Grav-
ity). This is Operational Quantum Theory. This unsung hero is, nevertheless,
the workhorse that powers much of the progress in the new subjects of Quantum
Information and Quantum Computing. The version of Operational Quantum
Theory you will find in textbooks uses density matrices, completely positive
maps, and positive operator valued measures (POVMs) to calculate probabil-
ities for certain measurement outcomes. Operational Quantum Theory was
developed in parallel with other developments in Quantum Theory. The idea
of density matrices goes back to von Neuman in 1927 [139], completely positive
maps were first discovered by Sudarshan in 1961 [134]. Such maps can be simply
understood in terms of Kraus operators introduced by Kraus in 1971 [84]. In
1967 Jauch and Piron introduced POVMs [80] (see also the paper by Davies and
1
Lewis [36]). An early book on Operational Quantum Theory is Davies’s 1976
publication [37]. The grander project of operational quantum theory seems to
go back to von Neuman (see his 1932 book translated in to English in [100]).
Other architects of this framework include Segal [126], Mackey [94], Haag and
Kastler [59], and Ludwig [91]. A more comprehensive discussion of the history
can be found in the article by Busch and Grabowski [22]. A modern treatment
of Operational Quantum Theory, as used in Quantum Information, can be found
in Chapter 8 of the book by Nielsen and Chuang [101].
In recent years alternative operational formulations of Quantum Theory have
been developed that are more suitable, in some respects, for a relativistic setting
and put all the aforementioned objects on an equal footing. The causaloid ap-
proach [61, 62, 63] is one such framework which provides a formulation of Quan-
tum Theory in the context of a general probability theory framework suitable
for theories with indefinite causal structure. Also there is the quantum combs
approach [25] of Chiribella, D’Ariano, and Perinotti, and the operator tensor
approach [66, 67] of the present author (these approaches associate operators
with arbitrary parts of a circuit). In Part V I will we present the operator tensor
formulation of Quantum Theory (first presented in [66]). In this approach, we
can calculate the probability for a circuit by means of an operator expression
having the same compositional form. We can represent this diagrammatically.
For example
prob

A
B
C
D
E
a
a
c
d
a
c
g

=
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a
a
c
d
a
c
g
(1)
I will also present a preliminary version of operator tensor Quantum Field The-
ory (this was outlined in [66] but not developed). A similar formulation has
been developed by Oeckl [105] (though there are some important differences).
Given the success of Operational Quantum Theory it seems pertinent to
attempt to reformulate General Relativity along similar operational lines. If we
can do this then we have the basis for an attack on the problem of Quantum
Gravity. This is the purpose of the present paper.
A desideratum is that such theories satisfy the principle of general compo-
sitionality (based on the composition principle outlined in [69]).
The principle of general compositionality: The laws of physics
should be written in such a way that they apply to any compositional
description of any object and in terms of calculations having the
same compositional structure as this description.
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This principle is written in similar language to the principle of general covariance
(see Appendix A.1). The latter played a very important role in the construction
of General Relativity. In fact, as pointed out by Kretchmann, any physical
theory can be formulated in accord with this principle [85]. However, as Einstein
responded [45] once we attempt to formulate theories in this way, our notions
of simplicity and elegance are modified. General Relativity looks like a very
natural theory in the resulting calculus of tensor fields. Newtonian mechanics,
on the other hand, appears unnatural. We might hope for something similar for
the principle of general compositionality.
We will use operational and compositional techniques, and we will be inter-
ested in possibilistic and probabilistic theories.
An example of a probabilistic calculation is given in (1). In a possibilistic
theory we want to determine whether some given situation is possible or not. An
interesting example [69] to illustrate this idea is Penrose’s impossible triangle
Each join is legal but the whole object is impossible. We can represent this
triangle abstractly as
B
B B
a
a
a
(2)
A general theory of Penrose objects (of beams joined at their ends) would al-
low us to calculate whether such objects are possible or not. If the principle
of general compositionality is satisfied, these calculations will have the same
compositional structure as the operational description (as in (2)).
In Part II we show how to think of General Relativity in operational terms.
First we build an operational space as corresponding to the space in which we
observe the world. This is built out of scalar fields. The choice of scalar fields for
the operational space is motivated by work of Westman and Sonego [143, 144]
(described in Sec. 9.4). We show how to write down solutions pertaining to
parts of operational space and how to combine such solutions. We also introduce
agency (analogous to knob settings in Operational Quantum Theory).
The approach taken in this paper is actually suitable for the more general
situation in which we have field equations that are invariant under diffeomor-
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phisms and whose solutions are take the form of specifying tensor fields at each
point on a manifold. General Relativity is one such theory and the one we are
most interested in, but everything we do is actually also suited to other such
physical theories.
In Part III we show how to formulate General Relativity as a possibilistic
operational theory that is composite in nature. The idea is that, given oper-
ational descriptions of various regions of operational space, we have a way of
determining whether this constitutes a possible state of affairs (i.e. does there
exist at least one solution having these operational descriptions). We provide
both symbolic and diagrammatic ways to do these calculations. We call this
formulation PoAGeR (for Possibilistic General Relativity with Agency).
In Part IV we show how to include probabilities in the picture. These are
just ignorance probabilities of the kind that we can have in any theory (de-
terministic or not). Again we develop symbolic and diagrammatic ways to do
the calculations. We call this formulation PAGeR (for Probabilistic General
Relativity with Agency).
In Part V we review the operator tensor approach to Quantum Theory.
We show how it can be adapted for infinite dimensional Hilbert spaces and
Quantum Field Theory. The calculations for these quantum situations can
also be represented symbolically and diagrammatically and they have a similar
structure to the possibilistic and probabilistic formulations of General Relativity.
In Part VI we look at the problem of Quantum Gravity. This is to find a
theory that reduces, in appropriate limits to Quantum Theory on the one hand
and to General Relativity on the other hand. We suggest three approaches.
First we consider an abstract approach in which we attempt to “quantize” the
probabilistic formulation of General Relativity. We dub the approach taken to
quantization as the “square root and square” approach. This is an attempt to
take the classical probability simplices of probabilistic General Relativity and
turn them into quantum like spaces. We develop this approach quite a long
way (though not into a fully fledged theory of Quantum Gravity). The second
approach is the ontological approach. The idea is that General Relativity, once
understood as an operational theory, may actually reproduce Quantum Theory
in appropriative circumstances. Or, failing that, an ontological model that
extends General Relativity, may also give rise to Quantum Theory. The third
approach is to apply principles to frameworks that are rich enough to contain
Quantum Theory and General Relativity as special cases. We call such possible
formulations of Quantum Gravity, QuAGeR (for Quantum General Relativity
with Agency).
This paper will, I hope, be appreciated by people from Quantum Founda-
tions, Quantum Information, and Computer Science backgrounds. Since Gen-
eral Relativity is not generally an active area of research for people with this
background I have included an extensive review of the standard formalism of
General Relativity in Appendix A. This covers all the basics of the subject:
manifolds; tensor fields; the metric; the covariant derivative; the curvature ten-
sor; the Bianchi identities; matter field equations in Special Relativity and how
to convert them to matter field equations for General Relativity; the Einstein
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field equations; the theory of diffeomorphisms. There is also an extensive dis-
cussion of the hole argument.
In this Part we will provide a brief sketch of the main ideas in the paper
glossing over many details for the time being.
2 This research program and other work
Many people have appreciated that we need to think in operational terms when
confronting the problem of quantum gravity. For example, in his famous 1967
paper setting up the canonical approach to Quantum Gravity [39] de Witt says
Perhaps the most impressive fact which emerges from a study of the
quantum theory of gravity is that it is an extraordinarily economical
theory. It gives one just exactly what is needed in order to analyze
a particular physical situation, but not a bit more. Thus it will say
nothing about time unless a clock to measure time is provided, and
it will say nothing about geometry unless a device (either a material
object, gravitational waves, or some other form of radiation) is in-
troduced to tell when and where the geometry is to be measured. ”
In view of the strongly operational foundations of both the quantum
theory and general relativity this is to be expected. When the two
theories are united the result is an operational theory par excellence.
The approach here is also operational though very different from the canonical
approach to Quantum Gravity.
In broad terms can imagine two kinds of operational approach to General
Relativity (and, ultimately, to Quantum Gravity). The first operational ap-
proach (not the one adopted here) is where we take instruments (rods, clocks,
light rays, GPS satelites...) as primitives. Special Relativity, as invented by
Einstein, is in this tradition. In the context of General Relativity there is a long
history of such approaches. Ehlers, Pirani, Schild (originally published in 1972,
republished in [44]) presented an axiomatic operational approach to space-time
where light rays and test particles under free fall are taken as primitives. De
Felice and Bini [38] look at how to model measurements in General Relativity.
Hartmann defines some basic primitives such as comparison allowing him to op-
erationalize basic observables in relativity and mechanics [72, 73] Rovelli [122]
considers using GPS coordinates to parameterize space-time. Lloyd has made
similar proposals [87] and investigated the accuracy limits imposed by quantum
theory for such GPS coordinates. The second operational approach is where
we build observables directly out of the fields that appear in the fundamental
theory. This is the approach we adopt in this paper.
This paper represents another step in the authors ongoing research program
with the aim of bringing operational probabilistic techniques to the problem of
Quantum Gravity. There are many parallel research programs bringing these
operational techniques and related techniques to bear on various aspects of
physics (mostly Quantum Theory). These approaches have in common that
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they are linear in probability. Rather than working with amplitudes they work
with objects, such as density matrices, that are linear in probability. This
distinguishes this approach from much of the rest of the theoretical physics
community where amplitudes are used.
In [60] I showed how to reconstruct quantum theory from operational axioms
in the context of a framework for general probability theories. There has been
significant progress on this subject in recent years (some papers are [33, 97,
27, 26, 66, 147, 148, 54, 7, 14, 76, 77], for a more comprehensive list see [30]).
This recent work has been strongly influenced by the quantum information
way of thinking (motivated by Fuchs [50]). Fuchs also suggests an interesting
approach to quantum cosmology (in particular, see Fig. 6 of [51] and surrounding
discussion) that has strong resonance with the approach taken in this paper. An
earlier tradition of deriving quantum theory from axioms, often in the tradition
of quantum logic, goes back to von Neumann [138], Mackey [94], and others [18,
150, 114, 48]. Here we develop the generalized probabilistic theories framework.
Early work on this framework includes [94, 92, 36, 57, 98, 8, 56, 49].
In [61] I presented the causaloid formalism as a possible framework for Quan-
tum Gravity - this is a framework for operational probabilistic theories that does
not assume definite causal structure. Indefinite causal structure has become
a subject of much study in recent years buoyed up by the work of Chirbella,
D’Ariano, Perinotti, and Valiron [28, 29] and of Oreshkov, Costa, Brukner [110].
See the review by Brukner [21].
In [68] I set up the duotensor framework for treating probabilistic circuits.
Duotensors are basically tensors but with both prescripts and postscripts (raised
and lowered) and a hopping metric which can be used to hop indices over (take
prescripts to postscripts and vice versa). This framework associates a duotensor
with operations. We make much use of these in the present paper for describing
generalized states. The duotensor approach was adapted to quantum theory in
the operator tensor formulation of Quantum Theory [66, 67]. In this operator
tensors (operators equipped with certain tensorial type structure) are associ-
ated with operations in a quantum circuit. In [69] I proposed a compositional
approach to physics. The key idea is the composition principle that the cal-
culation for a particular physical situation should have the same compositional
form as the operational description it is a calculation for. Here we take this a
step further with the principle of general compositionality (see Sec. 1).
The causaloid approach and the operator tensor approach to quantum theory
puts arbitrary fragments of a circuit (including preparations, transformations,
and measurements) on an equal footing. The operator tensor approach is more
specifically tailored to quantum theory than the causaloid approach. There
is a dictionary between the operator tensor approach and the quantum combs
approach (due to Chiribella, D’Ariano, and Perinotti [25]. Gutoski and Watrous
developed a similar framework [58]. The process matrix approach of Oreshkov,
Costa, and Brukner [110], and other more recent approaches [119, 118], are also
similar.
There are a number of quantum foundations groups around the world work-
ing on related techniques. The following is a very incomplete list.
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Coecke and Abramsky in Oxford have pioneered a category theoretic ap-
proach to Quantum Theory [1, 2, 32, 3]. Such category theoretic calculations
can be written in diagrammatic form (these diagrams motivated the present
author to use a diagrammatic approach).
D’Ariano in Pavia initiated his own approach to finding principles for Quan-
tum Theory [35]. Chiribella, D’Ariano, and Perinotti set up the quantum combs
approach [25], set up an operational diagrammatic approach to convex proba-
bility theories [27], and provided a new reconstruction of Quantum Theory from
physical axioms [26]. In recent years D’Ariano, Perinotti and co-workers have
shifted their attention to Quantum Field Theory [34, 19].
Brukner and collaborators in Vienna have made significant contributions.
Dakic and Brukner [33] provided a reconstruction of Quantum Theory which
went a long way to removing the “simplicity axiom” of [60]. Oreshkov, Costa,
and Brukner developed inequalities for classical mixtures causal order and also
showed that a certain framework (called the process matrix theory) is capable
of violating these inequalities [110]. Violation of these inequalities are a poten-
tial witness for true quantum gravitational effects. Oreshkov, now in Brussels,
working with Cerf, has continued to build framework for theories with indefinite
causal structure [108, 109].
Barrett [15], in an important paper, developed the generalized probabili-
ties theory approach, gave a simple account of the tensor product structure,
and looked at the landscape of such theories. Barnum, Wilce, Leifer, Barrett,
Mueller, and many others have further developed this framework in various
papers (here is a very incomplete selection [10, 12, 11, 13, 127]).
One aspect of the operator tensor approach to Quantum Theory is that it
attempts to be causally neutral. There is much other work in this tradition
in the Quantum Foundations community. Aharonov and collaborators have
the time-symmetric framework [4] from 1964 and, more recently, the multi-time
framework [5]. Leifer and Spekkens have proposed formulating Quantum Theory
as a causally neutral theory of Bayesian inference. Henson, Lal, and Pusey [75]
have looked at general probability theories in the context of Bayesian networks.
There are, of course, many people round the world working on Quantum
Gravity. Some of the more related approaches are listed here.
The approach coming from within the Quantum Gravity community most
related to the present program is Oeckl ’s general boundary formalism. He ini-
tiated this in 2003 [103]. He has also applied this approach to Quantum Field
Theory [107]. In Oeckl’s formulism states are associated with the boundary of
arbitrary regions of a manifold. When two such regions are joined at parts of
their boundaries there are gluing rules from which the new state associated with
boundary of the composite region is deduced. Originally this was restricted to
pure states. In recent years, influenced by work in the Quantum Foundations
community, Oeckl has pursued a more operational approach in which operators
on complex Hilbert spaces (rather than elements of such complex Hilbert spaces)
are associated with boundaries [105, 106, 104]. He calls this the positive formu-
lation because he associated positive operators with such general boundaries.
There is a certain convergence between Oeckl’s general boundary approach and
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the operator tensor approach. In Part V of this paper we develop an operator
tensor formulation of Quantum Field Theory (along lines originally suggested
in [66]). In this case the operators are positive under input transpose (rather
than simply being positive). This extra qualification is essential here because
we have input/output structure.
Stochastic Gravity is a semiclassical approach to General Relativity (see the
Living Reviews of Relativity article by Hu and Verdaguer [79]). This is a very
different approach from the approach taken here but does attempt to combine
probability and General Relativity.
John Baez has pursued a categorical approach to Quantum Theory, General
Relativity, and Quantum Gravity [9].
Seth Lloyd has taken ideas from Quantum Information and applied them to
the problem of Quantum Gravity [86, 87, 88]
I will not attempt to survey in any detail the more established programs
pursuing Quantum Gravity. These include the string theory approach (see for
example [117]), the loop quantum gravity approach (see [128, 122, 124]), the
causal set approach (see [131]), and the dynamical triangulations approach (see
[6]). Many researches in the loop quantum gravity approach have pursued the
spin-foam approach (see [113] for a review). The basic idea goes back to Pen-
rose’s spin network approach to space-time [112] which has some overlap with
the current approach. Further, Rovelli’s approach to Quantum Gravity places
a lot of emphasis on what might be called operational structure (see his talk
entitled “loop quantum gravity and time” in the discussion recorded at [123]
and also [122, 124]).
3 Basics
In Part II we provide the elements for such an operational reformulation of
General Relativity. We can represent a solution to the field equations of General
Relativity by
Ψ˜ = {(p,Φ(p)) : ∀p ∈M } (3)
where Φ = (g,matter fields) - it is a list of physical fields (gravitational and
matter) at play in the physical situation being studied. Such solutions are only
meaningful up to diffeomorphisms. A diffeomorphism, ϕ, maps the point p to
the point q = ϕ(p) and the set of tensor fields, Φ(p), to ϕ∗Φ(q). Hence we map
the solution Ψ˜ to
Ψ˜ = {(q, ϕ∗Φ(q)) : ∀q ∈ ϕ(M )} (4)
This solution looks different but actually represents the same physical situa-
tion. Beables (i.e. physically real properties) are given by functions, B(·), that
are invariant under diffeomorphisms such that B(Ψ˜) = B(ϕ∗Ψ˜) for all diffeo-
morphisms. We see from this that we cannot define beables to be local on the
manifold - if we attempt to define some beable in terms of the fields in some
region, A ⊂M , on the manifold then we can use a diffeomorphism to replace
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Γ
A
ΓA = A ∩ Γ
Figure 1: The surface Γ is plotted into operational space. An arbitrary region,
A, of operational space is shown (this need not be cuboid). The intersection of
A and Γ is shown.
the fields in A with fields from elsewhere. In more picturesque terms - the
coefficient of friction between reality and the manifold is zero.
We can represent the actual physical situation by
Ψ =
{
ϕ∗Ψ˜ : ∀ϕ
}
(5)
where ϕ is a diffeomorphism. This is a useful object for formal manipulations,
but it does not provide a very clear picture of what is actually happening.
To make progress, we adapt ideas from Westman and Sonego [143, 144]
(see Sec. 9.4) for our own operational purposes. In particular, we make the
assertion that observables (which we take here to be properties that can be
directly observed) are functions of coincidences in the values of scalar fields. To
elaborate a little, consider a set of scalars S = (S1, S2, . . . SK) constructed from
the metric and matter fields in Φ. For each point p in the solution, Ψ, we can
plot a point S into a space whose axes are Sk. This is the operational space (or
op-space). The solution Ψ˜ will induce a surface Γ in operational space (see Fig.
3). If we plot ϕ∗Ψ˜ into op-space we get the same surface, Γ, as for Ψ˜ (i.e. Γ is
invariant under diffeomorphisms). We can, consequently, consider observables
which are local on op-space.
Consider a region, A, of op-space. Let MA ⊆ M be the set of points in M
that are plotted to points in A for some given solution, Ψ˜. We define
Ψ˜A = {(p,Φ(p)) : ∀p ∈MA} (6)
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S1
S2
S3
Γ
A
B
ΓA = A ∩ Γ
ΓB = B ∩ Γ
Figure 2: This shows two regions, A and B, joined at a typing surface a (not
marked).
and
ΨA =
{
ϕ∗Ψ˜A : ∀ϕ
}
(7)
This describes the actual situation in region A. Observables associated with the
region A are functions of ΓA = Γ ∩ A. We can write
OA(ΓA) (8)
for observables.
We can consider joining two solutions ΨA and ΨB for two regions A and B
of op-space (see Fig. 3). Let these two regions meet at the typing surface a (a
typing surface is a set of points in op-space of dimension K − 1 with a direction
indicated also). The natural way of joining two solutions is
ΨA uniondbla ΨB =
{
ϕ∗AΨ˜A ∪a ϕ∗BΨ˜B : ∀ϕA, ϕB
}
(9)
Here ∪a checks to see if the appropriate boundary conditions are met at the
typing surface (such that we have a solution for the composite region). If the
boundary conditions are met then it takes the union. If not, it returns nothing.
Thus, ΨA uniondbla ΨB collects all cases where the boundary conditions are met. It can
happen that there is more than one equivalence class in the entries in ΨA uniondbla ΨB
(i.e. this is a mixed rather than pure solution). This means that, by specifying
the solutions fully in each of the subregions, A and B we do not necessarily
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specify fully the solution for the composite region, A ∪ B. Put another way, we
have examples where
BA∪B(ΨA∪B) 6= f(BA(ΨA), BB(ΨB)) (10)
for any function, f . Here BA are the beables for region A. This curious kind of
non-separability is a consequence of diffeomorphism invariance.
We can, generally, allow solutions, ΨA, to be mixed in that they contain
solutions that cannot be mapped to one another by diffeomorphisms. Solutions
that are not mixed are pure.
Observables, on the other hand, are separable since we can write
OA∪B(ΓA∪B) = OA∪B(ΓA ∪ ΓB) (11)
and so we can write the observables of a composite region as a function of the
observables for the component regions.
In Operational Quantum Theory we have knobs on the apparatuses that can
be adjusted to vary the operation implemented. We can do something similar
in General Relativity. For example, we can imagine varying the interaction
between two fluids. In the text we give the example of a vast fleet of space
ships that are powered by interacting with another fluid (providing the wind).
The fleet is so vast that we can think of it as a dust fluid. The interaction can
be controlled by some tensor fields, χ, which we call agency fields (this is in
addition to the fields in Φ). From the agency fields, χ, and the tensors in Φ
we can extract a list of scalars, Q (similar to the way we extracted S). We can
imagine agents setting Q as a function of S according to some strategy, Q(S).
The choice in region A of op-space is given by
QA = {(S,Q(S)) : ∀S ∈ A} (12)
This is the “knob setting” for A.
Agency fields can be understood as an effective notion - they arise because
we do not solve the equations below a certain resolution. For example, we do
not have a model of the brains of the captains steering the space ships but
rather take the choices the captains make as an input. When we introduce this
effective notion we need to introduce another effective notion - a time direction
field, τ (this is a vector pointing into the forward light cone). This is so we
can implement the idea that choices influence the future but not the past. This
allows us to have a more operational understanding of causality than is usually
possible in General Relativity. There is some gauge degree of freedom associated
with the time direction field as any vector pointing into the same light cone will
do. We combine this gauge freedom with the diffeomorphism symmetry to have
a bigger gauge group G+.
Once we have agency and scalar fields in place we have a new specification
of solution for region A as
Ψ˜A = {(p,Φ,χ, τ ) : ∀p ∈MA} (13)
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and
ΨA =
{
ϑ∗Ψ˜A : ∀ϑ ∈ G+
}
(14)
This object now specifies the physical situation in region A of op-space.
4 Possibilistic Operational General Relativity
The usual picture in General Relativity is that some initial conditions are sup-
plied then we evolve a state forward in time to find the full solution. Here
we take a different attitude that is more tuned to people living in a universe
described by General Relativity. We seek a framework for calculating whether
certain operationally described observations are possible or not (given some
General Relativistic field equations).
First we define the notion of an operation. Operations, such as
Aabc ⇐⇒ A
b c
a
(15)
can be associated with any region, A of op-space. Superscripts correspond to
outward pointing typing surfaces and subscripts correspond to inward pointing
typing surfaces. These typing surfaces can meet at their edges but do not overlap
more than this. The typing surfaces can, but to not have to, cover the entire
boundary of A. The operation has some has some agency setting, QA, and some
set of outcomes, OA, associated with it. Here OA is a set of possible ΓA’s and
represents a course-grained observable for region A. The set OA can, but does
not have to, contain all possible ΓA. We say that the operation “happens” if the
outcome is in the associated outcome set.
Next we define an encapsulated proposition. An encapsulated proposition,
Aabc ⇐⇒ A
b c
a
(16)
can be associated with any region, A, of op-space. The typing surface convention
is the same as for an operation. The encapsulated proposition has a proposition,
prop(A), associated with it. We can represent the proposition by a solution, ΨA
that may be mixed. The proposition can then be read as the proposition that
the actual (i.e. pure) solution is contained in the mixture ΨA. The encapsulated
proposition also has a agent strategy, QA, associated with it.
We can form a map from an operation with outcome set OA to an encapsu-
lated proposition where the solutions associated with the proposition is ΨA[OA].
This is the mixed solution containing all pure solutions that might give rise to
any ΓA in OA.
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Next we use encapsulated propositions to induce boundary propositions
Aabc ⇐⇒ A
b c
a
(17)
This is the logical XOR of all the propositions concerning boundary conditions
that are induced at the typing surfaces a, b, . . . by the solution ΨA[OA] associated
with the encapsulated proposition.
We can expand a boundary proposition in terms of some fiducial set of
boundary propositions (represented by aXa, Xbb, . . . ). An example of such an
expansion is
Aabc ≡ aAbc aXaXbbXcc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
b c
a
(18)
where a ∈ Λa[fid] are boundary conditions at a. The fiducial proposition, aXa, is
the proposition that the boundary condition at a is a. The expression aXaXbbXcc
should be interpreted as the logical AND of the three factors.
The expansion coefficients, aAbc , are equal to 1 for abc that are induced by
ΨA[OA] and 0 otherwise. The expansion in (18) is to be interpreted as taking
the logical XOR of all abc for which this expansion coefficient is equal to 1. We
call aAbc the generalized possibilistic state.
An important object that crops up in this approach is the hopping metric.
This is defined as
a′h
a = poss(a′X
aXaa) ⇔ a = poss
 X
X
a
a
a

(19)
where the function, poss(·) returns 1 if there are any matches in the given
boundary conditions and 0 if not.
The boundary conditions, a ∈ Λa[fid], are complicated functions of the vari-
ables appearing in ΨA[OA] depending on tensor fields and the like. While for-
mally invariant under diffeomorphisms, they are unwieldy. Under certain cir-
cumstances we can replace these variables with a set of operational descriptions
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pertaining to the region A (these operational descriptions, (QA, OA) in A induce
boundary conditions at a). We represent these as aA ∈ Υ[A]a. Under this sub-
stitution we can expand boundary propositions as
Aabc ≡ aAAbAcA aAXaXbAb XcAc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
bA cA
aA
(20)
The object, aAAbAcA , is the operational generalized possibilistic state. We have
hopping metric
aAh
aB = poss(aAX
aXaBa ) ⇔
aA
aB
= poss
 X
X
aA
a
aB

(21)
Going from black and white squares to black and white circles represents sub-
stituting aA for a (and so on with the other instances).
We finally have a manifestly diffeomorphism invariant way of formulating
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General Relativity. A calculation looks like the following
A
B
C
D
E
a
b
c
d
e
g −→
A
B C
D
E
a
b
c
d
e
g
−→
A
B
C
D
E
a
b
c
d
e
g −→
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
(22)
In the last step we have matched black and white dots. Where these black and
white dots meet we do possibilistic summation (such that 0 + 0 = 0, 0 + 1 = 1,
1+1 = 1, and so on). This models the underling logical aspect of the calculation.
Hence the final calculation gives an answer equal to 0 or 1. If the answer is 0
then there are no solutions in General Relativity that are consistent with the
given operational specifications. If the answer is 1 then there exists at least one
solution consistent with the given operational specification.
To specify General Relativity in this context we need (i) to provide the space
of possible operational generalized possibilistic states for each region of op-space
of interest and (ii) the hopping metric for each typing surface of interest. These
are constrained by the field equations of General Relativity.
5 Probabilistic General Relativity
General Relativity is a deterministic theory (sufficient boundary conditions will
determine what happens). However, we can still have probabilistic ignorance
represented by a probability distribution over beables. In Part IV we show how
to set up probabilistic general relativity in an operational and compositional
way. This will look very similar to the possibilistic case. The main difference is
that we have to introduce loading. This is some extra probabilistic information
associated with the various elements.
15
First we have loaded operations
Aabc ⇐⇒ A
b c
a
(23)
In addition to agency setting (QA) and outcome set (OA) these have some load-
ing, LA. This is something that can be specified by the agent using the theory
(it may correspond to beliefs, be provided by some statistical considerations, or
come from elsewhere).
Next we have loaded encapsulated propositions
Aabc ⇐⇒ A
b c
a
(24)
These also have a load, load(A). The way in which this load is specified will
emerge as the theory is developed. However, if we have a closed loaded encap-
sulated proposition (one with no typing surfaces) then we demand that there
exists a subnormalized probability distribution over the possible solutions, ΨA,
in A that are consistent with the given QA and OA.
Then we consider loaded boundary propositions
Aabc ⇐⇒ A
b c
a
(25)
These are built up by weighting over fiducial loaded boundary propositions (a¯X
a,
X b¯b , . . . ) at each of the typing surfaces as follows
Aabc =
a¯Ab¯c¯ a¯X
aX b¯b X
c¯
c ⇐⇒ A
b c
a
= A
X X
X
b c
a
b¯ c¯
a¯
(26)
The object, a¯Ab¯c¯ is the generalized probabilistic state. This state consists of real
numbers (not just equal to 0 and 1 as in the possibilistic case).
16
We can also define a hopping metric using the fiducials
a¯′h
a¯ = prob(a¯′X
aX a¯a ) ⇔ a¯ = prob
 X
X
a¯
a
a¯
 (27)
where the function, prob(·) returns the probability.
Finally, we can substitute a loaded operational description, aA (associated
with region A) for the unwieldy a¯ descriptions. The idea is that the loaded op-
erational description aA (corresponding to some (QA, OA, LA)) induces a certain
fiducial loaded boundary proposition. We obtain operational loaded boundary
propositions
Aabc =
aAAbAcA aAX
aX bAb X
cA
c ⇐⇒ A
b c
a
= A
X X
X
b c
a
bA cA
aA
(28)
The object, aAAbAcA , is the operational generalized possibilistic state.
We can form a map from loaded operations to operational generalized prob-
abilistic states and hence
prob
 A
B
C
D
E
a
b
c
d
e
g

=
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
(29)
Given a loaded operational description for each of the relevant regions of opera-
tional space we are able to calculate a probability. For this we need to know the
hopping metric for each typing surface of interest and the space of operational
generalized probabilistic states for each region of op-space of interest.
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6 Operator Tensor Quantum Theory
In Part V we review the operator tensor formulation of Quantum Theory, show
how it can be applied to infinite dimensional Hilbert spaces and provide a pre-
liminary version of operator tensor Quantum Field Theory.
An operation corresponds to a single use of an apparatus and has associated
with it some given knob settings and some given set of outcomes (detector clicks,
lights flashing, meter readings, . . . ). It also has inputs and outputs (through
which quantum systems pass). We can wire together such operations to form
circuits
Aa1a2Ba5d4a1c3C
c3b6
a2 Da5c7E
c7
d4b6
⇔
A
B
C
D
E
a
a
c
d
a
c
g (30)
These circuits must be directed acyclic graphs (there are no closed loops). Here
a, b, . . . label the system types. The integer subscripts in the symbolic notation
label the individual wires.
An operation can be written in terms of an equivalent (from the point of
view of probabilities) decomposition local form in terms of fiducial operations
A
a b
a c
≡ A
Xa
a
X
b
b
X a
a
Xc
c
(31)
where a, b, . . . label the fiducial elements.
We define a hopping metric
a = prob
 X
X
a
a
a

(32)
in terms of the fiducial elements. We can find a fiducial set of operators (acting
on complex Hilbert spaces with dimension determined by the system type) such
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that
Xˆ
Xˆ
a
a
a
= a (33)
This means we can write
A
B
C
D
E
a
a
c
d
a
c
g ≡
A
B
C
D
E
a
a
c
d
a
c
g
=
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a
a
c
d
a
c
g
(34)
which gives us the probability for this circuit (as in (1)).
It can be shown that the necessary and sufficient conditions on the operators
in this circuit are
0 ≤ Bˆb2
aT1
and Bˆb2a1 Iˆb2 ≤ Iˆa1 (35)
where the superscript T indicates taking the partial transpose in the part of the
Hilbert space associated with the given label.
We also show how to implement this for continuous dimensional Hilbert
spaces.
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7 Operator Tensor Quantum Field Theory
To go to Quantum Field Theory we consider first a grid consisting of many left
moving and right moving qubits.
(36)
At each vertex is an operation with setting Q(x) and outcome set O(x). Next
we consider arbitrary regions
C (37)
The collection of operations inside the boundary constitute an operation whose
typing is determined by the wires crossed by the boundary curve. We can
associate an operator with this collection of operations.
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We can associate operators with arbitrary regions of this grid.
A
B
E
C
D
(38)
This is schematically represented by the diagram
A
B
C
D
E
a b
c
d
e
l
g
k
f
h
i
j
(39)
The boundary crosses some set of wires (some are inputs (−) into the given
region and some are outputs (+)). We define a typing surface, a, to be a set of
wires with ± (output or input) indicated for each wire.
a = {(x,±) : ∀x ∈ set(c)} (40)
where x are the positions of the midpoints of the wires. If this typing surface
is presented as a subscript the sign of each wire is reversed (but not if it is a
superscript).
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We can write an operation as
Acab (41)
where aR ∪ bR ∪ c is the full set of wires in the boundary (the R superscript
reverses the direction of the wires). Associated with an operation is a set of
knob settings and settings
QA = {(x,Q(x)) : ∀x ∈ A}, OA = {(x,O(x)) : ∀x ∈ A} (42)
We can associate operators,
Aˆcab (43)
with such operations. These act on a Hilbert space determined by the tying
surfaces.
In the continuous limit (as the grid spacing goes to zero) we have an setting
field, Q(x), and an outcome field, O(x), defined over the region in question.
Further, the typing surfaces become continuous surfaces. A calculation is given
by an expression such as
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a b
c
d
e
l
g
k
f
h
i
j
(44)
This provides an operator tensor version of Quantum Field Theory.
8 Quantum Gravity
The main reason for pursuing an operational approach to General Relativity
is to find a way to address the problem of Quantum Gravity. In Part VI we
suggest three approaches: an abstract approach, an ontological approach, and
a principled approach. We do not actually arrive at a fully fledged theory of
Quantum Gravity. However we make some progress, especially on the abstract
approach.
8.1 Abstract approach
The abstract approach is motivated by the following diagram
OpQT
GRize // QuAGeR
CProbT
quantize
OO
GRize
// PAGeR
quantize
OO
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We can attempt to obtain a theory of Quantum Gravity by modifying the space
of states in PAGeR in an analogous way to the modification made as we go
from classical probability theory to Operational Quantum Theory. First, since
we are taking an operational approach, we need an operational space (op-space).
We assume that we can nominate some scalars as corresponding to the classical
level of description (this is the Heisenberg cut). We can talk about regions, A,
B, . . . of op-space in the same way as in the classical case (as illustrated in Fig.
3).
For quantization we propose a “square root and square” approach. We can
think of the classical state space as being seeded by points, (q, p), in phase space
while the quantum state space is “seeded” by points in Hilbert space. We can
gain insight into this by thinking about the discrete case (though the results are
not restricted to this case). If q and p each only take a finite number of values, N
say, then (q, p) takes N2 possible values. Hence, a classical mixture requires N2
probabilities. A basis for this Hilbert space is formed only from the q part of the
phase space. This constitutes “taking the square root” as q only takes N values.
Then we need to “square” because we want the space of Hermitian operators
acting on this Hilbert space (we require N2 probabilities to specify such an
operator the discrete case). In this abstract approach to Quantum Gravity we
nominate part of the boundary conditions as corresponding to the q degrees
of freedom - this accomplishes the “square root” part of the quantization. We
show how to set up a space of operators associated with arbitrary parts of the
op-space. It remains to find what the correct physicality conditions are on these
operators. However, we are motivated by the following analogy
gµ¯ν¯ = ηµ¯ν¯ in SR −→ Gµν = 8piTµν
QFT Physicality cond. −→ missing QG cond. (45)
Solving this problem would give us an actual theory of quantum gravity. A
calculation in this framework looks like the following:
A
B
C
D
E
a b
c
d
e
l
g
k
f
h
i
j
=⇒
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a b
c
d
e
l
g
k
f
h
i
j
(46)
8.2 Ontological approach
The second approach is to assume that we can give Quantum Gravity an on-
tological underpinning coming from General Relativity. In the first place, we
could simply try to show that General Relativity actually gives rise to Quantum
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Theory in appropriate circumstances. This strategy seems unlikely to work as
the equations of General Relativity are local field equations and Quantum The-
ory violates Bell inequalities [83]. However, we have seen that, when construed
operationally, locality in General Relativity is a much more subtle issue. In
particular, the manifold space (on which the field equations are local) is not
the appropriate space for describing reality. Further, General Relativity has a
curious non-separability property once formulated in an operational way.
8.3 Principled approach
There has been a lot of work in the last fifteen years in reconstructing Quantum
Theory from more reasonable sets of axioms, postulates, or principles. This
kind of approach requires a framework within which the principles apply. Three
possible frameworks are the operational framework (which sticks to descriptions
in terms of op-space objects), the ontological framework (motivated by classi-
cal General Relativity formulated in an operational way with observables and
hidden variables), and the operator tensor framework in which operators are
associated with regions of op-space. There are various principles we might at-
tempt to impose in these frameworks such as causality, tomographic locality, or
the constraint that probabilities are between 0 and 1.
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Part II
Ontological and Operational
Elements
9 Introductory material on General Relativity
An extensive introduction to General Relativity is given in Appendix A. In this
section we collect together a few extra notions that will play an important role
in this paper.
9.1 Manifolds, chartable spaces, and diffeomorphisms
We will consider trying to join solutions together. To do this, we must first
attempt to join the manifolds (and, only if we get a match, can we check to
see if the fields also match). In this subsection we look at how manifolds are
defined (more generally, we are interested in manifolds with boundaries having
corners). Then we introduce the notion of a chartable space, W . We will will
associate separate chartable spaces, WA, WB, with different regions, A, B, of our
operational space (operational space will be defined in Sec. 10.3). We can set
up a fiducial identity map, ϕIA←B, from WB to WA. This map identifies points
having the same coordinates between two chartable spaces. This map will later
be useful testing to see if two manifolds match at their boundaries.
9.1.1 Manifolds
Roughly speaking, a manifold, M , is a set of points that is smooth and, every-
where, looks locally like RN . Adding more technical detail, we say that a set,
M , is a manifold if:
1. It can be covered by a set of open subsets, Oi, such that
∪iOi = M (47)
2. For each i, there exists a bijection, xi(p) between the points in Oi and an
open subset, Vi, of RN .
3. Consider the overlap regions Oi ∩Oj 6= ∅. We require that the set Vi|j :=
xi(Oi ∩ Oj) ⊆ Vi is open for all i and j and that the transition map
xj ◦ x−1i which takes points from Vi|j to Vj|i (via points in Oi ∩ Oj) is r
times differentiable for all i and j.
This defines a Cr manifold. The sets, Vi, are called charts (sometimes called
coordinate systems) and a collection of charts is called an atlas. Whitney [146]
proved that any Cr manifold is Cr equivalent to a C∞ manifold for all r ≥ 1.
This means that if an atlas exists for which the transition maps where the charts
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overlap are Cr differentiable (for r ≥ 1), then there exists another atlas that
is C∞ covering the same manifold and the transition maps between the charts
in the old and new atlases are Cr differentiable. Any manifold that is at least
differentiable (i.e. C1) is in fact smooth. Hence, there are only two classes of
manifold - C0 and C∞.
More generally, we are interested in manifolds with corners. These are man-
ifolds with boundaries where those boundaries can have corners. The definition
for a manifold with corners, M , is, roughly speaking, that it can everywhere be
locally covered by the points in [0,∞)kRN−k. This allows it to have corners.
There exist more technical definitions (see, for example, [81]). Basically the
same definition as that for a manifold but with RN replaced by [0,∞)kRN−k.
Manifolds are a special case of manifolds with corners. We will simply refer
to either case as manifolds (whether or not they have corners). Later we will
introduce the notion of a manifold patch - this is the set of point for which a
given set of scalar fields defined on a bigger manifold are constrained to take
values in some given set. These manifold patches will be manifolds with corners.
We will be particularly interested in joining two or more such manifold patches
together to make a bigger manifold patch.
9.1.2 Chartable spaces
In General Relativity a solution is expressed by providing a set of fields on some
manifold,M . The manifold itself is also part of the solution - a different solution
may live on a different manifold. We will be considering mixtures (possibilistic
and probabilistic) over multiple possible solutions to the field equations. These
different solutions may be on different manifolds. It is useful to have a place that
these multiple manifolds live in. To obtain this note that when we map points
of a manifold (or manifold patch) into an atlas, some points p may acquire
coordinates from multiple charts when these charts overlap. This motivates
consideration of the following mathematical object
x˘ = (xi : i = 1 to ∞) (48)
where, for each i,
xi ∈ RN ∪ {−} (49)
Each entry in the ordered set, x˘, is either a N -tuple or the “blank” entry −.
We denote by
$ = {x˘ : ∀x˘} (50)
the set of all possible x˘. Now we imagine that we have a set of points, W , that
is in one to one correspondence with the set of points in $. Thus, there exists an
invertible function, f(·) such that f(p) ∈ $ for all p ∈ W . We will call f a super-
atlas. We will stick with a given choice of super-atlas which we call the fiducial
super-atlas. This choice is arbitrary and we could have made a different choice.
The set, W , is not a manifold (for example, the point f−1(−,−,−, . . . ) ∈ W is
disconnected from other points). We call W a chartable space since, as we will
see, it consists of points that can be charted by coordinates.
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Any (N dimensional) manifold can be regarded as a subset of W since we
can use atlases to represent manifolds. To see this, recall that an atlas for a
manifold, M , consists of a collection of charts, Vi ⊂ RN (for i ∈ Q where Q is
a subset of the integers), such that there exist functions
xi(p) ∈ Vi for p ∈ Oi else xi(p) = − (51)
where the sets Oi ⊆M are open and their union is M . We set xi = − for all
i ∈ Q¯. Under this map, each point p ∈ M gets an x˘ associated with it. We
define
$M = {x˘(p) : ∀ p ∈M } (52)
If M = ∅ then $M = {(−,−,−, . . . )}. Otherwise every point in the manifold
has at least one N -tuple associated with it (so (−,−,−, . . . ) is excluded). There
will be some points, p, that are covered by multiple charts. These points have
N -tuples associated with them coming from more than one Vi. Hence, M is
mapped to $M ⊂ $. Under f−1 we can map $M into f−1($M ) ⊂ W . Now we
make the move of identifying this with the original manifold - i.e. we set
M = f−1($M ) (53)
As discussed above, certain smoothness properties are required where the sets Oi
overlap. These smoothness properties get mapped into smoothness properties
in the set $M . We can, of course, choose any suitable atlas to map the points of
a manifold. If we choose a different atlas we can compensate for this by choosing
a different super-atlas so we get the same set of points according to (53). Note,
however, that if we have two manifolds, M and N , that have the point p in
common, then we need to chose atlases for these two manifolds that ascribe the
same coordinate, x˘, to p. The full space of manifolds (including manifolds with
corners) is the set of all subsets of W which are consistent with the definition
of a manifold given above.
9.1.3 Diffeomorphisms
A diffeomorphism, ϕ, is an isomorphism (a one-to-one and onto map that pre-
serves the topology) between two manifolds, M and M ′ that is smooth. We
have
ϕ(M ) = M ′ (54)
The map is invertible for the points in M ′ so ϕ−1 exists and has the property
ϕ−1(M ′) = M (55)
and, further, both ϕ and ϕ−1 are smooth (this can be understood in terms of
the map on coordinates provided by an atlas). It is possible to have a diffeo-
morphism which maps a manifold onto itself or a diffeomorphism that maps
the manifold to a different set of points (possibly having some overlap with the
original set of points).
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We can consider moving manifolds M ⊂ W around by diffeomorphisms.
First we map M into $ by f(·). We write the corresponding set of points in $
as f(M ). When restricted to these points, f(·) provides an atlas for M . We
can now consider a different patch, M ′ ⊂ W , that is isomorphic to M . We can
write
M ′ = ϕ(M ) (56)
where ϕ is a diffeomorphism. We can write the function ϕ as
ϕ = f−1 ◦ F ◦ f (57)
Here F is a function that maps $ to itself. It has the property
F (−,−,−, . . . ) = (−,−,−, . . . ) (58)
The composite function in (57) first maps M into $, (under f) then moves this
set of points under F before mapping them to the new set of points M ′ under
f−1. We require that the function F is invertible for f(M ). It is reasonable
to assume that F can be extended to a one-to-one onto map (and therefore
invertible) for all points in $ and that it has appropriate smoothness properties
(whenever we restrict to its action on a manifold). In this case, the map, ϕ,
in (57) is a diffeomorphism when acting on any manifold in W . The full set of
such diffeomorphisms, Gdiffeo, are generated by considering the full set of such
functions, F . We write
ϕ ∈ Gdiffeo (59)
This can be used to generate all possible isomorphic manifolds in W .
9.1.4 Multiple chartable spaces
We will later need to use multiple chartable spaces. We will indicate this by use
of subscripts so we have WA, WB, . . . . Associated with WA is a fiducial super-
atlas, fA(·), so that $A = fA(WA). The elements of $A are denoted x˘A = (xAi : i =
1 to ∞). Diffeomorphisms acting in WA will be denoted ϕA ∈ GdiffeoA .
We will only allow ourselves to associate points between pairs of chartable
spaces, WA and WB, having the same numerical values for the coordinates x˘A
and x˘B. The map which accomplishes this is defined in terms of the fiducial
super-atlases as follows
ϕIB←A := fBIB←Af
−1
A (60)
where IB←A maps x˘A to x˘B having the same numerical values for the coordinates.
We will call ϕIB←A the fiducial identity map from WA to WB. We will use it for two
purposes. First, we will be interested in “moving” a manifold in one chartable
space to another. Second, we will be be interested in identifying points on
the boundaries of manifolds in different chartable spaces. We will only allow
identification of points that are related by the fiducial identity map.
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9.2 Candidate solutions, field equations, and beables
An extensive introduction to General Relativity is provided in Appendix A.
Here we collect a few ideas in preparation for the operational approach we will
take.
In General Relativity a candidate solution is given by specifying the fields
at each point on a manifold
Ψ˜ =
{(
p,Φ
)
: ∀p ∈M
}
(61)
where Φ = (ϕ,g) is a list of the tensor fields for the matter (ϕ) and metric
(g) degrees of freedom. The manifold, M , is part of the solution - a different
solution may be specified on a different manifold.
For a candidate solution to constitute an actual solution it must satisfy
a particular set of coupled partial differential equations (the field equations).
These consist of matter field equations that take some general form
fl(ϕ,ϕ,α,ϕ,αβ , gµν , gµν,γ) = 0 l = 1 to L (62)
and the Einstein field equations
Gαβ(gµν , gµν,γ , gµν,γδ) = 8piT
αβ(ϕ,ϕ,γ , gµν , gµν,γ) (63)
We have included the explicit functional form here. In particular, note that
the matter field equations do not depend on second derivatives of the metric
because of the equivalence principle. These equations may depend on second
and higher derivatives of the matter fields but, in all the main examples, they
do not.
We will denote the full set of field equations, given in (62) and (63), by
FieldEqnsGR (64)
The matter field equations (62) are obtained from the matter field equations
from Special Relativity in inertial coordinates, xµ¯. We do this by a process
called minimal substitution (sometimes called the comma to semicolon rule) in
which: (i) the Minkowski metric, ηµ¯ν¯ , is replaced by the general metric gµν ; (ii)
partial differentiation, ∂µ¯, is replaced by covariant differentiation, ∇µ; (iii) all
remaining inertial coordinate indices µ¯, ν¯, . . . are replaced by the corresponding
indices, µ, ν, . . . for general coordinates. Since these equations now depend
on gµν we now have an extra ten degrees of freedom (for four dimensional
spacetime). Consequently, the matter field equations no longer constitute a
complete set of equations and we need an extra ten field equations. These are
supplied by Einstein’s field equations (63).
However, there is a twist in this tale. The left hand side of Einstein’s field
equations are subject to an identity
∇µGµν = 0 (65)
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Consequently they only provide six independent equations rather than the ten
we apparently need.
The reason for this is that the field equations are invariant under diffeomor-
phisms. Hence, if Ψ˜ is a solution, then so is
ϕ∗Ψ˜ =
{(
ϕ(p), ϕ∗Φ(ϕ(p))
)
: ∀ϕ(p) ∈ ϕ(M )
}
=
{(
p, ϕ∗Φ(p)
)
: ∀p ∈ ϕ(M )
}
(66)
for any diffeomorphism ϕ. Here M and ϕ(M ) are isomorphic manifolds. When
the diffeomorphism acts on a tensor field, T(p), it pushes it forward to ϕ∗T(ϕ(p)).
If we use coordinates to represent this tensor field then this amounts to an active
coordinate transformation on the tensor coordinates.
The usual resolution to the fact that both Ψ˜ and ϕ∗Ψ˜ are solutions to the
field equations is to assert that they describe the same physical situation. Phys-
ically real quantities are, therefore, functions of Ψ˜ that are invariant under
diffeomorphisms.
B(Ψ˜) = B(ϕ∗Ψ˜) ∀ ϕ (67)
We will call such quantities beables (pronounced be-ables). This is John Bell’s
term taken from the foundations of Quantum Theory [16]. We reserve the
term observables (which is usually used in the General Relativity literature
rather than the term beables) for a more restricted use. In particular, given
the assertion we will make in Sec. 10.2 below, we will see that some beables
in General Relativity are not directly observable and we will call them hidden
variables. Since we only seek solutions up to diffeomorphisms, we have enough
field equations to solve for the physics.
A big problem with beables is that they are not local on the manifold. This
is because there is no function of the fields on some subset, A ⊂ M , of the
manifold that is a beable (since we can always find a diffeomorphism that will
replace the fields on this patch with fields from elsewhere on the manifold).
This makes it difficult to picture what the real physics is. We will provide a
solution to this by defining observables with respect to a different space (not
the manifold). On this different space observables can be local.
We can represent candidate solutions in a diffeomorphism invariant fashion
as
Ψ = Gdiffeo(Ψ˜) := {ϕ∗Ψ : ∀ϕ ∈ Gdiffeo} (68)
where Gdiffeo is the full group of diffeomorphisms. Thus, when we have a˜on top
of the symbol, it is represented by specifying the fields on a manifold (we can
think of the˜as suggestive of a curved manifold). When we remove this symbol
we go to a diffeomorphism invariant representation. Representing a candidate
solution by Ψ is rather heavy-handed. However, in representing it in this way
we are forced to invent manipulations that are diffeomorphism invariant. This
will especially be the case when we consider composition of solutions. Now we
can write beables as
B(Ψ) (69)
Since Ψ is a set and the elements of a set have no predefined order, it is neces-
sarily the case that B(Ψ) is invariant under diffeomorphisms. This means that
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we can think of Ψ as representing the full ontological situation (nothing added,
nothing taken away).
9.3 Fields are everything
Most objects we use in performing experiments, even experiments to test Gen-
eral Relativity, require Quantum Theory at some level in their description. For
example, solids are solid because of the fermi-exclusion principle. The most
accurate clocks we have use quantum theory. However, we are interested in
studying General Relativity by itself. Thus, we have to suspend belief and con-
sider only objects that can be built within the General Relativistic framework.
In fact, General Relativity only has fields. Hence, we will insist that every-
thing we consider is built out of fields. For example, rather than test particles
we will use small blobs of fluid. It can be shown that, for sufficiently small
blobs, it follows from the field equations that these blobs will follow geodesics
(we do not need a bolt-on geodesic motion equation). Similarly, clocks should
be built out of fields. It would actually be very difficult (and maybe impossible)
to describe a typical mechanical or digital clock in terms of fields alone. We
can, however, construct a very simple clock from two miscible fluids as follows.
We form a spherical blob in which, initially, the first of the two miscible fluids
is in a ball in the centre and the second miscible fluid forms a thick shell around
the first. As time elapses these two fluids will mix. So long as this two-fluid
clock is moving inertially and is small enough that it is not subject to overly
strong tidal forces, the two fluids will mix over time in a way that can be well
characterized. Thus, we can read the time off from the degree of mixing. This
clock can be described within the General Relativistic framework. Unlike a
pendulum or quartz crystal clock, it does not measure time by counting some
periodic motion. Also, interestingly, it also provides a time direction (the two
fluids get more mixed in the forward time direction). The two-fluid clock fails
to work if it is accelerated too fast or subject to tidal forces that are too strong.
However, this is true of any clock.
It is worth commenting a little further on the attitude adopted here. Einstein
made much use of the notion of a test particle in setting up General Relativity.
Further, he appended to the field equations an equation describing the motion
of particles (the geodesic equation). It would seem that he thought of this
equation, and hence point particles, as a fundamental part of the theory. Later
he tried to derive the geodesic equation (with Infeld and Hoffmann [47]) from the
other field equations by treating particles as singularities in the fields. A more
natural attitude is to regard test particles as a useful idealization in guiding the
conceptual reasoning used to construct General Relativity but that should be
abandoned once we actually have the theory. A similar attitude should be taken
to light rays, ideal clocks, ideal measuring rots, and so on.
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9.4 The Westman Sonego approach
Westman and Sonego [143, 144] suggested an approach to providing a manifestly
diffeomorphism invariant formulation of General Relativity using the point co-
incidences of scalars. This works only when the universe is sufficiently “messy”
as we will explain. There are, however, situations where we cannot describe
all beables as corresponding to point coincidences scalars of scalars. We will
borrow from the approach of Westman and Sonego when we set up an opera-
tional approach in 10.3. We will do this by nominating a reduced set of scalars,
point coincidences between which form our space of observables (quantities we
directly measure). This approach will work even when the universe is not messy
in the above sense.
The approach of Westman and Sonego is best described by illustrating it
with an example they give. Consider a candidate solution
Ψ˜ = {(p,Φ) : ∀p ∈M } (70)
where
Φ = (gµν , Fµν , (j
µ [k] : k = 1 to K)) (71)
Here gµν is the metric, Fµν is the electromagnetic field, and j
µ [k] are the chem-
ical currents (the currents associated with each of the elements in the periodic
table). Here we use bold indices, µ, ν , . . . , to indicate that these are abstract
tensors in the sense of Penrose [111] (we use this notation rather than the more
conventional use of indices a, b, . . . , as we wish to use this latter notation
later for a different purpose). We can construct a multitude of scalars from the
tensors in Φ. For example, For example,
gµνj
µ[k]jν [l], FµνF
µν , µνρσF
µνF ρσ (72)
and many more. If we denote this collection of scalar fields by X = (XA : A =
1 to K) (where K is the number of scalars) then we can form further scalar
fields as follows
jA[a] =
∂XA
∂xµ
jµ[a], gAB =
∂XA
∂xµ
∂XB
∂xν
gµν , FAB =
∂XA
∂xµ
∂XB
∂xµ
Fµν (73)
These objects are all scalars. We denote the list of all scalars constructed (both
the scalars in X and the scalars in (73) by ~ϑ = {ϑ[n] : n = 1 to N}. We can
think of these scalars as corresponding to the axes of a space. We will call this
the Westman Sonego space (or WS space). The number of axes for the WS
space will be much bigger than 4 (the dimension of space time) but it will not
be that big. We can now form ~ϑ(M ) by plotting the values of the scalars fields
for each point in M . Note that ~ϑ(M ) is invariant under diffeomorphisms on
M . Consequently it (and, indeed, any part of it) represents a beable (in the
sense of Sec. 9.2).
Westman and Sonego argue that the non-degenerate situation in which no
two points on the manifold, M , will have the same X is physically generic.
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The reason for this is that universe is rather messy and so the scalars extracted
from the chemical currents and the electromagnetic field will, generically, be
different for every point in M . In this situation, the matrix ∂X
A
∂xµ will have rank
D (the dimension of M ) and also the surface, ~ϑ(M ), will be a manifold and
have intrinsic dimension equal to D. In this generic case, we can reconstruct a
solution, as in (70), from ~ϑ(M ). To do this we first parameterize the surface
with coordinate charts. Then we can calculate ∂X
A
∂xµ everywhere. Since these
matrices are of rank D everywhere we have enough independent equations in
each of the equations in (73) to invert and obtain the tensors, gµν , Fµν , and j
µ[a]
(the equations in (73) can be thought of as an overcomplete set of simultaneous
equations). The coordinate charts for M can be thought of as parameterizing
this surface in WS space. Note that the solution we obtain by this “reverse
engineering” will be related to the one we started with by a diffeomorphism.
The approach of Westman and Sonego is arguably superior to other attempts
to get a physical handle on the beables of General Relativity. For example,
Bergmann [17] suggested using four scalars to provide physical coordinates (see
also Rovelli’s article [121]). Another idea is to use GPS signals [122, 87]. In
this case four signals emitted from four satellites would provide a space-time
coordinate at any point. If we think about what would be happening physically
in the GPS case then we are actually comparing scalars (constructed from the
electromagnetic fields emitted by the satellites). These two examples are special
cases that can be incorporated into what we have described above. However,
the approach of Westman and Sonego is more democratic in that it puts all
scalars on an equal footing.
We are interested in pushing General Relativity beyond situations where it
is usually applied and so will not restrict ourselves to this non-degenerate case.
It is likely that there will be domains in which the degenerate case becomes
physically generic.
10 Operationalism and ontology
10.1 Experiments and their purview
Fundamentally, General Relativity says we have some solution,
Ψ˜fund =
{
(p,Φfund) : ∀p ∈Mfund
}
(74)
where Φfund are a full set of the fundamental fields at the most basic possible
level of description and Mfund is a manifold covering the whole universe. This
must be a solution to the fundamental field equations,
FieldEqnsfundGR (75)
which provide a complete set of equations for the fields Φfund up to diffeomor-
phisms. We can write the solution in the diffeomorphism invariant fashion
Ψfund =
{
ϕ∗Ψ˜fund : ∀ϕ ∈ Gdiffeo
}
(76)
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The fundamental beables are given by functions
B(Ψfund) (77)
This ensures that they are invariant under diffeomorphisms.
However, when we describe an experiment we typically introduce a lot of
effective structure and, further, an experiment only pertains to part of the
manifold. Thus, the object we use in our calculations for actual experiments is
Ψ˜eff =
{
(p,Φeff) : ∀p ∈Meff
}
(78)
where Φeff are the effective fields and Meff is the effective manifold patch our
experiment concerns. We may have Meff ⊂Mfund or Meff may be some course-
graining on a subset of Mfund. Henceforth, all our considerations will concern
this object and so we will drop the eff subscripts writing
Ψ˜ =
{
(p,Φ) : ∀p ∈M} (79)
for effective candidate solutions instead of (78). We write
Ψ = Gdiffeo(Ψ˜) =
{
ϕ∗Ψ˜ : ∀ϕ ∈ Gdiffeo
}
(80)
for the gauge invariant form of the candidate solution. These effective candidate
solutions must satisfy field equations
FieldEqnsGR (81)
to count as actual solutions.
When we run an experiment we are interested in beables B(Ψ) deduced
from an effective candidate solution, Ψ. These constitute the physics we are
interested in. We will call them experimental beables. We include experimental
apparatuses (clocks, rods, fluxometers, . . . ) in with these. I.e. we demand
that these apparatuses can be built out of the effective fields. In running an
experiment we use beables that are functions of Ψ˜fund but are not functions
of the effective solution Ψ. For example, the beables pertaining to the data
carried along wires and recorded in a notebook or in a computer file are not
themselves part of what we are measuring. We will call these management
beables - they pertain to the management of the experiment. Since we are
working in a gravitational context, we may still wish to insist that the bulk
properties of the devices used to manage the experiment (such as the wires and
computers) are described by the effective fields since these bulk properties may
have a non-negliable influence on the experiment at hand.
We may wish to make inferences about places we cannot actually collect
data from (for example the interior of a black hole). This is reasonable as we
can use the mathematics of General Relativity to make such inferences. In this
case, the effective manifold patch, M , associated with our experiment should
include these regions. Thus, we can think of the manifold patch as being a
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union of MI (the region of the manifold we are interested in making inferences
about) and MD (the region of the manifold we are able to collect data directly
from). Whether a particular point belongs to MD or not depends on the way
the experiment is set up. If we want to write this explicitly in the solution we
need to write
Ψ˜DI =
({
(p,Φ) : ∀p ∈MD
}
,
{
(p,Φ) : ∀p ∈MI
})
(82)
We can flatten this out to obtain
Ψ˜ =
{{
(p,Φ) : ∀p ∈MD ∪MI
}
(83)
There will be consistency relations on how the solution is partitioned between
MD and MI . This will depend on details of the management of the experiment
and so will not be easily deducible from the field equations. We will leave use
of solutions such as (82) to a future paper.
Typically the purview of an experiment will concern only a certain range of
the values of the observables. We will discuss how to implement this constraint
in Sec. 10.3.
10.2 Observables
We experience the world we live in to be local. Thus, the fact that beables
cannot be local on the manifold suggests that the manifold is not the world we
live in. We need to find the appropriate space. Our experience of the world is
built out of the things we directly observe. The general approach taken here is
to define a subset of beables as observables. We do not assume that one can
necessarily directly observe all beables. Those beables that are not observables
will be regarded as hidden variables.
What are a good set of observables? A clue to answering to this question
comes from looking at a quote from Einstein [46] in his famous 1916 paper on
General Relativity
All our space-time verifications invariably amount to a determina-
tion of space-time coincidences (. . . ) Moreover, the results of our
measurings are nothing but verifications of such meetings of the
material points of our measuring instruments with other material
points, coincidences between the hands of a clock and points on the
clock dial, and observed point-events happening at the same place
and the same time.
Since General Relativity is a theory of fields rather than of particles, we re-
ally need to talk in terms of coincidences between appropriate field properties.
However, the components of tensor fields depend, in general, on the coordinate
system used to express them. Correspondingly, the tensor fields undergo trans-
formations, T → ϕ∗T after a diffeomorphism. The fortunate exception to this
are scalar fields. We have to be careful though. The value of a scalar field, S(p)
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at a point, p, on the manifold is effected by a diffeomorphism. This is because,
after diffeomorphism ϕ, the scalar field at p is S(ϕ−1(p)) (since the diffeomor-
phism replaces the fields at p by the fields that were at ϕ−1(p). Hence we cannot
simply say that scalar fields at a given point, p, are beables. Rather, we use
the idea of point coincidences (as motivated by Westman and Sonego). Thus,
we can say that the property that scalar field S1(q) = s1 and S2(q) = s2 for
some point q in the manifold is invariant under diffeomorphisms. This is clear
as, after a diffeomorphism, we have S1(ϕ(q)) = s1 and S2(ϕ(q)) = s2. Although
the point on the manifold changes, the fact that we have a coincidence in which
S1 = s1 and S2 = s2 at the same point does not change under a diffeomorphism.
This motivates the following assertion
Assertion 1: We can only directly observe coincidences between
scalars having specified values.
Of course, some observables may be functions of such coincidences. The impor-
tant point is that beables not expressible in terms of scalar coincidences are not
directly observable (according to this assertions).
This is an assertion. The standard formalism of General Relativity does
not come equipped with rules saying which beables are directly observables and
which are not. We will need to put this in by hand by making an assertion
as to which beables are observables. We could imagine making different asser-
tions. The general operational approach adopted here might still go through.
Nevertheless, scalar coincidences do strongly suggest themselves as the most
appropriate objects for building observables.
10.3 Operational space
To form observables we borrow from the approach of Westman and Sonego
and, in accord with Assertion 1, use coincidences between scalars. We begin by
nominating an ordered set,
S = (Sn : n = 1 to K) (84)
of scalars constructed from the metric and matter fields in Φ (recall these are the
effective fields). The key factor in deciding what set of scalars to use is that they
should be sufficient to capture the observables we measure in the experiment
under consideration. Whether a particular particular set of scalars is a good
choice or not is contingent on the type of observer and the experiment they are
considering. Presumably humans, by and large, are similarly constructed and
so will want use the same set of scalars for given types of experiment. We call
the space of possible S the operational space (op-space).
It is very important to note that we do not think of the scalars in S as
merely corresponding to some physical coordinate system (standing in for xµ)
with respect to which we measure other physical quantities. This contrasts with
the approach of Bergman [17] (in which four scalars are chosen to provide a
physical reference frame) or the GPS approach of Rovelli (in which signals from
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GPS stations are used to provide a physical reference frame [122]). Rather, we
should think of the scalars in S as corresponding to all the physical quantities
we will be directly be measuring (in coincidence with one another).
While the approach here is motivated by Westman and Sonego there is an
important difference. Westman and Sonego attempt to list a sufficiently large
set of scalars that they capture all ontological aspects of the physics in generic
situations (where every point on the manifold is distinguished by the list of
scalars). In this paper, on the other hand, we take an operational approach
and nominate a set of scalars that are sufficient to capture our experience at
the effective level. This may be a rather restricted set of scalars. There is no
need for these scalars to distinguish every point on the manifold and hence this
method applies to non-generic situations.
We can plot any given candidate solution,Ψ˜, into op-space by plotting the
values of the scalars Sn (for n = 1 to N) calculated from Φ for each point
p ∈M . This gives us
Γ = {S(p) : ∀p ∈M } (85)
We take the tensor fields in Φ to be smooth. This means that the scalar fields
in S are also smooth. Hence, the surface Γ will be smooth also. It may be
sufficient simply to demand that the fields in Φ are r times differentiable where
r is big enough to ensure that S is continuous.
The surface, Γ will have intrinsic dimension equal, at most, to the dimen-
sion of M . It may, though, pinch down to fewer dimensions in some places.
For candidate solutions, Ψ˜, with symmetries, Γ will everywhere have intrinsic
dimension less than that of M . It is important to note that Γ is invariant under
diffeomorphisms acting on Ψ˜. This situation is shown in Fig. 10.3
If we use the example of Westman and Sonego, then a possible set of scalars
for observables could be those given in (72). However, we could also nominate
a smaller set. For example, we could have
S = (gµνj
µ[a]jν [a] : ∀ a) (86)
In this case the observables correspond to coincidence in the values of the rest
frame energy. Even with such a restricted set of observables, we would expect
to obtain a pretty good representation of the world of chairs, tables, clocks, and
apparatuses. However, we might want to use an enlarged set of observables such
as
S = (gµνj
µ[a]jν [b] : ∀ a, b with a ≥ b) (87)
or even
S =
(
gµνj
µ[a]jν [b], FµνF
µν , µνρσF
µνF ρσ, gAB , jA[a], FAB : ∀ a, b) (88)
where gAB , jA[a] and FAB are the Westman Sonego scalars defined in (73)
defined with respect to X = {gµνjµ[a]jν [b]} where, in this case, the index A is
equal to (a, b) for all a ≥ b.
If the universe is sufficiently messy then the choice in (88) allows us to
directly observe Westman Sonego scalars containing all the physical information
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Figure 3: The surface Γ is plotted into operational space.
in the tensor fields in Φ. In the messy universe case we can formulate all of
General Relativity in op-space (using the approach of Westman and Sonego).
The messy universe scenario would appear to be the physically generic case. It
is interesting, however, to explore how General Relativity looks away from this
generic case. Then we will need hidden variables in addition to observables.
As commented on in Sec. 10.1, only a certain range of values for the observ-
ables will be under the purview of any given experiment, E. We incorporate
this by considering a certain region, U, of the op-space to be under the purview
of the experiment E. We require that Γ ∈ U. We will write the solution as
Ψ˜U = {(p,Φ) : ∀p ∈MU} (89)
where MU is the part of the manifold under the purview of the experiment (and
for which S takes only values in U.
We will be interested in regions of op-space. We will denote these regions
by A, B, C, . . . . We must have A, B, · · · ⊆ U. Later we will consider how how to
build propositions corresponding any given region, A, of op-space.
Humans, along with the apparatuses we use in experiments, are constructed
out of matter fields. Hence, it makes sense that we should construct our observ-
ables out of matter and gravity fields (as in the above examples) rather than
out of purely gravitational scalars. It is possible to define scalars just out of the
metric and its derivatives ([24]). Hence we can imagine creatures whose world
is constructed entirely out of gravitational degrees of freedom.
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10.4 Chartable space for an op-space region
If we have a solution,
Ψ˜U = {(p,Φ) : ∀p ∈MU} (90)
then we can use it to calculate the value of S for each point, p, in the manifold.
We will write
MU ⊂ WU (91)
That is, we will associate a chartable space, WU with the region U of op-space.
For a region, A, of op-space we have the manifold patch
MA|U = {p : ∀p ∈MU s.t. S(p) ∈ A} (92)
where
MA|U ⊆MU ⊂ WU (93)
If we assume that the scalar fields in S are continuous and the region A is defined
by a finite set of inequalities formed from continuous functions of S then it is
reasonable to assume that MA|U will be a mathematically well behaved object
(a manifold with boundary having corners). This patch may consist of disjoint
parts.
It turns out to be convenient (for reasons to be explained below) to associate
a separate chartable space, WA, with each region A we consider. We will map
MA|U into WA using the fiducial identity map ϕIA←U. We write
MA = ϕ
I
A←U(MA|U) ⊂ WA (94)
Now we have a manifold patch, MA in the chartable space, WA, associated with
A that is isomorphic to MA|U inherited from the original solution in U.
We will later consider how to smoothly join manifold patches associated
with adjacent regions, A and B, of op-space so that we get manifold patches for
the composite region. We do this by identifying the appropriate points on the
boundaries of MA ⊂ WA and MB ⊂ WB. We are guaranteed that the manifold
patches will not overlap except at the points that are identified. However, had
we attempted to join MA|U ⊂ WU to MB|U ⊂ WU it is possible that these manifold
patches could overlap in their interiors.
10.5 Solutions for an op-space region
10.5.1 Solutions, Ψ˜A
Op-space describes the world we observe. It is interesting to consider candidate
solutions restricted to parts of op-space. We define
Ψ˜A|U = restrictA|U(Ψ˜U) =
{
(p,Φ(p)) : ∀p ∈MA|U
}
(95)
Then we define
Ψ˜A = restrictA(Ψ˜U) = (ϕ
I
A←U)
∗Ψ˜A|U (96)
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In other words, we have pushed the fields, Φ on MA|U in Ψ˜A|U, forward onto MA
using the fiducial identity map. To avoid overly cumbersome notation, we will
write this as
Ψ˜A = {(p,Φ(p)) : ∀p ∈MA} (97)
it being understood from context that the fields, Φ, have been pushed forward
from MA|U under the fiducial identity map.
10.5.2 Solutions, ΨA
We can write down a gauge invariant representation of a candidate solution as
follows
ΨA = G
diffeo
A (Ψ˜A) =
{
ϕ∗AΨ˜A : ∀ϕA ∈ GdiffeoA
}
(98)
Here
ϕ∗AΨ˜A = {(ϕA(p), ϕ∗AΦ(ϕ(p))) : ∀ϕA(p) ∈ ϕA(MA)}
= {(p, ϕ∗AΦ(p)) : ∀p ∈ ϕA(MA)} (99)
The candidate state ΨA describes the full ontological situation in region A of
op-space.
10.5.3 Beables for a region of op-space
Beables pertaining to region A of op-space are given by functions
BA(ΨA) (100)
Note that, since we are interested in beables for region A of Op-space, we have
the subscript A on the B. An example of a beable is the cardinality of the set
MS|A (the set of points, p ∈ MA, having giving rise to a particular point S in
op-space) for some given S ∈ A. If this cardinality is 0 then this particular point
does not happen according to the candidate solution, ΨA and if the cardinality
is 1 then the point happens only once and so on. Another example of a beable
is, given that MS|A and MS′|A both have cardinality of 1, are S′ and S spacelike
separated or not. The answer to this can be yes, no, or indeterminate. If there
is a spacelike path in MA between the point at which S occurs and the point
at which S′ occurs the answer is yes. If there is a forward or backward timelike
path (possibly having null segments) in MA, the answer is no. Otherwise the
answer is indeterminate.
An interesting question is whether
BA∪B(ΨA∪B) = f (BA(ΨA), BB(ΨB)) (101)
In words, can all beables for the composite region, A ∪ B, be built out of beables
for the component regions A and B? If not then this would imply an interesting
kind of non-separability for classical General Relativity. We will show in Sec.
11.5 that we do indeed see this kind of non-separability.
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Figure 4: An arbitrary region, A, of operational space is shown (this need not
be cuboid). The intersection of A and Γ is shown.
10.5.4 Observables for a region of op-space
Observables pertaining to a region A of op-space must be given by some function
of ΨA. Every observable must also be a beable (but not necessarily vice versa). In
fact, observables pertaining to A must be functions of ΓA (the set of S calculated
from ΨA - see Fig. 10.5.4). Thus, observables have the form
OA(ΓA) (102)
Hence, if we have a composite region, A ∪ B, of op-space (see Fig. 10.5.4) then
the observables are given by
OA∪B(ΓA∪B) = OA∪B(ΓA ∪ ΓB) (103)
Clearly, then, we can write
OA∪B(ΓA∪B) = g(OA(ΓA), OB(ΓB)) (104)
This means, in contrast to the situation with beables, we do have separability
for observables in General Relativity.
10.5.5 The restriction operation
We used the restriction operation for obtaining Ψ˜A from Ψ˜U. We can define it
more generally for obtaining Ψ˜A from Ψ˜B whenever A ⊆ B. Then
Ψ˜A = restrictA(Ψ˜B) = (ϕ
I
A←B)
∗Ψ˜A|B (105)
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Figure 5: Composition of A and B at a typing surface a (not labeled in figure)
.
where these definitions are obtained by replacing U with B for the definitions in
Sec. 10.5.1.
We can also write
ΨA = restrictA(ΨB) (106)
where the restrict operation acts on each Ψ˜B ∈ ΨB.
10.5.6 Turning a solution inside out
We can write a candidate solution, Ψ˜A, in an alternative form as
Ψ˜A =
{
(S, λ˜) : ∀S ∈ ΓA
}
(107)
where ΓA is the set of points realized by the candidate solution in op-space
inside the region A and λ˜ are hidden variables to be defined.
To define these hidden variables first we define ω(p) such that
Φ ↔ (S(p), ω(p)) (108)
The idea here is that if we know Φ(p) then we can calculate S(p), but in doing
so we may lose information. We arrange so that this information goes into the
variables ω(p) (these can be any kind of variables that will do this job - not
necessarily a list of tensors). Hence, if we have (S(p), ω(p)) we can calculate Φ.
We can trivially arrange this by putting ω = Φ but, in particular examples, we
may be able to make more efficient choices.
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Now we define
λ˜ =
{
(p, ω) : ∀p ∈MS|A
}
(109)
where MS|A is the set of points p ∈MA which map into the point S of Op-space
for this candidate solution. We put a tilde on top of the λ as this object is not
invariant under diffeomorphisms.
Clearly we can interconvert between the form of the solution given in (107)
and the outside out form
Ψ˜A = {(p,Φ) : ∀p ∈MA} (110)
For this reason we will use the same symbol, Ψ˜A, to denote the two forms.
One great advantage of the inside out form is that diffeomorphisms do not
effect S or ΓA. Only the hidden variables, λ˜, in (107) are effected. The inside out
form also provides an interesting way to think about the solution. It corresponds
to a surface, ΓA, in Op-space in which each point, S ∈ ΓA, is decorated by hidden
variables, λ˜. We can go one step further and define
λ = {ϕ∗λ˜ : ∀ϕ} (111)
In order to calculate ϕ∗λ˜ we need to determine the effect of a diffeomorphism
on ω(p). Since ωp may not be a list of tensors we need to look at the effect of
the diffeomorphism on Φ (on which ω(p) depends). Now we can write
ΨA = {(S, λ) : ∀S ∈ ΓA} (112)
This way of representing the solution is diffeomorphism independent. Further-
more, we have decomposed the solution into a bit that is observable and a bit
that is hidden variables.
10.6 Degeneracy in Op-Space
For sufficiently “messy” solutions, Ψ˜U, every point in the manifold will have
a different value of S (assuming that we have an appropriate list of scalars
in S). This is the non-degenerate case. The surface, ΓU, will have intrinsic
dimension equal to that of the manifold. At a suitable level of course-graining
it is reasonable to imagine that every point on the manifold has different S.
For example, the view from a particular point will be given by scalar quantities
extracted from the electromagnetic fields at that point. Generically the view
from every point is different. We know where we are by looking to see what
is around us (see acknowledgements). The non-degenerate case is where the
Westman Sonego approach works well. In this case, some of the scalars in S can
act as a kind of physical coordinate system and other scalars in this list can be
tensor-like (see Sec. 9.4).
It turns our that some particularly interesting phenomena happen in the
degenerate case. If we do not course-grain sufficiently then it is likely that there
will be different points on the manifold having the same S. This could also
happen if we have a restricted set of scalars in S or if we have some symmetries.
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The question that naturally arises is how should we understand the situation
in which different points in the manifold have the same S? Should we think of
two such points as actually corresponding to the same point? Or should we
think of them as two different places in which we happen to have the same ob-
servations? We do not have to answer such (important) metaphysical questions
as long as we know how to work operationally with such situations.
There are two points worth making that address this issue. First, recall that
we are here only talking about the experimental beables. We also have man-
agement beables. These are aspects of the management of the experiment that
do not get included in the solution, ΨU (see Sec. 10.1). Observables extracted
from the management beables may act to distinguish two points on the manifold
that have the same S. For example, we may write down the data on pieces of
paper and these pieces of paper may have distinguishing marks. Or, even if the
pieces of paper do not have distinguishing marks, they may arrive at the data
collection station at different times. Hence, we then know that we have two
separate instances of S. The problem with this is that it suggests we need to
enrich our framework to include information about whether management data
is distinguishing such points or not. This brings us to the second point. If we
have degeneracy there will be at least some points in which the surface ΓU has
lower intrinsic dimension lower than of the manifold. Hence, at any point S, we
know from the local properties of this surface whether there are multiple S or
not. In general, of course, there can be a continuum of points in the manifold
that have the same S and this is witnessed locally on ΓU at any given point,
S. Given this property, we do not need to enrich our framework to include
information coming from the management beables as to whether a given S is
happening multiple times or not as we can just measure the local properties of
ΓU at any point on its surface.
10.7 Blobs and hidden variables
It is interesting to explore the content of Assertion 1 (from Sec. 10.2). Consider
a solution which has four small fluid blobs, 1, 2, 3, and 4 but no other matter.
We assume that we form these fluids from different types of matter. Assume
that the solution for the metric is gµν = ηµν everywhere (this is possible since
the blobs are small). Assume that blobs 1 and 2 intersect once and blobs 3 and
4 intersect once. Let scalars defining op-space be
S = (ρ1, ρ2, ρ3, ρ4) (113)
where ρi(p) is the rest frame energy of blob i at point p. Then, in op-space, we
will witness the intersection of blobs 1 and 2 (since there will be points, S, where
ρ1 and ρ2 are both non-zero). We will also witness the intersection of blobs 3
and 4 in op-space. We can, hence, construct observables for these events.
Now we can ask what the extremal invariant distance, s, is between these
two blob intersection events (see Sec. A.12.3). There is no way of reading this off
the op-space. We could attempt to supplement our observable scalar set so that
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we have enough scalars that we can form an observable corresponding to the
distance. However, there is no way to do this. The only field present at points
on the manifold where there are no blobs is the metric. Since the metric is equal
to ηµν everywhere, all scalars we can calculate at these points (for example by
forming derivatives of the metric and contracting) are also equal everywhere.
Hence, we cannot form an observable from points in the op-space which is equal
to this distance. On the other hand, we can write down an expression for the
distance (see equation (794)) and this expression will take the same values under
diffeomorphisms. Hence, the invariant distance is a beable but not an observable
- it is a hidden variable.
At this stage one might object that we have arbitrarily ruled out some be-
ables from constituting observables. After all, we can measure s. However, if we
try to imagine any experiment by which we actually attempt to measure s when
we will have to introduce extra physical objects. For example, we could fire a
small clock out from one intersection point so that it moved along a geodesic.
If this clock happens to arrive at the other intersection point then the time
elapsed would equal the invariant distance s. However, if we do this, we are in
a different situation than the one just described. Nevertheless, it is interesting
to see how to build an observable out an observable scalar set corresponding
to such a time measurement. To do this we first need to build a clock out of
scalars. We could imagine doing this by forming a small blob from two miscible
fluids, 5 and 6 (of different types of matter from those of the first four blobs).
Initially the two fluids in this clock blob are arranged so that fluid 5 forms a
ball at the centre and fluid 6 forms a thick shell round this ball. As time elapses
in the local inertial reference frame of the blob the two fluids will mix in some
way we can calculate. This will be witnessed in the detail of the coincidence
between the two scalars, ρ5(p) and ρ6(p) and hence we can read off a time from
the detail of coincidences in ρ5 and ρ6. Hence, our two-fluid blob constitutes a
rather primitive clock. We nominate our observable scalar set to be
S = (ρ1, ρ2, ρ3, ρ4, ρ5, ρ6) (114)
We can deduce the time elapsed on the clock as it goes from one intersection
point to the other by looking at the degree of mixing of the two clock fluids as
seen in the coincidences of the scalars ρ5 and ρ6.
This example illustrates the content of Assertion 1. Beables might not be
readable off an op-space, but if we imagine an actual experiment to measure
them then we have to introduce fields associated with the measurement appa-
ratuses. On doing this we will be able to read the values of these observables
off the op-space. Assertion 1 guarantees a certain locality. While an observable
(such as the example we just discussed) may pertain to different parts of the op
space, it is built out of local properties in the op-space. The claim is that all
instruments (clocks, measuring rods, particle detectors, . . . ) ultimately work
by looking at coincidences in the values of scalar quantities.
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10.8 Spaces of solutions
10.8.1 Types of solution
We are interested in different types of solution sets associated with some ar-
bitrary region, A of op-space. For a solution, ΨA, to be associated with some
region, A, of op-space, every element Ψ˜A ∈ ΨA must have the property that the
ΓA set calculated from it is a subset of A.
So far the solutions, ΨA, we have considered have the property that there
exists a diffeomorphism between any two elements Ψ˜A ∈ ΨA. We will call such
solutions pure (because all elements are physically equivalent). If we take the
union of any number of distinct pure solutions for some region then we get
a mixed solution. Mixed solutions crop up naturally when we join solutions
together at some surface.
Another distinction we are interested in is between actual solutions (which
we will just call solutions) and candidate solutions. We require that both can-
didate solutions and actual solutions have the property that, for each element,
Ψ˜A ∈ ΨA, the fields can be differentiated r times where we choose r to be such
that the surface ΓU is at least continuous. This guarantees that closed regions
of op-space will correspond to closed regions of the manifold (though possibly
consisting of disjoint parts). We may wish that ΓU is, itself, differentiable some
number of times. A candidate solution is something we can check to see if it is
an actual solution.
We will say that ΨA is a solution (an actual solution) to FieldEqnsGR if
all elements, Ψ˜A, of ΨA are solutions for all points p ∈ MA in the manifold
patch associated with this Ψ˜A. For pure solutions, it is sufficient to demand
that any single element of ΨA to be a solution of FieldEqnsGR since then all
other elements of ΨA will also be solutions (as FieldEqnsGR are invariant under
diffeomorphisms).
We have four types of solution: pure candidate solutions, pure solutions,
mixed candidate solutions, and mixed solutions. We denote the sets of such
solution types for some given region, A, by
ΩA[spec] (115)
where spec denotes the type of solutions set. For pure solutions, we omit spec.
For pure candidate solutions we write spec as “cand”.
10.8.2 Pure solutions
Let
ΩA[cand] (116)
be the set of all pure candidate solutions, ΨA, associated with region A of op-
space.
Let
ΩA ⊆ ΩA[cand] (117)
be the set of pure solutions, ΨA, to FieldEqnsGR for region A.
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There is an interesting subtlety here. To illustrate this we can define
ΩA||C ⊆ ΩA (118)
where A ⊆ C, such that
ΨA ∈ ΩA||C (119)
if and only if there exists
ΨC ∈ ΩC (120)
such that
ΨA = restrictA(ΨC) (121)
Clearly
ΩA||C ⊆ ΩA (122)
since the definition of ΩA|C is more restrictive. The interesting question is
whether
ΩA||C = ΩA (123)
for all C. This might not be true because, even though a solution Ψ˜A might
satisfy FieldEqnsGR on a patch MA, it might be impossible to complete it into
a solution over the bigger patch MC.
10.8.3 Mixed solutions
It is natural to define a notion of mixed candidate solutions. These are the
union of any number of pure candidate solutions.
ΨA =
⋃
l
ΨA[l] (124)
We call these mixed since the different ΨA[l] correspond to different physical
situations.
Given a mixed candidate solution, ΨA, we can apply the sort operation de-
fined as
sort
(⋃
l
ΨA[l]
)
= {ΨA[l] : ∀l} (125)
The sort operation separates out the physically different pure candidate solu-
tions. In practise, it would be very difficult to do this calculation. However, the
operation is well defined.
It is useful to define the inverse sort operation also. In fact, this is the flatten
operation of set theory.
flatten ({ΨA[l] : ∀l}) =
⋃
l
ΨA[l] (126)
When applied to sets of pure states, the flatten operation can be inverted by
the sort operation.
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The space of mixed candidate solutions is
ΩA[mixed cand] (127)
consists of all ΨA such that all elements of sort(ΨA) are in ΩA[cand] (the space
of pure candidate solutions).
The space of mixed solutions is
ΩA[mixed] (128)
consists of all ΨA such that all elements of sort(ΨA) are in ΩA (the space of pure
solutions).
10.8.4 Special solutions
10.8.4.1 The empty solution:
One special solution is the empty set
Ψ˜A[∅] = ∅ (129)
This is generated if MA = ∅ for this solution since then there are no points, p,
corresponding to points in A. Then we have
ΨA[∅] = {∅} (130)
We call this the empty solution. Given the above definition of ΩA, it is clear
that
ΨA[∅] ∈ ΩA ∀ A (131)
since FieldEqnsGR are trivially satisfied for all points in MA = ∅. Furthermore,
this generates ΓA = ∅ which is a subset of A as required. Note, incidentally,
that this fact does not imply the existence of a non-empty solution ΨU such that
restrictA(ΨU) = ΨA[∅]. For small enough regions, A of op-space, empty solutions
will be the generic case.
10.8.4.2 The null solution
Another special solution is
ΨA[0] = ∅ (132)
We call this the null solutions. This is a very different object from the empty
solution (compare (132) with (130)). ΨA[0] corresponds to the empty set of
solutions so no solution is given. Since some situation must always pertain (even
if it is only the empty solution) the null solution can never actually describe the
physical situation. It is useful to have notation for this solution though. When
we introduce the language of propositions we will see that the null proposition
corresponds to the statement that is always false.
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10.8.4.3 Deterministic solution
Another interesting solution is the solution that is always true. We call this
the deterministic solution. In fact we can define the deterministic candidate
solution and the deterministic solution (these are two different things).
The deterministic candidate solution for a region A of op-space is defined as
ΨA[det, cand] = flatten(ΩA[cand]) =
⋃
ΨA∈ΩA[cand]
ΨA (133)
This is a mixture over all possible candidate solutions in this region.
The deterministic solution for region A is
ΨA[det] = flatten(ΩA) =
⋃
ΨA∈ΩA
ΨA (134)
This is a property of General Relativity (or whatever diffeomorphism invariant
theory we are looking at). We can be sure that the actual situation is described
by a one pure solution in sort(ΨA[det]).
It is possible that the only solution in some regions of op-space is the empty
solution (indeed, for small enough A, this will be the generic situation). For
such regions we have
ΨA[det] = {∅} iff ΩA = {ΨA[∅]} (135)
In such regions we can be sure that nothing will happen.
10.8.4.4 Given ΓA solution
The most fine-grained observations we can make in a region A of op-space cor-
respond to sets, ΓA ∈ A. This would correspond so seeing all S ∈ ΓA and not
seeing any other S ∈ A. We can define the candidate solution consistent with
this situation as
ΨA[ΓA, cand] = flatten(ΩA[ΓA, cand]) =
⋃
ΨA∈ΩA[ΓA,cand]
ΨA (136)
This is the union of all pure candidate solutions belonging to the set
ΩA[ΓA, cand] ⊆ ΩA[cand] (137)
of pure candidate solutions having the given ΓA.
We can also define the mixed solution consistent with this observation as
ΨA[ΓA] = flatten(ΩA[ΓA]) =
⋃
ΨA∈ΩA[ΓA]
ΨA (138)
where this is the union of all pure solutions belonging to the set
ΩA[ΓA] ⊆ ΩA (139)
49
of pure solutions having the given ΓA. If ΩA[ΓA] is empty then ΨA[ΓA] = ∅ (the
null solution). It can be the case that ΨA[ΓA] is pure. This will happen if we have
a non-degenerate situation so ΓA has the dimension of the manifold (as discussed
in Sec. 10.6) and we have a set of scalars in S that is sufficient to determine all the
physical fields in A up to diffeomorphisms (as in the Westman Sonego approach).
This would appear to be the world we live which is sufficiently messy that
every point can be expected to have different scalar field coincidences. Thus,
in General Relativity, messiness induces purity. We might contrast with the
case of Quantum Theory where we normally think of messiness inducing mixed
states. There is, however, a parallel in Quantum Theory with this phenomena.
This is that when we make a maximal measurement we induce a pure state.
Likewise here, when we have a fine-grained observation, we induce purity. We
should note that in Quantum Theory we are talking about probabilistic mixtures
rather than logical mixtures. Later we will talk about probabilistic mixtures in
the context of General Relativity.
10.8.4.5 Operational solutions
We may make course-grained observations of observables in A. Such course-
grained observables are associated with a set, OA, of possible ΓA sets consistent
with the observation. We define the candidate operational solution associated
with OA as
ΨA[OA, cand] = flatten(ΩA[OA, cand]) =
⋃
ΨA∈ΩA[OA,cand]
ΨA (140)
where
ΩA[OA, cand] =
⋃
ΓA∈OA
ΩA[ΓA, cand] (141)
is the set of all pure candidate solutions consistent with OA. We let
ΩA[op cand] (142)
be the set of all candidate operational solutions in A.
Similarly, we define the operational solution associated with OA as
ΨA[OA] = flatten(ΩA[OA]) =
⋃
ΨA∈ΩA[OA]
ΨA (143)
where
ΩA[OA] =
⋃
ΓA∈OA
ΩA[ΓA] (144)
is the set of all pure solutions consistent with OA. These are operational solutions
consistent with the field equations. We let
ΩA[Op] (145)
be the set of all operational solutions in A.
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Given ΓA solutions are special cases of operational solutions. We will say
that they are operationally pure since they cannot be regarded as a mixture of
other solutions in the set of operational solutions. We let
ΩA[op pure] (146)
be the set of all operationally pure solutions in A. This set is important as it is
the most fine-grained we can expect to observe. We can define an operation on
operational solutions that returns the set of operationally pure solutions that
are mixed to give that operational solution
opsort(ΨA[OA]) = {ΨA[ΓA] : ∀ΓA ∈ OA} (147)
This is clearly similar to the sort operation.
11 Composition and non-separability
We are interested in composing two solutions
ΨA ∈ ΩA[mixed] and ΨB ∈ ΩB[mixed] (148)
by imposing conditions at the surface in op-space where A and B meet such that
we get a solution in ΩA∪B[mixed] for the combined region A∪ B. We may also be
interested in composing solutions for multiple regions in this way.
To join these two solutions we define the notion of a typing surface that lives
at the boundary between A and B. Then we consider matching boundary condi-
tions at this typing surface for each Ψ˜A ∈ ΨA and Ψ˜B ∈ ΨB. There are two types
of boundary conditions: manifold boundary conditions and field boundary con-
ditions. The manifold boundary conditions test to see if the appropriate part of
the boundary of the manifold patch MA ⊂ WA associated with Ψ˜A can be iden-
tified (in a certain prescribed way) with the appropriate part of the boundary
of the manifold patch MB ⊂ WB associated with Ψ˜B so that we get a manifold
patch associated with the two regions. If the manifold boundary conditions are
met then we need a check to see if the fields defined on these manifolds also
match appropriately so that we have a solution to the field equations of GR
for the composite manifold patch. We keep only those Ψ˜A ∈ ΨA and Ψ˜B ∈ ΨB
for which the boundary conditions are met. The set of these objects forms the
composed solution for region A ∪ B.
We provide what are clearly sufficient boundary conditions for both the
manifold and field matching. It is anticipated that there are more efficient ways
of specifying the boundary conditions.
11.1 Typing surfaces
We wish to define a notion of typing surface. We will denote typing surfaces by
a, b, . . . . They are surfaces in op-space equipped with a coordinate system. We
can write
a =
(
set(a), coord(a)
)
(149)
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The bounding surface, set(a), is a set of points in op-space that comprise a
patch of a K − 1 dimensional surface (here K is the dimension of op-space).
Typically we will consider this bounding surface to be all or part of a bounding
surface of some region, A. For the time being we will take this to be defined by
some smooth function, ha(S) = 0 (along with inequalities that restrict to the
given patch). Later we will consider bounding surfaces that are not smoothly
defined everywhere (they will be formed by gluing together a finite number of
smooth surfaces). The coordinate system, coord(a), consists of a set of K scalars
(smooth functions of S)
Xa =
{
X la : l = 0 to K − 1
}
(150)
such that: (i) the coordinates labeled by l = 1 to K − 1 are in the surface so
that
∂ha(S)
∂X la
= 0 for l = 1 to K (151)
where ha(S) = 0 is satisfied on the typing surface; and (ii) the X
0
a coordinate
points out of the surface such that
∂ha(S)
∂X0a
6= 0 (152)
We require that Xa is an invertible function of S for all S ∈ set(a). This means
that in the vicinity of the typing surface, we can define the surface by
X0a (S) = 0 (153)
(i.e. we can replace the function ha(·) by the function X0a (·).
It is convenient to associate a direction with a typing surfaces, a. This simply
indicates one or the other side of the bounding surface is taken to be the positive
direction. We choose the side of the bounding surface in which the coordinate
X0a increases to be the positive direction and indicate this by dir(a). We denote
by coordR(a) the coordinate system in which we replace X0a by −X0a . Then we
write
aR =
(
set(a), coordR(a)
)
(154)
to indicate the typing surface with its direction reversed.
11.2 Boundary conditions
Now we want to consider boundary conditions at typing surfaces. We will say
that the boundary conditions at typing surface a are
a ∈ Λa[spec] (155)
where spec are specifications to be discussed. Similarly, we associate boundary
conditions b with typing surface b, c with c, and so on.
In this section we will explore the nature of these boundary conditions -
they are unusual because of the curious way solutions map into the op-space.
We will consider manifold boundary conditions and field boundary conditions
separately then put them together.
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11.2.1 Manifold patch at typing surface
Consider a solution, Ψ˜A, for region A of op-space with typing surface, a, at part
(or all) of its boundary. We define
Ma|A = {p : ∀p ∈MA s.t. S(p) ∈ set(a)} (156)
where we calculate S(p) from Ψ˜A. This is the set of points inMA that correspond,
for this solution, to points in the typing surface, a.
It turns out to be convenient to associate a separate chartable space, Wa with
each typing surface, a. We can then express boundary conditions by mapping
manifolds and fields into this chartable space using the appropriate fiducial
identity map. Thus, we write
Ma|A|a = ϕIa←A(Ma|A) ⊂ Wa (157)
where ϕIa←A is the fiducial identity map from WA to Wa. In this notation, the
rightmost entry of the subscript on Ma|A|a indicates the chartable space.
11.2.2 Manifold boundary conditions
11.2.2.1 The problem
Consider two regions, A and B, of op-space that meet at part of their boundary
at set(a). We wish to join MA to MB by attempting to identifying points in
Ma|A ⊂ MA with points in Ma|B ⊂ MB so that we have a manifold patch
associated with A ∪ B. For this we require three conditions: (i) identification,
(ii) direction, and (iii) smoothness.
11.2.2.2 Identification condition
We will only allow identification of points that are related by the corresponding
fiducial identity map. In particular, this means we must have
ϕIa←A(Ma|A) = ϕ
I
a←B(Ma|B) (158)
or, equivalently,
Ma|A|a = Ma|B|a (159)
This is the identification condition.
11.2.2.3 Direction condition
Second we impose a direction condition so that MA and MB are, in an appro-
priate sense, on opposite sides of the join. The appropriate sense is that we can
continue any chart, xAi, that covers MA in the vicinity of Ma|A into a chart xBi
that covers MB in the vicinity of Ma|B. We can write the function defining the
surface set(a) as
X0a (xAi) = 0 X
0
a (xBi) = 0 (160)
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with respect to coordinates for the A side and the B side respectively. Here i
such that xAi 6= −. If the typing surface points away from A (and towards B)
then, in the vicinity of the typing surface (but not on the typing surface) the
X0a coordinate will be negative for x˘A + δxAi ∈ fA(MA). Hence, to first order, we
can write
X0a (xAi + δxAi) =
∂X0a
∂xµAi
δxµAi < 0 (161)
On the B side of the boundary the X0a coordinate will be positive so we have
∂X0a
∂xµBi
δxµBi > 0 (162)
Thus the necessary condition to ensure that the coordinate system continues
across the boundary under the identification is that
∂X0a
∂xµAi
(163)
and
∂X0a
∂xµBi
(164)
are of the same sign (positive or negative) at the points to be identified. This
condition can be expressed as an equation by mapping both expressions into the
chartable space Wa using the appropriate fiducial identity maps. In particular,
on side A we map X0a on MA to MA|a where
MA|a = ϕIa←A(MA) ⊂ Wa (165)
before evaluating (and similarly for side B). This condition becomes
∂X0a
∂xµai
∣∣∣∣
Ψ˜A
= k2
∂X0a
∂xµai
∣∣∣∣
Ψ˜B
(166)
where k2 is positive. This must be true for all p ∈ Ma|A|a. If this condition
is satisfied then any given non-zero δx can either satisfy (161) or (162) which
demonstrates that we can continue a chart across the boundary under the iden-
tification.
If we suppose that the scalar fields in S are differentiable then we can simply
write the direction condition as
∂X0a
∂xµai
∣∣∣∣
Ψ˜A
=
∂X0a
∂xµai
∣∣∣∣
Ψ˜B
(167)
This is a stronger condition but it will help us to use the language of matching
boundary conditions. We will write this condition down in coordinate free
notation as
∂aµX
0
a
∣∣
Ψ˜A
= ∂bµX
0
a
∣∣
Ψ˜B
(168)
this being equivalent to (167) when evaluated in any chart. If this is true in any
given coordinate system then the smoothness condition (to be discussed next)
guarantees that it is true for all coordinate systems. Hence, it is sufficient to
check the condition in one coordinate system.
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11.2.2.4 Smoothness condition
The third condition we need to impose is a smoothness condition. For a Cr
manifold we also require that these transition maps are r times differentiable.
Hence we also require that the derivatives (up to rth derivatives) of these tran-
sition maps are numerically equal at the points which are identified. In fact,
because of Whitney’s theorem (discussed in Sec. 9.1.1) it is only necessary for
the first derivative to match at these points. It then follows from this theorem
that there exists an atlas for which they match for all derivatives. By matching
fist derivatives we ensure that the tangent spaces match up so we can transform
tensors in the same way on either side of the boundary. Hence, we need to check
that
∂(xAj ◦ x−1Ai )
∂xµAi
(169)
on the A side is equal to
∂(xBj ◦ x−1Bi )
∂xµBi
(170)
on the B at each point being identified. We can map these conditions into Wa
under the appropriate fiducial identity map so that the condition becomes
∂(xaj ◦ x−1ai )
∂xµai
∣∣∣∣
Ψ˜A
=
∂(xaj ◦ x−1ai )
∂xµai
∣∣∣∣
Ψ˜B
(171)
This condition must be true for all p ∈ Ma|A|a and for all pairs, i and j, for
which xi 6= − and xj 6= −. If we define
∂xa =
{(
ij,
∂(xaj ◦ x−1Ai )
∂xµai
)
: ∀i, j
}
(172)
then we can write the smoothness condition as
∂xa|Ψ˜A = ∂xa|Ψ˜B (173)
This must be true for all the points in the boundaries that are identified.
11.2.2.5 Resulting manifold
We write
MA ∪aMB (174)
for the manifold patch we obtain by taking the union of MA and MB and iden-
tifying any p ∈ Ma|A ⊂ MA with the corresponding point (mapped by the
corresponding fiducial identity map) p ∈ Ma|B ⊂ MB. If all three conditions
above are satisfied then MA ∪aMB is itself a manifold patch.
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11.2.3 Field boundary conditions
If the boundary conditions for the two patches to form a manifold when taken
together are met then we can now ask if the physical fields defined on these
manifold patches match at the boundary such that we have a solution for the
composite patch. To this end we require that the fields, Φ, themselves match
after being mapped into the appropriate subset of Wa by the fiducial identity
map. We also require that all tensor fields formed by taking derivatives match.
However, all these fields are related by field equations that have to be true at
each point on the manifold (and, in particular, at all points in the boundary).
These field equations relate derivatives. Hence, it is not necessary to match all
derivatives separately. If we match enough, then it will follow from the field
equations that the remaining derivatives are matched. We will assume (in the
Local Matching Assumption in Sec. 11.2.6) that we only need to specify a finite
number of derivatives which we put into the set, pi.
The two matching conditions are then
Φ|Ψ˜A = Φ|Ψ˜B pi|Ψ˜A = pi|Ψ˜A (175)
for all pA ∈Ma|A|a.
We construct the tensor fields in the set pia|A from the tensor fields in Φ, the
scalars in Xa, and derivatives thereof. For example, if
Φ = (gµν , j
µ [a], Fµν ) (176)
we might define
pi =
(
∇µFµν , ∂X
k
∂xµ
,∇µgµν ,∇µjν [a]
)
(177)
where these are evaluated from the fields in Ψ˜A for points inMa|A. Of course, we
can consider many different choices of functional form for pi. We need a choice
of pi such that the Local Matching Assumption to be introduced later is true.
11.2.4 The full boundary conditions
We can now collect together all the boundary conditions that must be satisfied.
We define
Θ = (Φ,pi, ∂aµX
0
a , ∂xa) (178)
Now we define the boundary conditions at A induced by the candidate solution
Ψ˜A to be
θ˜a(Ψ˜A) =
{
(p,Θ) : ∀p ∈Ma|A|a
}
(179)
where Θ (at each point p) and Ma|A|a, are calculated from Ψ˜A (after applying
the fiducial identity map ϕIa←A). Hence, although Ψ˜A lives in WA, the boundary
conditions for a typing surface, a, live in Wa.
Many of these boundary conditions are physically equivalent as they are
related by elements in GdiffeoA . Hence, it makes sense to define
θa(ΨA) =
{
θ˜a(Ψ˜A) : ∀Ψ˜A ∈ ΨA
}
(180)
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This is a diffeomorphism invariant way of presenting the boundary conditions
induced by a candidate solution Ψa at a. Note that this definition works for
pure and mixed solutions.
11.2.5 Composite typing surfaces
In this section we will consider composite typing surfaces - that is a typing
surface that is regarded as being made up of more than one typing surface.
This is especially important when we want to have typing surfaces that do not
join smoothly, or ones where a single coordinate system cannot chart the whole
surface. Further, if we wish to consider many regions of op-space that join
together to cover some larger region of op-space then it is impossible that all
the boundaries of these smaller regions are smooth.
A composite typing surface corresponds to a list (a, b). We will usually
denote this by ab. Similarly, the boundary conditions at such a typing surface
correspond to a list (a, b). We will usually denote this by ab. We write
θ˜ab(ΨA) =
(
θ˜a(ΨA), θ˜b(ΨA)
)
(181)
and
θab(ΨA) = (θa(ΨA), θb(ΨA)) (182)
We can think of a composite typing surface as a typing surface in its own right.
Thus, we will sometimes denote a composite system by a single letter. For
example, we may write d = ab. We allow the components of a composite typing
surface to meet (in an K− 2 dimensional subset of op-space) but not to overlap
more than this. We allow composite typing surfaces to be constructed from any
finite number of basic (smooth) typing surfaces. Henceforth, when when we
discuss typing surfaces, we allow them to be composite (and therefore possibly
not smooth).
11.2.6 Joining solutions
Now we will show how to join two solutions, ΨA and ΨB, to form a new solution
for the region A∪B. The interior of the two regions, A and B are non-overlapping
but we allow that their boundaries overlap at some set(a) associated with a
typing surface, a.
If the matching condition
θ˜a(Ψ˜A) = θ˜a(Ψ˜B) (183)
then the two solutions match at the typing surface a. We define
Ψ˜A ∪a Ψ˜B =
{ {(p,Φ(p)) : ∀p ∈MA ∪aMB} if θ˜a(Ψ˜A) = θ˜a(Ψ˜B)
− else (184)
where here − is the null element having the property that, if it is added to a
set, it does not change the set (so x∪{−} = x for any set x). In the case where
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we have matching we get, essentially, the union of Ψ˜A and Ψ˜B except that points
at the boundary have been identified (and therefore the fields must match at
these points). Now we can define
ΨA uniondbla ΨB =
{
Ψ˜A ∪a Ψ˜B : ∀Ψ˜A ∈ ΨA,∀Ψ˜B ∈ ΨB
}
(185)
Note that this definition works for joining pure and mixed solutions. It also
works for joining at composite typing surfaces. We keep pairs Ψ˜A ∈ ΨA and
Ψ˜B ∈ ΨB when they match up (have the same boundary conditions) otherwise
they contribute the null element. In the case that the two solutions do not have
matching boundary conditions for any pair of elements we get the null solution,
ΨA uniondbla ΨB = ∅.
In the case that the two solutions we are joining are pure and they match
for some Ψ˜A ∈ ΨA and Ψ˜B ∈ ΨB then there must be a match in ΨB for every
element of ΨA since we vary over all diffeomorphisms on each side and hence
θa(ΨA) = θa(ΨB) (186)
(Note that there are no tildes in this expression - here θ is defined as in (180).)
This situation can be quite interesting as we will see shortly.
In the case that the two solutions are mixed then we will get a non-null
solution for the join if
θa(ΨA) ∩ θa(ΨB) 6= ∅ (187)
as then at least some of the pure solutions in the sorts of ΨA and ΨB match up.
11.2.7 The local matching assumption
For ΨA uniondbla ΨB to actually be a solution we need to make the right choice of pi.
This is the purpose of the following assumption:
Local matching assumption. Consider two regions in Op-space,
A and B whose interiors are non-overlapping and which meet at a
typing surface a (which could be composite). Further, consider pure
solutions, ΨA ∈ ΩA and ΨB ∈ ΩB. We assume that, for any physically
realistic set, FieldEqnsGR, there exists a choice of pi with a finite
number of elements such that
ΨA uniondbla ΨB ∈ ΩA∪B[mixed] (188)
for any pair of regions, A and B.
That is, there exist sensible boundary conditions such that when we join two ac-
tual solutions then we get an actual solution. In the first place, this assumption
is motivated by the fact that FieldEqnsGR are local field equations (equations
pertaining to a point, p). Since the two solutions, Ψ˜A and Ψ˜B, overlap on a we
require that all fields and all derivatives derivatives are equal (coming from the
two solutions). If we choose pi to be a list of all such derivatives then clearly the
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matching condition, if satisfied, will entail that Ψ˜A ∪ Ψ˜B is a solution. However,
such a list is infinite. It is possible, however, that we can choose a finite list
of such derivatives for pi such that the relations in FieldEqnsGR can then be
used to show that all other derivatives are, in fact, equal. This is the essential
content of the local matching assumption.
There is a twist in this tale however (anticipated by the fact that we put
ΩA∪B[mixed] in (188) even though we are considering joining pure solutions).
Since we are actually working with diffeomorphism invariant solutions, we must
consider matching every pair of elements from ΨA and ΨB. It is possible then,
that there are physically inequivalent matches (i.e. not mapped into one another
by diffeomorphisms). This would mean that, even though we are taking ΨA and
ΨB to be pure, ΨA uniondbla ΨB could be mixed such that
sort(ΨA uniondbla ΨB) (189)
has two or more elements. An example of how this can happen is provided in
Sec. 11.5. One consequence of this is that there exist solutions ΨA∪B such that
ΨA∪B 6= restrictA(ΨA∪B) uniondbla restrictB(ΨA∪B) (190)
This will be the case for any element of the set in (189) (assuming this set has
more than one element). Hence, we cannot split a solution up in to two parts
by restriction then simply join them back together and necessarily get back the
original solution.
We might have taken the attitude that we should only work with pure so-
lutions in any formulation of General Relativity. However, because of diffeo-
morphism invariance, we represent even pure solutions as a set of solutions, Ψ˜A.
Consequently, the most natural way of joining two pure solutions is with the uniondbla
operation as in (185). Under this operation, joining pure solutions can lead to
mixed solutions. We are, then, naturally led to having mixed solutions.
We note that, although the local matching assumption is stated for the
special case of joining pure solutions, it clearly follows from this assumption that
if we join mixed solutions, ΨA and ΨB, we get a solution ΨA∪B ∈ ΩA∪B[mixed].
11.2.8 The null join
A special case is where A∩B = ∅. In this case there is no tying surface between
A and B. We will say that the two surfaces are joined by the null join denoted
by 0. In this case there are no matching conditions to check and we have
ΨA uniondbl0 ΨB =
{
Ψ˜A ∪ Ψ˜B : ∀Ψ˜A ∈ ΨA,∀Ψ˜B ∈ ΨB
}
(191)
The null join is useful when we are joining multiple solutions as it enables us to
proceed in any order [69].
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11.2.9 Special cases
If we join two empty solutions at a typing surface a we clearly get the empty
solution for the composite region.
ΨA[∅] uniondbla ΨB[∅] = ΨA∪B[∅] (192)
The boundary conditions clearly match as we have
θa(ΨA[∅]) = θa(ΨB[∅]) = {∅} (193)
This boundary condition is discussed below in Sec. 11.2.11 as the special case,
a∅. It is useful we can join empty solutions as they are the generic situation for
small enough A.
We can also investigate null solutions. If we combine two null solutions we
get a null solution for the combined region.
ΨA[0] uniondbla ΨB[0] = ΨA∪B[0] (194)
This follows from the definition of uniondbla. In fact, more generally, we have
ΨA uniondbla ΨB[0] = ΨA∪B[0] (195)
This also follows from the definition. Additionally, we have
ΨA uniondbla ΨB = ΨA∪B[0] if θa(ΨA) ∩ θa(ΨB) = ∅ (196)
since then there can be no matches (there cannot even be matches of empty
solutions).
A interesting case is when we join ΨA[ΓA] and ΨB[ΓB] at a. We get
ΨA[ΓA] uniondbla ΨB[ΓB] =
{
ΨA∪B[0] if θa(ΨA[ΓA]) ∩ θa(ΨB[ΓB]) = ∅
ΨA∪B[ΓA ∪ ΓB] if θa(ΨA[ΓA]) ∩ θa(ΨB[ΓB]) 6= ∅ (197)
This is not completely obvious. To prove it we work backwards. Note that
restrictA(ΨA∪B[ΓA ∪ ΓB]) ⊆ ΨA[ΓA] restrictB(ΨA∪B[ΓA ∪ ΓB]) ⊆ ΨB[ΓB] (198)
Hence, when we join ΨA[ΓA] and ΨB[ΓB] then (in the case that there is a match)
we have all the necessary pure solutions in the sort of these two solutions to
fully reconstruct ΨA∪B[ΓA ∪ ΓB].
We can also consider joining two operational solutions associated with sets
OA and OB. We obtain
ΨA[OA] uniondbla ΨB[OB] = ΨA∪B[OA∪B] (199)
where
OA∪B ⊆ OA uniondblOB (200)
Here
OA uniondblOB = {ΓA ∪ ΓB : ∀ΓA ∈ OA,∀ΓB ∈ OB} (201)
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and
OA∪B = {ΓA ∪ ΓB : ∀ΓA ∈ OA,∀ΓB ∈ OB s.t. θa(ΨA[ΓA]) ∩ θa(ΨB[ΓB]) 6= ∅}
(202)
In other words, OA∪B is the subset for which there is a match.
Finally, consider the case of joining two deterministic solutions. We have
ΨA[det] uniondbla ΨB[det] = ΨA∪B[det] (203)
because
restrictA(ΨA∪B[det]) ⊆ ΨA[det] restrictB(ΨA∪B[det]) ⊆ ΨB[det] (204)
and hence we have all the necessary pure solutions in the sort of these two
solutions to fully reconstruct ΨA∪B[det].
11.2.10 Sets of boundary conditions
We are now interested in the set of boundary conditions induced by sets of
solutions at a. We define
Λa[A] = {θa(ΨA) : ∀ΨA ∈ ΩA} (205)
where set(a) ⊆ A. This is the full set of boundary conditions - we will call
them pure boundary conditions - that can be induced by pure solutions in A.
We define
Λa[A,mixed] = {θa(ΨA) : ∀ΨA ∈ ΩA[mixed]} (206)
as the full set of boundary conditions - we will call them mixed boundary con-
ditions - that can be induced by mixed solutions in A.
Note that
Λa[A] ⊆ Λa[B] forall B ⊂ A s.t. set(a) ⊂ B (207)
because we always have ΩB||A ⊆ ΩB as discussed in Sec. 10.8.2. We define
Λa =
⋃
B⊃set(a)
Λa[B] (208)
This is the full set of boundary conditions that can be induced by any solution
for any region having set(a) as a subset. Similarly, we define
Λa[mixed] =
⋃
B⊃set(a)
Λa[B,mixed] (209)
This is the full set of mixed boundary conditions that can be induced by any
solution for any region including set(a).
In the case of candidate solutions we have
ΩB||A[cand] = ΩB[cand] ΩB||A[mixed cand ] = ΩB[mixed cand] (210)
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as we are just looking at all possible sufficiently differentiable fields defined over
the appropriate parts of the manifolds. Hence we can define
Λa[cand] = {θa(ΨA) : ∀ΨA ∈ ΩA[cand]} (211)
for any A such that set(a) ⊂ A. By virtue of (210), we get the same set, Λa[cand],
for any choice A ⊃ set(a) and hence we need not include A in the specification
of this set. This is the full set of boundary conditions at a that can be induced
by pure candidate solutions. Similarly, we define
Λa[mixed cand] = {θa(ΨA) : ∀ΨA ∈ ΩA[mixed cand]} (212)
for any A such that set(a) ⊂ A. This is the full set of boundary conditions that
can be induced at a by mixed candidate solutions.
It is useful to define a sort operation for boundary conditions. Thus, if a[l]
are distinct pure boundary conditions, then
sort(∪la[l]) = {a[l] : ∀l} (213)
Thus, the sort operation, when acting on boundary conditions, returns a list of
the pure boundary conditions in the given mixed boundary condition.
11.2.11 Special boundary conditions
It is useful to define a number of special boundary conditions. First, we define
a∅ as the boundary condition induced at typing surface a by the empty solution
a∅ = θa(ΨA[∅]) (214)
where we assume that set(a) ⊂ A. Clearly a∅ = {∅}.
The null boundary conditions are the conditions that are always false. This
is represented by
a0 = ∅ (215)
Since there must be some boundary conditions on a (even if only the empty
boundary conditions) it is clear that a0 cannot happen.
Another special boundary condition is adet[A] defined as
adet[A] = θa(ΨA[det]) (216)
This is the deterministic boundary condition - the boundary condition that is
always true. It is induced at a by the mixture of all possible solutions in A.
We also define
aΓA = θa(ΨA[ΓA]) (217)
as the boundary condition induced by a given ΓA.
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11.3 Composite boundary condition space
We define Λab[spec] as
Λab[spec] = Λa[spec]× Λb[spec] (218)
where spec is the specification of what set of boundary conditions we are dis-
cussing. We will write an element of this space as ab.
11.4 Given a solutions
Consider a typing surface, a, corresponding to the full boundary of some region,
A, of op-space
set(a) = boundary(A) (219)
Let
ΩA[a] ⊆ ΩA (220)
be the set of pure solutions having the property that θa(ΨA) = a. Note that if
there is no solution in ΩA consistent with this boundary condition then ΨA[a] is
the empty solution, ΨA[∅]. We define
Ψa[a] = flatten(ΩA[a]) (221)
This is the mixed solution consisting of all solutions having the given boundary
condition.
Since a corresponds to the full boundary of A it is reasonable to assume it
contains sufficient information to fully determine the solution:
Determinism (when no agency): The solution, ΨA[a], associated with
a given pure boundary condition, a, at a typing surface a having
set(a) = bound(A), is always pure.
This assumption will fail to be true if we do not have a complete set of field
equations. This might be the case if we so not know, or do not care to solve,
for all aspect of the physics. Furthermore, when we introduce agency into the
picture, we will have a phenomena we term jitter in which the scalar coincidences
associated with the agent’s choices may not fully fix the solution. This will lead
to such solutions being mixed.
11.5 Curious nonseparability
We will now give an example in which
sort(ΨA uniondbla ΨB) (222)
has more than one member (in fact an infinite number of members) when ΨA
and ΨB are pure. This corresponds to a curious kind of nonseparability. ΨA
is a full specification of the beables for region A and ΨB is a full specification
of the beables for region B. When physics is separable then a full specification
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of the beables for region A and for region B would be sufficient to give a full
specification of the beables for the composite region, A ∪ B. Thus, separability
implies
BA∪B(ΨA∪B) = f (BA(ΨA), BB(ΨB)) (223)
This is not the case here. This nonseparability is a consequence of the fact that
beables are invariant under diffeomorphisms. Thus, if we apply a diffeomor-
phism to a physical situation, it does not count as a physical transformation (it
does not effect the beables).
For simplicity (picturability) consider a manifold that is three dimensional
(this example could easily be extended to four dimensions). We set up a coor-
dinate system x0 = t, x1 = r, and x2 = θ. We consider non-interacting dust
fluids of types 1 to 3, these being distinguishable from one another (let us say
that they have different colours). Dust fluid i is described by (ρi(x), U
µ[i](x))
(see Appendix A.9.3). We define our op-space to be
S = (ρ1, ρ2, ρ3) (224)
We will describe an initial distribution of fluids by describing three contri-
butions at time t = 0. We use the function
ϕ(x) =
{
exp
(
−1
1−x2
)
for|x| < 1
0 otherwise
(225)
This is a smooth function (it is a bump function).
The first contribution is of fluid of type 2 according to
ρ2 = ϕ(r − 4), Uµ[2] = (a, 0, vr) (226)
where vr > 0, the radial speed of the dust particles, is a constant and a is chosen
so that gµνU
µ[2]Uν [2] = 1.
The second contribution is of fluid of type 1 according to
ρ1 = ϕ(r − 2), Uµ[2] = (b, 0, Vr(r)) (227)
where Vr(r) ≥ 0 is much greater than vr in the interval from r = 1 to r = 3
and b is chosen so that gµνU
µ[1]Uν [1] = 1. Fluid 1 from this contribution will
overtake fluid 2 as the fluids expand.
The third contribution is a mixture of all three fluids such that
Uµ[1] = Uµ[2] = Uµ[3] = (b, 0, Vr(r)) (228)
and
ρ1 + ρ2 + ρ3 = f(r) (229)
(so it is is symmetric under rotations). For this third contribution we impose
that ρ1 = ρ2 = 0 for all 1 ≤ r ≤ 5. We impose that (i) ρ1 > ρ2 for all
r ≤ 1, (ii) ρ2 > ρ1 for all r > 5. Further, we impose that the distributions of
the individual fluids are not rotationally symmetric for 0 < r < 1 and 5 < r.
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Finally, we impose that f(r) = k up to some value of r much greater than 5
after which it tails off. Here k is a constant which we take to be much bigger
than ϕ(0).
The over all situation here is that we have three regions at time t = 0. The
first region for 0 < r < 1 is not rotationally symmetric and has ρ1 > ρ2. The
second region, for 1 ≤ r ≤ 5 is rotationally symmetric. The third region, for
5 < r, is not rotationally symmetric and has ρ1 < ρ2. However, if we ignore
the colours of the fluids, then we have over all rotational symmetry. Hence it
is not inconsistent to choose a metric at time t = 0 that is also rotationally
symmetric. Further, the metric will remain symmetric under rotations as the
system evolves.
As the system evolves the evolution will be dominated by the third con-
tribution. We assume that the overall densities are such that gravity plays a
very small role. Hence the fluid will diffuse tending to zero density after a long
time. In the region 1 ≤ r ≤ 5 the distributions ρ1 and ρ2 will evolve into one
another. The value of ρ1 at the values r for which ρ1 = ρ2 will, for a while,
increase monotonically with time from ρ1 = 0 at time t = 0 to the value ρ1 = q
at time t = T where we take T to be small enough that the asymmetries have
still not propagated into the region 2 ≤ r ≤ 4. During this same time, ρ3 will
decrease from its maximum value, ρ3 = k at this place to a slightly smaller
value, ρ3 = k
−. It is possible, after a long time, there will be other places
where ρ1 = ρ2. However, any such places will have a much smaller value of
ρ3 and consequently do not happen in the same part of op-space. Given these
considerations, we define the bounding surface, a, where
set(a) =
{
(ρ1, ρ2, ρ3) : s.t. ρ1 = ρ2, 0 ≤ ρ1 ≤ q, k− ≤ ρ3 ≤ k
}
(230)
We can choose any suitable coordinates for this typing surface (recall that a
typing surface also has a set of coordinates associated with it). This bounding
surface is designed to pick out the circularly symmetric part of the solution
above.
Now we wish to choose two regions, A and B, of op-space where A corresponds
to the interior (inside where ρ1 = ρ2) and B correspond to the exterior (outside
where ρ1 = ρ2). We will require that A and B meet only at a. We define A to be
A = {(ρ1, ρ2, ρ3) : 0 ≤ ρ2 ≤ ρ1 ≤ q, h(ρ1 − ρ2) ≤ ρ3 ≤ k} (231)
and B to be
B = {(ρ1, ρ2, ρ3) : 0 ≤ ρ1 ≤ ρ2 ≤ q, h(ρ2 − ρ1) ≤ ρ3 ≤ k} (232)
where
h(x) = k− + α
x
q
(233)
and α is chosen to be big enough that the interesting action happening between
time 0 and T is captured in A and B, but small enough that not much of what
happens before or after these times is captured in these regions.
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We can solve and find a solution, Ψ˜, in the given coordinate system. Using
this we can we can calculate ΨA and ΨB (by restricting to A and B respectively,
and then acting with all ϑ ∈ Gdiffeo). These solutions will be pure. Now,
the interior will be mapped into A and the exterior will be mapped into B.
We can find another solution, Ψ˜′ by rotating the initial fields in the region
0 ≤ r ≤ 1 (since these are rotationally asymmetric this will describe a new
physical situation). With this new solution we can calculate Ψ′A and Ψ
′
B by the
same process as before. It is clear that we will obtain
Ψ′A = ΨA Ψ
′
B = ΨB (234)
However, the extremal invariant distances between the asymmetric features in
the inner and outer regions is different for the two solutions. Hence
Ψ′A∪B 6= ΨA∪B (235)
The boundary conditions between the two regions is the same in each case
θa(ΨA) = θa(ΨB) = θa(Ψ
′
A) = θa(Ψ
′
B) (236)
Hence, when we form
ΨA uniondbla ΨB (237)
we will pick up both solutions (and, indeed, infinitely many more since we
get one for each rotation) and hence we obtain a mixed solution. This means
that specifying ΨA and ΨB separately does not specify ΨA∪B and hence General
Relativity is non-separable.
It is worth noting a few things. First, we could use the metric to define
more scalars and enlarge our op-space. However, the metric itself is rotationally
symmetric. Hence, we could not rescue the situation and restore separability
this way. Second, this non-separability is a consequence of insisting that be-
ables are invariant under diffeomorphisms. In pre-General Relativistic classical
field theories, there is a fixed background and the coordinate, x, ascribed to a
particular point is regarded as part of the physical description. In such theo-
ries, we would have separability even for an example having similar rotationally
symmetry. This is because then the internal rotation described in the previous
paragraph would create an ontologically new situation (as the coordinate, x, is
part of the ontology).
This non-separability of General Relativity demonstrates that it GR has a
certain nonclassicality not shared by the earlier classical theories (unless we
retrospectively impose something like diffeomorphism invariance on them).
12 Agency
12.1 Introducing Agency
The notion of agency is well incorporated into Quantum Theory. We can allow
a quantum system to pass through some apparatus having knobs on it. For dif-
ferent settings of the knobs we get different evolution. These different evolutions
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are associated with different completely positive maps acting on the incoming
state. In General Relativity, on the other hand, the usual picture is that of the
block universe - a single solution for all points in space and time given. Such
solutions are usually obtained (in the world of numerical relativity at least) by
taking an initial space-like hypersurface with fields defined on it and evolving
this according to a canonical formulation of General Relativity. Such a picture
makes it difficult to incorporate agency. We can, however, think of agency as
an effective notion to deal with situations having agents. Here agents are sys-
tems that can, in a controlled manner, magnify some property that is below the
resolution we are solving the field equations to being above this resolution.
One way to introduce agency in General Relativity is through a force density
field, Gµ. The force density field can be set by varying some other field, χµ...ν .
We will give an example below. We will call fields such as χµ...ν agency fields.
We will let χ be the list of all the agency fields. The agency fields are in addition
to the matter and metric fields already encoded in Φ.
There is a problem though. Agents can only control what they can observe.
By Assertion 1, we can only observe scalar fields taking certain values in coin-
cidence with one another. The fields in in χ are (in general) tensors so cannot
be measured. Thus, we will assume that agents can set some quantity
Q = (Q1, Q2, . . . QL) (238)
where Ql (for l = 1 to L) is a scalar. We use the fields in Φ to calculate the
scalars in S. Then we will use the scalars in S along with the fields in χ to
calculate the scalars in Q.
Once we introduce an effective notion of agency we need to introduce another
effective notion - a time direction field, τ . This is because we suppose that the
consequences of a choice can only be felt to the future of where the choice was
made. General Relativity, on the other hand, is time symmetric so we need to
single out a time direction at each point where a choice might be made.
The full set of fields are given by (Φ,χ, τ ). The time direction field is not
directly observable (it is not a scalar) but rather can be observed through the
behaviour of directly observed quantities. Thus, the full set of observables are
(S,Q).
An important notion is that of an agency strategy. This is where we pre-
specify what choice of Q would be made at each point, S, in some region, A, of
op-space should that point be realized. We specify an agent strategy for A as
QA =
{(
S,Q(S)
)
: ∀S ∈ A
}
(239)
The agent strategy in some region A is the analogue of a choice of knob setting
on an apparatus in Quantum Theory.
Causality imposes that choices cannot effect the past. This leads to a con-
straint on solutions. We will describe how to implement this constraint in terms
of boundary conditions.
67
12.2 An example: a vast fleet of spaceships
Imagine a single spaceship with a captain at the helm. He can decide to steer
the spaceship to the left or right. Once he has made his choice the spaceship will
move, altering the metric and other fields in Φ accordingly. So it matters for the
physics what choice he makes. His decision to move left or right originates at
the level of the neurons in his brain. Assuming that the captain’s behavior is, at
the fundamental level, determined by the field equations, we could imagine sim-
ply deterministically solving the field equations given some initial information
that serves to determine what choice the captain will make. However, usually
when we solve such equations, we work to some resolution and, typically, we
would expect to put neurons below the level of that resolution. One reason for
this is computational tractability - solving for the behavior of the brain (even
assuming that the brain could be described by the classical equations of General
Relativity) would be computationally expensive. Thus, in situations where we
have agents, we would like to pursue a different approach.
We asserted, in Sec. 9.3, that everything in General Relativity should be
described in terms of fields. We will seek to apply this to agency as well. To
set this up, imagine a fleet of spaceships so vast that we can treat it as a dust
fluid. In this fluid approximation we can imagine that, at each point p, we have
a choice of how to steer the ship. To be more concrete, assume that the ships
in the fleet are powered through interaction with another dust fluid - the wind
fluid. Then a complete set of equations is given by
∇µTµν [ship] = Gν ∇µTµν [wind] = −Gν Gµν = 8piTµν (240)
where
Tµν [ship] = ρ[ship]Uµ[ship]Uν [ship] Tµν [wind] = ρ[wind]Uµ[ship]Uν [wind]
(241)
as long as we choose some form for the force density, Gµ, between the ship and
the wind. One possible force density
Gµ = χµχαρ[wind]Uα[wind] (242)
We can choose χµ to be spacelike. We can interpret the direction of χµ is the
direction of the normal to the sail and the magnitude of χµ to be proportional
to the cross-section of the sail. This equation provides for a force density that
is proportional to the component of the current of the wind normal to the sail.
There is a problem, however. As a field, χµ(p), should be specified at every
p ∈ M . However, we cannot specify a point, p, in a diffeomorphism invariant
fashion. Further, the coordinates of χµ, when represented in a coordinate sys-
tem, are also not invariant. Choices have to be beables. But, more than this,
choices have to be observables. Thus, they must correspond to scalars taking
certain values in coincidence (according to Assertion 1). Let us suppose that
we have already nominated a set of scalar fields, S, to form the op-space. Next
we can choose a set of scalars, X = (X1, X2, . . . XK) that are functions of the
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scalar fields in S. Now we can define Westman Sonego scalars
χk =
∂Xk
∂xµ
χµ (243)
This is a list of scalars. We can calculate these scalars at every point, S, in
op-space. Thus, we can write χk(S). Although an agent cannot specify χµ(p)
(as this is not invariant under diffeomorphisms), he can specify χk(S). Indeed,
(S, χk) is an observable (as it corresponds to asserting that certain scalars have
certain values in coincidence with one another). We can then define the agent
choice to be Q = (χk : k = 1 to K).
12.3 Agency fields
If there are no agency fields the field equations of General Relativity take the
form given by the matter field equations (62) and Einstein field equations (63).
If we have agency fields, such as χµν in the above example, then we now have
to include these in the field equations. The left hand side of the Einstein field
equation is very constrained by the way in which the equation was obtained.
Hence we cannot expect it to depend on agency fields (at least not without
modifying General Relativity). The right hand side could, in principle, depend
on the agency fields as long as ∇νTµν = 0 remains true. However, it seems
more reasonable that the total stress-energy tensor does not have a functional
dependence on the agency fields since different choices of these fields correspond
to small differences below the resolution we are working to. In fact, for the
same reason, it is reasonable to demand that the stress-energy tensors, Tµν [n],
associated with the different matter fields do not have a functional dependence
on the agency fields. Rather, we can make the physics depend on the agency
fields through the matter field equations alone. Thus, we leave (63) unchanged
and we modify (62) as follows
fl(~ϕ, ~ϕ,α, ~ϕ,αβ , gµν , gµν,γ ,χ) = 0 l = 1 to L (244)
where χ is a list of agency fields (these are tensor field of various types)
χ =

χµ1...µr1 [1]
χµ1...µr2 [2]
...
χµ1...µrN [N ]
 (245)
We insist that all the fields in χ have only superscripts (not subscripts) so that
we can convert them to Westman Sonego scalars as in the example above (we
can always achieve this by using gµν to raise lowered subscripts). The equations
(244) in conjunction with the Einstein field equations (63) form a set of coupled
field equations that we can solve if we know the agency fields, χ.
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12.4 Agent choices
The agent choice must be specified by a set of scalars, Q. We insist these are
calculated from χ and S. One possibility is that we calculate Westman Sonego
scalars as follows. First we define
X = (X1, X2, . . . XK) (246)
as some set of scalars, Xk(S) (i.e. they are functions of S. Now we define
χX :=

∂µ1X
i1 . . . ∂µr1X
ir1χµ1...µr1 [1]
∂µ1X
i1 . . . ∂µr2X
ir2χµ1...µr2 [2]
...
∂µ1X
i1 . . . ∂µrNX
irN χµ1...µrN [N ]
 (247)
This is the list of Westman Sonego scalars corresponding to the list of tensors
in χ. We can now set Q = χX for the agent choice. We could imagine other
ways of choosing Q as a function of χ and S.
In fact we will demand that Q is specified as a function of S. This means that
Q(p) is constrained to take the same values for all p ∈MS. This is imposed by
demanding that solutions are consistent with agent strategies. An agent strategy
is given by providing
QA = {(S,Q) : ∀S ∈ A} (248)
When we have an agent strategy QA we demand that (S(p),Q(p)) ∈ QA where
(S(p),Q(p)) is calculated from the points p ∈MA for every Ψ˜A ∈ ΨA.
12.5 Time direction field
Agents are time asymmetric as they magnify below resolution properties to
being above resolution. This happens in some given time direction. The field
equations of General Relativity are time-symmetric. Thus, if we introduce the
effective notion of agency then we also need to introduce an effective notion of
time direction. The metric already specifies a double light cone structure at
every point in the manifold. The time direction field must pick out a forward
light cone at every point in the manifold. To do this we introduce an extra
effective field - the time direction field, τµ and then allow gauge freedom (as any
vector in the forward light cone will do the job). We demand that
−gµντµτν > 0 (249)
so that it is time-like (the minus sign is because we are using the (−,+, . . . ,+)
signature convention).
We will say that a vector, vµ, is forward pointing if
−gµνvµvν > 0 and − gµντµvν > 0 (250)
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since then it belongs to the same light cone as τ . At each point, p ∈ M , we
define the set
C+(g, τ ) = {v : ∀v s.t. − gµνvµvν > 0 and − gµντµvν > 0} (251)
This defines the forward cone at p.
If τµ is a time direction field then τ˜µ is a physically equivalent time direction
field iff
τ˜ (p) ∈ C+[τ (p),g(p)] ∀p (252)
We will write
τ˜µ = σµν τ
ν (253)
and we say that
σ ∈ Σ+ (254)
for maps, σ, that transform between physically equivalent time direction fields.
At each point p this corresponds to a time direction preserving Lorentz boost in
a local Lorentz frame (in which the metric is the Minkowski metric ηµ¯ν¯) times
a positive rescaling factor, α2. We can write
σµν = α
2eµµ¯Λ
µ¯
ν¯e
ν¯
ν (255)
where Λµ¯ν¯ is a lorentz boost that preserves time orientation and where the veil-
bein, eµµ¯, is a transformation that takes us to a local frame (with coordinates
xµ¯) in which we have the Minkowski metric. It satisfies
gµν = eµµ¯e
ν
ν¯η
µ¯ν¯ (256)
Further, we have
e µ¯µ = gµνη
µ¯ν¯eνν¯ (257)
for the veilbein with indices flipped. Another way to represent the transforma-
tion σµν is to use two different vielbeins
σµν = α
2e′µµ¯e
ν¯
ν where e
′µ
0¯e
0¯
µ < 0 (258)
where e′µµ¯ also satisfies (256). The condition e
′µ
0¯e
0¯
µ < 0 ensures that the time-
like axis (associated with µ¯ = 0¯) has the same direction for the two vielbeins (it
must be negative because of our signature convention). Since different choice
of vielbein satisfying this condition are related by a time orientation preserving
Lorentz transformation, (255) and (258) are equivalent.
This gauge freedom is to be expected as we are using D real numbers in τµ
to specify a single bit of information (which is the forward light cone as opposed
to the backward light cone). Really, we should consider (τµ(p), gµν(p)) as a pair
since, taken together, they specify the forward light cone. We can cook up other
ways of specifying the time direction field and metric jointly. For example, we
could use the veilbein with a forward pointing eµ0 component. For our purposes,
however, it suffices to work with the pair, (τµ, gµν), to represent time direction
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and metric information. One reason for making this choice is that can choose
τ (p) = 0 for points on the manifold where we do not need a time direction field
(in particular, for points that are outside the forward light cone of any places
where agents can act).
One way to measure τ is by exploding a “causal puffball”. This would consist
of an explosion fluids out from a small volume where the fluid elements travel at
all speeds up to that of light. If an agent decides to explode a causal puffball at
S then coming out from this point, in the op-space, would be all these different
fluids marking out the future light cone. Note this only determines τ up to
physically irrelevant aspects - i.e. it determines the future light cone. In the
absence of a measurement to measure the time direction field, it is possible that
we cannot read τ from the op space. Thus, time direction must be considered
to live at the hidden variable level.
12.6 Representing solutions with agency
Now we have introduced additional effective fields, χ and τ , we need to revisit
how to represent solutions. We write a solution for region A as
Ψ˜A = {(p,Φ,χ, τ ) : ∀p ∈MA} (259)
where, just like the case without agency,
MA = {p : ∀p s.t. S(p) ∈ A} (260)
This solution is in gauge dependant form.
Now we have two gauge groups acting, Gdiffeo and Σ
+ (for the time direction
field) where ϕ ∈ Gdiffeo and σ ∈ Σ+. We will combine them into a single gauge
group, G+, with elements ϑ = (σ, ϕ) which act as
ϑ∗Ψ˜A = {(p, ϕ∗Φ, ϕ∗χ,σϕ∗τ ) : ∀p ∈ ϕ(MA)} (261)
Compare this with (99). Note, in particular, that the σ part of the transforma-
tion only acts on the τ field. This means, for example, if there is a field, Jµ
(calculable from Φ) that is parallel to τµ before the ϑ transformation, these two
vectors may not be parallel afterwards.
We can now give a gauge independent representation of the solution as
ΨA =
{
ϑ∗Ψ˜A : ∀ϑ ∈ G+
}
(262)
This solution is invariant under the gauge group, G+. We define beables to be
quantities that are invariant under G+. In particular, we can write beables as
BA(ΨA) (263)
where this is guaranteed to be invariant under G+ because the elements of the
set, ΨA, come in no particular order.
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12.7 Turning a solution with agency inside out
In Sec. 10.5.6 we discussed how to turn a solution “inside out”. We can represent
a solution with agency similarly:
ΨA =
{
(S,Q, λ˜) : ∀S ∈ ΓA
}
(264)
To define the hidden variables, λ˜, we first define ω such that
(Φ(p),χ(p))↔ (S(p),Q(p),ω(p)) (265)
In words, ω are some variables that capture the information in (Φ(p),χ(p)) that
is not contained in (S(p),Q(p)). Now we define
λ˜(S) = {(p, ω, τ) : ∀p ∈MS} (266)
These are the hidden variables associated with the point S. Note that the time
direction field gets included with the hidden variables.
We can, further, define
λ = {ϑ∗λ˜ : ∀ϑ ∈ G+} (267)
Given this we can define
ΨA = {(S, λ) : ∀S ∈ ΓA} (268)
This is a G+ invariant way of presenting the solution that separates it into
observables and hidden variables.
12.8 Solving field equations given agent strategies
When we have agency the field equations consist of the matter field equations
with agency (244) and the Einstein field equations (63). We will call these
equations
FieldEqnsagencyGR (269)
We have as many independent matter field equations as we have degrees of
freedom in Φ. The agency fields in χ are extra fields that have to be specified
before we can solve the field equations. However, specifying these fields as a
function of p ∈ M is not a diffeomorphism invariant way to state the choices
of agents. Rather, we can specify an agent strategy, QA (see Sec. 12.4), for
some region, A of op-space and attempt to find solutions consistent with this.
Additionally, we have the time direction field, τ , that must play a role in solving
the field equations since agent choices can only influence the future (defined with
respect to τ ).
We notate sets of solutions (or candidate solutions) consistent with a given
agent strategy as
ΩA[QA, spec] (270)
73
By consistent, we mean that the values of (S,Q) calculated from these solutions
must belong to QA. For actual solutions sets we need to be sure that choices
only influence the future defined with respect to τ . We will discuss how to
implement this in Sec. 12.10. The variable spec can be set to: cand for pure
candidate solutions consisting of smooth fields); mixed cand for mixed candidate
solutions; omitted for pure solutions that actually solve the field equations; and
mixed for mixed solutions that actually solve the field equations.
If we omit the QA then we can define sets of solutions ΩA[spec] that are
consistent with the field equations for at least one agent strategy.
12.9 Boundary conditions
The definitions for boundary conditions we introduced in Sec. 11.2.4 go through
as before though we need to redefine Θ as
Θ = (Φ,pi, ∂aµX
0
a , ∂xa,χ, τ ) (271)
We have appended the agency field, χ, and time direction field, τ , to the original
specification of Θ given in (178).
We can define sets of boundary conditions, Λa[A, spec] as before. We can
also introduce sets,
Λa[A,QA, spec] (272)
that are consistent with a given agency strategy.
12.10 Causality
We will now provide a condition on
{(QA,ΩA[QA]) : ∀QA ∈WA} (273)
that encodes causality - namely that agents actions can only influence the future.
Here WA is a set of possible agent strategies in A. Consider Ψ˜A[QA] ∈ ΨA[QA] ∈
ΩA[QA]. This solution lives on a manifold patch, MA.
12.10.1 No influence regions
First we need to define the notion of an influence region and no influence region
of the manifold pertinent to a representation of some solution. The influence
region of region B of op-space for solution Ψ˜A where B ⊆ A is that part of the
manifold patch, MA, associated with this solution for which there exist forward
causal paths within MA from points in the part of the manifold associated with
B∩ΓA. Given a solution, Ψ˜A with associated manifold patch, MA, and for which
S takes values in ΓA ∈ A, we can define
MB|A =
⋃
S∈B∩ΓA
MS (274)
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Then this influence region is given by,
Infl(B, Ψ˜A) =
{
p : ∀p ∈MA s.t. ∃ f.c.p. in MA from MB|A
}
(275)
where f.c.p. means “forward causal path” (defined with respect to the metric
and τ field). This is the set of points for which it can be established that a
signal could pass from the part manifold associated with the region B of op-
space. Note that we define f.c.p so that p is in the f.c.p. of itself. This means
that MB|A ⊆ Infl(B, Ψ˜A).
The no-influence region is the set of points in MA that (by looking at the
solution, Ψ˜A) we can be certain are not in the future of points in the part of the
manifold associated with B. It is defined
NoInfl(B, Ψ˜A) =
{
p : ∀p ∈MA − Infl(B, Ψ˜A) s.t. ∃ b.c.p. in MA from Infl(B, Ψ˜A)
}
(276)
where b.c.p. means “backwards causal path” (defined with respect to the metric
and τ field). Note that we define this so that p cannot be reached by a b.c.p.
from p. It is clear that the union of the influence region and the no-influence
region may still be a proper subset of MA. This is because, in the above defini-
tions, we only include paths causal paths within MA. It is possible that there
exist causal paths that go from one point in MA to another but passing through
points not in MA.
12.10.2 Causality condition
Given these definitions we can provide the causality condition. The key idea of
the causality condition is that, for any pair of strategies differing only in some
region, B, there must exist solutions that are the same when restricted to the
no-influence region.
Causality: Consider any pair of strategies, QA and Q
′
A that differ
only in some region, B ⊆ A, of op-space. Now consider any solution
Ψ˜A[QA] ∈ ΨA[QA] ∈ ΩA[QA] (277)
We require that there exists a solution
Ψ˜′A[Q′A] ∈ Ψ′A[Q′A] ∈ ΩA[Q′A] (278)
such that
NoInfl(B, Ψ˜′A[Q
′
A]) = NoInfl(B, Ψ˜A[QA]) = B (279)
and
restrictB(ΨA[QA]) = restrictB(Ψ
′
A[Q
′
A]) (280)
This is actually a constraint on the collection sets, ΩA[QA] over different QA. If
this causality condition is satisfied we can tell a story in which different choices
agents might make only effect the future. To understand this constraint a little
more it is useful to look at what it imposes on boundary conditions.
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12.10.3 Deterministic input oriented boundary conditions
Consider a typing surface, a. Let Ma|A be the set of points in MA associated
with ΓA ∩ set(a) for the solutions, Ψ˜A[a+], to be discussed now. We want these
solutions to have the property that Ma|A is to the past of all other points in
MA. For these solutions we can think of the typing surface, a, as being input
oriented. We define such solutions as:
Ψ˜A[a+,QA] =
{
(p,Φ) : p ∈MA s.t. Ma|A ⊆ NoInfl(A− set(a), Ψ˜A[a+,QA])
}
(281)
If we act on any such solution with an element of G+ then the new solution will
also be an example of this type. Thus, we can form
ΨA[a+,QA] = {ϑ∗Ψ˜A[a+,QA] : ∀ϑ ∈ G+} (282)
We define
Λa[a+,QU] = {θa(ΨA[a+,QA]) : ∀ A, ∀ΨA[a+,QA], s.t. QA ⊆ QU} (283)
This is the set of boundary conditions induced by such solutions. The following
follows from the causality assumption
Boundary causality condition: We have
Λa[a+,QU] = Λa[a+,Q
′
U] (284)
for any pair of agent strategies QU and Q
′
U that agree on set(a).
In other words, the set of possible boundary conditions does not depend on
choices made in the future. This means we can simply write
Λa[a+,Qa] (285)
where Qa is an agency strategy for the region, set(a), of op-space. We can define
the deterministic input oriented boundary condition
adet[a+,Qa] = flatten(Λa[a+,Qa]) (286)
This boundary condition is independent of future choices. This is reminiscent of
the Pavia causality condition [26] which says that we have a unique deterministic
effect.
12.10.4 Causal completeness
If we think in terms of obtaining a solution by evolving a state across time then
we do not want to encounter a situation in which we simply cannot evolve the
state any further. This would happen if the state space for the future did not
admit the forward evolution of the state we are trying to evolve. Similarly, if
we have an output oriented boundary condition (coming from the past) then we
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want there to be a match in the input oriented boundary space. We will call
this the causal completeness condition which we write this condition down as
Λa[a−,QA] ⊆ Λa[a+,Qa] (287)
Here Λa[a−,QA] is the set of boundary conditions induced by solutions for some
region A that are to the past of the typing surface. To state what we mean more
precisely, first we define
Ψ˜A[a−,QA] =
{
(p,Φ) : p ∈MA s.t. MA −Ma|A ⊆ NoInfl(set(a), Ψ˜A[a−,QA])
}
(288)
These are solutions for which MA −Ma|A is in the no influence region of set(a)
(so we can think of typing surface, a, as output oriented). From these we can
define ΨA[a−,QA] (as the set formed by the action of G+). Then Λa[a−,QA] is
the set of boundary conditions induced by all such solutions.
An issue with the causal completeness condition is that, as noted in Sec.
10.8.2 there may exist solutions in ΩA that do not exist in ΩA||B when A ⊂
B. Hence, it is not completely clear how confident we can be that solutions
associated with some smaller region, A, will necessarily extend into solutions for
a bigger region. this condition is true in General Relativity. Nonetheless, the
existence of canonical formulations of General Relativity suggests we can satisfy
this condition at least in those circumstances where the canonical formulation
works.
12.10.5 Further discussion
The above discussion makes most sense when we have no closed causal loops.
Ideally we would be able to rule these out from our causality condition. We
leave determining whether this can be done for future work.
The causality condition is actually a condition on sets of solutions. A ques-
tion is how can we go about generating such sets? One approach would be to
use a canonical formulation of General Relativity and simply solve by evolving
forward in time from some set of solutions. There may be other techniques.
Causality is a central issue in an operational reformulation of General Rel-
ativity such as this. Here we have only scratched the surface of this interesting
topic. However, we see that, by allowing agents as part of the picture, we can
give a different kind of treatment of this subject.
12.11 Special solutions
We can define special solutions as before (see Sec. 10.8.4), adapting them when
necessary to take into account agency.
The empty solution, ΨA[∅], is consistent with any agent strategy since its
elements consist of the null manifold (a manifold with no points).
We can define a given ΓA solution consistent with agent strategy QA
ΨA[QA,ΓA] = flatten(ΩA[QA,ΓA]) (289)
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where
ΩA[QA,ΓA] ⊆ ΩA[QA] (290)
is the set of pure solutions consistent with the given ΓA.
Similarly, we define the operational solution consistent with a given QA as-
sociated with OA as
ΨA[QA, OA] = flatten(ΩA[QA, OA]) (291)
where
ΩA[QA, OA] =
⋃
ΓA∈OA
ΩA[QA,ΓA] (292)
is the set of all pure solutions consistent with OA. We let
ΩA[QA, op] (293)
be the set of all operational solutions in A consistent with QA.
The deterministic solution for region A given QA is
ΨA[QA,det] = flatten(ΩA[QA]) (294)
This is the union of all pure solutions for region A consistent with QA.
12.12 Agent jitter
In Sec. 11.4 we stated a determinism assumption (in the absence of agency). It
is interesting to re-examine this assumption when we have agency. Consider a
pure boundary condition,
a ∈ Λa[A,QA] (295)
where the typing surface corresponds to the full boundary of A (so set(a) =
boundary(A)). Since this is a pure boundary condition fully surrounding the
region, A, is it plausible that it fully determines the solution so that ΨA[QA, a]
is pure. We know (from the way in which the field equations are obtained)
that there are as many equations as there are real fields in Φ (minus the four
equations ∇µGµν associated with diffeomorphism invariance). Hence, the key
question is whether the constraints coming from the agent strategy, QA, provide
as many extra equations as there are real fields in χ. If so, we have enough
equations to find a solution given appropriate boundary conditions. However,
as we will see, it is possible that the agent strategy, QA, does not fully determine
the agency fields, χ, in the appropriately diffeomorphism invariant sense. In this
case we do not expect to have determinism.
To illustrate this, consider the case where we choose Q = χX as in (247).
If every point p ∈ MA has distinct X (call this the X non-degenerate case)
then the matrix ∂X
k
∂xµ has rank equal to the dimension of M . Thus, we can
calculate χ (represented in the coordinate system xµ) from χX (which we have
set equal to Q). Hence, we have as many equations constraining the fields Φ
and χ as we have real fields. However, if there is some X degeneracy so that
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not every point p ∈ MA has distinct X then we could not proceed in this way
and we would expect that ΨA[QA, a] is mixed. Whether we have the X non-
degenerate or degenerate case given only Qa and a is a matter of calculation.
Though we can read some information off from the boundary condition a. If a
corresponds an intersection ΓA ∩ set(a) that is lower than dim(M )− 1 then ΓA
must have intrinsic dimension smaller than the dimension of M (at least near
to this boundary) and hence we must be in the degenerate case.
If the agent strategy fails to provide a complete set of equations then there
will be many distinct pure solutions consistent with QA and boundary condition
a and then ΨA[QA, a] will be mixed. We will call the corresponding noise agent
jitter - this corresponds to the inability of the agent in these situations to exactly
set the agency fields (understood in an appropriate diffeomorphism invariant
sense).
12.13 Joining solutions when we have agency
We join two solutions when we have agency in the same way as before,
ΨA[QA] uniondbla ΨB[QB] (296)
the only difference being that we have now expanded the boundary conditions
to contain the agency field and the time direction field.
The local matching assumption is essentially the same as before.
Local matching assumption (with agency). Consider two re-
gions in op-space, A and B whose interiors are non-overlapping and
which meet at a typing surface a (which could be composite). Fur-
ther, consider pure solutions ΨA[QA] ∈ ΩA[QA] and ΨB[QB] ∈ ΩB[QB].
We assume that, for any physically realistic set, FieldEqnsagencyGR ,
there exists a choice of pi with a finite number of elements such that
ΨA[QA] uniondbla ΨB[QB] ∈ ΩA∪B[QA ∪QB,mixed] (297)
for any pair of regions, A and B.
Thus, when we join two solutions, we obtain a new solution for the composite
region, A∪B, consistent with the agent strategy QA∪QB. Note that it is possible
that strategies QA and QB are inconsistent for some S ∈ set(a). In this case
ΩA∪B[QA ∪QB,mixed] cannot have any solutions which contain these values of
S since the solutions have to match in their χ fields.
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Part III
Possibilistic formulation:
PoAGeR
13 Introduction
In this part of the paper we will provide a possibilistic formulation of General
Relativity. We will call this PoAGeR (this stands for Possibilistic General Rel-
ativity with Agency). In the possibilistic formulation we are only concerned in
whether certain observations are possible or not. If we have a set of mutually
exclusive possibilities and only one of them is possible then that one must occur.
The possibilistic formulation of General Relativity is what we are seeking if we
wish to know whether certain conditions determine the solution. One exam-
ple would be when we have some initial conditions (given in a gauge invariant
fashion) and we wish to determine the subsequent evolution.
In the probabilistic formulation, to be given in the next part of this paper,
we are concerned with calculating probabilities for different observations. The
possibilistic and probabilistic approaches will have the same structure. First
we define operations. These correspond to choices made and outcomes seen
in some region of op-space. Then we define encapsulated propositions. These
provide propositions as the ontological state in the given region. Next we de-
fine boundary propositions which only concern the ontological state at typing
surfaces (that might be associated with some region of op-space). Then we de-
fine generalized states. Finally, we define operational generalized states. These
allow a calculation to be performed. The structure is
operation⇒ encap. prop⇒ bound. prop⇔ gen. state⇔ op. gen. state (298)
Any element determines the elements to the right. For example, given an en-
capsulated proposition, we can deduce a generalized state. In some cases we
can also go to the left. In the case of the probabilistic formulation, these ele-
ments must be loaded. That is, we must specify probabilistic information (we
will discuss this in the next part of this paper).
These elements can be composed. For example, we can join two or more op-
erations to form a new operation associated with the union of the corresponding
regions of op-space.
14 Operations
14.1 The idea of an operation
We will now introduce the idea of an operation. This corresponds to what
choices are made and what outcomes are seen in some region of op-space. An
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operation represents our interface with the underlying physics. We denote an
operation, A, as
A = (strat(A), outcome(A), reg(A), type(A)) (299)
This contains the following elements
An agent strategy strat(A) of the form QA
An outcome outcome(A) of the form OA where OA is some set of ΓA’s. If OA
contains a single element, then we have the fine-grained case, When OA
contains multiple or even a continuum of ΓA’s we are in the course-grained
case.
A region reg(A) = A of op-space (we adopt the convention of using the same
letter, so reg(A) = A, reg(B) = B, etc).
A typing surface type(A) corresponding to some subset of the boundary of
reg(A). The typing surface is specified as (a, bc) for example where a
points away from the enclosed region (so the X0a component points away
from the enclosed region) and bc points towards the enclosed region.
Later we will introduce loaded operations which contain some extra information
pertaining to probabilistic properties associated with this operation. We will,
further, introduce the notion of free operations. These contain some position
arguments that allow them to be placed at arbitrary positions in op-space.
14.2 Symbolic and diagrammatic notation
It is useful to introduce superscripts and subscripts corresponding to the typing
surfaces. Thus, we write
Aabc (300)
in the case that type(A) = (a, bc). We represent this diagrammatically as
Aabc ⇐⇒ A
b c
a
(301)
Note that superscripts correspond to outward pointing arrows and subscripts
correspond to inward pointing arrows.
14.3 Joining operations
We can compose two operations for two regions to form a new operation for the
union of these two regions. We can join Aabcd and B
ec
af when
reg(A) ∩ reg(B) = set(ac) (302)
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That is the two regions overlap only in some part of the typing surface. We
define the composition of the two operations as
AabcdB
ec
af =
(
strat(A) ∪ strat(B), OA uniondblOB, reg(A) ∪ reg(B), (be, df)
)
(303)
where
OA uniondblOB = {ΓA ∪ ΓB : ∀ΓA ∈ OA,∀ΓB ∈ OB} (304)
(see discussion in Sec. 11.2.9). This gives us a new operation which we can write
as Cbedf. Note that the directions of the typing surfaces where the two regions
overlap point in opposite directions. This is why we match superscripts with
subscripts. We can represent composition of two operations by
AabcdB
ec
af ⇐⇒
A
Ba
cb
d
e
f
(305)
A special case of joining to operations is when the two regions associated with the
two operations do not overlap at all (they do not meet at any bounding surface).
Then we will say we have the null join. For example, consider operations, Dbdg
and Eace. The null join is
Dbdg E
a
ce = ⇐⇒ D
b g
d
E
a
c
e
(306)
We can join multiple encapsulated propositions to form a new encapsulated
proposition. For example
A
B
C
D
E
a
b
c
d
e
g
f
h
i
j
(307)
Note that it does not matter which order we evaluate this expression. We could
evaluate in the order a, b, c, d, e, f, g, h, i, then j. Or we could evaluate it in
any other order. We will get the same operation regardless (this is clear from
the way in which the composition of a pair of operations is defined).
82
15 Encapsulated propositions
15.1 Propositions in General Relativity
A proposition, pertaining to some region A of op-space takes the form
PropA(ΨA) (308)
This is the proposition that the actual solution in region A is one of the solutions
in sort(ΨA).
A pure proposition is where ΨA is pure. An operational proposition is one
corresponding to an operational solution. We will write
PropA(ΨA[QA, OA]) = Prop[QA, OA] (309)
These are the propositions we can actually observe in A. Such a proposition is
an operationally pure proposition if OA has a single member, ΓA. Then we can
write
PropA(ΨA[ΓA]) = Prop[ΓA] (310)
These are the most fine-grained propositions we can actually observe. Opera-
tional propositions that are not pure are operationally mixed propositions.
There are some special propositions we should consider. The empty propo-
sition is
Prop[∅A] = PropA(ΨA[∅A]) (311)
For sufficiently small regions, A, of op-space, this is likely to be the generic
situation as ΓU will not occupy most of op-space.
The deterministic proposition is
Prop(ΨA[QA,det]) (312)
This is the proposition that is always true in the given region, A.
The null proposition is
Prop[0A] = PropA(ΨA[0A]) = ¬Prop[1A] (313)
(where ¬ is the logical not operation). This is the proposition that is always
false. It is important to note that the null proposition is very different from
the empty proposition. The null proposition is never true whereas the empty
proposition is generically true for small enough A.
15.2 Joining of propositions
The physical AND of two propositions is a new proposition defined as follows
PropA(ΨA) ∧a PropA(ΨB) = PropA∪B(ΨA uniondbla ΨB) (314)
where A and B meet at a. We call this the physical AND as we impose boundary
conditions that come from the field equations.
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Note that
PropA(ΨA[∅A]) ∧a PropA(ΨB[∅B]) = PropA∪B(ΨA∪B[∅A∪B]) (315)
because the empty solutions do match at a.
Also note that
PropA(ΨA[0A]) ∧a PropA(ΨB[0B]) = PropA∪B(ΨA∪B[0A∪B]) (316)
by virtue of (194)
15.3 Encapsulated propositions
Typically, when we consider a proposition, we consider it along with other infor-
mation. Hence, it is useful to introduce the notion of an encapsulated proposition
A = (prop(A), strat(A), reg(A), type(A)) (317)
This contains the following elements.
A proposition prop(A) of the form Prop(ΨA).
An agent strategy strat(A) of the form QA.
A region of op-space, reg(A) of the form A. We will adopt the convention of
associating region A, with encapsulated proposition A, B with B, and so
on.
A typing surface type(A). This is specified as (a, bc), for example, where a
points away from the enclosed region (so the X0a component points away
from the enclosed region) and bc points towards the enclosed region. We
require that
set(type(A)) ⊆ boundary(reg(A)) (318)
so that the typing surfaces cover some, or all, of the boundary of the region
associated with A.
It is useful to introduce superscripts and subscripts corresponding to the typing
surfaces. Thus, we write
Aabc (319)
in the case that type(A) = (a, bc). We can also represent this diagrammatically
as
Aabc ⇐⇒ A
b c
a
(320)
Note that superscripts correspond to outward pointing arrows and subscripts
correspond to inward pointing arrows.
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15.4 Reversing and detyping
We can define two operations on an encapsulated proposition: reversing the
direction of a typing surface; and detyping (we can perform these on operations
and boundary propositions as well).
We can reverse the direction of a typing surface (corresponding to raising or
lowering a index). We will reserve the symbol, Z, for this purpose. To lower a
superscript we write
Dbgd = Zdd1Dbd1g D
b g
d
= D
b g
d
d
(321)
where we have the symbolic notation on the right and the diagrammatic notation
on the left. Similarly, to raise a subscript we write
Dbdg = Zgg1Dbdg1 D
b g
d
= D
b
g
g
d
(322)
In the diagrammatic notation, we use a small blank circle to denote flipping a
typing boundary.
We can detype a typing surface. Thus, we go from
Dbdg =
(
prop(D), strat(D), reg(D), (bd, g)) (323)
to
Dbg = TdDbdg =
(
prop(D), strat(D), reg(D), (b, g)) (324)
We will reserve the symbol, T , to denote the detyping process. To detype a
subscript, we use T g. We represent detyping diagrammatically by
Dbg = TdDbdg ⇐⇒ D
b g
d
(325)
Note that there is no need to have an arrow in the diagram on the d typing
surface as we get the same encapsulated proposition if we first reverse the arrow
then detype.
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15.5 Joining encapsulated propositions
We can compose two encapsulated propositions for two regions to form a new
encapsulated proposition for the union of these two regions. The external com-
position of Aabcd and Becaf is defined when
reg(A) ∩ reg(B) = set(ac) (326)
That is the two regions overlap only in some part of the typing surface (this is
the reason this type of composition is called “external”). When this condition
is satisfied we define external AND composition
AabcdBecaf =
(
prop(A) ∧ac prop(B), strat(A) ∪ strat(B), reg(A) ∪ reg(B), (be, df)
)
(327)
This gives us a new encapsulated proposition which we can write as Cbedf . Note
that the directions of the typing surfaces where the two regions overlap point
in the same direction. This is why we match superscripts with subscripts. We
can represent composition of two encapsulated propositions by
AabcdBecaf ⇐⇒
A
Ba
cb
d
e
f
(328)
A special case of the physical AND join is when the two regions associated
with the two encapsulated propositions do not overlap at all (they do not meet
at any bounding surface). For example, consider encapsulated propositions, Dbdg
and Eace. The null-AND join is
Dbdg Eace =
(
prop(D) ∧ prop(E),QDE , reg(D) ∪ reg(D), (bda, gce)
)
(329)
which can be represented diagrammatically as
D
b g
d
E a
c
e
(330)
Note that, under such a join, the solutions corresponding to these encapsulated
propositions do not meet at a boundary so there is no physical matching. Hence,
we need only take the logical AND. This corresponds to joining the solutions
by ΨA uniondbl0 ΨB as explained in Sec. 11.2.8
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We can join multiple encapsulated propositions to form a new encapsulated
proposition. For example
A
B C
D
E
a
b
c
d
e
g
f
h
i
j
(331)
Most crucially, it does not matter which order we evaluate this expression. We
could evaluate in the order a, b, c, d, e, f, g, h, i, then j. Or we could evaluate
it in any other order. We will get the same answer regardless since this amounts
to checking the AND of the boundary conditions are satisfied at each of these
typing surfaces.
16 Boundary propositions
16.1 Introducing boundary propositions
Boundary propositions are propositions concerning the boundary conditions at
typing surfaces. We will represent boundary propositions by, A, B, C, . . . . The
set of pure boundary conditions at a typing surface, a, is Λa. Note that it is
useful to use superscripts as well as subscripts here so we also define the set Λa.
The sets Λa[spec] and Λa[spec] have the same elements.
We write the proposition that the boundary condition at typing surface a is
the pure boundary condition, a ∈ Λa (or a ∈ Λa for the subscript case), by
Pa(a) or Pa(a) (332)
(we reserve the letter P for this purpose). We allow subscript and superscript
placement of the typing surface index, a, so we can associate boundary propo-
sitions with encapsulated propositions. We denote by Aabc the boundary propo-
sition induced by the encapsulated proposition, Aabc, and so on. We write
Aabc = bprop(Aabc) (333)
We will later reserve the symbol X to represent boundary propositions belonging
to a fiducial set.
First we will establish some notation. We write
Pa(a)Pb(b)Pc(c) (334)
for the proposition
Pa(a) ∧ Pb(b) ∧ Pc(c) (335)
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(i.e. the ∧ is implicit in (334)). Note that it does not matter what order we
write the symbols in - e.g.
Pc(c)Pb(b)Pa(a) (336)
corresponds to the same proposition (because ∧ is commutative and associative).
We will call a proposition like this a product boundary proposition.
A composite pure boundary condition will factorize in the sense that it can
be written, for example, as (ab, c) where a is the boundary condition at a, b at
b, and c at c. We call such factorized boundary conditions product boundary
conditions. Mixed boundary conditions will not, in general, factorize like this.
Consider an encapsulated proposition, Aabc, having associated solution ΨA.
If this solution is pure then this encapsulated proposition induces a product
boundary proposition
Aabc = bprop(Aabc) = Pa(θa(ΨA))Pb(θb(ΨA))Pc(θc(ΨA)) (337)
We can write the boundary proposition induced by a mixed solution, ΨA, as
Aabc = bprop(Aabc) =
∨
abc∈sort(θabc(ΨA))
Pa(a)Pc(c)Pb(b) (338)
This is the general case. Recall that sort(a) (for some possibly mixed boundary
condition, a) returns the set of pure boundary conditions whose union gives a.
We can represent a boundary proposition diagrammatically as
Aabc ⇐⇒ A
b c
a
(339)
16.2 Composition of boundary propositions
We wish to find a way to compose boundary propositions that commutes with
the map from encapsulated propositions:
bprop(AabcdBecaf) = bprop(Aabcd)bprop(Becaf) (340)
This is possible because, when we compose encapsulated propositions we only
check to see if the boundary conditions match or not.
The trick, when joining boundary propositions at a typing surface, is to
return the true proposition, 1, if the propositions match at this typing surface
and to return the false proposition, 0, if they do not match. To do this we apply
possibilistic contraction
Pa(a)Pa(a′) =
{
0 if a 6= a′
1 if a = a′ (341)
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whenever there is a repeated typing surface with one superscript and one sub-
script. So long as there exists at least one match, we return a 1. Now consider
applying this to a more complicated example. Put
Pabcd(ab, cd ) = Pa(a)Pb(b)Pc(c)Pd(d ) (342)
Consider
Pabcd(ab, cd )Pecaf(ec′, a′f ) = Pa(a)Pb(b)Pc(c)Pd(d )Pe(e)Pc(c′)Pa(a′)Pf(f ) (343)
We apply possibilistic contraction (as in (341)) to obtain
Pabcd(ab, cd )Pecaf(ec′, a′f ) =
{
Pbedf(be, df ) if (a = a′) ∧ (c = c′)
0 else
(344)
This allows us to combine product boundary propositions.
We can also apply this to general (non-product) boundary propositions.
Consider
AabcdBecaf =
 ∨
abcd∈sort(θabcd(ΨA))
Pabcd(ab, cd )
 ∨
ecaf∈sort(θecaf(ΨA))
Pecaf(ec′, a′f )
 (345)
This simplifies to
AabcdBecaf =
∨
bdef∈sort(θbedf(ΨAuniondblacΨB))
Pbedf(be, df ) (346)
if ΨA uniondblac ΨB 6= ∅. If, on the other hand, ΨA uniondblac ΨB = ∅ then the expression in
(345) simplifies to 0. We see that this composition satisfies the commutativity
requirement (340).
We can represent composition of two boundary propositions by
AabcdBecaf ⇐⇒
A
Ba
cb
d
e
f
(347)
If we combine two encapsulated propositions so that there are no typing surfaces
left over, such as
AaBa (348)
then we get either 0 or 1 for the associated proposition. If we obtained these
boundary propositions from physically allowed encapsulated propositions then
we can interpret a 0 as meaning that the given arrangement is impossible. A 1,
on the other hand, indicates that the given arrangement is possible.
We can compose multiple boundary propositions. It is clear that we can
calculate the resulting boundary proposition by contracting over matched typing
surfaces in any order and that the generalization of the commutativity condition
(340) will still hold.
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17 Duotensors, fiducials, and generalized states
17.1 Possibilistic equivalence
An operation, encapsulated proposition, or boundary proposition is said to be
closed if the associated typing surface is (−,−) (i.e. it has no typing surface).
In the diagrammatic notation this means there are no open wires. In this
possibilistic formulation, we are interested in whether such elements are possible
or impossible. We can form a closed element such as this by composing these
elements so that no open wires are left over.
For closed boundary propositions, A, we define the function
Poss(A) =
{
0 if A = 0
1 if A = 1 (349)
This is interpreted as the possibilistic value. A 0 indicates an impossible situa-
tion and a 1 indicates a possible situation.
We note that, if both A and B are closed then we have the factorization
property
poss(AB) = poss(A)poss(B) (350)
since AB = 1 is possible if and only if both A = 1 and B = 1 are possible.
We are interested in setting up a notion of possibilistic equivalence. For this
purpose we define a p(·) function as follows
p(αA+ βB+ . . . ) = αpossA+ βpossB+ . . . (351)
where α, β, . . . take values 0 or 1 and the addition is possibilistic such that
0 + 0 = 0 0 + 1 = 1 1 + 0 = 1 1 + 1 = 1 (352)
In general a possibilistic sum of all 0’s is equal to 0, and a sum containing one
or more 1 is equal to 1. The p(·) function provides a linear extension of the
poss(·) function. We will use a similar extension in the probabilistic case.
Now we have defined the p(·) function, we can provide a definition of equiv-
alence. Let us give an example first. We say that
Fac +Gac ≡ Hac + Jac (353)
if
p((Fac +Gac)Eca) ≡ p((Hac + Jac)Eca) (354)
for all Eca. In general, we say that
expression1 ≡ expression2 (355)
if
p(expression1E) = p(expression2E) (356)
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(where we are suppressing typing surface subscripts and superscripts because
we are considering the general case) for all E such that
expressioniE (357)
is a sum the form αA+ βB+ . . . (of closed boundary propositions).
Note that a closed boundary proposition is equivalent to its possibilistic
value:
A ≡ poss(A) (358)
because
p(AE) = p(A)p(E) = p(poss(A)E) (359)
for all closed E.
There is a related notion to possibilistic equivalence. This is possibilistic
entailment. We will say that
expression1 5 expression2 (360)
if
p(expression1E) ≤ p(expression2E) (361)
for all E. In this situation we will say that expression1 entails expression2. The
notion of entailment we intend here is perhaps better illustrated by an example
pertaining to a more familiar context. We may say that if it is possible that a
given bag contains apples, then this entails that it is possible the bag contains
apples or oranges. The converse is not the case. In our context, something is
possible if it is a solution to the field equations that define the physical theory.
17.2 Boundary fiducials
A fiducial set of boundary propositions takes the form
{Xaa : a ∈ Λa[fid] ⊆ Λa} (362)
for subscript typing surfaces and
{aXa : a ∈ Λa[fid] ⊆ Λa} (363)
for superscript typing surfaces. Here the fiducial sets Λa[fid] and Λ
a[fid] are sets
of possible pure boundary conditions at a that are sufficient for expanding those
general boundary propositions that are of interest. These two sets are chosen
to have the same elements (so we can match at boundaries).
Fiducial sets must be chosen such that we can write any boundary proposi-
tion of interest as being equivalent to a sum over fiducials
Aabc ≡ aAbc aXaXbbXcc (364)
where we perform possibilistic summation over repeated indices a, b, c in the
sets Λa[fid], Λb[fid], and Λc[fid] respectively. This can be a continuous sum (if
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the fiducial sets are continuous). However, it is not an integral because we are
using possibilistic addition (in which 1+1=1). This sum simply collects all the
cases for which aAbc = 1. If we want to be able to write down any boundary
proposition as in (364) then the fiducial sets must contain all pure boundary
conditions.
If we choose
Λa[fid] = Λa[cand] Λ
a[fid] = Λa[cand] (365)
where Λa is the set of pure boundary conditions then we can expand any gen-
eralized boundary proposition as in (364). We may make an even more general
choice and choose pure boundary conditions induced by pure candidate solu-
tions.
Λa[fid] = Λa[cand] Λ
a[fid] = Λa[cand] (366)
The advantage of doing this is that we can then look for principles that pick
out the physical cases.
The generalized possibilistic state
aAbc (367)
is an indicator function for the subset of the fiducial boundary conditions asso-
ciated with the typing surface (a, bc) that make up the given boundary propo-
sition. If the associated boundary proposition is induced by an encapsulated
proposition Aabc with associated solution, ΨA, then
aAbc =
{
1 if abc ⊂ θabc(ΨA)
0 else
(368)
If aAbc = 0 for some particular abc then
abc ∪ θabc(ΨA) = ∅ (369)
because we have chosen our fiducial sets so that (364) is possible. The gen-
eralized possibilistic state is a duotensor [64, 66]- it has pre and post scripts
and there is also a hopping metric (to be introduced below) which can turn
subscripts into pre-subscripts and pre-superscripts into superscripts.
It is possible that there are relations between the elements of the fiducial
set. These could be linear equivalences such as
Xaa + Xa
′
a ≡ Xa
′′′
a (370)
for some given a, a′, and a′′. Or they could be entailments such as
Xaa + Xa
′
a 5 Xa
′′′
a (371)
In such cases there are corresponding constraints on the elements of the general-
ized possibilistic state. Although such linear equivalences and entailments lead
to inefficiency in the representation of generalized possibilistic states, they are
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easily accommodated in the possibilistic case and there may be physical reasons
to allow such fiducial sets.
It is useful to use a diagrammatic notation for fiducials. We put
Xaa ⇔ X
a
a
aXa ⇔ X
a
a
(372)
The black dot must be matched with a white dot. We can write (364) in
diagrammatic form
Aabc ≡ aAbc aXaXbbXcc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
b c
a
(373)
Where the small black and white squares are matched we sum over the corre-
sponding elements of the fiducial set.
We have the following map between the placement indices and black and
white squares

A

 (374)
This is because, in symbolic notation we keep to the tradition of matching
superscripts with subscripts, and therefore matching pre-superscripts with pre-
subscripts whereas in diagrammatic notation, we match black with white squares.
17.3 The hopping metric
We define the hopping metric by
a′h
a = poss(a′X
aXaa) ⇔ a = poss
 X
X
a
a
a

(375)
Note that in the symbolic notation we must have a and a′ to indicate that these
are not equal. However, in the diagrammatic case, we can see that they are
different from the fact that we have two black squares. In the diagrammatic
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notation, we place a a next to the hopping metric to remind us what type of
boundary condition this is. We can also write (375) as
a′h
a ≡ a′XaXaa ⇔ a ≡
X
X
a
a
a
(376)
because closed boundary propositions are equivalent to their own possibilistic
values (see (358)).
Clearly we have
a′h
a =
{
0 if a 6= a′
1 if a = a′ (377)
We can define an inverse hopping metric, a
′
ha′′ (or ), such that
a′ha′′ a′h
a = δaa′′ and
aha′ a′′h
a′ = aa′′δ (378)
or, diagrammatically,
a a
=
a
and
a a
=
a
(379)
where the repeated index is possibilistically summed over according to (352)
(such that 1 + 1 = 1), and
δaa′′ =
{
0 if a 6= a′′
1 if a = a′′ (380)
We are using possibilistic addition and so the inverse must be understood in
that context. In fact we can see that
a′ha = ah
a′ = δa
′
a (!) (381)
where the (!) because we are indicating numerical equality of the matrix elements
without balancing the index placement. In the quantum case we also have a
hopping metric. However, in that case, it is not equal to the δa
′
a . It is for this
reason that we give it a special name (rather than just thinking of it as a delta
function of some sort).
We can use the hopping metric and its inverse to hop indices over a symbol
or, in diagrammatic notation, change the colour of squares. For example,
A
a
b c
=
A
a
b c
(382)
This shows how to use to change a white square into a black square. We
can use to change black squares into white squares.
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17.4 Simple case
We will now show how this works with the simplest case - where we have a
single typing surface
AaBa (383)
First consider
Aa ≡ AaXaa ⇔
A
a ≡
A
X
a
a
(384)
Further, we define
aB := poss(aXaBa) ⇔
B
a
:= poss
 X
B
a
a
 (385)
Then we can write
AaBa ≡ AaXaaBa ≡ AaBa ⇔
A
B
a ≡
A
X
B
a
a
≡
A
B
a (386)
There is an alternative way to do the calculation above. In diagrammatic form
this is
A
B
a ≡
A
X
B
a
a
≡
A
B
a (387)
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There is yet another way to do the calculation - this time more symmetric:
A
B
a ≡
A
X
X
B
a
a
a
≡
A
B
a
(388)
This means that = = and hence we can
simply write a full line
A
B
a =
A
B
a =
A
B
a
=
A
B
a (389)
Since an boundary proposition is equivalent to its possibilistic value we have
poss(AaBa) = AaBa ⇔ poss

A
B
a
 =
A
B
a (390)
Hence, we can calculate whether a simple composite boundary proposition is
possible or not using the generalized possibilistic states, Aa and B
a .
17.5 General case
In general we wish to calculate the possibilistic value for a more complicated
circuit such as
A
B
C
D
E
a
b
c
d
e
k
g
(391)
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To do this we can insert the decomposition of each boundary proposition in
terms of fiducials, as in (364), then use
X X
a a a ≡ a (392)
on each wire to get the equivalent expression
A
B
C
D
E
a b
c
d
e
k
g
(393)
We can replace matched black and white squares with a full wire (as in (389)).
Finally, we obtain
A
B
C
D
E
a
b
c
d
e
k
g
≡
A
B
C
D
E
a b
c
d
e
k
g
(394)
Hence the calculation for whether a closed composite boundary proposition
is given by means of a calculation involving the generalized possibilistic state
having the same compositional structure. To actually do this calculation we
insert black and white squares on the wires. Then we do possibilistic summation
over the corresponding fiducial boundary conditions. The answer is either 0 or
1.
There is a more general case, when we have some open wires left over. For
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example,
A
B
C
D
E
a
b
c
d
e
k
g
f
h
i
j
(395)
Then the above procedure will give us
A
B
C
D
E
a b
c
d
e
k
g
X
X
X
X
f
h
i
j
f
h
i
j
(396)
This is equal to the generalized possibilistic state
A
B
C
D
E
a b
c
d
e
k
g
f
h
i
j
(397)
weighted with the fiducial elements shown. The expression in (397) is the gen-
eralized possibilistic state associated with the composite boundary proposition
in (396).
18 Operational possibilistic formulation
18.1 Operational fiducial boundary conditions
The actual situation we find ourselves in is that we want to know whether
some operationally described situation possible or not (according to the field
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equations of General Relativity) for some composite region A ∪ B ∪ . . . . We
would like to work entirely in terms of (QA, OA), (QB, OB), . . . since these are the
operationally accessible quantities. For any given region of op-space, A, we can
associate an operational solution, ΨA[QA, OA], with (QA, OA). Thus, we can ask
whether all the operational solutions for the composite region of interest, give
rise to a non-null solution when they are joined together.
The problem we face is, till now, joining requires looking at boundary condi-
tions, a, that are specified in a very abstract way (as described in Sec. 11.2 and
12.9). We will see here how to specify such boundary conditions in terms of op-
erationally accessible quantities as long as the following assumption is satisfied.
Induced boundary purity assumption. For any pure boundary
condition, a ∈ Λa, there exists some (Z,QZ, OZ) such that
θa(ΨZ[QZ, OZ]) = a (398)
Here Z is a region of op-space such that set(a) ⊆ Z and ΨZ[QZ, OZ]
is an operational solution. We do not demand that set(a) is on the
boundary of Z (we allow it to be in the interior).
To argue that this is a reasonable assumption, consider a smaller region, Y ⊂ Z,
an agent strategy for this region, QY ⊂ QZ, and an outcome set, OY that is
obtained from OZ by taking the intersection of each element ΓZ ∈ OZ with Y.
In this case, it might be the case that there are many pure solutions in the sort
of ΨY[QY, OY], and that this solution induces a mixed boundary condition at a.
This is because there may not be enough information in (QY, OY) to fix a pure
boundary condition at a. However, it is reasonable to assume that for a big
enough region (i.e. Z) we can have enough information to fix a pure boundary
condition. Hence, we can associate a set of triples, (Z,QZ, OZ) with the elements
of a fiducial set, Λa[fid] of boundary conditions.
Every join at some typing surface, such as a, happens at the boundary
between two regions of op-space, such as A and B. For the A side we choose sets
of triples,
(Z,QZ, OZ) ∈ Υ[A]a, (Z,QZ, OZ) ∈ Υ[A]a (399)
where these two sets are equal. Similarly, for the B side, we have
(Z,QZ, OZ) ∈ Υ[B]a, (Z,QZ, OZ) ∈ Υ[B]a (400)
Note that the A and B here are just serving as labels. At this stage we impose
no particular relationship between the Z’s and A or B (we will discuss such
possibilities in Sec. 18.4). We can choose Υ[A]a = Υ[B]a but it is interesting to
allow these sets to be different.
We intend to use the elements of these Υ sets as subscripts and superscripts
so it is cumbersome to write (Z,QZ, OZ). Instead, we will write
aA ∈ Υ[A]a, aA ∈ Υ[A]a, aB ∈ Υ[B]a, aB ∈ Υ[B]a. (401)
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We require that there exists an invertible one-to-one map
aA = q[A]a(a) (402)
between the element of Λa[fid] and the corresponding elements of Υ[A]a. Specif-
ically, the inverse of q[A]a(·) is
a = θa(ΨZ[QZ, OZ]) for aA = (Z,QZ, OZ) (403)
Similarly, there is a invertible one-to-one map between the elements of Λa[fid]
and the corresponding elements of Υa[A].
aA = q[A]
a(a) (404)
so
Υ[A]a = q[A]a(Λa[fid]) Υ[A]
a = q[A]a(Λa[fid]) (405)
There are similar invertible functions, q[B]a and q[B]
a, for the B side.
Now we can define
aA aA ⇔ h[A]aaA =
{
0 if aA 6= q[A]a(a)
1 if aA = q[A]a[A](a)
(406)
having inverse
a aA ⇔ haAa (407)
for a ∈ Λa[fid] and aA ∈ Υ[A]a. We can also define
a aA ⇔ aAah =
{
0 if aA 6= q[A]a(a)
1 if aA = q[A]a(a)
(408)
with inverse
a aA ⇔ aaAh (409)
for a ∈ Λa[fid] and aA ∈ Υa. We can match black squares with white squares.
Then we perform possibilistic summation over the elements of the corresponding
fiducial set, Λa[fid] or Λ
a[fid]. We can also match black dots with white dots.
Then we perform possibilistic summation over the elements of the corresponding
operational fiducial set, Υ[A]a or Υ[A]
a.
18.2 Operational generalized possibilistic states
We can use the invertible maps just discussed to change squares to dots and
vice versa. Thus, for every calculation involving black and white squares, we
can write down the corresponding one involving black and white dots.
Alternatively, we can simply start with fiducial propositions labeled by ele-
ments of Υ[A]a and Υ[A]
a as follows
XaAa ⇔ X
a
aA
aAX
a ⇔ X
a
aA
(410)
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These are the boundary propositions at a associated with the boundary condi-
tion induced by aA at a as given by (403).
Then we can decompose an boundary proposition in an equivalent form
involving these fiducials giving
Aabc ≡ aAAbAcA aAXaXbAb XcAc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
bA cA
aA
(411)
The object, aAAbAcA , is the operational generalized possibilistic state.
18.3 Operational hopping metric
We can join generalized operational possibilistic states together by use of the
operational hopping metric. This is defined for a typing surface a bordering
operational regions A and B in terms of operational fiducial sets Υ[A]a and Υ[B]a
as follows:
aAh
aB = poss(aAX
aXaBa ) ⇔
aA
aB
= poss
 X
X
aA
a
aB

(412)
To actually calculate the operational hopping metric, , we use the hopping
metric, , as follows
aA aB = aA
a a
aB (413)
We can invert the operational hopping metric to obtain if and only if the
inverse, , exists.
18.4 Choices of Υ sets
Here we will discuss different strategies for choosing the Υ sets. The constraints
are that set(a) ⊂ Z, the operational solution associated with each member of an
Υ set must induce a pure boundary condition at a, and we must get the full set
of boundary conditions in the corresponding Λa[fid].
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One way to choose the Υ sets is to have
Υ[A]a = Υ[B]a = Υa, Υ[A]
a = Υ[B]a = Υa (414)
Then these sets are associated with the typing surface rather than a region of
op-space. If we do this we can remove the A and B subscripts on the labels, aA
and aB.
Another choice is to choose the Z’s from Υ[A]a to be non-overlapping with
the Z’s from Υ[B]a except at set(a). To do this we can choose two regions, ZA
and ZB, such that
ZA ∩ ZB = seta (415)
Further, we have
set(a) ⊂ Z ⊆ ZA (416)
for every Z from a triple (Z,QZ, OZ) ∈ Υ[A]a and
set(a) ⊂ Z ⊆ ZB (417)
for every Z from a triple (Z,QZ, OZ) ∈ Υ[B]a. It does not follow from the induced
boundary purity assumption (from Sec. 18.1) that we can choose the Υ sets in
this way. However, it is reasonable to assume that we can (for the same reasons
that this assumption is reasonable). We will call such such a choice of Υ sets
the natural choice. It has the great advantage that the fiducial circuits used to
define the hopping metric,
aAh
aB = poss(aAX
aXaBa ) ⇔
aA
aB
= poss
 X
X
aA
a
aB

(418)
can be naturally understood as physical circuits corresponding to some bigger
region Z ∪ Z′ with agent strategy and outcome sets
(QZ ∪QZ′ , OZ ∪OZ′) (419)
We adopt this choice for the operational approach to be described in Sec. 18.6.
In this natural choice, we can choose ZA to be on the A side of a and ZB to
be on the B side (though we are free to choose things the other way round).
There is one final possibility that may be possible in some circumstances.
This is a special case of the natural choice. For some choices of fiducial set,
Λa[fid], we will be able to choose ZA = A and ZB = B. This will be true if the
operational solutions we want to consider in A and B are sufficiently “messy”
that they induce pure boundary conditions at a.
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18.5 Manifestly diffeomorphism invariant calculations
We are interested in performing a calculation to know whether some opera-
tionally described situation is possible or not. To do this we start with the
description as a composite operation, then map to the description as a com-
posite encapsulated proposition, then map to the description as a composite
boundary proposition, then to an composite operational generalized state. This
looks like
A
B
C
D
E
a
b
c
d
e
g
−→ A
B C
D
E
a
b
c
d
e
g
−→ A
B
C
D
E
a
b
c
d
e
g
−→
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
(420)
We assume that the encapsulated propositions arising after the first step corre-
spond to actual solutions (rather than candidate solutions). Hence, this is the
step in which the field equations of General Relativity are used. Any opera-
tion (e.g. Aa) for which there are no actual solutions will lead to an operational
generalized possibilistic state equal to 0 ( Aa = 0 for all a in our example).
18.6 Operational manifestly invariant formulation
We can extend our p(·) function so that it can also act on linear sums of oper-
ations
p(αA + βB + . . . ) = αPoss(A) + βPoss(B) + . . . (421)
where A, B, . . . are closed operations, α, β, . . . are equal to 0 or 1 and possibilistic
addition is used. We could also allow it to act on mixed sums like αA + βB
though we will not have any need to use such mixed expressions in this paper.
We can use this to set up a notion of equivalence for sums of operations like
that established for sums of boundary propositions in Sec. 17.1. For example,
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we would say that
αCac + βD
a
c ≡ γFac + δGac (422)
if
p((αCac + βD
a
c)E
c
a) ≡ p((γFac + δGacEca) (423)
We can do this in general as in Sec. 17.1. In particular, note that
A ≡ Poss(A) (424)
for the same reason as given in (359) for boundary propositions.
We choose Υ sets according to the natural choice discussed in Sec. 18.4. We
define fiducial sets of operations
XaAa ⇔ X
a
aA
aAX
a ⇔ X
a
aA
(425)
where XaAa is the operation described by the triple (Z,QZ, OZ) = aa having type
(−, a), and similarly for aAXa which has typing surface (a,−). This means that
poss
 X
X
aA
a
aB

= poss
 X
X
aA
a
aB

=
aA
aB
(426)
This, in turn, implies we have decomposition locality for any operation:
Aabc ≡ aAAbAcA aAXaXbAb XcAc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
bA cA
aA
(427)
This is clear because, if we substitute such decompositions into any operation
expression and use expressions such as
X X
aB a aA ≡ a (428)
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then we can convert directly from the operation diagram to a generalized state
calculation as, for example, in
A
B
C
D
E
a
b
c
d
e
g
−→
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
(429)
This is the basic expression of the sought after operational possibilistic formu-
lation of General Relativity - PoAGeR.
18.7 Comments on PoAGeR
This calculation depends on (i) the operational generalized possibilistic state
for each operation of interest and (ii) the operational hopping metric for each
typing surface, a and pair of op-regions of interest. We note that these objects
are manifestly invariant under diffeomorphisms and time orientation preserving
transformations on the τµ field (i.e. they are invariant under the action of G+).
Furthermore, they do not achieve such manifest invariance in a heavy-handed
way (they do not rely on forming sets of objects generated by the group G+).
This is because these objects depend on the manifestly invariant objects, ΓA and
QA rather than on ΨA and θa(ΨA). These latter objects are invariant under G
+
but only by virtue of the fact that they are formed by taking the action of G+
on Ψ˜A and θ˜a(ΨA). For the sake of having useful terminology, we will reserve
the term “manifestly invariant” for the situation where we do not make use of
objects (like ΨA and θa(ΨA)) constructed by taking the action of G
+.
It is much more appealing to express our calculations in terms of manifestly
invariant objects. To actually calculate these objects, however, it appears that
we need to use objects like ΨA and θa(ΨA). We can take an attitude inspired
by Quantum Theory. In quantum theory every operation, Aab is associated
with a operator Aˆab (see Part V of this paper). There exist theorems that any
operator satisfying the physicality constraints (see Sec. 26.7) can be realized
by some operation (and, in general, there are multiple ways of doing this).
In Quantum Theory people are in the habit of referring to an operation by the
operator associated with it because this is a good way to label the corresponding
equivalence class and the operator is needed to calculate the probability in any
case. Thus, it is of interest simply to explore the properties of operators in
this space. The space of possible operators in Quantum Theory is constrained
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by some very general principles (that probabilities should be between 0 and 1
and that we cannot signal backward in time). Similarly, it may be possible to
prove that the space of operational generalized possibilistic states (the analogue
of operators) can be constrained by some very general principles and that all
instances in this space are realizable. Then we can explore the properties of
General Relativity with respect to these spaces.
We also note that the approach here is consistent with (and indeed motivated
by) the principle of general compositionality described in Sec. 1.
18.8 Black and white dots: external and internal points
of view
We can change white dots into black dots using the operational hopping metric
A
aB
dD eC
aA
dA eA
= A
aB
dC eD
(430)
Using the inverse, , we can change black dots into white dots. Paying
attention to the subscripts on the summation labels we see that the object with
all white dots represents an “internal” point of view while the object with all
black dots corresponds to an “external” point of view
“internal”: A
aA
dA eA
“external”: A
aB
dC eD
(431)
We put inverted commas around internal and external since the op-space regions
because although aA, for example, is labeled by A, the corresponding Z may or
may not be a subset of A. We note that we can also have objects with both
black and white dots.
18.9 Formalism locality
In Sec. 18.5 we considered only circuits with no wires left open. This means there
are no typing surfaces left unmatched. Then the calculation for an composite
operation yields 0 or 1 (not possible or possible). If we have wires left over then
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we perform a calculation such as
A
B
C
D
E
a
b
c
d
e
g
f
h
i
j
−→
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
fA
hA
iA
jA
(432)
That is, we obtain an operational generalized possibilistic state (with open wires
on it).
If there is at least one choice of labels on the open wires for which this state
is equal to 1 then the composite operation is possible (there exists at least one
solution to the field equations giving rise to the corresponding outcomes at each
operation with the given settings). We can represent this mathematically. Let
us represent this composite operation by Gfhij and the corresponding operational
state by
fAhBiDGjE (433)
We define fAT to be equal to 1 for all fA ∈ Υ[A]a (we reserve the symbol T for
this purpose). Similarly, we define T jE to be equal to 1 for all jE ∈ Υ[E]a. Then
we can write
G := fAhBiDGjE fAT hBT iDT T
jE (434)
If G = 1 then the operation is possible and if G = 0 the operation is not possible.
We may, however, be interested in more refined questions where we make
use of the information that would be lost were we to trace over the indices as
in (434). For example, we might be interested in whether some condition in
op-region A is sufficient to fix a certain property in op-region B independently of
what happens and what is done in rest of op-space. Consider some operation, Aab,
in region A. This will be the condition. Consider some set of possible operations,
Bca[n], in region B where we have a fixed QB and n labels a set, OB[n], of possible
outcomes. Assume, further, that these outcome sets are disjoint and they cover
all possible outcomes for region B (including the empty ourcome where ΓB = ∅).
Then if
AaAbA
cBBaA [1] =
∑
n
AaAbA
cBBaA [n] and A
aA
bA
cBBaA [n] = 0 ∀n ≥ 2 (435)
107
then, if the condition associated with operation Aab is observed in region A and
we have setting QB in region B, then outcome OA[1] must occur in region B
regardless of what is seen and done outside A ∪ B. Thus we see that we can,
in certain circumstances, make predictions for a region without attention to
what happens elsewhere. Elsewhere [65] this has been called formalism locality.
This sort of calculation is the manifestly diffeomorphism invariant analogue of
writing down some initial conditions and evolving the state. Rather than having
initial conditions on an initial spacelike hypersurface in manifold and evolving,
we specify conditions in some region of op-space and see what this implies for
some other region.
18.10 Causality in possibilistic formulation
When we choose our sets of allowed pure solutions (such as ΩA[QA]) we can insist
that they satisfy the causality condition in Sec. 12.10.2. This guarantees that,
when we match solutions for different op-space regions, the causality condition
is satisfied for the resulting composite region and, hence, we can tell a causal
story as outlined in Sec. 12.10 for each pure solution in any resulting mixture.
The operational generalized state, AaAbAcA for example, associated with an
operation Aacb may have non-zero entries for more than one of the possible
(aA, bA, cA). These map to distinct boundary conditions (a, b, c) at the surface of
the associated region, A, of op-space. Hence, more than one possible boundary
condition is associated with such an operation. These distinct boundary con-
ditions may correspond to different causal structures at the boundary. Thus,
we cannot necessarily think of some particular typing surface (or even some
part of some particular typing surface) as corresponding either to an input (in
which the time direction is inward) or an output (in which the time direction
is outward). This means we have fuzzy causal structure. Hence, when we plug
operations together we are not simply matching outputs with inputs (as, for ex-
ample, in the circuit framework for quantum theory). Rather, causal matching
is taken care of at a more detailed level in the matching of the τ field when we
do possibilistic summation over the different boundary conditions.
Ideally we would be able to impose a simple condition on operational gener-
alized states that tells us that causality is respected. In the case of those theories
having fixed causal structure, such a condition exists in the operational frame-
work. This condition is that the deterministic effect is unique and is sometimes
called the Pavia causality condition (as it was invented by Chribella, D’Ariano,
and Perinotti [26]. A similar condition for the case where the causal structure
is not fixed is a worthy target of future research.
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Part IV
Probabilistic formulation:
PAGeR
19 Introduction
We will provide a probabilistic formulation. We will call this PAGeR (Proba-
bilistic General Relativity with Agency). We can assume that these probabilities
arise, simply, from lack of knowledge. The main difference with the possibilistic
case is that we introduce loading. This corresponds to extra specification used
to determine certain local probabilities. We use the word loading in the sense
of loading the dice. In classical physics probabilities are put on top of the ontol-
ogy (they are subjective). The values of the probabilities may come from some
beliefs, from statistical considerations (such as a Maxwell distribution), from
well characterized noise, from a manufacturer’s guarantee (in the case of some
instrument), from symmetry considerations or elsewhere. We will introduce the
notion of a load abstractly only specifying what this actually means when we
have reached the appropriate point in the discussion (and, even then, we will
only define this concept for the cases we need to in order to do the relevant
calculations).
20 Objects in formalism
We are, again, motivated by the principle of general compositionality. To this
end, the structure of the approach here will be similar (though not identical) to
that for the possibilistic case. We will have loaded operations, loaded encapsu-
lated propositions, loaded boundary propositions, and operational generalized
states. The notion of a load is different for these different objects. We will
only use the notion of a loaded encapsulated proposition when it is closed (and
accordingly, only define what we mean by a load for the closed case). We will
define a map directly from loaded operations to loaded boundary propositions.
We will use fiducials, and a hopping metric in a similar way to the possi-
bilistic case. Here the addition will be regular addition (rather than possibilistic
addition).
20.1 Loaded Operations
We can associate a loaded operation with a region of op-space. This corresponds
to
A = (strat(A), outcome(A), load(A), reg(A), type(A)) (436)
The new element we have introduced here (compared with operations in the
possibilistic case) is the loading description load(A). We will sometimes write
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this as LA. The loading for a loaded operation can be different from the load-
ing for a loaded encapsulated proposition. In particular, we assume that the
loading for a loaded operation is some operationally accessible quantity - this
could correspond to beliefs, be determined from observables determined by the
management beables, instrument manufactures specifications, or some other in-
formation. The role of loading will be clarified below. The other elements of an
operation are the same as in the possibilistic case as discussed in Sec. 14.1.
As before, we will introduce subscripts and superscripts and corresponding
diagrammatic notation
Aabc ⇐⇒ A
b c
a
(437)
This enables us to provide diagrams for calculations.
We compose two loaded operations in the same way that two (unloaded)
operations are composed (see Sec. 14.3) though now we need a rule for combining
the loading. Since the loading is part of the description of the operation we could
simply assume that
load(AB) = (load(A), load(B)) (438)
(or we can write LAB = LALB where the cartesian product is implied). On
the other hand, if we are only interested in equivalence classes (operations that
behave the same when joined to other operations) then we may find that different
combinations LALB behave the same. In such cases we might want to represent
the loading more efficiently by some function LAB(LA, LB).
We represent joining loaded operations as before by
AabcdB
ec
af ⇐⇒
A
Ba
cb
d
e
f
(439)
When we join multiple loaded operations we obtain a new loaded operation.
An outcome complete set of loaded operations is a set
{Aabc[kA] : kA ∈ SA} (440)
where each loaded operation has the same QA and where the associated outcome
sets are disjoint
OA[kA] ∩OA[k′A] = ∅ for kA 6= k′A (441)
and the union of all outcome sets,⋃
kA∈SA
OA[kA], (442)
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is the set of all possible outcomes (i.e. the set of all possible ΓA ∈ A). In fact we
can restrict to the set of all physically possible ΓA if this set has been character-
ized. Or we can restrict to the set of all ΓA that have appropriate smoothness
properties as dictated by the fact that they must arise from solutions, ΨA.
20.2 Probabilities for closed loaded operations
A closed loaded operation is one having no open typing surfaces left over. We
make the following assumption:
Probability assumption. We can associate a probability
prob(A) = Prob(OA|QA, LA) (443)
with any closed loaded operation that depends only on the specifica-
tion of this loaded operation (and is independent of what outcomes
are seen and what choices are made elsewhere):
Rather than thinking of this as an assumption, we can regard it as definition of
what we mean by a closed operation.
One consequence of the probability assumption is that probabilities factorize
when we have two closed operations
Prob(AB) = Prob(A)Prob(B) (444)
where A and B are closed because
Prob(OA, OB|QA,QB, LA, LB)
= Prob(OA|OBQA,QB, LA, LB)Prob(OB|QA,QB, LA, LB)
= Prob(OA|QA, LA)Prob(OB|QB, LB)
(445)
The last step follows because the probability of OA only depends on QA and LA
by the probability assumption (and similarly in the B case).
It is possible that the set, OA, is of measure zero. Then we should, instead,
use a probability density. Then we have
ProbDensity(A[kA]) (446)
for the loaded operations in an outcome complete set of loaded operations. We
must have ∑∫
kA∈SA
ProbDensity(A[kA])dkA = 1 (447)
so that the total probability is equal to 1.
There is an issue with the probability assumption above. A closed operation
has no typing surface but it may have some boundary that is not not associated
with a typing surface. In this case we can expect there to be correlations across
this boundary. We can take one of two attitudes towards this. Either we can
demand that, at the untyped part of the boundary, the operation corresponds
to some pure boundary conditions. This would prevent there being correlations.
Or we can assume that, for the purposes at hand, we are simply not going to
be making comparisons across any untyped boundary.
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20.3 loaded encapsulated propositions
We define a loaded encapsulated proposition as follows
A = (prop(A), strat(A), load(A), reg(A), type(A)) (448)
This is the same as in the possibilistic case (as discussed in Sec. 15.3) except
that we have added load(A) (sometimes denoted LA). This is an extra piece of
information we can add to specify appropriate probabilistic information (as this
cannot be captured by the other elements). We will only require a definition of
what we mean by the load for closed loaded encapsulated propositions. In this
case (as explained below) the load corresponds to a subnormalized probability
distribution over those pure solutions consistent with prop(A).
We will add the typing surfaces as superscripts and subscripts, or as wires
in diagrammatic notation. For example
Aabc ⇐⇒ A
b c
a
(449)
We can join encapsulated loaded propositions
AabcdBecaf ⇐⇒
A
Ba
cb
d
e
f
(450)
to give a new encapsulated loaded proposition. The rules for combining two
encapsulated loaded propositions are the same as for two encapsulated propo-
sitions except that now we need some rules to say what load(AB) is. We can
simply take this to be
load(AB) = (load(A), load(B)) (451)
However, if we are interested in equivalence classes (encapsulated loaded propo-
sitions that have the same behavior when connected to others) then we may use
a more efficient loading description for the new composite encapsulated loaded
proposition.
20.4 Probabilities for closed loaded encapsulated proposi-
tions
A closed loaded encapsulated proposition is one having no typing surfaces (so
type(A) = (−,−). We will associate a probability, Prob(A) with any closed
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loaded encapsulated proposition, A. We understand this as being due to some
subnormalized probability distribution over the underlying pure solutions. Let
ΨA[A] be the solution (this will be mixed in general) associated with the propo-
sition prop(A). Consider the pure solutions
ΨA ∈ sort(ΨA[A]) (452)
We associate with any such closed A a subnormalized probability distribution
over these pure solutions
ρLAA (ΨA) for ΨA ∈ sort(ΨA[A]) (453)
such that the probability associated with the loaded encapsulated proposition
is given by ∑∫
ΨA∈sort(ΨA[A])
ρLAA (ΨA)dΨA = Prob(A) (454)
This means that, in the case of closed loaded encapsulated propositions, we
will say that the loading is given by this subnormalized distribution over pure
states (this is the content of the Probability assumption to be introduced more
carefully in Sec. 20.2). We use the
∑∫
symbol here to indicate the necessary kind
of summation/integration. We should bear in mind that ΨA is a set of Ψ˜A where
these Ψ˜A are given by specifying fields on a variable manifold. It is not entirely
clear how to perform integration of this nature - it is clearly at least as difficult
as functional integration. Later we will replace integration over the space of ΨA
with integration over an operational space which will be more clearly defined.
20.5 Map from loaded operations to loaded encapsulated
propositions
We want a map from closed loaded operations to closed loaded encapsulated
propositions
A→ A when type(A) = type(A) = (−,−) (455)
so that we can calculate loaded encapsulated propositions given a loaded op-
eration. This means we need to specify the elements in (448) of the loaded
encapsulated proposition. We put
strat(A) = strat(A) = QA, reg(A) = reg(A) = A, (456)
Then we choose
prop(A) = Prop(QA, OA) (457)
where OA = outcome(A) and Prop(QA, OA) is the proposition associated with
the operational solution ΨA[QA, OA]. Finally, we need some map,
LA → LA (458)
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We require (for the special case of closed objects) that we can calculate the
subnormalized probability distribution associated with A from the loading de-
scription, LA, for the operation. We also require such that
prob(A) = Prob(A) (459)
20.6 Loaded boundary propositions
Now we wish to introduce the idea of loaded boundary propositions. A loaded
boundary proposition pertains to a typing surface and is denoted by Aa, Bab ,
etc. A loaded boundary proposition will be written as
Aabc (460)
and it contains information about the boundary proposition, Aabc, in the sense of
Sec. 16.1 and also has some loading information, LA , built in. We are not yet in
a position to specify exactly what we mean by a loaded boundary proposition.
Once we have developed the appropriate theory, we will show how to represent
them as a sum over fiducials.
We will associate such loaded boundary propositions with loaded encapsu-
lated propositions using the notation A is associated with A, B is associated
with B, etc. We reserve the symbol X for fiducials.
We can represent a loaded boundary proposition diagrammatically as
Aabc ⇐⇒ A
b c
a
(461)
We could attempt to provide composition rules at this stage. However, we
have not specified what we mean by the loading. Hence, we will first introduce
probabilities and the associated machinery as this will play an important role
in understanding what it means to combining loaded boundary propositions.
20.7 Probabilities for closed loaded boundary propositions
We demand that a closed loaded boundary proposition takes the form
A = Prob(A)1 (462)
where 1 is the proposition that is always true. Compare this with the case of a
closed boundary proposition (in the possiblistic case, see Sec. 16.1) which can
be equal to 1 or 0.
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21 The simple case
21.1 Composite region: simple case
Now we consider the simple case of a composite loaded operation
AaBa ⇔
A
B
a (463)
Since this is a closed loaded operation it, and the associated loaded encapsulated
proposition, will have a probability associated with it. Further, there will be a
subnormalized distribution ρLALBA∪B (ΨA∪B) over pure states ΨA∪B ∈ sort(ΨA[A] uniondbla
ΨB[B]).
This distribution will induce a distribution over pure boundary conditions,
a ∈ Λa, associated with the typing surface a
ρa(a) such that
∑∫
a∈Λa
ρa(a)da = Prob(AaBa) (464)
where
ρa(a) =
∑∫
ΨA∈ΩA[a]
ρ(ΨA)dΨA (465)
where ΩA[a] is the set of pure solutions, ΨA∪B, for which θa(ΨA∪B) = a. What we
learn from this is that we can calculate the probability for the composite loaded
operation from a function defined at the typing surface. This tells us that the
associated loaded boundary proposition can be written as
AaBa =
(∑∫
ρa(a)da
)
1 (466)
We can gain extra insight into this by writing it as
AaBa = pAB(θa(ΨA[A]) ∩ θa(ΨB[B]))1 (467)
where
pAB(a′) =
∑∫
a∈sort(a′)
ρa(a)da (468)
Note that
pAB(∅) = 0 (469)
This tells us how to calculate the probability associated with a closed loaded
proposition for the simple composite case.
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21.2 Introducing fiducials
We can proceed as follows. We can write
Prob(AaBa) = Prob(AaBa) = Prob(AaBa) (470)
We introduce a set of fiducial loaded boundary propositions
X a¯a a¯ ∈ Λ¯a[fid] (471)
where a¯ labels elements of the set, Λ¯a[fid] of fiducial loaded propositions. This
set may be continuous or discrete depending on the situations we wish to treat.
Given the fiducial set we can write
Prob(AaBa) = Prob(AaX a¯a )Ba¯ = A
a¯Ba¯ (472)
where summation and/or integration over a¯ ∈ Λ¯a[fid] is implicit and
Aa¯ := Prob(AaX aa ) (473)
If we write the summation/integration in explicitly we have
Prob(AaBa) =
∑∫
a¯∈Λ¯[fid]
Aa¯Ba¯da¯ (474)
The summation (and/or integration) is now by the standard rules of arithmetic
(not possibilistic summation). Note that we can always choose a fiducial set big
enough that it is possible to write the probability in this way because the set
of fiducial loaded boundary propositions could consist of all loaded boundary
propositions. However, in general, the probabilities for different situations will
depend on one another. Hence, we would expect a much more efficient fiducial
sets to be possible. We assume that the set chosen is, in some appropriate
sense, minimal. We assume linear dependence because probabilities add linearly
convex combinations (see Appendix B of [66] for more discussion). We use the∑∫
and da¯ symbols to indicate the appropriate type of summatin/integration (as
per the discussion at the end of Sec. 20.4).f
The objects Aa¯ and Ba¯ are generalized probabilistic states. These will be
discussed in more detail in Sec. 22.
The choice of fiducial set here will depend on the situation we want to model.
If any probability distribution over pure solutions is possible then a possible
choice of fiducial set is where the loaded boundary propositions correspond to
pure boundary conditions (the loading will then, effectively, be a delta function
distribution centered on this pure boundary condition). In general, we can have
arbitrary mixtures of any given probability distributions. This is the reason
that we use linear compression above (indeed, in a very general sense, if we
allow arbitrary mixtures, we must use linear compression [66]).
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21.3 Equivalence, equality, and the p(·) function
We can set up a notion of probabilistic equivalence (in a similar fashion to the
possibilistic case). First we define a p(·) function
p(αA + βB + . . . ) = αprob(A) + βprob(B) + . . . (475)
where A, B, . . . are closed loaded boundary propositions and α, β, . . . are real
numbers. Note this is a different p(·) function to that used in the possibilistic
case.
Now we have defined a p(·) function, we can provide a definition of equiva-
lence. Let us give an example first. We say that
F ac + G
a
c ≡ H ac + J ac (476)
if
p((F ac + G
a
c )E
c
a ) = p((H
a
c + J
a
c )E
c
a ) (477)
for all Eca . In general, we say that
expression1 ≡ expression2 (478)
if
p(expression1E) = p(expression2E) (479)
(where we are suppressing typing surface subscripts and superscripts because
we are considering the general case) for all E such that
expressioniE (480)
is a sum the form αA + βB + . . . (of closed loaded boundary propositions).
Note that a closed boundary proposition is equivalent to its own probability:
A ≡ poss(A) (481)
because
p(AE) = p(A)p(E) = p(poss(A)E) (482)
for all closed E . In the first step we use the fact that probabilities factorize for
two closed loaded operations (and, consequently, two closed loaded boundary
propositions). In the second step we use the properties of the p(·) function.
We will say that two expressions are equal if they are equivalent and each
term is of the same type. Thus, in the example above, we will actually say
F ac + G
a
c = H
a
c + J
a
c (483)
because each term has the same type. This will enable us to define loaded
boundary propositions as sums over fiducials. On the other hand, we cannot
insert an equals sign in (481).
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21.4 The simple case again
Now we can write
Prob(AaBa) = Prob(AaX a¯a )Ba¯ = p(A
aX a¯a Ba¯) (484)
Since this is true for any Aa it follows from the remarks at the end of Sec. 21.3
that
Ba = X a¯a Ba¯ (485)
where summation over a¯ ∈ Λ¯a[fid] is implied. Here we that a loaded boundary
proposition corresponds to a weighted sum over fiducials. This will be general-
ized for arbitrary loaded boundary propositions in Sec. 22.
We can do the same thing for Aa. First we introduce a fiducial set of loaded
boundary propositions
a¯X
a for a¯ ∈ Λ¯a[fid] (486)
Now we can write
Prob(AaBa) = a¯AProb(a¯X
aBa) = p(a¯A a¯X
aBa) (487)
Since this is true for any Ba we have
Aa = a¯A a¯X
a (488)
where summation is over a¯ ∈ Λ¯a[fid].
We can introduce diagrammatic notation for fiducials:
X a¯a ⇔ X
a
a¯
a¯X
a ⇔ X
a
a¯
(489)
Then we can write
AaBa = AaX a¯a Ba¯ ≡ Aa¯Ba¯ ⇔ A
B
a
= A
X
B
a
a¯
≡ A
B
a¯
(490)
and
AaBa = a¯A a¯X
aBa ≡ a¯A a¯B ⇔ A
B
a
= A
X
B
a¯
a
≡ A
B
a¯
(491)
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21.5 The hopping metric
We can write
AaBa = a¯A a¯X
aX a¯
′
a Ba¯′ ≡ a¯A a¯ha¯
′
Ba¯′ (492)
where we define the hopping metric
a¯′h
a¯ = prob(a¯′X
aX a¯a ) ⇔ a¯ = prob
 X
X
a¯
a
a¯

(493)
We can also write
a¯′h
a¯ ≡ a¯′XaX a¯a ⇔ a¯ ≡
X
X
a¯
a
a¯
(494)
We can calculate the hopping metric from the induced distribution over bound-
ary conditions as in Sec. 21.1.
We can use the hopping metric to represent the calculation for the simple
case in a more symmetric way as follows:
A
B
a
= A
X
X
B
a¯
a
a¯
≡ A
B
a¯
(495)
This means that = = and hence we can
simply write a full line:
A
B
a¯
= A
B
a¯
= A
B
a¯
= A
B
a¯
(496)
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Since a closed loaded boundary proposition is equivalent to its probability we
have
prob(AaBa) = Aa¯Ba¯ ⇔ prob

A
B
a
 =
A¯
B¯
a¯ (497)
Hence, we can calculate whether a simple composite boundary proposition is
possible or not using the generalized probabilistic states, Aa¯ and B
a¯.
In some cases we can define an inverse hopping metric, a¯
′
ha¯′′ (or ), such
that
a¯′ha¯′′ a¯′h
a¯ = δa¯a¯′′ and
a¯ha¯′ a¯′′h
a¯′ = a¯a¯′′δ (498)
or, diagrammatically,
a¯ a¯ = a¯ and a¯ a¯ = a¯ (499)
We need to provide an interpretation for the object δa¯a¯′′ . If we have countable
fiducial sets then we can interpret this as a Kronnecker delta function. If the
fiducial sets are not countable then the obvious thing to try is to identify it
with the Dirac delta function δ(a¯− a¯′′). However, this is problematic because,
in general, the set of a¯ is not specified by a finite number of real parameters.
Thus, instead we will say δa¯a¯′′ is the identity substitution operator defined in
Appendix B.
An inverse will only exist if the fiducial sets are chosen appropriately. We
do not need there to exist an inverse though it is useful if one does exist.
21.6 Possible choices of fiducials
Here we review some choices we can make for the sets, Λ¯a[fid] and Λ¯
a[fid], of
fiducial loaded boundary propositions.
We can choose fiducial loaded boundary propositions associated with pure
boundary conditions. Each such fiducial loaded boundary proposition can then
be thought of as corresponding to a delta function probability distribution cen-
tered on some pure boundary condition, a. In this case we can label the bound-
ary conditions by a¯ = a ∈ Λa and
a¯′h
a¯ = Prob(a¯′X
aX a¯a ) = a¯′δ
a¯ (500)
where a¯′δ
a¯ is the identity substitution operator defined in Appendix B.
Another choice is where the fiducial loaded boundary propositions are asso-
ciated with op-pure boundary conditions so that a¯ = a ∈ Λa[op-pure] and
a¯′h
a¯ = Prob(a¯′X
aX a¯a ) = a¯′w
a¯ (501)
where
a¯′w
a¯ is the weighted substitution operator defined in Appendix B.
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22 The General Case
22.1 Decomposition locality
We write a general loaded proposition as
Aabc =
a¯Ab¯c¯ a¯X
aX b¯b X
c¯
c ⇐⇒ A
b c
a
= A
X X
X
b c
a
b¯ c¯
a¯
(502)
We call this property decomposition locality - it is closely related to tomographic
locality (and equivalent in the case that the hopping metric is invertible). The
duotensor, a¯Ab¯c¯, is the generalized probabilistic state. Clearly our choice of
fiducial sets determines how much probabilistic information at the boundary we
can represent in this way. If we choose the fiducial loaded boundary propositions
associated with pure boundary conditions such that a¯ = a ∈ Λa as discussed
in Sec. 21.6 then it is clear that we can represent any amount of information
at the boundary (effectively we can get to any induced probability distribution
at the boundary) in this way. However, if our choice of fiducial sets has any
sort of course graining then we will not be able to represent so wide a variety
of situations.
22.2 Loading for loaded operations
We need to say what the loading is for a non-closed loaded operation. This
loading, LA, supplies the appropriate probabilistic information so that we can
calculate the loaded boundary proposition.
One choice is to say that the loading for an operation, Aabc, say, simply is
the generalized state:
LA =
a¯Ab¯c¯ (503)
In this case we see that, for a composite operation, LAB 6= (LA, LB) in general
(this possibility was discussed in Sec. 20.1).
Another choice, we may want LA to be specified by some other parameters
(such as by sets of scalars associated with management beables). In this case
insist that the generalized state is given by some function of the loading. In this
case we may have LAB = (LA, LB).
For either choice of how we specify the loading we have a map
loaded operation→ loaded boundary proposition (504)
and we are in a position to calculate probabilities for general composite opera-
tions as we will now see.
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22.3 Calculation for general case
We start with some composite loaded operation. For example
A
B
C
D
E
a
b
c
d
e
k
g
(505)
Here we consider a closed composite loaded operation. We consider the open
case in Sec. 23.7. We can now map each of the operations in this composite
operation to the corresponding loaded boundary proposition. In our example
this gives
A
B
C
D
E
a
b
c
d
e
k
g
(506)
To simplify this we can insert the local decomposition of each boundary propo-
sition in terms of fiducials, as in (502),then use
X Xa¯
a a¯ ≡ a (507)
on each wire to get the equivalent expression
A
B
C
D
E
a¯
b¯
c¯
d¯
e¯
k¯
g¯
(508)
122
We can replace matched black and white squares with a full wire. Hence we
obtain
A
B
C
D
E
a
b
c
d
e
k
g ≡
A
B
C
D
E
a b
c
d
e
k
g
(509)
Black and white dots can be reinserted if we want to actually do the calculation.
This means
prob

A
B
C
D
E
a
b
c
d
e
k
g

=
A
B
C
D
E
a b
c
d
e
k
g
(510)
The probability for a closed composite loaded operation is given by an expression
having the same compositional structure.
23 Operational probabilistic formulation
23.1 Operational loaded boundary propositions
In the possibilistic case (in Sec. 18.1) we noted that if a certain assumption holds
(the induced boundary purity assumption) we can chose a set, Υ[A]a, of fiducial
boundary propositions labeled by aA = (Z,QZ, OZ). We required that there
exists an invertible map between Υ[A]a and Λa[fid]. Here we will consider a set,
Υ¯[A]a, of fiducial loaded boundary propositions labeled by aA = (Z,QZ, OZ, LZ)
(where LZ is the loading for the associated loaded operation). We have
aA = (QA, OA, LA) ∈ Υ¯[A]a, aA = (QA, OA, LA) ∈ Υ¯[A]a (511)
for the fiducial sets. We can think of these fiducial sets labeling fiducial loaded
boundary propositions or fiducial loaded operations.
We require that there exists a one-to-one map between the elements of Υ¯[A]a
and the elements of Λ¯a[fid] - the labels for the fiducial sets in our previous
notation. We have a similar situation for the superscript case.
Υ¯[A]a = q¯[A]a(Λ¯a[fid]) Υ¯[A]
a = q¯[A]a(Λ¯a[fid]) (512)
For a¯ ∈ Λ¯a[fid] and aA ∈ Υ¯[A]a we define
aA a¯
A ⇔ s[A]a¯aA (513)
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This is the substitution operator discussed in Appendix B which implements a
change of variables (from a¯ to aA). The inverse is
a¯ aA ⇔ saAa¯ (514)
This is also a substitution operator.
For a¯ ∈ Λa[fid] and aA ∈ Υ¯a we define
a¯ aA ⇔ aAa¯s (515)
with inverse
a¯ aA ⇔ a¯aAs (516)
These are also substitution operators.
We can justify the existence of these Υ¯ sets in the same way as we did
for Υ sets in the possiblistic case (in Sec. 18.1). We can choose the elements
of Λ¯a[fid] to correspond to delta function probability distributions centered on
pure boundary conditions. Then it follows from the induced boundary purity
assumption is true then there exist operations that give rise to these elements of
Λ¯a[fid]. We choose loaded operations corresponding to delta function probability
distributions centered at such operations.
We can use the invertible maps above to convert squares to dots and vice
versa (this is really just a change of variables). Alternatively, we can do every-
thing from scratch using fiducials
X aAa ⇔ X
a
aA
aAX
a ⇔ X
a
aA
(517)
Then we can decompose a loaded boundary proposition in an equivalent form
involving these fiducials giving
Aabc ≡ aAAbAcA aAX aX bAb X cAc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
bA cA
aA
(518)
The object, aAAbAcA , is the operational generalized possibilistic state.
23.2 Fiducial loaded operations
As in the possibilistic case, we can extend our p(·) function so that
p(αA + βB + . . . ) = αPoss(A) + βPoss(B) + . . . (519)
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where A, B, . . . are closed loaded operations, and α, β, . . . are real numbers.
Now regular (rather than possibilistic) addition is used. This allows us to set
up an equivalence notion for loaded operations. For example, we would say that
αCac + βD
a
c ≡ γFac + δGac (520)
if
p((αCac + βD
a
c)E
c
a) = p((γF
a
c + δG
a
cE
c
a) (521)
We can do this in general as in Sec. 21.3. In particular, note that
A ≡ Prob(A) (522)
for the same reason as given in (482) for loaded boundary propositions.
We now define fiducial sets of loaded operations
XaAa ⇔ X
a
aA
aAX
a ⇔ X
a
aA
(523)
We will see in Sec. 23.4 that we can use these fiducials to expand general loaded
operations.
23.3 Operational hopping metric
We can define the operational hopping metric in terms of the fiducial loaded
boundary propositions or in terms of the fiducial loaded operations
prob
 X
X
aA
a
aB

= prob
 X
X
aA
a
aB

=
aA
aB
(524)
To actually calculate the operational hopping metric, , we use the hopping
metric, , as follows
aA aB = aA
a¯ a¯
aB (525)
We can invert the operational hopping metric to obtain if and only if the
inverse, , exists.
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23.4 Decomposition locality for loaded operations
It follows from the fact that we have a notion of equivalence for operations
and the fact that we get the same hopping metric whether we use fiducial op-
erations or fiducial loaded boundary propositions (as in (524)) that we have
decomposition locality for a general loaded operation
Aabc ≡ aAAbAcA aAXaXbAb XcAc ⇐⇒ A
b c
a
≡ A
X X
X
b c
a
bA cA
aA
(526)
This is because we have
X X
aB a aA ≡ a (527)
and
X X
aB a aA ≡ a (528)
and hence the probability for both
A
B
C
D
E
a
b
c
d
e
g
and
A
B
C
D
E
a
b
c
d
e
g
(529)
is given by
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
(530)
Hence, given any composite loaded operation we can calculate a probability
using generalized probabilistic states.
126
23.5 Manifest invariance of PAGeR
The specification of a load, LA, for an operation, A, must be given in ‘opera-
tionally accessible” terms. For example, we could get this loading from some
observables extracted from management beables. An example of how this might
happen is if there are extra scalar fields constructed from fields that do not enter
into Φ but, that can be used at the management level. Observation of these
could provide some probabilistic information about the fields in Φ. Alternatively
the loading could depend on beliefs of the observer. Arguably, such beliefs are
operationally accessible at least to the observer in question (and to everybody
once written down).
In any case, it is reasonable to assert that LA is manifestly invariant under
the action of G+. Hence, the labels aA = (Z,QZ, OZ, LZ), are manifestly in-
variant under G+. Operational generalized probabilistic states and the hopping
metric are manifestly invariant under G+. This means that this operational
probabilistic formulation of General Relativity is manifestly invariant under dif-
feomorphisms (and time-orientation preserving transformations).
23.6 Black and white dots
The remarks in Sec. 18.8 for the possibilistic case go through exactly as written
there for the probabilistic case also. In particular, we can change white dots to
black dots using the hopping metric and, if the inverse hopping metric
exists, we can use it to change black dots into white dots. Additionally we have
“internal” and “external” points of view
“internal”: A
aA
dA eA
“external”: A
aB
dC eD
(531)
We also note that if a generalized state has all black dots it gives a list of
probabilities for each fiducial arrangement.
23.7 Formalism locality in PAGeR
The formalism, as described so far, tells us how to calculate probabilities for
closed composite loaded operations. However, a more typical situation we might
find ourselves in is where the part of the world we are interested in is not closed
off from the rest of the world - in particular, it may be correlated with the rest of
the world. One way to proceed is to find a larger part of the world that is closed,
do our calculations for that, and then make inferences for the smaller part of
the world we are actually interested in. This is not a very satisfactory way
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to proceed however. Thus, instead, we will set up a way of doing calculations
directly for the part of the world (i.e. op-space) we are interested in without
having to refer to parts of the world that we are not interested in. We call the
ability to do this formalism locality [65].
Imagine we are doing a calculation for some op-space region
G = A ∪ B ∪ C ∪ D ∪ E
A loaded operation for this region having open wires looks like the following
A
B
C
D
E
a
b
c
d
e
g
f
h
i
j
(532)
We can calculate the operational generalized probabilistic state associated with
this:
A
B
C
D
E
aB
aA bA bC
cCcB
dB
dEeB
eD
kD
kE
gC
gE
fA
hA
iA
jA
(533)
We can represent this operational generalized probabilistic state by
fAhBiDGjE (534)
where this has the same number of open wires.
We may be interested in different possible outcomes in each of the component
regions. Then we can consider different loaded operations pertaining to region G.
Consider a set of loaded operations Gfhij [l] where l labels the different outcome
sets for the composite region. Associated with each of these loaded operations is
128
an operational generalized probabilistic state fAhBiDGjE [l]. Now we can ask what
the relative probability is for two such operations (i.e. what is the ratio of the
number of times we see outcomes l versus l′ when we repeat the experiment
very many times?). The problem is that this probability may depend on what
happens outside of G. For the moment, assume that what happens outside is
described by the operation Fjfhi. Then the relative probability is given by
prob(Gfhij [l]F
j
fhi)
prob(Gfhij [l
′]Fjfhi)
=
fAhBiDGjE [l] fAhBiDF
jE
fAhBiDGjE [l
′] fAhBiDF
jE
(535)
Now, in the special case where
fAhBiDGjE[l] ∝ fAhBiDGjE[l′] (536)
we see that the dependence on what happens outside G drops out. On the other
hand, if this proportionality does not hold then, at least mathematically, the
relative probability depends on fAhBiDF
jE . We can make a stronger statement. If
the hoping metric is invertible then the fiducial elements are not over complete
(for our present purposes we assume that this is the case). Then we can find pairs
of allowed operational generalized probabilistic states, fAhBiDF
jE and fAhBiDF
′jE ,
such that the relative probability in (535) will be be different.
Hence we can adopt a two prong attack. First we ask the question of whether
the relative probability between l and l′ is well conditioned (independent of
conditions outside G). This will be the case if the proportionality condition
in (536) holds. If this condition does hold then, second, we can calculate the
relative probability as
relprob
(
(Gfhij [l])
(Gfhij [l
′])
)
=
fAhBiDGjE [l]
fAhBiDGjE [l
′]
(537)
where
fAhBiDGjE [l]
fAhBiDGjE [l
′]
(538)
is equal to the proportionality constant in (536).
For a generic region of op-space we would expect that such relative prob-
abilities will not be well conditioned (they will fail the proportionality test).
This two prong attack is a way of picking out those situations where we can say
something.
The notion of a relative probability is more general than that of a probability.
In particular, if l′ corresponds to the set of all possible outcomes, then the rela-
tive probability is equal to the probability of l. It is possible, however, that such
probabilities will not be well conditioned even though some relative probabilities
(where l′ is not the set of all possible outcomes) are well conditioned.
24 Causality in PAGeR
In Sec. 18.10 we discussed causality in the possibilistic formulation of General
Relativity. Similar considerations apply here. In particular, we should choose
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the underlying set of allowed pure solutions, ΩA[QA], so that they satisfy the
causality condition of Sec. 12.10.2 so that we can tell a causal story. Generalized
states correspond to a probabilistic mixture of different causal situations at the
typing surfaces. Ideally, we would like to have a causality condition on these
generalized states that imposed that it is not possible to signal to the past in
this situation where we have probabilistic causal structure.
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Part V
Operator Tensor Quantum
Theory
25 Introduction
As a prelude to discussing Quantum Gravity we will provide a review of the
operator tensor formulation of Quantum Theory developed in [66, 67, 70]. We
will extend this approach a little so it also applies to continuous Hilbert spaces
and also to Quantum Field Theory.
26 Finite dimensional Hilbert spaces
First we will discuss the case of finite dimensional Hilbert spaces - this is the
case covered in previous work.
26.1 Operations
Here we will review the operator tensor approach to Quantum Theory [66, 67,
70]. We will slightly modify the diagrammatic notation from that used in earlier
work so as to be consistent with the notation in this paper (in particular, we use
circles rather than boxes and indicate time direction by arrows). Consider some
experiment that can be modeled as being built out of operations. An operation
corresponds to one use of an apparatus. It has a set of outcomes associated
with it. The elements of this set might be detector clicks, a pointer reading,
or some other classical outcomes on the apparatus. We say that the operation
“happens” if the actual outcome is in this set. The operation also has inputs
and outputs associated with it. The symbolic and diagrammatic notation for
an operation is
Aa3c4a1b2 ⇔ Aa b
a c
(539)
Here a, b, . . . are different types of quantum system (e.g. electrons, photons,
. . . ). In the symbolic notation subscripts indicate inputs and superscripts in-
dicate outputs. In the diagrammatic notation this is indicated with arrows. If
we have a different outcome set associated with some apparatus then we use
a different symbol (e.g. Ba3c4a1b2 instead of A
a3c4
a1b2
). Alternatively, we can represent
different outcome sets in square brackets (e.g. Aa3c4a1b2 [1] and A
a3c4
a1b2
[2]). In the
symbolic notation we need include integer subscripts on these system types to
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indicate the wiring. For example, we can consider circuits such as
Aa1a2Ba5d4a1c3C
c3b6
a2 Da5c7E
c7
d4b6
⇔
A
B
C
D
E
a
a
c
d
a
c
g (540)
The integer subscripts on the type labels (in the symbolic notation) label the
wires. Note that this circuit is a directed acyclic graph (there are no close loops
in it). This is necessary here because the interpretation is that systems move
forward in time in the direction of the arrows.
Our objective is to calculate the joint probability that the outcome for each
operation in some circuit is in the outcome set associated with that operation.
26.2 Decomposition locality
We assume that any circuit (this must be closed) has a probability that is
independent of settings and outcomes elsewhere. We can use this to define a
p(·) function which induces a notion of equivalence as in Sec. 23.2 (also see [66].
In Quantum Theory it turns out that operations are decomposition local so we
can write
Aa3c4a1b2 ≡ a3c4Aa1b2Xa1a1 Xb2b2 a3Xa3 c4Xc4 (541)
A
a b
a c
≡ A
Xa
a
X
b
b
X a
a
Xc
c
(542)
where
aX
a ⇔ X
a
a
(543)
are fiducial preparations for a system of type a and
Xa1a1 ⇔ X
a
a
(544)
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are fiducial results (measurement plus outcome) for systems of type a. The
object
a3c4Aa1b2 ⇔ Aa b
a c
(545)
is the generalized state. We will use this to construct operator tensors later.
26.3 Hopping metric
We define the hopping metric as follows
a′h
a = prob(a′X
aXaa ) ⇔ a = prob
 X
X
a
a
a

(546)
This has the same role as the hopping metric discussed in previous parts of the
paper.
We can replace each operation in the circuit in (540) and then substitute in
the hopping metric to get the equivalent expression
A
B
C
D
E
a
a
c
d
a
c
g
(547)
This gives us the probability associated with the circuit in terms of generalized
probabilistic states and hopping metrics. However, for Quantum Theory, we
can write this in a more convenient form using operator tensors.
26.4 Operator tensors
We associate Hilbert spacesHa1 (for outputs) andHa1 (for inputs) with a system
of type a. These Hilbert spaces are of dimension Na. Hermitian operators acting
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on Ha1 are written Aˆa1 , Bˆa1 , . . . . Hermitian operators acting on Ha1 are written
Aˆa1 , Bˆa1 , . . . . We denote by
Aˆa1Bˆa1 (548)
the trace of the product of these two operators. The repeated type label indi-
cates taking the trace (this is analogous to Einstein’s summation convention).
An operator Aˆa3c4a1b2 is an Hermitian operator acting on Hilbert space Ha1 ⊗Hb2 ⊗Ha3 ⊗Hc4 . We can write this Hilbert space as Ha1Hb2Ha3Hc4 or, simply,
as Ha3c4a1b2 Note that there none of the integers on the indices are repeated. We
notate this operator diagrammatically by
Aˆ
a b
a c
(549)
Since we also have subscripts and superscripts we call these operator tensors.
By
Aˆa1Cˆb2c3 (550)
we mean the tensor product of these operators. Note that the order is not
important - Cˆb2c3 Aˆ
a1 means the same thing as all salient ordering information is
contained in the type labels. By
Aˆa1Bˆa2 (551)
we mean the tensor product of these operators (compare this with (548) where
the integer subscript on the type label is repeated and so the trace is taken).
We can find fiducial operators notated by
aXˆ
a ⇔ Xˆ
a
a
(552)
and
Xˆa1a1 ⇔ Xˆ
a
a
(553)
such that
Xˆ
Xˆ
a
a
a
= prob
 X
X
a
a
a

= a (554)
So the hopping matrix obtained from fiducial operators is the same as that
obtained from fiducial operations. The label a1 runs from 1 to N
2
a since this
is how many linearly independent Hermitian operators there are acting on a
Hilbert space of dimension Na.
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26.5 Operator decomposition locality
Now
Xˆb2b2 a3Xˆ
a3
c4Xˆ
c4
(555)
is the tensor product of these fiducial operators. It is a property of Hermitian
operators acting on complex Hilbert spaces that the set of operators in (555)
taken over all values of the labels a1, b2, a3, c4 span the space of Hermitian
operators acting on Ha3c4a1b2 . Consequently, we can write a general Hermitian
operator for this Hilbert space as
Aˆa3c4a1b2 =
a3c4Aa1b2Xˆ
a1
a1 Xˆ
b2
b2 a3
Xˆ
a3
c4Xˆ
c4
(556)
Aˆ
a b
a c
= Aˆ
Xˆaˆ
a
Xˆ
bˆ
b
Xˆ a
aˆ
Xˆc
cˆ
(557)
It is interesting to note that operators acting on real or quaternionic Hilbert
spaces cannot be decomposed in this way.
26.6 Operator Circuits
It is now simple to see that the expression for the probability in (547) is equal
to
Aˆa1a2Bˆa5d4a1c3 Cˆ
c3b6
a2 Dˆa5c7Eˆ
c7
d4b6
⇔
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a
a
c
d
a
c
g (558)
because if we insert the local decomposition form (such as in (557)) in this we
get back to (547). To evaluate this expression we can either simply reverse
the process by expanding out each operator in terms of fiduials and do the
calculation in terms of generalized states. Or we can interpret any repeated
index, one raise and one lowered, (or any wire in the diagrammatic notation) as
corresponding to taking the partial trace over the product in the relevant part
of the space. To illustrate this we note that
Aˆa1Bˆa1Cˆ
b2 (559)
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is the trace of the product of Aˆa1 and Bˆa1 times the operator Cˆ
b2 . We are
effectively taking the partial trace in the Ha1 part of the Hilbert space. If we
have an expression like
Aˆa1Dˆb2a1 (560)
we can evaluate this by the partial trace in the Ha1 Hilbert space.
26.7 Physicality
We have shown that we can determine the probability for a quantum circuit
using operator tensors. The real usefulness of this approach, however, is that
it is simple to write down conditions on operator tensors that must be satisfied
if the corresponding operator can be physically realized. An equivalent charac-
terization in terms of the generalized probabilistic states (such as a1b2A
a3c4) is
possible in principle but it is much easier to provide conditions on the operator
tensors.
Any directed acyclic graph (such as the quantum circuits we consider here)
can be completely foliated into space-like hypersurfaces. A space-like hypersur-
face is a set of wires in the graph that partition the graph into two pieces (i.e.
were these wires to be deleted we would have two disjoint parts of the graph)
and such that there does not exist a forward directed path through the circuit
from any wire to any other wire in this space-like hypersurface. To visualize
this we can think of a drawing a line through the graph intersecting wires. Two
space-like hypersurfaces cross if some wires in one are to the future of the other
and some are to the past. A complete foliation is a set of space-like hypersur-
faces that do not cross and where every wire is included in at least one space-like
hypersurface (some wires may be in more than one such hypersurface). There
always exists at least one such complete foliation for a directed acyclic graph.
Generically (for big enough graphs) there exist multiple such complete foliations.
We can think of the space-like hypersurfaces in such a foliation as providing a
time parameter.
The most general circuit containing the operation, Bb2a1 , can always be written
as
Aa1c3Bb2a1Cb2c3 ⇔
A
B
C
a
c
b
(561)
because we can lump together all the operations before Bb2a1 and call them A
a1c3
and all the operations after and call them Cb2c3 . The notion of before is with
respect to a space-like hypersurface that includes wire a1 and the notion of after
is with respect to another space-like hypersurface differing from the previous
one in that it includes wire b2 rather than a1 (we can always “push” a space-like
hypersurface over an operation to obtain another spacelike hypersurface).
We give the following definition
136
Physicality definition: An operator, Bˆb2a1 , is physical if and only
if both
0 ≤ Aˆa1c3Bˆb2a1 Cˆb2c3 (562)
and
Aˆa1c3Bˆb2a1 Iˆb2c3 ≤ 1 (563)
for all rank one projectors Aˆa1c3 and Cˆb2c3 and all system types c.
Here Iˆb2c3 is the identity operator on Hb2c3
We can then consistently associate operators with operations such that we ob-
tain probabilities when we evaluate the operator circuit corresponding to any
operation circuit.
The following theorem is of central importance:
Physicality theorem: An operator, Bˆb2a1 , is physical if and only if
0 ≤ Bˆb2
aT1
and Bˆb2a1 Iˆb2 ≤ Iˆa1 (564)
where the superscript T indicates we are taking the partial transpose
in the Ha1 space.
These conditions are equivalent to the usual conditions imposed on operators
(density matrices are positive, maps are completely positive and trace non-
increasing, and measurement outcomes are associated with positive operators).
Any circuit built out of operators satisfying the two conditions in (564) will
necessarily have a value between 0 and 1.
26.8 Causality
The motivation for the physicality definition uses notions that have a bearing on
causality in various ways. Since the physicality conditions in (564) come from
this definition we see that the constraints on operators come from these notions
of causality.
First, the fact that the circuit is taken to be a directed acyclic graph means
we can isolate the given operation (Bb2a1 ) by space-like hypersurfaces and hence
write a general circuit in the form given in (561). This is consistent with inter-
preting the arrows on the wires as corresponding to a time direction (forward,
let’s say) and so it is consistent with a certain notion of definite causal structure.
Second, the condition (563) is motivated by the idea that we associate the de-
terministic operation (where the outcome set is the set of all possible outcomes)
having only inputs with the identity operator, Iˆb2c3 (since then we cannot have
probability greater than one). There are, however, many ways to realize a deter-
ministic operation having only inputs. This assumption entails that we associate
the same operator with all of them. In the language of Chribella, D’Ariano, and
Perinotti, there is a unique deterministic effect associated with any given sys-
tem type. This is the content of the Pavia causality condition that encodes the
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principle that we cannot signal backwards in time (if the deterministic effect de-
pended on knob settings for example, then the probability for earlier outcomes
would depend on these knob settings so we would be able to signal backwards
in time).
Third, we assume enough structure that we can signal into the future. This
is clear because we assume we can prepare states corresponding to rank one
projection operators. Consider a set of possible preparations Dˆa1 [n] (where
n = 1 to N) equal to projection operators onto a basis of the Hilbert space. We
can read off whether we send the n = 1 case or not using a Eˆa1 [1] projection
operator. In this way we can send information to the future (as indicated by
the arrows on the wires).
27 Continuous dimensional Hilbert spaces
We will now look at how to adapt this approach to continuous dimensional
Hilbert space. For the sake of definiteness consider a Hilbert space with a basis
set of states |q〉 where q ∈ R such that
〈q|q′〉 = δ(q − q′) and
∫
dq|q〉〈q| = Iˆ (565)
where Iˆ is the identity operator on this Hilbert space. We define
Pˆq = |q〉〈q| for q ∈ R (566)
and
Pˆqq′− = |qq′−〉〈qq′ − |, Pˆqq′i = |qq′i〉〈qq′i| for q > q′ where q, q′ ∈ R (567)
where
|qq′−〉 = 1√
2
(|q〉 − |q′〉) |qq′i〉 = 1√
2
(|q〉+ i|q′〉) (568)
We will show that we can write down an arbitrary Hermitian operator as
Aˆ =
∫
dqa(q)Pˆq +
∫∫
q>q′
dqdq′b(q, q′)Pˆqq′− +
∫∫
q>q′
dqdq′c(q, q′)Pˆqq′i (569)
where we need to impose c(q, q) = 0. As we will see, this last condition can be
imposed in a natrual fashion by demanding that c(q, q′) is antisymmetric (so
c(q, q′) = −c(q′, q)). We need to treat the q = q′ contributions to this integral
with a little care. We make sense of integrating with the constraint q > q′ by
imposing that, at q = q′, the integrand vanishes as follows (and, hence, this is
equivalent to integrating with the constraint q ≥ q′). First we note that
Pˆqq− = 0 (570)
Hence the (q, q)Pˆqq− term does not contribute. Now note that
Pˆqqi = 2Pˆq (571)
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Hence c(q, q′)Pˆqq′i term would contribute to the integral as 2c(q, q)Pˆq. This
would lead to a curious double counting with the a(q)Pˆq term. To avoid this we
impose that c(q, q) = 0. We will see that this happens naturally in any case.
We can write any Hermitian operator as a weighted sum (or integral) over
rank one projection operators:
Aˆ =
∑∫
α
dα|ψα〉〈ψα| (572)
We can write
|ψα〉 =
∫
dqψ(q)|q〉 (573)
It is easy to show
|ψα〉〈ψα| =
∫∫
dqdq′
1
2
Re(ψα(q)ψ
∗
α(q
′)) (|q〉〈q′|+ |q′〉〈q|)
+
∫∫
dqdq′
1
2
Im(ψα(q)ψ
∗
α(q
′)) (i|q〉〈q′| − i|q′〉〈q|) (574)
It follows from the fact that ψα(q)ψ
∗
α(q
′) = (ψα(q′)ψ∗α(q))
∗ that Re(ψα(q)ψ∗α(q
′))
is symmetric in q and q′ and Im(ψα(q)ψ∗α(q
′)) is antisymmetric. Consider the
two integrals on the right hand side of (574) separately. The integrand in each
case is a symmetric function. We can write the first integral as∫∫
dqdq′Re(ψα(q)ψ∗α(q
′))
(
1
2
Pˆq +
1
2
Pˆq′ − Pˆqq′−
)
=
∫∫
dqdq′Re(ψα(q)ψ∗α(q
′))Pˆq − 2
∫∫
q≥q′
dqdq′Re(ψα(q)ψ∗α(q
′))Pˆqq′− (575)
Note that Pˆqq− = 0 and so the q = q′ line contributes nothing to the Pˆqq′− term
in this integral. To manipulate the second integral on the right hand side of
(574) we can integrate only over q ≥ q′ and double the integral (taking advantage
of the above mentioned symmetry property for the integrand) to obtain
2
∫∫
q≥q′
dqdq′
1
2
Im(ψα(q)ψ
∗
α(q
′)) (i|q〉〈q′| − i|q′〉〈q|)
= 2
∫∫
q≥q′
dqdq′Im(ψα(q)ψ∗α(q
′))(
1
2
Pˆq +
1
2
Pˆq′ − Pˆqq′i)
=
∫∫
dqdq′Sym (Im(ψα(q)ψ∗α(q
′))) Pˆq − 2
∫∫
q≥q′
dqdq′Im(ψα(q)ψ∗α(q
′))Pˆqq′i
(576)
where, for any antisymmetric function, g(q, q′), we define
Sym(g(q, q′)) =
{
g(q, q′) forq ≥ q′
−g(q, q′) forq′ ≥ q (577)
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Note that Im(ψ∗α(q)ψα(q)) = 0 and so the q = q
′ line contributes nothing to the
integral (576).
Using (574), (575), and (576) in (572), we see that we can write any Her-
mitian operator as in (569). In particular, note that the q′ = q cases in the
b(q, q′) and c(q, q′) terms do not contribute for the reasons discussed so we can
legitimately claim that we are using Pˆqq′− and Pˆqq′i only when q > q′.
We can choose the fiducial operators to be equal to the projection operators
in (566) and (567). We write these as
a1Xˆ
a1
Xˆ
a1
a1 (578)
where
a1 ∈ {q : ∀ q ∈ R}∪{qq′− : ∀ q, q′ ∈ R s.t. q > q′}∪{qq′i : ∀ q, q′ ∈ R s.t. q > q′}
(579)
Now we can write a general operator as a weighted
∑∫
over these fiducial opera-
tors. For example,
Aˆa1 = Aa1Xˆ
a1
a1 (580)
where, written out explicitly, this means
Aˆa1 =
∫
dqAqXˆ
q
a1 +
∫∫
q>q′
dqdq′Aqq′−Xˆqq
′−
a1 +
∫∫
q>q′
dqdq′Aqq′iXˆqq
′i
a1 (581)
where we require Aqqi = 0. We are justified in regarding the integration for the
last two terms on the right as being for q > q′ (rather than q ≥ q′) because the
integrands vanish when q = q′ (the first one vanishes because Xˆqq−a1 = 0, and
the second because Aqqi = 0).
There is nothing in the above that particularly depends on having q as an
element of R. We could run the above argument for some other space, Λ, in
place of R as long as we can represent states by the expression (573).
We are now able to define the hopping matrix for a system with a continuous
dimensional Hilbert space as
a′1
ha1 = a1Xˆ
a1
Xˆ
a1
a1 (582)
If we can find fiducial operations having the same hopping matrix then we can
set up a correspondence between operations and operators as before.
Now consider a composite system. Any Hermitian operator can be regarded
as a weighted sum of product operators. Hence, for the continuous dimensional
case also, we have decomposition locality. For example
Aˆa3c4a1b2 =
a3c4Aa1b2Xˆ
a1
a1 Xˆ
b2
b2 a3
Xˆ
a3
c4Xˆ
c4
(583)
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or, in diagrammatic notation,
Aˆ
a b
a c
= Aˆ
Xˆaˆ
a
Xˆ
bˆ
b
Xˆ a
aˆ
Xˆc
cˆ
(584)
where, now, we can interpret the Hilbert spaces corresponding to the system
types as being continuous. We can also treat the situation where some systems
have continuous dimensional Hilbert spaces and some have finite dimensional
Hilbert spaces in this way.
We can define Physicality for operators in as in the finite dimensional case
and obtain a physicality theorem as in Sec. 26.7. Hence we can set up Quantum
Theory when some (or all) of the systems are continuous dimensional in the
same way as above.
28 Operator Tensor Quantum Field Theory
28.1 Introduction
The operator tensor formulation of Quantum Theory suggests an approach to
Quantum Field Theory in which we associated operators with arbitrary regions
of space-time. This was suggested in [66]. A similar approach has since been
developed in some detail by Oeckl (called the positive formalism) in [105] moti-
vated by the ideas in [66] and his own general boundary formalism (which goes
back to 2003 and previously formulated for the pure state case only). There is
a certain convergence (as Oeckl put it in [105]) between these two approaches.
There are, however, some substantial differences between the operator tensor
formulation of Quantum Field Theory suggested in [66] and Oeckl’s positive
formalism. The most significant of these is that Oeckl’s operators are posi-
tive whereas in the operator tensor approach the operators are positive under
input transpose (for this to be possible we need to specify a tensor product
factorization of the Hilbert space at the boundary into input and output parts).
Oreshkov and Cerf have also made proposals along related lines [108]. An al-
ternative approach to Quantum Field Theory regarded as a theory of cellular
automata has been pursued by D’Ariano, Perinotti and collaborators [34, 19].
We will now spell out in greater detail how the operator tensor approach to
Quantum Field Theory works.
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28.2 The discrete case
Consider a big circuit on a grid composed of left moving quantum systems and
right moving quantum systems (these could be qubits).
(585)
At each vertex, there is an operation. We can set up a coordinate system
such that these vertices are at x = (mδ, nδ) where δ is the grid spacing (this
coordinate system is aligned with the grid itself). The operation at each vertex
has some setting (agent choice) which we can denote by Q(x) and some outcomes
which we denote by O(x). Let the operation at x be A[Q(x), O(x)]. Each vertex
has two wires going into it and two wires going out of it. We can label the
wires by x corresponding to their midpoints. Hence, the wires are at positions
(mδ + δ/2, nδ + δ/2).
Although we are illustrating this with a 2 dimensional grid the same ideas
will go through in any dimension. We think of the horizontal direction as space
and the vertical direction as time.
An operation at x has incoming wires x−l = x − δl2 and x−r = x − δr2 and
outgoing wires x+l = x− δl2 and x+r = x− δr2 . Here δl (δr) is a vector connecting
adjacent vertices by a left (right) going wire. We label leftward going wires with
l and rightward going wires with r. The operation at x can be written as
A
l
x
+
l
r
x
+
r
l
x
−
l
r
x
−
r
[Q(x), O(x)] (586)
Associated with this operation is an operator
Aˆ
l
x
+
l
r
x
+
r
l
x
−
l
r
x
−
r
[Q(x), O(x)] (587)
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We can take an arbitrary fragment of this circuit such as
C (588)
Let A be the arbitrary region shown where we take A is the set of x’s of the
vertices in this region.
Associated with A is an operation
A
l+A r
+
A
l−A r
−
A
=
∏
x∈A
A
l
x
+
l
r
x
+
r
l
x
−
l
r
x
−
r
[Q(x), O(x)] (589)
and an operator
Aˆ
l+A r
+
A
l−A r
−
A
=
∏
x∈A
Aˆ
l
x
+
l
r
x
+
r
l
x
−
l
r
x
−
r
[Q(x), O(x)] (590)
Here we are taking the partial trace over all the repeated wires as before. The
indices remaining (not traced over) are those associated with the wires that
intersect the boundary. The inward coming wires are
lA− =
∏
x∈∂Al−
lx rA− =
∏
x∈∂Ar−
rx (591)
from the left and the right respectively, and the outward going wires are
lA+ =
∏
x∈∂Al+
lx rA+ =
∏
x∈∂Ar+
rx (592)
where ∂Al± is the set of x labels for all the outgoing/incoming leftward wires of
A, and ∂Ar± is the set of x labels for the outgoing/incomng rightward wires of
A.
28.3 Physicality conditions
The operation shown has the possibility of feeding outputs at the side back into
inputs. However, we can “pull” all the input wires down and all the output wires
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up and apply the physicality condition. This leads to the physicality theorem.
In particular, we can show that
0 ≤ Aˆl
+
A r
+
A
(l−A )T(r
−
A )
T
(593)
We also get
Aˆ
l+A r
+
A
l−A r
−
A
Iˆl+A r
+
A
≤ Iˆl−A r−A (594)
However, it is possible to get many more conditions of the type in (594). In par-
ticular, in their paper on quantum combs, Chiribella, D’Ariano, and Perinotti
[25] provide a recursive method to place constraints on general circuit frag-
ments of this type (there is a dictionary between the operator tensor approach
and the quantum combs approach explained in [66]). We need to include these
additional constraints to get a complete set of conditions.
28.4 Change in notation convention
So far, in this part of the paper on Quantum Theory, we have used the con-
vention that inputs correspond to subscripts and outputs correspond to super-
scripts. This has the drawback that, in those parts of the boundary where we
have both input wires and output wires, we have to separate them into sub-
scripts and superscripts. Now we will relax the notation to bring the approach
in line with the other parts of this paper. We will allow wires associated with
inputs to appear in superscripts, and wires associated with outputs to appear
as subscripts. However, we will still demand, when matching, that inputs are
matched with outputs. To this end, note that for any wire, wx at some position,
x, can be though of as an output (indicated with a +) or an input (indicated
with a −). We denote a typing surface, c to be a set of wires with either input
or output indicated
c = {(x,±) : ∀x ∈ set(c)} (595)
For each x ∈ set(c) we have either a + or a −. This information can be thought
of as the direction of the typing surface at that value of x (in this discrete
analogy). The typing surface c is associated with∏
x∈set(c)
w±x (596)
in the old notation where w±x is the wire at x (this can be left moving or right
moving and the ± indicated output/input. We obtain cR by reversing each
direction
cR = {(x,∓) : ∀x ∈ set(c)} (597)
We adopt the convention that, when a typing surface c appears as a subscript,
all its wires are reversed (but not when it appears as a superscript). This means
that we can write down expressions like
AcabBc (598)
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as now the wires in c are matched (as every output is matched with an input).
We can write c = c+ ∪ c− (or c = c+c− for notational convenience) where
c+ = {(x,+) : ∀ output wires x ∈ set(c)} (599)
and similarly for c−.
When c appears as a superscript we associate with it a Hilbert space
Hc = Hc+ ⊗Hc− (600)
Similarly, when c appears as a subscript we associate the Hilbert space
Hc = Hc+ ⊗Hc− (601)
with it.
With this new notational convention in place, we can write an operator as
Aˆcab (602)
for example. This is an Hermitian operator acting on the Hilbert space
Ha ⊗Hb ⊗Hc (603)
In this example we require that
set(a) ∪ set(b) ∪ set(c) (604)
is the set of wires going into and coming out of the boundary of A. In principle,
we could close some wires by putting preparation or measurement boxes on
them. This closed part of the boundary of A would not have any wires sticking
out of it (and so would not contribute to ∂A).
We will write aT− = a+(a−)T to indicate taking the input transpose so that
the condition in (593) can be written as
0 ≤ AˆcT−
aT−bT− (605)
We write (594) as
AˆcabIˆ
a+b+
c+
≤ Iˆc−a−b− (606)
where a = a−a+ and − indicates the input wires and + the output wires.
Again, as mentioned in Sec. 28.3, we need additional conditions (equivalent to
the recursive conditions of Chiribella et al.) to have a complete set of conditions.
We can compose these objects by joining them at their boundaries. For
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example,
A
B
E
C
D
(607)
shows the composition of five such objects.
28.5 The continuous limit
The next step is to take the limit as δ → 0 while keeping the outline of the
region of interest unchanged. As we take this limit we have more and more
vertices inside the region of interest. In the limit: (i) the boundary becomes
a continuous set; (ii) the typing surfaces, a, b, . . . become continuous and can
be thought of as directed areas; (iii) the Hilbert spaces, Ha and Ha, associated
with any type, a, becomes infinite dimensional - we will treat them as continuous
Hilbert spaces; (iiii) the setting Q(x) and outcome O(x) become fields.
We can use the same notation in the continuous case as in the discrete case.
An operation is represented by Acab, is associated with some region, A, and has
setting and outcomes
(QA, OA) = {(x,Q(x), O(x)) : ∀x ∈ A} (608)
Although we motivated this with a 2 dimensional grid, we can think of this in
any number of dimensions. We could model this by some fixed manifold, M.
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We require that the typing surfaces associated with the operation Acab cover
the whole of the typing surface (this may or may not be the whole of the
boundary of A). These typing surfaces can meet but not overlap except at their
edges.
We are assuming we have a fixed background causal structure. In particular,
assume that we have some metric, gµν(x), and also a time direction field, τ
µ(x)
(see Sec. 12.5). We represent the typing surface, a, by
a = {(x, nµ) : ∀x ∈ set(a)} (609)
where set(a) is a surface (having dimension one less than that of the space) and
nµ is a normal to the surface at x.
We cannot decompose a typing surface into the union of output and input
sets, a = a+∪a−, as before. However, we can still decompose the Hilbert space.
In particular, when a appears as a superscript we write
Ha = Ha+ ⊗Ha− (610)
Similarly, when a appears as a subscript we have Hilbert space
Ha = Ha+ ⊗Ha− (611)
We can deduce something about the nature of the Hilbert spaces in these de-
compositions from the normal, nµ, to the surface.
Future pointing: If nµ is future pointing (so −gµνnµnν ≥ 0 and gµνnµτν > 0)
then
dim(Ha−) = dim(Ha−) = 1 dim(Ha+) = dim(Ha+) =∞ (612)
as there can be no non-trivial information leaving this surface in the di-
rection of nµ that is traveling to the past (but information can travel to
the future).
Past pointing: If nµ is past pointing (so −gµνnµnν ≥ 0 and gµνnµτν < 0)
then
dim(Ha+) = dim(Ha+) = 1 dim(Ha−) = dim(Ha−) =∞ (613)
as there can be no non-trivial information leaving this surface in the di-
rection of nµ that is traveling to the future (but information can come in
from the past).
Spacelike: If nµ is spacelike (so −gµνnµnν < 0) then there can be information
leaving this surface in the direction of nµ coming from the past and also
information going to the future. Hence
dim(Ha+) = dim(Ha+) = dim(Ha−) = dim(Ha−) =∞ (614)
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These different cases are best understood by looking at the discrete case (and
thinking about the limit). Rather than imposing the above constraints on the
Hilbert spaces associated with different parts of the boundary we could alow
dim(Ha+) = dim(Ha+) = dim(Ha−) = dim(Ha−) =∞ (615)
regardless of the direction of nµ and, instead, impose constraints on the space
of allowed operators coming from the relationship between this normal vector
and the metric. This would amount to the same thing but may be a better way
to look for generalizations of the structure discussed here.
An operator is represented by
Aˆcab (616)
This is a Hermitian operator acting on a Hilbert spaceHa⊗Hb⊗Hc. Physicality
demands that this operator is positive under input transpose
0 ≤ Aˆc
aT−bT− (617)
We also have normalization conditions such as
AˆcabIˆ
a+b+
c+
≤ Iˆc−a−b− (618)
An important problem that would complete this formulation of QFT is to write
down the complete set of normalization condition. These conditions must (i)
guarantee that we cannot signal outside the forward light cone and (ii) that
probabilities are bounded between 0 and 1. Finding these conditions is an
important problem for future work. Here we will simply give these conditions a
name
QFTphysicalityCond(Aˆcab) (619)
If this condition is satisfied then the operator tensor is physically possible. It is
not clear how to extend the recursive techniques of Chribella et al. [25] condition
because this is not a discrete situation.
Another condition that we should impose for physical reasons, in setting up
a calculation, is that the Q(x) and O(x) fields match up at boundaries between
operators (though, from a mathematical point of view, it may be interesting to
consider cases with discontinuities.
28.6 Calculations
We can use operator tensors to extract probabilities as before. If we have a
closed circuit then the operator tensor will give a probability. If we have open
circuits then we can use the ideas of formalism locality. We will illustrate how
to do a calculation for the open case.
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We can associate an operator diagram with the situation where we have
several regions that border one another. For example,
A
B
E
C
D
⇔
A
B
C
D
E
a b
c
d
e
g
k
f
h
i
j
(620)
This corresponds to the operator
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a b
c
d
e
g
k
f
h
i
j
(621)
We can calculate different operators for different outcomes in each of these
regions. When two operators of this sort are proportional then the relative
probability is well conditioned (i.e. independent of what settings are chosen
and what outcomes are seen outside this composite region) and is given by
the constant of proportionality. If the two operators are not proportional then
the probability is not well conditioned so - it may depend on what is happening
outside the region of interest. Here we are simply applying the ideas of formalism
locality as discussed in Sec. 18.9 (for PoAGeR) and Sec. 23.7 (for PAGeR). One
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example to consider the two operations
A
B
C
D
E
a b
c
d
e
g
k
f
h
i
j
and
A
B
C′
D
E
a b
c
d
e
g
k
f
h
i
j
(622)
where, in this example, the operation in the centre is C in one case and C ′ in the
other case (but all the other operations are the same). The relative probability
for these two scenarios is well conditioned if the operators
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a b
c
d
e
g
k
f
h
i
j
and
Aˆ
Bˆ
Cˆ ′
Dˆ
Eˆ
a b
c
d
e
g
k
f
h
i
j
(623)
are proportional and then the relative probability is equal to the constant of
proportionality.
28.7 Discussion
The operator tensor formulation of Quantum Field Theory provides an opera-
tional approach that is intimately wedded to the spacetime structure. We can
think in terms of inputting and outputting data (i.e. settings and outcomes)
during the course of an experiment. We are not required to use the scattering
paradigm in which we send in particles from −∞ and measure them at +∞.
There are some technical problems that need to be solved for this to represent
a full formulation of QFT. First, we need a full characterization of the set of
operators associated with an given space-time region (this is the QFT physicality
condition (619)). Second, the Hilbert spaces required may be “bigger” than the
Hilbert space consider in the continuous Hilbert spaces considered in Sec. 27 in
that they associate an amplitude with arbitrary field configurations. We can
define an Dirac delta function for Hilbert spaces with a basis described by a
point in a finite dimensional space, RN . However, arbitrary field configurations
require a continuous infinity of real numbers for their specification. Third, we
need to be sure that, in spite of these problems, we can define the trace operation
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and also have a useful notion of the identity operator. The substitution operator
defined in Appendix B may play a role here.
There is also a deeper conceptual question - are the coordinates, x, opera-
tional? We could be in a situation in which we can actually read x off some
fixed physical reference frame. This reference frame would have to be classical
and there could be no back-reaction between it and the degrees of freedom we
are interested in measuring. This assumption would ultimately have to break
down. The approach in the other parts of this paper, in which we define an
operational space, offers a way forward even in the limited context of Quantum
Field Theory.
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Part VI
Quantum Gravity: QuAGeR
29 The problem of Quantum Gravity
We will sketch three possible routes to Quantum Gravity - the abstract, the
ontological, and the principled route. In the abstract route, we consider a kind
of quantization in which we construct a candidate hopping metric for Quantum
Gravity and suitably enlarge the space of generalized probabilistic states. In
the ontological approach we explore the possibility that PAGeR actually has
Quantum Theory as a limit (where unusual quantum effects might have to do
with having unusual mixtures of different causal scenarios). In the principled
route, we suggest that we might be able to write down some set of principles
that apply to a suitably general framework and obtain a theory of Quantum
Gravity. This part of the paper is mostly speculative. However, we will make
some inroads into the first approach.
First, it is worth making some remarks about what, exactly, the problem
of Quantum Gravity is. We take it to be to find a theory which reproduces
the predictions of Quantum Theory on the one hand, and General Relativity
on the other hand at least in those circumstances where those theories have
been shown to be successful. Given that it can reproduce the predictions of
Quantum Theory and of General Relativity we expect there to be some limit
that can be applied to Quantum Gravity that gives these less fundamental
theories. We may also expect there will be situations which neither General
Relativity or Quantum Theory are able to account for - these will be genuinely
new Quantum Gravitational effects.
One way to look at this is to note that Quantum Theory and General Rel-
ativity are each conservative and radical in complementary respects. Quantum
theory is inherently probabilistic (radical feature) while General Relativity is
deterministic (conservative feature). General Relativity, on the other hand,
has dynamical causal structure (radical feature) while, in Quantum Theory the
causal structure is fixed and given in advance (conservative feature). It is most
likely that a theory of Quantum Gravity will take the radical road in each case.
Hence, it will have dynamical causal structure and be inherently probabilistic.
In fact, we an expect it to be a little more radical still for the following rea-
son. In Quantum Theory any dynamical quantity is also subject to quantum
indefiniteness. There is, in some sense, no-matter-of-the-fact as to which slit a
particle going through an interfometer takes. Similarly, we expect that there
may be no matter of the fact as to what the causal structure is in Quantum
Gravity. That is we expect there to be indefinite causal structure. Indefinite
causal structure has been a subject of much study in recent years (see discussion
in Sec. 2.)
We will pursue an approach consistent with the principle of general com-
positionality (see Sec. 1). In fact, once we have indefinite causal structure, we
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are more-or-less forced to such an approach. If we have definite causal struc-
ture then we can demand that describe the world in terms of parts that are
circumscribed by this causal structure. The most common example of this is
the idea that our components should be time slices. This leads to a particular
way of doing physics that does not respect the afore mentioned principle. Once
we have indefinite causal structure this avenue is effectively blocked.
The theory of Quantum Gravity itself may end up being formulated in an en-
tirely new mathematical language. Indeed, we should be willing to countenance
the possibility that the mathematics of Quantum Gravity is as different to the
mathematics of Quantum Theory or General Relativity as the mathematics of
either of those theories is from Newtonian mechanics.
There are various approaches to Quantum Gravity that are active areas of
research - string theory, loop quantum gravity, spin foams, dynamical triangu-
lations, causal sets, and others (see discussion in Sec. 2. The approach being
pursued here is distinct in that it comes from the tradition of operational ap-
proaches to physics and general probability theories (GPTs).
30 An abstract approach - Quantization
Now we will explore an approach to finding a theory of Quantum Gravity based
on the operator tensor formulation of quantum theory and PAGeR as developed
earlier. This is still at a speculative stage. However, we will push the approach
further than the other two approaches to be suggested.
30.1 Quantization and GRization
The approach to obtaining a theory of Quantum Gravity explored in this section
is, perhaps, best summed up in the diagram below
OpQT
GRize // QuAGeR
CProbT
quantize
OO
GRize
// PAGeR
quantize
OO
CProbT is classical probability theory. This is the theory of dice and coins
and concerns probability simplices and stochastic maps. OpQT is Operational
Quantum Theory. This is the rather practical formulation of Quantum Theory
used extensively in Quantum Information. This is usually expressed in terms
of density matrices, completely positive maps, and POVMs (positive operator
valued measures). We will use the operator tensor formulation of Quantum
Theory (see Part V here. This is an alternative (though equivalent) operational
formulation of Quantum theory.
It is worth mentioning an alternative possible strategy (which we will not
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pursue here) summed up as below
OpQT
GRize// QuAGeR
CPossT
quantize
OO
GRize
// PoAGeR
quantize
OO
Here CPossT is classical possibilistic theory. That is it might be better to base a
strategy on possibilistic formulations of the classical theories with probabilities
coming in at the Quantum level.
30.2 Square root and square approach to quantization
Consider a classical system described consisting of a single particle. Its onto-
logical state is described by a point, a = (q, p), in phase space. To illustrate
the following remarks, we will imagine that these points are discretized where
q = (1, 2, . . . , N) and similarly p = (1, 2, . . . , N). Then the number of distin-
guishable ontic states is N2. If we have a classical probabilistic mixture then
we would describe the state by the list of N2 probabilities
aA = prob(a) (624)
In quantum theory we would first “take the square root” and associate the basis
vectors of a Hilbert space with q (we could have chosen p). This gives us a set of
N basis vectors {|q〉}. This is the number of perfectly distinguishable states (in
a single shot measurement). But then we “square” because, to represent a gen-
eral density matrix we need to form a space of linearly independent Hermitian
operators. An example of such a set is
Pˆq = |q〉〈q|, Pˆqq′x = |qq′x〉〈qq′x|, Pˆqq′y = |qq′x〉〈qq′y| (625)
where
|qq′x〉 = 1√
2
(|q〉+ |q′〉) |qq′y〉 = 1√
2
(|q〉+ i|q′〉) (626)
for q 6= q′. There are N2 projectors in (625). We write these N2 linearly
independent projectors as
aXˆ
a
where a ∈ {q} ∪ {qq′x} ∪ {qq′y} (627)
This is our fiducial set (for the case with raised subscript, a). Now we can write
a general density matrix, Aˆa, as
Aˆa = aXˆ
a aA (628)
We can represent a quantum state by Aˆa, or equivalently by the coefficients, aA.
These coefficients are different from the classical state in (624) - in particular,
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they can be negative. However, it is striking that we have N2 entries in each
case.
The classical limit must re-emerge. One way to take a classical limit (often
used in Quantum Information) is to restrict ourselves to diagonal density ma-
trices. However, this only gives us N distinct possibilities rather than the N2
we need for the full phase space. It would be interesting to understand, from
this point of view, how the classical phase space emerges in the limit.
30.3 Classical level of description
When we provide an operational interpretation of a situation described by Quan-
tum Theory, we must nominate certain quantities as being described classically
(corresponding to settings, outcomes, and the operational description of the
composite structure of the experiment in question). We call these the nomi-
nated classical quantities. We want to have enough classicality to support our
notion of an operation. This requires that we have outcome sets, OA built out
of ΓA sets which are, in turn built out of points, S, in op-space. We also need
the notion of a op-space region, A, and typing surfaces, a. These are also built
out of points, S, in op-space. Hence, it is sufficient to nominate the points, S,
to be classical to support the notion of an operation. We can imagine that the
scalars, Sk, that make up S correspond only to large enough systems that it
is reasonable to treat them classically. We could, indeed, allow these scalars
to be course-grainings over more fine-grained scalars. As long as we are able
to define an op-space to describe our operations then we can proceed. We also
need to be able to describe settings, QA. Since these also correspond to lists
of scalars, similar remarks apply. We may also want to describe some loading,
LA. This loading may depend on additional scalars treated at the management
level. Hence, at the level of operational description, we are assuming the same
mathematics as in the classical case - we have op-space spanned by scalars. The
nature of the description of the systems that are not directly observed (what
we called the hidden variables in the classical case) may be very different in the
case of Quantum Gravity.
30.4 Loaded operations
Given the above remarks about having a classical level of description, we can
define loaded operations in exactly the same way as for PAGeR in Sec. 20.1.
Thus, an operation has the following components
A = (strat(A), outcome(A), load(A), reg(A), type(A)) (629)
We give loaded operations subscripts and superscripts as before and we can
also represent them diagrammatically. As before, we will introduce subscripts
155
and superscripts and corresponding diagrammatic notation
Aabc ⇐⇒ A
b c
a
(630)
We can join operations together to form composite operations covering multiple
regions of op-space.
30.5 Choosing the Hilbert space: taking the “square root”
As a first step in this approach to constructing QuAGeR we need to take the
square root - that is find the object that is analogous to q rather than (q, p).
We had previously defined our boundary conditions in Sec. 11.2.4 as
θa(ΨA) =
{
θ˜a(Ψ˜A) : ∀Ψ˜A ∈ ΨA
}
=
{
θ˜a(ϑ
∗Ψ˜A) : ∀ϕA ∈ G+A
}
(631)
where
θ˜a(Ψ˜A) =
{
(p,Θ) : ∀p ∈Ma|A|a
}
(632)
and (in the agency case - see Sec. 12.9) we have
Θ = (Φ,pi, ∂aµX
0
a , ∂xa,χ, τ ) (633)
These boundary conditions are analogous to (q, p).
We would like to provide boundary conditions analogous to q. One proposal
is that we simply drop the pi. Thus, we define
ΘQ = (Φ, ∂aµX
0
a , ∂xa,χ, τ ) (634)
Then our boundary conditions are given by
qa =
{
ϑ∗q˜a : ∀ϑ ∈ G+A
}
(635)
where
q˜a = {(ΘQ, p) : ∀p ∈Ma} (636)
Previously we regarded these boundary conditions as being induced at the
boundary by solutions to the field equations. However, since we are work-
ing towards a new theory, we cannot assume that there are any field equations
(in the classical sense). Hence, we simply consider all possible boundary con-
ditions of this nature. Note that we could try different proposals other than
(634). The strategy outlined here will go through the same way. As we will see
shortly, these boundary conditions get mapped to operational specifications on
the interior of regions and it is the latter that are ultimately more important.
Let Λa[basis] be the set of possible qa. We will regard these as the labels
for a basis |qa〉 of the Hilbert space. A technical problem here is that this is
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a space of fields on manifolds. This is parameterized by an infinite number of
real parameters. Hence it appears that the Hilbert space will be non-separable
and there may also be issues defining the Dirac delta function for 〈qa|q′a〉. We
may be able to solve these technical problems by some kind of regularization or
by using the substitution operator defined in Sec. B. However, given that the
approach to quantum gravity we are outlining here is rather speculative in the
first place, we will not embark on attempting to resolve this here.
30.6 Choosing the fiducials: taking the “square”
We will now assume that we can construct fiducials corresponding to superpo-
sitions of these basis states. Thus, we assume that is meaningful to discuss
|qaq′a−〉 =
1√
2
(|qa〉 − |q′a〉) |qaq′ai〉 =
1√
2
(|qa〉+ i|q′a〉) (637)
We consider the fiducials
Xˆaa ⇔ X
a
a
aXˆ
a ⇔ X
a
a
(638)
where the fiducial set (same for raised and lowered subscripts) is taken to be
a ∈ {qa : ∀ qa} ∪ {qaq′a− : ∀ qa, q′a s.t. qa 6= q′a} ∪ {qaq′ai : ∀ qa, q′a s.t. qa 6= q′a}
(639)
where qa and q
′
a are in Λa[basis]. These fiducial operators correspond to the
projection operators |a〉〈a|. We are double counting in the qaq′a− case as q′aqa−
also appears (and similarly in the qaq
′
ai case). If we want the associated hopping
metric to be invertible then we should remove this double counting. We will
write Λa[fid] and Λa[fid] for the fiducial sets (in (639)) of a’s. We could, or
course, choose different fiducial sets.
We can use these fiducials to define a hopping metric
a′h
a = prob(a′X
aXaa) ⇔ a =
Xˆ
Xˆ
a¯
a
a¯
(640)
We can write a general operator in fully decomposed form. For example
Aˆa3c4a1b2 =
a3 c4Aa1b2Xˆ
a1
a1Xˆ
b2
b2 a3Xˆ
a3
c4 Xˆ
c4
(641)
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Aˆ
a b
a c
= Aˆ
Xˆaˆ
a
Xˆ
bˆ
b
Xˆ a
aˆ
Xˆc
cˆ
(642)
Here the repeated indexes for the fiducial label (a1 for example) indicated inte-
gration/summation over that quantity. We need a measure, da1, to accomplish
this integration.
30.7 Operational Quantum Gravity
So far we have set this up this theory in terms of boundary conditions a. These
are inconvenient quantities to use because they are formed by acting with G+
on a˜. However, as we noted in Sec. 30.3, we can nominate some scalar fields
to provide a classical level of description. Each operation must be described in
terms of (Z,QZ, OZ, LZ) (strictly the loading, LZ, may depend on beliefs as well as
scalar quantities but it is something we can write down and so operational in this
sense). Thus, we assume that there exists an invertible map from every element,
a ∈ Λa[fid], to some operational procedure aA ∈ Υ[A]a where aA = (Z,QZ, OZ, LZ)
gives the fiducial operation associated with the boundary condition a. Similarly,
for the subscript case, we assume a ∈ Λa[fid] can be mapped to a ∈ Υ[A]a.
The map from a ∈ Λa[fid] to aA ∈ Υ[A]a can be written
aA aA ⇔ saaA (643)
with inverse
a aA ⇔ saAa (644)
Here saaA and s
aA
a are substitution operators (as defined in Appendix B).
The map from a ∈ Λa[fid] to aA ∈ Υa can be written
a aA ⇔ aAas (645)
with inverse
a aA ⇔ aaAh (646)
where these are substitution operators as well.
30.8 A calculation in this framework
In this framework we start with a circuit or a fragment of a circuit built out
of operations. The notation for the calculation would look just like the case
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of Quantum Field Theory as discussed in Sec. 28.6 (although the interpreta-
tion is a little different). We start with a bunch of operations wired together
corresponding to some composite region in op-space. For example
A
B
E
C
D
⇔
A
B
C
D
E
a b
c
d
e
g
k
f
h
i
j
(647)
For ease of graphical representation, we are representing op-space in two di-
mensions on the left above. Of course, a more realistic situation will have many
more dimensions than this. Then we map this to operators
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a b
c
d
e
g
k
f
h
i
j
(648)
We can calculate different operators for different outcomes in each of these
regions. We can use the ideas of formalism locality as discussed Sec. 18.9 (for
PoAGeR), Sec. 23.7 (for PAGeR), and in Sec. 28.6 (for QFT). When two of
these operators are proportional then the relative probability is well conditioned
and is given by the constant of proportionality. If the two operators are not
proportional then the probability is not well conditioned so - it may depend on
what is happening outside the region of interest. One example (which looks,
from a notational point of view, the same as the example considered in Sec. 28.6
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(for Quantum Field Theory) is to consider the two operations
A
B
C
D
E
a b
c
d
e
g
k
f
h
i
j
and
A
B
C′
D
E
a b
c
d
e
g
k
f
h
i
j
(649)
where the operation in the centre is C in one case and C ′ in the other case (but
all the other operations are the same). The relative probability for these two
scenarios is well conditioned if the operators
Aˆ
Bˆ
Cˆ
Dˆ
Eˆ
a b
c
d
e
g
k
f
h
i
j
and
Aˆ
Bˆ
Cˆ ′
Dˆ
Eˆ
a b
c
d
e
g
k
f
h
i
j
(650)
are proportional and then the relative probability is equal to the constant of
proportionality.
30.9 What are the physicality conditions?
Although the calculations look similar to those in the operator tensor formu-
lation of Quantum Field Theory, something different is happening in this case.
The boundaries between regions in the QFT case correspond to well defined
causal situations (they are either time-like future pointing, time-like past point-
ing, or space like pointing). However, in this case the boundaries do not neces-
sarily correspond to a well defined causal situation. In fact they may correspond
to indefinite causal structure in which there is no-matter-of-the-fact as to what
the causal structure is (something like a quantum superposition of different
causal structures). This is because the classical description of the boundary (as
given by the typing surface) need not fix the metric and time direction field
along the boundary.
In the operator tensor formulation of Quantum Theory we were able to give
a clear characterization of the operators. In the operator tensor formulation of
Quantum Field Theory such a characterization should exist also (though we only
partially provided it). The characterization of operators in these cases follows
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from the Pavia causality condition (that the deterministic effect is unique [26].
This condition is possible because we have fixed background causal structure in
these cases. We are seeking a condition that still encodes some kind of causality
but does not depend on having fixed (or even definite) causal structure. The
best way to illustrate what we are seeking is by analogy with the transition from
Special Relativity to General Relativity
gµ¯ν¯ = ηµ¯ν¯ in SR −→ Gµν = 8piTµν
QFT physicality cond. −→ missing QG cond. (651)
The geometrical equation of Special Relativity (that gµ¯ν¯ = ηµ¯ν¯ where µ¯ indicates
the components of inertial coordinates) is analogous to the QFT physicality
condition (discussed in Sec. 28.5 - see (619)). The QFT physicality condition was
not actually given but it is the QFT generalization of the physicality condition
discussed in Sec. 26.7 and Sec. 28.3. A theory of Quantum Gravity is, in this
framework, specified by providing dynamical conditions that specify the space
of allowed operators. The principle goal then is to find this missing condition
(an easier goal would be to, first, find the QFT physicality condition).
It is worth emphasizing that a we are suggesting taking the same attitude
towards dynamics here as in operational Quantum Theory - namely that it is
sufficient to specify the constraints on possible operators to have captured the
essential aspects of the theory. In operational Quantum Theory any operator
that is physical (or completely positive and trace non-increasing in usual lan-
guage) can be realized by some Hamiltonian acting on the given systems and
appropriately chosen ancilla systems).
We can pose the question of what these missing equations are in a more
mathematical way. The question is what are the most general constraints we
can write down on operators such that closed circuits have values between 0
and 1 (so they can be interpreted as probabilities). The constraints we need for
Quantum Gravity may be just these or there may be further constraints coming
from more physical considerations (such as causality). This is analogous to the
fact that we need to express the equations of General Relativity in terms of
tensors, but the actual equations for General Relativity are more specialized -
in particular, the equation that depends on second derivatives of the metric is
the Einstein field equation.
One issue that we have not addressed so far is whether and how the Planck
length,
`P =
√
~G
c3
(652)
enters into this formalism of Quantum Gravity. One possibility is that a length
scale crops up naturally in finding physicality conditions. In other words, it
might be impossible, in the quantum case, to find physicality conditions that
do not involve a length scale.
We motivated this version of QuAGeR by finding a map from a set of fiducial
operators, Λa[fid], built from some set of basis states, Λa[basis], whose elements
are of the form in (635) whose definition depends on some choice as, for example,
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in (634). Once we have this map we obtain a sets of fiducial operations such as
Υ[A]a. The elements of these Υ sets are described in entirely operational terms.
According to this procedure, whatever choice we make for basis (such as (634)),
we obtain a operationally described Υ sets. If we are able to find physicality
conditions directly on operations then this should suggest directly what sets will
serve for the fiducial Υ sets. In such a scenario, we would not need to concern
ourselves with finding the right choice of boundary conditions corresponding to
a basis (as in (634)).
31 Ontological approach to Quantum Gravity
31.1 Ontology
Classical General Relativity has a clear ontology - beables are quantities that are
invariant under diffeomorphisms. This is, consequently, also true in PoAGeR
and PAGeR (the diffeomorphism group being enlarged to allow the gauge sym-
metry on the time direction field introduced because we have agency in the
picture). However, the abstract approach to Quantun Gravity outlined above
in Sec. 30 is quite different. There is no clear ontology beyond the operational
level. This is, of course, also true in Quantum Theory (as outlined in Part V)
as well. Our highest priority is to find a theory of Quantum Gravity. However,
it would be great if we also found a new ontology along the way. In this section
we discuss the possibility that the ontology of Quantum Gravity might be closer
to that of General Relativity. This is, however, very speculative. We are not
able to present any really compelling reasons supporting this idea - just a few
suggestive hints.
31.2 Maybe PAGeR is Quantum Gravity
The first possibility is that General Relativity, when construed in an operational
and probabilistic way, actually has Quantum Theory as a limit. Were this the
case then we could assert that General Relativity (in the guise of PAGeR) is
actually the sought after theory of Quantum Gravity.
At first sight it would appear that this is immediately ruled out. General
Relativity is a local field theory and local field theories cannot violate Bell in-
equalities. A theory of Quantum Gravity must have at least that part of Quan-
tum Theory that has been verified in the laboratory as a limit. Bell inequalities
have actually been violated. Consequently, we might argue, we have to go be-
yond classical General Relativity and, indeed, local field theories in general (see
Kent’s discussion in [83]).
However, when we say the field equations of General Relativity are local, we
mean this with respect to the manifold. But we know that we cannot localize
beables on the manifold. The space we directly observe is op-space (spanned
by scalar fields according to the assertion in Sec. 10.2). So the real question is
whether we have a theory that is local in op-space. Certainly we see the curious
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form of nonseparability as discussed in Sec. 11.5. The solution associated with
a composite region is not fixed by the solutions associated with the component
regions. At an intuitive level this is a bit like Quantum Theory. However, this
kind of nonseparability does not imply a violation of any Bell inequalities.
Nevertheless, we are clearly in a new ballpark. While PAGeR has a clear
ontology it does not obviously fit inside the standard hidden variable frameworks
normally considered in Quantum Foundations which associate a hidden variable
at each moment in time. This is effectively the case in the ontological model of
Harrigan and Spekkens [71] for example. Is it conceivable that PAGeR could
violate Bell inequalities, give rise to interference, contextuality and all the other
interesting effects of Quantum Theory?
One possibility is that, although we have local field equations on the man-
ifold, when viewed from the vantage point of op-space there are some effective
nonlocal effects that are masked by having a statistical mixture. The idea of
statistical masking appears in the de Broglie Bohm approach to Quantum The-
ory (see, particularly the work of Valentini [136]). A major challenge of such
an approach would be to achieve such masking in a natural way without fine
tuning [149]. The de Broglie Bohm model is, however, nonlocal at the level
of the partial differential equations. The idea that we might have locality at
the fundamental level but violations at the effective level has been discussed
in a different guise by Markoupoulou and Smolin [96]. Another related idea,
discussed by Edwards [42] is that the metric, at the fundamental level, allows
an particle to be close to each of two distant objects.
31.3 More general ontological models
We could, instead, consider more general ontological models that reduce to
PAGeR in one limit and to Quantum Theory in another. Such a model could
have solutions
ΨA = {(S, λ) : ∀S ∈ ΓA} (653)
where λ are hidden variables associated with the point S. Indeed, in Sec. 10.5.6
(and Sec. 12.7 for the case with agency) we showed that solutions can be rep-
resented just like this in General Relativity. In that case, λ had a particular
interpretation in terms of fields on a manifold and points S, correspond to non-
local regions on the manifold. However, we can also think of a solution such
as (653) without reference to a manifold. In the case of a general ontological
model we can allow λ to be any kind of hidden variables. While this way of
representing the solution is local in op-space (as we attach hidden variables to
each point in Γ) these hidden variables may contain very nonlocal information
about any underlying fundamental space (such as the manifold). In particular,
the causal structure on points S ∈ Γ can be dynamically determined. For one
solution a certain point S might be earlier than another point, S′, while on
another solution the temporal order may be reversed. We could have a mixture
of these two situations if there is no way of determining from the observable
information which pertains. It is even possible that the parts of the underlying
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fundamental space associated with S and S′ are intertwined such that there is
no clear sense in which one is before or after the other. In such models the
causal structure could play a very non-trivial role quite distinct from the role it
plays in standard hidden variable models (wherein the causal structure is taken
to be fixed).
31.4 Discussion
What is really required to make this kind of model interesting is a clear demon-
stration that some key features of Quantum Theory could be reproduced. The
most compelling such effect would be a violation of Bell inequalities. The above
discussion makes it clear that it is at least worth investigating the possibility
that we might be able to get Quantum Theory from General Relativity or some
other similar ontological model.
32 Principles, axioms and postulates
32.1 Introduction
There has been significant work in recent years on deriving Quantum Theory
from sets of postulates in an operational setting (see discussion in Sec. 2). In
the case of Quantum Theory these are reconstructions since we already have
Quantum Theory. However, it is possible that we could use this approach to
construct a theory of Quantum Gravity from scratch. The general idea is that
we take some framework for physical theories, write down some postulates, and
obtain the theory in this way.
32.2 Postulates for Quantum Theory
There are various sets of postulates from which we can obtain Quantum Theory.
In 2001 in [60] the present author provided the following postulates
Information. Systems having, or constrained to have a given information car-
rying capacity have the same properties.
Information locality. The information carrying capacity (measured in bits)
of a composite system is the sum of the information carrying capacities of
the components (or Nab = NaNb).
Tomographic locality. We can determine the state of any composite system
by making local measurements on its components (or Kab = KaKb)
Continuity. There exists a continuous reversible transformation between any
pair of pure states.
Simplicity. States are described by the smallest number of probabilities con-
sistent with the other postulates.
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Here Na is the maximum number of states that can be distinguished in a single
shot for a system of type a and Ka is the number of probabilities required to
specify a general state for a system of type a.
The above set of postulates has an unnatural “simplicity postulate”. Various
people showed how to avoid such a postulate in subsequent work [33, 97, 27, 26,
66]. The present author provided another set of 2011 [66] that do not have a
simplicity postulate
Logical sharpness. There is a one-to-one map between pure states and max-
imal effects such that we get probability one.
Information locality. The information carrying capacity (measured in bits)
of a composite system is the sum of the information carrying capacities of
the components (or Nab = NaNb).
Tomographic locality. We can determine the state of any composite system
by making local measurements on its components (or Kab = KaKb)
Permutability. There exists a reversible transformation on any system effect-
ing any permutation of any given set of maximally distinguishable set of
states for that system.
Sturdiness. Filters are non-flattening.
A filter is a transformation which blocks some states in some given maximal set
of distinguishable states and passes unchanged all states that are not attenuated
at all. A non-flat set of states is a set of states that span the space of states
that are passed by some filter. The last postulate means that when any non-flat
set of states is sent into a filter, a non-flat set of states comes out. This set
of postulates give Classical Probability Theory and Quantum Theory as the
only two possibilities. To single out Quantum Theory we need only add any
property that is inconsistent with Classical Probability theory and consistent
with Quantum Theory. For example, we can replace the Permutability axiom
with the following
Compound permutability. There exists a compound reversible transforma-
tion on any system effecting any permutation of any given set of maximally
distinguishable set of states for that system.
Here a compound reversible transformation is one that can be built out of two
sequential transformations where neither is equal to the identity.
These sets of postulates apply to a given framework. For the second set
the actual framework is spelled out in great detail in [66] (which has much in
common with the framework developed by Chiribella, D’Ariano, and Perinotti
[27, 26]). In particular it applies to circuits that are directed acyclic graphs (so
there are no closed loops). If we have indefinite causal structure (as we expect
in Quantum Gravity) then we would not want to restrict our attention to such
graphs. Additionally, many of the objects used in these systems of postulates
require, for their definition, the input/output structure. For example, a state is
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associated with an operation having outputs only (a preparation). An effect is
associated with an operation having inputs only. These play a different role in
the system of postulates. If we have indefinite causal structure then we do not
necessarily have inputs and outputs so we cannot use concepts in our postulates
that rely on these concepts.
It would be interesting to attempt to write down postulates for operator
tensor Quantum Field Theory as presented in Sec. 28. Indeed, such postulates
would be more relevant to the task of finding a theory of Quantum Gravity.
Some of the postulates we have for Quantum Theory would go through as they
are. In particular, we can understand the tomographic locality postulate as say-
ing that it is always possible to fully characterize an operation (now pertaining
to an arbitrary region of space-time) by local fiducials around the boundary.
The principle of general compositionality (see Sec. 1) is clearly satisfied for the
operator tensor formulation of Quantum Field Theory and may be a useful
principle for a reconstruction attempt.
32.3 Postulates for General Relativity?
Einstein’s route to General Relativity was driven by the equivalence principle
and also by the need to reproduce Special Relativity and Newtonian Gravita-
tion as special cases. This is discussed in great detail in Appendix A. From
the Equivalence principle he motivated the idea that the equations of Special
Relativity should apply in a local inertial reference frame. He also motivated
the idea that the equations should be written in general coordinates and, from
this, the principle of general covariance - that the equations should be written in
such a way that they take the same form in any coordinate system. To achieve
the latter he invoked the machinery of tensor fields on manifolds. Also, from
the equivalence principle, he equates the metric with the gravitational field and
seeks field equations for this new gravitational field that are similar to Poison’s
equation (as this is the appropriate form of Netwon’s law of gravitation for this
purpose) and, further, actually reduces to the Poison equation in an appropriate
limit. He was further guided in this by the conservation of energy-momentum
in Special Relativity.
There appears to be a certain inevitability to Einstein’s derivation of General
Relativity. Alternatives to General Relativity do exist (such as Brans-Dicke [20]
and Lovelock gravity [89]). However, these alternatives accept as their starting
point the idea that we have a manifold with fields on it. A priori this is quite
a reasonable starting point. However, the principle of general covariance leads
to the hole argument (as detailed in Appendix A.1) and from this we deduce
that beables cannot be localized on any subset of the manifold. This suggests
that, maybe, we should not be starting with a framework in which there are
manifolds with fields defined on them.
Further evidence for this point of view comes from the argument in Appendix
A.8.2 in which it is seen that we have exactly the right number of parameters (40
in four dimensional space-time) to set the first derivatives of the metric to zero.
Hence, by the time we have written down the metric as a tensor on a manifold,
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we have implicitly assumed enough structure that the existence of a locally flat
reference frame is guaranteed at every point on the manifold. It would be more
compelling to take, as a postulate, that there must exist a locally flat reference
frame, and from that derive some properties. For this strategy to make sense
we would need to start by assuming less.
Here we make two suggestions. We can pursue an operational approach or
an operational approach supplemented by hidden variables.
For the operational approach we need an operational space of some kind
to start. In principle this could be anything. However, to give ourselves a
little more traction we assume that it is defined by a number of variables,
S = (S1, S2, . . . , SK) where each of the variables are real valued. We can con-
sider regions, A, B, . . . of this space. In any such region we can form observables,
OA, which are sets of sets, ΓA ∈ A. We can very quickly arrive at the opera-
tional possibilistic framework detailed in Sec. 18 or the operational probabilistic
framework detailed in Sec. 23 in which the fiducials are labeled by operational
specifications. This does not give us General Relativity of course. However, it
is a suitable setting for General Relativity. To actually get General Relativity
we would need to impose some sort of postulates that give the correct hopping
metric and the correct space of states.
For the operational approach supplemented by hidden variables framework
was already described (in Sec. 31.3). The main idea is that we introduce hidden
variables, λ, at each point S. We can also seek postulates that refer to this
hidden variable structure.
We will not actually provide a set of postulates for General Relativity but
simply look at a few ideas.
First, we have causality. To define what we mean by causality in an opera-
tional framework we need to introduce a notion of agency and a notion of time
direction. Agent choices can be described by some variables Q(S). It is less
clear how to define a notion of time direction in this general operational frame-
work without introducing an underling manifold. This remains a challenge. An
appropriate definition of causality would have to formalize the idea assumption
that different choices can only influence what happens in the future.
Another property of General Relativity is that the local dimension of Γ
at some point S is less than or equal to some constant (the dimension of the
manifold). If we include the hidden variables then there we may be able to write
an equality
dimS(Γ) + dimS(λ) = D (654)
where dimS(λ) is some function on λ. If we define λ as in Sec. 10.5.6 (or Sec. 12.7
in the case with agency) then this is the dimension of MS (i.e. the dimension of
the part of the manifold that gets mapped to S. We can think of (654) as the
basis for a postulate.
General Relativity satisfies the assumption of decomposition locality for op-
erations as explained in Sec. 22.1 (and also in Sec. 23.4 for loaded operations).
This is equivalent to the assumption of tomographic locality (used in recon-
structions of Quantum Theory as mentioned in Sec. 32.2) as long as the hopping
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metric is invertible [66]. Hence, it is reasonable to elevate tomographic local-
ity or decomposition locality to the level of a postulate for General Relativity.
There is a deep connection between this property and the even deeper principle
of general compositionality (see the discussion in [69] pertaining to the com-
position principle). The principle of general compositionality might be a good
starting point for such a reconstruction of General Relativity.
The field equations of General Relativity act as a constraint on generalized
states in the operational frameworks presented earlier. These comprise matter
field equations and Einstein’s field equation. We propose the following atti-
tude. We do not want to attempt to derive the matter field equations - they
are contingent on rather different considerations from the ones we have been
thinking about here. They are analogous to choosing some particular Hamilto-
nian in Quantum Theory. In the operational formulation of Quantum Theory
we consider the integrated effect of Hamiltonians for some operation. In fact,
further, we allow non-unitary evolution (corresponding to completely positive
maps). We are interested in characterizing the full set of evolutions. The con-
straint on the space of such evolutions comes from the physicality condition
which is intimately related to causality. Thus, we suggest that the role of the
Einstein field equations is analogous to the role of causality in Quantum The-
ory. If this intuition is correct, then by characterizing the space of generalized
states in our formulation of General Relativity using causality, we are effectively
characterizing the Einstein’s field equations.
32.4 Postulates for Quantum Gravity?
There are three frameworks we might consider within which we could impose
postulates. These are the probabilistic operational framework (as discussed in
Sec. 32.3), the operational/ontological framework (as discussed in Sec. 31.3) and
the operator tensor framework (as discussed in Sec. 30.7). The latter framework
takes more of the structure of standard Quantum Theory as given.
In one of these frameworks we can attempt to impose postulates to narrow
down to a theory of Quantum Gravity. These postulates might come from
General Relativity, Quantum Theory, or be novel to the theory of Quantum
Gravity.
Tomographic locality (or the related property of decomposition locality) is
a very natural property to assume as it appears to be true in both Quantum
Theory and General Relativity. Causality is also a property that both theories
share. In this case we have to provide a definition of causality that works
for Quantum Theory, General Relativity, and most particularly, for the nascent
theory of Quantum Gravity. This is a challenge as a theory of Quantum Gravity
will, most likely, have indefinite causal structure. The deeper principle of general
compositionality might be a good starting point here.
The constraint that probabilities are between 0 and 1 will impose some
mathematical structure on the sets of allowed generalized states (or operator
tensors). If we take, as given, the operator tensor framework then we need to
find constraints on operators tensors such that, when combined together, we get
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probabilities between 0 and 1. In the context of Quantum Theory we adopted
a certain definition of physicality. This included assuming that we can prepare
arbitrary rank one projectors for preparations and for effects (associated with
measurement outcomes) and, implicitly, that the identity operator is associated
with the deterministic effect (which has all outcomes associated with it). This
assumption imposes certain background causal structure (we need to be able
to talk about preparations and measurements and we need to have some sort
of definite causal structure to do this). If we relax the definition of physicality
then we may be able to obtain more general constraints on operators.
Indefinite causal structure would put strain on some of the notions used
in the axioms for Quantum Theory. For example, assuming that there is a
reversible transformation suggests that time is treated on a different footing
from space (as this transformation is reversible in the time direction). The idea
of perfectly distinguishable states also suggests a time direction. We can use
such states to signal reliably from the past to the future. The integer Na relies
on the notion of perfectly distinguishable states.
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Part VII
Discussions
33 Other Tools
33.1 Free operations
To do physics, it is useful to have objects that we can put in different places.
However, encapsulated propositions pertain to a particular region of op-space.
Thus, it is useful to invent a notion of free operation (by analogy with free vec-
tors) along with associated notions for the generalized states. Here we provide
some preliminary steps in this direction.
Recall that an operation (possibly loaded) has the following form:
A = (strat(A), outcome(A), load(A), reg(A), type(A)) (655)
The load element is only necessary if we are considering a loaded operation.
Now consider a number of basic operations A, B, . . . . We will assume that we
can build all operations of interest by moving these basic operations around. We
can imagine moving the basic operation, A, by applying some transformation,
α ∈ FA, acting on op-space and also on the space of strategies and the space of
loadings. We write
α?A (656)
for the new operation (this is in imitation of the notation for diffeomorphisms).
Each of the elements of A shown in (655) will be transformed under α. We will
use the ? notation for all such transformations (thus we will write α?S, etc). We
assume that this transformation is smooth and invertible like a diffeomorphism
(however, it is not clear that the space α acts on is a manifold so we will
stop short of assuming that it is actually a diffeomorphism). The set, FA, of
possible transformations can be chosen to suit our needs. It might include only
translations, translations and rotations, or be equal to the full set of possible
such invertible smooth transformations. We define
A[α] = α?A, B[β ] = α?B, . . . (657)
In this way we can move the basic operations around.
Each basic operation has some typing surfaces. Hence, these typing surfaces
can also be moved around. Imagine that we have three basic operations Aabc,
Bcf, and Cef. It might turn out that there exists α ∈ FA and β ∈ FC such
that α?a = γ?e. Then we will say that a and e belong to the same equivalence
class, which we will denote by a (note this is a different font, we use \mathtt
for typing surfaces and \mathsf for types). If none of the other typing surfaces
on these three basic operations can be mapped into one another then the set of
transformations that generate this equivalence class is Fa = FA ∪ FC.
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In general, we put all the typing surfaces that can be generated by transfor-
mations on the basic operations into appropriate equivalence classes and give
them names a, b, . . . . We will call these equivalence classes types. They are
analogous to the system types used in the operator tensor formulation of Quan-
tum Theory. Let us assume, in our example, that we have only three such
types, a, b, and c. We can put these as subscripts and superscripts on the basic
operations replacing the old typing surfaces so we have, say, Aa1b2c3 , B
c1b2 , and
Ca1b2 . The integers are necessary as we can now have many repetitions of the
same type when we wire together some operations.
We can move these basic operations around and join them to each other.
For example,
Aa4b1c2 [α]B
c2b3 [β ]Ca4b5 [γ ]B
c6b5 [β ′] ⇔ A[α]
B[β ]
C[γ ]
B[β ′]
c
a
b
c
b
b
(658)
Note that we can have multiple copies of each operation (though with different
transformations applied) and multiple copies of each type. For this to actually
make sense it is necessary that the typing surfaces actually match. We can
assume that this calculation is done in advance so we take it as given.
We can associate a generalized state with each operation. For example
Aa4b1c2 [α]→ Aa4b1c2 [α] (659)
The generalized states are a function of the transformation, α. If we choose our
basis operations well then we may be able to find cases where the generalized
state depends on α in a simple way. Then we can turn the operational descrip-
tion into a calculation for the generalized state for the composite operation. For
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the above example we obtain generalized state
Aa4b1c2 [α]B
c2b3 [β ]Ca4b5 [γ ]B
c6b5 [β ′] ⇔ A[α]
B[β ]
C[γ ]
B[β ′]
c
a
b
c
b
b
(660)
This will work for the possibilistic or probabilistic formulations. For the operator
tensor case, we have operator tensors in place of generalized states
Aa4b1c2 [α]→ Aˆa4b1c2 [α] (661)
and we combine them as before.
33.2 Infinitesimal approach
The general philosophy in this paper is that we should take a compositional
approach to physics. We can make predictions concerning bigger regions of op-
space by joining together objects corresponding to smaller regions. This is a
useful approach if the smaller regions are simpler. This suggests we should take
the limit of considering infinitesimal elements of op-space. Here we will outline
first steps in this direction.
Let
{δk : ∀k = 1 to K} (662)
be set of K linearly independent small vectors (that we will let tend to zero) in
op-space. Let
Adiscrete = {
∑
k
mkδk : ∀ integers mk such that
∑
k
mkδk ∈ A} (663)
These are the points on the grid generated by the δk that lie inside A. We
will take these points to be the centre of our elements. Each element is a K-
dimensional parallelepiped centered at at some S ∈ Adiscrete. Midway between
any pair of such points separated by δk (for some k) is a face which constitutes
a typing surface. We can refer to this typing surface as
aS±k
where S±k = S±
1
2
δk (664)
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where the subscript indicates the position of the centre of the typing surface in
op-space. The direction associated with the typing surface is the δk direction.
The element of op-space centred at S will be written as δA(S). Then
A =
⋃
S∈Adiscrete
δA(S) (665)
We can write an operation associated with δA(S) as
δA
a
S
+
1
...a
S
+
K
a
S
−
1
...a
S
−
K
[S] (666)
Now we can write the corresponding operation associated with region A as
Abc = lim
δk→0
∏
S∈Adiscrete
δA
a
S
+
1
...a
S
+
K
a
S
−
1
...a
S
−
K
[S] (667)
where it is understood that we are taking the limit as the length of δk tends
to zero for all k. All the interior typing surfaces get matched leaving only the
exterior typing surfaces unmatched. We denote the exterior typing surface as
(b, c).
We can associate a generalized state (possibilistic or probabilistic) or an
operator tensor with the operator in (666) which we denote as
δA
a
S
+
1
...a
S
+
K
a
S
−
1
...a
S
−
K
[S] (668)
for the generalized state or
δAˆ
a
S
+
1
...a
S
+
K
a
S
−
1
...a
S
−
K
[S] (669)
for the operator tensor.
We can now write down the corresponding calculation to obtain the gener-
alized state associated with the operation Abc as
Abc = lim
δk→0
∏
S∈Adiscrete
δA
a
S
+
1
...a
S
+
K
a
S
−
1
...a
S
−
K
[S] (670)
for the generalized state case and
Aˆbc = lim
δk→0
∏
S∈Adiscrete
δAˆ
a
S
+
1
...a
S
+
K
a
S
−
1
...a
S
−
K
[S] (671)
for the operator tensor case.
Assuming that such calculations can be performed by appropriate tech-
niques, the question now is whether we can write down, in simple terms, an
expression for the generalized state (or operator tensor) associated with such
infinitesimal elements. We leave this for future work.
173
34 Conclusions
In this paper we considered theories in which solutions are given by defining
fields on a manifold and whose equations are invariant under diffeomorphisms.
General Relativity is such a theory. We have seen how to formulate General
Relativity (and, indeed, all such theories) in an operational way. We did this by
setting up an operational space. The particular choice of operational space we
made was where we nominated a set of scalars to form the axes of the space (this
was motivated by related ideas of Westman and Sonego). We could investigate
other choices of operational space. We showed how to set up compositional
calculations for the possibilistic and probabilistic cases in terms of operations,
generalized states, and other related objects. This provides a formulation of
General Relativity similar to the operator tensor formulation of quantum theory.
We described a route to formulating Quantum Field Theory in this kind of
framework and then we made proposals on how to develop a theory of Quantum
Gravity in operational terms.
One interesting aspect of General Relativity which becomes evident when
formulated in this way is that it exhibits a curious non-separability. When
we provide pure solution descriptions of two regions of op-space, the combined
region may turn out to be described by a mixed state.
The route we took to operationalism here was to define our operations out of
the fields appearing in the field equations of General Relativity. We could have
attempted to take a different approach in which we take certain instruments
(such as clocks, light rays, fluxometers, . . . ) as primitives and then attempt to
formulate the equations of General Relativity in terms of quantities measured
by these instruments. One problem with such an approach is that instruments
will, in general, only function in a limited range of physical circumstances. They
may break up under very strong gravitational fields for example. By defining
operational space directly in terms of fields we avoid this.
We could, nevertheless, attempt to construct instruments out of the basic
fields within the operational framework discussed in this paper. One example of
how we might do this is the two-fluid clock explained in Sec. 9.3 (wherein two
fluids mix over time in a spherical blob). Such instruments could, possibly, be
associated with free operations (the latter were discussed in Sec. 33.1). Devel-
oping this aspect of the theory would be important in making this framework
useful for more practical calculations.
There remain a number of challenges, both technical and conceptual, in
pushing this program forward. The most important of these is to write down
physicality conditions for generalized states (and, in the quantum cases, for
operator tensors) that capture the causality condition. This is especially chal-
lenging as we have fuzzy causal structure (indefinite causal structure in the case
of Quantum Gravity). In the quantum case there is the possibility (as discussed
in Sec. 30.9) that a candidate for the Planck length will emerge naturally in find-
ing the appropriate physicality condition. Another kind of technical challenge
is to deal with fact that we have sets of boundary conditions with infinite car-
dinality. We need to be more careful in ensuring that the integrals are properly
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defined in such cases.
This framework has the advantage that we need only consider the part of the
world we are interested in (because we have formalism locality). This could be
advantageous in numerical relativity. Standard numerical relativity techniques
use a canonical formulation of General Relativity in which a state defined on a
given space-like slice is evolved in time. This means we may have to consider
parts of the universe that are not directly relevant to the phenomena we are
investigating. The approach here, on the other hand, may alow us to simulate
a much smaller part of the universe when investigating specific questions.
General Relativity is a strange place. By formulating it in operational terms
we can hope to get a better handle on how the theory relates to our own ex-
perience of the world. Further, Quantum Theory can be readily understood in
operational terms (indeed, it may be argued that there is no consensus on how to
understand Quantum Theory beyond this). By formulating the two theories in
similar terms we can hope to open up the way to a theory of Quantum Gravity.
Ultimately we would like to move beyond a purely operational understanding.
We can hope that the odd mix of conceptual tensions at play in the problem of
Quantum Gravity may lead us to an understanding of the deeper reality under-
lying such a theory. From this point of view we should regard operationalism
as a methodology aimed at making progress in physics. Not an end in itself.
Acknowledgements
I am especially grateful to Joy Christian for convincing me many years ago that
people working in Quantum Foundations need to take the problem of Quantum
Gravity seriously and for teaching me Einstein’s hole argument. I am grateful
to Christopher Fuchs for getting me on the path of thinking about axioms
and postulates for physics and to Antony Valentini for frequently reminding
me that “reality is real”. I am grateful to Bob Coecke for introducing me
to diagrammatic approaches to physics and to Markus Mueller for discussions
on Quantum Field Theory which influenced the section of this paper on that
subject. I am also grateful to Hans Westman for taking time to explain his
scalar fields approach which is so important for this present project. Eventually
I was convinced.
I have benefited enormously from conversations with the “Pavia group”
Giulio Chribella (now in Hong Kong), Mauro D’Ariano, and Paulo Perinotti,
with Perimeter Institute colleagues Robert Spekkens, Matthew Pusey, Rafael
Sorkin, Bianca Ditrich, Laurent Freidel, Lee Smolin, and from discussions with
Caslav Brukner, Ognyan Oreshkov, Robert Oeckl, Adrian Kent, Samson Abran-
sky, Matthew Leifer, Scott Aaronson, Achim Kempf, and many other people.
I am grateful to Neil Turok for discussions and for the quote from de Witt I
used in Sec. 2. I am also grateful to Paul Busch for information on the history
of operational quantum theory and Kac´a Bradonjic´ for permission to use the
cover art.
I am very grateful to everyone at Seven Shores Cafe where most of this work
175
was done.
I am deeply grateful to Zivy for her support, encouragement, and editing
help during this project, and to Vivienne and Helen for teaching me about the
world we live in in ways no adult could. Me: “How do you know where you
are?” Vivienne: “By looking and seeing what is around you,” which just about
sums up this paper.
Research at Perimeter Institute is supported by the Government of Canada
through Industry Canada and by the Province of Ontario through the Ministry
of Economic Development and Innovation. This project was made possible in
part through the support of a grant from the John Templeton Foundation. The
opinions expressed in this publication are those of the author and do not nec-
essarily reflect the views of the John Templeton Foundation. I am grateful also
to FQXi for support through grant 2015-145578 (entitled ”Categorical Compo-
sitional Physics”).
The term PAGeR is homage to the Blackberry Pager and, thereby, to Mike
Lazaridis for founding the Perimeter Institute - a place where foundational re-
search is encouraged.
176
Part VIII
Appendices
A Standard formulation of General Relativity
In this Appendix we will review the standard formulation of General Relativity.
We will go into more detail than might be expected in a research paper of
this nature. We do this for two reasons. First, we want to put ourselves in
a good position to make some of the conceptual and mathematical moves that
happen in the main text. And second, because it is anticipated that many of the
people reading this paper will come from a Quantum Foundations, Quantum
Information, or Computer Science background and so a review of the standard
formulation of General Relativity might be quite useful. This review borrows
from many textbooks (especially Schutz [125], Dirac [40], Misner, Thorne, and
Wheeler [99], Wald [140], Malament [95], Poisson [115], Hawking and Ellis [74])
with a few pedagogical forays that may be novel. There are also a number of
very good online video courses available on PIRSA by Turok [135], Sorkin [130],
Kempf [82], Gregory [55], and Poisson [116].
General Relativity, like Quantum Theory, is a radical conceptual innova-
tion on the classical theories that preceded it. Two particular radical features
stand out. First, the causal structure (as conveyed by the light cone structure
inferred from the metric) is dynamical. Unlike the classical physics of Newton
and Maxwell, we do not have a fixed causal background. Second, the coordinate
xµ used in General Relativity cannot be regarded objectively real because the
physics is invariant under general coordinate transformations. General Relativ-
ity is really a theory of fields on top of fields. These two facts make it much
more challenging to formulate General Relativity in an operational manner.
In this review I will emphasize a few things that are important for the pur-
poses of the main text. First, except in the special case where we have no matter,
Einstein’s equation is only one of a set of coupled field equations that have to
be solved to obtain a solution (or “model”) representing the physical situation.
The best way to come at this issue is start with Special Relativity. From Spe-
cial Relativity we get the matter field equations. At this stage (before we go to
General Relativity) we have as many equations as we have degrees of freedom
and hence these equations can be solved. The principe of equivalence suggests
these equations must be true locally but not globally. We apply a technique
sometimes called minimal substitution to convert the Special Relativistic mat-
ter field equations into General Relativistic matter field equations in accord with
the principle of equivalence and the demand that the equations must be true
in general coordinates. This involves replacing the constant Minkowski metric,
ηµ¯ν¯ , with the variable metric gµν . It follows that we need some extra equations
so we have enough equations to solve for both the matter fields and the metric.
The extra equations are given by the Einstein field equation. Second, we will
emphasize that General Relativity is a theory of fields. Devices such as test
177
particles, clocks, rulers, and even physical reference frames must be regarded as
corresponding to particular configurations of fields and so are effective notions.
Consequently we will not discuss test particles and geodesics (except in the con-
text of a dust fluid where we actually have fields). Finally, we emphasize the
ontology of General Relativity. Einstein’s hole argument tells us that physically
real quantities are those that are invariant under diffeomorphisms.
A.1 The principle of equivalence and the principle of gen-
eral covariance
Einstein considered a man in an elevator. As long as the elevator is not too big
there is no way from inside the elevator to distinguish the situation where the
elevator is falling freely under gravity from the situation where it is floating out
in space. All objects will fall with the same acceleration and so appear to be
moving inertially inside the elevator in both situations. The weak equivalence
principle states that different bodies fall in the same way. This follows from
the equivalence of inertial and gravitational mass as famously (and probably
apocryphally) demonstrated by Galileo at the Leaning Tower of Pisa. The strong
equivalence principle states that the laws of physics are the same locally in any
falling frame of reference. This principle plays an essential role in obtaining the
matter field equations for General Relativity from the matter field equations of
Special Relativity as we will see in Sec. A.9.2.
Since falling elevators are accelerating relative to one another, it is clear
that we cannot provide coordinates for a single reference frame that covers
every locally inertial situation with a locally inertial coordinate system. Thus,
any reference frame that covers any finite part of spacetime will, generically,
have to be non-inertial (i.e. accelerating) in most places. If we have to use
general coordinate systems then there is no special coordinate system. Further,
we can consider general transformations between such coordinate systems. We
are forced to the point of view that any coordinate system is as good as any
other. The principle of general covariance says that the laws of physics should
be written in a way that they take the same form in any coordinate system. To
actually implement this we will set up the mathematical machinery of manifolds
and tensor fields.
A.2 Manifolds
Manifolds are essential for formulating General Relativity. A manifold is set
of points, M , that can be covered by a family of charts (labeled here by i) all
having the same dimension, D (the dimension of the space). Each chart consists
of a one-to-one mapping, ωi, from some open set Oi ⊆M onto an open region,
Vi ⊆ RD. We require ⋃
i
Oi = M (672)
so these open sets cover the manifold. We can, thus, represent the points in
the region Oi of the manifold by an D-tuple of coordinates, {x0, x1, . . . , xD−1}
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corresponding to points in the region Vi. Every point in the manifold is covered
by at least one such coordinate system as well as points in the vicinity of that
point (since we have open regions). We will often denote such a point by x (by
which we really mean {xµ|µ = 0, 1, . . . D − 1}).
There are some technical requirements for such a cover of charts to consti-
tute a manifold. Where they overlap, pairs of charts must be smoothly “sewn
together” in an appropriate technical sense. Thus, in the overlap Oi ∩ Oj we
require that the map
ωj ◦ ω−1i (x) (673)
from points, x in Vi (via the manifold) to Vj is smooth (infinitely differentiable).
An additional technical requirement is that ωi(Oi ∩Oj) must be an open set in
RD. See [140, 95] for further discussion of the definition of a manifold.
In General Relativity a particular solution, once found, will “live on” a
particular manifold. A different solution may live on the same manifold or
a different manifold. Thus, we are interested in the space of manifolds (an
approach to looking at the space of manifolds is introduced in Sec. 9.1).
A.3 Tensors
To define a tensor we need a vector space V spanned by some basis vectors
{eµ : µ = 0 to D − 1}. We also need the dual space V ∗ consisting of the linear
functionals on V . The dual space also forms a vector space and is be spanned
by the basis {eµ : µ = 0 to D − 1} where
eµ(eν) = δ
µ
ν (674)
We write a (q, r)-type tensor as
T = Tµ1...µqν1...νr eµ1 ⊗ · · · ⊗ eµq ⊗ eν1 ⊗ · · · ⊗ eνr (675)
We can use Penrose’s abstract index notation
T = T
a1...aq
b1...br
(676)
to indicate indicate that we have an (q, r)-type tensor [112]. In this case, the
indices a, b, are just place holders indicating what space the tensor lives in. This
notation also takes care of contractions when we write down abstract expressions
between tensors. A tensor is a basis independent object. If we write it in a
different basis then the object itself is unchanged. However, the coefficients
Tµ1...µqν1...νr (677)
will transform. Let {eµ′ : µ′ = 0 to D − 1} and {eµ′ : µ′ = 0 to D − 1} be the
new basis and new dual basis respectively satisfying
eµ
′
(eν′) = δ
µ′
ν′ (678)
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Note that the primes on the indices inform us that we have new bases. We can
write the old bases in terms of the new bases
eµ = e
µ′
µeµ′ e
µ = e µµ′ e
µ′ (679)
Then we can write
T = T
µ′1...µ
′
q
ν′1...ν′r eµ′1 ⊗ · · · ⊗ eµ′q ⊗ eν
′
1 ⊗ · · · ⊗ eν′r (680)
Now comparing (675) and (680) and using (679) we obtain
T
µ′1...µ
′
q
ν′1...ν′r = e
µ′1
µ1 . . . e
µ′q
µqe
µ1
µ′1
. . . e µrµ′r T
µ1...µq
ν1...νr (681)
Thus the components of a tensor must transform in this way so that the tensor
can be regarded as a basis independent object.
A.4 Tensor fields
So far we have only spoken of tensors. In General Relativity we are actually
interested in tensor fields. To define a tensor field on a manifold, M , we must
specify a tensor at each point in the manifold. To represent a tensor field in
terms of its components at each point we must define a basis (and dual basis)
at every point on the manifold. The standard way of doing this is quite curious.
The bases are formed from differential objects associated with the coordinate
system pertaining to a chart covering the manifold at each point. The basis
so obtained is called a coordinate basis. These differential objects transform
under a general coordinate transformation and this is how we transform to a
new basis. There are other ways of getting a basis. The tetrad approach, for
example, uses the metric field to form a basis corresponding to a local inertial
reference frame at p. We will outline only the coordinate basis approach here.
At every point, p, in a manifold we can form the tangent space. A vector at
p lives in this tangent space. For a sphere we can think of the tangent space
at p as being like a tangent plane which touches the sphere at p. This picture,
however, entails thinking of the sphere as being embedded in three dimensions.
It is possible, using differential structure, to define the notion of a tangent space
intrinsically without reference to any such embedding. We would like a basis
set, eµ, for the tangent space at p obtained in an intrinsic way. To obtain such
a basis set, first we note that there is a one-to-one correspondence between a
vector (A0, A1, . . . AD−1) and the directional derivative operator A := Aµ∂µ
(where ∂µ :=
∂
∂xµ ). The derivative operator, ∂µ, acts on real valued functions
defined on the manifold and, hence, can be thought of as object intrinsic to
the manifold. Hence, a basis for the tangent space is provided by the operators
{∂µ : µ = 0 to D − 1}. We also need a dual space whose elements are linear
functional on the vectors. For this we use the one-form df , associated with a
function f on the manifold, defined by
df(A) := Af (682)
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The notation df is suggestive of an infinitesimal difference. Note, however, that
df is defined through the above equation. For the basis vectors, ∂µ, we have
df(∂µ) = ∂µf (683)
Then a basis for the dual space is given by {dxµ : µ = 0 to D − 1} since
dxµ(∂ν) = ∂νx
µ =
∂xµ
∂xν
= δµν (684)
Hence we can expand a tensor field as
T = Tµ1...µqν1...νr ∂µ1 ⊗ · · · ⊗ ∂µq ⊗ dxν1 ⊗ · · · ⊗ dxνr (685)
by plugging our new bases into (675).
We are interested in how the components of tensor fields, when expressed
in this way, transform when we go to a new basis. We induce a transformation
of the bases {∂µ} and {dxµ} when we perform a general invertible coordinate
transformation
xµ −→ xµ′ = hµ′({xµ}) (686)
where we only consider smooth (infinitely differentiable) functions, h(·). Under
such a transformation we have
∂µ =
∂xµ
′
∂xµ
∂µ′ (687)
by the chain rule. For the dual basis we have
dxµ =
∂xµ
∂xµ′
dxµ
′
(688)
since, for an arbitrary vector, A, using (687,682) we have
dxµ(A) = Aν∂νx
µ = Aν
∂xν
′
∂xν
∂ν′x
µ = Aνdxν
′
(∂ν)
∂xµ
∂xν′
=
∂xµ
∂xν′
dxν
′
(A) (689)
Note that (688) is relationship we would expect under the interpretation that
df is an an infinitesimal (which motivates this notation).
Putting (687,688) into (685) we obtain the transformation equation
T
µ′1...µ
′
q
ν′1...ν′r =
∂xµ
′
1
∂xµ1
. . .
∂xµ
′
q
∂xµq
∂xν1
∂xν′1
. . .
∂xνr
∂xν′r
Tµ1...µqν1...νr (690)
for the components of the tensors. Sometimes the components of the tensor are
referred to as being a tensor so long as they satisfy the above transformation
equation. We will use this language below when it is convenient.
An important trick in tensorial analysis is to find a statement relating tenso-
rial quantities that is true in a given coordinate system. Since these are tensorial
quantities the statement then becomes true in any coordinate system. Another
important trick it the quotient theorem. This says, for example, if Aµνα is a
tensor and Aµνα B
α
µ is a tensor then B
α
µ is a tensor. This is easy to prove (see
[40]).
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A.5 The metric
A metric field is given by a (0, 2)-type tensor
g = gµνdx
µ ⊗ dxν (691)
where the matrix gµν is symmetric (gνµ = gµν) and invertible. We define
gµν := (gµν)
−1 (692)
A metric provides a scalar product between vectors
U ·V = gµνUµV ν (693)
for any pair of vectors in the tangent space at any point, x.
A special metric is the Minkowski metric. This has the form
ηµν = diag(−1, 1, 1, . . . , 1) (694)
and is the metric of Special Relativity (in the four dimensional case the coordi-
nates are (x0 = ct, x1 = x, x2 = y, x3 = z)).
In General Relativity the metric is further taken to be Lorentzian - it has
signature (−,+,+, · · ·+) where the signature is the list of signs of the eigenval-
ues. Furthermore, in General Relativity, the metric is given a certain physical
significance - it can be used to calculate the invariant distance between points
that are infinitesimally close. Define
δx = δxµ∂µ (695)
where we take the δxµ’s to be very small. This is a small vector in the tangent
space (we can think of it as an infinitesimal). Then the square of the distance
along δx (in the limit as δxµ → 0) is
δs2 = g(δx⊗ δx) = gµνdxµ ⊗ dxν(δxα∂α ⊗ δxβ∂β) = gµνδµαδνβδxαδxβ
= gµνδx
µδxν
(696)
If gµν = ηµν then we see immediately that δs
2 is the invariant infinitesimal
square interval of Special Relativity. We will see in Sec. A.8.1 that we can
always find a coordinate system such that the metric is equal to the Minkowski
metric. Since δs2 is a scalar it takes the same value in all coordinate systems.
Hence, by appealing to Special Relativity, we can always interpret this as the
invariant infinitesimal square interval with the following properties. If δs2 is
negative then we have a time-like separation along δx and
√|δs2| is equal to
the proper time elapsed between the end points of the vector. If δs2 is positive
we have a space-like separation and
√
δs2 is the spacial distance between the
end points of the vector. If δx2 is zero we have a null separation (light-like).
The metric provides causal structure. It also provides a scale (measured in some
appropriate units).
The fact that the metric is invertible means that we can use it to raise and
lower subscripts. For example,
Rαβµν = gασR
σ
βµν , A
µν = gνσAµσ (697)
This is a useful notational convention.
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A.6 The covariant derivative
Physical theories are expressed in terms of derivatives. Since we are building
our physical theory out of tensors we are interested in things like
∂γT
µ1...µq
ν1...νr , ∂γ∂δT
µ1...µq
ν1...νr (698)
and so on. A natural question is whether these kind of objects are tensors. Let
us consider the simplest case first. Consider differentiating a scalar, ∂µS. This
is a tensor because
∂µ′S =
∂xµ
′
∂xµ
∂µS (699)
by the chain rule for partial differentiation. Next consider the case of the deriva-
tive of a vector, ∂νV
µ. We can show that this is not a tensor by differentiating
the transformation equation for this vector (and using the chain rule)
∂ν′V
µ′ =
∂
∂xν′
(
∂xµ
′
∂xµ
V µ
)
=
∂xµ
′
∂xµ
∂xν
∂xν′
∂νV
µ +
∂xµ
′
∂xν′∂xµ
V µ
(700)
The presence of the second term on the right shows that ∂νV
µ does not trans-
form as a tensor. In general, except for the special case of a scalar, differentiation
of a tensor does not return a tensor. However, physical laws make heavy use of
differentiation and so we need a notion of derivative that is suited to a curved
manifold. For this purpose a covariant derivative, denoted ∇µ, is introduced.
To get a handle on the properties of the covariant derivative we will, as we
go along, demand they have a number of properties motivated by the analogy
with normal derivatives. Since ∂µS is a tensor (as we saw in (699)), we demand
∇µS = ∂µS (701)
for any scalar field, S. The covariant derivative of a scalar field is equal to the
partial derivative.
The next case to consider is a vector. We write
∇µV α = ∂µV α + ΓανµV ν (702)
The second term on the right is the “correction” that makes ∇µV α tensorial
even though ∂µV
α is not. The notation V ν,µ := ∂µV
ν and V ν;µ := ∇µV ν is
frequently used so then we write
V α;µ = V
α
,µ + Γ
α
νµV
ν (703)
The object, Γνγµ, is called the connection. It is not a tensor as it does not
transform appropriately. It can easily be shown that it transforms as follows
Γα
′
ν′µ′ =
∂xα
′
∂xα
∂xν
∂xν′
∂xµ
∂xµ′
Γανµ −
∂2xα
′
∂xν∂xµ
∂xν
∂xν′
∂xµ
∂xµ′
(704)
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We see from the presence of the second term that the connection does not
transform as a tensor.
To calculate the covariant derivative of arbitrary tensors we proceed as fol-
lows. First consider a (0, 1) type tensor. If we put
∇µUα = ∂µUα +QναµUν (705)
then by imposing ∇µ(UαV α) = ∂µ(UαV α) (since UαV α is a scalar field) we
quickly obtain that Qναν = −Γναν . So we can write
∇µUα = ∂µUα − ΓναµUν (706)
Now we demand that ∇µ satisfies the same product rule as normal differentia-
tion. Then
∇µ(UαV βW γ) = ∇µ(Uα)V βW γ + Uα∇µ(V β)W γ + UαV β∇µ(W γ)
= ∂µ(UαV
βW γ)− ΓδαµUδV βW γ + ΓβδµUαV δW γ + ΓγδµUαV βW δ
(707)
We further demand that ∇µ acts linearly. Since a general (2, 1) type tensor can
be written as a sum of tensors like UαV
βW γ we have, by linearity,
∇µT βγα = ∂µT βγα − ΓδαµT βγδ + ΓβδµT δγα + ΓβδµT βδα (708)
This approach clearly generalizes to arbitrary tensors. We pick up a minus sign
correction for each subscript and a plus sign correction for each superscript.
Partial derivatives commute so ∂µ∂ν = ∂ν∂µ. We cannot demand that co-
variant derivatives commute in general (there is no way to get the Γ terms to
cancel). However, we can demand that they commute when acting on a scalar
field. Thus we demand
∇µ∇νS = ∇ν∇µS (709)
where S is a scalar field. Using (701, 706) in (709) we obtain
Γαµν = Γ
α
νµ (710)
i.e. the connection is symmetric in its two subscripts. In this case the covariant
derivative is said to be torsion free. It is possible to relax this requirement and
work with covariant derivatives with torsion. In General Relativity, however,
the covariant derivative is taken to be torsion free.
The notions of connection and metric are logically independent. However,
as we will see in Sec. A.8.2, we can make an explicit choice for the connection
in terms of first derivatives of the metric. This choice matters for the physics
(as we will see Sec. A.9.2) because, in General Relativity, we substitute the
covariant derivative for the partial derivative of the Special Relativistic physical
laws.
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A.7 Locally flat and local inertial reference frames
We define a locally flat reference frame at a point p to be a choice of coordinates,
x¯
µ such that, at p,
1. The metric is in Minkowski form,
g
¯
µ
¯
ν
∣∣∣
p
= η
¯
µ
¯
ν := diag(−1,+1,+1, . . . ,+1) (711)
2. The first derivatives of the metric vanish
g
¯
µ
¯
ν,
¯
α
∣∣∣
p
= 0 (712)
By a Taylor expansion (see Sec. A.8) this means that the metric is Minkowski
to first order in a small region around p. We use a “bar” under the index (
¯
µ)
as this has a connotation of flatness. We will show below that, at any point p,
we can find a frame in which the metric is in Minkowski form (this is proved in
Sec. A.8.1) and the first derivatives of the metric vanish (this is shown in Sec.
A.8.2). Hence, we can find a locally flat reference frame at any point, p.
We define a local inertial reference frame at a point p to be a choice of
coordinates, xµ¯, such that, at p
1. The metric is in Minkowski form,
gµ¯ν¯ |p = ηµ¯ν¯ := diag(−1,+1,+1, . . . ,+1) (713)
2. The connection vanishes
Γα¯µ¯ν¯ = 0 (714)
This means that, in a local inertial reference frame, the covariant derivative acts
as a simple partial derivative ∇µ¯ = ∂µ¯.
This is interesting because it provides the link between the equations of
Special Relativity (now taken to apply locally in a local inertial reference frame)
and the equations of General Relativity (which must be written in a general
coordinate system but can reduce to the equations of Special Relativity in a
local inertial reference frame). We will discuss this in Sec. A.9.2).
In fact, it is reasonable to demand that the local frame of reference in which
the equations of Special Relativity apply is also locally flat (as well as being
locally inertial) as this is true in Special Relativity. We can show that the
equivalence of locally flat reference frames and local inertial reference frames
everywhere implies
gµν;α = 0 (715)
This is known as the metric compatibility condition. To prove this consider a
reference frame, xµ¯, which is both a locally flat reference frame and a locally
inertial reference frame at some point p. Hence, at p, we have
gµ¯ν¯,α¯ = 0 and Γ
α¯
µ¯ν¯ = 0 (716)
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then, in this reference frame we have
gµ¯ν¯;α¯ = 0 (717)
at p. However, gµ¯ν¯;α¯ is a tensor and hence we have gµν;α = 0 in any frame at p.
Equivalence of locally flat and local inertial reference frames everywhere implies
metric compatibility everywhere.
It is also worth noting that, if we assume metric compatibility, then we can
prove equivalence of locally flat and local inertial reference frames. To see this,
first note that in a local inertial reference frame metric compatibility implies
gµ¯ν¯,α¯ = 0 (718)
as then the connection vanishes. But this is the condition for being in a locally
flat reference frame. Second note that if we are in a locally flat reference frame
then metric compatibility implies
Γ¯
α
¯
µ
¯
ν = 0 (719)
as then the derivative of the metric vanishes. But this is the condition for being
in a local inertial reference frame. Hence we have proved the equivalence of
locally flat and locally inertial reference frames under metric compatibility.
The equation for metric compatibility (715) can be expanded out in terms
of the connection. Then, after a little index manipulation, we obtain
Γαµν =
1
2
gαγ(gγµ,ν + gγν,µ − gµν,γ) (720)
where we have used the symmetry of the connection in its subscripts (since the
covariant derivative is taken to be torsion free).
Since we can always satisfy metric compatibility (by choosing Γαµν according
to (720)), and we can always find coordinates that specify a locally flat reference
frame at any point, it follows that we can always find coordinates that specify a
local inertial reference frame at any point. The mathematical fact that we can
always find a local inertial reference frame is essential for the physical reasoning
used in setting up General Relativity.
A.8 Derivatives of the metric at a point
One way to understand the various objects that appear in General Relativity
is to consider derivatives of the transformation equation for the metric starting
with the zeroth derivative and going up to the third derivative. The discussion
here is motivated by (though different from) Schultz’s discussion of the local
flatness theorem [125] (see also Poisson’s discussion [115]).
In a locally flat reference frame, the metric is Minkowski to first order in a
small region about p since, by a Taylor expansion of the metric about p
g
¯
µ
¯
ν(x) = η
¯
µ
¯
ν + (x¯
α − x¯α(p)) g
¯
µ
¯
ν,
¯
α
∣∣∣
p
+O((x¯
α − x¯α(p))2) (721)
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but, by our definition of a locally flat reference frame, the second term on the
right vanishes. We can try to go further and choose our transformation so that
second derivatives of the metric vanish. It turns out that we cannot make all of
them vanish and this gives rise to the idea of curvature.
From here on, we will impose that we have metric compatibility (by making
the choice in (720) for the connection). Hence a locally flat coordinate system is
also a local inertial coordinate system (and vice versa). We will use the notation
xµ¯ for the corresponding coordinates. We will simply refer to this frame as a
local inertial frame (local flatness being taken as given).
We wish to find tensors built out of the metric and its derivatives and iden-
tities between them. Our main strategy is to find statements that are true in a
local inertial reference frame, find a tensor that gives rise to this statement in
this frame, and then this statement is true in all frames. We will use the sym-
metry of the metric gµν = gνµ, the symmetry of the connection in its subscripts
(Γαµν = Γ
α
νµ) and the symmetry of partial differentiation
∂2
∂xµ∂xν
=
∂2
∂xν∂xµ
∂3
∂xµ∂xν∂xγ
=
∂3
∂xγ∂xµ∂xν
=
∂3
∂xν∂xµ∂xγ
= . . .
(722)
These symmetries imply certain identities, for example,
gµν,αβ − gνµ,βα = 0 (723)
Such identities are only useful to us if they can be “lifted” into tensorial iden-
tities. The most important example of such identities are the Bianchi identities
(see Sec. A.8.4) which are in terms of third derivatives of the metric (i.e. gνµ,βαγ).
We will employ parameter counting arguments below. For ease of discussion,
we will consider the case where we have a four dimensional manifold but similar
conclusions go through for arbitrary dimension.
A.8.1 Zeroth derivative and the Minkowski metric
First we look at the metric at p (zeroth derivative). We will show that we can
always transform this to the Minkowski metric. If we transform to new coordi-
nates, xµ¯ (we use this notation because we anticipate that we are transforming
to a locally inertial flat frame), then the metric at p becomes
gµ¯ν¯(p) =
∂xµ
∂xµ¯
∣∣∣∣
p
∂xν
∂xν¯
∣∣∣∣
p
gµν(p) (724)
The metric, gµν(p), has ten free parameters (as it is symmetric). The matrix
∂xµ
∂xµ¯
∣∣
p
provides us with sixteen free parameters. We can use ten of these free
parameters to set the metric to diagonal form. In General Relativity this always
has signature (−,+,+,+). Thus, we obtain
gµ¯ν¯(p) = ηµ¯ν¯ := diag(−1,+1,+1,+1) (725)
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Note that we do not have complete freedom with this transformation - we cannot
use it to change the signature of the metric. We have six free parameters
left over. These are the six parameters of the local Lorentz transformation.
Thus, the sixteen parameters of the first derivatives ∂x
µ
∂xµ¯
∣∣
p
can be chosen to put
the metric at p in Minkowski form along with providing a particular choice of
Lorentz frame. We can, however, go a bit further and chose a transformation
puts the metric in a small region around p in Minkowski form (to first order)
as well as choosing a Lorentz frame that covers this small region. To do this we
need to consider first derivatives of the metric (as is clear from (721)).
A.8.2 First derivatives and local flatness
Now look at the first derivatives of the metric at p. We will show we can always
transform these to be equal to zero. We can differentiate the transformation
equation for the metric.
gµ¯ν¯,α¯ =
∂
∂xα¯
(
∂xµ
∂xµ¯
∂xν
∂xν¯
gµν
)
(726)
This gives
gµ¯ν¯,α¯ =
∂xµ
∂xµ¯
∂xν
∂xν¯
∂xα
∂xα¯
gµν,α +
∂2xµ
∂xα¯∂xµ¯
∂xν
∂xν¯
gµν +
∂xµ
∂xµ¯
∂2xν
∂xα¯∂xν¯
gµν (727)
Consider this expression at point p. Assume we have fixed already the sixteen
parameters ∂x
µ
∂xµ¯
∣∣
p
to transform the metric into Minkowski form and provide a
particular choice of Lorentz frame at p. Then the only degrees of freedom we
have left are the 40 free parameters in the second derivatives,
∂2xµ
∂xα¯∂xµ¯
∣∣∣∣
p
(728)
We also have 40 parameters gµν,α(p) which we wish to transform to zero. We
have just enough free parameters to do this. Thus, we can choose the second
derivatives in (728) such that
gµ¯ν¯,α¯(p) = 0 (729)
Hence, we can always set up a locally flat reference frame at any given point, p
(and, since we impose metric compatibility via (720), this frame is also locally
inertial).
One interesting observation follows from the fact that we can make all the
first derivatives of the metric vanish. This is that
Any tensor for which, when written out, every term contains a first
derivative of the metric (gγµ,ν) or a covariant derivative of the metric
(gγµ;ν) must be identically equal to zero.
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The reason for this is that, in a local inertial reference frame, such tensors are
equal to zero. Note, incidentally, that the connection is written in terms of first
derivatives of the metric (720) but it is not a tensor and hence can vanish in a
local inertial reference frame while not vanishing for other choices of coordinate
system. Also note that it is possible that a non-vanishing tensor, written out
explicitly in terms of derivatives, may have some terms that depend on first
derivatives. An example of this is the curvature tensor to be discussed in the
next section. These terms are necessary to make the whole object into a tensor
even though, in a local inertial reference frame, they vanish.
A.8.3 Second derivatives and the curvature tensor
If we differentiate (727) again we obtain an expression that looks like
gµ¯ν¯,α¯β¯ =
∂3xµ
∂xβ¯∂xα¯∂xµ¯
∂xν
∂xν¯
gµν +
∂xµ
∂xµ¯
∂3xν
∂xβ¯∂xα¯∂xν¯
gµν
+ terms involving only 1st and 2nd derivatives of xµ wrt xν¯
(730)
Consider this at the point p. Assume we have already fixed the 16 parameters
∂xµ
∂xµ¯
∣∣
p
to transform to a local inertial reference frame at p and, further, we have
fixed the 40 parameters ∂
2xµ
∂xα¯∂xµ¯
∣∣∣
p
so that we have transformed to a locally flat
region. Is it possible to transform the 100 second derivatives of the metric so
that they vanish? That is, can we set gµ¯ν¯,α¯β¯ = 0? The only free parameters we
have are the third derivatives of x
∂3xµ
∂xβ¯∂xα¯∂xµ¯
∣∣∣∣
p
(731)
But there are only 80 free parameters here. Hence, we are 20 parameters short
of being able to set all the second derivatives of the metric to zero. This means
that there can be some nontrivial curvature of the manifold so far as the met-
ric is concerned and, further, that this nonzero curvature is measured by 20
parameters. In particular, consider the following linear combination of second
derivatives of the metric
Rα¯β¯µ¯ν¯ =
1
2
(gα¯ν¯,β¯µ¯ − gα¯µ¯,β¯ν¯ + gβ¯µ¯,α¯ν¯ − gβ¯ν¯,α¯µ¯) (732)
If we substitute in (730) into (732) then all terms containing third derivatives
of x cancel. This means we cannot, in general, set Rα¯β¯µ¯ν¯ to zero (as these
third derivatives of x are the only degrees of freedom we would have to do this).
Hence Rα¯β¯µ¯ν¯ it can be thought of as measuring the curvature - the departure
from flatness that occurs when we get to second derivatives of the metric. Now
note from (732) that
Rα¯β¯µ¯ν¯ = −Rβ¯α¯µ¯ν¯ = −Rα¯β¯ν¯µ¯ = Rµ¯ν¯α¯β¯ (733)
Rα¯β¯µ¯ν¯ +Rα¯ν¯β¯µ¯ +Rα¯µ¯ν¯β¯ = 0 (734)
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By taking into account these identities, we can show that Rα¯β¯µ¯ν¯ contains exactly
20 independent degrees of freedom. This means it is the full list of combina-
tions of gµ¯ν¯,α¯β¯ that cannot be made to vanish and therefore a good measure of
curvature.
We have defined Rα¯β¯µ¯ν¯ in (732) in a local inertial reference frame. We would
like to define a tensor that reduces to this given form in a local inertial reference
frame. To do this note that the covariant derivative commutes when acting on
scalars (assuming it is torsion free) but not when acting on vectors. Thus, it is
natural to consider Rµναβ defined through
∇β∇αV µ −∇α∇βV µ = RµναβV ν (735)
The object Rµναβ is a tensor. This follows from the fact that gµν is a tensor,
covariant differentiation returns tensors, and the quotient theorem. Further,
as we will see, it contains second derivatives of the metric (but not higher
derivatives) so it possible it reduces to Rα¯β¯µ¯ν¯ in the locally inertial reference
frame (once the first index has been lowered). To see that this is true first note,
using (702), that
Rαβµν = Γ
α
βν,µ − Γαβµ,ν + ΓασµΓσβν − ΓασµΓσβµ (736)
We can write (736) in any indices we want (as these are the components of a
tensor). If we take these indices to be the barred indices of the local inertial
reference frame then Γα¯
β¯µ¯
= 0. Now only the first two terms on the right hand
side of (736) survive (expressed in the barred indices). Using (720), we obtain
(732). Hence Rαβµν has the properties we looking for. It is called the curvature
tensor. Now we know that this is a tensor we can lift the identities (733, 734)
to a general reference frame. We have the identities
Rαβµν = −Rβαµν = −Rαβνµ = Rµναβ (737)
Rαβµν +Rανβµ +Rαµνβ = 0 (738)
true in any frame.
We can use the curvature tensor to define further important objects. The
Ricci tensor is defined as
Rµν := R
λ
µλν (739)
Note that it follows from the above identities that (i) the Ricci tensor is sym-
metric and (ii) all other contractions of the curvature tensor either vanish or
are equal to ±Rµν . The Ricci scalar is defined as
R := gµνRµν (740)
We can transform to a coordinate system such that any given point, we have
a local inertial reference frame. However, we cannot find a transformation that
does this for all points simultaneously. This is clear since the curvature tensor
will not vanish in general. Hence according to (721) there will, in general, be
190
O((xα¯ − xα¯(p))2) correction terms for the Minkowski metric near any point we
have an inertial reference frame. We can, of course, impose flatness everywhere
through the condition
Rαβµν(x) = 0 ∀x (741)
This returns us to the flat world of Special Relativity.
A.8.4 Third derivatives and the Bianchi identity
We could continue the exercise of differentiating the metric and looking for
tensors in terms of higher derivatives of the metric. However, General Relativity
does not use any such higher derivatives with the exception of one important
example. If we differentiate (736) then evaluate in a local inertial reference
frame we obtain
Rα¯βµ¯ν¯,λ¯ =
1
2
(gα¯ν¯,β¯µ¯λ¯ − gα¯µ¯,β¯ν¯λ¯ + gβ¯µ¯,α¯µ¯λ¯ − gβ¯ν¯,α¯µ¯λ¯) (742)
From the symmetry of the metric and the symmetry of partial differentiation
we see that
Rα¯β¯µ¯ν¯,λ¯ +Rα¯β¯λ¯µ¯,ν¯ +Rα¯β¯ν¯λ¯,µ¯ = 0 (743)
Thus, by replacing partial derivatives with covariant derivatives we get the ten-
sorial identity
Rαβµν;λ +Rαβλµ;ν +Rαβνλ;µ = 0 (744)
valid in any reference frame. This is called the Bianchi identity. It plays an
important role in General Relativity. In particular it follows from the Bianchi
identity and the identities (737, 738) that the Einstein tensor, defined as
Gµν := Rµν − 1
2
gµνR (745)
satisfies the identity
∇νGµν = 0 (746)
A.9 Matter
So far we have, essentially, only been concerned with setting up the mathematics
for General Relativity. We have introduced a metric field. This plays the role
of the gravitational field in General Relativity. We have also chosen particular
connection motivated by physical reasons. However, we have not yet introduced
matter fields nor have we introduced any physical equations that the various
fields (gravitational and matter) must obey. The so called matter fields is the
name given to all the other fields apart from the gravitational field, gµν . To
obtain the appropriate matter field equations in General Relativity we use a
technique called minimal substitution on the field equations from Special Rela-
tivity. Hence we will start by reviewing the matter field equations from Special
Relativity.
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A.9.1 Matter in Special Relativity
In Special Relativity space-time is flat so that there is a global inertial reference
frame with a global coordinate system xµ¯ (which can be subject to Lorentz trans-
formations). In four dimensions these coordinates correspond to (ct, x, y, z). We
can consider many types of matter in Special Relativity and write down field
equations for them. These field equations pertain to the inertial coordinate
system.
Before doing this, however, it is useful to introduce the stress-energy tensor.
Each type of matter, n, will have associated with it a stress-energy tensor,
Tµν [n]. This is defined such that, in a local inertial reference frame, the µ¯ν¯
component of this is equal to the flux of µ¯momentum across a surface of constant
xν¯ .
The stress energy tensor is symmetric (T µ¯ν¯ [n] = T ν¯µ¯[n]). The equalities
T 0¯k¯ = T k¯0¯ (where k = 1, 2, . . . ) follow virtue of the way the stress energy is
defined. To show T kl = T lk (where k, l = 1, 2, . . . ) we can make a physical ar-
gument, namely that symmetry follows from fact that the torque on an element
must tend to zero at least as fast as the moment of inertia as we decrease the
fluid element size. See [99] for details.
The energy current associated with matter of type n as seen in a local inertial
rest frame in which the four velocity, vµ¯, is given by
jµ¯ = gα¯ν¯T
µ¯α¯[n]vν¯ (747)
This follows from the definition of the stress-energy tensor.
For each field we have
∂ν¯T
µ¯ν¯ [n] = Gµ¯ (748)
where Gν¯ is the force density acting on the fluid element at x.
The total stress-energy tensor, T µ¯ν¯ =
∑
n T
µ¯ν¯ [n], is found to satisfy the
following conservation equation in Special Relativity
∂ν¯T
µ¯ν¯ = 0 (749)
since all the force densities cancel at each x by Newton’s second law. This
corresponds to conservation of µ¯ momentum.
It must be possible to derive the equations (748, 749) from the matter field
equations since these field equations are supposed to fully describe the behaviour
of the fields. For a dust the converse is also true. The matter field equations
for dust fluid can actually be derived from (748, 749).
The types of matter in Special Relativity include
Dust is a fluid which is fully described by fields (U µ¯, ρ) where U µ¯ is the four-
velocity of a fluid cell at x (four-velocities satisfy ηαβU
αUβ = 1) and ρ
is the energy density in the rest frame of the fluid. If we think of a fluid
as being a course-grained way of treating a bunch of particles moving
in various directions, then for a dust, all the particles in a fluid cell are
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moving with the same four-velocity. The stress energy tensor for dust is
given by
T µ¯ν¯ [dust] = ρU µ¯U ν¯ (750)
as U ν¯ is the flux with which four momentum, ρU µ¯, flows in the ν¯ direction.
For a dust, the matter field equations are given by (748)
∂ν¯(ρU
µ¯U ν¯) = Gµ¯[dust] (751)
where Gµ¯[dust] is the force density acting on the dust.
Perfect fluids are fluids which, everywhere, look isotropic in their rest frame.
They are described by fields (U µ¯, ρ, P ) where U µ¯ and ρ are defined as for
a dust and P (x) is the pressure at x as measured in the rest frame of the
fluid. The stress energy tensor for a perfect fluid is
T µ¯ν¯ [perfect fluid] = (ρ+ P )ρU µ¯U ν¯ + Pηµ¯µ¯ (752)
Here ηµ¯ν¯ = diag(−1, 1, 1, . . . ) is the inverse of ηµ¯ν¯ . The equations of
motion are given by
∂ν¯((ρ+ P )ρU
µ¯U ν¯ + Pηµ¯µ¯) = Gµ¯[perfect fluid] (753)
and the fact that ∂µ(ηαβU
αUβ) = 0 (since ηαβU
αUβ = 1). These do not
constitute a full set of equations. To provide these we also need an equation
of state which provides some relationship between ρ and P . For example,
for a radiation fluid (consisting only of electromagnetic radiation) ρ = 3P .
Electromagnetic fields denoted by an antisymmetric matrix Fµ¯ν¯ . In Special
Relativity this satisfies Maxwell’s equations
∂µ¯F
ν¯µ¯ = 4piJ ν¯ ∂µ¯Fν¯λ¯ + ∂λ¯Fµ¯ν¯ + ∂ν¯Fλ¯µ¯ = 0 (754)
Here J ν¯ is the charge current density associated with a charged fluid. The
stress-energy tensor for an electromagnetic field is given by
T µ¯ν¯ [electromagnetic] = F µ¯γ¯ F
ν¯γ¯ − 1
4
ηµ¯ν¯Fγ¯δ¯F
γ¯δ¯ (755)
It can be shown from Maxwell’s equations that this is conserved if the
charge current is zero everywhere.
Charged fluid A dust or perfect fluid can be charged. In this case we have an
additional field, q. This is a scalar and defined to be equal to the charge
density in the rest frame of the fluid. The charge current associated with
the fluid is given by
J µ¯ = qU µ¯ (756)
The fluid will experience a force density
Gµ¯ = ηµ¯γ¯Fγ¯ν¯J
ν¯ (757)
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Assuming there are no other forces present, we have
∂ν¯(T
µ¯ν¯ [charged fluid] + T µ¯ν¯ [electromagnetic]) = 0 (758)
Indeed, one way to motivate the expression in (755) is to impose con-
servation of the total stress energy tensor in the presence of a charged
fluid.
There are many other types of fields considered (general fluids, Klein-Gordon
fields, Yang-Mills fields, scalar fields . . . ).
A.9.2 Minimal substitution technique
We get field equations for the matter fields in General Relativity by taking the
field equations from Special Relativity and adopting them to General Relativity.
This gives us matter field equations for General Relativity. We are guided
in this process by a few principles. First we adopt the principle of general
covariance - that the laws of physics should be written in a form which is
invariant under general coordinate transformations (the equations look the same
before and after a general coordinate transformation). This is guaranteed by
writing them in terms of tensors. Second, we adopt the principle of equivalence.
The equivalence principle says that, if we are in a local inertial reference frame,
the laws of physics should be those given by Special Relativity. Assume we
have the Special Relativistic laws written down in tensorial form but where
we are constrained to local inertial coordinates, xµ¯ (in four dimensions these
are(ct, x, y, z)). The laws are then invariant under Lorentz transformations.
Then a prescription for implementing the equivalence principle is by using the
following minimal substitution rule:
1. Replace the Minkowski metric, ηµ¯ν¯ , by gµν .
2. Replace partial derivatives, ∂µ¯, by covariant derivatives, ∇µ.
3. Replace all remaining indexes associated with inertial coordinates (rep-
resented by µ¯, ν¯, . . . ) with indexes associated with general coordinates
(indexed by µ, ν, . . . ).
When we re-specialize to a local inertial reference frame this will give us back
the Special Relativistic equations by virtue of our choice of covariant derivative
using the connection in (720) above.
In some cases the minimal substitution prescription above is ambiguous. For
example, we could replace ∂µ¯∂ν¯A
γ¯ with ∇µ∇νAγ or we could note that it is
equal to 12 (∂µ¯∂ν¯A
γ¯+∂ν¯∂µ¯A
γ¯) and replace it with 12 (∇µ∇νAγ+∇ν∇µAγ) which
is different (since the covariant derivative does not commute). In such cases we
have to find other physical reasons to make the right choice. For the examples
of matter fields given in Sec. A.9.1 there is no such ambiguity.
The minimal substitution rule is not the only way of guaranteeing that we
are consistent with Special Relativity. We could, for example, also add terms
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depending on the curvature tensor to the Special Relativistic equations. This
would give us back Special Relativity for flat space as then the curvature tensor
vanishes. It would, however, be inconsistent with the equivalence principle.
A.9.3 Matter field equations in General Relativity
We can now use the minimal substitution technique to obtain the matter field
equations for General Relativity along with the stress-energy tensor for each
matter field. Importantly, after minimal substitution, we are in general coor-
dinates, xµ (and not restricted to inertial coordinates, xµ¯). The stress energy
tensor for each field, n, now obeys
∇νTµν [n] = Gµ (759)
The total stress energy tensor now obeys the “conservation” equation
∇νTµν = ∂νTµν + ΓµσνTσν + ΓννσTµσ = 0 (760)
We put inverted commas around the word conservation since there is actually
a correction arising from the connection. The physical reason for this is that
the gravitational field can actually put energy momentum into (or out of) the
matter degrees of freedom.
For the examples we discussed earlier we obtain
Dust. The stress energy tensor for dust is given by
Tµν [dust] = ρUµUν (761)
as before (but in general coordinates). The matter field equations are now
∇ν(ρUµUν) = Gµ[dust] (762)
where Gµ[dust] is the external force density acting on the dust.
Perfect fluids. The stress energy tensor for a perfect fluid is
Tµν [perfect fluid] = (ρ+ P )ρUµUν + Pgµµ (763)
The equations of motion are given by
∇ν((ρ+ P )ρUµUν + Pgµµ) = Gµ[perfect fluid] (764)
and an appropriate equation of state.
Electromagnetic fields Maxwell’s equations in General Relativity are
∇µF νµ = 4piJν ∇µFνλ +∇λFµν +∇νFλµ = 0 (765)
The stress-energy tensor for an electromagnetic field is given by
Tµν [electromagnetic] = Fµγ F
νγ − 1
4
gµνFγδF
γδ (766)
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Charged fluid The fluid will experience a force density
Gµ = gµγFγνJ
ν (767)
Assuming there are no other forces present, we have
∇ν(Tµν [charged fluid] + Tµν [electromagnetic]) = 0 (768)
A.9.4 Small fluid blobs move along geodesics
In his original formulation of General Relativity, Einstein included the additional
postulate that test particles (these have vanishingly small rest frame energy)
move along geodesics. However, it turns out that we do not need this bolt-on
postulate. Rather, it can be proven, under very weak assumptions, that small
fluid blobs subject to no external forces move along geodesics (at least in the
limit as the fluid blob has arbitrarily small rest frame energy and size).
Let Uα be the four velocity. The covariant derivative along the direction of
motion is Uα∇α. For geodesic motion, we demand that the velocity does not
change in the direction of motion (with respect to this covariant derivative).
This gives us the following definition for geodesic motion:
Uα∇αUβ = 0 (769)
For a dust fluid it follows immediately from the equations of motion (762)
that the fluid elements flow along geodesics. Consider
0 = ∇νTµν [dust] = ∇ν(ρUµUν)
= ρUν∇νUµ + ρUµ∇νUν + UµUν∂νρ
(770)
Now we note that the second two terms, ρUµ∇νUν + UµUν∂νρ, are parallel to
Uµ. We can see that the first term, on the other hand, is perpendicular to Uµ
(by contracting it it by gαµU
α and using the fact that the covariant derivative
of gαµU
αUµ = 1 must vanish). Hence (769) is satisfied and we have geodesic
motion.
In the case of more general matter have been a number of attempts to show
that small blobs follow geodesics [47, 52, 43]. The most compelling is due to
Geroch and Jang [52]. They show that if (i) we have ∇νTµν = 0 and (ii) the
strengthened dominant energy condition (SDEC) on Tµν holds, then any world
tube outside of which Tµν vanishes must centre around a geodesic (in the limit
of small ρ and small radius for this world tube (see [95] for a good discussion of
this. See also the discussion by Weatherall [141] who raises some concerns). The
SDEC on Tµν is that, for any time like vµ, we have (a) vµvνTµν ≥ 0 everywhere
and (b) Tµν v
ν is time-like where ever Tµν 6= 0. It is worth noting that blobs
will not always follow geodesics if the appropriate conditions are not met. For
example, spinning blobs, or blobs with non-zero quadrupole moment may not
follow geodesics.
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A.10 The Einstein field equations
The Special Relativistic field equations form a simultaneous set of equations
that are just sufficient to find a solution given appropriate boundary data. I.e.
we have the same number of equations as unknowns. When we perform the
minimal substitution procedure, we introduce additional unknowns, namely the
components of the metric (there are 10 of these in four dimensional space time).
However, the minimal substitution procedure does not, by itself, increase the
number of equations. Hence, we need some additional equations. For example,
we need 10 additional equations in four dimensional space time (there is an
important subtly which actually reduces this to 6 independent equations - we
will discuss this below in Sec. A.12.5). It is also worth noting that the matter
field equations obtained by minimal substitution only depend on zeroth and
first derivatives of the metric (as required by the equivalence principle). The
Einstein field equations also depend on second derivatives (but not higher). This
distinguishes them among the field equations.
Newton’s law of gravitation can be expressed as a Poisson equation
(∂2x + ∂
2
y + ∂
2
z )φ = 4piGρ (771)
where φ is the gravitational potential, ρ is the mass density and G is a constant.
On the left we have gravitational degrees of freedom. Note in particular, that we
have second derivatives of the potential. On the right we have matter degrees of
freedom. In relativity the analogue of ρ is Tµν . Hence, it is reasonable to posit
that the General Relativistic equations replacing the Poisson equation above
have the form
Qµν = kTµν (772)
where Qµν is a (2, 0) tensor depending only on the metric up to second deriva-
tives. By the equivalence principle we also require∇νTµν = 0. Hence we require
∇νQµν = 0. From (746), we see that
Qµν = Gµν + Λgµν (773)
has the required property. Here Λ is a constant and we use metric compatibility
to see that the second term vanishes when we calculate ∇νQµν . This gives
Gµν + Λgµν = 8piTµν (774)
This is Einstein’s field equation. The constant k has been fixed (in units where
G = 1 and c = 1) by comparison with Newton’s law. G and Λ are constants
of nature - they must be constant across the entire universe. G is Netwon’s
constant, and Λ is called the cosmological constant. Modern measurements
suggest Λ is small but non-zero. It can be ignored except at cosmological scales.
The Einstein field equation provides the necessary extra 10 equations (in four
dimensions) so that we can solve for the matter fields and the metric (modulo
the important subtly we will discuss below). It is worth noting that there is no
tensor, Qµν , that depends only on the metric and first derivatives (other than
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functions of the metric itself) as we noted in Sec. A.8.2. Hence, we have to go
upto second derivatives. There is an interesting theorem due to Lovelock [90]
that Gµν and gµν are the only divergence free tensors on a four dimensional
manifold formed from the metric and its first two derivatives. This suggests
that, for the four dimensional case at least, the choice in (773) is necessary. For
higher dimensions a similar statement is true if we insist that Qµν is linear in
second derivatives of the metric [23, 145, 137].
A.11 General Relativity as a system of coupled field equa-
tions
A general physical situation in General Relativity involves solving a system of
coupled field equations. These comprise the matter field equations (derived from
the Special Relativistic matter field equations by the minimal substitution rule)
along with Einstein’s field equation.
Let us denote the matter fields by ~F = {F [nj] : j = 1 to Jn, n = 1 to N}
where F [nj] is a tensor field (could be a scalar, a vector, or a higher rank tensor
of some type). We have labeled the different types of matter by n. For each
type of matter we may have one or more fields (labeled by j). For example,
for a perfect fluid we have (Uµ, ρ, P ) - i.e. a vector field and two scalar fields.
Let anj be the number of real degrees of freedom in F [nj]. For example, if
F [nj] is a symmetric rank two tensor for some given (n, j) then anj = 10 in four
dimensional spacetime. The total number of matter degrees of freedom is
a =
N∑
n=1
Jn∑
j=1
anj (775)
In addition to these degrees of freedom we also have gµν (which has D/2(D+1)
degrees of freedom where D is the dimension of spacetime).
We have a number of matter field equations
fl(~F, ~F,α, ~F,αβ , gµν , gµν,γ) = 0 l = 1 to L (776)
in addition to Einstein’s field equation
Gαβ(gµν , gµν,γ , gµν,γδ) = 8piT
αβ(~F, ~F,γ , gµν , gµν,γ) (777)
We have indicated the dependencies on the matter and gravitational fields and
their derivatives. These functional forms cover all the examples of matter fields
that are commonly considered. It is possible that some matter fields require
more general functional forms. The equivalence principle, however, prohibits fl
in (776) from depending on gµν,γδ or higher derivatives. The form of the func-
tions fl(·) are constrained by the fact that the equations (776) must be written
in tensorial form (as in the examples we gave in Sec. A.9.3). Consequently they
each have a form that is invariant under general coordinate transformations.
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Assuming that all the equations in (776) are independent and that equation l
contains bl independent equations when written out in full, then we require that
L∑
l=1
bl = a (778)
so that we have the same number of independent matter field equations is the
same as the number of degrees of freedom for the matter fields.
In the examples usually considered, the stress energy tensor for a given
matter type only depends on the matter fields associated with that type of
matter. Then we can write the functional dependence as
Tµν [n] = ({F [ni], F,γ [ni] : i = 1 to In}, gµν , gµν,γ) (779)
Note that we still require dependence on gµν . In some cases (e.g. a Klein Gordon
field) there will also be dependence on gµν,γ . The total stress energy is given by
Tµν =
∑
Tµν [n] (780)
In principle it is possible that there are contributions to the stress energy arising
from interactions between the fields. However, for the examples discussed in the
literature this is not the case.
If the different types of matter do not interact with one another then there
will be separate equations for each type of matter. Then we will have separate
equations for each type of matter.
fnj({F [ni], F,γ [ni], F,γδ : i = 1 to In}, gµν , gµν,γ) = 0 (781)
for j = 1 to Jn and n = 1 to N . If, however, they interact (for example a
charged fluid interacts with an electromagnetic field) then there will be terms
corresponding to the interaction.
All these equations can be obtained by general techniques by writing down
a Lagrangian density and then extremizing an action.
All the field equations relate matter and gravitational degrees of freedom.
In this sense the Einstein field equation is not special. However, when we look
a little closer Einsten’s field equation is special among the field equations in
General Relativity for various reasons.
1. It is the only equation to depend on the second derivative of the metric,
gµν,γδ (this is a consequence of the equivalence principle). Correspond-
ingly, it is the only equation that concerns the curvature.
2. It only depends on the matter fields through the total stress energy tensor.
This is specified by ten components. Thus the immediate effect of all
the possible complexity of matter on the curvature is, at each point, x,
reduced to only ten parameters. Of course, the matter field equations do
depend on the metric and its first derivative so the metric does “see” all
the complexity of matter beyond the filter of the stress-energy tensor.
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3. The left hand side is completely geometrical (depends only on the metric).
Apart from the cosmological constant (which is often set to zero), it has no
free parameters. If we change the left hand side then we are in a different
physical theory for gravity.
4. The Einstein field equation satisfies the property that the divergence of
the left hand side is identically equal to zero (with the consequence that
the divergence of the stress energy tensor must also have zero divergence).
We will see in Sec. A.12.5 that this odd property corresponds to something
especially curious: among all the field equations, it is Einstein’s field equa-
tion that shoulders the burden resulting from invariance in form (of all the
field equations) under general coordinate transformations.
A.12 The hole argument and diffeomorphism invariance
We will now discuss the hole argument. This was originally developed by Ein-
stein in 1913 and revived in the modern context by philosophers John Earman
[41], John Stachel [132], and John Norton [102] (so called John3). This has had
a big impact on the development of theories of Quantum Gravity (especially
in the loop quantum gravity community [122]). Stachel has written a recent
review [133]. Much has been written on it by both philosophers and physicists
(for example, [93, 120, 129, 31]).
A solution in General Relativity is given by specifying metric and matter
fields at all points on some manifold, that is:
Ψ˜ =
{(
p,g(p), ~F(p)
)
: ∀p ∈M
}
(782)
That is we must specify a manifold and the metric and matter fields at all
points on the manifold. Here g is the metric field tensor (in basis independent
notation) and ~F(p) is the list of matter fields (in basis independent notation).
This way of writing the solution is a useful abstraction for reasoning about
General Relativity. However, to actually write down a solution we need to
cover the manifold by charts and write down the components of the tensors in
the given coordinate systems. If ∪iOi = M where Oi are open regions and
Vi ⊆ RD are a set of charts for which there exists an one-to-one smooth map
such that ωi(p) = x ∈ Vi for p ∈ Oi (as described in Sec. A.2) then we can
represent a solution as
Ψ˜[{Vi}] =
{(
i,
{(
x, gµν(x), ~F (x)
)
: ∀x ∈ Vi
})
: ∀i
}
(783)
This is a set of i-indexed sets that cover the manifold. Where these sets cor-
respond to overlapping regions on the manifold there are obvious consistency
constraints (so that the fields are related by the same map as the charts).
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A.12.1 The argument
Many solutions to the field equations are possible. However, if we specify suf-
ficient boundary data then we expect to have a unique solution. One way to
set up this intuition is to imagine an open set of the manifold H ⊂M having
the same dimension as the manifold. We call this the hole. Further, let this be
fully enclosed by a thick shell, S ⊆M . We impose that S and H are disjoint
and that the boundary of H is everywhere adjacent to S (there are no gaps
between S and H ). We suppose that S forms a thick shell around the hole.
For simplicity, we will further assume that H ∪S is covered by a single chart.
Now we can imagine imagine specifying gµν(x) and ~F (x) in a given coordinate
system at all points in the shell. Given the thickness of the shell, it is reasonable
to expect that such boundary data would fully determine the solution in the
hole.
However, consider the following argument. Let{
(x, gµν(x), ~F (x)) : x ∈ CH
}
(784)
be a solution in the hole given a full specification of boundary data{
(x, gµν(x), ~F (x)) : x ∈ CS
}
(785)
in the shell. Here CH are the coordinates corresponding to points in H for
the hole and similarly for the shell. We obtain this solution for the hole (in
(784)) by solving the field equations (776, 777). Now consider a general invert-
ible transformation to a new coordinate system, x′ = x′(x), which leaves the
coordinates for points in S unchanged (so we have the same boundary data).
We can regard this as a passive transformation, and we obtain{
(x′, g′µ′ν′(x
′), ~F ′(x′)) : x ∈ CH
}
(786)
where we have put primes on the g′ and ~F ′ to indicate that the functions
have changed (because we have performed tensor transformations). Now the
form of the field equations (776, 777) are invariant under general coordinate
transformations. The field equations have the same form when written down
explicitly in either the x or the x′ coordinates. Hence{
(x, g′µν(x), ~F
′(x)) : x ∈ CH
}
(787)
must also be a solution in the original x coordinate system. Here g′00(·) =
g′0′0′(·), g′01(·) = g′0′1′(·), . . . (with similar equations for the matter fields). In
fact there are infinitely many such general transformations. It now looks like we
have infinitely many different solutions in the hole in the same coordinate system
given the same boundary data. This appears to be a radical breakdown of
determinism - the field equations simply fail to determine the solution uniquely.
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A.12.2 An example
A.12.2.1 Smooth transformations.
One objection might be that we cannot have smooth transformations that leave
the coordinates in the shell unchanged while transforming points in the hole.
Certainly it is true that such a transformation cannot be analytic (since, if it was,
we would be able to determine the coordinates in the vicinity of the boundary
by a Taylor expansion). However, we can use bump functions. A bump function
is is equal to zero outside any given open set, smooth everywhere, and can be
equal to any function inside any compact subset of the aforementioned open set.
We can use bump functions to implement arbitrary smooth transformations on
any compact subset of an arbitrary open set and which equal the identity outside
this open set. An example of a bump function is
ϕ(x) =
{
exp
(
−1
1−x2
)
for|x| < 1
0 otherwise
(788)
This looks like a bump between x = −1 and x = 1. It is smooth (all its
derivatives are continuous). We will consider a transformation from x to x′
coordinates. We use the bump function to define the inverse transformation
from x′ to x
x0 = x0
′
+ aϕ(x0
′
), x1 = x1
′
+ aϕ(x1
′
), . . . (789)
where we choose |a| small enough that this function is invertible. These trans-
formations act only inside the cube bounded by |xµ| < 1 and this constitutes
our hole. Now consider a simple case where we have no matter fields and the
metric in the shell is everywhere just gµν(x) = ηµν .
A.12.2.2 Vacuum solutions.
Then, in appropriate coordinates, a solution to the Einstein equations in vac-
uum, Gµν = 0, is simply
gµν(x) = ηµν (790)
Now we can apply the transformation above. We obtain
gµ′ν′ =
∂xµ
∂xµ′
∂xν
∂xν′
ηµν
= diag
−(1− 2ax0′
1− (x0′)2ϕ
(
x0
′))2
,
(
1− 2ax
1′
1− (x1′)2ϕ
(
x1
′))2
, . . .

(791)
Now this is a solution to Gµ
′ν′ = 0 with the given boundary conditions. How-
ever, the equation Gµ
′ν′ = 0 written out in full with respect to x′ has exactly
the same form as the equation Gµν = 0 written out with respect to x. The
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boundary conditions are not affected. Hence
gµν = diag
(
−
(
1− 2ax
0
1− (x0)2ϕ
(
x0
))2
,
(
1− 2ax
1
1− (x1)2ϕ
(
x1
))2
, . . .
)
(792)
is a solution to Gµν = 0. But this is a different solution from the one in (790).
Indeed, we can vary a to obtain an infinite number of different solutions.
A.12.2.3 Add a little matter.
Let us go back to solution in (790) where we have gµν(x) = ηµν everywhere in
the shell and hole. We can add a little matter to this picture. Thus, imagine
adding lots of small “blobs” of different types of noninteracting fluids. We
assume that the blobs do not spread while in the shell or hole. We label the
types (and therefore the blobs) by i = 1, 2, . . . . The energy densities (in the
rest frame) are ρ[i](x) and the velocities are Uµ[i](x). We assume that ρ[i](x)
is small enough that gravitational effects can be ignored and hence this matter
will not effect the metric appreciably in the shell or hole. Given that the blobs
are small they will follow geodesics (see Sec. A.9.4). We assume that the paths
of the blobs in the shell are given as part of the boundary conditions.
A.12.2.4 Intersection graph.
The blobs are noninteracting - they pass right through each other. We assume
that, if they coincide, they do so only momentarily. We can associate a graph
with these blobs where the nodes correspond to intersections of two or more
blobs (for example, node(1, 5, 7), for a point where blobs 1, 5, and 7 interact) and
edges labeled by the type of fluid associated with the blob passing between any
two nodes (for example edge(5)). There may be more than one node or edge with
the same name. Each node would have a position, for example x[node(1, 5, 7), n]
where n = 1, 2, 3, . . . labels different nodes having the same blobs interacting.
A.12.2.5 A solution in the x coordinate system.
We can solve the field equations for this situation. First we do this in the x
coordinate system as before. We are assuming that gravitational effects can be
ignored and hence a solution for the metric in the hole (given that we have the
Minkowski metric in the shell) is just that gµν(x) = ηµν . With this metric the
geodesics will be straight lines in the x coordinate system. Hence the blobs will
all follow straight lines. The intersections graph can be calculated from this and
we can also attach a position, x[node−], to each node on the graph. The edges
of the graph will correspond to straight lines in the x coordinate system.
A.12.2.6 A solution in the x′ coordinate system.
Now we can transform to the x′ coordinate system. The metric in the new
coordinate system is given by (791). The positions of the nodes, x′[node−], in
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the new coordinate system are given by solving
x0[node−] = x0′ [node−] + aϕ(x0′)[node−],
x1[node−] = x1′ [node−] + aϕ(x1′)[node−],
. . .
(793)
for the primed coordinates.
A.12.2.7 Another solution in the x coordinate system.
But now we note that the field equations take the same form in both the x
and the x′ coordinate systems. Hence, in the original x coordinate system we
have another solution for the same field equations (with the same boundary
conditions). Namely where the metric is that in (791) but with the primes
removed (i.e. as given in 792)) and the node positions are just take the same
numerical values in the x coordinate system as the x′[node−] in the x′ coordinate
system. Thus, for this second solution in the x coordinate system, the nodes
are in different positions. Since the metric is no longer in Minkowski form
the geodesics no longer correspond to straight lines and so the edges of the
intersection graph will no longer correspond to straight lines in the x coordinate
system. Since we can vary the parameter a in the transformation in (789),
we actually generate an infinite number of different solutions (all in the same
coordinate system and with the same boundary conditions) for the metric, the
values of the coordinates at the nodes, and the shape of the paths of the blobs. It
appears we have a radical break down of determinism in that the field equations
fail to determine unique solution even when given ample boundary conditions.
However, . . .
A.12.3 The resolution
. . . the intersection graph will be unchanged. The key idea in the resolution is
that we identify all apparently different solutions that can occur through active
transformations (as above) in a given coordinate system as corresponding to the
same physical situation. Those things that are the same for different solutions
are physical. Those things that are different correspond only to “gauge”. Thus,
there is no reality to the position, x[node(1, 5, 7)] at which a particular event
(such as the intersection of blobs 1, 5, and 7) happens even within a given coor-
dinate system. Einstein said many times (for example in a letter to Ehrenfest,
5th January 1916) that, by virtue of this argument, the space-time coordinates
“thereby lose the last vestige of physical reality” [78]. That we have a particular
intersection graph is something real, however, since the intersection graph re-
mains the same for different solutions. The coordinates we attach to the nodes
are not physically meaningful, neither are the shapes of the curve associated
with the edges in the given coordinate system.
The extremal invariant distance between any pair of intersections is another
meaningful quantity (it is the same for different solutions given by an active
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transformation in a given coordinate system). To see this note that we can
write the extremal invariant distance between node and node′ as
s = extremum
all paths
∫ λ(node′)
λ(node)
√∣∣∣∣gµν dxµdλ dxνdλ
∣∣∣∣dλ (794)
where the paths are parameterized by λ through functions xµ(λ). The term
inside the square root comes from (696). It is a scalar quantity depending on the
path. Different solutions in a given coordinate system are related by an active
transformation of the coordinates. We can let this act on the path as well.
Since the metric field is also transformed by the same active transformation,
the value of the integral along a path will remain unchanged. Hence, when we
extremise over all paths, we will get the same answer (indeed, given that we
are extremising over all paths, we do not actually have to transform the paths
when we perform the active transformation).
A.12.4 Diffeomorphisms
It is instructive to think about the hole argument in coordinate free language.
The different (and physically equivalent) solutions are mapped into one another
by an active transformation of the points on the manifold. This is how the nodes
come to have different coordinates for the same coordinate system. To under-
stand this we need the notion of a diffeomorphism and we need to understand
the effect of diffeomorphisms on tensor fields.
First consider a map, ϕ between manifolds M and N (ϕ : M → N ). This
takes the point p ∈M to the point ϕ(p) ∈ N . If the map is smooth, onto, one-
to-one, and the inverse map is also smooth then we say it is a diffeomorphism.
If there exists a diffeomorphism between two manifolds then they have the same
manifold structure. Thus we can have a diffeomorphism that maps a manifold
onto itself (ϕ : M →M ).
A.12.4.1 Push forward and pull back.
First we will consider the general case where ϕ might not be a diffeomorphism.
Since the map ϕ is from M to N we think of this direction as being the
“forward” direction.
Consider a real valued function, f , defined on N . We can use the map, ϕ,
to pull back this function so we get a real valued function on M . We define the
pull back, ϕ∗f , of f as
ϕ∗f = f ◦ ϕ (795)
This clearly defines a function on M .
Now we have this notion, we can define the push forward of a (1, 0) type
vector field, V (p), defined on M to N through the following equation
ϕ∗V f = V ϕ∗f ∀ f (796)
Where ϕ∗V (p) is a vector at ϕ(p) inN . Let us introduce the coordinate system
{xµ : µ = 0 to DM − 1} for M and {yα : α = 0 to DN − 1} for N (where, just
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in this subsubsection, we use µ, ν, . . . for M and α, β, . . . for N ). Then we can
expand V = V µ∂µ and ϕ
∗V = (ϕ∗V )α∂α. Putting this into (796) and choosing
f = yβ , we obtain
(ϕ∗V )α∂αyβ = V µ∂µ(ϕ∗yβ) (797)
Now ϕ∗yβ is the pull back of the coordinate, yβ , into the M manifold. Since it
has been pulled back to M , we can differentiate it with respect to xµ. We write
∂yβ
∂xµ
:= ∂µ(ϕ∗yβ) (798)
for shorthand. Using ∂αy
β = δβα, we obtain
(ϕ∗V )β =
∂yβ
∂xµ
V µ (799)
for the components of the push forward vector in terms of the original vector.
We can use the push forward of a vector to define the pull back of a one
form, df (defined in (682)) through the equation
ϕ∗df(V ) = df(ϕ∗V ) ∀V (800)
This takes a one form, df , at ϕ(p) onN and returns a pull back one form, ϕ∗df ,
at p on M . Using (799) we obtain
(ϕ∗df)µ =
∂yα
∂xµ
(df)α (801)
for the components of the push back one form in M .
The situation is summed up as follows
M
ϕ−→ N (802)
ϕ∗f ←− f (803)
V −→ ϕ∗V (804)
ϕ∗df ←− df (805)
Note we cannot pull back a (1, 0) type vector and we cannot push forward a one
form (a (0, 1) type vector).
A.12.4.2 Push forward with a diffeomorphism.
If we have a diffeomorphism then ϕ−1 exists and we can pull and push objects
in both directions. Since we have a diffeomorphism, the two manifolds have the
same manifold structure.
The simplest example is a scalar field, S(p), which gets pushed forward to
ϕ∗S(p) = S(ϕ(p)). We can also push forward a one form by using the inverse
map, ϕ−1.
ϕ∗df = (ϕ−1)∗df (806)
This pushes forward df at p ∈M to ϕ∗df at point ϕ(p) ∈ N .
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In coordinates we obtain
(ϕ∗df)α =
∂([ϕ−1]∗xµ)
∂yα
(df)µ (807)
(we get this from (801) - we need to swap the positions of x and y in the partial
derivative as we are pushing forward rather than pulling back). The main thing
about the partial derivative here is that it compares [ϕ−1]∗xµ with yα which is
the same thing as comparing xµ with ϕ∗yα. Hence,
∂([ϕ−1]∗xµ)
∂yα
=
∂xµ
∂(ϕ∗yα)
=:
∂xµ
∂yα
(808)
and therefore,
(ϕ∗df)α =
∂xµ
∂yα
(df)µ (809)
We are now in a position to see how to push forward a general tensor. The
push forward of a general tensor, T
a1...aq
b1...br
(we are using Penrose notation to
indicate the type of tensor we have (see (676)) is defined through requiring
ϕ∗T a1...aqb1...br dfa1 . . . dfaqV
b1 . . . V br = T
a1...aq
b1...br
ϕ∗dfa1 . . . ϕ
∗dfaqϕ
∗V b1 . . . ϕ∗V br
(810)
for all dfai and V
bj . It is instructive to give the effect of a diffeomorphism on
the components of the tensor. This is given by
ϕ∗Tα1...αqβ1...βr =
∂yα1
∂xµ1
. . .
∂yαq
∂xµq
∂xβ1
∂yν1
. . .
∂xβr
∂yνr
Tµ1...µqν1...νr (811)
as is seen by substituting (799, 809) into (810). In the case where both p
and ϕ(p) are covered by the same coordinate system, the partial derivatives
are simply comparing two different regions in this coordinate system that are
related by ϕ.
A particular application of a diffeomorphism is when we have N = M . In
this case diffeomorphisms simply push the fields around on M .
A.12.4.3 The hole argument using diffeomorphisms.
We can represent a solution as
Ψ˜ =
{(
p,g(p), ~F(p)
)
: ∀p ∈M} (812)
Consider a diffeomorphism, ϕ : M → N on the manifold. If we act this
diffeomorphism on on Ψ˜ we get
ϕ∗Ψ˜ =
{(
ϕ(p), ϕ∗g(ϕ(p)), ϕ∗~F(ϕ(p))
)
: ∀ϕ(p) ∈ ϕ(M )}
=
{(
p, ϕ∗g(p), ϕ∗~F(p)
)
: ∀p ∈ ϕ(M )}
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From the above arguments, it is clear that ϕ∗Ψ˜ is also a solution to the field
equations (now understood in coordinate free terms) for any diffeomorphism, ϕ.
This means that the physical content of a solution is represented by something
like
mod
all ϕ
{(p, ϕ∗g(p), ϕ∗~F(p)) : ∀p ∈ ϕ(M )} (813)
where we read this equation to mean that we “mod out” over the diffeomorphism
group. We can represent this by the following object
Ψ =
{
ϕ∗Ψ˜ : ∀ϕ} (814)
We can think of this as a diffeomorphism invariant way of representing the
solution. Although we need the manifold to represent each element in Ψ, there
is no physical meaning to where the fields are on this manifold. If we move all
the fields at once (as we do with a diffeomorphism) then the relations between
the fields remain as they were (in an appropriate sense) and so the physics is
unchanged.
In the main text we discuss beables as functions of a solution that are invari-
ant under diffeomorphisms (see Sec. 9.2).
A.12.5 Role of the Bianchi identities
We noted in Sec. A.10 and Sec. A.11 that we have the same number of field
equations as degrees of freedom resulting from the fields modulo an important
subtlety. The point is that if we really have the same number equations as
degrees of freedom, then we should be able to solve the equations and find a
unique solution given appropriate boundary conditions. However, we know from
the hole argument that this is not possible. In four dimensions we have four
arbitrary degrees of freedom associated with general transformations (or general
diffeomorphisms) and any solution must be arbitrary up to these four transfor-
mations. Consequently, we need four fewer equations. Fortunately, we have
exactly four fewer equations since the left hand side of the Einstein field equa-
tions satisfies ∇νGµν = 0. Note that the right hand side must, consequently,
satisfy ∇νTµν = 0. However, this does not constitute an additional constraint
on the matter degrees of freedom beyond the constraint already given by the
matter field equations (since it must be possible to derive ∇νTµν = 0 from the
matter field equations).
We see that the Einstein field equation shoulders the burden of diffeomor-
phism invariance. Further, given that the matter field equations are obtained
by the minimal substitution technique, they could not shoulder this burden -
the Einstein field equations have to do this themselves.
A.13 Causality
A big motivation for setting up the framework of General Relativity is causality.
Influences should not travel outside the light cone structure given by the metric.
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Given this, it would be good to have a simple proof that General Relativity is,
indeed, causal in an appropriate sense.
An immediate problem, when addressing this question, is to come up with
a suitable definition of causality. The intuitive notion is that we should only be
able to signal from point p to point q if q is in the future of p (so q should not
be outside the forward light cone at p). There are four issues arise when trying
to define causality in General Relativity.
Agency. To even consider signalling, we need the possibility of different choices.
However, in General Relativity, we have a deterministic set of field equa-
tions (up to physically irrelevant coordinate transformations)so we cannot
have different choices.
Dynamical causal structure. The light-cone structure is not fixed in ad-
vance but is, rather, something we solve for (by determining gµν). Hence,
it may depend on what “choice” we make at p.
Signalling with gµν . The metric, gµν , determines the causal structure, but it
can also be used to signal (by sending gravity waves for example). We
need to be sure that the latter respects the former.
Identifying p and q. The hole argument makes it clear that p is not really
physical object since it is not invariant under diffeomorphisms so there is
a problem in defining causality with respect to points on the manifold.
These points are considered in great detail in the main text. In particular, in
Sec. 12 we will introduce a way to include agency so that different choices can be
formally considered. In Sec. 10.2 we will introduce a diffeomorphism invariant
operational space regarded as the local arena in which observe the world. In
Sec. 12.10 we give a detailed discussion of causality using operational space and
the notion of agency.
In the absence a formal way of considering agency, one way to look at causal-
ity is to consider functional dependencies. Hawking and Ellis define what they
call local causality (this is the same thing we have been calling “causality”)
in terms of the Cauchy problem (where we time evolve fields specified on a
space-like hypersurface):
Local causality (Hawking Ellis): “Let p ∈ U be such that every
non-spacelike curve through p intersects the spacelike surface x0 = 0
within U . LetF be the set of points in the surface x4 = 0 which can
be reached by non-spacelike curves in U from p. Then we require
that the values of the matter fields at p must be uniquely determined
by the values of the fields and their derivatives up to some finite order
on F , and that they are not uniquely determined by the values on
any proper subset of F to which it can be continuously retracted.”
Here U is a convex normal neighbourhood of p. Roughly speaking, a normal
neighbourhood about p is one which is small enough that it can be coordinatized
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by non-crossing geodesics. Such a neighbourhood is also convex if it there exists
a unique geodesic between any pair of points in it (see [74] for definitions).
That General Relativity is locally causal in the sense of Hawking and Ellis
(when certain assumptions are true) can be seen by setting up the Cauchy
problem. This problem is particularly interesting in the context of General
Relativity because of diffeomorphism invariance. An elementary discussion of
the Cauchy problem can be found in [142] (more detailed discussions can be
found in many advanced texts including, of course, [74]).
Whatever definition of causality one adopts, the intuitive reason that General
Relativity is causal is that it inherits this from Special Relativity. If, at a point p,
we transform to a local inertial reference frame, then the matter field equations
look locally like those of Special Relativity. By assumption, these equations do
not allow propagation of signals outside the light cone at p (assuming we rule
out tacyons and other such exotic Special Relativistic possibilities). This is true
at any point, p, and hence we should not be able to use these matter fields to
signal outside the light cone.
In Genera Relativity it is possible, in principle at least, that the manifold
has a global property that does allow information to travel backward in time
(since it concerned only matter fields). Indeed, solutions do exist that have
closed timelike curves. In particular, Go¨del exhibited such a solution [53]. It is
common to rule out such solutions (for example it is commonly assumed that
the solutions we seek should be foliable into spacelike hypersurfaces indexed by
some time t).
A.14 General Relativity is about fields
General Relativity consists of (i) the minimal substitution technique for getting
General Relativity matter field equations from the Special Relativistic counter-
parts and (ii) The Einstein field equations.
General Relativity should be regarded as a theory of fields (where we mod
out over diffeomorphisms) and nothing more. This point is worth making since,
in setting up Relativity (Special and General) much use is made of clocks, mea-
suring rods, light rays, test particles, and physical reference frames. These are
useful notions that Einstein employed for the purposes of theory construction.
However, once we have General Relativity, it provides its own ontology. Al-
though it may be difficult to explicitly do so, we can imagine clocks, measuring
rods, light rays, and test particles all being built out of matter and metric fields.
The extent to which we are unable to construct such objects is simply a mea-
sure of the extent to which we should consider such objects as only having an
approximate role in General Relativity. In Appendix A.9.4 we discussed how
it follows from the field equations of General Relativity (actually matter field
equations) that small blobs of fluid should move on geodesics. This allows us
to recover (approximately) the notion of test particles. Similarly, physical ref-
erence frames require that we have some physical features against which we can
determine space-time points. These must be provided by physical fields also.
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B The substitution operator
In this appendix we define the substitution operator
syx (815)
where x ∈ S and y ∈ R may correspond to a discrete quantity, a continuous
quantity, or something more general (like boundary conditions such as a¯ consid-
ered in the main text). The substitution operator effects a change of variables
(a common procedure in calculus). It has an effect somewhat similar to a Dirac
delta function but can be more generally defined.
Consider an expression
AxBx (816)
The notational convention here is that we integrate/sum w.r.t. x
AxBx =
∑∫
dxA(x)B¯(x) (817)
where Ax = A(x) and Bx = B¯(x) (the bar over the B marks that Bx is associ-
ated with a white dot). However we could change variables to y where x = s(y).
We take s(·) to be invertible. We require that
S = s(R) (818)
We have ∑∫
x∈S
dxA(x)B¯(x) =
∑∫
y∈R
s′(y)dyA(s(y))B¯(s(y)) = AyBy (819)
where s′ denotes the Jacobian of the transformation. We need to define quan-
tities so that this holds. We can write
Ay = syxA
x := f(y)A(s(y)) By = s
x
yBx := g(y)B¯(s(y)) (820)
where
f(y)g(y) = s′(y) (821)
We will put g(y) = 1 for the application in the application in the main text so
that
Ay = syxA
x := s′(y)A(s(y)) By = sxyBx := f(y)B¯(s(y)) (822)
In this case the s′(y) ix on the Ay associated with a black dot (when represented
diagrammatically as a duotensor). This is appropriate as the Jacobian modifies
the probability density for the application in the main text. In the case that we
simply have summation (not integration) then the Jacobian is unity (equals 1).
Note that the repeated index x in syxA
x does not indicate integration but,
rather, substitution. The interpretation of repeated indices is allowed to depend
on the objects the indices are attached to. In other words, we have a handshake.
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Whenever we have an expression like DxEx we can decide how to interpret the
repeated index. Each quantity Dy and Ey can have priority rules associated
with it. If we have a substitution operator, syx, then it places priority 1 for
a substitution operation as in (822). Usual quantities like Ax in (822) have
priority 2 for the integration operation. The handshake takes the highest priority
operation. We have the freedom to have a handshake because we use the more
general notation DxEx rather than always writing this down as an integral.
A special case is where we substitute an x for itself. Then the Jacobian is
the identity. We write the identity substitution operator as
δx
′
x (823)
We can write
AxBx = A
yBy = A
xsyxs
x′
y Bx′ (824)
Since this must be true for all Ax and Bx we can have
syxs
x′
y = δ
x′
x (825)
This corresponds to substituting y for x then substituting back again. Note
that, in our notation, s′(x) = (s′(y))−1 it is consistent with (822) to interpret
(825) as the identity.
We can define substitution operators for pre-subscripts and pre-superscripts.
AxBx =
∫
x∈S
dxA(x)B¯(x) =
∫
y∈R
s′(y)dyA(s(y))B(s(y)) = yA yB (826)
To make this work we need
yA = ysxA
x := α(y)A(s(y)) yB = ys
xBx := β(y)B¯(s(y)) (827)
where
α(y)β(y) = s′(y) (828)
We can do this by putting
yA = yxs
xA := A¯(s(y)) yB =
x
ys xB := s
′(y)B(s(y)) (829)
where, again, we put the Jacobian on the case associated with a black dot.
We have
ysx ys
x′ = δx
′
x (830)
where δx
′
x is the identity substitution operator. We also define the identity
substitution operator
x′δ
x (831)
such that
xA = xδx′A
x′ := A(x) xB = xδ
x′Bx′ := B¯(x) (832)
This is where we substitute x for itself (hence the Jacobian is unity). This
object is a little unnatural as it hops an index over the main symbol - it is not
really an identity operator.
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Finally, we can define the weighted substitution operator for self-substitution
of a variable x
xA = xwx′A
x′ := α(x)A(x) xB = xs
x′Bx′ := βxB¯(x) (833)
where we do not impose that α(x)β(x) = 1.
Rather than using the substitution operator we can use the Dirac delta
function. We can write
AyBy =
∫∫
dxdyA(x)B(x)s′(y)δ(x− s(y)) (834)
This achieves substitution of x by s(y). However it is not clear how to de-
fine the Dirac delta function for an infinite dimensional space. Further, from a
computational point of view, it is easier to perform a change of variables than
to integrate. The handshake protocol allows us to avoid using the Dirac delta
function. The Dirac delta function does have properties that are useful when
evaluating integrals that are not true of the substitution operator (for exam-
ple, xδ′(x) = −δ(x)). However, the substitution operator is sufficient for the
purposes we have in mind.
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