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Abstract: In previous work, by adapting a suitable finite difference method to a particular monotone scheme, the 
authors and A. Lazer have studied the numerical solution of a system of semilinear elliptic partial differential 
equations which determines the equilibria of the Volterra-Lotka equations describing prey-predator interactions with 
diffusion. In this paper, in order to improve the efficiency of the method, we show how Newton’s method can be 
successfully combined with the previous scheme to greatly accelerate the convergence. In some particularly ‘difficult’ 
problems, the new method reduces the average number of iterations necessary to generate each element of the 
monotone sequences from 15 to about 3. 
K@wo&Y: Finite difference equations, monotone schemes, nonlinear elliptical partial differential equations. 
1. Introduction 
In this article we present a computationally efficient algorithm for the numerical calculations 
of the steady states of prey-predator species by means of finite differences, a suitable monotone 
scheme and Newton’s method. 
The solutions of the discrete model tend to the solutions of the original reaction-diffusion 
model, given by 
u”(x) + u(x)[ a - bu(x) - cu(x)] = 0, 
u”(x)+u(x)[e+fu(x)-go(x)] =0, 
lx<x<p, U(~)=u(/3)=v(a)=v(~)=o, (1 1) . 
where a, b, c, e, f and g are positive constants satisfying 
cf < gb, (1 2) . 
e > A, = T2/( p - a)2, (1 3) . 
a> gbo, + Wdhb - cf J* (1 4) . 
Here X = A, is the first eigenvalue for the boundary value problem. w”(x) + Xw( x) = 0, 
a -c x < 8, w(a) = w( /I) = 0. It is shown in [4] that under conditions (1.2)-(1.4) there exist 
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functions u*, u*, v* and us so that all positive solutions (u, v) of (1.1) wiS4 satisfy u* < u < u*, 
V* < v < v*. The general uniqueness question remained unanswered. 
The discrete version of (1.1) was considered in [3]. With h = ( j3 - a)/N, xx: = (Y + kh, k = 0, 
1 ,..., N, the vahtes of u(x,), v(xk) are respectively approximated by UN,& UN.&, k = 0, 1,. . ., N 
with uN,O = UN.N = vN.O = vN,N = 0. The second derivative is replaced by the operator A, where 
Alr~N.k=[uIV.k_1-2uN.k+uN,k+ll/h2N fOrk=l,...,N-1. 
The hypotheses (1.3), (1.4) are respectively replaced by 
e>2(1-cos ~r/N)N~/(fl--ar)‘=h(N), 
a>&@(N) + ce/g)/(gb - cf )- 
(1.3’) 
(1.4’) 
2. Monotone accelerated convergence 
We need to solve scalar problems of the following type for constructing our monotone 
sequences of discrete functions, converging to solutions of the discrete version of (1.1). Consider 
the problem 
d,w,,, + WN,k [ pk - @‘+k] = 0, k = 1, - l l 9 iv L 1, 
wN.O = WN.N =0, (2 1) . 
wherep,>O, k=l,..., N-l and 4~0. 
-rem 2.1, suppose that m@ G k d N_lpk > h(N) = 2hv2(1 - cos v/N ), then there exists a 
unique solution of problem (2.1) with the property that wN,k > 0 for k = 1, . . . , N - 1. Furthermore, 
~fKand6aretwoconstantssuchthatpk-qqK~OandOc~~(p,-X(N)/qfork=1,...,N-1, 
then 6 sin(kq/N) < wN,k < Kfor k = I,...,N - 1. 
The proof of this theorem and the method for computing WN,k by means of Picard SuCCeSSk 
approxinoations i  given in Lemmas 2.1 to 2.3 and Theorem 2.1 of [3]. We observe that with 
obvious modifications, the conclusions of Theorem 2.1 are valid for the corresponding continu- 
ous version of problem (2.1), given by 
w”(x)+w(x)[p(x)-qw(x)] =o, a-=x+3, 
w(a) = w(B) =o. (2 2) . 
Here, p(x) > I;‘/( /3 - a)‘, with the solution w(x) = G(x) satisfying E sin((x - a)/( p - a))~ < 
G(x) <q-l max( p(x): a G x < /3}, for a < x < fi, c > 0 sufficiently small. Note that the func- 
tion v(x) = Q sin((x - cu)/( /S - at))~rr satisfies 0” + v[ p(x) - qv] >, 0 in [QL, /?I for E: > 0 suffi- 
ciently small, and therefore is a lower solution for the problem (2.2). 
We will now develop an ‘accelerated’ method for constructing a sequence of positive functions 
in (a, 8) converging to the positive solution of (2.2). 
Write 
f(w, x) = 4Pw-qwl9 g(w, x)=3f(w, x)/aw= -p(x)+Qw 
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and introduce the sequence of functions ( w,,(x)), a < x g p, n = 1, 2,. . . , defined by the 
recurrence relations 
w;+l =fb%b)r 4 + (%+1- w,(x))g(w,(x), 4, a G x < p, 
W n+l a ( 1 =%?+1 (P) = 09 (2 3) . 
where wl( x) = K is a known positive constant, upper solution of (2.2). (i.e. p(x) - qK < 0 for al] 
QI < x < b). Formula (2.3) is Newton’s method of approximation applied to the differential 
equation (2.2). TO see that the functions w,,(x) are uniquely defined positive functions in (a, p) 
we will use the following important property (see e.g. 121) of f: 
f(w x) = max [f(z, x)+(w-z)g(w 4, --00~2~00 (2 4) . 
for each -~<W<QtJ, (Y ( x < p= Suppose that WJX) is uniquely defined by (2.3) with 
wk(x) 2 c sin@ - a)/# - a))~, (Y <x < p. If wk+r exists, U(X) = wL+r(x) should satisfy _ 
d’=f(wJx), x) + (u- wk(x))g(wk(x), 4 =hk+lb, 4, a<x<P, 
u(a) = u(B) =o. (2 5) . 
For k = 1, we have 
h*(w,, x) =f(w,, x) + (WI - wdgh9 4 =f(K x) 
= -K[p(x)-qK] ao=w;‘; (2 6) . 
and for k > 1, we have by (2.3) and (2.4): 
w;r” f( %-1(X)9 4 + bk - w*-Ax))g(wk-l(x)9 4 
<f(w,, x) = h,+,(w,, 4. (2 7) . 
The two inequalities above indicate that wk(x) is an upper solution for problem (2.5). On the 
other hand, the function v(x) = E sin(( x - a)/( /? - ar))~ satisfies 
v’%f(v, +f(q(x), x)+(v--wk(x))g(wk(w), +hk+l(v, x) (2 8) . 
for ar < x c p. (Note that the last inequality a-bove is again due to (2.4).) The function v(x) is 
therefore a lower solution for (2.5), and problem (2.5) must have a solution u = z(x) with 
v(x) < z(x) < wk( x), (Y < x < /?. To see that z(x) is unique, let u = zi( x), i = 1, 2 be two 
different solutions of (2.5) with v < zj < wk. The function Y = z1 - z2 will satisfy 
Y”=Yg(w&), x)9 a-</% YW =v(P) = 0. 
That is, X = 1 is an eigenvalue for the problem: 
V -2~Jx)~+Xp(x)77=0 forcu<x<p, 7j(cu)=&3)=0, (2 9) l / 
with ‘I = y( x) as the corresponding eigenfunction. Referring to (2.6), (2.7) and 
observe that wk (x) and v(x) are also upper and lower solutions for the problem 
(2.8) again we 
u”=f(u, x), a<x<p; 44 = u(P)* 
Therefore (2.2) has a solution w = G(x), with v(x) < G(x) < w,(x), ar <x <p. Clearly q = G(x) 
satisfies 
rl” -fi(x)rl+Xp(x)~=o, a<x<p; rib) = q(P) = 09 (2.10) 
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with h = 1 and G(X) > 0 in (a, 8). Consequently x = 1 is the first eigenvahte for the eigenvalue 
problem (2.10). Since 2w,(x) > G(x) in (a, /3), the first eigenvalue for problem (2.9) must be 
strictly larger than 1. This is a contradiction, unless v(x) = 0 and X = 1 is not really an 
eigenvalue for (2.9). Consequently t(x) is uniquely defined, and by letting wk+ I( x) = z(x), we 
have 
o~V(X)<)t.k+l(X)fWJX), o[<x<fi. (2.11) 
By induction, (2.11) is true for k = 1,2, 3,. . . The monotone decreasing sequence ( w,J x)] must 
converge to a function G(x) ( 2 v(x)) for a < x < b as n + 00. Using the integral representation 
for the solution of (2.3) and the dominated convergence theorem, one sees that G(x) is a solution 
of (2.2), with G(x) 2 v(x) ) 0, a < x < 8. (From the uniqueness of the positive solution in 
(a, j3) for (2.2), we actually have G(x) = G(x)). 
We have proved the following: 
Theorem 2.2. Suppose that p(x) is continuolcs on [a, /3] with p(x) > (~/(p - a)j2 for a < x f p. 
lthe sequence of fimcrions ( w,(x)] defined recursively by (2.3) converges monotonically to the 
unique positive (for a c x < fi) solution of the problem (2.2). 
Remark. A similar result can be found in [2]. However, in [2], the length of the interval has to be 
small and the corresponding boundary value problem has a unique solution. For our problem 
(2.2), the trivial solution is another solution other than fi. Theorem 2.2 is therefore different and 
new. 
The next theorem illustrates why our present method is called accelerated. 
T~OEIB 2.3. Under the conditions of Theorem 2.2, the sequence ( WJ x>> converges quadratically 
to the unique positive solution G(x) of the problem (2.2), in the sense that: 
[Ii+(x)-W,(X)(( <L(Ifi(x)-w,_1(x)!123 n=2,... (2.12) 
for some L independent ofn. 
(Here II f(x) II is th e maximum of I f(x) 1 for x in [a, 81). 
Proof. From the equation which G and w, satisfy, we find 
( I+- W,)“=f( $9 x) -f(w#Jx), x) - (6 - w,-l(x))g(w,-l(X), x). 
This can be rewritten as: 
( J+-wJ’=f(C x)-f(w,&). x)-(~-w,_l(x))g(w,-,(x), x) 
+,(c - w,)a( wn_I(x), x). 
Let q=iC-w,. Then q satisfies, tor n 2 2, 
11”-2q%-,(x)~ +pbh =f(k x) -f(wn-1(x), x) 
- 6-w ( N-Ax))g(w,-1(x)9 x)9 
11(4=s(B)=O. (2.13) 
We have shown at the end of the proof of Theorem 2.2 that the first eigenvalue X for problem 
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(2.9), k 2 1, must satisfy X > 1. Conversely, from (2.13), the function S? - wn(x) is representable 
as 
(2.14) 
for afx</3, where G,_r is the Green’s function ior the operator (d2/dx2) - 2~,_, +p on 
the interval [a, p]. Here y,,( 5) lies between .i;( 5) and w,_ r( [), and the mean value theorem is 
used). For our f, we readily verify that a2f/a w 2 = 2q; hence (2.14) gives 
II fi- %II G Iw-w,-1 II 24/81 Lb9 0 I a* (2.15) 
a 
We will now deduce that the functions 6,,( x, 5) are uniformly bounded for n = 1,2,. . . , QI < x 
< 8, a < 5 < /?. From the characterization of the Green’s function, one readily sees that for 
n = 2, 3,. . . if we let u,(x), u,(x) be solutions of 
r/‘+[p(x)-2qw,_,(x)]rl=O, a<x<p (2.16) 
with u,,(a) = 0, u:(a) = 1 and v,( j3) = 0, vi( /S) = - 1, we have 
(2.17) 
Here, 
w,@) = %(S)%M) - u,@)u;@) (2.18) 
which is the Wronskian for the two independent solutions u,, v,,. For convenience, let uo( x), 
q,(x) be solutions of 
q1t+[p(x)-2fi(x)]9=o, a<x<fi (2.19) 
with u,(a) = 0, ub( a) = 1 and uO( j3) = 0, v&( fi) = - 1. (Note that the eigenvalue problem 
V’ - 2#(x)ll+ Xs(x)la = 0, N < x < 8, q(a) = q(p) = 0, must have its first eigenvalue X > 1, 
since 2@(x) > @(x) and (2.10) has 1 as its first eigenvalue. Consequently, ug( a) f 0.) Let 
W,(x) be the Wronskian defined also by (2.18) with n = 0. From the (2.16) and (2.19) which do 
not have r)’ term, we find that W,( 6) = W,(a), for a < 5 < p, n = 2, 3,. . . and n = 0. We will 
now see that lim n-rcQK(a) = w,(a) = -vO( a). (The difficulty here is that we do not know that 
lim n + oo wn( x) = c(x) uniformly in [a, /?I). From the uniform boundedness of w,(x) in [a, j.31, 
n = 1, 2,. . . and the equations (2.16), we must have u,,(x), v;(x) uniformly bounded for x in 
[a, /3], n = 2, 3 ,... (cf. [l, p. 54, Lemma 4.11). From (2.16) again, we have uniform boundedness 
of uy( x) in [a, p]. Consequently, we can extract a subsequence of u,(x) convergent uniformly in 
[a, 81 to U&X), which is uniquely defined by an initial value problem at x = p. From the 
uniqueness of the initial value problem defining uO( x), we conclude that lim, _ oouJ a) = uO( a). 
(cf. [l, p. 4, Theorem 2.41). Therefore, we have lim, _,&(a) = lim, loo - u,,(a) = -q,(a) f 0, 
and I w,(S) I = I W,(a) I >, c > 0 for some positive constant c, n = 2, 3,. . . . Again, using Lemma 
4.1 of [l, p. 541 and equations (2.16) we find that u,, u,, are uniformly bounded in [a, /?I, n = 2, 
3 ,... . Using (2.17), we conclude that the functions G,,(x, 5) are uniformly bounded for n = I, 
2 P.**V a <x < fl, a < 5 < 19. From (2.15), we arrive at (2.12). This concludes the proof of 
Theorem 2.3. q 
Remark. In [a], results similar to Theorem 2.3 can be found. The conditions in [2] would be 
satisfied if p(x) is less than about 2/( B - a) 2. However, in Theorems 2.2 and 2.3 we assume 
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p(x~ ’ ovu - a))2. Consequently, [2] is not applicable to our problem and the new proof in 
Theorem 2.3 is needed. 
In actual computations, we solve (2.1) by restricting (2.3) to the car -esponding grid functions, 
i.e., we solve 
A,wg;” +pkwgy’ - 2qwg:w$y = -q( wgg2, . * 
(ni- 1) = 
TV.0 w&O, k=l,‘...,N-* 
. 
(2.20) 
for n-l,2 ,..., where w$$=K, k=l,..., N - 1, is a known positive constant, upper solution 
of (2.1) with w$$ = w$& = 0. One can proceed to prove the existence of a positive solution w$$ 
rt=2,3,... for (2.20), where w$‘)k converges monotonically and quadratically as n + oo to wNqk, 
the solution of (2.1), as it is done in Theorem 2.2 and Theorem 2.3 for the continuous case. 
However, the details are too lengthy for our present purpose. 
3. Cons&u&on of monotone sequences. 
For completeness, we state some results which had been proved in 131, and are used to 
generate functions u$,$ uzz’k+‘), uj$, u$:$~), i = P, 2,. . . ; k = 1,. . . , N - 1. These discrete 
functions will converge to the solutions of (1.1) or their bounds, as N + 00. We recall that we 
assume (1.3’) and (1.4’) for all n under consideration. 
First let u$&>O, k=l,...,N-1 satisfy . 
A&‘) + u$(a - bu$:) = 0, (1) ‘N.0 = UN,N = (1) 0 - (3 1) . 
Such sohttion exists by Theorem 2.1. Similarly, let v:!~ > 0, k = 1,. . . , N - 1 be the solution of 
A,+$& + vj& (e + fi& -- g&) = 0, vj& = v$!N = 0. (3 2) . 
For i = 2, 3,. . .’ define UC; > 0, $$ > 0, for k = 1 . . , . . . , N - 1, inductively as follows: 
(3 3) . 
(3 4) . 
We notice that by Theorem 2.1 and (3-l), we have u$ < a/b, k = 0, . . . , N. Hence, by (3.2) and 
Theorem 2.1 again, we have u$$ < ( e + fa/b)/g, k = 0, . . . , N. We solve (3.3) and (3.4) at each 
step by the algorithm indicated in (2.20). 
For the purpose of ordering these sequences of functions the following Lemma will be used. 
Lemma 3.1 (Comparison). Let 
wf& = WN,N = (i) 
!j1)>li2)>X(N) for each k=l,...,N-1. For i=l, 2, Izt 
0, w$$, k = 1 ‘,..., N - 1 be positive numbers atisfying 
A,w& + wj& [ lf’ -PW~)~] = 0 . 
fork= I,... , N - 1. ( Here p is a positive constant ). Then w$,‘~ >, w$,)~ for each k = 0, . . . , N. 
Lemma 3.1 Leads to the following important properties. 
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Lemma 3.2. The functions *I$!~, 
such that 0 < u(? K’: 
v;,~ are miquely defined positive functions for k = 1, . . . , N - 1; 
i = I, 2,. . . ) A < $,: and 0 < v!& < v$.‘~. Furthermore, for each nonnegative 
integer i, the jollowing are true: 
(2i+2) 
‘N,k g ‘N,k 
(2i+4) < u(2i+3) (2i+ 1) 
’ N.k d UNJ , 
(2i+ 2) 
‘N,k 
(2i+4) 
G ‘N,k 
(2i+ 3) 
G ‘N,k 
(2i+ 1) 
< uN,k , 0 5) . 
for each k = 0,. . . , N. 
The proof of Lemmas 3.1 and 3.2 can be found in Lemma 3.1 and Lemmas 3.3-3.4 of [3]. 
Lemma 3.2 implies that 
0 < U(2) < u(4) (6) N-k \ N,k < u$ f uN.k f - ’ l \< u).!k f uk.‘k \ ’ ( u(u N,k, 
and 
0 < v(2) < v(4) < U(6) N.k ’ N.k ’ N.k G l l l G ‘N,k ’ N.k ’ N.k’ (5) < v(3) < f/l) 
for k = 0, . . . . N. 
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Fig. 1. Monotone decreasing sequence for U, for the problem u” + ~(80 - 2u - u) = 0, o”+ ~(1.5 + 3.9~ - 2~) = 0. 
Fig. 2. Monotone decreasing sequence for u, for the problem, u” + u(80- 224 - u) = 0, u” + ~(1.5 + 3.9~ - 2~) = 0. 
A. W. Leung D.A. Murio / Finite difference quations 
It is also possible to show (cf. [3, Section 41) that the piecewise linear extensions of u$,‘& 
(a_i- I) (20 
*N.k + %k, 
-1) v$;k , 1 - *- 1, 2,... will tend respectively to u( x)tti), u(x)(~~-~), v( x)(~~), u( x)(~~-~) 
as N + 00. The functions u(x)(~~), u(x)(~~-~), u(x)(‘~) and u(x)(‘~-~) are the solutions of the 
corresponding continuous versions of (3.1)-(3.4) respectively for cy < x < fl, with homogeneous 
boundary data. These functions satisfy 
*~u(x)‘2’~u(x)‘j’~u(x)16’B l =* ~u(x)‘5’~u(x)(3’~u(~) (1) 
3 
~gv(x)‘2’~~(x)(4)~u(x)(6’~ -=* ~~(x)‘5’~v(x)‘3’~v(x)o’~ 
Moreover, if we let limi~oou(x)(2i) = u,(x), lim,,,u(x)(2iw1) = U*(X), lim,,J:X)“” = V*(X) 
and lim,,,v(x)‘2’-” = V*(X), then the positive solutions (u, v) of the boundary value problem 
(1.1) SatisQ u* < u < u*, u* < v g v* for all a < x < p (cf. 141). 
In this section we show some numerical results obtained by applying the accelerated mono- 
tone scheme described in the previous sections to the boundary value problem (1.1). Numerical 
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Fig. 3. Mono;one increasing sequence for u, for the problem. u” + ~(80-2~ - u) = 0, v” i ~(1.5 + 3.9~ - 2~) = 0. 
Fig. 4. Monotone increasing sequence for v, for the problem u” + u(80- 2u - u) = 0, u” + ~(1.5 + 3.9~ - 2~) = 0. 
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experience shows that when condition (1.2) is barely fulfilled and the coefficient a is large 
relative to e, the computations are more difficult, in the sense that a large number of iterations 
are needed for the numerical sequences to satisfy a particular convergence criterion. In our 
example we let (Y = 0, j3 = v and discretize the problem by choosing 1”v’ = 64, A = &R Figures i, 
2, 3 and 4 show some elements (i = 1, 11,19,29,40) of the monotone decreasing sequences 
(2i- 1) 
‘N.k 
(2i- 1) 
’ ON,& and the monotone increasing sequences UN, (“‘)dk, ~$2 for problem (1.1) with 
a = 80, b = 2, c = 1 and e = 1.5, f = 3, g z= 2. Conditions (1.2)-( 1.4) are all fulfilled, but with the 
condition (1.2), cf = 3.9 < 4 = bg, barely satisfied. Note also that the ratio a/e is large. The 
algorithm stops when the relative error in maximum norm of two consecutives iterates in all four 
monotone sequences is less than lo-“; i.e., when 
( II (i+2) =N,k -4/J II/II zj/a” ll) f lo-*, with I] zgk I] = Oyka<xN I Zk<L I. 
. . 
The original. monotone scheme in [3], needs 18003 Picard’s iterations to solve the proposed 
problem. The accelerated monotone scheme, in contrast, needs only 3509 iterations to produce 
the same 1236 elements of the monotone sequences. The average number of iterations necessary 
to generate each element of the monotone sequences has been reduced from 15 to about 3. 
In all the figures, the limiting values are plotted with full lines and dashed lines are used for 
any other elements in the sequences. Note that the vertical scale or the decreasing sequence for u 
is different from that for the increasing sequence. A similar situation is true for v. The 
computations suggest hat we have uniqueness although the proof of uniqueness in [4] does not 
include this case since we definitely do not have cf << bg. The general question of uniqueness 
remains open. 
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