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At the macroscale, the brain operates as a network of interconnected neuronal populations, which
display coordinated rhythmic dynamics that support interareal communication. Understanding how
stimulation of different brain areas impacts such activity is important for gaining basic insights into
brain function and for further developing therapeautic neurmodulation. However, the complex-
ity of brain structure and dynamics hinders predictions regarding the downstream effects of focal
stimulation. More specifically, little is known about how the collective oscillatory regime of brain
network activity – in concert with network stucture – affects the outcomes of perturbations. Here,
we combine human connectome data and biophysical modeling to begin filling these gaps. By tuning
parameters that control collective system dynamics, we identify distinct states of simulated brain
activity, and investigate how the distributed effects of stimulation manifest at different dynamical
working points. When baseline oscillations are weak, the stimulated area exhibits enhanced power
and frequency, and due to network interactions, nearby regions develop phase-locked activity in the
excited frequency band. Notably, beyond these linear effects, we further find that focal stimulation
causes more distributed modifications to interareal coherence in a band containing regions baseline
oscillation frequencies. Imporantly, depending on the dynamical state of the system, these broad-
band effects can be better predicted by functional rather than structural connectivity, emphasizing
a complex interplay between anatomical organization, dynamics, and response to perturbation. In
contrast, when the network operates in a regime of strong regional oscillations, stimulation causes
only slight shifts in power and frequency, and structural connectivity becomes most predictive of
stimulation-induced changes in network activity. In sum, this work builds upon and extends previ-
ous computational studies investigating the impacts of stimulation, and underscores the fact that
both the stimulation site, and, crucially, the regime of brain network dynamics, can influence the
network-wide responses to local perturbations.
I. INTRODUCTION
The brain is a multiscale system composed of many
dynamical units that interact to produce a vast array
of functions. At a large scale, macroscopic regions –
each containing tens of thousands of neurons – are linked
by a physical web of white matter tracts that facilitate
the propagation of activity between distributed network
elements. At the level of large neuronal ensembles or
brain areas, collective activity is often rhythmic in na-
ture [1], and these rhythms can become temporally coor-
dinated between distant regions, giving rise to so-called
functional interactions [2]. Importantly, oscillations have
been implicated in a number of cognitive processes [3–
9], and coherent activity is hypothesized to play an im-
portant role in interareal communication and informa-
tion transfer among distributed brain areas [5, 6, 10].
Nonetheless, despite progress in mapping and charac-
terizing the brains anatomical pathways and measuring
∗ dsb@seas.upenn.edu
neural oscillations, a number of questions remain as to
how individual components in a brain network shape and
modulate system-wide dynamics.
Among these questions, understanding how large-scale,
oscillatory brain dynamics respond to localized pertur-
bations is of critical importance [7, 11–14]. Because
the brain is far from a closed or static system, such
activity changes could be induced by sensory inputs
[15, 16], different tasks [17, 18], or other internal or
regulatory processes [19–22]. In addition to naturally-
induced changes, stimulation techniques such as transcra-
nial magnetic stimulation [23], direct current stimulation
[24], and alternating current stimulation [25] can also be
employed to invoke modulations of dynamics in a specific
brain area. By combining these techniques with imaging
methods like EEG and MEG [26–31], it is possible to ex-
amine how the act of exciting a particular network com-
ponent modifies rhythmic neural activity. Furthermore,
in addition to its utility for basic science, neurostimula-
tion has emerged as a promising approach for treating
a number of neurological and psychiatric conditions [32–
34].
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2Yet, while prior work has mainly focused on charac-
terizing the proximal effects of sensory input or exoge-
nous neurostimulation, a growing body of literature in-
dicates that local excitations of neural activity can have
widespread downstream consequences [11–14]. The real-
ization that stimulation can have network-wide effects ne-
cessitates further investigations into the operating prin-
ciples underlying such phenomena [35–42]. Furthermore,
a crucial but seemingly understudied point is that the
effects of stimulating a particular brain area can depend
not only on the nature or location of the perturbation,
but also on the intrinsic dynamical state of the system
at baseline [43–45]. In particular, recent efforts have in-
vestigated the state-dependent effects of stimulation via
precise experiments [46, 47] – focusing largely on alpha-
band activity in single cortical areas – and via modeling
[48–50]. These studies have uncovered robust relation-
ships between the endogenous state of rhythmic activity
and the capacity of external stimulation to modulate cor-
tical oscillations in a given brain area. However, a pivotal
next step is to extend the notion of state-dependence to
the case of whole-brain networks, which acknowledge the
fact that regions do not operate in isolation. Rather, in
the case of large-scale brain networks, the macroscopic
dynamical regime of the system arises from an interplay
between units local activity and long-range anatomical
coupling [51], leading to the emergence of collective os-
cillatory modes [40, 52]. Although it is reasonable to hy-
pothesize that the global state of brain network activity
should play a role in determining how a focal stimulation
will manifest and influence distributed functional interac-
tions, these ideas have yet to be systematically examined.
Thus, there is now a need to concurrently investi-
gate and merge two outstanding questions: (1) how re-
gional stimulation spreads to induce distributed effects
on rhythmic brain network dynamics, and (2) how the
global dynamical regime of the system impacts these ef-
fects. Here, we begin to answer these questions by con-
structing a biophysically-motivated model of large-scale
brain activity, in which individual brain areas are mod-
eled as Wilson-Cowan neural masses [53] coupled accord-
ing to empirically-derived anatomical connectivity [51].
We first demonstrate that, in the absence of stimulation,
the interareal coupling strength and the baseline excita-
tion of the network transition the system between qual-
itatively distinct collective dynamical states. By provid-
ing additional excitation to a single brain area, we then
systematically examine the consequences of such local
stimulation on network activity. The primary and cru-
cial contribution of this study is an exploration of how
the effects of focal perturbations can depend not only
on which area is stimulated, but also on the baseline dy-
namical regime of the non-linear model. Hence, this work
builds upon and extends previous whole-brain modeling
efforts that have examined the effects of regional per-
turbations [35–37] with other work examining the state-
dependent effects of stimulation in single cortical areas,
but not large-scale networks [48, 49].
We find that in states of low baseline excitation, stimu-
lation can significantly enhance the frequency and power
of regional activity, whereas in states of high baseline
drive, local dynamics are less sensitive to perturbations.
Importantly, these results show qualitative similarities
and agreement with past work examining the focal effects
of stimulation [48, 49]. We further find that, due to net-
work interactions, regional perturbations can propagate
and interact with brain areas’ ongoing rhythms. Depend-
ing on the system working point, changes in interareal
phase-locking can be induced at the excited frequency of
the stimulated region, and also in a broader band com-
prising brain areas’ spontaneous oscillations, which may
be well-separated from the excited frequency. Moreover,
changing the dynamical regime of the system also mod-
ulates the strength of associations between network-wide
responses to perturbations and structural or functional
network connectivity. Hence, changing the collective os-
cillatory state of the system – which need not be en-
tirely determined by the anatomical network – qualita-
tively changes the distributed effects of focal perturba-
tions, and alters the relations between those effects and
measures of either structural or dynamical organization.
In sum, this study integrates but also expands past com-
putational studies, and highlights that the effects of local-
ized activity changes can depend on both the location of
the perturbed region and on the collective state of brain
network dynamics.
II. MATERIALS AND METHODS
A. Acquisition of empirical human structural brain
data
Human anatomical brain networks were reconstructed
by applying deterministic tractography algorithms to
diffusion-weighted MRI. In this study, we used a single,
group-representative composite network assembled from
30 subject-level networks [54–56]. The mean age of par-
ticipants was 26.2 years, the standard deviation was 5.7
years, and 14 of the subjects were female. In order to
map anatomical networks, diffusion spectrum and T1-
weighted anatomical images were acquired for each indi-
vidual. For the DSI scans, 257 directions were sampled
using a Q5 half-shell acquisition scheme with a maximum
b-value of 5000 and an isotropic voxel size of 2.4 mm.
We used an axial acquisition with repetition time TR =
5 seconds, echo time TE = 138 ms, 52 slices, and field
of view of [231, 231, 125]mm. The T1 sequences used a
voxel size of [0.9, 0.9, 1.0]mm, repetition time TR = 1.85
seconds, echo time TE = 4ms, and field of view of [240,
180, 160]mm. All participants gave informed consent in
writing and all protocols were authorized by the Institu-
tional Review Board of the University of Pennsylvania.
These same data have been used in several prior studies
[54–58].
DSI Studio (www.dsi-studio.labsolver.org) was used
3to reconstruct DSI data using q-space diffeomorphic re-
construction (QSDR) [59], which reconstructs diffusion-
weighted images in native space and computes the quan-
titative anisotropy (QA) of each voxel. Using the statisti-
cal parametric mapping nonlinear registration algorithm
[60], the image is then warped to a template QA volume
in Montreal Neurological Institute (MNI) space. Finally,
spin-density functions were reconstructed with a mean
diffusion distance of 1.25 mm with three fiber orienta-
tions per voxel. A modified FACT algorithm [61] was
then used to perform deterministic fiber tracking with
an angular cutoff of 55o, step size of 1.0 mm, minimum
length of 10 mm, spin density function smoothing of 0.00,
maximum length of 400 mm, and a QA threshold deter-
mined by DWI signal in the colony-stimulating factor
[54–58, 62]. The algorithm terminated when 1,000,000
streamlines were reconstructed for each individual [54–
58, 62] (Fig. 1A).
T1 anatomical scans were segmented using FreeSurfer
[63] and parcellated using the Connectome Mapping
Toolkit (http://www.connectomics.org) according to an
N = 82 area atlas [64] of 68 cortical and 14 subcortical
areas (Fig. 1B; Table S1). The parcellation was registered
to the b = 0 volume of each subject’s DSI data, and re-
gion labels were mapped from native space to MNI coor-
dinates using a b = 0-to-MNI voxel mapping [54–58, 62].
While we use a relatively coarse-grained atlas, it aligns
with atlas sizes used in other computational modeling
studies (e.g., [35, 65–68]), and was chosen to reduce the
computational costs of numerical simulations. However,
we do mention limitations involved with this choice in
the Discussion.
B. Network representation of anatomical brain
data
To include the structure of interareal connections in
the model of large-scale brain activity, we represented the
human structural brain data as a network. This represen-
tation was achieved by first mapping each of the N = 82
brain regions to a unique node in a structural brain net-
work A (see Table S1 for the mapping between node
numbering and brain region labels). The edge weight Aij
between two brain areas i and j was then given by the
strength of the anatomical connectivity between the two
regions. Following [54, 56], we defined the edge weights
in the anatomical brain networks to be the total num-
ber of streamlines sij that either started in area i and
terminated in area j or that started in area j and termi-
nated in area i, normalized by the geometric mean of the
volumes of regions i and j.
Because the brain is a spatially-embedded system [69],
each region i also has a location ri = (xi, yi, zi) in real
space. In the network representation, we defined the lo-
cation of each node to be the center of mass of the cor-
responding region, allowing us to calculate matrix ele-
ments Dij representing the Euclidean distance between
nodes i and j. These interareal distances are then used
to approximate time delays for signal transmission in the
computational model of neural activity (see Sec. II C)
[35, 65, 66, 70, 71].
In this study, we report results using a group-
representative structural brain network derived by com-
bining individual brain networks across multiple subjects.
We used a previously-established consensus method for
constructing the group representative network that pre-
serves both the average binary connection density of the
individual brain networks, as well as the approximate
edge-length distribution of intra- and inter-hemispheric
connections [54]. More details on this pooling proce-
dure can be found in [55]. A group-representative in-
terareal distance matrix was constructed by averaging
the pairwise Euclidean distance matrices across subjects.
In what follows, we assume that A (or Aij) refers to
the group-representative structural brain network, and
that D (or Dij) refers to the group-averaged inter-
areal Euclidean distance matrix. We show the group-
representative anatomical connectivity matrix in Fig. 1C,
and we show the group-averaged Euclidean distance ma-
trix in Fig. 1D.
C. Biophysical model of large-scale brain dynamics
To model large-scale brain dynamics, we use a
biophysically-motivated approach in which simulated ac-
tivity is generated by a network of interacting neural
masses [51]. In particular, the activity of each brain area
is modeled as a Wilson-Cowan (WC) neural mass [53]
and individual units are coupled according to the edges in
the anatomical network, which are derived from empirical
measurements of white matter connectivity [35, 65, 71–
73]. We then utilize this computational approach to
conduct a basic examination of how localized (regional)
changes in neural activity affect dynamics across the
brain. We offer a schematic of the whole-brain com-
putational model in Fig. 1E. On the left, we show the
structural brain network in anatomical space. We focus
in particular on the two interconnected regions i and j
encircled in black, of which the lower one (j) receives
additional excitation (as denoted by the yellow lightning
bolt). On the right, we show the basic setup of the cou-
pled WC system for these two units. In the WC model,
the activity of a particular brain region is defined by a
coupled system of excitatory (E) and inhibitory (I) neu-
ronal populations, and the dynamical variables are the
mean firing rates of the E and I pools comprising a
given brain region. The time-evolution of the average
firing rates are thus in general governed by both intrinsic
properties of the sub-populations in a single region, as
well as delayed, long-range input from other areas as dic-
tated by the pattern of anatomical connectivity. In line
with several previous studies [35, 65, 71–76], we consider
long-range connections to couple only the excitatory sub-
populations of distinct brain areas.
4FIG. 1. Whole-brain imaging data, computational model of large-scale brain dynamics, and schematic of
analysis. (A) An example of white matter streamlines that are reconstructed from diffusion spectrum imaging and tractography
of a human brain. (B) Noninvasive magnetic resonance imaging scans of human brain anatomy are used to segment the cortex
and subcortex into 82 regions. (C) Adjacency matrix for a group-averaged structural brain network, in which individual brain
areas are represented as network nodes, and white matter streamline counts between region pairs are represented as weighted
network edges. (D) Matrix of Euclidean distances between the centers of mass of all pairs of brain regions. (E) Left: Structural
brain network representation in anatomical space; location of gray circles correspond to region centers of mass, and teal lines
show the strongest 20% of interareal connections, with line thickness proportional to connection strength. The two encircled
nodes correspond to an unperturbed region i and an excited region j in the large-scale brain network, where the perturbed
region is indicated by the yellow lightning bolt. Right: Schematic of the computational model of large-scale brain dynamics.
The activity of a given brain region i is modeled as a Wilson-Cowan neural mass unit, composed of interacting sub-populations
of excitatory E and inhibitory I neurons. Neural masses are then coupled through their excitatory pools according to the
anatomical brain network structure. A perturbation to region j (pictorially represented with the lightning bolt) is modeled as
an increase in the excitatory input from PE to PE + ∆PE . (F) The computational model generates oscillatory time-series of
neural population activity for each brain region. These time-series can then be analyzed in Fourier space to determine relevant
frequency bands for further analysis. After filtering time-series within a frequency band of interest, functional interactions
between brain region pairs are determined by extracting phase variables from each region’s filtered activity via the Hilbert
transform, and then computing the phase-locking value to assess the consistency of phase relations over time and trials.
5The dynamics of the jth brain area are governed by
the following set of coupled differential equations:
τE
dEj(t)
dt
=− Ej(t) + [1− Ej(t)]SE [cEEEj(t)− cIEIj(t)
+ C
∑
i
WijEi(t− τij) + PE,j ] + σEξ(t)
(1)
and
τI
dIj(t)
dt
=− Ij(t) + [1− Ij(t)]SI [cEIEj(t)− cIIIj(t)
+ PI ] + σIξ(t).
(2)
The variables Ej(t) and Ij(t) correspond to the mean
firing rates of the excitatory and inhibitory subpopula-
tions of region j, and τE and τI are the excitatory and
inhibitory time constants, respectively. The non-linear
activation functions SE and SI of the excitatory and in-
hibitory pools are given by sigmoidals of the form
SE(x) = 1
1 + e−aE(x−µE)
(3)
and
SI(x) = 1
1 + e−aI(x−µI)
. (4)
The quantities µE and µI give the mean firing thresh-
old of each subpopulation, and the gain parameters aE
and aI set the spread of the firing thresholds for the two
groups.
Dynamics of the excitatory ensemble are driven by (1)
the local interaction strength within the excitatory sub-
population cEE , (2) the interaction strength from the in-
hibitory subpopulation to the excitatory subpopulation
cIE , (3) constant, non-specific inputs PE,j , and also (4)
interactions Wij corresponding to long-range excitatory
inputs from different populations i that link to unit j via
white matter connectivity. Following [72, 73, 75, 77], we
let Wij =
Aij∑
i Aij
, which is simply the anatomical con-
nection strength from unit i to unit j, normalized by the
total input to region j. Furthermore, C is a global cou-
pling that tunes the overall interaction strength between
different brain areas, and τij is a time delay between re-
gions i and j that arises due to the spatial embedding of
the brain network and the fact that signal transmission
speeds are finite [35, 65, 66, 68, 70, 71]. We set the time
delay to τij =
Dij
v , where Dij is the Euclidean distance
between regions i and j, and where v is a constant signal
conduction speed. Activity in the inhibitory ensemble
depends on (1) the interaction strength cEI from the ex-
citatory subpopulation, (2) the local interaction strength
within the inhibitory subpopulation cII , and (3) other
possible non-specific inputs PI . Finally, to increase bio-
logical plausibility and incorporate the stochastic nature
of neural dynamics, we add a term σEξ(t) to Eq. 1 and a
term σIξ(t) to Eq. 2, which correspond to Gaussian white
noise with zero mean and standard deviations σE and σI ,
respectively [35, 71]. In what follows, we will take the ex-
citatory neuronal population activities Ei(t) of each brain
area as the observables of interest [35, 65, 72, 73, 78].
1. Model parameters
Under an appropriate choice of parameters, the WC
model can give rise to oscillatory firing rate dynamics
[53]. Such rhythmic activity is ubiquitous in large-scale
neural systems [1] and is the dynamical behavior of inter-
est for this investigation. While the frequencies of oscilla-
tions observed in neural systems can span orders of mag-
nitude [1], local neuronal ensembles and individual brain
areas often generate oscillations in the gamma frequency
band (30-90Hz) as a result of feedback between coupled
excitatory and inhibitory neurons [4, 79, 80]. Further-
more, gamma oscillations and synchronization of gamma
activity between distributed brain areas are associated
with the flow of information between neuronal ensem-
bles [10, 81, 82], are modulated by stimuli [15, 16], and
are thought to underlie a number of cognitive processes
[6]. Motivated by the fact that gamma oscillations are ro-
bustly observed in local excitatory-inhibitory circuits, we
set the parameters of the phenomenological WC model
such that individual brain regions oscillate in the gamma
band [71] (see Table I). We note that it may also be
interesting in future work to investigate other frequency
bands or multiple frequency bands simultaneously [83].
As discussed further in Sec. SI, the non-specific back-
ground input PE is the typical control parameter used to
tune the behavior of an isolated WC unit. In particular,
at low values of PE , a single WC unit flows towards a
low-activity steady-state (Fig. S1A), and at high values
of PE , the system reaches a stable high-activity steady-
state (Fig. S1C). At intermediate values of the excitatory
drive, an isolated unit – with the parameters given in Ta-
ble I – will undergo a bifurcation and exhibit rhythmic
activity in the gamma frequency band (Fig. S1B). Up
to a point, increasing PE within this intermediate region
leads to oscillations with increasing amplitude and fre-
quency (Fig. S1D–F).
The situation becomes more complex when multiple
WC units are coupled via the structural connectome. In
this scenario, an individual region’s dynamics are deter-
mined by a combination of the constant background drive
PE and the strengths of delayed inputs from other parts
of the network, which are modulated by the coupling C
and the structural connectivity A. To account for these
two influences, we consider both PE and C as tuning pa-
rameters, and examine working points of the model at
which the combination of PE and C generate oscillatory
activity in individual brain areas. Finally, we set the sig-
nal propagation speed to a fixed value of v = 10m/s,
which is in the range of empirical observations and pre-
vious large-scale modeling efforts [35].
6TABLE I. Parameter values for the large-scale Wilson-Cowan
neural mass model and for the numerical simulations.
Parameter Description Value
v propagation speed 10m/s
C global coupling strength 0–5
τE excitatory time constant 2.5ms
τI inhibitory time constant 3.75ms
aE excitatory gain 1.5
aI inhibitory gain 1.5
µE excitatory firing threshold 3.0
µI inhibitory firing threshold 3.0
cEE local E to E coupling 16
cIE local I to E coupling 12
cEI local E to I coupling 15
cII local I to I coupling 3
P baseE baseline excitatory background drive 0.45–0.9
∆PE perturbation strength 0.1
PI inhibitory background drive 0
σE excitatory noise strength 5× 10−5
σI inhibitory noise strength 5× 10−5
dt integration time step 7× 10−5s
dtds downsampled time step 1× 10−3s
2. Incorporating the effects of local excitations on network
activity
We wish to investigate how local perturbations of pop-
ulation activity affect brain-wide dynamics. In particu-
lar, we will examine the effects of increased excitation
to a single brain area. Such heightened regional acti-
vation is incorporated into the model by increasing the
level of drive to the excitatory subpopulation of the per-
turbed neural mass unit, while leaving the excitatory in-
put at the original baseline value for all other brain ar-
eas [35]. We note that, phenomenologically, excitation
of a local brain region could occur through a number of
mechanisms, including sensory input, brain stimulation,
or, alternatively, due to internal processes that regulate
inputs to or excitability levels of specific neuronal pop-
ulations. The goal of this work is to study the effects
of localized excitations generally, rather than to design a
detailed model of a specific type of perturbation.
In the model, a selective increase in drive to region j
is implemented by increasing the constant background
excitation to region j, PE,j , by an amount ∆PE > 0 (see
Fig. 1E for a schematic). Thus, we take PE,j → PE,j +
∆PE , where ∆PE denotes the strength of the activation.
The baseline condition corresponds to the situation in
which all brain areas receive the same level of background
input, such that PE,i = P
base
E for all i. The dynamics of
the system in the baseline state can then be compared
to the case of specific additional drive to a single unit j,
where we have PE,j = P
base
E + ∆PE and PE,i = P
base
E for
all i 6= j.
D. Numerical methods and simulations
The equations governing the time evolution of the ex-
citatory and inhibitory sub-population activity of each
brain area form a system of coupled stochastic, delayed
differential equations. We numerically integrate this sys-
tem of equations using the Euler-Mayurama method with
a time step of dt = 7 × 10−5s. For the time delays, we
round each τij to the nearest multiple of the integration
time step dt, such that each delay corresponds to an in-
teger number of time steps. For the initial conditions,
we assume a constant history for each unit’s activity of
length equal to the longest delay in the system. After
running a simulation, we discard the first tburn = 1 sec-
ond so that our analysis is not biased by transients or
the specific choice of initial conditions. Each time-series
is then downsampled to a resolution of dtds = 1× 10−3s.
We often report quantities averaged over several realiza-
tions of the simulations with different instantiations of
the initial conditions and noise. We specify when re-
ported measures refer to ensemble averages, and when
they depict data derived from a single simulation. The
parameters for the numerical simulations are shown in
Table I.
E. Power spectra
Useful characteristics of the simulated brain activity
are apparent in the frequency domain (see Fig. 1F). Here,
we use Welch’s method (as implemented in MATLAB
R2019b) to estimate the power spectral density (psd) of
the excitatory population activities. We use window sizes
of 1 second with 99% overlap, and subtract the mean of
each time-series before computing the psd.
F. Quantifying interareal phase-locking
To quantify the strength of temporal coupling between
different brain areas, we use the phase-locking value
(PLV) [84]. This measure is commonly used to assess
the level of coherence between pairs of oscillatory time-
series in a given frequency band. Importantly, because
the state variables in the WC model are real-valued sig-
nals corresponding to population firing rates, with possi-
bly multiple spectral components, we compute PLVs for
a given frequency band by (1) filtering raw excitatory
time-series within the specified frequency range, and (2)
extracting instantaneous phases for the given frequency
band using the Hilbert transform (see Fig. 1F). In the
following two sections, we first describe the estimation
of instantaneous phases using the Hilbert transform, and
we then describe the computation of the phase-locking
value in more detail.
71. Instantaneous phases from the Hilbert transform
Given a real-valued signal X(t), it is possible to de-
fine instantaneous phase and amplitude variables that
describe the signal using the Hilbert transform. Impor-
tantly, although the Hilbert transform can theoretically
be computed for an arbitrary signal X(t), the instanta-
neous amplitude A(t) and phase θ(t) are only physically
meaningful for relatively narrowband signals [85]. It is
therefore necessary to bandpass filter a signal before tak-
ing the Hilbert transform. Here, raw time-series were
bandpass filtered in a frequency range fo ±∆f Hz using
a 6th-order Butterworth filter in the forward and back-
ward directions. In the results section, we describe how
fo and ∆f are determined during the presentation of
various findings that depend on computing the Hilbert
phase. Filtering was carried out in MATLAB using the
‘butter’ and ‘filtfilt’ functions. After filtering the simu-
lated neural activity, the Hilbert transform was applied in
order to extract instantaneous phases for the given fre-
quency band. The Hilbert transform was implemented
using the ‘hilbert’ function in MATLAB. More details on
the Hilbert transform can be found in Sec. SVIII.
2. Functional connectivity from the phase-locking value
The outputs of the filtering and Hilbert transform pro-
cess described in the previous section are instantaneous
phases θi(fo, t) derived from the excitatory activity Ei(t)
of each brain region i at a given central frequency fo and
time t (Fig. 1F). Equipped with these phase variables, we
can quantify functional interactions among brain areas in
a given frequency band using measures of phase-locking.
A frequently used measure of the coherence between dis-
tinct brain areas is the PLV. The PLV – which we will de-
note symbolically as ρij – between two phase time-series
θi(t) and θj(t) is given by
ρij =
∣∣∣∣∣ 1Ts
Ts∑
t=1
ei[θi(t)−θj(t)]
∣∣∣∣∣, (5)
where Ts is the number of sample time points over which
we wish to compute the phase locking. The PLV thus
quantifies the consistency of the relation between two
phases θi(t) and θj(t). If the phase difference ∆θij(t) =
θi(t) − θj(t) is constant over a given time window, ρij
will be equal to 1. On the other hand, if the phase dif-
ferences ∆θij(t) are distributed uniformly across a given
time segment, ρij will be approximately 0. In this study,
we will use the PLV to quantify phase coherence between
the simulated firing rate activity of pairs of brain regions
within a particular frequency band (Fig. 1F).
We would also like to ensure that the PLV reflects the
consistency of phase relations that arise from interactions
(direct or indirect), and not locking arising from the fact
that two regions happen to have the same frequency, but,
possibly, a different phase relation in every trial. We
therefore concatenate phase time-series from different tri-
als before computing the PLV [86], where each trial is a
simulation run with a different random initial condition
and different noise realization. In this way, a high PLV
between two brain regions indicates that, across time and
trials, the activity of the two regions exhibits a consistent
phase relationship within a particular frequency band.
As with structural connectivity, it is useful to think of a
given N×N matrix of PLV values as a network where the
element (edge) ρij is the phase coherence between region
(node) i and region (node) j. In contrast to the struc-
tural network, this network represents the presence of
functional associations (the PLV) between brain regions’
activity. Following common terminology, we will thus
often refer to phase-locking as “functional connectivity”,
and we will refer to phase-locking matrices as “functional
connectivity matrices” or “functional networks”.
3. Statistical analyses
All data and statistical analysis was performed in
MATLAB release R2019a. Statistical dependencies be-
tween two variables were assessed via the Spearman rank
correlation, using the built-in MATLAB function ‘corr’.
Throughout the text, we denote the Spearman correla-
tion coefficient as rs. Rank correlations are considered
statistically different from zero if the corresponding p-
value is less than 0.05.
III. RESULTS
A. Baseline dynamical regimes of the brain
network model
As described in Sec. II C, we model whole-brain dy-
namics as a system of coupled WC units, where the cou-
pling topology is informed by empirical measurements of
anatomical brain connectivity. Depending on the values
of various parameters, the brain network model can ex-
hibit different qualitative behaviors. Importantly, differ-
ent baseline states may in turn result in distinct modula-
tions of brain-wide activity patterns in response to local
perturbations. Thus, in this section, we first character-
ize the behavior of the system for the baseline condition
in which all areas receive the same amount of excitatory
drive. This initial study will allow us to focus our sub-
sequent investigations on relevant parts of the parameter
space, and to study how the effects of excitations depend
upon the system’s baseline state.
We focus on two parameters of interest: (1) the level
of generic background input received by the excitatory
populations of all brain areas P baseE and (2) the global
coupling strength C. Recall that for an isolated WC
unit, P baseE is a control parameter that induces a bifur-
cation [53, 87] in the firing rate activity. However, when
8examining a network of coupled neural masses, the dy-
namics of each component are also dictated by inputs
from other units in the system. The parameter C is a
second control parameter that globally scales the inter-
action strength between pairs of brain areas by tuning
how much input a given region receives from its neigh-
bors in the network. This coupling can hence be thought
of as modulating the overall influence of network activ-
ity on regional dynamics. The nature of both local and
network-wide dynamical behaviors will thus change de-
pending on the combination of P baseE and C, allowing the
system to exist in markedly different states.
To quantify how model behavior varies as a function
of P baseE and C, we perform a sweep over a broad range
of these two quantities, considering values of P baseE ∈
[0.45, 0.9] in steps of ∆P baseE = 0.05, and values of
C ∈ [0, 5] in steps of ∆C = 0.1. These parameter ranges
were chosen to allow for the exploration of multiple dy-
namical regimes of the system while ensuring that the
model exhibits oscillatory dynamics. For each parame-
ter combination, we run five 2-second-long simulations.
The values of all other parameters are defined in Table I,
with the exception that, for these phase-space analyses,
we run noiseless simulations in order to more precisely
demarcate the boundaries between different dynamical
regimes of the model.
1. Long-range coupling strength and background drive tune
baseline dynamical state
We begin by computing two measures that quantify
regional dynamics: (1) the time-averaged firing rate of a
region E(t), and (2) the frequency at maximum power
(peak frequency) of a region fpeak. To obtain sum-
mary measures characterizing the state of the system as
a whole, we compute network-averages of these quanti-
ties, denoted by angled-brackets. In studying 〈E(t)〉 as
a function of P baseE and C, we observe three principal
regimes (Fig. 2A). When both P baseE and C are low, the
system settles to a state of low average firing rate (white
region); this state corresponds to a non-oscillatory, low-
activity equilibrium. In contrast, when P baseE and C are
both high, the average firing rate saturates at a high
level (dark green region); this state corresponds to a non-
oscillatory, high-activity equilibrium. Finally, at inter-
mediate values of these parameters, the mean firing rate
varies between the low and high extremes, and the re-
gional activity is oscillatory; because we wish to consider
the rhythmic nature of neuronal population activity, this
is the relevant portion of parameter space.
Next we seek to understand how 〈fpeak〉 varies in the
P baseE – C plane (Fig. 2B). A clear wedge-shaped area
marks parameter combinations that give rise to network-
averaged peak frequencies in the gamma range (i.e., the
frequencies range from approximately 30 – 65 Hz in the
colored region). As with the firing rate, the main oscilla-
tion frequency tends to increase (decrease) with either in-
creasing (decreasing) background excitation or coupling
strength within this parameter regime. By comparing
Fig. 2B to Fig. 2A, we see that the white areas surround-
ing the purple wedge correspond to the regions of phase
space where the firing saturates at a fixed low or high
value. In Sec. SII, we describe a systematic method for
determining boundaries in the 2D space spanned by C
and PEbase that indicate the onset or disappearance of
oscillatory activity (see Fig. S2). In what follows, we use
P ∗E(C) to denote the level of background drive at which
oscillations begin to emerge for a fixed coupling strength
C.
To provide further intuition for how dynamics vary
within parameter space, we study example time-series
and power spectra for three different baseline states (col-
ored dots in Figs. 2A,B). Note that these working points
correspond to an intermediate coupling value of C = 2.5,
but varying levels of input P baseE . We begin with the
working point P baseE = 0.553, which sits just beyond the
boundary indicating the transition to sustained rhyth-
mic activity. From the time-series, we observe that the
firing rate is oscillating (Fig. 2C), and from the spec-
tra, we observe a peak frequency of ≈40Hz on a broad-
band background (Fig. 2D). We next consider the work-
ing point P baseE = 0.57. In this state, each unit re-
ceives a slightly higher level of excitatory drive, leading
to higher-amplitude oscillations (Fig. 2E,F). However, al-
though peak spectral power increases, complex amplitude
modulations can still be seen in the corresponding time-
series (Fig. 2D). Finally, we consider the working point
P baseE = 0.7. Here, the activity is characterized by regu-
lar, high-amplitude oscillations (Fig. 2G). Furthermore,
inspection of the power spectra indicates a single, nar-
row peak at a slightly higher frequency than the previous
working point (Fig. 2H).
2. Network-averaged phase coherence is non-monotonically
modulated by coupling strength and background drive
Both the firing rate and the power spectra are local
measures that quantify the behavior of individual re-
gions’ dynamics. However, in network systems, it is also
imperative to define order parameters that capture in-
formation about interactions between components or the
amount of order in the network. Indeed, for systems
composed of coupled units, the system “state” is defined
not only by the dynamical behavior of individual units,
but also by how those dynamics are interrelated between
units. Here, we are interested in the degree to which
regional dynamics are coherent, which we quantify via
the PLV between regions’ firing rates (Sec. II F 2). To
compute the PLV between brain areas for baseline con-
ditions, we first determined the peak frequency of each
unit at a given set of parameters. We then filtered re-
gional activity in a frequency band spanning 10Hz above
the maximum peak frequency and 10Hz below the mini-
mum peak frequency across all brain areas, and extracted
9FIG. 2. Long-range coupling strength C and background drive P baseE modulate regional firing rates and oscillation
frequencies at baseline. (A) The time- and network-averaged population firing rate 〈E(t)〉 as a function of C and P baseE
(units are arbitrary). (B) The network-averaged peak frequency of regional activity 〈fpeak〉 as a function of C and P baseE . (C)
A segment of the activity of one brain area and (D) the corresponding power spectra of the same area at the baseline working
point denoted by the red dot in panels A and B (P baseE = 0.553, C = 2.5). (E) A segment of the activity of one brain area and
(F) the corresponding power spectra of the same area at the baseline working point denoted by the orange dot in panels A and
B (P baseE = 0.57, C = 2.5). (G) A segment of the activity of one brain area and (H) the corresponding power spectra of the
same area at the baseline working point denoted by the yellow dot in panels A and B (P baseE = 0.7, C = 2.5).
Hilbert phases from the filtered signals (see Sec. II F for
details). Finally, PLVs between all pairs of brain areas
were computed as described in Sec. II F 2 and Eq. 5, using
50 different simulations (trials) of 5 seconds each (with
noise included).
To summarize how the overall level of coherence in
the network varies as a function of the background drive
and coupling strength, we defined a macroscopic phase-
locking order parameter: the average of the pairwise
PLVs across all pairs of units in the network,
ρglobal = 〈ρij〉. (6)
This quantity ranges between 0 and 1, where large values
indicate a more dynamically ordered state and where low
values indicate a more incoherent state of network activ-
ity. In general, we find that the level of background in-
put and the coupling strength interdependently tune the
global level of coherence in the system (Fig. 3A). At low
coupling strengths, brain areas cannot coordinate their
dynamics and ρglobal remains at a relatively low value
for a range of excitatory drives. Hence, for very weak
coupling, system dynamics are in a relatively disordered
state. In contrast, as the coupling is increased, we begin
to see a qualitative change in behavior. For higher values
of C, we observe that ρglobal varies non-monotonically
as a function of the background drive: ρglobal first in-
creases and then decreases as a function of P baseE . For a
given coupling C, there appears to be a “critical” value
at relatively small but non-zero P baseE −P ∗E(C) where the
system develops a well-defined peak in global coherence.
As the background drive is increased further, the global
order parameter begins to decrease and then eventually
plateaus, albeit with some fluctuations. More specifically,
at levels of background drive well beyond the “critical
state” of peak coherence, ρglobal relaxes to an interme-
diate value between its peak value and its value at the
lowest background input. In this regime, the system re-
sides in a state of partial order. Increasing the interareal
coupling strength has the effect of amplifying the peak
value of ρglobal (although ρglobal remains below 1 for all
couplings considered), but does not appear to affect the
global phase-locking level to the right side of the peak.
To provide further intuition for this behavior, we focus
on an intermediate coupling of C = 2.5, and calculate
the pairwise coherence patterns ρij for several values of
the background drive (Fig. 3C). At the lowest level of
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FIG. 3. Long-range coupling strength C and background drive P baseE modulate network phase-coherence at
baseline. (A) The global order parameter ρglobal vs. P baseE −P ∗E(C), for different fixed values of C. (B) The difference between
the global and local order parameters, ρglobal − ρlocal, vs. P baseE − P ∗E(C), for different fixed values of C. (C) Region-by-region
PLV matrices for various values of P baseE − P ∗E(C) at fixed C = 2.5. The boxed matrices (from top to bottom) correspond to
the red, orange, and yellow working points in Fig. 2.
excitatory input (P baseE − P ∗E(C) = 0), some organiza-
tion can be seen in the coherence matrix, but the sys-
tem is very weakly phase-locked overall. In this state,
units exhibit relatively low amplitude oscillations, and
are therefore more influenced by noise. It is thus rea-
sonable to expect relatively low levels of global phase-
locking at low background drive. However, with only
a small increase in the level of background drive (e.g.,
P baseE − P ∗E(C) = 0.003), we observe distributed in-
creases in the coherence values and a large spread of high,
medium, and low coherence pairs dispersed throughout
the network. Increasing the background drive slightly
more (e.g., P baseE − P ∗E(C) = 0.02) leads to the emer-
gence of large, highly-coherent blocks that span the net-
work. This input level corresponds to the peak in ρglobal
and represents a highly ordered state of the system. As
P baseE is increased further, though, phase-locking begins
to decrease widely throughout the network and the co-
herence pattern markedly changes. In particular, for high
P baseE − P ∗E(C), we observe the emergence of localized
groups of intermediate-to-high coherence (Fig. 3C, Row
3). For these high input levels, the phase-locking matrix
exhibits distinct block-like architecture that more closely
resembles the structural connectivity network. To un-
derstand this shift in the dynamic state of the system,
it is important to note that the increased amplitude of
local excitatory activity due to increasing P baseE alters
the extent to which units’ dynamics are locally generated
rather than induced by network coupling. In particular,
as P baseE increases, regions are pushed further towards
their individual limit cycles and dynamics become more
locally driven. The increased influence of local dynamics
seems to eventually hinder the ability of individual units
to adjust their rhythms and exhibit consistent phase re-
lationships. Note that phase-locking is also made espe-
cially difficult by the large variance in the distribution
of interareal delays imposed by the connectome’s spatial
embedding, and indeed, for high background drive states,
it appears that more strongly connected and spatially
nearby units are able to maintain stronger coherence.
In general, our observations point to complex behav-
ior in which the macroscopic order parameter (global
phase coherence) varies non-monotonically as a function
of the background drive and network coupling strength
(Fig. 3A,C). Therefore, a variety of qualitatively different
regimes exist, beyond just a simple binary separation be-
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tween an asynchronized state and a synchronized state.
It is also important to note that, while a similar level
of ρglobal can occur for input strengths below and above
the coherence peak, these two states of partial coherence
are qualitatively different from one another (compare the
first and third rows of Fig. 3C). To more quantitatively
distinguish network states before and after the point of
peak coherence, we also considered a local order param-
eter, ρlocal:
ρlocal =
∑N
i,j=1 Aijρij∑N
i,j=1 Aij
. (7)
From Eq. 7, we see that ρlocal is a weighted average of ρij ,
with weights equal to the strength of structural brain net-
work connections. In this way, ρlocal will be larger when
more strongly structurally connected brain areas are
more phase-locked. In Fig. 3B, we show ρlocal−ρglobal vs.
P baseE −P ∗E(C) for different values of the coupling strength
C. These plots exhibit a clear upward trend, indicating
that with increasing background input, the amount of lo-
cal coherence increases relative to the amount of global
coherence. Hence, the macroscopic state of the system
becomes increasingly constrained by structure as local
excitatory drive increases. Thus, even though the global
phase-locking value can be similar on either side of peak
ρglobal, the system is in qualitatively different dynamical
modes.
It is crucial to remark that the behavior we observe
here contrasts starkly with the behavior that occurs in
simpler phase-oscillator models, where synchronization
typically increases monotonically with coupling strength.
A critical difference between phase-based models and the
more realistic Wilson-Cowan system considered here is
that, for the latter case, unit dynamics are described
and coupled not by a phase variable, but rather by an
oscillatory, real-valued signal that represents fluctuating
population firing rates. Hence, changes in the amplitude
or stability of a region’s local dynamics can affect the
dynamical state of the system as a whole. Indeed, the
preceding analyses show that modulations of the net-
work interaction strength, as well as the level of back-
ground input, push the system into very different dy-
namical regimes. Crucially, this capacity of the model
will allow us to examine how the effects of local changes
in neural activity depend not only on which area in the
network is excited, but also on the baseline working point
of the system as a whole, as determined by the level of
background drive to the network.
B. Effects of regional excitations on spectra and
phase-locking
Having characterized the brain network model under
baseline conditions, we now investigate how local en-
hancements of neural activity modulate brain network
dynamics. Because we are interested in how the macro-
scopic state of the network may influence the impact of a
localized perturbation, we study three qualitatively dis-
tinct dynamical regimes, and examine in detail the effects
of local excitations for each case. In particular, we fo-
cus on a fixed intermediate coupling strength C = 2.5
for which the system exhibits a clear peak in ρglobal
(Fig. 3A), and we select three different values of the back-
ground input P baseE that place the system either in a state
preceding, at, or following the global coherence peak. For
each working point (WP1, WP2, and WP3), we exam-
ine how regional perturbations of a fixed strength affect
the spectra of individual regions and influence interareal
phase-locking. Note that stimulation of a single brain
region j is always introduced by increasing the excita-
tory input to region j by an amount ∆PE,j = 0.1, while
keeping all other regions at their working-point-specific
baseline drive (see Sec. II C 2 for details). We also remark
that our goal is not to exhaustively analyze all possible
working points, but rather to demonstrate that differ-
ent dynamical regimes can produce qualitatively distinct
behaviors. Finally, we note that in Sec. SV, we verify
that results hold for different values of P baseE in the vicin-
ity of those studied in the main text, and in Sec. SVII,
we examine an alternative value of the global coupling
(C = 2).
C. Working point 1: Pre-global coherence peak
We begin by considering a working point (WP1) lo-
cated at C = 2.5 and P baseE = 0.553, below the point of
peak coherence (Fig. 3C, Row 1, Column 2). In this state,
the system is perched just past the boundary marking
the transition between the quiescent state of low activity
and the commencement of rhythmic dynamics. Hence,
regional activity is oscillatory but of relatively low am-
plitude (see Fig. 2C), and the power spectra is broad (see
Fig. 2D).
1. Local excitations induce distinct modifications to power
spectra
To begin, we examine the effects of a localized increase
in drive to a single brain area on regions’ time series and
power spectra (Fig. 4A-C). In agreement with a number
of past experimental and modeling studies [16, 83, 88, 89],
increased drive to the excitatory pool of region j increases
the firing rate and frequency of oscillations in the ac-
tivated region (Fig. 4C, Left). In particular, stimula-
tion causes an increase in the power, narrowing of the
spectra (associated with an increase in periodicity of re-
gional activity), and a shift of the peak frequency from ≈
40Hz at baseline to ≈ 50Hz when excited. We also note
the appearance of modulation sidebands [86] in the ex-
cited spectra to the left and right of the peak frequency.
The left sideband occurs near the main frequencies of the
baseline spectral peak (≈ 34Hz) and the right sideband
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FIG. 4. Regional excitation causes local and downstream changes to brain areas’ power spectra in different
frequency bands at WP1. (A) Schematic of a brain network depicting the site j of selective excitation in brightest red.
The black arrows point to two other regions k and l that lie progressively further away from the perturbed area. Note that
in this figure, regions j, k, and l correspond to brain areas 1 (R–Lateral Orbitofrontal), 4 (R–Medial Orbitofrontal), and 10
(R–Precentral), respectively. (B) Left: A segment of region j’s activity time-course in the baseline condition. Right: A segment
of region j’s activity time-course when it is perturbed with additional excitatory input ∆PE,j . (C) Power spectra of the excited
area j and two other downstream regions k and l. In all three panels, the lighter curves correspond to the baseline condition, and
the darker curves correspond to the state in which j is driven with increased current. The gray vertical lines indicate the peak
frequency of region j, fpeak,j , in the excited condition. (D) Histogram of the shift in peak frequency ∆f
peak
j,δj
induced by exciting
unit j, plotted over all choices of the perturbed area. (E) Distribution of peak frequencies of all units in the baseline condition
(light gray) and distribution of the peak frequency units acquire when directly excited (dark gray). (F) Average power spectra
〈psdi〉 over all units i 6= j at baseline (light gray) and when unit j is perturbed with additional input (dark gray). (G) The
average difference 〈∆psdiδj 〉 of the spectra of unit i 6= j when unit j is excited and in the baseline condition, where the average
is over all units i 6= j. For reference, the two light gray vertical lines denote the minimum and maximum peak frequency of
units in the baseline state, and the dark gray line indicates the peak frequency acquired by the excited region j. Shaded boxes
denote two frequency bands of interest: (1) the baseline band (purple) consisting of the main oscillation frequencies of brain
areas under baseline conditions, and (2) the excited band (green) centered around the peak frequency that perturbed regions
inherit under increased excitatory drive. Note that 〈∆psdiδj 〉 exhibits modulations in both bands. In subsequent analyses,
we assess perturbation-induced changes in functional interactions between brain areas by computing the difference in the PLV
between the baseline state and the state when unit j is excited. These modulations are computed separately for the baseline
frequency band, ∆ρbasekl,δj (purple), and for the excited band ∆ρ
exc
kl,δj
(green).
is nearly a mirror image. These sidebands arise due to
the modulation of the excited region’s time-series by the
lower-frequency input it receives from other areas in the
network [86]. This modulation also results in a spectral
peak at ≈ 16Hz – which is the difference between the
new, excited frequency and the sideband peaks, and is
a marker of quasiperiodic amplitude modulation in the
time-series. To more carefully quantify the effects of an
excitation to region j, we consider the shift in the peak
frequency of unit j, ∆fpeakj,δj = f
peak
j,δj
− fpeakj,o , between its
baseline and excited states (Fig. 4D). We calculate these
differences for all choices of the activated brain area, and
find that they range from about 6Hz to 16Hz, with an av-
erage value of 〈∆fpeakj,δj 〉 = 〈f
δj
peak,j − fopeak,j〉 ≈ 10Hz. We
also find that these perturbation-induced shifts in the
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peak frequency yield excited frequencies that are well-
separated from the range of peak frequencies in the base-
line state (Fig. 4E).
We next consider the power spectra of two other units
k and l located at increasing distances from the excited
region (Fig. 4C, Middle, Right). We observe that unit
k maintains its initial frequency content, but also devel-
ops new clearly defined peaks centered at the frequency
of the excited region and at the difference of the excited
frequency and the baseline peak. In contrast, the spectra
of unit l – which is further away from the excited site – is
relatively unchanged. Hence, depending on the network
coupling, increasing the drive to region j can also modu-
late the spectra of a downstream region. To summarize
more generally how the spectra of downstream brain ar-
eas are altered by driving area j with additional input, we
examine the average power spectral density 〈psdi〉 over
all units i 6= j both at baseline and when unit j is excited
(Fig. 4F). At baseline, the network-averaged spectra at
this working point is relatively broad and complex. It
contains multiple peaks – a main one at 38Hz and two
smaller peaks around 34Hz and 41Hz. In addition, a local
excitation in the network produces complex and broad-
band alterations in power, as expected in a scenario of
quasiperiodic entrainment between nonlinear oscillators
[90]. For this example, we observe the appearance of an
entirely new peak at 50Hz, but also an enhancement of
the lowest baseline peak and a depression of the high-
est baseline peak. These modulations are perhaps more
apparent in Fig. 4G, which shows the average difference
〈∆psdi,δj 〉 of the spectra of unit i 6= j between when unit
j is excited and the baseline condition, where the aver-
age is over all units i 6= j. In sum, we see that a regional
enhancement of neural activity causes non-local modu-
lations in power both at the frequency of the directly
excited brain area, as well at the system’s baseline oscil-
lation frequencies. These analyses suggest that there are
two relevant frequency bands to consider for subsequent
analysis: (1) a relatively broad band containing the main
frequencies of brain areas in the baseline state, and (2) a
band centered around the peak frequency of the excited
unit. In what follows, we will denote these two bands
as “baseline” and “excited”, and consider the change in
phase-locking, ∆ρbasekl,δj and ∆ρ
exc
kl,δj
, in each band due to
a local perturbation.
2. Excitations of regional activity induce or alter interareal
phase-locking in excited and baseline frequency bands
We are now prepared to study how local excitations of
a single brain area alter the coordination of network-wide
dynamics. To do so, we examine changes in interregional
phase-locking. We separate our analysis into two fre-
quency bands – baseline and excited – by filtering the
activity time-series in each frequency band, extracting
Hilbert phases from the filtered signals, and then cal-
culating the PLV for each pair of regions within each
band (see Fig. 1E). Details regarding the filtering pro-
cess, the extraction of phases via the Hilbert Transform,
and the calculation of the PLV can be found in Secs. II F 1
and II F 2. Since spectra are relatively broad at baseline,
the baseline frequency band is determined by finding the
peak frequency of all units in the baseline state, and set-
ting the band to encompass frequencies 10Hz below the
smallest peak frequency and 10Hz above the largest peak
frequency. For the much narrower excited band, we ex-
tracted the peak frequency of the activated region (which
is well-defined), and set the band to range from 1.5Hz be-
low to 1.5Hz above that frequency. This range was chosen
so as to contain the majority of the excited band peak,
while including as little of the original baseline band as
possible. If the peak frequency of the stimulated area was
not more than 3.5Hz above the largest baseline peak fre-
quency, then we only examined phase-locking changes in
the baseline frequency band. Our choices are motivated
by the following observation: the notion of an excited
frequency band is only meaningful when a perturbation
introduces a new frequency into the system that is well
separated from the frequencies present in the baseline
condition. Also, because the excited frequency band is
induced by the perturbation, we consider only increases
in the PLV within the excited band. On the other hand,
since units are already oscillating at frequencies in the
baseline band prior to a perturbation, we consider the
absolute change in the PLV within the baseline band.
To provide intuition about how interareal phase-
locking is altered upon a local excitation, we consider the
effect of exciting two different brain areas (Fig. 5A,C).
These examples first show that excitation of a local brain
area can induce phase-locking at the excited frequency
(Fig. 5C), but can also cause reconfigurations of coher-
ence in the frequency band containing the original oscil-
latory activity of the system (Fig. 5A). Further, the pat-
terns induced in the excited band are clearly distinct from
the modulations in coherence that occur in the baseline
band, for both choices of the stimulation region. Second,
we note that the changes in baseline band phase-locking
∆ρbaseij (Fig. 5A) and the increases of excited band phase-
locking ↑ ∆ρexcij (Fig. 5C) are markedly different between
stimulation of region j (left panels) and stimulation of
region k 6= j (right panels). Thus, depending on the
frequency band considered and on the excited area’s lo-
cation within the large-scale brain network, stimulation
induces different modifications to phase-locking relation-
ships across the system as a whole.
To summarize the overall diversity of the network-wide
response to a regional excitation, we calculate the aver-
age change in the PLV induced by driving each brain area
with additional input. We use the notation 〈|∆ρbaseδj |〉
and 〈↑ ∆ρexcδj 〉 to denote the network-average of abso-
lute changes in baseline band PLV and positive changes
in excited band PLV induced by activating region j, re-
spectively. Using these quantities, we observe that the
global response to an excitation of a specific brain area
exhibits a large degree of variability (Fig. 5B,D). Activat-
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FIG. 5. Phase coherence modulations at WP1 are driven by local excitations of neural activity, differ between
excited and baseline frequency bands, and are differentially related to structural and functional network
properties. (A) Pairwise changes in the PLV inside the baseline band ∆ρbase when region j (Left) or region k 6= j (Right)
is perturbed. Note that in this figure, regions j and k correspond to regions 4 (R–Medial Orbitofrontal) and 23 (R–Lateral
Occipital), respectively. (B) Network-averaged absolute PLV changes in the baseline band 〈|∆ρbaseδj |〉 caused by excitation to
different brain areas. (C) Pairwise increases in PLV inside the excited band ∆ ↑ ρexc when region j (Left) or region k 6= j
(Right) is perturbed. (D) Network-averaged positive PLV changes in the excited band 〈↑ ∆ρexcδj 〉 caused by excitation to
different brain areas. (E) The quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Left), and the quantity 〈↑ ∆ρexcδj 〉 vs.
structural node strength sstrucj (Right). (F) The quantity 〈|∆ρbaseδj |〉 vs. functional node strength sfuncj (Left), and the quantity
〈↑ ∆ρexcδj 〉 vs. functional node strength sfuncj (Right). In panels (E) and (F), insets indicate Spearman correlation coefficients
between the plotted quantities, and their associated p-values).
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ing some areas induces much greater system-wide modu-
lations of interareal phase locking than activating others.
Furthermore, regions that cause the most noticeable en-
hancement of the PLV inside the excited frequency band
are not necessarily those that cause the largest absolute
alterations of the PLV in the baseline band. This ob-
servation suggests that two different mechanisms may be
responsible for the distinct effects observed at the base-
line and excited frequencies.
Another important consideration is how phase-locking
changes are spread throughout the network. Are PLV
modifications distributed locally – concentrated near the
excited brain region – or are the changes dispersed more
widely across the system? By quantifying the spatial
extent of phase-coherence modulations (see Sec. SIII),
we find that the phase-locking reconfigurations inside the
baseline frequency band are distributed more widely than
the phase-locking enhancements inside the excited band
(Fig. S3A). This observation indicates that alterations
to functional interactions induced in the baseline band
tend to be more widely distributed, whereas alterations
induced in the excited band are more focused near the
site of the perturbation.
3. Structural and functional connectivity are linked to
different types of phase-locking modulations
The results presented in the previous section suggest
that enhancements of neural activity in a localized brain
area can cause distinct types of alterations to the tem-
poral coordination between brain areas, and also suggest
that different regions in a large-scale brain network may
play variable roles in their ability to induce or modu-
late such interactions. These findings beg the question:
What aspects of the system may drive or predict these di-
verse responses? In this section, we explore the extent to
which properties of structural or baseline functional net-
work connectivity are related to changes in phase-locking
patterns induced by regional excitations.
We begin by considering relationships between the
structural connectivity of a given brain area and the
changes in PLV induced by regional excitation. Because
the network of anatomical connections couples different
brain areas and allows them to directly interact, it is rea-
sonable to hypothesize that the organization of this net-
work should play a role in guiding the influence of a per-
turbation. A common measure of a brain area’s impor-
tance in an anatomical network is its structural strength
sstrucj =
∑N
i=1Aij [91], where larger strengths correspond
to more strongly anatomically connected brain areas.
We study 〈|∆ρbaseδj |〉 and 〈↑ ∆ρexcδj 〉 as functions of sstrucj
(Fig. 5E). Interestingly, at this working point we find that
global changes in the PLV at frequencies corresponding to
regions’ naturally-emerging oscillations are not strongly
predicted by the structural strength of the brain area
that receives additional drive (scatter plot of purple data
points). In contrast, we do observe a strong relationship
(Spearman correlation rs = 0.96, p < 0.001) between
structural strength and the induced phase-locking in the
excited band (scatter plot of green data points). This
result indicates that more structurally connected units
generate larger overall enhancements of phase-locking at
the frequency of the directly stimulated area.
Although the organization of the brain’s structural net-
work is crucial in determining the evolution of macroscale
brain dynamics, it is not the only governing factor. Intu-
itively, we may also expect functional interactions to play
a role in guiding the effects of a perturbation, since the
presence of a functional connection between two brain
areas implies an interdependence of their dynamics – en-
forced by the current collective oscillatory state – that
can occur even in the absence of a direct structural con-
nection. Given this reasoning, we proceeded to exam-
ine relationships between units’ baseline coherence and
changes in phase-locking induced by local excitations.
More specifically, we consider the baseline functional
strength of node j, defined as sfuncj =
∑N
i=1 ρij (where
ρij is phase-coherence between units i and j at baseline).
This measure is equal to the total phase-coherence be-
tween region j and all other brain areas, and quantifies
how dynamically integrated a given region is to the net-
work as a whole.
We study 〈|∆ρbaseδj |〉 and 〈↑ ∆ρexcδj 〉 as functions of sfuncj
(Fig. 5F). Curiously, in contrast to structural strength,
we observe a consistently stronger relationship between
baseline band phase-coherence modulations and func-
tional strength (Fig. 5F, Left). In particular, the aver-
age absolute change in phase-locking in the baseline fre-
quency band, 〈|∆ρbaseδj |〉, is strongly positively correlated
with functional node strength (rs = 0.73, p < 0.001).
Thus, at this working point, perturbing more function-
ally interconnected regions drives larger absolute changes
in interareal phase-locking in a frequency band contain-
ing the baseline oscillations. This result should be con-
trasted to the results from structural node strength, for
which there were no strong relationships regarding the
reconfiguration of coherence at the baseline oscillation
frequencies. Finally, we consider 〈↑ ∆ρexcδj 〉 as a func-
tion of the functional strength sfuncj (Fig. 5F, Right), and
find that these two quantities exhibit a weaker but still
significant negative Spearman correlation (rs = −0.39;
p < 0.001). This observation indicates that regions which
make strong functional associations to the rest of the net-
work actually tend to produce weaker enhancements of
phase-locking in the excited band when driven with in-
creased input. Put another way, regions that tend to
have stronger coherence at baseline are less flexible in
their ability to induce phase-locking at the new, higher
frequency that they acquire when perturbed.
The set of results discussed in this section highlights
the importance of considering both structural network
topology and the organization of functional interactions
– the latter being driven not only by structure, but also
by the dynamical state of the system. For the model
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working point considered in this section, we find that
structural and functional network properties are related
to distinct types of perturbation-induced changes. These
findings also make clear that two different mechanisms
govern the PLV changes induced in the excited vs. base-
line frequency bands. The phase-locking that arises in
the excited band reflects the transmission and replication
of periodic input from the directly excited area to and in
downstream regions. In particular, if the anatomical con-
nection between the stimulated site and a downstream
area is strong enough, then the stimulated area’s activ-
ity will induce a new spectral component in the receiving
area (see, e.g., Fig. 4C), and subsequently, the two re-
gions will exhibit phase-locking at the excited frequency.
In addition, even two areas that are not directly linked
can display a high PLV in the excited band due to strong
common input from the stimulated region, or due to the
propagation of the periodic stimulation signal along al-
ternative paths in the network. In sum, because the
spreading of the stimulated area’s activity is highly con-
strained by the presence of structural connections, it is
sensible that regions with stronger structural connectiv-
ity to other areas will more effectively drive downstream
regions and lead to larger excited band effects. Perhaps
more interesting are the reconfigurations of phase locking
that occur at the spontaneous frequencies of the network.
Modulations of phase coherence in the baseline frequency
band arise not due to a direct transmission of input, but
rather via a modification of the ongoing entrainment be-
tween units spontaneous rhythms. In turn, changes in the
mutual entrainment between brain areas’ activity induces
complex, nonlinear reorganizations of coherent interac-
tions. For WP1, these changes in functional coupling are
more related to the stimulated region’s coherence with
the network at baseline, rather than its anatomical con-
nectivity. Intuitively, this may in part be due to the fact
that perturbing a particular area decouples it from other
areas at the original oscillation frequency, such that stim-
ulating regions that are strongly coherent to begin with
leads to a reconfiguration of existing interactions in the
baseline frequency band.
D. Working point 2: Global coherence peak
In this section, we consider the effects of perturba-
tions to neural activity at a second working point (WP2),
where the baseline state of the system corresponds to the
“critical” state at the peak of ρglobal (see Fig. 3A). More
specifically, we use the same coupling C = 2.5 as in WP1
but consider a slightly higher level of background drive
P baseE = 0.57 (see Figs. 2E and F for example time-series
and power spectra at WP2). At this working point, we
observe blocks of relatively strong phase-locking in the
interregional baseline PLV matrix (Fig. 3C, Row 2, Col-
umn 2). However, the network-averaged PLV is only ≈
0.56, which is still significantly less than the maximum
possible value of ρglobal = 1.
1. Spectral modifications in baseline and excited bands
persist at state of peak coherence
Similar to our observations at WP1, stimulating a par-
ticular region with increased excitatory drive causes an
increase in the amplitude and frequency of the neural ac-
tivity (Fig. 6B and Fig. 6C,Left). In Fig. 6D, we show
a histogram of the shift in peak frequency ∆fpeakj,δj across
all choices of the activated region, which range between
approximately 5 and 15 Hz. In addition to an increase
in overall amplitude, the activity of the perturbed region
under excited conditions acquires more complex temporal
structure, exhibiting enhanced amplitude modulations
that are indicative of quasiperiodic dynamics. Due to
interactions with the network, the excited area’s spectra
also shows sidebands to the left and right of its main
peak, and a bump at a frequency equal to the difference
in the sideband and peak frequencies, which is related to
the amplitude modulations observed in the time-series.
We also examine the power spectra of two downstream
regions k and l, located at increasing distances from the
perturbed area j (Fig. 6C,Middle,Right). As for WP1,
downstream region k develops a new spectral component
at the peak frequency of the excited region – and also at
a lower frequency approximately equal to the difference
of its baseline peak and the excited peak – whereas unit
l does not.
Next we consider the distribution of units’ peak fre-
quencies in the baseline condition and when excited with
additional input (Fig. 6E). We again observe a clear sep-
aration between the two histograms, which indicates that
there are two frequency ranges of interest for further anal-
ysis. To probe this behavior, we first study the average
spectra 〈psdi〉 over all units i 6= j in the baseline state and
in the state when unit j is selectively excited (Fig. 6F).
We then consider the average difference 〈∆psdi,δj 〉 of the
spectra of unit i 6= j between when unit j is excited
and in the baseline condition (Fig. 6G). We observe clear
power modulations in both the baseline frequency band –
which contains the original oscillation frequencies – and
in an excited frequency band centered around the peak
frequency of the directly stimulated region. In the next
section, we proceed to examine changes in the PLV in
these two bands – 〈ρbasekl,δj 〉 and 〈ρexckl,δj 〉 – induced by exci-
tations of regional activity.
2. Structural and functional network connectivity continue
to predict overall changes in excited and baseline band
phase-locking at the peak-coherence working point
Similar to the working point below peak synchrony
(WP1), local stimulation at WP2 induces phase-locking
changes that differ depending on which part of the net-
work is activated and which frequency band is examined
(Fig. 7A–D). To appreciate this fact, it is helpful to study
examples that display the changes in the PLV in both the
baseline band and the excited frequency band when ei-
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FIG. 6. Alterations to power spectra induced by local stimulation of neural activity in the state of peak baseline
coherence (WP2). (A) Schematic of a brain network depicting the site j of selective excitation in brightest red. The black
arrows point to two other regions k and l that lie progressively further away from the perturbed area. Note that in this figure,
regions j, k, and l correspond to brain areas 1 (R–Lateral Orbitofrontal), 4 (R–Medial Orbitofrontal), and 10 (R–Precentral),
respectively. (B) Left: A segment of region j’s activity time-course in the baseline condition. Right: A segment of region j’s
activity time-course when it is perturbed with additional excitatory input ∆PE,j . (C) Power spectra of the excited area j and
two other downstream regions k and l. In all three panels, the lighter curves correspond to the baseline condition, and the
darker curves correspond to the state in which region j is driven with increased current. The gray vertical lines indicate the
peak frequency of region j, fpeak,j , in the excited condition. (D) Histogram of the shift in peak frequency ∆f
peak
j,δj
induced by
exciting unit j, plotted over all choices of the perturbed area. (E) Distribution of peak frequencies of all units in the baseline
condition (light gray) and distribution of the peak frequency that units acquire when directly excited (dark gray). (F) Average
power spectra 〈psdi〉 over all units i 6= j at baseline (light gray) and when unit j is perturbed with additional input (dark gray).
(G) The average difference 〈∆psdi,δj 〉 of the spectra of unit i 6= j when unit j is excited and in the baseline condition, where the
average is over all units i 6= j. For reference, the two light gray vertical lines denote the minimum and maximum peak frequency
of units in the baseline state, and the dark gray line indicates the peak frequency acquired by the excited region j. Shaded boxes
denote two frequency bands of interest: (1) the baseline band (purple) consisting of the main oscillation frequencies of brain
areas under baseline conditions, and (2) the excited band (green) centered around the peak frequency that perturbed regions
inherit under increased excitatory drive. Note that 〈∆psdiδj 〉 exhibits modulations in both bands. In subsequent analyses,
we assess perturbation-induced changes in functional interactions between brain areas by computing the difference in the PLV
between the baseline state and the state when unit j is excited. These modulations are computed separately for the baseline
frequency band, ∆ρbasekl,δj (purple) and for the excited band ∆ρ
exc
kl,δj
(green).
ther region j or region j 6= k is excited (Fig. 7A,C). Upon
examination of the network-averages of the PLV modu-
lations (Figs. 7B,D), we again find significant variability
in the global responses to regional stimulation. Actually,
in comparing the overall baseline band changes at WP1
(Fig. 5B) to the changes at WP2 (Fig. 7B), we find that
the dispersion and the mean value of the global responses
are both larger at the second working point. We quanti-
fied and compared the heterogeneity of the responses by
computing the coefficient of variation (CoV) of the distri-
bution of 〈|∆ρbaseδj |〉 (across the choice of the stimulated
region) for the two baseline conditions. For WP1, we
find that the CoV for 〈|∆ρbaseδj |〉 is equal to 0.43, whereas
for WP2 it is equal to 0.86. The mean response across
all choices for the excited region is also higher at WP2
(0.065) than at WP1 (0.040). We additionally note, how-
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FIG. 7. Phase-locking modulations at WP2 are driven by local excitations of neural activity, differ between
excited and baseline frequency bands, and are differentially related to structural and functional network
properties. (A) Pairwise changes in phase-locking inside the baseline band ∆ρbase when region j (Left) or region k 6= j
(Right) is perturbed. Note that in this figure, regions j and k correspond to regions 4 (R–Medial Orbitofrontal) and 23
(R–Lateral Occipital), respectively. (B) Network-averaged absolute PLV changes in the baseline band 〈|∆ρbaseδj |〉 caused by
excitation to different brain areas. (C) Pairwise increases in phase-locking inside the excited band ∆ρexc when region j (Left)
or region k 6= j (Right) is perturbed. (D) Network-averaged positive PLV changes in the excited band 〈↑ ∆ρexcδj 〉 caused by
excitation to different brain areas. (E) The quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Left) and the quantity
〈↑ ∆ρexcδj 〉 vs. structural node strength sstrucj (Right). (F) The quantity 〈|∆ρbaseδj |〉 vs. functional node strength sfuncj (Left)
and the quantity 〈↑ ∆ρexcδj 〉 vs. functional node strength sfuncj . In panels (E) and (F), insets indicate Spearman correlation
coefficients between the plotted quantities and their associated p-values).
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ever, that the phase-locking induced in the excited fre-
quency band, 〈|∆ρbaseδj |〉, decreases from 0.07 at WP1 to
0.05 at WP2. Hence, when the system operates at the
state of peak ρglobal, the stimulation-induced responses
in the baseline frequency band are larger – on average –
and also more heterogeneously distributed relative to the
responses at the working point below the state of peak
ρglobal, while the average response in the excited band
decreases. We return to these points again in Sec. III F,
where we more generally examine the state-dependence
of perturbation-induced changes in phase-locking. As for
WP1, we also continue to find that the phase-coherence
modulations in the baseline frequency band are more spa-
tially distributed throughout the system than those in-
duced in the excited frequency band (see Sec. SIII, Fig.
S3B).
To conclude this section, we consider the relationships
between changes in phase-coherence induced by stimulat-
ing a given region and the structural or functional node
strength of the stimulated area (see Sec. III C 3 for the
definitions of these two quantities). A number of the
associations that exist at WP2 (Fig. 7E,F) were also ob-
served at WP1 (see Fig. 5E,F). For example, the struc-
tural strength sstrucj remains strongly positively corre-
lated with the average phase-locking induced in the ex-
cited frequency band 〈↑ ∆ρexcδj 〉 (Fig. 7E, Right). Fur-
thermore, functional strength sfuncj retains the strongest
positive correlation with the absolute change in baseline
band phase-coherence 〈|∆ρbaseδj |〉 (Fig. 7F, Left). Thus,
the phase-locking induced in the new, excited frequency
band continues to be strongly predicted by anatomical
connectivity, whereas the reconfigurations of phase co-
herence in the baseline frequency band continue to be
best predicted by the strength of regions’ initial func-
tional interactions with the system as a whole. The main
difference between WP1 and WP2 is that for the sec-
ond working point, a positive correlation also emerges
between 〈|∆ρbaseδj |〉 and sstrucj (Fig. 7E, Left). The exis-
tence of this relationship indicates that when the system
state is at peak ρglobal, structural connectivity also be-
comes partially indicative of stimulation-induced changes
in baseline band phase-locking. Nonetheless, the level of
regions’ initial coherence with the network remains the
strongest predictor of the total response at units’ baseline
frequencies.
E. Working point 3: Post-global coherence peak
In the previous sections, we examined how localized
excitations of neural activity modulated brain network
dynamics when the system was operating in either (1) a
regime of relatively low background drive and below the
point of peak global coherence (WP1), or (2) in a state of
intermediate background drive located right at the point
of peak global coherence (WP2). In this section, we ex-
amine the effects of perturbations at a third and final
dynamical configuration, where the system receives high
background drive such that it resides well beyond the
point of maximal coherence. In particular, we consider
the working point located at C = 2.5 and Pbase = 0.7
(WP3). Relative to WP1 and WP2, the activity at WP3
is characterized by regular, high-amplitude oscillations
of slightly higher frequency (see Fig. 2G,H). Moreover,
the phase-locking matrix for the system at WP3, in con-
trast to the previous working points, is characterized by a
higher degree of local as opposed to global phase-locking
(Fig. 3C, Row 3, Column 2).
1. Spectral changes are more restrained at the
high-background drive working point
Upon examination of the time-series corresponding to
baseline and excited conditions, we find noticeable differ-
ences between how additional input changes local activity
at WP3 versus at either WP1 or WP2. Specifically, when
the system operates in the high-drive state, an excitation
of the same strength appears to have a much less dras-
tic effect on the stimulated region’s firing rate activity,
inducing relatively small changes to its amplitude and
frequency (Fig. 8B).
In fact, stimulation generally leaves weaker effects on
regional spectra at WP3. We arrive at this conclusion
by first considering the baseline spectra and the spec-
tra under excitation to unit j itself and two downstream
areas k and l located at increasing distances from the ex-
cited region j (Fig. 8C). As in the other two dynamical
regimes, the peak frequency and power of the excited re-
gion shifts to higher values, but at WP3, the increase is
modest relative to the shifts that occur at either WP1 or
WP2, and no modulation sidebands arise in the spectra.
Consequently, we also observe that an excitation to unit
j seems to have relatively little impact on the spectra
of downstream regions, especially when compared to the
effects at WP1 and WP2. In particular, no second peak
emerges in the spectra of region k or region l (Fig. 8C,
Middle, Right). To more generally quantify the effects
of localized excitations on the perturbed regions’ power
spectra, we examine the distribution of the differences in
peak frequency of the perturbed unit between its excited
and baseline states, ∆fpeakj,δj . The largest of these shifts
is only about 3Hz (Fig. 8E). Hence, relative to WP1 and
WP2, the average shift in peak frequency 〈∆fpeakj,δj 〉 is
greatly reduced at WP3 (see Fig. 8F). Furthermore, due
to the stiffness of individual regions’ dynamics at WP3,
units do not exhibit a large enough increase in their peak
frequency upon excitation to produce a new, well-defined
excited frequency band. Unlike the previous two working
points, the baseline and excited peak frequency distribu-
tions significantly overlap at WP3 (Fig. 8D), preclud-
ing the notion of separate baseline and excited frequen-
cies. For this reason, in our subsequent analyses we only
consider phase-locking changes inside a single frequency
band (Fig. 8G). While we refer to this set of frequen-
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FIG. 8. Effects of local excitations on power spectra are more constrained at the high background-drive working
point (WP3). (A) Schematic of a brain network depicting the site j of selective excitation in brightest red. The black arrows
point to two other regions k and l that lie progressively further away from the perturbed area. Note that in this figure,
regions j, k, and l correspond to brain areas 1 (R–Lateral Orbitofrontal), 4 (R–Medial Orbitofrontal), and 10 (R–Precentral),
respectively. (B) Left: A segment of region j’s activity time-course in the baseline condition. Right: A segment of region j’s
activity time-course when it is perturbed with additional excitatory input ∆PE,j . (C) Power spectra of the excited area j and
two other downstream regions k and l. In all three panels, the lighter curves correspond to the baseline condition, and the
darker curves correspond to the state in which region j is driven with increased current. The gray vertical lines indicate the peak
frequency of region j, fpeak,j , in the excited condition. (D) Distribution of peak frequencies of all units in the baseline condition
(light gray) and distribution of the peak frequency that units acquire when directly excited (dark gray). (E) Histogram of the
shift in peak frequency fpeakj,δj induced by exciting unit j, plotted over all choices of the perturbed area. (F) The average shift
in the peak frequency of the excited region 〈∆fpeakj,δj 〉 for WP1, WP2, and WP3 (error bars indicate the standard deviation
over all choices of the excited unit). (G) Average power spectra 〈psdi〉 over all units i 6= j at baseline (light gray) and when
unit j is perturbed with additional input (dark gray). Because the spectra are relatively robust to excitations at this working
point, phase coherence modulations induced by a local excitation to region j, ∆ρbasekl,δj , are computed only for a single baseline
frequency band (purple area).
cies as the “baseline band”, we note that it still contains
the peak frequency of the directly excited unit, since its
frequency shift is so small.
The results presented in this section indicate that re-
gional dynamics are more robust to excitations at WP3
compared to WP2 or WP1. This robustness can in part
be understood by considering the effects of the baseline
level of background input, P baseE , which is the parameter
that is tuned to move from WP1 to WP2, and from WP2
to WP3. In particular, the increase in background drive
at WP3 relative to WP1 and WP2 pushes each unit in
the system further towards the stable limit cycle it would
approach in the case of zero coupling, in turn resulting in
robust endogenous oscillations at each brain area. These
regular and high-amplitude oscillations that arise in the
high-drive state are more difficult to perturb, which leads
to minimal changes in the power spectra under local exci-
tations of neural activity. For the same reasons, it is also
more difficult for a local change in activity to propagate
and influence the dynamics of remote areas. In contrast,
when the system operates at either WP1 or WP2, the
baseline oscillations at each brain area are weaker; they
are of lower amplitude and give rise to a broader spec-
tra in comparison to WP3. In those states, the system
is more plastic and more susceptible to local perturba-
tions. This flexibility of dynamics at WP1 and WP2 is
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reflected by clear modifications to regional spectra upon
local stimulation and the signatures of the stimulation
effect in downstream regions (Figs. 4 and 6).
2. Selective excitations yield a distinct and more
homogenous set of phase-coherence modulations at the
high-drive working point
While the increased rigidity of the system at WP3
prevents the emergence of two well-separated frequency
bands, we can still assess the effects of selective exci-
tations on PLVs in the single, baseline frequency band.
We carry out such an analysis in this section, focusing
on contrasting the results obtained at WP3 to those ob-
tained previously at WP1 and WP2. To begin, we show
examples of the pairwise changes in PLV induced by ex-
citation of two different brain areas j and k (Fig. 9A). In
each case, both positive and negative modulations occur,
but the response clearly differs depending on the stimu-
lated area. In Fig. 9B, we visualize the average absolute
changes 〈|∆ρbaseδj |〉 in phase-locking caused by excitations
of different brain areas. As with the previously examined
working points, we observe that particular regions in the
network have more or less influence in their ability to
alter interareal coherence.
However, despite the variability in the global response
across the choice of the excited region, a visual compari-
son of the responses at WP3 (Fig. 9B) to those at either
WP1 (Fig. 5B) or WP2 (Fig. 7B) suggests that the overall
modulations may be less variable across regions when the
system operates in the high-drive state. Indeed, although
the mean of the absolute response across all choices of the
excited region is approximately the same at WP1 and
WP3 (≈ 0.04 in both cases), when we compare the CoV
of 〈|∆ρbaseδj |〉, we find that the CoV for WP3 is 0.18, while
for WP1 it is 0.43. The reduced CoV for the responses
at WP3 indicate more homogenous – and therefore less
region-specific – global responses upon stimulation of dif-
ferent brain areas in the high background drive regime.
Because we are particularly interested in how perturba-
tions may differentially affect network dynamics depend-
ing on the state of the system at baseline, we also asked if
the overall phase-coherence modulations induced by ex-
citing different brain areas were correlated between WP1
and WP3. We found that this relationship was not statis-
tically significant (Fig. S4), indicating that distinct sets
of regions produce the largest or smallest overall changes
in network-wide coherence at the two different baseline
states.
Given the observed differences in the effects of dynam-
ical state on the propagation of local excitations, we next
considered the associations between global changes in
phase-locking induced by regional stimulation and struc-
tural or functional properties of network nodes (Fig. 9C).
At WP3, we find a strong positive correlation between
〈|∆ρbaseδj |〉 and structural strength sstrucj (rs = 0.84,
p < 0.001; Fig. 9C, Left). Hence, modulations in co-
herence at the high-drive working point are dependent
on the presence of strong anatomical connections ema-
nating from the stimulated region. This result may be
a consequence of the fact that brain areas exhibit rel-
atively strong spontaneous rhythms at WP3, which are
less easily adjusted by non-local changes in activity. In
turn, it will be the more strongly connected regions –
which have more direct influence on other areas of the
network – that most effectively alter ongoing baseline
dynamics and lead to greater overall disruptions of in-
terareal coherence. In terms of the associations between
functional strength and phase-locking modulations, we
also found a significant positive correlation between sfuncj
and 〈|∆ρbaseδj |〉 (rs = 0.46, p < 0.001; Fig. 9C, Right).
This result indicates that there is some overlap between
how structural and functional connectivity are related to
changes in phase-coherence at WP3, but that structural
connectivity is a more robust predictor of these effects.
To conclude this section, we note that an equally im-
portant observation is that, depending on the dynami-
cal state of the system, different mechanisms guide how
perturbations alter functional interactions. As a conse-
quence, in the low-drive state, the emergent dynamical
coordination between units is more strongly related to
the reconfiguration of phase-coherence at regions’ sponta-
neous frequencies, whereas structure seems to govern the
effects of focal perturbations in the high-drive regime.
Because the collective state of the system can change
even when anatomical connectivity is fixed, both network
structure as well as dynamical interactions are important
to consider.
F. Effects of local excitations on functional
interactions vary with the dynamical state
In Secs. III C, III D, and III E we examined in detail
how additional excitation of a single brain area induced
or modulated interareal phase-locking for three different
baseline working points of the model. In particular, the
level of background drive – which regulates the influ-
ence of locally-generated dynamics on network activity
– was tuned to move the system between qualitatively
distinct operating points. These three regimes differed
both in terms of the nature of regional activity, as well
as the collective dynamical coordination of that activity
(see Sec. III A). Crucially, we found that local excitations
had markedly different effects on system dynamics and
associations to network connectivity depending on the
baseline state. In this section, we more generally exam-
ine and summarize the relations between the dynamical
state and the effects of excitations on interareal coher-
ence.
To examine the effects of selective increases in drive
on the coordination of network dynamics, we consider the
overall PLV changes in the baseline and excited frequency
bands as functions of PE,base − P ∗E(C). As before, we fix
C = 2.5 and vary only PE,base. We begin by studying
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FIG. 9. Phase coherence modulations induced by regional stimulation at WP3 and their associations with
network properties. (A) Pairwise changes in phase-locking inside the baseline band ∆ρbase when region j (Left) or region
k 6= j (Right) is perturbed. Note that in this figure, regions j and k correspond to regions 10 (R–Precentral) and 15 (R–
Isthmus), respectively. (B) Network-averaged absolute PLV changes in the baseline band 〈|∆ρbaseδj |〉 caused by excitation to
different brain areas. (C) The quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Left) and vs. functional node strength
sstrucj (Right). Insets indicate Spearman correlation coefficients between these quantities, and their associated p-values).
the average absolute modulations of phase-coherence in
the baseline frequency band 〈|∆ρbase|〉 (Fig. 10A), where
the angled brackets indicate a mean first over all pairs of
brain areas and then across all N choices of the excited
region. We find that the general shape of 〈|∆ρbase|〉 as
a function of PE,base − P ∗E(C) tends to mimic that of
the global baseline phase-coherence ρglobal, but with a
slight shift to the left. In particular, 〈|∆ρbase|〉 is at a
minimum value for the smallest background drive state,
then undergoes a steep rise to a well-defined peak at still
a relatively low value of PE,base−P ∗E(C) = 0.01, followed
by a slower decline and then a slight increase to a plateau
as PE,base − P ∗E(C) increases further.
The peak in the phase-locking modulation curve signi-
fies a distinct working point at which regional excitations
produce the largest overall changes to functional inter-
actions. In this state, the system is highly flexible in
that local amplifications of neural activity can generate
large modifications to overall levels of interareal coher-
ence patterns in a frequency band encompassing units’
baseline rhythms. It is important to note that this work-
ing point occurs just prior to the global PLV peak, which
is located at PE,base − P ∗E(C) = 0.02. Thus, the sys-
tem exhibits the largest response to localized excitations
when it is perched between the disordered and ordered
phase (as measured by the level of ρglobal). At lower val-
ues of PE,base − P ∗E(C), activation of a single brain area
has weaker effects on functional interactions. This be-
havior likely occurs in part because there is less initial
coherence for local excitations to disrupt. As ρglobal de-
clines after peaking with increasing PE,base − P ∗E(C), so
too does the overall response to regional excitation. The
phase-coherence change approaches a local minimum at
PE,base − P ∗E(C) = 0.07, after which it exhibits a brief
rise as the system transitions into states dominated by
enhanced local baseline coherence (see Figs. 3B,C). Fi-
nally, at working points well beyond peak ρglobal (e.g., at
WP3), 〈|∆ρbase|〉 settles to an intermediate value.
In addition to understanding how the average response
of the system varies depending on the dynamical state,
it is also of interest to examine how the variability
of the responses (over excitation of different brain ar-
eas) changes as a function of state. In other words,
is the overall stimulation-induced change in phase co-
herence specific to the unit that received additional in-
put, or do different units tend to yield similar amounts
of functional reconfiguration? To address this question,
we considered the coefficient of variation (CoV) of the
network-averaged absolute PLV change, CoV[〈|∆ρbaseδj |〉],
where the CoV was computed across the different choices
for the excited brain area j. In general, we find that
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FIG. 10. Dependence of phase-locking modulations on the baseline state of the system and a schematic showing
relationships to structural or functional network properties for WP1, WP2, and WP3. (A) The left axis (gray)
shows the global PLV ρglobal (at baseline) as a function of the background input level PE,base − P ∗E(C). The right axis
(purple) shows the network- and region-averaged absolute change in baseline band phase coherence due to regional excitations
〈|∆ρbase|〉 as a function of PE,base − P ∗E(C). (B) The left axis (gray) shows the global PLV ρglobal (at baseline) as a function
of the background input level PE,base − P ∗E(C). The right axis (purple) shows the coefficient of variation (computed across the
choice of the excited brain area) of the network-averaged absolute change in baseline band phase coherence due to a regional
excitation 〈|∆ρbaseδj |〉 as a function of PE,base − P ∗E(C). (C) The left axis (gray) shows the global PLV ρglobal (at baseline) as a
function of the background input level PE,base − P ∗E(C). The right axis (green) shows the network- and region-average of the
positive changes in excited band phase coherence due to regional excitations 〈↑ ∆ρexc〉 as a function of PE,base−P ∗E(C). (D) A
schematic depicting how structural sstruc or functional sfunc strength are related to either baseline or excited band PLV changes,
for the three studied working points. As the background drive varies from low (WP1) to medium (WP2) to high (WP3), the
dynamical state of the system changes, and so does the association of different phase-locking modulations to structural or
functional network properties.
CoV[〈|∆ρbaseδj |〉] does exhibit a state dependence. In con-
sidering CoV[〈∆ρbaseδj 〉] vs. PE,base − P ∗E(C) (Fig. 10),
we observe that CoV[〈∆ρbaseδj 〉] begins at an intermedi-
ate value of ≈ 0.4 for the state of lowest background
drive, and then steadily increases to a global maximum
at PE,base−P ∗E(C) = 0.02, which coincides with the peak
of ρglobal. This behavior suggests that the responses to
local stimulation are most heterogeneously distributed
when the system operates at the point of peak global co-
herence. After peaking, CoV[〈∆ρbaseδj 〉] first rapidly and
then more slowly declines as the level of background drive
increases. Importantly, for high-drive states well beyond
the peak of ρglobal (such as WP3), the variability of the
global responses decreases to values even lower than its
initial level at PE,base − P ∗E(C) = 0. This result signi-
fies that when the network operates in a regime where
local dynamics have increased influence, the system’s re-
sponses to regional stimulation are more homogenous,
and therefore less region-specific. In contrast, for low-
drive working points below and up to the peak ρglobal,
there is greater dispersion in 〈|∆ρbaseδj |〉, such that the
responses are more dependent on the precise location in
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the network that is excited.
For our final analysis of state-dependence, we assess
how the network working point influences the average
amount of phase-locking induced in the excited frequency
band, when it exists (see Sec. III C 2 for the criteria).
We find that as the level of generic background input
increases, the overall response in the excited band de-
cays and eventually vanishes. As discussed in Sec. III E,
this behavior is due to the amplification of local baseline
oscillations with increasing background drive. In par-
ticular, the heightened rigidity of the system’s sponta-
neous dynamics is more difficult for local perturbations to
override, and thus prevents the emergence of widespread
phase-locking at the excited frequency of the stimulated
region.
Before concluding this section, we reiterate once again
that the role of structural and functional network connec-
tivity in determining how stimulation reorganizes dynam-
ical, interareal interactions qualitatively varies depend-
ing on the operating point of the model. In Fig. 10D,
we schematically summarize the most robust associ-
ations between quantities, separating the background
drive PE,base − P ∗E(C) into three main regimes: “low”,
“medium”, and “high” (corresponding to WP1, WP2,
and WP3, respectively). Although we have not com-
prehensively detailed the effects of perturbations for
all working points of the model, the results discussed
throughout the text highlight the critical influence of a
brain network’s collective dynamical state in dictating
the outcomes of localized stimulation.
IV. DISCUSSION
In this study, we set out to explore the relations be-
tween large-scale brain connectivity, dynamics, and the
local and widespread impacts of regional perturbations to
neural activity. We began by building a reduced compu-
tational model of whole-brain network dynamics. Fol-
lowing the efforts of past work [35], brain areas were
represented as Wilson-Cowan neural masses with long-
range coupling between regions constrained by empirical
diffusion tractography measurements. We then aimed
to investigate how the stimulation of a particular brain
area affects network dynamics, and to determine whether
and how the collective dynamical state of the system
plays a role in modulating such effects. Here, we chose
to examine state-dependence by changing the combina-
tion of generic background drive and interareal coupling
strength, which vary the influences of local oscillatory
activity and network interactions on collective dynamics,
respectively. By tuning these parameters, we identified
qualitatively distinct dynamical regimes of the model,
and at these different working points, we assessed how lo-
cal excitations of fixed strength induced changes to mea-
sures of interareal phase-locking. We found that, depend-
ing on the baseline dynamical regime of the system, the
network exhibits different responses to regional pertur-
bations. Furthermore, altering the working point of the
model also qualitatively altered the relationships between
stimulation-induced changes in phase-locking and prop-
erties of structural and functional network connectivity.
To the best of our knowledge, these points have yet to be
investigated at the whole-brain scale via computational
modeling.
In order to frame the remainder of the discussion, we
begin here with a summary of our main results. First, we
found that in states of low-to-intermediate background
drive (e.g., WP1 and WP2), local excitations had two
main effects. Locally, stimulation caused a significant
shift in the excited area’s power spectra. This led to
the emergence of a new,“excited” frequency in the sys-
tem that was well-separated from the main oscillation
frequencies at baseline. Second, there were modifica-
tions in downstream regions’ spectra within a frequency
band corresponding to the spontaneous, “baseline” os-
cillations. Beyond altering brain areas’ spectra, a focal
perturbation also induced or reconfigured temporal co-
ordination between regional activity in both the excited
and baseline frequency bands. At WP1 (Sec. III C) and
WP2 (Sec. III D) we found that induced phase-locking
in the excited frequency band was tightly constrained
by anatomical connectivity, demonstrating the fact that
the excited band effects arise due to a direct propaga-
tion of strong, periodic activity from the stimulated re-
gion to downstream areas along structural connections.
In contrast, we observed that the absolute modulations
in phase-locking in the baseline frequency band were
more strongly related to the stimulated region’s func-
tional strength, rather than its structural strength. In
other words, network-wide changes in the levels of coher-
ence at units’ baseline frequencies were better predicted
by the perturbed region’s initial coherence with the sys-
tem as a whole. In contrast to the propagation mech-
anism underlying the induced phase-locking in the ex-
cited band, changes in baseline band coherence arise from
modifications of the dynamical interactions between the
ongoing rhythms of different brain areas, which is a func-
tion of not only network structure, but also the collective
oscillatory state of the system. At WP2, we addition-
ally found that anatomical strength started to become
predictive of baseline band coherence changes (albeit at
a slightly weaker level than the relationship with func-
tional strength). Such an association between structural
strength and baseline band alterations in coherence did
not arise at WP1, and thus distinguishes the two work-
ing points. For the high background drive state (WP3;
Sec. III E), endogenous oscillations are significantly less
responsive to perturbations. Specifically, at this work-
ing point, stimulation no longer generates well-separated
baseline and excited frequency bands, and, furthermore,
the system-wide changes in phase-locking are more ho-
mogenous across different choices of the excited brain
area. At WP3, we also found that the overall responses
to perturbations become most strongly related to the
stimulated region’s structural strength. This reflects the
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idea that – due to the enhanced role of locally-generated
activity relative to network interactions at WP3 – ar-
eas with stronger anatomical connections are those able
to produce larger global responses when stimulated. In
sum, these results indicate that depending on the col-
lective state of network activity, the widespread impacts
of stimulation can differ, and may be driven by distinct
mechanisms.
Before moving on to a further discussion of the re-
sults, broader implications, and limitations of this work,
it is critical to state that this investigation is certainly
not the first to examine the impacts of perturbations us-
ing computational models of brain dynamics. In fact,
our investigation was motivated and inspired by a num-
ber of previous large-scale modeling studies that have
uncovered key insights into either the network-wide [35–
38] or state-dependent [48–50] influences of stimulation
or perturbations to neural activity. For example, [36]
modeled slow blood-oxygen-level dependent signals us-
ing a simplified oscillator model, and by incorporating a
realistic hierarchy of timescales, uncovered novel inter-
plays between brain areas’ intrinsic dynamics, structural
connectivity, and the effects of regional stimulation on
systems-level functional interactions. In another study
published around the same time [37], the authors em-
ployed neural mass modeling to investigate the transient
responses of brain networks to brief stimulation, focus-
ing in particular on the roles of both long-range and
short-range anatomical connectivity in shaping the orga-
nization of stimulation-induced functional subnetworks.
Because our study builds on its methodology, we also
specifically emphasize the investigation by Muldoon et al.
[35], where (as here) the authors used interconnected
Wilson-Cowan units to simulate brain activity, and then
utilized recent advances in network control theory [92]
to make predictions about the overall functional effects
of regional stimulation. Finally, we bring particular at-
tention to the study conducted by Alagapan et al. [48],
where the authors built a simplified model to examine
the state-dependent effects of alternating current stimu-
lation on local cortical oscillations. As part of their study,
they found that the strength of endogenous oscillations
altered the susceptibility of local dynamics to external
stimulation. In the present investigation, we vary the
background drive (the main tuning parameter in the WC
model), which also modulates the amplitude of regional
activity. Therefore, although our study is focused on the
network-wide effects of focal perturbations, it is impor-
tant to heed and connect our results to those previously
reported in [48]. We try to point out such similarities in
the ensuing discussion.
Although our work was heavily influenced by and
builds upon these and other past efforts, it is also impor-
tant to highlight some key distinctions and extensions of
our analysis. First, in contrast to [36], we opted to use
the more complex but in some ways more biophysically-
motivated Wilson-Cowan system as the fundamental dy-
namical unit in the model, rather than a pure phase oscil-
lator. Studying models that incorporate both phase and
amplitude dynamics (for example, the WC model) will
likely be critical for a more complete understanding of
oscillatory neural activity, since variations in amplitude
can affect functional couplings in the brain, are modu-
lated by behavioral conditions, and are also elicited by
various forms of stimulation [67, 89, 93–95]. A second
key difference between our study and those conducted in
[35] and [37] is that the previously mentioned studies an-
alyzed a situation in which brain activity was assumed
to be in a state of low, non-oscillatory activity prior to
any perturbation or stimulation. Here, however, we were
interested particularly in baseline dynamical states cor-
responding to ongoing oscillatory activity, and the in-
teraction between those baseline rhythms and increased
excitation to a particular brain area. Finally, in an exten-
sion of prior work that has begun to examine the state-
dependent impacts of stimulation on single cortical areas
[48], we specifically wished to consider a large-scale net-
work model that allows for an analysis of how stimulation
can spread to induce or modulate dynamical interactions
between widespread brain areas. Hence, the key contri-
bution of this study is its simultaneous investigation of
(1) not only the focal, but also the distributed impacts of
regional stimulation, and (2) how the collective regime
of system activity as a whole (i.e. that arising from a
combination of local dynamical properties and network
coupling) influences such network-wide effects. To the
best of our knowledge, it remains an open question how
the collective state of brain activity alters the way focal
stimulation impacts functional relations between distant
brain areas.
In the firing-rate model implemented here, the general
focal effect of stimulating a particular brain area was to
increase both the amplitude and frequency of that re-
gion. Such changes in neural activity are broadly con-
sistent with the effects of natural stimulation of certain
cortical areas, such as visual stimuli impinging on visual
cortex [16, 89] and the effects of increased excitatory
drive to neuronal populations generally [88]. We also
found, though, that an excitation of the same strength
had significantly stronger effects on local activity (i.e.,
the induced shift in power and frequency was larger) for
states of lower background drive. Though the analogy
is not perfectly direct, this result is undoubtedly akin to
and consistent with the findings reported in [48], wherein
alternating current stimulation induced the strongest ef-
fects at the stimulation frequency in the absence of strong
endogenous oscillations. However, moving beyond local
responses, it is also critical to acknowledge that a given
neuronal population exists in the context of a larger net-
work of areas, such that local changes in activity can
induce distributed effects [11–14]. In this regard, as
perhaps one might expect, we found that in states of
low background drive, downstream areas situated struc-
turally close to the activated region developed peaks in
their spectra at the frequency of the stimulated region.
Hence, activity from the excited area is transferred along
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anatomical connections and becomes oscillatory input to
other parts of the network, where it “excites” a new
spectral component in those regions’ signals. In fact,
the strong and regular oscillatory input from the directly
driven area leaves spectral signatures in downstream re-
gions that are qualitatively similar to those induced by
rhythmic stimulation, where activity in an area stimu-
lated at a particular frequency shows enhanced power at
the stimulation frequency [48, 96]. Furthermore, due to
this direct propagation mechanism, the activity induced
at the excited frequency was phase-locked across different
units of the network.
More interesting, though, was that in states of rela-
tively low background drive, selectively exciting a given
brain area could also leave spectral fingerprints at down-
stream units’ baseline frequencies. Generic broad-band
alterations of spectra, beyond effects at the main spec-
tral peak, can occur in coupled neuronal populations with
long-range excitatory interactions [97]. Indeed, in one of
only a few possible scenarios, mutually interacting non-
linear oscillators engage first into quasiperiodic dynam-
ics, and then develop chaos, which is associated with
spectral changes over continuous ranges [90]. Here, we
also found that focal stimulation can lead to complex
modulations of dynamical interactions between brain ar-
eas’ ongoing rhythms, that in turn modify the tempo-
ral coordination of regional activity in a band containing
units’ baseline frequencies. Furthermore, in contrast to
the excited band effects (which were highly constrained
by anatomical connectivity), we found that for some
working points of the model, the excited region’s initial
functional connectivity strength was more predictive of
the baseline band effects. Generally, the notion that in-
putting additional energy to a single brain area can mod-
ify the interactions between ongoing oscillations of other
units in the network is a critical point that highlights
the complex, non-linear, and non-local effects of altering
activity in one part of a larger system. Although the
field has not reached a clear consensus on the distributed
effects of stimulation, the general finding in our study
that enhancing the input to a single brain area can in-
duce or reorganize functional interactions is consistent
with previous modeling work [35, 37]. We also make
some new, specific predictions about different types of
changes that can occur and their potential underlying
mechanisms. Perhaps most interesting about these re-
sults is the suggestion that both network structure and
coordinated dynamical organization may play a role in
guiding the non-local effects of perturbations to neural
activity. While network neuroscience has traditionally
focused on how structure can predict function [74, 98–
101], the collective dynamics of a system need not be
completely constrained by structure alone [40, 82, 102–
107]. Our findings indicate that, as a consequence, the
collective oscillatory state of the system could also be im-
portant in determining how a perturbation can lead to
distributed changes in functional interactions. Specifi-
cally, we found here that in certain cases, functional con-
nectivity was actually a better predictor of the overall
response to perturbations than structural connectivity.
Another key finding of this study is that a local am-
plification of neural activity manifests differently – both
at the site of the excitation itself and across the broader
brain network – depending on the collective state of the
system. Although we utilized simplified models to de-
scribe brain network dynamics and perturbations to neu-
ral activity, our results add to a growing body of litera-
ture on state-dependent stimulation [43–50]. Brain state-
dependent stimulation is an important but only fairly re-
cently examined idea recognizing that the effects of an
exogenous perturbation to a particular brain area can be
conditional on the endogenous rhythmic or spontaneous
activity of the system at the time of stimulation. For
example, empirical studies have shown that outcomes of
various types of stimulation can differ as a function of
cognitive state (e.g., task vs. rest) [44–47, 108]. Im-
portantly, a few recent modeling studies have also begun
to systematically investigate and provide mechanistic ex-
planations for state-dependent responses to alternating
current stimulation [48–50]. However, those studies pre-
sented dynamical models of only a single or a few coupled
cortical and/or subcortical regions, and therefore focused
mainly on the impacts of stimulation directly on the per-
turbed area. Here, in contrast, our goal was to consider
the notion of state-dependence in the context of a whole-
brain model, wherein the “state” of the system is defined
not only by the activity pattern or parameters of a sin-
gle brain area, but also by the collective dynamics of the
system as a whole. Our approach allows us to consider
both the influence of large-scale anatomical connectivity
as well as the dynamical regime of the network in shaping
the local and widespread effects of regional alterations to
neural activity.
The idea that brain network responses to stimulation
depend on the collective dynamical state also has im-
plications for the control of brain dynamics. In neuro-
science, stimulation has often been used to tease apart
the function of a particular neural component and unveil
its role in a larger context or understand its influences
on other elements in a system. Going a step further,
stimulation may also be used to intervene when brain
dynamics go awry – for example, in neurological diseases
such as Parkinson’s and epilepsy [32–34]. More generally,
stimulation holds promise for controlling the brain out of
and into specific dynamical configurations [41, 42, 92].
However, realizations that both local and network-wide
responses to stimulation can vary as a function of the
endogenous state also imply that the dynamical regime
of the brain should be considered when attempting to
control network dynamics via stimulation. While there
has been some recent progress [43], the notion of state-
dependent control of brain activity is a relatively nascent
area of study, and therefore still lacks models that can
provide insight into existing empirical results and aid our
ability to make further predictions. Nonetheless, there
have been efforts in disciplines outside of neuroscience
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to develop models and theory for the control of network
dynamics that take into account context, or system state
[109, 110]. Although these ideas may not be immedi-
ately transferrable to the study of brain network dynam-
ics, they could provide a useful foundation, and perhaps
be tuned and adapted for application to the problem of
controlling networked neural systems specifically.
Given that our study is based on computational mod-
eling and simulation, it is also important to comment
on the general utility of such approaches. Following a
number of past efforts [65, 66, 68, 70–72, 74–76, 111–
114], we constructed a whole-brain model as a network
of neural masses coupled according to empirically-derived
large-scale brain architecture. In these setups, reduced
mean-field descriptions of neuronal population activity
(of which a classic example is the Wilson-Cowan model)
are adopted over detailed, biophysically-precise models
of individual neurons [51, 115]. The motivation behind
this procedure is that, without dimensionality reduction,
it would be essentially impossible to build and analyze
a model of whole-brain dynamics due to the sheer num-
ber of components and interactions that would need to
be included. However, while macroscale models of brain
activity based on interconnected neural masses consti-
tute a major simplification of the true system (see be-
low for more on limitations), they still maintain the po-
tential to posit, clarify, or rule out the operating prin-
ciples behind empirical observations, make new predic-
tions about untested phenomena, and provide general
intuitions about the complexities of brain structure and
dynamics. Indeed, there is now a relatively long history
demonstrating that simplified models of large-scale brain
activity, which necessarily abstract away many details,
can nevertheless provide important insights into brain
(dys)function [51, 78]. For example, these models have
been successfully applied to discern structure-function
relationships in brain networks broadly [74], describe
mechanisms that could underlie specific phenomena such
as the behavior of time-varying neural synchrony [116]
or the emergence of brain waves [73], and to also un-
derstand pathological activity patterns such as seizure
spread [117, 118].
In the case of the present study, we used a
biophysically-motivated neural mass model to make pre-
dictions about the focal and diffuse effects of stimulation
to a particular brain area. While conjectures based on
simplified models are useful and important, they must
ultimately be tested empirically in order to substantiate
whether or not they provide biologically meaningful pre-
dictions and explanations. In order to test the overall ef-
fects of perturbing different regions, multiple brain areas
would need to be individually stimulated and their global
responses compared. While these experiments would be
a major undertaking, recent advances combining non-
invasive brain stimulation techniques with measurement
modalities like EEG and MEG [26–30] do make it possible
to target multiple sites while also recording brain activ-
ity from distributed regions. These types of experiments
– which have already begun to be performed [26–30] –
are crucial in validating results from computational mod-
els concerning how activity changes not only in the di-
rectly activated region, but also how stimulation induces
or alters functional couplings across different parts of the
brain. Perhaps one of the most exciting testable predic-
tions of the model is that focal stimulation propagates
to cause downstream modulations of power and phase-
locking at both the dominant frequency acquired by the
activated area, but also at regions’ baseline frequencies.
Validating this prediction would require an experiment
in which stimulation forces the perturbed area to oscil-
late at a well-defined frequency – which could perhaps be
achieved by alternating current stimulation [7] – and a si-
multaneous measurement of other brain areas’ dynamics.
Second, it would be interesting to test how stimulation
may differentially alter network dynamics when applied
during qualitatively different brain states, such as dur-
ing states of lower vs. higher coherence between certain
parts of the brain. It is very important to note that some
studies have begun to test how behavioral state [43–50]
affects the focal outcomes of stimulation. However, it re-
mains unclear how the dynamical state of the brain as
whole mediates the widespread, network effects of stim-
ulation, and especially, the influence of stimulation on
functional interactions.
A. Methodological limitations and future work
There are a number of methodological considerations
to comment on regarding this work. First, we used a rel-
atively coarse-grained parcellation (N = 82 regions) to
construct human structural brain networks. This resolu-
tion is roughly consistent with several other whole-brain
modeling studies [35, 65–68], and, importantly, allows us
to run faster, and hence more, simulations. However, the
parcellation we used also represents a significant simplifi-
cation of the underlying anatomy, since the regions repre-
sent large pieces of neural tissue and hence remain agnos-
tic to potentially important structural heterogeneities at
finer scales. In addition, the limitations of human brain
imaging and tractography preclude a perfect reconstruc-
tion of interareal connections [119]. One primary draw-
back is that these methods cannot resolve the directed-
ness of interareal connections, which could impact sub-
sequent results [120]. Finally, we used a group-averaged
connectome in this study. On the one hand, this sim-
plification allowed us to focus on general trends and be-
haviors, but on the other hand, it leaves no room for
examining how individual differences may affect certain
findings. In future work, it will be interesting and im-
portant to explore how various results generalize to both
higher-resolution and higher-quality brain data, and to
understand how variability in brain structure across dif-
ferent human subjects [111, 121] or even across different
species [122] may relate to differences in how perturba-
tions of neural activity are expressed in system dynamics.
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A second limitation of this study concerns the dynam-
ical model used to simulate brain activity. We opted to
use the Wilson-Cowan model [53], which is a canonical
neural mass system that embodies a tradeoff between bi-
ological realism and tractability. A key aspect of the WC
model is that it generates oscillations, which are charac-
teristic of and ubiquitously found in large-scale empirical
brain recordings [1]. Furthermore, in the WC model, os-
cillations are generated via the interaction of excitatory
and inhibitory neuronal populations, which is considered
a biophysically-plausible and likely mechanism underly-
ing observed rhythmicity in brain dynamics. However,
while the WC model does constitute a realistic improve-
ment over simpler linear models, phase-oscillators, or
generic Hopf bifurcation models, it is still phenomenolog-
ical in nature. Future work should test whether results
generalize to other neural mass models and whether var-
ious findings are mechanism-dependent. For simplicity
and in line with past work [35, 65, 72–76], we also only
considered long-range couplings between the excitatory
populations of different brain areas. However, interareal
connections likely target both excitatory and inhibitory
neurons, and it would therefore be interesting to include
long-range excitatory-to-inhibitory links. In this study
we also used a fixed value for the signal propagation ve-
locity. Although we attempted to choose an empirically
constrained value, it is known that delays can have sig-
nificant consequences on brain dynamics [71, 123], and
so our results should be interpreted accordingly.
Another important assumption of the model is that
each unit has identical parameters. While this is a rea-
sonable and useful setup to analyze first, there is a large
body of literature detailing very specific heterogeneities
across brain areas. For example, different regions may
operate at different intrinsic time-scales [124], have dif-
ferent intrapopulation architectures [78] (e.g., excitatory
or inhibitory coupling strengths), or exhibit rhythmic ac-
tivity in several distinct frequency bands [125]. Recent
modeling efforts have begun to incorporate some of these
additional complexities, finding that doing so can lead
to more realistic baseline dynamics and can explain cer-
tain empirically-observed behaviors not accounted for by
simpler models [77, 83]. In future work, it will be impor-
tant to ask how the impacts of perturbations are affected
when additional details about the heterogeneity of the
underlying anatomy or dynamics of brain areas are in-
cluded in models [36]. Importantly, this would also allow
for making more concrete statements about how different
regions influence large-scale activity patterns. However,
we also stress that the model implemented in the present
work does not prevent the ensuing dynamics from being
complex and rich, and actually allows us to appreciate
how dynamical – in additional to structural – complex-
ity can be a key driver of stimulation-induced effects.
Finally, we note that we examined only a few represen-
tative working points of the model, out of the many that
exist. Though our goal in this work was to illustrate that
the collective state of the system can influence the effects
of local perturbations, we do not claim to have provided
an exhaustive description of all possible behaviors.
In addition to investigating alternative and/or more
detailed models, forthcoming studies could also consider
different ways of operationalizing perturbations to neural
activity. Here, we built upon past work [35] and opted
to invoke “stimulation” in the simplest possible manner.
Specifically, we increased the level of excitatory drive to
the perturbed area, which has the consequence of rais-
ing the amplitude and frequency of the perturbed region.
While these changes are generally consistent with the ef-
fects of certain types of stimulation [16, 89], one could
also imagine modeling alternating current stimulation,
for example. In this case, the stimulated area receives
oscillatory input of a particular amplitude and frequency
[126], both of which can be independently tuned. While
this kind of stimulation has been examined in models
of single cortical regions [48–50], it would be exciting to
scale up to systems-level models. One could also investi-
gate alternative ways of modulating brain state. In this
study, we varied the baseline dynamical regime in per-
haps the most straightforward way possible, by tuning
the level of excitatory input globally for all network ele-
ments. This variation changed the local dynamics of each
brain area, and in turn, the macroscopic state of the sys-
tem as a whole. However, brain state could also be mod-
ulated by tuning a different physiologically-interpretable
parameter, such as the gain in the sigmoidal activation
functions. Indeed, recent modeling studies have shown
that altering neural gain can lead to dynamical regimes
in which functional integration and segregation are bal-
anced [127]. It would also be interesting to understand
how widespread changes of neural gain affect the way
focal perturbations materialize.
V. OUTLOOK
Our goal in this work was to conduct an idealized in-
vestigation into the effects of focal stimulation on brain
network dynamics, and, especially, how the collective
state of the system may influence the distributed impacts
of such perturbations. To the best of our knowledge,
this latter point has only recently begun to be examined
in the context of large-scale brain networks, and there-
fore warrants investigation via simple but biophysically-
principled models. However, as noted already, the re-
sults of this study must be interpreted cautiously as they
are yet to be compared against or validated by empirical
data. As with any modeling study, this is an impera-
tive step that must be taken before conclusive statements
can be made. While there are now a handful of studies
that interrogate the impacts of regional stimulation on
brain network dynamics, a particularly challenging as-
pect for future work will be to test the question of state
dependence. In this study, we varied the baseline dy-
namical regime of the model by smoothly tuning inter-
pretable parameters in the same way for all network ele-
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ments. Although this methodology made practical sense
in the context of the model, the question of how to best
translate this procedure to experiments remains unan-
swered. Future studies would benefit from a tight feed-
back loop between experiment and theory. In particu-
lar, one could carefully fit model parameters separately
for different empirically-observed brain states, such that
various aspects of simulated brain activity match exper-
imental results. The effects of stimulation could then be
re-investigated in the context of the highly-constrained
biophysical model, and compared against empirical ob-
servations. Although here we conducted a more abstract
and theoretical investigation, working towards increas-
ingly realistic and experimentally testable models is an
exciting direction for forthcoming studies.
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SI Dynamics of an isolated Wilson-Cowan unit
In this section, we briefly describe the behavior of a single Wilson-Cowan unit, which forms the fundamental dynamical
component of the whole-brain computational model. An isolated Wilson-Cowan unit evolves according to Eqs. 1
and 2, with the coupling term set to C = 0. Here we take all other model parameters to be those displayed in Table
1, with the exception that we consider noiseless simulations for the purpose of demonstration.
A typical bifurcation parameter for the Wilson-Cowan model is the excitatory drive PE. When other parameters
are appropriately tuned, varying PE can induce oscillatory activity in the E and I neuronal sub-populations. The
top row of Figs. S1A-C show phase plane representations of a single Wilson-Cowan unit for three different levels of
the excitatory input PE, and the bottom row of each panel shows the time-evolution of the excitatory activity E(t)
for the given parameter value. In the phase planes, the blue lines correspond to the excitatory variable nullcline
(dE/dt = 0), the red lines correspond to the inhibitory variable nullcline (dI/dt = 0), and the purple lines show
an example trajectory that begins at the point denoted by the star. For a low input level of PE = 0.6 (panel A),
the system has a single stable fixed-point corresponding to a low activity steady-state. For an intermediate drive of
PE = 1.25 (panel B), the system exhibits a stable limit cycle and the firing-rate activity oscillates in time. For a
high input of PE = 3 (panel C ), the system again exhibits a single stable fixed-point, but corresponding to a high
activity steady-state.
To summarize the effect of the external input PE on the behavior of an isolated Wilson-Cowan unit, we first plot
the time-average of the excitatory firing-rate E(t) as a function of the input PE (Fig. S1D). Note that E(t) increases
monotonically with increasing drive. Second, we consider how the peak frequency fpeak of the excitatory activity
varies with the input level PE (Fig. S1E). The peak frequency was determined by finding the frequency at which the
Welch’s power spectral density of the excitatory time-series was maximum (see Sec. IIE for details). For low inputs,
fpeak is approximately zero; the system resides in the low activity steady-state and there are no intrinsic oscillations.
As the input is increased, though, oscillations emerge with frequencies in the gamma range (30 - 80 Hz). Increasing
the input PE in the oscillatory regime first raises the peak frequency from its initial value up to ∼65Hz. Such an
increase in oscillatory frequency with increasing drive has also been found experimentally [1–4]. However, beyond a
certain point, further increasing the excitatory drive causes the peak frequency to decline back to zero as the system
approaches the high activity fixed point where oscillations again cease completely. In Fig. S1F, we show excitatory
activity time-series for three different values of the input PE that place the system in the oscillatory regime. It is
clear by eye that for these parameters, increasing the excitatory drive increases the amplitude and frequency of the
oscillations.
SII Determining the onset of oscillatory activity in the whole-brain
model
In order to systematically determine the boundary marking the onset of oscillatory activity as a function of the
background drive P baseE and the coupling C, we examined the network-averaged standard deviation of the firing
rate, 〈std[Ei(t)]〉. This quantity captures the strength of fluctuations of the excitatory population activities around
their mean values. Thus, by noting when 〈std[Ei(t)]〉 jumps from a value near zero to a higher, positive value, we
can qualitatively determine the transition from the state of low, non-oscillatory firing-rates to the onset of rhythmic
dynamics in regional activity. Here, we are interested in finding the level of background excitation P ∗E(C) that is
needed to induce oscillations at each brain area for a given coupling C. To determine these “boundary” points P ∗E(C),
we thus hold C fixed, and consider the difference in 〈std[Ei(t)]〉 between consecutive values of P baseE . We plot this
difference ∆〈std[Ei(t)]〉 as a function of P baseE and C in Fig. S2, where we indeed observe a sharp boundary (i.e.,
a large increase in the network-averaged standard deviation as the background input is increased). We define the
boundary points by finding the value P ∗E(C) at which the difference ∆〈std[Ei(t)]〉 is maximized, and repeating this
proceess for each value of the coupling C. We mark the boundary corresponding to the onset of oscillatory activity
with red squares in Fig. S2.
SIII Weighted distances for quantifying the spatial spread of phase-
locking changes
In this section, we investigate how phase-locking changes are spatially-distributed for modulations induced either
in the baseline or in the excited frequency band. Accordingly, we examine a weighted-distance measure Dsptlδj that
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FIG. S1. Behavior of an isolated Wilson-Cowan unit. (A-C) Phase plane representations (top) and
excitatory time series (bottom) for an isolated Wilson-Cowan unit subject to varying levels of excitatory drive:
PE = 0.6 (A), PE = 1.25 (B), and PE = 3.0 (C ). (D) The time-average of the excitatory firing-rate E(t) as a
function of the input PE for a single Wilson-Cowan unit. (E) The peak frequency fpeak of the excitatory activity as
a function of the input PE for a single Wilson-Cowan unit. (F) Examples of excitatory firing-rate activity for three
different values of the input (PE = {1.0, 1.2, 1.6} from top to bottom) that place the system in the oscillatory
regime.
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FIG. S2. The change in the network-averaged standard deviation of excitatory activity ∆〈std[Ei(t)]〉
as a function of the global coupling C and the level of non-specific baseline input P baseE . The change in
〈std[Ei(t)]〉 is computed by taking the difference of this quantity between consecutive values of the input P baseE ,
while holding the coupling C fixed. The red squares denote the value of P baseE (for a given coupling C) at which
∆〈std[Ei(t)]〉 is largest. These points serve to delineate a transition in regional brain dynamics from a state of low,
non-oscillatory activity to a state of oscillatory activity.
captures the average spatial extent of phase-coherence modulations relative to the site of the perturbation. This
quantity is defined explicitly as
Dsptlδj =
∑
kl(Dkl,δj )(∆ρkl,δj )∑
kl ∆ρkl,δj
, (1)
where Dkl,δj is the average Euclidean distance from the excited area j to regions k and l, and where ∆ρkl,δj is the
change in phase-locking induced between regions k and l due to an excitation of region j. Note, then, that Dsptlδj
is simply a weighted average of the mean spatial distance from the excited region j to a pair of regions k and l,
where the weights are given by the phase-coherence modulation between k and l induced by driving region j. Here
we separately consider the distance measure Dsptlδj using two different types of phase-locking changes: ↑ ∆ρexckl,δj and
|∆ρbasekl,δj |. More specifically, in Fig. S3 we show the average distance 〈Dsptlδj 〉 computed over all N choices of the
excited brain area; panel (A) shows the two distances for WP1 and panel (B) shows the distances for WP2. For
both working points, this weighted-distance measure suggests that phase-coherence modulations that occur in the
baseline frequency band tend to be more spatially-distributed than those arising in the excited frequency band.
SIV Average responses to perturbations in the baseline frequency band
at WP1 vs. WP3
To investigate how the dynamical state of the brain network model influences the effects of focal stimulation, we
consider the relationship between the global responses to stimulation at two different working points. In particular,
we examine the average absolute change in phase-locking in the baseline frequency band, 〈|∆ρbaseδj |〉, at WP3 vs.
at WP1 (Fig. S4). Recall that WP1 corresponds to a low background drive working point preceding peak baseline
coherence (Sec. IIIC), whereas WP3 corresponds to a high background drive working point following peak baseline
coherence (Sec. IIIE). It is clear upon visual inspection of Fig. S4 that there is no consistent relationship between
these two quantities. Hence, regions that induce a large response at the system’s spontaneous frequencies at WP1
are not necessarily those that induce a large response at WP3. This finding supports the notion that the dynamical
state of network activity impacts how local perturbations manifest and alter functional interactions.
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FIG. S3. Comparison of the spatial spread of phase-locking changes in the excited and baseline
frequency bands. (A) Network-average of the mean spatial distance from the location of the excited region j to
regions k and l, weighted by the normalized PLV change that region j induces between region k and region l at
WP1; bars represent the mean of the weighted average of the distance across all choices of the perturbed unit, and
different colors represent weighting the distance by different phase-locking modulations. (B) Network-average of
the mean spatial distance from the location of the excited region j to regions k and l, weighted by the normalized
PLV change that region j induces between region k and region l at WP2; bars represent the mean of the weighted
average of the distance across all choices of the perturbed unit, and different colors represent weighting the distance
by different phase-locking modulations.
FIG. S4. Network-averaged absolute change in baseline band phase-coherence 〈|∆ρbaseδj |〉 plotted at
WP1 vs. WP3. Each point corresponds to a different choice of the stimulated region.
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SV Verification of relationships between phase-locking modulations and
structural or functional connectivity at different working points in
the low, medium, and high background drive regimes
In the main text, we studied the effects of focal stimulation at three different working points of the brain network
model (WP1, WP2, and WP3). At each of those states, we also considered the associations between the average
change in phase-locking induced by regional perturbations (within both the baseline and excited frequency bands)
and structural or dynamical (functional) network properties of the stimulated region. We found that, depending
on the baseline state of the system, different relationships emerged between the perturbation-induced responses and
structural or functional node strengths (see Figs. 5, 7, and 9). In this section, we verify that qualitatively similar
relationships hold for other working points in the immediate vicinity of those studied in the main text. Note that
for each alternative working point, we consider the same excitation strength used originally (i.e., ∆PE,j = 0.1).
We begin by analyzing an alternative working point near WP1, which we term WP1alt. WP1 was located at
P baseE = 0.553 and C = 2.5; for WP1alt, we consider parameters P
base
E = 0.555 and C = 2.5. Note that because peak
global baseline coherence ρglobal is reached rapidly as a function of P baseE (see Fig. 3), in order to consider a second
working point located prior to ρglobal but still near WP1, we can only shift P baseE slightly from its value at WP1. We
find the same set of relationships between phase-locking modulations and structural or functional strength at WP1alt
as we did at WP1 (see Fig. S5A,D). Specifically: (1) the average phase-locking induced in the excited frequency band
〈↑ ∆ρexcδj 〉 is most strongly associated with the structural strength of the perturbed region sstrucj (Fig. S5A,Bottom),
and (2) the average absolute phase-locking modulation in the baseline frequency band 〈|∆ρbaseδj |〉 is most strongly
associated with the functional strength of the perturbed region sfuncj (Fig. S5D,Top). The relationships between
〈|∆ρbaseδj |〉 and sstrucj , and between 〈↑ ∆ρexcδj 〉 and sfuncj , are either not statistically significant or weaker, respectively
(Fig. S5A,Top and Fig. S5D, Bottom).
We next analyze an alternative working point near WP2, WP2alt. Recall that WP2 was located at P
base
E = 0.57
and C = 2.5; for WP2alt, we consider P
base
E = 0.572 and C = 2.5. In order to examine a second working point in close
vicinity of the peak in global baseline coherence – which was the condition used to determine parameters for WP2
– we must consider only a small change in P baseE away from its value at WP2. This is again because the dynamical
state of the system changes quickly as a function of P baseE in this regime (see Fig. 3A). Using the specified parameter
choices, we find consistent relationships at WP2 and WP2alt in terms of how perturbation-induced phase-locking
modulations are related to structural and functional node strength. First, the average phase-locking induced in the
baseline frequency band 〈|∆ρbaseδj |〉 is significantly correlated with the structural strength of the perturbed region
sstrucj (Fig. S5B,Top), but remains most strongly related to functional strength s
func
j (Fig. S5E,Top). Second, the
average phase-locking induced in the excited frequency band 〈↑ ∆ρexcδj 〉 is strongly associated with the structural
strength of the perturbed region (Fig. S5B,Bottom), and is not significantly correlated with functional strength
(Fig. S5E,Bottom).
Lastly, we analyze an alternative working point near WP3, WP3alt. WP3 was located at P
base
E = 0.7 and
C = 2.5; for WP3alt, we consider P
base
E = 0.68 and C = 2.5. We once more find that the relationships between
phase-locking modulations induced by regional stimulation and structural or functional node strength are consistent
across WP3 and WP3alt (see Fig. S5C,F). In particular, there is a strong positive correlation between the average
phase-locking induced in the baseline frequency band 〈|∆ρbaseδj |〉 and the structural strength of the perturbed region
sstrucj (Fig. S5C,Top). The relationship between 〈|∆ρbaseδj |〉 and the functional strength sfuncj is weaker (Fig. S5F,Top).
Finally, note that there is no excited frequency band at WP3 or WP3alt.
SVI Effects of perturbation strength
In the main text, we studied a single excitation strength of ∆PE,j = 0.1. In this section, we assess the dependence
of various results on the level of additional excitatory input ∆PE,j received by the perturbed unit (Fig. S6). In
particular, for both WP1 and WP3, we vary ∆PE,j between 0.01 and 0.15 in steps of 0.02.
We first analyze how the perturbation strength affects the shift in the peak frequency of the stimulated area.
As a summary measure, we consider the change in peak frequency averaged across all choices of the stimulated
area, 〈∆fpeakj,δj 〉. As expected, this quantity increases with increasing excitation strength for both WP1 (Fig. S6A)
and WP3 (Fig. S6B). We next study the stimulation-induced changes in phase-locking in the baseline frequency
band as a function of the excitation strength. In particular, we examine the mean change in coherence 〈|∆ρbase|〉,
where the average is computed first over all pairs of brain areas for a given stimulation site, and then across all
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FIG. S5. Associations between stimulation-induced modulations in phase-locking and structural or
functional connectivity hold for alternative working points near WP1, WP2, and WP3. (A) At
WP1alt, the quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Top) and the quantity 〈↑ ∆ρexcδj 〉 vs. structural
node strength sstrucj (Bottom). (B) At WP2alt, the quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Top) and
the quantity 〈↑ ∆ρexcδj 〉 vs. structural node strength sstrucj (Bottom). (C) At WP3alt, the quantity 〈|∆ρbaseδj |〉 vs.
structural node strength sstrucj (Top). For this working point, there is no excited frequency band. (D) At WP1alt,
the quantity 〈|∆ρbaseδj |〉 vs. functional node strength sfuncj (Top) and the quantity 〈↑ ∆ρexcδj 〉 vs. functional node
strength sfuncj (Bottom). (E) At WP2alt, the quantity 〈|∆ρbaseδj |〉 vs. functional node strength sfuncj (Top) and the
quantity 〈↑ ∆ρexcδj 〉 vs. functional node strength sfuncj (Bottom). (F) At WP3alt, the quantity 〈|∆ρbaseδj |〉 vs.
functional node strength sfuncj (Top). For this working point, there is no excited frequency band. In all panels,
insets indicate Spearman correlation coefficients between the plotted quantities, and their associated p-values.
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choices of the perturbed region. For both working points, this measure also increases monotonically as a function
of ∆PE,j (Fig. S6C,D). Hence, as the strength of the stimulation increases, so does the overall amount of functional
reconfiguration at the system’s baseline frequencies. For WP1, we find that the average of the positive changes in
phase-locking in the excited band also grows as a function of the perturbation strength (Fig. S6E). Note, however,
that no excited frequency band emerges at WP3 for any of the stimulation strengths considered (Fig. S6F).
In the main text, we found that at WP1, the absolute change in baseline band phase-coherence induced by exciting
region j, 〈|∆ρbaseδj |〉, was strongly correlated with the functional strength of region j, sfuncj (Fig. 5F,Left). In contrast,
there was not a strong association between 〈|∆ρbaseδj |〉 and the structural strength sstrucj at WP1 (Fig. 5E,Left). Here,
we observe that the nature of these two relationships remains qualitatively the same across the considered range of
stimulation strengths ∆PE,j (Fig. S6G). A second result from the main text was the finding of a strong positive
correlation between the phase-locking induced in the excited frequency band, 〈↑ ∆ρexcδj 〉, at WP1 and the structural
strength sstrucj of the stimulated unit (Fig. 5E,Left). The present analysis reveals that the relationship between
〈↑ ∆ρexcδj 〉 and sstrucj holds across a range of perturbation strengths ∆PE,j > 0.05 (Fig. S6I), which correspond to
perturbation strengths yielding a clear increase in phase-locking in the excited frequency band (see Fig. S6E). For
values of ∆PE,j < 0.05, local excitations do not induce an excited frequency band at all, and so the correlation is
undefined. Furthermore, at ∆PE,j = 0.05, only some units in the network induce an excited frequency band; this
effect results in a positive but weak correlation between 〈↑ ∆ρexcδj 〉 and sstrucj . Finally, for the case of ∆PE,j = 0.1
studied in the main text, there was a strong positive correlation between 〈|∆ρbaseδj |〉 and sstrucj at WP3 (and a weaker
positive correlation between 〈|∆ρbaseδj |〉 and sfuncj ). These trends also hold across the range of stimulation strengths
examined in this section (Fig. S6H).
In conclusion, we note that while an in-depth examination of the effects of the stimulation strength is beyond the
scope of the present study, it is important that the main relationships between interareal phase-locking modulations
and network properties hold over a range of values for this parameter.
SVII Results for an alternative value of the global coupling
In the main text, we examined the effects of focal excitatory stimulation for a global coupling of C = 2.5. Here, we
analyze an alternative (but relatively nearby) coupling value of C = 2.0, and show that qualitatively similar results
are found. As for C = 2.5, we consider three different working points by varying the level of background drive
P baseE , while holding the coupling fixed. Specifically, we consider P
base
E = 0.60 (WP1), P
base
E = 0.625 (WP2), and
P baseE = 0.745 (WP3), which place the system below, at, or above the state of peak global coherence (see Fig. 3A of
the main text), respectively. As before, these working points represent three distinct dynamical states of the system.
We begin by considering the effects of regional stimulation on the power spectra of the excited area. To summarize
this, we examine the average shift in the peak frequency of the stimulated area, 〈∆fpeakj,δj 〉, for each of the three
working points (Fig. S7). We find that for all three states, additional excitation has the effect of increasing the peak
frequency of the stimulated region. However, for WP1 and WP2, the peak frequency shifts by a noticeably larger
amount (〈∆fpeakj,δj 〉 = 9.2Hz for WP1 and 〈∆f
peak
j,δj
〉 = 10.1Hz for WP2) relative to the more modest effect at WP3
(〈∆fpeakj,δj 〉 = 2.0Hz). These general trends are consistent with the results in the main text, and again demonstrate
that individual areas are most responsive to additional excitation in states of lower background drive (WP1 and
WP2). In contrast, given the same excitation strength, regional dynamics are relatively imperturbable when the
system operates in the high background drive state (WP3).
We next examine how focal stimulation affects interareal phase-locking at each of the three working points. For
WP1 and WP2 we analyze separate “baseline” and “excited” frequency bands, since the peak frequency of the
stimulated area becomes well separated from the peak frequencies of the system at baseline. For WP3, we consider
a single “baseline” band, as the peak frequency of the excited area shifts only slightly and tends to overlap with the
main frequencies at baseline. For the present analysis, we use the same protocol described in the main text to define
baseline and excited frequency bands. In general, we refer the reader to Sec. III for further details and discussion
regarding the results presented below.
We first show – for WP1 – examples of the phase-locking modulations within the baseline and excited frequency
bands for two different choices of the stimulated area (Figs. S8A,C). As in the main paper (see Figs. 5A,C), we see
that the network response to a local perturbation differs between the two frequency bands, and for different choices
of the stimulated region. We next study the associations between the network-wide average of the phase-locking
modulations induced by regional stimulation and structural or functional strength (Figs. S8B,D). In comparing the
results presented here for a coupling of C = 2 to those in Fig. 5E,F of the primary text for C = 2.5, we find similar
relations. Specifically, the average absolute change in the PLV for the baseline frequency band 〈|∆ρbaseδj |〉 is most
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FIG. S6. Effects of varying the excitation strength at WP1 and WP3. (A) The average shift in peak
frequency of the stimulated region 〈∆fpeakj,δj 〉 vs. ∆PE,j at WP1. (B) The average shift in peak frequency of the
stimulated region 〈∆fpeakj,δj 〉 vs. ∆PE,j at WP3. (C) Network-averaged absolute PLV change in the baseline band
〈|∆ρbaseδj |〉 vs. ∆PE,j at WP1. (D) Network-averaged absolute PLV change in the baseline band 〈|∆ρbaseδj |〉 vs.
∆PE,j at WP3. (E) Network-averaged positive PLV change in the excited band 〈↑ ∆ρexcδj 〉 vs. ∆PE,j at WP1. (F)
No excited frequency band emerges at WP3 for any of the considered perturbation strengths. (G) At WP1, the
Spearman correlation rs between (1) 〈|∆ρbaseδj |〉 and structural strength sstrucj (dark gray) or (2) between 〈|∆ρbaseδj |〉
and functional strength sfuncj (light gray), plotted as a function of ∆PE,j . Filled-in circles indicate that the
correlation is statistically significant at p < 0.05. (H) At WP3, the Spearman correlation rs between (1) 〈|∆ρbaseδj |〉
and structural strength sstrucj (dark gray) or (2) between 〈|∆ρbaseδj |〉 and functional strength sfuncj (light gray),
plotted as a function of ∆PE,j . Filled-in circles indicate that the correlation is statistically significant at p < 0.05.
(I) At WP1, the Spearman correlation rs between (1) 〈↑ ∆ρexcδj 〉 and structural strength sstrucj (dark gray) or (2)
between 〈↑ ∆ρexcδj 〉 and functional strength sfuncj (light gray), plotted as a function of ∆PE,j . Filled-in circles
indicate that the correlation is statistically significant at p < 0.05.
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FIG. S7. Effect of enhanced regional excitation on the stimulated region’s power spectra for three
different working points at a coupling value of C = 2. The average shift in the peak frequency of the excited
region 〈∆fpeakj,δj 〉 for WP1, WP2, and WP3 (error bars indicate the standard deviation over all choices of the excited
unit).
FIG. S8. Modulations of phase-locking induced by regional stimulation for WP1 at a coupling value
of C = 2. (A) Pairwise changes in the PLV inside the baseline band ∆ρbase when region j (Left) or region k 6= j
(Right) is perturbed. Note that in this figure, regions j and k correspond to regions 4 (R–Medial Orbitofrontal)
and 23 (R–Lateral Occipital), respectively. (B) The quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Left),
and the quantity 〈|∆ρbaseδj |〉 vs. functional node strength sfuncj (Right). (C) Pairwise increases in the PLV inside the
excited band ∆ρexc when region j (Left) or region k 6= j (Right) is perturbed. (D) The quantity 〈↑ ∆ρexcδj 〉 vs.
structural node strength sstrucj (Left) and the quantity 〈↑ ∆ρexcδj 〉 vs. functional node strength sfuncj (Right). In
panels (B) and (D), insets indicate Spearman correlation coefficients between the plotted quantities, and their
associated p-values).
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FIG. S9. Modulations of phase-locking induced by regional stimulation for WP2 at a coupling value
of C = 2. (A) Pairwise changes in the PLV inside the baseline band ∆ρbase when region j (Left) or region k 6= j
(Right) is perturbed. Note that in this figure, regions j and k correspond to regions 4 (R–Medial Orbitofrontal)
and 23 (R–Lateral Occipital), respectively. (B) The quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Left),
and the quantity 〈|∆ρbaseδj |〉 vs. functional node strength sfuncj (Right). (C) Pairwise increases in the PLV inside the
excited band ∆ρexc when region j (Left) or region k 6= j (Right) is perturbed. (D) The quantity 〈↑ ∆ρexcδj 〉 vs.
structural node strength sstrucj (Left), and the quantity 〈↑ ∆ρexcδj 〉 vs. functional node strength sfuncj (Right). In
panels (B) and (D), insets indicate Spearman correlation coefficients between the plotted quantities, and their
associated p-values).
strongly related to the baseline functional strength of the stimulated area sfuncj (Fig. S8B,Right). In contrast, the
network-average of the positive changes in excited band PLV 〈↑ ∆ρexcδj 〉 is most strongly related to the structural
strength of the stimulated region sfuncj (Fig. S8D,Left). The other relationships are either weaker or not statistically
significant.
We next conduct the same analyses regarding changes to interareal phase-locking, but for WP2. Here, Figs. S9A,C
correspond to Figs. 7A,C of the main paper, which show examples of the phase-locking modulations within the
baseline and excited frequency bands for two different choices of the stimulated area. Furthermore, Figs. S9B,D
correspond to Figs. 7E,F of the primary text, and depict the relationships between the different phase-locking mod-
ulations induced by regional stimulation and structural or functional network strength. We again find qualitatively
similar behavior between the results shown here and those depicted in the main text. Note that for both values of
the coupling (C = 2 here and C = 2.5 in the primary text), the main difference between WP1 and WP2 is that
structural strength sstrucj also exhibits a positive correlation with the average absolute change in phase-coherence for
the baseline frequency band 〈|∆ρbaseδj |〉 (Fig. S9B,Left). However, for both values of C, phase-locking modulations at
the system’s endogenous frequencies continue to be most strongly associated with the stimulated region’s baseline
functional strength (Fig. S9B,Right).
For completeness, we lastly consider phase-locking reconfigurations induced by regional excitation at WP3.
Fig. S10A shows the change in phase-coherence between each pair of regions (for the single, baseline frequency
band) for two different choices of the stimulated area. As found in the main paper (e.g., Fig. 9A), the response, in
general, differs across the choice of the excited region. The relationships between the phase-coherence modulations
and structural or functional network strength found here for C = 2 (Fig. S10B) are also consistent with the anal-
ysis performed in the primary text for C = 2.5 (Fig. 9C). Namely, there is a strong, positive correlation between
〈|∆ρbaseδj |〉 and sstrucj and a weaker but still significant correlation between 〈|∆ρbaseδj |〉 and sfuncj .
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FIG. S10. Modulations of phase-locking induced by regional stimulation for WP3 at a coupling
value of C = 2. (A) Pairwise changes in the PLV inside the baseline band ∆ρbase when region j (Left) or region
k 6= j (Right) is perturbed. Note that in this figure, regions j and k correspond to regions 10 (R–Precentral) and 15
(R–Isthmus), respectively. (B) The quantity 〈|∆ρbaseδj |〉 vs. structural node strength sstrucj (Left), and vs. functional
node strength sstrucj (Right). Insets indicate Spearman correlation coefficients between these quantities, and their
associated p-values).
SVIII Details on the Hilbert Transform
A common way to extract an instantaneous phase variable from a real-valued oscillatory signal is with the Hilbert
transform. To begin, one writes the analytic (complex-valued) signal representation XA(t) of the real-valued time-
series X(t) as
XA(t) = X(t) + iXH(t) = A(t)e
iθ(t), (2)
where XH(t) is the Hilbert transform of X(t), A(t) is the instantaneous amplitude of X(t), and θ(t) is the instanta-
neous phase of X(t). Once one has computed XH(t) and thus XA(t), it is easy to see from Eq. 2 that the phase θ(t)
can be computed as
θ(t) = arg[XA(t)]. (3)
The Hilbert transform of a signal X(t) is defined as
XH(t) =
1
pi
∫ ∞
−∞
X(t′)
t− t′ dt
′, (4)
where the integral is evaluated as a Cauchy principal value. From Eq. 4, one observes that the Hilbert transform
is the convolution of X(t) and 1/pit: XH(t) = X(t) ∗ 1/pit, so the Fourier transform (FT) of XH(t), X˜H(f), is just
the product of the FTs of X(t) and 1/pit. For frequencies f > 0, we thus have that X˜H(f) = −iX˜(f), from which
it becomes clear that the Hilbert transform just induces a phase shift of pi/2 to each frequency component in the
signal.
In this study, we computed Hilbert transforms of the simulated neural activity using the ‘hilbert’ function in
MATLAB. As described in Sec. IIF1, the Hilbert Transform was applied after first filtering the raw time-series in a
specified frequency band, in order to ensure that the corresponding phase variable is well-defined [5].
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SIX Brain region identification numbers and labels
Table S1. Brain region ID numbers with their corresponding hemisphere (L = left hemisphere, R = right
hemisphere) and anatomical labels. The ID numbers match the node numbering used in the adjacency matrix (see
Fig. 1C), which also applies to all other region-by-region figures in the main text and in the supplementary text.
Region ID Hemisphere–Label Region ID Hemisphere–Label
1 R–Lateral Orbitofrontal 42 L–Lateral Orbitofrontal
2 R–Pars Orbitalis 43 L–Pars Orbitalis
3 R–Frontal Pole 44 L–Frontal Pole
4 R–Medial Orbitofrontal 45 L–Medial Orbitofrontal
5 R–Pars Triangularis 46 L–Pars Triangularis
6 R–Pars Opercularis 47 L–Pars Opercularis
7 R–Rostral Middle Frontal 48 L–Rostral Middle Frontal
8 R–Superior Frontal 49 L–Superior Frontal
9 R–Caudal Middle Frontal 50 L–Caudal Middle Frontal
10 R–Precentral 51 L–Precentral
11 R–Paracentral 52 L–Paracentral
12 R–Rostral Anterior Cingulate 53 L–Rostral Anterior Cingulate
13 R–Caudal Anterior Cingulate 54 L–Caudal Anterior Cingulate
14 R–Posterior Cingulate 55 L–Posterior Cingulate
15 R–Isthmus 56 L–Isthmus
16 R–Postcentral 57 L–Postcentral
17 R–Supramarginal 58 L–Supramarginal
18 R–Superior Parietal 59 L–Superior Parietal
19 R–Inferior Parietal 60 L–Inferior Parietal
20 R–Precuneus 61 L–Precuneus
21 R–Cuneus 62 L–Cuneus
22 R–Pericalcarine 63 L–Pericalcarine
23 R–Lateral Occipital 64 L–Lateral Occipital
24 R–Lingual 65 L–Lingual
25 R–Fusiform 66 L–Fusiform
26 R–Parahippocampal 67 L–Parahippocampal
27 R–Entorhinal 68 L–Entorhinal
28 R–Temporal Pole 69 L–Temporal Pole
29 R–Inferior Temporal 70 L–Inferior Temporal
30 R–Middle Temporal 71 L–Middle Temporal
31 R–Banks of Superior Temporal Sulcus 72 L–Banks of Superior Temporal Sulcus
32 R–Superior Temporal 73 L–Superior Temporal
33 R–Transverse Temporal 74 L–Transverse Temporal
34 R–Insula 75 L–Insula
35 R–Thalamus Proper 76 L–Thalamus Proper
36 R–Caudate 77 L–Caudate
37 R–Putamen 78 L–Putamen
38 R–Pallidum 79 L–Pallidum
39 R–Accumbens 80 L–Accumbens
40 R–Hippocampus 81 L–Hippocampus
41 R–Amygdala 82 L–Amygdala
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