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Abstract—When plug-in electric vehicles (PEVs) participate
in grid operation, the inter-temporal feature of PEVs charging
transforms the traditional optimal power flow (OPF) problem
into multiperiod OPF (MOPF) problem. In the case that the
population of PEVs is huge, the large number of variables and
constraints render the centralized solution technique unsuitable
to solve the MOPF problem. Therefore, a distributed algorithm
based on alternating direction method of multipliers (ADMM)
is developed to decompose the MOPF into two update steps
that are solved in an alternating and iterative style. To improve
the solution efficiency, the second update step is transformed
into a Euclidean projection problem by approximating the
original objective with a surrogate function. Then a projection
algorithm is utilized to solve the approximate problem. Numerical
results show that this reformulated model obtains suboptimal
solutions with small relative error, but gains considerable speed-
up. Furthermore, its scalability and effectiveness are tested in
the 119-bus and 906-bus distribution networks.
Index Terms—Plug-in electric vehicles, multiperiod optimal
power flow, alternating direction method of multipliers (ADMM),
projection algorithm.
I. INTRODUCTION
W ITH the proliferation of plug-in electric vehicles(PEVs), the optimal power flow (OPF) problem that
considers the impacts of PEVs has been one of the crucial
issues in power system operation. OPF aims to optimize a
certain objective, such as generation cost or consumer utility.
As a sort of controllable loads, PEVs can be used to fill load
valleys or accommodate intermittent renewable generation.
The majority of PEVs are charged in low-voltage distribution
networks which usually have a tree topology.
AC OPF is generally nonconvex due to nonlinearity of
power balance equations and global optimal solution cannot be
guaranteed. Facing this challenge, various approaches of ap-
proximation or convex relaxation have been developed over the
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decades, such as direct current (DC) approximation [1], [2],
semi-definite programming (SDP) relaxation [3]–[5], second-
order cone (SOC) relaxation [6]–[8] and moment-based relax-
ations [9]–[12]. The SOC and SDP relaxation methods have re-
spective advantages and disadvantages, thus many researchers
try to combine them to achieve better solution performance
than each of them. For instance, in [13], a quadratic convex
(QC) relaxation is proposed and the case studies show that
QC relaxation has better accuracy over the SOC relaxation
and significantly faster computational speed than the SDP
relaxation. In [14], a moment relaxation method that mixes
SDP and SOC formulations is developed to substantially
improve the computational speed. Essentially, some of the
methods are equivalent under some conditions, e.g., SDP
relaxation and SOC relaxation are equivalent and exact for
radial networks [15] under some assumptions. See [16] for
an overview of the equivalence relations among the relaxation
methods. In practice, almost all the proposed methods can
obtain zero-duality-gap solution unless some certain condi-
tions are satisfied [3], [17]. In [18], the author proposes a
method that selects an objective function based on a weighted
Laplacian matrix and constrains the generation cost within
a small range around the lower bound obtained from SDP
relaxation. This method is able to find near globally optimal
solutions to OPF problems. In some test systems, the SDP
relaxations are observed to obtain the exact global optimums.
But, in general, convex relaxation approaches produce an
infeasible solution possibly close to the global optimum. The
wide application of convex PF models are mainly due to the
maturity of convex optimization solvers, e.g. sedumi, sdpt3
and mosek etc., which can efficiently solve convex problems
of reasonably large scale. On the other hand, before the
emergence of convex relaxation approaches, interior point
method (IPM) had been a standard approach to solve OPF
to local optimality and are applied to practical large-scale
systems [19]–[21]. In some cases, the local solutions obtained
by IPM actually coincide with the global optimums [13], [22].
From a practitioner’s viewpoint, a feasible local solution is
much more favorable than an infeasible solution even if it
is close to the global optimum, i.e. the feasibility is prior
to the optimality. Therefore, this paper directly employs the
original AC power flow model without resorting to any convex
relaxations.
The classical OPF problem optimizes the objective function
in a single time period, while for a distribution network that
incorporates PEVs, the inter-temporal constraints of the energy
storage of PEVs makes it necessary to solve multiple OPF
2problems over a finite horizon, which is called multiperiod
OPF (MOPF) [23]. Reference [24] develops a DC MOPF
model that integrates energy storage and renewable energy
sources. The authors in [25] propose a rolling MOPF model
that schedules PEVs in a three-phase unbalanced distribution
network. Due to the nonconvexity in the AC power flow
equations, the convex relaxation method in single-period OPF
can be extended to MOPF as well. For example, Jabr utilizes
SOC relaxation to convexify the AC MOPF problem in [26],
and the work in [27] solves the MOPF using a parallel moment
approach.
According to the 2009 National Household Travel Survey
(NHTS) [28], commuting to and from work begins pre-
dominately between 6:00 and 9:00 and between 16:00 and
18:00. Without loss of generality, we assume that PEV drivers
charge their cars upon the last arrival at home. Thus PEVs
charging would potentially add new peaks to conventional
loads and exert negative impacts on a distribution network
[29], such as increasing power losses or loading of lines
and transformers. In recent years, various strategies of PEVs
charging dispatch have been developed. Gan [30] proposes
a decentralized algorithm that schedules PEV charging to
fill the load valley. In [31], a smart distribution power flow
framework and multiple charging strategies are proposed to
overcome the drawbacks of uncontrolled charging that could
increase the peak demand and lower nodal voltage. In [25],
an optimal charging algorithm is developed to minimize the
cost of PEVs charging in a three-phase unbalanced distribution
network. However, this optimization method cannot apply in
the case where the number of PEVs is huge. The authors
of [32] develop a bi-level programming scheme to schedule
PEVs while satisfying the network constraints. Although the
numerical studies verify the convergence of this algorithm,
there is no theoretical guarantee to confirm it. Indeed, the
value of penalty coefficient significantly affects the optimal
value and computing performance, hence it should be prudent
to select the value.
In this paper, a hierarchical control scheme similar to the
bi-level structure in [32] is adopted. Briefly speaking, the
PEVs in a certain area are taken as an entity and controlled
by an agent, generally termed as aggregator, which collects
and dispatches the aggregate information of all the PEVs.
PEV aggregator plays as a middleware between the fleet of
electric vehicles and the distribution system operator (DSO)
who is responsible for the optimal power flow calculation.
To optimally schedule PEVs charging under this scheme, we
develop an optimization model that combines branch flow
model (BFM) and Alternating Direction Method of Multipliers
(ADMM) due to two reasons: 1) BFM was first proposed in
[33], [34] and proved to be suitable to model radial distribution
networks; 2) Since ADMM is a variant of the augmented
Lagrangian method, the optimal value can be achieved to a
prespecified accuracy within a few of iterations.
The contributions of our work are as follows. The ADMM is
used to accelerate the the PEVs charging scheduling problem.
Besides, a projection model is developed to approximate the
second update step in ADMM and solution of this model is
easy to be carried out in parallel by the local controller of
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Fig. 1. Branch flow model.
each PEV, which produces decent improvement in computa-
tional performance. As compared to the bi-level decomposition
method in [32], our method can converge to the optimal
objective value in less time, showing superior computation
performance. Especially, the proposed ADMM-based approach
can be scalable in large-scale scenarios, i.e., the size of
distribution network or the number of PEVs is large.
The remainder of the paper is organized as follows. Section
II formulates the mathematical model of MOPF that accounts
for the constraints of a distribution network and of PEVs
charging. Section III presents the MOPF based on ADMM,
and finds an approximate model to solve the aggregator charg-
ing minimization step by using a projection model. Section IV
verifies the accuracy of the proposed approximate model and
validates its scalability in a large case. The conclusions are
drawn in Section V.
II. MATHEMATICAL FORMULATION OF MULTIPERIOD OPF
CONSIDERING PEVS CHARGING
In this section, we construct the MOPF model that inte-
grates PEVs in a distribution network. Both the constraints
of network and the constraints of PEVs charging process are
taken into consideration.
A. Constraints of Distribution Network
Without loss of generality, consider a radial distribution
network that is represented by a directed graph G = (N ,L).
Denote the substation bus as 0 and other buses as 1, . . . , N .
Let N := {0, . . . , N} represent the set of all buses and let
pi(t) and qi(t) denote the active and reactive power injection
at this bus, respectively. As shown in Fig. 1, the branch is
represented as pi equivalent model. Each ordered pair (i, j) in
L represents a line with series impedance rij + jxij and total
charging susceptance bij , thus let Pij(t) and Qij(t) denote
denote the active and reactive power on the line from bus i
to j, respectively. Let T := {1, . . . , T} denote the set of time
slots.
For each bus i ∈ N at time t ∈ T , the power balance
equations are given by
Pij(t) = pi(t)− Paggi(t) +
∑
h∈pii
(
Phi(t)− rhiℓhi(t)
)
(1)
Qij(t) = qi(t) +
∑
h∈pii
(
Qhi(t)− xhiℓhi(t)
)
(2)
3where pii denotes the collections of child buses of bus i,
Paggi(t) he charging power of the aggregator connected to
bus i, and ℓij(t) is the square of current magnitude defined as
ℓij(t) =
P 2ij(t) +Q
2
ij(t)
vi(t)
. (3)
The equations for the substation bus are slightly different
from Eqs. (1) and (2) as follows
0 = p0(t)− Pagg0(t) +
∑
h∈pi0
(
Ph0(t)− rh0ℓh0(t)
)
(4)
0 = q0(t) +
∑
h∈pi0
(
Qh0(t)− xh0ℓh0(t)
)
. (5)
The equations of power flow on all lines (i, j) ∈ L are
expressed as
vi(t)− vj(t) = 2
(
rijPij(t) + xijQij(t)
)
− (r2ij + x2ij)ℓij(t), ∀t ∈ T
(6)
where vi(t) denotes the square of voltage magnitude at bus i.
The voltage magnitude limits are given by
vmini ≤ vi(t) ≤ vmaxi , ∀i ∈ N , ∀t ∈ T . (7)
It is stated in [35] that the ampacity constraint of the lines’
current should take into account the current that flows in the
charging susceptance of the line. The line ampacity limit for
line (i, j) ∈ L at time t ∈ T is represented as
ℓij(t) +
1
4
b2ijvi(t) + bijQij(t) ≤ ℓmaxij , (8)
ℓij(t) +
1
4
b2ijvj(t) + bij (xijℓij(t)−Qij(t)) ≤ ℓmaxij . (9)
For simplicity of notion, we define the feasible set of
network constraints by
FN :=
{
Paggi(t): (1)-(8) ∀i ∈ N , t ∈ T
}
. (10)
B. Constraints of PEVs Charging
In the present framework of smart charging of PEVs,
the aggregator plays a role of connecting the DSO and the
PEVs and transmitting control signals between them. The
information related to the PEVs is uploaded to the aggregator,
including the SOC of batteries, the arrival and departure time
and the battery capacity. The power of aggregator i equals the
sum of charging power of all PEVs that are managed by the
aggregator, i.e.,
Paggi(t) =
Mi∑
n=1
PVi,n(t), ∀t ∈ T (11)
where Mi denotes the number of PEVs controlled by the
aggregator connected to bus i, and PVi,n is the charging power
of PEV n.
During each charging interval, the state of charge (SOC) of
PEV k in the next period is provided by
SOCn(t) = SOCn(t− 1) +
ηPVi,n(t)∆t
Cb,n
, t ∈ T (12)
where η is the charging efficiency, Cb,n is the battery capacity,
∆t is the time interval and SOCn(0) denotes the initial
SOC when charging begins. In the framework of PEV smart
charing, we assume that the SOCs of PEVs can be accurately
estimated by the battery management system [36], [37] and
then uploaded to the PEV aggregator by the communication
interface.
The diversity of PEV drivers’ behaviors leads to a variety
of charging profiles. Only during the time when a vehicle is
connected to grid can it get charged at any rate from 0 to the
maximum value, denoted PmaxVi,n , otherwise charging power is
set to zero. The constraint of charging power is defined as
0 ≤ PVn(t) ≤ bn(t), ∀t ∈ T (13)
where ta,n and td,n are respectively the arrival time and
departure time of PEV n, and
bn(t) =
{
0, t /∈ [ta,n, td,n]
PmaxVi,n , t ∈ [ta,n, td,n].
(14)
Additionally, PEVs must not be overcharged in order to
prolong the lifetime of batteries. Thus the SOCs are controlled
in such a prespecified range
SOCminn ≤ SOCn(t) ≤ SOCmaxn , ∀t ∈ T . (15)
Similarly, the feasible set of constraints for PEVs charging
is given by
FV :=
{
PVi,n(t): (12)-(15)
∀i ∈ N , t ∈ T , n = {1, . . . ,Mi}
}
.
(16)
Thus, FN and FV are coupled through constraint (11).
C. Objective Function
In the context of economic dispatch of distribution network,
minimization of energy losses is often used to reduce the
cost [38]. The overall energy losses are represented as
Eloss = Esub − Eload − EEV,
where Esub denotes the overall energy absorbed from the
substation, Eload the energy of basic loads excluding the
PEVs and EEV the overall energy charged by PEVs. In this
paper, we assume that the initial and expected SOCs of each
PEV are known a priori, therefore the value of EEV are
constant during the scheduling horizon T . Besides, we also
assume the basic loads (Eload) can be accurately forecasted
and thus can be regarded as deterministic. Consequently, the
optimization objective is equivalent to minimizing the overall
energy absorbed from the substation, i.e.,
fobj =
∑
t∈T
p0(t)∆t (17)
where ∆t denotes the time interval.
Although the distributed generation (DG) is not quite perva-
sive at present, it is developing rapidly and a promising trend
of future power grid. When DGs, such as rooftop PVs, are
integrated in distribution networks, the values of generation
can be simply treated as forecasted power injections at certain
nodes. Further consideration of the uncertainties of the DGs
4is out of the scope of this paper and can be solved in the
following work.
To summarize, the MOPF problem can be formulated in a
more compact form as follows
min fobj
s.t. Paggi(t) ∈ FN , PVi,n(t) ∈ FP
Equation (11).
(18)
III. FORMULATION OF MULTIPERIOD OPF PROBLEM
BASED ON ADMM
When the population of PEVs is large, the number of vari-
ables and constraints becomes huge, thus making it difficult
to solve the multiperiod OPF problem. As can be observed
in Section II, the constraints of the network and PEVs are
only coupled through the aggregator. Therefore, In this paper
we adopt ADMM to decouple the constraints to relieve the
computation burden. In this section, we first give an illustrative
introduction to the ADMM and then apply it to decompose the
MOPF problem into two separable parts.
A. ADMM
ADMM is an algorithm that takes advantage of both the
decomposability of dual ascent and the superior convergence
properties of the method of multipliers [39]. This method
solves problems in such form
min f(x) + g(z)
s.t. Ax+Bz = c,
(19)
with optimization variables x ∈ Rn and z ∈ Rm, where A ∈
Rp×n, B ∈ Rp×m, and c ∈ Rp are known parameters.
Under the framework of ADMM, x and z are solved in
an alternating fashion, i.e., in each iteration x is first solved
with z fixed and then z is solved with x fixed as the value
obtained in the previous step. The iterates are carried out as
the following procedures (see [39] and the references therein
for more details):
xk+1 := argmin
x
{
f(x) +
ρ
2
‖Ax+Bzk− c+ uk‖22
}
zk+1 := argmin
z
{
g(z) +
ρ
2
‖Axk+1+Bz− c+ uk‖22
}
uk+1 := uk +Axk+1 +Bzk+1 − c,
(20)
where ρ > 0 is the penalty parameter and u is a vector of the
Lagrangian multipliers. In order to certify the convergence of
iterates, we define the stopping conditions by
‖Axk +Bzk − c‖2 ≤ ϵprim
‖ρATB(zk+1 − zk)‖2 ≤ ϵdual,
(21)
where ϵprim and ϵdual are tolerance parameters that are pre-
specified in terms of expected accuracy. If the criteria hold,
then we can claim that problem (19) is solved to optimality.
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Fig. 2. The communication structure of the ADMM-based MOPF solution.
B. ADMM-based MOPF
By applying the ADMM, the iterative solution procedures
of the MOPF can be formulated as follows:
Pk+1aggi := argmin
Paggi
{
fobj + IN
+
ρ
2
∑
i∈N
∥∥Paggi − 1ᵀPkVi + uk∥∥22} (22)
Pk+1Vi := argmin
PVi
{
IVi +
ρ
2
∥∥Pk+1aggi − 1ᵀPVi + uk∥∥22} (23)
uk+1 := uk +
∑
i∈N
(
Pk+1aggi − 1ᵀPk+1Vi
)
, (24)
where Paggi ∈ R1×T denotes the charging profile of aggrega-
tor i, ‖·‖2 denotes the Euclidean norm, 1 is the column vector
of Mi ones, and PVi =
[
PVi,1 , . . . ,PVi,Mi
]ᵀ
is the matrix of
charging power of the PEVs in aggregator i, where Mi is the
number of PEVs and PVi,n ∈ R1×T , n = 1, . . . ,Mi, is the
charging profile of PEV n in aggregator i. The constraints
of the network and the aggregated vehicles charging are
represented by indicator functions IN and IVi :
IN =
{
0, Paggi ∈ FN
∞, otherwise (25)
IVi =
{
0, PVi,n ∈ FV
∞, otherwise . (26)
This reformulated ADMM-based MOPF (called ADMM-
BFM in the sequel) decomposes the original problem into two
parts, i.e., one for the network and another one for the PEVs,
and solves them iteratively. The communication structure
is shown in Fig. 2. In iteration k, the distribution system
operator (DSO) performs the OPF calculation and transmits
the charging signals, Pk+1aggi , to the PEV aggregators. Then each
aggregator dispatches the charging commands, Pk+1Vi , to every
individual PEV that is managed by the aggregator. Finally, the
DSO updates the dual variables uk+1. As the iterates proceed,
the power flow of the distribution network and the charging
profile of the PEV fleet will reach optimality.
It is obvious that the solution to (22) only depends on
the scale of a distribution network, but not relevant to the
number of PEVs participating in charging control. On the other
hand, the minimization problem (23) is a constrained quadratic
5programming. In this iterative way, the memory use and the
computational burden can be reduced to a large extent.
C. Aggregator Charging Power Minimization Step
Although (23) can be efficiently solved via quadratic pro-
gramming solvers, e.g., Gurobi [40], the Hessian needs to
be computed and stored when the number of variables and
constraints explodes, which would cause prohibitively high
time and storage consumption. Therefore we seek some way
to address this issue.
It is pointed out in [39] that even when the x- and z-
minimization steps in (20) are inexactly solved, ADMM will
also converge as the iterations proceed. In this part, we exploit
the special structure in the second step of ADMM-BFM
and develop an approximate model that can be solved more
efficiently than the original problem. First, we transform (23)
into the following form:
min
{xt}
T∑
t=1
f(xt; at)
s.t. 0 ≤ xt ≤ bt, t = 1, . . . , T
T∑
t=1
xt = c
(27)
where xt ∈ RM , bt ∈ RM and c ∈ RM are vectors, at ≥ 0
is a scalar, and f(xt; at) = (1ᵀxt − at)2 denotes the cost
function at time t.
We construct a function as follows
g(xt; at) = M
M∑
i=1
(
xi,t − at
M
)2
, (28)
and substitute it into (27) as the surrogate objective function,
then the minimization problem is cast as the Euclidean pro-
jection onto a simplex with box constraints, i.e.,
min
{xt}
T∑
t=1
M
∥∥xt − vt∥∥22
s.t. 0 ≤ xt ≤ bt, t = 1, . . . , T
T∑
t=1
xt = c
vi,t =
at
M
,
i = 1, . . . ,M
t = 1, . . . , T
.
(29)
In the following, we will illustrate that the solution of
formulation (29) is nearly optimal to that of problem (27).
Theorem 1 [41]: (Objective Function Approximation) Con-
sider the two constrained optimization problems as follows:
min f(x), s.t. x ∈ X (P)
min f˜(x), s.t. x ∈ X (P˜)
where X is a non-empty set and f and f˜ are real-valued
functions bounded below on X . (P) is represented as the true
problem and (P˜) as the approximate problem. If there exist
scalars ϵ and ϵ satisfying
− ϵ ≤ f˜(x)− f(x) ≤ ϵ for all x ∈ X . (30)
Then
− ϵ ≤ inf
x∈X
f˜(x)− inf
x∈X
f(x) ≤ ϵ (31)
and for any ϵ ≥ 0, any ϵ-optimal solution x˜ to P˜ will
necessarily be (ϵ+ ϵ+ ϵ)-optimal in (P).
Proof : See Appendix A. 
Theorem 2: If the parameters in (27) satisfy
ϵ = − 1
T
( M∑
i=1
ci
)2
+M
T∑
t=1
M∑
i=1
b2t,i ≥ 0, (32)
then the optimal solution to (29) is ϵ-optimal in (27).
Proof : See Appendix B. 
Theorem 2 indicates that the projection problem (29) pro-
vides an near-optimal solution of (27) with an optimality gap
ϵ that is relevant to the model parameters.
As is obviously observed from (29), the objective function
and constraints are separable across rows with respect to
x, therefore the problem can be easily decomposed into M
subproblems for i = 1, . . . ,M :
{xi,1, . . . , xi,T } =argmin
{ T∑
i=1
M
(
xi,t − at
M
)2
subject to 0 ≤ xi,t ≤ bi,t, t = 1, . . . , T
xi,1 + xi,2 · · ·xi,T = ci
} (33)
and be solved by Algorithm 1 [42] in a parallel manner, which
would achieve dramatically more speed-up. See Appendix C
for the procedures of the projection algorithm.
IV. CASE STUDIES
In this section, we conduct some case studies in the IEEE
34-bus test feeder shown in Fig. 3, and the network parameters
can be found in [43]. Since the IEEE network is a unbalanced
three-phase radial network with regulators, transformers and
distributed loads that are not modelled in this work, we make
the same modifications as in [8]: 1) assume that each bus has
three phases and split its spot load evenly in each phase; 2)
model the distributed load on a line as two identical spot loads
located at two ends of the line.
The maximum charging power is set to 10 kW and the
battery capacity is 20 kWh. The initial and expected SOCs of
all PEVs are uniformly sampled from the range [20%, 40%]
and [80%, 90%], respectively. The charging efficiency of the
PEV charging equipment is set to be 90% [44], [45]. In
practice, the modelling of PEV users’ behavior requires field
data, whereas these data are difficult to fetch at present. To
resolve this issue, the probability distribution functions are
often used to sample the data. In this paper, the uniform
distributions U [16, 18] and U [6, 9], as mentioned in [28], are
adopted to randomly generate the arrival times and departure
times. The daily load power profile is extracted from the UK
national grid in 2016 [46]. To reflect the characteristics of
the routine of residential power consumption, we respectively
select one daily load profile in different time of the year, and
scale down the maximum power to 1, as shown in Fig. 4.
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Fig. 3. Modified IEEE 34 bus test feeder.
Fig. 4. Normalized daily load power profile.
TABLE I
COMPARISON RESULTS FOR DIFFERENT SIZES OF PROBLEM
M
Time [s] Objective Value
Proj(1)a Proj(4)b Gurobi Projection Gurobi Error [%]
100 0.035 0.091 0.566 223.035 221.773 0.568
500 0.167 0.127 2.812 1126.153 1104.965 1.917
1000 0.334 0.174 5.540 2234.345 2209.923 1.105
2000 0.656 0.264 17.304 4466.079 4419.846 1.046
5000 1.636 0.554 32.679 11159.534 11048.676 1.003
10000 3.260 1.043 66.273 28471.532 28072.124 1.422
a Serial implementation of projection algorithm.
b Parallel implementation with 4 threads.
The time interval ∆t is set to 10 minutes and the scheduling
horizon is sliced into T = 144 time slots.
The model formulations are implemented using the open-
source package JuMP [47] and solved on Windows 10 64-bit
system with an Intel Core i5-4590 processor with 8GB RAM
using Ipopt [48] version 3.12.2 to solve MOPF problem (22).
A. Verification of the Projection Algorithm
Some experiments are conducted with various sizes of the
the variables so as to compare the accuracy of the reformulated
problem (29) solved by the proposed projection algorithm
to the original problem (27) solved by the interior point
method in Gurobi [40] with the default solver parameters.
In all cases, the parameter setup is as follows: time slots
T = 144, the entries of c are all 20, b is constructed from
(14) with maximum value 10, and a is set as M/2 times as
the normalized load power shown in Fig. 4.
Table I displays the solution time and objective values of
(27) for different values of M . Note that in the table are
provided the results of projection algorithm for serial and
parallel implementations, respectively. As can be observed in
TABLE II
TYPE OF LOAD PROFILE FOR DIFFERENT BUSES
Bus number Type of load profile
3,4,5,6,10,11 LP1
12,13,14,15,16,17 LP2
18,19,20,21,22,25 LP3
27,29,31,32,35 LP4
all cases, the projection algorithm can reach an approximate
solution close to the optimum with a small relative error of
the objective value, while the solution time spent is only
1/20 of that of Gurobi. It reveals that the proposed projection
algorithm can provide a solution to sufficient precision.
The reason why the parallel version of projection algorithm
is slower than the serial version when M is small lies in that
the communication time among CPU cores predominates in
the total runtime, whereas it takes up smaller proportion when
M gets larger, thus making the parallel version over two times
as fast as the serial version.
Note that in our work, 4 cores at the most can be used due
to the limitation of computing resource. Thus the solution time
can be further reduced if more CPU cores are available.
B. Optimality of ADMM-BFM
In this part, we investigate the optimality performance of
the proposed solution method (ADMM-BFM) compared to the
original method (BFM). The load profiles at different buses are
categorized into four types that are shown in Fig. 4 and the
bus indices for each type are listed in Table II. Besides, the
line current limit is set as 80A. The charging profiles of PEV
aggregator for different algorithms, i.e., BFM, ADMM-BFM
and dumb control, are compared. The term dumb control is
referred to as the circumstance that a PEV starts to charge upon
its arrival until fully charged and no active control is imposed
in the duration. The profile given by BFM is regarded as the
baseline to assess the accuracy of solution by ADMM-BFM.
Up to the present time, there is few literature discussing
the parameter selection of the ADMM. In [49], a specific
parameter selection method is proposed for the ADMM-like
problems that are of quadratic form, and it’s proved to lead to
optimal solution. However, in the general case, there are no
general rules of how to select the optimal penalty parameter ρ.
Therefore in the present work we choose ρ by trial and errors.
We find that when ρ falls in the inverval [0.5, 3], the iterates
can guarantee the convergence and yield the same optimal
objective value.
(a) Single aggregator
In this scenario, a PEV aggregator that comprises of 300
PEVs is located at bus 11. Fig. 5 shows the curves of
substation power and aggregator charging power in 24 hours.
From the figure, one can observe that ADMM-BFM obtains
a charging profile close to BFM with a relative error of
0.012%, and the objective values are 27.570899MWh and
27.570899MWh, respectively. It indicates that the proposed
ADMM-BFM is capable of providing a considerably approx-
imate solution. The runtime of BFM is 4.59 seconds while it
takes 27.46 seconds within 5 iterations for ADMM-BFM. In
7Fig. 5. Daily profile of substation power and aggregator charging power by
different control algorithms.
Fig. 6. Current flows in each line across the 24 hours.
this case the performance of BFM is superior to ADMM-BFM
due to the small number of PEVs, however the solution time
of BFM will increase dramatically with the number of PEVs,
while that of ADMM-BFM can keep slower increase. In the
next subsection, it will be demonstrated in details.
Fig. 6 shows the current in each transmission line across the
scheduling time. We can see that the line current is below the
limit (60A) at any time. The maximum line current is 56.54A
that occurs at time t=18:30 in the line 1-2.
In comparison to dumb control, the generation cost min-
imization control strategy considers the requirements of the
distribution network on a higher level, which results in the
PEVs charging during the off-peak hours and therefore reduc-
ing the peak power. Moreover, the variation of the power at the
substation is suppressed, and accordingly the network energy
loss is reduced by 4% from 0.2125MWh to 0.2038MWh.
(b) Multiple aggregators
In this case, three aggregators with each containing 100
PEVs are located at buses 11, 17 and 21, being denoted as
Agg1, Agg2 and Agg3, respectively. The other settings are
the same as the single-aggregator case.
The optimization process converges after 3 iterations and
takes 16.43 seconds. The optimal objective value is 27.5804
Fig. 7. Daily profile of substation power and aggregator charging power by
BFM (left) and ADMM-BFM (right) in multiple-aggregator case.
TABLE III
COMPUTATIONAL PERFORMANCE OF THE BI-LEVEL DECOMPOSITION
METHOD IN [32].
Penalty
Coefficient Iterations
Objective
Value [MWh] Runtime [s]
1 10 27.58063 160.89
2 25 27.58056 225.03
3 37 27.58050 596.03
4 53 27.58045 1052.66
MWh. Fig. 7 shows the charging profile of each aggregator
by BFM and ADMM-BFM. The relative errors are 0.0946%,
0.156% and 0.0873%, respectively. The network energy loss
is 0.2133MWh, a bit larger than the single-aggregator case.
The reason appears to be that Agg2 and Agg3 are located at
the buses that are further from the substation, thus leading to
more energy losses on the transmission lines.
(c) Comparison with the method in [32]
The bi-level decomposition method in [32] is similar to
ours, but the solution performance is sensitive to the value of
penalty coefficient. As show in Table III, the larger the penalty
coefficient, the closer the obtained optimal objective value to
that of the ADMM-BFM, but more number of iterations and
computation time is needed to converge. Compared with the
bi-level programming method in [32], the ADMM-BFM in our
work shows better convergence performance.
C. Runtime Performance
With the increase in the population of PEVs, the variables
and constraints of the optimization problem will become pro-
hibitively large, which could degrade the solution efficiency.
Therefore in this part, the scheduling problem of different
numbers of PEVs M , ranging from 100 to 50k, is solved
by BFM and ADMM-BFM for ten times, and the average
runtime versus the values of M is depicted in Fig. 8. Both
of BFM and ADMM-BFM display linear performance in time
as expected, nevertheless ADMM-BFM has a relatively flatter
slope that is about the third of BFM. When M is small (<5k
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Fig. 8. Runtime performances for different numbers of PEVs by BFM and
ADMM-BFM.
herein), BFM shows superior performance, whereas ADMM-
BFM outperforms BFM when M becomes considerably large.
Specifically, when M = 50k BFM fails to solve due to
memory overflow, but ADMM-BFM still maintains good per-
formance. This implies that ADMM-BFM is well suited for
a large-scale scenario where tens of thousands of PEVs are
integrated into a network.
It is noteworthy that in real practice the projection algorithm
can be carried out locally by each PEV itself and then sends the
optimal charging profile back to the aggregator. Thus the time
consumption of each iteration of ADMM-BFM is a total of the
time to solve MOPF, the time to solve only one subproblem
(33) and signal transmission time, which would result in more
reduction in runtime and memory footprint.
D. 119-Bus Case
A larger distribution network with 119 buses [50] is utilized
to test the scalability of the proposed ADMM-BFM. The
system operates at 11 kV with 22.809 MW and 17.041 Mvar
loads. The structure of the 119-bus test feeder system is
illustrated in Fig. 9, and the parameters of line impedance and
load power are given in reference [50]. Some modifications
are made: (i) four PEV aggregators are installed on buses 21,
51, 75, 112, and the number of PEVs in each aggregator is
4000, 5000, 3000 and 6000; (ii) the load power on all buses
except the root bus changes according to the load profile in
Fig. 4.
In this case, the parameters are set as follows: ρ = 1.5
and ϵprim = ϵdual = 0.01. Shown in Fig. 10(a) is the
charging power of four aggregators after 100 iterations. The
relative errors between the required power and practical power
for each aggregator, ‖Pagg − Pˆagg‖/‖Pagg‖, are shown in
Fig. 10(b). The maximum relative error, about 1%, occurs in
Agg21, and the errors of the other aggregators are less than
0.1%. In real practice, these errors are acceptable. It can be
observed from Fig. 10(c) that the norms of primal residual
and dual residual converge to stationary values as iteration
counts increase. Fig. 10(d) shows the objective value reach
suboptimality within 30 iterations that take about 630 seconds
to carry out.
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Fig. 9. Modified 119 bus test feeder [50].
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9Substation
Fig. 11. The geographical structure of the European low voltage network
with 906 buses. Each black dot indicates a bus.
Fig. 12. Charging profile of aggregators and iteration process in the European
case. (a) The charging power of the six aggregators during the scheduling
period; (b) Mean squared error of the charging power of each aggregator; (c)
Norms of primal residual and dual residual per iteration.
E. 906-Bus Case
To further validate the applicability of the proposed ap-
proach in practical distribution network, the IEEE European
low-voltage test feeder [43] is modified for use in the sim-
ulations. This network comprises of 906 buses and 55 loads
and operates at 240V. In the modified network, we assume
that 6 PEV aggregators are located at buses 34, 249, 387,
611, 755 and 896, and 500 PEVs are managed in each
aggregator, respectively. At every iteration of the ADMM-
BFM, the mean squared error (MSE) of each aggregator power
compared with the aggregator power obtained by the BFM is
depicted in Fig. 12 (b), which validates again that the ADMM-
BFM can achieve the optimum. The optimal objective value is
321.020592MWh and 321.018286MWh respectively for the
BFM and the ADMM-BFM. As can be seen from Fig. 12 (b)
and (c), the iterates converge after tens of times.
V. DISCUSSION
All of the three simulations cases demonstrate the ADMM-
BFM outperforms the original BFM in computational cost and
can reach the optimal solution with high precision. Moreover,
this proposed method works well in the radial distribution
network, either MV network or LV network.
However, there are still some problems to settle. First, the
proposed MOPF model does not consider the control of trans-
former. Due to the discrete property of tap-changer, the MOPF
problem would be cast into a discrete optimization problem.
The present algorithm is not able to solve such a mixed integer
programming problem. Second, because of the nonconvexity
of the MOPF model, only near-optimal solution can be guar-
anteed. Nonetheless, the simulation results have shown decent
property of convergence and the optimal solution obtained
with the BFM and the ADMM-BFM coincides. Third, under
the objective of minimizing the overall energy consumption,
it is likely to lead to frequent connections/disconnections of
PEVs when the load profile is changing rapidly, thus inflicting
significant damage on the batteries.
To resolve the above three issues in the future work, we will
take into account regulators and transformers to improve the
algorithm, and conduct further study on what constraints need
to be imposed on the charging process of PEVs and on the
theoretical conditions of the global optimum of the ADMM-
BFM.
VI. CONCLUSION
In this paper, we propose a distributed algorithm based
on the ADMM framework to solve the multiperiod optimal
power flow problem that takes into account the charging
of large-scale population of PEVs. Under the circumstances
that tens of thousands of PEVs participates in the charging
control, the original problem would be difficult to solve via
interior point method in a centralized way. Therefore we take
advantage of the decomposability of ADMM and resolve the
original problem into two subproblems that can be solved
in an iterative manner. In the first subproblem, the PEVs
located on one bus are viewed as a whole and an aggregator
is established to manage them. Then the MOPF problem is
solved to allocate charging power to each PEV aggregator. The
second subproblem is a constrained quadratic program and is
aimed at dispatching the total power of aggregator obtained
in the previous step to each PEV. As the iterates progress, the
problem converges to optimality.
To accelerate solution of the second subproblem, we use
a function to approximate its objective function and the
surrogate subproblem turns out to be a problem of Euclidean
projection onto a simplex with box constraints. The proof
is given that the surrogate subproblem provides an ϵ-optimal
solution to the original one as long as certain conditions hold.
The surrogate problem is solved efficiently by a projection
algorithm that can be implemented in parallel. The numerical
studies demonstrate a negligible relative error and high solu-
tion efficiency as compared to the original subproblem.
In comparison to BFM, the proposed ADMM-BFM can
reach optimality in considerably less time and with memory
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use. Besides, ADMM-BFM is easily scalable in larger net-
works, whereas BFM may fail due to memory limitation. In the
next research work, we will devote to relaxing the nonconvex
BFM to second-order cone program that is convex and easy
to solve by state-of-the-art SOC solver, and to exploring the
recovery conditions under which the relaxation has zero-gap
optimality. It is promising for the relaxed version of ADMM-
BFM to achieve further speed-up while assuring high accuracy.
APPENDIX A
PROOF OF THEOREM 1
Proof : The inequalities (31) can be easily obtained by
rewriting (30) as
f(x) ≤ f˜(x) + ϵ
f˜(x) ≤ f(x) + ϵ.
Then we can obtain the two inequalities below, and com-
bining them yields (31).
inf
x∈X
f(x) ≤ inf
x∈X
f˜(x) + ϵ
inf
x∈X
f˜(x) ≤ inf
x∈X
f(x) + ϵ.
Now let x˜ be an ϵ-optimal solution to P˜ for some ϵ ≥ 0.
Then we have
f(x˜) ≤ f˜(x˜) + ϵ
≤ inf
x∈X
f˜(x) + ϵ+ ϵ
≤ inf
x∈X
f(x) + ϵ+ ϵ+ ϵ,
therefore x˜ is (ϵ+ ϵ+ ϵ)-optimal in (P). 
APPENDIX B
PROOF OF THEOREM 2
Proof : Let x⋆ be the optimal solution of (29). By subtracting
g from f and summing over t, we have
∆ =
T∑
t=1
(
f(x⋆t )− g(x⋆t )
)
=
T∑
t=1
( M∑
i=1
x⋆i,t
)2 −M T∑
t=1
M∑
i=1
x⋆2i,t.
(34)
According to Cauchy-Schwarz inequality and the constraints
on x, the following inequalities hold.( M∑
i=1
x⋆i,t
)2 ≤M M∑
i=1
x⋆2i,t
1
T
( M∑
i=1
ci
)2 ≤ T∑
t=1
( M∑
i=1
x⋆i,t
)2 ≤ T∑
t=1
( M∑
i=1
bi,t
)2
M
T
( M∑
i=1
ci
)2 ≤M T∑
t=1
M∑
i=1
x⋆2i,t ≤M
T∑
t=1
M∑
i=1
b2i,t
Hence, we can get
− ϵ ≤ ∆ ≤ 0, (35)
if ϵ ≥ 0. Applying Theorem 1 yields that x⋆ is an ϵ-optimal
solution to (27). This completes the proof. 
Algorithm 1 Algorithm for Euclidean projection onto a sim-
plex with box constraints.
Input: v, upper bounds b and simplex constraint c.
1: Construct the set W = {v1, . . . , vn, v1−b1, . . . , vn−bn}.
2: Construct the set V = {v1, . . . , vn}.
3: sall ← sum(v), sl ← 0, sc ← 0, nl ← 0, nc ← 0.
4: while |W| > 2 do
5: θp ← median(W).
6: Use θp to partition W into three index sets Sl, Su and
Sc by equation (36).
7: n¯l ← |VSl |, s¯l ← sum(VSl), n¯c ← |VSc |, s¯c ←
sum(VSc).
8:
cp← sall − sl − sc − θp(n− nl − nc)
−s¯l − s¯c + θp(n¯l + n¯c)
9: if cp > c then
10: nl ← nl + n¯l, sl ← sl + s¯l.
11: Delete the entries greater than θp in W .
12: V ← V \ VSl .
13: else if cp < c then
14: nc ← nc + n¯c, sc ← sc + s¯c.
15: Delete the entries smaller than θp in W .
16: V ← V \ VSc .
17: else
18: θ∗ ← θp.
19: return x using (36).
20: end if
21: end while
22: θp ← max(W) and obtain Sl, Su and Sc.
23: θ∗ ← |Sc|+ sum(VSu)− c|Su| .
24: return x using (36).
APPENDIX C
Given the following Euclidean projection problem
min
x
‖x− v‖22
s.t. 0 ≤ x ≤ b
n∑
i=1
xi = c
where v,b ∈ Rn are parameter vectors.
We first obtain the pivot value θ from the merged array
[v,v − b] via bisection search method, then use θ to partition
the indices of [v,v − b] into three sets (Sl,Su,Sc), and
evaluate the corresponding values of xi for i = 1, . . . , n as
follows
xi =

0, if vi ≤ θ (Sl)
bi, if vi ≥ bi + θ (Su)
vi − θ, otherwise (Sc).
(36)
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