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Optimal Control Problem in a Stochastic Model
with Periodic Hits on the Boundary of a Given Subset
of the State Set (Tuning Problem)
V. P. Shnurkov∗
Abstract
In this paper, a general stochastic model with controls applied at the moments
when the random process hits the boundary of a given subset of the state set is
proposed and studied. The general concept of the model is formulated and its
possible applications in technical and economic systems are described. Two versions
of the general stochastic model, the version based on the use of a continuous-time
semi-Markov process with embedded absorbing Markov chain and the version based
on the use of a discrete-time Markov process with absorbing states, are analyzed.
New representations of the stationary cost index of the control quality are obtained
for both versions. It is shown that this index can be represented as a linear-fractional
integral functional of two discrete probability distributions determining the control
strategy. The results obtained by the author of this paper about an extremum of
such functionals were used to prove that, in both versions of the model, the optimal
control is deterministic and is determined by the extremum points of functions of
two discrete arguments for which the explicit analytic representations are obtained.
The perspectives of the further development of this stochastic model are outlined.
Key words: stochastic models with controls, controlled stochastic processes,
stochastic model with controls at the moments of hitting the state set boundary,
controlled semi-Markov process, stochastic models with absorptions, stochastic tun-
ing problem.
Introduction
The following phenomenon is observed when many processes of stochastic character en-
countered in technical and economic systems are analyzed. At certain times, the basic
stochastic process describing the system under study can leave a given subset of states
which are assumed to be admissible. The process can be returned to the subset of ad-
missible states by an external action which can be treated as a control in the stochastic
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model. As a result of the control action, the process returns to one of the states in the
admissible set. In this case, the state itself (or the number of this state) into which the
process is taken by the external action is a control parameter or a decision. If the decision
is accepted by the stochastic scheme, then it is assumed that the state into which the
process is taken is determined by a certain probability distribution which can be called
a controlling distribution. After the basic stochastic process is transferred to one of the
admissible states, it again begins to evolve independently of the past, i.e., its behavior
depends only on the state where it was taken by the external action (control). At a certain
time, the basic process again leaves the set of admissible states, and then the external
control action is applied according to the above-cited rules. The problem of control opti-
mization is to find controlling probability distributions on which a certain parameter of
the control efficiency attains an extremum.
The above-formulated ideas, which are based on specific characteristics of oper-
ation of actual systems, form the concept of a stochastic model with controls applied at
the moments when the basic stochastic process attains the boundary of a given subset of
the state set. Let us consider the possible applications of such a model in technical and
economic systems in more detail.
For a technical system, a subset of admissible states can be interpreted as the
set of operation states, and the output from this set means the system failure. The
transition of the basic process into the subset of admissible states (external control action)
is a reconstructing action applied to this system to re-establish its operation. The state
of the basic process immediately after the control action determines the form of the
reconstructing action, i.e., the character of the reconstruction. Thus, in applications,
the problem of choosing the optimal control action in the form of optimal controlling
probability distribution is the problem of determining the optimal form of reconstruction
after the system failure.
The corresponding stochastic control model is also meaningful for economic sys-
tems. The basic stochastic process is assumed to describe the variations in some economic
parameter (price of financial assets on the stock market, prices of a product on the goods
market, currency price at currency auctions). The set of admissible states can be in-
terpreted as the set of values of this parameter, which are favorable or acceptable for
a special agent of the market applying an external control action to the corresponding
financial parameter. Such a special agent of the market is usually an authorized govern-
mental structure. The output of the basic process from a given subset of admissible states
is undesirable from the standpoint of this market agent. The control action can involve
different actions of the market agent aimed at changing the values of the corresponding
financial parameter. A specific example of such actions is the central bank currency in-
tervention aimed at changing the exchange rate of a currency. A similar example is the
grain intervention performed by the grain fund, an authorized structure of the Ministry
of Agriculture, aimed at changing the prices of different cereal crops. As a results of such
actions, the process value (basic parameter) returns to the set of admissible states and
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the evolution of this parameter value goes on independently of the past and depends only
on the new initial value formed by the external control action. The above-cited financial
parameter (basic process) continues to evolve according to the laws of free market in the
same economical situation as at the preceding state until it again leaves the subset of
admissible states and a new control action is applied.
It follows from the above considerations that developing a stochastic model with
controls at the moments of hitting the boundary of a certain subset of the state set
and solving the corresponding optimal control problem is an actual problem of applied
mathematics. In what follows, such a problem is called a tuning problem, which reflects
the above-described external action on the basic parameter of a technical or an economic
system.
In the present paper, we consider the following two possible versions of the general
stochastic model discussed above. The first version (continuous time) is based on a semi-
Markov stochastic process with finitely many states, which has an embedded absorbing
Markov chain. The absorbing states are assumed to the boundary states, and the other
states are internal and admissible. After absorption, a control action taking the process
into one of the internal admissible states is applied. The further evolution of the process
continues independently of the past and is described by the probability characteristics
of the initial semi-Markov process until the next absorption occurs. The second version
(discrete time) involves the Markov chain with two absorbing states which are assumed
to be boundary states. The other states are assumed to be internal and admissible.
The evolution of the discrete-time model obeys similar laws. In both versions, we pose
and solve optimal control problems for stationary cost indices which, according to their
economic content, are the mean specific profits. Thus, two tuning problems related to
various stochastic models are solved in this paper.
1 Extremum problem for linear-fractional
integral functionals defined on a set
of discrete probability distributions
To solve the optimal control problem formulated below, we first recall a certain general
result of the theory of extremum problems, namely, a theorem about an unconditional
extremum for a linear-fractional integral functional on a set of probability measures. Such
a theorem was formulated by the author in [1], where it was also shown that this result is
a theoretical foundation for solving optimal control problems for a semi-Markov stochastic
process with a finite set of states. Further, the theorem about an unconditional extremum
for a linear-fractional integral functional was proved in [2] and its application to solving
the optimal control problem for a semi-Markov process was justified there in detail. We
note that the stochastic scheme of control at the moments of hitting the boundary of
a given subset of the state set, which is proposed in this paper, is a special version of
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general control of a semi-Markov process, which differs from the version considered in
fundamental works [3,4] and in contemporary studies (see, e.g., [5,6]). Thus, the tuning
problem does not reduce to the standard control problem for a semi-Markov process,
and a separate analysis is required to solve this problem. To explain such an analysis,
we consider a special version of assertions about an unconditional extremum of a linear-
fractional integral functional defined on a set of discrete probability distributions.
We consider a set of discrete sets Ui = 1, 2, . . . , ni, i = 1, 2, . . . , N , N < ∞.
The number of elements in each set Ui can be either finite or countable: ni ≤ ∞,
i = 1, 2, . . . , N . In what follows, these sets are interpreted as sets of admissible so-
lutions (controls) accepted in different states of the stochastic model, but in this sec-
tion, they are abstract. On each set Ui, we introduce a collection of all possible prob-
ability distributions of the form α(i) = (α
(i)
1 , α
(i)
2 , . . . , α
(i)
ni ), α
(i)
s ≥ 0, s = 1, 2, . . . , ni;
ni∑
s=1
α
(i)
s = 1, i = 1, 2, . . . , N . We denote such a set of probability distributions defined
on Ui by Γ
(i)
d , i = 1, 2, . . . , N . Further, we consider the Cartesian product of spaces
U = U1 × U2 × · · · × UN . Following the classical scheme of introducing the measure on a
Cartesian product of spaces [7], we introduce the probability measure on U as the prod-
uct of probability measures on the spaces U1, U2, . . . , UN determined by the distributions
α(1), α(2), . . . , α(N). Thus, the probability measure on U is given by the set of probability
distributions α(1), α(2), . . . , α(N). We denote the set of probability measures on U by Γd.
Several additional conditions related to the set Γd are described below in the statement
of the extremum problem.
Similarly to [1,2], we introduce the notion of degenerate discrete probability dis-
tribution.
Definition 1. A probability distribution α(i)∗(ki) is said to be degenerate if α
(i)
ki
= 1,
α
(i)
l = 0, l = 1, 2, . . . , ni, l 6= ki. A point ki ∈ Ui is called a point of concentration of a
degenerate distribution α(i)∗(ki). As is known, a degenerate distribution corresponds to
the deterministic quantity taking the value ki.
We denote the set of degenerate probability distributions defined on Ui by Γ
(i)∗
d ,
i = 1, 2, . . . , N . Obviously, there is a one-to-one correspondence between the sets Γ
(i)∗
d and
Ui, i = 1, 2, . . . , N . We accordingly denote the set of all degenerate probability measures
defined on the set U by Γ∗d. Each degenerate measure in the set Γ
∗
d is defined by a set of
degenerate distributions α(1)∗, α(2)∗, . . . , α(N)∗.
We assume that two numerical functions are defined on the set U :
A(k1, k2, . . . , kN) : U → R, B(k1, k2, . . . , kN) : U → R, where ki ∈ Ui, i = 1, 2, . . . , N.
We note that the integral over a discrete measure defined on a discrete set can
be transformed into a sum, and the corresponding multidimensional integral over the
measure generated by the product of initial measures defined on the Cartesian product
of discrete spaces becomes a multidimensional sum. According to this, we introduce the
following definition by analogy with [1,2].
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Definition 2. A linear-fractional integral functional (in the discrete version) or simply
a discrete linear-fractional integral functional defined on a set of collections of discrete
probability distributions Γd is defined to be the mapping I(α
(1), α(2), . . . , α(N)) : Γd → R
given by the expression
I(α(1), α(2), . . . , α(N)) =
n1∑
k1=1
n2∑
k2=1
· · ·
nN∑
kN=1
A(k1, k2, . . . , kN)α
(1)
k1
α
(2)
k2
. . . α
(N)
kN
n1∑
k1=1
n2∑
k2=1
· · ·
nN∑
kN=1
B(k1, k2, . . . , kN)α
(1)
k1
α
(2)
k2
. . . α
(N)
kN
(1)
Definition 3. A function C(k1, k2, . . . , kN) : U → R defined by the expression
C(k1, k2, . . . , kN) =
A(k1, k2, . . . , kN)
B(k1, k2, . . . , kN)
, (2)
is the test function of the discrete linear-fractional integral functional I(α(1), α(2), . . . , α(N))
given by formula (1).
Let us formulate the corresponding extremum problem for I(α1, α(2), . . . , α(N)) of
the form (1) on a set of collections of discrete probability distributions Γd:
I(α1, α(2), . . . , α(N))→ extr, (α1, α(2), . . . , α(N)) ∈ Γd. (3)
We assume that some preliminary conditions similar to the corresponding con-
ditions introduced when solving the extremum problem for a linear-fractional integral
functional of general structure considered in [1,2] are satisfied for the above-posed ex-
tremum problem (3). Let us specify these conditions.
1. The functionals of discrete probability distributions, which determine the numerator
and denominator in expression (1), are defined for any probability distributions
(α(1), α(2), . . . , α(N)) ∈ Γd as
I1(α
(1), α(2), . . . , α(N)) =
n1∑
k1=1
n2∑
k2=1
· · ·
nN∑
kN=1
A(k1, k2, . . . , kN)α
(1)
k1
α
(2)
k2
. . . α
(N)
kN
, (4)
I2(α
(1), α(2), . . . , α(N)) =
n1∑
k1=1
n2∑
k2=1
· · ·
nN∑
kN=1
B(k1, k2, . . . , kN)α
(1)
k1
α
(2)
k2
. . . α
(N)
kN
. (5)
In other words, the numerical series in the right-hand sides of expressions (4) and (5)
are assumed to converge.
2. For any discrete probability distributions (α(1), α(2), . . . , α(N)) ∈ Γd, the functional
I2(α
(1), α(2), . . . , α(N)) does not vanish, namely,
I2(α
(1), α(2), . . . , α(N)) =
n1∑
k1=1
n2∑
k2=1
· · ·
nN∑
kN=1
B(k1, k2, . . . , kN)α
(1)
k1
α
(2)
k2
. . . α
(N)
kN
6= 0.
3. The set of collections of degenerate probability distributions Γ∗d is completely con-
tained in the set Γd : Γ
∗
d ⊂ Γd.
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Remark 1. As in the general version [1], conditions 2 and 3 imply that the function
B(k1, k2, . . . , kN) is strictly of constant sign for all (k1, k2, . . . , kN) ∈ U . At the same time,
if this condition related to the character of the function B(k1, k2, . . . , kN) is satisfied, then
condition 2 is satisfied automatically. In [2], it is specially noted that the condition of
being strictly of constant sign (and, in particular, of being strictly positive) for the function
B(k1, k2, . . . , kN) is natural for optimal control problems for semi-Markov processes. In
this connection, it is required that this condition is satisfied in the fundamental theorem
on the solution of extremum problem (3).
Definition 4. The set of collections of discrete probability distributions Γd is said to be
admissible in extremum problem (3) if conditions 1 and 3 in the system of preliminary
conditions are satisfied.
We now formulate the fundamental theorem on the solution of extremum prob-
lem (3) which is a particular case of Theorem 1 formulated in [1]. We restrict our consid-
eration to the first assertion in this theorem as the most important for solving the optimal
control problem considered in the present paper.
Theorem 1. Assume that the set of collections of discrete probability distributions Γd
in extremum problem (3) is admissible and the function B(k1, k2, . . . , kN) in discrete
linear-fractional integral functional (1) is strictly of constant sign (strictly positive or
strictly negative) for all values of the arguments (k1, k2, . . . , kN) ∈ U . Assume also that
the test function of the discrete linear-fractional integral functional C(k1, k2, . . . , kN) =
A(k1, k2, . . . , kN)
B(k1, k2, . . . , kN)
attains a global extremum (maximum or minimum) on the set U at a
fixed point (k∗1, k
∗
2, . . . , k
∗
N). Then the solution of the corresponding extremum problem (3)
for the maximum or minimum exists and is attained on the set of degenerate probabili-
ty distributions (α(1)
∗
, α(2)
∗
, . . . , α(N)
∗
) concentrated at the respective points k∗1, k
∗
2, . . . , k
∗
N
and the following relations are satisfied:
max
(α(1),α(2),...,α(N))∈Γd
I(α(1), α(2), . . . , α(N)) = max
(α(1)
∗
,α(2)
∗
,...,α(N)
∗
)∈Γ∗
d
I(α(1)
∗
, α(2)
∗
, . . . , α(N)
∗
)
= max
(k1,k2,...,kN )∈U
A(k1, k2, . . . , kN)
B(k1, k2, . . . , kN)
=
A(k∗1, k
∗
2, . . . , k
∗
N)
B(k∗1, k
∗
2, . . . , k
∗
N)
(6)
if the global maximum of the test function is attained at the point (k∗1, k
∗
2, . . . , k
∗
N);
min
(α(1),α(2),...,α(N))∈Γd
I(α(1), α(2), . . . , α(N)) = min
(α(1)∗ ,α(2)∗ ,...,α(N)∗ )∈Γ∗
d
I(α(1)
∗
, α(2)
∗
, . . . , α(N)
∗
)
= min
(k1,k2,...,kN )∈U
A(k1, k2, . . . , kN)
B(k1, k2, . . . , kN)
=
A(k∗1, k
∗
2, . . . , k
∗
N)
B(k∗1, k
∗
2, . . . , k
∗
N)
(7)
if the global minimum of the test function is attained at the point (k∗1, k
∗
2, . . . , k
∗
N).
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2 General structure of semi-Markov model
with controls applied at the moments
of hitting the boundary
We first assume that all stochastic objects introduced below are defined on a certain
initial probability space (Ω,A , P ) formalizing an actual random experiment. The general
structure of the probability space is in detail described in fundamental works ([8], Vol. 1;
[9].
The proposed continuous-time model is based on the semi-Markov stochastic pro-
cess with a discrete state set. The general theory of such processes is presented in the
classical work [10] and in contemporary studies (see, e.g., [11]). We also note that a con-
cise description of the foundations of the theory of semi-Markov processes can be found
in the book [9].
Let ξ(n)(t), n = 0, 1, 2, . . . , be a sequence of independent semi-Markov processes
with absorption and equal probability characteristics. By X = {0, 1, . . . , N}, N <∞, we
denote the set of states of these processes.
We additionally agree about the character of the set of states. It is natural to
assume that {0} and {N} are boundary states for the state setX , and {1, 2, . . . , N−1} are
internal states. We assume that the set {1, 2, . . . , N − 1} is admissible in the framework
of our control model, and the inputs into boundary states are outputs from an admissible
set. We assume that the boundary states are absorbing, i.e., the times of input into these
states are moments of absorption. To make the application of the theory of processes
with absorptions more convenient, we redenote the states in the initial set {0, 1, . . . , N}
as follows: the state {0} is still denoted by {0}, the state {N} is now denoted by {1},
and the other states {1, 2, . . . , N − 1} are denoted by {2, 3, . . . , N}, respectively. Thus,
in the state set X = {0, 1, . . . , N}, the states {0} and {1} are boundary and absorbing,
and the states {2, 3, . . . , N} are internal and admissible.
In what follows, we assume that necessary initial probability characteristics are
prescribed for the semi-Markov processes ξ(n)(t), n = 0, 1, 2, . . . . Different forms of such
characteristics are given in [10]. In particular, one can introduce semi-Markov functions
Qij(t), i, j ∈ X , which are joint distributions of the embedded Markov chain transitions
and durations of the process stay in different states.
We also introduce two systems of independent nonnegative random variables
{∆
(0)
n , n = 0, 1, 2, . . .} and {∆
(1)
n , n = 0, 1, 2, . . . } whose distributions for each fixed n
depend on an additional condition related to this model.
We assume that in the structure of the proposed model, the semi-Markov processes
ξ(n)(t), n = 0, 1, 2, . . . , describe the evolution of the initial system on the periods between
the control actions. Each process ξ(n)(t) starts to evolve in one of the admissible states
i ∈ {2, 3, . . . , N}. In a finite time after the evolution beginning, the process ξ(n)(t) is in
one of the absorbing boundary states {0} or {1} with probability 1. After absorption of
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the process ξ(n)(t), the model experiences the so-called control action, which is manifested
in the transition from the boundary state into one of the admissible (internal) states. The
probabilities of the transition from the boundary state 0 into internal admissible states
are given by the vector α(0) =
(
α
(0)
k , k = 2, 3, . . . , N
)
,
N∑
k=2
α
(0)
k = 1, and the probabilities
of the transition from the boundary state 1 into internal admissible states are given by
the vector α(1) =
(
α
(1)
k , k = 2, 3, . . . , N
)
,
N∑
k=2
α
(1)
k = 1. The probability distributions α
(0)
and α(1) describe the external control actions. The time of this transition is a random
variable ∆
(0)
n if the transition occurs from the state {0} and a random variable ∆
(1)
n if
the transition occurs from the state {1}. In this case, the distribution of the random
variable ∆
(0)
n or ∆
(1)
n can generally depend on the number of the admissible state k ∈
{2, 3, . . . , N} into which the transition leads. After the transition into an admissible state
k ∈ {2, 3, . . . , N}, the evolution of the system is independent of the past (for a fixed
initial state k) and is described by the semi-Markov process ξ(n+1)(t) whose probability
characteristics coincide with the corresponding characteristics of the process ξ(n)(t). The
further evolution is similar.
Figure 1: Trajectory of the semi-Markov process ξ(t) controlled at the moments of hitting
the boundary of a given subset of the state set.
The corresponding discrete-time stochastic model is constructed similarly. Instead
of the semi-Markov process ξ(n)(t), n = 0, 1, 2, . . . , we use independent absorbing Markov
chains ξ(n) =
{
ξ
(n)
t , t = 0, 1, 2, . . .
}
, n = 0, 1, 2, . . . , ranging in the above-defined state
set X with the same transition probability matrix P. We note that, in the discrete-
time model, the durations of a single stay in all states can conditionally be assumed to
be 1. Therefore, the random variables {∆
(0)
n , n = 0, 1, 2, . . . } and {∆
(1)
n , n = 0, 1, 2, . . . }
describing the control action duration are also formally equal to 1.
The optimal control problem in both versions of the above-described model is
formally posed as the extremum problem on the set of pairs of discrete probability distri-
butions
(
α(0), α(1)
)
with respect to a certain stationary cost index of efficiency which has
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the meaning of the mean specific profit.
3 General probability characteristics of the model
In this section, we determine all probability and cost characteristics required to solve the
optimal control problems in both versions of the model under study. We divide these
characteristics into initial or primary, which must be given to describe the model, and
secondary, which can be expressed in terms of the primary ones using the well-known
theoretical assertions. We begin with determining the initial (primary) characteristics.
We let P denote the transition probability matrix for the absorbing Markov chain
embedded in the semi-Markov process ξ(n)(t), n = 0, 1, 2, . . . . As is known in the theory
of absorbing Markov chains [12], such a matrix has the following block structure
P =
(
P11 P10
P01 P00
)
,
where P00 is the transition probability matrix inside the set of irreversible admissible
states {2, 3, . . . , N};
P01 is the probability matrix for the transitions from the set of admissible states
{2, 3, . . . , N} into the set of absorbing boundary states {0, 1};
P10 is the zero matrix corresponding to transitions from absorbing states {0, 1}
into the set of admissible states {2, 3, . . . , N};
P11 is the unit matrix corresponding to transitions inside the set of absorbing
states {0, 1}.
For the discrete-time model, we preserve the above-introduced notation for the
transition probability matrices for the independent absorbing Markov chains ξ(n), n =
0, 1, 2, . . . .
For the other primary characteristics, we use two types of notation distinguishing
the corresponding characteristics of the discrete-time model by the symbol “ ̂ ” above a
letter. Let us introduce these characteristics in succession:
τk is the mathematical expectation (mean) of the time of stay of the semi-Markov
process ξ(n)(t) in the state k ∈ {2, 3, . . . , N}. According to the above remarks, there are
no such quantities in the discrete-time model;
ck is the mathematical expectation of the income obtained during the total time
of a single stay of the semi-Markov process ξ(n)(t) in the state k ∈ {2, 3, . . . , N}; in the
discrete-time model, the corresponding quantities are denoted by ĉk, k ∈ {2, 3, . . . , N},
and they characterize the value of the income obtained during a single stay of the Markov
chain in the state k ∈ {2, 3, . . . , N};
d
(0)
k and d
(1)
k are the mathematical expectations of costs due to the control action,
i.e., to the transfer of the basic process from the boundary states {0, 1} into a state k ∈
{2, 3, . . . , N}. In the discrete-time model, the corresponding characteristics are denoted
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by d̂
(0)
k and d̂
(1)
k , k ∈ {2, 3, . . . , N}; according to the economic content of these quantities,
we assume that they are negative;
µ
(0)
k and µ
(1)
k are mathematical expectations of the time necessary to apply the
control action, i.e., to transfer the basic process from the boundary states {0, 1} into
a state k ∈ {2, 3, . . . , N}. In the discrete-time model, such characteristics are absent,
because such transitions are realized at one step of the model.
Now let us determine the secondary characteristics. To express these character-
istics in terms of primary ones, we use the theoretical results for Markov chains with
absorption mainly following the work [12].
By M = (mij) we denote the matrix given by the formula M = (I−P00)
−1. The
entries of this matrixmij are the mathematical expectations of the number of inputs of the
Markov chain embedded in the semi-Markov process ξ(n)(t) into a state j ∈ {2, 3, . . . , N}
during the time till the moment of absorption, which are determined under the condition
that this chain starts to evolve from a state i ∈ {2, 3, . . . , N}. The corresponding mathe-
matical expectations for the discrete-time model are denoted by m̂ij , i, j ∈ {2, 3, . . . , N}.
These quantities are entries of the matrix M̂ = (m̂ij) given by a similar formula.
Let mi be the mathematical expectation of the time from the beginning of the
process ξ(n)(t) evolution to the moment of absorption, which is determined under the
condition that the initial state is i. The corresponding mathematical expectation in the
discrete-time model is denoted by m̂i, i ∈ {2, 3, . . . , N}. These quantities are given by
the formulas
mi =
N∑
j=2
mijτj , i ∈ {2, 3, . . . , N}, (8)
m̂i =
N∑
j=2
m̂ij , i ∈ {2, 3, . . . , N}. (9)
By ri we denote the mathematical expectation of the income due to the evolution
of the process ξ(n)(t) till the absorption, which is determined under the condition that the
initial state is i, i ∈ {2, 3, . . . , N}. The corresponding mathematical expectation in the
discrete-time model is denoted by r̂i, i ∈ {2, 3, . . . , N}. These quantities are determined
by the formulas ([4,12])
ri =
N∑
j=2
mijcj , i ∈ {2, 3, . . . , N}; (10)
r̂i =
N∑
j=2
m̂ij ĉj , i ∈ {2, 3, . . . , N}. (11)
Further, we let bi0 and bi1 denote the conditional probabilities of the events that
the semi-Markov process ξ(n)(t) is absorbed in the respective state 0 or 1, which are
determined under the condition that the initial state of the process is i ∈ {2, 3, . . . , N}.
We let the vectors (bi0 and bi1), i ∈ {2, 3, . . . , N}, form a (N − 1)× 2 matrix B.
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Then we have the formula [12]
B = (I−P00)
−1P01 =MP01. (12)
The corresponding probabilities for the discrete-time model are denoted by b̂i0 and
b̂i1, i ∈ {2, 3, . . . , N}. They are entries of the matrix B̂ =
(
b̂i0, b̂i1, i ∈ {2, 3, . . . , N}
)
,
which is given by a similar formula
B̂ = (I − P00)
−1
P01 = M̂P01. (13)
Thus, the secondary probability characteristics of continuous- and discrete-time
models, given by formulas (8)–(13), can explicitly be expresses in terms of the initial
(primary) characteristics. This means that to solve the optimal control problems in these
models, it suffices to prescribe only a set of primary characteristics.
4 Analytic representation of stationary
cost indices of the control quality
Now we consider the stationary cost index of the control efficiency related to the evolution
of this stochastic model. We note that the nature of such an index is the same in both
versions of the model, with continuous time and with discrete time. From the formal
standpoint, this index is the limit
I = lim
t→∞
V (t)
t
,
where V (t) is the mathematical expectation of an additive functional (accumulation func-
tional) defined on the trajectory of the stochastic process under study.
According to its economic content, the index I is the mean specific profit obtained
as the system operates under stationary conditions. Such indices have been known since
the fundamental studies in the theory of control of Markov and semi-Markov stochastic
processes [3,4]. We note that similar indices are used in contemporary studies [5,6].
We use ergodic theorems for Markov and semi-Markov stochastic processes to
obtain explicit analytic representations for such indices in both versions of the stochastic
model considered in this paper. For continuous-time models, one can use the assertion
proved in [4], Chapter 5, Section 5.5, or the corresponding assertions for general semi-
Markov models with arbitrary state spaces and controls [5,6]. For discrete-time models,
one can use the classical ergodic theorem for Markov chains ([13], Chapter 8]).
Remark 2. To apply the above-cited ergodic theorems, it is necessary to require that the
constructed continuous- and discrete-time stochastic models have a certain property which
can be called stability. For continuous-time models, this means that the probabilities of
absorption for any initial state i ∈ {2, 3, . . . , N} must satisfy the conditions bi0 > 0,
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bi1 > 0, and bi0 + bi1 = 1. Then the absorbing boundary states are admissible from any
initial state i with probability 1.
Now we consider an auxiliary Markov chain with the state set {0, 1}, which is
formed by the values of the process at the moments of hitting the boundary states
ξ′n = ξ(t
′
n), n = 0, 1, 2, . . . . Under these conditions, this chain is irreducible and has
a unique stationary distribution. [The classical theory of Markov chains is discussed in
detail in [8], Chapter VIII; also see the above-cited work [13], Chapter 8.] At the same
time, the additive cost functional V (t) determining the control efficiency index I can be
defined on the trajectories of precisely this Markov chain. According to the above-cited
ergodic theorems, the limits I = lim
t→∞
[
V (t)
t
]
exist. All quantities entering the explicit
representation for I are expressed in terms of the initial (primary and secondary) charac-
teristics of the model. Similar remarks also remain true for the discrete-time model.
Now we formulate assertions about analytic representations of stationary cost
indices of the control efficiency in terms of the well-known primary and secondary prob-
ability characteristics of the model and the discrete probability distributions α(0) and
α(1) describing the control actions. The following assertion holds for the continuous-time
model.
Theorem 2. The stationary index of the mean specific profit has the analytic represen-
tation
I =
N∑
k=2
α
(0)
k
[
d
(0)
k + rk
] N∑
l=2
α
(1)
l bl0 +
N∑
k=2
α
(1)
k
[
d
(1)
k + rk
] N∑
l=2
α
(0)
l (1− bl0)
N∑
k=2
α
(0)
k
[
µ
(0)
k +mk
] N∑
l=2
α
(1)
l bl0 +
N∑
k=2
α
(1)
k
[
µ
(1)
k +mk
] N∑
l=2
α
(0)
l (1− bl0)
. (14)
The corresponding assertion for the discrete-time model can be formulated as
follows.
Theorem 3. The stationary index of the mean specific profit can be represented as
Î =
N∑
k=2
α
(0)
k
[
d̂
(0)
k + r̂k
] N∑
l=2
α
(1)
l b̂l0 +
N∑
k=2
α
(1)
k
[
d̂
(1)
k + r̂k
] N∑
l=2
α
(0)
l (1− b̂l0)
N∑
l=2
α
(1)
l b̂l0 +
N∑
l=2
α
(0)
l (1− b̂l0)
. (15)
Remark 3. The continuous- and discrete-time stochastic models under study can be
generalized by assuming that the set of boundary states is an arbitrary finite set. In
this case, the states contained in it are called external states with respect to the internal
admissible states. The auxiliary Markov chain formed by the values of the process at the
moments of transition to external states has finitely many states. Under natural assump-
tions similar to those formulated in Remark 2, this chain is irreducible and has a unique
stationary distribution. The control actions are determined by finitely many probability
distributions each of which described the transitions from a certain external state into an
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internal (admissible) state. For such models, one can prove assertions similar to Theo-
rems 2 and 3. In this case, expressions (14) and (15) contain stationary probabilities of
the auxiliary Markov chains mentioned above. In turn, these stationary probabilities are
solutions of systems of linear algebraic equations and can be expressed in terms of the
initial probability characteristics of stochastic models.
5 Solution of the optimal control problem
Now to complete the study, we present the solution of the optimal control problems in both
versions of the stochastic model. For this, we represent the stationary cost indices of the
control quality, given by formulas (14) and (15), as linear-fractional integral functionals
of discrete probability distributions α(0) and α(1). We use analytic transformations of
formula (14) to prove the following assertion for the continuous-time model.
Theorem 4. The stationary cost index I(α(0), α(1)) given by formula (14) can be rep-
resented as a discrete linear-fractional integral functional of the probability distributions
α(0), α(1), namely,
I(α(0), α(1)) =
N∑
l0=2
N∑
l1=2
A(l0, l1)α
(0)
l0
α
(1)
l1
N∑
l0=2
N∑
l1=2
B(l0, l1)α
(0)
l0
α
(1)
l1
, (16)
where A(l0, l1) =
[
d
(0)
l0
+ rl0
]
bl1,0 +
[
d
(1)
l1
+ rl1
]
bl0,1, (17)
B(k0, k1) =
[
µ
(0)
l0
+ml0
]
bl1,0 +
[
µ
(1)
l1
+ml1
]
bl0,1. (18)
It follows from Theorem 4 that the test function of the discrete linear-fractional
integral functional (16) is given by the relation
C(l0, l1) =
A(l0, l1)
B(l0, l1)
, (19)
where the functions A(l0, l1) and B(l0, l1) are respectively determined by formulas (17)
and (18).
A similar assertion, which can be proved by using analytic transformations of
formula (15), also holds for the discrete-time model.
Theorem 5. The stationary cost index Î
(
α(0), α(1)
)
given by formula (15) can be rep-
resented as a discrete linear-fractional integral functional of the probability distributions
α(0) and α(1), namely,
Î
(
α(0), α(1)
)
=
N∑
l0=2
N∑
l1=2
Â(l0, l1)α
(0)
l0
α
(1)
l1
N∑
l0=2
N∑
l1=2
B̂(l0, l1)α
(0)
l0
α
(1)
l1
, (20)
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where
Â(l0, l1) =
[
d̂
(0)
l0
+ r̂l0
]
b̂l1,0 +
[
d̂
(1)
l1
+ r̂l1
]
b̂l0,1, (21)
B̂(l0, l1) = b̂l1,0 + b̂l0,1. (22)
It follows from the assertion of Theorem 5 that the test function of the discrete
linear-fractional integral functional (20) has the form
Ĉ(l0, l1) =
Â(l0, l1)
B̂(l0, l1)
, (23)
where the functions Â(l0, l1) and B̂(l0, l1) are determined by formulas (21) and (22),
respectively.
The optimal control problems for continuous- and discrete-time models are for-
mulated in the form of extremum problems (3) posed on the set Γd which consists of
pairs of all possible discrete probability distributions
(
α(0), α(1)
)
with respect to func-
tionals (16) and (20), respectively. In this case, the sets of admissible controls U0 and U1
are determined as U0 = U1 = {2, 3, . . . , N}, and the set U is the Cartesian product
U = U0×U1 = {(l0, l1), l0 ∈ U0, l1 ∈ U1}. To solve these problems, it is necessary to use
Theorem 1. We note that the conditions of Theorem 1 are satisfied in both problems. In
particular, the functions B(l0, l1) and B̂(l0, l1) are strictly positive for all (l0, l1) ∈ U .
If the set of admissible controls U0 = U1 = {2, 3, . . . , N} is finite, then the test
functions of the discrete linear-fractional integral functionals C(l0, l1) and Ĉ(l0, l1), given
by formulas (19) and (23), attain the global extrema (maximum and minimum). Then, it
follows from Theorem 1 that the solution of the optimal control problems exists for any of
the model. The optimal controls for both models are deterministic and are determined by
the points at which the test functions attain their global maxima. If the set of admissible
controls U0 = U1 = {2, 3, . . . , N} is countable (N = ∞), then the solutions of extremum
problems for continuous- and discrete-time models are also completely determined by
the extremum properties of the test functions C(l0, l1) and Ĉ(l0, l1), as it follows from
the general assertion about an extremum of the linear-fractional integral functional ([1],
Theorem 1). Thus, this theorem is a theoretical foundation which permits obtaining the
complete solution of the tuning problem for the stochastic models considered above.
Concluding remarks
In the study whose main results are described in the present paper, we developed a general
concept of stochastic model with controls applied at the moments when the basic process
hits the boundary of a given subset of the state set. The proposed concept is realized for
two versions of the initial stochastic model: the version based on the use of a continuous-
time semi-Markov process with embedded absorbing Markov chain and the version based
on the use of a discrete-time Markov process with absorbing states. For both versions
of the model, we pose and solve the optimal control problems, i.e., the corresponding
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tuning problems. The theoretical background of such solutions is the theorem about an
unconditional extremum of a linear-fractional integral functional [1], which, in the discrete
version, becomes Theorem 1 in Section 1.
We note that the possible constructions of new versions of the general stochastic
model with controls at the moments of hitting the boundary of a given subset of the state
set are far from being complete. We distinguish several fundamental conditions necessary
to construct such well-posed and meaningful versions.
1. The set of states must contain a given subset of the so-called admissible states and
a finite subset of states which we conditionally call external or boundary states with
respect to the admissible states. In this case, the set of admissible states need not
be discrete.
2. A certain general condition related to the behavior of the initial stochastic process
ξ(n)(t) (continuous time) or ξ(n) (discrete time) must be satisfied. This condition
means that this stochastic process, which starts to evolve from an arbitrary admis-
sible state, must get into one of the external (boundary) states in a finite time with
probability 1.
3. The Markov property must be satisfied at the moments of transition into external
(boundary) states and at the moments of output from external states and transition
into one of the states in the admissible set.
4. The probability characteristics describing the transition from an arbitrary fixed
admissible state into one of the external states (an analog of the absorption proba-
bilities) can be determined analytically.
5. The mathematical expectations of the time passed from leaving an arbitrary fixed
admissible state and entering one of the external states and the mathematical ex-
pectations of the income accumulated in this time can be determined analytically.
We note that conditions 1–3 in this set of conditions are related to the general
stochastic properties of the model. Conditions 4 and 5 must ensure the possibility of
determining the analytic representations for the required probability characteristics of
the basic process which are related to the time of its stay in the set of admissible states.
Under the above-listed conditions, one can construct a stochastic model with
controls similar to the models which were considered in this study and obtain an explicit
representation for the stationary cost index of the control efficiency and the complete
solution of the corresponding tuning problem.
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