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TETRAHEDRON EQUATION AND QUANTUM R MATRICES
FOR INFINITE DIMENSIONAL MODULES OF Uq(A
(1)
1 ) AND Uq(A
(2)
2 )
ATSUO KUNIBA AND MASATO OKADO
Abstract
From the q-oscillator solution to the tetrahedron equation associated with a quantized coordinate
ring, we construct solutions to the Yang-Baxter equation by applying a reduction procedure for-
mulated earlier by S. Sergeev and the first author. The results are identified with the quantum
R matrices for the infinite dimensional modules of Uq(A
(1)
1 ) and Uq(A
(2)
2 ) corresponding to an
affinization of Verma modules of their subalgebras isomorphic to Uq(sl2) and Uq4(sl2).
1. Introduction
The tetrahedron equation [13] is a 3 dimensional (3d) extension of the Yang-Baxter equation
[1]. Among its many formulations, the homogeneous version of vertex type is a quartic equation
on the matrix R acting on the tensor cube of a vector space F representing the “single spin”
states. See (2.1). The tetrahedron equation possesses the structure that if one of the components
in R ∈ End(F⊗3) is evaluated away appropriately, the resulting object in End(F⊗2) satisfies the
Yang-Baxter equation. The eliminated space, let us call it the 3rd component, serves as the
internal degrees of freedom of the local spins in the resulting 2d vertex model. This reduction
works naturally also for the compositions of R’s in the 3rd component, which implies that a single
solution to the tetrahedron equation generates an infinite sequence of solutions to the Yang-Baxter
equation. They correspond to the optional size in the 3rd direction of the 3d lattice on which
an integrable vertex model associated with R is defined. This kind of connection between the
2d and 3d integrable systems has been studied from various viewpoints since [2] for example.
In particular, it has been shown recently that the reduction scheme reproduces the conventional
quantum R matrices for some reducible representations of Uq(A
(1)
n ) [4] and the spin representations
of Uq(B
(1)
n ), Uq(D
(1)
n ), Uq(D
(2)
n+1) [10]. In the former the reduction of the 3rd space is due to the
trace, whereas in the latter it is done by taking the matrix elements between special “boundary
vectors”. It is an open problem to clarify the grand picture of such 2d-3d connections. See Section
5 for a unified formulation of the problem under which the preceding results [4, 10] are allocated
and explained more precisely.
In this paper we add a further solution of the problem as a modest step toward a thorough un-
derstanding of the 2d-3d connection. We apply the reduction scheme based on the special boundary
vectors [10] to the solution R of the tetrahedron equation studied in [6, 4, 3, 12, 8]1. It acts on the
tensor cube of the q-oscillator Fock space F =
⊕
m≥0Q(q)|m〉. It is the same R as the one used in
the trace construction in [4]. For simplicity we concentrate on the simplest “single-site” situation
along the 3rd direction. Then the resulting solution to the Yang-Baxter equation is the linear oper-
ator acting on F ⊗F , which defines an integrable 2d vertex model accommodating the q-oscillator
Fock states on each edge. Besides its explicit formula (Proposition 2), our main result is the iden-
tification with the quantum R matrices for certain infinite dimensional representations of Uq(A
(1)
1 )
and Uq(A
(2)
2 ) under some specialization (Theorem 10). These representations are constructed from
Verma modules of the subalgebras isomorphic to Uq(sl2) and Uq4(sl2), respectively. We find it
1 See Section 2 for more accounts on the origin of the solution.
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natural to encounter the rank 1 quantum affine algebras since our construction corresponds to the
single-site situation. Nonetheless being able to capture the both of them is gratifying. It stems
from the choices of the two kinds of boundary vectors to which our construction can be applied.
A similar feature has been observed in the earlier work [10, Remark 7.2] where the quantum R
matrices for B
(1)
n , D
(1)
n and D
(2)
n+1 have been covered from a single 3d L operator.
The layout of the paper is as follows. In Section 2 we recall the reduction procedure based on the
boundary vectors [10] along the simplest one-site situation. An explicit formula of the new solution
to the Yang-Baxter equation is given in Proposition 2. In Section 3 we give the infinite dimensional
representations of Uq(A
(1)
1 ) and Uq(A
(2)
2 ) relevant to our issue. The quantum R matrices for them
are described in terms of spectral decompositions. Section 4 contains the main result of the paper
giving the precise relation between the solutions to the Yang-Baxter equation obtained in Sections
2 and 3. In Section 5 we formulate a general class of problems that include the relevant results
of this paper and [4, 10] as a future direction of researches. Some further results are announced.
A full solution of them will bring an important insight into the 2d-3d connection in integrable
systems in a broad sense.
In this paper we shall explain the basic construction and only state the main results. The detail
of the derivation and generalization to more general setting (see Remark 1 and Section 5) will be
given elsewhere. Throughout the paper we assume that q is generic and use the following notations:
(z; q)m =
m∏
j=1
(1− zqj−1), (q)m = (q; q)m,
(
m
n
)
q
=
(q)m
(q)n(q)m−n
(0 unless 0 ≤ n ≤ m),
[m] = [m]q =
qm − q−m
q − q−1 , [m]q! =
m∏
j=1
[j]q, {x} = x− x
−1
q − q−1 , (n)+ = max(n, 0).
2. Reducing the tetrahedron equation to the Yang-Baxter equation
Let F be a vector space and R ∈ End(F⊗3). Consider the tetrahedron equation, which is an
equality in End(F⊗6):
R124R135R236R456 = R456R236R135R124, (2.1)
where Rijk acts as R on the i, j, k th components from the left in the tensor product F
⊗6.
We recall the prescription in [10] that reduces a solution to the tetrahedron equation to the one
for the Yang-Baxter equation. We restrict ourselves to the simplest “single-site” situation relevant
to the present paper. See [10] for a more general treatment.
Suppose there are vectors
|χs(x, y)〉 = |χs(x)〉 ⊗ |χs(xy)〉 ⊗ |χs(y)〉 ∈ F ⊗ F ⊗ F, (2.2)
where x, y are extra (spectral) parameters such that
R|χs(x, y)〉 = |χs(x, y)〉. (2.3)
The index s is a label of possibly more than one such vectors. Suppose also similar vectors exist
in the dual space:
〈χs(x, y)| = 〈χs(x)| ⊗ 〈χs(xy)| ⊗ 〈χs(y)| ∈ F ∗ ⊗ F ∗ ⊗ F ∗, (2.4)
with the property
〈χs(x, y)|R = 〈χs(x, y)|. (2.5)
Then evaluating the tetrahedron equation (2.1) between 〈χs(x, y)| and |χt(1, 1)〉2 on the 4,5,6 th
components, one gets the Yang-Baxter equation
R12(x)R13(xy)R23(y) = R23(y)R13(xy)R12(x) ∈ End(F ⊗ F ⊗ F ), (2.6)
2In general |χt(x′, y′)〉 can be used. However, in our examples treated later such a freedom is absorbed into
elsewhere.
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where indices again signify the non trivially acting components in F⊗3, and
R12(z) = 〈χs(z)|R123|χt(1)〉 ∈ End(F ⊗ F )⊗ 1 (2.7)
for example. Here the bracket means the evaluation with respect to the 3rd component. Denoting
(2.7) just by R(z) ∈ End(F ⊗ F ), it is also convenient to introduce
Rˇ(z) = ̺(z)P R(z), (2.8)
where P (u⊗ v) = v⊗ u is the linear operator exchanging the components and ̺(z) is an arbitrary
scalar function. Then the Yang-Baxter equation takes another familiar form:
(Rˇ(x)⊗ 1)(1⊗ Rˇ(xy))(1 ⊗ Rˇ(y)) = (1⊗ Rˇ(y))(Rˇ(xy)⊗ 1)(1⊗ Rˇ(x)). (2.9)
Note the degree of freedom to choose s and t in (2.7) although it has temporarily been suppressed
in the notation. In fact it will allow us to cover the quantum affine algebras for A
(1)
1 and A
(2)
2 in
our main Theorem 10.
Now we proceed to a concrete realization of the above scheme in this paper. We will always
take F to be an infinite dimensional space F =
⊕
m≥0Q(q)|m〉. The dual space will be denoted
by F ∗ =
⊕
m≥0Q(q)〈m| with the bilinear pairing 〈m|n〉 = (q2)mδm,n3. For simplicity vectors like
|i〉 ⊗ |j〉 ⊗ |k〉 ∈ F⊗3 and 〈i| ⊗ 〈j| ∈ (F ∗)⊗2 etc. will be abbreviated to |i, j, k〉 and 〈i, j| etc.
The solution R of the tetrahedron equation we are concerned with is the one obtained as the
intertwiner of the quantum coordinate ring Aq(sl3) [6]
4, which was also found from a quantum
geometry consideration in a different gauge including square roots [4, 3]. They were shown to
be essentially the same object and to constitute the solution of the 3d reflection equation [8]. It
can also be identified with the transition matrix of the PBW bases of the nilpotent subalgebra of
Uq(sl3) [12, 9]. Here we simply call it 3d R. It is given by
R|i, j, k〉 =
∑
a,b,c
R
a,b,c
i,j,k |a, b, c〉, (2.10)
R
a,b,c
i,j,k = δ
a+b
i+j δ
b+c
j+k
∑
λ+µ=b
(−1)λqi(c−j)+(k+1)λ+µ(µ−k) (q
2)c+µ
(q2)c
(
i
µ
)
q2
(
j
λ
)
q2
, (2.11)
where δmn = δm,n just to save the space. The sum (2.11) is over λ, µ ≥ 0 satisfying λ+µ = b, which
is also bounded by the condition µ ≤ i and λ ≤ j. The formula (2.11) is taken from [8, eq.(2.20)],
where a proof of the property (q2)a(q
2)b(q
2)c R
a,b,c
i,j,k = (q
2)i(q
2)j(q
2)k R
i,j,k
a,b,c was also included. Note
that the elements of 3d R are polynomials in q alone, and the spectral parameter z comes into the
game only through the reduction (2.7). Thus the notations R(z) and Rˇ(z) automatically distinguish
them from the 3d R, and they should be understood as the solutions to the Yang-Baxter equation.
We specify their matrix elements by
R(z)|i, j〉 =
∑
a,b
R(z)a,bi,j |a, b〉, Rˇ(z)|i, j〉 =
∑
a,b
Rˇ(z)a,bi,j |a, b〉, Rˇ(z)a,bi,j = ̺(z)R(z)b,ai,j . (2.12)
Let us turn to the vectors |χs(x, y)〉 and 〈χs(x, y)| in (2.2)–(2.5). We use two such vectors
obtained in [10]. In the present notation they read
|χ1(z)〉 =
∑
m≥0
zm
(q)m
|m〉, |χ2(z)〉 =
∑
m≥0
zm
(q4)m
|2m〉, (2.13)
〈χ1(z)| =
∑
m≥0
zm
(q)m
〈m|, 〈χ2(z)| =
∑
m≥0
zm
(q4)m
〈2m|. (2.14)
We define the four solutions to the Yang-Baxter equation R(z) = Rs,t(z) = Rs,t(z, q) (s, t = 1, 2)
by the formula (2.7) in which (2.11), (2.13) and (2.14) are substituted. They are the matrices acting
3 The dual space F ∗ and this pairing will only be used in this section and Section 5.
4 The formula for it on p194 in [6] contains a misprint unfortunately. Eq. (2.11) here is a correction of it.
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on F ⊗ F whose elements are given by
R
s,t(z)a,bi,j =
∑
c,k≥0
zc(q2)sc
(qs2)c(qt
2)k
R
a,b,sc
i,j,tk . (2.15)
Due to (2.11) this is zero unless a + b = i + j and the sum is actually a single one due to the
constraint b+ sc = j + tk. In follows that R2,2 is decomposed as
R
2,2(z) = R+,+(z)⊕ R+,−(z)⊕ R−,+(z)⊕ R−,−(z), (2.16)
R
ǫ1,ǫ2(z) ∈ End(F ǫ1 ⊗ F ǫ2), F± =
⊕
m≥0,(−1)m=±1
Q(q)|m〉. (2.17)
It implies Rˇǫ1,ǫ2(z) : F ǫ1 ⊗ F ǫ2 → F ǫ2 ⊗ F ǫ1 . For example Rˇ+,−(z) is just the submatrix of
(Rˇ2,2(z)a,bi,j ) with the indices a, j restricted to be odd and b, i to be even. Another notable fact is
R
2,1(z)a,bi,j =
(q2)i(q
2)j
(q2)a(q2)b
z
j−b
2 R
1,2(z
1
2 )i,ja,b, (2.18)
which can easily be derived from the property of Ra,b,ci,j,k mentioned after (2.11). Henceforth we
concentrate on R1,1(z),R2,2(z) and R1,2(z) in the rest of the paper.
Remark 1. The prescription [10] applied to the n-site setting leads to the four solutions of the
Yang-Baxter equation (s, t = 1, 2) acting on F⊗n ⊗ F⊗n whose elements are given by
R
s,t(z)a,bi, j =
∑
c0,...,cn≥0
zcn(q2)scn
(qs2 )cn(q
t2)c0
n∏
l=1
R
al,bl,c
′
l
il,jl,c′l−1
, c′l =

tc0 l = 0,
scn l = n,
cl otherwise,
where a = (a1, . . . , an) etc. The quantity (2.15) corresponds to the n = 1 case. In the more general
problem formulated in Section 5, this corresponds to Rs,t(z|ε1, . . . , εn) (5.8) with ε1 = · · · = εn = 0.
By a direct calculation we have
Proposition 2. For (s, t) ∈ {(1, 1), (2, 2), (1, 2)}, the following formula is valid:
R
s,t(z)a,bi,j = δ
a+b
i+j δ
(−1)(s+1)b
(−1)(s+1)j
zε+
1
s
(j−b−ε)+(1 + εq)
∑
m,n,λ,µ,λ+µ=b
(−1)(κ−1)(t−1)m+n+λqφ
×
( |b−j|−ε
κ
m
)
qκ2
(
min(b, j)− λ
n
)
q2
(
i
µ
)
q2
(
j
λ
)
q2
((−1)sz ts qt(λ−µ+i+κm+2n+ε)+s; qst)∞
(z
t
s qt(λ−µ+i+κm+2n); qst)∞
, (2.19)
φ =
m
2
(κ2m− κ+ 2) + n(n+ 2|b− j|+ 1)− imin(b, j) + µ2 + λ+ (λ− µ)(b − j)+
+ ε(4m+ 2n+ λ− µ+ i), (2.20)
κ =
{
2 if (s, t) = (1, 2), b ≥ j,
s otherwise,
ε =
{
1 if (s, t) = (1, 2), b − j ∈ 2Z≥0 + 1,
0 otherwise.
(2.21)
The sum in (2.19) is over m,n, λ, µ ≥ 0 with the constraint λ+µ = b. It is a finite sum due to the
support property of the q-binomial coefficients. The second Kronecker delta postulates b ≡ j mod 2
when s = 2, which guarantees (j − b− ε)+/s, (|b− j| − ε)/κ ∈ Z.
Denoting the scalar function ̺(z) in (2.8) and (2.12) for Rs,t(z) by ̺s,t(z), we choose it as
̺s,t(z) =
( (
z
t
s ; qst
)
∞(
(−1)sqsz ts ; qst)
∞
)ǫ1ǫ2
, (2.22)
where for (s, t) = (2, 2), the signs ǫ1, ǫ2 are to be taken according to the four components in (2.16).
For (s, t) = (1, 1) and (1, 2), the quantity ǫ1ǫ2 is to be interpreted as +1. Then it follows from
Proposition 2 that the matrix elements of Rˇs,t(z) are rational functions of q and z. They are useful
for computer checks of the Yang-Baxter equation (2.9).
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Example 3. Let M s,td = (Rˇ
s,t(z)i,d−ij,d−j)0≤i,j≤d be the matrix where i and j are the row and the
column indices taking (0, 0) at the top left corner. One has M s,t0 = (1) for any s, t.
M1,11 =
(
(q+1)z
qz+1
1−z
qz+1
q(z−1)
qz+1
q+1
qz+1
)
, M1,21 =
( (q+1)z
qz2+1
1−z2
qz2+1
q(z2−1)
qz2+1
(q+1)z
qz2+1
)
, M2,21 =
(
0 11−z
q
z−1 0
)
,
M1,12 =

(q+1)(q2+1)z2
(qz+1)(zq2+1) − (q+1)(z−1)z(qz+1)(zq2+1) (z−1)(qz−1)(qz+1)(zq2+1)
q(q+1)(q2+1)(z−1)z
(qz+1)(zq2+1)
zq3+2zq2−q2−z2q+2zq+z
(qz+1)(zq2+1) −
(q+1)(q2+1)(z−1)
(qz+1)(zq2+1)
q2(z−1)(qz−1)
(qz+1)(zq2+1)
q(q+1)(z−1)
(qz+1)(zq2+1)
(q+1)(q2+1)
(qz+1)(zq2+1)
 ,
M1,22 =

(q+1)z2(z2q3−z2q2+q2+1)
(qz2+1)(z2q3+1) − (q+1)(z−1)z(z+1)(qz2+1)(z2q3+1) (z−1)(z+1)(qz−1)(qz+1)(qz2+1)(z2q3+1)
q(q+1)(q2+1)(z−1)z(z+1)
(qz2+1)(z2q3+1)
z2q4+z2q3−z4q2+2z2q2−q2+z2q+z2
(qz2+1)(z2q3+1) −
q(q+1)(q2+1)(z−1)z(z+1)
(qz2+1)(z2q3+1)
q2(z−1)(z+1)(qz−1)(qz+1)
(qz2+1)(z2q3+1)
q2(q+1)(z−1)z(z+1)
(qz2+1)(z2q3+1)
(q+1)(z2q3+z2q−q+1)
(qz2+1)(z2q3+1)
 ,
M2,22 =

(q2−1)z
q2z−1 0
z−1
q2z−1
0 q
2−z
q2z−1 0
q2(z−1)
q2z−1 0
q2−1
q2z−1
 ,
M2,23 =

0 z−q
2z
(z−1)(q4z−1) 0
1−q2z
(z−1)(q4z−1)
q(q6−1)z
(z−1)(q4z−1) 0
qz−q3
(z−1)(q4z−1) 0
0
q2(q2−z)
(z−1)(q4z−1) 0
1−q6
(z−1)(q4z−1)
q3(q2z−1)
(z−1)(q4z−1) 0
q(q2−1)
(z−1)(q4z−1) 0
 .
3. Quantum R matrices for infinite dimensional modules
The quantum affine algebras (without derivation operator) Uq(A
(1)
1 ) and Uq(A
(2)
2 ) are the Hopf
algebras generated by ei, fi, k
±1
i (i = 0, 1) satisfying the relations
kik
−1
i = k
−1
i ki = 1, [ki, kj ] = 0,
kiejk
−1
i = q
aij
i ej, kifjk
−1
i = q
−aij
i fj, [ei, fj] = δij
ki − k−1i
qi − q−1i
,
1−aij∑
ν=0
(−1)νe(1−aij−ν)i eje(ν)i = 0,
1−aij∑
ν=0
(−1)νf (1−aij−ν)i fjf (ν)i = 0 (i 6= j),
where e
(ν)
i = e
ν
i /[ν]qi !, f
(ν)
i = f
ν
i /[ν]qi !, (q0, q1) = (q, q) for A
(1)
1 and (q
4, q) for A
(2)
2 . The
(aij)0≤i,j≤1 is the Cartan matrix:
(aij)0≤i,j≤1 =
(
2 −2
−2 2
)
for A
(1)
1 ,
(
2 −1
−4 2
)
for A
(2)
2 .
We use the coproduct of the form
∆k±1i = k
±1
i ⊗ k±1i , ∆ei = 1⊗ ei + ei ⊗ ki, ∆fi = fi ⊗ 1 + k−1i ⊗ fi.
Let us introduce a Uq(A
(1)
1 )-module structure on the space F .
Proposition 4. The following defines a Uq(A
(1)
1 )-module structure on F .
e1|m〉 = −[m]{αqm−1}|m− 1〉, f1|m〉 = |m+ 1〉, k1|m〉 = α−1q−2m|m〉,
e0 = xf1, f0 = x
−1e1, k
±1
0 = k
∓1
1 ,
(3.1)
where α and x are nonzero parameters.
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For generic α it is irreducible, which will be denoted by Vx(α).
Remark 5. As a module over Uq(sl2) generated by e1, f1, k1, the space F is identified with a
Verma module, namely, it is generated by f1 from an eigenvector |0〉 of k1 killed by e1. Such a
module has already been known in [7], although eigenvalues are special there.
Proposition 6. The following defines an irreducible Uq(A
(2)
2 )-module structure on F .
e0|m〉 = −ε0 [2m][2m− 2]
[4]2
|m− 2〉, f0|m〉 = |m+ 2〉, k0|m〉 = ε0q−4m−2|m〉,
e1|m〉 = x|m+ 1〉, f1|m〉 = ε1(−1)mx−1 [2m]
[2]
|m− 1〉, k1|m〉 = ε1(−1)mq2m+1|m〉
(3.2)
where ε20 = ε
2
1 = 1 and x is a nonzero parameter.
Remark 7. As a module over Uq4(sl2) generated by e0, f0, k0, the space F is decomposed into
two components F+ and F− in (2.17). Both are Verma modules but with different eigenvalues.
In what follows we will be exclusively concerned with the case ε0 = ε1 = 1, which will be
denoted by Vx. Note that we have assigned x (the spectral parameter) to the color 1 generators
rather than color 0 for Uq(A
(2)
2 ). As the vector spaces, Vx(α) and Vx are the same as F .
The quantum R matrix Rˇ(z) = Rˇ(z, q|α, β) for our modules of Uq = Uq(A(1)1 ), Uq(A(2)2 ) is a
linear operator
Rˇ(z) : Vx(α)⊗ Vy(β)→ Vy(β)⊗ Vx(α) (z = x/y), (3.3)
where α, β dependence should be dropped for Uq(A
(2)
2 ). The R matrix is characterized by the
intertwining relations [5]
∆(g)Rˇ(z) = Rˇ(z)∆(g) (∀g ∈ Uq) (3.4)
and the normalization which we choose as Rˇ(z)|0, 0〉 = |0, 0〉. Define its matrix elements by
Rˇ(z)|i, j〉 =
∑
a,b
Rˇ(z)a,bi,j |a, b〉, (3.5)
where the sum is over those a, b ≥ 0 satisfying a+ b = i+ j due to the weight conservation implied
by (3.4) with g = k0, k1.
We include a description of the quantum R matrices in terms of their spectral decomposition.
For Uq(A
(1)
1 ) we set
v
(d)
α,β =
d∑
j=0
(−q1−dβ−1)j
(
d
j
)
q2
j∏
k=1
{αqd−k}
{βqk−1} |d− j, j〉 ∈ Vx(α) ⊗ Vy(β). (3.6)
Up to an overall constant, this vector is characterized by the conditions
(∆k1)v
(d)
α,β = (αβ)
−1q−2dv
(d)
α,β , (∆e1)v
(d)
α,β = 0. (3.7)
Proposition 8 (Uq(A
(1)
1 ) case). The following direct sum decomposition holds as the module over
Uq(sl2) mentioned in Remark 5:
Vx(α)⊗ Vy(β) =
⊕
d≥0
V (d), V (d) =
⊕
r≥0
Q(q)(∆f1)
rv
(d)
α,β . (3.8)
On each subspace V (d), Rˇ(z) = Rˇ(z, q|α, β) acts diagonally as (z = x/y)
Rˇ(z)(∆f1)
rv
(d)
α,β = σ
(d)
α,β(z)(∆f1)
rv
(d)
β,α, σ
(d)
α,β(z) =
(βz
α
)d (α2; q2)d(αβz−1; q2)d
(β2; q2)d(αβz; q2)d
. (3.9)
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The R matrix satisfies the Yang-Baxter equation (common q-dependence is suppressed)
(Rˇ(y/z|β, γ)⊗ 1)(1⊗ Rˇ(x/z|α, γ))(Rˇ(x/y|α, β) ⊗ 1)
= (1⊗ Rˇ(x/y|α, β))(Rˇ(x/z|α, γ)⊗ 1)(1⊗ Rˇ(y/z|β, γ)), (3.10)
which is an equality of the maps Vx(α) ⊗ Vy(β) ⊗ Vz(γ) → Vz(γ)⊗ Vy(β) ⊗ Vx(α). The inversion
relation Rˇ(z|α, β)Rˇ(z−1|β, α) = Id is valid.
For Uq(A
(2)
2 ) we set
u
(d)
± =
d∑
j=0
(−1)j(j∓1)/2 qj(j−1)
(
d
j
)
q4
|j, d− j〉 ∈ Vx ⊗ Vy . (3.11)
Thus u
(0)
+ = u
(0)
− = |0, 0〉. They are characterized by the conditions
(∆k0)u
(d)
± = q
−4d−4u
(d)
± , (∆e0)u
(d)
± = 0, Rˇ(z)u
(d)
± = (±1)dσ(d)(±z)u(d)± , (3.12)
where σ(d)(z) is specified in (3.14) and z = x/y.
Proposition 9 (Uq(A
(2)
2 ) case). The following direct sum decomposition holds as the module over
Uq4(sl2) mentioned in Remark 7 (V
(0)
+ = V
(0)
− is denoted by V
(0)):
Vx ⊗ Vy = V (0) ⊕
⊕
d≥1
(V
(d)
+ ⊕ V (d)− ), V (d)± =
⊕
r≥0
Q(q)(∆f0)
ru
(d)
± , (3.13)
On each subspace V
(d)
± , Rˇ(z) = Rˇ(z, q) acts diagonally as (z = x/y)
Rˇ(z)(∆f0)
ru
(d)
± = (±1)dσ(d)(±z)(∆f0)ru(d)± , σ(d)(z) =
d∏
m=1
q2m−1 + (−1)m−1z
(−1)m−1 + q2m−1z . (3.14)
The R matrix satisfies the Yang-Baxter equation (3.10) without dependence on α, β, γ. The
inversion relation Rˇ(z)Rˇ(z−1) = Id is valid.
4. Main theorem
In Section 2 we derived the solutions Rˇs,t(z) = Rˇs,t(z, q) to the Yang-Baxter equation by a
reduction of the 3d R. In Section 3 the quantum R matrices of the rank 1 quantum affine algebras
were determined in terms of their spectral decompositions. The both of these matrices act on the
infinite dimensional space F ⊗F . Our main theorem presented below identifies them up to a scalar
multiple and a similarity transformation.
Theorem 10. (i) The Rˇ1,1(z) equals a similarity transformation of the Uq(A
(1)
1 ) R matrix Rˇ(z, q|α, β)
specialized as
Rˇ
1,1(z, q2)a,bi,j = (−iq)j−bRˇ(z, q| − iq,−iq)a,bi,j , (4.1)
where i in −iq means √−1 and is unrelated to the matrix indices.
(ii) The components Rˇ±,±(z) and Rˇ±,∓(z) of Rˇ2,2(z) are proportional to a similarity transformation
of the Uq(A
(1)
1 ) R matrix Rˇ(z, q|α, β) specialized as
Rˇ
ǫ1,ǫ2(z, q)a,bi,j = r
ǫ1,ǫ2qj¯−b¯Rˇ(z, q2|q2−ǫ1 , q2−ǫ2)a¯,b¯
i¯,j¯
(ǫ1, ǫ2 = ±1), (4.2)
r+,+ = 1, r+,− =
q
z − 1 , r
−,+ =
1
1− z , r
−,− =
q2 − z
q2z − 1 , (4.3)
where n¯ denotes the largest integer not exceeding n2 .
(iii) The Rˇ1,2(z) equals a similarity transformation of the Uq(A
(2)
2 ) R matrix Rˇ(z, q) as
Rˇ
1,2(z,−q2)a,bi,j = qj−bRˇ(z, q)a,bi,j . (4.4)
8 ATSUO KUNIBA AND MASATO OKADO
In (ii) of the theorem, the general formula for rǫ1,ǫ2 is Rˇ2,2(z, q)−ǫ2,−ǫ1−ǫ1,−ǫ2 , which can be found
in Example 3. The factors of the form pj−b is attributed to the similarity transformation by the
operator 1⊗Kp with Kp|m〉 = pm|m〉 which does not spoil the Yang-Baxter equation. Combined
with Proposition 2, Theorem 10 provides an explicit formula for the quantum R matrices of our
infinite dimensional modules of the rank 1 quantum affine algebras.
Let M s,td (q) be the (d + 1) × (d + 1) matrix M s,td introduced in Example 3 exhibiting the
q-dependence. We close the section with a corollary of Theorem 10 giving the eigenvalues of
M1,1d (q
2),M2,22d (q) and M
1,2
d (−q2)5.
Corollary 11. (i) The eigenvalues of M1,1d (q
2) are given by the specialization of σ
(j)
α,β(z) (3.9) as
{1, σ(1)−iq,−iq(z), . . . , σ(d)−iq,−iq(z)}, σ(j)−iq,−iq(z) =
j∏
m=1
z + q2m
1 + zq2m
. (4.5)
(ii) The eigenvalues of M2,22d (q) are given by the specialization of σ
(j)
α,β(z) (3.9) as
{1, σ˜(1)(z)×2, . . . , σ˜(d)(z)×2}, σ˜(j)(z) = σ(j)α,β(z)|q→q2, α=β=q =
j∏
m=1
z − q4m−2
1− zq4m−2 , (4.6)
where the superscript ×2 stands for the two-fold degeneracy.
(iii) The eigenvalues of M1,2d (−q2) are given by σ(j)(z) (3.14) as
{±σ(1)(±z),±σ(3)(±z), . . . ,±σ(d)(±z)} if d is odd,
{1, σ(2)(±z), σ(4)(±z), . . . , σ(d)(±z)} if d is even.
(4.7)
These results can be directly checked for small d by using Example 3.
5. Generalizations
The result in this paper is regarded as the solution of a special case of a more general problem,
which we shall now explain. First we recall the 3d L operator [4] in the form adapted to the
present context. Let F =
⊕
m≥0Q(q)|m〉 be the Fock space and F ∗ be its dual as before. Set
V = Q(q)v0 ⊕Q(q)v1. By the 3d L operator we mean the following:
L = (Lγ,δα,β) ∈ End(V ⊗ V ⊗ F ), L(vα ⊗ vβ ⊗ |m〉) =
∑
γ,δ
vγ ⊗ vδ ⊗ Lγ,δα,β |m〉, (5.1)
where there are six nonzero Lγ,δα,β ∈ End(F ) given by
L
0,0
0,0 = L
1,1
1,1 = 1, L
0,1
0,1 = k, L
1,0
1,0 = −qk, L0,11,0 = a−, L1,00,1 = a+. (5.2)
The operators a±,k ∈ End(F ) are called q-oscillators and act on F by
a+|m〉 = |m+ 1〉, a−|m〉 = (1− q2m)|m− 1〉, k|m〉 = qm|m〉. (5.3)
In short, the 3d L operator L represents a six-vertex model having the q-oscillator valued Boltz-
mann weights. It satisfies the tetrahedron equation [4]:
R1,2,3Lb,c,3La,c,2La,b,1 = La,b,1La,c,2Lb,c,3R1,2,3. (5.4)
This is an equality in End(
a
V ⊗
b
V ⊗
c
V ⊗
1
F ⊗
2
F ⊗
2
F ), where
a
V ,
b
V ,
c
V are the copies of V and
1
F ,
2
F ,
3
F
are the ones for F . The indices of R and L signify the components of the tensor product on
which these operators act non trivially. Viewed as an equation on R, (5.4) is equivalent [8] to the
intertwining relation of the irreducible representations of the quantized coordinate ring Aq(sl3) [6]
in the sense that the both lead to the same solution given in (2.11) up to an overall normalization.
5 The eigenvalues of M2,2
d
(q) with odd d is not directly derivable from (3.9) since the matrix consists of the
sub-matrices Rˇǫ1,ǫ2(z) with ǫ1ǫ2 = −1 which correspond, due to (4.2), to the situation α 6= β in (3.9).
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Next we introduce the notation allowing us to teat R and L on an equal footing.
W (0) = F, W (1) = V, S(0) = R, S(1) = L. (5.5)
The S(r) acts on W (r) ⊗W (r) ⊗ F for r = 0, 1. In what follows the copy of the Fock space F that
plays the role analogous to the auxiliary space of the transfer matrices will be designated by “3”.
Define h3 acting on it by h3|m〉 = m|m〉.
Let n be any positive integer. Consider the copies of W (εi) denoted by
αi
W (εi) and
βi
W (εi) for
i = 1, 2, . . . , n. We write their tensor product as
α
W(ε) =
α1
W (ε1) ⊗ · · · ⊗
αn
W (εn) for ε = (ε1, ε2, . . . , εn), (5.6)
and similarly for
β
W(ε) and
γ
W(ε). The labels α, β and γ of the copies are put just for distinction
and these spaces are the same as W (ε1) ⊗ · · · ⊗W (εn) as vector spaces.
We introduce the five families of R matrices each consisting of the 2n members labeled with
(ε1, ε2, . . . , εn) ∈ {0, 1}n as follows:
R
tr(z|ε1, ε2, . . . , εn) = Tr3
(
zh3S
(ε1)
α1,β1,3
S
(ε2)
α2,β2,3
· · · S(εn)αn,βn,3
)
, (5.7)
R
s,t(z|ε1, ε2, . . . , εn) = 〈χs(z)|S(ε1)α1,β1,3 S
(ε2)
α2,β2,3
· · ·S(εn)αn,βn,3|χt(1)〉 (s, t = 1, 2). (5.8)
Here the bracket is evaluated in the Fock space 3 by 〈m|m′〉 = δm,m′(q2)m and the trace is by
Tr3(X) =
∑
m≥0
〈m|X|m〉
(q2)m
. They are linear operators acting on
α
W(ε) ⊗
β
W(ε). By the construction
and the tetrahedron equations (2.1) and (5.4) together with the properties (2.3) and (2.5), we have
Theorem 12. Denote any one of (5.7) and (5.8) with a fixed (ε1, ε2, . . . , εn) by Rα,β(z). Then it
satisfies the Yang-Baxter equation in End(
α
W(ε) ⊗
β
W(ε) ⊗
γ
W(ε)):
Rα,β(x)Rα,γ(xy)Rβ,γ(y) = Rβ,γ(y)Rα,γ(xy)Rα,β(x). (5.9)
These solutions Rα,β(z) to the Yang-Baxter equation are rational functions of the parameter q
and the spectral parameter z up to an overall scalar function of z. Thus it is natural to seek their
origin in the conventional quantum group theory. We formulate it as
Problem. Find the appropriate quantum affine algebra and its (possibly infinite dimensional)
representation by which the Rα,β(z) is characterized as the intertwiner of the tensor product up to
a normalization. So far it has been studied in the following cases. (The two q’s entering Rα,β(z)
and Uq are not necessarily the same.)
(1) Rtr(z|, 0, 0, . . . , 0) was claimed to be the direct sum⊕J,J′≥0RJω1,J′ω1 of the Uq(A(1)n−1) quan-
tum R matrices for the symmetric representations (relative normalization of the summands
left unspecified) [4].
(2) Rs,t(z|1, 1, . . . , 1) with (s, t) = (2, 1), (2, 2) and (1, 1) were identified [10] with the quantum
R matrices for the spin representations of Uq(B
(1)
n ), Uq(D
(1)
n ) [11] and Uq(D
(2)
n+1), respec-
tively. It was also suggested [10] that the case (s, t) = (1, 2) is the quantum R matrix of the
spin representation of Uq(B
(1)
n ) corresponding to the realization of B
(1)
n as an affinization
of its classical subalgebra Dn rather than the standard Bn.
(3) Rs,t(z|0) with (s, t) = (1, 1), (2, 2) (resp. (1, 2), (2, 1)) are identified with the Uq(A(1)1 ) (resp.
Uq(A
(2)
2 )) quantum R matrices for the infinite dimensional representations corresponding
to an affinization of the Verma module of their classical subalgebras in this paper.
The full solution of the problem is a feasible task and will shed a valuable insight into the
relation between 2d and 3d integrable systems. In fact the s = t = 1 case of the above result (3)
can be extended to the n-site situation. We have proved that R1,1(z|0, 0, . . . , 0) is the quantum
R matrix of Uq(D
(2)
n+1) associated with the affinization of the Verma (q-oscillator) module of its
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classical subalgebra Uq(Bn). It is consistent with (4.1) in view of D
(2)
2 = A
(1)
1 and is also natural
from [10, Remark 7.2].
It is interesting to investigate the effect of the mixture of R and L in (5.7) and (5.8) which is
firstly formulated here explicitly. We finish by presenting an explicit formula of Rtr(z|0, 1) as the
simplest example.
Note the decompositionW(0,1) =
⊕
d≥0W
(d), whereW (0) = Q(q)|0〉⊗v0 andW (d) = Q(q)|d〉⊗
v0⊕Q(q)|d−1〉⊗v1 for d ≥ 1. Accordingly Rtr(z|0, 1) splits into the direct sum of the matrices acting
on W (d) ⊗W (d′). It turns out that they are zero unless d = d′ = 0 or dd′ ≥ 1. Thus Rtr(z|0, 1)
consists of a 1× 1 matrix and infinitely many 4× 4 matrices corresponding to End(W (d) ⊗W (d′))
with dd′ ≥ 1. Explicitly it is expressed as
R
tr(z|0, 1) = 1
1− z Id0,0 ⊕
⊕
d,d′≥1
zd
′−1(qd−d
′+2z−1; q2)d′−1
(qd−d′z; q2)d′+1
(1⊗K−1)Rqd,qd′ (z)(K ⊗ 1), (5.10)
where Id0,0 denotes the 1×1 identity matrix and K(|m〉⊗vα) = q1−2α|m〉⊗vα causes just a gauge
transformation. The Rqd,qd′ (z) ∈ End(W (d) ⊗W (d
′)) is given by the specialization of
Rµ,ν(z) =

z − µν 0 0 0
0 ν − µz (1− ν2)z 0
0 1− µ2 µ− νz 0
0 0 0 1− µνz
 . (5.11)
By this we mean the linear operator acting as ξ0⊗η0 7→ (z−µν)ξ0⊗η0, ξ0⊗η1 7→ (ν−µz)ξ0⊗η1+
(1−µ2)ξ1⊗ η0, etc. in terms of the basis ξi⊗ ηj of W (d)⊗W (d′) taken as ξi = |d− i〉⊗ vi and ηj =
|d′−j〉⊗vj for i, j = 0, 1. The case µ = ν is known to be the intertwiner of the quantum affine super
algebra Uq(ŝl(1|1)). The Rµ,ν(z) satisfies the Yang-Baxter equation Rλ,µ(x)Rλ,ν(xy)Rµ,ν(y) =
Rµ,ν(y)Rλ,ν(xy)Rλ,µ(x). Further results including the detailed derivation and the proof of this
paper will appear elsewhere.
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