Abstract. Given a finite simple graph G with n vertices, we can construct the Cayley graph on the symmetric group Sn generated by the edges of G, interpreted as transpositions. We show that, if G is complete multipartite, the eigenvalues of the Laplacian of Cay(G) have a simple expression in terms of the irreducible characters of transpositions, and of the Littlewood-Richardson coefficients. As a consequence we can prove that the Laplacians of G and of Cay(G) have the same first nontrivial eigenvalue. This is equivalent to saying that Aldous's conjecture, asserting that the random walk and the interchange process have the same spectral gap, holds for complete multipartite graphs.
Introduction
Let G = (V (G), E(G)) be a finite graph with V (G) = {1, 2, . . . , n}. G is always assumed to be simple, i.e., without multiple edges and loops, and undirected. The Laplacian of G is the n × n matrix ∆ G := D − A, where A is the adjacency matrix of G, and D = diag(d 1 , . . . , d n ) with d i denoting the degree of the vertex i. Since ∆ G is symmetric and positive semidefinite, its eigenvalues are real and nonnegative and can be ordered as 0 = λ 1 ≤ λ 2 ≤ · · · ≤ λ n . There is an extensive literature dealing with bounds on the distribution of the eigenvalues and consequences of these bounds. We refer the reader to [2] , [4] and [9] for a general introduction to the subject. If (and only if) G is connected, the second eigenvalue λ 2 is positive and is of particular importance for several applications. The Laplacian ∆ G can be viewed as the generator 1 of a continuous-time random walk on V , whose invariant measure is the uniform measure u on V . In this respect, λ 2 is the inverse of the "relaxation time" of the random walk, a quantity related to the speed of convergence to the invariant measure in L 2 (V, u) sense. λ 2 is also called the spectral gap of ∆ G .
There is a natural way to associate a Cayley graph to G. Any edge e = {i, j} in E(G) (and, more generally, any pair {i, j} of elements of V (G)) can be identified with a transposition (ij) of the symmetric group S n . Consider then the Cayley graph with vertex set equal to S n and edges given by (π, πe), where π is a permutation of S n and e ∈ E(G). We let, for simplicity, Cay(G) := Cay(S n , E(G)) .
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The Laplacian of Cay(G) is again the generator of a continuous-time Markov chain called the interchange process on V . It can be described as follows: each site of V is occupied by a particle of a different color, and for each edge {i, j} ∈ E(G), at rate 1, the particles at vertices i and j are exchanged.
It is easy to show (it follows from (3.14) and (3.15) , but there are simpler and more direct proofs) that the spectrum of ∆ G is a subset of the spectrum of ∆ Cay(G) . By consequence
Being an n! × n! matrix, in general the Laplacian of Cay(G) has many more eigenvalues than the Laplacian of G. Nevertheless, a neat conjecture due to David Aldous [1] states, equivalently:
Aldous's conjecture (v.1). If G is a finite connected simple graph, then λ 2 (∆ G ) = λ 2 (∆ Cay(G) ) .
Aldous's conjecture (v.2).
If G is a finite connected simple graph, then the random walk and the interchange process on G have the same spectral gap.
Version 1 also appears in [8] , under the extra assumption of G being bipartite. Aldous's conjecture comes in a third flavor, which originates from the analysis of the representations of the symmetric group.
2 From this point of view the Laplacian ∆ G corresponds to the n-dimensional defining representation of S n , whose irreducible components are the trivial representation and the representation associated with the partition (n − 1, 1). On the other hand the Laplacian of the Cayley graph Cay(G) is associated to the right regular representation, which contains all irreducible representations. Let α = (α 1 , . . . , α r ) be a partition of n and denote with T α the irreducible representation of S n which corresponds to the partition α. Let also λ max (α) be the maximum eigenvalue of the matrix e={i,j}∈E(G)
The trivial representation, which corresponds to the trivial partition α = (n), is thus contained with multiplicity one in both the defining and right regular representations, and clearly λ max ((n)) = |E(G)|. This accounts for the fact that the first eigenvalue of both ∆ G and ∆ Cay(G) is null. By consequence, one finds (see Section 3) that Aldous's conjecture can be restated as follows:
Aldous's conjecture (v.3). If G is a finite connected simple graph, then λ max (α) ≤ λ max ((n − 1, 1)) ,
for each nontrivial partition α of n, i.e., for each partition α = (n).
Aldous's conjecture has been proven for star-graphs in [7] and for complete graphs in [6] . A major progress was made in [10] (similar results were reobtained in [13] ), where a rather general technique was developed, which can be used to prove the conjecture for trees (with weighted edges) and a few other cases. Without entering into the details, we mention that this technique is useful for classes of graphs whose spectral gap "tends to decrease" when a new site, and relative edges, are added to a preexisting graph. This is indeed the case of trees, since it is not too difficult to prove that adding a leaf with its relative edge cannot increase the spectral gap. Using this approach, Aldous's conjecture has been recently proven [14] , [16] for hypercubes asymptotically, i.e., in the limit as the side length of the cube tends to infinity. The main result of the present paper is the proof of Aldous's conjecture for complete multipartite graphs (Theorem 3.1). These are graphs such that it is possible to write the vertex set of G as a disjoint union
in such a way that {i, j} is an edge if and only if i and j belong to distinct N k 's. The approach we follow, similar in spirit to [6] , is group theoretical.
The plan of the paper is as follows. After recalling a few standard facts on the representation theory of the symmetric group in Section 2, we discuss the relationship between the Laplacian of Cayley graphs and the irreducible representations of S n in Section 3. In Section 4 the proof of our main result is outlined in the case of bipartite graphs. Most of the relevant ideas are discussed in this section. Sections 5 contains a detailed proof of the general multipartite case. One of the key technical ingredients is the identification of the Littlewood-Richardson tableau with minimal content, among all tableaux which appear in the decomposition of a tensor product of representations of S n (Lemma 5.11). This aspect is discussed in Section 6.
After this paper was completed, a beautiful proof of Aldous's conjecture has been found by Caputo, Liggett and Richthammer [3] , which holds for arbitrary graphs (including weighted graphs). Their approach is based on a subtle mapping, reminiscent of the star-triangle transformation used in electric networks, which allows a recursive proof.
The irreducible representations of S n
We recall here a few well-known facts from the representation theory of the symmetric group. The main purpose is to establish our notation. Standard references for this section are for instance [5] for general representation theory and [12] , [15] for the symmetric group.
Given a positive integer n, a composition (resp. a weak composition) of n is a sequence α = (α 1 , α 2 , α 3 , . . .) of positive (resp. nonnegative) integers such that
Since there is only a finite number of nonzero terms, one can either consider the whole infinite sequence or just the finite sequence obtained by dropping all trailing zeros which appear after the last nonzero element. We define the length of α as the position of the last nonzero element in α, so if the length of α is r, we write α = (α 1 , . . . , α r ) = (α 1 , . . . ,α r , 0, 0, 0, . . .) .
We also let |α| := i α i , while, for an arbitrary set S, |S| stands, as usual, for the cardinality of S. A partition of n is a nonincreasing composition of n. We write α|=n if α is a composition of n, α w |=n if α is a weak composition on n, and α⊢n if α is a partition of n.
We introduce a componentwise partial order in the set of all finite sequences of integers: we write α ≤ β if α i ≤ β i for each i. If α, β are partitions (compositions, weak compositions) we can define the componentby-component sum α + β which is still a partition (composition, weak composition). If α ≤ β the difference β − α is a weak composition of |β| − |α|.
The Young diagram of a partition α of n is a graphical representation of α as a collection of n boxes arranged in left-justified rows, with the i th row containing α i boxes. For instance (6, 4, 1) = .
We do not distinguish between a partition and its associated Young diagram. If the integer k appears m times in the partition α we may simply write k m , so, for instance,
Given a Young diagram α, the conjugate (or transpose) diagram is the diagram, denoted with α ′ , obtained from α by "exchanging rows and columns", for example
The elements of α ′ are given by
Let Irr(S n ) be the set of all equivalence classes of irreducible representations 3 of S n . There is a one-to-one correspondence between Irr(S n ) and the set of all partitions of n. We denote with [α] the class of irreducible representations of S n corresponding to the partition α, and with f α the dimension or degree of the representation. For simplicity we write [α 1 , . . . , α r ] instead of [(α 1 , . . . , α r )]. It is sometimes notationally convenient to refer to a specific choice of a representative in the class [α] . We denote this choice with T α . Hence T α is a group homomorphism
Since every representation of a finite group is equivalent to a unitary representation, we can assume (if useful) that T α (π) is a unitary matrix for each π ∈ S n . Every representation Y of S n can be written, modulo equivalence, as a direct sum of the T α
A fundamental quantity associated to a representation Y of a finite group G is the character of Y, which we denote by χ Y , and is defined as 
When G = S n and H is a Young subgroup S (j,k) (see Section 5) the coefficients c T are called the Littlewood-Richardson coefficients. 
Eigenvalues of Cayley graphs and representations of S n
We illustrate how, when studying the eigenvalues of the Laplacian of Cayley graphs, one is (almost forcibly) led to consider the irreducible representations of the symmetric group. In this way we can show that version 3 of Aldous's conjecture is equivalent to versions 1 and 2. The material of this section is more or less standard and overlaps with Section 4 of [6] . Given a finite set S = {s 1 , . . . , s n }, we denote with CS the n-dimensional vector space which consists of all formal complex linear combinations of the symbols {s 1 }, . . . , {s n }, and with C S the vector space of all functions f : S → C. C S is naturally isomorphic to CS under the correspondence
Any left action (g, s) → gs of a finite group G on S defines a representationY of G on CS given by
One can, equivalently, interpret Y as a representation on C S , in which case we have
The Littlewood-Richardson coefficients are often equivalently (thanks to Frobenius reciprocity) defined in terms of an induced representation. 5 With a slight abuse of notation we use the same symbol Y since the two representations are equivalent under (3.1).
CG is the (complex) group algebra of G. Any representation Y of G extends to a representation of CG by letting
Let then G be a finite graph with V (G) = {1, . . . , n}. The defining representation of S n , which we denote by D, acts on CV = C{1, . . . , n} as
The matrix elements of D(π) in this basis are given by
Hence, under the identification of edges with transpositions of S n E(G) ∋ e = {i, j} −→ (ij) ∈ {π ∈ S n : π is a transposition} (3.4)
we can write 5) where, in the last term, we have included the null contribution of those edges with both endpoints different from i. The reason is that we can now rewrite (3.5) in operator form. If denote with I n the identity operator acting on an n-dimensional vector space, we have
where, in view of correspondence (3.4), e∈E(G) e can be considered an element of the group algebra CS n , and, in the last equality, we have used the linear extension of D to a representation of CS n . Given a finite graph G we define
and rewrite (3.6) as
A relationship for the corresponding eigenvalues trivially follows
We remark that, in the more general case of a weighted graph with edge weights (w e ) e∈E(G) , identities (3.8) and (3.9) remain valid as long as one uses the "correct definition" of W (G) as W (G) := e∈E(G) w e e.
We can associate to the graph G the Cayley graph Cay(S n , E(G)) with vertex set S n , where n is the cardinality of V (G), and edge set given by
Since each transposition coincides with its inverse, this Cayley graph is undirected. We let for simplicity Cay(G) := Cay(S n , E(G)). If we denote with R the right regular representation of S n which acts on S n and on C Sn respectively as
we can proceed as in (3.5) and obtain
Identities (3.8) and (3.9) become, for the Cayley graph,
The right regular representation R is equivalent to the left regular representation (under the change of basis π → π −1 ) and can be written as a direct sum of all irreducible representations, each appearing with a multiplicity equal to its dimension
By consequence the spectrum of R[W (G)] can be written as
The (trivial) one-dimensional identity representation T (n) = I 1 , corresponding to the partition (n), appears in this decomposition exactly once and we have
thus its unique eigenvalue is equal to |E(G)|, which accounts for the fact that λ 1 ∆ Cay(G) = 0. If G is connected, the set E(G), considered as a set of transpositions, generates S n , and hence Cay(G) is also connected and λ 1 is the unique null eigenvalue of ∆ Cay(G) . In any case, letting
we have, for what concerns the second eigenvalue of the Cayley graph,
6 The right regular representation is a left action, like every representation. 7 To get the correct multiplicities of the eigenvalues one must include the coefficients fα and interpret the union over α as a disjoint union of multisets.
On the other hand, the defining representation can be decomposed as
The main result of paper is the following:
Theorem 3.1. If G is a complete multipartite graph with n vertices, we have
From (3.14), (3.15) , and Theorem 3.1 it follows that:
Outline of the proof in the bipartite case
We briefly sketch in this section the proof of Theorem 3.1 in the bipartite case, which requires less notation than the more general multipartite case but illustrates most of the relevant ideas. The general case can be treated by relatively standard induction. All missing details will be found in later sections.
We start with a well-known fact [6] about the complete graph K n . Given an irreducible representation [α] of S n , corresponding to the partition α = (α 1 , . . . , α r ), we consider the normalized character on the sum of all transpositions
where e is an arbitrary transposition of S n . In the case of transpositions, Frobenius formulas for the irreducible characters take the simple form [11] 
where r is the length of α. We use expression (4.1) as a definition of q α when α is, more generally, a weak composition of n, even though, when α is not a partition, the quantity q α has no significance associated to an irreducible representation of S n . A simple application of the Schur's lemma yields the following result (see [6, Lemma 5] for a more general statement where arbitrary conjugacy classes are considered).
Proposition 4.1. If T α is an irreducible representation of S n corresponding to the partition α⊢n, then 
Let then n = j + k with j, k two positive integers and consider the complete bipartite graph K j,k with vertex set {1, . . . , n} and edges {i, i ′ } with i ≤ j and i ′ > j. Since the complement of K j,k is given by
where β is a partition of j and γ is a partition of k, subject to the condition that the Littlewood-Richardson coefficient c α β,γ is positive. The reason for this is that the irreducible representation [α] of S n is no longer irreducible when restricted to the Young subgroup S (j,k) ∼ = S j × S k , but it is a direct sum of irreducible components
If one is interested in keeping track of multiplicities, each pair (β, γ) appearing in (4.3) contributes with a multiplicity equal to c α β,γ f β f γ . For example, using the Littlewood-Richardson rule (see Section 6), we find the decomposition
This, in turn, determines that the eigenvalues of T (4,2,1) [W (K 4,3 )] are those given in Table 1 .
We say that the pair (β, γ) is α-admissible if c α β,γ > 0 and we define B α j,k := max
In general, given α⊢n and β ⊢j, there are several different γ ⊢k such that (β, γ) is α-admissible. One of the central points of the proof is the identification of the particular γ = γ(α, β) which corresponds to a minimum value of q γ , given α and β, so that
What we find, in particular, is that (Lemma 5.11)
where srt is the operator that sorts a sequence in nondecreasing order in such a way that the resulting sequence is a partition. So, for instance, if α = (7, 6, 2, 1) and β = (5, 2, 2) we have
At this point one could reasonably hope in some monotonicity property of the B α j,k with respect to α. There is a partial order " " in the set of all partitions of n, called dominance (see Section 5) , which plays a crucial role in the representation theory of the symmetric group. It would be nice to prove something like
Since any nontrivial partition α of n is dominated by the partition (n − 1, 1), property (4.5), if true, would imply Theorem 3.1 for G = K j,k . Implication (4.5) is unfortunately false. 8 Nevertheless, our actual strategy is a slight detour from this monotonicity idea. We consider a modified version of the quantities (4.4)
Then we realize (Proposition 5.10) that q α−β ≤ q srt(α−β) , and thus, by consequence, B α j,k ≤ B α j,k . Using (4.1) one finds (Proposition 5.8) a very simple expression for the quantity q α − q β − q α−β , namely
At this point one gets a lucky break. In fact (a) The monotonicity property (4.5) holds for the quantities
Combining these facts, we obtain, for any α⊢n with α = (n),
, and Theorem 3.1 is proven.
8 A simple counterexample is given by K3,1. One easily finds that, in this case, we have λmax (2, 1, 1), W (K3,1) = 1 and λmax (2, 2), W (K3,1) = 0. 9 Unless j = k = 1, but this case is trivial.
Proof of Theorem 3.1
A complete multipartite graph with n vertices is identified, up to a graph isomorphism, by a partition of n, so, if σ = (σ 1 , . . . , σ p ) ⊢ n, with p ≥ 2, we denote the associated complete multipartite graph with K σ = K σ 1 ,...,σp . The set {1, . . . , n} can be written as a disjoint union
Let S σ k be the subgroup of S n which consists of the permutations π such that π(i) = i for each i ∈ {1, . . . , n}\N σ k . The Young subgroup S σ is defined as
In other word a permutation π belongs to S σ if and only if
The subgroup S σ is naturally isomorphic to the (exterior) Cartesian product
We observe that the complement of K σ is a disjoint union of complete graphs
and hence
and thanks to Proposition 4.1, we get, for any irreducible representation [α] of S n , the identity
The quantity W (∪ p k=1 K σ k ) belongs to the group algebra of the Young subgroup S σ . The irreducible representation [α] of S n is no longer irreducible when restricted to S σ . The irreducible representations of S σ ∼ = S σ 1 ×· · ·×S σp are in fact the (outer) tensor products of the irreducible representations of each
The obvious step at this point is to take advantage of the decomposition
into a sum of irreducible representations of S σ . Identities (5.3), (5.4) and the fact that W (∪ p k=1 K σ k ) ∈ CS σ , imply that the eigenvalues of T α [W (G)] are of the form q α − λ, where λ is an eigenvalue of
10 Even though α and σ are both partitions of n, they play a very different role.
[α] is an equivalence class of irreducible representations of Sn, while σ determines the structure of the graph Kσ.
and where (β 1 , . . . , β p ) is a collection of partitions β k ⊢σ k such that the (multi) Littlewood-Richardson coefficient c α β 1 ,...,β p is positive. We give a name to these collections of β k .
Proof. We have
where 1 G stands for the unit element of the group G and of the group algebra CG. If d i is the dimension of the representation Y i (which will not be confused, hopefully, with the degree of the vertex i), by the definition of Y we obtain
Equality (5.6) now follows from a (presumably) standard argument: since e is a transposition, e −1 = e. = (σ 1 , . . . , σ p ) of n, and let T α be one of the (equivalent) irreducible representations of S n corresponding to α = (α 1 , . . . , α r )⊢n. Then
We now define, for arbitrary weak compositions β 1 , . . . , β p , the quantities
It follows from Theorem 5.3 that
In order to prove Theorem 3.1 we must show that
Our plan at this point is the following: we are going to replace the class Adm with a different class Adm * such that (a) the corresponding maximum
is easier to evaluate, and, by consequence, we will be able to show that (b) B α σ has a useful monotonicity property with respect to the dominance partial order of partitions. A consequence of this monotonicity is that implication (5.13) holds for the quantities B (c) there is a simple and useful relationship between the "true" quantities B α σ and their "fake" relatives B We start then to describe this alternate class Adm * .
Definition 5.4. Given two partitions α, σ of n, with σ of length p, we denote with Adm * (α, σ) the set of all p-tuples of weak compositions (γ 1 , . . . , γ p ) such that (i) γ i is a weak composition of σ i (ii) γ 1 + · · · + γ p = α. Proof of (1). The crucial point is the following result that we prove at the end of this section.
Proposition 5.6. Let n = j + k with j, k positive integers and let α⊢n, β ⊢j, β ′ ⊢k be such that the Littlewood-Richardson coefficient c α β,β ′ is positive. Then β ≤ α and
Given Proposition 5.6, we can prove part (1) of Proposition 5.5 by induction on p ≥ 2. If p = 2, let σ = (j, k) with j + k = n, let (β, β ′ ) ∈ Adm(α, σ) and define (γ, γ ′ ) := (β, α − β) .
The pair (γ, γ ′ ) clearly belongs to Adm * (α, (j, k)), and hence (5.15) holds thanks to (5.16). The general case p ≥ 2 can be proven by induction on p. Assume then that Proposition 5.5 holds for p − 1 and let σ = (σ 1 , . . . , σ p )⊢n. Define the partitions
Since S σ is a subgroup of S ζ we have
Thus, from the decompositions
we find c
If (β 1 , . . . , β p ) ∈ Adm(α, σ), the quantity in (5.17) is positive; thus there exists δ ⊢ζ 1 such that both coefficients in the RHS of (5.17) are positive. Pick one such δ. Since c δ β 1 ,...,β p−1 > 0, we have, by induction, that there there exist (γ 1 , . . . , γ p−1 ) ∈ Adm * (δ, σ ′ ) such that is actually an equality when α = (n − 1, 1) and σ = (1, 1, . . . , 1) .
A simple application of the Littlewood-Richardson rule yields the decomposition 
On the other hand, it follows from the definition of Adm
If all the σ i 's are greater than 1, then Adm * (α, σ) is a subset of Adm(α, σ), and thus the conclusion is trivial. If some of the σ i 's are equal to 1, then in principle we have to worry about the corresponding Ψ i , which belong to Adm * (α, σ) but not to Adm(α, σ). But one can easily compute
Hence, since, by hypothesis, σ 1 = max i σ i > 1, we have
Remark 5.7. Observe that condition σ = (1, 1, . . . , 1) is necessary. In fact, if σ := (1, 1 . . . , 1), we obtain
Thanks to condition γ 1 + · · · + γ p = α in the definition of Adm * (α, σ), the quantity b α γ 1 ,...,γ p has a simple expression.
where γ i · γ j denotes the canonical inner product
Proof. The proof is a straightforward computation. Using (4.1) and the fact that γ 1 + · · · + γ p = α, we find
In Section 2 we have defined a "componentwise" partial order α ≤ β in the set of all finite sequences of integers. We introduce now a weaker partial order , which, following [12] , we call dominance order. 12 If α, β are weak compositions, we say that β dominates α, and we write α β, if We write α ∼ β if there exist two integers j < k such that
i.e. if β is obtained from α by removing one box from the right end of one of its rows and by placing it at the end of a higher row. Then it is obvious that if α β, there exists a finite sequence of "interpolating" weak compositions
such that γ i ∼ γ i+1 . Less obviously, if α and β are both partitions of n, then the interpolating sequence (γ i ) can be chosen in such a way that each γ i is also a partition of n (see [12, Theorem 1.4.10] , where a slightly different notion of ∼ is used; his result implies our statement). The dominance order plays a crucial role in the representation theory of S n and, more generally, in combinatorics. We refer the reader to Section 1.4 of [12] , where several coimplications of the statement "α β" are discussed.
We are now ready for part (b) of our "plan" outlined above.
Proposition 5.9. Let α, β be two partitions of n with α β.
12 One can introduce a third (total) order, namely the lexicographic order, but we do not need it in this paper.
End of proof of Theorem 3.1. Before proving Proposition 5.9 we complete the proof of Theorem 3.1. We start with the simple observation that
If α is a nontrivial partition of n, i.e., α = (n), then α (n − 1, 1). (5.27)
If σ = (1, 1, . . . , 1) , G is the complete graph K n . This case is well known [6] . Anyway, the proof goes as follows: Proposition 4.1 says that T α [W (K n )] has a unique eigenvalue q α of multiplicity equal to the dimension of the representation α; in particular,
Case σ = (1, 1, . . . , 1). Thanks to (5.12), (5.27), Proposition 5.5 and Proposition 5.9 we have
Proof of Proposition 5.9. Thanks to the existence of the interpolating sequence (5.26), we can assume that α ∼ β. Thus there exist two integers j < k such that
Statement (1) was proven in [6, Lemma 10] and it is a simple computation. In fact from (4.1), (5.28), and the fact that α is a partition it follows that
For the proof of (2), let σ = (σ 1 , . . . , σ p )⊢n. We now show that for each
Let then (γ 1 , . . . , γ p ) ∈ Adm * (α, σ) and, for a positive integer ℓ, which will be determined at the end, define the p-tuple (δ i ) p i=1 as follows: (a) if i = ℓ we simply let δ i = γ i , while (b) δ ℓ is obtained from γ ℓ by moving one box from row k to row j, i.e.,
∈ Adm * (β, σ) unless γ ℓ k = 0, but we will worry about this later. Using Proposition 5.8 we obtain
From (5.28) it follows that α k ≥ 1, so the set of "legal" values of ℓ, that is those such that γ ℓ k > 0, is nonempty. Summing over all these values of ℓ and keeping in mind that α j ≥ α k , we have
Hence there exists at least one value of ℓ such that γ ℓ k > 0 and ∆ ℓ b ≥ 0. If we then define (δ i ) p i=1 using this value of ℓ, we get (5.29).
Proof of Proposition 5.6 Let n = j + k, α⊢n, β ⊢j, γ ⊢k, and assume that the Littlewood-Richardson coefficient c α β,γ is positive. The fact that β ≤ α, i.e., that β i ≤ α i for each i, trivially follows from the Littlewood-Richardson rule which we discuss in Section 6. We must prove that q γ ≥ q α−β . The difference α − β is a weak composition of k but not necessarily a partition. We can nevertheless obtain a partition by sorting the entries of α − β in nonincreasing order (and dropping the trailing zeros). We denote this partition with srt(α − β). So, if
where π is a suitable permutation in S r . We start by observing that this sorting procedure does not decrease the quantity q.
Proposition 5.10. Let α, β be two weak compositions of n. Assume that β is obtained from α by switching two elements α j , α k with j < k, i.e.,
Then 13 α j < α k if and only if q α < q β . By consequence q srt(α) ≥ q α for any weak composition α.
Proof. From (4.1) we get
The proposition follows, since j < k.
The central ingredient of the proof of Proposition 5.6 is the following property of the Richardson-Littlewood coefficients, which we prove in Section 6, and which identifies the partition γ with "minimal content".
Lemma 5.11. Let α⊢n and β ⊢j, with j < n and β ≤ α. Let γ := srt(α−β), so that γ is a partition of k = n − j.
Given Lemma 5.11, the proof of Proposition 5.6 readily follows. In fact, from γ γ, statement (1) of Proposition 5.9 and Proposition 5.10 we obtain
Remark 5.12. Theorem 3.1 states that, if G is complete multipartite, then
One may wonder whether the following "strict version" of this implication holds:
This would imply that the first nontrivial eigenvalues of ∆ G and ∆ Cay(G) are not only equal but also have the same multiplicity. But (5.33) is false. Take, in fact, K 2,2 . It is easy to verify that
6. Littlewood-Richardson tableaux with minimal content 6.1. The Littlewood-Richardson rule. Since we are going to deal with the mechanisms of the Littlewood-Richardson rule, it might be a good idea to briefly describe how it works. We need to define skew tableaux, semistandard tableaux, lattice permutations and content of a tableau. Impatient readers who are not acquainted with this rule, and who prefer worked examples to abstract definitions, might try staring at Table 2 for a couple of minutes.
14 Let as usual j, k be two positive integers with n = j + k. Given α⊢n and β ⊢j with β ≤ α, the skew diagram of shape α/β is the set of boxes obtained by erasing in the Young diagram α all boxes which also appear in β. Let, for example, α = (7, 6, 3, 1) and β = (5, 2, 1). Let us draw α and cross all boxes which belong to β. The skew diagram of shape α/β is the set of all uncrossed boxes
A skew tableau is a skew diagram with a positive integer placed in each box. A skew tableau is called semistandard if each row is nondecreasing and each column is strictly increasing. A lattice permutation is a finite sequence of positive integers ω = (ω 1 , ω 2 , . . . , ω s ) such that for each k = 1, . . . , s the number of times that any given integer i appears in the initial subsequence (ω 1 , . . . ω k ) cannot exceed the number of times that i−1 appears in the same subsequence. In other words then ω is a lattice permutation, but ω ′ is not, since, when we arrive at the underlined digit 3, we realize that we have encountered along the way more 3's than 2's.
The content of a finite sequence of positive integers ω = (ω 1 , . . . , ω s ) is the sequence γ = (γ 1 , γ 2 , . . .), where γ i is the number of times the integer i appears in ω. The content of a (skew) Young tableau t is the content of the sequence of all the integers which appear in t, listed in any (obviously arbitrary) order. So, for instance, 1 3 5 6 2 1 3 1 1 2 has content (4, 2, 2, 0, 1, 1)
We are finally able to state the Littlewood-Richardson rule. For a proof see, for instance, [12] or [15] .
Littlewood-Richardson rule. The coefficient c α β,γ which appears in (4.3) is equal to the number of semistandard skew tableaux of shape α/β and content γ, which yield lattice permutations when we read their entries from right to left and downward.We will call these tableaux LR tableaux. Table 2 shows all LR tableaux of shape α/β with content γ, for α = (6, 5, 3, 1) and β = (5, 2, 1). Notice that the minimal γ is the last entry of the table, γ = (3, 2, 1, 1) = srt(α − β), in accord with Lemma 5.11.
6.2. Proof of Lemma 5.11. Let t be an LR tableau of shape α/β and let δ = α − β. Since β ≤ α, in general δ is a weak composition of k := |α| − |β|, so it can have (nontrailing) zeros. In the next remark we get rid of these zeros, reducing to the case δ |=k. This is really irrelevant, as we will see, but it simplifies some statements. For this purpose we introduce the notation
so that β ≪ α implies that α − β is a composition.
Remark 6.1. (Reduction to the case β ≪ α). Assume that the Young diagrams of α and β have some corresponding rows of equal length α i = β i . Let α and β be the Young diagrams obtained by eliminating in α and β all corresponding rows of equal length. Then it is obvious that the number of LR tableaux of shape α/β and content γ is not affected by the simultaneous replacements of α with α and β with β. Since, on the other hand, srt(α − β) = srt(α − β), it follows that if Lemma 5.11 holds when β ≪ α, it also holds for β ≤ α.
It is our intention to concatenate the rows of an LR tableau t into a single sequence of positive integers, of length |δ|, that we denote by ϑ(t). Rather than keep struggling with our primordial instinct to read (and think ) from left to right, 15 we first flip each row of t, and then concatenate the rows from top to bottom. So, for instance, if α = (7, 6, 4, 3) β = (4, 2, 1, 1) γ = (6, 3, 2, 1)
an example of an LR tableaux t of shape α/β and content γ, and relative sequence ϑ(t) is
We observe that ϑ(t) is nonincreasing in each subinterval corresponding a row of t.
Definition 6.2. Given δ = (δ 1 , . . . , δ r )|=n, we say that a sequence of n positive integers is δ-nonincreasing if it is nonincreasing in each subinterval N δ i (recall definition (5.1)). For future purposes, it is convenient to stretch a little bit (in an obvious way) this definition, in order to accommodate also sequences shorter than |δ|. If m < n = |δ|, a sequence of m positive integers is called δ-nonincreasing if the sequence of length n obtained by adding n − m 1's at the end is δ-nonincreasing.
We denote with Ω δ the set of all sequences ω = (ω 1 , . . . , ω |δ| ) of positive integers such that (i) ω is a lattice permutation (ii) ω is δ-nonincreasing.
We have then:
Proposition 6.3. Given α⊢n and β ⊢j with β ≪ α, the mapping t → ϑ(t) is an injection from the set of all LR tableaux of shape α/β into Ω α−β .
Proof. It is obvious from the construction of ϑ(t) and from the definition of LR tableau.
Remark 6.4. Notice that in general, given α and β, and letting δ := α − β, the mapping ϑ : {LR tableaux of shape α/β} → Ω δ is not surjective. There will be in fact elements ω ∈ Ω δ that, when "disassembled back and flipped" in order to restore a tableau, are going to produce a tableau t which fails to satisfy the requirement of having increasing columns. In particular ω = (1, 1, . . . , 1) is always an element of Ω δ , but it is not in the image of ϑ unless β i ≥ α i+1 for all i, which means that the rows of skew tableaux of shape α/β are shifted in such a way that they do not "overlap", like, for instance So, given α and β, the set Ω δ contains "good" sequences as well as "extraneous" sequences which do not correspond to any LR tableau of shape α/β. On the other hand the advantage of dealing with Ω δ is that this set depends on the pair (α, β) only through their difference α − β. In the end, this works because, quite remarkably, the solution to the problem of finding the minimal γ such that c α β,γ > 0 does indeed depend only on α − β!
We now describe a simple algorithm for constructing, for a given δ |=k, a particular sequence ω ∈ Ω δ which we has the property of having minimal content with respect to all other ω ∈ Ω δ . Then we show that the content of ω is srt(δ). Finally we prove that ω is a good sequence, meaning that there exists an LR tableau t such that ω = ϑ(t), completing in this way the proof of Lemma 5.11.
Let then δ be a composition of k. The sequence ω in Ω δ is defined recursively as follows:
(a) start with ω 1 = 1 (mandatory) (b) given ( ω 1 , . . . , ω i−1 ), choose ω i as the largest integer such that the sequence ( ω 1 , . . . , ω i ) satisfies (i) and (ii) in the definition of Ω δ .
We call ω the minimal sequence in Ω δ . 16 We observe that this algorithm can never get stuck. Let in fact X i be the set of possible choices for ω i , i.e., the set of integers s such that ( ω 1 , . . . , ω i−1 , s) satisfies (i) and (ii) in the definition of Ω δ . Then X i is nonempty (1 is always a possible choice) and bounded (a trivial bound for being a lattice permutation is s = ω i ≤ i), thus the maximum of X i exists. Notice that, at least in this case, the content of ω is (4, 4, 3, 2) = srt(δ).
Proposition 6.5. Let ω be the minimal sequence in Ω δ .
(1) If z ℓ is the first integer of the subinterval N δ ℓ , we have
Proof. Let z ℓ = δ 1 + · · · + δ ℓ−1 + 1 be the first integer in N δ ℓ . For ℓ = 1 we have z ℓ = 1 and, necessarily, ω 1 = 1. Assume then that ω z j = j for j = 1, . . . , ℓ − 1. Since ω is δ-nonincreasing, we have
Imagine to have constructed ( ω 1 , . . . , ω z ℓ −1 ). Since z ℓ is at the beginning of N δ ℓ , for picking ω z ℓ , we do not worry about δ-nonincreasing. On the other hand, from (6.5), it follows that each integer from 1 to ℓ − 1 has already appeared in ω at least once, while no integer greater than or equal to ℓ has yet appeared. By consequence, ω z ℓ = ℓ. This proves part (1) by induction. Statement (2) follows from (1) and from the fact that ω is δ-nonincreasing. 16 The reader may rightfully feel that we are testing his patience, by calling minimal a sequence where we pick at each step the largest possible value. But, again, ω has minimal content. In case someone were wondering, ω is not maximal in Ω δ , in general, with respect to the componentwise partial order.
Assume p = ω i > ω i+1 = m. This means, by the definition of ω, that none of the integers from m + 1 to p can be picked as ω i+1 , since that would violate the lattice permutation property. Hence we must have
Proposition 6.6. Let ω ∈ Ω δ for some δ |=n, and let γ be the content of ω. Let also γ be the content of the minimal sequence ω. Then γ γ = srt(δ) .
Proof. We first observe that, given two arbitrary finite sequences ω, ω of positive integers with respective contents β and β, we have
This simply follows from the definition (5.24) of dominance and from the identity s i=1 β i = |{j : ω j ≤ s}|. It is well known [12, 1.4.11] that the dominance order is reversed on conjugate partitions (2.1), that is
and thus we are going to prove that γ ′ γ ′ . Given ω = (ω 1 , . . . , ω n ) ∈ Ω δ , we define the running multiplicity of ω as the sequence ν = (ν 1 , . . . , ν n ) where ν i := |{j ≤ i : ω j = ω i }| . In other words ν i is the number of times that ω i has appeared in the sequence "up to that point". Proposition 6.6 is a consequence of the following Lemma. We are then left with the proof Lemma 6.7. Proof of (A). γ i ≥ m means that i appears at least m times in ω. Hence there exists a positive integer k i ≤ n which marks the m th appearance of i in ω. Clearly ν k i = m. Viceversa if ν k = m the integer ω k appears m times in {ω 1 , . . . , ω k }, thus we have γ ω k ≥ m. We have then, for fixed ω and m, a bijection {i : γ i ≥ m} ∋ i ←→ k i ∈ {k : ν k = m} , which implies γ ′ m = |{i : γ i ≥ m}| = |{k : ν k = m}| , i.e., that γ ′ is the content of ν. Proof of (B). If ω i+1 ≤ ω i , since ω is a lattice permutation, we have ν i+1 = |{j ≤ i + 1 : ω j = ω i+1 }| = |{j ≤ i : ω j = ω i+1 }| + 1 ≥ |{j ≤ i : ω j = ω i }| + 1 = ν i + 1 .
Proof of (C). Let z ℓ be the first integer in N δ ℓ . Proposition 6.5 implies that the integer ℓ appears for the first time in ω at position z ℓ , and hence ν z ℓ = 1. In order to prove (6.8) we show that, within each subinterval N δ ℓ , we have ν i+1 = ν i + 1. If ω i+1 = ω i , this is a trivial consequence of the definition of ν. On the other hand, if p := ω i > ω i+1 =: m, thanks to Proposition 6.5, we have ν i+1 = |{j ≤ i + 1 : ω j = m}| = |{j ≤ i : ω j = m}| + 1 = |{j ≤ i : ω j = p}| + 1 = ν i + 1 .
Proof of (D). Let ε := srt(δ), so that ε is a partition of |δ|. From statement (A) applied to ν, from the explicit expression of ν given by (6.8) , and from the definition of duality (2.1), it follows that the content of ν is given by γ ′ i = |{j : ν j = i}| = |{j : δ j ≥ i}| = |{j : ε j ≥ i}| = ε ′ i . But γ and ε are both partitions, so we can take the dual and get (D). Lemma 6.7 and Proposition 6.6 are thus proven.
In order to complete the proof of Lemma 5.11, one last step is required, namely to check that the minimal sequence ω in Ω δ corresponds to an actual LR tableaux. Proposition 6.8. Let δ be a composition of k, and let ω be the minimal sequence in Ω δ with content γ = srt(δ). If α is a partition of n and β is a partition of n − k such that α − β = δ, then there exists an LR tableau t of shape α/β and content γ such that ϑ(t) = ω. In order to reconstruct a tableau t from ω we proceed in three steps. (s1) We arrange the restrictions of ω to each subinterval N δ ℓ as the rows of an (improper) tableau with a left aligned border. We denote this tableau with t # . (s2) For each ℓ = 2, . . . , r, we shift the ℓ th row of t # by α 1 − α ℓ positions to the right, and denote this tableau witht. (s3) Finally we flipt horizontally and get the tableau t which is a skew tableau of shape α/β.
Since ω is a lattice permutations, we get h ℓ (s) ≤ h ℓ (s) ≤ h m−1 (s), and (6.12) is proven.
Proof of (B). Using the definitiont i,j := t # i,j−α 1 +α i and (6.12), we obtain that, for ℓ < m, t ℓ,j ≥t m,j ′ =⇒ j − α 1 + α ℓ < j ′ − α 1 + α m =⇒ j < j ′ .
Thus implication (6.12) holds fort. By consequence the columns oft (and obviously those of t as well) are strictly increasing. This concludes the proof of Lemma 6.9 and Proposition 6.8. Hence Lemma 5.11 is also proven.
