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Introduction 
Introduction 
Dans tous les domaines des sciences, les ingénieurs sont amenés à concevoir de nouveaux 
dispositifs. Cette conception, au début manuelle et basée sur l'expérience et la pratique, devient de plus 
en plus automatisée grâce à l'arrivée des ordinateurs. En effet, l'introduction de "modèles numériques" 
autorise maintenant le concepteur à réaliser, par modifications successives, des dispositifs plus 
performants, tout en s'affranchissant du coût de construction des prototypes réels. 
Cette démarche de l'ingénieur vers la conception d'un dispositif de grandes performances est 
grandement facilité et devient bien plus efficace dès lors que les modifications successives sont prises 
en charge par une méthode automatique d'optimisation plutôt que par des tâtonnements plus ou moins 
intuitifs. L'étude de telles méthodes automatiques, dans le domaine de l'électrotechnique, fait 
précisément l'objet de cette thèse. 
Le chapitre l est surtout bibliographique et propose un état de l'art des méthodes d'optimisation. 
Certaines de ces méthodes sont dites déterministes car elles conduisent, pour une solution initiale 
donnée, toujours au même ré ultat final. Pour trouver l'optimum, elles s'appuient sur une direction de 
recherche qui est en général, fournie par les dérivées de la fonction à optimiser. Ces méthodes 
déterministes ont la réputation d'être efficaces mais elles ne peuvent malheureusement être employées 
que lorsque la solution initiale est proche de l'optimum recherché. 
Ce point constitue un inconvénient majeur dans le cas d'une fonction à optimiser possédant plusieurs 
optima, et cela nous a poussé à étudier de près les méthodes d'optimisation dites stochastiques. 
Ces méthodes, contrairement aux méthodes déterministes, avancent dans leur recherche en grande 
partie grâce à des mécanismes aléatoires. Elles constituent un bon moyen pour s'échapper des optima 
locaux et pour fournir l'optimum global du problème et ce, quelle que soit la solution initiale choisie. 
Dans cette classe de méthodes, notre choix s'est arrêté sur les algorithmes génétiques dont les bases 
théoriques sont passionnantes et qui, simplement dit, miment le processus de la sélection naturelle 
observé par Darwin dans l'évolution des espèces. 
Dans ce premier chapitre, nous nous attacherons à mettre en évidence les points forts et les points 
faibles des différentes méthodes d'optimisation. Pour cela, nous avons choisi de comparer leur 
comportement sur différentes fonctions tests de nature mathématique très variée et dont l'intérêt est de 
présenter, de façon isolée, les difficultés qui peuvent survenir dans les problèmes réels. 
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Dans le second chapitre, nous tenterons d'utiliser au mieux les constatations et les conclusions du 
premier chapitre pour construire un algorithme d'optimisation performant c'est-à-dire à la fois, capable 
de localiser l'optimum global et peu coûteux en nombre d'évaluations de la fonction à optimiser. Nous 
étudierons ainsi le couplage d'une méthode déterministe et d'un algorithme génétique. Nous verrons 
que le calcul parallèle offre aussi des perspectives très intéressantes dans le cas de l'algorithme 
génétique pour diminuer le coût des évaluations. 
Mais dans ce chapitre, nous aborderons surtout un point qui nous a semblé fondamental pour les 
algorithmes génétiques et qui consiste à introduire des informations supplémentaires concernant la 
"nature" des paramètres du problème. En effet, dans l'algorithme génétique traditionnel tous les 
paramètres sont codés sous la forme d'une chaîne binaire. Ce codage, bien qu'universel, peut mener à 
une recherche peu efficace dans certains cas que nous évoquerons, et notamment pour l'optimisation 
de maillage sur laquelle nous avons travaillé au chapitre IV. Ces problèmes sont mentionnés car nous 
n'avons pas voulu limiter nos optimisations à un domaine bien particulier de l'électromagnétisme 
comme l'optimisation de forme où l'algorithme génétique traditionnel avait déjà été employé. 
Les chapitres suivants sont consacrés à quelques applications en électrotechnique. 
Le chapitre III présente l'optimisation d'un radiateur de dissipation thermique pour les 
composants de puissance. Cette étude semble a priori très éloignée du domaine de l'optimisation et 
pourtant elle a constituée une bonne "mise en chauffe" pour les méthodes d'optimisation sur un 
problème électrotechnique réel. 
Le chapitre IV est consacré à l'optimisation des maillages éléments finis en trois dimensions. 
Des logiciels comme FLUX3D, développé dans notre Laboratoire, constituent des outils très 
performants de conception assistée par ordinateur. Ils permettent de résoudre des équations aux 
dérivées partielles en ramenant le problème à la résolution d'un système d'équations algébriques grâce 
au découpage du domaine physique étudié. Ce découpage (le maillage), en éléments finis, a une 
influence très importante sur le bon conditionnement du problème et donc sur la qualité de la solution 
obtenue. Nous essaierons donc d'améliorer la qualité d'un maillage en utilisant entre autres une 
méthode originale basée sur les algorithmes génétiques et directement issue des idées du chapitre II. 
Le chapitre V a pour objet l'optimisation de forme des structures électromagnétiques dans le 
domaine de la magnétostatique bidimensionnelle. Il s'agit ici, de trouver les bonnes valeurs des 
paramètres de conception d'un dispositif (géométriques et/ou physiques) afin de répondre à un certain 
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objectif (par exemple une répartition uniforme du champ) tout en satisfaisant des contraintes 
mécaniques ou physiques sur ces paramètres. 
Le but est d'utiliser conjointement une méthode d'optimisation efficace avec une méthode de calcul de 
champs précise. Cependant, l'utilisation d'une méthode éléments finis pour le calcul des grandeurs 
électromagnétiques est très coûteuse en temps de calcul lorsque les paramètres sont modifiés un grand 
nombre de fois par l'algorithme d'optimisation. Nous nous sommes donc tournés vers une méthode 
d'évaluation basée sur le développement de Taylor d'une solution éléments finis obtenue pour des 
valeurs initiales des paramètres. Ce développement constitue en fait, une approximation de la solution 
qui demande un investissement initial important (calculs de dérivées d'ordre élevé) mais qui autorise 
ensuite des évaluations, en théorie, instantanées. Le couplage de cette méthode d'évaluation avec un 
algorithme génétique constitue une nouvelle approche de l'optimisation de forme et fait l'objet de 
l'étude du chapitre V. 
-7-
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Chapitre 1 Optimisation détenniniste et stochastique 
Chapitre 1 
Optimisation déterministe et 
stochastique 
1 INTRODUCTION 
Les problèmes d'optimisation remontent à des temps aussi anciens que les mathématiques. Pour 
mémoire, les premières techniques de résolution sont attachées à des noms comme Newton, Lagrange 
ou Cauchy. Cependant, durant ces 30 ou 40 dernières années, d'importants progrès ont été réalisés 
grâce notamment à l'arrivée des ordinateurs. Ceux-ci ont permis de résoudre dans des temps très 
courts, des problèmes de plus en plus complexes, dans de très nombreux domaines de la science. 
Dans le domaine automobile, on cherche à optimiser la forme des voitures pour les rendre plus 
aérodynamiques. Dans le domaine des télécommunications ou de l'informatique, c'est la configuration 
du réseau que l'on cherche à optimiser. Ce ne sont là que quelques exemples bien connus. En 
électromagnétisme, il s'agira par exemple de trouver une configuration des paramètres de conception 
d'une machine afin d'obtenir une distribution de champ donnée [Simkin92] [DeVasconcelos94a] 
[Kadded92]. 
Les méthodes d'optimisation sont très nombreuses. On peut toutefois les classer en deux grandes 
familles: les méthodes détenninistes et les méthodes stochastiques. 
Les premières, comme leur nom l'indique, ne laissent aucUne place au hasard et conduiront pour un 
contexte initial donné à une même solution finale. Pour ces méthodes, l'exploration de l'espace des 
solutions se fait grâce à la connaissance d'une direction de recherche qui peut être donnée par le 
gradient. Ce sont en général des méthodes efficaces, peu coûteuses, mais qui nécessitent en 
contrepartie une première solution connue proche de la solution optimale. 
A l'opposé des méthodes déterministes, les méthodes stochastiques explorent l'espace des solutions 
grâce en partie à des mécanismes de transitions aléatoires. Ainsi, plusieurs exécutions successives de 
ces méthodes, pourront conduire à des résultats différents (pour une même solution initiale!). 
Cependant ces méthodes se révèlent très intéressantes pour plusieurs raisons. Elles ne requièrent 
comme seule information du problème que la valeur de la fonction à optimiser et ne nécessitent donc 
pas la connaissance du gradient. Cela constitue un avantage dans le cas de problèmes à paramètres 
discrets ou lorsque la valeur de la fonction nécessite une résolution numérique. L'autre grand in.térêt 
est la capacité qu'ont une majorité de ces algorithmes stochastiques à trouver l'optimum global. En 
contrepartie, ces méthodes demandent un nombre important d'évaluations avant d'atteindre l'optimum 
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global, ce qui, dans le cas d'une fonction évaluée par un logiciel éléments finis par exemple, peut 
entraîner un coût en temps de calcul rapidement prohibitif. 
Ce problème peut être en partie levé par une programmation parallèle, tout particulièrement dans le cas 
de l'algorithme génétique. L'hybridation d'un algorithme stochastique avec une méthode déterministe 
peut constituer un autre remède: l'algorithme stochastique se chargeant alors de localiser un point 
dans la région de l'optimum global et l'algorithme déterministe s'efforçant de converger rapidement et à 
moindre coût vers cet optimum. 
Dans ce chapitre nous étudierons les deux types de méthodes. Parmi les méthodes déterministes, c'est 
la méthode du Lagrangien Augmenté qui a retenu notre attention. Elle est aujourd'hui une des 
méthodes les plus robustes pour résoudre les problèmes non linéaires [Minoux83]. Elle a été 
employée récemment en mécanique [Sunar91] ainsi qu'en électromagnétisme pour l'optimisation de 
forme [DeVasconcelos94b]. Cette méthode se base en fait sur la transformation d'un problème sous 
contraintes en une suite de problèmes sans contraintes. Pour traiter ces derniers nous emploierons une 
méthode du type Quasi-Newton qui nécessite la connaissance du gradient et d'une approximation de la 
dérivée d'ordre 2. 
En ce qui concerne les méthodes stochastiques, notre choix s'est arrêté sur le Recuit Simulé et surtout 
sur les Algorithmes Génétiques. Ces derniers ont fait l'objet de nombreux développements ces 
dernières années. Mais jusqu'à présent, en électromagnétisme, ils n'ont été utilisés que dans leur forme 
la plus simple. Nous verrons donc comment prendre en compte ses dernières évolutions. 
Enfin, nous terminerons par une étude comparative des divers algorithmes mis au point. Le but étant 
de pouvoir tirer profit des forces de chacun d'entre eux pour pouvoir construire un algorithme 
d'optimisation performant. 
-9-
Chapitre l Optimisation détenniniste et stochastique 
2 GENERALITES 
2.1 Formulation mathématique d'un problème d'optimisation 
Un problème d'optimisation peut être écrit sous la forme: 
(P) 
Minf(x)E9\ 
ｧｊｸＩｾｏ＠ i=l, ... ,m 
h)(x)=O j=l, ... ,1 
,"min < ,. < ,.max k 1 1 
""k -""k-""k = , ... ,1 
(LI) 
x est un vecteur de n composantes xk qui sont les inconnues de notre problème. En électrotechnique 
x, peut aussi bien représenter des grandeurs physiques (courant, induction, ... ) que des paramètres de 
conception (dimensions géométriques, nombre de spires de bobinage, " .). 
J est le critère à minimiser appelé aussi objectif et les fonctions (gJ et (h)) représentent les 
contraintes d'inégalités et d'égalités. Les contraintes x;in et x;W: qui bornent les variations des 
inconnues xk s'appellent des contraintes de domaine et sont en général formulées sous forme de 
. d'" al' , min <0 max <0 contramtes meg ltes: xk -xk - et xk -xk _ • 
Dans la pratique, on classifie les différents problèmes d'optimisation suivant la nature mathématique de 
la fonction objectif et de l'espace des contraintes. Les fonctions J, (g), (h)) peuvent être continues ou 
discontinues, linéaires ou non linéaires, convexes ou non convexes, différentiables ou non 
différentiables ... Dans la suite -sauf mention contraire- on ne considérera, pour simplifier les 
écritures, que les contraintes d'inégalités. En effet la contrainte d'égalité h)(x)=O est équivalente à: 
ｨＯｸＩｾｏ＠ et ＭｨＩＨｸＩｾｏＮ＠
Enfin, on notera C = {x E 9\n / gi (x) ｾ＠ 0 i = l, ... , m} l'espace des contraintes. 
2.2 Optimum global et optima locaux 
Définition 
f Minimum global 
Minimum local 
Minimum local 
Figure /.1: Optimum local et global 
• Un point x· E C est un minimum local s'il existe un voisinage de x· noté V(x·) 
tel que '\f x E V(xo) f(x') ｾ＠ f(x). 
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• Un point x· E C est un minimum global si V x E C f(x*)::; f(x). 
Comme nous le verrons, dans le cas des méthodes d'optimisation déterministes, il est souvent aisé de 
caractériser les optima locaux par des conditions nécessaires et suffisantes. Par contre, il est en général 
impossible de caractériser l'optimum global d'un problème d'optimisation sauf dans le cas très 
particulier des problèmes convexes. Malheureusement, en Electrotechnique, les problèmes rencontrés 
ne présente pas en général cette propriété de convexité si appréciable [Gottvald92] 
[DeVasconcelos94b] [Magele93] [Magele96] [Üler94]. Les méthodes déterministes que nous allons 
présenter, ne nous assurerons donc a priori que de l'existence d'optima locaux. 
3 METHODES DETERMINISTES 
Les méthodes déterministes peuvent être séparées en deux grandes classes. La première regroupe 
toutes les méthodes dites d'ordre 0 c'est-à-dire qui ne nécessitent pas la connaissance de la dérivée 
première (et a fortiori des dérivées d'ordre supérieur à 1). Ces méthodes sont en général peu précises 
et convergent très lentement vers l'optimum local [Kowalik68]. Mais elles offrent l'avantage de se 
passer du calcul des gradients ce qui peut être intéressant lorsque la fonction n'est pas différentiable ou 
lorsque leurs calculs nécessitent un coût important. D'une manière générale, de telles méthodes sont 
employées en début d'exécution pour repérer la région de l'optimum local. L'autre classe, par laquelle 
nous commencerons la présentation, suppose que toutes les fonctions f ,gi'hj sont continûment 
différentiables. Cette propriété permet d'exploiter au mieux une information très importante sur la 
direction de recherche: le gradient. 
Cette section débutera par des rappels théoriques, puis nous présenterons diverses méthodes de 
résolution dans le cadre des problèmes sous contraintes en accordant une place toute particulière à la 
méthode du Lagrangien Augmenté. 
3.1 Rappels 
3.1.1 Conditions nécessaires d'optimalité 
On s'intéresse ici au problème (P) : 
{
Minf(X) 
(P) gJ x) ::; 0 i = l, ... , m 
xE9\n 
Définition 
On appelle fonction de Lagrange associée au problème (P) la fonction: 
Î=m 
L(X,A)= f(x)+ LAjgJX) 
j=J 
où À; ｾ＠ 0 sont appelés multiplicateurs de Lagrange. 
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3.1.2 Théorème de Kuhn et Tucker 1951 
Une condition nécessaire pour que x' soit un optimum local de (P) est qu'il existe À' = (À i• )i=l.m 
appelés multiplicateurs de Kuhn et Tucker tel que: 
(1.4) 
qui s'écrit aussi à l'aide de (1.3) : 
{ V L( • À*)=O x X, 
À;*gJx') = 0 Vi = 1, ... , m (1.5) 
Dans le cas où figurent uniquement des contraintes d'égalités on obtient les conditions de Lagrange: 
il existe des multiplicateurs (J.1; )j=}.1 de signes quelconques tels que: 
;=/ 
Vf(x') + IJ.1;Vhix·)=O (1.6) 
j=} 
3.1.3 Conditions suffisantes de Kuhn et Tucker dans le cas convexe 
Si les fonctions f et (gi) sont convexes alors x' est un optimum global de (P) si et seulement si les 
conditions de Kuhn et Tucker en x' sont vérifiées. 
L'hypothèse de convexité est en fait assez restrictive. Par exemple, pour des problèmes d'optimisatioll 
de forme en électrotechnique, cette hypothèse n'est pas vérifiée sur tout le domaine, mais uniquement 
sur un domaine réduit [Kadded93]. On pourra alors se contenter d'une hypothèse de convexité locale 
pour déduire une condition suffisante d'optimalité locale. Ainsi x' est un optimum local de (P) si et 
seulement si : 
• les fonctions f et (gi) sont convexes dans un voisinage de x·. 
• les conditions de Kuhn et Tucker sont vérifiées en x·. 
Les principales méthodes de gradients sont constituées de deux grandes classes. La première de ces 
classes regroupe les méthodes dites primales. Ces méthodes opèrent directement sur le problème à 
résoudre, sans le modifier. Elles possèdent l'avantage de fournir à chaque itération une solution 
approchée réalisable c'est-à-dire qui satisfait les contraintes [Minoux83]. Nous ne les aborderons pas 
car ces méthodes se révèlent être moins efficaces et moins robustes que la seconde classe !ie 
méthodes: celles qui transforment le problème initial pour le ramener à la résolution d'une suite de 
problèmes sans contraintes. 
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3.2 Méthodes de Transformation 
3.2.1 Méthodes de pénalités 
L'intérêt de ces méthodes est la simplicité de leurs principes et leur relative efficacité pratique [Ryan74] 
[Minoux83]. Le concept de base est de transformer la résolution du problème (P) sous contraintes en 
une suite de résolutions de problèmes sans contraintes en associant à l'objectif une pénalisation dans 
l'évaluation dès qu'une des contraintes est violée. Schématiquement: 
{
Minf(X) 
Soit (P) le problème d'optimisation gJ x) $, 0 i = 1,. 00' m 
x e9\" 
Soit la fonction P : 9\n -7 9\ 
P(y)=O si y$,O 
P(y)=+oo si y>O 
et soit le problème sans contraintes (Pl) : 
;=m 
(Pl) MÙ!<p(x)=f(x)+ Ip(gJx)) 
xe9\ ;=1 
(1.7) 
(1.8) 
alors la résolution du problème (Pl) est équivalente à la résolution du problème initial (P). La fonction 
i=m l P( g; (x)) se nomme fonction de pénalisation. Malheureusement, en pratique, cette transformation 
;=1 
n'est pas applicable directement. En effet, la discontinuité de la fonction de pénalisation empêche 
l'utilisation des méthodes d'optimisation sans contraintes classiques que nous verrons plus loin. Mais 
ceci constitue les principes de base des méthodes de pénalités et en particulier de la méthode de 
pénalité extérieure [Fiacco68] et de la méthode de pénalité intérieure [Caro1l61] que nous allons 
exposer. 
A Méthode de pénalités extérieures 
{
Minf(X) 
Soit (P) le problème g;(x):::;O i=1, ... ,m. 
xe9\" 
Le problème (P) peut être remplacé par le problème sans contraintes [Fiacco68]: 
i=m 
(Pl) MJn<P(x,r) = f(x)+r I.[max(O,g/x))Y (1.9) 
;=1 
où r> 0 est appelé coefficient de pénalité. 
Le problème (P 1) pourrait être résolu directement pour une valeur de r suffisamment grande de telle 
façon que les contraintes soient satisfaites mais ce choix entraîne un mauvais conditionnement de <P et 
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donc engendre des problèmes numériques lors de la résolution [Minoux83]. C'est pourquoi les 
méthodes de pénalités sont en général résolues de manière itérative: une suite de valeurs croissantes 
de r est générée et à chaque étape k du processus on résout le problème d'optimisation sans 
contraintes: 
h:=m 
(Pl k) MJnCP(x,rk) = f(x)+ rk:2]max(O, g/x))Y (1.10) 
i=1 
Lorsque k tend vers l'infini (Pl k) devier:t équivalent à notre problème initial (P). 
L'avantage principal de cette méthode est que le point initial peut être situé en dehors du domaine des 
contraintes C = {x E ｾｗ＠ / gJ x) '5:. 0 i = 1, ... , m}. Par contre l'inconvénient majeur est que la suite de 
solutions approchées Xk n'appartient pas à C : la solution est dite approchée par l'extérieur de C. Par 
conséquent, si pour quelque raison que ce soit, le processus est stoppé avant convergence nous nous 
retrouverions avec une solution approchée Xk qui serait non réalisable. Pour cette raison des méthodes 
dites de pénalités intérieures, pour lesquelles l'optimum est approché par l'intérieur de C, ont été mises 
en œuvre. 
B Méthodes de pénalités intérieures 
Le problème (P) est remplacé [Caro1l6l] par : 
(P2) 
1i=m 1 
Min CP(x) = f(x)--I-
x r i=1 gJx) 
où r > 0 est le facteur de pénalité et B( x) = I ｾ＠ est appelé fonction barrière. 
i=1 gJx) 
(1.11) 
Lorsque x appartient à C on a B( x) > 0 et lorsque x tend vers la frontière de C, B( x) --7 +00. On ne 
peut donc jamais franchir la frontière de C au cours d'un processus de minimisation. Par conséquent, 
pour un point initial donné dans C, le processus itératif va générer une suite de solutions approchées 
Xk qui seront toutes réalisables. Néanmoins, la recherche d'un point initial dans C n'est pas aisée et il 
est souvent nécessaire d'avoir recours à un algorithme supplémentaire pour le trouver. 
Les méthodes que nous venons de décrire présentent certains inconvénients. Notamment lorsque 
r k --7 00 la fonction cp peut être mal conditionnée ce qui entraîne une convergence lente 
[Luenberger71]. Mais leur simplicité pratique nous permettra de les utiliser en conjonction avec les 
algorithmes génétiques pour traiter les problèmes sous contraintes. Nous allons maintenant présenter 
une méthode qui permet d'éliminer en partie les difficultés des méthodes de pénalités en assurant 
notamment une convergence vers l'optimum sans que le paramètre de pénalité tende vers l'infini. Ces 
méthodes sont appelées méthode de Lagrangien Augmenté [Powe1l69] et sont réputées pour être 
robustes et efficaces [Belegundu85]. 
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3.2.2 Méthode de La2ran2ien Augmenté 
Nous présenterons ici la méthode dans le cas des contraintes d'égalité -Approche Hestenes et Powell 
[Powe1l69] [Hestenes69]- puis nous généraliserons au cas des contraintes d'inégalités -Approche de 
Rockaffelar [Rockaffelar73]- Nous ne détaillerons pas ici toutes les formules de réactualisation des 
paramètres de l'algorithme et nous nous bornerons aux principes de la méthode. Le lecteur intéressé 
pourra trouver une description complète des diverses variantes dans l'ouvrage de [Minoux83] ou dans 
la thèse de [De Vasconcelos94b]. 
A Problème à contraintes d'égalités 
{
Minf(X) 
Soit(P) hj(x)=O j=l, ... ,1 
XE 9\n 
(1.12) 
On rappelle que si x· est un minimum de f, il existe des multiplicateurs de Lagrange de signes 
quelconques tel que la condition de Lagrange soit satisfaite c'est-à-dire: 
j=1 
3 (p J*). E9\1 tels que Vf(x*)+ ｾ＠ ＯＱｾｖｨＮＨｸﾷＩ］ｏ＠J=J.I L,.; J } j=J 
j=1 j=1 
On pose L(x,À,r)=f(x)+ LÀjh/x)+rLh!(x) 
j=J j=J 
(1.13) 
La fonction L s'appelle la fonction Lagrangienne augmentée. On distingue clairement dans cette 
somme la fonction lagrangienne classique augmentée par une fonction de pénalité extérieure. 
Principe de la méthode 
Le principe de la méthode consiste à résoudre, de façon itérative, le problème sans contraintes 
augmenté MùzL(x,À,r). On génère ainsi une suite de points Xk qui réalisent à chaque itération k le 
problème: 
Une condition nécessaire pour que Xk soit un minimum local est que V xL( x, À \ r) = 0 (Conditioll 
nécessaire d'optimalité d'un problème sans contraintes) . 
j=1 j=1 
soit que: Vf(x k)+ ｌ￀ｾｖｨｪＨｘｫＩＫ＠ 2r L[VhJxk)r VhJXk) = 0 (1.14) 
j=l j=l 
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En utilisant la formule de réactualisation des multiplicateurs de Lagrange proposée par Hestenes: 
1k+1 1k 2 1 k • 1 1 Aj = Aj + r Ij(X ) pour] = , ... , 
j=l 
il vient que \lf(xk) + ｌ￀ｾＫｉ｜ｬｨｪＨｸｫＩ］ｏ＠
j=1 
j=l 
(1.15) 
(1.16) 
A l'optimum (x',À") on a donc \lf(x") + ｉＬ￀ｾ｜ｬｨＯｸﾷＩ］ｏＮ＠ De plus, à l'optimum, (1.15) s'écrit 
j=1 
} .. ｾ＠ = ￀ｾ＠ + 2rhj (x·). On en déduit donc que hj(x') = 0 Vj. En conclusion, si (x·,À *) est la solution 
du problème sans contraintes de Lagrangien augmenté alors il vérifie: 
{ \lxL(X"À ')=0 
hix')=O j=l, ... ,/ 
c'est-à-dire (x',À *) vérifie les conditions nécessaires d'optimalité de Lagrange du problème (P). 
Intérêt de la méthode 
Le conditionnement numérique du problème sans contraintes est en fait grandement amélioré par 
l'utilisation du Lagrangien augmenté. En effet, quelles que soient les valeurs prises par r, le gradient 
\l.,L(x, À ',1') est nul en x· puisque Vj hix') = 0 . Par contre dans le cas d'une méthode de pénalités 
j=l 
extérieures où on minimise cP(x, r) = f(x) + r I,IzJ(x), le gradient \l x cP (x, r) en x * est égal à Vf(x') 
j=1 
donc non nul en général quelle que soit la valeur de r. C'est pour cette raison que dans les méthodes 
de pénalités, r doit être pris le plus grand possible afin d'approcher le plus possible x', avec 
l'inconvénient que la fonction cP devienne mal conditionnée. 
B Problème à contraintes d'inégalités 
{
Minf(X) 
gJx)'5:0 i= 1, ... ,m 
ｘｅｾｗ＠
Soit (P) 
L'extension des idées précédentes aux contraintes d'inégalités a été suggérée par [Rockaffelar73]. 
Le problème (P3) est équivalent au problème (1.12) sous contraintes d'égalités par ajout de variables 
d'écart positives. 
{
MinJ(X) 
(P3) gJx)+Sj =0 i= 1, ... ,m 
ｳｩｾｏ･ｴｸｅｾｗ＠
(1.17) 
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La fonction Lagrangienne augmentée s'écrit donc: 
ｾｭ＠ ｾｭ＠
L(x,À,r)= f(x)+ IÀi(gi(x)+si)+r I(gi(x)+sil (1.18) 
i=J i=J 
où r > O. 
L( x, À, r) doit être minimisée par rapport à x et au vecteur s = (s);=J.n 2': 0 des variables d'écart. La 
minimisation par rapport à s, pour x fixé, peut être effectuée analytiquement pour chaque Si. En effet 
{ 
• il. 
S =-g(X) __ ' 
donc si r > 0 le minimum est atteint pour '. 1 2r 
Si = 0 sinon 
On se ramène donc à un problème ne dépendant que des variables x en posant [Rockaffelar73] : 
i=m 
L{x,À,r)= f(x)+ IG(g/x),iLi,r) 
;=J 
avec G( gJx), À;,r)= 
. () < il; Sl gi X ---
2r 
. ( ) > iLi Sl g; X _--
2r 
La réactualisation des multiplicateurs de Lagrange utilisée pourra être une variarAe de celle utilisée par 
Hestenes: 
C Mise en oeuvre pratique de la méthode 
Dans la pratique, pour programmer une méthode de Lagrangien augmenté, on procède à chaque 
itération k, de la manière suivante: 
(1) PoUr il ket r k donnés, trouver x k+J minimum du problème sans contraintes MinL(x,iL K,rk ). 
(2) Réactualiser il k 
(3) Réactualiser r k 
Formules de réactualisation de iLk 
Il existe de nombreuses autres formules de réactualisation [Fletcher74] dont certaines basées sur les 
dérivées premières ou secondes. 
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Par exemple [Buys72], 
)!+' = À k +[[\7 gf[\7;Lr[\7 g]r g où g=[g" ... ,gmf (1.19) 
L'inconvénient majeur d'une telle formule réside justement dans le calcul les dérivées premières et 
secondes ce qui ne la rend pas très simple à utiliser en ingénierie [Arora91][DeVasconcelos94a]. 
Cependant, lorsque la minimisation du problème sans contraintes MinL(x, À k, rk) est résolu par des 
méthodes Quasi-Newton, il est intéressant d'utiliser toute l'information obtenue et notamment 
l'approximation H de l'inverse du Hessien [\7:L r, ce qui permettra la mise en oeuvre de la procédure 
de réactualisation : 
À k+' = À k +[[\7 g]H[\7 gfr g (1.20) 
Paramètres de pénalité 
Après la résolution à chaque itération du problème en x et la réactualisation des multiplicateurs, il faut 
mettre à jour le coefficient r. Celui-ci joue pratiquement le même rôle que dans les méthodes de 
pénalités. Selon les méthodes, la mise à jour peut prendre la forme: 
rk+' = prk avec p > 1 
Comme précisé plus haut, il est inutile d'utiliser des coefficients de pénalité trop élevées. Ainsi on évite 
le mauvais conditionnement numérique du problème sans contraintes MinL(x,Â \rk ). 
l 
Cependant, la formule de réactualisation des multiplicateurs de Lagrange converge vers À· avec un 
taux de convergence d'autant meilleur que r est grand [Luenberger71]. Il y a donc un compromis à 
trouver entre conditionnement du problème sans contraintes et la convergence des multiplicateurs de 
Lagrange. Ceci résulte dans le choix de valeurs initiales de r faibles et dans l'utilisation d'une méthode 
de gradient conjuguée ou Quasi-Newton pour la minimisation du problème sans contraintes (les 
méthodes de plus fortes pentes sont à proscrire [Minoux83]) 
3.3 Méthode d'optimisation sans contraintes 
Les méthodes de transformations présentées demandent à chaque étape la résolution d'un problème 
sans contrainte. Pour les raisons évoquées précédemment - conditionnement du problème -, la 
minimisation du problème sans contrainte doit se faire par une méthode de gradient conjugué ou une 
méthode Quasi-Newton. Cette dernière possède l'avantage de nécessiter approximativement n fois 
moins d'étapes que les méthodes de gradient conjugué pour un même comportement asymptotique-
taux de convergence - [McCormik72][Dennis74]. De plus, l'information obtenue lors de cette 
minimisation sans contraintes permettra la mise en oeuvre d'une formule de réactualisation des 
multiplicateurs de Lagrange du type (1.20). 
- 18 -
Chapitre l Optimisation déterministe et stochastique 
l\.léthode Quasi-Newton 
Cette méthode suppose que la fonction f - notre Lagrangien augmenté - est 2 fois continûment 
différentiable. Elle peut être vue comme une extension de la méthode de Newton c'est-à-dire une 
méthode dans laquelle la direction de recherche - de descente - s'exprime à l'aide d'une fonnule: 
(1.21 ) 
où H k représente une approximation de l'inverse du Hessien de f ( dans la méthode de Newton 
H k = y2f(x k )) et a> 0 le pas de descente. 
Broyden, Fletcher, Goldfard, Shanno [Broyden70] [Fletcher70] [Goldfarb70] [Shann070] ont 
proposé une méthode, dite BFGS, pennettant d'obtenir H k+ l à partir de H k : 
H k+ l _ Hk 1 Yk Yk Ok Ok Ok Yk + Yk Ok  + + . ___ -.::......:...0.... ___ -'-"--"-[ T Hk ] ｾ＠ ｾ＠ T ｾ＠ T Hk Hk ｾ＠ T 
8[ Yk 8[ Y k 8[ Yk (1.22) 
On peut alors décrire brièvement l'algorithme conune suit: 
1- Choisir un point de départ XO et une matrice initiale HO définie positive, par exemple la matrice 
identité. 
2- A chaque itération k : 
- On cherche a k solution du problème unidimensionnel Min{f(x k -aHkYf(x k y)} 
a 
- Le nouvel itéré devient Xk+l =x k - akH k Yf(x k ) 
- On met à jour l'approximation de l'inverse du hessien à l'aide de la fonnule BFGS (1.22) 
3- Arrêt si convergence sinon retour en 2 
Il existe bien d'autres fonnules de réactualisation mais la formule BFGS est considérée conune la plus 
performante [Minoux83]. La principale raison est sa relative insensibilité aux imprécisions qui 
pourraient apparaître lors de la résolution du problème unidimensionnel, ce qui autorise l'utilisation de 
procédures d'optimisation unidimensionnelles économiques - quoique moins précises - lors de l'étape 
2. 
On peut remarquer que si 8[ Yk > 0, la matrice H k est définie positive. [Fletcher70] a montré qu'il était 
indispensable de procéder à des réinitialisations périodiques des approximations, par exemple à l'aide 
de la matrice identité, pour assurer le caractère défini positif de Hk tout au long du processus. Ce 
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procédé pennet alors de garantir la convergence globale de l'algorithme. Ici le tenne de convergence 
globale ne signifie pas que l'algorithme converge vers l'optimum global: il indique seulement que, 
dans le cas bien particulier d'une fonction convexe, l'optimum global sera obtenu. Pour les fonctions 
quelconques le caractère défini positif de H k assure que le point stationnaire - VJ(x)=O -, vers 
lequel converge l'algorithme, correspond bien à un optimum local [Minoux83]. 
On peut maintenant utiliser un algorithme d'optimisation complet qui s'appuie sur les méthodes 
exposées plus haut. Les fonctions objectifs et de contraintes J, (g), (h) doivent être continûment 
différentiables. L'optimum global n'est de plus assuré que si les fonctions sont convexes. Dans les 
autres cas, nous n'aurons a priori qu'un optimum local. 
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4 METHODES STOCHASTIQUES 
4.1 Algorithmes Génétiques (AG) 
4.1.1 Introduction 
Les algorithmes génétiques ont été créés par J.H. Holland pour mimer les processus observés dans 
l'évolution des espèces. De nos jours ces processus ne sont pas encore complètement connus mais les 
biologistes s'accordent sur certains points: 
- L'évolution des espèces est un processus qui opère sur des structures appelées chromosomes. Ces 
structures représentent sous une forme codée les caractéristiques d'un individu (c'est-à-dire un être 
vivant). 
- La sélection naturelle est un processus par lequel les individus qui se sont le mieux adaptés à 
l'environnement qui les entoure se voient donner une plus grande chance de survie. Les 
chromosomes de ces individus. auront donc une probabilité plus grande de figurer dans les 
descendances futures. 
- Le matériel chromosomique des descendants n'est pas identique à ceux des deux parents. Les 
chromosomes créés dans les descendances proviennent de la recombinaison ou de la modification 
des chromosomes hérités des deux parents. Les opérateurs biologiques assurant ce mélange 
chromosomique se nomment respectivement Croisement (Crossover en anglais) et Mutation. 
- Le seul arbitre de la sélection est l'adaptation à l'environnement. L'évolution des espèces ne possède 
pas de mémoire: la seule connaissance sur la manière de produire les individus les mieux adaptés 
est contenue dans l'ensemble des gènes formant le chromosome. 
Ces principes ont intrigué des chercheurs dans les années 60 et les premiers ouvrages sur des 
algorithmes génétiques sont dus à [Bagley67] ou [Rosenberg67]. Mais ce n'est qu'en 1975 que J.H. 
Holland [Holland75] jette les bases théoriques d'un algorithme d'optimisation s'appuyant sur des 
techniques dérivées de la génétique et des mécanismes de la sélection naturelle. 
Dans cette partie nous présenterons la théorie de Holland ainsi qu'un algorithme génétique simple. 
Nous discuterons aussi sur les nombreuses modifications apportées, depuis l'ouvrage de Holland, aux 
algorithmes génétiques et à leurs opérateurs. 
Pour transposer les processus observés dans l'évolution des espèces au domaine de l'optimisation, 
Holland a introduit deux points fondamentaux: 
• D'abord, les structures manipulées par l'algorithme génétique doivent être des chromosomes. 
Par conséquent, il est nécessaire de transformer l'espace de recherche de notre problème 
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d'optimisation en un ensemble de chaînes d'un alphabet donné. L'alphabet binaire est le plus 
couramment utilisé mais n'est pas forcément le plus judicieux [Michalewicz94]. Une chaîne 
-ou chromosome- correspond donc, sous une forme codée, à une solution potentielle de notre 
problème. 
• Dans la nature, l'adaptation d'un individu reflète sa capacité à survivre dans l'environnement 
qui l'entoure. En optimisation, l'évaluation de la fonction objectif jouera le rôle de 
l'environnement. Un individu sera donc d'autant mieux adapté qu'il satisfera bien le critère (de 
l'optimisation) et c'est cette unique information sur l'évaluation, qui guidera l'AG vers les 
individus les plus performants. Dans la suite, on appellera adaptation la fonction que l'on 
cherche à optimiser et on la supposera positive sur tout l'espace de solutions. On fait cette 
hypothèse car l'adaptation doit traduire une mesure de la performance d'un individu vis à vis 
de notre problème. Comme en plus cette performance doit être améliorée, on exprimera le 
problème sous la forme d'une maximisation: 
Maxf(x) 
avec ｦＨｸＩｾｏ＠
Nous verrons au paragraphe 4.1.4 comment modifier la fonction objectif pour se ramener à 
ce type de problème de maximisation. 
A partir de ces deux concepts, codage du problème et mesure de l'adaptation d'un individu, on peut 
dresser le fonctionnement général des AG (Fig. 1.2). 
Program génétique simple 
/* Commentaires */ 
t : génération courante 
NBGEN : nombre maximum de générations 
pet), P'(t), P(t+1) sont des populations de même taille N. 
/* Fin COIIl!Uentaires */ 
début 
t = 0 
initialiser (P(t» 
évaluer (P(t» 
tant que ( t < NBGEN ) faire 
P'(t)=sélection(P(t») 
P(H 1 )=croisement&mutation(P'(t» 
évaluer (P(t+ 1») 
t = t + 1 
fintq 
fin 
Figure 1.2: Algorithme génétique simple 
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L'algorithme génétique opère sur une population d'individus durant plusieurs générations. Chaque 
individu est en fait constitué d'un seul chromosome. Cela peut surprendre puisque dans la nature les 
êtres vivants sont en général constitués d'un ensemble de chromosomes (23 paires chez l'Homme). En 
optimisation génétique, ces cas-là sont très peu répandus [Greene94] [Goldberg87] et dans toute la 
suite on considérera un individu toujours formé d'un seul chromosome. L'exécution de l'AG débute 
par l'initialisation aléatoire d'une population d'individus. Ensuite 3 étapes permettent de passer d'une 
génération à l'autre. 
1/ Les chromosomes sont décodés et évalués. Il leur est attribué une probabilité de contribuer à 
la génération future qui est directement liée à leur adaptation. Ainsi, les individus d'adaptation 
élevée auront une probabilité plus grande d'avoir des descendants que les individus moins bien 
adaptés. 
2/ L'opérateur de sélection se base sur ces probabilités pour créer une nouvelle population où les 
individus les mieux adaptés possèdent un nombre plus important de descendants (ou copies). 
Cet opérateur est une version artificielle de la sélection naturelle. 
3/ Enfin, certains individus de cette population sont modifiés par les opérateurs génétiques: 
l'opérateur de croisement échange des caractéristiques, de façon aléatoire, entre deux individus et 
l'opérateur de mutation altère certains gènes d'un individu. 
Nous allons définir plus en détaille codage des paramètres ainsi que les opérateurs de sélection, de 
croisement et de mutation introduit par Holland. 
4.1.2 L'Algorithme génétique de Rolland [Rolland751 
A Représentation des paramètres 
Les algorithmes génétiques requièrent une représentation sous fonne de chromosomes (ou chaînes) 
des solutions potentielles de notre problème. Holland et De Jong [DeJong75] ont imposé le codage 
binaire c'est-à-dire qu'un chromosome s'écrit sous la forme d'une chaîne de bits de l'alphabet binaire 
A ={O.l}. 
i=1 
Une chaîne x :bJ b2 ···bl est décodée en une valeur entière I,bii-! où bi E {O,l}. 
i=! 
Pour un paramètre réel x appartenant à l'intervalle [xmin,xmax], on applique une simple règle de trois 
pour passer de la valeur entière à la valeur réelle. Ainsi, si on considère les chaînes binaires de 
longueur 1 on aura les correspondances suivantes (Fig. 1.3) : 
- 23-
Chapitre l Optimisation détenniniste et stochastique 
Chaîne codée Valeur entière Valeur réelle 
000 ... a ｾ＠ a ｾ＠
111 ... 1 ｾ＠ i-l ｾ＠
i=1 
i=1 I.,bi2i-1 
I.,b)i-I ｾ＠
i=1 
min + (max min) i=1 X = X X - X -'-=..,---i -1 
Figure /.3: Codage binaire des variables 
Dans le cas d'un espace de n paramètres réels, chaque paramètre (X)i=l.n est codé sous la forme d'une 
chaîne de longueur (li )i=l.n puis celles-ci sont concaténées pour former un individu de longueur 1. 
Bien sûr la longueur d'une chaîne est liée à la précision désirée sur les paramètres. Si prec désigne le 
nombre significatif de chiffres après la virgule souhaité pour le paramètre Xi alors nécessairement: 
Le membre de gauche représente le nombre de chaînes différentes de longueur li et le membre de 
droite le nombre de réels compris dans [ximin,X;=] qu'il faudrait pour satisfaire la précision. 
Dans la suite de ce chapitre on ne considérera que des chromosomes binaires. 
B Opérateur de sélection 
L'opérateur de sélect" Jn mime le processus de la sélection naturelle c'est-à-dire que les individus les 
mieux adaptés ont tendance à se reproduire plus fréquemment. L'opération de sélection se divise en 
général en deux étapes. La première consiste à attribuer à chaque individu une probabilité d'avoir un 
descendant dans la génération suivante. Une mise en œuvre simple est de calculer ces probabilités 
comme étant le rapport de l'adaptation de l'individu sur la somme des adaptations de tous les individus 
de la population. 
Ainsi, pour un individu x d'évaluation fix) , la probabilité d'avoir un descendant est: 
f(x) ｰＨｸＬｴＩ］Ｍ［ＬＬｾＮ＠ -'-- (1.23) 
I.,f(x k ) 
k=J 
où N est la taille de la population, (x k )k=J.N l'ensemble des individus et t la génération courante. 
Cette sélection est nommée sélection proportionnelle puisque la probabilité d'avoir un descendant est 
proportionnelle à la valeur de l'adaptation de l'individu. 
On pose aussi tsr(x,t) le nombre de descendants attendus, lié simplement à p(x,t) par la relation 
tsr(x,t) = N p(x,t). 
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La seconde étape consiste à se baser sur ces probabilités pour former une population de même taille à 
l'aide de copies -ou descendants- des individus de la population appelée à se reproduire. Pour cela, on 
crée une roue de loterie biaisée pour laquelle chaque individu occupe une section proportionnelle à 
p(x,t). La roue est activée de manière aléatoire un nombre de fois égal à la taille de la population et, à 
chaque coup de roue, l'individu désigné par l'aiguille est copié dans la nouvelle population. Ce n'est en 
fait rien d'autre qu'un algorithme d'échantillonnage: on convertit des valeurs réelles (les probabilités) 
en valeurs entières (copies). 
C Opérateurs de Croisement et :Mutation 
Ces deux opérateurs agissent sur les chromosomes sélectionnés précédemment par l'opérateur de 
sélection. Contrairement à ce dernier qui favorise la propagation des meilleures chaines, les opérateurs 
de croisement et de mutation s'occupent de promouvoir l'exploration de nouvelles régions de l'espace 
de recherche. 
Opérateur de croisement 
Le croisement est un processus aléatoire qui se charge d'échanger une partie des matériels génétiques 
de deux chromosomes parents pour créer deux enfants. En pratique, l'échange n'est effectué que si une 
probabilité pc est "passée". Dans ce cas un point de coupe est choisi aléatoirement le long des chaînes 
et les bits situés à droite de ce point sont échangés entre les deux parents (Fig. 1.4). 
Opérateurs de mutation 
Parents Descendants 
1101011 
... 0110101 
Point de coupe à la 3ieme position 
Figure 1.4: Croisement de 2 individus 
La mutation est aussi un processus aléatoire qui se charge d'introduire des variations dans une chaîne. 
Typiquement une chaîne est choisie aléatoirement dans la population et ses bits sont inversés si une 
probabilité pm est passée (Fig. 1.5). 
0!10101 ... 0010101 
'Bitmuté! 
Figure 1.5: Mutation d'un individu 
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Intérêt de ces opérateurs 
L'opérateur de croisement a pour effet de combiner des informations provenant de deux 
chromosomes. Si ces chromosomes contiennent des informations génétiques importantes sur ce qui 
est bon pour notre problème alors leur combinaison peut engendrer un chromosome encore plus 
performant. Pour cette raison il est utilisé avec un taux pc assez élevé. 
En pratique, lorsque les deux parents possèdent un patrimoine génétique très différent, le croisement 
permet l'exploration de nouvelles zones de l'espace de recherche. L'action de la sélection, qui pousse 
les meilleures structures à se reproduire très fréquemment, réduira les chances de recombinaison 
d'individus génétiquement différents. Cette perte de diversité dans la population peut alors déboucher 
sur une convergence de la population vers une région de l'espace qui ne contient qu'un optimum local. 
Pour cette raison l'opérateur de mutation doit être utilisé car il permet de relancer l'exploration vers des 
régions qui n'ont pas pu être atteintes par le simple effet du croisement. Il assure ainsi que la 
probabilité d'atteindre un point quelconque dans l'espace de recherche n'est jamais nulle. Un 
algorithme génétique demande donc un équilibre entre l'exploration de l'espace de recherche et 
l'exploitation des meilleures structures. De cet équilibre provient sa capacité à localiser l'optimum sans 
se faire piéger dans les optima locaux. C'est ce qui le différencie d'autres algorithmes stochastiques 
comme le Hill Climbing [Pogu92] qui ne cherche qu'à améliorer la solution courante ou les 
algorithmes purement aléatoires qui explorent de façon exhaustive l'espace des solutions en négligeant 
d'exploiter les régions les plus prometteuses. Pour ces raisons les AG ont été appliqués dans de 
nombreux domaines avec succès [Vignaux91] [Shahookar90] [Srnith92] [Kosigo94] [Nolan94]. 
Ci dessous sont résumées les principales caractéristiques d'un algorithme génétique. 
1. Les algorithmes génétiques travaillent sur un codage des paramètres. 
2. Les algorithmes génétiques utilisent une population de points de l'espace de recherche et 
non un point unique. 
3. La seule information disponible est l'évaluation de la fonction. Aucune autre information 
comme le gradient n'est nécessaire. L'AG s'applique donc à une large gamme de problèmes. 
4. Les règles d'exploration de l'espace de recherche sont probabilistes et non pas 
déterministes. 
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D Théorie des schémas 
Les AG utilisent comme seules informations les N valeurs d'adaptations des individus. En fait, les 
similarités génétiques entre les chaînes apportent une information supplémentaire pour guider 
l'exploration. L'étude de ces similarités a été effectuée par Holland et porte le nom de théorie des 
schémas. 
Définition: On considère l'alphabet binaire augmenté A +={ 0,1, *} où le symbole "*" représente un 
joker qui peut prendre indifféremment les valeurs "0" ou "1". On appelle schéma H de 
longueur 1 une chaîne H = al a2 " 'a l où "ï/ i E [1,1] ai E A +. 
Ainsi, H représente un ensemble de chaînes binaires qui ont certaines caractéristiques 
génétiques communes. 
Par exemple le schéma H=1 *000* représente les 4 chaînes {100000, 110000, 100001, 
110001}. Dans une population de taille N, on dénombre entre i et Nxi schémas 
[Holland75]. 
Définition: L'ordre d'un schéma est le nombre de positions fixes de H c'est-à-dire le nombre de 
"0" ou de "1". Il se note o(H). 
H = 1 *000* o(H) = 4 
Définition: La longueur fondamentale ù(H) d'un schéma H est la distance séparant la première 
position fixe de la dernière. 
H = 1 *000* ù(H) = 5-1 = 4 
Les schémas ne sont pas manipulés directement par les AG. Ils permettent seulement de rendre 
compte des similarités entre les individus pour expliquer de façon théorique les performances des AG. 
Effets de la Reproduction sur les schémas 
Soit m(H,t) le nombre de schémas H à la génération t. Soit {AI' A2,···, AN} la population de taille N à 
cette génération. 
Par sélection les individus Ai se reproduisent avec une probabilité p( Ai) = i_t( Ai) dans la génération 
LI(A) 
i=1 
suivante. 
Statistiquement on aura donc m(H,t+ 1)= LN x p( A) où S(H) est l'ensemble des individus 
Ai eSIH) 
représentés par le schéma H. 
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[ f(A) 1 N m(H,t+ 1) = l Nx j-N = j-N x If( A) 
A,ES(H) "If(Aj ) L,,!(Aj ) A,ES(H) 
}=! }=! 
i=N 
If(A) 
En posant J (t) = i=! l'adaptation moyenne de la population et 
N 
on a 
If(A) 
J(H) = A,E5(H) l'adaption moyenne du schéma H 
m(H, t) 
J(H) 
m(H,t+ 1) = m(H,t) x-_-
f(t) 
(1.24) 
(1.25) 
Pour un schéma H d'adaptation supérieure à la moyenne on peut poser J(H)=(l+C)J(t) avec C> 0 
on a alors m(H,t) = (1 +cy m(H,O) en supposant C constant dans le temps, La reproduction a donc 
pour effet d'augmenter de façon exponentielle la part des schémas performants dans les générations 
successives, Quant aux schémas de faibles adaptations, ils sont condamnés à dépérir. 
Effet du Croisement sur les schémas 
Si le croisement s'effectue entre la première et 1" dernière position fixe du schéma alors celui-ci risque 
､ Ｇｾ＠ d' . 0 d '1 b b'l' 'd d' 8(H) , 1 b b'l' , etre etrUlt. n peut one majorer a pro a lIte e estructlOn par pc-- ou pc est a pro a l He [-1 
de croisement. On en déduit une probabilité de survie ps pour le schéma H : ps ｾ＠ 1-pc 8(H) [-1 
L'effet combiné de la reproduction et du croisement nous donne alors: 
m(H,t+ ＱＩｾ＠ m(H,t)xJ!H)(1- pc 8(R)) 
. f(t) 1-1 (1.26) 
Les schémas bien adaptés et de longueur fondamentale oCR) courte vont donc augmenter de façon 
exponentielle dans les générations successives. Ce résultat porte le nom de Théorème des Schémas, 
Effet de la mutation sur les schémas 
Soit pm la probabilité d'inversion d'un bit dans un individu. Un schéma survivra si toutes ses positions 
fixes ne sont pas détruites, La probabilité de survie d'un schéma d'ordre oCR) est donc (l-pm)o(Hl. En 
introduisant cette probabilité dans l'équation (1.26), on obtient: 
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l(H)( O(H))( )O!HJ ｭＨｈＬｴＫＱＩｾｭＨｈＬｴＩｸＭＭＭ 1-pc-- 1-pm f(t) l-1 (1.27) 
Les schémas courts, d'ordre peu élevé et d'adaptation supérieure à la moyenne augmentent donc de 
façon exponentielle dans les générations successives. On nomme de tels schémas blocs élémentaires 
et ils constituent l'information supplémentaire, manipulée indirectement par l'algorithme génétique. 
Holland a estimé, qu'à chaque génération, dans une population de N individus, environ N3 blocs 
élémentaires sont traités par l'AG. Ainsi, sans utiliser d'autre mémoire que celle cons!ituée par la 
population elle-même, environ N3 informations utiles sont manipulées: c'est le parallélisme implicite 
de Holland. L'AG explorerait donc l'espace de recherche par la concaténation de schémas de longueurs 
fondamentales faibles et de grandes performances. Cependant, cette hypothèse n'a pu être prouvée 
[Ankenbrandt91]. Elle s'apparente plus à un acte de foi et a pu être mise en défaut dans certains 
problèmes dits déceptifs [Goldberg89a]. 
L'hypothèse des blocs élémentaires justifie aussi l'emploi d'un alphabet de faible cardinalité comme 
l'alphabet binaire. En effet dans ce cas le nombre de schémas disponibles pour l'AG est maximisé 
[Goldberg89b]. 
L'étude des schémas par Holland permet donc d'avoir une idée sur la manière dont les AG explorent 
l'espace de recherche pour converger vers l'optimum global. Mais en pratique il arrive que cette 
convergence survienne trop tôt et que l'AG reste bloqué sur un optimum local [Booker87]. Cette 
convergence prématurée résulte souvent d'un déséquilibre entre l'exploitation des meilleurs et le 
naintien d'une certaine diversité dans la population [Whitley89]. Comment garantir à coup sûr cet 
équilibre et combien de temps doît il être maintenu avant que la population ne converge (enfin !) vers 
l'optimum (que l'on espère être global !) ? 
En fait, il semble qu'il n'y ait pas de solutions infaillibles à cette question. Cependant, de nombreux 
auteurs se sont efforcés de "combattre" les phénomènes de convergence prématurée en implantant, par 
exemple, de nouveaux opérateurs ou en modifiant ceux vus plus haut. Dans ce qui suit, nous allons 
voir plus en détails les problèmes qui peuvent survenir à chaque étape de l'AG de Holland (Sélection-
Croisement-Mutation). Nous présenterons aussi les solutions qui peuvent être rilises en œuvre. 
4.1.3 Modifications sur les opérateurs 
A Sélection 
On divise la phase de sélection en deux étapes [Grefenstette89]. Dans la première on associe à chaque 
individu x un nombre réel tsr(x,t) qui représente le nombre de descendants attendus pour l'individu x à 
la génération t. Dans la seconde, un algorithme d'échantillonnage convertit ce nombre tsr(x,t) en un 
nombre entier qui constitue le nombre de copies de l'individu x dans la nouvelle génération. Holland a 
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utilisé une méthode de sélection, dite sélection proportionnelle, où le nombre de descendants attendus 
est directement proportionnel à la fonction d'adaptation de l'individu c'est-à-dire : 
f(x) -
tsr( x, t) = --- avec f (t) l'adaptation moyenne. f(t) 
L'emploi d'une telle sélection se heurte à divers types de problèmes. Par exemple, en début d'exécution 
(ou en cours !) la population peut contenir un individu extraordinaire (du point de vue de sa 
performance !). Cet individu va donc se voir attribuer une place importante dans les générations 
successives ce qui peut résulter dans la convergence prématurée de l'AG vers une solution non 
optimale puisqu'il existera alors peu de chances de recombinaison entre individus différents. De la 
même façon, deux schémas moyens ou médiocres lorsqu'ils sont considérés séparément mais qui 
deviennent très performants lorsqu'ils sont recombinés, risquent de disparaître prématurément sans 
s'être jamais recombinés. Une pression moins forte en direction des meilleurs individus aurait permis 
de conserver ces deux schémas plus longtemps et leur aurait laissé une chance de se recombiner. Un 
autre problème avec ce type de sélection se produit en fin d'exécution. En effet, la population ayant 
convergé, la différence entre l'adaptation des différents individus devient moins importante. La 
sélection proportionnelle va donc attribuer sensiblement le même nombre de descendants à chaque 
individu ce qui entraîne une stagnation de la recherche. Pour relancer l'AG il aurait fallu marquer plus 
fortement les différences entre les adaptations des individus. Le terme de pression de sélection est 
souvent employé pour rendre compte des effets pervers de l'opérateur de sélection. Une pression de 
sélection trop élevée a pour effet de trop diriger la recherche vers les meilleurs (à la manière d'un 
gradient !) et se fait donc au détriment de la diversité dans la population. Ce déséquilibre peut 
entraîner, comme dans le cas de la sélection proportionnelle, une convergence de l'AG vers une 
solution non optimale. A contrario, une pression de sélection faible permet d'augmenter la capacité 
d'exploration de l'AG en impliquant plus d'individus différents (et donc plus de schémas) dans la 
recherche. Mais si cette pression vers les meilleurs est trop faible, la recherche risque d'être inefficace 
et conduire à des phénomènes de stagnation. 
Diverses méthodes ont été proposées pour contrôler la pression de sélection au cours de l'exécution. 
Certaines conservent la sélection proportionnelle mais transforment la fonction d'adaptation (dite 
"brute") avant de calculer les taux tsr(x,t). Dans cette catégorie on trouvera: 
1/ Le Fenêtrage: Dans cette méthode, proposée par [Grefenstette86] , l'adaptation transformée ftrans 
se calcule simplement ft partir de l'adaptationfpar la relationftrans = f-frrûn. 
OÙfmin est l'adaptation minimum qui est réactualisée à l'aide d'un paramètre de fenêtrage W. Cette 
méthode permet surtout d'éliminer les problèmes de stagnation en fin d'exécution. Par exemple, pour 
une population dont les adaptations sont comprises dans l'intervalle [105,110], un choix defmin=100 
permet d'éviter une stagnation. En effet, en ramenant les adaptations dans l'intervalle [5,10] le meilleur 
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individu possédera statistiquement 2 fois plus de chances de posséder un descendant que le moins 
brillant. 
2J Transfomzation linéaire. Dans cette méthode l'adaptation est modifiée linéairementftrans=af+b 
[Goldberg89a]. Les paramètres a et b sont calculés à chaque génération de sorte que: 
1- La moyenne de l'adaptation transformée soit égale à la moyenne de l'adaptation brute. 
2- L'adaptation transformée du meilleur individu soit égale à un multiple C de la moyenne de 
l'adaptation brute. 
Ainsi, par sélection proportionnelle, on s'assure que les individus d'adaptation moyenne auront un 
descendant et que le meilleur individu en aura au plus C. En prenant pour C des valeurs comprises 
entre 1,2 et 2 on pourra donc éviter les problèmes de convergence prématurée. Selon [Goldberg89a], 
cette méthode se révèle efficace. Par contre, en fin d'exécution, si un individu de très mauvaise 
adaptation «<ifmoy) apparaît dans la population alors le mécanisme de transformation introduit des 
valeurs d'adaptations négatives qui posent problème. 
3/ Troncature Sigma. Cette méthode [Forrest85a] se présente comme une amélioration de la 
transformation linéaire [Michalewicz94]. 
ftrans = gif-( J -Ca» 
{
X pour x>O 
où g(x}= . (; Slllon 
C est entier, choisit aléatoirement dans l'intervalle [1,5] et a représente l'écart type de l'adaptation dans 
la population. 
4/ Transfonnation Puissance [Gillies85] suggère la transformationftrans=f k et propose le choix de 
k=I,005 en précisant qu'en fait, la valeur de k est très liée au problème étudié. 
5/ Transfomzation de Boltvnann [DeLaMaza93] 
ftrans = eJTf 
Dans cette transformation T joue un rôle similaire à celui de la température dans l'Algorithme de 
Recuit Simulé (que nous verrons plus loin). li permet de contrôler directement la pression de sélection: 
quand T est élevé la pression de sélection est faible et inversement. 
D'autres mécanismes de sélection ont été proposés. Ils se différencient des précédents car il ne 
mettent plus en jeu la sélection proportionnelle. Par exemple [Baker85] calcule le nombre de 
descendants attendus, de façon linéaire, en fonction du rang de l'individu dans la population. Pour cela 
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il utilise un paramètre MAX qui désigne le nombre de descendants pour le meilleur individu et un 
paramètre MIN qui désigne le nombre de descendants pour le moins bon. Enfin, il projette le nombre 
tsr(x,t) entre [MIN,MAX] à l'aide de la formule: 
) MIN (MAX MIN) rank(x,t)-l tsr(x,t = + -
N-l 
où rank(x,t) désigne le rang de l'individu x à la génération t dans la population. On prendra rank =1 
pour le moins bon et rank = N pour le meilleur. Le nombre de descendants attendus étant un nombre 
positif et la somme Ltsr(x, t) étant égale à N, on a nécessairement MAX E [0,2] et MIN=2-MAX. 
La pression de sélection peut donc être contrôlée par l'intermédiaire du paramètre MAX. 
[Michalewicz 94] propose une interpolation similaire mais non linéaire: 
tsr(x,t )= N x q x qrank-l avec q E [0,1] 
Par rapport aux méthodes précédentes ces approches évitent d'avoir recours aux diverses 
transformations d'échelle sur l'adaptation pour gérer la pression de sélection. C'est d'ailleurs le rang 
qui introduit de façon automatique une échelle dans la population. De plus, la pression de sélection est 
ici contrôlée très simplement grâce aux paramètres MAX ou q et de façon plus précise [Whitley89]. 
[Brindle81] a utilisé une sélection moins classique: le tournoi stochastique. Cette sélection ne 
calcule aucun taux et ne nécessite donc pas d'algorithme d'échantillonnage. L'idée est simple: il suffit 
de choisir aléatoirement k individus et de sélectionner le meilleur pour le placer dans la nouvelle 
génération. Ensuite, on recommence jusqu'à ce que la population soit complète. En général ce nombre 
k n'est pas choisi trop grand [Goldberg91]. 
Dans la littérature on ne trouve pas de comparaisons suffisantes entre ces diverses méthodes de 
sélection pour tirer des conclusions définitives. Néanmoins, [DeLaMaza93] et [Grefenstette89] ont 
mené des études théoriques qualitatives pour montrer l'influence des diverses transformations de 
l'adaptation sur la pression de sélection. Mais ces études n'offrent pas de réelles comparaisons sur 
leurs performances respectives. [Golberg91] compare la sélection proportionnelle sans transformation, 
la sélection de [Baker85] et le tournoi de [Brindle81] de manière plus quantitative. Pour cela, il a 
simulé le comportement d'une population contenant déjà l'optimum et évoluant sous la conduite de la 
seule sélection. Une des mesures portait sur le taux de croissance du meilleur individu entre deux 
générations successives. Les calculs théoriques ont montré qu'une sélection proportionnelle classique 
possède un taux de croissance très élevé dans les premières générations (convergence prématurée) 
mais qui devient faible dès lors que le meilleur individu occupe 50% de la population (stagnation !). A 
contrario les deux autres méthodes maintiennent un taux de croissance compris entre 1 et 2 tout au 
long de l'exécution. Une deuxième mesure portait sur le temps de convergence c'est-à-dire la 
génération pour laquelle le meilleur individu occupe 90% de la population. Dans le cas d'une sélection 
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proportionnelle le temps est en O(Nlog(N)) et dans les deux autres cas en O(log(N)). Attention, ces 
temps ne reflètent pas la réalité d'un AG puisqu'il considère que le meilleur individu a déjà été formé et 
ils ne tiennent pas compte des effets des opérateurs de croisement et de mutation. Cependant, ils 
peuvent donner une idée sur le temps qu'un AG doit tourner avant que la mutation ne devienne le 
principal mécanisme chargé de l'exploration. Pour terminer, Goldberg a calculé la complexité de ces 3 
méthodes. Elle est de l'ordre de O(N) pour le tournoi et, suivant l'algorithme d'échantillonnage utilisé, 
elle varie entre O(N) et O(N2) pour la sélection proportionnelle et entre O(Nlog(N)) et O(N2) pour la 
sélection par rang. Goldberg préconise l'utilisation du tournoi pour sa mise en parallèle plus aisée mais 
dans ce cas le contrôle de la pression de sélection est plus difficile à apprécier. 
D'une façon générale, toutes les méthodes présentées peuvent conduire à des résultats sensiblement 
équivalents sur un même problème pourvu que les paramètres de la sélection soient convenablement 
choisis [DeLaMaza93]. Mais, il semble que la sélection par rang soit la plus simple à mettre en œuvre 
et finalement celle qui permet de gérer le mieux la pression de sélection. Ceci a été confirmé par les 
tests de [Back91a]. 
B Aleorithmes d'échantiIlonnaee 
La section précédente présentait diverses méthodes de calcul du nombre de descendants attendus dans 
le but de contrôler au mieux les effets de la pression de sélection. La seconde étape de la sélection 
consiste à convertir ces nombres réels en valeurs entières à l'aide d'un algorithme d'échantillonnage. 
L'algorithme présenté par Holland simulait une roue de loterie biaisée. Cependant, ce type d'algorithme 
peut entraîner des erreurs puisque le nombre de descendants réellement attribués à un individu peut 
être significativement différ .. nt du nombre de descendants attendus. En effet, il suffit d'imaginer que la 
roue tombe N fois sur le même individu (cas extrême !). Il est sûr que ces erreurs apportent un peu de 
diversité en réintroduisant, par exemple, des individus qui auraient dû être éliminés. Mais ce rôle est 
plutôt dévolu aux opérateurs de Croisement et Mutation. Pour réduire ces erreurs d'échantillonnage 
[Brindle81] a proposé un algorithme dit déterministe pour la partie entière et stochastique pour la 
partie restante. Dans cet algorithme, le nombre de copies allouées à l'individu est au moins égal à la 
partie entière de tsr(x,t). Ensuite, les parties décimales sont placées sur une Roue de Loterie biaisée 
pour affecter les dernières places dans la population. 
[Baker87] a présenté un modèle de Roue généralisée. Dans ce casH aiguilles sont réparties 
uniformément autour de la Roue et en un tirage, les individus contribuant à la nouvelle population sont 
désignés. [Baker87] a étudié de façon empirique les risques d'erreurs qui pouvaient être engendrés par 
divers algorithmes d'échantillonnage. Il préconise l'utilisation de sa Roue généralisée ou de 
l'Algorithme de Brindle, qui présente en plus, la caractéristique d'être facilement parallélisable. 
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C Croisement 
Le crossover 1-point introduit par Holland était inspiré du Crossing Over biologique. Mais sa 
caractéristique fondamentale est de recombiner les schémas. Malheureusement, si on considère deux 
individus: 
1101001011 
et 0 0 0 1 0 1 1 0 1 1 1 
contenant respectivement les schémas: 
1 * 0 * * * * * * * 1 
ct * * * * 0 * * * 1 * * 
alors aucun croisement I-point ne sera capable de les recombiner. Pour parer à ce type de carences, un 
croisement possédant deux points de coupe a été introduit. Ainsi, deux positions choisies 
aléatoirement sont sélectionnées et les matériels génétiques entre ces deux points sont échangés entre 
les deux individus [DeJong75]. Finalement des croisements n points ont été étudiés [Spears91a]. 
Syswerda [Syswerda89] a introduit un opérateur de croisement un peu différent. Plutôt que d'échanger 
des segments de chaîne, il propose d'échanger les bits entre les deux parents avec une probabilité Po, 
pour chacun des bits, prise égale à 0,5. Syswerda a montré que la probabilité de survie d'un schéma 
suite à un croisement unifonne (U.c.) était inférieure à celle dans le cas des croisements I-point et 2-
points. On comprend bien que de tels échanges bit à bit augmentent le risque de détruire un schéma. 
Mais il s'est aussi intéressé au taux de recombinaison des schémas. Pour des schémas de -.:mgueur 
fondamentale supérieure à 12, l'U.c. possède le meilleur taux de recombinaison. Sur les 6 fonctions 
tests qu'il a utilisé pour évaluer son U.c., il a obtenu des résultats sensiblement meilleurs. 
La nature plus destructrice de cet opérateur de croisement n'est pas toujours une mauvaise chose. Par 
exemple, en fin d'exécution, lorsque la population devient homogène, un facteur devient important: 
c'est de savoir si un descendant créé par croisement sera différent de ses parents. En somme, il faut se 
demander si un croisement sera capable de générer de nouvelles structures à partir de parents 
possédant un matériel génétique sensiblement identique. De par sa nature, l'U.c. possède justement 
une certaine capacité à créer de telles nouvelles structures et donc de pennettre une exploration même 
en fin d'exécution. Ceci suggère aussi d'utiliser l'U.c. avec des populations de faibles tailles pour 
pallier le manque d'infonnation. 
Dans le cas de larges populations, la probabilité de destruction de ru.c. est encore trop élevée et on lui 
préfère plutôt un croisement 2-points [Spears91b]. En fait, la probabilité de destruction des u.c. peut 
'" être diminuée de manière sensible enjouant sur le paramètre Po [Spears91b]. Ainsi, même avec une 
'" ｾ＠ large population, la probabilité de destruction d'un schéma d'ordre 3 est approximativement la même 
fi 
o 
.,. 
ûl 
o 
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pour le croisement 2-points et le u.c. avec Po = 0,2. Avec l'avantage que la probabilité de destruction 
des schémas par l'U.c. reste identique quelle que soit la longueur fondamentale du schéma. 
D Mutation 
La mutation préserve de la perte d'informations et permet l'exploration de régions de l'espace de 
recherche qui ne sont pas accessibles par le simple croisement. L'opérateur de mutation le plus simple 
est celui proposé par Holland mais on rencontre aussi l'opérateur de mutation dynamique 
[Janikow91]. Cet opérateur agit de façon non uniforme sur les bits. Ainsi, en début d'exécution, il 
inversera plus fréquemment les bits de poids forts permettant de cette manière une exploration de 
régions très éloignées. Par contre, en fin d'exécution, lorsque la population aura convergé vers 
l'optimum, la mutation inversera plus fréquemment les bits de poids faibles: elle se comporte alors plus 
comme un opérateur de voisinage. Une mise en œuvre simple est proposée ci dessous: 
Si la kième variable est mutée dans la chaîne alors elle le sera sur le bit pos (pos=o correspond au bit de 
poids fort) 
où n est le nombre de bits codant la variable k, T le nombre maximum de générations, b un paramètre 
traduisant la "non uniformité" plus ou moins importante de l'opérateur et enfin r un nombre aléatoire 
réel compris dans l'intervalle [0,1]. 
L'importance relative de la mutation par rapport au croisement dans un AG est source de 
débat. "L'école" de Holland [Holland75] [DeJong75] [Goldberg89] considère que le croisement est 
l'opérateur le plus important et de loin. Beaucoup d'efforts ont été consentis pour l'analyse du 
croisement et de son influence sur l'AG [DeJong75] [Spears91 a] [Spears91 b] [Vose91]. Dans ces 
analyses, la mutation est souvent considérée comme un opérateur d'importance secondaire. D'un autre 
côté "l'école" allemande a mené des recherches sur les "stratégies de l'Evolution" où l'opérateur clé est 
la mutation [Back91b]. [Schaffer89] a confirmé et illustré la force de la mutation dans les AG. Pour 
[FogeI90], la mutation et le croisement ont la même capacité de recherche. A l'heure actuelle la seule 
comparaison théorique sur l'importance relative des 2 opérateurs a été faite par [Spears95]. Ses 
résultats donnent une justification théorique au rôle tenu par le croisement vis à vis de la théorie de 
Holland. C'est bien cet opérateur qui est le plus à même de construire des blocs élémentaires. La 
mutation ne peut pas tenir ce rôle de façon aussi satisfaisante. Mais faut il croire en la recombinaison 
d'informations élémentaires par la nature? [FogeI90] pense plutôt que tout réside dans l'équilibre à 
trouver entre l'exploration et l'exploitation. Et dans ce cas, il est difficile de définir l'importance relative 
des deux opérateurs quant à leurs effets sur la diversité. 
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Dans les AG classiques la mutation est appliquée avec un taux faible. En effet si cet opérateur est trop 
présent, l'AG se ramène à une simple recherche aléatoire. [DeJong75] a proposé, pour des populations 
de tailles 50 à 100, des probabilitéspc=0,6 etpm=O,Ol. [Grefenstette86], pour une population de 80 
individus, conservait des taux pc=0,95 et pm=O,Ol. Ces paramètres ont été validés ensuite par 
[Shaffer89]. [Back93] a calculé un taux de mutation optimal de façon empirique. Ce taux est égal à li! 
où 1 est la longueur de la chaîne. Cependant, il s'agissait, non pas d'un codage binaire classique mais 
d'un codage de Gray. L'intérêt d'un tel codage est qu'il permet de projeter des voisins euclidiens en 
voisins de Hamming c'est-à-dire que des entiers adjacents seront représentés par des chaînes qui ne 
diffèrent que d'un bit. La table 1.1 présente le code de Gray sur 4 bits. 
Cette représentation de Gray se révèle en général plus performante que la représentation classique 
[Schaffer89]. 
Valeur Binaire Gray 
entière 
0 0000 0000 
1 0001 0001 
2 0010 0011 
3 0011 0010 
4 0100 0110 
5 0101 0111 
6 0110 0101 
7 0111 0100 
8 1000 1100 
9 1001 1101 
10 1010 1111 
11 1011 1110 
12 1100 1010 
13 1101 1011 
14 1110 1001 
15 1111 1000 
Table 1.1: Code de Gray 
Dans ce qui précède, nous avons mis en évidence les problèmes qui peuvent survenir au cours du 
processus d'optimisation génétique. Ces problèmes sont, pour la plupart, dus à des déséquilibres entre 
l'exploration de l'espace des solutions et l'exploitation des meilleures structures. Bien sûr, l'algorithme 
doit converger, mais cette convergence ne doit pas se faire trop rapidement, sinon on court le risque de 
passer à côté de l'optimum global. Les solutions présentées constituent en fait une aide au réglage et au 
choix des bons paramètres de l'algorithme. 
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4.1.4 Adaptation et fonction objectif 
L'adaptation d'un individu traduit une mesure de performance. L'objectif de notre optimisation devra 
donc être exprimé en termes de maximisation. De plus, le nombre de descendants est directement lié à 
la valeur de la fonction donc naturellement celle-ci devra être positive sur tout l'espace de recherche. 
Pour satisfaire ces deux contraintes il sera souvent nécessaire de réajuster la fonction. Par exemple 
pour un problème 
(P) Minf(x) E 9\ 
on pourra définir une fonction d'adaptation [Golberg89a]: 
Max (p(x) E 9\+ 
1 
avec (p( x) = ----
hwx + f( x) 
où fmax peut être choisi supérieur au maximum de f observé dans la population courante. 
Prise en compte des contraintes 
La méthode couramment employée pour traiter les contraintes consiste à les incorporer dans la 
fonction objectif (cf. 3.2.1). Classiquement, on prendra une fonction de pénalités extérieures 
[Michalewicz94] : 
{
Min f (X)E9\ 
Un problème (P) ｧＯｸＩｾｏ＠
h.(x)=O 
J 
sera transformé en 
i=l .... ,m 
j=l, ... ,/ 
où r représente le facteur de pénalité. 
Cependant, l'emploi d'une telle pénalisation, avec une sélection accordant un nombre de descendants 
proportionnel à la valeur de l'adaptation, peut poser problème. En effet, si le paramètre r est choisi trop 
grand et si la majorité des individus violent les contraintes alors un individu ne les violant pas 
dominera rapidement (trop !) la population. De la même manière, si r est trop faible alors les individus 
qui violent les contraintes risquent de dominer la population. Pour éviter ce type de problème, lié à une 
perte d'information sur la valeur de l'adaptation brute, il est préférable de choisir une sélection"basée 
sur le rang [Powe1l93]. 
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Powell a choisi une sélection par rang de Baker et a redéfini la fonction d'adaptation comme suit (pour 
une minimisation ): 
Si les contraintes sont satisfaites: 
<P(x) = S(j(x)) où S est une fonction qui projettefdans [-00,1] 
Si une ou plusieurs contraintes sont violées alors: 
<P(x) = 1 + r I,[ max[O, gi(X)]Y + r I,hi2(x) 
On peut noter que l'adaptation prend des valeurs négatives. En fait, les problèmes de positivité de la 
fonction étaient surtout dus au choix d'une sélection proportionnelle: tsr( x, t) ne peut être négatif! 
A vec une sélection par rang, ces contraintes ne se posent plus. 
Finalement, cette projection assure que les points réalisables seront toujours préférés lors du 
mécanisme de sélection. Dans le même temps, les points violant les contraintes ne sont pas écartés de 
la sélection. 
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4.2 Recuit Simulé 
4.2.1 Introduction 
Le Recuit Simulé [Kirkpatrick83] a été développé par analogie entre un problème d'optimisation et le 
processus de recuit utilisé en métallurgie pour l'obtention d'un matériau sans impuretés (dans un état 
de minimum d'énergie). Au début du processus de recuit réel on élève la température du matériau. Le 
matériau se trouve alors dans un état d'énergie élevée. On le refroidit ensuite très lentement en 
marquant des paliers de température. A chaque palier, les atomes s'ordonnent de façon à atteindre 
l'équilibre thermique correspondant à une valeur de l'énergie stable. Cette stratégie d'abaissement de la 
température permet d'obtenir en fin de processus un matériau dans un état cristallin bien ordonné 
correspondant à un état d'énergie minimum. Par contre, si la baisse de température se fait de manière 
trop brutale on obtient un matériau amorphe où les atomes sont figés dans un état désordonné 
traduisant un minimum local de l'énergie. 
Le comportement des atomes a été expliqué au 1ge siècle et l'équilibre thermique a été caractérisé grâce 
à une loi statistique de distribution proposée par Boltzman : pour une température donnée T, la 
probabilité pour qu'un système d'atomes soit dans un état d'énergie E est proportionnelle à 
exp(-Err). Ainsi quand la température décroît et devient proche de zéro, seuls les états d'énergie 
minimum ont une probabilité non nulle d'apparaître. 
4.2.2 Algorithme de Recuit Simulé 
Métropolis [Métropolis53] a proposé une méthode simulant l'évolution d'un système d'atomes vers 
l'équilibre thermique. Connaissant l'état courant du système, on explore une configuration 
microscopique voisine et la différence d'énergie 6.E entre la configuratiùn courante et la configuration 
perturbée est calculée. 
Si 6.E<O alors la nouvelle configuration est sauvegardée et est utilisée comme solution de départ 
d'une nouvelle perturbation. 
Si 6.E>O alors on conservera la nouvelle configuration avec une probabilité P=exp( -6E1kB T). On 
peut noter que plus la température est élevée et plus la nouvelle configuration a des chances 
d'être acceptée. 
[Kirkpatrick83] a transposé cette méthode d'évolution à l'optimisation combinatoire grâce aux 
correspondances suivantes (Table I.2): 
Recuit Réel Optimisation 
Arrangements des atomes Paramètres du problème 
Energie Obiectif à minimiser 
Température Paramètre de contrôle 
Minimum de l'Energie Minimum global 
Table 1.2: Correpondances Recuit réel-Optimisation 
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En utilisant ces correspondances, le Recuit Simulé peut être vu comme une succession d'algorithmes 
de Métropolis pour des valeurs décroissantes de la température. 
Dans l'algorithme classique, on débute avec une température initiale élevée. Une configuration initiale 
-valeurs des paramètres- est choisie au hasard et, à l'aide d'une transformation de voisinage, une 
nouvelle configuration est générée. Ceci correspond en fait à une "petite" perturbation aléatoire sur les 
variables. On évalue ensuite notre critère E pour ces deux configurations et on calcule l'écart LlE. La 
nouvelle configuration remplace alors la configuration initiale avec une probabilité P : 
où P = 1 si le critère s'améliore (LiE < 0) 
P= exp(-EjkBT) sinon (LiE> 0) 
On réitère ce processus, à partir de la configuration courante, un certain nombre de fois jusqu'à obtenir 
l'équilibre thermique. Ce mécanisme génère en fait une séquence de solutions potentielles à notre 
problème. Cette séquence peut être décrite par une chaîne de Markov puisque chaque nouvelle solution 
ne dépend que de la solution précédente. 
Ensuite, on abaisse progressivement la température, en générant à chaque palier une séquence de 
configurations potentielles. L'algorithme (Fig. I.6) s'arrête lorsque la température atteint une certaine 
valeur. 
Pro gram recuit simulé 
1* Commentaires *1 
Ta : Température initiale 
Tfin : Température finale 
E : Fonction objectif 
1* Fin commentaires *1 
début 
choisir une configuration initiale X a 
kf-O 
tant que ( Tk > Tfin ) faire 
répéter 
choisir X i+1 dans le voisinage de Xi 
calculer !lE = E(Xk+l)-E(xk) 
générer un nombre aléatoire Pr E [0,1] 
Si (exp(-!lE ITk) > Pr) alors 
fsi 
X i+1 f-X i 
i f-i+l 
jusqu'à ( l'équilibre) 
Tk+1 f- Abaisser(Tk) 
kf-k+l 
fintq 
fin 
Figure 1.6: Algorithme de Recuit Simulé 
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Contrairement à d'autres algorithmes stochastiques comme le Hill Climbing, le recuit accepte des 
solutions qui détériorent notre critère notamment lorsque la température est élevée. Cela lui permet 
ainsi d'échapper aux optima locaux. 
La mise en œuvre de la méthode demande le réglage d'un certain nombre de paramètres à savoir : 
- la température initiale. 
- la loi de décroissance de la température. 
- le critère d'arrêt (c'est-à-dire la valeur finale de T). 
- le nombre de perturbations à chaque palier c'est-à-dire le critère de changement de 
température (longueur de la chaîne de Markov LM)' 
- le mécanisme de transformation qui permet de passer d'une configuration à une autre. 
[Laarhoven87] ont proposé différentes techniques de réglage de ces paramètres. Ces techniques 
assurent notamment la convergence de l'algorithme vers l'optimum global avec une probabilité tendant 
vers 1. Bien sûr ceci ne constitue qu'une preuve théorique et n'assure nullement en pratique que 
l'algorithme converge vers l'optimum en un temps fini. 
Le réglage de ces paramètres s'appelle Plan de Recuit ou Cooling Schedule en anglais. 
4.2.3 Plan de Recuit 
Nous allons détailler différents plans de recuit mais pour cela il faut définir quelques grandeurs 
[Laarhoven87] . 
• Coût attendu de l'équilibre: cette grandeur peut être estimée comme étant la moyenne des coûts E 
de LM différentes configurations (X);=J,L" testées de la chaîne de Markov à une température T. 
(E(T))=_l iI,.E(x)=E(T) 
LM i=J 
• Ecart carré attendu 
(E2(T))=_1 iI;E2(Xi) 
LM Î=J 
• Ecart type coût attendu 
cr = ｾＨｅＲＨｔＩＩＭＨｅＨｔＩＩ＠
A Température initiale 
Si la température initiale est trop basse, les nouvelles configurations ne seront acceptées que si elles 
améliorent le critère. Par conséquent, l'algorithme risque de converger vers un optimum local. La 
température initiale doit donc être suffisamment élevée pour permettre à toutes les configurations d'être 
acceptées et ainsi la région de l'optimum global pourra être localisée. 
[Kirkpatrick83] a proposé une solution empirique: choisir une valeur de température initiale et 'générer 
un certain nombre de configurations. Ensuite, tant que le nombre de configurations acceptées est 
inférieur à un certain taux proche de 1, on multiplie par 21a température et recommence le processus. 
- 41 -
Chapitre l Optimisation détenniniste et stochastique 
B Décroissance de la température 
La loi de décroissance de T doit être choisie de telle manière que de petites chaînes de Markov 
assurent l'équilibre thermique. [Kirkpatrick83] et [Romeo85] ont proposé une loi linéaire où Tk+l=aTk 
avec a E [0.5 ,0.99]. 
[Huang86] base la loi de décroissance sur différentes moyennes de coûts entre deux chaînes de 
Markov consécutives, en utilisant l'équation: 
_d_(E(T)) = (j2(T) 
alnT T 
et à l'aide d'une approximation de la dérivée par différences finies il obtient: 
Enfin, d'après [Huang86], pour maintenir l'équilibre il est nécessaire que le coût moyen entre deux 
chaînes de Markov consécutives soit inférieur à l'écart type du coût c'est-à-dire 
ＨｅＨｾＫＩＩＭＨｅＨｾＩＩ］ￂＨｪＨｔ［Ｉ＠ avec Â<1. Ce qui donne une décroissance exponentielle de la température: 
ｾＫｉ＠ = ｾ･ｸｰＨ＠ ￂｾ＠ ) ＨｪＨｾＩ＠
D'autres schémas de refroidissement ont été proposés [Laarhoven87] [Lundy86] [Otten84]. Ils ont 
pour caractéristique commune de ne pas décroître plus rapidement que ｾ＠ car ceci assure la 
In( k) 
convergence théorique - temps infini - vers l'optimum global [German84]. 
C Longueur des chaînes de l\farkov : LM 
Il faut, qu'à chaque palier de température Tk , la chaîne de Markov générée soit suffisamment longue 
pour que l'équilibre thermique soit atteint. 
Un choix simple pour LM consiste à arrêter la chaîne lorsqu'un certain nombre de configurations ont 
été acceptées. C'est-à-dire, lorsque le rapport nombre d'acceptations sur nombre de configurations 
refusées (na/nr) est supérieur à une certaine vateur. Cependant, lorsque Tk tend vers 0 la probabilité 
pour qu'une nouvelle configuration soit acceptée se réduit dramatiquement. En se basant sur le critère 
na/nr on obtiendrait alors des chaînes de Markov de longueur infinie. Pour éviter ce type de problème, 
on choisira une longueur maximale [ pour LM qui dépend elle, de façon polynomiale de la taille du 
problème. 
D'une manière générale, la longueur LM des chaînes de Markov est intimement liée au type de 
refroidissement utilisé pour mettre à jour le paramètre de contrôle T. Intuitivement, de larges 
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décréments de Tk nécessitent de plus grandes chaînes de Markov pour pouvoir atteindre l'équilibre 
thermique. L'équilibre thermique étant caractérisé par la convergence de la distribution des énergies, 
calculées sur les différentes configurations de la chaîne de Markov, vers une loi de distribution 
normale [Isaacson 7 4 ][Seneta81]. En revanche, de faibles valeurs de décréments de Tt permettent 
l'utilisation de petites chaînes de Markov. Il y a donc clairement un compromis à faire pour d'une part 
converger vers l'optimum global et d'autre part éviter des temps de convergence trop importants. 
D Création d'une nouvelle confi2Uration dans la chaîne de l\1arkov 
Les principales méthodes de transformation ont été mises au point pour satisfaire les problèmes 
combinatoires [Kirkpatrick83]. Dans ces problèmes, une configuration voisine correspond à une 
permutation dans la liste des cas possibles. 
Pour les problèmes continus, les transformations correspondent à de "petites" perturbations aléatoires 
sur les variables du problème. En pratique, si n est la dimension du problème, on construit un vecteur 
& de 11 variables aléatoires Llx et, à partir de la configuration Xi' on génère une nouvelle configuration 
par Xi+1 = Xi + & [Ingber92]. 
Pour simuler les variables aléatoires, on utilise une loi de distribution stochastique représentée par une 
densité g. Par exemple la distribution Gaussienne: 
g( x) = (21t7;; r n, 2 exp --( _Llx2) 
. (27;;) 
où Tk est le palier de température courant. 
Dans [Szu87], les auteurs ont utilisé une distribution de Cauchy définie par la densité: 
( ) _ 7;; 
g x - ( , 7",)(n+/1/2 Llx- + lk-
Cette distribution est intéressante car elle permet l'utilisation d'une loi de décroissance de T du type 
7;; = À Ta qui est plus rapide que la décroissance logarithmique nécessaire jusqu'à présent pour ( +a.k) 
assurer la convergence vers l'optimum global .. 
E Critère d'arrêt 
L'algorithme s'arrête lorsque plus d'amélioration sensible de la solution n'est obtenue ou lorsqu'une 
certaine valeur de la température est atteinte. On pourra par exemple utiliser un critère: 
(Ei;) Ek St: où Et est la valeur de la fonction à l'itération courante et € un nombre « 1 qui dépend 
de la précision souhaitée. 
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5 V ALIDA TIONS 
Le comportement des divers algorithmes d'optimisation a été étudié en utilisant une suite de fonctions 
tests. Cette suite regroupe, entre autres, des problèmes suggérés par les travaux de [DeJong75] sur les 
algorithmes génétiques. L'intérêt de ces fonctions est de présenter les difficultés classiques des 
problèmes d'optimisation de façon isolée. En comparant les divers algorithmes sur ces cas tests, les 
forces et les faiblesses de chacun d'entre eux pourront être estimées. Bien sûr, ces résultats sont 
obtenus pour des implantations bien particulières de ces algorithmes: d'autres implantations avec 
d'autres paramètres pourront donner des résultats différents. 
5.1 Fonctions testées et leurs principales caractéristiques* 
Sphère: Le rêve pour les algorithmes d'optimisation. Il s'agit d'un problème unimodal, convexe, 
continu et bien symétrique. 
i=n 
Minflx) = LX; = flO,···,O)=O 
i=1 
Sphère 
Figure 1.7: Vue de la fonction fI pour n=2 
Rosenbrock : Le cauchemar: le problème est aussi unimodal mais l'optimum se trouve dans une 
région très étroite à l'intersection de vallées peu pentues. 
i=n 
Minf2 (x)= L100(xi+l -xn2 +(X;_1)2 = fi 1, ... ,1)=0 
;=1 
* Les surfaces présentées ont été modifiées par des rotations pour une plus grande clarté 
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Rosenbrock 
Figure 1.8: Vue de h pour n=2 
Vague Sinusoïdale: cette fonction ne dépend que de deux paramètres mais possède un grand nombre 
d'optima locaux. 
sin 2 ( ｾｸ［＠ +x; )-0.5 
Max f 3 (x) = 0.5- , 1;(0, ... ,0)= 1 
(1+0.001(x; +xnr 
avec -100 $. x j $.100 
Vague 
Figure 1.9: Vue de lafonctionfJ sur une des dimensions 
Rastrigin : Il s'agit d'une fonction possédant IOn optima locaux. Elle pennettra, comme la précédente, 
de tester la capacité des algorithmes stochastiques à localiser l'optimum global. 
;=n 
Minf4( x)= 10n+ l:(Xj _2.5)2 -10cos(2n(xj-2.5))= f4(2.5, ... ,2.5)=0 
j=] 
avec -5.12 $. x j $. 5.12 
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Rastrigin 
Figure 1.10: Vue de la fonction f4 pour n=2 
Rosen Susuki : Fonction unimodale avec trois contraintes non linéaires. 
Minfs( x)=x; +x; +2x; +x; -5xJ -5x2 -21x3 + 7x4 + 100= J,(O, 1,2,-1)= 56 
{
glX)=X; +x; +x; +x; +xJ-x2 +X3-x4-8 
g2(X)=X; +2x; +x; +2x; -XJ -x4 -10 
g3(X)= 2x; +x; +x; +2xJ -x2 -x4-5 
Palier: Fonction discontinue. 
;=n 
Minf6( x) = 6n + Lentier( Xi) =.1;;([-5.12, -5], ... , [-5.12, -5]) = 0 
i=1 
avec -5.12::; Xi::; 5.12 
Figure 1.11: Vue de lafonctionJ6 pour n=2 
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5.2 Tests effectués 
Les divers algorithmes étudiés dans la section précédente ont été comparés sur ces fonctions tests. 
L'algorithme de Recuit simulé a été "récupéré" dans le domaine public [SA]. Nous nous bornerons à 
le présenter dans le cadre de confrontations directes mais nous n'étudierons pas sa sensibilité vis à vis 
de ses paramètres. 
Les critères retenus pour valider les méthodes d'optimisation sont: 
- Le nombre d'évaluations de fonctions neval nécessaire pour atteindre l'optimum. Dans le cas de la 
méthode de Lagrangien Augmenté neval comptabilise à la fois les évaluations de l'objectif et les 
évaluations des gradients. 
- La qualité de l'optimum c'est-à-dire la précision obtenue sur les valeurs des coordonnées du point 
optimal ainsi que la précision sur la valeur de la fonction à l'optimum. 
Dans le cas des méthodes stochastiques il est impératif de procéder à un certain nombre d'exécutions 
de l'algorithme car, par exemple, une mutation pourrait trouver "par hasard" l'optimum. Nous avons 
donc relancé, pour chaque fonction test, le Recuit Simulé et l'Algorithme Génétique 30 fois et ceci 
constituera une mesure supplémentaire pour valider ces algorithmes. La valeur nopt désignera le 
nombre d'essais (sur 30) pour lesquels l'algorithme a effectivement localisé l'optimum avec une 
précision déterminée. Pour les algorithmes stochastiques, neval désignera le nombre moyen 
d'évaluations de l'objectif nécessaire pour atteindre l'optimum (sur nopt succès). 
Le grand nombre de paramètres de l'algorithme génétique ne doit pas faire oublier qu'il nous faut 
déterminer des réglages qui ne soient pas trop disparates suivant la fonction traitée. En effet, lorsque 
nous aurons à traiter des problèmes réels nous n'aurons pas autant de liberté pour faire varier les 
valeurs de paramètres (à cause du coût des évaluations). 
Notations et paramètres 
- MLA : Méthode de Lagrangien Augmenté avec une méthode BFGS pour la résolution des 
problèmes sans contraintes. 
- AG : Algorithme Génétique. L'algorithme utilise un codage de Gray de l'ensemble des 
variables, une sélection linéaire de Baker, un programme d'échantillonnage de Brindle et une mutation 
uniforme. Les paramètres de la méthode laissés variables sont: 
nbpop 
nbgen 
tsel 
txov 
pc 
pm 
: Taille de la population. 
: Le nombre maximum de générations autorisées. 
: Valeur MAX de la sélection linéaire. 
: Le type d'opérateur de croisement. 
: La probabilité de l'opérateur de croisement. 
: La probabilité de l'opérateur de mutation. 
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- RS : Recuit Simulé. La version implantée utilise un décrément de température en T/k avec des 
perturbations stochastiques de type Cauchy. La valeur initiale de la température est déterminée de 
façon à ce que toutes les transitions, même celles dégradant l'objectif soient acceptées. Le nombre de 
transitions testées à chaque palier de température peut être réglé par l'utilisateur (par défaut dans [SA], 
il vaut 20). La longueur des chaînes de Markov peut être aussi modifiée: un certain nombre (20 par 
défaut) de perturbations sont effectuées et lorsque un nombre nr de refus consécutifs a été atteint, on 
change de palier de température. Précisons que comme nous n'avons pas mis au point ce "code", peu 
de modifications sur les valeurs par défaut des paramètres ont été effectuées. Les paramètres gardés 
par défaut sont: 
a : Paramètre de la décroissance de température 4+1 = 4 a=O.l 
l+ka 
k B : Facteur de Boltzmann pour l'acceptation des nouvelles transitions de la chaîne 
de Markov k B = 1. 
Les paramètres laissés variables sont: 
km= : Nombre maximum de paliers de température. 
iCpal : Nombre de perturbations maximum par palier de température. 
nr : Nombre de refus consécutifs indiquant qu'il faut changer de palier. 
5.3 Algorithme génétique 
La table I.3 présente les performances de l'algorithme génétique sur l'ensemble des fonctions tests. Au 
valeurs nopt et neval, nous avons ajouté la dimension de l'espace continu des solutions n et le nombre 
de bits 1 codant un indiv: lu et donnant la dimension de 1'espace discrétisé. Dans tous les cas, la 
précision souhaitée sur les variables à 1'optimum était de 3 chiffres significatifs après la virgule sauf 
pour la fonctionfs où on s'est contenté d'une erreur relative sur la valeur de la fonction à l'optimum de 
10-2• Nous avons aussi rajouté comme critère d'arrêt un nombre maximum d'évaluations fixé 
arbitrairement à 25 000. 
Fonction n dim.21 nopt neval 
f, 3 42 30 1809 
f1 2 28 30 8705 
f3 2 36 30 8910 
f4 10 140 0 -
fi 4 56 30 7136 
f6 5 70 30 1800 
Table 1.3: Perfonnances de l'algorithme génétique sur les 6 fonctions tests 
Ce tableau démontre la faculté qu'on les algorithmes génétiques à localiser 1'optimum sur des 
problèmes de nature très variée. li est notamment intéressant de noter que ces résultats ont été obtenus 
pour des valeurs de paramètres de l'algorithme sensiblement identiques pour les différentes fonctions 
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(Table lA). La probabilité de mutation prend des valeurs de l'ordre de III et la probabilité de 
croisement est assez élevée dans tous les cas. Le réglage de la pression de sélection est assuré ici à 
l'aide du paramètre tsel qui prend des valeurs dans l'intervalle [1.6, 1.8]. Enfin, pour tous les tests 
l'opérateur de croisement était le crossover 2-points. 
Fonction pc pm tsel nbpop txov 
JI 0.7 0.01 1.7 26 2-points 
h 0.7 0.02 1.7 50 2-points 
J3 0.9 0.02 1.6 50 2-points 
J4 0.7 0.01 1.7 70 2-points 
is 0.7 0.018 1.7 30 2-points 
f6 0.8 0.01 1.8 30 2-points 
Table 1.4: Valeurs des paramètres de l'AG pour les tests de la Table 1.3 
La fonction de Rastrigin s'est révélée très difficile pour notre algorithme génétique qui n'a jamais pu 
localiser l'optimum ni même sa région (précision plus faible mais le deuxième optimum est passé !). 
Pour les valeurs des paramètres données dans la table lA, la valeur moyenne (sur les 30 exécutions) 
obtenue pour l'objectif au bout des 25 000 évaluations était de 5.51 c'est-à-dire sur des optima pas trop 
éloignés. 
L'autre fonction multimodale a donné des résultats bien plus concluants. Notamment pour cette 
fonction, le deuxième optimum est 0.990 et pour les valeurs des paramètres données dans la table lA 
l'algorithme a franchi ce pic en 2845 évaluations en moyenne. Bien sûr f3 ne possède pas autant 
d'optima que la fonction de Rastrigin pour n=lO, cependant nous avons testé cette dernière pour n=5 et 
n=3 c'est-à-dire des fonctions possédant respectivement 100000 et 1000 optima. Les résultats sont 
présentés dans la table 1.5 dans laquelle nous avons aussi fait figurer le nombre moyen d'évaluations 
pour atteindre la région de l'optimum global (Région). 
Fonction n dim. pc pm tsel nbpop txov nopt Région neval 
f4 5 70 0.9 0.014 1.6 100 2-points 27 8121 14573 
f4 5 70 0.9 0.014 1.6 70 2-points 22 9182 12765 
f4 5 70 0.9 0.014 1.6 50 2-points 21 10965 13830 
f4 3 42 0.9 0.024 1.6 60 2-points 30 3558 6863 
Table 1.5: Perforinances de l'AG sur fonction de Rastrigin pour différentes dimensions 
On constate que, dans ces cas, l'algorithme génétique localise l'optimum notamment pour n=3. Pour 
n=5 les échecs sont dus à une convergence vers le deuxième optimum pour lequel la fonction vaut 1. 
Là encore le nombre d'évaluations nécessaire pour localiser la région de l'optimum global est bien plus 
faible et on peut remarquer que la localisation est plus rapide pour une large population qui implique 
beaucoup plus de schémas dans la recherche. On peut d'ores et déjà conclure que pour l'algorithme 
génétique le coût (en nombre d'évaluations) pour obtenir une bonne précision est relativement 
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important. En revanche la localisation de la région de l'optimum ne nécessite pas autant d'efforts de 
calcul. 
En ce qui concerne les fonctions unimodales, l'algorithme génétique n'a pas eu de problèmes pour 
localiser l'optimum mais là encore, le nombre d'évaluations pour obtenir la précision que nous 
souhaitions est assez élevé surtout si on le compare à celui obtenu avec une méthode déterministe (voir 
par ailleurs). 
Nous avons aussi regardé le comportement de l'algorithme sur la fonction f3 pour un opérateur de 
croisement unifonne au lieu de l'opérateur 2-points (Table 1.6) tout en conservant les autres paramètres 
identiques. Ces essais ont été réalisés sur deux tailles de population: 30 et 50. 
Fonction pc pm tsel nbpop txov nopt neval 
Il 0.9 0.03 1.6 50 2-points 30 8910 
Il 0.9 0.03 1.6 50 Un ifonne 27 7380 
(1 0.9 0.03 1.6 30 2-points 25 7350 
Il 0.9 0.03 1.6 30 Unifonne 26 6395 
Table 1.6: Comparaison des peifonnances du croisement unifonne et du croisement 2-points 
Les résultats sont sensiblement équivalents pour les deux opérateurs. On peut remarquer cependant 
que pour une population plus faible (30) et une valeur nopt identique le nombre d'évaluations moyen 
nécessaire pour atteindre l'optimum est inférieur dans le cas de l'opérateur de croisement unifonne. 
Ceci confirme ce que nous avions dit précédemment au sujet de cet opérateur: il pennet bien une 
exploration de l'espace des solutions plus importante dans le cas des populations de faible taille. 
Nous avons jusqu'à présent conservé dans tous les tests des probabilités de croisement et de mutation 
identiques. Nous avons donc fait varier les probabilités pc et pm pour regarder l'influence de ces 
paramètres sur la recherche de l'optimum. Les tests ont été réalisé sur les fonctions f2 etf3' La table 1.7 
comptabilise les succès (nopt) pour les différentes valeurs de pc et les courbes de la figure 1.12 
montrent l'évolution de h pour le meilleur individu en fonction du nombre d'évaluations. On constate 
que si l'algorithme localise bien l'optimum global pour les différentes valeurs de pc, sa convergence est 
grandement améliorée pour des valeurs de pc élevées. En effet, pour pc = 0.2, la région de l'optimum 
global if3> 0.990) n'est découverte qu'après 10 000 évaluations alors que pour pc= 0.8 cette région 
est atteinte rapidement. 
pc nopt 
0.8 30 
0.6 30 
0.4 30 
0.2 26 
Table J.7: Valeurs de no pt pour différentes valeurs de pc sur lafonctionh 
(pm =0.03 , tsel=1.6, nbpop=50, croisement 2-points) 
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f ( Meilleur individu dans la population) 
3 
1 
ｾＬｾｾｾｾｾｾｾｾｾｾｾ］］ｾｾｾｾｾｾｾｾｾｾＮｾ＠1" 
l, 
0,98 ..... ｾ＠ ... . .................. -r ............................. 1" 
l ｾ＠
l ｾ＠
0,92 
l 1 
........... !" ........................ ····l .. ··· .. ······ .. ···· .. ·······:···················· .. · ......... , ............................. . 
--,1- mlmmm_m __ mlmmmmmm_j-m_ mmi ｾ＠ ｾ＠ ｾ＠ ｾＺｾ＠
L_II_m+_mmmmm!mmm 
0,96 
0,94 
0,9 
o 2000 4000 6000 8000 1 104 1,2 104 
Nombre d'évaluations 
Figure 1.12: Evolution de la fonction h pour différentes valeurs de pc 
La table L8 présente les résultats obtenus pour différentes valeurs de la probabilité de mutation sur la 
fonction};. Sur la figure L13 nous avons tracé les valeurs de}; pour le meilleur individu en fonction 
du nombre d'évaluations. On constate que l'opérateur de mutation est absolument nécessaire pour 
approcher avec une bonne précision l'optimum. En revanche si pm est trop élevé alors les bons 
schémas sont rapidement détruits et la recherche ne peut être efficace. Il semble donc que des valeurs 
proches ou légèrement inférieures à 111 donnent les meilleurs résultats. 
1 
Il 1 pm nopt 
0.002 3 
0.008 15 
1 0.015 27 
" 
" 
il 
" 0.03 30 Il 
Il 0.1 
1 
o Il , 
Table 1.8: Valeurs de nopt pour différentes valeurs de pm sur lafonctionf2 
(pc =0.7 , tsel=1.6, nbpop=50, croisement 2-points) 
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f (meilleur individu dans la population) 
2 
0,8 
0,7 
0,6 
0,5 
0,4 
0,3 
0,2 
1 ! 1 
···········································f···················· .. ·· .. ······················f················ ................................ ｾ＠ .............................................. -
l l. pm = 0.002 
i ｾ＠
.......................................... ? ................................................ ｾ＠ ....... .. 
: : 
! ｾ＠
-ofI-'- pm :: Ii.om;; ................................ -
..... ｾ＠ .................................... ! ................................................. [......... • pm::: 0.015 ................................ _ ! i B pm = 0.03 
·········································l···············································l·················· ............................ "1" ............................................. -
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Figure 1.13: Evolution de lafonctionfi pour différentes valeurs de pm 
5.4 Recuit Simulé 
La table 1.9 résume les résultats que nous avons obtenus avec l'algorithme de Recuit Simulé. Cet 
algorithme donne sensiblement les mêmes résultab que l'algorithme génétique sur les fonctions 
unimodales. Sur les fonctions multimodales, l'algorithme de Recuit n'a pu trouver l'optimum avec une 
précision de 10.3 sur les variables que pour 17 essais sur 30 et pour les autres il est resté piégé sur 
l'optimum local 0.99. Cependant, il faut prendre ces résultats avec prudence car il s'agit uniquement 
d'une version "domaine public" sur laquelle nous n'avons effectué que peu de changements et elle n'est 
présentée ici que pour servir d'élément de référence à notre algorithme gé!1étique. D'ailleurs sur la 
fonction de Rastrigin pour n=5, l'optimum global est localisé avec la précision désirée dans 26 essais 
sur 30 et avec 21665 évaluations en moyenne. Dans ces tests nous avions pris kmax=350, iCpaI=100 
et nr=50 et pour la fonction de Rosen Susiki nous avons traité les contraintes à l'aide d'une fonction 
de pénalisation extérieure. 
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Fonction n no pt neval 
fI 3 30 2508 
f2 2 30 11001 
ｦｾ＠ 2 17 18720 
f4 10 2 29268 
f5 4 30 5827 
f6 5 30 1636 
Table 1.9: Peifonnances du recuit simulé sur les 6 fonctions tests 
5.5 Lagrangien Augmenté 
Les tables 1.10, 1.11, 1.12 présentent les perfonnances de l'algorithme de Lagrangien Augmenté sur les 
3 fonctions unimodales et dérivables. Le nombre d'évaluations prend en compte le gradient et dans ces 
tests nous avons fait figurer la solution finale. On s'aperçoit que le nombre d'évaluations est bien 
moins important que dans le cas des méthodes stochastiques et que la solution finale est bien plus 
précise. D'ailleurs, compte tenu du caractère unimodal de ces fonctions, l'optimum est trouvé quel que 
soit le point de départ, cependant, suivant la valeur de celui ci le nombre de calculs peut être plus ou 
moins important. 
Fonction n Point initial Point final nevaI 
fI 3 (5, -5, 5) (10- 14, 10-14, 10-14) 6+18 
fI 3 (1, 5, -5) (10-7, 10-8, 10-8) 6+18 
= 
fI 3 (2, 3, -4) (10-7, 10-7, 10-7) 5+15 
Table 1.10: Peifonnance du Lagrangien augmenté sur la fonction fI 
Fonction n Point initial Point final neval 
f2 2 (2,3) (0.999999,0.999999) 38+76 
f2 2 (5, -5) ( 1.000000, 0.999999) 83+166 
f2 2 (5,0.01) ( 1.0000000,0.9999999) 74+148 
Table 1.11: Peifonnance du Lagrangien augmenté sur lafonctionh 
.. Fonction n Point initial Point final neval 
f5 4 (5,5,5,5) (10-6, 0.99998, 54+216 
2.00000, -0.99998) 
f5 4 (2,2,2,2) (10-6, 1.000000, 46+184 
1.99999, -0.99999) 
f5 4 (5, 0, 6, 9) (10-5, 0.99998, 57+228 
1.99998, -1.00003) 
Table 1.12: Peifonnance du Lagrangien augmenté sur lafonctionfs 
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6 CONCLUSION 
Dans ce chapitre, nous avons présenté une méthode de Lagrangien Augmenté pour l'optimisation sous 
contraintes non linéaires. Cette méthode possède la particularité de ne pas être sensible aux problèmes 
de conditionnement habituellement rencontrés dans les méthodes de pénalités. Sur les fonctions 
testées qui étaient unimodales et dérivables, elle a trouvé l'optimum avec un nombre de calculs de 
fonctions bien plus faible que pour les méthodes stochastiques. 
En revanche, dans le cas des fonctions présentant plusieurs optima la méthode de Lagrangien 
Augmenté n'est pas en mesure de localiser l'optimum global, à moins d'un heureux concours de 
circonstances (point initial proche). C'est pour cette classe de fonctions que nous avons introduit les 
algorithmes stochastiques. 
L'algorithme génétique se base sur les principes dérivés de l'évolution des espèces et utilise un codage 
de l'espace des paramètres ainsi que des opérateurs très simples comme le croisement et la mutation. 
Cet algorithme possède le double avantage de ne pas nécessiter le calcul du gradient et surtout d'être 
capable de localiser l'optimum global. Cette dernière caractéristique a été confirmée par les résultats 
obtenus sur les fonctions multimodales testées. Les tests ont été de plus réalisés avec des valeurs de 
paramètres de l'algorithme presque identiques quelle que soit la nature de la fonction test. Ceci est 
important puisque pour des problèmes "réels" nous n'aurons pas la chance de pouvoir procéder à de 
nombreux essais à cause du coup des évaluations. 
L'algorithme de Recuit Simulé a été développé par analogie entre le ryrocédé de recuit en métallurgie 
des solides et l'optimisation mathématique. Les performances obtenues par cet algorithme sur les 
différentes fonctions tests ont été légèrement inférieures à celle de l'algorithme génétique mais il ne 
s'agissait ici que d'une version du domaine public sur laquelle nous n'avons pas effectué autant 
d'essais. Notre but était de comparer l'algorithme génétique à une méthode d'optimisation stochastique 
ayant déjà fait ses preuves en Electromagnétisme. 
Quoiqu'il en soit, les tests réalisés sur ces algorithmes nous permettent de tirer quelques 
enseignements sur leurs comportements: 
- Les algorithmes de Recuit Simulé et Génétiques sont capables de localiser l'optimum global. 
- Sur les fonctions unimodales, l'algorithme de Lagrangien Augmenté (ou BFGS dans le cas 
sans contraintes) converge vers l'optimum en nécessitant bien moins de calculs que les méthodes 
stochastiques pour une même précision. 
- Sur les problèmes multimodaux, l'algorithme génétique a nécessité de nombreux calculs 
supplémentaires pour obtenir la précision souhaitée alors qu'il avait déjà localisé la région de 
l'optimum global. 
Il faut ajouter que sur la fonction de Rastrigin pour n=lO aucun des deux algorithmes stochastiques 
n'a été en mesure de localiser la région de l'optimum global. 
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Tout ceci nous amène à nous demander: 
- si il est possible de diminuer encore le nombre d'évaluations pour atteindre la région de l'optimum. 
- si il est possible d'améliorer la précision de la solution obtenue. 
- si il est possible, moyennant un coût raisonnable en évaluations, de trouver l'optimum global pour des 
problèmes comme celui de Rastrigin en dimension 10. 
C'est à ces questions que nous avons voulu répondre dans le prochain chapitre pour pouvoir ensuite 
nous attaquer à des problèmes réels avec un algorithme performant. 
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1 INTRODUCTION 
Dans le chapitre précédent nous avons pu comparer les forces et les faiblesses des divers algorithmes 
en étudiant leur comportement sur certaines classes de fonctions. Cependant, il reste quelques 
questions en suspens et notamment nous aimerions encore améliorer les performances de l'algorithme 
génétique en diminuant le nombre d'évaluations pour atteindre l'optimum et en augmentant la précision 
de la solution obtenue. 
Dans ce chapitre nous étudierons la possibilité d'un couplage entre un algorithme génétique et un 
algorithme déterministe. Ce type d'hybridation, lorsqu'elle est possible, nous permettra d'utiliser au 
mieux les avantages de ces deux méthodes, à savoir: 
- La capacité d'un algorithme génétique à localiser la région de l'optimum global. 
- La rapidité de convergence, la précision et le faible coût en termes d'évaluations que possède un 
algorithme déterministe lorsque le point de départ est proche de la solution optimale (globale !). 
Se pose alors la question fondamentale de savoir à quel instant il est opportun de commute de 
l'algorithme génétique vers l'algorithme déterministe. Nous étudierons le critère d'une telle 
commutation. 
A vant cela nous débuterons par quelques considérations sur l'algorithme génétique et notamment sur 
la viabilité du codage binaire. En effet, même si celui ci semble bien se prêter aux problèmes pour 
lesquels les structures manipulées sont des variables réelles continues, il peut se révéler inutilisable 
pour des problèmes bien plus complexes. Cette question du codage nous renvoie à des considérations 
évoquées dans le chapitre précédent : la recherche est-elle bien le fait de la concaténation 
d'informations élémentaires ou le fruit d'un équilibre entre exploitation et exploration? Nous 
exposerons donc quelques principes pour implanter un algorithme génétique lorsque les structures 
manipulées ne permettent pas l'utilisation d'un codage binaire. Cette démarche nous conduira alors 
naturellement à un algorithme spécialisé pour l'optimisation de maillages CAO (Chapitre IV) mais elle 
pourra servir dans d'autres domaines de l'électrotechnique comme l'optimisation de réseaux par 
exemple. Nous proposerons aussi un algorithme génétique basé sur un codage réel qui sera utilisé 
lorsque les variables sont réelles et en électromagnétisme nous l'emploierons dans le cas où le critère 
est donné sous forme analytique (Chapitre III) ou pour l'optimisation de forme (Chapitre V). Bien sûr 
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pour ces types de problèmes, l'algorithme génétique classique pouvait convenir, mais l'approche 
codage réel a donné des performances supérieures à celle de l'approche binaire sur les fonctions tests 
du chapitre précédent. 
Enfin pour terminer, nous évoquerons les possibilités de parallélisation de l'algorithme génétique. 
En effet une parallélisation peut se révéler très intéressante lorsque l'évaluation du critère devient très 
coûteuse. Le portage du code séquentiel en code parallèle peut d'ailleurs être grandement simplifié par 
l'utilisation d'un langage de programmation par transfert de messages de type PYM (Parallel Virtual 
Machine) qui permet à l'aide de fonctions très simples d'emploi, de programmer de façon transparente 
dans un environnement hétérogène de machines. 
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2 VIABILITE DU CODAGE BINAIRE 
Les algorithmes génétiques classiques sont considérés comme des algorithmes robustes c'est-à-dire 
qu'ils peuvent s'appliquer à une large gamme de problèmes, sans nécessiter d'informations sur le 
problème traité autres que l'évaluation du critère. Cependant, cette absence d'informations 
supplémentaires quant à la nature du problème peut aussi constituer une faiblesse de l'algorithme 
génétique, notamment dans des cas où les contraintes sont non "triviales". Pour illustrer ceci, on peut 
penser au célèbre problème du voyageur de commerce. Dans ce problème, un voyageur doit parcourir 
toutes les villes situées sur son territoire. Il doit passer dans chacune d'entre elles une unique fois et 
revenir, en fin de parcours, à la ville de départ. On se propose alors de répondre à la question: 
moyennant un coût de voyage donné entre chaque ville, quel est le parcours optimal du voyageur de 
commerce pour minimiser le coût global ? Dans un algorithme génétique classique, un individu 
représentera l'ensemble des villes parcourues par le voyageur de commerce. En utilisant les opérateurs 
de croisement et de mutation, on court le risque de passer la plupart du temps à évaluer des individus 
ne satisfaisant pas la contrainte c'est à dire des individus codant au moins 2 fois la même ville. De 
nombreux auteurs [Grefenstette85][Goldberg85][Davis85] ont donc proposé des algorithmes 
génétiques modifiés. Dans ces algorithmes le codage binaire est abandonné et les opérateurs de 
croisement et mutation sont spécialement redéfinis pour permettre de prendre en compte la contrainte 
du voyageur de commerce. En électronique, on peut être confronté à ce type de problème. Par exemple 
dans la recherche d'une disposition optimale des composants sur une carte VLSI. 
Ceci ne constitue qu'une illustration mais ce type de problème, lié au codage binaire, se rencontre dans 
de nombreux domaines [Forrest85b][Coombs87][Glover87][Fox91][Vignaux91]. Ainsi, il vaudra 
mieux conserver un codage naturel des structures manipulées par notre problème et adapter en 
conséquence les opérateurs de croisement et de mutation. Les opérateurs génétiques devront alors 
satisfaire aux principes fondamentaux suivants: 
- Le croisement est un opérateur qui échange de l'information entre 2 individus (ou plus !) 
- La mutation est opérateur qui perturbe l'information contenue dans un individu. 
En abandonnant le codage binaire on s'éloigne de la théorie de Holland mais on permet l'introduction 
d'informations supplémentaires dépendantes du problème qu'on se propose de traiter. Ces 
modifications donnent naissance à une nouvelle classe d'algorithmes génétiques que [Michalewicz94] 
nomme Evolution Program's (EpIs) (Programmes d'évolution). 
La figure II. 1 illustre la différence entre l'approche classique des algorithmes génétiques et l'approche 
EP. 
Nous utiliserons, dans le chapitre IV, une démarche EP pour la mise en œuvre d'un algorithme 
génétique spécialisé pour l'optimisation de maillages. Cette démarche devra être employée dès lors que 
les structures manipulées sont complexes. 
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(, .J Algorithme génétique ｾｲｯ｢ｬ￨ｭ［ｊ＠ standard 
ｾ＠ Algorith}e génétique 
spécialisé 
Figure l/.i: Comparaison entre l'approche génétique Standard et l'approche Evolution Program 
En ce qui concerne l'optimisation de structures en électrotechnique, les algorithmes génétiques 
standards ont déjà pennis de résoudre un certain nombre de problèmes, mais là encore une approche 
EP est envisageable. L'ensemble des paramètres de notre problème ne sera plus représenté par une 
chaîne binaire mais par un vecteur de nombres réels. Ce codage naturel des paramètres réels - codage 
réel -, est encore très discuté dans la communauté "Génétique" puisqu'il remet en cause la théorie des 
schémas de Holland. Dans la section suivante, nous présenterons un algorithme basé sur ce type de 
codage et il sera comparé à l'algorithme standard sur un ensemble de fonctions tests. Dans la suite cet 
algorithme sera utilisé pour traiter les problèmes d'optimisation de structures en électromagnétisme 
(Chapitre III et Chapitre V). 
3 UN ALGORITHME GÉNÉTIQUE AVEC CODAGE RÉEL 
3.1 Présentation de l'algorithme mis au point 
3.1.1 Codage des paramètres 
L'ensemble des variables (Xj )j:l.n est représenté par un vecteur: x = < XI' X]' .", X n > où chaque x j est 
un nombre réel. Initialement chaque xj est généré aléatoirement dans [x jmjn , Xjma.t ]. Les opérateurs de 
croisement et de mutation seront alors soigneusement définis pour conserver chacune des variables 
dans son domaine. La plupart de ces opérateurs s'inspirent d'ailleurs des opérateurs du codage binaire. 
3.1.2 Opérateurs de Croisement 
Des opérateurs simples du type I-point, 2-points ou uniforme peuvent être implantés de la même 
manière que dans le cas d'un codage binaire. La seule différence réside dans le point de coupe qui doit 
être choisi entre deux variables du vecteur ce qui revient à permuter des variables entre 2 chaînes. La 
figure II.2 présente l'opérateur de croisement I-point. 
Figure l/.2: Croisement i-point pour le codage réel 
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L'opérateur de croisement arithmétique (Fig. II.3) [Janikow91] est légèrement différent et a été 
implanté spécialement pour le codage réel. L'échange d'informations se fait au travers d'une moyenne 
arithmétique entre les 2 chaînes parents. Cet opérateur utilise un nombre aléatoire a E [ 0,1] qui garantit 
que les descendants auront bien leurs gènes Xi dans ｛ｸｾｩｮＬ＠ ｸｾ｡ｸ｝Ｎ＠
x' =ax+( 1-a)"y 
Y'=(l-a)x+ay 
Figure II.3: Croisement arithmétique 
Cet opérateur peut d'ailleurs s'appliquer sur k parents. Pour cela il suffit de générer k nombres ai tels 
que Lai = 1 et de générer les descendants de la manière suivante: x' = L aixi. 
3.1.3 Opérateurs de mutation 
Là encore, les opérateurs sont légèrement différents de ceux vus dans le chapitre précédent. Tant dans 
la manière de muter le gène que dans le choix de ce gène: l'information perturbée n'est plus un bit mais 
une variable de notre problème. On rencontre dans la littérature l'opérateur de mutation uniforme, 
l'opérateur de mutation non uniforme [Davis89] et un opérateur de mutation aux bornes 
[Janikow91]. 
La mutation uniforme sélectionne un gène kdans la chaîne x =< Xl' X2,"', Xk,"', Xn > et génère la 
nouvelle chaîne x' =< Xl' X2,"', X;.···, Xn > où X; est une valeur aléatoire prise dans l'intervalle 
[XZ1ill , x;wx]. La mutation non uniforme génère aussi une nouvelle valeur sur le gène k sélectionné mais 
dans le cas d'un codage réel x; est donné par la formule: 
, jXk +.1(t,x;ax -xk) 
xk = ou 
xk - .1(t, xk - x;in) 
où t représente la génération courante et .1(t, y) une fonction qui retourne un nombre aléatoire dans 
[0, y] et dont la probabilité de renvoyer un nombre proche de 0 augmente lorsque t augmente. Cette 
propriété de .1 permet à l'opérateur de chercher de façon uniforme dans l'espace de solutions dans les 
premières générations puis de façon plus "locale" en fin d'exécution. [Michalewicz94] a proposé pour 
L1 la fonction: 
avec NBGEN le nombre maximum de générations autorisées, r un nombre aléatoire dans l'intervalle 
[0,1] et b un paramètre de l'opérateur qui définit le degré de non uniformité. Pour L1 on peut aussi 
prendre la fonction: 
L1(t,y)=y.r(l- t )b 
NBGEN 
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Celle ci donne, d'après Michlewicz, de meilleurs résultats [Michalewicz94] 
L'opérateur de mutation aux bornes sélectionne une des variables de la chaîne et fixe sa valeur à une 
des bornes de son domaine de variations. L'intérêt d'un tel opérateur est qu'il permet de tester des 
valeurs du domaine qui n'auraient pu être accédées par le simple fait des croisements présentés plus 
haut. 
Jusqu'à présent les opérateurs Croisement - Mutation étaient liés: la mutation agissait sur toutes les 
chaînes issues du croisement des individus sélectionnés. [Davis89] a introduit le concept d'opérateurs 
indépendants. Une ou deux chaînes sont sélectionnées, puis soit l'opérateur de croisement, soit 
l'opérateur de mutation est appliqué et non les deux successivement comme c'était le cas 
précédemment. Dans notre algorithme génétique, nous avons implanté trois opérateurs de mutation 
(uniforme, non uniforme, aux bornes) et quatre opérateurs de croisement (l-point, 2-points, 
Uniforme, Arithmétique). Des poids leur ont été affectés et un opérateur est ensuite sélectionné à 
l'aide d'une Roue de Loterie biaisée. Il existe différentes façons de calculer ces poids. On peut par 
exemple les maintenir constants tout au long de l'exécution ou bien les adapter linéairement. Mais il 
faut garder à l'esprit qu'un opérateur de croisement est bien plus intéressant en début d'exécution 
lorsque l'exploration est prépondérante. Par contre, lorsque la population a convergé, seuls les 
opérateurs de mutation sont capables d'apporter un peu de diversité et de maintenir un semblant 
d'exploration. Ce genre de considérations empiriques est en général utilisé pour régler les poids des 
opérateurs, cependant [Davis89] a proposé une approche plus rationnelle: l'adaptation des poids se 
fait en fonction de la performance des individus générés par l'opérateur. Ainsi si un opérateur "travaille 
bien", il sera utilisé de manière plus fréquente. Malheureusement, il semble qu'il soit nécessaire de 
considérer tous les parents qui ont permis d'aboutir au dernier descendant. C-.:ci demande la mise en 
œuvre de structures assez lourdes et pour notre algorithme nous avons donc préféré nous en tenir à 
des considérations empiriques. 
En plus des opérateurs vus plus haut, nous avons implanté un opérateur de recherche locale basé sur 
des perturbations de type gaussienne. Cet opérateur peut être vu comme un petit Hill-Climbing intégré 
dans l'algorithme génétique. Il agit sur un individu x et le perturbe suivant une loi normale N(x, cr Id) 
où Id représente le vecteur Identité et cr un nombre réel strictement positif. Brièvement, on peut 
décrire cet opérateur - pour une maximisation - comme présenté sur la figure II.4. Pour simuler le 
vecteur aléatoire gaussien y à l'aide de la loi N (x, cr Id) on utilisera, à partir de variables aléatoires 
uniformes, des formules en log-sinus [Bouleau86]. 
Cet opérateur rentre dans la classe des mutations puisqu'il ne perturbe qu'une seule chaîne. Mais il agit 
comme un algorithme de recherche locale à part entière: il tente en effet d'améliorer le point courant en 
effectuant un certain nombre de tirages. Si le nombre de tirages maximum est égal à 1 alors cet 
opérateur est équivalent à une mutation classique mais de loi gaussienne plutôt qu'uniforme. Pourquoi 
utiliser un tel opérateur? En fait il permet à notre algorithme génétique de gravir le pic, s'il existe, de la 
région occupée par le point sélectionné. Intuitivement, cet opérateur apporte de l'information quant à la 
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topologie du problème car il est capable de gravir des optima dans certaines régions de l'espace de 
recherche. Bien entendu, cet opérateur ne devra pas être employé avec un poids très élevé : on 
risquerait alors de faire converger les individus vers un optimum local. En revanche en fin d'exécution, 
s'il est employé avec un taux important, il permet à l'algorithme génétique de se comporter comme un 
algorithme de recherche locale. 
En fait l'algorithme génétique ne doit plus être vu comme une méthode d'optimisation bien spécialisée 
mais au contraire c'est l'ensemble des méthodes d'optimisation présentées précédemment qui sont des 
cas particuliers d'algorithme génétique. Ainsi, le Hill-Climbing est un algorithme génétique où la 
population se réduit à un individu, où l'opérateur de sélection va en direction des meilleurs et où le seul 
opérateur est un opérateur de mutation gaussien. En remplaçant l'opérateur gaussien par le gradient on 
obtient une méthode déterministe. Même le Recuit est un algorithme génétique: l'opérateur de 
sélection est du type Boltzmann et l'opérateur de mutation est un de ceux présentés au chapitre 
précédent (Cauchy par exemple). A partir de là, on peut se concentrer sur les opérateurs de la 
recherche et c'est donc tout naturellement que nous avons introduit cet opérateur de Hill Climbing. 
Choix d'un individu io dans la population 
On se donne: 
un nombre réel (j 
un nombre maximum de tirages NTMAX 
un nombre maximum de refus NRMAX 
Début: 
i f- io 
NRf- 0 
NTf-O 
Tant que ( NR < NRMAX ) et ( NT < NTMAX) faire 
Simuler une variable aléatoire y de loi N (i, (j Id) 
Si f(y) > f(i) alors i f- yet NR f-O (Amélioration) 
Si f(y) ｾ＠ f(i) alors NR f- NR + 1 
NTf-NT+l 
fintq 
fin 
Figure Il.4: Opérateur de recherche locale Gaussien 
La figure 11.5 présente l'algorithme génétique que nous emploierons dorénavant. 
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/* Commentaires */ 
t 
NBGEN 
NBPOP 
thau 
thauO 
thau_fin 
: génération courante 
: génération maximum 
: taille de la population 
: paramètre de pénalité 
: valeur initiale de thau 
: valeur finale de thau 
/* Fin commentaires * / 
début 
t = 0 
initialiser (P(t)) 
évaluer (P(t)) 
thau=thauO 
tant que (thau < thau_fin) faire 
tant que ( t < NBGEN ) faire 
P'(t)=sélection(P(t» 
Vers un algorithme performant ... 
tant que (dim(P(t» < NBPOP ) faire 
ioper=sélection_opérateur ( ) 
choisir aléatoirement 1 ou 2 individus 
fintq 
croiser ou muter cet ou ces individus à l'aide de 
l'opérateur ioper 
placer les descendants dans P(H 1) 
fintq 
évaluer (P( Hl» 
t = t + 1 
augmenter (thau ) 
fintq 
fin 
Figure II.5: Algorithme génétique pour le codage réel 
3.2 Comparaison des performances avec celles du codage binaire 
Les probabilités des différents opérateurs en début et en fin d'exécution sont laissés aux soins de 
l'utilisateur: 
PXti et PXtf : probabilité d'apparition du croisement 1 point. 
PX2i et PX2f : probabilité d'apparition du croisement 2 points. 
PXu i et PXuf : probabilité d'apparition du croisement Uniforme. 
Pxai et Px/ : probabilité d'apparition du croisement Arithmétique. 
Pmui et Pmuf : probabilité d'apparition de la mutation Uniforme. 
Pmnui et Pm nuf : probabilité d'apparition de la mutation Non Uniforme. 
Pmbi et Pmbf : probabilité d'apparition de la mutation aux bornes. 
Pmhi et Pmhf : Probabilité d'apparition de l'opérateur de Hill Climbing. 
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La mutation dynamique dépend du paramètre b qui définit son degré de non unifonnité et l'opérateur 
de Hill-Climbing des paramètres cr et NTMAX et NRMAX qui sont respectivement l'écart type de la 
gaussienne, le nombre maximum de tirages et le nombre maximum de refus consécutifs. 
La première fonction que nous avons testée est la fonction de Rastrigin pour n=10, pour laquelle 
l'algorithme génétique binaire n'avait jamais localisé l'optimum ni même sa région. L'algorithme a été 
exécuté 30 fois. Les tables n.1 et n.2 montrent les valeurs des paramètres de l'algorithme que nous 
avons utilisées: les valeurs finales des probabilités sont atteintes lors de la dernière génération que 
nous avons fixée à 500. On peut noter que la somme de ces probabilités n'est pas égale à 1 ce qui veut 
dire que des individus ne sont pas affectés par ces opérateurs après l'étape de sélection. On constate 
aussi que les probabilités de Croisement sont bien plus importantes en début d'exécution qu'en fin 
d'exécution et qu'inversement, pour les mutations, les probabilités sont plus importantes à la fin. Les 
résultats obtenus (Table n.3) sont très convaincants puisque l'algorithme a localisé l'optimum dans 29 
essais sur 30 et la précision de 3 chiffres significatifs après la virgule est atteinte pour 13146 
évaluations en moyenne. Enfin, la région de l'optimum global est approché lorsque 8732 évaluations 
en moyenne ont été calculées. 
PXti PX2i PXui Pxai Pmu i Pmnu Î PmhÎ Pmh i 
0.05 0.05 0.05 0.25 0.05 0.05 0.003 0.0 
PXt f Px/ Px r u Pxaf Pm/ Pmnuf Pmbf Pmhf 
0.01 0.01 0.01 0.15 0.10 0.10 0.003 0.05 
Table lI. 1 : Probabilités d'apparition des opérateurs en début et en fin d'exécution 
NBPOP b NTMAX NRMAX tsel 
70 2.0 12 8 1.9 
Table lI.2: Valeurs des autres paramètres de l'AG 
Fonction n nopt neval 
10 29 13146 
Table ll.3: Performance de l'algorithme génétique sur lafonction de Rastrigin pour n=10 
Cet exemple montre que les performances de l'algorithme sont grandement améliorées par l'utilisation 
du codage réel. Il prouve encore une fois la capacité de l'algorithme génétique à localiser l'optimum 
global. De plus, compte tenu du nombre très important d'optima locaux de cette fonction, on peut 
s'attendre à ce que l'algorithme génétique soit performant sur les problèmes réels en électromagnétisme 
où, d'après [DeVasconcelos94b], le nombre d'optima est bien moins important (au moins en 
optimisation de forme). 
Nous avons également testé la fonction de Rastrigin pour n=5 pour pouvoir comparer la précision du 
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codage réel avec celui de l'algorithme binaire. Nous avons conservé les même valeurs des paramètres 
sauf la taille de la population que nous avons fixé à 60 et la valeur tsel= 1,7. Sur les 30 essais réalisés 
l'optimum a été trouvé avec une précision de 3 chiffres significatifs après la virgule. Mais ce qu'on peut 
de plus constater (Table lIA), c'est que le nombre d'évaluations pour l'atteindre est nettement moins 
important que dans le cas du codage binaire. Nous avons aussi fait figurer le nombre d'évaluations 
nécessaire pour localiser la région de l'optimum et les conclusions vis à vis du codage binaire sont 
identiques. Le codage réel apporte donc un "plus" à la fois dans la capacité de recherche de l'optimum 
mais aussi en termes de précision sur l'optimum. 
Fonction n nopt Région neval 
5 30 4300 7801 
Table lI.4: Peiformance de l'algorithme génétique sur lafonction de Rastrigin pour n=5 
Nous avons ensuite testé la fonction de Rosen-Susiki avec une taille de population de 50 et une valeur 
tseI= 1,7 mais en conservant les mêmes valeurs de probabilités que pour la fonction de Rastrigin. Nous 
montrons dans la table 11.5 que pour un nombre d'évaluations sensiblement équivalent à celui de 
l'algorithme binaire (cf. chapitre 1) l'erreur relative sur la valeur de la fonction à l'optimum est, dans le 
cas réel, de 10-3 et non plus de 10-2. 
Fonction n nopt Valeur à l'optimum neval 
4 30 ( 0.003,0.999,2.000, -0.999) 7585 
Table Il.5: Amélioration de la précision dans le cas réel sur la fonction de Rosen-Susiki 
Une fois encore, l'utilisation du codage réel a permis d'améliorer la précision de la solution. 
La table II.6 présente la progression du meilleur individu en fonction du nombre d'évaluations déjà 
réalisées lorsque l'algorithme génétique possède l'opérateur de Hill-Climbing (2 ere colonne) et lorsqu'il 
ne le possède pas (3 ieme colonne). Les tests ont été fait sur la fonction de Rastrigin pour n=4 et les 
valeurs des différents paramètres sont montrées dans les tables II.7 et.I1.8. La valeur de cr est 
initialement fixée à 0.1 puis décroît à mesure que l'algorithme progresse. 
neval Valeur del4 avec Valeur de 14 sans 
HilI-Climbing Hill-Ciimbing 
1000 2.30 2.50 
2000 0.92 1.05 
3000 0.38 0.46 
4000 0.000085 0.070 
5000 0.0000078 0.0096 
6000 0.00000095 0.0028 
7000 <10·// 0.0000076 
Table Il.6: Peiformance de l'AG avec opérateur de mutation "Hill-Climbing" 
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PX!i PX2i PXui Pxai Pmui Pmnui Pmb i Pmhi 
0.05 0.05 0.05 0.25 0.05 0.05 0.003 0.0 
PX!f PX2f Px} Px/ Pm r u Pmnu f Pmbf Pmhf 
0.01 0.01 0.01 0.15 O.JO 0.10 0.003 0.0 ou 0.05 
Table II. 7: Probabilités d'apparition des opérateurs pour la fonction f4 
ｾｔｂｐｏｐ＠ b NTMAX NRMAX tsel 
50 2.0 12 8 1,7 
Table II.8: Valeurs des autres paramètres de l'AG 
On constate que cet opérateur apporte un gain sur la précision de la solution puisqu'il escalade les pics 
(pour une maximisation !) de la région de l'individu auquel il est appliqué. Cet opérateur doit 
cependant être appliqué avec une probabilité assez faible pour éviter que la population ne converge vers 
le point "escaladé". 
Pour terminer, il faut noter que nous avons conservé des probabilités d'apparition identiques pour tous 
les problèmes traités. 
4 HYBRIDATION 
L'optimum obtenu par une méthode déterministe est a priori local, sauf si bien sûr le point initial se 
trouve proche de la solution. Mais en général cette éventualité n'est que le fruit d'un heureux concours 
de circonstances. En fait l'intérêt des méthodes déterministes réside dans le faible nombre d'évaluations 
nécessaire pour atteindre l'optimum. 
Les algorithmes stochastiques, que nous avons vus, possèdent deux avantages. lis ne nécessitent pas le 
calcul des gradients et surtout ils sont capables de localiser la région de l'optimum global. Cependant, 
pour arriver à des solutions précises, il faut payer un prix: un nombre d'évaluations important. 
Nous envisageons donc le couplage d'un algorithme génétique et d'une méthode déterministe pour tirer 
profit de leurs avantages en s'affranchissant (au moins partiellement) de leurs inconvénients. Notre 
algorithme génétique se charge alors de fournir un point initial pour l'algorithme déterministe qu'on 
espère être situé dans la région de l'optimum global. Ensuite, la méthode déterministe plonge 
rapidement et sans trop d'efforts de calcul vers l'optimum. Mais à quel moment l'algorithme génétique 
a t-illocalisé la bonne région? li n'y a pas de réponses exactes puisque l'optimum n'est pas assuré ni 
dans la théorie - temps infini - et encore moins dans la pratique où on se fixe un nombre maximum 
d'évaluations. Cependant, certains critères de commutations peuvent être mis en œuvre. Le plus simple 
consiste à arrêter l'algorithme génétique lorsqu'un nombre maximum d'évaluations a été atteint. Pour 
déterminer ce nombre, il faudra s'appuyer sur la connaissance que l'on a des caractéristiques de la 
fonction. Intuitivement on sent bien qu'une fonction dans un espace de faible dimension et ne 
possédant que 2 ou 3 optima locaux, ne nécessitera pas autant d'exploration - et donc d'évaluations -
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que la fonction de Rastrigin en dimension 10. Malheureusement, ce genre de connaissances n'est pas 
forcément accessible même lorsque la fonction à optimiser est donnée sous forme analytique ! On 
peut alors proposer des critères de commutation plus élaborés comme par exemple un critère basé sur 
les génotypes des individus. Dans ce cas, on mesure la convergence de l'algorithme en calculant le 
nombre de gènes ayant convergé. On entend par "gène convergé" un gène qui aurait la même valeur 
(ou une valeur proche dans le cas du codage réel) dans une majorité d'individus de la population. Une 
autre manière de vérifier la convergence de l'algorithme consiste à comparer l'adaptation entre les 
meilleurs individus de deux générations successives. L'algorithme commute alors quand la différence 
entre ces deux valeurs d'adaptation est inférieure à une certaine valeur très faible. Néanmoins, ces deux 
méthodes ne sont absolument pas fiables. Elles indiquent bien sûr une convergence de l'algorithme, 
mais elles n'assurent en aucun cas que cette convergence s'est produite à l'optimum. Notamment, il 
peut être intéressant de laisser continuer l'AG sur quelques générations car une petite mutation peut 
relancer la recherche et faire migrer les individus vers d'autres régions. De plus, si un super-individu 
est généré il y a de fortes chances pour qu'il soit le meilleur durant plusieurs générations: le deuxième 
critère ne nous assurerait donc même pas de la convergence de l'algorithme vers un optimum local! Le 
choix du bon critère de commutation semble sans réponse. Pour notre algorithme hybride nous avons 
choisi un critère basé sur le génotype des individus. Il se présente de la manière suivante: 
1 besTI 
Pour un gène placé en position i on calcule les écarts relatifs ｸｩｬ［ＺｾＺＱ＠ où Xi représente la valeur du 
gène i pour un individu x quelconque de la population et x;esT cette même valeur mais pour le 
meilleur individu déjà généré par l'algorithme. Si un certain nombre de ces écarts - calculé comme un 
pourcentage de la taille de la population - est inférieur à une valeur choisie faible, alors on considérera 
que le gêne en position i a convergé. Cette même opération est répétée sur tous les gènes et 
l'algorithme est arrêté lorsque tous les gènes ont convergé. Ce critère considère donc que l'algorithme a 
suffisamment cherché lorsque tous les individus ont migré vers la même région de l'espace. On va 
maintenant étudier de façon quantitative la viabilité d'un tel critère en testant notre algorithme hybride 
sur certaines fonctions. 
Les paramètres pour mesurer la commutation sont: 
lx. - xvesT ' : Paramètre qui définit la convergence du gène i: le gène i a convergé si ''v', < cvi 
. est Xi 
% pOp : Pourcentage de la population ayant convergé vers le meilleur individu généré 
jusqu'alors par l'algorithme. 
La première fonction testée est celle de Rastrigin pour n=5. Les valeurs des différents paramètres de 
l'algorithme sont celles utilisées précédemment pour cette même fonction. Les essais ont été répétés 30 
fois. La table II.9 présente les résultats obtenus pour différentes valeurs de cvi et %pop. Lorsque tout 
les gènes ont effectivement convergé, l'algorithme génétique s'arrête et fournit son meilleur individu à 
l'algorithme de gradient qui l'utilise alors comme point de départ de sa recherche. Pour comparer les 
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critères de commutation nous avons fait figurer le nombre d'essais ayant abouti à l'optimum et le 
nombre moyen d'évaluations qu'il a fallu à l'algorithme génétique avant de commuter. Nous avons vu 
plus haut que l'AG nécessitait environ 4300 évaluations pour localiser la région de l'optimum sur cette 
fonction; l'idéal serait donc que la commutation se produise lorsque ce nombre d'évaluations est atteint. 
Cependant, il faut bien noter que si la région est bien découverte il n'est en revanche pas certain que la 
population ait convergé vers cette région. 
On constate que si cv i est trop "faible", les gènes convergent rapidement (1500 évaluations) vers une 
région qui n'est pas celle de l'optimum global, surtout que pour ce nombre d'évaluations les 
probabilités de mutation ne sont pas trop élevées (20ieme génération). A contrario, dans le dernier test 
(cv i = 1 0-5 % pop=97) tous les essais ont conduit à l'optimum mais la commutation ne s'est jamais 
effectuée si bien que la population a continué durant 400 générations et l'algorithme a donc réalisé près 
de 12000 évaluations. Entre ces deux valeurs extrêmes c'est le 7ieme test qui a donné les meilleurs 
résultats: environ 7000 évaluations sont faites par l'AG avant de commuter. La table II. 10 montre la 
solution obtenue au moment de la commutation, la valeur de l'objectif et le nombre d'évaluations de 
l'algorithme de gradient pour atteindre l'optimum avec une erreur relative de 10-12 sur les variables. 
cvi %pop nopt neval 
10-2 90 0 1500 
10-3 90 12 3900 
10-3 95 11 3012 
10-4 90 19 4803 
10-4 95 21 5421 
10-5 90 22 5736 
10-5 95 27 7313 
10-5 95 30 pas de 
commutation 
Table II. 9: Commutations sur lafonction de Rastrigin pourn=5 
neval Meilleur individu au neval neval 
(AG) moment de la commutation (BFGS) (Total) 
7313 (2.5003, 2.4997, 2.49952, 100+500 7913 
2.5006,2,5003) 
Table ll.10: Nombre d'évaluations moyen pour atteindre l'optimum dans le cas hybride 
pour lafonction de Rastrigin avec n=5 
Les autres tests montrent cependant qu'il peut être intéressant de laisser "tourner" l'algorithme 
génétique un certain nombre de générations supplémentaires. Notamment, le critère de la convergence 
de 90% de la population n'implique pas forcément que l'algorithme ait tenniné de chercher: les autres 
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individus et des mutations de plus en plus fréquentes sont des sources d'inforrllations très importantes. 
En effet dans tous les cas l'algorithme génétique finit par localiser l'optimum si on ne fait pas de 
commutation (cf. Table IIA). 
Il faut cependant noter que lorsque l'optimum global n'a pas été trouvé, la solution obtenue par la 
méthode hybride était le 2ieme optimum (sauf pour les 3 premiers tests): on voit donc (Table II.9) que 
pour obtenir avec une très bonne précision le premier ou le second optimum, la méthode hybride 
nécessite entre 4803 et 7313 évaluations de la fonction par l'algorithme génétique (auxquelles il faut 
ajouter environ 400 évaluations pour la méthode de gradient). 
Finalement nous avons étudié le comportement de ce critère de commutation sur la fonctionj7 (Fig. 
II.6): 
. (2 2)0.25(. 2( 2 2)0.1 ) Mmj7(x)= XI +X2 sm XI +x2 +1 =j(O,O, ... ,O)=O 
avec -100. $ Xi $100 
Outre le grand nombre d'optima, la difficulté de cette fonction provient du fait que la région de 
l'optimum global est très étroite (Fig. II.7). 
L'algorithme génétique localise l'optimum en peu d'évaluations (environ 4000) mais si on utilise le 
critère précédent (cv i =10-5 %pop=95) alors la commutation ne se produit pas et l'algorithme continue 
de chercher jusqu'à la dernière génération (400). 
Cet exemple montre donc que le choix du bon critère est assez difficile à obtenir et apparemment 
dépend bien du problème étudié. Si on se réfère à ces deux exemples, on pourra a priori utiliser ce 
critère mais en ajoutant une condition sur le nombre d'évaluations qu'il ne faudra pas dépasser. 
La méthode hybride permet quand même d'obtenir une solution avec une bien meilleure précision que 
dans le cas d'un algorithme génétique utilisé seul comme on peut le voir dans la table II.11. Pour la 
fonction j7' l'algorithme est arrêté après 10 000 évaluations et fournit son meilleur individu à la 
méthode de gradient. 
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Figure II.6 : Fonctionf7 sur une dimension 
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Figure Il. 7: Fonction f7 près de l'optimum 
:Meilleur individu lors de Solution obtenue 
l'arrêt de l'AG 
(5.910-7,5.7 10.10) (10·/4, 9,8./5) 
ne val 
(BFGS) 
60+120 
Table Il. 11 : Précision obtenue sur la fonction f7 
5 PARALLELISATION 
Nous venons de voir que l'hybridation constituait un moyen pour réduire les efforts de calcul. 
Cependant, la localisation de la région de l'optimum nécessite tout de même un nombre important 
d'évaluations. 
L'utilisation d'ordinateurs multiprocesseurs est une alternative efficace pour réduire les temps 
d'exécution. Il n'y a qu'à imaginer qu'une moitié des évaluations soit faite sur un processeur et l'autre 
moitié sur un autre processeur: on diviserait théoriquement le temps de calcul par 2. En fait, 
l'utilisation d'architectures parallèles a donné lieu à de nouvelles implantations des algorithmes 
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génétiques [Pettey87] [Pettey89] [Tanese89][Elketroussi94]. Dans ces implantations, il ne s'agit pas 
simplement de distribuer le travail d'évaluation mais aussi de faire évoluer des populations de manière 
différentes. Ces populations peuvent communiquer entre elles en s'échangeant, par exemple, des 
individus. Nous présenterons ici l'algorithme PGA (Parallel Genetic Algorithm) en guise d'illustration 
car le parallélisme semble être une voie prometteuse pour les algorithmes génétiques. Dans 
l'algorithme PGA, chaque processeur traite une sous-population SPi sur K générations à l'aide d'un 
algorithme génétique séquentiel. Ensuite, une phase de communication entre les différents processeurs 
est réalisée et les différentes sous-populations repartent pour K nouvelles générations (Fig. 11.8). 
[Pettey87] a proposé un algorithme parallèle dans lequel la phase de communication se produit à 
chaque génération des algorithmes séquentiels (K=1). Cette communication consiste, pour chaque 
sous population, à envoyer son meilleur individu aux populations voisines et à recevoir de celles-ci 
leurs meilleurs individus. Pour insérer ces nouveaux entrants, Pettey propose de remplacer les moins 
bons individus ou des individus choisis aléatoirement. 
Processeur 1 
G 
l 
G 
• 
• 
• 
Processeur 2 Processeur n 
G ••• ｾ＠
l K générations l 
G 
• 
• 
• 
••• G 
• 
• 
• 
Figure //.8: Schéma de principe d'un algorithme génétique parallèle 
[Elketroussi94] propose un schéma plus complet. Chaque population évolue indépendamment pendant 
K générations. Le but est d'avoir dans chaque sous-population une distribution des individus autour 
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d'un optimum (local a priori à la convergence). Ensuite, si, à l'intérieur d'une sous population SPi, les 2 
meilleurs individus ont convergé vers 2 zones distinctes alors ils sont placés dans 2 nouvelles sous 
populations SPil et SPi2 à la prochaine étape de l'algorithme. Par contre si deux sous-populations ont 
convergé vers le même optimum alors celles-ci ne formeront plus qu'une population à la prochaine 
étape. 
Par rapport aux algorithmes génétiques traditionnels, ces implantations parallèles permettent l'échange 
d'informations non plus entre les seuls individus d'une même population mais aussi entre les 
populations. 
[Mühlenbein91] a étudié les algorithmes parallèles et a montré que non seulement ces algorithmes 
permettaient un gain en temps cpu mais qu'en plus ils permettaient de résoudre des problèmes qui 
n'avaient pas pu l'être par l'algorithme séquentiel. 
Il reste cependant encore beaucoup de possibilités à explorer avec le parallélisme. Notamment sur les 
stratégies de recherche utilisées dans chacune des populations ou sur les phases de communications 
entre ces populations. 
L'algorithme parallèle a été présenté uniquement pour montrer les possibilités qui s'offrent à 
l'utilisateur dans sa recherche d'un algorithme à la fois performant et peu coûteux en temps de calcul. 
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6 CONCLUSION 
Dans ce chapitre nous nous sommes interrogés sur l'intérêt du codage binaire et sur les difficultés qui 
peuvent apparaître lorsque les structures manipulées n'étaient pas des paramètres réels. Notamment, ne 
vaut t-il pas mieux conserver le codage naturel du problème et modifier les opérateurs de la recherche 
en fonction de ce codage? Le codage "réel" des paramètres réels a donné sur les exemples traités de 
meilleurs résultats que le codage binaire: 
- il a localisé l'optimum global avec un nombre moins important d'évaluations. 
- il a amélioré la précision obtenue sur la solution. 
De plus, ce type de codage a autorisé l'utilisation d'opérateurs de nature plus variée répondant à deux 
principes très simples: 
1) La mutation est un opérateur qui perturbe l'information contenue dans un individu. 
2) Le croisement est un opérateur qui échange de l'information entre plusieurs individus. 
Le nombre plus important d'opérateurs augmente cependant le nombre de paramètres de l'algorithme à 
régler, comme les fréquences d'apparition des opérateurs par exemple. Dans notre algorithme nous 
avons choisi une Roue de Loterie déjà proposé par Davis pour choisir entre l'opérateur de croisement 
et l'opérateur de mutation dans l'algorithme binaire, et nous l'avons adapté à nos opérateurs. 
Notamment, nous avons mis à jour les fréquences d'apparition des opérateurs à l'aide de 
considérations empiriques comme "plus de mutations en fin d'exécution" et "plus de croisements au 
début". Ce choix nous a permis d'éviter de mettre en œuvre des structures très lourdes servant à 
récompenser les opérateurs travaillant le mieux lors de la recherche tout en assurant la convergence 
vers l'optimum global. 
Nous avons aussi étudié l'hybridation entre l'algorithme génétique et un algorithme de type gradient. 
La difficulté est de trouver le "bon moment" pour commuter d'un algorithme vers l'autre. Pour cela, 
nous avons mis en œuvre un critère basé sur le génotype des individus de la population. Ce critère 
force la population à converger vers le meilleur individu déjà généré par l'algorithme avant de 
commuter. Il a donné de bons résultats sur la première fonction testée mais a laissé tourner 
l'algorithme plus de temps qu'il ne fallait pour localiser la région de l'optimum global sur le deuxième 
exemple. Ceci semble indiquer que nous n'avons pas trouvé de critère de commutation réellement 
indépendant du problème traité. En revanche, l'algorithme de gradient a toujours nettement amélioré la 
précision de la solution obtenue par l'algorithme génétique. Dans notre implantation, nous avons 
conservé ce critère mais nous avons rajouté un nombre maximum d'évaluations qu'il ne faut pas 
dépasser. 
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Enfin, nous avons brièvement présenté ce qui semble être une voie très prometteuse pour l'optimisation 
génétique: l'algorithme génétique parallèle. Celui ci ne consiste pas seulement à partager le calcul des 
différentes évaluations entre les différents processeurs mais aussi à échanger des informations non 
plus seulement entre individus mais entre populations entières. 
- 74-

Chapitre III 
Optimisation d'un refroidisseur 
de puce IGBT 

Chapitre III Optimisation d'un refroidisseur de puce IGBT 
Chapitre III 
Optimisation d'un refroidisseur 
de puce IGBT 
1 INTRODUCTION 
Le travail qui suit est le fruit d'une collaboration avec l'équipe Electronique de Puissance du 
Laboratoire et en particulier avec M. Luc Meysenc, M. Stéphane Raël et M. Christian Schaeffer qui 
ont passé de longues heures à m'initier au composant IGBT ainsi qu'aux phénomènes thermiques que 
nous avons étudiés. 
Ce travail, qui a réuni deux domaines a priori très éloignés, a débouché sur la conception d'un radiateur 
de dissipation thermique de grande performance pour puce IGBT. 
L'IGBT est devenu le composant majeur de l'Electronique de Puissance car même s'il possède encore 
des temps de commutation supérieurs à ceux du MOS, il permet de contrôler des tensions beaucoup 
plus importantes. 
En contrepartie, ces composants sont le siège de fortes puissances, dissipées pendant les phases de 
commutation et de conduction et sont donc soumis à de forts gradients de température. En utilisant des 
réseaux de canaux de taille microscopique parcourus par un fluide et placés sous la puce on peut 
maintenant, tout en limitant l'encombrement, évacuer des densités de puissance élevées avec une faible 
élévation de température. Cependant, des améliorations peuvent être apportées sur ce type de 
refroidisseur et dans ce chapitre nous proposerons une méthode originale basée sur les algorithmes 
génétiques pour dimensionner les micro-canaux de façon à obtenir un refroidissement optimal. 
Dans ce qui suit nous ne détaillerons pas le comportement complet de l'IGBT et nous analyserons 
seulement ses caractéristiques d'un point de vue thermique. 
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2 TECHNOLOGIE DES l\1ICRO-CANAUX 
A cause des fortes puissances dissipées par les composants d'électronique de puissance il est 
indispensable d'utiliser un système de refroidissement. 
Longtemps, ce refroidissement a été assuré par des radiateurs à convection d'air qui présentaient 
l'avantage d'une réalisation assez aisée. Malheureusement, l'éloignement entre le composant et le 
radiateur dans ce type d'architecture pénalise les performances thermiques de l'ensemble en raison du 
nombre de couches de matériaux qu'il faut ajouter ainsi que du grand nombre d'interfaces de contacts. 
Alors, pour répondre convenablement au besoins croissants de caractéristiques thermiques de plus en 
plus élevées pour les composants d'électronique de puissance, la séparation entre les organes électrique 
et thermique a été supprimée. Ainsi, en utilisant des micro-canaux placés directement sous la puce et 
parcouru par un fluide incompressible on autorise l'évacuation de quantité plus importante de chaleur 
et de plus, on limite considérablement l'encombrement. 
Pour intégrer ce micro-échangeur, on peut par exemple braser la puce sur un support en cuivre dans 
lequel seront usinés des micro-canaux. Le flux de chaleur dissipé par le composant traverse alors la 
partie supérieure de l'échangeur pour être finalement évacué par le fluide (Fig. III.I). 
silicium 
/ ｂｲｾ＠1 ｾ＠ 1 ure 
socle ｾ＠ ｾ＠ ｾ＠ ｾ＠ ｾ＠ ｾ＠ Micr ",V-/V o canal 
Circulation du fluide /' 
Figure III.J.· Micro-échangeur* 
Il faut cependant noter que cette intégration directe a pour effet de porter au potentiel de drain tout le 
dispositif qui, dans le cas de l'IGBT, peut être très important (de l'ordre de IOOOVolts). Il est donc 
nécessaire de limiter au maximum le volume soumis à ce potentiel. Ceci peut être réalisé de deux 
manières: la première consiste simplement à placer une couche isolante entre la brasure et l'échangeur, 
mais dans ce éas les propriétés thermiques du matériau risque de dégrader les performances 
thermiques de l'ensemble. On lui préfère donc une seconde technique qui consiste à utiliser un fluide 
caloporteur diélectrique comme le fluorinert ou l'eau désionisée (Fig. III.2). 
'" Dessins reproduits avec autorisation de M. Luc Meysenc 
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matériau isolant 
partie au potentiel de drain 
\ 
,....-,-...,-...,_ silicium, . 1" ,.".;;' ﾷＬＬＢＢＧ￨Ｇｾ＠ ,.}! ,g 
i 
00000 
canaux 
socle 
.... matériau isolant 
Figure III.2: Isolation électrique de l'ensemble* 
3 ETUDE THER1\lIQUE DU DISPOSITIF 
L'ensemble du dispositif peut être décrit plus précisément par un ensemble de paramètres (Fig. II!.3). 
La puce est brasée sur un parallélépipède en cuivre dans lequel sont usinés des micro-canaux. Le 
fluide incompressible se propage le long des canaux dans la direction z. 
La chaleur est évacuée par la puce vers les ailettes (d'épaisseur e) puis vers le fluide. Les paramètres W 
et L sont imposés par la taille de la puce et la hauteur d doit être aussi faible que possible pour limiter 
l'écart de température résultant de la conduction dans le matériau. Cette grandeur dépend entre autres 
de la manière dont est réalisé la brasure. Finalement l'échangeur peut être décrit par la donnée de D, e, 
le qui représentent respectivement la profondeur du canal, la largeur du canal et la largeur des ailettes. 
y 
Circulation 
du fluide 
le e 
D 
Figure III.3: Paramètres de l'échangeur 
L'analyse thermique met en évidence deux gradients de température (Fig. III.4). Le premier est dû à 
l'échange convectif entre le fluide et la paroi de l'échangeur et peut se modéliser par une résistance 
thermique Rthconv. Le second est dû à l'élévation de température du fluide à mesure qu'il absorbe 
l'énergie dissipée par le composant et on le modélise par une résistance thermique Rthcap 
[Meysenc96a]. La résistance thermique totale est alors égale à la somme Rthconv+Rthcap et ene rend 
compte de l'écart de température entre la température du fluide en entrée et la température de la paroi en 
* Dessins reproduits avec autorisation de M. Luc Meysenc 
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sortie des canaux. Si de plus on néglige les conductions thermiques au niveau de la brasure alors on 
peut définir la température de jonction comme étant la température de la paroi à la sortie d'un canal. 
température de la 
Tw.i 
Tl.i 
Entrée de 
I"échangeur 
Tw.o 
1 (mm) 
Sortie de 
l'échangeur 
Figure IlI.4: Profils de température 
La résistance thermique Rthcap peut être exprimée de façon classique par: 
(IlL 1 ) 
où Q désigne le débit du fluide (m3s"'), p, la masse volumique du fluide et Cp, la chaleur spécifique 
du fluide. 
En revanche, l'expression de Rthconv est plus difficile à calculer car elle fait intervenir un coefficient 
d'échange thermique qui dépend des conditions expérimentales dans lesquelles on se place et en 
particulier: 
- des caractéristiques géométriques de l'écoulement (forme, rugosité). 
- des propriétés du fluide. 
- du type d'écoulement (laminaire, turbulent). 
[Tuckerman85) a calculé ce coefficient à l'aide de l'expression du nombre de Nusselt qu'il a tiré de 
corrélations sur des résultats expérimentaux. Cependant, son expression n'est valable qu'en régime 
laminaire. Nous avons donc utilisé les corrélations de [Knight92) qui ont l'avantage d'être utilisables 
en régime laminaire et turbulent et qui sont de plus, bien adaptées à la géométrie et à la taille des 
canaux de notre application [Meysenc96b). 
Cette méthode "de calcul du coefficient d'échange se base sur trois grandeurs classiques sans 
dimension: 
Le nombre de Reynolds qui représente le rapport des forces d'inertie aux forces de frottement et qui 
s'exprime par: 
(IIL2) 
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où V désigne la vitesse du fluide (ms- I), III la viscosité cinématique du fluide (kgs-Im-I) et Dh le 
diamètre hydraulique donné par la formule: 
D =2Dlc 
h D+lc 
et le nombre de Prandtl défini par: 
Pr = III CPI 
k 1 
OÙ k l est la conductivité thermique du fluide (W °Clm- I)_ 
Enfin nous rajoutons un paramètre géométrique sans dimension: 
(ilL 3 ) 
(III A) 
(IlI.5) 
A l'aide de ces grandeurs caractéristiques, on peut définir le nombre de Nusselt et le coefficient de 
frottement en régime laminaire et en régime turbulent. Ainsi, si le nombre de Reynolds est inférieur à 
2300 alors l'écoulement est laminaire et si on note respectivement Nu et f le nombre de Nusselt et le 
coefficient de frottement on a: 
Nu = -1.047 + 9.326G 
f = 4.7 + 19.64G 
Re 
Si le nombre de Reynolds est supérieur ou égal à 2300 alors Nu et f deviennent: 
f 
-(Re-lOO)Pr 
Nu = _-=2'-----",=--__ _ 
1 + 12.7 #(pr23 -1) 
( 1.01612D) (-{).268_o.3193D,) f = 0.0929+ h Re L 
L 
(III.6) 
(III.7) 
(III.8) 
(IIL9) 
Finalement, à partir du nombre de Nusselt on déduit le coefficient d'échange h ainsi que l'expression 
théorique de la résistance thermique Riliconv. 
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(IILIO) 
(IIL11 ) 
En général, on introduit la notion d'efficacité d'ailette pour tenir compte de la répartition de la densité 
de flux le long de la paroi des canaux. En effet, la partie la plus éloignée de la puce dissipe moins que 
la partie la plus proche et on corrige donc (IlL 11) à l'aide d'un facteur multiplicatif ｾ＠ défini comme 
suit: 
ｾ＠ = tanh(rnD) 
rnD 
avec ID = ｾ＠ e":, 
et kp la conductivité thermique de la paroi. 
ce qui donne pour la résistance thermique: 
1 
Rth =------
conv ＲｮｨｌＨｄＫｬ･Ｉｾ＠
(IlL 12) 
(IlL 13) 
(IlL 14 ) 
N( JS venons donc de décrire les phénomènes thermiques qui se produisent dans le dispositif puce-
échangeur. Ces phénomènes peuvent être modélisés par une résistance thermique: 
Rth = Rth conv + Rth cap (IIL15) 
Nous désirons maintenant minimiser cette Rth en jouant sur la taille et quelques autres paramètres de 
l'échangeur afin d'assurer un refroidissement optimum du composant de puissance (dans notre étude 
l'IGBT). Il faut donc définir précisément les paramètres qui sont susceptibles d'être modifiés ainsi que 
les contraintes de réalisation. 
4 MINIMISATION DE LA RÉSISTANCE THERMIQUE TOTALE 
Les données de notre problème sont les dimensions de la puce, les propriétés thermiques de 
l'ensemble des constituants et les propriétés du fluide employé. Tous ces paramètres sont donc fixes et 
les seules grandeurs sur lesquelles nous réaliserons notre optimisation sont: 
- la profondeur des canaux (D) 
- la largeur des canaux (le) 
- la largeur d'une ailette Ce) 
- la vitesse d'écoulement du fluide (V) 
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A l'aide des formulations précédentes on peut donc définir une résistance thennique qui soit fonction 
de ces quatre paramètres. Outre les contraintes de domaines sur ces quatre paramètres, il faut ajouter 
des contraintes représentatives du coût investi dans le système de pompage. Nous avons à cet effet 
retenu deux grandeurs caractéristiques: 
- la chute de pression ｾ＠ dans le micro-échangeur (Pa) 
- la puissance motrice Pm assurant la circulation du fluide (W) 
Finalement nous pouvons formaliser notre problème d'optimisation comme suit: 
Min Rth(D,e,le, Y) 
eE[emin,emax ] 
le E[lcmin,lemax] 
.0.P ｾ＠ .0.P max 
ｐｭｾｐｭｭ｡ｸ＠
(TIL 16) 
Les contraintes .0.P et Pm ne sont pas indépendantes car la deuxième s'exprime à l'aide de la première 
par la relation: 
Pm = .0.PQ 
où Q désigne le débit volumique total. 
W Q=DlcY--
le+e 
De plus on peut relier .0.P au coefficient de frottement: 
.0.P = 2 PI y 2fL . 
Dh 
(TILI7) 
(TILI8) 
(TIL 19) 
La transition laminaire - turbulent rend le problème discontinu et ne pennet donc pas l'utilisation de 
méthodes basées sur le calcul des dérivées. [Knight92] et [Tuckerman85] ont proposé des 
optimisations se basant essentiellement sur un balayage du domaine des solutions. Nous avons 
résumé les résultats obtenus dans la table TILl pour certaines valeurs de la chute de pression et de la 
puissance motrice. 
Cependant ces résultats sont obtenus pour des valeurs bien particulières des contraintes et de plus rien 
ne nous garantit qu'ils sont effectivement bien optimaux. C'est pour cette raison que nous avons utilisé 
un algorithme génétique. 
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auteurs Tuckerman Knight 
D ＨｾｭＩ＠ 365 365 
e ＨｾｭＩ＠ 57 81 
le ＨｾｭＩ＠ 57 377 
V (m çl) 6. 19.68 
.6.P (Bar) 2.068 2.068 
Pm (W) 2 Il 
Rth (°K!kW) 64 56 
Table Ill. 1: Résultats de la littérature (W=10 mm). 
Dans les premiers essais, nous avons cherché à savoir si les valeurs obtenues par [Tuckerman85] et 
[Knight92] étaient bien optimales. Pour cela, nous nous sommes basés sur le fait que la contrainte en 
puissance était celle qui limitait le processus d'optimisation c'est-à-dire qu'à l'optimum trouvé par 
l'algorithme génétique, la valeur Pmmax était souvent atteinte. Nous avons donc fixé Pmmax aux valeurs 
obtenues par Tuckerman (2 W) et Knight (11 W), nous avons imposé les contraintes de domaines 
comme indiqué sur la table IIL2 et finalement, nous avons laissé "tourner" l'algorithme. Les résultats 
obtenus sont présentés dans la table III.3. On constate que pour une même valeur de Pm et pour des 
chutes de pression identiques ou plus faibles, on obtient une résistance thermique très inférieure. 
Min. Max. 
D ＨｾｭＩ＠ 100 1000 
e ＨｾｭＩ＠ 50 1000 
le ＨｾｭＩ＠ 50 1000 
V (m çl) 1 20 
Table III.2: Contraintes de domaines sur les paramètres 
AG AG 
D (Ilm) 597 600 
le (Jlm) 50 92 
e (Jlm) 50 51 
V (m s-l) 4.48 9.6 
.6.P (Bar) 1.5 2 
Pm(W) 2 Il 
Rth (°K!kW) 48.4 38.4 
Table III.3: Résultats de l'Algorithme Génétique (W=10 mm) 
L'autre intérêt de l'algorithme génétique réside dans son caractère automatique c'est à dire qu'on peut 
facilement imposer de nouvelles contraintes sur les paramètres: par exemple, si pour l'usinage des 
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micro-canaux, la fraise utilisée est de 1 00 ｾｭ＠ alors lc devra être fixé à cette valeur. L'algorithme 
génétique donne de nouvelles valeurs optimales (table IlIA et III.5 pour différentes valeurs de la 
puissance Pm et de le). 
AG AG AG 
D ＨｾｭＩ＠ 922 1000 1000 
le ＨｾｭＩ＠ 100 100 100. 
e (um) 105 57A 57.2 
V (m ç1) 10.82 8.32 6.14 
M (Bar) 1,7 0.7 0.5 
Pm (W) 8 4 2 
Rth (OKlkW) 37.2 66.9 68.5 
Table 111.4: Tailles optimales des micro-canaux 
lorsque le paramètre le est fixé à 100 J1m (contrainte d'usinage) 
AG AG AG 
D ＨｾｭＩ＠ 1000 1000 1000 
le (f.lm) 200 200 200. 
e ＨｾｭＩ＠ 194 126 166 
V (m ç1) 13.21 7.99 7.74 
M (Bar) 1,2 0.5 0.5 
Pm (W) 8 2.5 2 
Rth (OKlkW) 40.8 55.2 68.5 
Table IIl.5: Tailles optimales des micro-canaux 
lorsque le paramètre le est fixé à 200 J1m (contrainte d'usinage) 
5 VALIDATION EXPÉRIl\1ENTALE 
Le calcul de la résistance thermique présenté précédemment dépendait en grande partie des 
corrélations empiriques utilisées pour le calcul du nombre de Nusselt. Même si celles ci sont 
reconnues dans la littérature pour être valable dans le cas que nous avons étudié, il est impératif de 
procéder à des essais expérimentaux afin de les vérifier. Cette étude a été menée au laboratoire par M. 
Luc Meysenc dont nous allons présenter les conclusions et quelques photographies sur la réalisation 
du prototype. 
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Pour valider les corrélations, 3 prototypes ont été mis au point: 
- Un prototype à canaux carrés permettant de valider les corrélations en régime turbulent. 
- Un prototype à canaux peu profonds (donc peu sensible aux effets d'ailettes décrit par ｾＩ＠ et 
étroits ce qui assure un écoulement du fluide laminaire. Ce prototype permettra alors de valider les 
corrélations en régime laminaire. 
- Enfin un prototype à canaux profonds où l'effet d'ailette ne peut être négligé: il permettra de 
valider le facteur ｾ＠ utilisé dans les corrélations. 
Concernant le premier prototype, les corrélations employées ont données de bons résultats avec des 
erreurs sur la résistance thermique, entre valeur calculée et mesurée, de l'ordre de 10%. 
Les deux autres prototypes ont donné des résultats similaires entre valeur calculée et mesurée de la 
résistance thermique (Fig. III.S pour le troisième prototype). Ces constats valident d'une part les 
corrélations en régime laminaire et d'autre part le coefficient d'efficacité d'ailette ｾ＠ utilisé. 
Il faut noter que dans les deux cas le régime d'écoulement est laminaire et donc les longueurs 
d'établissement hydraulique et thermique ne sont plus négligeables (Fig. IIL6). Ce qui explique que 
pour de forts débits (Fig. IILS), pour lesquels ces longueurs sont plus importantes, l'écart entre les 
mesures et les valeurs fournies par les corrélations (du régime établit) croissent. En négligeant ces 
longueurs d'établissements, les modèles utilisés en régimes établis permettent dans tous les cas de 
prédire la résistance thermique avec des erreurs inférieures à 20% ce qui est acceptable pour cette 
application. 
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Figure II/.S: Comparaison entre Rth expérimentale et corrélée 
dans le cas d'un régime d'écoulement laminaire établi 
Longueur d'établissement 
du régime thennique 
, 
Figure II/.6: Longueurs d'établissements des régimes hydraulique et thermique 
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Suivent quelques photographies (Fig. 1l1.7, Fig. II1.8) d'un des prototypes mis au point par M. Luc 
Meysenc. 
Collecteur 
Support en cuivre 
Réseau de micro-canaux 
Figure III. 7: Réseau de canaux dissocié de son support 
Réseau de micro-canaux 
Figure III.B: Réseau de micro-canaux 
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6 CONCLUSION 
Les besoins croissants de composants de puissances comme les IGBT ont conduit les ingénieurs à 
chercher des systèmes de refroidissement de plus en plus performants afin d'évacuer les fortes 
quantité de chaleur dissipées. La technologie de micro-canaux brasés directement sous la puce et 
parcourus par un fluide incompressible, répond à cette recherche et nous nous sommes alors attaché à 
optimiser leurs formes dans le but d'améliorer encore leurs performances. 
Pour cela, nous avons défini une fonction objectif, établie en partie à l'aide de corrélations empiriques 
(vérifiées par l'expérience), ainsi que des contraintes représentatives du coût investit dans le système de 
pompage. 
Cette fonction, la résistance thermique totale, a la particularité d'être discontinue au moins en un point 
situé à l'interface entre régime d'écoulement turbulent et régime d'écoulement laminaire du fluide, et 
comme de plus, rien ne nous indique à priori que cette fonction possède un unique optimum, c'est tout 
naturellement que nous avons utilisé notre algorithme génétique. Les résultats ont été très probant et la 
résistance thermique a pu être abaissée de façon sensible par rapport aux optimisations faites 
précédemment par certains auteurs. 
Cette collaboration aura aussi eu le mérite de faire se rencontrer deux domaines de recherche 
possédant a priori peu de points communs ... et pourtant! 
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1 INTRODUCTION ET DEFINITION DU PROBLEME 
Les phénomènes électromagnétiques sont régis par des équations aux dérivées partielles (les équations 
de Maxwell) qui n'ont pas de solution analytique pour des problèmes complexes. La recherche d'une 
solution nécessite alors l'emploi d'une méthode numérique qui transforme le problème continu en un 
problème discret. 
Dans la méthode éléments finis [Sabonnadière86] [Touzot84], le domaine étudié est découpé en sous 
domaines (les éléments finis) de formes géométriques simples (tétraèdres, hexaèdres, ... ). Le 
problème est d'abord résolu sur ces sous domaines qui sont plus simples à traiter. Puis, la variable 
d'état (potentiel vecteur, potentiel scalaire ... ), dont on cherche une solution sur tout le domaine, est 
reconstruite en assemblant les solutions obtenues sur les sous domaines. En fait, cette méthode ramène 
la résolution d'une équation aux dérivées partielles (EDP) à la résolution d'un système d'équations 
linéaires. Les inconnues sont les valeurs de la variable d'état aux noeuds de la discrétisation c'est-à-dire 
aux sommets des éléments finis. Ensuite, à l'intérieur d'un élément, la variable d'état est approximée en 
interpolant les valeurs aux noeuds à l'aide d'un polynôme. 
Cette méthode numérique a donné naissance à des logiciels de calculs conçus pour traiter de manière 
générique un grand nombre de problèmes. 
Dans un logiciel éléments finis, on distingue traditionnellement 3 modules (Fig. IV.I) [Coulomb81] : 
- Le préprocesseur: son rôle consiste à définir la géométrie du problème, à décrire les 
propriétés physiques des différents matériaux et à affecter des conditions aux limites du problème; il 
fait aussi le choix d'une formulation adaptée. On entend par formulation un modèle simplifié d'EDP. 
En effet, les équations de Maxwell qui régissent tous les phénomènes électromagnétiques seraient trop 
complexes à résoudre dans leur intégralité. On effectue donc des hypothèses simplificatrices, suivant 
le dispositif et les phénomènes étudiés, pour se ramener à une EDP plus simple à traiter. 
Enfin le préprocesseur construit le maillage du domaine c'est-à-dire qu'il définit les noeuds et les 
éléments de la discrétisation. C'est sur cet aspect que nous nous sommes penchés dans ce chapitre. 
- Le processeur central: il construit puis résout le système linéaire associé au problème. A la fin 
de cette étape les valeurs aux noeuds sont connues. 
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- Le postprocesseur : celui ci pennet d'exploiter au mieux les résultats fournis par le processeur 
central. Il fournit notamment des outils pour l'analyse du problème: visualisation des lignes de 
champs, calcul de grandeurs globales comme l'énergie ou la force s'exerçant sur une région volumique, 
Préprocesseur 
Préparation des données 
Processeur central 
Résolution du Système linéaire 
H' 
Postprocesseur 
Analyse des résultats 
Figure IV.i: Organisation d'un logiciel éléments finis 
L'étape de discrétisation du domaine est en fait fondamentale dans la méthode éléments finis car la 
convergence et la précision des calculs (lors de la résolution du système linéaire) dépendent en grande 
partie du maillage réalisé par le préprocesseur. 
Les principales techniques de générations de maillage peuvent être séparées en 2 f ,milles : les 
mailleurs structurés [George90], qui nécessitent l'intervention de l'utilisateur et s'appliquent 
essentiellement à des problèmes possédant une géométrie simple, et les mailleurs automatiques, 
appelés aussi mailleurs libres, qui limitent considérablement le travail de l'utilisateur. Nous nous 
intéresserons, ici, uniquement aux maillages constitués d'éléments tétraédriques générés par un 
mailleur automatique de type Delaunay. Ce type de mailleur, implanté dans le logiciel [FLUX3D] est 
incontournable en électromagnétisme. Il pennet, en effet, de mailler des objets de fonnes complexes 
comme l'air entourant un dispositif, problème qui ne se pose pas en mécanique des structures. 
Cependant, ce mailleur ne garantit absolument pas un maillage de "bonne qualité" car certains des 
éléments tétraédriques générés peuvent dégrader la précision des calculs. En effet, il existe de fortes 
corrélations ･ｮｴｾ･＠ la fonne des éléments et le conditionnement du système linéaire traité par le 
processeur central [Zgainski96]. Une amélioration de la qualité du maillage est donc nécessaire et elle 
peut être réalisée de deux façons distinctes (Fig. IV.2) : 
- La première approche consiste à améliorer le maillage après résolution. Dans ce cas, on affine 
le maillage dans les zones du domaine où la solution est moins précise. Ceci peut être fait en 
augmentant, dans les mailles incriminées, soit le nombre de noeuds*, soit le degré des polynômes 
* Adaptativité h 
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d'interpolation**. Ce type d'amélioration - à posteriori - garantit une solution précise mais d'une part, 
elle nécessite plusieurs résolutions successives et donc un coût en temps de calcul très important, et 
d'autre part elle dépend d'un critère d'erreur à adapter à chaque problème physique. 
- Dans la seconde approche, l'amélioration est réalisée avant l'étape de résolution. On parle alors 
d'amélioration a priori. Dans cette approche, aucune mesure de l'erreur n'est disponible et il faut par 
conséquent, pouvoir disposer de critères de qualité d'une maille indépendants du problème traité. 
Critères à postériori 
IOptimisation 1 ｾ＠ J 
........ -G-e-' o-m-é-tr-ie-""""'V l ..... ----"'11 
Formulation ｾ＠ 1 Maillage 1-. Résolution ｾ＠ Exploitation 
Matériaux Î \ __ 
IOPtimisation 1 ｾ＠ Critères à priori 
Figure !V.2: Optimisation de maillage a priori et à posteriori 
Notre étude portera uniquement sur l'optimisation du maillage a priori. En fait, les deux méthodes sont 
complémentaires mais il est nécessaire de disposer d'un maiE3.ge initial de bonne qualité avant de 
procéder à une optimisation à posteriori gourmande en temps de résolution. 
Dans une première partie nous présenterons la triangulation de Delaunay utilisée pour générer un 
premier maillage puis nous décrirons les critères d'optimisation que l'on rencontre dans la littérature. 
Dans une seconde partie, nous verrons quelques algorithmes d'optimisation de maillages et enfin nous 
exposerons un algorithme original basé sur les méthodes génétiques. 
** Adaptativité p 
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2 G EI\TERALITES 
2.1 Définitions 
On se donne un domaine polyédral Q défini par l'ensemble de ses facettes extérieures (segments en 
dimension 2). Une définition d'un maillage peut être la suivante [George90] : 
Définition: On appelle maillage M un ensemble d'éléments géométriques E; tel que: 
UE=,Q 
où les E j sont des tétraèdres, hexaèdres, ... en dimension 3 et des triangles, 
quadrangles, ... en dimension 2 
Définition: Un maillage est dit conforme si pour deux éléments quelconques E j et Ej du 
maillage l'intersection est [Talon89]: 
• soit vide 
• soit réduite à un point 
• soit réduite à une arête 
• soit égale à une facette (en dimension 3 uniquement) 
La figure IV.3 illustre la propriété de confonnité pour un maillage en dimension 2. 
Maillage Non confonne Maillage confonne 
Figure IV.3: Confonnité d'un maillage en 2D 
Dans le cadre de la thèse, nous avons été amenés à travailler sur le logiciel [FLUX3D] développé au 
Laboratoire d'Électrotechnique de Grenoble. Ce logiciel possède un mailleur structuré et un mailleur 
automatique. 
Le mailleur structuré se base sur des méthodes de transport/projection [George90] ou d'extrusion 
[Simon93] pour générer des éléments rectangulaires comme des prismes ou des quadrangles. Un 
avantage de ce type de mailleur est qu'il pennet de contrôler facilement le nombre d'éléments générés. 
De plus, dans les domaines où la variable d'état présente de fortes variations (anisotropie), le mailleur 
structuré se révèle être mieux adapté [Zgainski96]. 
Cependant, ce type de mailleur ne peut être utilisé que sur des domaines présentant une géométrie très 
simple c'est-à-dire là où l'utilisateur peut facilement contrôler la génération des éléments. Par contre 
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pour des domaines de géométrie complexe (par exemple l'air entourant le dispositif), un mailleur 
automatique est indispensable. 
Dans FLUX3D, le mailleur automatique se base sur la triangulation de Delaunay que nous allons 
exposer brièvement. Cette méthode génère des triangles en dimension 2 et des tétraèdres en dimension 
3. 
2.2 l\1aillage de Delaunay 
La triangulation de Delaunay [Hermeline82] est très générale et peut s'appliquer à des espaces de 
dimension quelconque. Pour simplifier, les définitions qui suivent seront exposées pour la dimension 
2 ou la dimension 3 et illustrées par des figures en dimension 2. 
Définition: Enveloppe convexe (Fig IV.4) 
On appelle enveloppe convexe de N noeuds, le plus petit volume V (en 3D) ou la plus petite surface 
S (en 2D) qui s'appuie sur un sous ensemble de ces N noeuds et tel que toutes les arêtes joignant 2 
noeuds de ce sous ensemble soient incluses dans V (en 3D) ou S (en 2D). 
ｾＢＧｾＧＢ＠
\ '0 \ / 
\ / 
D--_ // 
---
--'f:f 
- - - . Enveloppe convexe 
Figure [1/.4: Enveloppe convexe d'un ensemble de 7 noeuds 
Définition: Maillage de Delaunay (Fig. IV.5) 
Soit un ensemble de N noeuds d'un domaine V. Le maillage de l'enveloppe convexe de V, est dit 
maillage de Delaunay si pour tous les éléments E; la boule circonscrite à E; est vide. Autrement dit, 
la boule circonscrite à E; ne doit contenir aucun autres noeuds que ceux de E; . 
En dimension 3, la boule circonscrite à l'élément tétraédrique est une sphère. En dimension 2, la boule 
circonscrite à l'élément triangulaire est un cercle. 
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Delaunay 
Non Delaunay 
Figure IV.5: Deux exemples de triangulation 
Pour construire une triangulation de Delaunay, on procède en général de façon itérative 
[Hermeline82]. A partir d'une triangulation de Delaunay d'un ensemble de N noeuds, on insère le 
(N+l) ieme noeud de la discrétisation à l'aide d'un remaillage local. En fait, lors de l'insertion du 
(N+l) ieme noeud, trois cas peuvent se présenter (Fig. IV.6) : 
• Cas (a) : Le noeud est intérieur à certains éléments (et donc intérieur à leurs sphères 
circonscrites ) . 
• Cas (h) : Le noeud n'appartient à aucune sphère. 
e Cas (c) : Le noeud est intérieur à certaines sphères mais n'appartient à aucun élément. 
o 
cas (b) 
Figure IV.6: Insertion d'un nouveau noeud dans une triangulation de Delaunay 
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Pour les cas (a) et (c) , le traitement est sensiblement identique (Fig. IV.7 et IV.9) : il consiste à 
détruire les éléments dont la sphère circonscrite contient le noeud et à générer de nouveaux éléments 
qui s'appuient sur ce noeud et sur l'ensemble des facettes (arête en 2D) "vues" par le noeud. 
Dans la situation (b) (Fig. IY.8) aucun élément de la triangulation précédente n'est détruit. 
ＭＭｾ＠
l '\ '\ 
1 
1 
Figure IV. 7: traitement du cas (a) 
Figure IV. 8: traitement du cas (h) Figure IV.9: traitement du cas (c) 
Dans le logiciel FLUX3D, la géométrie est décrite par un modèle B.Rep* (ou Représentation 
Frontière) : l'utilisateur définit les points puis les lignes de la géométrie de sen dispositif. Les faces et 
les volumes sont ensuite construits automatiquement par "topologie". Cette représentation 
hiérarchique de la géométrie est particulièrement bien adaptée à un mailleur libre de type Delaunay. 
* Boundary Representation 
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En effet, FLUX3D va mailler de manière automatique et chronologique, les lignes, les faces puis les 
volumes. En pratique, pour mailler une face du domaine, FLUX3D construit une surface convexe 
englobant la face et, en s'appuyant sur les noeuds de la discrétisation des lignes, il génère une 
triangulation de Delaunay. Pour traiter des faces non convexes, le mailleur rajoute des noeuds sur les 
lignes dans le but d'assurer la conformité du maillage de la face. Une fois les faces traitées, FLUX3D 
génère les éléments tétraédriques dans les volumes de la même façon, mais en s'appuyant cette fois ci 
sur les noeuds des faces. 
L'avantage de la triangulation de Delaunay est qu'elle permet de générer de façon automatique un 
maillage dans des volumes de géométrie complexe. Par contre, l'utilisateur ne peut pas contrôler 
facilement la densité des noeuds dans le maillage et encore moins la forme des éléments générés. La 
figure IV. 10 présente une vue partielle du maillage tétraédrique d'une machine synchrone à aimants. 
Figure IV.lO: Maillage tétraédrique d'une machine synchrone à aimants 
3 Al\1ELIORA TION DE MAILLAGES A PRIORI 
3.1 Introduction 
Dans la méthode éléments finis, la précision des calculs effectués par le processeur central dépend en 
grande partie du maillage réalisé par le préprocesseur. Le maillage M doit satisfaire certains critères: 
• M doit être conforme. 
• M doit être dense là où la variable d'état présente de grandes variations. 
• M doit posséder le moins possible d'éléments de "mauvaise qualité". 
Le premier critère est contrôlé par FLUX3D lors de la génération automatique basée sur la 
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triangulation de Delaunay. Le second critère suppose une bonne connaissance physique du problème. 
Il peut être plus ou moins contrôlé par l'utilisateur qui, lors de la génération de maillage, peut définir le 
nombre de noeuds qu'il désire sur les lignes de sa géometrie. Quant au troisième critère, un élément 
est considéré comme étant de mauvaise qualité ou impropre au calcul élément finis si sa forme 
géométrique s'éloigne trop de l'équilatéralité. En effet, il existe de fortes corrélations entre le 
conditionnement numérique du système linéaire (et donc la précision des résultats) et la forme 
géométrique des éléments du maillage [Zgainski96]: plus les éléments sont proches de l'équilatéralité, 
meilleur devient le conditionnement. Malheureusement, par soucis d'efficacité, la forme des éléments 
n'est pas contrôlée lors de la génération automatique du maillage. La figure IV.II montre la 
distribution des mailles obtenues lors de la discrétisation d'un problème constitué par un moteur 
synchrone à aimants. Il apparaît clairement que des mailles en nombre important ont des formes très 
éloignées de l'équilatéralité. 
Il est donc souhaitable d'effectuer un certain nombre de corrections sur le maillage avant de résoudre le 
système linéaire. Pour cela on met en œuvre des algorithmes d'amélioration qui utilisent des critères de 
qualité qui rendent compte de l'équilatéralité des éléments. Nous allons maintenant présenter les divers 
critères que l'on rencontre dans la littérature. 
Nombre d'éléments 
A 
120 r-.-.--r-r-.-.--.-.-.--.-.-.-.--.-.-.-.--.-.-. 
100 
80 
60 
40 
20 
o ｾｾｾｾｾｾｾＭＭｾｾｾｾｾｾｾＭＭｾｾｾｾｾｾｾ＠
Eléments 
équilatéraux ....... ｉＱＱＭＭＭＭＭＭＭＭＭＭＭＭＭｉｾＮＮ＠ Eléments aplatis 
Figure IV. 11 : Distribution de lafonne des éléments 
3.2 Qualité d'un élément tétraédrique 
Les critères C que nous allons voir, traduisent la forme géométrique de l'élément tétraédrique. Un 
élément sera de grande qualité si C est proche de la valeur du critère pour l'élément équilatéral noté C*. 
Dans [Rassineux95] et [Henot93] on trouve le critère: 
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C =2 
h 
où p est le rayon de la sphère inscrite au tétraèdre et h la longueur de son plus grand coté. 
On peut alors définir la qualité Q de l'élément par Q = C / C*. 
Dans [FLUX3D] ou [Talon89] le critère proposé est le suivant: 
Volume Sphère Inscrite 
C = Volume du Tétraèdre 
P 1 ' 'd ' ·1 ' al C* n our e tetrae re eqUl ater on a: = r; 
6-v3 
La qualité s'écrit donc: 
Q = 6-13 Volume Sphère Inscrite 
n Volume du Tétraèdre 
Si on pose V le volume du tétraèdre et 5 sa surface alors ce même critère peut s'écrire: 
C = 36nV2 
53 
et la qualité 
Q = 216-13 V 2 
53 
On trouve aussi le critère [Cavendish85] : 
C= Rayon Sphère Inscrite 
Rayon Sphère Circonscrite 
On peut se demander si ces critères sont effectivement tous équivalents, c'est-à-dire, s'ils traduisent de 
la même manière un changement dans la forme de l'élément. [Parthasarathy93] a étudié la sensibilité 
de ces critères en soumettant un élément tétraédrique à certains tests de distorsion (Fig. IV.12). 
\ 
\ 
Test A \ 
ｾＭｷｾ＠ ＭＭｾＮ＠ - // 
-. / 
--
/ 
/ 
TestB Teste / Test D 
Figure IV. 12: Tests de défonnation sur l'élément tétraédrique 
Ces tests rendent compte des déformations que subissent les tétraèdres lors d'une génération 
automatique du maillage. Ils permettent, entre autres, de comparer la sensibilité des critères lorsqu'un 
élément tétraédrique équilatéral dégénère en un des éléments de mauvaise qualité que l'on rencontre 
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communément (Fig. IV.13). 
élément "fin" élément "allongé" élément "aplati" 
Figure IV.J3: Quelques éléments de mauvaises qualité 
Les critères étudiés par [Parthasarathy93] sont présentés dans la Table IV.1. 
Critères Valeur du critère Références 
pour l'élément 
éguilatéral 
li. = 
(Moyenne de la Longueurdes arêtesyJ li. *= 8.479670 [Dannelongue91 ] 
Volume Tétraèdre 
ｾ＠ = Rayon Sphère Inscrite ｾＪ］＠ 3.0 [Cavendish85] 
Rayon Sphère Circonscrite 
co= 
Rayon de sphère circonscrite 
co*= 0.612507 [Baker89] 
Longueur du plus grand côté 
1:= 
Longueur du plus grand côté 1:*= 1.0 [Baker89] 
Longueur du plus petit côté 
(Volume Tétraèdret K*=4.5845710-4 [Graichen9I] 
K= 3 
( trsuiface des facettes)' ) 
1 6 y*=8.479670 [Cougny90] \ -I.( Longueur des arêtes)2 
6 1 
Y = Volume Tétraèdre 
cr= 
Longueur du plus grand coté 
Rayon de la Sphère Inscrite 
cr*= 4.898979 [Henot93] 
Table IV. 1 " Critères géométriques pour l'optimisation de maillage 
Les résultats qu'il a obtenu sont montrés sur les figures IV.14 et IV.15. On constate, que seuls les 
critères li., ｾＬ＠ cr et y sont capables de caractériser correctement les 4 tests de déformation. Nous 
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avons réalisé ces mêmes tests pour le critère de Talon implanté dans le logiciel [FLUX3D]. Les 
courbes obtenues ont été comparées avec celles du critère de Henot (cr) et elles sont présentées sur les 
figures IV.16 et IV.17. On peut voir que les comportements de ces deux critères sont sensiblement les 
mêmes: on peut donc inclure le critère de FLUX3D dans la liste des "bons" critères de Parthasarathy. 
10 10 
9 
III ,,/,,- JIt a/a- I! ,,/,,- JIt a/a* 
a a/a· .. r/r· 9 a a/a·" r/r· 
8 • fi/fie .6 y/y. 8 • fi/fi- 4 y/y. 
7 ＭｾＭ W/W· 7 -t(- W/W· 
6 Test A Test B 6 
5 5 
4 4 
3 
2 
0 2 3 4 0 10 20 30 40 50 60 70 80 90 
Figure IV.14: Evolution des critères de la table IV.I pour les tests A et B 
ｬﾰｲｔＬＭＭＭＭＭＭＭＭＭＭＭＭＭｉ］］］］］］］］］］］ｾ＠ ＱＰｾｾＭＭＭＭＭＭＭＭＭＭＭＭｲ］］］］］］］］］ｾ＠
9 
8 
7 
6 
.. 
3 
2 
Test C 
Il K/"· Jt a/a-
• a/a ... r/r· 
• fi/r .6 y/y. 
-t(- w/w· 
ｯｾｾ＠ .. ｾｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭｾ＠
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 
8 
6 1è:st D 
III K/K· Jt '[/a* 
e a/a· -&- r/r" 
• fi/r ... y/y. 
-t(- w/w· 
Figure IV.15: Evolution des critères de la table IV.I pour les tests C, D 
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ＱＰｾｾＭＭｾＭＭｾｾＭＭｾＭＭｾＭＭｾＭＬ＠
: : : : Ttst Al : : : ＬＺＺｉｲＺﾷﾷﾷｾｾｾｩｾ［ｾ［ﾷﾷ＠
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10 \:: 
!Test B 
8 ! .. ］［ｾｾＺｾ［ＡＮＮ＠ . .....: mm 
6 !..... -- [Henot 1 
J::::::!:::::::::r:::::;:::::r::: 
o :mm ..... · ...... mm ... '...............L.m ...... J ........  
o 0,5 1,5 2 2,5 3 3,5 4 o 20 40 60 80 
Figure IV.i6: Evolution des critères de FLUX3D et de Renot sur les tests A et B 
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Figure IV.i7: Evolution des critères de FLUX3D et de Renot sur les tests Cet D 
3.3 Algorithmes d'amélioration de maillage 
Nous venons de voir différents critères qui pennettent de définir la qualité d'un élément. Il nous faut 
maintenant définir une fonction objectif dans le but d'optimiser le maillage. Pour cela, nous prendrons 
par exemple la fonction: 
i,=N 
f=-1/ i-Q;J 
N ,=/ 
où Q, est la qualité de l'élément i dans le maillage et N le nombre total d'éléments. Q, peut prendre une 
des expressions vues précédemment. 
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Un algorithme d'optimisation essaiera donc de minimiser f c'est-à-dire la qualité moyenne des 
éléments. La valeur idéale de f ( 0 !!) correspond à une configuration du maillage dans laquelle tous les 
éléments sont équilatéraux. On peut aussi utiliser des fonctions qui n'accordent pas le même poids aux 
différents éléments. Par exemple, pondérer plus fortement les éléments dont la qualité dépasse une 
certaine valeur seuil. Cependant, dans notre étude, nous nous sommes limités à une fonction attribuant 
des poids identiques à toutes les mailles. 
Les algorithmes d'optimisation, que nous allons voir, mettent en jeu des outils de modification locale 
du maillage. Ces outils peuvent toutefois être divisés en deux grandes familles: les outils de 
modification topologique qui jouent sur les arêtes ou les facettes du maillage et les outils de 
modification non topologique qui jouent sur les coordonnées des noeuds sans toucher à la topologie 
du maillage. 
3.3.1 Outils de modification topologique 
[Talon89] a proposé deux opérations élémentaires sur les arêtes. La première est l'opération 2T->3T, 
qui détruit 2 tétraèdres partageant une face, en insérant une arête pour former 3 nouveaux tétraèdres 
(Fig. IV.18). 
Tétraèdres 
(MI,M2,M3,B) 
(M3,M2,MI,A) 
A 
B 
Figure IV.18: Opération 2T->3T 
Tétraèdres 
(M 1 ,A,M2,B) 
(M2,A,M3,B) 
(M3,A,MI,B) 
Cette opération n'est possible que si l'arête [AB] coupe effectivement la face commune (M b M2,M3). 
L'autre opération (3T->2T) est en fait la réciproque de la première: elle consiste à supprimer une arête 
autour de laquelle s'appuient 3 tétraèdres. Cette opération génère alors 2 nouveaux tétraèdres. 
Dans [Henot93] on trouve une généralisation de l'opération de suppression d'arête: si [AB] est une 
arête libre* et si-C est la coquille de tétraèdres s'enroulant autour de cette arête alors supprimer [AB] 
revient à proposer toutes les tétraédrisations qui ne font pas apparaître [AB]. La figure IV.19 présente 
la suppression d'une arête dans une coquille de 4 tétraèdres et les 2 possibilités de remaillage ne 
faisant plus apparaître l'arête. 
* non frontalière 
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A 
B 
Figure IV. 19: Tétraédrisations dans une coquille de quatre éléments 
Dans le cas d'une coquille convexe (Mj,A,Mi+bB)i=l.n de n tétraèdres, le nombre de remaillages 
possibles Nn se calcule par la formule récurrente: 
i=n 
N n = INi-lNn+2-i avecN2= 1 [Henot93] 
i=3 
En fait, remailler une coquille de tétraèdres revient à "retrianguler" le polygone formé par les noeuds 
(Mi)' La figure IV.20 illustre les remaillages possibles d'une coquille de 5 tétraèdres. 
Figure IV.20: Triangulations possibles d'un polygone de 5 noeuds 
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Soit NTn le nombre de triangles différents constructibles dans un polygone de n noeuds, alors on a la 
f 1 TT n(n-l)(n-2) 0' . IV") NT Ab' . ormu e : N n = 6 . n s aperçOIt (Table .L. que n crOIt eaucoup mOInS vIte que 
No- Cela pennet d'éviter des re-calculs (coûteux !) du critère de qualité notamment lorsqu'on recherche 
une configuration optimale de la coquille. On peut aussi noter que l'opération 3T->2T de Talon n'est 
qu'un cas particulier de la suppression d'arête où n vaut 3. 
n 3 4 5 6 7 8 9 10 
N n 1 2 5 14 42 132 429 1430 
NTn 1 4 10 20 35 56 84 120 
Table IV.2: Configurations possibles dans une coquille de tétraèdres 
Dans le cas où la coquille est non convexe certains triangles sont interdits dans la retriangulation : on 
ne fait donc que restreindre le nombre de remaillages possibles. 
Dans les tables IV.3 et IV.3bis nous présentons quelques statistiques sur le nombre et la taille des 
coquilles de tétraèdres s'enroulant autour des arêtes libres d'un maillage. Ces résultats ont été obtenus 
pour l'air entourant un dispositif dans 2 problèmes tests différents (voir par ailleurs). 
Taille de la coquille 3 4 5 6 7 8 9 10 ;:: Il Total 
Nombre de coquilles 273 505 489 403 209 62 29 8 2 1980 
% 14% 26% 25% 20% 11% 3% 1% 0.4 0.1 100% 
Tuble IV.3: Statistiques sur le nombre de coquilles convexes 
Taille de la coquille 3 4 5 6 7 8 9 10 ;::11 Total 
N ombre de coquilles 519 979 1012 868 453 134 44 13 5 4027 
% 13% 24% 25% 22% 11% 3% 1% 0.3 0.1 100% 
Table IV.3bis: Statistiques sur le nombre de coquilles convexes 
On peut encore citer des outils d'insertion ou de suppression de noeuds dans le maillage. La 
suppression peut être faite lorsqu'un noeud est entouré par exactement 4 tétraèdres (Fig. IV.21). Quant 
à l'insertion, eUe peut avoir lieu sur une arête jugée trop longue par rapport aux autres arêtes de la 
coquille. 
Figure IV.21: Suppression d'un noeud 
- 103-
Chapitre IV Optimisation de maillage CAO 
3.3.2 Algorithmes d'optimisation s'appuvant sur ces outils 
Nous disposons maintenant d'une fonction objectif et d'outils autorisant des modifications 
topologiques du maillage. Cette section décrit quelques algorithmes généraux d'amélioration du 
maillage. [Talon89] a proposé un algorithme descendant dit Glouton qui parcourt tous les tétraèdres 
Ti du maillage en leur appliquant une des opérations 2T<->3T. Les nouveaux tétraèdres sont acceptés 
si et seulement si la qualité moyenne du maillage s'améliore. Finalement l'algorithme se termine 
lorsqu'il n'existe plus aucune possibilité de modification topologique améliorant l'objectif. 
[Henot93] a proposé un algorithme descendant un peu plus complet qui prend la forme suivante: 
Tant que des améliorations sensibles du maillage se produisent faire: 
el Pour toutes les arêtes libres du maillage, supprimer l'arête si une nouvelle configuration 
des tétraèdres s'enroulant autour d'elle améliore la qualité de la coquille . 
., Pour toutes les faces non frontalières du maillage, effectuer l'opération 2T->3T si la 
qualité des 3 nouveaux tétraèdres améliore localement l'objectif . 
• Pour tous les noeuds non frontaliers sur lesquels s'appuient 4 tétraèdres, supprimer le 
noeud si le tétraèdre généré améliore la qualité . 
.. Pour toutes les arêtes libres, insérer des noeuds si le critère s'améliore. 
Pour terminer, on peut citer l'algorithme basé sur le Recuit Simulé [Talon89]. Comme nous l'avons 
vu au chapitre l, cette méthode est très générale et demande, pour chaque problème, que soient précisés 
un certain nombre de paramètres. Dans l'algorithme de Recuit de Talon, l'opération de voisinage, qui 
permet de perturber la solution courante, est une des modifications réciproques d'ajout et de 
suppression d'arêtes. Ainsi, un tétraèdre Ti est choisi aléatoirement et on lui applique une des 
opérations 2T <->3T, chacune d'elles ayant la même probabilité d'être sélectionnée. 
- si l'opération d'ajout est sélectionnée, on choisit un voisin de Ti partageant une face commune 
et qui autorise l'insertion de l'arête. Si aucun des tétraèdres voisins ne permet de conserver la 
réalisabilité du maillage, c'est-à-dire si l'arête à insérer ne coupe pas la face commune, alors on 
abandonne Ti et on choisit un autre tétraèdre. 
- si l'opération de suppression est sélectionnée, on choisit 2 tétraèdres voisins de Ti qui 
finissent d'entourer une des arêtes de Ti' On peut alors supprimer l'arête. Il se peut qu'aucune des 
arêtes de Ti ne soit complètement entourée, alors, comme dans le cas précédent, on sélectionne un 
nouveau tétraèdre. 
La température initiale doit être prise suffisarnrnent élevée pour que toutes les solutions réalisables, 
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même celles dégradant la fonction objectif, aient une probabilité proche de 1 d'être atteinte. [Talon89] 
propose de choisir la température initiale Ta de telle sorte que: 
･ｸｰＨｾＩ＠ = Pdeh (nTa) 
où 11 désigne le nombre de tétraèdres dans le maillage initial et Pdeb est un paramètre choisi égal à 0,8. 
Cette équation signifie qu'en début d'exécution on accepte, avec une probabilité Pdeb , des solutions 
réalisables qui dégradent l'objectif de 3 unités. 
La loi de décroissance de la température est géométrique: Tk+1 =aTk avec a< 1. Dans [Talon89] la 
température est abaissée à chaque fois qu'une transformation sur le tétraèdre est possible. Mais cela ne 
veut pas dire que la longueur de la chaîne de Markov est égale à un : en effet, les deux outils de 
modification 2T <->3T peuvent générer des configurations non réalisables. 
Enfin les critères d'arrêt de l'algorithme sont de deux types: 
- soit la température du système atteint une température finale Ti. 
- soit le nombre d'itérations sans changement dans la topologie du maillage atteint une valeur N. 
[Talon89] détennine TI de sorte que: 
(-O.OlJ P exp (neTf ) = fin 
OÙ 11e désigne le nombre de tétraèdres dans le maillage courant et Pfin une probabilité de valeur faible 
(0,1 par exemple). A la température rinale, on s'assure donc que seules des dégradations très faibles de 
l'objectif, de l'ordre de 0,01, sont acceptées avec une probabilité Pfin elle même très faible. 
Pour le second test, N est choisi proportionnel au nombre d'éléments dans le maillage initial : 
KN est un paramètre de l'algorithme qui pourra dépendre du domaine étudié. 
Les algorithmes de type descendant ont donné des résultats très convaincants [Henot93] [Talon89]: la 
qualité moyenne du maillage s'améliore en même temps que les éléments de très mauvaise qualité 
disparaissent. ｾｮ＠ général, ces algorithmes convergent vers une topologie stable, pour laquelle plus 
aucune modification ne provoque d'amélioration, en 3 ou 4 itérations. 
Par contre, l'algorithme de Recuit Simulé n'apporte pas de réelles améliorations par rapport à 
l'algorithme glouton. Cet algorithme est de plus très gourmand en temps de calcul (près de 30 fois 
plus de temps que l'algorithme glouton pour une même qualité moyenne) et son emploi ne se justifie 
donc pas [Talon89]. 
Ces algorithmes ont été présentés car, selon leurs auteurs, les algorithmes d'amélioration non 
topologique, que nous allons voir, ne deviennent intéressants que lorsqu'ils sont appliqués à la suite 
d'une optimisation topologique. Pour cette raison, nous avons implanté un algorithme descendant de 
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modification topologique. Il s'agit de l'algorithme de [Henot93] dans lequel la suppression d'arête n'est 
réalisée que pour des coquilles de 3 tétraèdres (c'est-à-dire l'opération 3T->2T de Talon). Cet 
algorithme est implanté pour pouvoir comparer dans de "bonnes conditions" les algorithmes de 
modification non topologique traditionnels avec notre algorithme génétique. 
3.3.3 Algorithmes d'amélioration non topologique 
Contrairement aux outils précédents, ceux-ci ne touchent pas à la topologie du maillage: ils ne font 
que déplacer les noeuds sans modifier leur connectivité. Nous présentons l'algorithme de barycentrage 
ainsi que l'algorithme de bougé de point qui semble être plus performant. 
A Ban'centrage 
Le barycentrage [Albertini88] consiste à déplacer un noeud P vers le barycentre de ses noeuds voisins 
(c'est-à-dire les noeuds connectés à P par une arête)(Fig. IY.22 en 2D) 
Figure N.22: Barycentrage 
Un algorithme d'optimisation consiste donc à réaliser le barycentrage sur tous les noeuds non 
frontaliers du maillage. [Talon89] constate que cet algorithme est performant en 2D mais que dans le 
cas 3D il peut entraîner une dégradation de l'objectif. 
B Bougé de points 
Dans le bougé de points de [Henot93], on considère un noeud non frontalier et la boule B de 
tétraèdres s'appuyant sur ce noeud. On déplace alors le noeud P vers un point optimal Popt calculé à 
partir des tétraèdres idéaux s'appuyant sur les facettes extérieures de B. Schématiquement: 
---7 
P = P + aPPopt 
avec P opt isobarycentre des points p;d où p;d est la position idéale de P pour la facette numéro j de B: 
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en fait Pjid est une position de P qui donnerait un tétraèdre s'appuyant sur la facette j de bonne qualité. 
Pour cela on peut choisir pour Pjid un point situé sur la normale partant du centre de gravité de la 
facette j (Fig. IV.23 en 2D) [Rassineux95]. 
Le coefficient "a" représente un pas de déplacement dans la direction de Po pt . La valeur de "a" peut 
être déterminée par une recherche dichotomique (Fig. IV.24): 
initialement a varie dans l'intervalle [bmin,bmax] avec bmin = 0 et bmax = 1 
Tant que la qualité de la coquille s'améliore de façon significative faire 
Fintq 
a = 1/2(bmin+bmax) 
On évalue la qualité de la coquille pour la position de P = P + aPPopt : Q(a) et la qualité 
pour une valeur du pas a-t: : Q(a-t:). 
Si Q(a-t:) < Q(a) alors bmin = a 
sinon bmax = a 
Figure IV.24: Calcul du pas de déplacement optimal par dichotomie 
o Points idéaux 
Figure IV.23 : Construction des points idéaux 
Ces deux algorithmes ont été implantés dans le logiciel FLUX3D. Nous avons étudié leur 
comportement sur deux problèmes tests. On s'aperçoit qu'utilisés seuls (Fig. IV.25 et IV.26), ces 
algorithmes rie permettent pas d'amélioration sensible du maillage. L'algorithme de barycentrage 
dégrade même cette qualité sur les deux problèmes. Ceci confirme les résultats de [Talon89] et nous 
amène à associer systématiquement ces algorithmes de modification non topologique à un algorithme 
de modification topologique. 
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Figure IV. 25: Optimisation non topologique sur le 1 er problème 
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Figure IV.26: Optimisation non topologique sur le 2eme problème 
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L'autre point important réside dans le traitement séquentiel des noeuds. Ce traitement confère à ces 
algorithmes non topologique un caractère local pouvant déboucher sur une configuration non-optimale 
des noeuds dans le maillage. En effet, lorsque les noeuds sont bougés de façon séquentielle, le 
déplacement de chaque nouveau noeud modifie la position des noeuds précédents dans le maillage. 
Par conséquent, ces derniers ne se trouvent plus dans leur position "idéale" ou à l'isobarycentre de 
leurs noeuds voisins, ce qui peut entraîner l'apparition de singularités (tétraèdres aplatis ... ). Il faudrait 
un algorithme qui traite de manière globale les positions de tous les noeuds dans le maillage. En2D,il 
suffit d'imaginer le domaine à mailler constitué de trous correspondant aux positions des noeuds pour 
lesquels le maillage est de plus grande qualité. La distribution de ces trous nous est bien sûr inconnue. 
A partir de là, l'utilisateur possède des billes - les noeuds - qu'il veut lancer sur le domaine en espérant 
qu'elles iront se placer dans ces trous. Cette opération peut être répétée un certain nombre de fois et, en 
conservant la qualité des maillages ainsi générés, on pourra orienter les nouveaux lancés de façon plus 
efficace. Ce type de processus n'est en fait rien d'autre qu'un algorithme génétique. 
C Algorithme génétique pour l'optimisation de maillages 
Dans notre étude, on s'intéressera uniquement aux noeuds intérieurs aux volumes. Les noeuds situés 
aux interfaces de volumes seront considérés comme fixes. Un individu sera représenté par une chaîne 
dans laquelle seront concaténés les vecteurs déplacements de chacun des noeuds par rapport à la 
position des noeuds dans le maillage initial. Ce sont ces vecteurs déplacements qui seront amenés à 
évoluer lors de l'exécution de l'algorithme génétique. Ainsi, chaque individu représente une 
disposition particulière des noeuds dans le maillage. L'évaluation d'un individu consiste alors, à 
récupérer les vecteurs déplacements de chaque noeud, à les ajoJ ter aux coordonnées des noeuds dans 
le maillage initial et à calculer la qualité moyenne du maillage en utilisant un des critères décrits plus 
haut. 
La principale difficulté réside dans le choix de contraintes sur les vecteurs déplacements de chaque 
noeud. En effet, des déplacements trop importants de plusieurs noeuds peuvent entraîner le 
retournement de certains tétraèdres. Mathématiquement cela se traduit par des tétraèdres de volume 
négatif. 
Peut on utiliser alors un codage binaire et les opérateurs classiques de Holland ? Cela revient à coder 
chacune des composantes des vecteurs déplacements à l'aide d'un certain nombre de bits (Fig. IV.27). 
III010110011Io111Q'" 
XI yi ZI 
, 
.... 
Composantes du noeud 1 
Figure IV.27: Codage binaire des vecteurs déplacements 
Un crossover, qui viendrait couper n'importe où dans la chaîne, ou, une mutation agissant sur les bits 
de poids forts, générerait alors, dans la plupart des cas, des individus dont les tétraèdres seraient 
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retournés. En effet, il n'est pas possible de contrôler, lors de ces opérations, une contrainte du type: 
X;2 + y;2 + z; :::; f(noeuds voisins) Vi 
où (Xi' Y" Zi) représente le vecteur déplacement du noeud i etfune fonction qui dépend de la position 
des noeuds voisins du noeud i et qui majore le déplacement de ce dernier pour éviter un éventuel 
retournement de tétraèdre. 
Pour contourner ces problèmes, on peut bien sûr pénaliser fortement ces individus mais, comme 
précisé au chapitre II, on passerait rapidement notre temps à évaluer des individus représentant un 
maillage topologiquement non réalisable c'est-à-dire dont au moins un tétraèdre est retourné. On s'est 
donc tourné vers une approche EP's (Evolution Program's, cf. Chapitre II): 
- les composantes sont exprimées dans leur codage naturel c'est-à-dire le codage réel. 
- les opérateurs de croisement et surtout de mutation sont redéfinis. 
Pour éviter les retournements de tétraèdres on utilisera deux artifices: 
11 On calculera initialement, pour chaque noeud, une sphère maximale de déplacement. Le 
rayon de la sphère est déterminé de façon heuristique en fonction de la distribution des longueurs des 
arêtes sortant du noeud (Fig. IV.28). Les opérateurs seront implantés pour respecter le mieux possible 
cette contrainte. 
En pratique, pour construire les sphères initiales, on calcule, pour chaque noeud, la taille de la plus 
petite arête sortant de ce noeud puis, on la multiplie par un certain facteur cx.ph. pour obtenir le rayon de 
la sphère. Ce facteur est aussi un paramètre de la méthode et il pourra, suivant la densité de mailles de 
la zone où se trouve le noeud considérli, être pris supérieur à 1, pour définir un rayon de sphère 
supérieur à l'arête minimum ou, au contraire, être pris inférieur à 1 pour obtenir un rayon initial 
inférieur à la taille de l'arête minimum. Si l'utilisateur choisit un rayon très supérieur à l'arête de plus 
petite taille il court le risque de générer un nombre important d'individus représentant des maillages 
non réalisables. 
Figure IV.28: Sphères initiales (en 2 dimensions) 
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Cependant, compte tenu du déplacement dynamique de tous les noeuds, les opérateurs ne garantiront 
pas à 100% la réalisabilité du maillage issu d'un crossover ou d'une mutation. C'est pour cela qu'on 
utilise un second artifice à base de pénalités. 
2/ On diminuera la qualité des éléments dont le volume est négatif. Ainsi, les individus 
présentant des tétraèdres de volume négatif seront pénalisés dans l'évaluation et auront moins de 
chance de survivre. La pénalité choisie possède les caractéristiques suivantes: 
- Elle s'applique sur tous les éléments de volume négatif. 
- Elle croît avec la valeur de l'itération courante. 
- Elle croît avec le nombre d'éléments dans le maillage. 
- Elle croît avec la valeur absolue du volume de la maille. 
Dans notre étude nous avons utilisé le critère de [Talon89][FLUX3D] auquel nous avons associé une 
pénalité pour un tétraèdre de volume négatif de sorte que C devient: 
où: 
C = 1. __ 1 NBRMA NGEN -1 
C+= 
C+ À NBGEN-l 
Volume de la Sphère Inscrite 
Volume du Tétraèdre 
c'est-à-dire la valeur du critère si le tétraèdre n'était pas retourné. 
NGEN: la génération courante. 
NBGEN: le nombre maximum de générations. 
NBRMA: le nombre de mailles dans le maillage. 
À: un coefficient> 1 réglable suivant l'importance que l'utilisateur veut donner au terme NBRMA. 
Ceci nous assure, qu'en fin d'exécution, le meilleur individu dans la population représentera un 
maillage topologiquement réalisable. 
Il faut noter que certains individus posséderont des évaluations négatives mais ceci ne pose pas de 
problèmes puis'l-ue la sélection utilisée se fait par le rang (cf. Chapitre ll). 
Les opérateurs de croisement et de mutation sont au nombre de six. Les croisement pennettent 
l'échange d'informations sur les déplacements des noeuds entre 2 individus (donc entre 2 maillages) et 
les mutations perturbent les vecteurs déplacements de certains noeuds d'un individu. Les opérateurs 
implantés sont décrits ci-dessous. 
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Croisement 1- point: 
Contrairement aux croisements I-point des chapitres précédents, le point de coupe est ici choisi 
aléatoirement entre 2 vecteurs de déplacements (Fig. IV.29). Il ne s'effectue en aucun cas entre les 
composantes d'un même noeud. Cela permet d'éviter des variations trop importantes d'une des 
composante d'un noeud qui pourrait déboucher sur un "individu non réalisable". L'intérêt de ce 
croisement est d'échanger de l'information sur le positionnement des noeuds entre différentes zones 
du maillage. 
Figure IV.29: Croisement l-point pour le maillage 
Croisement 2-points : 
Cet opérateur est identique au croisement I-point mais 2 points de coupes sont sélectionnés le long de 
la chaine 
Croisement uniforme: 
Cet opérateur échange des vecteurs déplacements de 2 individus avec une probabilité prise égale à 0,5. 
Croisement arithmétique: 
Ici, on génère aléatoirement un réel a entre ° et 1 et on èrée deux nouveaux individus S'I et S'2 à partir 
de deux individus SI et S2 de sorte que: 
s' I=as l+( l-a)s2 
S'2=( l-a)sl+as2 
Cet opérateur calcule donc des moyennes arithmétiques aléatoires entre les vecteurs déplacements de 
chaque noeud des deux individus concernés. 
Mutation 1: 
Cette mutation agit sur un seul individu: elle perturbe aléatoirement un certain nombre de vecteurs de 
déplacements en leur affectant de nouvelles composantes. Elle garantit que les nouveaux· vecteurs 
générés appartiennent bien à leur sphère de contraintes respectives. En fait, plusieurs mutations de ce 
type peuvent être implantées: elles dépendent de la méthode utilisée pour générer les nouveaux 
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vecteurs déplacements dans la sphère. Dans notre algorithme nous en avons implanté trois: deux 
d'entre elles agissent sur les trois composantes à la fois et la dernière modifie plus spécifiquement une 
des composantes du vecteur déplacement. 
On peut remarquer que les opérateurs ci-dessus garantissent, la plupart du temps, que les vecteurs 
déplacements resteront dans leurs sphères de contraintes construites initialement. Cependant, des 
déplacements importants pour des noeuds voisins entraîneront à coup sûr des retournements de 
tétraèdres. Cest pour cette raison qu'un système de pénalités dans l'évaluation est utilisé. 
Mutation 2 : 
II s'agit, pour l'individu sélectionné, de subir sur certains de ses noeuds, choisis aléatoirement, des 
déplacements de type bougé de points c'est-à-dire que le noeud est déplacé aléatoirement (et non par 
dichotomie) dans la direction d'un point supposé idéal ou en direction de l'isobarycentre de ses noeuds 
voisins (Fig. IV.30). 
Région 
de recherche après 
mutation 2 
Région initiale 
de recherche 
Figure IV.30: Effet d'une mutation 2 sur un des noeuds 
La sphère de recherche de ce noeud est ensuite reconstruite pour permettre des explorations plus 
importantes. 
Cet opérateur n'est en aucun cas déterministe puisque, d'une part les positions des noeuds voisins 
(pour l'individu concerné) ne sont pas figées et d'autre part, le nouveau vecteur déplacement est 
aléatoirement calculé dans la direction du point supposé idéal. 
Les autres opérateurs de l'algorithme génétique ne sont pas spécifiques au maillage: nous avons 
employé une sélection linéaire par rang ainsi qu'une roue de Loterie pour choisir les opérateurs. Les 
poids des mutations et des croisements sont interpolés linéairement tout au long de l'exécution. On 
accordera toujours des poids plus importants: 
- aux opérateurs de croisement en début d'exécution. 
- aux opérateurs de mutations en fin d'exécution. 
Ces poids sont des paramètres de l'algorithme. 
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3.4 Tests effectués 
Dans les tests qui suivent nous avons utilisé le critère de [Talon89] implanté dans [FLUX3D] et une 
fonction objectif qui attribut la même importance aux différentes mailles. 
Le premier maillage tétraédrique est celui de la machine synchrone à aimants (Fig. IV.1 0). Il est 
constitué de 8 volumes qui ont tous été maillés par le mailleur automatique de FLUX3D. La table IVA 
montre la répartition des éléments dans ces différents volumes et nous avons fait également figurer le 
nombre d'éléments possédant au moins un noeud non frontalier (les seuls susceptibles d'être modifiés 
par un algorithme de modification non topologique). 
Volume Nombre Nombre d'éléments ayant au Nombre de 
d'éléments moins un noeud à l'intérieur noeuds 
du volume régularisables 
1 3229 2117 172 
2 457 360 25 
3 267 213 11 
4 473 391 28 
5 788 155 6 
6 249 118 6 
7 333 199 11 
6 245 182 9 
Total 6041 3735 268 
Table [V.4: Répartition initiale des mailles dans les volumes pour le premier problème 
Nous avons optimisé une première fois le maillage à l'aide d'un algorithme de modification 
topologique de type descendant en passant une à une les arêtes libres du maillage et en effectuant les 
opérations 3T<->2T. La table IV.5 et la figure IV.31 montrent le nombré de mailles (nm) et le 
pourcentage (%) des mailles en fonction de la valeur du critère de qualité Q avant et après optimisation 
topologique. On constate que les moins bons éléments sont éliminés par cet algorithme. Comme nous 
nous intéressons aux algorithmes d'optimisation non topologique, nous avons fait figurer dans les 
table IV.6 et la figure IV.32 uniquement la répartition de la qualité pour les éléments possédant au 
moins un noeud non frontalier. Les conclusions restent identiques c'est-à-dire qu'après optimisation 
topologique les moins bons éléments disparaissent. On s'aperçoit aussi que la qualité moyenne du 
maillage s'améliore d'environ 7% (Table IV.7). 
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Qualité 0/0 nm 0/0 nm 
0.9 < Q < 1.0 5.6% 340 6.5% 367 
0.8 < Q < 0.9 17.6% 1061 20.7% 1161 
0.7 < Q < 0.8 19.2% 1161 22.9% 1286 
0.6 < Q < 0.7 16.4% 993 18.2% 1019 
0.5 <Q <0.6 12.2% 734 12.0% 675 
0.4 < Q < 0.5 10.2% 615 9.4% 526 
0.3 < Q < 0.4 7.2% 433 5.8% 328 
0.2 < Q < 0.3 4.8% 292 3% 166 
0.1 < Q < 0.2 3.4% 206 0.9% 52 
0.0 < Q < 0.1 3,4% 206 0,5% 29 
Totaux 100% 6041 100% 5609 
Table IV.5: Histogramme du maillage avant et après optimisation topologique 
160 
140 
120 
100 
--0-- maillage initial 
ｾＭＭＭＭＭＭＮＮＮＬＮＭＭＭｩｉＭＭＮｬＮￂＺＭ maillage optimisé par algorithme topologique 
ｲＺｾｲＺＺｲＺＺ＠
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Figure IV.31: Répartition de la qualité de tous les éléments avant et après optimisation topologique 
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120 
100 
80 
60 
40 
20 
o 
Qualité % n % n 
0.9 < Q < 1.0 7.0% 264 8.5% 290 
0.8 < Q < 0.9 19.8% 741 24.4% 831 
0.7 < Q < 0.8 20.5% 765 24.8% 844 
0.6 < Q < 0.7 16.3% 607 18.1% 617 
0.5 < Q < 0.6 10.9% 408 10.8% 368 
0.4 < Q < 0.5 8.1% 303 6.6% 226 
0.3 < Q < 0.4 5.6% 211 3.5% 118 
0.2 < Q < 0.3 4.5% 169 2% 69 
0.1 < Q < 0.2 3.7% 138 1.1 % 36 
0.0 < Q < 0.1 3,5% 129 0,3% 9 
Totaux 100% 3735 100% 3408 
Table IV.6: Histogramme du maillage avant et après optimisation topologique 
pour les éléments ayant au moins un noeud non frontalier 
ｾ＠ ____ ｾ＠ ___ -I---EDr- Maillage initial 
I-*À- Maillage optimisé par algorithme topologique 
0.8 
1:'T: 
rr' 
0.6 0.4 0.2 
Qualité des éléments 
o 
Figure IV.32: Répartition de la qualité des éléments possédant au moins un noeud non frontalier 
avant et après optimisation topologique 
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Initiale Topologique 
Tous les éléments 0.61034 0.6663 
Eléments avec un noeud 0.6301 0.6999 
non frontalier 
Table IV. 7: Qualité moyenne du maillage avant et après 
optimisation topologique 
Après cette optimisation topologique, nous avons effectué une optimisation non topologique à l'aide de 
l'algorithme génétique. Les résultats seront montrés pour les éléments possédant au moins un noeud 
non frontalier. Le paramètre multiplicatif ((sph. est pris constant quel que soit le noeud. Ci dessous les 
divers paramètres de l'algorithme génétique: 
- I\"'BPOP: Taille de la population. 
- tsel: Valeur du paramètre de sélection par rang (cf. Chapitres l et II). 
- ((sph.: Facteur multiplicatif pour détenniner le rayon de la sphère initiale. 
- À : Paramètre entrant en compte dans la pénalité. 
- Pi: Probabilités initiales des opérateurs de croisement et de mutation. 
- PI: Probabilités finales des opérateurs de croisement et de mutation. 
- %Nmutés: Pourcentage maximum de noeuds mutés pour une chaîne subissant un opérateur 
de mutation: la mutation perturbe un pourcentage aléatoire %N < %Nmutés de noeuds dans la chaîne. 
Dans la première expérience nous n'avons pas utilisé de mutation de type 2 et nous avons lancé 
l'algorithme génétique 2 fois consécutivement. Ainsi on espère que les positions initiales des noeuds 
pour la deuxième exécution permettront la construction de sphères de rayon plus important et donc 
une recherche plus importante sans augmentation du nombre d'individus non réalisables. Nous avons 
pris un facteur ((sph.=1. pour la première exécution et cx.ph.=1.5 pour la seconde. Les autres paramètres 
sont montrés dans les tables IV.8, IV.9, IV. 10. 
NBPOP tsel % Nmutés 
50 1.7 20 10% 
Table IV.8: Paramètres de l'algorithme génétique de maillage 
pi 0.1 0.1 0.1 0.25 
PI 0.05 0.05 0.1 0.15 
Table IV.9: Probabilités initiales et finales 
des opérateurs de croisement 
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pi 0.08 0.02 0.1 
PI 0.25 0.05 0.2 
Table IV. 1 0: Probabilités initiales et finales 
des opérateurs de mutation (type 1 uniquement) 
Les résultats obtenus sont présentés dans la table IV.l1 où nous avons aussi fait figurer les résultats 
de l'optimisation topologique. 
Qualité % n % n % 
0.9 < Q < 1.0 7.0% 264 8.5% 290 11.8% 
0.8 < Q < 0.9 19.8% 741 24.4% 831 28.1% 
0.7 < Q < 0.8 20.5% 765 24.8% 844 23.4% 
0.6<Q<0.7 16.3% 607 18.1 % 617 17% 
0.5 <Q <0.6 10.9% 408 10.8% 368 9.5% 
0.4 < Q < 0.5 8.1% 303 6.6% 226 4.5% 
0.3 < Q < 0.4 5.6% 211 3.5% 118 3% 
0.2 <Q <0.3 4.5% 169 2% 69 1.6% 
0.1 < Q < 0.2 3.7% 138 1.1% 36 0.6% 
0.0 < Q < 0.1 3,5% 129 0,3% 9 0,4% 
Totaux 100% 3735 100% 3408 100% 
Table IV.11: Histogramme du maillage avant et après les 
optimisations topologique et topologique+AG 
n 
402 
958 
799 
581 
325 
153 
101 
56 
20 
13 
3408 
On constate que le nombre d'éléments de très bonne qualité augmente de façon sensible par rapport à 
une optimisation topologique seule et finalement la qualité moyenne du maillage s'améliore encore de 
3% (Table IV.12). 
Initiale TopoloRique TopoloRique+AG 
0.6301 0.6999 0.7278 
Table IV. 12: Qualité moyenne du maillage avant et après les 
optimisations topologique et topologique+AG 
Dans une seconde expérience nous avons ajouté une mutation de type 2 et nous n'avons effectué 
qu'une seule exécution de l'algorithme génétique. En effet, cet opérateur possède la capacité de réaliser 
des déplacements beaucoup plus important sur les noeuds sans pour autant augmenter le nombre 
d'éléments "retournés" (puisqu'il déplace a priori le noeud vers l'intérieur de l'enveloppe fonné par ses 
voisins). Les résultats obtenus sont montrés dans les tables IV.13 et IV.14. 
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Qualité % n % n % 
0.9 < Q < 1.0 7.0% 264 8.5% 290 13.1% 
0.8 < Q < 0.9 19.8% 741 24.4% 831 29.5% 
0.7 < Q < 0.8 20.5% 765 24.8% 844 22.4% 
0.6 < Q < 0.7 16.3% 607 18.1% 617 16.8% 
0.5 < Q < 0.6 10.9% 408 10.8% 368 8.8% 
0.4 < Q < 0.5 8.1% 303 6.6% 226 4.6% 
0.3 < Q < 0.4 5.6% 211 3.5% 118 2.7% 
0.2 < Q < 0.3 4.5% 169 2% 69 1.5% 
0.1 < Q < 0.2 3.7% 138 1.1 % 36 0.5% 
0.0 < Q < 0.1 3.5% 129 0,3% 9 0,3% 
Totaux 100% 3735 100% 3408 100% 
, Table IV. 13: HIstogramme du madlage lorsque l'AG possede 
une mutation de type 2 
Initiale Topologique Topologique+AG 
0.6301 0.6999 0.7370 
Table IV. 14: Qualité moyenne du maillage lorsque l'AG possède 
une mutation de type 2 
n 
445 
1004 
764 
571 
301 
156 
92 
50 
16 
9 
3408 
Les résultats, quoique sensiblement équivalents à ceux de la première expérience, sont meilleurs avec 
cet opérateur de mutation. En effet, la qualité moyenne est supérieure de 1 % dans cette expérience et le 
nombre d'éléments de grandes qualité augmente encore. 
Au vus de ces expériences, l'algorithme topologique+l'algorithme non topologique génétique 
ont permis d'améliorer la qualité moyenne du maillage de près de 10 % et surtout d'éliminer les 
éléments de très mauvaise qualité. 
En ce qui concerne les temps de calcul, l'optimum (global a priori) a été localisé en 12000 évaluations 
de l'objectif, soit près de 36 000 000 d'évaluations de la qualité d'un élément (C), et a nécessité près de 
8 h sur un HP700/80. 
Nous avons voulu comparer les résultats obtenus par l'algorithme génétique avec l'algorithme de bougé 
de points de [Henot93] qui peut être vu comme un algorithme déterministe puisque les noeuds sont 
bougés 1 à 1 et non de manière globale comme pour l'AG. Nous avons lancé deux fois 
consécutivement l'algorithme de bougé de points sur le même problème. Les résultats sont présentés 
dans les tables IV.15 et IV.16. On constate que la distribution des éléments et la valeur moyenne sont 
sensiblement identiques à celles obtenues par l'algorithme génétique. Ceci nous amène à nous 
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demander: 
- 1 Si la fonction objectif, qui dépend de la répartition des noeuds dans le maillage, est une 
fonction multi-optima mais avec des valeurs sensiblement identiques. 
- 2 Si cette même fonction possède un seul optimum qui serait alors atteint à la fois par une 
méthode globale (l'AG) et par une méthode déterministe (en l'occurrence le bougé de points). 
Pour répondre à ces interrogations nous avons calculé l'écart relatif entre l'optimum atteint par 
l'algorithme génétique dans les 2 expériences précédentes et l'optimum atteint par le bougé de points 
(Fig. IV.33 et IV.34). Ces courbes ont été obtenues sur les 172 noeuds non frontaliers du premier 
volume (l'air entourant le dispositif). On constate que les résultats sont très proches: 6% de différence 
au maximum sur l'un des noeuds dans la première expérience et 2,5% sur l'un des noeuds dans la 
seconde. Il semble donc bien que le critère utilisé soit une fonction possédant un seul optimum et que 
la répartition optimale des noeuds soit trouvée à la fois par un algorithme de bougé de points et par un 
algorithme génétique. Cependant, comme nous l'avions vu dans les deux premiers chapitres, le nombre 
d'évaluations nécessaire pour une méthode génétique est bien plus important que pour une méthode 
déterministe (270 000 évaluations de C soit 3mn sur HP700/80 ). Ces expériences suggèrent aussi 
l'emploi de cet algorithme de Bougé de Points comme algorithme non topologique optimum ce qui 
n'est pas le cas de l'algorithme d'isobarycentrage (Fig. IV.35) qui n'a pas pu localiser l'optimum. 
Qualité % n % n % n 
0.9 < Q < 1.0 7.0% 264 8.5% 290 14.1 % 480 
0.8 < Q < 0.9 19.8% 741 24.4% 831 28.9% 986 
0.7 < Q < 0.8 20.5% 765 24.8% 844 22.9% 782 
0.6 < Q < 0.7 16.3% 607 18.1 % 617 16.3% 556 
0.5 < Q < 0.6 10.9% 408 10.8% 368 8.5% 289 
0.4 < Q < 0.5 8.1% 303 6.6% 226 4.6% 157 
0.3 < Q < 0.4 5.6% 211 3.5% 118 2.4% 83 
0.2 < Q < 0.3 4.5% 169 2% 69 1.4% 47 
0.1 < Q < 0.2 3.7% 138 1.1% 36 0.6% 19 
0.0 < Q < 0.1 3,5% 129 0,3% 9 0,3% 9 
Totaux 100% 3735 100% 3408 100% 3408 
Table [V.lS: Histogramme du maillage avant et après les optimisations topologique et 
topologique+Bougé de Points 
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Initial Topologique 
0.6301 0.6999 
Optimisation de maillage CAO 
Topologique + 
Bou[?é de points 
0.7381 
Table IV.16: Qualité moyenne du maillage avant et après les optimisations topologique et 
topologique +Bougé de points 
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Figure IV.33: Ecart relatif entre l'optimum atteint par l'AG dans la 1ere expérience 
et l'optimum atteint par le Bougé de points 
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Figure IV.34: Ecart relatif entre l'optimum atteint par l'AG dans la 2eme expérience 
et ['optimum atteint par le Bougé de points 
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Figure IV.35: Comparaison des optimisations non topologiques 
Nous avons réalisé la même confrontation sur un deuxième problème (Fig. IV.36). Les valeurs 
moyennes sont présentées dans la table IV. 17 et l'écart relatif pour les 230 noeuds du volume 3 (l'air 
entourant le dispositif) entre les 2 méthodes est montré dans la figure IV.37. On constate encore une 
fois que l'optimum atteint par les deux méthodes non topologique est identique. 
Figure IV.36: Maillage initial du problème numéro 2 
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0,06 
0,05 
0,04 
0,03 
0,02 
0,01 
° 
Initial Topologique Topologique + Topologique + 
AG Bougé de points 
0.630 0.690 0.720 0.720 
Table IV. 1 7: Qualités moyennes pour les éléments de l'air entourant le dispositif 
(3742 initialement, 3464 après optimisation topologique) 
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Figure IV.37: Ecart relatif entre l'optimum atteint par l'AG 
et l'optimum atteint par le Bougé de points pour le deuxième problème 
Nous avons donc montré qu'un algorithme globalement convergent (l'AG) a atteint le même optimum 
que l'algorithme de Bougé de points proposé par [Henot93]. Ceci semble indiquer que le Bougé de 
points est un algorithme performant et que la fonction objectif ne possède qu'un optimum (donc global 
!) ce qui n'était pas assuré a priori. D'ailleurs pour confirmer ceci, nous avons réalisé un bougé de 
points en ne prenant plus les noeuds 1 à 1 dans un ordre bien détenniné mais en choisissant à chaque 
fois un noeud tiré aléatoirement. L'algorithme de bougé de points a été relancé 2 fois consécutivement 
pour chaque essai. On s'aperçoit (Fig. IV.38) que les configurations de noeuds atteintes sont 
identiques pour chacun des essais ce qui semble indiquer que l'algorithme de Bougé de points donne 
la même configuration des noeuds quel que soit l'ordre de parcours de ces noeuds. 
- 123 -
Chapitre IV 
0,008 
0,007 
0,006 
0,005 
0,004 
0,003 
0,002 
0,001 
o 
f-
o 
Ecart 
relatif 
ＱＱＱｾｐＧ＠ - xwa11 
ｉｉｾｸｰｬｬ＠
Ir ｾｉ＠
il' II 
Ecart 1 ;t,gp, - x ssa; 1 
0,01 relatif 1 :t'gp, 1 
0,008 
0,006 
0,004 
0,002 
• essai 1 
:1: 
1 
, 
!TT. 0,007 
0,006 
0,005 
0,004 
0,003 
0,002 
0,001 
Optimisation de maillage CAO 
Il bxp, ,,,a11 Ecart x -x 
relatif ｉｉｾｸｰｕ＠
• essai 2 
o u.&..I ........... u.. ______ .. 
172 o 172 
• essai 3 1 0,01 E 1 i'sp' - x ssa; 1 • essai 41 cart relatif l:t'sP'1 fT 
0,008 
0,006 
0,004 
0,002 , 
o ｷｵｵｵｾｾｵｵｵｵｵｵｵｵｵｵｾｵｵｵｵｾｵ＠ o 
o 
Iii Ut ｾｉ＠ !UIU Ａｾｉｉｕｾ＠
o 172 172 
Figure IV.38: Ecart relatif entre différents bougés de points aléatoires 
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4 CONCLUSION 
Dans ce chapitre, nous avons travaillé sur l'optimisation a priori des éléments tétraédriques. Cette 
optimisation est nécessaire car la qualité géométrique des éléments générés par un mailleur 
automatique de type Delaunay n'est pas contrôlable par l'utilisateur. Nous avons d'abord montré que le 
critère de qualité utilisé par le logiciel FLUX3D rendait effectivement bien compte de la forme 
géométrique de l'élément. Nous avons ensuite brièvement décrit les différentes techniques 
d'optimisation de maillage qui existent à l'heure actuelle. Nous avons séparé celles ci en deux familles: 
les algorithmes d'amélioration topologique et les algorithmes d'amélioration non topologique. Les 
premiers jouent sur les arêtes et les faces du maillage alors que les seconds s'occupent uniquement de 
modifier les coordonnées des noeuds du maillage et il apparaît indispensable, comme l'avaient souligné 
certains auteurs, de procéder à une optimisation topologique avant de lancer un algorithme de 
modifications non topologique. 
Finalement, nous nous sommes penchés sur un algorithme non topologique génétique. En effet, il 
semble nécessaire d'utiliser un algorithme de recherche globale car rien ne nous indique a priori que la 
disposition des noeuds dans le maillage obtenue par les algorithmes non topologiques de type 
isobarycentrage ou Bougé de points soit la meilleure possible. L'algorithme génétique présenté ici 
s'éloigne de l'algorithme de Holland puisqu'il n'utilise ni codage binaire ni opérateurs classiques de 
croisement et de mutation. Nous nous sommes écartés de l'algorithme génétique classique en raison 
du nombre très important de discontinuités (retournements de tétraèdres) qui seraient apparues si le 
codage binaire avait été employé. L'approche génétique faite ici est donc de type EP's (cf. Chapitre II): 
les opérateur" ont été redéfinis spécialement pour le maillage et en vue d'une optimisation non 
topologique. 
Enfin, nous avons lancé l'algorithme génétique sur certains problèmes tests. L'algorithme a 
effectivement localisé un optimum qui a permis d'obtenir un gain de 10% sur la qualité moyenne du 
maillage ainsi que l'élimination des éléments de très mauvaises qualité. 
Nous avons ensuite comparé cet optimum à celui obtenu par l'algorithme de Bougé de points de 
[Henot93]. li est apparu que ces optima étaient très proches l'un de l'autre ce qui signifie que le critère 
de qualité du maillage est une fonction unimodale et que l'algorithme de Bougé de points est un 
algorithme déterministe (on arrive toujours à la même configuration finale) efficace. 
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1 INTRODUCTION ET PRESENTATION DU PROBLEME 
Dans cette partie, nous nous proposons de traiter l'optimisation de forme de structures 
électromagnétiques. Il s'agit de trouver les "bonnes" valeurs des paramètres de conception d'un 
dispositif (géométriques et/ou physiques) afin de répondre à un certain nombre d'objectifs tout en 
satisfaisant des contraintes mécaniques ou physiques sur ces paramètres. Cette amélioration peut être 
réalisée manuellement par l'ingénieur mais ceci implique une bonne connaissance de la sensibilité des 
paramètres par rapport au problème traité. Par ailleurs, ce type de démarche est difficilement 
généralisable et demande un investissement important en temps de calcul sans aucune garantie que la 
solution obtenue soit effectivement la meilleure possible. 
Le but ici est au contraire d'utiliser conjointement une méthode d'optimisation automatique et efficace 
avec une méthode de calcul de champs précise. 
En électromagnétisme, la fonction objectif que l'on cherche à optimiser dépend en général de 
granGeurs qui ne peuvent pas être obtenues analytiquement et on a alors recourt à une méthode 
numérique pour les calculer. Au Laboratoire, nous disposons des logiciel Flux2d (en 2 dimensions) et 
Flux3d (en 3 dimensions) qui s'appuient sur la méthode des éléments finis (que nous avons 
brièvement évoquée au chapitre IV) pour calculer les grandeurs électromagnétiques. On peut donc 
réaliser le couplage entre un de ces logiciels et un des algorithmes d'optimisation vus aux chapitres 1 et 
II. A cette fin, il est nécessaire de mettre en œuvre des outils pour le calcul des dérivées lorsqu'un 
algorithme de type gradient est utilisé. 
Cependant, le calcul des grandeurs électromagnétiques par un logiciel éléments finis génère des temps 
très importants. En effet, chaque jeu de nouvelles valeurs des paramètres nécessite une analyse 
éléments finis complète c'est-à-dire un maillage, un assemblage et la résolution d'un système linéaire 
pour calculer la valeur de la variable d'état (qui représente le phénomène étudié) sur tout le domaine. 
L'utilisation d'un algorithme génétique avec cette méthode risque donc de perdre de son intérêt du fait 
du grand nombre d'évaluations de l'objectif nécessaire pour atteindre l'optimum. Dans le cadre de 
problèmes linéaires et bidimensionnels, pour diminuer de façon sensible les coûts des évaluations, 
nous avons utilisé une approximation de la variable d'état qui se base sur un développement de Taylor 
de la solution éléments finis obtenue pour des valeurs initiales des paramètres. 
Dans ce chapitre, nous allons voir comment réaliser ce couplage original et nous validerons cette 
démarche sur un problème test de bobines supraconductrices. Nous commencerons cependant par une 
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description des calculs de champs dans un logiciel éléments finis que nous présenterons dans le cadre 
d'un problème magnétodynamique bidimensionnel. 
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2 PRINCIPE DE LA METHODE DES ELEMENTS FINIS 
2.1 Du phénomène physique étudié au modèle 
Nous avons déjà décrit, de manière succincte, la méthode des éléments finis dans le chapitre IV. Il 
s'agit ici de préciser quelques points concernant le calcul des grandeurs électromagnétiques. Le lecteur 
intéressé par une présentation plus complète pourra se reporter aux ouvrages de 
[Sabonnadière86] [Touzot84]. 
Nous nous plaçons dans le domaine de l'électromagnétisme basse fréquence, ce qui pennet de négliger 
les courants de déplacements. Dans ce cadre, les équations de Maxwell se résument à : 
rot H = J 
divB = 0 
dB 
rotE=--
dt 
E: champ électrique (V/m) 
H: champ magnétique (Alm) 
B: induction magnétique (T) 
J: densité de courant (Alm2) 
(V.l) 
(V.2) 
(V.3) 
A cet ensemble d'équations il faut ajouter les équations constitutives qui lient ces différentes grandeurs 
aux caractéristique, physiques des matériaux: 
B = f.1H + Br 
J=Js+CJE 
Js: densité des courants d'excitation qui alimentent le dispositif (Alm2) 
f.1 : pennéabilité magnétique (Hlm) 
(J: conductivité électrique (S/m) 
Br: induction rémanente (T) 
(V.4) 
(V.S) 
Suivant les matériaux utilisés, les grandeurs f.1 et (J sont soit des scalaires (matériaux isotropes), soit 
des tenseurs modélisant alors le comportement anisotrope des matériaux employés. Le champ 
rémanent Brest nul sauf en présence d'aimants. 
Les deux grandeurs physiques inconnues sont le champ magnétique H et l'induction magnétique B qui 
peuvent être calculés en introduisant une variable d'état A, appelée potentiel vecteur magnétique et tel 
que: 
B=rotA (V.6) 
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De plus, pour définir de manière unique A, il faut également fixer la valeur de sa divergence. On ajoute 
alors la condition (appelée jauge de Coulomb): 
divA = 0 (V.7) 
En utilisant cette grandeur dans l'équation (V.l) et en supposant Br nul et les matériaux isotropes les 
équations de Maxwell se réduisent à : 
rot(vrot A) = J 
où v désigne la réluctivité magnétique (v= JI f.1) 
Finalement grâce aux équations (VA) et (V.S) on obtient: 
dA 
rot(vrot A)+ Œ"Jt = Js 
(V.8) 
(V.9) 
Les équations (V.9) et (V.7) permettent de définir complètement A. De plus, pour des objets 
suffisamment longs pour négliger les effets d'extrémité ou possédant une symétrie de révolution, les 
courants sont généralement perpendiculaires au plan d'étude. Dans ce cas, le potentiel vecteur A et le 
courant d'excitation J s n'ont plus qu'une seule composante utile et la jauge de Coulomb est 
implicitement vérifiée. Pour des problèmes linéaires et un courant d'excitation de pulsation OJ , on peut 
prendre une notation complexe pour A et Js : 
A = [ ｾ＠ ] et J s = [ ｾ＠ ] 
Re( A(x, y)e}W[) Re(1s (x, y)e}W[) 
(V. 10) 
où ReO désigne la partie réelle et p=-l. 
L'équation (V.9) devient alors: 
-V(vVA) + jOJŒA = Js (V. 11) 
Nous sommes donc amenés à résoudre une équation aux dérivées partielles (EDP) pour déterminer le 
potentiel vecteur A à partir duquel on pourra ensuite calculer l'induction B et le champ H. A l'équation 
(V .11) on ajoute des conditions aux limites sur les frontières du domaine du dispositif étudié. Les 
conditions aux limites les plus courantes sont la condition de Dirichlet (A=Ao) sur une partie rI de la 
frontière et la condition de Neumann homogène Ｈｾｾ＠ = 0) donnée sur le reste de la frontière r 2• Ces 
conditions permettent de définir les symétries du dispositif. 
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2.2 De l'EDP au système matriciel- l\1éthode de Galerkin 
On ne sait pas actuellement trouver une solution analytique aux équations aux dérivées partielles du 
type (V. 1 1) pour des problèmes réels. Pour cette raison, on utilise des méthodes numériques qui 
ramènent le problème continu à un problème discret. C'est en particulier le cas de la méthode des 
éléments finis que nous allons décrire plus en détail qu'au chapitre IV où seul l'aspect du maillage avait 
été abordé. 
La méthode des éléments finis consiste à découper le domaine d'étude Q en sous-domaines de formes 
géométriques simples puis, à l'aide d'une formulation intégrale de (V. 1 1 ), elle transforme le système 
d'EDP en un système d'équations linéaires plus simples à traiter. Les formulations intégrales les plus 
couramment employées pour le calcul des champs électromagnétiques sont la méthode de Galerkin et 
la formulation variationnelle. Nous présenterons uniquement la méthode de Galerkin appelée aussi 
méthode des résidus pondérés. 
On cherche A(x,y) une fonction continue, dérivable par morceauX sur Q et vérifiant l'équation (V. Il) 
ainsi que les conditions aux limites sur la frontière r du domaine. 
En multipliant l'équation (V.l1) par une fonction W; continue, dérivable par morceaux et nulle sur rh 
on obtient après intégration sur Q : 
ffJ-V(VVA) + jcocrA]W dQ= ｦｌＯｳｾｖ［＠ dQ (Y. 12) 
soit en développant l'opérateur nabla : 
(V.13) 
L'opération qui vient d'être faite peut être vue comme un produit scalaire dans l'espace fonctionnel des 
fonctions continues et dérivables par morceaux. Ainsi, l'équation (V.13) traduit le fait que si deux 
fonctions sont égales alors leurs produits scalaires par W; le sont aussi. 
La méthode de Galerkin consiste à prendre n fonctions tests W; pour lesquelles on écrit l'équation 
(V.13). En utilisant lafonnule de Green, on obtient: 
Sr v(ëMëHV; + aAaW;)dQ_ r /MW; dr+JijcocrAW; dQ=fiJsW; dQ Jn ax ax ay ay Jr an n n (V.14) 
où n désigne la normale extérieure à r et compte tenu de W,=O sur rI et ｾｾ＠ =0 sur r 2, (V.14) se 
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réduit à : 
Sr v(aA êHV; + aA aW]dQ+fiJCûcrAW ､ｑ］ｦｩｊｳｾｖ［＠ dQ Jn ax ax ay ay n n (V.15) 
Si le domaine est discrétisé en Ne éléments finis et possède Nn noeuds de discrétisation, alors la 
fonction A( x,y) peut être approximée sur tout le domaine à l'aide d'une combinaison linéaire du type: 
N 
A(x,y)= 2.A/P/X,y) (V.16) 
}=1 
où AJ désigne la valeur de A (inconnue) au noeud J de la discrétisation et <p} (x, y) est une fonction 
continue et dérivable par morceaux qui assure la liaison entre le problème discret (les A) et le 
problème continu dont on cherche une solution. En introduisant (V.16) dans l'équation (V.15) on a 
alors: 
f1 v ｴＬａｪＨ｡｡ｾ＠ aa> aa; aa:}n+ Jl jrocr t,Aj<Pj ｜ｾ､ｮ］＠ ｈ［Ｇｳ｜ｾ､ｮ＠ (V.l7) 
soit encore : 
(V.18) 
En prenant le nombre de fonctions tests égal au nombre de noeuds de la discrétisation, on obtient un 
système linéaire de N n équations à Nn inconnues de la forme: 
avec : 
N 
2.M ijA j =Sj 
)=1 
(V.19) 
(V.20) 
(V.21) 
Cette méthode basée sur une formulation intégrale reste très générale. En fait, dans la méthode des 
éléments finis, on choisit les fonctions d'approximation <p / x, y) égales aux fonctions tests W;( x,y) et 
possédant la propriété d'être polynomiale par morceaux. Il reste donc à calculer ces <p / x, y) pour 
pouvoir déterminer complètement le système linéaire (V. 19). 
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Sur chaque élément fini, la variable d'état peut être approximée à l'aide d'une combinaison linéaire 
du type: 
N,., 
Ale!(x,y)= ｌａｩ｡ｾ･ＩＨｘＬｹＩ＠ (V.22) 
i=1 
où Nn, est le nombre de noeuds de l'élément (e) et a;e) (x,y) une fonction bilinéaire en x et y, appelée 
fonction defonne de l'élément (e), et qui vérifie: 
ald(x. ".)=8. 
1 J' .! J I,J 
c'est-à-dire que la fonction de forme numéro i est nulle pour les noeudsj de l'élément (e) qui ne sont 
pas égaux à i et prend la valeur 1 pour j=i. 
Les fonctions d'approximation <Pj sont construites à partir de ces fonctions de forme sur chaque 
élément. <P j est nulle si le sommet de numéro j n'appartient pas à l'élément (e) donné et est égale à la 
fonction ｡ｾ･Ｉ＠ dans le cas contraire. Par construction, les fonctions d'approximation sont donc 
continues et dérivables sur chaque élément fini. Dans l'équation (V.20), Mij représente une intégrale 
sur tout le domaine, mais avec le choix fait pour les fonctions <P j' les éléments auxquels 
n'appartiennent pas les noeuds i etj ont une contribution nulle. Par conséquent M ij peut s'écrire comme 
une somme de termes élémentaires: 
Mu = ｉＬｍＬｾｦＩ＠ (V.23) 
le! 
avec : 
M;e! = sr v ｟ｊ｟ｾＫ｟ｊ｟ｾ＠ dQ+Sf jüKJale)a;eJ dQ [ [dale! die) da leJ d (e)) ] / Jn, dX dX dy dy Jn, J (V.24) 
où Q" est le domaine de l'élément fini (e). 
En pratique, on calcule les contributions élémentaires de chaque élément ｍｾ･ｊ＠ qu'on "assemble" pour 
construire la matrice globale du système qui a la particularité d'être creuse. 
2.3 Optimisation et C.A.O. 
La méthode éléments finis permet de ramener l'équation aux dérivées partielles (V. Il) à la résolution 
d'un système linéaire: 
M{A}=S (V.2S) 
où M est une matrice complexe appelée matrice d'assemblage, {A} le vecteur des Nn valeurs inconnues 
de la variable d'état aux noeuds de la discrétisation et S le second membre. En introduisant la partie 
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réelle de P et la partie imaginaire Q de la matrice M on a: 
M=P+ jQ (V.26) 
où (en simplifiant les notations) : 
P= ｉｾ＠ = l fIn v{V'a}{V'ar dxdy 
t'lemenrs elemenfS r 
(V.27) 
Q = 2:Qe = l If Ct)cr{a}{a}T dxdy 
elemenrs elements ｮｾ＠
(V.28) 
S = ISe = l fIn Js{a}dxdy 
elemenrs elemenrs ｾ＠
(V.29) 
où {Cf.} représente l'ensemble des fonctions de forme. 
Une fois les termes des matrices (V.27), (V.28), (V.29) calculés, le système est résolu par un 
algorithme numérique de type ICCG (Incomplete Cholesky Conjugate Gradient), bien adapté aux 
systèmes creux, et qui fournit les valeurs aux noeuds du potentiel vecteur. Les valeurs de A, pour les 
autres points du domaine, sont ensuite données par l'équation (V.16). Finalement les grandeurs locales 
comme l'induction B, le champ H, ou les grandeurs globales comme l'énergie magnétique, qui sont 
liées au potentiel vecteur, seront calculées par des post-calculs effectués après l'étape de résolution. Ce 
sont ces grandeurs qui seront utilisées pour l'évaluation de la fonction objectif. 
Au cours d'un processus d'optimisation, les paramètres géométriques et physiques du {. .'Oblème seront 
amenés à évoluer. Il nous faut donc préciser ce sur quoi ces paramètres influent dans la méthode 
éléments finis. Les paramètres physiques (cr, ru, v, Js ) n'interviennent que dans la formulation, tandis 
que les paramètres géométriques, en changeant de valeur, introduisent des perturbations dans le 
maillage et donc modifient, à la fois, les domaines élémentaires ne et les fonctions de forme qui leur 
sont attachées. Par conséquent, lors d'une modification d'un paramètre physique, seule l'étape de 
résolution est à refaire alors que dans le cas d'un paramètre géométrique, il est nécessaire en plus de 
réaliser un nouveau maillage en amont (Fig. V.l): 
Géométrie Maillage 
Modifications des 
paramètres physiques 
Résolution Calcul des grandeurs locales et globales 
Modifications des 
paramètres géométriques 
Figure V.l: Influences d'une modification de paramètre sur les calculs éléments finis 
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Il reste cependant quelques points à préciser avant de pouvoir intégrer une boucle d'optimisation dans 
un logiciel éléments finis. Notamment, lorsqu'un algorithme de gradient est employé, il est nécessaire 
de disposer d'un outil de calcul des dérivées premières de la fonction objectif et des contraintes. Sur ce 
point deux types de méthodes peuvent être mises en œuvre. La première consiste à utiliser une 
approximation par différences finies [Kadded92]. Cette approche est particulièrement intéressante 
puisqu'elle est très simple à implanter et qu'elle reste très générale. Cependant, on lui préfère les 
méthodes qui se basent non pas sur une approximation mais sur le calcul exact de la dérivée de la 
variable d'état. Cette technique a été développée par [Kouyoumdjian85] et a été utilisée pour 
l'optimisation de forme par [Kadded92] et [DeVasconcelos94a]. 
Le maillage est l'autre point fondamental. Au laboratoire d'électrotechnique de Grenoble, le logiciel 
éléments finis Flux2d utilise, pour cette étape, une triangulation de Delaunay qui garantit la conformité 
du maillage (cf. ChapIV). En principe, une modification de paramètre demande un remaillage complet 
(ou partiel) du domaine. Malheureusement cette opération entraîne non seulement une quantité de 
calcul non négligeable mais, en plus, elle provoque un bruit numérique lors du calcul des gradients 
[\Veeber92]. Pour éviter ce genre de problème, on a souvent recours à des outils de maillage dit 
élastiques qui garantissent une topologie constante lors d'une modification faible de la géométrie. On 
peut citer, par exemple, le maillage élastique de [Albertini88] ou les travaux de [Weeber92] sur ce 
thème. Cependant, pour des variations importantes des paramètres, la qualité des éléments triangulaires 
se dégrade rapidement et il est alors nécessaire d'effectuer un remaillage nécessitant des modifications 
topologiques. 
Ces points étant précisés, on peut dresser l'architecture générale d'un logiciel de CAO d'optimisation 
de forme (Voir Fig. V.2): 
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D 
Automatique 
Dépend du 
problème traité. 
Engage une 
participation de 
l'utlisateur 
Optimisation de fonne de structures électromagnétiques 
Géométrie initiale 
Formulation 
Condition aux limites 
Définition des paramètres 
de l'optimisation 
Modifications des paramètres 
ｾｾＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭＭ
Maillage 
Résolution 
Calcul 
Contraintes gi 
Objectif! 
Gradients 
Exploitation 
des résultats 
non 
Figure V.2: Architecture d'un logiciel pour l'optimisation defonne 
2.4 Pourquoi ne pas s'arrêter là ? 
Cette approche pour l'optimisation de fonne, quoique très générale, est en fait très contraignante, car si 
on désire implanter un algorithme génétique dans la boucle d'optimisation, pour tirer profit de sa 
capacité à localiser l'optimum global, on se heurte alors à un problème de poids: le temps de calcul des 
évaluations. En effet, même si le temps de remaillage peut être réduit grâce à l'utilisation de techniques 
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élastiques, il n'en va pas de même pour le temps de résolution, et dans le cas d'une approche génétique, 
les coûts totaux d'évaluation de l'objectif et des contraintes risquent finalement d'être exorbitants! 
Dans la section précédente, nous avons évoqué la nécessité d'un module de calcul des dérivées pour 
des optimisations de type gradient. Ces calculs sont souvent considérés comme secondaires, pourtant 
ils peuvent se révéler très utiles si on les regarde d'un autre point de vue: le gradient n'est pas 
seulement une information indispensable pour l'optimisation d'une fonction / mais c'est aussi une 
information permettant d'obtenir une approximation (au 1er ordre) de cette fonction. En effet, en notant 
p la valeur d'un paramètre, on peut prévoir la valeur de/pour la valeur p+op grâce à la formule: 
f( p+8p) "" f( p )+8p 1'( p) 
Ainsi, on peut espérer remplacer les résolutions successives par un calcul de dérivée, pour une valeur 
initiale de p, et des évaluations (instantanées!) de l'approximation pour les autres valeurs du paramètre. 
Bien sûr, cette approximation n'est exacte que pour des fonctions linéaires par rapport à p et elle 
devient très mauvaise dans d'autres situations. Pour améliorer la précision on peut alors calculer les 
dérivées d'ordre supérieur et finalement utiliser, pour l'approximation de f, un développement en série 
de Taylor de la fonction: 
8 2 8 n 
f( p+8p) "" f( p)+8p 1'( p)+L f"( p)+ ... +L ln)( p) 
2 nI 
où 11 désigne l'ordre du développement. 
Le calcul de toutes les dérivées est évidemment coûteux, mais une fois réalisé, le développement de 
Taylor permettra des évaluations de la fonction quasi-instantanées. On voit donc tout l'intérêt que l'on 
peut tirer de l'association de cette méthode d'évaluation avec un algorithme d'optimisation génétique: 
posséder un outil d'optimisation de forme, à la fois performant (localisation de l'optimum global) et 
peu coûteux en temps de calcul. 
3 CALCUL DES DERIVEES D'ORDRE ELEVE ET CONSTRUCTION DU 
DEVELOPPEl\1ENT DE TAYLOR 
Nous nous plaçons dans le cadre de problèmes bidimensionnels magnétodynamiques linéaires. Nous 
présenterons les calculs des dérivées d'ordre élevé sur la variable d'état qui est ici le potentiel vecteur A 
[Coulomb96] [Petin96]. 
3.1 Principe général 
La méthode éléments finis conduit à la résolution du système linéaire (V.2S). Les termes (V.27), 
(V.28), (V.29) restent valables quels que soient les valeurs des paramètres géométriques ou physiques 
(la solution est stationnaire [Coulomb83]). On peut donc dériver par rapport à un paramètre p 
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quelconque l'équation (V.25), ce qui donne: 
(V.30) 
Par récurrence, on obtient alors les dérivées d'ordre supérieur: 
(V.31) 
C i m! CO Cm 1 avec = et m = m = . 
ni i!(m-i)! 
Enfin, avec ces dérivées, on peut construire le polynôme de Taylor qui permet d'obtenir la valeur du 
potentiel vecteur, pour n'importe quelle valeur de p, à partir de la solution en une valeur centrale Po: 
(V.32) 
où NI' désigne l'ordre du développement de Taylor par rapport au paramètre p. 
Dans le cas de plusieurs paramètres, on doit non seulement calculer les dérivées précédentes mais en 
plus les dérivées croisées de A par rapport aux différents paramètres. Par exemple, pour 2 paramètres 
indépendants p et q , on obtient une généralisation de (V.31) et (V.32): 
nt n . . ()i+j M ()m-i+n-j A 
ｾ＠ ｾ＠ C' Cl .. . . L. L. m n () '() 1 () m-l() n-l 
i=O j=O P q P q 
i+j>O 
3.2 Quelques remarques 
(V.33) 
(V.34) 
- Le calcul des dérivées successives s'obtient par la résolution du système (V.33) qui possède la 
même matrice que le système éléments finis initial et dans lequel seul le second membre est différent. 
- Les trois termes élémentaires (V.27) (V.28) (V.29) sont linéaires par rapport aux paramètres 
physiques ûXJ, v, Js' Ceci implique que les dérivées d'ordre 1 par rapport à ces paramètres sont 
constantes et que les dérivées d'ordre supérieur sont nulles. Cependant, ce type de dépendance, bien 
que linéaire n'entraîne pas nécessairement une linéarité de la variable d'état par rapport à ces 
paramètres. En effet, les paramètres ûXJ, v influent directement sur la matrice d'assemblage M. 
- 137 -
Chapitre V Optimisation de fonne de structures électromagnétiques 
- Le problème, bien que linéaire, peut présenter des sous-domaines où les paramètres physiques 
ont des valeurs constantes mais différentes. Dans la suite, on notera Dk ces sous-domaines auxquels 
seront associés les paramètres physiques (CJ)(jk' vk,lsk)' 
- Comme nous l'avions souligné plus haut, les paramètres géométriques influent sur les termes 
CV.27) CV.28) CV.29) car ils modifient les coordonnées des noeuds de la discrétisation et donc les 
domaines élémentaires ne. De plus, cette dépendance n'est pas a priori linéaire et il existera donc en 
général des dérivées d'ordre élevé pour les paramètres géométriques. 
Nous allons maintenant détailler les calculs des dérivées de M et de S indispensables pour obtenir le 
développement de Taylor de A. 
3.3 Dérivations de 1\1 et S par rapport aux paramètres physiques 
3.3.1 Paramètre vk 
A l'aide des équations (V.26) et (V.27) on déduit: 
aM = L f· f {V'a }{V'a r dxdy 
av, 0 eD Jo, 
. " 
anM 
--=0 ｰｯｵｲｮｾＲ＠
｡ｶｾ＠
ans 
-=0 ｰｯｵｲｮｾｬ＠
av" k 
3.3.2 Paramètre CJ)(j k 
Des équations (V.26) et (V.28) on déduit: 
｡ＨｾｾｫＩ＠ j ｯｾＬｦｌｾ｡ｽｻ｡ｲ＠ dxdy 
a"M 
---" =0 ｰｯｵｲｮｾＲ＠
a( Cüa k) 
o pour ｮｾｬ＠
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3.3.3 Paramètre JSk 
êJ"M 
--=0 pourn2::1 
￪ｊｊｾｫ＠
(V.39) 
ｾ］＠ L sr{a}dxdy 
êJJSk n eD Jn, 
, 1 (VAO) 
Les sommations ci-dessus sont faites uniquement sur les éléments appartenant aux sous-domaines Dk' 
Comme nous l'avons mentionné précédemment, les dérivées d'ordre supérieur à un sont nulles et par 
conséquent les dérivées croisées entre ces différents paramètres physiques aussi. 
3.4 Dérivation de 1\1 et S par rapport aux paramètres géométriques 
A vant de poursuivre les calculs il nous faut introduire ce qu'est l'élément de référence. Cet élément 
n'est pas spécifique à la méthode de dérivation mais est utilisé classiquement dans la méthode des 
éléments finis pour alléger les notations lors du calcul des intégrales. 
Les intégrales qui apparaissent dans les équations (V.27) à (V.29) sont le plus souvent calculées par 
une quadrature numérique comme par exemple celle de Gauss [Touzot84]. Afin d'éviter le calcul des 
coordonnées des points de Gauss pour chaque élément fini, on introduit un élément que l'on nomme 
élément de référence, défini dans un repère local (u, v) et pour lequel on effectue ces calculs. Les 
éléments du maillage peuvent être vus comme l'image de l'élément de référence par une transformation 
adéquate. Ainsi, le calcul d'une intégrale sur un élément fini quelconque se ramène au calcul d'une 
intégrale sur l'élément de référence grâce à un changement de variables (Fig. V.3). 
v 
(Q,1) 
• Noeuds de l'élément 
(0,0) (1,0) u 
élément de référence 
Figure V.3: Elément de référence 
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Par exemple, si on considère le second membre S défini par (V.29) alors en utilisant le repère local on 
se ramène à: 
s= l ft Js{ex}IGldudv 
élémenfs r 
(VAl) 
où 6, désigne l'élément de référence et IGlle déterminant de la matrice Jacobienne de la 
transformation du repère local (u,v) vers le repère (x,y) par rapport auquel sont définis tous les 
éléments. 
Lorsqu'on modifie un paramètre géométrique p, on peut conserver une topologie constante pour le 
maillage en utilisant des techniques élastiques qui modifient uniquement les coordonnées des noeuds 
dans le maillage. Ceci entraîne des déformations sur les éléments: certains s'étirent et d'autres 
s'aplatissent mais si les déformations ne sont pas trop importantes on peut espérer conserver des 
éléments d'assez bonne qualité. En dérivant (VAl) par rapport à un paramètre géométrique p, on a 
alors: 
as = I, ft Js{a} ｡ｾｇｬ､ｵ､ｖ＠
ap élémenrs' P 
(VA2) 
déformés 
et plus généralement pour des dérivées d'ordre supérieur à 1 on obtient (pour deux paramètres pet q 
par exemple): 
(VA3) 
On peut remarquer que ces intégrales sont limitées aux seuls éléments déformés, ce qui réduit 
considérablement le coût de calcul. 
Pour la matrice Q, la dérivation s'effectue de la même manière et on obtient: 
am+nQ _ . T am+nlGI 
a ma n - ] l fL coo{a}{a} a ma n dudv 
p q élémenrs ' P q 
déformés 
(V.44) 
Le cas de la matrice P est un peu plus compliqué puisque ce sont les gradients des fonctions de forme 
qui interviennent. Pour chaque élément il faut donc expliciter le vecteur {Va} dans le repère (u, v). En 
notant Va; le gradient de la fonction de forme i de l'élément on a l'expression suivante: 
[
aex;] [au av][aex.] Va = ax = ax ax au' = G-1 V a. 
, aa; au av aex. u , 
- ----, 
ay ay ay av 
(VAS) 
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OÙ C- I est l'inverse de la matrice jacobienne et V}X; le gradient (dans le repère local (u,v)) de la 
fonction de forme i de l'élément de référence. 
Finalement le produit scalaire entre fonctions de forme peut s'écrire: 
(VA6) 
En écrivant (V.28) dans le repère (u, v): 
p= :L fL v{Vua}IClc-'TC-'{Vuar dudv 
élémenrs r , 
(VA7) 
Le seul terme qui dépend de la géométrie est le produit ICIC-1T C-1• En dérivant ce produit dans 
l'expression précédente on obtient les dérivées d'ordre supérieur: 
(VA8) 
Les expressions (V.43) (V.44) et (V.48) dépendent toutes des dérivées du jacobien G, de son 
déterminant et de son inverse. Cependant, on peut noter que les dérivées de G-1 peuvent être 
simplement déduites de celles de G à l'aide de l'équation G-1 C=/d. Par exemple, la dérivée première 
de C- I est: 
(VA9) 
Concernant les termes croisés entre paramètres géométriques et paramètres physiques, ils se limitent à 
l'ordre 1 pour ces derniers et ils peuvent être déduits des équations précédentes: 
av a "'aq" k p ￩ｬ￩ｭｾ＠ fL {V ua} ｡ＺＺ［ｾＢ＠ [IGIC-1T G-1 ]{V ua r dudv 
déformés e DI 
a'+nl+"M . 
a( )a "'a " = ] :L O)(j k P q éléments 
a"'+" ICI fI {a}{af a a dudv 11, p'" q" 
j al apnlaq" Sk 
déforméseD, 
éléments 
déformés E DI 
fI {a} ｾｭＫｾｇｉ＠ dudv 
11, p'" q" 
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4 UNE NOUVELLE APPROCHE POUR L'OPTIMISATION DE FORME 
En pratique, pour construire le développement de Taylor, on calcule, à l'aide des formules (V.35) à 
(V.52), les dérivées d'ordre élevé de Met S pour des valeurs, dites centrales, des paramètres (notées Po, 
qo, ... ). Ensuite, les dérivées de la variable d'état A sont calculées de façon récursive en résolvant le 
système (V.31). Comme nous l'avions mentionné, les systèmes (V.31) possèdent la même matrice M 
et seuls les seconds membres sont différents. Il est donc préférable d'employer une méthode directe 
pour les résoudre plutôt qu'une méthode itérative de type gradient conjugué. En effet, dans ce cas, 
seule la première résolution demandera un effort important de calcul; les résolutions suivantes seront 
alors obtenues à partir de la première par des substitutions peu coûteuses. 
Finalement, pour toutes les variations op, &j des paramètres par rapport à leur valeur centrale, on peut 
évaluer la nouvelle valeur de A à l'aide de (V.34) et ce, de façon instantanée. 
La Figure VA montre comment introduire ces nouveaux développements en vue de l'optimisation de 
forme. Le polynôme étant construit sur le potentiel vecteur, il est nécessaire d'effectuer des post-
traitements pour calculer les grandeurs locales et globales qui interviennent dans l'objectif et les 
contraintes. 
Modification des paramètres 
Instantanée Calcul des grandeurs 
locales et globales 
Résolution 
éléments 
finis 
Une analyse 
éléments finis 
. ﾷﾷﾷﾷﾷﾷﾷﾷｹｾｩ￨ｾｩ｡ｾｩｐＶｴｾｲｩｴｩ｢ｩ＠ •• · ••• i: 
vecteur sur tout le 
domaine 
Calcul des grandeurs 
locales et globales 
Modification des paramètres 
Figure V.4: Comparaison des étapes entre l'approche polynomiale et l'approche éléments finis standard 
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Du point de vue logiciel, nous avons utilisé une "boîte noire" pour le calcul du développement de 
Taylor. Cette "boîte" est la propriété de la société CADOE et est intégrée dans le logiciel [FLUX-
PARAM] qui réalise les post-traitements. Nous avons donc couplé nos algorithmes d'optimisation 
avec FLUX-PARAM pour constituer un logiciel pour l'optimisation de forme. 
Il reste cependant deux points que nous n'avons pas abordés et qui sont fondamentaux: la précision 
du développement et le rayon de convergence de la série. 
La précision du développement correspond aux nombres de termes (Np) qu'il Îaut calculer dans le 
développement pour obtenir une précision donnée sur la variable A. Cette notion ne doit pas être 
confondue avec le rayon de convergence qui se réfère à la variation maximum Ôpmax du paramètre p 
pour lequel le développement converge effectivement vers A. Pour fixer les idées on peut prendre par 
exemple les fonctions exponentielle exp ( x) et _1_. 
1-x 
xn 
- exp ( x) possède un rayon de convergence infini c'est -à-dire que: V XE 9\ exp ( x) = I,-. De plus, la 
n! 
précision est d'autant meilleure que le nombre de termes est important. 
- _1_ possède un rayon de convergence égal à 1 ce qui veut dire que: VXE[-1,1] _1_= I,xn. En 
1-x 1-x 
revanche, en dehors de cet intervalle, l'égalité n'est plus vraie et augmenter le nombre de termes 
significatifs dans le développement ne changera rien à la divergence de la série! 
Le fait que les calculs des dérivées soient réalisés par le logiciel de CADOE ne nous permet pas 
(confidentialité oblige) d'avoir accès à ces informations essentielles sur les problèmes que l'on désire 
étudier. On trouve cependant des résultats intéressants sur ce délicat problème dans les travaux de 
[Petin96] et [Guillaume94]. 
Pour le paramètre Js le rayon de convergence est infini puisque c'est un terme source, par contre pour 
les autres paramètres physiques v et (00' qui interviennent dans la matrice d'assemblage, les rayons de 
convergence sont respectivement ]0,2vo[ et ]0,2(wer)o[ où Vo et (mer); désignent les valeurs 
centrales de ces paramètres [Coulomb96]. Cependant, pour obtenir une bonne précision, avec un ordre 
NI' raisonnable (10 à 20 termes), les domaines d'utilisation doivent être restreints aux intervalles 
]0.2,1.8vo[ et ]0.2, 1.8(mer)o[ [Petin96]. 
Concernant les paramètres géométriques, il n'existe pas de résultats généraux au sujet de la 
convergence du développement de Taylor. Les tests réalisés par [Guillaume94] semblent indiquer que 
des développements à des ordres compris entre 5 et 10 pour la géométrie donnent une très bonne 
précision (quelques %). L'autre point concerne le rayon de convergence. Sur les problèmes qu'il a 
étudié, [Guillaume94] met en évidence l'influence du maillage sur le rayon de convergence de la série. 
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Notamment il note que pour un maillage initial de "qualité", il n'est pas nécessaire d'avoir un maillage 
déformé d'aussi bonne qualité car, même si la série diverge, les résultats obtenus donnent une bonne 
précision sur la valeur de A. Mais d'une façon générale, nous n'avons pas trouvé de méthode effective 
pour déterminer le rayon de convergence de la série, ni même pour déterminer l'ordre du 
développement nécessaire pour obtenir une bonne approximation de la variable A. 
Les principes généraux de notre approche étant décrits, il nous reste à traiter un problème test "réel" 
pour montrer les avantages d'un couplage d'une méthode génétique avec une méthode d'approximation 
par développement de Taylor. 
5 PROBLEME TEST 
5.1 Généralités sur le Sl\1ES 
Les SMES (Superconducting Magnetic Energy Storage) sont des dispositifs qui stockent de grandes 
quantités d'énergie sous forme magnétique. Ils sont constitués de matériaux supraconducteurs qui 
permettent d'avoir une résistance électrique nulle moyennant de très basses températures. 
Schématiquement, le SMES peut être vu comme une bobine supraconductrice attachée à un dispositif 
qui charge et décharge la bobine (Fig. v'S). 
SI ----------1 
1 4,2 K 1 
1 1 
1 Bobine 1 
1 Supra 1 
1 1 
1 1 
1 L.. _________ J 
Figure V.S: Schéma de principe d'un SMES , 
(Les fonctions de SI et S2 sont assurées par le convertisseur) 
La bobine se charge lorsque l'interrupteur SIest fermé. Une fois la bobine chargée, on ferme S2 puis 
on ouvre l'interrupteur SI: le courant circule alors dans la bobine sans aucune perte puisque le SMES 
est à l'état supraconducteur. Le champ magnétique créé alors par le courant permet de conserver 
directement de l'énergie sous forme magnétique sans aucune conversion. Dans les années 80, de 
nombreux projets ont vu le jour, impliquant l'utilisation de SMES constitués de bobines de plusieurs 
centaines de mètres de diamètre (Fig. V.6) mais aujourd'hui les recherches sont plutôt axées sur des 
SMES de dimensions "raisonnables". 
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Stabilisateur en aluminium /" 
Cuivre supraconducteur '-> ..... '..--
ＭＭＭＭＭＭｾ＠
Figure V.6: Vision d'artiste pour un projet de SMES de 5000 Mwh 
Deux types de bobines peuvent être utilisées dans les SMES: le solénoïde et le tore (Fig. V.7). 
L'intérêt d'une bobine toroïdale est que le champ magnétique en dehors du dispositif est nul et même si 
ceci n'est valable que dans le cas d'un enroulement parfait, il semble que cela soit une solution plus 
prometteuse que le solénoïde. Une autre solution pour diminuer le champ à l'extérieur du dispositif 
consiste à utiliser deux solénoïdes parcourus par des courants de sens opposés. 
Fils 
supraconducteurs Fils 
supraconducteurs 
Champ magnétique 
Champ magnétique 
Figure V.7: Bobines solénoïdale et toroïdale pour le SMES 
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Cette dernière solution a été retenu dans le problème TEAM workshop problem 22 que nous allons 
traiter. 
5.2 Optimisation 
Le problème TEAM workshop n022 [TEAM22] est constitué de deux bobines supraconductrices et 
possède 8 degrés de liberté (Fig. Y.8). L'optimisation consiste à trouver les "bonnes valeurs" de 
paramètres géométriques (RI> R2' hj, h2, dj, d2) et physiques (J j, J2) de façon à satisfaire les deux 
objectifs suivants: 
C) L'énergie stockée sous forme magnétique dans le dispositif doit être égale à 180MJ 
e L'induction, le long de deux lignes situées à 10 mètres du dispositif, doit être la plus faible 
possible. 
z 
ligne a 
r 
(10,0) 
Figure V.8: Paramètres du SMES 
Les domaines de variations des paramètres sont présentés dans la table ｖＮｬＮｾａ＠ ces contraintes, il faut 
ajouter une condition qui assure que les deux bobines ne se chevaucheront pas. Une manière simple, 
pour éviter d'introduire de nouvelles équations tout en satisfaisant cette condition, consiste à définir 
deux nouveaux paramètres R3 et R4 à la place de RI et R2 comme présenté sur la figure V.9. Les 
domaines de variations pour ces paramètres sont montrés dans la table V.2. 
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RI R 2 h/2 hi2 dl d 2 JI J2 
[mm] [mm] [mm] [mm] [mm] [mm] [Almm2] [Almm2] 
1000 1800 100 100 100 100 10 -30 
4000 5000 1800 1800 800 800 30 -10 
Table V.l: Contramtes de domames sur les parametres du SMES 
R3=RI-dd2 
ｾ］ｒＲＭｒｉＭ､ｬｬＲＭ､ＲＯＲ＠
Figure V.9: Définition de nouveaux paramètres pour le SMES 
R3 R4 
[mm] [mm] 
min. 600 0 
max. 3950 3900 
Table T '.2: Contraintes de domaines sur les nouveaux paramètres R3 et R4 
Pour conserver le caractère supraconducteur des bobines il est nécessaire que les grandeurs densité de 
courant, température et induction soient inférieures à certaines valeurs critiques. Celles-ci sont liées 
entre elles et forment une surface critique dans l'espace induction, température et densité de courant. 
Ainsi, dans le processus d'optimisation cette condition ("quench condition" en anglais) se traduira, 
pour chaque bobine, par une contrainte sur la densité de courant et la valeur maximum de l'induction à 
l'intérieur de la bobine. Cette courbe "critique" est en général approximée par une droite au dessus de 
laquelle le matériau perd ses propriétés supraconductrices (Fig. V.IO). 
ｾ＠
ｾ＠ 10 
..., 
t: 
... 0 0 Cl l 2 ｾ＠ <4 5" 6 
Induction magnétique B [T] 
Figure V.IO: Courbe critique d'un supraconducteur industriel 
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5.3 Formulation mathématique du problème 
Les deux objectifs sont couplés au moyen d'une somme pondérée de deux termes normalisés: 
B2 . IEnergie- Erefl f = .v1 ｂＬｾｲ｡｜＠ + w2 '----E------'--' 
nom ref 
(V.53) 
où: Bnarm = 2.0E-4 T, Eref = 180 Ml et 
(V.54) 
BSfra\, désigne l'induction évaluée en 22 points répartis uniformément sur les lignes a et b (Fig. V.8). 
Les contraintes physiques sur les bobines peuvent être approximées par les deux inégalités: 
Il :::;(-6.4IBmax,I+54.) A/mm2 
12 :::; (-6.4 1 Bmax, 1+54.) A/mm 2 
Où Bmax, désigne la valeur maximum de l'induction dans la bobine i. 
(V.55) 
Ces deux contraintes seront associées à l'objectif sous la forme d'une fonction de pénalisation. 
Ce problème est particulièrement intéressant dans le cadre de l'optimisation stochastique puisqu'il 
possède de nombreux optima locaux [Alotto95]. 
6 RESULTATS 
6.1 Le Logiciel Flux-param - Développements de Taylor obtenus 
Le logiciel FLUX-PARAM est composé d'un certain nombre de modules (Fig. V.11): 
prepar : Ce module sert à la préparation de la géométrie et du maillage initial. L'utilisateur y 
rentre les valeurs centrales des paramètres géométriques utilisées pour la construction du 
développement de Taylor ainsi que les plages de variations qu'il désire sur ces paramètres. 
pargeo : Ce module prépare les paramètres géométriques pour la résolution. Il utilise les 
programmes FLUXMESH et ALGOMESH développés par la société CADOE. Ce programme vérifie 
que la géométrie reste cohérente et que le maillage n'est pas trop perturbé lorsque les différents 
paramètres varient. S'il détecte des anomalies alors le programme s'arrête et l'utilisateur est chargé de 
modifier ses plages de variations des paramètres (et donc de retourner dans le module prepar). 
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Malheureusement, nous ne disposons d'aucune information pertinente sur les modifications les plus 
adéquates à effectuer en cas d'arrêt de ce module. 
propar : Dans ce module, l'utilisateur affecte les propriétés physiques et les conditions aux 
limites de son problème et ensuite il fixe les valeurs centrales des paramètres physiques ainsi que les 
plages de variations qu'il désire sur ces paramètres. 
respar : Résolution paramétrée qui construit le développement de Taylor. 
exppar : Module d'exploitation des résultats: calculs des grandeurs locales et globales à partir 
du potentiel vecteur (obtenu par le développement de Taylor). C'est dans ce module que nous avons 
intégré notre algorithme d'optimisation. 
Figure V.ll: Architecture du logiciel FLUX-PARAM 
Nous nous sommes heurtés à une première limitation technique sur le nombre de paramètres 
géométriques. En effet, le logiciel a refusé de développer plus de 4 termes géométriques mais il semble 
que ceci soit dû-à la "version 0.0" du logiciel insti:lIlée au Laboratoire. Par conséquent, toutes nos 
expériences ont été réalisées avec quatre paramètres géométriques mais cette limitation purement 
technique n'enlève rien à la généralité de l'approche polynomiale. 
Dans une première expérience, nous avons fixé les paramètres R4 et hl (Table V.3) et nous ayons 
réalisé un maillage "grossier" du domaine (Fig. V.12). Le développement a été construit avec les 
plages de variation que nous avions demandées (Table V.3). 
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min. 
max. 
Taylor 
Optimisation de fonne de structures électromagnétiques 
R3 R4 h/2 hi2 dl d2 JI 
[mm] [mm] [mm] [mm] [mm] [mm] [Almm2] 
600 - - 100 100 100 10 
3950 - - 1800 800 800 30 
2100 1000 780 1050 450 450 20 
Table V.3: Valeurs centrales, minimums et maximums des paramètres 
1 er test 
J2 
[Almm2] 
-30 
-10 
-20 
Les ordres de développement des paramètres sont montrés dans la table V.4. On trouve des ordres 
compris entre 5 et 7 pour les paramètres géométriques, ce qu'avait constaté [Guillaume94] et de 1 pour 
les termes sources. 
Il ordre 6 7 5 5 1 Il 
dl JI 
Table V.4: Ordre de dérivation des paramètres sur le 1 er test 
Figure V.12: Vue partielle du maillage initial réalisé sur le 1 er test 
Nous avons voulu connaître l'influence du maillage initial sur les plages de variation des paramètres. 
Nous avons donc réalisé des maillages plus fins du domaine. Nous avons constaté que le module 
pargeo refusait des plages de variation aussi importantes que pour notre premier maillage. Il semble 
donc que les déformations d'éléments soient plus facilement contrôlables lorsque les mailles sont plus 
"grossières" . 
Enfin, nous avons voulu tester notre problème en fixant les paramètres hl et d2 aux valeurs optimales 
présentées dans le problème 22 (Table V.S), dans l'espoir que notre algorithme génétique localise le 
même optimum. Les plages de variation des autres paramètres sont présentées dans la table V.5 et on 
constate que nous n'avons pas pu développer le paramètre ｾ＠ sur une plage aussi large que celle 
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désirée (Table V.2). Il semble en effet, très difficile aux éléments de supporter des défonnations 
engendrées par des variations de ce paramètre. On peut voir sur la figure V.13 le maillage initial et un 
maillage défonné. On constate que de grandes défonnations entraînent rapidement une dégradation de 
la qualité des éléments, ce qui explique que le module pargeo refuse des plages de variation plus 
importantes sur ce problème. 
min. 
max. 
Taylor 
R3 R4 h/2 h2/2 dl d2 JI 
[mm] [mm] [mm] [mm] [mm] [mm] [AJmm2] 
600 100 - 400 100 - 10 
3950 650 - 1800 800 - 30 
2100 400 784.6 1050 450 256.2 20 
Table V.S: Valeurs centrales, minimums et maximums des paramètres 
2ème test 
J2 
[AJmm2] 
-30 
-10 
-20 
Figure V.13: Maillage initial et Maillage défonné (R3=700., R4=600., h2=1700., d]=750.) 
Les ordres du développement sont présentés dans la table V.6, on retrouve des ordres de 5 à 7 pour les 
paramètres géométriques. 
Il 
R3 R4 hl d 1 J 1 
ordre 7 5 7 5 1 Il 1 
Table V.6: Ordre de dérivation des paramètres sur le 2ème test 
6.2 Validité du développement 
Pour valider le développement de Taylor, nous avons effectué un certain nombre de ré-analyses par 
Flux2d pour des valeurs des paramètres éloignées du point central. Les tests comparatifs ont été 
réalisés sur des grandeurs globales comme l'énergie dans le domaine, ou les lignes d'induction ("équi-
flux"). On constate sur la figure V.14, que les "équi-flux" sont sensiblement identiques pour des 
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valeurs de paramètres très éloignées du point central. 
/ 
Figure V.14: Comparaison des équi-flux obtenues par le développement et une analyse Flllx2d 
sur le point extrême (R3=600, R4=100, hj2=400, d]=800) 
En ce qui concerne l'énergie, nous l'avons calculée pour des points extrêmes du domaine. Les 
différences entre la solution obtenue par l'approche polynomiale et celle obtenue par l'approche 
éléments finis standard sont de l'ordre de 6%. On peut donc considérer que le développement possède 
une bonne précision sur l'ensemble du domaine. 
6.3 Optimisation - Temps de calcul 
Pour l'optimisation, nous avons utilisé l'algorithme génétique - décrit dans le chapitre II - pour le 
deuxième problème. Les poids sur les deux objectifs ont été pris égaux à 0.1 pour l'induction à 10 
mètres du dispositif et à 0.9 pour l'énergie. Le réglage des poids s'est avéré assez problématique dans 
la recherche de l'optimum et on pourra voir une approche basée sur le fuzzy-control pour calculer des 
poids optimums dans l'article de [Magele96b]. 
Dans les tables qui suivent nous présentons les valeurs des paramètres à l'optimum, le nombre 
d'évaluations nécessaire à l'algorithme génétique ainsi que les temps de calcul entre l'approche 
éléments finis standard et l'approche polynomiale. Le temps de résolution dans l'approche éléments 
finis standard est calculé comme le produit du temps d'une résolution par le nombre d'évaluations. 
On constate que l'algorithme génétique localise ｢ｾ･ｮ＠ l'optimum et que le nombre moyen d'évaluations 
est proche de 10000 (Table V.7 et V.8). Pour justifier l'utilisation d'un algorithme d'optimisation 
global, nous avons lancé un algorithme de Lagrangien Augmenté à partir d'un point initial 
quelconque du domaine. Les dérivées premières et secondes sont dans ce cas, calculées par différences 
finies, ce qui peut paraître contre nature puisque [FLUX-PAR AM] a calculé des dérivées d'ordre 
supérieur pour construire le développement, mais malheureusement, nous n'avons pas accès 
directement à ces informations. A partir de ce point initial, l'algorithme de Lagrangien Augmenté 
- 152-
Chapitre V Optimisation de Jomle de structures électromagnétiques 
converge vers un nouveau point du domaine qui n'est malheureusement pas l'optimum global mais 
seulement un optimum local (Tables V.9 et V.lO). Ceci justifie donc l'emploi d'une méthode 
stochastique comme l'algorithme génétique que nous avons utilisé. 
R3 R4 h/2 dl JI J 2 
[mm] [mm] [mm] [mm] [A/mm2] [A/mm2] 
Optimum 1470.81 250.84 1307.80 609.94 14.4577 -10.9605 
Table V.7: Valeurs optimales des paramètres obtenues par optimisation génétique 
neval Energie [MJ] 
Objectif 9350 4.9 E-9 179.99 
Table V.8: Valeurs des objectifs à l'optimum et nombre d'évaluations nécessaire pour l'AG 
R3 R4 h/2 dl JI J2 
[mm] [mm] [mm] [mm] [A/mm2] [A/mm2] 
Point initial 1200 500 1100 450 20 -20 
Optimum 1018.94 478.96 959.16 508.88 16.8581 -10.006 
Table V.9: Valeurs optimales des paramètres obtenue r par Lagrangien Augmenté 
nevaI Energie [MJ] 
Objectif 255 4.5 E-8 129.21 
Table V.lO: Valeurs des objectifs à l'optimum et nombre d'évaluations nécessaire 
pour le Lagrangien Augmenté 
L'optimum global trouvé par notre algorithme génétique est différent de celui présenté dans 
[TEAM22](Table V.11). Cependant, pour l'optimum de [TEAM22], notre développement de Taylor 
donne une valeur de l'énergie égale à 181,5MJ (imprécisions). De plus, les valeurs de l'induction à une 
distance de 10m sont à considérer avec précaution. En effet, il existe une forte dynamique entre les 
valeurs sur l'axe (près de lOT) et les valeurs à lOm (de l'ordre de 104 ) et deux maillages différents du 
domaine peuvent donc donner des valeurs pour l'induction à 10m très différentes. On peut aussi 
constater que le paramètre R4 de TEAM22 se situe sur la borne inférieure de notre domaine de 
développement ce qui peut aussi expliquer les différences obtenues. 
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Optimum 1273.15 
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104.35 
hi2 
[mm] 
1418.4 594.3 17.3367 -12.5738 
Table V.ll.' Valeurs optimales des paramètres présentées par TEAM22 
Nous avons effectué une ré-analyse flux2d sur l'optimum que nous avons trouvé. Nous obtenons 
sensiblement les mêmes résultats tant au niveau de l'énergie que de l'induction à dix mètres du 
dispositif. 
En ce qui concerne les temps de calculs (Table V.12), on constate que l'approche polynomiale a permis 
un gain appréciable, cependant ce temps reste encore important compte tenu des temps de calcul des 
grandeurs utiles à l'optimisation à partir du potentiel vecteur. Une nouvelle voie à explorer consiste à 
effectuer non plus le développement sur le potentiel vecteur, mais directement sur des grandeurs 
comme l'énergie, l'induction ... 
Approche EF Approche 
polynomiale 
Résolution 6H -
Construction du - 2H 
développement de Taylor 
Calcul des grandeur':> locales SH 5H 
(Bstray,Bmax) et globales 
(Energie) 
Total llH 7H 
Table V.l2: Comparaison des temps CPU entre l'approche élémentsfinis 
et l'approche polynomiale 
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7 CONCLUSION 
Dans ce chapitre, nous avons étudié le comportement de l'algorithme génétique sur des problèmes 
d'optimisation de forme de structures électromagnétiques. Afin de diminuer les coûts des évaluations 
nous avons utilisé une méthode basée sur les développements de Taylor d'ordre élevé de la solution 
éléments finis par rapport aux paramètres géométriques ou physiques du problème. Nous avons pu 
voir que ces développements permettent d'obtenir avec une bonne précision la valeur de la variable 
d'état. 
Nous avons donc couplé cette méthode d'évaluations avec notre algorithme génétique. Ce dernier a 
prouvé son efficacité dans la recherche de la configuration optimale. De plus, le couplage a permis de 
réduire de façon sensible le coût en temps machine nécessaire pour mener à bien cette optimisation. 
Cependant, il reste encore un nombre important d'études à faire, notamment en ce qui concerne la 
sensibilité du développement par rapport aux paramètres géométriques, étude que nous n'avons pas pu 
mener en raison du peu d'informations disponibles. Une autre voie à explorer pour gagner encore en 
temps de calcul est d'effectuer non pas les développements sur le potentiel vecteur, mais directement 
sur les grandeurs utiles à l'optimisation c'est-à-dire dans le problème présenté, sur l'énergie et 
l'induction. En effet, nous avons constaté que, dans notre approche, la majeure partie du temps est 
consacrée au calcul de ces grandeurs à partir du potentiel vecteur. 
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COl1.clusion 
Dans la première partie de ce mémoire, nous avons décrit les différentes méthodes d'optimisation et 
nous les avons séparées en deux grandes familles. D'un côté les méthodes détenninistes et de l'autre 
les méthodes stochastiques. 
La méthode déterministe qui a retenu notre attention est celle du Lagrangien Augmenté considérée par 
de nombreux auteurs comme une amélioration des méthodes de pénalités. Les résultats que nous 
avons obtenus ont montré que cette méthode est très performante lorsque la fonction à optimiser est 
unimodale où lorsque la solution initiale est proche de l'optimum global. Cependant, elle nécessite 
aussi le calcul des gradients de la fonction et des contraintes ce qui l'a rend inutilisable lorsque la 
fonction est non dérivable et à fortiori discontinue. 
Quoiqu'il en soit, pour les fonctions dérivables, unimodales, contraintes ou non contraintes, la méthode 
de Lagrangien Augmenté est bien plus efficace qu'une méthode stochastique si on se réfère au nombre 
d'évaluations pour atteindre l'optimum et à la précision de l'optimum obtenu. 
Des deux méthodes stochastiques présentées, nous avons choisi d'étudier plus en détail l'algorithme 
génétique. Dans un premier temps nous avons conservé le codage binaire traditionnellement utilisé. 
Nous avons constaté que cette méthode était l'altenative aux méthodes déterministes lorsque la 
fonction était multimodale ou discontinue (ou les deux à la fois !). En contrepartie, le nombre 
d'évaluations de la fonction est important voire très important et la précision sur l'optimum n'est pas 
très bonne. 
Dans le second chapitre, nous avons tenté de tirer profit des avantages des deux types de méthodes 
pour construire un algorithme d'optimisation à la fois globalement convergeant et donnant une solution 
avec une bonne précision. 
La question du codage des paramètres est cruciale et soulève des problèmes lorsque des contraintes 
non triviales existent (comme celles rencontrées dans le problème du voyageur de commerce) et pour 
lesquelles l'utilisation d'un algorithme traditionnel conduit à une inefficacité de la recherche. Ce 
problème s'est posé dans notre domaine avec l'optimisation de maillage. Une solution consiste à 
abandonner le codage binaire et à utiliser le codage naturel des paramètres du problème en modifiant 
les opérateurs de la recherche de sorte que: 
- le croisement échange de l'information entre deux solutions potentielles 
- la mutation perturbe l'information contenue dans une des solutions potentielles. 
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Partant de ce principe, nous avons utilisé un codage réel des paramètres pour nos applications du 
chapitre III et V. Cet algorithme a déjà fait l'objet de nombreuses publications et nous avons décidé 
d'intégrer un opérateur de recherche locale de type Hill-Climbing dans l'algorithme. Cet opérateur, 
employé avec un taux faible, a permis d'améliorer la performance générale de l'algorithme en 
améliorant plus rapidement la précision de la solution. Quant aux fréquences d'apparition des 
opérateurs, nous les avons interpolées linéairement tout au long de l'exécution. Cet algorithme s'est 
révélé plus performant sur les fonctions tests du chapitre l que l'algorithme traditionnel. En effet, il a 
trouvé l'optimum global de la fonction de Rastrigin en dix dimensions, ce que n'avait pas été en mesure 
de faire son "homologue" binaire et en plus, il a apporté un gain en précision sur la solution et une 
diminution sensible du nombre d'évaluations de l'objectif. 
Finalement, nous avons proposé une autre vision de l'algorithme génétique dans laquelle celui ci ne 
doit plus être vu comme un algorithme d'optimisation particulier mais plutôt comme un méta-
algorithme où les opérateurs resteraient à définir suivant la nature des paramètres du problème traité. 
Nous pensons que ceci ouvre le champ de nouvelles investigations et que l'utilisateur doit se charger 
de définir les opérateurs qui lui semblent les plus prometteurs, ce que nous avons fait par exemple, en 
introduisant une mutation Hill-Climbing pour les paramètres réels. 
L'autre voie que nous avons choisie d'explorer pour mettre au point un algorithme d'optimisation 
performant a consisté dans le couplage de l'algorithme génétique avec une méthode de Lagrangien 
Augmenté. En effet, dans les nombreux tests effectués, nous avons montré que la région de l'optimum 
était souvent localisée bien avant que l'algorithme génétique ne fournisse une solution avec la précision 
demandée. Nous avons donc discuté des critères de commutations possibles, nous en avons écarté 
quelques uns et nous avons proposé un critère se basant sur le génotype des individus. Les tests de 
\'alidation n'ont malheureusement pas été concluant et nous laissent croire que la commutation est très 
dépendante de la nature du problème traité. 
Enfin, le calcul parallèle semble être une nouvelle voie très prometteuse et sur laquelle beaucoup de 
recherches restent encore à faire. En effet, il ne s'agit plus de répartir la charge des calculs entre les 
divers processeurs mais d'effectuer un échange d'information non plus seulement entre individus, mais 
entre sous-populations entières. D'ailleurs ceci n'implique nullement d'utiliser un gros calculateur 
parallèle car quelques stations de travail et un protocole de transfert de messages, facilement disponible 
dans le domaine public, suffisent pour ouvrir le champ à de très prometteuses investigations. 
Les trois derniers chapitres ont été consacrés à l'étude d'applications dans le domaine de 
l'électrotechnique. 
Chacune d'entre elles possédait des particularités propres à l'utilisation d'un algorithme génétique. 
Dans la première application, sur le refroidissement d'un composant de puissance à l'aide d'un micro-
échangeur, la fonction à optimiser était analytique, donc peu coûteuse, mais discontinue. 
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Dans la seconde application, nous nous sommes attaqués à l'optimisation de maillage a priori des 
éléments finis tétraédriques. Nous avons validé notre critère d'optimisation puis nous avons constaté 
qu'il était nécessaire de procéder à des optimisations de type suppression/insertion d'arêtes avant de 
modifier les coordonnées des noeuds. Ensuite, grâce aux idées évoquées dans le second chapitre nous 
a\'ons mis au point un algorithme génétique de bougé de points. Cet algorithme a effectivement 
convergé vers un optimum mais celui ci s'est révélé être identique à celui trouvé par une méthode 
déterministe bien moins coûteuse en temps de calcul. Il est donc vraisemblable que la répartition des 
noeuds dans le maillage soit une fonction unimodale ce qui n'était pas acquis a priori. 
Enfin, le chapitre V traite de l'optimisation de forme de structures électromagnétiques. Le caractère 
multimodal des fonctions objectifs traitées dans ce domaine nous a conduit à utiliser un algorithme 
génétique. Les calculs des grandeurs électromagnétiques auraient pu être assurés par un logiciel 
éléments finis comme flux2d, mais devant le coût en évaluation très important, nous avons préféré une 
approche plus originale basée sur des développements de Taylor d'ordre élevé. Le couplage de 
l'algorithme génétique avec cette méthode d'évaluation rapide et précise nous a permis de constituer un 
outil très performant d'aide à la conception. Il reste cependant encore de nombreuses recherches à faire 
dans ce domaine. Notamment, une étude sur le rayon de convergence du développement au regard du 
maillage et du point central apparaît nécessaire si on veut pouvoir étendre la méthode à de nombreuses 
applications. Une autre voie prometteuse consiste à réaliser les développements sur les grandeurs 
directement liées au critère à optimiser plutôt que sur la variable d'état. 
Ce travail donne ainsi quelques pistes pour améliorer encore l'aide à la conception et nous imaginons 
que ce type d'approche peut facilement être transposable à d'autres domaines que celui de 
l'électromagnétisme. 
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Résumé 
Dans ce rapport nous décrivons les nouvelles possibilités offertes par les algorithmes 
d'optimisation génétiques dans le domaine de l'électrotechnique. 
Après avoir analysé les différentes méthodes d'optimisation existantes, nous mettons en évidence 
leur points forts et leurs points faibles en les comparant sur différents cas tests. Les conclusions et les 
constations issues de ces confrontations nous ont guidé pour développer un algorithme d'optimisation 
perfonnant c'est-à-dire à la fois capable de localiser l'optimum global et peu coûteux en nombre 
d'évaluations de la fonction à optimiser. 
L'introduction d'infonnations supplémentaires concernant la "nature" des paramètres du 
problème traité s'est avérée fondamentale pour les algorithmes génétiques et ce point a été abordé car 
nous n'avons pas voulu limiter nos optimisations à un domaine bien particulier de l'électrotechnique. 
Les algorithmes d'optimisation mis au point ont été validés sur trois applications distinctes: 
- Optimisation de la forme d'un refroidisseur pour composant de puissance. 
- Optimisation de maillages tridimensionnels pour des logiciels éléments fInis . 
- Optimisation de la forme d'un dispositif électromagnétique composé de bobines 
supraconductrices. 
Algorithmes génétiques 
Recuit simulé 
Lagrangien augmenté 
Optimisation de forme 
Supraconducteurs 
Mots Clés 
Composant IGBT 
Maillage élément fInis 3D 
Qualité des éléments fInis 
Développement de Taylor 
Abstract 
in this document, we describe new possibilities offered by genetic algorithms in Electrical 
Engineering. 
After analyzing the different existing methods of optimization, we underline their weak and their 
strong points by comparing them on sorne test problems. The conclusions of this comparative study 
help us to dçvelop an effective optimization algorithm. This algorithm ensures both a global 
convergence and low evaluation cost from the function to be optimized. We also consider the 
fundamental point which consists in introducing sorne supplementary informations concerning the 
nature of the data of the problem to be treated. This is do ne in order to widen the scope of our 
optimization problems to various domains of Electrical Engineering. 
The optimization algorithm was tested and validated on three different applications: 
- Shape optimization of a cooling structure for Power Electronics component 
- Optimization of three-dimensional mesh quality for Finite Element software 
- Shape optimization of an electrornagnetic device based on superconducting coils. 
Genetic algorithms 
Simulated annealing 
Augmented lagrangian . 
Shape optimization 
Superconductor 
Keywords 
IGBT 
3D fmite element mesh 
Finite element quality 
Taylor development 
