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Abstract In this study, an artificial neural network (ANN)
model was developed to predict the cone penetration
resistance of silty sands. To achieve this, the data sets
reported by Ecemis and Karaman, including the results of
three high-quality field tests, namely piezocone penetration
test, pore pressure dissipation tests, and direct push per-
meability tests performed at 20 different locations on the
northern coast of the Izmir Gulf in Turkey, have been used
in the development of the ANN model. The ANN model
consisted of three input parameters (relative density, fines
content, and horizontal coefficient of consolidation) and a
single output parameter (normalized cone penetration
resistance). The results obtained from the ANN model were
compared with those obtained from the field tests. It is
found that the ANN model is efficient in determining the
cone penetration resistance of silty sands and yields cone
penetration resistance values that are very close to those
obtained from the field tests. Additionally, several perfor-
mance indices such as the determination coefficient, vari-
ance account for, mean absolute error, root mean square
error, and scaled percent error were computed to examine
the performance of the ANN model developed. The per-
formance level attained in the ANN model shows that the
ANN model developed in this study can be employed for
predicting cone penetration of silty sands quite efficiently.
Keywords Artificial neural networks  Cone penetration
resistance  Horizontal coefficient of consolidation  Silty
sand
1 Introduction
Several in situ tests, namely the standard penetration test
(SPT), cone penetration test (CPT), flat dilatometer test
(DMT), pressuremeter test (PMT), and vane shear test
(VST), have been commonly used to obtain the engineering
parameters of the soils in the subsurface needed for
geotechnical design [1]. Currently, among these methods,
the cone penetration test (CPT) is considered one of the
most useful in situ tests and is widely used in onshore and
offshore soil investigations [1]. The advantages of CPT
tests are: (1) fast and continuous profiling, (2) repeat-
able and reliable data (not operator-dependent), (3) eco-
nomical and productive, and (4) strong theoretical basis for
interpretation [2]. The disadvantages of CPT tests are: (1)
relatively high capital investment, (2) requiring skilled
operators, (3) no soil sample, during a CPT, and (4) pen-
etration that can be restricted in gravel/cemented layers [2].
The CPT measures the cone penetration resistance and the
sleeve friction resistance. The piezocone penetration test
(CPTu) measures additional parameter that is the pore
water pressure. These measurements can be effectively
used for the following applications: (1) to classify soil
identification, (2) to directly estimate pile capacity from the
CPTu, (3) to evaluate soil properties through an appropriate
correlation, especially the undrained shear strength, (4) to
determine bearing capacity and settlement of the shallow
foundations, (5) to control compaction in ground
improvement, (6) to design wick or sand drains, and (7) to
evaluate the soil liquefaction [2]. Therefore, the CPTu can
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be used for a wide range of geotechnical engineering
applications [1].
Artificial neural networks (ANNs) have been success-
fully applied to many applications in civil engineering due
to their heuristic problem-solving capabilities [3]. An ANN
is one of the AI approaches that can be categorized as
‘‘machine learning’’ [3]. It has the ability to be similar to
biological neurons [4]. This brain-like structure makes
ANN models superior to most traditional methods in
making predictions that has possessed high degrees of
nonlinearity or a complex input pattern with a complex
output pattern [3]. Evolving from neurobiological insights,
ANN, similar to the brain, has an astonishing capacity to
learn from example input–output training data sets [3].
Recently, ANNs have been found to be a useful tool to
solve many problems in the field of the geotechnical
engineering [3]. Since the early 1990s, ANNs have been
effectively applied to almost every problem in geotechnical
engineering, including constitutive modeling [5, 6]; geo-
material properties [3, 7–9]; bearing capacity of pile
[10, 11]; slope stability [12–16]; shallow foundations
[17–19]; liquefaction potential [20–26]; and tunnels and
underground openings [27, 28].
In this study, ANNs, with respect to the above advan-
tages, were utilized to predict the normalized cone pene-
tration resistance (qc1N) of silty sands. To achieve this, the
results of three high-quality field tests [29], namely
piezocone penetration tests (CPTu), pore pressure dissipa-
tion tests (PPDT), and direct push permeability tests
(DPPT) performed at 20 different locations on the northern
coast of the Izmir Gulf in Turkey, were used in the
development of the ANN model. The ANN model con-
sisted of three input parameters (relative density, fines
content, and horizontal coefficient of consolidation) and a
single output parameter (qc1N). The results obtained from
the ANN model were compared with those obtained from
the field tests and found very close to them. Moreover, the
determination coefficient (R2), the values of variance
account for (VAF), the mean absolute error (MAE), root
mean square error (RMSE), and scaled percent error (SPE)
indices were calculated to check the prediction perfor-
mance of the ANN model developed. The ANN model has
shown high prediction performance according to the per-
formance indices computed.
2 Artificial neural networks
Artificial neural networks (ANNs) are numerical modeling
techniques inspired by the functioning of the human brain
[30]. The current interest in ANNs is largely due to their
ability to mimic natural intelligence in its learning from
experience [4, 31]. The structure and operation of ANNs
can be found in many applications (e.g., Fausett [4]; Zur-
ada [31]; Hecht-Nielsen [32]; Maren et al. [33]; Ripley
[34]). The typical structure of the ANN consists of a
number of processing elements (PEs) commonly called as
neurons that are fully or partially linked via connection
weights [30]. These PEs are usually formed in layers: an
input layer, one or more hidden layers, and an output layer.
In the input layer, data are presented to the network. The
output layer holds the response of the network to the input.
The hidden layers enable these networks to represent and
compute complicated associations between inputs and
outputs. This ANN architecture is commonly called as a
fully interconnected feed-forward multilayer perceptron
(MLP). Additionally, there is also a bias, which is only
connected to the neurons in the hidden and output layers,
with modifiable weighted corrections.
The number of hidden layers used depends on the nature
of the problem and so the degree of the complexity of the
problem. ANNs with one or two hidden layers and ade-
quate number of hidden neurons are found to be quite
useful for most problems (i.e., Goh [35]; Orbanic´ and
Fajdiga [36]; Sonmez et al. [37]). There are various
methods (i.e., Hecht-Nielsen [32]; Hush [38]; Kaastra and
Boyd [39]; Kanellopoulas and Wilkinson [40]; Grima and
Babuska [41]; Haque and Sudhakar [42]) for the determi-
nation of the number of neurons in the hidden layer.
Nevertheless, these methods present only general guideli-
nes for the selection of a sufficient number of neurons.
The neural network ‘‘learns’’ by adjusting the weights of
the neurons in response to the errors between the actual and
the target output values. Several learning algorithms have
been developed. The back-propagation learning algorithm,
the most commonly used neural network algorithm
[9, 35, 43–48], has been successfully applied with to model
many phenomena in the field of geotechnical engineering
[49–51]. In this algorithm, learning is performed through
the gradient descent on the sum of the squares of the errors
for all the training patterns [43, 49]. Each neuron in a layer
receives and processes weighted inputs from neurons in the
previous layer and transmits its output to neurons in the
following layer through links. Each link is assigned a
weight which is a numerical estimate of the connection
strength. The weighted summation of inputs to a neuron is
converted to an output according to a nonlinear transfer
function. The common transfer function widely used in the
literature is the sigmoid function. The changes in the
weights are proportional to the negative of the derivative of
the error term. One pass through the set of training patterns,
together with the associated updating of the weights, is
called a cycle or an epoch. Training is performed by
repeatedly presenting the entire set of training patterns
(updating the weights at the end of the each epoch) until
the average sum-squared error over all the training patterns
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is minimal and within the tolerance specified for the
problem.
At the end of the training phase, the neural network
should correctly reproduce the target output values for the
training data; provided errors are minimal (i.e., conver-
gence occurs). The associated trained weights of the neu-
rons are then stored in the neural network memory. In the
next phase, the trained neural network is fed a separate set
of data. In this validation phase, the neural network pre-
dictions using the trained weights are compared to the
target output values. The performance of the overall ANN
model can be evaluated by several criteria [27, 52, 53].
These criteria include coefficient of determination R2,
mean squared error, mean absolute error, minimal absolute
error, and maximum absolute error. A well-trained model
should result in an R2 close to 1 and small values of error
terms.
In this work, the determination of cone penetration
resistance has been modeled using the ANN in which
network training was accomplished with the neural net-
work toolbox written in MATLAB environment (Math
Works 7.0 Inc. 2006) and the Levenberg–Marquardt back-
propagation learning algorithm [54] was utilized in the
training stage. The field investigations, which have yielded
the data for the ANN model, are presented in the following
section.
3 Field testing program
In this study, the data sets reported by Ecemis and Kara-
man [29], including the results of three high-quality field
tests performed at 20 different locations on the northern
coast of the Izmir Gulf, were used in the development of
the ANN model. In their study area, the soil consisted of
mainly quaternary sediments. These sediments are mostly
saturated and are formed by sedimentation of the alluvial
deposits transported by the Gediz River. Figure 1 displays
a view of test locations. At each of these given locations,
piezocone penetration test (CPTu), standard penetration
test (SPT), pore pressure dissipation test (PPDT), and direct
push permeability test (DPPT) were conducted [29]. In the
ANN model, the results of CPTu, PPDT, and DPPT were
used while developing the ANN model. The details of these
tests can be found at Ecemis and Karaman [29].
The cone penetration resistance qc, friction resistance fs,
and pore water pressures above the cone face (referred to as
the u2 position) for each 1 cm of penetration were obtained
from the piezocone penetration tests. The probe used in the
tests had 60 tip angle and 35.7 mm diameter. The mea-
sured cone penetration resistance and friction resistance
values were normalized based on the equations stated
below [55]:
qc1N ¼ Cq qc
Pa
 
ð1Þ
F ¼ fs
qc  rv ð2Þ
Cq ¼ Par0vo
 n
ð3Þ
where Pa = atmospheric pressure in the same units used
for qc; r0vo = effective vertical stress in the same units as
Pa; F = normalized friction resistance in percent; and
n = 0.784 - 0.521Dr [56], which is the stress exponent.
The cone penetration resistance is significantly affected
by relative density [57]. This is because qc is very much
dependent on the mobilized angle of shearing [57]. For a
particular stress level, soil with higher density is always
associated with higher mobilized angle of shearing [57]. In
this study, the Dr values were estimated from the cone
penetration resistance values measured by using the empir-
ical relationship proposed by Jamiolkowski et al. [58], which
was obtained from the calibration chamber tests carried out
in uncemented, NC quartz sand, taking into consideration
the influence of the effective vertical stress as:
Dr ¼ 98þ 66 log qcffiffiffiffiffiffi
r0vo
p
 !
ð4Þ
where Dr is the relative density in percentage and r0vo is the
effective vertical stress in the sameunits as,qc. Bolton andGui
[57] state that Eq. (4) overestimates and underestimates theDr
values, by approximately 10 and 20 %, respectively, for a
particular depth. Cai et al. [59] state that in general Eq. (4) is
acceptable for NC soils, while for OC deposits, the value of
r0vo must be replaced by horizontal effective stress r
0
vo.
The soil hydraulic conductivity (kh) was obtained in the
field by both pore pressure dissipation tests and direct push
permeability tests at depth intervals of 1.0 m. From the
pore pressure dissipation tests, the monotonically
decreasing pore water pressure dissipation curves were
obtained at clayey silt layers. The recorded times for 50 %
pore pressure dissipation (t50) were assessed by theoretical
solutions presented by Teh and Houlsby [60]. The mea-
sured t50 was used in conjunction with the empirical cor-
relation proposed by Parez and Fauriel [61] to deduce the
horizontal hydraulic conductivity. However, at sands and
silty sand layers, the measured pore water pressures were
almost hydrostatic. The recorded times for 50 % pore
pressure dissipation were\60 s, with some less than 1 s. It
was difficult to record the dissipation time accurately at
these depths. Therefore, the measurements from dissipation
tests were used to find the hydraulic conductivity of the
clayey silts. For the levels where we observed the sands
and silty sands, the other testing method, which is the direct
Neural Comput & Applic (2017) 28 (Suppl 1):S727–S736 S729
123
push permeability test, is likely to provide reliable results.
Hydraulic conductivity from direct push permeability test
was recovered from the applied excess head, Dh, and
measured volumetric flow, Q, through the spherical form of
Darcy’s law [62]:
kh ¼ Q
4pDhas
ð5Þ
where as is the effective radius of the spherical injection
zone, which is calculated as 1.44 cm in this study.
The coefficient of consolidation of soils throughout the
depths was determined by using the equation given below:
ch ¼ kh
mv cw
ð6Þ
where cw is the unit weight of water and mv is the com-
pressibility of the soil estimated from the CPTu tests based
on the correlation proposed by Robertson [63]:
mv ¼ 1aMðqt  rvoÞ ð7Þ
where rvo is the in situ total vertical stress, qt is the cor-
rected total cone resistance, and aM varies with the soil
behavior type index (Ic) [as given by Eq. (8)] modified by
Robertson and Wride [64].
Ic ¼ 3:47 log10 qc1Nð Þ2þ log10 F þ 1:22ð Þ2
h i0:5
ð8Þ
where qc1N is the normalized cone penetration resistance
given in Eq. (1) and F is normalized friction resistance in
percent given in Eq. (2).
If Ic[ 2.2 and qc1N\ 14, use aM = qc1N.
If Ic[ 2.2 and qc1N[ 14, use aM = 14.
If Ic\ 2.2, use aM ¼ 0:03 10ð0:55Icþ1:68Þ
 
.
The disturbed soil samples were procured at a depth
interval of 1.5 m by SPT spoon in order to find the fines
content (FC) of the samples. In total, 64 soil samples from
20 boreholes were classified in the laboratory.
The cone penetration resistance, coefficient of consol-
idation, and relative density recorded with field tests.
Fines content obtained from the laboratory tests. The
results of these tests were used first to find the effects of
fines and relative density on the cone penetration resis-
tance of the silty sands. Figure 2a illustrates the variation
of the coefficient of consolidation with fines content for
four individual ranges of relative densities [29]. Figure 2b
illustrates the variation of measured normalized cone
penetration resistance values with log normalized pene-
tration rate (V = vd/ch) for six distinct ranges of relative
density [29] where v is the rate of penetration and d is the
diameter of the cone. In this figure, the normalized pen-
etration rate was changed only due to the change in the
coefficient of consolidation of the soil layers. The coef-
ficient of consolidation values obtained for each Dr and
FC from Fig. 2a and normalized cone penetration resis-
tance values obtained for each Dr and V(=vd/ch) from
Fig. 2b are given in Table 1, [29]. As given in the
table for each given relative density, qc1N, ch, and V are
determined for nine different fines content from 0 to
40 %.
Fig. 1 Area view of test profile
locations on the northern coast
of Izmir Gulf in Turkey [29]
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4 Artificial neural network model
In this work, an ANN model was developed to predict the
normalized cone penetration resistance of silty sands.
Three factors affecting the cone penetration resistance are
presented to the ANN as model input variables. These
include the relative density (Dr), fines content (FC), and the
horizontal coefficient of consolidation (ch). The normalized
cone penetration resistance (qc1N) was the single output
parameter. The data used to train and validate the ANN
model were obtained from the field tests as mentioned
earlier in Sect. 2. As recommended by Masters [65] and
detailed by Shahin et al. [52], the available data were then
randomly separated into two statistically consistent sets: a
training set to construct the neural network model and an
independent validation set to determine model performance
in the deployed environment. Therefore, in total, 80 % of
the data were utilized for training and 20 % for validation.
The statistics of the data used for the training and
validation sets are given in Table 2, which include the
minimum, maximum, mean, and standard deviation.
In this work, the optimal model geometry was obtained
by using a trial-and-error approach. It should be noticed
that a network with one hidden layer can approximate any
continuous function, provided that sufficient connection
weights are utilized [66]. Therefore, one hidden layer was
used in the current work while developing the ANN model.
The optimum number of neurons in the hidden layer was
detected by varying their number by starting with a mini-
mum of 1 and then increasing the network size in steps by
adding 1 neuron each time. Two different transfer functions
(log-sigmoid [67] and tan-sigmoid [36]) were used in the
hidden and output layers to achieve the best performance in
training as well as in validation. Two momentum factors, l
(=0.01 and 0.001), were chosen for the training process to
search for the most efficient ANN architecture. The neural
network toolbox of MATLAB7.0, a well-known numerical
computation and visualization software [68], was
employed for training and validation of MLPs. Training
started with a small number of epochs (=50) and kept on
incrementing by 50 epochs until the onset of specialized
training as reflected in the reversal of the downward trend
of the error for validation data. The maximum number of
epochs to train was chosen as 500. The coefficient of
determination, R2, and the mean absolute error, MAE, were
used to assess the performance of the developed ANN
models. In order to decide the optimum network geometry,
the performance of the network during the training and
validation processes was investigated for each network size
until no significant improvement in the error took place.
The details of the optimal performance of the networks
are presented in Table 3. Table 3 indicates that ANN with
three hidden neurons yielded the maximum R2 of 0.9971
and the minimum MAE of 1.46 in the validation phase.
Thus, it was selected as the best ANN model. Connection
weights and biases of the final model are given in Table 4.
5 Results and discussion
The qc1N values obtained from the ANN model were
compared with the measured qc1N values in Figs. 3 and 4
for training and validation sets, respectively. It can be seen
that the ANN model has the minimum scatter around the
line of equality between the measured and predicted qc1N
values. The model also has high coefficients of determi-
nation (R2) in the training and validation samples. This
shows that the ANN model is able to predict cone pene-
tration resistances of silty sands, if the soil properties (Dr,
FC, and ch) are known.
In point of fact, the coefficient of correlation between
the measured and predicted values is a good indicator to
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examine the prediction performance of the model [69]. In
this work, variance VAF, represented by Eq. (9), and the
root mean square error RMSE, represented by Eq. (10),
were also calculated to determine the performance of the
developed model, as employed by Grima and Babuska
[41], Finol et al. [70], Gokceoglu [71], Erzin [7], and Erzin
et al. [9, 47, 48]
VAF ¼ 1 var y y^ð Þ
var yð Þ
 
 100 ð9Þ
RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
XN
i¼1
yi  y^ið Þ2
vuut ð10Þ
where var denotes the variance, y is the measured value, yˆ
is the predicted value, and N is the number of the sample. If
VAF is 100 % and RMSE is 0, the model is treated as
excellent.
Values of VAF and RMSE for the ANN model devel-
oped are given in Table 5. Table 5 shows that the ANN
model developed exhibits high prediction performance
based on the performance indices, which demonstrates its
usefulness and efficiency.
In addition to the performance indices, a graph between
the scaled percent error, SPE [as given by Eq. (11) and
employed by Kanibir et al. [72]; Erzin and Cetin [16]], and
the cumulative frequency was also drawn for the ANN
model (Fig. 5) to further examine the prediction perfor-
mance of the model.
SPE ¼
ðqc1NÞp  ðqc1NÞm
	 

ðqc1NÞmð Þmax ðqc1NÞm
 
min
  ð11Þ
where ðqc1NÞp and ðqc1NÞm are the predicted and the mea-
sured qc1N values; and ðqc1NÞmð Þmax and ðqc1NÞmð Þmin are the
maximum and minimum measured qc1N values,
Table 1 Summary of field and laboratory test results [29]
1 2 3 4 5
Relative
density
(Dr)
Fines
content
(FC)
Coefficient of
consolidation
(ch)
Normalized
penetration
rate
(V = vd/ch)
Normalized
penetration
resistance
(qc1N)
% % cm/s – –
30 0 2.00E?02 3.60E-02 6.3
5 1.68E?02 4.29E-02 6.3
10 1.41E?02 5.11E-02 6.3
15 1.18E?02 6.09E-02 6.3
20 9.93E?01 7.25E-02 6.2
25 8.34E?01 8.64E-02 6.2
30 7.00E?01 1.03E-01 6.2
35 5.88E?01 1.23E-01 6.2
40 4.93E?01 1.46E-01 6.2
38 0 4.55E?02 1.58E-02 13.0
5 2.71E?02 2.66E-02 12.5
10 1.61E?02 4.48E-02 12.2
15 9.56E?01 7.53E-02 12.0
20 5.68E?01 1.27E-01 11.8
25 3.38E?01 2.13E-01 11.5
30 2.01E?01 3.58E-01 11..3
35 1.19E?01 6.03E-01 11.0
40 7.10E?00 1.01E?00 11.0
55 0 4.55E?02 1.58E-02 22.5
5 2.71E?02 2.66E-02 21.5
10 1.61E?02 4.48E-02 21.0
15 9.56E?01 7.53E-02 20.0
20 5.69E?01 1.27E-01 19.5
25 3.38E?01 2.13E-01 18.0
30 2.01E?01 3.58E-01 17.0
35 1.19E?01 6.03E-01 15.2
40 7.10E?00 1.01E?00 15.0
78 0 2.14E?04 3.36E-04 50.0
5 1.19E?04 6.07E-04 47.0
10 6.58E?03 1.10E-03 44.0
15 3.64E?03 1.98E-03 41.0
20 2.02E?03 3.56E-03 39.0
25 1.12E?03 6.43E-03 37.0
30 6.21E?02 1.16E-02 36.0
35 3.44E?02 2.09E-02 35.0
40 1.91E?02 3.77E-02 34.0
85 0 4.59E?03 1.57E-03 69.0
5 1.71E?03 4.20E-03 62.0
10 6.40E?02 1.12E-02 57.0
15 2.39E?02 3.01E-02 54.0
20 8.93E?01 8.07E-02 51.0
25 3.33E?01 2.16E-01 49.0
30 1.24E?01 5.78E-01 47.0
35 4.65E?00 1.55E?00 45.0
40 1.74E?00 4.15E?00 43.0
Table 1 continued
1 2 3 4 5
Relative
density
(Dr)
Fines
content
(FC)
Coefficient of
consolidation
(ch)
Normalized
penetration
rate
(V = vd/ch)
Normalized
penetration
resistance
(qc1N)
% % cm/s – –
95 0 7.66E?03 9.40E-04 107.0
5 9.10E?02 7.91E-03 95.0
10 1.08E?02 6.66E-02 87.0
15 1.29E?01 5.60E-01 81.0
20 1.53E?00 4.71E?00 75.0
25 1.82E-01 3.97E?01 70.0
30 2.16E-02 3.34E?02 66.0
35 2.56E-03 2.81E?03 63.0
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respectively. Figure 5 shows that about 92 % of qc1N val-
ues predicted from the ANN model developed are between
?2 % and -6 % of the SPE, which indicates a perfect
estimate for the qc1N value of the soil. From here, it can be
concluded that the qc1N value of soil could be predicted
from three soil parameters (Dr, FC, and ch) using trained
ANNs values, with acceptable accuracy.
Neural network applications are generally treated as
black box applications [73, 74]. Some researchers (Cabalar
and Cevik [73]; Cevik et al. [74]; Ko¨rog˘lu et al. [75]; Erzin
and Ecemis [26]) opened this black box and introduced the
NN application in a closed-form solution by utilizing the
related NN parameters such as weights and biases. Simi-
larly, the ANN model developed in this study can be
expressed in explicit function form using the related NN
parameters. Using the weights and biases of the optimal
ANN model (Table 3), normalized cone penetration resis-
tance (qc1N) can be expressed in terms of relative density
(Dr), fines content (FC), and horizontal coefficient of
consolidation (ch) as follows:
qc1N ¼ tan sigW þ 0:9ð Þ  56þ 6:19 ð12Þ
where tan sig xð Þ ¼ 2= 1þ e2xð Þ  1 and finally output is
computed as:
W ¼ 1:7344 tan sigU1  1:8861 tan sigU2  0:015031½
tan sigU3  0:31383
U1 ¼ 1:84280 Dr  034393  FC þ 0:27399 ch
 2:28770
Table 2 Statistics of the data
used for the ANN model
developed
Parameters used Minimum Maximum Mean Std. deviation
Input parameters
Dr (%) 30 95 62.9057 24.24813
FC (%) 0 40 19.6226 12.85455
ch (cm
2/s) 0.00256 21,398 1264.2016 3565.31315
Output parameter
qc1N 6.19 107 34.2670 26.61560
Table 3 Details of the optimal performance of networks in predicting qc1N
Number of neurons
in the hidden layer
Transfer function in l Number of epochs Training Testing
Neurons of the hidden layer Neurons of the output layer R2 MAE R2 MAE
1 Tan-sigmoid Tan-sigmoid 0.001 170 0.9824 4.04 0.9743 3.30
2 Tan-sigmoid Tan-sigmoid 0.001 19 0.9956 3.62 0.9958 1.48
3 Tan-sigmoid Tan-sigmoid 0.001 8 0.9963 3.31 0.9971 1.46
Table 4 Connection weights
and biases of the best ANN
model
Hidden neuron Weights Bias
Input neurons Output neuron
Dr (%) FC (%) ch (cm
2/s) qc1N Hidden layer Output layer
1 1.84280 -0.34393 0.27399 1.7344 -2.28770 -0.31883
2 -0.83467 0.11234 0.26878 -1.8861 -0.59476
3 -0.40448 1.94970 0.67043 -0.015031 1.02250
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Fig. 3 Comparison of the qc1N values obtained from field tests with
the qc1N values predicted from the ANN model for training samples
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U2 ¼ 0:83467 Dr þ 0:11234 FC
þ 0:26878 ch  0:59476
U3 ¼ 0:41:022500448 Dr þ 1:94970 FC
þ 0:67043 ch þ 1:02250
It should be noted that the proposed ANN model in this
work is valid for the ranges of parameters given in Table 2.
6 Conclusions
In this study, an ANN model that can be used for predicting
cone penetration resistance of silty sands has been devel-
oped. For this purpose, the results of three high-quality
field tests (CPTu, PPDT, and DPPT) performed at 20 dif-
ferent locations on the northern coast of the Izmir Gulf in
Turkey have been used in the ANN model. The ANN
model consisted of three input parameters (relative density,
fines content, and horizontal coefficient of consolidation)
and a single output parameter (normalized cone penetration
resistance). It has been demonstrated that the ANN model
is efficient in determining the cone penetration resistance
of silty sands and yields cone penetration resistance values
that are very close to those obtained from the field tests.
The ANN model exhibits high prediction performance
based on the performance indices, which demonstrates its
usefulness and efficiency.
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