This paper considers estimation of a linear regression model using data where some covariate values are missing but imputations are available to fill-in the missing values. The availability of imputations generates a trade-off between bias and precision in the estimators of the regression parameters: the complete cases are often too few, so precision is lost, but filling-in the missing values with imputations may lead to bias. We provide the new Stata command gmi which allows handling such bias-precision trade-off using either model reduction or model averaging techniques in the context of the generalized missing-indicator approach recently proposed by Dardanoni et al.(2011) . If multiple imputations are available, our gmi command can be also combined with the built-in Stata prefix mi estimate to account for the extra variability due to the imputation process. The gmi command is illustrated with an empirical application which investigates the relationship between an objective health indicator and a set of socio-demographic and economic covariates affected by substantial item nonresponse.
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Introduction
When trying to run a regression of interest, researchers often face the problem of missing values on some of the variables. We focus on the case when only the covariates contain missing values and the data are Missing-At-Random (MAR). As argued by Little(1992) , the related problem of missing values in the dependent variable is less interesting because if the covariates are complete and the missing values on the dependent variable are MAR, then the incomplete cases contribute no information about the regression parameters of interest.
One approach to this problem-complete-case analysis-is to drop all cases with missing values and run the regression using only the complete cases. Another approach, when imputations are available, is to fill-in the missing values with the imputations and run the regression using all the data, whether observed or imputed. This second approach-which we call the 'naive' approach-is actually becoming quite common, as public-use data files increasingly include imputations of key variables affected by missing data problems. Specialized software for carrying out imputations is also becoming increasingly available. One example is the mi suite of commands developed in Stata 11.
From the view point of inference about the regression parameter of interest, the availability of imputations generates a trade-off between bias and precision: the complete cases are often too few, so precision is lost, but filling-in the missing values with the imputations may lead to bias. Dardanoni et al. (2011) , henceforth DMP, show that this trade-off is in fact equivalent to that arising in an extended or 'grand' regression model that includes two subsets of regressors: the focus regressors corresponding to the observed or imputed covariates, and a set of auxiliary regressors representing all possible interactions between the focus regressors and the missing-data indicators.
In the 'grand' model, the trade-off is between bias and precision in estimating the coefficients on the focus regressors when we drop subsets of the auxiliary regressors. As discussed in DMP, this second trade-off is easier to deal with than the first, because a variety of methods are available. This paper presents the command gmi that implements several methods corresponding to two alternative strategies for handling such trade-off: model reduction and model averaging.
The remainder of this paper is organized as follows. Section 2 reviews the theoretical background in DMP. Section 3 describes the two alternative strategies for estimating the regression parameters of interest. Section 4 provides a detailed description of our gmi command. Section 5 illustrates the gmi command using data available on the Stata website. Finally, Section 6 use data from the first wave of SHARE (Survey of Health, Ageing and Retirement in Europe) to provide an empirical 1 application on the relationship between an objective health indicator and a set of socio-demographic and economic covariates affected by substantial item nonresponse.
Background
Consider modeling the relationship between an outcome Y and a set of covariates X using data where some covariate values are missing. We assume that, in the absence of missing values, the data would satisfy the classical linear model
where y is the N × 1 vector of observations on the outcome of interest, X is an N × K matrix of observations on the covariates, β is the K × 1 vector of regression parameters, and u is an N × 1 vector of regression errors that are homoskedastic, serially uncorrelated and have zero mean conditional on X. This means that the full-information OLS estimator from a regression of y on X would be unbiased for β and efficient in the Gauss-Markov sense.
We also assume that all missing covariate values can be replaced by imputations. These imputations may be provided by the data-producing agency or may be constructed by the researcher, for example by using the Stata command mi impute.
Because the first element of X is taken to be the constant term, which is always observed, the number of possible missing-data patterns is equal to 2 K−1 (no missing data, only the first covariate missing, only the first and the second missing, etc.). A particular data set need not contain all the possible patterns, so we simply index by j = 0, . . . , J the patterns that are present in the data, with j = 0 corresponding to the subsample with complete data, which is assumed to be always available, and J ≤ 2 K−1 − 1. To keep track of exactly which covariate values are missing, we introduce the N × K missing-data indicator matrix M , whose (n, k) element is equal to one if the nth case has a missing value on the kth covariate and is equal to zero otherwise.
We are concerned with the problem of how to combine the observed and the imputed values in order to estimate the regression parameter β.
Complete-case analysis
This approach amounts to ignore the imputed values and use only the subsample with complete data. Complete-case analysis is our benchmark because, under two key assumptions, it delivers an unbiased estimator of the regression parameter β. 
Although unbiased, the complete-case OLS estimator has the drawback of being much less precise than the full-information OLS estimator, except when the fraction of complete cases is large.
The 'naive' and the simple missing-indicator approaches
A common alternative to complete-case analysis is to use all cases and regress y on the completed design matrix W , whose (n, k) element is equal to the corresponding element of X if a covariate value is not missing and is equal to the imputed value otherwise. This 'naive' approach ignores the fact that the imputations are not the same as the missing covariate values, so it gives an estimator of β that is more precise than the complete-case OLS estimator but is also biased.
Another alternative, the so-called simple missing-indicator approach, consists of regressing y on the completed design matrix W and a set of J dummies d 1 , . . . , d J , where the elements of d j are equal to one for cases that belong to the jth missing-data pattern and are equal to zero otherwise (the subsample with complete data represents the baseline). Adding dummies for the missing-data patterns increases the flexibility of the model by allowing the intercepts to differ across patterns but, again, unbiasedness is lost (Horton and Kleinman 2007 , Jones 1996 , Little 1992 . 
The generalized missing-indicator approach
The bias arising from the use of imputations may be eliminated by fully interacting the columns of the completed design matrix W with the dummies for the missing-data patterns. DMP call this a generalized missing-indicator approach.
They show that, if y j and W j respectively denote the N j × 1 subvector of y and the N j × K submatrix of W corresponding to the jth missing-data pattern, then the generalized missingindicator approach corresponds to using the following 'grand' model 
where β is the regression parameter of interest, the δ j are K × 1 vectors of nuisance parameters that may be interpreted as the asymptotic bias in the regression of y j on W j , and the v j are N j × 1 vectors of projection errors that have mean zero and are orthogonal to the columns of W j . A more compact representation of the 'grand' model is
where
respectively an N × K matrix of observed or imputed covariates, an N × JK matrix of auxiliary variables, a JK × 1 vector of nuisance parameters, and an N × 1 error vector. Thus, if the ignorability assumption holds, regressing y on W and Z allows one to fully exploit the available information and to obtain an unbiased estimator of the regression parameter β.
Alternative strategies for estimating β
Both the 'naive' and the simple missing-indicator approach correspond to using restricted versions of model (2) obtained by placing restrictions on the vector δ. The 'naive' approach restricts δ to be equal to zero, while the simple missing-indicator approach restricts all the δ j to be equal to zero except for their first element. When these restrictions are at odds with the data, imposing them leads to an estimator of β that is biased but more precise (less variable) than the OLS estimator of β in model (2) which, in turn, is numerically the same as the complete-case estimator of β. This suggest that, by placing restrictions on δ, or equivalently by excluding some of the auxiliary variables in Z, one may obtain an estimator of β that is better in the mean squared error (MSE) sense than the complete-case estimator. The Stata command in this paper implements two alternative strategies for obtaining such an estimator of β: model reduction and model averaging. Model reduction may be carried out through a number of variable selection methods, such as those implemented by the built-in Stata command stepwise or by the vselect command discussed in Lindsey and Sheather (2010) . Dropping one of the variables in Z amounts to restricting one element of δ j to zero. This in turn corresponds to selecting one of the J missing-data patterns and forcing the coefficient on a particular covariate for that data pattern to be the same as for the subsample with complete data. The various methods differ depending on how one explores the set of all the possible models (e.g. via a general-to-specific or via a specific-to-general approach) and the decision rule used to judge validity of each model considered (e.g. a fixed significance level or an information criterion such as AIC or BIC).
Model reduction
One well known problem with this strategy is pretesting. 
Model averaging
Model averaging takes a different route. Instead of selecting a model out of the available set of models, one first estimates the parameter of interest β conditional on each model in the model space, and then computes the estimate of β as a weighted average of these conditional estimates.
When the model space contains I models, a model averaging estimate of β is of the form
where the λ i are non-negative random weights that add up to one and β i is the estimate of β obtained by conditioning on the ith model. In Bayesian model averaging (BMA), each β i is weighted by the posterior probability of the corresponding model. If equal prior probabilities are assigned to each model, then λ i is proportional to the marginal likelihood of y under model i. The BMA literature is vast and we refer the reader to Raftery et al. (1997) for a starting point.
Our Stata implementation of standard BMA is based on the bma command provided by De Luca and . This approach assumes a classical Gaussian linear model for (2), noninformative priors for β and the error variance, and a multivariate Gaussian prior for δ. Notice that the computational burden required to obtain a standard BMA estimate is proportional to the dimension I of the model space. In our case I = 2 JK , so this computational burden is substantial unless both J and K are small.
Another type of BMA is Weighted-Average Least Squares (WALS), introduced by Magnus et al. (2010) . WALS also assumes a classical Gaussian linear model for (2) and noninformative priors for β 1 See Magnus (1999) and the FAQ http://www.stata.com/support/faqs/stat/stepwise.html.
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and the error variance but, instead of a multivariate Gaussian prior for δ, it uses a distribution with zero mean for the independently and identically distributed elements of the transformed parameter vector η = η(δ), whose hth element η h is the population t-statistic for testing the significance of the hth element of δ. Magnus et al. (2010) use the Laplace distribution, while Einmahl et al. (2011) use the Subbotin family which leads to estimators with better asymptotic properties.
The assumption that the regression errors in (2) are homoskedastic and serially uncorrelated is not crucial for WALS, and the method can be generalized to non-spherical errors ).
WALS has three main advantages over standard BMA. First, its computational burden is only proportional to JK. Second, its choice of priors corresponds to a more intuitive concept of uncertainty about the role of the auxiliary variables. Third, WALS estimates have bounded risk and are near-optimal in terms of a well-defined regret criterion (Magnus et al. 2010 
Standard errors of the estimators
Like standard Stata estimation commands, we provide estimated coefficients, standard errors and t-ratios. We do not provide p-values and confidence intervals because our estimators are generally biased and their distribution need not be Gaussian, not even asymptotically. On the other hand, the hth regressor may be considered to be robustly correlated with the outcome if the t-ratio η h on its coefficient is greater than one in absolute value, in which case the MSE of the unrestricted OLS estimator of the coefficient is lower than that of the restricted OLS estimator (see e.g. Magnus 2002 ). On the basis of this criterion, we also provide two-standard error bands for the estimated coefficients.
Computation and interpretation of the standard errors differ depending on the estimation strategy (model reduction vs. model averaging) and the general approach to estimation (frequentist vs.
Bayesian).
For model reduction, the default is 'classical' standard errors of the OLS estimator of the selected model. These standard errors do not take into account heteroskedasticity or serial correlation in the data and, most importantly, ignore the additional sampling variability induced by the model selection step. The option bootstrap gives standard errors based on the wild bootstrap which are valid under conditional heteroskedasticity and also take into account the additional variability due to model selection.
For BMA, the default standard errors have the usual Bayesian interpretation of measuring the spread of the posterior distribution of the parameters of interest given the data and take model uncertainty explicitly into account. In this case, the option bootstrap provides a frequentist measure of the variability due to sampling, including the variability due to model selection.
Notice that neither model reduction nor model averaging take into account the additional sampling variability due to imputation. This problem could be addressed by multiple imputation methods (Rubin 1987) . As illustrated in Sections 5 and 6, our gmi command can be combined with the build-in Stata prefix mi estimate (see mi estimate).
Stata command
The new Stata command gmi allows handling the trade-off between bias and precision when estimating a classical linear regression model with imputed covariates. The earliest version of Stata required to run this command is version 11.1. The syntax is as follows: 
Options of the gmi command
summarize, the default, provides a description of the 'grand' model (number of observations, number of observed and imputed covariates, number of focus and auxiliary regressors, number of missing-data patterns, and dimension of the model space), plus summaries of the distribution of depvar (number of observations, mean and standard deviation) for the complete-case and each missing-data pattern.
cc provides the complete-case estimate of β, namely the OLS estimate from a regression of depvar on the K focus regressors in W using only the complete cases. This is numerically the same as the OLS estimate of β in the grand model (2).
naive provides the 'naive' estimate of β, namely the OLS estimate from a regression of depvar on the K focus regressors in W using all cases.
smi provides the simple missing-indicator estimate of β, namely the OLS estimate of β from a regression of depvar on the K focus regressors in W and the J dummies for the missing-data patterns using all cases.
sw provides the OLS estimate of β from a regression of depvar on the K focus regressors in W and the subset of auxiliary regressors in Z selected through the build-in Stata command stepwise.
This estimate of β is conditional on the selected model. A brief description of the options for the stepwise command is given in Section 4.2.
vs provides the OLS estimate of β from a regression of depvar on the K focus regressors in W and the subset of auxiliary regressors in Z selected through the vselect command by Lindsey and Sheather (2010) . As for the sw option, this estimate of β is conditional on the selected model.
A brief description of the options for the vselect command is given in Section 4.3.
bma provides the BMA estimate of β in the 'grand' model (2) using the bma command implemented by De Luca and . This option assumes a classical Gaussian linear model for (2) keep specifies whether auxiliary regressors have to be kept in the data after estimation. By default, they are dropped.
nowarn suppresses the display of a warning message on dropped collinear regressors.
Options for stepwise
By specifying the sw option, gmi carries out model reduction through the build-in Stata command stepwise (see [R] stepwise for details). The relevant options of the stepwise command are pr(#) (significance level for backward selection), pe(#) (significance level for forward selection), forward (backward stepwise) and lr (likelihood-ratio test of term significance). Since the auxiliary regressors in Z have no hierarchical ordering, backward hierarchical selection and forward hierarchical selection are not allowed.
Options for vselect
By specifying the vs option, gmi carries out model reduction through the vselect command implemented by Lindsey and Sheather (2010) . This command offers three model reduction techniques: backward selection (the default), forward selection (forward), and leaps-and-bounds selection (best). An information criterion is used to judge the validity of each model through the
Mallows's C p criterion can only be used with leaps-and-bounds selection and the decision rule can be either a value of C p close to zero (cp1) or a value close to the number of covariates (cp2).
For additional information see Lindsey and Sheather (2010) . 
Options for BMA

Options for WALS
By specifying the wals option, gmi carries out model averaging through the wals command implemented by De Luca and Magnus (2011). As for the prior on the transformed auxiliary parameters, one can choose between Laplace or Subbotin priors through the option q(#) which defines the free parameter 0 < q ≤ 1 of a Subbotin density with the prior median of η h equal to zero and the prior median of η 2 h equal to one. The default is q = 1 corresponding to a Laplace prior. Values of q in the interval (0, 1) give instead a class of Subbotin priors. Einmahl et al. (2011) argue that values of q close to zero are unappealing from the point of view of ignorance. For empirical applications, they recommend q = 0.5. For a Subbotin prior with q ̸ = 1 and q ̸ = .5, one can also specify a set of additional options (i.e. intpoints(#), eps(#) and iterate(#)) to control the accuracy of the numerical process for approximating the constrained parameter of a Subbotin density. Additional information can be found in De Luca and Magnus (2011).
Example
This section illustrates the gmi command using data available on the Stata website.
. quietly use "http://www.stata-press.com/data/r11/mhouses1993s30", clear Other 6 auxiliary variables are dropped because the first missing-data pattern includes only 2 observations, so we can identify at most 2 of the 8 associated auxiliary parameters. After dropping from Z all collinear variables, the dimension of the model space reduces to 2 17 = 131072. The summary statistics for the dependent variable across missing-data patterns reveal that both the mean and the variance of price are considerably higher for the subsample with complete cases.
We obtain the complete-case OLS estimator of the focus parameters β by specifying the cc option.
. These estimates could also be obtained through the built-in Stata command regress after restricting the estimation sample to the subset of complete data. They are also numerically the same as the OLS estimate of β in the grand model (2). Result 1 implies that, under the ignorability assumption, the complete-case OLS estimator is unbiased for β. Our findings suggest that home sale price is positively related to square footage of living space, log of taxes paid and whether the home is located in a custom building. On the other side, there is negative association with log of home 14 age and whether the home has a corner location. The effects of the other covariates are not robust because the corresponding t-ratios are smaller than one in absolute value. It is also worth noticing that the complete-case estimator is likely to be highly inefficient as it discards about 44 percent of the sample observations.
To explore the trade-off between bias and precision, consider now the 'naive' and the simple missing-indicator approaches. The former ignores the fact that missing values have been imputed by restricting all auxiliary parameters to zero, while the latter restrict all auxiliary parameters to zero except the coefficients on the dummies for the missing-data patterns.
. Both approaches impose arbitrary restrictions on the auxiliary parameter δ, so they are likely to result in biased estimates of the focus parameter β. However, as suggested by their considerably lower standard errors, these estimators are more precise than the complete-case OLS estimator.
The most striking differences are in the estimated coefficients of corner and lntax. Notice that, to force users to treat the auxiliary parameters as nuisance parameters, their estimates and the associated variance-covariance matrix are returned in the vector e(b aux) and the matrix e(V aux)
respectively.
The gmi command provides two alternative strategies for finding a better estimator of β in the MSE sense: model reduction and model averaging. Although the choice between these two strategies is left to the users, we strongly encourage choosing model averaging in order to avoid the problems caused by pretesting.
Model reduction can be carried out through the built-in Stata command stepwise or the vselect command by Lindsey and Sheather (2010) . There are reasons to prefer the latter, as model reduction is based on an information criterion instead of an arbitrary significance level, and the leaps-and-bounds algorithm is expected to select the best model. To save space, we only present the OLS estimates of the model selected by vselect with the best and the bic options.
. In this case, we specified the full option to display estimates of the focus and the auxiliary parameters. The selected model includes two auxiliary variables: the interaction between sqft and the dummy D2 for the second missing-data pattern, and the interaction between custom and the dummy D3 for the third missing-data pattern. Notice that, the standard errors are conditional on the model selected by vselect and therefore should be treated with caution.
Next, we focus on model averaging using BMA and WALS respectively. In the above example, standard errors are estimated by the wild bootstrap with 100 replications.
Bootstrapped standard errors are usually larger than traditional ones because they account for heteroskedasticity of unknown form. As argued in Section 3.3, the wild bootstrap also provides an easy way to ensure comparability of the standard errors across the different estimation methods.
Finally, we can use the 30 multiple imputations on lnage and lntax to account for the sampling variability induced by imputation of missing values. This can be done by combining our gmi command with the built-in Stata prefix mi estimate. The prefix mi estimate runs the specified gmi command on each imputed dataset to obtain a set of alternative estimates of the model parameters and their variance-covariance matrix. Multiple imputation estimates are then obtained by applying the combination rules of Rubin (1987) on the resulting set of alternative estimates (see mi estimate). Here, it is worth noticing that the prefix mi estimate has its own reporting output and does not respect the reporting output of the gmi command. As discussed in Section 3.3, p-values and confidence intervals must then be treated with caution especially when the number multiple imputations is small. Also notice that the option full of the gmi command is always needed to obtain valid information on the average relative variance increase (RVI) due to nonresponse and the summaries about parameter-specific degrees of freedom (DF). In any case, the prefix mi estimate and the option full of the gmi command cannot be jointly combined when using model reduction techniques (i.e. options sw and vs) because the subset of selected auxiliary regressors can vary across imputations.
Empirical application
This application investigates the relationship between hand grip strength (GS) and a set of sociodemographic and economic covariates using data on the elderly European population. As argued by Andersen et al. (2009) , GS is an important measure of health because it is objectively measured, it directly affects every day activity functions, it is known to decline linearly with age, and it is a strong predictor of disability, morbidity, frailty and mortality. Furthermore, measuring GS is cheap and can be carried out by trained survey interviewers in non-clinical studies. Sweden cover people living in institutions for the elderly, this segment of the 50+ population is excluded by the national sampling frames of the other SHARE countries. Moreover, Southern European countries are known to have fewer nursing home than Northern and Continental European countries and a cultural tradition of old parents living with a child. To limit the impact of these cross country differences, we select respondents who have at most one limitation with activities of daily living, at most one chronic disease, and whose self-reported health status is at least fair. After applying this sample selection criterion, dropping the invalid measurements of maxgrip (about 5 percent of the cases) and the few missing data on weight, height and education (about 1 percent of the cases), our working sample consists of 13,724 observations. Summary statistics for the outcome and the covariates are presented in Table 1 , separately by gender and macro-region.
Given the high level of comparability of the SHARE data, we pool data from countries in the same macro-region, and estimate our linear regression model of interest separately by gender and macro-region. For simplicity, we assume that the errors in the grand model are independent and spherically distributed. The model specification in each subgroup includes 7 focus regressors, of which 5 (age, weight, height, education and the constant term) are observed and 2 (per-capita household income and household net worth) are imputed, 3 subsamples with incomplete data, and 21 non-collinear auxiliary variables. The resulting dimension of the model space is 2,097,152.
After centering the focus covariates on the corresponding medians of each subgroup, we compare the estimates from five alternative approaches: complete case, 'naive', model reduction, BMA and WALS. Model reduction estimation is carried out using the vs estimation option of the gmi command with leaps-and-bounds selection and AIC as model information criteria, while WALS estimation is carried out using a Subbotin prior with parameter q = 0.5. 5
The estimated coefficients and their standard errors are presented in Tables 2 and 3 
