Abstract. The hypothesis that high dimensional data tend to lie in the vicinity of a low dimensional manifold is the basis of manifold learning. The goal of this paper is to develop an algorithm (with accompanying complexity guarantees) for testing the existence of a manifold that fits a probability distribution supported in a separable Hilbert space, only using i.i.d samples from that distribution. More precisely, our setting is the following. Suppose that data are drawn independently at random from a probability distribution P supported on the unit ball of a separable Hilbert space H. Let G(d, V, τ) be the set of submanifolds of the unit ball of H whose volume is at most V and reach (which is the supremum of all r such that any point at a distance less than r has a unique nearest point on the manifold) is at least τ. Let L(M, P) denote mean-squared distance of a random point from the probability distribution P to M. We obtain an algorithm that tests the manifold hypothesis in the following sense.
Introduction
We are increasingly confronted with very high dimensional data from speech, images, and genomes and other sources. A collection of methodologies for analyzing high dimensional data based on the hypothesis that data tend to lie near a low dimensional manifold is now called "Manifold Learning". (see Figure 1 .1) We refer to the underlying hypothesis as the "manifold hypothesis." Manifold Learning has been an area of intense activity over the past two decades. We refer the interested reader to a limited set of papers associated with this field; see [1, 4, 5, 6, 9, 14, 16, 17, 26, 27, 28, 30, 32, 34, 38] and the references therein.
The goal of this paper is to develop an algorithm that tests the manifold hypothesis. Examples of low-dimensional manifolds embedded in high-dimensional spaces include: image vectors representing 3D objects under different illumination conditions, and camera views and phonemes in speech signals. The low-dimensional structure typically arises due to constraints arising from physical laws. A recent empirical study [4] of a large number of 3 × 3 images represented as points in R 9 revealed that they approximately lie on a two-dimensional manifold knows as the Klein bottle.
One of the characteristics of high-dimensional data of the type mentioned earlier is that the number of dimensions is comparable, or larger than, the number of samples. This has the consequence that the sample complexity of function approximation can grow exponentially. On the positive side, the data exhibits the phenomenon of "concentration of measure" [8, 18] and asymptotic analysis of statistical techniques is possible. Standard dimensional reduction techniques such as Principal Component Analysis and Factor Analysis, work well when the data lies near a linear subspace of high-dimensional space. They do not work well when the data lies near a nonlinear manifold embedded in the high-dimensional space.
Recently, there has been considerable interest in fitting low-dimensional nonlinear manifolds from sampled data points in high-dimensional spaces. These problems have been viewed as optimization problems generalizing the projection theorem in Hilbert Space. One line of research starts with principal curves/surfaces [14] and topology preserving networks [21] . The main ideas is that information about the global structure of a manifold can be obtained by analyzing the "interactions" between overlapping local linear structures. The so-called Local Linear Embedding method (local PCA) constructs a local geometric structure that is invariant to translation and rotation in the neighborhood of each data point [29] .
In another line of investigation [35] , pairwise geodesic distances of data points with respect to the underlying manifold are estimated and multi-dimensional scaling is used to project the data points on a lowdimensional space which best preserves the estimated geodesics. The tangent space in the neighborhood of a data point can be used to represent the local geometry and then these local tangent spaces can be aligned to construct the global coordinate system of the nonlinear manifold [39] .
A comprehensive review of Manifold Learning can be found in the recent book [20] . In this paper, we take a "worst case" viewpoint of the Manifold Learning problem. Let H be a separable Hilbert space, and let P be a probability measure supported on the unit ball B H of H. Let | · | denote the Hilbert space norm of H and for any x, y ∈ H let d(x, y) = |x − y|. For any x ∈ B H and any M ⊂ B H , a closed subset, let d(x, M) = inf y∈M |x − y| and L(M, P) = d(x, M) 2 dP(x). We assume that i.i.d data is generated from sampling P, which is fixed but unknown. This is a worst-case view in the sense that no prior information about the data generating mechanism is assumed to be available or used for the subsequent development. This is the viewpoint of modern Statistical Learning Theory [37] .
In order to state the problem more precisely, we need to describe the class of manifolds within which we will search for the existence of a manifold which satisfies the manifold hypothesis.
Let M be a submanifold of H. The reach τ > 0 of M is the largest number such that for any 0 < r < τ, any point at a distance r of M has a unique nearest point on M.
Let G e = G e (d, V, τ) be the family of d-dimensional C 2 −submanifolds of the unit ball in H with volume ≤ V and reach ≥ τ.
Let P be an unknown probability distribution supported in the unit ball of a separable (possibly infinitedimensional) Hilbert space and let (x 1 , x 2 , . . .) be i.i.d random samples sampled from P.
The test for the Manifold Hypothesis answers the following affirmatively: Given error ε, dimension d, volume V, reach τ and confidence 1 − δ, is there an algorithm that takes a number of samples depending on these parameters and with probability 1 − δ distinguishes between the following two cases (as least one must hold): (a) Whether there is a M ∈ G e = G e (d, CV, τ/C) such that d(M, x) 2 dP(x) < Cε .
(b) Whether there is no manifold M ∈ G e (d, V/C, Cτ) such that
d(M, x)
2 dP(x) < ε/C .
Here d(M, x) is the distance from a random point x to the manifold M, C is a constant depending only on d.
The basic statistical question is:
What is the number of samples needed for testing the hypothesis that data lie near a low-dimensional manifold?
The desired result is that the sample complexity of the task depends only on the "intrinsic" dimension, volume and reach, but not the "ambient" dimension.
We approach this by considering the Empirical Risk Minimization problem. Let
and define the Empirical Loss
where (x 1 , . . . , x s ) are the data points. The sample complexity is defined to be the smallest s such that there exists a rule A which assigns to given (x 1 , . . . , x s ) a manifold M A with the property that if x 1 , . . . , x s are generated i.i.d from P, then
M∈Ge L(M, P) > ε < δ.
We need to determine how large s needs to be so that
The answer to this question is given by Theorem 1 in the paper. The proof of the theorem proceeds by approximating manifolds using point clouds and then using uniform bounds for k−means (Lemma 11 of the paper).
The uniform bounds for k−means are proven by getting an upper bound on the Fat Shattering Dimension of a certain function class and then using an integral related to Dudley's entropy integral. The bound on the Fat Shattering Dimension is obtained using a random projection and the Sauer-Shelah Lemma. The use of random projections in this context appears in Chapter 4, [20] and [25] , however due to the absence of chaining, the bounds derived there are weaker.
The Algorithmic question can be stated as follows: Given N points x 1 , . . . , x N in the unit ball in R n , distinguish between the following two cases (at least one must be true): (a) Whether there is a manifold M ∈ G e = G e (d, CV, C −1 τ) such that
where C is some constant depending only on d.
(b) Whether there is no manifold M ∈ G e = G e (d, V/C, Cτ) such that
The key step to solving this problem is to translate the question of optimizing the squared-loss over a family of manifolds to that of optimizing over sections of a disc bundle. The former involves an optimization over a non-parameterized infinite dimensional space, while the latter involves an optimization over a parameterized (albeit infinite dimensional) set.
We introduce the notion of a cylinder packet in order to define a disc bundle. A cylinder packet is a finite collection of cylinders satisfying certain alignment constraints. An ideal cylinder packet corresponding to a d−manifold M of reach τ (see Definition 1) in R n is obtained by taking a net (see Definition 5) of the manifold and for every point p in the net, throwing in a cylinder centered at p isometric to 2τ(B d × B n−d ) whose d−dimensional central cross-section is tangent to M. Hereτ = cτ for some appropriate constant c depending only on d, B d and B n−d are d−dimensional and (n − d)−dimensional balls respectively.
For every cylinder cyl i in the packet, we define a function f i that is the squared distance to the d− dimensional central cross section of cyl i . These functions are put together using a partition of unity defined on ∪ i cyl i . The resulting function f is an "approximate-squared-distance-function" (see Definition 14) . The base manifold is the set of points x at which the gradient ∇f is orthogonal to every eigenvector corresponding to values in [c, C] of the Hessian Hess f(x). Here c and C are constants depending only on the dimension d of the manifold. The fiber of the disc bundle at a point x on the base manifold is defined to be the (n − d)−dimensional Euclidean ball centered at x contained in the span of the aforementioned eigenvectors of the Hessian. The base manifold and its fibers together define the disc bundle.
The optimization over sections of the disc bundle proceeds as follows. We fix a cylinder cyl i of the cylinder packet. We optimize the squared loss over local sections corresponding to jets whose C 2 − norm is bounded above by c 1 τ , where c 1 is a controlled constant. The corresponding graphs are each contained inside cyl i . The optimization over local sections is performed by minimizing squared loss over a space of C 2 −jets (see Definition 20) constrained by inequalities developed in [13] . The resulting local sections corresponding to various i are then patched together using the disc bundle and a partition of unity supported on the base manifold. The last step is performed implicitly, since we do not actually need to produce a manifold, but only need to certify the existence or non-existence a manifold possessing certain properties. The results of this paper together with those of [13] lead to an algorithm fitting a manifold to the data as well; the main additional is to construct local sections from jets, rather than settling for the existence of good local sections as we do here.
Such optimizations are performed over a large ensemble of cylinder packets. Indeed the the size of this ensemble is the chief contribution in the complexity bound.
1.1. Definitions. Definition 1 (reach). Let M be a subset of H. The reach of M is the largest number τ to have the property that any point at a distance r < τ from M has a unique nearest point in M.
Definition 2 (Tangent Space). Let H be a separable Hilbert space. For a closed A ⊆ H, and a ∈ A, let the "tangent space" Tan 0 (a, A) denote the set of all vectors v such that for all > 0, there exists b ∈ A such that 0 < |a − b| < and v/|v| − b−a |b−a| < . For a set X ⊆ H and a point a ∈ H let d(a, X) denote the Euclidean distance of the nearest point in X to a. Let Tan(a, A) denote the set of all x such that x − a ∈ Tan 0 (a, A).
The following result of Federer (Theorem 4.18, [11] ), gives an alternate characterization of the reach.
Definition 3 (C r −submanifold). We say that a closed subset M of H is a d−dimensional C r −submanifold of H if the following is true. For every point p ∈ M there exists a chart (U ⊆ H, φ : U → H), where U is an open subset of H containing p such that φ possesses k continuous derivatives and φ(M ∩ U) is the intersection of a d-dimensional affine subspace with φ(U). Let B H be the unit ball in H. Let G = G(d, V, τ) be the family of boundaryless C r −submanifolds of B H having dimension d, volume less or equal to V, reach greater or equal to τ. We assume that τ < 1 and r = 2.
Let H be a separable Hilbert space and P be a probability distribution supported on its unit ball B H . Let | · | denote the Hilbert space norm on H. For x, y ∈ H, let d(x, y) := |x − y|. For any x ∈ B H and any Figure 1 . Data lying in the vicinity of a two dimensional torus.
Let B be a black-box function which when given two vectors v, w ∈ H outputs the inner product B(u, v) =< v, w > . We develop an algorithm which for given δ, ∈ (0, 1), V > 0, integer d and τ > 0 does the following.
We obtain an algorithm that tests the manifold hypothesis in the following sense. The algorithm takes i.i.d random samples from P as input, and determines which of the following two is true (at least one must be):
The answer is correct with probability at least 1 − δ.
The number of data points required is of the order of
where
and the number of arithmetic operations is
The number of calls made to B is O(n 2 ).
1.2.
A note on controlled constants. In this section, and the following sections, we will make frequent use of constants c, C, C 1 , C 2 , c 1 , . . . , c 11 and c 12 etc. These constants are "controlled constants" in the sense that their value is entirely determined by the dimension d unless explicitly specified otherwise (as for example in Lemma 15) . Also, the value of a constant can depend on the values of constants defined before it, but not those defined after it. This convention clearly eliminates the possibility of loops.
Sample complexity of manifold fitting
In this section, we show that if instead of estimating a least-square optimal manifold using the probability measure, we randomly sample sufficiently many points and then find the least square fit manifold to this data, we obtain an almost optimal manifold. Definition 4 (Sample Complexity). Given error parameters , δ, a space X and a set of functions (henceforth function class) F of functions f : X → R, we define the sample complexity s = s( , δ, F) to be the least number such that the following is true. There exists a function A : X s → F such that, for any probability distribution P supported on X, if (x 1 , . . . , x s ) ∈ X s is sequence of i.i.d draws from P, then f out := A((x 1 , . . . , x s )) satisfies
We state below, a sample complexity bound when mean-squared error is minimized over G(d, V, τ).
Suppose s ≥ s G ( , δ) and x = {x 1 , . . . , x s } be a set of i.i.d points from P and P X is the uniform probability measure over X. Let M erm denote a manifold in G(d, V, τ) that approximately minimizes the quantity
Then,
. For x ∈ M denote the orthogonal projection from H to the affine subspace Tan(x, M) by Π x . We will need the following claim to prove Theorem 1.
for a sufficiently large controlled constant C. There exists a
such that the Lipschitz constant of the gradient of F x,U is bounded above by C.
Proof of Claim 1
3.1. Constants: D is a fixed integer. Constants c, C, C etc depend only on D. These symbols may denote different constants in different occurrences, but D always stays fixed.
D−planes:
H denotes a fixed Hilbert space, possibly infinite-dimensional, but in any case of dimension > D. A D−plane is a D−dimensional vector subspace of H. We write Π to denote a D−plane and we write DPL to denote the space of all D−planes. If Π, Π ∈ DPL, then we write dist(Π, Π ) to denote the infimum of T − I over all orthogonal linear transformations T : H → H that carry Π to Π . Here, the norm A of a linear map A : H → H is defined as
One checks easily that (DPL, dist) is a metric space. We write Π ⊥ to denote the orthocomplement of Π in H. 
a patch of radius r over Π centered at 0. We define
Here,
is a linear map, and for linear maps A : Π → Π ⊥ , we define A as
If also ∇Ψ(0) = 0 then we call Γ a patch of radius r tangent to Π at its center 0. If Γ 0 is a patch of radius r over Π centered at 0 and if z ∈ H, then we call the translate Γ = Γ 0 + z ⊂ H a patch of radius r over Π, centered at z. If Γ 0 is tangent to Π at its center 0, then we say that Γ is tangent to Π at its center z.
The following is an easy consequence of the implicit function theorem in fixed dimension (D or 2D).
Lemma 2. Let Γ 1 be a patch of radius r 1 over Π 1 centered at z 1 and tangent to Π 1 at z 1 . Let z 2 belong to Γ 1 and suppose z 2 − z 1 < c 0 r 1 . Assume
Let Π 2 ∈ DPL with dist(Π 2 , Π 1 ) < c 0 . Then there exists a patch Γ 2 of radius c 1 r 1 over Π 2 centered at z 2 with
Here c 0 and c 1 are small constants depending only on D, and by rescaling, we may assume without loss of generality that r 1 = 1 when we prove Lemma 2.
The meaning of Lemma 2 is that if Γ is the graph of a map
with Ψ(0) = 0 and ∇Ψ(0) = 0 and the C 1,1 −norm of Ψ is small then at any point z 2 ∈ Γ close to 0, and for any D−plane Π 2 close to Π 1 , we may regard Γ near z 2 as the graph Γ 2 of a map
here Γ 2 is centered at z 2 and the C 1,1 −norm ofψ is not much bigger than that of Ψ.
3.4.
Imbedded manifolds: Let M ⊂ H be a "compact imbedded D−manifold" (for short, just a "manifold") if the following hold:
• M is compact.
• There exists an r 1 > r 2 > 0 such that for every z ∈ M, there exists T z M ∈ DPL such that M ∩ B H (z, r 2 ) = Γ ∩ B H (z, r 2 ) for some patch Γ over T z (M) of radius r 1 , centered at z and tangent to T z (M) at z. We call T z (M) the tangent space to M at z. We say that M has infinitesimal reach ≤ ρ if for every ρ < ρ, there is a choice of r 1 > r 2 > 0 such that for every z ∈ M there is a patch Γ over T z (M) of radius r 1 , centered at z and tangent to T z (M) at z which has C 1,1 −norm at most Lemma 3 implies Corollary 4. Indeed, we can start with a tiny patch Γ (centered at 0) over T 0 M, with Γ ⊂ M. Such Γ exists because M is a manifold. By repeatedly applying the Lemma, we can repeatedly increase the radius of our patch by a fixed amount cr 2 ; we can continue doing so until we arrive at a patch of radius ≥ĉ.
Proof of Lemma 3. Without loss of generality, we can take H = R D ⊕ H for a Hilbert space H ; and we may assume that
For y ∈ B R D (0, r), we therefore have |∇ψ(y)| ≤ C 0 . If r is less than a small enoughĉ then Lemma 2 together with the fact that M agrees with a patch of radius r 1 in B R D ⊕H ((y, Ψ(y)), r 2 ) (because M is a manifold) tells us that there exists a C 1,1 map
Also, we have a priori bounds on ∇ z Ψ y (z) and on Ψ y Ċ1,1 . It follows that whenever
This allows us to define a global C 1,1 function
the graph of Ψ + is simply the union of the graphs of
as y varies over B R D (0, r). Since the graph of each Ψ y | B R D (y,c r 2 ) is contained in M, it follows that the graph of Ψ + is contained in M. Also, by definition, Ψ + agrees on B R D (y, c r 2 ) with a C 1,1 function, for each y ∈ B R D (0, r). It follows that Ψ + Ċ1,1 (0,rc r 2 ) ≤ C. Also, for each y ∈ B R D (0, r), the point (y, Ψ(y)) belongs to
hence it belongs to the graph of Ψ y | B R D (y,c r 2 ) and therefore it belongs to the graph of Ψ + . Thus Γ + = graph of Ψ + satisfies Γ ⊂ Γ + ⊂ M, and Γ + is a patch of radius r + c r 2 over T 0 M centered at 0. That proves the lemma.
3.6. Global Reach. For a real number τ > 0, A manifold M has reach ≥ τ if and only if every x ∈ H such that d(x, M) < τ has a unique closest point of M. By Federer's characterization of the reach in Proposition 1, if the reach is greater than one, the infinitesimal reach is greater than 1 as well.
Lemma 5. Let M be a manifold of reach ≥ 1, with 0 ∈ M. Then, there exists a patch Γ of radiusĉ over
Proof. There is a patch Γ of radiusĉ over T 0 M centered at 0 such that
It follows that the distance from
is strictly positive. Suppose Γ no intersects B H (0, . That contradicts our assumption that M has reach ≥ 1. Hence our assumption that Γ no intersects B H (0, c 100 ) must be false. Therefore, by definition of Γ no we have
.
proving the lemma.
This completes the proof of Claim 1.
4.
A bound on the size of an −net Definition 5. Let (X, d) be a metric space, and r > 0. We say that Y is an r−net of X if Y ⊆ X and for every x ∈ X, there is a point y ∈ Y such that d(x, y) < r.
Corollary 6. Let
Let M ∈ G, and M be equipped with the metric d H of the H. Then, for any r > 0, there is an √ τr−net of M consisting of no more than U G (1/r) points.
Proof. It suffices to prove that for any r ≤ τ, there is an r−net of M consisting of no more than CV We see that that Y is an r−net of M. Secondly, we see that the the distance between any two distinct points y i , y j ∈ Y is greater or equal to r. Therefore the two balls M ∩ B H (y i , r/2) and M ∩ B H (y j , r/2) do not intersect.
By Claim 1 for each y ∈ Y, there are controlled constants 0 < c < 1/2 and 0 < c such that for any
is less or equal to V the cardinality of Y is less or equal to V c r d for all r ∈ (0, τ]. The corollary follows. 4.1. Fitting k affine subspaces of dimension d. A natural generalization of k-means was proposed in [3] wherein one fits k d−dimensional planes to data in a manner that minimizes the average squared distance of a data point to the nearest d−dimensional plane. For more recent results on this kind of model, with the average p th powers rather than squares, see [19] . We can view k−means as a 0−dimensional special case of k−planes.
In this section, we derive an upper bound for the generalization error of fitting k−planes. Unlike the earlier bounds for fitting manifolds, the bounds here are linear in the dimension d rather than exponential in it. The dependence on k is linear up to logarithmic factors, as before. In the section, we assume for notation convenience that the dimension m of the Hilbert space is finite, though the results can be proved for any separable Hilbert space.
Let P be a probability distribution supported on B :
be the set whose elements are unions of not more than k affine subspaces of dimension ≤ d, each of which intersects B. Let F k,d be the set of all loss functions
. We wish to obtain a probabilistic upper bound on
where {x i } s 1 is the train set and E P F(x) is the expected value of F with respect to P. Due to issues of measurability, (2) need not be random variable for arbitrary F. However, in our situation, this is the case because F is a family of bounded piecewise quadratic functions, smoothly parameterized by H ×k b , which has a countable dense subset, for example, the subset of elements specified using rational data. We obtain a bound that is independent of m, the ambient dimension.
Theorem 7. Let x 1 , . . . , x s be i.i.d samples from P, a distribution supported on the ball of radius 1 in R m . If
which, is less or equal to d + 5.
Uniform bounds for classes of functions of the form min i Φ(H i ) · Ψ(x) follow from Lemma 11. We infer from Lemma 11 that if
The last statement can be rephrased as follows.
If 
Tools from empirical processes
In order to prove a uniform bound of the form
it suffices to bound a measure of the complexity of F known as the Fat-Shattering dimension of the function class F. The metric entropy (defined below) of F can be bounded using the Fat-Shattering dimension, leading to a uniform bound of the form of (3).
Definition 6 (metric entropy). Given a metric space
there is a z ∈ Z such that ρ(y, z) < η. Given a measure P supported on a metric space X, and F a class of functions from X to R. Let N(η, F, L 2 (P)) denote the minimum number of elements that an η−net of F could have, with respect to the metric imposed by the Hilbert space L 2 (P), wherein the distance between f 1 : X → R and f 2 : X → R is
We call ln N(η, F, L 2 (P)) the metric entropy of F at scale η with respect to L 2 (P).
Definition 7 (Fat-shattering dimension). Let F be a set of real valued functions. We say that a set of points x 1 , . . . , x k is γ−shattered by F if there is a vector of real numbers t = (t 1 , . . . , t k ) such that for all binary
More generally, the supremum taken over (t 1 , . . . , t k ) of the number of binary vectors b for which there is a function f b,t ∈ F which satisfies (4), is called the γ−shatter coefficient. For each γ > 0, the Fat-Shattering dimension fat γ (F) of the set F is defined to be the size of the largest γ−shattered set if this is finite; otherwise fat γ (F) is declared to be infinite.
We will also need to use the notion of VC dimension, and some of its properties. These appear below.
The following result concerning the VC dimension of halfspaces is well known (Corollary 13.1, [7] ).
Theorem 8. Let Λ be the class of halfspaces in R g . Then VC Λ = g + 1.
We state the Sauer-Shelah Lemma below.
Lemma 9 (Theorem 13.2, [7] ). For any
Rx 1 For VC Λ > 2,
The lemma below follows from existing results from the theory of Empirical Processes in a straightforward manner, but does not seem to have appeared in print before. We have provided a proof in the appendix.
Lemma 10. Let µ be a measure supported on X, F be a class of functions f : X → R. Let x 1 , . . . , x s be independent random variables drawn from µ and µ s be the uniform measure on
A key component in the proof of the uniform bound in Theorem 1 is an upper bound on the fat-shattering dimension of functions given by the maximum of a set of minima of collections of linear functions on a ball in H. We will use the Johnson-Lindenstrauss Lemma [15] in its proof.
Let J be a finite dimensional vectorspace of dimension greater or equal to g. In what follows, by "uniformly random g−dimensional subspace in J," we mean a random variable taking taking values in the set of g−dimensional subspaces of J, possessing the following property. Its distribution is invariant under the action of the orthogonal group acting on J. Johnson-Lindenstrauss Lemma: Let y 1 , . . . , y¯ be points in the unit ball in R m for some finite m. Let R be an orthogonal projection onto a random g−dimensional subspace (where g = C log¯ γ 2 for some γ > 0, and an absolute constant C). Then,
Lemma 11. Let P be a probability distribution supported on B H . Let F k, be the set of all functions f from B H := {x ∈ H : x ≤ 1} to R, such that for some k vectors v 11 , . . . , v k ∈ B,
Proof. We proceed to obtain an upper bound on the fat shattering dimension fat γ (F k, ). Let x 1 , . . . , x s be s points such that ∀A ⊆ X := {x 1 , . . . , x s },
We will obtain an upper bound on s. Let g := C 1 γ −2 log(s + k ) for a sufficiently large universal constant C 1 . Consider a particular A ∈ X and f(x) := max j min i v ij · x that satisfies (5) and (6) .
Let R be an orthogonal projection onto a uniformly random g−dimensional subspace of span(X ∪ V); we denote the family of all such linear maps . Let RX denote the set {Rx 1 , . . . , Rx s } and likewise, RV denote the set {Rv 11 , . . . , Rv kl }. Since all vectors in X ∪ V belong to the unit ball B H , by the Johnson-Lindenstrauss Lemma, with probability greater than 1/2, the inner product of every pair of vectors in RX ∪ RV multiplied by m g is within γ of the inner product of the corresponding vectors in X ∪ V. Therefore, we have the following. Observation 1. With probability at least 1 2 the following statements are true.
Let R ∈ be a projection onto a uniformly random g−dimensional subspace in span(X ∪ V). Let J := span(RX) and let t J : J → R be the function given by
Let F J,k, be the concept class consisting of all subsets of J of the form
where w 11 , . . . w k are arbitrary vectors in J.
Proof of Claim 2. Classical VC theory (Theorem 8) tells us that the VC dimension of Halfspaces in the span of all vectors of the form (z; −t J (z)) is at most g + 2. Therefore, by the Sauer-Shelah Lemma (Lemma 9), the number W(s, F J,1,1 ) of distinct sets {y 1 , . . . , y s } ∩ ,  ∈ F J,1,1 is less or equal to g+2 i=0 s i , which is less or equal to s g+2 . Every set of the form {y 1 , . . . , y s } ∩ ı, ı ∈ F J,k, can be expressed as an intersection of a union of sets of the form {y 1 , . . . , y s } ∩ ,  ∈ F J,1,1 , in which the total number of sets participating is k . Therefore, the number W(s, F J,k, ) of distinct sets {y 1 , . . . , y s } ∩ ı, ı ∈ F J,1,1 is less or equal to W(s, F J,1,1 ) k , which is in turn less or equal to s (g+2)k .
By Observation 1, for a random R ∈ , the expected number of sets of the form RX∩ı, ı ∈ F J,k, is greater or equal to 2 s−1 . Therefore, there exists an R ∈ such that the number of sets of the form RX ∩ ı, ı ∈ F J,k, is greater or equal to 2 s−1 . Fix such an R and set J := span(RX). By Claim 2,
Therefore s − 1 ≤ k (g + 2) log s. Assuming without loss of generality that s ≥ k , and substituting
and hence
implying that
Thus, the fat shattering dimension
Therefore by Lemma 10, if
then,
. Then the integral in (10) equals
and so if
In order to prove Theorem 1, we relate the empirical squared loss s
2 and the expected squared loss over a class of manifolds whose covering numbers at a scale have a specified upper bound. Let U : R + → Z + be a real-valued function. LetG be any family of subsets of the unit ball B H in a Hilbert space H such that for all r > 0 every element M ∈G can be covered using U(
is a random variable, since the supremum of a set of random variables is not always a random variable (although if the set is countable this is true). Let d haus represent Hausdorff distance. For each n ≥ 1, G n be a countable set of finite subsets of H, such that for each M ∈G, there exists M ∈G n such that d haus (M, M ) ≤ 1/n, and for each M ∈G n , there is an M ∈G such that d haus (M , M ) ≤ 1/n. For each n, such aG n exists because H is separable. Now (11) is equal to
and for each n, the supremum in the limits is over a countable set; thus, for a fixed n, the quantity in the limits is a random variable. Since the pointwise limit of a sequence of measurable functions (random variables) is a measurable function (random variable), this proves that
is a random variable.
Lemma 12. Let and δ be error parameters. Let U G : R + → R + be a function taking values in the positive reals. Suppose every M ∈ G(d, V, τ) can be covered by the union of some U G ( 
Proof. Given a collection c := {c 1 , . . . , c k } of points in H, let
Let F k denote the set of all such functions for
B H being the unit ball in the Hilbert space.
. . ,ĉk} be a set ofk := U G (1/ ) points in M, such that M is contained in the union of Euclidean balls of radius √ τ /16 centered at these points. Suppose
. To obtain a bound in the reverse direction, let y ∈ M be a point such that |x − y| = d(x, M), and let z ∈ c(M, ) be a point such that |y − z| < √ τ /16. Let z be the point on Tan(y, M) that is closest to z. By the reach condition, and Proposition 1,
Therefore,
Inequality (12) reduces the problem of deriving uniform bounds over a space of manifolds to a problem of deriving uniform bounds for k−means. (For the best previously known bound for k−means, see [23] .) Let
map a point x ∈ H to one in H ⊕ R, which we equip with the natural Hilbert space structure. For each i, let
The factor of 2 −1/2 (which could have been replaced by a slightly larger constant) is present because we want c i to belong to to the unit ball. Then,
Let F Φ be the set of functions of the form 4 min k i=1 Φ(x) ·c i wherec i is given by (13) and
The metric entropy of the function class obtained by translating F Φ by adding |x| 2 to every function in it is the same as the metric entropy of F Φ . Therefore the integral of the square root of the metric entropy of functions in F c,k can be bounded above, and by Lemma 11, if
Proof of Theorem 1. This follows immediately from Corollary 6 and Lemma 12.
Dimension reduction
Suppose that X = {x 1 , . . . , x s } is a set of i.i.d random points drawn from P, a probability measure supported in the unit ball B H of a separable Hilbert space H.
over all M ∈ G(d, V, τ) and denote by P X the probability distribution on X that assigns a probability of 1/s to each point. More precisely, we know from Theorem 1 that there is some function
Lemma 13. Suppose < cτ. Let W denote an arbitrary 2s G ( , δ) dimensional linear subspace of H containing X. Then
Let N denote a set of no more than s G ( , δ) points contained in M 2 that is an −net of M 2 . Thus for every x ∈ M 2 , there is y ∈ N such that |x − y| < . Let O denote a unitary transformation from H to H that fixes each point in X and maps every point in N to some point in W. Let Π W denote the map from H to W that maps x to the point in W nearest to x. Let M 3 := OM 2 . Since O is an isometry that fixes X,
Since P X is supported in the unit ball and the Hausdorff distance between Π W M 3 and M 3 is at most ,
By Lemma 14, we see that Π W M 3 belongs to G(d, V, τ(1 − c)), thus proving the lemma.
By Lemma 13, it suffices to find a manifold
, and let Π be a map that projects H orthogonally onto a subspace containing the linear span of a c τ−netS of M. Then, the image of M, is a d−dimensional submanifold of H and
Proof. The volume of Π(M) is no more than the volume of M because Π is a contraction. Since M is contained in the unit ball, Π(M) is contained in the unit ball.
Claim 3. For any x, y ∈ M,
Proof. First suppose that |x − y| < √ τ. Choosex ∈S that satisfies |x − x| < C 1 τ.
|y−x| . By linearity and Proposition 1,
Therefore, there is a pointŷ ∈ Tan(x, M) such that
By Claim 1, there is a pointȳ ∈ M such that
Letỹ ∈S satisfy |ỹ −ȳ| < c τ.
Consequently,
We
Sincex andỹ belong to the range of Π, it follows from (21) and (24) that
Next, suppose that |x − y| ≥ √ τ, Choosex,ỹ ∈S such that |x −x| + |y −ỹ| < 2c τ. Then,
and the claim follows sincex andỹ belong to the range of Π.
By Claim 3, we see that
Moreover, by Claim 3, we see that if x, y ∈ M and Π(x) is close to Π(y) then x is close to y. Therefore, to examine all Π(x) in a neighborhood of Π(y), it is enough to examine all x in a neighborhood of y. So by Definition 3, it follows that Π(M) is a submanifold of H. Finally, in view of Claim 3 and the fact that Π is a contraction, we see that
the lemma follows.
Overview of the algorithm
Given a set X := {x 1 , . . . , x s } of points in R n , we give an overview of the algorithm that finds a nearly optimal interpolating manifold.
Given d, τ, V, and δ, our goal is to output an implicit representation of a manifold M and an estimated error¯ ≥ 0 such that (1) With probability greater than 1 − δ, M is an −optimal interpolant and (2) . This set G can be viewed as a metric space (G, d haus ) by defining the distance between two manifolds M, M in G to be the Hausdorff distance between M and M . The resulting metric space contains a large family of manifolds that are mutually non-homeomorphic. Our strategy for producing an approximately optimal manifold will be to execute the following steps. First identify a O(τ)−net S G of (G, d haus ). Next, for each M ∈ S G , construct a disc bundle D that approximates its normal bundle. The fiber of D at a point z ∈ M is a n − d−dimensional disc of radius O(τ), that is roughly orthogonal to Tan(z, M ) (this is formalized in Definitions 10 and 11). Suppose that M is a manifold in G such that
As a consequence of (30) and the lower bounds on the reaches of M and M , it follows (as has been shown in Lemma 17) that M must be the graph of a section of D . In other words M intersects each fiber of D in a unique point. We use convex optimization to find good local sections, and patch them up to find a good global section. Thus, our algorithm involves two main phases:
(1) Construct a setD norm of disc bundles over manifolds in G(d, CV, τ/C) is rich enough that every −optimal interpolant is a section of some member ofD norm . (2) Given D norm ∈D norm , use convex optimization to find a minimal^ such that D norm has a section (i. e. a small transverse perturbation of the base manifold of D norm ) which is a^ −optimal interpolant. This is achieved by finding the right manifold in the vicinity of the base manifold of D norm by finding good local sections (using results from [12, 13] ) and then patching these up using a gentle partition of unity supported on the base manifold of D norm .
Disc Bundles
The following definition specifies the kind of bundles we will be interested in. The constants have been named so as to be consistent with their appearance in (83) and Observation 4. Recall the parameter r from Definition 3. . Without loss of generality assume after rotation (if necessary) that
2 ). Moreover, x and v here are C k−2 −smooth functions of z ∈ B n (x, c 11τ ), with derivatives up to order k − 2 bounded by C in absolute value. c 10τ ) , and let v ∈ Π (x,Ψ(x)) R n . Then, we can express v in the form
, and α ∈ (0, 1), let αD(d,τ,V) denote a bundle over M base , whose every fiber is a scaling by α of the corresponding fiber of D norm .
A key lemma
Given a function with prescribed smoothness, the following key lemma allows us to construct a bundle satisfying certain conditions, as well as assert that the base manifold has controlled reach. We decompose
Lemma 15. Let the following conditions hold.
(1) Suppose F :
for (x, y) ∈ B n (0, 1) and |α| ≤ k. (3) For x ∈ R d and y ∈ R n−d and (x, y) ∈ B n (0, 1), suppose also that
where 0 < ρ < c (34) where c is a small enough constant determined by C 0 , c 1 , C 1 , k, n.
Then there exist constants c 2 , . . . , c 7 and C determined by C 0 , c 1 , C 1 , k, n, such that the following hold.
(1) For z ∈ B n (0, c 2 ), let N (z) be the subspace of R n spanned by the eigenvectors of the Hessian
There is a C k−2 −smooth map
with the following properties
is a C k−2 −smooth graph.
(3)
We fix Ψ as above. Any point z ∈ B n (0, c 7 ) can be expressed uniquely in the form z = (x, Ψ(x)) + v,
by z = (x, Ψ(x)) + v. Then, Φ d and Φ n−d are C k−2 −functions of z and their derivatives of order up to k − 2 are at most C in absolute value.
Proof. We first study the gradient and Hessian of F. Taking (x, y) = (0, 0) in (33), we see that
A standard lemma in analysis asserts that non-negative F satisfying (32) must also satisfy
In particular, applying this result to the function F + ρ 2 , we find that
Next, we apply Taylor's theorem : For (|x|
, for z = (z 1 , . . . , z n ) = (x, y), estimates (32) and (38) and Taylor's theorem yield
Hence, (33) implies that
, hence for all z ∈ R n . Thus, the Hessian matrix ∂ 
Thus,
Without loss of generality, we can rotate the last n − d coordinate axes in R n , so that the matrix ∂ 2 ij F(0, 0) i,j=d+1,...,n is diagonal, say,
For an n × n matrix A = (a ij ), let
|a ij |.
Then (40) and (41) show that
and c ≤ λ j ≤ C (43) for each j = d + 1, . . . , n. We can pick controlled constants so that (42), (43) and (32), (34) imply the following. Notation 1. For λ j satisfying (43), let c # be a sufficiently small controlled constant. Let Ω be the set of all real symmetric n × n matrices A such that Definition 13. If A ∈ Ω, let Π hi (A) : R n → R n be the orthogonal projection from R n to the span of the eigenspaces of A that correspond to eigenvalues in [c 2 , C 3 ], and let Π lo : R n → R n be the orthogonal projection from R n onto the span of the eigenspaces of A that correspond to eigenvalues in [−c 1 , c 1 ].
Then, A → Π hi (A) and A → Π lo (A) are smooth maps from the compact set Ω into the space of all real symmetric n × n matrices. For a matrix A, let |A| denote its spectral norm, i. e.
Au .
Then, in particular,
for A, A ∈ Ω, and
and
for z < c 4 , which make sense, thanks to the comment following (44). Also, we define projections Π d : R n → R n and Π n−d : R n → R n by setting
From (42) and (45) we see that
Also, (32) and (46) together give (52) and (34), we have
for |z| ≤ ρ 1/3 . Note that Π hi (z) is the orthogonal projection from R n onto the span of the eigenvectors of ∂ 2 F(z) with (n − d) highest eigenvalues; this holds for |z| < c 4 . Now set
for i = d + 1, . . . , n, |z| < c 4 . Here, [Π hi (z)] ij is the ij entry of the matrix Π hi (z). From (52) and (32) we see that
for |z| < c 4 , |α| ≤ k − 2. Also, since Π n−d and Π hi (z) are orthogonal projections from R n to subspaces of R n , (39) and (54) yield
From (56), we have
∂z ∂z j (59) for |z| < c 4 and i = d + 1, . . . , n, = 1, . . . , n. We take z = 0 in (59). From (39) and (52), we have
for z = 0. Also, from (51) and (42), we see that
for z = 0, and i = d + 1, . . . , n and j = 1, . . . , d; and 
with the following properties: According to (51) and (52), the following holds for a small enough controlled constant c 7 . Let z ∈ B n (0, c 7 ). Then Π hi (z) and Π n−d Π hi (z) have the same nullspace. Therefore by (54), we have the following. Let z ∈ B n (0, c 7 ). Then ζ(z) = 0 if and only if Π hi (z)∂F(z) = 0. Consequently, after replacing c 5 and c 6 in (61), (62), (63), (64) by smaller controlled constants c 9 < c 8 < 1 2 c 7 , we obtain the following results:
is a C k−2 −smooth map;
if and only if y = Ψ(x). Thus we have understood the set {Π hi (z)∂F(z) = 0} in the neighborhood of 0 in R n . Next, we study the bundle over {Π hi (z)∂F(z) = 0} whose fiber at z is the image of
From (52) and (62), we have
Here and below, we abuse notation by failing to distinguish between
gives
For i = d + 1, . . . , n, (69) gives
where we write Ψ(x) = (Ψ d+1 (x), . . . , Ψ n (x)) ∈ R n−d . We study the first partials of
at (x, v) = (0, 0), for i, j = 1, . . . , d. Also, (67) shows that |(0, Ψ(0))| ≤ cρ; hence (53) gives
for i ∈ {1, . . . , d} and j ∈ {1, . . . , n}. Therefore, another application of (71) yields
. . , n} and (x, v) = (0, 0). Similarly, from (74) we obtain
. . , n and j = d + 1, . . . , n. Therefore, from (72), we have
for i, j = d + 1, . . . , n, (x, v) = (0, 0). In view of (70), (73), (75), (76), the Jacobian matrix of the map There exist controlled constants c 10 and c 11 with the following properties:
The map E(x, v) is one-to-one when restricted to
The image of E(x, r) :
In view of (78), (79), the map (80)
is well-defined.
The derivatives of E −1 of order ≤ k − 2 have absolute value at most C.
Moreover, we may pick c 10 in (78) small enough that the following holds.
Observation 2.
(82) Let x ∈ B d (0, c 10 ), and let v ∈ Π hi (x, Ψ(x))R n .
(83) Then, we can express v in the form 
Observation 4. Any z ∈ B n (0, c 11 ) may be expressed uniquely in the form (x, Ψ(x))+v with
2 ). Moreover, x and v here are C k−2 −smooth functions of z ∈ B n (0, c 11 ), with derivatives up to order k − 2 bounded by C in absolute value. We use a basis for R n that is such that Rd is the span of the firstd basis vectors, and R d is the span of the first d basis vectors. We denote by Πd, the corresponding projection of R n onto Rd.
Definition 14.
Let asdfτ M denote the set of all functionsF : Mτ → R such that the following is true. For every z ∈ M, there exists an isometry Θ z of R n that fixes the origin, and maps R d to a subspace parallel to the tangent plane at z such thatF z : B n (0, 1) → R given bŷ
satisfies the following.
ASDF-1F z satisfies the hypotheses of Lemma 15 for a sufficiently small controlled constant ρ which will be specified in Equation 88 in the proof of Lemma 16. The value of k equals r + 2, r being the number in Definition 3. ASDF-2 There is a function F z : Rd → R such that for any w ∈ B n (0, 1),
, where Π hi is as in Lemma 15 applied to the functionF z .
Lemma 16. LetF be in asdfτ M and let Γ z and Θ z be as in Definition 14.
(1) The graph Γ z is contained in Rd.
(2) Let c 4 and c 5 be the constants appearing in (35) in Lemma 15, once we fix C 0 in (32) to be 10, and the constants c 1 and C 1 (33) to 1/10 and 10 respectively. The "putative" submanifold
has a reach greater than cτ, where c is a controlled constant depending only on d.
Here Π hi (z) is the orthogonal projection onto the eigenspace corresponding to eigenvalues in the interval [c 2 , C 2 ] that is specified in Definition 13.
Proof. To see the first part of the lemma, note that because of (87), for any w ∈ B n (0, 1), the span of the eigenvectors corresponding to the eigenvalues of the Hessian of F =F z that lie in (c 2 , C 3 ) contains the orthogonal complement of Rd in R n (henceforth referred to as R n−d ). Further, if w ∈ Rd, there is a vector in R n−d that is not orthogonal to the gradient ∂F z (w). Therefore
We proceed to the second part of the Lemma. We choose c 12 to be a small enough monotonically decreasing function ofd (by (85) and the assumed monotonicity ofd, c 12 is consequently a monotonically decreasing function of d) such that for every point z ∈ M, F z given by (87) satisfies the hypotheses of Lemma 15 with ρ <cτ C 2 where C is the constant in Equation 36 and wherec is a sufficiently small controlled constant. Suppose that there is a pointẑ in M put such that d(ẑ, M) is greater than
, where c 4 and c 5 are the constants in (35) . Let z be the unique point on M nearest toẑ. We apply Lemma 15 to F z . By Equation 36 in Lemma 15, there is a pointz ∈ M put such that
The constant c lem is controlled byc and can be made as small as needed provided it is ultimately controlled by d alone. We have an upper bound of C on the first-order derivatives of Ψ in Equation 36 , which is a function whose graph corresponds via Θ z to M in aτ 2 −neighborhood of z. Any unit vector v ∈ Tan 0 (z), is nearly orthogonal toz −ẑ in that
We can choose c lem small enough that (89) contradicts the mean value theorem applied to Ψ because of the upper bound of C on |∂Ψ| from Equation 36 .
This shows that for everyẑ ∈ M put its distance to M satisfies
Recall that
Therefore, for every pointẑ in M put , there is a point z ∈ M such that
We have now shown that M put lies not only in M min(c 4 ,c 5 )τ but also in M min(c 4 ,c 5 )τ
2
. This fact, in conjunction with (36) and Proposition 1 implies that M put is a manifold with reach greater than cτ.
be the bundle over M put wherein the fiber at a pointẑ ∈ M put , consists of all points z such that and the controlled constants c 1 , . . . , c 7 and C and depend only on c 1 , C 1 , C 0 , k and n (these constants are identical to those in Lemma 15) . By (88), we conclude that the dependence n can be replaced by a dependence ond.
Constructing cylinder packets
We wish to construct a family of functionsF defined on open subsets of B n (0, 1) such that for every M ∈ G(d, V, τ) such that M ⊆ B n (0, 1), there is someF ∈F such that the domain ofF contains Mτ and the restriction ofF to Mτ is contained in asdfτ M .
Let 
and for any z ∈ cyl 2 ,
Suppose for each i ∈ [N] := {1, . . . ,N}, x i ∈ B n (0, 1) and o i is a proper rigid body motion, i. e. the composition of a proper rotation and translation of R n and that o i (0) = x i . For each i ∈ [N], let cyl i := o i (cyl), and cyl
Note that x i is the center of cyl i . We say that a set of cylinders C p := {cyl 
We call {o 1 , . . . , oN} a packet if {o 1 (cyl), . . . , o N (cyl)} is a cylinder packet.
Constructing an exhaustive family of disc bundles
We now show how to construct a setD of disc bundles rich enough that any manifold M ∈ G(d, τ, V) corresponds to a section of at least one disc bundle inD. The constituent disc bundles inD will be obtained from cylinder packets.
Define
to be a bump function that has the following properties for any fixed k for a controlled constant C.
(1) For all α such that 0 < |α| ≤ k, for all x ∈ {0} ∪ {x| |x| ≥ 1} ∂ α θ(x) = 0, and for all x ∈ {x| |x| ≥ 1} θ(x) = 0.
(2) for all x, ∂ α θ(x) < C, and for |x| < Definition 15. Given a Packetō := {o 1 , . . . , oN}, define Fō :
Definition 16. Let A 1 and A 2 be two d−dimensional affine subspaces of R n for some n ≥ 1, that respectively contain points x 1 and x 2 . We define (A 1 , A 2 ) , the "angle between A 1 and A 2 ", by
. . , yN} be a maximal subset of M with the property that no two distinct points are at a distance of less thanτ 2 from each other. We construct an ideal cylinder packet {cyl } by fixing the center of cyl 2 i to be y i , and fixing their orientations by the condition that for each cylinder cyl 2 i , the d−dimensional central cross-section is a tangent disc to the manifold at y i . Given an ideal cylinder packet, an admissible cylinder packet corresponding to M is obtained by perturbing the the center of each cylinder by less than c 12τ and applying arbitrary unitary transformations to these cylinders whose difference with the identity has a norm less than Cτ 2 τ . Lemma 17. Let M belong to G(d, V, τ) and let {cyl 1 , . . . , cylN} be an admissible packet corresponding to M.
Proof. Recall that asdfτ M denotes the set of allF : Mτ → R (whereτ = c 12 τ and Mτ is aτ−neighborhood of M) for which the following is true:
• For every z ∈ M, there exists an isometry Θ of H that fixes the origin, and maps R d to a subspace parallel to the tangent plane at z satisfying the conditions below. LetF z : B n (0, 1) → R be given bŷ
Then,F z (1) satisfies the hypotheses of Lemma 15 with k = r + 2.
(2) For any w ∈ B n ,F
where R n ⊇ Rd ⊇ R d , and Πd is the projection of R n onto Rd.
For any fixed z ∈ M, it suffices to check that there exists a proper isometry Θ of H such that : (A) The hypotheses of Lemma 15 are satisfied bŷ
and (B)Fō
We begin by checking the condition (A). It is clear thatFō z : B n (0, 1) → R is C k −smooth. Thus, to check condition (A), it suffices to establish the following claim.
Claim 4.
There is a constant C 0 depending only on d and k such that
where, by making c 12 and c 12 sufficiently small we can ensure that ρ > 0 is less than any constant determined by C 0 , c 1 ,
Proof. That the first part of the claim, i. e. (C4.1) is true follows from the chain rule and the definition of Fō z (x, y) after rescaling byτ. We proceed to show (C4.2). For any i ∈ [N] and any vector v in R d , For ρ taken to be the value from Lemma 15, we see that for a sufficiently small value of c 12 =τ τ (controlled by d alone), and a sufficiently small controlled constant as the value of c 12 , (97) and (98) follow because M is a manifold of reach greater or equal to τ, and consequently Proposition 1 holds true.
Making use of Proposition 1 and Claim 1, we see that for any x i , x j such that |x i − x j | < 3τ,
The inequalities (97), (98) and (99) imply (C4.2), completing the proof of the claim.
We proceed to check condition (B). This holds because for every point z in M, the number of i such that the cylinder cyl i has a non-empty intersection with a ball of radius 2 √ 2(τ) centered at z is bounded above by a controlled constant (i. e. a quantity that depends only on d). This, in turn, is because M has a reach of τ and no two distinct y i , y j are at a distance less thanτ 2 from each other. Therefore, we can choose Θ so that Θ(Πd(w)) contains the linear span of the d−dimensional cross-sections of all the cylinders containing z. This, together with the fact that H is a Hilbert space, is sufficient to yield condition (B). The Lemma now follows. By Lemma 17F has the following property:
Corollary 18. For every M ∈ G that is a C r −submanifold, there is someF ∈F that is an approximatesquared-distance-function for M, i. e. the restriction ofF to Mτ is contained in asdfτ M .
Finding good local sections
Definition 18. Let (x 1 , y 1 ) , . . . , (x N , y N ) be ordered tuples belonging to B d × B n−d , and let r ∈ N. Recall that by definition 3, the value of r is 2. However, in the interest of clarity, we will use the symbol r to denote the number of derivatives. We say that that a function
is an −optimal interpolant if the C r −norm of f (see Definition 20) ) satisfies
where c and C > 1 are some constants depending only on d. 13.1. Basic convex sets. We will denote the codimension n − d byn. It will be convenient to introduce the following notation. For some i ∈ N, an "i−Whitney field" is a family P = {P x } x∈E of i dimensional vectors of real-valued polynomials P x indexed by the points x in a finite set E ⊆ R d . We say that P = (P x ) x∈E is a Whitney field "on E", and we write Whn r (E) for the vector space of alln−Whitney fields on E of degree at most r.
denote the space of all real functions on R d that are r−times continuously differentiable and sup
For a closed subset U ∈ R d such that U is the closure of its interior U o , we define the C r −norm of a function f : U → R by
When U is clear from context, we will abbreviate f C r (U) to f C r .
. . , fn(x)) and for each i ∈n,
Suppose F ∈ C r (B d ), and x ∈ B d , we denote by J x (F) the polynomial that is the r th order Taylor approximation to F at x, and call it the "jet of F at x".
If P = {P x } x∈E is ann−Whitney field, and F ∈ C r (B d , Bn), then we say that "F agrees with P ", or "F is an extending function for P ", provided J x (F) = P x for each x ∈ E. If E + ⊃ E, and (P + x ) x∈E + is ann−Whitney field on E + , we say that P + "agrees with P on E" if for all x ∈ E, P x = P + x . We define a C r −norm on n−Whitney fields as follows. If P ∈ Whn r (E), we define
where the infimum is taken over all F ∈ C r (B d , Bn) such that F agrees with P. We are interested in the set of all f ∈ C r (B d , Bn) such that f C r (B d ,Bn) ≤ 1. By results of Fefferman (see page 19, [13] ) we have the following. Theorem 19. Given > 0, a positive integer r and a finite set E ⊂ R d , it is possible to construct in time and space bounded by exp(C/ )|E| (where C is controlled by d and r), a set E + and a convex set K having the following properties.
• Here K is the intersection ofm ≤ exp(C/ )|E| sets {x|(α i (x)) 2 ≤ β i }, where α i (x) is a real valued linear function such that α(0) = 0 and β i > 0. Thus
• If P ∈ Wh 1 r (E + ) such that P C r (E) ≤ 1 − , then there exists a Whitney field P + ∈ K, that agrees with P on E.
• Conversely, if there exists a Whitney field P + ∈ K that agrees with P on E, then P C r (E) ≤ 1 + .
For our purposes, it would suffice to set the above to any controlled constant. To be specific, we set to 2. By Theorem 1 of [12] we know the following.
Theorem 20. There exists a linear map T from C r (E) to C r (R d ) and a controlled constant C such that
Thus,K is an intersection ofm convex sets, one for each linear constraint α i . We identify
with Whn r (E + ) via the natural isomorphism. Then, from Theorem 19 and Theorem 20 we obtain the following.
Corollary 21.
There is a controlled constant C depending on r and d such that
• If P is an−Whitney field on E such that P C r (E,Rn) ≤ C −1 , then there exists an−Whitney field P + ∈K, that agrees with P on E.
• Conversely, if there exists an−Whitney field P + ∈K that agrees with P on E, then P C r (E,Rn) ≤ C.
13.2.
Preprocessing. Let¯ > 0 be an error parameter. For i ∈ S, let µ i := N −1 h(i) , and letȳ
It is clear from the construction that for each i ∈ [N], |x p(i) − x i | ≤¯ . The construction of S ensures that the distance between any two points in S is at least¯ . The motivation for sketching the data in this manner was that now, the extension problem involving E = {x i |i ∈ S} that we will have to deal with will be better conditioned in a sense explained in the following subsection. For any f such that f C 2 ≤ C −1 c, and |x − y| <¯ , we have |f(x) − f(y)| <¯ , (and so the grouping and averaging described in the previous section do not affect the quality of our solution), therefore we see that in order to find a¯ −optimal interpolant, it suffices to minimize the objective function
over all P ∈K ⊆ Whn r (E + ), to within an additive error of¯ , and to find the corresponding point inK. We note that ζ is a convex function overK.
Lemma 22. Suppose that the distance between any two points in E is at least¯ . Suppose P ∈ Wh 1 r (E + ) has the property that for each x ∈ E, every coefficient of P x is bounded above by c ¯ 2 . Then, if c is less than some controlled constant depending on d,
By the properties of θ listed above, we see that f agrees with P and that f C 2 (R d ) ≤ 1 if c is bounded above by a sufficiently small controlled constant.
Let z opt ∈K be any point such that
Observation 6. By Lemma 22 we see that the set K contains a Euclidean ball of radius c ¯ 2 centered at the origin, where c is a controlled constant depending on d.
It follows thatK contains a Euclidean ball of the same radius c ¯ 2 centered at the origin. Due to the fact that the the magnitudes of the first m derivatives at any point in E + are bounded by C, every point inK is at a Euclidean distance of at most CN from the origin. We can boundN from above as follows:
Thanks to Observation 6 and facts from Computer Science, we will see in a few paragraphs that the relevant optimization problems are tractable.
13.4. Complexity. Since we have an explicit description ofK as in intersection of cylinders, we can construct a "separation oracle", which, when fed with z, does the following.
• If z ∈K then the separation oracle outputs "Yes."
• If z ∈K then the separation oracle outputs "No" and in addition outputs a real affine function a : Whn r (E + ) → R such that a(z) < 0 and ∀z ∈K a(z ) > 0.
To implement this separation oracle forK, we need to do the following. Suppose we are presented with a point x = (x 1 , . . . , xn) ∈ Whn r (E + ), where each x j ∈ Wh 1 r (E + ).
Output the following separating half-space :
The complexity A 0 of answering the above query is the complexity of evaluating α i (x j ) for each i ∈ [m] and each j ∈ [n]. Thus
where L can be chosen so that L ≤ C(1 + | log(¯ )|).
Proof. By Observation 6, we see that the diameter ofK is at most C¯ −d andK contains a ball B L of radius 2 −L . Let the convex hull of B L and the point z opt be K h . Then,
becauseK is convex. Let the set of all P ∈ Whn r (E + ) at which
where | · | denotes the Euclidean norm. We see that the magnitude of the gradient of ζ is bounded above by CN at z opt , and the Hessian of ζ is bounded above by the Identity. Therefore,
We note that
where the right hand side denotes the intersection of K h with a Euclidean ball of radius¯ 2CN and center z opt .
By the definition of K h , K h ∩ B z opt ,¯ 2CN contains a ball of radius 2 −2L . This proves the claim.
Given a separation oracle forK ∈ Rn (dim(K)) and the guarantee that for some a ∈K,
if >¯ + ζ(z opt ), Vaidya's algorithm (see [36] ) finds a point inK ∩ {z|ζ(z) < } using
arithmetic steps, where L ≤ C(L + | log(¯ ))|). Here A 0 is the number of arithmetic operations required to answer a query to the separation oracle. Let va denote the smallest real number such that (1) va >¯ .
(2) For any > va , Vaidya's algorithm finds a point inK ∩ {z|ζ(z) < } using
arithmetic steps, where
It is therefore clear that va can be computed to within an additive error of¯ using binary search and C(L + | ln¯ |) calls to Vaidya's algorithm.
The total number of arithmetic operations is therefore 
. Without loss of generality, we will drop the subscript i (having fixed this i), and assume that o i := id, by changing the frame of reference using a proper rigid body motion. Recall thatFō was defined by (96), i. e.Fō (w) := Fō(τw) τ 2 , (now 0 and o i = id play the role that z and Θ played in (96)). Let N (z) be the linear subspace spanned by the top n − d eigenvectors of the Hessian ofFō at a variable point z. Let the intersection of
be locally expressed as the graph of a function g i , where
For this fixed i, we drop the subscript and let g :
As in (88), we see that 
where U := U i ⊆ M put is an open set fixed by (110). The choice ofτ τ in (106) is small enough to ensure that there is a unique open set U and a unique s i such that (110) holds (by Observations 2, 3 and 4). We define U j for any j ∈ [N] analogously. Next, we construct a partition of unity on M put . For each j ∈ [N], let θ j : M put → [0, 1] be an element of a partition of unity defined as follows. For x ∈ cyl j ,
where θ is defined by (93). Let
We use the local sections {s j |j ∈ [N]}, defined separately for each j by (110) and the partition of unity {θ i } i∈N , to obtain a global section s of D norm o defined as follows for x ∈ U i .
We also define f :
is the output manifold. We see that (113) defines a manifold M fin , by checking this locally. We will obtain a lower bound on the reach of M fin in Section 15.
The reach of the output manifold
Recall thatFō was defined by (96), i. e.Fō (w) := Fō(τw) τ 2 , (now 0 and o i = id play the role that z and Θ played in (96)). We place ourselves in the context of Observation 4. By construction, Fō : B n → R satisfies the conditions of Lemma 15, therefore there exists a map
satisfying the following condition.
where z = x + g(x) + v, and v ∈ N (x + g(x)). Also, x and v are C r −smooth functions of z ∈ B n (0,c 11 ). with derivatives of order up to r bounded above by C. LetΦ
Let D g be the disc bundle over the graph of g, whose fiber at x + g(x) is the disc
By Lemma 23 below, we can ensure, by setting c 12 ≤c for a sufficiently small controlled constantc, that the derivatives of Φ − id of order less or equal to r = k − 2 are bounded above by a prescribed controlled constant c.
Lemma 23. For any controlled constant c, there is a controlled constantc such that if c 12 ≤c, then for each i ∈ [N], and each |α| ≤ 2 the functions Φ and g, respectively defined in (114) and (109) satisfy
Proof of Lemma 23. We would like to apply Lemma 15 here, but its conclusion would not directly help us, since it would give a bound of the form
where C is some controlled constant. To remedy this, we are going to use a simple scaling argument. We first provide an outline of the argument. We change scale by "zooming out", then apply Lemma 15, and thus obtain a bound of the the desired form
We replace each cylinder
Since the guarantees provided by Lemma 15 have an unspecified dependence ond (which appears in (95)), we require an upper bound on the "effective dimension" that depends only on d and is independent ofČ. If we were only to "zoom out", this unspecified dependence ond renders the bound useless. To mitigate this, we need to modify the cylinders that are far away from the point of interest. More precisely, we consider a point x ∈č yl i and replace each cyl j that does not contribute to Φ(x) byč yl j , a suitable translation of
This ensures that the dimension of
is bounded above by a controlled constant depending only on d. We then apply Lemma 15 to the functioň Fǒ(w) defined in (117). This concludes the outline; we now proceed with the details.
Recall that we have fixed our attention toč yl i . Leť
whereČ is an appropriate (large) controlled constant, whose value will be specified later. Letč x to x + v. For any j ∈Ť \Š, let
Next, for any j ∈Ť , letǒ
For each j ∈Ť , letč yl j :=ǒ j (č yl). Define Fǒ : j∈Ťč yl j → R by
Taking c 12 to be a sufficiently small controlled constant depending onČ, we see thať
restricted to B n , satisfies the requirements of Lemma 15. ChoosingČ to be sufficiently large, for each |α| ∈ [2, k], the function Φ defined in (114) satisfies
and for each |α| ∈ [0, k − 2], the function g defined in (114) satisfies
Observe that we can choose j ∈ [N] \ [Ň] such that |ǒ j (0)| < 10τ, and for this j,č yl j ∩č yl = ∅ and so
The Lemma follows from Taylor's Theorem, in conjunction with (118), (119) and (120).
Observation 7. By choosingČ ≥ 2/c 11 we find that the domains of both Φ and Φ −1 may be extended to contain the cylinder 
For the remainder of this section, we will assume a scale whereτ = 1.
For u ∈ U i , we have the following equality which we restate from (111) for convenience.
Let Π pseud (for "pseudonormal bundle") be the map from a point x in cyl to the basepoint belonging to M put of the corresponding fiber. The following relation exists between Π pseud and Φ:
We define the C k−2 norm of a local section s j over U ⊆ U j ∩ U i by
. Suppose for a specific x and t, x + f j (x) = t + s j (t), where t belongs to U j ∩ U i . Applying Π pseud to both sides, Π pseud (x + f j (x)) = t. 
From the preceding two equations, it follows that
The cutoff functions θ j satisfy
Therefore, by (111),
which we rewrite as
We will now show that f C k−2 (V i ) ≤ c. By (112) in view ofτ = 1, for u ∈ U i , there is an x ∈ V i such that u + s(u) = x + f(x). By (129), we have
This gives us
Therefore
For any point u ∈ M put , there is by Lemma 16 for some j ∈ [N], a U j such that M put ∩ B(u, 1/10) ⊆ U j (recall thatτ = 1). Therefore, suppose a, b are two points on M fin such that |a − b| < 1/20, then |Π pseud (a) − Π pseud (b)| < 1/10, and so both Π pseud (a) and Π pseud (b) belong to U j for some j. Without loss of generality, let this j be i. This implies that a, b are points on the graph of f over V i . Then, by (130) and Proposition 1, M fin is a manifold whose reach is at least cτ.
16. The mean-squared distance of the output manifold from a random data point Let M opt be an approximately optimal manifold in that reach(M opt ) > Cτ, and vol(M opt ) < V/C, and
Suppose thatō is the packet from the previous section and that the corresponding function Fō belongs to asdf(M opt ). We need to show that the M fin constructed usingō serves the purpose it was designed for; namely that the following Lemma holds.
Lemma 24.
Proof. Let us examine the manifold M fin . Recall that M fin was constructed from a collection of local sections {s i } i∈N , one for each i such that o i ∈ō. These local sections were obtained from functions f i : base(cyl i ) → stalk(cyl i ). The s i were patched together using a partition of unity supported on M put . Let P in be the measure obtained by restricting P to ∪ i∈[N] cyl i . Let P out be the measure obtained by restricting P to ∪ i∈[N] cyl i c . Thus,
For any M ∈ G,
We will separately analyze the two terms on the right when M is M fin . We begin with E Pout d(x, M fin ) 2 . We make two observations:
(1) By (106), the functionf i , satisfies
(2) By Lemma 23, the fibers of the disc bundle D norm over M put ∩ cyl i are nearly orthogonal to base(cyl i ). Therefore, no point outside the union of the cyl i is at a distance less thanτ(1 − 2τ τ ) to M fin . Since Fō belongs to asdf(M opt ), we see that no point outside the union of the cyl i is at a distance less thanτ(1 − Cc 12 ) to M opt . Here C is a controlled constant.
For any given controlled constant c, by choosingc 11 (i. e.τ τ ) and c 12 appropriately, we can arrange for
to hold.
Consider terms involving P in now. We assume without loss of generality that P possesses a density, since we can always find an arbitrarily small perturbation of P (in the 2 −Wasserstein metric) that is supported in a ball and also possesses a density. Let Π put : ∪ i∈N cyl i → M put be the projection which maps a point in ∪ i∈N cyl i to the unique nearest point on M put . Let µ put denote the d−dimensional volume measure on M put .
Let {P z in } z∈Mput denote the natural measure induced on the fiber of the normal disc bundle of radius 2τ over z.
: base(cyl) → stalk(cyl) denote the function (which exists because of the bound on the reach of M opt ) with the property that M opt ∩ cyl i = o i {x, f opt i (x)} x∈base(cyl) .
By (137), we see that
Lemma 23 and the fact that each f i satisfies (130), and (137) show that
The proof follows from (131), (132) and (139).
Number of arithmetic operations
After the dimension reduction of Section 6, the ambient dimension is reduced to
The number of times that local sections are computed is bounded above by the product of the maximum number of cylinders in a cylinder packet, (i. e.N, which is less or equal to CV τ d ) and the total number of cylinder packets contained inside B n ∩ (c 12 τ) −1 Z n . The latter number is bounded above by (c 12 τ) −nN . Each optimization for computing a local section requires only a polynomial number of computations as discussed in Subsection 13.4. Therefore, the total number of arithmetic operations required is bounded above by exp C V τ d n ln τ −1 .
Conclusion
We developed an algorithm for testing if data drawn from a distribution supported in a separable Hilbert space has an expected squared distance of O( ) to a submanifold (of the unit ball) of dimension d, volume at most V and reach at least τ. The number of data points required is of the order of 
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Proof. Without loss of generality, we assume that 0 ∈ F; if not, we choose some function f ∈ F and translate F by −f. Let M = sup f∈F f L 2 (Pn) , which we assume is finite. For i ≥ 1, choose α i = M2 −i and let T i be a α i -net of F with respect to the metric derived from L 2 (µ s ). Here µ s is the probability measure that is uniformly distributed on the s points x 1 , . . . , x s . For each f ∈ F, and i, pick anf i ∈ T i such that f i is an α i −approximation of f, i. e. f − f i L 2 (µs) ≤ α i . We use chaining to write We use Cauchy-Schwartz on the first term to give 
