Objective-To investigate the utility of risk factors such as bone mineral density, lifestyle, and postural stability in the prediction of osteoporotic fractures.
Introduction
The observation of the relation between bone loss and fracture was probably first made by Antley Cooper in 1824, when he suggested that the increase in frequency of fracture was due to thinning of bone in elderly people.' Since then evidence has accumulated of an association between bone density and fracture. Population based studies show that hip fractures are uncommon among women with femoral neck bone mineral densities greater than the 70th centile of peak bone mass, but the frequency of fracture increases when bone mineral density falls below this level. 23 Similarly, women in the lowest quintile of bone mineral content in the os calcis had a risk of non-spine fracture 10 times greater than women in the highest bone mineral content quintile.4
Bone mineral density is closely related to age, height, and weight." Lifestyle factors also influence bone mineral density. Muscle strength and aerobic fitness are positively associated with bone mineral density.9'" Smoking has a negative effect on bone mineral density,'2"'-although the mechanism of the effect of tobacco on bone is not completely understood. Interestingly, although excess alcohol intake is associated with an increased risk of fracture,'6 moderate alcohol intake may have a "positive" effect on bone mineral density. '7 Falls also seem to be important in the risk of fracture. Roughly one third of elderly people fall each year. '8 Studies in institutional and community settings have identified an association between body sway and falls. '9 The association is characterised by a significantly higher body sway and greater visual field dependence in the presence of moving visual stimuli (roll vection) and reduced tactile thresholds among fallers compared with non-fallers.
The utility of clinical risk factors in predicting osteoporotic fractures, however, is limited. In a study of 1014 women none of 12 factors that included age, metacarpal cortical area, Quetelet's index, age at menarche, parity, menopausal age, and gravidity were predictive of fracture.20 Similarly the vertical against a rotating striped background. 27 Body sway was measured by using a simple sway meter that measured displacements of the body at the level of the waist in 30 second periods. The analyses began with a search for a set of variables with maximum discriminatory power to classify fracture versus non-fracture cases. Ten variables (including lifestyle factors, age, height, weight, bone mineral density, and postural instability parameters) were initially considered in formulating a discriminant model, the probability for entry to the final model being set at 0-15. We employed three algorithms of selection-stepwise and backward and forward elimination-and all suggested the same set of variables for the final logistic equation-namely, bone mineral density in the femoral neck, quadriceps strength, and body sway.
Having obtained a set of variables, we modelled the data according to the logistic function29 using the maximum likelihood approach. In this model we estimated the odds of probability of fracture over probability of non-fracture (which we treated as a fracture risk score) for individual subjects conditioned on his or her own characteristics. We then used the fracture risk score to classify fracture and non-fracture cases by selecting different cut off points. In order to assess whether the predictions derived from the logistic equation would replicate on another sample of subjects we randomly divided the data into two samples of about equal size and used the estimated coefficients to calculate the fracture risk score and the index of concordance30; this may be viewed as the area under the receiving operating characteristic curve.3" In a further analysis we applied the discriminant analysis32 to classify fracture and non-fracture cases with various defined probabilities; subsequently the predictive value of the model was evaluated by specificity and sensitivity probabilities. All data management and statistical computations were done with the SAS system.33
Results
By May 1992, 1789 subjects (46% of the target population) had undergone baseline measurements; 709 were men and 1080 women. Compared with the target population women had a slightly higher representation in the study sample than men (50% and 42% respectively). The mean (SD) ages of men and women in the sample were 69-0 (6 3) and 69-2 (6 6) years respectively. The relative distribution of subjects with respect to age in the sample was not significantly different from that in the total target population ( (table  II) .
Stepwise logistic regression analysis disclosed that femoral neck bone mineral density, quadriceps strength, and body sway (on foam, eyes closed) were significant predictors of fractures, whereas age, years since menopause, body weight, and height did not reach the significance level of 15% to be included in the final logistic model. Maximum likelihood estimates and associated statistics are given in table III. As the parameters were measured in different units, standardised estimates were also computed to provide a means of assessing the relative importance of each factor to the discrimination between fracture versus non-fracture cases.
For women bone mineral density in the femoral neck had the largest power to discriminate between fracture and non-fracture cases, followed by sway and quadriceps strength. A decrease of one standard deviation (0-13 g/cm2) in femoral bone mineral density and a one standard deviation increase in sway (134 mm2) were independently associated with a 2-4-fold (95% confidence interval 1-93 to 2 97) and a 1-7-fold increase in risk of fracture, respectively. In contrast, in men quadriceps strength was the most important factor in discriminating fracture and non-fracture cases, followed by bone mineral density and sway. It was estimated that a decrease of one standard deviation in quadriceps strength (11 kg) and in femoral neck bone mineral density (0-16 g/cm2) was associated with a 2-2-fold and a 2-0-fold increase, respectively, in risk of atraumatic fracture.
There was strong evidence that fractures (in both males and females) occurred most frequently in subjects in the lowest femoral neck bone mineral density quartile (for males -0-82 g/cm2, for females < 0 70 g/cm2), lowest quadriceps strength quartile (for males < 26 kg, for females -14 kg), and highest sway quartile (for males : 1668 mm2, for females ¢ 1126 mm2) (table IV) . In subjects with all three predictor variables in the highest risk quartile for that variable (that is, lowest femoral neck bone density, lowest quadriceps strength, highest body sway) the composite risk of fracture was 13-1% per annum (table
IV)-
Using expected values of the logistic equation based on the three variables, we derived fracture risk scores for each subject and classified fracture versus nonfracture subjects according to various cut off values. Specificity and sensitivity of prediction were then obtained. Generally, the discriminant model based on fracture risk score fitted the observed data well. Regardless of whether the data were fitted with low, intermediate, or high sensitivity the classification was highly specific (70% to 100% for both men and women). For example, in women with fractures the three factors together (bone mineral density, quadriceps strength, body sway) could identify correctly about 98-6% of fracture cases with a sensitivity of 70%.
When data were fitted by a parsimonious model (incorporating sex effect in addition to the three risk factors) the index of concordance was 0-83. When data were randomly split into two subsamples the index of concordance was 0-84 and 0-81 respectively. These indices suggested that the logistic equation could discriminate between fracture and non-fracture cases with high accuracy. The receiving operating characteristic curves for both sexes are shown in the figure.
Discussion
Various risk factors for osteoporotic fracture have been identified and can broadly be classified into two groups: risks factors that are related to bone mineral density and risk factors that are related to falls. Clinical risk factors for low bone mineral density have been well characterised in many studies, but models utilising such factors have had poor accuracy of prediction of fractures. Similarly, although clinical risk factors for
mineral density and poor postural stability (and hence falls), we have identified people who subsequently suffer fracture with high sensitivity and specificity.
Our findings with regard to the relation between fracture incidence and bone mineral density, anthropometric variables, and lifestyle factors are consistent with case-control studies that have shown that low bone mass, lighter body weight, early menopause, and smoking are associated with increased risk of fracture. The strength of the relation between bone mineral density and fracture risk (as represented by the odds ratio) observed in our population agrees closely with that of a recent study.35 However, we have also shown that subjects with fracture have significantly higher body sway and lower muscle strength than subjects without fracture and, more important, that age alone has no influence on the probability of fracture. The findings in subjects with all three predictors in the highest risk quartile suggest synergism between the predictor variables and may indicate that treatment to improve even one predictor variable (for example, bone density) could reduce the fracture risk substantially.
Body sway was a significant predictor of fractures in both sexes. Other studies have shown an association between body sway and falls.3&38 In males body sway on foam with eyes closed was a predictor, whereas in females body sway on foam with eyes open was significant. As all four measures of body sway-eyes open or closed, on and off foam-are correlated, this statistical difference is unlikely to have any clinical importance. Postural stability measurements were done at baseline, so the poorer performance in fracture patients could not have been affected by recent fracture. Moreover, measurements were done under close supervision in an unhurried fashion by experienced staff, so it is unlikely that subjects most at risk of falls performed badly because of perceived anxiety about the risk of falling during the procedure.
The finding that age was not an independent predictor of atraumatic fractures is of considerable interest. Hui et al identified age and bone mass as significant independent predictors.39 They, however, considered age as a surrogate for other age related factors. This agrees with our previous studies showing that physical fitness, muscle strength, and weight but not age were independent predictors of femoral neck Clinical implications * Risk factors for osteoporotic fracture include bone density, lifestyle factors, and impaired postural stability leading to falls * Interactions between risk factors were investigated in a large population based community study * Major predictors of incidence of fractures in both sexes included femoral neck bone density, lower limb muscle strength, and body sway * Discriminant analysis using these predictors correctly classified osteoporotic fracture patients with high specificity and sensitivity * These predictors were synergistic, so that a person with all three predictors in the highest risk quartile for that variable had a fracture risk of 13-1% a year bone density.9 11 Our data suggest that postural stability may be one such major factor, as postural instability tends to worsen with age. Our finding of the effects of quadriceps strength in fracture incidence suggests that leg muscle strength may be important in the risk of falls and has therapeutic implications.
In conclusion our results support the hypothesis that bone mineral density, muscle strength, and body sway are independent predictors of the risk of age related fracture. This concept, which formed the basis for our study, has recently also been proposed by others."4 As fracture is a probabilistic event, the finding that fracture incidence was high among groups with the lowest bone mineral density and poor postural stability and low among subjects with high bone mineral density and good postural stability does not mean that those subjects will or will not necessarily sustain fractures. However, the study shows that high body sway and quadriceps weakness, which predispose to falls, are predictors of the probability of fracture independently of bone mineral density. These parameters should be valuable for assessing risk of fracture in other population groups. The table shows that patients from the deprived inner city were significantly older with a shorter duration of diabetes than those from the properous wards. Insulin was used significantly less frequently in the inner city, where smoking was more common. Ischaemic heart disease and peripheral vascular disease were significantly more prevalent in the inner city. When smokers were analysed separately, ischaemic heart disease was no longer significantly associated with living in the inner city (p=0 57, odds ratio 1 3); however, for non-smokers the association between ischaemic heart disease and living in the inner city remained significant (p=00003, odds ratio 2-81 (95% confidence interval 1-51 to 5 25)). Proportionally more people from our district lived alone in the inner city than lived alone in the prosperous wards (31% v 25% respectively).
Comment
Diabetic patients from the socially and economically deprived inner city were less likely to use insulin, and more likely to smoke and to have cardiovascular disease than were patients from the prosperous wards. Smoking ranged from 32% in the deprived inner city, to 25% in the intermediate area, to 19% in the prosperous wards. This increased prevalence of smoking among inner city residents has been noted previously4 and partly explains their high prevalence of ischaemic heart disease. Smoking is recorded at each visit to our clinic and advice is repeated to reduce and eventually stop smoking. The overall prevalence of smoking in our clinic has fallen from 26% in 1987 to 22%/in 1992.
Inner city residents are more likely to be older and living alone. They may therefore be reluctant to use insulin.
Previous reports have commented on the associations between poor housing, unemployment and poverty, and general health problems, including an increased risk of respiratory and cardiac disease and a decreased Data on diabetic patients according to prosperity ofelectoral ward where they lived 
