Introduction
In the field of business data collection by National Statistical Institutes (NSIs), an evolution can be seen from traditional paper collection as the dominant mode to a q Statistics Sweden multi-source/mixed-mode approach, in which register data is used in combination with computer-assisted (i.e., human-to-system, H2S) data collection modes, such as web questionnaires. Because of this development, Zhang (2012, 21) states that "the 20th century witnessed the birth and maturing of sample surveys; the 21st century will be the age of data integration." This integration not only applies to the integration of data sources like registers and surveys, but also the integration of micro data within administrative business processes, as well as the integration of these micro data into data collection processes.
In addition to H2S data collection modes, system-to-system (S2S) data collection, also called Electronic Data Interchange (EDI), has been emerging as result of a further computerisation of administrative business processes (Bharosa et al. 2015; Couper and Nicolls 1998) . Even though the start of S2S data collection dates back to the 1980s, its implementation continues to be challenging, despite the obvious advantages, such as a lesser administrative burden for businesses and more (timely) primary data for NSIs. This article discusses EDI/S2S business data collection and its implementation, and quality challenges. We focus on EDI for the collection of financial business data. This EDI methodology builds on an integrated, unbroken digital chain of financial administrative processes with as little human intervention as possible, and ideally runs from the recording of single financial data in digital administrative business systems all the way to data analysis and the dissemination of economic statistics. In its most recent views, Eurostat (2017) , would consider such a fully automated chain to be a system of smart statistics. This chain can be 'closed' and made into a cycle by including a feedback loop, for example by providing benchmark data to providers, which would result in a continuous intelligent business learning system, using smart statistics.
This article is a summary of an invited session on the future of business data collection at the Fifth International Conference on Establishment Surveys, with contributions from four countries: Portugal (Saraiva 2016a) , Canada (Born 2016), Sweden (Erikson et al. 2016) , and the Netherlands (Buiten et al. 2016) . Each of these countries has experiences with EDI/S2S data collection. These four countries are not representative, but their experiences and future plans on EDI/S2S data collection give insights into implementation approaches and challenges.
Before discussing EDI/S2S, in Section 2 we present a brief overview of the evolution of business data collection to put this method into historical perspective. Section 3 discusses the Business Information Chain as the core of an EDI system. Following this chain, EDI/S2S is discussed in Section 4, including necessary requirements to get Business Information Chain integration, that is, an efficiently working EDI data collection system. This is illustrated with examples from the four countries represented in this article. Section 5 focusses on quality issues for EDI data collection, and Section 6 concludes the article.
The Evolution of Business Data Collection: A Brief Overview
The evolution of computerisation in primary business data collection is summarised in Figure 1 , starting with H2H, to H2S, and finally to S2S data collection. Today, all methods are still being used. The second and third steps have their origins in the 1980s, while the first step dates from before that time (for an overview see Groves 2011) .
At the same time as electronic questionnaires came into use, various ways of direct S2S data exchange emerged -between businesses as well as between businesses and government authorities, such as the Tax Office and NSIs Bharosa et al. 2015) . This is the third step in Figure 1 , and goes by a number of names: 'system-tosystem' data collection/data exchange (S2S) or 'machine-to-machine' communication (M2M), in addition to EDI or automated data capture or data exchange. The basic idea is that S2S data exchange is set-up only once and then runs automatically over time without human involvement. Such solutions are also requested by businesses, simply because they have the potential to significantly reduce response burden. Bharosa et al. (2015, 6) in follow-up to Hansen and Hill (1989, 405) define EDI, as "the movement of business documents electronically between or within firms (including their agents or intermediaries) in a structured, machine-retrievable data format that permits data to be transferred, without re-keying, from a business application in one location to a business application in another location." This definition also applies to EDI in the context of statistical data collection (Ypma et al. 1997) . In this article we use S2S and EDI interchangeably.
The first EDI attempts date back to the 1980s, when information and administrative processes within businesses were computerised (Bharosa et al. 2015) . In 1995, for example, the U.S. Bureau of Labor Statistics (BLS) implemented EDI for the purpose of transmitting large datasets from businesses to BLS for the Current Employment Statistics (CES) survey (Johnson 2016) . The BLS experiences from that time indicate that firms had large start-up costs (Clayton et al. 2000) ; it took six to nine months to get the system working and prepare a first test file. On average, it took three test files to obtain a file that matched the data requirements. In addition, maintenance costs were considerable. The high costs were reasons for firms not to participate. It turned out that the EDI solution was only efficient for bigger firms, with enough worksites, which was about five percent of US firms. Furthermore, the upfront costs for BLS were high. However, in the end, the EDI method was of huge value, as Johnson (2016) concludes: "more than 40 percent of CES worksites are processed with relatively limited burden and low costs for BLS."
In 1996 in Europe, a consortium of European NSIs, which included the Netherlands, Sweden, Italy, Germany, with Portugal and Finland as associate countries, started a project to investigate the feasibility of EDI for collecting financial business data (De Bolster and Metz 1997). As part of this project, Statistics Netherlands introduced a system called EDIsent for their Structural Business Survey (SBS). This system was aimed at the automated transmission of financial data coming directly from business records. Couper and Nicholls (1998, 16) stated that if this EDI strategy was successful, "it may make many traditional business surveys obsolete". However, the system required large upfront costs and investments, as well as continuous maintenance and annual updating of the mappings with the individual business records, which was carried out by Statistics Netherlands' business field staff (Lunter 1997) . These efforts out-weighed efficiency gains, and in the early 2000s, the system was abandoned; this was at the same time that the use of e-questionnaires was expanded (e.g., with the SBS e-questionnaire). With regard to this project, Ypma et al. (1997, 7) stated that "the very elimination of the paper questionnaire was one of the driving forces behind the introduction of EDI in statistical data collection." Looking back, we might conclude that the EDI initiative came too early; at that time no standards were in place. Consequently, questionnaires have not been eliminated, but rather, paper was replaced by electronic questionnaires. But today, maybe more than ever, the EDI data collection concept is worthwhile exploring. Because of the rapid expanding use of the internet since the mid-1990s, the electronic transfer of large data sets became more feasible and less expensive (Bharosa et al. 2015) . In addition to primary data collection, in the 1970s, secondary data collection emerged; registers and administrative data were being used in the production of statistics to replace surveys, supplement survey data, or for data validation or imputation (UNECE 2007 (UNECE , 2011 Wallgren and Wallgren 2007) . As a result of the computerisation of registers, the exchange of large data files became feasible, and NSIs developed multi-source approaches to combine primary and secondary data, a process that is ongoing (Bakker and Daas 2012; Smith and Phipps 2014) . All four countries have a long history of using alternative data sources in the production of national statistics (Erikson and Nordberg 2000; Snijkers et al. 2011; Born 2016; Saraiva 2016b) .
Figures 2 and 3 describe the current situation and the future of statistics production. In Figure 2 , statistical output is produced along stove pipe or silo processes, based on one or a combination of sources, that is, registers and surveys. In Figure 3 , statistical output is produced independently of the data sources. Administrative registers are the basic source for statistics. In addition, data could be collected from business accounting systems through a S2S solution, whereas another collection process could collect data not readily available in business systems that requires manual entry by respondents, using a web questionnaire (H2S solutions). A fourth data source is big data that are available in the 'cloud' (Groves 2013; Daas et al. 2015; Di Consiglio et al. 2016) . These figures illustrate the developments for all four countries represented in this article. Figure 2 illustrates the multi-source/mixed-mode approach, as discussed above, with the production of various statistics still taking place in isolated production processes (silos). Figure 3 illustrates the integration of all available data sources in a data warehouse (sometimes also referred to as a 'data lake'), which serves as the one data repository for all statistics. Comparable processes in the various data collection programs are harmonised, as discussed in Subsection 4.2.
Today, many NSIs are working towards both the extended use of secondary sources (including big data) and the implementation of web surveys, which can be concluded from the large number of papers presented at conferences addressing these issues, see e.g., the programs of the 3rd, 4th, and 5th ICES conferences: www.amstat.org.ASA/Meetings/ ICES.aspx (Smith and Phipps 2014) , as well as e.g., the European Conferences on New Techniques and Technologies (NTTS: https://ec.europa.eu/eurostat/cros/content/nttsconferences_en), and the European Conference on Quality in Official Statistics (http://ec. europa.eu/eurostat/web/quality/ess-practices/quality-conferences). A data collection method that has been discussed to a lesser degree is EDI or S2S data exchange.
The Business Information Chain
Before discussing EDI approaches and challenges, we discuss the Business Information Chain. Figure 4 shows a simplified picture of this chain (based on Bharosa et al. 2015 ). This chain is not only the basis for EDI, but also the origin of both register and survey data. Consequently, knowledge about administrative processes in businesses is already important in business surveys to adequately tailor survey designs to the business context (see e.g., Bavdaz 2010 ). Information about this chain is also important for assessing the quality of administrative data (Daas et al. 2011; Reid et al. 2017 ). In the context of EDI starting with this chain is inevitable. Business activities are carried out in business processes. With regard to financial information, these activities include order intake, invoicing (related to e.g., trading of goods and services and buying materials for the production process), stock keeping, human resources (HR), and payment of employees. These activities generate records at transaction levels such as product codes, shipment numbers, bar codes, customer IDs and similar. Depending on the nature of these activities and the way in which individual business processes (as shown in Figure 4) are organised, these records may be stored in one or more subsidiary ledgers such as customer administration, stock administration, wage administration, and so on, which can reside in different business departments. These transaction data feed into a series of administrative processes through which the business translates data into dashboards, financial reports, tax declarations, and others. (Bharosa et al. 2015; Zhang 2012) . In this process, data can flow from one department to another.
The first administrative process is bookkeeping, in which data from various business processes feed into one central system. At this stage in the chain, business process data on individual transactions or events are coded, clustered and integrated in accordance with bookkeeping rules. The second process concerns the general ledger, in which bookkeeping data are classified into one or more sets of profit-and-loss accounts and balance sheets: the charts of accounts. Now, the data in the chain represent business (sub-)units, depending on the required level of detail. The bookkeeping data are clustered and integrated in such a way that they result in general ledger information about the units, required by the business. In practice, businesses with integrated systems may be able to drill down from the general ledger to detailed information in subsidiary ledgers (going backward in Figure 2 ). The third administrative process is financial and fiscal reporting, in which selections of data from the general ledger are used to compile financial reports, tax declarations, and other reports for specific users both inside and outside the business. Again, the data need to be transformed in such a way that the requested information about the pre-defined units can be reported. These three processes take place within businesses. Next, we have the user processes that take place outside the businesses. Each user has its own process in which they use the business reports/data for their own purposes, such as tax collection, credit provision, and capital provision. At the end of this chain is the NSI, with its statistical processes, having both secondary and survey data as input. This chain may be highly fragmented. Data is transferred within this chain by various modes, applying H2S, S2H, and S2S data communication. In data exchange requiring human intervention, data stored in one system need to be re-entered manually in another system and several employees may be involved, working with other systems at other locations. This is cumbersome, expensive, and error-prone. The emergence of the internet resulted in a huge increase in H2S chain integration, making it possible for business employees, accountants, and others to directly log into (parts of) this chain, and transfer large data sets. This stimulated S2S chain integration and standardisation, which is discussed in the next section. In the four countries represented in this article, initiatives have been taken to further integrate this chain.
Business Information Chain Integration
In order to achieve an efficiently working Business Information Chain, the share of S2S data flows should be as high as possible, resulting in a fully integrated unbroken digital information chain. Extensive data communication, both forward and backward in the chain, can only be attained when all major stakeholders participate and adopt the same standards. This requires (Bharosa et al. 2015) :
. technical standardisation ('how?'), . conceptual harmonisation ('what?'), both vertically and horizontally, as well as . positive business cases for all stakeholders ('why?').
Technical Standardisation
Assuring the interconnectivity and interoperability between all stakeholders through all steps in the Business Information Chain means that technical standards have to be put in place that are easily and widely accepted. Several competing standards are available, including XML, XBRL, and SAF-T.
Extensible Mark-up Language (XML) was developed at the end of the 1990s by the World Wide Web Consortium (W3C: www.w3c.org/XML; Bharosa et al. 2015) . Its purpose was to send and store structured data, represented as plain text, via the internet. XML is a mark-up language that defines a set of rules for encoding documents in a format that is both human-and machine-readable. XML was designed to be simple and flexible, with general use across the internet. Its generic nature, however, is also its problem. Thus, applications for specific purposes have been developed by various institutes, that is, XMLbased languages designed for exchanging data defined by specific taxonomies. For the exchange of financial business information, these languages include XBRL, SAF-T, and SAF-P.
XBRL (eXtensible Business Reporting Language) is a freely available and global standard for exchanging business information, especially financial information, such as financial statements (Bharosa et al. 2015) . The XBRL specification is developed and published by XBRL International, Inc. (www.xbrl.org), and has been adopted by institutions in more than 60 countries around the world, including Canada, Sweden, the Netherlands, United States, Germany, United Kingdom, Spain, Denmark, and Belgium. (See www.xbrl.org/xbrl-around-the-world). It is supported by many software packages to facilitate structured financial data reporting. XBRL has some advantages over XML, such as the inclusion of validation and business rules in the taxonomy-making data validation at an early stage in the chain. These rules are part of the data definitions, the metadata, which means that in an XBRL-based chain, not only the data but also these rules can be reused by stakeholders.
SAF-T (Standard Audit File for Tax) is an international standard defined by the Organisation for Economic Co-operation and Development (OECD) for electronic exchange of accounting data from organisations to a national tax authority or external auditors (see www.oecd.org/tax/administration/45045602.pdf.). SAF-T was first adopted in the EU in 2008 by Portugal and has since spread to other European countries, including Luxembourg, Austria, Germany, and France. This language has the standardised SAF-P extension, which enables payroll accounting software to create a file containing reliable transaction data from payroll systems.
In the four countries considered, XBRL-based solutions have been chosen or are being considered, but experiences with these standards differ. Sweden opts for XBRL to move toward a fully automated S2S solution, but is still starting up. In the Netherlands, the government as a whole chose XBRL as the standard in a nationwide SBR-approachStandard Business Reporting. Statistics Canada considered using XBRL and the SBR approach as well. Statistics Portugal successfully adopted a SAF-T approach in joint cooperation with other government agencies, which is implemented in the legally established Simplified Business Information (IES) system.
In Sweden (Erikson et al. 2016) , an open standardised data format was developed in the 1990s for exchanging accounting information between businesses and systems using different software packages. This standard, called SIE (Standard Import Export: www.sie.se), allows for S2S communication within a business and H2S for financial reporting. SIE is used to transmit the chart of accounts data, based on the Swedish standard Chart of Accounts (BAS, see Subsection 4.2). Statistics Sweden (Erikson et al. 2016) recently initiated a process to change statistical processes that coordinate data collection by clustering variables to fewer data collection programs, which is an example of moving from Figure 2 to Figure 3 . Statistics Sweden has also adopted XBRL as its technical standard, with the intention that an enterprise should only have to report information once, and this information is then reused by other authorities; this comes close to the Portuguese solution that we discuss below. However, businesses in Sweden have been slow to adopt XBRL, possibly in part because the SIE format is wellestablished, although the attitude appears to have been shifting since last year. A government decision in 2016 will allow businesses to provide annual reports in XBRL format to the Swedish Companies Registration Office, which might stimulate businesses to take up XBRL.
In the Netherlands (Buiten et al. 2016) , Standard Business Reporting (SBR: www.sbrnl.nl/english-site) was developed and introduced in 2013 as the standard for electronic data exchange between businesses and government agencies. The technical standard used in SBR is XBRL. In addition, in 2014 a reference chart of accounts, the Reference Classification System of Financial Information (RCSFI) was introduced, facilitating SBR reporting of chart of account data (see Subsection 4.2).
Statistics Netherlands is one of the government agencies involved in the Dutch SBR-community that aims at further standardising and harmonising the exchange of business data. The Tax Authorities (tax declarations), the Dutch Chamber of Commerce (annual business reports), and the largest Dutch commercial banks (credit reports) already receive vast amounts of SBR-data, since SBR is the required channel. The uptake of SBR in general is not regulated by law, but for tax declarations, SBR is the mandatory sole channel. Since 2012, the required use of SBR has been extended to more and more tax reports. From 2016, Chambers of Commerce also require small businesses to submit their annual reports electronically using SBR. In 2017, this requirement started applying to mediumsized businesses, and will be effective from 2019 onward for large businesses. Commercial banks have set SBR as the preferred channel for SMEs by fining other ways of data transmission; if SBR is not used, a fine of EUR 250 must be paid.
Within this framework, Statistics Netherlands has developed an extension to the Netherlands' SBR Taxonomy, including data definitions for Short Term Statistics (STS) and the Annual SBS surveys. The Netherlands' Taxonomy is the official Dutch 'SBR dictionary', defining the terms used in XBRL-messages. So, for additional statistical applications, the dictionary had to be extended. In addition, the infrastructure for receiving XBRL messages and feeding them into the statistical systems is operational. A good relationship with software providers and the accounting industry has been established within the SBR community. As in Sweden and Canada, the uptake of SBR by businesses for statistical reporting is still very limited.
Statistics Canada (Born 2016) examined the use of XBRL as an exchange standard for business reporting as a way to reduce response burden on businesses in the collection of financial data. The first approach was to continue using tax data for small simple businesses, and develop a taxonomy for financial reporting (Canadian Chart of Accounts, COA), which was generated in XBRL format for exchange. However, the uptake of XBRL by Canadian businesses is limited, and Statistics Canada expanded the use of e-questionnaires with standardised modules for financial information -revenues and expenses -for 60 business surveys. More recently, Statistics Canada has been collaborating with other federal departments and the private sector in determining the feasibility of a government-wide taxonomy for business reporting to government agencies, similar to SBR approaches used by Statistics Netherlands and other statistical agencies. As part of the study, the focus has been on developing a taxonomy using the financial items reported to the Canada's Tax Agency -Canadian Revenue Agency, in XBRL format. More accurate mapping between the business financial information and this taxonomy will lead to better quality financial information, which is used by Statistics Canada.
In Sweden, the Netherlands, and Canada, the adoption of a technical standard is not regulated by law; Portugal opted for another solution. In 2007, through a legal act, Portugal established the mandatory nation-wide Simplified Business Information system (IES, www.ies.gov.pt/site_IES/site/home.htm) to enable S2S financial reporting between businesses and government agencies (Pereira 2011; Saraiva 2016a) . With IES, four legally required business reports have been integrated: the annual declaration of accounting and tax information to the Portuguese Tax and Customs Authority, the registration of the accounts within the Portuguese framework of commercial registry legislation, business data for statistical purposes to Statistics Portugal, and annual accounting data for statistical purposes to the Bank of Portugal. In these reports, businesses had to report identical information in different ways to four government agencies. The first steps toward this system were made in early 2006 by defining a common data set to be collected. In a joint collaboration, the data needs of all four agencies were analysed in detail and decisions were made to integrate variables and reduce redundancy, resulting in a harmonised Chart of Accounts taxonomy (which is an example of vertical harmonisation as discussed in Subsection 4.2.1). The final EDI approach features SAF-T files containing business billing and accounting data that can be transmitted through the Tax Authority Portal. By law, the business chart of accounts had to be organised according to this information system, making it possible to produce a SAF-T file whenever requested by the Tax Authority.
In addition to the IES system and web questionnaires, businesses may also use another EDI data collection system solely provided by Statistics Portugal -Automated Data Transmission (TAD, (Saraiva 2016a , http://swhupload.ine.pt). TAD is a S2S approach involving the upload of XML files via the TAD portal. TAD allows businesses respondents to prepare an XML envelope, which can contain variables from one or more businesses and surveys, thus avoiding the completion of online questionnaires. After uploading the file, the system integrates the variables accordingly, and can be accessed by the respondent or Statistic Portugal's data collection technical staff. This solution is currently available for 14 surveys. Businesses have to apply to get access to this system. Even though this approach requires businesses to invest in the system, there has been an increasing acceptance of this system by respondents who indicate a significant reduction in the resources involved, as well as increased quality. The next step is to provide fully automated data exchange using web services with two-way communications.
In Portugal and the Netherlands, XBRL solutions are implemented in large parts of the chain. The use of a common technical standard by the most important government agencies is an important factor, as well as close cooperation with the business community. In the case of Portugal, this is regulated by law, whereas in the Netherlands a publicprivate approach including commercial banks has been adopted. In Europe the essence of standardisation is recognised by the European Commission (2016) by actively working towards "European standards for the 21st century". Technical standardisation is the first step, but there is more; it is not only about the 'how', but also about the 'what'.
Vertical and Horizontal Harmonisation
To establish a fully computerised information chain, technical standardisation in itself is not enough. Harmonisation of concepts is the other requirement needed to make an automated statistical production system work. Based on the cases in the four countries, it is clear that technical standardisation goes hand in hand with conceptual harmonisation, that is, metadata and taxonomies (UNECE 1995 (UNECE , 2000 . In an integrated statistical process (as shown in Figure 3) , metadata support the entire statistical production, defining concepts, classifications, variables, data sources, and statistical outputs. They are just as important as the data themselves, and an essential tool for an NSI. Taxonomies, in general, are metadata dictionaries that define individual reporting elements in relation to each other. The application of taxonomies ensures harmonised data exchange, both with regard to content and format.
Harmonisation within the Business Information Chain includes harmonisation of metadata and its taxonomies, as well as relationships between data elements and other rules, in order to assure basic governance principles, such as accountability and comparability. We identify two levels of content harmonisation, vertical and horizontal harmonisation (Bharosa et al. 2015) , which go hand in hand (see Figure 4) . Vertical harmonisation refers to external harmonisation between all stakeholders. In order to achieve this, horizontal harmonisation is also required, that is, internal harmonisation for all steps in the chain within an organisation. For NSIs, this means that all surveys and statistics dealing with chart of accounts data need to be harmonised.
Vertical Conceptual Harmonisation
Vertical or external harmonisation of data used by multiple parties is an essential precondition to get the Business Information Chain working. As Figure 5 illustrates, (meta)data that are harmonised across various data users and suppliers increase the usability and comparability between data from individual businesses. The use of a standard Reference Chart of Accounts by businesses and various data users implies that these chart of accounts data can be directly mapped to the various user processes (the grey arrow path in Figure 5 ) without needing to recode or reclassify the data (the black arrow path). Based on such a standard taxonomy, various reports can be generated that directly feed into the user processes. They even offer the possibility for data users to provide examples of mappings or mapping guidelines to facilitate the mapping process in businesses. This would increase quality and reduce administrative burden at the same time. Standards for harmonisation may be established within the business community itself and between businesses and government agencies such as the Tax Office and the Chamber of Commerce. A major challenge in vertical harmonisation, in order to achieve interconnectivity and interoperability between all stakeholders, is to choose a set of metadata that serves multiple purposes and is applicable to all stakeholders, that is, the same metadata can be used in the statistical production system by the Tax Office and can also be adopted by businesses for their financial administrative processes (or easily converted to match these processes).
When it comes to applying an efficient S2S method for financial reporting, a harmonised Chart of Accounts is required. In Subsection 4.1, we saw that in Portugal the establishment of the IES system started with vertical harmonisation. In Section 2, we saw that the EDIsent system in the Netherlands (in the 1990s) did not work because for each and every business the system needed to be mapped to the business' chart of accounts model (the black route in Figure 5 ). More recently, Statistics Netherlands was one of the participants in a joint public-private partnership that developed the Reference Classification System of Financial Information (RCSFI: www.referentiegrootboekschema/english; Buiten et al. 2016 ). This classification system became available in 2014. Such an initiative was necessary, since legally, companies are free to design and apply their own chart of accounts. The implementation of the RCSFI is now underway on a voluntary basis and is expected to take several years to be fully accepted by businesses and the accountancy sector. Sweden has a non-mandatory Chart of Accounts (BAS, Erikson et al. 2016) used by approximately 95 percent of all businesses. Statistics Sweden collaborates with other government agencies to harmonise terms and concepts, and aims to create an integrated hierarchy of taxonomies that use both common and agency-specific terms. Statistics Canada (Statistics Canada 2015, Born 2016) has adopted a Reference Chart of Accounts (COA) as the reference taxonomy for organising business financial information (e.g., revenue, expenses, assets, and liabilities). The COA is used for statistical purposes only, and is mapped to tax data and business survey variables.
Horizontal Harmonisation
Horizontal or internal harmonisation is another important precondition for NSIs to participate in any broader, external harmonisation initiative. As the country examples illustrate, an integrated metadata system is a cornerstone of an automated production system. Interconnecting metadata between the various internal production systems and processes is a necessary requirement in order to produce integrated statistics, making the connection between various sectors and topics, as is shown in Figure 3 . However, this is a difficult harmonisation process, as illustrated by the Portuguese, Canadian, and Dutch cases. All three examples show the same route: first, the establishment of conceptual harmonisation across data collection programs, followed by process integration. Apart from NSIs, these harmonisation actions have to take place within all businesses and data users that take part in an EDI initiative.
As we have seen, in Portugal, vertical harmonisation in accordance with the IES System was regulated by law in 2007. To make the system work within Statistics Portugal, a central data collection department was established in 2005, followed by an Integrated Survey Management System (called SIGINQ) (Saraiva 2016c ) in 2007. At first, SIGINQ covered the business surveys, and then also the household surveys. Integration in this system is based on four pillars: processes, metadata, registers, and variable-oriented. Following the principle of maximising the reuse of components, the system combines generic functions with survey-specific features. Some components are shared by all surveys (business or household), and others are specific for a single survey.
The central data collection department was based on an integrated Metadata System (see http://smi.ine.pt/?LANG¼ EN), developed in 2003 by Statistics Portugal. The Portuguese Metadata System consists of a repository of concepts, classifications, variables, data collection instruments and methodological documentation relating to statistical activities carried out and disseminated data on Statistics Portugal's Portal (which relates to Figure 3 ). The components of this system are integrated; as a consequence, its management is subject to strict rules of harmonisation and integration. The main goals of this repository are twofold: 1) to support survey design; and 2) support data dissemination, documenting indicators disseminated through the dissemination database. This system constitutes an instrument of coordination and harmonisation within the Portuguese Statistical System. Through standardisation and harmonisation, uniform processes across the various production units could be created, eliminating differences between common processes. Using economies of scale, productivity was increased and the risk of failures reduced. As a result, resources were freed up and could be used to invest in new innovations and develop new capabilities. On the other side, a harmonised system resulted in loss of flexibility. A challenge that remains is dealing with differences in unit definitions across statistical programs, and establishing a unified unit register. Another challenge is the establishment of a fully integrated data warehouse. The basic structure is still survey-oriented. Saraiva (2016c) states that establishing an integrated data collection organisation and infrastructure is clearly not a trivial matter. These are more management aspects than technical challenges that must be known in advance and dealt with. Critical success factors include strong top management sponsorship, the involvement of a multidisciplinary team, an extensive requirements design, and internal change management.
In 2010, Statistics Canada launched the Integrated Business Statistics Program (IBSP, Statistics Canada 2015) to provide a more efficient model for producing economic statistics. The main objective was to enhance the economic statistics program so that it remains as robust and flexible as possible, while reducing the burden on business respondents. The IBSP encompasses around 60 surveys covering three major sectorsmanufacturing, wholesale and retail trade, and services and one overall topic: capital expenditures. The goal is that by 2019/2020, the IBSP will include approximately 150 business surveys covering all sectors of economic statistics.
The IBSP uses the multi-source/mixed-mode approach (as discussed in Section 2) as the standardised approach for economic data collections conducted at Statistics Canada, including:
. maximising the use of administrative information (such as tax information) to reduce business response burden, . using electronic questionnaires as the principal mode of primary data collection, and . harmonising concepts and questionnaire content.
All IBSP surveys must apply statistical standards including:
. North American Industrial Classification System (NAICS) to classify the target population by industry, . North American Product Classification System (NAPCS) to categorise and collect business input and output data, and a . Chart of Accounts (COA) as the reference taxonomy for organising business financial information (e.g., revenue, expenses, assets, and liabilities).
There are a number of financial variables that are common across many economic surveys. By harmonising the definitions of these variables and systematically applying standards, common content has been developed and implemented across statistical programs. One key issue that had to be resolved in developing financial data content was ensuring that the conceptual needs of the Canadian macroeconomic accounts are met through the use of administrative and survey data. The COA bridges the two sets of concepts. As part of developing the IBSP content model, the COA was reviewed and revised to ensure that COA variables, which are directly linked to tax concepts, meet the information requirements of national accountants. A new version of the taxonomy, COA 2010, was released in March 2011, in which items in the Income Statement were changed to align directly with the items in the General Index of Financial Information (GIFI) taxonomy (Martineau 2012) . New items were added, some were amalgamated and others were split. One limitation to expanding service product detail in the national accounts is the limited capacity to collect consistent and reliable NAPCS-based information on service inputs, notably purchased services used by firms in the production process. Collection of data on services inputs can be complex and can impose a heavy burden on respondents. In order to address this issue, adjustments were made to the COA 2010 to more closely align with the tax data variables.
The last couple of years of Statistics Canada's Integrated Business Survey Program have proven both challenging and rewarding. The model works well for over 70 business surveys, but a lot of unplanned work was required to get it to that point. The flexibility of the modular approach as well as the standardisation of processes, content and methods have already yielded early benefits when the programs had to be adapted to respond to user needs. Some key lessons learned are (Ravindra 2016 ) that transition work cannot be underestimated, test now or pay the price later, there needs to be a balance between complexity and quality, and one size does not always fit all.
The third example on horizontal harmonisation comes from the Netherlands. Since the 1990s, Statistics Netherlands has been moving away from survey silos to integrated survey systems (moving from Figure 2 to Figure 3 , see Snijkers et al. 2011) . In 2000, a redesign program, IMPECT (IMPlementation EConomic Transformation process), was started, aimed at harmonising the Annual SBS surveys and Monthly STS surveys. To accomplish this goal for the SBS, common key questions related to the chart of accounts data were identified for all SBS questionnaires in all main sectors in the economy. These questions were the basis for a core questionnaire, planned to be sent to all businesses in the entire sample.
During the harmonisation process of the key questions, Statistics Netherlands focused on the key concepts that the questions were supposed to measure. After identifying these concepts, the original data needs and the key concepts were reviewed to evaluate whether questions were needed at all (and could be dropped), and to work toward a harmonised questionnaire design, that is, a set of business survey questions (like in the Canadian case). After agreeing on the concepts to be measured, industry-specific questions were identified and included in a sub-questionnaire of the core questionnaire. In the end, Statistics Netherlands produced one core questionnaire, composed of 58 tailored questionnaires: two for each NACE main groups, one for the large and crucial businesses (asking for more details), and a shorter one for small businesses. As a result of the IMPECT project, a harmonised process for the SBS and STS statistics was established, with a 40 percent reduction in staffing for these surveys. To make the IMPECT program a success, the same critical success factors as for Statistics Portugal were applied.
In addition to conceptual harmonisation, organisational harmonisation at Statistics Netherlands was taken one step further in 2007, when all data collection activities were centralised in a general Data Collection Division . In hindsight, all the harmonisation steps made it possible to move forward toward fully automated data collection using the SBR/RCSFI standards.
Positive Business Cases for All Partners: EDI Drivers
A critical factor to achieve vertical harmonisation is the business case for each of the partners, if not regulated by law. It must be worthwhile for businesses, their service providers (accountants) and software developers to invest in EDI, and consequently in internal business horizontal harmonisation. One solution to get everyone on the same level is legal regulations, which was achieved in Portugal. With the establishment of the IES businesses, software developers and accountants had to adopt this mandatory system. Software developers play an important role in this chain, as they provide the technological implementation; if the chain is not supported by software, the S2S system will not work. Because of the legally established system, software developers in Portugal have a good business case to invest in this solution. If a software house offers a 'statistical report compliance' with their products, they are differentiated from their competitors, as they only need to make the technical requirements broadly available and easy to access by businesses and their service providers.
However, in the cases of Canada, Sweden and the Netherlands, such a legal driver is lacking. All data users need to support and use a common taxonomy on a voluntary basis (such as the COA in Canada, the BAS in Sweden, and the RCSFI in the Netherlands). Establishing such a standard taxonomy is a big step in itself. Common arguments in favour include cost reduction (including response burden) and efficiency gains in statistical reporting, albeit at the cost of independence.
The main drivers for businesses, accountants, and software developers to invest in an automated statistical information chain are very weak. Businesses are sampled, unless they are crucial businesses in which case they are multi-surveyed. In addition, the system needs to be stable over time. There is no business case for investing in a system that is uncertain to be used or yield some internal benefits, or is unstable. The latest developments in the Netherlands indicate that since SBR has been required for tax reporting and reporting to the Chambers of Commerce, and commercial banks issue fines if SBR is not used, requests for SBR for statistical reporting are increasing. Here, other parties are paving the road for statistical EDI reporting.
In Sweden, we observe a similar movement (Erikson et al. 2016 ). In July 2016, a government decision was taken to task the Swedish Companies Registration Office to prepare a solution for receiving annual reports in XBRL format. This work will be carried out in formal cooperation between the authorities involved (including Statistics Sweden and the Swedish Tax Agency). The decision also states that this work should prepare for the common concepts and taxonomies needed in this particular area (annual reports) to allow for an expansion of computerised data provision to other financial information, and also to facilitate data sharing and reuse between authorities. This means the road to computerised data provision to several authorities using common concepts and technical solutions has now formally been opened by the Government, a starting point for a successful SBR program in Sweden.
Adapting to conceptual standards throughout the information chain within businesses may also have some internal benefits; it may increase cost-efficiency for businesses, not only to submit data, but also to prepare internal reports and adjust systems and processes if new user requirements arise. Horizontal harmonisation within businesses aligns the internal business and administrative processes (see Figures 1 and 5) , making the chain more efficient. In addition, the use of standards creates the possibility of using metadata throughout the chain, making it easier to do business analysis across the chain (Srinivasan 2017; Thomas and McSharry 2015) .
Even though these rational cost-efficiency arguments may be clear, it is still hard to convince businesses to standardise the chain solely for statistical purposes. Providing feedback and benchmark data is considered to be an incentive for businesses to participate in surveys, even if the surveys are mandatory by law Torres van Grinsven et al. 2014) , and may also serve as a driver for businesses to adopt EDI. A 2013 study carried out by Statistics Portugal showed that the majority of businesses consider official statistics useful or very useful to society (75%), but less useful for their own company (45%) (Saraiva and Moreira 2016 ; see also Willimack and Snijkers 2013; . As a result of this conclusion, one of the actions taken was to create regular and personalised feedback for use by companies. The initiative began with the release of statistical PDF reports. The production of these reports is sourced from the dissemination data warehouse, where confidentiality of indicators is already assured. The personalised reports can only be accessed by the top level respondent, who has a master-key provided directly to the company administration by postal mail. Today, this service covers more than 50,000 different companies. It includes a generic type of report, as well as several versions of personalised reports, containing specific information about each company. Figure 6 shows a partial example of personalised feedback to a company, including some valued information, such as the share of the company in a certain sector of activity, and its position relative to competitors. Statistics Portugal significantly improved its relationship with data providers by designing a regular service of customised feedback reports.
Accountants and intermediary service providers also need to invest in an EDI system. Their current business case is making money by assisting businesses in their reporting obligations. With the introduction of an EDI system, this business case will disappear. By adopting EDI, accountants undermine their own business case, and a new one has to be established. Assisting businesses in analysing their data, doing business and market analyses, and 'dash boarding', thus providing better and even new services to their customers could be a new business case. In these analyses, statistics could be used for benchmarking, and as such, for closing the Business Information Chain. In this case, the data itself leads to an adapted business case, becoming a production factor for businesses, and especially service-oriented accountants. In the Netherlands, for example, recent contacts with accountancy firms and software developers show a willingness to invest in EDI reporting if benchmark data and other useful statistical output can be incorporated. Software developers no longer develop traditional accounting software, but rather include methods for dashboarding where real-time business performance assessment is presented in a dashboard, based on both the business and statistical data, which might include the Statistics Portugal example (Figure 6 ).
Quality Considerations
In the 20th century sampling was an efficient way to collect data from a population of units (Groves 2011; Zhang 2012) . However, the question is whether sampling remains efficient within an EDI approach. A census, having an enumeration of the entire population, may be much more efficient, considering the investments required by businesses, software developers, and others. This applies to the Portuguese IES system, which includes all businesses in Portugal that by law must report their financial statements to the government. Other methods to consider may be non-probability sampling (Baker et al. 2013) , or an optin approach, in which businesses themselves decide to provide data (and set up an automated data exchange process following the information chain). No matter what the final solution will be, similar to traditional sampling, key quality issues such as precision, representativeness and bias remain important aspects for understanding the accuracy of a statistical estimate. The total survey error framework still serves as a quality framework, which can be renamed 'Total Data Error Framework'. (A detailed overview of error sources for EDI is discussed by Snijkers et al. 2014 , see also Snijkers 2016 Zhang 2012; Groves et al. 2009 ). To secure data quality, the relevant question is whether we get the data from the predefined unit. The relevant question about the measurement is whether we get the correct measurements for predefined variables.
Constructing a predefined unit for the data to be exchanged between businesses, NSIs and other parties in the chain is essential (UNECE 2011). The problem is that the definition of units used by several parties does not directly comply with the required statistical units. Reconciling definitions of units (tax units, legal units, etc.) to statistical units (enterprise group, establishments, local units, etc.) can be a huge conceptual challenge. This issue is known from the use of registers, but also applies to EDI; in an EDI system, data collection becomes dependent on the unit as defined in the business records. At the end of the process, data is acquired, but it may be unclear for what unit; Snijkers (2016, in the context of business surveys) refers to this as unit errors. This may require post-field unit reconstruction. For most small businesses there are usually no differences (1-on-1), but for medium-sized and large businesses, the relationship between administrative units and statistical units may be complex. One approach to reducing unit errors is 'profiling', which is typically a task related to the statistical business register. Profiling (Eurostat 2010 ) is aimed at understanding the legal, operational and accounting structure of businesses, and making sure that this structure is reflected correctly in the business register as the basis for statistical data collection and processing. Profiling has the potential to offer a better understanding of complex unit structures. Nevertheless, it faces reluctance from NSIs, because it is resource-consuming and requires specially trained staff. This approach is applied in the Netherlands and in Portugal. In surveys, complex businesses in the Netherlands must report consolidated data, which means that, in a questionnaire, the unit definitions have to be presented (as part of the metadata). With regard to the implementation of SBR, it was decided to first focus on small (1-on-1) SMEs, because of this issue. In Portugal, within the IES system, the unit issue still remains a problem of great concern. The profiling process of converting administrative units into statistical units can be quite difficult conceptually and often involves some form of modelling, including information from other data sources. In other countries, such as Sweden, the legal unit is a stable type of unit that most reporting relies upon. Next to a harmonised Chart of Accounts, these three countries have also established a harmonised unit definition.
In the short term, the unit problem may be circumvented by focusing on the 1-on-1 cases. In the medium term, an approach could be to use units that consolidate towards other administrative units, such as tax units. In the long term, the solution is to include a consolidation function in administrative software. Unit rules would then be included in a harmonised reference Chart of Accounts, making it possible to perform unit consolidation, and to validate consolidated numbers for target and auxiliary variables.
The second side of quality issues relates to the measurements. In the case of EDI, the data that NSIs receive are the data stored in the business records. In case a standard taxonomy is applied by all parties in the chain, this taxonomy defines the required data. A first quality issue is that the taxonomy needs to be complete; all required variables (including the required answer formats) need to be included. If the taxonomy is incomplete, variables will be lacking; if answer formats are not detailed enough, the data may not be usable. Therefore, the vertical harmonisation process may take some time, as the final result needs to serve all users, including businesses.
When variables are not specified as data needs in a conceptual taxonomy, we could speak of specifications errors for the reference Chart of Accounts, leading to item nonresponse. In parallel to specification errors in surveys (Biemer and Lyberg 2003; Snijkers 2016) , where a concept is translated into one or more questions on a questionnaire, we have one or more predefined data items that make up a variable. If items in the taxonomy are missing, we have a specification error, like missing questions on a questionnaire, and this would require post-field data validation and imputation.
After the data items in a taxonomy have been specified correctly (i.e., the reference Chart of Accounts including all data items, at the required level of detail), this chart of accounts will be used in practice by mapping items in the business administration to these data items (as illustrated in Figure 5 ). In the mapping process errors can occur, when administrative items are mapped to wrong data items in the reference chart, leading to measurement errors or item nonresponse (if data items are not mapped to administration items) (Zhang 2012; Reid et al. 2017) . When no standard taxonomy is available, mapping business data to a taxonomy is quite cumbersome, time-consuming and error-prone, as can be concluded from the experiences with the EDIsent approach in the Netherlands in the 1990s (Lunter 1997; Ypma et al. 1997) . Differences may exist between the two systems regarding names and codes of data items, levels of aggregation (a statistical item may be composed of different accounting items), existence of data (a statistical item may have no accounting counterpart). However, even with a reference Chart of Accounts in place, the mapping process can be a considerable effort, and error-prone. One solution here is to provide examples, guidelines, and best practices to support the mapping process. Furthermore, validation rules can be applied; in the Portuguese IES system 2000, validation rules are included to check the data.
A final quality concern that needs to be discussed here is stability over time. This concerns stability on the business side regarding the content of the business administration and the units the information refers to, but also stability regarding the harmonised Chart of Accounts and the information required in reports. Changes made here will certainly require changes being made in the mappings. As we have seen in the EDIsent example in the Netherlands, updates were required annually. A way to deal with this would be to investigate where to map in the Business Information Chain. And again, it shows that vertical harmonisation across all stakeholders is essential for a stable EDI system.
Conclusions
Over the last decades, data collection for economic statistics has become quite complex, having to integrate various secondary data sources, and dealing with various modes of data collection. The dominant mode today is electronic questionnaires, and will be for the coming years. Yet the options for successfully implementing EDI solutions seem to increase, even if they are not made mandatory by law.
Over time, NSIs also became more and more dependent on others. With the general use of secondary data sources, they became dependent on stable delivery of these registers. With EDI, they even became dependent on others who facilitate primary data collection, such as software developers. As a consequence, NSIs may lose their independence and flexibility with regard to data collection.
Technical standardisation, and both vertical and horizontal conceptual harmonisation within the entire Business Information Chain are hurdles that have to be tackled. Based on the experiences in the four countries described in this article, we can conclude that getting all stakeholders in the chain on the same level is hard to achieve on a voluntary basis. It seems especially hard to establish a business case for businesses, software developers and accountants. It is possible that selection procedures other than sampling, which make NSIs a small player in the field, are needed. In addition, NSIs may work together on initiatives undertaken by other stakeholders, such as the Tax Offices. Another option discussed in this paper is presenting feedback data, and making the data a product in itself, and thereby closing the chain. These options seem promising. A solution of a different order is presented by Portugal, where the EDI system was made mandatory by law.
Regarding quality, both unit and measurement issues continue to require attention. Experiences in Portugal indicate that the construction of statistical units is a serious issue. A stratified approach, making a difference between 1-on-1 and more complex businesses, may be considered in implementing EDI. In addition, quality issues related to the data received may need to be monitored, like mapping errors. Including validation rules in the system is a good practice to deal with this issue. An additional approach would be to retain human intervention in the system, by displaying the data for a respondent (as in a completed e-questionnaire) to check, complete and sign off on before sending (Haraldsen et al. 2011) . Dynamics make maintenance and constant quality monitoring important. These issues require study to ensure that unbiased and precise statistical output is achieved over time.
At the beginning of this article we quoted Zhang (2012) who stated that the 21st century will be the age of data integration. We have seen that an integrated Business Information Chain is at the heart of a successful EDI system. However, it is striking to note that today, for successful implementation of EDI, the same hurdles have to be tackled as in the late 1990s (Ypma et al. 1997) . Still, progress has been made -technical standards have been developed, and considerable progress has been made with regard to conceptual and organisational harmonisation. With the ever growing computerisation since the start of the 21st century, EDI has become more feasible and less expensive.
Although some hurdles still remain, we believe that EDI will be the future for business data collection. Financial business data will either be collected by other organisations, feeding into registers such as tax registers, or directly by an NSI. An EDI system will be used in all data exchanges. As a consequence, when moving to EDI, the differences between primary and secondary data collection will be blurred. Quality issues related to EDI resemble secondary data quality issues (Reid et al. 2017) .
In the future, we believe these data will feed into a system of 'smart statistics'. Eurostat (2017) thinks of smart statistics as being "the future of official statistics where data capturing, processing and analysis will be embedded in the system itself, starting with the digital footprints of an activity." A fully integrated Business Information Chain with S2S data exchange matches this description. By making the chain into a loop, real-time business statistics will be input for a data-driven intelligent business learning system, by continuously monitoring and benchmarking business performance (Srinivasan 2017; Thomas and McSharry 2015) .
