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Summary
XML has been widely used for data exchange as well as for representing and manip-
ulating semi-structured data. To efficiently process XML queries becomes increas-
ingly important and has received significant research attention lately. XPath and
XQuery are the de facto standard for querying tree-structured XML data, where
XPath is a core sub-language of XQuery. A large number of prior work has focused
on the query optimization issues to process XPath and XQuery queries more effi-
ciently. Some work has strived to develop efficient query evaluation algorithms or
to design indexing and clustering techniques to improve the efficiency. Some have
looked at the logical optimization issue of query minimization. Yet some others
have studied the problem of query answering using views.
This thesis focuses on the optimization of XML queries with respect to a large
fragment of XML queries known as tree pattern queries. It focuses on two important
optimization aspects: query minimization and query answering using views.
For query minimization in the XML context, prior work has studied the mini-
mization of a large fragment of queries expressible using XPath, called tree pattern
queries (TPQs) with and without constraints. However, the class of constraints
studied by prior work is rather limited. There are other types of constraints com-
monly existent in XML data and schemas, which have significant impact on the
vii
viii
minimization of TPQs. In this thesis, we present a study on the minimization
of TPQs with a richer set of constraints beyond what has been studied by prior
work; for the class of constraints studied by prior work, we present a more efficient
minimization algorithm. For XQuery, there is little work that has studied the mini-
mization of XQuery queries. In this thesis, we present a study on the minimization
of Generalized TPQs (GTPQs), which correspond to a large fragment of queries
expressible using XQuery with or without constraints. Our work is the first to
study the minimization of GTPQs in the presence of constraints.
For query answering using views in the XML context, prior work on XML query
processing with views has focused predominantly on query rewriting, which is a
logical optimization issue. This thesis presents a study on an important physical
optimization issue of how to efficiently evaluate TPQs using materialized views. In
particular, the physical optimization has two related aspects (1) what is an effective
way to organize materialized TPQ views? and (2) how to exploit the organization
of the materialized views to efficiently evaluate TPQs? We present a new storage
scheme for materialized TPQ views and a novel evaluation algorithm for processing
general TPQs using materialized views stored in the proposed storage scheme.
We have implemented these approaches and conducted extensive experimental
studies, which demonstrate the efficiency and effectiveness of these approaches. We
believe that our research brings significant contribution to improve the efficiency
of XML query processing.
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With the emergence of XML, it quickly becomes the standard for exchanging,
exporting and integrating data on the web and across systems. As increasing
amount of data is stored and exchanged using XML, efficiently processing queries
over XML data has become increasingly important. XPath [62] and XQuery [63]
are the de facto languages for querying tree-structured XML data.
A large number of prior work has focused on the query optimization issues to
process XPath and XQuery queries more efficiently. Many have strived to develop
efficient query evaluation algorithms with XML data stored as flat files (e.g., [7, 3,
25, 58]), relational tables (e.g., [29, 31, 11]) or naive XML trees (e.g., [5, 13, 19]).
Some have tackled the efficiency issue leveraging on indexing (e.g., [22, 30, 39,
66, 40]) and clustering (e.g., [26]) techniques. Some others have looked at the
logical optimization issue of query minimization (e.g., [6, 55, 28, 42]). Yet there are
some others that have studied the problem of query answering using views (e.g.,
[9, 60, 48, 70, 45, 53, 8, 24, 67]).
This thesis focuses on the optimization of XML queries with respect to a large
fragment of XML queries known as tree pattern queries. It focuses on two important
optimization aspects: query minimization and query answering using views.
1
2Before we give a description on the current status of the two aspects, we intro-
duce an important concept of tree pattern queries (TPQs) [6]. TPQs are a large
fragment of queries expressible using XPath and XQuery. A lot of the aforemen-
tioned query optimization work are based on TPQs. In TPQs, nodes represent
the element types, and edges represent structural relationships. More specifically,
single edges represent parent-child (pc) relationships and double edges represent
ancestor-descendant (ad) relationships.
1.1 XML Query Minimization
The complexity results of the aforementioned query evaluation algorithms suggest
that the size of an XML query in terms of number of nodes is a key determinant
of the query evaluation cost [31]. This motivates the following query optimization
opportunity. To process a given TPQ Q, instead of processing Q directly, the
query evaluation engine processes Q′ which is equivalent to Q but with a smaller
size. With this motivation, there were several prior work [6, 68, 55, 28, 42] that
studied the problem of TPQ minimization to eliminate redundant query nodes with
or without the knowledge of data constraints.
The work in this area can be characterized along two main dimensions: the
class of queries being supported (i.e., query fragment) and the types of constraints
being considered. The various fragments of XPath queries explored so far can
be denoted by XP F [27], where F ⊆ { /, //, [], ∗} represents the set of query
features supported including child axis “/”, descendant axis “//”, nested predicates
“[]”, and wildcards “∗”. In terms of data constraints, besides the simplest case of
query minimization without considering constraints, most of the work has focused
primarily on forward constraints and subtype constraints [6, 55]. There are two types
3of forward constraints, namely, required child constraints and required descendant
constraints. A required child (required descendant resp.) constraint is of the form
x → y (x ⇒ y resp.) which states that for every element of type x, it has a child
(proper descendant resp.) element of type y. A subtype constraint is of the form
x ≤ y which states that every element of type x is also of type y.
The work in [6, 55] were the first to study the TPQ minimization problem for
the query fragment XP {/,//,[]}. The state-of-the-art minimization algorithms for
this fragment were presented in [55] for the case without constraints and the case
with forward and subtype constraints. For both cases, every TPQ has a unique
minimal query [6, 55]; and the element types appearing in the minimal query is a
subset of those in the original query.
Query minimization for the full query fragment XP {/,//,[],∗} in the absence of
constraints was shown to be NP-hard [27]. Query minimization of TPQs with
multiple output nodes was studied [42] for this fragment. For fragment XP {/,[],∗},
query minimization in the absence of constraints has polynomial time complexity,
and each XPath query has a unique minimal query [68].
Meanwhile, there is little work on the minimization of XQuery queries. A
general solution was proposed in [23] for minimizing a subclass of XQuery queries,
called NEXT queries, by first transforming the query to a nested tableaux and
then removing redundant navigation steps. The minimization problem for general
NEXT queries is NP-hard. For special cases when there are no equality conditions
and no wildcards are allowed, the proposed algorithm in [23] has polynomial time
complexity. However, data constraints are not considered in this work; it is not
clear how to incorporate data constraints into this approach.
41.2 XML Query Answering Using Views
Another query optimization technique is to answer a query by making use of
materialized views. Query answering using views (QAV) is an established and
effective optimization technique in relational database systems [33]. More re-
cently, there is growing attention on applying materialized views to TPQ matching
(e.g., [9, 60, 70, 54]). Prior work in this area has focused on query rewriting
(e.g.,[60, 32, 48, 70, 45, 53, 8, 24, 67]), which is a logical optimization issue.
The query rewriting problem, traditionally known as equivalent rewriting, is
formulated as follows motivated by classical query optimization. Given a query Q
and view V , determine if there is a rewriting of Q using V that is equivalent to Q.
The query rewriting problem has been studied in the context of XML for regular
path queries [32]. Xu and Ozsoyoglu [70] conducted a theoretical study of query
rewriting for XPath fragments corresponding to TPQs. When equivalent rewriting
is not possible, Lakshaman et al. studied maximal rewriting for a subset of XPath,
which is to find a rewriting of Q using V that is contained in Q over all possible
databases and is maximal.
The above efforts on query rewriting are mainly using a single view, answering
queries using multiple views were studied in [60, 67] for XPath queries, which
addressed two aspects of this problem: view selection, which is to identify a minimal
view set that can answer a given query, and rewriting the given query using the
selected set of views.
1.3 Motivation
In this thesis, we further study the two areas for XML query optimization w.r.t.
tree pattern queries: query minimization and query answering using views. We
5examine the minimization of TPQs with a richer set of constraints beyond what
has been studied by prior work. For the class of constraints studied by prior work,
we present a more efficient minimization algorithm. For XQuery queries, no prior
work has studied the minimization of XQuery queries with constraints. In this
thesis, we present a solution to the minimization of Generalized TPQs (GTPQs),
which correspond to a large fragment of queries expressible using XQuery; the
approach that we have taken in our work follows the established line of work based
on pattern homomorphism [6, 15, 55], which can be extended to incorporate data
constraints for query minimization. For QAV, we present a study on an important
physical optimization issue of how to efficiently evaluate TPQs using materialized
views. We present a new storage scheme for materialized TPQ views and a novel
evaluation algorithm for processing general TPQs.
Figure 1.1 illustrates the relationship of our work with the prior work in the
area of query minimization and view organization. We will present the inadequacy
of the two areas respectively and hence motivate each work in detail.
1.3.1 Minimizing TPQs with A Richer Class of Constraints
Prior work has examined TPQ minimization with forward and subtype constraints.
We notice that there are other type of constraints commonly existing in XML data,
such as backward and sibling constraints.
Backward constraints, which are the “opposites” of forward constraints, can be
classified into two types, namely, required parent constraints and required ancestor
constraints. A required parent (required ancestor resp.) constraint is of the form
x← y (x⇐ y resp.) which states that for every element of type y, it has a parent
(proper ancestor resp.) element of type x. A sibling constraint is of the form a
c
→ b

























Figure 1.1: Thesis contribution
then the a element must also have a child element of type b.
Despite the fact that backward and sibling constraints have been largely ne-
glected (with respect to query minimization), they are actually rather common in
XML data. We conducted a study (details given in Chapter 4) to compare the num-
ber of forward and backward constraints that are extracted from different DTDs
and well-known XML datasets. We found that backward constraints and sibling
constraints are commonly present in XML data, and that there are actually more
backward constraints observed than forward constraints.
By considering a richer class of constraints, there are more opportunities for
query minimization. When TPQs cannot be further minimized using only the
forward constraints, they may be further minimized using backward and sibling
constraints. Moreover, a TPQ may have more than one minimal query under
backward and/or sibling constraints; and a minimal query can contain element
7types that are not present in the input query. These properties of minimal queries
cause the TPQ minimization problem under this larger class of constraints to be
more challenging. In contrast, the minimal query (with respect to only forward
and subtype constraints) for a given TPQ is always unique, and the element types
appearing in the minimal query is a subset of those in the input query [6, 55].
Thus in this thesis, we further investigate the problem of TPQ minimization
with a richer class of constraints which includes both backward and sibling con-
straints. The main objective is to study the properties of minimal queries and to
develop efficient minimization algorithms for this extended class of constraints.
1.3.2 Minimization of GTPQs
Prior work on XML query minimization ([15, 28, 42, 55]) has focused predomi-
nantly on TPQs based on the simpler XPath semantics where each TPQ has only
mandatory edges and exactly one output node (minimization of TPQs with multi-
ple output nodes was studied in [42], where the query edges are still restricted to
mandatory edges). Recent work [21] introduced how XQuery expressions can be
transformed to tree patterns, referred to as generalized TPQs (GTPQs). Due to
the expressiveness of XQuery’s return clause, a GTPQ not only supports multiple
output nodes but also allows for optional edges, which arise from the presence of
optional nodes in the return clause.
Let us look at an example GTPQ. Consider a GTPQ q1 on a university intel-
lectual property database and its corresponding XQuery expression in Figure 1.2,
which returns professors that have ever published a paper, and if the professor once
participated in a project which filed for a patent, returns the patent as well. GTPQ
q1 in Figure 1.2(a) is a tree structure. Like TPQs, the nodes in q1 are specified by






FOR $p IN document(“ip.xml”)//professor[.//publication/paper]
RETURN <result> {$p}
FOR $t IN $p//project/patent
RETURN {$t}
</result>
(b) The corresponding XQuery query of q1
Figure 1.2: An example GTPQ and its corresponding XQuery expression.
Solid/dotted edges represent mandatory/optional relationships.
bol, i.e., professor and patent. Solid edges represent the mandatory relationships,
and dotted edges represent the optional relationships. For instance, the dotted
edge (professor, project) in q1 represents an optional relationship: the professors
that q1 searches for may or may not have participated in a project which filed for
a patent.
Unlike the matches to a TPQ which follow a fixed structure, matches to a GTPQ
may have variable structures. For GTPQ q1, a professor element
1 in an XML data
tree is outputted as long as it has a descendant element publication which in turn
has a child element paper. Additionally, if the professor element “happens” to
have a descendant element project which in turn has a child element patent, then
the patent element is also outputted. Thus a match of q1 always has a professor
element, while it may not have a patent element. For this reason, professor in q1
is called a mandatory output node while patent is an optional output node.
Output nodes are specified by the return clauses of an XQuery query; and
1To minimize confusion, we use nodes to refer to the components of TPQs/GTPQs and
elements to refer to the corresponding components in XML data trees.
9optional edges in GTPQs arise from the optional output nodes in the return clause,
which could be specified via various statements, such as nested FLWR expressions
and conditional clauses (if -then-else). To find out how common optional edges are
in XQuery queries, we examined the XML query use cases for the Bibliography data
[64] as well as the benchmark queries on the XMark dataset [57]. Not surprisingly,
9 out of 12 queries for the former (and 16 out of 20 for the latter) are involved
with optional edges. Thus investigation on the minimization of GTPQs is very
important towards the efficient processing of GTPQ queries.
Besides the general XQuery evaluation algorithms (e.g., [7, 3, 58, 11]), special-
ized evaluation algorithms for GTPQs have been proposed in [21] and [56]. The
state-of-the-art algorithm [56] evaluates a GTPQ Q on an XML data tree D in
O(|Q||D|) time, which again indicates that the minimization of GTPQs is impor-
tant for efficient evaluation of GTPQs.
The presence of optional edges brings new challenges to the problem of query
minimization (details given in Chapter 5). Prior solutions to TPQ minimization are
not adequate to the minimization of GTPQs due to the presence of optional edges.
While the general solution proposed in [23] for minimizing a subclass of XQuery
queries may be applied to minimize GTPQs, it is not clear how this approach
can be extended to handle data constraints. In contrast, the approach that we
have taken in our work can be extended to incorporate data constraints for query
minimization.
1.3.3 Storage Schemes for Materialized XML Views
As aforementioned, existing work on XML query processing with views has focused
predominantly on a logical optimization issue, i.e., query rewriting. With the
exception of the recent work on InterJoin [54], there is very little work that has
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examined the important physical optimization issue of how to efficiently evaluate
TPQs using materialized views. In particular, there are two related aspects of the
problem that have yet to be adequately investigated: (1) what is an effective way
to organize materialized TPQ views? and (2) how to exploit the organization of
the materialized views to efficiently evaluate TPQs?
To illustrate these two key issues, let us consider the state-of-the-art approach,
InterJoin, for evaluating queries using materialized views. InterJoin is designed for
path queries, which is a subclass of TPQs without any branching. Thus, InterJoin
only considers materialized path views that correspond to path queries2. InterJoin
uses a tuple scheme to store materialized views: given a path view v with n nodes,
v is materialized as a sequence of records, each of which is an n-tuple (e1, · · · , en)
representing a specific path of n element instances in the data that match v. The tu-
ples in v are sorted in ascending order of the composite key (e1.start, · · · , en.start),
where ei.start represents the document-order rank of element ei in the data. The
tuple storage scheme in InterJoin is a generalization of the element storage scheme
used by the conventional structural join algorithms (e.g., [5]), which essentially
partitions all the element instances in the data based on their element types, and
stores each subset of instances as a single-element view.
Clearly, as the materialized views already have some structural joins precom-
puted, using appropriate materialized views (instead of the raw data element views)
can help improve query evaluation performance. However, one drawback of Inter-
Join’s tuple scheme is that there could be a lot of data redundancy in a materialized
view when the same element instance contributes to many matches in the view.
This data redundancy not only increases the I/O cost of accessing the view, but
also incurs unnecessary computational overhead when joining multiple views. One
2Following the established line of work on structural joins (e.g., [5, 13]), all the nodes in both
path queries and views are output nodes.
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obvious approach to eliminate the data redundancy is to “denormalize” the tuple
storage scheme into the element storage scheme. Specifically, in the element stor-
age scheme, an n-node view is materialized as a collection of n single-element views
without any duplicate element instances within each single-element view. However,
the tradeoff for the element scheme is that the structural joins in the original view
are no longer explicitly materialized and additional processing cost is required to
compute them during query evaluation.
To better understand the performance implications of the tradeoffs between In-
terJoin’s tuple scheme and the conventional element scheme, we conducted a perfor-
mance evaluation (details given in Chapter 6) to compare InterJoin and PathStack,
where the materialized views are stored using tuple and element schemes respec-
tively3. Our experimental results indicate that there is no clear winner between
the two approaches. When a data node appears in at most one match in a view,
InterJoin outperforms PathStack by up to a factor of 3.5; however, when a data
node appears in multiple matches of a view, PathStack outperforms InterJoin by
up to a factor of 2.5.
Motivated by the unsatisfactory outcome of our experimental comparison be-
tween the tuple and element schemes, we seek to probe more deeply the design
of storage schemes and evaluation algorithms for view-based TPQ evaluation. Al-
though the design choices for physical storage are not large in general, we believe
this area deserves more attention as demonstrated by the recent interest in column-
stores vs. row-stores [59] for relational database systems.
3Note that our comparison differs from that in [54] which was comparing InterJoin (with views)
against PathStack (without views).
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1.4 Contributions
The major contributions of this thesis are three-fold:
1. We study the minimization of TPQs with a larger class of constraints by in-
cluding backward and sibling constraints. We present the properties of min-
imal queries for various subclasses of the extended constraints. We propose
efficient minimization algorithms to compute a minimal query and to enumer-
ate all the minimal queries based on the properties of minimal queries for an
input TPQ. In addition, for the class of forward and subtype constraints, we
present a more efficient algorithm compared to the state-of-the-art approach.
Our experimental results demonstrate the efficiency and effectiveness of our
proposed approaches. This work has been published in the ACM SIGMOD
2008 Conference [15].
2. We study the minimization of GTPQs with or without the presence of data
constraints, and develop efficient minimization algorithms respectively. We
perform an experimental evaluation to demonstrate the efficiency and ef-
fectiveness of our proposed minimization algorithms. This work has been
submitted for publication [14].
3. We propose a new storage scheme for materialized XML views that combines
the complementary strengths of the tuple and element schemes and offsets
their drawbacks called linked-element. We present a novel view-based TPQ
evaluation algorithm, ViewJoin, that which utilizes views stored in the linked-
element scheme. ViewJoin is a more general approach than InterJoin: it
can evaluate general TPQs using materialized TPQ views beyond the path-
based queries and views supported by InterJoin. We present the results of
a comprehensive experimental evaluation, which demonstrate the superior
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performance of our proposed approach. This work has been accepted to
appear in the IEEE ICDE 2010 Conference [16].
1.5 Organization
The rest of the thesis is organized as follows. Chapter 2 provides background
knowledge for the work conducted in this thesis. Chapter 3 contains an introduction
of the related work for each particular work in the thesis. Chapter 4 presents the
minimization of TPQs with a richer class of constraints. Chapter 5 presents our
work on the minimization of GTPQs. Chapter 6 presents a novel storage scheme
for materialized XML views and a TPQ evaluation algorithm using views in the
proposed scheme. Finally, Chapter 7 concludes this thesis and points out some
directions for future work.
The Appendix contains the proofs for some important results in Chapter 4 and
Chapter 5. These proofs are an essential part of the contribution of this thesis,
which are separated from the main text for easy navigation.
Chapter 2
Preliminaries
This chapter presents the background information for the work in this thesis. It con-
tains an introduction to the eXtensible Markup Language (XML) and the regional
labelling scheme for XML data. After that, it introduces XPath and XQuery, which
are the XML querying languages that are mostly widely used. Finally it introduces
the tree pattern queries (TPQs) and generalized TPQs (GTPQs) corresponding to
XPath and XQuery queries respectively.
2.1 Extensible Markup Language (XML)
XML, which was initially proposed as a markup language, has evolved to serve dual
functionalities as markup language as well as data format. XML separates presen-
tation and data thus offering independency and flexibility for data representation.
Due to this nature of separating presentation and content, XML tree structure is
self-describing, both human-readable and machine-readable.
XML documents are composed of markup components and content compo-
nents. The most fundamental markup in an XML document is the elements.
An element begins with a start tag <element name>, and ends with an end tag
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</element name>. An element may have some attributes, which appear inside
the start tag after the element name, e.g. <project funded = “yes”>. With the
help of a DTD or XML schema, the type and attributes of each element can be well
defined. Content, which is textual data, can be enclosed between the start tag and
the corresponding end tag. An element can be nested inside another element in an
XML document. An XML document must have a root element, which is not nested
in any other element. Figure 2.1 gives an example XML document providing the
information on the intellectual properties of a university.
<?xml version =“1.0”? >
<staff>
<professor id = “prof01”>
<project id = “proj01-01”>
<publication>




<professor id = “prof02”>
<project id = “proj02-01”>
<publication>
<paper year =“2000”, booktitle = “TODS”> Filtering</paper>
</publication>
</project>
<project id = “proj02-02”>
<patent>
<Licensing>
<company> Company A </company>








Figure 2.1: An example XML document
Labelling scheme. An XML document can be represented as a tree. Following
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staff (1,30,1)
professor (2,9,2) professor (10,29,2)
project (3,8,3) project (11,16,3) project (17,28,3)
publication (4,7,4) publication (12,15,4) Patent (18,27,4)
paper (5,6,5) paper (13,14,5) licensing (19,26,5)
‘Automation’ ‘Filtering’ company (20,21,6) contract (22,25,6)
‘Company A’ Value (23,24,7)
‘S$200, 000’
Figure 2.2: The Tree Structure for the XML Document in Figure 2.1: attributes
of elements are not shown
the most popular region labelling scheme [46], each element in an XML data tree
is assigned a 3-tuple label <start, end, level>, where ‘start’ and ‘end’ values are
determined by the positions of the start tag and end tag of the element respectively,
and the ‘level’ value is the length of the path from the root element to this element.
Using this labelling scheme, the structural relationship between any two elements
in the same XML tree can be determined efficiently. An element a is an ancestor of
element b iff a.start < b.start and b.end < a.end; in addition, if a.level = b.level−1,
then a is the parent of b. An element a′ is a following element of element a
if a′.start > a.end. Figure 2.2 shows the XML data tree corresponding to the
XML document in Figure 2.1, where XML elements are labelled using the regional
labelling scheme.
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2.2 Tree Pattern Queries (TPQs)
XPath [62] and XQuery [63] are the query languages that are most widely used
on querying XML data, where XPath is the core sublanguage of XQuery. In this
thesis, we focus on a large fragment of XPath and XQuery queries, which are
known as tree pattern queries (TPQs) and generalized TPQs (GTPQs) respectively.
TPQs are based on the simpler XPath semantics while GTPQs are based on the
XQuery semantics. In this and the next section, we introduce TPQs and GTPQs
respectively.
An XPath expression is composed of one or more location steps, where each
location step consists of three parts: an axis, an element test and zero or more
predicates. This thesis focuses on two types of axis: child axis (‘/’) and descendant
axis (‘//’). An element test specifies the element types selected by the location step,
where wildcard (‘*’) can be used to match any element type. Predicate expressions,
enclosed by the ‘[’ and ‘]’ symbols, can be specified to refine the selection. The
predicates can be specified on the text or the attributes of the elements, or by
another XPath expression. For a complete reference of the XPath language, refer
to [62].
TPQs considered in this thesis correspond to the XPath fragment XP {/,//,[]}.
Following the established line of TPQ minimization, equality-based predicates are
not considered. The reason is the non-polynomial complexity of the underlying
query minimization or query containment problem introduced by wildcards or
equality-based predicates [27, 43, 61, 44, 23].
TPQs are represented as trees, where the nodes of a TPQ Q are labelled by
element types from a finite alphabet Σ. The type of a node u is denoted by τ(u),
and the root node of Q is denoted by r(Q). The size of Q, denoted by |Q|, refers






Figure 2.3: An example tree pattern query (TPQ)
as OP (Q); for each output node, its element type label is distinguished with a ∗
mark. Following the majority of the prior work on TPQ minimization [6, 55, 28]
we consider the case where each TPQ Q has exactly one output node (denoted
as op(Q)) for query minimization. The nodes in Q are connected by two types
of edges: parent-child edges (pc-edges) and ancestor-descendant edges (ad-edges),
corresponding to the child axes and the descendant axes in XPath expressions.
Consider an edge e = (u, v) with parent node u and child node v. If e is a α-edge,
where α ∈ {pc, ad}, we say that v is a α-child of u and u is the α-parent of v.
Moreover, if v is a leaf node, v is also known as a α-leaf node. For a node n in
a TPQ Q, we denote stQ(n) as the subtree of Q rooted at n. We illustrate the
concepts related to TPQs with the following example.
Example 2.1 Consider a TPQ Q as shown in Figure 2.3, which corresponds to
XPath expression //professor[.//publication/paper][.//patent/licensing/company].
Note that in Figure 2.3, we use the element types to refer to the nodes without
loss of clarity. Q is to query the XML tree in Figure 2.2. Q has 6 nodes, and
thus |Q| = 6. The root node of Q is professor, which is also the output node of
Q. Q has 5 edges, of which (professor, publication) and (professor, patent) are
ad-edges. Node professor is an ad-parent of node publication; and publication is
an ad-child of professor. Consider pc-edge (licensing, company) in Q, for which
node licensing (company resp.) is a pc-parent (pc-child resp.) of node company
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(licensing resp.). Apparently node company is a pc-leaf node. The subtree rooted
at patent, denoted as stQ(patent), consists of three nodes: patent, licensing and
company.
Semantics of TPQs. The structural pattern in a TPQ Q specifies the criteria
that are to be matched by the elements in the XML data tree D . Formally, the
evaluation of Q on D is defined by embeddings of Q onto D.
An embedding of a TPQ Q onto an XML data tree D is defined as a mapping
β from the nodes of Q to the elements of D such that the following conditions are
satisfied:
1. Preserve node types: for each node u ∈ Q, either u and β(u) are of the same
type, or β(u) is of a subtype of u;
2. Preserve pc/ad-edge relationships: if v is a pc-child (ad-child resp.) of u in
Q, then β(v) is a child (descendant resp.) of β(u) in D.
The evaluation of a TPQ Q on D requires finding all the embeddings of Q in D,
and the answer to Q is given by the set of data nodes β(op(Q)).
Example 2.2 Consider evaluating TPQ in Figure 2.3 on the XML tree in Figure
2.2. There is only one embedding corresponding from the TPQ to the XML tree,
which consists of the following elements: professor (10,29,2), publication (12,15,4),
paper (13,14,5), patent (18,27,4), licensing (19,26,5), company (20,21,6). The an-
swer to Q includes only element corresponding to the above embedding: professor
(10,29,2) .
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2.3 Generalized Tree Pattern Queries (GTPQs)
XQuery, of which XPath is a core sub-language, is another widely-used querying
language for XML data. Due to the nature of being a functional language, XQuery
is more flexible and expressive in querying XML data. The basic expressions of
XQuery are the FLWR (For, Let, Where and Return) expressions that support
iteration and binding of variables to intermediate results. The For and Let clauses
in a FLWR expression generate an ordered sequence of tuples of bound variables.
The Where clause specifies the conditions to filter the tuples. The Return clause
constructs the result of the FLWR expression. XQuery allows the FLWR expres-
sions to be nested with full generality. Refer to [63] for a complete reference to the
XQuery semantics.
Generalized tree pattern queries (GTPQs) were first introduced in [21]. In
this thesis, we study GTPQs corresponding to XQuery expressions constructed by
FLWR expressions which are possibly nested, but without equality conditions or
wildcards. Similar to TPQs, GTPQs are represented as trees, where the nodes
of a GTPQ Q are labelled by element types from a finite alphabet. The following
notation for GTPQs is the same as that for TPQs. The type of a node u is denoted
by τ(u), and the root node of Q is denoted by r(Q). The size of Q, denoted by
|Q|, refers to the number of nodes in Q. We use OP (Q) to denote the set of output
nodes in a GTPQ Q. The element type labels of the output nodes in a GTPQ are
labelled with the ∗ mark.
In contrast to TPQs where each edge is a mandatory edge, the edges in a GTPQ
Q are classified in two orthogonal ways: each edge is either a parent-child (pc) edge
or an ancestor-descendant (ad) edge, and each edge is either a mandatory edge
or an optional edge. A pc-edge (ad-edge resp.) in Q is represented as a single
(double resp.) edge. A mandatory (optional resp.) edge in Q is represented as a
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solid (dotted resp.) edge. If an output node is connected to the root(Q) via only
mandatory edges, it is called a mandatory output node; otherwise it is called an
optional output node.
For an edge e = (u, v) in a GTPQ with parent node u and child node v, if e is
a α-edge, where α ∈ {pc, ad}, we say that v is an α-child of u; if e is a mandatory
(optional resp.) edge, we say that v is a mandatory (optional resp.) child of
u. Given two nodes m1 and mk in Q, we say that m1 is an ancestor of mk (or
equivalently, mk is a descendant of m1) if there is a sequence of nodes m1, m2,
· · · , mk in Q such that mi+1 is a mandatory/optional child of mi for i ∈ [1, k)
where k ≥ 2. If there is at least one node mj, j ∈ [1, k), such that mj+1 is an
optional child of mj, then mk is an optional descendant of m1; otherwise, mk is a
mandatory descendant of m1.
A GTPQ Q may have nested optional edges, which are defined as two or
more optional edges in the same root-to-leaf path. Q can be decomposed into
mandatorily connected components (MCCs), where an MCC is a maximal set of
nodes in Q which are connected by paths not involving optional edges. MCCs are
disjoint, so that each node of a GTPQ is member of exactly one MCC. Each MCC
in Q is a TPQ. We call the MCC containing the root node of Q as the root MCC
of Q. MCCs in Q are connected to each other via optional edges. Consider an
optional edge (u, v) where v is a optional child of u. Let Mu and Mv be the MCCs
that u and v belong to respectively. We call Mv a child MCC of Mu, and Mu a
parent MCC of Mv. An MCC having no child MCCs is called a leaf MCC.
Example 2.3 Consider again GTPQ q1 in Figure 1.2(a), which has one optional
edge (professor, project) denoted using dotted edge while the remaining edges are
mandatory edges denoted using solid edges. There are two output nodes in q1:
professor and patent, where professor is a mandatory output node and patent
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an optional output node as it is connected to the root node via the optional edge
(professor, project). Now nodes project and patent are the optional descendants
of node professor. The optional edge (professor, project) decomposes q1 into two
MCCs, which consist of nodes {project, publication, paper} and {project, patent}
respectively with the latter being a child MCC of the former.
Similarly, due to the non-polynomial complexity, we do not consider wildcards
or equality-based predicates for the minimization of GTPQs.
XQuery queries to GTPQs. Chen et. al [21] introduced how to convert an
XQuery query into a GTPQ. To illustrate this conversion, we consider the following
example.
FOR $p IN document(“ip.xml”)//
professor[.//publication/paper]
RETURN <result> {$p}











{LET $l = $p//project/patent
RETURN $l} </result>
(c) Alternative 1 (d) Alternative 2
Figure 2.4: Converting an XQuery query to a GTPQ
Consider XQuery query xq1 in Figure 2.4(a), and its corresponding GTPQ q1 in
Figure 2.4(b) which is the same as the GTPQ shown in Figure 1.2(a). For q1, nodes
professor, publication and paper correspond to the for clause of xq1. The subtree
t1 rooted at project in q1 corresponds to the nested FLWR expression: {FOR
$t IN $p//project/patent RETURN $t}. The optional edge (professor, project)
corresponds to the optional relationship between professor and the subtree t1
rooted at project, which indicates that a data node that $p binds to need not have
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descendants matching the subtree t1. However, we still need to find all the project
subelements (which meanwhile must have a patent subelement), so that we can
compute the output of q1 matching project and patent.
The above nested FLWR expression in the XQuery query xq1 is an example
expression that leads to the optional edge in q1. The same optional edge could be
specified by different expressions in the return clause. For xq1 in Figure 2.4(a),
the following alternative return clauses (with the same for clause) in Figures
2.4(c)&(d) would produce the same GTPQ q1 in Figure 2.4(b).
Semantics of GTPQs. The root MCC specifies the matching criteria on the
mandatory output nodes, while non-root MCCs specify the additional matching
criteria on the optional output nodes. A non-root MCC does not specify any
matching restriction on the mandatory output nodes. However, for a match of a
non-root MCC Mi, there must be data elements that match each of the MCCs in
the path from the root MCC to Mi.
As defined in [56], an embedding of a GTPQ Q onto an XML data tree D is
defined as a partial mapping β from the nodes of Q to the elements of D such that
the following conditions are satisfied:
1. β(r(Q)) is defined;
2. if β(u) is defined, then β(v) is defined for any node v ∈ Q for which the path
from u to v consists of only mandatory edges;
3. if β(v) is defined, then β(u) is defined for each ancestor u of v;
4. Preserve node types: if β(u) is defined, u and β(u) are of the same type;
5. Preserve pc/ad-edge relationships: if v is a pc-child (ad-child resp.) of u in Q,
and both β(u) and β(v) are defined, then β(v) is a child (descendant resp.)
element of β(u) in D.
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The result of evaluating GTPQ Q on D is denoted as output(Q,D). Let
bindings(S,D) denote the set of distinct element tuples < β(q1), ... , β(qk) >
obtained over all possible embeddings of Q on D where S = {qi|1 ≤ i ≤ k} is a
subset of the query nodes in Q. When S contains a single node n, bindings(S,D) is
also written as bindings(n,D). A tuple in bindings(S,D) is said to be a binding of
S in D. Output(Q,D) can be determined from bindings(OP (Q), D) by organizing
the element tuples in a nested structure according to the structural relationships
of the nodes in OP (Q) as follows. For any two nodes nu and nv in OP (Q) where
nu is an ancestor of nv, all the bindings of nv corresponding to the same binding of
nu are clustered together.
Example 2.4 Consider evaluating GTPQ Q4 (Figure 5.1(d)) on the XML data
tree T (Figure 5.1(k)). Q4 has two output nodes a and b1. We have bindings(a, T )
= {a1}, and bindings(b1, T ) = {b1, b3}. Since node a is an ancestor of node b1 in
Q4, Output(Q4, T ) is then equal to (a1, (b1, b3)) by clustering elements b1 and b3
together (elements b1 and b3 correspond to the same binding of query node a, i.e.,
element a1).
2.4 Minimal TPQ/GTPQ Queries
The minimization of a TPQ/GTPQ Q requires to find the minimal query or queries
of Q, where minimal queries are defined through the concept of subpatterns.
Subpatterns. A TPQ/GTPQ Q is a subpattern of another TPQ/GTPQ Q′ if
there exists a mapping β ′ from the nodes of Q to the nodes of Q′, such that the
following conditions hold:
1. Preserve node types: u and β ′(u) are of the same type; moreover, if u ∈
OP (Q), then β ′(u) ∈ OP (Q′);
25
2. Preserve structural relationships: if v is a pc-child (ad-child resp.) of u in Q,
then β ′(v) is a pc-child (descendant resp.) of β ′(u) in Q′.
Q is called a proper subpattern of Q′ iff Q is a subpattern of Q′ and |Q| < |Q′|.
Moreover, Qs is a connected component in Q, then Qs is called a connected
subpattern of Q.
Redundant nodes. A node u of a TPQ/GTPQ Q is redundant if u is a non-
output node and the query obtained by deleting u from Q is equivalent to Q. Here,
deleting a leaf node u simply removes u and its incident edge; deleting an internal
node u requires removing u and connecting u’s parent node p and ci with an ad-
edge for each child node ci of u. If Q is a GTPQ, and u was an optional child of p
or ci was an optional child of u, the added ad-edge between p and ci is an optional
edge; otherwise it is a mandatory edge.
Minimal queries. Given two TPQs/GTPQs Q and Q′, and a set of integrity
constraints C, Q and Q′ are equivalent w.r.t. C, denoted by Q ≡C Q
′, if and only
if Q and Q′ have the same answer on all XML data trees that satisfy C. Q′ is a
minimal query of Q w.r.t. C iff (1) Q ≡C Q
′ and (2) Q 6≡C Q
′′ for every proper
subpattern Q′′ of Q′. Alternatively, Q′ is a minimal query of Q if Q ≡C Q
′ and the
deleting any node(s) from Q′ results in a query Q′′ 6≡C Q.
We illustrate minimal TPQs/GTPQs using the following example1. To avoid
overloading of technical content w.r.t. constraints, this example is illustrated in
the absence of constraints.
Example 2.5 Consider TPQs Q1 and Q2 in Figures 2.5(a) & 2.5(b). The left
branch of node a stQ1(b1) is redundant due to a’s right branch stQ1(b2). Thus Q1
is equivalent to Q2. Now there is no proper subpattern of Q2 that is equivalent to
Q2. Thus Q2 is a minimal query of Q1. Consider GTPQs Q3 and Q4 in Figures


















(a) TPQ Q1 (b) TPQ Q2 (c) GTPQ Q3 (d) GTPQ Q4







(a) TPQ Q1 (b) TPQ Q2
Figure 2.6: Example of Cardinality of Children/Descendants
2.5(c) & 2.5(d). Q4 is equivalent to Q3 observing that the matching criteria of
the mandatory output node a (and the optional output node c respectively) are
equivalent in Q3 and Q4. Now there is no proper subpattern of Q3 that is equivalent
to Q3. Thus Q4 is a minimal query of Q3.
It is worth noting that the types of axes in the XPath and XQuery expressions
corresponding to the TPQs and GTPQs considered in this thesis are restricted to
child axis and descendant axis. Other types of axes such as the preceding and
following are not considered. Consider TPQ Q1 shown in Figure 2.6(a). Here
the root and the output node a has two pc-child nodes of b-type: b1 and b2. The
pc-child b2 is redundant, as a has another pc-child b1 which imposes stronger re-
striction to the output node a. Note that the cardinality of two b-type sub-elements
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is not semantically entailed in Q1. This is consistent with the XPath expression
corresponding to Q1: //a[b/c][b], where the second predicate of the XPath expres-
sion [b] is redundant due to the presence of a stronger predicate [b/c]. To specify
the cardinality requirement of having two b-type sub-elements, the XPath expres-
sion must use different axes other than the child or descendant axis. For instance,
a different XPath expression //a[b[c][following-sibling:b]] specifies the cardinality
requirement; and the corresponding ‘tree pattern’ could be depicted as Q2 (in Fig-
ure 2.6(a)) with a horizontal arrow representing the following-sibling axis where
node b2 is no longer redundant. However, as far as this thesis is concerned, only
child and descendant axes are considered for both TPQs and GTPQs.
Chapter 3
Related Work
Figure 3.1 illustrates the design space of the work in this thesis. Existing XML
query minimization work [6, 68, 28, 55] focus on the minimization of TPQs with
or without constraints, where the constraints considered are mainly forward and
subtype constraints. There is little work that studied the minimization of GTPQs
with the exception of [23] which studied the minimization of GTPQs without con-
straints. For the QAV problem, a large number of existing work [60, 32, 48, 70, 45,
53, 8, 24, 67] has focused on the logical optimization issues (query rewriting and
view selection). There is little work that studied the physical optimization issues
w.r.t. XML views with exception for the InterJoin work [54]. The InterJoin work
organizes the materialized path-based views as in a tuple scheme, and presents a
query evaluation algorithm InterJoin using materialized views stored in the tuple
scheme. While the traditional element scheme can be another alternative storage
scheme for materialized XML views, there is no other work that has studied the
organization of materialized XML views.
This chapter reviews the important prior work related to XML query optimiza-
tion, in both the context of query minimization and query answering using views

































Figure 3.1: Design space of our work
it is not closely related to our research problem.
3.1 XML Query Evaluation
There has been considerable research on efficient TPQ evaluation focusing on struc-
tural joins [5] and holistic twig joins [13, 19]. There is also several work (e.g.,
[20, 22, 30, 39, 40, 71]) that studied how indexes can be used to optimize the join
evaluation. More recently, twig join algorithms supporting OR-predicates [38] and
pattern matching on DAGs [17] are proposed. All these query processing algo-
rithms are based on the region labelling and a semantic model where each node in
a TPQ is an output node. Lu et al. proposed a twig processing algorithm based
on a different labelling scheme, extended Dewey code [47], and a different query
semantics: a query has only one output node.
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3.2 Minimization of XML Queries
3.2.1 TPQ minimization
There are a large number of prior work [6, 68, 55, 28, 42] that has studied the
minimization of TPQs with or without data constraints. The work in this area can
be characterized along two main dimensions: the class of queries being supported
(i.e., query fragment) and the types of constraints being considered. Note also that
these work except [42] have all assumed that each TPQ has exactly one output
node.
XPath FragementXP {/,//,[]}. For TPQminimization, the query fragmentXP {/,//,[]}
is the mostly studied fragment [6, 55], which corresponding to a large useful frag-
ment of XPath queries. Efficient minimization algorithms have been proposed by
both work based on pattern homomorphism. The state-of-the-art minimization
algorithm for this fragment, presented by Ramanan [55], has time complexity of
O(n2) where n denote the size of the input TPQ in the absence of data constraints.
The efficiency of Ramanan’s algorithm relies on a special class of pattern ho-
momorphism, called simulation, which was defined as follows.
The simulation relation on a TPQ Q is the largest binary relation ¹ on the
nodes of Q such that, whenever u ¹ v, the following conditions hold:
1. Preserve node types: τ(u) = τ(v); also, if u = op(Q) then v = op(Q);
2. Preserve pc-edge relationships: If u has a pc-child u′, then v has a pc-child v′
such that u′ ¹ v′;
3. Preserve ad-edge relationships: If u has an ad-child u”, then v has a descen-
dant v” such that u” ¹ v”.
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Ramanan’s algorithm relied on the following lemma to identify a redundant
node in a given TPQ. Note that for a node n in a TPQ Q, sim(n) denotes the set
of query nodes in Q that simulates n, i.e., sim(n) = {m ∈ Q | n ¹ m}.
Let u be a non-redundant node of a TPQ Q.
1. A pc-child v of u is redundant in Q iff u has another pc-child w ∈ sim(v);
2. An ad-child v of u is redundant in Q iff u has another descendant w ∈ sim(v).
Ramanan’s algorithm is to repeatedly identify and remove a redundant node in
a top-down order. If a node n in a TPQ Q is identified as redundant node, the
subtree rooted at n is redundant in Q. We use the following example to illustrate
Ramanan’s minimization algorithm.
Example 3.1 Consider TPQ Q1 in Figure 2.5(a) again. For the leaf nodes, we
have sim(c1) = {c1, c2}, sim(d1) = sim(d2) = {d1, d2}. Then by definition we
have sim(c2) = {c2}, sim(b1) = {b1, b2}, sim(b2) = {b2}, and sim(a) = {a}. Now,
since b2 ∈ sim(b1), Ramanan’s minimization algorithm deletes the subtree rooted
at b1; the resulting TPQ is minimal, which is Q2 as shown in Figure 2.5(b).
For the fragment of XP {/,//,[]}, the minimization of TPQs with data constraints
has been studied in [6, 55] as well. The data constraints considered by both work
are mainly forward constraints and subtype constraints. There are two types of
forward constraints, namely, required child (RC) constraints and required descen-
dant (RD) constraints. An RC (RD resp.) constraint is of the form x→ y (x⇒ y
resp.) which states that for every element of type x, it has a child (proper descen-
dant resp.) element of type y. A subtype constraint is of the form x ≤ y which
states that every element of type x is also of type y. Both [6] and [55] proposed
minimization algorithms in the presence of forward and subtype constraints. The
minimization algorithm is extended from the algorithm without constraints, by ex-
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panding the input TPQ to incorporate the data constraints based on the chase
technique, and then identifying redundant nodes based on pattern homomorphism
on the expanded TPQ. The state-of-the-art minimization algorithm with forward
and subtype constraints has time-complexity of O(n4) [55].
For the fragment of XP {/,//,[]}, a TPQ has a unique minimal query, which is a
subpattern of the original TPQ [6, 55].
Other XPath Fragments. Query minimization for the full query fragment
XP{/,//,[],∗} in the absence of constraints was shown by Flesca et al. to be NP-
hard [28]. For fragment XP {/,[],∗}, query minimization in the absence of constraints
has polynomial time complexity, and each XPath query has a unique minimal query
[68].
There is no other work that studied the minimization of the full fragment of
XPath, with or without constraints, since the minimization process might take a
non-negligible overhead time due to its NP -hard complexity. However, research on
query minimization for fragment XP {/,//,[]} with a larger class of constraints remains
appealing, due to its potential polynomial time complexity. However, the class of
constraints should remain a proper subset of the DTD knowledge, as the complexity
of query minimization for XP {/,//,[]} under DTDs is at least coNP-complete (the
containment problem under DTDs for a smaller XPath fragment XP {/,[]} was shown
coNP-complete [52]).
A related direction is query containment [50, 52, 69]. The containment problem
under DTDs for a smaller XPath fragment XP {/,[]} was shown to be coNP-complete
[52].
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3.2.2 Minimization of XQuery queries
Unlike TPQs which correspond to the simpler XPath semantics, there is little work
that has studied the minimization of GTPQs, which correspond to XQuery seman-
tics. However, [23] studied the logical optimization of a subset of XQuery queries,
which follow operational semantics, by transforming them to NEsted Xml Tableaux
(NEXT), which are based on logical semantics. The NEXT query addressed in [23]
corresponds to a large subset of XQueries, which includes XPath child and descen-
dant axes, equality-based conditions, and quantified expressions. Wildcards (∗) and
predicates ([]) are not included.
A minimization algorithm for NEXT queries was developed, which removes
redundant navigation within and across nested Tableaux. It defined that a NEXT
query Q is minimal, if any other NEXT query Q′ equivalent to Q has at least as
many navigation steps and variables in its Tableau. The proposed minimization
algorithm for general NEXT queries is NP-hard. For special cases when there are
no equality-based conditions are allowed, NEXT queries degenerate to simple tree
patterns, for which the proposed algorithm is PTIME.
For general NEXT queries, the NP-hard complexity is undesirable. For the
special case where their approach is PTIME1, the XQuery fragment studied does
not include predicates ([]) in the path expressions. Finally, data constraints were
not considered in their approach.
To our best knowledge, besides [23], there is no other work that studied the
minimization of XQuery queries, with or without data constraints.
1A specific complexity of the NEXT approach is not given in [23]. We believe based on a
discreet analysis that its complexity is O(v ∗ b ∗ l), where v is the number of variables in the
grouby tree corresponding to the input query, b is the number of leaf nodes, and l is the length
of the longest root-to-leaf path.
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3.3 Query Answering Using Views (QAV)
3.3.1 Query rewriting and view selection
Query answering using views (QAV) [33] is a well-studied problem in relational
databases. Recently in the context of XML, QAV was studied in [8, 9, 24, 45,
48, 53, 60, 67, 70], which focused predominantly on two logical optimization issues:
view selection and query rewriting. The majority of such work studied the rewrit-
ing problem for a single view, while [60, 67] studied XPath query rewriting using
multiple views.
Query rewriting using views has two fundamental steps: 1) view selection and
query answerability, 2) finding compensating queries on views. Many work have
addressed query rewriting with a single view, such as [9, 70, 45]. View selection
problem is addressed in [48] for single view selection and in [60] for multiple view
selection. Query answerability problem is tackled by finding a containment map-
ping from a view to a query. In the case of query rewriting using multiple views
[60], a criterion for multiple view/query answerability is proposed and a heuristic
method is proposed to identify a minimal view set to answer a query.
For query rewriting using a single view, most work generate the compensating
query by stitching up the predicates that are not satisfied by the view in the
containment mapping, such as [9, 70]. Different from the approaches on single-view
rewriting that find a compensating query only, [60] finds a compensating query for
each view and then join the refined view fragments.
Such logical optimization work employs a query model where each query has
exactly one output node. This is different from the query model adopted in the
established line of twig pattern matching algorithms [5, 13, 19], where each query
node is an output no
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3.3.2 Organization of views and query evaluation
As mentioned earlier, existing work on QAV in the context of XML has focused
predominantly on the logical optimization issues, such as query rewriting or view
selection. There is little work that has studied the important physical optimization
issue of how to effectively organize materialized XML views and how to exploit the
organization of the materialized views to efficiently evaluate TPQs. In this section,
we review how a recent work [54] organized simple path views and its evaluation
algorithm called InterJoin.
The recent work [54] proposed a solution, InterJoin, for evaluating a path
query using a pair of interleaving path views. InterJoin organizes a materialized
path view in a tuple scheme: given a path view v with n nodes, v is materialized
as a sequence of n-ary tuples (e1, ..., en), each of which representing a distinguished
path of n element instances in the data that match v. The tuples in the materialized
view are sorted in the ascending order of the composite key (e1.start, ..., en.start).
For instance, consider evaluating query Q = //a//b//c using views //a//c and
//b. View //a//c is stored as a sequence of (na, nc)-tuples sorted by the composite
key (na.start, nc.start), where the a-type element na and the c-type element nc are
data elements that form a match the path view //a//c; and view //b is stored
as a sequence of (nb)-elements, where each nb is a b-type element in the data.
The proposed InterJoin algorithm for evaluating a query is an extension of the
structural join algorithm in [5]. For the same example, InterJoin scans through
the sorted (na, nc)-tuples and b-list to compute 3-nary tuples matching the path
query //a//b//c by joining elements na and nb based on the criterion that na is
an ancestor of nb; and then verifies the corresponding nc element is a descendant
of nb.
The proposed tuple scheme for storing XML views has the advantage of pre-
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serving the structural matchings of the underlying path view. Using appropriate
materialized path views can help improve query evaluation performance. How-
ever, the main drawback of the tuple scheme is that there could be duplicate data
navigation on top of the storage and I/O cost. When the same element instance
contributes to many matches of the view, the same element appears in multiple
records of the materialized view. As discussed in Section 1.3.3, one approach to
eliminate the data redundancy is to decompose the list of tuples into several lists
of elements, one for each query node in the view, but this approach loses the pre-
computed structural joins in the materialized views and additional processing cost
is required to compute the needed joins during query evaluation.
Another drawback of the InterJoin work is that the class of queries and views
handled by InterJoin is rather limited. First, it explores only path views; twig
views remain completely unexplored. Second, when more than two path views are
needed to answer a path query, InterJoin is inefficient. For example, answering
the query //a//b//c//d//e//f with views //a//d , //b//e and //c//f requires
an InterJoin between two views first, followed by another InterJoin. This is not
a holistic approach, with potentially large amount of useless intermediate results.
Given such limitations, efficiently handling complex queries and views remains very
much unexplored.
Chapter 4
Minimizing tree pattern queries with
constraints
4.1 Introduction
As introduced in Chapter 3, [6, 55] studied TPQ minimization for the query frag-
ment XP {/,//,[]} in the presence of data constraints. The constraints studied are
mainly forward constraints and subtype constraints [6, 55]. There are two types of
forward constraints, namely, required child (RC) constraints and required descen-
dant (RD) constraints. An RC (RD resp.) constraint is of the form x→ y (x⇒ y
resp.) which states that for every element of type x, it has a child (proper descen-
dant resp.) element of type y. A subtype constraint is of the form x ≤ y which
states that every element of type x is also of type y.
In this work, we examine the minimization of TPQs for the query fragment
XP {/,//,[]} with respect to a richer class of data constraints that include not only
forward and subtype constraints but also backward and sibling constraints. Follow-
ing the majority of the TPQ minimization work [6, 55, 28, 68], we consider the
semantics where each TPQ has exactly one output node.
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Backward constraints, which are the “opposites” of forward constraints, can
be classified into two types, namely, required parent (RP) constraints and required
ancestor (RA) constraints. A RP (RA resp.) constraint is of the form x ← y
(x⇐ y resp.) which states that for every element of type y, it has a parent (proper
ancestor resp.) element of type x. For an example of a RP constraint, if an element
‘b’ appears as a sub-element only for the element ‘a’, then we have a ← b. For an
example of a RA constraint, if an element ‘d’ appears as a sub-element only for
elements ‘b’ and ‘c’, and both elements ‘b’ and ‘c’ appear as sub-elements only for
element ‘a’, then we have a⇐ d.
A sibling constraint is of the form a
c
→ b which states that for every element of
type a, if it has a child element of type c, then the a-type element must also have
a child element of type b. Note that for a sibling constraint a
c
→ b to hold, it is not
necessary to have a → b and a → c. For example, the following are two possible
DTD type definitions for an element ‘a’ that will result in the sibling constraint
a
c
→ b: ((c?, b+)∗, d) and ((b, c) | d).
XML Forward Backward
Database RC RD RP RA
GraphML [12] 0 0 6 5
DBLP [49] 0 0 8 27
PSDML [1] 26 0 57 8
XMark [57] 57 0 57 14
Mondial [51] 13 0 30 8
Table 4.1: Forward & Backward Constraints in XML DTDs
Despite the fact that backward and sibling constraints have been largely ne-
glected (with respect to query minimization), they are actually rather common in
XML data. Table 4.1 compares the number of forward and backward constraints
that are extracted from five different DTDs, where the number of forward and back-
ward constraints indicated refer to the number of “basic” constraints that cannot
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be derived from other constraints. Observe that there are actually more backward
constraints than forward constraints in these DTDs.
Furthermore, as pointed out by Bex, et al. [10] and Hinkelman [37], XML
schemas (including industry-level standards) are generally too loosely defined with
respect to the data that they actually represent. This means that XML data
sets generally satisfy more constraints than what are explicitly specified in their
schemas. We conducted a simple study to identify the sibling constraints from
the data sets maintained at the XML Data Repository [49]. We found that there
are 121, 6, and 3 sibling constraints, respectively, in the DBLP, Protein Sequence
Database, and Mondial data sets (again here, we counted only the “basic” sibling
constraints that cannot be derived from other constraints), although there are only
0, 1 and 0 sibling constraints specified in their corresponding DTDs respectively. As
an example, in the DBLP data set, the ‘phdthesis’ element does not always have
a ‘publisher’ sub-element. However, if a ‘phdthesis’ element has an ‘isbn’ sub-
element, then the ‘phdthesis’ element must also have a ‘publisher’ sub-element.
Although the sibling constraint phdthesis
isbn
→ publisher is not explicitly captured
by DBLP’s DTD, this constraint is indeed satisfied by the DBLP data sets [49].
By considering a richer class of constraints, there are more opportunities for
query minimization. As an example, consider the minimization of the TPQ Q1
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Student) represents the output node of the query. Thus Q1 will return all Stu-
dent elements that satisfy a set of requirements specified by the edges. A single























(d) Q4 (e) Q5 (f) Q6 (g) Q7
Figure 4.1: Minimization with Backward & Sibling Constraints
relationship. Thus, two of the requirements specified by Q1 are that each Student
element must have a descendant Invention element, and each Invention element
must have a child Patent element. Observe that Q1 cannot be further minimized
using only the forward constraints in C. However, using the RP constraint Inven-
tion ← Patent, Q1 can be simplified to Q2 (Figure 4.1(b)). Moreover, by applying
the sibling constraint Patent
Agreement
→ Licensing, Q2 can be further minimized to
Q3 (Figure 4.1(c)), which turns out to be a minimal query (w.r.t. C).
Query minimization using backward and/or sibling constraints is a more chal-
lenging problem due to two new properties of minimal queries under such con-
straints. First, the minimal query is not necessarily unique; and moreover, the
minimal queries do not necessarily have the same size. Second, a minimal query
can contain element types that are not present in the input query. In contrast, the
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minimal query (with respect to only forward and subtype constraints) is always
unique, and the element types appearing in the minimal query is a subset of those
in the input query [6, 55].
Referring again to the example in Figure 4.1, Q1 actually has three minimal
queries: besides Q3, Q5 and Q7 are also minimal queries of Q1. Note that the sizes
of Q3 and Q5 are different, and Q7 contains the element type Contract that is absent
in Q1. The second minimal query Q5 can be derived from Q2 as follows: first, apply
the sibling constraint Patent
Licensing
→ Agreement to minimize Q2 to Q4; next, apply
the RP constraint Patent ← Licensing to simplify Q4 to Q5. The third minimal
query Q7 is obtained from Q5 as follows: first, note that Q5 is equivalent to Q6 due
to the RC constraint Licensing → Contract ; next, note that Q6 is equivalent to Q7
due to the RP constraint Licensing ← Contract.
For notational convenience, we use the letters F, B, S, and T to represent,
respectively, the class of forward, backward, sibling, and subtype constraints. In
addition, we use α-constraints to denote the class of constraints of types in α, where
α ⊆ {F,B, S, T}; braces and commas in α are omitted for simplicity.
The key results of this work are summarized in Figure 4.2. Figure 4.2(a) com-
pares the key properties of minimal queries (columns 2 to 4) for different classes
of data constraints (column 1): our new results are indicated in rows 2 to 4,
while the results from previous work [6, 55] are indicated in row 1. The lattice
structure in Figure 4.2(b) summarizes the time-complexity of query minimization
for XP {/,//,[]} under different constraint classes (represented by the lattice nodes),
where the lattice edges represent the containment relationship between constraint
classes. Specifically, the time complexity shown for each class is for computing one
minimal query of an input query Q w.r.t. a set of constraints C, where n denotes
the number of steps in Q, and Σ denotes the set of distinct element types in C.
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Data Number of Element types in How do minimal
constraints minimal queries minimal queries queries differ?
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FBS / FBST
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(b) Time Complexity of TPQ minimization
(n = size of query, Σ = set of element types in constraints)
Figure 4.2: Summary of Key Results (F = forward, B = backward, S = sibling, T
= subtype)
The rest of this chapter is organized as follows. Section 4.2 introduces key
concepts for query minimization. Section 4.3 presents properties of minimal queries
under different classes of constraints. Section 4.4 presents efficient algorithms to
generate a minimal query and to enumerate all the minimal queries under FBST-
constraints. Section 4.5 presents a more efficient minimization algorithm for FT-
constraints. Section 4.6 covers the minimization algorithms and results for the
remaining subclasses of FBST-constraints. Section 4.7 presents an experimental
evaluation of our proposed algorithms. Finally, Section 4.8 summarizes this chapter.
The proofs of important results are contained in the Appendix of this thesis.
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4.2 Reasoning with Constraints
This section introduces the key concepts on reasoning with FBST-constraints,
which are important for the minimization of TPQs.
4.2.1 Constraint Closure
Given a set of FBST-constraints C, let closure(C) denote the set of FBST-constraints
that must hold w.r.t. C. The following set of inference rules (R1 to R22) can be
used to compute closure(C) as follows: first, initialize closure(C) to be C, and
then iteratively add new constraints that are generated by the rules to closure(C)
until no further rules can be added.
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R1. if τ1 → τ2, then τ1 ⇒ τ2
R2. if τ1 ⇒ τ2 and τ2 ⇒ τ3, then τ1 ⇒ τ3
R3. if τ1 ≤ τ2 and τ2 ≤ τ3, then τ1 ≤ τ3
R4. if τ1 ≤ τ2 and τ2 → τ3, then τ1 → τ3
R5. if τ1 ≤ τ2 and τ2 ⇒ τ3, then τ1 ⇒ τ3
R6. if τ1 → τ2 and τ2 ≤ τ3, then τ1 → τ3
R7. if τ1 ⇒ τ2 and τ2 ≤ τ3, then τ1 ⇒ τ3
R8. τi ≤ τi for every τi ∈ Σ
R9. if τ2 ← τ1, then τ2 ⇐ τ1
R10. if τ2 ⇐ τ1 and τ3 ⇐ τ2, then τ3 ⇐ τ1
R11. if τ1 ⇒ τ2 and τ3 ← τ2 and τ1 £ τ3, then τ1 ⇒ τ3
R12. if τ1 → τ2 and τ3 ⇐ τ2 and τ1 £ τ3, then τ3 ⇐ τ1
R13. if τ1 ≤ τ2 and τ3 ← τ2, then τ3 ← τ1
R14. if τ1 ≤ τ2 and τ3 ⇐ τ2, then τ3 ⇐ τ1
R15. if τ2 ← τ1 and τ2 ≤ τ3, then τ3 ← τ1
R16. if τ2 ⇐ τ1 and τ2 ≤ τ3, then τ3 ⇐ τ1
R17. if τ1 → τ2, τ1
τ2→ τ3, then τ1 → τ3
R18. if τ1
τ2→ τ3, τ1
τ3→ τ4 then τ1
τ2→ τ4
R19. if τ1
τ2→ τ3, τ3 ≤ τ4, then τ1
τ2→ τ4
R20. if τ1
τ2→ τ3, τ4 ≤ τ1, then τ4
τ2→ τ3
R21. if τ1
τ2→ τ3, τ4 ≤ τ2, then τ1
τ4→ τ3
R22. if τ1 → τ2, then τ1
τi→ τ2 for every τi ∈ Σ
In each rule, τ1, τ2, τ3, and τ4 represent distinct element types. We write
τ1 £ τ3 to mean that τ1 is not a subtype of τ3. Rules R1 to R8 were used earlier
in [55] for query minimization with FT-constraints. Rules R9 to R16 are new rules
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to handle backward constraints, while rules R17 to R22 are new rules to handle
sibling constraints.
Rule R11 follows from the tree structure property: if a node u1 of type τ1 has
a descendant u2 of type τ2, and u2 in turn has a parent u3 of type τ3, then u3 must
be a descendant of u1 provided that τ1 is not a subtype of τ3. Otherwise, if τ1 ≤ τ3,
then u3 may not be a descendant of u1 as u3 and u1 can be the same node. A
similar reasoning applies to rule R12. The rest of the rules are straight-forward.
4.2.2 Constraint Graph
The FBS-constraints in closure(C) can be categorized into trivial and non-trivial
constraints defined as follows. Every RC and RP constraint is non-trivial. An RD
or RA constraint is trivial if it can be inferred from other constraints using rules
that do not involve subtype constraints; otherwise it is non-trivial. A sibling
constraint is trivial if it can be inferred using rule R22; otherwise it is non-trivial.
Constraint graph. The non-trivial FBS-constraints in closure(C) can be rep-
resented succinctly by a constraint graph, denoted by GC = (VC , EC), where each
node in VC represents some element type in Σ and each edge in EC represents a
non-trivial constraint. Specifically, if τ1 → τ2, τ1 ← τ2, τ1 ⇒ τ2, τ1 ⇐ τ2, or
τ1
τ3→ τ2, is a non-trivial constraint, then GC contains, respectively, an edge τ1 → τ2
(a c-edge), τ1 ← τ2 (a p-edge), τ1 ⇒ τ2 (a d-edge), τ1 ⇐ τ2 (an a-edge), or τ1
τ3→ τ2
(an s-edge).
Thus, there are five types of edges in GC : a-, c-, d-, and p-edges (all represented
by unlabelled arrows) denote RA, RC, RD, and RP constraints, respectively; and
s-edges (represented by labelled arrows) denote sibling constraints. We refer to τ3
as the edge label of an s-edge τ1
τ3→ τ2.
In all the above five edge types, we say that τ1 is the parent of τ2; or equivalently,
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τ2 is the child of τ1. Note that in the edge specification, τ1 is on the left side of the
arrow and τ2 is on the right side of the arrow. Given two nodes τ1 and τk in GC ,
we say that τ1 is an ancestor of τk (or equivalently, τk is a descendant of τ1) if there
is a sequence of nodes τ1, τ2, · · · , τk in GC such that τi is the parent of τi+1 for
i ∈ [1, k). Graphically, each edge in GC is depicted with the parent node shown
above the child node.
Consider an edge e with parent node τ1 and child node τ2. If e is an `-edge,
where ` ∈ {a, c, d, p, s}, we say that τ1 is a `-parent of τ2, and that τ2 is a `-child of
τ1.
To avoid cluttering GC , if two nodes in GC are connected by two unlabelled
edges (which must necessarily represent one forward constraint and one backward
constraint), then these two edges are combined and represented as a single, double-
headed unlabelled arrow. For example, if GC contains both edges τ1 → τ2 and
τ1 ← τ2, then they can simply be represented by a single edge τ1 ↔ τ2.
Following [55], we assume that C is available as part of the data, and there-
fore both closure(C) and GC are computed only once oﬄine. The closure of C,
closure(C), can be computed in O(|Σ|2). The size of closure(C) is O(|Σ|2). GC
consists of O(|Σ|) nodes and O(|Σ|2) edges.
Reachable subgraph. Given τi ∈ VC and L ⊆ Σ, we define G
L
τi




be the reachable subgraph of node τi in GC , where V
L
τi
⊆ VC and E
L
τi
⊆ EC is the
set of edges induced by V Lτi in GC . V
L
τi
is defined as follows: τj ∈ V
L
τi
if one of the
following conditions hold:
R1. τj = τi; or
R2. τk ∈ V
L
τi
and there is an a/c/d/p-edge from τk to τj in GC ; or
R3. τi
t
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Figure 4.3: Minimization with FBST-Constraints
R4. τk
t
→ τj is in GC , {τk, t} ⊆ V
L
τi
, and t is a c/p/s-child of τk in GC .
Intuitively, a reachable subgraph GLτi represents all the nodes in GC that are
reachable from node τi by traversing the edges in GC ; L ⊆ Σ can be used as edge
labels in the traversal of s-edges (condition R3).
PCC-pair. For each s-edge τ1
τ2→ τ3 in GC , we refer to the type pair (τ1, τ2) as a
parent-conditional-child pair (PCC-pair) with parent type τ1 and conditional child
type τ2.




reachable subgraph for τi; and for each PCC-pair (τi, τj) in GC , we define G
{τj}
τi to
be the reachable subgraph for (τi, τj).
Let X and Y be a type in VC or a PCC-pair in GC . We say that X and Y
are equivalent, denoted by X ≡ Y , if the reachable subgraphs for X and Y are
equal. We use [X] to denote the equivalence class for X (based on type/PCC-pair
equivalence); i.e., [X] = {Y | Y is a type in VC or a PCC-pair in GC , Y ≡ X}.
Given an equivalence class [X], a member Y ∈ [X] is defined to be minimal if
(1) Y is a type; or (2) Y is a PCC-pair (τi, τj) such that τi 6∈ [X] and τj 6∈ [X].
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An equivalence class [X] is a trivial equivalence class if [X] has only one minimal
member; otherwise, [X] is a non-trivial equivalence class.
The concept of an equivalence class is very fundamental in our TPQ minimiza-
tion approach as it is used to characterize important properties of multiple minimal
queries in Section 4.3.





→ c, d→ e, d⇒ e, d
f
→ e, d← e, b← d, b⇐ e, f → g, c
e
→ f}. The set of




→ c, d→ e, d← e, b← d, f → g, c
e
→ f}.
The constraint graph GC built from C
′ is shown in Figure 4.3(a). GC has a c-edge
(p-edge resp.) from d to e (b resp.); thus e ∈ V ∅d (b ∈ V
∅
d resp.). Now b ∈ V
∅
d
has an s-child d ∈ V ∅d , and b
d
→ c ∈GC ; thus c ∈ V
∅
d . Therefore, we have V
∅
d =




b = {b, c, d, e}. We have an equivalence class
{(b, c), (b, d), d, e}, of which (b, c), d and e are the only minimal members.
4.3 Properties of Minimal Queries
Previous work on TPQ minimization has shown that for F/FT-constraints, each
query has a unique minimal query [6, 55]. However, beyond these results for F/FT-
constraints, there has not been any systematic study and characterization of the
properties of minimal queries.
In this section, we characterize important properties of minimal queries under
various subclasses of FBST-constraints. First, we present a necessary condition for
the existence of multiple minimal queries under FBST-constraints. Then, for each
of the constraint classes FBT, FST, and FBST, we characterize the conditions for
a query to have multiple minimal queries. The proofs of these propositions are
contained in Appendix A.2.
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The following result states a necessary condition for the existence of multiple
minimal queries under FBST-constraints.
Proposition 4.1 Consider the minimization of a query Q under a set of FBST-
constraints C. A necessary condition for Q to have multiple minimal queries is the
existence of a non-trivial equivalence class in GC.
The intuition behind Proposition 4.1 is as follows. Consider two distinct mini-
mal queries Qm and Q
′
m for a query Q. Since Qm and Q
′
m are distinct, each minimal
query must contain some components that are distinct from each other. Let Cm
and C ′m denote these components of Qm and Q
′
m, respectively. Since Qm and Q
′
m
are equivalent, the reachable subgraphs of these components must be the same; i.e.,
they must both belong to some equivalence class [X] in GC . Furthermore, both
Cm and C
′
m are necessarily minimal members of [X] given that Qm and Q
′
m are
minimal queries. Thus, it follows that [X] must be a non-trivial equivalence class
in GC .
The following result characterizes minimal queries under FBT-constraints.
Proposition 4.2 Let Qm be a minimal query of Q under a set of FBT-constraints
C. Then Q has another distinct minimal query Q′m iff the following two conditions
hold:
1. Qm has an ad-edge (p, x), where x is a non-output leaf node; and
2. there exists τy ∈ [τ(x)] such that
(a) τ(x)← τy ∈ GC and τ(p) 6≤ τ(x); or
(b) τy ← τ(x) ∈ GC and τ(p) 6≤ τy.
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Under FBT-constraints, the absence of sibling constraints means that each equiv-
alence class contains only element types.
Based on Proposition 4.2, if Qm is a minimal query of Q under a set of FBT-
constraints C, then another minimal query of Q can be derived from Qm by chang-
ing node x to a τy-node. Furthermore, all the minimal queries of Q must be of the
same size and they differ only in their ad-leaf nodes.
Example 4.2 Consider C = {c ← d, c → d, a → e, e → f, e ← f}. We have
the two non-trivial equivalence classes in GC : {c, d} and {e, f}. Consider TPQ Q
in Figure 4.4(a) and a minimal query Q1 of Q (w.r.t. C) in Figure 4.4(b). Since
Q1 has a non-output ad-leaf node c, and there is a type d ∈ [c] such that c ← d
and a £ c, by Proposition 4.2, Q has multiple minimal queries. Indeed, Q2 in
Figure 4.4(c) is another minimal query of Q that is obtained from Q1 by changing
c to d. Note that if C had an additional constraint a ≤ c, then Q2 would not be a
minimal query of Q. To see this, consider a single data chain < a >< d/ >< a/ >.

















(a) Q (b) Q1 (c) Q2 (d) Q
′ (e) Q3 (f) Q4
Figure 4.4: Illustration of Properties of Minimal Queries
The following result characterizes minimal queries under FST-constraints.
Proposition 4.3 Let Qm be a minimal query of Q under a set of FST-constraints
C. Then Q has another distinct minimal query Q′m iff all the following conditions
hold:
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1. Qm has an pc-edge (p, x), where x is a non-output leaf node; and
2. there exists (τ(p), τy) ∈ [(τ(p), τ(x))], where τy ∈ Σ and τy 6= τ(x).
Under FST-constraints, the absence of backward constraints implies that each
equivalence class contains only PCC-pairs.
Based on Proposition 4.3, if Qm is a minimal query of Q under a set of FST-
constraints C, then another minimal query of Q can be derived from Qm by chang-
ing node x to a τy-node. Furthermore, all the minimal queries for Q must be of the
same size and they differ only in their pc-leaf nodes.




→ c}. We have (b, c) ≡ (b, d). TPQ
Q3 (Figure 4.4(e)) is a minimal query of TPQ Q
′ (Figure 4.4(d)). Since Q3 has a
non-output pc-leaf d, and GC has an equivalence class [(b, d)] where (b, c) ∈ [(b, d)],
by Proposition 4.3, Q′ has another minimal query Q4 (Figure 4.4(f)), which is
obtained from Q3 by changing d to c.
Finally, the following result characterizes minimal queries under FBST-constraints.
Proposition 4.4 Let Qm be a minimal query of Q under a set of FBST-constraints
C. Then Q has another distinct minimal query Q′m iff one of the following condi-
tions hold:
1. Qm satisfies conditions 1 and 2 of Proposition 4.2;
2. Qm satisfies conditions 1 and 2 of Proposition 4.3;
3. Qm satisfies all of the following conditions:
(a) Qm has an ad-edge (p, x), where x is a non-output leaf node; and
(b) there exists a minimal member (τy, τz) ∈ [τ(x)], where τy ∈ Σ and τz ∈
Σ.
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4. Qm satisfies all of the following conditions:
(a) Qm has an pc-edge (p, x), where x is a non-output leaf node;
(b) p is an ad-child; and
(c) there exists some element type τi ∈ [(τ(p), τ(x))].
Under FBST-constraints, an equivalence class may contain both single types as
well as PCC-pairs.
Based on Proposition 4.4, if Qm is a minimal query of Q under a set of FBST-
constraints C, then another minimal query Q′m of Q can be derived from Qm as
follows. If Qm satisfies condition 1 or 2, then Q
′
m can be derived from Qm by
changing node x to a τy-node. If Qm satisfies condition 3, then Q
′
m can be derived
from Qm by changing node x to a pc-edge (τy, τz). Finally, if Qm satisfies condition
4, then Q′m can be derived from Qm by changing the pc-edge (p, x) to a τi-node.
Furthermore, if Q has multiple minimal queries, their sizes could differ.
Example 4.4 (continued from Example 4.1) TPQQ1 (Figure 4.3(d)) is a minimal
query of TPQQ (Figure 4.3(b)). From Example 4.1, we have [d] = {d, e, (b, d), (b, c)}.
By the condition set 1 of Proposition 4.4 (Q1 has a non-output ad-leaf d; e ∈ [d]
and d← e), Q has distinct minimal queries. By changing ad-leaf d ∈ Q1 to minimal
members of [d], e or (b, c), we have two other minimal queries Q2 (Figure 4.3(e))
and Q3 (Figure 4.3(f)).
4.4 Minimize with FBST-Constraints
In this section, we present algorithms to minimize TPQs under the broadest class
of FBST-constraints. We first present techniques for computing a single minimal
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Algorithm 1 SingleMinimizeFBST (Q)
1: compute the chase query QC
2: compute Fsim(u) and FBsim(u) for each query node u ∈ QC
3: QC = ChaseMinimizeFBST (op(QC))
4: delete the remaining chase nodes in QC to obtain a minimal query Qm
query (Sections 5.3.1 to 4.4.4), and then extend the approach to enumerate all
minimal queries (Section 4.4.5).
Our overall approach to compute a single minimal query for a TPQ Q (w.r.t.
a set of constraints C) is shown in Algorithm 1 and consists of four main steps.
The first step is to compute the chase query QC of the input query; the goal is to
integrate the relevant constraints from C into Q to created an augmented query QC
that contains additional chase nodes. The details of the chase query computation
are discussed in Sections 5.3.1 and 4.4.3. The second step (Section 4.4.2) is to
compute simulation relations for the nodes in QC ; the purpose of this step is to
enable the detection of redundant nodes in Q to generate a minimal query of Q,
which is performed in the third step (Section 4.4.4). Finally, the fourth step simply
removes any remaining chase nodes from QC to obtain a minimal query of Q.
While our overall approach follows the same principle as the previous work for
query minimization with FT-constraints [55], the TPQ minimization problem with
FBST-constraints is a more challenging task due to the intricacies of dealing with
BS-constraints which requires the development of several new techniques:
1. The computation of closure(C) requires new inference rules to handle BS-
constraints (R9-R21 presented in Section 4.2.1).
2. When building QC , the presence of B-constraints requires a more intricate
augmented chase computation (i.e., the ad-edge augmentation in Section 4.4.3)
to address the inadequacy of the conventional chase computation (Section 5.3.1).
Moreover, the detection of redundant nodes now requires computing forward
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& backward simulation which is more involved rather than computing forward
simulation.
3. The presence of S-constraints, which represent conditional constraints, also
demands some subtle extensions to the chase and minimization process (Sec-
tions 5.3.1 and 4.4.4).
4. The presence of BS-constraints leads to some fundamental new properties
of minimal queries identified in Section 4.3; specifically, the possibility of
multiple minimal queries with different sizes requires new techniques that
exploit properties of minimal queries to efficiently enumerate all minimal
queries (Section 4.4.5).
4.4.1 The Chase Procedure
Given a TPQ Q, the chase query of Q, denoted by QC , is computed using a two-step
procedure:
S1. Initialize QC to be Q. For every query node u in QC , attach the reachable
subgraph GLτ(u) (without the arrows for the edges) to u, where L = {τ(v) |
v is a pc-child of u in Q}.
S2. Augment QC with additional ad-edges.
Step S1 initializes QC to be Q, and then enhances each node u in Q with
additional nodes from its reachable subgraph based on τ(u) and the types of u’s
child nodes in Q. The nodes and edges in QC can be classified into two types:
the nodes (edges) that are originally in Q are called original nodes (edges) and the
attached nodes (edges) added to QC are called chase nodes (edges). There are three
types of edges in QC : pc-edges, ad-edges and s-edges.
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Step S2, which is referred to as the augment chase step, then inserts into QC
a set (possibly empty) of additional ad-edges referred to as augmented edges. This
important augmentation step is necessary due to the presence of backward con-
straints. The need for the augment chase step will be illustrated in Example 4.5;
however, we will defer a detailed discussion of this step to Section 4.4.3 after we
have explained the identification of redundant nodes in QC using FBsimulation in
Section 4.4.2.
Graphically, we distinguish between original and chase nodes in QC by showing
the former as boxed nodes and the latter as unboxed nodes. For ease of identifica-
tion of nodes of the same type in QC , we also add subscripts to the node labels when
convenient. To distinguish normal ad-edges from augmented ad-edges (introduced
by step S2), the latter are shown as bold edges.
The following example illustrates step S1 of the chase computation and moti-
vates the need for the augment chase step S2.
Example 4.5 Consider Q in Figure 4.5 with constraints C = {c ⇐ e, e ⇐ a}.
We explain how step S1 of the chase is performed on Q to derive QC (shown in
Figure 4.5(b)). The reachable subgraph G∅a is attached to nodes a
∗, i.e., two chase
nodes e1 and c1. The reachable subgraph G
∅
e is attached to nodes e, i.e., chase node
c2. Specifically, no chase nodes are attached to the remaining nodes of Q since their
reachable graphs contain only the node itself.
Note that there is an augmented edge between e1 and b1 in QC ; this is added by
the augment chase step S2. To appreciate why this addition is necessary, assume for
the moment that the augmented edge is not present in QC . Observe that the output
node a has two ancestor paths of nodes: one leads to c while the other leads to c1.
The purpose of adding the augmented edge (e1, b1) is to explicitly connect these two
related paths to enable a correct detection of redundant nodes using FBsimulation
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(to be discussed in the next section). Specifically, the original nodes c, e, and b2 are
all actually redundant and need to be removed to generate a correct minimal query
Q2. However, without the augmented edge (e1, b1), the FBsimulation technique











(a) Q (b) QC (c) Q2
Figure 4.5: Example of the Chase Procedure
Complexity of the chase. For a node u in Q, the reachable subgraph GLτ(u) is
added to u in step S1. Since GLτ(u) can be as large as GC , it consists of O(|Σ|) nodes
and O(|Σ|2) edges; thus the resultant graph of step S1 comprises of O(n|Σ|) nodes
and O(n|Σ|2) edges. The ad-edge augmentation in step S2 adds in O(n2|Σ|) edges.
Thus the chase of Q, QC , comprises of O(n|Σ|) nodes and O(n2|Σ|+ n|Σ|2) edges.
For each node u, GLτ(u) can be computed by at most one traversal on GC ,
which takes O(|Σ|2) time. Hence step S1 can be done in O(n|Σ|2) time. Step
S2 takes O(n3|Σ|) time. The overall time complexity of the chase procedure is
O(n3|Σ|+ n|Σ|2).
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4.4.2 Forward & Backward Simulation
Once the chase query QC has been computed, any redundant nodes in QC can
be detected and eliminated based on the concept of forward-backward simulation
(FBsimulation) [4].
The FBsimulation on the nodes of QC is the largest binary relation ¹FB on the
nodes of QC such that u ¹FB v iff all the following conditions hold:
(1) Preserve node types: τ(u) ≤ τ(v); moreover, if u = op(Q), then v = op(Q);
(2) Preserve parent-relationships: if u has a pc-parent u′, then v
has a pc-parent or s-parent v′ s.t. u′ ¹FB v
′;
(3) Preserve child-relationships: if u has a pc-child u′, then v has
a pc-child or s-child v′ s.t. u′ ¹FB v
′;
(4) Preserve ancestor-relationships: if u has an ad-parent u′, then
v has an ancestor v′ s.t. u′ ¹FB v
′;
(5) Preserve descendant-relationships: if u has an ad-child u′, then
v has a descendant v′ s.t. u′ ¹FB v
′.
The forward simulation ¹F on the nodes of QC is computed using only conditions
(1), (3), and (5); while the backward simulation ¹B on the nodes of QC is computed
using only conditions (1), (2), and (4).
If u ¹F v (u ¹B v, u ¹FB v resp.), we say that v is a forward (backward,
forward-backward resp.) simulator of u. Given a node u in QC , we use Fsim(u),
Bsim(u), and FBsim(u) to refer to the set of forward, backward, and forward-
backward simulators of u, respectively. Note that FBsim(u) is always a subset of
Fsim(u) and Bsim(u).
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Algorithms for computing forward simulation Fsim(u) in TPQs were presented
in [55]. These algorithms could be extended to compute FBsim relation on QC
for our context. Such modified algorithms take O(n3|Σ|+n2|Σ|2) time to compute
Fsim(u) and FBsim(u) for every original node u in QC .
Example 4.6 (continued from Example 4.1) For QC in Figure 4.3, we have
Fsim(a) = FBsim(a) = {a}, Fsim(b) = FBsim(b) = {b, b1}, Fsim(c) = FBsim(c)
= {c, c1, c2}, and Fsim(d) = FBsim(d) = {d, d1}.
We can now identify redundant nodes in QC based on the following result.
Lemma 4.1 Let u ∈ QC be a non-redundant original node.
(1) An original pc-parent p of u is redundant iff u has another pc-parent p′ ∈
FBsim(p);
(2) An original ad-parent p of u is redundant iff u has another ancestor p′ ∈
FBsim(p);
(3) An original pc-child c of u is redundant iff u has another pc-child c′ ∈ Fsim(c)
or u has an s-child c′′ ∈ Fsim(c) and an original τe-type pc-child;
(4) An original ad-child c of u is redundant iff u has another descendant c′ ∈
Fsim(c).
Lemma 4.1 is extension of a result in [55], where the focus there was identifying
redundant pc-child and ad-child nodes using only forward simulation; i.e. conditions
(3) and (4). The new two conditions (1) and (2) for identifying redundant pc-parent
and ad-parent nodes, however, require a stronger test based on FBsimulation. We















(a) Q (b) GC (c) QC (d) Qm
Figure 4.6: FBsimulation in Checking Redundant Parent
Example 4.7 Consider Q in Figure 4.6(a) with C = {a ← b, b ⇒ d, b ← c}.
GC and QC are shown in Figures 4.6(b)&(c). Note that the original node b is
not redundant. In QC , we have b1 /∈ FBsim(b), which is consistent with the
fact that b is not redundant. Thus, node b remains in Q’s minimal query Qm
shown in Figure 4.6(d). Observe that node c has another pc-parent b1 in QC such
that b1 ∈ Fsim(b) and b1 ∈ Bsim(b). However, it is incorrect to conclude from
b1 ∈ Fsim(b) and b1 ∈ Bsim(b) that b is redundant.
4.4.3 Augmented Chase
We are now ready to explain the details of the important augment chase step (step
S2 in Section 5.3.1). Due to the presence of backward constraints, a node in QC
could have multiple paths of ancestor nodes which are necessarily related since each
node in a query tree cannot have multiple unrelated paths of ancestor nodes. Thus,
the augment chase step S2 is necessary to check for possible implied relationships
among multiple ancestor paths. Without this important step, redundant nodes
might not be correctly detected leading to incorrect minimal queries.
Recall that Example 4.5 illustrated the need to perform ad-edge augmentation
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between an original node and a chase node in QC . In general, ad-edge augmentation
is necessary for any pair of related ancestor nodes. In the next example, we illustrate















(a) Q (b) GC (c) QC (d) Qm
Figure 4.7: Example of ad-edge Augmentation
Example 4.8 Consider Q in Figure 4.7(a) with C = {b ← c, e ⇐ d, f ← e}.
GC and QC are shown in Figures 4.7(b) and (c), respectively. Note that QC has
an augmented ad-edge between the chase nodes b1 and e1 due to the tree structure
property (b1 is a pc-parent of c, c is a pc-parent of d, and e1 is an ad-parent of
d). Similarly there is an augmented ad-edge between b1 and f . From QC , we can
identify that the original nodes f , e, and b are redundant (due to their forward-
backward simulators f1, e1, and b1, respectively), leading to the minimal query Qm
in Figure 4.7(d). Without the augmented ad-edges, Qm cannot be derived based
on FBsimulation.
An important point to emphasize is that it is only necessary to perform edge
augmentation for ad-edges: adding pc-edges between related ancestor nodes is not
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sound. We illustrate the intuition behind this with the following example.
Example 4.9 Consider Q1 in Figure 4.8 with C = {b ← c}. If pc-edge aug-
mentation is done, then the resultant chase query Q′C is shown in Figure 4.8 with
an augmented pc-edge between a and b1. We then have b1 ∈ FBsim(b), leading
to a wrong conclusion that b is redundant and an incorrect minimization of Q1 to
Q2 that results from the removal of b from Q
′. To see that Q1 and Q2 are not










(a) Q1 (b) Q
′
C (c) Q2
Figure 4.8: Illustration of Not Augmenting pc-Edges
As a conclusion of all the discussions of ad-edge augmentation, there may be
implied ancestor-descendant relationship between any two ancestor nodes w1 and
w2 of an original node u in QC where w1 and w2 lies in different ancestor paths of
u. Therefore, it is necessary to check and perform ad-edge augmentation between
any such two nodes w1 and w2 in QC .
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Augmentation Algorithm
This section presents the algorithm to perform the augment chase step S2. The
key challenge of this step is: given a node u in QC which has two ancestor paths of
nodes, how to characterize the pair(s) of related nodes along these paths that need
to be connected with augmented edges. We shall formalize this using the concepts
of ancestor path, pc-parent path and compatible nodes.
A path of nodes (w1, · · · , wn) in QC , n ≥ 1, is said to be an ancestor path of w1
if (1) wi is a pc/ad-parent of wi−1 for each i ∈ (1, n]; and (2) wn has no pc/ad-parent
node in QC . A path of nodes (v1, · · · , vm) in QC , m ≥ 1, is said to be a pc-parent
path of v1 if (1) vi is a pc-parent of vi−1 for each i ∈ (1,m]; and (2) vm has no
pc-parent node in QC .
A node vi is said to be compatible with another node wi iff τ(vi) ≤ τ(wi) or
τ(wi) ≤ τ(vi).
Consider a node u in QC that has both a pc-parent path pv = (u, v1, · · · ,
vj, · · · , vk, · · · , vm) as well as another ancestor path pw = (u,w1, · · · , wj, · · · ,
wn), where 1 ≤ j ≤ k ≤ m and j ≤ n. Figure 4.9 illustrates the situations where an
augmented edge is required to connect a pair of related nodes in pv and pw, which
are characterized as follows. An ad-edge needs to be augmented for the following
two cases.
Case 1. An ad-edge is added between wk+1 (the ancestor) and vk (the descendant),
if the following two conditions hold:
1. vi is compatible with wi for each i ∈ [1, k]; and
2. wk+1 is an ad-parent of wk.
Case 2. An ad-edge is added between wj (the ancestor) and vk (the descendant),
if all the three conditions hold:
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1. vi is compatible with wi for each i ∈ [1, j − 1]; and
2. wj is an ad-parent of wj−1; and
3. (a) vk is the last node in pv (i.e., k = m), and vs is not compatible with wj
for each s ∈ [j, k]; or
(b) wj is not compatible with vt for each t ∈ [j, k], and vk+1 is compatible
with wj where k ∈ [j,m− 1].
Figure 4.9(a) shows Case 1, where pv and pw have pairwise compatible nodes wi
and vi for i ∈ [1, k], and wk+1 is an ad-parent of wk. The tree-structure property
requires wk+1 to be an ancestor of vk. Figure 4.9(b) shows Case 2 where condition
3(a) holds. Here, pv and pw have pairwise compatible nodes wi and vi for i ∈ [1, j).
Node wj−1 has an ad-parent wj, and vs−1 has a pc-parent vs which is not compatible
with wj for s ∈ [j, k]. Clearly, node vk must be a descendant of wj based on the
tree structure property. Note that if wj and vk were compatible, then adding the
ad-edge (wj, vk) would be incorrect as wj and vk might be the same node instead
of being an ancestor-descendant pair of nodes. The reasoning for Case 2 where
condition 3(b) holds (depicted in Figure 4.9(c)) is similar.
Note that for all such augmented ad-edges, the implied descendant always be-
longs to the pc-parent path. The nodes in Figure 4.9 can be chase or original nodes.
The edge (w1, u) can be either a pc-edge or an ad-edge.
Algorithm ad-augmentation.
We propose an algorithm, ad-augmentation (Algorithm 2), to augment all the
necessary ad-edges between each pc-parent path and ancestor path of an original
node u, which essentially follows the above fundamental principle.
Let QuC be the subgraph of QC consisting of u, and the ancestor nodes of u that




















(a) Case 1 (b) Case 2 Condition 3(a) (c) Case 2 Condition 3(b)
Figure 4.9: Illustration of Augmentation Algrithm
ancestor nodes of u, which can be original or chase nodes. Thus, QuC is a subgraph
of Qu+C . Each original query node has exactly one pc-parent path lc in Q
u
C , and one
or more pc-parent paths li in Q
u+
C . We have noted that all the ancestor paths of u
are contained in Qu+C , and that every pc-parent path li of u ( li 6= lc) is necessarily
a pc-parent path of u’s original pc-parent.
Instead of directly applying the above principle to every combination of a pc-
parent path and an ancestor path of u, we apply the principle to a pc-parent path
of u with a subgraph (consisting of u’s ancestor nodes, which is a collection of
ancestor paths of u). More specifically, for each original node u in a bottom-up
order, we apply the principle to (1) lc with Q
u+
C (line 3 of Algorithm 2), and (2) li
with QuC for each li 6= lc (lines 4-5 of Algorithm 2).
The function ad-PathToGraph used in Algorithm 2 augments the necessary ad-





C ) rooted at u. Qs consists of a collection of ancestor paths
of node u. Adding the necessary ad-edges from lp to each of the ancestor paths
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Algorithm 2 ad-augmentation (QC)
1: for each original node u in bottom-up order do












closely follows the above fundamental principle. In a nutshell, for each node x in lp
in a bottom-up order, function ad-PathToGraph checks for nodes y in Qs such that
an ad-edge is to be added between x (the descendant) and y the ancestor. Note
that ad-PathToGraph works in a bottom-up order in iterations which propagate to
the next nodes in both lp and Qs by increasing the distance of one edge away from
node u. In each iteration, the nodes in Qs to which an ad-edge is possibly to be
added from the node x ∈ lp are contained in SPAR.
Example 4.10 Consider Q in Figure 4.3 with the same constraints as in Exam-
ple 4.1. QC is shown in Figure 4.3(c). The chase nodes in QC is added during step
S1 of the chase by attaching the reachable subgraphs. Note that the chase edge
between a and b1 is added during step S2 of the chase.
Complexity of ad-edge augmentation.
We analyze the complexity of Algorithm ad-PathToGraph first. For each node in
lp at bottom-up order (line 2), algorithm 3 scans once a list of nodes SPAR ⊆ Qs (line
4). For each node y ∈ SPAR, the processing (lines 5 to 26) is done in constant time,
and adds at most one ad-edge. Hence, executing algorithm 3 takes O(|lp| ∗ |SPAR|)
= O(n|Vs|) time and adds at most O(
∑
|SPAR|) = O(|Vs|) ad-edges (Vs is the set
of nodes in Qs).
Now consider algorithm ad-augmentation.
For each node u, a call to ad-PathToGraph(lc, Q
u+
C ) takes O(n|Vs|) = O(n
2|Σ|)
time, and adds O(|Vs|) = O(n|Σ|) ad-edges for each node u. Hence, for all the
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Algorithm 3 ad-PathToGraph (pc-parent path lp, rooted subgraph Qs )
1: SPAR := the set of parent nodes of u ∈ Qs
2: for each node x ∈ lp in bottom-up order do
3: initialize S′PAR to ∅
4: for each node y in SPAR do
5: if y is a pc-parent in Qs then
6: if x £ y and y £ x then
7: break;
8: else
9: if x is the last node in lp then
10: add y’s parents in Qs to SPAR
11: else




14: if x £ y and y £ x then
15: if x is the last node in lp then
16: add an ad-edge between x (descendant) and y (ancestor)
17: else
18: add y to S ′PAR
19: else
20: z := x′s p-child in lp
21: if z 6= u then
22: add an ad-edge between z (descendant) and y (ancestor)
23: if x is the last node in lp then
24: add y’s parents in Qs to SPAR
25: else
26: add y’s parents in Qs to S
′
PAR
27: SPAR := S
′
PAR
original nodes in QC , line 3 takes O(n
3|Σ|) time, and adds O(n2|Σ|) ad-edges.
For each pc-parent path li in Q
u+





C |) = O(n|Σ|) time, and adds O(|Vs|) = O(|V
u
C |) = O(|Σ|)
ad-edges. For each node u, the number of pc-parent paths in Qu+C is bounded by
O(n) (there is at most one original pc-parent path, and one pc-parent path in G∅w
for each original ancestor w of u). Hence line 5 can be called for O(|Q|∗n) = O(n2)
times. Therefore, computing ad-PathToGraph(li, Q
u
C) (line 5) for all original query
nodes in QC takes O(n
2 ∗ n|Σ|) = O(n3|Σ|) time, and adds O(n2|Σ|) ad-edges.
Note that this complexity result is for the class of FBST-constraints. When
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there are no subtype constraints, we only need to add in the chase nodes of types
that exist prior to chase, for which at most n (rather than |Σ|) nodes are attached
to each original node. Thus, when subtype constraints are absent, ad-augmentation
takes O(n4) time, and adds O(n3) ad-edges.
4.4.4 Generating a Minimal Query
In this section, we present the algorithm ChaseMinimizeFBST (shown in Algo-
rithm 4) to compute a single minimal query of an input query Q w.r.t. a set of
FBST-constraints.
The input to ChaseMinimizeFBST is a non-redundant original node u in QC ,
and all redundant original nodes in QC are detected (by applying Lemma 4.1) and
removed via recursive calls to ChaseMinimizeFBST. Each query Q has at least one
non-redundant node given by its output node op(Q), u = op(Q) in the first call to
ChaseMinimizeFBST. Steps 2 to 6 check whether the pc-parent and ad-parent v of
u in QC is redundant. If v is redundant, v as well as its chase nodes (if any) are
removed. If v is not redundant, a recursive call to ChaseMinimizeFBST is made
with v as the input parameter. Similarly, steps 7 to 13 check and remove any
redundant pc-child and ad-child nodes of u. Nodes that have been checked are
marked to avoid repeated redundant checkings.
It is important to point out that due to possible sibling constraints in C, the
removal of redundant pc-child nodes inQC entails some additional checking (in steps
10 and 11) for correctness. Specifically, if an original pc-child v of u is detected to
be redundant, it is necessary to also check whether u has another pc-child of type
τ(v). If there is no such pc-child, then s-child nodes of u with edge label τ(v) must
also be deleted. This is due to the fact that the condition (u has a pc-child of type
τ(v)) no longer exists. We illustrate this subtle point using the following example.
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Algorithm 4 ChaseMinimizeFBST (u)
1: mark u as visited
2: while (u has an original parent v that is unvisited) do
3: if (v is a pc-parent of u and u has another pc-parent q ∈ FBsim(p)) or (v is
an ad-parent of u and u has another ancestor q ∈ FBsim(p)) then
4: delete v and its chase nodes (ad-edges are added between v’s original parent
and children if any)
5: else
6: ChaseMinimizeFBST(v)
7: while (u has an original child v that is unvisited) do
8: if (v is a pc-child of u and u has another pc-child or s-child w ∈ Fsim(v))
or (v is an ad-child of u and u has another descendant w ∈ Fsim(v)) then
9: delete v and its chase nodes (ad-edges are added between u and v’s original
children if any)
10: if u has no more pc-child of type τ(v) then
11: delete u’s s-edge (u,w) with edge label τ(v)
12: else
13: ChaseMinimizeFBST(v)
Example 4.11 Consider Q in Figure 4.10(a) with GC shown in Figure 4.10(b).
QC is shown in Figure 4.10(c). ChaseMinimizeFBST identifies the original pc-child
b of node a to be redundant (because a has another pc-child b1 ∈ FBsim(b)) and b
is deleted. In addition, due to steps 10 and 11, ChaseMinimizeFBST also finds that
a has no other pc-child of type b. Consequently, the pc-child c1 with edge label b
is deleted together with b, leading to a minimal query Q2 (Figure 4.10(e)). Note
that had the chase node c1 not been deleted together with b, a’s original pc-child
c would have been wrongly detected to be redundant (due to the fact that a has
another pc-child c1 ∈ FBsim(c)), leading to an incorrect result.
Example 4.12 (continued from example 5.1) For QC in Figure 4.3(c), starting
from output node a, SingleMinimizeFBST finds the ad-child b of a is redundant as
a∗ has another descendant node b1 ∈ FBsim(b). Then b and b’s chase nodes (c2,
d1 and e1) are deleted. Child nodes c and d of b are connected to a using ad-edges.















(a) Q (b) GC (c) QC (d) Q1 (e) Q2
Figure 4.10: Lines 10 and 11 of ChaseMinimizeFBST
descendant b1 ∈ FBsim(b). Node c is then deleted. SingleMinimizeFBST outputs
a minimal query Q1 (Figure 4.3(d)) after deleting the remaining chase nodes.
Complexity of ChaseMinimizeFBST. The worst case of ChaseMinimizeFBST
occurs when each redundancy check of Lemma 4.1 enables only one node removal
(i.e., one node is deleted at a time). For a non-redundant node p, for each child
(parent resp.) u of p, it takes time proportional to the number of descendant
(ancestor resp.) nodes of p to check whether u is redundant. Hence the time of
checking whether u is redundant using Lemma 4.1 is O(|VC |) = O(n|Σ|) where VC
is the set of nodes in QC . Deleting u and its chase nodes takes O(n|Σ|) time. Thus
the worst case of algorithm ChaseMinimizeFBST takes O(n ∗ (n|Σ|)) = O(n2|Σ|)
time.
For algorithm SingleMinimizeFBST, we have Lemma 4.2 .
Lemma 4.2 Algorithm SingleMinimizeFBST correctly computes a minimal query
of a given TPQ Q in the presence of a set of FBST-constraints. The time-complexity
of SingleMinimizeFBST is O(n3|Σ|+ n2|Σ|2).
4.4.5 Enumerating All Minimal Queries
In this section, we present an algorithm (referred to as
MultipleMinimizeFBST) to enumerate all the minimal queries of an input query
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Q w.r.t. a set of FBST-constraints. The algorithm consists of two key steps.
First, SingleMinimizeFBST is used to generate a single minimal query Qm of Q.
Next, by applying Proposition 4.4, the remaining minimal queries of Q (if any)
can be generated by modifying Qm. Specifically, additional minimal queries of Q
are enumerated from Qm by replacing each X, where X is an ad-leaf node or a
parent-child edge in Qm that satisfies the conditions of Proposition 4.4, with the
minimal members in the equivalence class [X].
The time complexity of MultipleMinimizeFBST is
O(max{n3|Σ|+ n2|Σ|2, |QM |}), where O(n
3|Σ|+ n2|Σ|2) is the time complexity of
algorithm SingleMinimizeFBST; and QM is the set of distinct minimal queries of
Q, which could be exponential in the input query size.
Example 4.13 (continued from Example 4.12) From Example 4.12, we know
that Q1 (Figure 4.3(d)) is a minimal query of Q (Figure 4.3(b)). Q1 has one ad-leaf
node, d and no parent-child edges (u, v) where v is a leaf. Following Proposition
4.4, Q1 has two other minimal queries, as shown in Figures 4.3(e) and (f).
4.5 Minimize with FST-constraints
In this section, we consider the TPQ minimization problem under FST-constraints.
Our key result here is that in the absence of backward constraints, a query can be
minimized without explicitly computing the chase of the query, resulting in a more
efficient approach. Section 4.5.1 first presents a new algorithm for FT-constraints.
Our algorithm has a time complexity of O(n|Σ|+n2), which improves over the O(n4)
time-complexity of the state-of-the-art algorithm [55]. In Section 4.5.2, we extend
our approach to handle FST-constraints.
For convenience, we use simulate to mean forward simulate and sim(u) to mean
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Fsim(u) in this section.
Let V denote the set of nodes in a query Q, and let S ⊆ V be a subset of query
nodes, and let T ⊆ Σ be a subset of element types. We define type(S) = {τ(v) | v ∈
S}, node(T ) = {v ∈ V | τ(v) ∈ T}, par(S) = {v ∈ V | v has a pc-child in S}, and
anc(S) = {v ∈ V | v has a descendant in S}.
4.5.1 Minimize with FT-constraints
Our new improved algorithm is based on the idea of type simulators. The complex-
ity reduction of our algorithm is essentially achieved by avoiding the construction
of the chase query QC and the subsequent computation of simulation relation on
QC , both of which are costly.
Type simulators. Consider a query node u and a type t ∈ Σ. Formally, we say
that t simulates u (denoted by u ¹ t) if all the following conditions hold:
1. u is neither the query output node nor its ancestor;
2. t ≤ τ(u) ∈ closure(C);
3. for each pc-child v of u, there exists a type t′ ∈ Σ such that t→ t′ ∈ closure(C)
and v ¹ t′;
4. for each ad-child v of u, there exists a type t′ ∈ Σ such that t⇒ t′ ∈ closure(C)
and v ¹ t′.
The above conditions (2) to (4) are straightforward as they follow the definition
of simulation. Condition (1) follows from a property of FT-constraints: if a query
node v is redundant, then any descendant query node of v is necessarily also re-
dundant [55]. Since the query output node is non-redundant, all its ancestor nodes
must also be non-redundant.
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We use simtype(u) to denote the set of types in Σ that simulate u; i.e, simtype(u) =
{t ∈ Σ | u ¹ t}. The function simtype() can be computed efficiently using two
auxiliary functions partype() and anctype() which are defined as follows.
Given a set T ⊆ Σ, partype(T ) is defined to be the set of types in Σ having
a required-child type in T ; and anctype(T ) is defined to be the set of types in Σ
having a required-descendant type in T as follows:
partype(T ) = {t ∈ Σ | t→ t′ ∈ closure(C), t′ ∈ T};
anctype(T ) = {t ∈ Σ | t⇒ t′ ∈ closure(C), t′ ∈ T}.
Based on partype() and anctype(), simtype(u) can be defined as follows: if u is
the output query node or its ancestor, then simtype(u) = ∅; otherwise,
simtype(u) = {t ∈ Σ | t ≤ τ(u) ∈ closure(C),
t ∈ partype(simtype(v)) for each pc-child v of u,
t ∈ anctype(simtype(v)) for each ad-child v of u}.
Node simulators. Recall that sim(u) denotes the set of forward simulators of u.
The function sim() can be defined in terms of two additional auxiliary functions,
namely, augpar(), and auganc(), which are defined as follows:
• augpar(sim(u)) = par(sim(u)) ∪ {v ∈ V | τ(v) ∈
partype(simtype(u))}; and
• auganc(sim(u)) = anc(sim(u)) ∪ SRA ∪ anc(SRA), where SRA = {v ∈
V | τ(v) ∈ anctype(simtype(u))}.
Based on augpar() and auganc(), sim(u) can now be defined in terms of three
cases as follows:
• if u is the output node, then sim(u) = {u};
73
• if u is a non-output leaf node, then sim(u) = {v ∈ V | τ(v) ≤ τ(u) ∈
closure(C)};
• if u is neither the output node nor a leaf node, then
sim(u) = {v ∈ V | τ(v) ≤ τ(u) ∈ closure(C), v ∈ augpar(sim(u′)) for each
pc-child u′ of u, and v ∈ auganc(sim(u′′)) for each ad-child u′′ of u}.
a∗
B b F
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′ (d) Q′m
Figure 4.11: Minimization with FST-constraints
Example 4.14 Consider query Q shown in Figure 4.11(a) with constraints C =
{b ≤ B, b→ d, f ≤ F, a→ f, f → c}. We have sim(d) = {d}, sim(e1) = {e1, e2},
augpar(sim(d)) = {B, b}, par(sim(d)) = {B}, and augpar(sim(e1)) = {B, b}.
Since b ∈ augpar(sim(d)) and b ∈ augpar(sim(e1)), and b ≤ B, we have b ∈
sim(B). We also have sim(c) = {c}, augpar(sim(c)) = {F}, simtype(F ) = {f}
and partype(simtype(F )) = {a}.
For a query Q and a set of FT-constraints, we have the following result, which
is the basis of our new improved algorithm.
Lemma 4.3 Let u be a non-redundant node in R(Q) w.r.t. a set of FT-constraints.
A pc-child v of u is redundant iff u has another pc-child w ∈ sim(v), or τ(u) ∈
partype(simtype(v)). An ad-child v of u is redundant iff u has another child w ∈
sim(v) ∪ auganc(sim(v)), or τ(u) ∈ anctype(simtype(v)).
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Algorithm 5 MinimizeQuery-FT(TPQ Q)
1: Compute the reduced query of Q, R(Q)
2: Compute the simulation on R(Q) as follows:




3: Minimize-FT(vroot), where vroot is the root node of R(Q)
Algorithm 6 Minimize-FT(node u)
1: for each pc-child v of u do
2: if u has another pc-child w ∈ sim(v) that has not been deleted then
3: delete the subtree rooted at v
4: else if τ(u) ∈ partype(simtype(v)) then
5: delete the subtree rooted at v
6: else
7: Minimize-FT(v)
8: for each ad-child v of u do
9: if u has another child w ∈ sim(v)∪auganc(sim(v)) that has not been deleted
then
10: delete the subtree rooted at v
11: else if τ(u) ∈ anctype(simtype(v)) then
12: delete the subtree rooted at v
13: else
14: Minimize-FT(v)
Algorithm MinimizeQuery-FT minimizes a given TPQ Q in the presence of a
set C of FT-constraints. It first computes a reduced query R(Q), which is the
resultant query of Q after repeatedly removing a leaf node that is redundant due
to closure(C) until no leaf is redundant [55]. As defined in [55], a pc-leaf node v
(with parent u) of Q is redundant if τ(u) → τ(v) ∈ closure(C); an ad-leaf node
v (with parent u) of Q is redundant if τ(u) ⇒ τ(v) ∈ closure(C). R(Q) can be
computed in O(n2) time and has at most n nodes.
Algorithm MinimizeQuery-FT then computes the type simulators and node sim-
ulators. Then it calls the recursive algorithm Minimize-FT to remove the redundant
nodes as follows.
75
For a non-redundant node u starting from the root of R(Q),
• a pc-child v of u is redundant if u has another pc-child w ∈ sim(v) or τ(u) ∈
partype(simtype(v));
• an ad-child v of u is redundant if u has another child w ∈ sim(v)∪auganc(sim(v))
or τ(u) ∈ anctype(simtype(v)).
If v is redundant, the subtree rooted at v is deleted. Otherwise, Minimize-FT
continues minimization on v.
Example 4.15 (continued from Example 4.14) The pc-child of a, B, is redundant
as a has another pc-child b ∈ sim(B). Thus the subtree rooted at B is deleted.
At the same time, we have F is redundant as a ∈ partype(simtype(F )). Thus the
subtree rooted at F is also deleted, leading to the minimal query Qm as shown in
Figure 4.11(b).
Complexity of MinimizeQuery-FT. Computing the reduced query R(Q) takes
O(n2) time. The simulation relations are computed in O(n|Σ|) time. Minimize-
FT(vroot) takes O(n
2) time. Hence the time-complexity of MinimizeQuery-FT is
O(n|Σ|+n2).
For MinimizeQuery-FT, we have the following result.
Lemma 4.4 Algorithm MinimizeQuery-FT correctly generates the minimal query
for a given TPQ Q in the presence of FT-constraints in O(n|Σ|+n2) time.
4.5.2 Extensions for FST-constraints
The minimization algorithms for FST-constraints are equivalent to those for FT-
constraints except that we need to use extended definitions of both augpar() and
auganc() to take into account of sibling constraints.
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If v has a pc-child w and τ(v)
τ(w)
→ t ∈ closure(C), then v must necessarily
have another pc-child of type t. When sibling constraints are included in C, the
following extensions are needed:
• augpar(sim(u)) = par(sim(u)) ∪ {v ∈ V | τ(v) ∈
partype(simtype(u)) ∪ P};
• auganc(sim(u)) = anc(sim(u)) ∪ SRA ∪ anc(SRA) ∪ P ∪ anc(P )}
where SRA = {v ∈ V | τ(v) ∈ anctype(simtype(u))}; and P = {v ∈ V | v has a
pc-child w, τ(v)
τ(w)
→ t ∈ closure(C), t ∈ simtype(u)}.
Similarly, we have the following result.
Lemma 4.5 In the presence of FST-constraints, a TPQ Q can be minimized in
O(n|Σ|+n2) time.
Example 4.16 Consider minimization of Q′ in Figure 4.11(c) with constraints
C = {b ≤ B, e ≤ E, e → c, e → d, b
f
→ e}. Q itself is a reduced query. We
have sim(c) = {c}, sim(d) = {d}, and simtype(c) = {c}, simtype(d) = {d}; and
augpar(sim(c)) = {E, e}, augpar(sim(d)) = {E, e}; we have sim(E) = {E, e},
sim(e) = {e}, and simtype(E) = simtype(e) = {e}. We have auganc(sim(E))
= {B, a, b} and auganc (sim(e)) = {B, a, b} due to the extensions of definitions
of augpar() and auganc(): b has a pc-child f such that b
f
→ e holds where e ∈
simtype(E) (e ∈ simtype(e) too). Then we have b ∈ sim(B). The subtree rooted
at B is then deleted, which leads to minimal query Q′m as shown in Figure 4.11(d).
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4.6 Other Minimization Algorithms
In this section, we summarize the time complexity results for computing a single
minimal query for the remaining classes of constraints shown in Figure 4.2(b). For
FBT-constraints, the time complexity is the same as that for FBST-constraints.
However, for FB/FBS-constraints, the time computing reduces to O(n4). The
improvement in complexity is due to an optimized chase procedure: during step
S1 of the chase procedure, only the types that exist in the query prior to chase
are attached. This leads to a smaller chase query QC with O(n
2) nodes and O(n3)
edges. Consequently, the simulation relations can be computed in O(n4) time.
4.7 Experimental Results
In this section, we present an experimental study on the efficiency and effectiveness
of our minimization algorithms. The algorithms being compared include both of
our proposed algorithms SingleMinimizeFBST (FBST for short) and MultipleMi-
nimizeFBST (MFBST for short), as well as CTPQMinimize (CTPQ for short) proposed
in [55] for forward constraints. We used both real (DBLP records [49]) as well as
synthetic (XMark [57]) datasets in our experiments. Our experimental results on
both the XMark and DBLP datasets show the efficiency and scalability of FBST.
All the algorithms were implemented in Java, and the experiments were run on a
Pentium 4 PC with a 3.0Ghz processor, 1 GB of main memory, and a 30 GB hard
disk.
4.7.1 Efficiency and Scalability of Minimization
In our first set of experiments, we study the effect of the number of constraints and





















































(b) Varying Query Size
Figure 4.12: Experimental Results: Minimization Time on DBLP
sures the time to generate a minimal query for an input query. Our experimental
results on both the DBLP and XMark datasets show the efficiency and scalability
of FBST.
Results on DBLP.
For the DBLP dataset of 127MB, we extracted 160 non-trivial constraints (29
forward, 10 backward and 121 sibling constraints). The purpose of using such a
large number of constraints is to evaluate the scalability of our algorithms.
Effect of #ICs on minimization time. This experiment studies the effect of
the number of ICs on the minimization time of FBST for the following three queries




The sizes of Q1, Q2, and Q3 are 10, 9, and 8 nodes, respectively, and their
minimal queries (w.r.t. 160 ICs) have 3, 2, and 2 nodes respectively (Qmin1 =
//inproceedings//[number]/title, Qmin2 = //article/cite, Qmin3 = //book[cite]).
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The results shown in Figure 4.12(a) indicate that the minimization time in-
creases with the number of ICs (as expected). Note that the minimization times
reported are rather small: the minimization time for Q1, Q2, and Q3 (w.r.t. 160
ICs) is only 12ms, 9ms, and 9ms respectively; which is a negligible overhead in a
typical XPath query evaluation process.
Effect of query size on minimization time. This experiment studies the effect
of the query size on the minimization time of FBST.
We generated a set of 10 test queries of increasing sizes from 10 to 100 nodes.
The 10 test queries are composed using a collection of five query fragments (Qa
through Qe) together with a query root fragment Qo = //dblp. Note that Qa has






The first test query Q10, which consists of 10 nodes, is composed using Qo and
Qa; and the remaining 9 test queries are composed by appending query fragments
from {Qb, · · ·Qe} to Q10 under Qo as branches repeatedly. For each test query, we
measure its minimization time w.r.t. 4 different collections of ICs consisting of 40,
80, 120, and 160 constraints, respectively.
Figure 4.12(b) shows the minimization time for the 10 test queries w.r.t. the
4 sets of ICs. As expected, the minimization time (w.r.t. a given set of ICs)
























































(b) Varying Query Size
Figure 4.13: Experimental Results: Minimization Time on XMark
FBST algorithm: the minimization time for the largest test query (with 100 nodes)
w.r.t. the largest set of 160 ICs is only 99ms.
Results on XMark.
Similar to DBLP dataset, we studied the performance of our proposed algorithm
for both varying constraints and varying sizes of queries. For varying constraints,




Figure 4.13(a) shows the minimization time of algorithm FBST as a function of
the number of constraints, for Q1, Q2 and Q3 respectively. The constraints used are
of a good mixture of forward and backward constraints. The minimization time for
all the three queries is shorter than 20ms in the presence of all the 80 ICs.
For varying query sizes, we studied the performance of our proposed algorithm
FBST for increasing query sizes from 10 nodes to 100 nodes with a fixed set of
constraints. We ran FBST for 10 queries with different sizes (varying from 10 to
100 nodes) with a set of 20, 40, 60 and 80 FBST-constraints respectively. The
size of each minimal query is about 30% of its original form. The minimization
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time for FBST is shown in Figure 4.13(b). Our results show that for a fixed set of
constraints, the minimization time increases as the size of the input queries grows.
The minimization time for the query of 100 nodes is less than 100ms, which is
negligible compared to query evaluation time.
4.7.2 Comparison of Total Processing Time
In our second set of experiments, we compare the total query processing time of
algorithm FBST and CTPQ. This metric measures both the time taken to generate
a minimal query for an input query as well as the time taken to evaluate the
minimized query against a dataset. We also compare the total processing time of
FBST and CTPQ with the evaluation time of the original query without minimization.
We first ran both FBST and CTPQ to minimize the input queries on both XMark
and DBLP datasets, and then evaluated the respective minimized queries on the
XML datasets using the efficient query evaluation engine, GCX [58].
The test queries on XMark are shown in the first column of Table 4.2. Queries
X2 corresponds to XMark’s benchmark queries Q2; while X1 and X3 are slightly
modified versions of XMark’s benchmark queries Q1 and Q4. As there are no
benchmark queries for DBLP, we used the same synthetic queries Q1, Q2 and Q3
as in Section 4.7.1.
The constraints used for query minimization are derived from the XMark DTD
and DBLP datasets. The minimized queries produced by FBST for X1, X2 and X3
are shown in the second column of Table 4.2. The minimal queries of X1, X2 and
X3 produced by CTPQ are the same as their input queries except for query X1,
of which the minimized query is //site/people/person//profile//education. Comparing the
minimized queries produced by FBST and CTPQ, it is clear that using additional
backward and sibling constraints are effective for query minimization.
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Input query Minimal query by FBST
X1: //site/people/person[name]//profile//education //education
X2: //site/open auctions/open auction/bidder/increase //increase
X3: //site/open auctions/open auction/reserve //reserve
Table 4.2: Queries in comparison with CTPQMinimize
In terms of query minimization time, the minimization time required by both
CTPQ and FBST is less than 10 ms for each of the test queries. Thus, the overhead
incurred by FBST using more constraints is negligible.
The minimized queries of X1 through X3, and Q1 through Q3 were then evalu-
ated to measure their evaluation times on the XML datasets. We used two datasets
of different sizes for both XMark and DBLP. For XMark, datasets of 111MB (the
standard XMark dataset [57]) and 384MB (generated using XMark data generator
[57]) were used; for DBLP, the 127MB dataset [49] and the 411MB dataset [2] were
used.
Figure 4.14 compares compare the total processing time for the input queries:
Original refers to the non-minimized original query, CTPQ refers to the query
minimized using CTPQ, and FBST refers to the query minimized using FBST. Es-
sentially, the minimization overhead is negligible compared to the gain in total
query processing time. FBST gives the best performance compared to both CTPQ
and Original. Our experimental results demonstrate the effectiveness and efficiency
of TPQ minimization using a richer class of constraints.
4.8 Summary
In this chapter, we examined the problem of tree pattern query minimization using
a richer class of integrity constraints (FBST constraints) that includes not only





























































































Figure 4.14: Experimental Results: Total Processing Time (Minimization + Eval-
uation)
study revealed several interesting properties about minimal queries under FBST
constraints that makes the query minimization problem more challenging. First,
there can be multiple minimal queries of different sizes for an input query; and
second, a minimal query can include element types that are not present in the
input query. We have characterized the properties of minimal queries for various
subclasses of FBST constraints, and have developed efficient algorithms, based on
these properties, to both compute a single minimal query as well as enumerate all
minimal queries. In addition, we have also developed more efficient minimization
algorithms for the previously studied class of FT constraints. Our experimental
study demonstrated the effectiveness and efficiency of query minimization using
FBST constraints.
Chapter 5
Minimizing generalized tree pattern
queries
5.1 Introduction
As described in Chapter 1, prior work on the minimization of XML queries focused
on TPQs which contain only mandatory edges. There is very little work on the
minimization of GTPQs which may contain optional edges. In this work, we study
the minimization of GTPQs with or without constraints.
We first illustrate some of the intricate issues involved in minimizing GTPQs
due to the presence of optional edges.
Consider GTPQ Q1 as shown in Figure 5.1(a). Q1 has one output node a, which
has an optional ad-child b via the optional edge (a, b). Obviously query nodes below
the optional edge are redundant as they do not specify any restrictions on the only
output node a. However, if any one of the nodes {b, c, d} is an output node (e.g.,
c in Q2 in Figure 5.1(b)), then none of these nodes would be redundant as they
specify a unique restriction on the optional output node.
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Figure 5.1: Examples of minimizing GTPQs
two queries have the same set of query nodes including output nodes and the
same query pattern w.r.t. pc/ad-edges. The only difference between them is the
type (optional/mandatory) of the edge e = (b2, c2), where e is optional in Q3 and
mandatory in Q4. We show that Q3 and Q4 have different minimal queries although
they are identical except in the type of e w.r.t. mandatory/optional edges.
For Q3, node c2 is clearly redundant; and thus Q3 is equivalent to Q5 in Fig-
ure 5.1(e). Node b2 in Q5 is not redundant, as b2 specifies a unique mandatory
restriction to the mandatory output node a. Similarly, c1, which specifies a unique
restriction to the optional output node b1, is not redundant. Thus Q5 is minimal.
For Q4 in Figure 5.1(d) where e is mandatory, it can be understood as follows:
for an a-type element na that has a b-type descendant element which in turn has
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a c-type subelement (condition i), return na; and if na in addition has a b-type
descendant element nb which in turn has a c-type subelement (condition ii), return
nb as well. The right subtree of the root node a (corresponding to condition i)
guarantees the existence of the optional left subtree of a (corresponding to condition
ii). Thus the optional edge (a, b1) is equivalent to a mandatory edge. Q4 is therefore
equivalent to Q6 in Figure 5.1(f) which has no optional edges. For Q6, the right
subtree rooted at b2 is redundant due to the presence of the left subtree. Q6 is
hence equivalent to Q7 in Figure 5.1(g); and indeed Q7 is minimal. Thus Q4’s
minimal query is Q7.
Finally, consider GTPQ Q8 in Figure 5.1(h) which has an optional edge e
′ =
(b1, c1). In Q8, the right subtree of the root node a guarantees the presence of
the left subtree of a. However, e′ in Q8 is not equivalent to a mandatory edge.
Changing e′ to a mandatory edge does not change the restriction on the output
node a, but it changes the restriction on another output node d1. For a d-type
element nd that matches the output node d1, nd’s parent element is not required
to have a c-type child element by Q8. Changing e
′ to a mandatory edge would
then impose this requirement to nd. Consider GTPQ Q9 (obtained from Q8 by
changing e′ to a mandatory edge) in Figure 5.1(i). The subtree rooted at b2 in Q9
is redundant due to the presence of the subtree rooted at b1. Thus Q9 is equivalent
to Q10 in Figure 5.1(j), which is minimal. We now show that Q8 is not equivalent
to Q10 (and thus not equivalent to Q9). Consider an XML tree T in Figure 5.1(k)
1.
The element d1 is part of the output for Q8, but not for Q10. Indeed, Q8 in itself
is already minimal.
Contributions. While the general solution proposed in [23] for minimizing a
subclass of XQuery queries can be applied to minimize GTPQs, it is not clear
1Like TPQs/GTPQs, we use subscripts to distinguish elements of the same type in XML data
trees.
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how this approach can be extended to handle data constraints. In contrast, the
approach that we have taken in this paper follows the established line of work based
on pattern homomorphism [6, 15, 55], which can be extended to incorporate data
constraints for query minimization. In this work we study the minimization of
GTPQs with and without a broad class of data constraints and make the following
contributions.
1. We study the minimization of GTPQs without the presence of data con-
straints, and develop a novel efficient minimization algorithm, GTPQMinimize,
of O(n3) complexity where n is the size of the given GTPQ. Our algorithm
follows the line of minimization work using pattern homomorphism, which
can be extended to minimize GTPQs with data constraints.
2. We also study the minimization of GTPQs in the presence of a broad class
of data constraints, which were studied in prior TPQ minimization work
[55, 15]. Our minimization algorithmGTPQMinimizeFBST , extended from
GTPQMinimize with a chase technique, has a time complexity of O(n3|Σ|3)
where n is the size of the given GTPQ and Σ is the set of element types in
the given constraints.
3. We perform an experimental evaluation to demonstrate the efficiency and
scalability of our proposed minimization algorithms.
5.2 Minimizing GTPQs without constraints
In this section, we study the minimization of GTPQs without data constraints.
We first present some important concepts which are used in our proposed min-
imization approach.
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The Simulation Concept. Pattern homomorphism was used in prior work (e.g.,
[15, 6, 55]) to capture the containment relationships between tree patterns corre-
sponding to XPath fragment XP {/,//,[]}. The simulation concept, which is essen-
tially pattern homomorphism, was used in recent work (e.g., [15, 55]) for determin-
ing containment relationship more efficiently.
We extend the simulation concept in the context of subpatterns of Q, unlike the
prior work [55, 15] which used simulation in the context of the entire query pattern.
The reason is that unlike TPQs which contains only mandatory edges, there are
optional edges in GTPQs that makes sense to consider the pattern homomorphism
without the optional subtrees. We define the simulation in subpatterns as follows,
which is mainly based on the definition of simulation in [55, 15].
For a subpattern Q′ of a GTPQ Q, simulation in the context of Q′ is the binary
relation ¹Q′ on the nodes of Q
′ such that u ¹Q′ v iff all the following conditions
hold:
(1) Preserve node types: τ(u) = τ(v);
(2) Preserve pc-edge relationships: if u has a pc-child u′ in Q′, then v has a
pc-child v′ in Q′ s.t. u′ ¹Q′ v
′;
(3) Preserve ad-edge relationships: if u has an ad-child u′ in Q′, then v has a
descendant v′ in Q′ s.t. u′ ¹Q′ v
′.
For a subpattern Q′ of a GTPQ Q, if u ¹Q′ v, it is also said that v simulates
u in the context of Q′.
The concept of simulation in a subpattern is more general than the definitions
in [15, 55], which correspond to ¹Q (i.e., in the context of the entire query pattern
Q). The following statement is straightforward: u ¹Q′ v does not necessarily imply
u ¹Q v; however, if we have u ¹Q v, then we would have u ¹Q′ v as well.
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Example 5.1 Consider GTPQ Q1 in Fig. 5.3(a). Let Mu and Mv be the MCCs
that node a and b1 belong to respectively, and Q
′ be the subpattern of Q1 consisting
of Mu and Mv, as annotated in Fig. 5.3(b). We have b1 ¹Q′ b2. However, we do
not have b1 ¹Q1 b2, as b1 has an ad-child c in Q1 but b2 has no c-type descendants
in Q1.
5.2.1 Converting Optional Edges to Mandatory Edges
Similar to TPQs, the output nodes of a GTPQ Q which determines the output
of Q are non-redundant. Prior work (e.g., [15, 28, 42, 55]) indicate that testing
the redundancy of a non-output node is the key question in minimizing queries.
However, this question is more difficult for GTPQs due to optional edges. The
redundancy testing rules of prior work on TPQs, which implicitly assumed that all
edges in the query are mandatory edges, are no longer adequate for GTPQs.
We have the following important observation regarding the redundancy of non-
output nodes in GTPQs.
An important observation. An optional edge in a GTPQ Q may be semantically
equivalent to a mandatory edge. Converting such optional edges into mandatory
edges helps minimizing Q with known TPQ minimization techniques.
Consider Q2 again in Fig. 5.1(b). Note that the optional edge (a, b1) ∈ Q2
is equivalent to a mandatory edge (the relationship represented by edge (a, b1)
is present in every match of Q2). Converting the optional edge (a, b1) in Q2 in
Fig. 5.1(b) results in an equivalent query Q4 in Fig. 5.1(d), which has no optional
edges. Based on existing TPQ minimization techniques, one can minimize Q4 to
Q5 in Fig. 5.1(e).
As illustrated by the above example, converting a convertible2 optional edge to








Figure 5.2: Edge conversion - GTPQ Q decomposed into MCCs
a mandatory edge helps minimizing Q. In this section, we investigate the situations
where an optional edge is convertible.
Consider an optional edge e = (u, v) in a GTPQ Q where v is the optional
child of u. The optional relationship represented by e is for one direction only,
which is ‘downward’, i.e., meaning v is an optional child or optional descendant
w.r.t. u. However, the relationship of the reverse direction, i.e., ‘upward’, is always
mandatory, meaning u is a mandatory parent or ancestor w.r.t. v. For any binding
of v on any XML data tree, there is at least one corresponding binding for each
ancestor node of v in Q. Thus, converting e to a mandatory edge does not have
any impact on the bindings of v and the descendant nodes of v.
Intuitive Analysis on Edge Conversion
Now we give an intuitive analysis on the different structural situations where an
optional edge is convertible with reference to Fig. 5.2. Fig. 5.2 depicts the general
context of an optional edge e = (u, v) in a GTPQ Q decomposed into MCCs, where
Mu and Mv are the two MCCs associated to e and u ∈ Mu and v ∈ Mv. Without
loss of generality, the optional edges in Q are shown as pc-edges, for which each
edge could also be an ad-edge. We assume that the optional edge ep between Mu
and its parent MCC Ma is non-convertible (i.e., if ep is converted to a mandatory
edge, the resultant query is no longer equivalent to Q). Further, we assume that
results in a query equivalent to Q.
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each leaf MCC in Q has at least one output node.
Clearly, converting e to a mandatory edge does not change the bindings of any
output nodes in Mv and Mc for any data instance. Meanwhile due to the non-
convertible optional edge ep, converting e to a mandatory edge does not change the
bindings of any output nodes in Ma and Mk for any data instance. Thus, whether
e is convertible depends on whether converting e changes the bindings of some
output node(s) in Mu and Md for some data instances.
Before and after converting e to mandatory, whether the bindings of any output
nodes in Mu are changed depends on the tree patterns of Mu itself and Mv, and
whether the bindings of any output nodes in Md are changed depends on the tree
patterns of Md itself, Mu and Mv. Hence whether e is convertible depends on the
tree patterns of Mu, Mv and Md. We classify the situations into three cases based
on the structural property of Mu, Mv and Md as follows. We denote Muv as the
combined tree pattern of Mu and Mv (connected by edge e).
Case 1: Mu has at least one output node. In this case, whether e is convertible
is independent of Md. The rationale is as follows. If converting e changes the
bindings of some output node(s) in Mu, then e is inconvertible regardless of the
tree pattern of Md. If converting e does not change the bindings of any output
node in Mu, which implies that v is simulated by some node in Mu in the context
of Muv, then converting e does not change the bindings of any output node in Md
as well; thus e is convertible regardless of the tree pattern of Md.
Case 2: Mu has no output nodes and v is simulated by some node in Mu
in the context of Muv. In this case, converting e does not change the bindings
of any output node in Md; e is convertible regardless of the tree pattern of Md..
Case 3: Mu has no output nodes and v is not simulated by any node in
Mu in the context of Muv. In this case, whether e is convertible is no longer
92





Figure 5.3: Example of Case 1 for edge conversion
independent of Md. Although v is not simulated by any node in Mu in the context
of Muv, it may be simulated by some node in Md in the context of the combined tree
pattern of Mu, Mv, and Md. If so, e is convertible; otherwise e is not convertible.
Note that actual configuration of the tree patterns could be more complex than
Fig. 5.2 due to the following two scenarios. First, Mu may have other child blocks
besides Mv and Md; second, Md may not be the child MCC of Mu, meaning that
there might be other MCCs in the path from Mu to Md. We will present the
principles for edge conversion in Section 5.2.1 which covers such scenarios.
Principles for Edge Conversion
We now present the formal principles for checking whether an optional edge is
convertible based on the analysis in Section 5.2.1. The formal principles are based
on the concept of simulations in subpatterns.
The following result corresponds to Case 1 of the analysis in Section 5.2.1.
Lemma 5.1 Consider an optional pc-edge (ad-edge resp.) e = (u, v) in a GTPQ
Q where v is the optional child of u. Let Mu and Mv denote the MCCs that node
u and v belong to respectively. Suppose that all the optional edges in the r(Q)-to-u
path are non-convertible, and that Mu has at least one output node. Let na be the
lowest ancestor of v s.t. stMu(na)
3 has an output node, and Q′ be the subpattern of
3Recall that stMu(na) denotes the subpattern of Mu rooted at na.
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Q comprised of Mu and Mv.
Then e is convertible iff v has an ancestor node w such that:
1. w is a descendant-or-self node of na, and
2. for the pc-child (ad-child resp.) m of w in the w-to-v path, w has another
pc-child (descendant resp.) m′ such that m ¹Q′ m
′.
We give some explanation on Lemma 5.1. According to Case 1 of the analysis in
Section 5.2.1, e is convertible iff it changes the bindings of any output node in Mu.
Lemma 5.1 says that if converting e does not change the bindings of the output
nodes in stMu(na), where na is the lowest ancestor of v s.t. stMu(na) has an output
node, then it does not change the bindings of any other output nodes in Mu as
well. The two conditions in Lemma 5.1 depicts the situation where converting e
does not change the bindings of the output nodes in stMu(na).
Example 5.2 Consider the optional edge e = (a, b1) in Q1 in Fig. 5.3(b). From
Example 5.1, we have b1 ¹Q′ b2. Now Mu has an output node a. We can apply
Lemma 5.1 in determining whether e is convertible in Q1 as follows. Node b1 has an
ancestor a, which has another descendant b2 6= b1 such that b1 ¹Q′ b2. Meanwhile a
is the lowest ancestor of b1 such that stMu(a) has an output node. Thus, by Lemma
5.1, e is convertible. The resultant query by converting e to a mandatory ad-edge
is Q′1 in Fig. 5.3(c).
Meanwhile we have Lemma 5.2, which corresponds to Case 2 and Case 3 of the
analysis in Section 5.2.1. We illustrate Lemma 5.2 with Example 5.3.
Lemma 5.2 Consider an optional pc-edge (ad-edge resp.) e = (u, v) in a GTPQ
Q where v is the optional child of u. Let Mu and Mv denote the MCCs that node
u and v belong to respectively. Suppose that all the optional edges in the r(Q)-to-u
path are non-convertible, and that Mu has no output nodes. Then e is convertible
iff one of the following conditions holds:
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Figure 5.4: Example of Case 2 for edge conversion





Figure 5.5: Example of Case 3 for edge conversion
1. v has an ancestor node w in Mu, and for the pc-child (ad-child resp.) m of
w in the w-to-v path, w has another pc-child (descendant resp.) m′ such that
m ¹Q′ m
′, where Q′ is the subpattern of Q comprised of Mu and Mv; or
2. for each MCC path lM from Mu to a leaf MCC where Mv 6∈ lM , the following
condition holds where Md is the first descendant MCC of Mu in lM that has
an output node and w is the lowest common ancestor of v and r(Md):
for the pc-child (ad-child resp.) m of w in the w-to-v path, w has another pc-
child (descendant resp.) m′ such that m ¹Q′′ m
′, where Q′′ is the subpattern
of Q comprised of Mv and all the MCCs in Mu-to-Md path.
Example 5.3 Consider an optional edge e1 = (b, c1) in Q2 in Fig. 5.4(a). Let Mu
and Mv be the MCCs that b and c1 belong to respectively, and Q
′ be the subpattern
95
of Q1 consisting of Mu and Mv, as annotated in Fig. 5.4(b). We have c1 ¹Q′ c2.
Now Mu has no output nodes. Node c1 has an ancestor node b ∈ Mu, and b has
another pc-child c2 such that c1 ¹Q′ c2. I.e., condition 1 of Lemma 5.2 is satisfied.
Thus e1 is convertible. Q2 is equivalent to Q
′
2 in Fig. 5.4(c).
Consider another optional edge e2 = (b, c1) in Q3 in Fig. 5.5(a). Let Mu and
Mv be the MCCs that b and c1 belong to respectively, as in Fig. 5.5(b). In this
case, Mu has no output node, and condition 1 of Lemma 5.2 is not satisfied. Now
there is only one MCC path lM from Mu to Md such that Mv 6∈ lM and the leaf
MCC Md has an output node. Let Q
′′ denote the subpattern of Q3 consisting of
Mv and lM . Clearly we have c1 ¹Q′′ c2. I.e., condition 2 of Lemma 5.2 is satisfied.
Thus e2 is convertible. Q3 is equivalent to Q
′
3 in Fig. 5.5(c).
5.2.2 Algorithm GTPQMinimize
From the beginning of this section (Section 5.2) we know that an output node in a
GTPQ is not redundant and that a leaf MCC without output nodes is redundant.
Regarding the redundancy in GTPQs, we have established some more important
results, based on which we present an efficient algorithm to minimize GTPQs.
Similar to TPQs, we have the following lemma for GTPQs.
Lemma 5.3 Consider a node n in a GTPQ Q. If n is non-redundant in Q, then
all the ancestor nodes of n are also non-redundant in Q; if n is redundant in Q,
then all the descendant nodes of n are also redundant in Q.
By Lemma 5.3, we have that the root node of a GTPQ Q is non-redundant, as
it is the ancestor node of all the output nodes in Q which are non-redundant.
For GTPQs, We have Lemma 5.4, which is an extension of a result in [55], for
testing redundant nodes in QE using the concept of simulation in the context of a
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subpattern which contains only mandatory edges.
Lemma 5.4 Consider a GTPQ QE where each leaf MCC in QE has at least one
output node and none of the optional edges is convertible. Let u be a non-redundant
node in QE, and Mu be the MCC that u belongs to. A mandatory pc-child (ad-child
resp.) v of u is redundant in QE iff all the following conditions hold:
1. v is not an output node; and
2. none of v’s descendants is an output node; and
3. u has another pc-child (descendant resp.) v ′ ∈Mu such that v ¹Mu v
′.
We give some explanations about Lemma 5.4. First, if v is an optional or
mandatory output node of QE, it is then non-redundant. Second, if v has a descen-
dant w being an output node, then w is non-redundant, and v as an ancestor of w
is also non-redundant. Third, if items 1 and 2 of Lemma 5.4 are fulfilled, then the
subtree of QE rooted at v, i.e., stQE(v), is a subpattern of Mu, which is itself a TPQ
containing only mandatory edges. Whether v is redundant can be determined in
the context of Mu, where v is redundant iff u has another pc-child (or descendant
respectively) v′ that simulates v in the context of Mu, i.e., v ¹Mu v
′, which is an
extension of the result from [55].
Example 5.4 Consider Q′1 in Figure 5.3(c), which contains no convertible edges.
Nodes a, b1 and c in Q
′
1 are non-redundant (b1 is an ancestor of an output node c,
and is thus non-redundant). Node b2 is an ad-child of a. Clearly we have b2 ¹Q′ b1
where Q′ is the root MCC of Q′1 consisting of nodes {a, b1, d1, b2, d2}. By Lemma
5.4, b2 and its descendants nodes are redundant as a has another descendant b1
in Q′ such that b2 ¹Q′ b1. Q
′
1 is thus equivalent to Q
′′
1, which contains no more
redundant nodes. Q′′1 is a minimal query of Q1 in Figure 5.3(a).
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Algorithm 7 GTPQMinimize (GTPQ Q)
1: repeatedly remove the leaf MCCs that have no output nodes
2: QE = EdgeConvert(Q
′) where Q′ is the result of step 1
3: for each MCC Mi in QE in top-down order do
4: GTPQMinimization(r(Mi))
Similarly, by Lemma 5.4, node c2 in Q
′
2 (Figure 5.4(c)) and node d3 in Q
′
3





resp.) leads to a minimal query Q′′2 in Figure 5.4(c) (Q
′′
3 in Figure 5.5(c) resp.).
The minimization algorithm. We propose an algorithm calledGTPQMinimize
(Algorithm 7) to minimize a given GTPQ Q in the absence of data constraints. Our
overall approach to minimize Q consists of three main steps. The first step is to
repeatedly remove leaf MCCs that have no output nodes until each leaf MCC
has at least one output node. The resultant query of this step is denoted as Q′.
The second step is to convert all convertible optional edges in Q′ to mandatory
edges using algorithm EdgeConvert (Algorithm 8), which checks whether each
optional edge is convertible based on Lemma 5.1 and Lemma 5.2 in a top-down
order. If an optional edge (u, v) ∈ Q′ is convertible, it is converted to a mandatory
edge and the MCCs that u and v belong to respectively are combined as one
MCC. The resultant query of this step is denoted as QE. The third step is to
test and remove redundant nodes in QE according to Lemma 5.4 using algorithm
GTPQminimization (Algorithm 9).
Complexity. Step 1 (line 1 of Algorithm 7) takes O(|Q|) time. Step 2, i.e.,
function EdgeConvert, can be analyzed as follows. For an optional edge (u, v),
lines 4-12, which correspond to Case 1 and Case 2 of edge conversion, takes time
T1 = O(dMu ·NMu · tQ′) where dMu is the length of the longest root-to-leaf path in
Mu (line 8), NMu is the number of descendants in Mu of w (line 10), and tQ′ is the
time for verifying m ¹Q′ m
′ (line 10). We have NMu = O(|Mu|) and dMu = |Mu|.
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Algorithm 8 EdgeConvert (GTPQ Q)
Require: each leaf MCC in Q has at least one output node
1: for each optional edge (u, v) in Q in top-down order do
2: initialize Convertible : = false
3: let Mu and Mv be the MCC that u and v belong to respectively
4: let Q′ be the subpattern of Q comprised of Mu and Mv
5: let na ∈Mu be the lowest ancestor of v s.t. stMu(na) has an output node
6: if na is null then
7: let na be the root node of Mu
8: for each ancestor node w of v where w is a desc-or-self node of na in bottom-
up order do
9: let m be the child of w in the w-to-v path
10: if m is a pc-child (ad-child resp.) of w and w has another pc-child (descen-
dant resp.) m′ ∈ Q′ s.t. m ¹Q′ m
′ then
11: Convertible = true
12: break //exit the inner for-loop
13: if Convertible = false ∧ Mu has no output nodes then
14: initialize Convertible′ : = true
15: for each MCC path lM from Mu to a leaf MCC where lM does not contain
Mv do
16: let Md be the first descendant MCC of Mu in lM that has at least one
output node
17: let Q′′ be the subpattern of Q comprised of Mv and the MCCs in lM
from Mu to Md
18: let m be the child of w in the w-to-v path
19: if m is a pc-child (ad-child resp.) of w ∧ w does not have another
pc-child (descendant resp.) m′ ∈ Q′′ s.t. m ¹Q′′ m
′ then
20: Convertible′ := false;
21: break; //exit the inner for-loop
22: if Convertible′ = true then
23: Convertible : = true
24: if Convertible = true then
25: convert (u, v) to a mandatory edge
26: combine Mu and Mv as one MCC
Verifying m ¹Q′ m
′ requires one scan of stQ′(m) and stQ′(m
′) respectively, thus tQ′
= O(|Q′|). Hence, T1 = O(|Mu|
2|Q′|).
Now for an optional edge (u, v), lines 13-23, which correspond to Case 3 of edge
conversion, takes time T2 = O(ΣlM∈QNlM · tQ′′) where lM is a path from Mu to a
leaf MCC, NlM is the number of descendants of w in lM (line 19) and tQ′′ denotes
99
Algorithm 9 GTPQMinimization (node u)
1: let Mu denote the MCC that u belongs to
2: for each child node v ∈Mi of u do
3: initialize Redundant : = false
4: if v 6∈ OP (Q) ∧ v has no descendant d ∈ OP (Q) then
5: if v is a pc-child (ad-child resp.) ∧ u has another pc-child (descendant
resp.) v′ ∈Mu s.t. v ¹Mu v
′ then
6: Redundant : = true
7: if Redundant = true then
8: remove v and its descendant nodes
9: else
10: for each child node w of v where w ∈Mi do
11: GTPQMinimization(w)
the time for verifying m ¹Q′′ m
′ (line 19). We have NlM = |lM |, and tQ′′ = O(|Q
′′|).
Thus T2 = O(ΣlM∈Q|lM ||Q
′′|) = O(|Q||Q′′|) = O(|Q|2).
For all optional edges in Q, EdgeConvert takes time = O(Σ(u,v)∈Q(|Mu|
2|Q′| +
|Q|2)) = O(|Q|2|Q′| + |Q|3) = O(|Q|3).
Finally we also have that Step 3 which removes redundant nodes in each MCC
by GTPQMinimization takes O(|Q|3) time. Thus algorithm GTPQMinimize min-
imizes a given GTPQ Q in O(|Q|3) time.
Based on Lemma 5.4, algorithm GTPQMinimize correctly identifies and re-
moves all the redundant nodes in Q. Thus, it correctly computes the minimal
query of Q. For algorithm GTPQMinimize, we have the following result.
Lemma 5.5 For a GTPQ Q, algorithm GTPQMinimize correctly computes the
minimal query of Q in O(n3) time where n is the size of Q.
5.3 Minimization with constraints
In this section, we study the minimization of GTPQs with forward, backward,
sibling and subtype constraints, which are referred to as FBST-constraints. FBST-
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Table 5.1: Data constraints studied in this work
Constraints Notation Meaning
Forward RC α→ β each α-type element has a β-type child
RD α⇒ β each α-type element has a β-type descendant
Backward RP α← β each β-type element has an α-type parent
RA α⇐ β each β-type element has an α-type ancestor
Sibling α
γ
→ β if an α-type element has a γ-type child, then
it also has a β-type child
Subtype α ≤ β an α-type element is also of type β
Algorithm 10 GTPQMinimizeFBST (GTPQ Q, constraints C)
1: repeatedly remove the leaf MCCs that have no output nodes
2: compute the chase query QC
3: QE = EdgeConvert(QC)
4: for each MCC Mi in QC in top-down order do
5: GTPQMinimization(r(Mi))
6: remove the remaining chase nodes
constraints which represent a broad class of constraints in XML data were studied
in [15] in the context of minimizing TPQs. Table 5.1 contains a brief introduction
of the FBST-constraints. There are two types of forward constraints, required-
child (RC) and required-descendant (RD), and two types of backward constraints:
required-parent (RP) and required-ancestor (RA). To our best knowledge, there
are no prior work that studied the minimization of GTPQs with constraints.
We present an algorithm called GTPQMinimizeFBST (Algorithm 10) to min-
imize GTPQs in the presence of a set of FBST-constraints, which is extended from
GTPQMinimize with non-trivial extensions.
GTPQMinimizeFBST (Algorithm 10) consists of four main steps. Step 1 is to
repeatedly remove leaf MCCs in Q without output nodes, which is the same as in
GTPQMinimize. Step 2 computes the chase query QC . Step 3 checks and converts
the convertible optional edges in QC ; the result of Step 3 is denoted as QE. Step 4
removes redundant nodes in QE and the remaining chase nodes to obtain a minimal
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query Qm.
5.3.1 The Chase and Edge Conversion
Our chase procedure is extended from [15], which requires first to compute the
constraint graph. The constraint graph GC for a set of constraints C is a succinct
graph representation of all the non-trivial constraints that must hold given C. The
reachable subgraph denoted as GLτi is a subgraph of GC induced by τi and L where




The chase procedure. Given a GTPQ Q and a constraint graph GC , the chase
query of Q, denoted by QC , is computed using a two-step procedure:
S1. Initialize QC to be Q. For every query node u in QC , attach the reachable
subgraph GLτ(u) to u, where L = {τ(v) | v is a mandatory or optional pc-child
of u in Q}. For each τi ∈ L, if u in Q does not have a mandatory pc-child of
type τi, set the edge with label τi in the attached G
L
τ(u) as an optional edge.
S2. Augment QC with additional ad-edges.
Each of the two steps of the chase procedure involves non-trivial extensions
to handle the intricacies introduced by optional edges. Before we illustrate the
extensions that we make in the chase procedure, we introduce the extension that
we introduce to the EdgeConvert function.
The EdgeConvert function. The edge conversion procedure is done by the
EdgeConvert function (Section 6.4) with some important extensions. First, the
EdgeConvert function is now applied on QC , which contains original nodes as well
as chase nodes. In the extended EdgeConvert function, the chase nodes are treated
the same as the original nodes, as they have equal impact in whether an optional
edge is convertible. QC is decomposed into MCCs where an MCC may contain
chase nodes. The principles for edge conversion (Lemma 5.1 and 5.2) are applied
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to check for convertible edges. Whenever an optional pc-edge (u, v) is converted
to a mandatory edge, we will check whether node u has any outgoing optional pc-
edges with condition label v (representing a sibling constraint), and set such edges
as mandatory. By doing so, the interdependence of the edge conversion and the




















(a) GC (b) Q (c) QC (d) Q
′
C (e) Qm
Figure 5.6: Example 1 of chase and edge conversion
We now illustrate the chase procedure and the extended EdgeConvert function
with Example 5.5.
Example 5.5 Consider minimizing GTPQ Q in Fig. 5.6(b) in the presence of




→ d}. The constraint graph GC is shown in Fig. 5.6(a).
The chase query QC after applying the chase procedure is shown in Fig. 5.6(c),
where the boxed nodes represent the original nodes in Q and the unboxed nodes
represent the chase nodes. QC is obtained by attaching a copy of G
{b,e}
a to node a
and G
{c,d}
b to node b (for the remaining nodes, no chase nodes are added). There
is only one edge from a to e with condition label b in G
{b,e}
a ; and thus the edge
(a, e1) is set as optional in QC . Similarly, the edge (b, d1) (added by G
{c,d}
b ) in QC is
also set as optional. Q′C in Fig. 5.6(d) is the result of applying the edge conversion
procedure on QC : first, it converts the edge (b, c) to a mandatory pc-edge; second,
it sets the optional edge (b, d1) with condition label c as mandatory since node a
now has a mandatory pc-child of type c. Q′C has three MCCs: {a, e}, {e1} and
{b, c, d, d1}. The minimal query Qm in Fig. 5.6(e) is obtained by minimizing each
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(a) GC (b) Q (c) QC (d) Q
′
C (e) Qm
Figure 5.7: Example 2 of chase and edge conversion
An alternative approach is to first apply the edge conversion procedure, and then
apply the chase procedure. We show that this approach is incorrect by Example
5.6.
Example 5.6 Consider minimizing GTPQ Q in Fig. 5.7(b) with constraint e→
f , the constraint graph for which is shown in Fig. 5.7(a). Our approach first
computes the chase query QC (Fig. 5.7(c)), and then converts the optional edge
(a, e2) to a mandatory edge by EdgeConvert resulting in Q
′
C (Fig. 5.7(d)). Q
′
C has
only one MCC, which can be minimized to Qm by algorithm ChaseMinimization.
If we first apply the edge conversion step to Q (in fact no action is required in this
step), and then apply the chase procedure, the optional edge (a, e1) would not have
been converted to mandatory, which would then not be able to remove node e2 by
algorithm ChaseMinimization.
Extensions for Backward Constraints
Now we introduce the extension to Step S2 of the chase procedure, which is for back-
ward constraints. As presented in [15], the chase procedure requires an additional
step to augment additional ad-edges induced by backward constraints. Due to the
presence of optional edges, we design an extension to the ad-edge augmentation
process presented in [15].
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Extension to Step S2 of the chase procedure. Suppose an induced ad-edge
e is between an original node na and a chase node of another original node nb. If
there is at least one optional edge in the na-to-nb path, set e as an upward-only
edge.
Note that by an ‘upward-only’ edge (u, v), we mean that the edge entails only
the ‘upward’ relationship, i.e., u is a parent of v; the ‘downward’ relationship is not
entailed. An upward-only edge is graphically represented as a solid edge with an
upward arrow.
We illustrate how Step S2 with the above extension is done by Example 5.7.
Example 5.7Consider minimizing a GTPQ Q in Fig. 5.8(b) with two backward
constraints {b ← c, d ← e}. With the constraint graph GC (Fig. 5.8(a)), a chase
node d1 and b1 is added to e and c as a pc-parent node respectively by Step S1.
Step S2 adds two additional ad-edges (a, b1) and (a, d1) to the chase query. Since
there is an optional edge in the path from a to e (d1 is a chase node of e), the
ad-edge (a, d1) is set as upward-only; similarly (a, b1) is set as upward-only. We












(a) GC (b) Q (c) QC (d) Qm
Figure 5.8: Example 3 of chase and edge conversion
5.3.2 New Redundant Node Testing Rule
Another intricacy introduced by backward constraints is as follows: a query node
may be redundant without its descendants being so. In the context of GTPQs,
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this demands extensions to Lemma 5.4 for testing whether a parent node for some
non-redundant node is redundant. To handle this, we have Lemma 5.6, which
is extended from Lemma 5.4 and a result in [15]. Note that forward-backward
simulation is defined in [15]; we extend this definition in the context of subpatterns
in the same way as Section 5.2.1. For a subpattern Qs of QE and an original node
n ∈ Qs, FBsimQs(n) is the set of nodes in Qs that forward-backward simulate n
in the context of Qs.
Lemma 5.6 Let u ∈ QE be an original node, and Mu ⊆ QE be the MCC that u
belongs to.
(1) A mandatory pc-parent (ad-parent resp.) p of u is redundant iff p 6∈ OP (Q)
and u has another pc-parent (ancestor resp.) p′ ∈ FBsimMu(p);
(2) A mandatory pc-child (ad-child resp.) c of u is redundant iff (2a) c and
none of its descendant node is an output node, and (2b) u has a pc-child
(descendant resp.) c′ 6= c such that c ¹Mu c
′.
We illustrate Lemma 5.6 by Example 5.8.
Example 5.8Cont’d with Example 5.7. Q in Fig. 5.8(b) has two non-output
nodes b and d. Its chase query QC (Fig. 5.8(c), which is identical to QE as QC
has no convertible edges) is decomposed into two MCCs: M1 = {e, d1, a, d} and
M2 = {b, c, b1, a} respectively. We have a ∈ M1 due to the path e-d1-a in QC and
a ∈ M2 due to the path c-b1-a. In M2, c’s mandatory pc-parent b is redundant
by Lemma 5.6 as c has another pc-parent b1 ∈ FBsimM2(b). Meanwhile though
d is a mandatory ad-child of a, and there is a node d1 ∈ FBsimM1(d), d is not
redundant as d1 is not a descendant of a due to the upward-only edge (a, d1). Thus,
we have the minimal query Qm in Fig. 5.8(d). If the augmented ad-edges including
(a, d1) are set as conventional edges, Q would be incorrectly minimized by deleting
a non-redundant node d.
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Finally, with the above extension to the chase procedure and the EdgeConvert
and GTPQMinimization functions, we have the following result for GTPQMini-
mizeFBST.
Lemma 5.7 For a GTPQ Q and a set of FBST-constraints C, GTPQMinimizeF-
BST correctly minimizes Q in O(|Q|3|Σ|3) time where Σ is the set of types in C.
5.4 Experimental Results
In this section, we present an experimental study on the efficiency and scalabil-
ity of our proposed minimization algorithms. We assess the performance of our
algorithms on synthetic dataset (the XMark project [57]) as well as real-world cor-
pora (the DBLP records [49]). Our experimental results on both XMark as well
as DBLP demonstrate the efficiency and scalability of our proposed algorithms.
In this section, we refer to GTPQMinimize and GTPQMinimizeFBST as GTPQmin and
GTPQmin+ respectively.
We implemented GTPQmin and GTPQmin+ in Java, and ran the experiments on a
Pentium 4 PC with a 3.0Ghz processor, 1 GB of main memory, and a 30 GB hard
disk. All time is reported in milliseconds.
Minimization Time vs Query Sizes and Constraints.
In this set of experiments, we study the effect of query size and number of con-
straints on the minimization time of GTPQmin and GTPQmin+. This metric measures
the time to generate the minimal query for an input GTPQ Q and a set of FBST-
constraints C (C is empty for GTPQmin). For the XMark and the DBLP dataset
respectively, we generated a set of 10 GTPQs of increasing sizes from 10 to 100
nodes. The GTPQs contain multiple output nodes as well as optional edges. For
each of the test queries, the size of its minimal query is no more than 50% of the
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size of the original query.
For the assessment of GTPQmin+, we generated 100 (46 forward and 54 backward
constraints) constraints from the XMark dataset (the standard file from [57]), and
160 (29 forward, 10 backward and 121 sibling constraints) constraints from the
DBLP dataset from [49]. All these constraints are non-trivial constraints, meaning
that no constraint can be derived from other constraints.
Figure 5.9(a) shows the result of minimization time for both algorithms on the
XMark dataset. The five lines in Figure 5.9(a) correspond to the minimization
time with five different sets of integrity constraints (ICs), where the line with 0 ICs
is for GTPQmin and the remaining 4 lines are for GTPQmin+ with 25, 50, 75 and 100
ICs respectively. As expected from the time complexity results of both algorithms,
the minimization time for both GTPQmin and GTPQmin+ increases with a larger query
size for a fixed set of constraints.
Figure 5.9(a) also shows the effect of the number of constraints on the efficiency
of GTPQmin+. Examining the five lines from bottom to top, the minimization time
increases as the number of constraints grows from 0 to 100, for each of the 10 test
queries on the XMark dataset. This trend is expected given the time complexity
of GTPQmin+, O(|Q|3|Σ|3) where |Σ| is the number of types in the given constraints.
The results demonstrate the efficiency as well as the scalability of both al-
gorithms: the minimization time for the largest test query (with 100 nodes) is
less than 5ms for GTPQMin and less than 100ms for GTPQMin+ with 100 ICs. The
minimization time is negligible compared to the query evaluation time in typical
settings for XML query evaluation, which are in magnitude of seconds (e.g., the
query evaluation time for various XQuery engines reported in [58]).
The experiments on the DBLP dataset show similar results as in Figure 5.9(b).






































































































(c) Effects of Output Nodes Ratio (d) Effects of Optional Edges Ratio
Figure 5.9: Experimental results of our minimization algorithms
In this set of experiments, we examine the effect of the ratio r1 of (number of
output nodes)/(number of all nodes) for GTPQs on the efficiency of the minimiza-
tion algorithms. As the minimization time without constraints is too small (0 to 3
milliseconds) to examine the differences, we examine the minimization time in the
presence of constraints. We ran the experiments on both the XMark as well as the
DBLP datasets, each with two GTPQs of 10 and 20 query nodes respectively. For
each GTPQ Q, we report the minimization time by increasing the ratio r1 from
10% to 100%. Figure 5.9(c) shows the minimization time of the queries (XMark-1
and XMark-2) on the XMark dataset with 50 constraints, and the queries (DBLP-1
and DBLP-2) on the DBLP dataset with 80 constraints. The result indicates that
the ratio of (number of output nodes)/(number of all nodes) has little impact on
the efficiency of the minimization algorithm for all the four testing queries.
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Minimization Time vs Number of Optional Edges.
In this set of experiments, we examine the effect of the ratio r2 of (number of
optional edges)/(number of all edges) for GTPQs on the efficiency of the minimiza-
tion algorithms. We ran the experiments on both the XMark as well as the DBLP
queries with the same set of GTPQs as in Section 5.4. For the same reason, we
examined the minimization time in the presence of constraints. For each GTPQ
Q, we report the minimization time by increasing the ratio r2 from 10% to 100%.
Figure 5.9(d) shows the minimization time of the queries on the XMark dataset
with 50 constraints and the DBLP dataset with 80 constraints respectively. The
result indicates that the ratio of (number of optional edges)/(number of all edges)
has little impact on the efficiency of the minimization algorithm for all the four
testing queries as well.
5.5 Summary
In this work we studied the problem of minimizing GTPQs. The minimization
problem of GTPQs is a more challenging task than the minimization of TPQs due
to the presence of optional edges. We developed redundant node testing rules,
based on which we presented an efficient minimization algorithm, GTPQMinimize,
for minimizing a GTPQ without data constraints. We also studied the minimiza-
tion of GTPQs in the presence of FBST-constraints. We presented an extended
version of algorithm GTPQMinimize, called GTPQMinimizeFBST, to minimize a
GTPQ in the presence of such constraints. GTPQMinimize and GTPQMinimizeF-
BST have a complexity of O(|Q|3) and O(|Q|3|Σ|3) respectively. Our experimental




Evaluation of Tree Pattern Queries
6.1 Introduction
As described in Chapter 1, the existing work on XML query processing with views
has focused predominantly on the logical optimization issues (e.g., [48, 60]). With
the exception of the recent work on InterJoin [54], there is very little work that
has examined the important physical optimization issue. The InterJoin work [54]
proposed a tuple scheme for path-based views. As discussed in Section 3.3.2, the
proposed tuple scheme by [54] for materialized views has the advantage of keeping
the pre-computed results of some structural joins, and yet the disadvantage of
duplicate navigations due to data redundancy. On the other hand, also as discussed
in Section 3.3.2, the conventional element scheme loses the pre-computed structural
joins although it avoids the data redundancy.
To better understand the performance tradeoffs between InterJoin’s tuple scheme
and the conventional element scheme, we conducted a performance evaluation (de-
tails given in Section 6.7.1) to compare InterJoin and PathStack, where the ma-
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terialized views are stored using tuple and element schemes respectively1. Our
experimental results indicate that there is no clear winner between the two ap-
proaches. When each data node appears in at most one match in a view, InterJoin
outperforms PathStack by up to a factor of 3.5; however, when data nodes can
occur in multiple matches of a view, PathStack outperforms InterJoin by up to a
factor of 2.5.
Motivated by the unsatisfactory outcome of our experimental comparison be-
tween the tuple and element schemes, we seek to probe more deeply the design
of storage schemes and evaluation algorithms for view-based TPQ evaluation. Al-
though the design choices for physical storage are not large in general, we believe
this area deserves more attention as demonstrated by the recent interest in column-
stores vs. row-stores [59] for relational database systems.
For simplicity, we assume that the TPQs (including views) have no duplicate
element types and that views used to answer a TPQ have no element types in
common; details on handling the general case are discussed in Section 6.6. In this
work, we address the two aforementioned physical optimization issues and make
the following contributions.
1. We propose a new storage scheme for materialized XML views called linked-
element (LE) that combines the complementary strengths of the tuple and
element schemes. As the name implies, linked-element is an extension of the
element scheme that adds additional element links to preserve the precom-
puted joins in the tuple-based scheme.
2. We present a novel view-based TPQ evaluation algorithm, ViewJoin, that
can be used in combination with both the element scheme and the linked-
1Note that our comparison differs from that in [54] which was comparing InterJoin (with views)
against PathStack (without views).
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element scheme. ViewJoin is a more general approach than InterJoin: it can
evaluate general TPQs using materialized TPQ views beyond the path-based
queries and views supported by InterJoin.
3. We propose a cost-based model and heuristic to the view selection problem,
which takes into account of both the size of the materialized views and the
interleaving relationships between the tree patterns of the query and the
views.
4. We present the results of a comprehensive experimental evaluation comparing
seven combinations of view storage schemes and evaluation algorithms as
summarized in Table 6.1 where LEp refers to a variation of the LE scheme.
Our experimental results demonstrate the superior performance of ViewJoin
over both InterJoin and TwigStack by up to a factor of 4.6 and 5.8 respectively
(the average gain is 2.2 and 2.5 times respectively).
Table 6.1: XML view storage schemes and evaluation algorithms
Storage Evaluation algorithm
scheme InterJoin [54] TwigStack [13] ViewJoin (this thesis)
Tuple [54] - -
Element - [13] this thesis
LE (this thesis) - this thesis this thesis
LEp (this thesis) - this thesis this thesis
6.2 Preliminaries
Semantics of TPQs. Following the established line of the work on structural and
twig joins [5, 13, 19], we adopt the same TPQ semtantic model where each query
node in the TPQs is an output node. The evaluation of a TPQ Q on D requires
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finding all the embeddings of Q in D. Each embedding of Q onto D corresponds
to a tree pattern instance comprising of the data node β(u) for each node u ∈ Q.
The answer to a TPQ Q is the set of the tree pattern instances corresponding to
all the embeddings of Q in D.
A data element n ∈ D is a solution element of a TPQ Q iff n is in some tree
pattern instance matching Q. A solution (data resp.) element of type q is called a
q-type solution (data resp.) element.
Views. Let V be a set of views, where each view in V is a TPQ. If Q can be
answered using views contained in V , we say that V is a covering view set of Q.
Specifically, V is a covering view set of Q iff for each query node q in Q, there is
a view v in V such that v has a node having the same element type as q and v is
a subpattern of Q. A covering view set V of Q is a minimal covering view set of
Q if Vs is not a covering set of Q for any Vs ⊂ V . We denote |V | as the number of
views in V .
Example 6.1 Consider a TPQ Q in Figure 6.2(d), and a set of views V =
{v1, v2, v3} in Figure 6.2(a). Each view in V is a subpattern of Q, but only v2 and
v3 are connected subpatterns of Q. View v1 is not a connected subpattern of Q as
the ad-edge between nodes a and e in v1 is not in Q. V is a minimal covering view
set of Q.
6.3 Linked-element storage
In this section, we propose a new storage scheme, called linked-element (LE) scheme
that combines the complementary strengths of the two existing storage schemes
(i.e., tuple scheme and element scheme) for materialized views.
A materialized view stored in the LE scheme is conceptually a directed acyclic
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graph (DAG). For the ease of presentation, we first present the conceptual DAG
structure.
6.3.1 Conceptual DAG Structure
For a view pattern v, we use Tv to denote the result of evaluating v on an XML
data tree T ; for a node n in Tv, we use qn to denote n’s corresponding query node
in v.
Design of the structure of Tv. We aim to represent the view Tv in a DAG
structure where the elements in Tv are connected by the pointers in Tv, such that
the result of the structural join is preserved.
Natural projection from T . One possible structure of Tv could be the result
of a natural projection from T as follows. Project out all the data elements that
belong to Tv from T ; then connect each element n to its lowest ancestor element m
using a pointer from m to n. The result of this projection is a set of trees, which
we denote as T ′v.
From T ′v, one could materialize the view as follows. For an element n in T
′
v,
each outgoing edge of n is stored as a pointer of element n in the materialized view.
However, we observe that this leads to varying number of pointers for elements of
the same type, which is undesirable in the organization of the materialized view.
Example 6.2 Consider an XML tree T in Figure 6.1(a) and a view pattern v1 =
//a//e. The result of evaluating v1 on T can be represented in Figure 6.1(b), which
is a derived from a natural projection from T . A direct materialization of T ′v will
lead to heterogeneity in the pointers of the a-type elements. Element a1 has three
pointers for its three e-type descendant elements; a2 has two pointers pointing to
its e-type descendant elements and one pointer for its a-type descendant element;
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(a) Data tree T (b) Natural projection T ′v (c) Our DAG structure Tv
Figure 6.1: Conceptual structure for materialized view v1 = //a//e
Our DAG structure. Noticing the above drawback of the natural projection, we
propose a DAG structure to represent Tv which is transformed from T
′
v, such that
each element n in Tv has the following pointers.
1. a child pointer for each pc-child (ad-child) query node qi of qn in v: linking n
to element ni in Tv where ni is the qi-type child (descendant resp.) of n with
the smallest start label.
2. a descendant pointer: linking n to element n′′ in Tv where n
′′ is the qn-type
descendant element of n with the smallest start label. If node n′′ does not
exist, the descendant pointer is a null pointer.
3. a following pointer: linking n to element n′ in Tv where n
′ is the qn-type
following element of n with the smallest start label; if qn in v has a parent
query node α, n and n′ are required to have the same lowest α-type ancestor
in Tv. If element n
′ does not exist, the following pointer is a null pointer.
Each element n of a given type q in Tv has a fixed number of pointers: one
descendant pointer, one following pointer, and one child pointer for each child
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(c) Tv2 (d) Q
Figure 6.2: Conceptual DAG structure for materialized views (null pointers are not
shown)
of the same type, while a child pointer points to an element of a different type.
The child, descendant and following pointers are represented using downward sin-
gle arrows, downward double arrows, and horizontal dashed arrows respectively.
Through these pointers, the DAG structure captures the structural relationships
among the elements of different types in the materialized view.
Example 6.3 Cont’d from Example 6.2. Our DAG structure corresponding
to the materialized view of v1 = //a//e is shown in Figure 6.1(b). While it is
straightforward to understand the child and descendant pointers, we give some
explanation of the following pointers. There is a following pointer from e1 to e2,
as e2 is the following element (e2.start > e1.end) of e1 with the smallest start
label, and meanwhile a1 is the lowest a-type ancestor of e1 and of e2 respectively.
Similarly, there is a following pointer from e2 to e3, and e4 to e6. Note that there
is not a following pointer from e4 to e5, as e4’s lowest a-type ancestor (a2) and e5’s
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lowest a-type ancestor (a3) are not the same element. For similar reason, there is
not a following pointer from e3 to e4.
The running example. Consider a set V of three views v1 to v3 in Figure 6.2(a).
The DAGs corresponding to the materialized views v2 and v3 w.r.t. the XML data
tree T in Figure 6.1(a) are shown in Figures 6.2(c)&(b) respectively (note that view
v1 is shown in Figure 6.1(c)). Now consider query Q in Figure 6.1(d). Q on T can
be answered using the three views v1 to v3.
6.3.2 Linked-Element (LE) Scheme
Consider a view v and its materialized result Tv, which is conceptually a DAG
structure. We propose a storage scheme called linked-element (LE) to store Tv as
multiple lists of elements: one list Lq for each query node q ∈ v. Lq contains all
the q-type elements in Tv, sorted in document order.
An element n in Lq is stored as a tuple containing its positions and pointers,
<start, end, level, f, d, s1, ..., sm>, where f and d are the following pointer and
descendant pointer, and s1, ..., sm are the child pointers of n. Each pointer stores
the position of the pointed element within the respective list, comprising of a disk
page number and a byte offset within the page.
Example 6.4 The DAGs in Figure 6.1(c) and Figure 6.2(c) are stored as multiple
linked-element lists as shown in Figure 6.3(a)&(b). Elements in each list are sorted
in document order.
The LE scheme has the following advantages.
(1) Compact space to capture view result. The linked-element scheme cap-
tures the view result in a more compact way than the tuple scheme if an element
appears in multiple view matches. Unlike the tuple scheme, there is no need to keep
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(a) fully materialized Tv1 (b) fully materialized Tv2
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(c) partially materialized Tv1 (d) partially materialized Tv2
Figure 6.3: LE/LEp lists for DAGs in Figure 6.2
duplicate copies of the element. Similar to the tuple scheme, it has the advantage
of the precomputed structural joins of the view patterns.
(2) Skipping non-solution elements. Evaluation of a query with views stored
in LE requires a single scan of the involving lists. The LE scheme allows skipping of
non-solution elements in query evaluation. Consider evaluating query Q in Figure
6.2(d) using views v1, v2 and v3 in Figure 6.2(a). Element a1 does not lead to
any query match of Q as a1 has no matching f -type descendant due to a1.end <
f1.start. We can then advance a1 to a2 via the following pointer. Examining the
data tree T in Figure 6.1 (a), we know that all the elements in the subtree rooted
at a1 are non-solution elements of Q. With materialized pointers, all the elements
under a1 ∈ T can be skipped from processing.
(3) Reduced list accessing cost. With the LE scheme, we can evaluate a query
Q using views as follows. First, evaluate a subpattern Qs of Q. Second, access the
matching entries of query nodes not in Qs by pointers. Consider evaluating a TPQ
Q = //a//b[//c/d]//e with views //a, //b[//c/d], and //e. We can first evaluate a
subpattern Qs = //a//b//e by accessing only the materialized lists corresponding
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to a, b and e. From the answer of Qs, we then access the matching entries from
the lists corresponding to c and d by the pointers, instead of scanning the entire
lists of c and d. When the answer to Qs is small in size or empty, the reduced cost
in accessing c and d lists can be significant.
There are other options to store the materialized view Tv. However, these
options do not have some of the advantages described above. For instance, we can
store Tv as one integrated list consisting of all the elements in the DAG structure
and the associated pointers, but this would not have the advantage (3). Another
alternative is to partition the DAG structure into disk pages with (or without)
pointers, but this would not have the advantages (3) (or (2)-(3) resp.).
6.3.3 Partial Linked-Element (LEp) Scheme
The materialization of the pointers in our proposed scheme effectively captures the
structural matchings of the view pattern. However, not every materialized pointer
is beneficial for query evaluation.
Consider again the example of evaluating query Q in Figure 6.2(d) using views
v1, v2 and v3 in Figure 6.2(a). The materialized views of v1, v2 and v3 are shown
in Figs. 6.1(c), 6.2(c) and 6.2(b). Element a1 is not a solution element as the first
element f1 in the linked-element list of f (an ad-child of a) has a start label greater
than the end label of a1. Since none of the descendant elements of a1 is a solution
element, the a-type element is then advanced to a1’s first following element a
′,
which could be potentially a solution element of Q.
With the following pointer, the cost of finding a′, denoted as cp, is the sum
of c1 and c2, where c1 is the cost of processing a1’s following pointer to get the
position of a′, and c2 is the cost of accessing a
′. Without the following pointer,
the cost of finding a′, denoted as co, is equal to d ∗ (c3 + c4) where c3 is the cost of
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accessing the next entry ak in La, c4 is the cost of comparing ak.start versus a1.end,
and d is the distance from a1 to a
′ counted in the number of entries in La.
In the above example, a′ is the adjacent entry of a1, i.e., d = 1. In this case,
the advantage of using pointers may not be reflected as the avoided comparison
cost may be offset by the cost of processing the pointer. However, the advantage of
materializing the following pointer is expected to be more significant when d gets
larger.
We propose a variant of the LE scheme, called partial linked-element (LEp)
scheme, where pointers are partially materialized using the following heuristic rules.
1. If a pointer is a child pointer (which points to an element in a different list),
it is materialized;
2. If a pointer is a following or descendant pointer, it is materialized if the
pointed element is more than one entry away in the respective list.
The LEp lists with partial materialization of pointers are shown in Figure 6.3(c)&(d).
6.4 ViewJoin algorithm
In this section, we examine how to efficiently evaluate a query Q given a minimal
covering view set V stored in LE or LEp scheme. For simplicity of discussion, we first
present a solution for LE views, and then we discuss the variation of the solution for
LEp views. In this section, Q refers to a TPQ and V refers to a minimal covering
view set of Q where each view in V is stored using the linked-element scheme.
6.4.1 View-Segmented Query
Let vs be a connected subpattern of a view v ∈ V . If vs is also a connected
subpattern of Q, then the join operations corresponding to the edges in vs can be
121
avoided in the evaluation of Q, as the join result of the connected subpattern vs is
precomputed in the materialized views of the linked-element scheme.
Thus it is desirable to decompose the tree pattern of Q into segments such that
each segment is a connected subpattern of some view v in V . The join operations
corresponding to the edges within a segment are avoided when evaluating Q using
V . Evaluating Q can then be transformed into the joining of the segments. This is
more efficient as the number of segments is generally smaller than the query nodes
in Q. This motivates the concept of view-segmented query as follows.
An edge e = (n1, n2) ∈ Q is an inter-view edge w.r.t. V if query nodes n1 and
n2 are covered by two different views in V ; otherwise, e is an intra-view edge. The
view-segmented query Q′ can be formed from Q in two steps. First, remove the non-
root nodes with no incoming or outgoing inter-view edges. If a non-leaf node q ∈ Q
is removed in this step, then we connect each child node of q to q’s parent node
with an ad-edge which is treated as an intra-view edge. Second, group together the
nodes that are connected by intra-view edges. The set of nodes grouped together
is called a segment.
Each segment B by itself is a tree pattern and the root of the tree pattern is
the root node of the segment, denoted as r(B). If r(B) in Q′ has a parent query
node which belongs to another segment B ′, then we call B a child segment of B ′.
Q′ has a root segment, which is the segment containing the root node of Q. The
view-segmented query Q′ can be obtained in linear time in the size of Q.
Example 6.5 Consider the same TPQ Q and views in Figure 6.2(b)&(c). To
depict the interleaving conditions of Q w.r.t. the views, we annotate its query nodes
using different shapes as shown in Figure 6.4(a): nodes from v1, v2, v3 are shown
in circles, boxes, triangles respectively. The inter-view edges are shown in bold:










(a) Query (b) View-segmented query
Figure 6.4: View-segmented query for query Q w.r.t. views v1, v2, v3 in Fig. 6.2
query Q′ of Q is shown in Figure 6.4(b): it has four segments, B1 = a, B2 = b//d,
B3 = f and B4 = e; and the root segment is B1.
6.4.2 ViewJoin Evaluation Algorithm
With the concept of the view-segmented query, we propose an algorithm, ViewJoin
(Algorithm 11) to efficiently evaluate Q on V in a two-step approach. First, it
evaluates the corresponding view-segmented query Q′; this step computes the query
result involving only the nodes in Q′. Second, it extends the result of the first step
to obtain the matching elements of the query nodes that are in Q but not in Q′ using
the materialized pointers corresponding to intra-view edges. Although ViewJoin
shares the same spirit as the twig join algorithms (e.g., [13, 19]), it has the following
non-trivial extensions and unique features.
1. It processes the materialized views stored in linked-element scheme instead
of element streams;
2. It keeps the intermediate solutions in the view DAG structure (introduced in
Section 6.3.1) unlike [13, 19] which use a stack structure. It thus provides a
solution for storing the query result as a materialized view;
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3. It processes with segments rather than query nodes of the query, which is
more efficient as the number of segments is usually smaller than the query
nodes;
4. It can skip processing some non-solution elements in the input view lists,
unlike [13, 19] which process every element in the input streams.
Like [13, 19], our ViewJoin algorithm may not guarantee space optimality when
pc-edges are present for twig queries. However, space optimality is guaranteed for
twig queries/views with pc-edges so long as all the inter-view pc-edges in Q w.r.t.
V are in the same root-to-leaf path of Q.
Overview of Algorithm ViewJoin. ViewJoin computes the solution elements
in document order via the getNext function (Function 13), and builds the DAG
structure F with the solution elements via the addElements function (Function
12). Each call of the getNext function computes the next solution element with the
smallest start label. The addElements function adds elements to F in a top-down
order: descendant elements are never added to F before its ancestor elements. If
the next element n to be added to F is not under the root element nr of F , then
the solutions in F are outputted via the second step, which computes the query
matches embedded in F via a single pass of F , and then F is re-initialized to a new
DAG with root n.
When there are inter-view pc-edges in the query Q, algorithm ViewJoin builds
the DAG structure F by assuming these edges are ad-edges. The pc-relationships
are checked when outputting solutions from F by the level labels.
For each node q ∈ Q′, ViewJoin maintains an element cursor Cq to represent
the next element to be processed in the corresponding LE list Lq, and a pointer Tq
to point to the last q-type element added to F . For an element n in a materialized
view, q(n) denotes the query node in Q that matches n. For a query node q ∈ Q,
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Algorithm 11 ViewJoin (minimal covering view set V , TPQ Q)
1: compute the view-segmented query Q′;
2: initialize Cq to first entry in Lq for each q ∈ Q
′;
3: initialize Tq to null for each q ∈ Q
′;
4: F = new empty DAG;
5: while (n = getNext(root segment of Q′)) 6= null do
6: if q(n) = r(Q′) then
7: if nr is null then
8: nr = n;
9: else if n.start > nr.end then
10: extend F to cover nodes in Q via pointers;
11: output matches in F ;
12: nr = n;
13: F = new empty DAG;
14: F .addElements(n);
function 12 addElements (element n)
1: for all q ∈ stQ′(q(n)) in top-down order do
2: let p = the parent element of q in Q′;
3: if q 6= r(Q′) ∧ Cq.start > Cp.start in Q
′ then
4: set solq = Cq;
5: break; //exit for loop
6: else
7: add element Cq to F ;
8: set Tq = Cq;
9: Cq → next entry in Lq;
stQ(q) denotes the subtree of Q rooted at q; solq denotes the q-type solution element
which is not yet added to F .
We illustrate the ViewJoin algorithm with examples with focus on the unique
features of the two important functions: the addElements function and the getNext
function.
(i) Segment-level processing. In traditional twig join algorithms (e.g., [13]), the
recursive function getNext iterates with the query nodes in a top-down order. The
number of the recursive iterations before finding the next solution element is equal
to the number of nodes in the query. Our getNext function works in a similar
way, but in contrast, it iterates with the segments instead of query nodes. The
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function 13 getNext (segment B)
1: if isLeafQ′(B) or Cr(B) = solr(B) then
2: return Cr(B);
3: initialize S to an empty set;
4: for each child segment Bs of B in Q
′ do
5: ns = getNext(Bs);
6: if ns is null then
7: return null;
8: if q(ns) 6= r(Bs) then
9: add ns to S;
10: else if ns.start < Cp.start then
11: let p = the parent node of q(ns) in Q
′;
12: if ns has a p-type ancestor in F then
13: add ns to S;
14: else
15: while Cq(ns).start < Cp.start do
16: Cq(ns) = next entry in Lq(ns);
17: return getNext(B);




22: add ns to S;
23: add non-null Cqi to S for each qi ∈ B;
24: nmin = minargns∈S (ns.start);
25: return nmin;
function 14 advancePointers (query node q, qs)
1: while Cq.end < Cqs .start do
2: Cq → Cq
′s linked element via following pointer;
3: let vq = the view containing q;
4: for all node qi ∈ stq(Q
′) in top-down order do
5: let pi = the parent node of qi in Q
′;
6: if qi ∈ vq then
7: Cqi → Cpi
′s linked element by qi-type child pointer;
8: else
9: if qi is a root node of some segment then
10: while Cqi .start < Cq.start do
11: Cqi → next entry in Lqi ;
12: else
13: Cqi → Cpi
′s linked element by qi-type child pointer;
number of recursive iterations before finding the next solution element is bounded
by the number of segments in the view-segmented query Q′. As the number of
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segments is generally smaller than the number of query nodes, our getNext function
is expected to take fewer iterations before finding the next solution element. Note
that structural comparisons are performed only for inter-view edges in Q′ (between
r(Bs) and its parent node p) in lines 10-22.
(ii) Adding multiple solution elements at a time. For a solution element n
returned by the getNext function, Cq for each query node q ∈ stQ′(q(n)) is also a
solution node. The reason is the following. As a solution element, n must have an
identified matching element nq for every query node q ∈ stQ′(q(n)); now nq must
not have been added to F due to the top-down order of constructing F . Thus the
matching node nq is Cq. Note that when Cq is a solution element, the cursor is not
advanced unless it is already added to F .
The addElements function adds solution elements to F as follows. For each
query node q ∈ stQ′(q(n)) in top-down order, if q is the root node of Q
′, Cq is
added to F . Otherwise, if Cq.start < Cp.start where p is the parent query node of
q in Q′, Cq is added to F . If Cq.start > Cp.start, Cq is not added to F as doing
so might violate the top-down order of constructing F ; instead, set solq to Cq as
a cached solution element which is not added to F yet. The cursor Cq is not
advanced if Cq is cached. The cached solution elements avoid re-computing them
using the getNext function. When the getNext function encounters a query node
q for which Cq = solq, it then returns Cq without further processing.
(iii) Skipping non-solution elements. With the LE scheme, the getNext function
may skip some non-solution elements from processing. Consider a segment B with
a child-segment Bs. Let p be the parent node of the root node of Bs. Apparently p
is in segment B. Let ns be the element returned by getNext(Bs). Cp matches ns iff
Cp.start < ns.start and ns.end < Cp.end. If ns.start > Cp.end (line 18), then Cp has
no matching q(ns)-type descendant element and is thus a non-solution element. In
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this case, pointers are advanced via the advancePointers function (Function 14) to
skip elements that are guaranteed to be non-solution elements. We illustrate the
advancePointers function by the following example.
Example 6.6 Consider the same view-segmented query Q′ in Figure 6.4(b) with
the linked-element lists in Figure 6.3(a)&(b). We show how getNext(B1) skips non-
solution elements where B1 is the root segment of Q
′. Initially, we have Ca = a1,
Cb = b1, Cd = d1, Ce = e1, and Cf = f1. Recursive call of getNext(B3) returns Cf
= f1. As f1.start > a1.end implies that a1 has no matching f element, a1 is thus
not a solution element. The advancePointers function advances Ca to a2 via its
following pointer (lines 1-2 of advancePointers). Node a in Q′ has four descendant
query nodes: b, d, e and f . For node b which is the root node of segment B2, Cb is
advanced to the next entry b2 ∈ Lb; for d ∈ B2, Cd is set to d4 via the child pointer
of b2 skipping all the elements in Ld between d1 and d4 in Ld; for e ∈ B1, Ce is set
to e4 via child pointer of a2 skipping all the elements between e1 and e4 in Le.
We now use the following example to illustrate how algorithm ViewJoin evalu-
ates query Q in Figure 6.4(a) with the views in Figure 6.2.
Example 6.7 Cont’d with Example 6.6. Now we have Ca = a2, Cb = b2, Cd = d4,
Ce = e4, Cf = f1. In this iteration of getNext(B1), recursive calls getNext(B2) and
getNext(B3) return b2 and f1 respectively, which are both descendants of Ca = a2.
Both b2 and f1 are added to the set S. Finally we have S = {a2, b2, f1}. Element
a2 with the smallest start label is then returned as the first solution element.
The addElements function tries to add to F the current cursors b2, d4, e4 and f1
for the query node below a in Q′, which are also solution elements. We initialize F
and add these solution elements to F in top-down order, and update these cursors
to the next entry in the respective lists. Figure 6.5(a) shows the current status of
F .
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Element cursors are now as follows, Ca = a3, Cb = b3, Cd = d5, Ce=e5 and Cf =
f2. The solution element returned by the getNext function is f2. The addElements
function adds only f2 to F as f is a leaf node in Q
′, and updates Cf to f3. The
next solution element returned is a3. Similarly, b3, d5, e5 and f3 are also solution
elements. All these solution elements are added to F except e5, as e5 is a descendant
of the updated element cursor Cd = d6, which is potentially a solution element.
Figure 6.5(b) shows the current status of F .
The next solution element returned is d6. Now d6 and e5 are added to F . There
are no more solution elements returned by getNext. There is a node c ∈ Q which
is not in Q′. For each of the b-type element nb ∈ F , add the linked c-type elements















(a) F : status 1 (b) F : status 2 (c) F : status 3
Figure 6.5: Running example of ViewJoin
Variations of the ViewJoin algorithm. So far we have presented the ViewJoin
algorithm by assuming that the entire solution for the query can be kept in the
memory, which we call the memory-based approach. In the case that the memory
space is insufficient to keep the solution, we propose an variation of the ViewJoin
algorithm, which we call the disk-based approach. The disk-based approach outputs
the intermediate query solutions and then read them into the memory again to
compute the query matches. More specifically, the disk-based approach outputs
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the portion of the DAG F that is comprised of elements with their end labels
smaller than the start label of the current solution element returned by the getNext
function. The disk-based approach uses less memory space than the memory-based
approach.
Complexity results. The number of comparisons that an element n in a materi-
alized view Tv participates in is bounded by the number of the inter-view edges con-
nected to the corresponding query node in Q′. We then have the time-complexity:
O(
∑
q∈Q |Lq| ∗ eq + |output|) where eq is the number of inter-view edges of q in Q.
The space complexity depends on the variations of the ViewJoin algorithm.
The space needed for the memory-based approach is O(|Fmax|) where Fmax is the
largest F computed. The size of Fmax can be as large as the entire output. In this
approach, the space needed for the disk-based approach is O(|Q| ∗ |l|), where l is
the longest root-to-leaf path in the data.
For algorithm ViewJoin, we have the following result. Note that the space
complexity in Lemma 6.1 is for the disk-based approach.
Lemma 6.1 For a given TPQ Q and a minimal covering view set V in linked-
element scheme, ViewJoin computes all the matches of Q on V in O(
∑
q∈Q |Lq| ∗
eq + |output|) time where Lq is the element list of q and eq is the number of inter-
view edges of q in Q. The I/O complexity is O(
∑
q∈Q |Lq| + |output|) . The space
complexity is O(|Q| ∗ |l|) where l is the longest root-to-leaf path in the data.
Lemma 6.1 shows that the size of the views as well as the complexity of the
interleaving conditions between Q and the views in V are important determinants
of the evaluation cost.
Evaluation algorithm for views in LEp scheme. Algorithm ViewJoin can
evaluate a query using views in LEp scheme via some minor modifications of the
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advancePointers function as follows. Before Step 2 of the advancePointers function
(Function 14) which intends to advance a cursor Cq via its following pointer p, add
an additional step to check whether p is materialized. If p is not materialized, Cq
is advanced to the next entry in Lq. The modified ViewJoin algorithm evaluates
a given query using views in LEp scheme with the same time and space complexity
results.
6.5 View selection
In this section, we examine the view selection problem which is defined as follows.
Given a set of materialized views V and a TPQ Q, find a subset Vs of V such that
(1) Vs answers Q and (2) there does not exist a proper subset V
′
s of V that is more
efficient than Vs for answering Q w.r.t. a cost model. The view selection problem
is a NP-complete problem.
In the following, we present an evaluation cost model for the ViewJoin algo-
rithm that takes account of both the size of the materialized views as well as the
interleaving conditions between the view patterns and the query pattern.
Cost model. Consider a TPQ Q and a view v which is a subpattern of Q. Let
c(v,Q) denote the cost of evaluating Q using v, which is the sum of two components:
the I/O cost of accessing the view (denoted by c1) and the CPU cost of the join
(denoted by c2). The I/O cost c1 is measured by the size of the materialized view
of v, i.e., c1 =
∑
q∈v |Lq| where |Lq| denotes the size of the q-type list. The join
cost c2 is measured as follows. For each query node q ∈ v, we measure its join cost
as |Lq| ∗ eq where eq denotes the number of the edges of q in Q that are not present
in v. We then define c2 as the sum of the join cost of all the nodes in v, i.e., c2
=
∑
q∈v |Lq| ∗ eq. For an edge (p, q) in Q but not present in v, the sizes of both
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Lp and Lq are taken into account in measuring the join cost c2. The total cost





q∈v |Lq| ∗ eq, where λ is a weight parameter, λ ∈ [0, 1].
Our experimental results show that query evaluation is CPU bound. Thus we
set λ = 1 to obtain a good approximation.
Heuristic for view selection. Given the above cost model, we can apply the
greedy heuristic in [34] to solve the view selection problem. Note that if v is not a
subpattern of Q, v is removed from consideration as it cannot be used in answering
Q.
We denote Vm as the set of selected views, which is initially empty. Each
unselected view v ∈ V − Vm has a benefit given by
Nv
c(v,Q)
where Nv is the set of
query nodes in Q that are not covered by any view in Vm and covered by v.
The greedy heuristic iteratively selects the most beneficial unselected view from
V − Vm and adds to Vm until (1) all query nodes in Q are covered by the views in
Vm or (2) V becomes empty.
If the heuristic terminates under condition (1), then Vm is the minimal view set
for Q; otherwise, Q cannot be answered by V . The time complexity of the heuristic
is O(|Q||V |).
Example 6.8 Consider a query Q = //dataset//tableHead [//tableLink//title]
//field//definition//para and the set of views shown in Table 6.2. Query Q and
the views are defined on the Nasa dataset from [49]. The size of the materialized
views and the c(v,Q) cost for each view v are also specified in Table 6.2. Note
that all the views given are subpatterns of Q. Our proposed heuristic approach
will select the view set {v2, v5 , v6}. If a heuristic based purely on the size of views
is used, the set of views selected would be {v2, v3, v4, v5}. Our experimental result
in Section 6.7.2 shows that evaluating Q using {v2, v5 , v6} outperforms {v2, v3,
132
v4, v5} by a factor of 1.93.
Table 6.2: Example of view selection
View Size (MB) c(v,Q)
v1 //dataset//definition 0.88 1.76
v2 //dataset//tableHead 0.14 0.17
v3 //field//para 0.73 1.01
v4 //definition 0.83 1.66
v5 //tableLink//title 0.37 0.20
v6 //field//definition//para 0.97 0.27
6.6 Discussions
We present some problem variations and discuss the corresponding extensions of
our proposed algorithm.
Overlapping views. Our algorithm can be easily extended to handle views that
have query nodes in common. Consider a TPQ Q and a minimal covering view set
V . Let v1 and v2 be two views in V that have at least one common query node q.
In the materialized views, both v1 and v2 have a q-type linked-element list. Since
both v1 and v2 are subpatterns of Q, the q-type linked-element of either v1 or v2 is
a superset of the q-type nodes in the answer of Q. Thus, the q-type linked-element
list from either v1 or v2 suffices the need for evaluating Q.
The fundamental issue here is to determine the q-type linked-element list to be
used for evaluating Q. A naive approach is to simply pick the q-type linked-element
list with the smallest size. However, it neglects the impact of the interleaving
conditions between Q and the views. We proposed the following approach inspired
by the our heuristic view selection method discussed in Section 6.5.















(a) Query Q (b) Views V (c) View-segmented queries
Figure 6.6: Example of overlapping views
Section 6.5;
2. Repeatedly do the following. Pick the next view vmin from V , and mark
the node types in Q contained in vmin that are not yet marked. The newly
marked nodes denote the query nodes that will use the linked-element lists
in vmin for evaluating Q.
Example 6.9 Consider query Q and views V shown in Figure 6.6(a) and 6.6(b)
respectively. V is a minimal covering view set of Q. The two views v1 and v2 have
a common node c. (1) If the c list from v1 is used, then the edge (c, e) is an intra-
view edge with the remaining edges in Q being inter-view edges. The corresponding
view-segmented query Q′ is shown in Figure 6.6(c) with each segment shown in a
circle. (2) If the c list from v2 is used, then the edges (b, c) and (c, d) are intra-view
edges with the remaining edges in Q being inter-view edges. The corresponding
view-segmented query Q′′ is shown in Figure 6.6(c). Even if the size of the c list
in v1 is smaller than the c list in v2, using the c list from v2 could still be a better
choice due to less segments in Q′′.
Wild cards. The proposed solution is able to evaluate queries with wildcards
via simple extensions. For example, if wild cards appear as a leaf node, then the
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parent query node should not match a leaf data node. An additional checking
before adding the parent data node p to F to ensure p.end > p.start + 1 would
produce the desired result.
When a wildcard node is not a leaf node in a query Q, generally a filtering
process is to be applied on the result of the query Q′ which is obtained from Q
by removing the wildcards. For instance, for query fragment a//*/c or a//*//c,
the required filtering process is to ensure that the a-element is not a parent of the
corresponding c-element; for query fragment a/*/c, the required filtering process is
to ensure that the level of the a-element is equal to the level of the corresponding
c-element minus 2.
Duplicate types in a query. For a query with more than node of the same
type, replication of the element list of the type may not be an efficient solution.
The problem is more intricate due to the presence of views. If data replication
can be avoided, a more efficient solution may exist. Consider answering query
//a[c//d]/b//c using views //a/c//d and //b//c. Data replication is not needed
as the two views, each containing a linked-element list of c-type elements, can be
exploited to answer the query directly.
Value-based predicates. In general, a node in a query twig pattern may have a
value-based predicate on the attributes. Like other solutions for structural join and
twig join, such as [13], it suffices our purposes if there are efficient access methods
to identify the nodes that satisfy the value-based predicates.
Handling non-output nodes. When there are non-output nodes in the query
Q, ViewJoin can be further optimized to reduce computation costs for building
F . Depending on the position of a non-output node q in Q, different optimization
opportunities may exist. If there are no output nodes in the subtree of Q rooted at
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q, then adding all nodes matching q to F is not needed. Suppose q’s parent query
node p is an output node. For each solution element of p-type, no solution elements
of q-type and of each type below q are to be added to f . The reason is that the
p-type solution element also implies the existence of the matching elements of the
sub-tree rooted at q.
6.7 Experimental results
In this section we present our experimental results on the performance of different
combinations of view storage schemes and evaluation algorithms. For simplicity,
we use IJ, TS, VJ to refer to InterJoin, TwigStack, ViewJoin; and T, E, LE/LEp
to refer to tuple, element, linked-element scheme with full/partial materialization
of pointers respectively. For a ∈ {IJ, TS, VJ} and s ∈ {T, E, LE, LEp}, we use a + s
to refer to a combination of the algorithm and the view storage scheme.
Table 6.1 in Section 6.1 summarizes the seven combinations of algorithms and
view storage schemes in our experiments. Note that IJ works only with tuple
views, while TS and VJ work only with element views and linked-element views.
The original TS algorithm can only process element views, which we extend to
process views in linked-element schemes.
We implemented these algorithms using Java 1.5.0 and performed experiments
on a Pentium 4 PC with 3.0Ghz processor and 1GB main memory, and a 30GB hard
disk. We ran each experiment five times with the average of the results reported.
As introduced in Section 6.4, both TS and VJ may have two processing approaches.
The experimental results are based the memory-based approach of both TS and VJ
unless otherwise specified.
Datasets and test queries. Both synthetic and real datasets are used for the
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experimental evaluation. The synthetic datasets are the XMark datasets [57] gen-
erated with different scaling factors: the size of the XMark datasets is from 100MB
to 700MB. The standard 113MB XMark dataset is used for the experiments unless
otherwise specified. The real dataset used is the Nasa dataset from [49] consisting
of 23MB data, which was also used in [54] for experimental study.
For the XMark datasets, our test queries are derived from XMark’s benchmark
XQuery queries by removing the features not supported in XPath (e.g., groupings,
user-defined functions, re-constructs) and discarding the value-based predicates.
We use the 14 derived XPath queries (Q1-Q2, Q4-Q6, Q8-Q11, Q13-Q14, Q18-Q20)
which do not have OR/NOT-predicates. Out of the 14 benchmark queries on
XMark datasets, 6 queries are path queries and the other 8 queries are twig queries.
The transformed XPath queries are given in Appendix A.7.
For the Nasa dataset, as there are no benchmark queries available, we generated









The main observations and findings of our experimental results are summarized
as follows.
1. VJ outperforms IJ and TS by a factor up to 4.6 and 5.8, respectively, in terms





















































(b) XMark benchmark twig queries
Figure 6.7: Processing time for XMark queries with views
2. There is no clear winner between IJ and TS. In particular, IJ outperforms
TS by a factor of 3.5 if data elements do not occur in multiple tuples for the
tuple scheme, and TS outperforms IJ by a factor of 2.5 if otherwise.
3. The view storage schemes have significant impact on the performance of VJ.
Specifically, VJ+LEp outperforms VJ+LE by a factor up to 1.8, which in turn
outperforms VJ+E by a factor up to 1.9.
4. Our experimental results on XMark datasets show that VJ is scalable in terms
























































(b) Twig queries on Nasa
Figure 6.8: Processing time for Nasa queries with views
6.7.1 Processing Time for Path/Twig Queries
We examine both path queries as well as twig queries on the XMark and Nasa
datasets. The experimental results of the path and twig queries are shown in
Figure 5.9, which compare the total processing time (I/O time + CPU time) of
answering a query using different algorithms with materialized views in different
storage schemes. Note that the CPU time is the dominant part of the total pro-
cessing time. For path queries, we compared the performance of all the seven
combinations of algorithms and view storage schemes as shown in Figs. 5.9(a)&(b).



















































(b) Interleaving for twig query
Figure 6.9: Impact of interleaving conditions
twig queries, we investigated the performances without IJ (Figs. 5.9(c)&(d)), as
IJ handles only path-based queries and views. The main observations from Figure
5.9 are as follows.
First, VJ outperforms TS and IJ regardless of the view storage scheme. More
specifically, VJ outperforms TS for all the queries on both the XMark and Nasa
datasets by a factor of 1.4 to 5.8; for the Nasa dataset with highly skewed element
distribution, a higher performance gain over TS is observed than the XMark datasets
due to a higher benefit in skipping non-solution elements using pointers. For the
path queries, VJ outperforms IJ (except for query Q6) by a factor of 1.1 to 4.6. For
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query Q1 and N1, IJ performs significantly worse than VJ and TS due to the high
data redundancy in the tuple views. However, for Q6, IJ slightly outperforms VJ
as Q6 is very simple (with only three steps) and the tuple views have no recurring
elements, i.e., each element appears in exactly one tuple.
Second, there is no clear winner between IJ and TS. As shown in Figs. 5.9(a)&(b),
TS outperforms IJ for queries Q1, Q2, Q20, and N1 by a factor up to 2.5. The tuple
views for these queries have high data redundancy. For the other path queries, IJ
outperforms TS by a factor up to 3.5.
Third, for VJ, the best performance is observed with the LEp storage scheme.
More specifically, for all the queries, VJ+LEp outperforms VJ+LE: the performance
gain is up to a factor of 1.8 for query Q6, Q9 and Q13. For most of the queries,
VJ+LE outperforms VJ+E by a factor up to 1.9. However VJ+E outperforms VJ+LE
by a factor up to 2.0 for query Q6, Q9 and Q13. For these queries, the elements in
the materialized views are evenly distributed and the overhead of pointers offsets its
benefit of skipping non-solution elements. For Q6, Q9 and Q13, VJ+E outperforms
VJ+LEp by a factor of no more than 1.1.
6.7.2 The Impact of Interleaving Conditions
This set of experiments examines the impact of interleaving conditions between the
tree patterns of the query and the views on the performance of different techniques.
We also conducted experiments on evaluating the same query using different sets
of views.
Figs. 6.9(a) & 6.9(b) compare the processing time for evaluating two queries Np
and Nt on the Nasa dataset with different sets of views as specified in Table 6.3
(PV 1-PV 4 for Np and TV 1-TV 4 for Nt), where
Np = //dataset//tableHead//field//definition//footnote//para,
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Table 6.3: Query evaluation with different views
Views #Cond
PV 1 //dataset//field//footnote; 5
//tableHead//definition//para
PV 2 //dataset//field//footnote//para 4
//tableHead//definition
PV 3 //dataset//field; 3
//tableHead//definition//footnote//para
PV 4 //tableHead; //dataset//field//definition- 2
//footnote//para
TV 1 //dataset[//tableLink]//definition; 6
//tableHead//title; //field//para
TV 2 //dataset//tableHead;//field//para; 4
//tableLink//title;//definition;
TV 3 //dataset//definition//para; 3
//tableHead//field; //tableLink//title
TV 4 //field//definition//para; 2
//dataset//tableHead; //tableLink//title
Nt = //dataset//tableHead[//tableLink//title]//field//definition//para.
The last column of Table 6.3 shows the number of inter-view edges in the query
w.r.t. the views, which measures the complexity of interleaving conditions between
the query and the set of views.
As shown in Figure 6.9, the complexity of interleaving conditions has little
impact on the performance of TS as it does not make use of precomputed join
results in its computation. The impact of interleaving conditions is reflected on IJ
(Figure 6.9(a)) and VJ (with exception for VJ+E), as both algorithms exploit the
precomputed join results in the views. Fewer interleaving conditions imply larger
precomputed structural join results available for re-using in both algorithms. As








































(b) Processing time and I/O cost
Figure 6.10: Scalability of ViewJoin
6.7.3 Space Usage
As observed by some prior work [19], the data elements involved in a query result
is a small portion of the XML documents. Table 6.4 shows the size and the number
of materialized pointers of two views on the XMark dataset of 700MB. These views
are the most frequently occurring patterns in the XMark datasets. However, the
views are rather small regardless of the storage scheme. The result indicates that
views in the E scheme have the smallest size. There is no clear winner in terms of
space usage between LE/LEp scheme and T scheme. For v1, the materialized view
in T scheme is larger than the size of LE/LEp scheme; while for v2, the materialized
view in LE/LEp scheme is slightly larger than the size of T scheme. Note that in
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the XMark dataset, a data element may occur in multiple matches of v1, but not
for v2. Views in the LEp scheme are smaller than the LE scheme due to a smaller
number of materialized pointers. The size of views is important in data storage
and cost of the query evaluation. The above result implies that both the storage
and the I/O cost is rather small.
Table 6.4: Size and #pointers of views on XMark, v1 = //item//text//keyword,
v2 = //person//education
Size of view (MB) #pointers
E T LE LEp LE LEp
v1 6.87 8.77 7.89 7.38 508276 252583
v2 0.92 0.92 1.08 1.00 78614 39307
6.7.4 Scalability
To test the scalability of the VJ algorithm, we processed the benchmark queries
over the XMark datasets with increasing size from 100MB to 700MB. The queries
and views are fairly complex, having up to 10 and 5 nodes respectively. The VJ
algorithm on the tested queries on XMark datasets has a rather small memory space
requirement. Figure 6.10 shows the memory space required and the processing time
of VJ+LE evaluating benchmark queries Q11 and Q19 on the XMark datasets of
100MB to 700MB. The memory space and processing time follows a linear trend
as document size increases. For the largest XMark document, the memory space
needed is less than 20MB. Figure 6.10(b) also shows the I/O time, which is less
than 15% of the total processing time.
6.7.5 The Disk-based Approach
So far we have evaluated the performances of TS and VJ with regard to the memory-
based approach. In this section, we examine the performance of the disk-based
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Table 6.5: Processing time (in milliseconds): memory-based vs disk-based approach
Q4 Q8 Q9 Q10 Q11 Q13
TS-M 1038(54) 893(17) 578(27) 927(20) 684(12) 834(22)
TS-D 1391(267) 1249(203) 780(187) 1016(109) 906(125) 890(78)
VJ-M 483(92) 232(30) 200(44) 218(31) 161(21) 152(38)
VJ-D 528(139) 313(63) 248(92) 250(79) 259(78) 181(63)
Q14 Q19 N5 N6 N7 N8
TS-M 1011(26) 812(15) 684(12) 114(5) 577(15) 236(2)
TS-D 1204(188) 1187(235) 891(109) 156(16) 829(78) 258(8)
VJ-M 372(44) 232(29) 141(16) 37(6) 119(19) 34(3)
VJ-D 457(111) 309(101) 218(78) 48(16) 235(64) 55(8)
approach of both TS and VJ.
We used the same twig queries as in Section 6.7.1 to evaluate the performance of
TS and VJ in this approach. Table 6.5 shows the total processing time in milliseconds
(I/O time is within the parentheses) for TS+E and VJ+LE. Similar experimental
results are observed for other view storage schemes. For a clear comparison of the
memory-based approach and the disk-based approach, we show the results of both
approaches in Table 6.5: TS-M and VJ-M indicate the results of the memory-based
approach whereas TS-D and VJ-D indicate the results of the disk-based approach.
The results indicate that VJ-D outperforms TS-D by a factor up to 4.9. Com-
pared to the memory-based approach, the disk-based approach of both algorithms
takes a longer processing time, which is mainly caused by the increase in the I/O
time. For both algorithms, a higher percentage of I/O time over total processing
time is observed.
6.8 Related work
There has been considerable research on efficient tree-pattern query evaluation
focusing on structural joins [5] and holistic twig joins [13, 19]. There are also
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several work (e.g., [20, 22, 30, 39, 40, 71]) that studied how indexes can be used to
optimize the join evaluation.
A containment forest structure was proposed [22] to organize the entries in
the leaf nodes of a B+-tree index for XML data. It was designed to capture the
containment relationships among nodes of the same type. A containment forest
is a connected graph consisting of all the nodes of the same type. Each node
in the containment forest is linked to some other nodes in the same containment
forest via pointers (e.g., first-child and right-sibling). Our proposed DAG structure
for representing materialized views is similar to but more general than the idea
of containment forests, as our scheme organizes elements of mixed types using
additional child pointers.
There are native storage schemes ([26, 35]) proposed, which store the XML data
by partitioning the XML document into disk pages. However, such native storage
schemes are not optimal for materialized views due to the following inadequacies.
(1) Unlike our LE scheme which supports skipping certain portion of materialized
views in answering a given query Q by evaluating the view-segmented query Q′ to
avoid the scanning of the entire lists for the element types not in Q′ (refer to the
advantage 3 of LE scheme illustrated in Section 6.3.2), native schemes may not
support such advantage due to the lacking of child pointers. (2) Native schemes
do not support the skipping of reading elements in a materialized view which are
not needed for evaluating a TPQ. If a node q in a query Q appears in more than
one view, there are then multiple copies of q-type nodes in different views. With
native schemes, we may have to scan through multiple copies of q-type nodes, as
each view containing q-type nodes may contain relevant data of other types. With
LE scheme which stores a view as individual lists by element types, we can easily
avoid accessing multiple lists of q-type.
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Query answering using views (QAV) [33] is a well-studied problem in relational
databases. Recently in the context of XML, QAV was studied in [8, 9, 24, 45,
48, 53, 60, 67, 70], which focused predominantly on two logical optimization issues:
view selection and query rewriting. Such logical optimization work employs a query
model where each query has exactly one output node. This is different from our
query model where each query node is an output node. Thus the techniques in
such work are not applicable to our work.
The most relevant work to ours is the InterJoin method [54] proposed to eval-
uate a path query using a pair of interleaving path views, for instance, joining
views //a//c and //b to evaluate query //a//b//c. The view //a//c is stored as
a list of (a, c)-tuples sorted by the composite key (a.start, c.start). The proposed
solution is an extension of the structural join algorithm in [5]. It scans through the
(a, c)-list and b-list to compute (a, b, c)-tuples by joining a and b; and verifies each
(a, b, c)-tuple as a query match by checking whether the b node is an ancestor of
the c node.
However, the class of queries and views handled by InterJoin is rather limited.
First, it only explores path views; twig views remain completely unexplored. Sec-
ond, when more than two path views are needed to answer a path query, InterJoin
is evaluated as a sequence of binary joins. As this is not a holistic approach, poten-
tially large amount of useless intermediate results are generated from InterJoins.
Our ViewJoin algorithm is a more general approach, which can handle both the
path queries/views as well as twig queries/views. Our experimental results show
that our proposed solution outperforms InterJoin by a factor up to 4.6.
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6.9 Summary
The existing work on XML query processing with views has focused predominantly
on logical optimization issues. In this work, we examined the important physical
optimization issue of how to efficiently organize materialized views and evaluate
TPQs using them. We proposed novel storage schemes (LE and LEp) for materialized
TPQ views and a new TPQ evaluation algorithm using materialized views (VJ). Our
experimental results demonstrated that the combination of VJ and LEp significantly
outperformed the state-of-the-art approaches by a factor up to 5.8.
Chapter 7
Conclusions
This chapter concludes this dissertation by summarizing our work and contribu-
tions. Some directions for future work are also presented.
7.1 Summary
XML has been widely used for data exchange as well as for representing and manip-
ulating semi-structured data. To efficiently process XML queries becomes increas-
ingly important. A large number of prior work has focused on the optimization
issues to process tree pattern queries more efficiently. We presented three work that
aim to further improve the efficiency of processing XML queries by investigating
some problems related to query minimization and query answering using views.
Chapter 4 investigated the problem of TPQ minimization with a richer class
of constraints which includes not only forward and subtype constraints, but also
backward and sibling constraints. We presented the properties of minimal queries
under various subclasses of the extended class of constraints. We proposed efficient
minimization algorithms to compute a minimal query and to enumerate all the
minimal queries based on the properties of minimal queries for an input TPQ. In
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addition, for the class of forward and subtype constraints, we presented a more effi-
cient algorithm compared to the state-of-the-art approach. We have demonstrated
the efficiency and effectiveness of our proposed approaches by experimental results.
Chapter 5 studied the minimization of GTPQs and developed a novel efficient
minimization algorithm of O(|Q|3) complexity where |Q| denotes the number of
nodes in the given query Q. Our approach follows the line of minimization work
using pattern homomorphism, which can be extended to minimize GTPQs with
data constraints. In the presence of the FBST-constraints, the extended minimiza-
tion algorithm has a time complexity of O(|Q|3|Σ|3) where Σ is the set of element
types. We have performed an experimental evaluation to demonstrate the efficiency
and effectiveness of the proposed minimization algorithms.
Chapter 6 investigated a physical optimization issue related to query answering
using views by proposing a new storage scheme for materialized XML views, called
linked-element. The linked-element scheme combines the complementary strengths
of the tuple and element schemes and offsets their drawbacks. We presented a
novel view-based TPQ evaluation algorithm, ViewJoin, that can be used in com-
bination with both the element scheme and the linked-element scheme. ViewJoin
is a more general approach than InterJoin: it can evaluate general TPQs using
materialized TPQ views beyond the path-based queries and views supported by
InterJoin. We demonstrated the superior performance of our proposed approach
by a comprehensive experimental evaluation.
7.2 Contributions
We believe that this thesis has contributed to the optimization of XML query pro-
cessing in the two areas: the minimization of XML queries and query answering
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using views, which correspond to the logical optimization and the physical opti-
mization respectively.
The minimization of XML queries. For the minimization of TPQs, we have
broadened the class of constraints considered in the minimization. Our work is the
first to study the TPQ minimization with backward and sibling constraints. For
the minimization of GTPQs, we presented an approach that is in line with the
TPQ minimization work based on pattern homomorphism. Our approach can be
extended to handle data constraints in the minimization of GTPQs, which no prior
work has studied.
Query answering using views (QAV). Prior work on QAV in the context
of XML focused on the logical issue, which is mainly query rewriting and view
selection. We investigated the physical optimization space by proposing a novel
storage scheme, linked-element, for the materialized XML views. Unlike the recent
InterJoin [54] work which is for path-based queries and views, our linked-element
storage scheme and the query evaluation algorithm using views stored in the linked-
element scheme can handle path-based as well as twig-based queries and views. Our
approach improved the efficiency of processing queries using views.
7.3 Future Work
This section suggests some research directions as future work, for both the XML
query minimization problem and the QAV problem.
Other types of constraints. Beside the FBST-constraints, there may be other
types of data constraints available in the XML data trees or DTDs. Further ex-
ploration of minimization of TPQs and GTPQs with more constraints could be a
possible future direction. For example, the sibling constraints can be generalized as
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follows. A sibling constraint of the form a
C
→ b which states that for every element
of type a, if it has a child element of type c for every type c ∈ C, then the a
element must also have a child element of type b. The current definition of sibling
constraints is a specialized form of the generalized sibling constraints, where the
condition set C is a singleton set.
We discover that with the generalized sibling constraints, a TPQ may have
multiple minimal queries of different sizes even when backward constraints are not
present, which is not the case for the sibling constraints studied in Chapter 4.






→ c}. In the presence of C,
the query Q shown in Figure 7.1(a) would have two minimal queries Q1 and Q2 as










(a) Q (b) Q1 (c) Q2
Figure 7.1: Example with Generalized Sibling Constraints
How to handle generalized sibling constraints in the minimization of TPQs is
more challenging. First, the set of inference rules presented in Chapter 4 are to
be extended to make it complete in the presence of generalized sibling constraints.
Second, the chase procedure in Chapter 4 is no longer sufficient for the purpose
of augmenting the query with constraints when generalized sibling constraints are
present.
Richer query semantics. The prior work and our work have focused on the
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TPQs/GTPQs for the query minimization and QAV problem. The types of axes in
the XPath and XQuery expressions corresponding to the TPQs and GTPQs con-
sidered in this thesis are restricted to child axis and descendant axis. As illustrated
in Chapter 2, when other types of axes such as the preceding and following are
considered, the minimization of queries would be different from the work in this
thesis. However, the richer semantics of the axes allowed in the XPath expressions
would be an interesting direction to explore.
Moreover, recently there were some work [18, 36, 41, 65] that has explored the
queries beyond tree structure queries, such as DAG queries or graph queries for
graph-structured data. To look into the minimization or QAV problem for such
queries is an interesting direction.
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Appendix A
Proofs and Additional Materials
This chapter contains the proofs of important results and some additional materials
in this thesis, which are separated from the main body for the ease of navigation.
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A.1 Soundness and completeness of Inference rules
in Chapter 4
The soundness of the inference rules are straightforward and are omitted. We
provide the proof for the completeness of the inference rules. When subtype con-
straints are present, the number of inference rules doubles. To save space, we
provide a proof for the class of FBS-constraints. For FBST-constraints, a similar
proof applies.
FBS-constraints. We look at the proof for the class of FBS-constraints. We have
the following inference rules when subtype constraints are absent.
R1. if τ1 → τ2, then τ1 ⇒ τ2
R2. if τ1 ⇒ τ2 and τ2 ⇒ τ3, then τ1 ⇒ τ3
R9. if τ2 ← τ1, then τ2 ⇐ τ1
R10. if τ2 ⇐ τ1 and τ3 ⇐ τ2, then τ3 ⇐ τ1
R11. if τ1 ⇒ τ2 and τ3 ← τ2, then τ1 ⇒ τ3
R12. if τ1 → τ2 and τ3 ⇐ τ2, then τ3 ⇐ τ1
R17. if τ1 → τ2, τ1
τ2→ τ3, then τ1 → τ3
R18. if τ1
τ2→ τ3, τ1
τ3→ τ4 then τ1
τ2→ τ4
R22. if τ1 → τ2, then τ1
τi→ τ2 for every τi ∈ Σ
We consider an arbitrary set of FBS-constraints C which are consistent w.r.t.
finite XML data trees.
Consider an FBS-constraint c. If every XML data tree which satisfies the con-
straints in C also satisfies c, we say that C entails (logically implies) c, written
as C ` c. We define the cover of C, denoted as C∗, to be the set of FBS-
constraints that are entailed by C. Formally, if C is a set of FBS-constraints,
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then C∗ ≡ {α → β | C ` α → β} ∪ {α ⇒ β | C ` α ⇒ β} ∪ {α ← β | C ` α ←
β} ∪ {α⇐ β | C ` α⇐ β} ∪ {α
γ
→ β | C ` α
γ
→ β}.
An FBS-constraint c which can be deduced from C by applying the inference
rules, denoted as C |= c. We define the closure of C, denoted as C+, to be the set of
constraints that can be deduced from C by applying the inference rules. Formally,
if C is a set of FBS-constraints, then C+ ≡ {α→ β | C |= α→ β}∪{α⇒ β | C |=
α⇒ β}∪{α← β | C |= α← β}∪{α⇐ β | C |= α⇐ β}∪{α
γ
→ β | C |= α
γ
→ β}.
Soundness. This requires to show that C+ ⊆ C∗, which is straightforward.
Completeness. This requires to show that C∗ ⊆ C+. The following is the proof
for the completeness (i.e., C∗ ⊆ C+).
Proof. Consider an arbitrary FBS-constraint c /∈ C+. If we show that c /∈ C∗,
then completeness is proved.
We aim to create a set of XML data trees T , where each tree in T satisfies all
the constraints in C and at least one tree in T does not satisfy c. Then we would
have showed that c /∈ C∗.
Let the constraint c be α → β (or α ⇒ β or β ← α or β ⇐ α or α
γ
→ β
respectively) then each XML document t in T is built from GLα where L = ∅ if c is
a FB-constraint and L = {γ} if c is a sibling constraint α
γ
→ β, with the following
transformations.
Step 1: for each c/s/p-edge in GLα, replace it with a child edge (an undirectional
single edge representing parent-child relationships in XML trees);
Step 2: for each a/d-edge τ1 ⇒ τ2 or τ1 ⇐ τ2 in G
L
α, remove the a/d-edge,
and add a dummy element nd where τ(nd) 6∈ Σ and connect nd to τ1 and τ2 via a
child-edge respectively;
however, if we have τ1 ⇒ τ2 ∈ G
L
α and τ1 ← τ2 ∈ G
L
α concurrently, or τ1 ⇐ τ2 ∈
GLα and τ1 → τ2 ∈ G
L
α concurrently, then instead of the transformations in Step1
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or Step2, remove the p/d/a/c edges between between τ1 and τ2, add an additional
element τ ′1 of type τ1, and connect τ
′
1 to τ1 and τ2 via a child edge respectively;
Step 3: if the constraint c is a sibling constraint α
γ
→ β, and element α ∈ t does
not have a γ-type child, then add a γ-type child to α, and add G∅γ via transforma-
tions of steps 1 & 2 to α
Step 4: for each element τi in top-down order, do the following. (I) For each
ancestor path la of τi, if τi’s parent in la is a dummy element nd, remove the edge
between nd and τi, and add the path la to set La; else, let τp be the last element
in la (bottom-up from τi) before encountering the first dummy element n
′
d, remove
the edge between n′d and τi, and add the n
′
d-to-root(la) path to La. (II) Connect all
the paths in La into a single path lall by connecting the head of a path to the tail of
another path using child edges; then add lall to τp using a child edge.
Note that in Step 4, a unique order of connecting the paths in La will lead to
a distinct path lall. Different lall’s lead to different XML data tree. T is the set of
all these resultant XML data trees due to different orders of forming lall’s.
T and any t ∈ T observe the following properties.
(i) for any non-dummy element m in t, if τ(m)→ τn ∈ C
+ or τ(m)← τn ∈ C
+,
then m has a child element of type τn in t;
(ii) for any non-dummy element m in t, if τ(m)
γ
→ τn ∈ C
+ and m has a child
of γ-type, then m has a child element of type τn in t;
(iii) for any non-dummy element m ∈ t, if τ(m)→ τn /∈ C
+ ∧ τ(m)⇒ τn ∈ C
+
or τ(m) ← τn /∈ C
+ ∧ τ(m) ⇐ τn ∈ C
+, then m has a proper descendant element
of type τn in t;
(iv) if L = ∅ and for each α-type element nα in t, nα has a non-dummy child
(parent resp.) element of β-type, then α→ β ∈ C+ (β ← α ∈ C+ resp.);
(v) if L 6= ∅ (i.e., L = {γ}) and for each α-type element nα in t, nα has a
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non-dummy child element of β-type where β 6= γ, then α
γ
→ β ∈ C+;
(vi) if L = ∅ and for each t ∈ T , each α-type element nα in t, nα has a
non-dummy descendant (ancestor resp.) element of type β, then α ⇒ β ∈ C+
(β ⇐ α ∈ C+ resp.).
Given the above properties of T , we can prove that 1) all constraints in C are
satisfied by T and 2) c is not satisfied by T , as follows. Note that we prove the
above properties afterwards.
Let c be α→ β, i.e., an RC constraint. A similar argument exists if c
is an RP constraint.
(1) Show that all constraints in C are satisfied by T .
Consider an arbitrary document t ∈ T . Suppose v → w ∈ C (a similar argument
exists for RP constraints). Then we have v → w ∈ C+. Case a: v ∈ GLα. Then t
has some element(s) of v-type. For any v-type element nv in t, by t’s property (i),
nv must have a child element of type w, and thus v → w is satisfied by t. Case b:
v /∈ GLα. Then t has no element of type v. Thus v → w is also satisfied by t.
Suppose v
x
→ w ∈ C. Then we have v
x
→ w ∈ C+. Case a: v ∈ t. Let nv be any
v-type element in t. Suppose nv has a child element of x-type. Then by property
(ii), nv has a child element of type τw in t. Thus v
x
→ w is satisfied by t. Case b:
v /∈ t. Then v
x
→ w is satisfied by t.
Suppose v ⇒ w ∈ C (a similar argument exists for RA constraints). Then
we have v ⇒ w ∈ C+. Case a: v ∈ GLα. Let nv be any v-type element in t. If
v → w ∈ C+, then by t’s property (i), nv must have a child element of type w, and
thus v ⇒ w is satisfied by t; if v → w /∈ C+, then by t’s property (iii), nv must
have a proper descendant element of type w, and thus v ⇒ w is satisfied by t. Case
b: v /∈ GLα. Then t has no element of type v, and thus v → w is also satisfied by t.
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(2) Show that α→ β is not satisfied by T .
Clearly L = ∅. Consider an arbitrary document t ∈ T . Case a: t has no
element of type β. Then clearly α→ β is not satisfied by t, as there is a element of
type α in t. Case b: t has a element nβ of type β. There exists at least one α-type
element having no β-type child element, for otherwise α→ β ∈ C+ by t’s property
(iv). Thus α→ β is not satisfied by t. Thus α→ β is not satisfied by T .
Let c be α⇒ β, i.e., an RD constraint. A similar argument exists if c
is an RA constraint.
(1) Show that all constraints in C are satisfied by T .
Same as RC constraint.
(2) Show that α⇒ β is not satisfied by T .
Clearly L = ∅. Consider an arbitrary document t ∈ T . Case a: t has no element
of type β. Then clearly α⇒ β is not satisfied by t. Case b: t has a element nβ of
type β. It might be the case that for some or each α-type element nα in t, nα has
a β-type descendant element. However, there exists at least one XML document
t′ ∈ T such that t′ has an α-type element having no β-type descendant element,
for otherwise we would have α⇒ β ∈ C+ by T ’s property (vi). Thus α⇒ β is not
satisfied by T .
Let c be α
γ
→ β, i.e., a sibling constraint.
(1) Show that all constraints in C are satisfied by T .
Same as RC constraint.
(2) Show that α
γ
→ β is not satisfied by T .
Consider an arbitrary document t ∈ T . Case a: t has no element of type β.
Consider any α-type element na ∈ t. Element na has a child element of type γ by
Step 3 of the transformation. However, na has no child element of β-type. Thus
α
γ
→ β is not satisfied by t. Case b: t has a element of type β. Consider an
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arbitrary α-type element nα ∈ t. Suppose nα has a child element of type β, then
by property (v), α
γ
→ β ∈ C+, which contradicts with the presumption. Thus nα
has no child element of type β. Thus α
γ
→ β is not satisfied by T .
By the above, we have proved that c 6∈ C∗ where c is an arbitrary FBS-constraint
c 6∈ C+. Thus we have the completeness of the inference rules.
Now we prove the properties on T as follows.
Property (i): Clearly τ(m) ∈ GLα or τ(m) ∈ G
∅
γ. In either case, the c-edge
corresponding to τ(m)→ τn is transformed to a child edge in any tree t ∈ T . Thus
m has a child of type τn in t. For RP constraint, the same argument stands.
Property (ii): Case 1: τ(m) → τn ∈ C
+, by property (i), m has a child of
type τn. Case 2: τ(m) → τn 6∈ C
+. Clearly τ(m)
γ
→ τn ∈ GC . Meanwhile we
have τ(m) ∈ GLα or τ(m) ∈ G
∅
γ. If τ(m) ∈ G
L
α, then we have τn ∈ G
L
α by rule
R4 for computing reachable subgraph. Otherwise, i.e., τ(m) ∈ G∅γ, similarly we
have τn ∈ G
∅
γ . In either case, by the construction of t, we have that m has a child
element of type τn.
Property (iii): We prove the part for forward constraints. The part for backward
constraints can be proved similarly. If there is a d-edge of τ(m)⇒ τn (i.e., directly
specified) in GLα or G
∅
γ, then n is a proper descendant (i.e., not child) element of m
by the construction of t. Else, it must be the case that τ(m)⇒ τn can be deduced
from GLα or G
∅
γ using rules R1, R2 and R11 (which are the only rules that deduce
an RD constraint). One of the following two cases must be true. Case 1: there is a





τ(m) ⇒ τn can be deduced using rules R1 and R2). As τ(m) → τn /∈ C
+, then l
consists of at least two c-edges or at least one d-edges. Case 2: ∃ τi s.t. there is a





, where all edges
in lc are c/d-edges with the last edge being a d-edge and all edges in lp are p-edges
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(so that τ(m)⇒ τn can be deduced using rules R1, R2 and R11). In either case 1
or case 2, n is a proper descendant of m in t according to the construction process
of t.
Property (iv): We prove the part for forward constraint. The part for backward
constraint can be similarly proved. Now L = ∅ and each α-type element nα in t has
a non-dummy child element of type β, then either α → β ∈ G∅α or α ← β ∈ G
∅
α.
Since β is a child/descendant of α in G∅α, then there is a downward path (consisting
of only c/d-edges) from α to β in G∅α. Thus either α→ β ∈ G
∅
α or α⇒ β ∈ G
∅
α. If
we have α ← β ∈ G∅α and α ⇒ β ∈ G
∅
α at the same time, by the construction of
t, we would then have two α-type elements in t with the top one having no β-type
child, which is a contradiction. Thus we cannot have α← β ∈ G∅α and α⇒ β ∈ G
L
α
at the same time. Therefore we have α→ β ∈ G∅α.
Property (v): Since for each α-type element nα ∈ t, it has a child element of




→ β ∈ G
{γ}
α (similarly,
α ← β ∈ G
{γ}
α and α ⇒ β ∈ G
{γ}
α do not satisfy). In either case, we have
α
γ
→ β ∈ C+ by rule 22.
Property (vi): We prove the part for forward constraint. The part for backward
constraint can be similarly proved. Now we have L = ∅. Consider an arbitrary
t ∈ T . Since α-type element nα has a non-dummy descendant element of type β,
by the construction of t, then a) there is a path from α to β of c/d-edges in G∅α, or
b) there is a path l1 α to ω of c/d-edges and a path l2 from ω to β of p/a-edges in
G∅α. For case a), by rule R1 and R2, we have α ⇒ β ∈ C
+. For case b), it must
be the case that each edge in l2 is a p-edge (for otherwise α and β would be in
different paths in La with no guarantee that the resultant β-element is a descendant
of the α-element in all the trees in T ). Then by rules R1, R2 and R11, we have
α⇒ β ∈ C+.
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A.2 Properties of Minimal TPQs with Constraints
in Chapter 4
The overall approach for proving the properties of the minimal queries with
constraints (Section 4.3) is as follows. Consider two minimal queries Qm and Qn.
Establish a similar result to [28] (equivalent to boolean queries), Qm and Qn has
the same number of leaf nodes (lm and lm), and the same root (r); each root to leaf
path r to lm in Qm, there is exactly one root to leaf path ln that is bi-equivalent to
lm. Hence, the problem is converted to the problem of proving that intermediary
nodes in the paths are the same, and they differ only in leaf nodes.
The equivalence of chase queries is defined using the concepts of homomorphism,
which is defined as follows.
Definition A.1 Consider two chase queries QC1 and QC2. A homomorphism h
from QC1 to QC2 is a total mapping from the nodes of QC1 to the nodes of QC2
such that the following conditions hold.
(1) u and h(u) are of the same type for each node u in QC1; in addition, if u is
the output node of QC1, then h(u) is the output node of QC2;
(2) If (u, v) is a pc-edge in QC1, then (h(u), h(v)) is a pc-edge;
(3) If (u, v) is an ad-edge in QC1, then h(v) is a descendant of h(u);
(4) If (u, v) is an s-edge in QC1 with label e, then (h(u), h(v)) is an s-edge with
label e.
Definition A.2 Consider two chase queries QC1 and QC2. QC1 and QC2 are equiv-
alent, denoted as QC1 ≡ QC2, if there exists a homomorphism h from QC1 to QC2
and a homomorphism g from QC2 to QC1.
Lemma A.1 Consider two TPQs Q1 and Q2, and a set of FBST-constraints C;
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let QC1 and QC2 be the corresponding chase queries of Q1 and Q2 w.r.t. C. Then,
QC1 ≡ QC2 iff Q1 ≡C Q2.
Proof. The correctness of Lemma A.1 depends on the correctness and complete-
ness of the chase procedure (i.e., the correctness and completeness of the inference
rules, which are proved in Section A). The chase procedure is based on the tree-
structure property and incorporates all the effects of C. 1) If Q1 ≡C Q2, the chase
queries which correctly and fully incorporate the effects of C are then equivalent,
i.e., QC1 ≡ QC2. 2) If QC1 ≡ QC2, then Q1 and Q2 are equivalent in the presence
of C, i.e., Q1 ≡C Q2, as QC1 is equivalent to Q1, and QC2 is equivalent to Q2 in
the presence of C.
Note that equivalence of two paths in chase queries (which are subgraphs of a
chase query) bears the same definition of the equivalence of chase queries.
Lemma A.2 Let TPQs Q1 and Q2 be distinct minimal queries of TPQ Q in the
presence of a set of FBST-constraints C; let QC1 and QC2 be the corresponding
chase queries of Q1 and Q2; and let OP1 and OP2 be the output node of Q1 and
Q2. Then, (1) for each descendant path ld of OP1 in QC1, there exists a descendant
path l′d of OP2 in QC2 such that ld ≡ l
′
d; (2) for each ancestor path la of OP1 in
QC1, there exists an ancestor path l
′
a of OP2 in QC2 such that la ≡ l
′
a.
Proof. Since Q1 and Q2 are both minimal queries of Q, then we have Q1 ≡C
Q2. Then we shall have QC1 ≡ QC2 according to Lemma A.1. There is then a
homomorphism h from QC1 to QC2. By Definition A.1, for a pc-child (ad-child
resp.) d of OP1 in QC1, OP2 in QC2 has a pc-child (descendant resp.) d
′ such that
τ(d) = τ(d′) (i.e., d′ = h(d)); and for each descendant-or-self node e of d, if e has
a pc-child (ad-child resp.) f , then h(e) has a pc-child (descendant resp.) f ′ such
that τ(f) = τ(f ′) (i.e., f ′ = h(f)). Hence, for each descendant path ld of OP1 in
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QC1, there exists a descendant path l
′




Lemma A.3 Let C be a set of FBST-constraints, and Q a TPQ; furthermore let
Q1 and Q2 be distinct minimal queries of Q in the presence of C. The root nodes
of Q1 and Q2 are of the same type; and the root-to-output paths of Q1 and Q2 are
identical.
Proof. Let QC1 and QC2 be the chase queries of Q1 and Q2 in the presence of C
respectively. Then we have QC1 ≡ QC2 by Lemma A.1. Let OP1 and OP2 be the
output node of QC1 and QC2. There are three cases to consider.
Case 1: both OP1 and OP2 are the root nodes of Q1 and Q2 respectively, for
which clearly we have the root nodes of Q1 and Q2 are of the same type.
Case 2: only one out of OP1 ∈ Q1 and OP2 ∈ Q2 is a root node and the other
is not. We show that this case is impossible. Without loss of generality, suppose
OP1 is the root node and OP2 ∈ Q2 has a parent query node p. Let the ancestor
path of OP2 ∈ Q2 be la. Clearly la is an ancestor path of OP2 in QC2. By Lemma
A.2, OP1 in QC1 has an ancestor path l
′
a such that la ≡ l
′
a. Since OP1 is originally
the root of Q1, l
′
a is then a path of all chase nodes implied by OP1. Clearly, OP2
has an equivalent ancestor path of chase nodes as τ(OP1) ≡ τ(OP2), which renders
la redundant. This contradicts with the fact that Q2 is a minimal query.
Case 3: neither OP1 ∈ Q1 and OP2 ∈ Q2 is a root node. Let the respective
parent node of OP1 and OP2 be a1 and a2. There are four sub-cases to consider.
Case 3a: τ(a1) = τ(a2) and (a1, OP1) = (a2, OP2).
Case 3b: τ(a1) = τ(a2) and (a1, OP1) 6= (a2, OP2).
Case 3c: τ(a1) 6= τ(a2) and (a1, OP1) = (a2, OP2).
Case 3d: τ(a1) 6= τ(a2) and (a1, OP1) 6= (a2, OP2).
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We show that Cases 3b is impossible by contradiction. Cases 3c and 3d can
be proven impossible by the same reasoning. Consider Case 3b. Without loss of
generality, let a1 be the pc-parent of OP1 and a2 the ad-parent of OP2. Let the
ancestor path of OP1 in Q1 (i.e., the a1-to-r(Q1) path) be l. Then OP1 in QC1 has
a pc-parent a1 and an ancestor path l. By Lemma A.2, OP2 in QC2 must have a
pc-parent a′1 of type τ(a1) (a
′
1 in QC2 is obviously a chase node of OP2) and an
ancestor path l′ equivalent to l.
If all the nodes in l′ are chase nodes (i.e., l′ is implied by type τ(OP2)), then
OP1 in QC1 must have an ancestor path l
′′ identical to l′ since τ(OP1) = τ(OP2).
Node a1 is then made redundant due to l
′′, which contradicts with the fact that Q1
is minimal.
If not all the nodes in l′ are chase nodes, then there must be an original node
b′ ∈ l′ such that every node in l′c is a chase node of OP1 where l
′
c ⊂ l
′ consists of all
the nodes from b′ to OP2 (exclusive of OP2). Clearly OP2 has an original ancestor
path h′ from b′ to OP2, and there is an augmented ad-edge (b
′, top(l′c)). By Lemma
A.2, OP1 in QC1 has an ancestor path h equivalent to h
′. An ancestor path of OP1
lc, identical to l
′
c, is present in QC1 (as l
′
c is implied by τ(OP1)). Then according to
the chase procedure, there is then an augmented ad-edge (b, top(lc)) where b
′ maps
to b in the equivalence of h and h′. Then OP1 has an ancestor path le equivalent
to l′. Since l′ ≡ l, then we have le ≡ l. Now le and l are not the same path, as
OP1 has an original parent a1 ∈ l and a chase parent of τ(a1) in le. This renders
a1 redundant, which contradicts with the fact that Q1 is minimal.
By the above three cases, we conclude that OP1 in Q1 and OP2 in Q2 are either
both the root nodes or have identical parent nodes P1 and P2. We can then apply
the same argument of the above three cases iteratively on P1 and P2 and their
ancestor nodes to show that OP1 in Q1 and OP2 in Q2 have identical ancestor
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paths.
From Lemma A.3, we can easily prove the following lemma. Note that Lemma
A.4 (w.r.t. the root nodes) is parallel to Lemma A.2 (w.r.t. the output nodes).
Lemma A.4 Let TPQs Q1 and Q2 be distinct minimal queries of TPQ Q in the
presence of a set of FBST-constraints C; let QC1 and QC2 be the corresponding
chase queries of Q1 and Q2; and let r1 and r2 be the root node of Q1 and Q2. Then,
(1) for each descendant path ld of r1 in QC1, there exists a descendant path l
′
d of r2
in QC2 such that ld ≡ l
′
d; (2) for each ancestor path la of r1 in QC1, there exists an
ancestor path l′a of r2 in QC2 such that la ≡ l
′
a.
Consider a TPQ Q with root node r(Q). Let c be a child query node of r(Q).
We denote the subtree of Q rooted at c as sp(c), and the subpattern consisting of
r(Q) and sp(c) as SP (c). Apparently sp(c) and SP (c) are both tree patterns. For
a node n in Q (chase query QC w.r.t. a set of FBST-constraints C resp.), stQ(n)
(stQC (n) resp.) denotes the sub-tree (sub-graph resp.) rooted at node n.
Lemma A.5 Let C be a set of FBST-constraints, and let Q1 and Q2 be distinct
minimal queries such that Q1 ≡C Q2 and τ(r(Q1)) = τ(r(Q2)). Then, r(Q1) and
r(Q2) have the same number of child query nodes; for each child node ci of r(Q1),
r(Q2) has exactly one child cj such that SP (ci) ≡C SP (cj) and vice versa.
Proof. Since Q1 ≡C Q2, then QC1 ≡ QC2 by Lemma A.1. Let r1 = r(Q1),
r2 = r(Q2). Consider a subpattern SP (ci) in Q1, where ci is a child of r1. Denote
the chase result of SP (ci) as SPC(ci), which is clearly a sub-pattern of QC1. Let
the sub-pattern of SPC(ci) consisting of r1 and its descendants be SPC(ci). By
Lemma A.4, there is then a sub-pattern p′ in QC2 where p
′ is rooted at r2 such
that SPC(ci) ≡ p
′. Based on whether ci is a pc-child or ad-child of r1, we have the
following cases to consider.
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(1) ci is a pc-child of r1. In p
′, r2 must have a pc-child c
′
i such that τ(ci) = τ(c
′
i)
and spC(ci) ≡ spC(c
′
i) where spC(ci) (spC(c
′
i) resp.) is the subpattern of QC1 (QC2
resp.) rooted at ci (c
′
i resp.).




i) ≡C SP (Ci) by
Lemma A.1.
(1-2) c′i is a chase node. Then all the nodes in spC(c
′
i) must be chase nodes
implied by τ(c′i) due to forward constraints (not sibling constraints, as c
′
i is a pc-
child of r2). Then ci ∈ QC1 must then have the same chased descendant nodes as
c′i ∈ QC2, which would render any original node below ci redundant. Since, Q1 is
minimal, ci in Q1 should have no child query nodes.
Now clearly the existence of pc-child c′i (a chase node) of r2 can only be implied
by r2 due to forward constraint τ(r2)→ τ(c
′
i) or by r2 with an original pc-child cj
of r2 due to non-trivial sibling constraint τ(r2)
τ(cj)
→ τ(c′i).
If τ(r2) → τ(c
′
i), then r1 in QC1 would have a pc-child c
′′
i (a chase node) of




i) are implied by τ(c
′
i), then the





spC(ci) (including ci) in QC1 is then redundant. This contradicts with the fact that
Q1 is minimal.
If the existence of c′i is implied by r2 with an original pc-child cj of r2 due to
τ(r2)
τ(cj)
→ τ(c′i), then we argue that SPC(cj) ≡ SPC(ci).
(a) Since r2 in QC2 has a pc-child cj, by Lemma A.4, r1 in QC1 must have a
pc-child c′j of type τ(cj) such that spC(c
′
j) ≡ spC(cj). Now c
′
j must be a chase
node (otherwise, ci would be redundant due to τ(r1)
τ(cj)
→ τ(ci)). Also, similarly we
should not have τ(r1) → τ(cj) or τ(r1)
τx→ τ(cj) where τx is the type of a pc-child





(b) We show that cj in QC2 is a leaf node. Suppose that cj in Q2 has a child
node x. Since c′j is a chase node, the subpattern rooted at c
′
j in QC1, spC(c
′
j), is
then implied by τ(c′j). Hence, in QC2, cj would have the same chased subpattern
as spC(c
′




j) ≡ spC(cj), the child node x of cj
would be made redundant. This contradicts with the fact that Q2 is minimal.
From (a) and (b), we have SPC(cj) ≡ SPC(ci). Thus, we would have SPC(cj) ≡
SPC(ci). By Lemma A.1, we have SP (ci) ≡C SP (cj).
(2) ci is an ad-child of r1.
Let the chase result of SP (ci) be SPC(ci). By Lemma A.4, there is then a sub-
pattern SP (x) in QC2 where x is a child node of r2 such that SPC(ci) ≡ SP (x).
Clearly, x must be an ad-child of r2. Now x must be an original node in SP (x). For
otherwise, sp(x) is implied by the root type τ(r2) due to forward constraints. Note
that in contrast to case (1), sp(x) cannot be implied by sibling constraints, because
x is an ad-child of r2. Since τ(r1) = τ(r2), there is then a subpattern consisting of
chase nodes being descendant nodes of r1, which is equivalent to sp(x). This renders
ci redundant in Q1. Now one of the original node(s) in sp(x) must be the ad-child
of r2 in Q2. Hence, there is an ad-child cj of r2 in Q2 such that SP (ci) ≡C SP (cj).
By the above (1) and (2), we showed that for each child node ci of r1 in Q1,
r2 in Q2 has a child cj such that SP (ci) ≡C SP (cj). Now there should not be
another c′j ∈ Q2 where c
′
j is a child query node of r(Q2) such that sp(ci) ≡C sp(c
′
j).
Otherwise, we would have sp(cj) ≡C sp(c
′
j), which would then render st(cj) or st(c
′
j)
redundant in Q2. Hence, for each child node ci of r1 in Q1 (r2 in Q2 respectively)
has exactly one child cj such that SP (ci) ≡C SP (cj). This also shows that r1 in
Q1 and r2 in Q2 have the same number of child nodes.
From Lemma A.5 and Lemma A.3, we have Lemma A.6.
Lemma A.6 Let Q1 and Q2 be two distinct minimal queries of a TPQ Q in the
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presence of a set of FBST-constraints C. Then, there is a one-to-one mapping
between the child nodes ci of r(Q1) and the child nodes cj of r(Q2) such that
SP (ci) ≡C SP (cj).
Note that Lemma A.6 is very important in arguing the existence of multiple
minimal queries. Consider a minimal query Qm of a TPQ Q in the presence of a
set of FBST-constraints C. Then Q has another distinct minimal query Q′m only
if there exists a non-trivial equivalence class defined in C. In other words, we have
Proposition 4.1. Recall that Proposition 4.1 is as follows.
Proposition 4.1 Consider the minimization of a query Q under a set of FBST-
constraints C. A necessary condition for Q to have multiple minimal queries is the
existence of a non-trivial equivalence class in GC.
Proposition 4.1 is automatically proven with Propositions 4.2-4.4. We show
Proposition 4.2 as follows. Propositions 4.3 and 4.4 can be proved similarly.
179
A.3 Proof of Proposition 4.2
Recall that Proposition 4.2 is as follows.
Proposition 4.2 Let Qm be a minimal query of Q under a set of FBT-constraints
C. Then Q has another distinct minimal query Q′m iff the following two conditions
hold:
1. Qm has an ad-edge (p, x), where x is a non-output leaf node; and
2. there exists τy ∈ [τ(x)] such that
(a) τ(x)← τy ∈ GC and τ(p) 6≤ τ(x); or
(b) τy ← τ(x) ∈ GC and τ(p) 6≤ τy.
Proof. We show ‘if’ part first. Consider conditions 1 and 2(a). Since τ(y) ∈ [τ(x)]
and τ(x) ← τ(y) ∈ GC , we then have τ(x) → τ(y) ∈ GC or τ(x) ⇒ τ(y) ∈ GC .
Let Q2 be a TPQ obtained from Q1 by replacing x by another node y of type τ(y).
If τ(x) → τ(y) ∈ GC , then x in QC1 must have a chase pc-child y
′ of type τ(y)
and x is a pc-parent of y′; y ∈ QC2 must have a chase pc-parent x
′ of τ(x) and
y is a pc-child of x′, and there is an augmented ad-edge between x′ and y. Since
Q1 and Q2 differ only in node x ∈ Q1 and y ∈ Q2, we have QC1 ≡ QC2. One can
easily show QC1 ≡ QC2 if τ(x)⇒ τ(y) ∈ GC . Hence, Q1 ≡C Q2. Obviously, Q2 is
minimal in the presence of C. Hence, Q2 is another distinct minimal query of Q.
The ‘if’ part for conditions 1 and 2(b) can be proved similarly.
We now show the ‘only-if’ part. Suppose Q1 and Q2 are distinct minimal queries
of Q w.r.t. C. Let the root nodes of Q1 and Q2 be r1 and r2 respectively. By Lemma
A.3, we have τ(r1) = τ(r2). By Lemma A.6, to have two distinct minimal queries,
r1 must have some child query node ci such that r2 has exactly one child query
node cj for which SP (ci) ≡C SP (cj) and SP (ci) and SP (cj) are not identical.
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Case 1. ci is a leaf node in Q1.
(a) Consider the case that ci is a pc-child of r1.
To have SP (ci) ≡C SP (cj), we must have SPC(ci) ≡ SPC(cj) by Lemma A.1.
Hence in SPC(cj), r2 must have a c-child c
′
i of type τ(ci). Clearly ci is not the
output node, for otherwise SP (ci) and SP (cj) are identical. Note that a pc-child
chase node can be caused only by a forward constraint. Thus c′i must not be a chase
node according to the chase procedure for otherwise the leaf node ci in Q1 would be
redundant due to the presence of a chase pc-child of type τ(ci). Thus c
′
i ∈ SPC(cj)
is an original pc-child of r2. I.e., c
′
i and cj are the same node. Node cj in Q2 must
be a leaf node (otherwise the descendant nodes of cj would be redundant). SP (ci)
and SP (cj) would then be identical. Thus ci cannot be a pc-child of r1 in Q1.
(b) Consider the case that ci is an ad-child of r1.
To have SP (ci) ≡C SP (cj), we must have SPC(ci) ≡ SPC(cj) by Lemma A.1.
Now cj cannot be a pc-child of r2 as r1 in SPC(ci) has no pc-child at all. I.e., cj
must be an ad-child of r2.
If τ(cj) = τ(ci), then cj is a leaf node in Q2 (for otherwise cj’s child nodes would
be redundant as SPC(ci) ≡ SPC(cj) and ci is a leaf node in Q1). Hence to have
SP (ci) and SP (cj) not identical, we must have τ(cj) 6= τ(ci).
(b1) Consider the case that cj in Q2 is not a leaf node.
i. Consider the case that cj in Q2 has a pc-child node cx.
Because SPC(ci) ≡ SPC(cj), in SPC(ci), r1 must have a descendant c
′
j of type
τ(cj), which has a pc-child c
′




x are the chase nodes of
either r1 or ci. Since c
′






x must be the chase nodes of
the same original node (either r1 or ci). If they are the chase nodes of r1, then
we can show that sp(cj) is implied by a node of type τ(r2), which renders sp(cj)




x can only be
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the chase nodes of ci.
Suppose c′j and c
′
x are the ancestors of ci. By the chase procedure, to have c
′
j
as a descendant of r1, we must have τ(cj)← τ(cx). Meanwhile, to have SPC(ci) ≡
SPC(cj), then for every child node cy of cj in Q2, c
′
j must have a child node c
′
y such
that stQC2(cy) ≡ stQC1(c
′
y). For every child node c
′





is implied by τ(cj); hence the corresponding sp(cy) in Q2 is redundant. Consider
the case that cj has no other child nodes except cx. This would then render cj
redundant in Q2 due to τ(cj) ← τ(cx). It contradicts with the fact that Q2 is
minimal.
Suppose, c′j and c
′
x are the descendants of ci. Then clearly stQC1(c
′
x) is implied
by c′j. Then in SPC(cj), cj must have a chased subpattern which is equivalent
to stQC1(c
′
x), which renders cx redundant. It contradicts with the fact that Q2 is
minimal.
ii. Consider the case that cj in Q2 has an ad-child node cx.
Similarly, we can prove that SP (ci) and SP (cj) are identical, which contradicts
with the fact that they are not identical.
From the above discussions, we have that cj must be a leaf node in Q2.
(b2) Consider the case that cj ∈ Q2 is a leaf node.
Now the situation is that both ci and cj are ad-leaf nodes in Q1 and Q2 respec-
tively. To have SP (ci) and SP (cj) distinct, we must have τ(ci) 6= τ(cj). To have
SPC(ci) ≡ SPC(cj), r1 in SPC(ci) must have a descendant c
′
j of type τ(cj), and r2
in SPC(cj) must have a descendant c
′
i of type τ(ci). Clearly, the existence of the
chase nodes c′j and c
′
i are not due to r1 and r2 by τ(r1)⇒ τ(cj) and τ(r2)⇒ τ(ci),
for otherwise ci in Q1 and cj in Q2 would then be redundant. The existence of c
′
j
(c′i resp.) is due to ci (cj resp.) by forward (backward resp.) or backward (forward
resp.) constraint.
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Without loss of generality, let the existence of c′j be due to ci by forward con-
straint, either τ(ci) → τ(cj) or τ(ci) ⇒ τ(cj); and the existence of c
′
i be due to cj
by backward constraint, τ(ci)← τ(cj) or τ(ci)⇐ τ(cj). We have the following four
possible cases to consider.
1. τ(ci)→ τ(cj) and τ(cj)← τ(ci) are in GC
2. τ(ci)→ τ(cj) and τ(cj)⇐ τ(ci) are in GC
3. τ(ci)⇒ τ(cj) and τ(cj)← τ(ci) are in GC
4. τ(ci)⇒ τ(cj) and τ(cj)⇐ τ(ci) are in GC
Out of these four cases, clearly case 2 and case 4 do not lead to SPC(ci) ≡
SPC(cj). Meanwhile, it is easy to see that case 1 and case 3 lead to SPC(ci) ≡
SPC(cj) provided τ(r) £ τ(ci). We illustrate that case 1 or case 3 no longer
guarantees SPC(ci) ≡ SPC(cj) if τ(r) = τ(ci) (a similar illustration applies for τ(r)
being a subtype of τ(ci)). Consider Q1 = //a[.//a], Q2 = //a[.//b] and τ(a)→ τ(b),
τ(b) ← τ(a). Though τ(a) and τ(b) fulfils the above case 1, Q1 and Q2 are not
equivalent. This can be seen by a single chain data a/b, which is an answer to Q2
but not to Q1.
Therefore, when both ci and cj are ad-leaf nodes in Q1 and Q2 respectively,
to have SP (ci) ≡C SP (Cj), we must have τ(cj) ∈ [τ(ci)], and τ(ci) ← τ(cj) and
τ(r1) £ τ(ci); or τ(cj) ∈ [τ(ci)], and τ(cj)← τ(ci) and τ(r1) £ τ(cj).
Case 2. ci is a non-leaf node in Q1.
(a) Consider the case that ci is a pc-child of r1 ∈ Q1.
Since SPC(ci) ≡ SPC(cj), r2 in SPC(cj) must have a pc-child c
′
i of type τ(ci).
Clearly, c′i in SPC(cj) must be an original node; hence c
′
i and cj are the same
node. Meanwhile, clearly cj cannot be a leaf node in Q2, otherwise we will not
have SPC(ci) ≡ SPC(cj) and SP (ci) and SP (cj) being minimal at the same time.
Hence, if r1 in Q1 has a pc-child ci which is a non-leaf node, r2 in Q2 must also
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have a pc-child cj of type τ(ci) which is a non-leaf node.
(b) Consider the case that ci is an ad-child of r1 ∈ Q1.
Clearly, cj in Q2 must be an ad-child. It is also easy to see that cj must not be
a leaf node as argued in Case 1. Now we show that cj is of type τ(ci).
Suppose τ(cj) 6= τ(ci). Clearly ci ∈ Q1 has at least one child node dx. To have
SPC(ci) ≡ SPC(cj), we must have spC(ci) ≡ spC(cj). Let the node in SPC(cj)
corresponding to ci ∈ SPC(ci) be c
′
i.
Suppose c′i is an original node. Clearly, c
′
i must be a descendant of cj as cj
is an ad-child of r2. In QC1, ci must have an ancestor c
′
j of τ(cj), which is a
descendant of r1; thus by the chase procedure, we must have an RP constraint
chain τ(cj) ← ... ← τ(ci). Any child node dz (other than c
′
i) of cj ∈ Q2 and its
descendant nodes must be chase nodes being descendants of c′j, in order to have
the equivalence; this would make dz redundant. As Q2 is minimal, thus cj ∈ Q2
should not have any other child except c′i. However, it would then render cj ∈ Q2
redundant due to τ(cj)← ...← τ(ci).
Hence, c′i must not be an original node. By similar reasoning, c
′
j must also be a
chase node where c′j is the node in SPC(ci) corresponding to cj in SPC(cj). Clearly,
c′i in SPC(cj) is either the chase node of cj or the chase node of a node dy ∈ Q2
where dy is a descendant of cj. By similar reasoning, we can prove that the child
nodes other than dy of cj are redundant or cj is redundant in the case cj has only
one child node. In either case, this contradicts with the fact that Q2 is minimal.
Thus when ci is a non-leaf node in Q1, we have 1) cj must also be an internal
node in Q2, 2) τ(ci) = τ(cj), and 3) the edges (r1, ci) and (r2, cj) have the same
type w.r.t. ad/pc edges.
To have SP (ci) and SP (cj) distinct, is equivalent to have sp(ci) and sp(cj)
distinct. Since we have sp(ci) ≡C sp(cj) and τ(ci) = τ(cj), and sp(ci) and sp(cj)
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are minimal, then there is a one-to-one mapping between the child nodes lm of ci
and the child nodes ln of cj such that SP (lm) ≡C SP (ln).
We can then iteratively apply the above discussions on Case 1 and Case 2 to
show that sp(ci) and sp(cj) differ only in their leaf nodes. We then can apply the
same reasoning as in Case 1 to prove the sufficient and necessary condition for
having distinct minimal queries.
Thus we have Proposition 4.2.
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A.4 Proof of Lemma 4.1
Recall that Lemma 4.1 is as follows.
Lemma 4.1 Let u ∈ QC be a non-redundant original node.
(1) An original pc-parent p of u is redundant iff u has another pc-parent p′ ∈
FBsim(p);
(2) An original ad-parent p of u is redundant iff u has another ancestor p′ ∈
FBsim(p);
(3) An original pc-child c of u is redundant iff u has another pc-child c′ ∈ Fsim(c)
or u has an s-child c′′ ∈ Fsim(c) and an original τe-type pc-child;
(4) An original ad-child c of u is redundant iff u has another descendant c′ ∈
Fsim(c).
Proof. It is straightforward to prove the ‘if’ part (note that for cases 3 and
4, c′ ∈ Fsim(c) implies c′ ∈ FBsim(c)). We prove the ‘only if’ part. Consider
any embedding β of Q onto an XML data tree db. Since u is non-redundant, the
restriction imposed on β by query node u is unique w.r.t. the remaining nodes of
Q. Consider an original pc-parent p of u in QC . Then, the restriction on β by
the parent-child relationship between p and u can only be subsumed by a parent-
child relationship between another (chase) parent node p′ of u and u. Clearly the
restriction imposed on β by p is only subsumed by p′ if p′ ∈ FBsim(p).
Consider an original ad-parent p of u. For the same reason (query node u is non-
redundant), the restriction on β by the ancestor-descendant relationship between
p and u can only be subsumed by an another ancestor-descendant relationship
between a (chase) ancestor node p′ of u and u. Clearly the restriction imposed on
β by p is only subsumed by p′ if p′ ∈ FBsim(p).
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Similarly one can prove that an original pc-child c of u is redundant only if u
has another (chase or original) pc-child c′ ∈ FBsim(c). However, it is easy to show
that u having a pc-child c′ ∈ Fsim(c) implies u having a pc-child c′ ∈ FBsim(c)
as c & c′ in QC have common pc-parent u. Hence, an original pc-child c of u is
redundant only if u has another (chase or original) pc-child c′ ∈ Fsim(c). One can
similarly prove the ‘only if’ part of case 4.
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A.5 Proof of Lemma 4.3
Recall that Lemma 4.3 is as follows.
Lemma 4.3 Let u be a non-redundant node in R(Q) w.r.t. a set of FT-constraints.
A pc-child v of u is redundant iff u has another pc-child w ∈ sim(v), or τ(u) ∈
partype(simtype(v)). An ad-child v of u is redundant iff u has another child w ∈
sim(v) ∪ auganc(sim(v)), or τ(u) ∈ anctype(simtype(v)).
Proof. For the convenience of reference, we restate Lemma 4.3 as follows. Let u
be a non-redundant node in R(Q) w.r.t. a set of FT-constraints C. A pc-child v of
u is redundant iff
(1a) u has another pc-child w ∈ sim(v), or
(1b) τ(u) ∈ partype(simtype(v)).
An ad-child v of u is redundant iff
(2a) u has another child w ∈ sim(v) ∪ auganc(sim(v)), or
(2b) τ(u) ∈ anctype(simtype(v)).
Now consider the chase query of R(Q) w.r.t. C following the chase procedure in
Section 5.3.1, denoted as chase(R(Q)). By Lemma 4.1, we then have the following.
Let u be a non-redundant node in chase(R(Q)).
A pc-child v of u is redundant iff (1’) u has another pc-child w ∈ sim(v)
An ad-child v of u is redundant iff (2’) u has another descendant w ∈ sim(v)
If we prove that conditions 1a and 1b of Lemma 4.3 are equivalent to condition
1’, and that conditions 2a and 2b of Lemma 4.5.1 are equivalent to condition 2’,
then Lemma 4.5.1 is proved. In the following, we prove that conditions 1a or 1b
holds iff condition 1’ holds. Similarly we can show that conditions 2a or 2b holds
iff condition 2’ holds. To distinguish the same terms in different contexts of R(Q)
and chase(R(Q)), we use subscript ‘c’ to indicate the terms in chase(R(Q)).
We first show that if condition 1a holds, then 1’ holds. Consider that u has
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another pc-child w ∈ sim(v) (condition 1a). Clearly, sim(v) ⊆ simc(v). Thus, u
in chase(R(Q)) has another pc-child ∈ simc(v) (i.e., w). I.e., condition 1’ holds.
Now we show if condition 1b holds, then 1’ holds. Consider that τ(u) ∈
partype(simtype(v)) (condition 1b). I.e., we have τ(u)→ τc for some τc ∈ simtype(u).
Then u in chase(R(Q)) must have a pc-child wc of type τc, which is a chase node.
Since τc ∈ simtype(u), by definition of simtype, we have wc ∈ simc(u). Condition
1’ is satisfied.
We have shown the following. If condition 1a or 1b holds, then condition 1’
holds. Now we show the reverse direction: if condition 1’ holds, then condition
1a or 1b holds. Condition 1’ says that u in chase(R(Q)) has another pc-child
w ∈ simc(v).
Consider the case that w is an original node.
For this case, we show that w ∈ sim(v), i.e., condition 1a holds.
If v is a leaf node in R(Q), then w ∈ sim(v) since τ(w) ≤ τ(v). Now consider
the case where v is not a leaf node in R(Q). To show w ∈ sim(v) is equivalent to
show the following.
1. τ(w)→ τ(v)
2. for each pc-child c of v in R(Q), w ∈ augpar(sim(c))
3. for each ad-child d of v in R(Q), w ∈ auganc(sim(d)).
We show w ∈ sim(v) by showing the above three conditions, by induction on
the height of v in R(Q). Note that the above condition 1 always holds as we have
w ∈ simc(v). Consider the height of v = 1, then every child c of v is a leaf node in
R(Q). Since w ∈ simc(v), then w in chase(R(Q)) must have a pc-child c
′, original
node or chase node, such that c′ ∈ simc(c). If c
′ is a chase node, then τ(w)→ τ(c′).
Also, by c′ ∈ simc(c), we have τ(c
′) ≤ τ(c). We then have τ(w) → τ(c). Then we
have w ∈ augpar(sim(c)). If c′ is an original node, then clearly we have c′ ∈ sim(c).
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We then have w ∈ par(sim(c)), and thus w ∈ augpar(sim(c)). Similarly, for each
ad-child d of v in R(Q), we have w ∈ auganc(sim(d)). Thus, for the height of v in
R(Q) = 1, we have w ∈ sim(v).
By induction, we show that w ∈ sim(v) for any height of v ∈ R(Q) as follows.
Since u has another original pc-child w ∈ simc(v), we have the following. For
every original pc-child m of v, w has a pc-child m′ ∈ simc(m) where m
′ may be
original or chase node. If m′ is a chase node, then every node below m′ is a chase
node. Since m′ ∈ simc(m), then m
′ ∈ simtype(m). As m′ is a pc-child of w,
we have τ(w) → τ(m′). Then τ(w) ∈ partype(simtype(m)). Since w ∈ R(Q)
(w is an original node), we have w ∈ augpar(sim(m)). Now consider the case
that m′ is an original node. Since m′ is a pc-child, we have w ∈ par(sim(m)).
Hence w ∈ augpar(sim(m)). In conclusion, for every original pc-child m of v,
w ∈ augpar(sim(m)). Similarly, we can prove that for every original ad-child n
of v, w ∈ auganc(sim(n)). Recall that we have τ(w) → τ(v). Therefore, we have
w ∈ sim(v).
Consider the case that w is a chase node.
We show that τ(u) ∈ partype(simtype(v)), i.e., condition 1b holds.
Apparently τ(u) → τ(w) holds. For every node x in the subtree rooted at
w, denoted as st(w), we have the following: if x is a pc-child, then τ(y) → τ(x);
and if x is an ad-child, then τ(y) ⇒ τ(x) where y is the parent node of x. We
also have τ(w) ≤ τ(v) since w ∈ simc(v). In addition, by definition of forward
simulation, for every original pc/ad-child m of node v in chase(R(Q)), w has a
pc/ad-child m′ ∈ simc(m). This is true for all the original descendant nodes of
v including those being leaf nodes in R(Q). Then by the definition of simtype,
we have τ(w) ∈ simtype(v), which can be shown by inductive hypothesis starting
from v’s descendants that are originally leaf nodes. Now we have τ(u) → τ(w),
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and τ(w) ∈ simtype(v). I.e., condition 1b (τ(u) ∈ partype(simtype(v))) holds.
Thus far we have shown that conditions 1a and 1b are equivalent to condition
1’. In a similar way, we can prove that conditions 2a and 2b are equivalent to
condition 2’. Hence we have Lemma 4.5.1.
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A.6 Proofs for Chapter 5
We first establish some results before we prove the Edge Conversion principles,
i.e., Lemma 5.1 and Lemma 5.2.
Proposition A.1 Consider an optional pc-edge (ad-edge resp.) e = (u, v) in a
GTPQ Q where v is the optional child of u. Converting e to a mandatory pc-edge
(ad-edge resp.) does not change the bindings of the nodes in stQ(v) and the bindings
of the nodes not in stQ(r(Mu)) where Mu is the MCC that u belongs to, on any
XML data tree.
Proof. Denote Q′ as the resultant query of Q by changing (u, v) to a mandatory
edge. Consider an arbitrary XML data tree T .
If Q has a binding of v, nv, in output(Q, T ), then there must be a binding of each
node in Mv and every ancestor MCC of Mv, where Mv is the MCC that v belongs
to. Thus, nv must be a binding of v in output(Q
′, T ). Similarly, any binding of v
in output(Q′, T ) is also a binding of v in output(Q, T ). Thus converting (u, v) to
a mandatory pc-edge (ad-edge respectively) does not change the bindings of v on
T . Similarly, we can prove that converting (u, v) to a mandatory pc-edge (ad-edge
respectively) does not change the bindings of any descendant node of v on T .
Now consider a node u 6∈ stQ(r(Mu)). If there is a binding of u in T , nu, then
there must be a binding of each node in Mu and each node in every ancestor MCC
of Mu, where Mv is the MCC that v belongs to. Thus, nu must be a binding of v in
output(Q′, T ). Similarly, any binding of u in output(Q′, T ) is also a binding of u in
output(Q, T ). Thus converting (u, v) to a mandatory pc-edge (ad-edge respectively)
does not change the bindings of u on T .
Therefore we have Proposition A.1.
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Proposition A.2 Consider an optional pc-edge (ad-edge resp.) e = (u, v) in a
GTPQ Q where v is the optional child of u. Then e is convertible iff converting e
to a mandatory pc-edge (ad-edge resp.) does not change the bindings of any output
node no on any data instance, where no ∈ stQ(r(Mu)) and no 6∈ stQ(v).
Proof. We have that e is convertible iff converting e to a mandatory pc-edge
(ad-edge respectively) does not change the bindings of any output node in Q.
From Proposition A.1, we know that converting e to a mandatory pc-edge (ad-edge
respectively) does not change the bindings of any output node in stQ(v), or the
bindings of any output node not in stQ(r(Mu)) . Thus we have Proposition A.2.
Proof of Lemma 5.1. Proof. Let QE be the GTPQ obtained from Q by
converting edge e = (u, v) to a mandatory pc-edge (or ad-edge respectively). Note
that Mu and Mv are present in Q and QE and the only difference between Q
and QE is the edge (u, v) between Mu and Mv w.r.t. optional/mandatory. By
Proposition A.1, Q and QE are equivalent if and only if the following condition
hold: the bindings of any output node no for both Q and QE are identical on any
XML data tree T where no ∈ stQ(r(Mu)) and no 6∈ stQ(v).
We prove the ‘if’ part of Lemma 5.1 first.
For Q, the bindings of an output node no in Mu depend solely on the query
nodes within Mu, and the query nodes in the ancestor MCCs of Mu. Compared to
Q, the only additional matching conditions for no in QE are imposed by the nodes
in Mv. We show that for each output node no ∈Mu, the matching condition on no
in QE is implied by that on no in Q.
We have the following conditions. Node m is an ancestor-or-self node of v, and
w is the pc-parent (or ad-parent resp.) of m; na is the lowest ancestor of v for
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which stMu(na) has an output node; w ∈ stMu(na); and w has another pc-child (or
descendant resp.) m′ 6= m s.t. m ¹Q′ m
′. Since m is an ancestor-or-self node of
v, and m ¹Q′ m
′, we have that m′ is certainly not an ancestor of v. Given that Q′
in Q has exactly one optional edge (u, v) and that m′ is not an ancestor of v, we
have that the matching condition imposed by stQ′(m) is implied by stQ′(m
′) w.r.t.
optional/mandatory as well as pc/ad relationships. Since m is an ancestor-or-self
node of v, the matching condition on no in QE imposed by Mv is implied by some
nodes in Mu. Thus for any output node no ∈ Mu, the matching condition on no
in QE is implied by the matching condition on no in Q. Therefore, the bindings of
the output nodes in Mu for both Q and QE are identical on T .
Similarly, it can be shown that for every output node s 6∈ Mu (where no ∈
stQ(r(Mu)) and no 6∈ stQ(v)), the matching condition on s ∈ QE is implied by that
on s ∈ Q where Md is a descendant MCC of Mu. Thus, the bindings of s for both
Q and QE are identical on T .
Thus the bindings of any output node no for both Q and QE are identical on
any XML data tree T where no ∈ stQ(r(Mu)) and no 6∈ stQ(v). Therefore we have
the ‘if’ part.
We now prove the ‘only-if’ part. Suppose an optional edge (u, v) in Q is equiv-
alent to a mandatory edge, then the following condition holds. For each output
node no in Q (which is also in QE), the matching condition on no in QE is implied
by the matching condition on no in Q.
Consider an output node no ∈ stMu(na) (where na is the lowest ancestor of v
for which stMu(na) has an output node). Then the matching condition on no in QE
due to Mv must be implied by some other nodes in stMu(na). Thus, v in Q must
has an ancestor w in the u-to-na path s.t. w has another pc-child (or descendant
resp.) m′ 6= m s.t. m ¹Q′ m
′ where m is the pc-child (or ad-child resp.) of w on
194
the u-to-na path. Thus we have the ‘only-if’ part.
Proof of Lemma 5.2. Proof. It can be proved by similar proof as Lemma 5.1.
Proof of Lemma 5.3.
Recall that Lemma 5.3 is as follows.
Lemma 5.3 Consider a node n in a GTPQ Q. If n is non-redundant in Q, then
all the ancestor nodes of n are also non-redundant in Q; if n is redundant in Q,
then all the descendant nodes of n are also redundant in Q.
Proof. We first prove the first part. Let n be non-redundant in a GTPQ Q, and
na be any ancestor node of n. If na is an output node, na is not redundant in Q.
Now consider the case where na is not an output node. Denote Q
′ be the resultant
query by deleting na from Q. We show that Q
′ and Q are not equivalent, which
proves that na is non-redundant in Q.
Consider an XML tree structure T ′ constructed from Q′ by changing all ad-edges
to pc-edges, and replacing each query node q with a data node of q-type. (1) If
there is an output node no in stQ(n), then the data node in T
′ corresponding to no
in Q′ is a binding of no in output(Q
′, T ′), but not a binding of no in output(Q, T
′).
(2) If there are no output nodes in stQ(n), then there must be another output node
n′o in Q. The root-to-n path in Q is distinctly different from the root-to-n path in
Q′. Thus T ′ is a match of Q′, but not a match of Q. T ′ must have a binding of n′o
in output(Q′, T ′), but not a binding of n′o in output(Q, T
′).
The above items (1) and (2) show that Q′ and Q are not equivalent.
The second part is the reverse negation of the first part, which holds together
with the first part.
Proof of Lemma 5.4.
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Recall that Lemma 5.4 is as follows.
Lemma 5.4 Consider a GTPQ QE where each leaf MCC in QE has at least one
output node and none of the optional edges is convertible. Let u be a non-redundant
node in QE, and Mu be the MCC that u belongs to. A mandatory pc-child (ad-child
resp.) v of u is redundant in QE iff all the following conditions hold:
1. v is not an output node; and
2. none of v’s descendants is an output node; and
3. u has another pc-child (descendant resp.) v ′ ∈Mu such that v ¹Mu v
′.
Proof. The ‘if’ part is obvious. We prove the ‘only-if’ part. If the mandatory
pc-child (ad-child respectively) v of the non-redundant node u is redundant, then v
must not be an output node. Meanwhile, v must not be an ancestor of any output
node, for otherwise by Lemma 5.3 v is non-redundant since any output node is non-
redundant. Thus we have the conditions 1 and 2. Now v is redundant, then the
restriction to any output node no imposed by v must be subsumed by some other
remaining nodes. Since v has no descendants being the output nodes and each
leaf MCC of Q has at least one output node, v must have no optional descendant
node. Now u and v both belong to Mu, and v is a mandatory pc-child (or ad-child)
node of u, then u must have another mandatory pc-child (descendant respectively)
v′ that forward simulates v (by the result in [55]) w.r.t. mandatory relationships
only. Thus we have v ¹Mu v
′, as each edge within Mu is a mandatory edge. Thus
we have condition 3. Thus we have the ‘only-if’ part.
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A.7 Transformed XPath Queries used in Chapter 6
Q1: //people/person/name
Q2: //open-auctions/open-auction/bidder/increase
Q4: //site/open-auctions/open-auction[bidder/personref]/reserve
Q5: //closed-auctions//closed-auction//price
Q6: //site/regions//item
Q8: //site[people/person/name]/closed-auctions/closed-auction/buyer
Q9: //site[closed-auctions/closed-auction/buyer][regions/europe/item/name]/people/person
Q10: //site/people/person[profile/interest][address/country]/creditcard
Q11: //site[people/person/profile]/open-auctions/open-auction/initial
Q13: //site/regions/australia/item[//name]//description
Q14: //site//item[description]/name
Q18: //open-auctions//open-auction//reserve
Q19: //site/regions//item[name]/location
Q20: //people//person//profile
