Abstract. Spectral image analysis problems often begin by applying a transformation that generates an alternative representation of the spectral data with the intention of exposing hidden features not discernable in the original space. We introduce and demonstrate a transformation based on a Markov-chain model of a random walk on a graph via application to spectral image clustering. The random walk is quantified by a measure known as the average commute time distance (CTD), which is the average length that a random walker takes, when starting at one node, to transition to another and return to the starting node. This distance metric has the important characteristic of increasing when the number of paths between two nodes decreases and/or the lengths of those paths increase. Once a similarity graph is built on the spectral data, a transformation based on an eigendecomposition of the graph Laplacian matrix is applied that embeds the nodes of the graph into a Euclidean space with the separation between nodes equal to the square-root of the average commute time distance. This is referred to as the Commute Time Distance transformation. As an example of the utility of this data transformation, results are shown for standard clustering algorithms applied to hyperspectral data sets.
Introduction
Imaging spectrometer data can be represented as a threedimensional structure that encompasses both spatially and spectrally sampled data of a given scene. In an image with d spectral bands, the observed spectral radiance data, or estimated surface reflectance data, can be modeled as a scattering of points in a d-dimensional Euclidean space, such that each of the coordinate axes corresponds uniquely to a single spectral band. 1 In other words, a particular pixel of the spectral image is plotted as a vector with coordinates corresponding to the brightness values of the pixel in the spectral bands. The vector space representation permits the application of linear and nonlinear transformations that result in alternative representations of the data. These alternative representations are often referred to as feature spaces. These derived feature spaces do not add any information, but rather redistribute the original information into a more useful form. 2 The original spectral space representation of the data is not necessarily the best feature space to extract information for spectral image applications, such as classification. One reason is that adjacent spectral bands are often highly correlated and, therefore, provide redundant information.
One of the most common transformations applied to spectral data is the principal components (PC) transformation. Algebraically, principal components are formed as uncorrelated linear combinations of the original features (i.e., the spectral bands in our case), and is therefore a linear transformation of the original data. Its geometrical interpretation is one of rotating the coordinate system as to align the axes along mutually orthogonal directions with maximum variability. Therefore, the principal components transformation equates information with variance. The transformation can be obtained simply by projecting the spectral vectors onto the eigenvectors of the data covariance matrix. The principal component images are uncorrelated and are ordered such that the first principal component image contains the greatest variance and the d'th principal component image contains the minimum variance for an image with d spectral bands. The result is the removal of the correlation of the data in the original spectral feature space; this provides a method for data reduction by removing the higher-order principal component images containing low variance. A disadvantage of this transformation is that the principal component vectors are scene dependent and often have no obvious physical interpretation (i.e., they do not correspond to a material class within the image). 3, 4 Another important limitation of this transformation results when a critical material class contains a small number of pixels. Since the transformation is based on the covariance matrix calculated over the entire scene, such a class may not be able to influence the covariance structure enough to cause a separation in the transformed space. 3 This results in the embedding of the sparsely populated class into the higher-order principal component images with little variance structure.
The PC transformation does not utilize material class information; in general, the axes are not aligned in a manner that separates the different material classes. The primary purpose of the Fisher's linear discriminant transformation is to separate multivariable populations and is often extended for use in supervised classification. 5 Whereas the PC transformation seeks to maximize variance, the goal of this transformation is to maximize the separability between material classes while minimizing the variance within classes. Therefore, this transformation requires estimates of the class means and covariances. In many cases, class information is not available and often is not abundant enough to extract representative statistical parameters. Note, however, that this method does not make any distributional assumptions on the data; not until its application in supervised classification does it force a multivariate normal distribution. 5 The data transformations introduced thus far have been linear with respect to spectral space (i.e., formed from linear combinations of the spectral bands). However, hyperspectral data has been shown to be inherently nonlinear from many sources, including the nonlinear nature of light scattering from a material as described by the bidirectional scattering function. 3, 6 Gillis et al. 7 demonstates how oceanic hyperspectral data are highly nonlinear and generally consist of a number of curves that are joined together at their endpoints. Many researchers have been actively investigating nonlinear transformations that may help to expose the nonlinear structure contained in the high-dimensional spectral space. In the next section, a nonlinear transformation derived from a measure of a random walk on a graph is discussed. Unlike the PC transformation, many of the feature images are correlated to physically interpretable material classes, and its ability to separate them is independent of the number of in-scene pixels for a given material class. Furthermore, no statistical parameter estimation is necessary and, therefore, no a priori knowledge of in-scene classes is required. Additionally, it will be shown that most of the spectral class structure is contained within the first few feature images in the transformed space. As demonstrated in Ref. 8 , the axes in this feature space are aligned along maximum variability in terms of the random walk quantity and, thus, will provide a method to transform the spectral data into a lower-dimensional feature space. This is referred to as the commute time distance (CTD) transformation, and its ability to separate materials will be heavily dependent on the type of similarity graph chosen to model the spectral data. In fact, neighborhood connectivity properties are preserved in this feature space and the transformed data has the following important characteristic: if two points in spectral space are connected by many paths, and/or the "lengths" of those paths are relatively small, the two data points will be separated by a very small Euclidean distance in the transformed space. Conversely, two data points that are connected by few paths with lengths that are relatively large will find themselves separated by a large Euclidean distance in the transformed space.
Related Work
As presented in Sec. 2 of this paper, the CTD between two vertices in a graph can be thought of as the average number of (weighted) steps that a random walker takes, when starting at one vertex, to transition to the other and return to the starting vertex. This random walk measure has a closed-form solution that is related to the pseudoinverse of the graph Laplacian matrix associated with the similarity graph defined in Sec. 2. Furthermore, the CTD transformation is based on projecting the original data points onto the eigenvectors of the pseudoinverse Laplacian scaled by the square-root of their corresponding eigenvalues (cf., Sec. 2.4). This transformation, however, is not the only one obtained from some measure of a random walk on a graph, nor is it the only transformation obtained from the eigenvectors of a matrix associated with a graph. In fact, this transformation is closely related to several topics, including Laplacian eigenmaps, 9, 10 diffusion maps, 11 isometric mapping (ISOMAP), 12 and local linear embedding (LLE). 13 These transformations can all be categorized as manifold learning techniques and all work on the assumption that the data reside on or near a lowdimensional manifold that is embedded in the higherdimensional Euclidean feature space.
Laplacian eigenmaps, as described in Belkin and Niyogi, 9, 10 can be constructed by solving for the first m-right eigenvectors of the normalized (random walk) Laplacian. This variant of the graph Laplacian matrix is not symmetric and can be viewed as an approximation to the Laplace-Beltrami operator defined on a manifold. Shi and Malik 14 introduced a graph-partitioning method, known as normalized cuts, which minimizes an objective function that attempts to balance the "size" of each partition based on the weighted edges connecting them. The resulting algorithm can be summarized as follows: Construct a similarity graph on the data, project the data onto the first m-eigenvectors of the normalized (random walk) Laplacian matrix and use the k-means clustering algorithm, with k ¼ m, to cluster the data into m-clusters. This is equivalent to applying k-means, with k ¼ m, to the first m-Laplacian eigenmaps. Gillis and Bowles 15 demonstrate how Laplacian eigenmaps can be used for hyperspectral image segmentation using spatial-spectral graphs; i.e., graphs constructed from both spatial and spectral information.
Nadler et al. 11 presents a data transformation, based on a diffusion process, that is derived from an eigendecomposition of the probability transition matrix raised to the lthpower, where l is referred to as the diffusion parameter. Note that the ði; jÞth-entry of this matrix can be interpreted as the probability that a random walker, starting at vertex v i in the graph, will transition to vertex v j in l steps. The corresponding diffusion maps are constructed by projecting the data onto the first m-eigenvectors of this matrix scaled by their corresponding eigenvalues arranged in nonincreasing order. Diffusion maps have been applied to hyperspectral imagery, as shown in He et al., 16 where improved classification has been demonstrated. As shown in Refs. 11 and 17, the right eigenvectors of the probability transition matrix are equal to the right eigenvectors of the normalized Laplacian matrix, used in Laplacian eigenmaps, but differ in their eigenvalues. Furthermore, it can be easily shown that if ðλ i ; ϕ i Þ is an eigenvalue/eigenvector pair from the probability transition matrix, then ϕ i is also an eigenvector of the normalized Laplacian matrix with corresponding eigenvalue ð1 − λ i Þ. Therefore, diffusion maps differ from Laplacian eigenmaps only in the scaling of each eigenvector by the corresponding eigenvalue of the probability transition matrix raised to the lth-power. As discussed in Qiu and Hancock, 18 the disadvantage of diffusion maps resides in the arbitrary selection of the diffusion parameter l. If l is too small, then the random walk will not have propagated significantly and will result in a distance measure based solely on very local information. Conversely, as l → ∞, the random walk converges to its stationary distribution.
ISOMAP can be viewed as a nonlinear transformation that embeds the data into a space that preserves interpoint distances on a manifold. However, the distance in this case is not the usual Euclidean distance, but instead is the geodesic distance between the points calculated from a weighted graph structure imposed on the data. The geodesic distance is defined as the sum of weighted edges along the shortest path between two data points in a graph. The steps required for this method include forming a matrix composed of pairwise geodesic distances and then performing an eigendecomposition on it to discover the embedding. Furthermore, the first m-eigenvectors of the geodesic distance matrix represents the coordinates in the new m-dimensional Euclidean space. It will soon be shown that the CTD embedding is very similar in concept to ISOMAP with the exception of the distance metric used to characterize the neighborhood relationship. In the CTD embedding, not only will we account for the shortest path between two data points, but also the number of paths connecting them. The importance of this property is discussed further in the next section. The disadvantage with the ISOMAP method for hyperspectral data resides in its computational complexity. Bachmann et al. 19 demonstrates a method that divides the hyperspectral scene into smaller tiles, applies ISOMAP to each, and then stitches the manifolds derived from each together. In a separate paper, Bachmann et al. 20 examine how ISOMAP can be used as a reduced representation of a hyperspectral lookup table for bathymetry retrieval.
Another method closely related to ISOMAP is LLE, which describes the manifold by modeling each data point as a linear combination of its local neighbors based on the idea that the manifold is locally linear. However, unlike ISOMAP and the CTD embedding, LLE is not guaranteed to discover the optimal global coordinate system and appears to be more vulnerable to noise. 21, 22 Ma et al. 21 investigate anomaly detection in hyperspectral imagery using robust LLE to reduce the dimensionality and then applies the Reed-Xiaoli (RX) anomaly detector to expose anomalous structure in the data.
As mentioned above, the focus of this article is to introduce the CTD transformation process as applied to hyperspectral data. We will investigate its application in material classification. It will be shown that there is some improvement in this area; however, Albano and Messinger 23 have demonstrated even greater potential use in spectral anomaly detection. Using the same process outlined in this paper, they demonstrate improved detection performance at low false alarm rates when applying the benchmark RX and Topological Anomaly Detector (TAD) 24, 25 anomaly detectors to the CTD transformed data compared to their implementation in spectral space. Furthermore, based on the properties of the CTD, it is shown that this transformation has the effect of "pushing" the sparsely populated and weakly connected anomalies away from the nearest, highly connected background components. The reader is encouraged to review this reference for further details concerning anomaly detection in the CTD-transformed space.
General Overview
In Sec. 2, the basic terminology and theory behind the CTD transformation will be introduced. This includes a short listing of important graph theoretic definitions, the basic matrices associated with a graph and their relation to the CTD, similarity graphs, and a derivation of the CTD transformation matrix. Section 3 follows with a comparison between the performance of classification techniques applied to the image data represented in the spectral and the CTD feature spaces. Section 4 provides a summary of the results. Appendices A and B provide detailed proofs of the most relevant properties of the graph Laplacian matrix and its pseudoinverse, respectively. These properties are utilized in the construction of the CTD transformation matrix introduced in Sec. 2.4.
Random Walks on Graphs and the Graph
Laplacian Spectral graph theory is a branch of mathematics that studies graphs by analyzing algebraic properties of the matrices associated with them. The particular matrix that will be studied and utilized throughout the rest of the paper is known as the graph Laplacian. The pseudoinverse of this matrix leads to a closed-form solution for the CTD between two vertices of a graph and, consequently, an eigendecomposition of it leads to the CTD transformation matrix. Section 2.1 introduces basic graph theory terminology and describes three different similarity graphs used to model the spectral data. In Sec. 2.2, the Laplacian of a graph, its pseudoinverse, and their properties are discussed. For a more thorough discussion of graph theory and spectral graph theory please refer to Refs. 26 and 27, respectively. The Markov-chain model of a random walk on a graph is introduced in Sec. 2.3. This section also provides the definition of the CTD which quantifies a random walk. Finally, Sec. 2.4 develops the CTD transformation that embeds the data into a Euclidean space where the distance between them is equal to the square-root of the corresponding CTD calculated from the similarity graph.
Graph Theory and Similarity Graphs
An undirected weighted graph G ¼ ðV; E; ωÞ is a collection of two finite sets, V and E, called the vertex set and edge set, respectively, and a mapping function ω. The mapping function ω∶ E → R þ used here associates a non-negative weight to each element of the edge set. The elements of the vertex set are often referred to as vertices, or nodes, and the elements of the edge set are called edges. The edge set is composed of unordered pairings of the vertices such that if two vertices v i and v j are endpoints of an edge, then fv i ; v j g ∈ E. These two vertices are said to be adjacent and can be denoted as v i ∼ v j . The adjacency structure of a graph G can be represented in matrix form using the weighted adjacency matrix W with its elements defined as ½W ij ¼ ω ij . Therefore, given a graph with n vertices (jVj ¼ n), W will be n × n, with the rows and columns corresponding to some arbitrary ordering of the vertex set and its entries correspond to the weighted edges connecting those vertices if an edge exists between them. The convention used here, which will become more evident later, is to assign a value of zero if no edge exists between two vertices. Therefore, the weighted adjacency matrix can be summarized mathematically as
The graphs that will be analyzed here are called simple graphs and they exclude the existence of loops and multiple edges; i.e., edges with equal endpoints and more then one edge sharing the same endpoints, respectively. Note that in the absence of loops, the main diagonal entries of the weighted adjacency matrix will be zero. Aside from being non-negative, the mapping function used here is required to be symmetric such that ω ij ¼ ω ji ∀ fv i ; v j g ∈ E, causing W to be a symmetric matrix. The weights will also have the following convention: the more similar that two vertices v i and v j are, the greater the magnitude of the weight ω ij associated to that edge. When applied to spectral imagery, the graph will be constructed on the spectral data such that the vertex set V will be composed of all spectral vectors (pixels), the edge set E will be composed of unordered pairings of those pixels based on the similarity graph, and the weighting function ω associates with each edge the reciprocal of the spectral Euclidean distance between the pixels that are endpoints of an edge. A major portion of graph theory deals with the study of the connectivity properties of the corresponding graph. A pairwise measure of connectivity has already been introduced: the adjacency of vertices. However, there are many other measures of connectivity that can be defined, such as the collection of all neighboring vertices of a vertex, the number of neighbors that two vertices have in common, and the number of paths that exist between two vertices, to name a few. The CTD, as discussed in Sec. 2.3, can also be viewed as a measure of pairwise vertex connectivity that takes into account the number of paths that exist between two vertices and their respective "lengths." However, two additional measures of connectivity that will be required for its development are now introduced. The neighborhood of a vertex v i , denoted as Γðv i Þ, is the set of all adjacent vertices to it. The (weighted) degree d i of vertex v i is the sum of the weighted edges that are incident to it. Since the graphs discussed in this paper are simple, the degree for a vertex v i can be written mathematically as
Recall that in the absence of an edge connecting two vertices, the corresponding entry in the weighted adjacency matrix is zero. Therefore, the degree of a vertex can also be obtained by summing along the corresponding row or column to that vertex in the weighted adjacency matrix. A graph is connected if it contains a path to every vertex in its vertex set V. The components of a graph G are its maximally connected subgraphs. If the graph is connected, it is a single component.
Given a set of data points v 1 ; : : : ; v n and some measure of similarity ω ij ≥ 0 between all pairs, the goal of many spectral imaging applications involves separating the spectral data into groups such that two data points assigned to the same group are similar, in some sense, and two data points assigned to different groups are dissimilar. Rather than grouping the spectral data based on pairwise distance, as is typically done, a similarity graph GðV; E; ωÞ is constructed and clustering of the data will be based on its connectivity properties quantified by the CTD. There are many ways to build a similarity graph; however, the design and characteristics of each construction are the same. A similarity graph should have many edges connecting similar data points and very few edges connecting dissimilar data points. The goal then becomes characterizing the neighborhood relationships between the data points, capturing a more intricate relationship between them compared to a simple pairwise distance. 28 Many of these techniques are derived from either using a thresholding technique or by connecting a data point to its k-nearest neighbors. Both of these techniques and their properties are reviewed below. One property that the similarity graphs in this paper will be required to have is connectedness (i.e., graphs have a single component). Having a connected similarity graph provides the ability to construct a graph-based pairwise distance between all data points and will further provide the necessary means to embed the data into a single coordinate system. 29 
ϵ-Threshold graph
For the ϵ-threshold graph, the edge set is populated by connecting all data points with an edge when the pairwise similarity is above a user-defined threshold ϵ; i.e., ω ij > ϵ. One major disadvantage of this technique results from the difficulty in choosing the appropriate value for ϵ. If the value of ϵ is chosen to be too large, many disjoint subgraphs will be created and may have the effect of dividing a single material class into many classes. Conversely, if the value is chosen to be too small, many unique material clusters will be merged into a single larger subgraph, thereby making class separation through graph theoretic techniques near impossible. This is the so-called "short-circuit" problem. 29 As a result, it is clear that this technique is not appropriate for modeling data that varies in density in different regions of the underlying space. 28 Additionally, this technique does not generally produce connected graphs.
K -nearest neighbor graph
This particular graph is well suited to model clusters that vary in density. The construction of a k-nearest neighbor (k-NN) graph consists of connecting two vertices v i and v j with an edge if one is among the k-nearest neighbors (largest similarity neighbors) of the other, or both. In other words, connect each vertex v i to its k nearest neighbors. Like the ϵ-threshold graph, the k-NN graph suffers from the same disadvantage of arbitrarily choosing a value for k. However, choosing a value for k is simpler since it takes only integer values with the purpose of building a local neighborhood around each data point independent of its local neighborhood density. From experiment, choosing k ∈ ½10; 25 has worked well for modeling some spectral data. Unfortunately, it too does not generally produce connected graphs and tends to "overconnect" outliers or small components.
Mutual k -nearest neighbor with a minimum spanning tree graph
One technique used in graph theory to ensure connectivity is to create a spanning tree in the data. The particular type of spanning tree that is most appropriate for clustering data is the minimum spanning tree (MST) graph. By definition, an MST in a graph with n vertices is a subgraph with n − 1 weighted edges that provide a path to every vertex (a spanning tree), and the sum of the weighted edges is a minimum. 26 Augmenting it with either similarity graph defined above will force the resulting graph to be connected. A slight variant of the k-NN graph is known as the mutual k-nearest neighbor graph. In the prior graph, we do not force the neighborhood relationship to be symmetric; if v j is one of v i 's k-nearest neighbors, but v i is not among the k-nearest neighbors of v j , an edge still connects the two. In the latter graph, the k-nearest neighborhood relationship has to be mutual; that is, connect v i and v j with an edge if and only if they are among each others' k-nearest neighbors. The mutual k-NN graph has a general tendency to connect data points of similar density while leaving regions of different density unconnected. 28 Therefore, augmenting the mutual k-NN graph with an MST graph has the desirable characteristics of connecting neighboring data points of similar density and providing a connected graph. This graph will be used to model the spectral data in Sec. 3. The short version of this lengthy name is mutual k-NN þ MST graph.
Laplacian of a Graph and Its Pseudoinverse
The graph Laplacian is an important matrix associated with a graph. An analysis of its eigenvalues and eigenvectors can answer many questions about the graph's structural properties as discussed in Ref. 27 and 30 . Within the spectral graph theory literature, the definition of the graph Laplacian can vary greatly. For our purposes, the graph Laplacian is defined as
where W is the weighted adjacency matrix and the matrix D, often referred to as the degree matrix, is a diagonal matrix with diagonal entries equal to the (weighted) degree of the corresponding vertex; i.e., ½D ii ¼ d i . From this definition, the entries of the matrix are
Note that the graph Laplacian is n × n, where n is the number of vertices in the graph. When applied to spectral imagery, recall that the vertex set is composed of all spectral vectors. Therefore, the spatial dimensions of the spectral image will determine the dimensions of the graph Laplacian matrix. An overview of many of its properties can be found in Ref. 31 . The properties of the Laplacian that will be important for our application are summarized in the following proposition.
Proposition 2.1 (Properties of Laplacian) Denoting the eigenvalue/eigenvector pairs of the graph Laplacian as ðρ i ; ϕ i Þ, the graph Laplacian matrix L satisfies the following conditions:
1. L is symmetric and positive semi-definite. 2. The smallest eigenvalue of L is ρ 1 ¼ 0, with corresponding eigenvector
3. The algebraic multiplicity of the zero eigenvalue is equal to the number of graph components.
A proof for each part of the above proposition is given in Appendix A. Note that since L is both symmetric and positive semi-definite, all eigenvalues are real and non-negative and their corresponding eigenvectors are orthogonal. From the connectivity constraint placed on the similarity graphs, only one zero eigenvalue exists according to the proposition above. The spectral decomposition of the Laplacian is L ¼ ΦRΦ T , where R ¼ diagðρ 1 ; ρ 2 ; : : : ; ρ n Þ is the diagonal matrix composed of the eigenvalues in nondecreasing order and Φ ¼ ½ϕ 1 ; ϕ 2 ; : : : ; ϕ n is the matrix whose columns are composed of the corresponding eigenvectors. Since the eigenvalues are in nondecreasing order, the following is true: 0 ¼ ρ 1 < ρ 2 ≤ ρ 3 ≤ : : : ≤ ρ n .
Since ρ 1 ¼ 0, the rank of the graph Laplacian is n − 1, and therefore, it is singular. The Moore-Penrose pseudoinverse of this matrix, denoted as L þ , is one method to generalize the matrix inverse to matrices that are not of full rank. This provides a least-squares solution to systems of linear equations when no exact solution exists. As previously mentioned, the matrix L þ will play a critical role for the remainder of this paper. As a result, Proposition 2.2 provides a short listing of its most important properties.
Proposition 2.2 (Properties of L )
Let us denote the eigenvalues of L in nondecreasing order as ρ 1 ; ρ 2 ; : : : ; ρ n and their corresponding eigenvectors as ϕ 1 ; ϕ 2 ; : : : ; ϕ n . Additionally, let us denote the eigenvalue/eigenvector pairs of the pseudoinverse Laplacian L þ as ðλ i ; u i Þ. The matrix L þ has the following important properties:
, where I is the identity matrix.
Using the spectral decomposition theorem, we can write the pseudoinverse Laplacian L þ as
Appendix B uses this representation to prove some of the properties outlined in Proposition 2.2. It is important to note that unlike the graph Laplacian matrix L, the pseudoinverse Laplacian L þ is not a sparse matrix in general. Additional information on the topic of generalized inverses can be found in Ref. 32.
Markov-Chain Model of a Random Walk on a Graph
A Markov-chain is a mathematical model for random phenomena that undergoes transitions from one state to another in time and the process is characterized as memoryless such that the next state depends only on the current and not on past states. Following the notation in Ref. 33 , let xðtÞ denote the random variable that contains the state of the Markov-chain at time t. Therefore, if xðtÞ ¼ v i , then at time t, the Markovchain is in state v i . The recording of a Markov-chain sequence of states visited by a random walker is called a random walk and will be denoted by fxðtÞg t≥0 for t ≥ 0 transitions. This section will focus on the properties of random walks on graphs and the measures used to quantify them.
Provided that a graph is given, the state-space will be composed of the finite collection of vertices contained in the vertex set V, and the random walker will have the following restriction: if xðtÞ ¼ v i , the random walker can only transition to an adjacent vertex v j ∈ Γðv i Þ with transition probability
. Therefore, given a random walk on a graph xð0Þ ¼ v i 0 ; xð1Þ ¼ v i 1 ; : : : ; xðtÞ ¼ v i t , the probability of transitioning to state v j at time t þ 1 is
To quantify the random walk, two measures need to be introduced: the mean hitting time and the CTD. The first hitting time of a random walk is the first time at which the random walker "hits" a given vertex from its initial starting position. The first hitting time of vertex v j , when initially starting at vertex v i , can be written mathematically as
where, for completeness, the infimum of the empty set ∅ is ∞. 33 Furthermore, the mean hitting time h 
In words, Eq. 
where volðGÞ ¼ P v i ∈V d i is the graph volume; i.e., a scalar quantity. 27 The mean CTD c 
Beside being a distance metric, the mean commute time distance between two vertices in a graph has the desirable property of decreasing when the number of paths between them increase and/or the "lengths" of those paths decrease. Therefore, if two vertices are highly connected by relatively short paths, they will be separated by a small commute time distance compared to two vertices separated by larger distances with relatively few paths connecting them. It is this property that is desirable from a spectral analysis point of view.
In Sec. 2.4, we will map the vertex set into a Euclidean space and then find a transformation, based on an eigendecomposition of the matrix L þ , such that the pairwise separation between the vertices is equal to the square-root of the mean CTD. With this Euclidean space embedding of the graph, one can apply spectral analysis algorithms to the transformed data. Additionally, the transformed space has the added advantage of preserving the graph structure and neighborhood relationships.
CTD Transformation
Before introducing CTD embedding, we need to represent the vertices in V as vectors (i.e., a mapping f∶ V → R n if jVj ¼ n). We define the mapping such that each vertex v i of the vertex set is mapped to a unique vector e i ¼ ½0 : : : 1 : : : 0, such that the location of the value 1 corresponds to the ith-component only, and the other values are zero. This is referred to as the node vector representation of the graph vertex v i and the vector space spanned by the collection of all node vectors is called node space. 8, 34 With this vector space representation, Eq. (4) can be rewritten as
where e i and e k are the node vectors corresponding to the vertices v i and v k , respectively. Recall from Proposition 2.2 that L þ is symmetric and positive semi-definite and, therefore, is orthogonally diagonalizable: L þ can be decomposed as L þ ¼ UΛU T , where the diagonal matrix Λ ¼ diagðλ 1 ; λ 2 ; : : : ; λ n Þ contains the eigenvalues of L þ in nonincreasing order along the main diagonal and the matrix U ¼ ½u 1 ; : : : ; u n with columns equal to the corresponding eigenvectors. Upon substitution, the above equation becomes The two-dimensional embedding is shown in (c), using the first two CTD bands corresponding to λ 1 and λ 2 . Fig. 2 CTD embedding of a synthetic data set containing a Gaussian ring distribution (background) and a uniformly distributed center (target). In (a), the two classes are shown and are differentiated by color and marker. The k-NN þ MST graph constructed on the data set, with k ¼ 10, is shown in (b), and its two-dimensional embedding is shown in (c).
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If we let ψ i ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
The last line of Eq. (5) shows that the Euclidean distance between the transformed node vectors ψ i and ψ k is equal to the square-root of the CTD. As a result, the matrix
will be referred to as the CTD transformation and when applied to a node vector e i , it will have the property of embedding it into a vector space such that the Euclidean distance between it and any other transformed node vector is equal to the square-root of their corresponding CTD as calculated from the similarity graph in the original feature space. This further indicates the tremendous importance of the similarity graph construction. Vertices that are highly connected and/or are in close proximity in the original feature space will be separated by a very small Euclidean distance in the CTD space. Conversely, vertices that are weakly connected will be separated by relatively large distances in the CTD space. Additionally, note that the embedding is nonlinear in the eigenvalues of the pseudoinverse Laplacian. However, a great disadvantage of this method is the computational complexity of computing the n − 1 positive eigenvalues of L þ and the corresponding eigenvectors. One solution to obtain more timely results is to use Proposition 2.2 and apply sparse matrix operations on the graph Laplacian matrix L instead of its pseudoinverse, which is generally not sparse. However, when dealing with spectral imagery, there are typically thousands of pixels, and this full computation can be daunting even when using sparse matrix operations. Another solution is to recognize that the eigenvectors of L þ form a basis aligned along maximum variance in terms of the (square-root) CTD and are, therefore, equivalent to the principal component axes. By preserving only the first m < n − 1 eigenvectors, the data are then projected into a lowerdimensional subspace where maximum variance is approximately preserved. This is equivalent to Kernel PCA where the kernel is L þ . To see this, first note that the data are mean centered since, from Eq. (8),
which suggests that the axes are already aligned along maximum variance in the CTD space. Therefore, the eigenvectors Optical Engineering 076202-8 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
of L þ correspond to the principal component axes. The matrix L þ can be approximated by retaining its first (largest) m-eigenvalues and corresponding eigenvectors, where m < n − 1. Mathematically, this estimate can be written as
whereΛ ¼ diagðλ 1 ; λ 2 ; : : : ; λ m ; 0; : : : ; 0Þ andÛ ¼ ½u 1 ; u 2 ; : : : ; u m ; 0; : : : ; 0. Upon substitution into Eq. (6), the transformation that embeds the data into a lower-dimensional subspace that approximately preserves the maximum variance in terms of the square-root of the CTD is given byΨ
Given a data set, the first step will be to construct the k-NN þ MST graph on it and then to apply the CTD transformation shown in Eq. (8) keeping the first m CTD bands. Figures 1 and 2 show this process for two synthetic data sets that are near-linearly separable after embedding into the first two CTD bands corresponding to the largest eigenvalues. In each case, (a) shows the data as two classes denoted by color, (b) shows the mutual k-NN þ MST graph constructed on that data and (c) shows the resulting two-dimensional embedding (i.e., embedding using the first two eigenvectors of L þ ). Note how the neighborhood relationships between Fig. 4 Comparison of classification maps generated by applying the k -means algorithm to spectral space in (a), and the CTD subspace using bands 1 to 9 in (b). Optical Engineering 076202-9 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
the data points are preserved in both cases. This is best seen in Fig. 2 with the single target (red +) point that is connected to the background in part (b) and is still the closest point to the background (black o) in the CTD space shown in part (c).
Experimental Results
The advantage of transforming data into the CTD space is based on its property of preserving the neighborhood relationships between data points; both proximity and graph connectivity are accounted for. By applying this transformation to spectral data, one can imagine its potential use in several algorithmic tasks, including clustering material spectra; spectral vectors from the same material class will be clustered together by relatively short distances in the CTD space, while those from different materials could be separated by large Euclidean distances. It is important to realize, however, that the ability to separate the material classes is heavily dependent on the similarity graph built on the spectral data. The focus of this section is to understand how material classes are clustered in the CTD space by applying several classification techniques on three hyperspectral data sets. Two of these data sets include user-defined training and test sets, while the third is used only for a qualitative discussion. All are relatively high spatial resolution images, and all were acquired from different systems, providing some insight into the stability of the CTD transformation across imaging system platform. Section 3.1 applies the k-means algorithm to initially probe the CTD-transformed data and will provide insight into the information contained within them. This section will provide a qualitative discussion on the clustering results. To assess the utility of this transformation in material classification, we apply some commonly used supervised techniques in Sec. 3.2. The techniques used include the Mahalanobis classifier, maximum likelihood, minimum distance to mean (MDM), and a support vector machine using a radial basis function (SVM RBF). The performance of each classifier above will be assessed using the overall accuracy (OA), which is the number of correctly classified samples divided by the number of test samples; the kappa coefficient (κ), which is the percentage of agreement corrected by the amount of agreement expected due to chance alone; and a corresponding hypothesis test to determine whether the kappa coefficients received by a particular classifier in the CTD space is statistically different then what was received by the same classifier applied in spectral space. More precisely, given the kappa coefficients for a given classifier applied to the CTD and spectral spaces (say κ A and κ B , respectively), the hypothesis test is based upon the standard normal test statistic
where σ 2 A and σ 2 B are the variances associated with the kappa coefficients. 3 If jZ AB j is greater than a threshold for the required confidence level, the null hypothesis is rejected; i.e., H 0 ∶ κ A − κ B ¼ 0 is rejected, and the sign will determine which kappa coefficient is statistically greater than the other. Positive values indicate the kappa coefficient in the CTD subspace is statistically greater, while negative values indicate that the spectral space kappa coefficient is greater. If H 0 is accepted, they are statistically equal.
Unsupervised Classification in CTD SpaceQualitative Comparison
Often, the first step when performing supervised classification of hyperspectral data is to first apply a clustering technique to learn about the grouping of the data in the high-dimensional spectral space, rather than forcing them into predefined, usually culturally driven, classes. 3 In this section, we will apply k-means to the CTD-transformed data and make a qualitative comparison between its grouping and that obtained in the original spectral space representation of the data. This section will also provide insight into the characteristics of the CTD feature images. Optical Engineering 076202-10 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
Shown in Fig. 3(a) is an RGB rendering of a 307 × 400-pixel hyperspectral image collected over the Washington, D.C., area by the Hyperspectral Digital Imagery Collection Experiment (HYDICE) 37 imaging spectrometer. With atmospheric absorption bands removed (those with a low signal-to-noise ratio), 170 spectral bands were used for clustering. The remaining images in Fig. 3 correspond to transformed CTD bands 1, 3, 5, 6, and 9, and all are displayed using a 2% linear stretch to enhance the content contained within each band. A linear stretch generally leads to featured images with a few bright pixels and the rest dark, and this results from the stretching property of the CTD. Each transformed band displayed shows some correspondence to physically interpretable scene classes and when collectively used for classification, they may provide separation between the different material classes. For example, the first CTD band shown in Fig. 3(b) separates the deep water (dark) from land (bright), while the third, fifth, sixth, and ninth bands separate the Lincoln Memorial Reflecting Pool, roads, buildings and paths, and trees, respectively. However, not all of the lower-ordered bands have proven to provide intuitive results and are likely attributed to factors such as graph construction and the method used to estimate the eigenvalue/eigenvector pairs. Figure 3(g) is a plot of the first 30 largest eigenvalues of L þ for this data set. Note that although the bend in the plot occurs at λ 5 , the magnitude of the eigenvalues begin to plateau around λ 9 . As a result, the first 9 CTD feature images are used for classification. The k-means classification maps generated from the spectral and CTD feature spaces are found in Fig. 4(a) and 4(b) , respectively. The number of clusters chosen for k-means was k ¼ 12, with 10 iterations. Comparing the classification maps, one can readily see that the clustering done in the CTD subspace corresponds closely to the natural material classes found in the scene. Interestingly, unlike the clustering obtained in spectral space, the CTD subspace separates the different bodies of water in the scene. However, it does not separate the dried grass adjacent to the Lincoln Memorial Reflecting Pool from the healthier grass surrounding it, as was captured in the spectral domain. This suggests Optical Engineering 076202-11 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
that the first 9 CTD bands do not provide enough information for separation of these two disparate material classes.
Recall that many of the CTD bands correspond to physically derived scene classes; therefore, it may be possible to visually identify bands that provide information necessary for their separation. Figure 5 (a) is one band that does this. It appears to differentiate the distressed grass parallel to the Lincoln Memorial Reflecting Pool from other areas. The classification map generated by including this band is shown in Fig. 5(b) ; i.e., CTD bands 1 to 9 and 33. The classification map now captures this additional class, which is displayed in maroon. From this discussion, it appears that some useful material class information is embedded into some of the higher-order CTD bands. Section 3.2 will provide a quantitative analysis on classification accuracy as a function of the number of retained bands used in the CTD space. Each will be compared to its spectral space counterpart.
Supervised Classification in CTD SpaceQuantitative Comparison
The performance of several popular supervised classification techniques applied to two different CTD transformed data sets are described in this section. As mentioned before, the purpose of this paper is not to introduce a new classification technique, but to introduce the CTD transformation and its potential use in spectral algorithms. In this case, we demonstrate the utility with regard to material clustering. Therefore, the set of supervised classification techniques used here are not state-of-the-art in the literature but are techniques most commonly encountered in spectral image analysis software packages such as ENvironment for Visualizing Images (ENVI), as used here. The techniques applied include the Mahalanobis classifier, maximum likelihood, MDM, and SVM RBF. The two data sets used here have been provided with user-defined training and test sets, and therefore, they will be used to quantify classification performance in the Optical Engineering 076202-12 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
CTD space. More precisely, we will track the performance of each classifier as a function of the number of CTD bands retained in the transformed space, and each will be compared to the results obtained in spectral space. This will help to determine an optimal position along the eigenvalue plot for the number of CTD bands that should be retained for improved material classification. The first data set used for quantitative comparison was acquired with the airborne ROSIS-03 imaging spectrometer over the University of Pavia, Italy. The data set is 610 × 340 pixels and provides 115 spectral bands ranging from 0.43 to 0.86 μm, with an average spectral sampling of 4 nm. Only 102 spectral bands are used after removal of low signal-to-noise atmospheric absorption bands. Figure 6 (a) provides an RGB rendering of this data set, while Fig. 6(b) displays the user-defined classes with their names and colors displayed to the right. Before applying the classifiers, Fig. 7 (b) to 7(f) display CTD bands 2 to 4, 12, and 19 corresponding to some of the larger eigenvalues of L þ . For display purposes, ENVI's 0 to 255 linear stretch was applied to the first feature image, and the rest were displayed using a linear 2% stretch to enhance the content within each. As was seen in Sec. 3.1, each feature image displayed corresponds to physically interpretable material classes within the scene. For example, a threshold applied to the feature image of Fig. 7(b) could easily be chosen to separate the metal sheet class, colored magenta in Fig. 6(b) , from the other user-defined classes. Additionally, observe how other small anomalous objects have been assigned a large value in this feature image. The third CTD band shown in Fig. 7 (c) could be used for separating the shadow class (yellow) since most pixels in these regions have large values compared to the other material classes. This is particularly true along the tree line adjacent to the road in the lower half of the image. The asphalt (orange) and bitumen (purple) classes look to be separable from the meadows (light green) class in CTD band 12 in Fig. 7(e) . Interestingly, the last feature image shown indicates a difference between the healthy and distressed grass contained in the region of the meadows class. Table 1 provides a summary of the classification performance as a function of retained CTD feature bands. For example, the first column labeled CTD 10 reports the classification performance parameters when retaining the first 10 CTD bands or, equivalently, projecting the data onto the subspace spanned by the first 10 eigenvectors of L þ appropriately scaled by their corresponding eigenvalues. The rows of this table indicate the classifier used and the performance is characterized using the OA and kappa coefficient (κ). The variance associated with the kappa coefficient is also Optical Engineering 076202-13 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
listed and is used to compute the test statistic Z AB , given by Eq. (9) . The test statistic is used to determine whether the spectral or CTD subspace provides statistically better classification accuracy with respect to the kappa coefficient. Therefore, each value Z AB compares the spectral kappa coefficient to the corresponding CTD subspace labeled by the column. For simplicity, we associate a label indicating the space with better classification underneath this score; "Spectral" or "CTD" for better performance in those spaces, or "Equal" when the kappa coefficients are statistically equal. A 95% confidence level is used in this analysis. Therefore, the null hypothesis is accepted if jZ AB j < 1.96. As mentioned above, if rejected, the sign of Z AB will determine which space provides greater classification accuracy. Positive values favor the performance in the CTD subspace, while negative values indicate greater performance in spectral space. It is interesting to note that the overall accuracies are slightly larger when only the first 10 CTD bands are used, compared to those received in spectral space. Referring to the L þ eigenvalue plot in Fig. 7(g) , the bend occurs around λ 20 . Retaining all feature images up to λ 20 improves classification performance for the Mahalanobis and MDM classifiers and statistically equal performance using maximum likelihood in the CTD feature space. The SVM RBF classifier has greater performance in the spectral domain compared to any of the CTD subspaces listed in the table. However, note that the overall accuracy in spectral space is quite close when the first 20 bands are retained. Most important, note that when the plateau in the eigenvalue plot is reached at approximately λ 40 , the kappa coefficients are statistically greater in the CTD subspace in addition to the overall accuracies for each classifier except SVM RBF. Using the feature images past the plateau (refer to columns CTD 50 and CTD 60), the kappa coefficients seem to improve with the Mahalanobis classifier but remain statistically the same for maximum likelihood and MDM. Table 2 displays the individual class accuracies received using the maximum likelihood classifier. The average accuracies (AAs) are also displayed, and the bold values correspond to the largest class values received. Except for the metal and bare soil classes, the class accuracies are generally higher in the CTD subspaces compared to their spectral space counterparts. This is particularly true when the classifier is applied to all feature images up to, or slightly past, the plateau in the eigenvalue plot. An interesting result is shown column CTD 10 in the table. Note that the gravel and brick classes have accuracies of 0.1% and 93.9%, respectively. Optical Engineering 076202-14 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
In this case, those first 10 bands do not provide enough information to separate the two classes, and almost all of the gravel pixels are assigned to the brick class. When more CTD feature images are included in the classification, the classes become more separable. This is exactly analogous to the situation encountered in the previous section with the healthy and distressed grass classes; higher-order CTD bands contain information necessary for the separation of the two classes. The second data set used is a 403 × 195-pixel image acquired with the HyMap imaging spectrometer over Cooke City, Montana, USA. Operated by HyVista Corporation (Sydney, Australia), the HyMap hyperspectral scanner collects 12-bit data and provides 128 spectral bands across VIS-SWIR ranging from 0.45 to 2.5 μm, with bandwidths between 15 to 20 nm. This image has been independently analyzed in King and Kerekes, 38 who provided a training set and a Web-based application to automatically score the classification results using an unknown test set. An RGB color rendering of this data set is shown in Fig. 8(a) and 8(b) provides the names and colors associated with each material class. The discussion begins by displaying some CTD bands generated from the transformation. Figure 9 (b) to 9(f) correspond to CTD bands 1, 2, 5, 14, and 15, respectively. The associated eigenvalue plot is shown in Fig. 9(g) . Once again, each feature band displayed contains information useful for separating the user-defined classes. Thresholding the first CTD band shown in Fig. 9(b) could separate the tree (green) class from the grass (blue), road (yellow), and gray material (cyan) classes and, in combination with the second CTD band, provides the information necessary for separating the buildings class. Careful observation of Fig. 9(e) indicates that the 14th CTD band distinguishes healthy grass in the populated area from the grass/ vegetation found on the surrounding foothills. Table 3 organizes the classification results in the same format outlined for the ROSIS-03 data set. Note that the bend in the eigenvalue plot of Fig. 9 (g) occurs around λ 10 . Except for maximum likelihood, applying the classifiers to the first 10 transformed feature bands produced lower classification performances when compared directly to the corresponding spectral space result. As was demonstrated using the ROSIS-03 data set, as more CTD bands are retained, especially at and past the position of the plateau in the eigenvalue plot, the classification parameters generally increase. This is demonstrated in Table 3 , where the plateau of the eigenvalue plot occurs around λ 30 and the classification performance for each classifier generally improves. However, in the case of the Mahalanobis classifier, the overall accuracies in the CTD subspaces are less than their spectral space counterpart and, additionally, the kappa coefficients are also statistically smaller. For the other two classifiers, MDM and SVM RBF, the kappa coefficients obtained at and above λ 30 are statistically greater than or equal to their spectral counterpart. The reason for the poor performance of the Mahalanobis classifier can be explained by Fig. 10 , which shows two-dimensional scatter plots of the transformed data set projected onto the first four CTD bands shown in Fig. 9 (i.e., CTD bands 1,2,5,14). The legend indicates the colors assigned to each class. The buildings class has the greatest spread, and they are "pushed" away from the other classes. A visual inspection of Fig. 8 reveals that the buildings class consists of several different materials, and each is most likely represented by a small number of pixels. The spread of this class is so great that it dominates the scaling of the axes in Fig. 10(a) and gives the appearance that all other class distributions severely overlap and are inseparable. This is especially true for the projection onto CTD bands 2 and 14 and the projection onto bands 5 and 14. By rescaling the axes of these two projections, as shown in Fig. 10 (b) and 10(c), one can see that the road (magenta), grass (blue), and gray material (black) classes have tight distributions that are not severely overlapping. Also, observe that those two scaled projections do not provide separation of the tree-class pixels; other bands would be required for separation. Figure 10 also gives an explanation of why the maximum likelihood is more suitable for this transformed data set than Mahalanobis and MDM classifiers. The Mahalanobis classifier is derived from the likelihood Fig. 10 Two-dimensional scatter plots using CTD feature images 1, 2, 5, and 14 of the transformed HyMap data set. These feature images are shown in Fig. 9 (b) to 9(e).
Optical Engineering 076202-16 July 2012/Vol. 51 (7) Albano, Messinger, and Rotman: Commute time distance transformation applied to spectral imagery : : :
ratio with the simplifying assumption that the class covariances are equal resulting in a linear classifier. It is obvious that the class covariances are not equal from the twodimensional scatter plots. Additionally, because of the large spread associated with the buildings class, its mean vector is displaced far from the means of the other classes. As a result, applying MDM classifier will result in many building pixels assigned to other classes. Figure 10 also demonstrates the potential use of the CTD transformation for spectral anomaly detection, where the task is to identify unusual spectra with respect to the others (background distribution). The individual class accuracies obtained using maximum likelihood as a function of the number of retained CTD bands is shown in Table 4 . Increasing the number of CTD bands used for classification had the general effect of increasing both the overall accuracies and the kappa coefficients. These parameters also seemed to stabilize after the plateau. With exception to the tree class accuracies, which were close in value, the individual class accuracies were greater for all CTD subspaces displayed in the table when compared directly to those obtained in the spectral space.
Based on the discussion presented above, the truncation of the eigenvalues/eigenvectors for the CTD subspace projection matrix of Eq. (8) should take place just above where the plateau in the eigenvalue plot occurs. According to the results obtained for the two data sets used, performance did increase when this criterion was met. Additionally, it appears that the maximum likelihood classifier provided good performance in CTD space and was most stable in terms of accuracy with both data sets presented.
Summary and Conclusion
Many spectral image applications start by applying a transformation to the data in order to potentially identify an underlying structure not apparent in the original representation. In this paper, we have introduced the commute time distance (CTD) transformation, which is based on a Markovchain model of a random walk on a graph. The graphical representation of the spectral data is constructed as follows: the vertex set of the graph contains all the spectral vectors of the hyperspectral image, the edge set is populated based on the type of similarity graph used, and the distance between vertices was quantified by a random walk measure known as the CTD. Remarkably, a closed-form solution for this quantity exists and is related to the components of the pseudoinverse graph Laplacian matrix. Many of its properties are discussed, and it is shown how an eigendecomposition of it leads to the CTD transformation matrix. The CTD feature bands generated for three different hyperspectral data sets also demonstrated how many of them correspond to inscene classes. As an indication of the utility of this new data transformation, both supervised and unsupervised classification were performed in the transformed space, and the results indicate a potential improvement in spectral classification. It was also observed that classification performance generally increased with the number of retained CTD bands. In particular, the best performance was generally obtained when the number of retained bands corresponded to the position of the plateau in the eigenvalue plot. Other methods for choosing the optimal set of CTD bands for this application are actively being pursued. Additionally, other spectral image applications applied to the CTD space are being investigated. Albano and Messinger 23 have demonstrated the use of the CTD space in spectral anomaly detection.
Appendix A: Proof of Proposition 2.1
The list of properties in Proposition 2.1 are proved in this section of the appendix.
Part (1):
the weighted adjacency and degree matrices are symmetric. Therefore, L is symmetric. To prove that it is also positive semi-definite, we must show that x T Lx ≥ 0 ∀ x ∈ R n . Once again, using Eq. (1): ω ij ðx i − x j Þ 2 : Table 4 Class accuracies (%) using the maximum likelihood classifier on the HyMap data set. The AAs (%) are displayed in the bottom row. Since ω ij ≥ 0, x T Lx ≥ 0 and L is positive semi-definite. As an additional note, recall that ω ij ¼ 0 when no edge exists between vertices v i and v j i.e., v i is not adjacent to v k . This allows us to modify the summation over all edges, shown here as
This form will be used to prove part (3) of this proposition. Part (2): This part is obvious since performing a summation along any row or corresponding column of the Laplacian is equal to zero. Therefore, L1 ¼ 0 ¼ 0 · 1.
Part (3): Let m denote the number of components in graph G. If G is connected, then m ¼ 1. Additionally, assume that x ∈ nullðLÞ, where nullðLÞ denotes the null space of the matrix L. From the proof of part 1, we can write
Since ω ij > 0, when fv i ; v j g ∈ E, and zero otherwise, the sum equals zero only when x i ¼ x j . With this argument, one can see that x has to be constant for all vertices that can be connected by a path. Since G is connected, a path exists between all vertices v i and the null space is the one-dimensional space spanned by the constant vector 1 ¼ ½11 : : : 1 T ; i.e., dimðspanð1ÞÞ ¼ 1.
For m > 1, let us denote the graph components as G 1 ; G 2 ; : : : ; G m . Using this notation, G ¼ G 1 ∪ G 2 ∪ : : : ∪ G m . Without loss of generality, we assume that the rows and columns of the Laplacian matrix of G are ordered according to the components G i . This resulting Laplacian then has the following block diagonal form: where 1 G i and 0 G i have the values 1 and 0 over all vertices in graph component G i , respectively. Therefore, the null space has dimension m equal to the algebraic multiplicity of the zero eigenvalue.
