Abstract-An automatic approach for simulating the emitted pressure, intensity, and mechanical index (MI) of advanced ultrasound imaging sequences is presented. It is based on a linear simulation of pressure fields using Field II, and it is hypothesized that linear simulation can attain the needed accuracy for predicting MI and Ispta.3 as required by FDA. The method is performed on four different imaging schemes and compared to measurements conducted using the SARUS experimental scanner. The sequences include focused emissions with an F -number of 2 with 64 elements that generate highly nonlinear fields. The simulation time is between 0.67 and 2.8 ms per emission and imaging point, making it possible to simulate even complex emission sequences in less than 1 s for a single spatial position. The linear simulations yield a relative accuracy on MI between −12.1% and 52.3% and for Ispta.3 between −38.6% and 62.6%, when using the impulse response of the probe estimated from an independent measurement. The accuracy is increased to between −22% and 24.5% for MI and between −33.2% and 27.0% for Ispta.3, when using the pressure response measured at a single point to scale the simulation. The spatial distribution of MI and Ita.3 closely matches that for the measurement, and simulations can, therefore, be used to select the region for measuring the intensities, resulting in a significant reduction in measurement time. It can validate emission sequences by showing symmetry of emitted pressure fields, focal position, and intensity distribution.
I. INTRODUCTION
A N EFFICIENT method for measuring intensities and mechanical index (MI) for complex imaging sequences has been presented in the accompanying paper [1] . The approach was implemented on the synthetic aperture (SA) realtime ultrasound system (SARUS) experimental ultrasound scanner [2] , and uses one receive channel in the scanner to acquire the hydrophone signal. Intensity mapping of the full sequence is conducted in 1-2 h, rather than the days currently needed for this. It is argued that the approach is less error-prone and more accurate than the more cumbersome and manual approaches using an oscilloscope.
The method, thus, solves some of the inherent problems in measuring on complex ultrasound sequences, but it must still be ensured that the measurements are conducted at the correct spatial positions. If the measured values are above the limits, the sequence must be adjusted and measured again, which is cumbersome. Daft et al. [3] , therefore, suggested using simulation to cut down on measurement time. They used a rather complicated nonlinear simulation method. This paper suggests using linear Field II [4] , [5] simulations prior to measurements to ease the sequence planning and reduce measurement time. The hypothesis is that the simulation accuracy can be within the 30% accuracy allowed by the FDA, even though a linear simulation method is employed. This results in a very fast simulation times of minutes, which is usable for experimentation and designing sequences. The approach relies on automatic decoding of the imaging sequence and a calibration step for the transducer's impulse response as described in Section II. Four different imaging sequences are simulated for convex and linear array probes and compared to the corresponding measurements to investigate the accuracy in Section IV.
The method also makes it possible to test the imaging schemes. The automatic decoding of sequences facilitates a fully automated simulation of the emitted field. It can then be checked for symmetry, focus position, emission order, and intensity distribution as described in Section V.
II. LINEAR SIMULATION OF INTENSITY LEVELS
Both I ta and MI are derived from the emitted pressure, which Field II models as [6] , [7] 
where t is the time, r is the position of the point, h( r, t) is the spatial impulse response, and ∂v imp (t)/∂t is the probe impulse response. This is the impulse response from the voltage applied onto the transducer terminals to the surface acceleration, assuming that the transducer element vibrates as a piston. The last term e(t) is the electrical excitation of the probe, which is usually a single-cycle sinusoid for B-mode imaging and several cycles for flow imaging. Assuming a linear medium, the emitted field from a multielement probe with N e elements is
Here, a i is the apodization or weight on element i and τ i is the time delay for focusing. Field II employs this model for calculating the emitted pressure field and nonlinear propagation is neglected [4] , [5] . It is assumed that all elements vibrate as pistons, and that the excitation and impulse responses can be assumed to be the same across all elements. This is often a valid assumption for commercial, high-quality probes.
The Field II simulation model must be calibrated to reveal the correct pressure levels. Therefore, the sampled version of v e (t) equal to v e (n) should be determined.
A. Determination of Transducer Impulse Response
The approach here is to determine the impulse response of the probe. It can be found from modeling the probe material as described in [8] - [11] . This entails knowing all the material parameters for the probe along with the matching layers. There are usually many parameters and layers, and it is often impossible to know all with a sufficient precision, or they are company secrets. It is, therefore, chosen here to estimate the impulse response. For a single, small element at the elevation focus of the array, h( r, t) approaches a Dirac delta function. Exciting the probe with a Gaussian, random signal e r (n) and measuring the emitted pressure at the elevation focus then yields the impulse response through a cross-correlation of the excitation signal with the received pressure signal. For a discrete signal, the cross-correlation is calculated as
where N is the length of the receive signal. Assuming that R e (k) is white, and that the transfer function of h( r, k) has a constant gain k h in the relevant bandwidth of the transducer gives
where P e is the power of the random excitation signal (R e (k) = P e δ(k)). The impulse response can, thus, be found as
The constant k h can be found from the Fourier transform of h( r, k) at the center frequency f 0
where f s is the sampling frequency. k h can also be found from an average in the relevant band. Another approach is to deconvolve the spatial impulse response to reveal the impulse response as in [12] .
The scaled impulse response to use in Field II v eII (k) is then given by
as the convolution operation in Field II includes a division with the sampling frequency for each convolution to yield results independent of a change in sampling frequency.
B. Compensation Through Scaling
Nonlinear effects in the water will distort the propagating wave and the linear simulation will not match the shape of the nonlinear wave. There is, however, little absorption of energy in water, and a possible solution is to scale the wave based on the energy in the responses with a scaling factor of
where p m ( r, n) is the measured pressure and p s ( r, n) the simulated. The impulse response used in the simulation is then
This scaling is also investigated in the simulation scripts.
III. MEASUREMENT SETUP
The intensities were measured with the setup described in the accompanying paper [1] . The SARUS system [2] was used for generating the emissions for acquiring the hydrophone signal. An Onda AIMS III system (Onda Corporation, Sunnyvale, CA, USA) was controlled through MATLAB (MathWorks, Natick, MA, USA) for moving the hydrophone around in the scan region. The SARUS scanner stores a parameter file after each scan, where the file describes the complete setup and scan sequence executed.
A. Ultrasound Sequences
Four imaging sequences have been used for the experiments. 1) A simple fixed focus sequence with a focus at 40 mm, and the beam direction is along the center axis of the transducer. 2) A simple duplex scan, where a 129-line B-mode sequence is interleaved with 129 flow emissions [13] , [14] . 3) A vector flow imaging scheme (VFI sequence) in 17 directions with 16 emissions each followed by a 129-line B-mode image [15] . 4) A duplex SA sequence with seven flow emissions interspaced with 129 B-mode emissions suitable for high dynamic range flow imaging [16] . All four sequences along with the ultrasound probes used are described in detail in the accompanying paper [1] .
IV. RESULTS FROM SIMULATIONS OF SEQUENCES
In this section, the four measured sequences are simulated using Field II. The setup of the simulation is automatically made by reading the parameter file stored by the SARUS scanner. It defines the transducer, scanning sequence's focusing, and apodization for all emissions. The simulations are conducted at the same points as measured, and the same type of automatic report as for the measurements is generated [1] . The user, thus, only needs to give the name of the measurement's parameter file to make the simulation. 
A. Calibration of Simulation
The impulse response of the BK Medical 8820e convex array probe has been identified using coded sequences as described in Section II-A. The signal at the elevation focus of the probe was measured using 10 coded signals with a length of 10 µs, where only the central element of the probe was used for emission to ensure linear propagation. The hydrophone was placed at the elevation focus depth and in front of the element's center. The resulting impulse response is shown in Fig. 1 . This has been used as the impulse response of the probe in the simulations.
The excitation signal in the sequence is multiplied with the proper excitation voltage of the transmitter. This method makes it possible to predict intensities and MI without prior measurement on the sequence, and only necessitates one calibration measurement of the impulse response for each probe. The same single element has been used with a one-cycle excitation and the impulse response has been used in modeling the response. This is shown in Fig. 2 , where the solid line is the measured pressure wave and the dashed line is the simulated response. The relative rms error between the two response are calculated as It is 20.9%, and all the major oscillations in the response are captured in the simulated result. The impulse response has also been measured for the BK Medical 8670 linear array probe and is shown in Fig. 3 . This shows the wider bandwidth and higher center frequency of the linear array probe. A measurement with a single-cycle 8 MHz excitation is show as the blue solid curve in the lower graph. A simulation of this using the estimated impulse response is shown as the dashed, red curve. The simulation captures all major oscillations in the response, and the magnitude has the correct order. The relative rms error is 29.4%.
B. Simulation Results
The results from simulating the single-focus sequence using the impulse response is shown in Fig. 4 and should be compared to the corresponding Fig. 5 in the accompanying paper. For the duplex sequence, it is Fig. 5 , which should be compared with Fig. 7 in the measurement paper. For VFI, Fig. 6 should be compared to Fig. 8 . Table I lists the measured and simulated derated MI and I spta.3 for all four imaging examples for both the direct impulse response method and a scaled simulation. The fourth column holds the simulated values, when using the measured impulse response directly. In the fifth column, a single measurement point has been used for scaling the impulse response by a factor based on the ratio between the energy of the measured and the simulated response. Columns 6 and 7 show the accuracy of the two simulations relative to the measured value. The relative accuracy spans from −12.1% to 52.3% for MI. For I spta.3 , the relative accuracy is from −38.6% to 62.6%, which is above the required FDA accuracy of 30%. MI is slightly harder to predict due to the influence from nonlinear propagation effects, but simulation can still give an early and realistic indication whether a sequence is roughly within FDA limits. Using the calibration measurement improves the accuracy, as the nonlinear effect is partly considered. The relative accuracy then spans from −22% to 24.5% for MI with a mean value of 9.3%. For I spta.3 , the relative accuracy is now from −33.16% to 27.0% with a mean value of −10.2%. The simulation can, therefore, in all cases apart from one give an accuracy within the FDA requirement of 30%.
For the single emission sequence, the peak value is predicted to be at (0, 0, 42) mm, where the intensity measurement gives (0, 0, 41) mm. For MI, it is (0, 0, 42) mm and (0, 0, 37) mm. This is also the easiest and most predictable sequence for the spatial peak values, as it has one unique maximum. The VFI sequence has an intensity peak value at (2, 0, 20) mm, where it is simulated to be at (14, 0, 40) mm due to a fairly uniform intensity field in the primary imaging area. The MI position is predicted to be at (30, 0, 40) mm and measured to (8, 0, 40) mm. This is at the B-mode transmit focus, which is at the same depth for the different lateral positions. Small variations in the transducer element sensitivity can, therefore, give a lateral peak position at any of the emitted directions. The same phenomenon is seen for the duplex sequence in Fig. 5 , where MI again is dominated by the B-mode focused emission. The intensity is fairly uniform in the central imaging area and has a standard deviation of less than 1.2 dB in the lateral direction, and the largest change is 4.9 dB from the highest to the lowest value. A 1.2-dB change is a 15% change and 4.9 dB corresponds to a 75% change in intensity value.
C. Simulation Times
For the fixed focus emission sequence, the whole simulation takes 2.76 s using the Field II pro version 4.61, 28/6-2015 [17] on a dual Intel Xeon E5-2630 2.60 GHz CPU with 32 Gb RAM under Ubuntu Linux 12.04LTS and MATLAB version 2013b. Here, one emission is made and 1001 points are simulated, so that the time for each point is 2.8 ms.
For the duplex sequence, 2121 points are simulated with 258 emissions per point, resulting in 547 218 emissions. The time for this is 364.4 s giving a simulation time of 0.67 ms for each emission. The VFI sequence has 533 points with 673 emissions each. The time for this is 272.2 s, giving a simulation time of 0.76 ms for each emission.
V. VALIDATION OF IMAGING SEQUENCES
The acquired data can also be used to validate the emitted pressure field, and that the emission sequence is correct. This can be performed by plotting the emitted pressure signal as a function of emission number or as a function of spatial position for a fixed emission. The first method gives an indication of the symmetry of emitting the beams. The second approach displays the spread of the transmitted field. Comparing these measured responses with the simulated responses gives an indication of the quality of the probe and the transmit amplifiers in terms of uniformity and missing elements or transmitters.
An example of the first-type plot is shown in Fig. 7 for only B-mode emissions in the VFI sequence at a hydrophone position of (0, 0, 40) mm. The symmetry of the response indicates The heading describes the content of the columns. The third column contains the measured values, and the fourth column holds the simulated values, when using the measured impulse response. A scaling has been applied on this for the fifth column. The relative accuracy in reference to the measured values are shown in columns 6 and 7. that all elements and all transmitters are working. The corresponding simulation is shown on the right graph. There are fairly high far side-lobes, which are due to the quantization of the transmit delays. The field without transmit quantization is shown in Fig. 8 . This shows how the measurement and simulation approach can be used to investigate the quality of the transmitted field and its optimization.
The distribution of intensities for the whole duplex sequence is shown in Fig. 9 . There is a significant contribution for every second emission from the flow emission. This plot can be used to ensure the correctness of the scan sequence.
The spread of the emitted pressure field can also be studied by combining measurements from a number of hydrophone positions. This is shown again for the VFI simulation for both the measured data on the left and the corresponding simulation on the right plot in Fig. 10 . Both yield roughly the same width and the effect of a nonideal transducer, and nonlinear propagation can be seen from the difference between the plots. The quality of the alignment can also be estimated from this figure, when assuming a symmetric response. The 6-dB contours reveals an off-axis center position of 79.7 µm or 0.18λ. This corresponds to a roughly 3.5% drop in amplitude.
VI. DISCUSSION
A method for the simulation of advanced imaging sequence has been presented. In many sequences, the important area of the peak intensity and MI is confined to a smaller region. This can be uncovered using simulations as shown in Section IV.
Although a linear simulation model is used, it is possible to predict the position of the derated values for both I spta. 3 and MI, and how closely the spatial sampling should be performed. This also makes it possible to rapidly prototype new sequences, and validate the possibility for implementation using simulation based on only having a measured impulse response for the probe used.
The simulations yield results within ±25% for MI and from −33.16% to 27.0% for I spta.3 , when using the measured and scaled transducer impulse response of the probe. This accuracy is very close to the FDA requirements of 30% and can give an accurate early indication of the level and spatial positions of MI and I spta.3 . The simulation is linear and completely neglects nonlinear effects. These were partly compensated for by scaling the simulations according to the energy at a single point. This improves on the accuracy to be nearly within FDA requirements.
Several things affect the accuracy of both simulations and measurements. The measurements have an uncertainty from the alignment of the probe to the hydrophone. A misalignment within 1 to 2 wavelengths around 0.5 to 1 mm can make the signal drop by 6 dB (50%). From the symmetry of the measured PSF in Fig. 10 , the alignment on the center axis is estimated to be 79.7 µm, which results in an uncertainty in intensity measurements by about 3.5%. The probe model also affects the accuracy of the simulation. This includes the exact physical layout of the probe including the kerf, the boundary conditions of the simulation, whether the elements are vibrating as pistons, and that all elements are vibrating with the same amplitude.
Ideally, nonlinear effects should be considered, but this will dramatically increase simulation time as indicated in the literature [18] , [19] . Actually, the simulation times then become larger than the time needed for a complete measurement, which defies the purpose of making simulations. The simulations conducted here take around 0.67 to 2.8 ms per emission and point, and a complete sequence can be simulated in a few minutes. This makes it possible to make easy experimentations with different allocations of the intensity budget.
Both the measurements and simulations offer the possibility for validating the transmitted pressure field as both automatically yield the point spread function for the emitted field. It can then easily be checked for symmetry, and that the focus peaks at the correct depth and spatial position.
VII. CONCLUSION AND RECOMMENDATIONS
Simulations and measurements of advanced imaging sequences have been compared and shown to reveal similar results nearly within the FDA rule of 30% accuracy. The results are within what can be expected from the inaccuracy in transducer alignment and modeling errors in the simulation. Adequate agreement is, thus, found even though strong nonlinear effects can be observed in the measurements, which are not considered in the linear simulation. This is due to the low absorption of water and the preservation of energy in the simulated responses. The Field II model can, thus, predict intensity levels and MI to a high degree, and is both an efficient and fast method for evaluating new imaging schemes before they are implemented, and for guiding the actual safety measurements.
