I. INTRODUCTION
T HE determination of temperature fields is crucial for the design, reliability analysis, and prediction of the performance of microelectronic devices. As a result, there is an increased need for methods to determine the temperature of features at the submicron level [1] - [3] . Computational approaches can provide insight into the internal thermal behavior of such complex devices, but can be limited by the inherent necessity of modeling the heat sources, which, in the case of self-heating microelectronic devices, are the result of electrical fields whose exact shapes and locations are difficult to specify with reasonable certainty. Moreover, such devices can actually experience irreversible changes in thermo-physical properties and/or geometries that cannot be otherwise monitored or predicted from theory. Experimental approaches can also be helpful in determining thermal behavior, but require either physical access or a visual path to the region of interest. Contact methods, for example, present the difficulties of having to access features of interest with an external probe, or in the case of embedded features, fabricate a measuring probe into the device, and then having to isolate and exclude the influence of the probe itself. Non-contact methods, on the other hand, can provide surface temperature profiles, but in and of themselves cannot impart information on internal behavior. In other words, these methods provide a 2-D perspective on what otherwise is, in the case of stacked complex devices, an intricate 3-D thermal behavior. However, by combining an experimental method capable of mapping, with high spatial and temporal accuracy, the surface temperature of a complex device together with a computational engine capable of rapidly and accurately resolving the geometric and material complexities of a full 3-D microelectronic device, it becomes possible to use the independent information from the experimental measurements to mitigate the lack of knowledge in the source model parameters, which directly affect the usefulness of the computational results. This article introduces a proof of concept of a coupled computational-experimental approach that uses a measured 2-D surface temperature field to help obtain a fully 3-D thermal characterization of an active microelectronic device. The proof of concept is demonstrated on a representative MOSFET device (shown in Fig. 1) 
II. METHODOLOGY
The overall approach combines computational and experimental methods previously developed by the authors. The 2-D surface temperature is measured by the use of a thermoreflectance thermography (TRTG) system [4] - [6] , while the 3-D thermal behavior of multilayered integrated circuits (with embedded features) is inferred by solving the inverse heat transfer problem with a self-adaptive ultra-fast numerical technique [7] , [8] , [26] , [27] . To minimize the number of uncertainty sources that the inverse method must deal with, the thermo-physical properties of the various thin layers are measured independently with the transient thermo-reflectance (TTR) technique [9] - [12] . In what follows are the details of each of these three methods.
A. Thermo-Reflectance Thermography System
The experimental temperature mapping system is based on the thermoreflectance (TR) method, where the change in the surface temperature is measured by detecting the change in the reflectivity of the sample. Since the change in reflectivity (i.e., thermo-reflectance coefficient, ) is of the order of 10 10 K for most electronic materials, the system had to be designed, built, and fine-tuned to achieve the levels of uncertainty that are required for the success of the measurements presented here. The is extremely sensitive to the wavelength of the laser and varies strongly from one material to another.
The measurement methodology requires two steps. First, the coefficient of thermal reflectance is measured for each of the surface materials to be scanned; in other words, this is the calibration step. Second, the changes in the surface reflectivity as a function of changes in temperature are measured at each point of interest with submicron spatial resolution and better than microsecond temporal resolution. For transient problems of interest, the resulting reflectivity waveforms can be combined to obtain a transient temperature field over the scanned area. However, as in the present work, quasi-steady-state temperature fields can be obtained by pulse activating the device at sufficiently low frequencies. For the purposes of demonstrating the coupled approach described in this article, only steady-state temperature fields are used.
A schematic of the used TRTG system is shown in Fig. 2 . The probing beam reflects from the heated surface back along the optical path to the sensitive area of a photodiode. The intensity of the reflected light depends on the reflectivity (temperature) of the sample's surface. To overcome the inherently low signal to noise ratio, the activation voltage of the device is modulated with a drain pulser, resulting in a modulated photodetector signal that can more easily yield the useful signal from the raw photodetector signal output with the use of a lock-in amplifier. The photodetector signal, containing the change in surface reflectivity caused by the temperature variations of the DUT, is acquired both with a multimeter and with a lock-in amplifier at the phase and frequency of the drain pulser. The multimeter provides the offset of the photodetector signal , which is proportional to the reflectance of the measured spot. The lock-in amplifier provides the modulation amplitude of the PD signal , which is proportional to the change in the reflectance caused by the modulated heating of the device. Since the source of the signal is the same for both the modulation amplitude and the offset, their relative changes become equal . Hence, the absolute change in temperature at the measurement spot can be calculated from . Since the values are not readily available for most materials of interest, they must be measured. The calibration approach consists of determining the relationship between the changes in reflectance and surface temperature. The change in reflectance is measured by a differential scheme involving two identical PDs in order to minimize the influence of fluctuations in the energy output of the probing laser. In order to maximize the signal to noise ratio, the probing laser light is modulated and a lock-in amplifier is used to extract the useful signal. The sample temperature is controlled by a thermoelectric (TE) element and measured with a thermocouple. The calibration must be performed for each of the materials on the surface of each device where a mapping of the temperature is carried out. The temperature field of the desired area of the activated device can be mapped by repeating the procedure at multiple physical locations, which is achieved by precisely moving the probing head with submicron resolution.
B. Computational Engine
The numerical engine [7] , [8] is capable of simulating the steady-state and transient thermal behaviors of active multilayered devices whose dimensions vary over several orders of magnitude and where the thermophysical properties of the materials used are not necessarily isotropic. The thermal modeling engine is used to solve the required inverse heat transfer problem, with the measured experimental surface temperature field as input data. Given the elliptic nature of the heat transfer phenomenon, the temperature at a given point within a device is a function of the boundary conditions on the outer surfaces of the device.
The novel approach begins by solving the corresponding steady-state problem by the use of a grid nesting technique. The nesting technique defines a template that is then used to solve the transient problem in a multiple grid approach. The advantage to solving with multiple grids in time is that the majority of the problem domain can be resolved in time at lower nest levels (with a coarser grid), while the finer grid resolution is reserved for the parts of the problem that demand the finer resolutions in space and time.
Since the physical dimensions of the various materials used in modeling high performance electronic devices vary greatly, a uniform mesh that resolves all of the details in three dimensions results in a prohibitively large computational grid. A common method for dealing with dimensional variation is to skew the mesh and concentrate more grid points in areas where higher resolutions are needed. The shortcoming of using a biased-mesh approach to resolve the geometry is that the problem geometry, and not the temperature gradients, will end up dictating the meshing. The meshing strategy used in the development of the novel numerical technique [7] was set on ensuring that the method is 1) automatic and adaptive, 2) independent of user expertise, and 3) independent of materials (including air), geometry features, embedded vias, and heat source locations. The approach makes it possible to start with the full 3-D geometry of a real device in all of its complexity, and then uses a physics-based automatic error predictor to focus the entire available computational power on only those regions that require further refinement in order to achieve the level of acceptable error prescribed by the analyst [8] . The new approach allows for the addition of the complex problem geometry associated with top surface features of an integrated circuit (IC) over a large area, and then letting the error prediction technique decide if the regions need further refinement. The strength (and novelty) of the method is that it uses effective thermal properties that are consistent with the local grid spacing at the particular grid level in use. As a result, dealing with air, embedded vias, and ultra-thin multilayered structures requires no special treatment.
For complex computationally demanding problems, such as in the case of multilayered electronic integrated circuits (ICs) (e.g., one shown in Fig. 3) , the approach affords a two order of magnitude increase in speed over conventional methods. The benefits are even more significant if one considers the facts that, in conventional methods, 1) significant effort must be expended by an experienced analyst on mesh generation and optimization; 2) several mesh iterations are normally required to ensure that features of interest are well resolved; and 3) several solutions with increasing resolution are required to ensure that grid convergence is achieved. When the most complex case is solved on the newest personal computers, the simulation time is further reduced into the seconds. This dramatic increase in computational efficiency makes it possible for the first time to rapidly simulate full 3-D problems, a prerequisite to the success of the work presented herein. 
C. Thermal Property Measurement System-Transient Thermoreflectance (TTR)
Since it has been proven that the thermal properties of thinfilms of a material differ from those of the corresponding bulk [13] - [19] , it is imperative for the numerical simulation to use the real value of the thermal conductivity for all of the materials composing the system under study. The transient thermoreflectance measurement system can be used to determine the real properties of the thin-film materials to be used in the numerical simulation.
The schematic in Fig. 4 depicts the heating and probing spots produced by a typical TTR system. The source of energy in the TTR method is provided by a pulsed laser with a short pulse duration. During each pulse, a given volume below the sample surface heats up to a temperature level above ambient due to the laser light energy absorbed into the sample. The heating area is a function of the laser aperture and the optics of the system. The depth of the volumetric heating, on the other hand, is determined by the optical penetration depth, which is a function of laser wavelength and surface material properties. After each laser pulse, the sample begins to cool down to its initial temperature. During this process, the probing CW laser light reflected from the sample surface at the heating spot center is collected on an ultra-fast photodetector that reads the instantaneous surface reflectivity. The changes in surface reflectivity are linearly proportional to the changes in surface temperature, within a wide but finite temperature range [20] - [22] . The specific system at NETS Laboratory at SMU and associated measurement methodology have been previously described in great detail [10] - [12] .
III. RESULTS
By the use of the integrated approach introduced above we are able to solve the inverse conduction problem associated with a complex, multilayered, deep submicron integrated circuit (IC) in order to infer the thermal behavior of the embedded features that cannot be otherwise detected. To prove the concept, we applied the approach to a representative MOSFET device. A schematic of the geometric features and dimensions of the MOSFET device, whose picture was presented in Fig. 1 , is shown in Fig. 5 . The length and width of the channel are 15 m and 23 m, respectively. The thermal properties used in the computational model are given in Table I . The integrated experimental-computational approach was used to determine two unknowns, namely, the length of the heat source, , and the parameter that controls the distribution of the heat source along the channel, . The power distribution was inferred to be exponential [ Fig. 5(b) ] from the temperature field measured at the surface of the polysilicon. The exponential law was chosen based on the observed behavior of the temperature contours across the channel of the device. The method uses a two-parameter, steepest descent type, optimization approach that minimizes the RMS error between the measured and computed surface temperature fields in a chosen area (channel) of the device. Since the surface oxide is transparent to the probing light wavelength used, the area scanned by the previously described thermoreflectance thermography method is actually situated between the top oxide and the underlying polysilicon gate [23] .
The device under consideration has been previously shown to reach quasi-steady-state for frequencies below 5 kHz [24] . Hence, the device was pulse activated here with a frequency of 2 kHz in order to ensure that a steady-state temperature field is obtained. The measured temperature contours are shown on the left side of Fig. 6(a) . The heat transfer problem defined by the geometry in Fig. 5 and the material properties in Table I was then solved iteratively with the ultra-fast adaptive code in order to determine the optimal numerical solution; i.e., the solution for a pair of L and B that yields the minimum RMS error between the computed and measured temperature fields over the region of interest.
The optimization method used in this work is a variant of the "steepest descent" method [25] . The search begins with a numerical solution of the complete 3-D heat transfer problem at nominal values of the two parameters being considered, i.e., the length of the heat source ( ), and the coefficient of the exponential law that describes the heat source distribution along the channel ( ). This numerical solution over the channel area is then compared point by point with the corresponding measured temperature field in order to calculate an RMS error. Additional trial solutions and associated errors are obtained at neighboring pair values of and in the 2-D parameter space. Evaluation of the errors at the nominal and eight neighboring pairs provides the direction for modifying L and B in order to decrease the error. This process continues until the changes in both and are acceptably small. The "matched" (numerically obtained) surface temperature contours are shown on the right side of Fig. 6(b) . To get a sense of the overall correspondence between the experimental temperature field and the optimally matched numerical field, the averaged temperature distributions across the MOSFET channel are compared in Fig. 7 . The average temperature distribution across the channel of the device is represented by symbols for the measured field and by a solid line for the numerically determined field. For this device, the best fit between the numerical computation and the experimental data was obtained for 0.59 and 16.31. The 3-D temperature contours obtained at the end of the matching procedure are shown in Fig. 8 . The scale of the -axis has been set at ten times the scales of the and axes in order to make it easier to distinguish the temperature contours in the thru-plane direction. The figure represents a view from above of a plot of the temperature contours in a horizontal plane immediately above the heat source as well as in a vertical plane cutting through the middle of the heat source. The white rectangle on the horizontal cut delineates the area of the physical device where temperature measurements were obtained. The vertical strip extending above the horizontal cut represents the temperature field within the oxide layer above the polysilicon. Since the oxide material is transparent to the probing light wavelength used, the thermography system could not capture the temperature distribution in this region. However, and this is the salient point of this work, the coupled experimental-numerical approach does provide the temperature distribution in the oxide layer, and does so at the actual operating point of the real device, thus comprehending the differences between the theoretical and actual thermal behaviors.
IV. CONCLUSION
The lack of analysis and design tools that fully integrate electrical and thermal effects is considered to be the most significant impediment to the rapid, low-cost development and miniaturization of modern electronics. Electronics manufacturers are paying special attention to the issue of electro-thermal performance analysis in order to manage the effects of dynamic selfheating (which is especially important in pulse-modulated systems) and thermal coupling among devices in multichip assemblies. The interactions, electrical or thermal, between the various components that make up a device are not adequately taken into account early in the design cycle. Based on the ability to measure simultaneously the IC junction (or MMIC channel) temperature and electrical performance, it will be possible to obtain significantly more accurate reliability estimates. The current work addressed issues of importance to the electronics and telecommunications industries. By measuring the surface tem- Y -axis scaled then times relative to X and Z axes).
perature of an active device and using it as input in the ultra-fast transient, adaptive, physics-based, numerical simulation engine, designers will be able to assess the thermal response of ICs while reducing design cycle time and ensuring quality through smart design.
The addition of the direct thermal conductivity measurement of the thin-film materials composing the DUT will further improve the predictive capability of analysis and design tools. The availability to the designer of accurate thermal properties ensures that results obtained from a system such as the one described in this article are of a high level of fidelity.
Another important objective of this work was to develop rapid, accurate solutions of IC thermal models that can be integrated into electrical circuit analysis and design tools. By closely coupling the thermal advisor into circuit design and analysis tools, it becomes possible to identify critical electro-thermal dynamic performance dependencies early in a design cycle. It also becomes possible to deal with those dependencies concurrently with other non-thermal contamination issues.
In this article, we presented the creation of a coupled analysis engine and experimental system that is capable of fully characterizing the thermal behavior of complex 3-D active submicron electronic devices. The characterization procedure can be accomplished as follows: 1) measure the surface temperature field using the TRTG method, 2) measure the thermal conductivity of each thin-film layer composing the device using the TTR method, 3) build a numerical model using measured and known properties and geometrical features of the device of interest, and finally 4) use the experimental temperature distribution map as input for the ultra-fast inverse computational solution to fully characterize the thermal behavior of the complex 3-D device.
It was shown that by bringing together measurement and computation, it becomes possible for the first time to non-invasively extract the 3-D thermal behavior of submicron embedded features of a complex device. In particular, the power of the method was demonstrated by showing that it can extract details of interest of a representative MOSFET device. A two-parameter optimization approach was used to determine the parameters that define the distribution of the heat source. The fit of the numerically and experimentally obtained surface temperature contours was of a high enough quality to yield realistic values for the two parameters that control the power distribution of the heat source.
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