Strong interactions in many-body quantum systems complicate the interpretation of charge transport in such materials. To shed light on this problem, we study transport in a clean quantum system: ultracold 6 Li in a 2D optical lattice, a testing ground for strong interaction physics in the FermiHubbard model. We determine the diffusion constant by measuring the relaxation of an imposed density modulation and modeling its decay hydrodynamically. The diffusion constant is converted to a resistivity using the Nernst-Einstein relation. That resistivity exhibits a linear temperature dependence and shows no evidence of saturation, two characteristic signatures of a bad metal. The techniques we develop here may be applied to measurements of other transport quantities, including the optical conductivity and thermopower.
In conventional materials, charge is carried by quasiparticles and conductivity is understood as a current of these charge carriers developed in response to an external field. For the conductivity to be finite, the charge carriers must be able to relax their momentum through scattering. The Boltzmann kinetic equation in conjunction with Fermi liquid theory provides a detailed description of transport in conventional materials, including two trademarks of resistivity. The first is the Fermi liquid prediction that the temperature-dependent resistivity ρ(T ) should scale like T 2 at low temperature [1] . The second is that the resistivity should not exceed a maximum value ρ max , obtained from the Drude relation assuming the Mott-Ioffe-Regel (MIR) limit which states that the mean free path of a quasiparticle cannot be less than the lattice spacing [2, 3] . This resistivity bound itself is sometimes referred to as the MIR limit.
Strong interactions can however lead to a breakdown of Fermi liquid theory. One signal of this breakdown is anomalous scaling of ρ with temperature, including the linear scaling observed in the strange metal state of the cuprates [4] and other anomalous scalings in dand f-electron materials [5] . Another is the violation of the resistivity bound ρ < ρ max , which is observed in a wide variety of materials [6] . Additionally, interactions may lead to a situation where the momentum relaxation rate alone does not determine the conductivity, in contrast to the semiclassical Drude formula, generalizations of which hold for a large class of systems called coherent metals [7] . Approaches introduced to understand these anomalous behaviors include hidden Fermi liquids [8] , marginal Fermi liquids [9] , proximity to quantum critical points [10] and associated holographic approaches [11] , and many numerical studies of model systems, most notably the Hubbard [12] and t − J [13] models.
Disentangling strong interaction physics from other effects, such as impurities and electron-phonon coupling, is difficult in real materials. Cold atom systems are free of these complications, but transport experiments are challenging due to the finite and isolated nature of these systems. Most fermionic charge transport experiments have focused on either studying mass flow through optically structured mesoscopic devices [14] [15] [16] [17] or bulk transport in lattice systems [18] [19] [20] [21] [22] . Here, we explore bulk transport in a Fermi-Hubbard system by studying charge diffusion, which is a microscopic process related to conductivity through the Nernst-Einstein equation σ = χ c D, where D is the diffusion constant and χ c = ∂n ∂µ T is the compressibility. This relation requires only the assumption of linear response and absence of thermoelectric coupling [23] and does not rest on assumptions concerning quasiparticles.
We realize the 2D Fermi Hubbard model using a degenerate spin-balanced mixture of two hyperfine ground states of 6 Li in an optical lattice [24] . Our lattice beams produce a harmonic trapping potential, which leads to a varying atomic density in the trap. To obtain a system with uniform density, we flatten our trapping potential over an elliptical region of mean diameter 30 sites using a repulsive potential created with a spatial light modulator. We superimpose an additional sinusoidal potential that varies slowly along one direction of the lattice with a controllable wavelength (Fig. 1, A and B) . By adiabatically loading the gas into these potentials, we prepare a Hubbard system in thermal equilibrium with a small amplitude (typically 10%) sinusoidal density modulation. The Far-off-resonant light is projected onto a digital micromirror device (DMD) and the resulting pattern is imaged onto the atoms using a high-resolution objective. We project a sinusoidally modulated potential along one direction.
(B) One dimensional cuts along the projected potential. The DMD is used to flatten the trap and project a sinusoidally modulated potential (leftmost image). The confining potential comes from the optical lattice. After initial preparation, the sinusoidal potential is suddenly turned off, but the flattening potential is not. (C) Average density of a single spin component, n ↑ , versus time for approximately 30 images. Initially the system is in thermal equilibrium with a spatially modulated density (leftmost image, 0µs decay time). Immediately after the sinusoidal potential is turned off, the system is no longer in equilibrium but the density has not yet changed (second from left, 0µs decay time). The density modulation decays with time (third from left, 50µs decay time) until it is no longer visible (fourth from left, 500µs decay time). The central flattened region of the potential is marked by a white ellipse. The field of view is approximately 75 µm × 75 µm. (D) Atomic density from C averaged along the direction orthogonal to the modulation in the central flattened region of the potential.
average density in the region with the flattened potential is the same with and without the sinusoidal potential. Next, we suddenly turn off the added sinusoidal potential and observe the decay of the density pattern versus time (Fig. 1, C and D) , always keeping the optical lattice at fixed intensity. We measure the density of a single spin component, n ↑ using techniques described in [24] , giving us access to the total density through n = 2 n ↑ .
We work at average total density n = 0.82 (2) . This value is close to a conjectured quantum critical point in the Hubbard model [25] . Our lattice depth is 6.9(2) E R , where E R /h = 14.66 kHz is the lattice recoil, leading to a tunneling rate of t/h = 925(10) Hz. Here h is Planck's constant. We adjust the scattering length, a s = 1070(10)a o , by working at a magnetic bias field of 616.0(2) G, in the vicinity of the Feshbach resonance centered near 690 G. These parameters lead to an on-site interaction to tunneling ratio U/t = 7.4 (8) , which is in the strong-interaction regime and close to the value that maximizes antiferromagnetic correlations at half-filling [26] .
We observe the decay of the initial sinusoidal density pattern over a period of a few tunneling times. The short timescale ensures that the observed dynamics are not affected by the inhomogeneous density outside of the central flattened region of the trap. To obtain better statistics, we apply the sinusoidal modulation along one dimension and average along the other direction (Fig. 1 , A and C). We fit the average modulation profile to a sinusoid, where the phase and frequency are fixed by the initial pattern ( Fig. 2A) . The time dependence of the amplitude of the sinusoid quantifies the decay of the density modulation, Fig. 2B . Our experimental technique is analogous to that of [27] , which studied the decay of a sinusoidally modulated spin pattern in a bosonic system. Cloud profiles averaged along the direction of the modulation (points) and sinusoidal fits (lines) for modulation wavelength 8.1 sites and times 0 /t (top), 0.6 /t (second from top), 1.7 /t (third from top), and 3.8 /t (bottom). The average value obtained from the sine fit has been subtracted. (B) Sinusoid fit amplitudes (points) versus decay time for modulation periods 8.1 (blue), 11.8 (green), 15.6 (yellow), and 18.7 (red) sites. Each curve is scaled by the initial modulation amplitude. Lines are obtained from a simultaneous fit of the diffusion constant, D, and momentum relaxation rate, Γ, to all wavelengths and times [23] . Different shaped points for period 8.1 correspond to different panels in A, 0 /t (square), 0.6 /t (triangle), 1.7 /t (pentagon), and 3.8 /t (diamond). The temperature for all wavelengths and decay times is T /t = 0.57 (8) . Each point is the average of approximately 30 images. Error bars standard error of the mean.
the wavelength of the modulation becomes consistent with diffusive transport at long wavelengths. In diffusive transport, the amplitude of a density pattern at wave vector k = 2π/λ will decay exponentially with time constant τ = 1/Dk 2 , where D is the diffusion constant. We observe exponentially decaying amplitudes with diffusive scaling for wavelengths longer than 15 sites. However, the decay curves are flat at early times, showing clear deviation from exponential decay. For short wavelengths, we observe deviations from diffusive behavior in the form of underdamped oscillations, which can be understood as the damped limit of sound waves. Both of these effects are related to the fact that a density modulation does not instantaneously create a current, as implied by the diffusion equation. Rather, a current requires a finite amount of time to reach an equilibrium value after the creation of a density modulation.
To unify the description of modulation decay at all wavelengths, we developed a hydrodynamic description that conserves density and has a finite momentum (or current) relaxation rate [23] . This approach leads to a differential equation for the density decay,
where Γ is the momentum-relaxation rate and D is the diffusion constant. This oscillator model crosses over from an underdamped to an overdamped (approximately diffusive) regime at a modulation wavelength 4π D/Γ. Instead of assuming that D and Γ are dependent parameters linked through a Drude formula, as would be the case in a system that can be described using quasiparticles, we determine D and Γ from our data at a fixed temperature, simultaneously fitting the amplitude as a function of time for all wavelengths as shown in Fig. 2B .
Our model neglects thermoelectric effects, which affect the measured density response by coupling local energy density modulations, and the resulting temperature gradients, to the particle current. We justify this approximation based on the empirical fact that our simple model fits the data and that we have not been able to detect any measurable temperature modulation in the gas [23] . In addition, theoretical work suggests that the thermopower (Seebeck coefficient) is negligible near our doping [13, 28] .
The temperature dependence of D and Γ are the focus of the rest of this paper. The temperature is controlled as follows. After the initial preparation of the cloud, we hold the atoms in the trap or modulate the lattice amplitude for a controlled time to heat the system. To determine the temperature of the cloud after the system has equilibrated, we measure the singles density or local moment, n s = n ↑ + n ↓ − 2n ↑ n ↓ , and the nearest-neighbor correlations between spin-up atoms C ↑ (d) = 4 ( n i+d,↑ n i↑ − n i+d,↑ n i↑ ), where i = (i x , i y ). We compare these quantities to determinantal quantum Monte Carlo (DQMC) simulations to extract the temperature [23] . For temperatures at the low end of the range we can access, between 0.3 < T /t < 1, the density correlations are a sensitive thermometer. At higher temperature the singles density becomes a better thermometer. We have compared the temperature of the gas before switching off the potential modulation and after the density modulation has decayed, and find no measurable increase.
As the temperature is lowered, Pauli blocking closes scattering channels, leading to an increased range of diffusion, in agreement with our observations in Fig. 3A . At high temperatures, D is expected to saturate, eventually approaching an infinite temperature limiting value [29] . The diffusion constant is closely related to the mean-freepath, l, and is often estimated as D = l v /2, where v is the mean quasiparticle velocity [30] . Therefore, the MIR limit implies a lower bound on the diffusion constant, D ta 2 / , where a is the lattice constant. Our measured diffusion constants approach this derived bound at high temperatures, but do not violate it. Because of the difficulty of measuring diffusion constants in materials, this limit has not been tested in real bad metals. We do not compare the measured diffusion constants with theory because determining D requires working in the limit λ → ∞ [23] , and exact techniques such as diagonalization of finite systems and DQMC are limited to small system sizes. Even determining the infinite temperature limiting value is a non-trivial quantum dynamics problem [31, 32] .
In a clean system like ours momentum relaxation can only occur thanks to umklapp scattering, where a portion of the net momentum in a collision is transferred to the rigid lattice. Nevertheless, the momentum relaxation is strong at our interaction strength which makes determining the temperature dependence of Γ challenging because Γ drops out of the model entirely in the overdamped limit. We find that Γ decreases weakly with decreasing temperature (Fig. 3, Inset) . This trend may again be understood as Pauli-blocking suppressing momentum relaxation at low temperatures. We compare the experimental Γ to results from state-of-the-art finite-temperature Lanczos method (FTLM) and dynamical mean-field theory (DMFT) simulations by estimating the momentum relaxation rate as the halfwidth at half-maximum of the Drude peak in the optical conductivity. The optical conductivity has an additional peak at ω ∼ U , but this does not affect Γ significantly [23] . Our experimental Γ agrees reasonably with the DMFT results, but exceeds the FTLM results by up to a factor of two. FTLM is an exact technique expected to give correct results at high temperature. One possible explanation for the discrepancy is that Γ is sensitive to the amplitude of the density modulation. To test this, we measured Γ and D versus modulation amplitude [23] . We found D is insensitive to the amplitude in the range explored. Γ shows some amplitude dependence but, because of the large error bars we can not conclusively say if this is the source of the discrepancy between experiment and FTLM (Fig. S1 ).
To extract a resistivity using the Nernst-Einstein relation, we need the compressibility. It is determined in a separate experiment by measuring the variation of total density versus position in a harmonic trap and converting the position to chemical potential in the local density approximation [23, 33, 34] . The measured compressibility increases with decreasing temperature (Fig. 3B ). For our highest experimental temperatures, χ c approaches n(1 − n/2)/T , as expected in the high temperature limit [29] . At sufficiently low temperature χ c is expected to saturate, but we do not reach this limit at our lowest experimental temperature, T /t = 0.3. Our experimental results agree well with DQMC numerics over the full range of experimental temperatures.
We can now use the Nernst-Einstein relation to determine the conductivity from the measured diffusion constant and charge compressibility. We examine the temperature dependence of the resistivity ρ = 1/σ in Fig. 4 , and observe that it rises without limit, showing no sign of saturation. Assuming the existence of quasiparticles, the maximum resistivity obtained from the Drude relation using the MIR limit is ρ < ρ max ≈ 2π n [6, 30] . We find that our resistivity violates this bound for temperatures above T /t ∼ 1.3. The temperature where ρ exceeds this limit is near the Brinkman-Rice temperature scale, defined by T BR = (1 − n)W , where W = 8t is the bandwidth, which is an estimate of the degeneracy temperature of quasiparticles in a doped Mott insulator. Similar violation of the resistivity bound at T BR has been observed in DMFT studies [35, 36] .
The failure of ρ to saturate at the resistivity bound is similar to behavior observed in bad metals at high temperatures [6] . In our system, the violation of the resistivity bound is not associated with the mean free path becoming shorter than the lattice spacing because the diffusion constant does not violate its derived bound, but rather with the temperature dependence of the compressibility [30] . This suggests a need for a more careful distinction between the MIR limit on the mean free path and the resistivity bound, despite the presumed equivalence of these concepts in condensed matter experiments.
To further elucidate the temperature dependence of ρ, we fit our results to the form ρ(T ) = ρ o + AT + BT 2 . We find the temperature dependence is linear to good approximation as we obtain ρ o = 1.1(1) , A = 1.55(15) t , and B = 0.03(3) t 2 . Alternatively, a power law fit to the form ρ(T ) = ρ o + (CT ) α yields ρ o = 1.2(2) , C = 1.4(2) t , and α = 1.1 (1) . Similar fits show the inverse diffusion constant 1/D scales with α = 0.6(1) and the inverse charge compressibility scales with α = 0.85 (20) . In our temperature range, the linear resistivity is a combined result of the temperature dependence of the diffusivity and compressibility, both of which behave in a nontrivial way. This behavior should be contrasted with the high-temperature regime, T W , where D saturates to a limiting value and the resistivity inherits its temperature dependence from the compressibility, which scales as χ c ∝ 1/T [29] . It should also be contrasted with the low-temperature regime usually considered in condensed matter where the compressibility has saturated and the resistivity inherits its temperature dependence from the diffusion constant.
We end with more detailed comparison of resistivity with available theories. At our higher experimental temperatures we compare with FTLM, which is an exact technique, and find reasonable agreement (Fig. 4) . The experimental resistivity is systematically smaller than the FTLM calculation but within error bars. This may be a result of the uncertainty in determining U/t. At our lowest experimental temperatures, FTLM suffers from finite size effects which become relevant as correlation lengths approach the cluster size. For the 4 × 4 site cluster considered here, these effects limit FTLM resistivity calculations to T /t 1.
Because our experiment explores low temperatures which are inaccessible to FTLM, we also compare with an approximate technique, single-site DMFT [37] (Fig. 4) . We find the DMFT tends to overestimate the experimental resistivity at high temperatures. At our highest experimental temperatures, the DMFT resistivity is linear with a positive zero-temperature intercept. This linear scaling crosses over to a second linear scaling with a negative zero-temperature intercept around T /t = 2. This second linear region continues down to about T /t = 0.8 where the resistivity acquires a significant quadratic component. These regimes coincide with two different regimes observed in the DMFT compressibility [23] . Previous DMFT studies at stronger interaction strengths have also observed these two linear regimes at intermediate temperatures, finding evidence for resilient quasiparticles in the lower temperature regime [35, 36] . We do not observe the change of slope in the resistivity expected near T /t = 2 in either the experimental data (within un- Results for the resistivity, ρ. Experiment (red), 16-site finite-temperature Lanczos method for U/t = 7.5 and n = 0.8 − 0.85 (light-blue band), single-site dynamical mean-field theory results for U/t = 7.5, n = 0.825 (green band), and the lower bound on conductivity inferred from the Drude relation using the MottIoffe-Regel limit, ρmax (grey). For more information about the error bands, see [23] .
certainties) or the FTLM results. This suggests a need for comparison between more refined DMFT and exact theoretical approaches in the regime where this is possible.
Our experiment paves the way for future studies of the optical conductivity and thermopower, which can be examined near equilibrium using a similar approach. Both of these quantities might be expected to show anomalous scalings, as in the cuprates [4, 9] . In line with theoretical work such as [35, 36] , searching for direct signatures of resilient quasiparticles using spectroscopic techniques [38] would also be very interesting. Further experimental studies will also provide important benchmarks for approximate theoretical methods, as the combination of low temperature, finite-doping, and dynamics is challenging for exact theoretical approaches. 
METHODS
We work with an equal spin mixture of 6 Li hyperfine ground states |1 and |3 , numbered up from the lowest energy state, which we label as spin up, |↑ , and spin down, |↓ , respectively. Our system is well described by the Fermi-Hubbard model with the Hamiltonian,
where c † i,σ is the creation operator for a fermion on site i = (i x , i y ) with spin σ ∈ {↑, ↓}, n i,σ = c † i,σ c i,σ , t is the hopping rate, U is the on-site interaction, and µ is the chemical potential.
The experimental setup and basic parameters are described in detail in the supplement of ref. [24] . After preparing a 2D degenerate Fermi gas, we simultaneously load the optical lattice to a final depth of 6.9(2) E R and the sinusoidally modulated potential with a 50 ms intensity ramp. We then turn off the sinusoidal modulation in approximately 10 µs using the spatial light modulator and observe the decay of the density pattern.
We work at a field of 616.0(2) G. At this field and lattice depth, we find U/t = 7.4(8) from a band structure calculation, which yields t = 925(10) Hz, and spectroscopic measurement of U = 7.0(7) kHz.
To prepare clouds of variable temperature, we use two different protocols. To reach temperatures in the range T /t = 0.3 − 2, we hold the cloud in the final trapping configuration for variable time. The gas heats due to technical noise at a rate of 3t per second. To reach even hotter temperatures, we modulate the lattice depth at a frequency of 2 kHz. To avoid losses, we perform this modulation at 595 G where the interaction is weaker. Finally, we ramp the field to its final value, turn on the DMD potential, and follow the same protocol as before.
For low temperatures, our lattice provides all of the radial confinement. For temperatures hotter than T /t ≈ 3, the compressibility of the gas is reduced and we must provide extra confinement to reach appropriate filling. Therefore we increase our trapping frequency using a 1064 nm beam.
To image the density of a single spin state, we freeze the motion of the lattice by ramping the lattice depth to 60 E R in approximately 100 µs. We checked that this ramp effectively freezes the atomic motion by comparing the measured amplitude modulation without turning off the DMD potential and with turning off the DMD potential and then immediately ramping the lattice depth for our shortest wavelength at our lowest temperatures (where the modulation decays fastest). The modulation depths agreed, indicating that the atomic motion is effectively frozen well before the lattice reaches 60 E R .
DMD CALIBRATION
We engineer our deconfining and sinusoidally modulated potential using up to 15 mW of 650 nm coherent light derived from a tapered amplifier fed by a diode laser. Our spatial light modulator is a DLP Discovery 4100 with a DLP7000 digital micromirror device (DMD) in an imaging plane configuration. We image this light onto our atoms using two stages of demagnification. First, we demagnify the DMD image by a factor of 5, then we combine the DMD projection path with our imaging path on a dichroic mirror. Our imaging system demagnifies the light by an additional factor of 30. A single DMD micromirror has a pitch of 13.68 µm, so approximately 8 × 8 mirrors determine the potential at a single lattice site. Our imaging system spatially filters the binary image, resulting in a smooth potential at the atoms.
Before each experiment, we load a series of two images into the DMD memory. The first is the sum of a deconfining Gaussian potential for flattening the atomic density in the central part of the cloud with a sinusoidal modulation pattern. The second is only the deconfining potential. The DMD displays these images successively after receiving a trigger. We use the ALP-4.2 API "uninterruptible binary mode" to keep the image on the DMD until the next trigger. The DMD transitions between images in approximately 10 µs. During this time, all mirrors go to the off state, and then the mirrors needed for the next image are turned to the on state. The motion of the mirrors is underdamped, and we observe the mirrors bouncing by measuring diffracted light on a photodiode.
We produce binary images from continuous potential profiles using the Floyd-Steinberg error diffusion algorithm [43] .
HYDRODYNAMIC MODEL
Hydrodynamics applies at long wavelengths and low frequencies when there are few conserved quantities, typically only mass, momentum, and energy. In most real materials, electrons cannot be treated hydrodynamically because of couplings to phonons and lattice defects which can absorb energy or momentum. For strongly interacting systems with no external couplings, hydrodynamics is applicable. In lattice systems the momentum is not conserved due to umklapp scattering, and only energy and particle number are conserved. In systems with weak umklapp (momentum relaxation) rate, we can also write down a "momentum conservation" equation including this relaxation rate. For a detailed discussion of when strongly interacting systems can be treated hydrodynamically, see [11] .
The simplest hydrodynamic theory we can write down accounts for conservation of mass, weak relaxation of momentum, and assumes that energy is decoupled from these two. The two equations describing this are
where the first equation is the continuity equation, and the second equation reduces to Fick's law, J(r, t) = −D∇n(r, t), when ∂ t J = 0. In the limit of strong momentum relaxation, a density modulation instantly creates a current satisfying Fick's law. However, for a finite relaxation rate Γ, the current does not instantly follow the changes in the density, and its time lag is described by eq. S3. We can alternatively understand eq. S3 as a momentum "conservation" equation analogous to the Navier-Stokes equation including a weak momentum relaxation rate Γ, zero viscosity, and neglecting terms of higher order in linear response (e.g. terms proportional to the velocity squared). We spatially Fourier transform these equations and eliminate J to find,
which is the equation that appears in the main text. This is the same differential equation that describes a damped harmonic oscillator provided we identify the natural frequency ω o = √ DΓk and the damping rate as γ = Γ/2. This oscillator model crosses over from an underdamped to an overdamped regime at a modulation wavelength λ = 4π D/Γ. In a system that can be described using quasiparticles, D/Γ is proportional to the mean free path.
In the overdamped limit, Γ √ ΓDk, we recover diffusive behavior n k (t) ∝ e −Dk 2 t for finite k. In the underdamped limit, we have sound-waves whose amplitude decays at rate Γ/2. If we take the limit k = 0, the current decays exponentially at rate Γ, identifying this as the momentum relaxation rate. The sound-wave and current relaxation rates differ because the sound wave carries both kinetic and potential energy, shared equally, whereas the uniform (k = 0) current excitation carries only kinetic energy. As only the kinetic energy is damped, the sound-wave loses energy at half of the rate of the uniform current excitation.
DETAILS OF FITTING THE HYDRODYNAMIC MODEL
For each temperature, we take images at a series of wavevectors k i , i = 1, ..., N at times t ij , j = 1, ..., j i . For each (k i , t ij ) we determine the average 2D density profile. We produce a 1D representation of the modulation by averaging density in the central region of the cloud along the direction perpendicular to the modulation and fit the result to a sinusoidal pattern. For a given wavevector, we first fit the shortest time, t i1 = 0, modulation pattern with the sinusoidal amplitude, period, phase, and offset as free parameters. For later times, we fix the phase and the period, leaving only the amplitude and the offset as free parameters. From this procedure we extract a series of amplitudes, a(k i , t ij ) with uncertainties σ ij . Because the phase is fixed by the first pattern, a negative amplitude a(k i , t ij ) < 0 indicates that the modulation pattern at time t ij is 180
• out of phase with the initial pattern. To compare our measurements with the hydrodynamic model, we write the solutions to eq. S4 which satisfy the boundary conditionṅ(t = 0) = 0,
4 − ΓDk 2 , and A is the amplitude. In the underdamped limit eq. S5 gives a damped cosine. In the overdamped limit it yields a product of a hyperbolic cosine factor and an exponential factor.
Finally, we perform a non-linear least squares fit which minimizes
with the free parameters Γ, D, and A i , i = 1, ..., N . We determine the uncertainty in the fit parameters with a bootstrapping technique.
LINEAR RESPONSE THEORY
To connect our hydrodynamic model for the density response of our Fermi-Hubbard system to quantities which can be calculated in theory, we consider the effect of perturbing our system with a time and spatial dependent potential, v i (t) = F (t) sin(k · r i ). In this experiment we suppose F is turned on slowly starting at t = −∞ and switched off suddenly at t = 0, leading to F (t) = e ηt θ(−t), where η parametrizes the slow turn on. If we suppose that H o is the Fermi-Hubbard Hamiltonian in the absence of this, perturbation, then the full Hamiltonian is H(t) = H o + H (t). We can write the perturbation term as
where r i is the position of site i and n k is the spatial Fourier transform of the density.
In linear response theory we think of v as the force which is conjugate to the density response. Given a Hamiltonian of the form in eq. S8, we can write the density reaction in terms of a response function Φ
where we used translational invariance of the unperturbed system, which ensures that only v k contributes to the density response at k. This equation says that the response of the density to the applied field is given by the density correlations, encapsulated in the retarded Green's function Φ. Fourier transforming eq. S9 in time and space leads to,
where we added an small positive imaginary part, η, to the frequency so that the integral converges. We refer to χ(k, ω) as the density response function. χ is analytic in the upper-half plane, its real part is symmetric in ω, and its imaginary part is antisymmetric in ω.
NERNST-EINSTEIN EQUATION
In our experiment we have direct access to χ(k, ω) because we control the potential which is the generalized force that couples to the density. We want to measure the charge conductivity, σ, which is the response function for the current. The current is conjugate to the vector potential, which we do not control in this experiment. Fortunately, the continuity equation written using linear response relations connects the density response function with the conductivity,
where σ (ω) is the real part of the conductivity and χ (k, ω) is the imaginary part of the density response function.
To apply this expression, we need to know the form of χ. This is provided by our hydrodynamic model. Adding a force term to eq. S4 and using the definition of the response function from eq. S11 leads to the expression
where χ c is the charge compressibility, D is the diffusion constant, and Γ is the momentum relaxation rate [44] . Inserting this expression for χ in eq. S14, we find that the optical conductivity has a Lorentzian profile with halfwidth half-maximum Γ,
and the Nernst-Einstein relationship holds for the DC conductivity,
The Nernst-Einstein relation is a consequence of eq. S14 which holds if the density has a diffusive mode at long times and large wave vectors. The Nernst-Einstein relation does not require the exact form for χ in eq. S15. We can, for example, add k 2 -dependence to D or Γ.
LINEARITY
To assess the possibility of non-linear effects which are not included in our hydrodynamic model, we varied the initial amplitude of the density modulation at a fixed wavevector. For each curve, we fit a value for Γ and D, to test how the fitted model parameters change with amplitude. The amplitude versus time curves are shown in sites and temperature T /t = 0.4(1). For each initial amplitude, we fit values for Γ and D using our hydrodynamic model. The fit results are shown in Fig. S1B ,C. We find that the apparent Γ increases with increasing amplitude, and the apparent D is weakly effected by increasing amplitude. To establish an upper bound on the size of this effect, we perform a linear fit to the hydrodynamic parameters versus amplitude and extrapolate a 'zero-amplitude' value. We normalize the curve fit parameters by these values in Fig. S1B ,C. Based on the statistical error in our fit lines, we find that at a typical experimental amplitude of δn ↑ = 0.07, Γ is increased by a factor of 1.4(4) and D by a factor of 1.06(10). Our extracted values for Γ appear to increase with amplitude, but the statistical error bar is quite large. This is due to the weak dependence of our model on the value of Γ. In the main text, we are able to obtain smaller error bars on Γ by simultaneously fitting decay curves at different modulation wavelengths. That approach is not feasible here because the degree of linearity may depend on modulation wavelength. A related but distinct type of non-linearity is dependence of the charge compressibility on density. As the total density approaches half-filling, the compressibility decreases. Therefore, the chemical potential modulation we apply tends to decrease the density at the minimum chemical potential values more than it increases the density at the maximum chemical potential values. This can lead to the density modulation deviating from a sine wave. At T /t = 0.4, the compressibility decreases by ≈ 20 % between n = 0.8 − 0.9. At higher temperature, T /t = 4, the compressibility decreases by ≈ 2 %. We resolve this effect as a shift in the average density between the initial density modulation pattern and the long-time equilibrium density. This effect is largest at the coldest temperatures, and is at most δn ↑ ≈ 0.03, which is comparable to the uncertainty in our density.
TEMPERATURE FITTING
We determine the temperature of our clouds by fitting to determinantal quantum Monte Carlo (DQMC) results. Spin resolved density n ↑ , n ↓ , correlation functions n ↑ (r)n ↑ (0) c , and singles density n s data is generated at U/t = 8 on a grid of chemical potentials and temperatures. The total density and correlation functions are then interpolated on a regular grid of density and temperature points.
We use these interpolating functions to simultaneously fit the singles density and the single-spin component correlations versus the total density. The only free parameter is the temperature. We apply an imaging fidelity correction of f = 0.97 based on our measured hopping and loss rates during imaging. An example fit is shown in Fig. S2 . , DQMC at n = 0.83 and U/t = 7.5 (grey points), single-site DMFT at n = 0.825 and U/t = 7.5 (green points), cellular DMFT (purple squares), and the high-temperature limit scaling T χc(T ) = n(1 − n/2) (red dashed line). (B) Results for the charge compressibility times the temperature, T χc, using the same color scheme as A. Error bars sem.
COMPRESSIBILITY
We measure the compressibility of our gas in a harmonic trap with no additional potential provided by the DMD. For low temperatures, the lattice beams provide all the radial confinement, leading toω = (2π)185(10) Hz. For hotter temperatures, we use a circular beam to provide extra confinement, leading toω = (2π)280(10) Hz.
We determine the harmonic trapping frequencies by fitting the density and nearest-neighbor density correlation profiles of a weakly interacting gas obtained at a field of 568.0(1) G, near the noninteracting point of the |1 − |3 mixture, to the expected values for a non-interacting Fermi gas. These are determined from
where f ( , T ) is the Fermi function, and k runs over the N allowed lattice momenta. Distance and energy scales are measured in units of the lattice constant and hopping respectively. We assume a harmonic trapping potential, µ(r) = µ o − 1 2 mω 2 r 2 and fit our cloud profiles with µ o , ω, and T as free parameters. After determining the trapping frequency, we compute the compressibility according to,
Our cloud is slightly elliptic, with an aspect ratio of ω x /ω y ≈ 1.2. Prior to determining the trapping frequency we perform an azimuthal average, which effectively rescales our coordinates (x, y) → x ωx ωy , y ωy ωx . We measure r in these coordinates above, therefore our fitting procedures yieldsω = √ ω x ω y .
We compare our measured compressibility with DQMC, FTLM, and DMFT in Fig. S3A . The DQMC and FTLM compressibilities agree well with the experimental data and do not saturate at low temperatures. In contrast, the single-site DMFT compressibility saturates at T /t ≈ 1. The increasing compressibility below this temperature may be associated with short-range correlations [30] , which are not accounted for by single-site DMFT. Cellular DMFT results using a 2 × 2 plaquette gives excellent agreement with DQMC, supporting this interpretation.
At high temperatures, the compressibility is expected to scale as 1/T with T χ c (T ) = n(1 − n/2), for finite U [29] . We plot the compressibility times the temperature, T χ c (T ) in Fig. S3B. T χ c has not yet saturated in the temperature range considered here. We expect that saturation occurs at temperatures much hotter than the bandwidth, T 8t.
THERMOELECTRIC EFFECTS
We prepare our sample in thermal equilibrium, therefore there are initially no thermal gradients. However, thermal gradients may be generated during the subsequent dynamics. To check this possibility, we looked at a wave vector with underdamped oscillations at our lowest temperature. We measured nearest-neighbor correlations, C ↑ (0, 1), at the time where the amplitude first crosses zero. Here the density is flat, and any spatial variations in the correlator must be due to thermal gradients. We did not find any evidence for generation of thermal gradients.
Thermoelectric coupling is primarily due to two effects. The first is thermodynamic, and is described by the thermoelectric susceptibility, ζ = −
, where Ω = − ST − nµ is the grand potential and S is the entropy. This is a static quantity, and can be computed, e.g., by FTLM. In the whole temperature regime accessible by FTLM we find |ζ| 0.015t −1 . This is small in the sense that generating a density gradient of 0.01a −1 requires a large temperature gradient of ∇T ≈ 0.8ta
The Seebeck coefficient is more difficult to calculate. Using the Mott-Heikes approximation [28, 45] or the Kelvin formula [46] [47] [48] gives a small Seebeck coefficient due to a maximum of entropy which occurs close to n ≈ 0.83. This is in agreement with previous observations using different models or techniques [13, 28] . A detailed description of particle diffusion in the presence of thermoelectric effects can be found in Ref. [7] . In the bad-metallic or high-T regime where the Kelvin formula is a good approximation for the Seebeck coefficient [46, 48] , the effect of thermoelectric coupling on particle diffusion is negligible.
COMPARISON OF THEORY TECHNIQUES
In the main text, we compare experimental results with three theory techniques, DQMC, FTLM, and DMFT. Each of these have different strengths and weaknesses which makes one or another more suitable for certain comparisons. We provide a broad outline their strengths and weaknesses in this section, and more detailed information on each technique in the following sections.
DQMC is the method of choice for calculating static quantities because it is an exact technique which can access the lowest temperatures we reach in the experiment. On the other hand, dynamical quantities are difficult to extract, as DQMC yields imaginary time Green's functions which must be analytically continued to real time. Analytic continuation is an ill-posed problem, and the statistical uncertainty of DQMC data further complicates matters. In the main text, we use DQMC to compute only static quantities, including the singles density, spin-up density correlator, and compressibility.
FTLM is an exact technique which provides direct access to both static and dynamic correlators but is not capable of reaching temperatures as low as DQMC. The minimum temperature it can access is limited by finite size effects. When correlation lengths exceed the size of the small system used, the results no longer reflect the behavior of the system in the thermodynamic limit. In the main text we use FTLM to compute all dynamic quantities which can be obtained from correlators (momentum relaxation rate and conductivity). We also provide the FTLM compressibility in the supplement to verify that this agrees with the DQMC result.
DMFT is an approximate technique which maps an interacting problem onto a self-consistent quantum impurity problem. It becomes exact in infinite dimensions. The impurity problem can be solved using a variety of techniques. When exact diagonalization is used to solve the impurity problem, dynamical quantities can be obtained directly, without analytic continuation. DMFT calculations can be performed at lower temperatures than attainable by DQMC or DMFT. In the main text we use DMFT to compute all dynamical quantities which can be obtained from correlators. We also provide the DMFT compressibility in the supplement to verify that this agrees with the DQMC result. This comparison provides one test of the DMFT approximations.
DETERMINANTAL QUANTUM MONTE CARLO (DQMC)
We perform DQMC calculations using the Quantum Electron Simulation Toolbox (QUEST) [49] on an 8 × 8 homogeneous square lattice. The inverse temperature is split into L = 40 imaginary time slices, where L∆τ = β. We perform 5000 warm up sweeps, 50000 measurement sweeps and between 100 and 1000 passes to accumulate adequate statistics. We find that the sign problem at n = 0.83 and U/t = 7.5 becomes important below T /t = 0.5. Reliable results in the range T /t = 0.3 − 0.5 can be obtained with additional statistics. Below T /t = 0.27, the sign approaches zero.
FINITE-TEMPERATURE LANCZOS METHOD (FTLM)
The finite-temperature Lanczos method (FTLM) [13, 50] is an exact diagonalization approach on small clusters (4×4 in our case). The method employs Lanczos diagonalization, which yields exact extremal eigenstates and effective or approximate eigenstates in the middle of the many-body spectrum. These states are together with the aid of the sampling over random initial vector used to calculate finite-T properties. Results have unwelcome finite size effects, which are large below some temperature T fs , but are small at T > T fs due to shorter correlation lengths at high T . To reduce the finite size effects we employ averaging over twisted boundary condition [51] (with N Θ = 64 different boundary conditions) and summation over all symmetry sectors, e.g., we use the grand canonical ensemble. We do not show FTLM results for T < T fs .
Dynamical quantities like the optical conductivity σ(ω) are calculated as correlation functions via evaluation of matrix elements of, e.g., the current operator, between the effective many body eigenstates, which are in this case obtained from two separate Lanczos procedures [13, 30] . The spectra, represented as a sum of weighted delta functions δ(ω − ω i ), needs to be further smoothed or broadened by η. Due to the exponential number of many body states and a very dense spectra, particularly at elevated T , the broadening can be relatively small and in our case η ∼ 0.1t Γ. FTLM gives very good results for the static quantities with negligible finite size dependence and no additional broadening needed. Dynamical quantities are more challenging and in particular the optical conductivity at finite frequencies is quite robust while at the lowest frequencies it still shows a small dependence on cluster size or shape and on the broadening used. We estimate the overall uncertainty for the most challenging dc conductivity to be at most 15 percent.
The optical conductivity (Fig. S4) for our parameters exhibits a Drude peak at low ω and a separated Hubbard band at ω ∼ U . We fit the low-ω Drude peak to a Lorentzian, which is the form predicted by our hydrodynamic model (eq. S16), and extract the momentum relaxation rate Γ presented in the main text.
DYNAMICAL MEAN-FIELD THEORY (DMFT)
We describe the dynamical mean-field theory self-consistency loop and then the various impurity solvers used in this paper.
Self-consistency
Dynamical mean-field theory is exact in infinite dimension [52] . In finite dimension, it approximates the interacting problem by solving a self-consistent quantum impurity problem. A quantum impurity problem is the problem of a single site connected to an infinite bath of non-interacting electrons. The self-consistency is achieved by taking the same self-energy for both the quantum impurity problem and the lattice Green's function, and then requiring that the lattice Green's function projected on a single site equals the impurity Green's function. This takes into account both the localized physics of the atom and the itinerant character of the metal, in competition. When spatial correlations become important in low dimension, a cluster replaces the single site. The latter is known as Cellular Dynamical Mean-Field Theory (CDMFT) [53] .
We describe the CDMFT procedure. Single site DMFT is a special case where the cluster is replaced by a single site. For the Hubbard Hamiltonian, defined in eq. S1, we write formally an effective action containing an hybridization function∆(τ − τ ) that describes the degrees of freedom outside the cluster (the bath) as a time-dependent hopping where n kσ is the expectation value of the occupation number in state kσ and E kinetic is the expectation value of the kinetic energy for this two-dimensional system with nearest-neighbor hopping only. This means that even in situations where the optical conductivity is dominated by a Drude peak whose width is temperature independent, as in the range 4 < T < 8 in the inset of Fig. 3 , the DC conductivity can decrease with temperature because at high temperature the kinetic energy decreases as 1/T [63] . The exact diagonalization method, which is used to obtain the momentum relaxation rate and conductivity presented in the main text, allows one to obtain results directly on the real axis. However, the discrete nature of the bath introduces some uncertainty because the discrete energy levels must be broadened as Lorentzians of width η. When there is a range of η where the results are independent of η, one can be confident of the results. The error bars on the DMFT results in the main text correspond to the difference between η = 0.1 and a five times smaller value, η = 0.02. The estimate of of the momentum relaxation rate Γ is much less sensitive to η than the DC conductivity.
We checked that the resistivity obtained in single-site DMFT is independent of the solver used by comparing the exact diagonalization solver result with Padé analytic continuation of the CT-AUX solver. We found good agreement up to T /t = 2. At higher temperature we cannot make this comparison because analytic continuation is unreliable. We also verified that Γ agrees for the two DMFT solvers.
