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ABSTRACT 
The study of the relationship between graph theoretic properties and spectral 
properties of matrices has been of interest in the past eighty years. For about 
seventy years, research focused on nonnegative matrices, but in the past decade 
the investigation has been extended to general matrices over an arbitrary field. 
Several papers have been devoted to the relationship between the structure of 
the Jordan blocks associated with the eigenvalue 0 of a matrix and the digraph 
of the matrix. This problem appears to be strongly linked to a graph theoretic 
study of paths in digraphs. This paper reviews the development of the above- 
mentioned studies. It proceeds simultaneously with the graph theoretic and the 
matrix theoretic problems, showing the links at each stage. 
1. INTRODUCTION 
The study of the relationship between graph theoretic properties and 
spectral properties of matrices has been of interest in the past eighty years. 
For about seventy years, research focused on nonnegative matrices, moti- 
vated by Frobenius’s, work [6]; see e.g. [18] for a partial survey. In the past 
decade, the investigation has been extended to general matrices over an ar- 
bitrary field. Several papers were devoted to the relationship between the 
structure of the Jordan blocks associated with the eigenvalue 0 of a matrix 
(or equivalently, the height characteristic of a matrix) and the digraph of 
the matrix. The case of nilpotent triangular matrices was completely solved 
by Saks [17] and by Gansner [7], who showed that the height characteristic 
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of such a matrix majorizes the dual sequence of the sequence of differences 
of maximal cardinalities of k-paths in the digraph D(A) of A, and that in 
the generic case the height characteristic is equal to that dual sequence. 
The (not necessarily nilpotent) triangular case appeared to be harder. It 
was partially solved by Brualdi [2, 31, who found sufficient conditions for 
the elementary divisors of a matrix to be combinatorially determined, and 
was completely solved by Hershkowitz and Schneider (141, who proved that 
the height characteristic of a triangular matrix A majorizes the dual se- 
quence of the sequence of differences of maximal cardinalities of singular 
k-paths in the digraph D(A) of A. They also showed that in the generic 
case the height characteristic is equal to that dual sequence. The results 
in [14] were extended by Hershkowitz [lo] to general matrices, with no re- 
striction on their digraph. It was proven that the height characteristic of a 
matrix A strongly majorizes the dual sequence of the sequence of differences 
of maximal cardinalities of nonclosable k-paths in D(A). Furthermore, in 
the generic case the height characteristic is equal to that dual sequence. 
Therefore, it follows that almost every matrix over R or C satisfies this 
equality. 
The results in [17], [7], [14], and [lo] emerge from the following graph 
theoretic investigation of paths in digraphs. In his paper [4], Dilworth 
proved that the minimal number of disjoint paths needed to cover a tran- 
sitive acyclic digraph is equal to the maximal cardinality of a set of inde- 
pendent elements (l-family). This result was generalized by Greene and 
Kleitman [9], who proved that the sequence of differences of maximal car- 
dinalities of k-families is equal to the sequence of differences of minimal 
kth norms of path coverings for a transitive acyclic digraph D. This asser- 
tion proves the existence of k-saturated partitions, generalizing Dilworth’s 
theorem. Greene then proved [8] that the above sequences are the dual of 
the sequence of differences of maximal cardinalities of k-paths in D. 
The results in [4], [9], and [8] do not hold for nontransitive acyclic di- 
graphs. The generalization for this case was done independently by Saks 
[17] and by Gansner [7] who proved that the sequence of differences of min- 
imal kth norms of path coverings for an acyclic digraph D which is not 
necessarily transitive is the dual of the sequence of differences of maximal 
cardinalities of k-paths in D. The latter results were generalized in [14] 
for (0-1)-weighted digraphs. The results of [4], [9], [8], [17], and [7] were 
generalized in [lo] to general digraphs, which are not necessarily acyclic. 
The concepts of kth norms and k-paths were modified, distinguishing be- 
tween closable paths and nonclosable paths. The duality of the resulting 
sequences was then proven. 
There is a strong linkage between the graph theoretic and the matrix 
theoretic results in [17], [7], [14], and [lo]. They are proven simultane- 
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ously, each being used in the proof of the other. This paper-most of 
which is based on an invited “New Generation” talk given at the 1993 
UWF/ILAS C on erence on “Pure and Applied Linear Algebra: The New f 
Generation” (Pensacola, 1993) and on an invited talk given in the work- 
shop ‘Computational Linear Algebra in Algebraic and Related Problems” 
(Essen, 1992)-is an expository account of the development of the above- 
mentioned studies. We proceed simultaneously with the graph theoretic 
and the matrix theoretic problems, showing the links at each stage. 
We now describe the paper in more detail. 
Section 2 contains a few elementary definitions and notation, as well 
as two examples of matrices whose Jordan canonical form is completely 
determined by their pattern of nqnzero elements. 
In Section 3 we discuss transitive acyclic digraphs. We state Dilworth’s 
theorem and a related matrix theoretic result. The latter asserts that 
the minimal number of disjoint paths needed to cover a transitive acyclic 
digraph D, proven by Dilworth to be equal to the maximal cardinality of 
an antichain in D, is less than or equal to the nullity of a matrix A with 
digraph D. 
The generalizations of Dilworth’s theorem, done by Greene and Kleitman, 
are discussed in Section 4. The three graph theoretic sequences proven to 
be equal for a transitive acyclic digraph D, that is, the sequence of differ- 
ences of maximal cardinalities of k-families, the sequence of differences of 
minimal lath norms of path coverings, and the sequence of differences of 
maximal cardinalities of k-paths, form a lower bound (in the majorization 
sense) for the height characteristic of a matrix with digraph D. 
Saks and Gansner’s generalization to nontransitive acyclic digraphs is 
surveyed in Section 5. Two graph theoretic sequences that are the same for 
such a graph D, namely, the sequence of differences of maximal cardinalities 
of k-paths in D and the dual of the sequence of differences of minimal kth 
norms of path coverings, appear to be majorized by the height characteristic 
of a matrix with digraph D. 
The same results hold for digraphs with no simple cycles other than 
loops, subject to a slight modification in the definition of a cardinality of 
a path. This case is handled in Section 6. 
Further changes in our concepts are needed in order to treat general 
digraphs and, accordingly, matrices with no pattern restrictions. In Section 
7 we define closable path and redefine the related concepts, such as &norms 
and k-paths. The two identical sequences for a general digraph D, that is, 
the sequence of differences of maximal cardinalities of nonclosable &paths 
and the dual of the sequence of differences of minimal nonclosable kth 
norms of path coverings, are strongly majorized by the height characteristic 
of a matrix with digraph D. 
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While the results mentioned above show that the height characteristic 
of a matrix majorizes a certain sequence associated with the digraph of 
the matrix, in the generic case we have equality of these two sequences. In 
particular, if the matrices are real or complex, then it follows that almost all 
matrices with the same pattern share the same height characteristic, which 
is completely determined by the digraph of the matrix. These generic case 
results are given in Section 8. 
We conclude the paper with a discussion of a related problem. In Sec- 
tion 9 we generalize the study of triangular matrices to block triangular 
matrices with square diagonal blocks. Let A be such a matrix. In certain 
cases one may have some information about the height characteristic of the 
singular diagonal blocks. In such a case, we are interested in the influence 
of the block pattern of A on its height characteristic. Such a relation was 
observed by Friedland and Hershkowitz in [5]. For many block triangular 
matrices the latter result seems to be optimal. On the other hand, its ap- 
plication to the triangular case yields bounds that are weaker than those 
given in Section 6. This gap was bridged by Hershkowitz [ll], who proved 
that the nullity of At is greater than or equal to the tth partial sum of the 
dual of the sequence of differences of maximal cardinalities of &paths in 
a certain graph, which is determined by the height characteristics of the 
diagonal blocks and the reduced graph of A. It was also shown that an 
equality holds in the generic case. This theorem implies both results of 
Section 6 and the result in [5]. 
The matrices we discuss in this paper are matrices over an arbitrary field 
F, unless is stated otherwise explicitly. Jordan blocks and Jordan canonical 
forms are always assumed to be over the algebraic closure F of F. 
Finally, we remark that although we technically deal with the eigenvalue 
0 of a matrix, the results we review can be applied to any eigenvalue X of 
a triangular matrix A, by discussing the matrix A - XI. 
2. MOTIVATION 
We start with some elementary definitions and notation. 
NOTATION 2.1. For a square matrix B we denote by n(B) the nullity 
of B (the dimension of the nullspace of B). 
We remark that we use the term nullity also for matrices some of whose 
elements are (algebraically independent) indeterminates. For this purpose, 
one can use the well-known relation n(A) = n - rank A for n x n matrices 
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A, observing that rank A is well defined here (a minor of A is nonzero if 
and only if it is a nonzero polynomial). An alternative approach for finding 
n(A) is to evaluate the dimension of the nullspace of A over the appropriate 
quotient field. 
DEFINITION 2.2. 
6) 
(ii) 
Let p be the index of A, that is, the size of the largest Jordan block 
associated with 0 as an eigenvalue of A. For i E (1,. . . ,p)let vi(A) = 
n(Ai) - n(Ai-‘) [ w h ere n(A’) = 01. The sequence (VI(A), . . . , qp(A)) 
is called the height characteristic of A, and is denoted by v(A). The 
height characteristic is also called the Weyr characteristic. 
The nonincreasing sequence of sizes of the Jordan blocks associated 
with 0 as an eigenvalue of A (or, equivalently, the nonincreasing se- 
quence of degrees of elementary divisors for the eigenvalue 0 of A) is 
called the Segre characteristic of A. 
The height characteristic of a matrix and its Segre characteristic are 
dual sequences (e.g. [19, p. 80]), h w ere duality is defined as follows. 
DEFINITION 2.3. Let a = (cq, . . . , at) be a nonincreasing sequence of 
positive integers. Consider the diagram formed by t columns of stars, such 
that the jth column has “7 stars. The sequence a* dual to o is defined as 
the sequence of row lengths of the diagram, reordered in a nonincreasing 
order. 
We remark that a dual sequence is often called a conjugate sequence. 
Also, many equivalent definitions may be given for dual sequences, e.g. 
P51. 
Our basic motivation is to study to what extent the Jordan form of a 
matrix is determined by its combinatorial properties, such as its pattern, i.e. 
the pattern of nonzero elements. The following two examples demonstrate 
matrices whose Jordan canonical form is completely determined by their 
pattern. 
EXAMPLE 2.4. Let A be a matrix with pattern 
0 0 0 0 0 
0 0 0 0 0 
where a star denotes any nonzero value. The algebraic multiplicity of 0 
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as an eigenvalue of A is 5. We have rank A = 2 and hence n(A) = 3. 
Also, A2 # 0, as its elements in the positions (4, l), (4, 2), (5, l), and 
(5, 2) are nonzero. Therefore, rank(A2) > 1 and hence n(A2) 5 4. As 
n(A2) > n(A) = 3, it now follows that n(A2) = 4. Since n(A3) > n(A2), 
it finally follows that n(A3) = 5, and so q(A) = (3,1, l), independently of 
the values of asr, ~32, ~43, and a44. 
EXAMPLE 2.5. Let A be a matrix with pattern 
i 0 ***oo. 0 0* 0 0 
0 0 0 1 0 
The algebraic multiplicity of 0 as an eigenvalue of A is 4. We have rank A = 
2 and hence n(A) = 3. Since n(A2) > n(A), it now follows that n(A’) = 4, 
and so q(A) = (3,l). The Segre characteristic of A is thus (3,1)* = (2,1, I), 
independently of the values of asi, a32, a33, a43, and a44. 
What can be said in general about the relation between the pattern of a 
matrix and its Jordan canonical form? The following sections will provide 
answers to this question. 
3. TRANSITIVE ACYCLIC DIGRAPHS-DILWORTH’S THEOREM 
Let 5’ be a partially ordered set. In his paper [4], Dilworth discussed 
the minimal number of ordered sets that 5’ is a union of. Since a partially 
ordered set can be described as a transitive acyclic digraph, we formulate 
Dilworth’s result for digraphs. 
DEFINITION 3.1. Let D be a digraph. A path in D is a sequence 
of distinct vertices (ii,. . . , it) such that (ik,ik+i) is an arc in D. Every 
sequence that consists of one vertex is a path. 
DEFINITION 3.2. A set S of vertices in a transitive acyclic digraph D 
is said to be an antichain or a l-family if the elements of 5’ are independent, 
that is, no two elements of S lie on a path in D. 
THEOREM 3.3 (Dilworth [4]). The minimal number of paths needed to 
cover the vertices of a transitive acyclic digraph D is equal to the maximal 
cardinality of an antichain in D. 
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EXAMPLE 3.4. The vertices of the transitive acyclic digraph cannot 
be covered by one path, but can be covered by two paths, such as (4, 3, 
1) and (5, 2). Observe that while every vertex forms a l-family, the only 
l-families that contain at least two elements are {1,2} and {4,5}. Hence, 
the maximal cardinality of a l-family is 2. 
In order to discuss related matrix theoretic results we now define. 
DEFINITION 3.5. The &graph D(A) of an n. x n matrix A is defined 
to be the digraph with vertex set (1,. . . , n}, and such that there is an arc 
from i to j if aij # 0. 
EXAMPLE 3.6. The digraph of a matrix A with pattern 
i 0 * 0 * 0 * 0 0 1 
is the digraph D given in Example 3.4. 
Let A be the matrix of Example 3.6. Observe that we have rank A = 2 
or rank A = 3 and hence n(A) = 3 or n(A) = 2. As is observed in Example 
3.4, the maximal cardinality of an antichain in D(A) is 2. Therefore, in 
this case nullity of A is greater than or equal to the maximal cardinality 
of an antichain in D(A). Indeed, as follows from Theorem 5.5 below, in 
general we have 
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THEOREM 3.7 (Gansner [7]). IfD(A) as a transitive acyclic digraph, 
then n(A) is greater than or equal to the maximal cardinality of an antichain 
in D(A). 
4. TRANSITIVE ACYCLIC DIGRAPHS-GENERALIZATIONS OF 
DILWORTH’S THEOREM 
Dilworth’s theorem was generalized by Greene and Kleitman in [9]. 
They define 
DEFINITION 4.1. A subset 5’ of vertices in a transitive acyclic graph 
D is said to be a k-family in D if no k + 1 elements of 5’ lie on the same 
path in D. 
One can verify that a k-family is a union of k l-families. 
NOTATION 4.2. Let D be a transitive acyclic digraph. We denote by 
dk(D) the maximal cardinality of a k-family in D. 
EXAMPLE 4.3. Let D be the digraph of Example 3.4. As is noted in 
Example 3.4, the only sets that contain at least two independent elements 
are {1,2} and {4,5}. H ence, dl(D) = 2. The largest 2-family is {I, 2,4,5}, 
and hence dz(D) = 4. Clearly, { 1,2,3,4,5} is a 3-family, and so &(D) = 5 
for k > 3. 
DEFINITION 4.4. Two paths in a digraph D are said to be disjoint if 
they have no common vertices. A set P of disjoint paths in D is called a 
path covering for D if every vertex of D belongs to exactly one path in P. 
DEFINITION 4.5. The cardinality IPI of a path P in an acyclic digraph 
D is the number of vertices of D in that path. 
DEFINITION 4.6. Let P = {PI, . . , Pt} be a path covering for a digraph 
D. The k-norm of P is defined to be xi=, min{ 1 Pi 1, k}. 
Our definition of a k-norm of a path covering is illustrated in the fol- 
lowing example. 
EXAMPLE 4.7. Assume that a path covering P for some digraph con- 
sists of five paths of cardinality 4, 3, 2, 2, and 1. We form a diagram 
consisting of five columns of the same heights as the cardinalities of the 
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corresponding paths. Also, we draw lines between the rows of the diagram: 
* 
* * 
* * * * 
* * * * * 
The k-norm i’P/k of P is equal to the number of stars below the kth line 
(read upwards). So, lP]i = 5,lPlz = 9, IPls = 11, and IPI4 = 12. 
NOTATION 4.8. We denote by nk(D) the minimal k-norm of a path 
covering for D. 
EXAMPLE 4.9. Let D be the digraph of Example 3.4. It is easy to 
verify that nl(D) = 2,ns(D) = 4, and nk(D) = 5, k 2 3, all attained for 
example for the path covering {(4,3, l), (5,2)}. 
The l-norm of a path covering P for a transitive acyclic digraph D 
is equal to the number of paths in P. Therefore, nl(D) is equal to the 
minimal number of disjoint paths needed to cover all the vertices of D. 
Accordingly, Dilworth’s theorem can be restated as follows. 
THEOREM 4.10. In a transitive acyclic digraph D we have nl(D) = 
dl(D). 
As follows from Examples 4.3 and 4.9, the digraph D of Example 3.4 ac- 
tually satisfies dk (D) = nk (D) f or all k > 1. Indeed, Greene and Kleitman 
proved the following generalization of Theorem 4.10. 
THEOREM 4.11 (Greene-Kleitman [9]). 1 n a transitive acyclic digraph 
D we have Q(D) = dk(D) for all k 2 1. 
Define 
&(D) = dk(D) - dk_l(D), k = 1,2,. , where do(D) = 0, 
and 
vk(D) = nk(D) - nk_i(D), k = 1,2,. . . , where no(D) = 0 
and let S(D) and v(D) be the positive sequences (Si (D), Sz( D), . . .) and 
(vi(D), uz(D), . . .) respectively (sequences terminate at zero elements). 
Theorem 4.11 can be restated as follows. 
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THEOREM 4.12. In a transitive acyclic digraph D we have v(D) = 
a(D). 
Greene [8] went further, discussing another sequence of positive integers 
associated with a digraph. 
DEFINITION 4.13. A k-path in a transitive acyclic digraph D is a union 
of k or fewer disjoint paths in D. The cardinality of a k-path is the sum of 
the cardinalities of the k (or fewer) paths involved in it. 
NOTATION 4.14. We denote by pk(D) the maximal cardinality of a 
k-path in D. 
Observe that for a transitive acyclic digraph D,pl(D) is the (vertex) 
length of the longest path in D. 
EXAMPLE 4.15. Let D be the digraph given in Example 3.4. The 
longest paths in D contain three vertices. These paths are (4, 3, l), (4, 3, 
2), (5, 3, l), and (5, 3, 2). Thus, we have PI(D) = 3. Since all five vertices 
of D can be covered by two paths, for example by (4, 3, 1) and (5, 2), we 
have pa(D) = 5. 
DEFINITION 4.16. Let 
n(D) =plc(D)-ok-l(D), k= 1,2,..., where PO(D) = 0. 
We define the path characteristic T(D) of the digraph D as the positive 
sequence (xl(D),x~(D), . . .) ( se q uence terminates at a zero element). 
CONVENTION 4.17. We shall use nk, Vi, u, dk, &, 6,pk, Xi, and n for 
nk(D), vi(D), u(D), dk(D), S,(D), S(D),Pk(D), ni(D), and n(D) where no 
confusion should arise. 
Observe that for the digraph of Example 3.4 we have v = S = (2,2,1) = 
(3,2)* = x*. Indeed, in 1976 Greene proved the following improvement on 
Theorem 4.10. 
THEOREM 4.18 (Greene [8]). I n a transitive acyclic digraph we have 
u=6=7?. 
Let us again consider matrices whose digraph is a transitive acyclic 
digraph. 
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EXAMPLE 4.19. Let A be a matrix with pattern 
t 0 * 0 * 0 00. * 0 0 1 
The digraph D(A) is the digraph D of Example 3.4, for which ni = di = 
2, n2 = dz = 4, and ns = d3 = 5. As is observed in Example 3.6, we have 
either n(A) = 3 or n(A) = 2. If n(A) = 3 then n(A2) > 4 and n(A3) > 5. 
Since A3 = 0, we have n(A3) = 5. Thus, if n(A) = 2, then it follows that 
we must have n(A2) = 4. In any case, we have n(A”) > nk = dk for all Ic. 
DEFINITION 4.20. Let o and ,B be sequences of nonnegative integers. 
We append zeros to the shorter sequence to equalize its cardinality with 
the longer one, and so let cy = (al,. . , at) and p = (PI,. . . , &). We say 
thatpmajorizesaanddenoteitby~ip,ifal+...+Qk<P1_t...$Pk 
for every ?C < t, and (~1 + . . . + at = /31 + . . + ,&. 
We remark that our definition of majorization is slightly different from 
the definition in [15], where cy is defined to majorize /3 if the sequence Q: 
reordered in a nonincreasing order majorizes (in our sense) the sequence p 
reordered in a nonincreasing order. 
Since an n x n matrix A whose digraph is acyclic is nilpotent, it follows 
that for k sufficiently large we have n(A”) = n. Therefore, in view of 
Definition 4.20, the matrix A discussed in Example 4.19 satisfies v = S = 
7r* 3 q(A). Indeed, as follows from Theorem 5.5 below. Theorem 3.7 can 
be generalized to the following theorem relating the height characteristic 
of a matrix and the path characteristic of its digraph. 
THEOREM 4.21. If D(A) is a transitive acyclic digraph, then v = 5 = 
T* 5 q(A). 
Since the index of A is equal to the first element of the sequence q(A)*, 
and since by a well-known result on sequences it follows from Theorem 4.21 
that q(A)* 3 T (e.g. [15, p. 174)], ‘t 1 now follows from Theorem 4.21 that 
COROLLARY 4.22. If D(A) is a transitive acyclic digraph, then the 
index of A is less than or equal to the (vertex) length of the longest path in 
D(A). 
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5. NONTRANSITIVE ACYCLIC DIGRAPHS 
Theorem 4.18 does not hold in general for nontransitive acyclic di- 
graphs, as is demonstrated by the following example. 
EXAMPLE 5.1. Let D be the nontransitive acyclic digraph. 
Note that an acyclic digraph and its transitive closure share the same se- 
quence 6. Therefore, as in Example 4.3, we have 6 = (2,2,1). It is easy 
to verify that v = (3,1, l), attained for example for the path covering 
{(4,3, l), (2), (5)). A longest path in D has three vertices. At most four 
vertices can be covered by two disjoint paths, for example (4, 3, 1) and (2), 
while all vertices can be covered by three disjoint paths. Hence, we have 
7r = (3,1,1). In our example we thus still have v = 7r*, but 6 # v. 
Nontransitive acyclic digraphs were studied independently by Saks [17] 
and by Gansner [7], who proved that 
THEOREM 5.2 (Saks [17], Gansner [7]). 1n an. acyclic digruph we have 
S~v=?F. 
A different proof for Theorem 5.2 may be found in [l]. All the proofs 
of this results seem to be quite complicated. 
We now return to matrices. It is easy to verify that matrices whose 
digraph is acyclic are nilpotent essentially triangular matrices, namely, for 
every such a matrix A there exists a permutation matrix P such that 
PAPT is a triangular matrix with zero diagonal elements. In the following 
example we evaluate the height characteristic of such a matrix. 
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EXAMPLE 5.3. Let A be a matrix with pattern 
t 0 * 0 * 0 00. * 0 0 
1 
The digraph D(A) is the digraph D given in Example 5.1. As is shown 
in Example 2.4, we have q(A) = (3,1,1). In Example 5.1 we showed that 
V = 7r* = (3,1,1). s o in this particular case we have v(A) = v = T*. 
Example 5.3. raises the natural question whether for every nilpotent 
essentially triangular matrix we have q(A) = II = YT*. The answer to this 
question is negative, as is demonstrated by the following example. 
EXAMPLE 5.4. The digraph D of Example 3.4 satisfies v = 7r* = 
(2,2,1). D is the digraph of matrices A with pattern 
0 0 0 0 0 
0 0 0 0 0 
* * * 0 0 
* * * 0 0 
It follows from the discussion in Example 4.19 that the height characteristic 
of A is an element of the set {(3,1, l), (3,2), (2,2,1)}. Since A2 # 0, as its 
elements in the positions (4, l), (4, 2), (5, l), and (5, 2) are nonzero, it 
follows that q(A) # (3,2). Th ere ore, f q(A) is either (3, 1, 1) or (2, 2, 1). 
Indeed, the height characteristic of the matrix 
i 0 1 0 1 0 1 0  0 1 
is (3, 1, l), while the height characteristic of the matrix 
0 0 0 0 0 
0 0 0 0 0 
1 1 0 0 0 
2 1 1 0 0 
1 1 1 0 0 
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is (2, 2, 1). 
Note that in Example 5.4 we still have the relation 7r* = (2,2,1) 3 q(A) 
between the height characteristic of a matrix and the path characteristic 
of its digraph. This relation is proven in [7] to hold for all matrices with 
acyclic digraph. 
THEOREM 5.5 (Gansner [7]). IfA as a nilpotent triangular matrix, then 
r*(D(A)) 5 V(A). 
As is mentioned above, Theorem 5.5 implies Theorem 4.21. The follow- 
ing corollary generalizes Corollary 4.22. 
COROLLARY 5.6. If A is a nilpotent triangular matrix, then the index 
of A is less than or equal to the (vertex) length of the longest path in D(A). 
We remark that Theorem 5.5 is used in [7] to prove Theorem 5.2, by 
proving that for acyclic digraphs we have 7r* 3 u. 
We conclude this section by remarking that Examples 5.3 and 5.4 raise 
the natural problem of characterizing patterns that determine the height 
characteristic of the matrix. This problem was discussed in [2], [3], and 
[13]. Indeed, it follows from Theorem 6.10 below that the height character- 
istic of a matrix with the pattern given in Example 5.3 is combinatorially 
determined. 
6. TRIANGULAR DIGRAPHS 
Theorem 5.5 motivated the study in [14] of essentially triangular ma- 
trices which are not necessarily nilpotent. The digraph of such a matrix is 
characterized by having no cycles other than loops. Therefore, we define. 
DEFINITION 6.1. A digraph is said to be triangular if it contains no 
simple cycles other than loops. 
We now generalize the concept of cardinality of a path, defined in Def- 
inition 4.5 for acyclic digraphs, to the case of triangular digraphs. 
DEFINITION 6.2. The cardinality lP[ of a path P in a triangular di- 
graph D is the number of loopless vertices in that path. 
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Note that our definition affects the evaluation of k-norms, of the se- 
quence u, and of the sequence r. Another generalization is needed in 
evaluating the sequence S. That sequence is still defined as the differences 
sequence of dl, d2, . . . , where dk is now defined as follows. 
NOTATION 6.3. We denote by dk the maximal number of loopless 
vertices in a k-family in D. 
We illustrate our definitions by the following example. 
EXAMPLE 6.4. Let D be the following triangular digraph with a loop 
on vertex 3: 
We have pr = 2, attained for example for the path (4, 3, 1). We have 
pz = 3, attained for example for (4, 3, 1) and (5), and we have ps = 4. 
We have nr = 3 and n2 = 4, attained for example for the path covering 
{(4,3, I), (5), (2)). Finally, we have dl = 2, attained either for {1,2} or for 
{4,5}, and we have d2 = 2, attained for {1,2,4,5}. Our three sequences 
are thus K = (2,1, l), v = (3, l), and S = (2,2). 
Note that the triangular digraph in Example 6.4 satisfies S = (2,2) 3 
(3,l) = v = 7r*. This relation is proven in [14] to hold for all triangular 
digraphs, generalizing Theorem 5.2. 
THEOREM 6.5 (Hershkowitz-Schneider [14]). In a triangular &graph 
we have S 3 u = T*. 
A related matrix example is 
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EXAMPLE 6.6. Let A be a matrix with pattern 
i 0 ***oo. 0 0 * 0 0 i 
The digraph D(A) is the digraph given in Example 6.4. As is evaluated in 
Example 2.5, we have q(A) = (3,l). 
The matrix A in Example 6.6 satisfies X* = q(A). In general, we have 
the following generalizations of Theorem 5.5 and Corollory 5.6. 
THEOREM 6.7 (Hershkowitz-Schneider [14]). 1j A is a triangular 
matrix, then n*(D(A)) 3 q(A). 
COROLLARY 6.8. If A is a triangular matrix, then the index of A is 
less than or equal to the maximal number of loopless vertices in a path in 
D(A). 
As in the previous section, Example 6.6 and Theorem 6.7 raise the 
question “Which patterns completely determine the height characteristic 
of the matrix?” In order to address that question, we define. 
DEFINITION 6.9. 
(i) An undirected cycle in a digraph D is a sequence of distinct vertices 
(iI,. . . ,it),t > 2, such that il,. . . , it_1 are distinct it = il, and for 
every k E (1,. . . ,t - 1) either (ik,ik+l) or (ik+l,ik) is an arc in D. 
(ii) A digraph D is said to be strongly triangular if it contains no undi- 
rected cycle other than loops. 
THEOREM 6.10 (Hershkowitz-Schneider [13]). Let D be a strongly tri- 
angular digraph, and let F be a field of at least three elements. Then all 
matrices A over F with D(A) = D have the same height characteristic. 
We conclude this section by remarking that strong triangularity of the 
digraph D is not necessary for it to be true that all matrices with digraph 
D have the same height characteristic, as is demonstrated by the following 
example. 
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EXAMPLE 6.,ll. Although the digraph 
is not strongly triangular, it is observed in [13] that all matrices with 
that graph have height characteristic (3, 2, 2, 1). 
7. GENERAL DIGRAPHS 
In order to generalize the results mentioned in the previous sections to 
general digraphs, one has to modify the definition of a path and redefine 
the related concepts for this case. 
DEFINITION 7.1. A path (ii,. . . , im) in digraph is to 
if is in 
of a path P in a digraph is the num- 
ber of vertices in that path. 
DEFINITION 7.3. Let D be a digraph, and let lc be a nonnegative in- 
teger. 
(i) The nonclosable k-norm llPk/l of a path P in D is defined as 
II”” = { min{l;Pll, k) 
if P is closable 
if P is not closable. 
(ii) The nonclosable k-norm. I(PJ(, of a path covering P = {PI,. . , Pt} 
for D is defined as 
lIPIlk = 2 IPllk. 
i=l 
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NOTATION 7.4. 
(i) We denote by Y&(D) the minimum nonclosable k-norm of a path 
covering for D. 
(ii) For a positive integer k we denote by Vk(D) the nonnegative difference 
%(D) -%-1(D), where we define fis(D) = 0. We denote by G(D) 
the sequence (~1 (D), . . , vq(D)), where q is the largest number such 
that F4(D) > 0. 
DEFINITION 7.5. A nonclosable k-path in a digraph D is a set of ver- 
tices in D that can be covered by disjoint paths, such that the number of 
the nonclosable paths in this cover does not exceed k. 
NOTATION 7.6. 
(i) We denote by &(D) the maximal cardinality of a nonclosable k-path 
in D. 
(ii) For a positive integer k we denote ?ik( D) = j$( D) - ~TJ~_~ (D) [ob- 
serve that p,(D) is the maximal number of vertices that can be 
covered by disjoint closable paths]. We denote by F(D) the se- 
quence @l(D), . . ,?it(D)), w h ere t is the largest number such that 
‘iii(D) > 0. 
REMARK 7.7. 
(i) Note that our definitions of length of a path, of nonclosable norms, 
and of nonclosable k-paths coincide with the definitions of cardinality 
of a path, of k-norms, and of k-paths respectively in the case of acyclic 
digraphs. 
(ii) Let P be a path covering for a triangular digraph D, and let k be a 
positive integer. In general, we have IPII, # lIPIlk. Nevertheless, one 
can verify that we do have 721, (D) = ?ik (D) 
(iii) Let D be a triangular digraph. Clearly, every k-path in D is a non- 
closable k-path in D, but not every nonclosable k-path in D is a 
k-path in D. Also, we have PO(D) = 0, while p,(D) may be positive. 
Nevertheless, it is easy to verify that we have T(D) = T(D). 
The following example demonstrates the terms we have just defined. 
EXAMPLE 7.8. Let D be the digraph 
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Both the path coverings Pi = {(l), (6,5,3,2), (4,7)} and P2={(4, 7,5), 
(6), (3,2), (1)) h ave minimum nonclosable l-norm, which is equal to 2. P2 
also has minimum nonclosable 2-norm, which is equal to 3, while ]]P’ ]]2 = 4. 
Since ]]P]]k = 3 f or all Ic > 2, it follows that we have El(D) = 2 and 
&(D) = 3, k > 2, and so ~(0) = (2,l). As to the sequence F(D), the 
maximal number p,(D) of vertices that can be covered by disjoint closable 
paths is four (these are 1, 4, 5, and 7). We can cover at most six vertices 
in D by disjoint paths, such that the number of the nonclosable paths in 
this cover does not exceed one. For example, take the closable paths (4, 7, 
5) and (l), and the nonclosable path (3, 2). Another possibility is of the 
closable path (1) and the nonclosable path (4, 7, 5, 3, 2). Thus, p,(D) = 6. 
We can cover all the seven vertices in D by disjoint paths, such that the 
number of the nonclosable paths in this cover does not exceed two. An 
example of such a cover is of the closable paths (4, 7, 5) and (I), and 
the nonclosable paths (3, 2) and (6). We thus have p,(D) = 7, and so 
T(D) = (2,l). 
The digraph D given in Example 7.8 satisfies ‘i(D) = (2,l) = T(D)*. 
The following theorem asserts that the equality Y(D) = T(D)* holds in 
general. 
THEOREM 7.9 (Hershkowitz [lo]). For a &graph D we have Y(D) = 
F(D)*. 
In view of Remark 7.7 Theorem 7.9 generalizes the assertion v = T*. 
Theorem 6.5. 
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A 
A be a 7 x 7 matrix with pattern 
‘* 0 0 0 0 0 0 
0000000 
* * 0 0 0 0 0 
oooooo* 
0 0 * * 0 0 0 
oooo*oo 
,o 0 0 0 * 0 0 
The digraph D(A) is the digraph D of Example 7.8. Observe that we 
have rank A = 5, and so n(A) = 2. It is easy to verify that the algebraic 
multiplicity of 0 as an eigenvalue of A is 3, and hence q(A) = (2,l). 
The matrix A is Example 7.10 satisfies Y(D) = F(D)* = q(A). In order 
to state a general result we define. 
DEFINITION 7.11. Let cy and ,0 be sequences of nonnegative integers. 
We append zeros to the shorter sequence to equalize its cardinality to the 
longer one, and so let Q: = (CX~, . . . ,at)andp=(Pi ,..., ,&). Wesaythatp, 
strongly majorizes (Y, and denote it by a < p, if cri $. . . +ak 6 p1 f. . . +@k 
for every k E (1,. . . , t}. 
THEOREM 7.12 (Hershkowitz) [lo]. For every square matrix A we have 
v(D(A)) = %(D(A))* << v(A). 
If D(A) is a triangular digraph, then the sum of the elements of F(D) 
is equal to the number of loopless vertices, which is equal to the algebraic 
multiplicity of 0 as an eigenvalue of A, which is equal to the sum of the 
elements of q(A). Therefore, in view of Remark 7.7, Theorem 6.7 follows 
from Theorem 7.12. 
Since *(D(A))* < q(A) and not necessarily ?i(D(A))* 3 q(A), it fol- 
lows that we do not necessarily have (q(A))* 5 ?iD(A). Therefore, un- 
like the situation that applies in Corollaries 4.22, 5.6, and 6.8, we cannot 
deduce from Theorem 7.12 that the index of A is less than or equal to 
%(D(A))-=Pi(D(A)) -Fo(L?A)). N evertheless, it is proven in [lo] that 
THEOREM 7.13. The index of a square matrix A is less than or equal 
to PI(WA)). 
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In many cases, one cannot obtain a combinatorial bound for the index 
of a matrix, better than ~1, as is demonstrated by the following example. 
EXAMPLE 7.14. Let D be the digraph 
@Z&J 
We have PO(D) = PI(D) = 2, and indeed, the index of the matrix 
A= 1 -1 ( 1 1 -1 ’ 
satisfying D(A) = D, is 2. 
8. THE GENERIC CASE 
We recall some terminology used in algebraic geometry. Let f(zi, . . . , 
z,) be a polynomial in m variables over a field F. We denote by N(f) 
the set of vectors (al,. . . ,a,) in Fm such that f(ar, . . . ,a,) = 0. We use 
the term variety in Fm for a subset S of Fm satisfying 5’ = N(f) for some 
polynomial f over F in m variables. Observe that F” itself is a variety, 
as Fm = N(0). A variety in Fm is said to be a proper subvariety of Fm 
if S = N(f) for some nonzero polynomial f over F. The statement “the 
generic point (member) in Fm has a certain property” means exactly that 
“the set of points in Fm that do not have that property is contained in a 
proper subvariety of Fm.” 
REMARK 8.1. It is well known that the complement of a proper subva- 
riety in Rm or in C” is an open dense set in the usual Euclidean topology; 
e.g. [16, p. 511. Openness follows using continuity arguments. The density 
statement can be easily proven using induction on m. In fact, it is known 
that if F is a field with infinitely many elements then the complement of a 
proper subvariety in Fm contains “almost every” point in Fm. 
DEFINITION 8.2. Let D1 and 02 be two digraphs with the same vertex 
set. We say that D1 is a subgraph of D2, and denote it by D1 C D2, if 
every arc of D1 is also an arc of Dz. 
DEFINITION 8.3. Let D be a digraph with m arcs, and let A be a 
matrix over a field F with D(A) 2 D. We refer to A as a point in Fm, 
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values of elements of A in the positions that correspond to 
the arcs of D. Accordingly, the generic matrix A over F with D(A) & D 
is the complement of a set of matrices over F with D(A) C D which is 
contained in a proper subvariety of Fm. 
While, in general, the height characteristic of a matrix and the path 
characteristic of its digraph satisfy the majorization relations asserted in 
Theorems 6.7 and 7.12, it is proven in [14] that in the generic essentially 
triangular case we have equality. 
THEOREM 8.4 (Hershkowitz-Schneider [14]). Let D be a triangular di- 
graph with m arcs, and let F be a field. Then for every matrix A over F 
with D(A) = D we have 7r* 5 q(A), and the index of A is less than or 
equal to the maximal cardinality of a path in D. Furthermore, the generic 
matrix A over F with D(A) C D satisfies Y? = v(A), and the index of A 
is equal to the maximal singular length of a path in D. 
The case that D is an acyclic digraph is a special case of Theorem 8.4. 
Note that in this case a matrix A with D(A) = D is a nilpotent triangular 
matrix. This case was handled in [17] and [7], and the corresponding results 
there, that is, Theorem 6.2 in [17] and Theorem 2.1 and Lemma 4.1 in [7], 
now follow from Theorem 8.4. 
The generalization of the Theorem 8.4 to general matrices is proven in 
[lOI. 
THEOREM 8.5. (Hershkowitz [lo]). Let D be a digraph with m arcs, 
and let F be a field. Then for every matrix A over F with D(A) = D 
we have F* << q(A), and the index of A is less than or equal to ~1. 
Furthermore, the generic matrix A over F with D(A) C D satisfies v(A) = 
%*, and the index of A is equal to PI. 
In particular, if F is either R or C, then, in view of Remark 8.1, it 
follows that almost all matrices satisfying D(A) G D share the same height 
characteristic. 
9. REDUCED DIGRAPHS OF BLOCK MATRICES 
In Section 6 we discussed the relationship between the digraph of tri- 
angular matrix and its height characteristic. In this section we generalize 
that study to block triangular matrices with square diagonal blocks. Let A 
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be such a matrix. In certain cases one may have some information about 
the height characteristic of the singular diagonal blocks. An example is an 
M-matrix in its F’robenius normal form, i.e. block triangular form with 
irreducible diagonal blocks. Since 0 is a simple eigenvalue of an irreducible 
M-matrix, it follows that the height characteristic of a singular diagonal 
block is (1). In such a case, we are interested in the influence of the block 
pattern of A on q(A). 
DEFINITION 9.1. Let A = (A,j)y be a block matrix. The reduced 
digruph R(A) of A is defined to be the digraph with vertex set (1,. . ,p} 
and such that there is an arc from i to j if Aij # 0. 
REMARK 9.2. Given a matrix A, the reduced digraph R(A) clearly 
depends on the block partitioning of A. However, we shall simply write 
R(A) when there is no danger of confusion. 
A relation between the height characteristic of A and the height charac- 
teristics of its diagonal blocks, depending on the reduced graph, is observed 
in the following theorem. 
THEOREM 9.3 (Friedland-Hershkowitz [5]). Let A be a block triangular 
matrix with p square diagonal blocks. Let kl, . . . , k, and t be nonnegative 
integers such that the maximal sum of the ki’s along a path in R(A) does 
not exceed t. Then 
P 
n(At) 2 2 n(A,“). (94 
i=l 
In [5] the authors obtain the following index theorem for general matri- 
ces as a corollary of Theorem 9.3. An independent proof is given in [12]. 
This theorem introduce an upper bound for the index of a block triangular 
matrix in terms of the indices of the diagonal blocks. 
THEOREM 9.5. Let A be a block triangular matrix with square diagonal 
blocks. Then the index of A does not exceed the maximal sum of the indices 
of Aii along a puth in R(A). 
Since for many block triangular matrices one has equality in (9.4), 
Theorem 9.3 seemed to be optimal. On the other hand, the application 
of Theorem 9.3 to the triangular case yields bounds that are weaker than 
those given by Theorem 6.7. This gap is bridged in the paper [ll], which 
completes the solution of the block triangular case. We conclude with a 
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brief description of these results. 
DEFINITION 9.6. 
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(ii) 
Let A be a square matrix, and let nr, . . . , nt be the sizes of the Jordan 
blocks associated with 0 as an eigenvalue of A. We define the singular 
Jordan digraph SJ(A) of A as the digraph consisting oft disjoint paths 
of singular vertices of lengths nr , . . . , nt, and of rank A singletons with 
loops on them. 
Let A be a block triangular matrix with square diagonal blocks AlI, 
. , A,. We define the digraph DSJ(A) as follows: We take p disjoint 
digraphs SJ(Arr), . . . , SJ(A,,), and we adds arcs from every vertex 
of SJ(Aii) to very vertex of SJ(A,,) whenever Aij # 0, i # j. 
The following example illustrates the definition of the graph DSJ(A). 
EXAMPLE 9.7. Let A be the (block) matrix 
(11 10 00 0 
1 1 10 00 0 
-2 -2 -2 0 0 0 0 
A= 0 0 01100. 
0 0 01100 
0 0 00012 
\ 0 1 00 23 4/ 
The Jordan form of AlI consists of one block of size two and one block of 
size one, both associated with the eigenvalue 0. Thus, the singular Jordan 
graph SJ(Arr) is 
(the labeling of the vertices is not significant). 
value of AZ, the singular Jordan graph SJ(Az2) is 
As 0 is a simple eigen- 
A33 is nonsingular, and hence the singular Jordan graph SJ(A33) con- 
sists of two singletons with loops on them: 
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00 / . . . . . . . . . . . . . . . . . . . . i~. . . . . . . . . . . . . . . . . 
;O -8 @ cf ! 
FIG. 1. 
Finally, since A31 and As2 are the nonzero off-diagonal blocks of A, the 
digraph DSJ(A) is as shown in Figure 1. 
Observe that the digraph DSJ(A) is determined by the height characteris- 
tics of the diagonal blocks All,. . . , A, and the reduced digraph R(A). 
Theorem 6.7 was used in proving the following theorem. 
THEOREM 9.8. Let A be a block triangular matrix with square diagonal 
blocks. Then n*(DSJ(A)) 5 v(A). 
Observe that if A is triangular, then D(A) = DSJ(A), and hence The- 
orem 6.7 becomes a special case of Theorem 9.8. As to Theorem 9.3, it is 
shown in [ll] to be implied by Theorem 9.8. Actually, Theorem 9.8 im- 
proves on the result of Theorem 9.3, as is demonstrated by the following 
example. 
EXAMPLE 9.9. Let A be a matrix such that R(A) is 
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0 4 0 5 
where 0 is a simple eigenvalue of each of the blocks Aii, i E (1,. . . ,5}. By 
Theorem 9.3 we have (2, 2, 1) 5 v(A). H owever, it is easy to check that if 
A33 is a 1 x 1 block, then by Theorem 9.8 we have (3, 1, 1) j q(A). 
In certain cases, Theorem 9.8 also improves on Theorem 7.12, as is 
demonstrated by the following example. 
EXAMPLE 9.10. Let A be a 2 x 2 block matrix with pattern * * 0 
(__) * * 0 * 4 0 
The digraph D(A) is 
We have ?i(D(A)) = (l), and therefore the result of Theorem 6.7 amounts 
to 
1 5 n(A). (9.11) 
In order to evaluate the bounds given by Theorem 9.8, we now distin- 
guish three possible cases: 
(i) AlI is nonsingular. In this case, the singular Jordan graph of AlI 
consists of two vertices with loops. Consequently, DSJ(A) is 
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We have r(DSJ(A)) = (l), and-by Theorem 9.8 we obtain n(A) = 1. 
(ii) The height characteristic of A 11 is (1). In this case, the singular 
Jordan graph of AlI consists of one loopless vertex and one vertex 
with a loop on it. Consequently, DSJ(A) is 
We have r(DSJ(A)) = (2), and by Theorem 9.8 we obtain (1, 1) 
5 V(A). 
(iii) The height characteristic of A 11 is (1, 1). In this case, the singular 
Jordan graph of AlI consists of one path of two vertices. Conse- 
quently, DSJ(A) is 
We have r(DSJ(A)) = (3), and by Theorem 9.8 we obtain (1, 1, 1) 3 q(A). 
Observe that since All # 0, it follows that n(All) < 1 and therefore the 
three above mentioned possibilities are the only ones. Note that in either 
case, we get more information than in (9.11). 
Finally, as in the previous section, here too in the generic case we have 
the following equality. 
THEOREM 9.11. Let A be a block triangular matrix over F with p 
square diagonal blocks. Then for eveq matrix B over F satisfying The- 
orem 9.8 we have n*(DSJ(A)) 3 v(B), and the index of B is less than 
or equal to the maximal sum of the indices of Aii along a path in R(A). 
Furthermore, the generic matrix B over F satisfying R(B) 5 R(A) and 
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Bii = Aii, i.e. < p > satisfies v(B) = n*(DSJ(A)), and the index ofB is 
equal to the maximal sum of the indices of Aii along u path in R(A). 
The author wishes to thank Professor Hans Schneider for his comments 
and suggestions. The author is grate&l also to the referee for helpful com- 
ments. 
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