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In proton-nucleus and nucleus-nucleus collision experiments, one determines the centrality of a
collision according to the multiplicity or energy deposited in a detector. This serves as a proxy
for the true collision centrality, as defined by the impact parameter. We show that the probability
distribution of impact parameter in a given bin of experiment-defined centrality can be reconstructed
without assuming any specific model for the collision dynamics, in both proton-nucleus and nucleus-
nucleus systems. The reconstruction is reliable up to about 10% centrality, and is more accurate for
nucleus-nucleus collisions. We perform an application of our procedure to experimental data from
all the CERN Large Hadron Collider (LHC) collaborations, from which we extract, in Pb+Pb and
p+Pb collisions, the corresponding distributions of impact parameter.
I. INTRODUCTION
The impact parameter of a heavy-ion collision, b, is not
a directly measurable quantity. In experiments, the cen-
trality of a collision has to be inferred from the amount of
hits [1–6], or energy [7–9] a certain collision produces in
a specific detector. Its relation with the impact parame-
ter is not one-to-one. A given value of experiment-defined
centrality corresponds to a distribution of impact param-
eters. In this paper, we show that the probability distri-
bution of impact parameter at a given centrality can be
reconstructed to a good approximation without assuming
any specific model of the collision, in particular, without
resorting to the concept of participant nucleons.
In a recent publication, we have carried out such a
reconstruction for the distribution of impact parameter of
central nucleus-nucleus collisions [10]. Here, we present
an improvement of the reconstruction procedure. As we
shall see in the following, this enables us to infer the
distribution of b as well in proton-nucleus systems, which
were beyond the applicability of the previous framework.
Let us briefly describe the improvement. In Ref. [10],
we denoted by n the quantity which is used to define the
centrality experimentally [11], and we assumed that the
fluctuations of n were Gaussian for a fixed impact pa-
rameter. The mean and width of the Gaussian were then
inferred by fitting the measured distribution of n. In this
paper, the Gaussian kernel is replaced with a gamma dis-
tribution. As explained in Sec. II, both distributions have
the same number of parameters, but the gamma distri-
bution presents two dramatic advantages: i) it satisfies
the requirement n ≥ 0; ii) in the regime of large n, it
falls asymptotically much more mildly than a Gaussian
(e−n instead of e−n
2
), and this radically improves the
description of multiplicity fluctuations in proton-nucleus
collisions, which present a very long tail.
Apart from this modification of the fluctuation ker-
nel, the reconstruction goes along the same lines as in
Ref. [10]. We validate the procedure in Sec. III using a
specific model of the collision dynamics where the impact
parameter is known in each event, so that we are able
to assess the accuracy of the reconstruction method. In
Sec. IV, the procedure is then applied to Large Hadron
Collider (LHC) data on Pb+Pb and p+Pb collisions.
II. FLUCTUATION KERNEL
Current experimental analyses define the centrality of
a heavy-ion collision according to a single observable, n,
which is typically the number of hits or the energy mea-
sured in a dedicated calorimeter. This quantity is always
positive, and extensive, in the sense that in one event it
is given by the sum of many contributions collected in
the detector. n does not have a one-to-one correspon-
dence with the impact parameter, and its relation with b
is inferred by matching the measured distribution P (n)
to the distribution provided by some Monte Carlo model
of the collision dynamics, typically, the Glauber Monte
Carlo model [12]. In the current state-of-the-art, such
procedure relies entirely on the concept of participant
nucleons [13], as n in the simulations always depends on
either the number of nucleons that participate in the col-
lision of two nuclei in a nucleus-nucleus collision, or the
number of nucleons hit by a projectile proton in a proton-
nucleus collision. Here we do something simpler. Our
goal is to infer information about b using the measured
distributions P (n) without resorting to any simulation of
the whole collision process.
The only ingredient we need to model is the probability
distribution of n for fixed b, P (n|b). The Gaussian dis-
tribution, which was our choice in Ref. [10], is the most
natural candidate, but turns out to be technically wrong
because it has a left tail which extends to negative val-
ues of n. This is unimportant in practice as long as the
standard deviation is much smaller than the mean, be-
cause almost all probability is on the positive side. When
studying systems with large fluctuations, however, the
positivity issue can no longer be ignored, and one should
use a distribution where all the probability is on the pos-
itive half-line.
To overcome this issue, we change our fluctuation ker-
nel into a gamma distribution, a non-negative distribu-
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2tion whose density reads:
P (n|b) = 1
Γ(k)θk
nk−1e−n/θ. (1)
k and θ are two positive parameters, which generally de-
pend on b. k is dimensionless, while θ has the same di-
mension as the observable n. The gamma distribution is
normalized on the positive half-line:
∫ +∞
0
P (n|b)dn = 1.
The mean and the standard deviation are given by:
n¯ = kθ
σn =
√
kθ. (2)
The gamma distribution has the following additivity
property: if n is the sum of N independent random vari-
ables ni, i = 1, · · · , N , where each ni is distributed ac-
cording to a gamma distribution with parameters ki and
a common value of θ, then n also follows a gamma distri-
bution, with parameters k =
∑
i ki and θ. This property
makes the gamma distribution an attractive choice when
n is the multiplicity or energy produced in a collision, as
n is usually modeled as the sum of several independent
contributions, e.g., participant nucleons [13] or wounded
quarks [14–16]. Because of this additivity property, k
can be viewed as an extensive parameter, which is pro-
portional to the system size, and θ as an intensive pa-
rameter, independent of the system size.
The gamma distribution coincides with a Gaussian in
the limit k  1. This is precisely the limit of small fluc-
tuations, where the Gaussian distribution is universal by
virtue of the central limit theorem. Therefore, we ex-
pect the gamma and the Gaussian fluctuation kernels to
provide identical results when the central limit theorem
applies, and the gamma kernel to be a viable choice when
Gaussianity is spoiled by large fluctuations.
The gamma distribution is also a natural choice in the
context of high-energy physics because it is essentially
a continuous version of the negative binomial distribu-
tion (NBD) [17], with which it coincides when the mean
value is much larger than unity.1 The NBD has long
been used to fit multiplicity distributions in high-energy
collisions [18]. Most model calculations of multiplicity
distributions in proton-nucleus collisions [19–21] involve
NBD fluctuations, which are also expected in the color-
glass condensate picture of high-energy QCD [22]. Fur-
ther, typical Monte Carlo models used to simulate the
1 If one fixes the 2 parameters of the gamma distribution in such
a way that the mean, n¯, and the variance, n¯θ, are equal to those
of the NBD distribution, then θ > 1, because the variance of the
NBD is always larger than the mean. The equivalence between
the two distributions in the limit n¯ 1 can be seen by compar-
ing the higher-order cumulants. The standardized skewness is
2
√
n¯/θ for the gamma distribution, and 2
√
n¯/θ− 2/√n¯θ for the
NBD, hence the difference is 2/
√
n¯θ  1. The excess kurtosis is
6θ/n¯ for the gamma distribution, and 6θ/n¯ − 6/n¯ + 1/(n¯θ) for
the NBD, so the difference is negligible in the limit n¯ 1.
initial state of nucleus-nucleus and proton-nucleus colli-
sions implement such fluctuations using the gamma dis-
tribution [23, 24].
We illustrate the shape of P (n|b) by simulating Pb+Pb
and p+Pb collisions at fixed impact parameter using the
TRENTo model of initial conditions [24]. There are es-
sentially two free parameters in TRENTo, a parameter
p which specifies the respective contributions of projec-
tile and target participants, and a parameter k which
tunes the magnitude of event-to-event fluctuations.2 For
Pb+Pb collisions, we use the phenomenologically suc-
cessful parametrization p = 0 and k = 1.6 [25], whereas
for p+Pb collisions, we use p = 1, corresponding to a
Glauber Monte Carlo prescription, and k = 0.6. We
have checked that this setup for p+Pb collisions provides
a distribution P (n) which matches to a good extent the
distributions P (ET ) measured by the ATLAS [9] collab-
oration, and the distribution P (Ntrk) measured by the
CMS collaboration [26]. We use these simulations merely
as an illustration, therefore, it is irrelevant whether the
chosen parametrizations give a precise description of data
or not. We generate collisions at zero impact parameter:
1.5× 107 Pb+Pb collisions and 3× 106 p+Pb collisions.
The distributions of n are displayed in Fig. 1.
Figure 1(a) presents the probability distribution P (n)
in Pb+Pb collisions. The standard deviation of the dis-
tribution is σn ∼ 8, much smaller than the mean n¯ ∼ 182.
In this regime of small fluctuations, one expects P (n) to
be well described either by a gamma or a Gaussian distri-
bution. The corresponding fits are shown as lines in the
figure. The fit with a gamma distribution works better,
and the reason is that the gamma naturally captures the
skewness of P (n) (its skewness is larger than the actual
value by 15%). The value of k in Eq. (1) is k = 553, which
satisfies the condition k  1, and the regime of small
fluctuations. Interestingly then, this result implies that
the gamma kernel may bring a significant improvement
over the Gaussian one even in large Pb+Pb systems.
We move on now to proton-nucleus collisions. Fig-
ure 1(b) displays P (n|b = 0) for p+Pb collisions. Note
that this distribution is much broader than the previous
one. In the model, this is due to the fact that we are
far away from the regime of validity of the central limit
theorem, because of the lower number of participant nu-
cleons. For this reason, P (n) falls off exponentially at
large n, with a very long tail. While this exponential
decrease at large n is essentially put by hand in this par-
ticular model, it is predicted more generally by models of
high-energy QCD scattering [27]. As expected, the Gaus-
sian parametrization is not viable in this situation. The
gamma distribution, on the other hand, provides a good
fit. As for the Pb+Pb collisions, it naturally reproduces
the skewness of the distribution, which is overestimated
by 20%.
2 The fluctuation parameter k of TRENTo should not be confused
with the parameter k of Eq. (1).
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FIG. 1. (Color online) Probability distribution of the total entropy n in the TRENTo model for: (a) Pb+Pb collisions at b = 0;
(b) p+Pb collisions at b = 0. The energy is
√
sNN = 5.02 TeV in both cases. Lines are 2-parameter fits using a Gaussian
(dashed lines) or a gamma distribution (full lines).
It may seem a tautology that the gamma distribution
provides a good fit to this model calculation, since fluctu-
ations in the TRENTo model are implemented using the
gamma distribution. More precisely, for proton-nucleus
collisions, P (n) would be exactly a gamma distribution if
the number of participants, Npart, were fixed. However,
Npart fluctuates significantly at a fixed impact parameter,
and this explains why the fit in Fig. 1(b) is not perfect,
although very reasonable. Our point is that the gamma
distribution is a natural parametrization, irrespective of
any specific model, for the fluctuations of a positive ex-
tensive quantity.
III. METHOD AND VALIDATION
We now describe how the probability distribution of
impact parameter at a given centrality can be recon-
structed using experimental data, where by experimental
data we mean the distribution of n, P (n), integrated over
all impact parameters. The method is identical to that
of Ref. [10], except that we replace the Gaussian fluc-
tuation kernel with a gamma distribution. In Fig. 2 we
show P (n) from model calculations of Pb+Pb and p+Pb
collisions, using the same TRENTo setups as in Fig. 1.
The values of n in the tail of the distribution correspond
essentially to those in Fig. 1, that is, to central collisions,
while smaller values of n are produced by collisions at
larger impact parameters.
We first derive the expression of P (n) using the model
introduced in Sec. II. We decompose P (n) into contribu-
tions coming from all impact parameters:
P (n) =
∫ ∞
0
P (n, b)db, (3)
where P (n, b) denotes the joint probability of n and b,
which is not known in an experiment. This joint proba-
bility can be decomposed as P (n, b) = P (n|b)P (b), where
P (b) is the probability distribution of impact parameter,
and P (n|b) is the distribution of n at fixed b. Therefore,
we rewrite Eq. (3) as:
P (n) =
∫ ∞
0
P (n|b)P (b)db, (4)
and we take P (n|b) from Eq. (1). The probability distri-
bution of b reads
P (b) =
1
σinel
2pibPinel(b), (5)
where σinel is the inelastic nucleus-nucleus or proton-
nucleus cross section, depending on the system under
study, and Pinel(b) is the probability for an inelastic col-
lision to occur at impact parameter b, which is close to 1
except for peripheral collisions.
The idea is to find two functions k(b) and θ(b) to use
in Eq. (1) so that P (n) defined by Eq. (4) matches the
observed P (n). As pointed out in Ref. [10], this problem
is underconstrained, in the following sense: one cannot
extract two unknown functions k(b) and θ(b) (or equiva-
lently, the mean and standard deviation n¯(b) and σn(b))
from a single distribution P (n). More precisely, the in-
formation about the width σn lies in the tail of P (n),
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FIG. 2. (Color online) Probability distribution of the total entropy n in the TRENTo model for: (a) 2.8×107 Pb+Pb collisions;
(b) 107 p+Pb collisions. The only difference with Fig. 1 is that there is no restriction on impact parameter. Lines are fits
using Eqs. (1), (7) and (8) (see text). In each panel, vertical lines indicate the position of the knee of the histogram (see text)
returned by the fit (solid lines) or calculated directly (dotted lines).
which corresponds to b ∼ 0. The rest of the distribution,
corresponding to smaller values of n, gets contributions
from several impact parameters, so that fluctuations are
averaged over and P (n) only contains information about
the mean n¯(b) [11]. Therefore, one cannot infer from data
alone how σn(b) varies with b.
Throughout this paper, we assume for simplicity
that the variance is proportional to the mean, that is,
σn(b)
2/n¯(b) is independent of b. This holds for a super-
position of N independent sources with the same distri-
bution, in the sense that the ratio is independent of N .
As shown in Ref. [10], final results are robust with respect
to this hypothesis, as long as the study is restricted to
fairly central collisions (typically 0-10% in Pb+Pb colli-
sions). Eq. (2) gives (σn)
2/n¯ = θ. Hence we assume that
θ is independent of b. The physical explanation is that
θ is an intensive parameter, and should therefore depend
weakly on the system size.
On the other hand, the parameter k in Eq. (1) is al-
lowed to depend on b. It can be any smooth positive,
monotonically decreasing function.3 As in Ref. [10], we
change variables from b to its cumulative probability dis-
tribution cb:
cb =
∫ b
0
P (b′)db′. (6)
3 The mean of the distribution in Eq. (1) is kθ, and larger impact
parameters correspond to smaller n, hence k should decrease with
impact parameter.
cb is the true centrality, defined according to impact pa-
rameter, and it was dubbed b-centrality in Ref. [10]. The
advantage of this change of variable is that the integral
over impact parameter, Eq. (4), simplifies to
P (n) =
∫ 1
0
P (n|cb)dcb, (7)
where P (n|cb) = P (n|b) denotes the probability distribu-
tion of n at fixed cb, i.e., fixed b.
Now, we parametrize the variation of k with cb using
k(cb) = kmax exp
− J∑
j=1
aj(cb)
j
 , (8)
where the exponential guarantees positivity. This value
is then inserted into the gamma distribution, Eq. (1):
P (n|cb) = 1
Γ(k(cb))θk
nk(cb)−1e−n/θ. (9)
We fit P (n) to data using Eqs. (7) and (9). The fit pa-
rameters are θ, kmax and the coefficients aj . One can
increase the degree of the polynomial until the fit is per-
fect.
We now test the procedure on simulated data, by fit-
ting the Monte Carlo results shown in Fig. 2. Fits are
shown as lines. For Pb+Pb collisions, we use a polyno-
mial of degree J = 4 in Eq. (8), so that there are 6 fit
parameters. The fit is excellent, across the full range of n.
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FIG. 3. (Color online) Mean value of n as a function of cb returned by the fit (lines) and calculated directly by binning in cb
(symbols), for the same TRENTo events as in Fig. 2. (a) Pb+Pb collisions. (b) p+Pb collisions.
It is essentially unchanged if we replace the gamma distri-
bution by a Gaussian distribution, as done in Ref. [10].4
The advantage of the gamma kernel is that one can fit
the whole distribution, without the need for a cutoff at
small n, as required by Gaussian fluctuations in order to
minimize the negative tail [10]. For p+Pb collisions, we
restrict the fit to the rightmost half of the histogram (0-
50% centrality), for reasons explained below, and we use
a polynomial of degree J = 2 in Eq. (8), so that there
are 4 fit parameters. The fit is also of excellent quality.
The fit returns the parameters of the gamma distribu-
tion in Eq. (9), i.e., it reconstructs the probability of n
at fixed impact parameter. In particular, the mean value
of n at fixed cb is given by Eq. (2): n¯(cb) = k(cb)θ. In
the model calculation, we can also calculate this quan-
tity directly by binning events in cb and evaluating the
mean of n in each bin. The comparison between the fit
result and the direct calculation is displayed in Fig. 3.
The reconstruction is excellent for Pb+Pb collisions, as
expected from Ref. [10]. For p+Pb collisions, the recon-
struction is less accurate. A good indicator of the accu-
racy of the reconstruction is the location of the knee of
the distribution, defined as the mean value of n for b = 0:
nknee ≡ n¯(cb = 0) [10]. Its position is shown by vertical
lines in Fig. 2. It is overestimated by 11% in p+Pb col-
lisions, while it is reconstructed with better than 1% ac-
curacy in Pb+Pb collisions. The standard deviation σn
4 Therefore, in this figure and the following figures, we do not
show anymore results obtained using a Gaussian kernel, which
are essentially identical.
for central collisions, σn(0) =
√
k(0)θ, is overestimated
by 4% in Pb+Pb collisions and underestimated by 5% in
p+Pb collisions.
We now explain why we only fit the 0-50% centrality
range in p+Pb collisions. The idea between our proce-
dure is that P (n) consists of a body and a tail, where
the tail contains the information about σn(0), while the
body contains the information about n¯(cb) [10, 11]. The
latter statement is true only if fluctuations are relatively
small, σn  n¯ [11]. This does not hold for peripheral
collisions: P (n) for small n depends not only on n¯(cb),
but also on the width σn(cb). Since a simultaneous fit of
n¯(cb) and σn(cb) using P (n) would be underconstrained,
we eliminate peripheral collisions from the fit by intro-
ducing a cutoff. We have checked that the reconstructed
value of nknee varies mildly, approximately by 3%, as we
vary the centrality cutoff from 30% up to 60%, beyond
which the quality of the 4-parameter fit decreases rapidly.
Therefore, we conclude that the reconstruction of nknee is
robust in p+Pb collisions. Regarding Pb+Pb collisions,
we find that excellent fits are obtained even without elim-
inating peripheral collisions. We will keep a small cutoff
at small n only in the analysis of experimental Pb+Pb
data in Sec. IV.
Once the probability of n at fixed cb is reconstructed,
the probability distribution of impact parameter, b, at
fixed n is given immediately by Bayes’ theorem:
P (b|n) = P (n|b)P (b)
P (n)
, (10)
where P (n|b) = P (n|cb) is given by Eq. (9) upon chang-
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FIG. 4. (Color online) Probability distribution of b at fixed centrality returned by the fit (lines) and calculated directly by
binning in b (shaded area), for the same TRENTo events as in Fig. 2. (a)–(c): Pb+Pb collisions. (d)–(f): p+Pb collisions.
(a),(d): c = 0.1%. (b),(e): c = 1%. (c),(f): c = 5%.
ing variables from cb to b using cb ' pib2/σinel5, and P (b)
is given by Eq. (5), with the approximation Pinel(b) ' 1.
We apply Eq. (10) to the TRENTo simulation. We com-
pare the results thus obtained from the fitting procedure
with a direct calculation in which we select events in a
narrow interval of n,6 and compute the distribution of b
for these events. The comparison is displayed in Fig. 4.
The curves are labeled by the centrality fraction c, de-
fined as the cumulative probability distribution of n:
c ≡
∫ ∞
n
P (n′)dn′. (11)
The largest values of n correspond by definition to the
most central collisions, i.e., in heavy-ion terminology, the
smallest values of c.
5 The value of σinel is calculated in the TRENTo model. We find
σinel = 777 fm
2 in Pb+Pb collisions, and σinel = 210 fm
2 in
p+Pb collisions
6 Specifically, the width of the interval is 0.05% in centrality, where
centrality is defined in Eq. (11).
Results for Pb+Pb collisions are shown in panels (a)–
(c) of Fig. 4 for c = 0.1, 1, 5%. The distributions are
shifted to larger values of b as the centrality c increases, as
expected. The agreement between the reconstructed and
the direct distributions is excellent for the most central
collisions. A small difference with the direct calculation
appears at c = 5%, confirming that our reconstruction
does not capture the centrality dependence of the fluctu-
ations, at least in this particular model [10].
Results for p+Pb collisions are shown in panels (d) to
(f). The impact parameter distribution is much broader
than in Pb+Pb collisions, due to the larger fluctuations,
and its dependence on centrality is also much milder. The
reconstruction is less perfect but still very reasonable.
The reconstructed distribution is narrower than the true
distribution. In Ref. [10], we pointed out that the width
of the distribution in central collisions is determined by
a single quantity, which is the fraction of events on the
right of the knee of the distribution, that is, the centrality
of the knee, cknee. The smaller cknee, the narrower the
distribution. The direct calculation gives cknee = 12.5%,
while the reconstructed value is cknee = 8.7%, roughly
30% too low. This error explains the modest discrepancy
7between the direct and the reconstructed distributions.
By contrast, in Pb+Pb collisions, cknee is reconstructed
to better than 5% relative accuracy, which explains why
the reconstructions in panels (a) and (b) are essentially
perfect.
IV. APPLICATION TO DATA
We now reconstruct the probability distribution of im-
pact parameter by applying the fitting procedure to LHC
data on Pb+Pb collisions at
√
sNN = 2.76 TeV, and
p+Pb collisions at
√
sNN = 5.02 TeV. Table I lists the
observables (equivalent of n) used to determine the cen-
trality by all the LHC experiments.7 The ALICE col-
laboration uses the same detectors and observables to
characterize the centrality in Pb+Pb and p+Pb colli-
sions, and so does the ATLAS collaboration. In p+Pb
collisions, the CMS collaboration uses either the same
quantity as in Pb+Pb collisions, namely, the transverse
energy in the HF detector [30], or the reconstructed track
multiplicity [26]. We use only the latter data. As for the
LHCb collaboration, data are available only for in p+Pb
collisions.
Our procedure is general and applies irrespective of
which observable is used to determined the centrality.
The only assumption is that it is an extensive quantity,
in the sense that it would be additive if two independent
collisions were piled up. Extensivity can be spoiled if the
detector response is nonlinear, which typically happens
when the detector is saturated [6]. However, our method
may still be valid, even in the presence of nonlinearities.
If, for instance, the observed n is a nonlinear function
of the incoming multiplicity, but still an increasing func-
tion, the ordering of events from less to more central is
not modified by the nonlinearity. Hence, the fraction
of events above the knee, which is the key quantity in
reconstructing the distribution of impact parameter [10],
will not be modified. This can be checked experimentally
by carrying out the reconstruction with and without any
correction for detector response.
Pb+Pb p+Pb
ALICE V0A [4] V0A [5]
ATLAS FCal ET [8] FCal ET [28]
CMS HF ET [7] N
offline
trk [26]
LHCb NhitVELO [29]
TABLE I. List of observables used by the LHC collaborations
to define the collision centrality, along with references where
their distributions are published.
7 In proton-nucleus collisions, where n is less strongly correlated
with impact parameter than in nucleus-nucleus collisions, one
sometimes speaks of “event activity” rather than “centrality”.
The distributions P (n) are displayed in Fig. 5 for the
various experiments. Results for Pb+Pb collisions were
already shown in Ref. [10],8 so that we only display re-
sults for p+Pb collisions. We fit P (n) using Eqs. (7), (8)
and (9). For Pb+Pb collisions (not shown), we exclude
the most peripheral collisions and only fit the 0–88% cen-
trality window. As done for the TRENTo data, a poly-
nomial of degree 4 is needed in Eq. (8) to achieve a good
fit, so that the fit has a total of 6 parameters. For p+Pb
collisions, as anticipated we fit only the 0–50% centrality
window, for which a polynomial of order 2 is enough to
achieve a good fit, so that the fit has 4 parameters.9
We stress that the distribution P (n) is much broader
in p+Pb than in Pb+Pb collisions. While the histogram
in Pb+Pb collisions has a well-identified tail where P (n)
falls off more rapidly (in logarithmic scale), this structure
is not clearly visible in p+Pb collisions. This is reflected
in the reconstruction by the observation that the frac-
tion of events above the knee, cknee, is much larger (see
Table II), typically by a factor 30. This large factor in
short explains why the reconstruction of impact param-
eter turns out to be more difficult in p+Pb systems.
Finally, Fig. 6 displays the distribution of impact pa-
rameter reconstructed using Eq. (10) for three fixed val-
ues of the centrality, for Pb+Pb collisions (top) and
p+Pb collisions (bottom)10. Since for all the LHC col-
laborations the fits in Fig. 5 are of excellent quality down
to very small probability, the integration in Eq. (11) that
provides the correspondence between n and c is carried
out using the fitted P (n), instead of experimental data.
In other words, we use the fitted P (n) as a smooth inter-
polation of the histograms, so that we can define c in a
continuous range of n.
The distributions shown in Fig. 6 are very similar for
all LHC collaborations, despite the different detectors
Pb+Pb p+Pb
ALICE 0.35% 9.3%
ATLAS 0.31% 7.0%
CMS 0.28% 9.1%
LHCb 8.8%
TABLE II. Fraction of events above the knee of the distri-
bution for different LHC collaborations in Pb+Pb and p+Pb
collisions.
8 The only difference in this paper is that we use a gamma kernel
instead of a Gaussian kernel, but the resulting changes in the
reconstructed quantities are negligible for Pb+Pb collisions.
9 We stress that the results obtained from the fit are very stable
under mild variations of the 50% cutoff. For all the LHC collab-
orations, the value of nknee obtained from the fits varies by less
than 5% if the cutoff varies between 30% and 60% centrality.
10 For ALICE data, we use σinel = 209 fm
2 [5]. For CMS data,
we use σinel = 206 fm
2 [31], and we employ this value as well in
the analysis of ATLAS and LHCb data (measurements of σinel
in p+Pb collisions are not reported by these collaborations).
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FIG. 5. (Color online) Distributions P (n) used by all the LHC collaborations to determine the centrality in p+Pb collisions
at
√
sNN = 5.02 TeV. Symbols: experimental data. (a) ALICE data. (b) ATLAS data. (c) CMS data. (d) LHCb data. Solid
lines: fits to the 0-50% most central collisions using Eqs. (7), (8) and (9). Vertical lines in each panel indicate the position of
the knee (mean value of n for b = 0) reconstructed by the fit. Arrows indicate the values of n corresponding to specific values
of the centrality percentile.
and acceptances.11 As shown in Ref. [10], the distribu-
tions are essentially determined by the centrality of the
knee. The values of cknee for all LHC collaborations are
given in Table II. The centrality of the knee is similar for
all collaborations, which explains why distributions of b
are also similar.
Figure 6(a)–(c) illustrates that the impact parameter
11 Note, however, that this might change if Relativistic Heavy Ion
Collider (RHIC) data were considered, as the corresponding dis-
tributions P (n) are much broader than at LHC [10].
is well reconstructed in Pb+Pb collisions. The distri-
butions are narrow, and there is little overlap between
the distributions at c = 1% and c = 5%, which means
that they correspond to distinct ranges of impact pa-
rameter. For centralities in the range cknee  c  1,
P (b|c) is approximately Gaussian, with relative width
σb/〈b〉 '
√
pi
2 cknee/c. Figures 6(d)–(f) show that in
p+Pb collisions, on the other hand, the distributions of
impact parameter in 1% and 5% bins largely overlap, so
that the experimental centrality selection is unable to
separate events according to impact parameter. There is
however a mild evolution of the impact parameter distri-
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FIG. 6. (Color online) Distribution of impact parameter reconstructed using Eq. (10) for three fixed centralities corresponding
to the arrows in Fig. 5. (a)–(d): Pb+Pb collisions at
√
sNN = 2.76 TeV. (d)–(g): p+Pb collisions at
√
sNN = 5.02 TeV. (a),(d):
using ALICE data. (b), (e): using ATLAS data. (c),(f): using CMS data. (g): using LHCb data.
bution as the experimental centrality is reduced. In par-
ticular, the distribution P (b|c) keeps evolving, although
mildly, as one moves towards “ultracentral” collisions.
This must be kept in mind when analyzing ultracentral
collisions, either Pb+Pb [32, 33] or p+Pb [26, 28, 33].
For sake of simplicity, we have presented distributions
of impact parameter at fixed values of the centrality, cor-
responding to very narrow centrality bins. Extending
this reconstruction to a finite centrality bin, correspond-
ing to an interval n1 < n < n2, is straightforward upon
integration over n:
P (b|n1 < n < n2) =
∫ n2
n1
P (b|n)P (n)dn∫ n2
n1
P (n)dn
= P (b)
∫ n2
n1
P (n|b)dn∫ n2
n1
P (n)dn
, (12)
where, in the last equality, we have used Eq. (10). Note
that the integral
∫ n2
n1
P (n)dn appearing in the denomina-
tor is simply the width of the centrality bin ∆c (i.e., 0.05
for the 0-5% centrality bin). Using Eq. (9), the integral
over n in the numerator can be carried out analytically,
and one obtains:
P (b|n1 < n < n2) = 2pib
σinel∆cΓ(k(cb))
[
γ
(
k(cb),
n
θ
)]n2
n1
,
(13)
where γ(k, x) denotes the lower incomplete gamma func-
tion, and we have used Eq. (5). We apply this equation
to ALICE data. Once we have P (n) from the fit of AL-
ICE data [Fig. 5(a)], we insert into Eq. (13) the values
of n1 and n2 which correspond to the boundaries of the
0–5% bin in c (trivially, n2 = ∞). This, along with the
reconstructed k(cb), provides the distribution of impact
parameter in the centrality bin, from which we extract
〈b〉 = 2.85 fm, and σb = 1.37 fm. By fitting P (n) to a
Glauber Monte Carlo model, in the 0–5% bin the ALICE
collaboration obtains 〈b〉 = 3.12 fm and σb = 1.39 fm [5].
These numbers are consistent with the results displayed
in Fig. 4(d)–(f): The TRENTo model used in Sec. III
is equivalent to a Glauber Monte Carlo, and 〈b〉 in this
model is slightly underestimated by our reconstruction.
However, there is no deep reason to believe that the fit
obtained with the Glauber Monte Carlo is more precise
than our procedure. The difference between the two sim-
ply gives an idea of the uncertainty in our knowledge of
the impact parameter.
10
V. CONCLUSIONS
We have provided a method to reconstruct the impact
parameter distribution of proton-nucleus and nucleus-
nucleus collisions up to ∼ 10% centrality. We use a gen-
eral Bayesian approach. The sole assumption is that the
fluctuations of the observable used to determine the cen-
trality at a fixed impact parameter follow a gamma distri-
bution. In particular, we need not introduce participant
nucleons or any measure of the volume of the system [34].
The gamma fluctuation kernel is a significant improve-
ment over the Gaussian kernel used previously [10], be-
cause it has positive support and falls exponentially, thus
naturally reproducing the observation in proton-nucleus
collisions. These improvements come at no additional
costs as both distributions have the same number of pa-
rameters. In proton-nucleus collisions, the distribution
of impact parameter is broader than in nucleus-nucleus
collisions, and depends more mildly on the measured cen-
trality. Our method does not require any modeling of the
collision dynamics, contrary to the estimators of impact
parameter currently used in experimental analyses, i.e.,
Glauber Monte Carlo models. Therefore, it serves as an
independent benchmark in the determination of b from
data.
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