Low temperature phonon-drag thermoelectric power calculations in GaAs/GaAlAs heterojunctions and Si MOSFETs by Smith, Mark John
University of Warwick institutional repository: http://go.warwick.ac.uk/wrap
A Thesis Submitted for the Degree of PhD at the University of Warwick
http://go.warwick.ac.uk/wrap/4163
This thesis is made available online and is protected by original copyright.
Please scroll down to view the document itself.
Please refer to the repository record for this item for information to help you to
cite it. Our policy information is available from the repository home page.
t -lectric Lo -, em 
rJ .., r, 'c c-L, __t 
.) in 
:, chi i_ý 
by 
Mark John Smith. 
A thesis 
presented to the University of WJ wick 
in partial fulfillment of the requirements 
for entry to the degree of 
Doctor of Philosophy. 
Department of Physics 
September 1989. 
Contents 
Table of contents ..................... ........ ........ 1 
List of figures ...................... ................ 4 
List of tables . .... ............ ...................... 6 
Acknowledgements ... .............................. ... 7 
Declaration .................... .................... 8 
Summary ......................................... 9 
Introduction to phonon-drag thermoelectric power in quasi-2D. 10 
1.1 Introduction to the chapter ........................... 10 
1.2 Introduction to thermopower and phonon-drag ................ 10 
1.3 Some essentials of low dimensional systems and conduction in quasi-2D... 14 
1.4 Interest in LDS and quasi-2D . ......................... 
16 
1.5 Interest in thermopower and phonon-drag in quasi-21) 19 
1.6 The work in this thesis ............. ................. 24 
2 Simple models of phonon-drag in quasi-2D and the first calculations. 26 
2.1 Introduction to the chapter .......... ................. 
26 
2.2 Insight into S. from simple models ....................... 
27 
2.3 Some aspects of Boltzmann transport in 3D systems . .......... .. 
33 
2.4 The derivation of an expression for S9 in quasi-2D .............. 
35 
2.5 Some comparisons with the simple models ................... 
41 
2.6 Initial applications and results .......................... 
43 
1 
2.7 Status and likely improvements ......................... 
50 
3 Quasi-two dimensionality in Si MOSFETs and GaAs/GaAIAs hetero- 
junctions. 52 
3.1 Introduction to the chapter ........................... 52 
3.2 Occurrence of the confining potential .......... ............. 53 
3.3 The variational approach to an envelope function for the ground subband. 58 
3.4 The Fang and Howard envelope for MOSFETs . ................ 
62 
3.5 The Ando envelope function for heterojunctions ................ 68 
3.6 Variational envelope functions .......................... 
71 
4 Screening and its effect upon phonon-drag in quasi-2D. 73 
4.1 Introduction to the Chapter . .......... ........ ....... . 73 
4.2 Introduction to screening ... .......................... 
74 
4.3 3D screening in the R. PA ....................... ...... 
78 
4.4 Screening in 2D and quasi-2D : theory ....... .... . ... .... .. 80 
4.5 Screening in quasi-2D: calculations ................ ....... 84 
4.6 The effect of screening on the thermopower .................. 87 
5 Further investigations. 92 
5.1 Introduction to the Chapter ........................... 
92 
5.2 Piezoelectric scattering .............................. 
93 
5.3 Further approximations ...... ........................ 
94 
5.4 The "dominant" phonon wavevector ...................... 98 
5.5 Comparing with experiment ........................... 
101 
5.6 Energy dependence of r(e(k)) .......................... 
105 
5.7 Temperature dependent screening ... .... ............... .. 
106 
5.8 Non-degeneracy .................... .... ........ .. 108 
5.9 Discussion of final results ............................. 
109 
2 
6 Conclusions and suggestions. 116 
6.1 Introduction to the chapter . ............. ...... ....... 116 
6.2 Conclusions .................................... 116 
6.3 Outstanding problems .............................. 119 
6.4 Prospects for further developments ............ ........... 121 
References. 
A Formulae for the Ando envelope function. 





List of Figures 
1.1 Origins of S, H, and phonon-drag ......... .... ........... 12 
1.2 Quasi-2D band structure and density of states ................. 17 
2.1 A schematic diagram of the field of integration . .............. .. 45 
2.2 The effect of channel width on the thermopower in the ISW model.... .. 47 
2.3 Peaks in plots of -Sy/T3 for a Si MOSFET . .................. 48 
3.1 Formation of the inversion layer at low T.................... 54 
3.2 The confining potential .............................. 55 
3.3 Conceptual formation of the confining potential in a GaAs/GaAlAs hetero- 
junction ................................ ....... 56 
3.4 The image system for the image potential at a dielectric boundary. ..... 63 
3.5 The effect of channel width on the thermopower . ...... ... ...... 66 
3.6 The effect of Ob(z) on the thermopower . ... ........... .... .. 67 
3.7 Results of using the Ando envelope in heterojunctions ....... ...... 70 
4.1 The effect of screening upon Sg in Si ...................... 88 
4.2 Screened results for -Sy/T3 in Si ........................ 90 
4.3 The effect of screening upon S. in GaAs ..................... 91 
5.1 The effect of piezoelectric scattering on the thermopower in GaAs. ..... 95 
5.2 The effect of further approximations. .......... ........... 97 
5.3 Factors in the simplified S. integrand ...................... 98 
4 
5.4 The effect of using nfree in the MOSFET calculations . ....... ...... 
103 
5.5 Comparison of the 2D polarizability at finite T in GaAs and Si........ 107 
5.6 Full calculations of Sg for three GaAs/GaAlAs heterojunctions. ....... 
110 
5.7 Full calculations of S9 for the MOSFET ............. ...... ... 
112 
5.8 Full calculations of S9/T3 for the MOSFET .................... 
113 
5 
List of Tables 
2.1 Parameter values used in the calculations. .................. 49 
3.1 Example results for the MOSFET channel width. ............... 65 
5.1 Positions of the peak in -Sy/T3 in a Si MOSFET ............ .... 100 
6 
Acknowledgements 
The author wishes to acknowledge his gratitude to the following people: 
Professor P. N. Butcher, for his excellent supervision; 
Dr. B. L. Gallagher (University of Nottingham) and Dr. S. S. Kubakaddi (Karnatac 
University, India), for much fruitful discussion; 
his parents, for their constant support and encouragement throughout his education; 
but particularly to his wife Tania, for her help and understanding. 
7 
Declaration 
Unless where stated otherwise the work in this thesis is the authors' own original research 
work, performed in the Department of Physics at the University of Warwick between Oc- 
Ober 1986 and September 1989 under the supervision of Professor P. N. Butcher. 
4he work has been published previously: 
Alculation of the effect of screening on Phonon-drag Thermoelectric Power in a 
jFET", Smith M. J. and Butcher P. N., 1989 J. Phys. Condens. Matter 1 1261, 
"Inelastic scattering and the temperature dependence of Phonon-drag Thermoelectric 
Power in Quasi-2D systems", Smith M. J. and Butcher P. N., 1989 J. Phys. Condens. Matter 
1 4859, 
3. "Simple models of Phonon-drag in 3D and quasi-2D", Smith M. J. and Butcher P. N. 
(submitted to J. Phys. Condens. Matter), 
and presented as posters at conferences: 
1. "New calculations of Phonon-Drag Thermoelectric Power in GaAs/GaAlAs hetero- 
junctions", Smith M. J. and Butcher P. N., I. O. P. Solid State Physics Conference 1987 (Bris- 
tol). 
2. "Low temperature dependence of thermopower in GaAs/GaAlAs heterojunctions" Smith 
M. J. and Butcher P. N., I. O. P Sold State Physics Conference 1988 (Nottingham). 
3. "The Thermopower of Si inversion layers", Gallagher B. L., Oxley J. P., Galloway T., 




The effect on the electron transport of the confinement of the electrons to a narrow 
channel in GaAs/GaAlAs heterojunctions and Si MOSFETs is reflected in quantities like 
the thermopower (S) which is sensitive to the transport of both heat and charge. The 
calculations described here confirm that in these systems S is dominated by phonon- 
drag (Sg) at temperatures (T) around 1-10K and reveals more sensitivity than previously 
imagined. 
Simple models and the Boltzmann transport formalism have been investigated. The 
formalism enhances the predictions of the simple models and reproduces the simple S. 
formulae in appropriate limits. Amplification of S9 in quasi-2D arises from the loss of the 
momentum conservation constraint across the channel at small widths b. 
Earlier calculations were numerically inaccurate and greatly overestimate -S9 by ig- 
noring screening. An effective multi-subband screening dielectric function is defined which 
reduces to the single subband approximation at small b and low electron density (n). Non- 
degeneracy has also been included. It is an important consideration despite the low tem- 
peratures of most of the data. The treatment of electron confinement has been improved 
and the temperature dependence of the polarizability investigated. It is unimportant in 
the current experimental systems but significant at lower n and higher T. 
The piezoelectric scattering mechanism has been introduced and dominates S. in the 
heterojunction for T <1K. A dominant 2D wavevector component has been defined for 
the phonon population at given T which is very helpful in understanding S9. A correction 
for the energy dependence of the electron relaxation-time is necessary and demonstrates 
the dependence of S. upon the dominant electron scattering mechanism. 
The calculations of S. in the quantum-limit and boundary scattering regime now ex- 
plain the measured S in heterojunctions and peaks in -Sy/T3 in the MOSFET up to an 
accuracy better than 10% without adjustable parameters. 
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Chapter 1 
Introduction to phonon-drag 
thermoelectric power in quasi-2D. 
1.1 Introduction to the chapter. 
The objective of the work described in this thesis has been to improve the understand- 
ing of phonon-drag in quasi-2D. More specifically, certain aspects of the phonon-drag 
contribution to the thermoelectric power ("thermopower") of a quasi-2D electron gas in 
GaAs/GaAIAs heterojunctions and in Si MOSFETs have been studied. Much use will be 
made of insight gained from simple models. It is helpful, then, to begin by developing 
the macroscopic transport equations phenomenologically. In this way thermopower and 
phonon-drag are introduced. In the following sections what is meant by a quasi-2D elec- 
tron gas is explained and why there should be particular interest in systems of reduced 
dimensionality. Some motivation towards, and historical background into, studies of ther- 
mopower and phonon-drag are then given before the main work of the thesis is presented. 
1.2 Introduction to thermopower and phonon-drag. 
Thermoelectric power or "thermopower" (S) is one of the four commonly measured coeffi- 
cients of linear transport in solids along with resistivity (p), thermal conductivity (n) and 
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the Peltier coefficient (II). By "transport" is meant transport of heat and charge and in 
elementary work these are considered separately. Thus for the heat flux (Q) in response 
to a gradient in temperature (VT) the relation defining (n) would be written: 
Q= -r. VT (1.1) 
Similarly, the electrical conductivity a (the inverse of p) would be written in terms of the 
electric current density (J), in response to an emf E'. This quantity is given by the gradient 
in the electrochemical potential upon the magnitude of the electronic charge (Vii c/e) and 
can be written: 
E' = pJ. (i. 2) 
In a homogeneous isothermal system 9 is equal to the electric field (E). However, when- 
ever charge flows there is an associated transport of heat. Thus there is a second term to 
add to the right hand side of (1.1) when an electric current flows and the total heat flux 
is written: 
Q=IIJ - icVT (1.3) 
At constant T the heat flux IIJ accompanying an electric current gives rise to the Peltier 
effect. The corresponding effect (Seebeck) is the transport of charge accompanying the 
flow of heat in a temperature gradient (see, for example, Ziman 1963, Blatt 1968). It is 
this effect which is responsible for a contribution to E' when J=0, and therefore (1.2) is 
rewritten more generally as: 
E'= pJ + SVT (1.4) 
Cubic systems are considered for simplicity because the tensor quantities p, S, H and rs 
become scalars. Then II from (1.3) is the isothermal heat flux per unit current density 
or loosely "the heat per charge". From (1.4) the Seebeck coefficient (S) is the emf per 
unit temperature gradient with no net charge flow. Hence for an isolated homogeneous 
"isothermal" crystal (as in Figure 1.1a) S is the differential voltage -AV/AT which is 
measured in response to a small temperature difference AT. This difference initially 
causes a diffusion of charge carriers which results in charge separation and gives rise to 
11 





(a)Drag of carriers by phonons. In an isolated crystal AT causes charge separation as 
the carriers drift (- .) down the gradient and give rise, eventually, to the opposing 
field E' which prevents further flow. Then E' = SVT and hence S is usually negative. 
A net phonon flux (ev-. t) increases the momentum o( the carriers (e-) which are, in 
effect, dragged, along. S is written as Sa(diffusion of carriers) + S, (drag of carriers). 
Q 
3 
(b)Drag of phonons by carriers. In an isothermal system there is a heat flux Q accom- 
panying current density J given by: Q= HJ. Some momentum is imparted to phonons 
(JV+º) by the net carrier drift (--ý) and so 11 is written as IId(diffusion of carriers) + 
II, (drag of phonons). 
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an electric field. Eventually charge flow ceases when the emf balances the thermal force 
on the carriers. There is therefore a contribution to S arising from carrier diffusion (Sd). 
In addition AT gives rise to a heat flow which, as a net flux of non-equilibrium phonons 
in the same direction, results in a mutual energy and momentum exchange between the 
carriers and the phonons. The carriers are dragged along as in Figure 1.1a. This is the 
origin of the phonon-drag correction (S9) to S and the total thermopower is written: 
S=Sd+Sg. (1.5) 
Hence, from (1.4), a temperature gradient gives rise to a contribution to E' from charge 
carriers dragged by phonons. As shown in the next Chapter the Onsager relation (see, for 
example, Ziman 1963) between II and S: 
II=ST, (1.6) 
provides further insight. It is to be noted from (1.5) that there is a contribution to the 
isothermal heat flux in (1.3) arising from phonons dragged by the carriers (H9) in addition 
to that from carrier diffusion (IId) as shown in Figure 1.1b. Thus the mutual exchange of 
energy and momentum in general adds to the interest of phonon-drag and provides two 
approaches to calculations (see section 2.2). 
In treating charge and heat transport together the transport equations (1.3) and (1.4) 
are more naturally written in terms of the charge and heat current densities arising linearly 
from small gradients in Pee and T: 
J= QE' + LOT (1.7) 
Q= ME' + NOT. (1.8) 
In this form E' and VT are considered as stimuli producing the responses J and Q. 
However, the form (1.3) and (1.4) is more useful here to make contact with experiment 
as it is p, S, H, and rc which are measured directly. It is readily seen that S= -L/v, 
II = M/a and K= LM/v -N but there is no generally accepted terminology for L, M 
and N. 
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1.3 Some essentials of low dimensional systems and con- 
duction in quasi-2D. 
Before considering what is meant by "low dimensional systems" (LDS) and quasi-2D 
conduction, which is of particular interest here, it is worth briefly considering the more 
usual case of 3D metallic conduction. In an elementary view the free electrons are three- 
dimensional in the sense that they are imagined to move equally freely in three dimensions 
on a macroscopic scale D, say. The potential barriers which confine the electrons to the 
solid are equally far apart (8) in all directions and are sufficiently distant to be largely 
unimportant for the conduction (eg Ashcroft and Mermin 1981). A low dimensional system 
arises when these barriers are close together (8 « D) in one or more dimensions, on a 
scale comparable to the de Broglie electron wavelength A (ie bN A). A quasi-2D system 
arises when the electrons are confined to such a scale in one direction, z say, but otherwise 
remain free. Conduction then takes place within a quasi -2D plane of width ö. The pure 
2D limit is approached as 8 --+ 0, where no freedom remains in this dimension. Quasi-1D 
systems may be created by additional confinement in a further dimension (y say). The 
electrons are then free in only one dimension (x) as they are confined to a "quantum 
wire". The electron motion is linear and the 1D conduction is along the wire. A quasi-OD 
case arises when the electrons are confined to a "quantum box" ie confined to 8NA in 
three dimensions. Conduction is then only possible by electrons jumping between such 
boxes. For a review of the physics of 2D see Ando et al 1982. For 1D, OD and aspects of 
the physics and technology of LDS see Heinrich et al (1988), Kagoshima et al (1982) and 
Bernasconi and Schneider (1981). 
It is quasi-2D which is of particular interest here and in Chapter 3 the practical re- 
alization of quasi-2D confinement will be discussed in Si MOSFETs and GaAs/GaAlAs 
heterojunctions in order to treat the confinement quantitatively in the systems of interest. 
It is the MOSFET which inspired the majority of the early work on LDS although quasi- 
2D conduction has also been studied on the surface of liquid helium, in thin films, and in 
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layer compounds and graphite (see Ando et al, 1982). The MOSFET is particularly con- 
venient to study experimentally as the surface charge density can be varied over a wide 
range and because it has an established technology. The review by Ando et al (1982) is 
quite exhaustive. Structures such as the GaAs/GaAlAs heterojunction manufactured by 
molecular beam epitaxy (MBE), metal-organic chemical vapour deposition (MOCVD) and 
similar epitaxial growth techniques, are not as flexible after manufacture but properties 
like potential barrier heights, widths and profiles can be largely determined by choice of 
material and doping, during growth. For a review see Kelly and Nicholas (1985) and also 
Heinrich et al (1988). 
The essential feature of quasi- 2D is the creation of the narrow (b « D) potential well 
in the conduction band for motion in one particular direction. This can arise from an 
applied potential (MOSFET) or from the band gap discontinuity at the junction between 
different materials (heteroj unction). In reality it is some complicated function with a non- 
trivial shape V (z) but there are simplifications which allow progress. Most importantly, 
the carrier motion is described using effective mass (m) theory (Ando et al 1982). In the 
conducting plane 2D plane waves can be taken (eik. r) having 2D wavevector k, where r= 
(x, y). Perpendicular to the plane the potential seen by the electrons is a consequence of the 
crystal potential and the electron distribution, given by solving Poisson and Schrodinger 
equations self-consistently. 
In an infinite square well (ISW) model potential: 
0 0<z<S 
V(z) = (1.9) 
oo elsewhere, 
the electron eigenfunctions are a series of envelope functions 0,, (z) (a = 1,2,.... ) with 
energies ea given by a2a2h2/(2mb2). For a finite well or more realistic models, discrete 
energy levels e,,, are still expected but of finite number and (inevitably in practice) having 
some finite width. These levels occurring within the conduction band are therefore referred 
to as subbands and alpha as the subband index. For a conduction plane of area A the 
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single particle electron eigenfunction in the independent electron picture is taken as: 
? Pa, k(z) = A- /2eik. r4a(z) (1.10 
Each state is labelled by the subband index and 2D wavevector (a, K). The envelope 
function for the z direction cq(z) satisfies: 
h2 d2 
2m dz20"(z) +V(z)o«(z) = EaOa(Z) 
(1.11) 
and has the form of sine functions for the simplest (ISW) case. The corresponding band 
structure is illustrated in Figure 1.2 where all states are filled up to the Fermi level (e f) 
at T=0. Since the density of states k for each subband a is the constant m/irh2 per unit 
area, the total state density is: 
9(e) = e(e - E. ), (1.12) 
where 6(x) is the unit step function, and takes the form as in Figure 1.2. The so-called 
"quantum limit" is the case when only the first (lowest, a=1 or "ground") subband is 
occupied. This limit is approached when the subband energy separation becomes large 
enough for ef to lie below e2i eg in the ISW model when 6 becomes very small. Then g(e) 
takes the 2D limiting value m/7rh2. 
The exact form of ¢a(z) is only important for quantitative work and hence only the 
most significant contributions to V(z) are normally of importance to transport calcula- 
tions. Hence the independent particle picture provides a sound base from which to begin. 
Accounting for screening improves calculations within the single particle picture as shown 
in Chapter 4 but it is not normally necessary to go beyond this to obtain agreement with 
experimental data. 
1.4 Interest in LDS and quasi-2D. 
Following the elementary ideas mentioned above it is likely that LDS may show some 
interesting features. Figure 1.2 suggests novel phenomena may arise when Ef approaches 
16 
Figure 1.2: Quasi-2D band structure and density of states. 
r_ 




(b) Quasi-2D density of states g(e0(k)) corresponding to (a). 
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subband energies eQ because of the sharp increase in the number of available empty states. 
In 1D such features are even more pronounced (Kearney and Butcher 1986). Although the 
conduction has reduced dimensionality in LDS, the conducting channels are generally em- 
bedded in or attached to some material host of macroscopic dimensions. The carriers may 
therefore have restricted motion but still interact with defects, phonons and other features 
of interest in a 3D solid. The resulting interactions between 3D scatterers and reduced 
dimensionality carriers therefore adds further interest and a particular example is consid- 
ered here, the interaction of quasi-2D electrons with 3D phonons. In addition the crystal 
properties providing low dimensional conduction can affect the properties associated with 
the bulk. An example is the confinement of phonons in GaAs/GaAlAs superlattices (see, 
for example, Cardona 1989, Dharssi and Butcher 1989). However, this extra complication 
will not be of concern here. 
The considerable industrial interest in the applications of the physics of LDS to mi- 
croelectronics is evident from the number of papers published and presented in condensed 
matter physics journals and at conferences, by authors from industrial research groups. 
Clearly the ever-decreasing size and improving performance of electronic components even- 
tually requires the models of transport used in their design to be modified to take into 
account quantum-mechanical effects resulting from extreme miniaturization. The advent 
of sophisticated high purity fabrication techniques such as MBE and MOCVD have stim- 
ulated further interest since it is apparent that device performance can be improved and 
new devices proposed which use the quantum-mechanical effect of LDS. Already devices 
are fabricated on the LDS length scale and, in some, such effects are essential to device 
performance (see for example Kelly and Nicholas 1985, Kelly and Wiesbuch 1986). Fur- 
thermore, the physics of LDS can be most readily studied by performing experiments on 
Si MOSFETs and devices like GaAs/GaAlAs HEMTS (High electron mobility transistors) 
because then the device properties can be designed to suit the particular experiment. A 
pertinent example is that of Ruf et al (1989) who required a small subband energy dif- 
ference (e2 - el) to see the sign change in Sd predicted by Cantrell and Butcher (1985). 
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Further examples are in the phonon-drag imaging experiment of Karl et al (1988) and 
the growing interest in tunnelling and resonance phenomena (see, for example, Chang et 
al 1974, Mendez et al 1986, Eaves et al 1988) where, for example, the double barriers 
have heights, widths and separation of particular design. Advances in technology allow 
experiments to be conceived which would otherwise be impossible and correspondingly, 
industry must understand the features governing device performance in order to improve 
it. There is therefore, room for a fruitful interplay between pure research and industrial 
applications. 
1.5 Interest in thermopower and phonon-drag in quasi- 
2D. 
The thermopower of a system is an interesting quantity because its sensitivity to the details 
of the system means that it reveals much information (see, for example, Ziman 1963, Blatt 
1968). A simple example of this follows directly from considering (1.3 and 1.4) under 
isothermal conditions. Regarding H as the isothermal heat flux per unit current density, 
or loosely as the "heat carried per charge", it is clear that whilst J has the same sign in an 
applied E-field whether the carriers are holes or electrons, the carrier motion, and hence 
the heat transported (measured from ef), occurs in opposite directions. The sign of the 
coefficient (II or S) changes then, according to the sign of the dominant carriers. Using 
(1.6) it also follows that S is a measure of the average energy of the carriers measured with 
respect to ef and this gives an indication of the dominant conduction mechanism. Naively, 
and in the absence of phonon-drag, the carrier (electron, say) energy in the nondegenerate 
limit, for example, will be about KBT + e, -Ef and hence: 
S(non-deg. ) ; 
KB ee - sf 
-e- e7, 
ý1.13ý 







may be expected. For activated conduction, in which the electrons have to be given energy 





In this simple picture therefore, S tends to a constant independent of T for non-degenerate 
conduction at high T, is proportional to T for degenerate conduction and for the activated 
case to T'1. Furthermore (Mott 1969), for variable range hopping conduction S has a 
T113 dependence whereas the signature of phonon-drag in the degenerate case is a T3 
dependence, as shown in Chapter 2. In addition S is also sensitive to the scattering mech- 
anisms involved since exchange of energy and momentum between carrier and scatterer 
influences the amount and ease with which the "heat per charge" is transported. Finally 
S also reflects the density of states. 
Interest in S increased following the measurements of Geballe and Hull (1953) on 
single crystals of germanium from room temperature to 77K. They observed an increase 
in the size of S as T decreased which could not be explained by existing models (Herring 
1953). It was explained, however, when Herring (1954) invoked phonon-drag, as in (1.5), 
in the first detailed calculation of S. in semiconductors. Here the idea of saturation in the 
degenerate limit, which is discussed in the next chapter, was introduced for the first time. 
The Sd term in (1.5) is seen to result when the phonon gas (3D) remains in equilibrium 
(no net phonon flux) or if there is no electron-phonon interaction (no drag). The term S. 
thus arises from the interaction of carriers with non-equilibrium phonons and is sensitive 
to the electron-phonon coupling. 
Calculations of phonon-drag in metals were performed by Bailyn (1958,1967) following 
general interest in the effect of non-equilibrium phonons on transport coefficients (Gure- 
vich, 1945). Coupled, linearized, electron and phonon Boltzmann equations are solved 
using relaxation time approximations in order to calculate S. which is a sensitive func- 
tion of the anisotropy of the electron scattering. This result is confirmed by Guenault 
(1971) who provides insight by showing that Bailyn's formula can be written as a sum 
over phonon wavevectors Q of a quantity proportional to a(Q), the fraction of phonon 
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collisions involving electrons. For the simplest case of free electrons in a pure metal at low 
temperatures (in which a -+ 1), the result is: 
S9 
3* Ne (1.16) 
where C, is the lattice specific heat and N is the volume density of conduction electrons. 
This "metallic" formula predicts the low temperature T3 dependence of Sy in metals. 
When electrons and holes are both present or when anisotropy is important, S9 is the 
sum of similar terms of opposite sign and becomes sensitive to their relative magnitude. 
When a(Q) is small S9 can be quenched by, for example, the increasing dominance of 
phonon-impurity or phonon-phonon scattering as discussed in Chapter 2. 
Interest in the thermopower of quasi-2D electrons followed investigations into quan- 
tum size effects (QSE) on electron transport in LDS and the discovery of the Quantum 
Hall effect (von Klitzing et al 1980, von Klitzing 1986) in particular. QSE are effects on 
macroscopic measurements resulting from the quantum-mechanical nature of transport 
and are manifested when aspects of the system become small enough to be comparable to 
the electron wavelength. Recent interest is typified by the ballistic transport and quantum 
interference effects observed in novel electronic devices, such as the quantized conductance 
of a short narrow channel (van Wees et al 1988, Wharam et al 1988, but see also Heinrich 
et al 1988). Streda (1989) has shown that the thermopower in these systems may also be 
quantized. Inevitably some interest in QSE was focused on thermopower measurements 
because, being a sensitive quantity, such effects were expected to be significant. In par- 
ticular, Sd was predicted to show a sign change (Cantrell and Butcher 1985) when the 
Fermi level approaches subband energies above ground, to within a few KBT. This can 










The conductivity is normally an increasing function of energy but when ef is near sub- 
band minima the scattering rate increases quickly and hence äv(e)/8s changes sign. Mea- 
surements of S on the quasi-2DEG (quasi-2D electron gas) of the conducting surface of 
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germanium (Zavaritsky and Zavaritsky 1982) in p and n inversion layers on silicon (Zavar- 
itsky and Kvon 1984) and at interfaces in bicrystals and cleavage planes (Zavaritsky 1984), 
were made typically at T< 10K. Such low temperatures are used to avoid the masking of 
QSE by thermal broadening. The results revealed the T dependence characteristic of drag 
in 3D metals (1.16) rather than that of degenerate diffusion (1.14) and the magnitudes 
of S were up to two orders greater than expected. The expectation (Zavaritsky 1984) 
was that the 2D character of the carriers enabled coupling to a larger phonon population 
following the loss of the requirement for momentum conservation in the confinement (z) 
direction (see Chapter 2). The magnitude of S9 appeared to be influenced principally by 
the phonon mean free path (L) and the dominant value of the parallel phonon wavevec- 
tor component (g). Also a much sharper resonance was observed (Zavaritsky, 1984) in 
the electron scattering rate for q around twice the Fermi wavevector (2k f) than seen in 
3D electronic conduction. Probing of the electron-phonon interaction by ballistic phonon 
absorption/emission experiments also began at about this time (eg Hensel et al 1983). 
The remarkably accurate quantization of the transverse resistivity in Quantum Hall 
measurements soon stimulated both experimental and theoretical effort towards similar 
effects in the thermopower. It was initially thought that S would exhibit similar features 
and calculations by Girvin and Jonson (1982), Streda (1983), Zawadsky and Lassnig (1984) 
and Jonson and Girvin (1984) seemed to confirm this. Oscillations in the diagonal compo- 
nent of the Sd tensor are predicted in the disorder-free limit in high magnitude fields (B) 
at low T, with maxima given by exact multiples of KB/e. This appeared to be observed 
in early experiments on heterojunctions (see, for example, Obloh et al 1984) but later 
measurements revealed conflicting results and in particular the magnitudes recorded were 
much larger than predicted apparently due to phonon-drag (Fletcher et al 1986, Fletcher 
et al 1988a(b), D'Iorio et al 1988, Ruf et al 1988). Although the recorded behaviour of S 
for large B is qualitatively as predicted the oscillation maxima do not generally follow the 
Kg/e relation. Some of the conflict is due to difficulties in the measurement thermometry. 
It has been pointed out (Fletcher et al, 1988a) that in at least one experiment (Davidson 
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et al 1986) the somewhat lower values for S, recorded when B=0, arise because the ther- 
mal gradient measured is not totally across the specimen itself. Phonon-drag is also the 
likely candidate for the disagreement when B#0. For B=0 the measured thermopower 
in heterojunctions (eg Fletcher et al 1986) has roughly the T dependence associated with 
S9 at low T. This is confirmed by the measurements of S in a heterojunction by Ruf 
et al (1988), in Si MOSFETs by Gallagher et al (1988), who attribute their results wholly 
to 'drag, and by Syme and Pepper (1989) in silicon on sapphire inversion layers. The 
consensus is of a dominance by phonon-drag at around liquid helium temperatures which 
is lost to the diffusion mechanism at higher and lower temperatures 
The first detailed calculations of S9 in quasi-2D were performed by Cantrell and 
Butcher (1986 and 1987a, b). The expected behaviour, such as the T3 dependence, seemed 
to be confirmed approximately but was complicated by more subtle effects such as the 
enhancement of Sg for q around 2kf due to the increased electron-phonon scattering ob- 
served by Zavaritsky (1984). Their approach is based on coupled electron and phonon 
Boltzmann equations in the manner of Bailyn (1967) but accounts for the quasi-2D elec- 
tron character. Whilst the qualitative behaviour obtained for both heterojunctions and 
MOSFETS agrees fairly well with the experimental data (Fletcher et al 1986, Gallagher et 
al 1987) the magnitudes predicted are up to forty times larger than found. This provides 
an interesting challenge to the understanding of S. since with such a large discrepancy 
it is unclear whether the formalism can be extended and improved to provide a good 
description or whether a new approach is required. 
In conclusion then, interest in S in general and S9 in particular has been inspired by: 
the wealth of information revealed about the conduction processes involved, the search 
for QSE in LDS, the unexpected results in strong magnetic fields and the tantalizingly 
good qualitative (but poor quantitative) agreement with the experimental data of the first 
quasi-2D S. calculations. 
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1.6 The work in this thesis. 
In the preceding sections the phenomenological macroscopic transport equations and the 
four commonly measured transport coefficients have been introduced, along with the phe- 
nomenon of phonon-drag. Some essential introductory physics of LDS and quasi-2D elec- 
tron gases (2DEGs) has been described and a brief introduction given to interest in LDS. 
An historical summary of work leading to measurements of S in quasi-2D and some insight 
into why it was thought that phonon-drag may be important here have been provided. 
Some of the behaviour observed in the experiments has been discussed and compared with 
the first calculations of S9. The resulting integral formulae are not readily interpreted in 
terms of simple dependences on say temperature or electron surface density n. Therefore, 
before considering this work in detail it is worth examining the expected behaviour of S. 
which can be deduced from much simpler models. This is described in the next chapter in 
which the theory and its initial results are reviewed in the light of the experimental data. 
In later chapters it is found that when the systems studied are represented more faith- 
fully the formalism can describe the phonon-drag thermopower very well. In particular it is 
found that screening is very important but the electron confinement, additional scattering 
mechanisms, non-degeneracy and inelastic scattering all play significant roles. 
In Chapter 3 variational approaches to obtaining an envelope function for the ground 
subband are described for Si MOSFETS and GaAs/GaAlAs heterojunctions. This work 
allows the formation of the 2DEG and the influences on its properties to be better un- 
derstood and enables a better description to be used in calculations. Previous estimates 
of the quantum well width b are found to be very inaccurate. 
In Chapter four multi-subband screening in a quasi-2D system is discussed in the 
random phase approximation. An effective multi-subband screening dielectric function 
is derived for screening matrix elements of potentials such as from the electron-phonon 
interaction. The 2D and 3D limits reproduce the standard results but for general use in 
quasi-2D it is shown to be more convenient than the full multi-subband screening equation 
of Siggia and Kwok (1970). 
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In Chapter five the effect of further improvements to the theory are discussed such as 
the inclusion of temperature dependent screening, inelasticity, additional (piezoelectric) 
acoustic phonon scattering mechanisms, non-degeneracy and a correction for the energy 
dependence of the electron momentum relaxation time. The accuracy of comparisons 
made with the experimental data is discussed and the effect of making further simpli- 
fying approximations is investigated. The dominant phonon wavevector is defined and 
found to be useful in interpreting the results, which represent a significant improvement 
in understanding over the preceding calculations. 
The final conclusions are presented in Chapter 6 along with some discussion of direc- 
tions for further work. 
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Chapter 2 
Simple models of phonon-drag in 
quasi-2D and the first 
calculations. 
2.1 Introduction to the chapter. 
In this chapter the calculations and initial results of Cantrell and Butcher (1987a, b), 
hereafter referred to as I and II, are reviewed in detail. First it is helpful to consider the 
information which can be obtained about S9 from simple models. In this way the nature 
of the problem is better understood and the model behaviour may serve as a guide to 
the calculations. The Boltzmann transport approach is used in which coupled electron 
and phonon Boltzmann equations are solved for the non-equilibrium electron and phonon 
distribution functions. Thus it is necessary to briefly consider some aspects of Boltzmann 
transport. The derivation of the Sg formula in I is then reviewed and the result compared 
with the predictions from the simple models. An alternative method of evaluating the 
formula is presented and a significant improvement over the results of II is noted. 
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2.2 Insight into Sg from simple models. 
Simple models are useful in physics for the insight they provide into the behaviour expected 
from more accurate and complicated models and as a guide to methods of calculation. 
They may also be misleading by glossing over details. With this in mind it is interesting 
to inquire what insight can be gained into the behaviour of S9 without performing the 
full calculations. One approach is to consider the balance between the thermoelectric 
force (arising from VT) and the opposing emf (arising from Vu,, ) acting on the carriers 
which see a zero resultant when J=0 (see equation 1.4). An alternative to this "balance 
approach" is the "II approach" (Herring 1954) in which II is calculated in order to use 
the relation (1.6) to obtain S. The II approach is conceptually easier because it involves 
a ratio of currents (heat to charge) rather than a balance of forces. From (1.6) and (1.5) 
the quantity H9(= S9T) is the contribution to II arising from the energy flux of phonons 
dragged by an isothermal charge flux. Either method can be used to obtain simple formulae 
for S9 although the results, naively, appear to be in conflict as described in what follows. 
In his pioneering calculation Herring obtains a simple formula from the II approach. 
(In what follows it is supposed, for convenience, that all the vectors considered are parallel 
and only their components in this direction are considered). The phonon heat flux Q9 (say) 
in response to an isothermal current density J is written: 
Q9=vs2P (2.1) 
where v, is an averaged speed of sound and P is a net phonon momentum density which 
is assumed to follow: 
P= Poe-t/Tp (2.2) 
when disturbed from equilibrium, where Tp is the phonon momentum relaxation time (see 
section 2.3). On differentiating (2.2) with respect to t the net phonon force density is 
obtained. This is the force arising from the dragging of phonons by the charge carriers 
and thus P is given by: 
P 
=f pNEe. (2.3) Tp 
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Here fep is the fraction of carrier momentum lost which is delivered to the phonons and 
-,, e is the force per unit volume acting on a gas of particles with charge -e having 







The result for S9 is obtained by using (1.6), writing the carrier drift velocity as ve = µE, 
with it the mobility, and writing the phonon mean free path L as v, Tp. The result is: 
S9 - -hp- 
Lv3 
L7, (2.5) 
Nicholas (1985) used such an equation to estimate S. in a GaAs/GaAlAs heterojunction 
at liquid helium temperatures, although the quasi-two-dimensionality is not explicitly 
accounted for. At such low T, L is limited only by the size of the specimen through 
diffuse phonon scattering at the specimen boundaries. This is the "boundary scattering 
limit" (see, for example, Ziman 1963). Hence L is expected to be approximately constant 
and since y is independent of N the principal dependences of S. in this model arise 
from fep/T. However, unless fep is known, this result is difficult to interpret. If fep is 
assumed constant then S. will be independent of N,, although Gallagher et al (1987) find 
the dependence Sg oc N, -1 for the Si MOSFET case. Hence it appears that more detail is 
required. 
An apparently different result is obtained from the balance approach which is normally 
used for metals (see, for example, Blatt 1968, Guenault 1971). The phonon pressure G, 
say, is written in terms of the phonon (lattice) internal energy density U(T) as: 
G=3 U(T). (2.6) 
Differentiating with respect to displacement in the direction (x, say) of a temperature 
gradient, under the balance condition J=0, the phonon force density is obtained. It is 
then supposed that some fraction ffe of the force exerted by the phonons is exerted upon 
the carriers. Thus f is the fraction of momentum lost by the phonons which is delivered 
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to the carriers and, since J=0, the carrier force balance condition is then: 
- NEe =31 fpeCv 
ä 
(2.7) 
where the lattice specific heat C2, is taken as dU/dT. Comparing with (1.4) when J=0, 
the result (Blatt 1968) for S9 is: - 
_1 
Cv 
S9 -fpýý3*Ne (2.8) 
This is very similar to the result obtained by Guenault (1971) with ffe playing the role of 
an averaged a(q) (see section 1.5). The low temperature T dependence arising from C, 
is modified only by fpe and it seems difficult, therefore, to reconcile this "metallic" result 
for S9 with the Herring formula (2.5) without knowledge of f. and fpe. Some attempts 
have been made in this direction. Zavaritsky (1984), for example, uses a balance approach 
applied to the metallic conduction of quasi-2D electrons coupled to 3D phonons (ie bulk) 
to obtain (2.8) with fpe replaced by L/Lpe where Lpe is the phonon mean free path (longer 
than L) for phonon scattering of electrons alone. The factor L/L can be obtained if f 
is taken as the ratio of the phonon scattering rate due to scattering by electrons (TPel say) 
to the total (Tp I), ie: 
_Tp 
L 
(2.9) fpe - Tpe - Lpe 
which follows by multiplying both the r's, by v,. Similarly fp can be written as: 
fTe (2.10) ep 
Tep 
where Te is the total electron momentum relaxation time from all mechanisms and Tep is 
that due to scattering of electrons by phonons. Moreover, a further expression obtained 
by Herring is given by using (2.9) in (2.5), ie: 
my; Tp S9 _ 
eT *Tp' e 
(2.11) 
where L is replaced by v, rp and µ by ere/m. There still remains the problem of calculating 
the relaxation ratios however, in such formulae, before progress can be made. 
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When considering Sg in semiconductors Blatt (1968) describes another II approach 
which can be applied more generally and the result, obtained more directly, is close to 
that from balance arguments but without using relaxation ratios. The phonon flux due to 
drag by an isothermal current density J is written as: 
Qg = U(T)v , 
(2.12) 
which defines vp as the net phonon drift velocity for energy. Since the low temperature 




This result can also be obtained, for example, from the low temperature limit in the Debye 
model (see, for example, Kittel, 1976). The 'drag thermopower follows by substituting 





This last expression is helpful since the variation of vp with N is more readily understood 
than fep or fpe arising in (2.5) and (2.8). These two expressions should give the same 
result for Sy when fep and fpe are written in full since although (2.8) is regarded as a 
metallic formula, no mention has been made of the carrier statistics in either derivation. 
However, writing these fractions in full defeats the object of formulae derived from simple 
physical ideas. It would be more helpful if fep and fpe could be regarded as constants in 
particular limits, which must be different since one predicts a T/N dependence and the 
other a 1/T. The quantity vp in (2.14) helps shed light on this problem. 
First consider the "saturation effect", described by Herring (1954) in both approaches. 
In the H approach there can be no net phonon flux (vp and Qy are zero) when N is 
zero and therefore Q9, and hence vp, must initially increase with N. For low Nv it can 
therefore be supposed that vp oc N and, from (2.14), it is then predicted that S. should 
be initially independent of carrier density. By "low" of course is meant in comparison 
to the phonon population. This limit therefore corresponds to assuming non-degenerate 
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carrier statistics or a constant fep in (2.5). Suppose now that a phonon flux does exist and 
that N is increased further. Since there are more phonons with momenta parallel to the 
charge flow than against, collisions of carriers with phonons of opposite momenta become 
less frequent. The resistance offered by the lattice to the carrier flow is therefore reduced. 
Thus, the rate of transfer of carrier momentum to the phonons is less and, thereby, there is 
less drag. Hence, the greater the phonon flux (and hence vp) the more difficult it becomes 
to increase, ie the drag effect (and vp) are saturating at large N,,. The same conclusion 
is reached from the balance approach since when N is sufficiently large the phonon flux 
(which causes the drag) is reduced by electron scattering. Hence there is less flux to cause 
the drag and so it becomes more difficult to increase. Thus, for some large Nt vp becomes 
independent of N and (2.14) predicts that Sy oc Nv 1. This is the metallic limit and 
corresponds to assuming a constant fpe in (2.8). 
Reconsider now (2.9) and (2.10) for fpe and fep in the light of the insight arising 
from saturation and vp. For large N,,, TP 1 will be dominated by scattering from electrons 
and fp, will approach unity. This is the conclusion reached by Guenault (1971) and does 
indeed give S. oc N, , -, 
l. For low N,,, r, Pl 
is independent of N as there is always an excess of 
phonons, ie the scattering environment of the carriers is not much altered by low electron 
densities. Since 7-, -' is also independent of N the conclusion is that fep is constant at low 
N and hence, from (2.5), S. is independent of N. It seems therefore, that whilst (2.14) 
in terms of vp is helpful in obtaining a general understanding (2.5) and (2.8) are more 
helpful when fep and ffe are simple constants. 
The case of 3D metallic conduction has been assumed in the above discussion but 
insight is required here into the quasi-2D case at low T. Here, the phonon heat flux 
is parallel to the conducting layer, which forms a very small fraction (about 10-6) of 
the specimen cross-section. Hence 7-;, -' is a small fraction of -r 1 which is dominated by 
boundary scattering and, therefore, electron scattering is unlikely to reduce the phonon 
heat flux enough to cause vp to saturate. For the same reason 71 will be independent 
of N since there is always an abundance of phonons from the bulk which are unaffected 
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by the carriers. Here fp, in (2.10) can be usefully written as Tpe1L/v, and S9 becomes 
proportional to the phonon mean free path. The quantity -r;, ' is a measure of the phonon 
momentum transfer rate to electrons. This is returned to in Chapter 5 since it transpires 
that phonon absorption is favoured when the dominant phonon wavevector exactly crosses 
the Fermi circle. The electron density in (2.14) or (2.8) is a (3D) volume density but in 
quasi-2D the (2D) surface density n is a more natural quantity. It is necessary then, to 
decide whether N should be replaced by n/S, to give the volume density of carriers in 
the channel, or n/L, r, to give the density with respect to the volume of the specimen. 
The answer from the II approach must be n/L, since in writing II = Q/J it has been 
assumed that Q is the resultant phonon heat flux, not merely that occurring within the 
channel, and J the charge flux through unit area of the specimen. Similarly, in the balance 
approach, multiplying both sides of (2.7) by the specimen volume (V) gives the balance 
of the total force on the charges. In quasi-2D the total charge -NVe on the left side 
is replaced by -nAe (where AL,, = V) but on the right side fp, is still the fraction of 
the total phonon momentum delivered to the electron gas. The low dimensionality of the 
conducting channel is thereby already accounted for. Hence dividing by V it is clear that 
n/L, z replaces N. All the dependence of Sy upon the 
(confinement to the) channel width 
therefore arises from the dependence of reel on the width S. Finally then, the simple 




3. (n/LZ)e. výT1 
(2.15) 
which in terms of simple dependencies predicts Sg oc LT3/n, to be modified by channel 
width dependence, and some possible enhancement due to favoured phonon absorption, 
arising from -r;,. Furthermore, in quasi-2D the 1/n behaviour is not lost at low n since 
Tp, l is already independent of n. At an extremely high density f1 and hence the 1/n 
behaviour might be affected, in principle, by saturation but such densities may not be 
possible in practice. 
From these very simple pictures, therefore, some of the behaviour expected of S. has 
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been predicted. In particular the T3 dependence allows S to be written as: 
S= Sd + Sg = aT + bT3 (2.16) 
at low T. Hence at very low T, Sd (which is linear in T) will most likely dominate but at 
higher T, depending on the values of a and b, it will be S. which dominates. At higher 
T still, L will no longer be limited by boundary scattering and will fall. Then S. will 
also be reduced and Sd may again dominate. The dominance changeover Sd -+ Sg -º Sd 
is apparently that which is observed in the results of Ruf et al (1988). Whether Sg ever 
dominates in practice clearly depends upon the size of "b" although from the discussion 
in section 1.5 it appears likely that this is the case. 
2.3 Some aspects of Boltzmann transport in 3D systems. 
When a crystal is in uniform thermal equilibrium there can be no net flow of either heat or 
charge. In terms of the macroscopic transport equations, when Pcc and T are constant both 
terms on the right side of (1.7) and (1.8) vanish. Therefore, to determine the transport 
coefficients a perturbation must be applied to stimulate non-vanishing current densities 
in response to variation in p,, and T. The disturbance is assumed to be small since in 
writing down (1.7), say, and defining quantities like the conductivities and thermopower 
in (1.3) the responses J and Q are taken as linear in the stimuli VT and Vy, c. Charge 
flow occurs as the electrons lower energy by moving to vacant states. The distribution of 
charges amongst the available eigenstates under varying conditions is therefore of central 
concern. Labelling the eigenstates by wavevectors K, an electron distribution function f 
can be defined which gives the probability that state K is occupied around position R at 
time t by an electron of particular spin. Spatial and temporal dependence is permitted in 
order to account for variation with the stimuli and the eigenstate energy -(K). Different 
temperatures for example affect E(K) by changing the local value of the lattice constant. 
In the uniform equilibrium case f (K, R, t) reduces to the Fermi-Dirac distribution function 
f (E(K)) but in general will be perturbed. 
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Since Boltzmann transport is well known (see, for example, Blatt, 1968) and widely 
used for transport calculations in LDS (Berggren, 1988) only a brief outline is necessary 
here to introduce the approach used in what follows. The object is the calculation and 
use of f (K, R, t). Although the physics is treated from an intuitive standpoint much is 
gained without resorting to detailed analysis of crystal structure, defects or impurities. A 
continuity equation is written down, and the microscopic nature of the electron system is 
considered in writing down the forces acting on the charges. Crystal structure is accounted 
for by adopting the effective mass approximation and calculating scattering rates for all 





and follows from conservation of electrons in (K, R) space (Butcher 1986). Thus VK is 
the gradient in K space, v the electron velocity, E the electric field and [8 f /öt], the total 
rate of change due to collisions (scattering) of all types. It is this term on the right which 
tends to randomize the state occupancy and restore equilibrium when the applied fields 
are removed. 
Once (2.17) is solved the electron density (N), current density (J) and electronic heat 
flux (qe) follow directly from sums over all contributing K: 




f (K, R, t)v(K) (2.19) 
QQ =2f (K, R, t)[e(K) -e f]v(K) (2.20) 
K 
These equations can be written in integral form when the possible wavevectors form a 
quasi-continuum by writing the sum over K as f dK. V/(27r)3. Here and elsewhere the 
density of states of particular spin in K space is taken as 1/(27r)3 per unit volume (V) and 
f (K, R, t) is assumed the same for both spin orientations. Hence the sums and integrals 
are taken merely over the wavevectors and "state K" is understood to mean with given 
spin, accounted for by taking 2f (K, R, t) for the state occupancy. 
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To solve the Boltzmann equation (2.17) some simplification is necessary. In the limit 
of weak gradients in jt and T, f can be linearized as: 
f=fo+, fi (2.21) 
Furthermore, if the scattering rates for state K due to the various mechanisms are as- 
sumed proportional to the perturbation (fl) from equilibrium (fo), the relaxation time 





= _Ti (2.22) 
Here the index i labels the contribution made to [8f/8t], by the particular mechanism. 
It is this approximation which is implicit in the discussion of the previous section and 
which will be used later to solve the Boltzmann equation in the systems of interest. For 
further discussion on Boltzmann transport and the use and validity of the relaxation time 
approximation (ie when the scattering is either elastic or randomizing) see, for example, 
Butcher (1986). Here it is shown that the method can provide insight even when the 
approximation is not strictly valid. 
2.4 The derivation of an expression for Sg in quasi-2D. 
Before considering the application of and extensions and improvements to the preceding 
calculations (I and II) it is necessary to consider the foundation and derivation of the 
general formula for S. derived in I. This is applied to particular cases by making certain 
assumptions and approximations in H. Since the results are found to be qualitatively 
encouraging but with much larger magnitudes than found it must be first established that 
there are no trivial numerical errors or difficulties with the initial formalism. Hence, in 
this section the derivation of the formula for the phonon-drag thermoelectric power of 
quasi-2D electrons arising from 3D phonons, of I, is considered in detail. 
The initial approach is to consider the relation between the steady 2D electric current 
density (J2D) and the temperature gradient when VT is applied along the conducting 
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plane (x, y) of the specimen. If the current is allowed to flow freely around a closed circuit 
then, when steady flow is reached, there can be no net emf. Hence from (1.4): 
J2D = -0'2DSVT, (2.23) 
can be written, in which 02D is the 2D electrical conductivity. This current density can 
also be obtained from a sum such as in (2.19) for J by replacing K with (a, k), as in section 
1.3, and integrating across the channel (z) weighted by I c,, (z) 12 (see (1.10)) to give: 
J2D = -2e 
> fa(k)wa, k (2.24) 
a, k 
Here and hereafter the spatial dependence of fa(k) is left as understood. Hence the 
integral over 3D wavevectors is replaced by Ea f dk. A/(27r)2. The thermopower follows 
by comparing (2.23) with (2.24) and S. is that part of S which arises from the departure 
of the phonon distribution from equilibrium. 
The Boltzmann transport approach of the previous section is used to determine fa(k) 
in the manner of Bailyn (1967). In the steady state of interest the Boltzmann equation is: 
18fa(k)- 
vQ(k). Vf«(k) =0 (2.25) at J 
since both E and Ofa(k)/ät are zero. Hence the rate of change due to collisions (c) is 
balanced by that due to drift (diffusion) ie VT. The scattering of electrons by phonons 
is known to be weak (Hensel et al 1983) but is responsible for the drag. Hence three 
contributions to the scattering are accounted for: phonon absorption (a) and emission (e), 
and collisions with static defects (s); ie: 





at of eL 
The last term accounts for all stationary scatterers such as dopants, ionized impurities 
and crystal imperfections. The exact form of such contributions is unimportant except 





(2.27) L at J, (k) 
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where: 
fa(k) -1ä(k) _ . 




This is certainly valid when ionized impurity scattering dominates as is normally the case 
under the low temperature conditions of interest. Interface roughness scattering (Ando et 
al 1982) can also be important in the MOSFET (Stern 1980) and in very narrow channels in 
the heterojunction case (Sakaki et al 1987) but the particular mechanism affects only the 
value of r, not the validity of the approximation, providing the scattering remains elastic 
or randomizing (Butcher 1986). 
To obtain the two phonon terms in (2.26) the electron transition rates due to acous- 
tic phonon scattering are calculated. Optical phonons are neglected since it is the low 
temperature limit which is of interest. The electron-phonon coupling is described by a 
spherically symmetric longitudinal acoustic phonon deformation potential El: 
U(r, z) = E1 V. u(r, z) (2.29) 
where U is the interaction energy and u(r, z) is the usual expression (Jensen 1984, Kittel 
1987) for the lattice displacement from equilibrium due to acoustic phonons, written: 
1/2 




nQ [ateiq. reigzz + age-iq. re-iq: z] (2.30) 
QP4J 
Here nQ is the polarization vector of phonons with wavevector Q= (q, qz), frequency 
wQ and annihilation and creation operators aQ and aQ, and p is the density of the bulk. 
In I the general Sy expression is derived without including any contribution from the two 
transverse acoustic phonon modes or from other mechanisms of acoustic phonon absorption 
such as the piezoelectric interaction. In II this is generalized to allow for the coupling of 
electrons with the transverse modes which is possible in Si because of the anisotropic bands 
(see, for example, Ridley 1982) as described in section 2.6. Moreover, the author (Smith 
and Butcher 1989a) and Lyo (1988) both point out the importance of the piezoelectric 
acoustic phonon scattering mechanism (discussed in Chapter 5). 
Consider, first, the longitudinal deformation potential contribution which is the sim- 
plest. The results are readily generalized to the other cases. The transition rate for the 
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system when one phonon Q is absorbed (and thereby destroyed) by an electron in state 
(a) k) which is promoted to (/3, k'), is obtained from the Golden Rule. The result is written 
as PQ (a, #) where: 
P(ý(a. ß) = 




(For clarity the labels k and k' have been dropped from a and ß which they always 
accompany respectively, but they are reinstated in the final formulae). The result for 
[öfa/OOt]a is obtained from the difference of PQ(a, ß) and the competing process, PQ(ß, a), 




f/[1- fa]PQ(ß, a) - f. [1 - fp]PQ(a, ß). (2.33) 
R, Q 
The phonon emission case follows directly and PQ(a, ß) is obtained from (2.31) by chang- 
ing the signs of hwq and q in the delta symbols and putting Nq +1 for Nq. 
The coupled nature of the electron and phonon distribution functions is evident from 
the presence of NQ in (2.31). Since S. results from the departure of NQ from the equilib- 
rium value No (the Planck distribution) the phonon Boltzmann equation is used to find 
NQ and this determines fa(k). Following similar arguments to those used above, for the 




vn(Q). VNQ =0 (2.34) 
in which: 
[, I N,, ] =[ 
]a+ [ ]e+ [ ]p (2.35) 
at at at at 
where: 
{ON] 
= -(+)2 f«[1 - fß] ý'(a, ß) (2.36) 
a(e) ak, ßk, 
and: 











NQ- NQo = NQ=-GQdi 
o 
(2.38) 
Here the subscripts denote phonon adsorption (a) and emission (e) by electrons and the 
scattering by all other mechanisms (p), such as boundary (or phonon-phonon) scattering 
which dominates. The first p subscript on r indicates that it is a phonon relaxation time. 
By collecting and combining all the separate contributions, the collision terms can be 
written to linear order, in the form: 
[af"]C=dfog-, 
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The quality rpQ is the equilibrium transition rate from a to /3 by phonon absorption: 
rßß = fäll - fpjPaß(ý2)" (2.41) 
In deriving (2.39) and (2.40) the "detailed balance principle" (see Lax 1974) has been used 
whereby: 
fý(i - ff)ýß = fAl - f0 . )IP, 60 ." 
(2.42) 
This principle states that in equilibrium (signified by the 0 superscript) the scattering rate 
for any transition is exactly balanced by its opposite. This enables much cancellation in 
deriving the collision terms above. The two Boltzmann equations are now equations for g« 
and GQ but since GQ appears in [UNQ/8t], only as a numerical factor, with a coefficient 











Hence the electron Boltzmann equation becomes: 
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The terms Llga and Liga are the first two terms of (2.39) and Liga is given by: 
L39a -- (K T)2 
EF (Pßß - r,,, ) Er lß, (gß, - Pai) . (2.47) 
'a. 
I 
With no electron-phonon coupling there can be no phonon-drag, and GQ is zero. Moreover 
NQ is NQ and [ONq/Bt], is zero so that U,,, and L39., (through (2.43)) both vanish and 
(2.45) reduces to the conventional linearized Boltzmann equation. Thus Ua and L39a 
describe the phonon-drag but since the electron scattering rate due to static defects (ie 
Liga) is dominant (see (2.26) and (2.27)) L2 and L3 can both be dropped from (2.45). 










can be written for a temperature gradient in the x direction. There is no contribution 
to J2D from the equilibrium part (fq) of fa because there can be no net current in 
equilibrium. Recalling the definition of Llg,, and substituting into equation (2.49) using 
the final electron Boltzmann equation, neglecting the diffusion term (equal to [O fQ/Ut], 
from (2.25)) to obtain S. and substituting for Ua from (2.46) the result is: 
dN° ? iw S9 AQKBT 
> Tavý QF (Pßß - Paß)vp dhwQ KT. 
(2.49) 
The quantity F consists of the two terms in (2.44) although the first dominates, as shown 
in the next section, and hence the second can be dropped. Further simplifying the result 
by interchanging a and ß in one of the two terms and adding the same result in (2.50) to 
both sides, but with x replaced by y, and dividing by two, and finally restoring the full 





EEh wQf«(k)[1- . 
f°(k')I Pq (ak, ßk'r (Q)vp(Q) 
ak ßk' Q 
"[T,, (k)v,, (k) - Tß(k'vp(k')]. (2.50) 
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2.5 Some comparisons with the simple models. 
Before the final formula of the last section is applied and evaluated in particular cases it 
is interesting to ask how far it agrees with the simple models of Section 2.2. An answer 
to this has been developed in conjunction with the authors' supervisor and is described 
in this section. Most convenient for this purpose is the 3D case which is obtained from 
(2.48) by replacing (a, k) by K, (ß, k') by K', A by V and by performing a generalization 
corresponding to that leading to (2.50). The sum over K' can be dropped by replacing K' 
by K+Q, following the delta symbols in (2.40). Simplification is possible if rK is assumed 
constant (re) for all K, which are 3D plane wave states. Hence v(K) is simply hK/m, the 
3D conductivity is written Nve2re/rn and vp(q) is taken as v, Q/Q to give: 




Writing C in the form: 
S. can be reduced to: 
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2.54 
with the phonon scattering rate due to absorption and emission by electrons given by: 






cvv Q . 
'Q 
a0 
T- «(Q). (2.56) 
Thus the general quasi-2D S9 formula reproduces the "metallic" formula discussed in 
Section 2.2 when the relaxation time and average over Q are defined as above. The 
argument used here to derive (2.53), however, is much stronger than those used to derive 
the simple formulae and, furthermore, the various T make it possible to determine the 
conditions under which the Herring formula may also be valid. 
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Writing PK+Q, K out in full in equation (2.51) Sy can be written in the form: 
f (K)[1- f (K + Q)I TPK 
K) 2K (2.57) S9 -3 Nv TV F K 
Here, an averaged total phonon scattering relaxation time 7K has been defined by: 
EQ(hüQ)2pa0(K, K+ Q)r (Q) 
TPK _ Eq(hiwQ)2PaO(K, K+ Q) 
(2.58) 
where: 
Tp ilR) = Tppi\R) + Tpe1ýR) (2.59) 
and is the total phonon scattering rate given by F/[-dNQ/dhwq] and: 
( twQ)2K = ep(K) 




Pao(I{, K+ (2.61) 
eplK) 
Q 
and is the total electron scattering rate in state K by phonon absorption. For both the 
non-degenerate and degenerate limits this allows S. to be written in a form similar to 
the Herring formula (2.11) providing the averages over Q, at given K, and the scattering 
times in (2.57), can be replaced by constant average values and moved to in front of the 
summation ie: - 
S9 
3 NeTV 2r 
(wQýZK Ef (K)[1- .f (K + Q)]. (2.62) K 
where: 
, r(')-1 +, r(')-1 = T-1 ;z 2T(a)-1 (2.63) ep 
+ 
ep ep ep 
is assumed. For the non-degenerate limit it is assumed that (K -- 2mv2 , 
KBT . Since 
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(2.64) 
For the degenerate case (hwq)2K 2mv2 s cf. 
Assuming elastic scattering, whereby -(K') = 
6(K), and differentiating (2.18) for N to obtain: 
11 dN 




and taking N aef 3/2, the result for S. reduces to: 
mv9 T- s Sg(deg) ~2 
eT -rep " 
(2.66) 
Hence it seems that the more general formula of the previous section can reproduce the 
expected results, when the averaged is are appropriately defined. Both the metallic 
formula (2.8) and Herring formula (2.11) are obtained, approximately, although it seems 
that the latter is valid only for the non-degenerate limit, or the degenerate limit when the 
scattering is elastic. These results support the validity of the approach described in the 
previous section. The difference between (2.64) and (2.66) in terms of trivial numerical 
constants is of no significance in view of the approximate averaging used in their derivation. 
2.6 Initial applications and results. 
The first application of I appeared in II but an alternative method of evaluating the fi- 
nal formula gives conflicting results from the same data (see Smith and Butcher 1989a). 
Therefore, some care is taken in this section to point out the approximations and simpli- 
fications used, some of which are expanded and generalized in later chapters. The case 
in which the quasi-2DEG is accommodated in GaAs (GaAs/GaAlAs heterojunction) is 
treated first. The result is then adapted to account for the anisotropy of the Si MOSFET 
case). The initial simplifications used are: 
1. Quantum limit. From Figure 1.2 it is apparent that when the conducting channel is 
narrow, providing that n is not too large (Ef < C2) and that T is low (KBT < E2 - Ef )) the 
probability of occupying any state in a subband above ground is so small that the higher 
subbands may be neglected. Hence subband labels are dropped and the calculations per- 
formed in the quantum limit. 
2. Boundary Scattering. 
- 
When T is low enough L(Q) = v,, rpp(Q) is limited, for all Q, by 
the dimensions of the sample and can be taken as constant, L. 
3. Debye Phonons. Since only values of T< E)D (Debye temperature, eg Kittel 1976) 
are of concern, Debye phonons are assumed for which hwQ = v, Q. 
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4. -r(k) -+ T(ef) . The electron 
(static impurity) relaxation-time is assumed to be a func- 
tion of c(k) only. Then, since f (e(k)) [1 -f (c(k'))] is very peaked near ef at low T, T(C) 
is replaced by, the constant, r(--f). 
In addition, the Kronecker delta of (2.31) allows the sum over k' to be dropped when k+q 
is substituted for le; the 2D conductivity is written as ne27-(_f)/m, v(k) as hk/m and 
vp(q) as vQ/Q and the result for Sg becomes: 
_ -7rh2E2L s9 
nepAKaL2V 
Q Q42NQ I Zjj(4z)12 1: f°(e(k))I1- f°(e(k + q))] 
k 
. 
6(E(k + q) - E(k) - hwQ). (2.67) 
To make progress an approximation is made for: 
5. State Occupancy factors : whereby e(k + q) is replaced by e(k) + hwq owing to the 
Dirac delta function in the above, and: 
f°(E(k))[1- f°(E(k) + hwq)] W(Q)6(E(k) - Ef) (2.68) 
is written. The weighting W(Q) is determined by integrating this approximation over 




e-eflKBT + e-hwQ 
IKBT 
(2.69) 
e--/ -111+ e-ef 
IKBT 
I 
where y is hwQIKBT. Hence, for the low temperatures of interest W(Q) can be approxi- 
mated by: 
hWQ 
W(Q) - 1- e-r 
(2.70) 
The sums are now transformed to integrals and the integral over k is performed by con- 
verting to an energy integral by writing e(k) as h2k. k/2m. The result can be written 
as: - 
S= -gLm2E2 v3 
rI Zu (4'z) 12 q2Q2 d4 d4= (2.71) 
9 4(27r)3nepKBT2hpkf 
, IAQ 
(sinh2y/2) 1- a(Q) 
where g, is the valley degeneracy and the integration field is determined by the set (q, q, z) 
for which the argument of the Dirac delta function in (2.31) is zero. Thus AQ spans the 
set (q, qz) which satisfies I a(Q) I< 1 where: 





Figure 2.1: A schematic diagram of the field of integration. 
9: 
a(4) =1ý ! 
1 
The S, integral (2.72) is performed over the field defined by I a(Q) j< 1 and is bounded 
by the chain curves along which I a(Q) 1= 1, where the integrand becomes singular. 
which is illustrated schematically in Figure 2.1. The integral (2.71) must now be per- 
formed numerically but care is necessary because the integrand becomes singular all along 
the boundaries I a(Q) 1= 1 defining Aq, as shown in the figure. In IJ a Lorentzian is 
introduced, to broaden the energy delta function in (2.67), of width r taken to be small 
enough for S. to be independent of its precise value ie: 
5(x) = lim ýr (2.73) r-"o 7r(x + r2) 
An alternative (Smith and Butcher 1989a) is to evaluate the integral directly as it stands 
taking particular care towards the boundaries. 
In II the result is generalized to apply to Si by accounting for both LA and TA phonon 
modes which couple differently to the electrons. This is treated following Ridley (1982) 
2/Q2 /Q2 by taking El under the integral signs and replacing it with '-"-. (q. + D) and E. qq,, 
for LA and TA phonon modes respectively. Here E". is the deformation potential for pure 
sheax strain and D= Ed/'Eu, with Ed denoting that for pure dilation. The resultant S-, is 
then the sum of the two contributions from separate integrals for each mode, of the form 
(2.71) with the corresponding averaged speeds of sound (vL and VT) and replacements for 
El. 
As discussed in IE[ all the dependence of S., upon the channel width enters via the matrix 
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element Zll(q, ) defined in (2.32). The ground envelope function of an ISW of width b is 
assumed for 01(z) and in Figure 2.2 the corresponding plot of I Zil(q-, ) 12 is illustrated. 
When q., b is about 37r an effective cut-off is evident. This condition (q,. 6 < 37r) is the 
origin of the enhancement of Sg in quasi-21) suggested by Zavaritsky (1984). For large b 
the 2D vectors in the Kronecker delta of the transition rate for phonon absorption (2.31) 
become 3D. Thus (31)) momentum is conserved in the 3D limit and correspondingly there 
is just one Q linking the states K and K1. For small 6 the energy conservation condition 
expressed by the Dirac delta function still holds but I Zli(q, ý) 12 replaces the conservation 
condition, expressed by the Kronecker delta (which is now 21)), upon the k,, component 
of the wavevector because k,, is no longer a good quantum number. Hence, in a narrow 
channel a larger phonon population can couple to, and hence drag, the electrons as now 
a number of Q have the required q component to link k' and k and still satisfy energy 
conservation. A larger Sg results as shown in Figure 2.2. In the figure an extrapolation to 
very large b might be expected to yield the 3D limiting value of Sg. However, the quantum 
limit no longer applies here and contributions from higher subbands should be accounted 
fo r. 
The qualitative agreement found between the calculated results of II for Sg(T) and the 
experimental data is good in both GaAs/GaAlAs heterojunctions and Si MOSFETs. The 
accuracy of the position of the peaks found in plots of -SgIT3 against T (as in Figure 
2.3) is particularly interesting. This type of plot is a simple test of the metallic formula 
(2.15) in which the peak would be attributed solely to a maximum in r;, ' at some T. It is 
shown in II, however, that it is the coincidence of such a maximum with that of phonon 
distribution factors which is responsible. This is discussed in Chapter 5, where a simplified 
formula is derived by assuming the electron scattering to be elastic, because this formula 
is much more readily interpreted. The parameter values used in the calculations are given 
in Table 2.1, including the constant value 2nm taken for 5 in the Si MOSPET. This rough 
estimate was used in II to calculate Sg(T) for a range of n. 
The lineax dependence of Sg upon the constant L predicted in (2.71) has been tested 
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(a)Plot of I ZII(q. ) 12 against q. b. The effective cut-off at q. 6 = 3ir restricts phonon drag 







(b)Effect on the thermopower. The q, cut-off at 3jr/delta is reflected in the variation of 
Sg with 6. The 3D limit is complicated by contributions from higher subbands. 
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Plots of -SgIT' against T for various electron densities. FU curves: theory with de- 
formation potentials scaled by 0.16. Symbols: experimental points of Gallagher et al 




Symbol Units GaAs Si 
M me 0.067 (0.07L) 0.2(0.19) 
M, me (0.916) 
El eV 8.0 (-9.3L, 16.0) 
=U eV 8.0(9.0) 
=d eV - 1.6(-6.0) 
h14 10-2VM-1 1.2 
VL 103MS-1 5.1 (5.14L) 8.5(8.831) 
VT 103MS-1 - (3.04L) 5.0(5.281) 
p 103K M-3 9 5.3 2.39 
6 nm 10.0 (eg. 30.0) 2.0 (eg. 7.0) 
L MM 0.3 (eg. 0.1) 0.5(0.6) 
The values given are those used in II. Changes made are in brackets with an "L" subscript 
for the values used by Lyo (1988), where different. For discussion see the text. 
Table 2.1: Parameter values used in the calculations. 
in an elegant experiment by Fletcher et al (1988a). The thermopower of a GaAs/GaAlAs 
heterojunction specimen measuring 12 x6x0.42MM3 was measured over 1-6K. The bound- 
ary scattering limited value of L in such a specimen with one dimension (L,, ) particularly 
small must be principally determined by the size of L,,. Since the scattering of phonons 
from all specimen faces is nominally diffuse, simple geometric averaging demands L>L,,. 
Polishing one large specimen face so that phonons are reflected, is thence equivalent to 
doubling L,. and, approximately, L. When this was performed the measured S was found 
to double but the resistivity change remained "insignificant" over the range investigated. 
This is to be expected for weak electron-phonon coupling in which case Sd should also be 
unchanged. The observation that S doubled therefore suggests that S. is indeed domi- 
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nant and provides experimental support for the proportionality S. oc L. The almost exact 
doubling reported is surprising though, because the L measured from the tc(T) data re- 
veals a value of about L,, /2 for the polished specimen. The presence of other scattering 
mechanisms is thereby suggested and is supported by the reported "strong departures" of 
K(T) from the T3dependence expected from boundary scattering alone. 
Whilst the qualitative behaviour of Sg with L, T and n, and that of -SIT3 in par- 
ticular, agree well with the experimental data, the magnitudes calculated in II are much 
larger than found. In Figure 2.3, for example, the results (for Si) have been scaled by 
1/40. (The necessary scaling in the GaAs case is about 1/3. ) The author repeated these 
calculations using the same data (Table 2.1) by the method of direct evaluation (ie with- 
out the introduction of broadening) and obtained similar results but with corresponding 
scalings of 1/16 for Si and 1/1.5 for GaAs. These new results were later confirmed, to 
within an error of less than 5% over the entire parameter range, when the approach in 
H was adopted (see Smith and Butcher 1989a). It must be concluded therefore, that the 
numerical integration in II lacked accuracy in the final evaluation. 
2.7 Status and likely improvements. 
Although the final results of the last section show a dramatic improvement over those in 
11, the outstanding large overestimate of -S. by a factor of up to 16 (in Si) represents a 
gap in understanding which warrants further investigation. The good qualitative features 
of the theory in comparison with both the simple models and the experimental data, 
however, suggest that this error factor and its difference in size between Si and GaAs may 
be understood within the existing framework. An obvious point to consider is the effect 
upon S. of a more realistic treatment of the electron confinement, ie 01(z). The review by 
Ando et al (1982), for example, gives typical values for the channel width in a Si MOSFET 
as in the range 2-20nm. The results of Figure 2.3 show the corresponding variation in S. 
to be around 50% although this is only in the crude ISW approximation. Thus the effect 
of a closer treatment of electron confinement upon the thermopower will be investigated. 
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Gallagher et al (1987) suggest that screening may explain the overestimate as it is claimed 
that a reduction by a factor of about 1/20 may result in Silicon which is of the necessary 
size. To discuss screening however, an estimate of the importance of higher subbands is 
necessary as will be shown in Chapter 4. 
In the next chapter it is considered how the quasi-21) electron confinement arises 
in GaAs/GaAlAs heterojunctions and Si MOSFETs in order that the effect of a better 
treatment of 01(z) on the 'drag thermopower can be assessed. The effect of screening is 
discussed in Chapter 4 and the validity and effect of relaxing the approximations listed in 
the previous section are examined in Chapter 5. 
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Chapter 3 
Quasi-two dimensionality in Si 
MOSFETs and GaAs/GaAIAs 
hetero junctions. 
3.1 Introduction to the chapter. 
The object here is to look in more detail at the practical realization of the quasi-21) con- 
finement in a Si MOSFET and GaAs/GaAlAs heterojunction in order that this be treated 
more faithfully in calculations of S.. Quasi-21) behaviour is shown to arise in the MOSFET 
from the potential well created at the Si/Si02 interface on application of a gate voltage 
and at a heterojunction from the well arising from the difference in band gap. Calcula- 
tions based on a many-body variational principle show that a model variational envelope 
function O(z) can be obtained from an effective 1D variational condition in such systems. 
The Fang and Howard, and Ando variational envelopes are then determined when model 
potentials are introduced. The effect of O(z) on S. is examined and compared with the 
infinite square well (ISW) model used in H. 
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3.2 Occurrence of the confining potential. 
For the present purposes the n-channel Si MOSFET may be reasonably considered as a 
capacitor. The "gate" forms one plate and is a metallic layer deposited on an oxidized 
Si substrate (usually the high mobility (100) surface). The substrate forms the second 
plate and is doped p-type for an n-channel device (p-channel follows analogously). The 
oxide (Si02) between the plates remains insulating up to high fields and enables a range of 
voltages VG to be applied to the gate before breakdown occurs (for a review of the MOSFET 
see Ando et al 1982). Consider now the effect on the band profile of the substrate as VG 
increases, as illustrated in Figure 3.1. At low temperatures with VG =0 the acceptor states 
(with doping level NA, say) are occupied by electrons (e-). Some holes (h+) lie below the 
valence band edge, but the conduction band is empty. As VG is increased from zero, some 
of the holes are repelled from near the Si/Si02 interface (z = 0) creating a "depletion 
layer" of thickness zd assumed to be depleted of all holes. Electron energies would be 
lower in this region as VG attracts electrons to the interface and, as in Figure 3.1b, the 
bands bend down. Electrons far from the interface (large z) see a smaller potential so the 
bending here is less. If VG is increased so that EC drops below EF near z=0, electrons 
can leave acceptor sites and reach the conduction band. The vacated acceptor sites are 
filled by the creation of further holes which are repelled by Va, leaving the situation in 
Figure 3.1c. A layer of electrons is formed, parallel to z=0, in which electron motion is 
restricted in the z direction but otherwise remains free. This quasi-2D system in which 
the carrier sign is inverted is referred to as the "inversion layer" and can be considered 
to arise simply from the creation of the self-consistent confining potential V(z) shown in 
Figure 3.2a. 
A similar potential well is created at the heterojunction of oppositely doped GaAs and 
GaAlAs. If the GaAs is doped with acceptors (at level NA) and the GaAlAs with donors 
(at level ND) the band profile is similar to that of a p-n junction, as shown in Figure 3.3. 
For the heterojunction the two halves have different band gaps E. (1.52eV at 4K in GaAs 
and about 2eV in GaAlAs) which gives rise to a discontinuity AE, shared unequally by 
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(a) VG =0 
With Vg =0 acceptor sites are occu- 
pied and conduction is via holes in the 
valence band. 
-e- e- - -e- 
h+ h+ h+ 
(b) Depletion. 
i--- -- -. - - 
h+ h+ 
(c) Depletion and Inversion 
As VG increases some holes are repelled 
creating a depletion layer. Band bend- 
ing begins but conduction is still via 
holes. 
Eventually Ec drops below Eir, near 
z=0, and electrons able to conduct 
appear in the conduction band. The 









NB. The energy differences EA - EV and EF - EV have been exaggerated for clarity. 
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Figure 3.2: The confining potential. 
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(a)Si MOSFET A potential well roughly triangular in shape is formed below EP.. For a 




(b)GaAs/G&AlAs heterojunction. The conduction band edge discontinuity gives rise to 
a potential well without any fields applied. Since the barrier height is finite some pene- 
tration into the spacer layer (dj) is possible. 
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Figure 3.3: Conceptual formation of the confining potential in a GaAs/GaAlAs hetero- 
junction. 
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(a)Band Profile in a p-n junction. 
(i) Before doping. 
(ii)After doping, by matching Ep. 




(ii) GaAIAs GaAs (üi) 
ED 
r EA 
(b)Band profile in the heterojunction. 
(i) Before doping (including discontinuities). 
(ii)After doping, by matching EF. 
(iii)The observed profile (including discontinuities). 
I 
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the conduction band edge (AEC) and valence band edge (AEV). A quasi-2DEG forms 
when, as in Figure 3.2b, electrons from ionized donors (in region z< 0) see a nearby 
potential well to fall into. 
It is not necessary to go into much further detail here as there are many reviews (see, 
for example, Sze 1981, Schulz 1986). A few points are worth noting, however. The main 
advantages of the MOSFET in LDS experiments are a consequence of the oxide properties 
of stability and low surface state density, and the breakdown field of 109Vm-1 allows a 
variation of the electron surface density over the range 1015 - 1017M-2. The lower limit 
is determined by the influence of disorder. The advantages of the heterojunction on the 
other hand lie in the interface quality and the possibility of modulation doping which 
allow much higher mobilities to be achieved at liquid helium temperatures. The MOSFET 
mobility is limited by surface roughness and ionized impurities caught in the oxide (Stern 
1980). In Figure 3.3b the donors appear adjacent to the quasi-2DEG but they may be 
separated from the electrons by providing a nominally undoped spacer of width di, as in 
Figure 3.2b. The electron scattering effect of the ions is then reduced. The spacer should 
not be made too wide or few electrons will reach the potential well. In the calculations 
which follow it is assumed that the region of donors of width d2 is completely ionized. 
Illumination can be used to increase n by exciting electrons out of deep traps (see for 
example, Fletcher et al 1988a). The GaAs is usually nominally undoped but unintentional 
acceptor doping may be present. The very large potential barrier at z=0 in the MOSFET 
prevents the quasi-2DEG from penetrating the oxide (z < 0) but as shown in Figure 3.2b 
the corresponding barrier in the heterojunction is much smaller and so some penetration 
occurs. This is why the spacer layer has a profound effect in reducing the ionized impurity 
scattering and increasing the mobility. 
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3.3 The variational approach to an envelope function for 
the ground subband. 
Within the independent particle effective-mass picture the desired feature of the envelope 
function O(z), is that it should represent the electron confinement in a way which faithfully 
reflects the influence of the specimen properties (eg. effective mass, doping levels and 
barrier heights and widths). Such a picture is already rather approximate and idealized so 
that, taken together with the uncertainties in the physical properties, great sophistication 
may not be justified. Ideally, O(z) should be expressible in terms of a minimum number 
of parameters which reflect, and are determined by, the properties of the specimen, in an 
analytical form convenient for transport calculations. A variational approach in which 0 
is written in terms of variational parameters b, say, (Ob(z)) is therefore a sensible choice. 
For interface problems, the translational invariance perpendicular to the interface (z, = 
0) demands that the single particle Hamiltonian (ft, ) be only a function of z. When Ob(z), 
say, is taken as the ground state envelope function in (1.10), and ft, does not depend upon 
b, the variational condition reduces to: 
< Ob(z) I H3 I Ob(z) >= 0 (3.1) Tb 
which is the form of a variational condition for a purely 1D particle. (The contribution 
to the kinetic energy arising from xy motion has been dropped because it is independent 
of b). The total potential energy in the systems of interest arises from potential fields 
external to the electron gas VEx(z), from ionized impurities and potential barriers for 
example, and, in the Hartree approximation, from the total field of the electron gas itself 
V, (z). The latter depends upon b because it is determined by the electron distribution 
through Poisson's equation. Therefore the above condition (3.1) no longer holds because 
the Hamiltonian does depend upon b. However, a similar result does hold. 
Consider the quasi-2DEG many-body Hamiltonian fIm in the form: 
HM = TM + VMS + VM, EX (3.2) 
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where the kinetic energy contribution is: 
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replaces V, (z). The third term is the resultant potential from all sources other than the 
2DEG itself. Construct a many-body variational ground state I Gb > by taking an NxN 
Slater determinant of product type functions, made from the product of N single electron 
quasi-2D state functions in the ground subband of the form (1.10) using the variational 
envelope Ob(Z), say. The variational theorem can then be applied to the many-body 




Em(b) =< Gb I ftm I Gb >=< &>+<>+< ý'm, Ex >, (3.6) 
because fIM does not depend on b. These two equations could be used, in principle, to 
determine b but it is more convenient to work in second quantized form. Thus: 
E< ot > atat (3.7) 
S, t 
may be written, where t is the single particle kinetic energy operator and s and t label 
individual particle states. The result is then: 
< (3.8) 
where the sum is over occupied states. Similarly: 
ý'm, 
S= E <, O, (l)? Pt(2)1 
e2 
-I#,, (l)ip. (2) > alatla. a, (3.9) 
B, t, u, v 
47rc I RI - R2 Ia 
and 
tCtt) (3.10) M, EX < Os I ýEX I Ot > Cfj 
S, t 
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so that, finally, an equation analogous to (3.1) is obtained (Fang and Howard 1966): 
dd1 
-(EbIN) =-<T. >-, +- < V'(Z) >. +< VEX(z) >. 
l 
= 0, (3.11) db db 
ý 
Exchange has been neglected, <6>., is the matrix element < Ob(z) 16 1 06(z) > of the 
one body operator6and: 
-hie d2 Tz 
2m= dz2' 
(3.12) 
with m_. the effective mass for motion in the z direction (assumed constant). The form 
of (3.11) is very similar to the 1D variational expression but here the single particle 
Hamiltonian depends upon b and the presence of the 1/2 indicates that the quantity 
EbIN is the 2DEG energy per electron. 
The Hartree approximation becomes valid at electron surface densities sufficiently high 
that the kinetic energy dominates over the interaction between electrons (see, for exam- 
ple, Ando et al 1982). Generally, though, a contribution to (3.11) should arise to account 
for the effect of the Exclusion Principle (exchange) which reduces the net electron density 
axound a given electron and thereby, also, the net negative charge seen by another electron. 
A correlation correction to the simple Coulomb energy in the Hartree approach is neces- 
sary because the electron motion is not really uncorrelated. The introduction of a single 
exchange/correlation potential V,,, (z) seeks to account for these corrections. This poten- 
tial is derived through the Density Functional Formalism of Hohenberg and Kohn (1964) 
and Kohn and Sham (1965) who have shown that the mininum value of the many-body 
ground state energy (in the general problem) can be obtained from an equation analogous 
to (3.11) when the "Schrodinger Equation" is augmented by an additional term V,,, (z). 
The formalism does not guarantee that the Ei and Oi which result from this Hohenberg- 
Kohn-Sham equation are the one-body energies and envelope functions, although they are 
normally regarded as such (see, for example, Ando 1976 and 1982a, Das Sarma and Vinter 
1982, Stern and Das Sarma 1984). What is guaranteed is that they yield the best value of 
the many-body ground state electron density which can be obtained from the variational 
form chosen. 
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An important feature of the formalism is that it provides a formula for V,,, and an 
approxima tion scheme to evaluate it. Thus, V,, (z) is given as an unknown functional of 
the ground state electron density and is approximated by the exchange/correlation part 
of the chemical potential of a uniform electron gas having the same value as the local 
electron density (the Local Density Approximation or LDA). There are different ways in 
which this potential may be parameterized (see the references previously cited) but its 
exact value is not normally very important (Ando et al 1982). Stern and Das Sarma 
(1984) make the point that whilst the formalism (in the LDA) has had great successes in 
comparing calculations of electronic structure in a wide variety of systems such as bulk 
solids, surfaces and molecules, the "condition for its validity is seldom met in the physical 
systems of interest". The LDA requires the electron density to vary over distances large 
compared to the local Fermi wavelength. This condition is often violated in practice but 
nevertheless results like those of Stern and Das Sarma compare well with the experimental 
data. 
For present purposes, equation (3.11) may be regarded as an effective 1D single par- 
ticle variational condition determining the ground subband envelope function in a given 
parameterization. This equation is used to obtain the Fang and Howard envelope for the 
MOSFET and, generalizing to a two parameter energy minimization, the Ando envelope 
for the heterojunction (Ando 1982b). The approximations which make these envelopes 
convenient, however, may have more of an effect upon the final form of O(z) than the 
most accurate representation of the full potential V(z). Therefore, comparisons with fun 
self-consistent calculations including all the necessary contributions would be of interest 
in estimating the size of likely errors incurred in adopting the envelopes used here. For the 
present however, V, ý, 
(z) will be neglected because the effect of its inclusion is an unneces- 
sary complication here compared to the increased accuracy obtained (see Ando 1982a, b, 
Stern and Das Sarma 1984). 1 
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3.4 The Fang and Howard envelope for MOSFETS. 
The simplest approximate variational envelope function, and the most widely used in Si 
MOSFETS (see, for example, Ando et al 1982 and many of the references therein), is that 




This form is naturally very convenient for calculations and involves just the one parameter 
b which can be readily determined. Moreover, the position expectation value is 3/b for 
this model envelope and 6/2 in the ISW model. Therefore, an equivalent value of 6 can 
be estimated from: 
6 st- 6/b, (3.14) 
and hence the value of 6 taken, for example, in II can be assessed. The derivation of b is 
worth considering briefly here to appreciate the features determining O(z). 
In addition to the kinetic energy and V, (z) terms, two contributions to the external 
potential in (3.10) are accounted for, due to the ionized charges of the depletion layer 
V, kp(z) and the image charge Vl(z) arising from the permittivity difference between the 
semiconductor (E) and its oxide Trivially, 
h2b2 T ýz= 
gmz . 
(3.15) 
The energy V. (z) is determined by integrating the Poisson equation using -ne I Ob(Z) 12 for 
the charge density. Similarly, V,, dp(z) is obtained using the constant charge density -NAe 
over the depletion region of width Zd, shown in Figure 3.2a. The boundary conditions 
imposed are: dV 2<z> ft (which follows trivially) for ., 
(oo)/dz =0 and V, (O) = noe 
V, (z) and Vd,, (O) = 0, Vdcp(Zd) = eOd and dVdp(Zd)ldz = 0, for the depletion energy. The 
results are then: 
2 
Mz) = 
ne [Z (Y - Z) 1 Ob(y) 12 dy] 
0 
< V, (z) >= 
33 ne 2 
16 eb 
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Figure 3.4: The image system for the image potential at a dielectric boundary. 
ý ý(ý) ý(Rý) 
/ 
ý! 
a= (r, z) FL' = (r, 
____________ 
z 
The potential seen in the silicon 4, (R. ) is due to Q at R and its image charge Q' at R!, 
but that in the oxide q5(R.. ) is due only to Q" at R. Q' and Q" are determined by 
imposing continuity conditions along the boundary. 
and: 




< Vs, d(Z) >: ` 





1/2 zd ---,: 
(20deINAe) (3.20) 
Comparing Figures 3.1c and 3.2a and, noting that V, (O) and (EF - EV) are small fractions 
of the band gap E., the band bending eOd can be approximated by E., which is about 
MeV in Si (Landolt-Bornstein 1982). The quantity -NAeZd is the depletion layer areal 
charge density and as the band bending increases the width of the wen of Figure 3.2a 
increases as the square root of its depth. In deriving the above expectation values it is 
assumed that zd >> 11b. Typical values are: zd about 11im and b-' about Inm. 
The image potential arises from the dielectric boundary. The image system produced 
is illustrated in Figure 3.4 where it is supposed that the potential seen in the Silicon at 
R, say , due to a charge Q at R= (r, z), has a contribution from an image charge q at 
R' = (r, -z). The potential seen in the oxide at R,,, is that from an effective charge (X' at 
(r, z) since there is no charge in the oxide. The potentials and perpendicular components 
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of the displacement vector are then matched along z=0 to determine Q' and Q". The 
result for an electron at (r, z) is then: 




81rez c+ e * 
and: 
Vi(z) >= e 
2b 
- -- - 
E" (3.22) 167rE E+E,,, 
where c.., is the permittivity of the oxide. 
On substituting into (3.10) for all the expectation values the variational condition for 
b becomes: 
h2b e2E-E,,., e2 96e 
2NAZd + 33no 12e 2N A1 
4m,, + 16re - c+ P+C 
T3 =0 (3.23) 
which can be solved numerically without difficulty. Account for an exchange and correla- 
tion potential merely adds a further term here. In practice the above is simplified further 
by dropping the image term and quadratic depletion layer potential term (the so-called 
"triangular approximation"), so that the conveniently simple analytic result (Stern and 
Howard 1967), 
[2 1/3 
12e m,, N*/Eh2] (3.24) 
can be obtained, where: 
N* = NAZd + (11/32)n (3.25) 
and may be considered as an effective areal density of negative charge. 
In Table 3.1 values of 61b, taken as a measure of the channel width, obtained by using 
(3.24) and (3.23), in full, are compared with the results obtained by dropping the image 
and quadratic depletion layer terms separately for the MOSFET data of Gallagher et al 
(1987). The value 2nm taken in II is clearly a large underestimate, by up to a factor of 5. 
The Table also illustrates the variation of the channel width with n (gate voltage) which is 
not accounted for in the ISW where ý is treated as an independent variable. The quadratic 
depletion layer potential term has little effect and the triangular approximation is thereby 
justified. This is to be expected as with b< zd the electrons see only Vdep(z < zd), where 
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Channel width (b = 6/b) /nm 
n/1015M-2 6, 6Q I 6A 
I 
bN 
3.2 8.01 (24) 10.59 (0) 7.75 (27) 10.59 







Different estimates of channel width 6 (ic 61b) for a range of electron densities n for 
NA =4x 1020M-3: bi is obtained by dropping the image term from (3.23) and 8q 
the quadratic depletion layer potential term, 8A is the analytic result (3.24) obtained by 
dropping both and 6, v is without dropping either. The value in brackets is the percentage 
underestimate in comparison with 8, v. 
Table 3.1: Example results for the MOSFET channel width. 
Vd, p is linear. The image potential term contributes about 20% of 6 but 6A still reflects 
the variation with n. In Figure 3.5 the effect of varying 6 upon S. in the ISW model 
is illustrated. In the region of interest (6N), the dependence of S. upon 6 is not strong 
enough to change S. by more than about 40% even if 6 is halved or doubled. The effect of 
a closer treatment of the dependence of S. upon channel width is, therefore, likely to be 
important only when the large discrepancy between the calculated and measured values 
is explained by other means (this is taken up in Chapter 5). For the present purposes, 
however, the more convenient analytic expression (3.23) for b may as well be used. The 
effect of using Ob(Z) in this way upon plots of -SIT3 against T is compared with the 
ISW model and the data of Gallagher et al (1987) in Figure 3.6. The peak in such plots 
is a more severe test than the behaviour of S, (T) alone. In this, and previous plots, the 
system parameters axe taken as in II for comparison (see Table 2.1). The experimental 
data is more closely followed in the variational model than the ISW but the large scaling 







Figure 3.5: The effect of channel width on the thermopower. 
S(nm) 
Plots of S. against 6 at T =4K for the data of Table 2.1. The values of delta indicated 
are derived from the full numerical expression (8N), the analytic formula for b (8A) and 
the constant value used in II (6, ri). 
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Plot of -S., IT3 against T for S. calculated using ýb(z) (solid curves) and 
the ISW with b=2nm (chain curves) compared to the corresponding exper- 
imental data points of Gallagher et al (1987) for n 9.8(o), 6.1(o) and 
3.2(A)X1015M-2, scaled up by a factor of 12. 
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3.5 The Ando envelope function for heterojunctions. 
A variational envelope function for heterojunctions is complicated by the need to allow 
for the penetration into the spacer region shown in Figure 3.2b. Such a function has been 
proposed by Ando (1982b) whereby: 
Aal/2e(az/2) Z<0 Oa, b(Z) = (3.26) 
Bb'12 (bz + ß)e (-bz/2) Z> (). 
The author has performed calculations for a GaAs/GaAlAs heterojunction (Fletcher et 
al 1988a) in the spirit of the preceding section and the discussion in Section 3.2. The 
properties of the envelope may then be examined and the results compared to the ISW 
model used in II. 
The Ando function (3.25) initially appears to create a five parameter variational prob- 
lem but normalization and continuity conditions, applied to the envelope and its derivative 
at z=0, reduce this to two, through the relations: 
,8= 2b/(a + b), (3.27) 
B2= 1/[02 + 2,3 +2+, 63/(2 -, 8)], (3.28) 
and: 
A2 = '63B2/(2 - B). (3.29) 
The resulting energy terms contributing to the total E,, b in (3.10) are expressible, then, 
in terms of a and b alone and the corresponding two-fold energy minimization condition 
results. The calculation is very similar to that for the MOSPET but there is no image 
term, when it is assumed that the relative permittivities of GaAs and GaAlAs (Landolt- 
Bornstein 1982) are the same (e, =12.9), and the isotropic effective mass m is used for 
m.. The total potential must generate the V(z) shown in Figure 3.2b. Contributions arise 
from: ionized donors Vd,,,, (z) in the region of width d2, ionized acceptors in the depletion 






The barrier height VO is taken as x eV where x is the alloy concentration appearing in 
GaAs/Gal-, Al., As (see, for example, Ando (1982), Stern and Das Sarma (1984)), which 
is otherwise taken as understood here. 
The kinetic energy contribution to E,,, b follows as for the MOSFET and < Vo(z) >z 
follows by direct integration in the two regions. The remaining potential energy contri- 
butions can be derived by using the known charge density, p(z) say, in the corresponding 
Poisson equation and integrating twice. The first integration generates arbitrary constants 
for both sides of z=0 which are matched and then determined by assuming that from 
infinity each separate charge distribution appears as a plane sheet of charge. For surface 
charge density o, the electric field at infinity is then o-12E = e-'dVldz. Overall charge 
neutr ality ensures that the total field at infinity is zero because the resultant a seen from 
infinity is zero. The final integration gives a constant which is determined by the zero of 
potential for the particular p(z). Its precise value is unimportant, except for V,, (z), be- 
cause it is determined by the distribution p(z) and the choice of origin, and is consequently 
independent of a and b. For V. (z) more care is necessary because p(z) is determined by 
I 0a, b(Z) 12. The MOSFET case is more difficult to interpret this way because of the applied 
potential used to create the 2DEG. 
The minimization of Ea, b is performed numerically to determine a, b and thereby Oa, b(Z) 
and V(z). Example results are illustrated in Figure 3.7 in order to compare with Ando 
(1982b) and examine the case of Fletcher et al (1988a) in which S. results are reported. 
The behaviour of both V(z) and I Oa, b(Z) 12 is qualitatively as expected with a large 
depletion width and some penetration into z<0. Unfortunately though, there are no 
simple analogues of (3.24), for the Fang-Howard parameter, for a and b and more specimen 
information is required including V0, di, ND and NA. Ando (1982b) compaxes the use 
Of q5a, b(z) and Ob(z) in a GaAs/GaAlAs heterojunction in calculations of mobility and 
subband structure and Stern and Das Sarma (1984), for example, compare their self- 
consistent numerical results for the electron energy levels and envelopes with results using 
Ob(z). Despite the latter neglecting the penetration into the spacer the net effect on the 
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Plots of the conduction band edge and electron distribution I O(Z) 12 cal- 
culated using the Ando envelope function 0,, b(z) for different specimens: 
(a)Ando (1982b) and (b)Fletcher et al (1988a), with data as shown. The 
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mobility is very small when compared to what is obtained using 0,,, b(z). This is also to be 
expected in the S. calculations because the envelope function affects only I Zil(q') 12 and 
through (2.32) can be seen to depend upon the shape of I O(z) 12 rather than the exact 
location (As seen in Figure 3.7 the effect on 10 (Z) 12 of the two specific envelopes is broadly 
speaking to provide only a shift away or into the spacer). Thus the effect of finite barrier 
height upon the transport is relatively weak. For present purposes it is also interesting to 
compare the two variational models by calculating an equivalent ISW channel width. For 
the Ando envelope this is obtained in a similar way to the MOSFET and is given by: 
b= 2B 2(, 82 + 4,3 + 6)/b + 2A 2 /a (3.31) 
Values of 24.3 and 27.3(nm) are obtained for the data of Ando and Fletcher et al respec- 
tively (corresponding to the Figure). These should be compared with 20.4 and 26.4(nm) 
obtained from Ob(z). The difference in these values of 16% and 4% is also indicative of the 
negligible effect on calculated Sg values which results from the rather weak dependence of 
Sg on the channel width. This suggests that in view of the laxge difference between the 
measured and calculated Sg values it may be an unnecessary complication to adopt q%,, b(z) 
and that Ob(z) is sufficient for present purposes. The corresponding estimate of 28.2 nm 
for b in the heterojunction case considered in II should be compared with the value used 
there, of 10nm. The effect on Sg of this underestimate is similar to that arising in the case 
of the MOSFET which is illustrated in Figures 3.5 and 3.6. 
3.6 Variational envelope functions. 
The assumption of an abrupt change in material parameters at an interface is unrealis- 
tic because material in this region sees bulk material of a similar type on only one side. 
Furthermore, when V(z) is discontinuous on an atomic scale the definition of an enve- 
lope function through the effective mass theorem, is violated. Interface grading of the 
potential barrier, effective mass and dielectric constant, for example, is expected then 
and is accounted for by Stern and Das Sarma (1984) in their heterojunction energy level 
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calculations. 7! ransport calculations are not so sensitive to such details (Ando 1982b), 
and uncertainties in material parameter values are normally much more important. Some 
examples of this are discussed in Chapter 5 and similarly, exchange and correlation are 
ignored. Whereas the image potential is repulsive and tends to expand the envelope, the 
effect of V,, (z) is the opposite. Therefore, it is found to some extent that it is better 
to omit both terms in the variational calculation than to include either alone. This re- 
sult makes the analytic formula for Ob(z) which does neglect both, much more accurate 
than would appear from the results of Table 3.1. The resulting envelope function there- 
fore proves to be a very close approximation to the self-consistent result with both terms 
included (see Ando et al (1982) in which numerical calculations by Stern are presented). 
Alternative one parameter functions to those described here, such as proposed by 
Takada and Uemura (1977), and multiparameter functions, have been adopted but these 
are generally more complicated (Ando et al 1982). Problems can arise when the explicit 
functional form is important, (Matsumoto and Uemura 1974). This is expected because 
the functional form is only modelled approximately. Forms for higher subbands have been 
adopted (see for example, Mori and Ando 1979, Takada and Uemura 1977) but these are 
of no interest in the quantum limit except in accurate treatments of screening (see the 
following Chapter). Subband energy differences determined by self-consistent calculations 
are obviously important in spectroscopy but in transport are principally used to determine 
the onset of intersubband scattering. 
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Chapter 4 
Screening and its effect upon 
phonon-drag in quasi-2D. 
4.1 Introduction to the Chapter. 
In this chapter the idea of screening is introduced to account for the effect of the Coulomb 
interaction within an electron gas upon an applied potential. Screening in 3D is used to 
introduce the formalism and show how a dielectric function can be defined and used to 
obtain values for free-electron matrix elements arising in the scattering rates of transport 
problems. The pure 2D limit is obtained from the same formalism and shown to be very 
similar to 3D. The quasi-21) case is complicated by the loss of translational invariance. 
The standard formulae are derived for the quasi-21) case and the single subband approx- 
imation (SSA) is introduced and shown to be valid in the quantum limit for sufficiently 
narrow channels. An effective quasi-21) multi-subband dielectric function is introduced 
and compared with the SSA in the systems of interest. It is then shown how screening 
may be introduced into the calculations of S. of Chapter 2. It has a profound effect on 
the magnitude of the 'drag thermopower. 
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4.2 Introduction to screening. 
In the calculation of S. in Chapter 2 the potential field of the electron-phonon interaction 
is critical because it is the potential energy perturbation U(r, z) of equation (2.29) which 
causes the transition between electron states. This is a common feature of electron trans- 
port problems because it is an energy perturbation which is used to calculate scattering 
rates through the Golden Rule (see, for example, Butcher 1973). The assumption of inde- 
pendent electrons here is a common and convenient one although it is clear that corr elation 
must be present in reality (see previous Chapter). Correlation changes the behaviour of 
otherwise free electrons and thereby the electron-phonon interaction. Ideally, then, the 
electron states would be treated more realistically but a simpler approach, adopted here, 
is to leave the electron states as independent and make a correction for correlation in a 
manner analogous to simple electrostatics. 
Consider the application of an electrostatic potential to a simple (ie linear, isotropic, 
homogeneous) dielectric material (see, for example, Duffin 1980). The potential O(R) 
which is observed can be related to that which would be seen in a vacuum OO(R) by using 
the (constant) relative permittivity K, of the medium. 
O(R) = OO(R)/K,.. (4.1) 
The effect of the medium is to modify the "bare" potential OO(R), which would otherwise 
be recorded, through the polarization P which results from charge separation in the applied 
field and can be related to the total field E by: 
XeOE (4.2) 
The quantities tz, and (the electric susceptibility) X are related through: 
n, - =1 (4.3) 
An electron gas is similarly polarized by an applied field and the resultant potential which 
appears is therefore also modified from its "bare" value (ie that which would be taken if 
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the gas was unaffected). The potential from a positively charged impurity in a metal, for 
example, attracts a screen of electrons around it so that the net field seen at a distance 
is reduced. Conventionally it is said that the potential field is "screened" by the electron 
gas. An applied potential OO(R) also produces polarization. That which is observed O(R) 
is the screened value of OO(R) and accounts for the redistribution of charge. Screening is 
naturally more important at high electron densities and to describe it a relation similar 
to (4.1) can be sought. The simplest linear relationship is: 
O(R) =I c(R, R! )O(R! )dR!, (4.4) 
because the potentials at all points R! affect the potential at R. The electronic potential 
energy is then U(R) = -eq5(R). If the electron gas is homogeneous c(R, R! ) must be 
translationally invariant and can depend only upon relative (R - R% rather than absolute, 
position. Equation (4.4) then has the form of a convolution integral and can be Fourier 
Transformed to leave the simpler relation: 
(4.5) 
(The Transform of the potentials here is denoted by the tilde superscript but is left as 
understood in c(q)). A susceptibility X(Q) can be similarly defined and is related to the 
dielectric function c(q) through an equation analogous to (4.3): 
--(Q) =1 X(Q). 
(4.6) 
A density-density correlation function (or "response function") p(q) can also be defined 
in the manner of (4.4) to relate linearly the change 6n(R) in the electron density n(R) at 




P(,, ) (4.7) 
6()Q2 
and is given here for completeness because it is considered by some to be a more natural 
quantity to work with (see for example, Ashcroft and Mermin 1981, or Devrese and Brosens 
1983). 
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Time t dependence can be accommodated in (4.4) by associating the labels t and t' 
with R and R! and performing a further integration (overt). A frequency w dependence 
is thereby introduced into the quantities such as c(Q), X(Q) and p(Q). When -(Q, W) 
is known and &(Q, w) is calculated, O(R, t) can be determined by inverting (4.5), with 
frequency dependence included. 
The function has considerable importance in solid-state physics (see, for ex- 
ample, Kittel 1976, Ashcroft and Mermin 1981 and Madelung 1981). For example, in the 
long wavelength limit (Q --* 0) the frequency dependence of c(O, W) describes the collec- 
tive oscillations which can be supported by the electron gas (plasmon frequencies) and 
the dispersion relation for electromagnetic wave propagation. In the low frequency limit 
(w --+ 0), the wavevector dependence of c(Q, O) describes the screening properties which 
are of interest here. Further discussion is given in the books by Ziman (1972) and Inkson 
(1984) and more advanced texts such as Devrese and Brosens (1983) and Mahan (1981). 
In the next section it is shown that the foregoing discussion in terms of Fourier Transforms 
is particularly suited to transport calculations. Providing that translational invariance is 
preserved, the results hold equally well for 2D as for 3D. Quasi-2D is more interesting 
because this symmetry is destroyed in the z direction. 
There are many ways of considering the screening problem as the references already 
cited show. The Thomas-Fermi approximation (see, for example, Ashcroft and Mer- 
min 1981) is the simplest and illustrates the basic result. The electrochemical potential 
, aec(R) = Ef(R) - eo(R) of an electron 
in the potential O(R) is approximated by the 








with g(ef) the density of states at the Fermi level. The screened potential at R(7ý 0) due 
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to an impurity with charge e at the origin, say, is then obtained by inverting (4.5). Hence: 
e -Q, R) O(R) T7-- rEnR 
(4.10) 
7rEoRe( 
which shows how the Coulomb potential is screened out at large R. This is a physically 
appealing result in 3D because g(Ef) increases with the electron density n and thereby 
the screening gets stronger. In 2D, however, g(Ef) is constant (see Section 1.3) and the 
model gives the physically unacceptable result that the screening is independent of n. In 
the RPA (see below) this puzzle is resolved when it becomes clear that (4.9) breaks down 
when Q> 2kf. 
The simplest approximation which goes beyond Thomas-Fermi is the RPA (random 
phase approximation) or "self-consistent approach" which is used to obtain the well-known 
Lindhardt dielectric function (see Ehrenreich and Cohen (1959) for an early derivation). 
Each electron is assumed to move in a screened potential given by OO(R) plus a potential 
which is induced by the redistribution of all the electrons and is obtained from the solution 
of Poissons' equation. The RPA remains valid at large Q and reduces to the Thomas-Fermi 
result at small Q. It also has the advantage that the formalism can be readily adapted to 
treat 2D and quasi-2D. This was first treated in full by Siggia, and Kwok (1970) but see 
also the paper by Mori and Ando (1979). The RPA is the approach used in the following to 
screen the calculations of S.. Before the quasi-2D case is considered the basic formalism 
is developed for 3D and then applied to 2D. It should be noted that the electrons are 
assumed to respond as free particles to the mean field. In reality the electrons are not free 
and the field seen locally is not the mean value. Many improvements have been suggested 
and the shorter range exchange and correlation interactions can be included in addition to 
the Coulomb. For the general case see Mahan (1981) and for some discussion in quasi-2D 
see Ando et al (1982). These effects are of minor importance in transport calculations for 
the same reasons discussed in Chapter 3 but see also Mori and Ando (1979) and Ando et 
al (1982). 
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4.3 3D screening in the RPA. 
The RPA dielectric function can be obtained by calculating the first order perturbation 
bn(R) in the electron density arising from the application of a bare potential energy 
Vb (R)e"O". When the unperturbed electron states are of the form u. X(R)e". Nt, with 
corresponding energies -, \ = hwA, bn(R) is given by: 
bn(R) P U* < ji I V(R) IA>u., 
with: 
2 (f, \ fl, ) (4.12) 
- El, + i77 - hw* 
The superscript denotes the complex conjugate, f. X the occupation probability of the 
state with label A by an electron with given spin and 77(= h77') is some arbitrary small 
parameter indicating the slow growth of the perturbation. The potential V(R) is the 
screened value of Vb(R) and is written as: 
V(R) = Vb (R) + V'(R), (4.13) 
where V'(R) is the potential induced by bn(R) and satisfies- 
-e 
2 6n(R). (4.14) 
The permittivity tc(R) of the background medium enters the equation in this way to allow 
for inhomogeneity. Writing: 
V. [. K(R)VG(R, R! )] = -e 
2 b(R - R! ) (4.15) 
the induced potential is obtained from: 
V'(R) =I G(R, R! )6n(R! )dit!, (4.16) 
and can be used in (4.13). Moreover, substituting for bn(R! ) from (4.11) and forming the 
matrix element between the states with labels a andfl: 
<aI Vb(R) Ifl >=< aI V(R) 1,6 >-1: Pj 
.., \ 




I(Ceß, IA) = 
11 C(R, R! )u* (R)uß (R)U(R! )u* (R! )dRdR'. (4.18) 
These last two equations give the general result which can be applied to derive the dielectric 
function for particular cases. 
Consider first the case of a homogeneous 3D free-electron gas with a homogeneous 
background of constant permittivity r.. Free-electron states are assumed so that the state 
labels such as A become associated with wavevectors (K). In a convenient form then: 
U, X(R) = V-1/2 eiK. 
R (4.19) 
U, u(R) = V-1/2 e'(K+Q'). 
R (4.20) 
up(n) = V-1/2 e 
iK. R (4.21) 
and 
U, (R) = V-1/2 e'(K 
I +q)*Pl (4.22) 
with V the system volume. The matrix elements in (4.17) are then equal to the Fourier 
Transforms of the potentials, eg: 
<aI V'(R) IP (4.23) 
The solution to (4.15) is the Coulomb energy at R due to a charge -e at R', and is a 
function of IR-R! I only, ie: 
G(R, R! ) =- G(R - R! ) = 
e2 (4.24) 
47m I R-Rl 
It therefore has Fourier Transform: 
2 
G(Q) = VK 
(4.25) 
where V is the system volume. The quantity I(aft, pA) can now be evaluated and is equal 
to V, (Q)bQ, q,. The screening equation (4.17) can therefore be written: 
=, ý(Qxl - vc(Q), '(Q)I, (4.26) 
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where the "polarizability" II(Q) is given by: 
2 fK - fK+Q 
I'm =TEc (4.27) K K-EK+Q+i77-hw* 
Comparing (4.26) with (4.5) the dielectric function is: 
E(Q) =1-V. (Q)'I(Q). (4.28) 
This is the standard Lindhardt result. (The frequency dependence arising from (4.27) is 
left as understood here because in this chapter the static case (where 9 and W are zero) is 
of interest and is assumed hereafter). Derivations and some discussion of the properties of 
this dielectric function are given by Ehrenreich and Cohen (1959), Madelung (1981) and 
Mahan (1981). 
The result (4.26) can be written as: 
V(Q) =vb (Q /E(Q). (4.29) 
Its importance in transport calculations can be seen by considering the scattering rate 
R(O, ce), say, for the transition from state up to u,, caused by some potential energy 
perturbation which takes the value Vb(R) when screening is ignored. It is the screened 
value V(R) which the electrons see. Hence: 
R(O, ce) = 
27r 
1,,,, Ce I V(R) : ý. 12 b(Cc, _ ep _ hW), (4.30) h 
when the energy difference between the states is E,, - Ep = hw. Following (4.23) and (4.29) 
the result is: 
R(, 8, ce) = 
27r 
12 b(E" _ Eo _ hW). h 
(4.31) 
Screening is accounted for very conveniently then by dividing the known Transform of the 
bare potential by the dielectric function, with both evaluated at the wavevector Q which 
links the states. A corresponding result is now sought for 2D and quasi-21). 
4.4 Screening in 2D and quasi-2D : theory. 
To apply the formalism to the case of a quasi-21) electron gas the 3D electron states of the 
previous section must be replaced by quasi-2D states as in (1.10). Hence the state label A 
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is characterized by a 2D wavevector k and subband index A so that, for example: 
U. x(R) = A-1/2e ik. r 0, \(Z), (4.32) 
replaces (4.19). The states with labels /z, 8 and ce follow analogously. The 3D matrix 
elements in (4.17) are then equal to 1D matrix elements between subbands of the 2D 
Fourier transforms of the potentials. For example: 
ce, k'+q I V(r, z) I#, k'>=< aI ý'(q, z) 1,8 >=-Pý, O(q), (4.33) 
where the 2D Transform 'ý(q, z) is defined by: 
V(r, z) =Ee 
iqxý, (q, z). (4.34) 
q 
and 18>, say, represents the 0,0(z) envelope. For the MOSFET or heterojunction the 
permittivity is a function of z and, writing §(q, z, z') for the 2D transform of G(R, R! ), 




§(q, z, zl) q2 K(z)§(q, z, z') = -e 
28(Z 




When n(z) is a constant n, say, the solution is: 
§(q, z, z') = Vc(q) e-ql'-" 
1, (4.36) 
where VI(q) =e 2/2nqA and is the 2D transform of the Coulomb potential between elec- c 
trons restricted to the 2D plane. For the general case: 
l(a, 61LA) = Vl (4.37) . 
(q)F(a, 61. LA, q)6q, ql 
where: 
VI ')OA*(z)dzdz' (4.38) 
, 
'(q)F(a, 3, IA, q) (q, z, Z') Oa* (Z) 00 (Z) 01, (z 
and the screening equation becomes: 




The quasi-21) polarizability is defined analogously to that for 3D by: 
2Ef, \, k - ft&, k+q (4.40) Ak', \, k - -'Ii, k+q + i77 - hW* 






This is the multi-subband screening (MSS) result obtained by Siggia. and Kwok (1970) 
who evaluate rI,,. x(q). It can be written more compactly in the form: 
(4.43) 
-b 
w ere V is a matrix whose elements are given through (4.41). Each depends upon all 
of the elements of the matrix f' through the action of 9. To see how this equation may 
be inverted to find elements of f7 consider 
0 
and 1ý as column vectors by writing their 
elements in order and link them with 9 in matrix form. For only two subbands for example, 
the following equation is inverted: 
V-b) 1,1 CIIII C1112 C1121 C1122 
ý11 




-'2111 E2112 E2121 -'2122 
f72 
1 
b V24 2/ C2211 C2212 62221 C2222 V22 
(The q dependence of all terms has been omitted for clarity. ) For n subbands 1 has 
n2xn2 elements. The different subband labels' contributions to each element of k arise 
because the perturbed electron density is expanded in the complete set of subbands. This 
is true, therefore, independent of whether the states are occupied or not. That a separate 
expression arises for each V,,, a(q) should be expected. Whereas in 3D only the wavevector 
(Q) is required to link states, in quasi-2D both q and the two subband indices are required. 
In pure 2D however, q is sufficient and an analogous dielectric function to 3D, e(q), can 
be defined. 
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Consider the quasi-2D case in the limit of small channel width b. First it is necessary 
to solve (4.35). To maintain contact with the heterojunction and MOSFET let the elec- 
trons occupy material of permittivity K2(Z -> 
0) at the interface (z = 0) with material of 
permittivity mj(z < 0), corresponding to Figure 3.2. The solution is then: 









with V'(q) evaluated with the mean permittivity R= (KI + K2)/2. This result (4.45) C 
reduces to (4.36) when the permittivities are the same. The general result gives the 
q component of the net electrostatic potential, including the image interaction, between 
electrons at r and r' in the electron gas at z and 2 across the channel. For a narrow channel 
the energies of the subband minima become widely separated so that the denominators of 
polarizability terms (4.40) other than with ji =A become very large. Moreover, f. \, k and 
f,, k+q become very small other than for the ground subband. Furthermore, for T=0, 
f, \, k is zero for ef < c, \ and therefore H,, A(q) is vanishingly small for all (IL, A) except (1,1), 
when b tends to zero. Only fil(q) is of interest because the probability of scattering to 
other subbands is very small. The screening equation for narrow channels is therefore: 
-b VII(q) = Vl', (q)/c(q) (4.46) 
where the dielectric function is E1111(q) and is commonly written in the form: 
. 
(q)F(1111, q)llll(q). e(q) =I- Vr' (4.47) 
(see, for example, Ando et al. 1982). The quantity Hii(q) is the 2D polarizability calculated 
by Stern (1967). It has the value -(g,, m*/7rh)C(q) where: 
(q) ={ 
1 q< 2kf 
1- [I - (2kf 
/q)2]1/2 q> 2kf I 
(4.48) 
and follows from direct integration of (4.40). The dielectric function can then be written 
as: 
E(q) =I+ (q, lq)ý(q)F(1111, q) (4.49) 
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where the 2D screening constant analogous to (4.9) is defined by: 
2 2M 
gvrne /2rh c (4.50) 
The quantity V, '(q)F(1111, q) is the average of §(q, z, z') weighted by the ground subband 
electron distribution 101 12 over z and z'. In the 2D limit I 01(z) 12 becomes the delta 
function b(z), and F(1111, q) equals unity. This is the pure 2D result determined by Stern. 
It is a natural extension from 2D to obtain (4.47) for the case of a narrow but finite channel 
but no information is given about when this single subband approximation (SSA) to MSS 
breaks down. It should be anticipated that further polarizability terms will contribute 
when the channel width or Fermi energy become sufficiently large. The SSA discards all 
information about the perturbed electron density carried by higher subbands. 
4.5 Screening in quasi-2D: calculations. 
In the calculations of Sg in Sections 2.4 and 2.6 the electron-phonon interaction for single 
phonon absorption replaces Vb(R) and the corresponding value of 'C711(q) enters the ex- 
pression (2.31) for the transition rate in the quantum limit. An indication of the effect of 
screening upon S. is given, then, by evaluating E-2(q) from (4.47) for the 2D limit when 
q= 2kf. In GaAs for n=9.8 x 1015M-2 (the largest value in the MOSFET data of Gallagher 
et al 1987) S. can be expected to be reduced by a factor of about 1/2. For the MOSFET 
the corresponding factor is 1/20 due to the larger effective mass and the valley degeneracy, 
which increase q,. At a given q the Form factor F(1111, q) reduces the screening effect in a 
finite width channel, because, for the same surface density, the electrons are further apart. 
A range of wavevectors contribute to Sg including q< 2kf where screening is stronger. 
The effect upon the calculated magnitude of Sg for the MOSFET data of Section 2.6, then, 
is likely to be very important as suggested by Gallagher et al (1987), but less important, 
although still significant, for the heterojunction. 
To determine whether the SSA is valid for the calculations of S. a Ineasure of the 
importance of MSS is necessary over the required regime. There is apparently no simple 
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MSS analogue of E(q), however, because in principle all the subbands are required in order 
to invert (4.43) and evaluate 'ýIj(q). The only simple model for which this is practical is 
the ISW. An effective dielectric function can be defined however. 
Consider first the matrix equation, (4.43), and (4.41) in terms of the inverse of the 
dielectric matrix: 
1-b V. ß (q) = e, -, ýhx 
(q) v", \ (q) - 
Expanding the potentials, 1ý(q, z) for example, within the matrix elements, as Fourier 
series: 
V(q, z) Vb(Q)e'q", (4.52) 
qz 
(4.51) can be rewritten in the form: 
'P. p(q) 
< ce 1e iq. (4.53) 
where the quantity c,, p(Q) is defined by: 
cap 
<a> (4.54) 
1 iq.. - I\> 
., 6,0, \(q) 
< IL e 
For the SSA the corresponding equation to (4.53) is: 
v b(Q <a e'qzz 1,6 > (4.55) 
q, c(q) 
The relation (4.53) is a convenient reformulation of the MSS equation and highlights 
the similarity of the problem with the simple 3D case of (4.29). Moreover, can 
be considered as an effective MSS dielectric function by comparing (4.53) with (4.55). 
The influence of higher subbands is reflected by the labels a and 6 for particular matrix 
elements and the loss of translational invariance by the q, dependence. The latter is 
treated only approximately in quasi-21) by c(q) through the Form factor in (4.47) because 







This is the amount by which the SSA multiplies each term in the summand of (4.53) 
and can be used to determine the importance of MSS effects for any Vb(R) and set of 
subbands. 
For the electron-phonon interaction potential (2.29) of interest only one phonon occu- 
pation number changes in the expression for the transition rate and from (2.30) only the 
corresponding coefficient of aQ contributes to S.. Hence only the one component (Q) in 
the Fourier expansion of Vb(R) and only one q,, term in fýp(q) need consideration. The 
effect on the thermopower of taking the SSA to MSS is thus measured by I fil(q) 12. 
Deviations of this quantity from unity indicate the importance of MSS effects (ie higher 
subbands). 
As described in Smith and Butcher (1989a) calculations have been performed by the 
author in the ISW model to determine this importance in the Si MOSFET case. The 
calculations in GaAs (heteroj unction) follow analogously but in Si the effect upon S., is 
most pronounced because the screening is stronger. A finite number n, of subbands was 
assumed for n, = 1,2,3.... and calculations of c(q), c,, p(q) and I f,,, 6(Q) 12 were performed. 
About five subbands or less were required to achieve convergence. A wide parameter range 
was explored with b from 0.1 to 30 nm, n from 1015 to 1017M-2 and q and q,, up to lokf. 
For the lowest electron densities the SSA is good over the whole range for all b. For 
large b (20-30 nm) deviations from MSS up to 1% begin to appear for q-- > 4kf. These 
deviations decrease for given q,, as q increases and increase at given q as q-. increases. For 
n= 1016M-2 they are small for all q, q, for b up to 5nm but are up to 10% even at small 
q when b is about 20nm or greater. Thus the SSA becomes inaccurate for wide channels, 
high electron densities and large q, (which is only accounted for in MSS). However, the 
regime of interest to S. in the Si MOSFET calculations for the data of GaRagher et al 
(1987) is characterized by n< 1016M-2 and b to 10nm. The SSA is likely to be good then 
because the dominant contributions to S. arise around IQ 1< 2kf. 
Calculations were performed using both approaches for the MOSFET and the hetero- 
junction. The results are discussed in the next section. The calculation of the quantities 
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Ilp,, \ (q), F(ct, 3p, \, q) and <aI e'g-' 16>, required in the ISW model, is described in the 
Appendix. 
4.6 The effect of screening on the thermopower. 
The effect of screening on the calculated values of Sg is illustrated in Figures 4.1 to 4.3. 
For comparison the same parameter values and experimental data as in I[[ axe considered 
here (see Table 2.1). For Si (the MOSFET) at the highest electron density (9.8 X 1015M-2), 
where MSS effects are greatest, the difference between the screened values in MSS and 
the SSA is negligible for the ISW width of 2nm used in II and is at most 0.2% when 
b= 8nm. A similar conclusion is reached for the heterojunction data and is supported 
by the calculations of Tang (1988). Thus, for the range of the experimental data, the 
channels are narrow enough and the electron densities low enough for the SSA to be 
adopted. Moreover, the important contributions to S. (shown in the next chapter to be 
from phonons with wavevector components q not much greater than 2kf) are not large 
enough to magnify the deviations of MSS from the SSA, which occur at large Q. 
Using the estimates of 6 of the previous chapter, Sg can be calculated both with and 
without taking account of screening. The effect on S. is a significant improvement in the 
agreement with the experimental data. The effect on Sg in Si is particularly dramatic with 
the large overestimate by a factor of about 12 or more, reduced to a difference of about 
10% for the largest n. This reduction is about the same size as that expected following 
the rough estimate of Section 4.5. A closer description of the ground subband envelope 
function is therefore warranted now because the information discaxded by taking an ISW 
of constant width is now comparable to the difference between theory and experiment. In 
the figures therefore, results are presented for the ISW and variational envelope functions 
(which will be assumed hereafter). Figure 4.1 illustrates the large difference between the 
screened and unscreened S_, results for the largest n and the excellent agreement between 
the screened results and the data. For clarity other results are not plotted on the same 
graph as the results are rather similar (see Smith and Butcher 1989a) but see also Figure 
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Plots of -S., against T for n=9.8 X 1015M-2 compared with the experimen- 
tal. data of Gallagher et al. (1987). A solid line denotes a calculation using 
the variational envelope and a broken line the ISW of equivalent width. 
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4.2. The size and trend in the (screened) calculated values follow the experimental data 
very closely. A more severe test of the theory are the screened values given for -SgIT3, 
illustrated for the three highest n of II in Figure 4.2. The variational results are very similar 
to those obtained using an ISW of equivalent width. Peaks axise just as when screening is 
ignored (see Figure 2.3) but the positions of the maxima for given n are shifted by about 
0.75K. This is a direct consequence of introducing screening and is returned to in Chapter 
5. Quantitatively the results are clearly very close to the data for large n but increasingly 
underestimate S. at lower n. Moreover, the experimental peaks appear to be rather 
flatter than those arising in the calculations and may even be absent at low n judging 
from Figure 4.2. (This is discussed further in the next chapter following comparison with 
more complete data). 
As shown in Figure 4.3 the results for the heterojunction are qualitatively similar to 
those for the MOSFET but see also Figure 4.2. The effect of screening is indeed weaker in 
GaAs and reduces the unscreened values by only a factor of about 1/2. For the case shown, 
however, screening takes the calculated values further below the experimental data. Note 
that the ISW of equivalent width appears to be a worse approximation to the variational 
envelope in GaAs than in Si (Figure 4.1) but, in addition to the different materials, n and 
6 are very different in the two cases (compare the figure captions). 
Whilst screening of the electron-phonon interaction has been shown to have a very sig- 
nificant effect upon phonon-drag, then, and has gone some way to explain the experimental 
data there is still much to explain. The GaAs case in particular appears much less well 
understood now than before. In Si the peaks in -SIT3 are shifted and are sharper than 
is found experimentally, particularly at lower n. In the following chapter these points are 
reconsidered in the light of more data, better parameter values and further improvements 
to the theory. 
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Figure 4.2: Screened results for -SIT 3 in Si. 
1.5 









Plots of -SIT3 against T for n=9.8,7.8 and 6.1, X 1015M-2 compared 
with the experimental data points of Gallagher et al (1987), o, c3 and a re- 
spectively. A solid line denotes a calculation using the variational envelope 
and a broken line the ISW of equivalent width. 
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Plots of -S_, against T for n=1.78 X 1015M-2 compared with the exper- 
imental data (chain curve) of Fletcher et al (1986). A solid curve denotes 





5.1 Introduction to the Chapter. 
In any pioneering calculation it is helpful to make all reasonable approximations which 
simplify the task in order to obtain the first results. When the calculations appear possible, 
and the initial results show some of the expected behaviour, it is then worth considering 
the formalism more carefully. Thus the inclusion of screening and a better description of 
the electron confinement has greatly improved the description of phonon-drag in quasi-21). 
It is now interesting and worthwhile to consider the calculations and approximations in 
more detail. 
In the GaAs case, for example, it is apparent that the calculated values are a large 
underestimate. An additional mechanism of electron-phonon coupling is therefore consid- 
ered in the next section. The effect of non-degeneracy and of the temperature dependence 
in the screening are also considered in this chapter. The effect of making some further 
approximations such as elastic scattering is then discussed. The dominant wavevector q is 
introduced to explain the occurrence of peaks in -SqIT3 and helps, in addition, to inter- 
pret other influences upon the phonon-drag. The effect of the energy dependence of the 
electron relaxation time is considered and the comparison with experiment is investigated 
in detail. 
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5.2 Piezoelectric scattering. 
In the preceding calculations it has been assumed that the deformation potential is the 
only mechanism whereby acoustic phonons scatter electrons. It arises through the effect 
of the local distortion of the lattice upon the crystal potential and is expressed in equation 
(2.29) in terms of the deformation potential coupling constant El (for some discussion, 
see for example, Ziman 1963). Lyo (1988) has pointed out that piezoelectric scattering 
also contributes significantly to S. in GaAs and this is confirmed by the author (Smith 
and Butcher 1989b) and by Karl et al (1988). The piezoelectric effect is exhibited by ma- 
terials which lack inversion symmetry. The application of a strain generates an additional 
polarization P (see, for example, Zawadzki 1982) with components; 
Pi 
--` 
E Pijk Ejk - 
ijk 
(5.1) 
Here Cjk is the strain (OUj/19-4 + i9uk/Oxi)/2, with uj the j1h element of the lattice 
displacement vector in (2.30) and xj the corresponding spatial coordinate, and Pijk is an 
element of the piezoelectric tensor. The scattering rate corresponding to (2.31) can then 
be obtained by replacing E12 by e2 I G(Q) 12 /Q2, where: 
G(Q) QjQk 4 Pijk- (5.2) 
ijk Q2 
Here ýj is the jth component of the polarization vector, with wavevector Q and component 
Qjj and r. is the permittivity. The mode index is left as understood and hence I G(Q) 12 
is required for each mode. Whereas for the deformation potential alone, only the longi- 
tudinal mode couples to electrons in GaAs, there are now four contributions to the total 
scattering rate. However, translational and rotational symmetry (Zawadzki 1982) requires 
that P123 ` P132 := P213 ` P231 ` P312 ý P321 =_ h14 (the piezoelectric potential coupling 
constant, analogous to Ej) and all other Pijk = 0. Inversion symmetry in materials like Si 
requires that h14 is also zero. Hence there is a piezoelectric scattering contribution to S. 
in GaAs, but not in Si. Using the above simplifications the scattering rate is obtained by 
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replacing Elf with (h14e/m, )2A(Q), where: 
A(Q) =4 j6Q2Q3 + Q162Q3 + QlQ263 }2 /Q4, (5.3) 
and is calculated separately for the longitudinal (L) and transverse (T) phonon modes. For 
the L mode ý is simply Q/Q and on averaging over q. and qy (where Q1 i Q2) Q3 : --: qx i qy) qz) 
to reflect the symmetry of the 2DEG plane: 
24 2Q6 AL(Q) = 9q,, q / (5.4) 
For the T modes a sensible choice is to take one mode to have ý in the 2DEG plane. The 
result for the sum of the two T modes is then: 
ATOQ) = (8q 2q4+ qG)12Q6, (5.5) z 
These last two expressions agree with those of Price (1981). The mode types are treated 
separately because they have different sound speeds (see Table 2.1). 
Results of screened calculations of S. both with and without accounting for this scat- 
tering mechanism are illustrated in Figure 5.1 for the parameter values of Lyo (1988) (with 
n=1.78 x 1015M-2) . For T <1K the piezoelectric contribution is clearly dominant and for 
T=5-10K it constitutes about 30% of the total. This goes some way towards explaining 
the underestimate of the measured values which is apparent in Figure 4.3. The relative 
importance of the different mechanisms is, however, very sensitive to the magnitude of the 
specimen parameters such as El, as discussed in Section 5.5. 
5.3 Further approximations. 
In his calculations Lyo (1988) also makes some approximations which make the final eval- 
uation more convenient and easier to interpret. However, on close examination the author 
finds that important discrepancies axe thereby introduced. A "Comment" was submitted 
to "The Physical Review", where the results are reported, to this effect but was withdrawn 
when Lyo proposed to publish an "Errata" with an acknowledgement. Some discussion 
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Plot of -S. 9 against T for the data of Lyo (1988) to show the contribution 
to the total 'drag thermopower from the piezoelectric scattering mechanism 
1.78 x 1015M-2) 
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of these discrepancies (and of the importance of the other extensions to the calculations 
which follow in the remaining sections) has been published by the author (Smith and 
Butcher 1989b). Most significant is an additional approximation for the product of state 
occupancy factors (see equations (2.69) and (2.71)). At very low temperatures the energy 
and momentum conservation conditions discussed in Section 2.6 prevent all but the small- 
est wavevector phonons from contributing to Sg. The approximation of elastic scattering 
then becomes valid because the electron energy at ef changes little when it absorbs a 
phonon of energy hwQ, as hwQ < -f. Thence hwQ can be dropped from the Dirac delta 
function in the expression for the transition rate (see equation 2.31). Lyo goes further and 
takes hwq < KBT to simplify the prefactor W(Q) of the delta function in (2.71), to KBT. 
However, even at 10K, hwqlKBT at Q= 2kf is about 0.8 and the effect of the elastic 
approximation is to underestimate Sg by about 50% as illustrated in Figure 5.2. This goes 
unnoticed in Lyo's final results, however, because an unnecessary factor of two "for spin" 
is introduced in error. Moreover, the correction varies with the temperature through the 
changing phonon (wavevector) population and thus the temperature dependence of S. is 
also a little misrepresented. 
The elastic approximation itself, is not so seriously in error but hwQlcf is still about 
0.1 for the same data and leads to an underestimate of about 10% as shown in the Figure. 
The advantage of the approximation is that the necessary integrals are greatly simpli- 
fied. For example, the expression (2.72) for the unscreened longitudinal acoustic phonon 
deformation potential contribution to S. becomes: 
-Lm 
2 vE 2 2k q2Q2 I Zjj(q, ý) 
12 
dq dq;, (5.6) 
2(2r)3KET2n ephk, 2 
S9 JO"OJO I 
sinh 2 (., /2) 
rl 
- (ql2kf) 
The field of integration of Figure 2.1 is now defined more simply and a(Q) is replaced by 
(ql2kf) in the denominator. By absorbing a phonon the electrons now only change their 
momentum. The momentum transferred, and the scattering rate, rise as q approaches 2kf 
where the integrand diverges. Contributions to the integrand from around q= 2kf are 
most significant then. This is discussed further in the next section. The divergence in 
the inelastic case is shifted from 2kf and is that which is broadened out by Cantrell and 
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Figure 5.2: The effect of further approximations. 
0.2 




Plot of -S. against T corresponding to Figure 5.1 to show the effect of 
dropping hwQ from the delta function (Al) and assuming hwq < KBT in 
the prefactor W(Q), (A2). 
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Figure 5.3: Factors in the simplified S. 9 integrand. 
(a) [I - (q/2kf)2]-1/2 (b)P(Q) 
q 
2kf 2kf 
The resultant integrand can be considered as composed of two factors which 
depend differently upon q. 
Butcher in II. 
For the Si case the aforementioned appro)dmations can be more severe. At Q= 2ky the 
quantities hwqlKBT and hwqlej are given by 2hv. (2xn/g,, )1/2 IKBT and 4m(g,, /2rn)1/2. 
For the same n and v,, then, hwqlKBT is smaller by 0.7, and hwQlcf is bigger by about 
0.7 times the ratio of the effective masses 0.2/0.07; ie a factor of 2. Thus inelasticity is 
more important for given n in Si, and, although hwqlKBT is smaller, n can be larger and 
hence both approximations are better left unmade. 
5.4 The "dominant" phonon wavevector. 
Interpretation of S. results is made easier by considering the "dominant" value q of the 2D 
wavevector component q at a given T. Consider the simplest unscreened degenerate case of 
the phonon-drag of electrons by longitudinal phonons via deformation potential coupling 
which is described by (5.6). As described for the inelastic case in II, the integrand can be 
separated into two factors but the simpler elastic case is better suited to interpretation. 
The two factors have the approximate form illustrated in Figure 5.3. The first, [1 - 
(q/2kf)2j-1/2, arises from the scattering rate, depends upon n and provides the wavevector 
cut-off at 2kf. The second, P(Q) say, depends only upon the phonon wavevector and 
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distribution at given T. Consider their product at given n. At very low T the peak in 
P(q) lies well below 2kf and the cut-off factor goes unnoticed because its value is not 
much greater than unity. At higher T the peak in P(Q) moves to larger q and the product 
is enhanced much more by the other factor. The initial behaviour of S. can therefore be 
expected as an increasingly strong rise in temperature. When the peak in P(Q) moves 
to above 2kf, however, only that part below 2k contributes to which consequently f S91 
rises less quickly. The position at which the dominant value of q in P(Q) is around 2ky 
can therefore be expected to provide the greatest enhancement of Sg and may be assumed 
responsible for the peak in -SgIT3 noted in Si. 
To verify this assumption P(Q) can be considered as a weighting function and used to 
calculate a "dominant", or representative value, of q at a given T by taldng: 
qP(q) dq 
= 
2KBT. fo' x5 sinh 2x dx (5.7) 
P(q) dq hV f 00 X4 2 0 sinh x dx .51 
For convenience q, is taken as zero here, so that Q == q and I Zil(q,, ) 12= 1. Referring to 
standard integral tables (Gradshteyn and Ryzhik 1980) the value of q is 5KBTlhv, (to 
within about 4%) and is in agreement with the value used by Gusev et al (1984). Screening 
increases q above this value by reducing the contribution to P(Q) from small q. Thus: 
q ý: 5KBTlhvs (5-8) 
The equality is approached at low n, where screening is less important, and at higher T, 
where the contribution to P(q) from larger q is more dominant. The location, T= TP, of 
peaks in -SgIT3 is then determined by the condition q= 2ky and, assuming the equality, 
values of Tp can be compared with the measured location of the peak Tm. Example results 
axe illustrated in Table 5.1 for more complete MOSFET data (Gallagher et al 1988) than 
given previously (Gallagher et al 1987), for a range of n. The close agreement between 
Tp and TM appears to confirm the given explanation of the peaks in -SgIT 3 values in Si. 
Peaks would also be predicted by the above for the GaAs results but the interpretation 





12.7 4.5 4.2 
6.9 3.3 3.3 
4.0 2.5 2.6 
Table 5.1: Positions of the peak in -SIT3 in a Si MOSFET. 
The quantity q is affected by changes to S. which alter the q dependence of the 
Sg integrand, such as the approximations already discussed. Inelasticity allows phonons 
with q> 2kf to drag electrons by shifting the cut-off to a higher q. At sufficient T, 
then, inelasticity becomes important as q exceeds 2kf and the contribution from larger 
wavevector phonons is weighted by an increasing phonon population. The background 
value of T thence determines the influence of inelasticity through the value of q. This 
observation can be compared with the situation arising in ballistic phonon absorption and 
emission experiments such as the phonon-drag imaging experiment of Karl et al (1988), 
(see also Hensel et al 1983, Rothenfusser 1986 and Kent et al 1988) in which there is no 
temperature gradient, and hence no net phonon momentum flux, prior to phonon injection. 
If the phonon momentum pulse is characterized by a representative q, then inelastic effects 
are small if q< 2ky and the situation is analogous to an Sg measurement at very low T (< 
1K, say). Furthermore, the observation of the dominance of the piezoelectric mechanism 
by Karl et al, using phonon frequencies of about 120GHz and n=6x 1015M-2 is to be 
expected as ql2kf ; z_- 4x 10-4. 
The latter experiment is of particular interest and relevence here. Phonon-drag is 
produced by a phonon pulse generated at the back of a GaAs/GaAlAs heterojunction 
specimen using a laser targeted upon an Al coating. With the specimen held at 1.2K the 
phonon energies are characteristic of the superconducting gap of Al (T, =2K). The phonon 
pulse arrives ballistically at a small region of 2DEG in the form of a bridge between larger 
contact areas produced by selective etching. The thermoelectric voltage generated be- 
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tween the contacts is then a sensitive function of the incident phonon flux, the absorption 
mechanism and the phonon focussing (see Bron 1985). There is no need to account for 
electron diffusion as the specimen is isothermal. An image of the "drag" is created by 
shading points representing the crystal trajectory, according to the sign and magnitude 
of the thermoelectric voltage. Focussing of the phonon group velocities Y. into certain 
preferred directions is a consequence of the non-spherical "slowness-surface" in real sys- 
tems. This is the constant frequency surface in k-space, to which v. is perpendicular. 
Concave regions on the surface naturally channel phonons towards certain directions more 
than others. Thus focussing is important in interpreting the phonon-drag images which 
are different for the different absorption mechanisms. 
In the calculations of S. the slowness surface has been assumed spherical. It may 
be interesting then to investigate whether focussing has an affect upon the phonon-drag 
thermopower. 
5.5 Comparing with experiment. 
The comparison between calculated values of S. and the experimental data is now worth 
examining more closely because the agreement is much closer than before. A simple 
example is the need to subtract Sd from the measured S. This contribution has been 
estimated (see, for example, Nicholas 1985, Fletcher et al 1986, Lyo 1988) by using the 
Mott formula (see, for example, Blatt 1968) in the form: 





This formula gives the KBTIEf dependence predicted by the simple arguments of Section 
1.5 and the magnitude is determined by the energy dependence of the electron relaxation 
time in the neighbourhood of Ef, which is assumed to follow: 
, r(E) = -r,, EP. (5.10) 
For the heterojunction Lyo (1988) takes the approximate value p=1 suggested by Fletcher 
et al (1986). The explicit calculation of r(c) by Kundu et al (1987) supports this estimate 
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but these authors also remark that a more refined calculation is needed to properly describe 
, r(c). Gallagher et al (1987) suggests a value of about -1 for their MOSFET data to account 
for the absence of a linear T dependence in S at the lowest temperature investigated. They 
suggest that screened ionized impurity scattering may be responsible for such a negative 
value but the calculations of Stern (1980) show surface roughness scattering to be a likely 
candidate. 
The value of p is clearly important because, with p=1, Sd constitutes about 10-20% 
or more of the measured S. For the data of Fletcher et al, for example, the value of Sd for 
n=1.78 X 1015M-2 is 24% of the total at 10K. For Si the corresponding contribution is 
greater due to the smaller Fermi energy resulting from the increased effective mass and the 
valley degeneracy. However, such estimates are only approximate because the accuracy 
of (5.9) is limited both by (5.10) and the assumption of pure two-dimensionality. On 
this basis the accuracy with which S. can be compared with experiment should not be 
exaggerated. In the results which follow later in the chapter plots are given for a variety 
of p values. 
For the Si case Gallagher et al also provide plots of S-1 against n for a range of T. These 
plots are linear in n and intercept the n-axis at the same value, nMIT -` 1.2 x 1015M-2 I 
which is interpretted as the transition value between strongly and weakly localized electron 
states (see, for example, Kramer et al 1985, Nagaoka and Fukyama 1981). Conduction 
by "free electrons" is considered to occur only when n exceeds this minimum. The free 
electron density to be used in the MOSFET calculations of S., then, is n7f,,,,, =n- nMI7, 
and is assumed hereafter. The results for S. are consequently raised and the positions of 
peaks in -SIT3 move to lower T as shown in Figure 5.4. This behaviour follows from 
the 1/n depýndence of S. in (2.15) and because as the electron density falls the condition 
q= 2ky is satisfied earlier. The problem of the shift in the peak value observed in Section 
4.6 is thereby partially solved. 
Lyo takes a different set of parameter values in his calculations than those used in 
11. Most significant is the value for El taken as 9.3eV (instead of 8. OeV) because the 
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Figure 5.4: The effect of using nf,,,, in the MOSFET calculations. 
2-0- 






Plot of -S., IT3 against T for the data of Gallagher et al (1988) for n= 14.1(13 
), 8.35(o), and 4.90(6) X1015M-2 compared to the calculated values using 
n(solid) and nf,,, (chain). 
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deformation potential contribution to S. is proportional to E12. The difference in these 
values represents a 26% increase in E2 and accounts for a large fraction of the difference 
between theory and experiment. The precise value to be taken is the subject of some debate 
(see, for example, Manion et al 1987 and references therein, and likewise for Nolte et al 
1987). The values quoted range from 7eV (for bulk GaAs) to 16eV. (Manion et al). The 
accuracy of these measurements are complicated by the degree to which the deformation 
potential mechanism of scattering is isolated and that to which the comparison can be 
made with the corresponding theory. Care is necessary, for example, in the account taken 
for screening, the electron confinement and the presence of other scattering mechanisms. 
The corresponding values in Si for ---. and Ed appear to be more certain (Ando et al 1982) 
and in Smith and Butcher (1989a) and the calculations which follow the commonly used 
values of 9.0 and -6. OeV are adopted. The other parameter values taken are given in Table 
2.1. The phonon velocities are obtained from the standard reference (Landolt Bornstein, 
New Series 1982) and are averaged over the phonon modes of appropriate propagation and 
displacement directions. 
The value taken for the phonon mean free path L deserves consideration because it 
appears in the Sg expression (2.72) as a prefactor and is assumed constant. The kinetic 
formula for the thermal conductivity n is commonly used with the asymptotically exact 
expression for the low temperature (harmonic) specific heat (see, for example, Ashcroft 
and Mermin 1981) to yield: 
15h3 C2M L- 
27r2KB4 * T3 
(5.11) 
Here 1/C3 is the average inverse cube speed of sound for the three acoustic modes. The 
value of L is thence obtained from the measurement of n(T), which gives a constant L 
when K oc V. Lyo, for example, uses the value 0.30mm for the data of Fletcher et al, 
obtained at 3K. However, the values 0.2,0.2,0.1 and 0.07mm can also be obtained, for 
example, at T= 2,5,7, and 10K respectively. The T3 dependence is clearly, not followed 
and the value of L to be used in the calculations is correspondingly uncertain. A similar 
problem arises with the data of Fletcher et al (1988a) but Ruf et a] (1988) find a much 
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closer T3 dependence and a more consistent value of L, results (0.12mm). For other cases 
it remains uncertain whether L can be assumed to be constant. For the MOSFET data a 
value constant over the experimental range is recorded to within about 10% (Gallagher, 
private communication). 
5.6 Energy dependence of T(E(k)). 
In addition to determining the value of Sd, -r(E) can also be seen to influence Sg. Consider 
the factor arising in the general Sg expression of section 2.4 for the difference of -r(k)v(k) 
for the electron states k and k+q, in the quantum limit. This factor has been evaluated 
previously (Smith and Butcher 1989a, Lyo 1988) according to the approximation discussed 
in Section 2.6, whereby r is assumed to be a function of E(k) alone and is evaluated at Ef 
due to the peak in f (c(k))[1 -f (E(k + q))]. Using the conservation conditions, then,: 
, r(k + q)v(k + q) -, r(k)v(k) = -r(ef + hwq)v(k + q) -, r(cf)v(k) (5.12) 
and is simplified further (as in II) to -hqr(cf)/m. The latter is exact when r(c(k)) is 
constant and for the elastic case in which e(k + q) = e(k). It is a good approximation 
when r(E) varies slowly near cf and when hwq < cf. However, for the heterojunction 
case already discussed hwQlEf is about 0.1 at Q= 2ky and with p of (5.10) non-zero, it is 
unclear whether the approximation is valid. 









is obtained, which should be introduced under the integral sign in the expression for 
Sg. The factor is unity for the elastic case, when p=0 or when hwq < ef; but, for 
n=2x 1015M-2 in GaAs the correction at q= 2ky and q, =0 amounts to 5.5% for p=1 
and 11% for P=2. The corresponding corrections in Si are 23% and 46%. They are 
larger due to the smaller value of ef for the same n (already discussed). The temperature 
dependence of Sg is affected as q and the mean value of hwQ increase with T. A negative 
105 
value of p, however, due to surface roughness scattering in Si, for example, gives a reduction 
rather than an increase in Sg. The effect of taking different values for p is illustrated in 
Figures 5.6 to 5.8. 
5.7 Temperature dependent screening. 
Temperature dependence enters screening in the RPA through the polarizability H(Q). 
This has been evaluated at T=0 (Smith and Butcher 1989a, Lyo 1988) by taking the 
zero temperature value of the Fermi function fo(, -(k), ef) and obtaining flo(q), say, which 
is the result of Stern (1967). At higher temperatures the procedure of Maldague (1978) 
can be adopted in which it is noted that the finite T value of the Fermi function can be 
written as: 
f(e, ef) =1 





Using this expression explicitly in (4.40) for H(Q) and transforming the sum over wavevec- 
tors k to an integral, but performing the integrals over k and A (in the above) in reverse 
order, 
11 H(q, 
H(q) =- H(q, cf, T) =- 








e-cf IKBT +1- 
lo 
cosh a(X2 - b) 
, 
in which a= h2q'/16mKBT and b=1- (2kf/q)2. An example result is illustrated in 
Figure 5.5a (for n=2x 1015M-2 in GaAs). 
The effect on the polarizability at 10K is a reduction of about 20% at q= 2ky. This 
might be expected to have a correspondingly large effect upon S. but E -2 (q) at 2ky in- 
creases by just 6% and S. by 3%. This follows because E-2 (q) depends more weakly on 
the polarizability and because a range of wavevectors q contribute to S.. Furthermore the 
value q= 2ky is the value for which the effect of finite temperature is greatest. Away from 
2kf the change in the polarizability is much less. For q> 2ky the polarizability is slightly 
increased whereas below it is decreased, thus the resultant effect upon Sg depends upon 
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Plots of II(q)/11,, (q) against q for n=2x 1015M-2 in (a)GaAs and (b)Si 
for a range of temperatures T. 
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ý. Hence, for low T, q< 2kf and KBTlef is reduced so that H(q) approaches Ilo(q). 
Hence the 3% change seen at 10K is doubly reduced. In the reported results of Fletcher 
et al (1988) and Ruf et al (1988a) the value of ef is larger due to higher n. Consequently 
KBTlef is reduced and the effect of finite T on the screening even smaller. 
For Si the large value of KBTIEf for given n and T makes the correction more im- 
portant as illustrated in Figure 5.5b for the same electron density as in Figure 5.5a. The 
large difference between the materials is apparent and the corresponding effect on Sg at 
10K is a decrease of 39%. This large change results because q> 2kf and here H(Q) is 
increased considerably whereas in GaAs the effect goes unnoticed. At the higher densities 
of Gallagher et al (1988) in the range 3.5 to 12.7x 1015M-2 however, this non-degeneracy 
is much less important. The resulting change at n=6.9 and 12.7 (x1015M-2) is < 1% 
but the effect increases quickly with T/n. Hence for n=3.5 X 1015 M-2 and T= 7K 
the change in Sg amounts to 6%. For such low densities temperature dependence in the 
screening is important but is negligible at higher n and is relatively unimportant in the 
experimental data. 
5.8 Non-degeneracy. 
Non-degeneracy also affects the approximation (2.69) for the product of state occupancy 
factors in the transition rate, in addition to the screening. As KBTlcf increases, the 
product becomes less like a delta function at cf. Hence, to properly account for S. at 
higher temperatures or low n the effect of non-degeneracy in the calculations should be 
examined by relaidng the approximation. The sum over k in equation (2.67) can no longer 
be transformed to an integral which can be performed analytically, with the loss of the 
Dirac delta 6(c - cf). This represents a significant complication. Retaining the explicit 
form of the Fermi function: 
Ef (c(k)) [1 -f (c(k + q))] 6 
(--(k + q) - e(k) - hwq) 
k 
A(2M)3/2 oo 
f (U2 +, y) 1_f (U2 + -y + hwq) du (27r)2h 3q 011 
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is obtained where y= (hwq - Ce)2/4a, with a= (qlk-f)26f, and is evaluated numerically. 
The evaluation of S. in the final formula (2.72) is therefore, in effect, a 3D integral or 
higher (see (3.16)). 
The effect upon S. values for the data of Fletcher et al (1986,1988a) and Ruf et al 
(1988a) for which n=1.78 - 3.3 X 1015M-2 is a decrease of up to 8% for the largest value 
of KBTIEf, at 10K. For the largest n the decrease at 10K is 5.7%. At these temperatures 
then, non-degeneracy is relatively unimportant in GaAs compared to the uncertainties in 
El and L. For the MOSFET however, the effect is much larger due to the smaller Fermi 
energy for given n in Si. At T= 7K, for example, -S_, is reduced by between 30 and 40% 
over n=3.5 to 12.7 X 10ISM-2. At T= 3K the corresponding reductions are between 
14 and 50%. Hence this non-degeneracy effect is a most important consideration in the 
interpretation of the MOSFET data and its neglect in the preceding calculations represents 
a large overestimate. 
5.9 Discussion of final results. 
Calculations of S. for the three most recent measurements of S in a GaAS/GaAlAs hetero- 
junction already cited, have been performed and compared with the experimental data. 
The results are illustrated in Figure 5.6. The uncertainties in L, B, and -T(c(k)) are 
avoided by presenting results fitted to the data in the middle of the temperature range 
by varying L for different values of B, (when it is uncertain that L is constant). The 
corrections previously discussed are included and the parameter values taken as in Table 
2.1. In this way the value E, =16. OeV is found to be the most favoured because the 
fit-values of L for the data of Ruf et al (1988a) are then 0.162,0.149 and 0.138 (mm) for 
p=0,1 and 2 respectively. These should be compared with the value 0.124mm determined 
from rc(T) and the values obtained when E, =9.3eV, which are three times larger. (The 
constant value L=0.124 mm is used in the Figure). For the data of Fletcher et al (1986) 
E, =9.3eV gives L =0.28 mm. This is very close to the value 0.30 mm used by Lyo, (1988). 
Taking El =16. OeV gives L =0.10 mm which is much smaller but remains within the range 
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Figure 5.6: Full calculations of S. for three GaAs/GaAlAs heterojunctions. 


















Plots of full calculations of -S_, against T (solid) compared to the data 
(chain) of. (a)Ruf et al (1988a), (b)Fletcher et al (1986) and (c)Fletcher et 
al (1988a). The data is corrected for Sd and the theory for 7-(c) using the 
values of p as indicated. 
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T(K) 
discussed in Section 5.5. Similarly, a fit value of about 0.60 mm is obtained for the data 
of Fletcher et al (1988a) and should be compared with the value 0.42 mrn for L-. of the 
sample. 
The quaJitative agreement between the calculated and measured curves is very good. 
The measured values corrected for Sd, using the corresponding value of p in (5.9), are 
used in the Figures. For comparison, the same fit value of L (at p= 0) is used in 
the calculations at different p. This shows up clearly the importance of the correction 
for r(, -(k)) discussed in Section 5.6. Although an exact quantitative comparison is not 
justified, for the aforementioned reasons, the level of comparison is very close, with the fit 
values of L taking the expected size. In the case of Ruf et al (1988a) the difference at p=2 
between the calculated and "measured" curves is about 20% or less. This difference could 
easily be accomodated by small changes in p, L and/or El. Not much significance should 
be attached to the exact fit-values or apparent agreement in the other cases, though, 
because naV is not followed. 
The indication, then, is clearly that El should be taken at the high end of the range 
7.0-16. OeV for the heterojunction and that the value of p requires further investigation. 
That a simple scaling of the calculated results for the latter two cases would not fit the 
calculated values to the data, is to be expected for a value of L which is not constant. A 
varying value of p would have a similar effect but, as shown in the diagram, is unlikely to 
make a significant difference as the effect is smaller. Finally, some sensitivity to the value 
of the effective mass m should be noted. Taking the more approximate value of 0.07m, 
(used by Lyo) rather than the 0.067 m, (used in the Figures) leads to an underestimate of 
Sg by about 7%. This sensitivity is perhaps not surprising because m affects ef and 2ky 
and the value of most of the corrections discussed in addition. 
Results for the MOSFET are illustrated in Figures 5.7 and 5.8 for a range of n from 
the data of Gallagher et al (1988). The Figures show that the agreement with the 
calculated values is particularly good in the peaks in -SIT3 at high n. For simplicity the 
experimental curves are shown only for the uncorrected S data. It is evident that the value 
ill 






Plots of full calculations of -S, against T (solid) compared to the data 
(chain) of GaMagher et al (1988) for n= (a)3.5, (b)6.9 and (c)12.7XjOlSM-2 





















Plots of full calculations of -SIT3 against T corresponding to Figure 5.7 
with the theory curves corrected for r(c) using the values of p as indicated. 
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of p is more important here than for the heterojunction (the non-degeneracy in the results 
is greater). Although a direct compaxison is made difficult without knowledge of p, which 
may vary (Stern 1980), the Figures show that the calculations are underestimating the 
thermopower, increasingly, at higher T. Most interesting, perhaps, is the crossover in the 
-S., (T) curves at about 4K apparent in Figure 5.7 but which is not seen in the measured 
values of S. Thus, at T >5K S. increases with n whereas for T <3K the behaviour is 
the opposite. This may be an inevitable consequence of the present theory. Consider the 
simple model using q discussed in Section 5.4. At very low Tq lies below 2kf for all n. 
For the smallest n however, q lies closest to 2ky and thus the rate of increase of -S, (T) is 
the greatest. The initial n-1 dependence (Section 2.2) may be modified, though, at higher 
T. Here q> 2ky. For low n, S. now increases much more slowly. For large n, q remains 
below 2kf for longer (higher T) and hence S. can continue to rise quickly. This mechanism 
could, then, allow the curve for high n to cross that for low n as in the Figure. 
It should be noted that all similar formulae for S. will also be separable into two 
factors like those described in Section 5.4, because P(q) arises from features such as the 
phonon distribution function whilst the other arises from the conservation conditions in the 
transition rate. Consequently the crossover behaviour observed may be a true reflection of 
the behaviour of Sg unless the theory has overlooked some further features. The inclusion 
of both temperature dependence in the screening and non-degeneracy has resulted in 
decreases in S. of about 40%, for low n, compared to the more approximate results. 
Accounting for both leads to a significant departure from the excellent agreement obtained 
previously (Smith and Butcher 1989a) but perhaps this should be expected becaus e here it 
was assumed (Gallagher et al 1987) that the contribution to S (with which the calculations 
were compared) from Sd was absent or negligible. If there are no additional features to be 
accounted for, then, a more significant contribution from Sd may provide the explanation. 
With p1 in (5.9), for example, Sd at 6.5 K is 432 (240) uVk-1 for n =3.5(12.7) 
X 1015, M-2 which represents 33(16.5)% of the measured S. Furthermore, such a value of 
p gives rise to a large correction to the calculated Sg and changes the slope of -S, (T), 
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because the correction factor A(Q) is the most different from unity when KBTlef (ie 
oc T/n) is large. Thus for p=1 the crossover is exaggerated but for p>2 the crossover 
begins to unravel because, although the -Sg(T) curves rise for all n, the increase is 
greater for the lowest n. For p=1, for example, at T =7K, -S. is increased by 35(13)% 
for n=3.5(12.7) X 1015M-2. Clearly then, a close description of the thermopower may 
only be achieved when Sd and r(c(k)) are more closely described. 
115 
Chapter 6 
Conclusions and suggestions. 
6.1 Introduction to the chapter. 
The objective of the work described here ha-s been to improve the understanding of phonon- 
drag in quasi-2D systems, and to examine the validity of the existing formalism used to 
describe it. In achieving these aims some interesting questions have arisen. In this Chapter 
the final conclusions are presented, some outstanding problems are discussed and some 
suggestions are made for their solution. Finally some prospects for further developments 
in the field are indicated. 
6.2 Conclusions. 
It is clear from Chapters 1 and 2 that the physics of thermoPower in LDS shows many 
interesting features. The sign change as -f passes subband minima and the enhanced 
coupling of the electron and phonon systems in quasi-2D are just two pertinent examples. 
Important implications for device technology and stimulating new areas of physics research 
are provided by new structures designed to enhance particular phenomenon in experiments. 
Interactions between systems of different dimensionality (between quasi-2D electrons and 
3D phonons, for example) adds further interest. 
Phonon-drag thermopower has been shown here to be sensitive to : the electron-phonon 
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coupling, screening, m,, r(e(k)) and the degeneracy level. It is a mutual phenomenon which 
can be considered from either the viewpoint of electrons dragging phonons or the opposite 
process. In general both processes occur and the equations describing the perturbed 
distribution functions of the two populations are coupled. Simple models help to shed 
much light on the physics. The existing "metallic" and "Herring" formulae are not really in 
conflict but are most helpful in different regimes. They may be understood by introducing 
the phonon drift velocity and the idea of "saturation". The 1/n dependence of S. 9 observed 
in a MOSPET, for example, is due to the absence of the saturation effect which occurs 
in 3D metallic conduction. Here the behaviour Sg oc T31NV is predicted but for non- 
degenerate statistics S. is independent of NV in 3D. In quasi-2D the underlying behaviour 
remains as LT3/n (where L is the phonon mean free path) but is modified according 
to the rate of momentum transfer between the electron and phonon systems. This is 
confirmed by the more complete calculations (see, for example, Section 5.4). The fraction 
of momentum which is exchanged a(Q) (introduced by Guenault (1971)) is consequently 
of central importance in addition to the quantities L and q (Zavaritsky 1984). 
The quantity hq is a measure of the dominant value of the phonon momentum com- 
ponent hq which can be transferred to electrons. It (q) explains features in ballistic 
phonon absorption experiments in addition to much of the behaviour of Sg. The condition 
q= 2kf, for example, allows more phonons to scatter electrons at a given n and gives rise 
to the peak in -SgIT 3. Hence the simple temperature dependence S(T) = aT + bT 3 is 
approximately correct but is too naive and neglects some more interesting structure. 
The desire to understand S in the extreme quantum limit (large magnetic field (B) and 
low temperature) is one source of the interest in similar measurements of S at B=0. Such 
temperatures (around 4K, say) reduce the masking of sharp features by thermal broadening 
and simplify calculations considerably. In the calculations of S. in H (for T up to 10K) full 
advantage is taken of the quantum limit and boundary scattering assumptions. Hence L 
is taken as constant, the electron distribution as degenerate, higher subbands are ignored 
and complications like screening are neglected. The assumptions of quasi-21) free electron 
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states and Debye phonons also prove to be helpful. Many corrections and improvements 
have been made here and it is clear that the formalism now provides a close description 
of the physics. Screening, for example, is very important and can be accounted for in the 
RPA by calculating a dielectric function in the SSA using the same quasi-2D states. MSS 
effects have been explored and an effective MSS dielectric function has been defined but 
in the systems of interest MSS effects are not important. For larger n, wider channels or 
higher T this is no longer true. 
Although other influences upon Sg have been explored, screening is the single most 
important feature which is missing from II. Some of the large overestimate of S. reported 
there is now understood to arise from inaccurate numerical integration, but taken with 
more careful evaluation, the inclusion of screening provides a much closer description 
of Sg. The overestimate by a factor of 40 is thereby reduced to a difference of tens of 
percent (Smith and Butcher 1989a). Consequently an investigation in finer detail has 
been justified. Further simplification of the formulae, such as gained by assuming elastic 
scattering, does aid understanding and allows a convenient definition of q to be made 
(see section 5.4). However, inaccuracies of 10-20% in S. are thereby introduced in the 
experimental regime, which indicates the scale of the importance of inelastic effects. 
The dependence of S. upon the channel width b has explained the apparent enhance- 
ment of Sg in quasi-2D. The increase in -S. as the 2D limit (6 --+ 0) is approached is a 
consequence of losing the transverse momentum conservation condition but -Sg still re- 
mains limited by the requirement to conserve energy and the 2D momentum component. 
For wide channels the more general multi-subband formula of I should be applied because 
the quantum limit is lost. Hence the 3D limit of Sg (b -+ co) cannot be explored by the 
formulae used here. The electron confinement has been described more closely than in II 
by using variational envelope functions. These follow the variation with n and allow an 
equivalent ISW width (5) to be estimated.. The constant values used in II were a large 
underestimate for both the GaAs (heteroj unction) and Si (MOSFET) cases. Improvements 
made by using more accurate treatments are unlikely to be important compared to other 
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uncertainties, in El or -r(c), for example, because S. depends rather weakly on the exact 
form of 01(z). 
It has been interesting to compare the calculations in the two materials GaAs and Si 
because, until now, the influence of the structure used in the measurement was insignificant 
compared to the difference in material parameters. The piezoelectric mechanism of acous- 
tic phonon scattering, for example, is an important consideration in GaAs but is absent in 
Si. The prediction of peaks in -SgIT3 is complicated in GaAs because the two coupling 
mechanisms, and hence the S. integrand, depend differently upon the phonon wavevector. 
Furthermore, the different values of m and the valley degeneracy in Si result in a much 
smaller value for cy for given n, than in GaAs. This is most significant for many of the 
corrections which have been made because conduction at low T is obviously dominated 
by the behaviour of electrons with e(k) around cf. The importance of non-degeneracy 
in the scattering rate and the T dependence in the screening, for example, increase with 
KBTlef. Both have been neglected in previous publications but it has been shown here 
that this can lead to overestimates of -Sg by 40% or more. (Smith and Butcher 1989b). 
The large effect of non-degeneracy in the polarizability which is apparent in Figure 5.5 
is not necessarily reflected in S.. This is a consequence of the variation of q with T and 
the resulting contribution to Sg which is made from phonons with wavevectors away from 
2kf, where the effect on the polarizability is greatest. 
6.3 Outstanding problems. 
In principle the inclusion of non-degeneracy in the scattering rate and the temperature 
dependence in the screening described here allows the calculation of Sg to higher temper- 
atures than were possible before. This would be of interest because the measurements of 
S by Fletcher et al (1986) for T up to 30K, for example, show broad maxima in S(T) at 
T =10 to 15K. The expectation is that Sg falls and the dominance of S by phonon-drag 
is increasingly lost to diffusion. However, this is most likely to be the result of increasing 
phonon scattering which reduces L below the boundary scattering limit. This limit is a 
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reasonable first approximation for T <10K but may already need correction (see Section 
5.5). The fit value (see Chapter 5) of L at T =5K of O. 1mm for the data of Fletcher et 
al (1986), for example, is already below the minimum specimen dimension of L =0.36nm. 
This is just one of the problems which axise in comparing the theory with the experimental 
data. Another is the uncertainty in material parameters such as El. This will be resolved 
by further measurement and investigation but to account for L(T) = v, 7-pp(Q) the detail 
of the phonon scattering must be considered. 
The most important problem in comparing theory and experiment is now the uncer- 
tainty in 7-(, -). The value of p used to estimate Sd (see (5.10) and (5.9)) is increasingly 
important as T increases because of the growing contribution which Sd makes to S. Its 
importance has been shown to be significant even over the range MOK. Calculation of 
-r(c) for T up to 30K to establish the value of p for the systems of interest as a function 
of n and accounting for surface roughness and ionized impurity scattering in a MOSFET, 
for example, is likely to prove very interesting. In addition, the correction to Sg for -r(E) 
(Section 5.6) introduces a dependence upon the dominant electron scattering mechanism 
into the phonon-drag whereas previously only the electron-phonon coupling mechanism 
was believed to be important. The corrections can be large and, for sufficiently large 
hwQlEf, a negative p can, in principle, change the sign of both Sd and A(Q), (see (5.9) and 
(5.13)). This is obviously difficult to reconcile with a net transfer of phonon momentum to 
electrons and may be prevented in practice because, when hwQ/cf is large, the linear ex- 
pansion of -r(Ef + hwq) about r(cf ) is not good enough. Nevertheless further investigation 
of 7-(E) and its effect upon Sd and S. will be worthwhile now that its extra significance 
has been demonstrated here. The effect of r(e) upon Sd near subband minima has been 
explored by Cantrell and Butcher (1985) and interesting results involving the sign change 
mentioned in Section 1.5 have been reported by Ruf et al (1988b), but the study of the 
effect of -r(E) upon S. is a new development. Another important problem in treating S. 
at higher T is the growing influence of higher subbands. Clearly MSS effects increasingly 
influence the screening but the possibility of intersubband scattering also requires more 
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subbands to be included in the Sg formula. The absorption of higher energy phonons at 
higher T can take electrons from one subband to another. These effects become more 
important as KBTI(E2 - Ef) increases. Thus, as with -r(c), Sg will increasingly reflect the 
physics of the structure, in addition to that of the quasi-2D confinement. The influence of 
the spacer layer, for example, and the form of the confining potential, which determines 
the subband structure, will be of great significance. 
For the present calculations the outstanding difficulty is the crossover in the Sg(T) 
curves for different n in a MOSPET (see Figure 5.7) but this is likely to be resolved by 
the calculation of r(c) and Sd. The agreement between the curves calculated for the 
heterojunction, and the peaks in -SgIT3 for the MOSFET, and the experimental data is 
very good indeed. Some of the agreement obtained using the corrections described in 
Chapter 5 is better than the published results (Lyo 1988, Smith and Butcher 1989a, b). 
Furthermore, the new data for the MOSFET (Gallagher et al 1988) shows much sharper 
peaks and at lower n than previously published (Gallagher et al 1987) which have moved 
closer to the theoretical values calculated here (compare Figures 2.3 and 5.8). The shift 
in the position of the peaks in -SgIT3 which was noted when screening was introduced 
into the MOSFET calculations, has been removed by using nf, e, and the other corrections. 
In conclusion it appears that, whilst there are still some outstanding difficulties (par- 
ticularly if the calculations are to be taken to higher T) when L(T) is accounted for and 
El and r(, -) are known with more certainty, the theoretical description of phonon-drag in 
quasi-21) will be extremely good. 
6.4 Prospects for further developments. 
To take the calculations of Sq in quasi-21) beyond the quantum limit and boundary scatter- 
ing regime it has been shown that r(c), and L(T) must be calculated and higher subband 
occupation accounted for. With the corrections and improvements introduced here the 
prospects for this development are most favourable because the necessary multi-subband 
formalism is provided in I. More detailed knowledge of the subband structure will be nec- 
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essary to compare these calculations with experimental data though, because the energy 
differences, -62 - 61 etc, determine the onset of intersubband scattering. The 2D --* 3D 
dimensionality crossover may then be explored and the results for Sg compared with the 
2D and 3D simple models. In addition, the approach of the 3D limit as 6 --+ oo should 
demonstrate the gradual recovery of the conservation requirement for the transverse mo- 
mentum component in an electron-phonon collision. The correction to Sg for r(c) is of 
particular interest in a widening channel due to the increasing role of the intersubband 
scattering. Features as strong as those predicted by Cantrell and Butcher (1985) in Sd are 
not likely because Sd is proportional to the derivative of r(c) but the possibility of some 
such structure is a new and interesting development. 
The same formalism (I and H) has been applied by Kubakaddi and Butcher (1989a) to 
the quasi-11) case by considering thin wires of various geometries. Their results for a thin 
cylindrical wire in GaAs show very similar features to that of quasi-2D, with comparable 
importance of screening and piezoelectric scattering. This is attributed to the dominance of 
Sg by the 3D character of the phonons. Kundu et al (1988) have performed corresponding 
ca, lculations of Sd. 
When the S. calculations are taken to higher temperatures some more interesting 
questions may be answered. It should be resolved, for example, whether the peaks in 
-S(T) observed by Fletcher et al (1986) are due to the increase in phonon collisions 
decreasing L or whether other phenomena, such as electron scattering, are reducing the 
drag. Whatever the explanation, the dominance changeover in S: Sd --+ Sg --+ Sd as T is 
raised, should be observed but Sd must be known more precisely. The calculation of 7-(E) 
will help in this respect but the validity of the 2D Mott formula (5.9) in widening channels 
will have to be examined. The onset of drag by optic phonons will become increasingly 
important as T is raised still further but should be accomodated by the same formalism, 
given suitable corrections for the new coupling mechanisms and dispersion relation. 
It is now clear that the thermopower measurements in the extreme quantum limit are 
complicated by the presence of a large contribution from phonon-drag. Observation of 
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accurate quantization of the peak maxima (see Chapter 1) is not possible then, unless S., 
is subtracted but the current formalism cannot be applied to the B 7ý 0 case. Some effort 
has been made in this direction (Karyagin et al 1988, Kubakaddi and Butcher 1989b, Lyo 
1989) and the results look promising but further work is necessary. Uncertainties in the 
parameters (such as El, for example) however, will not allow an accurate subtraction of 
S. from the data and such accurate quantization to be revealed. However, it would be a 
very exciting development if such studies of S. were able to show how the phonon-drag 
complication could be suppressed in experiments. 
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Appendix A 
Formulae for the Ando envelope 
function. 
The potential functions contributing to V(z) are: 
VOW = 
vo Z<O (A. 1) 
0z>0 
Ndep e2 XZ<0 
2e 
v"&P (Z) = -Nde2 Z 
(-L 
- 1) 0'-< Z< Zd * (A. 2) 2c Zd 
-Nd, p, e2 
2c 
(Z 
- Zd) Z> Zd 
_NDC2d2z Z< -(di + 
d2) 
2c 
V-, don(Z) N e2 2+ (2di + d2)Z + (di + d2 )2] 3 iy F, [Z -(di + 
d2) :5z< -di (A. 3) 
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ne2 2 B2 [. lz A- eaz) (6 + 4ß + ß2)] Z<0, t2a2 -ff 
where: 






The quantities VO (barrier height), di (spacer thickness), ND (net donor density in the 
doped region of GaAlAs z< -dj) and NA (net acceptor density in the GaAs) are specimen 
parameters. The width d2 follows from overall charge neutrality. The depletion width Zd 
is determined by refering to Figure 7. Hence the quantity V, is given from the difference 
between V(z) at plus and minus infinity and can be equated to the band gap EG in GaAs 
(about 1.52 eV). Strictly, corrections arise from the departures of EF from EC in the 
GaAlAs and E,, in the GaAs but these departures are typically << OJEG at 4K (see, for 
example, Landolt-Bornstein 1982). The equation to be solved for zd is then: 
NAJZ2 2d2 
EG d+ NDe (2di + d2) - VO - 
ne2 [A2 
_ 
B2 (6 + 4ß + ß2)] (A. 7) 2e 2e Eab 
Strictly, this equation requires a and b to be known but this is unnecessary in practice 
because the term involving a and b can be neglected. 
The quantity to be minimized is: 
E,, b =< T(z) >z +< Vo(z) >,, +< V&, (z) >, +<V. (z) >, +< V&p(z) >,, (A-8) 
where A, B and 6 are related to a and b through (3.27) to (3.29), with: 
h2 2 
_, 82) 
2 T(z) >, = - (B b(2,8 +2 -A a), 8m 
Vo(z) >,., = Vo A2, 
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Calculations of MSS quantities in 
an ISW. 
The multisubband polarizability II., A(q) is calculated in the quantum-limit directly from 
(4.40), which can be rewritten as: 





fA, k (B. 2) 
A -q, o 
E 
e(k) - e(k + q) - k 
and 
W2 (W) - 
2g, 
m -" 
fli, k+q (B. 3) ý-Tlý 01, , q- k E(k) - e(k+q) -w* 
Here e(k) is h2(k. k)/(2m) and w is Ej, - c, \ - i77 with ci the Zth subband energy. It can 
be observed that 7r2(w) = -7rl(-w) and ri(w) can be evaluated by transforming to an 
integral over k up to Ik J= kf in the quantum limit. Here f, \, k is zero for A>1 or A=1 
with Ik J> kf, and: 
irl(w) =1+ 
2mw 2 kf ) 2] 1/2 
+ 







which gives Sterns' result (4.48) for IIII(q). The sign is determined by taking expansions 
of f (, -(k + q)) and E(k + q) about f (c(k)) and -(k) in the limit q -+ 0. The result for 
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A=1 and ju >1 
is then: 
2 2M )2 ( f)11/21 -9V + 
2mE,, me k 
Hj,, j(q) = -y 
ML 
7V rh2 h2q2 h2 q2 q 
(B-5) 
where is c,, - el (ie measured from the ground subband energy). The quantity H,, \(q) 9 
is symmetrical in p and A and when both are greater than unity is zero when only the 
ground subband is occupied. The general result is given by Mori and Ando (1979). 
The form factor F,,, O,, \(q) is calculated from (4.38) using (4.45) for §(q, z, z) with: 
0, = (2/6) 1/2 sin(arz/b) : a=1,2,3... (B. 6) 
The general result can be written: 
F,,,, O.,,, \ (q) = F1 + F2 (B-7) 
where: 
2(1 - KI1K2)1(Ce) ß, W(P, 1, q)/52 (B. 8) 
and 
F2 = q(l + Kl/, K2) 
[G(p,, 
p) - G(pao)] 1b2 (B. 9) 
in which: 




P,, P = (a -, 6)rlb pap = (a +, 8)rlb 
(B. 11) 




l(a,, 8, q) = [I' (p,, p) -P (pctfl)) /2 (B. 13) 
and 
q1- cos(p,,, Ob)e-qb] /(P2 + q2) (B. 14) 
I 
alo 
For the matrix element <aI e"2--' 1,8 > the result is 
Mß(q, ) = 
ic 0*(z)e iq. Z Oß (z) dz= Mýß +i M«lß (q. ) 
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where both MR ý (qý, ) and M-1 (q,: ) are real and: ap ap 
MR 
a# 
(qz) : --: M2 Sin 
02 - MI Sin 01 
and 
M (q, ) (B. 17) , fl M2(1 - COS 






M2 =Iz 2) 8cp. 
6 -99 
and 
01 = (a - 6) 7r/b + qý, 6 02 = (ce + 6) 7r16 + qý 8. (B. 19) 
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