Abstract. It has been postulated that the decryption of micronuclear precursors of somatic genes in certain ciliate species occur by constrained reversals and block interchanges. Not all permutations are sortable by these constrained sorting operations. We find a linear time criterion for determining which permutations are sortable by constrained block interchanges. For permutations not sortable by constrained block interchanges we find a linear time criterion for determining which permutations are the final results of attempted sorting by constrained block interchanges. The corresponding theory for constrained reversals appears more complicated and we present partial results for this operation. The constrained sorting operations suggest natural two-player games. By a classical theorem of Zermelo these games are determined (some player has a winning strategy). We consider the decision problem of determining which player has a winning strategy in a specific instance of a game. For normal play and misere play games based on constrained block interchanges we give a complete linear time solution. For another class of games we give partial results for the constrained block interchange based games.
A repetition-free list of the first n positive integers is called a permutation of the numbers 1 through n. Rearranging such a permutation back into the canonical list 1, 2, · · · , n, is called sorting the original permutation. If a specified sorting operation successfully sorts a permutation, we say that the permutation is sortable by the specified operation. The mathematical study of permutation sorting has a long history. Popular sorting operations include transpositions [1] , block interchanges [2] and reversals [4] , [5] . For the versions of these sorting operations that have been studied in prior literature, all permutations are sortable. Typical questions address the efficiency with which a permutation can be sorted by these operations.
The emergence of genome sequencing revealed that the genomes of many species are related through such reversals and block interchanges. This fact is creating an arena of applications of mathematical findings and techniques that were developed in the study of permutation sorting. Conversely, observations of genome remodeling strategies occurring in nature are inspiring new mathematical problems regarding permutation sorting. Our paper is in the latter category.
In some species of ciliates, which are single celled organisms, certain permutation sorting operations occur routinely as part of developmental events [6] . The current mathematical model for this process postulates a context restricted version of reversal (denoted cdr, and defined later) and of block interchange (denoted cds and defined later) as the operations performing the necessary sorting [7] . Mathematical experimentation reveals that not every permutation is sortable by cdr and cds.
This raises the question of which permutations are so sortable. An efficiently applicable criterion that characterizes the such sortable permutations would provide a tool to test the current mathematical sorting model for ciliates: Should a permutation not meeting the criterion appear in ciliates, and be sorted during the developmental events, this would indicate a deficiency in the mathematical model. On the other hand, such a criterion may be a tool for classifying the sortable permutations in terms of complexity considerations, and thus shed light on why certain permutations occur more commonly than others in the extant organisms, and shed light on the evolutionary history of the ciliate sorting mechanism.
In this paper we give for cds an efficiently verifiable criterion that characterizes the set of permutations sortable by it -Theorem 2.5. For the permutations that are not sortable by cds For the sorting operation cdr we must consider signed permutations. Signed permutations, to be defined more precisely later, are obtained from permutations by changing the signs of some of the entries from positive to negative. We also derive an efficiently verifiable necessary condition for a signed permutation to be sortable by cdr -Theorem 3.8.
Some permutations can be sorted in several different ways. For some there are both successful and unsuccessful sorting strategies. This raises several questions, including: How is a successful sorting strategy identified efficiently? Among successful strategies, are some more efficient than others? Which permutations have both successful and unsuccessful sorting strategies? Our examination of these phenomena led to the definition of two-person combinatorial games that are of independent interest. We shall call the two players player ONE and player TWO. By a classical theorem of Zermelo [9] , our games are all determined (meaning that one of the two players has a winning strategy). We study the fundamental problem of finding an efficient characterization of the permutations for which player ONE has a winning strategy.
The paper is organized as follows: In Section 1 we introduce fundamental concepts underlying much of our study, namely pointers and signed permutations. In Section 2 we briefly review sorting by transpositions and by block interchanges that was studied in the past by Christie [2] , among others. Then we introduce the sorting operation cds, named "context directed swaps", a restricted version of the block interchange operation. Using the cycle graph of a permutation, as introduced by Bafna and Pevzner [1] , we characterize the permutations sortable by applications of cds in Theorem 2.5. The fundamental concept emerging from this section is the notion of the "strategic pile" of a permutation, used to characterize the cds fixed points of a permutation -Theorem 2.19. We use a technique of Christie, plus the characterization of Theorem 2.5, to give a polynomial time algorithm for determining the constrained block interchange distance to a fixed point for this sorting operation -Theorem 2.20.
In Section 3 we briefly review sorting by reversals and introduce the sorting operation cdr. We then describe a modification of the cycle graph and use this modified version to give a necessary condition for when a permutation is sortable by applications of cdr. In Section 4 we introduce certain combinatorial games.
We identify a class of permutations for which ONE has a winning strategy in permutation sorting games based on cds, and a class of permutations for which TWO has a winning strategy in permutation sorting games based on cds -Theorem 4.4. The notion of strategic pile identified for cds does not apply directly to cdr, which complicates the study of sortability and of games based on cdr. In the final section, Section 5, we conclude with a number of basic problems raised by our investigation.
Permutations, Signed Permutations and Pointers.
Permutations For positive integer n the symbol S n denotes the set of one-toone functions from {1, 2, · · · , n} to {1, 2, · · · , n}. S n equipped with functional composition is a group, called the symmetric group on n objects. Elements of S n are said to be permutations. Lists such as [7, 1, 11, 2, 5, 3, 10, 4, 9, 6, 8] are often used to denote a permutation. Without further specification this notation would be ambiguous: On the one hand, it may represent f ∈ S 11 where f (1) = 7, f (2) = 1, f (3) = 11, f (4) = 2, etc. Thus f (j) is the j-th symbol in the list. In this interpretation the list would be read as [f (1) f (2) · · · f (13)]. This would be the direct image representation of f . On the other hand the initial list may also represent [f −1 (1) f −1 (2) · · · f −1 (13)], which would be the inverse image representation of f . In this paper we use the convention that a list [a 1 · · · a n ] represents a permutation f in inverse image notation. Thus, for 1 ≤ j ≤ n we have f (a j ) = j.
Signed Permutations
We also consider signed permutations, modeling lists of the form σ = [7, 1, −2, 5, 3, −10, 4, 9, 6, 8] where some of the entries are negative integers. For a fixed positive integer n the set of signed permutations on n symbols, denoted S ± n , is defined as follows: Put T := {−n, −(n−1), · · · −2, −1, 1, 2, · · · (n− 1), n}. Then the set S ± n := {f : f is one-to-one from T to T and (∀j)(f (−j) = −f (j))} is the set of all signed permutations. The signed permutation σ above, interpreted as inverse image form, is -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 1 2 3 4 5 6 7 8 9 10 6 -8 -10 -1 -9 -4 -7 -5 3 -2 2 -3 5 7 4 9 1 10 8 -6
.
Pointers In a signed permutation written as α = [a 1 a 2 · · · a i · · · a n ] each a i has absolute value a member of {1, 2, · · · , i, · · · , n}. Consider a i . We associate with it a left pointer λ(a i ) and a right pointer ρ(a i ) as follows:
The entries of a pointer are always positive integers. We shall call a pointer q = −(i + 1, i) the negative of the pointer p = (i, i + 1), and formally write q = −p to denote this relationship between p and q. Also, observe that 1 is not assigned a left pointer, and n is not assigned a right pointer. There are n − 1 distinct pointers in the permutation α; The total number of pointer positions is 2n − 2. (4, 5) , and no right pointer. Similarly the entry −3 has left pointer −(4, 3) and right pointer −(3, 2). Here is α with all pointers marked:
We use pointers to define the restricted sorting operations featured in this paper.
Breakpoints and reduced permutations.
For the signed or unsigned permutation π = [a 1 , a 2 , · · · , a n−1 , a n ] we declare a i a breakpoint of π if a i + 1 = a i+1 . For i < n an entry a i of π is an adjacency if it is not a breakoint. Let b(π) denote the number of break points in permutation π and let a(π) denote the number of adjacencies in π. Evidently, b(π) + a(π) = n − 1.
Sorting a permutation amounts to removing breakpoints. Thus, in the task of sorting existing adjacencies are maintained, and sorting strategies focus on breakpoints only. From this point of view, in a set of given permutations, the most challenging ones are the ones with most breakpoints. When a permutation has no adjacencies it is said to be a reduced permutation.
For the sorting operations considered in this paper, sorting a permutation of length n that has some adjacencies can be faithfully simulated by sorting a unique corresponding reduced permutation of length < n. We now describe the technique of associating with a permutation its corresponding reduced permutation.
For a signed or unsigned permutation α = [a 1 , · · · , a i , · · · , a n ] determine the least i such that a i is an adjacency of α (thus,
In either case we set β := R(α) := [b 1 , · · · , b n−1 ]. If α has no adjacencies, then we define β := R(α) = α. We call R the stepwise reduction operator.
Note that starting with α 0 = α and defining α i+1 = R(α i ) for each i, we find that there is an i such that for all j ≥ i, α j = α i . Then α i is a reduced permutation. We define FR so that for permutation alpha, β = FR(α) where β = α i such that α i+1 = R(α i ). We call FR the full reduction operator.
Sorting by Block Interchanges
In this section we consider unsigned permutations, that is, elements of S n , in inverse image notation. Christie [2] considers block interchanges in which any two disjoint segments of entries in a permutation can be interchanged. A permutation α ∈ S n can always be transformed to one with leftmost entry 1, or rightmost entry n, using one such block interchange. Thus for sorting by arbitrary block interchanges one may focus on the permutations in S n that are of the form that the leftmost entry is 1, or the rightmost entry is n. For such an α that is not the identity permutation, [2] defines the notion of the minimal block interchange for α:
In α there are entries x < y where y appears to the left of x. Fix the least such x, and then fix the largest y to the left of x. Then α has the form
The block interchange which swaps the two marked segments to produce
is the minimal block interchange applicable to α.
The context directed block swap operation, denoted cds, is as follows: For pointer pair p and q that occurs in the order . . . p . . . q . . . p . . . q . . . in the permutation α, cds swaps the blocks flanked by both p and q. For p = (x, x + 1) and q = (y, y + 1), the context . . . p . . . q . . . p . . . q . . . occurring in a permutation α, and the corresponding application of cds based on this context is one of the following four: 
Observe that Christie's minimal block interchange for α is the special case of a cds appearing in the first row of Figure 1 . Thus, Lemma 1 of [2] states Lemma 2.1. For each element α of S n that is not a cds fixed point, there are pointers p = q that support a minimal block interchange.
It follows that
Corollary 2.2. In S n the fixed points of cds are the permutations [k+1, · · · , n, 1, · · · , k], 1 ≤ k < n, as well as the identity permutation [1, 2, · · · , n − 1, n].
Note in particular that
Proposition 2.3. The set of cds fixed points in S n is the cyclic subgroup of S n generated by the permutation
An element of S n is said to be cds-sortable if the application of some sequence of cds operations to it terminates in the identity element of S n . We use the symbol CDS n to denote the set of cds-sortable elements of S n . For n > 1 we have CDS n = S n
1
. The first decision problem we treat is as follows
1 Should the model for ciliate micronuclear decryption be correct, each unsigned permutation representing a micronuclear scrambled gene in a ciliate is a member of CDSn for some n. 2 We use the format of [3] in stating decision problems.
D.1 cds SORTABILITY:
INSTANCE: A positive integer n and a permutation α ∈ S n . QUESTION: Is α cds-sortable? (i.e., Is α ∈ CDS n ?)
The reduction operation introduced earlier is an important tool in establishing various properties of the cds operation on permutations. Towards this application, consider the unsigned permutation α and the reduction operation R. In the context of unsigned permutations the reduction operation can be described as follows: For an unsigned permutation α = [a 1 , · · · , a i , · · · , a n ] determine the least i such that a i is an adjacency of α (thus, a i + 1 = a i+1 ). For 1 ≤ j ≤ n − 1 define
if j > i + 1 and a j+1 < a i a j+1 − 1 if j > i + 1 and a j+1 > a i
Observe that the reduction operation can also be used to compute the leftand right-pointers of entries of β from the corresponding ones for α, namely For 1 ≤ j ≤ n − 1:
if j > i + 1 and a j+1 < a i ρ(a j+1 ) − 1 if j > i + 1 and a j+1 > a i Moreover, for each pointer pair p, q of α there is a unique pointer pair FR(p), FR(q) of β such that:
(1) If p and q occur in the formation
and vice versa. (2) Application of cds to α for pointers p and q followed by a full reduction results in the same permutation as applying cds to FR(α) for pointers FR(p) and FR(q), followed by a full reduction. Also, for each pointer p ′ of FR(α) there is a unique pointer p of α such that p ′ = FR(p). Based on these considerations we find: Theorem 2.4 (The cds Reduction Theorem). For a permutation α ∈ S n , α is cds-sortable if, and only if, FR(α) is cds sortable.
Towards characterizing the elements of CDS n we use the cycle graph of a permutation as introduced by Bafna and Pevzner [1] . For a permutation α = [a 1 , a 2 , · · · , a n−1 , a n ] ∈ S n define the colored directed graph C(α) = (V, R B) as follows: V = {1, 2, · · · , n} {0, n + 1} is the set of vertices. R = {(i, i + 1) : 0 ≤ i ≤ n}, and B = {(n + 1, a n ), (a 1 , 0)} {(a i+1 , a i ) : 1 ≤ i < n}.
Since at each vertex an incoming edge of one color is uniquely paired with an outgoing edge of the other color, the set of directed edges of two colors can be uniquely decomposed into disjoint directed cycles, each consisting of directed edges alternating in color. This decomposition of the set of edges of the cycle graph of a permutation α is said to be the cycle graph's directed alternating cycle decomposition. Following [2] we define for α ∈ S n the cycle decomposition number c(α) as follows:
c(α) = the number of directed alternating cycles whose union is the directed edge set of C(α). Note that an adjacency of α corresponds to an alternating two-cycle in C(α). Moreover, the cycle graph of R(α) differs from that of α in only having one fewer two-cycle if α has an adjacency. In particular, if α ∈ S n has an alternating cycle with edges 0→1 and n→n + 1, then R(α) in S n−1 has a bijective copy of that alternating cycle, and it contains the edges 0→1 and n − 1→n. which is drawn in Figure 3 . Thus, c(α) = 1. Observation A: In the alternating cycle that contains the directed edge n→n+ 1, the j of the edge n + 1→j is always an element of {1, · · · , n} (thus, j = 0). Observation B: In the alternating cycle that contains the directed edge 0→1, the j of the edge j→0 is always an element of {1, · · · , n} (thus, j = n + 1).
Consequently, if an alternating cycle in C(α) contains both edges n→n + 1 and 0→1, then it contains a segment of the form
where 0 < i, j < n.
Next we examine how applications of cds transforms the set of alternating cycles. Observation C: By Lemma 1 of [2] , if α is not a cds fixed point, then α has a pair of pointers p and
By Lemma 2 of [2] , an application of cds increases the number of alternating cycles in the cycle graph by exactly 2.
Let α be a permutation that is not a cds fixed point, and let α ′ be the permutation resulting from applying cds to a correct pointer context in α. According to Lemmas 2 and 3 of [2] , c(α ′ ) = c(α) + 2. Now consider an application of cds to the pointers p = (x, x + 1) and q = (y, y + 1): Figure 1 shows the four cases. We discuss the case in line 1 there, leaving the similar discussion of the remaining three cases to the reader:
In the cycle graph, the cycle containing the edge x−→x + 1 has the form 
There are two cases to consider: Subcase A: (x, x + 1) and (y, y + 1) belong to the same alternating cycle: Then the alternating has the general form shown in Figure 4 : cds affects no other alternating cycle in the cycle graph of α. The result of cds on the alternating cycle in Figure 4 is the three alternating cycles in Figure 5 . Figure 5 . The resulting alternating cycles of α ′ Subcase B: (x, x + 1) and (y, y + 1) belong to two distinct cycles: Consider the cycle containing x and x+1. The same considerations apply to the one containing y and y+1. Applying cds produces the two alternating cycles in Figure 7 from the alternating cycle in Figure 6 : Figure 7 . The resulting alternating cycles Thus, applying cds to a permutation α for pointers p = (x, x+1) and q = (y, y+1) to produce the new permutation α ′ , transforms the cycle graph C(α) to the cycle graph C(α ′ ), and the set of alternating cycles of C(α) to the corresponding set of alternating cycles of C(α ′ ). Observe that when an application of cds targets a pointer p = (x, x+1), the alternating two-cycle with vertices x and x+1 is produced. We are now ready to answer the cds-sortability decision problem: Theorem 2.5 (cds Sortability Theorem). A nonidentity permutation α ∈ S n is sortable by applications of cds if, and only if, the directed edges 0−→1 and n−→n+1 are not in the same alternating cycle of the cycle graph C(α).
Proof. First we show that if the edges 0−→1 and n−→n + 1 are not in the same alternating cycle of C(α), then the permutation is cds sortable. We do this by proving the contrapositive: Suppose that α is not cds sortable. Consider applications of cds leading to a fixed point other than the identity element of S n , say
Then the cycle graph of α ′ contains the alternating cycle Since this alternating cycle of C(α ′ ) contains both edges 0−→1 and n−→n + 1, it follows from the cds Reduction Theorem that the alternating cycle of C(α) it descended from through applications of cds contained both these edges.
Next we show that if the permutation is cds sortable, then the edges 0−→1 and n−→n+1 are not in the same alternating cycle of C(α). This is also done by proving the contrapositive: Suppose that these two edges are in the same alternating cycle of C(α). For convenience we refer to the segment n→n + 1→ · · · →0→1 of the alternating cycle containing both 0−→1 and n−→n + 1 as the strategic segment.
First we claim that there is more than one blue edge in the strategic segment: For the configuration n→n + 1→0→1 means that the permutation is of form
contradicting the fact that n + 1 is not an entry of the permutation α.
The rest of the argument is done by induction on the number k where k + 1 is the number of blue edges in the strategic segment, and uses the cds-Reduction Theorem.
First, consider the base case k = 1. Then the strategic segment is of the form n→n + 1→b→b + 1→0→1, corresponding to the permutation α being of the form
But then if we set p = (b, b + 1), there is no pointer q = (c, c + 1) for which
As no subsequent application of cds will ever involve the pointer p, it follows that the fixed point of cds reached is necessarily [b + 1, · · · , n, 1, · · · b], and thus α is not cds-sortable. Now suppose that we have verified for all positive ℓ < k that if the strategic segment of the alternating cycle of α contains ℓ + 1 blue edges, then α is not cdssortable. Let α be a permutation which contains k + 1 blue edges in the strategic segment.
Since an application of cds removes exactly two red edges at a time from the alternating cycles of α, we first show that for k = 2, cds cannot remove both these red edges from the strategic segment. For in this situation we would have n→n + 1→a→a + 1→b→b + 1→0→1 so that the permutation has the form
where the pointers p = (a, a+1) and q = (b, b+1) have formation · · · q · · · q · · · p · · · p · · · instead, and are not both targetable by a single application of cds. As a permutation α of this form is not a cds fixed point, repeated applications of cds in this case would eventually target one of these two pointers, resulting in a permutation α ′ which has exactly two blue edges in this section of the corresponding alternating cycle, and now we can cite the induction hypothesis.
Should we have k > 2, then repeated applications of cds at some stage produces a permutation α ′ where the number of blue edges in the strategic section is one or two below the count for α, and we apply the induction hypothesis to α ′ .
Thus, to determine of permutation α is cds sortable, we only need to construct the alternating cycle starting with 0→1 and verify whether n→n + 1 is a member of the cycle. This requires no more computation than counting the number of alternating cycles in the cycle graph of α. But the latter computation is a linear time computation (see Fig. 7 
of [2]).
Corollary 2.6 (cds Universal Sortability Lemma). If α ∈ S n is cds sortable, then no sequence of applications of cds to α produces a cds fixed point other than the identity.
Proof. If a sequence of applications of cds to α produces a cds fixed point β, then the cycle graph of β has an alternating cycle that contains both the edges 0 → 1 and n → n + 1. But this cycle descends from an alternating cycle in the cycle graph of α, and thus the latter contains an alternating cycle which contains both the edges 0 → 1 and n → n + 1, implying by the cds Sortability Theorem that α is not cds-sortable.
It follows that if a permutation is cds-sortable, then it is sorted by any sufficiently long sequence of nontrivial applications of cds.
Corollary 2.7. If a permutation α ∈ S n is of the form
Proof. One of the alternating cycles in the cycle graph has only the vertices 0 and 1. As n and n + 1 are not vertices in this cycle, the cds Sortability Theorem implies that α is cds-sortable.
Proof. One of the alternating cycles in the cycle graph has only the vertices n and n + 1. As 0 and 1 are not vertices of this cycle the cds Sortability Theorem implies that α is cds-sortable.
Since each of the sets S n (1) = {f ∈ S n : f (1) = 1} and S n (n) = {f ∈ S n : f (n) = n} are subgroups of S n and subsets of CDS n , we see that CDS n contains subgroups of S n that are isomorphic to S n−1 . As a consequence of either of Corollaries 2.7 and 2.8 and the inclusion-exclusion principle we see that CDS n has at least 2 · (n − 1)! − (n − 2)! elements.
For our next application of the cds Sortability Theorem, we consider the relationship between alternating cycles in the cycle graph of a permutation α and its inverse, α −1 . This form is used to compute the corresponding alternating cycle of C(α −1 ): associated with the inverse image representation of α −1 : This is the outer cycle in Figure 9 and is obtained from the corresponding alternating cycle of the graph C(α) as follows: Each vertex in the graph C(α) has a corresponding preimage under α −1 , and thus image under α. Map each vertex i in the C(α)-cycle to the vertex α(i), and replace the directed, colored edge from vertices i to vertex j in the C(α) cycle with an oppositely directed edge of the other color from vertex α(j) to vertex α(i). Proof. We first show that if α −1 is cds-sortable, then α is cds-sortable, by proving the contrapositive: If α is not cds-sortable, then α −1 is also not cds-sortable. If α is not cds-sortable, the cds-Sortability Theorem (Theorem 2.5) implies that the cycle graph of α contains an alternating cycle of the form depicted in Figure  10 . As the red edges from 0 to 1, and from n to n + 1 occur in the same alternating cycle of C(α −1 ), it follows from the cds-Sortability Theorem that α −1 is not cds sortable.
For the converse implication, note that if α −1 is not cds sortable, then, by the previous part, α = (α −1 ) −1 is also not cds-sortable.
Thus, CDS n is a subset of S n that is closed under inverses. Examples show that CDS n is not closed under functional composition and thus is not a subgroup of S n .
We shall say that a permutation α has a fixed point if there is an i in the domain of α such that α(i) = i. Corollary 2.10. If α ∈ S n has no fixed points and α = α −1 , then α is not cds sortable.
Proof. Let α ∈ S n be a permutation with no fixed points, and of order 2. Suppose, towards a contradiction, that α is cds sortable. Then the cycle graph C(α) contains an alternating cycle of the form depicted in Figure 12 , where, by the cds Sortability Theorem, no vertex is equal to n. As this cycle contains an even number of vertices including 0, it contains an odd number of entries from the permutation α.
From Figure 12 we see that vertex a + 1 is in position 1 in the inverse image representation of α, implying that 1 is in position a + 1. This in turn implies that j is in position a, whence a is in position j, and so on. But since the number of vertices of C(α) appearing in this alternating cycle is odd, it follows that for some vertex y in this alternating cycle, y is in position y in α. But then y is a fixed point of α, a contradiction. Proof. Let α ∈ S n be as in the hypothesis. Then α has a fixed point if, and only if, n is odd. Observe that α = α −1 . Thus by Corollary 2.10, if n is even then α is not cds-sortable. Thus, if α is cds-sortable, then n is odd.
We now prove the converse by induction on the odd number n = 2k − 1. When k = 1 there is nothing to prove. Thus, assume that k is larger than 1 and that the implication holds for all positive j < k.
Then
. Applying cds to α using the pointer pair p = (2, 3) and q = (1, 2) produces α
. By the cds Reduction Theorem α ′ is cds-sortable if, and only if, β = [2k−3, 2k− 4, · · · , 2, 1] is cds-sortable. As β is cds-sortable by the induction hypothesis, it follows that the original α is cds-sortable. Lemma 2.12 (cds Parity Invariance Lemma). Let γ ∈ S n be a permutation with either one of the following two properties:
Let δ be a permutation obtained from an application of cds to γ. Then δ also has this property.
Proof. Let γ ∈ S n be a permutation that has one of properties (i) or (ii). If γ is a fixed point of cds, then there is nothing to prove. Thus, assume that γ is not a cds fixed point.
We may assume that γ has property (i) and is of the form:
Thus, a i mod 2 = 0 ⇐⇒ i mod 2 = 0.
Consider a section of γ to which we can apply cds:
where 1 ≤ a, b ≤ n, and 1 ≤ x, y < n. There are four cases to consider, depending on the parity of x and y. We treat one of these cases, leaving the rest to the reader.
Assume that x and (y + 1) are odd: Then (x + 1), a, y, b are even. Consider blocks #1 and #2. These will be interchanged when cds is applied. As a and y are even, block #1 has odd length. Similarly, block #2 has odd length. Applying cds to γ produces:
Notice that after this application of cds δ retains the parity property that γ had.
Corollary 2.13. Let γ ∈ S n be a permutation with the property:
If n is odd, then γ is cds sortable.
Proof. Suppose γ ∈ S n has property (i), and n is odd. Note that in the alternating cycle that contains vertex 1, each blue edge goes from an odd entry to an even entry, as in · · · 0→1→2k→2k + 1→2ℓ→2ℓ + 1 · · · But then if n were a vertex in this cycle, it would be the target of a blue arrow and thus would have to be even, a contradiction. Theorem 2.5 implies that α is cds-sortable. Then α has even length and has the required positional parity property, and yet by Corollary 2.7 is cds-sortable.
Corollary 2.14. Let γ ∈ S n be a permutation with the property:
Then n is even and γ is not cds-sortable.
Proof. By hypothesis the entry 1 in γ is in an even position. By Lemma 2.12 and the property of γ, applications of cds leads to a fixed point δ with 1 in an even numbered position. But then δ is not the identity permutation. This implies that in the cycle graph of δ, the edges 0→1 and n→n + 1 are in the same alternating cycle. But then these edges were in the same alternating cycle in the cycle decomposition of the cycle graph of α, whence by the cds Sortability Theorem, α is not cds sortable. That n is even follows from Lemma 2.12 and the fact that in the fixed point δ we have 1 and n adjacent.
For α ∈ S n a permutation that is not cds-sortable, applications of cds produce a cds fixed point other than the identity. When is a cds fixed point reachable from the permutation α? This leads to the following decision problem:
D.2 cds FIXED POINT:
INSTANCE: Positive integers k < n and a permutation α ∈ S n . QUESTION:
We shall show that this decision problem is a linear time problem. In the course of the proof of the cds-Sortability Theorem, Theorem 2.5, we identified a notion called there "the strategic strip". We now officially define this concept:
(1) The strategic strip of α is the directed alternating path from the vertex n+1 to the vertex 0 of the cycle graph C(α). (2) SP(α), the set of edges k→(k + 1) occurring in the strategic strip of α, is the strategic pile of α.
Note that by the cds Sortability Theorem, the strategic strip, and thus the strategic pile, of a permutation α is nonempty if, and only if, α is not cds-sortable. Example 5: Consider the permutation α = [8, 5, 7, 10, 2, 9, 3, 1, 6, 4] . The cycle graph C(α) has the alternating cycle depicted in Figure 13 .
The strategic pile of α is the set {2→3, 4→5, 7→8, 8→9, 9→10}. Proof. Let α ∈ S n be a cds non-sortable permutation with more than one element in the strategic pile P. The alternating cycle containing the edge 0→1 has the form in Figure 16 . Figure 14 . The strategic pile.
With the strategic pile P of Figure 16 , α has the form:
Case A: The strategic pile has only these two edges. Then α in fact has the form
and the pointer pair (ℓ, ℓ + 1), (k, k + 1) is not cds-eligible. Consider the pointer (k, k + 1). If k − 1 or k + 2 appears between ℓ and ℓ + 1 in α, a cds operation can be applied to the pointer pair (k, k + 1), (k − 1, k), or to the pointer pair (k, k + 1), (k + 1, k + 2). In either case the edge k→k + 1 is removed from the strategic pile. Thus, suppose that k + 2 and k − 1 do not appear between ℓ and ℓ + 1 in α. Choose the least j > 1 for which k + j ≤ n does not appear between k and k + 1 in α, if it exists. Then applying cds to the pointers (k + j − 1, k + j) and (k, k + 1) removes the edge k→k + 1 from the strategic pile. If there is no such j, then all integers
The same argument applies to the pointer (ℓ, ℓ + 1). This completes the case when the strategic [pile has two entries only.
Case B: The strategic pile has more than two edges. Now consider a permutation α in S n for which the strategic pile has m elements where m > 2.
Recall that α is of the form [ℓ + 1, · · · , k]. Consider an edge p→p + 1 in the strategic pile.
Scenario 1:
If p ∈ {ℓ, k} we argue as follows:
Case 1: If k + 1 precedes ℓ in α, then cds can be applied to the pointers (ℓ, ℓ + 1) and (k, k + 1), and as a result p→p + 1 is not longer in the strategic pile of the resulting permutation.
Then the pointers r = (ℓ, ℓ+1) and s = (k, k+1) are in · · · r · · · s · · · r · · · s formation, and cds applied to r and s removes both edges from the strategic pile.
Case 3: If ℓ precedes k+1 in α. Since no element of S 4 of the form [ℓ+1, ℓ, k+1, k] is cds sortable, α is an element of S n for an n larger than 4. Consequently α has one of the following forms:
In these five cases the notation "· · · " indicates that there are entries of α present in the corresponding sections.
We first consider removing k→k + 1 from the strategic pile: Note that if 1 ≤ k < n − 1, then in (a) and (c) k + 2 precedes k + 1, and cds applied to the pointers (k,k+1) and (k+1,k+2) produces a permutation with k→k + 1 not on the strategic pile. Thus we must consider k = n − 1 for these two cases. In both cases we have ℓ + 1 < n − 1, and thus k − 1 is to the left of k + 1 in α. Then cds applied to the pointers (k-1,k) and (k,k+1) results in a permutation with k→k + 1 not on the strategic pile.
In the other three cases: Either {1, 2, · · · , k − 1} is the set of elements between k + 1 and k, whence k + 1 < n, and k + 2 is to the left of k + 1, providing pointers (k,k+1) and (k+1,k+2) support cds eliminating k→k + 1 from the strategic pile. Else, {1, 2, · · · , k − 1} does not have all elements between k + 1 and k: Then let k − j be the largest of these not appearing between k + 1 and k. Then the pointers (k-j,k-j+1) and (k,k+1) support cds eliminating k→k + 1 from the strategic pile.
Next we consider removing ℓ→ℓ + 1 from the strategic pile:
In
Since p→p + 1 is on the strategic pile, α is not of the form [· · · , p, p + 1, · · · ]. 
Then there is at least one entry of α, call it a, strictly between p and p + 1. Let a be the least element of {1, · · · , n} with this property. If 1 < a < n then the pointers (a-1,a) and (p,p+1) support an action of cds which removes p→p + 1 from the strategic pile.
If a = 1, find the largest b such that all elements of {1, · · · , b} are in the segment between p and p + 1 in α. Then b < p, and b + 1 is not in the segment between p and p + 1 in α. The pointers (p, p + 1) and (b, b + 1) support a cds operation that removes p→p + 1 from the strategic pile. If a = n, then for each j with 1 ≤ j < n, j is not in the segment of α strictly between p and p + 1. Then the pointers (p, p + 1) and (n − 1, n) support a cds operation removing p→p + 1 from the strategic pile.
Then there is at least one pointer located between p + 1 and p, namely, (p + 1, p + 2) or (p − 1, p). Then since there are no entries in α between p+ 1 and p, the entry p+ 2 or p− 1, and thus the corresponding pointer (p + 1, p + 2) or (p − 1, p), pairs with the pointer (p, p + 1), to permit a cds move that eliminates the edge p→p + 1 from the strategic pile.
Therefore, for any given edge in the strategic pile, if it is not the only element of the strategic pile, then that edge can be removed by an available application of cds.
Next we characterize when the strategic pile of an unsigned permutation has exactly one element: Proposition 2.16. The unsigned permutation α has exactly one strategic pile element if, and only if, there is a k such that 1 ≤ k < n and α is of the form
Proof. By examining the cycle graph of α we see that if α is of the form [k + 1, · · · , k], then k→k + 1 is on the strategic pile of α. If the strategic pile of α has any additional element, then by the Strategic Pile Removal Theorem (Theorem 2.15), there is an application of cds which involves the pointer p = (k, k + 1). But for any pointer q = p, only the context p · · · q · · · q · · · p appears in α, and such contexts are not eligible for applications of cds. Thus, k→k + 1 is the only element of the strategic pile of α.
Conversely, assume that the strategic pile of α has only one element, k→k + 1. Then α is of the form [k + 1, · · · , k].
Note that if applications of cds to α yield a fixed point β = [k+1, · · · , n, 1, · · · , k], then k→k + 1 is an (indeed, the only) element of the strategic pile of β, and so an element of the strategic pile of α. Thus: Lemma 2.17. Let α ∈ S n be an unsigned permutation. For each cds fixed point [k+1, · · · , n, 1, · · · , k] obtainable from α by applications of cds, the edge k→k+1 is an element of the strategic pile of α.
We now examine the converse statement: If k→k + 1 is a member of the strategic pile of α, then is there a sequence of applications of cds that results in the fixed
We shall prove that the answer is "yes" using two facts: (1) If there is more than one element in the strategic pile, then any one of them can be removed by an application of cds (Theorem 2.15), and (2) if there is more than one element in the strategic pile, then for any one of them there is a cds application that does not remove that element from the strategic pile (Theorem 2.18).
Theorem 2.18 (Strategic Pile Retention Theorem).
Let α ∈ S n be a permutation for which there is more than one element in the strategic pile of α. For each element a→a + 1 of the strategic pile there exist pointers p and q such that cds can be applied to the pointer pair p, q, and subsequent to this application of cds, the element a→a + 1 is still in the strategic pile of the resulting permutation.
Proof. If the strategic pile of α has only two elements, then the result follows from the cds Sortability Theorem (Theorem 2.5) and the Strategic Pile Removal Theorem (Theorem 2.15).
Thus, assume that the strategic pile of α has more than two elements.
Case A: The strategic pile has exactly three elements, say j→j + 1, k→k + 1 and ℓ→ℓ + 1. We may assume that the strategic strip has the form 0←ℓ + 1←ℓ←k + 1←k←j + 1←j←n + 1 and so α has one of the following two forms:
In the second case any pair of pointers is in correct formation for a cds operation, and application of cds to that pair removes the corresponding two elements of the strategic pile, but not the third.
In the first case no pair of pointers from only strategic pile elements supports an application of cds. For each of the elements of the strategic pile there exists, by the Strategic Pile Removal Theorem, a pointer which combined with the one associated with the specific element supports a cds application which removes that element but neither of the other two from the strategic pile. We find that in either case, the claim of the theorem holds.
Case B: The strategic pile has more than three elements. Consider an arbitrary element j→j + 1 of the strategic pile. From the Strategic Pile Removal Theorem we know that for each remaining element k→k + 1 of the strategic pile there is an application of cds that removes that element from the strategic pile. We wish to show that there is such a cds operation that removes a member of the strategic pile, but does not remove j→j + 1.
Suppose that there is no such application of the cds operation. Then
For each k→k+1 on the strategic pile and different from j→j+1 we would have in α that only the pointers p = (k, k+ 1) and q = (j, j + 1) associated with the strategic pile appear in the format
We shall now show that this leads to a contradiction.
Subcase 1:
The strategic strip has the form · · · ←j + 1←j←n + 1. Then consider two strategic pile elements k→k +1 and ℓ→ℓ+1 positioned as follows in the critical strip:
Then by our hypothesis α must be of the form
and consequently of the form
But then ℓ+1 cannot be positioned to the left of j +1 in α lest the pointers (k, k+1) and (ℓ, ℓ + 1) are in the correct formation for applying cds to remove k→k + 1 as well as ℓ→ℓ + 1 from the strategic pile without removing j→j + 1, contrary to our hypothesis. It follows that both ℓ and ℓ + 1 are positioned between j and j + 1 in α, contradicting the hypothesis that the pointers (j, j + 1) and (ℓ, ℓ + 1) are in the correct formation for an application of cds. Thus, Subcase 1 cannot occur.
Subcase 2:
The strategic strip has the form 0←j + 1←j← · · · . Then consider two strategic pile elements k→k +1 and ℓ→ℓ+1 positioned as follows in the critical strip: 0←j + 1←j←k + 1←k←ℓ + 1←ℓ← · · · Then by our hypothesis α must be of the form
and consequently, by the assumption on the pointers (j, j + 1) and (k, k + 1), of the form
A contradiction is derived by considering possible placements of ℓ in α: ℓ cannot be placed to the right of j lest (ℓ, , ℓ + 1) and (k, k + 1) are pointers permitting a cds application removing these two strategic pile elements but not (j, j + 1), contrary to hypothesis. Also, ℓ cannot be placed to the left of j as then the pointers (j, j +1) and (ℓ, ℓ + 1) are not in a formation to which cds applies, contrary to hypothesis. Thus, Subcase 2 cannot occur.
Subcase 3:
The strategic strip has the form · · · ←j + 1←j← · · · . We consider the case where α has the form
leaving the other case to the reader. Now consider strategic pile elements k→k + 1 and ℓ→ℓ + 1 positioned as follows in the strategic strip of α:
Now consider the possible placements of k in α: Either it is to the left of j or to the right of j + 1, by our hypothesis that the corresponding pointers (j, j + 1) and (k, k + 1) appear in a formation to which cds applies to remove these strategic pile elements.
Should k be placed to the right of j + 1 then α has the form
and thus ℓ + 1 must be placed between k and k + 1. By hypothesis the pointers (ℓ, ℓ + 1) and (j, j + 1) are in a formation to which cds applies. Thus α must be of the form
In particular the strategic strip of α does not contain 0←ℓ + 1. Thus consider the strategic pile element m→m + 1 for which the strategic strip is of the form · · · ←m + 1←m←ℓ + 1←ℓ←j + 1←j←k + 1←k← · · · Thus α must be of the form
and we now consider the position of m + 1 in α: m + 1 cannot be to the left of ℓ in α since then the pointer pair (m, m + 1) and (ℓ, ℓ + 1) contradicts the hypothesis that no such pointer pair supports an application of cds. But then we have the contradiction that pointers (j, j + 1) and m, m + 1) are not in correct formation for an application of cds. It follows that Subcase 3 also cannot occur. As this exhausts all cases, it follows that there is a pair of pointers p and q supporting a cds application that removes a member of the strategic pile, but not j→j Proof. We must consider the case when an application of cds to a permutation α reduces the number of breakpoints by more than 2. Towards this proof we consider the four cases in Figure 1 , given here with both ends of each affected block marked: Observe that neither b→b + 1, nor y→y + 1 is not on the strategic pile. Similar remarks apply when d = a − 1.
Sorting by context directed reversals
A signed permutation α is cdr-sortable if there is a sequence of applications of cdr that results in the permutation [1, 2, · · · , n]. Let CDR n denote the set of cdr sortable elements of S ± n . Signed permutation α is reverse cdr-sortable if there is a sequence of applications of cdr that results in the permutation [−n, −(n − 1), · · · , −1]. Let −CDR n denote the set of reverse cdr-sortable elements of S ± n . The decision problem whether a given signed permutation is cdr sortable appears to be more challenging that the corresponding decision problem for the cds operation.
D.3 cdr SORTABLE:
INSTANCE: A positive integer n and a signed permutation α ∈ S ± n . QUESTION: Is α cdr sortable?
D.4 REVERSE cdr SORTABLE:
INSTANCE: A positive integer n and a signed permutation α ∈ S ± n . QUESTION: Is α reverse cdr sortable?
Moreover, in contrast to the cds-Universal Sortability Lemma, Corollary 2.6, when a signed permutation α is cdr sortable, not all sorting steps necessarily lead to a sorted permutation. This phenomenon is one of the complicating factors in characterizing of cdrsortability or reverse sortability, and calls for an investigation of the cdr fixed points of a signed permutation. Our first step is to identify the set of signed permutations that are cdr fixed points. With the cdr-fixed points identified, the following decision problem emerges:
D.5 cdr FIXED POINT:
INSTANCE: A positive integer n, a signed permutation α ∈ S ± n and a signed permutation β ∈ S ± n that is a cdr fixed point. QUESTION: Is β a cdr fixed point of α?
As in the case of context directed swaps, reducing a signed permutation that has adjacencies does not affect its cdr sortability and also does not affect its cdr reverse sortability. We start by identifying the structure of the set of elements of S ± n that are cdr fixed points. Define FR n to be the set of [a 1 , a 2 , · · · , a n ] ∈ S ± n for which all a i are of the same sign. Proof. It is evident that FR n is the set of cdr fixed points in S ± n . We must show that FR n is a subgroup of S ± n . As S ± n is finite, it suffices to show that FR n is closed under the composition operation.
Thus, let α = [a 1 , a 2 , · · · , a n ] and β = [b 1 , b 2 , · · · , b n ] be elements of FR n . Recall that this notation means that α is the signed permutation that for each i maps a i to i and −a i to −i, and likewise for β. We must show that β • α is still a member of FR n .
Case 1: Each b i is positive:
Since we have for each i ∈ {1, ·, n} that α(a i ) = i, we see that for each such i, α(a bi ) = b i , and so β(α(a bi )) = i. Thus,
and all entries of β • α are of the same sign so that β • α is an element of FR n . It follows that for each n there are 2 · n! cdr fixed points. Proof. We already observed that the cds fixed points in S n are the elements of the cyclic group generated by ξ n = (1, 2, · · · , n). This permutation is represented in S
Define the signed permutation
which, in inverse image format, is [−n, −(n − 1), · · · , −2, −1]. As can be gleaned from pointer positions, ρ n is also a cds fixed point. Moreover, one can show that • ρ n • ρ n is the identity signed permutation.
• Ξ i n is the identity permutation if, and only if, i is a multiple of n.
It follows that the subgroup of S ± n generated by Ξ n and ρ n , Ξ n , ρ n , is isomorphic to the dihedral group D n . We must show that the cds fixed points in FR n is exactly the set of permutations in Ξ n , ρ n . But by consideration of pointer contexts, the only cds fixed points are of either of the following two forms:
By the third item above, these are the elements of Ξ n , ρ n .
The cdr sorting operation shares some of the parity invariance features of the cds operation:
Lemma 3.4 (cdr Parity Invariance Lemma). Let γ ∈ S ± n be a signed permutation with the following properties:
Let δ be a permutation obtained from an application of cdr to γ. Then δ also has this property.
Proof. Let γ ∈ S ± n be given, and assume that γ has either property (i) or (ii). If γ is a fixed point of cdr, then there is nothing to prove. Thus, assume that γ is not a cdr fixed point. We may assume that γ has property (i) and is of the form:
Directing our attention to a section of γ for which we can apply cdr we have:
We may assume that k is odd, implying that b is odd and a, (k + 1) are even. Application of cdr to pointers p and −p yields:
Since (k + 1) and a had the same parity, the block begins and ends with even elements and the block retains its property after application of this instance of cdr: δ(i) mod 2 = 0 ⇐⇒ i mod 2 = 0 and therefore this parity property is preserved by applications of cdr. Proof. Let α be a signed permutation of length n. If α contains no negative terms then it is the identity permutation and there is nothing to prove. Thus, assume that α has both positive and negative terms and that taking the absolute value of all of the terms of α results in [1, 2, · · · , n].
Consider a positive term t in α for which at least one of the adjacent terms is negative. Thus α has a term −(t − 1) or −(t + 1). If −(t − 1) is present in α, then a reversal using the pointers (−t, −(t − 1)) and (t − 1, t) can be performed, resulting in the replacement of the term −(t − 1) by t − 1. If −(t + 1) is present in α, then a reversal using the pointers (−(t + 1), −t) and (t, t + 1) can be performed, resulting in the replacement of the term −(t + 1) by t + 1. If there are no remaining negative terms in the permutation at this point, the result is the identity permutation, whence α is cdr-sortable. Else, repeat the process until no negative terms remain.
Example 8: It is not clear how Theorem 3.5 may be generalized. One tempting conjecture would be: If α is a signed permutation with not only negative terms and not only positive terms, and if the permutation β obtained from α by replacing each entry of α by its absolute value, and β is cds sortable, then α is cdr sortable. This conjecture, however, is false, as demonstrated by the signed permutation α = [5, −2, 7, 4, −1, 3, 6]. As will be shown in Example 12, α is neither cdr-sortable, nor reverse cdr-sortable. Yet, β = [5, 2, 7, 4, 1, 3, 6] is cds-sortable. Corollary 3.6. For each integer n > 1 each of the following permutations is cdrsortable:
Proof. Apply Theorem 3.5.
Theorem 3.7. For each n ≥ 4 the signed permutation Proof. We must prove two things for each n ≥ 4:
• β n is cdr-sortable.
To see this, consider the last n − 2 terms of β n . By Theorem 3.5 this segment of β n is cdr-sortable so that after a number of applications of cdr we obtain
Applying cdr to the pointer (n − 2, n − 1) in γ n produces
and finally applying cdr for the pointer (n−1, n) produces the identity permutation.
• Each result of an application of cdr is a cds fixed point. To begin, consider β 4 = [−3, −4, −1, 2]. Since 2 is the only positive term neither of the pointers (1, 2) and (2, 3) can be used to perform cds. But (3, 4) is the only remaining pointer, and thus cds cannot be performed in the first step of sorting β 4 . An exhaustive check of all possible cdr sorting steps shows that cds is not possible in any intermediate step towards sorting β 4 .
Fix n, and assume that for 4 ≤ k < n no intermediate permutation in a sequence of cdr sorting steps of β k has pointers p and q permitting a nontrivial application of cds.
For each pointer (i, i + 1) with i < n − 1, the two entries of β n with these pointers have opposite signs, and so none of these pointers is eligible for an application of cds. Only the two occurrences of the pointer (n − 1, n) are associated with entries of β n of the same sign, and thus this pointer cannot be paired with any other pointer for a nontrivial application of cds. This completes the initial position analysis that no nontrivial application of cds is possible. Consider any pointer (i, i + 1) for which there is a nontrivial application of cdr. Then we have i < n − 1, and performance of cdr for this pointer produces a permutation γ n . If i < n − 2, then the effect of this application of cdr is the change in a sign from negative to positive but not of a position of a single entry in β n , resulting in two, or three, consecutive positive integers of consecutive values. By the cdr Reduction Theorem, γ n is equivalent to β n−1 or to β n−2 , and now we conclude by the induction hypothesis and the initial position analysis that no sequence of applications of cdr produces a permutation for which there is a nontrivial application of cds possible.
If n is odd, then β n = [−(n − 1), −n, −1, −2, 3 · · · , (n − 3), −(n − 2)], and now an initial position analysis reveals that only the pointers (i, i + 1) for 1 < i < n − 2 support nontrivial cdr applications, and there are no pointer pairs supporting nontrivial cds applications. As in the previous case an application of cdr using any of these pointers produces a signed permutation γ n that is equivalent to β n−1 or β n−2 , by the cdr Reduction Theorem, so that we may once again apply the induction hypothesis.
We now derive a necessary condition for sortability by context directed reversals. To this end we introduce the signed cycle graph S(β) of a signed permutation β. This construction is a hybrid of the cycle graph of a permutation as introduced by Bafna and Pevzner [1] , and the breakpoint graph of a signed permutation, introduced by Hannenhalli and Pevzner [5] .
For an integer m, let x denote the absolute value of m. Then define f (m) by:
the concatenation of the ordered lists f (β i ). For each i writing x i = |β i |, the set of vertices of S(β) is
The set of edges of the signed cycle graph consists of sets R β of undirected red edges, and B β of directed blue edges, defined as follows: The set of red edges is: Then the set of blue edges is:
where f (x)[j] denotes the j th entry of f (x). The set of undirected (red) edges is
The breakpoint graph of the signed permutation β is obtained from S(β) by ignoring the directions of the directed edges of S(β). Since each vertex of this breakpoint graph of the signed permutation β is the meeting place of two edges of different color, the breakpoint graph can be decomposed into a set of disjoint alternating cycles. By resurrecting the directions of the directed edges of S(β) the latter decomposition gives us a disjoint alternating cycle decomposition of S(β) 3 . In Example 9 depicted in Figure 17 , the two alternating cycles are Proof. We prove the contrapositive. Applying cdr for a pointer p to signed permutation α removes the red edge corresponding to that pointer from a given cycle in the graph constructed from α * . From a cycle that contains both →0−−1 and 2n−−2n + 1→, it is not possible to obtain 2n + 1→0, as neither 0 nor 2n + 1 is a vertex of α * . Thus there must be a vertex 0 < a < 2n with 2n + 1→a−−a + 1 in the segment of the cycle between 2n + 1 and 0 after any number of applications of cdr. It follows that the signed permutation α is not sortable by cdr. Example 11: Also, to return briefly to a previous theme, note that if α is cdrsortable, then the permutation β obtained from α by replacing each entry of α by its absolute value, need not be cds sortable. This is demonstrated by the signed permutation α = [3, −1, −2, 5, 4].
Moreover, unlike the case of cds-sortability, even when a signed permutation α is cdr-sortable, not all applications of cdr to α lead to a sorted permutation. This indicates that in the case of cdr the notion of the strategic pile that emerged from our analysis of cds-sortability does not apply directly to cdr-sortability: Fixed points other than the identity permutation may result from applications of cdr. Similar remarks apply to cdr reverse-sortable signed permutations. As we show next, there are some restrictions on the cdr-fixed points that emerge from cdrsortable or -reverse sortable permutations.
These remarks and examples illustrate that it is unlikely that there is a mathematical relationship between the signed cycle graph of signed permutations and the cycle graph of unsigned permutations that can be leveraged to determine the cdr-sortability of a signed permutation. It is also not clear what, if any, analogue of the strategic pile for cds there may be for cdr.
Although we do not currently have a full solution for the cdr Fixed Point decision problem, the following two results provide some constraints on the possible cdr fixed points of a signed permutation:
n is a cdr-sortable permutation, then any cdr fixed point of α is an unsigned permutation consisting of positive terms only.
Proof. Let α ∈ S ± n be cdr-sortable. Assume, towards a contradiction, that a sequence of applications of cdr leads to a fixed point β where all terms are negative. This gives us a permutation of the following form:
By Theorem 3.8 the alternating cycle in S(β) that contains the edge 0−−1 does not include the edge 2n−−(2n + 1), and thus has the form in Figure 20 . Now recall that in the graph S(β) a red edge is between the largest of {2i−1, 2i} (associated with −i appearing in β), and the smallest of {2i + 1, 2i + 2} (associated with −(i + 1) appearing in β). Thus the information in the alternating cycle in Figure 20 implies that the permutation β * starts as follows:
But then the leftmost entry of β is the positive number k + 1, contradicting that all entries of β are negative.
By a similar argument we find
n is a cdr-reverse sortable permutation, then any cdr fixed point of α is a signed permutation consisting of negative terms only.
It may be tempting to conjecture that in signed permutations the segment in an alternating cycle of the hybrid breakpoint graph that stretches from n−→n + 1 to 0−→1 has the same properties relative to cdr as the strategic pile in the cycle graph has relative to cds. This, however, is not the case, as demonstrated by the following example: and the strategic pile of α consists of (4,5), -(1,2), (6, 7) . However, only the first, fourth and sixth fixed points correspond to these. Also, by Theorems 3.9 and 3.10 α is neither cdr-sortable, nor cdr-reverse sortable.
Corollary 3.11. Let γ ∈ S ± n be a signed permutation with the property that for all j ≤ n, γ(j) mod 2 = 0 ⇔ j mod 2 = 1. Then α in not cdr-sortable.
Proof. Let δ be a fixed point resulting from applying cdr sorting operations. If all entries in δ are negative, then Theorem 3.9 implies that α is not cdr sortable. The other possibility is that δ ∈ S n . By the parity property of α and Lemma 3.4 δ also has this parity property. By Lemma 2.14, n is even and δ is not cds sortable. Then by Theorem 2.5 the strategic pile of δ is nonempty. This implies that in the signed cycle graph S(α) of α, the edges →0−−1→ and →2n−−2n + 1→ are in a single alternating cycle of S(α). By Theorem 3.8 α is not cdr-sortable.
Note that α with parity properties as in Corollary 3.11 may be cdr reverse sortable, as illustrated by the signed permutation [8, 3, 6 , 1, −4, 7, 2, 5].
Games and permutations
When an unsigned permutation α is not cds sortable, then the resulting fixed point reached by applying a number of cds operations may depend on the order in which these sorting operations are applied. By Lemma 2.17, the fixed points reachable are determined by the strategic pile of α. In the case of cdr a similar phenomenon occurs, even in the case when the signed permutation being sorted is sortable. In the case when either of cdr or cds may be applied as a sorting operation, once again for non-sortable permutations the fixed point reached by applications of cdr or cds depend on the order in which sorting operations are applied. These phenomena suggest a number of combinatorial sorting games:
Let a (signed) permutation α as well as a set F of sorting operations and a set A of fixed points of α under F be given. Then the two-person game
is played as follows: In the first inning player ONE applies a sorting operation from F to α, thus producing α 1 . Then player TWO applies a sorting operation form F to α 1 to produce permutation α 2 . The players continue alternating making sorting moves by applying sorting operations from F until a fixed point β for the sorting operations in F is reached. Player ONE wins the play of the game if β ∈ A; otherwise, TWO wins the play.
We also consider the normal play and the misere versions of games: The game
proceeds as the game G(α, F, A), but the player that makes the last legal move wins. The game M(α, F) proceeds like the game N(α, F), but the player that makes the last legal move looses. When F is a subset of {cdr, cds} each application of a move in F to a permutation that is not a fixed point for the operation reduces the number of breakpoints in a permutation. Elements of S n have at most n breakpoints, and thus for each α ∈ S n , there are at most n moves in a game. Thus, for each n these games are finite games in which both players have perfect information, and there are no draws in these games. The following classical theorem of Zermelo [9] implies that for each choice of α, F ⊆ {cdr, cds} and A, some player has a winning strategy in the game G(α, F, A): We provide a complete solution for the misere-and normal play game decision problems for the case when F = {cds}. The FIXED POINT SORTING GAME decision problem appears more complicated. We present some partial results on this problem when F = {cds}.
We consider first the case of unsigned permutations and F = {cds}. For convenience, the normal play game N(α, F) will be denoted NCDS(α), while the misere game M(α, F) will be denoted MCDS(α).
Towards considering the normal play and Misere versions of this game, recall Theorem 2.20, the cds Duration Theorem, where the number of steps towards obtaining a cds-fixed point of α, denoted φ cds (α) is determined. Applying this information to the normal and misere games gives: Theorem 4.2 (cds -Normal play, Misere play). Let n be a positive integer. For any unsigned permutation α ∈ S n the following are equivalent:
(1) ONE has a winning strategy in the game NCDS(α).
(2) TWO has a winning strategy in the game MCDS(α).
Since Christie's algorithm for computing c(α) is a linear time algorithm -See Figure 7 of [2] -the complexity of the decision problem of which player has a winning strategy in the Normal play game or the Misere play game based on cds-sorting of permutations in S n is linear in n.
With F = {cds}, we use CDS(α, A) to denote the game G(α, F, A). Unlike the Normal Sorting Game and Misere Sorting Game decision problems, the complexity of the Fixed Point Sorting Game decision problem is currently unknown, and appears to depend strongly on the structure of the strategic pile, as well as the structure of the set A of cds-fixed points favorable to player ONE.
In the cases when the strategic pile has at most 2 elements, the Fixed Point Sorting Game decision problem can be dealt with as follows:
The cds-sortability Theorem, Theorem 2.5, can be reformulated as follows in terms of a fixed point sorting game: Since the criterion in (2) of Theorem 4.3 can be verified in time linear in n, the decision problem whether ONE has a winning strategy in this game is of linear time complexity.
When the strategic pile P of α is nonempty and has at most two elements, ONE has a winning strategy if, and only if, A is nonempty, by Theorem 2.18.
When the strategic pile P has more than two elements additional factors influencing who has a winning strategy emerges. Take for example the permutation Its strategic pile P consists of 1→2, 3→4, 5→6, · · · 2n − 1→2n, and no pair of pointers from the set {(1, 2), (3, 4) , (5, 6) , · · · , (2n − 1, 2n)} are in formation for a cds-application. Thus, when it is a player's turn, that player can remove at most one element from the strategic pile. For this example ONE has a winning strategy if, and only if, |A| ≥ 1 2 |P|: ONE's strategy is to remove, during each inning, a strategic pile element in P \ A. That this can be done follows from the Strategic Pile Removal Theorem, Theorem 2.15. In each inning TWO is able to remove at most one element of A. Since ONE moves first and |P \ A| ≤ |A|, this is a winning strategy for ONE. The property of the strategic pile exploited in this strategy is that no more than one item can be removed from the strategic pile per application of cds. Not all strategic piles have this property.
Aside from the following result, Theorem 4.4, no other general criteria towards answering the Fixed Point Sorting Games decision problem are currently known.
Theorem 4.4. Let α ∈ S n be a cds non-sortable permutation. Let P be the strategic pile of α and let A be a subset of P. Let FA denote the set of edges in C(α) associated with the fixed points in A. CDS(α, A) . Proof. By the Strategic Pile Removal Theorem, Theorem 2.15, it is always possible to remove from the strategic pile an element favoring the opponent, as long as the strategic pile has more than one element, and there are elements left favoring the opponent. By Christie's Lemma 3 [2] , it is impossible to increase the number of alternating cycles in the corresponding cycle graph by more than two in a single turn. Therefore, in each turn, one or two elements can be removed from the strategic pile.
Let m be the number of elements on the strategic pile, and let O denote the number favoring ONE, and T the number favoring TWO. Thus, initially we have
and thus, O ≥ 3T.
Proof of (1): Now consider the following strategy of player ONE:
Whenever it is ONE's turn, ONE removes as many elements favoring TWO as possible from the strategic pile.
In the following exposition, O k denotes the number of elements of the strategic pile favoring ONE, and T k denotes the number of elements on the strategic pile favoring TWO at the start of inning k. Case (a): Then only elements favoring player ONE are left on the strategic pile, implying that ONE will win the resulting play.
Case (b): It may be that the only pointer available to remove an element favoring TWO requires also removing an element favoring ONE. In this case ONE's move is to remove an element favoring TWO, plus an element favoring ONE. In TWO's subsequent move it may be possible for TWO to remove two of the elements favoring ONE from the strategic pile. Thus, from ONE's point of view, the worst case scenario in an inning is that ONE looses three favorable elements from the strategic pile, while TWO looses only one. If at the start of such an inning we have O k ≥ 3T k , then at the end of this inning we will have
Case (c): Then, in the worst case scenario, TWO's response may be to remove two elements favoring ONE from the strategic pile. By the Strategic Pile Removal Theorem TWO can remove at least one of the elements favoring ONE from the strategic pile. At the end of this inning we will have
Thus, while there are elements favoring TWO left on the strategic pile, there will be at least three times as many elements left favoring ONE. In each inning the number of elements favoring TWO is decreasing by at least 1. Consider an inning when there are at most two elements left favoring TWO. In this inning there will still be six elements left favoring ONE. Now ONE may remove one or perhaps both elements favoring TWO, by the Strategic Pile Removal Theorem, and remove at most one element favoring ONE. Thus, after ONE's move the worst case scenario for ONE would be that there is one element favoring TWO left on the strategic pile, and at least five elements favoring ONE. Then ONE wins by in the next inning removing the only remaining element favoring TWO.
Proof of (2): Observe that on player ONE's first turn, he can remove at most two elements favoring player TWO. Then we can view player TWO as the player ONE in the above argument.
The theory of these games for signed permutations and F = {cdr} or F = {cdr, cds} is not well understood. The current obstacle is that the set of cdr fixed points reachable through the applications of cdr operations has not yet been characterized in terms of simple structures, as in the case of cds.
Future Work
Numerous decision problems arise from this investigation, and only few have been solved for the cds sorting operation: The cds-sortability decision problem in Theorem 2.5, the cds-fixed point decision problem in Theorem 2.19 , and the cds-Duration decision problem in Theorem 2.20.
The cdr sorting operation is less well understood. A key to similar progress on the corresponding decision problems for the cdr operation might be the theory of the cdr-fixed points of a signed permutation. Such a theory may also put us in a position to make advances on the sortability decision problem for the cdr operation and on the normal play game decision problem for games based on cdr, and may lead to advances on the Fixed Point Sorting Game decision problem for games based on cdr.
Perhaps the most fundamental open problem raised by our investigation is the Fixed Point Sorting Game decision problem. It is not even clear if this decision problem might be more tractable for the cds-based game than for cdr-based games.
