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Introduction
Soit F un corps local non archime´dien de caracte´ristique nulle. Soit V un espace
vectoriel sur F , de dimension finie d, muni d’une forme quadratique non de´ge´ne´re´e q.
On suppose donne´e une de´composition en somme directe de sous-espaces orthogonaux
deux a` deux V = W ⊕ D ⊕ Z. On suppose que D est une droite et que Z est muni
d’une base {vi; i = ±1, ...,±r} telle que q(vi, vj) = δi,−j pour tous i, j, ou` δi,−j est le
symbole de Kronecker. On note G, resp. H , le groupe spe´cial orthogonal de V , resp. W ,
et U le radical unipotent du sous-groupe parabolique de G qui conserve le drapeau de
sous-espaces isotropes
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fv1.
Fixons un e´le´ment non nul v0 ∈ D et un caracte`re continu non trivial ψ de F . De´finissons
un caracte`re ξ de U(F ) par la formule
ξ(u) = ψ(
∑
i=0,...,r−1
q(uvi, v−i−1)).
Le groupe H est le sous-groupe des e´le´ments de G qui agissent par l’identite´ sur D⊕Z.
Il normalise U et la conjugaison par H(F ) conserve ξ (ξ est essentiellement le caracte`re
de U(F ) le plus re´gulier possible qui soit conserve´ par cette conjugaison). Soient π,
resp. σ, une repre´sentation admissible irre´ductible de G(F ), resp. H(F ), dans un espace
(complexe) Eπ, resp. Eσ. Notons HomH,ξ(π, σ) l’espace des applications line´aires ϕ :
Eπ → Eσ telles que
ϕ(π(hu)e) = ξ(u)σ(h)ϕ(e)
pour tous u ∈ U(F ), h ∈ H(F ), e ∈ Eπ. D’apre`s [AGRS] the´ore`me 1’ et [GGP] corollaire
20.4, cet espace est de dimension 0 ou 1. On note m(σ, π) cette dimension.
Supposons maintenant que G et H sont quasi-de´ploye´s sur F et affectons les donne´es
V , W , q, G et H d’un indice i (pour ”isotrope”). Dans cette introduction, supposons
pour simplifier dim(Wi) ≥ 3. On sait qu’a` isomorphisme pre`s, il existe un unique espace
Va (a pour ”anisotrope”) de meˆme dimension d que Vi, muni d’une forme quadratique
qa de meˆme discriminant que qi mais qui n’est pas isomorphe a` qa (c’est-a`-dire d’indice
de Witt oppose´). Il existe de meˆme un unique espace Wa de meˆme dimension que Wi,
muni d’une forme quadratique de meˆme discriminant que la restriction de qi a` Wi, mais
qui n’est pas isomorphe a` cette restriction. On ve´rifie que Va est encore isomorphe a` la
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somme directe orthogonale Wa ⊕D⊕ Z, ou` les formes quadratiques sur D et Z sont les
meˆmes que pre´ce´demment. On note Ga, resp. Ha, le groupe spe´cial orthogonal de Va,
resp. Wa. C’est une forme inte´rieure de Gi, resp. Hi.
La conjecture locale de Gross-Prasad suppose l’existence des L-paquets et certaines
de leurs proprie´te´s. On y reviendra ci-dessous. Gross et Prasad e´noncent leur conjecture
pour les L-paquets ge´ne´riques. On se limite ici aux L-paquets tempe´re´s. Soit Πi, resp. Σi,
un L-paquet de repre´sentations tempe´re´es de Gi(F ), resp. Hi(F ). Il peut lui correspondre
un L-paquet Πa, resp. Σa, de repre´sentations tempe´re´es de Ga(F ), resp. Ha(F ). Ce L-
paquet est alors unique. Ou bien, il n’y a pas de tel L-paquet Πa, resp. Σa. Dans ce cas,
on pose Πa = ∅, resp. Σa = ∅. En tout cas, pour (σ, π) ∈ (Σi × Πi) ∪ (Σa × Πa), la
dimension m(σ, π) est de´finie.
Conjecture (Gross-Prasad). Il existe un unique couple (σ, π) ∈ (Σi×Πi)∪ (Σa×Πa)
tel que m(σ, π) = 1.
C’est une partie de la conjecture 6.9 de [GP]. De´crivons les proprie´te´s des L-paquets
tempe´re´s que nous admettrons (on les e´nonce pour le couple (Πi,Πa), mais on admet les
proprie´te´s similaires pour le couple (Σi,Σa)). Notons ♯ l’un des indices i ou a. Rappelons
qu’a` toute repre´sentation admissible irre´ductible π de G♯(F ) est associe´ un caracte`re
θπ que l’on peut conside´rer comme une distribution ou comme une fonction localement
inte´grable sur G♯(F ). Dans le cas du groupe Gi, on sait de´finir la notion de mode`le de
Whittaker de π. Plus exactement, il y a une notion de mode`le de Whittaker relatif a` O
pour chaque orbite nilpotente re´gulie`re O ⊂ gi(F ) (pour tout groupe re´ductif L, on note
l son alge`bre de Lie). On suppose
(1) pour ♯ = i ou a, Π♯ est un ensemble fini, non vide si ♯ = i, et la distribution
θΠ♯ =
∑
π∈Π♯
θπ sur G♯(F ) est stable ;
(2) le transfert a` Ga(F ) de la distribution θΠi est (−1)dθΠa (en particulier est nul si
Πa = ∅) ;
(3) pour toute orbite nilpotente re´gulie`re O ⊂ gi(F ), il existe un et un seul e´le´ment
de Πi qui admet un mode`le de Whittaker relatif a` O.
On reviendra sur ces proprie´te´s en 13.2. Notre re´sultat est le suivant.
The´ore`me. Supposons ve´rifie´es les proprie´te´s ci-dessus. Supposons de plus que Πi
et Πa soient forme´s uniquement de repre´sentations supercuspidales. Alors la conjecture
ci-dessus est ve´rifie´e.
Ce the´ore`me re´sulte d’une formule inte´grale qui calcule la dimension m(σ, π) a` l’aide
des caracte`res de σ et π, dans le cas ou` π est supercuspidale. Revenons aux notations du
de´but en abandonnant les indices i et a. Conside´rons l’ensemble des sous-tores T ⊂ H
pour lesquels il existe une de´composition en somme directe orthogonale W = W ′ ⊕W ′′
de sorte que
- la dimension de W ′ est paire et les groupes spe´ciaux orthogonaux H ′′ de W ′′ et G′′
de V ′′ =W ′′ ⊕D ⊕ Z sont quasi-de´ploye´s sur F ;
- le tore T est un sous-tore maximal du groupe spe´cial orthogonal de W ′ et il ne
contient aucun sous-tore de´ploye´ non trivial.
On fixe un ensemble de repre´sentants T des classes de conjugaison par H(F ) dans
cet ensemble de tores. Soit T ∈ T . On lui associe des groupes H ′′ et G′′ comme ci-dessus.
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Soit π une repre´sentation admissible irre´ductible de G(F ). Harish-Chandra a de´crit le
comportement local du caracte`re θπ. Soit x un e´le´ment semi-simple de G(F ). Notons Gx
la composante neutre du commutant de x dans G. Alors, pour toute orbite nilpotente
O dans gx(F ), il existe un coefficient cπ,O(x) ∈ C de sorte que, pour toute fonction
f ∈ C∞c (gx(F )) dont le support soit contenu dans un voisinage assez petit de 0, on ait
l’e´galite´
(4)
∫
gx(F )
θπ(xexp(X))f(X)dX =
∑
O
cπ,O(x)
∫
O
fˆ(X)dX.
La somme porte sur les orbites nilpotentes dans gx(F ) et le dernier terme est la trans-
forme´e de Fourier de l’inte´grale orbitale sur O. Bien suˆr, les mesures et la transformation
de Fourier doivent eˆtre de´finies pre´cise´ment. Supposons que x est un e´le´ment de T (F )
en position ge´ne´rale. Alors Gx = T ×G′′, en particulier les orbites nilpotentes de gx(F )
sont celles de g′′(F ). Supposons d’abord d impair. Par hypothe`se, G′′ est quasi-de´ploye´.
En dimension impaire, cela implique qu’il est de´ploye´. Son alge`bre de Lie g′′(F ) posse`de
une unique orbite nilpotente re´gulie`re, on la note Oreg et on pose cπ(x) = cπ,Oreg(x). Sup-
posons maintenant d pair. Alors g′′(F ) posse`de (en ge´ne´ral) plusieurs orbites nilpotentes
re´gulie`res. On peut les parame´trer par un sous-ensemble de F×/F×2. Posons ν0 = q(v0).
On montre que ν0 appartient a` l’ensemble de parame`tres, on lui associe une orbite Oν0
et on pose cπ(x) = cπ,Oν0 (x). On a ainsi de´fini une fonction cπ sur un ouvert de Zariski
de T (F ). Soit σ une repre´sentation admissible irre´ductible de H(F ). On de´finit de fac¸on
similaire une fonction cσ sur un ouvert de Zariski de T (F ). Posons
(5) mgeom(σ, π) =
∑
T∈T
w(T )−1
∫
T (F )
cσˇ(x)cπ(x)D
H(x)∆(x)rdx.
Les fonctionsDH et ∆ sont des de´terminants e´le´mentaires et w(T ) est le nombre d’e´le´ments
d’un certain normalisateur. La mesure sur T (F ) est de masse totale 1. La repre´sentation
σˇ est la contragre´diente de σ.
The´ore`me. (i) Pour des repre´sentations admissibles irre´ductibles σ de H(F ) et π de
G(F ), l’expression ci-dessus est absolument convergente.
(ii) Si π est supercuspidale, on a l’e´galite´ m(σ, π) = mgeom(σ, π).
Ce the´ore`me est, lui, inde´pendant de toute hypothe`se sur les L-paquets. Indiquons
comment on de´duit le premier the´ore`me du second. Re´tablissons les indices i et a, posons
m(Σi,Πi) =
∑
(σ,π)∈Σi×Πi
m(σ, π)
et de´finissons de meˆme m(Σa,Πa). A l’aide du second the´ore`me, ces termes se calculent
comme des sommes indexe´es par des ensembles de tores Ti et Ta. On peut regrouper ces
tores selon leur classe de conjugaison stable. Il y a une correspondance entre classes de
conjugaison stable dans Ta et classes de conjugaison stable dans Ti. Cette correspondance
est en fait une injection du premier ensemble de classes dans le second et c’est presqu’une
surjection : l’unique classe dans Ti qui n’est pas dans l’image est la classe re´duite au tore
T = {1} ∈ Ti. Les formules de transfert de caracte`res de L-paquets contiennent des
signes, dont le produit est −1. On en de´duit que, pour toute classe de conjugaison stable
{T}a ⊂ Ta, la contribution de cette classe a` m(Σa,Πa) est l’oppose´ de la contribution
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a` m(Σi,Πi) de la classe de conjugaison stable dans Ti image de {T}a. Alors seul le tore
{1} ∈ Ti contribue de fac¸on non nulle a` la somme m(Σa,Πa) +m(Σi,Πi). A l’aide d’un
re´sultat de Rodier, cette contribution du tore {1} s’interpre`te comme le produit des
nombres d’e´le´ments de Σi, resp. Πi qui admettent un mode`le de Whittaker relatif a` une
certaine orbite nilpotente re´gulie`re. D’apre`s (3), ces nombres sont e´gaux a` 1. On obtient
m(Σa,Πa) +m(Σi,Πi) = 1
d’ou` le premier the´ore`me. Remarquons que l’apparition d’un signe ne´gatif dans les for-
mules de transfert, qui est cruciale pour le calcul ci-dessus, est probablement re´miniscente
de fait que le produit des L-groupes LH×LG a une repre´sentation naturelle qui est sym-
plectique.
La preuve du second the´ore`me est plus complique´e. Appelons quasi-caracte`re sur
G(F ) une fonction θ de´finie presque partout sur G(F ), invariante par conjugaison et
posse´dant un de´veloppement de la forme (4) au voisinage de tout point semi-simple.
Pour une fonction f ∈ C∞c (G(F )), disons que f est tre`s cuspidale si, pour tout sous-
groupe parabolique propre P = MU de G (avec des notations standard), et pour tout
m ∈M(F ), on a l’e´galite´ ∫
U(F )
f(mu)du = 0.
Pour tout entier N ∈ N, on de´finit une fonction κN sur G(F ). C’est l’image re´ciproque de
la fonction caracte´ristique d’un sous-ensemble compact de H(F )U(F )\G(F ), qui devient
de plus en plus grand quand N tend vers l’infini. Soient θ un quasi-caracte`re sur H(F )
et f ∈ C∞c (G(F )) une fonction tre`s cuspidale. On pose
IN (θ, f) =
∫
H(F )U(F )\G(F )
∫
H(F )
∫
U(F )
θ(h)f(g−1hug)ξ(u)du dh κN(g)dg.
La plus grande partie de l’article consiste a` prouver que cette expression a une limite
quand N tend vers l’infini et a` calculer cette limite. Celle-ci est, comme l’expression (5)
ci-dessus, une somme sur les tores T ∈ T d’inte´grales sur T (F ) de fonctions de´duites de
θ et f . Cf. 7.8 pour un e´nonce´ pre´cis. L’expression IN (θ, f) ressemble beaucoup a` celles
qui interviennent dans la partie ge´ome´trique de la formule des traces locale d’Arthur
([A3]). D’ailleurs, pour l’e´tudier, on s’inspire largement des me´thodes d’Arthur. Il y a
toutefois une diffe´rence importante entre les deux situations. Dans la formule des traces
locale, il n’y a pas de proble`me de singularite´s. La formule finale ne fait intervenir que des
points re´guliers du groupe. En particulier, si on se limite a` des fonctions dont le support
est forme´ d’e´le´ments elliptiques re´guliers, la partie ge´ome´trique de la formule des traces
locale est essentiellement triviale. Ici, il y a des singularite´s. Pour un e´le´ment semi-simple
x ∈ H(F ), le groupe Gx est en ge´ne´ral plus gros que Hx et on peut dire que la singularite´
du proble`me croˆıt en meˆme temps que dim(Gx) − dim(Hx). L’e´tude de IN(θ, f) passe
donc par une e´tude locale. On commence par se ramener au cas ou` θ et f ont des
supports concentre´s dans des voisinages invariants par conjugaison d’un point semi-
simple x ∈ H(F ). Une me´thode de descente imite´e d’Harish-Chandra rame`ne alors le
proble`me a un proble`me similaire, ou` les fonctions θ et f vivent cette fois sur les alge`bres
de Lie hx(F ) et gx(F ). Parce que θ est un quasi-caracte`re, on peut ensuite exprimer
l’avatar de IN (θ, f) en fonction de la transforme´e de Fourier de f . Il s’ave`re qu’apre`s
cette transformation, l’expression converge beaucoup mieux. On peut maintenant prouver
l’existence d’une limite et calculer celle-ci par des me´thodes similaires a` celles d’Arthur.
4
Le second the´ore`me ci-dessus s’en de´duit en remplac¸ant θ par θσˇ et f par un coefficient
de π. On montre en effet facilement que m(σ, π) est essentiellement la limite de IN (θ, f)
quand N tend vers l’infini.
Les trois premie`res sections sont consacre´es aux notations et a` divers rappels d’analyse
harmonique. Les sections 4 a` 6 e´tablissent les proprie´te´s qui nous seront utiles des quasi-
caracte`res et des fonctions tre`s cuspidales. Les sections 7 a` 12 sont consacre´es a` l’e´tude
de l’expression IN(θ, f) de´finie ci-dessus et au calcul de sa limite. La preuve des deux
the´ore`mes est donne´e dans la section 13.
1 Notations et premie`res de´finitions
1.1 Groupes
Soit F un corps local non archime´dien de caracte´ristique nulle. On en fixe une cloˆture
alge´brique F¯ . On note valF et |.|F les valuation et valeur absolue usuelles de F et on
note de la meˆme fac¸on leurs prolongements a` F¯ . On noteoF l’anneau des entiers de F ,
Fq son corps re´siduel et on fixe une uniformisante ̟F .
Tous les groupes alge´briques sont suppose´s de´finis sur F . Soit G un groupe alge´brique
re´ductif connexe. On note aussi G son groupe de points sur F¯ , c’est-a`-dire G = G(F¯ ).
On note AG le plus grand tore de´ploye´ central dans G, X(G) le groupe des caracte`res
de´finis sur F de G, AG = Hom(X(G),R) et A∗ = X(G)⊗Z R le dual de A. On de´finit
l’homomorphisme HG : G(F ) → AG par HG(g)(χ) = log(|χ(g)|F ) pour tous g ∈ G(F )
et χ ∈ X(G). On note g l’alge`bre de Lie de G et
G× g → g
(g,X) 7→ gXg−1
l’action adjointe. On appelle Le´vi de G un sous-groupe M tel qu’il existe un sous-groupe
parabolique P de G (de´fini sur F ) de sorte que M soit une composante de Le´vi de
P . Pour un tel Le´vi, on note P(M) l’ensemble des sous-groupes paraboliques de G de
composante de Le´vi M , L(M) celui des Le´vi de G contenant M et F(M) celui des
sous-groupes paraboliques de G contenant M . Pour Q ∈ F(M), on notera sans plus de
commentaire Q = LU la de´composition de Q en sa composante de Le´vi L contenant M
et son radical unipotent U . Il y a une de´composition naturelle AM = AGM ⊕AG. On note
projGM et projG les projections sur chacun des facteurs. Le sous-espace AGM est engendre´
par l’ensemble ΣˇM des coracines indivisibles. A un e´le´ment P de P(M) est associe´ une
chambre positive A+P ⊂ AM et un sous-ensemble de coracines simples ∆ˇP ⊂ ΣˇM . Bruhat
et Tits ont de´fini la notion de sous-groupe compact spe´cial de G(F ). Si K est un tel
sous-groupe et M est un Le´vi de G, on dit que K est en bonne position relativement a`
M s’il existe un sous-tore de´ploye´ maximal A ⊂M de sorte que K fixe un point spe´cial
de l’appartement associe´ a` A dans l’immeuble de G. Supposons qu’il en soit ainsi et soit
P = MU ∈ P(M). On de´finit la fonction HP : G(F ) → AM par HP (g) = HM(m) pour
g = muk ∈ G(F ), avecm ∈M(F ), u ∈ U(F ), k ∈ K. Suivant Harish-Chandra, on de´finit
une fonction hauteur ||.|| sur G(F ), a` valeurs dans R≥1 = {x ∈ R; x ≥ 1} et (en modifiant
le´ge`rement la de´finition d’Harish-Chandra) une fonction σ par σ(g) = sup(1, log(||g||)).
On de´finit une fonction sur g(F ), e´galement note´e σ, de la fac¸on suivante. On fixe une
base de g(F ) sur F . Pour X ∈ g(F ), on pose σ(X) = sup(1, sup{−valF (Xi)}), ou` les Xi
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sont les coordonne´es de X. Le cas e´che´ant, on ajoutera des exposants G aux notations
que l’on vient d’introduire pour pre´ciser le groupe ambiant.
Soit G un groupe. On note ZG son centre. Soit A un ensemble muni d’une action
de G. Pour un sous-ensemble B ⊂ A, on note ZG(B) le centralisateur de B dans G et
NormG(B) le normalisateur. Si B = {x}, on note simplement ZG(x) = ZG({x}). Quand
A = G, on suppose implicitement que l’action de G est l’action par conjugaison. De
meˆme si G est un groupe alge´brique line´aire et A = g est son alge`bre de Lie. Pour une
fonction f sur A et pour g ∈ G, on note gf la fonction a 7→ f(g−1(a)).
Quand G est un groupe alge´brique line´aire, on note G0 sa composante neutre. Pour
x ∈ G, resp. X ∈ g, on note Gx = ZG(x)0, resp. GX = ZG(X)0, la composante neutre
du centralisateur de x, resp. X.
Soit G un groupe re´ductif connexe. On note Gss l’ensemble de ses e´le´ments semi-
simples et Greg le sous-ensemble des e´le´ments semi-simples re´guliers. On de´finit de meˆme
gss et greg. Pour x ∈ Gss(F ), l’ope´rateur ad(x)−1 est de´fini et inversible sur g(F )/gx(F ),
on pose :
DG(x) = |det(ad(x)− 1)|g(F )/gx(F ))|F .
De meˆme, pour X ∈ gss(F ), on pose :
DG(X) = |det(ad(X)|g(F )/gX(F ))|F .
Pour tout sous-ensemble Γ ⊂ G(F ), on pose ΓG = {g−1γg; g ∈ G(F ), γ ∈ Γ}. On dit
qu’un sous-ensemble Ω ⊂ G(F ) est compact modulo conjugaison s’il existe un sous-
ensemble compact Γ ⊂ G(F ) tel que Ω ⊂ ΓG
1.2 Mesures
On fixe pour tout l’article un caracte`re continu et non trivial ψ : F → C×. Soit
G un groupe re´ductif connexe. On munit g(F ) d’une forme biline´aire syme´trique non
de´ge´ne´re´e < ., . > invariante par conjugaison par G(F ). Pour tout ensemble topologique
X totalement discontinu, on note C∞c (X) l’espace des fonctions sur X, a` valeurs dans
C, localement constantes et a` support compact. On de´finit la transformation de Fourier
f 7→ fˆ de C∞c (g(F )) dans lui-meˆme par
fˆ(X) =
∫
g(F )
f(Y )ψ(< X, Y >)dY,
ou` dY est la mesure de Haar autoduale, c’est-a`-dire telle que
ˆˆ
f(X) = f(−X). L’espace
g(F ) sera toujours muni de cette mesure. Si H est un sous-groupe re´ductif de G, le meˆme
proce´de´ munit h(F ) d’une mesure.
On note Nil(g) l’ensemble des orbites nilpotentes. Soit O une telle orbite. Pour
X ∈ O, la forme biline´aire (Y, Z) 7→< X, [Y, Z] > sur g(F ) se descend en une forme
symplectique sur g(F )/gX(F ), c’est-a`-dire sur l’espace tangent a` O au point X. Ainsi,
O est muni d’une structure de varie´te´ F -analytique symplectique et on en de´duit une
mesure ”autoduale” sur O. Cette mesure est invariante par conjugaison par G(F ).
Appelons G-domaine dans G(F ), resp. g(F ), un sous-ensemble de G(F ), resp. g(F ),
qui est ouvert, ferme´ et invariant par conjugaison. On sait que l’on peut de´finir une
application exponentielle exp : ω → Ω, ou` ω est un certain G-domaine dans g(F ) conte-
nant 0 et Ω un certain G-domaine dans G(F ) contenant 1. Cette application est un
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home´omorphisme e´quivariant pour les actions de G(F ). On a de´ja` muni g(F ) d’une me-
sure et on munit G(F ) de la mesure de Haar telle que le Jacobien de l’exponentielle soit
e´gal a` 1 au point 0 ∈ g(F ). On de´finit de meˆme une mesure de Haar sur H(F ) pour
tout sous-groupe re´ductif H contenu dans G. Si K est un sous-groupe compact spe´cial
de G(F ), on munit K de la mesure de Haar de masse totale 1. Soient M un Le´vi de
G et P = MU ∈ P(M). On doit munir U(F ) d’une mesure de Haar. On sera toujours
dans l’une des situations suivantes. Ou bien le choix de la mesure sera sans importance
et on ne la pre´cisera pas. Ou bien sera fixe´ un sous-groupe compact spe´cial K de G(F )
en bonne position relativement a` M . Dans ce cas on choisira la mesure telle que, pour
toute f ∈ C∞c (G(F )), on ait l’e´galite´ :∫
G(F )
f(g)dg =
∫
K
∫
U(F )
∫
M(F )
f(muk)dmdu dk.
Autrement dit, de sorte que l’on ait l’e´galite´ :
mes(K, dg) = mes(K ∩M(F ), dm)mes(K ∩ U(F ), du),
avec une notation e´vidente. En inversant le proce´de´ ci-dessus, on munit aussi u(F ) d’une
mesure. Dans la situation ci-dessus, pour f ∈ C∞c (G(F )), on de´finit fP ∈ C∞c (M(F ))
par :
fP (m) = δP (m)
1/2
∫
K
∫
U(F )
f(muk)du dk,
ou` δP est le module usuel.
Soit T un sous-tore de G. Le groupe T (F ) est muni d’une mesure par la de´finition
ci-dessus, notons-la dt. Il y a une autre mesure de Haar qui intervient naturellement
dans la the´orie, que l’on note dct, et qui est de´finie de la fac¸on suivante. Si T est de´ploye´,
le sous-groupe compact maximal de T (F ) est de volume 1 pour dct. En ge´ne´ral, dct
est compatible avec la mesure que l’on vient de de´finir sur AT (F ) et avec la mesure
sur T (F )/AT (F ) de masse totale 1. Pour e´viter les confusions, nous n’utiliserons que la
mesure dt, mais il sera ne´cessaire d’introduire dans nos formules la constante ν(T ) de´finie
par dct = ν(T )dt.
Soit M un Le´vi de G. On munit AGM de la mesure pour laquelle le quotient
AGM/projGM(HM(AM(F )))
est de volume 1.
2 Inte´grales orbitales ponde´re´es
2.1 (G,M)-familles
Un groupe re´ductif connexe G est fixe´ pour toutes les sections 2 a` 6. On fixe aussi
une forme biline´aire sur g(F ) comme en 1.2. Soit M un Le´vi de G. Arthur a introduit
la notion de (G,M)-famille : c’est une famille (cP )P∈P(M) de fonctions C
∞ sur iA∗M (ou`
i =
√−1) ve´rifiant une certaine condition de compatibilite´ ([A1] p.36). Conside´rons une
telle (G,M)-famille. On sait lui associer un nombre complexe cM ([A1] p.37). On a besoin
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pour cela d’une mesure sur AM : on l’a fixe´e dans la section pre´ce´dente. Soit L ∈ L(M).
On de´duit de notre (G,M)-famille une (G,L)-famille, on note cL le nombre qui lui est
associe´. Soit Q ∈ P(L). On de´duit aussi de la famille de de´part une (L,M)-famille dont
on note cQL le nombre associe´.
Soit (YP )P∈P(M) une famille d’e´le´ments de AM . On dit qu’elle est (G,M)-orthogonale,
resp. et positive, si elle ve´rifie la condition suivante. Soient P et P ′ deux e´le´ments ad-
jacents de P(M). Il y a une unique coracine αˇ telle que αˇ ∈ ∆ˇP et −αˇ ∈ ∆ˇP ′ . On
demande que YP − YP ′ ∈ Rαˇ, resp. YP − YP ′ ∈ R≥0αˇ. Pour P ∈ P(M), de´finissons
une fonction cP sur iA∗M par cP (λ) = e−λ(YP ). Supposons que la famille (YP )P∈P(M) soit
(G,M)-orthogonale. Alors la famille (cP )P∈P(M) est une (G,M)-famille. Soit L ∈ L(M).
La (G,L)-famille de´duite de cette (G,M)-famille est associe´e a` la famille de points
(YQ)Q∈P(L) ainsi de´finie : YQ = projL(YP ) pour n’importe quel P ∈ P(M) tel que P ⊂ Q.
De meˆme, soit Q ∈ P(L). Alors la (L,M)-famille de´duite de notre (G,M)-famille est
associe´e a` la famille de points (YP ′)P ′∈PL(M) ainsi de´finie : YP ′ = YP , ou` P est l’unique
e´le´ment de P(M) tel que P ⊂ Q et P ∩ L = P ′.
2.2 Formules de descente
Soient M un Le´vi de G, (cP )P∈P(M) et (dP )P∈P(M) deux (G,M)-familles. Pour P ∈
P(M), posons (cd)P = cPdP . Alors ((cd)P )P∈P(M) est encore une (G,M)-famille. On a
une e´galite´ ([A2] corollaire 7.4) :
(1) (cd)M =
∑
L,L′∈L(M)
dGM(L,L
′)cQMd
Q′
M .
Le terme dGM(L,L
′) est un re´el positif ou nul, qui est non nul si et seulement si
AGM = AGL ⊕AGL′.
On a dGM(M,G) = d
G
M(G,M) = 1. On doit fixer un parame`tre auxiliaire ξ ∈ AGM ,
en position ge´ne´rale. Pour L,L′ ve´rifiant la condition pre´ce´dente, notons ξL et ξL′ les
projections de ξ sur chacun des facteurs. Alors Q est l’unique e´le´ment de P(L) tel que
ξL ∈ A+Q et Q′ est de´fini de fac¸on similaire.
Supposons que (dP )P∈P(M) est associe´e a` une famille (G,M)-orthogonale de points
(YP )P∈P(M). Alors :
(2) (cd)M =
∑
Q∈F(M)
cQMuQ(YQ),
ou`, pour Q = LU , uQ est une fonction sur AL, bien suˆr inde´pendante de nos (G,M)-
familles. La fonction uG est constante de valeur 1. La formule re´sulte de [A1] (6.3) et
lemme 6.3.
Pour une seule (G,M)-famille (cP )P∈P(M) et pour L ∈ L(M), on a aussi :
(3) cL =
∑
L′∈L(M)
dGM(L,L
′)cQ
′
M ,
avec les meˆmes de´finitions qu’en (1).
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2.3 Inte´grales orbitales ponde´re´es
Soient M un Le´vi de G et K et sous-groupe compact spe´cial de G(F ) en bonne posi-
tion relativement a` M . Pour g ∈ G(F ), la famille de points (HP (g))P∈P(M) est (G,M)-
orthogonale et positive. On note (vP (g))P∈P(M) la (G,M)-famille associe´e et vM(g) le
nombre associe´ a` cette (G,M)-famille. La fonction g 7→ vM(g) est invariante a` gauche
par M(F ) et a` droite par K.
Soient f ∈ C∞c (G(F )) et x ∈M(F )∩Greg(F ). On de´finit l’inte´grale orbitale ponde´re´e
JM(x, f) = D
G(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)vM(g)dg.
L’inte´grale a un sens puisque Gx =Mx ⊂M .
Lemme. (i) Soit f ∈ C∞c (G(F )). La fonction x 7→ JM(x, f) de´finie sur M(F )∩Greg(F )
est localement constante et invariante par conjugaison par M(F ). L’adhe´rence dans
M(F ) de son support est compacte modulo conjugaison.
(ii) Il existe un entier k ≥ 0 et, pour toute f ∈ C∞c (G(F )), il existe c > 0 de sorte
que l’on ait l’ine´galite´ :
|JM(x, f)| ≤ c(1 + |log DG(x)|)k
pour tout x ∈M(F ) ∩Greg(F ).
Preuve. Le (i) est e´vident. Le (ii) est duˆ a` Arthur mais nous allons rappeler la
de´monstration car nous l’utiliserons plus loin. D’apre`s le (i), on peut fixer un sous-
tore maximal T de M , un sous-ensemble compact ω ⊂ T (F ) et se contenter de majorer
|JM(x, f)| pour x ∈ ω. Fixons une norme sur AM . Il existe c > 0 tel que, pour tout
P ∈ P(M) et tout g ∈ G(F ), on ait l’ine´galite´ |HP (g)| ≤ cσ(g). Par construction,
vM(g) est polynomial en les HP (g), il y a donc un entier k ≥ 0 et c > 0 tel que
vM(g) ≤ cσ(g)k. Posons σT (g) = inf{σ(tg); t ∈ T (F )}. Puisque vM (g) est invariante
a` gauche par T (F ) ⊂ M(F ), on a meˆme vM(g) ≤ cσT (g)k. Rappelons le lemme 4.2
de [A3], qui pre´cise un re´sultat de Harish-Chandra. Pour tous sous-ensembles compacts
Ω ⊂ T (F ) et Γ ⊂ G(F ), il existe c > 0 de sorte que, pour tout x ∈ Ω et tout g ∈ G(F )
tels que g−1xg ∈ Γ, on ait l’ine´galite´ :
(1) σT (g) ≤ c(1 + |log DG(x)|).
On applique cela a` Ω = ω et au support Γ de f . Alors pour x ∈ ω ∩ Greg(F ), on peut
majorer le terme vM(g) intervenant dans la de´finition de JM(x, f) par c(1+|log DG(x)|)k,
ou` c de´pend de f mais pas k. On obtient :
|JM(x, f)| ≤ c(1 + |log DG(x)|)kDG(x)1/2
∫
Gx(F )\G(F )
|f(g−1xg)|dg
≤ c(1 + |log DG(x)|)kJG(x, |f |).
D’apre`s [HCvD] the´ore`me 13, JG(x, |f |) est borne´ sur ω ∩Greg(F ) et cela conclut. 
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2.4 Formule des traces locale
Soient Mmin un Le´vi minimal de G et K un sous-groupe compact spe´cial de G(F )
en bonne position relativement a` Mmin. Les de´finitions du paragraphe pre´ce´dent se des-
cendent a` l’alge`bre de Lie : pour tousM ∈ L(Mmin), X ∈ m(F )∩greg(F ), f ∈ C∞c (g(F )),
on de´finit l’inte´grale orbitale ponde´re´e JM(X, f).
Soient f, f ′ ∈ C∞c (g(F )). Pour M ∈ L(Mmin) et X ∈ m(F ) ∩ greg(F ), posons :
JM(X, f, f
′) =
∑
L,L′∈L(M)
dGM(L,L
′)JLM(X, fQ¯)J
L′
M (X, f
′
Q′)
Les de´finitions sont les meˆmes qu’en 2.2(1) ; Q¯ est le sous-groupe parabolique oppose´ a`
Q. On note WM = NormM(Mmin)/Mmin, aM = dim(AM ). Pour un sous-tore maximal
T de M , on pose W (M,T ) = NormM(F )(T )/T (F ). On dit que T est elliptique dans M
si AT = AM . On fixe un ensemble Tell(M) de repre´sentants des classes de conjugaison de
sous-tores maximaux de M , elliptiques dans M . Posons :
J(f, f ′) =
∑
M∈L(Mmin)
|WM ||WG|−1(−1)aG−aM
∑
T∈Tell(M)
|W (M,T )|−1ν(T )−1
∫
t(F )
JM(X, f, f
′)dX.
Cette expression est absolument convergente en vertu du lemme 2.3(ii) et du lemme
suivant.
Lemme. Soient V un espace vectoriel de dimension finie sur F et (Ri)i=1,...,n une famille
finie de polynoˆmes non nuls sur V . Alors la fonction v 7→ ∏i=1,...,n log(|Ri(v)|F ) est
localement inte´grable sur V . 
The´ore`me. Pour toutes f, f ′ ∈ C∞c (g(F )), on a l’e´galite´ J(fˆ , f ′) = J(f, fˆ ′).
Cf. [W1] the´ore`me 5.2, qui reprenait [A3]. Il n’y a pas de ν(T ) dans [W1], ce qui
est duˆ au fait que les mesures sur les tores n’y sont pas les meˆmes que les noˆtres (il y
a d’ailleurs aussi dans cette re´fe´rence une erreur dans la de´finition des mesures sur les
espaces AM).
2.5 La condition (H)
On conserve les meˆmes hypothe`ses. Pour ϕ ∈ C∞c (g(F )), conside´rons la condition :
(H). pour tout M ∈ L(Mmin), il existe ϕM ∈ C∞c (m(F )) telle que ϕP = ϕM pour tout
P ∈ P(M).
En vertu de l’e´galite´ (ϕˆ)P = (ϕP )ˆ, ϕ ve´rifie (H) si et seulement ϕˆ ve´rifie (H).
En ge´ne´ral, pour tout sous-ensemble B d’un ensemble A, notons 1B la fonction ca-
racte´ristique de B dans A. Si Ω est un G-domaine dans g(F ) et si ϕ ve´rifie (H), alors
ϕ1Ω ve´rifie aussi (H) et on a (ϕ1Ω)M = ϕM1Ω∩m(F ) pour tout M .
Pour tout sous-ensemble B ⊂ g(F ), posons BK = {k−1Xk; k ∈ K,X ∈ B}. Posons :
Ω =
⋃
M∈L(Mmin)
⋃
T∈Tell(M)
(t(F ) ∩ greg(F ))K .
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C’est un ouvert de g(F ).
Lemme. Soit ϕ ∈ C∞c (g(F )).
(i) Supposons Supp(ϕ) ⊂ Ω. Alors ϕ ve´rifie (H).
(ii) Supposons Supp(ϕ) ⊂ greg(F ). Alors il existe une familles finie (ϕi)i=1,...,n d’e´le´ments
de C∞c (g(F )) et une famille finie (gi)i=1,...,n d’e´le´ments de G(F ) telles que ϕi ve´rifie (H)
pour tout i et ϕ =
∑
i=1,...,n
giϕi.
Preuve. Supposons Supp(ϕ) ⊂ Ω. Soient P = MU ∈ F(Mmin) etX ∈ m(F )∩greg(F ).
Par un calcul familier, on a l’e´galite´ :
ϕP (X) = D
G(X)1/2DM(X)−1/2
∫
K
∫
U(F )
ϕ(k−1u−1Xuk)du dk.
Soit u ∈ U(F ) pour lequel il existe k ∈ K tel que ϕ(k−1u−1Xuk) 6= 0. Alors u−1Xu ∈ Ω
et on peut fixer L ∈ L(Mmin), T ∈ Tell(L), Y ∈ t(F ) ∩ greg(F ) et k ∈ K de sorte que
u−1Xu = kY k−1. Posons g = uk. On a gY g−1 = X, donc gTg−1 est le commutant GX
de X. Le plus grand tore de´ploye´ de gTg−1 est gALg
−1. Celui de GX contient AM . Donc
AM ⊂ gALg−1 ⊂ gAMming−1. PuisqueM est le commutant de AM , on a gAMming−1 ⊂M .
Alors AMmin et gAMming
−1 sont deux tores de´ploye´s maximaux de M , ils sont donc
conjugue´s par un e´le´ment de M(F ). Fixons m ∈ M(F ) tel que mgAMming−1m−1 =
AMmin . D’apre`s Bruhat et Tits, le normalisateur NormG(F )(AMmin) est contenu dans
Mmin(F )K. Donc mg ∈ Mmin(F )K, puis g ∈ M(F )K et enfin u ∈ M(F )K. Parce que
K est en bonne position relativement a` M , cela entraˆıne u ∈ U(F ) ∩K. Donc :
ϕP (X) = D
G(X)1/2DM(X)−1/2
∫
K
∫
U(F )∩K
ϕ(k−1u−1Xuk)du dk.
L’inte´grale sur U(F ) ∩K est absorbe´e par celle sur K, on obtient :
ϕP (X) = D
G(X)1/2DM(X)−1/2(mes(U(F ) ∩K))
∫
K
ϕ(k−1Xk)dk.
Comme on l’a remarque´ en 1.2,mes(U(F )∩K) ne de´pend pas du sous-groupe parabolique
P ∈ P(M). L’expression ci-dessus n’en de´pend donc pas non plus et c’est la condition
pour que ϕ ve´rifie (H).
Supposons maintenant que Supp(ϕ) ⊂ greg(F ). Pour tout X ∈ Supp(ϕ), fixons gX ∈
G(F ) tel que
g−1X XgX ∈
⋃
M∈L(Mmin)
⋃
T∈Tell(M)
t(F ) ∩ greg(F ),
puis un voisinage ωX de X tel que g
−1
X ωXgX ⊂ Ω. Une partition de l’unite´ nous rame`ne
au cas ou` Supp(ϕ) est contenu dans un tel voisinage ωX . Dans ce cas, ϕ =
gXϕ′, ou`
ϕ′ = g
−1
X ϕ. Mais Supp(ϕ′) ⊂ Ω, donc ϕ′ ve´rifie (H). 
2.6 Transforme´es de Fourier d’inte´grales orbitales, germes de
Shalika
Pour tout O ∈ Nil(g), on de´finit l’inte´grale orbitale nilpotente
JO(f) =
∫
O
f(X)dX
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pour f ∈ C∞c (g(F )), et sa transforme´e de Fourier
JˆO(f) = JO(fˆ).
Pour λ ∈ F×, de´finissons fλ par fλ(X) = f(λX). Notons F×2 le groupe des carre´s dans
F×. On a l’e´galite´
JO(f
λ) = |λ|−dim(O)/2F JO(f)
pour tout λ ∈ F×2.
On pose δ(G) = dim(G)− dim(T ), ou` T est n’importe quel sous-tore maximal de G.
On sait qu’il existe une unique fonction ΓO sur greg(F ), le germe de Shalika associe´ a` O,
ve´rifiant les deux conditions suivantes :
ΓO(λX) = |λ|(δ(G)−dim(O))/2F ΓO(X)
pour tous X ∈ greg(F ) et λ ∈ F×2 ;
pour toute f ∈ C∞c (g(F )), il existe un voisinage ω de 0 dans g(F ) tel que :
JG(X, f) =
∑
O∈Nil(g)
ΓO(X)JO(f)
pour tout X ∈ ω ∩ greg(F ).
Remarquons que ΓO co¨ıncide sur tout compact avec une inte´grale orbitale, en parti-
culier y est borne´.
Il existe une unique fonction jˆ sur g(F ) × g(F ), localement inte´grable, localement
constante sur greg(F )×greg(F ), telle que, pour toute f ∈ C∞c (g(F )) et tout X ∈ greg(F ),
on ait l’e´galite´ :
JG(X, fˆ) =
∫
g(F )
f(Y )jˆ(X, Y )dY.
De meˆme, pour O ∈ Nil(g), il existe une unique fonction Y 7→ jˆ(O, Y ) sur g(F ),
localement inte´grable, localement constante sur greg(F ), telle que, pour toute fonction
f ∈ C∞c (g(F )) , on ait l’e´galite´ :
JˆO(f) =
∫
g(F )
f(Y )jˆ(O, Y )dY.
On a les e´galite´s :
(1) jˆ(λX, Y ) = |λ|δ(G)/2F jˆ(X, λY ), jˆ(O, λY ) = |λ|−dim(O)/2F jˆ(O, Y )
pour tous X, Y ∈ greg(F ), O ∈ Nil(g) et λ ∈ F×2.
Soient ω et Ω deux G-domaines dans g(F ) compacts modulo conjugaison. La conjec-
ture de Howe entraˆıne l’existence d’une famille finie (Xi)i=1,...,n d’e´lements de Ω∩greg(F )
et d’une famille finie (fi)i=1,...,n d’e´le´ments de C
∞
c (ω) ve´rifiant la condition suivante. Pour
toute distribution invariante D dont la transforme´e de Fourier est a` support dans Ω et
toute f ∈ C∞c (ω), on a l’e´galite´
(2) D(f) =
∑
i=1,...,n
JG(Xi, fˆ)D(fi).
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Il en re´sulte que, pour X ∈ Ω ∩ greg(F ) et Y ∈ ω ∩ greg(F ), on a l’e´galite´
(3) jˆ(X, Y ) =
∑
i=1,...,n
jˆ(Xi, Y )JG(X, fˆi).
Au voisinage de 0, on a un re´sultat plus pre´cis. Soit ω un G-domaine de g(F ) compact
modulo conjugaison et contenant 0. Alors il existe un G-domaine Ω de g(F ) compact
modulo conjugaison et contenant 0 tel que, pour X ∈ Ω ∩ greg(F ) et Y ∈ ω ∩ greg(F ),
on ait l’e´galite´
(4) jˆ(X, Y ) =
∑
O∈Nil(g)
ΓO(X)jˆ(O, Y ).
Soient M un Le´vi de G et X ∈ m(F )∩greg(F ). Pour Y ∈ greg(F ), fixons un ensemble
de repre´sentants (Yi)i=1,...,r des classes de conjugaison par M(F ) dans l’ensemble des
e´le´ments de m(F ) qui sont conjugue´s a` Y par un e´le´ment de G(F ). On ve´rifie l’e´galite´
(5) jˆG(X, Y )DG(Y )1/2 =
∑
i=1,...,r
jˆM(X, Yi)D
M(Yi)
1/2.
3 Voisinages d’e´le´ments semi-simples
3.1 Bons voisinages
On fixe pour toute la section un e´le´ment x ∈ Gss(F ). On dira qu’un sous-ensemble
ω ⊂ gx(F ) est un bon voisinage de 0 s’il ve´rifie les conditions (1) a` (7) ci-dessous.
(1) L’ensemble ω est un Gx-domaine compact modulo conjugaison, invariant par
ZG(x)(F ) et contenant 0.
(2) L’exponentielle est de´finie sur ω ; c’est un home´omorphisme e´quivariant pour la
conjugaison par ZG(x)(F ) de ω sur un Gx-domaine exp(ω) de Gx(F ).
(3) Pour tout λ ∈ F× tel que |λ|F ≤ 1, on a λω ⊂ ω.
(4) On a l’e´galite´
{g ∈ G(F ); g−1xexp(ω)g ∩ xexp(ω) 6= ∅} = ZG(x)(F ).
(5) Pour tout sous-ensemble compact Γ ⊂ G(F ), il existe un sous-ensemble compact
Γ′ ⊂ G(F ) tel que l’on ait l’inclusion :
{g ∈ G(F ); g−1xexp(ω)g ∩ Γ 6= ∅} ⊂ Gx(F )Γ′.
Fixons un re´el cF > 0 tel que c
k
F < |(k + 1)!|F pour tout entier k ≥ 1.
(6) Pour tout sous-tore maximal T ⊂ Gx, tout caracte`re alge´brique χ de T et tout
e´le´ment X ∈ t(F ) ∩ ω, on a l’ine´galite´ |χ(X)|F < cF .
Conside´rons un sous-espace propre W ⊂ g(F ) pour l’ope´rateur ad(x). Notons λ la
valeur propre. Soit X ∈ ω. Alors ad(X) conserve W . Soit WX un sous-espace propre
de W pour l’ope´rateur ad(X), de valeur propre µ. Alors WX est aussi un espace propre
pour l’ope´rateur ad(xexp(X)), de valeur propre λexp(µ).
(7) Supposons λ 6= 1. Alors |λexp(µ)− 1|F = |λ− 1|F .
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De bons voisinages de 0 existent, aussi petits que l’on veut en ce sens que, si ω0
est un voisinage de 0 dans gx(F ), il existe un bon voisinage ω de 0 tel que ω ⊂ ωGx0 .
Conside´rons un bon voisinage ω de 0. Les conditions (1) et (2) entraˆınent que l’ensemble
Ω = (xexp(ω))G est un G-domaine dans G(F ), compact modulo conjugaison. La condi-
tion (4) entraˆıne que, pour X ∈ ω, ZG(xexp(X))(F ) ⊂ ZG(x)(F ) et Gxexp(X) = (Gx)X ⊂
Gx. On note simplement Gx,X = (Gx)X . La condition (6) entraˆıne que l’exponentielle
de ω sur exp(ω) pre´serve les mesures. Plus ge´ne´ralement, elle entraˆıne qu’un certain
nombre de jacobiens qui interviendront plus tard sont e´gaux a` 1. Les conditions (6) et
(7) entraˆınent que, pour tout X ∈ ω, on a l’e´galite´
DG(xexp(X)) = DG(x)DGx(X).
Une conse´quence de la proprie´te´ (4) est que, pour toute fonction ϕ sur ω, invariante
par conjugaison par ZG(x)(F ), il existe une unique fonction f sur G(F ), invariante par
conjugaison par G(F ), a` support dans Ω et telle que f(xexp(X)) = ϕ(X) pour tout
ϕ ∈ ω. Si ϕ est localement constante sur ω ∩ greg(F ), f est localement constante sur
Greg(F ).
Le cas e´che´ant, on peut renforcer les conditions impose´es aux bons voisinages. Suppo-
sons par exemple que Gx se de´compose en le produit de deux groupes re´ductifs connexes
Gx = G
′ ×G′′, conserve´s chacun par ZG(x)(F ). On peut imposer
(8) ω = ω′×ω′′, ou` ω′ ⊂ g′(F ) et ω′′ ⊂ g′′(F ) ve´rifient des conditions analogues a` (1)
et (2).
Ou bien, supposons fixe´e une repre´sentation alge´brique ρ de G dans un espace vecto-
riel V de dimension finie sur F . Les conditions pre´ce´dant (7) s’appliquent en remplac¸ant
g(F ) par V et les ope´rateurs ad(x), ad(X) et ad(xexp(X)) par ρ(x), ρ(X), ρ(xexp(X)).
On peut imposer une condition (7)ρ analogue a` (7) pour les ensembles de valeurs propres
ainsi de´finis.
3.2 Correspondance des Le´vi
SoitM un Le´vi de G contenant x. On a l’e´galite´Mx =M∩Gx et ce groupe est un Le´vi
de Gx : c’est le commutant de AM ⊂ Gx. On a AM ⊂ AMx . Pour P =MU ∈ P(M), on a
les e´galite´s Px = P ∩Gx, Ux = U∩Gx, Px =MxUx et Px appartient a` P(Mx) = PGx(Mx).
Inversement, soit R un Le´vi de Gx. Notons R le commutant de AR dans G. C’est un
Le´vi de G. On a :
(1) x ∈ R(F ), Rx =M et AR = AR.
Preuve. Puisque x commute a` AR, x appartient a` R(F ). On sait de´ja` que AR ⊂ ARx .
Le groupeR commute a` AR, donc est inclus dansR, puis dansR∩Gx = Rx. Cela entraˆıne
ARx ⊂ AR. Enfin, par construction de R, AR est inclus dans AR. Alors AR = ARx = AR,
ce qui entraˆıne les deux dernie`res assertions de (1) 
L’application R 7→ R est une bijection de l’ensemble des Le´vi de Gx sur celui des
Le´vi M de G contenant x et tels que AM = AMx .
3.3 Descente des poids
Fixons un Le´vi minimal Rmin de Gx, un sous-groupe compact spe´cial Kx de Gx(F )
en bonne position relativement a` Rmin et un sous-groupe compact spe´cial K de G(F )
14
en bonne position relativement a` Rmin. Remarquons que la bijection du paragraphe
pre´ce´dent se restreint en une bijection de LGx(Rmin) sur le sous-ensemble des M ∈
LG(Rmin) tels que AM = AMx . Le Le´vi Rmin n’a bien suˆr aucune raison d’eˆtre minimal
dans G.
Lemme. Soient R ∈ L(Rmin), g ∈ Gx(F ) et y ∈ G(F ). On a l’e´galite´ :
vR(gy) =
∑
S∈L(R)
∑
Q∈P(S)
vQxR (g)uQ(HQ(gy)−HQx(g)).
Preuve. Pour P ∈ P(R) et λ ∈ iAR = iAR, posons cP (g)(λ) = vPx(g)(λ). D’apre`s
[A4] p.233, la famille (cP (g))P∈P(R) est une (G,R)-famille. De´finissons la (G,R)-famille
(dP (g, y))P∈P(R) par dP (g, y) = cP (g)
−1vP (gy). Elle est associe´e a` la famille de points
(HP (gy)−HPx(g))P∈P(R). On a vP (gy) = cP (g)dP (g, y). D’apre`s 2.2(2),
vR(gy) =
∑
Q=LU∈F(R)
cQ
R
(g)uQ(HQ(gy)− projL(HQx(g))).
Soit Q = LU ∈ F(R). D’apre`s [A4], lemme 4.1,
cQ
R
(g) =
∑
S∈L(R)
dLR(R, S)v
QS
R (g).
Le groupe QS appartient a` P(S) et est contenu dans Qx. La constante dLR(R, S) est
similaire a` celle de 2.2. La condition dLR(R, S) 6= 0 impose ALR = ALR⊕ALS . Or AR = AR.
Donc AS = AL. Mais alors L = S et QS = Qx. On obtient :
cQ
R
(g) =
{
vQxR (g), si L = S pour un S ∈ P(R),
0, sinon.
Dans le cas ou` L = S pour un S ∈ P(R), on aHQx(g) ∈ AS = AL, donc projL(HQx(g)) =
HQx(g). Toutes ces formules conduisent a` celle de l’e´nonce´. 
4 Quasi-caracte`res
4.1 Quasi-caracte`res de G(F )
Soit θ une fonction de´finie presque partout sur G(F ) et invariante par conjugaison.
On dit que c’est un quasi-caracte`re si et seulement si, pour tout x ∈ Gss(F ), il existe
un bon voisinage ω de 0 dans gx(F ) et, pour tout O ∈ Nil(gx), il existe cθ,O(x) ∈ C de
sorte que l’on ait l’e´galite´
(1) θ(xexp(X)) =
∑
O∈Nil(gx)
cθ,O(x)jˆ(O, X)
presque partout pour X ∈ ω. Autrement dit, pour toute f ∈ C∞c (gx(F )) a` support dans
ω, on a l’e´galite´ ∫
gx(F )
θ(xexp(X))f(X)dX =
∑
O∈Nil(gx)
cθ,O(x)JˆO(f).
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Les coefficients cθ,O(x) sont uniquement de´termine´s.
Soit θ un quasi-caracte`re. Alors θ est localement inte´grable sur G(F ) et localement
constant sur Greg(F ). Pour tout G-domaine Ω dans G(F ), θ1Ω est un quasi-caracte`re.
Soient x ∈ Gss(F ) et ω un bon voisinage de 0 dans gx(F ). On dit que θ est de´veloppable
dans xexp(ω) si l’e´galite´ (1) est ve´rifie´e pour X ∈ ω ∩ greg(F ).
4.2 Quasi-caracte`res de g(F )
La de´finition pre´ce´dente s’adapte aux alge`bres de Lie. Soit θ une fonction de´finie
presque partout sur g(F ). On dit que c’est un quasi-caracte`re si et seulement si, pour
tout X ∈ gss(F ), il existe un GX-domaine ω dans gX(F ), contenant 0, et, pour tout
O ∈ Nil(gX), il existe cθ,O(X) ∈ C de sorte que l’on ait l’e´galite´
(1) θ(X + Y ) =
∑
O∈Nil(gX)
cθ,O(X)jˆ(O, Y )
presque partout pour Y ∈ ω. Les quasi-caracte`res de g(F ) ont des proprie´te´s similaires
a` celles des quasi-caracte`res de G(F ).
Soit θ un quasi-caracte`re. On note simplement cθ,O = cθ,O(0) les coefficients du
de´veloppement de θ au point 0. Soit λ ∈ F×2. Alors θλ est un quasi-caracte`re. Soient
X ∈ gss(F ) et ω comme ci-dessus, tel que θ soit de´veloppable dans X + ω. Alors θλ est
de´veloppable dans λ−1X + λ−1ω. Remarquons que gλ−1X = gX . Pour tout O ∈ Nil(gX),
on a l’e´galite´
(2) cθλ,O(λ
−1X) = |λ|−dim(O)/2F cθ,O(X).
Cela re´sulte imme´diatement des formules de 2.6.
The´ore`me. Soit D une distribution sur g(F ), invariante par conjugaison et a` support
compact modulo conjugaison. Alors sa transforme´e de Fourier est la distribution associe´e
a` une fonction localement inte´grable θ qui est un quasi-caracte`re.
C’est un re´sultat d’Harish-Chandra. La premie`re assertion re´sulte du the´ore`me 4.4 de
[HCDS]. La dernie`re n’est pas tre`s clairement e´nonce´e dans cette re´fe´rence mais re´sulte
de la preuve du the´ore`me 4.4, en particulier du the´ore`me 5.11 et du corollaire 6.10.
4.3 Localisation
On fixe un e´le´ment x ∈ Gss(F ) et un bon voisinage ω de 0 dans gx(F ). Soit θ un
quasi-caracte`re de G(F ). On de´finit une fonction θx,ω sur gx(F ) par
θx,ω(X) =
{
θ(xexp(X)), si X ∈ ω,
0, sinon.
Alors θx,ω est un quasi-caracte`re de gx(F ). On a les e´galite´s cθ,O(xexp(X)) = cθx,ω ,O(X)
pour tout X ∈ ω ∩ gx,ss(F ) et tout O ∈ Nil(gx,X). En particulier cθ,O(x) = cθx,ω,O pour
tout O ∈ Nil(gx).
Inversement, soit θ un quasi-caracte`re de gx(F ). Supposons que θ soit invariant par
conjugaison par ZG(x)(F ) et a` support dans ω. Soit θ la fonction sur G(F ), invariante par
conjugaison par G(F ), a` support dans Ω = (xexp(ω))G et telle que θ(xexp(X)) = θ(X)
pour X ∈ ω, cf. 3.1. Alors θ est un quasi-caracte`re sur G(F ). On a l’e´galite´ θx,ω = θ.
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5 Fonctions tre`s cuspidales
5.1 De´finition
Soit f ∈ C∞c (G(F )). On dit que f est tre`s cuspidale si et seulement si, pour tout
sous-groupe parabolique propre P = MU de G et pour tout x ∈M(F ), on a l’e´galite´∫
U(F )
f(xu)du = 0.
Remarquons que l’inte´grale ci-dessus est localement constante en x. Sa nullite´ sur M(F )
e´quivaut a` sa nullite´ sur M(F )∩Greg(F ). Mais, pour x ∈M(F )∩Greg(F ), on a l’e´galite´
δP (x)
1/2
∫
U(F )
f(xu)du = DG(x)1/2DM(x)−1/2
∫
U(F )
f(u−1xu)du.
Alors f est tre`s cuspidale si et seulement si, pour tout sous-groupe parabolique propre
P = MU de G et pour tout x ∈M(F ) ∩Greg(F ), on a l’e´galite´∫
U(F )
f(u−1xu)du = 0.
Disons qu’un e´le´ment x ∈ Greg(F ) est elliptique si AGx = AG. Si le support de f
est contenu dans l’ensemble des e´le´ments re´guliers elliptiques de G(F ), alors f est tre`s
cuspidale. Si Ω est un G-domaine dans G(F ) et si f est tre`s cuspidale, alors f1Ω est tre`s
cuspidale. Si f est tre`s cuspidale, gf l’est pour tout g ∈ G(F ).
5.2 Inte´grales orbitales ponde´re´es de fonctions tre`s cuspidales
Soient M un Le´vi de G et K un sous-groupe compact spe´cial de G(F ) en bonne
position relativement a` M .
Lemme. Soient f ∈ C∞c (G(F )) et x ∈M(F ) ∩Greg(F ). On suppose f tre`s cuspidale.
(i) L’inte´grale orbitale ponde´re´e JM(x, f) ne de´pend pas de K.
(ii) Pour tout y ∈ G(F ), on a l’e´galite´ JM(x, yf) = JM(x, f).
(iii) Si AGx 6= AM , alors JM(x, f) = 0.
Preuve. Soit K˜ un autre sous-groupe compact spe´cial en bonne position relativement
a` M . Soit g ∈ G(F ). En utilisant K, on a de´fini la famille de points (HP (g))P∈P(M)
et la (G,M)-famille (vP (g))P∈P(M). En utilisant K˜, on de´finit de meˆme une famille de
points (H˜P (g))P∈P(M) et une (G,M)-famille (v˜P (g))P∈P(M). On de´finit la (G,M)-famille
(dP )P∈P(M) par dP (g) = vP (g)v˜P (g)
−1. Elle est associe´e a` la famille de points (HP (g)−
H˜P (g))P∈P(M). On a vP (g) = v˜P (g)dP (g), d’ou`, d’apre`s 2.2(2)
vM(g) =
∑
Q∈F(M)
v˜QM(g)uQ(HQ(g)− H˜Q(g)).
Alors
JM(x, f) = D
G(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)vM(g)dg
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= DG(x)1/2
∑
Q∈F(M)
∫
Gx(F )\G(F )
f(g−1xg)v˜QM(g)uQ(HQ(g)− H˜Q(g))dg
= DG(x)1/2
∑
Q=LU∈F(M)
∫
Lx(F )\L(F )
∫
K˜
∫
U(F )
f(k−1u−1l−1xluk)
v˜LM(l)uQ(HQ(k))du dk dl.
Si Q 6= G, l’inte´grale inte´rieure sur U(F ) est nulle puisque f est tre`s cuspidale. Le terme
pour Q = G est l’inte´grale orbitale ponde´re´e calcule´e a` l’aide de K˜. Cela prouve (i).
Par changement de variable
JM(x,
yf) = DG(x)1/2
∫
Gx(F )\G(F )
f(g−1xg)vM(gy
−1)dg.
La relation 2.2(2) permet d’exprimer vM(gy
−1) a` l’aide des vQM (g) pour Q ∈ F(M).
Comme ci-dessus, les termes indexe´s par Q 6= G ont une contribution nulle. Le terme
pour Q = G donne l’inte´grale JM(x, f). Cela prouve (ii).
Soit M(x) le commutant de AGx dans G. C’est un Le´vi de M . Quitte a` changer de
groupe K, ce qui est loisible d’apre`s (i), on peut supposer que K est en bonne position
relativement a` M(x). La formule 2.2(3) applique´e aux poids conduit aise´ment a` l’e´galite´
JM(x, f) =
∑
L∈L(M(x))
dGM(x)(M,L)J
L
M(x)(x, fQ).
Supposons AGx 6= AM . AlorsM(x) 6= M et tous les Le´vi L intervenant dans cette somme
sont diffe´rents de G. Les fonctions correspondantes fQ sont nulles et on obtient l’assertion
(iii). 
5.3 La distribution invariante associe´e a` une fonction tre`s cus-
pidale
Soit f ∈ C∞c (G(F )). On suppose f tre`s cuspidale. Soit x ∈ Greg(F ). Notons M(x) le
commutant de AGx dans G. C’est un Le´vi de G. On pose
θf (x) = (−1)aM(x)−aGν(Gx)−1DG(x)−1/2JM(x)(x, f),
l’inte´grale orbitale ponde´re´e e´tant calcule´e a` l’aide d’un sous-groupe compact spe´cial de
G(F ) en bonne position relativement a` M(x). Cette de´finition est loisible d’apre`s le (i)
du lemme pre´ce´dent.
Lemme. La fonction θf est invariante par conjugaison, a` support compact modulo
conjugaison, localement inte´grable sur G(F ) et localement constante sur Greg(F ).
Preuve. Soient y ∈ G(F ) et x ∈ Greg(F ). On aM(yxy−1) = yM(x)y−1. Par transport
de structure,
JM(x)(x, f) = JyM(x)y−1(yxy
−1, yf).
Le second terme est e´gal a` JyM(x)y−1(yxy
−1, f) d’apre`s le (ii) du lemme pre´ce´dent. Alors
θf (x) = θf (yxy
−1), d’ou` la premie`re assertion. Le support de θf est contenu dans
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(Supp(f))G, d’ou` la deuxie`me assertion. Puisque θf est invariante par conjugaison, la
locale inte´grabilite´ et la locale constance se testent sur les tores maximaux de G. Soit
T un tel tore, notons M(T ) le commutant de AT dans G. Pour x ∈ T (F ) ∩ Greg(F ),
on a M(x) = M(T ). Les assertions a` prouver re´sultent des assertions similaires pour la
fonction x 7→ JM(T )(x, f) sur T (F ) ∩Greg(F ). Celles-ci re´sultent du lemme 2.3. 
5.4 Localisation : premie`res proprie´te´s
Soit x ∈ Gss(F ). On suppose que Gx est le produit de deux groupes re´ductifs connexes
Gx = G
′ ×G′′, conserve´s chacun par ZG(x)(F ). Tout e´le´ment X ∈ gx(F ) se de´compose
en somme d’un e´le´ment de g′(F ) et d’un e´le´ment de g′′(F ). On notera sans plus de com-
mentaire X = X ′+X ′′ cette de´composition. De meˆme, tout Le´vi R de Gx se de´compose
en R = R′×R′′, ou` R′ est un Le´vi de G′ et R′′ un Le´vi de G′′. On note f 7→ f ♯ la transfor-
mation de Fourier partielle dans C∞c (gx(F )) relative a` la deuxie`me variable. C’est-a`-dire
que, pour X = X ′ +X ′′ ∈ gx(F ),
f ♯(X) =
∫
g′′(F )
f(X ′ + Y ′′)ψ(< Y ′′, X ′′ >)dY ′′.
Si R est un Le´vi de Gx, on de´finit de meˆme une transformation de Fourier partielle
f 7→ f ♯ dans C∞c (r(F )). Soit ω un bon voisinage de 0 dans gx(F ), auquel on impose la
condition (8) de 3.1. Cette situation sera conserve´e jusqu’en 5.8 inclus.
Soit f ∈ C∞c (G(F )). Pour g ∈ G(F ), on de´finit gfx,ω ∈ C∞c (gx(F )) par
gfx,ω(X) =
{
0, si X 6∈ ω,
f(g−1xexp(X)g), si X ∈ ω.
On pose gf ♯x,ω = (
gfx,ω)
♯. Pour y ∈ ZG(x)(F ) et X ∈ gx(F ), on a les e´galite´s
(1) ygfx,ω(X) =
gfx,ω(y
−1Xy), ygf ♯x,ω(X) =
gf ♯x,ω(y
−1Xy).
Soient M un Le´vi de G tel que x ∈ M(F ). On fixe un sous-groupe compact spe´cial
K de G(F ) en bonne position relativement a` M . Soit P = MU ∈ P(M). Pour f ∈
C∞c (G(F )), de´finissons des fonctions ϕ[P, f ], ϕ
♯[P, f ] et J ♯M,x,ω(., f) sur mx(F )∩gx,reg(F )
par
ϕ[P, f ](X) = DGx(X)1/2DMx(X)−1/2
∫
U(F )
ufx,ω(X)du,
ϕ♯[P, f ](X) = DGx(X)1/2DMx(X)−1/2
∫
U(F )
uf ♯x,ω(X)du,
J ♯M,x,ω(X, f) = D
Gx(X)1/2
∫
Gx,X(F )\G(F )
gf ♯x,ω(X)vM(g)dg.
Lemme. (i) Ces trois inte´grales sont absolument convergentes.
(ii) Les fonctions ϕ[P, f ] et ϕ♯[P, f ] se prolongent en des e´le´ments de C∞c (mx(F )) et
on a l’e´galite´ ϕ♯[P, f ] = (ϕ[P, f ])♯.
(iii) La fonction X 7→ J ♯M,x,ω(X, f) est invariante par conjugaison par Mx(F ). Son
support est compact modulo conjugaison. Elle est localement constante sur mx(F ) ∩
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gx,reg(F ). Il existe c > 0 et un entier k ≥ 0 (d’ailleurs inde´pendant de f) tels que l’on
ait l’ine´galite´
|J ♯M,x,ω(X, f)| ≤ c(1 + |log(DGx(X))|)k
pour tout X ∈ mx(F ) ∩ gx,reg(F ).
Preuve. Ecrivons
(2) ϕ[P, f ](X) =
∫
Ux(F )\U(F )
DGx(X)1/2DMx(X)−1/2
∫
Ux(F )
uvfx,ω(X)du dv,
(3) ϕ♯[P, f ](X) =
∫
Ux(F )\U(F )
DGx(X)1/2DMx(X)−1/2
∫
Ux(F )
uvf ♯x,ω(X)du dv.
D’apre`s 2.1(5), on peut fixer un sous-ensemble compact Γ de G(F ) tel que gfx,ω = 0
pour g ∈ G(F ), g 6∈ Gx(F )Γ. On a donc aussi gf ♯x,ω = 0 pour un tel g. On ve´rifie que
l’application
Ux(F )\U(F )→ Gx(F )\G(F )
est d’image ferme´e et est un home´omorphisme de sa source sur son image. Il en re´sulte
que les inte´grales en v ∈ Ux(F )\U(F ) dans les e´galite´s (2) et (3) sont a` support compact.
Les expressions que l’on inte`gre e´tant localement constantes, il suffit de fixer v ∈ U(F ) et
de prouver les assertions pour les expressions en question. Graˆce a` (1), celles-ci s’e´crivent
DGx(X)1/2DMx(X)−1/2
∫
Ux(F )
vfx,ω(u
−1Xu)du,
DGx(X)1/2DMx(X)−1/2
∫
Ux(F )
vf ♯x,ω(u
−1Xu)du.
Par un calcul familier, elles sont e´gales a`∫
ux(F )
vfx,ω(X +N)dN et
∫
ux(F )
vf ♯x,ω(X +N)dN.
Les assertions sont maintenant faciles a` prouver.
De meˆme, pour de´montrer les assertions relatives a` la fonction J ♯M,x,ω(., f), on peut
fixer γ ∈ Γ et prouver les meˆmes assertions pour la fonction
X 7→ DGx(X)1/2
∫
Gx,X(F )\Gx(F )
gγf ♯x,ω(X)vM(gγ)dg,
ou encore
X 7→ DGx(X)1/2
∫
Gx,X(F )\Gx(F )
γf ♯x,ω(g
−1Xg)vM(gγ)dg.
Il suffit alors de reprendre la preuve du lemme 2.3. 
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5.5 Localisation pour une fonction tre`s cuspidale
Les groupes M , P et K sont comme dans le paragraphe pre´ce´dent.
Lemme. Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale.
(i) Si P 6= G, les fonctions ϕ[P, f ] et ϕ♯[P, f ] sont nulles.
(ii) La fonction J ♯M,x,ω(., f) ne de´pend pas du choix de K. Elle s’annule aux points
X ∈ mx(F ) ∩ gx,reg(F ) tels que AGx,X 6= AM . En particulier, elle est partout nulle si
AMx 6= AM . Pour tous y ∈ G(F ) et X ∈ mx(F ) ∩ gx,reg(F ), on a l’e´galite´
J ♯M,x,ω(X, f) = J
♯
M,x,ω(X,
yf).
Preuve. Soit X ∈ mx(F )∩ gx,reg(F ). Par de´finition, ϕ[P, f ](X) = 0 si X 6∈ ω. Suppo-
sons X ∈ ω. Alors
ϕ[P, f ](X) = DGx(X)1/2DMx(X)−1/2
∫
U(F )
f(u−1xexp(X)u)du.
On a xexp(X) ∈M(F ) ∩Greg(F ). Si P 6= G, cette inte´grale est nulle puisque f est tre`s
cuspidale. Donc ϕ[P, f ] = 0. Puisque ϕ♯[P, f ] = (ϕ[P, f ])♯, on a aussi ϕ♯[P, f ] = 0.
On de´montre (ii) en reprenant la preuve du lemme 5.2. On y avait utilise´ l’hypothe`se
de forte cuspidalite´ de f pour annuler certaines inte´grales. Maintenant, les inte´grales
similaires s’annulent d’apre`s la nullite´ des fonctions ϕ♯[Q, f ] pour tout Q ∈ F(M), Q 6=
G. Cela conduit aux meˆmes re´sultats. 
5.6 Les distributions locales associe´es a` une fonction tre`s cus-
pidale
Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale. On de´finit une fonction θf,x,ω sur
gx,reg(F ) par
θf,x,ω(X) =
{
0, si X 6∈ ω,
θf (xexp(X)), si X ∈ ω.
Soit X ∈ gx,reg(F ). Notons M(X) le commutant de AGx,X dans G. On pose
θ♯f,x,ω(X) = (−1)aM(X)−aGν(Gx,X)−1DGx(X)−1/2J ♯M(X),x,ω(X, f),
le dernier terme e´tant calcule´ a` l’aide d’un sous-groupe compact spe´cial de G(F ) en
bonne position relativement a`M(X). Cette de´finition est loisible d’apre`s le (ii) du lemme
pre´ce´dent.
Lemme. Les fonctions θf,x,ω et θ
♯
f,x,ω sont invariantes par conjugaison par Gx(F ), a`
support compact modulo conjugaison, localement inte´grables sur gx(F ) et localement
constantes sur gx,reg(F ).
Preuve. Pour la fonction θf,x,ω, les assertions re´sultent du lemme 5.3. Pour la fonction
θ♯f,x,ω, elles se prouvent comme dans ce lemme, en utilisant les lemmes 5.4(iii) et 5.5(ii).

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5.7 Descente des inte´grales orbitales ponde´re´es
On fixe un Le´vi minimal Rmin de Gx et un sous-groupe compact spe´cial Kx de Gx(F )
en bonne position relativement a` Rmin. Rappelons l’application R 7→ R de 3.2. On fixe
un sous-groupe compact spe´cial K de G(F ) en bonne position relativement a` Rmin.
Lemme. Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale. Pour tout S ∈ L(Rmin),
il existe une fonction fS ∈ C∞c (s(F )), a` support dans ω ∩ s(F ), telle que, pour tout
R ∈ L(Rmin), on ait les e´galite´s
(i) JR(xexp(X), f) = D
G(x)1/2
∑
S∈L(R) J
S
R(X, f
S) pour toutX ∈ r(F )∩gx,reg(F )∩ω ;
(ii) J ♯
R,x,ω(X, f) =
∑
S∈L(R) J
S
R(X, f
S,♯) pour tout X ∈ r(F ) ∩ gx,reg(F ), ou` fS,♯ =
(fS)♯.
Preuve. Soient R ∈ L(Rmin) et X ∈ r(F ) ∩ gx,reg(F ) ∩ ω. On a les e´galite´s
JR(xexp(X), f) = D
G(xexp(X))1/2
∫
Gx,X(F )\G(F )
gfx,ω(X)vR(g)dg,
(1) JR(xexp(X)) = D
G(x)1/2DGx(X)1/2
∫
Gx,X(F )\G(F )
gfx,ω(X)vR(g)dg.
Fixons un sous-groupe ouvert compact K ′ de K tel que f soit invariante par conjugaison
par K ′. Soit ∆ un ensemble de repre´sentants de Gx(F )\G(F )/K ′. On a l’e´galite´∫
Gx,X(F )\G(F )
gfx,ω(X)vR(g)dg =
∑
δ∈∆
m(δ)
∫
Gx,X(F )\Gx(F )
gδfx,ω(X)vR(gδ)dg,
ou` m(δ) = mes(K ′)mes(Gx(F ) ∩ δK ′δ−1)−1. D’apre`s 3.1(5), on peut fixer un sous-
ensemble fini ∆0 ⊂ ∆ tel que gδfx,ω = 0 pour tout g ∈ Gx(F ) et tout δ ∈ ∆ tel que
δ 6∈ ∆0. Le lemme 3.3 conduit a` l’e´galite´ suivante
(2) JR(xexp(X), f) = D
G(x)1/2
∑
S∈L(R)
∑
δ∈∆0
∑
Q∈P(S)
m(δ)cQ,δ(X),
ou`
cQ,δ(X) = DGx(X)1/2
∫
Gx,X(F )\Gx(F )
δfx,ω(g
−1Xg)vQxR (g)uQ(HQ(gδ)−HQx(g))dg.
Un calcul familier remplace cette expression par
cQ,δ(X) = DS(X)1/2
∫
G(x,X)(F )\S(F )
∫
Kx
∫
ux(F )
kδfx,ω(l
−1Xl+N)vSR(l)uQ(HQ(kδ))dN dk dl,
ou` Ux est le radical unipotent de Qx. De´finissons une fonction f
Q,δ sur s(F ) par
fQ,δ(Y ) =
∫
Kx
∫
ux(F )
kδfx,ω(Y +N)uQ(HQ(kδ))dN dk.
Cette fonction appartient a` C∞c (s(F )) et on a l’e´galite´
cQ,δ(X) = JSR(X, f
Q,δ).
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En posant
fS =
∑
δ∈∆0
∑
Q∈P(S)
m(δ)fQ,δ,
l’e´galite´ (2) devient celle du (i) de l’e´nonce´.
Pour tout X ∈ r(F ) ∩ gx,reg(F ), le terme J ♯R,x,ω(X, f) s’exprime par une formule
analogue a` (1) : il suffit de supprimer le facteur DG(x)1/2 et de remplacer les fonctions
gfx,ω par
gf ♯x,ω. On peut refaire le calcul ci-dessus. Les fonctions f
Q,δ sont remplace´es par
les fonctions
Y 7→
∫
Kx
∫
ux(F )
kδf
♯
x,ω(Y +N)uQ(HQ(kδ))dn dk.
On ve´rifie aise´ment que ce sont les images fQ,δ,♯ de fQ,δ par transformation de Fourier
partielle. Le (ii) de l’e´nonce´ s’ensuit. 
5.8 Transforme´es de Fourier des distributions locales
Proposition. Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale. Alors la fonction θ♯f,x,ω est
la transforme´e de Fourier partielle de θf,x,ω, c’est-a`-dire que, pour toute ϕ ∈ C∞c (gx(F )),
on a l’e´galite´ ∫
gx(F )
θ♯f,x,ω(X)ϕ(X)dX =
∫
gx(F )
θf,x,ω(X)ϕ
♯(X)dX.
Preuve. Soit ϕ ∈ C∞c (gx(F )). Notons θ♯(ϕ) le membre de gauche de l’e´galite´ de
l’e´nonce´ et θ(ϕ♯) celui de droite. D’apre`s la formule de Weyl, on a
θ(ϕ♯) =
∑
R∈L(Rmin)
|WR||WGx|−1
∑
T∈Tell(R)
|W (R, T )|−1
∫
t(F )
JGx(X,ϕ
♯)θf,x,ω(X)D
Gx(X)1/2dX.
Soient R ∈ L(Rmin), T ∈ Tell(R) et X ∈ t(F ) ∩ gx,reg(F ). Supposons d’abord X ∈ ω.
Alors
θf,x,ω(X) = (−1)aM(xexp(X))−aGν(T )−1DG(xexp(X))−1/2JM(xexp(X))(xexp(X), f).
On aDG(xexp(X)) = DG(x)DGx(X). On a aussiM(xexp(X)) = R. Enfin JR(xexp(X), f)
est calcule´ par le lemme 5.7 et on obtient :
θf,x,ω(X) = (−1)aR−aGν(T )−1DGx(X)−1/2
∑
S∈L(R)
JSR(X, f
S).
Cette formule reste vraie pour X 6∈ ω car ses deux membres sont nuls : par de´finition
de θf,x,ω pour celui de gauche ; parce que les fonctions f
S sont a` support dans s(F ) ∩ ω
pour celui de droite. D’ou` l’e´galite´
θ(ϕ♯) =
∑
S∈L(R)
|W S||WGx|−1(−1)aS−aGθS(ϕ♯, fS),
ou`
(1) θS(ϕ♯, fS) =
∑
R∈LS(Rmin)
|WR||WGx|−1(−1)aR−aS
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∑
T∈Tell(R)
|W (R, T )|−1ν(T )−1
∫
t(F )
JGx(X,ϕ
♯)JSR(X, f
S)dX.
Soient S ∈ L(Rmin), α et β deux e´le´ments de C∞c (s(F )). Pour R ∈ LS(Rmin), T ∈ Tell(R)
et X ∈ t(F ) ∩ gx,reg(F ), posons
(2) jSR(X,α, β) =
∑
S′′1 ,S
′′
2∈L
S′′(R′′)
dS
′′
R′′(S
′′
1 , S
′′
2 )J
S′×S′′1
S′×R′′ (X,αS′×Q¯′′1 )J
S′×S′′2
R (X, βS′×Q′′2 ).
Les sous-groupes paraboliques Q′′1 et Q
′′
2 sont de´termine´s par un parame`tre auxiliaire
ξ′′ ∈ AS′′R′′. On pose
jS(α, β) =
∑
R∈LS(Rmin)
|WR||W S|−1(−1)aR−aS
∑
T∈Tell(R)
|W (R, T )|−1ν(T )−1
∫
t(F )
jSR(X,α, β)dX.
Revenons a` la formule (2) et supposons que α ve´rifie l’hypothe`se (H) de 2.5. On peut
alors remplacer αS′×Q¯′′1 par αS′×S′′1 . Soit S
′′
1 ∈ LS′′(M ′′). Pour tout γ ∈ C∞c (s′(F )×s′′1(F )),
on a la formule de descente
J
S′×S′′1
S′×R′′ (X, γ) = J
R′×S′′1
R (X, γQ′×S′′1 )
ou` Q′ est un e´le´ment quelconque de PS′(R′). Applique´e a` γ = αS′×S′′1 , cette formule
devient
J
S′×S′′1
S′×R′′ (X,αS′×S′′1 ) = J
R′×S′′1
R (X,αR′×S′′1 ).
Alors
jSR(X,α, β) =
∑
S′′1∈L
S′′(R′′)
J
R′×S′′1
R (X,αR′×S′′1 )
∑
S′′2∈L
S′′(R′′)
dS
′′
R′′(S
′′
1 , S
′′
2 )J
S′×S′′2
R (X, βS′×Q′′2 ).
Fixons S ′′1 ∈ LS′′(R′′). L’application S2 7→ S ′′2 est une bijection de l’ensemble des
S2 ∈ LS(R) tels que dSR(R′ × S ′′1 , S2) 6= 0 sur l’ensemble des S ′′2 ∈ LS′′(R′′) tels que
dS
′′
R′′(S
′′
1 , S
′′
2 ) 6= 0. La bijection re´ciproque est S ′′2 7→ S ′ × S ′′2 . Fixons un parame`tre auxi-
liaire ξ ∈ ASR dont la seconde composante soit ξ′′. Pour S2 et S ′′2 se correspondant par
la bijection ci-dessus, on a dSR(R
′ × S ′′1 , S2) = dS′′R′′(S ′′1 , S ′′2 ) et le parabolique Q2 associe´ a`
R′ × S ′′1 , S2 et ξ n’est autre que S ′ ×Q′′2. Cela conduit a` l’e´galite´
jSR(X,α, β) =
∑
S′′1∈L
S′′(R′′)
J
R′×S′′1
R (X,αR′×S′′1 )
∑
S2∈LS(R)
dSR(R
′ × S ′′1 , S2)JS2R (X, βQ2),
ou encore, d’apre`s 2.2(3),
(3) jSR(X,α, β) =
∑
S′′1∈L
S′′(R′′)
J
R′×S′′1
R (X,αR′×S′′1 )J
S
R′×S′′1
(X, β).
Supposons que la fonction ϕ ve´rifie l’hypothe`se (H). Une ge´ne´ralisation imme´diate de ce
que l’on a dit en 2.5 montre que ϕ♯ ve´rifie aussi cette hypothe`se et que (ϕS)
♯ = (ϕ♯)S.
On peut noter sans ambigu¨ite´ ϕ♯S cette fonction. Elle ve´rifie aussi (H) et j
S
R(X,ϕ
♯
S, f
S)
se calcule par la formule (3). Remarquons que le terme de cette formule indexe´ par
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S ′′1 = R
′′ est JRR (X,ϕ
♯
R)J
S
R(X, f
S), e´gal a` JGx(X,ϕ
♯)JSR(X, f
S), qui est pre´cise´ment le
terme intervenant dans (1). On en de´duit
jS(ϕ♯S, f
S)− θS(ϕ♯, fS) =
∑
R∈LS(Rmin)
|WR||W S|−1(−1)aR−aS
∑
T∈Tell(R)
|W (R, T )|−1
ν(T )−1
∫
t(F )
∑
S′′1∈L
S′′(R′′),S′′1 6=R
′′
J
R′×S′′1
R (X,ϕ
♯
R′×S′′1
)JSR′×S′′1 (X, f
S)dX.
Posons
j(ϕ♯) =
∑
S∈L(Rmin)
|W S||WGx|−1(−1)aS−aGjS(ϕ♯S, fS).
Alors
j(ϕ♯)− θ(ϕ♯) =
∑
S∈L(Rmin)
|W S||WGx|−1(−1)aS−aG(jS(ϕ♯S, fS)− θS(ϕ♯, fS)),
j(ϕ♯)− θ(ϕ♯) =
∑
R∈L(Rmin)
|WR||WGx|−1(−1)aR−aG
∑
T∈Tell(R)
|W (R, T )|−1ν(T )−1
∫
t(F )
∑
S′′1∈L
G′′ (R′′),S′′1 6=R
′′
J
R′×S′′1
R (X,ϕ
♯
R′×S′′1
)
∑
S∈LGx(R′×S′′1 )
JSR′×S′′1 (X, f
S)dX.
D’apre`s le lemme 5.7, la dernie`re somme dans l’expression ci-dessus est
DG(x)−1/2JS1(xexp(X), f),
ou` on a pose´ S1 = R
′ × S ′′1 . Or xexp(X) ∈ R ( S1 puisque R′′ ( S ′′1 . D’apre`s le lemme
5.2(iii), l’expression ci-dessus est nulle. D’ou` l’e´galite´
θ(ϕ♯) = j(ϕ♯).
De´finissons j♯(ϕ) en remplac¸ant jS(ϕ♯S, f
S) par jS(ϕS, f
S,♯) dans la formule (4). Le meˆme
calcul conduit a` l’e´galite´
θ♯(ϕ) = j♯(ϕ).
Il suffit en effet de remplacer l’usage du lemme 5.2(iii) par celui du lemme 5.5(ii).
L’e´galite´ θ(ϕ♯) = θ♯(ϕ) que l’on veut prouver e´quivaut donc a` j(ϕ♯) = j♯(ϕ). Il
suffit de fixer S ∈ L(Rmin) et de prouver l’e´galite´ jS(ϕ♯S, fS) = jS(ϕS, fS,♯). On va
plus ge´ne´ralement prouver l’e´galite´ jS(α♯, β) = jL(α, β♯) pour toutes α, β ∈ C∞c (s(F )).
Par line´arite´, on peut supposer α = α′ ⊗ α′′, β = β ′ ⊗ β ′′, ou` α′, β ′ ∈ C∞c (s′(F )),
α′′, β ′′ ∈ C∞c (s′′(F )). Conside´rons l’expression (2). On a
jSR(X,α
♯, β) = JS′(X
′, α′)JS
′
R′(X
′, β ′)
∑
S′′1 ,S
′′
2∈L
S′′(R′′)
dS
′′
R′′(S
′′
1 , S
′′
2 )J
S′′1
R′′(X
′′, αˆ′′Q¯′′1
)J
S′′2
R′′(X
′′, β ′′Q′′2 ),
puis
jSR(X,α
♯, β) = JS′(X
′, α′)JS
′
R′(X
′, β ′)JS
′′
R′′(X
′′, αˆ′′, β ′′),
avec la notation de 2.4. On en de´duit aise´ment
jS(α♯, β) = kS
′
(α′, β ′)JS
′′
(αˆ′′, β ′′),
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ou`
kS
′
(α′, β ′) =
∑
R′∈LS′(R′min)
|WR′ ||W S′|−1(−1)aR′−aS′
∑
T ′∈Tell(R′)
|W (R′, T ′)|−1
ν(T ′)−1
∫
t′(F )
JS′(X
′, α′)JS
′
R′(X
′, β ′)dX ′.
De meˆme
jS(α, β♯) = kS
′
(α′, β ′)JS
′′
(α′′, βˆ ′′).
On de´duit alors l’e´galite´ cherche´e jS(α♯, β) = jS(α, β♯) du the´ore`me 2.4.
Cela prouve l’e´galite´ de l’e´nonce´ pour les fonctions ϕ ve´rifiant l’hypothe`se (H).
Puisque les deux distributions ϕ 7→ θ♯(ϕ) et ϕ 7→ θ(ϕ♯) sont invariantes par conju-
gaison par Gx(F ), le lemme 2.5(ii) ge´ne´ralise leur e´galite´ a` toute fonction ϕ a` support
dans gx,reg(F ). Pour obtenir l’e´galite´ pour toute ϕ, il suffit de prouver que les deux dis-
tributions sont localement inte´grables. C’est vrai pour la premie`re d’apre`s le lemme 5.6.
Conside´rons la seconde. Fixons deux G-domaines Γ′ ⊂ g′(F ) et Γ′′ ⊂ g′′(F ), compacts
modulo conjugaison. D’apre`s la conjecture de Howe (cf. 2.6(2) ), on peut fixer une famille
finie (X ′′i )i=1,...,n d’e´le´ments de ω
′′ ∩ g′′reg(F ) et une famille finie (βi)i=1,...,n d’e´le´ments de
C∞c (Γ
′′) de sorte que, pour tout X ′′ ∈ ω′′ ∩ g′′reg(F ) et toute β ∈ C∞c (Γ′′), on ait l’e´galite´
JG(X
′′, βˆ) =
∑
i=1,...,n
JG′′(X
′′
i , βˆ)JG′′(X
′′, βˆi).
Soient α ∈ C∞c (Γ′) et β ∈ C∞c (Γ′′). Posons
γ = α⊗ (β −
∑
i=1,...,n
JG′′(X
′′
i , βˆ)βi).
Alors JGx(X, γ
♯) = 0 pour tout X ∈ ω ∩ gx,reg(F ). Puisque θf,x,ω est a` support dans ω,
il en re´sulte que θ(γ♯) = 0. Donc
θ(α⊗ βˆ) =
∑
i=1,...,n
JG′′(X
′′
i , βˆ)θ(α⊗ βi).
La fonction θf,x,ω est localement inte´grable. Il en re´sulte que la distribution α 7→ θ(α⊗βi)
l’est aussi. D’apre`s [HCvD] the´ore`mes 13 et 15, la distribution β 7→ JG′′(X ′′i , βˆ) est aussi
localement inte´grable. Donc la distribution α⊗ β 7→ θ(α⊗ βˆ) est inte´grable sur Γ′ × Γ′′.
Cela ache`ve la de´monstration. 
5.9 Le quasi-caracte`re associe´ a` une fonction tre`s cuspidale
Corollaire. Soit f ∈ C∞c (G(F )). Supposons f tre`s cuspidale. Alors la fonction θf est
un quasi-caracte`re.
Preuve. Soit x ∈ Gss(F ). On applique la proposition pre´ce´dente au cas G′ = {1},
G′′ = Gx. On obtient que la transforme´e de Fourier de θf,x,ω est la fonction θ
♯
f,x,ω,
que l’on peut d’ailleurs plutoˆt noter θˆf,x,ω. Le support de cette fonction est compact
modulo conjugaison. D’apre`s le the´ore`me 4.2, θf,x,ω est donc un quasi-caracte`re sur gx(F ).
Alors θf co¨ıncide au voisinage de x avec un quasi-caracte`re. Cela e´tant vrai pour tout
x ∈ Gss(F ), la conclusion s’ensuit. 
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6 Fonctions tre`s cuspidales sur les alge`bres de Lie
6.1 Premie`res proprie´te´s
La de´finition des fonctions tre`s cuspidales s’adapte aux fonctions sur l’alge`bre de Lie
g(F ). Soit f ∈ C∞c (g(F )). On dit qu’elle est tre`s cuspidale si et seulement si, pour tout
sous-groupe parabolique propre P = MU de G et tout X ∈ m(F ), on a l’e´galite´
(1)
∫
u(F )
f(X +N)dN = 0.
Ou encore si et seulement si, pour tout sous-groupe parabolique propre P = MU de G
et tout X ∈ m(F ) ∩ greg(F ), on a l’e´galite´∫
U(F )
f(u−1Xu)du = 0.
Les proprie´te´s e´nonce´es en 5.1 et 5.2 restent vraies. Il y a une proprie´te´ supple´mentaire :
si f est tre`s cuspidale, fˆ l’est aussi. En effet, notons fU(X) l’inte´grale (1). On ve´rifie que
(fˆ)U = (fU )ˆ et l’assertion s’ensuit.
Soit f ∈ C∞c (g(F )), supposons f tre`s cuspidale. On de´finit une fonction θf sur greg(F )
par
θf(X) = (−1)aM(X)−aGν(GX)−1DG(X)−1/2JM(X)(X, f),
ou` M(X) est le commutant de AGX dans G. Elle a des proprie´te´s similaires a` celles
e´nonce´es au lemme 5.3.
Lemme. Soit f ∈ C∞c (g(F )) une fonction tre`s cuspidale.
(i) La fonction θfˆ est la transforme´e de Fourier de θf .
(ii) La fonction θf est un quasi-caracte`re.
Preuve. La de´monstration de la proposition 5.8 se simplifie grandement. En effet,
fixons un Le´vi minimalM0 de G et un sous-groupe compact spe´cial K de G(F ) en bonne
position relativement a` M0. Pour toute ϕ ∈ C∞c (g(F )), on a simplement
(2) J(ϕˆ, f) =
∫
g(F )
ϕˆ(X)θf(X)dX.
L’assertion (i) s’ensuit en appliquant le the´ore`me 2.4. Pour prouver (2), soient M ∈
L(M0), T ∈ Tell(M) et X ∈ t(F ) ∩ greg(F ). Parce que fQ = 0 pour tout sous-groupe
parabolique propre Q de G, on a
JM(X, ϕˆ, f) = JG(X, ϕˆ)JM(X, f).
Mais alors J(ϕˆ, f) co¨ıncide avec le membre de droite de (2) exprime´ a` l’aide de la formule
de Weyl.
L’assertion (ii) re´sulte de (i) et du the´ore`me 4.2. 
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6.2 Rele`vement au groupe
Lemme. Soient x ∈ Gss(F ), ω un bon voisinage de 0 dans gx(F ) et ϕ ∈ C∞c (gx(F )).
On suppose ϕ tre`s cuspidale et a` support dans ω. On suppose que θϕ est invariant par
ZG(x)(F ) et que x est elliptique, c’est-a`-dire que AGx = AG. Alors il existe f ∈ C∞c (G(F ))
telle que f soit tre`s cuspidale et θf,x,ω = θϕ.
Preuve. Fixons un Le´vi minimal Rmin de Gx(F ) et un sous-groupe compact spe´cial K
de G(F ) en bonne position relativement a` Rmin. Fixons un sous-groupe ouvert compact
K ′ de K tel que ϕ soit invariante par conjugaison par K ′ ∩ ZG(x)(F ). Posons Σ =
{k−1xexp(X)k; k ∈ K ′, X ∈ ω}. C’est un sous-ensemble ouvert et ferme´ deG(F ). Comme
en 3.1, on peut de´finir une fonction f sur G(F ) par
f(g) =
{
0, si g 6∈ Σ,
ϕ(X), si g = k−1xexp(X)k, avec k ∈ K ′, X ∈ ω.
Montrons que f est tre`s cuspidale. Soient P = MU un sous-groupe parabolique propre
de G et m ∈M(F ) ∩Greg(F ). Posons
f(U,m) =
∫
U(F )
f(u−1mu)du.
On veut prouver que f(U,m) = 0. C’est e´vident si {u−1mu; u ∈ U(F )} ∩ Σ = ∅. Sup-
posons cette intersection non vide. On peut fixer v ∈ U(F ), k ∈ K ′ et X ∈ ω tels que
v−1mv = k−1xexp(X)k. Posons g = vk−1, P ′ = g−1Pg, M ′ = g−1Mg, U ′ = g−1Ug et
m′ = g−1mg. Graˆce au changement de variable u 7→ uv et a` l’invariance de f par K ′, on
a l’e´galite´
f(U,m) =
∫
U(F )
f(kv−1u−1muvk−1)du,
puis
f(U,m) =
∫
U(F )
f(g−1u−1mug)du =
∫
U ′(F )
f(u′−1m′u′)du′ = f(U ′, m′).
Cela nous rame`ne a` la meˆme question pour le sous-groupe parabolique P ′ et l’e´le´ment
m′ de M ′(F ). Mais m′ = xexp(X). En oubliant les donne´es P ′ et m′, on peut donc
supposer que m = xexp(X), avec X ∈ ω. Dans ce cas, on a AM ⊂ Gm ⊂ Gx, donc
x ∈ M(F ). De plus, puisque P est propre, on a AG ( AM . Puisque x est elliptique, on
a aussi AGx ( AM ⊂ AMx , donc Px = MxUx est un sous-groupe parabolique propre de
Gx. Ecrivons
f(U,m) =
∫
Ux(F )\U(F )
∫
Ux(F )
f(v−1u−1muv)du dv.
On peut fixer v ∈ U(F ) et prouver que∫
Ux(F )
f(v−1u−1muv)du = 0.
De nouveau, c’est e´vident si {v−1u−1muv; u ∈ Ux(F )} ∩ Σ = ∅. Supposons cette in-
tersection non vide. Alors il existe w ∈ Ux(F ) et k ∈ K ′ tels que v−1w−1mwv ∈
k−1xexp(ω)k. Puisque m ∈ xexp(ω), la condition 3.1(4) entraˆıne que wvk−1 ∈ ZG(x)(F ).
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Donc v ∈ ZG(x)(F )k. Ecrivons v = gk, avec g ∈ ZG(x)(F ). Pour u ∈ Ux(F ), on a
v−1u−1muv = k−1xexp(g−1u−1Xug)k. Donc
f(v−1u−1muv) = ϕ(g−1u−1Xug) = gϕ(u−1Xu),
avec une de´finition e´vidente de gϕ. L’inte´grale a` calculer est e´gale a`∫
Ux(F )
gϕ(u−1Xu)du.
Elle est nulle parce que gϕ est tre`s cuspidale et Px est propre.
Posons
c = [Gx(F )\ZG(x)(F )K ′/K ′]mes(K ′)mes(Gx(F ) ∩K ′)−1.
On va prouver que θf,x,ω = cθϕ. En explicitant les de´finitions, on voit qu’il s’agit de
prouver l’assertion suivante. Soit X ∈ ω ∩ gx,reg(F ). Notons R le commutant de AGx,X
dans Gx. Alors on a l’e´galite´
(1) JR(xexp(X), f) = cD
G(x)1/2JR(X,ϕ).
On peut supposer que R contient Rmin. Reprenons la preuve du lemme 5.7, ou` on prend
pour K ′ le groupe introduit ci-dessus. Par un raisonnement fait plusieurs fois, gfx,ω = 0
si g ∈ G(F ) et g 6∈ ZG(x)(F )K ′. On peut prendre pour ensemble ∆0 un ensemble
de repre´sentants de Gx(F )\ZG(x)(F )K ′/K ′, inclus dans ZG(x)(F ). Pour δ ∈ ∆0, on a
δfx,ω =
δϕ. L’hypothe`se que ϕ est tre`s cuspidale entraˆıne que pour S ∈ L(Rmin), S 6= Gx,
la fonction fS est nulle. Pour S = Gx, on a S = G parce que x est elliptique. Alors
fGx = mes(K ′)mes(Gx(F ) ∩K ′)−1
∑
δ∈∆0
δϕ.
D’apre`s l’hypothe`se d’invariance de θϕ par ZG(x)(F ), on a
JR(X,
δϕ) = JR(X,ϕ),
pour tout δ ∈ ∆0, et l’e´galite´ (1) re´sulte du (i) du lemme 5.7. 
6.3 Support des distributions associe´es aux fonctions tre`s cus-
pidales
Lemme. (i) Soient θ un quasi-caracte`re de g(F )) et ω un G-domaine dans g(F ) compact
modulo conjugaison. On suppose la transforme´e de Fourier de θ a` support compact
modulo conjugaison. Alors il existe une famille finie (Xi)i=1,...,n d’e´le´ments de greg(F ) et
une famille finie (ci)i=1,...,n de nombres complexes telles que, pour tout Y ∈ ω ∩ greg(F ),
on ait l’e´galite´
θ(Y ) =
∑
i=1,...,n
cijˆ(Xi, Y ).
(ii) Soient X ∈ greg(F ) et ω un G-domaine dans g(F ) compact modulo conjugaison.
Alors il existe une fonction tre`s cuspidale f ∈ C∞c (g(F )) telle que, pour tout Y ∈
ω ∩ greg(F ), on ait l’e´galite´
θf (Y ) = jˆ(X, Y ).
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(iii) Soient ω un G-domaine dans g(F ) compact modulo conjugaison et O ∈ Nil(g).
Il existe une fonction f ∈ C∞c (g(F ), tre`s cuspidale, telle que, pour tout Y ∈ ω ∩ greg(F ),
on ait l’e´galite´
θf (Y ) = jˆ(O, Y ).
(iv) Pour tout Y ∈ greg(F ), il existe une fonction tre`s cuspidale f ∈ C∞c (g(F )) telle
que θf(Y ) 6= 0.
Preuve. Soit θ comme en (i). Soit Ω un G-domaine de g(F ), compact modulo conju-
gaison et contenant le support de θˆ. Pour ϕ ∈ C∞c (ω), on a, avec les notations de 2.6(2)
,
θ(ϕ) =
∑
i=1,...,n
JG(Xi, ϕˆ)θ(fi).
Autrement dit ∫
g(F )
θ(Y )ϕ(Y )dY =
∫
g(F )
∑
i=1,...,n
θ(fi)jˆ(Xi, Y )ϕ(Y )dY.
L’assertion (i) s’ensuit.
Fixons un Le´vi minimalMmin de G. Soit f
′ ∈ C∞c (g(F )), supposons f ′ tre`s cuspidale.
Pour toute ϕ ∈ g(F ), on a l’e´galite´ :∫
g(F )
θfˆ ′(Y )ϕ(Y )dY =
∫
g(F )
θf ′(X)ϕˆ(X)dX
(1) =
∑
M∈L(Mmin)
|WM ||WG|−1
∑
T∈Tell(M)
|W (M,T )|−1
∫
t(F )
θf ′(X)JG(X, ϕˆ)D
G(X)1/2dX.
Soient X et ω comme en (ii). On ne perd rien a` supposer qu’il existe M ∈ L(Mmin) et
T ∈ Tell(M) de sorte que X ∈ t(F ). La formule 2.6(3) montre qu’il existe un voisinage
ω′X de X dans g(F ) tel que, pour tout Y ∈ ω ∩ greg(F ), la fonction X ′ 7→ jˆ(X ′, Y ) soit
constante dans ω′X . Supposons
(2) il existe f ′ ∈ C∞c (g(F )), tre`s cuspidale, telle que θf ′(X) 6= 0.
Fixons une telle fonction. On peut trouver un voisinage ωX de X dans t(F ) tel que
- ωX est ouvert et compact ;
- la fonction X ′ 7→ θf ′(X ′)DG(X ′)1/2 soit constante dans ωX ;
- pour w ∈ NormM(F )(T ) tel que w 6∈ T (F ), w−1ωXw ∩ ωX = ∅.
Remplac¸ons f ′ par son produit avec la fonction caracte´ristique du G-domaine ωGX . La
formule (1) devient∫
g(F )
θfˆ ′(Y )ϕ(Y )dY = θf ′(X)D
G(X)1/2
∫
ωX
JG(X
′, ϕˆ)dX ′
= θf ′(X)D
G(X)1/2
∫
ωX
∫
g(F )
jˆ(X ′, Y )ϕ(Y )dY dX ′.
La double inte´grale est bien suˆr absolument convergente. On en de´duit l’e´galite´
(3) θfˆ ′(Y ) = θf ′(X)D
G(X)1/2
∫
ωX
jˆ(X ′, Y )dX ′
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pour tout Y ∈ greg(F ). Imposons de plus la condition ωX ⊂ ω′X . Alors l’e´galite´ (3)
devient
θfˆ ′(Y ) = θf ′(X)D
G(X)1/2mes(ωX)jˆ(X, Y )
pour tout Y ∈ ω ∩ greg(F ). En posant
f = θf ′(X)
−1DG(X)−1/2mes(ωX)
−1fˆ ′,
on obtient (ii), sous l’hypothe`se (2).
Soit Y ∈ greg(F ). Appliquons 2.6(4) : on peut fixer un G-domaine Ω de g(F ) tel que
(4) jˆ(X, Y ) =
∑
O∈Nil(g)
ΓO(X)jˆ(O, Y )
pour tout X ∈ Ω ∩ greg(F ). On peut e´videmment supposer λΩ ⊂ Ω pour tout λ ∈ F×
tel que |λ|F ≤ 1. Soit X ∈ Ω∩greg(F ) tel que X soit elliptique. Alors l’hypothe`se (2) est
ve´rifie´e car toute fonction a` support re´gulier elliptique est tre`s cuspidale. On peut donc
trouver une fonction fX tre`s cuspidale telle que θfX (Y ) = jˆ(X, Y ). Soit λ ∈ F×2 tel que
|λ|F ≤ 1. Remplac¸ons X par λX. En utilisant (4) et les formules de 2.6, on a
θfλX (Y ) =
∑
O∈Nil(g)
|λ|(δ(G)−dim(O))/2F ΓO(X)jˆ(O, Y ).
En prenant une combinaison line´aire convenable des fonctions fλX , on peut se´parer les
orbites selon leurs dimensions. On peut en particulier isoler l’orbite {0} et trouver une
fonction f tre`s cuspidale telle que
θf (Y ) = Γ{0}(X)jˆ({0}, Y ).
La fonction jˆ({0}, .) est constante de valeur 1. D’apre`s Harish-Chandra ([HCDS] lemme
9.6), le germe de Shalika Γ{0} ne s’annule pas sur l’ensemble des points elliptiques
re´guliers. Donc θf (Y ) 6= 0, ce qui de´montre (iv).
On peut maintenant achever la de´monstration de (ii) : d’apre`s (iv), l’hypothe`se (2)
est ve´rifie´e pour tout point X ∈ greg(F ).
Soit ω un G-domaine de g(F ) compact modulo conjugaison. Choisissons Ω tel que
(4) soit ve´rifie´e pour tous X ∈ Ω ∩ greg(F ), Y ∈ ω ∩ greg(F ). Graˆce a` (ii), pour tout
X ∈ Ω ∩ greg(F ),on peut trouver une fonction fX tre`s cuspidale telle que θfX (Y ) =
jˆ(X, Y ) pour tout Y ∈ ω ∩ greg(F ). On sait que les germes de Shalika sont line´airement
inde´pendants ([HCDS] lemme 9.5). Etant homoge`nes, leurs restrictions a` Ω le sont aussi.
En utilisant (4), on voit que, pour O ∈ Nil(g), une combinaison line´aire convenable f
de fonctions fX va ve´rifier θf (Y ) = jˆ(O, Y ) pour tout Y ∈ ω∩greg(F ). Cela prouve (iii).

6.4 Quasi-caracte`res a` support compact modulo conjugaison
Proposition. Soit θ un quasi-caracte`re de g(F ) a` support compact modulo conjugaison.
Alors il existe une fonction f ∈ C∞c (g(F )) tre`s cuspidale telle que θ = θf .
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Preuve. On de´montre la proposition par re´currence sur dim(G). On suppose qu’elle est
vraie pour tout groupe de dimension strictement infe´rieure a` dim(G). Soit X ∈ gss(F ).
On va prouver
(1) il existe un G-domaine ω dans g(F ) et une fonction tre`s cuspidale f ∈ C∞c (g(F ))
tels que X ∈ ω et θ(Y ) = θf (Y ) pour tout Y ∈ ω.
Autrement dit, il existe une fonction tre`s cuspidale f ∈ C∞c (g(F )) telle que θf ait le
meˆme de´veloppement que θ au voisinage de X. Si X = 0, cela re´sulte du lemme 6.3(iii).
Si X est central, cela re´sulte du cas X = 0 par translation. Supposons X non central,
donc dim(GX) < dim(G). Supposons d’abord X elliptique. La notions de bon voisinage
s’adapte au cas de l’alge`bre de Lie. Soit ωX un bon voisinage de 0 dans gX(F ). Soit θX la
fonction sur gX(F ) qui est nulle hors de X+ωX et qui co¨ıncide avec θ sur X+ωX . Alors
θX est un quasi-caracte`re de gX(F ) a` support compact modulo conjugaison. Appliquant
l’hypothe`se de re´currence, on peut fixer une fonction tre`s cuspidale fX ∈ C∞c (gX(F )) telle
que θfX = θX . On peut reprendre la de´monstration du lemme 6.2 et montrer qu’il existe
une fonction tre`s cuspidale f ∈ C∞c (g(F )) telle que θf co¨ıncide avec θfX dans X + ωX
(remarquons que la condition d’invariance par ZG(x)(F ) impose´e en 6.2 disparaˆıt car
le commutant d’un e´le´ment semi-simple d’une alge`bre de Lie est toujours connexe). En
posant ω = (X + ωX)
G, f et ω satisfont (1). Supposons maintenant X non elliptique.
Notons M le commutant de AGX dans G. On a X ∈ m(F ) et GX ⊂ M . Soit ωX un bon
voisinage de 0 dans gX(F ). Posons
ωM = (X + ωX)
M , ωG = (X + ωX)
G.
Les ensembles ωM et ωG ∩ m(F ) sont des M-domaines dans m(F ), compacts modulo
conjugaison. Notons θM la fonction sur m(F ) qui est nulle hors de ωM et co¨ıncide avec θ
sur ωM . C’est un quasi-caracte`re de m(F ), a` support compact modulo conjugaison. En
appliquant l’hypothe`se de re´currence et le (i) du lemme 6.3, on peut fixer des familles
finies (Xi)i=1,...,n d’e´le´ments de mreg(F ) et (ci)i=1,...,n de nombres complexes de sorte que
θM (Y ) =
∑
i=1,...,n
cijˆ
M(Xi, Y )
pour tout Y ∈ ωG ∩mreg(F ). La preuve du (i) du lemme 6.3 montre que l’on peut aussi
bien remplacer chaque Xi par tout e´le´ment suffisamment proche. On peut donc supposer
Xi ∈ greg(F ). La fonction
Y 7→ DG(Y )1/2DM(Y )−1/2
est constante sur X + ωX . Notons c sa valeur. Montrons que
(2) θ(Y ) =
∑
i=1,...,n
ccijˆ
G(Xi, Y )
pour tout Y ∈ (X+ωX)∩greg(F ). D’apre`s 2.6(5), le membre de droite ci-dessus est e´gal
a` ∑
Y ′∈Y
∑
i=1,...,n
ccijˆ
M(Xi, Y
′)DG(Y )−1/2DM(Y ′)1/2,
ou` Y est un ensemble de repre´sentants des classes de conjugaison par M(F ) dans l’en-
semble des e´le´ments de m(F ) conjugue´s a` Y par un e´le´ment de G(F ). Cet ensemble Y
est contenu dans ωG ∩m(F ). La somme ci-dessus vaut donc∑
Y ′∈Y
cθM(Y
′)DG(Y )−1/2DM(Y ′)1/2.
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On peut supposer Y ∈ Y et le terme indexe´ par Y est e´gal a` θ(Y ). Soit Y ′ ∈ Y , Y ′ 6= Y .
Soit g ∈ G(F ) tel que gY g−1 = Y ′. Cet e´le´ment n’appartient pas a` M(F ). Si Y ′ ∈ ωM ,
il existe m ∈ M(F ) tel que mgY (mg)−1 ∈ X + ωX . Alors mg ∈ GX(F ) puisque ωX
est un bon voisinage de 0 dans gX(F ). Puisque GX ⊂ M , on en de´duit g ∈ M(F ),
contradiction. Donc Y ′ 6∈ ωM et θM (Y ′) = 0. Cela de´montre (2).
D’apre`s le lemme 6.3(ii), il existe une fonction tre`s cuspidale f ∈ C∞c (g(F )) telle
que θf (Y ) co¨ıncide avec le membre de droite de (2) dans ωG. Alors θf (Y ) = θ(Y ) pour
Y ∈ ωG, ce qui ache`ve la preuve de (1).
La preuve de la proposition est maintenant e´le´mentaire. Pour tout X ∈ gss(F ), on
fixe ω et f ve´rifiant (1) et on les note plutoˆt ωX et fX . On fixe un sous-ensemble compact
Γ ⊂ g(F ) tel que Supp(θ) ⊂ ΓG. On a
Γ ⊂ g(F ) ⊂
⋃
X∈gss(F )
ωX .
On peut donc choisir une famille finie (Xi)i=1,...,n d’e´le´ments de gss(F ) telle que
Γ ⊂
⋃
i=1,...n
ωXi.
Pour tout i, notons ∆i le comple´mentaire dans g(F ) de
⋃
j=1,...,i−1ωXi , ϕi la fonction
caracte´ristique de ωXi ∩ ∆i et posonsfi = fXiϕi. Alors fi est tre`s cuspidale et on a
l’e´galite´ θ =
∑
i=1,...,n θfi . 
7 Enonce´ du the´ore`me principal
7.1 Groupes orthogonaux
Soit V un espace vectoriel sur F de dimension finie d, muni d’une forme biline´aire
syme´trique et non de´ge´ne´re´e q (on dira parfois que V est un espace quadratique,la forme
q e´tant sous-entendue). Pour v ∈ V , on pose
q(v) =
1
2
q(v, v).
On appelle syste`me hyperbolique dans V une famille (vi)i=±1,...,±n d’e´le´ments de V telle
que q(vi, vj) = δi,−j pour tous i, j, ou` δi,−j est le symbole de Kronecker. On dit que q
est hyperbolique si et seulement s’il existe un syste`me hyperbolique dans V qui soit une
base de V . On peut de´composer V (de fac¸on non unique) en somme orthogonale de deux
sous-espaces Vhyp et Van de sorte que la restriction de q a` Vhyp soit hyperbolique et la
restriction qan de q a` Van soit anisotrope. La classe d’e´quivalence de qan est uniquement
de´finie, on l’appelle le noyau anisotrope de q et on note dan(V ) son rang, c’est-a`-dire la
dimension de Van. Evidemment, dan(V ) ≡ d mod 2.
On introduit le groupe orthogonal O(V ) de (V, q) et son sous-groupe spe´cial orthogo-
nal SO(V ). Notons-les ici G+ et G, ainsi qu’on le fera souvent dans la suite. Le groupe
G+(F ) agit sur V , on note cette action (g, v) 7→ gv. Le groupe G est de´ploye´ sur F si
dan(V ) = 0 ou 1, quasi-de´ploye´ et non de´ploye´ si dan(V ) = 2 et non quasi-de´ploye´ si
dan(V ) = 3 ou 4. On de´finit la forme biline´aire sur g(F )
< X, Y >=
1
2
trace(XY ),
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la trace e´tant la forme line´aire usuelle sur End(V ). C’est cette forme que l’on utilise pour
normaliser les constructions de 1.2.
Si W est un sous-espace non de´ge´ne´re´ de V , le groupe H = SO(W ) se plonge natu-
rellement dans G : un e´le´ment de H agit par l’identite´ sur l’orthogonal de W . De meˆme,
h se plonge dans g.
Soient v′, v′′ ∈ V . De´finissons cv′,v′′ ∈ End(V ) par
cv′,v′′(v) = q(v, v
′)v′′ − q(v, v′′)v′.
On ve´rifie que cv′,v′′ appartient a` g(F ) et que cette alge`bre est engendre´e en tant qu’espace
vectoriel par de tels e´le´ments.
On peut classifier les orbites unipotentes re´gulie`res de g(F ). Il n’y en a pas si dan(V ) ≥
3. Il y en a une seule si dan(V ) = 1 ou si d ≤ 2 et on la note Oreg. Supposons d ≥ 4 et
dan(V ) = 0 ou 2. Introduisons le sous-ensemble N V suivant :
- si dan(V ) = 0, N V = F×/F×2 ;
- si dan(V ) = 2,N V est le sous-ensemble des e´le´ments de F×/F×2 qui sont repre´sente´s
par qan.
Soit ν ∈ N V , dont on fixe un rele`vement dans F×. On peut de´composer V en somme
orthogonale V = D ⊕W , ou` D est une droite et la restriction de q a` W a pour noyau
anisotrope la forme x 7→ νx2 de dimension 1. Notons H = SO(W ). Il y a une unique
orbite nilpotente re´gulie`re dans h(F ). Soit N un e´le´ment de cette orbite, que l’on identifie
a` un e´le´ment de g(F ). On note Oν la G(F )-orbite de N . Elle ne de´pend pas des choix
et l’application ν 7→ Oν est une bijection de N V sur l’ensemble des orbites nilpotentes
re´gulie`res de g(F ).
Conside´rons une de´composition orthogonale V = Z⊕Van. Supposons la restriction de
q a` Van anisotrope et la restriction de q a` Z hyperbolique. Fixons une base hyperbolique
(vi)i=±1,...±n de Z. Si Van 6= {0}, soit c ∈ Z tel qu’il existe v ∈ Van pour lequel valF (q(v)) =
c. Si Van = {0}, soit c un e´le´ment quelconque de Z. Notons Ran l’ensemble des v ∈ Van tels
que valF (q(v)) ≥ c. C’est un oF -re´seau de Van. Notons RZ le oF -re´seau de Z engendre´ par
les e´le´ments vi pour i = 1, ..., n et par les ̟
c
Fv−i pour i = 1, ..., n. Posons R = RZ ⊕Ran.
Quand on fait varier la de´composition orthogonale, la base hyperbolique et l’entier c, le
re´seau R parcourt un certain ensemble de oF -re´seaux de V . Par de´finition, c’est l’ensemble
des re´seaux spe´ciaux. Pour un tel re´seau R spe´cial, notons K le stabilisateur de R dans
G(F ). C’est un sous-groupe compact spe´cial de G(F ). Inversement, si K est un sous-
groupe compact spe´cial de G(F ), il est le stabilisateur d’un re´seau spe´cial R (qui n’est
pas unique).
Pour tout oF -re´seau R de V , on de´finit une fonction valR sur V , a` valeurs dans
Z ∪ {∞} par valR(v) = sup{i ∈ Z; v ∈ ̟iFR}.
7.2 La situation
On conserve les donne´es et notations du paragraphe pre´ce´dent. Soit r ∈ N tel que
2r+1 ≤ d. On suppose donne´e une de´composition orthogonale V =W⊕D⊕Z, ou` D est
une droite et Z un espace hyperbolique de dimension 2r. On note qW la restriction de q a`
W et dW = d−2r−1 la dimension de W . On pose V0 = W ⊕D. On note H , resp. G0, le
groupe spe´cial orthogonal deW , resp. V0, et H
+ le groupe orthogonal deW . On identifie
H+ a` un sous-groupe de G : un e´le´ment h ∈ H+ s’identifie a` l’e´le´ment de G qui agit par
h sur W et par det(h) sur D⊕ Z. On fixe une base v0 de D et un syste`me hyperbolique
maximal (vi)i=±1,...,±r de Z. On note Z+, resp. Z−, le sous-espace de Z engendre´ par les
34
vi, i = 1, ..., r, resp. par les v−i. On note A le sous-tore maximal de SO(Z) qui conserve
chaque droite Fvi. Pour a ∈ A(F ) et i = 1, ..., r, on note ai ∈ F× la valeur propre de a
sur vi, c’est-a`-dire que avi = aivi. On note P le sous-groupe parabolique de G forme´ des
e´le´ments qui conservent le drapeau
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fv1
de V . On note U le radical unipotent de P et M sa composante de Le´vi qui contient A.
On a M = AG0. Remarquons que AM = A, sauf dans le cas ou` V0 est hyperbolique de
dimension 2, auquel cas AM =M . Fixons une famille (ξi)i=0,...,r−1 d’e´le´ments de F
×. On
de´finit une fonction ξ sur U(F ) par
ξ(u) = ψ(
∑
i=0,...,r−1
ξiq(uvi, v−i−1)).
On ve´rifie que c’est un caracte`re de U(F ) invariant par conjugaison par le sous-groupe
H+(F ) de M(F ).
On fixe un re´seau spe´cial R0 de V0. On peut choisir un re´seau RZ de Z ayant une base
forme´e de vecteurs proportionnels aux vi, de sorte que le re´seau R = R0 ⊕RZ de V soit
spe´cial. On note K0, resp. K, le stabilisateur de R0 dans G0(F ), resp. de R dans G(F ).
Ce sont des sous-groupes compacts spe´ciaux de G0(F ), resp. G(F ). Le groupe K est en
bonne position relativement a`M . On aK∩M(F ) = (K∩A(F ))K0 etK∩A(F ) est le plus
grand sous-groupe compact de A(F ). Pour tout entier N ∈ N, on de´finit une fonction κN
sur G(F ) de la fac¸on suivante. Elle est invariante a` droite par K, a` gauche par U(F ). Sa
restriction a` M(F ) est la fonction caracte´ristique de l’ensemble des ag0, avec a ∈ A(F ),
g0 ∈ G0(F ), tels que |valF (ai)| ≤ N pour tout i = 1, ..., r et valR0(g−10 v0) ≥ −N . La
fonction κN est invariante a` gauche par le sous-groupe (K ∩ A(F ))H+(F ) de M(F ).
L’image de son support dans U(F )H(F )\G(F ) est compacte. Plus pre´cise´ment
(1) il existe c > 0 tel que, pour tout entier N ≥ 1 et tout g ∈ G(F ) pour lequel
κN(g) = 1, il existe g
′ ∈ G(F ) tel que g ∈ U(F )H(F )g′ et σ(g′) ≤ cN .
On peut e´crire g = uag0k, avec u ∈ U(F ), a ∈ A(F ), g0 ∈ G0(F ) et k ∈ K. Les
bornes sur les valuations des coordonne´es de a entraˆınent σ(a) ≤ cN , pour c convenable.
Un raisonnement analogue a` celui de la preuve du lemme III.5 de [W2] montre qu’il existe
c′ > 0 tel que, pour tout N ≥ 1 et tout v ∈ ̟−NF R0 tel que q(v) = ν0 = q(v0), il existe
y ∈ G0(F ) tel que y−1v0 = v et σ(y) ≤ c′N . Appliquons cela a` v = g−10 v0. Alors g0y−1
appartient a` H(F ). On a g = ug0y
−1g′, avec g′ = ayk et ce dernier e´le´ment satisfait la
majoration requise.
7.3 Les ingre´dients de la formule inte´grale
On de´finit une fonction ∆ sur Hss(F ) par
∆(t) = |det((1− t)|W/W ′′(t))|F ,
ou` W ′′(t) est le noyau de 1− t agissant dans W .
Notons T l’ensemble des sous-tores T de H , en ge´ne´ral non maximaux, pour lesquels
il existe une de´composition orthogonale W = W ′ ⊕W ′′ de sorte que les conditions (1) a`
(4) ci-dessous soient ve´rifie´es. On note H ′ le groupe spe´cial orthogonal de W ′ et on pose
V ′′ =W ′′ ⊕D ⊕ Z.
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(1) AT = {1}.
(2) dim(W ′) est pair.
(3) T est inclus dans H ′ et c’en est un sous-tore maximal.
(4) Si d est pair, dan(W
′′) = 1 ; si d est impair, dan(V
′′) = 1.
Evidemment, W ′ et W ′′ sont de´termine´s par T : W ′′ est l’intersection des noyaux de
t− 1 agissant sur W , pour t ∈ T .
Pour T ∈ T , on pose
W (H, T ) = NormH(F )(T )/ZH(F )(T ).
On note T♮ le sous-ensemble des t ∈ T tels que les valeurs propres de l’action de t dansW ′
soient toutes distinctes. C’est un ouvert de Zariski, non vide. Notons H ′ = G′, resp. H ′′,
G′′, les groupes spe´ciaux orthogonaux de W ′, resp. W ′′, V ′′ et H ′+ le groupe orthogonal
de W ′. Pour t ∈ T♮, t est un e´le´ment semi-simple re´gulier dans H ′ et meˆme dans H ′+ en
ce sens que son commutant dans H ′+ est re´duit a` T . Alors ZH(t) = TH
′′, ZG(t) = TG
′′.
En particulier, les orbites nilpotentes de ht(F ), resp. gt(F ) sont les meˆmes que celles de
h′′(F ), resp. g′′(F ).
Soient θ, resp. τ , un quasi-caracte`re de H(F ), resp. G(F ). Soit T ∈ T , pour lequel
on adopte les notations ci-dessus. Soit t ∈ T♮(F ). Supposons d pair. Alors dim(W ′′)
est impair et l’hypothe`se (4) dit que H ′′ est de´ploye´. Donc h′′(F ) posse`de une unique
orbite nilpotente re´gulie`re Oreg. On pose cθ(t) = cθ,Oreg(t). La dimension dim(V ′′) est
paire, ne´cessairement non nulle. Si elle est e´gale a` 2, g′′(F ) posse`de une unique orbite
nilpotente re´gulie`re Oreg et on pose cτ (t) = cτ,Oreg(t). Supposons dim(V ′′) ≥ 4. Notons
qW ′′,an le noyau anisotrope de la restriction de q a` W
′′ et qD la restriction de q a` D.
Notons aussi ν0 = q(v0). La forme qW ′′,an est de rang 1. Par construction, la restriction
de q a` V ′′ a meˆme noyau anisotrope que qW ′′,an ⊕ qD. Elle est donc de rang 0 ou 2 et
G′′ est quasi-de´ploye´. Puisque qW ′′,an ⊕ qD repre´sente ν0, on a ν0 ∈ N V ′′ et l’orbite Oν0
de g′′(F ) est de´finie. On pose cτ (t) = cτ,Oν0 (t). Supposons maintenant d impair. Alors
dim(V ′′) est impair et l’hypothe`se (4) dit que G′′ est de´ploye´. De fac¸on analogue a` ci-
dessus, on pose cτ (t) = cτ,Oreg(t). La dimension de W
′′ est paire. Si elle est infe´rieure ou
e´gale a` 2, on pose encore cθ(t) = cθ,Oreg(t). Supposons dim(W
′′) ≥ 4. Avec les meˆmes
notations que ci-dessus, la restriction de q a` V ′′ a encore meˆme noyau anisotrope que
qW ′′,an⊕ qD. Si dan(W ′′) e´tait e´gal a` 4, le noyau anisotrope de qW ′′,an⊕ qD serait de rang
3, contrairement a` (4). Donc dan(W
′′) = 0 ou 2. On a −ν0 ∈ NW ′′ : c’est e´vident si
dan(W
′′) = 0 ; si dan(W
′′) = 2, cela re´sulte du fait que qW ′′,an ⊕ qD n’est pas anisotrope
puisque dan(V
′′) = 1. Donc l’orbite O−ν0 de h′′(F ) est de´finie. On pose cθ(t) = cθ,O−ν0 (t).
Proposition. (i) Les fonctions cθ et cτ sont localement constantes sur T♮(F ).
(ii) La fonction t 7→ cθ(t)cτ (t)DH(t)∆(t)r est localement inte´grable sur T (F ).
La preuve est donne´e dans les quatre paragraphes suivants. Le tore T ∈ T est fixe´
pour ces paragraphes.
7.4 Fonctions localement inte´grables sur un e´le´ment de T
Pour t ∈ T (F ), notons E ′′(t) le noyau de t− 1 dans W ′ et E ′(t) son orthogonal dans
W ′. On note J ′(t), resp. J ′′(t) le groupe spe´cial orthogonal de E ′(t), resp. E ′′(t), J ′(t)t
la composante neutre du commutant de t dans J ′(t) et zt le centre de l’alge`bre de Lie
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j′(t)t. Le groupe H
′
t pre´serve ne´cessairement les espaces propres de t, donc est inclus dans
J ′(t)J ′′(t). Puisque J ′′(t) est e´videmment inclus dans ce commutant H ′t, on a l’e´galite´
H ′t = J
′(t)tJ
′′(t).
On aura besoin des re´sultats suivants.
(1) zt est inclus dans le centre de ht et dans le centre de gt.
(2) Il existe un voisinage ω de 0 dans t(F ) sur lequel l’exponentielle est de´finie et tel
que, pour X ∈ ω, on a zt ⊂ ztexp(X), avec e´galite´ si et seulement si X ∈ zt(F ).
Preuve. Le noyau de t − 1 dans W est E ′′(t) ⊕W ′′ et son orthogonal dans W est
E ′(t). On en de´duit comme ci-dessus que Ht est le produit de J
′(t)t et du groupe spe´cial
orthogonal de E ′′(t) ⊕ W ′′.Donc le centre de ht est le produit de zt et du centre de
l’alge`bre de Lie du second groupe. Cela prouve que zt est inclus dans le centre de ht. Un
raisonnement analogue vaut en remplac¸ant ht par gt.
Conside´rons un voisinage ω de 0 dans t(F ) sur lequel l’exponentielle est de´finie et tel
que H ′texp(X) ⊂ H ′t pour tout X ∈ ω. Soit X ∈ ω. Puisque X commute a` t, il pre´serve les
espaces propres de t, donc pre´serve E ′(t) et E ′′(t). Notons X ′ et X ′′ les restrictions de
X a` chacun de ces deux espaces et posons t˜ = texp(X). Le groupe H ′
t˜
est le commutant
de X dans H ′t. Donc H
′
t˜
est le produit du commutant J ′(t)t,X′ de X
′ dans J ′(t)t et du
commutant J ′′(t)X′′ de X
′′ dans J ′′(t). En choisissant ω assez petit, on peut imposer que
toutes les valeurs propres de t˜ dans E ′(t) soient diffe´rentes de 1. Alors E ′′(t˜) ⊂ E ′′(t). Le
groupe J ′(t˜)t˜ est le sous-groupe des e´le´ments de H
′
t˜
qui agissent trivialement sur E ′′(t˜).
Ce sous-groupe contient certainement J ′(t)t,X′ et est donc le produit de ce groupe et
d’un certain sous-groupe de J ′′(t)X′′ , que l’on note J˜ . Donc zt˜ est le produit du centre
de j′(t)t,X′ et du centre de j˜. L’alge`bre j
′(t)t,X′ est le commutant dans j
′(t)t de l’e´le´ment
semi-simple X ′ de cette alge`bre. Sur une extension de F , c’est donc une sous-alge`bre de
Le´vi de j′(t)t et son centre contient le centre de cette alge`bre, c’est-a`-dire contient zt.
Cela de´montre l’inclusion zt ⊂ zt˜. Supposons qu’il y a e´galite´. Une sous-alge`bre de Le´vi
e´tant le commutant de son centre, cela entraˆıne que j′(t)t,X′ = j
′(t)t. Donc X
′ ∈ zt. De
plus, il est clair que X ′′ appartient au centre de j˜, donc a` zt˜ = zt. Mais tout e´le´ment de zt
agit trivialement sur E ′′(t), donc X ′′ = 0. Alors X = X ′ appartient a` zt. La re´ciproque
est aise´e. Cela prouve (2). 
Pour un espace vectoriel E sur F , de dimension finie, et pour i ∈ Z, on note Ci(E)
l’espace des fonctions ϕ : E → C telles que
ϕ(λe) = |λ|iFϕ(e)
pour tout e ∈ E et tout λ ∈ F×2. On note C≥i(E) l’espace des combinaisons line´aires
d’e´le´ments Cj(E) pour j ≥ i. Remarquons que, si E = {0}, on a C≥i(E) = C si i ≤ 0,
C≥i(E) = {0} si i > 0.
Soit δ : T (F ) → Z une fonction. On note C≥δ(T ) l’espace des fonctions f de´finies
presque partout sur T (F ) ve´rifiant la condition suivante. Soit t ∈ T (F ). Alors il existe un
voisinage ω de 0 dans t(F ), sur lequel l’exponentielle est de´finie, et il existe une fonction
ϕ ∈ C≥δ(t)(t(F )/zt(F )) tels que l’on ait l’e´galite´
f(texp(X)) = ϕ(X¯)
presque partout pour X ∈ ω, ou` X¯ de´signe la projection de X dans t(F )/zt(F ).Il revient
au meˆme de demander qu’il existe un supple´mentaire s de z dans t, une fonction ϕ ∈
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C≥δ(t)(s(F )) et des voisinages ωz de 0 dans z(F ) et ωs de 0 dans s(F ) de sorte que l’on
ait l’e´galite´
(3) f(texp(Xz +Xs)) = ϕ(Xs)
presque partout pour Xz ∈ ωz et Xs ∈ ωs.
Lemme. Supposons δ(t) = inf(dim(zt)− dim(t) + 1, 0) pour tout t ∈ T (F ). Alors tout
e´le´ment de C≥δ(T ) est localement inte´grable sur T (F ).
Preuve. Pour tout n ∈ N, posons Tn = {t ∈ T ; dim(zt) ≥ dim(t)− n}. Cet ensemble
est un ouvert de Zariski. On va prouver par re´currence
(4)n tout e´le´ment de C≥δ(T ) est localement inte´grable sur Tn(F ).
Soit n ∈ N. Si n > 0, on suppose (4)n′ vraie pour tout n′ < n. Soit f ∈ C≥δ(T ).
Pour prouver (4)n, il suffit de fixer t ∈ T (F ) tel que dim(zt) = dim(t)− n et de prouver
que f est inte´grable dans un voisinage de t. Si n = 0, on a zt = t et f est localement
constante au voisinage de t. L’assertion s’ensuit. Supposons n > 0. Fixons comme avant
l’e´nonce´ un espace s, une fonction ϕ ∈ C≥δ(t)(s(F )) et des voisinages ωz et ωs de sorte
que l’on ait l’e´galite´ (3). On suppose aussi que ωz et ωs sont ouverts et compacts et que
le voisinage ω = ωz × ωs ve´rifie (2). On suppose enfin que l’exponentielle de ω sur son
image pre´serve les mesures. Ecrivons ϕ =
∑
i≥δ(t) ϕi, ou` ϕi ∈ Ci(s(F )) et ϕi = 0 sauf
pour un nombre fini d’indices. On peut choisir une base (ej)j=1,...,m de s(F ) de sorte que
le re´seau engendre´ par cette base soit inclus dans ωs. On ne perd rien a` supposer que ωs
est e´gal a` ce re´seau.
Pour i ≥ δ(t), de´finissons une fonction fi sur T (F ) de la fac¸on suivante. Elle est
nulle hors de texp(ω). Pour Xz ∈ ωz et Xs ∈ ωs, on pose fi(texp(Xz + Xs)) = ϕi(Xs).
Montrons que
(5) fi ∈ C≥δ(T ).
Pour λ ∈ F×2 tel que |λ|F ≤ 1, de´finissons une fonction f [λ] sur T (F ) de la fac¸on sui-
vante. Elle est nulle hors de texp(ω). Pour X ∈ ω, on pose f [λ](texp(X)) = f(texp(λX)).
On a f [λ] =
∑
i≥δ(t) |λ|iFfi. Par interpolation, chaque fi est combinaison line´aire de fonc-
tions f [λ]. Il suffit donc de fixer λ et de prouver que f [λ] appartient a` C≥δ(T ). On
fixe X ∈ ω, on pose t′ = texp(X) et on doit e´tudier le comportement de la fonction
Y 7→ f [λ](t′exp(Y )) au voisinage de 0. Posons t′′ = texp(λX) et introduisons la fonction
ϕ′′ ∈ C≥δ(t′′)(t(F )/zt′′) telle que f(t′′exp(Y )) = ϕ′′(Y¯ ) pour Y assez proche de 0. On a
alors
(6) f [λ](t′exp(Y )) = ϕ′′(λY¯ ) = ϕ′′λ(Y¯ )
pour Y assez proche de 0. La fonction ϕ′′λ appartient e´videmment a` C≥δ(t′′)(t(F )/zt′′).
De plus, la preuve de (2) montre que zt′ = zt′′ , d’ou` aussi δ(t
′) = δ(t′′). Alors l’e´galite´ (6)
est le de´veloppement requis pour que f [λ] appartienne a` C≥δ(T ). Cela prouve (5).
Notons Ωs l’ensemble des e´le´ments de ωs dont les coordonne´es (λj)j=1,...,m dans la
base (ej)j=1,...,m ve´rifient la condition inf{valF (λj); j = 1, ..., m} = 0 ou 1. C’est un
sous-ensemble ouvert et compact de s(F ). L’ensemble ω est re´union disjointe de ωz×{0},
qui est de mesure nulle, et des ensembles ωz ×̟2kF Ωs, pour k ∈ N. Soit k ∈ N. Puisque
Ωs ne contient pas 0, tout e´le´ment X ∈ ωz × ̟2kF Ωs appartient a` ω mais pas a` zt(F ).
D’apre`s (2), on a donc zt ( ztexp(X). Il en re´sulte que texp(X) ∈
⋃
n′<n Tn′(F ). D’apre`s
l’hypothe`se de re´currence et (5), toute fonction fi est inte´grable sur texp(ωz +̟
2k
F Ωs).
La fonction f co¨ıncide sur cet ensemble avec
∑
i≥δ(t) fi et est donc aussi inte´grable. Pour
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prouver que f est inte´grable sur texp(ω), il reste a` prouver que la se´rie
(7)
∑
k∈N
∫
texp(ωz+̟2kF Ωs)
|f(t′)|dt′
est convergente. Elle est majore´e par∑
i≥δ(t)
mes(ωz)
∑
k∈N
∫
̟2kF Ωs
|ϕi(X)|dX.
Cette dernie`re inte´grale est e´gale a`∫
Ωs
|ϕi(̟2kF X)|q−2kdim(s)dX
ou encore
q−2k(i+dim(s))
∫
Ωs
|ϕi(X)|dX.
On a
i+ dim(s) ≥ δ(t) + dim(t)− dim(zt) ≥ 1.
Donc la se´rie ∑
k∈N
q−2k(i+dim(s))
est convergente et aussi la se´rie (7). Cela ache`ve la de´monstration. 
7.5 Les fonctions de´terminants
On de´finit une fonction
δ0 : T (F ) → Z
t 7→ δ(Ht)− δ(H ′′) + rdim(E ′′(t))
ou` les notations sont celles introduites dans le paragraphe pre´ce´dent.
Lemme. La fonction DH∆r appartient a` C≥δ0(T ).
Preuve. Soient t ∈ T (F ) et X ∈ t(F ). On note X ′, resp. X ′′ la restriction de X a`
E ′(t), resp. E ′′(t). On suppose texp(X) ∈ T♮(F ). Si X est assez proche de 0, on a les
e´galite´s
DH(texp(X)) = DH(t)DHt(X), ∆(texp(X)) = |det((1− t)|E′(t))|F |det(X ′′|E′′(t))|F .
La fonction DHt est invariante par translations par le centre de ht(F ), donc aussi par
zt(F ) d’apre`s le (1) du paragraphe pre´ce´dent. La seconde fonction est aussi invariante
par translations par zt(F ), ainsi que l’est toute fonction de X ne de´pendant que de X
′′.
Cette seconde fonction est homoge`ne de degre´ dim(E ′′(t)). On a l’e´galite´
DHt(X) = limY ∈ht,X(F ),Y→0D
Ht(X + Y )DHt,X(Y )−1.
On a Ht,X = TH
′′. Sur les e´le´ments re´guliers de ht(F ), D
Ht est homoge`ne de degre´
δ(Ht). De meˆme, sur les e´le´ments re´guliers de ht,X(F ), D
Ht,X est homoge`ne de degre´
δ(Ht,X) = δ(H
′′). Il en re´sulte que, sur un ouvert dense de t(F ), DHt est homoge`ne de
degre´ δ(Ht)− δ(H ′′). Le re´sultat s’ensuit. 
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7.6 La fonction cτ
On de´finit une fonction δG,T : T (F )→ Z par les formules suivantes, pour t ∈ T (F ) :
- si d est impair et E ′′(t) 6= {0}, δG,T (t) = 12(δ(G′′)− δ(Gt) + 2) ;
- si d est pair, ou si d est impair et E ′′(t) = {0}, δG,T (t) = 12(δ(G′′)− δ(Gt)).
Lemme. La fonction cτ appartient a` C≥δG,T (T ).
Preuve. Fixons t ∈ T (F ) et un bon voisinage ω de 0 dans gt(F ). Posons τ = τt,ω, cf.
4.3. C’est un quasi-caracte`re sur gt(F ). Pour X ∈ ω ∩ t(F ) tel que texp(X) ∈ T♮(F ), on
a l’e´galite´
cτ (texp(X)) = cτ ,O(X)
ou` O est une certaine orbite nilpotente re´gulie`re appartenant a` Nil(gt,X) = Nil(g′′). Il
s’agit donc d’e´tudier la fonction cτ,O sur un ouvert dense de t(F ), au voisinage de 0.
On peut ge´ne´raliser la question a` un quasi-caracte`re quelconque τ de gt(F ). On peut
restreindre ω et supposer que τ est de´veloppable dans ω. En utilisant le lemme 6.3(iii),
on peut fixer une orbite Ot ∈ Nil(gt) et supposer que τ(Y ) = jˆ(Ot, Y ) presque partout
pour Y ∈ ω. Cette fonction est localement invariante par translations par le centre de
gt(F ), donc aussi par zt(F ) d’apre`s 7.4(1). La fonction cτ ,O sur t(F ) l’est donc aussi. Soit
λ ∈ F×2. D’apre`s 4.2(2), le quasi-caracte`re τλ co¨ıncide avec |λ|−dim(Ot)/2F τ au voisinage
de 0. La meˆme formule nous dit alors que la fonction cτ ,O sur t(F ) est homoge`ne de
degre´ (dim(O) − dim(Ot))/2. On a dim(Ot) ≤ δ(Gt). Puisque O est re´gulie`re, on a
dim(O) = δ(G′′). Si d est pair, ou si d est impair et E ′′(t) = {0}, le degre´ pre´ce´dent
est supe´rieur ou e´gal a` δG,T (t) et cela ache`ve la de´monstration. Supposons d impair et
E ′′(t) 6= {0}. Si Ot n’est pas re´gulie`re, on a dim(Ot) ≤ δ(Gt) − 2 et on conclut encore.
Supposons Ot re´gulie`re. Le tore T est un sous-tore maximal de H ′t = J ′(t)tJ ′′(t) et
se de´compose donc en T = T ′T ′′, ou` T ′ est un sous-tore maximal de J ′(t)t et T
′′ un
sous-tore maximal de J ′′(t). L’hypothe`se AT = {1} entraˆıne AT ′′ = {1} et l’hypothe`se
E ′′(t) 6= {0} entraˆıne T ′′ 6= {1}. Notons G˜ le groupe spe´cial orthogonal de E ′′(t) ⊕ V ′′.
On a T ′′ ⊂ J ′′(t) ⊂ G˜. Comme on l’a vu dans la preuve de 7.4(1), on a Gt = J ′(t)tG˜.
L’orbite Ot se de´compose en la somme d’une orbite nilpotente dans j′(t)t(F ) et d’une
orbite nilpotente O˜ dans g˜(F ). Ces deux orbites sont re´gulie`res. Cela entraˆıne que G˜ est
quasi-de´ploye´. Or dim(E ′′(t) ⊕ V ′′) est impair, donc G˜ est de´ploye´. Donc g˜(F ) posse`de
une unique orbite nilpotente re´gulie`re, a` savoir O˜, qui est induite a` partir de l’orbite {0}
d’une sous-alge`bre de Le´vi minimale, c’est-a`-dire de l’alge`bre de Lie d’un tore de´ploye´
maximal. Cela entraˆıne que la fonction jˆ(O˜, .) est a` support dans l’ensemble des e´le´ments
qui appartiennent a` une sous-alge`bre de Borel. Les proprie´te´s de T ′′ montrent qu’un
e´le´ment de t′′(F ) en position ge´ne´rale posse`de un voisinage dans g˜(F ) dont aucun e´le´ment
n’appartient a` une telle alge`bre. Donc jˆ(O˜, .) s’annule au voisinage de presque tout
e´le´ment de t′′(F ). Il en re´sulte que τ s’annule au voisinage de presque tout e´le´ment de
t(F ). A fortiori, la fonction cτ ,O est nulle sur t(F ). Cela ache`ve la de´monstration. 
7.7 Preuve de la proposition 7.3
Evidemment, un lemme analogue au lemme 7.6 vaut si l’on remplace G par H et δG,T
par une fonction δH,T de´finie de fac¸on similaire (l’entier dW remplace d). Il re´sulte tout
d’abord de ces lemmes que les fonctions cθ et cτ sont localement constantes sur T♮(F ).
Evidemment, si δi, i = 1, 2, 3 sont trois fonctions sur T (F ) telles que δ1 + δ2 ≥ δ3, on a
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f1f2 ∈ C≥δ3(T ) pour toutes f1 ∈ C≥δ1(T ) et f2 ∈ C≥δ2(T ). En vertu des lemmes 7.4, 7.5
et 7.6, pour de´montrer le (ii) de la proposition, il suffit de prouver que
(1) δ0(t) + δG,T (t) + δH,T (t) ≥ inf(dim(zt)− dim(t) + 1, 0)
pour tout t ∈ T (F ). Posons e = dim(E ′′(t)). Puisque d ou dW est impair, les de´finitions
entraˆınent que le membre de gauche est e´gal a`
1
2
(δ(G′′)− δ(Gt)− δ(H ′′) + δ(Ht)) + re, si e = 0 ;
1
2
(δ(G′′)− δ(Gt)− δ(H ′′) + δ(Ht)) + 1 + re, si e > 0.
On a de´ja` dit que Gt e´tait le produit de J
′(t)t et du groupe spe´cial orthogonal G˜ de
E ′′(t)⊕ V ′′. De meˆme, Ht est le produit de J ′(t)t et du groupe spe´cial orthogonal H˜ de
E ′′(t) ⊕W ′′. On peut remplacer −δ(Gt) + δ(Ht) par −δ(G˜) + δ(H˜) dans les formules
pre´ce´dentes. Il est facile de calculer
(2) δ(G) =
{
d(d− 2)/2, si d est pair,
(d− 1)2/2, si d est impair.
On calcule de meˆme δ(G′′), δ(H ′′), δ(G˜) et δ(H˜) en remplac¸ant d par d′′ + 1 + 2r, d′′,
d′′ + 1 + 2r + e, d′′ + e, ou` d′′ = dim(W ′′). On obtient que le membre de gauche de (1)
est supe´rieur ou e´gal a` {
0, si e = 0;
−e/2 + 1, si e > 0.
Dans le premier cas, il est clairement supe´rieur au membre de droite de (1). Supposons
e > 0. L’alge`bre zt est celle d’un sous-tore de J
′(t), donc de dimension infe´rieure ou
e´gale a` dim(E ′(t))/2, qui est e´gale a` dim(t)− e/2. Le membre de droite de (1) est donc
infe´rieur ou e´gal a` −e/2 + 1, donc au membre de gauche. Cela ache`ve la preuve. 
7.8 Le the´ore`me
Soient θ un quasi-caracte`re sur H(F ) et f ∈ C∞c (G(F )) une fonction tre`s cuspidale.
Pour T ∈ T , on de´finit la fonction cθf sur T♮(F ) et on la note simplement cf . Fixons un
ensemble de repre´sentants T des classes de conjugaison par H(F ) dans T . Posons
I(θ, f) =
∑
T∈T
|W (H, T )|−1ν(T )
∫
T (F )
cθ(t)cf(t)D
H(t)∆(t)rdt.
D’apre`s la proposition 7.3, cette expression est absolument convergente.
Pour g ∈ G(F ), on de´finit une fonction gf ξ sur H(F ) par
gf ξ(x) =
∫
U(F )
f(g−1xug)ξ(u)du.
Elle appartient a` C∞c (H(F )). On pose
I(θ, f, g) =
∫
H(F )
θ(x)gf ξ(x)dx,
puis, pour un entier N ∈ N,
IN(θ, f) =
∫
U(F )H(F )\G(F )
I(θ, f, g)κN(g)dg.
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Ces inte´grales sont a` supports compacts.
The´ore`me. Pour tout quasi-caracte`re θ sur H(F ) et toute fonction tre`s cuspidale
f ∈ C∞c (G(F )), on a l’e´galite´
limN→∞IN(θ, f) = I(θ, f).
Ce the´ore`me sera de´montre´ en 12.3. Contentons-nous ici de la remarque facile sui-
vante. Supposons dW ≥ 1. Soit y ∈ H+(F ) y 6∈ H(F ), que l’on identifie comme on l’a
dit en 7.2 a` un e´le´ment de G(F ). Posons θ+ = (θ + yθ)/2. Par de simples changements
de variables, on ve´rifie les e´galite´s
I(θ+, f) = I(θ, f), IN (θ
+, f) = IN (θ, f).
On peut donc remplacer θ par θ+ pour de´montrer le the´ore`me. Autrement dit, on peut
supposer θ invariant par conjugaison par H+(F ).
7.9 Le the´ore`me pour les alge`bres de Lie
Soient θ un quasi-caracte`re sur h(F ) et f ∈ C∞c (g(F )). Les de´finitions pose´es pour
les groupes dans les paragraphes pre´ce´dents se descendent aux alge`bres de Lie. Ainsi, on
a de´fini en 7.2 un caracte`re ξ de U(F ). Il s’en de´duit un caracte`re de u(F ), de´fini par la
meˆme formule qu’en 7.2 et que l’on note encore ξ. On de´finit une fonction f ξ sur h(F )
par
f ξ(Y ) =
∫
u(F )
f(Y +N)ξ(N)dN.
Pour g ∈ G(F ), on pose
I(θ, f, g) =
∫
h(F )
θ(Y )gf ξ(Y )dY,
puis, pour un entier N ∈ N,
IN(θ, f) =
∫
U(F )H(F )\G(F )
I(θ, f, g)κN(g)dg.
On de´finit la fonction ∆ sur h(F ) par
∆(Y ) = |det(Y |W/W ′′(Y ))|F ,
ou` W ′′(Y ) est le noyau de Y agissant dans W . Pour T ∈ T , on note t♮ le sous-ensemble
des X ∈ t tels que les valeurs propres de l’action deX dansW ′ soient toutes distinctes, ou`
W ′ est comme en 7.3. Supposons f tre`s cuspidale. On de´finit les fonctions cθ et cf = cθf
sur t♮(F ). On pose
I(θ, f) =
∑
T∈T
|W (H, T )|−1ν(T )
∫
t(F )
cθ(Y )cf(Y )D
H(Y )∆(Y )rdY.
Une analogue de la proposition 7.3 entraˆıne l’absolue convergence de cette expression.
42
The´ore`me. Pour tout quasi-caracte`re θ sur h(F ) et toute fonction tre`s cuspidale f ∈
C∞c (g(F )), on a l’e´galite´
limN→∞IN(θ, f) = I(θ, f).
Ce the´ore`me sera de´montre´ en 12.3.
8 Localisation
8.1 Un cas trivial
On fixe pour toute la section un quasi-caracte`re θ sur H(F ), invariant par conjugaison
par H+(F ), et une fonction tre`s cuspidale f ∈ C∞c (G(F )). Soit x ∈ Gss(F ). Notons V ′′
le noyau de x − 1 agissant dans V . Supposons que x n’est conjugue´ a` aucun e´le´ment
de H(F ). Par le the´ore`me de Witt, cette hypothe`se e´quivaut a` dire que V ′′ ne contient
aucun sous-espace non de´ge´ne´re´ isomorphe (comme espace quadratique) a` D ⊕ Z. Soit
ω un bon voisinage de 0 dans gx(F ), ve´rifiant la condition (7)ρ de 3.1, ou` ρ est la
repre´sentation de G dans V . Pour X ∈ ω, le noyau de xexp(X) − 1 est contenu dans
V ′′ et ve´rifie a fortiori la meˆme condition que V ′′. Donc xexp(X) n’est conjugue´ a` aucun
e´le´ment de H(F ). Posons Ω = (xexp(ω))G. Alors Ω∩H(F ) = ∅. Supposons f a` support
dans Ω. Pour tout t ∈ Hss(F ), le comple´mentaire de Ω dans G(F ) est un voisinage de t
invariant par conjugaison par G(F ) et sur lequel f est nulle. Donc θf y est nul aussi et
le de´veloppement de θf au voisinage de t est nul. Il en re´sulte que I(θ, f) = 0. D’autre
part, tout e´le´ment de U(F )H(F ) a pour partie semi-simple un e´le´ment conjugue´ a` un
e´le´ment de H(F ). Il en re´sulte que gf ξ = 0 pour tout g ∈ G(F ), donc IN(θ, f) = 0. Alors
l’e´galite´ du the´ore`me est triviale.
8.2 Localisation de IN(θ, f)
Soit x ∈ Hss(F ). On note W ′′, resp. V ′′0 , V ′′, le noyau de x−1 agissant dans W , resp.
V0, resp. V . On a V
′′
0 = W
′′ ⊕D, V ′′ = W ′′ ⊕ D ⊕ Z. On note W ′ l’orthogonal de W ′′
dans W . On note H ′ = G′, resp. H ′′, G′′0, G
′′, les groupes spe´ciaux orthogonaux de W ′,
resp. W ′′, V ′′0 , V
′′. On a les e´galite´s Hx = H
′
xH
′′, Gx = G
′
xG
′′. On fixe un bon voisinage
ω de 0 dans gx(F ), auquel on impose la condition (8) de 3.1, c’est-a`-dire ω = ω
′ × ω′′,
ou` ω′ ⊂ g′x(F ), ω′′ ⊂ g′′(F ). On pose Ω = (xexp(ω))G. On suppose
Hypothe`se. Le support de f est contenu dans Ω.
La situation ci-dessus, les notations et cette hypothe`se seront conserve´es jusqu’en
10.9.
On de´finit le quasi-caracte`re θx,ω de gx(F ), cf. 4.3, et, pour g ∈ G(F ), la fonction
gfx,ω sur gx(F ), cf. 5.4. Pour g ∈ G(F ), on de´finit une fonction gf ξx,ω sur hx(F ) par
gf ξx,ω(X) =
∫
ux(F )
gfx,ω(X +N)ξ(N)dN.
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Remarquons que x appartient a` M(F ) et que l’on a l’inclusion hx ⊂ mx. Posons
Ix,ω(θ, f, g) =
∫
hx(F )
θx,ω(X)
gf ξx,ω(X)dX,
puis
Ix,ω,N(θ, f) =
∫
Ux(F )Hx(F )\G(F )
Ix,ω(θ, f, g)κN(g)dg.
Cette inte´grale a un sens : la fonction g 7→ Ix,ω(θ, f, g) est invariante a` gauche par
Ux(F )Hx(F ). Elle est a` support compact. En effet, d’apre`s 3.1(5), il existe un sous-
ensemble compact Γ ⊂ G(F ) tel que gfx,ω est nulle pour g ∈ G(F ),g 6∈ Gx(F )Γ. D’autre
part, on ve´rifie que, pour tout γ ∈ G(F ), la fonction g 7→ κN(gγ) sur Gx(F ) a un support
d’image compacte dans Ux(F )Hx(F )\Gx(F ). L’assertion en re´sulte.
Posons
C(x) = |H+(F )/H(F )||ZH+(x)(F )/Hx(F )|−1∆(x)r.
Lemme. On a l’e´galite´
IN (θ, f) = C(x)Ix,ω,N(θ, f).
Preuve. Pour tout groupe re´ductif connexe L, fixons un ensemble de repre´sentants
T (L) des classes de conjugaison par L(F ) dans l’ensemble des sous-tores maximaux de
L. Soit g ∈ G(F ). D’apre`s la formule de Weyl, on a
(1) I(θ, f, g) =
∑
T∈T (H)
|W (H, T )|−1
∫
T (F )
θ(t)JH(t,
gf ξ)DH(t)1/2dt.
Pour deux sous-tores (pas force´ment maximaux) T et T ′ de H , notons W+(T, T ′) l’en-
semble des isomorphismes de T sur T ′ induits par la conjugaison par un e´le´ment de
H+(F ). On va prouver les assertions suivantes.
(2) Soient T ∈ T (H) et t ∈ T (F ) ∩ Hreg(F ). Alors JH(t, gf ξ) = 0 si t n’appartient
pas a` ⋃
T1∈T (Hx)
⋃
w∈W+(T1,T )
w(xexp(t1(F ) ∩ ω)).
(3) Soit T ∈ T (H) et, pour i = 1, 2, soient Ti ∈ T (Hx) et wi ∈ W+(Ti, T ). Alors les
ensembles w1(xexp(t1(F ) ∩ ω)) et w2(xexp(t2(F ) ∩ ω)) sont disjoints ou confondus.
(4) Soient T ∈ T (H), T1 ∈ T (Hx) et w1 ∈W+(T1, T ). Le nombre des couples (T2, w2)
tels que T2 ∈ T (Hx), w2 ∈W+(T2, T ) et w2(xexp(t2(F )∩ω)) = w1(xexp(t1(F )∩ω)) est
e´gal a`
|W (Hx, T1)||ZH+(x)(F )/Hx(F )||ZH+(T1)(F )/T1(F )|−1.
Soient T et t comme en (2). Supposons JH(t,
gf ξ) 6= 0. Alors il existe u ∈ U(F ) tel
que la classe de conjugaison par G(F ) de tu coupe le support de f . Elle coupe donc
aussi xexp(ω). La partie semi-simple de tu est conjugue´e a` t et la partie semi-simple
d’un e´le´ment de xexp(ω) reste dans cet ensemble. Donc la classe de conjugaison par
G(F ) de t coupe xexp(ω). Soient X ∈ ω et y ∈ G(F ) tels que yty−1 = xexp(X). Le
noyau de t − 1 agissant dans V contient D ⊕ Z. D’apre`s l’hypothe`se (7)ρ de 3.1, celui
de xexp(X) − 1 est contenu dans W ′′. Donc W ′′ contient y(D ⊕ Z). Mais il contient
aussi D⊕Z. Ces deux espaces D⊕Z et y(D⊕Z) sont isomorphes et non de´ge´ne´re´s, en
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tant qu’espaces quadratiques. D’apre`s le the´ore`me de Witt, on peut trouver y′′ ∈ G′′(F )
tel que y′′y(D ⊕ Z) = D ⊕ Z. On a G′′ ⊂ Gx. Quitte a` remplacer y par y′′y et X
par y′′Xy′′−1, on est ramene´ au cas ou` y conserve D ⊕ Z. Dans ce cas, puisque t agit
trivialement sur D ⊕ Z, xexp(X) agit trivialement lui aussi, donc X ∈ hx(F ). Quitte a`
multiplier encore y a` gauche par un e´le´ment de Hx(F ), on peut supposer que X ∈ t1(F )
pour un e´le´ment T1 ∈ T (Hx). L’e´le´ment y conserve W . Notons h sa restriction a` cet
espace. Alors h ∈ H+(F ) et hth−1 = xexp(X). Ne´cessairement, la conjugaison par h
envoie le commutant de t dans H sur celui de xexp(X). Mais t est re´gulier dans H ,
donc ces commutants sont T et T1. Si on note w l’e´le´ment de W
+(T1, T ) induit par la
conjugaison par y−1, on a alors t ∈ w(xexp(t1(F ) ∩ ω)) ce qui prouve (2).
Passons a` la preuve de (3). Pour i = 1, 2 soit yi ∈ H+(F ) tel que wi soit induit
par la conjugaison par yi. On identifie yi a` un e´le´ment de G(F ). Posons y = y
−1
2 y1.
Supposons que les ensembles w1(xexp(t1(F ) ∩ ω)) et w2(xexp(t2(F ) ∩ ω)) ne sont pas
disjoints. Alors y(xexp(ω))y−1∩(xexp(ω)) 6= ∅. D’apre`s 3.1(4), y appartient a` ZG(x)(F ).
D’apre`s 3.1(1), la conjugaison par y conserve ω. D’autre part, d’apre`s la de´finition de y,
cette conjugaison envoie T1 sur T2, donc aussi t1 sur t2. Elle envoie alors xexp(t1(F )∩ω)
sur xexp(t2(F ) ∩ ω) et les ensembles w1(xexp(t1(F ) ∩ ω)) et w2(xexp(t2(F ) ∩ ω)) sont
confondus. Cela prouve (3).
Soient T , T1 et w1 comme en (4). Posons
Y = {y ∈ ZH+(x)(F ); yT1y−1 ∈ T (Hx)}/ZH+(T1)(F ).
La preuve de (3) montre que l’application y 7→ (T2 = yT1y−1, w2 = w1ad(y−1)) est
une surjection de Y sur l’ensemble des couples (T2, w2) dont on veut calculer le nombre
d’e´le´ments. Cette application est aussi injective, le nombre a` calculer est donc |Y|. On
ve´rifie que l’application naturelle
Y → Hx(F )\ZH+(x)(F )/ZH+(T1)(F )
est surjective et que toutes ses fibres ont pour nombre d’e´le´ments |W (Hx, T1)|. Enfin,
parce que Hx(F ) est un sous-groupe distingue´ de ZH+(x)(F ) et que ZH+(T1)∩Hx = T1,
on a
|Hx(F )\ZH+(x)(F )/ZH+(T1)(F )| = |ZH+(x)(F )/Hx(F )||ZH+(T1)(F )/T1(F )|−1.
Cela prouve (4).
Ces trois proprie´te´s permettent de transformer l’expression (1) de la fac¸on suivante
I(θ, f, g) =
∑
T1∈T (Hx)
∑
T∈T (H)
∑
w1∈W+(T1,T )
|W (H, T )|−1w(T1)
∫
t1(F )∩ω
θ(w1(xexp(X)))JH(w1(xexp(X)),
gf ξ)DH(w1(xexp(X)))
1/2dX,
ou`
w(T1) = |W (Hx, T1)|−1|ZH+(x)(F )/Hx(F )|−1|ZH+(T1)(F )/T1(F )|.
On a DH(w1(xexp(X))) = D
H(xexp(X)). On a θ(w1(xexp(X))) = θ(xexp(X)) puis-
qu’on a suppose´ θ invariant par H+(F ). Si w1 e´tait induit par la conjugaison par un
e´le´ment de H(F ), on aurait aussi JH(w1(xexp(X)),
gf ξ) = JH(xexp(X),
gf ξ), et w1 dis-
paraˆıtrait de la formule ci-dessus. En ge´ne´ral, on a seulement JH(w1(xexp(X)),
gf ξ) =
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JH(xexp(X),
ygf ξ), ou` y ∈ H+(F ) de´pend de w1. Mais ce terme y disparaˆıt par change-
ment de variables quand on calcule IN(θ, f). Ces arguments conduisent a` l’e´galite´
(5) IN(θ, f) =
∫
U(F )H(F )\G(F )
∑
T1∈T (Hx)
w′(T1)
∫
t1(F )∩ω
θ(xexp(X))JH(xexp(X),
gf ξ)DH(xexp(X))1/2dXκN(g)dg,
ou`
w′(T1) = w(T1)
∑
T∈T (H)
|W+(T1, T )||W (H, T )|−1.
Soit T1 ∈ T (Hx). Remarquons que W (H, T ) a meˆme nombre d’e´le´ments que W (H, T1)
pour tout T tel que W+(T1, T ) est non vide. On a donc
w′(T1) = w(T1)|W (H, T1)−1||YT1|,
ou`
YT1 = {(T, w1);T ∈ T (H), w1 ∈W+(T1, T )}.
Posons
Y ′T1 = {y ∈ H+(F )/ZH+(T1)(F ); yT1y−1 ∈ T (H)}.
L’application y 7→ (T = yT1y−1, w1 = ad(y)) est une bijection de Y ′T1 sur YT1. L’applica-
tion naturelle
Y ′T1 → H(F )\H+(F )/ZH+(T1)(F )
est surjective et toutes ses fibres ont pour nombre d’e´le´ments |W (H, T1)|. Enfin, parce
que H est un sous-groupe distingue´ de H+ et ZH+(T1) ∩H = T1, on a l’e´galite´
|H(F )\H+(F )/ZH+(T1)(F )| = |H+(F )/H(F )||ZH+(T1)(F )/T1(F )|−1.
Cela conduit a` l’e´galite´
w′(T1) = |H+(F )/H(F )||ZH+(x)(F )/Hx(F )|−1|W (Hx, T1)|−1.
Pour X ∈ ω ∩ hx,reg(F ) et g ∈ G(F ), on a
JH(xexp(X),
gf ξ) = DH(xexp(X))1/2
∫
Hx(F )\H(F )
∫
T1(F )\Hx(F )
ygf ξ(xexp(h−1Xh))dh dy.
D’autre part, on a DH(xexp(X)) = DH(x)DHx(X). Ces e´galite´s transforment la formule
(5) en
(6) IN(θ, f) = C
′(x)
∫
U(F )Hx(F )\G(F )
Φ(g)κN(g)dg,
ou`
C ′(x) = |H+(F )/H(F )||ZH+(x)(F )/Hx(F )|−1DH(x)
et
Φ(g) =
∑
T1∈T (Hx)
|W (Hx, T1)−1
∫
t1(F )∩ω
θ(xexp(X))
∫
T1(F )\Hx(F )
gf ξ(xexp(h−1Xh))dhDHx(X)dX.
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De´finissons une fonction ϕg sur hx(F ) par
ϕg(X) =
{
0, si X 6∈ ω,
θ(xexp(X))gf ξ(xexp(X)), si X ∈ ω.
D’apre`s la formule de Weyl,
Φ(g) =
∫
hx(F )
ϕg(X)dX.
Soient X ∈ ω ∩ hx,reg(F ) et g ∈ G(F ). On a
gf ξ(xexp(X)) =
∫
U(F )
gf(xexp(X)u)ξ(u)du
=
∫
Ux(F )\U(F )
∫
Ux(F )
gf(xexp(X)uv)ξ(uv)du dv.
Pour u ∈ Ux(F ), l’application v 7→ (xexp(X)u)−1v−1xexp(X)uv est une bijection de
Ux(F )\U(F ) sur lui-meˆme. Graˆce a` l’hypothe`se (7)ρ de 3.1, son jacobien est e´gal a` la
valeur absolue du de´terminant de 1−ad(x)−1 agissant sur u(F )/ux(F ). Remarquons que,
avec les notations de 7.1 et 7.2, l’application
W ′ ⊗ Z+ → u(F )
(w′, z) 7→ cw′,z
est une bijection de W ′ ⊗ Z+ sur un supple´mentaire de ux(F ) dans u(F ). Le jacobien
ci-dessus est donc e´gal a` ∆(x)r. D’autre part, on a
ξ((xexp(X)u)−1v−1xexp(X)uv) = 1.
Cela conduit a` l’e´galite´
gf ξ(xexp(X)) = ∆(x)r
∫
Ux(F )\U(F )
∫
Ux(F )
gf(v−1xexp(X)uv)ξ(u)du dv
= ∆(x)r
∫
Ux(F )\U(F )
∫
Ux(F )
vgf(xexp(X)u)ξ(u)du dv.
Graˆce a` la condition (6) de 3.1, l’application
ux(F ) → Ux(F )
N 7→ exp(−X)exp(X +N)
est bijective et pre´serve les mesures. On a ξ(exp(−X)exp(X +N)) = ξ(N). On a donc
aussi
gf ξ(xexp(X)) = ∆(x)r
∫
Ux(F )\U(F )
∫
ux(F )
vgf(xexp(X +N))ξ(N)dN dv.
Remarquons que la partie semi-simple de X +N est conjugue´e a` X par un e´le´ment de
Gx(F ), donc X +N ∈ ω et vgf(xexp(X +N)) = vgfx,ω(X +N). Alors
gf ξ(xexp(X)) = ∆(x)r
∫
Ux(F )\U(F )
vgf ξx,ω(X)dv.
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Par ailleurs, on a θ(xexp(X)) = θx,ω(X). Donc
ϕg(X) = ∆(x)
rθx,ω(X)
∫
Ux(F )\U(F )
vgf ξx,ω(X)dv.
Cette e´galite´ reste vraie si X 6∈ ω puisque les deux membres sont nuls. Alors on reconnaˆıt
Φ(g) = ∆(x)r
∫
Ux(F )\U(F )
Ix,ω(θ, f, vg)dv.
En remarquant que C ′(x)∆(x)r = C(x), la formule (6) devient
IN (θ, f) = C(x)
∫
Ux(F )Hx(F )\G(F )
Ix,ω(θ, f, g)κN(g)dg
= C(x)Ix,ω,N(θ, f). 
8.3 Localisation de I(θ, f)
Modifions les notations de 7.3 : pour T ∈ T , on note maintenant W ′T , W ′′T et V ′′T
les espaces que l’on avait note´s W ′, W ′′ et V ′′ dans ce paragraphe. On note T x le sous-
ensemble des T ∈ T tels que T ⊂ Hx et W ′ ⊂ W ′T . Remarquons que ces conditions
impliquent que T se de´compose en T ′T ′′ ou` T ′ est un sous-tore maximal de H ′ et T ′′
est un sous-tore de H ′′. On a x ∈ T ′. Pour T ∈ T x, on a xexp(X) ∈ T♮(F ) pour tout
X ∈ t♮(F ) ∩ ω. On de´finit des fonctions cθ,x,ω et cf,x,ω presque partout sur t(F ). Elles
sont nulles hors de t(F ) ∩ ω. Pour X ∈ t♮(F ) ∩ ω,
cθ,x,ω(X) = cθ(xexp(X)), cf,x,ω(X) = cf(xexp(X)).
En fait, les fonctions θx,ω et θf,x,ω sont des quasi-caracte`res et les fonctions ci-dessus sont
associe´es a` ces quasi-caracte`res comme en 7.9. On fixe un ensemble de repre´sentants Tx
des classes de conjugaison par Hx(F ) dans T x. Enfin, on de´finit une fonction ∆′′ sur
hx(F ) par
∆′′(X) = |det(X|W ′′/W ′′(X))|F ,
ou` W ′′(X) est le noyau de X agissant dans W ′′. Posons
Ix,ω(θ, f) =
∑
T∈Tx
|W (Hx, T )|−1ν(T )
∫
t(F )
cθ,x,ω(X)cf,x,ω(X)D
Hx(X)∆′′(X)rdX.
On pourrait montrer que cette inte´grale est absolument convergente de la meˆme fac¸on
qu’en 7.3. Cela va aussi re´sulter de la preuve suivante.
Lemme. On a l’e´galite´ I(θ, f) = C(x)Ix,ω(θ, f).
Preuve. On a les proprie´te´s suivantes.
(1) Soient T ∈ T et t ∈ T♮(F ). Alors cf(t) = 0 si t n’appartient pas a`⋃
T1∈Tx
⋃
w∈W+(T1,T )
w(xexp(t1(F ) ∩ ω)).
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(2) Soit T ∈ T et, pour i = 1, 2, soient Ti ∈ Tx et wi ∈W+(Ti, T ). Alors les ensembles
w1(xexp(t1(F ) ∩ ω)) et w2(xexp(t2(F ) ∩ ω)) sont disjoints ou confondus.
(3) Soient T ∈ T , T1 ∈ Tx et w1 ∈ W+(T1, T ). Le nombre des couples (T2, w2) tels
que T2 ∈ Tx, w2 ∈W+(T2, T ) et w2(xexp(t2(F ) ∩ ω)) = w1(xexp(t1(F ) ∩ ω)) est e´gal a`
|W (Hx, T1)||ZH+(x)(F )/Hx(F )||ZH+(T1)(F )/ZHx(T1)(F )|−1.
Soient T et t comme en (1). Supposons cf(t) 6= 0. Alors θf n’est nulle dans aucun
voisinage de t. Le support de θf est inclus dans la cloˆture de (Supp(f))
G, donc dans Ω.
Donc t ∈ Ω et on peut fixer y ∈ G(F ) et X ∈ ω tels que yty−1 = xexp(X). Puisque
t ∈ T♮(F ), le noyau de t− 1 agissant dans V est V ′′T . Graˆce a` la condition (7)ρ de 3.1, le
noyau de xexp(X)−1 est contenu dans V ′′. Donc y(V ′′T ) ⊂ V ′′. Comme dans la preuve de
8.2(2), on peut alors modifier y et X de telle sorte que y conserve D⊕ Z. Cela entraˆıne
que xexp(X) agit sur cet espace par l’identite´, donc X ∈ hx(F ). L’e´le´ment y conserve W .
Notons h sa restriction a` cet espace, qui appartient a` H+(F ). Posons T1 = hTh
−1. On
a T ⊂ Ht, donc T1 ⊂ Hxexp(X) ⊂ Hx. De plus, puisque y(V ′′T ) ⊂ V ′′, on a W ′ ⊂ h(W ′T ).
Mais alors le tore T1 appartient a` T x. Quitte a` multiplier h a` gauche par un e´le´ment de
Hx(F ), on peut supposer T1 ∈ Tx. En notant w ∈ W+(T1, T ) l’isomorphisme induit par
la conjugaison par h−1, on a t ∈ w(xexp(t1(F ) ∩ ω)), ce qui prouve (1).
Les assertions (2) et (3) se prouvent comme (3) et (4) de 8.2. Remarquons toutefois
que le quotient ZH+(T1)(F )/ZHx(T1)(F ) figurant dans (3) est fini car, puisque x ∈ T1(F ),
le groupe ZH+(T1) est contenu dans ZH+(x). On laisse les de´tails au lecteur.
Les trois assertions pre´ce´dentes permettent d’e´crire
I(θ, f) =
∑
T1∈Tx
∑
T∈T
∑
w1∈W+(T1,T )
w(T1)|W (H, T )|−1ν(T )
∫
t1(F )∩ω
cθ(w1(xexp(X)))cf (w1(xexp(X)))D
H(w1(xexp(X)))∆(xexp(X))
rdX,
ou` w(T1) est l’inverse du nombre de couples calcule´ en (3). Tous les termes conte-
nant w1 sont invariants par H
+(F ) et le w1 disparaˆıt. On a aussi ν(T ) = ν(T1) et
|W (H, T )| = |W (H, T1) si W+(T1, T ) n’est pas vide. On a les e´galite´s cθ(xexp(X)) =
cθ,x,ω(X), cf (xexp(X)) = cf,x,ω(X) et, graˆce aux hypothe`ses (7) et (7)ρ de 3.1,
DH(xexp(X))∆(xexp(X))r = DH(x)DHx(X)∆(x)r∆′′(X)r.
On obtient
(4) I(θ, f) = DH(x)∆(x)r
∑
T1∈Tx
w′(T1)ν(T1)
∫
t1(F )
cθ,x,ω(X)cf,x,ω(X)D
Hx(X)∆′′(X)rdX,
ou`
w′(T1) = w(T1)|W (H, T1)|−1|{(T, w1);T ∈ T , w1 ∈W+(T1, T )}|.
On calcule ce terme comme dans la preuve du lemme 8.2. On obtient
DH(x)∆(x)rw′(T1) = C(x)|W (Hx, T1)|−1.
Alors la formule (4) devient celle de l’e´nonce´. 
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9 Utilisation de la transformation de Fourier
9.1 Position du proble`me
Comme on l’a dit, on conserve la situation de 8.2. Posons U ′′ = U ∩G′′. Remarquons
que U ′′ = Ux. Soient θ
′′ un quasi-caracte`re de h′′(F ) et ϕ ∈ C∞c (g′′(F )). Appliquant les
de´finitions de 7.9 ou` l’on remplace les espaces V et W par V ′′ et W ′′, on de´finit une
fonction ϕξ sur h′′(F ) et, pour g ∈ G′′(F ), une inte´grale I(θ′′, ϕ, g). Remarquons que,
si le support de ϕ est contenu dans ω′′, celui de ϕξ est contenu dans ω′′ ∩ h′′(F ). Soit
S ∈ h′′(F ). On suppose que S est re´gulier et que le noyau de S agissant dans W ′′ est
de dimension au plus 1. On suppose que, pour toute φ ∈ C∞c (h′′(F )) a` support dans
ω′′ ∩ h′′(F ), on a l’e´galite´
θ′′(φ) = JH′′(S, φˆ).
Soit enfin κ′′ ∈ C∞c (U ′′(F )H ′′(F )\G′′(F )). Ge´ne´ralisant la de´finition de 7.8, on pose
Iκ′′(θ
′′, ϕ) =
∫
U ′′(F )H′′(F )\G′′(F )
I(θ′′, ϕ, g)κ′′(g)dg.
Cette inte´grale est a` support compact. Le but de la section est d’exprimer Iκ′′(θ
′′, ϕ) a`
l’aide de la transforme´e de Fourier ϕˆ de ϕ, quand ϕ est a` support dans ω′′.
9.2 Premie`re transformation
Soit Ξ l’e´le´ment de g′′(F ) qui annule W ′′ et ve´rifie Ξvi+1 = ξivi pour tout i =
0, ..., r − 1. Remarquons que l’on a Ξv0 = −2ν0ξ0e−1, ou` ν0 = q(v0), Ξv−i = −ξiv−i−1
pour i = 1, ..., r − 1 et Ξv−r = 0. On a aussi ξ(N) =< Ξ, N > pour tout N ∈ u′′(F ).
Posons Λ0 = {c(v0, v); v ∈ W ′′}. Cet espace est l’orthogonal de h′′(F ) dans g′′0(F ).
La forme biline´aire < ., . > est non de´ge´ne´re´e sur Λ0. Posons Σ = a(F ) ⊕ Λ0 ⊕ u′′(F ).
On munit les deux premiers espaces de la mesure autoduale. On a implicitement fixe´
une mesure sur U ′′(F ) dans le paragraphe pre´ce´dent, dont le choix n’importe pas. On en
de´duit une mesure sur u′′(F ), puis sur Σ.
Lemme. Pour tout ϕ ∈ C∞c (g′′(F )) et tout Y ∈ h′′(F ), on a l’e´galite´
(ϕξ )ˆ(Y ) =
∫
Σ
ϕˆ(Ξ + Y +X)dX.
Preuve. Introduisons le groupe unipotent u¯′′ oppose´ a` u′′. Les espaces u¯′′(F ) et u′′(F )
sont en dualite´. La mesure sur le second espace se dualise en une mesure sur le premier
et la transformation de Fourier e´change C∞c (u
′′(F )) et C∞c (u¯
′′(F )). On a l’e´galite´
g′′ = u¯′′ ⊕ a⊕ h′′ ⊕ Λ0 ⊕ u′′.
Par line´arite´, on peut supposer que
ϕ = ϕu¯′′(F ) ⊗ ϕa(F ) ⊗ ϕh′′(F ) ⊗ ϕΛ0 ⊗ ϕu′′(F ),
ou`, pour chaque espace E figurant en indice, ϕE ∈ C∞c (E). On a
ϕˆ = ϕˆu′′(F ) ⊗ ϕˆa(F ) ⊗ ϕˆh′′(F ) ⊗ ϕˆΛ0 ⊗ ϕˆu¯′′(F ).
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Pour Y ∈ h′′(F ), on calcule
ϕξ(Y ) = ϕu¯′′(F )(0)ϕa(F )(0)ϕh′′(F )(Y )ϕΛ0(0)ϕˆu′′(F )(Ξ),
(ϕξ )ˆ(Y ) = ϕu¯′′(F )(0)ϕa(F )(0)ϕˆh′′(F )(Y )ϕΛ0(0)ϕˆu′′(F )(Ξ),∫
Σ
ϕˆ(Ξ + Y +X)dX = ϕˆu′′(F )(Ξ)ϕˆh′′(F )(Y )
∫
Σ
ϕˆa(F ) ⊗ ϕˆΛ0 ⊗ ϕˆu¯′′(F )(X)dX,
= ϕˆu′′(F )(Ξ)ϕˆh′′(F )(Y )ϕa(F )(0)ϕΛ0(0)ϕu¯′′(F )(0).
Le lemme re´sulte de la comparaison des e´galite´s ci-dessus. 
9.3 Description de l’espace affine Ξ + S + Σ
Notons Λu′′ le sous-espace de u
′′(F ) engendre´ par les e´le´ments c(vi, vi+1) pour i =
0, ..., r − 1. Si d est impair ou si r = 0, on pose Λ = Λ0 ⊕ Λu′′. Supposons d pair, donc
dim(W ′′) impair. Alors S, agissant dans W ′′, a un noyau de dimension 1. On fixe un
e´le´ment non nul wS de ce noyau et on note W
′′
S son orthogonal dans W
′′. Supposons de
plus r > 0. On pose
Λ0,S = {c(v0, v); v ∈W ′′S},
Λ = Λ0,S ⊕ Fc(wS, vr)⊕ Λu′′.
Dans les deux cas, Λ est un sous-espace de Σ. Puisque Σ et Λ sont des espaces vectoriels
sur F ,on peut les conside´rer comme les ensembles de points sur F de varie´te´s sur F¯ que,
dans ce paragraphe, on note encore Σ et Λ.
Lemme. L’espace affine Ξ + S + Σ est stable par conjugaison par U ′′. L’application
U ′′ × (Ξ + S + Λ) → Ξ + S + Σ
(u,X) 7→ u−1Xu
est un isomorphisme de varie´te´s alge´briques.
Preuve. L’annulateur de Σ dans g′′ est l’espace h′′ ⊕ u′′. Pour prouver la premie`re
assertion, il suffit de prouver que, pour u ∈ U ′′, X ∈ Σ et Y ∈ h′′ ⊕ u′′, on a l’e´galite´
trace(u(Ξ + S +X)u−1Y ) = trace((Ξ + S)Y ),
ou encore
trace((Ξ + S +X)u−1Y u) = trace((Ξ + S)Y ).
Posons u−1Y u = Y +N . On a N ∈ u′′ et
trace(u(Ξ+S+X)u−1Y ) = trace((Ξ+S)Y )+trace(ΞN)+trace(XY )+trace((S+X)N).
Les deux derniers termes sont nuls : ce sont des traces d’e´le´ments de u′′. Il faut montrer
que trace(ΞN) = 0, ou encore ξ(N) = 0. Il suffit pour cela de prouver que q(Nvi, v−i−1) =
0 pour i = 0, ..., r−1. Mais u−1 et Y appartiennent a` l’alge`bre de Lie du radical unipotent
du sous-groupe parabolique de GL(V ′′) qui conserve le drapeau
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fv0 .
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DoncNvi appartient au sous-espace engendre´ par les vj pour j ≥ i+2. Donc q(Nvi, v−i−1) =
0, ce qui prouve la premie`re assertion de l’e´nonce´.
Si r = 0, on a Λ = Σ, U ′′ = {1} et la seconde assertion est tautologique. Supposons
r > 0. Introduisons le sous-groupe parabolique P2 de G
′′ qui conserve le sous-espace
totalement isotrope Z+, sa composante de Le´vi M2 qui conserve Z+ et Z− et son radical
unipotent U2. Le groupe M2 s’identifie a` GL(Z+)× G′′0. Notons U4 le centre de U2. Les
groupes U4 et U2/U4 sont abe´liens. Par l’application (v, v
′) 7→ exp(c(v, v′)), ils s’iden-
tifient respectivement a`
∧2(Z+) et Hom(V ′′0 , Z+). Ce dernier espace se de´compose en
Hom(W ′′, Z+)⊕Hom(D,Z+). On note U3 le sous-groupe de U2 tel que U3/U4 s’identifie
a` Hom(W ′′, Z+) et UD celui tel que UD/U4 s’identifie a` Hom(D,Z+). On pose U1 = U
′′,
U5 = {1}. Remarquons que l’on a les inclusions U2 ⊂ U ′′ ⊂ P2. On a donc la chaˆıne de
sous-groupes
U5 ⊂ U4 ⊂ U3 ⊂ U2 ⊂ U1,
et chacun de ces sous-groupes est distingue´ dans U1. Posons r = {c(v−1, v); v ∈ Z+}.
C’est un sous-espace de u′′. De´finissons les espaces
Σ1 = Σ = a⊕ Λ0 ⊕ u1;
Σ2 = Λ0 ⊕ r⊕ u2;
Σ3 = Λ0 ⊕ u2;
Σ4 =
{
Λ0 ⊕ uD, si d est impair,
Λ0,S ⊕ F¯ c(wS, vr)⊕ uD, si d est pair;
Σ5 = Λ.
On a les inclusions
Σ5 ⊂ Σ4 ⊂ Σ3 ⊂ Σ2 ⊂ Σ1.
Pour i = 2, ..., 4, Σi est l’ensemble des e´le´ments X ∈ Σi−1 qui ve´rifient les conditions
suivantes :
(1) si i = 2, Xvj = 0 pour j = 2, ..., r ;
(2) si i = 3, Xv1 = 0 ;
(3) si i = 4 et d est impair, X(W ′′) ⊂ Z+⊕D ; si i = 4 et d est pair, X(W ′′S ) ⊂ Z+⊕D
et X(wS) ∈ F¯ vr.
On a
(4) pour i = 1, 2, 3, les ensembles Σi et S + Σi sont stables par conjugaison par U1 ;
pour i = 4, 5, les ensembles Σi et S +Σi sont stables par conjugaison par U4 ; l’ensemble
Σ4 est stable par conjugaison par U2.
Posons M ′′ = M ∩ G′′. En ge´ne´ral, si E est un sous-ensemble de m′′, E ⊕ u1 est
invariant par conjugaison par U1. Si E est un sous-ensemble de g
′′
0, E ⊕ u2 est stable par
conjugaison par U1. Si E est un sous-ensemble de g
′′
0⊕u1, E est stable par conjugaison par
U4. On en de´duit que Σ1, S+Σ1, Σ3 et S+Σ3 sont stables par conjugaison par U1, et Σ4,
S +Σ4, Σ5 et S +Σ5 sont stables par conjugaison par U4. On a Σ2 = Σ3⊕ r. L’ensemble
Σ3 est stable par conjugaison par U1. Pour prouver que Σ2 l’est aussi, il suffit de prouver
que, pour u ∈ U1 et X ∈ r, on a u−1Xu ∈ Σ2. Il est clair que cet e´le´ment appartient
a` u1, donc a` Σ1. On doit montrer qu’il ve´rifie la condition (1). C’est clair puisque u
conserve le sous-espace de base (vj)j=2,...,r tandis que X annule ce sous-espace. Le meˆme
raisonnement s’applique a` l’ensemble S + Σ2. Soient u ∈ U2 et X ∈ Σ4. Puisque Σ3 est
stable par conjugaison par U1, on u
−1Xu ∈ Σ3. Pour prouver que cet e´le´ment appartient
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a` Σ4, on doit montrer qu’il ve´rifie (3). Soit w ∈W ′′. On a uw ∈ w+Z+, puis Xuw = Xw
car X annule Z+. On a Xw ∈ Z+ ⊕ D car X ∈ Σ4. Or u−1 conserve cet espace, donc
u−1Xuw ∈ Z+ ⊕ D. Si d est pair, on a XwS ∈ F¯ vr et u−1 conserve cette droite, donc
aussi u−1XuwS ∈ F¯ vr. Cela prouve (4).
On va montrer
(5) pour i = 1, ..., 4, l’ensemble Ξ + S + Σi est stable par conjugaison par Ui.
Pour i = 1, c’est la premie`re assertion de l’e´nonce´. Supposons i ≥ 2. On sait de´ja` par
(4) que S+Σi est stable par conjugaison par Ui. On doit donc prouver que, pour u ∈ Ui,
on a (u−1Ξu−Ξ) ∈ Σi. En raisonnant par re´currence sur i, on peut supposer que l’on a en
tout cas (u−1Ξu−Ξ) ∈ Σi−1 (pour i = 2, cette hypothe`se re´sulte de la premie`re assertion
de l’e´nonce´). On doit montrer que cet e´le´ment ve´rifie les conditions (1), resp. (2), (3), si
i = 2, resp. i = 3, 4. Supposons i = 2. Soit j = 2, ..., r. On a uvj = vj et u
−1vj−1 = vj−1
par de´finition de U2. On a aussi Ξvj = ξj−1vj−1 et on de´duit l’e´galite´ (u
−1Ξu−Ξ)vj = 0
que l’on cherchait a` prouver. Supposons i = 3. On a uv1 = v1, Ξv1 = ξ0v0, u
−1v0 = v0 par
de´finition de U3, d’ou` encore l’assertion. Supposons i = 4. Pour w ∈ W ′′, on a uw = w
et Ξw = 0. Donc (u−1Ξu−Ξ)w = 0 et u−1Ξu ve´rifie la condition requise. Cela de´montre
(5).
Graˆce a` (5), pour i = 1, ..., 4, on peut former le quotient Ui ×Ui+1 Σi+1 de Ui × Σi+1
par la relation d’e´quivalence (u,X) ≡ (u′, X ′) si et seulement s’il existe v ∈ Ui+1 tel que
(u′, X ′) = (uv, v−1Xv). On va montrer que
(6) l’application
Ui × (Ξ + S + Σi+1) → Ξ + S + Σi
(u,X) 7→ u−1Xu
se descend en un isomorphisme de Ui ×Ui+1 Σi+1 sur Ξ + S + Σi.
Supposons i = 1. Posons UB = U1 ∩M2. Ce groupe s’identifie au radical unipotent
du sous-groupe de Borel B de GL(Z+) qui conserve le drapeau
Fvr ⊂ Fvr ⊕ Fvr−1 ⊂ ... ⊂ Fvr ⊕ ...⊕ Fv1.
L’application produit de UB × U2 sur U1 est un isomorphisme. Il suffit de prouver que
l’application
UB × (Ξ + S + Σ2) → Ξ + S + Σ1
(u,X) 7→ u−1Xu
est un isomorphisme. On a Σ1 = b⊕Σ3, Σ2 = r⊕Σ3 et r est le sous-ensemble des e´le´ments
de b dont seuls les termes de la dernie`re colonne sont non nuls. De´finissons Ξ ∈ g′′ par
Ξvj = ξj−1vj−1 pour j = 2, ..., r, Ξv1 = 0 et Ξ annule V
′′
0 . On a Ξ ∈ End(Z+) ⊂ m2. Pour
u ∈ UB, l’image de u−1 est contenu dans le sous-espace de V ′′ engendre´ par les vecteurs
vj pour j = 2, ..., r et v−j pour j = 1, ..., r − 1. L’e´le´ment Ξ− Ξ annule cet espace. Son
image est contenue dans le plan engendre´ par v0 et v−1, lequel est annule´ par u
−1 − 1.
On en de´duit que u−1Ξu− Ξ = u−1Ξu− Ξ. On est ramene´ a` prouver que l’application
UB × (Ξ + r) → Ξ + b
(u,X) 7→ u−1Xu
est un isomorphisme. Tout se passe dans End(Z+). L’assertion est bien connue et se
prouve en filtrant UB de la fac¸on habituelle.
Supposons i = 2. L’application
Hom(D,Z+)× U3 → U2
(Y, u) 7→ exp(Y )u
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est un isomorphisme. On est ramene´ a` prouver que l’application
Hom(D,Z+)× (Ξ + S + Σ3) → Ξ + S + Σ2
(Y,X) 7→ exp(−Y )Xexp(Y )
est un isomorphisme. D’apre`s (4), S+Σ3 est stable par conjugaison par exp(Y ) pour tout
Y ∈ Hom(D,Z+). Cela nous rame`ne a` prouver que l’application de Hom(D,Z+) dans
r = Σ2/Σ3 qui, a` Y ∈ Hom(D,Z+), associe l’image dans Σ2/Σ3 de exp(−Y )Ξexp(Y )−Ξ,
est un isomorphisme. L’espace r s’identifie a` Z+ par X 7→ Xv1. Il s’agit donc de montrer
que l’application
Hom(D,Z+) → Z+
Y 7→ (exp(−Y )Ξexp(Y )− Ξ)v1
est un isomorphisme. On a exp(Y )v1 = v1, Ξv1 = ξ0v0, exp(−Y )v0 = −Y v0 + v0. L’ap-
plication est donc Y 7→ −Y v0, qui est bien un isomorphisme.
Supposons i = 3. L’application
Hom(W ′′, Z+)× U4 → U3
(Y, u) 7→ exp(Y )u
est un isomorphisme. D’apre`s (4), l’ensemble Σ4 est invariant par conjugaison par U2.
Comme dans le cas i = 2, on est ramene´ a` prouver que l’application de Hom(W ′′, Z+)
dans Σ3/Σ4 qui, a` Y ∈ Hom(W ′′, Z+) associe l’image dans Σ3/Σ4 de exp(−Y )(Ξ +
S)exp(Y )−Ξ−S, est un isomorphisme. Supposons d impair. Notons projZ+ la projection
de V ′′ sur Z+ de noyau V
′′
0 ⊕Z−. Alors Σ3/Σ4 s’identifie a`Hom(W ′′, Z+) par l’application
qui a` X ∈ Σ3 associe la restriction a` W ′′ de projZ+ ◦X. Soit w ∈W ′′. On a exp(Y )w =
w+Y w, Sexp(Y )w = Sw, exp(−Y )Sexp(Y )w = Sw−Y Sw, Ξw = 0, Ξexp(Y )w = ΞY w.
Ce dernier e´le´ment appartient a` l’espace Z+,0 de base (vj)j=0,...,r−1. Puisque Y annule
Z+,0, on a exp(−Y )ΞY w = ΞY w. Donc
projZ+((exp(−Y )(Ξ + S)exp(Y )− Ξ− S)w) = projZ+(ΞY w − Y Sw).
On a introduit ci-dessus un e´le´ment Ξ. On a projZ+ ◦Ξ = Ξ sur Z+. La formule ci-dessus
devient
projZ+((exp(−Y )(Ξ + S)exp(Y )− Ξ− S)w) = (ΞY − Y S)w,
et on est ramene´ a` prouver que l’application Y 7→ ΞY − Y S de Hom(W ′′, Z+) dans
lui-meˆme est un isomorphisme. Pour k = 0, ..., r, introduisons le sous-espace Zk+ de Z+
de base (vj)j=1,...,k. L’espace Hom(W
′′, Z+) est filtre´ par les Hom(W
′′, Zk+). L’application
pre´ce´dente respecte cette filtration et l’application du gradue´ qui s’en de´duit est la meˆme
que celle de´duite de Y 7→ Y S. Cette dernie`re est un isomorphisme puisque les valeurs
propres de S agissant dans W ′′ sont non nulles. Supposons maintenant d pair. Notons
projZ+,0 la projection de V
′′ sur Z+,0 de noyau Fvr ⊕W ′′ ⊕ Z−. Alors Σ3/Σ4 s’identifie
a` Hom(W ′′S , Z+) ⊕ Hom(F¯wS, Z+,0) par l’application qui, a` X ∈ Σ3 associe la somme
de la restriction a` W ′′S de projZ+ ◦ X et de la restriction a` FwS de projZ+,0 ◦ X. Soit
Y ∈ Hom(W ′′, Z+), que l’on de´compose en Y = Y1+Y2 avec Y1 ∈ Hom(W ′′S , Z+) et Y2 ∈
Hom(F¯wS, Z+). On ve´rifie comme ci-dessus que l’image de exp(−Y )(Ξ+S)exp(Y )−Ξ−S
dans Σ3/Σ4 est la somme de la restriction a` W
′′
S de ΞY1 − Y1S et de ΞY2. Parce que
les valeurs propres de S dans W ′′S sont non nulles, l’application Y1 7→ ΞY1 − Y1 est
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un isomorphisme pour la meˆme raison que ci-dessus. L’application Y2 7→ ΞY1 est un
isomorphisme car Ξ se restreint en un isomorphisme de Z+ sur Z+,0.
Supposons i = 4. Graˆce a` (4), on est encore ramene´ a` prouver que l’application de
u4 dans Σ4/Σ5 qui, a` Y ∈ u4, associe l’image de exp(−Y )Ξexp(Y ) dans Σ4/Σ5, est un
isomorphisme. L’espace u4, resp. uD, Λu′′, a pour base les c(vj , vk) pour 1 ≤ j < k ≤ r,
resp. pour 0 ≤ j < k ≤ r, pour 0 ≤ j < k = j + 1 ≤ r. L’injection de uD dans Σ4
se quotiente en un isomorphisme de uD/Λu′′ sur Σ4/Σ5. Un calcul simple montre que
l’application qui nous inte´resse s’identifie a` l’application τ : u4 → uD/Λu′′ ainsi de´finie :
pour 1 ≤ j < k ≤ r, τ(c(vj , vk)) est l’image dans uD/Λu′′ de c(vj , vk−1) − c(vj−1, vk).
Pour l ∈ {0, ..., r} notons El le sous-espace de uD engendre´ par les c(vj , vk tels que
0 ≤ j < k ≤ l + j ≤ r. L’espace uD/Λu′′ est filtre´ par les espaces El/E1. L’espace u4 est
filtre´ par les espaces El−1 ∩ u4. On ve´rifie que τ est compatible avec ces filtrations et que
l’application gradue´e qui s’en de´duit est un isomorphisme. Cela ache`ve la preuve de (6).
En appliquant (6) successivement pour i = 1, ..., 4, on obtient la seconde assertion de
l’e´nonce´. 
9.4 Polynoˆme caracte´ristique
On introduit un syste`me hyperbolique maximal (w±j)j=1,...,m de W
′′ ⊗F F¯ forme´ de
vecteurs propres pour S. On note sj la valeur propre de S sur wj , pour j > 0. Si d est
impair, resp. pair, (w±j)j=1,...,m est une base de W
′′ ⊗F F¯ , resp. W ′′S ⊗F F¯ . Si d est pair,
on pose νS = q(wS). On introduit des coordonne´es sur Λ en e´crivant un e´le´ment X ∈ Λ
sous la forme suivante :
- si d est impair,
X = c(v0,
∑
j=±1,...,±m
zjwj) +
∑
i=0,...r−1
λic(vi, vi+1);
-si d est pair et r > 0,
X = c(v0,
∑
j=±1,...,±m
zjwj) + z0c(wS, vr) +
∑
i=0,...r−1
λic(vi, vi+1);
- si d est pair et r = 0,
X = c(v0, z0wS +
∑
j=±1,...,±m
zjwj).
Notons RS le polynoˆme caracte´ristique de S agissant dans W
′′. On a donc
RS(T ) =
{ ∏
j=1,...,m(T
2 − s2j ), si d est impair,
T
∏
j=1,...,m(T
2 − s2j), si d est pair.
Pour X ∈ g′′, on note PX le polynoˆme caracte´ristique de X agissant dans V ′′.
Lemme. Soit X ∈ Λ, auquel on associe des coordonne´es comme ci-dessus. On a les
e´galite´s suivantes :
- si d est impair,
PΞ+S+X(T ) = T
2r+1RS(T ) +
∑
j=1,...,m
4ν0zjz−j
RS(T )T
2r+1
T 2 − s2j
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+
∑
i=0,...,r−1
(−1)i+14ν0RS(T )T 2r−1−2iλiξi
∏
i′=0,...,i−1
ξ2i′;
- si d est pair et r > 0,
PΞ+S+X(T ) = T
2r+1RS(T ) +
∑
j=1,...,m
4ν0zjz−j
RS(T )T
2r+1
T 2 − s2j
+(−1)r4νSν0z20
RS(T )
T
(
∏
i=0,...,r−1
ξ2i )+
∑
i=0,...,r−1
(−1)i+14ν0RS(T )T 2r−1−2iλiξi
∏
i′=0,...,i−1
ξ2i′ ;
- si d est pair et r = 0,
PΞ+S+X(T ) = TRS(T ) +
∑
j=1,...,m
4ν0zjz−j
RS(T )T
T 2 − s2j
+ 4νSν0z
2
0
RS(T )
T
.
Preuve. On e´crit l’e´le´ment Ξ + S +X comme une matrice. Les me´thodes usuelles de
de´veloppement selon les lignes ou les colonnes permettent d’exprimer son de´terminant
comme une somme de termes aise´s a` calculer et d’un de´terminant analogue a` celui de
de´part mais associe´ a` des valeurs de r ou m strictement infe´rieures. En raisonnant par
re´currence, on obtient l’assertion. On renonce a` re´diger davantage la preuve. Indiquons
simplement la forme de la matrice dans deux exemples.
Supposons m = 2, r = 2 et d est impair. On choisit pour base ordonne´e de V ′′ la
famille v2, v1, w2, w1, v0, w−1, w−2, v−1, v−2. Dans cette base, la matrice de Ξ + S +X est

0 0 0 0 0 0 0 λ1 0
ξ1 0 0 0 2ν0λ0 0 0 0 −λ1
0 0 s2 0 2ν0z2 0 0 0 0
0 0 0 s1 2ν0z1 0 0 0 0
0 ξ0 −z−2 −z−1 0 −z1 −z2 −λ0 0
0 0 0 0 2ν0z−1 −s1 0 0 0
0 0 0 0 2ν0z−2 0 −s2 0 0
0 0 0 0 −2ν0ξ0 0 0 0 0
0 0 0 0 0 0 0 −ξ1 0


Supposons m = 2, r = 2 et d est pair. On choisit pour base ordonne´e de V ′′ la famille
v2, v1, w2, w1, wS, v0, w−1, w−2, v−1, v−2. Dans cette base, la matrice de Ξ + S +X est

0 0 0 0 2νSz0 0 0 0 λ1 0
ξ1 0 0 0 0 2ν0λ0 0 0 0 −λ1
0 0 s2 0 0 2ν0z2 0 0 0 0
0 0 0 s1 0 2ν0z1 0 0 0 0
0 0 0 0 0 0 0 0 0 −z0
0 ξ0 −z−2 −z−1 0 0 −z1 −z2 −λ0 0
0 0 0 0 0 2ν0z−1 −s1 0 0 0
0 0 0 0 0 2ν0z−2 0 −s2 0 0
0 0 0 0 0 −2ν0ξ0 0 0 0 0
0 0 0 0 0 0 0 0 −ξ1 0



56
Remarquons que les termes zjz−j , λi et z
2
0 dans le cas ou` d est pair sont de´termine´s
par PΞ+S+X . On a en particulier
(1) zjz−j =
PΞ+S+X(sj)
4ν0s
1+2r
j RS,j(sj)
pour j = 1, ...m, ou` RS,j(T ) =
RS(T )
T 2−s2j
,
(2) z20 =
{
PΞ+S+X(0)
(−1)r4νSν0RS,0(0)
Q
i=0,...,r−1 ξ
2
i
, si r > 0,
PΞ+S+X(0)
4νSν0RS,0(0)
, , si r = 0,
ou` RS,0(T ) =
RS(T )
T
. Posons d′′ = dim(V ′′) et notons Pold′′ l’espace des polynoˆmes de
degre´ d′′, a` coefficients dans F , de coefficient dominant e´gal a` 1 et ne contenant que des
puissances de l’inde´termine´e T de meˆme parite´ que d′′. C’est exactement l’espace des
polynoˆmes caracte´ristiques des e´le´ments de g′′(F ). Introduisons le sous-ensemble PolSd′′
forme´s des polynoˆmes P tels que
P est le polynoˆme caracte´ristique d’un e´le´ment de Y ∈ g′′reg(F ) ;
P (sj) 6= 0 pour tout j = 1, ..., m et P (0) 6= 0 si d est pair.
C’est un ouvert de Zariski non vide de Pold′′ . Notons Λ
S le sous-ensemble des X ∈ Λ
tels que Ξ + S + X ∈ g′′reg(F ), zj 6= 0 pour tout j ∈ {±1, ...,±m} et de plus, si d
est pair, z0 6= 0. C’est exactement l’image re´ciproque de PolSd′′ dans Λ par l’application
X 7→ PΞ+S+X . Donc ΛS est un ouvert de Zariski non vide de Λ. Les formules du lemme
montrent que l’application pre´ce´dente restreinte a` ΛS est une application F -analytique
surjective et partout submersive de ΛS sur PolSd′′.
9.5 Orbites dans Ξ + S + Λ
Notons ΣS le sous-ensemble de Σ tel que l’image de U ′′(F ) × (Ξ + S + ΛS) par
l’isomorphisme du lemme 9.3 soit Ξ + S + ΣS
Lemme. Le groupeH ′′S(F )U
′′(F ) agit par conjugaison dans Ξ+S+ΣS et cette action est
libre. Deux e´le´ments de Ξ+S+ΣS sont conjugue´s par un e´le´ment de G′′ si et seulement
s’ils le sont par un e´le´ment de H ′′S(F )U
′′(F ).
Preuve. Soient Y ∈ Ξ + S + ΣS et g ∈ H ′′S(F )U ′′(F ) tels que g−1Y g = Y . Par
de´finition de ΣS, on peut e´crire Y = u−1Y ′u, avec u ∈ U ′′(F ) et Y ′ ∈ Ξ + S + ΛS.
Alors ug−1u−1Y ′ugu−1 = Y ′. Quitte a` remplacer Y par Y ′ et g par ugu−1, on est ramene´
au cas ou` Y ∈ Ξ + S + ΛS. On peut e´crire g = tu, avec t ∈ H ′′S(F ) et u ∈ U ′′(F ). La
conjugaison par t fixe Ξ+S et conserve Λ. Plus pre´cise´ment, introduisons des coordonne´es
sur Λ comme en 9.4. L’e´le´ment t agit par homothe´tie sur chaque droite F¯wj , pour
j = ±1, ... ±m. Pour j > 0, on note tj la valeur propre associe´e. Alors la conjugaison
par t laisse inchange´es les coordonne´es λi et z0 dans le cas ou` d est pair. Elle agit sur les
coordonne´es restantes par
(1) (zr, ..., z1, z−1, ..., z−r) 7→ (trzr, ..., t1z1, t−11 z−1, ..., t−1r z−r).
Posons Y ′ = t−1Y t. Alors Y et Y ′ sont deux e´le´ments de Ξ+S+Λ qui sont conjugue´s par
l’e´le´ment u ∈ U ′′(F ). Le lemme 9.3 entraˆıne que u = 1 et Y = Y ′. Ecrivons Y = Ξ+S+X,
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avec X ∈ ΛS. Les coordonne´es zj de X sont toutes non nulles et la formule ci-dessus
montre que X ne peut eˆtre fixe´ par t que si tous les tj valent 1, autrement dit t = 1.
Donc g = tu = 1 et cela de´montre la premie`re assertion de l’e´nonce´.
Comme ci-dessus, on peut remplacer dans la seconde assertion l’ensemble Ξ+S+ΣS
par Ξ+S+ΛS. Soient X,X ∈ ΛS, notons comme en 9.4 les coordonne´es de X et notons
par des lettres souligne´es celles de X. Supposons Ξ + S + X et Ξ + S + X conjugue´s
par un e´le´ment de G′′. Alors PΞ+S+X = PΞ+S+X. D’apre`s les remarques du paragraphe
pre´ce´dent, on a zjz−j = zjz−j pour tout j = 1, ..., m, λi = λi pour tout i = 0, ..., r − 1
et z20 = z
2
0 si d est pair. Supposons d’abord d impair. La formule (1) ci-dessus montre
qu’il existe un unique t ∈ H ′′S(F¯ ) tel que t−1Xt = X. L’unicite´ de t et le fait que X et X
sont tous deux de´finis sur F entraˆınent que t ∈ H ′′S(F ). Alors Ξ + S +X et Ξ + S +X
sont conjugue´s par un e´le´ment de H ′′S(F ), ce que l’on voulait de´montrer. Supposons
maintenant d pair. On trouve comme dans le cas d impair un unique e´le´ment t ∈ H ′′S(F )
tel que t−1Xt = X ou X ′, ce dernier e´le´ment ayant les meˆmes coordonne´es que X, a`
l’exception de z0 qui est change´ en −z0. On a alors soit t−1(Ξ + S +X)t = Ξ + S +X,
soit t−1(Ξ+S+X)t = Ξ+S+X ′. Il suffit pour conclure de prouver que cette deuxie`me
possibilite´ ne se produit pas. Conside´rons l’e´le´ment δ du groupe orthogonal G′′+(F ) qui
agit par multiplication par −1 sur la droite FwS et qui fixe tout e´le´ment de l’orthogonal
de cette droite. On ve´rifie que δ−1(Ξ + S + X)δ = Ξ + S + X ′. On sait par hypothe`se
que Ξ + S +X est conjugue´ a` Ξ + S +X par un e´le´ment de G′′. S’il e´tait conjugue´ par
t a` Ξ + S +X ′, les deux e´le´ments Ξ + S +X et Ξ + S +X ′ seraient conjugue´s par un
e´le´ment de G′′ et l’ensemble δG′′ couperait le centralisateur de Ξ + S + X dans G′′+.
Or ce centralisateur est contenu dans G′′ parce que Ξ + S + X est re´gulier et n’a pas
de valeur propre nulle (cela parce que son polynoˆme caracte´ristique n’est pas nul en 0).
Puisque δ 6∈ G′′, on obtient une contradiction qui ache`ve la preuve. 
9.6 Mesures autoduales
Conside´rons l’application
g′′reg(F )→
⊔
T∈T (G′′)
(t(F ) ∩ g′′reg(F ))/W (G′′, T )
qui, a` un e´le´ment de g′′reg(F ), associe l’unique e´le´ment de l’ensemble d’arrive´e qui lui est
conjugue´ par un e´le´ment de G′′(F ). Elle est analytique. Pour tout sous-tore maximal
T de G′′, on note t(F )S le sous-ensemble des e´le´ments de t(F ) qui sont conjugue´s a` un
e´le´ment de Ξ+S +ΣS par un e´le´ment de G(F ). L’application pre´ce´dente se restreint en
une application analytique
(1) Ξ + S + ΣS →
⊔
T∈T (G′′)
t(F )S/W (G′′, T ).
Elle est surjective. Si on note (Ξ + S + ΣS)/H ′′S(F )U
′′(F ) l’ensemble des classes de
conjugaison par H ′′S(F )U
′′(F ) dans Ξ + S + ΣS, le lemme pre´ce´dent montre qu’elle se
quotiente en une bijection
(2) (Ξ + S + ΣS)/H ′′S(F )U
′′(F )→
⊔
T∈T (G′′)
t(F )S/W (G′′, T ).
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Onmunit l’ensemble de de´part de la mesure quotient des mesures de´ja` fixe´es sur Ξ+S+ΣS
et H ′′S(F )U
′′(F ). Les remarques de la fin du paragraphe 9.4 montrent que l’application
(1) est partout submersive. La mesure sur l’ensemble de de´part de (2) s’identifie donc a`
une mesure re´gulie`re sur l’ensemble d’arrive´e. Pour tout T ∈ T (G′′), l’ensemble t(F )S
est ainsi muni d’une mesure que l’on note dΣY . Rappelons que l’on note simplement dY
la mesure autoduale.
Lemme. Pour tout T ∈ T (G′′), on a l’e´galite´ dΣY = DH′′(S)−1/2DG′′(Y )1/2dY en tout
point Y ∈ t(F )S.
Preuve. Fixons T ∈ T (G′′). Un objet tel que t(F )S ou t(F )S/W (G′′, T ) n’a pas de
structure alge´brique naturelle. Commenc¸ons par alge´briser la situation. On conside`re ΣS
comme une varie´te´ alge´brique (un ouvert d’un espace vectoriel). Notons W¯ (G′′, T ) =
NormG′′(T )/T , introduisons l’ensemble t
S des e´le´ments de t qui sont conjugue´s a` un
e´le´ment de Ξ + S +ΣS puis le quotient t/W¯ (G′′, T ). Ce sont des varie´te´s alge´briques. Il
y a une application alge´brique
(3) τ : Ξ + S + ΣS → tS/W¯ (G′′, T )
qui se quotiente en un isomorphisme
(4) (Ξ + S + ΣS)/H ′′SU
′′ → tS/W¯ (G′′, T ).
La structure alge´brique sur tS/W¯ (G′′, T ) de´termine une structure analytique sur (tS/W¯ (G′′, T ))(F ).
Il y a une application naturelle
ι : t(F )S → (tS/W¯ (G′′, T ))(F ),
qui est localement un isomorphisme de varie´te´s analytiques. Cela va nous permettre de
remplacer l’application (2) par son avatar alge´brique (4).
Rappelons que, une fois le corps F muni de la mesure autoduale, pour toute varie´te´
alge´brique lisse X de´finie sur F , une forme diffe´rentielle δ sur X , de´finie sur F et de
degre´ maximal, de´finit une mesure |δ|F sur X (F ). Plus ge´ne´ralement, ne supposons plus
δ de´finie sur F . Il existe une fonction alge´brique α sur X , non nulle et telle que αδ soit
de´finie sur F . Etendons la valeur absolue de F a` F¯ . On de´finit une mesure |δ|F sur X (F )
par
|δ|F = |α|−1F |αδ|F .
Cela ne de´pend pas du choix de α.En particulier, soit E un sous-F -espace de g′′(F ) sur
lequel la forme < ., . > est non de´ge´ne´re´e. Fixons une base (ek)k=1,...l de E sur F , notons
Q la matrice l× l telle que Qk,k′ =< ek, ek′ > et e´crivons tout e´le´ment de E sous la forme
e =
∑
k=1,...,l xkek. De´finissons la forme diffe´rentielle δ =
∧
k=1,...,l dxk. On ve´rifie que la
mesure autoduale sur E est
(5) |det(Q)|−1/2F |δ|F .
Supposons maintenant que (ek)k=1,...,l est une base de E ⊗F F¯ . La forme diffe´rentielle
δ =
∧
k=1,...,l dxk n’est pas, en ge´ne´ral, de´finie sur F mais il existe α ∈ F¯× tel que αδ le
soit et on peut de´finir |δ|F comme plus haut. Un simple calcul de changement de bases
montre que la mesure autoduale sur E est encore donne´e par la formule (5).
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Choisissons des formes line´aires Y 7→ yk, k = 1, ..., l, sur t de sorte que, pour un
e´le´ment Y ∈ t en position ge´ne´rale, l’action de Y dans V ′′ ait pour valeurs propres non
nulles (±yk)k=1,...,l. Avec des notations e´videntes, on a l’e´galite´
< Y, Y ′ >=
1
2
trace(Y Y ′) =
∑
k=1,...,l
yky
′
k.
De´finissons la forme diffe´rentielle δt sur t par δt =
∧
k=1,...,l dyk. La formule (5) montre
que la mesure autoduale sur t(F ) est |δt|F . Fixons un sous-ensemble positif de l’ensemble
des racines de T dans g′′. Pour Y ∈ t, posons
dG
′′
(Y ) =
∏
α>0
α(Y ),
le produit e´tant pris sur cet ensemble de racines. On ve´rifie que la forme diffe´rentielle
dG
′′
δt se descend en une forme diffe´rentielle sur t/W¯ (G
′′, T ), que l’on note δt/W . Evidem-
ment, la mesure autoduale sur t(F ) est
(6) dY = |dG′′(Y )|−1F |ι∗(δt/W )(Y )|F = DG
′′
(Y )−1/2|ι∗(δt/W )(Y )|F .
Introduisons comme en 9.4 un syste`me hyperbolique maximal (w±j)j=1,...,m deW
′′⊗F
F¯ forme´ de vecteurs propres pour S, donc aussi pour H ′′S. Pour t ∈ H ′′S et j = 1, ..., m,
notons tj la valeur propre de t sur wj. De´finissons δH′′S = (
∏
j=1,...,m tj)
−1
∧
j=1,...,m dtj .
La formule (5), remonte´e au groupe par l’exponentielle, montre que |δH′′S |F est la mesure
que nous avons fixe´e sur H ′′S(F ). Fixons une base de u
′′(F ) sur F et prenons pour δu′′ le
produit, dans un ordre fixe´, des diffe´rentielles des coordonne´es relativement a` cette base.
On a implicitement fixe´ une mesure sur u′′(F ), mais notre proble`me est insensible au choix
de cette mesure. On peut donc supposer que cette mesure est |δu′′|F . Via l’exponentielle,
δu′′ de´finit une forme diffe´rentielle δU ′′ sur U
′′ et la mesure de Haar sur U ′′(F ) n’est
autre que |δU ′′|F . Introduisons des coordonne´es sur Λ0 (qui est vu ici comme une varie´te´
alge´brique sur F ) en e´crivant tout e´le´ment X de cet ensemble sous la forme
- si d est impair, X = c(v0,
∑
j=±1,...,±m zjwj) ;
- si d est pair, X = c(v0, z0wS +
∑
j=±1,...,±m zjwj).
Remarquons que l’e´ventuel terme z0 n’est pas le meˆme qu’en 9.4. Puisqu’on a ici
e´tendu les scalaires, on peut supposer q(v0) = 1 et, si d est pair, q(wS) = −1. On ve´rifie
alors que
< X,X ′ >=
1
2
trace(XX ′) = [z0z
′
0]−
∑
±1,...,±m
zjz
′
−j ,
ou`, ici comme dans la suite, on indique symboliquement entre crochets les termes qui
n’existent que dans le cas d pair. On pose
δΛ0 =
∧
j=[0],±1,...,±m
dzj.
D’apre`s (5), |δΛ0 |F est la mesure autoduale sur Λ0. Notons (ai)i=1,...,r les valeurs propres
sur les vecteurs (vi)i=1,...,r d’un e´le´ment de a. De´finissons δa =
∧
i=1,...,r dai. D’apre`s (5),
|δa|F est la mesure autoduale sur aF . Rappelons que Σ = a ⊕ Λ0 ⊕ u′′. On de´finit la
forme diffe´rentielle δ sur Ξ + S + ΣS qui, via la translation par Ξ + S, correspond a` la
forme diffe´rentielle δa ∧ δΛ0 ∧ δu′′ sur ΣS. Alors |δ|F est la mesure que nous avons fixe´e
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sur Ξ + S + ΣS. On ve´rifie que δ est invariante par conjugaison par H ′′SU
′′. Il y a alors
une forme diffe´rentielle δ¯ sur le quotient (Ξ + S + ΣS)/H ′′SU
′′ de sorte que, via le choix
de sections locales, on ait l’e´galite´ δ = δH′′S ∧ δU ′′ ∧ δ¯. Par (4), δ¯ correspond a` une forme
βδt/W sur t/W¯ (G
′′, T ), ou` β est une fonction alge´brique sur cette varie´te´. Remontons β
en une fonction sur t. En tenant compte de (6), on voit que l’on a l’e´galite´
(7) dΣ(Y ) = D
G′′(Y )1/2|β(Y )|FdY
pour tout Y ∈ t(F )S.
Il s’agit de calculer la fonction β. Supposons d’abord r = 0. Dans ce cas Ξ = 0 et
U ′′ = {1}. Introduisons le sous-ensemble Λ1 des e´le´ments X ∈ Λ0 e´crits comme plus
haut, tels que z−j = 1 pour j = 1, ..., m. L’action (t, S +X) 7→ S +X ′ = t(S +X)t−1 de
H ′′S sur S + Σ s’e´crit, avec les syste`mes de coordonne´es que l’on a introduits,
((tj)j=1,...,m, (zj)j=[0],±1,...,±m) 7→ (z′j)j=[0],±1,...,±m,
ou` z′j = tjzj et z
′
−j = t
−1
j z−j pour j = 1, ..., m, et z
′
0 = z0 dans le cas d pair. De cette
action se de´duit un isomorphisme de H ′′S×S+Λ1 sur l’ensemble des S+X ∈ S+Λ0 dont
toutes les coordonne´es z−j sont non nulles, lequel contient S + Σ
S. On peut identifier
(S + ΣS)/H ′′S avec un ouvert dense de Λ1 et on ve´rifie que, modulo cette identification,
δ¯ = ∧j=[0],1,...,mdzj. Soient X ∈ Λ1 de coordonne´es (zj)j=[0],1,...,m et Y ∈ t de coordonne´es
(yk)k=1,...,l. On suppose que l’image de S +X par (4) est l’image de Y dans t/W¯ (G
′′, T ).
Supposons pour fixer les ide´es d pair. On a l = m+ 1 et
PS+X(T ) = PY (T ) =
∏
k=1,...,l
(T 2 − y2k).
Les formules 9.4(1) et 9.4(2) deviennent
zj =
∏
k=1,...,l(s
2
j − y2k)
2s2j
∏
j′=1,...,m;j′ 6=j(s
2
j − s2j′)
pour j 6= 0 et
z20 =
∏
k=1,...,l y
2
k∏
k=1,...,m s
2
j
.
Cette dernie`re relation signifie qu’il existe ǫ ∈ {±1} tel que
z0 = ǫ
∏
k=1,...,l yk∏
k=1,...,m sj
.
En de´rivant de fac¸on usuelle, on obtient
dzj = −s−2j
∏
j′=1,...,m;j′ 6=j
(s2j − s2j′)−1
∑
k=1,...,l
Aj,kdyk
pour j 6= 0 et
dz0 = ǫ
∏
k=1,...,m
s−1j
∑
k=1,...,l
A0,kdyk,
ou`
Aj,k =
{
yk
∏
k′=1,...,l;k′ 6=k(s
2
j − y2k′), si j 6= 0,∏
k′=1,...,l;k′ 6=k yk′, si j = 0.
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D’ou` ∧
j=0,...,m
dzj = (−1)mǫ
∏
j=1,...,m
s−3j
∏
j,j′=1,...,m;j 6=j′
(s2j − s2j′)−1det(A)
∧
k=1,...,l
dyk,
ou` A est la matrice carre´e de coefficients Aj,k. Posons s0 = 0 et
Bj,k =
∏
k′=1,...,l;k′ 6=k
(s2j − y2k′).
On a
Aj,k =
{
ykBj,k, si j 6= 0,
(−1)myk(
∏
k′=1,...,l y
−1
k′ )B0,k, si j = 0.
Donc det(A) = (−1)mdet(B). On laisse au lecteur le calcul e´le´mentaire du de´terminant
de B, qui vaut
det(B) = (−1)l(l−1)/2
∏
0≤j<j′≤m
(s2j − s2j′)
∏
1≤k<k′≤l
(y2k − y2k′)
= (−1)m+l(l−1)/2
∏
j=1,...,m
s2j
∏
1≤j<j′≤m
(s2j − s2j′)
∏
1≤k<k′≤l
(y2k − y2k′).
D’ou`
(8)
∧
j=0,...,m
dzj = ǫ
′dH
′′
(S)−1
∏
1≤k<k′≤l
(y2k − y2k′)
∧
k=1,...,l
dyk,
ou` ǫ′ = ±1 et
dH
′′
(S) =
∏
j=1,...,m
sj
∏
1≤j′<j≤m
(s2j − s2j′).
Remarquons que le produit intervenant dans (8) est e´gal a` ±dG′′(Y ). Alors (8) devient
δ¯(S +X) = ǫ′′dH
′′
(S)−1δt/W (Y ),
avec ǫ′′ = ±ǫ, d’ou` β(Y ) = ǫ′′dH′′(S)−1. Puisque |dH′′(S)|F = DH′′(S)1/2, la formule (7)
devient celle de l’e´nonce´.
Passons au cas ou` r 6= 0. Quitte a` conjuguer T par un e´le´ment de G′′, on peut supposer
A ⊂ T . On a alors T = AT0 ou` T0 est un sous-tore maximal de G′′0. On peut supposer
que les coordonne´es que l’on a introduites sur t et a sont compatibles. Pre´cise´ment, soit
Y ∈ t, e´crivons Y = Ya + Y0, avec Ya ∈ a et Y0 ∈ t0, et introduisons les coordonne´es
(yk)k=1,...,l de Y et (ai)i=1,...,r de Ya. On peut supposer ai = yi pour tout i = 1, ..., r. En
se plac¸ant dans G′′0, on de´finit la varie´te´ t0/W¯ (G
′′
0, T0) munie de sa forme diffe´rentielle
δt0/W , la forme diffe´rentielle δ¯0 sur (S + Λ0)/H
′′
S et la fonction β0 telle que l’application
(S + Λ0)/H
′′
S → t0/W
identifie δ¯0 a` β0δt0/W , du moins sur un ouvert dense. Le calcul pre´ce´dent s’applique : β0
est constante, de valeur ǫ0d
H′′(S)−1, ou` ǫ0 ∈ {±1}. Conside´rons le diagramme
U ′′ × (Ξ + S + a+ Λ0) f1→ Ξ + S + Σ
f2 ↓ ↓
(S + Λ0)× a → (Ξ + S + Σ)/U ′′
↓ ↓
(S + Λ0)/H
′′
S × a → (Ξ + S + Σ)/U ′′H ′′S
f3 ↓ ↓
(t0/W¯ (G
′′
0, T0))× a f4→ t/W¯ (G′′, T )
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ou` f1(u
′′,Ξ+S +Xa+XΛ0) = u
′′−1(Ξ+S +Xa+XΛ0)u
′′ et f2(u
′′,Ξ+S +Xa+XΛ0) =
(S + XΛ0 , Xa), les autres applications e´tant e´videntes. Ce diagramme est commutatif.
Pour le voir, soient u′′ ∈ U ′′, Xa ∈ a et XΛ0 ∈ Λ0. Soit Y0 ∈ t0 tel que la partie semi-
simple de S+XΛ0 soit conjugue´e a` Y0 par un e´le´ment de G
′′
0. Soit Y ∈ t tel que la partie
semi-simple de Ξ + S +Xa+XΛ0 soit conjugue´e a` Y par un e´le´ment de G
′′. L’image de
(u′′,Ξ+S+Xa+XΛ0) par le chemin sud-ouest du diagramme est l’image de Y0+Xa dans
t/W¯ (G′′, T ). Son image par le chemin nord-est est l’image de Y dans cet ensemble. Mais
S+Xa+XΛ0 appartient a` m
′′ tandis que Ξ appartient a` u¯′′. Alors les parties semi-simples
de Ξ + S +Xa +XΛ0 et de S +Xa +XΛ0 sont conjugue´es par un e´le´ment de G
′′. Donc
Y est conjugue´ a` Y0 +Xa et ces deux e´le´ments ont meˆme image dans t/W¯ (G
′′, T ). Cela
de´montre la commutativite´ du diagramme. Ce raisonnement et le lemme 9.5 montrent
que les fle`ches horizontales du diagramme sont des isomorphismes locaux, au moins si
l’on se restreint a` des ouverts denses de chaque varie´te´, ce que l’on fait, ici et dans la
suite. Du diagramme se de´duit une application
(U ′′ × (Ξ + S + a+ Λ0))/U ′′H ′′S g→ t/W¯ (G′′, T ),
qui est toujours un isomorphisme local. Munissons Ξ + S + a + Λ0 ≃ a + Λ0 de la
diffe´rentielle δ = δa ∧ δΛ0 . On en de´duit une forme diffe´rentielle δ¯ sur l’espace de de´part
de g. Calculons g∗(δt/W ) en utilisant le chemin sud-ouest du diagramme. D’apre`s les
de´finitions, f ∗4 (δt/W ) = ±dG′′(dG′′0 )−1δt0/W ∧δa. Puis f ∗3 f ∗4 (δt/W ) = ±β−10 dG′′(dG′′0 )−1δ¯0∧δa.
Les deux applications verticales restantes identifient δ¯ a` δ¯0 ∧ δa et on obtient
(9) g∗(δt/W ) = ±β−10 dG
′′
(dG
′′
0 )−1δ¯.
Utilisons le chemin nord-est. Par la suite d’applications verticales, δt/W se rele`ve en la
forme β−1δ sur Ξ + S + Σ). Soit γ la fonction telle que f ∗1 (δ) = γδU ′′ ∧ δ. Alors
(10) g∗(δt/W ) = ±γβ−1δ¯.
Soient Xa ∈ a et XΛ0 ∈ Λ0. Posons X = S +Xa +XΛ0. La diffe´rentielle de f1 au point
(1,Ξ +X) se calcule aise´ment. C’est l’application
(11)
u′′ × (a+ 0) → Σ = a+ 0 + u′′
(N,X ′a +X
′
Λ0
) 7→ X ′a +X ′Λ0 − [N,Ξ +X]
Parce que X appartient a` m′′ et Ξ a` u¯′′, on peut trouver une base de u′′ telle que
l’application N 7→ [N,X] soit diagonale, tandis que l’application compose´e de N 7→
[N,Ξ] et de la projection sur u′′ soit nilpotente supe´rieure. Le de´terminant de l’application
(11), c’est-a`-dire γ(X), est donc le meˆme que celui de l’application N 7→ [N,X] de u′′
dans lui-meˆme. Celui-ci est e´gal a` ±dG′′(X)dG′′0 (X)−1. En reportant cette valeur dans
(10) et en comparant avec (9), on obtient β = ±β0 = ±ǫ0dH′′(S)−1. Comme dans le cas
r = 0, la formule (7) devient celle de l’e´nonce´. 
9.7 Sections locales
L’application (1) de 9.6 est analytique. Le lemme 9.3 et la preuve du lemme 9.5
montrent qu’elle est partout submersive. Pour tout T ∈ T (G′′), on peut donc fixer une
application localement analytique
t(F )S → Ξ + S + ΣS
Y 7→ YΣ
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de sorte que le diagramme
Ξ + S + ΣS → t(F )S/W (G′′, T )
տ ր
t(F )S
soit commutatif. Il existe une application Y 7→ γY de t(F )S dans T (F )\G′′(F ), localement
analytique, de sorte que YΣ = γ
−1
Y Y γY . Mais l’application G
′′(F )→ T (F )\G′′(F ) admet
elle-meˆme des sections localement analytiques. On peut donc supposer que l’application
Y 7→ γY est localement analytique a` valeurs dans G′′(F ).
On va montrer
(1) soit ωT un sous-ensemble compact de t(F ) ; on peut choisir l’application Y 7→ YΣ
telle que l’image de t(F )S∩ωT soit contenue dans un sous-ensemble compact de Ξ+S+Λ.
D’apre`s le lemme 9.3, on peut supposer que YΣ ∈ Ξ + S + ΛS pour tout Y ∈ t(F )S.
Soit Y ∈ t(F )S∩ωT , posons YΣ = Ξ+S+X et introduisons les coordonne´es de X comme
en 9.4. Les coordonne´es λi sont line´aires en les coefficients du polynoˆme caracte´ristique
PY (T ), et sont donc borne´es. De meˆme, l’e´ventuelle coordonne´e z0 et les produits zjz−j ,
pour j = 1, ..., m, sont borne´s. Montrons que l’on peut supposer chaque z±j borne´.
Conside´rons d’abord deux cas particuliers. Dans le premier, on suppose qu’il existe une
extension F1 de F de degre´ m et une extension quadratique F2 de F1 telle que H
′′
S(F )
soit le noyau de la norme de F×2 dans F
×
1 . Dans ce cas, on peut identifier W
′′ a` F2 et
l’action de H ′′S(F ) sur W
′′ a` la multiplication. Posons w =
∑
j=±1,...,±m zjwj ∈W ′′ = F2.
En normalisant convenablement les vecteurs wj, les coordonne´es z±j sont les images de
w par les diffe´rents plongements de F2 dans F¯ . Alors ces coordonne´es ont toutes la meˆme
valeur absolue. Puisque les produits zjz−j sont borne´s, chaque terme z±j l’est aussi. Dans
le deuxie`me cas particulier, on conside`re une extension F1 comme ci-dessus et on suppose
que HS(F ) = F
×
1 . Dans ce cas, on peut identifier W
′′ a` F1 ⊕ F1 et l’action de H ′′S(F )
sur W ′′ a` l’application (h, w+ ⊕ w−) 7→ hw+ ⊕ h−1w−. De´finissons w comme ci-dessus.
On peut supposer que ses deux composantes w+ et w− sont respectivement e´gales a`∑
j=1,...,m zjwj et
∑
j=1,...,m z−jw−j. Parce que X appartient a` Λ
S, w− est un e´le´ment non
nul de F1. Posons h = w− ∈ H ′′S(F ). On peut remplacer w par hw. Pour cet e´le´ment, les
coordonne´es z−j sont toutes e´gales a` 1 et on conclut encore que les autres coordonne´es
zj sont borne´es. Dans le cas ge´ne´ral, on peut de´composer W
′′ en somme directe de
sous-espaces et de´composer conforme´ment H ′′S en produit de tores de sorte que chaque
composante soit de l’un des deux cas particuliers que l’on vient de conside´rer. On en
de´duit la proprie´te´ requise.
Supposons (1) ve´rifie´e. En appliquant 2.3(1), on voit que l’on peut choisir l’application
Y 7→ γY de sorte qu’il existe c > 0 tels que
(2) σ(γY ) ≤ c(1 + |log DG′′(Y )|)
pour tout Y ∈ t(F )S ∩ ωT .
9.8 Calcul de Iκ′′(θ
′′, ϕ)
Revenons a` la situation de 9.1 et supposons que ϕ est a` support dans ω′′. Soit g ∈
G′′(F ). D’apre`s l’hypothe`se sur θ′′, on a
I(θ′′, ϕ, g) = JH′′(S, ((
gϕ)ξ )ˆ) = DH
′′
(S)1/2
∫
H′′S (F )\H
′′(F )
((gϕ)ξ )ˆ(h−1Sh)dh.
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En utilisant le lemme 9.2, on obtient
I(θ′′, ϕ, g) = DH
′′
(S)1/2
∫
H′′S (F )\H
′′(F )
∫
Σ
(gϕ)ˆ(Ξ + h−1Sh+X)dX dh,
puis
(1) Iκ′′(θ
′′, ϕ) = DH
′′
(S)1/2
∫
H′′(F )U ′′(F )\G′′(F )
∫
H′′S(F )\H
′′(F )∫
Σ
(gϕ)ˆ(Ξ + h−1Sh+X)dX dhκ′′(g)dg.
Remarquons que cette expression est absolument convergente : les trois inte´grales sont
a` support compact. On transforme cette expression en
Iκ′′(θ
′′, ϕ) = DH
′′
(S)1/2
∫
H′′(F )U ′′(F )\G′′(F )
∫
H′′S(F )\H
′′(F )
∫
Σ
(hgϕ)ˆ(Ξ + S +X)dX dhκ′′(g)dg
= DH
′′
(S)1/2
∫
H′′S (F )U
′′(F )\G′′(F )
∫
Σ
(gϕ)ˆ(Ξ + S +X)dXκ′′(g)dg.
Le lemme 9.6 nous permet de remplacer l’inte´grale inte´rieure par
∑
T∈T (G′′)
|W (G′′, T )|−1
∫
H′′S(F )U
′′(F )
∫
t(F )S
(gϕ)ˆ(y−1γ−1Y Y γY y)D
H′′(S)−1/2DG
′′
(Y )1/2dY dy
=
∑
T∈T (G′′)
|W (G′′, T )|−1
∫
H′′S (F )U
′′(F )
∫
t(F )S
(γY ygϕ)ˆ(Y )DH
′′
(S)−1/2DG
′′
(Y )1/2dY dy.
Un simple changement de variables conduit alors a` l’e´galite´
Iκ′′(θ
′′, ϕ) =
∑
T∈T (G′′)
|W (G′′, T )|−1
∫
t(F )S
∫
G′′(F )
ϕˆ(g−1Y g)κ′′(γ−1Y g)dgD
G′′(Y )1/2dY.
Pour T ∈ T (G′′) et Y ∈ t(F )S, de´finissons une fonction κ′′Y sur G′′(F ) par
κ′′Y (g) = ν(AT )
∫
AT (F )
κ′′(γ−1Y ag)da.
Remarquons que cette expression ne de´pend pas du choix de l’application Y 7→ γY : tout
autre choix remplace γY par γY y, avec y ∈ H ′′S(F )U ′′(F ), mais κ′′ est invariante a` gauche
par ce groupe. On obtient :
(2) Iκ′′(θ
′′, ϕ) =
∑
T∈T (G′′)
ν(AT )
−1|W (G′′, T )|−1
∫
t(F )S
∫
AT (F )\G′′(F )
ϕˆ(g−1Y g)κ′′Y (g)dgD
G′′(Y )1/2dY.
Les transformations que l’on a effectue´es sont justifie´es par la convergence absolue de
l’expression (1) de de´part.
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10 Calcul de la limite limN→∞Ix,ω,N(θ, f)
10.1 Convergence d’une premie`re expression
On se place dans la situation de 8.2. D’apre`s la proposition 6.4 et le lemme 6.3(i), on
peut fixer une famille finie (Yi)i=1,...,n d’e´le´ments de hx,reg(F ) et une famille finie (ci)i=1,...,n
de nombres complexes de sorte que
θx,ω(X) =
∑
i=1,...,n
cijˆ
Hx(Yi, X)
pour tout X ∈ ω ∩ hx,reg(F ). Formulons cette proprie´te´ diffe´remment, en utilisant les
notations introduites en 5.4 : pour X ∈ gx(F ), on note X = X ′ +X ′′ la de´composition
de X en somme d’un e´le´ment X ′ ∈ g′x(F ) et d’un e´le´ment X ′′ ∈ g′′(F ). Il existe alors
une famille finie S d’e´le´ments de h′′reg(F ) et une famille finie (jˆS)S∈S de fonctions de´finies
presque partout sur h′x(F ) de sorte que
θx,ω(X) =
∑
S∈S
jˆS(X
′)jˆH
′′
(S,X ′′)
pour tout X ∈ ω∩hx,reg(F ). Les e´le´ments S sont les diffe´rentes projections Y ′′i . La preuve
du lemme 6.3(i) nous autorise a` remplacer les Yi par des e´le´ments assez voisins. On peut
donc supposer que le noyau de chaque S agissant dans W ′′ est de dimension au plus 1.
Les fonctions jˆS sont combinaisons line´aires de fonctions X
′ 7→ jˆH′x(Y ′i , X ′) et he´ritent
donc de leurs proprie´te´s.
Rappelons que, par construction, on a l’e´galite´ H ′x = G
′
x. Pour g ∈ G(F ), on a
Ix,ω(θ, f, g) =
∫
g′x(F )×h
′′(F )
θx,ω(X)
gf ξx,ω(X)dX.
En utilisant la formule de Weyl pour l’inte´grale sur g′x(F ), on obtient
Ix,ω(θ, f, g) =
∑
S∈S
∑
T ′∈T (G′x)
|W (G′x, T ′)|−1
∫
t′(F )
jˆS(X
′)DG
′
x(X ′)
∫
T ′(F )\G′x(F )
∫
h′′(F )
jˆH
′′
(S,X ′′)gf ξx,ω(g
′−1X ′g′ +X ′′)dX ′′ dg′ dX ′.
D’ou`
Ix,ω,N(θ, f) =
∑
S∈S
∑
T ′∈T (G′x)
|W (G′x, T ′)|−1
∫
t′(F )
jˆS(X
′)DG
′
x(X ′)
∫
T ′(F )H′′(F )Ux(F )\G(F )
∫
h′′(F )
jˆH
′′
(S,X ′′)gf ξx,ω(X
′ +X ′′)dX ′′κN (g)dg dX
′.
On peut e´crire les deux dernie`res inte´grales ci-dessus sous la forme∫
T ′(F )G′′(F )\G(F )
∫
H′′(F )Ux(F )\G′′(F )
∫
h′′(F )
jˆH
′′
(S,X ′′)g
′′gf
ξ
x,ω(X
′ +X ′′)dX ′′κN(g
′′g)dg′′ dg.
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Les deux inte´grales inte´rieures sont e´gales a` Iκ′′(θ
′′, ϕ), ou` θ′′(X ′′) = jˆH
′′
(S,X ′′), ϕ(X ′′) =
gfx,ω(X
′+X ′′) et κ′′(g′′) = κN (g
′′g). Utilisons la formule 9.8(2) qui calcule cette expres-
sion. La fonction ϕˆ qui y intervient est e´gale a` gf ♯x,ω, avec la notation de 5.4. Quelques
remises en ordre conduisent alors a` l’e´galite´
(1) Ix,ω,N(θ, f) =
∑
S∈S
∑
T∈T (Gx)
ν(AT ′′)
−1|W (Gx, T )|−1
∫
t′(F )×t′′(F )S
jˆS(X
′)DG
′
x(X ′)DG
′′
(X ′′)1/2
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X
′ +X ′′)κN,X′′(g)dg dX
′′ dX ′,
ou`
κN,X′′(g) = ν(AT ′′)
∫
AT ′′ (F )
κN(γ
−1
X′′ag)da.
Ces manipulations formelles sont justifie´es par le lemme ci-dessous. Pour tout S ∈ S
et tout T ∈ T (Gx), fixons une famille finie QS,T de polynoˆmes non nuls sur t(F ). Pour
tout ǫ > 0, notons t(F )[S;≤ ǫ] l’ensemble des X ∈ t(F ) pour lesquels il existe Q ∈ QS,T
tel que |Q(X)|F ≤ ǫ, et notons t(F )[S;> ǫ] l’ensemble des X ∈ t(F ) pour lesquels
|Q(X)|F > ǫ pour tout Q ∈ QS,T . Notons IN,≤ǫ, resp. IN,>ǫ, l’expression obtenue a` partir
de l’expression (1) en remplac¸ant les inte´grales sur t′(F )× t′′(F )S par les inte´grales sur
(t′(F ) × t′′(F )S) ∩ t(F )[S;≤ ǫ], resp. (t′(F ) × t′′(F )S) ∩ t(F )[S;> ǫ]. On a e´videmment
l’e´galite´
Ix,ω,N(θ, f) = IN,≤ǫ + IN,>ǫ.
Notons enfin |I|x,ω,N(θ, f) et |I|N,≤ǫ les expressions obtenues en remplac¸ant dans Ix,ω,N(θ, f)
(ou plus exactement dans l’expression (1)) et IN,≤ǫ toutes les fonctions par leurs valeurs
absolues.
Lemme. (i) Il existe k ∈ N et c > 0 tel que |I|x,ω,N(θ, f) ≤ cNk pour tout N ≥ 1.
(ii) Il existe un entier b ≥ 1 et c > 0 tel que |I|N,≤N−b ≤ cN−1 pour tout N ≥ 1.
Preuve. Soit S ∈ S. Notons (±sj)j=1,...,m les valeurs propres non nulles de l’action de
S sur W ′′. Pour X ′′ ∈ g′′(F ), posons
QS(X
′′) =
{ ∏
j=1,...,m s
−1
j PX′′(sj), si d est impair∏
j=1,...,mPX′′(sj), si d est pair.
Certainement, QS est un polynoˆme non nul sur l’alge`bre de Lie de tout sous-tore maximal
de G′′. Soient T ∈ T (Gx) et ωT ′′ un sous-ensemble compact de t′′(F ). On va montrer
(2) il existe un entier k ∈ N et c > 0 tels que
κN,X′′(g) ≤ cNkσ(g)k(1 + |log|QS(X ′′)|F |)k(1 + |log DG′′(X ′′)|)k
pour tout X ′′ ∈ t′′(F )S ∩ ωT ′′ , tout g ∈ G(F ) et tout N ≥ 1.
Commenc¸ons par de´duire l’e´nonce´ de (2). On peut fixer S ∈ S et T ∈ T (Gx) et
conside´rer l’inte´grale ∫
t′(F )×t′′(F )S
|jˆS(X ′)|DG′x(X ′)DG′′(X ′′)1/2
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∫
T ′(F )AT ′′ (F )\G(F )
|gf ♯x,ω(X ′ +X ′′)|κN,X′′(g)dg dX ′′ dX ′.
Introduisons une notation impre´cise mais commode. Soient deux nombres a et b de´pendant
de variables, ici N , g, X ′ et X ′′. On e´crit a << b pour dire qu’il existe c > 0 tel que,
quelles que soient ces variables, on ait a ≤ cb. D’apre`s la de´finition de jˆS et un re´sultat de
Harish-Chandra ([HCvD] the´ore`me 13), on a |jˆS(X ′)| << DG′x(X ′)−1/2. D’apre`s 3.1(5),
on peut fixer un sous-ensemble compact Γ ⊂ G(F ) tel que gf ♯x,ω = 0 si g 6∈ Gx(F )Γ.
On peut donc fixer γ ∈ Γ et remplacer l’inte´grale sur T ′(F )AT ′′(F )\G(F ) par celle sur
T ′(F )AT ′′(F )\Gx(F )γ. On peut majorer |γf ♯x,ω| par une combinaison line´aire de fonction
f ′⊗f ′′ ou` f ′ ∈ C∞c (g′x(F )), f ′′ ∈ C∞c (g′′(F )) et f ′ et f ′′ sont a` valeurs positives ou nulles.
On est ramene´ a` majorer∫
t′(F )×t′′(F )S
DG
′
x(X ′)1/2DG
′′
(X ′′)1/2
∫
T ′(F )\G′x(F )∫
AT ′′ (F )\G
′′(F )
f ′(g′−1X ′g′)f ′′(g′′−1X ′′g′′)κN,X′′(g
′g′′γ)dg′′ dg′ dX ′′ dX ′.
On peut fixer un sous-ensemble compact ωT ′′ ⊂ t′′(F ) tel que, pour tout g′′, la fonc-
tion X ′′ 7→ f ′′(g′′−1X ′′g′′) sur t′′(F ) soit a` support dans ωT ′′. Graˆce a` 2.3(1), on peut
supposer que les g′′ intervenant dans l’inte´grale ve´rifient σ(g′′) << 1 + |log DG′′(X ′′)|.
Puisque G′x = H
′
x ⊂ H , on a κN,X′′(g′g′′γ) = κN,X′′(g′′γ). En appliquant (2), on obtient
κN,X′′(g
′g′′γ) << Nkϕ(X ′′) ou`
ϕ(X ′′) = (1 + |log|QS(X ′′)|F |)k(1 + |log DG′′(X ′′)|)2k.
L’expression a` majorer devient
Nk
∫
t′(F )×t′′(F )S
DG
′
x(X ′)1/2DG
′′
(X ′′)1/2
∫
T ′(F )\G′x(F )∫
AT ′′ (F )\G
′′(F )
f ′(g′−1X ′g′)f ′′(g′′−1X ′′g′′)ϕ(X ′′)dg′′ dg′ dX ′′ dX ′.
Elle est majore´e par
Nk
∫
t(F )
JGx(X
′ +X ′′, f ′ ⊗ f ′′)ϕ(X ′′)dX ′′ dX ′.
D’apre`s Harish-Chandra, l’inte´grale orbitale est borne´e. Elle est aussi a` support compact,
ce qui nous conduit a` majorer
Nk
∫
ωT
ϕ(X ′′)dX ′′ dX ′,
ou` ωT est un sous-ensemble compact de t(F ). Le lemme 2.4 nous dit que l’inte´grale est
convergente, ce qui entraˆıne la majoration du (i) de l’e´nonce´. Pour le (ii), on est de meˆme
conduit a` majorer
Nk
∫
ωT∩t(F )[S;≤N−b]
ϕ(X ′′)dX ′′ dX ′.
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D’apre`s l’ine´galite´ de Schwartz, il suffit de majorer
Nk(
∫
ωT∩t(F )[S;≤N−b]
dX)1/2(
∫
ωT
ϕ(X ′′)2dX ′′ dX ′)1/2.
Le dernier terme se majore comme ci-dessus. Pour ǫ > 0, on a∫
ωT∩t(F )[S;≤ǫ]
dX ≤
∑
Q∈QS,T
mes({X ∈ ωT ; |Q(X)|F ≤ ǫ}).
D’apre`s [A5], lemme 7.1, il existe un re´el r > 0 tel que chacun de ces termes soit << ǫr.
On en de´duit une majoration
|I|N,≤N−b << Nk−rb/2.
En prenant b > 2(k + 1)/r, on obtient le (ii) de l’e´nonce´.
Prouvons (2). Remplac¸ons V par V ′′ dans les de´finitions de 7.2. On fixe un re´seau
spe´cial R′′ de V ′′ de meˆme que l’on a fixe´ R, on note K ′′ son stabilisateur dans G′′(F )
et on de´finit une fonction κ′′N sur G
′′(F ). Posons
κ′′N,X′′(1) = ν(AT ′′)
∫
AT ′′ (F )
κN(γ
−1
X′′a)da.
On va montrer
(3) il existe un entier k ∈ N et c > 0 tels que
κ′′N,X′′(1) ≤ cNk(1 + |log(|QS(X ′′)|F )|)k(1 + |log DG
′′
(X ′′)|)k
pour tout X ′′ ∈ t′′(F )S ∩ ωT ′′ et tout N ≥ 1.
De´duisons d’abord (2) de (3). Pour un re´el r > 0, posons κ′′r = κ
′′
N(r), ou` N(r) est le
plus petit entier supe´rieur ou e´gal a` r. On a
(4) il existe c > 0 tel que κN (g
′′g) ≤ κ′′N+cσ(g)(g′′) pour tous g ∈ G(F ), g′′ ∈ G′′(F ).
Ecrivons g′′ = m′′u′′k′′, avec m′′ ∈ M ′′(F ), u′′ ∈ U ′′(F ), k′′ ∈ K ′′, puis k′′g =
muk, avec m ∈ M(F ), u ∈ U(F ), k ∈ K. On a κN(g′′g) = κN (m′′m). Supposons ce
terme non nul (donc e´gal a` 1), de´composons m′′ et m en m′′ = a′′g′′0 et m = ag0, ou`
a′′, a ∈ A(F ), g′′0 ∈ G′′0(F ) et g0 ∈ G0(F ). Alors |valF (a′′i ai)| ≤ N pour tout i = 1, ..., r et
g−10 g
′′−1
0 v0 ∈ ̟−NF R0. On a σ(m) << σ(g). Donc |valF (ai)| << σ(g) pour tout i = 1, ..., r
et σ(g0) << σ(g). On en de´duit d’abord qu’il existe c1 > 0 tel que |valF (a′′i )| ≤ N+c1σ(g)
pour tout i = 1, ..., r. Il existe c2 > 0 tel que g0R0 ⊂ ̟−N(c2σ(g0))F R0. Il existe c3 ∈ N
tel que R0 ∩ V ′′ ⊂ ̟−c3F R′′0 . Alors g′′−10 v0 ∈ ̟−N
′
F R
′′
0 , ou` N
′ ≤ N + c4σ(g), pour c4 > 0
convenable. En prenant c > c1, c4, on voit que g
′′ ve´rifie les conditions requises pour que
κ′′N+cσ(g)(g
′′) = 1. Cela prouve (4).
En utilisant (4), on a
κN,X′′(g) = ν(AT ′′)
∫
A(T ′′)(F )
κN(γ
−1
X′′ag)da
≤ ν(AT ′′)
∫
A(T ′′)(F )
κ′′N+cσ(g)(γ
−1
X′′a)da ≤ κ′′N+cσ(g),X′′(1).
La majoration (3) entraˆıne alors (2).
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Prouvons maintenant (3). On suppose ve´rifie´es les conditions (1) et (2) de 9.7 pour
le compact ωT ′′ . Soit a ∈ AT ′′(F ) tel que κ′′N(γ−1X′′a) = 1. Graˆce a` 7.2(1), on peut e´crire
γ−1X′′a = vhy, avec v ∈ U ′′(F ), h ∈ H ′′(F ), y ∈ G′′(F ) et σ(y) ≤ cN . On a
(5) yX ′′y−1 = h−1v−1X ′′Σvh,
ou` X ′′Σ = γ
−1
X′′X
′′γX′′ . La condition impose´e a` y implique que σ(yX
′′y−1) << N (cf.
1.1 pour la de´finition de la fonction σ sur g′′(F )). On a h−1v−1X ′′Σvh ∈ Ξ + h−1Sh +
Σ et h−1Sh ∈ h′′(F ). Or h′′(F ) et Σ sont en somme directe. Alors (5) entraˆıne que
σ(h−1Sh) << N . Donc il existe un entier k > 0 tel que σ(h−1̟kNF Sh) << 1. En
appliquant 2.3(1), on peut e´crire h = tz, avec t ∈ H ′′S(F ), z ∈ H ′′(F ) et
σ(z) << (1 + |log DH′′(̟kNF S)|) << N.
On peut re´crire vhy = tug, avec u ∈ U ′′(F ) et g = zy, donc σ(g) << N . L’e´galite´ (5) se
re´crit gX ′′g−1 = u−1Y u, ou` Y = t−1X ′′Σt. On a σ(gX
′′g−1) << N . D’apre`s la condition
(1) de 9.7, Y appartient a` Ξ + S + Λ. Le lemme 9.3 nous dit que u et Y de´pendent
alge´briquement de u−1Y u. Donc σ(u) << N et σ(Y ) << N . Posons X ′′Σ = Ξ + S +X,
Y = Ξ + S + X∗, introduisons les coordonne´es de X et X∗ comme en 9.4 (on affecte
celles de X∗ d’un exposant ∗) et, pour tout j = 1, ..., m, notons tj la valeur propre de t
sur wj. On a z
∗
j = t
−1
j zj et z
∗
−j = tjz−j pour tout j = 1, ..., m. La condition (1) de 9.7 et
celle ci-dessus portant sur Y nous disent qu’il existe c > 0 tel que
valF (z
∗
j ) ≥ −cN, valF (z∗−j) ≥ −cN, valF (zj) ≥ −c, valF (z−j) ≥ −c
pour tout j. On en de´duit
|valF (tj)| ≤ c(N + 1) + valF (zjz−j) ≤ c(N + 2m− 1) + valF (
∏
j′=1,...,m
zj′z−j′).
La formule 9.4(1) montre qu’il existe c′ > 0 tel que le dernier terme soit majore´ par
c′(1 + |log|QS(X ′′)|F |). On en de´duit σ(t) << N + |log|QS(X ′′)|F |. Alors
σ(γ−1X′′a) = σ(tug) << N + |log|QS(X ′′)|F |.
En appliquant 9.7(2), on en de´duit
σ(a) << N + |log(|QS(X ′′)|F )|+ |log DG′′(X ′′)|.
Le terme κ′′N,X′′(1) est borne´ par la mesure de l’ensemble des a ve´rifiant cette condition.
Il est facile de montrer que, pour tout re´el r ≥ 1,
mes({a ∈ AT ′′(F ); σ(a) ≤ r}) << rk,
ou` k = dim(AT ′′). On en de´duit
κ′′N,X′′(1) << N
k(1 + |log|QS(X ′′)|F |)k(1 + |log DG′′(X ′′)|)k,
ce qui prouve (3) et ache`ve la de´monstration. 
Pour tout S ∈ S et tout T ∈ T (Gx), on note QS,T la famille des trois polynoˆmes sur
t(F ) suivants
X 7→ det(ad(X ′)|g′x/t′), X 7→ det(ad(X ′′)|g′′/t′′), X ′′ 7→ QS(X ′′)
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ou` QS a e´te´ de´fini ci-dessus. Applique´ a` ces donne´es, le (ii) du lemme nous fournit un
entier b que l’on fixe. On pose
I∗x,ω,N(θ, f) = IN,>N−b .
Le lemme entraˆıne que
limN→∞(Ix,ω,N(θ, f)− I∗x,ω,N(θ, f)) = 0.
10.2 Commutant d’un tore
On fixe T ∈ T (Gx). NotonsM♮ le commutant de AT ′′ dans G. C’est un Le´vi de G, qui
contient G′. Notons V ′′2 l’intersection des noyaux des actions de a dans V
′′, pour a ∈ AT ′′ .
Lemme. On a l’e´galite´ AT ′′ = AM♮ sauf dans le cas ou` les conditions suivantes sont
satisfaites : d est pair, W ′ est hyperbolique et de dimension 2, V ′′2 = {0}. Dans ce cas,
on a AM♮ = T
′AT ′′.
Preuve. Posons V2 = W
′ ⊕ V ′′2 , notons V1 son orthogonal dans V et G1, resp. G2 les
groupes spe´ciaux orthogonaux de V1, resp. V2. L’espace V2 est l’intersection des noyaux
des actions de a dans V , pour a ∈ AT ′′ . Donc M♮ conserve V2. Par conse´quent, M♮
conserve aussi V1, donc M♮ ⊂ G2 × G1. Puisque AT ′′ agit trivialement dans V2, on a
AT ′′ ⊂ G1. Donc M♮ = G2 × M1,♮, ou` M1,♮ est le commutant de AT ′′ dans G1, puis
AM♮ = AG2 × AM1,♮ . On a V1 ⊂ V ′′, donc G1 ⊂ G′′. D’autre part T ′′ commute a` AT ′′ ,
donc T ′′ ⊂ M♮, donc AM♮ commute a` T ′′. Alors AM1,♮ est contenu dans le commutant
de T ′′ dans G′′. Puisque T ′′ est un sous-tore maximal de G′′, ce commutant est e´gal a`
T ′′. Donc AM1,♮ ⊂ T ′′, ce qui entraˆıne AM1,♮ ⊂ AT ′′ . L’inclusion oppose´e est imme´diate
puisque AT ′′ est e´videmment un tore de´ploye´ central dans M1,♮. Donc AM1,♮ = AT ′′ .
On a AG2 = {1} sauf dans le cas ou` V2 est hyperbolique de dimension 2. Supposons
cette condition ve´rifie´e. Puisque G1 contient un sous-tore AT ′′ qui agit sans point fixe
non nul dans V , dim(V1) est paire et d aussi. Si W
′ = {0}, on a G = G′′ et T ′′ est
un tore maximal de G. Le meˆme raisonnement que ci-dessus montre que AM♮ ⊂ AT ′′
contrairement a` l’hypothe`se AG2 6= {1}. Donc W ′ 6= {0}. Puisque dim(W ′) est paire
et V2 = W
′ ⊕ V ′′2 , on a W ′ = V2 et V ′′2 = {0}. Inversement, si W ′ est hyperbolique de
dimension 2 et V ′′2 = {0}, on a G2 = G′ et ce groupe est un tore de´ploye´. Puisque T ′ est
un sous-tore maximal de G′, on a T ′ = G′ = AG2 et la conclusion du lemme s’ensuit. 
10.3 De´finitions combinatoires
Appelons cas exceptionnel celui de l’e´nonce´ pre´ce´dent. Supposons tout d’abord que
l’on n’est pas dans ce cas et rappelons quelques de´finitions d’Arthur. Soit Y = (YP♮)P♮∈P(M♮)
une famille d’e´le´ments de AM♮, (G,M♮)-orthogonale et positive. Pour Q = LUQ ∈ F(M♮),
on note ζ 7→ σQM♮(ζ,Y) la fonction caracte´ristique dans AM♮ de la somme de AL et de l’en-
veloppe convexe de la famille (YP♮)P♮∈P(M♮);P♮⊂Q. On note τQ la fonction caracte´ristique
dans AM♮ de la somme ALM♮ +A+Q. Rappelons que A+Q est la chambre positive ouverte deAL associe´e a` Q. On a
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(1) la fonction
ζ 7→ σQM♮(ζ,Y)τQ(ζ − YQ)
sur AM♮ est la fonction caracte´ristique de la somme de A+Q et de l’enveloppe convexe de
la famille (YP♮)P♮∈P(M♮);P♮⊂Q ;
(2)
∑
Q∈F(M♮)
σQM♮(ζ,Y)τQ(ζ − YQ) = 1
pour tout ζ ∈ AM♮.
L’assertion (1) est imme´diate et (2) est l’assertion 3.9 de [A3].
Conside´rons maintenant le cas exceptionnel. Alors AM♮ = AT ′ ⊕ AT ′′ et AT ′ est
une droite. Conforme´ment a` cette de´composition, on de´finit la projection ζ 7→ ζT ′′ de
AM♮ sur AT ′′. On note F˜(M♮) l’ensemble des Q ∈ F(M♮) tels que A+Q ∩ AT ′′ 6= ∅. On
note P˜(M♮) = P(M♮) ∩ F˜(M♮). Pour Q = LUQ ∈ F˜(M♮), on note ζ 7→ σ˜QM♮(ζ,Y) la
fonction caracte´ristique dans AT ′′ de la somme de AL ∩ AT ′′ et de l’enveloppe convexe
de la famille (YP♮,T ′′)P♮∈P˜(M♮);P♮⊂Q. On note τ˜Q la fonction caracte´ristique dans AT ′′ de la
somme (AT ′′ ∩ ALM♮) + (AT ′′ ∩A+Q). On a encore
(3) la fonction
ζ 7→ σ˜QM♮(ζ,Y)τ˜Q(ζ − YQ,T ′′)
sur AT ′′ est la fonction caracte´ristique de la somme de AT ′′∩A+Q et de l’enveloppe convexe
de la famille (YP♮,T ′′)P♮∈P˜(M♮);P♮⊂Q ;
(4)
∑
Q∈F˜(M♮)
σ˜QM♮(ζ,Y)τ˜Q(ζ − YQ,T ′′) = 1
pour tout ζ ∈ AT ′′.
Pour de´montrer ces proprie´te´s et a` des fins ulte´rieures, introduisons un espace V˜
somme directe de V ′′ et d’une droite D˜, muni de la somme orthogonale q˜ de la restriction
de q a` V ′′ et d’une forme quadratique non de´ge´ne´re´e sur D˜. On note G˜ son groupe spe´cial
orthogonal. Le tore T ′′ est inclus dans G′′, donc dans G˜. Notons M˜ son commutant dans
G˜. Le lemme 10.2 s’applique a` G˜ et montre que AT ′′ = AM˜ .
Lemme. (i) Il existe une unique bijection Q = LUQ 7→ Q˜ = L˜UQ˜ de F˜(M♮) sur
F(M˜) telle que, pour tout Q ∈ F˜(M♮), on ait AT ′′ ∩ ALM♮ = AL˜M˜ , AT ′′ ∩ AL = AL˜ et
AT ′′ ∩ A+Q = A+Q˜. Cette bijection conserve la relation d’inclusion et envoie P˜(M♮) sur
P(M˜).
(ii) Pour Q ∈ F˜(M♮), posons YQ˜ = YQ,T ′′. La famille Y˜ = (YP˜ )P˜∈P(M˜) est (G˜, M˜)-
orthogonale et positive. Pour tout Q˜ ∈ F(M˜), YQ˜ est associe´ a` cette famille comme en
2.1.
(iii) Pour tout Q ∈ F˜(M♮) et tout ζ ∈ AT ′′ = AM˜ , on a les e´galite´s σ˜QM♮(ζ,Y) =
σQ˜
M˜
(ζ, Y˜) et τ˜Q(ζ) = τQ˜(ζ).
Preuve. Les conditions impose´es a` AT ′′ impliquent que V
′′ est hyperbolique et qu’il
existe un syste`me hyperbolique maximal (ek)k=±2,...,±d/2 dans V
′′ et une suite d’entiers
(di)i=2,...,l ve´rifiant les proprie´te´s suivantes. On a di ≥ 1 pour tout i et 1+d2+...+dl = d/2.
Pour ǫ = ±1 et i = 2, ..., l, notons Eǫi le sous-espace de V ′′ engendre´ par les eǫk pour
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1+d2+ ...+di−1 < k ≤ 1+d2+ ...+di. Alors AT ′′ est le sous-groupe des e´le´ments de G′′
qui conservent chaque E±i et y agissent par homothe´tie. Fixons une base hyperbolique
{e1, e−1} deW ′. Notons E±1 la droite porte´e par e±1. Posons I = {±1, ...,±l}. Alors AM♮
est le sous-groupe des e´le´ments de G qui conservent chaque Ei pour i ∈ I et y agissent
par homothe´tie. L’espace AM♮ est celui des familles ζ = (ζi)i∈I de nombres re´els telles
que ζ−i = −ζi pour tout i. L’espace AT ′′ est le sous-espace des ζ tels que ζ1 = ζ−1 = 0, ou
encore, en posant I˜ = {±2, ...,±l}, AT ′′ est l’espace des familles ζ = (ζi)i∈I˜ de nombres
re´els telles que ζ−i = −ζi pour tout i.
On de´crit l’ensemble F(M˜) de la fac¸on habituelle suivante. Notons Φ(M˜ ) l’ensemble
des applications ϕ : I˜ → {0,±1, ...,±jϕ}, ou` jϕ est un e´le´ment quelconque de N, telles
que ϕ(−i) = −ϕ(i) pour tout i et ϕ−1(j) 6= ∅ pour tout j = ±1, ...,±jϕ. Pour une telle
ϕ et pour j ∈ {1, ..., jϕ}, on pose Eϕ,j = ⊕ϕ−1(j)Ei. On note Q˜ϕ = L˜ϕU˜ϕ le sous-groupe
parabolique de G˜ forme´ des e´le´ments qui conservent le drapeau
Eϕ,jϕ ⊂ Eϕ,jϕ ⊕Eϕ,jϕ−1 ⊂ ... ⊂ Eϕ,jϕ ⊕ ...⊕Eϕ,1.
Alors ϕ 7→ Q˜ϕ est une bijection de Φ(M˜) sur F(M˜). L’espace AL˜ϕM˜ est forme´ des ζ =
(ζi)i∈I˜ tels que, pour tout j ∈ {±1, ...,±jmax},
∑
i∈ϕ−1(j) ζi = 0. L’espace AL˜ϕ est forme´
des ζ = (ζi)i∈I˜ tels que, pour tout j ∈ {0,±1, ...,±jmax}, ζi est constant pour i ∈ ϕ−1(j).
Notons ζϕ,j cette valeur constante. Alors A+Q˜ϕ est forme´ des ζ ∈ AL˜ϕ tels que
ζϕ,jϕ > ... > ζϕ,1 > 0.
On de´crit l’ensemble F(M♮) de fac¸on analogue. On de´finit Φ(M♮) en remplac¸ant I˜
par I dans la de´finition de Φ(M˜). Pour ϕ ∈ Φ(M♮), on de´finit de meˆme un sous-groupe
parabolique Qϕ = LϕUϕ de G. L’application ϕ 7→ Qϕ est une surjection de Φ(M♮) sur
F(M♮). Les fibres ont 1 ou 3 e´le´ments. Une fibre a 3 e´le´ments si et seulement si elle
contient un e´le´ment ϕ0 pour lequel ϕ
−1
0 (0) a deux e´le´ments {ih,−ih} et dim(Eih) = 1.
Alors les deux autres e´le´ments de la fibre sont les applications ϕ1 et ϕ−1 ainsi de´finies.
Pour ǫ = ±1, ϕǫ(ih) = ǫ, ϕǫ(−ih) = −ǫ. Pour i ∈ I \ {ih,−ih}, si ϕ0(i) = ±j, avec
j ∈ {1, ..., jϕ0}, on a ϕǫ(i) = ±(j+1). Si ϕ appartient a` une fibre a` 1 e´le´ment, les espaces
ALϕM♮, ALϕ et l’ensemble A+Qϕ se de´crivent comme ci-dessus, en remplac¸ant I˜ par I. Si ϕ
est l’un des e´le´ments ϕ±1 d’une fibre a` 3 e´le´ments, les espaces ALϕM♮ et ALϕ se de´crivent
de meˆme. L’ensemble A+Qϕ est forme´ des ζ ∈ AL˜ϕ tels que
ζϕ,jϕ > ... > ζϕ,2, ζϕ,2 + ζϕ,1 > 0, ζϕ,2 − ζϕ,1 > 0.
Le sous-groupe parabolique Qϕ appartient a` F˜(M♮) si et seulement si l’ensemble A+Qϕ
contient un e´le´ment de AT ′′, c’est-a`-dire un e´le´ment ζ pour lequel ζ1 = ζ−1 = 0. La
description ci-dessus montre que, si ϕ appartient a` une fibre a` 1 e´le´ment, cette condition
e´quivaut a` ϕ(1) = ϕ(−1) = 0. Si ϕ est un e´le´ment ϕ±1 d’une fibre a` 3 e´le´ments, elle
e´quivaut a` ϕ(1), ϕ(−1) ∈ {±1}. Il revient au meˆme de dire que, si ϕ est l’e´le´ment ϕ0
d’une fibre a` 3 e´le´ments, la condition e´quivaut a` ϕ(1) = ϕ(−1) = 0. Notons Φ˜(M♮)
le sous-ensemble des ϕ ∈ Φ(M♮) tels que ϕ(1) = ϕ(−1) = 0. Alors l’application ϕ 7→
Qϕ se restreint en une bijection de Φ˜(M♮) sur F˜(M♮). L’application qui a` ϕ associe sa
restriction a` I˜ est une bijection de Φ˜(M♮) sur Φ(M˜). Elle parame`tre une bijection de
F˜(M♮) sur F(M˜). En utilisant les descriptions ci-dessus, on ve´rifie qu’elle posse`de toutes
les proprie´te´s indique´es dans l’e´nonce´ et c’est bien suˆr la seule possible. 
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Graˆce a` ce lemme, les proprie´te´s (3) et (4) ne sont autres que (1) et (2) pour le groupe
G˜.
Dans le cas non exceptionnel, on pourra affecter d’un˜les notations afin de les unifier
avec celles du cas exceptionnel. Par exemple, on notera F˜(M♮) = F(M♮) et, pour un
e´le´ment Q de cet ensemble, on notera τ˜Q = τQ. De meˆme, on notera dans ce cas ζ 7→ ζT ′′
l’application identite´ de AM♮.
10.4 Changement de fonction de troncature
On fixe S ∈ S et T ∈ T (Gx). On utilise les notations de 10.2 et 10.3. Fixons un Le´vi
minimal Mmin de G contenu dansM♮ et contenant AM♮. On fixe un sous-groupe compact
spe´cial Kmin de G(F ) en bonne position relativement a` Mmin. Il nous sert a` de´finir les
fonctions HQ sur G(F ) pour Q ∈ F(Mmin). Fixons Pmin = MminUmin ∈ P(Mmin) et
notons ∆min l’ensemble des racines simples de AMmin dans umin. Soit YPmin ∈ A+Pmin .
Pour tout P ′ ∈ P(Mmin), il y a un unique w ∈ W (G,Mmin) tel que wPminw−1 = P ′.
On pose YP ′ = wYPmin. La famille (YP ′)P ′∈P(Mmin) est (G,Mmin)-orthogonale et positive.
Pour g ∈ G(F ), de´finissons la famille Y(g) = (Y (g)Q)Q∈P(M♮) par
Y (g)Q = YQ −HQ¯(g).
Il est clair qu’il existe c1 > 0 tel que
(1) pour tout g ∈ G(F ) tel que σ(g) < c1inf{α(YPmin);α ∈ ∆min}, la famille Y(g)
est (G,M♮)-orthogonale et positive ; de plus Y (g)Q ∈ A+Q pour tout Q ∈ F(M♮).
On fixe un tel c1. Remarquons que, pour m ∈ M♮(F ), la famille Y(mg) se de´duit de
Y(g) par translations. Il en re´sulte que la famille Y(g) est (G,M♮)-orthogonale et positive
pour tout
g ∈M♮(F ){g′ ∈ G(F ); σ(g′) < c1inf{α(YPmin);α ∈ ∆min}}.
Pour un tel g, on pose
v˜(g) = ν(AT ′′)
∫
AT ′′ (F )
σ˜GM♮(HM♮(a),Y(g))da.
On a de´fini en 2.3 la fonction σT . Montrons que
(2) il existe c2 > 0 et un sous-ensemble compact ωT de t(F ) tels que les proprie´te´s
suivantes soient ve´rifie´es ; soient g ∈ G(F ) et X ∈ t(F )[S;> N−b]∩ (t′(F )× t′′(F )S) tels
que gf ♯x,ω(X) 6= 0 ; alors X ∈ ωT et σT (g) < c2log(N).
Preuve. Il suffit de reprendre la preuve du lemme 10.1. Les e´le´ments X ′ et X ′′ restent
dans des sous-ensembles compacts de t′(F ) et t′′(F ), ces sous-ensembles compacts, ainsi
que les suivants e´tant bien suˆr inde´pendants de X et g. On peut e´crire g = g′g′′γ, ou` γ
appartient a` un sous-ensemble compact de G(F ), g′ ∈ G′x(F ) et g′′ ∈ G′′(F ) sont tels que
g′−1X ′g′ et g′′−1X ′′g′′ appartiennent a` des sous-ensembles compacts de g′x(F ) et g
′′(F ).
D’apre`s 2.3(1), quitte a` multiplier g a` gauche par un e´le´ment de T (F ), on a
σ(g) << (1 + |log DG′x(X ′)|)(1 + |log DG′′(X ′′)|).
Pour X ∈ t(F )[S;> N−b], on a
|log DG′x(X ′)| << log(N), |log DG′′(X ′′)| << log(N).
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Donc σ(g) << log(N) et l’assertion s’ensuit. 
On fixe de tels ωT et c2 et on suppose de´sormais
c2log(N) < c1inf{α(YPmin);α ∈ ∆min}.
Puisque T ⊂M♮, v˜(g) est de´fini pour tout g satisfaisant la condition de (2). Le membre
de droite de l’e´galite´ de la proposition ci-dessous est donc bien de´fini.
Proposition. Il existe c > 0 et un entier N0 ≥ 1 tels que, si N ≥ N0 et
clog(N) < inf{α(YPmin);α ∈ ∆min},
on ait l’e´galite´∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)v˜(g)dg
pour tout X ∈ t(F )[S;> N−b] ∩ (t′(F )× t′′(F )S).
Preuve. Soit ZPmin ∈ A+Pmin . En remplac¸ant YPmin par cet e´le´ment, on construit une
famille Z(g) pour tout g ∈ G(F ). On impose
(3) c2log(N) < c1inf{α(ZPmin);α ∈ ∆min}.
Soit g ∈ G(F ) tel que σT (g) < c2log(N). Pour a ∈ AT ′′ , on a l’e´galite´∑
Q∈F˜(M♮)
σ˜QM♮(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′) = 1,
cf. 10.3(4). En se rappelant la de´finition ci-dessus de v˜(g), on peut e´crire
v˜(g) = ν(AT ′′)
∑
Q∈F˜(M♮)
v˜(Q, g),
ou`
v˜(Q, g) =
∫
AT ′′ (F )
σ˜GM♮(HM♮(a),Y(g))σ˜QM♮(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′)da.
De meˆme, soit X ∈ t′(F )× t′′(F )S. On a
κN,X′′(g) = ν(AT ′′)
∑
Q∈F˜(M♮)
κN,X′′(Q, g),
ou`
κN,X′′(Q, g) =
∫
AT ′′ (F )
κ(γ−1X′′ag)σ˜
Q
M♮
(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′)da.
On a
(4) les fonctions g 7→ v˜(Q, g) et g 7→ κN,X′′(Q, g) sont invariantes a` gauche par
T ′(F )AT ′′(F ).
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Soit t ∈ T ′(F )AT ′′(F ). On aHP ′(tg) = HM♮(t)+HP ′(g) pour tout P ′ ∈ P(M♮). Suppo-
sons t ∈ AT ′′(F ). Alors remplacer g par tg dans la de´finition de v˜(Q, g) ou de κN,X′′(Q, g)
revient a` changer la variable d’inte´gration a en at. Cela ne change pas l’inte´grale. Soit
maintenant t ∈ T ′(F ). On a T ′ ⊂ H , donc κ(γ−1X′′atg) = κ(γ−1X′′ag) pour tout a. On a
T ′ ⊂ G2 ⊂M♮, avec la notation de la preuve du lemme 10.2. Si l’on n’est pas dans le cas
exceptionnel, G2 est semi-simple et HM♮(t) = 0. On ne change donc rien en remplac¸ant
g par tg. Si l’on est dans le cas exceptionnel, ce ne sont pas les termes HP ′(g) qui inter-
viennent dans les de´finitions, mais leurs projections HP ′(g)T ′′. Or HM♮(t)T ′′ = 0 et, de
nouveau, remplacer g par tg ne change rien. Cela prouve (4).
Soit X ∈ t′(F )× t′′(F )S. Graˆce a` (4), on peut e´crire
(5)
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg = ν(AT ′′)
∑
Q∈F˜(M♮)
I(Q,X),
(6)
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)v˜(g)dg = ν(AT ′′)
∑
Q∈F˜(M♮)
J(Q,X),
ou`
I(Q,X) =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(Q, g)dg,
J(Q,X) =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)v˜(Q, g)dg.
Conside´rons d’abord les termes indexe´s par Q = G. Supposons
(7) sup{α(Zmin);α ∈ ∆min} ≤
{
inf{α(Ymin);α ∈ ∆min},
log(N)2.
Fixons un sous-ensemble compact ωT ′′ de t
′′(F ) tel que X ′′ ∈ ωT ′′ pour tout X ∈ ωT .
L’ensemble t(F )[S;> N−b] a e´te´ de´fini comme celui des X ∈ t(F ) tels que X ′ et X ′′
satisfassent certaines minorations. On de´finit t′′(F )S[> N−b] comme celui des X ′′ ∈
t′′(F )S ve´rifiant celles de ces minorations qui portent sur X ′′. On a
(8) il existe un entier N1 ≥ 1 tel que, pour tout N ≥ N1, pour tout g ∈ G(F ) tel
que σT (g) ≤ c2log(N) et tout X ′′ ∈ ωT ′′ ∩ t′′(F )S[> N−b], on ait l’e´galite´ κN,X′′(G, g) =
v˜(G, g).
Il suffit de prouver que pour tout a ∈ AT ′′(F ) tel que σ˜GM♮(HM♮(a),Z(g)) = 1, on
a l’e´galite´ σ˜GM♮(HM♮(a),Y(g)) = κN(γ−1X′′ag). La premie`re ine´galite´ de (5) entraˆıne que
l’enveloppe convexe de la famille (Z(g)P ′,T ′′)P ′∈P˜(M♮) est incluse dans celle de la famille
(Y (g)P ′,T ′′)P ′∈P˜(M♮). Alors l’hypothe`se σ˜
G
M♮
(HM♮(a),Z(g)) = 1 entraˆıne σ˜GM♮(HM♮(a),Y(g)) =
1. Munissons AM♮ d’une norme |.|. La deuxie`me ine´galite´ de (5) et l’hypothe`se sur g
entraˆınent une majoration |Z(g)P ′| << log(N)2 pour tout P ′ ∈ P(M♮). L’hypothe`se
σ˜GM♮(HM♮(a),Z(g)) = 1 entraˆıne alors σ(a) << log(N)2. D’apre`s 9.7(2), on a σ(γX′′) <<
1 + |log DG′′(X ′′)|. Puisque X ′′ ∈ t′′(F )S[> N−b], cela entraˆıne σ(γX′′) << log(N).
D’ou` σ(γ−1X′′ag) << log(N)
2. Mais on voit facilement qu’il existe c3 > 0 tel que, pour
tout g′ ∈ G(F ) tel que σ(g′) < c3N , on a κN (g′) = 1. Si N est assez grand, on a
σ(γ−1X′′ag) < c3N , donc κN(γ
−1
X′′ag) = 1. Cela prouve (8).
De (2) et (8) re´sulte l’e´galite´
(9) I(G,X) = J(G,X)
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pour tout N ≥ N1 et tout X ∈ t(F )[S;> N−b] ∩ (t′(F )× t′′(F )S).
Soit maintenant Q = LUQ ∈ F˜(M♮) avec Q 6= G. On de´compose les inte´grales
I(Q,X) =
∫
Kmin
∫
T ′(F )AT ′′ (F )\L(F )
∫
UQ¯(F )
u¯lkf
♯
x,ω(X)κN,X′′(Q, u¯lk)du¯δQ(l)dl dk,
J(Q,X) =
∫
Kmin
∫
T ′(F )AT ′′ (F )\L(F )
∫
UQ¯(F )
u¯lkf
♯
x,ω(X)v˜(Q, u¯lk)du¯δQ(l)dl dk.
Nous montrerons aux paragraphes 10.5 et 10.8 les proprie´te´s suivantes.
(10) Soient g ∈ G(F ) et u¯ ∈ UQ¯(F ) tels que σ(g), σ(u¯g) < c1inf{α(ZPmin);α ∈
∆min}. Alors on a l’e´galite´ v˜(Q, u¯g) = v˜(Q, g).
(11) Soit c4 > 0. Il existe c5 > 0 tel que si c5log(N) < inf{α(ZPmin);α ∈ ∆min},
les conditions suivantes soient ve´rifie´es. Soient X ′′ ∈ ωT ′′ ∩ t′′(F )S[> N−b], g ∈ G(F ) et
u¯ ∈ UQ¯(F ). Supposons σ(g), σ(u¯), σ(u¯g) < c4log(N). Alors on a l’e´galite´ κN,X′′(Q, u¯g) =
κN,X′′(Q, g) ;
Admettons ces proprie´te´s. Montrons
(12) il existe c5 > 0 tel que, si c5log(N) < inf{α(ZPmin);α ∈ ∆min}, on a les e´galite´s
I(Q,X) = J(Q,X) = 0 pour tout X ∈ t(F )[S;> N−b] ∩ (t′(F )× t′′(F )S).
Graˆce a` (2), on peut supposer X ∈ ωT . Conside´rons l’inte´grale I(Q,X). D’apre`s (2),
on peut limiter l’inte´grale sur T ′(F )AT ′′(F )\L(F ) aux e´le´ments l pour lesquels il existe
u¯ ∈ UQ¯(F ) et k ∈ Kmin tels que σT (u¯lk) < c2log(N). Un tel l est repre´sente´ par un
e´le´ment de L(F ) tel que σ(l) < c6log(N), pour une constante c6 convenable. Il existe
c7 > 0 tel que, pour l ve´rifiant l’ine´galite´ pre´ce´dente, pour k ∈ Kmin et pour u¯ ∈ UQ¯(F ),
l’ine´galite´ σ(u¯lk) < c2log(N) entraˆıne σ(u¯) < c7log(N). Soit c4 = c2+c7 et prenons pour
c5 le nombre issu de (11). Fixons k ∈ Kmin et l ∈ L(F ) tel que σ(l) < c6log(N). On a
alors
u¯lkf
♯
x,ω(X)κN,X′′(Q, u¯lk) =
u¯lkf
♯
x,ω(X)κN,X′′(Q, lk)
pour tout u¯ ∈ UQ¯(F ). En effet, si σ(u¯lk) ≥ c2log(N), les deux termes sont nuls d’apre`s
(2). Si σ(u¯lk) < c2log(N), on a aussi σ(u¯) < c7log(N), puis σ(lk) < c4log(N). La relation
(11) s’applique a` g = lk et u. Donc κN,X′′(Q, u¯lk) = κN,X′′(Q, lk) et l’e´galite´ affirme´e
s’ensuit. Il re´sulte de cette e´galite´ que, dans I(Q,X), l’inte´grale inte´rieure est simplement∫
UQ¯(F )
u¯lkf
♯
x,ω(X)du¯.
Or cette inte´grale est nulle d’apre`s le lemme 5.5(i), puisque Q 6= G. Donc I(Q,X) = 0.
On prouve de meˆme que J(Q,X) = 0.
Le terme ZPmin est un terme auxiliaire. Il est clair qu’il existe c > 0 et un entier
N2 ≥ 1 tels que, si N ≥ N2 et
clog(N) < inf{α(YPmin);α ∈ ∆min},
on peut choisir ZPmin satisfaisant les hypothe`ses (3) et (7) et celle de la relation (12). Si
on suppose de plus N ≥ N1, les conclusions de (9) et (12) s’appliquent. Alors les e´galite´s
(5) et (6) entraˆınent la conclusion de l’e´nonce´. 
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10.5 Preuve de la proprie´te´ 10.4(10)
Soient g et u¯ comme dans cette relation. Rappelons que
v˜(Q, g) =
∫
AT ′′ (F )
σ˜GM♮(HM♮(a),Y(g))σ˜QM♮(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′)da.
Les fonctions ζ 7→ σ˜QM♮(ζ,Y(g)) et ζ 7→ τ˜Q(ζ − Z(g)Q,T ′′) ne de´pendent de g que par
l’interme´diaire des termes HP¯ ′(g) pour des sous-groupes paraboliques P
′ ∈ F˜(M♮) tels
que P ′ ⊂ Q. Elles ne changent donc pas quand on remplace g par u¯g. On peut alors fixer
a ∈ AT ′′(F ) tel que
σ˜QM♮(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′) 6= 0
et prouver que
(1) σ˜GM♮(HM♮(a),Y(g)) = σ˜GM♮(HM♮(a),Y(u¯g)).
Supposons que l’on n’est pas dans le cas exceptionnel. Tout sous-groupe parabolique
P ′ ∈ P(M♮) tel que P ′ ⊂ Q de´termine une chambre AL,+P ′ dans AL. Posons ζ = HM♮(a),
fixons un tel P ′ de sorte que projLM♮(ζ) ∈ Cl(AL,+P ′ ), ou`, pour tout sous-ensemble E de
AM♮, Cl(E) de´signe sa cloˆture. Montrons que
(2) ζ ∈ Cl(A+P ′).
D’apre`s 10.3(1), l’hypothe`se sur a signifie que ζ est la somme d’un e´le´ment ζ ′ ∈ A+Q et
d’un e´le´ment ζ ′′ dans l’enveloppe convexe des Z(g)P ′′, pour P
′′ ∈ P(M♮) tel que P ′′ ⊂ Q.
Soit α une racine de AM♮ dans g, positive pour P
′. Si α intervient dans uQ, α est positive
pour tous les P ′′ ci-dessus. Or Z(g)P ′′ ∈ A+P ′′ d’apre`s 10.4(1), donc α(Z(g)P ′′) > 0. Il en
re´sulte que α(ζ ′′) > 0. On a aussi α(ζ ′) > 0, donc α(ζ) > 0. Si maintenant α intervient
dans uP ′ ∩ l, on a α(ζ) = α(projLM♮(ζ)) ≥ 0 d’apre`s le choix de P ′. Cela prouve (2).
D’apre`s [A3] lemme 3.1, pour ζ ∈ Cl(A+P ′), la condition σ˜GM♮(ζ,Y(g)) = 1 e´quivaut
a` certaines ine´galite´s portant sur ζ − Y (g)P ′. Cette condition ne de´pend de g que par
l’interme´diaire de HP¯ ′(g). Comme ci-dessus, elle est donc insensible au changement de g
en u¯g. Cela de´montre (1).
Dans le cas exceptionnel, on utilise le lemme 10.3 pour interpre´ter nos fonctions
comme leurs analogues pour le groupe G˜. dans ce groupe, on peut faire le meˆme raison-
nement que ci-dessus et on obtient la meˆme conclusion. 
10.6 Calcul d’un polynoˆme
On aura besoin du lemme ci-dessous. Soient F un corps alge´briquement clos, l un
entier tel que l ≥ 1 et R = R(T ) un polynoˆme en une indetermine´e, a` coefficients
dans F, de degre´ l − 1 et de coefficient dominant 1. Introduisons le polynoˆme en l + 1
inde´termine´es
Q = Q(T, S1, ..., Sl) =
∏
j=1,...,l
(T − Sj),
et la fraction rationnelle
P = P (T, S1, ..., Sl) = 1 +
∑
j=1,...,l
(T + Sj)R(Sj)
(T − Sj)
∏
j′=1,...,l;j′ 6=j(Sj − Sj′)
.
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Lemme. On a l’e´galite´
P (T, S1, ..., Sl) =
2TR(T )
Q(T, S1, ..., Sl)
.
Preuve. Introduisons le polynoˆme
∆ = ∆(S1, ..., Sl) =
∏
j,j′=1,...,l;j<j′
(Sj − Sj′).
Par re´duction au meˆme de´nominateur,
P =
P♭
∆Q
ou`
P♭ = P♭(T, S1, ..., Sl) = ∆Q+∑
j=1,...,l
(−1)j−1(T + Sj)R(Sj)
∏
j′=1,...,l;j′ 6=j
(T − Sj′)
∏
j′,j′′=1,...,l;j′<j′′;j′,j′′ 6=j
(Sj′ − Sj′′).
La fraction rationnelle P est syme´trique en les Sj . Alors le polynoˆme P♭ est anti-
syme´trique et donc divisible par ∆ : il existe un polynoˆme P♮ = P♮(T, S1, ..., Sl) tel
que P♭ = P♮∆. Le polynoˆme P♭ est de degre´ au plus l en T . Le coefficient de T
l est
∆ +
∑
j=1,...,l
(−1)j−1R(Sj)
∏
j′,j′′=1,...,l;j′<j′′;j′,j′′ 6=j
(Sj′ − Sj′′).
Ce polynoˆme en les Sj est divisible par ∆. Or son degre´ total est infe´rieur ou e´gal a`
celui de ∆. Il est donc proportionnel a` ∆. On calcule le coefficient de proportionnalite´
en calculant le coefficient de Sl−11 S
l−2
2 ...Sl−1. On obtient que ce coefficient est 2. On en
de´duit que le polynoˆme P♮ est de degre´ l en T et que son coefficient dominant est 2. Pour
T = Sj, on calcule
P♭(Sj, S1, ..., Sl) = 2SjR(Sj)∆.
Donc
P♮(Sj, S1, ..., Sl) = 2SjR(Sj).
Alors P♮(T, S1, ..., Sj) et 2TR(T ) sont des polynoˆmes de degre´ l en T , de meˆme coefficient
dominant, et prenant les meˆmes valeurs aux l points T = Sj. Ils sont donc e´gaux. On
obtient P♭ = 2TR(T )∆ et la formule de l’e´nonce´ s’ensuit. 
10.7 Re´seaux spe´ciaux et extension de corps de base
Pour ce paragraphe, on oublie les de´finitions de l’espace Z et du re´seau R. Pour toute
extension finie F ′ de F , on note VF ′ = V ⊗F F ′. La forme q se prolonge en une forme
F ′-biline´aire qF ′ sur VF ′. Si R est un oF -re´seau de V , on note RF ′ = R⊗oF oF ′. Soient R
un oF -re´seau de V et R
′ un oF ′-re´seau de VF ′. Notons K, resp. K
′, le stabilisateur de R
dans G(F ), resp. de R′ dans G(F ′). Disons que R et R′ sont compatibles s’ils ve´rifient
les deux conditions
(1) R′ ∩ V = R ;
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(2) K ′ ∩G(F ) = K.
Remarquons que la premie`re condition entraˆıne K ′ ∩ G(F ) ⊂ K : un e´le´ment de
K ′∩G(F ) conserve R′ et V , donc aussi leur intersection R. On peut aussi bien remplacer
(2) par
(2’) K ⊂ K ′.
Lemme. Soit R un re´seau spe´cial de V . Il existe une extension finie E de F telle que,
pour toute extension finie F ′ de E, il existe un re´seau spe´cial R′ de VF ′ qui soit compatible
avec R.
Preuve. On imagine qu’il y a une de´monstration immobilie`re ge´ne´rale. Donnons une
de´monstration d’alge`bre line´aire e´le´mentaire. On a la proprie´te´ e´vidente
(3) soient F ′ une extension finie de F , F ′′ une extension finie de F ′, R′ un re´seau de
VF ′ et R
′′ un re´seau de VF ′′ ; supposons R
′ compatible avec R et R′′ compatible avec R′ ;
alors R′′ est compatible avec R.
On a d’autre part
(4) si dan(V ) ≤ 1, le lemme est ve´rifie´ pour E = F .
En effet, pour toute extension finie F ′ de F , le re´seau RF ′ est compatible avec R. Si
dan(V ) ≤ 1, RF ′ est spe´cial, d’ou` (4).
A l’aide de ces deux proprie´te´s, un raisonnement par re´currence descendante sur
dan(V ) montre qu’il suffit de prouver l’assertion suivante
(5) si dan(V ) ≥ 2, il existe une extension finie F ′ de F et un re´seau spe´cial R′ de VF ′
tels que dan(VF ′) < dan(V ) et R
′ soit compatible avec R.
On choisit comme en 7.1 une de´composition orthogonale V = Z ⊕ Van, un en-
tier c tel qu’il existe v ∈ Van de sorte que valF (q(v)) = c, et une base hyperbolique
(vi)i=±1,...,±n de sorte que R soit la somme du re´seau Ran forme´ des e´le´ments v ∈ Van tels
que valF (q(v)) ≥ c et du re´seau RZ engendre´ par les vi et les ̟cFv−i pour i = 1, ..., n.
Supposons dan(V ) = 2. Il existe une extension quadratique E de F et un e´le´ment λ ∈ F×
tel que valF (λ) = c, de sorte que l’on puisse identifier Van a` E et la restriction qan de q
a` Van a` la forme quadratique (v, v
′) 7→ λTraceE/F (τ(v)v′), ou` τ l’e´le´ment non trivial de
Gal(E/F ). L’espace Van,E s’identifie a` un espace de dimension 2 sur E, muni d’une base
(w+, w−), et qan,E a` la forme
(x+w+ + x−w−, y+w+ + y−w−) = λ(x+y− + x−y+).
L’espace Van est forme´ des x+w++x−w− ∈ Van,E tels que x− = τ(x+). Posons vn+1 = w+,
v−n−1 = λ
−1w−. Alors (vi)i=±1,...,±(n+1) est une base hyperbolique de VE . Notons R
′ le
oE-re´seau de VE engendre´ par les vi et les ̟
c
Fv−i pour i = 1, ..., n + 1. Il est spe´cial.
Montrons que R′ est compatible avec R. Remarquons que R′ est la somme de RZ,E et du
re´seau R′an engendre´ par w+ et w−. Pour prouver que R
′∩V = R, il suffit de prouver que
R′an∩Van = Ran. Le re´seau R′an∩Van, resp. Ran, est forme´ des xw++τ(x)w−, avec x ∈ E,
tels que x ∈ oE , resp. valF (xτ(x)) ≥ 0. Ces deux dernie`res conditions sont e´quivalentes,
d’ou` l’assertion. Montrons que K ⊂ K ′. Soit k ∈ K. Il suffit de prouver que, pour tout
e´le´ment v de la base de R′, on a kv ∈ R′. Si v = vi ou ̟cF v−i avec i = 1, ..., n, on a
v ∈ R, donc kv ∈ R ⊂ R′. On peut remplacer les deux e´le´ments de base restants par w+
et w−. Ecrivons
kw+ = x+w+ + x−w− +
∑
i=1,...,n
(xivi +̟
c
Fx−iv−i),
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kw+ = y+w+ + y−w− +
∑
i=1,...,n
(yivi +̟
c
Fy−iv−i).
Soit i = 1, ..., n. On a ̟cFx−i = qE(kw+, vi) = qE(w+, k
−1vi). On a de´ja` prouve´ que k
−1vi
appartenait a` R′, donc qE(w+, k
−1vi) ∈ ̟cFoE , puis x−i ∈ oE . De meˆme xi, y−i et yi
appartiennent a` oE . On a qE(w+) = 0, donc qE(kw+) = 0, ce qui s’e´crit
λx+x− +
∑
i=1,...,n
̟cFxix−i = 0.
D’apre`s ce que l’on vient de de´montrer, cela entraˆıne x+x− ∈ oE. De meˆme, y+y− ∈ oE.
L’automorphisme galoisien τ de E induit un automorphisme antiline´aire de VE que l’on
note aussi τ . On a τ(v±i) = v±i pour i = 1, ..., n, τ(w+) = w− et τ(w−) = w+. Puisque
k ∈ G(F ), il commute a` τ , donc kw− = τ(kw+), d’ou` y− = τ(x+) et y+ = τ(x−). On a
qE(w+, w−) = λ, donc qE(kw+, kw−) = λ, ce qui s’e´crit
λ(x+τ(x+) + x−τ(x−)) +̟
c
F
∑
i=1,...,n
(xiy−i + x−iy−) = λ.
Cela entraˆıne x+τ(x+) + x−τ(x−) ∈ oE . Si par exemple x+ 6∈ oE, cette relation implique
que x− n’appartient pas non plus a` oE . Alors, la relation x+x− ∈ oE n’est pas ve´rifie´e,
contrairement a` ce que l’on a de´ja` prouve´. Cette contradiction prouve que x+ ∈ oE. De
meˆme, x−, y+ et y− appartiennent a` oE . Alors kw+ et kw− appartiennent a` R
′ comme
on le voulait. Cela prouve (4) sous l’hypothe`se dan(V ) = 2.
Supposons dan(V ) = 3. Soit E l’extension quadratique non ramifie´e de F et τ
l’e´le´ment non trivial de Gal(E/F ). On peut identifier Van a` E ⊕ F et qan a` une forme
(w ⊕ z, w′ ⊕ z′) 7→ λµTraceE/F (τ(w)w′) + 2λνzz′,
ou` λ, µ, ν ∈ F×, valF (λ) = c et, ou bien µ = 1 et valF (ν) = 1, ou bien ν = 1 et
valF (µ) = 1. Le re´seau Ran s’identifie a` oE ⊕ oF . L’espace Van,E s’identifie a` un espace
de dimension 3 sur E muni d’une base (w+, w−, w0) de sorte que la forme qan,E s’e´crive
q(x+w+ + x−w− + x0w0, y+w+ + y−w− + y0w0) = λµ(x+y− + x−y+) + 2λνx0y0.
Parce que E est non ramifie´e sur F , Ran,E s’identifie au oE-re´seau engendre´ par les
e´le´ments de base. Posons vn+1 = w+, v−n−1 = λ
−1µ−1w−. La famille (vi)i=±1,...,±(n+1) est
un syste`me hyperbolique maximal de VE et w0 est une base de son orthogonal. Le re´seau
RE est engendre´ sur oE par les vi et les ̟
c
Fv−i pour i = 1, ..., n, les e´le´ments vn+1 et w0
et l’e´le´ment ̟cF v−n−1, resp. ̟
c+1
F v−n−1, si µ = 1, resp. ν = 1. Il est compatible avec R
mais n’est pas spe´cial (dans le cas ou` µ = 1, la droite Fw0 ne repre´sente aucun e´le´ment
de valuation c). Ne´anmoins, graˆce a` (3), il suffit de trouver une extension F ′ de E et un
re´seau spe´cial R′ de VF ′ qui soit compatible a` RE . Introduisons une racine carre´e z de
µν, soit F ′ = E(z) et R′ le re´seau de VF ′ engendre´ par les vi et les ̟
c
Fv−i pour i = 1, ..., n
et par
- vn+1, ̟
c
Fv−n−1 et z
−1w0 si µ = 1 ;
- z−1vn+1, ̟
c
F zv−n−1 et w0 si ν = 1.
Ce re´seau est spe´cial. Il est clair que R′∩VE = RE . Notons KE le stabilisateur de RE
dans G(E) et K ′ celui de R′ dans G(F ′). Il reste a` prouver que KE ⊂ K ′. Introduisons le
re´seau RF ′, qui est aussi e´gal a` (RE)F ′, et son dual R
∗
F ′ = {v ∈ VF ′; ∀w ∈ RF ′, qF ′(v, w) ∈
oF ′}. On ve´rifie que
R′ = z−1RF ′ ∩̟cFR∗F ′ ∩ {v ∈ VF ′; valF ′(qF ′(v)) ≥ valF ′(λ)}.
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Un e´le´ment de KE stabilise force´ment RF ′, donc aussi son dual, et il stabilise aussi le
dernier ensemble ci-dessus. Donc il stabilise R′ et appartient a` K ′. Cela prouve (4) sous
l’hypothe`se dan(V ) = 3.
Supposons enfin dan(V ) = 4. Avec les meˆmes notations que dans le cas pre´ce´dent, on
peut identifier Van a` E ⊕ E et qan a` la forme
(w1 ⊕ w2, w′1 ⊕ w′2) = λTraceE/F (τ(w1)w′1) +̟FλTraceE/F (τ(w2)w′2).
Introduisons une racine carre´e z de ̟F , posons F
′ = E(z). On ve´rifie comme dans le cas
pre´ce´dent que le re´seau R′ = z−1RF ′ ∩ λR∗F ′ de VF ′ satisfait les conditions de (4). Cela
ache`ve la preuve. 
Revenons au re´seau R que l’on a fixe´ en 7.2. On lui a impose´ d’eˆtre somme d’un
re´seau de V0 et d’un re´seau de Z engendre´ par des e´le´ments proportionnels aux e´le´ments
vi pour i = ±1, ...,±r. La preuve du lemme montre que l’on peut imposer aux re´seaux
R′ de l’e´nonce´ de ve´rifier les meˆmes conditions.
10.8 Preuve de la relation 10.4(11)
On va e´largir les hypothe`ses sur la fonction X ′′ 7→ γX′′. Celles que l’on impose dans
ce paragraphe sont
(1) il existe un sous-ensemble compact Ω de Ξ+ S +Σ tel que X ′′Σ = γ
−1
X′′X
′′γX′′ ∈ Ω
pour tout X ′′ ∈ ωT ′′ ∩ t′′(F )S ;
(2) il existe c1 > 0 tel que σ(γX′′) < c1log(N) pour tout X
′′ ∈ ωT ′′ ∩ t′′(F )S[> N−b].
La fonction que nous avons utilise´e jusque-la` ve´rifie ces hypothe`ses : (1) re´sulte de
9.7(1) et on a vu dans la preuve de 10.4(8) que 9.7(2) entraˆınait (2).
Soit Q = LUQ ∈ F˜(M♮). On note Σ+Q l’ensemble des racines de AM♮ dans uQ.
Lemme. Soit c > 0. Il existe c′ > 0 tel que la proprie´te´ suivante soit ve´rifie´e. Soient a ∈
AT ′′(F ), g ∈ G(F ), u¯ ∈ UQ¯(F ) etX ∈ ωT ′′∩t′′(F )S[> N−b]. On suppose σ(g), σ(u¯), σ(u¯g) <
clog(N) et α(HM♮(a)) > c
′log(N) pour tout α ∈ Σ+Q. Alors on a l’e´galite´ κN (γ−1X′′au¯g) =
κN(γ
−1
X′′ag).
Preuve. Soient E une extension finie de F ve´rifiant la condition du lemme pre´ce´dent
et F ′ une extension finie de E. Fixons un re´seau R′ de VF ′ ve´rifiant la conclusion de ce
lemme. Comme on l’a dit, on peut supposer qu’il ve´rifie des proprie´te´s analogues a` celles
que l’on a impose´es a` R. A l’aide de ce re´seau, on construit la fonction κF
′
N sur G(F
′)
analogue a` κN . On ve´rifie que la restriction a` G(F ) de la fonction κ
F ′
NvalF ′ (̟F )
est e´gale
a` κN . Le lemme se de´duit alors du meˆme lemme ou` le corps des scalaires a e´te´ e´tendu a`
F ′. On va maintenant oublier ces constructions, en retenant que l’on a le droit d’e´tendre
le corps F . En particulier, on peut supposer les tores T et H ′′S de´ploye´s.
Dans tout ce qui suit, les e´le´ments X ′′ sont implicitement suppose´s appartenir a`
ωT ′′ ∩ t′′(F )S. Montrons que l’on peut changer de fonction X ′′ 7→ γX′′ . Conside´rons une
fonction X ′′ 7→ γX′′ soumise aux conditions (1) et (2) ci-dessus, et notons ici X ′′ 7→ γX′′
la fonction initiale, soumise aux conditions de 9.7. On pose X ′′Σ = γ
−1
X′′X
′′γX′′ et X
′′
Σ =
γ−1
X′′
X ′′γ
X′′
. D’apre`s le lemme 9.5, pour tout X ′′ ∈ t′′(F )S, il y a d’uniques e´le´ments
u(X ′′) ∈ U ′′(F ) et t(X ′′) ∈ H ′′S(F ) tels que X ′′Σ = u(X ′′)−1t(X ′′)−1X ′′Σt(X ′′)u(X ′′). On
a t(X ′′)−1X ′′Σt(X
′′) ∈ Ξ + S + Λ. D’apre`s le lemme 9.3, les coefficients de u(X ′′) et
t(X ′′)−1X ′′Σt(X
′′) sont polynomiaux en ceux de X ′′Σ. Ce dernier terme reste dans un
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compact, donc u(X ′′) et t(X ′′)−1X ′′Σt(X
′′) sont borne´s. Reprenons la preuve du lemme
10.1, pre´cise´ment celle de l’assertion (3). On voit que le fait que t(X ′′)−1X ′′Σt(X
′′) soit
borne´ entraˆıne une majoration σ(t(X ′′)) << 1 + |log|QS(X ′′)|F |. Pour X ′′ ∈ t′′(F )S[>
N−b], on a donc σ(t(X ′′)) << log(N). Puisque les images de X ′′ par les conjugaisons
par γX′′ et par γX′′t(X
′′)u(X ′′) sont e´gales, il existe y(X ′′) ∈ T ′′(F ) tel que γX′′ =
y(X ′′)γ
X′′
t(X ′′)u(X ′′). Les majorations (2) pour nos deux fonctions et celles que nous
venons de de´montrer impliquent σ(y(X ′′)) << log(N) pour X ∈ t(F )[S;> N−b]. Soient
c, a, g, u¯ etX ′′ comme dans le lemme. Puisque κN est invariante a` gauche par U(F )H(F ),
on a
κN(γ
−1
X′′au¯g) = κN(γ
−1
X′′
au¯′g′),
κN (γ
−1
X′′ag) = κN(γ
−1
X′′
ag′),
ou` g′ = y(X ′′)−1g, u¯′ = y(X ′′)−1u¯y(X ′′). Il existe c > 0 (inde´pendant des variables)
tel que σ(g′), σ(u¯′) σ(u′g′) < clog(N). Supposons le lemme de´montre´ pour la fonction
X ′′ 7→ γ
X′′
. A c, ce lemme associe une constante c′. Les e´galite´s ci-dessus montrent que,
pour la fonction X ′′ 7→ γX′′ , la conclusion du lemme est valide pour la constante c′ = c′.
Le meˆme calcul s’applique dans l’autre sens : la validite´ du lemme pour la fonction
X ′′ 7→ γX′′ entraˆıne sa validite´ pour la fonction X ′′ 7→ γX′′ .
De´montrons maintenant le lemme dans le cas ou` r = 0. Comme en 9.4, on introduit
des coordonne´es en posant
X ′′Σ = S + c(v0, [z0wS] +
∑
j=±1,...,±m
zjwj),
ou`, comme en 9.6, les termes entre crochets n’existent que si d est pair. Le tore T ′′ e´tant
de´ploye´, on peut introduire un syste`me hyperbolique maximal (ǫ±k)k=1,...,l de V
′′
0 forme´
de vecteurs propres pour T ′′. On note xk la valeur propre de X
′′ sur ǫk. Soit k = 1, ..., l,
posons
γ−1X′′ǫk = Y (2ν0)
−1v0 + [y0wS] +
∑
j=±1,...±m
yjwj,
γ−1X′′ǫ−k = Y
′(2ν0)
−1v0 + [y
′
0wS] +
∑
j=±1,...±m
y′jwj.
Ces e´le´ments sont vecteurs propres de X ′′Σ, de valeurs propres xk et −x−k. Cela se traduit
par les e´galite´s
sjyj + zjY = xkyj, −sjy−j + z−jY = xky−j, [z0Y = xky0],
sjy
′
j + zjY
′ = −xky′j, −sjy′−j + z−jY ′ = −xky′−j, [z0Y ′ = −xky′0],
ou` j = 1, ..., m et les sj sont les valeurs propres de S. Supposons X ∈ t(F )[S;> N−b]
Alors QS(X
′′) 6= 0, a fortiori xk±sj 6= 0 pour tous j, k et les e´galite´s ci-dessus impliquent
yj =
zjY
xk − sj , y−j =
z−jY
xk + sj
[y0 =
z0Y
xk
],
y′j =
zjY
′
−xk − sj , y
′
−j =
z−jY
′
−xk + sj [y
′
0 =
z0Y
′
−xk ],
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On a d’autre part l’e´galite´ q(γ−1X′′ǫk, γ
−1
X′′ǫ−k) = 1. Les formules pre´ce´dentes traduisent
cette e´galite´ par Y Y ′P (X ′′) = 2ν0, ou`
P (X ′′) = 1− [4ν0νS z
2
0
x2k
]− 2ν0
∑
j=1,...,m
zjz−j(
1
(xk − sj)2 +
1
(xk + sj)2
).
En utilisant les e´galite´s 9.4(1) et (2), on obtient
P (X ′′) = 1 + [
∏
k′=1,...,l;k′ 6=k x
2
k′∏
j=1,...,m s
2
j
]−
∑
j=1,...,m
(x2k + s
2
j)
∏
k′=1,...,l;k′ 6=k(s
2
j − x2k′)
(s2j − x2k)[s2j ]
∏
j′=1,...,m;j′ 6=j(s
2
j − s2j′)
.
Cette expression est calcule´e par le lemme 10.6. En effet, si d est impair, on a l = m. On
prend pour polynoˆme R(T ) =
∏
k′=1,...,l;k′ 6=k(T − x2k′) et on remplace les inde´termine´es
T , S1, ...,Sl de 10.6 par x
2
k, s
2
1,...,s
2
m. Si d est pair, on a l = m + 1. On prend le meˆme
polynoˆme R(T ) et on remplace les inde´termine´es par x2k, 0, s
2
1,...,s
2
m. Le lemme 10.6
conduit ainsi a` l’e´galite´
(3) Y Y ′ = 2ν0
R1(X
′′)
R2(X ′′)
,
ou`
(4) R1(X
′′) =
∏
j=1,...,m
(s2j − x2k),
R2(X
′′) =
{ −2x2k∏k′=1,...,l;k′ 6=k(x2k′ − x2k), si d est impair,
2
∏
k′=1,...,l;k′ 6=k(x
2
k′ − x2k), si d est pair.
Rappelons que
QS(X
′′) =
∏
j=1,...,m;k′=1,...,l
(s2j − x2k′).
On peut donc aussi e´crire Y Y ′Q(X ′′) = QS(X
′′), ou` Q est un polynoˆme sur t′′(F ).
Puisque X ′′ reste dans un compact, valF (Q(X
′′)) est minore´, donc valF (Y Y
′) <<
valF (QS(X
′′)). Supposons X ′′ ∈ t′′(F )S[> N−b]. Alors valF (QS(X ′′)) << log(N). On
a aussi σ(γX′′) << log(N), donc valF (Y ), valF (Y
′) >> −log(N). On en de´duit
valF (Y ), valF (Y
′) << log(N).
Remarquons que Y = q(γ−1X′′ǫk, v0) = q(ǫk, γX′′v0) et de meˆme Y
′ = q(ǫ−k, γX′′v0). Cela
de´montre que
(5) on a valF (q(ǫ±k, γX′′v0)) << log(N) pour tout k = 1, ..., l et tout X ∈ ωT ′′ ∩
t′′(F )S[> N−b].
Conside´rons l’ensemble EN des a ∈ AT ′′(F ) tels qu’il existe g ∈ G(F ) et X ′′ ∈
ωT ′′ ∩ t′′(F )S[> N−b] de sorte que σ(g) < c log(N) et κN (γ−1X′′ag) = 1. Puisque T ′′ est
de´ploye´, on a AT ′′ = T
′′ et tout a ∈ AT ′′(F ) est de´termine´ par ses valeurs propres ak sur
les vecteurs ǫk. Montrons que
(6) on peut fixer c2 > 0 tel que
(i) valR(g
−1v)− valR(v) > −c2log(N) pour tout v ∈ V , v 6= 0, et tout g ∈ G(F ) tel
que σ(g) < c log(N) ;
(ii) valR(γX′′v0) > −c2log(N) pour tout X ′′ ∈ ωT ′′ ∩ t′′(F )S[> N−b] ;
(iii) valR(a
−1v)− valR(v) > −N − c2log(N) pour tout v ∈ V , v 6= 0, et tout a ∈ EN .
Les deux premie`res majorations sont aise´es. Montrons la troisie`me. Soient a ∈ EN ,
g tel que σ(g) < c log(N) et X ′′ ∈ ωT ′′ ∩ t′′(F )S[> N−b] tels que κN(γ−1X′′ag) = 1.
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Cette condition signifie que valR(g
−1a−1γX′′v0) ≥ −N . Graˆce a` (6)(i), elle entraˆıne
valR(a
−1γX′′v0) +N >> −log(N). Donc
valF (q(a
−1γX′′v0, ǫ±k)) +N >> −log(N)
pour tout k. On a
q(a−1γX′′v0, ǫ±k) = q(γX′′v0, aǫ±k) = a
±1
k q(γX′′v0, ǫ±k).
La majoration pre´ce´dente et (5) entraˆınent
±valF (ak) +N >> −log(N),
et on en de´duit la majoration (6)(iii).
Enfin
(7) il existe c′ > 0 ve´rifiant la proprie´te´ suivante ; pour tout a ∈ AT ′′(F ) tel que
α(HM♮(a)) > c
′log(N) pour tout α ∈ Σ+Q, pour tout u¯ ∈ UQ¯(F ) tel que σ(u¯) < c log(N)
et tout v ∈ V , v 6= 0, on a valR(au¯a−1v − v) > 3c2log(N).
En effet, les valuations des coefficients de u¯ − 1, disons dans une base de R, sont
minore´s par −c3log(N), pour une constante c3 convenable. On en de´duit que les valua-
tions des coeffients de au¯a−1−1 sont minore´s par −c3log(N)+ inf{α(HM♮(a));α ∈ Σ+Q}.
L’assertion s’ensuit.
La constante c′ e´tant maintenant fixe´e, soient a, g, u¯ et X ′′ comme dans l’e´nonce´. Si
a 6∈ EN , on a κN (γ−1X′′au¯g) = κN (γ−1X′′ag) = 0. Supposons a ∈ EN . D’apre`s la de´finition de
κN , pour prouver l’e´galite´ κN (γ
−1
X′′au¯g) = κN(γ
−1
X′′ag), il suffit de prouver que valR(v) ≥
−N , ou`
v = g−1u¯−1a−1γX′′v0 − g−1a−1γX′′v0.
On pose v1 = gv, v2 = av1, v3 = γX′′v0. On a v2 = au¯
−1a−1v3 − v3 et
valR(v) = valR(v)− valR(v1) + valR(v1)− valR(v2) + valR(v2)− valR(v3) + valR(v3).
Les minorations (6) et (7) entraˆınent la minoration valR(v) ≥ −N cherche´e.
Passons au cas ge´ne´ral ou` on ne suppose plus r = 0. On peut fixer un e´le´ment
P♮ = M♮U♮ ∈ P˜(M♮) et se borner a` conside´rer des a ∈ AT ′′(F ) tels que HM♮(a) ∈ Cl(A+P♮).
Si P♮ n’est pas inclus dans Q, l’assertion a` prouver est vide car il n’y a pas de tels a pour
lesquels α(HM♮(a)) > 0 pour tout α ∈ Σ+Q. On suppose donc P♮ ⊂ Q. Montrons que
(8) il existe δ ∈ G′′(F ) tel que δP♮δ−1 ⊂ P¯ et A ⊂ δAT ′′δ−1.
Puisque A ⊂ G′′ et AT ′′ = T ′′ est un sous-tore maximal de G′′, on peut en tout cas
trouver δ ∈ G′′(F ) tel que δ−1Aδ ⊂ AT ′′ . On a alors δ−1P¯ δ ∈ F(M♮). Supposons que l’on
n’est pas dans le cas exceptionnel. Fixons un e´le´ment P ′ ∈ P(M♮) tel que P ′ ⊂ δ−1P¯ δ.
Le Le´vi M♮ a une forme particulie`re : il est produit d’un groupe spe´cial orthogonal et de
groupes GL(1). On sait qu’alors deux e´le´ments de P(M♮) sont conjugue´s par un e´le´ment
de NormG(F )(M♮). Si d est impair ou si W
′ = {0}, l’application naturelle
NormG′′(F )(AT ′′)→ NormG(F )(M♮)/M♮(F )
est surjective. Donc P♮ et P
′ sont conjugue´s par un e´le´ment de NormG′′(F )(AT ′′). Quitte
a` multiplier δ a` droite par un e´le´ment de cet ensemble, on peut supposer P ′ = P♮ et la
conclusion de (6) est ve´rifie´e. Supposons d pair et W ′ 6= {0}. Fixons w′ ∈ W ′ tel que
q(w′) 6= 0. Identifions G′′+ a` un sous-groupe de G en faisant agir un e´le´ment g ∈ G′′+
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par det(g) sur Fw′ et par l’identite´ sur l’orthogonal de w′ dans W ′. Alors l’application
naturelle
NormG′′+(F )(AT ′′)→ NormG(F )(M♮)/M♮(F )
est surjective, donc P♮ = g
−1P ′g pour un e´le´ment g ∈ NormG′′+(F )(AT ′′). Si g ∈ G′′(F ),
on conclut comme ci-dessus. Sinon, on remarque que A n’est pas un sous-tore maximal
de G′′, car A fixe le vecteur v0 ∈ V ′′. L’inclusion δ−1Aδ ⊂ AT ′′ est stricte et on voit qu’il
existe un e´le´ment y ∈ NormG′′+(F )(AT ′′) tel que det(y) = −1 et la conjugaison par y fixe
tout point de δ−1Aδ. Cette conjugaison conserve donc P ′ et on peut remplacer g par yg,
ce qui nous rame`ne au cas pre´ce´dent.
Dans le cas exceptionnel, on ve´rifie que δ−1P¯ δ appartient a` F˜(M♮). On remplace dans
la preuve ci-dessus les ensembles P(M♮) et NormG(F )(M♮) par P˜(M♮) et NormG(F )(AT ′′).
En utilisant le lemme 10.3, on voit que le raisonnement reste valable. Cela prouve (8).
Soient δ ve´rifiant (8) et a, g, u¯ et X ′′ comme dans l’e´nonce´. On a
κN (γ
−1
X′′au¯g) = κN (γ
−1
X′′
au¯g),
ou` X ′′ = δX ′′δ−1, γ
X′′
= δγX′′ , a = δaδ
−1, u¯ = δu¯δ−1, g = δg. On remarque que ces
termes ve´rifient les meˆmes hypothe`ses que les termes de de´part (avec une autre constante
c), mais avec le tore T ′′ et le sous-groupe parabolique P♮ remplace´s par δT
′′δ−1 et δP♮δ
−1.
Cela nous rame`ne a` de´montrer le lemme pour ces nouveaux termes.
On va plutoˆt oublier ces constructions, mais supposer que nos objets de de´part
ve´rifient les meˆmes hypothe`ses que ceux que l’on vient de construire. C’est-a`-dire que
l’on suppose de´sormais P♮ ⊂ P¯ et A ⊂ AT ′′. Le tore T ′′ se de´compose en T ′′ = AT ′′0 ,
ou` T ′′0 est un sous-tore maximal de G
′′
0. En travaillant dans ce groupe G
′′
0, on de´finit
l’ensemble t′′0(F )
S et une fonction X ′′0 7→ γ0,X′′0 ∈ G′′0(F ) sur cet ensemble, ve´rifiant les
analogues de (1) et (2). Pour X ′′ ∈ t′′(F )S, e´crivons X ′′ = X ′′a +X ′′0 , avec X ′′a ∈ a(F ) et
X ′′0 ∈ t′′0(F ). On ve´rifie que X ′′0 ∈ t′′0(F )S. Posons X ′′Σ = Ξ + X ′′a + γ−10,X′′0X
′′
0γ0,X′′0 . On a
X ′′Σ ∈ Ξ+S+Σ et, comme dans la preuve du lemme 9.6, on montre que X ′′Σ est conjugue´
a` X ′′ par un e´le´ment de G′′(F ). D’autre part, conside´rons l’e´le´ment γ0,X′′0Ξγ
−1
0,X′′0
. Il ap-
partient a` u¯(F ). Puisque X ′′ est un e´le´ment re´gulier de m′′(F ), il existe vX′′ ∈ U¯(F ) tel
que γ0,X′′0Ξγ
−1
0,X′′0
= v−1X′′X
′′vX′′ . Cet e´le´ment vX′′ est unique. Ainsi qu’il est bien connu,
ses coefficients sont des fractions rationnelles en les coefficients de γ0,X′′0 Ξγ
−1
0,X′′0
et X ′′
et les de´nominateurs de ces fractions rationnelles divisent le polynoˆme det(X ′′|g′′/t′′).
Pour X ′′ ∈ ωT ′′ ∩ t′′(F )S[> N−b], on a donc une majoration σ(vX′′) << log(N). Po-
sons γX′′ = vX′′γ0,X′′0 . On a alors γ
−1
X′′X
′′γX′′ = X
′′
Σ et on voit que l’application X
′′ 7→
γX′′ ve´rifie les proprie´te´s (1) et (2). On peut travailler avec cette application. On a
vX′′ ∈ U♮(F ). De´composons cet e´le´ment en vX′′ = nX′′νX′′ , avec nX′′ ∈ U♮(F ) ∩ L(F ) et
νX′′ ∈ UQ(F ). Soient a, X ′′, g et u¯ comme dans l’e´nonce´. On a γ−1X′′au¯g = γ−10,X′′0 au¯
′g′k),
ou` u¯′ = (a−1nX′′a)
−1u¯(a−1nX′′a), g
′ = a−1n−1X′′ag, k = g
−1u¯−1a−1νX′′au¯g. Puisque νX′′ ∈
UQ(F ) et ainsi qu’on l’a vu au cours de la preuve du cas r = 0, on peut fixer c4 > 0
tel que la condition inf{α(HM♮(a));α ∈ Σ+Q} > c4log(N) entraˆıne que les valuations
des coefficients de k − 1 soient >> log(N). On impose cette condition sur a. Alors
k ∈ K. La conjugaison par a−1 contracte U♮(F ), donc σ(a−1nX′′a) << log(N) et aussi
σ(u¯′) << log(N), σ(g′) << log(N). On a donc κN (γ
−1
X′′au¯g) = κN (γ
−1
0,X′′0
au¯′g′) et de meˆme
κN(γ
−1
X′′ag) = κN (γ
−1
0,X′′0
ag′), ou` les e´le´ments u¯′ et g′ ve´rifient des conditions analogues a`
celles de de´part. Soient u¯0 ∈ UQ¯(F )∩G0(F ) tel que u¯′ ∈ (UQ¯(F )∩U(F ))u¯0, y′ ∈ A(F ) et
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g0 ∈ G0(F ) tels que g′ ∈ U(F )y′g0K et enfin y ∈ A(F ) et a0 ∈ AT ′′0 (F ) tels que a = ya0.
Alors γ−10,X′′0
au¯′g′ ∈ U(F )yy′γ−10,X′′0 a0u¯0g0K, donc
κN(γ
−1
X′′au¯g) = κN(γ
−1
0,X′′0
au¯′g′) = κN (yy
′γ−10,X′′0
a0u¯0g0).
De meˆme
κN (γ
−1
X′′ag) = κN(γ
−1
0,X′′0
ag′) = κN(yy
′γ−10,X′′0
a0g0).
Par de´finition de κN , ces expressions se re´crivent
κA,N(yy
′)κ0,N(γ
−1
0,X′′0
a0u¯0g0), resp. κA,N(yy
′)κ0,N(γ
−1
0,X′′0
a0g0),
ou` κA,N est une certaine fonction sur A(F ) et κ0,N est l’analogue de κN pour le groupe
G0. Mais les donne´es affecte´es d’un indice 0 ve´rifient des conditions similaires a` celles de
de´part. Cela nous rame`ne au cas du groupe G0, autrement dit au cas r = 0 que nous
avons de´ja` traite´. Cela ache`ve la de´monstration. 
De´montrons 10.4(11). Soit c4 > 0. On impose a` ZPmin la minoration c4log(N) <
c1inf{α(ZPmin);α ∈ ∆min} pour que tous les termes ci-dessous soient de´finis. Comme en
10.5, pour g et u¯ comme en 10.4(11), la fonction
ζ 7→ σ˜QM♮(ζ,Z(g))τ˜Q(ζ − Z(g)Q,T ′′)
est insensible au changement de g en u¯g. Alors
κN,X′′(Q, u¯g)− κN,X′′(Q, g) =
∫
AT ′′ (F )
σ˜QM♮(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′)
(κN(γ
−1
X′′au¯g)− κN(γ−1X′′ag))da.
Il nous suffit que la condition c5log(N) < inf{α(ZPmin);α ∈ ∆min} entraˆıne la proprie´te´
suivante. Soit a ∈ AT ′′(F ) tel que
(9) σ˜QM♮(HM♮(a),Z(g))τ˜Q(HM♮(a)− Z(g)Q,T ′′) 6= 0.
Alors κN(γ
−1
X′′au¯g) = κN(γ
−1
X′′ag). Prenons c = c4 dans le lemme pre´ce´dent. On en de´duit
une constante c′. Le meˆme calcul qu’en 10.5 montre que (9) implique
inf{α(HM♮(a));α ∈ Σ+Q} − inf{α(ZPmin);α ∈ ∆min} >> −log(N).
Il existe donc c5 > 0 (et c5 > c4/c1) tel que la condition c5log(N) < inf{α(ZPmin);α ∈
∆min} entraˆıne inf{α(HM♮(a));α ∈ Σ+Q} > c′log(N). Alors l’e´galite´ cherche´e est la
conclusion du lemme ci-dessus. 
10.9 Apparition des inte´grales orbitales ponde´re´es
On fixe S ∈ S et T ∈ T (Gx). Soit N0 l’entier de´termine´ par la proposition 10.4.
Proposition. Pour tout N ≥ N0 et tout X ∈ t(F )[S;> N−b] ∩ (t′(F )× t′′(F )S), on a
les e´galite´s ∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg = 0
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si AT ′ 6= {1} ;∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg = ν(T
′)ν(AT ′′)θ
♯
f,x,ω(X)
si AT ′ = {0}.
Preuve. En 10.4, on avait fixe´ YPmin et construit une fonction g 7→ v˜(g). Il convient
maintenant de la noter plus pre´cise´ment g 7→ v˜(g, YPmin). Soit X ∈ t(F )[S;> N−b] ∩
(t′(F )×t′′(F )S). Dans les inte´grales ci-dessus, on peut remplacer κN,X′′(g) par v˜(g, YPmin),
pourvu que YPmin ve´rifie la minoration de la proposition 10.4. Supposons que l’on n’est pas
dans le cas exceptionnel. Alors v˜(g, YPmin) est la fonction introduite par Arthur dans [A3]
p.30 : avec les notations de cette re´fe´rence, c’est vM♮(1, g, YPmin) (il n’y a pas de ν(AT ′′)
dans la de´finition d’Arthur, car sa mesure sur AT ′′(F ) n’est pas la meˆme que la noˆtre).
Remarquons que les inte´grales de l’e´nonce´ sont a` support compact. On peut faire tendre
YPmin vers l’infini. Alors v˜(g, YPmin) est calcule´ en [A3] p.46 : pour YPmin dans un re´seau
convenable R ⊂ AMmin, c’est une somme de fonctions YPmin 7→ qζ(YPmin)exp(ζ(YPmin)),
ou` qζ est un polynoˆme et ζ ∈ Hom(R, 2πiQ/2πiZ). De telles fonctions sont line´airement
inde´pendantes. Puisque l’expression que l’on calcule est inde´pendante de YPmin, on peut
aussi bien remplacer v˜(g, YPmin) par q0(0). Avec les notations d’Arthur, on a
q0(0) = v˜M♮(1, g) = (−1)aM♮
∑
Q∈F(M♮)
c′Qv
Q
M♮
(g),
cf. [A3] (6.6) et p.92. Les c′Q sont des constantes et on a c
′
G = 1. On a obtenu l’e´galite´
(1)
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)κN,X′′(g)dg = (−1)aM♮
∑
Q∈F(M♮)
c′QI(Q),
ou`
I(Q) =
∫
T ′(F )AT ′′ (F )\G(F )
gf ♯x,ω(X)v
Q
M♮
(g)dg.
PourQ = LUQ 6= G, on de´compose l’inte´grale en produit d’inte´grales sur T ′(F )AT ′′(F )\L(F ),
Kmin et UQ(F ). On voit apparaˆıtre une inte´grale∫
UQ(F )
ulkf
♯
x,ω(X)du.
Or cette inte´grale est nulle d’apre`s le lemme 5.5(i). Donc I(Q) = 0. Pour Q = G, on
peut remplacer l’inte´gration sur T ′(F )AT ′′(F )\G(F ) par l’inte´gration sur T (F )\G(F ), a`
condition de multiplier par mes(T (F )/T ′(F )AT ′′(F )). On obtient
I(G) = mes(T (F )/T ′(F )AT ′′(F ))D
Gx(X)−1/2J ♯M♮,x,ω(X, f)
avec la notation de 5.4. Si AT ′ 6= {1}, on a AM♮ = AT ′′ ( AGx,X = AT ′AT ′′ . Donc
J ♯M♮,x,ω(X, f) = 0 d’apre`s le lemme 5.5(ii). Supposons AT ′ = {1}. Alors M♮ est le Le´vi
note´ M(X) en 5.6 et, en appliquant les de´finitions de ce paragraphe, on obtient
I(G) = (−1)aM♮ν(T )mes(T (F )/T ′(F )AT ′′(F ))θ♯f,x,ω(X).
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On ve´rifie que ν(T )mes(T (F )/T ′(F )AT ′′(F )) = ν(T
′)ν(AT ′′) et la formule (1) devient
celle de l’e´nonce´.
Supposons maintenant que l’on est dans le cas exceptionnel. Alors T ′ = G′ est un
tore de´ploye´ de dimension 1 et on peut supposer T ′ ⊂ Mmin. Il faut remarquer que les
fonctions d’Arthur que nous avons utilise´es ci-dessus ne de´pendent de g et YPmin que
par l’interme´diaire des familles de points (HP♮(g))P♮∈P(M♮) et (YP♮)P♮∈P(M♮). On peut en
fait associer de telles fonctions a` deux familles (G,M♮)-orthogonales de points de AM♮,
la seconde e´tant ”assez positive”. Introduisons le groupe G˜ de 10.3 et rappelons que le
lemme de ce paragraphe nous permet d’identifier P˜(M♮) et F˜(M♮) a` P(M˜) et F(M˜).
En remplac¸ant G par G˜, M♮ par M˜ , la famille (HP♮(g))P♮∈P(M♮) par (HP♮(g)T ′′)P♮∈P˜(M♮)
et la famille (YP♮)P♮∈P(M♮) par (YP♮,T ′′)P♮∈P˜(M♮), on remplace la fonction vM♮(1, g, YPmin)
utilise´e ci-dessus par une autre fonction, notons-la vM˜(1, g, YPmin). Elle est e´gale a` notre
fonction v˜(g, YPmin). Les calculs d’Arthur restent valables pour cette fonction ainsi que
les arguments ci-dessus. On obtient la formule (1) modifie´e de la fac¸on suivante : la
somme est limite´e aux Q ∈ F˜(M♮) ; les fonctions vQM♮(g) sont remplace´es par des fonc-
tions, notons-les vQ˜
M˜
(g) Ce terme est la constante associe´e a` la (G˜, M˜)-famille de points
(HP♮(g)T ′′)P♮∈P˜(M♮);P♮⊂Q. Le sous-espace AT ′′ de AM♮ ve´rifie les conditions de [A2] para-
graphe 7. Pour Q = LUQ ∈ F˜(M♮), on peut appliquer le corollaire 7.2 de [A2] et on
obtient une e´galite´
vQ˜
M˜
(g) =
∑
L′∈FL(M♮)
d(L′)vQ
′
M♮
(g).
Comme en 2.2(3), Q′ est un e´le´ment de P(L′). La constante d(L′) est non nulle si et
seulement si on a l’e´galite´
ALM♮ = projLM♮(AT ′′)⊕ALL′.
Les L′ qui interviennent sont tous diffe´rents de G : c’est e´vident si Q 6= G puisque
L′ ⊂ L ; si Q = G, cela re´sulte de l’e´galite´ ci-dessus et du fait que AT ′′ est strictement
inclus dans AM♮. Le meˆme argument que dans le cas non exceptionnel montre alors que
tous les termes de la formule (1) sont nuls. 
10.10 La proposition principale
Si AG′x = {1}, posons
(1) Jx,ω(θ, f) =
∑
S∈S
∑
T=T ′T ′′∈Tell(G′x)×T (G
′′)
ν(T ′)|W (Gx, T )|−1
∫
t′(F )×t′′(F )S
jˆS(X
′)DG
′
x(X ′)DG
′′
(X ′′)1/2θ♯f,x,ω(X)dX.
Si AG′x 6= {1}, posons
Jx,ω(θ, f) = 0.
Proposition. (i) L’expression (1) est absolument convergente.
(ii) On a l’e´galite´
limN→∞Ix,ω,N(θ, f) = Jx,ω(θ, f).
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Preuve. Les inte´grales de l’expression (1) sont a` support compact. D’apre`s le lemme
5.4(iii), on a une majoration
DGx(X)1/2|θ♯f,x,ω(X)| << (1 + |log(DGx(X))|)k.
D’apre`s [HCvD] the´ore`me 13, la fonction
X ′ 7→ DG′x(X ′)1/2|jˆS(X ′)|
est borne´e. Le lemme 2.4 entraˆıne le (i) de l’e´nonce´.
Pour le (ii), on utilise la dernie`re formule de 10.1 qui nous rame`ne a` prouver que
limN→∞I
∗
x,ω,N(θ, f) = Jx,ω(θ, f). Le terme I
∗
x,ω,N(θ, f) est de´fini par la formule 10.4(1)
ou` on limite les inte´grales en X aux ensembles t(F )[S;> N−b]∩ (t′(F )× t′′(F )S). Pour N
assez grand, la proposition pre´ce´dente nous permet de remplacer les inte´grales inte´rieures
de cette expression par {
0 si AT ′ 6= {1};
ν(T ′)ν(AT ′′)θ
♯
f,x,ω(X) si AT ′ = {1}.
Si AG′x 6= {1}, il n’y a aucun T ′ tel que AT ′ = {1} donc I∗x,ω,N(θ, f) = 0. Supposons
AG′x = {1}. Alors I∗x,ω,N(θ, f) est e´gale a` l’expression obtenue a` partir de (1) ci-dessus en
limitant les inte´grales aux ensembles t(F )[S;> N−b] ∩ (t′(F )× t′′(F )S). Quand N tend
vers l’infini, cette expression tend vers Jx,ω(θ, f). 
11 Etude au voisinage de l’origine
11.1 Enonce´ de la proposition
Conside´rons l’hypothe`se
Hypothe`se. Pour tout quasi-caracte`re θ sur h(F ) et toute fonction tre`s cuspidale f ∈
C∞c (g(F )) dont le support ne contient aucun e´le´ment nilpotent, on a l’e´galite´
limN→∞IN(θ, f) = I(θ, f).
Le but de la section est de prouver l’assertion suivante.
Proposition. Sous cette hypothe`se, on a l’e´galite´
limN→∞IN(θ, f) = I(θ, f).
pour tout quasi-caracte`re θ sur h(F ) et toute fonction tre`s cuspidale f ∈ C∞c (g(F )).
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11.2 Calcul de limN→∞IN(θ, f)
Soient θ un quasi-caracte`re sur h(F ) et f ∈ C∞c (g(F )) une fonction tre`s cuspidale.
On peut fixer un ensemble fini S d’e´le´ments de hreg(F ) et une famille finie (cS)S∈S de
nombres complexes de sorte que
θ(Y ) =
∑
S∈S
cS jˆ
H(S, Y )
pour tout Y ∈ Supp(f)G ∩ h(F ). On peut supposer que le noyau de l’action de chaque
S agissant sur W est de dimension au plus 1. Pour tout T ∈ T (G), on de´finit l’ensemble
t(F )S en appliquant la de´finition de 9.6 au cas ou` V ′′ = V . On pose
J(θ, f) =
∑
S∈S
∑
T∈T (G)
cS|W (G, T )|−1
∫
t(F )S
DG(X)1/2θˆf (X)dX.
On a note´ θˆf la transforme´e de Fourier de θf , cf. lemme 6.1. A priori, J(θ, f) de´pend des
choix des familles S et (cS)S∈S . Le lemme suivant montre que ce n’est pas le cas.
Lemme. (i) Cette expression est absolument convergente.
(ii) On a l’e´galite´ limN→∞IN(θ, f) = J(θ, f).
Preuve. Cet e´nonce´ n’est qu’une version relative aux alge`bres de Lie de la proposition
10.10 . On peut arguer qu’une de´monstration analogue a` celle de cette proposition s’ap-
plique. Comme nous aurons besoin plus loin de la construction qui suit, expliquons plutoˆt
comment on peut de´duire le lemme de cette proposition. Soit ω ⊂ g(F ) un bon voisinage
de 0 (au sens de 3.1 applique´ au cas x = 1). Supposons d’abord Supp(f) ⊂ ω. Posons
θω = θ1ω∩h(F ). On a IN(θ, f) = IN(θω, f). Par l’exponentielle, on rele`ve θω et f en des
fonctions θω sur H(F ) et f sur G(F ), a` support dans exp(ω ∩ h(F )), resp. exp(ω). On a
l’e´galite´ IN (θω, f) = IN (θ, f). On peut appliquer la proposition 10.10 aux fonctions θ et
f et au point x = 1. Donc limN→∞IN (θ, f) = J1,ω(θω, f). Dans cette dernie`re expression
figure une fonction θ♯
f ,x,ω qui n’est autre que θˆf . En effet, d’apre`s la proposition 5.8, θ
♯
f ,x,ω
est la transforme´e de Fourier partielle de θf ,x,ω = θf . Mais, pour x = 1, on a V
′′ = V
et la transformation de Fourier partielle est simplement la transforme´e de Fourier. Alors
J1,ω(θω, f) co¨ıncide avec J(θ, f), ce qui prouve le lemme sous l’hypothe`se Supp(f) ⊂ ω.
En ge´ne´ral, rappelons-nous que l’on a fixe´ au de´part une famille (ξi)i=0,...,r−1 d’e´le´ments
de F×, dont de´pendent le caracte`re ξ et nos constructions. Soit λ ∈ F×. A la famille
(λξi)i=0,...,r−1 est associe´e un caracte`re ξ
′. Il convient d’affecter d’indices ξ, resp. ξ′, les
objets construits a` l’aide du caracte`re ξ, resp. ξ′. Posons θ′ = θλ et f ′ = fλ. Compa-
rons les termes Iξ,N(θ, f) et Jξ(θ, f) avec leurs analogues Iξ′,N(θ
′, f ′) et Jξ′(θ
′, f ′). Pour
Y ∈ h(F ), on a
f ′ξ
′
(Y ) = |λ|−dim(U)F f ξ(λY ).
On en de´duit
(1) Iξ′,N(θ
′, f ′) = |λ|−dim(U)−dim(H)F Iξ,N(θ, f).
Graˆce a` 2.6(1), on a
θ′(Y ) =
∑
S∈S
cS jˆ
H(S, λY ) =
∑
S∈S
|λ|−δ(H)/2F cS jˆH(λS, Y )
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pour tout Y ∈ Supp(f ′)G ∩ h(F ). Pour de´finir Jξ′(θ′, f ′), on peut donc prendre pour
famille S ′ la famille (λS)S∈S et pour constantes les cλS = |λ|−δ(H)/2F cS. Soient T ∈ T (G)
et S ∈ S. On ve´rifie que, quand on remplace ξ par ξ′ et S par λS, l’ensemble t(F )S est
remplace´ par λt(F )S. Donc
Jξ′(θ
′, f ′) =
∑
S∈S
∑
T∈T (G)
cS|λ|−δ(H)/2F |W (G, T )|−1
∫
λt(F )S
DG(X)1/2θˆf ′(X)dX.
On a fˆ ′(X) = |λ|−dim(G)F fˆ(λ−1X), donc θˆf ′(X) = |λ|−dim(G)F θˆf (λ−1X) graˆce au lemme
6.1. On a aussi DG(λX)1/2 = |λ|δ(G)/2F DG(X)1/2. Par changement de variable, on obtient
(2) Jξ′(θ
′, f ′) = |λ|−dim(G)+dim(T )+δ(G)/2−δ(H)/2Jξ(θ, f).
On a
−dim(G) + dim(T ) + δ(G)/2 = −δ(G)/2 = −dim(U)− δ(G0)/2.
A l’aide de 7.7(2), on ve´rifie que δ(G0)+ δ(H) = 2dim(H) et l’e´galite´ pre´ce´dente devient
Jξ′(θ
′, f ′) = |λ|−dim(U)−dim(H)F Jξ(θ, f).
En comparant avec (1), on voit que la relation limN→∞Iξ,N(θ, f) = Jξ(θ, f) est e´quivalente
a` limN→∞Iξ′,N(θ
′, f ′) = Jξ′(θ
′, f ′). Prenons λ tel que Supp(f ′) ⊂ ω. Alors la deuxie`me
relation a de´ja` e´te´ de´montre´e (la de´monstration est insensible au changement de ξ en
ξ′). La premie`re s’en de´duit, ce qui ache`ve la preuve. 
11.3 Une premie`re expression du terme d’erreur
Dans ce paragraphe, on suppose ve´rifie´e l’hypothe`se du paragraphe 11.1. Conside´rons
l’application
(θ, f) 7→ E(θ, f) = limN→∞IN (θ, f)− I(θ, f) = J(θ, f)− I(θ, f),
de´finie sur l’espace des couples (θ, f) forme´s d’un quasi-caracte`re θ sur h(F ) et d’une
fonction tre`s cuspidale f ∈ C∞c (g(F )). Elle est biline´aire.
Lemme. L’application E est combinaison line´aire des applications (θ, f) 7→ cθ,OHcθf ,O,
ou` OH , resp. O, parcourt l’ensemble des orbites nilpotentes re´gulie`res de h(F ), resp.
g(F ).
Preuve. On commence par prouver
(1) on a E(θ, f) = 0 si cθ,OH = 0 pour tout OH ∈ Nil(h(F )) ou si cθf ,O = 0 pour
tout O ∈ Nil(g(F )).
Supposons cθf ,O = 0 pour tout O ∈ Nil(g(F )). On peut alors fixer un G-domaine ω
dans g(F ), compact modulo conjugaison et contenant 0, tel que θf (X) = 0 pour tout
X ∈ ω. Posons f ′ = f1ω et f ′′ = f − f ′. Ces fonctions sont tre`s cuspidales. Le support
de f ′′ ne contient pas de nilpotent donc E(θ, f ′′) = 0 d’apre`s l’hypothe`se de 11.1. On a
θf ′ = 0 donc aussi θˆf ′ = 0. Des de´finitions re´sultent les e´galite´s J(θ, f
′) = 0 = I(θ, f ′).
D’ou` E(θ, f ′) = 0, puis E(θ, f) = 0. Supposons maintenant cθ,OH = 0 pour tout OH ∈
Nil(h(F )). On peut fixer un G-domaine ω dans g(F ), compact modulo conjugaison et
contenant 0, tel que θ(X) = 0 pour tout X ∈ ω ∩ h(F ). De´finissons f ′ et f ′′ comme
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pre´ce´demment. Puisque θ est nul sur Supp(f ′)G ∩ h(F ), il re´sulte des de´finitions que
J(θ, f ′) = 0 = I(θ, f ′). On conclut comme pre´ce´demment. Cela prouve (1).
Soit λ ∈ F×2, posons θ′ = θλ, f ′ = fλ. On a θf ′ = (θf )λ. Pour OH ∈ Nil(h(F )) et
O ∈ Nil(g(F )), on a l’e´galite´
(2) cθ′,OHcθf ′ ,O = |λ|−dim(O
H)/2−dim(O)/2cθ,OHcθf ,O
d’apre`s 4.2(2).
Montrons que
(3) E(θ′, f ′) = |λ|−δ(G)/2−δ(H)/2F E(θ, f).
Reportons-nous a` l’e´galite´ 11.2(2). Il y figure un terme Jξ′(θ
′, f ′). En fait, il est e´gal
a` Jξ(θ
′, f ′). En effet, ce terme ne de´pend de ξ que par la de´finition des ensembles t(F )S,
pour T ∈ T (G) et S ∈ S ′ (l’ensemble associe´ a` θ′). Cet ensemble est celui des e´le´ments de
t(F ) ve´rifiant certaines conditions de re´gularite´ et conjugue´s a` un e´le´ment de Ξ+S +Σ,
si le caracte`re utilise´ est ξ, a` un e´le´ment de λΞ+ S +Σ, si le caracte`re utilise´ est ξ′. Or,
soit a ∈ A(F ) tel que ai = λ−i pour tout i = 1, ..., r. Alors a(Ξ+S+Σ)a−1 = λΞ+S+Σ.
Donc l’ensemble t(F )S est insensible au changement de ξ en ξ′. L’e´galite´ 11.2(2) nous
dit alors que
(4) J(θ′, f ′) = |λ|−δ(G)/2−δ(H)/2F J(θ, f).
Soit T ∈ T . Introduisons comme en 7.3 la de´composition W = W ′⊕W ′′ relative a` T
et les notations affe´rentes. Soit X ∈ t♮(F ). D’apre`s 4.2(2), on a les e´galite´s
cθ′(X) = |λ|−δ(H
′′)/2
F cθ(λX), cf ′(X) = |λ|−δ(G
′′)/2
F cf (λX).
On calcule comme en 7.5
DH(λ−1X) = |λ|δ(H′′)−δ(H)F DH(X), ∆(λ−1X) = |λ|−dim(W
′)
F ∆(X).
Par changement de variable, on obtient∫
t(F )
cθ′(X)cf ′(X)D
H(X)∆(X)rdX = |λ|bF
∫
t(F )
cθ(X)cf(X)D
H(X)∆(X)rdX,
ou`
b = −δ(G′′)/2− dim(T ) + δ(H ′′)/2− δ(H)− rdim(W ′).
En utilisant 7.7(2), on ve´rifie que b = −δ(G)/2− δ(H)/2. De l’e´galite´ pre´ce´dente re´sulte
alors l’e´galite´
I(θ′, f ′) = |λ|−δ(G)/2−δ(H)/2I(θ, f).
Jointe a` (4), cette e´galite´ de´montre (3).
La relation (1) entraˆıne que la forme biline´aire E est combinaison line´aire des ap-
plications (θ, f) 7→ cθ,OHcθf ,O, ou` OH , resp. O, parcourt Nil(h(F )), resp. Nil(g(F )).
Les relations (2) et (3) nous disent que E, ainsi que toutes ces applications, sont ho-
moge`nes pour la transformation (θ, f) 7→ (θλ, fλ). Il en re´sulte que E est combinaison
line´aire de celles des applications ci-dessus qui sont de meˆme degre´ que E. On a toujours
dim(OH) ≤ δ(H), dim(O) ≤ δ(G). L’e´galite´ dim(OH)+dim(O) = δ(H)+δ(G) est donc
e´quivalente a` la re´union des deux e´galite´s dim(OH) = δ(H) et dim(O) = δ(G). Celles-ci
sont ve´rifie´es si et seulement si OH et O sont re´gulie`res. 
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11.4 Calcul de germes de Shalika
Dans ce paragraphe, on suppose G quasi-de´ploye´. Soient B un sous-groupe de Borel
de G et Tqd un sous-tore maximal de B. Soit Xqd un e´le´ment de tqd(F ) ∩ greg(F ).
Supposons d pair et d ≥ 4. Pour toute extension quadratique E de F , notons τE
l’e´le´ment non trivial de Gal(E/F ) et χE le caracte`re quadratique de F
× associe´ a` E.
Si dan(V ) = 0 (ou encore, si G est de´ploye´), on note χV le caracte`re trivial de F
× et
on pose η = 1. Si dan(V ) = 2, il y a une extension quadratique E de F et un e´le´ment
η ∈ F× tel que le noyau anisotrope de q soit la forme ηNormE/F . L’e´le´ment η n’est pas
unique, on le fixe. On pose χV = χE. Soient F1 et F2 deux extensions quadratiques de F
telles que χF1χF2 = χV . Pour i = 1, 2, soient ai ∈ F×i tel que τFi(ai) = −ai. On suppose
a1 6= ±a2. Soit c ∈ F× tel que χV (ηcNormF1/F (a1)) = 1. On peut identifier V , comme
espace quadratique, a` la somme orthogonale F1 ⊕ F2 ⊕ Z˜, ou` F1 est muni de la forme
cNormF1/F , F2 est muni de la forme −cNormF2/F et Z˜ est un espace hyperbolique de
dimension d − 4. Fixons une telle identification et un sous-tore de´ploye´ maximal T˜ du
groupe spe´cial orthogonal de Z˜. Pour S˜ ∈ t˜(F ), conside´rons l’e´le´ment XF1 ∈ g(F ) qui
agit par multiplication par a1, resp. a2, sur F1, resp. F2, et par S˜ sur Z˜. Les e´le´ments
a1 et a2 e´tant fixe´s, on peut choisir S˜ tel que XF1 soit re´gulier. On fixe un tel S˜. Les
e´le´ments a1, a2 et S˜ e´tant fixe´s, on peut faire varier c. La classe de conjugaison de XF1
ne de´pend que de χF1(c). On note X
+
F1
l’e´le´ment correspondant a` un c = c+ tel que
χF1(c
+) = χF1(η)χF1(NormF1/F (a1) − NormF2/F (a2)) et X−F1 celui qui correspond a` un
c = c− tel que χF1(c
−) = −χF1(c+).
On se rappelle que l’on a classifie´ les orbites nilpotentes re´gulie`res en 7.1.
Lemme. Soit O ∈ Nil(g(F )).
(i) On a les e´galite´s
ΓO(Xqd) =
{
0, si O n’est pas re´gulie`re ;
1, si O est re´gulie`re.
(ii) Supposons d pair et d ≥ 4. On a les e´galite´s
ΓO(X
+
F1
)− ΓO(X−F1) =
{
0, si O n′est pas re´gulie`re;
χF1(νη), si O = Oν avec ν ∈ N V .
Preuve. Le tore Tqd est un Le´vi de G et la distribution f 7→ JG(Xqd, f) est induite de
la distribution f 7→ f(Xqd) sur tqd(F ). On a e´videmment ΓTqd{0}(Xqd) = 1. Alors ΓO(Xqd)
est non nul si et seulement si O intervient dans l’orbite induite de l’orbite {0} de tqd(F ).
Cette condition e´quivaut a` ce que O soit re´gulie`re. On en de´duit la premie`re e´galite´ de
(i).
Supposons d pair et d ≥ 4 et reprenons les constructions qui pre´ce`dent l’e´nonce´.
Notons G1 le groupe spe´cial orthogonal de F1 ⊕ Z˜ et G2 celui de F2. Ils sont quasi-
de´ploye´s. Pour i = 1, 2, on fixe un sous-tore maximal Ti,qd de Gi inclus dans un sous-
groupe de Borel (on a T2,qd = G2). Le groupe G1×G2 est un groupe endoscopique de G.
La distribution
f 7→ JG(X+F1 , f)− JG(X−F1, f)
est le transfert endoscopique d’une distribution
(f1, f2) 7→ JG1(X1, f1)JG2(X2, f2)
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sur g1(F )× g2(F ), ou`, pour i = 1, 2, Xj est un certain e´le´ment de tj,qd(F ). Il en re´sulte
que le de´veloppement en germes de la premie`re distribution s’obtient en transfe´rant celui
de la seconde distribution. Comme on vient de le voir, ce dernier ne contient que des
orbites nilpotentes re´gulie`res de g1(F )×g2(F ). Le transfert endoscopique d’une inte´grale
nilpotente re´gulie`re est combinaison line´aire de telles inte´grales. On en de´duit la premie`re
e´galite´ de (ii).
Il ne reste plus qu’a` calculer des germes relatifs a` des orbites nilpotentes re´gulie`res.
Ceux-ci ont e´te´ calcule´s par Shelstad ([S]). Il faut d’abord voir que les mesures utilise´es
par Shelstad sont compatibles avec les noˆtres. Shelstad suppose les mesures sur les tores
maximaux ”alge´biques” au sens suivant. On fixe une forme diffe´rentielle δTqd de degre´
maximal sur Tqd, invariante par translations, et un re´el λ > 0. Pour sous-tore maximal T
de G, l’isomorphisme T ≃ Tqd sur F¯ permet de transfe´rer δTqd en une forme diffe´rentielle
δT sur T . On prend alors pour mesure sur T (F ) la mesure λ|δT |F , cf. 9.6 pour la notation.
Mais on a vu dans la preuve du lemme 9.6 que nos mesures autoduales s’obtenaient par ce
proce´de´, pour δTqd et λ convenables. Soit O une orbite nilpotente re´gulie`re. La mesure sur
O utilise´e par Shelstad est de´finie de la fac¸on suivante. Soit N ∈ O. Conside´rons une suite
(Yj)j∈N d’e´le´ments de greg(F ) telle que limj→∞Yj = N . Alors, l’espace tangent TangYj
en Yj a` la classe de conjugaison de Yj tend, en un sens que l’on va pre´ciser, vers l’espace
tangent TangN en N a` O. Notons Tj = GYj . L’espace TangYj est e´gal a` g(F )/tj(F ), sur
lequel on a une mesure mj . Alors les mesures D
G(Yj)
1/2mj tendent vers une mesure mN
sur TangN . La mesure sur O est celle qui, en N , co¨ıncide infinite´simalement avec mN .
Fixons un supple´mentaire r du noyau de ad(N) dans g(F ). Pour j assez grand, r est encore
un supple´mentaire de tj(F ) dans g(F ) et on peut identifier TangYj = TangN = r. Soit
lj l’orthogonal de tj dans g. On a aussi TangYj ≃ lj(F ). Modulo cette identification, la
mesure mj est la mesure autoduale associe´e a` la forme quadratique (Y, Z) 7→ 12 trace(Y Z)
sur lj(F ). Mais le jacobien de ad(Yj) agissant dans l(F ) est D
G(Yj). Donc D
G(Yj)
1/2mj
est aussi la mesure associe´e a` la forme symplectique (Y, Z) 7→ 1
2
trace([Yj , Y ]Z) sur lj(F ).
La meˆme formule de´finit une forme antisyme´trique sur tout g(F ), de noyau tj(F ). On
peut donc remplacer lj(F ) par r et la mesure D
G(Yj)
1/2mj est la mesure associe´e a` la
forme symplectique (Y, Z) 7→ 1
2
trace([Yj, Y ]Z) sur r. Quand Yj tend vers N , cette forme
tend vers (Y, Z) 7→ 1
2
trace([N, Y ]Z) et DG(Yj)
1/2mj tend vers la mesure associe´e a` cette
forme. Mais c’est pre´cise´ment la fac¸on dont nous avons de´fini notre mesure sur O en 1.2.
Cela e´tant, Shelstad montre qu’un germe ΓO(S) associe´ a` une orbite nilpotente
re´gulie`re O vaut 1 ou 0, selon qu’un certain invariant est e´gal ou non a` 1. Pour l’e´le´ment
Xqd, il est facile de voir que l’invariant est 1 et on en de´duit la seconde e´galite´ de (i).
Conside´rons la situation de (ii). Pour un signe ζ = ±, notons T ζ le sous-tore maxi-
mal de G tel que XζF1 ∈ tζ(F ). Soient ν ∈ N V et N ∈ Oν . Shelstad note l’invariant
inv(XζF1)inv(T
ζ)/invT ζ (N). Tous ces e´le´ments appartiennent au groupe de cohomologie
H1(T ζ) = H1(Gal(F¯ /F ), T ζ). On a ici H1(T ζ) = {±1}×{±1}. Les invariants de´pendent
du choix d’un e´pinglage. On effectue ce choix comme en [W3] X.3 en prenant pour e´le´ment
η de cette re´fe´rence notre e´le´ment η multiplie´ par 2(−1)d/2−1. Dans le lemme X.7 de [W3],
nous avons calcule´ le produit inv(XζF1)inv(T
ζ). On a
(1) inv(XζF1)inv(T
ζ) =
(χF1(2(−1)d/2−1η(cζ)−1a−11 P ′(a1)), χF2(2(−1)d/2η(cζ)−1a−12 P ′(a2))),
ou` P est le polynoˆme caracte´ristique de XF1 agissant dans V et P
′ est le polynoˆme de´rive´.
Notons (±s˜j)j=3,...,d/2 les valeurs propres de l’action de S˜ dans Z˜. Elles appartiennent a`
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F× puisque T˜ est de´ploye´. On a
P (T ) = (T 2 +NormF1/F (a1))(T
2 +NormF2/F (a2))
∏
j=3,...,d/2
(T 2 − s˜2j ).
Donc
a−11 P
′(a1) = 2(−NormF1/F (a1) +NormF2/F (a2))
∏
j=3,...,d/2
(−NormF1/F (a1)− s˜2j )
= 2(−1)d/2−1(NormF1/F (a1)−NormF2/F (a2))
∏
j=3,...,d/2
(NormF1/F (a1) + s˜
2
j).
On a s˜2j + NormF1/F (a1) = NormF1/F (s˜j + a1), donc χF1(s˜
2
j + NormF1/F (a1)) = 1. Un
calcul similaire vaut en e´changeant les roˆles de F1 et F2. La formule (1) se simplifie en
inv(XζF1)inv(T
ζ) =
(χF1(η(c
ζ)−1(NormF1/F (a1)−NormF2/F (a2))), χF2(η(cζ)−1(NormF1/F (a1)−NormF2/F (a2))).
D’apre`s la de´finition de cζ , on obtient
inv(XζF1)inv(T
ζ) = (ζ, ζ),
ou` on identifie ζ a` un e´le´ment de {±1}. L’e´pinglage de´termine un e´le´ment nilpotent
re´gulier N∗ : avec les notations de [W3] page 313, N∗ =
∑
j=1,...,d/2Xαj . Notons ν
∗
l’e´le´ment de N V tel que N∗ ∈ Oν∗ . On de´finit un cocycle dN de Gal(F¯ /F ) dans T ζ de
la fac¸on suivante. Si ν = ν∗, dN = 1. Si ν 6= ν∗, on pose EN = F (
√
ν/ν∗). Alors, pour
σ ∈ Gal(F¯ /F ), on a dN(σ) = 1 si σ ∈ Gal(F¯ /EN) et dN(σ) = −1 sinon. L’invariant
invT ζ (N) est l’image dans H
1(T ) du cocycle dN . On calcule cette image
invT ζ (N) = (χF1(ν/ν
∗), χF2(ν/ν
∗)).
En fait, on a force´ment χV (ν/ν
∗) = 1, donc
invT ζ (N) = χF1(ν/ν
∗), χF1(ν/ν
∗)).
L’e´le´ment N∗ laisse stable l’hyperplan engendre´ par e1, ..., ed/2−1, ed/2+ed/2+1, ed/2+2, ..., ed,
avec les notations de [W]. Le noyau anisotrope de la restriction de la forme q a` cet hy-
perplan est la restriction de q a` la droite porte´e par ed/2+ ed/2+1. Or q(ed/2+ ed/2+1) = η,
donc ν∗ = η. Finalement
inv(XζF1)inv(T
ζ)/invT ζ (N) = (ζχF1(νη), ζχF1(νη)).
D’apre`s Shelstad, on a donc
ΓOν(X
ζ
F1
) =
{
1, si χF1(νη) = ζ,
0, si χF1(νη) = −ζ.
Cela entraˆıne la seconde e´galite´ du (ii) de l’e´nonce´. 
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11.5 Preuve de la proposition 11.1 dans le cas d impair
On suppose ve´rifie´e l’hypothe`se du paragraphe 11.1 et on suppose d impair. On veut
prouver E(θ, f) = 0 pour tout quasi-caracte`re θ sur h(F ) et toute fonction tre`s cuspidale
f ∈ C∞c (g(F )). Si G n’est pas de´ploye´ ou si H n’est pas quasi-de´ploye´, l’une des alge`bres
de Lie de ces groupes n’a pas d’e´le´ment nilpotent re´gulier et la conclusion re´sulte du
lemme 11.3. Supposons G de´ploye´ et H quasi-de´ploye´. Le meˆme lemme nous dit que, si
dW ≤ 2, resp. dW ≥ 4, il existe un nombre complexe creg, resp. une famille de nombres
complexes (cν)ν∈NW , de sorte que
E(θ, f) =
{
cregcθ,OHregcθf ,Oreg , si dW ≤ 2,∑
ν∈NW cνcθ,OHν cθf ,Oreg , si dW ≥ 4,
pour tous θ, f (on a introduit des exposants H pour pre´ciser la notation). Les constantes
sont uniquement de´termine´es d’apre`s le lemme 6.3(iii).
Soient T ∈ T (G) et X ∈ t(F ) ∩ greg(F ). D’apre`s 6.3(3), on peut construire un
voisinage ωX de X dans t(F ) et une fonction tre`s cuspidale f [X] ∈ C∞c (g(F )) ve´rifiant
les proprie´te´s suivantes :
(1) pour T ′ ∈ T (G) et T ′ 6= T , la restriction de θˆf [X] a` t′(F ) est nulle ;
(2) pour toute fonction localement inte´grable ϕ sur t(F ), invariante par W (G, Td),∫
t(F )
ϕ(X ′)DG(X ′)1/2θˆf [X](X
′)dX ′ = mes(ωX)
−1
∫
ωX
ϕ(X ′)dX ′;
(3) pour tout Y ∈ greg(F ),
θf [X](Y ) = mes(ωX)
−1
∫
ωX
jˆG(X ′, Y )dX ′
(avec les notations de 6.3(3), f [X] = θf ′(X)
−1DG(X)−1/2mes(ωX)
−1fˆ ′). Au voisinage de
0, l’e´galite´ (3) se simplifie en
θf [X](Y ) = jˆ
G(X, Y ) =
∑
O∈Nil(g)
ΓO(X)jˆ
G(O, Y ).
Donc
(4) cθf [X],O = ΓO(X)
pour tout O ∈ Nil(g). Notons Td l’unique tore de´ploye´ dans T (G) et fixons Xd ∈
td(F ) ∩ greg(F ). On fixe ωXd et f [Xd] comme ci-dessus et on pose f = f [Xd]. Graˆce a`
(4) et au lemme 11.4(i), on a cθf ,Oreg = 1. Fixons un G-domaine ω dans g(F ), compact
modulo conjugaison, contenant 0 et Supp(f). Soit S ∈ hreg(F ). On suppose que l’action
de S dans W est de noyau nul. D’apre`s le lemme 6.3(ii), on peut choisir un quasi-
caracte`re θ[S] sur h(F ) tel que θ[S](Y ) = jˆH(S, Y ) pour tout Y ∈ ω. Comme ci-dessus,
on a cθ[S],OH = ΓOH (S) pour tout OH ∈ Nil(h). Remplac¸ons G et V par H et W dans
les de´finitions de 11.4. On de´finit dans h(F ) un e´le´ment Xqd et, si dW ≥ 4, des e´le´ments
X±F1.
Si dW ≤ 2, posons θ = θ[Xqd]. On pose aussi S = {Xqd} et cXqd = 1. On a cθ,OHreg = 1,
donc creg = E(θ, f).
Supposons dW ≥ 4 et fixons ν ∈ NW . Si H est de´ploye´, notons FV l’ensemble des
extensions quadratiques de F . Si H n’est pas de´ploye´, soient E et η comme en 11.4. Les
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extensions quadratiques de F distinctes de E vont par paire : a` F1 est associe´ F2 tel que
χF1χF2 = χE. On fixe un sous-ensemble FV qui contient un e´le´ment de chaque paire.
Remarquons que, dans les deux cas, on a l’e´galite´
|N V | = 1 + |FV |.
Posons
θ = |N V |−1(θ[Xqd] +
∑
F1∈FV
χF1(νη)(θ[X
+
F1
]− θ[X−F1 ])).
On note S l’ensemble des e´le´ments S tels que θ[S] intervienne dans ces formules et,
pour S ∈ S, cS le coefficient dont θ[S] y est affecte´. Le lemme 11.4 entraˆıne que, pour
ν ′ ∈ NW , on a l’e´galite´
cθ,OH
ν′
= δν,ν′,
ou` ce dernier terme est le symbole de Kronecker. Donc cν = E(θ, f).
Pour X ∈ ωXd, la distribution ϕ 7→ JG(X, ϕˆ) est induite d’une distribution sur
td(F ). Cela entraˆıne que la fonction Y 7→ jˆG(X, Y ) est a` support dans l’ensemble des
e´le´ments appartenant a` une sous-alge`bre de Borel de G. D’apre`s (3), c’est aussi le cas
de la fonction θf . Comme dans la preuve du lemme 7.6, cela entraˆıne que, si T est un
e´le´ment de T diffe´rent du tore {1}, la fonction cf est nulle sur t(F ). Donc I(θ, f) se re´duit
a` la contribution de l’unique tore T = {1} ∈ T . Par de´finition, celle-ci est cθ,OHregcθf ,Oreg
si dW ≤ 2, cθ,OH
−ν0
cθf ,Oreg si dW ≥ 4. Avec les calculs ci-dessus, on obtient
I(θ, f) =
{
1, si dW ≤ 2,
δν,−ν0, si dW ≥ 4.
L’ensemble S et la famille (cS)S∈S permettent de calculer J(θ, f), cf. 5.2. Pour tout
S ∈ S, posons
m(S) = mes(ωX)
−1mes(ωX ∩ td(F )S).
En utilisant les proprie´te´s (1) et (2), on obtient
(5) J(θ, f) =
∑
S∈S
cSm(S).
Soit S ∈ S. On utilise les de´finitions et notations de 9.4, applique´es au cas V ′′ = V . Soit
X ∈ td(F ) ∩ greg(F ). On a
(6) X ∈ td(F )S si et seulement s’il existe une famille (z±j)j=1,...,dW /2 d’e´le´ments de
F¯× telle que {
zjz−j =
PX(sj)
4ν0s
1+2r
j RS,j(sj)
pour tout j = 1, ..., dW/2;∑
j=±1,...±dW/2
zjwj ∈W.
En effet, X appartient a` td(F )
S si et seulement s’il est conjugue´ par un e´le´ment de
G(F ) a` un e´le´ment de Ξ + S + ΛS. Il n’y a pas d’indiscernabilite´ pour le tore de´ploye´
Td. La condition e´quivaut donc a` ce qu’il existe Y ∈ Ξ+ S +ΛS tel que l’on ait l’e´galite´
des polynoˆmes caracte´ristiques PX = PY . Cela e´quivaut a` ce qu’il existe une famille
(λi)i=0,...,r−1 d’e´le´ments de F et une famille (z±j)j=1,...,dW/2 d’e´le´ments de F¯
× telles que,
d’une part, le polynoˆme PX soit e´gal a` celui figurant dans l’e´nonce´ du lemme 9.4, d’autre
part, l’e´le´ment
∑
j=±1,...±dW/2
zjwj appartienne a`W . D’apre`s 9.4(1), les conditions sur les
zj sont celles de (6). Les λi sont ensuite de´termine´s par un syste`me inversible d’e´quations
line´aires a` coefficients dans F . Cela prouve (6).
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La condition (6) impose que PX(sj) 6= 0 pour tout j. On suppose cette condition
ve´rifie´e. Il existe
- une de´composition de W en somme directe
⊕j=1,...,hFj ⊕ Z˜,
ou` h ≤ 2 et les Fj sont des extensions quadratiques de F ;
- des e´le´ments cj ∈ F×, pour j = 1, ..., h, de sorte que qW soit la somme directe
orthogonale des formes cjNormFj/F sur Fj et d’une forme hyperbolique sur Z˜ ;
- des e´le´ments aj ∈ F×j , pour j = 1, ..., h tels que τFj (aj) = −aj et un e´le´ment
S˜ appartenant a` l’alge`bre de Lie d’un sous-tore de´ploye´ maximal du groupe spe´cial
orthogonal de Z˜, de sorte que S agisse par multiplication par aj dans Fj et par S˜ dans
Z˜.
Pour j = 1, ..., h, soit (ej , e−j) la base de Fj ⊗F F¯ telle que tout e´le´ment x ∈ Fj
soit e´gal a` xej + τFj(x)e−j . Elle est de´finie sur Fj et on a l’e´galite´ τFj (ej) = e−j . On
a l’e´galite´ q(ej, e−j) = cj. On peut donc supposer que wj = ej, w−j = c
−1
j e−j pour
j = 1, ..., h et (wj)j=±(h+1),...,±dW /2 est une base hyperbolique de Z˜. On a sj = aj pour
j ≤ h. La condition (6) se de´compose en d/2 conditions (6)j portant sur les couples
(zj , z−j). Pour j > h, on satisfait (6)j en prenant z−j = 1 et zj e´gal au membre de droite
de la premie`re relation de (6). Pour j ≤ h, la seconde relation de (6) e´quivaut a` zj ∈ F×j
et τFj (zj) = c
−1
j z−j. La condition (6)j e´quivaut donc a`
χFj(
PX(aj)
cjν0a
1+2r
j RS,j(aj)
) = 1.
On a
RS,j(aj) =
∏
j′=1,...,dW /2;j′ 6=j
(a2j−s2j′) = (−1)dW /2−1(
∏
j′=1,...,h;j′ 6=j
(NormFj/F (aj)−NormFj′/F (aj′)))
∏
j′=h+1,...,dW/2
(s2j′ − a2j ).
Notons (±xk)k=1,...,(d−1)/2 les valeurs propres non nulles de X. On a
PX(aj) = aj
∏
k=1,...,(d−1)/2
(a2j − x2k) = (−1)(d−1)/2aj
∏
k=1,...,(d−1)/2
(x2k − a2j ).
Pour j′ = h+1, ..., dW/2, sj′ appartient a` F
×, donc s2j′−a2j est la norme d’un e´le´ment de
F×j . De meˆme, pour tout k = 1, ..., (d− 1)/2, x2k − a2j est une norme. Enfin (−1)ra2rj est
aussi une norme. Ces termes disparaissent de notre calcul et la condition (6)j e´quivaut a`
(7) χFj (−cjν0
∏
j′=1,...,h;j′ 6=j
(NormFj/F (aj)−NormFj′/F (aj′))) = 1.
Cette relation est inde´pendante de X. On a impose´ a` X des conditions de non nullite´ qui
sont ve´rifie´es sur un ouvert dont le comple´mentaire est de mesure nulle. Cela de´montre
que m(S) = 1 si la condition (7) est ve´rifie´e pour tout j = 1, ..., h, m(S) = 0 sinon.
Supposons H de´ploye´ et S = Xqd. Alors h = 0, donc m(S) = 1. Supposons H non
de´ploye´ et S = Xqd. Alors h = 1, F1 = E et c1 = η avec les notations de 11.4 applique´es
a` W . Le noyau anisotrope de q est le meˆme que celui de la forme quadratique sur E⊕D
e⊕ xv0 7→ ηNormE/F (e) + ν0x2.
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Puisqu’on a suppose´ G de´ploye´, cette forme n’est pas anisotrope donc −ην0 est la norme
d’un e´le´ment de E×. La condition (7) est ve´rifie´e et m(S) = 1. Supposons maintenant
dW ≥ 4 et S = XζF1, ou` ζ = ±, F1 ∈ FV . Alors h = 2, et les termes F1, F2, a1 et a2
co¨ıncident avec ceux de 11.4. On a c1 = c
ζ et c2 = −cζ . D’apre`s la de´finition de ces
termes, la condition (7) e´quivaut a` χF1(−ην0) = ζ pour j = 1, resp. χF2(−ην0) = ζ pour
j = 2. Mais le calcul ci-dessus montre que χV (−ην0) = 1. Les conditions pour j = 1 et
j = 2 sont donc e´quivalentes. On obtient que m(S) = 1 si χF1(−ην0) = ζ , m(S) = 0
sinon. Reportons ces valeurs de m(S) dans l’e´galite´ (5). Dans le cas dW ≤ 2, on obtient
imme´diatement la formule ci-dessous. Dans le cas dW ≥ 4, celle-ci re´sulte d’une inversion
de Fourier sur le groupe F×/F×2 si H est de´ploye´, sur le groupe NormE/F (E
×)/F×2
sinon. La formule est
J(θ, f) =
{
1, si dW ≤ 2,
δν,−ν0, si dW ≥ 4.
Alors J(θ, f) = I(θ, f) et E(θ, f) = 0. Donc creg = 0 dans le cas dW ≤ 2 et cν = 0 dans
le cas dW ≥ 4. Mais alors l’application biline´aire E est identiquement nulle, ce que l’on
voulait de´montrer.
11.6 Preuve de la proposition 11.1 dans le cas d pair
On suppose ve´rifie´e l’hypothe`se du paragraphe 11.1 et on suppose d pair. Eliminons
le cas d = 2. Dans ce cas, G est un tore de dimension 1. Il re´sulte des de´finitions que
J(θ, f) = θ(0)
∫
g(F )
fˆ(X)dX
et
I(θ, f) = θ(0)f(0).
Ces deux expressions sont e´gales par inversion de Fourier. On suppose maintenant d ≥ 4.
En imitant ce que l’on a fait au paragraphe pre´ce´dent, on peut supposer G quasi-de´ploye´
et H de´ploye´. Il existe une unique famille de nombres complexes (cν)ν∈NV de sorte que
E(θ, f) =
∑
ν∈NV
cνcθ,OHregcθf ,Oν
pour tous θ, f . Fixons ν ∈ N V . On introduit des e´le´ments Xqd et X±F1 de g(F ) comme en
11.4. Soit X un de ces e´le´ments. On peut supposer qu’il appartient a` un tore appartenant
a` T (G), que l’on note TX . On introduit un voisinage ωX de X dans tX(F ) et une fonction
f [X] ve´rifiant les conditions (1), (2) et (3) de 11.5. On pose
f = |N V |−1(f [Xqd] +
∑
F1∈FV
χF1(νη)(f [X
+
F1
]− f [X−F1])).
Les notations sont celles introduites dans le paragraphe 11.5, l’extension E e´tant main-
tenant associe´e a` V et non plus a`W . On note X l’ensemble des e´le´ments X tels que f [X]
apparaisse dans ces formules et, pour X ∈ X , cX le coefficient dont il est affecte´. On
fixe un G-domaine ω dans g(F ), compact modulo conjugaison, contenant 0 et Supp(f).
Notons Td l’unique tore de´ploye´ dans T (H)et fixons un e´le´ment S ∈ td(F )∩hreg(F ). On
choisit un quasi-caracte`re θ sur h(F ) tel que θ(Y ) = jˆH(S, Y ) pour tout Y ∈ ω∩hreg(F ).
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Pour T ∈ T , T 6= {1}, la fonction cf est nulle hors de ω tandis que cθ est nulle sur
t(F )∩ω pour la meˆme raison que cf l’e´tait en 11.5. Donc cθcf est nulle sur t(F ). Comme
en 11.5, on calcule alors
I(θ, f) = δν,ν0.
Pour X ∈ X , on pose
m(X) = mes(ωX)
−1mes(ωX ∩ tX(F )S).
On a
(1) J(θ, f) =
∑
X∈X
cXm(X),
et on est ramene´ a` calculer ces termes m(X).
On utilise les de´finitions et notations de 9.4 appliqe´es au cas W ′′ = W . Puisque Td
est de´ploye´, on peut supposer que les vecteurs w±j appartiennent a`W . Soit X ∈ greg(F ).
Supposons PX(sj) 6= 0 pour tout j = 1, ..., m et PX(0) 6= 0. Soit X1, ..., Xl un ensemble
de repre´sentants des classes de conjugaison par G(F ) dans la classe de conjugaison stable
de X. Montrons que
(2) il existe un unique i ∈ {1, ..., l} tel que Xi soit conjugue´ a` un e´le´ment de Ξ+S+ΣS
par un e´le´ment de G(F ).
La forme biline´aire (v, v′) 7→ q(v,Xv′) est symplectique. Son de´terminant est donc
un carre´ dans F×. Ce de´terminant est det(q)det(X). On a det(X) = PX(0) et det(q) =
(−1)d/2−14ν0νS. On a RS,0(0) = (−1)m
∏
j=1,...,m s
2
j et m = (dW −1)/2. On en de´duit que
(3)
PX(0)
(−1)rνSν0RS,0(0) ∈ F
×2.
On peut choisir des coordonne´es (λi)i=1,...,r, (z±j)j=1,...,m et z0, avec λi ∈ F et zj ∈ F×
pour j = 0,±1, ...,±m, de sorte que PX soit le polynoˆme du lemme 3.4. En effet, on
pose z−j = 1 pour j = 1, ..., m et, graˆce a` (3), on peut choisir les zj , pour j = 0, ..., m,
de sorte que les e´galite´s 9.4(1) et 9.4(2) soient ve´rifie´es. Ensuite, les λi sont de´termine´s
par un syste`me inversible d’e´quations line´aires a` coefficients dans F . Cela montre qu’il
existe Y ∈ Ξ + S + ΛS tel que PY = PX . Un tel Y est conjugue´ a` X par un e´le´ment de
G+. Comme on l’a dit dans la preuve du lemme 9.5, quitte a` changer z0 en −z0, on peut
assurer que Y est conjugue´ a` X par un e´le´ment de G. Donc Y appartient a` la classe de
conjugaison stable de X et est conjugue´ a` l’un des Xi par un e´le´ment de G(F ). L’unicite´
de cet e´le´ment Xi est assure´e par le lemme 9.5 : deux e´le´ments de Ξ+S+Σ
S ne peuvent
eˆtre conjugue´s par un e´le´ment de G que s’ils le sont par un e´le´ment de G(F ). D’ou` (2).
On a choisi un e´le´ment S. On peut supposer que les hypothe`ses de non-nullite´ im-
pose´es ci-dessus a` X sont ve´rifie´es pour tout e´le´ment de
⋃
X∈X ωX . Pour X ∈ ωXqd , la
classe de conjugaison stable de X se re´duit a` sa classe de conjugaison par G(F ). Donc
X ∈ tXqd(F )S, puis m(Xqd) = 1. Soit F1 ∈ FV . Pour ζ = ±, posons Xζ = XζF1. Alors X+
et X− sont stablement conjugue´s et ces deux e´le´ments sont un ensemble de repre´sentants
des classes de conjugaison par G(F ) dans leur classe de conjugaison stable. L’assertion
(3) nous dit qu’il y a un unique ζ tel que Xζ appartienne a` tXζ (F )
S. Notons ζ cet ζ . On
va le de´terminer. Dans ce qui suit, on fixe F1 et ζ = ±, on pose X = Xζ. Comme dans
le paragraphe pre´ce´dent (en changeant W en V ), on de´compose V en somme directe
orthogonale
V = F1 ⊕ F2 ⊕ Z˜
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et, pour j = 1, 2, on introduit la base (ej , e−j) de Fj .
Supposons d’abord dW ≥ 3 et r = 0. Pour j = 1, 2, posons ǫj = ej et ǫ−j = c−1j e−j .
Choisissons une base hyperbolique (ǫ±k)k=3,...,d/2 de Z˜. Supposons ζ = ζ et choisissons
un e´le´ment γ ∈ G(F ) tel que γ−1Xγ ∈ S + ΛS. Pour k = 1, ..., d/2, on a e´tudie´ dans la
preuve de 10.8 les coordonne´es de γ−1ǫ±k dans la base {v0, wS, w±1, ..., w±m} de V . En
notant Y±k sa coordonne´e sur v0, les formules 10.8(3) et 10.8(4) nous disent que
YkY−k = ν0
∏
j=1,...,m(s
2
j − x2k)∏
k′=1,...,d/2;k′ 6=k(x
2
k′ − x2k)
.
Appliquons cela a` k = 1. On a τF1(ǫ1) = c
ζǫ−1, donc aussi τF1(γ
−1ǫ1) = c
ζγ−1ǫ−1 puis
τF1(Y1) = c
ζY−1. Alors χF1(c
ζY1Y−1) = 1. On a x1 = a1 et on de´ja` utilise´ plusieurs fois
que y2−a21 e´tait la norme d’un e´le´ment de F−11 pour tout y ∈ F . On de´duit de la formule
ci-dessus que
χF1(Y1Y−1) = χF1(ν0(x
2
2 − x21)) = χF1(ν0(NormF1/F (a1)−NormF2/F (a2))).
D’apre`s la de´finition de cζ, on en de´duit ζ = χF1(ην0).
Passons au cas dW ≥ 3 et r > 0. On peut supposer que Z ⊂ Z˜ et que ǫ±k = v±(k+r−d/2)
pour k = d/2+1−r, ..., d/2. On peut e´crire X = X0+Xa, avec X0 ∈ g0(F ) et Xa ∈ a(F ).
L’e´le´ment X0 ve´rifie les meˆmes conditions que X, relativement a` l’espace V0. Supposons
ζ = χF1(ην0). On vient de voir que X0 est conjugue´ a` un e´le´ment de S + Σ0,♭ par un
e´le´ment de G0(F ). Par un argument que l’on a de´ja` utilise´ plusieurs fois, X est conjugue´
a` un e´le´ment de Ξ + S + ΣS par un e´le´ment de G(F ). Donc ζ = ζ = χF1(ην0).
Conside´rons enfin le cas dW = 1. Dans ce cas, S = 0, Ξ est un e´le´ment nilpotent
re´gulier et Ξ+Λ est une section de Kostant relative a` cet e´le´ment. D’apre`s [Kot] the´ore`me
5.1, si X est conjugue´ a` un e´le´ment de Ξ + Λ par un e´le´ment de G(F ), on a l’e´galite´
inv(X)inv(TX) = invT (Ξ),
avec les notations de 11.4. L’e´le´ment Ξ laisse stable l’hyperplan D⊕Z. Le noyau aniso-
trope de la restriction de q a` cet hyperplan est la restriction de q a` D. Donc Ξ ∈ Oν0 .
L’e´galite´ ci-dessus jointe a` 11.4(2) entraˆıne ζ = χF1(ην0).
Le raisonnement ci-dessus s’e´tend a` tout e´le´ment de ωX+∪ωX−. En effet, tout e´le´ment
de cet ensemble est du meˆme type que X±, avec des valeurs propres diffe´rentes. On
obtient alors
m(Xζ) =
{
1, si ζ = χF1(ην0),
0, si ζ = −χF1(ην0).
En reportant ces valeurs dans l’e´galite´ (1), on obtient J(θ, f) = δν,ν0. Donc J(θ, f) =
I(θ, f) et E(θ, f) = 0. Comme dans le paragraphe pre´ce´dent, cela implique que E est
identiquement nulle. 
12 Preuve des the´ore`mes 7.8 et 7.9
12.1 Du groupe a` l’alge`bre de Lie
Conside´rons les assertions suivantes
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(th)G. Pour tout quasi-caracte`re θ sur H(F ) et toute fonction tre`s cuspidale f ∈
C∞c (G(F )), on a l’e´galite´ limN→∞IN(θ, f) = I(θ, f).
(th′)G. Pour tout quasi-caracte`re θ sur H(F ) et toute fonction tre`s cuspidale f ∈
C∞c (G(F )), dont le support ne contient pas d’e´le´ment unipotent, on a l’e´galite´ limN→∞IN(θ, f) =
I(θ, f).
(th)g. Pour tout quasi-caracte`re θ sur h(F ) et toute fonction tre`s cuspidale f ∈ C∞c (g(F )),
on a l’e´galite´ limN→∞IN(θ, f) = I(θ, f).
(th′)g. Pour tout quasi-caracte`re θ sur h(F ) et toute fonction tre`s cuspidale f ∈ C∞c (g(F )),
dont le support ne contient pas d’e´le´ment nilpotent, on a l’e´galite´ limN→∞IN(θ, f) =
I(θ, f).
Lemme. L’assertion (th)G entraˆıne (th)g. L’assertion (th
′)G entraˆıne (th
′)g.
Preuve. Supposons ve´rifie´e (th)G. Soient θ un quasi-caracte`re sur h(F ) et f ∈ C∞c (g(F ))
une fonction tre`s cuspidale. On veut montrer que E(θ, f) = 0, avec la notation de 11.3.
Dans la preuve de ce paragraphe, on a vu que E e´tait homoge`ne pour la transformation
(θ, f) 7→ (θλ, fλ). Cela permet de supposer que le support de f est contenu dans un
bon voisinage ω de 0 dans g(F ). Comme dans la preuve du lemme 11.2, on introduit un
quasi-caracte`re θω sur H(F ) et une fonction f ∈ C∞c (G(F )) tre`s cuspidale. On ve´rifie
que J(θ, f) = J1,ω(θω, f) et I(θ, f) = I1,ω(θω, f). D’apre`s les lemmes 8.2 et 8.3 et la pro-
position 10.9, on a J1,ω(θω, f) = limN→∞IN (θω, f), I1,ω(θω, f) = I(θω, f). D’apre`s (th)G,
ces deux termes sont e´gaux. La conclusion E(θ, f) = 0 s’ensuit.
La preuve de la seconde assertion est identique : si le support de f ne contient pas
d’e´le´ment nilpotent, celui de f ne contient pas d’e´le´ment unipotent. 
12.2 La re´currence
On va raisonner par re´currence sur d. Conside´rons des donne´es V ′′, W ′′, d′′ analogues
a` V , W , d (avec le meˆme r). Pour ces donne´es, il y a une assertion (th)G′′ analogue a`
(th)G. Conside´rons l’assertion
(th)<d. L’assertion (th)G′′ est ve´rifie´e si d
′′ < d.
Lemme. L’assertion (th)<d entraˆıne (th
′)G. Les assertions (th)<d et (th)g entraˆınent
(th)G.
Preuve. Supposons ve´rifie´e (th)<d, soient θ un quasi-caracte`re sur G(F ) et f ∈
C∞c (G(F )) une fonction tre`s cuspidale, dont le support ne contient pas d’e´le´ment uni-
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potent. Soient x ∈ Gss(F ) et ωx un bon voisinage de 0 dans gx(F ). Posons Ωx =
(xexp(ωx))
G. On impose a` ωx les conditions suivantes. Si x = 1, on suppose que Ω1 ∩
Supp(f) = ∅ (c’est loisible d’apre`s l’hypothe`se sur f). Si x n’est conjugue´ a` aucun
e´le´ment de Hss(F ), on impose a` ωx les conditions de 8.1. Si x est conjugue´ a` un e´le´ment
de Hss(F ), on fixe un tel e´le´ment x
′, on choisit un bon voisinage ωx′ de 0 dans gx′(F )
ve´rifiant les conditions de 8.2 et on de´finit ωx comme l’image par conjugaison de ωx′. Le
meˆme proce´de´ qu’a` la fin de la preuve de la proposition 6.4 permet de choisir un sous-
ensemble fini X ⊂ Gss(F ) et de de´composer f en somme finie f =
∑
x∈X fx, de sorte que,
pour tout x ∈ X , fx soit le produit de f et de la fonction caracte´ristique d’un G-domaine
inclus dans Ωx. Par line´arite´, on peut aussi bien fixer x ∈ X et supposer f = fx. Si x = 1,
cette fonction est nulle d’apre`s le choix de ω1. L’assertion a` prouver est triviale. D’apre`s
8.1, c’est aussi le cas si x n’est conjugue´ a` aucun e´le´ment de H(F ). Supposons que x 6= 1
et x est conjugue´ a` un e´le´ment de H(F ). On peut aussi bien supposer x ∈ Hss(F ). Les
lemmes 8.2 et 8.3 nous rame`nent a` prouver l’e´galite´
(1) limN→∞Ix,ω,N(θ, f) = Ix,ω(θ, f).
On utilise les notations des sections 8 a` 10. Si AG′x 6= {1}, le membre de gauche est
nul d’apre`s la proposition 10.9. L’ensemble T x est vide et le membre de droite est nul
lui-aussi. Supposons AG′x = {1}. En 10.1, on a de´compose´ θx,ω en une somme finie
θx,ω(X) =
∑
S∈S
jˆS(X
′)jˆH
′′
(S,X ′′)
pour X ∈ ω ∩ h(F ). On peut aussi bien e´crire
θx,ω(X) =
∑
S∈S
θ′S(X
′)θ′′S(X
′′)
pour tout X ∈ hx(F ), ou` θ′S(X ′) = 1ω′ jˆS(X ′) et θ′′S(X ′′) = 1ω′′∩h′′(F )jˆH′′(S,X ′′). Remar-
quons que θ′S, resp. θ
′′
S, est un quasi-caracte`re sur g
′
x(F ) = h
′
x(F ), resp. h
′′(F ), a` support
compact modulo conjugaison. On peut de meˆme de´composer θf,x,ω en somme
θf,x,ω(X) =
∑
b∈B
θ′f,b(X
′)θ′′f,b(X
′′)
ou` B est un ensemble fini d’indices et, pour tout b ∈ B, θ′f,b, resp. θ′′f,b, est un quasi-
caracte`re sur g′x(F ), resp. g
′′(F ), a` support compact modulo conjugaison. D’apre`s la
proposition 6.4, pour tout b ∈ B, on peut choisir une fonction f ′′b ∈ C∞c (g′′(F )), tre`s
cuspidale et telle que θ′′f,b = θf ′′b . En comparant les formules de 7.9 et 8.3, on obtient
l’e´galite´
Ix,ω(θ, f) =
∑
S∈S,b∈B
I ′(S, b)I(θ′′S , f
′′
b )
ou`
I ′(S, b) =
∑
T ′∈Tell(G′x)
|W (G′x, T ′)|−1ν(T ′)
∫
t′(F )
θ′S(X
′)θ′f,b(X
′)DG
′
x(X ′)dX ′.
De meˆme, en comparant les formules de 10.9 et 11.2, on obtient
Jx,ω(θ, f) =
∑
S∈S,b∈B
I ′(S, b)J(θ′′S , f
′′
b ).
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Puisque x 6= 1, on a dim(W ′′) < d. L’assertion (th)<d et le lemme 12.1 entraˆınent que
(th)g′′ est ve´rifie´e. Donc J(θ
′′
S, f
′′
b ) = I(θ
′′
S, f
′′
b ) graˆce au lemme 11.2. Alors les formules
ci-dessus et la proposition 10.9 impliquent l’e´galite´ (1) qu’il fallait prouver.
La seconde assertion de l’e´nonce´ se de´montre de meˆme. On ne peut plus e´liminer le
point x = 1. Mais, pour ce point, l’e´galite´ J(θ′′S , f
′′
b ) = I(θ
′′
S, f
′′
b ) provient de l’assertion
(th)g que l’on suppose ve´rifie´e. 
12.3 Finale
Pour prouver le the´ore`me 7.8, et aussi le the´ore`me 7.9 d’apre`s le lemme 12.1, il
suffit de prouver que l’assertion (th)<d entraˆıne (th)G. Or (th)<d entraˆıne (th
′)G (lemme
12.2), qui entraˆıne (th′)g (lemme 12.1). Cette dernie`re assertion entraˆıne (th)g : c’est une
reformulation de la proposition 11.1. Jointe a` (th)<d, cette dernie`re assertion entraˆıne
(th)G (lemme 12.2). Cela ache`ve la preuve.
13 Un cas de la version faible de la conjecture locale
de Gross-Prasad
13.1 De´finition des multiplicite´s
Soit G un groupe re´ductif connexe de´fini sur F . Une repre´sentation de G(F ) est
un couple (π,Eπ), ou` Eπ est l’espace de la repre´sentation (pour nous, un espace vecto-
riel complexe), et π un homomorphisme de G(F ) dans GLC(Eπ). On oubliera souvent
l’un des termes en la notant simplement π ou Eπ. On notera aussi une classe d’iso-
morphie de repre´sentations comme une repre´sentation dans cette classe. On note πˇ la
repre´sentation contragre´diente de π. On note Irr(G) l’ensemble des classes d’isomor-
phie de repre´sentations admissibles irre´ductibles de G(F ) et Temp(G) le sous-ensemble
des repre´sentations qui sont aussi tempe´re´es. A tout e´le´ment π ∈ Irr(G) est associe´
un caracte`re θπ, que l’on peut conside´rer comme une distribution sur G(F ) ou comme
une fonction de´finie presque partout. Dans cette dernie`re interpre´tation, θπ est un quasi-
caracte`re sur G(F ) d’apre`s un the´ore`me de Harish-Chandra ([HCDS] the´ore`me 16.2).
Conside´rons la situation de 7.2, soient (π,Eπ) ∈ Irr(G) et (σ,Eσ) ∈ Irr(H). Notons
HomH,ξ(π, σ) l’espace des applications line´aires ϕ : Eπ → Eσ telles que
ϕ(π(hu)e) = ξ(u)σ(h)ϕ(e)
pour tous h ∈ H(F ), u ∈ U(F ), e ∈ Eπ. Cet espace de´pend des constantes ξi qui nous
ont permis de de´finir ξ, mais de fac¸on inessentielle. En effet, si on associe un caracte`re ξ′
a` d’autres constantes, on ve´rifie qu’il existe a ∈ A(F ) tel que l’application ϕ 7→ ϕ ◦ π(a)
soit un isomorphisme de HomH,ξ(π, σ) sur HomH,ξ′(π, σ). Tout ce qui suit est donc
essentiellement inde´pendant des constantes ξi.
On a
(1) dimC(HomH,ξ(π, σ)) ≤ 1.
Si r = 0, c’est le the´ore`me 1’ de [AGRS]. Ce re´sultat est ge´ne´ralise´ a` tout r dans [GGP]
corollaire 20.4 (pour les groupes unitaires, mais la preuve est la meˆme pour les groupes
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spe´ciaux orthogonaux). On pose
m(σ, π) = dimC(HomH,ξ(π, σ)).
Soit T ∈ T . En appliquant les de´finitions de 7.3 aux quasi-caracte`res θ = θσˇ et τ = θπ,
on de´finit les fonctions cθσˇ et cθπ sur T (F ), que l’on note simplement cσˇ et cπ. On pose
mgeom(σ, π) =
∑
T∈T
|W (H, T )|−1ν(T )
∫
T (F )
cσˇ(t)cπ(t)D
H(t)∆(t)rdt.
Cette expression est absolument convergente d’apre`s la proposition 7.3.
Proposition. Supposons π ∈ Irr(G), σ ∈ Irr(H) et π supercuspidale. Alors on a
l’e´galite´ m(σ, π) = mgeom(σ, π).
Preuve. Si V est hyperbolique de dimension 2, on ve´rifie directement que les deux
termes de l’e´galite´ valent 1. On exclut ce cas. Introduisons les repre´sentations de G(F ) :
ρ = Ind
G(F )
H(F )U(F )(σ ⊗ ξ¯) et ρ = indG(F )H(F )U(F )(σˇ ⊗ ξ). La premie`re est l’induite lisse de la
repre´sentation σ ⊗ ξ¯ de H(F )U(F ), ou` ξ¯ est le conjugue´ complexe de ξ, la seconde est
l’induite a` supports compacts de la repre´sentation σˇ ⊗ ξ. Par re´ciprocite´ de Frobenius
pour la premie`re e´galite´ et d’apre`s un re´sultat standard pour la seconde, on a
HomH,ξ¯(π, σ) = HomG(F )(π,ρ) = HomG(F )(ρ, πˇ).
Puisque πˇ est supercuspidale et le centre de G(F ) est fini, la the´orie de Bernstein nous
dit que ρ se de´compose en somme d’une repre´sentation τ dont aucun sous-quotient n’est
isomorphe a` πˇ et d’un certain nombre de facteurs tous isomorphes a` πˇ. Le nombre de
ces facteurs est pre´cise´ment m(σ, π). Soit f un coefficient de π. On a l’e´galite´
trace(πˇ(f)|Eπˇ) = f(1)d(π)−1
ou` d(π) est le degre´ formel de π. L’ope´rateur τ(f) est nul. Donc ρ(f) est de rang fini et
(2) trace(ρ(f)) = m(σ, π)f(1)d(π)−1.
Montrons que, si N est un entier assez grand,
(3) trace(ρ(f)) = IN(θσˇ, f).
Fixons un sous-groupe ouvert compact K ′ ⊂ K tel que f soit biinvariante par K ′.
Notons ΩN le support de la fonction κN et Eρ,N le sous-espace de Eρ forme´ des fonctions
a` support dans ΩN . Selon l’usage, notons E
K ′
ρ,N le sous-espace des e´le´ments invariants par
l’action de K ′. Puisque l’image de ρ(f) est de dimension finie, elle est contenue dans
EK
′
ρ,N si N est assez grand. Alors trace(ρ(f)) est la trace de la restriction de ρ(f) a` E
K ′
ρ,N .
Fixons un ensemble de repre´sentants ΓN des doubles classes H(F )U(F )\ΩN/K ′. Notons
Γ′N le sous-ensemble des γ ∈ ΓN tels que ξ soit trivial sur γK ′γ−1 ∩U(F ). Pour γ ∈ ΓN ,
posons KH [γ] = γK ′γ−1 ∩ H(F ) et fixons une base B[γ] de l’espace EKH [γ]σ . Notons
{bˇ; b ∈ B[γ]} la base duale de EKH [γ]σˇ . Pour γ ∈ Γ′N et b ∈ B[γ], il existe un unique
e´le´ment ϕ[b, γ] ∈ Eρ, a` support dans H(F )U(F )γK ′, invariant a` droite par K ′ et tel
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que ϕ[b, γ](γ) = bˇ. L’ensemble {ϕ[b, γ]; γ ∈ Γ′N , b ∈ B[γ]} est une base de EK ′ρ,N . Alors, la
trace de ρ(f) agissant dans EK
′
ρ,N est∑
γ∈Γ′N ,b∈B[γ]
< (ρ(f)ϕ[b, γ])(γ), b > .
On a
< (ρ(f)ϕ[b, γ])(γ), b >=
∫
G(F )
< ϕ[b, γ](γg), b > f(g)dg
= mes(H(F )U(F )\H(F )U(F )γK ′)
∫
H(F )U(F )
< σˇ(h)bˇ, b > ξ(u)f(γ−1huγ)du dh
= mes(H(F )U(F )\H(F )U(F )γK ′)
∫
H(F )
< σˇ(h)bˇ, b > γf ξ(h)dh.
La somme sur b ∈ B[γ] de cette inte´grale est trace(σˇ(γf ξ)), ou encore I(θσˇ, f, γ). On
ve´rifie que ce terme est nul pour γ ∈ ΓN , γ 6∈ Γ′N et on obtient
trace(ρ(f)) =
∑
γ∈ΓN
mes(H(F )U(F )\H(F )U(F )γK ′)I(θσˇ, f, γ)
=
∫
H(F )U(F )\G(F )
I(θσˇ, f, g)κN(g)dg,
d’ou` (3).
La fonction f est tre`s cuspidale. On calcule son quasi-caracte`re associe´
(4) θf = f(1)d(π)
−1θπ.
En effet, cela re´sulte de notre de´finition 5.3 de θf et de [A6] the´ore`me p.3 (il y a un
proble`me de passage a` la contragre´diente dans ce the´ore`me).
Graˆce a` (3) et au the´ore`me 7.8, on a trace(ρ(f)) = I(θσˇ, f). Graˆce a` (4), I(θσˇ, f) =
f(1)d(π)−1mgeom(σ, π). Alors la proposition re´sulte de (2). 
13.2 Les L-paquets
Conside´rons de nouveau la situation de 7.2. On suppose de´sormais que G et H sont
quasi-de´ploye´s, autrement dit que dan(V ) ≤ 2, dan(W ) ≤ 2. On affecte les notations d’un
indice i : Vi, Wi, Gi, Hi etc...
A e´quivalence pre`s, il existe au plus un couple (V ′, q′) analogue a` (Vi, qi), tel que
dim(V ′) = d, le discriminant de q′ soit e´gal a` celui de qi, mais (V
′, q′) ne soit pas
e´quivalent a` (Vi, qi). Un tel couple ve´rifie dan(V
′) + dan(Vi) = 4. Le couple (V
′, q′) existe
si et seulement si d + dan(Vi) ≥ 4. S’il existe, on le note (Va, qa) et on introduit pour ce
couple les meˆmes objets que pour (Vi, qi), affecte´s d’un indice a. On introduit de meˆme
un couple (Wa, qWa), s’il existe, c’est-a`-dire si dWi+dan(Wi) ≥ 4. Quand ces deux couples
existent, on a l’e´galite´ Va = Wa⊕D et qa est la somme orthogonale de qWa et de la forme
de´ja` fixe´e sur D.
Remarque. Les indices i et a signifient ”isotrope” et ”anisotrope”, les donne´es af-
fecte´es de l’indice i ayant tendance a` eˆtre ”plus isotropes” que celles affecte´es de l’indice
a. Pre´cise´ment, on a dan(Vi) + dan(Wi) < dan(Va) + dan(Wa).
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Pour simplifier, si le couple (Va, qa), resp. (Wa, qWa), n’existe pas, on pose Temp(Ga) =
∅, resp. Temp(Ha) = ∅. Selon une conjecture due essentiellement a` Langlands, les en-
sembles de repre´sentations Temp(Gi) et Temp(Ga) se de´composent en re´unions disjointes
de L-paquets, qui posse`dent les proprie´te´s (1), (2) et (3) ci-dessous.
(1) Soit Π un L-paquet de Temp(Gi) ou Temp(Ga). L’ensemble Π est fini. Posons
θΠ =
∑
π∈Π θπ. Alors θΠ est une distribution stable.
(2) Il existe une application qui, a` un L-paquet dans Temp(Ga), associe un L-paquet
dans Temp(Gi), et satisfait les conditions suivantes. Elle est injective. Soient Πa un L-
paquet dans Temp(Ga) et Πi son image. Alors (−1)dθΠa est le transfert a` Ga(F ) de
la distribution θΠi sur Gi(F ). Soit Πi un L-paquet dans Temp(Gi) qui n’est pas dans
l’image de l’application. Alors le transfert a` Ga(F ) de θΠi est nul (si le groupe Ga existe).
Remarque. Le signe (−1)d s’interpre`te comme (−1)rangF (Ga)−rangF (Gi), ou` rangF (Ga),
resp. rangF (Gi), est la dimension d’un sous-tore de´ploye´ maximal de Ga, resp. Gi.
On sait de´finir la notion de mode`le de Whittaker d’une repre´sentation dans Irr(Gi).
Plus pre´cise´ment, une telle notion est associe´e a` chaque orbite nilpotente re´gulie`re O
de gi(F ). Soient O une telle orbite et N¯ ∈ O. On peut comple´ter N¯ en un sl2-triplet
qui de´termine un sous-tore maximal T et un sous-groupe de Borel B de Gi de sorte que
T ⊂ B et N¯ ∈ b¯(F ). Notons UB le radical unipotent de B et de´finissons une fonction
ξN¯ sur UB(F ) par ξN¯(exp(N)) = ψ(< N¯,N >). C’est un caracte`re. Pour π ∈ Irr(Gi),
on dit que π admet un mode`le de Whittaker relatif a` O s’il existe une forme line´aire l
sur Eπ, non nulle et telle que l(π(u)e) = ξN¯(u)l(e) pour tous u ∈ UB(F ), e ∈ Eπ. La
dernie`re proprie´te´ des L-paquets est
(3) pour tout L-paquet Π dans Temp(Gi) et toute orbite nilpotente re´gulie`re O dans
gi(F ), il existe un et un seul e´le´ment de Π qui admet un mode`le de Whittaker relatif a`
O.
Remarques. La proprie´te´ (1) pour le groupe Gi est annonce´e par Arthur. Il n’y a
gue`re de doute que, dans un avenir proche, les travaux d’Arthur de´montreront e´galement
cette proprie´te´ pour le groupe Ga et la proprie´te´ (2). Konno a montre´ que des re´sultats
e´galement annonce´s par Arthur entraˆınaient la proprie´te´ (3) ([Konno] the´ore`me 3.4).
Signalons que cette proprie´te´ (3) est une conjecture de Shahidi.
Dans la suite de l’article, on admet l’existence de L-paquets posse´dant ces
proprie´te´s. Bien e´videmment, on les admet aussi pour les groupes Hi et Ha (l’entier d
e´tant change´ en dW ).
13.3 Un re´sultat en direction de la conjecture locale de Gross-
Prasad
Soient Πi un L-paquet dans Temp(Gi) et Σi un L-paquet dans Temp(Hi). Si Πi est
dans l’image de l’application 13.2(2), on note Πa le L-paquet dans Temp(Ga) dont il est
l’image. Sinon, on pose Πa = ∅. On de´finit de meˆme Σa. Pour (σ, π) ∈ (Σi×Πi)∪(Σa×Πa),
on de´finit la multiplicite´ m(σ, π).
The´ore`me. Supposons que tout e´le´ment de Πi ∪ Πa soit supercuspidal. Alors il existe
un unique couple (σ, π) ∈ (Σi × Πi) ∪ (Σa ×Πa) tel que m(σ, π) = 1.
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Sous les hypothe`ses indique´es, c’est une partie de la conjecture 6.9 de [GP]. La
de´monstration sera donne´e au paragraphe 13.6.
13.4 Calcul de fonctions jˆ
On conside`re la situation du paragraphe 11.4 dont on reprend les notations. On
reprend aussi la notation FV introduite en 11.5. Dans le cas ou` d est pair et d ≥ 4,
on a de´fini des e´le´ments X±F1. On pose ǫF1 = χF1(−NormF2/F (a2)). En fait, ce terme
ne de´pend pas de a2 puisque l’image de NormF2/F (a2) dans F
×/F×2 est uniquement
de´termine´e. On note TF1 le commutant de X
+
F1
dans G.
Lemme. (i) Supposons d impair ou d ≤ 2. On a l’e´galite´
jˆ(Oreg, Xqd) = |WG|DG(Xqd)−1/2.
(ii) Supposons d pair, d ≥ 4. Soit ν ∈ N V . On a l’e´galite´
jˆ(Oν , Xqd) = |N V |−1|WG|DG(Xqd)−1/2.
Pour F1 ∈ FV , on a l’e´galite´
jˆ(Oν , X+F1) = −jˆ(Oν , X−F1) = ǫF1χF1(νη)
|W (G, TF1)|
2|N V | D
G(X+F1)
−1/2.
Preuve. Supposons d impair ou d ≤ 2. D’apre`s 2.6(4) et le lemme 11.4, on a l’e´galite´
jˆ(Oreg, Xqd) = jˆ(λXqd, Xqd)
pour tout λ ∈ F×2 assez voisin de 0. Le commutant Tqd de Xqd dans G est un Le´vi
minimal. La formule 2.6(5) exprime jˆG(λXqd, Xqd) a` l’aide de la fonction jˆ
Tqd . Mais,
pour tout tore T , la fonction (X, Y ) 7→ jˆT (X, Y ) est constante de valeur 1, ainsi qu’il
re´sulte de sa de´finition. D’autre part, un e´le´ment de tqd(F ) est conjugue´ a` Xqd par un
e´le´ment de G(F ) si et seulement s’il l’est par un e´le´ment de NormG(F )(Tqd). Il y a |WG|
tels e´le´ments. Alors, la formule 2.6(5) conduit a` l’e´galite´ du (i) de l’e´nonce´.
Dans la situation du (ii), notons X l’ensemble forme´ des e´le´ments Xqd et X±F1 , pour
F1 ∈ FV . La formule 2.6(4) et le lemme 11.4 entraˆınent que pour λ ∈ F×2 assez voisin
de 0, on a l’e´galite´
(1) jˆ(Oν , Y ) = |N V |−1(jˆ(λXqd, Y ) +
∑
F1∈FV
χF1(νη)(jˆ(λX
+
F1
, Y )− jˆ(λX−F1, Y )))
pour tout Y ∈ X . Fixons un tel λ.
Comme ci-dessus, on a
jˆ(λXqd, Xqd) = |WG|DG(Xqd)−1/2.
D’autre part, pour F1 ∈ FV , l’e´le´ment X±F1 n’est conjugue´ a` aucun e´le´ment de tqd(F ) et
la formule 2.6(5) entraˆıne
jˆ(λXqd, X
±
F1
) = 0.
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Soit F1 ∈ FV . Il nous faut calculer jˆ(λX+F1, Y ) − jˆ(λX−F1, Y ) pour Y ∈ X . On va
d’abord supposer d = 4. Pour j = 1, 2, notons Gi le groupe spe´cial orthogonal de Fj
muni de la forme NormFj/F . C’est un tore de dimension 1. Le groupe G
′ = G1 × G2
est un groupe endoscopique elliptique de G. La classe de conjugaison stable de X±F1
dans g(F ) est l’image de la classe de conjugaison stable d’un e´le´ment X ′ ∈ g′(F ), cette
dernie`re classe se re´duisant a` {X ′} puisque G′ est un tore. On peut normaliser le facteur
de transfert ∆G,G′ de sorte que ∆G,G′(X
′, XζF1) = ζ pour ζ = ± = ±1. Graˆce a` Ngo Bao
Chau, la conjecture 1.2 de [W4] est maintenant de´montre´e. La fonction iˆG(X, Y ) de [W4]
est e´gale a` jˆG(X, Y )DG(Y )1/2. La fonction iˆG
′
est constante de valeur 1 puisque G′ est
un tore. Avec les notations de cette re´fe´rence, on a donc l’e´galite´
γψ(g)(jˆ
G(λX+F1, Y )− jˆG(λX−F1, Y ))DG(Y )1/2 = γψ(g′)
∑
Z∈g′(F )
∆G,G′(Z, Y )
pour tout Y ∈ greg(F ). La classe de conjugaison stable de l’e´le´ment Xqd n’est l’image
d’aucun e´le´ment de g′(F ). Il n’y a donc aucun Z pour lequel ∆G,G′(Z,Xqd) 6= 0. On
obtient
jˆG(λX+F1 , Xqd)− jˆG(λX−F1 , Xqd) = 0.
Soit F ′1 ∈ FV . Si F ′1 6= F1, la classe de conjugaison stable d’un e´le´ment XζF ′1, pour ζ = ±,
n’est l’image d’aucun e´le´ment de g′(F ) et on obtient de meˆme
jˆG(λX+F1 , X
ζ
F ′1
)− jˆG(λX−F1 , XζF ′1) = 0.
Si F1 6= F2, la classe de conjugaison stable de XζF1 est l’image d’un unique e´le´ment de
g′(F ), a` savoir X ′ et on connaˆıt la valeur ∆G,G′(X
′, XζF1) = ζ (en identifiant ζ a` un
e´le´ment de {±1}). Si F1 = F2, la classe de conjugaison stable de XζF1 est l’image de
deux e´le´ments de g′(F ) : X ′ et l’e´le´ment X ′′ obtenu en e´changeant les deux facteurs
de X ′. Un argument ge´ne´ral nous dit que, parce que G est quasi-de´ploye´, le facteur de
transfert est insensible a` l’action d’un automorphisme du groupe endoscopique G′. Donc
∆G,G′(X
′′, XζF1) = ∆G,G′(X
′, XζF1) = ζ . On obtient
jˆG(λX+F1 , X
ζ
F1
)− jˆG(λX−F1, XζF1) = ζ(1 + δF1,F2)γψ(g′)γψ(g)−1DG(X±F1)−1/2.
Remarquons queDG(X+F1) = D
G(X−F1). Si F1 6= F2, le groupeW (G, TF1) a deux e´le´ments :
l’action de l’e´le´ment non trivial de ce groupe envoie XζF1 sur un e´le´ment analogue ou` les
valeurs propres a1 et a2 sont change´es en −a1 et −a2. Si F1 = F2, le groupe W (G, TF1)
a 4 e´le´ments : on peut de plus permuter les deux facteurs. Donc
1 + δF1,F2 =
|W (G, TF1)|
2
.
Il reste a` calculer les facteurs γψ. Ces facteurs sont les ”constantes de Weil” associe´es a` ψ
et aux formes quadratiques (X, Y ) 7→ trace(XY )/2 sur g(F ) et g′(F ). Fixons ξ1, ξ2 ∈ F×
tels que Fj = F (
√
ξj) pour j = 1, 2. Si G est de´ploye´, posons ξ = 1. Si G n’est pas
de´ploye´, soit ξ ∈ F× tel que E = F (√ξ). La forme quadratique sur g(F ) a meˆme noyau
anisotrope que la forme x2 + ξy2 de dimension 2. La forme quadratique sur g′(F ) est
e´quivalente a` la forme ξ1x
2 + ξ2y
2. Ces deux formes ont meˆme de´terminant. Elles sont
e´quivalentes si et seulement si χF1(ξ2) = 1, ou, ce qui revient au meˆme, si ǫF1 = 1. On
en de´duit l’e´galite´
γψ(g
′)γψ(g)
−1 = ǫF1 ,
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puis
(2) jˆG(λX+F1, X
ζ
F1
)− jˆG(λX−F1, XζF1) = ζǫF1
|W (G, TF1)|
2
DG(X+F1)
−1/2.
Remarque. Le calcul serait le meˆme si l’on remplac¸ait XζF1 par un e´le´ment similaire,
mais de valeurs propres diffe´rentes. Par exemple si l’on remplac¸ait XζF1 par un conjugue´
par un e´le´ment du groupe G+(F ).
Levons l’hypothe`se d = 4. Dans la construction de 11.4 des e´le´ments X±F1, on a
fixe´ un espace hyperbolique Z˜ et un sous-tore de´ploye´ maximal T˜ du groupe spe´cial
orthogonal de cet espace. Notons M le commutant de T˜ dans G. On a M = T˜G′, ou`
G′ est le groupe spe´cial orthogonal de l’espace quadratique F1⊕F2 de dimension 4. Soit
X ∈ X et Y un e´le´ment de m(F ) conjugue´ a` X par un e´le´ment de G(F ). Il est clair
que Y = YT˜ + Y
′, ou` YT˜ ∈ t˜(F ) et Y ′ est un e´le´ment de g′(F ) construit de la meˆme
fac¸on que X, e´ventuellement conjugue´ par un e´le´ment du groupe G′+(F ). Comme on l’a
dit ci-dessus, la fonction jˆT˜ est constante de valeur 1. La formule 2.6(4) et nos re´sultats
ci-dessus applique´s au groupe G′ conduisent a` l’e´galite´
jˆG(λX+F1 , X)− jˆG(λX−F1, X) = 0
pour X ∈ X , X 6= X±F1 . Pour X = X±F1, on doit calculer le nombre de classes de conju-
gaison par M(F ) contenues dans l’intersection de m(F ) et de la classe de conjugaison
par G(F ) de X. Parce que X est elliptique dans m(F ), tout e´le´ment g ∈ G(F ) tel que
gXg−1 ∈ m(F ) normaliseM . Le nombre cherche´ est donc le nombre d’e´le´ments du groupe
NormG(F )(M)/M(F ). On ve´rifie que tout e´le´ment de ce quotient a un repre´sentant dans
NormG(F )(TF1). Le nombre cherche´ est donc |W (G, TF1)||W (M,TF1)|−1. Le deuxie`me
facteur est l’inverse de celui qui apparaˆıt dans l’e´galite´ (2) applique´e au groupe G′. On
obtient alors la meˆme e´galite´ (2) pour notre groupe G.
On a maintenant calcule´ tous les termes intervenant dans la formule (1). Cette formule
conduit a` l’e´galite´ du (ii) de l’e´nonce´. 
13.5 Classes de conjugaison stable de tores
Dans ce paragraphe, on travaille soit avec l’une des se´ries de donne´es Vi, Wi, Gi etc..
ou Va, Wa, Ga etc..., soit avec les deux. Dans le premier cas, pour simplifier, on note ♭
l’indice i ou a. On a de´fini l’ensemble T ♭ en 7.3. A T ∈ T ♭, on a associe´ des espaces
W ′♭ etc... et des groupes H
′
♭ etc... On pre´cise la notation en les notant plutoˆt W
′
♭,T , H
′
♭,T
etc... Pour T ∈ T ♭, on introduit le groupe de cohomologie H1(T ) = H1(Gal(F¯ /F ), T ).
Puisque AT = {1}, ce groupe est un produit de facteurs Z/2Z et il est non trivial si
T 6= {1}. On pose
h(T ) =
{ |H1(T )|/2, si T 6= {1},
1, si T = {1}.
On introduit le groupe W¯ (H♭, T ) = NormH♭(T )/ZH♭(T ). Le groupe de Galois Gal(F¯ /F )
agit sur W¯ (H♭, T ), on note W¯F (H♭, T ) le sous-groupe des points fixes.
Fixons un isomorphisme Φ : Wa ⊗F F¯ → Wi ⊗F F¯ tel que qWi(Φ(w),Φ(w′)) =
qWa(w,w
′) pour tous w,w′ ∈ Wa ⊗F F¯ . Pour h ∈ Ha, notons φ(h) = Φ ◦ h ◦ Φ−1. C’est
un e´le´ment de Hi et l’isomorphisme φ ainsi de´fini de Ha sur Hi est un torseur inte´rieur.
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Soient T, T ′ ∈ T a ∪ T i. On dit que T et T ′ sont stablement conjugue´s si et seulement si
l’une des conditions suivantes (1) ou (2) est ve´rifie´e.
(1) Il existe un indice ♭ tel que T, T ′ ∈ T ♭. Il existe h ∈ H♭ tel que hTh−1 = T ′ et
l’homomorphisme t 7→ hth−1 de T sur T ′ est de´fini sur F .
(2) Quitte a` e´changer T et T ′, on a T ∈ T a et T ′ ∈ T i. Il existe h ∈ Hi de sorte que
hφ(Ta)h
−1 = Ti et l’homomorphisme t 7→ hφ(t)h−1 de Ta sur Ti est de´fini sur F .
On note T ∼st T ′ cette relation. On ve´rifie que c’est une relation d’e´quivalence.
Lemme. (i) Soient T et T ′ deux e´le´ments de T a ∪ T i stablement conjugue´s. Dans
la situation de (1), l’espace quadratique W ′♭,T , resp. W
′′
♭,T , est isomorphe a` W
′
♭,T ′ , resp.
W ′′♭,T ′ et on peut choisir h ve´rifiant (1) de sorte que la restriction de h a` W
′′
♭,T soit
un isomorphisme de´fini sur F de W ′′♭,T sur W
′′
♭,T ′ . Dans la situation de (2), les espaces
quadratiques W ′′a,T et W
′′
i,T ′ sont isomorphes et on peut choisir h ve´rifiant (1) de sorte
que la restriction de h ◦ Φ a` W ′′a,T soit un isomorphisme de´fini sur F de W ′′a,T sur W ′′i,T ′.
(ii) Soit T ∈ T ♭. On a l’e´galite´∑
T ′∈T♭;T ′∼stT
|W (H♭, T ′)|−1 = h(T )|W¯F (H♭, T )|−1.
Les nombres h(T ) et |W¯F (H♭, T )| ne de´pendent que de la classe de conjugaison stable de
T .
(iii) Toute classe de conjugaison stable dans T a ∪ T i coupe T i. La seule classe de
conjugaison stable qui ne coupe pas T a est la classe re´duite au tore {1} ∈ T i.
Preuve. Soient T et T ′ deux e´le´ments de T ♭ stablement conjugue´s et h ve´rifiant (1).
Supposons dW♭ impair. On a h(W
′′
♭,T ⊗F F¯ ) = W ′′♭,T ′ ⊗F F¯ . Notons h′′ : W ′′♭,T ⊗F F¯ →
W ′′♭,T ′ ⊗F F¯ la restriction de h. L’application φ′′ : x 7→ h′′xh′′−1 est un isomorphisme
de H ′′♭,T sur H
′
♭,T . Ces deux groupes e´tant quasi-de´ploye´s, on peut fixer dans chacun
d’eux un sous-groupe de Borel, un sous-tore maximal de ce groupe et un e´pinglage, ces
donne´es e´tant de´finies sur F . Quitte a` multiplier h′′ a` droite par un e´le´ment de H ′′♭,T , ce
qui est loisible, on peut supposer que φ′′ envoie ces donne´es du groupe H ′′♭,T sur celles
du groupe H ′′♭,T ′ . Soit σ ∈ Gal(F¯ /F ). La condition (1) entraˆıne que σ(h)−1h appartient
au commutant de T dans H♭, c’est-a`-dire a` T × H ′′♭,T . Donc σ(h′′)−1h′′ ∈ H ′′♭,T . Cet
e´le´ment conserve le sous-groupe de Borel, le tore maximal et l’e´pinglage de H ′′♭,T . Donc
il appartient au centre de H ′′♭,T , qui est re´duit a` {1} puisque dim(W ′′♭ ) est impaire. Donc
h′′ est de´fini sur F et c’est un isomorphisme de W ′′♭,T sur W
′′
♭,T ′. Supposons dW♭ pair. On
conside`re h comme un e´le´ment de G et on remplace les espaces W ′′♭,T et W
′′
♭,T ′ par V
′′
♭,T et
V ′′♭,T ′ dans le raisonnement pre´ce´dent. On conclut de meˆme que ces deux derniers espaces
sont isomorphes. Puisque W ′′♭,T et W
′′
♭,T ′ sont les orthogonaux dans ces espaces de l’espace
commun D ⊕ Z, ils sont eux-aussi isomorphes. De meˆme, maintenant que l’on a prouve´
que W ′′♭,T et W
′′
♭,T ′ e´taient isomorphes, W
′
♭,T et W
′
♭,T ′ le sont aussi. On peut remplacer h
par un e´le´ment qui a meˆme restriction a` W ′♭,T ⊗F F¯ et qui est un isomorphisme de´fini sur
F de W ′′♭,T sur W
′′
♭,T ′ (on peut choisir ce dernier tel que h soit dans H♭ et non seulement
dans H+♭ ). Un tel h ve´rifie encore (1) et la condition du (i) de l’e´nonce´.
Soient T ∈ T a et T ′ ∈ T i deux e´le´ments stablement conjugue´s et h ve´rifiant (2).
Dans le cas dWi impair, le meˆme raisonnement s’applique en remplac¸ant l’application h
′′
par la restriction de h ◦Φ a` W ′′a,T ⊗F F¯ et φ′′ par la restriction a` H ′′a,T de x 7→ hφ(x)h−1.
Dans le cas dWi pair, on e´tend Φ en un isomorphisme de Va ⊗F F¯ sur Vi ⊗F F¯ qui est
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l’identite´ sur D ⊕ Z. On en de´duit un prolongement de φ en un torseur inte´rieur de Ga
sur Gi. On remplace alors h
′′ par la restriction de h◦Φ a` V ′′a,T⊗F F¯ et φ′′ par la restriction
a` G′′a,T de x 7→ hφ(x)h−1. Cela prouve (i)
Soit T ∈ T ♭. Notons HT l’ensemble des h ∈ H♭ tels que σ(h)−1h ∈ T pour tout
σ ∈ Gal(F¯ /F ). On vient de voir que, pour tout e´le´ment T ′ ∈ T ♭ stablement conjugue´ a`
T , il existait h ∈ HT tel que hTh−1 = T ′. Inversement, pour h ∈ HT , le tore T ′ = hTh−1
est de´fini sur F . La restriction de h a` W ′′♭,T est de´finie sur F et le tore T
′ appartient
a` T ♭ : on a W ′′♭,T ′ = h(W ′′♭,T ) et W ′♭,T ′ est l’orthogonal de cet espace dans W♭. A tout
h ∈ HT , associons l’unique e´le´ment Th ∈ T♭ tel que hTh−1 soit conjugue´ a` Th par un
e´le´ment de H♭(F ). L’application h 7→ Th se quotiente en une surjection de H♭(F )\HT/T
sur l’ensemble des T ′ ∈ T♭ tels que T ′ ∼st T . Pour h ∈ H♭(F )\HT/T , notons n(h) le
nombre d’e´le´ments de la fibre de cette application au-dessus de Th. Le membre de gauche
de l’e´galite´ du (ii) de l’e´nonce´ est e´gal a`∑
h∈H♭(F )\HT /T
n(h)−1|W (H♭, Th)|−1.
Soit h ∈ H♭(F )\HT/T , que l’on rele`ve en un e´le´ment de HT tel que hTh−1 = Th. Notons
Hh,T l’ensemble des x ∈ HT tels que xTx−1 = Th. L’entier n(h) est le nombre d’e´le´ments
de l’image de Hh,T dans H♭(F )\HT/T . On ve´rifie que Hh,T = h(HT ∩NormH♭(T )). Donc
n(h) est le nombre d’e´le´ments de l’image de l’application
HT ∩NormH♭(T ) → H♭(F )\HT/T
n 7→ H♭(F )hnT.
On ve´rifie que cette application se quotiente en une bijection de NormH♭(F )(Th)\(HT ∩
NormH♭(T ))/TH
′′
♭,T (F ) sur son image. Le groupe TH
′′
♭,T (F ) est un sous-groupe distingue´
de HT ∩NormH♭(T ) et son intersection avec NormH♭(F )(Th) est ZH♭(F )(Th). Donc n(h) =
n1|W (H♭, Th)|−1, ou` n1 est le nombre d’e´le´ments de (HT ∩ NormH♭(T ))/TH ′′♭,T (F ). Le
membre de gauche de l’e´galite´ du (ii) de l’e´nonce´ est donc e´gal a` n2n
−1
1 , ou` n2 est le
nombre d’e´le´ments de H♭(F )\HT/T . On ve´rifie que l’application qui, a` h ∈ HT , associe
le cocycle σ 7→ σ(h)−1h, se quotiente en une bijection de H♭(F )\HT/T sur le noyau
de l’application H1(T ) → H1(H♭). On sait bien que ce noyau a h(T ) e´le´ments. Donc
n2 = h(T ). Conside´rons l’application naturelle
(3) (HT ∩NormH♭(T ))/TH ′′♭,T (F )→ W¯ (H♭, T ).
On ve´rifie qu’elle est injective et que son image est contenue dans W¯F (H♭, T ). Inverse-
ment, soit n ∈ NormH♭(T ) dont l’image dans W¯ (H♭, T ) appartient a` W¯F (H♭, T ). Tout
e´le´ment de NormH♭(T ) conserve les espaces W
′
♭,T ⊗F F¯ et W ′♭,T ⊗F F¯ . Notons n′ et n′′
les restrictions de n a` ces espaces. Choisissons n′′0 ∈ H ′′+♭,T (F ) de meˆme de´terminant que
n′′. Conside´rons l’e´le´ment n0 ∈ H♭ de restriction n′ a` W ′♭,T ⊗F F¯ et de restriction n′′0 a`
W ′′♭,T ⊗F F¯ . Il appartient a` NormH♭(T ) et a meˆme image que n dans W¯ (H♭, T ). Puisque
cette image appartient a` W¯F (H♭, T ), on a σ(n0)
−1n0 ∈ T×H ′′♭,T pour tout σ ∈ Gal(F¯ /F ).
Par construction, la restriction de σ(n0)
−1n0 a`W
′′
♭,T ⊗F F¯ est l’identite´. Donc cet e´le´ment
appartient a` T et n0 appartient a` HT ∩NormH♭(T ). L’image de l’injection (3) est donc
e´gale a` W¯F (H♭, T ) et n1 est le nombre d’e´le´ments de cet ensemble. Cela prouve l’e´galite´
du (ii) de l’e´nonce´.
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Deux tores T et T ′ stablement conjugue´s sont isomorphes sur F , donc h(T ) = h(T ′).
Dans la situation de (2), on ve´rifie que l’application n 7→ hφ(n)h−1 est un isomorphisme
de W¯F (Ha, T ) sur W¯F (Hi, T
′) d’ou` l’e´galite´ du nombre d’e´le´ments de ces ensembles. Un
re´sultat analogue vaut dans la situation de (1). Cela prouve (ii).
Soit T ∈ T a. Puisqu’au moins l’un des groupes Ha ou Ga n’est pas quasi-de´ploye´, on a
W ′a,T 6= {0}. Cet espace est de dimension paire. S’il est de dimension 2, on a T = H ′a,T et,
puisque AT = {1}, W ′a,T n’est pas hyperbolique. Il existe donc un espace quadratique,
notons-le W ′i,T , qui a meˆme dimension que W
′
a,T , dont la forme quadratique a meˆme
de´terminant que celle de W ′a,T , mais qui n’est pas isomorphe a` W
′
a,T . Il est clair que la
somme orthogonaleW ′i,T ⊕W ′′a,T est isomorphe a`Wi. Puisque T est un sous-tore maximal
elliptique de H ′a,T , on peut le transfe´rer en un sous-tore maximal elliptique T
′ du groupe
spe´cial orthogonal H ′i,T de l’espace W
′
i,T . Par l’isomorphisme pre´ce´dent, T
′ devient un
sous-tore de Hi. Ce tore T
′ appartient a` T i et est stablement conjugue´ a` T . Donc la classe
de conjugaison stable de T coupe T i. Si T ∈ T i et T 6= {1}, un raisonnement analogue
montre que la classe de conjugaison stable de T coupe T a. Par contre, si T = {1}, sa
classe de conjugaison stable se re´duit a` T lui-meˆme. Le seul sous-tore de Ha qui pourrait
lui correspondre est le sous-tore {1} de Hi. Mais celui-ci n’appartient pas a` T a puisque
l’un des groupes Ha ou Ga n’est pas quasi-de´ploye´. 
13.6 De´monstration du the´ore`me 13.3
Pour un indice ♭ = i ou a, conside´rons la somme
m(Σ♭,Π♭) =
∑
σ∈Σ♭,π∈Π♭
m(σ, π).
D’apre`s l’hypothe`se du the´ore`me, toutes les repre´sentations π qui interviennent sont
supercuspidales. D’apre`s la proposition 13.1,on peut remplacer les multiplicite´s m(σ, π)
par mgeom(σ, π). On obtient
(1) m(Σ♭,Π♭) =
∑
T∈T♭
|W (H♭, T )|−1ν(T )
∫
T (F )
cΣˇ♭(t)cΠ♭(t)D
H(t)∆(t)rdt,
ou`
cΠ♭(t) =
∑
π∈Π♭
cπ(t),
et cΣˇ♭(t) est de´fini de fac¸on analogue. Fixons T ∈ T♭, introduisons les espacesW ′′T et V ′′T et
les groupes H ′′♭,T et G
′′
♭,T qui lui sont associe´s. Pour π ∈ Π♭, t ∈ T♯(F ) et X ∈ g′′♭,T,reg(F ),
avec X assez proche de 0, on a un de´veloppement
θπ(texp(X))D
G′′
♭,T (X)1/2 =
∑
O∈Nil(g′′
♭,T
)
cθπ,O(t)jˆ
G′′
♭,T (O, X)DG′′♭,T (X)1/2.
Le terme cπ(t) est e´gal a` cθπ,Oreg(t) si d est impair ou si dim(V
′′
♭,T ) ≤ 2, a` cθπ ,Oν0 (t) si d
est pair et dim(V ′′♭,T ) ≥ 4. Remplac¸ons X par λX, avec λ ∈ F×2 et faisons tendre λ vers
0. D’apre`s 2.6(1), la fonction
λ 7→ jˆG′′♭,T (O, λX)DG′′♭,T (λX)1/2
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tend vers 0 si O n’est pas re´gulie`re. Supposons d’abord d impair ou dim(V ′′♭,T ) ≤ 2.
Choisissons pour X un e´le´ment de la forme Xqd. D’apre`s le lemme 13.4, la fonction
ci-dessus est constante de valeur |WG′′♭,T )| pour O = Oreg. On obtient
cπ(t) = |WG′′♭,T )|−1limλ→0θπ(texp(λXqd))DG′′♭,T (λXqd)1/2.
Si maintenant d est pair et dim(V ′′♭,T ) ≥ 4, on introduit dans l’alge`bre g′′♭,T (F ) des e´le´ments
X±F1. Le lemme 13.4 conduit alors a` l’e´galite´
cπ(t) = limλ→0(|WG′′♭,T )|−1θπ(texp(λXqd))DG′′♭,T (λXqd)1/2
+
∑
F1∈F
V ′′
♭,T
|W (G′′♭,T , TF1)|−1ǫF1χF1(ν0η)(θπ(texp(λX+F1))−θπ(texp(λX−F1)))DG
′′
♭,T (λXF1)
1/2.
Pour calculer cΠ♭(t), on somme ces expressions sur π ∈ Π♭. Cela revient a` remplacer les
caracte`res θπ par θΠ♭ . Dans le cas ou` d est pair et dim(V
′′
♭,T ) ≥ 4, on remarque que, pour
F1 ∈ FV ′′♭,T , les points texp(λX+F1) et texp(λX−F1) sont stablement conjugue´s. Or θΠ♭ est
une distribution stable. Donc
θΠ♭(texp(λX
+
F1
))− θΠ♭(texp(λX−F1)) = 0.
En tout cas, on obtient l’e´galite´
(2) cΠ♭(t) = |WG
′′
♭,T )|−1limλ→0θΠ♭(texp(λXqd))DG
′′
♭,T (λXqd)
1/2.
Soit T ′ ∈ T♭ stablement conjugue´ a` T . D’apre`s le lemme 13.5(i), on peut choisir un
e´le´ment h ∈ H ve´rifiant la condition 13.5(1) et tel que sa restriction a` V ′′♭,T soit un
isomorphisme de´fini sur F de cet espace sur V ′′♭,T ′ . La conjugaison par h identifie T a` T
′,
V ′′♭,T a` V
′′
♭,T ′ et G
′′
♭,T a` G
′′
♭,T ′ . Soit t
′ = hth−1. Posons X ′qd = hXqdh
−1. C’est un e´le´ment
de g′′♭,T ′(F ) qui a les meˆmes proprie´te´s que Xqd. On peut calculer cΠ♭(t
′) en remplac¸ant t
par t′ et Xqd par X
′
qd dans la formule (2). Mais les e´le´ments texp(λXqd) et t
′exp(λX ′qd)
sont stablement conjugue´s. Puisque θΠ♭ est stable, cette fonction prend la meˆme valeur
en ces deux e´le´ments et on en de´duit cΠ♭(t) = cΠ♭(t
′). On de´montre de meˆme l’e´galite´
cΣˇ♭(t) = cΣˇ♭(t). On a aussi D
H(t)∆(t)r = DH(t′)∆(t)r. Alors l’inte´grale indexe´e par T ′
dans la formule (1) a la meˆme valeur que celle indexe´e par T .
Notons T♭,st un sous-ensemble de repre´sentants dans T♭ des classes de conjugaison
stable coupant T ♭. Alors
m(Σ♭,Π♭) =
∑
T∈T♭,st
m(T )ν(T )
∫
T (F )
cΣˇ♭(t)cΠ♭(t)D
H(t)∆(t)rdt,
ou`
m(T ) =
∑
T ′∈T♭;T ′∼stT
|W (H♭, T ′)|−1.
Le lemme 13.5(iii) de´finit une injection Ta,st → Ti,st. Soient Ta ∈ Ta,st et Ti ∈ Ti,st son
image. Choisissons h ∈ Hi ve´rifiant la condition 13.5(2) et tel que la restriction de h ◦Φ
a` W ′′a,Ta soit de´finie sur F (lemme 13.5(i)). Soit t ∈ Ta,♯(F ), posons t′ = hφ(t)h−1. Un
argument similaire a` celui ci-dessus montre que
cΠa(t) = (−1)dcΠi(t′), cΣˇa(t) = (−1)dW cΣˇi(t′).
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Les signes proviennent de la relation 13.2(2). Leur produit est −1. On a aussi m(Ta) =
m(Ti) d’apre`s le lemme 13.5(ii) et, bien suˆr, D
Ha(t)∆(t)r = DHi(t′)∆(t′)r. Alors la
contribution de Ta a` m(Σa,Πa) est l’oppose´e de celle de Ti a` m(Σi,Πi). La somme
m(Σa,Πa)+m(Σi,Πi) se re´duit donc a` la contribution de l’unique classe de conjugaison
stable qui ne coupe pas Ta,st, c’est-a`-dire a` la contribution du tore {1} de Ti. On obtient
(3) m(Σa,Πa) +m(Σi,Πi) = cΣˇi(1)cΠi(1).
Rappelons un re´sultat de Rodier ([R] the´ore`me p.161 et remarque 2 p.162). Soient π une
repre´sentation admissible irre´ductible de Gi(F ) et O une orbite nilpotente re´gulie`re de
gi(F ). Alors cθπ,O(1) vaut 1 si π posse`de un mode`le de Whittaker relatif a` O et 0 sinon.
On a
cΠi(1) =
∑
π∈Πi
cθπ,O(1),
ou` O = Oreg ou Oν0 selon le cas. Le re´sultat ci-dessus et la proprie´te´ 13.2(3) entraˆınent
que cette somme ne contient qu’un terme non nul, qui vaut 1. Donc cΠi(1)) = 1 et, de
meˆme, cΣˇi = 1. Le membre de gauche de (3) est la somme des m(σ, π) pour (σ, π) ∈
(Σi × Πi) ∪ (Σa × Πa). Puisqu’elle vaut 1, il y a un unique couple (σ, π) pour lequel
m(σ, π) = 1. 
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