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We study the thermoelectric properties and heat-to-work conversion performance of an interacting,
multi-level quantum dot (QD) weakly coupled to electronic reservoirs. We focus on the sequential
tunneling regime. The dynamics of the charge in the QD is studied by means of master equations for
the probabilities of occupation. From here we compute the charge and heat currents in the linear
response regime. Assuming a generic multi-terminal setup, and for low temperatures (quantum
limit), we obtain analytical expressions for the transport coefficients which account for the interplay
between interactions (charging energy) and level quantization. In the case of systems with two
and three terminals we derive formulas for the power factor Q and the figure of merit ZT for
a QD-based heat engine, identifying optimal working conditions which maximize output power
and efficiency of heat-to-work conversion. Beyond the linear response we concentrate on the two-
terminal setup. We first study the thermoelectric non-linear coefficients assessing the consequences
of large temperature and voltage biases, focusing on the breakdown of the Onsager reciprocal relation
between thermopower and Peltier coefficient. We then investigate the conditions which optimize
the performance of a heat engine, finding that in the quantum limit output power and efficiency
at maximum power can almost be simultaneously maximized by choosing appropriate values of
electrochemical potential and bias voltage. At last we study how energy level degeneracy can
increase the output power.
PACS numbers: 72.20.Pa,73.23.-b
I. INTRODUCTION
The study of thermoelectric effects in nanostruc-
tures1–4 is attracting increasing interest. Heat-to-work
conversion based on thermoelectricity promises an en-
hanced efficiency as a consequence of the reduction of
the phonon contribution to thermal conductance in disor-
dered nanostructures5 and of the “energy filtering” effect
that can result from confinement and quantum effects6,7.
In particular, an increase of the electron contribution to
the figure of merit ZT (which controls the maximum effi-
ciency and the efficiency at maximum power) is possible
if one can “filter” the electrons participating in the trans-
port to a narrow energy range7.
A heat engine composed of a quantum dot (QD) is
a paradigmatic example, since it is characterized by
a spectrum of discrete levels which maximizes energy
filtering. The thermoelectric properties of QD sys-
tems8–30 and the performance of QD-based heat en-
gines31–62 has been studied theoretically by a number
of authors (see Ref. 63 for a review). The vast major-
ity of the papers dealing with QD-based heat engines
consider a single degenerate energy level or two non-
degenerate levels31–37,39,41,42,44–53,55–62. The case of QDs
with many levels has been addressed only in few pa-
pers38,40,43,54. Moreover, the performance of QD-based
heat engine has been mostly studied within the lin-
ear response regime31–33,36,38–40,42,45,46,48,51–53,55–57,61,62,
where the thermoelectric performance of the system is
entirely characterized by ZT . The case of an interact-
ing multi-level QD beyond the linear response has not
been addressed so far. On the one hand, the presence of
many levels is expected to yield important consequences.
Indeed, already in the linear-response regime they have
an impact on the thermopower, the thermal conductance
and ZT 9,15,17,38. On the other, non-linear effects, rele-
vant when larger temperature and voltage biases are ap-
plied, are important as far as power and efficiency are
concerned. We emphasize that a number of experiments
assessing the thermoelectric properties of QDs have been
reported in Refs. 64–84.
In this paper we fill this gap by studying the thermo-
electric properties and heat-to-work conversion perfor-
mance of a multi-level QD in a multi-terminal configura-
tion within the Coulomb blockade regime. We consider
the limit of small tunnelling rates (sequential tunnelling
regime) and we study both the linear and non-linear re-
sponse regimes. Coulomb interaction among electrons is
accounted for by a finite and small capacitance C whose
associated energy scale is its charging energy (Ne)2/2C,
where N is the number of electrons in the QD and e is the
electron charge. Moreover, we consider a generic multi-
terminal structure, whereby the QD is connected to many
(two or more) reservoirs. We will concentrate only on
the optimization of the thermoelectric properties of the
electronic system, neglecting the parasitic phononic con-
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2tribution to heat transport. Our results therefore set an
upper bound to the thermoelectric efficiency of the QD,
approachable only in the limit in which suitable strategies
to strongly reduce phonon transport are implemented.
Generalizing Refs. 8 and 9 to the multi-terminal case,
by solving a set of kinetic equations one can determine
the probability of occupation of the energy levels of the
QD in a multi-terminal setup, thus allowing to calcu-
late the charge and heat currents for given values of the
electrochemical potentials and temperatures of the reser-
voirs.
In the linear response regime, where voltage and tem-
perature biases are small, we derive closed-form expres-
sions for the charge and heat currents and specify their
limits of validity. We define local and non-local transport
coefficients and express them in terms of a generating
function under the assumption that the tunneling rates
are energy-independent. We then derive, in the low tem-
perature limit, analytical expressions for all transport co-
efficients as a function of the electrochemical potential µ.
Along with the main features of the transport coefficients
(located around values of µ equal to the dominant transi-
tion energies required to add or remove an electron from
the QD), such expressions also describe a fine structure
arising from the interplay between interaction and level
quantization (controlled by the two energy scales: charg-
ing energy and level spacing). Furthermore, for the cal-
culation of the thermal conductance we find that it is cru-
cial to consider the presence of many levels. Within the
linear response, we consider both the two-terminal and
the three-terminal system aiming at addressing the per-
formance of heat-to-work conversion. In the former case
we obtain analytical expressions for the power factor Q
and the figure of merit ZT finding, remarkably, that those
quantities are simultaneously maximized for values of the
electrochemical potential which differ by about 2.40kBT
with respect to the dominant transition energies. In ad-
dition, ZT shows a fine structure of secondary peaks
whose height is independent of the system’s parameters
and can take values as large as ZT = 9. We compare
the figure of merit with a non-interacting system, find-
ing that Coulomb interactions dramatically increase ZT
by strongly suppressing the thermal conductance. For
the case of three terminals with energy-independent tun-
neling rates, we derive analytic expressions for the maxi-
mum power and corresponding efficiency, finding that the
addition of a third terminal at an intermediate tempera-
ture decreases the efficiency at maximum power, but can
increase the power. We also find particular intermedi-
ate temperatures where the third terminal increases the
maximum power and achieves the same efficiency of a
two terminal system.
We analyze the regime beyond the linear response
by numerically solving the kinetic equations, focusing
on the two-terminal setup. Going beyond the linear
response, i.e. considering large temperature and volt-
age biases, ∆T and V , is interesting for various rea-
sons. On one hand, it allows to increase the Carnot
efficiency ηC and the power generated by a heat en-
gine (in our case the peak power scales approximately
as (∆T )2 also beyond the linear response regime). On
the other hand, the efficiency at maximum power is not
bounded by ηC/2, as in the linear response, and can
even go above the Curzon-Alhborn efficiency85–89. In
literature, the scattering theory of nonlinear thermoelec-
tric transport in quantum conductors has been developed
only recently90–92. The regime beyond linear response for
QD-based heat engines has been theoretically addressed
in Refs. 34,35,37,41,43,44,47,49,50,54,58–60, but limited
to single or double level quantum dots.
In discussing the results, we first focus on the behavior
of the non-linear Seebeck and Peltier coefficients aim-
ing at assessing the interplay between charging energy
and level spacing on these two quantities and how the
Onsager reciprocity relation that connects them is vi-
olated beyond linear response. Second, we study the
efficiency and output power of a heat engine. In par-
ticular, we calculate the maximum efficiency and maxi-
mum power by maximizing such quantities with respect
to the applied bias voltage, for fixed values of tempera-
ture bias and electrochemical potential. The maximum
efficiency shows only quantitative changes, with respect
to the linear response, by increasing the temperature
bias. The efficiency at maximum power instead develops
peaks which go beyond the ηC/2 linear-response limit
and approach ηC for large temperature differences. Re-
markably, the maximum power, normalized to its peak
value, only slightly depends on the temperature bias and
can be well approximated by the analytic expression ob-
tained for the linear response regime. Moreover, we find
that efficiency at maximum power and maximum power
take approximately their peak values simultaneously, un-
der the same conditions found for the linear response.
Finally, we assess the impact of interactions by compar-
ing the efficiency at maximum power in two situations,
namely the case of a doubly degenerate level with inter-
action and the case of two non-degenerate levels without
interaction. We find that, especially when charging en-
ergy and level spacing are of the order of the thermal en-
ergy, the efficiency at maximum power is much higher in
the interacting case and goes above the Curzon-Alhborn
efficiency. We also find that in the doubly degenerate in-
teracting case the maximum power is enhanced by almost
a factor 2 with respect to the non-degenerate case.
The paper is organized as follows: in Sec. II we describe
the system under investigation and we detail the theoret-
ical model. In Sec. III the model is specified to the linear
response regime. Here we report analytic expressions ob-
tained in the quantum limit, Sec. III A, and calculate
power and efficiency in the cases of a two-terminal sys-
tem, Sec. III B (with the efficiencies of interacting and
non-interacting QDs compared in Sec. III C), and of a
three-terminal system, Sec. III D. Sec. IV is devoted to
the discussion of the regime beyond the linear response
in a two-terminal system: in Sec. IV A we study the non-
linear Seebeck and Peltier coefficients and in Sec. IV B
3we discuss efficiency and output power of a heat engine.
Finally, in Sec. V we draw our conclusions and discuss fu-
ture developments. In addition, the paper includes four
appendices where the details of some calculations and
the analytic non linear study of a single energy level QD
system are reported.
II. MULTI-LEVEL INTERACTING QD
In this Section we briefly outline the formalism used
to describe the thermoelectric properties of a multilevel
interacting QD. We will only consider electron transport,
neglecting any contribution due to phonons. As shown
in Fig. 1 (top), the QD is tunnel-coupled to N electron
reservoirs, each characterized by a given temperature Tα
and electrochemical potential µα, so that the occupation
of the electrons within reservoir α follows the Fermi dis-
tribution
fα(E) =
[
1 + exp
(
E − µα
kBTα
)]−1
, (1)
where kB is Boltzmann’s constant. In Fig. 1 (bottom),
Ep (with p = 1, 2, . . . labeled in ascending order) are
the QD single-electron energy levels. These levels can be
shifted by means of an applied gate voltage.
The QD is weakly coupled to the reservoirs through
large tunneling barriers. More precisely, we assume that
thermal energy kBT , level spacing and charging energy
are much larger than the coupling energy between reser-
voirs and QD [~
∑
α Γα(p), where Γα(p) is the tunneling
rate from level p to reservoir α, which we assume inde-
pendent of the number N of electrons inside the dot]. As
a consequence, the charge on the QD is quantized, i.e.
each energy level Ep can have either zero or one electron,
np = 0 or np = 1 (any degeneracy, like electron spin, can
be taken into account counting each level multiple times),
and transport occurs due to single-electron tunneling pro-
cesses (sequential tunneling regime). The electrostatic
energy associated with the electrons within the QD is
given by U(N) = ECN
2, where EC = e
2/2C, N =
∑
i ni
is the total number of electrons within the QD, and C is
the capacitance of the QD. The QD is described by states
characterized by a set of occupation numbers {ni} rela-
tive to the energy levels. The QD changes state whenever
a single-electron tunneling process takes place. The non-
equilibrium probability for a given state {ni} to occur,
P ({ni}), can be computed8,93 by writing a straightfor-
ward set of balance equations for P ({ni}). Our aim is
to compute in stationary conditions the charge, energy
and heat currents out of the electron reservoirs [denoted
in Fig. 1 (top) by Jcα, J
u
α and J
h
α , respectively], induced
by the temperature and electrochemical potential differ-
ences.
 
   
                  
  
    
    
    
    
    
  
  
    
    
  
    
 
   
   
   
   
                                                       
   
FIG. 1: (Color online) Top: A quantum dot (QD) is tunnel-
coupled to N reservoirs, each kept at a temperature Tα and
at an electrochemical potential µα, with α = 1, ...,N . Arrows
represent charge, energy and heat currents (Jcα, J
u
α , and J
h
α ,
respectively) flowing from the reservoirs α to the QD. Bottom:
Schematic energy representation of a multilevel QD. E1, E2,
etc. are the single-electron energy levels of the QD, while µ1
and µα are the electrochemical potentials relative to reservoir
1 and α, respectively.
A. Kinetic equations
In what follows we describe a generalization of the
method put forward by Beenakker in Refs. 8 and 9.
The single-electron tunneling processes that contribute
to changing over time the probability P ({ni}) are due
to electrons that tunnel from the QD to the reservoirs
and vice-versa. For an electron exiting the QD, initially
with N electrons, from energy level Ep and going into
reservoir α at energy Efin, energy conservation imposes
that
Ep + U(N) = E
fin(N) + U(N − 1). (2)
On the contrary, for an electron that tunnels from an ini-
tial state in reservoir α at energy Ein to the level Ep in
the QD that initially had N electrons, energy conserva-
tion imposes that
Ein(N) + U(N) = Ep + U(N + 1). (3)
4P ({ni}) can then be determined by the following set of
kinetic equations, one for each configuration {ni}:
∂
∂t
P ({ni}) = −
∑
pα
δnp,0P ({ni}) Γα(p)fα
(
Ein(N)
)−∑
pα
δnp,1P ({ni}) Γα(p)
[
1− fα
(
Efin(N)
)]
+
∑
pα
δnp,0P ({ni}, np = 1) Γα(p)
[
1− fα
(
Efin(N + 1)
)]
+
∑
pα
δnp,1P ({ni}, np = 0) Γα(p)fα
(
Ein(N − 1)) , (4)
where we have introduced the notation
P ({ni}, np = 1) = P ({n1, . . . , np−1, 1, np+1, . . . }) (5)
and
P ({ni}, np = 0) = P ({n1, . . . , np−1, 0, np+1, . . . }) (6)
for the QD states. The first term in Eq. (4) accounts
for the decrease of the probability P ({ni}), with the QD
initially in the state {ni}, due to an electron coming from
a reservoir and occupying an empty level in the QD. The
rate of electrons coming from reservoir α will be given by
a sum over all empty levels p (such that np = 0) of the
tunnel rate Γα(p), multiplied by the probability of finding
the QD in this state, P ({ni}), and multiplied by the
reservoir’s occupation fα
(
Ein(N)
)
at the correct energy
Ein(N) to tunnel to level p. The second term accounts
for the decrease of the probability P ({ni}), with the QD
initially in the state {ni}, due an electron leaving the QD
from an occupied level to tunnel into a reservoir. The
third term accounts for the increase of the probability
P ({ni}) if the QD is in a state with an extra electron in
level p with respect to {ni}, and if this electron leaves the
QD, tunneling to the reservoirs. The forth term accounts
for the increase of the probability P ({ni}) if the QD is
in a state with a missing electron in level p with respect
to {ni}, and if this electron enters the QD in level p,
tunneling from the reservoirs. The stationary solution
of the kinetic equations, obtained imposing ∂P/∂t = 0,
together with the normalization request∑
{ni}
P ({ni}) = 1 (7)
provides a complete set of equations that uniquely defines
P ({ni}). The sum over {ni} means the sum over ni =
0, 1, with i = 1, 2, ....
B. Charge, energy, and heat currents
Charge Jcα and energy J
u
α currents flowing from reser-
voir α to the QD can be calculated as the sum of all
possible tunneling processes, since the QD can be in any
state {ni} with probability P ({ni}) and an electron can
tunnel into or out of any energy level Ep. More precisely,
for the charge current we have
Jcα = e
∞∑
p=1
∑
{ni}
P ({ni})Γα(p)
{
δnp,0fα(E
in(N))
− δnp,1[1− fα(Efin(N))]
}
, (8)
e being the electronic charge, while for the energy current
we have
Juα =
∞∑
p=1
∑
{ni}
P ({ni})Γα(p)
{
δnp,0fα(E
in(N))Ein(N)− δnp,1[1− fα(Efin(N))]Efin(N)
}
, (9)
Ein(N) [Efin(N)] being the energy carried by an electron entering (exiting) the QD. The heat currents exiting the
reservoirs can be calculated as Jhα = J
u
α − µαe Jcα. Using Eqs. (8) and (9), we find that
Jhα =
∞∑
p=1
∑
{ni}
P ({ni})Γα(p)
{
δnp,0fα(E
in(N))
[
Ein(N)− µα
]− δnp,1[1− fα(Efin(N))] [Efin(N)− µα] }. (10)
In order to numerically determine the stationary prob- ability distribution P ({ni}) from the kinetic equations,
5we will consider a finite number L of energy levels.108. By
organizing the values of P ({ni}) into a 2L-components
vector ~P (two choices ni = 0, 1 for each level), the kinetic
equations (4) for the stationary probability distribution,
∂ ~P
∂t =
~0, can be represented as the homogeneous linear
system M ~P = ~0, where M is a 2L × 2L matrix. M must
have a null space of at least dimension 1, otherwise the
only possible solution would be the trivial one (~P ≡ 0).
This is demonstrated in App. A by showing that sum-
ming together all the stationary kinetic equations yields
zero. We can thus find the probabilities by including the
normalization condition, Eq. (7).
By defining N˜ =
∑
i 6=p
ni it is possible to show that the
kinetic equations for the stationary probability distribu-
tion can be written as∑
p
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p
−P ({ni}, np = 1)BN˜,p
]
= 0, (11)
where
AN˜,p =
∑
α
Γα(p)fα
(
Ein(N˜)
)
(12)
and
BN˜,p =
∑
α
Γα(p)
[
1− fα
(
Ein(N˜)
)]
=
∑
α
Γα(p)−AN˜,p. (13)
To derive Eq. (11) we have used the fact that N˜ = N , for
the terms in the kinetic equations proportional to δnp,0,
and N˜ = N − 1, for the terms in the kinetic equations
proportional to δnp,1, and the identity
Efin(N + 1) = Ein(N), (14)
stemming from Eqs. (2) and (3). It is worth mentioning
that using the kinetic equations in the form of Eq. (11),
it is possible to prove that the kinetic equations always
allows a non-trivial solution (see App. A).
C. Detailed balance equations
It is clear that the kinetic equations (11) are automat-
ically satisfied when the following set of equations
P ({ni}, np = 0)AN˜,p − P ({ni}, np = 1)BN˜,p = 0 (15)
is fulfilled for all values of p and for all sets of occupa-
tion numbers {ni}. Following Ref. 8, Eqs. (15) are here-
after referred to as detailed balance equations (DBEs).
Eqs. (15) represent a set of L · 2L−1 equations, since p
can take L values and, at a given p, all other occupa-
tion numbers (n1, . . . , np−1, np+1, . . . , nL) can be chosen
in 2L−1 different ways. Of course, if a solution to the
DBEs exists, than it is also a solution of the kinetic equa-
tions. We can show, however, that the DBEs are not in
general consistent, i.e. no set of P ({ni}) exists that can
simultaneously satisfy all the DBEs (see App. B). This
is also true in the linear response regime. In this case,
however, we could prove (see App. C) that the DBEs are
consistent if EC = 0, or if ∆Tα = 0 for all α, or when the
tunneling rates are proportional to each other, namely
when Γα(p) = kαΓ1(p), for α > 1, kα being constants.
Note that this condition is trivially satisfied when the
rates Γα do not depend on p. As a result, the DBEs do
not allow in general a solution, but when they do they
are useful in computing analytically the energy and heat
currents in the linear response regime (see Sec. III).
D. Level balance equations
We will now derive a set of equations that is always
consistent and that can be used in the general case to ob-
tain a closed-form expression of the charge current in the
linear response regime (see Sec. III). We impose that, in
stationary conditions, the rate of electrons entering any
given QD energy level p must equal the rate of electrons
leaving that energy level. For electrons tunneling into the
QD, initially with N electrons, from any reservoir, one
has to require that level p is empty and must consider all
possible states ({ni}, np = 0), where N˜ = N . The total
rate of electrons entering energy level Ep is given by∑
α,{ni}i6=p
P ({ni}, np = 0)Γα(p)fα
(
Ein(N)
)
. (16)
For electrons tunneling out of the QD, initially with N
electrons, to any reservoir one has to require that level p
is occupied and must consider states with ({ni}, np = 1),
where N˜ = N − 1. The total rate of electrons leaving
level Ep is given by∑
α,{ni}i6=p
P ({ni}, np = 1)Γα(p)
[
1− fα
(
Efin(N)
)]
.
(17)
If we equate the rates of electron entering and leaving
level p, and use the notation introduced in Eqs. (12) and
(13), we obtain∑
{ni}i6=p
[
P ({ni}, np = 0)AN˜,p
−P ({ni}, np = 1)BN˜,p
]
= 0. (18)
We will refer to this set of L equations (one for each
energy level p) as the level balance equations (LBEs)109.
Note that, using an argument similar to that put for-
ward in App. A, it is possible to prove that Eqs. (18) can
6be obtained from the kinetic equations, thus the LBEs
are always consistent with the kinetic equations. How-
ever, the number of LBEs (equal to L) is smaller than the
number of kinetic equations (equal to 2L) and they might
not be sufficient to determine the probabilities P ({ni}).
Note that one can prove that Eqs. (18) yield charge cur-
rent conservation:
∑
α J
c
α = 0.
E. Output power and efficiency
Under steady-state conditions, the output power P of
a multi-terminal system is given by the sum of all the
heat currents
P =
N∑
α=1
Jhα . (19)
If P > 0, the system behaves as a heat engine, i.e. con-
verting heat into work. In this situation the efficiency η
is defined as the ratio between the output power and the
total heat current absorbed by the system
η =
P∑
α′
Jhα′
, (20)
where the sum over α′ runs over all positive heat cur-
rents. For a two-terminal system the efficiency cannot
exceed the Carnot efficiency defined as ηC = 1 − T1/T2,
with T2 > T1. In addition, for a multi-terminal system η
cannot go beyond the two-terminal Carnot efficiency53
calculated using the hottest and coldest temperatures
among T1, T2, ..., TN .
We define the temperature and electrochemical poten-
tial differences as Tα = T + ∆Tα and µα = µ + ∆µα,
with α = 1, ...,N , and choosing reservoir 1 as the ref-
erence value, i.e. ∆T1 = ∆µ1 = 0. In what follows we
fix the values of ∆Tα and calculate the maximum output
power, Pmax, and maximum efficiency, ηmax, by varying
∆µα. We also consider the efficiency at maximum power,
η(Pmax), which is the efficiency when the values of ∆µα
are chosen to maximize the power.
For a two-terminal system within the linear response
regime, i.e. when the charge and heat currents depend
linearly on the temperature and electrochemical poten-
tial differences, both the output power and efficiency can
be written in terms of the transport coefficients, namely
the electrical conductance G, the thermopower S and
the thermal conductance K, which will be defined in
Eqs. (34), (35) and (36) by setting α = β = 2. Defining
∆T ≡ ∆T2 > 0, we have the following relations4,94
Pmax =
1
4
Q∆T 2, (21)
η (Pmax) =
ηC
2
ZT
ZT + 2
, (22)
ηmax = ηC
√
1 + ZT − 1√
1 + ZT + 1
, (23)
where Q = GS2 is the power factor and ZT = GS2T/K
is the (dimensionless) figure of merit. As we can see
in Eqs. (22) and (23), both η(Pmax) and ηmax are
monotonous growing functions of ZT ; the only restriction
imposed by thermodynamics is ZT ≥ 0. When ZT = 0
both ηmax and η(Pmax) vanish, while for ZT → ∞,
ηmax → ηC , and η(Pmax) → ηCA, where ηCA = ηC/2
is the so-called Curzon-Ahlborn efficiency85–89 in linear
response.
III. LINEAR RESPONSE REGIME
As already mentioned above, in the linear response
regime the applied temperature and electrochemical po-
tential biases are small enough so that the currents de-
pend linearly on them. Assuming that |∆Tα|  T and
|∆µα|  kBT , we follow Refs. 8 and 9 and suppose the
probability P ({ni}) to differ from its equilibrium distri-
bution Peq({ni}) in the following way:
P ({ni}) = Peq({ni}) [1 + ψ({ni})] , (24)
where ψ is a “small” function. In Eq. (24)
Peq({ni}) = 1
Z
exp
[
− 1
kBT
( ∞∑
p=1
Epnp + U(N)− µN
)]
(25)
is the Gibbs distribution in the grand canonical ensem-
ble, when all reservoirs have the same temperature and
electrochemical potential, with grand partition function
given by
Z =
∑
{ni}
exp
[
− 1
kBT
( ∞∑
p=1
Epnp + U(N)− µN
)]
.
(26)
In our expressions we will consider terms up to first
order in ψ, ∆Tα/T , and ∆µα/kBT . By linearizing
the LBEs with respect to the above small quantities,
Eq. (18), one finds the relation
7∑
{ni}i6=p
Peq({ni}, np = 0)f
(
Ep + (2N˜ + 1)EC
)
×
∑
α
Γα(p)
{
ψ({ni}, np = 0)− ψ({ni}, np = 1) + 1
kBT
[(
Ep + (2N˜ + 1)EC − µ
) ∆Tα
T
+ ∆µα
]}
= 0, (27)
where f(E) stands for the Fermi distribution at temperature T and electrochemical potential µ. By expressing P ({ni})
in terms of ψ({ni}) and linearizing Eq. (8), we can use Eq. (27) to remove ψ({ni}) from the charge current, and we
find the following closed-form expression:
Jcα =
e
kBT
∞∑
p=1
∞∑
N=1
Peq(N)Feq(Ep|N) [1− f((N, p))]
∑
β
Γα(p)Γβ(p)
Γtot(p)
[
((N, p)− µ)∆Tα −∆Tβ
T
+ (∆µα −∆µβ)
]
,
(28)
where Γtot(p) =
∑
α Γα(p), and
(N, p) = Ep + U(N)− U(N − 1) = Ep + (2N − 1)EC (29)
is the energy needed to add to the QD, initially occupied by N − 1 electrons, the N -th electron to level p (and
equivalently for the inverse process). In Eq. (28) the quantity
Peq(N) ≡
∑
{ni}
Peq({ni})δ∑ni,N (30)
is the equilibrium probability of finding N electrons in the QD, and
F (Ep|N) ≡ Peq(Ep ∩N)
Peq(N)
=
∑
{ni}
Peq({ni})δnp,1δ∑ni,N
Peq(N)
(31)
is the equilibrium conditional probability of finding level p occupied, when N electrons are in the QD. Note that
expression (28) coincides with the one that can be derived using the DBEs. However, the above derivation which uses
the LBEs shows that Eq. (28) is always valid within the linear response regime.
Unfortunately, we were able to derive a closed-form expression for the energy current using Eq. (27) only in the
absence of interaction (EC = 0). For EC 6= 0, the energy current Juα can be derived using the relation∑
α
Γα(p)
{
ψ({ni}, np = 0)− ψ({ni}, np = 1) + 1
kBT
[(
Ep + (2N˜ + 1)EC − µ
) ∆Tα
T
+ ∆µα
]}
= 0, (32)
obtained by linearizing the DBEs, Eq. (15) (which is equivalent to removing the sum over {ni} from Eq. (27)). Thus,
in the domain of validity of the DBEs, the heat current can be written as
Jhα =
1
kBT
∞∑
p=1
∞∑
N=1
Peq(N)Feq(Ep|N) [1− f((N, p))] [(N, p)− µ]
×
∑
β
Γα(p)Γβ(p)
Γtot(p)
[
((N, p)− µ)∆Tα −∆Tβ
T
+ (∆µα −∆µβ)
]
. (33)
We can now define the transport coefficients, namely
the electrical conductance Gαβ , the thermopower Sαβ
and the thermal conductance Kαβ for the multi-terminal
case, as53
Gαβ =
( eJcα
∆µβ
)
∆Tγ = 0 ∀γ,
∆µγ = 0 ∀γ 6= β
, (34)
Sαβ = −
( ∆µα
e∆Tβ
)
Jcγ = 0 ∀γ,
∆Tγ = 0 ∀γ 6= β
, (35)
and
Kαβ =
( Jhα
∆Tβ
)
Jcγ = 0 ∀γ,
∆Tγ = 0 ∀γ 6= β
. (36)
8Note that index β takes values in the range 2, ...,N , since
reservoir 1 is chosen as the reference. Local and non-
local transport coefficients are distinguished depending
on whether the two indices are, respectively, equal or
different.
The expressions for the currents [(28) and (33)] have
an intuitive interpretation. Indeed, the currents depend
on the probability that a given energy level of the QD is
occupied [Peq(N)Feq(Ep|N)] times the probability that
there is an empty state with the correct energy in the
reservoir [1 − f((N, p))]. The sum over all energy lev-
els p and over the total number of electrons N in the
QD accounts for all the various tunneling processes that
can occur. Moreover, as far as the energy current is con-
cerned, (N, p) is the energy carried by an electron that
leaves the QD from level p when N electrons are present
before the tunneling process, or equivalently, (N, p) is
the energy carried by an electron that enters the QD
into level p increasing the number of total electrons to
N . We recall that Eq. (28) for the charge current is al-
ways valid, while Eq. (33) holds only when the DBEs are
valid (see App. C). The expressions for the charge and
heat currents, in the case of two terminals, coincide with
the ones obtained in Refs. 8,9,15.
If we assume that the tunneling rates do not depend
on p, i.e. Γα(p) = Γα, we can rewrite the charge and heat
currents in Eqs. (28) and (33) as follows:
Jcα =
e
kBT
∑
β
ΓαΓβ
Γtot
× P
[
(− µ)∆Tα −∆Tβ
T
+ ∆µα −∆µβ
]
, (37)
and
Jhα =
1
kBT
∑
β
ΓαΓβ
Γtot
× P
[
(− µ)
(
(− µ)∆Tα −∆Tβ
T
+ ∆µα −∆µβ
)]
,
(38)
where P is the linear functional
P[x] ≡
∞∑
p=1
∞∑
N=1
Ptot(N, p)x(N, p), (39)
with
Ptot(N, p) = Peq(N)Feq(Ep|N) [1− f((N, p))] . (40)
For a two terminal system it is possible to define anal-
ogous equations that do not require the tunneling rates
to be energy-independent95, but we will not consider this
case. We can thus use the definitions of the transport co-
efficients given in Eqs. (34), (35) and (36) to write them
in terms of the functional P as
Gαβ =
e2
kBT
(
δαβΓα − ΓαΓβ
Γtot
)
P [1] ,
Sαβ =
1
eT
δαβ
P[− µ]
P [1] ,
Kαβ =
1
kBT 2
(
δαβΓα − ΓαΓβ
Γtot
)
×
(
P[(− µ)2]− P
2[− µ]
P [1]
)
.
(41)
These expressions only require the calculation of P[( −
µ)k], with k = 0, 1, 2, and make manifest various prop-
erties of the transport coefficients. Namely, i) all three
transport coefficients are symmetric matrices (as required
by the Onsager relations in the presence of time-reversal
symmetry); ii) Gαβ and Kαβ have non-local terms, while
the thermopower is only local (non-zero non-local Sαβ
occur when relaxing the assumption for which the tun-
neling rates do not depend on the energy levels53); iii)∑
αGαβ =
∑
αKαβ = 0, stemming from charge and en-
ergy conservation.
By defining the generating function
Ω[λ] ≡ lnP
[
eλ(−µ)
]
, (42)
we can write the transport coefficients as follows:
Gαβ =
e2
kBT
(
δαβΓα − ΓαΓβ
Γtot
)
eΩ[0],
Sαβ =
1
eT
δαβ
∂Ω
∂λ
∣∣∣∣
λ=0
,
Kαβ =
1
kBT 2
(
δαβΓα − ΓαΓβ
Γtot
)
eΩ[0]
∂2Ω
∂λ2
∣∣∣∣
λ=0
.
(43)
In the next Subsection, we will compute an analytic ex-
pression for Ω[λ] in the quantum limit.
A. Quantum limit
The quantum limit is characterized by having the en-
ergy spacing between levels of the QD and the charging
energy much bigger than kBT [while kBT  ~Γα(p)].
We start by observing that the sum over p and N in
Eq. (39) accounts for the fact that electrons can enter
or leave the QD with energy (N, p) through, in prin-
ciple, any energy level Ep with the QD being occupied
by any number of electrons N . The transition energies
(N, p) are schematically shown in Fig. 2. At low tem-
peratures we expect the lowest energy levels of the QD
to be occupied, so that, if there are initially N − 1 elec-
trons in the QD, electrons can flow mainly through level
p = N . Such process gives the dominant contribution to
transport and is represented by the dominant transition
energy ˜(N) ≡ (N, p = N) (depicted in bold in Fig. 2).
Therefore, in the quantum limit one expects to get the
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FIG. 2: Schematic representation of the transition energies
(N, p) as N and p vary. In this figure we are assuming EC 
∆E and equidistant energy levels, Ep − Ep−1 = ∆E. The
bold lines represent the dominant transition energies ˜(N) =
(N, p = N).
sum over N and p appearing in P [Eq. (39)] reduced to
few dominant terms [the three equilibrium probabilities
Peq(N), Feq(Ep|N) and f((N, p)) becoming very sharp
functions].
Following Ref. 9, one finds (see Ref. 95 for details)
that the dominant contribution to Ptot in Eq. (39) oc-
curs when N = Nmin is the integer that minimizes the
quantity
|˜(N)− µ|, (44)
and for values of p such that (Nmin, p) is between the
electrochemical potential µ and the dominant transi-
tion energy, i.e. such that ˜(Nmin) ≤ (Nmin, p) < µ
or µ < (Nmin, p) ≤ ˜(Nmin). In the former case,
p = Nmin, Nmin + 1, Nmin + 2, ..., p¯, where p¯ is the largest
integer such that (Nmin, p) < µ. In the latter case,
p = Nmin, Nmin − 1, Nmin − 2, ..., p¯ where p¯ is the small-
est integer such that (Nmin, p) > µ. We then find that
Eq. (39) becomes
P[x] = 1
4 cosh2
(
∆min
2kBT
) p¯∑
p=Nmin
x(Nmin, p), (45)
where we have defined ∆min ≡ ˜(Nmin)−µ. Eq. (45) only
keeps the dominant terms in the low-temperature limit.
This approximation must be improved when p¯ = Nmin,
that is, the sum in P in Eq. (45) reduces to the single
term p = Nmin and transport is provided by the dominant
transition energy ˜(Nmin) only. If in this case one imposes
that Jcα = 0, then one obtains J
h
α = 0, since J
h
α ∝ Jcα.
As a consequence one gets Kαβ = 0
110. Thus, when p¯ =
Nmin, we improve our approximation of P by extending
the sum over p to the two nearest integers, p = Nmin±1.
We have numerically verified that this approximation is
valid when 2EC > ∆E.
In order to obtain analytical expressions for the trans-
port coefficients, hereafter we focus on the case of equidis-
tant levels, Ep − Ep−1 = ∆E. After introducing the pa-
rameter
ξ ≡ 4 cosh
2 (∆min/2kBT )
e∆E/kBT
(46)
and defining the integer NJ ≡ p¯−Nmin, we obtain
Ω[λ] = − ln
[
4 cosh2
(
∆min
2kBT
)]
+ λ∆min
+ ln
[
eλ∆E(|NJ |+1)sign(NJ ) − 1
esign(NJ )λ∆E − 1 + ξδNJ ,0
(
cosh (λ∆E)− tanh
(
∆min
2kBT
)
sinh (λ∆E)
)]
.
(47)
Using Eqs. (43) and (47), we finally obtain the multiterminal transport coefficients
Gαβ =
(
δαβΓα − ΓαΓβ
Γtot
)
e2
4kBT cosh
2( ∆min2kBT )
(1 + |NJ |) ,
Sαβ = δαβ
1
eT
(
∆min +
∆E
2
NJ
)
,
Kαβ =
(
δαβΓα − ΓαΓβ
Γtot
)
kB
(
∆E
kBT
)2
1
12e
−|∆min|/kBT |NJ | (|NJ |+ 1) (|NJ |+ 2) if NJ 6= 0,
1
e∆E/kBT + 4 cosh2(∆min/2kBT )
if NJ = 0.
(48)
We have computed Gαβ and Sαβ setting ξ = 0, since
the term proportional to ξ in Eq. (47) only yields minor
corrections that make these quantities more “smooth” as
a function of µ; the calculation of Kαβ instead requires
a non null value of ξ. Eqs. (48) exhibit a number of
interesting features. First of all, Gαβ shows peaks as
a function of the electrochemical potential µ every time
∆min = 0, namely when µ = ˜(N). For example, the
N -th peak corresponds to µ equal to the N -th dominant
transition energy,
µ = µN ≡ (N − 1)∆E + (2N − 1)EC . (49)
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We set Ep = (p − 1)∆E, for p = 1, 2, . . . , and there-
fore the separation between two nearby peaks is given by
∆E+2EC . Due to the factor cosh
−2( ∆min2kBT ) in Gαβ , these
peaks have a bell shape with amplitude of the order of
kBT . On the other hand, the thermal conductance Kαβ
has plateaus of width 2∆E around µN
15, corresponding
to the second line of the expression of Kαβ for NJ = 0.
For NJ 6= 0, the thermal conductance Kαβ is then expo-
nentially suppressed due to the term e−|∆min|/kBT . The
local thermopower Sαα vanishes at the values µN where
the electrical and thermal conductances Gαα and Kαα
exhibit a maximum. Sαα has a linear dependence on
µ with slope dSαα/dµ = −1/eT , with jumps when ei-
ther Nmin or NJ change by one. Therefore we have, for
EC  ∆E, main oscillations of period ∆E+ 2EC , and a
fine structure with spacing ∆E9. We note that the fine
structure is present also for Gαβ and Kαβ , but in these
cases the amplitude of the fine structure oscillations is
exponentially small.
B. Two-terminal system
In the two-terminal case, the matrices Gαβ , Sαβ , and
Kαβ reduce to the familiar transport coefficients, namely
the electrical conductance G = G22, the thermopower
S = S22, and the thermal conductance K = K22. From
Eqs. (48) we recover the formulas for G and S well-known
in literature9, while our expression for K coincides for
NJ = 0 with the result of Ref. 15, but also provides the
fine structure oscillations for NJ 6= 0. Although such
oscillations are not appreciable in K as a function of µ,
we will see below that they give rise to a visible fine
structure in ZT .
As we have shown in Sec. II E, within the linear re-
sponse regime the relevant quantities to characterize the
performance of a thermoelectric device are the power fac-
tor Q and the figure of merit ZT . From the expressions
of the transport coefficients in Eqs. (48), specified for the
two-terminal case, one can compute Q and ZT analyti-
cally within the quantum limit. The obtained expressions
are given below, and compared with a numerical calcu-
lation performed using the kinetic equations.
1. Power factor
Let us start by studying the power factor Q. Within
the quantum limit, we find that
Q =
γ (1 + |NJ |)
4kBT 3 cosh
2 (∆min/2kBT )
(
∆min +
NJ
2
∆E
)2
,
(50)
where we have defined γ ≡ Γ1Γ2/(Γ1 + Γ2). As for G,
the power factor Q is dominated by a fast decrease, given
by the term cosh−2 (∆min/2kBT ), thus becoming van-
ishingly small within a few kBT around µ = µN [see
Fig. 3(a)]. In fact the fine structure, given by the terms
0.0
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FIG. 3: (Color online) Power factor Q (a) and figure of
merit ZT (b) are plotted as a function of the electrochem-
ical potential µ. For both quantities the analytical quantum
limit [given by Eqs. (50) and (53)] is plotted as a red dashed
curve, while the numerically calculated result is plotted as a
black solid curve. All curves are calculated at EC = 50 kBT ,
∆E = 10 kBT , and ~Γ1(p) = ~Γ2(p) = (1/100) kBT .
with NJ , is not visible in Fig. 3(a) due to the rapid
suppression given by the cosh−2 (∆min/2kBT ) term in
Eq. (50). Differently from G, the power factor vanishes
at µ = µN , due to the fact that in this point the ther-
mopower S = 0. So as µ moves away from µN , Q in-
creases quadratically due to the linear growth of the ther-
mopower with µ, and then it rapidly decreases within a
few kBT due to the cosh
−2(∆min/2kBT ) term. Hence
there are two symmetric peaks around µ = µN , within
a few kBT . These double peaks are the dominant fea-
ture of Fig. 3(a) and identify the optimal values of ∆min
(and consequently of µ) to obtain the absolute maximum
power Ppeak, namely when the power factor Q is maxi-
mum, Q = Q∗. From Eq. (50), we obtain that Q is
maximum for values ∆∗min of ∆min such that
∆∗min
2kBT
= coth
(
∆∗min
2kBT
)
. (51)
The numerical solution is ∆∗min ' ±2.40kBT , which cor-
responds to µ = µN ± 2.40kBT . This result does not de-
pend on any energy scale of the system except for kBT ,
and coincides with the non-interacting single-level case
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(see App. D). The value Q∗ of Q in these points is
Q∗ ' 0.44γkB
T
, (52)
so that the peaks of the power factor only depend on
γ and on the reference temperature. In conclusion, if
we want to extract maximum power from this system,
we must choose µ = µN ± 2.40kBT . We will now show
that also ZT reaches a maximum at these same values of
the electrochemical potential confirming that these are
the optimal values for heat to work conversion in the
quantum limit linear response regime.
2. Figure of merit
Let us now study the figure of merit ZT in the quan-
tum limit. To obtain a more manageable analytical
expression, we compute K from the function Ω[λ] ex-
panded to the first order in ξ [this corresponds to ap-
proximating K with a constant plateau when NJ = 0,
namely 4 cosh2(∆min/2kBT ) is neglected with respect to
e∆E/kBT in the last line of Eqs. (48)]. We then obtain
ZT =

1
4
(
∆min
∆E
)2
e∆E/kBT
cosh2
(
∆min
2kBT
) if NJ = 0,
3|NJ |
2 + |NJ |
(
1− 2 |∆min|
∆E|NJ |
)2
if NJ 6= 0,
(53)
which implies that the behavior of ZT is different for the
two cases |µ− µN | < ∆E (NJ = 0) and |µ− µN | > ∆E
(NJ 6= 0). In the former case K exhibits a plateau, so
that ZT is directly proportional to Q and therefore it has
the same double peak structure at µ = µN ± 2.40kBT .
This is clearly shown in Fig. 3(b) where ZT is plotted as
a function of µ.
The value of ZT in these points is
ZT ∗ ≈ 0.44 e
∆E/kBT
(∆E/kBT )
2 . (54)
This results has been obtained also in Ref. 98. Eq. (54)
shows that in the limit ∆E/kBT → ∞, we have that
ZT → ∞. For example, for ∆E = 6kBT , we reach
ZT ∗ ≈ 5; for ∆E = 10kBT , we reach ZT ∗ ≈ 97,
and so on. This is consistent with Mahan and Sofo’s
observation7 that a narrow transmission function yields
ZT → ∞. Furthermore, these peaks in ZT correspond
to peaks in Q, so in these points we can maximize Pmax
and η(Pmax) simultaneously. Instead, when NJ 6= 0, ZT
has a discontinuity every time µ = (N, p) with p 6= N ,
which means with a ∆E spacing. This fine structure is
the origin of the saw-tooth oscillations of Fig. 3(b). The
value of ZT in each µ = (N, p) is given by
ZTp =
3
|N − p|+ 1
|N − p| − 1 if |N − p| ≥ 2,
1 if |N − p| = 1.
(55)
The height of these peaks, as opposed to ZT ∗, has no de-
pendance on the parameters of the system. The highest
peak is obtained for |N − p| = 2, where ZTp=N±2 = 9.
For values of p distant from N , the height of the peak
decreases to an asymptotic value of ZT∞ = 3.
C. Comparison with a non-interacting QD
Here we compare the efficiency of an interacting QD
(with 2EC > ∆E) with the efficiency of a non-interacting
QD (EC = 0) that has the same energy spacing ∆E;
the comparison is performed within the linear response
quantum limit for a two-terminal setup. The generating
function in Eq. (47) cannot be used in the case EC = 0
since it requires 2EC > ∆E  kBT . The generating
function for EC = 0 will be denoted as ΩNI[λ] (where
NI stands for “non interacting”) and calculated as fol-
lows. As we can see from Eq. (42), we must compute
P[exp {λ((N, p)− µ)}] using the definition of P given
in Eq. (39). When EC = 0, (N, p) = Ep, so the transi-
tion energies correspond to the energy levels of the QD,
and they do not depend on the number of electrons in
the QD. As a consequence, there is no dependance on N
in the argument of P, so we can explicitly perform the
sum over N in Eq. (39) yielding the following expression:
PNI[x(p)] ≡
∞∑
p=1
1
4 cosh2 [(Ep − µ)/2kBT ]
x(p). (56)
Each term in the series in Eq. (56), as a function of µ,
is a bell-shaped function centered around Ep of width
set by kBT . Therefore, within the quantum limit we can
restrict the sum over p to the three bell-shaped functions
closest to µ, namely p = Nmin, Nmin ± 1 (Nmin, defined
as in Eq. (44), is such that ENmin is the closest energy
level to µ). This approximation allows us to find
ΩNI[λ] = − ln
[
4 cosh2
(
∆min
2kBT
)]
+ λ∆min
+ ln
[
1 + 2ξ cosh
(
λ∆E − ∆min
kBT
)]
, (57)
where ∆min in the non-interacting case reduces to the
distance between µ and the nearest energy level: ∆min =
ENmin − µ.
Let us now compare Eq. (57) with its interacting coun-
terpart, Eq. (47), setting NJ = 0, thus neglecting the fine
structure. We notice that the two expressions are identi-
cal when ξ = 0; this implies that Gαβ and Sαβ are equal
in the interacting and non-interacting case [in Eqs. (48)
Gαβ and Sαβ are calculated at ξ = 0], while Kαβ is dif-
ferent in the two cases, since it is determined by the term
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FIG. 4: (Color online) Comparison between K(NI) = K
(NI)
22
and K = K22, given respectively by Eqs. (58) and (48), plot-
ted as a function of µ. Both cases have been computed with
the parameters used in Fig. 3, except for setting EC = 0 in
the non-interacting case. The interacting thermal conduc-
tance has been multiplied by a factor 70. In particular, its
maximum value is half the minimum of K(NI).
proportional to ξ in Eqs. (47) and (57). We find that
K
(NI)
αβ = 2kB
(
δαβΓα − ΓαΓβ
Γtot
)(
∆E
kBT
)2
e−∆E/kBT
× 2ξ + cosh (∆min/kBT )
1 + 2ξ cosh (∆min/kBT )
. (58)
A comparison between the interacting and non-
interacting thermal conductances is plotted for a two-
terminal system in Fig. 4, using Eqs. (48) and (58)
at equal ∆E = 10kBT . In this figure the dominant
transition energy of the interacting system is located,
see Eq. (49), at µ = µN=2 = 160 kBT , while the en-
ergy levels of the non-interacting system are chosen as
Ep = (p − 1)10kBT so that in both cases G has a peak
in µ = 160 kBT . We have verified that a numerical cal-
culation is in very good agreement with Eq. (58) using
the parameters of Fig. 4. As we can see from Fig. 4,
K(NI) = K
(NI)
22 and K = K22 are very different. While
K has a plateau of width 2∆E centered in µN=2, K
(NI)
has a minimum in µN=2, and reaches a maximum value
for µ between two energy levels. Furthermore, by com-
paring Eq. (58) with the last line of Eqs. (48), we see
that K(NI) ≈ 2 cosh (∆min/kBT )K, so the minimum of
K(NI), occurring at ∆min = 0, is twice the maximum of
K, and K(NI) increases exponentially respect to K as
∆min increases.
Intuitively, the striking difference between the two
models can be explained as follows. As discussed in
App. D, if we consider a single energy level QD the ther-
mal conductance vanishes (K = 0) since K is computed
at zero charge current and charge and heat currents are
proportional in this case. However, K can be finite when
at least two energy levels are available, and gets bigger
by increasing the flux of electrons tunneling at different
energies. Now, Coulomb interaction produces a corre-
lation between electrons tunneling at different energies.
Namely, if one electron enters the QD the electrostatic
energy increases by 2EC , preventing other electrons from
entering the QD at any other energy level. Therefore,
until that electron tunnels out of the QD, all other pro-
cesses are blocked: this is a manifestation of Coulomb
blockade. On the contrary, in the non-interacting case
all tunneling events are independent. This correlation is
thus responsible for suppressing simultaneous tunneling
through different energy levels in the interacting case,
which results in a suppression of K.
So in general K is much smaller than K(NI). As a
consequence of these observations, we expect ZT to be
suppressed in the non-interacting case.
By setting ξ = 0 in Eq. (58), we find
ZTNI =
1
8
(
∆min
∆E
)2
e∆E/kBT
cosh2
(
∆min
2kBT
)
cosh
(
∆min
kBT
) . (59)
Comparing Eq. (59) with Eq. (53), we see that, for NJ =
0, ZT = 2 cosh (∆min/kBT )ZTNI, so ZTNI is exponen-
tially suppressed as ∆min increases. Given this suppres-
sion, the maximum of ZTNI occurs at ∆
∗
min ≈ ±1.36kBT ,
corresponding to
ZT ∗NI ≈
1
13.8
e∆E/kBT
(∆E/kBT )
2 .
This value is approximately 6 times smaller than ZT ∗ for
the interacting case, see Eq. (54).
Furthermore, since K is “flat” around the dominant
transition energies in the interacting case, the peak power
Ppeak and the figure of merit ZT
∗ are reached at the
same electrochemical potential, ∆∗min ≈ ±2.40kBT , so
ZT (Ppeak) = ZT
∗. Instead in the non-interacting case
these two quantities are not simultaneously maximized,
due to the strong dependance of K(NI) on µ, so we have
that
ZTNI(Ppeak) ≈ 1
25.3
e∆E/kBT
(∆E/kBT )
2 ,
which is approximately 11 times smaller than ZT (Ppeak),
see Eq. (54).
In conclusion, within the linear response quantum
limit, an interacting QD (with 2EC > ∆E) has a consid-
erably higher ZT with respect to a non-interacting QD
both at peak efficiency, and at peak power, while having
the same power factor (G and S being equal).
At last we will study how these two models violate the
Wiedemann-Franz law, which states that for macroscopic
ordinary metals the Lorenz ratio L = K/GT is a constant
equal to the Lorenz number L0 = (kB/e)
2(pi2/3). Using
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Eqs. (48) and (58), we find that
L =
L0
pi2
(
∆E
kBT
)2{ |NJ |(|NJ |+ 2) if NJ 6= 0,
12e
− ∆EkBT cosh2 ∆min2kBT if NJ = 0,
(60)
and
LNI = L0
(
∆E
kBT
)2
24
pi2
e
− ∆EkBT cosh2
∆min
2kBT
cosh
∆min
kBT
,
(61)
where L refers to the interacting case, and the expres-
sion of K, for simplicity, has been computed at ξ = 0.
In both cases the Wiedemann-Franz law is strongly vi-
olated: at ∆min = 0, the Lorenz ratio is exponentially
smaller than L0 thanks to (∆E/kBT )
2 exp (−∆E/kBT )
(this has been noticed in Ref. 98 for the interacting
model). In both cases the Lorenz ratio exponentially
increases with ∆min. In the non-interacting model the
exponent is 2∆min/(kBT ) (twice the interacting case),
and the maximum value, achieved at ∆min = ∆E/2, is
of the order of LNI ≈ (∆E/kBT )2L0. Interestingly, in
the interacting case [Eq. (60)], when |∆min| > ∆E, i.e.
NJ 6= 0, we find plateaus whose height increases with
NJ .
D. Three-terminal system
In this Section we consider the case of a three-terminal
system, which allows to study the non-local transport co-
efficients and the influence of an additional terminal on
the thermoelectric performance of the system. We focus
on the simplest case when the couplings to the reser-
voirs are energy independent, that is, the rates Γα do
not depend on p, and we will consider an equidistant QD
spectrum. Analytical expressions in the quantum limit
for the power and the efficiency at maximum power can
be obtained also in this case on the basis of the expres-
sions written in Ref. 53 and of Eqs. (48) for the transport
coefficients. All considerations made in this Section are
valid for both interacting and non-interacting systems.
In a three-terminal setup with time reversal symme-
try we have nine independent coefficients: three electri-
cal conductances G22, G33, and G23, three thermopowers
S22, S33, and S23, and three thermal conductances K22,
K33, and K23. According to the expressions in Eqs. (48),
valid in the quantum limit when the couplings to the
leads are independent of energy, one finds that the lo-
cal and non-local electrical (thermal) conductances are
characterized by peaks (plateaus) located in the same
positions as for the two-terminal case. The two local
electrical (thermal) conductances G22, G33, (K22, K33),
can have different heights if the coupling to reservoirs 2
and 3 are different (Γ2 6= Γ3), while the non-local conduc-
tances, G23 and K23, are negative. On the other hand,
the local thermopowers S22 and S33 are equal and ex-
hibit the same fine structure as in the two-terminal case.
Moreover, the non-local thermopower S23 vanishes, as a
consequence of energy independent tunneling rates.
The power and efficiency of a three-terminal system
are defined in Eqs. (19) and (20). For definiteness, let’s
consider T3 ≥ T2 ≥ T1, so ∆T3 ≥ ∆T2 ≥ 0. In general,
Carnot’s efficiency cannot be written only in terms of the
temperatures T1, T2, and T3, but it depends on the details
of the system53. Nonetheless, if we fix the temperature
of the hottest and coldest reservoir, that is, T3 and T1,
it can be shown that ηC ≤ η(2)C , where η(2)C = 1 − T1/T3
is the Carnot efficiency of the two-terminal system; the
equal sign can be achieved when two reservoirs have the
same temperatures. So adding a third terminal at an
intermediate temperature cannot increase the maximum
efficiency beyond the two terminal Carnot’s efficiency.
Also in the three terminal case the efficiency at
maximum power cannot go beyond the linear response
Curzon-Ahlborn efficiency ηCA = η
(2)
C /2. Our aim is to
maximize the power P with respect to ∆µ2 and ∆µ3, at
given temperature differences. Then we will consider a
fixed value of ∆T3, and we will study the maximum power
Pmax and the efficiency at maximum power η(Pmax) vary-
ing T2 between the fixed T1 and T3. These calculations
can be performed by writing the currents in terms of
the temperature and electrochemical potential differences
through the Onsager matrix Lij
53; in turn, Lij can be re-
lated to the transport coefficients. By rewriting Eqs. (43)
as
Gαβ = MαβG,
Sαβ = δαβS,
Kαβ = MαβK,
(62)
where
Mαβ = δαβΓα − ΓαΓβ
Γtot
, (63)
and by defining
ZT = GS
2T
K , Γij = Γi + Γj , (64)
we can write the currents as
(
Jc2/Γ2
Jc3/Γ3
)
=
G
eΓtot
(
Γ13 Γ13 −Γ3 −Γ3
−Γ2 −Γ2 Γ12 Γ12
) ∆µ2eS∆T2∆µ3
eS∆T3
 ,
(65)
(
Jh2 /Γ2
Jh3 /Γ3
)
=
K
Γtot
(
Γ13 Γ13 −Γ3 −Γ3
−Γ2 −Γ2 Γ12 Γ12
) 0∆T20
∆T3

+ ST
(
Jc2/Γ2
Jc3/Γ3
)
. (66)
Note that the quantities G, S, K and ZT only depend
on the properties of the QD, which can be interacting or
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non-interacting, and on the reference electrochemical po-
tential µ; they do not depend on the number of reservoirs
nor on the tunneling rates.
The electrochemical potential differences that maxi-
mize P at given reservoir temperatures can be written
as
∆µα = −1
2
eS∆Tα. (67)
Inserting these expressions into P yields
Pmax =
1
4
Q
Γtot
×[
Γ1Γ2∆T
2
2 + Γ1Γ3∆T
2
3 + Γ2Γ3 (∆T3 −∆T2)2
]
, (68)
where Q = GS2. The maximum power is thus an always
positive quantity and, in the same manner as in the two-
terminal case, see Eq. (21), it is proportional to Q and
quadratic in the temperature differences. Furthermore,
the properties of the QD and the chosen µ are all con-
tained in the Q term, while the coupling to the reservoirs
and the temperature differences are separately accounted
for in the term between square parentheses in Eq. (68).
The efficiency at maximum power instead is given by
η (Pmax) =
η
(2)
C
2
ZT
ZT + 2
[
Γ1Γ2∆T
2
2 + Γ1Γ3∆T
2
3 + Γ2Γ3 (∆T3 −∆T2)2
]
×
×

1
Γ1∆T3 (Γ2∆T2 + Γ3∆T3)
if
Γ3
Γ1 + Γ3
∆T3 ≤ ∆T2 ≤ ∆T3,
1
Γ3∆T3 [Γ1∆T3 + Γ2 (∆T3 −∆T2)] if 0 ≤ ∆T2 ≤
Γ3
Γ1 + Γ3
∆T3.
(69)
It is interesting to notice that in this equation the term
before square parenthesis, which does not depend on Γα,
is exactly equal to the two terminal efficiency at maxi-
mum power, see Eq. (22), since ZT = ZT for a two ter-
minal system. The remaining part of Eq. (69) takes into
account the particular temperatures and couplings to the
three terminals. Furthermore the efficiency at maximum
power, also in this 3 terminal system, only depends on
ZT . There are three limiting cases we will first study:
∆T2 = 0, ∆T2 = ∆T3 and ∆T2 = ∆T3Γ3/(Γ1 + Γ3).
If ∆T2 = 0, T1 = T2, so we have one hot reservoir at
temperature T3 and two cold ones at the same tempera-
ture. In this case we obtain
Pmax =
1
4
Q∆T 23
(Γ1 + Γ2) Γ3
(Γ1 + Γ2) + Γ3
, (70)
η (Pmax) =
ηC
2
ZT
ZT + 2 . (71)
Note that for a two-terminal system the maximum power,
obtained by inserting Eq. (62) into Eq. (21), is given by
P (2)max =
1
4
Q∆T 22
Γ1Γ2
Γ1 + Γ2
. (72)
Comparing Eq. (72) with Eq. (70), and Eq. (22) with
Eq. (71), we notice that the 3 terminal system is formally
equivalent to a 2-terminal system with temperature dif-
ference ∆T3, with tunneling rate Γ1 + Γ2 instead of Γ1,
and Γ3 instead of Γ2.
If ∆T2 = ∆T3, T2 = T3, so we have two hot reservoir
at temperature T3 and one cold reservoir at temperature
T1. In this case we obtain
Pmax =
1
4
Q∆T 23
Γ1 (Γ2 + Γ3)
Γ1 + (Γ2 + Γ3)
, (73)
η (Pmax) =
ηC
2
ZT
ZT + 2 . (74)
As in the previous limiting case, this system behaves like
a 2-terminal with temperature difference ∆T3 and with
tunneling rate Γ2 + Γ3 instead of Γ2.
If ∆T2 = ∆T3Γ3/(Γ1 +Γ3), reservoir 2 has an interme-
diate temperature such that Jh2 = 0. In fact this specific
value of ∆T2 distinguishes the two regimes where J
h
2 > 0
and Jh2 < 0. In this case we obtain
Pmax =
1
4
Q∆T 23
Γ1Γ3
Γ1 + Γ3
, (75)
η (Pmax) =
ηC
2
ZT
ZT + 2 . (76)
As in the other two limiting cases, this system behaves
like a 2-terminal system, where reservoir 2 has been re-
moved; this is to be expected because at this particular
temperature, no heat flows through the second reservoir.
According to Eq. (69), all values of ∆T2 other than
the three cases discussed above decrease the efficiency at
maximum power with respect to the two-terminal case.
The maximum power instead, at given tunneling rates, is
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increased with respect to the two-terminal case. In fact
the maximum power is formally equal to that of a two-
terminal system, coupled to the same QD, with increased
tunneling rates. So if we have fixed values of Γ1, Γ2 and
Γ3, we achieve the largest maximum power by choosing
∆T2 = 0 if Γ1 < Γ3 and ∆T2 = ∆T3 if Γ1 > Γ3. In Fig. 5,
Pmax and η (Pmax) from Eqs. (68) and (69) are plotted
as a function of ∆T2/∆T3, choosing ~Γ1 = 0.02kBT and
~Γ2 = ~Γ3 = 0.01kBT . As we can see in panel (a), the
power is maximum when ∆T2 = ∆T3 (this result is ex-
pected since Γ1 > Γ3). Furthermore the three maxima
in panel (b) correspond to the three limiting cases pre-
viously studied, where η (Pmax) reaches the two-terminal
performance.
IV. NON-LINEAR RESPONSE
The linear response theory describes correctly the ther-
moelectric properties of bulk materials in most experi-
mental conditions. However, as discussed for instance in
Ref. 99, non-linear effects are important in nanoscopic
setups, since the temperature difference is applied across
very small elements of the order of tens or hundreds of
nanometers. As far as heat-to-work conversion is con-
cerned, there is a practical reason to consider the non-
linear response, namely efficiency and power output may
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FIG. 5: (a) Maximum power, Eq. (68), normalized to Q and
(b) efficiency at maximum power, Eq. (69), normalized to
Carnot’s efficiency, plotted as a function of ∆T2/∆T3. Curves
computed with ZT = 10, ∆T3/T = 10−4, ~Γ1 = 0.02kBT ,
~Γ2 = ~Γ3 = 0.01kBT .
increase with increasing temperature difference. Further-
more, for systems with time-reversal symmetry the effi-
ciency at maximum power can overcome the limit of ηC/2
only beyond the linear response111.
In this Section we will consider a two-terminal QD sys-
tem and discuss the numerical results obtained solving
the kinetic equations (4) as discussed in Sec. II. We will
focus our discussion on the thermoelectric properties, and
on the efficiency and power produced by a QD-based heat
engine. Let us define the charge current Jc ≡ Jc2 = −Jc1 ,
thanks to charge current conservation, and the average
reservoir temperature T¯ = (T1 +T2)/2, which determines
the typical thermal energy scale of the system beyond lin-
ear response (all energies will be given in units of kBT¯ ).
Furthermore, ∆µ ≡ ∆µ2 = eV , with V applied volt-
age, ∆T ≡ ∆T2, and assume equidistant energy levels
with spacing given by ∆E. In order to describe the po-
tential drop between the QD and the two reservoirs, we
will assume that the set of energy levels is shifted as
Ep(V ) = Ep + (1− θ0)eV , where 0 ≤ θ0 ≤ 1 is the frac-
tion of potential V that drops over the tunnel barrier
which couples reservoir 2 to the QD.
Regarding charge transport, we recall that in the lin-
ear response, within the quantum limit, the conductance
exhibits peaks occurring at the dominant transition en-
ergies, i.e. when µ = µN , of width given by kBT¯ . By
applying a finite voltage bias V , in the absence of a tem-
perature difference (∆T = 0), the differential conduc-
tance, defined as
G =
(
∂Jc
∂V
)
, (77)
exhibits the typical Coulomb diamond structure, with
visible excited states, as a function of V and µ, see for
instance Ref. 105.
A. Non-linear Seebeck and Peltier coefficients
In the non-linear regime the thermopower (Seebeck co-
efficient) can be defined as follows
S = − V
∆T
∣∣∣∣
Jc=0
, (78)
i.e. as the ratio between the thermovoltage V that de-
velops as a result of a finite ∆T applied, at open circuit
(Jc = 0). In Fig. 6, S is plotted as a function of µ for var-
ious values of ∆T/T¯ . The black solid curve (calculated
for ∆T/T¯ = 10−4) is the linear-response reference that is
well approximated by the expression given in Eqs. (48).
As discussed in Sec. III A, the black solid curve presents
main oscillations of period ∆E+2EC , and a fine structure
with a ∆E spacing9. Since we have chosen an equidistant
energy spectrum, all curves share a number of features
with the linear-response reference. Namely, i) S crosses
zero with positive slope at the main transition energies
µN and is periodic with periodicity ∆E+ 2EC (in Fig. 6
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FIG. 6: (Color online) Non-linear thermopower S plotted
as a function of µ for various values of ∆T/T¯ , and ∆E =
20kBT¯ , EC = 50kBT¯ , ~ΓL(p) = ~ΓR(p) = 0.01kBT¯ , θ0 = 1/2.
µ = 290 kBT¯ corresponds [see Eq. (49))] to µN=3); ii)
in the range of µ considered, S is antisymmetric with re-
spect to µ = 290 kBT¯ ; iii) S vanishes for values of µ in the
middle points between two dominant transitions µN and
µN+1 (in Fig. 6 such points are located at µ = 230 kBT¯
and µ = 350 kBT¯ ). Moreover, since we set θ0 = 1/2, the
linear increase of S for µ ' µN does not depend on the ra-
tio ∆T/T¯ , i.e. it is well described by the linear-response
proportionality coefficient 1/(|e|T¯ ). Interestingly, such
features (except for the fine structure oscillations) can
be understood in terms of a non-interacting model (see
App. D), which also explains the reduction of the nega-
tive slope of S at the middle points as the ratio ∆T/T¯
increases.
Let us now discuss the behavior of S when depart-
ing from the linear response regime. Fig. 6 shows that
for all values of ∆T the thermopower deviates from the
linear-response curve only for µ above 310 kBT¯ (or be-
low 270 kBT¯ ). A sharp departure already occurs at
∆T/T¯ = 0.5 (red curve). This can be understood from
the fact that, for µ > 310 kBT¯ , S is of the order of
15 kB/|e| which corresponds to a value of the thermo-
voltage (V = −7.5 kBT¯ /|e|) such that |eV |  kBT 112.
Note that µ = 310 kBT¯ roughly corresponds to the first
step of the fine structure in linear response. In particu-
lar, while the first step hardly moves by increasing ∆T
from its position in linear response, the second step, oc-
curring at µ = 330 kBT¯ in the linear response, shifts to a
smaller value for increasing ∆T/T¯ , eventually disappear-
ing or merging with the first step. This behavior may
be attributed to the combination of the following two
effects. On one hand, the thermovoltage V , which deter-
mines the transport energy window, depends on µ and
increases with ∆T according to the definition (78). On
the other hand, an increase of ∆T/T¯ moves the lowest
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FIG. 7: (Color online) Ratio r = (Π + V/2)/(T¯ S) plotted
as a function of µ for various values of |e|V/kBT (for the
Peltier coefficient) and of ∆T/T¯ (for the thermopower), for
the same parameter values as in Fig. 6. The blue thin line is
the reference r = 1.
temperature (T1) towards absolute zero, thus sharpening
the Fermi distribution function f1(E). This last effect
is also responsible for the sharpening of S(µ) as ∆T/T¯
increases. Note furthermore that the extremal values of
S decrease as ∆T/T¯ increases.
Let us now consider the non-linear Peltier coefficient
defined, for a given voltage V , as
Π =
Jh2
Jc
∣∣∣∣
∆T=0
. (79)
Our aim is to assess the failure of the Onsager reci-
procity relation Π = TS, which holds in the linear re-
sponse regime. Beyond linear response, for a single-
level non-interacting QD, one finds a “corrected” reci-
procity relation, namely Π+V/2 = T¯ S in the case where
θ0 = 1/2 (see App. D). To single out the effect of inter-
actions in a multi-level QD, in Fig. 7 we plot the ratio
r = (Π +V/2)/(T¯ S) as a function of µ for various values
of ∆T/T¯ and |e|V/(kBT¯ ) (∆T/T¯ is used to compute S,
while |e|V/kBT to compute Π). Fig. 7 shows that the
ratio r departs significantly from 1, the linear response
result (blue thin line), only far enough from the dominant
transition energy µN=3 = 290 kBT¯ . In particular, when
Π is in the linear response regime and S is not (black
solid curve) the strong deviations occurring for µ around
the middle points between dominant transition energies,
namely µ = 230 kBT¯ and µ = 350 kBT¯ , can be explained
by a two-level non-interacting model (see App. D). How-
ever, the deviations occurring in the range of values of
µ between 250 kBT¯ and 330 kBT¯ can be imputed to in-
teraction effects. In the opposite case, where S is in the
linear response and Π is not (red curve), the deviations
of r from 1 are entirely due to interaction effects and r
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takes values between 0 and 1 in the entire range of values
of µ. When both S and Π are beyond linear response the
two behaviors discussed above coexist giving rise to the
black dashed curve113.
B. Efficiency and output power
In this Section we consider the efficiency for heat-to-
work conversion and output power in a two terminal sys-
tem. Specifying Eq. (20) to a two terminal system where
∆T > 0, we have that
η =
P
Jh2
, (80)
where P > 0 is the output power, defined in Eq. (19),
and Jh2 > 0 is the heat current absorbed by the system.
Apart from the system’s parameters, η depends on V and
∆T .
Let us first consider the maximum efficiency ηmax, ob-
tained by maximizing the efficiency η with respect to the
applied voltage V , at given ∆T . ηmax is plotted, normal-
ized to ηC , in Fig. 8(a) as a function of µ for different
values of ∆T/T¯ . All plots show pairs of peaks close to
µN , whose maximum is very close to ηC , and secondary
peaks of smaller height. The solid black curve, relative
to the linear response regime (∆T/T¯ = 10−4), is related
through Eq. (23) to the plot of ZT [Fig. 3(b)]114 dis-
cussed in Sec. III B. For the black curve a pair of max-
ima approaching ηC occur at µ = µN ± 2.40kBT¯ , while
ηmax vanishes at the dominant transition energies (and at
the middle points between two dominant transition ener-
gies). Moreover, a fine structure of secondary peaks, with
spacing ∆E, appears for intermediate values of µ. Mov-
ing away from the linear response, the main observation
is that an increase of ∆T/T¯ > 0.1 produces only quan-
titative changes to the curves. As shown in Fig. 8(a),
the main peaks of ηmax are still approximately located at
µ = µN±2.40kBT¯ and approaching the Carnot efficiency,
while the peaks’ width reduces slightly with increasing
∆T , and the fine structure of the secondary peaks gets
simply distorted.
Another important quantity in heat-to-work conver-
sion is the maximum output power generated Pmax,
which is obtained by maximizing the output power with
respect to the applied voltage V . It turns out that
Pmax exhibits pairs of peaks approximately located at
µ = µN ±2.40kBT¯ whose height increases approximately
quadratically with ∆T , as long as ∆T/T¯ is not to close to
2. Interestingly, Fig. 8(b) shows that the maximum out-
put power Pmax, when normalized to its peak value Ppeak,
only very weakly depends on the ratio ∆T/T¯ . In par-
ticular, Pmax/Ppeak is well approximated by the linear-
response result, whose analytical expression is obtained
by substituting Eq. (50) into Eq. (21).
The efficiency at maximum power η(Pmax) can now be
calculated by taking, for each value of µ, the value of
V which maximizes the power. η(Pmax) is plotted, as a
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FIG. 8: (Color online) (a) Maximum efficiency, normalized to
Carnot’s efficiency, (b) maximum output power Pmax, normal-
ized to its peak value Ppeak, and (c) efficiency at maximum
power η(Pmax), normalized to ηC , plotted as a function of µ
for various values of ∆T/T¯ , for the same parameter values as
in Fig. 6.
function of µ, in Fig. 8(c) for various values of the ratio
∆T/T¯ . By increasing such ratio starting from the linear
response [solid black curve, related to the plot of ZT in
Fig. 3(b) through Eq. (22)] one finds that the peak values,
again occurring approximately at µ = µN ± 2.40kBT¯ ,
increase well above ηC/2 (the upper limit for the linear
response). On the contrary, the efficiency at maximum
power for values of µ away from µN , relative to the fine
structure, decreases with increasing ∆T/T¯ beyond the
linear response, but is only slightly different moving from
∆T/T¯ = 1 (red curve) to ∆T/T¯ = 1.95 (black dashed
curve).
It is now interesting to compare the peak values of
the efficiency at maximum power with various reference
values, such as the Curzon-Alhborn (CA) efficiency88
ηCA = 1 −
√
1− ηC and the Schmiedl-Seifert (SS) effi-
ciency106 ηSS = ηC/(2 − ηC)115. To do so we calculate
the peak power, i.e. maximizing the power with respect
to V and µ, and plot the corresponding efficiency as a
function of ηC (determined by the temperature differ-
ence) in various situations, see Fig. 9. In particular, we
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FIG. 9: (Color online) Efficiency at maximum power η(Ppeak)
plotted as a function of ηC for various values of EC , with
∆E = 0 (solid curves) and for various values of ∆E, with
EC = 0 (dashed curves). Thin solid curves represent the CA
and SS efficiencies, see text. Tunneling rates are ~Γ1(p) =
~Γ2(p) = 0.01kBT¯ . The inset shows the same curves on the
entire range ηC ∈ [0, 1].
consider the case of a QD with one doubly degenerate
level with a finite charging energy (solid thick curves)
and the case of a QD with two non-degenerate levels and
zero charging energy (dashed curves). The parameters
are chosen such that the two situations can be compared,
namely ∆E = 2EC , i.e. the differential conductance con-
sists of two peaks separated by the same electrochemical
potential. Figure 9 (inset) shows the following general
feature for small ηC , i.e. in the linear response regime:
η(Ppeak) increases linearly with ηC with slope determined
by the value of ZT [see Eq. (22)]. In particular, the two
black curves (relative to EC = 10 kBT¯ and to ∆E = 20
kBT¯ ) virtually coincide, and are equal to the one for
a single non-interacting level QD [see App. D and the
first line of Eqs. (D13)], since the parameters are such
that kBT¯  EC ,∆E, where the transport is mostly ac-
counted for by a single energy level. On the contrary, the
two red curves (relative to EC = 1.5 kBT¯ and to ∆E = 3
kBT¯ ) differ by a large extent, with the interacting case
(solid red curve) exhibiting larger efficiency at maximum
power with respect to the associated non-interacting case
(dashed red curve). Note that the efficiency at maximum
power relative to the interacting case goes beyond the CA
efficiency, when ηC is larger than about 0.5, for all values
of EC between 1.5 kBT¯ and 10 kBT¯ . Finally, we find
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FIG. 10: (Color online) Correlation between efficiency and
output power calculated for a few points of the plots in Fig. 9,
both for doubly degenerate interacting case (solid curves), and
non-degenerate non-interacting case (dashed curves). Curves
obtained by increasing the value of V from zero to the ther-
movoltage value, corresponding to the open-circuit situation,
for various values of ηC . Panel (a) refers to ∆E = 20 kBT¯
(with EC = 0, dashed curves) and to EC = 10 kBT¯ (with
∆E = 0, solid curves), while panel (b) refers to ∆E = 3 kBT¯
(with EC = 0, dashed curves) and to EC = 1.5 kBT¯ (with
∆E = 0, solid curves).
that the SS efficiency is never overcome.
To complete the analysis, we show the correlation be-
tween efficiency and power corresponding to a few points
(i.e. a few values of ηC) in the curve of Fig. 9. More pre-
cisely, Fig. 10 shows how the value of the power P and
the efficiency η evolve by increasing the applied voltage
V from zero (where both P and η vanish) to the thermo-
voltage (where P vanishes as a consequence of the fact
that the charge current vanishes)116. In particular, panel
(a) refers to the case ∆E = 20 kBT¯ (dashed curves) and
EC = 10 kBT¯ (solid curves), while panel (b) refers to the
case ∆E = 3 kBT¯ (dashed curves) and EC = 1.5 kBT¯
(solid curves). We checked that in the linear response
(when ηC  1) the power reaches its maximum when
the efficiency is nearly equal to ηC/2. By increasing ηC ,
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FIG. 11: (Color online) Maximum power, normalized to the
peak value, plotted as a function of µ for different values of
ηC with EC = 10 kBT¯ , ∆E = 0 and considering a single
doubly degenerate energy level. Surprisingly, not only the
linear-response curve (black) is very well approximated by
the analytic expression in Eq. (81) (black dashed curve) valid
in the quantum limit. Tunneling rates are ~Γ1(p) = ~Γ2(p) =
0.01kBT¯ .
for all the curves in the figure, both maximum power and
efficiency at maximum power increase. For large values
of ηC (green curves), the efficiency remains close to the
Carnot efficiency when V is increased beyond the point
of maximum power. The general feature is that in the
interacting case (solid curves) the power is much larger
than in the associated non-interacting situation (dashed
curves). When ∆E and EC are of the same order as kBT¯
[Fig. 10(b)], both the maximum power and the efficiency
at maximum power are increased in the interacting case
as compared with the non-interacting case. A remarkable
property of both regimes discussed in panels (a) and (b)
is that in the strongly nonlinear regime, the maximum
power is obtained for values where the efficiency is high
and close to the maximum efficiency.
We finally discuss a peculiarity of the maximum power
output considering a doubly degenerate energy level in
the interacting case117 (as we will point out, some con-
siderations are also valid in the non degenerate case).
Fig. 11 shows the maximum power, normalized with re-
spect to the peak value, as a function of µ for different
values of ηC including the linear-response case (parame-
ter values are the same as for Fig. 9, with EC = 10 kBT¯ ).
The first remarkable feature is that the two peaks around
a dominant transition energy have different heights (here
µN=1 = 10 kBT¯ and µN=2 = 30 kBT¯ ); in the absence
of degeneracy, within the quantum limit all the peaks
have the same height (see Fig. 3). More precisely, see
Eq. (81), the external peaks, displaced of 2.53kBT¯ from
µN are higher with respect to the internal peaks, dis-
placed of 2.32kBT¯ from µN , whose height is almost equal
to the non-degenerate (interacting) case. The second fea-
ture is that all curves, apart from the case of very large
ηC (blue curve), are well approximated by the linear-
response quantum limit expression (black dashed curve
in Fig. 11)
Pmax =
√
2γ
16kBT¯
(
∆T
T¯
)2
∆2min
cosh ( ∆min
2kB T¯
± log 22 ) cosh ( ∆min2kB T¯ )
.
(81)
The plus (minus) sign in Eq. (81) is to be taken when
Nmin is even (odd). Eq. (81) allows us to find that level
degeneracy gives rise to an enhancement of output power
of about 1.77 times respect to the non-degenerate case,
independently of the parameter values (see also Ref. 61).
Eq. (81) also makes clear that the origin of the asymme-
try for ∆min → −∆min and of the difference in peaks’
height is the term ± log 2/2 occurring in the presence of
degeneracy. The case of EC = 1.5 kBT¯ (not shown),
which is not within the quantum limit, produces a much
more asymmetric behavior. We have verified that also in
the non degenerate case the analytic formula derived in
the linear response regime [see Eq. (50)] well describes the
maximum power also beyond the linear response regime.
V. CONCLUSIONS
We have studied the thermoelectric properties of a
multi-level interacting QD in the sequential tunneling
regime, in a multi-terminal setup, both in the linear re-
sponse regime and beyond. In particular, we have
• generalized the sequential tunneling method put
forward by Beenakker in Refs. 8 and 9 to a multi-
terminal configuration and set the range of validity
of the expressions for the charge and heat currents
in the linear response regime;
• found simple analytic formulas for the multi-
terminal transport coefficients in the low tempera-
ture limit;
• found simple analytic formulas for the power factor
Q and the figure of merit ZT in the low tempera-
ture limit for a two-terminal setup;
• found that Q and ZT can be simultaneously maxi-
mized for suitable values of the electrochemical po-
tential;
• found that Coulomb interactions can dramatically
enhance ZT by suppressing the thermal conduc-
tance;
• found that both the interacting an non-interacting
models strongly violate the Wiedemann-Franz law;
• found analytic expressions for the maximum power
and for the efficiency at maximum power in a three
terminal setup;
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• investigated the nonlinear Seebeck and Peltier co-
efficients in a two-terminal setup, identifying fea-
tures of the breakdown on the Onsager reciprocity
relation;
• computed numerically the maximum efficiency, the
maximum power, and the efficiency at maximum
power in the non-linear regime, finding optimal sys-
tem parameters for heat-to-work conversion such
that the efficiency at maximum power can go be-
yond Curzon-Alhborn’s efficiency;
• compared the case of a doubly degenerate level with
interaction and the case of two non-degenerate lev-
els without interaction finding that the interact-
ing case enhances the power output and, especially
when charging energy and level spacing are of the
order of the thermal energy, it increases the ef-
ficiency at maximum power that can go beyond
Curzon-Alhborn’s efficiency;
• found that the non-linear maximum power is well
approximated by the analytic linear response ex-
pression;
• found that QDs with degenerate energy levels and
Coulomb interactions achieve higher efficiency and
output power than non-degenerate QDs; in partic-
ular the maximum power is enhanced almost of a
factor 2;
• calculated the transport coefficients for a non-
linear, non-interacting QD with 1 and 2 energy lev-
els (App. D);
• found approximate analytic expressions for the
maximum power and efficiency at maximum power
for a non-linear, non-interacting QD with 1 energy
level (App. D).
The multi-terminal formalism developed in this paper
and the expressions we have obtained for charge and
heat currents, transport coefficients, power and efficiency
could be used to design and analyze experimental data.
Extensions of the studies presented in this paper could
include level spacings different from the equidistant and
regimes beyond the quantum limit. Finally, a compre-
hensive description of the thermoelectric properties and
performance of a QD should assess the role of quantum
coherence going beyond the sequential tunneling limit
and the relevance of phonon contribution to heat trans-
port.
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Appendix A: The kinetic equations always allows a
non-trivial solution.
To prove this statements, let us consider the kinetic
equations as written in Eq. (11). This equation is made
up of a sum over p of the following expression:
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p
−P ({ni}, np = 1)BN˜,p
]
, (A1)
which is a function of a generic configuration {ni}. Let us
sum this expression for the two particular configurations:
({ni}, np = 1) and ({ni}, np = 0). When np = 1, the first
term in round parenthesis gives a plus sign, while when
np = 0, it gives a minus sign. The rest of the expression
does not depend on np, since N˜ =
∑
i6=p ni, thus the sum
over the above configurations exactly vanishes. Now let
us go back to Eq. (11), and let us sum over the two
configurations ({ni}, nk = 1) and ({ni}, nk = 0), k being
a given index. According to the argument given above,
the term in the sum where p = k vanishes, and we obtain∑
nk=0,1
∑
p 6=k
(δnp,1 − δnp,0)
[
P ({ni}, np = 0)AN˜,p
− P ({ni}, np = 1)BN˜,p
]
= 0. (A2)
Thus by summing over a given occupation number nk =
0, 1 we have removed the case p = k in the sum over p. If
we now sum over all occupation numbers, we will remove
all terms from the sum, yielding zero118. The sum over all
occupation numbers {ni} is the sum of all 2L equations of
the kinetic equations: this demonstrates that any equa-
tion in the kinetic equations is linearly dependent from
the other ones. Thus the matrix M defined by the ki-
netic equations has a null space of dimension at least 1,
since we demonstrated that the rows of M are not lin-
early independent. Furthermore, if we perform the same
sum over all occupation numbers to the time dependent
kinetic equations, given in Eq. (4), we find that:
∂
∂t
∑
{ni}
P
 = 0. (A3)
This is an obvious but important property that says that
the probability normalization does not depend on time.
Appendix B: The DBEs are not consistent in general
In general, if EC 6= 0, the DBEs are not consistent.
This means that no set of P ({ni}) exists that can simul-
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taneously satisfy all the DBEs. In App. (C) we will dis-
cuss which conditions guarantee their consistency within
the linear response regime.
Here let us demonstrate their inconsistency in the spe-
cial case L = 2. Let us start from Eq. (15) and con-
sider non null temperature and electrochemical poten-
tial differences. We will show that these equations form
an over-complete set for P ({ni}) that in general does
not allow any non null solution. Since L = 2, we have
2L = 4 unknown probabilities, and the number of DBEs
is 2L−12 = 4. In this case, the DBEs can be represented
in matrix form as follows
MD ~P ≡
A0,1 −B0,1 0 00 0 A1,1 −B1,1A0,2 0 −B0,2 0
0 A1,2 0 −B1,2

P00P01P10
P11
 =
000
0
 ,
(B1)
where Pn2n1 ≡ P (n2, n1) and the coefficients are defined
in Eqs. (12) and (13). In order to show that this linear
algebra problem does not allow a non null solution, we
will show that the determinant det(MD) is in general not
zero. We have
det(MD) = Γtot(1)Γtot(2) (A0,2A1,1 −A0,1A1,2)
+ Γtot(1)A0,2A1,2 (A0,1 −A1,1)
+ Γtot(2)A0,1A1,1 (A1,2 −A0,2) , (B2)
where Γtot(p) =
∑
α Γα(p). It is pretty clear that since
Γα(p), Ep and EC are arbitrary, this determinant cannot
be in general zero. For instance, choosing a two ter-
minal system with Γ1(p) = Γ2(p) = Γ, ∆µ2 = 4kBT ,
E1 = 1/2kBT , E2 = 3/2kBT , µ = ∆T2 = 0 we
obtain det(MD)/Γ
4 ' 0.20. It is interesting to no-
tice that at equilibrium (∆µ2 = ∆T2 = 0), the DBEs
are all exactly satisfied by the gran canonical distribu-
tion. Furthermore, in the non-interacting limit EC = 0,
the coefficients AN˜,p and BN˜,p depend only on p, so
that we can drop the N˜ argument. Thus det (MD) =
A2A1B1B2 −A1A2B2B1 ≡ 0.
The proof can be extended to any number L of levels
as follows. We rewrite the DBEs, Eq. (15), as
lnP ({ni}, np = 0)− lnP ({ni}, np = 1) = ln
BN˜,p
AN˜,p
.
(B3)
This equation has the same form as the LDBEs (C1)
which we will consider in App. C, where the unknown
probabilities are replaced by the logarithm of the proba-
bilities, and where
δp(N˜) = ln
BN˜,p
AN˜,p
. (B4)
As we shall show in App. C, these equations are con-
sistent if δp(N˜) satisfies property (C3). This is the case
if EC = 0, since AN˜,p and BN˜,p are then independent of
N˜ . Then condition (C3) is trivially fulfilled with c = 0
and the DBEs are consistent.
To summarize, as we will see in Appendix C, the DBEs
are not consistent in general, but they are if we set EC =
0 or ∆µα = ∆Tα = 0 for all α. Furthermore, within
the linear response regime, they are valid in many more
cases, for example if the tunneling rates are proportional,
i.e. Γα(p) = kαΓ1(p) for α = 2, 3, . . . ,N .
Appendix C: Conditions of validity of the linearized
DBEs
In this Appendix we will assess under which conditions
the linearized DBEs are consistent. We start by rewriting
Eq. (32) in the following way:
ψ({ni}, np = 0)− ψ({ni}, np = 1) = δp(N˜), (C1)
where
δp(N˜) ≡ − 1
kBT
∑
α
Γα(p)
Γtot(p)
×
[(
Ep + (2N˜ + 1)EC − µ
) ∆Tα
T
+ ∆µα
]
. (C2)
We will prove that the linearized DBEs, written in
Eq. (C1), are consistent if δp(N˜) satisfies the property
δp(N)− δp(M) = c(N −M), (C3)
where c is a constant that does not depend on p, N or
M . This statement will be explicitly proven for a two
energy level system, then it will be extended to L energy
levels by induction.
Property (C3) is in general satisfied if the tunneling
rates are proportional, i.e. Γα(p) = kαΓ1(p), or if EC =
0, or if ∆Tα = 0 for all α. Furthermore, in a three
terminal system, property (C3) is satisfied also if ∆T2 =
0 and Γ3(p) = kΓtot(p), or if ∆T3 = 0 and Γ2(p) =
kΓtot(p). These conditions can be generalized to a generic
N -terminal system by requiring that
EC
∑
α
Γα(p)
Γtot(p)
∆Tα (C4)
is independent of p.
1. Two energy level system (L = 2)
We will prove that if property (C3) is satisfied, then
the linearized DBEs allow a solution. Eq. (C1) repre-
sents a linear algebra problem for ψ({ni}). For L = 2,
ψ({ni}) = ψ(n2, n1) ≡ ψn2,n1 . Let ~ψ be the vector
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(ψ00, ψ01, ψ10, ψ11) and let B be the corresponding ma-
trix such that Eq. (C1) can be written as
B~ψ =
1 −1 0 00 0 1 −11 0 −1 0
0 1 0 −1

ψ00ψ01ψ10
ψ11
 =
δ1(0)δ1(1)δ2(0)
δ2(1)
 ≡ ~δ.
(C5)
Matrix B has a null space of dimension 1, generated by
~ψ = (1, 1, 1, 1), thus it is not invertible. This vector
actually represents the equilibrium distribution: when
∆Tα = ∆µα = 0, δp(N˜) = 0, so ~ψ = (1, 1, 1, 1) satisfies
Eq. (C5). Since P = Peq(1 + ψ), P = 2Peq. Normaliz-
ing the probabilities yields P ≡ Peq, so we have demon-
strated that the equilibrium distribution is in fact given
by the grand canonical distribution. Eq. (C5) will allow
a solution if and only if vector ~δ belongs to the image of
matrix B. The dimension of the image of matrix B is 3,
so there is a one dimensional space orthogonal to the im-
age of B that cannot be obtained by linear combinations
of B’s columns. Vector
~v0 =
 1−1−1
1
 (C6)
is orthogonal to the columns of B, so it is a generator of
this one dimensional space. Thus a solution ~ψ will exist
if and only if vector ~δ only belongs to the image of B,
thus it cannot have a projection on ~v0. The projection is
zero when
0 = ~v0 · ~δ = δ1(0)− δ1(1)− δ2(0) + δ2(1) (C7)
which is satisfied using property (C3).
As we have shown in Sec. III, Eq. (28) for the linearized
charge current is correct in general, instead the linearized
heat current given in Eq. (33) is correct only if the lin-
earized DBE are consistent. We verified numerically all
these statements computing exactly, for small tempera-
ture and electrochemical potential differences, the charge
and heat currents using both the DBEs and the kinetic
equations. As demonstrated by Fig. 12, which shows the
heat current as a function of µ for a choice of tunneling
rates that are not proportional to each other, a particular
subset of DBEs leads to an incorrect result (red dashed
curve) which differs from the one obtained using the ki-
netic equations (black solid curve). On the other hard,
there is no difference when plotting the charge current
using the same parameters as in Fig. 12.
2. L energy level system
We extend the previous demonstration to a generic sys-
tem with L energy levels. We will use the following no-
tation and conventions:
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FIG. 12: (Color online) Heat current computed using Eq. (10)
and using non equilibrium probabilities found solving ex-
actly the kinetic equations (black solid line) and a subset
of independent DBEs (red dashed line), as a function of
the electrochemical potential µ. The parameters used are:
∆T/T = 10−4, ∆µ = 0, EC = kBT , 5 equidistant en-
ergy levels with ∆E = 0.2kBT , ~Γ1(p) = (5)p−1kBT , and
~Γ2(p) = (0.01)p−1kBT .
• {ni} indicates a generic set of occupation num-
bers, conventionally ordered the following way:
{nL, nL−1, . . . , n2, n1}.
• (np = 1, {ni}) is a shorthand notation for:
{nL, . . . , np+1, 1, np−1, . . . , n1}.
• (np = 0, {ni}) is a shorthand notation for:
{nL, . . . , np+1, 0, np−1, . . . , n1}.
• (np = 1, {0}) is a shorthand notation for:
{0, . . . , 0, 1, 0, . . . , 0}, where the 1 is relative to
np = 1.
• (np = 0, {0}) is equivalent to: {0, . . . , 0}.
• ~ψi is the component of vector ~ψ with index i.
• Each linearized DBE in Eq. (C1) can be uniquely
defined by specifying p and {ni}, so [p|{ni}] is a
shorthand notation to indicate that given equation.
• Let A be a matrix written in block form, for exam-
ple:
A =
 B 00 C
D E
 , (C8)
where B, C, D and E are matrices. By “block row”
we intend the set of rows in the block. For example,
the first block row of A is (B, 0), the second block
row of A is (0, C), and so on.
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In order to represent the linearized DBE, given in
Eq. (C1), in matrix form, we will put the 2L unknowns
ψ({ni}) into a vector as follows: ~ψI({ni}) ≡ ψ({ni}),
where I({ni}) =
L∑
i=1
ni2
i−1.
Let us define B(L) as the L2L−1×2L matrix such that
Eq. (C1) can be represented as follows:
B(L)~ψ = ~δ(L), (C9)
where ~δ(L) is a vector containing the various values of
δp(N˜). Each row of B(L) contains zeros except for a +1
and a−1 in the position corresponding to ψ(np = 0, {ni})
and ψ(np = 1, {ni}). Let’s notice that B(L) has the
following property:
B(L)
1...
1
 =
0...
0
 . (C10)
This property is trivial since, as we just discussed, each
row of B(L) only has a +1 and a −1.
a. Recursive decomposition
We want to write B(L) in terms of B(L− 1). We will
thus order the rows in B(L), and accordingly the ele-
ments of ~δ(L), starting from those LDBE [p|{ni}] where
p < L, then we will add the ones involving level L. In
particular, we will first put equations [p|(nL = 0, {ni})]
with p < L, then we will add equations [p|(nL = 1, {ni})]
with p < L, and at last we will add equations [L|{ni}],
which are the ones involving level L. For example, B(2)
will be written as in Eq. (C5).
This ordering allows us to relate B(L) to B(L − 1).
The first set of equations [p|(nL = 0, {ni})], with p <
L, represents all possible LDBE between elements of ~ψ
with nL = 0, so they are equivalent to the LDBE for
L − 1 levels. Since nL = 0, according to our indexing
convention, these rows involve all indexes of ~ψi with 0 ≤
i < 2L−1, which corresponds to the first half of vector
~ψ. Instead, the equations [p|(nL = 1, {ni})], with p < L,
represents all possible LDBE between elements of ~ψ with
nL = 1, so also these equations are equivalent to the
LDBE for L − 1 levels. Since nL = 1, according to our
indexing convention, these rows involve all indexes of ~ψi
with i ≥ 2L−1, which corresponds to the second half of
vector ~ψ. At last, equations [L, {ni}] relate components
of ψ where only the occupation number nL is changed.
Since I(nL = 1, {ni}) = I(nL = 0, {ni}) + 2L−1, these
equations relate indexes of ~ψ that are distant 2L−1, thus
they mix elements between the first and second half of
~ψ. We will thus have the following block representation:
B(L) =
 B(L− 1) 00 B(L− 1)
Id(L− 1) −Id(L− 1)
 , (C11)
where Id(L) is the 2
L×2L identity matrix. Since we triv-
ially have that B(1) = (1,−1), Eq. (C11) can be used to
define B(L) recursively, yielding a precise row ordering.
For example, as we can see in Eq. (C5), B(2) can be
obtained by applying Eq. (C11) to B(1).
Also ~δ(L) allows a decomposition in terms of ~δ(L− 1).
The first block row in Eq. (C11), (B(L − 1), 0), corre-
sponds to equations [p|(nL = 0, {ni})] with p < L. Re-
calling Eq. (C2), we will notice that δp(N˜) depends on
level L only through:
N˜(L) =
L∑
i6=p
ni =
L−1∑
i 6=p
ni = N˜(L− 1), (C12)
since nL = 0. So in the first block row we have that
~δ(L) = ~δ(L − 1). The second block row, (0, B(L − 1)),
corresponds to equations [p|(nL = 1, {ni})] with p < L.
So this time the presence of level L will change the values
of N˜ the following way:
N˜(L) =
L∑
i 6=p
ni = 1 +
L−1∑
i 6=p
ni = 1 + N˜(L− 1), (C13)
since nL = 1. So in the second block row ~δ(L) is given by
~δ(L − 1) replacing N˜ with N˜ + 1. Using property (C3),
we have that:
δp(N˜ + 1) = δp(N˜) + c, (C14)
where c is a constant that does not depend on p or N˜ . So
in the second block row we will have that ~δ(L) = ~δ(L −
1) + c. The last row (Id(L− 1),−Id(L− 1)) in Eq. (C11)
corresponds to equations [L|{ni}], which involve level L.
So let us define ~∂(L) as the vector that corresponds to
~δ(L) in the third block row.
Using these observations and Eq. (C11), we can rewrite
Eq. (C9) using the following decomposition: B(L− 1) 00 B(L− 1)
Id(L− 1) −Id(L− 1)
(~ψ(nL = 0, {ni})
~ψ(nL = 1, {ni})
)
=
 ~δ(L− 1)~δ(L− 1) + c
~∂(L)
 . (C15)
This decomposition will be the main tool to perform a
demonstration by induction.
b. The independent part of B(L)
Among the L2L−1 rows of B(L), we will explicitly show
how to extract 2L − 1 linearly independent rows; we will
later show that all other rows can be obtained by linear
combinations. Let’s define B˜(L) as the matrix containing
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only the rows of B(L) corresponding to equations [p|{ni}]
with ni = 0 for i < p; these are 2
L−1 rows. We will now
prove by induction that all the rows of B˜(L) are linearly
independent.
Since B˜(L) is made by selecting rows from B(L), we
can decompose it in terms of B˜(L − 1) just like we did
for B(L) in Eq. (C11). An interesting characteristic of
B˜(L) is that it only has one equation in the block [L|{ni}]
involving ψ(0, 0, . . . , 0) and ψ(1, 0, . . . , 0). So the decom-
position becomes:
B˜(L) =
 B˜(L− 1) 00 B˜(L− 1)
1, 0, . . . , 0 −1, 0, . . . , 0
 . (C16)
We can use Eq. (C16) to define B˜(L) recursively noticing
that B˜(1) = B(1) = (1,−1).
Now we can prove by induction over L the following
statement: all the rows of B˜(L) are linearly independent.
This statement is obvious for L = 1 and L = 2. We
will now assume that our statement is valid for L − 1,
and we will show that this implies that it is valid for L.
The first block row in Eq. (C16) contains rows that are
linearly independent by hypothesis. The same is true for
the second block row. Also putting together the first and
second block row yields 2L − 2 independent rows, since
the space generated by the respective linear combinations
are clearly orthogonal thanks to the block decomposition.
So we have to show that the last row cannot be written
as a linear combination of previous rows. We will make
a proof by contradiction. Let’s assume that the last row
~v = (1, 0, . . . , 0| − 1, 0, . . . , 0) can be written as a linear
combination of a vector belonging to the space generated
the first block row, ~w0, and of one belonging to the second
block row, ~w1:
~v = ~w0 + ~w1. (C17)
If we define ~n = (1, . . . , 1|0, . . . , 0), we will have that:
~n · ~w0 = 0,
~n · ~w1 = 0. (C18)
The first equation is zero because, as we have shown in
Eq. (C10), B(L) has the property that B(L)(1, . . . , 1)T =
0, so it is true also for B˜(L). The second equation is
zero because ~n has zeroes on all non null components of
~w1. So multiplying each sides of Eq. (C17) by ~n yields
~n·~v = ~n·( ~w0 + ~w1) = 0, which is absurd because ~n·~v = 1.
Thus we have completed the proof by induction.
c. Consistency of the linearized DBEs
We will now show that if property (C3) is valid, the
linearized DBEs are consistent and allow a solution for
ψ given by a one dimensional space; the unique solu-
tion can then be found by imposing the normalization
condition on the probabilities. We will thus prove by
induction over L the following statement: if δp(N) sat-
isfies property (C3), all equation in the linear algebra
system in Eq. (C15) can be written as linear combina-
tions of the equations involving the rows of B˜(L). Since
there are 2L − 1 independent rows in B˜(L), by virtue of
Rouche´-Capelli’s theorem we will have a solution given
by a 2L − (2L − 1) = 1 dimensional space. This state-
ment is trivially true for L = 1, since B(1) = B˜(1), and
we have proved it explicitly for L = 2, so we will show
that if it’s valid for L− 1, then it’s valid for L.
Let’s consider the subset of rows of Eq. (C15) where
B(L) = B˜(L). Among these equations, we will denote by
“set 0” those belonging to the first block row, and “set
1” those belonging to the second block row. As we can
see from Eq. (C16), this leaves out one equation in the
last block row, which is:
ψ(0, 0, . . . , 0)− ψ(1, 0, . . . , 0) = δL(0). (C19)
By induction hypothesis, all equations in the first block
row of Eq. (C15) can be written as linear combinations
of set 0. Furthermore, if δp(N) satisfies property (C3),
also δp(N)+c satisfies the same property, so by induction
hypothesis, also all equations in the second block row of
Eq. (C15) can be written as linear combinations of set 1.
So any row in the first and second block row in Eq. (C15)
can be written as linear combinations of those equations
involving B˜(L).
We are left to show that equations in the last block
row of Eq. (C15) can be written as linear combinations of
equations involving B˜(L). Thanks to what we have just
demonstrated, this is is equivalent to showing that the
equations in the last block row are linear combinations
of the first two block rows of Eq. (C15), and of Eq. (C19).
The equations of the last block row of Eq. (C15) are of
the form
ψ(nL = 0, {ni})− ψ(nL = 1, {ni}) = δL(N˜). (C20)
Given any fixed set of {ni}, which fixes N˜ =
∑
i 6=L ni,
we will now show how to obtain Eq. (C20) by relat-
ing ψ(nL = 0, {ni}) to ψ(nL = 1, {ni}) only using
the equations of the first two block rows of Eq. (C15)
and Eq. (C19). We can first relate ψ(nL = 0, {ni}) to
ψ(nL = 0, {0}) using the equations in the first block row
N˜ times, each time changing a non null ni to zero. We
will obtain the following result:
ψ(nL = 0, {ni})− ψ(nL = 0, {0}) = −
N˜∑
i=1
δpi(N˜ − i),
(C21)
where pi is the energy level whose occupation number
has been changed to zero at step i; the argument N˜ − i
is given by the fact that at each step we use a linearized
DBE where
∑
i 6=pi ni decreases by one. Using Eq. (C19)
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we obtain
ψ(nL = 0, {ni})−ψ(nL = 1, {0}) = δL(0)−
N˜∑
i=1
δpi(N˜−i).
(C22)
Now we can relate ψ(nL = 1, {0}) to ψ(nL = 1, {ni})
using the equations of the second block row to set each
non null ni back to 1. If we do this in the exact same
order as we did in the previous step, we will obtain
ψ(nL = 0, {ni})− ψ(nL = 1, {ni})
=
N˜∑
i=1
δpi(i) + δL(0)−
N˜∑
i=1
δpi(N˜ − i). (C23)
The “new” term has the same set of {pi}, and the argu-
ment i is given by the fact that
∑
i 6=pi ni increases by one
at each step, and it starts from 1 since now nL = 1. Eq.
(C20) is of the same form, therefore the equations on the
last block row can be expressed as linear combinations
of B˜(L) if and only if they represent the same equation,
which requires:
δL(N˜)− δL(0) =
N˜∑
i=1
[
δpi(i)− δpi(N˜ − i)
]
. (C24)
Using property (C3), this last equation reduces to N˜ =
N˜ , concluding the proof by induction.
Appendix D: Non-interacting QD: Non-linear effects
In this Appendix we will study the transport coeffi-
cients, maximum and peak efficiency and efficiency at
peak power of a two-terminal non-interacting QD. We
will first consider a single-level QD and then a two-levels
QD (with energy-independent tunneling rates).
Let us first consider a QD with a single energy level E1.
In this case, the kinetic equations with EC = 0 reduces to
a single simple equation, so it is possible to compute the
currents. Using the two-terminal notation introduced in
Secs. III B and IV we obtain
Jc = eγ(f2 − f1),
Jh2 = (∆¯min − θ0eV )γ(f2 − f1),
(D1)
where
f1 = f
(
∆¯min + (1− θ0)eV
kBT1
)
,
f2 = f
(
∆¯min − θ0eV
kBT2
)
,
∆¯min = E1 − µ,
(D2)
with the Fermi function f(x) = [1+exp(x)]−1. Note that
the same result could be obtained using the Landauer-
Bu¨ttiker scattering formalism with a narrow in energy
single-level QD transmission probability. Using Eq. (D1),
we can compute
G ≡ ∂J
c
∂V
∣∣∣∣
∆T=0
=
e2γ
4kBT
 θ0
cosh2
(
∆¯min−θ0eV
2kBT
) + 1− θ0
cosh2
(
∆¯min+(1−θ0)eV
2kBT
)
 .
(D3)
Note that the value of θ0 can be determined by measuring
G.
We can also compute S using Eq. (D1). The condition
Jc = 0 is satisfied when the arguments of the two Fermi
distributions f1 and f2 are equal, so we obtain
S ≡ − V
∆T
∣∣∣∣
Jc=0
=
1
eT ∗
∆¯min, (D4)
where
T ∗ = θ0T1 + (1− θ0)T2 (D5)
is the average reservoir temperature, weighed with θ0. As
we can see, the slope of S(µ) beyond the linear response
regime is strongly determined by θ0. In the linear re-
sponse regime T ∗ ' T , where T is the average reservoirs’
temperature, so once again we obtain the result we ob-
tained in the quantum limit linear response regime of an
interacting QD neglecting the fine structure oscillations,
due to other energy levels.
It is now interesting to study the influence of a second
energy level on S. In Fig. 13 we show the comparison
between the thermopower of a non-interacting two energy
level QD (dashed lines) and the multilevel interacting QD
considered in Fig. 6 (solid lines), for different values of
∆T . For the sake of comparison, we choose the value
for the two energy levels E1 and E2 to match the two
dominant transition energies of the multilevel interacting
QD, in particular E1 = µN=3 = 290 kBT¯ and E2 =
µN=4 = 410 kBT¯ . On one hand, the non-interacting
thermopower shows a linear dependence on µ when µ is
close to E1 or E2, whose slope is independent of ∆T (only
because θ0 = 1/2) and is the same as the interacting QD
when |∆min| < ∆E. On the other, when µ is close to
the middle point µ∗ = (E1 + E2)/2 between E1 and E2,
the thermopower depends linearly on µ with a negative
slope (S ' αδµ, with δµ being a small displacement with
respect to µ∗) which depends on the temperatures as
α =
1
e∆T
T1 cosh
2( ∆ε4kBT1 )− T2 cosh
2( ∆ε4kBT2 )
θ0T1 cosh
2( ∆ε4kBT1 ) + (1− θ0)T2 cosh
2( ∆ε4kBT2 )
,
(D6)
where ∆ε = E2 − E1. Eq. (D6) has been found by ex-
panding the charge current around µ = µ∗. Once again,
the slope of the interacting and non-interacting QDs are
the same in this region. In between instead the fine struc-
ture oscillations of the interacting QD create a substan-
tial difference that causes the maximum value of S to
decrease.
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FIG. 13: (Color online) Thermopower S as a function of µ for
a two-level non-interacting QD with energies E1 = 290kBT¯
and E2 = 410kBT¯ (dashed lines) and of a multi-level inter-
acting QD (solid lines), considered in Sec. IV, with the same
parameters used in Fig. 6.
At last we can compute the Peltier coefficient for a
single energy level QD using Eq. (D1):
Π ≡ J
h
2
Jc
∣∣∣∣
∆T=0
=
∆¯min
e
− θ0V. (D7)
Surprisingly, we would have obtained the same result
also without setting ∆T = 0. On the other hand, it
strongly depends on V : increasing the voltage shifts Π
by θ0V , so measuring this shift would allow to measure
θ0. Furthermore, if we compute Π in the linear response
regime, setting V = 0 in Eq. (D7), we can explicitly ver-
ify that Π = TS is respected. If we set θ0 = 0, we see
that Π = T ∗S, even beyond the linear response regime,
for arbitrary temperature and voltage differences. Inter-
estingly, in the presence of two levels the Peltier coef-
ficient beyond linear response Π still satisfies the rela-
tion (Π + θ0V ) = TSlin, where Slin is the linear-response
thermopower (black dashed curve in Fig. 13), so that
(Π + θ0V ) does not depend on V .
The linearization of G and S for a single-level non-
interacting QD yields the same results obtained for a
multilevel interacting QD, in the quantum limit linear
response regime, if we restrict |∆min| < ∆E. We could
expect this result since considering a single energy level is
intuitively equivalent to sending ∆E and EC to infinity
in the interacting QD. On the contrary, a single level QD
model cannot be used to estimate K since it predicts
K = 0 [in fact, from Eq. (D1) we have that Jh2 ∝ Jc, so
K, caluclated at Jc = 0, vanishes].
We now want to study the power and efficiency of a
single-level QD. Considering ∆T = T2 − T1 > 0 and
inserting Eq. (D1) into the definitions in Eqs. (19) and
(20), we can write the power and efficiency as
P = −V Jc = −γeV (f2 − f1), (D8)
η =
P
Jh2
=
eV
θ0eV − ∆¯min . (D9)
We will consider a fixed temperature difference ∆T =
T2 − T1 > 0, and a variable V such that the system be-
haves as a heat engine (P > 0). The power is positive
when V ∈ [0, Vstop], where Vstop is the non zero voltage
that creates a null charge current. Imposing this condi-
tion we find
Vstop =
∆¯min
−e
ηC
1− θ0ηC . (D10)
Without loss of generality, we can specify our analysis
to the region where µ < E1, E1 being the energy of the
single energy level; thus ∆¯min > 0, so Vstop is positive,
and our system will behave as a heat engine when
0 ≤ V ≤ Vstop = ∆¯min−e
ηC
1− θ0ηC . (D11)
Let us now discuss the peak efficiency of the system.
We have to maximize Eq. (D9) with respect to ∆¯min and
V , at fixed ∆T > 0, respecting ∆¯min > 0 and Eq. (D11).
Since η is a growing function of V for ∆¯min > 0, η will be
maximum when computed at the highest allowed voltage,
Vstop. Inserting Vstop in Eq. (D9) yields:
ηmax = ηC . (D12)
Thus a single level QD in the sequential tunneling regime
always achieves ηmax = ηC , regardless of the the tem-
perature difference, θ0 and the distance between µ and
E1
96,97. Using Eq. (D8) we can compute the power
when η is maximum, i.e. when V = Vstop: this yields
P = 0. These results agrees with the expectation that
Carnot’s efficiency is reached when the heat exchange is
“reversible”, thus when the power is vanishingly small.
Let us now study the efficiency at peak power,
η(Ppeak). Ppeak is obtained by maximizing the power
with respect to ∆¯min and V , at fixed ∆T > 0, impos-
ing ∆¯min > 0 and Eq. (D11). By imposing this request
we obtain two coupled equations that cannot be solved
analytically34. However, the Fermi function is always
evaluated when the argument is positive, and we approx-
imate it with its exponential tail. By doing so, we obtain
η(Ppeak) = ηC
ηC
ηC − (1− ηC) ln (1− ηC) ,
Ppeak = γe¯kB∆T
× ηC[
1 + e¯(1− ηC)1−1/ηC
] [
e¯+ (1− ηC)1/ηC
] , (D13)
where e¯ is Napier’s constant. These equations provide
an approximate expression of Ppeak and η(Ppeak) for a
single level QD, valid for any reservoir temperatures.
Note how η(Ppeak) only depends on ηC , while Ppeak de-
pends on both T1 and T2 through ηC and ∆T . Note
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FIG. 14: (Color online) Comparison between η(Ppeak) com-
puted numerically and using Eq. (D13). Also ηCA and ηSS
are displayed.
η(Ppeak) → ηC/2 as ηC → 0, as expected from the fact
that ZT →∞ for a narrow transmission probability7. As
we can see in Fig. 14, there is a good agreement between
η(Ppeak) given in Eq. (D13) and a numerical calculation:
the analytic expression slightly underestimates η(Ppeak).
Furthermore, we can see that the efficiency at peak power
goes beyond ηCA, while it remains under ηSS . We have
also verified that Ppeak given in Eq. (D13) is in good
agreement with the numerical calculation.
To further assess the validity of the approximate ana-
lytical formulas (D13), we expand them around ηC = 0
and ηC = 1, and compare the obtained results with the
exact expansions known in these limiting cases34. An
expansion of Eq. (D13) around ηC = 0 yields
η(Ppeak) =
ηC
2
+
η2C
8
+
7
96
η3C +O(η
4
C),
Ppeak = γkBT
e¯2
(1 + e¯2)2
(
∆T
T
)2
+O
(
(∆T/T )
3
)
,
(D14)
where T is the average temperature in the linear response
regime. Our result for η(Ppeak) has to be compared with
exact expansion of Ref. 34,
η(Ppeak) =
ηC
2
+
η2C
8
+
7
96
(1+0.0627)η3C+O(η
4
C). (D15)
As we can see the first two orders are exactly the same,
while the third order only has ≈ 6% correction, confirm-
ing that Eq. (D13) slightly underestimates the exact re-
sult. The expansion of Ppeak instead confirms that in
the linear response regime the peak power depends on
∆T 2. Furthermore, evaluating the coefficient numerically
yields Ppeak ≈ 0.105γkBT (∆T/T )2, which is in very good
agreement with the result obtained in Eq. (52) for a mul-
tilevel QD in the quantum limit linear response regime
(note that Ppeak = Q
∗∆T 2/4).
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FIG. 15: (Color online) Maximum power, normalized to the
peak value, plotted as a function of µ for different values of
ηC with ∆E = 20 kBT¯ and EC = 0 (top panel) and with
∆E = 3 kBT¯ and EC = 0 (bottom panel). Tunneling rates
are ~Γ1(p) = ~Γ2(p) = 0.01kBT¯ .
An expansion of Eq. (D13) around ηC = 1 yields
η(Ppeak) ≈ 1 + (1− ηC) ln (1− ηC), (D16)
Ppeak ≈ γkB∆T
1 + e¯
(
1 +
e¯
1 + e¯
(1− ηC) ln (1− ηC)
)
,
(D17)
to be compared with the exact expansion34
η(Ppeak) ≈ 1 + (1− ηC) ln (1− ηC)
1.278
. (D18)
There is a good agreement between the two formulas,
and we can see that Eq. (D13) slightly underestimates
η(Ppeak). We stress that the expression of Ppeak for
ηC ≈ 1, Eq. (D17), shows that the peak power is pro-
portional to ∆T , as opposed to ∆T 2 as in the linear re-
sponse regime. Furthermore the peak power approaches
its maximum value given by Ppeak = γkB∆T/(1 + e¯)
when ηC = 1 .
At last, we have computed numerically the maximum
power Pmax in the case of a two-level non-interacting QD.
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Pmax is computed by maximizing the power only over
V ; the peak of Pmax as a function of µ will thus yield
Ppeak. In Fig. 15 Pmax/Ppeak is plotted as a function of
µ for ∆E = 20 kBT and ∆E = 2 kBT respectively in
panel (a) and (b). Each curve corresponds to a differ-
ent value of ηC , starting from the linear-response case
(black solid curve) to the extremely non-linear behavior
(black dashed curve) at ηC = 0.99. In panel (a), rep-
resenting the quantum limit, all curves nearly coincide
with the linear-response one (apart for very large values
of ηC). For each value of ηC the height of the four peaks
is equal, contrary to the case where interaction is present
(see Fig 11). This is to be expected, since the two energy
levels do not influence each other in the quantum limit in
the absence of interaction, so the behavior is essentially
dictated by a single level. In the bottom panel instead,
representing a case away from the quantum limit, the ex-
ternal peaks are much higher with respect to the internal
peaks, especially for small values of ηC . This is due to
the fact that ∆E is of the order of kBT¯ and therefore we
cannot consider a single energy level at a time, and this
produces the peak asymmetry.
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