Introduction
Consider a nematic liquid crystal confined between two coaxial circular cylinders centered on the z-axis. Suppose that each cylinder imposes a strong anchoring boundary condition requiring the director field to be normal to it.
In experiments on a nematic material # in such a configuration, WILLIAMS, CLADIS, & KL~MAN [1973, 21 observed that, for the range of cylinder diameters studied, at equilibrium the director lies along radial lines in the (x,y)-plane with no component in the z-direction. We shall here show that such is the case in the one-constant theory, i.e., for minimizing harmonic maps into S 2, provided the ratio p of the radius of the inner cylinder to that of the outer cylinder is equal to or greater than e-n; however, if p is less than e -~, then the free-energy has a minimizer that preserves radial symmetry in the sense that the projection of u onto the (x,y)-plane lies along radial lines, but this minimizer has a component along the z-axis at every point off the bounding surfaces.
It is a consequence of an elementary remark, which is here called "Theorem 0" and whose proof is given in Appendix I, that the present minimization problems for functions on a three-dimensional region can be reduced to problems for functions on two-dimensional regions.
Let f2 be a smooth bounded domain in [E 2, put D = f2 x [0, 1], and let (0 be a given smooth map from 0f2 to S 2. Define the sets 3-and ~ by J-= [u ~ HI(D; S 2) ; u (x,y,z) = (0(x,y) for (x,y, z) ~ Of 2x [0, 111, = [uEHI(Q; S2); u(x, y) = (o(x, y) for (x,y) ~Of2}.
Theorem O. If u is a minimizer for min ~ ] V u [ 2 dx dy dz ,
uE~" D # The material was MBBA, i.e., methoxy-benzilidene-butylaniline, a frequently studied nematic of low molecular weight.
F. BETI-IUEL, H. BREZIS, B. D. COLEMAN, t~, F. HI~LEIN then u is independent of z and is a minimizer for
min ~] Vu[2dxdy. uE~" g? In Section 1, where we identify the minimizers for the case in which the cylinders are coaxial, the domain s will be BI\Bp, where p is in (0, 1) and B t = [(x,y) ~ ~2;x2 -t-y2 < t2}, and the strong-anchoring boundary condition mentioned above will be expressed by the following choice for the function ~0:
~0(x,y)= (x,Y,0), (r2=x2+y2).
Theorem 1 asserts: (i) If p >= e -~, the energy

E(u) = ~ l Vul2 dxdy
is minimized on g" by the function u0 defined on s by
Uo(x,y)= (x--,Y,o']. \r r /
(ii) If p < e -n, u 0 does not minimize E; there is then a minimizer with radial symmetry whose range does not intersect the equator of S 2, i.e., the set S 1 = [(x,y,z)~R3; xa+y2+z2= 1, z =0}; to within a reflexion through the (x,y)-plane, the minimizer of E is unique in the class of radially symmetric maps. The proof of Theorem 1 makes it clear that for p < e-" the magnitude of the z-component, u3, of the radially symmetric harmonic map that minimizes u on E has its maximum value at r =pl/2. # Because [u3(pl/2) [ approaches zero as p approaches e -~ from below, experiments to test this form of "escape to the third dimension" will require care: when the maximum of l u3] is large, it occurs near a bounding surface. ## In Section 2, for the general case in which the hole Bp is not centered at the origin, we study the behavior of the minimizer and its energy as p approaches zero. We there describe the sense in which the minimizing map from BI\Bp to S 2 approaches the radially symmetric minimizing map from B 1 to S 2 whose importance to liquid crystal theory was brought out by CLAMS & KL~MAN [1972, 1] and MEYER [1973, 1] .
See Remark 1 below which contains references to other studies of this harmonic map. ~# This will be discussed in a paper on physical applications of the present analysis [1992, 11. Several results of independent interest are given in the appendices. Among these is the following: any harmonic map from a smooth bounded domain in ~2 to S 2 whose range lies in the northern hemisphere, S 2 ={ (x,y,z) EIp, 3; Z~0},  but is not a subset of the equator S ~, is minimizing.
Identification of the Minimal Energy Maps
Here ~ = Ba\Bp, and ~= [ u~HI(f2'Se); u~ (x' y' O) [1973, 1, pp. 409--411] found a harmonic map in g0 for which lu3] has a non-zero maximum at r = vrfi; as the proof of Theorem 1 shows, for each p < e -~ his radially symmetric harmonic map gives a minimizer of E on ~ and, to within a reflection through the (x,y)-plane, is the unique such minimizer in go. After the present study was completed, SANDIER [1991, 2] proved that for each p in (0, 1) the minimizer of E on ~ is unique (to within reflection) and is radially symmetric.
To prove Theorem 1 we employ two lemmas. (ul,u2,] u3[) is also a minimizer of E on ~0 and coincides with u on some open set. As both u and a are minimizers, they are analytic functions from ~ to •3 and hence u = a on s i.e., u 3 >_ 0 on g2, which is a contradiction.
Without loss of generality we assume u3 => 0, and we write u(rcosO, rsin0)= (cos0cos~0(r), sin0cos~0(r), sin~0(r)) for some smooth function ~0:
The energy E(u) is given by
It is convenient to change variables and let t = log r, with t in [logp, 0] , so that 0 logp As u0 corresponds to ~o----0,
We now distinguish two cases. where ~t 1 = ~r 2 (logp)-2, which is not less than 1, is the first eigenvalue of -cp". It follows that u0 is the unique minimizer of E on ~0 when p ____ e -" (2) In the case of p < e -~, i.e., [logp[ > re, u0 is not a minimizer, for the (1)
As O=<~0=<g,n we have 0=< g/=<n, and thus sing/=>O. By the strong maximum principle, either ~ --= 0 or ~ > 0 on (logp, 0). As u0 is not a minimizer, = 0 is excluded. The uniqueness of the positive solution of (1) is a classical result and follows from the concavity of the sine function on [0, n] (see, e.g., KRASNOSELSKII [1964, 1] or BREZIS & OSWALD [1987, 11 and the references therein).
We remark in passing that the unique positive solution of (1) Proof of Theorem 1.
(1) By Lemma 1, there is a minimizer u* of E on ~ that belongs to ~0; since u* is in g~0, Lemma 2 yields E(u*) >= E(uo). Thus u0 is a minimizer of E not just on ~0, but on all of g~. We now show that u0 is the unique minimizer of E on ~ if p > e-n. When p > e -n, we may choose R > 1 with p/R > e-L For any minimizer v of E on ~ we may consider the map w: BRkB p -*S 2 defined by
Clearly w is in HI(BRkBp;S2), and
IVwl2 dy= S IVuol2 dy.
BR\B p BR\Bp
Recall that u0 is a minimizer for the energy
IVulZdxdy, BR\B p
since p/R > e-n. Thus w is also a minimizer of i~, and hence is analytic on BR\Bp. Because w coincides with u0 on BR\B 1, it coincides with u0 everywhere, i.e., v = Uo on B1 \Bp.
(2) The assertion in Theorem 1 for the case p __< e-~ follows directly from the two lemmas.
Remark 2. There is an alternative proof of assertion (2) in Theorem 1. One can use Lemma 1 together with a general fact, proved in Appendix II: Any harmonic map to S 2 from a smooth bounded domain in R 2 whose range is a subset of $2+, but not a subset of S 1, is minimizing.
Remark 3. Theorem 1 has an extension to dimension n for 2 <_ n -6. More precisely, put [1983, 2] ) that u0 is a minimizer of E for n_ 7 and (2 = B 1 and that it is not a minimizer of E for 3 < n _< 6.
Using the same arguments as in the proof of Theorem 1 we have Theorem 1'. Assume 2 <_ n <_ 6, so that P(n) = -1 n 2 + 2n -2 is nonnegative.
(
1) If p >= e -~/P(n), then u o is a minimizer of E on ~o. Moreover, Uo is the unique minimizer of E in ~ if p > e -~/P(n). (2) If p < e-~/P(~), then Uo is not a minimizer of E on ~o. In this case there is a minimizer of E on ~ which belongs to ~o and has s(r) > 0 for all r in (p, 1). Moreover, to within replacement of s( r) by -s( r), this minimizer is unique in ~o.
Asymptotic Analysis for Small p
We consider here the more general case in which the hole Bp need not be centered at the origin, and thus Bp(a) = {(x,y) E ~2; (x --al) 2 -I-(y --a2) 2 = r a < p2}.
We let p ~ 0 and are concerned with the behavior of minimizers of the energy in t2p subject to the boundary condition that u be normal to the boundary of I2p, i.e., u(x,y) 
As it is natural to expect that these minimizers converge to a minimizer of the energy in the full disc B1, it is useful to recall some known facts about the problem in Ba. On the set hence E(a)>= 4re, and therefore E(/7)= 4~r; i.e., u_ and ~ are minimizers. Consequently, v is a minimizer of the energy on •2u {co} among maps of degree 1, and thus v is analytic. This implies that a = ff and completes the proof.
With t2v(a) as above, let ~p(a) be the set of functions in HI(Qp(a);S 2) that obey the boundary condition (2), and let up be a minimizer of 
Proof. (1) To show that limsup ~ [VUp[ 2 ~ 8n
p--+O ~p(a)
we seek, for each (small) p > O, a map v from ~p to S 2 such that S IVvl2--< 8n + o(1).
g2p(a)
To this end, let
where fi > ~fp will be determined later and where w is the solution of
Ep, a(V) = I + II + III with (3)
I= 1
IVvl 2, II: ~ IVvl 2,
Bx/p (a) \Bp(a) Bo(a) \B~p (a)
Clearly,
and III =< 4~.
We claim that when ~ is chosen appropriately,
By the maximum principle, w has its values outside of a fixed neighborhood of 0 that depends only on a, and, therefore, there is a number C, independent of p, for which IW/2~c ~ IVwl ~
B,~(a) \Bx/~ p (a) Bo(a) \Bx/p p (a)
To prove (6) it suffices to show that as p ~0, S IVwl ~ -~0.
Bp(a) \B~pp (a)
To this end we observe that
where w 1 is defined by a similar result holds for w3. Thus (7) follows, and hence v obeys (6). In view of (4), (5), and (6), the assertion (1) is proved.
(2) Consider a sequence of minimizers Up of Ep, a with p ~0. Since Ep, a(up) is bounded, there is a subsequence Up, converging weakly in H~oc(Bl\{a}) to a limit a in H 1 (Bx) with a = u0 on 0B1. Fix r > 0 arbitrarily small. In view of a result of SCnOEN [1984, 1] , Up, converges to a in the CZ-norm on every compact subset of BI\ (Br(a) n S) where S is a finite set. It then follows from a result of SACKS & Un~NBECK [1981, 1] that a is a smooth harmonic map on B1. In view of Theorem A.1, proved in Appendix II, to show that a is a minimizing harmonic map on B1, it suffices to show that its range is not in S 1. If, to the contrary, t~(Ba) C S 1, then a is a continuous map from B 1 to S 1 that equals the identity map on 0B1, which is impossible by the Brouwer fixed-point theorem. Since ~ is the unique minimizing S2+-valued harmonic map in ~1, it follows that a = ~, and thus there is a subsequence Up. converging weakly in H~oc to ft. By the uniqueness of ~, the full sequence converges weakly in H~oc to ~. 
In view of (8),
up.(27) C Bca+o(1 ) (~(a)).
From the observation that
Up.(X,y)= ( (x-al),on ' (Ya2)pn , O)
on OBpn(a) and from a degree argument, it follows that if we put Since this holds for a set of ~ with 0 as a limit point, we conclude that L>8n.
F. =B~,(a)\Bp.(a),
(4) To prove that Up ~ uniformly on every compact subset of Blk{a}, we show that Up ~a strongly in H~oc(Blk{a}) and employ a result of SC~OEN [1984, 1] . In view of (10) 
= S I Val ~+2c~162
B~(a)
Finally, we let ee tend to zero and conclude that upn ~a strongly in Hi(K).
Remark 5. RIvI~gE & SHAFRm [1991, 1] recently investigated the behavior of minimizers of Ep, a as p approaches 0 and a does not remain constant but approaches the boundary of B 1 . They show that min Ep, a remains bounded and identify the limit in terms of limp/(dist (a, 0B1)). 
Proof
where the added integral depends only on the values of u on the boundary of D. For the minimization problem considered here and by SANDIER, values of u are not prescribed on the surfaces z = 0 and z = 1, and thus the minimizers of E and /~ differ.
Appendix II. Harmonic Maps with Values in S2+
Let s be a smooth bounded domain in rR 2.
Theorem A.1.
Let u be a harmonic map from ~2 into S 2 with u(s C $2+. If u(s is not contained in S 1, then u is minimizing.
Remark 7. When I2 is not simply-connected, the assumption that u(s is not contained in S a is essential. There are harmonic maps u:s ~S 2 which do not minimize the energy in H 1 (O; S 1) and therefore in H ~ (O; S2). TO with k a nonzero integer, then ]Vu I is not zero on g2, i.e., the energy corresponding to u is positive. But the minimum energy subject to the condition that u equal the constant (1, 0, 0) on OB1 and OB1/2 is zero, and hence u is not minimizing in HI(g2;S1).
Corollary to Theorem A. Proof. As ~ is the unique S%-valued minimizer of the energy in the class ~, i.e., in the class of HLfunctions that reduce to the identity on OB~, it here suffices to show that u is a minimizer. By Theorem A.1, it suffices to check that u(B 1) is not contained in Sk Suppose, to the contrary, that u(B1) C $1; then, as u can be deformed continuously into a constant map, the degree of ul0Bl is zero, which is impossible, since u is the identity map on OB1.
Remark 8. #
It is an open problem whether an arbitrary harmonic map u from B 1 to S 2 that reduces to the identity on OB1 must equal either ~ or u = (~1, ~2, -~3).
Proof of Theorem A.1. In view of a result of H~I~EII, I [1990, 1] , we know that u is smooth in ~2. We have Note that u a = u on 0s a. The flow,
has a smooth global solution, as u~ (f2a) 
E(v(T)) --,'E(u) ,
and v(T) ~v~ weakly in H 1 for a subsequence On--*0 and some ve ~ H A. The assertion that v(T) ~ v~ strongly in H 1 follows from the observation that
E(v(T)) -~E(u) <= E(ve).
By passing to the limit of small O in (III.2), we obtain
E(v~) = E(u),
and hence v~ is a minimizer; by passing to the same limit in (III.3), we find that
I1. -v 11,t, =
We now present an application of Theorem A.2: There is an c~ < e -" such that the minimizer in Theorem 1 is unique for every p ~ [a, e-~).
It suffices to check that the second variation of the energy is positivedefinite at the (unique) radial minimizer. Let u be the radial minimizer in Q = B 1 \ Bp, and write u(rcos 0, rsin 0) = (cos 0cos (a(r), sin 0cos (0(r), sin (0(r)). As the second integral in the right-hand side of (III.4) is precisely the second variation of the energy E when u is restricted to the set of radially symmetric maps in ~0, our conclusion follows from (III.4) and from the fact that the second variation of 0 -sin 2 r dt logp is positive-definite at a minimizer, which is a consequence of the concavity of the function ~ ~ sin ~ for g/E [0, n] (e.g., [1992, 2] ). Remark 10. The above argument fails when p = e -~, because fi2E is not positive definite. To see this, note that for (r, ~u)= (0, sint), fi2E = 0.
