Abstract. The problem of adaptive joint parameters and the time delay tracking is tackled by processing of input-output observations, when nonstacionary dynamical system has an unknown time delay. The recursive approach based on the method of corrective operators is developed for their tracking. Applicability of algorithms is supported by simulation tests on a computer.
Introduction
Variety of techniques are worked out for the estimation of parameters and the time delay in dynamic systems, mentioned here just a few [2, 3, 4, 5, 6, 7, 8] . This paper concerns the further development of the original (c.o.) method for joint adaptive estimation and tracking of the parameters and the time delay of the system, using the prediction error model [1] .
Statement of the problem
Consider a single input u(k) and single noisy output y(k) linear discrete-time timevarying system described by the difference equation
where
are polynomials, which coefficient values a i (k) i = 1, n a , b i (k) i = 0, n b and time delay τ (k) depend on k, besides, τ (k) 1 is assumed as an integer multiple of the sampling period T s ; the backward shift operator q −1 is defined by q
x(k) is an unmeasurable unnoisy output of the same system;
is an additive unmeasurable correlated noise. In (3), (4):
are polynomials with respective constant coefficients:
It is assumed that all the roots of the polynomials: 
jointly with the time delay τ (k) by processing current pairs {u(k), y(k)}.
Criterion to be minimized
Let us assume that parameters of polynomials
and G(q −1 ) are known in advance and do not depend on k. The mean square error function for a well-known generalized prediction error model can be written as
where E is the mathematical expectation; Kũũ(∆τ ) denotes the autocorrelation function of the signalũ
σ 2Ñ is the variance ofÑ
∆τ = τ −τ ;τ is the corresponding time delay estimate of the generalized model; τ is the true time delay; index in means "initial".
The function Q in (∆τ ) is unimodal when the roots of the characteristic equation of the transfer function W u (q −1 ) are not complex-valued. In this case the autocorrelation function Kũũ(∆τ ) does not have oscilating components. The Q in (∆τ ) will be multiextremal, on the contrary. Therefore, the minimization of the function Q in (∆τ ) in respect of the discrete argument τ according tô
generally, will lead us to the nearest local minimum. Thus, adaptive approaches fail by the estimation of unknown parameters and the time delay. To transform a multiextremal function Q in (∆τ ) into a unimodal one, an c.o. operator
that has no complex and negative real poles is used. Here 0 λ i < 1, ∀i = 1, m, and, besides, λ T = (λ 1 , . . . , λ m ) = 0. In practice more important is the case, when the parameters of polynomials (2), (5) are unknown. Then, it is necessary to calculate jointly the current estimates of the parameters and the time delay. Afterwards, they are substituted into the aforesaid expressions. The recursive estimates are calculated simultaneously, using the procedure, consisting of the following steps: a) calculation parameter estimates (8) for fixed τ =τ (k) using the unified recursive parameter estimation algorithm; b) calculation of estimates of parameters (6); c) filtering of the generalized error by the c.o.:
d) calculationτ (k + 1) and estimates (ĥ 1 (k), . . . ,ĥ n h (k)) T of the parameters of the noise decorelating filter:
is the value of generalized prediction error at k + 1 recursion,τ (k) is the time delay estimate, calculated on the previous recursion; ∇ β ε(k) is an operator of first partial derivatives; 0.95 ψ(k) 1; ρ h k is a projecting operator of the estimates of the corresponding parameters in the admissible domain of parameters stability; f ) restoration of the parameters α T = (r T , p T ) of the filter W N (q −1 ), generating an additive noise N (k), byα
g) checking elementary conditions
assuming that
, and recursive least squares (RLS) is used for tracking of unknown parameters (8) . In (22) ρ α k by its meaning corresponds to ρ h k . In (25) t is the number of coefficients of the polynomial P (q). Note that if (25) are satisfied, then RLS works efficiently.
Simulation results
The time-varying system (1) is described by the difference equation of the form 
values are varying until k reaches 700 observations. Delay τ (k) jumps at 100 samples. Afterwards, they all take a steady state. Their estimation and tracking are performed through both states by processing in each recursion k-th current pair of observations {u(k), y(k)}. In Fig. 1 current estimates of time-varying parameters b 0 (k), a 1 (k), a 2 (k), r 1 (k), r 2 (k) (part a) and τ (k) (part b), respectively, dependent on the number of processed input-output samples are given. Curves: 1-4 correspond to the true pa-
, respectively, while 5-8 to their estimates. Curves 9, 10 correspond tor 1 (k) andr 2 (k). If adaptive approach is efficient, then for large enough k distances between curves 6 and 9, 7 and 10, respectively, are small. In current case, distances are not small. Nevertheless, the algorithm tracks the time delay efficient enough. For a tracking and estimation parameters of linear dynamical non-stationary systems with time-varying unknown pure time delay it is possible to use unified algorithms if the schema with the corrective operator is applied. In this approach both parameters and time delay in a nonstationary system are tracked and estimated simultaneously. 
