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Abstract: 
Crystal growth rates are notoriously difficult to predict and even experimental data are often inconsistent. By 
allowing for mass and energy diffusion through the molecular and thermal layers surrounding a growing crystal 
and for the heat effect of crystallization, a new model of crystal growth from solution is proposed and applied 
to crystallization of potassium chloride from aqueous solution. The driving force for crystal growth was 
calculated using the solubility at the interface temperature in contrast to the conventional one based on bulk 
temperature. A positive heat effect at the crystal interface as well as the resistances to the mass and energy 
transfer processes to and from the crystal surface can reduce the conventional driving force for crystal growth 
by more than 20%. 
Keywords: Boundary layer, Crystal growth rate, Driving force, Integration (Desolvation) layer, Mathematical 
modelling 
1. Introduction 
Crystal growth is a complex process and is frequently modelled using empirical correlations which do 
not accurately represent the true physical phenomena.  The crystal growth power constant is 
referred to as the order of the overall crystal growth process [1, 2], but its meaning is not related to 
the conventional use of this term in chemical kinetics. It “has no fundamental significance and cannot 
give any indication of the number of elementary species involved in the growth process” [1]. It has 
been known from Volmer’s work [3] that the temperature at which crystal growth takes place, i.e. 
the crystal interface temperature, is different from the bulk temperature. The heat transfer effects 
and the role of the thermal diffusion in crystal growth cannot be ignored [4, 5]. The driving force for 
the process, i.e. the supersaturation, is still being, however, calculated using solubility at bulk 
temperature. The main reason for this inconsistency is the difficulty to obtain the interface 
temperatures and concentrations.  
It is generally accepted that there are two separate steps involved in the crystal growth process: 
diffusion followed by surface integration [2]. The driving force for each of these steps is expressed as 
a concentration difference i.e. for diffusion as ,ib cc  where bc  is the bulk concentration and ic  - 
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the interfacial one, and for surface integration as ,
*
bTi
cc  where *
bT
c is the equilibrium solute 
concentration at the bulk solution temperature. 
The existing mathematical models of crystal growth use empirical equations in the form 
g
G
G k c 
where G – crystal growth rate, Gk – conventional crystal growth proportionality constant, g – crystal 
growth power constant, c  is the driving force, expressed as the concentration difference between 
the bulk concentration and the solubility of the solute at bulk temperature [2, 6-15]. The crystal 
growth rates estimated using empirical kinetic equations often lead to inconsistent results when 
different sources are used and compared [16-21] thus decreasing the confidence in their wider 
applicability and making models not transferable between crystallization processes and equipment.  
Attempts to improve the crystal growth models have been made through introducing a temperature 
dependence of the kinetic constants [22-26], coupling mass transfer and a second order surface 
“reaction” [27], applying effectiveness factors of the crystal growth rate [4, 28], modelling solution-
phase transitions using diffusion-limited kinetics [29]. The empirical character of the equations and 
thus their limited application, however, remained.  
 
The aim of this paper is to calculate the driving force of crystallization in solution by modelling the 
simultaneous mass and heat transfer to and from the crystal interface and solving the challenging 
problem of diffusion with a moving interface.  This problem has been solved analytically for uni-
directional diffusion [30-32], but not for simultaneous uni- and bi-directional diffusion of mass and 
heat. A numerical solution has been applied in this work. 
 
2. Modified diffusion-integration theory for crystal growth 
The conventional way to calculate the driving force of crystallization c  uses the difference 
between the bulk concentration cb and the equilibrium concentration at the bulk temperature 
*
bT
c   
*
bTb
ccc        (1) 
The actual crystal growth, however, happens at the crystal interface where the concentration is the 
equilibrium one at iT , not bT : 
*
iTb
ccc        (2) 
*
iT
c is the equilibrium concentration of the solute, based on the interface temperature iT .  
For positive solubility-temperature conditions, the conventional driving force is bigger than the 
actual one, i.e. this leads to an overestimation of the actual crystal growth rate.  
 
In this work the interfacial crystallization parameters are calculated using the mass and energy 
balance equations for modelling the boundary layer phenomena. Solute molecules are attracted to 
the crystal interface due to the concentration difference between the bulk and the interface. They 
cross two solution zones before being integrated into the crystal, i.e. a molecular boundary layer and 
an integration layer (named here D-layer), in which desolvation takes place. Desolvation is the 
process of dissociation (separation) of the solute molecules from the solvent molecules surrounding 
them to integrate into the crystal, i.e. the solute molecules “desolvate”. This causes a flux of solvent 
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molecules returning to the bulk through the boundary layer (backflow). The dominant mechanism of 
mass and heat transfer in the boundary layer is assumed to be diffusion. The mechanism of mass and 
heat transfer in the D-layer is unknown and is modelled as a pseudo-diffusion here. The following 
additional assumptions are applied:  
1) Convection in the boundary layers is ignored. The critical Rayleigh number for a vertical plane 
indicating a transition from laminar to turbulent boundary layer and hence convective mass and heat 
transfer is orders of magnitude higher than the calculated value for the system (54655 for a 
boundary layer thickness of 0.0001 m).  
2) Bulk concentration (cb) and temperature (Tb) are constant. This may be justified for a small crystal 
in a large volume of the solution.  
3) Molecular and thermal boundary layers may not be identical in space and time.  
4) Crystal growth rate is size independent.  
 
3. Mathematical formulation of mass and energy transfer through the 
desolvation and boundary layers and the crystal 
The domain of consideration is the environment of a growing crystal in infinite bulk. Two phases are 
present – the crystal and the solution surrounding it. The crystallization of a single solute species is 
modelled.  
For the one-dimensional case the changes of the concentration of solution 
lc  and the enthalpies of 
the solution 
l
H and the crystal 
c
H in the x-direction of crystal growth are represented by 
equations (3)-(5). 
















ll        (3) 
   2
2
0
l l l l l l
hl
C H C H
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t x
    
 
 
    (4) 
















ccc      (5) 
The index “l” denotes “liquid layer” and associates the corresponding parameter with its liquid layer 

















pc dTCH , where 
cp
C is the specific heat capacity of the crystal. The source terms have been ignored in the modelling 
equations due to the assumption of no overall change in mass and energy in the domain of 
consideration. Equations (3-5) represent the mass and energy transfer processes in the crystal and 
the boundary layer. The assumption of pure diffusion in the boundary layer simplifies the description 
of the process and the numerical solution of the mathematical model. The mass and heat transfer 
processes at the crystal interface could be influenced by more complex fluid dynamics phenomena 
e.g. double-diffusive convection [5] and solute redistribution in the vicinity of the interface and may 
require the inclusion of convective terms. Laminar boundary layers are simulated here. 
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Fig. 1 represents the main layers and parameters of the model. Two independent variables are 
considered, i.e. distance along X-axis, x and time, t. The co-ordinate system (X-axis) is fixed at the 
core of the crystal. At any time t, six layers are considered: in crystal - old layer and new layer; in 
liquid - molecular and thermal D- and boundary layers. 
The D-point is defined as the boundary between the D-layer and the molecular boundary layer. The 
mechanism of the solute transport to the crystal interface changes at the D-point from diffusion in 
the boundary layer to pseudo-diffusion in the D-layer. The assumption for equilibrium at the crystal 
interface is a common one, although there is neither experimental nor theoretical proof of it.  
The rate of crystal growth, G, can be expressed as 
 *
iTbG
cckG       (6) 
This represents the driving force of a mass transfer process due to a concentration difference, where 
Gk  is the mass transfer coefficient calculated as the ratio between the molecular diffusivity Dm and 
the thickness of the boundary layer m  [33].  
The improved crystal growth model (equation 6) does still not allow for the presence of the D-layer. 
In this work, the driving force of crystallization is calculated as the difference between the 
concentration at the D-point, cd and the concentration at the crystal interface, 
*
iT
c    
*
iTd
ccc        (7)  
The growth rate G is calculated from the mass transfer equation 
 *'
iTdG
cckG       (8) 
where 
'
Gk is the mass transfer coefficient based on the D-layer. 
The product crG  represents the mass flux into the crystal equal to the mass flux through the D-

















is the apparent molecular diffusivity in the D-layer; 
dim 
  is 








represents the mass transfer coefficient, 
'
Gk . 
Hence the mass balance at the interface can be represented by the relationship:  














      (9) 
The energy balance equation includes three heat fluxes at the crystal interface: heat effect of 
crystallization,
crQ , heat flux to the crystal cHF and heat flux to the liquid (D-layer), lHF The 
highest temperature is that at the crystal interface, Ti. This temperature depends on the heat of 
crystallization, 
crQ and its dissipation into the crystal and the D-layer through the two heat fluxes, 
cHF and lHF .  
The energy balance at the crystal interface is represented by     
     lccr HFHFQ       (10) 
The two heat fluxes are expressed as diffusive fluxes, i.e.  
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,      (11) 
where ck is the thermal conductivity of the crystal; c is the thickness of the new crystal layer at 
time t;   
pi











,      (12) 
where dk is the apparent thermal conductivity of the D-layer; lh is the thickness of the thermal D-
layer, 
di
T  is the temperature at the D-point. 
The heat of crystallization, 
c
Q  can be calculated from G using the equation 
c c cQ G H        (13) 
where cH is the enthalpy of crystallization. 




















    (14) 
The model assumes that properties (conductivity, diffusivity, heat capacity) in the D-layer differ from 
the corresponding bulk properties. 
Equations (3-5) can be simplified to represent the change of the concentration of the solute in the 
liquid, cl, the temperature of the crystal, Tc , and the temperature of the liquid, Tl, along the x-





















































    (17)  
The crystallization of potassium chloride from aqueous solution was simulated. The system was 
selected because data of the molecular and thermal diffusivities were available [34]. Although KCl is 
an ionic salt and exists as two separate ions (K+ and Cl-) in aqueous solutions, if the ions exist in pairs, 
a single molecular specie (KCl) can be assumed. Longsworth [34] gives a single value for each of the 
mass and thermal diffusivity of KCl. 
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4. Numerical solution of the crystal growth model 
 
The model presented by equations (15-17) has been solved applying the Finite Difference Method 
with two discretization steps – along x ( x ) and along time ( t ). Crank-Nicholson discretisation 
scheme has been applied. The Fortran computer code for the numerical solution of the mathematical 
model uses Visual Studio 2012. The convergence of the numerical solution depends on the ratio 
Δt/Δx. The values of the numerical steps used are: Δt = 0.01 s , Δx = 0.0001 m. 
 
Relatively few complete sets of physico-chemical data for the solution properties are found in the 
literature, especially at high concentrations and for different temperatures.  The data for potassium 
chloride are selected as representing one of the most complete sets, but even these require some 
extrapolation.  Longsworth [34] quotes values for the thermal and mass diffusivities at 
concentrations up to a molality of 4.  These data are extrapolated to a concentration of 0.4 kg/kg 
(equivalent to a molality of 5.3) as 1.7x10-7 m2.s-1 and 2.3x10-9 m2.s-1, respectively at 25C.  The 
diffusivities have been presented as functions of temperature and concentration. The data for the 
mass diffusivity are in good agreement with those quoted by Mullin [1]. The heat of crystallization is 
taken as minus the heat of solution [1], but this value is not quoted for a specific concentration of the 
solution and is at “room temperature”. The solution heat capacity data [35] do not extend beyond a 
concentration of about 1 M.  A constant value of 4000 J.kg-1.K-1 is assumed.  The values given by 
Tanner and Lamb [36] are a little (<1%) higher at the higher concentrations. The density of the solid 
phase KCl is taken as 1980 kg.m-3 [1]. The bulk concentration and temperature used in the model are 
0.4 kg KCl/kg water and 25ºC. The solubility of potassium chloride is fitted in the linear form 
c*=0.002881 x T + 0.28123 using data from [37] over the range of interest. The thicknesses of the D-
layers allowing a converged solution of the model equations are: molecular D-layer – 0.0008 m; 
thermal – 0.0003 m.  
 
 
The simulation results are shown in Fig. 2-9. The changes of the growth rate (Fig. 2), concentrations 
at the interface and the D-point (Fig. 3), temperatures at the interface, D-point and crystal core (Fig. 
4), the heat of crystallization, the heat flux to the crystal and the solution (Fig. 5) are plotted with 
respect to time. The profiles of the solute concentration in the liquid (Fig. 6), temperature in the 
crystal (Fig. 7) and temperature of the solution (Fig. 8) are shown with respect to distance 
perpendicular to the unit crystal area modelled. It is interesting to point out that the different 
parameters achieve steady state at different times: the growth rate G reaches steady state in approx. 
230 s whereas the temperature of the crystal core does not reach steady state even in 400 s.  
 
The growth rate, G and the solute concentration at the D-point, cd follow similar profiles. This can be 
explained with the more significant changes in cd compared to the changes in the solute 
concentration at the interface, 
*
iT
c  and the mass transfer coefficient  
'
Gk   (equation 8).  
Because of the higher thermal conductivity of the solid relative to the solution, initially more heat 
goes into the crystal (Fig. 5).  However, as the crystal core temperature increases, the driving force 
decreases and the heat flux to the crystal decreases until it reaches an equilibrium stage when there 
is a balance between the two heat fluxes and they follow parallel paths at approximately half of the 
latent heat release.  
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The model assumes molecular and thermal pseudo diffusion in the desolvation layer.  Stable 
numerical solutions are only achieved when these diffusion coefficients are orders of magnitude 
smaller than the normal diffusion coefficients of solute in an aqueous solution.  This can be justified 
qualitatively by the large water flux away from the interface towards the bulk to achieve the 
desolvation. 
The results demonstrate the interrelationship of the interface temperature and the concentration 
and their effect on the driving force for crystal growth. The solute is transferred from the bulk to the 
interface through the boundary layer that determines the resistance and thus the rate of the 
process.   
The concentration and temperature profiles are close to linear that corresponds to the assumption of 
laminar boundary layers with mass and energy transfer by diffusion. The interface concentration is 
predicted as 0.3618 kg KCl/kg water and temperature as 28ºC. This concentration is calculated from 
the solubility of KCl at the interface temperature. Using the expression 
*
iTb
ccc  , the driving 
force of crystallization (crystal growth) is found to be 0.0382 kg KCl/kg water  
The solubility at the bulk temperature of 25 ºC is 0.3532 kg KCl/kg water and the driving force of 




c c c   is 0.0468 kgKCl/kg water, i.e. 
more than 20% higher than the one calculated at the predicted interface temperature.  
The driving force of crystallization calculated using equation (7) (based on the D-layer) is even smaller 
i.e. 0.0018 kg KCl/kg water that can lead to the conclusion that the integration stage is the limiting 
one. The calculations apply to the steady state of the process. During the transient period the driving 
force calculated as the difference between the concentration at the D-point and the equilibrium 
concentration at the interface temperature, decreases from the initial maximum driving force for 
crystal growth to the steady state one (Fig. 3). 








'   is determined as 961.7 m.s-1.[units for supersaturation]-1. 
The pseudo molecular diffusivity is 0.577 x 10-12 m2.s-1 and thermal – 0.153 x10-12 m2.s-1. The steady 
state growth rate predicted considering both diffusion and integration steps was 1.17 x 10-6 m.s-1. It is 
higher than the values shown by Sarig (0.1x10-6 m.s-1 – 0.3x10-6 m.s-1) [38] and Mullin (0.4x10-6 m.s-1) 
[1], but the experiments have been run under desupersaturation conditions in the bulk (relative 
supersaturation 1.01), whereas constant bulk concentration is assumed in this study. It is also 
possible that the assumption of equilibrium at the crystal interface cannot be justified. The 
difference between the experimental and the predicted values for the growth rate G might also be 
due to the way of obtaining the cited growth rate values – direct measurements or through 
measurements of concentration, etc. The mathematical analysis performed in this work does not 
consider the effect of the crystal size on the crystal growth rate, i.e. it applies to size independent 
growth rate. Crystal growth dispersion [2, 39, 40] and its potential effect on the mass transfer is not 
considered in this model. 
The experimental verification of the predicted concentration and temperature profiles is a challenge 
but attempts to monitor crystal interface parameters e.g. interface concentration [41] and 
temperature [42] have been made. Although applied in different areas of crystallisation, they can be 
used as a basis for developing a method to monitor concentration and temperature profiles around a 
growing crystal. Synchrotron light spectroscopy is another option.    
The development of the boundary layers (molecular and thermal) are shown in Fig. 9. The simulation 
results show similar molecular and thermal boundary layer thicknesses during the transient period of 
the process and at the steady state. In reality, the molecular boundary layer limits the rate of the 
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solute supply to the growing surface depending on the mixing conditions in the crystallizer. Including 
mixing into the crystal growth model would improve its predictive capacity. The integration of the 
crystal growth model with molecular dynamics could be used to predict the growth of the different 
crystal faces and thus the crystal size and shape. These, however, are beyond the scope of the 
present work.  
 
5. Conclusions 
A new method of analysing crystal growth and its driving force in a system with two components – 
solute and solvent, has been proposed. The new model of crystal growth simulates the mass and 
energy transfer phenomena through the crystal and the solution. Mass and thermal diffusion 
through the desolvation and the boundary layers surrounding a growing crystal have been 
implemented. The transport of heat into and through the crystal required solution of the moving 
boundary diffusion problem. 
The crystal growth rate, the solution concentration and temperature profiles and the crystal 
temperature profile have been predicted using basic physico-chemical properties of the system, i.e., 
molecular and thermal diffusivities, solubility, densities, specific heat and the heat of crystallization. 
The predicted interface properties fill in the current gap in the interface measurement techniques. 
The model has been verified using published KCl crystal growth data. 
The driving force for crystal growth is calculated in three ways i.e. using equations (1), (2) and (7). 
The following values for the driving force have been obtained:  
Equation (1), the conventional approach, using the difference between the bulk concentration and 
the equilibrium one calculated at the bulk temperature: 0.0468 kg KCl/kg water.  
Equation (2), the modified approach using the difference between the bulk concentration and the 
equilibrium one calculated at the interface temperature:  0.0382 kg KCl/kg water. 
Equation (7), the new approach calculating the driving force as the difference between the 
concentration at the D-point and the equilibrium concentration at the interface temperature: 0.0018 
kg KCl/kg water.  
The results show the overestimation of the driving force for crystal growth by the conventional 
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Ac    [m
2]  crystal area 
cl  [kg.kg
-1] mass concentration of solute in solution (D-layer and boundary layer)  
cb  [kg.kg
-1] mass concentration of solute in bulk  
cd  [kg.kg
-1] mass concentration of solute at the D-point  
ci  [kg.kg
-1] mass concentration of solute at interface  
*
bT
c  [kg.kg-1] equilibrium concentration of the crystallizing component based on bulk 
  temperature  
*
iT
c  [kg.kg-1] equilibrium concentration of the crystallizing component based on the  












-1]  thermal diffusivity  
G  [m.s-1]  growth rate  












growth rate constant based on the concentration at the D-point and the solubility at the interface 
temperature  
t  [s]  time 
T  [ºC ]  temperature  
iT  [ºC ]  interface temperature 
oi
T  [ºC ]  old interface temperature 
di
T  [ºC ]  temperature at the D-point 
x   coordinate 
Greek letters 
ρ  [kg.m-3] density of phase (solution, solvent, crystal) 
∆c [kg.kg-1] concentration difference  
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m, h   desolvation or boundary layer; m for molecular; h for thermal; 
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Figure 1 Conventional and real driving force of crystallization from solution (linearized profiles) 
 
Figure 2 Temporal change of crystal growth rate of KCl in aqueous solution  
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Figure 3 Temporal change of the concentration at the crystal interface and at the D-point 
 
Figure 4 Temporal change of the temperature at the crystal interface, at the D-point and the crystal 
core 
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Figure 5 Temporal change of the heat fluxes to the crystal and the D-layer 
 
Figure 6 Concentration profiles in the D-layer and the boundary layer 
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Figure 7 Temperature profiles in the crystal 
 
Figure 8 Temperature profiles in the solution  
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Figure 9. Development of the boundary layers  
