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a b s t r a c t
In this paper, the variational iteration method (VIM) and the Adomian decomposition
method (ADM) are implemented to give approximate solutions for fractional differen-
tial–algebraic equations (FDAEs). Both methods in applied mathematics can be used as
alternative methods for obtaining analytic and approximate solutions for different types
of fractional differential equations. This paper presents a numerical comparison between
these two methods and the homotopy analysis method (HAM) for solving FDAEs. Numeri-
cal results reveal that the VIM and the ADM are quite accurate and applicable.
Crown Copyright© 2011 Published by Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential equations have been successfully modelled for many physical and engineering phenomena such
as seismic analysis, rheology, fluid flow, viscous damping, viscoelastic materials, and polymer physics. Most fractional
differential equations do not have exact analytic solutions; therefore approximation and numerical techniques must be
used. The Adomian decomposition method (ADM) [1–5] and the variational iteration method (VIM) [6–11] are the most
clear methods of solution of fractional differential equations, because they provide instant and visible symbolic terms of
analytic solutions, as well as numerical approximate solutions to both linear and nonlinear fractional differential equations
without linearization or discretization.
Many physical problems are governed by a system of differential–algebraic equations (DAEs), and the solution of these
equations has been a subject of many investigators. Recently, many important mathematical models have been expressed
in terms of differential–algebraic equations of fractional order. The homotopy analysis method (HAM) was first introduced
by Liao [12], who employed the basic ideas of the homotopy in topology to propose a general analytic method for nonlinear
problems. Zurigat et al. [13] applied the HAM to fractional differential–algebraic equations (FDAEs).
In this paper, the variational iterationmethod and the Adomian decompositionmethod are applied to solve FDAEs of the
form [13]
Dαi∗ xi(t) = fi(t, x1, x2, . . . , xn, x′1, x′2, . . . , x′n), i = 1, 2, 3, . . . , n− 1, t ≥ 0, 0 < αi ≤ 1 (1.1a)
0 = g(t, x1, x2, . . . , xn) (1.1b)
subject to the initial conditions
xi(0) = ai, i = 1, 2, 3, . . . , n. (1.1c)
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2. Basic definitions
There are several definitions of a fractional derivative of order α > 0 [14], for example, Riemann–Liouville,
Grunwald–Letnikow, Caputo and the generalized functions approach. The most commonly used definitions are those of
Riemann–Liouville and Caputo. We give some basic definitions and properties of fractional calculus theory which are used
in this paper.
Definition 2.1. A real function f (x), x > 0, is said to be in the space Cµ, µ ∈ R if there exists a real number p > µ such
that f (x) = xpf1(x), where f1(x) ∈ C[0,∞). Clearly, Cµ ⊂ Cβ if β < µ.
Definition 2.2. A function f (x), x > 0, is said to be in the space Cmµ , m ∈ N ∪ {0}, if f (m) ∈ Cµ.
Definition 2.3. The Riemann–Liouville fractional integral operator of order α ≥ 0 of a function, f ∈ Cµ, µ ≥ −1, is defined
as




(x− t)α−1f (t)dt, α > 0, x > 0 (2.1)
J0f (x) = f (x). (2.2)
The properties of the operator Jα can be found in [15,16]; we mention only the following.
For f ∈ Cµ, µ ≥ −1, α, β ≥ 0 and γ > −1:
1. Jα Jβ f (x) = Jα+β f (x) (2.3)
2. Jα Jβ f (x) = Jβ Jα f (x) (2.4)
3. Jαxγ = Γ (γ + 1)
Γ (α + γ + 1)x
α+γ . (2.5)
The Riemann–Liouville derivative has certain disadvantages when trying to model real-world phenomena using fractional
differential equations. Therefore, wewill introduce amodified fractional differential operatorDα∗ proposed by Caputo’s work
on the theory of viscoelasticity [17].
Definition 2.4. The fractional derivative of f (x) in the Caputo sense is defined as





(x− t)m−α−t f (m)(t)dt, (2.6)
form− 1 < α ≤ m,m ∈ N, x > 0, f ∈ Cm−1.
Also, we need here two of its basic properties.
Lemma 2.1. If m− 1 < α ≤ m, m ∈ N and f ∈ Cmµ , m ≥ −1, then
1. Dα∗ J
α f (x) = f (x) (2.7)





k! , x > 0. (2.8)
In this paper, the Caputo fractional derivative is considered because it allows traditional initial and boundary conditions to
be included in the formulation of the problem. Formore information on themathematical properties of fractional derivatives
and integrals, one can consult the above-mentioned references.
3. Adomian decomposition method (ADM)
The Adomian decomposition method requires that Eq. (1.1) be expressed in terms of an operator as
Dαi∗ xi(t) = Li(t, x1, x2, . . . , xn)+ Ni(t, x1, x2, . . . , xn)+ ϕi(t), (3.1)
where Li is a linear operator, Ni is a nonlinear operator, and the fractional differential operator D
αi∗ is defined as in Eq. (2.6).
Applying the operator Jαi that is the inverse of the operator Dαi∗ to both sides of Eq. (3.1), we get
xi(t) = xi(0)+ Jαi (ϕi(t))+ Jαi (Li(t, x1, . . . , xn))+ Jαi (Ni(t, x1, . . . , xn)) . (3.2)





xim(t), i = 1, 2, . . . , n− 1 (3.3)
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and the nonlinear operator Ni in Eq. (3.1) is decomposed as follows:




where Aim are Adomian polynomials which depend upon x10, . . . , x1m, x20, . . . , x2m, . . . , xn0, . . . , xnm.




















Substituting Eqs. (3.3) and (3.4) into both sides of Eq. (3.2) gives
∞−
m=0


















From this equation, the iterates are determined in the following recursive way:
xi0(t) = xi(0)
xi1(t) = Jαi (ϕi(t))
xim+1(t) = Jαi [Li(t, x1m, x2m . . . , xnm)]+ Jαi [Aim] , 1 ≤ i ≤ n− 1, m = 0, 1, 2, . . . .
(3.7)







i (t) = xi(t), i = 1, 2, . . . , n− 1. (3.8)
The theoretical treatment of the convergence of the Adomian decomposition method has been considered and discussed
in [20–22].
4. Variational iteration method (VIM)
The VIM plays an important role in recent research in different fields of science and engineering. This method was
proposed by the Chinese mathematician He [6,7], as a modification of a general Lagrange multiplier method. It has been
shown that this procedure is a powerful tool for solving various kinds of problems. To illustrate the basic idea of themethod,
we consider Eq. (1.1) as
Dαi∗ xi(t)− fi(t, x1(t), x2(t), . . . , xn(t), x′1(t), x′2(t), . . . , x′n(t)) = 0, i = 1, 2, . . . , n− 1, t ≥ 0, 0 < αi ≤ 1. (4.1)
The basic character of the method is to construct a correction functional for Eq. (4.1). He, in [7], constructed the following
correction functional for Eq. (4.1):




Dαi∗ xik(t)− fi(t, x˜1k(t), x˜2k(t), . . . , x˜nk(t), x˜′1k(t), x˜′2k(t), . . . , x˜′nk(t))

, (4.2)
whereλi is a general Lagrangemultiplierwhich can be identified optimally via variational theory, and x˜ik denotes a restricted
variation, which means that δx˜ik = 0 [6,7]. There is no way to directly obtain the stationary conditions from a functional
with fractional integrate to identify the Lagrange multiplier approximately. In order to do so, we select a minimal integer







x′ik(s)− fi(t, x˜1k(s), x˜2k(s), . . . , x˜nk(s), x˜′1k(s), x˜′2k(s), . . . , x˜′nk(s))

ds. (4.3)
Making the above functionals stationary, we obtain the following stationary conditions:
λ′i(s)|s=t = 0,
1+ λi(s)|s=t = 0, (4.4)
for i = 1, 2, . . . , n− 1. Therefore, the Lagrange multipliers can be easily identified as
λi = −1, i = 1, 2, . . . , n− 1. (4.5)
Substituting (4.4) into the correction functionals (4.2) results in the following iteration formulas:




Dαi∗ xik(t)− fi(t, x1k(t), x2k(t), . . . , xnk(t), x′1k(t), x′2k(t), . . . , x′nk(t))

. (4.6)
If we start with the initial approximations xi0 = xi(0), then the approximations xik can be completely determined. Finally,
we approximate the solution xi(t) = limk→∞ xik(t) by the Nth term xiN(t), for i = 1, 2, . . . , n − 1. The convergence of the
VIM has been considered and discussed in [10,11].
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Table 1
Numerical results of the solution in Example 5.1.
t α = 0.5 α = 0.75 α = 1
xHAM xADM xVIM xHAM xADM xVIM xHAM xADM xVIM xExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000
0.1 0.76429248 0.76429248 0.76429248 0.84929949 0.84929962 0.84929962 0.91482076 0.91482076 0.91482076 0.91482076
0.2 0.75450966 0.75450964 0.75450964 0.80166961 0.80166972 0.80166972 0.85846462 0.85846462 0.85846462 0.85846462
0.3 0.79031616 0.79031616 0.79031616 0.79789996 0.79789987 0.79789987 0.82947428 0.82947428 0.82947428 0.82947428
0.4 0.85249503 0.85249505 0.85249504 0.82508732 0.82508712 0.82508712 0.82608738 0.82608738 0.82608738 0.82608739
0.5 0.93232468 0.93232469 0.93232469 0.87601455 0.87601439 0.87601438 0.84624343 0.84624343 0.84624343 0.84624343
0.6 1.02420516 1.02420516 1.02420516 0.94545818 0.94545815 0.94545815 0.88759712 0.88759712 0.88759712 0.88759712
0.7 1.12379059 1.12379059 1.12379059 1.02907549 1.02907564 1.02907563 0.94753769 0.94753769 0.94753769 0.94753768
0.8 1.22732911 1.22732911 1.22732910 1.12295920 1.12295946 1.12295946 1.02321384 1.02321384 1.02321384 1.02321384
0.9 1.33139158 1.33139159 1.33139158 1.22343627 1.22343656 1.22343656 1.11156389 1.11156389 1.11156389 1.11156388
1.0 1.43275523 1.43275529 1.43275528 1.32697566 1.32697590 1.32697591 1.20935045 1.20935045 1.20935045 1.20935043
5. Numerical examples
To demonstrate the effectiveness of the two methods, we consider the following fractional differential–algebraic
equations. All the results were calculated by using the symbolic calculus software Maple.
Example 5.1. We consider the following fractional differential–algebraic equations.
Dα∗x(t)− ty′(t)+ x(t)− (1+ t)y(t) = 0, 0 < α ≤ 1 (5.1a)
y(t)− sin t = 0 (5.1b)
with initial conditions x(0) = 1, y(0) = 0, and exact solutions x(t) = e−t + t sin t, y(t) = sin t when α = 1.
Solution via the ADM: In accordance with the ADM, Eq. (5.1) can be written as
Dα∗x(t) = −x(t)+ t cos t + (1+ t) sin t. (5.2)
Using the inverse operator Jα , we get
x(t) = 1+ Jα(g˜(t))− Jα(x(t)), (5.3)
where g˜(t) is Taylor series of g(t) = t cos t + (1+ t) sin t . According to Adomian decomposition method to solve Eq. (5.3),
we have the following recursive relation:
x0(t) = x(0)
x1(t) = Jα(g˜(t))
xn+1(t) = −Jα(xn(t)), n ≥ 1.
(5.4)
Solution via the VIM: According to Eq. (4.6), we have the following variational iteration formula for solving Eq. (5.2):





We start with the initial approximation x0(t) = 1. We obtain
x0(t) = 1
x1(t) = − t
α
Γ (1+ α) +
2t1+α
Γ (2+ α) +
2t2+α
Γ (3+ α) −
4t3+α
Γ (4+ α) −
4t4+α
Γ (5+ α) +
6t5+α
Γ (6+ α) + · · ·
x2(t) = t
2α
Γ (1+ 2α) −
2t1+2α
Γ (2+ 2α) −
2t2+2α
Γ (3+ 2α) +
4t3+2α
Γ (4+ 2α) +
4t4+2α
Γ (5+ 2α) −
6t5+2α
Γ (6+ 2α) + · · ·
....
(5.6)
Table 1 shows the approximate solutions for Eqs. (5.1) obtained for different values of α using the ADM and the VIM. The
results are in good agreement with the results given in [13].
Example 5.2. Consider the following fractional differential–algebraic equations:
Dα1∗ x(t)− ty′(t)+ t2z ′(t)+ x(t)− (1+ t)y(t)+ (t2 + 2t)z(t) = 0 (5.7a)
Dα2∗ y(t)− tz ′(t)− y(t)+ (t − 1)z(t) = 0, 0 < α1, α2 ≤ 1 (5.7b)
z(t)− sin t = 0 (5.7c)
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Table 2a
Numerical results of x(t) in Example 5.2.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
xHAM xADM xVIM xHAM xADM xVIM xHAM xADM xVIM xExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000
0.1 1.22286849 1.22286857 1.22286857 1.05859397 1.05859422 1.05859422 1.01535445 1.01535451 1.01535451 1.01535451
0.2 1.55336976 1.55336962 1.55336962 1.18653743 1.18653668 1.18653668 1.06301066 1.06301131 1.06301131 1.06301130
0.3 1.98794458 1.98794453 1.98794454 1.37739206 1.37739173 1.37739173 1.14577572 1.14577586 1.14577586 1.14577586
0.4 2.52992522 2.52992836 2.52992836 1.63295486 1.63295679 1.63295679 1.26705192 1.26704992 1.26704993 1.26704993
0.5 3.18428197 3.18429648 3.18429648 1.95714841 1.95715145 1.95715145 1.43089536 1.43089129 1.43089129 1.43089130
0.6 3.95688277 3.95693495 3.95693495 2.35511268 2.35511331 2.35511331 1.64208627 1.64208292 1.64208292 1.64208292
0.7 4.85440431 4.85456121 4.85456121 2.83297349 2.83296948 2.83296947 1.90621033 1.90621220 1.90621220 1.90621220
0.8 5.88447922 5.88487604 5.88487604 3.39783128 3.39782542 3.39782542 2.22975072 2.22976172 2.22976172 2.22976170
0.9 7.05596910 7.05683821 7.05683819 4.05785432 4.05785668 4.05785667 2.62019191 2.62021252 2.62021252 2.62021246
1.0 8.37932108 8.38102396 8.38102390 4.82243669 4.82246438 4.82246437 3.08613618 3.08616148 3.08616148 3.08616127
Table 2b
Numerical results of y(t) in Example 5.2.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
yHAM yADM yVIM yHAM yHAM yHAM yHAM yADM yVIM yExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000
0.1 1.54421475 1.54421470 1.54421470 1.24291509 1.24291493 1.24291493 1.11515458 1.11515426 1.11515426 1.11515426
0.2 1.97209077 1.97209083 1.97209083 1.48455826 1.48455874 1.48455874 1.26113734 1.26113662 1.26113662 1.26113663
0.3 2.43851292 2.43851285 2.43851285 1.76028180 1.76028150 1.76028150 1.43851421 1.43851487 1.43851487 1.43851487
0.4 2.95263848 2.95263844 2.95263844 2.07325644 2.07325565 2.07325564 1.64759018 1.64759203 1.64759204 1.64759204
0.5 3.51598335 3.51598357 3.51598357 2.42402828 2.42402826 2.42402826 1.88843278 1.88843404 1.88843404 1.88843404
0.6 4.12793577 4.12793584 4.12793585 2.81228359 2.81228487 2.81228487 2.16090542 2.16090428 2.16090428 2.16090428
0.7 4.78709243 4.78709178 4.78709179 3.23732191 3.23732361 3.23732360 2.46470907 2.46470509 2.46470509 2.46470509
0.8 5.49177879 5.49177785 5.49177785 3.69826609 3.69826654 3.69826654 2.79943116 2.79942580 2.79942580 2.79942580
0.9 6.24033872 6.24033934 6.24033934 4.19419845 4.19419634 4.19419634 3.16460116 3.16459734 3.16459734 3.16459733
1.0 7.03134575 7.03134997 7.03134996 4.72427404 4.72426952 4.72426951 3.55975188 3.55975284 3.55975284 3.55975282
with initial conditions x(0) = 1, y(0) = 1, z(0) = 0, and exact solutions x(t) = e−t + tet , y(t) = et + t sin t, z(t) = sin t
when α = 1.
Solution via the ADM: Eq. (5.7) can be written as
Dα1∗ x(t) = ty′(t)− x(t)+ (1+ t)y(t)− t2 cos t − (t2 + 2t) sin t (5.8a)
Dα2∗ y(t) = y(t)+ t cos t − (t − 1) sin t. (5.8b)
Using the inverse operator Jα , we get
x(t) = 1+ Jα ty′(t)− x(t)+ (1+ t)y(t)− g˜1(t) (5.9a)
y(t) = 1+ Jα y(t)+ g˜2(t) , (5.9b)
where g˜1(t) and g˜2(t) are Taylor series of g1(t) = t2 cos t + (t2 + 2t) sin t and g2(t) = t cos t − (t − 1) sin t .





xn+1(t) = Jα(ty′n(t)− xn(t)+ (1+ t)yn(t))
yn+1(t) = Jα(yn(t)), n ≥ 1.
(5.10)
Solution via the VIM: According to Eq. (4.6), we have the following variational iteration formula for solving Eq. (5.10):
xk+1(t) = xk(t)− Jα

Dα∗xk(t)− ty′k(t)+ xk(t)− (t + 1)yk(t)+ g˜1(t)





, k ≥ 1. (5.11)
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We start with initial approximation x0(t) = y0(t) = 1. We obtain
x0(t) = 1,
y0(t) = 1,
x1(t) = 1+ t
1+α1
Γ (2+ α1) −
6t2+α1
Γ (3+ α1) −
6t3+α1
Γ (4+ α1) +
20t4+α1
Γ (5+ α1) +
20t5+α1
Γ (6+ α1) + · · ·
y1(t) = 1+ t
α2
Γ (1+ α2) +
2t1+α2
Γ (2+ α2) −
2t2+α2
Γ (3+ α2) −
4t3+α2
Γ (4+ α2) +
4t4+α2
Γ (5+ α2) +
6t5+α2
Γ (6+ α2) + · · ·
....
(5.12)
Table 2 shows the approximate solutions for Eqs. (5.7) obtained for different values of α using the ADM and the VIM. The
results are in good agreement with the results given in [13].
Example 5.3. Consider the following fractional differential–algebraic equations:
Dα1∗ x(t)− x(t)+ z(t) · x(t) = 1 (5.13a)
Dα2∗ z(t)− y(t)+ x2(t)+ z(t) = 0, 0 < α1, α2 ≤ 1 (5.13b)
y(t)− x2(t) = 0 (5.13c)
with initial conditions x(0) = y(0) = z(0) = 1 and exact solutions x(t) = et , y(t) = e2t , z(t) = e−t when α = 1.
Solution via the ADM: We now rewrite (5.13) as follows:
y(t)− x2(t) = 0 (5.14a)
Dα1∗ x(t)− x(t)+ z(t) · x(t) = 1 (5.14b)
Dα2∗ z(t)− y(t)+ x2(t)+ z(t) = 0, 0 < α1, α2 ≤ 1, (5.14c)
and using the inverse operators Jα1 and Jα2 in Eqs. (5.14b) and (5.14c), we get
y(t)− x2(t) = 0 (5.15a)
x(t) = x(0)+ Jα1 (x(t)− z(t) · x(t)+ 1) (5.15b)
z(t) = z(0)+ Jα2 y(t)− x2(t)− z(t) . (5.15c)
We assume that x0 = x(0), y0 = y(0), z0 = z(0), and that the Adomian polynomials of nonlinear terms, z(t) · x(t) and
x2(t), are expressed by z(t)x(t) =∑∞i=0 Ai and x2(t) =∑∞i=0 Bi. According to the Adomian decomposition method to solve
Eq. (5.13),
y1(t) = x20(t)






xn+1(t) = Jα1 (xn(t)− An)
zn+1(t) = Jα2 (yn(t)− Bn − zn(t)) , n ≥ 1.
(5.16)
Solution via the VIM: According to Eq. (4.6), we have the following variational iteration formula for solving Eq. (5.13):
yk+1(t) = x2k(t)
zk+1(t) = zk(t)− Jα2

Dα2∗ zk(t)− yk+1(t)+ x2k(t)+ zk(t)

xk+1(t) = xk(t)− Jα1

Dα1∗ xk(t)− xk(t)+ xk(t) · zk+1(t)− 1

, k ≥ 0.
(5.17)
We start with the initial approximation x0(t) = y0(t) = z0(t) = 1. We obtain
y1(t) = 1
z1(t) = 1− t
α2
Γ (1+ α2)
x1(t) = 1+ t
α1
Γ (1+ α1) +
tα1+α2
Γ (1+ α1 + α2)
....
(5.18)
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Table 3a
Numerical results for x(t) in Example 5.3.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
xHAM xADM xVIM xHAM xADM xVIM xHAM xADM xVIM xExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000
0.1 1.46788493 1.46788493 1.46788493 1.21870687 1.21870682 1.21870681 1.10517091 1.10517091 1.10517091 1.10517091
0.2 1.74113216 1.74113216 1.74113207 1.40002799 1.40002787 1.40002787 1.22140275 1.22140275 1.22140275 1.22140275
0.3 1.99278912 1.99278912 1.99278790 1.58412704 1.58412684 1.58412685 1.34985880 1.34985880 1.34985880 1.34985880
0.4 2.23925571 2.23925571 2.23924871 1.77690894 1.77690862 1.77690864 1.49182469 1.49182469 1.49182469 1.49182469
0.5 2.48714153 2.48714153 2.48711342 1.98138696 1.98138652 1.98138654 1.64872127 1.64872127 1.64872127 1.64872127
0.6 2.74011832 2.74011832 2.74002928 2.19974529 2.19974468 2.19974472 1.82211880 1.82211880 1.82211880 1.82211880
0.7 3.00064692 3.00064693 3.00040931 2.43388380 2.43388298 2.43388291 2.01375270 2.01375270 2.01375270 2.01375270
0.8 3.27060535 3.27060535 3.27004478 2.68562489 2.68562381 2.68562340 2.22554092 2.22554092 2.22554092 2.22554092
0.9 3.55156658 3.55156640 3.55036320 2.95681305 2.95681107 2.95680956 2.45960310 2.45960310 2.45960311 2.45960311
1.0 3.84503507 3.84494071 3.84554198 3.24937499 3.24936663 3.24936238 2.71828180 2.71828180 2.71828182 2.71828182
Table 3 shows the approximate solutions for Eqs. (5.13) obtained for different values of α using the ADM and the VIM.
The results are in good agreement with the results of the HAM.
Example 5.4. Consider the following fractional differential–algebraic equations:
x(t)+ y(t) = e−t + sin t (5.19a)
Dα∗x(t)+ x(t)− y(t) = − sin t, 0 < α ≤ 1 (5.19b)
with initial conditions x(0) = 1, y(0) = 0, and exact solutions x(t) = e−t , y(t) = sin t when α = 1.
Solution via the ADM: Using the inverse operator Jα in Eq. (5.20b), we get
x(t)+ y(t) = g˜1(t) (5.20a)
x(t) = x(0)+ Jα −x(t)+ y(t)+ g˜2(t) , (5.20b)
where g˜1(t) and g˜2(t) are Taylor series of g1(t) = e−t + sin t and g2(t) = sin t . Applying the ADM to solve (5.19), we have
the following recursive relation:
y0(t) = y(0)
x0(t) = x(0)




xn+1(t) = Jα (−xn(t)+ yn(t)) .
(5.21)
Solution via the VIM: According to Eq. (4.6), we have the following variational iteration formula for solving Eq. (5.19):
yk+1(t) = −xk(t)+ g˜1(t)
xk+1(t) = xk(t)− Jα

Dα∗xk(t)+ xk(t)− yk+1(t)+ g˜2(t)

, k ≥ 0, (5.22)
where g˜1(t) and g˜2(t) are Taylor series of g1(t) = e−t + sin t and g2(t) = sin t . We start with the initial approximation
x0(t) = 1, y0(t) = 0 for Eq. (5.22).
y0(t) = 0,
x0(t) = 1,













t10 + · · ·
x1(t) = 1− t
α
Γ (1+ α) −
t1+α
Γ (2+ α) +
t2+α
Γ (3+ α) −
t3+α
Γ (4+ α) +
t4+α
Γ (5+ α) −
t5+α
Γ (6+ α) + · · ·
....
(5.23)
Table 4 shows the approximate solutions for Eqs. (5.19) obtained for different values of α using the ADM and the VIM.
The results are in good agreement with the results of the HAM.
B. İbiş, M. Bayram / Computers and Mathematics with Applications 62 (2011) 3270–3278 3277
Table 3b
Numerical results for y(t) in Example 5.3.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
yHAM yADM yVIM yHAM yADM yVIM yHAM yADM yVIM yExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000
0.1 2.15468617 2.15468617 2.15468616 1.48524645 1.48524629 1.48524625 1.22140276 1.22140275 1.22140275 1.22140275
0.2 3.03154119 3.03154119 3.03154085 1.96007837 1.96007799 1.96007789 1.49182469 1.49182469 1.49182470 1.49182469
0.3 3.97120838 3.97120838 3.97120373 2.50945855 2.50945785 2.50945768 1.82211879 1.82211879 1.82211879 1.82211880
0.4 5.01426599 5.01426599 5.01423479 3.15740524 3.15740405 3.15740386 2.22554089 2.22554089 2.22554093 2.22554092
0.5 6.18587314 6.18587314 6.18573318 3.92589417 3.92589231 3.92589224 2.71828152 2.71828152 2.71828152 2.71828152
0.6 7.50824815 7.50824816 7.50776037 4.83887937 4.83887656 4.83887748 3.32011501 3.32011501 3.32011692 3.32011692
0.7 9.00388214 9.00388215 9.00245586 5.92379019 5.92378616 5.92379095 4.05519084 4.05519084 4.05519996 4.05519996
0.8 10.6968505 10.6968592 10.6961927 7.21257891 7.21257480 7.21259257 4.95299704 4.95299704 4.95303242 4.95303242
0.9 12.6037326 12.6036237 12.6050789 8.74271328 8.74273073 8.74278648 6.04953017 6.04953017 6.04964746 6.04964746
1.0 14.7830711 14.7829792 14.7831291 10.5581206 10.5583725 10.5585370 7.38871252 7.38871252 7.38905609 7.38905609
Table 3c
Numerical results for z(t) in Example 5.3.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
zHAM zADM zVIM zHAM zADM zVIM zHAM zADM zVIM zExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000
0.1 0.72357844 0.72357844 0.72357845 0.82825054 0.82825066 0.82825057 0.90483742 0.90483742 0.90483742 0.90483742
0.2 0.64378828 0.64378828 0.64378869 0.73258470 0.73258474 0.73258474 0.81873075 0.81873075 0.81873075 0.81873075
0.3 0.59201840 0.59201842 0.59202220 0.66033747 0.66033753 0.66033753 0.74081822 0.74081822 0.74081822 0.74081822
0.4 0.55360627 0.55360626 0.55362418 0.60212107 0.60212115 0.60212115 0.67032005 0.67032005 0.67032005 0.67032005
0.5 0.52315659 0.52315658 0.52321631 0.55360255 0.55360267 0.55360269 0.60653066 0.60653066 0.60653066 0.60653066
0.6 0.49802456 0.49802456 0.49818397 0.51228506 0.51228520 0.51228536 0.54881164 0.54881164 0.54881164 0.54881164
0.7 0.47670273 0.47670272 0.47706783 0.47655490 0.47655510 0.47655573 0.49658530 0.49658530 0.4965853 0.49658530
0.8 0.45824603 0.45824602 0.45899387 0.44529242 0.44529264 0.44529456 0.44932897 0.44932897 0.44932897 0.44932896
0.9 0.44202143 0.44202142 0.44242796 0.41768204 0.41768232 0.41768737 0.40656967 0.40656967 0.40656967 0.40656966
1.0 0.42758358 0.42758358 0.42705703 0.39310830 0.39310866 0.39312063 0.36787946 0.36787946 0.36787946 0.36787944
Table 4a
Numerical results for x(t)with a comparison to those from the HAM.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
xHAM xADM xVIM xHAM xADM xVIM xHAM xADM xVIM xExact
0.0 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 1.000000000
0.1 0.76089102 0.76089102 0.76089108 0.83739314 0.83739292 0.83739320 0.90483742 0.90483742 0.90483742 0.904837418
0.2 0.69092618 0.69092610 0.69092607 0.74943905 0.74943907 0.74943899 0.81873075 0.81873076 0.81873076 0.818730753
0.3 0.63965018 0.63965018 0.63965014 0.68161287 0.68161281 0.68161292 0.74081822 0.74081822 0.74081822 0.740818220
0.4 0.59708775 0.59708766 0.59708779 0.62503222 0.62503209 0.62503218 0.67032005 0.67032005 0.67032005 0.670320046
0.5 0.55999258 0.55999270 0.55999284 0.57601215 0.57601237 0.57601215 0.60653066 0.60653066 0.60653066 0.606530659
0.6 0.52688937 0.52688905 0.52688945 0.53262381 0.53262369 0.53262376 0.54881164 0.54881164 0.54881164 0.548811636
0.7 0.49696399 0.49696510 0.49696539 0.49371279 0.49371266 0.49371265 0.49658530 0.49658531 0.49658531 0.496585303
0.8 0.46970219 0.46970658 0.46970671 0.45851974 0.45851967 0.45851969 0.44932896 0.44932897 0.44932896 0.449328964
0.9 0.44474478 0.44477407 0.44475767 0.42650758 0.42650774 0.42650766 0.40656965 0.40656966 0.40656966 0.406569659
1.0 0.42182073 0.42196884 0.42185109 0.39727361 0.39727322 0.39727357 0.36787941 0.36787944 0.36787944 0.367879441
Table 4b
Numerical results for y(t)with a comparison to those from the HAM.
t α1 = α2 = 0.5 α1 = α2 = 0.75 α1 = α2 = 1
yHAM yADM yVIM yHAM yADM yVIM yHAM yADM yVIM yExact
0.0 0.000000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000
0.1 0.243779827 0.24377983 0.24377983 0.16727769 0.16727771 0.16727771 0.09983342 0.09983342 0.09983342 0.09983342
0.2 0.326473916 0.32647395 0.32647396 0.26796103 0.26796107 0.26796107 0.19866933 0.19866934 0.19866934 0.19866933
0.3 0.396688250 0.39668829 0.39668833 0.35472555 0.35472554 0.35472553 0.29552021 0.29552021 0.29552021 0.29552021
0.4 0.462650647 0.46265051 0.46265057 0.43470617 0.43470618 0.43470619 0.38941834 0.38941833 0.38941833 0.38941834
0.5 0.525963620 0.52596360 0.52596376 0.50994405 0.50994405 0.50994403 0.47942554 0.47942555 0.47942555 0.47942554
0.6 0.586564736 0.58656525 0.58656565 0.58083029 0.58083022 0.58083033 0.56464247 0.56464248 0.56464248 0.56464247
0.7 0.643839082 0.64384110 0.64384161 0.64709020 0.64709005 0.64709013 0.64421769 0.64421768 0.64421768 0.64421769
0.8 0.696982954 0.69699442 0.69698799 0.70816532 0.70816533 0.70816532 0.71735609 0.71735609 0.71735610 0.71735609
0.9 0.745151927 0.74521193 0.74515890 0.76338902 0.76338900 0.76338886 0.78332692 0.78332693 0.78332693 0.78332691
1.0 0.787529965 0.78781706 0.78753361 0.81207686 0.81207701 0.81207718 0.84147104 0.84147104 0.84147103 0.84147098
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6. Conclusion
In this paper, the Adomian decompositionmethod (ADM) and the variational iterationmethod (VIM) have been extended
to solve fractional differential–algebraic equations (FDAEs). The results of these two methods are in good agreement with
those obtained by using the homotopy analysis method (HAM) [13]. The study emphasized our belief that the ADM and the
VIM are reliable techniques to handle fractional differential–algebraic equations, and that these methods offer significant
advantages in terms of straightforward applicability, computational effectiveness, and accuracy.
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