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Lorsqu'on utilise des données provenant d'une seule source,
C'est du plagiat ;
Lorsqu'on utilise plusieurs sources,
C'est de la fusion de données
[Das14]
Ces travaux présentent une approche de fusion de données collabo-
rative innovante pour l'égo-localisation de véhicules routiers. Cette ap-
proche appelée ﬁltre de Kalman optimisé à essaim de particules (Opti-
mized Kalman Particle Swarm) est une méthode de fusion de données et
de ﬁltrage optimisé. La fusion de données est faite en utilisant les don-
nées d'un GPS à faible coût, une centrale inertielle, un compteur odomé-
trique et un codeur d'angle au volant. Ce travail montre que cette ap-
proche est à la fois plus robuste et plus appropriée que les méthodes plus
classiques d'égo-localisation aux situations de conduite urbaine. Cette
constatation apparait clairement dans le cas de dégradations des signaux
capteurs ou des situations à fortes non linéarités. Les méthodes d'égo-
localisation de véhicules les plus utilisées sont les approches bayésiennes
représentées par le ﬁltre de Kalman étendu (Extended Kalman Filter)
et ses variantes (UKF, DD1, DD2). Les méthodes bayésiennes souﬀrent
de sensibilité aux bruits et d'instabilité pour les cas fortement non li-
néaires. Proposées pour couvrir les limitations des méthodes bayésiennes,
les approches multi-hypothèses (à base de particules) sont aussi utilisées
pour la localisation égo-véhiculaire. Inspiré des méthodes de simulation de
Monte-Carlo, les performances du ﬁltre à particules (Particle Filter) sont
fortement dépendantes des ressources en matière de calcul. Tirant avan-
tage des techniques de localisation existantes et en intégrant les avantages
de l'optimisation métaheuristique, l'OKPS est conçu pour faire face aux
bruits, aux fortes dynamiques, aux données non linéaires et aux besoins
d'exécution en temps réel. Pour l'égo-localisation d'un véhicule, en parti-
culier pour les man÷uvres très dynamiques sur route, un ﬁltre doit être
robuste et réactif en même temps. Le ﬁltre OKPS est conçu sur un nouvel
algorithme de localisation coopérative-réactive et dynamique inspirée par
l'Optimisation par Essaim de Particules (Particle Swarm Optimization)
qui est une méthode métaheuristique. Cette nouvelle approche combine
les avantages de la PSO et des deux autres ﬁltres : Le ﬁltre à particules
(PF) et le ﬁltre de Kalman étendu (EKF). L'OKPS est testé en utilisant
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des données réelles recueillies à l'aide d'un véhicule équipé de capteurs
embarqués. Ses performances sont testées en comparaison avec l'EKF, le
PF et le ﬁltre par essaim de particules (Swarm Particle Filter). Le ﬁltre
SPF est un ﬁltre à particules hybride intéressant combinant les avantages
de la PSO et du ﬁltrage à particules ; Il représente la première étape de
la conception de l'OKPS. Les résultats montrent l'eﬃcacité de l'OKPS
pour un scénario de conduite à dynamique élevée avec des données GPS
endommagés et/ou de qualité faible.
Points-Saillants :
 Localisation robuste pour véhicules à dynamique rapide
 Une nouvelle méthode de fusion de données hybride
 Fusion de données multi-capteurs pour la localisation de véhicules
 Validation et test avec des données réelles
Mots-Clés :
Localisation, robotique mobile, ﬁltre de Kalman, EKF, Optimisation par essaim de
particules, PSO, Filtre à particules, fusion de données, égo-localisation véhicule, na-
vigation, GPS.





When we use information from one source,
it's plagiarism ;
Wen we use information from many,
it's information fusion
[Das14]
This work presents an innovative collaborative data fusion approach for ego-vehicle
localization. This approach called the Optimized Kalman Particle Swarm (OKPS)
is a data fusion and an optimized ﬁltering method. Data fusion is made using data
from a low cost GPS, INS, Odometer and a Steering wheel angle encoder. This work
proved that this approach is both more appropriate and more eﬃcient for vehicle
ego-localization in degraded sensors performance and highly nonlinear situations.
The most widely used vehicle localization methods are the Bayesian approaches re-
presented by the EKF and its variants (UKF, DD1, DD2). The Bayesian methods
suﬀer from sensitivity to noises and instability for the highly non-linear cases. Pro-
posed for covering the Bayesian methods limitations, the Multi-hypothesis (particle
based) approaches are used for ego-vehicle localization. Inspired from monte-carlo si-
mulation methods, the Particle Filter (PF) performances are strongly dependent on
computational resources. Taking advantages of existing localization techniques and
integrating metaheuristic optimization beneﬁts, the OKPS is designed to deal with
vehicles high nonlinear dynamic, data noises and real time requirement. For ego-
vehicle localization, especially for highly dynamic on-road maneuvers, a ﬁlter needs
to be robust and reactive at the same time. The OKPS ﬁlter is a new cooperative-
reactive localization algorithm inspired by dynamic Particle Swarm Optimization
(PSO) metaheuristic methods. It combines advantages of the PSO and two other
ﬁlters : The Particle Filter (PF) and the Extended Kalman ﬁlter (EKF). The OKPS
is tested using real data collected using a vehicle equipped with embedded sensors.
Its performances are tested in comparison with the EKF, the PF and the Swarm
Particle Filter (SPF). The SPF is an interesting particle based hybrid ﬁlter combi-
ning PSO and particle ﬁltering advantages ; It represents the ﬁrst step of the OKPS
development. The results show the eﬃciency of the OKPS for a high dynamic driving
scenario with damaged and low quality GPS data.
Highlights :
 Robust high dynamic localization for vehicles
 A new hybrid data fusion method
 Low cost GPS, INS/Odometer data fusion for vehicle localization
 Validation an test with real word data




Localization, mobile robotic, Kalman ﬁlter, EKF, Particle Swarm Optimization,
PSO, Particle ﬁlter, data fusion, vehicle positioning, navigation, GPS.




L'aide à la conduite est une branche en plein essor et qui vise à développer des
systèmes d'interaction entre le conducteur, le véhicule et l'environnement qui les en-
toure. Les applications et dispositifs d'aide à la conduite contribuent à l'amélioration
du confort et de la sécurité. La conduite devient alors plus intuitive et moins com-
plexe à l'aide de moyens permettant de simpliﬁer l'interaction entre le conducteur
et le véhicule et en fournissant une meilleure perception de l'environnement. Dans
l'aide à la conduite, deux principaux types de systèmes peuvent être distingués :
Les systèmes actifs et les systèmes passifs. Les systèmes actifs (actionneurs) sont des
systèmes agissant sur le comportement du véhicule en provocant des actions indépen-
dantes des consignes des intentions du conducteur. Ces systèmes sont mis en ÷uvre
aﬁn de pallier les limites et les défaillances de réactivité humaine par exemple en
déclenchant des freinages d'urgence. Les systèmes passifs quand à eux ne provoquent
aucune action de manière directe. Ces systèmes se contentent de fournir l'informa-
tion au conducteur ou à un autre système décisionnel. Ces systèmes sont souvent des
dispositifs de perception qui permettent d'avoir une donnée cachée en temps normal
ou de fournir une donnée utile pour la conduite. Un système de perception doit être
ﬁable et précis aﬁn de garantir la véracité des informations fournies. Le coût d'un tel
système est aussi un critère décisif dans son avenir industriel.
La localisation est une brique technologique clé pour n'importe quel système d'as-
sistance à la conduite (ADAS 1). L'information de localisation peut être utilisée pour
développer de nouveaux services qui visent à accroitre l'autonomie et la sécurité des
conducteurs. Ces nouveaux services ouvriront à leur tour la voie à d'autres systèmes
de transports intelligents dédiés aux applications de la route (ITS-R 2) comme par
1. ADAS : Advanced Driving Assistance System
2. ITS-R : Intelligent Transport Systems applied to Road applications
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exemple : les services de voiturier automatisé ainsi que les véhicules à conduite auto-
nome. Ce qui fait de l'égo-localisation précise des véhicules un enjeu important dans
le domaine de la recherche en systèmes de transports intelligents (ITS 3). L'objectif
d'un grand nombre de travaux de recherche en localisation est de fournir un posi-
tionnement plus précis et plus robuste que celui obtenu avec un système classique
de navigation globale par satellite (GNSS 4). Le problème de cet objectif, en plus
d'obtenir la précision requise est de fournir une solution de positionnement précise,
ﬁable et consistante avec le moins de coût ﬁnanciers possible. Ainsi, les capteurs
déjà embarqués ou des capteurs à faible coût sont utilisés en complément du GPS
aﬁn d'eﬀectuer une fusion de données. Des capteurs supplémentaires comme la cen-
trale inertielle (INS 5), l'odomètre, et le capteur de braquage du volant peuvent être
utilisés pour apporter de nouvelles informations. Outre les avantages en termes de
précision, robustesse et ﬁabilité, l'intérêt de la fusion du GPS avec des capteurs pro-
prioceptifs est que cette fusion de données permette une meilleure estimation de
l'égo-localisation du véhicule à une fréquence plus élevée qu'avec un simple GPS. En
plus de la localisation à une fréquence temps réel, les capteurs proprioceptifs per-
mettent de continuer à fournir une égo-localisation pendant une coupure du signal
GPS, rendant par conséquent le processus de localisation robuste aux masquages
GPS et aux dégradations du signal. En complément ﬁnal à la donnée de localisation,
les incertitudes respectives des données GPS et proprioceptives peuvent être aussi
fusionnées aﬁn de fournir une information sur la conﬁance attribuée à ce position-
nement. Ceci s'avère très utile dans les cas de perturbations GPS causées par des
canyons urbains.
Il existe un grand nombre de travaux de recherche se concentrant sur la fusion de
données pour les applications dédiées à la localisation de véhicules [ANL03, ABGL13,
LBCT03, SLM05, NGG07, TMZIUMGS07, ZIBPJ08]. La localisation en Robotique
Mobile est un problème d'estimation de l'emplacement du robot (véhicule) en po-
sition et orientation par rapport à son environnement. L'information issue de la
localisation précise représente un élément important dans la conception d'un véhi-
cule autonome ou d'un système d'aide à la conduite. D'un point de vue probabi-
liste, le problème de la localisation est un processus d'estimation d'état du véhicule
[May82, Lew86, BS92, BSL93]. L'estimation d'état est généralement traitée en utili-
sant des méthodes de Markov en raison de leur gestion logique et simple des états. Le
ﬁltre de Kalman (KF 6) est le ﬁltre optimal pour l'estimation d'état dans le cas des
3. ITS : Intelligent Transport Systems
4. GNSS : Global Navigation Satellite Systems
5. INS : Inertial Navigation System
6. KF : Kalman Filter
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systèmes linéaires gaussiens [Kal60]. Les modélisations cinématiques précises pour un
véhicules sont pour la plupart sous forme de modèles non linéaires. Les chercheurs
ont donc opté pour une adaptation du KF aﬁn qu'il soit compatible à l'estimation
d'état non linéaire. Aﬁn de faire face à cette non linéarité, le Filtre de Kalman Étendu
(EKF 7) et d'autres variantes non linéaires du KF (UKF 8, DD1 9, DD2 10) ont été
proposés [JU97, IX00, JU96, Jul97]. Ainsi, la majorité des approches appliquées à la
fusion de données pour le positionnement des véhicules routiers sont des variantes non
linéaires du KF [NNLGG09, LBDS04, MGLG05, AUBM10, KFI08]. Après la démo-
cratisation de ces approches, une nouvelle approche multi-hypothèses à base de parti-
cules a été développée pour pallier les limites de stabilité des versions non linéaires du
KF tel que l'EKF. Le ﬁltre à particules ou ﬁltre particulaire (PF 11) a ensuite com-
mencé à être employé dans la recherche sur les applications d'égo-localisation des
véhicules autonomes ainsi que pour le tracking (suivi) [HNT10, GGLV12, BBM09].
Cependant, il a été noté que le PF basique souﬀre de dégénérescence des particules
et que sa précision dépend du nombre de particules [SAC02]. Plus le nombre de
particules est important plus le PF est précis, mais l'augmentation du nombre de
particules a un impact direct sur le temps de calcul. Pour éviter la dispersion des
particules et la divergence du PF, des approches d'échantillonnage et de rééchan-
tillonnage sont développées et adoptées [BDH00, DC05, Hol04]. Le rééchantillonnage
consiste en une réorganisation de la distribution des particules en éliminant les par-
ticules inconsistantes et en dupliquant celles qui sont eﬃcaces en fonction de leurs
poids. Une comparaison pertinente des approches les plus connues en rééchantillon-
nage est disponible dans [HSG06]. Le PF à rééchantillonnage permet d'éviter l'explo-
sion de l'essaim par dégénérescence des particules mais ses performances restent tout
autant dépendantes du nombre de particules utilisées. Visant à créer des approches
d'égo-localisation intelligentes pour des véhicules autonomes intelligents, la commu-
nauté scientiﬁque s'est orientée vers les approches hybrides fusionnant les avantages
de méthodes existantes.
Préalablement destiné à simuler le comportement d'animaux en groupe, attri-
buée à Eberhart, Shi et Kennedy [SE98a], L'optimisation par Essaim de Particules
(OEP ou PSO 12 en anglais) est une méthode d'optimisation métaheuristique amé-
liorée pour traiter les problèmes d'optimisation de manière itérative [Cle03, BVA07,
7. EKF : Extended Kalman Filter
8. UKF : Unscented Kalman Filter
9. DD1 : Divided Diﬀrence of First Order
10. DD2 : Divided Diﬀrence Second Order
11. PF : Particle Filter
12. PSO : Particle Swarm Optimization
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EC03, RSC06, CCL02]. En PSO, les particules (agents) sont équipés avec des ca-
pacités cognitives leur donnant la possibilité d'adopter des comportements sociaux
au sein d'une communauté formée par l'ensemble des particules, cette communauté
de particules interactives est appelée essaim. Les particules de la PSO sont en me-
sure d'échanger des informations et de coopérer mutuellement de façon à atteindre
un objectif représentant la meilleure solution au problème traité. Ces particules se
déplacent individuellement à travers l'espace de recherche vers la région où la proba-
bilité de l'objectif (positionnement) est la plus élevée. Les particules évoluent aussi
en optimisant leurs estimations, elles se déplacent vers les meilleures performances de
leurs voisins (communication sociale). De manière itérative, les particules convergent
vers les optima locaux ou vers l'optimum global.
Ces dernières années, les méthodes de localisation hybrides inspirées de la PSO
ont fait l'objet d'un engouement dans la recherche appliquée aux applications d'égo-
localisation et de navigation [GGLV12, HNT10, JC09]. Le ﬁltre particulaire à essaim
de particules (SPF 13) est une hybridation du PF à rééchantillonnage avec la PSO
[HNT10, ZPP11a, TFX06, ZPP11b, FTX07]. La PSO est utilisée pour optimiser la
distribution des particules permettant par conséquent de pallier les limitations du
PF en minimisant la dépendance des performances au nombre de particules et en
minimisant le besoin en rééchantillonnage évitant ainsi la dispersion des particules.
Intégrer la PSO au PF permet aussi d'avoir une méthode d'adaptation de la PSO
qui est une technique d'optimisation aﬁn qu'elle puisse être employée pour des ap-
plications d'égo-localisation et de suivi [CBWC12]. La PSO est aussi utilisée pour
des applications d'égo-localisation en milieu intérieur de robots mobiles à l'aide de
balises [HNT10]. Toutefois, pour la localisation de véhicules à dynamique rapide sur
la base d'une fusion de données multi-capteurs, la technique du dernier article cité
montre des problèmes de paramétrage et de convergence prématurée. La PSO dans
[JC09] est utilisée en tant que composant complémentaire au ﬁltre de Kalman servant
à la calibration des paramètres de bruits. Ce processus permet au ﬁltre de Kalman
de mieux gérer les cas limites de fortes non-linéarités (brusque changement de dy-
namique) pour la localisation en aéronautique. Le résultat obtenu est un processus
basé sur un EKF aidé par la PSO consommant trop de temps de calcul et nécessitant
le réglage expérimental de nombreux paramètres de la PSO.
Inspirés par la localisation hybride des travaux de recherche cités auparavant, les
travaux suivants présentent une méthode de localisation hybride innovante conju-
guant les avantages de plusieurs approches à la fois. Le ﬁltre de Kalman Optimisé à
Essaim de Particules (OKPS 14) est une approche de fusion de données appliquée à la
13. SPF : Swarm Particle Filter
14. OKPS : Optimized Kalman Particle Swarm
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localisation de véhicules routiers à dynamique rapide. L'OKPS considère le problème
d'égo-localisation véhiculaire comme un problème de positionnement probabiliste en
temps réel en introduisant une gestion de la distribution des particules, traitée comme
un problème d'optimisation dynamique. A chaque pas de temps, l'OKPS tente de
trouver la meilleure position du véhicule en fonction des éléments suivants : l'état
précédent du véhicule, les mesures actuelles des capteurs et les informations échan-
gées entre les particules voisines. L'OKPS minimise les besoins de paramétrage par
rapport à une méthode PSO classique et permet de conserver les avantages des ap-
proches sur lesquelles se base l'hybridation PSO/EKF/PF.
L'OKPS sera testé et comparé dans le cadre d'une application d'égo-localisation
de véhicules routiers en conduite urbaine par rapport à d'autres approches large-
ment employées dans ce domaine telles que l'EKF et le PF. Ces approches seront
classées en terme de précision et de robustesse suivant les performances aﬃchées lors
de tests expérimentaux eﬀectués avec des jeux de données réelles collectées avec un
véhicule équipé de capteurs lors de scénarios de conduite sur les pistes de Satoty.
Les performances en précision des ﬁltres en localisation seront évaluées par rapport
à une référence fournie par un GPS RTK 15 centimétrique. La robustesse et la consis-
tance des ﬁltres seront évalués en analysant les résultats fournies par les ﬁltres et
les incertitudes associées à ces résultats suivant des critères conçus pour et dédiés à
l'égo-localisation des véhicules. Les résultats obtenus dans ces travaux donnent une
distinction signiﬁcative entre les performances des diﬀérentes approches. La compa-
raison est faite en termes de précision et sensibilité/robustesse aux valeurs aberrantes.
L'OKPS se distingue des autres méthodes en fonction des situations et des conditions
du signal GPS. Cette distinction est plus signiﬁcative pour des cas de perturbations et
réﬂexions GPS dans les milieux urbains (réﬂexions qui provoquent des multi-trajets :
problème des canyons urbains).
15. RTK : Real Time Kinematic
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2.1 Motivations
Cette thèse s'inscrit dans la suite des travaux eﬀectués au LIVIC (Laboratoire
sur les Interactions Véhicules-Infrastructure-Conducteurs) qui travaille sur plusieurs
projets français et internationaux (CooPerCom, eFuture, Haveit, SCOREF, CVIS,
SafeSpot) ayant pour ﬁnalité le développement de systèmes avancés pour l'aide à
la conduite urbaine. Chaque système intégré à un véhicule, qu'il soit actif (aide au
freinage d'urgence, anti-dérapage, etc.) ou passif (guidage, indicateur de présence
en angle mort, radar de recul) nécessite des informations précises et ﬁables obte-
nues à l'aide de capteurs. La localisation, qui représente l'information en position
et en orientation d'un égo-véhicule est une donnée couramment utilisée par les au-
tomobilistes. La disponibilité de cette donnée fournit une source d'informations qui
alimente plusieurs applications et services tels que le guidage et la planiﬁcation de
trajectoire. La localisation dans le cas général est assurée par des systèmes à base
de systèmes satellitaires GNSS (Global Navigation Satellite System) aidé par des
balises au sol pour gagner en précision. Ce type de source d'information, qui est
suﬃsant pour un guidage urbain et extra urbain, reste cependant vulnérable et n'est
pas toujours très ﬁable. La précision d'un GPS bas cout est de l'ordre de 5 à 6 mètres
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autour de la position indiquée, cette précision n'est pas suﬃsante pour servir d'in-
formation à des systèmes actifs tels que la délégation de conduite. Cette thèse traite
cette problématique de précision et ﬁabilité en essayant de tirer proﬁt des capteurs
existants et embarqués dans un véhicule. Le but de ce travail de recherche est de
faire collaborer plusieurs capteurs, chacun palliant les défauts de l'autre dans le but
d'assurer une localisation robuste et précise en même temps. Dans un contexte de
réalité économique, les capteurs envisagés dans cette étude sont des capteurs pré-
sents ou qui seront facilement présents dans les véhicules de série dans les années à
venir. Le travail de recherche est quand à lui axé sur les méthodes mathématiques
appliquées aux diﬀérents signaux (données) envoyés par ces multiples capteurs aﬁn
d'assurer une collaboration entre ces diﬀérentes sources dans le but de générer une
information globale de localisation précise et robuste, d'où le titre :  Localisation
multi-hypothèses pour l'aide à la conduite : conception d'un ﬁltre "réactif-coopératif"
, La partie du titre mentionnant le multi-hypothèses est en rapport avec l'idée de
base de l'approche développée, ce qui sera expliqué dans le corps de la thèse.
2.2 Objectifs
Le but se résume par l'obtention en sortie du système d'une localisation précise
et robuste. Cette information est une  brique  technologique essentielle pour les
systèmes d'assistance à la conduite, notamment pour les systèmes actifs agissant sur
la trajectoire des véhicules. Robustesse et précision peuvent être obtenues en com-
binant les informations délivrées par plusieurs capteurs grâce à des techniques de 
fusion hybride . Techniquement l'objectif est de concevoir une nouvelle approche
de localisation robuste, ﬁable, adaptée aux situations complexes et aux man÷uvres
rapides d'un véhicule routier. La ﬁnalité est un ﬁltre  réactif-coopératif  utilisant
plusieurs sources de données (capteurs), un modèle d'évolution ainsi qu'une répar-
tition particulaire basée sur ce modèle. Aﬁn de prendre en compte l'adéquation de
chaque particule à la situation courante, un mécanisme de type attraction/répulsion
(approche par essaim) sera utilisé et intégré au ﬁltre. Les applications visées par
ces travaux sont très liées au développement de l'orientation  Route Automatisée
 prise actuellement par l'IFSTTAR. Plus précisément, les sorties de cette nouvelle
approche pourront être utilisées dans les nouvelles applications coopératives en dé-
veloppement (projets CooPerCom) pour assurer et garantir une robustesse et une
forte ﬁabilité de la perception de l'état d'un véhicule.
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2.3 Méthodologie
La localisation précise et robuste est une  brique  technologique essentielle pour
les systèmes d'assistance à la conduite, notamment pour les systèmes actifs agissant
sur la trajectoire des véhicules. Robustesse et précision peuvent être obtenues en com-
binant les informations délivrées par plusieurs capteurs grâce à des techniques de 
fusion hybride . La fusion multicapteurs se traduit par l'utilisation des techniques
permettant le traitement des signaux délivrés par diﬀérents capteurs aﬁn d'amélio-
rer l'information globale sur l'état estimé du véhicule. Le ﬁltrage récursif se compose
d'une étape de prédiction fondée sur un modèle d'évolution faisant intervenir les cap-
teurs proprioceptifs. Ensuite une étape de correction utilisant les données du GPS
permet de corriger la prédiction aﬁn d'obtenir une estimation de la position. Cette
technique, bien adaptée à la robotique mobile à dynamique lente ne permet cepen-
dant pas d'obtenir le niveau de performances requis pour des mobiles à dynamique
rapide. Dans cette thèse nous proposons donc de concevoir une nouvelle approche
de localisation robuste, ﬁable, adaptée aux situations complexes et aux man÷uvres
rapides d'un véhicule routier. Cette approche utilisera et complètera les connais-
sances déjà acquises par le LIVIC sur les approches de localisation multi-modèles
[NGG07, NGGL11], sur le débruitage des données issues de capteurs proprioceptifs
[NN09] et sur les techniques d'auto-diagnostic en temps réel d'un système de lo-
calisation [Mou06]. Le ﬁltre  réactif-coopératif  basé sur le fonctionnement d'un
ensemble d'échantillons évoluant et échangeant des informations sera validé expéri-
mentalement. Cette validation se fera à l'aide de données réelles collectées lors de
scénarios enregistrés par les véhicules instrumentés du LIVIC. Finalement un proto-
cole de test et d'évaluation sera proposé permettant de tester et valider les perfor-
mances de la nouvelle approche comparativement aux autres méthodes. Les critères
utilisés devront être assez génériques aﬁn de permettre la comparaison de diﬀérentes
approches tout en permettant de caractériser et de classer les performances. Ces
critères seront des indicateurs d'erreur, de variance et de consistance du ﬁltre, par
rapport à une référence.
2.4 Contributions
Cette thèse propose une nouvelle approche de fusion de données pour la locali-
sation. Cette approche fusionne les données issues de capteurs embarqués dans un
véhicule aﬁn de faire une égo-localisation précise et robuste du véhicule. L'approche
proposée est nommée OKPS signiﬁant en français Le ﬁltre de Kalman Optimisé
à Essaim de Particules. L'OKPS est le fruit d'une hybridation des principes théo-
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riques des approches PSO, PF et EKF. Le résultat est une conception algorithmique
hybride fusionnant plusieurs briques théoriques issues des approches citées. Cette
conception a pour but de conserver les avantages de chaque approche et d'en réduire
les inconvénients.
L'OKPS est comme le PF, basé sur un ensemble de particules et chacune de ces
particules représente une hypothèse de localisation. Les particules sont diﬀérentes de
celles d'un simples PF car elles sont dotées des attributs des particules d'optimisation
PSO. Il en ressort des particules communicantes entre elles et qui évoluent suivant les
inﬂuences du groupe de particules en échangeant des informations. Les informations
échangées sont des vecteurs de positionnements et leurs vraisemblances ou des me-
sures de conﬁance associées à ces vecteurs. Ces mesures de conﬁance sont calculées
à l'aide d'un mécanisme d'auto-diagnostic qui permet à chaque particule de juger
indépendamment des autres sa performance et de transmettre ce jugement. Ce prin-
cipe d'auto-diagnostic applique le principe théorique de la matrice de vraisemblance
de l'EKF. Enﬁn, une fois les étapes de communication et d'évolution achevées, le
ﬁltre fournit une seule position probable du véhicule en lui associant une mesure de
conﬁance avec une autre matrice de variance covariance représentant la distribution
de l'essaim autour de cet état. Cette fusion qui permet de donner une sortie tradui-
sant l'état global de l'essaim est faite grâce à une fonction de pondération appelée
fonction de Fitness. La fonction de ﬁtness est basée sur la fonction de pondération
probabiliste du ﬁltrage particulaire pour la localisation des véhicules (voir les équa-
tions 4.14 et 4.15 page 49) . Cependant, cette nouvelle fonction est aussi adaptative
et intègre la notion d'auto-diagnostic des particules, permettant de faire un compro-
mis entre les données capteurs et l'optimisation par essaim de particules intégrant
un coté aléatoire et représentant l'inertie des particules. Ces diﬀérentes briques inno-
vantes, constituent l'ensemble de l'algorithme de l'OKPS qui représente un nouveau
type de ﬁltrage hybride réactif-coopératif dans le domaine de la fusion de données
multi-sources appliqué au domaine de la localisation automobile.
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La problématique du positionnement
des véhicules routiers
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3.1 Contexte et littérature
La localisation de véhicule routier peut être partagée en trois types de localisa-
tions : la localisation relative, la localisation absolue et la localisation qui fusionne
ces deux localisations précédentes et qui représente donc la localisation hybride.
3.1.1 Le positionnement relatif
Ce type de localisation est dit relatif car il ne fournit que l'état de l'égo-véhicule
toujours par rapport à un référentiel lié au véhicule (un point de départ connu). Le
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Figure 3.1  GPS : Occultation et Multi-trajets dans des canyons urbains
positionnement relatif peut être aussi composé de trois sous types de positionne-
ment relatifs qui sont le positionnement odométrique, le positionnement inertiel et
l'hybride qui combine les deux. Ces sous types de positionnement correspondent au
capteur utilisé aﬁn de produire le positionnement relatif. Le déplacement du véhicule
est déterminé par intégration successive d'informations décrivant la cinématique du
véhicule. En partant du point de départ, la position du véhicule est donc successi-
vement calculée à l'aide des informations des capteurs proprioceptifs et du modèle
d'évolution de notre véhicule. Les capteurs proprioceptifs les plus utilisés pour la
localisation relative ainsi que le modèle d'évolution du véhicule employé seront pré-
sentés par la suite.
3.1.2 Le positionnement absolu
Une localisation est dite absolue quand elle permet d'exprimer directement le
positionnement du véhicule dans un référentiel global donné (extérieur au véhicule)
sans pour autant se rattacher à une initialisation connue de la position ou à une
incrémentation successive de mouvements à partir d'un point de départ. Deux types
d'approches peuvent être citées pour le positionnement absolu. Le premier utilise des
balises ou repères actifs qui transmettent des informations au véhicule par le moyen
de communication sans ﬁl. Grâce à ces informations reçues, le système de perception
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construit par trilatération 1 la position absolue du véhicule. Cette méthode constitue
le principe employé par le positionnement GPS ou par GSM. Le deuxième type se
base sur l'utilisation d'éléments reconnaissables dans l'environnement (amers) mais
non actifs tels que des points de repères ou des balises dont les positions sont connues
dans un environnement connu. Cette dernière stratégie se base sur des capteurs té-
lémétriques (Laser, Radar, Lidar) ou sur des systèmes de visions (caméra : mono,
stéréo, ou omnidirectionnelle). Le processus de localisation dans ce cas là se fait sui-
vant trois étapes : La première est la construction d'une carte de perception locale de
l'environnement de l'égo-véhicule à l'aide des informations recueillies par le capteur
(détection et reconnaissance de point d'intérêts). La deuxième étape est la mise en
correspondance de cette carte locale avec une carte globale de l'environnement qui
constitue actuellement un référentiel. La troisième et dernière étape consiste à calcu-
ler la position absolue et l'orientation du véhicule par triangulation des informations
des capteurs extéroceptifs. La carte globale décrivant l'environnement entourant le
véhicule peut aussi ne pas être disponible, dans ce cas, le système de perception peut
construire sa propre carte de perception globale au fur et à mesure de son exploration
de l'environnement. Cette technique s'intitule le SLAM 2 [BDW06]. La présentation
du principe détaillé de la localisation absolue par système satellitaire et les diﬀérents
référentiels qui peuvent être employés seront présentés par la suite.
Il existe un cas où les systèmes de vision peuvent être utilisés pour faire de la
localisation relative. Ceci est appelé l'Odométrie-Visuelle. L'odométrie visuelle uti-
lise la caméra pour calculer progressivement le mouvement d'un robot entre deux
ou plusieurs images consécutives et le positionner dans les six degrés de liberté dans
un monde 3D. Les approches d'odométrie visuelle destinées à des applications de
localisation des véhicules routiers doivent répondre à des contraintes de coût et de
fonctionnement en temps réel tout en permettant l'utilisation de modèles d'évo-
lution simpliﬁés. En raison de travaux précédents eﬀectués au sein du laboratoire
IFSTTAR/LIVIC sur les méthodes basées sur des caméras Stéréo ou Monoculaires,
nous exclurons dans notre synthèse les méthodes basées sur les caméras Omnidirec-
tionnelles.
La plupart des approches existantes pour l'odométrie visuelle sont basées sur les
étapes suivantes :
- Acquisition d'images : En utilisant soit une caméra `monoculaire', une paire de
caméras `stéréo' ou même deux paires stéréo, ou une caméra omnidirectionnelle.
- Correction de l'image : appliquer les techniques de traitement d'images pour
1. Trilatération : calcul de la position par géométrie uniquement à l'aide des distances, contrai-
rement à la triangulation qui utilise les angles et les distances
2. Simultaneous Localization And Mapping
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la correction de distorsion d'objectif, rectiﬁcation épipolaire pour le cas de la sté-
réo. . . etc.
- La détection de points d'intérêts ou de zones caractéristiques : se divise en
deux catégories bien distinctes, denses et éparses. La détection se fait par diﬀérentes
méthodes tel que : SIFT, SURF, HARRIS. . . etc. [NNB04, FS12].
- l'appariement de points d'intérêts : La mise en correspondance des points d'in-
térêts entre images, gauche et droite pour la stéréo, ou bien images séparées par
intervalle temporel pour des méthodes de ﬂot optique.
- Élimination des valeurs aberrantes : généralement par des méthodes stochas-
tiques, par exemple avec le RANSAC [CGDM10].
- Estimation du mouvement : Soit par des techniques basées sur l'apparence et le
ﬂot optique (minimisent une erreur directement sur la base des mesures de l'image.
elles sont souvent monoculaires et font des hypothèses fortes sur la nature de la struc-
ture dans la scène ou le modèle d'appareil photo). Soit par des techniques directes
basées sur des modèles (minimisent l'erreur du capteur directement dans l'espace et
évitent par la suite les fonctions d'appariement et d'extraction ; Cependant, elles ont
l'inconvénient majeur de nécessiter un modèle a priori qui n'est pas toujours dispo-
nible ou extrêmement diﬃcile à obtenir dans le cas des environnements complexes
en milieu urbain). Il existe une autre méthode appelée visiodometrie qui estime la
translation roto-planaire entre les images en utilisant la corrélation de phase au lieu
de l'extraction de caractéristiques.
L'avantage principal apporté par les méthodes de localisation absolue par rap-
port aux méthodes de localisation relative est l'élimination des erreurs cumulatives.
En faisant l'acquisition séquentiellement de données absolues n'ayant pas de relation
consécutive avec la donnée précédente nous évitons l'accumulation des erreurs et
par conséquence le phénomène de dérive rencontré avec la localisation relative. Ce-
pendant, la localisation devient dépendante de la visibilité des éléments informatifs,
qu'ils soient actifs ex. Satellites GPS ou passifs ex. Amers.
La mise en place d'un système ﬁable à base d'une seule approche de localisation
(absolue ou relative) peut s'avérer couteux. Spécialement pour le cas de la localisation
absolue qui pour être ﬁable et précise nécessitera forcément de lourds investissements
en matière de capteurs et/ou d'aménagement de l'environnement. Dans l'idée de
développer des systèmes de localisation précis qui pourront être intégrés dans la
plupart des véhicules futurs sans trop avoir d'impact sur le prix de ces derniers, les
travaux de recherche se sont donc orientés vers une localisation hybride [ABGL13,
HNT10, JC09, NGG07, GGLV12, TMZIUMGS06, PZ04, LJ05, ZPP11a, ANL03,
CBWC12, BS90, BDW95].
L'hybridation de ces deux approches de localisation à pour but d'améliorer la
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localisation en compensant mutuellement les lacunes des méthodes précédemment
décrites (dérive à long terme pour le positionnement relatif et le problème de mas-
quage (occultation) pour le positionnement absolue). Pour mettre en ÷uvre cette
combinaison des informations des deux approches, il est nécessaire d'employer des
processus de fusion de données. Nous étudierons les méthodes de fusion de données
employées généralement pour la localisation en robotique mobile : les méthodes de
ﬁltrage Bayésien. Dans nos travaux de recherche, nous allons étudier les adaptations
de ces méthodes de ﬁltrage à la localisation à dynamique rapide. Après l'étude des
diﬀérentes approches appliquées et adaptées à la localisation de véhicules routier, le
travail consistera à développer un ﬁltre coopératif réactif s'inspirant et améliorant
des méthodes de la littérature aﬁn d'obtenir des performances en égo-localisation
garantissant une meilleure robustesse aux bruits et aux aléas de l'environnement (ie.
les canyons urbains qui causent des occultations et erreurs de mesures GPS comme
le montre la ﬁgure 3.1).
3.2 Modélisation cinématique du véhicule
La localisation précise d'un véhicule à l'aide de données capteurs multiples né-
cessite un modèle d'évolution de cet ego-véhicule. Une modélisation simple et ﬁdèle
permet l'implémentation d'approches rapides et eﬃcaces en matière de localisation.
Les travaux de recherche accomplis dans [Bad09] et [Ven03] permettent d'avoir les
informations nécessaires sur les référentiels et les modélisations possibles d'un véhi-
cule routier. Ceci aﬁn de choisir le modèle le plus adapté à l'application visée. Les
points suivants présentent le modèle d'évolution du véhicule et les référentiels les
plus utilisés pour de tels travaux.
3.2.1 Référentiel
Il existe plusieurs choix possibles de référentiel pour décrire la dynamique d'un
véhicule. Les diﬀérents référentiels existants sont présentés dans [Bad09, Ven03] (ex :
repères roues, repère aire de contact, repère intermédiaire, repère caisse, etc.). Nous
portons notre intérêt sur deux repères plus précisément : Le repère inertiel et le
repère caisse ou véhicule.
1. Repère Inertiel
C'est un repère Galiléen lié à la route et centré en un point ﬁxe du plan parcouru











Z ∧ −→X , sachant que :
Localisation multi-hypothèses pour l'aide à la conduite : conception d'un
ﬁltre "réactif-coopératif"
CHAPITRE 3. LA PROBLÉMATIQUE DU POSITIONNEMENT 30
O est un point appartenant au plan de la route.−→
Z est un vecteur ascendant perpendiculaire au plan de la route.−→
X est un vecteur arbitraire horizontal au sol.
L'étude de la trajectoire du véhicule sera faite par sa description sur le plan de




Y ). Le cap du véhicule sera mesuré à partir de l'angle θ
formé par l'axe
−→
X et le vecteur vitesse du véhicule ~Vlon .
1. Repère Caisse
Ce repère est lié au centre de gravité G du véhicule. Le repère caisse ou véhicule peut






Z1). Pour ce repère :−→
X1 : est horizontal, prend son origine à G et est orienté vers l'avant du véhicule.−→
Z1 : est colinéaire à
−→
Z au point de départ.−→
Y =
−→
Z ∧ −→X .
En appliquant ce référentiel, le cap du véhicule peut être exprimé par la diﬀérence
d'orientation par rapport à celle initialisée au départ.
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3.2.2 Le modèle Bicyclette
o
Figure 3.2  Modélisation en modèle Bicyclette
Il existe une multitude de modèles simpliﬁés permettant d'étudier le comporte-
ment dynamique d'un véhicule [VGKB04, SGFR94]. Le modèle présenté et étudié par
la suite se caractérise par sa simplicité et son eﬃcacité (voir ﬁgure 3.2). Comme son
nom l'indique, le modèle bicyclette déﬁni le modèle du véhicule à l'aide de deux roues
au total (semblable à un vélo, d'où le nom bicyclette) [NR95]. Ce modèle considère
les principes suivants : Que le véhicule évolue sur une route parfaitement plane et
collée au plan horizontale ( ~XZ = ~VZ = ~0 ), il n'y a pas de glissement. La longueur de
l'essieu l est toujours constante, l'angle de braquage de la roue directrice est toujours
connu et compris dans l'intervalle [0, pi
2
], le point de contact entre chaque roue et le
sol et le centre de gravité sont alignés, la masse et l'inertie des roues sont négligées
et que les odomètres sont montés sur les roues arrière [Lan06, Abu05, Bon05].
Le modèle cinématique décrit par l'expression mathématique 3.1 fournis la loca-
lisation de l'égo-véhicule ~Xk+1 en se basant sur sa dernière position connue ~Xk et des
mesures des capteurs proprioceptifs. ~Xk = (Xk, Yk,θk) est le vecteur d'état de l'égo-
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véhicule informant sur sa position et son orientation actuelle. Dans le modèle 3.1, δS
représente la distance longitudinale parcourue par l'égo-véhicule entre deux instants.
Cette distance peut être obtenue à l'aide des odomètres montés sur les roues arrières
en appliquant le calcul suivant : δS = distk − distk−1 = V itk.4T . δθreprésente la va-
riation du cap du véhicule entre deux instants et est obtenu à l'aide des mesures de
la centrale inertielle (gyroscope), δθ =ωk.4T tel que ωk la vitesse angulaire du lacet
du véhicule autour de l'axe vertical Z à l'instant k. ψreprésente l'angle de braquage
de la roue directrice obtenu par mesure à l'aide d'un codeur d'angle au volant.








θk+1 = θk + δθ
3.2.3 Avantages et inconvénients du modèle Bicyclette
Comme indiqué précédemment, ce modèle cinématique se distingue par sa simpli-
cité et son eﬃcacité. Le rapport précision/complexité étant satisfaisant, nous avons
fait le choix d'employer cette modélisation cinématique pour les tests et le dévelop-
pement. Néanmoins, une meilleure précision de modélisation est toujours possible à
moyen et long terme en transposant le travail développé en matière de localisation
hybride sur d'autres modèles d'évolution du véhicule, plus complexes et plus précis.
En eﬀet, les systèmes utilisant la modélisation bicyclette pour la localisation avec
de l'odométrie sont plus sujets aux dérives à cause du patinage et du glissement des
roues qui ne sont pas pris en compte. Notez que, les mesures de distance et d'angle
accumulent les erreurs au ﬁl du temps, mais pas la mesure de la vitesse. Pour avoir
une information absolue ou une information complète et cohérente, l'approche par
hybridation associe un capteur GPS aux autres capteurs sujets aux erreurs cumula-
tives aﬁn de compenser les dérives. Le modèle bicyclette est donc tout à fait adéquat.
Il reste cependant des erreurs qui limitent ce modèle puisqu'il ne les gère pas, telles
que les dérives causées par des diamètres de roues diﬀérents (causés par l'usure), le
non alignement des roues, les contacts roues/chaussée etc. Ces erreurs présentent un
caractère aléatoire et dépendent de la qualité des pneumatiques et de la chaussée ainsi
que des conditions météorologiques. Gérer ces diﬀérents facteurs revient à utiliser des
modèles intégrant la mécanique du véhicule tels que vu dans [Ven03] ainsi que des
modèles de comportement sur les chaussées dans diﬀérentes conditions climatiques.
L'intérêt principal du modèle bicyclette est qu'il nous permet de calculer simplement
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les matrices jacobiennes (dérivées partielles) de la matrice d'évolution, de commande
et de mesure ; utiliser un modèle d'évolution plus précis mais plus complexe rendrait
ces calculs bien plus diﬃciles à gérer en temps réel.
3.3 Prise en compte des bruits de mesures
La qualité de la localisation fournie par un estimateur est toujours dépendante de
la qualité des informations fournie par les diﬀérents capteurs tel que le GPS, l'odo-
mètre, le gyromètre, l'accéléromètre ou le codeur d'angle au volant. L'hybridation
de la donnée GPS pour une localisation meilleure dépend donc principalement de la
qualité des données supplémentaires (proprioceptives) disponibles.
Les approches par hybridation du GPS avec d'autres capteurs proprioceptifs per-
mettent une estimation de la localisation du véhicule avec ou sans la disponibilité
des données GPS. Ceci est possible avec les estimateurs de type bayésien en phase
de prédiction où les données proprioceptives permettent d'obtenir une continuité de
l'estimé a priori de l'évolution du véhicule tout en introduisant des bruits dits de
processus ou de système. Ces bruits viennent des erreurs des données capteurs pro-
prioceptifs, se cumulent aux bruits de modélisation attribués au modèle véhicule.
L'ensemble des bruits permet d'estimer la vraisemblance de la prédiction notée sous
la forme d'une matrice de variance covariance Pk|k−1. Les données proprioceptives
permettent de continuer à estimer la position du véhicule entre deux mesures GPS
fournies à des fréquences faibles. Ces données proprioceptives sont la source qui per-
met à l'estimateur de continuer à fournir une position du véhicule dite à l'estime
(prédiction) lorsque le signal GPS souﬀre de masquage.
L'information de localisation dans le domaine de l'aide à la conduite n'est gé-
néralement qu'une fonction qui transmet une information de positionnement à des
modules de traitement de données consacrés aux applications développées. En eﬀet,
la localisation doit fournir une information à une plus grande fréquence que celle d'un
GPS classique essentiellement dans les applications temps réel. Toutefois, les don-
nées des capteurs proprioceptifs sont la principale cause de problèmes de dérive pour
les estimateurs. La dérive résulte du cumul des erreurs présentes dans l'information
inertielle.
Les points majoritairement considérés aﬁn de corriger les mesures des capteurs
proprioceptifs sont d'un coté les caractéristiques techniques et technologiques des
capteurs et d'un autre coté la méthode employée pour la collecte des données [BS90,
BDW95, Mar99].
Considérant que, pour ce type de capteurs, les défauts dominants traités sont le
biais et le bruit de mesures, les mesures sont généralement considérées comme dans
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[Suk00] suivant l'équation 3.2 :
Mi = mi + bm + ν (3.2)
Mi représente la mesure fournie par le capteur qui elle même contient :mi qui est
la vraie mesure, bm est le biais du capteur, et ν représente le bruit blanc du signal.
Les travaux eﬀectués par le LIVIC dans le domaine du débruitage, dont une partie
est disponible dans la thèse de Ndjeng [NN09], traitent la question du débruitage des
données issues de capteurs proprioceptifs.
Ces travaux concluent que le débruitage par seuillage d'ondelettes de type Coiet
ayant 4 moments nuls s'avère être la méthode la plus eﬃcace pour gérer des données
provenant d'une centrale inertielle du type VG400. Cependant, procéder à un pré-
traitement en ligne des données pour une application en temps réel reste un choix
diﬃcilement applicable. Faisant un compromis entre temps d'exécution, ressources
informatiques et atténuation des bruits de mesures, aucun pré-traitement n'est fait
dans le cadre des applications de localisation qui vont suivre. Les bruits de mesure
seront tout de même pris en compte comme décrit dans l'équation 3.2. Les méthodes
de fusion qui suivront pourront donc tout à fait prendre en charge les erreurs de
mesures des diﬀérents capteurs proprioceptifs à l'aide des variances attribuées aux
diﬀérentes sources, sous condition que ces variances traduisent au mieux les erreurs
des données fournies par ces capteurs.
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Chapitre 4
Fusion multicapteurs pour la
localisation de véhicules routiers
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4.1 Introduction
Au cours de la dernière décennie, la recherche en systèmes de transport intelligent
dans le domaine routier (ITS-R : Intelligent Transport Systems applied to Road ap-
plications) a été très active, en ciblant le développement de navigateurs, des systèmes
avancés d'assistance à la conduite (ADAS : Advanced Drive Assistance Systems), des
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véhicules automatisés et des systèmes de sécurité (CASS : Collision Avoidance Sup-
port Systems). Pour ce genre d'applications, des informations de positionnement à
haute intégrité sont nécessaires.
Les ITS sur le marché de l'industrie doivent avoir un minimum de coût, facile à
installer et qu'à maintenir, ainsi qu'ils doivent fournir un positionnement en continu
(même en cas de panne du signal GNSS) pour les systèmes de localisation. Dans
ces conditions, le traitement et la fusion des informations en provenance de diﬀé-
rentes sources déjà intégrés est l'une des meilleures solutions. L'hybridation du GPS
est généralement faite avec d'autres capteurs proprioceptifs : IMU (unité de mesure
inertielle), Gyromètre, Odomètre, etc. Pour ceci on a besoin de méthodes mathéma-
tiques pour la fusion de données et l'estimation d'état. Parmi les plus connues, on a
le ﬁltre de Kalman qui est largement utilisé, mais n'est optimal que pour les systèmes
linéaires. Dans les applications routières, les modèles sont généralement non-linéaires,
ce qui conduit à l'utilisation de méthodes sous-optimales telles que l'EKF (ﬁltre de
Kalman étendu). Cependant, les fortes non-linéarités des équations peuvent conduire
à des problèmes d'instabilité et de divergence avec l'EKF.
Ainsi, la recherche internationale s'est concentrée sur la question de la localisa-
tion du véhicule robuste et précise, en cherchant à améliorer la donnée uniquement
fournie par du GNSS (Global Navigation Satellite System) par la fusion avec des don-
nées provenant des capteurs proprioceptifs. Les méthodes d'estimation bayésiennes
récursifs sont la solution la plus populaire pour l'estimation d'état et de mesure des
données de fusion (EKF, UKF, DD1, DD2 etc.).
Certaines nouvelles méthodes ont été développées aﬁn de limiter les eﬀets du
problème de la linéarisation et du calcul de Jacobiennes (utilisé dans l'EKF) et
ainsi, améliorer l'estimation non linéaire. Chacune de ces méthodes utilise un autre
moyen de linéarisation en ayant souvent le même ordre de complexité algorithmique
que l'EKF. Quelques autres variantes du ﬁltre de Kalman ont ainsi été développées
comme la diﬀérence divisée d'ordre premier et deuxième (DD1 et DD2) et le ﬁltre de
Kalman inodore (UKF). Ces variantes ainsi que les approches multi-hypothèses telles
que le ﬁltre particulaire (PF) sont basées sur l'idée qu'il est plus facile d'approcher une
distribution gaussienne que d'approcher une fonction non-linéaire. La linéarisation
est ici réalisée par régression linéaire des fonctions statistiques ou par le biais de points
d'échantillonnage de l'estimation de l'État. Ces variantes du ﬁltre de Kalman restent
néanmoins des solutions sous-optimales avec l'hypothèse d'un bruit gaussien. L'étude
accomplie par cette thèse vise à exploiter leurs avantages et limiter leur inconvénients.
Une comparaison théorique et expérimentale de ces méthodes dans le contexte de
localisation du véhicule a fait l'objet de travaux précédents au LIVIC [Sei06, Lan06,
NN09]. Ces travaux ont démontré les diﬀérences théoriques et applicatives pour une
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localisation dynamique d'un égo-véhicule. En synthèse de ces travaux, les variantes
du ﬁltre de Kalman semblent dans le cas général aﬃcher des performances semblables,
ce qui nous amène à étudier l'EKF comme approche comparative de référence. La
comparaison se fera aussi avec le ﬁltre particulaire aﬁn d'avoir une approche multi-
hypothèses comme deuxième référence de comparaison.
4.2 Le ﬁltre de Kalman Étendu
4.2.1 Introduction
Dans cette partie nous introduisons la théorie bayésienne aﬁn de poser les fonde-
ments des ﬁltres développés dans ces travaux et de pouvoir essentiellement expliciter
les notions de probabilités a posteriori et a priori et celle de vraisemblance dans le
ﬁltre de Kalman. Ces bases nous serviront à valider la formulation mathématique du
ﬁltre de Kalman et à détailler les formulations de chacune de ses étapes : initialisa-
tion, linéarisation (calcul des Jacobiennes), prédiction, et estimation.
4.2.2 Le ﬁltre de Kalman Étendu : théorie et implémentation
Le ﬁltre de Kalman étendu (EKF) est la version non linéaire du ﬁltre de Kalman
(KF). Dans le cas des modèles d'évolution bien déﬁnis, l'EKF est le plus largement
utilisé pour l'estimation d'état non linéaire pour les systèmes de navigation et à base
de GPS.
Le principe de l'EKF peut se résumer en deux étapes :
L'étape de prédiction : L'utilisation de l'état précédent connu du véhicule et des
mesures des capteurs proprioceptives permet de produire une estimation de l'état
actuel du véhicule nommé état prédit auquel on attribue une incertitude.
L'étape d'estimation ou de mise à jour : Le ﬁltre corrige sa prédiction à l'aide
de la mesure GPS ou de données extéroceptives (cartographie, balises, etc.). La
réévaluation ﬁltre l'état du véhicule et son incertitude en utilisant une moyenne
pondérée entre les données correctives et la prédiction (poids attribué à l'état qui a
la plus grande précision par le gain Kalman).
Théorie :
Ici nous allons à partir d'une représentation d'état d'un système physique réel 1
et en appliquant les notions bayésienne, retrouver les formulations de base du ﬁltre
1. D : matrice de transfert direct, nulle pour un système physique réel
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de Kalman étendu. Cette démarche peut être retrouvée facilement dans plusieurs
ouvrages d'automatique et de mathématiques appliquées. Pour cette raison, le but
ici n'est pas de reproduire les étapes mathématiques ni de trop détailler. Le but de ce
qui suit est de permettre au lecteur de comprendre le principe du ﬁltre de Kalman.
Soit un système décrit par les équations d'état suivantes :{
Xk = Ak−1Xk−1 +Bk−1uk−1 + νk−1
Zk = CkXk + ηk
(4.1)
On suppose que la condition initiale X0 est gaussienne, de moyenne X¯0, la suite ν
est un bruit blanc gaussien, de matrice de covariance Q, la suite η est un bruit blanc
gaussien. Les bruits ν et η et la condition initialeX0 sont mutuellement indépendants.
L'équation de prédiction d'état du ﬁltre de Kalman est l'application directe de
celle de la représentation d'état qui donne l'équation suivante :
Xˆk|k−1 = Ak−1Xˆk−1|k−1 +Bk−1uk−1 + νk−1 (4.2)
.
Le Filtre de Kalman étant un estimateur sans biais, on peut écrire :
Pk|k−1 = E
[




(Xk − Xˆk|k)(Xk − Xˆk|k)T
] (4.3)
Le rôle du ﬁltre de Kalman est de minimiser l'écart entre l'état réel Xk et celui
estimé Xˆk|k. La trace de la matrice Pk|k peut être notée :
tr (Pk|k) = (Xk − Xˆk|k)(Xk − Xˆk|k)T
Le ﬁltre de Kalman a pour but de minimiser cette trace par le moyen d'une
correction linéaire avec un gain Kk. En fonction de l'importance de la variance du
bruit de mesure par rapport à la variance de l'estimé prédite, le ﬁltre va accorder
plus d'importance à la prédiction ou à la mesure.
 Quand l'incertitude de mesure est faible Rη → 0 =⇒ Kk → C−1
 Quand l'incertitude de l'estimé est faible Pk|k → 0 =⇒ Kk → 0
A partir des équations 4.1 et 4.2 on calcul (Xk − Xˆk|k−1).
(Xk − Xˆk|k−1) = Ak−1(Xk−1 − Xˆk−1|k−1) + νk−1 (4.4)
En remplaçant (Xk−Xˆk|k−1) dans Pk|k−1 (déﬁnie dans l'équation 4.3) on obtient :
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Pk|k−1 = E
[














Pk|k−1 = Ak−1Pk−1|k−1ATk−1 +Rνk−1 (4.5)
L'équation résultante 4.5 couplée avec l'équation 4.2 forment les couples d'équa-
tions de prédiction de Kalman employés par la suite dans la formulation 4.11.
La partie suivante va traiter l'étape de mise à jour et de calcul du gain. Dans ce
qui suit, on explique le principe de correction employé dans le ﬁltre de Kalman et
nous en déduisons la formule du gain pour la correction.





Dans l'équation 4.6 le principe de correction linéaire est illustré. Xˆk|k étant l'es-
timé calculée en faisant une correction linéaire de la prédiction Xˆk|k−1 avec un gain
de Kalman Kk entre la mesure Zket l'observation CkXˆk|k−1.
En remplaçant l'expression de Zk notée dans la représentation d'état 4.1 dans
l'équation expliquant le principe de correction linéaire 4.6, on obtient l'expression
suivante :
Xˆk|k = Xˆk|k−1 +Kk
[
CkXk + ηk − CkXˆk|k−1
]
(Xˆk|k −Xk) = (I −KkCk)(Xˆk|k−1 −Xk) +Kkηk
(Xˆk|k −Xk)T = (Xˆk|k−1 −Xk)T (I −KkCk)T + ηTkKTk
En utilisant les deux dernières expressions pour exprimer Pk|k comme noté dans
l'équation 4.3 on peut écrire :
Pk|k = (I −KkCk)Pk|k−1(I −KkCk)T + kkRηkKTk (4.7)
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Cette expression obtenue est celle employée pour la mise à jour des variances/covariances
dans le ﬁltre de Kalman. La notation 4.12 utilise une variante simpliﬁée de cette même
équation 4.7 aﬁn de pallier certains problèmes de singularité et d'éviter la divergence
du ﬁltre.
Le calcul du gain se fait en employant cette dernière équation de mise à jour
notée ci-dessus en 4.7. On commence par développer l'expression obtenue.
Pk|k = (I −KkCk)Pk|k−1(I −KkCk)T + kkRηkKTk
Pk|k = Pk|k−1 −KkCkPk|k−1 − Pk|k−1CTk KTk +Kk(CkPk|k−1CTk +Rηk)KTk
En employant le principe de la factorisation de Cholesky et dans un but de sim-
pliﬁcation, on pose : CkPk|k−1CTk +Rηk = SkS
T
k
l'expression de Pk|k donne alors :
Pk|k = Pk|k−1 −KkCkPk|k−1 − Pk|k−1CTk KTk +KkSkSTkKTk
Pk|k = Pk|k−1−KkSkS−1k CkPk|k−1−Pk|k−1CTk (STk )−1STkKTk +KkSkSTkKTk +ψkψTk−ψkψTk
Pk|k = Pk|k−1 + (KkSk − ψk)(KkSk − ψk)T − ψkψTk
Aﬁn que le gain Kk minimise Pk|k il est impératif que (KkSk − ψk) = 0 ⇒
Pk|kmax = Pk|k−1 − ψkψTk
Le gain qui minimise Pk|k est donc exprimé par : Kk = ψkS−1k , en remplaçant
dans cette expression ψket Skpar leur expressions tel que :
ψk = Pk|k−1CTk (S
T
k )
−1 et SkSTk = CkPk|k−1C
T







A ce stade, on a obtenu toutes les briques de formulations mathématiques pour
un ﬁltre de Kalman qui sont les équations de prédiction et d'estimation (correction,
mise à jour). Il reste à implémenter la méthode pour un système non linéaire tel que
le notre en adoptant une linéarisation autour de l'estimé. La linéarisation autour de
l'estimé se fait en appliquant des dérivées partielles sur les diﬀérentes matrices du
système, ces nouvelles matrices à base de dérivées partielles sont les Jacobiennes.
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Implémentation :
L'implémentation du ﬁltre commence par une étape d'initialisation dans laquelle
on donne des valeurs initiales aux éléments suivants :
X : Vecteur d'état (x, y, θ)T .
U : Vecteur de Commande.
P : Matrice de Variance/Covariance.
w : Bruit de Processus.
Q : Matrice de Variance/covariance représentant le bruit de Processus.
v : Bruit de Mesure.
R : Matrice de Variance/covariance représentant le bruit de Mesure.
Y : Vecteur de Mesures.
Les matrices Jacobiennes A et H sont dérivées respectivement de f la fonction
d'évolution (ou de transition) et h la fonction d'observation (ou de mesure). La
prédiction est faite en employant la matrice d'évolution A. La correction se fait avec
le gain de Kalman qui ajuste le vecteur d'état et la matrice de variance-covariance.
Initialisation :
Xˆ0 = E[X0]
P0 = E[(X0 − Xˆ0)(X0 − Xˆ0)T ] (4.9)
Q0 = E[(w − w)(w − w)T ]
R0 = E[(v − v)(v − v)T ]
Jacobiennes :
Axk = ∇xf(X, uk, w)|X=Xˆk−1|k−1,Uk−1
Hk = ∇xh(X, v)|X=Xˆk|k−1 (4.10)
Prédiction :
Xˆk|k−1 = f(Xˆk−1|k−1, Uk−1) (4.11)
Pk|k−1 = AxkPk−1|k−1ATxk +Qk
Estimation :




Xˆk|k = Xˆk|k−1 +Kk[Yk −HkXk|k−1] (4.12)
Pk|k = (I −KkHk)Pk|k−1
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4.2.3 Application de l'EKF à la localisation des véhicules rou-
tiers
2.5. Algorithmes de fusion pour la localisation hybride Etat de l’art
la localisation e´tant nume´rique, ceci ne´cessite d’exploiter des donne´es e´chantillonne´es a` travers
une version discre`te de cet estimateur. Soit la fonction de transition f et la fonction de mesure
ou d’observation h, le proble`me d’estimation se pose ainsi qu’il suit :
Xk|k−1 = f(Xk−1|k−1, uk, wk) wk  N (0, Qk)
Yk = h(Xk|k−1, vk) vk  N (0, Rk) (2.18)
Xk|k−1 est le vecteur d’e´tat pre´dit a` l’instant k, wk et vk repre´sentent respectivement le bruit du
processus et le bruit de mesure, ils sont suppose´s blancs Gaussiens, centre´e et inde´pendants avec
une matrice de variances-covariances Qk et Rk, respectivement, syme´triques de´finies positive.
Le filtre de Kalman est a` deux entre´es : uk (la commande) et Yk les observations et il se de´compose























Fig. 2.11 – Algorithme re´cursif du filtre de Kalman
X et le signal observe´ Y peuvent eˆtre repre´sente´s par un mode`le d’e´tat gaussien markovien,
alors :
Xk|k−1 = Ak|k−1Xk−1|k−1 +Bkuk + wk wk  N (0, Qk)
Yk = HkXk|k−1 + vk vk  N (0, Rk) (2.19)
avec :
– Ak la matrice d’e´volution du syste`me de l’instant k − 1 a` l’instant k,
– Bk la matrice de commande a` l’instant k,
– Hk la matrice de mesure a` l’instant k,
– uk la commande suppose´e connue, a` l’instant k,
– wk le bruit de processus a` l’instant k,
– Qk la matrice de variances-covariances du bruit de processus a` l’instant k,
– vk le bruit de mesure a` l’instant k,
– Rk la matrice de variances-covariances du bruit de mesure a` l’instant k.
Les bruits sont conside´re´s comme inde´pendants entre eux et inde´pendants de l’e´tat, Gaussiens,
blancs et centre´s.
Soit un mode`le (Ak|k−1,Bk,Hk,Xˆ0,P0,Qk,Rk), e´tant donne´ un vecteur de mesures,
Zk = (Yk, uk, Yk, uk, · · · , Y0, u0)
le proble`me consiste a` chercher un estimateur (optimal) de Xk note´ Xˆk|i. Trois situations se
distinguent alors :
A. Ndjeng Ndjeng 28
Figure 4.1  Égo-localisation par Filtrage de Kalman
La localisation de l'égo-véhicule par le ﬁltre de Kalman étendu suivra les étapes
indiquées par la ﬁgure 4.1. Sur cette ﬁgure nous pouvons voir qu'après une étape
d'initialisation (détaillée dans 4.9), l'état initial ainsi que son incertitude associée
sont générés et sont notés respectivement dans la ﬁgure 4.1 comme Xˆ0 et P0. Ensuite
vient l'étape de prédiction détaillée par les équations 4.11. La prédiction fait usage
du modèle d'évolution décrit dans 3.2.2. Le modèle est linéarisé autour du dernier
état connu suivant le principe des Jacobiennes décrites par 4.10. La linéarisation se
fait en considérant l dernier ét t connu (initialisation, prédiction ou mise à jour)
comme le véritable état du véhicule (ce qui n'est qu'une approximation). La pré-
diction est appliquée suiv nt le modèle linéarisé faisant appel aux données fournies
par les capteurs proprioc ptifs. L pré iction est appliquée aﬁ de fournir un état
probable du véhicule à l'instant présent en y associant une incertitude. Le résultat
de la prédiction est donc l'état prédit Xˆk|k−1et son incertitude Pk|k−1. Les données
proprioceptives provenant des capteurs étant beaucoup plus rapides que celles uti-
lisées en extéroceptif (GPS bas couts), plusieurs étapes de prédictions se succèdent
avant l'appel d'un processus (étape) de mise à jour ou de correction (voir ﬁgure 4.1).
La fréquence des capteurs proprioceptifs est généralement de 100 à 500 Hz et le GPS
est le plus souvent à1 Hz pour les bas couts. En traitant les données qui arrivent en
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temps réel, le processus multiplie les étapes de prédiction en considérant à chaque
instant k l'état prédit auparavant comme le précédent état connu Xˆk−1|k−1et son
incertitude devient Pk−1|k−1. Une fois une donnée extéroceptive disponible, vient la
phase de correction (mise à jour). En appliquant la mise à jour détaillé par le groupe
d'équations 4.12, le ﬁltre vient rééstimer l'état du véhicule en corrigeant l'état cal-
culé a priori Xˆk|k−1 (prédiction) par une donnée GPS actuelle Yk. La correction se
fait en appliquant le gain de Kalman Kk qui permet de se rapprocher de la zone de
positionnement ayant la meilleure incertitude entre l'état prédit et l'état fourni par
la mesure GPS. Cette étape délivre en sortie un état dit a posteriori Xˆk|k ainsi que
son incertitude associée Pk|k calculée dans le cas général suivant 4.7 et dans notre
application suivant 4.12.
4.2.4 Avantages et limites de l'EKF
En résumé, le ﬁltre de Kalman est l'estimateur optimal de minimum de variance
a posteriori pour les systèmes linéaires. Le principe de fonctionnement du ﬁltre de
Kalman prend en compte un état précédent et un modèle d'évolution du système.
La stabilité et la convergence rapide du ﬁltre dépendent aussi des réglages de l'al-
gorithme, essentiellement le calibrage des bruits de mesures et de processus. Pour
la localisation des véhicules routiers à forte dynamique non linéaire, le ﬁltre de Kal-
man linéaire n'est pas adapté. Les véhicules routiers étant des systèmes à dynamique
rapide et généralement avec des modèles non linéaires et dérivables, la localisation
se fait donc à l'aide d'une adaptation du ﬁltre de Kalman pour les systèmes non
linéaires. On se retrouve à employer des solutions sous optimales, mieux adaptées à
notre problématique. Parmi les plus connues de ces solutions nous citons le Filtre de
Kalman Étendu (EKF).
L'EKF, comme présenté auparavant, applique les mêmes étapes que le ﬁltre de
Kalman linéaire en utilisant une linéarisation (Jacobiennes) du modèle d'évolution au
lieu du modèle non linéaire lui même. Les limites de cette approche peuvent être liées
au système et à sa modélisation par rapport à la condition de dérivabilité nécessaire
pour le calcul des Jacobiennes, condition qui n'est pas toujours satisfaite. Aussi la
linéarisation au premier ordre en série de Taylor peut tronquer des termes signiﬁcatifs
dans le cas de non linéarité d'ordre 2 ou plus. Les limites peuvent aussi concerner
les diﬀérents bruits à prendre en compte, l'évaluation de ces bruits est toujours une
étape cruciale et conditionnée par des approximations (condition de bruits gaussien).
Finalement, il faut noter que l'EKF ne garantit aucune convergence théorique. En
eﬀet, la linéarisation se faisant autour d'un pseudo état réel du système qui n'est que
la dernière estimation d'état connue. Si le passage au prochain état du véhicule n'est
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pas pris en compte par l'espace d'état atteignable par prédiction à l'aide du modèle
linéarisé, le modèle se retrouve hors de l'espace d'état d'évolution du véhicule et il
est possible que le ﬁltre diverge.
4.3 Le ﬁltre particulaire
**   Particules 
+  Position estimée 
+  Position GPS  
Ellipse d’incertitude de 
l’estimation 
Ellipse d’incertitude de la 
mesure GPS 
Figure 4.2  Schématisation de la localisation multi-hypothèses
4.3.1 Introduction
Le ﬁltrage particulaire aussi connu sous le nom de méthodes de Monte-Carlo
séquentielles est une méthode numérique permettant d'approcher la distribution de
probabilité de l'état au moyen de la distribution empirique de particules.
Chaque particule représente une possible conﬁguration de l'état estimé. On attri-
bue à chaque particule un poids qui permet de juger la cohérence de cet échantillon
suivant la probabilité conditionnelle de l'état tout en connaissant les observations.
Le ﬁltre particulaire est une méthode dite en-ligne analogue aux méthodes de
Monte-Carlo par chaînes de Markov qui elles sont des méthodes 'hors-ligne' (donc
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a postériori) et souvent similaires aux méthodes d'échantillonnage d'importance
[HSG06].
Le ﬁltre particulaire peut être plus rapide que les méthodes de Monte-Carlo par
chaînes de Markov. Il constitue souvent une alternative aux ﬁltre de Kalman étendu
avec l'avantage qu'avec suﬃsamment d'échantillons, il approche l'estimée Bayésienne
optimale. Le PF peut être plus robuste que le ﬁltre de Kalman, reste à faire un
compromis entre le temps de calcul et la précision.
Ces deux dernières approches peuvent aussi être combinées en utilisant un ﬁltre de
Kalman comme une proposition de distribution pour le ﬁltre particulaire permettant
d'avoir une meilleure répartition des particules et une convergence plus rapide.
4.3.2 Principe d'une approche multi-hypothèses
Ce type d'approche repose sur un grand nombre de possibilités (hypothèses). Ces
possibilités sont générées par les états des particules employées pour l'estimation
d'état du système. Chaque particule à chaque étape représente un possible état du
système (une hypothèse). La force de l'approche multi-hypothèses est l'emploi d'une
multitude de particules. Les particules vont explorer plusieurs possibilités dans l'es-
pace d'état, elles vont donc s'éloigner ou se rapprocher du véritable état du système.
Le nuage construit par les particules va permettre de générer une mesure de proba-
bilité autour de l'état estimé du système. L'état du système est quand à lui estimé
à l'aide d'une notation (pondération) des particules suivant leur vraisemblance. La
fusion des états des particules pondérés par leurs notations donne donc un état es-
timé global. Plus le nombre de particules (hypothèses) est élevé plus l'état estimé se
rapproche de l'optimum du point de vue de la densité de probabilité a posteriori de
l'état du système étudié.
4.3.3 Le ﬁltre particulaire
Comme pour toutes les méthodes de Monté Carlo (multi-hypothèses), ce ﬁltre
s'appuie sur l'utilisation d'échantillons appelés particules. D'où le nom de ﬁltre à
particule ou ﬁltre particulaire. Ce ﬁltre traite le problème de ﬁltrage d'un point de
vue probabiliste. Ainsi le ﬁltre revient à considérer l'estimation de la loi de probabi-
lité de l'état du système Xkconditionnellement à l'ensemble des mesures Y1 . . . Yk ce
qui donne P (Xk|Y1 . . . Yk). Cela se fait par la génération d'autant d'états que de par-
ticules en suivant le modèle de dynamique du système. Ensuite une mesure d'état est
construite en fonction des observations obtenues. Cette mesure d'état Xk converge
vers la mesure associée Y1 . . . Yk grâce à la loi des grands nombres [CD02, SAC02].
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La première des grandes variantes des ﬁltres à particules est basée sur la procédure
SIS (Sampling importance Sampling). Cette approche a été proposée dans les années
70 [Han70]. L'idée est de faire évoluer N particules indépendantes les unes des autres
et de les pondérer à chaque instant K en fonction de leur vraisemblance par rapport
à l'observation Yk. L'approche de ﬁltrage particulaire SIS nécessite la simulation
d'un grand nombre d'hypothèses pour assurer la convergence. Ce type d'approche
n'a connu un véritable intérêt que vers les années 80 pendant lesquelles les machines
devinrent assez puissantes pour supporter la charge de calcul nécessaire. Malgré
l'évolution des machines et de l'informatique, cette méthode a tendance à rassembler
le nuage de particules en un seul point de l'espace d'état (convergence prématurée) et
d'explosion de l'essaim lorsqu'il y a des problèmes de calibrage de bruit de processus,
ce qui cause la divergence du ﬁltre par la suite.
Aﬁn de répondre à cette problématique, l'idée est d'assurer une bonne gestion de
diversité des échantillons en gardant le nuage de particules dans une certaine norme
en évitant un éparpillement ou une concentration excessive des particules. La solution
proposée est la procédure SIR (Sampling-Importance Resampling) [HSG06, SAC02].
La SIR ne se contente pas que de pondérer les particules mais fait aussi une sélection
à la manière des approches de sélection génétique. Les particules subissent donc une
sélection suivant leurs vraisemblances respectives. La sélection se fait par l'élimina-
tion des particules non eﬃcaces et la duplication de celles jugées eﬃcaces toujours
en se référant à la pondération associée. Cette contribution améliore fortement les
performances du ﬁltrage particulaire en augmentant considérablement le temps de
calcul. Le processus de rééchantillonnage étant lourd en matière de temps de calcul,
il est donc plus judicieux de le déclencher conditionnellement en mettant des critères
de rééchantillonnage.
Le ﬁltre particulaire étudié dans notre approche et appliqué à la localisation des
véhicules est un ﬁltre particulaire avec interaction SIR. Le ﬁltre particulaire pour
une application de localisation passe comme le ﬁltre de Kalman par deux grandes
étapes. Une étape de prédiction où chaque particule évolue de manière indépendante
suivant le modèle d'évolution. Et une étape d'échantillonnage où chaque particule est
jugée suivant sa vraisemblance par rapport à la donnée GPS reçue. Ici, dans l'étape
d'échantillonnage, nous pouvons donc faire une moyenne pondérée des hypothèses
obtenues. Le processus SIR intervient par la suite (si nécessaire) aﬁn d'assurer une
bonne homogénéité du nuage de particules. Le processus de localisation étant un
processus critique censé informer d'autres processus en temps réel, nous ne pouvons
pas nous permettre de générer une localisation uniquement à la réception d'une
donnée GPS. Tout l'intérêt de notre travail est donc d'assurer une localisation dite
inertielle. Ceci est satisfait par le fait de produire un état prédit après la prédiction
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des particules. Il faut donc faire fusionner les particules au moment de la prédiction.
Le choix que nous faisons est d'appliquer une moyenne simple des hypothèses ou
une moyenne pondérée en utilisant les anciens poids à condition que ces poids soit
toujours signiﬁcatifs. Ceci consiste à faire une simple moyenne pondérée des états des
particules en considérant les poids des particules égaux wi = 1/N sachant que N est
le nombre de particules (répartition équiprobable). Ce fonctionnement se justiﬁe par
le fait que le poids généré après l'application de la phase d'échantillonnage peut ne
plus être signiﬁcatif essentiellement lorsque le véhicule change de dynamique entre
deux réceptions GPS. Aussi, si le nuage de particules a été homogénéisé par un
rééchantillonnage alors les particules se voient redistribuer de nouveaux poids.
La partie qui suit détaille le déroulement algorithmique du ﬁltre particulaire pour
le cas d'une égo-localisation. Comme tout ﬁltre, le ﬁltre particulaire commence par
une initialisation.
Initialisation
Dans le but de localiser notre véhicule dans le cadre d'une application de type lo-
calisation, nous considérons une position initiale de notre véhicule représentée par
le vecteur d'état Xinit = (xinit, yinit, θinit)T . Ensuite nous répartissons notre nuage
d'échantillons autour de cette position initiale en attribuant à chaque particule un
vecteur d'état et un poids initial.
Le nombre N qui représente le nombre d'échantillons est à ﬁxer par l'utilisateur.
Les vecteurs d'état des particules représentent une répartition gaussienne centrée
autour de la position initiale connue suivant ce modèle :
Chaque particule i a un vecteur d'étatX i0 =










θ) sont des variables aléatoires, ces variables sont ajoutées aﬁn de
représenter l'état initial sous la forme d'un nuage de particules distribuées autour
de la position initiale suivant l'incertitude attribuée à cette initialisation. Les lois
normales centrées de probabilité utilisées dans ce cas sontN(0, σx),N(0, σy),N(0, σθ)
tel que les (σx, σy, σθ) sont ceux de la matrice de variance covariance de bruit.
Prédiction
Dans cette étape, à partir de la dernière position connue du véhicule et des données
des capteurs proprioceptifs tel que l'odomètre et le gyroscope, nous calculons une
position prédite du véhicule Xk|k−1. Elle est calculée à l'aide d'un modèle d'évolution
du véhicule intégrant les données des capteurs proprioceptifs. Le modèle d'évolution
est appliqué à chaque particule aﬁn de la faire évoluer un état prédit X ik|k−1. Il est
important d'intégrer dans cette étape de prédiction les erreurs de mesures ainsi que les
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erreurs de modélisations sous forme de bruits. Ces bruits permettent aux particules
d'évoluer chacune de manière diﬀérente, ceci favorise l'exploration de l'espace de
recherche. Si ce bruit est trop faible, le ﬁltre ne fonctionnera pas bien et les particules
ne représenteront pas suﬃsamment la distribution d'état ou l'incertitude autour de
l'état prédit pour ce cas précis. Si le bruit est trop fort sur plusieurs étapes de
prédictions consécutives, le ﬁltre pourra diverger à cause d'un éparpillement trop
important des particules sachant que le rééchantillonnage n'interviendra qu'après
l'étape d'échantillonnage conditionnée par une mesure extéroceptive.
L'état prédit du véhicule faisant l'objet d'une fusion des prédictions des diﬀérentes
particules, son incertitude correspond à la densité de probabilité formée par le nuage
de particule autour de cet état. Le calcul de l'état prédit et de son incertitude associée




X ik|k−1 . w
i
k





X ik|k−1 −XV ehicule
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Cette étape vise à déterminer la densité d'importance des hypothèses courantes en
prenant une densité a priori qopt(X ik|X ik−1, Yk).
Le travail consiste à réévaluer (mettre à jours) les pondérations des particules
en utilisant par exemple les données de correction du capteur GPS, de l'informa-
tion visuelle (odométrie visuelle, détection de voie), du Laser, du radar et/ou de la
cartographie (Map-matching).
Dans cette étape on ajuste notre prédiction en pondérant les particules à l'aide
de nouvelles données tout en prenant en compte les diﬀérentes incertitudes. Ceci per-
mettra de faire ensuite une correction de la prédiction aﬁn de produire une meilleure
estimation.
Pondération
Le calcul du poids pour chaque particule est déﬁni par l'expression 4.14. Cette formule
est obtenue après intégration de la formulation de la densité d'importance dans
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on obtient donc :
wik ∝ wik−1p(Yk|X ik|k−1)
Cette étape permet de pondérer l'importance de nos particules (vecteurs d'états) à
l'aide des observations en faisant intervenir la densité d'importance citée auparavant
selon la formule suivante :
P ik ∝ P ik−1p(Yk|X ik|k−1) ≡ wik ∝ wik−1 ∗ P (Yk |X ik|k−1) (4.14)
L'application directe de cette pondération sur une particule de notre ﬁltre donnera
l'expression suivante :





(Yk − Yˆk)T [Rk]−1(Yk − Yˆk)}
(4.15)
où Yk représente le vecteur de mesure, Yˆk le vecteur d'observation et Rk la matrice
de variance/covariance de bruit de mesure.
Normalisation
Après le calcul ou la mise à jour des poids et aﬁn de garder la somme des probabilités
égale à 1. Nous procédons à la normalisation des poids des particules suivant cette








Après la normalisation des poids, la position du système peut être calculée au sens




X ik|k−1 ∗ wik (4.17)
Une autre alternative de sélection d'état optimal dite au sens du maximum a
postériori est de prendre comme état de la particule ayant le poids le plus important,
XV ehicule = X
i
k|k−1 tel que w
i
k ≥ wjk , ∀j ∈ {1, . . . , N} , j 6= i. L'incertitude autour
de cette estimation est calculée à l'aide de l'équation 4.13 en appliquant les poids et
les hypothèses mises à jours.
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Rééchantillonnage
Le rééchantillonnage est une étape primordiale au bon fonctionnement du ﬁltrage
particulaire car il prévient la divergence du ﬁltre particulaire en éliminant les parti-
cules de poids faible et en dupliquant celles de poids forts.
Il existe une multitude d'approches pour le rééchantillonnage ainsi que des critères
de rééchantillonnage. Les rééchantillonnages étudiés et développés dans nos tests sont
le rééchantillonnage Multinomial, Stratiﬁé, Résiduel et Systématique. L'étude biblio-
graphique des études comparatives de ces approches de rééchantillonnage [HSG06,
DC05, BDH00, Hol04], parallèlement aux tests de ces approches nous a fait sélec-
tionner l'approche de rééchantillonnage dite systématique.
L'approche de rééchantillonnage systématique utilise le principe de rééchantillon-
nage multinomial. Nous allons donc présenter deux brèves descriptions de ces deux
approches de rééchantillonnage.
 Le rééchantillonnage Multinomial :
Ce rééchantillonnage commence par un tirage aléatoire ordonné de N variables dans
l'ordre croissant suivant une loi uniforme. Les chiﬀres sont obtenus par application
des formules suivantes uk = uk+1u˜
1
k
k et uN = u˜
1
N
N avec u˜k ∼ U [0, 1). Il existe une
procédure de programmation simple et rapide d'exécution appelée procédure de Ni-
clas Bergman. Une autre alternative est de générer les variables par une fonction
random uniforme puis de réordonner le tout dans l'ordre croissant, ce qui prend plus
de temps d'exécution.
Ces chiﬀres sont ensuite utilisés en collaboration avec les poids des particules aﬁn
de sélectionner des particules x∗k et de leur attribuer un facteur de duplication.
La sélection se fait suivant la distribution multinomiale suivante : x∗k = x(F
−1(uk)) =










F−1désigne l'inverse généralisé du cumul de la distribution de probabilité des
poids normalisés des particules.
Explicitement, nous allons calculer un tableau des poids cumulés des particules
puis nous allons parcourir ce tableau dans le sens décroissant pour chaque chiﬀre uk.









l'indice i nous permet de mettre un +1 à la particule ayant le poids wi.
Une fois le tableau inversé des poids cumulé parcouru N fois (une fois pour chaque
uk), nous nous retrouvons avec des particules sélectionnées avec leurs facteurs de
duplications respectifs. La somme de ces facteurs est égale à N .
 Le rééchantillonnage Systématique :
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avec u˜k ∼ U [0, 1].
Ensuite le principe de sélection utilisant la distribution multinomiale est appliqué.
 Les critères de déclenchement de rééchantillonnage :
Le déclenchement du processus de rééchantillonnage est le plus souvent conditionné
par un critère. Deux critères se distinguent dans la littérature : Le premier critère
calcule le nombre de particules eﬀectives Neff suivant l'équation 4.19 [KLW94]. Le
second critère calcule l'entropie du nuage de particules en faisant l'analogie entre le
nuage de particule et celui d'un gaz. L'entropie est calculée au sens de Boltzmann et







Lorsque le nuage est eﬃcace du point de vue des observations (pondérations)
Sk = ln(N) et dans le cas contraire Sk = 0. Il faut ainsi ﬁxer, dans cet intervalle
pour Sk, un seuil Sth en dessous duquel un rééchantillonnage devra être opéré.
Pour notre application nous conditionnons notre rééchantillonnage avec le critère








où wikest le poids normalisé de la particule i à l'itération k.
Lorsque toutes les particules sont eﬃcaces, leurs poids normalisés avoisinent 1/N
ce qui donne Neff → N . Lorsque le nuage de particule n'est pas eﬃcace, le poids
a tendance à se concentrer dans une particule dont le poids avoisinera 1, alors
Neff → 1. Ce critère est donc en relation directe avec le nombre de particules.
En se référant aux deux cas limites de ce critère, il suﬃt de ﬁxer un seuil dans
l'intervalle du critère correspondant au nombre de particules eﬃcace minimum à as-
surer. Le rééchantillonnage sera alors eﬀectué lorsque Neff est en dessous d'un seuil
prédéﬁni par l'utilisateur : Nth. Ce seuil Nth est généralement une valeur constante
0 < Nth 6 N : ex. Nth = 34N où N est le nombre de particules.




ou recalculés par la distribution du poids de chaque particule sur le nombre
de ces duplications.
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4.3.4 Application du PF à la localisation des véhicules rou-
tiers
L'application du ﬁltrage particulaire à la localisation des véhicules passe par les
étapes décrites auparavant et résumées dans l'algorithme 1 pour une adaptation à la
localisation multi-capteurs.
Comme l'algorithme 1 l'indique, notre application commence par l'initialisation
du ﬁltre particulaire. Bien entendu, l'utilisateur aura auparavant ﬁxé le nombre de
particules, les diﬀérentes variances si nécessaire et le seuil de rééchantillonnage. Les
particules commencent par être distribuées en nuage gaussien initial autour de la
position initiale connue. Les données issues de capteurs proprioceptives sont beau-
coup plus fréquentes que celles issues de sources correctives dans notre cas le GPS.
Le traitement se fait par type de source, une fois les données proprioceptives reçues,
le ﬁltre fait de la localisation à l'estime. Ceci consiste à démarrer du dernier point
connu avec son incertitude, faire évoluer les particules en faisant usage des données
reçues appliquées dans un modèle d'évolution, dans notre cas le modèle bicyclette
détaillé en 3.2.2. Aﬁn que le nuage de particule n'évolue pas en un bloc suivant la
trajectoire obtenue par ce modèle, les bruits de modélisation et de mesures inertielles
sont pris en compte. L'intégration de ces bruits nous permet d'avoir une évolution
diﬀérente pour chaque particule, ce qui va générer un mouvement non uniforme des
particules. Ceci renforce l'exploration de l'espace de recherche et renforce la pro-
babilité de couvrir le vrai état du véhicule. Cette étape de prédiction est la clé de
la localisation inertielle temps réel, sans laquelle nous ne pourrions pas fournir une
information de localisation plus fréquente que celle du GPS. Une fois la donnée GPS
disponible, nous pouvons procéder à un échantillonnage de nos particules. Ceci nous
permet de juger quelles sont les particules eﬃcaces et celles qui commencent à diver-
ger. Le rééchantillonnage vient par la suite rééquilibrer la distribution des particules
en éliminant les particules divergentes et en dupliquant les particules eﬃcaces. Un
bon rééchantillonnage doit avoir un minimum d'impacts sur la distribution probabi-
liste globale du nuage de particules. C'est-à-dire que d'un point de vue quantitatif,
une fois le rééchantillonnage terminé, l'incertitude formée par le nuage de particules
autour de la dernière position connue ne doit pratiquement pas changer. Recalculer
cette incertitude en utilisant l'équation 4.13 avec les nouvelles variables et/ou faire
un aﬃchage dynamique temps réel sous forme d'ellipse d'incertitude peut être un
bon test de validation pour la méthode de rééchantillonage.
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Algorithme 1 : Algorithme du ﬁltre particulaire appliqué à la localisation des
véhicules
A l'instant k = 0 (X0 et P0 connus)
Initialisation()
Génération de la première population de particules :





while (Donnée capteur disponible) do
If(Donnée proprio)
Déplacer les particules dans l'espace d'état suivant les données et le
modèle véhicule.
















X ik|k−1 −XV ehicule
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X ik|k−1 −XV ehicule
)T
If (Donnée extero)
Calculer/mettre à jour le poids de chaque particule :
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If (Neff ≤ Nth)
Procéder au rééchantillonnage des particules par la méthode choisie.
Redistribuer les poids aux nouvelles particules.
end
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4.3.5 Avantages et limites du ﬁltre à particules
Le ﬁltre particulaire par son approche multi-hypothèse à la base de sa robustesse,
s'avère plus robuste aux diﬀérents bruits que ce soit de données ou de modélisation. Il
peut donc traiter des cas de fortes non linéarités et des cas de densités de probabilité
non gaussiennes [ZIBPJ08] ce qui n'est pas assuré par un ﬁltre de Kalman. Néan-
moins, le PF nécessite un temps de calcul considérable et proportionnel aux nombre
de particules. Sachant que la précision du PF dépend du nombre de particules em-
ployées, il est nécessaire de faire un compromis entre la précision et le temps de calcul
sous contraintes des exigences temps réel du système et des ressources informatiques.
Vu le caractère aléatoire employé par le PF dans toutes les étapes, il est nécessaire
d'assurer un nombre suﬃsants de particules aﬁn d'éviter une divergence.
4.3.6 Conclusion
L'utilisation du ﬁltre à particule apporte des améliorations à la localisation dite
mono-hypothèse. Cependant, les performances du PF restent liées à un compromis
temps réel/puissance de calcul. Le point à retenir et à améliorer est celui que le ﬁltre
particulaire au contraire du ﬁltre de Kalman ne procède à aucune correction, il se
contente d'éliminer les particules qui ont tendance à s'éloigner. L'idée est donc d'ap-
porter la possibilité que même les particules un peu éloignées mais non divergentes
puissent apporter une information, puis être déplacées de façon à recoller à la dy-
namique du véhicule. Le Kalman particulaire qui consiste à doter chaque particule
d'un ﬁltre de Kalman est une solution intéressante. Cette solution existe et consiste
à employer autant de ﬁltre de Kalman que de particules. Une possibilité d'intégrer
une interaction en essayant de garder les avantages du ﬁltrage bayésien et particu-
laire tout en assurant une possibilité de correction et non seulement de sélection
nous conduit vers l'étude des méthodes métaheuristiques. Le but ﬁnal est de pouvoir
produire une localisation hybride tenant ses points forts des approches présentées et
faisant coopérer les particules entre elles.
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5.1 Introduction
La localisation est une brique essentielle servant à l'automatisation d'un véhi-
cule. L'information de position et d'orientation pour un véhicule routier doit être la
plus ﬁable possible. La sécurité des passagers étant prioritaire, la localisation aﬀecte
directement les décisions prises par les systèmes automatiques d'aide à la conduite,
qu'ils soient passifs ou actifs. Aﬁn de garantir des actions toujours prévisibles et une
sécurité des usagers, les méthodes indépendantes complètement à base d'intelligence
artiﬁcielle ne sont pas conseillées dans les systèmes décisionnels, de part leur côté
évolutif et imprévisible. Les méthodes métaheuristiques restent tout de même des
méthodes interprétant l'intelligence de comportement sans toutefois être actives ou
imprévisibles. Comme noté auparavant, les approches de ﬁltrage récursif particulaire
sont des méthodes assez robustes et eﬃcaces pour des applications de localisation.
Les limites qu'on peut noter pour les approches du type PF sont : La dépendance
des performances à la puissance de calcul et le fait qu'il n'existe pas vraiment de
correction d'état prédit pour l'estimation mais juste un échantillonnage parmi les
états prédits. Les approches bayésiennes telles que le ﬁltre de Kalman Étendu et ses
variantes se distinguent par leur simplicité algorithmique et leur faible complexité
computationelle. Cela justiﬁe que les approches bayésiennes sont généralement les
plus employées dans les domaines de ﬁltrage, fusion et contrôle commande. Cette
simplicité algorithmique, résultat de simpliﬁcations telles que la linéarisation par sé-
rie de Taylor ont cependant d'autres impacts négatifs tels que la non gestion des
cas de fortes non linéarité. Une approche hybride, vise à tirer proﬁt des avantages
des approches citées auparavant tout en incluant de nouveaux concepts apportant
de nouvelles informations.
En faisant l'analogie avec le domaine de la localisation multi sources, cela pour-
rait être semblable à une fusion multicapteurs. Ici au lieu de fusionner simplement
le meilleur des données capteurs que nous avons à disposition, nous souhaitons en
plus faire fusionner le meilleur des approches existantes aﬁn de retourner une estima-
tion hybride qui serait robuste et plus précise. Les méthodes métaheuristiques telles
que l'optimisation par essaim de particules ont la particularité de faire collaborer
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les particules. Cette collaboration apporte une eﬃcacité supplémentaire au groupe
de particules, ce qui permet d'atteindre les objectifs en employant moins de parti-
cules par rapport au tirage de Monté Carlo classique. L'hybridation d'une méthode
récursive de ﬁltrage particulaire par une métaheuristique semble pouvoir combler
certaines lacunes que nous avions rencontrées. Cela revient à doter les particules
d'un ﬁltrage classique par de nouvelles capacités. Des capacités de communications
et d'interactions qui viendront apporter une richesse d'information supplémentaire.
Cette hybridation va aussi apporter un nouveau comportement des particules qu'il
faudra étudier et maitriser.
L'hybridation par une méthode métaheuristique, initialement non conçue pour ce
type de problématiques, peut sembler quelque peu problématique. Il faudra faire des
adaptations aﬁn de pouvoir utiliser une méthode métaheuristique dans une applica-
tion de ﬁltrage récursif temps réel avec une gestion spatiotemporelle de la probléma-
tique de localisation. L'adaptation de n'importe quelle méthode nécessite une étude
approfondie de cette dernière, aﬁn de maitriser les diﬀérents paramètres et impacts
de leurs adaptations.
5.2 Position du problème
Le déﬁ de départ consiste à prendre un ﬁltre PF et une métaheuristique aﬁn de
créer un nouveau ﬁltre capable d'employer les concepts des deux approches tout en
retournant le meilleur de chacune. La première diﬃculté consiste à éviter de recréer
une méthode existante, ce qui nécessite une étude bibliographique des méthodes
hybrides de localisation et pour d'autres applications (ex. détection de source d'odeur
ou de fuite de gaz et détection de défaillance capteurs telle que les approche IMM 1).
Un des verrous scientiﬁques est de pouvoir employer une métaheuristique dans
une application temps réel récursive de type ﬁltrage/fusion de données multicapteurs.
Les méthodes métaheuristiques ont été créées et améliorées au ﬁl des années pour
des problèmes purement d'optimisation. L'optimisation consiste à traiter le même
problème en boucle jusqu'à atteindre un objectif ﬁnal déterminé par un critère de
minimisation ou de maximisation prédéﬁni. Ainsi, l'exploration peut être inﬁnie et
l'optimum trouvé peut tout à fait être un optimum local ou global.
Le travail global consiste à étudier le fondement théorique et surtout le principe de
comportement des particules dans les métaheuristiques aﬁn de trouver l'adaptation
qui conviendrait à notre application. L'adaptation de la méthode métaheuristique
doit être aussi compatible et complémentaire à la logique algorithmique des méthodes
1. IMM : Interaction Multi Modèles
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de ﬁltrages classiques généralement utilisées pour la fusion de données. Le travail
ﬁnal vise à faire une étude complète des principes et des fondements des diﬀérentes
méthodes (ﬁltrage et optimisation) envisagées aﬁn de trouver les bonnes concordances
qui permettent la création d'un algorithme décrivant une seule méthode hybride à la
fois réactive et coopérative.
Aﬁn de clariﬁer les objectifs de cette hybridation et d'en dresser les principes, nous
proposons dans ce qui suit une description des trois principes de base inspirants cette
méthode.
 Hybride : Une méthode mathématique est dite hybride lorsqu'elle est le résul-
tat d'un mélange des parties de plusieurs méthodes (au moins deux) ou qu'elle
résulte sur l'enchainement de plusieurs de ces méthodes aﬁn de produire un
seul résultat. Le terme hybride est décrit en génétique comme un organisme
composé d'éléments de diﬀérentes natures, cet organisme est issu du croise-
ment d'autres organismes de diﬀérentes natures et présente un mélange des
caractéristiques génétiques des organismes parents. Par analogie, une méthode
mathématique hybride présente aussi les caractéristiques des fondements théo-
riques des méthodes sources. Ces caractéristiques héritées peuvent regrouper
des avantages et des inconvénients, tout le travail consiste à conserver le maxi-
mum d'avantages et le minimum d'inconvénients.
 Réactive : Le terme de réactivité en matière de localisation s'inspire de la
déﬁnition générale du nom réactivité. La déﬁnition de la réactivité est : La
capacité à produire une réaction face à un stimulus extérieur, elle est mesu-
rée au délai de réaction à ce stimulus externe. La réactivité d'une méthode
de localisation est par conséquent sa capacité à réagir aux diﬀérents aléas et
perturbations tels que les bruits de mesures, les erreurs de modélisation et les
perturbations temporaires causées par l'environnement autour du véhicule. La
réactivité étant mesurée par le délai de réaction, les méthodes vont être jugées
par leur rendu en positionnement par rapport à la vérité terrain suite à une
perturbation. Le temps de référence ﬁxant un seuil de réactivité n'existant
pas, la comparaison se fera grâce à l'analyse des graphiques produits par les
diﬀérentes méthodes dans la même situation. Suivant la déﬁnition de la réacti-
vité, la méthode qui prendra le moins de temps à recouvrer un positionnement
stable et de meilleur précision sera la plus réactive.
 Coopérative : La coopérativité dans le domaine des mathématiques et spé-
cialement les métaheuristiques est inspiré du monde vivant tout comme pour
le principe d'hybridation. La coopérativité dans le monde de la chimie est
une propriété des molécules (ou protéines et enzymes pour la biologie) dans
les liaisons de ﬁxation des diﬀérents substrats qui ne sont pas indépendantes,
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mais se renforcent mutuellement. La déﬁnition générale du mot coopérativité
découle de ce principe naturel et dit qu'un élément coopératif est un élément
qui participe volontiers à un eﬀort commun. Dans le domaine de la localisation
par méthodes à base de particules, la coopérativité réside dans le principe que
les diﬀérentes particules n'évoluent pas de manière indépendante comme dans
le PF mais échangent des informations et interagissent dans le but d'atteindre
un objectif commun.
5.3 Objectifs
L'objectif principal est de produire en ﬁnalité une information de localisation ro-
buste aux aléas du signal GPS (multi-trajets et occultation) et plus précise que les
approches existantes essentiellement dans les cas de fortes non linéarité et de forts
bruits de mesures et/ou de processus. Ces performances attendues et exigées seront
essentielles pour la localisation d'un véhicule routier à forte dynamique et aux chan-
gements multiples et imprévisibles de dynamique. Les changements de dynamiques
du véhicules sont considérés comme multiples et imprévisible car il est face à un
environnement continuellement changeant et à des imprévus tels que les obstacles
sur la route.
Aﬁn d'atteindre ces objectifs ﬁnaux de précision et robustesse, nous nous concen-
trons sur la correction des points négatifs des meilleures méthodes de l'état de l'art.
L'idée est de pallier aux limites des méthodes existantes en faisant une fusion multi
approches. Cela revient à créer un nouveau ﬁltre capable d'être réactif et faisant
fonction d'une coopération entre ces diﬀérents agents en combinant leurs avantages.
En premier lieu, le but est d'intégrer l'aspect coopératif au ﬁltre à particule par
l'intégration d'une adaptation des étapes d'évolutions des méthodes d'optimisation.
Ceci a pour ﬁnalité de diminuer la dépendance des performances au nombre de parti-
cules, vu que les informations pourront être échangées entre les particules. Aussi, une
évolution qui permet d'optimiser la distribution de l'essaim pourrait être considérée
comme une correction suivant le critère d'optimisation employé qui dans ce cas doit
être aussi un critère de localisation.
Un dernier objectif supplémentaire est de gagner en temps d'exécution en dimi-
nuant au maximum l'occurrence du rééchantillonnage qui n'aura la nécessité d'in-
tervenir qu'en cas de brusque changement de dynamique puisque la distribution est
optimisée à chaque cycle. Les résultats obtenus par une telle hybridation ouvriront
forcément d'autres possibilités d'améliorations. Le but ﬁnal est de valider une ap-
proche de ﬁltrage réactive coopérative pour la localisation de véhicules routiers, ceci
aﬁn que cette approche puisse être la source d'information de localisation pour des
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applications d'aides à la conduite. Cette approche est destinée à fournir un posi-
tionnement précis du véhicule dans un environnement urbain où le signal GPS peu
souﬀrir d'occultation et de multi-trajets à cause des canyons urbains.
5.4 L'optimisation par Essaim de particules PSO 2
5.4.1 Introduction à la PSO
L'optimisation par essaims particulaires (OEP ou PSO en anglais) est une méta-
heuristique d'optimisation, inventée par Russel Eberhart (ingénieur en électricité) et
James Kennedy (socio-psychologue) en 1995. Initialement conçue pour la simulation
de comportements sociaux dans le milieu naturel des groupes d'animaux vivants en
interaction tels que les bancs de poissons et les nuées d'oiseaux, La PSO est attribuée
à Kennedy, Eberhart et Shi [KE95]. L'OEP a été ensuite amélioré et simpliﬁé par
ses créateurs puis il a été employé à des ﬁns d'optimisation [ES01, SE98a, SHI99]. Le
livre de Kennedy et Eberhart [KKE01] décrit de nombreux aspects philosophiques
de l'OEP. Des études approfondies des méthodes de PSO et des études comparatives
sont disponibles dans [XH04, LLZ+13, BVA07, CK02, RSC06, MdO07, PC10].
5.4.2 Algorithme de base
Comme le décrit l'algorithme 2, un processus de base de PSO commence par
une initialisation dans laquelle les diﬀérents paramètres sont déﬁnis et la première
génération de particules créée. Vient ensuite une phase de boucle où les particules
vont continuellement évoluer et estimer leurs scores (Fitness) en essayant d'améliorer
au maximum leur performance. L'évolution se fera suivant les équations d'évolution
adoptées et le jugement à l'aide d'une fonction de ﬁtness déﬁnie selon l'application
et le résultat recherché. Le processus d'optimisation peut parfois être très long voire
même inﬁni pour des cas particuliers (mauvais paramétrage, scores inadaptés). Pour
éviter cela il est donc très utile de ﬁxer au départ un nombre d'itération maximum
ou un critère de performance à atteindre.
5.4.3 Objectif et principe de la PSO
L'optimisation par Essaim de Particule repose sur un ensemble d'échantillons ap-
pelés particules initialement disposées de façon aléatoire et homogène dans l'espace
2. PSO : Particle Swarm Optimization
Localisation multi-hypothèses pour l'aide à la conduite : conception d'un
ﬁltre "réactif-coopératif"
CHAPITRE 5. LOCALISATION HYBRIDE
RÉACTIVE-COOPÉRATIVE 61
Algorithme 2 : PSO : Algorithme de base
Début
Initialisation()
Génération de la première population de particules : répartition aléatoire
uniforme autour de la position initiale.
while (le critère* d'arrêt n'est pas atteint) do
Fitness()
Evaluer le score de chaque particule suivant la fonction de ﬁtness
Mise à jour()
Suivant les scores, mettre à jour Pb et Gb
Évolution()
Faire évoluer les particules suivant les équations d'évolution
Estimation()
L'estimée est le Gb
end
Fin
* : Un nombre d'itérations ou un score adéquat
de recherche. Chaque particule se déplace dans l'espace de recherche et représente
une solution potentielle au(x) problème(s) traité(s). Chaque particule est munie d'une
mémoire qui lui permet savoir à chaque cycle quelle est sa meilleure solution parcou-
rue. Une particule a également la capacité de communiquer avec ses informatrices
(particules voisines connectées et communicantes entre elles), ce qui lui permet de
savoir quelle est la meilleure performance réalisée par ses voisines. Utilisant cette
information, chaque particule se déplace en combinant ensemble trois tendances ou
comportements : La tendance à garder sa propre trajectoire (égoïste), la tendance
conservatrice et la tendance sociale (Panurgisme). Pour la première, la particule a
tendance à utiliser son inertie et par conséquent continuer à garder sa propre direc-
tion et sa dynamique d'évolution. En adoptant la deuxième tendance, la particule
tend à revenir à sa dernière meilleure performance en cherchant à améliorer ces
performances (son score) sans être informée des performances des autres. Pour la
troisième, la particule a tendance à se déplacer vers la meilleure solution trouvée par
son voisinage. La ﬁgure 5.1 montre le principe de mouvement d'une particule PSO
illustrant les tendances employées durant le mécanisme de collaboration.
Une particule i à l'instant k est caractérisée par un ensemble d'attributs : Le
premier attribut est son vecteur d'état xˆik représentant sa position dans l'espace de
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Figure 5.1  PSO : Principe de déplacement d'une particule
recherche. Le second est l'information de déplacement vˆik qui est noté telle une vitesse
par abus de langage mais correspond à une valeur de déplacement 4xˆik. Ensuite, le
troisième attribut est un ensemble d'informations sur les performances. La première
donnée de performance correspond à la meilleure solution trouvée par la particule elle
même P ib (Personal Best). La seconde donnée de performance identiﬁe la meilleure
solution à l'itération k atteinte par les voisines Gb (Global Best). Le Gb est obtenu
en comparant les diﬀérents P ib des particules voisines. A chaque nouvelle itération,
la position de la particule i est mise à jour en utilisant les attributs qui ont été
mentionnés précédemment en appliquant le principe de mouvement PSO décrit dans
la ﬁgure 5.1. A partir d'optimums locaux, l'essaim de particules va normalement
converger vers une solution optimale globale du système traité.
5.4.4 Domaines d'applications
Les problèmes généralement traités par la PSO sont l'optimisation des fonctions
avec contraintes et le calcul d'optimum de fonctions non linéaires. Appliquée à notre
problématique de localisation des véhicules, cette technique va se caractériser par
des particules ayant comme Position un vecteur d'état de localisation, par exemple
xˆik = (x, y, θ)
T et comme Vitesse un vecteur représentant l'évolution du vecteur
d'état entre deux instants suivis ie. vˆik = 4xˆik = (4x ,4y ,4θ)T .
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Chaque particule avant de se déplacer va attribuer un Score à sa Position actuelle
et en le comparant au meilleur score personnel qu'elle avait déjà sauvegardé ainsi
qu'aux scores de ses voisines, cette particule pourra situer son P ibet le Gb (Best
Global Position) qui représentent respectivement la meilleure position personnelle et
globale ; Ensuite la particule évolue en combinant les trois tendances citées ci-dessus
suivant les équations d'évolution.
La PSO est employée généralement pour des cas d'optimisation dit à environ-
nement statique, pour lesquels le problème est connu et la solution ne change pas
en cours d'optimisation, par exemple l'optimum d'une fonction avec contraintes. On
peut employer la PSO pour des cas plus complexes dit à environnement dynamique
où le système peut changer de comportement ou de conﬁguration ainsi que l'optimum
recherché. Il est aussi possible de faire de l'optimisation multi-objectifs qui consiste
à chercher un ensemble de minimum locaux aﬁn de satisfaire plusieurs contraintes à
la fois. La multi-objectivité peut être aussi traduite par une solution recherchée qui
fait la fusion de plusieurs objectifs.
5.4.5 Paramétrage et variantes PSO
5.4.5.1 Voisinage : Taille et topologie
Figure 5.2  Voisinage géographique
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Figure 5.3  Diﬀérentes conﬁgurations de voisinage social (de haut en bas et de
gauche à droite) : En étoile, en anneau et en cercle.
Chaque particule communique et échange avec ses voisines et chaque particule est
plus ou moins attirée par la meilleure solution dans son voisinage. Plus le voisinage
est riche plus l'information est partagée, ce qui favorise fortement la convergence.
La PSO de base est facilement piégée dans un minimum local. Cette convergence
prématurée peut être évitée en n'utilisant pas la meilleure position connue Gb de
l'ensemble de l'essaim mais juste la position la plus eﬃcace d'un sous-essaim voisi-
nage de la particule qui se déplace. Un tel voisinage peut être géométrique ou, plus
souvent, social. Le voisinage géométrique se base sur les positions des particules les
plus proches et doit être recalculé à chaque itération, la ﬁgure 5.2 illustre ce voisi-
nage. Quand au voisinage social, il ne nécessite aucun calcul. Il est déﬁni en créant
des relations prédéﬁnies de communications entre des particules dites voisines. Si
l'on suppose qu'il existe un lien d'information entre chaque particule et ses voisines,
l'ensemble de ces liens construit un graphique, un réseau de communication, qui est
appelée la topologie de la variante PSO. Une topologie sociale couramment utilisée
est l'anneau, mais il y en a beaucoup d'autres [Men04]. La topologie n'est pas né-
cessairement ﬁxe, et peut être adaptative aussi (SPSO [Li04], stochastique étoiles
[MKD08], TRIBUS [CCS09], Cyber Essaim [YGLZ11], C-PSO [EEB07]). La ﬁgure
5.3 montre quelques une des variantes les plus connues des topologies sociales de la
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PSO.
5.4.5.2 Calibrage et choix des paramètres
Figure 5.4  Exemple de comportements suivant le paramétrage PSO
Le choix des paramètres de PSO peut avoir un grand impact sur les performances
d'optimisation. La sélection des paramètres de PSO qui donnent de bonnes perfor-
mances fait l'objet de nombreuses recherches [SE98b, ES00, Fra02, CD01, CK02,
Tre03, BB08, abE09]. Les paramètres de PSO peuvent également être réglés en uti-
lisant un autre optimiseur, un concept connu sous le nom de méta-optimisation
[PC10, MSS06, Ped10]. Généralement, les paramètres à ﬁxer sont : Le nombre de
particules, la vitesse maximale d'une particule, le voisinage et les paramètres des
fonctions d'évolution tel que le facteur d'inertie ou les coeﬃcients d'apprentissage.
Par exemple, dans les travaux suivants [Tre03] les auteurs présentent un paramétrage
probabiliste purement expérimental de deux paramètres a et b. a et b représentent
respectivement le facteur d'inertie et les facteurs d'inﬂuence sociale et personnelle
fusionnés en un seul. La ﬁgure 5.4 montre les diﬀérents comportements de l'essaim
suivant les valeurs expérimentales de a et b. Ce graphique montre que les particules,
changent de comportement global suivant les valeurs ﬁxées. De gauche à droite sur
la ﬁgure 5.4, les particules vont adopter dans l'ordre un comportement convergeant
stable, un comportement oscillatoire en harmonique et qui ﬁnit par converger ainsi
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qu'un comportement en zigzag avec une convergence aussi. La ﬁgure 5.4 montre les
diﬀérents résultats de comportements obtenus pour diﬀérents paramétrages.
5.4.5.3 Évolution des particules en PSO
A chaque nouvelle itération la position de la particule est mise à jour à l'aide des












b − xˆik−1)︸ ︷︷ ︸
Influence Personnelle
+ c2r2(Gb − xˆik−1)︸ ︷︷ ︸
Influence Sociale
(5.2)
où r1 et r2 sont des nombres aléatoires tirés uniformément dans l'intervalle (0,1).
c1 et c2 sont des facteurs d'apprentissages (coeﬃcients de conﬁance) pour pondérer
les tendances (conservatrice et panurgisme) et W le facteur d'inertie. Ces équations
d'évolution sont inspirées par le comportement de groupe d'oiseaux, l'optimisation se
fait par la coopération et la concurrence entre les individus. Chaque particule ajuste
son évolution selon sa propre expérience et celle de ses compagnons.
Il existe plusieurs versions améliorées de ces équations. Chacune de ces variantes
des équations d'évolution est conçue pour permettre d'avoir un équilibre entre la
tendance à l'exploration et la tendance à converger vers une solution optimale. Parmi
les variantes les plus connues notons la fonction d'évolution basée sur le facteur
de constriction 3 C (Cas particulier du coeﬃcient d'inertie) proposée par Clerc &
Kennedy [CK02] où la fonction de mise à jour de la vitesse est sous la forme suivante :




b − xˆik−1) + c2r2(Gb − xˆik−1)] (5.3)
Cette forme contraint les particules à évoluer dans un espace limité par ce facteur
et les empêchent de trop se disperser en resserrant l'essaim de particules. C est le
facteur de constriction de valeur ﬁxe. Il améliore grandement les performances en
termes de convergence et empêche strictement l'explosion de l'essaim en limitant
3. Constriction : Action d'exercer un resserrement par pression circulaire.
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l'exploration à une zone prédéﬁnie. Ceci peut être négatif pour des applications où il
faut être réactif et que le système change de comportement global pendant le cycle
de fonctionnement.
Il existe d'autres variantes de fonctions d'évolutions qui font l'objet de travaux
de recherches [BVA07, XH04, CK02, Fra02]. La plupart des approches utilisent une
probabilité de distribution uniforme pour générer les nombres aléatoires (r1 et r2).
Il est diﬃcile d'obtenir un réglage ﬁn avec une telle distribution et d'échapper aux
minima locaux. Des travaux, proposent des mises à jour de vitesse sur la base d'une
distribution gaussienne. Il a été prouvé dans ce cas, que les facteurs d'apprentissage
c1 et c2 ne sont plus nécessaires et en utilisant l'OEP gaussienne, le facteur d'inertie
W peut être mis à zéro et limiter la vitesse vˆik par une valeur maximale n'est plus
nécessaire, cette variante décrite et validé dans [Kro04] est à l'origine de la variante






vˆik = W vˆ
i
k−1 + |randn|(P ib − xˆik−1) + |randn|(Gb − xˆik−1) (5.4)
Les seuls paramètres qui doivent être spéciﬁés par l'utilisateur sont donc le nombre
de particules et le facteur d'inertie. Cette variante est adoptée aﬁn d'assurer un mi-
nimum de paramétrage tout en garantissant la prise en charge des diﬀérents minima
locaux ainsi que la prise en compte du comportement inertiel du véhicule.
Le facteur d'inertie, proposé par Shi et Eberhart [SE98a] est utilisé comme
coeﬃcient pour la première tendance comportementale d'une particule et repré-
sente une valeur critique que l'utilisateur calibre : Une valeur  1 favorise l'ex-
ploration de l'espace de recherche alors qu'une valeur  1 favorise une conver-
gence prématurée. Généralement le facteur d'inertie est inclus dans 0 < W 6 1 .
[Fra02, XH04, SE98b, ES00] proposent des études comparatives des méthodes de
choix des paramètres, des variantes d'évolution et du facteur d'inertie. Telle que la
méthode qui consiste à prendre un facteur W dégressif au ﬁl du processus d'optimi-
sation. Le fait de ﬁxer une valeur initiale et une valeur ﬁnale et de faire décroitre
régressivement le facteur d'inertie, nécessite une application statique où le système
et son environnement ne changent pas en cours ainsi que le minimum ou maximum
recherché.
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5.4.5.4 Variantes d'évolution
De nombreuses variantes du même algorithme que la PSO de base sont possibles.
Par exemple, il existe diﬀérentes façons d'initialiser les particules et leurs vitesses,
amortir la vitesse, ne mettre à jour P ib etGb qu'après que l'ensemble de l'essaim ait été
mis à jour, etc. Certains de ces choix et leurs possibles impacts sur les performances
ont été discutés dans la littérature [CD01]. Des variantes nouvelles et plus sophisti-
quées que la PSO sont également toujours en cours d'introduction dans une tentative
pour améliorer les performances d'optimisation. Il y a certaines tendances dans la
recherche ; l'une est de faire une méthode d'optimisation hybride utilisant PSO com-
binée avec d'autres optimiseurs [KL02, NA10]. Une des améliorations visées par la
recherche est d'essayer d'éviter la convergence prématurée (introduire une stagna-
tion), par exemple, en inversant ou en perturbant le mouvement des particules PSO
[abE09, Xin10, LK02], une autre approche pour faire face à la convergence préma-
turée est l'utilisation de plusieurs essaims (de l'optimisation multi-essaims) [Che13].
L'approche multi-essaim peut également être utilisée pour mettre en ÷uvre l'optimi-
sation multi-objectifs. Enﬁn, il y a aussi des développements dans l'adaptabilité des
paramètres de comportement de PSO lors de l'optimisation [ZZLC09, CCS09].
5.4.5.5 Fonction de Fitness et multi-objectivité
La fonction de Fitness est une fonction qui traduit un critère de minimisation
ou de maximisation. Les particules se basent sur ce critère aﬁn de juger leurs per-
formances. C'est ce critère qui permet de générer les scores pour chaque particule,
et éventuellement de déﬁnir la ﬁn du processus d'optimisation avec un niveau de
performance (niveau de Fitness) souhaité.
Une fonction de Fitness multiobjective est la somme de deux sous fonctions de
ﬁtness complémentaires : F = F1 + F2. Les deux fonctions ont pour objectif de
maximiser la présence des particules au niveau de la région où la probabilité est
élevée. Dans le cas d'une approche passant par les deux étapes de prédiction et de
correction, la fonction de ﬁtness peut faire un combiné de maximisation autour des
régions à forte probabilité a posteriori et a priori. Ceci permettrait d'obtenir un bon
compromis entre prédiction et correction aﬁn de faire une estimation.
5.5 PSO pour la localisation des véhicules routiers
La PSO est faite essentiellement pour résoudre des problèmes d'optimisation et
pas des problèmes en environnement dynamique. Appliquer la PSO à la localisation
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temps réel d'un véhicule revient à l'adapter au ﬁltrage. Il est donc nécessaire d'essayer
de s'aﬀranchir du principe d'interactivité au maximum et d'intégrer la dynamique
de comportement du véhicule et la faire hériter aux particules.
Le Filtrage par multi essaims de particules (Multi Swarm Particle Filter) proposé
par [HNT10] est une solution pour la localisation intérieure pour un robot mobile.
L'idée s'approche de nos ambitions, cependant, dans cette approche l'auteur traite
chaque position comme un cas d'optimisation à part. Sans dépendance temporelle
(non Markovien), cette localisation ponctuelle est uniquement spatiale et nécessite
l'utilisation de balises et/ou de cartographie (sans GPS). Aussi dans [GGLV12] l'idée
et le principe appliqués restent une inspiration de la PSO aﬁn de créer un processus
d'égo-localisation. Ici, l'auteur s'appuie sur les données GPS et introduit une gestion
des aspects aussi bien spatiaux que temporels en visant une application temps réel.
Le problème de cette approche est qu'elle est dépendante d'une cartographie et de
la précision de la carte, chose qui n'est pas toujours disponible. Aussi, le fait que la
méthode utilise une pondération diﬀérente pour chaque source aﬁn de les fusionner
après est à double tranchant. Cette division des jugements permet de gérer chaque
sources toute seule et permet d'avoir un système certes modulaire et facilement mo-
dulable (ajout de capteurs) mais fortement découplé. Les particules vont gérer chaque
dimension de l'optimisation de façon à part ce qui va générer des sélectivités (biais)
dans l'espace de recherche. Comme la PSO de base fonctionne dimension par dimen-
sion, la solution est plus facilement trouvée seulement quand elle se trouve sur un
axe de l'espace de recherche, sur une diagonale, et encore plus facile si elle est au
centre [MS05, Spe10]. Pour éviter ce biais, il est conseillé de faire des comparaisons
équitables en utilisant des problèmes de référencement non-biaisés, qui sont décalés
ou tournés [SHL+05].
Une autre solution consiste à modiﬁer l'algorithme lui-même de sorte qu'il ne
soit plus sensible au système de coordonnées [WKG07]. Nous proposons donc une
adaptation de la PSO avec une gestion de l'aspect spatiotemporel (Markovien), en
intégrant le processus d'évolution et de communication de la PSO à un ﬁltre existant.
Cette approche est dédiée à la localisation temps réel de véhicules routiers avec
de fortes dynamiques. Les sources de données seront des capteurs inertiels et un
capteur GPS bas coût. La solution ﬁnale se concrétise par une hybridation du ﬁltrage
particulaire préalablement adapté à la problématique de localisation extérieur. La
PSO apportera le coté coopératif visé aﬁn d'améliorer les performances.
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5.6 Le ﬁltre particulaire à essaim de particules SPF 4
5.6.1 Introduction
Ce ﬁltre inspiré par l'hybridation du Filtre Particulaire avec une approche d'Op-
timisation Par Essaim de particules OEP ou PSO est sensé apporter la notion d'in-
teractivité manquante au Filtre particulaire. Les particules, comme pour un Filtre
Particulaire normal, passent par toutes les étapes nécessaires en plus d'une étape
d'échange d'information et d'évolution de particules de façon communautaire. Après
l'étape de pondération du PF, les particules échangent des informations (commu-
niquer) et évoluent aﬁn d'optimiser la répartition de l'essaim (se déplacer vers la
région où les meilleures solutions (probabilités) sont trouvées). Se déplacement est
conforme au concept de l'évolution de PSO. Cette hybridation par la PSO représente
le coté coopératif qui n'existe pas nativement dans le ﬁltre particulaire classique et
qui vient s'ajouter à la capacité réactif du ﬁltre. Cette intégration apporte un point
qui corrige une des lacunes du PF. Comme noté dans la conclusion du ﬁltre particu-
laire, les particules de ce dernier ne font pas vraiment de correction mais seulement
de la sélection échantillonnage.L'estimation en PF se fait uniquement à l'aide des
prédictions pondérées, voir équation 4.17. L'évolution PSO vient apporter une ca-
pacité de mouvement aux particules en cas de données extéroceptive, ce qui permet
une vraie correction cette fois.
Dans la suite du document, les algorithmes et notations mathématiques du vec-
teur d'état du véhicule vont adopter deux sous notations représentants le même
vecteur d'état. Représentatives de la position et orientation du véhicule (X, Y θ)T ,
La notation en petit xˆ sera employée lors des phases d'optimisations PSO et la no-
tation en grand Xˆ sera employée lors du ﬁltrage et de la fusion aﬁn de distinguer
l'hybridation. La notation des poids des particules sera notée en minuscule wi alors
que le facteur d'inertie sera noté en majuscule W . Ces notations suivent au mieux
les notations des approches sources aﬁn de garder une cohérence dans les notations
par rapport à la littérature tout en faisant ressortir le caractère hybride des nouvelles
approches.
5.6.2 Principe et algorithme
Le Swarm Particle Filter suit toutes les étapes que le PF en appliquant les mêmes
formules et les mêmes bruits aﬁn d'avoir une base de comparaison semblable. La
seule étape dans laquelle ce ﬁltre se distingue du PF est l'étape de traitement de
4. SPF : Swarm Particle Filter
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Figure 5.5  SPF par hybridation PF/PSO
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données extéroceptives où l'on vient ajouter une étape d'évolution des particules
qui apporte l'aspect coopératif. L'intégration de cette étape nécessite l'hybridation
des particules aussi en leur ajoutant les attributs PSO. Nous obtenons donc des
particules enrichies (modiﬁées) qui ont tous les attributs d'une particule PF (ex. le
poids wik ) et en complément les attributs PSO (ex. P
i
b et Gb) sans redondance pour
les attributs communs aux deux approches tel que le vecteur d'état xˆik. La fonction
de pondération jouera aussi le rôle de fonction de ﬁtness. Les détails du déroulement
de l'algorithme seront développés dans ce qui suit.
Le schéma algorithmique illustré par la ﬁgure 5.5 décrit l'hybridation du ﬁltre
particulaire par la PSO donnant l'algorithme général du ﬁltre SPF.
Initialisation
Comme pour le ﬁltre particulaire, le SPF commence par une étape d'initialisation
dans laquelle il suit les mêmes fondements détaillées dans 4.3.3. En plus de créer et
répartir la première génération de particules et leur attribuer des poids initiaux, le
SPF les dote d'une capacité de communication en leur attribuant des voisines et en
leur donnant accès à l'information du meilleur global Gb. L'initialisation concerne
aussi la mise à zéro des vitesses d'évolution vi0, l'attribution d'une valeur au facteur
d'inertie W et aux diﬀérents paramètres tel que le nombre de particules N et le seuil
de rééchantillonnage souhaité Nth ou Sth selon le critère sélectionné. Nous discuterons
du cas des meilleurs personnels P ib dans la phase d'évolution pour voir ce qu'il en
advient.
Prédiction
Tout comme dans 4.3.3, l'étape de prédiction permet ensuite d'obtenir les prédictions
particulaires Xˆ ik|k−1. Ces prédictions sont obtenues à partir des dernières positions
connues des particules (X i0 ou Xˆ
i
k−1|k−1) et de leurs mouvements suivant les données
proprioceptives appliquées au modèle bicyclette 3.2.2. Cette étape permet d'avoir un
état prédit global en fusionnant les hypothèses de prédiction, ainsi que l'incertitude
représentée par la répartition probabiliste a priori des particules.
Échantillonnage
En appliquant l'équation 4.15, chaque particule obtient un poids wik (score), ce score
sera ensuite normalisé suivant la procédure du PF aﬁn d'être utilisé comme référence
de performance pour l'évolution PSO.
Évolution
Après la normalisation des poids, l'évolution des particules se fait suivant les équa-
tions suivantes :
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vˆik = W vˆ
i
k−1 + |randn|(Gb − xˆik|k−1) (5.6)
Le Gb est sélectionné en comparant les poids des particules de l'essaim. Suivant
l'équation 4.15, le Gb sera le vecteur d'état de la particule la plus proche de la donnée
GPS.
Par rapport à l'équation 5.4, le terme +|randn|(P ib − xˆik|k−1) a disparu dans cette
variante d'évolution.
Dans la littérature [XH04, LLZ+13], les approches traitant des problèmes d'opti-
misation dynamique, éliminent la partie P ib des équations d'évolution PSO. Ce choix
est appelé l'eﬀacement de mémoire, P ib est donc constamment égale à la position
actuelle de la particule xˆik|k−1, ce qui annule la partie concerné de l'équation 5.4
donnant l'équation 5.6. En considérant l'optimisation dans un environnement dyna-
mique, le choix d'adopter l'eﬀacement des mémoires des particules est tout à fait
logique. Si la particule conserve ses performances alors que l'environnement ou le
processus a changé, cela ne fera que la faire revenir à l'état précédent du système
et/ou de son environnement. Le non eﬀacement de mémoire pour des cas dynamique
a pour conséquence de générer un retard permanent du ﬁltre.
La variante d'évolution obtenue intègre donc deux concepts d'adaptation d'évo-
lution, un premier de tendances gaussiennes aléatoires au lieu de facteurs d'appren-
tissage avec des nombres aléatoires uniformes. Et un deuxième d'eﬀacement de mé-
moire pour pouvoir être conforme au traitement d'optimisation en environnement
dynamique. Les deux concepts ont été étudié et validé dans [Kro04] et [XH04] res-
pectivement. Ceci nous apporte l'avantage de réduire le nombre de paramètres qui
doivent être ﬁxés par rapport à la PSO de base.
Estimation
L'estimation consiste à faire fusionner les vecteurs d'états corrigés des particules aﬁn
d'obtenir un état estimé du véhicule et l'incertitude autour. Les calculs sont fait de
la même manière que pour l'estimation du ﬁltre particulaire, la diﬀérence ici est que
les vecteurs employés sont des états corrigés (optimisés) et non des prédictions. Pour
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Figure 5.6  L'égo-localisation SPF
Rééchantillonnage
Vu que les particules passent par une étape de correction, elles sont censées optimiser
leur distribution. Le processus de rééchantillonnage n'est conservé que pour garantir
une certaine homogénéité de l'essaim, en évitant la concentration du poids dans une
particule par exemple. Le protocole de rééchantillonnage ainsi que le critère employé
sont détaillés dans 4.3.3.
5.6.3 Application du SPF à la localisation des véhicules rou-
tiers
Le SPF représente un premier pas vers une localisation réactive coopérative.
L'implémentation de l'algorithme 3 et les tests ont nécessité des phases de calibrage,
tests et réglages des diﬀérents paramètres tel que le nombre de particules et le facteur
d'inertie. Les valeurs ont été sélectionnées après analyse de plusieurs tests dont la
synthèse se trouve sous forme d'un tableau en annexe.
Après calibrage des paramètres de l'approche, les tests en application d'égo lo-
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Algorithme 3 : Algorithme du ﬁltre SPF appliqué à la localisation des véhi-
cules
A l'instant k = 0 (X0 et P0 connus)
Initialisation()
Génération de la première population de particules :




et vi0 = 0.
while (Donnée capteur disponible) do
If(Donnée proprio)
Déplacer les particules dans l'espace d'état suivant les données et le
modèle véhicule.


















X ik|k−1 −XV ehicule
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X ik|k−1 −XV ehicule
)T
If (Donnée extero)
Calculer/mettre à jour le poids de chaque particule :
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If (Neff ≤ Nth)
Procéder au rééchantillonnage des particules par la méthode choisie.
Redistribuer les poids aux nouvelles particules.
end
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calisation restent prometteurs tout en faisant ressortir quelques limites. La ﬁgure
5.6 montre le rendu de l'approche SPF pour l'égo-localisation. Sur cette ﬁgure, on
distingue en cercles cyan les données GPS, la plus proche étant la donnée actuelle-
ment traitée, elle est au centre de l'ellipse d'incertitude GPS. Les carrés noirs reliés
entre eux sont des points de positionnement précis et qui servent de référence (vérité
terrain). Les ellipses rouges et cyans représentent respectivement l'incertitude de po-
sitionnement et celle de la donnée GPS. Les carrés bleus et rouges ne sont que des
projections (interpolation pour la bleu) pour pouvoir comparer le positionnement vé-
hicule (rouge) avec la vérité terrain (bleu). Cette ﬁgure est issue d'un test rejoué avec
des données réelles enregistrées sur les pistes de Satory à Versailles. Le plus remar-
quable dans ce test est que l'approche arrive à conserver des performances meilleures
que le GPS malgré la concentration des particules et un risque de divergence.
La localisation avec le SPF s'avère réactive et eﬃcace dans les cas où le véhicule
garde la même dynamique pendant plusieurs cycles suivis (ligne droite ou grande
courbe). Le problème visible sur l'image est que la distribution des particules néan-
moins eﬃcace semble être trop concentrée. En d'autres termes, le processus d'opti-
misation est assez eﬃcace jusqu'au point de faire que l'essaim se concentre un peu
trop vite lorsqu'il n'y a pas de grands changement de dynamique.
Ceci est négatif pour les cas tels qu'une longue ligne droite suivie d'un virage serré.
Les particules auront tout le temps nécessaire pour bien se concentrer puis elles ne
seront plus en mesure d'être eﬃcace une fois le véhicule engagé dans le virage. Les
tests montrent que ceci ne cause pas une divergence déﬁnitive du ﬁltre. Cependant,
le ﬁltre fait de mauvaises estimations pour ces cas là et est sujet à des sorties de
pistes (mauvaises estimations) puis recouvre la bonne trajectoire. Ceci s'explique
par une trop grande concentration des particules, qui ne peuvent plus explorer plus
largement l'environnement autour. Les particules n'ayant aucune voisine dans une
position eﬃcace, continuent par leurs inerties suivant la dernière dynamique connue
pendant plusieurs cycles.
L'application du ﬁltre SPF à la localisation des véhicules représente une bonne
avancé mais soulève plusieurs nouvelles questions. Ces questions seront exposées à
travers les inconvénients et avantages de l'approche. Des premières solutions seront
discutées dans la conclusion pour essayer de répondre à ces questions.
5.6.4 Avantages et inconvénients du ﬁltre SPF
Après avoir étudié l'approche SPF et les diﬀérentes inﬂuences et incidences des
diﬀérents paramètres de cette approche et vu le caractère aléatoire de toutes les
étapes, nous devons faire des tests stochastiques aﬁn de choisir les paramètres adé-
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quats faisant le compromis entre la restriction (facteur de rééchantillonnage) et la
liberté (facteur d'inertie). La restriction permet d'éviter l'explosion de l'essaim et
de garantir un certain niveau d'eﬃcacité alors que la liberté permet d'avoir une ri-
chesse d'hypothèses qui est primordiale pour prévoir les changements de dynamique
du véhicule. Les tests sont disponibles en annexe sous forme de tableaux résumant
les impacts des diﬀérents facteurs 9.3.
L'inconvénient est que tout ce travail de calibration et de tests ne sera eﬃcace
que pour cette application de localisation et pour les mêmes types de capteurs ayant
les mêmes gammes de bruits.
Néanmoins, cet aspect aléatoire apporté par la PSO n'a pas que des inconvénients
car c'est l'élément principal qui permet de couvrir une plus large zone de l'espace
d'état. Ceci a pour eﬀet de garantir la présence d'une hypothèse se rapprochant du
véritable état du véhicule, ce qui diminue le risque de divergence et augmente la
robustesse.
Le caractère cognitif des particules permet aussi d'apporter une richesse d'in-
formation qui remplace l'ajout de capteurs supplémentaires. L'optimisation vient
ensuite parfaire l'ensemble aﬁn de tirer le meilleur de ces informations échangées.
L'optimisation en elle même, comme vu précédemment, est un concept assez simple à
comprendre, implémenter et employer. Cependant, l'optimisation et plus précisément
l'évolution apporte de nouvelles notions qui changent notre vision sur ce processus
de localisation. Plusieurs questions se posent alors, essentiellement sur l'organisa-
tion algorithmique et non sur les paramètres. Par exemple, après l'étape de mise à
jour et estimation, les poids des particules représentent l'eﬃcacité à ce moment là.
A l'étape suivante de prédiction qui n'est généralement pas trop éloigné d'un point
de vue temporel, faudra-t-il garder les anciens poids ou employer de nouveau poids
homogènes sachant que les particules ne sont pas vraiment à égales performances.
Aussi une question qui s'est posé au cours du développement du SPF était :
Pour la fusion, faut-il faire une moyenne pondérée à la manière du ﬁltre particulaire
ou opter pour le meilleur global Gb et le considérer comme la position du véhi-
cule généralisée. L'approche SPF par ces questions et par des problèmes tels que la
convergence prématurée reste une approche sur laquelle les travaux sont intéressants
et nécessaires.
5.6.5 Conclusion
Aﬁn de répondre aux questions soulevées, des tests on été fait. Après tests ; Nous
constatons que garder les anciens poids des particules donne de meilleurs résultats
(moins de sauts) et ceci s'explique par le fait que le véhicule ne change pas radi-
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calement de dynamique entre un cycle et le suivant, idem pour les particules qui,
avec les poids du cycle passé et la prédiction du cycle actuel, donnent une estima-
tion de l'état du véhicule. Une fois que les objectifs de précision sont atteints sous
conditions de fonctionnement en temps réel, une comparaison avec une ou plusieurs
autres approches s'impose.
Les améliorations à apporter sont nombreuses mais restent accessibles, comme
l'utilisation d'une fonction de Fitness multiobjective [HNT10, RSC06, CK02, EC03,
XH04] qui aurait pour but de satisfaire plusieurs contraintes et de répondre à plu-
sieurs critères simultanément. Les améliorations auront pour but essentiel de corriger
les problèmes de convergence prématurée et d'améliorer la robustesse et la précision
de la localisation. L'idée consiste à diminuer directement la dépendance des particules
(de la localisation) à la donnée GPS. Cette dépendance se traduit par la fonction
de ﬁtness 4.15 dans laquelle le poids d'une particule ne dépend que de sa position
par rapport à celle du GPS. Il faut donc trouver une solution (nouvelle fonction
de Fitness multiobjective) qui permet aux particules de juger leurs performances
individuelles par rapport à une référence autre que la donnée GPS.
Ceci revient à doter les particules d'une nouvelle capacité d'évaluation commu-
nautaire ou individuelle qui ensuite pourrait servir à enrichir les informations traitées.
L'idée et le concept des ces améliorations appliquées au SPF donnent naissance à
une nouvelle approche qui sera présentée dans ce qui suit.
5.7 Le ﬁltre de Kalman Optimisé à Essaim de Par-
ticules OKPS 5
5.7.1 Introduction
Le ﬁltre OKPS est une évolution du ﬁltre SPF. Ce ﬁltre proposé intègre en plus
de la notion d'interaction sociale du SPF un aspect cognitif aux particules utilisées.
Le concept cognitif consiste à donner une certaine notion d'intelligence à ces parti-
cules. Cette notion se traduit par une capacité d'auto-diagnostic des particules de
l'essaim. Des particules dotées d'auto-diagnostic peuvent désormais évaluer leurs per-
formances en se référant à la donnée GPS et à leur propre référentiel. Cette nouvelle
capacité est très utile dans les cas où les mesures GPS Yk sont aberrantes et que
leur mesure d'incertitude Rk ne permet pas de les identiﬁer comme tel. La fonction
d'auto-diagnostic dans ce cas, permet à chaque particule d'avoir une autre référence
qui est son propre vecteur d'état. La particule a alors le choix et peut donc faire un
5. OKPS : Optimized Kalman Particle Swarm
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compromis entre la mesure GPS et son état actuel pour l'optimisation. Pour intégrer
cette nouvelle capacité d'auto-diagnostic, nous nous inspirons du ﬁltre de Kalman
et considérons donc chaque particule comme une mesure en lui attribuant une in-
certitude sous forme de matrice de variance covariance. Cette matrice d'incertitude
élémentaire P ik nous permet de faire plus ou moins conﬁance à la particule ou à la me-
sure, suivant leurs incertitudes respectives. Une nouvelle fonction de ﬁtness (fonction
de pondération) adaptative-multiobjective est également développée pour permettre
aux particules d'adapter le calcul de leurs poids compte tenu de cette nouvelle ca-
pacité. La matrice d'auto-diagnostic des particules est gérée et mise à jour suivant
le concept de l'EKF. La notion de gain de Kalman est intégrée aﬁn de permettre
la mise à jour de P ik qui doit être la plus représentative possible de la probabilité
de l'état de la particule i . Le rôle de la nouvelle fonction de ﬁtness adaptative et
multiobjective est de donner un poids pour chaque particule compte tenu de son
rendement par rapport à la mesure GPS et relativement à la conﬁance (incertitude)
attribuée par la particule à sa prédiction.
5.7.2 Objectifs
L'objectif principal de cette approche est d'améliorer les performances du SPF
tout en corrigeant ses limites. Les améliorations apportées par l'OKPS ont aussi pour
but d'apporter des solutions simples et eﬃcaces aux questions qui ont vu le jour après
la réalisation du ﬁltre SPF. Du point de vue théorique et algorithmique, l'OKPS est
censé conforter la convergence par l'intégration d'une vraisemblance corrigée linéai-
rement par un EKF pour chaque particule. Cette correction, certes, ne sera pas ap-
pliquée directement au vecteur d'état à la manière du ﬁltre de Kalman, mais aura un
impact direct sur la génération des poids des particules. En conséquence, d'un point
de vue applicatif, les nouveaux poids aﬀecteront le choix de mouvements (évolution)
des particules optimisant la distribution suivant un compromis : mesure/hypothèses.
Ceci permet de corriger deux points négatifs constatés pour le ﬁltre SPF et qui sont :
la convergence prématurée et l'inﬂuence importante des données GPS (aberrantes ou
pas) sur le mouvement des particules.
5.7.3 Formulation de l'approche
Pour accomplir une localisation basée sur l'optimisation et le ﬁltrage permettant
d'être à la fois réactif et coopératif, l'OKPS combine les avantages des techniques
présentées précédemment.
L'aspect coopératif consiste en l'échange d'informations et l'interaction entre les
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particules. Alors que l'aspect réactif ressort de la capacité de détection de change-
ments dans la dynamique du véhicule. Cette capacité de détection est la conséquence
directe de l'enrichissement des particules par un simple mécanisme d'auto-diagnostic.
L'idée d'auto-diagnostic est accomplie par l'attribution d'une matrice de proba-
bilité P ik aux particules. Cette matrice (inspirée de la matrice d'incertitude de la
méthode EKF) permet à chaque particule d'évaluer sa vraisemblance en associant
une matrice de variance covariance à son vecteur d'état. Comme mentionné dans
l'introduction de l'OKPS, La matrice P ik doit être aussi représentative que possible
de l'incertitude de positionnement des particules. C'est la raison pour laquelle cette
matrice est gérée (mise à jour à chaque étape) par un gain de Kalman K.
L'approche peut sembler s'apparenter à un Kalman particulaire où chaque par-
ticule est un ﬁltre de Kalman Étendu à part entière. Ici le principe de Kalman n'est
employé que pour la gestion des vraisemblances et en aucun cas pour la correction
d'états des particules. La correction appliquée est tout à fait innovante puisqu'elle est
issue d'une optimisation PSO échantillonnée par la suite par le principe du ﬁltrage
particulaire.
Appliquer la correction sur le principe de Kalman n'est pas conseillé pour les
systèmes à fortes dynamiques et sujets aux bruits variables ainsi qu'aux fortes non
linéarités. La cause principale se trouve dans l'équation de correction de Kalman
noté dans 4.6 et 4.12. Cette correction est une simple correction linéaire entre le
vecteur d'état prédit et l'observation de la mesure. Dans le cas où le véritable état
du véhicule ne se trouve pas dans l'espace d'état couvert par la zone de linéarité entre
la prédiction et l'observation, le ﬁltre fait une estimation fausse et peut diverger.
L'OKPS peut être considéré comme une approche hybride SPF évoluée, aidée
par un gain de Kalman aﬁn de réévaluer la vraisemblance des particules utilisée dans
une nouvelle fonction de ﬁtness adaptative.
5.7.4 L'OKPS : Principe et Algorithme
L'OKPS, comme toute approche multi-hypothèses, commence par une initialisa-
tion des particules. L'initialisation se rapproche de celle du SPF en appliquant les
principes du tirage de monte carlo et de la PSO combinés, l'OKPS intègre en plus
une initialisation de la matrice de variance covariance d'auto-diagnostic inspirée du
principe du ﬁltrage de Kalman. La localisation est donc accomplie récursivement
suivants les étapes principales de prédiction et de mise à jour intégrant les nouvelles
caractéristiques des particules. Le changement principal se situe au niveau de l'étape
de mise à jour.
L'algorithme de l'OKPS est décrit dans l'organigramme présenté par la ﬁgure 5.7,
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Evolution vers la zone maximisant la probabilité
Prédiction
Mise à jour des Poids
Fonction de fitness adaptative
Rééchantillonnage
Figure 5.7  Algorithme de l'OKPS
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les détails de l'implémentation sont présentés dans ce qui suit :
Initialisation
L'initialisation de l'OKPS est eﬀectuée de la même manière que pour l'initialisation
du PF ou SPF du point de vue génération et distribution aléatoire autour de l'état
initial connu ou choisi. Les détails des paramètres de la distribution suivant les dif-
férentes variances et écarts types sont notés dans 4.3.3. En supplément par rapport
aux particules initiales du SPF, voir 5.6 ; Les particules de l'OKPS ont un attribut
supplémentaire qui est la matrice P ik qui permet l'auto-diagnostic. Cette matrice
est initialisée suivant le principe d'initialisation de la matrice de variance EKF noté
dans l'équation 4.9. Les paramètres à ﬁxer pour l'initialisation sont : Le nombre de
particules N , le facteur d'inertie W et le seuil de rééchantillonnage Nth. Les données
initiales recueillies sont utilisées pour déﬁnir la position initiale. Le calcul de Xˆ0, P0,
Q0 et R0 se fait à l'aide du jeu de données collectées initialement. Le calcul de ces
valeurs initiales est décrit par le groupe d'équations 4.9.
Les attributs des particules de l'OKPS initialisés sont alors : −→xi (0) qui représente
un vecteur d'état (vecteur de positionnement) tel que xinit = (xinit, yinit, θinit)T ,−→vi (0) = 0 représente la valeur initiale de la vitesse d'évolution des particules, P i0 = P0
est l'incertitude associé à l'état initial de chaque particule. La valeur de ﬁtness (score,
poids) de chaque particule est initialisée à wi0 = 1/N . Cette valeur va être mise à jour
pour chaque mesure GPS par la suite suivant l'équation de ﬁtness adaptative 5.9.
Gb(0) représente le meilleur global parmi le voisinage et est obtenu par la comparaison
des scores des particules. La valeur de Gb est aussi automatiquement mise à jour suite
à l'acquisition d'une donnée GPS sans dépendance temporelle à la valeur précédente,
ce qui permet de ne pas lui attribuer de valeur initiale.
Prédiction
Suivant la prédiction employée dans le PF et le SPF, les particules vont chacune
prédire une possible position du véhicule xˆik|k−1. Cette prédiction se fait à l'aide du
modèle bicyclette 3.2.2 dans lequel sont employées les données proprioceptives ac-
tuelles. Additionnellement à l'état prédit, une incertitude associée à cette prédiction
est aussi calculée. Ce calcul fournit P ik|k−1 une valeur a priori de la vraisemblance
d'une particule i et va représenter l'incertitude associée à son état prédit. P ik|k−1
est calculée suivant le principe de calcul de probabilité a priori du Filtre de Kal-
man Étendu noté dans l'équation 4.5. Cette dernière équation nécessite un calcul de
Jacobienne. Ceci peut être considéré comme une limite dans d'autres applications
mais dans le domaine de la modélisation automobile, il existe une multitude de mo-
dèles non linéaires simpliﬁés et dérivables. Le couple prédit constitué par l'état et
son incertitude est le même que noté dans la prédiction de l'EKF dans l'ensemble
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d'équations 4.11 :
Xˆ ik|k−1 = f (Xˆ
i
k−1|k−1, Uk−1)





Un vecteur d'état global du positionnement prédit du véhicule Xˆk|k−1 peut être
alors déterminé par fusion des hypothèses en prédiction. La fusion se fait dans ce








Cette étape consiste à actualiser les diﬀérentes variables intervenant dans le calcul
des poids tel que les matrices d'incertitudes de prédictions et de mesure P et R. Nous
obtenons alors des valeurs de probabilités a posteriori P ik|k et Rk, mises à jour à l'aide
du principe bayésien de Kalman et de l'acquisition de la mesure extéroceptive GPS.
Cette étape de mise à jour correspond à la mise à jour de P et R dans l'algorithme
décrit dans la ﬁgure 5.7. Elle intervient avant la mise à jour des scores qui vient par
la suite, l'étape de mise à jour des (poids) scores de l'algorithme OKPS est décrite
comme un échantillonnage par la suite.
Avant d'évaluer les scores des particules, nous mettons à jour les matrices d'incer-
titude P ik|k−1 et Rk. La première matrice est mise à jour à l'aide d'un gain de Kalman.
Cette méthode de Kalman a été adoptée pour la mise à jour des vraisemblances des
particules car elle garantit une quasi-optimalité du minimum de variance a posteriori
avec l'hypothèse d'un bruit gaussien. Ceci permet à la vraisemblance P ik|k générée
par l'équation 5.8 d'être la plus représentative possible de la probabilité de l'état de
la particule i. La deuxième matrice Rk est la matrice d'incertitude de la mesure GPS,
accessoirement elle permet de dessiner l'ellipse d'incertitude GPS. Cette matrice est
mise à jour simplement par acquisition des données relatives à la qualité du signal














P ik|k = (I −KikH ik)P ik|k−1 (5.8)
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Échantillonnage
Cette étape d'échantillonnage consiste à déterminer parmi les particules, quels sont
les échantillons à forte probabilité et quelles sont les particules qui peuvent être
ignorées ou éliminées dans le cas actuel. Cette étape nommée échantillonnage pour
la description correspond sur la ﬁgure 5.7 de l'algorithme OKPS à l'étape de mise
à jour des scores. Le calcul se fait à l'aide de la nouvelle fonction de ﬁtness déﬁnie
pour cette application. Tout le comportement de l'essaim repose sur ce critère qui
est la fonction de ﬁtness.
Le score (poids) de chaque particule i correspond au résultat retourné par la fonc-
tion de ﬁtness. Pour rappel, la fonction de ﬁtness peut être un critère de maximisation
ou de minimisation. Ce critère va représenter un but précis ou un compromis entre
plusieurs buts. La sélection de cette fonction dépend de l'application et du résultat
souhaité, pour plus de détails voir [EC03, RSC06, Fra02].
Dans l'OKPS, la fonction de ﬁtness 5.9 est un critère de maximisation. Le calcul de
chaque score prend en compte deux sources d'informations : La source extéroceptive
GPS en positionnement absolue Yk et la source d'hypothèse en prédiction de chaque
particule Xˆ ik|k−1, qui est un positionnement absolu en soit mais qui peut tout à fait
être considéré comme relatif par rapport à l'ensemble de l'essaim et à sa prédiction
fusionnée Xˆk|k−1. Le compromis entre ces deux sources sera eﬀectué par une moyenne





[(Yk−Yˆ ik )T [Rk]−1(Yk−Yˆ ik )+(Xˆk|k−1−Xˆ ik|k−1)T [P ik|k]−1(Xˆk|k−1−Xˆ ik|k−1)]}
(5.9)
Sachant que : Yˆ ik = HkXˆ
i
k|k−1 = ( X, Y )
T est l'observation, Yk = ( GPSx , GPSy )T
est la mesure GPS. Rk représente l'incertitude de la mesure GPS et P ik|k l'incertitude
de la particule i mise à jour. Xˆk|k−1 est l'état du véhicule prédit. La normalisation des
scores est une étape importante qu'il ne faut pas oublier, car c'est elle qui permet
d'homogénéiser les scores aﬁn de pouvoir les comparer. La normalisation est faite
suivant l'équation 4.16. Le meilleur global Gb est ensuite déterminé par la compa-
raison des scores des particules, il sera le vecteur d'état prédit xˆik|k−1 de la particule
ayant le score le plus important.
Évolution
Dans cette étape, chaque particule va pouvoir optimiser son estimation en évoluant
dans l'espace d'état. Cette évolution est accomplie suivant les équations 5.5 et 5.6.
Cette variante est obtenue en appliquant le principe de PSO gaussienne proposé
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et validé par [Kro04], tout en l'adaptant à l'optimisation en environnement dyna-
mique par eﬀacement de mémoire exposée dans [XH04]. Les particules vont alors
faire coopérer la tendance d'inertie et celle qui favorise l'attraction au Gb dans le but
d'évoluer vers la zone d'intérêt du point de vue ﬁtness.
Les particules vont avoir chacune un nouveau vecteur d'état xˆik|k désormais dit a
posteriori. Le résultat est une nouvelle distribution de l'essaim, optimisée et concen-
trée vers la région maximisant les valeurs de ﬁtness. La nouvelle notion de ﬁtness
adaptative et multiobjective par rapport à celle employée dans le PF et SPF est la
contribution qui change le comportement évolutif de l'essaim. Le bénéﬁce principal
de l'équation 5.9 par rapport à l'équation 4.15 est que le Gb et les scores ont désormais
une nouvelle déﬁnition adaptative.
Au lieu de pondérer les particules seulement par rapport à leur position à celle
du GPS, comme dans le SPF ; la fonction de ﬁtness de l'OKPS permet de considérer
l'inertie des particules pour leur pondération en évitant la dépendance aux données
GPS. Cette évolution adaptative rend le ﬁltre plus robuste aux valeurs aberrantes
du capteur GPS.
Estimation
Les résultats des particules après évolution sont fusionnés aﬁn d'avoir une nouvelle
estimation de l'égo-localisation du véhicule Xˆk|k. Les estimations des particules Xˆ ik|k
sont fusionnées en utilisant les poids normalisés qui sont les mises à jour des scores









L'algorithme de ré-échantillonnage et son critère de déclenchement sont les mêmes
que ceux utilisés pour le PF et SPF, l'algorithme choisi est celui du rééchantillonnage
systématique et le critère est le nombre de particules eﬃcaces de Kong et Liu.
Dans les mêmes conditions, avec le même seuil de rééchantillonnage Nth et
les mêmes données traitées, le déclenchement du rééchantillonnage se produit pour
l'OKPS à une occurrence moins importante que pour le PF ou le SPF en raison
de l'optimisation adaptative qui rend les particules plus réactives et augmente par
conséquent le nombre de particules eﬃcaces. Le processus de rééchantillonnage est
encore un processus de calcul lourd, et éviter des rééchantillonnages parfois inutiles
est avantageux. En outre, moins la population de particules est rééchantillonnée plus
les caractéristiques dynamiques d'estimation sont préservées.
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5.7.5 Application de l'OKPS à la localisation des véhicules
routiers
Comme décrit précédemment, l'OKPS est un ﬁltre récursif multi-hypothèses vi-
sant à proposer une version améliorée de ﬁltrage optimisé pour la localisation des
véhicules routiers. L'OKPS fait usage des avantages des approches appliquées à la lo-
calisation, présentées dans l'état de l'art. Le déroulement de l'algorithme de l'OKPS
est détaillé dans l'algorithme 4. Tout comme pour un ﬁltrage bayésien classique,
l'OKPS passe par les étapes de prédiction et de correction récursivement et respecti-
vement suivant la réception des données proprioceptives et extéroceptives. La locali-
sation commence par l'initialisation autour de l'état initial du véhicule. Cet état est
déterminé en faisant la moyenne de plusieurs données collectées pour un état station-
naire du véhicule. Une fois l'essaim de particules initialisé autour de cet état suivant
les incertitudes associées, les étapes de prédiction et de correction s'enchainent alors
le long du scénario de localisation jusqu'à arrêt du ﬂux de données.
L'étape de prédiction de l'OKPS se distingue par rapport à celle du SPF seule-
ment par la matrice de probabilité individuelle attribuée à chaque particule. Comme
noté dans le descriptif précédent et dans l'algorithme 4, la valeur prédite de cette
matrice est calculée suivant le principe du ﬁltre de Kalman. Vient par la suite l'étape
de correction dans laquelle l'OKPS se distingue bien des autres approches existantes.
Ici, l'OKPS procède, après acquisition de la donnée GPS Yk = ( GPSx, GPSy )T
et de son incertitude Rk, à la mise à jour des matrices de probabilité des particules
toujours suivant le principe de ﬁltrage du Kalman étendu.
Les scores des particules sont calculés par la suite en faisant un compromis entre
la prédiction et la correction. Ce nouveau calcul de ﬁtness est la clé de fonctionne-
ment de l'OKPS est c'est la ﬁnalité recherchée par l'ajout de cette capacité d'auto-
diagnostic. Eﬀectivement, l'eﬀet de la nouvelle déﬁnition des scores est directement
visible sur le comportement des particules dans l'étape d'évolution. Chaque parti-
cule mélange dans sa pondération un jugement par rapport au GPS et un autre par
rapport à l'incertitude de cette particule vis-à-vis de la solution globale de l'essaim.
Ceci a pour eﬀet de permettre à la particule de ne pas être trop inﬂuencée par les
données GPS aberrantes, puisqu'elle a en parallèle son propre référentiel interne dans
l'espace fabriqué par ces voisines.
L'OKPS fait donc ce mélange de coopérativité et de réactivité qui permet une
localisation robuste et précise. L'OKPS est plutôt destiné à la localisation en milieu
urbain où les erreurs et les masquages GPS sont les plus fréquents.
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Algorithme 4 : Algorithme du ﬁltre OKPS appliqué à la localisation des
véhicules
A l'instant k = 0 (X0 et P0 connus)
Initialisation()
Génération de la première population de particules :





P i0 = P0 = E[(X0 − Xˆ0)(X0 − Xˆ0)T ]
while (Donnée capteur disponible) do
If(Donnée proprio)
Déplacer les particules dans l'espace d'état suivant les données et le
modèle véhicule.
xˆik|k−1 = f (xˆ
i
k−1|k−1, Uk−1)























X ik|k−1 − Xˆk|k−1
)(
X ik|k−1 − Xˆk|k−1
)T
If (Donnée extero)














P ik|k = (I −KikH ik)P ik|k−1
Calculer/mettre à jour le poids de chaque particule :
wik = exp{−12 [(Yk − Yˆ ik )T [Rk]−1(Yk − Yˆ ik )
+ (Xˆk|k−1 − Xˆ ik|k−1)T [P ik|k]−1(Xˆk|k−1 − Xˆ ik|k−1)]}






























X ik|k − Xˆk|k−1
)(
X ik|k − Xˆk|k−1
)T







If (Neff ≤ Nth)
Procéder au rééchantillonnage des particules par la méthode choisie.
Redistribuer les poids aux nouvelles particules.
end
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5.7.6 Avantages et limites de l'OKPS
L'avantage principal de l'OKPS est la capacité d'auto-diagnostic de ces parti-
cules. Pratiquement cette capacité génère l'avantage de minimiser la dépendance des
particules aux données GPS. Cette minimisation de dépendance reste toutefois condi-
tionnée par les incertitudes respectives des particules vis-à-vis de celle de la donnée
GPS. Le poids de la particule aura pour rôle de la faire pencher plus ou moins vers
la source ayant la plus grande probabilité.
L'OKPS n'est pas censé consommer plus de ressources en matière de calcul que
le ﬁltre particulaire, car il s'est avéré que les particules deviennent plus eﬃcaces et
n'ont pas besoin d'être rééchantillonnées aussi fréquemment que dans le PF et le
SPF. Cette approche répond aussi à quelques interrogations suite à l'application du
SPF, tel que la convergence prématurée.
Le ﬁltre OKPS censé tirer que les avantages, conserve paradoxalement quelques li-
mites des approches desquelles il s'inspire. L'intégration de la matrice d'auto-diagnostic
gérée par le ﬁltre de Kalman est limitée par la dérivabilité du modèle d'évolution en
jacobienne. Les particules gagnent en conﬁance lorsque la dynamique du véhicule
ne change pas pendant plusieurs cycles suivi et ont tendance à négliger un peu les
donnée GPS qui arrives par la suite, si ces dernières annoncent un trop brusque
changement de dynamique. Cependant, comme expliqué précédemment, cette indé-
pendance vis-à-vis des données GPS est théoriquement relative à leur incertitude.
5.7.7 Conclusion
Le ﬁltre OKPS représente ﬁnalement une solution aux limitations du SPF. Le
ﬁltre constitue alors une approche réactive-coopérative pour une égo-localisation de
véhicules routiers en milieu urbain dans des conditions dégradées.
La capacité d'auto-diagnostic des particules apporte un réel avantage à leur com-
portement. Les paramètres à ﬁxer sont moins nombreux que pour les approches
d'optimisation classiques ou les approches de localisation hybride multi-hypothèses.
Il reste tout de même à tester les performances de ce ﬁltre dans plusieurs cas de
ﬁgure aﬁn d'en étudier les limites expérimentales ainsi que pour voir s'il peut s'adap-
ter à plusieurs cas de localisation malgré le faible nombre de paramètres de calibrage.
L'OKPS est sensé faire preuve de réactivité en cas de changement de dynamique,
mais aussi de robustesse aux erreurs si les mesures annoncent des changements de
dynamiques aberrants.
Les performances de l'OKPS doivent être comparées aux autres approches. Aﬁn
d'avoir une comparaison équitable, les diﬀérents ﬁltres vont être testés dans les mêmes
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conditions avec les mêmes paramètres. La question qui peut se poser à ce stade est
au sujet des critères de comparaison et validation.
L'OKPS étant une approche hybride fusionnant plusieurs types d'approches des-
tinées à plusieurs applications diﬀérentes et souvent testées suivant des critères très
diﬀérents, doit avoir de nouveaux critères. Ces critères doivent être adaptés à l'ap-
proche, à ces concurrentes et à la problématique étudiée qui est l'égo-localisation de
véhicules routiers. L'étude et le développement de nouveaux critères adaptés à cet
eﬀet ainsi que les tests dans plusieurs cas de ﬁgures seront présentés et analysés dans
la partie suivante.
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6.1 Introduction
Comme nous l'avons montré dans les premiers chapitres de ce document, il existe
plusieurs méthodes et solutions pour la problématique de localisation extérieure à
forte dynamique destiné aux applications de transports routiers. La plupart de ces
méthodes sont basées uniquement sur des systèmes de radionavigation grâce à des
constellations de satellites GNSS (Global Navigation Satellite System). Ce type de
systèmes fournit une localisation absolue dite partiellement intègre. La localisation
GPS fonctionne correctement en milieu ouvert assurant une bonne visibilité de quatre
satellites au minimum et avec une bonne répartition spatiale. Outre ces conditions, le
GPS peut fournir des mesures aberrantes. Le GPS peut éventuellement être impacté
par le masquage de son signal par l'environnement comme le montre la ﬁgure 3.1
en illustrant l'exemple du canyon urbain. Il peut aussi générer de fausses mesures à
cause des réﬂexions du signal sur les parois des hautes infrastructures urbaines. Il
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s'avère indispensable de compenser ces masquages et aberrations. La solution est l'hy-
bridation des informations de radio-localisation satellitaire par d'autres informations
supplémentaires ne souﬀrant pas des mêmes phénomènes. Ces nouvelles informations
ne doivent pas être directement liées à l'environnement du véhicule et doivent être
capable de donner une idée sur la dynamique du véhicule aﬁn de le localiser. La
localisation avec ces nouvelles sources doit être complémentaire au GPS et capable
de prendre le relais pendant la perte du signal GPS. Les capteurs les plus appropriés
à satisfaire ces exigences fonctionnelles sont des capteurs proprioceptifs : odomètre,
gyroscope, codeur d'angle de braquage, compas, accéléromètre, etc. La Fusion de
données fait collaborer ces capteurs avec le GPS pour une égo-localisation robuste
du véhicule.
Les chapitres précédents présentent l'état de l'art des méthodes les plus utilisés
en matière de fusion de données pour des applications de localisation extérieure à
forte dynamique. La fusion de données vise à utiliser les données issues du capteur
extéroceptif et des proprioceptifs embarqués dans l'égo-véhicule. Ceci est accompli
grâce à des estimateurs qui utilisent un modèle cinématique du véhicule ou une
multitude de sous modèles du comportement du véhicule ou du système à étudier,
comme dans [NGG07, BBS88, DLH98]. Le vecteur à estimer est alors un vecteur
de localisation qui généralement est composé d'un ensemble des composantes selon
la précision exigée et la complexité du modèle véhicule employé : position en X ou
latitude, position en Y ou longitude, cap (orientation), vitesse longitudinale, vitesse
latérale, vitesse angulaire autour de l'axe du lacet et les accélérations.
Les approches hybrides de fusions de données sont des approches récemment dé-
veloppées. De plus, chaque méthode hybride est un mélange ou une collaboration
entre plusieurs méthodes ou modèles développés généralement pour d'autres pro-
blématiques. Les méthodes sources sur lesquelles se base une méthode hybride ont
chacune des tests et des critères de performance bien précis dans leurs domaines de
prédilection respectifs. Par exemple la PSO a dans plusieurs cas d'applications en
optimisation des tests standardisés Benchmarks qui permettent de comparer les
performances et suivant des critères bien déﬁnis pour chaque test. Ici, le problème
réside dans la diversité des approches et dans la nature hybride de l'OKPS. Aﬁn
de tester et comparer les performances des approches en matière d'égo-localisation
routière, faut-il utiliser des critères issus des fondements théoriques des approches
aﬁn de faire des tests fondés théoriquement ou faut-il plutôt faire des tests applicatifs
aﬁn de voir les performances réelles en localisation expérimentale ?
Les travaux de Ndjeng [NNLGG09, NGL+09, NGGL11] traitent en partie cette
question et font une analyse des critères développés et étudiés. Nous allons donc
commencé par faire un résumé de ces critères. A la suite d'une discussion et d'une
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analyse de ces travaux, nous choisirons les critères les plus appropriés aﬁn de les
employés dans nos tests comparatifs.
6.2 Performances d'un estimateur
Les algorithmes d'estimation d'état sont largement utilisés en recherche et ingénie-
rie. Nonobstant la solidité des fondements théoriques d'un estimateur, ses paramètres
et performances sont généralement évalués en pratique. Les tests expérimentaux en
plus de permettre un calibrage approprié des diﬀérents paramètres, permettent de va-
lider l'approche et de la comparer avec d'autres méthodes pour la même application
visée. Un estimateur est construit autour d'un ensemble d'hypothèses conditionnant
son fondement théorique et par conséquence son fonctionnement. Les tests expéri-
mentaux sont utiles pour l'utilisateur qui est intéressé par le bon fonctionnement
dans l'application développée. Les performances d'un estimateur dépendent de la
qualité des données et des diﬀérents bruits de processus et de mesures considérés.
Aﬁn d'aboutir à une comparaison objective et impartiale des performances des es-
timateurs pour une application d'égo-localisation, il est nécessaire de concevoir ou
choisir une base de critères bien déﬁnie. Ces critères devront être adaptés à l'ensemble
des techniques employées sans en favoriser une par rapport à l'autre, tout en étant
adapté à l'application.
Dans [NN09] l'auteur développe un protocole de comparaison d'estimateurs bayé-
siens pour la localisation reposant sur trois familles de critères qui sont : la crédibilité,
la précision et la robustesse.
 La crédibilité et la consistance d'un estimateur sont représentatives de sa
capacité à traiter la problématique en respectant des gammes de variances
d'erreurs acceptables pour l'application. Un estimateur crédible se doit de
fournir une donnée d'incertitude autour de son estimé, c'est la valeur de cette
incertitude qui va déterminer la crédibilité et la consistance de l'estimateur.
L'estimateur ne dois pas être trop optimiste ni trop pessimiste vis-à-vis de
son estimation. La crédibilité et la consistance sont évaluées au moyen de
critères probabiliste basés sur des moyennes d'écarts types d'estimations tel
que le NCI 1, l'ANEES 2 et la NEES 3 [DLH98, LZ01, BS90, BS92, BSL93].
Elles peuvent aussi être étudiées à travers les enveloppes d'incertitude à 2σ ou
3σ ou à l'aide des ellipses d'incertitude qui décrivent les mêmes écarts types
1. NCI : Non Credibility Index
2. ANEES : Average Normalized Estimation Error Squared
3. NEES : Normalized Estimation Error Square
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à 2σ et 3σ [ZIBPJ08, LBDS04].
 La précision en matière de localisation peut être évaluée selon des critères
d'erreur moyenne ou instantanée. Les erreurs moyennes telles que l'erreur
quadratique moyenne RMSE 4, l'erreur euclidienne moyenne AEE 5 et l'erreur
géométrique moyenne GAE 6, traduisent les performances globales de l'estima-
teur en donnant un indice de précision qui prend en compte à chaque instant
l'ensemble des instants passées. Ce genre de critère est utile pour départager
des approches sur le critère de la précision dans un scénario de test complet
[DLH98, LZ01, AUBM10]. Il est parfois intéressant de mesurer la précision
pendant un moment précis aﬁn de juger les comportements des estimateurs
dans ces cas. Ceci est particulièrement utile pour évaluer l'impact des aberra-
tions ou des bruits sur les diﬀérentes approches. Aﬁn de pouvoir départager
les estimateurs en égo-localisation dans des cas comme les multi-trajets GPS
ou pour des données proprioceptives aberrantes, nous avons besoin de cri-
tères de précision instantanés. Les critères de précision instantanée que l'on
peut utiliser sont : l'erreur euclidienne EE 7 et les erreurs axiales de position-
nement. Dans notre approche nous supposons ne disposer d'aucune source
d'information extérieure à part le GPS. La comparaison à la vérité terrain se
fait donc par rapport à un autre GPS plus précis, qui est le RTK : un GPS
d'une précision centimétrique.
 La robustesse se caractérise aux cas limites de l'application, d'où l'intérêt des
critères instantanés. La robustesse est étudiée suivant des critères complé-
mentaires à l'analyse de l'utilisateur du comportement des estimateurs dans
les cas limites. La notion de robustesse dépend toujours du moment étudié,
de l'application et du résultat souhaité par l'utilisateur. Aﬁn de classer les
approches étudiées en matière de robustesse en égo-localisation, nous allons
étudier leur comportement pour des cas de fonctionnement dégradé de nos
capteurs. Nous allons aussi tenter de chiﬀrer la sensibilité dans une relation
de rendement entre la crédibilité et la précision.
La précision de l'égo-localisation a toujours été le but à atteindre aﬁn de fournir
une information qui pourrait servir à une navigation autonome du véhicule. Pour
cela, le critère de précision a toujours occupé la première place dans le cahier des
charges des chercheurs. Néanmoins, il s'est clairement avéré que régler et calibrer un
estimateur aﬁn de satisfaire le critère de précision aux dépends des autres critères
4. RMSE : Root Mean Squared Error
5. AEE : Average Euclidean Error
6. GAE : Geometric Average Error
7. EE : Euclidean Error
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de performances tels que la consistance et la robustesse est un choix inapproprié
pour des applications sécuritaire et visant à devenir autonome. La précision garantit
seulement un niveau d'exactitude par rapport à la réalité sur la donnée fournie par
l'estimateur.
La capacité du ﬁltre à reproduire la vraie information est très importante mais
reste toutefois complémentaire à sa capacité à donner un indice de cohérence, car
la vraie information n'est parfaitement connue que dans les cas simulés. Pour cela,
une mesure d'incertitude est toujours associé à l'estimé. Cette mesure est celle de la
consistance, elle permet de mesurer la capacité du ﬁltre à s'auto-évaluer et donner
une information sur la qualité de son estimé à travers une erreur d'estimation sous
forme de variance. De l'analyse de cette dernière découle la notion de crédibilité. La
crédibilité permet de juger si l'estimateur est plutôt optimiste ou pessimiste vis-à-
vis de son estimé. Ces deux familles de critères ne peuvent se détacher du dernier
qui est la robustesse ou son contraire la sensibilité. Un estimateur employé dans
une application telle que l'égo-localisation d'un véhicule routier, doit fournir une
information précise, consistante et crédible quelque soit le cas d'usage rencontré, ceci
traduit sa capacité à être robuste aux aléas de la localisation routière. La robustesse
traduit la capacité du ﬁltre à fournir une localisation de bonne qualité lorsque les
données capteurs sont aberrantes, absentes ou de mauvaises qualités.
6.2.1 Critères de précision
Comme énoncé auparavant, la précision va être étudiée suivant deux groupes de
critères : les critères instantanés et ceux de moyenne d'erreur aﬁn de pouvoir juger
les performances des estimateurs sur le point de vue global ainsi que sur des laps de
temps précis pendant les scénarios tests.
Nous commençons par les critères d'erreurs instantanées :
6.2.1.1 L'Erreur Euclidienne EE
Ce critère donne la distance sur le plan (O,X,Y) qui sépare la position calculée par
l'estimateur et celle fournie par la référence RTK. La distance entre les deux points




avec X˜ = Xˆk|k −Xref .
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6.2.1.2 Les erreurs axiales
Ce critère donne l'erreur séparément pour chaque axe à chaque instant. Le calcul
se fait suivant la formulation de la distance de Manhattan (taxi-distance) linéaire la














Ces erreurs axiales ainsi que leurs moyennes permettent de décomposer les perfor-
mances des estimateurs en localisation sur l'axe longitudinal ou latéral. La considéra-
tion des erreurs axiales et de l'erreur euclidienne permet d'analyser le comportement
instantané du ﬁltre et de voir les conséquences des diﬀérentes situations sur la loca-
lisation à chaque instant.
Parallèlement aux critères instantanés, nous étudions aussi la performance globale
d'un estimateur sur l'ensemble du test. Un ensemble de critères de précision moyenne
est présenté dans ce qui suit, chaque critère se distingue par la signiﬁcation de son
expression et l'interprétation donnée à sa mesure.
6.2.1.3 L'erreur quadratique moyenne RMSE
L'erreur quadratique moyenne représente la mesure de précision la plus commune
dans le domaine de la recherche scientiﬁque. Cette grandeur est l'approximation
naturelle de l'écart-type moyen des diﬀérences entre les valeurs prédites et les valeurs

























sur un échantillon ﬁni. Cette erreur standard est le critère
d'optimalité le plus utilisé pour les estimateurs en terme d'erreur et est la plus ma-
thématiquement élaboré. La RMSE est une mesure de précision assez connue. Cepen-
dant, elle n'a pas une interprétation physique simple et est dépendante de l'échelle de
mesure. La RMSE a tendance à être accompagné d'autres critères telle que l'erreur
euclidienne moyenne AEE [RLZ06].
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6.2.1.4 L'erreur euclidienne moyenne AEE
L'erreur euclidienne moyenne peut être aussi appelée Erreur Moyenne Absolue
MAE 8. Extraite de la notion de distance euclidienne, l'erreur euclidienne moyenne
représente la moyenne des erreurs réelles instantanées E
[∥∥∥X˜∥∥∥2] = E [√X˜ tX˜] tan-
dis que l'erreur quadratique moyenne est une approximation de l'erreur standard√














L'AEE exprime mathématiquement la distance moyenne séparant l'estimé de la
référence, et physiquement dans notre application la moyenne des distance eucli-
diennes. La ﬁgure 6.1 page 98 montre les erreurs de mesures suivantes dans l'ordre
de leur notation {−0.4650 , 0.3710 , 0.7283 , 2.1122 , −1.3573 , −1.0226 , 1.0378
, −0.3898 , −1.3813 , 0.3155 }. Le résultat ﬁnal est une AEE de 0.9181m et une
RMSE de 1.0710m. Ici l'AEE exprime l'erreur euclidienne moyenne en amplitude
mais il est diﬃcile de donner un sens physique à la RMSE parallèlement à sa perti-
nence probabiliste. Car si elle est diﬃcilement interprétable physiquement, la RMSE
permet l'analyse et la caractérisation de la dispersion des erreurs. Si on suppose que
l'erreur suit une distribution gaussienne, L'AEE peut être converti en RMSE mais
l'inverse n'est pas possible sans connaissance précise de la distribution des erreurs.
Pour ces raisons, plusieurs travaux de recherche sur l'évaluation de la précision des
estimateurs tel que [RLZ06] et [LZ01], préconisent l'AEE par rapport à la RMSE.
L'erreur quadratique moyenne RMSE et l'AEE sont des critères d'analyse d'er-
reurs moyennes basées sur le concept de la moyenne arithmétique. Plus leurs valeurs
sont faibles plus l'estimateur est considéré comme précis. Le critère qui suit se base
quand à lui sur la moyenne géométrique.
6.2.1.5 L'erreur géométrique moyenne GAE
Il est bien connu que les erreurs calculé sur la base de moyennes arithmétiques
sont largement inﬂuencé par les erreurs instantanées de grandes valeurs. Cette in-
ﬂuence reste moins importante chez l'AEE qu'avec la RMSE. Une solution à cette
sensibilité, est d'utiliser une moyenne d'erreur à base de moyenne géométrique. L'er-
reur géométrique moyenne GAE est déﬁnie par l'expression suivante :
8. MAE : Mean Absolute Error
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Pour optimiser l'implémentation numérique de cette expression, elle est souvent











































































Cette dernière expression est la plus optimisée du point de vue calcul numérique.
Il faut tout de même noter que pour une analyse de résultats avec la GAE, il est
obligatoire de remplacer les valeurs nulles (si ce cas particulier se présente) par une
valeur égales à 1. Ceci n'inﬂuence pas la GAE car la multiplication par 1 ou la somme
avec ln(1) = log10(1) = 0 ne change rien.
Comme expliqué précédemment, La RMSE est une bonne mesure d'erreurs qua-
dratiques mais elle est diﬃcilement interprétable physiquement. L'AEE vient com-
penser cette limite puisque elle représente physiquement la moyenne des erreurs
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Figure 6.1  Comparaison des critères de précision
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réelles instantanées par rapport à la référence. Cependant, ces deux mesures ont
un point négatif commun qui est la sensibilité aux grandes valeurs d'erreurs. La
GAE vient combler ce dernier point en employant une autre approche de moyenne.
Eﬀectivement la GAE se base sur la moyenne géométrique contrairement aux deux
premiers critères qui se basent sur le principe mathématique de la moyenne arith-
métique. Cette particularité de la GAE lui permet d'être moins sensible aux pics
d'erreurs instantanés et non persistants. L'AEE étant moins sensibles aux grands
pics d'erreurs, sa valeur est théoriquement inférieure à la RMSE et reste supérieure à
celle de la GAE sauf pour le cas où l'on dispose d'un seul échantillon N = 1 qui donne
une égalité AEE = GAE. La GAE étant moins sensible que l'AEE nous obtenons
alors le classement théorique suivant GAE ≤ AEE ≤ RMSE. Ainsi l'impact des
grandes erreurs temporaires est plus important pour la RMSE et est à un minimum
pour la GAE. L'intérêt principal d'utiliser la GAE est d'être moins inﬂuencé par les
pics de valeurs aberrantes en restant proche de la valeur de la moyenne des erreurs
réelles instantanées. Par conséquent, l'écart entre la GAE, AEE et RMSE peut être
utilisé pour détecter la présence de valeurs aberrantes élevées temporaires. Plus ces
trois critères de moyennes sont proches, plus les erreurs sont homogènes (pas de pic
d'erreurs signiﬁcatifs) et vice-versa. Lorsque GAE = AEE = RMSE, ceci peut être
considéré comme preuve qu'il n'y a pas de ﬂuctuations dans l'erreur et qu'elle peut
donc être considérée comme un biais qu'il sera possible de compenser par la suite. La
ﬁgure 6.1, reprenant le même jeu d'échantillons d'erreurs précédent, montre le com-
portement de ces critères face à de grandes erreurs ponctuelles. Les valeurs ﬁnales
obtenues sont les suivantes : RMSE = 1.0710, AEE = 0.9181 et GAE = 0.7608.
Ces trois critères représentés par la ﬁgure 6.1 et développés dans ce qui a précédé,
représenteront par la suite les principaux critères qui permettront de classer les ﬁltres
en terme de précision. Aussi, les allures des courbes de ces critères permettront en
complément d'autres critères de juger la robustesse des ﬁltres.
6.2.2 Consistance et crédibilité d'un estimateur
6.2.2.1 Consistance
Un estimateur est considéré comme consistant si les erreurs des estimations four-
nies par cet estimateur satisfassent les deux conditions décrites par les deux équations
suivantes 6.7 et 6.8 [BSL93, LBDS04]. La consistance traduit la conﬁance que l'opé-
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Plus explicitement, ces deux conditions de consistance veulent dire : pour un
nombre d'échantillons (mesures) ﬁni, l'erreur d'estimation doit présenter les proprié-
tés statistiques suivantes :
1. L'erreur d'estimation de l'état est non-biaisée (centrée en 0).
2. L'erreur quadratique moyenne réelle (exacte) correspond aux covariances cal-
culées.
Dans le travail de caractérisation des critères de validations des estimateurs en ma-
tière de consistance, Ndjeng ﬁnit par retenir deux conditions découlant de celles citées
auparavant [NN09]. Ces deux conditions deviennent alors les deux critères suivants :
1. L'erreur entre l'estimé et le vrai état du système doit être centrée en zéro et
avoir une matrice de variance-covariance plus petite que celle de l'estimé.
2. L'innovation (diﬀérence entre la prédiction et l'observation) doit également
être non biaisée et satisfaire la même condition de variance-covariance.
La déﬁnition appliquée à une estimée Xˆ ayant une matrice de covariance P se traduit
donc par les équations 6.7 et 6.8 appliquées sur les erreurs réelles et les innovations
séparément, ce type de notions est le plus souvent employé dans des cas de fusion de
données ensembliste [GB05].
Pour un cas pratique comme le notre, la vérité terrain n'est jamais parfaitement
connue car elle est aussi entachée d'erreurs, puisqu'elle est mesurée par un autre
instrument de mesure. Dans notre cas la référence est un GPS RTK centimétrique
dans le cas idéal mais qui peut aussi souﬀrir des perturbations et occultations de
l'environnement qui entoure le véhicule pendant qu'il évolue dedans. Donc, l'erreur
réelle ne peut être connue pour un cas pratique et la première condition ne peut être
vériﬁée qu'avec un test statistique en simulation.
Le niveau de consistance d'un algorithme d'estimation peut être aussi étudié en
examinant l'erreur quadratique d'estimation normalisée NESS 9 et la NIS 10. Ces deux
mesures statistiques permettent de savoir si l'estimé est biaisée, si l'erreur estimé est
faible par rapport aux erreurs réelles et si la covariance de l'erreur est trop faible.
Ces notions sont toujours transposées par rapport à une base théorique statistique
déﬁnie par un intervalle déterminé en posant que la moyenne des innovations suit
une loi statistique χ2 avec un nombre de degrés de liberté connu. Pour plus de détails
voir Construction d'un intervalle de conﬁance par la loi χ2 dans[NN09]. La ﬁgure
9. NEES : Normalized Estimation Error Squared
10. NIS : Normalized Innovation Squared
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6.2 montre un exemple d'intervalle de conﬁance suivant la loi χ2 ayant 5 degrés de
liberté. Pour cette exemple, en appliquant la statistique d'erreur NIS ou NESS nous
pouvons alors dire selon les conditions que :
1. Si la statistique de l'erreur se trouve au delà de borne supérieure de l'intervalle
r2 alors :
(a) Soit l'estimé est biaisée.
(b) Soit l'erreur estimé par le ﬁltre est trop faible par rapport aux erreurs
réelles (ﬁltre trop optimiste).
(c) Soit la covariance fournie par le ﬁltre est trop faible (ﬁltre trop optimiste).
2. Si la statistique de l'erreur se trouve en dessous de r1 la borne inférieur de
l'intervalle, alors l'erreur ou la covariance fournie par le ﬁltre peuvent être
considérées comme trop élevées par rapport aux valeurs réelles (ﬁltre trop
pessimiste).
3. Si la statistique de l'erreur est entre les deux bornes, Le ﬁltre est considéré
comme bien réglé et l'erreur estimée peut être dite consistante par rapport
aux erreurs réelles.
6.2.2.2 Crédibilité
La crédibilité d'un estimateur peut être étudiée à l'aide de notions qui découlent
de la NEES telles que sa moyenne l'ANEES 11 et l'indice de non-crédibilité NCI 12.
L'ANEES représente un indicateur de crédibilité mais ne permet pas d'avoir une
comparaison entre les approches du fait que les propriétés de l'ANEES proviennent
de celles de la NEES (voir les trois cas de bornes d'intervalle de conﬁance présentés à
la ﬁn de la section précédente). Le NCI est un indicateur plus précis que la crédibilité
d'un estimateur et il a l'avantage d'être invariant par rapport à la dimension de
l'estimateur ce qui pourrait permettre une comparaison entre approches. Le problème
pour un test expérimental est que son principe de calcul repose sur la diﬀérence entre
deux matrices P et
∑
. P est la matrice de variance covariance de l'erreur d'estimation
et
∑
est la matrice de variance covariance de la MSE (l'erreur quadratique moyenne
exacte).
∑
est impossible à estimer avec exactitude pour un test de conduite réel.
Il reste tout de même une mesure accessible pendant nos tests que l'on pourra
exploiter pour tester la consistance et crédibilité de nos estimateurs. Sachant que le
ﬁltre de Kalman étendu est prouvé non biaisé, consistant, crédible et intègre pour
11. ANEES : Average NEES
12. NCI : Non-Credibility Index
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)T] ≡ E [X˜X˜T ] ≤ P (6.14)
Cela signifie que pour un nombre fini d’e´chantillons (mesures), l’erreur d’estimation doit eˆtre
consistante avec les proprie´te´s statistiques the´oriques suivantes :
1. Eˆtre centre´e en 0 (c-a`-d les estime´es ne sont pas biaise´es)
2. Avoir une matrice de variances-covariances plus grande que la MSE re´elle du syste`me.
Dans ce document nous avons retenu deux principaux crite`res pour valider la consistance d’un
estimateur :
C1 : les erreurs re´elles sur l’e´tat du syste`me doivent eˆtre centre´es en ze´ro et avoir une matrice
de variances-covariances plus petite que celle fournie par le filtre ;
C2 : l’innovation doit e´galement satisfaire cette proprie´te´.
Parmi ces deux crite`res, seul C2 peut eˆtre teste´ avec des donne´es re´elles. Le crite`re C1, qui est
re´ellement le plus important, ne peut eˆtre teste´ qu’en simulation, car dans ce cas la re´fe´rence
est parfaitement connue. Ce test s’effectue a` travers le calcul de la NEES (Normalized (state)
Estimation Error Squared), note´e ǫ :
ǫ = X˜TP−1X˜ (6.15)
Sous l’hypothe`se H0 que le filtre est consistant et que l’erreur X˜ suit une loi gaussienne de
matrice de variances-covariances P , alors ǫ suit une distribution de χ2 avec nX degre´s de liberte´
(nX e´tant la dimension de X). Alors d’apre`s l’e´quation (6.9),
E [ǫ] = nX (6.16)
Le test consiste alors a` e´valuer l’acceptabilite´ de l’e´galite´ a` l’e´quation (6.16).
Comme nous l’avons dit plus haut, l’e´valuation de la consistance des filtres a` partir de la sta-
tistique ǫ (la NEES) est fonde´e sur des simulations. En utilisant l’approche Monte Carlo a` M
A. Ndjeng Ndjeng 152
Figure 6.2  Intervalle de consistance construit par une densité de probabilité sui-
vant une distribution χ2 avec 5 degrés de liberté
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notre application [NN09, MGLG05, Mou06, Lan06]. Nous allons nous orienter vers
des indicateurs de contenu en information tel que les enveloppes 2σ ou 3σ et les
ellipses d'incertitude. Ces indicateurs permettront de savoir si les ﬁltres sont trop
optimistes ou trop pessimistes, en référence aux valeurs aﬃchées par le ﬁltre de
Kalman étendu.
6.2.2.3 Le contenu en informations
La matrice Pˆk qui est la matrice de variance covariance de l'erreur d'estimation
du ﬁltre, contient l'information d'incertitude que le ﬁltre associe à son estiméXˆk.
Pˆk =




 sachant que (x, y, θ) sont les composantes du vecteur
d'état Xˆk. Si les valeurs dans cette matrice son grandes, cela veut dire que le ﬁltre
est incertain sur son estimé. Si les valeurs sont au contraire faibles, cela veut dire que
l'estimateur est quasi-certain de son estimé. Il est tout à fait possible de faire croitre
la matrice Pˆk en y intégrant un bruit de stabilisation. Néanmoins cette pratique est
à éviter et n'est pas nécessaire pour un ﬁltre et des bruits de mesures et de processus
préalablement bien conﬁgurés. Prendre Pˆk trop grande fait perdre de l'information
au ﬁltre et donnera un ﬁltre trop imprécis après plusieurs cycles consécutifs [Mou06].
On peut comparer les matrices Pˆk respectives de chaque ﬁltre pour les même tests
aﬁn d'en comparer la consistance. Pour comparer deux matrices, on procède généra-
lement à la comparaison de leur trace ou déterminant. Le déterminant de Pˆk n'a pas
vraiment d'interprétation physique et la trace peut en avoir une si elle est considérée
pour des sous-matrices de Pˆk (sous matrice de position et sous matrice d'orienta-
tion). Il est d'autant plus utile de décorréler la comparaison en prenant chaque écart
type à part. Nous pouvons alors construire des intervalles d'écarts types autour de
l'erreur estimée. Ces intervalles permettront de comparer la consistance des ﬁltres
entre eux et de savoir s'ils sont plutôt pessimistes ou optimiste. Il est alors possible
d'évaluer l'incertitude de mesure des ﬁltres sur chaque axe (x et y) séparément sous
l'hypothèse que l'erreur d'estimation suit une loi gaussienne. L'enveloppe à 2σ permet
théoriquement de délimiter 95% d'erreur et à 3σ, 99, 7% d'erreur est délimitée.
Prenant le même concept des enveloppes d'écarts types à nσ avec n ∈ N∗,
les ellipses d'incertitude permettent également d'illustrer l'incertitude du ﬁltre sur
son estimé. La ﬁgure 6.3 montre l'ellipse d'incertitude associée à l'estimé de l'égo-
localisation de véhicule. Les valeurs déterminants les grandeurs des axes et l'orien-
tation de l'ellipse sont calculés à l'aide des valeurs propres et vecteurs propres de
la matrice Pˆk suivant la démarche décrite dans [SC86]. Les longueurs des axes de
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Ellipse d’incertitude de 
l’estimation 
+  Position estimée 
+  Position réelle  
AxeX 
Axey 
Figure 6.3  Ellipse d'incertitude d'estimation de l'égo-localisation








de façon à ce que l'ellipse soit à 3σ. L'orientation de
l'ellipse est quand à elle obtenue à partir des vecteur propres de cette sous-matrice
et l'ellipse est centrée ensuite à la position estimée du véhicule.
De la même manière pour la matrice Pˆk , la matrice Rk de l'incertitude de me-
sure GPS peut être elle aussi illustrée sous forme d'ellipse. La ﬁgure 5.6 page 5.6
montrant une illustration d'un test sous matlab d'égo-localisation avec l'approche
SPF en montre un exemple. Dans cette ﬁgure nous pouvons donc constater que le
ﬁltre SPF est plus précis que le GPS car il est plus proche de la référence et qu'il est
plus conﬁant. Cependant, nous pouvons sur cette image reprocher au SPF son opti-
misme car l'ellipse dans le cas consistant devrait englober la position de la référence.
Quand l'ellipse englobe la référence, ceci veut dire que même si le ﬁltre n'estime pas
la position du véhicule exactement à la position de la référence, la position réelle du
véhicule reste tout de même dans les valeurs probables. Si la référence ne se trouve
pas dans l'ellipse, alors elle ne fait pas partie des possibilités de positionnement de
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l'égo-véhicule ce qui est inconsistant, sauf si la référence est mesurée par un outil ou
via une observation. Dans ce cas là (référence mesurée) il faut attribuer une incerti-
tude aussi à la référence et en faire une ellipse. La condition devient donc que l'ellipse
d'incertitude de l'estimation du ﬁltre soit plus petite que celle du GPS et croise celle
de la référence. En complément aux critères présentés, Il existe encore une dernière
propriété souvent employée dans la localisation et qui est l'intégrité.
6.2.2.4 Intégrité
L'intégrité vise à vériﬁer que le système fonctionne comme prévu, ce qui signiﬁe
qu'il n'y a aucune déviation entre le comportement du système attendu et la réponse
courante. Une telle déviation dans le comportement d'un estimateur peut provenir
d'une erreur des paramètres de correction, ou de la violation d'une des hypothèses sur
laquelle la modélisation du système ou du bruit est fondée, comme un multi-trajet
(réﬂexion, retard) ou une importante croissance de l'erreur de mesure du récepteur
[LMBBG+08].
La déﬁnition de l'intégrité dans le SARP 13 est : une mesure de la conﬁance
qui peut être placée dans l'exactitude des renseignements fournis par l'ensemble du
système. L'intégrité comprend la capacité d'un système à fournir en temps opportun
les avertissements valables pour l'utilisateur (alertes). Par ailleurs, l'intégrité est
souvent spéciﬁée par son inverse (risque d'intégrité). Le risque d'intégrité peut être
déﬁni comme la probabilité de fournir un signal qui est hors de la tolérance sans
avertir l'utilisateur dans une période donnée du temps [RCVT01]. L'intégrité d'un
système de localisation est une mesure de la conﬁance qui peut être accordée à
l'exactitude des informations délivrées par ce système. Dans [QON06], les auteurs
proposent de surveiller 3 indicateurs pour vériﬁer l'intégrité d'un Map Matching : I)
résidus de distance, II) résidus de cap  heading residuals , III) un indicateur lié à
l'incertitude du Map Matching [BLF+09].
6.2.2.5 Conclusion
On voit d'après ces diﬀérentes déﬁnitions de critères de consistance et d'intégrité,
que la consistance se distingue en une qualité à fournir des résultats qui ne sortent
pas d'un certain domaine d'acceptabilité, alors que l'intégrité est plutôt la capacité à
fournir des réponses répondant aux contraintes du système sans pour autant avoir un
domaine de conﬁance. Ce qui nous conduit à voir l'utilisation de l'intégrité comme
indicateur de conﬁance ou non conﬁance  cas de non intégrité  pour produire des
13. SARP : GNSS Standards And Recommended Practices, published in November 2001
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alertes visant à avertir l'utilisateur. La consistance sera cependant utilisée comme
une condition de convergence ou élément appuyant la stabilité d'un système. Les
tests de consistance probabiliste faisable en simulation étant faits et validés dans des
travaux précédents pour l'EKF en égo-localisation multi-capteurs [Mou06, NN09]
ainsi que pour le PF [Lan06] ; Nous procèderons seulement à l'analyse expérimen-
tale des ellipses d'incertitude et des enveloppes 3σ pour comparer la consistance et
l'optimisme des approches étudiées en comparaison par rapport à l'EKF et au PF.
6.2.3 La robustesse
Les estimateurs d'état sont fondés théoriquement sur certaines hypothèses et ap-
proximations (ex. normalité probabiliste) à des ﬁns d'optimalité. Ces approximations
de lois de probabilité ainsi que les approximations en modélisation des processus et
celles des bruits, génèrent un écart entre la vraie loi de probabilité et celle obtenue.
Cette divergence de la vérité n'est pas vraiment quantiﬁable pour un cas expérimental
et reste plus ou moins importante suivant la pertinences des hypothèses qui condi-
tionne l'estimateur et la précision des approximations employées pour la modélisation
du système étudié et des diﬀérents phénomènes environnementaux (bruits, parasites).
Additionnellement, les conditions de fonctionnement de l'estimateur peuvent être dé-
gradées par la présence d'observations (mesures) aberrantes. Les valeurs aberrantes
peuvent provenir d'une défaillance d'un capteur ou de l'inﬂuence d'un phénomène
environnemental sur ce capteur. Dans de nombreux cas de conduite routière en milieu
urbain, l'accumulation des écarts entre lois de probabilité en plus de l'importance
des valeurs aberrantes, font s'éloigner de l'optimalité. Dans les cas limites, les no-
tions de conservation des hypothèses et de continuité des lois de probabilité utilisées
sont à remettre en question. Aﬁn de juger ces eﬀets sur les estimateurs, il est donc
nécessaire d'étudier leur robustesse.
6.2.3.1 La robustesse en égo-localisation
La déﬁnition de la robustesse d'un estimateur diﬀère d'une application à une
autre. Une déﬁnition assez généraliste de la robustesse en estimation d'état est :
la robustesse d'un estimateur d'état consiste en sa capacité à atténuer l'eﬀet des
observations aberrantes ponctuelles, en conservant les propriétés au voisinage du
modèle théorique employé [BL92].
La robustesse d'un ﬁltre est étudiée dans le cas de l'égo-localisation routière à
travers l'évaluation des impacts des aberrations sur le fonctionnement de l'estimateur
selon deux aspects :
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1. Impact des valeurs aberrantes ponctuelles sur la précision de l'estimation :
Pour des tests expérimentaux, la principale diﬃculté est de diﬀérencier les va-
leurs aberrantes des valeurs signiﬁcatives provenant des capteurs. Les capteurs
fournissent généralement un indice de conﬁance aux données de mesures Yk
via une matrice de variance covariance Rk. Le problème se situe dans les cas
limites où le capteur a tendance à associer une matrice de conﬁance tradui-
sant une bonne conﬁance à une mesure aberrante. Ceci est le cas pour le GPS
dans les cas des multi-trajets (multi-réﬂexion du signal GPS), la ﬁgure 3.1
page 26 en illustre l'exemple. Le GPS ﬁxe la valeur de Rk selon son mode de
fonctionnement (diﬀérentiel, normal, dégradé) et selon le nombre de satellites
visibles. Pour un multi-trajet ou le GPS est en mode normal avec plus de 4
satellites visibles, la matrice Rk ne sera pas du tout cohérente par rapport à
l'aberration de la mesure détériorée par la distance supplémentaire apportée
par la réﬂexion. Il convient donc de ne pas éliminer les valeurs considérées
comme aberrantes mais de les prendre en compte aﬁn d'en étudier l'impact
sur le comportement des diﬀérentes approches.
2. Impact des forts changements de dynamique sur la précision de l'estimation :
Les changements dynamiques brusques tels qu'un freinage d'urgence, une ac-
célération, un virage serré, ou des man÷uvres de parking sont aussi problé-
matiques que les problèmes de mesures. Eﬀectivement, lors d'un changement
brusque de dynamique, la diﬃculté est de catégoriser la mesure Yk qui ar-
rive comme étant bonne et non comme aberrante. Si nous reprenons le cas
précédent des multi-trajets GPS avec une mesure de vraisemblance Rk cor-
recte, il est impossible de catégoriser cette mesure en tant que changement de
dynamique ou aberration sans l'aide des autres capteurs et de la dynamique
du véhicule actuelle. Dans ce type de situation, il est intéressant de faire une
analyse de comportement des diﬀérents ﬁltres et d'en déduire un classement
des performances en robustesse.
De manière complémentaire à l'analyse de comportement dans les cas de scénarios
limites, il est utile d'avoir une notion quantitative de la robustesse ou de son inverse
(la sensibilité) aﬁn de pouvoir départager les performances des diﬀérentes approches
de manière précise quand celles ci se rapprochent. Nous proposons donc dans ces
travaux une analyse de sensibilité et de robustesse basée sur la complémentarité des
erreurs et de leurs vraisemblances associées. Cette analyse quantitative est forcément
jointe à l'analyse de comportement aﬁn de pouvoir trancher pour les cas ambigües.
Le calcul se fait en diﬀérence de pourcentage de performance en précision d'abord,
ensuite les approches sont classées dans l'ordre suivant leur moyenne de précision.
En prenant la meilleure performance comme référence à 100%, nous pouvons donc
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exprimer la diﬀérence de précision en pourcentage Ai%. Ce classement de précision
est ensuite complété par un classement d'incertitude (robustesse ou sensibilité dans
les cas de perturbations). De la même manière que pour le critère de précision,
nous prenons cette fois les écarts types associés aux erreurs de chaque approche. Les
moyennes de ces écarts types sont ensuite classées dans l'ordre. Ensuite, en procédant
de la même manière, nous obtenons un classement en diﬀérence de pourcentage en
écart type entre les diﬀérentes approches. Puisque ces pourcentage d'écarts types,
décrivent la diﬀérence de conﬁance que chaque approche a en son estimation, nous
pourrons dire qu'une approche est plus ou moins sensible de Si% par rapport à
l'approche la plus robuste. L'indice Si 14 de sensibilité et Ai 15 de précision seront
calculés simplement comme une diﬀérence de deux pourcentages de performances
comme le décrivent respectivement les équations 6.9 et 6.10. Il faut bien noter que
les performances des approches sont relatives par rapport à celle du GPS aﬁn d'avoir
une norme pour avoir ensuite une équité de la répartition des notes S et A.
Si = ((σi/σGPS)− (σref/σGPS)) .100 (6.9)
Ai = ((MSEi/MSEGPS)− (MSEref/MSEGPS)) .100 (6.10)
Avec σref etMSEref les meilleures performances en matière d'incertitude et d'er-
reur respectivement. Ces notes sont les σi et MSEi de l'approches considéré comme
référence (l'approche référence en précision peut diﬀérer de celle en incertitude mais
elle est généralement la même). La meilleure performance en erreur est naturelle-
ment celle ayant la plus petite valeur. La meilleure performance en incertitude est
celle ayant la valeur la plus grande si on traite la sensibilité et la valeur la plus
petite si c'est plutôt la robustesse. Ce principe s'explique du fait que, lorsqu'une
approche ayant une bonne précision aﬃche un faible écart type, cela veut dire qu'elle
est conﬁante et du cout robuste aux aberrations s'il y en a eu. Lorsqu'une approche
aﬃche une grande valeur d'écart type cela veut dire que malgré sa bonne performance
en précision elle reste incertaine de son estimation et est donc sensible aux bruits et
aux perturbations. Il faut tout de même se méﬁer des cas (trop optimiste) où l'écart
type est de faible valeur et l'estimation est erronée. Dans ce cas l'estimateur n'est pas
considéré comme robuste mais plutôt trop optimiste. D'où l'intérêt d'associer tou-
jours l'étude en précision et celle du comportement lors des aberrations avec celle des
incertitudes avant d'exprimer un avis en utilisant les indices 6.9 et 6.10 de sensibilité
et de précision.
14. S : Sensitivity
15. A : Accuracy
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7.1 Introduction
Nous analyserons dans cette partie les données enregistrées lors des tests ex-
périmentaux. Aﬁn d'accomplir une comparaison objective, des données réelles sont
collectées lors de scénarios de conduite sur une zone urbaine des pistes de Satory-
Versailles. Le recueil des données se fait en utilisant un véhicule du laboratoire de l'IF-
STTAR / LIVIC équipé de capteurs embarqués et de programmes d'enregistrements
dédiés. Le véhicule est équipé d'un capteur de braquage du volant, un gyromètre,
un odomètre et un GPS (AG132 ) à faible coût fonctionnant en mode dégradé. Ceci
va permettre d'avoir des bases de données-capteurs réelles d'une conduite routière.
L'utilisation d'une seule et même base de donnée est le meilleur moyen de garantir un
test impartial pour toutes les approches, ces données une fois enregistrées auront les
même conditions de fonctionnement et auront été enregistrées sous les mêmes condi-
tions de bruits et de perturbations environnementales. De plus, des données réelles
permettent d'avoir des cas concrets qui peuvent être rencontrés lors de la conduite
urbaine. Traiter ces cas devient une obligation si l'on souhaite obtenir un système
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d'égo-localisation ﬁable pour tout utilisateur lambda. Une fois les données de cap-
teurs enregistrées, elles sont ensuite rejouées en diﬀéré dans un environnement dédié
qui tourne en temps réel. Cet environnement de test est développé sous RtMaps aﬁn
de pouvoir lire les bases et exploiter les sorties au mieux pour faire un prototypage de
nos applications. Les approches vont alors être appliquées sur les données enregistrées
suivant un déroulement en temps réel, en aucun cas nous ne considérons avoir une
donnée future ou une donnée de référence. Il n'y a pas de lissage non plus suivant l'en-
semble des données passées enregistrées, puisque nos approches suivent un principe
bayésien, la dernière estimation représente toujours l'accumulation de l'évolution.
Les approches sont toutes implémentées dans la même logique de programmation
et lancées sous les mêmes conditions matérielles (ressources informatiques) avec les
mêmes paramètres de modélisations de bruits de mesures et de processus. Tout est
fait pour que la comparaison des performances soit la plus impartiale possible et que
chaque approche ait les mêmes conditions de fonctionnement que les autres aﬁn de ne
pas être inﬂuencée diﬀéremment. Ceci n'empêchera pas d'avoir des comportements
complètement diﬀérents dans certains cas limites, suivant la base de conception de
l'approche (aléatoire, bayésienne, mono ou multi-hypothèses). Pour les approches
multi-hypothèses (méthodes à base de particules), le nombre de particules employées
est ﬁxé à 500 particules. Le seuil de rééchantillonnage est ﬁxé pour garantir un mi-
nimum de 50% de particules eﬃcaces à tout instant suivant le critère de Liu-Kong.
Ayant noté des cas de divergence pour le SPF à cause d'une concentration trop ra-
pide de l'essaim de particules (convergence prématurée) ; Un certain pourcentage de
ses particules sont dépourvues de leur capacité de communication. Ces particules
vont alors devenir des particules non évolutives et se comporteront comme des par-
ticules de ﬁltre PF avec rééchantillonnage. Ces particules appelées (Perturbatrices)
sont employées aﬁn d'empêcher une rapide concentration de l'essaim pour éviter la
divergence du ﬁltre. Les perturbatrices vont représenter 90% des particules du SPF
et les 10% restantes seront des particules évolutives suivant un principe de PSO.
Aﬁn d'éviter que les 10% ne se concentrent en un point et que les 90% représentent
un ﬁltre à particules classique, une gestion aléatoire de ces particules est intégrée.
Les particules évolutives ou non sont choisies à chaque étape de manière aléatoire
de façon à avoir des particules évolutives qui dorment et d'autre non évolutives qui
deviennent à leur tour évolutives à un certain moment du processus de localisation.
Cette sélection aléatoire se fait suivant une loi normale centrée en zéro avec un écart
type représentant 10% de l'essaim ce qui donne une chance sur dix qu'une parti-
cule évolue pendant un cycle. Pour les approches hybrides OKPS et SPF le facteur
d'inertie W est ﬁxé à 0.2% pour garantir une contrepartie minimale de l'inertie du
véhicule. Les données enregistrées par le GPS RTK diﬀérentiel et centimétrique se-
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ront considérées comme références pour le calcul des erreurs, le RTK représentera la
vérité terrain. Les tests seront eﬀectués pour un même scénario de conduite eﬀectué
sous plusieurs conditions de fonctionnement. Les détails du scénario et des condi-
tions sont explicités par la suite. Les performances des ﬁltres seront ensuite discutées
suivant les critères d'erreurs sélectionnés auparavant et illustrés par des graphiques
et des tableaux résumant les performances moyennes.
7.2 Implémentation
Aﬁn de pouvoir eﬀectuer des tests en simulation et en re-jeu de données réelles,
l'environnement de prototypage RtMaps a été choisi. Cet environnement de part sa
modularité et ses diagrammes, donne la possibilité de concevoir chaque approche
comme un module de localisation à part entière. Ce qui donne la possibilité d'une
utilisation séparée de chaque approche ou une combinaison de plusieurs d'entre elles.
Cet environnement nécessite la programmation des modules sous langage C/C++,
ce qui donne une exécution rapide à nos modules. Dans le diagramme illustré par
la ﬁgure 7.1, Il est clair que les modules de localisation ont besoin de modules com-
plémentaires aﬁn d'être testé. Dans cette optique, d'autre modules ont été modiﬁés
ou développés tels que les modules de lecture de structure de sortie des blocks de
localisation ainsi que les modules de lecture en temps réel des données capteurs.
Ces modules travaillent en collaboration avec d'autre modules existants (développés
auparavant dans le LIVIC ou natifs de RtMaps) tel que les modules de gestion des
marquages temporelles et ceux de lecture et d'enregistrement des entrée sorties.
RtMaps permet facilement la lecture et le re-jeu de bases de données réelles
enregistrées par les véhicules instrumentés et aussi la lecture de bases complètement
simulées issues d'un autre environnement qui est le moteur de simulation SiVIC. Il
permet aussi d'enregistrer les résultats et rapports de fonctionnement dans plusieurs
formats possibles compatibles avec Matlab et avec des éditeurs de textes génériques.
Les résultats enregistrés pour nos tests seront analysés suivant les critères détaillés
auparavant et implémentés sous Matlab.
L'intérêt principal de travailler sous cet environnement est de standardiser les
travaux eﬀectués au LIVIC en matière d'aide à la conduite, ce qui permettra par la
suite de tester puis combiner les meilleures approches aﬁn de faire le prototypage
d'un système autonome complet de véhicules routiers.
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Pistes de Versailles-Satory 
Figure 7.2  Pistes Satory : Routière et Val d'Or
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7.3 Les scénarios
Les tests de conduites sont faits sur les pistes de Satory-Versailles. Comme le
montre la ﬁgure 7.2, ces pistes sont un circuit de test formé de deux parties, une
première partie (Piste Routière) urbaine contenant des ligne droites et des virages et
une autre partie (Piste Val d'Or) passant par la forêt. Les tests vont considérer ex-
clusivement les données récoltées sur la partie routière pour deux raisons principales.
La première est d'avoir un comportement de conduite urbaine avec ces avantages
ainsi que ces inconvénients. La deuxième raison est que le RTK souﬀre de pertur-
bations dans la partie forêt et ne nous permet pas d'avoir une référence cohérente
aﬁn de calculer les erreurs et étudier de façon objective les performances. Le scéna-
rio de conduite étudié sera donc un départ en conduite normale sans accélération
forte jusqu'à atteindre une vitesse de conduite urbaine aux alentours des 50 Km/h.
Le départ et l'arrivée se font aux points indiqués respectivement par les drapeaux
vert et rouge dans le sens des ﬂèches sur la ﬁgure 7.2. Ce scénario sera décliné en
trois versions, une première très dégradée (GPS mode dégradé), une deuxième sans
grandes dégradations (GPS mode normal) et une dernière intégrant des multi-trajets
(GPS mode normal dans canyon urbain).
Le véhicule instrumenté a parmi ces modules de collecte de données un mode
synchrone. Ce mode est sensé faciliter le post-traitement aﬁn de ne pas chercher les
données les plus proches temporellement pour des analyses de données ou des re-jeu.
L'inconvénient de ce mode synchronisé est qu'il prend à chaque instant la dernière
donnée connue de chaque capteur comme la donnée actuelle en faisant une interpo-
lation temporelle. Sachant que les capteurs ont des fréquences assez diﬀérentes, ce
mode présente des erreurs de données pour les capteurs les plus lents tels que le GPS
(erreur de recalage temporel).
 Le premier test est eﬀectué en utilisant la base de données synchrone. Comme
les données sont synchronisées, les données des capteurs les plus lents sont
interpolées. Ce mode fournit à chaque pas de temps une donnée pour chaque
capteur en recalant temporellement les données anciennes suivant le modèle
Bicyclette d'évolution du véhicule. Vu la disponibilité théorique de toutes les
données à chaque pas de temps, le processus de localisation sera de réaliser
à la fois la prédiction et la correction à chaque instant k. Ce genre de situa-
tion est possible lorsque les capteurs sont très rapides ou lorsque le véhicule
se déplace lentement (man÷uvre de parking). Le problème avec cette base
de données est que la disponibilité complète des données extéroceptives et
proprioceptives rend les ﬁltres très conﬁants et optimistes. Les ellipses et les
valeurs d'incertitude seront plus petites que la normale et le déﬁ est d'être
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capable de détecter les valeurs aberrantes en dépit de la conﬁance accordée
à ces mesures. Cette base de données est caractérisée par un biais et un ni-
veau de bruit élevé provoqués par la synchronisation. Les ﬁltres doivent être
robustes et précis en même temps. Comme dit précédemment, la diﬃculté est
de ﬁltrer les valeurs aberrantes et ne pas être pleinement optimiste quant à la
qualité des données.
 Aﬁn de tester la cohérence du ﬁltre et de veiller à son intégrité dans plusieurs
cas de ﬁgures, les deux scénarios des tests suivants sont eﬀectués sur des
données réelles de l'ensemble des capteurs, collectées de manière asynchrones.
Le deuxième test sera réalisé avec les données sans aucun bruit ou dégradation
supplémentaire. Les données des capteurs seront prises dans leur version brute
(pas de pré-traitement du signal et pas de synchronisation). Ce test donne une
idée des performances des méthodes étudiées dans le cas d'une application de
localisation pour un véhicule standard équipé de capteurs à faible coût.
 Le troisième test va intégrer des perturbations simulant des multi-trajets lors
des passages en canyons urbains. Ces perturbations seront intégrées aux don-
nées GPS aﬁn de tester la réactivité et la sensibilité des ﬁltres. Ce test ﬁnal
aura pour but d'évaluer les performances des approches d'égo-localisation vé-
hicule pour un scénario de conduite urbaine.
7.4 Analyse et comparaison des performances
Dans cette partie, les ﬁltres : EKF, PF, SPF et OKPS sont testés dans le cadre
d'une application d'égo-localisation de véhicules routiers. Diﬀérents scénarios avec
des bruits diﬀérents et des qualités de données diﬀérentes sont étudiés. Les tests
sont eﬀectués de manière à pouvoir classer les approches en termes de précision et
de robustesse pour l'application visée. Présentés auparavant, les principaux critères
de comparaison sont : l'erreur quadratique moyenne (RMSE), l'erreur euclidienne
moyenne (AEE) et l'erreur géométrique moyenne (GAE) pour la catégorie des er-
reurs moyennes permettant d'établir une analyse des performances moyennes en pré-
cision. Les performances en temps réel instantanées seront évaluées à l'aide d'autres
critères. Les critères complémentaires aux erreurs moyennes pris en compte sont :
l'erreur instantanée euclidienne (EE), les erreurs axiales et les écarts-types axiaux.
La robustesse du ﬁltre sera quand à elle le résultat d'une analyse du rapport entre
les erreurs moyennes, les critères instantanés et les écarts types.
Aﬁn de garantir l'impartialité de la comparaison, les jeux de données des tests
sont enregistrés dans des ﬁchiers compatibles avec l'environnement de prototypage.
Comme détaillé dans l'introduction de ce chapitre, cette manière garantit les mêmes
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conditions à toutes les approches. Ainsi nous pouvons comparer la performance de
chaque approche contre sa concurrente en ayant la certitude qu'il n'y a pas de para-
mètre qui inﬂuence une approche plus qu'une autre. Les bruits de mesures, de modé-
lisation et de processus sont les mêmes pour toutes les méthodes et la puissance de
calcul est la même aussi. Les performances des ﬁltres décrites par les graphiques des
erreurs moyennes, ceux des erreurs axiales et celui de l'erreur euclidienne permettent
l'analyse du comportement des ﬁltres à chaque étape du test pour une étude de leurs
précisions. Les graphiques des écarts types fournies par les ﬁltres permettent quand
à eux une analyse de la consistance et la crédibilité des ﬁltres de façon à pouvoir se
référer à la consistance et intégrité théorique de l'EKF pour une telle application. En
comparant les enveloppes à 2σ et les écarts types attribués par les diﬀérent ﬁltres à
leurs estimés, nous pouvons déterminer quelle est l'approche la plus pessimiste ou la
plus optimiste aﬁn de juger la consistance de leurs estimations. Les tableaux repré-
senteront un résumé des graphiques des erreurs et écarts types axiaux en donnant
leurs moyennes respectives. Ces moyennes de performances permettront en complé-
ment des autres graphiques de classer ensuite les approches en terme de robustesse
tel qu'expliqué dans la partie traitant de la robustesse dans les critères d'évaluation.
test AG132 EKF PF SPF OKPS GPS
RMSE 4.37 4.37 4.35 3.89 5.87
AEE 4.28 4.27 4.28 3.76 5.29
GAE 4.18 4.16 4.22 3.60 4.38
Table 7.1  Valeurs ﬁnales des erreurs moyennes obtenues pour le test AG132 Syn-
chronisé
Les résultats du premier test eﬀectué sur les données AG132 synchronisées sont
décris par catégories de critères de performances dans plusieurs ﬁgures. Les ﬁgures
7.3, 7.4, 7.5 et 7.6 donnent une illustration dans l'ordre de citation des critères de
précision en erreur euclidienne EE, erreur quadratique moyenne RMSE, erreur
euclidienne moyenne AEE, et erreur géométrique moyenne GAE. Les ﬁgures 7.7
et 7.8 représentent graphiquement les erreurs axiales et les enveloppes d'incertitudes à
2σ associées à ces erreurs axiales. Les tableaux 7.1 et 7.2 résument l'ensemble des deux
groupes de graphiques précédents de manière à permettre l'analyse de la précision
essentiellement avec le premier groupe de graphique (erreur moyennes). L'analyse de
la consistance et robustesse se fera en complément de celle de la précision à l'aide du
deuxième groupe de graphiques (erreurs instantanées et écarts types associés) en plus
du tableau 7.2. L'écart entre les valeurs des erreurs moyennes RMSE, AEE, et GAE
permettra de détecter la présence de fortes aberrations instantanées et de conﬁrmer
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Figure 7.3  Erreur Euclidienne pour des données AG132 Synchronisées
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Figure 7.4  Erreur quadratique moyenne pour des données AG132 Synchronisées
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Figure 7.5  Erreur Euclidienne moyenne pour des données AG132 Synchronisées
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Figure 7.6  Erreur géométrique moyenne pour des données AG132 Synchronisées
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le caractère impulsionnel ou pas des aberrations causant les erreurs que l'on peut
distinguer sur la ﬁgure de la RMSE. Cette organisation des critères et des groupes
de ﬁgures sera la même pour tous les tests aﬁn de garder une certaine rigueur dans
le processus de comparaison.
test AG132 EKF PF SPF OKPS GPS
Xmean -1.87 1.82 -1.91 -1.77 -2.86
σX 0.49 0.52 0.37 0.71 2.48
Ymean 3.82 3.83 3.79 3.22 4.01
σY 0.90 0.92 0.82 1.06 2.01
Table 7.2  Erreurs axiales moyennes et écarts types axiaux moyens pour le test
AG132 Synchronisé
Comme indiqué dans le tableau 7.1, il existe des écarts entre les valeurs de GAE,
AEE et RMSE. Pour le GPS l'écart est plus important, conﬁrmant la présence d'er-
reurs instantanées suivant le principe décrit par la ﬁgure 6.1 page 98 dans la par-
tie traitant des critères et protocoles de comparaison des performances. Cependant
l'écart reste modéré car les erreurs ont un caractère persistant et sont fréquentes, ce
qui est visible et conﬁrmé par l'erreur euclidienne du GPS dans la ﬁgure 7.3. Les
résultats globaux en précision montrent que tous les ﬁltres arrivent à corriger les er-
reurs des données traitées, le rendu en égo-localisation reste acceptable pour toutes
les approches compte tenu des aberrations en entrée.
Néanmoins, les ﬁltres restent plus ou moins attirés par les données GPS aber-
rantes, ceci est particulièrement visible dans les ﬁgures 7.3 et 7.7(b) entre les cycles
400 et 600. Dans cette zone le véhicule est en sortie de virage et attaque une ligne
droite, les ﬁltres sont sensibles au changement brusque de dynamique du véhicules
et continuent à fonctionner dans l'espace d'état d'une dynamique de conduite en vi-
rage, les données GPS aberrantes confortant le comportement en virage, ﬁnissent par
attirer les ﬁltres en causant une déviation de la vérité terrain. Dans cette situation
et dans le test en globalité l'OKPS aﬃche de meilleurs résultats et une meilleure
robustesse aux aberrations.
L'OKPS parvient à surpasser les performances des autres ﬁltres en faisant usage
des propriétés exclusives de réactivité et coopérativité de ses particules. Pour at-
teindre ce résultat, l'OKPS donne une valeur de probabilité adéquate pour chaque
particule à chaque pas de temps en utilisant la fonction de ﬁtness adaptative. Ensuite,
ces valeurs de probabilité de particules (scores) sont utilisées pour donner une valeur
d'estimation globale à la localisation ego-véhicule. Grâce à ce mécanisme d'optimisa-
tion adaptative à l'aide d'auto-diagnostic, l'OKPS ﬁnit par fournir une localisation
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Figure 7.7  Erreurs axiales pour le test AG132 Synchronisé
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Figure 7.8  Enveloppes axiales 2σ pour le test AG132 Synchronisé
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plus précise et plus robuste aux bruits forts et aux aberrations instantanées. Les en-
veloppes des écarts types aﬃchées par les ﬁgures 7.8(a) et (b) ainsi que leurs valeurs
moyennes notées dans le tableau 7.2 montrent que l'OKPS reste consistant et n'est
pas trop optimiste sur l'estimation qu'il fournit malgré sa précision plus élevée. Ce
qui peut être noté du tableau 7.2 et de ces graphiques, c'est que le ﬁltre SPF souﬀre
d'un optimisme accru, ce qui l'empêche d'être consistant sur l'ensemble du test. Ef-
fectivement, l'optimisme du ﬁltre SPF par rapport aux autres ﬁltres est notable sur
la ﬁgure 7.8 des enveloppes à 2σ et conﬁrmé par les valeurs moyennes des écarts
types dans le tableau 7.2. Que l'OKPS soit plus précis mais pas plus conﬁant sur
son estimé que les autres ﬁltres est un bon point en cette situation. Vu le caractère
dégradé des données, cet équilibre en matière d'auto-évaluation permet au ﬁltre de
rester réactif et de ne pas diverger en ayant une conﬁance exagérée dans sa prédic-
tion par exemple. Cet avantage découle directement de la capacité d'auto-diagnostic
(ﬁtness adaptative) des particules de l'OKPS et du caractère cognitif apporté par les
deux notions d'évolutions permettant le mélange de liberté de mouvement (inertie)
et d'attachement (inﬂuence sociale) aux autres particules.
En considérant les erreurs aﬃchées par les diﬀérents ﬁltres et en employant la
relation entre les erreurs axiales moyennes et les écarts types axiaux moyens aﬃchés
par le tableau 7.2, l'OKPS s'avère plus précis de 11, 7% que le ﬁltre EKF et 11, 4%
de plus que le PF, l'OKPS est aussi 7.8% plus robuste que l'EKF et 6.8% moins
sensible que le PF globalement dans ce test. Ces pourcentages sont calculés suivant
le principe décrit dans l'explication des deux critères de sensibilité et de précision 6.9
et 6.10 page 108.
L'OKPS combine à la fois les informations de prédiction et de correction comme
pour la plupart des ﬁltres bayésiens, le mécanisme de pondération adaptative (ﬁtness
adaptative) et d'auto-diagnostic des particules (matrice d'incertitude) permettent
au ﬁltre d'obtenir la meilleure estimation de la position du véhicule en proﬁtant
des avantages des approches natives sur lesquelles l'OKPS établit son hybridation.
Cependant, ces résultats obtenus par une pénalisation des informations capteurs
(essentiellement le GPS) en raison de leur caractère dégradé peuvent ne pas être
toujours à l'avantage de notre approche et éventuellement causer une divergence.
Ceci est possible par exemple, lorsque les données capteurs sont de bonne précision
mais que l'incertitude associé ne soit pas représentative de leur précision ; Dans ce
cas le ﬁltre aura pour réaction de pénaliser les données et de suivre un comportement
majoritairement inertiel concernant l'évolution des particules. Il reste à tester si ce
comportement permettant de suivre la propre voie de chaque particule reste consis-
tant dans diﬀérents cas de ﬁgures. Aﬁn de tester la cohérence de notre approche et
de veiller à son intégrité, d'autres tests sont eﬀectués.
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Figure 7.9  Erreur Euclidienne pour des données AG132 brutes
Pour le test suivant, les données des capteurs seront prises dans leur version
brute (pas de pré-traitement et pas de synchronisation). Ce test donne une idée
de la performance des méthodes dans une application d'égo-localisation pour un
véhicule routier standard équipé de capteurs à faible coût. Après cela, un autre test
avec une perturbation GPS est eﬀectué à l'aide d'une perturbation GPS générée et
inclus aux mesures GPS. La dégradation générée simule l'eﬀet des multi-réﬂexions
GPS en canyons urbains. Ce test ﬁnal testera les performances de localisation égo-
véhicule pour un scénario de conduite urbaine et permettra de juger la réactivité et
la sensibilité des ﬁltres.
test AG132 EKF PF SPF OKPS GPS
RMSE 4.28 4.40 4.45 4.17 13.72
AEE 4.19 4.33 4.38 4.08 13.13
GAE 4.10 4.25 4.31 3.98 12.46
Table 7.3  Valeurs ﬁnales des erreurs moyennes obtenues pour le test AG132 brute
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Figure 7.10  Erreur quadratique moyenne pour des données AG132 brutes
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Figure 7.11  Erreur Euclidienne moyenne pour des données AG132 brutes
Localisation multi-hypothèses pour l'aide à la conduite : conception d'un
ﬁltre "réactif-coopératif"
CHAPITRE 7. TESTS ET ANALYSES DES PERFORMANCES 128



















Figure 7.12  Erreur géométrique moyenne pour des données AG132 brutes
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Avec ce deuxième test, les performances de notre approche vont être testées dans
une situation diﬀérente que pour le premier test. Ce test utilise des données asyn-
chrones brutes du même ensemble de capteurs employés pour le test précédent ainsi
que pour le même parcours sur les pistes de Satory. Les détails du test et du scénario
sont disponibles dans la partie 7.3.
Les résultats du test de données brutes asynchrones sur la piste d'essai de Satory
sont présentés dans les ﬁgures 7.10, 7.11, 7.12 et 7.9 ainsi que dans le tableau 7.3
pour les indicateurs de précision moyenne. Les ﬁgures 7.13 et 7.14 résumées par le
tableau 7.4 permettent en complément des critères précédents de faire une analyse du
fonctionnement des estimateurs suivant le principe décrit dans la partie 6 et appliqué
au test précédent.
Les critères de précision montrent que l'OKPS eﬀectue un bon positionnement
du véhicule pour des conditions normales des signaux capteurs. Les résultats aﬃ-
chés permettent d'assurer l'eﬃcacité et l'intégrité de l'OKPS dans une multitude
de situations et non seulement pour des situations de dégradation ou coupure du
signal de mesure. Après analyse des précisions et des résultats notés par les erreurs
moyennes axiales et leurs incertitudes associées, nous pouvons conclure suivant le
même principe d'analyse que dans des conditions de signal acceptable, l'OKPS par-
vient à fournir une localisation précise et robuste. Malgré des performances assez
proches, l'OKPS reste 3.6% plus précis que le SPF et 1.2% plus robuste que le PF.
Pour ce test, Les ﬁltres SPF et PF aﬃchent quasiment les mêmes performances en
adoptant des comportement proches. L'intérêt de l'hybridation PSO est visible dans
la petite diﬀérence aﬃchée par le SPF qui dépasse le ﬁltre PF en raison de la capacité
évolutive des particules du SPF. En matière de consistance, l'OKPS se montre plus
optimiste que l'EKF et le PF qui ont les mêmes estimations d'incertitudes à 2σ dans
les graphiques 7.14(a) et (b). Le ﬁltre SPF reste toujours le plus optimiste parmi les
autres ﬁltres, ceci est la cause direct de la concentration de la distribution de l'essaim
de particules de ce dernier.
test AG132 EKF PF SPF OKPS GPS
Xmean -1.26 -1.29 -1.54 -1.30 -6.66
σX 1.43 1.50 1.38 1.28 8.96
Ymean 3.76 3.88 3.89 3.66 4.82
σY 0.69 0.66 0.63 0.78 6.41
Table 7.4  Erreurs axiales moyennes et écarts types axiaux moyens pour le test
AG132 brute
Ce troisième et dernier test dont le scénario est détaillé dans la partie 7.3 vise à
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Figure 7.13  Erreurs axiales pour le test AG132 brute
Localisation multi-hypothèses pour l'aide à la conduite : conception d'un
ﬁltre "réactif-coopératif"
CHAPITRE 7. TESTS ET ANALYSES DES PERFORMANCES 131
(a)



















































Figure 7.14  Enveloppes axiales 2σ pour le test AG132 Synchronisé
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Figure 7.15  Erreur Euclidienne pour des données AG132 avec des réﬂexions GPS
évaluer la réactivité et la sensibilité de nos estimateurs dans une application d'égo-
localisation de véhicule routier dans un environnement urbain. Pour cela, des ré-
ﬂexion GPS telles que celles rencontrées dans les canyons urbains sont simulées et
incorporées dans les données GPS réelles du test précédent. Il reste maintenant à
voir l'impact de ces perturbations sur le comportement des estimateurs et à compa-
rer leurs performances et termes de précision et robustesse.
test AG132 EKF PF SPF OKPS GPS
RMSE 4.89 4.79 5.63 3.55 15.73
AEE 4.64 4.56 5.12 3.20 14.70
GAE 4.43 4.37 4.70 2.91 13.69
Table 7.5  Valeurs ﬁnales des erreurs moyennes obtenues pour le test AG132 avec
des réﬂexions GPS
Pour ce test, la répartition des critères sur l'ensemble des ﬁgures suit la même
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Figure 7.16  Erreur quadratique moyenne pour des données AG132 avec des ré-
ﬂexions GPS
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Figure 7.17  Erreur Euclidienne moyenne pour des données AG132 avec des ré-
ﬂexions GPS
Localisation multi-hypothèses pour l'aide à la conduite : conception d'un
ﬁltre "réactif-coopératif"
CHAPITRE 7. TESTS ET ANALYSES DES PERFORMANCES 135




















Figure 7.18  Erreur géométrique moyenne pour des données AG132 avec des ré-
ﬂexions GPS
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logique de la ﬁgure 7.15 à la ﬁgure 7.20, le tout résumé par les tableaux 7.5 et 7.6. Les
erreurs aﬃchées par les graphiques et notées dans les tableaux montrent que l'OKPS
dépasse les performances des autres approches. L'OKPS se distingue en particulier
dans les zone de multi-réﬂexion du signal GPS. Eﬀectivement, il fournit un meilleur
positionnement avec une précision plus élevée tout en restant moins sensible aux
brusques perturbations du positionnement GPS (pics GPS en critères moyens et
axiaux). Il est notable dans la plupart des ﬁgures et plus particulièrement la ﬁgure
7.15 et 7.20 décrivant l'erreur quadratique et les écarts types axiaux instantanément
que dans les zones pics (multi-trajets) : tous les ﬁltres sont touchés, mais le ﬁltre
OKPS reste plus précis et plus conﬁant sur son estimation et ﬁnit par être le moins
sensible aux fortes valeurs aberrantes.
L'OKPS est conçu pour faire face à ce genre de situations, c'est pourquoi il réalise
une meilleur localisation. Dans ce test, les données GPS sont ponctuellement pertur-
bées par un bruit de multi-trajets. Ces perturbations sont indiqués par les pics de
graphiques, en particulier dans les critères d'erreurs instantanées telles que les erreurs
axiales et euclidiennes. L'écart entre les valeurs de RMSE, AEE et GAE de chaque
approche qui est dans ce test plus important que pour les deux précédents, conﬁrme
la présence de ﬂuctuations importantes et instantanées. Le principe de détection de
fortes erreurs ponctuelles est détaillé dans l'explication accompagnant la ﬁgure 6.1
page 98.
Dans une ville avec des canyons urbains où les systèmes GNSS souﬀres généra-
lement de réﬂexions multi-trajets comme le montre la ﬁgure 3.1, l'OKPS sera l'ap-
proche la plus appropriée pour une application d'égo-localisation à base de fusion
multi-capteurs. Les résultats aﬃchés dans cette situation démontrent que l'OKPS
est 18, 4% plus précis que l'EKF et 17, 9% de plus que le PF. Il est également en
moyenne 7, 3% plus robuste que le SPF. La réactivité apportée par l'hybridation PSO
dans le SPF reste incontrôlé et provoque des réactions importantes du ﬁltre SPF face
aux pics des multi-trajets. L'intérêt de l'intégration d'une capacité d'auto-diagnostic
(sur la base de matrice de variance-covariance) au ﬁltre OKPS trouve ici tout son
sens et prouve son utilité. Ce dernier test conﬁrme aussi que le ﬁltre OKPS conjugue
bien les deux qualités de réactivité et coopérativité inspirées respectivement de l'op-
timisation PSO et du ﬁltrage particulaire, le tout contrôlé et calibré par une fonction
de ﬁtness adaptative basé sur les évaluation d'auto-diagnostic tirés du principe du
Kalman Etendu.
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Figure 7.19  Erreurs axiales pour le test AG132 avec des réﬂexions GPS
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Figure 7.20  Enveloppes axiales 2σ pour le test AG132 avec des réﬂexions GPS
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test AG132 EKF PF SPF OKPS GPS
Xmean -1.44 -1.43 -0.65 -1.12 -7.67
σX 1.45 1.28 2.26 1.03 8.79
Ymean 4.18 4.13 4.56 2.44 5.43
σY 1.51 1.49 2.33 2.08 9.11
Table 7.6  Erreurs axiales moyennes et écarts types axiaux moyens pour le test
AG132 Synchronisé
7.5 Conclusion
L'OKPS a dépassé les performances des autres approches, notamment dans le
cas des multi-réﬂexions du signal. Il reste également moins sensible aux valeurs aber-
rantes de positionnement GPS et aux changements de dynamique du véhicule que
les ﬁltres EKF, PF et SPF. L'OKPS eﬀectue un meilleur positionnement avec une
plus grande précision dans des situations diﬀérentes. Ces tests concluent que l'OKPS
est globalement meilleur dans les trois scénarios et dépasse les autres ﬁltres, en par-
ticulier en cas de conduite urbaine et lors de perturbation des données capteurs.
Le caractère du ﬁltre réactif-coopératif comme cité dans le titre de cette thèse est
ﬁnalement visible dans ces tests. Le ﬁltre SPF issu de l'hybridation PF/PSO aﬃche
une réactivité notable et parfois au conséquences négatives, ce qui permet de faire
deux conclusions : premièrement que la réactivité du ﬁltre OKPS est bien héritée
de l'hybridation PSO et deuxièmement que le ﬁltre SPF ouvre la porte à d'autres
améliorations qui peuvent toucher aussi l'OKPS et ouvrir ces deux estimateurs à
d'autres applications traitant de la navigation de manière globale et pas forcément
qu'en milieu routier.




L'objectif ﬁnal de cette thèse est décrit par son titre : Localisation multi-hypothèses
pour l'aide à la conduite : conception d'un ﬁltre "réactif-coopératif". Le but principal
était donc de concevoir un ﬁltre réactif-coopératif capable de gérer une localisation
multi-hypothèses destinée à l'aide à la conduite. Le ﬁltre conçu devait aussi répondre
à des exigences en matière de précision, consistance et robustesse. La localisation en
sortie de ce ﬁltre se doit d'être ﬁable et précise aﬁn de représenter la brique de base
aux systèmes d'aide à la conduite développés par l'IFSTTAR et plus particulièrement
pour le laboratoire LIVIC.
Dans la littérature et dans les travaux précédents eﬀectués au LIVIC, nous avons
pu faire une analyse de ce qui existe et de ce qui peut être amélioré. Les thèses [Lan06,
Mou06, NN09] donnent une précise description de chaque technique de localisation en
environnement extérieur et pour des application routière. L'analyse des ces travaux
et leur étude a permis l'établissement d'un premier bilan qui synthétise l'état de l'art
avant le démarrage dans une conception d'une nouvelle approche. Ce bilan se résume
comme suit :
En matière de localisation routière par fusion multi sensorielle, il existe plusieurs
approches à base de variantes du ﬁltre de Kalman (EKF, DD1, DD2, UKF) ces
approches ont été étudiées et comparées théoriquement et pratiquement dans les
travaux suivant [ZIBPJ08, MGLG05, NNLGG09, NGL+09, LBDS04, GGL05]. Les
variantes de Kalman ont montré des performances assez proches pour des tests de
localisation routière, ce qui conﬁrme la position de l'EKF comme la méthode la plus
répandue pour ce type d'applications. Néanmoins ces approches bayésiennes ont leurs
limites en matière de robustesse aux bruits et aux fortes non-linéarités à cause des
linéarisations ou approximations sur lesquelles elles sont basées. Aﬁn de combler les
limites des méthodes bayésiennes, les méthodes à base de particules ont vu le jour
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[SAC02, BBM09, BLF+09, LBCT03, Lan06]. Ces méthodes sont inspirés des mé-
thodes utilisées pour la simulation à base de tirage aléatoire (monté carlo). Les pre-
miers ﬁltres particulaires montrent une bonne capacité d'estimation de distribution
probabiliste mais souﬀrent du problème de divergence. Ce problème de divergence est
corrigé par des méthode de rééchantillonnages [HSG06, BDH00, DC05, Hol04]. Les
ﬁltres particulaires avec rééchantillonnage deviennent donc précis et robuste mais de-
mandent beaucoup de puissance de calcul. Eﬀectivement, il s'est avéré que leur préci-
sion dépend du nombre de particules disponibles à chaque instant, ce qui dépend de la
puissance de calcul à disposition. La recherche scientiﬁque tente alors d'atténuer cette
dépendance à la puissance de calcul en cherchant à optimiser au maximum le rende-
ment probabiliste des particules d'un ﬁltre. Cette démarche s'est traduite par l'hybri-
dation des approches existante en matière de localisation entre elles aﬁn de proﬁter
des avantages de chacune. L'hybridation est aussi étudiée avec d'autres approches
venues d'autres horizons telles que les approches d'optimisation opérationnelle. Ces
optimisations à base d'hybridation donnent naissance au Kalman particulaire et au
ﬁltre à essaim de particules [GGLV12, HNT10, JC09, TFX06, WdM01, ZPP11b].
Les travaux de cette thèse ce sont donc basées sur l'ensemble des ces méthodes et
ces idées aﬁn de proposer une approche innovante réactive-coopérative. Restant dans
la tendance de recherche scientiﬁque de ces dernières années, l'orientation adoptée
est celle de l'hybridation. Reste à trouver les bons candidats à fusionner aﬁn de
concevoir l'approche visée.
L'idée de base est de comparer les point positifs et négatifs de chaque approche
en matière de localisation routière puis d'essayer de faire un schéma théorique d'une
nouvelle approche hybride fusionnant les briques avantageuses de chaque méthode
source. L'approche naissante se nomme alors : Le ﬁltre de Kalman Optimisé à Essaim
de Particules OKPS. Ce nouveau ﬁltre a été conçu en deux étapes. La première
étape a donné naissance au ﬁltre particulaire à essaim de particules SPF, ce ﬁltre
est le fruit de l'hybridation entre le ﬁltre à particules connu pour sa robustesse et
sa réactivité, et la technique d'optimisation par essaim de particule PSO conçue
pour des problèmes d'optimisation opérationnelle et pour simuler le comportement
d'individus dans un groupe. Cette hybridation a pour but principal d'augmenter
le rendement probabiliste des particules. Explicitement, ceci est censé faire gagner
en précision et en temps de calcul (moins de rééchantillonnage) sans augmenter le
nombre initial des particules.
Les premiers résultats de comparaison entre l'EKF, le PF et le SPF sont concluants
et permettent de conﬁrmer un gain en précision et en temps de calcul pour des tests
simples. Pour des tests poussés avec des cas limites de conduite routière tel que des
conditions diﬃciles du signal et de bruit important, le SPF se comporte de manière
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exemplaire en matière de précision. Néanmoins, d'autres limites apparaissent tel que
l'optimisme du ﬁltre et le problème de convergence prématurée.
Encouragés par les résultats en précision, les travaux ont donc continuer dans
le même sens qui est l'hybridation. Le but est celui de corriger les lacunes du SPF.
Une première tentative est d'introduire un pourcentage de particules perturbatrices
qui empêchent l'essaim de trop se concentrer, mais l'amélioration n'apporte pas de
garantie de non convergence prématurée. L'idée qui donne naissance à l'OKPS vient
de l'EKF. Le ﬁltre de Kalman étendu, dote chaque estimation (prédiction ou correc-
tion) d'une mesure de vraisemblance sous forme de matrice de variance/covariance,
cette mesure est ensuite employée comme une note d'auto-diagnostic aﬁn de faire un
compromis entre la prédiction et la correction. Ce mécanisme d'auto-régulation, une
fois intégré aux particules pourrait apporter l'information primordiales aux particules
aﬁn d'échanger eﬃcacement et éviter en même temps l'explosion et la convergence
prématurée de l'essaim.
L'OKPS aﬃche donc de vraies qualités de ﬁltre réactif (à partir du PF) et co-
opératif (à partir de la PSO et régulé par l'auto-diagnostic). L'OKPS fait une fusion
multi-approches qui comme pour la fusion multi-sources, tire le meilleure de chaque
information aﬁn de rendre un meilleure résultat que celui obtenu avec chaque élément
seul. Cette fusion se conclue par une fonction de ﬁtness qui fait oﬃce de fonction de
vraisemblance adaptative ﬁnale. Cette fonction se base sur les auto-diagnostics des
particules, sur les mesures capteurs et leurs incertitudes aﬁn de rendre une note ﬁnale
à chaque particule. Note qui sera l'élément de base dans l'inﬂuence de la particule à
la conception de l'estimé fusionnée.
Une fois les bases théoriques de chaque approche posées et implémentées parallè-
lement sous Matlab et C/C++ RtMaps, les tests sont donc eﬀectués sur des bases
de données réelles issues de collectes de données lors des scénarios de conduite eﬀec-
tués avec le véhicule instrumenté du laboratoire IFSTTAR/LIVIC. Le rendement des
ﬁltres en positionnement sur les pistes par rapport à celui de la référence RTK est
tout à fait analysable à l'÷il grâce à un aﬃchage temps réel projeté sur les plans des
pistes de Satory et permet donc de préalablement conﬁrmer le bon fonctionnement
des approches et une localisation non divergente mais ne permet pas d'en dire plus.
Il convient donc de sélectionner ou concevoir des critères d'analyse de performance
aﬁn de faire une analyse objective et scientiﬁquement fondée.
Le déﬁ à surmonter dans la mise en ÷uvre des critères de performances est que
les critères doivent être adaptés à toutes les approches sachant que nous avons aﬀaire
à des approches souches et des approches hybrides incluant des méthodes non-issu
du ﬁltrage bayésien. Tout d'abord, il convient de ﬁxer les catégories des perfor-
mances dans lesquelles il fallait ensuite développer et/ou utiliser des critères. Les
Localisation multi-hypothèses pour l'aide à la conduite : conception d'un
ﬁltre "réactif-coopératif"
CHAPITRE 8. SYNTHÈSE ET PERSPECTIVES 143
performances sont ﬁnalement jugées selon trois grand axes de critères : précision,
consistance et robustesse. Chacun de ces axes a fait l'objet d'une études de critères
multiples adaptés à l'application d'égo-localisation de véhicules routier. Puis un tri
sélectif a été fait aﬁn de sélectionner les bons critères qui permettront de juger les
performances de toutes les approches étudiées à la fois. Le chapitre 6 Protocole de
test et de validation des estimateurs dresse les détails de cette sélection.
Une fois les critères sélectionnés et les jeux de données des scénarios de conduite
disponibles, les tests peuvent avoir lieu. Les tests sont fait en re-jeu temps réel
par lecture des données réelles enregistrées suivant leurs marqueurs temporels. Les
tests sont eﬀectués sous un environnement de prototypage dédié aux applications
automobile appelé RtMaps. Une fois les tests ﬁnalisés sous RtMaps, les ﬁchiers de
résultats enregistrés sont analysés sous Matlab suivant les diﬀérents critères sélec-
tionnés aﬁn de classer les performances des ﬁltres en matière de précision, consistance
et robustesse.
L'OKPS se distingue alors par ses performances dans l'ensemble des tests et la
conclusion qui peut être tirées des tests eﬀectués est que l'OKPS est la meilleure
approche à adopter en cas de perturbations du signal et lors de multi-trajets GPS
comme dans le cas des canyons urbains lors de la conduite en milieu urbain haut
et dense. L'EKF et le PF apportent, à peu de choses près, les mêmes résultats et
restent intègres dans tout les cas de ﬁgures. Le SPF quand à lui, aﬃche de bons
résultats en précision et semble plus adapté aux cas des conditions dégradées mais
souﬀre toujours d'un problème d'optimisme même après intégration de 90% de par-
ticules perturbatrices. En résumé, pour une application d'égo-localisation routière
l'utilisateur à le choix entre l'OKPS, l'EKF et le PF pour les cas classiques avec peu
de perturbations, ce choix se fera aussi selon la puissance de calcul à disposition car
le PF avec un nombre de particules plus important peut s'avérer plus eﬃcace que
l'EKF en cas de perturbation et plus précis dans le cas général. Dans le cas de condi-
tions dégradées, de GPS de mauvaise qualité et de forts changements de dynamique
de véhicule l'OKPS est l'approche la plus recommandée.
Pour un gain optimal en matière de puissance de calcul et de temps d'exécution,
un système complet comptant un EKF et un OKPS travaillant indépendamment
et s'activant selon le cas de ﬁgure serait le système le plus optimisé pour un utili-
sateur visant à faire de l'égo-localisation routière urbaine et extra-urbaine comme
en autoroute. Les estimés de l'EKF et de l'OKPS étant semblable, le basculement
d'une approche à l'autre ne demanderait aucune adaptation mais nécessiterait un
léger sur-dimensionnement en puissance de calcul aﬁn de pouvoir gérer une phase
de recouvrement des deux approches fonctionnant simultanément pendant le cycle
précédant le basculement.
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Ce type d'application complète reste en perspectives et nécessite la réalisation
d'autres travaux avant d'envisager un tel concept. L'approche IMM présentée dans
les travaux de Ndjeng est une approche aussi robuste que l'OKPS. L'IMM a en plus
une fonction de mise à jour des vraisemblances en phase de prédiction, ce qui n'est
pas le cas de l'OKPS. Un test comparant les performances de ces deux approches
serait un tournant en matière de perspective d'applications. Car si l'OKPS est censé
être moins précis que l'IMM dans les cas de man÷uvres mélangeant marche arrière
et marche avant tel que les man÷uvres de parking, il n'est pas supposé être moins
eﬃcace lors de masquage et perturbations GPS. Une amélioration de l'OKPS visant
à intégrer une mise à jour en phase de prédiction serait aussi une bonne continuité
des travaux actuels. Il est aussi possible, d'envisager d'autres sources d'informations
telles que d'autres capteurs embarqués ou des sources externes sur l'environnement
par des balises ou de la cartographie précise. Tout dépendra des avancements techno-
logiques et de la disponibilité de ces sources dans le futur. Des améliorations mineurs
pourraient être apportées en étudiant d'autres types de topologies de voisinage des
particules et d'autres conceptions d'essaim, tel que TRIBES [CCS09], une organisa-
tion de l'essaim en tribus adaptatives qui rendrait le nombre de particules adaptatif
et qui permettrait d'employer un modèle d'évolution véhicule diﬀérent dans chaque
tribu par exemple. L'OKPS pourrait aussi être adapté à d'autres applications dans
le domaine de la fusion de données, autres que celui de localisation-automobile ou
même autre que la localisation complètement, cela sera la conséquence des retours
des publications scientiﬁques associées aux travaux de cette thèse.
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9.1 Présentation du véhicule instrumenté du LIVIC
Le LIVIC dispose d'une petite ﬂotte de véhicules instrumentés. Comme le montre
la ﬁgure 9.1, ces véhicules sont équipés d'un ensemble de capteurs proprioceptifs et
extéroceptifs. Les véhicules sont aussi équipés d'ordinateurs embarqués faisant tour-
ner des programmes dédiés pour les tests des applications développées sous RtMaps
ainsi que pour l'enregistrement des données capteurs dans l'ordre de leur arrivée en
temps réel de façon à conserver des jeux de données réels pour eﬀectuer des tests sous
ordinateur sans avoir à refaire le scénario de conduite sur les pistes de Satory ou sur
la route pour chaque test. Ces véhicules sont aussi utilisés pour des démonstrations









Capteur Odométrique Centrale inertielle
GPS
Caméra
Figure 9.1  Véhicules équipés du LIVIC [Réalisé par Dr D.GRUYER]




Les capteurs utilisés dans notre application d'égo-localisation sont un GPS bas
coût, un odomètre, un gyroscope intégré dans une centrale inertielle et un encodeur
d'angle de braquage. Ces capteurs sont présentés en détails dans la thèse de Ndjeng.
Les notions suivantes sont ici pour donner idée au lecteur des informations fournies
par ces capteurs. Toute personne intéressée par les détails de fonctionnement de ces
capteurs peut se référer en premier lieu à [NN09] et aux datasheet des capteurs pour
plus de détails.
9.2.1 GNSS (GPS/GLONASS/GALILEO)
Les systèmes de positionnement et de navigation par satellites se basent sur la
détermination de la position par principe de triangulation. Cette technique néces-
site la présence et la bonne visibilité d'au moins quatre satellites aﬁn de mesurer les
distances entre le récepteur et chaque satellite. Il existe deux systèmes de positionne-
ment par satellites opérationnel et deux autres en cours de développement. Les deux
systèmes opérationnels sont le GPS NAVSTAR américain et le système GLONASS
russe. Le système GALILEO européen et Beidou chinois sont quand à eux en cours
de déploiement.
Le système GPS mis en ÷uvre par les américains est originalement un système
né d'un programme militaire datant des années 70. Ce systèmes est partiellement
ouvert maintenant de manière publique mais reste sous le contrôle des autorités
américaines qui gère le cryptage de certaine information et la disponibilité du signal.
C'est cette dépendance qui pousse chaque région ou pays à développer son propre
système GNSS. Le système GPS se compose en tout de 24 satellites NAVSTAR sur
6 orbites inclinés de 55° et situées à une altitude de 20184 km. La ﬁgure 9.2(a)
montre la composition de ce systèmes et la répartition des satellites NAVSTAR. En
complément aux satellites, le systèmes GPS comporte 5 stations au sol et représente
pour le moment le système de géolocalisation le plus utilisé dans le monde de par sa
gratuité. Le GPS fournit une localisation d'une précision de l'ordre de 10 m à 2σ, il ne
couvre pas toutes les zones géographiques et la qualité du signal est volontairement
limitée par ses administrateurs.
Deux méthodes de positionnement peuvent être distinguées avec les GNSS : La
première est le positionnement absolu, elle consiste en une simple triangulation à
partir des données émises par les satellites visibles. La deuxième méthode est celle
du positionnement relatif, elle utilise une station basée au sol dont la position est
parfaitement connue. Cette station permet de transmettre des corrections aux satel-





Figure 9.2  Constellation des satellites GPS et principe de triangulation
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lites, corrigeant les erreurs de triangulation, ainsi permettant d'estimer et de corriger
les erreurs aﬁn d'avoir un positionnement plus précis.
La position des satellitesX is = {xis, yis, zis}et les pseudo-distances satellite-récepteur
Di étant connues. La position du récepteur Xr = {xr, yr, zr} est alors obtenue sui-
vant le principe de triangulation décrit par la ﬁgure 9.2(b) et par le système d'équa-
tions 9.1. √
(xis − xr)2 + (yis − yr)2 + (zis − zr)2 = Di (9.1)
La qualité du positionnement peut être altérée par la constellation des satellites
et leur disposition, l'élévation des satellites, les problèmes d'émission et de réception
du signal, les erreurs due à la réfraction dans l'atmosphère et celles dues aux multi-
trajets.
9.2.2 INS (Centrale inertielle)
La localisation inertielle utilise des mesures issues d'accéléromètres et de gyro-
scopes aﬁn de déterminer le positionnement. Ces données sont employées pour es-
timer l'évolution du mobile (véhicule) à partir d'un point de départ connu aﬁn de
déterminer sa position et son orientation actuelles. Les capteurs inertiels sont utili-
sés dans un grand nombre d'études dans les domaines touchant à la navigation en
milieu aérien, maritime et terrestre. Les avancées technologiques ont permis la fabri-
cation de capteurs inertiels MEMS 1, ces dispositifs sont de petites tailles, légers et
économiques.
Les mesures nécessaires à la localisation inertielle sont fournies par des capteurs
contenus dans une IMU 2. L'IMU est un dispositif composé de trois accéléromètres et
de trois gyroscopes fournissant les accélérations et les vitesses angulaires autour de
chaque axe. L'INS 3 est un système de navigation qui associe l'IMU à un calculateur
intégrateur. En partant des données accélérométriquesa tout en connaissant leurs











1. MEMS : Micro Electronic Mechanical Systems
2. IMU : Inertial Measurement Unit
3. INS : Inertial Navigation System
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Le gyroscope est le capteur qui mesure la vitesse de rotation du véhicule suivant
l'axe où il est monté. Plus de détails sur les technologies des gyroscopes et la locali-
sation à base de capteurs proprioceptifs sont disponible dans les ouvrages spécialisés
ou dans des thèses telle que [NN09]. L'équation 9.3 décrit le modèle générale d'ordre
1 d'une sortie de gyroscope.
ωout = (1 + SFω)ωtrue + bω + ηω (9.3)
avec : ωout : La vitesse angulaire en sortie
SFω : Le facteur d'échelle aﬀectant la vitesse de rotation
ωtrue : La vraie vitesse angulaire mesurée par le capteur
bω : Le terme caractérisant le biais
ηω : Le bruit estimé du gyroscope
Trois type de technologies gyroscope se distinguent : les FOG 4, les RLG 5 et les
gyroscope à conception MEMS.
9.2.3 L'Odomètre
La localisation basée sur l'odométrie consiste à intégrer les rotations des roues du
véhicule déduisant de cela la vitesse du véhicule permettant une estimation de l'état
courant du véhicule à partir d'un état de départ connu [Bon05].
Montés sur les roues des véhicules, les odomètres mesurent le nombre de tour
par période eﬀectué par les roues à l'aide de codeurs incrémentaux généralement
optiques. La précision des mesures dépend de la résolution des codeurs. L'odométrie
diﬀérentielle, permet de calculer le changement d'orientation du véhicule à partir
de la diﬀérence de distance parcourue par la roue de chaque coté en supposant un
glissement négligeable.
L'odométrie a l'avantage d'être accessible et facile à mettre en ÷uvre, la cadence
d'acquisition de mesures est très élevée et la précision à court terme est bonne. Ce-
pendant, l'erreur à long terme devient ensuite importante. Eﬀectivement, l'odométrie
aﬃche une dérive à cause des erreurs dues au patinage et aux glissements des roues
qui se cumulent au ﬁl des mesures. Les erreurs cumulatives aﬀectent la distance par-
courue et l'angle d'orientation mesurés mais n'altère pas la mesure de vitesse. Aﬁn
d'avoir un positionnement absolu de bonne qualité, il est donc nécessaire d'associer
l'odométrie à un capteur externe tel que le GPS.
4. FOG : Fiber Optic Gyro
5. RLG : Ring Laser Gyro
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9.2.4 Encodeur de braquage des roues
Le capteur de braquage des roues ou du volant est conçu sur le même principe
que l'odomètre. Ce capteur est un dispositif d'encodage de rotation précis intégré au
volant généralement comme le montre les ﬁgures 9.3 (a) et (b). Ce capteur transmet
sur le Bus CAN de la voiture la donnée mesurée qui est l'angle que forment les roues
par rapport au châssis de la voiture.
Les grandeurs transmises par les capteurs proprioceptifs précédents sont en pra-
tique employée dans un modèle cinématique d'évolution du véhicule qui sert à fusion-
ner ces diﬀérentes mesures aﬁn de calculer l'évolution en position et en orientation
du véhicule entre deux instants. Cela permet de fournir la localisation actuelle du
véhicule par rapport à un point de départ connu.
9.3 Calibrage PSO
Aﬁn d'eﬀectuer un calibrage des paramètres PSO, des tests avec plusieurs pa-
ramétrages ont été eﬀectués. Les paramètres à calibrer dans ces tests ont été : Le
nombre de particule N , Le seuil de rééchantillonnage Nth et le facteur d'inertie W .
Le calibrage a été donc eﬀectué en trois étapes, chaque étape consistait à ﬁxer
deux paramètres et faire varier le troisième et analyser le comportement de la loca-
lisation à base de PSO de manière à déﬁnir les meilleures valeurs de ces paramètres.
Les tests ont été accomplis de manière répétée de façon à garantir une moyenne
statistique, les tableaux présentés par la suite résument les tests de calibrage des
paramètres PSO.
1. Calibrage du nombre de particules N
Les paramètres ﬁxes sont Nth = 0.85; W = 0.5 pour le tableau 9.1.
La PSO suit le GPS de plus en plus et c'est ce qui fait croitre l'erreur. Il reste
tout de même clair que le nombre de particule n'a pas une grande inﬂuence
sur l'erreur.
2. Calibrage du facteur d'inertie W
Les paramètres ﬁxe sont N = 100; N = 0.85 pour le tableau 9.2.
3. Calibrage du seuil de rééchantillonnage Nth
Les paramètres ﬁxe sont N = 100; W = 0.7 pour le tableau 9.3.





Figure 9.3  Encodeur d'angle de braquage
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