In addition to the censored quantile approach, we also use a variation of the Heckman twostep estimation approach (also referred to as a Tobit Type II model or a probit selection model), adapted to accommodate fixed effects in "large T " panel data sets, as described in Fernández-Val and Vella (2011). The method of Fernández-Val and Vella (2011) still has the traditional selection step estimation and intensity step estimation. The selection step estimation used here is the same panel probit model described in equation (3) that models the unit's binary decision to have positive net generation or positive emissions. To estimate the second-step intensity equation, we first need to recover the inverse Mills ratio (IMR), λ it , from the selection step using the bias correction model described in Fernández-Val and Vella (2011).
from the intensity equation, namely the lagged load variables L it−l . This exclusion restriction aids in the identification of the parameters in the intensity equation.
23 From the estimation of the intensity equation, with the IMR included, we can derive average marginal effects of wind generation and the input price ratios on capacity factors and emissions per unit capacity. However, the formation of counterfactual marginal effects as we did using the quantile method is not straightforward given the presence of the IMR and propensity score in the marginal effect (see below).
Beyond obtaining an estimate of the average marginal effect on the intensive margin, the Heckman two-step method is also useful for estimating a counterfactual capacity factor and emissions per unit capacity measure, inclusive of the extensive and intensive margin responses, which allows us to isolate the impacts of higher wind generation and lower gas prices on the observed changes in our dependent variables over time. As explained in the text above, we use equation 7 to form our counterfactual estimates of the expected dependent variable.
We can also use equation 7 to decompose the predicted change in the dependent variable given changes in wind generation and/or input price ratios into changes due to "extensive" margin responses and changes due to "intensive" margin responses. More specifically, for a given observation we estimate the change in the expected dependent variable Y it relative to the 2008 year baseline level due to extensive margin responses as:
In this specification,P Y due to wind and/or price-ratio impacts on the probability that the given unit will be on or off.
Similarly, we estimate the changes due to intensive margin responses as:
where X and dividing by the average total predicted change as described above. A similar procedure is used to derive the percent of the total predicted change due to the intensive margin but using equation 9.
25
24 Note that we cannot derive bias corrected versions of the counterfactual IMR's, so λ it P R 2013 ,W 2013 is based on the uncorrected probit model estimates. Given the large sample size in this application, the bias correction tends to be rather small so this omission is likely not a substantial problem.
25 Note that the predicted average changes from the extensive portion and intensive portion do not exactly add up to the predicted overall average change. This is likely due to the fact that the predicted overall average change is relative to an observed actual average value for the given dependent variable. By contrast, equations 8 and 9 are changes relative to a predicted 2008 value. Despite this, the differences in the summed predicted changes from the intensive and extensive portions relative to the predicted overall change is quite small in each region, with the largest difference being only four percent of the predicted total change.
A.2 Two-step results
The first stage estimation of the discrete choice model on whether to run the unit or not on a given day is the same as in the quantile-censored model, with results in Tables A.1 and A.2. Results from these estimations provide the basis for the IMR in the two-step estimation approach. The results from the discrete choice model show that lagged load, which serves as the exclusion restriction in the two-step method, is significant across both dependent variables and across all regions.
Parameter estimates from the second-step intensity equation given in (4) are shown in Tables A .3 and A.4 . For the specification with capacity factor as the dependent variable, we again find ERCOT, PJM and SPP regions have a negative interaction effect between wind generation and the coal-to-natural gas price ratio, which is statistically significant for ERCOT and SPP. This again confirms the presence of a gas-wind interaction whereby higher wind generation levels will make coal-fired generation more responsive to P R and vice-versa.
For the specification with CO 2 emissions per unit of capacity, the parameter estimates again
show an interaction effect that is negative in the same regions, though it is only statistically significant in ERCOT.
We again calculate the marginal effects, however this calculation is slightly more complicated given P R and W appear in both the selection and intensity equations. The marginal effects are now:
where δ it = λ 2 it −π it λ it and π it is the propensity score associated with unit i running on day t.
To calculate these marginal effects we use the estimated parameters along with the estimated IMR (λ it ) and propensity score (π it ) values. Because the marginal effects are a function of the estimated propensity score and IMR, one cannot readily form "counterfactual" marginal effects. We instead present 2008 and 2013 marginal effects for each region in Table A Overall, the results from the Heckman two-step method provide further evidence of the robustness of our general finding of a significant interaction effect, as well as to the approx-5 imate size of this effect.
6 The dependent variable for all regions is a binary variable equal to one if daily capacity factor is positive and zero otherwise. "Obs" gives total number of observations, "N" denotes number of cross-sectional units included, and "F-stat" gives the F-statistic of the hypothesis that the lagged load variables (Load t−1 through Load t−5 ) are jointly equal to zero. The p − value for each F-stat is less that 0.001. Standard errors (SEs) are given in parentheses. SEs are clustered at the unit level. All specifications include unit-level and season-by-year fixed effects. The dependent variable for all regions is a binary variable equal to one if daily CO 2 emissions is positive and zero otherwise. "Obs" gives total number of observations, "N" denotes number of cross-sectional units included, and "F-stat" gives the F-statistic of the hypothesis that the lagged load variables (Load t−1 through Load t−5 ) are jointly equal to zero. The p − value for each F-stat is less that 0.001. Standard errors (SEs) are given in parentheses. SEs are clustered at the unit level. All specifications include unit-level and season-by-year fixed effects. 'Obs" gives total number of observations and "N" denotes number of cross-sectional units included in the intensity equation. Standard errors (SEs) are given in parentheses. SEs are clustered at the unit level for all ISOs. The variable "Age" was dropped for SPP due to collinearity. 
B Robustness Checks
This section presents and discusses a series of alternative estimations to examine the robustness of the main results presented in the main text. The first of these robustness checks includes daily electricity demand (load) from surrounding regions outside of the ISO in question. For ERCOT, the external load variables included were those labeled SPP and the southern part of the MISO region in Figure C Tables 4 and 5 .
Similarly, wind generation from surrounding areas outside of the ISO being examined may also affect the within-ISO coal units. We therefore next explored specifications that controlled for wind generation from the surrounding ISOs. More specifically, for the ERCOT specifications we included wind generation from SPP, for MISO we included wind generation from SPP and PJM, for PJM we included with generation from MISO, and for SPP we included wind generation from ERCOT and MISO. 27 The surrounding area load was based on known interconnections and regional proximities to NERC Assessment Areas as seen in Figure C .2. The parameter estimate results with these additional controls are given in Tables   B.4 and B.5. These results are again quite similar to our base specifications. The marginal effects, given in Table B .6, are also nearly the same as those from the primary results.
The next specification check alters the polynomial order of the price ratio and wind generation variables to see if our estimated marginal effects are sensitive to these alterations.
We estimate a first order polynomial model (i.e., including only P R and W as controls and no higher order variants of these terms) and a fourth order polynomial model (i.e., adding the controls (P R ) 4 and W 4 to our base specification). Parameter estimates from these specifications are given in Tables B.7 , B.8, B.9, and B.10. The corresponding marginal effects are given in Tables B.11 and B.12. The parameter estimates for these specifications obviously deviate from our baseline specification, but we again find negative and statistically significant interaction effects across the regions, except for MISO. The marginal effects are also numerically quite similar to the results presented for the baseline specifications, demonstrating the robustness of the results. Though not shown here, we also estimated the external load, first-order, and fourth-order specifications under the two-step estimation technique.
Similar to the results presented here for the quantile regression technique, we find that the 27 California ISO (CAISO) and Bonneville Power Authority (BPA) also have significant wind generation, however these regions only have a single coal plant and thus fall outside the scope of our research question. We also analyzed data from ISO-New England (ISONE) and New York ISO (NYISO). However, due to low wind generation, few operating coal power plants, and the implementation of the Regional Greenhouse Gas Initiative (RGGI) during the time span analyzed, we opted to omit these regions. two-step estimations of these specifications largely concur with the results presented in the main text and provide numerically similar marginal effects to those presented above.
We also consider several specifications that more fully exploit some of the hourly data that we have. The first of these specifications replaces wind generation (W t ) in equations (3) and (2) with the variable ( W /L) t , where ( W /L) t is day t's average of the hourly wind-to-load ratio.
The intent here is that ( W /L) t will pick up the relative importance of wind generation across the day relative to load in ways that wind generation levels cannot. The parameter results for this specification are included in Tables B.13 and B.14, with corresponding marginal effects given in Table B .15. Again, with this specification we find statistically significant interaction effects and the marginal effects move in a similar fashion as in our base specifications.
Next, we explore responses during offpeak and peak hours. Tables B.16 and B.16 give the parameter estimates using offpeak hours. For this specification, instead of using daily CF it , W ind t , and Load it measures in equations (3) and (2), we replace these variables with these variables calculated over the offpeak hours (hours beginning 12:00 am -7:00 am and 8:00 pm -11:00 pm) for day t.
28 These results are again qualitatively similar to the base case results, as are the marginal effects shown in Table B .18.
Finally, we also explore responses during peak hours. The peak hours are defined as hours beginning 8:00 am -7:00 pm and the variables CF it , W ind t , and Load it are formed over these hours for these specifications. The results of the peak hour analysis are given in Tables B.19 and B.20, with marginal effects given in B.21. Once again, the basic story remains consistent with this specification. Standard errors are given in parentheses below the parameter estimates. Parameters associated with the external wind generation variables are denoted by the ISO labels. All external wind generation variables are in MWhs. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. Parameters associated with the external wind generation variables are denoted by the ISO labels. All external wind generation variables are given in MWhs. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. The variable W/L es the average hourly wind generation divided by hourly load for a given day."Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. The variable W/L is the average hourly wind generation divided by hourly load for a given day. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. The "offpeak" hours used here are those beginning with 12:00 am -7:00 am and 8:00 pm -11:00 pm. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. The "offpeak" hours used here are those beginning with 12:00 am -7:00 am and 8:00 pm -11:00 pm. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. The "peak" hours used here are those beginning with 8:00 am -8:00 pm. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. Standard errors are given in parentheses below the parameter estimates. The "peak" hours used here are those beginning with 8:00 am -8:00 pm. "Obs" gives the total number of observations used in the quantile regression. Other controls not shown are the same as the base specifications given in the main text. This figure plots a range of the marginal effects of CO 2 emissions with respect to P R based on parameter estimates given in Table 3 . This figure plots a range of the marginal effects of CO 2 emissions with respect to W based on parameter estimates given in Table 3 . 
