Critical node problems (CNPs) involve finding a set of critical nodes from a graph whose removal results in optimizing a predefined measure over the residual graph. As useful models for a variety of practical applications, these problems are computationally challenging. In this paper, we study the classic CNP and introduce an effective memetic algorithm for solving CNP. The proposed algorithm combines a double backbone-based crossover operator (to generate promising offspring solutions), a component-based neighborhood search procedure (to find high-quality local optima), and a rank-based pool updating strategy (to guarantee a healthy population). Extensive evaluations on 42 synthetic and real-world benchmark instances show that the proposed algorithm discovers 24 new upper bounds and matches 15 previous best-known bounds. We also demonstrate the relevance of our algorithm for effectively solving a variant of the classic CNP, called the cardinalityconstrained CNP. Finally, we investigate the usefulness of each key algorithmic component.
nodes correspond to the "key players" of the network (e.g., leaders of the organization or community) [8] .
In this paper, we are interested in the classic CNP (defined in Section III and denoted as CNP hereinafter) [5] . Informally, CNP involves finding a subset S of at most K nodes, whose removal minimizes the total number of node pairs that are connected by a path in the residual graph. CNP is known to be N P-hard on general graphs [5] , even if there are polynomially solvable special cases [1] , [31] . The computational challenge and wide range of applications of CNP have motivated a variety of solution approaches in the literature, which are reviewed in Section II-A.
To enrich the set of solution methods for solving this computationally challenging problem, we propose in this paper the first population-based memetic algorithm (MA) for CNP. The algorithm combines an original component-based neighborhood search (CBNS) procedure using an effective large component-based node exchange strategy and a node weighting scheme (to find high-quality local optima, Section IV-D), a double backbone-based crossover operator (to generate promising new solutions, Section IV-E) as well as a rank-based pool updating technique (to maintain a healthy population, Section IV-F).
We assess the effectiveness of the proposed algorithm on 16 synthetic and 26 real-world benchmark instances commonly used in the literature and especially report 24 improved bestknown results (new upper bounds). We show the generality of the proposed approach by adapting the method to the related cardinality-constrained CNP (CC-CNP) and report additional 25 new best-known results. We also investigate each key ingredient of the proposed approach to shed light on their impacts on the performance of the method.
II. LITERATURE REVIEW

A. Algorithms for CNP
Due to their theoretical and practical significance, CNPs have attracted considerable research effort in the last decade and several solution methods (both exact and heuristic algorithms) have been proposed.
In general, exact algorithms are theoretically able to guarantee the optimality of the solutions they find. These methods are particularly useful for special cases of graphs. For instance, optimal polynomial-time dynamic programming algorithms are proposed to solve two CNP variants for tree structures and series-parallel graphs in [31] . A polynomial-time dynamic programming algorithm for graphs with a bounded treewidth is studied in [1] . For general graphs, a branch-and-cut algorithm is proposed in [32] for CNP, using an integer linear programming model with a nonpolynomial number of constraints. A more compact linear 0-1 formulation of the problem that requires (n 2 ) constraints is recently developed and optimal solutions for small networks are ascertained in [38] and [39] .
Given the N P-hard nature of CNPs, it is expected that any exact algorithm for finding the optimal solution in the general case will require an exponential computation time. Consequently, as for many N P-hard problems, heuristics constitute a valuable alternative that are used to find high-quality approximate solutions within a reasonable time when exact methods are not usefully applicable. For instance, an early heuristic starts with an independent set and uses a greedy criterion to remove vertices [5] . Two other greedy algorithms are presented in [27] and [37] , using advanced greedy criteria for node selections. Moreover, several neighborhood-based local search algorithms have been studied, like simulated annealing [35] , iterated local search (ILS), and variable neighborhood search (VNS) [3] . These algorithms typically use the unconstrained node exchange operation that swaps a node in S against a node in V \ S, leading to a large and expensive neighborhood of quadratic size. Population-based algorithms have also been investigated, including path relinking with greedy randomized adaptive search procedure [28] and genetic algorithm (GA) [4] . These algorithms maintain a pool of candidate solutions and generate new solutions from existing ones by local changes, crossover and random mutations.
B. Memetic Algorithms
It is noteworthy that the popular MAs [23] have not been investigated for CNP. Indeed, as discussed in several comprehensive surveys of memetic computation (e.g., [10] and [24] - [26] ), MAs represent a highly effective approach for solving difficult problems including numerous N P-hard problems (e.g., graph coloring [21] , graph partition and biclique [7] , [41] , maximum diversity [40] , quadratic knapsack [11] ) and routing problems [14] .
MAs provide a general computational framework that typically combines population-based approaches with neighborhood-based local search. This framework offers interesting opportunities for designing search algorithms able to ensure a desirable balance between exploration and exploitation of large search spaces [10] , [19] , [25] , [26] . To further improve the MA framework, interesting extensions incorporating learning schemes have been proposed in the literature. For example, Feng et al. [14] presented an evolutionary memetic computing paradigm which is capable of learning and evolving a knowledge meme that traverses different but related problem domains. Feng et al. [15] proposed a memetic computational paradigm based on evolutionary optimization + transfer learning for search, which mimics human problem-solving by transferring structured knowledge learned from solving related problems in the form of memes. In [44] , opposition-based learning is introduced into memetic search for solving the maximum diversity problem. This paper presents the first MA dedicated to the classic CNP. As demonstrated with our computational results, the proposed algorithm competes very favorably with the existing CNP approaches.
III. PROBLEM DESCRIPTION AND NOTATION
CNPs in a graph G = (V, E) aim to remove a "limited" subset of nodes S ⊆ V in order to optimize a predefined connectivity measure over the residual graph G[V \S]. Once the critical nodes have been removed, the residual graph G[V \S] can be represented by a set of disjoint connected components H = {C 1 , C 2 , . . . , C T }, where a connected component C i is a set of nodes such that all nodes in this set are mutually connected (reachable by a path), and there is no edge between any two connected components.
According to the particular interests, different connectivity measures have been studied, which can be divided into three categories.
1) To optimize the pair-wise connectivity, i.e., the number of pairs of nodes connected by a path in the residual graph [1] - [5] , [13] , [27] , [28] , [37] , [39] . 2) To optimize the size of the largest connected component in the residual graph [4] , [27] , [31] , [39] . 3) To optimize the number of connected components in the residual graph [4] , [31] , [39] . One notices that most studies in the literature have focused on the classic CNP, which involves minimizing the pair-wise connectivity measure [5] and belongs to the first category mentioned above. Formally, given a graph G = (V, E) and an integer K, CNP is to identify a subset S ⊆ V such that |S| K, whose removal minimizes the following pair-wise connectivity objective f (S):
where T is the total number of connected components C i in the residual graph G[V \ S]. Fig. 1 shows a CNP instance [i.e., the graph of Fig. 1 (a) with eight nodes and K = 2] and a candidate solution S = {v 4 , v 7 } [ Fig. 1(b) ], whose removal from the graph leads to two connected components induced by
CNP can be also considered as a problem of maximally fragmenting a graph and simultaneously minimizing the variance among the sizes of connected components in the residual graph. In other words, the resulting residual graph should be composed of a relatively large number of connected components while each connected component has a similar size [37] .
In this paper, we focus on solving this classic CNP. In Section VI, we also show the applicability of our MA to solve an important variant of CNP, i.e., CC-CNP [6] , which falls into the second category mentioned above.
IV. PROPOSED MEMETIC APPROACH FOR CNP
Given a CNP instance defined by G = (V, E) and K ∈ Z + , let S (|S| < K) be a candidate solution. It is easy to verify that any solution S = S ∪ {u} with one more node u ∈ V \S is a feasible solution no worse than
, adding u to S has no impact on the objective value. Otherwise, let u belong to a connected component, say C i , moving u from C i to S reduces the size of C i by one or disconnects C i into two or more new components. In both cases, we have f (S ) f (S). Since K is the largest possible value for a solution to be feasible, we can safely consider only candidate solutions S with exactly K selected elements.
A. Solution Representation and Evaluation
Given a graph G = (V, E) and an integer K, any subset S ⊂ V of K nodes is a feasible solution and can be represented
is the index of a selected node in S. Therefore, the solution space contains all possible subsets S ⊆ V such that |S| = K.
According to (1) , the corresponding objective value f (S) of a feasible solution S is the total number of node pairs still connected by a path in the residual graph G[V \S]. f (S) can be computed in O(|V| + |E|) time with a modified depth-first search algorithm by identifying the connected components of a graph [20] as follows. One finds the connected components of a graph by performing the depth-first search on each connected component. Each new node visited is marked. When no more nodes can be reached along the edges from the marked nodes, a connected component is found. Then, an unvisited node is selected, and the process is repeated until the entire graph is explored.
B. General Scheme
The proposed memetic algorithm for the classic critical node problem (MACNP) algorithm is composed of four main procedures: 1) a population initialization procedure; 2) a CBNS procedure; 3) a double backbone-based crossover procedure; and 4) a rank-based pool updating procedure. MACNP starts from a set of distinct elite individuals which are obtained by the population initialization procedure (Section IV-C). At each generation, an offspring solution is generated by the double backbone-based crossover procedure (Section IV-E). This offspring solution is further improved by the CBNS procedure (Section IV-D) and then considered for acceptance by the rank-based pool updating procedure (Section IV-F). The process is repeated until a stopping condition (e.g., time limit) is satisfied. We show the flowchart and pseudo-code of the MACNP algorithm in Fig. 2 and Algorithm 1. We present the key procedures in the following sections.
C. Population Initialization
Our MACNP algorithm starts its search with an initial population composed of diverse and high-quality solutions. To construct such a population, we first generate randomly a feasible solution (i.e., any set of at most K nodes), and then we improve it by the CBNS procedure described in Section IV-D. We insert the improved solution into the population if it is different from the existing individuals of the population. Otherwise, we modify the improved solution with the exchange operation until it becomes different from all existing individuals before inserting it into the population. We repeat the procedure p times to fill the population with p distinct solutions. 
D. Component-Based Neighborhood Search
To ensure an effective local optimization, MACNP employs a fast and effective CBNS procedure (see Algorithm 2). CBNS integrates two key techniques, i.e., a large component-based node exchange strategy and a node weighting technique.
1) Component-Based Neighborhood Structure: The performance of a local search procedure greatly depends on its neighborhood structure for candidate solution exploration. A traditional neighborhood for CNP is defined by the conventional exchange operator which swaps a node u ∈ S with a node v ∈ V \ S [2], [28] , [35] . For a given solution, this neighborhood yields O(K(|V| − K)) neighbor solutions. To evaluate a neighbor solution, no incremental technique is known and a full computation from scratch is required by running the modified depth-first search algorithm of complexity O(|V| + |E|) [20] . Therefore, examining the whole neighborhood requires a time of O(K(|V| − K)(|V| + |E|)), which becomes too expensive when many local search iterations are performed (which is usually the case).
Recently, two other refined neighborhoods have been proposed in [3] . For a given u ∈ S, the first neighborhood aims to directly determine the node v = arg max{f (S) − f ((S \ {u}) ∪ {v })}, ∀v ∈ V \ S so that swapping u and v disconnects the graph as much as possible. For v ∈ V\S, the second neighborhood tries to identify the node u ← arg min{f ((S ∪ {v}) \ {u }) − f (S)}, ∀u ∈ S. The computational complexity of examining these neighborhoods is O(K(|V| + |E|)) and O((|V| − K)(|V| + |E| + K × degree(G))), respectively, where degree(G) is the maximum node degree in G. Even if these neighborhoods are more computationally efficient compared to the traditional swap neighborhood, they are still expensive to explore within a local search algorithm.
To overcome the limitation, we design an alternative component-based neighborhood, which is both smaller in size and more focused with respect to the optimization objective. Recall that CNP involves fragmenting the graph in order to minimize the number of connected node pairs in the residual . This can be achieved by fragmenting the largest connected components in G[V \ S] in order to obtain more homogeneous components, which helps to minimize the number of node pairs still connected. As a result, when exchanging a node u ∈ S with a node v ∈ V\S, it is preferable to consider v ∈ V \ S from a large component (see Definition 1 below) instead of a small component. Let L be a predefined threshold to qualify large components. We consider only a subset of nodes Z ⊂ V \S such that Z = ∪ |C i | L C i as candidate nodes for exchanges. Consequently, the neighborhood size is reduced to K|Z|, which is generally far smaller than K(|V| − K) for reasonable L values. 
Our component-based neighborhood always swaps a node u ∈ S with a node selected from a predefined large component (instead of a random component). Based on Definition 1, we have L = (4 + 2)/2 = 3. Therefore we only consider the swapping operations between S and a large component C 2 (|C 2 | > L = 3), thus reducing the neighbor solutions to be considered from 12 to 8. Fig. 1 
2) Two-Phase Node Exchange Strategy: To further reduce the size of the above component-based neighborhood, we employ a two-phase node exchange strategy which relies on neighborhood decomposition [17] , [29] , [44] . This strategy breaks an exchange operation on a node pair into two distinct phases: 1) a "removal phase" removes a node from the residual graph and 2) an "add-phase" adds a node to the residual graph. In our case, we first randomly select a large component and removes a node v from the selected component with the node weighting scheme (see below). For the node u ∈ S to be moved to the residual graph, we select the node which minimally deteriorates the objective function. With the help of this exchange strategy, the computational effort required to examine the candidate solutions greatly decreases. For instance, for the graph "BA1000" with 1000 vertices and K = 75, using the large component-based two-phase node exchange strategy reduces the number of candidate solutions from (1000 − 75) × 75 = 69375 to 75 69375. For such a two-phase exchange, selecting a node v to remove from G[V\S] can be performed in O(T + nbr v ), where T is the number of connected components in G[V \S] and nbr v is the length of the adjacency list of node v. Once a node is added into S, we need to remove a node u from S. We select u that causes the minimum increase in the objective function. The evaluation of the increase in the objective function for each node in S is performed by scanning the adjacency list of the node to determine if its removal will reconnect some existing components to form a large component (as the node being added back must be in the same component as all its neighboring nodes in the residual graph G[V \ S]). This operation requires time O(K × nbr u ) where nbr u is the length of the adjacency list of node u.
3) Node Weighting Scheme: The node weighting technique [9] , [34] is the second useful technique we adopted in the CBNS. Our node weighting scheme works as follows. Each node of a large component is associated with a nonnegative integer as its weight, initialized to 0. At each step, we randomly select a component C i among the large connected components, and select the node v in C i with the largest weight (breaking ties in favor of the node with the largest degree) to move to S. Simultaneously, the weights of the remaining nodes in C i are increased by one. Additionally, when a node v ∈ C i is exchanged with a node u ∈ S, we set the weight of u to 0.
With the node weighting scheme, the "hard to remove" nodes will have larger weights, and thus have a higher chance to be considered for removal from the component in the following iterations. This technique helps the search to escape from potential local optima. Our weighting scheme follows the general penalty idea for constraint satisfaction problems, which was first used in this setting in the breakout method [22] . We note that this scheme is also an instance of a tabu search frequency-based memory [16] . To the best of our knowledge, it is the first time that a node weight learning technique is applied to a heuristic procedure for CNP.
E. Double Backbone-Based Crossover
Crossover is another important ingredient of the MACNP algorithm. It should be noted that the meaning of crossover has changed from the genetic conception adopted in the early formulation of MAs. The modern conception embraces the principle of structured combinations introduced in [18] , where solutions are combined by domain specific heuristics that map them into new solutions faithful to the structure of the problems considered. A similar evolution in the notion of crossover has been occurring within GAs to incorporate the notion of structured combinations, although often incompletely. As observed in [19] , a successful crossover should be able to generate promising offspring solutions by inheriting good properties of the parents and introducing useful new features, while respecting the domain specific structure of the problem context. The concept of backbone has been used to design some successful crossover operators for subset selection problems [40] , [44] . Since CNP is a typical subset selection problem, we adopt the backbone idea and design a double backbone-based crossover operator to create structured combinations as follows.
Let S 1 and S 2 be two solutions of CNP. According to S 1 and S 2 , we divide the set of elements V into three subsets denoted by common elements, exclusive elements and excluding elements, as shown in Definitions 2-4.
Definition 2 (Common Elements): The set of common elements X A is the set of elements of V shared by S 1 and S 2 , i.e.,
Definition 3 (Exclusive Elements): The set of exclusive elements X B is the set of elements of V which are in either S 1 or S 2 and not in X A , i.e., X B = (S 1 ∪S 2 )\(S 1 ∩S 2 ) (the symmetric difference of S 1 and S 2 ).
Definition 4: (Excluding Elements): The set of excluding elements X C is the set of elements of V which are not included in S 1 and S 2 , i.e.,
From two parent solutions S 1 and S 2 randomly selected from the population P, an offspring solution S 0 is constructed in three phases.
1) Create a partial solution by inheriting all common elements (i.e., the first backbone), i.e., S 0 ← X A . 2) Add exclusive elements (i.e., the second backbone) into the partial solution in a probabilistic way. That is, for each exclusive element, we add it into S 0 with probability sp 0 (0 < sp 0 < 1). 3) Repair the partial solution structurally until a feasible solution is achieved. Specifically, if |S 0 | < K, we randomly add some excluding elements of X C to S 0 from a random large connected component in the residual graph. If |S 0 | > K, we greedily remove some elements from S 0 until |S 0 | = K. The elements added in the first two phases form the whole backbone of the parent solutions. Therefore, the double backbones are composed of |X A | common elements and about sp 0 × |X B | exclusive elements. Note that sp 0 , which could be tuned statically or dynamically (e.g., as a function of |X B |, |X A | and K), is used to influence the diversity of the offspring solution by including excluding elements.
The proposed crossover shares ideas related to those of the crossovers proposed in [40] and [44] by directly inheriting common elements from the parent solutions. However, to complement the partial solution, our crossover favors the transmission of exclusive elements from the parent solutions over the excluding elements that are not in the parent solutions. As such, our crossover is less destructive and has a stronger intensification effect (see also Section VII-C for a comparative study). It is worth noting that the proposed crossover is also different from the crossover for CNPs introduced in [4] that uses set union as its key operation.
F. Rank-Based Pool Updating
Each offspring solution is submitted for improvement by the CBNS procedure presented in Section IV-D. Then we use a rank-based pool updating strategy to decide whether the improved offspring solution S 0 should be accepted in the population, as shown in Algorithm 3. This pool updating strategy resorts to a score function to evaluate each individual, which not only considers the quality of the offspring but also its average distance to other individuals in the population. This strategy is inspired by the population management strategies presented in [11] , [21] , and [44] .
First, we temporarily insert S 0 into the population (line 1 of Algorithm 3). Then we evaluate all the solutions of the population according to the score function [44] (lines 2 and 3 of Algorithm 3) and identify the worst solution S w (line 4 of Algorithm 3). Finally, if S 0 is different from S w , we replace S w by S 0 . Otherwise, we discard S 0 (lines 5 and 6 of Algorithm 3).
G. Computational Complexity of MACNP
To analyze the computational complexity of the proposed MACNP algorithm, we consider the main steps in one generation in the main loop of Algorithm 1.
As displayed in Algorithm 1, each generation of MACNP performs four subroutines: 1) parent selection; 2) double backbone-based crossover; 3) CBNS; and 4) rank-based pool updating. The parent selection procedure takes time O(1). The double backbone-based crossover operator can be realized in O(K(|V| + |E|)). The CBNS is bounded in time by O(K(|V| + |E|)MaxIters, where MaxIters is the total number of iterations at each neighborhood search. The rank-based pool updating can be achieved in time O(p(K 2 + p)), where p is the population size. Hence, for each generation, the total complexity of MACNP is O(K(|V| + |E|)MaxIters).
V. COMPUTATIONAL STUDIES
This section presents computational studies to evaluate the performance of our MACNP algorithm and compare it with state-of-the-art algorithms.
A. Benchmark Instances
Our computational studies were based on two popular benchmark sets composed of 42 graphs. 1 1) Synthetic benchmark set [35] 2) Real-world benchmark set [4] consists of 26 real-world graphs (with 121-23 133 nodes) from various practical applications in areas like biology, electronics, transportation, and complex networks.
B. Experimental Settings
The proposed MACNP algorithm 2 was implemented in C++ and complied with gcc 4.1.2 and flag "−O3." All the experiments were carried out on a computer equipped with an Intel E5-2670 processor with 2.5 GHz and 2-GB RAM operating under the Linux system. Running the well-known DIMACS machine benchmark procedure dfmax.c 3 on our machine requires 0.19, 1.17, and 4.54 s to solve the benchmark graphs r300.5, r400.5, and r500.5, respectively.
1) Parameter Tuning: Like previous CNP algorithms and most heuristic algorithms, MACNP requires some parameters (see Table I ). Parameter p is the population size (Section IV-C) and is set to p = 20 as suggested in [21] , [40] , and [44] . Parameter MaxIdleIters is the maximum allowable number of idle iterations, which is used as the stopping condition of the CBNS (Section IV-D). sp 0 determines the probability of inheriting an exclusive element during the crossover operation (Section IV-E). Our analyses indicate that MaxIdleIters and sp 0 are sensitive parameters while this is not the case for p. To tune MaxIdleIters and sp 0 , we followed the common practice in the heuristic literature by testing a limited number of parameter configurations on a small sample of problem instances as follows.
To avoid over-fitting, we used nine (out of 42) representative instances (BA5000, ER941, FF500, WS250, TreniR, openflights, H3000a, H4000, and OClinks) to cover both synthetic and real-world instances with different sizes and variable levels of difficulty. To identify a suitable value for a given parameter, we evaluated the performance of MACNP by varying the parameter value within a reasonable range, while fixing the other parameters to the default values of Table I . For each parameter configuration, we ran MACNP 30 times to solve each sample instance, each run being limited to 100 generations.
We take the parameter sp 0 as an example. Fig. 4 shows the box plots with eleven values sp 0 ∈ [0, 1.0]. We observe that large values (sp 0 > 0.8) yield better results than small ones (sp 0 ≤ 0.8). We also see that MACNP with sp 0 = 0.9 performs the best in terms of computation time. Meanwhile, given that sp 0 influences the diversity of offspring solutions, we adopted sp 0 = 0.85 in this paper to make a reasonable compromise between solution quality, computation time and offspring diversity. In passing, since our double backbone crossover reduces to the traditional backbone crossover when sp 0 = 0.0 (Section IV-E), this experiment also demonstrates the advantage of the proposed crossover over the traditional backbone crossover. To tune the parameter MaxIdleIters, we used the same procedure to identify 1000 as its default value. Finally, note that, like many search algorithms, finding the best parameter setting of our algorithm is not a trivial task and may be time consuming. Possible solutions to cope with this problem in general would be to reduce the number of required parameters, define self-tunable parameters and make use of automatic parameter tuning techniques.
For our computational studies, we used consistently the parameter values of Table I to run our MACNP algorithm. Notice that this parameter setting can be considered as the default setting of MACNP and can conveniently be adopted by a user. Meanwhile, users can also tune some parameters in order to better solve their particular problem instances. Given the stochastic nature of the algorithm, MACNP was independently executed 30 times on each benchmark instance like [35] . Following the standard practice for solving CNPs [3] , [4] , [28] , [42] , we adopted a time limit (t max = 3600 s) as the stopping condition of each run.
2) Statistical Test: To analyze the experimental results, we resort to the well-known two-tailed sign test [12] to check the significant difference on each comparison indicator between the compared algorithms. When two algorithms are compared, the corresponding null-hypothesis is that the algorithms are equivalent. The null-hypothesis is accepted if and only if each algorithm wins on approximately X/2 out of X instances. Since tied matches support the null-hypothesis, we split them evenly between the two compared algorithms, i.e., each one receives the value 0.5. At a significance level of 0.05, the corresponding critical values (CVs) of the two-tailed sign test are, respectively, CV 16 0.05 = 12 and CV 26 0.05 = 18 when the number of instances in each benchmark is X = 16 and X = 26. Consequently, algorithm A is significantly better than algorithm B if A wins at least CV X 0.05 instances for a benchmark of X instances. Table II shows the computational results for MACNP on the synthetic and real-world benchmarks under the time limit t max = 3600 s. Columns 1-3, respectively, describe for each instance its name (instance), the number of critical nodes (K), and the known best value (KBV) reported in [32] . Columns 4-8 report the detailed results of MACNP, including the difference between the best objective value f best and its KBV (i.e.,
C. Performance of the MACNP Algorithm
f best = f best − KBV), the difference between the average objective value f avg and KBV (i.e., f avg = f avg − KBV), the average time in seconds to attain the objective value (t avg ) and the average number of node exchanges to achieve the objective value (#exch).
From Table II , we observe that MACNP attains the best objective values for all 16 synthetic instances (first part of the table) and finds in particular five new upper bounds (see f best < 0). For instances ER2344 and WS250, our average objective values are also better than the previously KBVs (see f avg < 0). To the best of our knowledge, our MACNP algorithm is the first heuristic which reaches the optimal solution 4545 of FF2000 within the short computation time of 107.6 s, which is far less than 5 days by the branch-and-cut algorithm [32] (as reported in [3] ). For the real-world benchmark (second part of Table II) , MACNP also shows a highly competitive performance. It matches five known best results and finds improved upper bounds for 17 out of the 26 instances. Also, the average objective value achieved by our MACNP algorithm is better than the previous upper bound for 14 instances (see f avg < 0 in Table II ). However, MACNP failed to attain the KBVs for four instances (OClinks, hepph, astroph, and condmat) within the time limit of t max = 3600 s. Indeed, this time limit is too short for the population-based MACNP algorithm to converge. Note that in [4] , a large time limit of t max = 16000 s was used. When we reran our MACNP algorithm under this condition, MACNP managed to find better solutions, including two new upper bounds for hepph and astroph (see results displayed in italic format in Table IV ). This experiment demonstrates the effectiveness of our MACNP algorithm for solving the CNP on both synthetic and real-world benchmarks.
D. Comparison With the State-of-the-Art Algorithms
To further assess the performance of our MACNP algorithm, we carried out detailed comparisons between MACNP and seven state-of-the-art reference algorithms: dynamic restarting greedy algorithms (Greedy3d and Greedy4d) [2] , ILS [3] , VNS [3] , GA [4] , multistart greedy algorithm (CNA1) [27] , and fast heuristic (FastCNP) [42] .
Since the source codes of CNA1 [27] and FastCNP [42] are available to us, we first present a detailed comparison between MACNP and these two reference algorithms. It is worth noting that the FastCNP algorithm used in our experiment is an improved version of the initial FastCNP algorithm proposed in [42] , by additionally integrating the node weighting scheme (Section IV-D3) in the neighborhood search procedure. To make a fair comparison, the three algorithms were run on our platform with the same time limit t max = 3600 s, and we ran each algorithm 30 times to solve each instance. In addition to t max , we used the default parameter values of CNA1 and FastCNP: the number of nodes to remove in the partial restart of CNA1 [27] and the maximum number of idle iterations in local search and the perturbation strength for FastCNP [42] . As for MACNP, the default parameter values for CNA1 and FastCNP have been obtained based on sample instances of the same CNP benchmark sets.
The comparative results are shown in Table III where the first column provides the name of each instance (Instance), columns 2-5 report the results of the CNA1 algorithm, including the best objective value (f best ) found during 30 runs, the average objective value (f avg ), the average time in seconds (t avg ), and the average number of steps (#exch) needed to achieve the best objective value at each run. Correspondingly, columns 6-9 and 10-13, respectively, present the results of FastCNP and MACNP. The best values of the compared results are in bold, and when the same best objective values are achieved, fewer node exchanges are underlined (which indicates a better performance in terms of computation efficiency). In addition, we give the number of instances (wins) for which our MACNP algorithm obtained a better performance (i.e., f best and f avg ) compared to each competing algorithm. The win values for indicators t avg and #exch are meaningless and are marked by "*." Table III indicates that our MACNP algorithm significantly outperforms CNA1 and FastCNP, achieving the best objective values for 38 out of the 42 instances, and the best average objective values for 37 instances. For the synthetic benchmark, MACNP is significantly better than CNA1 in terms of the best objective value, winning 12.5 instances (i.e., 12.5 > CV 16 0.05 = 12). Compared to FastCNP, MACNP is also very competitive and wins 10.5 instances, which is slightly smaller than the critical value CV 16 0.05 = 12. As to the average objective value, MACNP significantly outperforms both CNA1 and FastCNP by winning 13 instances. For the realworld benchmark, MACNP again proves to be significantly better than CNA1 and FastCNP both in terms of the best objective value and the average objective value. Moreover, for the 14 instances where all three algorithms attain the same best objective values, our MACNP algorithm needs the least number of node exchanges to reach its results (see values underlined).
We also compared our MACNP algorithm with five additional algorithms reported in the literature: dynamic restarting greedy algorithms (Greedy3d and Greedy4d) [2] , ILS [3] , VNS [3] , and GA [4] . Since the source code of these reference algorithms is not available, we used their best results reported in the corresponding papers. These five algorithms have been recently evaluated on the same platform (i.e., an HP ProLiant DL585 G6 server with two 2.1-GHz AMD Opteron 8425HE processors and 16 GB of RAM) [3] , [4] , which is slower than our machine with a factor 0.84 according to the Standard Performance Evaluation Corporation (www.spec.org). However, their results were obtained under different time limits: t max ∈ (7200, 10 000] for most of the synthetic instances and t max ∈ [3000, 16 000] for most of the real-world instances. The comparative results of MACNP with the seven state-of-the-art heuristic algorithms on the synthetic and real-world benchmarks are summarized in Table IV . Note that the result of "best ILS" for each instance is the best result among six ILS variants, and "best VNS" corresponds to the best result among all 24 VNS variants [3] . Table IV shows that our MACNP algorithm attains the best results for all instances. Specifically, MACNP finds six new upper bounds and reaches the best objective values for the remaining ten instances. MACNP is significantly better than Greedy3d, Greedy4d, Best VNS, Best ILS, GA, and CNA1, respectively, winning 15.0, 15.0, 12.5, 15.5, 12.0, and 12.5 instances. Compared to FastCNP, MACNP wins 10.5 instances, which is just slightly smaller than the critical value CV 16 0.05 = 12. These observations indicate that compared to the state-of-the-art algorithms, our MACNP algorithm is highly competitive for solving the synthetic instances.
Similar observations are found on the real-world benchmark in Table IV . MACNP significantly outperforms the reference algorithms. Specifically, MACNP achieves the best objective values for 23 out of the 26 real-world instances, including 18 new upper bounds and five known best objective values. 
VI. APPLICATION TO THE CARDINALITY-CONSTRAINED CRITICAL NODE PROBLEM
In this section, we show that our approach can also be used to solve other CNPs, by adapting MACNP to CC-CNP. The experiments were again conducted on the synthetic and real-world benchmarks described in Section V-A.
A. Cardinality-Constrained Critical Node Problem
CC-CNP is a cardinality constrained version of the classic CNP [6] . CC-CNP aims to identify a minimum subset S ⊆ V such that any connected component in the residual graph G[V \ S] contains at most W nodes where W is a given threshold value. To minimize the subset S, we solve a series of CC-CNP with decreasing K values. For a fixed K, we try to find a set S ⊆ V of K nodes, whose removal minimizes the number of nodes in each connected component which exceeds the cardinality threshold W [27] . For this purpose, we define an auxiliary (minimization) function f
which calculates the total number of nodes in excess of W in all T connected components of the residual graph. It is clear that if f (S) = 0, then S is a feasible solution of CC-CNP.
B. Solving CC-CNP With MACNP
To solve CC-CNP, we adapt MACNP slightly and denote the new algorithm by MACC-CNP. Basically, we replace the objective function f used in MACNP with the minimization function f defined by (2) . To solve CC-CNP, we start with an initial K value (obtained with a construction method, see below), and apply MACC-CNP to find a set S of K nodes whose removal minimizes the number of exceeded nodes [i.e., minimizing f (S)]. If f (S) = 0, then S is a feasible solution of CC-CNP. At this moment, we decrease K by one and solve the problem again. We repeat this process until no feasible solution can be found and report the last S found with f (S) = 0. This general solution procedure is inspired by a popular approach for solving the classic graph coloring problem [21] , [43] , [45] .
The initial K value is obtained with an initial feasible solution S 0 . We first set S 0 to be empty. Then we iteratively pick a node v from a large connected component whose cardinality exceeds W and move v to S 0 . We repeat this process until a feasible solution S 0 is obtained [i.e., f (S 0 ) = 0, meaning that all components contain at most W nodes]. We set the initial K to equal |S 0 |.
C. Comparison With the State-of-the-Art Algorithms
Based on the synthetic and real-world benchmarks, we compared our MACC-CNP algorithm with five state-of-theart algorithms, namely greedy algorithms (G1 and G2) [4] , GA [4] , multistart greedy algorithm (CNA2) [27] , and fast heuristic (FastCNP) [42] . Among these reference algorithms, FastCNP was originally proposed for the classic CNP, and we adapted it to CC-CNP in the same way as for MACNP. The source code of CNA2 was provided by the author of [27] . For algorithms G1, G2, and GA, whose source codes are not available, we used the results reported in [4] . These results have been obtained with different time limits t max ∈ [100, 16 000] seconds, which are, for most instances, larger than our time limit of t max = 3600 s. For our comparative study, we ran CNA2 and FastCNP with their default parameters under the time limit t max = 3600 s, and each instance was solved 30 times. For our MACC-CNP algorithm, we also solved each instance 30 times independently under the same time limit.
The comparative results between our MACC-CNP algorithm and the reference algorithms on the synthetic and real-world benchmarks are displayed in Table V . To analyze these results, we calculated the number of instances (wins) for which MACC-CNP has a better result according to the two-tailed sign test [12] , as shown in the last row for each benchmark. Table V shows that MACC-CNP achieves the best objective values for all synthetic instances, and yielding in particular seven new upper bounds. At a significance level of 0.05, MACC-CNP is significantly better than G1 and G2. Compared to GA, CNA2, and FastCNP, MACNP is better but the differences are not significant, winning 11.5, 11.0, and 9.5 instances. MACC-CNP is also very effective on the real-world benchmark. At a significance level 0.05, MACC-CNP significantly outperforms all reference algorithms. MACC-CNP discovers new upper bounds for 18 instances and reaches the best upper bounds for five out of eight remaining instances. These observations show that MACC-CNP is highly competitive for solving CC-CNP.
VII. DISCUSSION AND ANALYSIS
We now study some key ingredients of the proposed algorithm. This study was performed on four representative synthetic instances from different families (BA5000, ER941, FF500, and WS250) and four representative real-world instances (TreniR, H3000a, H4000, and hepth). We ran each algorithm variant 15 times on each instance with a time limit t max = 3600 s.
A. Benefit of the Two-Phase Node Exchange Strategy
To study the benefit of the large component-based two-phase node exchange strategy (Section IV-D), we compare MACNP with an alternative version MACNP 0 where the neighborhood search using the large component-based two-phase node exchange is replaced by using the conventional two node exchange strategy. In other words, at each neighborhood search iteration of MACNP 0 , we choose at random a node u ∈ S (S being the current solution) and a node v ∈ V \ S and accept the node exchange if the exchange leads to a solution better than S; otherwise, we test another random pair (u, v). MACNP 0 and MACNP share thus the same ingredients except the neighborhood search procedure.
The results for MACNP and MACNP 0 are summarized in Table VI . For each instance, we report the best objective value (f best ), the average objective value (f avg ), and the average number of node exchanges per second ((#exch/sec)) over 15 trials achieved by each algorithm. The results show that MACNP performs significantly better than MACNP 0 in terms of all comparison indicators primarily due to its much lower computational complexity to perform a node exchange. We observe that in each second, MACNP performs seventy or even tens of thousands times more node exchanges than MACNP 0 .
Finally, even if we do not show a direct comparison between our component-based neighborhood with the two neighborhoods proposed in [3] , Table IV (columns 7 and 10) shows that FastCNP (using our component-based neighborhood) dominates the best ILS algorithm of [3] (using two complementary refined neighborhoods), which further demonstrates the interest of the component-based neighborhood.
B. Effectiveness of the Node Weighting Scheme
To assess the interest of the node weighting scheme in the CBNS (Section IV-D3), we compared MACNP with its alternative algorithm MACNP 1 where the node weighting scheme is disabled in CBNS. In MACNP 1 , we also decompose the exchanging operation into two phases (add-phase and removalphase), and execute them separately. However, for add-phase, a node is randomly removed from a large connected component instead of selecting the node by the node weighting scheme. Comparative results of MACNP (with double backbone-based crossover) and MACNP 2 (with traditional backbone-based crossover). Table VII shows the comparison of MACNP and MACNP 1 on the tested instances, based on four indicators: 1) best objective value (f best ); 2) average objective value (f avg ); 3) average time to find the best objective value (t avg ); and 4) average number of node exchanges required to attain the best objective value (#exch). An obvious observation is that the algorithm with the node weighting scheme (i.e., MACNP) significantly outperforms MACNP 1 (which lacks the node weighting scheme) on almost all instances except WS250. For WS250, both MACNP and MACNP 1 achieve the best objective value 3083, while the average objective value 3093.8 of MACNP 1 is slightly better than 3101.1 of MACNP. More importantly, MACNP needs less time and fewer node exchanges to achieve the best objective values. These observations demonstrate the effectiveness of the node weighting scheme.
C. Benefit of the Double Backbone-Based Crossover
To study the benefit of the double backbone-based crossover (Section IV-E), we compare MACNP with an alternative version MACNP 2 . MACNP 2 is obtained from MACNP by replacing the double backbone-based crossover with a single backbone-based crossover which only treats the common elements as the backbone. The single backbone-based crossover operator first constructs a partial solution S 0 by inheriting all the common elements of two parent solutions and then completes the partial solution S 0 by adding nodes from a large component of the residual graph until |S 0 | = K.
Comparative results of MACNP and MACNP 2 in terms of the best objective value and average objective value are displayed in Fig. 5(left) and (right), respectively. The x-axis indicates the instance, and the y-axis shows the gap of our results (eight best values or average values) to the KBVs in percentage, which is defined as (f − KBV) × 100/KBV, where f is the best or average objective value, and KBV is the known best objective (see third column of Table IV ). A negative gap indicates an improved upper bound for the corresponding instance. Fig. 5 shows that compared to MACNP 2 , MACNP is able to attain a superior best objective value for all eight instances including four new upper bounds [see values below 0 in Fig. 5(left) ]. MACNP also outperforms MACNP 2 on all 8 tested instances in terms of the average objective value, as shown in Fig. 5(right) . This experiment confirms the value of our double backbone-based crossover.
VIII. CONCLUSION
In this paper, we proposed an MACNP, which combines a CBNS for local optimization, a double backbone-based crossover operator for solution recombination and a rankbased pool updating strategy to guarantee a healthy diversity of the population. To ensure its effectiveness, the CBNS relies on a focused and reduced neighborhood owing to its twophase node exchange strategy and the node weighting scheme. Additionally, the double backbone-based crossover not only conserves solution features from the parent solutions, but also introduces diversity by including exclusive elements from parent solutions in a probabilistic way.
To demonstrate the competitiveness of the proposed algorithm, we evaluated MACNP on a broad range of synthetic and real-world benchmarks. The computational results showed that MACNP significantly outperforms state-of-the-art algorithms on both benchmarks. We also assessed the performance of MACNP for solving CC-CNP (MACC-CNP), which is an important variant of the classic CNP. Our results showed that the approach is also highly competitive compared with stateof-the-art algorithms. Finally, we performed experiments to investigate the benefit of different search components and techniques.
Future work motivated by our findings will be to investigate opportunities for further improving the performance of our algorithm by incorporating machine learning techniques. Given that most ideas of this paper are not limited to CNP, another inviting avenue for research is to adapt the proposed method to solve other CNPs with different measures (e.g., distance-based connectivity and betweenness centrality).
APPENDIX
To highlight the contributions of the key algorithmic components of the MACNP algorithm, we compare MACNP with four variants (named MACNP 0 , MACNP 1 , MACNP 2 , and MACNP 3 ) where a particular component of MACNP is disabled or replaced by a traditional alternative operator. 1) MACNP 0 is obtained from MACNP by replacing the two-phase node exchange strategy of Section IV-D2 with the traditional node exchange strategy (e.g., [3] ). See Section VII-A for more details. 2) MACNP 1 is obtained from MACNP by disabling the node weighting technique of Section IV-D3. See Section VII-B for more details. 3) MACNP 2 is obtained from MACNP by replacing the double backbone-based crossover of Section IV-E with a traditional backbone-based crossover (e.g., [40] and [44] ). See Section VII-C for more details. 4) MACNP 3 is obtained from MACNP by replacing the local optimization component (i.e., the CBNS of Section IV-D) with a classic mutation operator, which works as follows. Each time an offspring solution is created by the crossover, n g swaps are randomly performed on the offspring solution. The value of n g (1 ≤ n g ≤ |S|) is given by n g = 1.0/x , where |S| is the number of the selected node in the current solution and x is a random value in (0, 1]. If n g > |S|, we set n g = |S|. Table VIII summarizes the comparative results between MACNP and these variants on the set of eight representative instances used in Section VII. These results are based on 15 runs of each algorithm to solve each instance with a time limit t max = 3600 s per run. These results show that removing any component of the MACNP algorithm deteriorates its performance and the MACNP algorithm performs the best thanks to the symbiosis of its ingredients.
