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ABSTRAK 
 
Nama Penyusun :   Harianto WS 
NIM :   60600114071 
Judul : Penggunaan Metode ARIMA (Autoregressive Integrated 
Moving Average) Untuk Prakiraan Jumlah Permintaan Gula 
Rafinasi (Studi Kasus: PT. Makassar Tene) 
 
 
Gula rafinasi adalah gula yang diproduksi dari bahan baku gula 
mentah/raw sugar melalui proses rafinasi untuk memenuhi kebutuhan industri 
makanan dan minuman serta kebutuhan dalam bidang farmasi. Gula rafinasi 
berperan penting bagi industri yaitu sebagai salah satu bahan baku produksi. Salah 
satu metode prakiraan yang sering digunakan adalah metode time series ARIMA 
(Autoregressive Integrated Moving Average). Penelitian ini bertujuan untuk 
memperoleh model time series yang terbaik serta untuk mengetahui hasil prakiraan 
jumlah permintaan gula rafinasi tahun 2011-2017 di PT. Makassar Tene dengan 
menggunakan metode ARIMA (Autoregressive Integrated Moving Average). Hasil 
penelitian menunjukkan bahwa dengan menggunakan metode ARIMA 
memperlihatkan model yang dapat menggambarkan jumlah permintaan gula 
rafinasi adalah model ARIMA (1,1,1). Dan hasil prakiraan ramalan diperoleh data 
bahwa pada tahun 2018 jumlah permintaan gula rafinasi akan mengalami 
peningkatan pada bulan Januari kemudian pada bulan Februari dengan jumlah 
permintaan gula rafinasi akan mengalami penurunan setiap bulan sampai bulan  
Desember 2018.  
 
Kata Kunci : Prakiraan, Permintaan Gula Rafinasi, ARIMA (Autoregressive 
Integrated Moving Average) 
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ABSTRACT 
 
Name : Harianto WS 
Reg. Number : 60600114071 
Title  : Use of the ARIMA (Autoregressive Integrated Moving Average)    
Method for Estimating the Number of Refined Sugar Requests (Case 
Study: PT. Makassar Tene) 
 
 
 
 Refined sugar is a sugar produced from raw sugar raw materials through 
a refined process to meet the needs of the food and beverage industry and the needs 
in the pharmaceutical field. Refined sugar plays an important role for the industry, 
namely as one of the raw materials for production. One of the forecast methods that 
is often used is the ARIMA (Autoregressive Integrated Moving Average) time series 
method. This study aims to obtain the best time series model and to find out the 
estimated results of the demand for refined sugar in 2011-2017 at PT. Makassar 
Tene using the ARIMA method (Autoregressive Integrated Moving Average). The 
results show that using the ARIMA method shows a model that can describe the 
amount of refined sugar demand is the ARIMA model (1,1,1). And forecasts 
forecasts obtained data that in 2018 the amount of refined sugar demand will 
increase in January and then in February with the amount of refined sugar demand 
will decrease every month until December 2018. 
 
Keywords: Forecast, Request for Refined Sugar, ARIMA (Autoregressive 
Integrated Moving Average) 
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BAB I 
PENDAHULUAN 
 
A. Latar Belakang 
Kemajuan dan perkembangan ilmu pengetahuan dan teknologi diikuti 
dengan meningkatnya kesadaran terhadap peristiwa yang akan datang, sehingga 
mengakibatkan kebutuhan akan berbagai prakiraan ramalan semakin meningkat. Di 
dalam kehidupan sehari-hari, prakiraan ramalan dibuat untuk menjawab tantangan 
ke depan, kemudian membuat keputusan dengan dasar prakiraan ramalan yang 
telah dibuat. 
Salah satu contoh prakiraan ramalan dalam bidang industri adalah prakiraan 
ramalan mengenai jumlah permintaan gula rafinasi. Prakiraan ramalan ini bertujuan 
untuk memproyeksikan besarnya permintaan akan gula rafinasi. Gula rafinasi 
adalah gula yang diproduksi dari bahan baku gula mentah/raw sugar melalui proses 
rafinasi untuk memenuhi kebutuhan industri makanan dan minuman serta 
kebutuhan dalam bidang farmasi. Gula rafinasi berperan penting bagi industri yaitu 
sebagai salah satu bahan baku produksi. Salah satu fungsi dari gula rafinasi adalah 
sebagai bahan pemanis. Sehingga dapat dikatakan bahwa kelancaran produksi 
industri makanan dan minuman yang membutuhkan pemanis, sangat bergantung 
terhadap ketersediaan gula rafinasi. Akibat dari bertambahnya jumlah industri 
makanan dan minuman di Indonesia, berdampak pada meningkatnya kebutuhan 
gula rafinasi nasional. Kebutuhan akan gula rafinasi nasional tidak hanya dipenuhi 
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dari pasokan gula rafinasi dalam negeri akan tetapi juga menginpor dari negara 
penghasil. 
Kementrian Perindustrian memprakirakan kebutuhan akan gula nasional 
pada tahun 2017 akan mencapai 5,7 juta ton, turun 1,38 % dari tahun sebelumnya. 
Jumlah tersebut terdiri dari gula industri sebesar 2,8 juta ton dan gula konsumsi 
rumah tangga 2,9 juta ton. Dengan bertumbuhnya industri makanan dan minuman 
membuat permintaan gula industri akan terus meningkat. Produksi gula domestik 
saat ini diprakirakan hanya mencapai 2,2 ton, sementara kebutuhan mencapai 5,7 
ton. Jadi dibutuhkan penambahan sekitar 2,5-3 juta ton gula inpor per tahun. Pada 
tahun 2016, kebutuhan gula inpor terbesar dipasok dari Thailan dan Brazil, yaitu 
mencapai 75% dari total inpor gula nasional. Periode Januari-Mei 2017, realisasi 
inpor gula rafinasi tercatat sekitar 1,2 juta ton atau sekitar 76,7% dari persetujuan 
inpor yang diberikan Kementrian Perdagangan, yaitu 1,6 juta ton.1 
Permintaan akan gula rafinasi terus mengalami peningkatan sedangkan 
produksi terus menurun. Selisih permintaan dengan realisasi produksi sebesar 4,2 
juta ton pada tahun 2016 akhirnya terpenuhi inpor.2 Oleh karena itu untuk 
mengantisipasi semua itu, prakiraan diperlukan untuk menetapkan kapan suatu 
peristiwa akan terjadi atau timbul sehingga tindakan yang tepat dapat dilakukan. 
Prakiraan merupakan alat yang penting dalam perencanaan yang efektif dan efisien. 
                                                          
1 Kata Data News and Research. 2017 Konsumsi Diperkirakan 5,7 Juta Ton. 
https://databoks.katadata.co.id/datapublish/2017/07/11/2017-konsumsi-gula-diperkirakan-5,7-juta-
ton. (17 Januari 2018). 
2 Tribun Bisnis, 2018 Kebutuhan Gula Industri 3,6 Juta Ton, 
http://m.tribunnews.com/bisnis/2017/12/18/2018-kebutuhan-gula-industri-36-juta-ton. (17 Januari 
2018) 
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Berdasarkan pengalaman peneliti saat bekerja secara part time disalah satu 
perusahaan gula rafinasi bahwa permintaan gula rafinasi, umumnya berasal dari 
berbagai macam perusahaan industri makanan dan minuman serta kebutuhan 
dibidang farmasi. Jumlah permintaan dari konsumen gula rafinasi tiap harinya rata-
rata berkisar antara 15 sampai 40 mobil container dengan kapasitas 480 zak gula 
rafinasi per container sedangkan untuk mobil lokal tiap harinya berkisar antara 20 
sampai 30 mobil dengan jumlah kapasitas tiap mobil berbeda-beda. Untuk 
pemuatan mobil container, di peruntukkan kepada perusahaan-perusahaan industri 
di luar daerah sedangkan pemuatan untuk mobil lokal di peruntukkan kepada 
industri lokal. Mengenai stok gula rafinasi, lamanya penyimpanan gula rafinasi di 
dalam gudang yaitu tiga hari setelah produksi. Pada tahun 2014 perusahaan ini 
sempat berhenti berproduksi lantaran stok bahan baku produksinya telah habis. 
Oleh karena itu peneliti ingin melakukan prakiraan jumlah permintaan dari 
konsumen agar perusahaan dapat menyediakan bahan baku sehingga permintaan 
dari konsumen dapat terpenuhi. 
Di dalam dalam al-Qur’an prakiraan ramalan telah dijelaskan dalam QS 
Yusuf /12: 47-48: 
 َلَاق  ه هلُبنُۢس هفِ ُهوُرََذف ۡم ُّتدَصَح اَمَف اٗب
َ
أَد َينهن هس َعۡبَس َنوَُعرَۡزت  ۦ  اَمه  م 
ٗ
لٗيهَلق 
َ
لَّهإ
 َنُولُك
ۡ
َأت٤٧  َمُث  
َ
لَّهإ َنَُهل ۡمُتۡمََدق اَم َن
ۡ
لُك
ۡ
َأي ٞداَد هش ٞعۡبَس َكه لَٰ َذ هدۡعَب ۢنهم هتِ
ۡ
َأي
 َنوُن هۡص
ُ
تُ اَمه  م 
ٗ
لٗيهلَق٤٨  
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Terjemahnya: 
47. Dia (Yusuf) berkata, “agar kamu bercocok tanam tujuh tahun (berturut-
turut) sebagaimana biasa; kemudian apa yang kamu tuai hendaknya 
kamu biarkan di tangkainya kecuali sedikit untuk kamu makan. 
48. Kemudian setelah itu akan datang tujuh (tahun) yang sangat sulit, yang 
menghabiskan apa yang kamu simpan untuk menghadapinya (tahun 
sulit), kecuali sedikit dari apa (bibit gandum) yang kamu simpan.”3 
 
Ayat di atas menjelaskan bahwa Nabi Yusuf diperintah oleh Allah untuk 
merencanakan ekonomi pertanian untuk masa lima belas tahun, dengan 
bersungguh-sungguh. Hal tersebut dilakukan untuk menghadapi terjadinya krisis 
pangan menyeluruh atau musim paceklik. Untuk menghadapi masalah ini Nabi 
Yusuf memberikan ide supaya diadakannya perencanaan pembangunan pertanian, 
yang pada akhirnya praktik pelaksanaanya diserahkan kepada Nabi Yusuf, akibat 
dari perencanaan yang matang itulah Mesir dan daerah-daerah sekelilingnya turut 
mendapat berkahnya.4 
Sebagaimana dijelaskan di ayat lain dalam QS Ali Imran /3: 137 : 
 َۡدق  هفِ 
ْ
اوُير هسَف َٞنَُس ۡمُكهلۡبَق نهم َۡتلَخٱ هضرۡ
َ ۡ
لۡ  َفٱ 
ْ
اوُرُظن  ُةَبهقَٰ َع َنَكَ َفۡيَك
ٱ َينه ب ه
 ذَكُم
ۡ
ل ١٣٧  
Terjemahnya: 
“Sungguh, telah berlalu sebelum kamu sunnah-sunnah (Allah), karena itu 
berjalanlah kamu ke (segenap penjuru) bumi dan perhatikanlah bagaimana 
kesudahan orang-orang yang mendustakan (pesan-pesan Allah)”5 
   
                                                          
3 Kementrian Agama RI, Al-Qur’an dan Terjemahnya, (Jakarta: Pustaka Agung Harapan, 
2006), h 241 
4 M. Quraish Shihab, Tafsir Al-Misbah Pesan, Kesan, dan Keserasian Al-Quran, Jakarta : 
Lentera Hati, 2002. h 111. 
5 Kementrian Agama RI, Al-Qur’an dan Terjemahnya, h.85 
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Maksud dari ayat di atas adalah umat manusia diperintahkan untuk belajar 
kejadian yang telah ada melalui sunnah-sunnah yang ditetapkan Allah demi 
kemaslahatan manusia, dan semua itu terlihat dari sejarah dan peninggalan umat-
umat yang lalu, kalau belum juga dipahami dan dihayati maka dianjurkan untuk 
melakukan pembelajaran secara langsung dengan melihat bukti-buktinya untuk 
mengambil pelajaran. Ayat ini juga seakan memberi manusia petunjuk untuk 
dipelajari dari masa kini untuk masa yang akan datang serta seakan memberi 
peringatan halus dan menyangkut hal yang tidak wajar, yang antara lain mengambil 
hikmah dan pelajaran dari kejadian yang sudah ada.6  
Hubungan ayat ini dengan masa sekarang adalah sebagaimana peneliti 
ketika ingin meneliti juga harus mempelajari atau menganalisa kejadian dan 
keadaan  yang ada sebelum melakukan sebuah penelitian. 
Dalam rangka memahami tentang prakiraan ramalan temuan beberapa 
peneliti yang berkaitan dengan hal tersebut, diantaranya Ainunnisa dkk, peneliti 
menemukan bahwa permintaan akan gula rafinasi pada industri makanan dan 
minuman, serta farmasi di Indonesia akan meningkat selama 10 tahun ke depan.7 
Nindya, hasil analisis dengan menggunakan model ARIMA memperlihatkan model 
yang dapat menggambarkan keragaman konsumsi gula menggunakan model 
ARIMA (1,1,3). Dari hasil prakiraan ramalan diperoleh data bahwa pada tahun 
2011-2014 masih terdapat defisit neraca gula sehingga Indonesia belum mampu 
                                                          
6 M. Quraish Shihab, Tafsir Al Mish bah : Pesan, Kesan dan Keserasian Al-Qur’an vol.2, 
(Jakarta: Lentera Hati, 2006), h.148-149  
7 Ainunnisa El Fajrin, dkk, Permintaan Gula Rafinasi pada Industri Makanan, Minuman, 
dan Farmasi di Indonesia, Vol.26, No.2, 2015. 
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mencapai swasembada gula nasional.8 Penelitian lain juga dilakukan oleh Winda 
Eka F dan Dwiatmono Agus W dalam penelitiannya, mereka melakukan peramalan 
kombinasi terhadap jumlah permintaan darah di Surabaya dan kesimpulan di 
peroleh yaitu tidak semua variabel permintaan jenis darah dapat diramalkan 
menggunakan model kombinasi. Beberapa variabel rupanya masih mampu 
diramalkan menggunakan model ARIMA tunggal.9 
Analysis time series pada dasarnya digunakan untuk membantu dalam 
menyusun perencanaan ke depan. Sebagai contoh, dalam kasus prakiraan ramalan 
jumlah permintaan gula rafinasi. Dalam rentang waktu tertentu yang diperlukan 
hanya data jumlah permintaan gula rafinasi dari tahun-tahun sebelumnya. 
Berdasarkan pembahasan di atas maka peneliti menggunakan metode ARIMA 
(Autoregressive integrated Moving Average) dalam prakiraan jumlah permintaan 
gula rafinasi guna untuk mengetahui jumlah permintaan yang akan terjadi.  
Keunggulan metode ARIMA adalah metode ini  memiliki sifat yang 
fleksibel, yaitu mengikuti pola data yang ada serta memiliki tingkat akurasi 
prakiraan yang cukup tinggi sehingga cocok digunakan untuk meramal sejumlah 
variabel dengan cepat karena hanya membutuhkan data historis untuk melakukan 
prakiraan. Selain itu, metode ini dapat menerima semua jenis model data walaupun 
dalam prosesnya harus distasionerkan dulu. Serta metode ini lebih akurat jika 
digunakan untuk prakiraan jangka pendek. Dengan metode ini diharapkan data hasil 
                                                          
8 Nindya Hernanda, Analisis Peramalan Tingkat Produksi dan Konsumsi Gula Indonesia 
Dalam Mencapai Swasembada Gula Nasional, Bogor, 2011 
9 Winda Eka F, Dwiatmono Agus W, Analisis Peramalan Kombinasi terhadap Jumlah 
Permintaan Darah di Surabaya (Studi Kasus : UDD PMI Kota Surabaya), (Surabaya : Fakultas 
Matematika dan Ilmu Pengetahuan Alam, Institut Teknologi Sepuluh Nopember, 2012) h. D-21 
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prakiraan memiliki tingkat keakuratan tinggi sehingga dapat digunakan untuk 
memprakirakan permintaan gula rafinasi untuk mengantisipasi permintaan  dimasa 
mendatang sehingga tidak terjadi selisih permintaan dengan realisasi produksi gula 
rafinasi. Dalam penyusunan metode ini hal pertama yang harus dilakukan adalah 
membuat plot data, setelah itu menganalisis data sehingga dapat ditentukan model 
yang sesuai untuk prakiraan jumlah permintaan gula rafinasi, setelah model 
persamaan yang telah ditentukan maka prakiraan ramalan untuk satu periode atau 
beberapa periode yang akan datang dapat ditemukan.  
B.   Rumusan Masalah 
Berdasarkan uraian latar belakang tersebut dirumuskan masalah dalam 
penelitian ini yaitu : 
1. Bagaimana model time series yang terbaik untuk prakiraan jumlah permintaan 
gula rafinasi dengan menggunakan metode ARIMA (Autoregressive 
Integrated Moving Average) pada PT. Makassar Tene periode Januari 2018 
sampai Desember 2018? 
2. Bagaimana hasil prakiraan jumlah permintaan gula rafinasi di PT. Makassar 
Tene dengan menggunakan metode ARIMA (Autoregressive Integrated 
Moving Average) pada PT. Makassar Tene periode Januari 2018 sampai 
Desember 2018? 
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C.   Tujuan Penelitian 
Adapun tujuan penelitian berdasarkan masalah diatas yaitu sebagai berikut: 
1. Untuk memperoleh model time series yang terbaik untuk prakiraan jumlah 
permintaan gula rafinasi dengan menggunakan metode ARIMA 
(Autoregressive Integrated Moving Average) pada PT. Makassar Tene periode 
Januari 2018 sampai Desember 2018. 
2. Untuk mengetahui hasil prakiraan jumlah permintaan gula rafinasi di PT. 
Makassar Tene dengan menggunakan metode ARIMA (Autoregressive 
Integrated Moving Average) pada PT. Makassar Tene periode Januari 2018 
sampai Desember 2018. 
D.   Batasan Masalah 
Adapun batasan masalah pada penelitian ini adalah sebagai berikut: 
1. Data yang diambil adalah data bulanan jumlah permintaan gula rafinasi, 
terhitung mulai dari Januari 2011 sampai Desember 2017. 
2. Jenis data yang diteliti dikhususkan pada data permintaan gula rafinasi dengan 
merek Bola Manis. 
E.   Manfaat 
Adapun manfaat yang dapat diperoleh adalah : 
1. Bagi Penulis 
Penulisan skripsi ini dapat menambah wawasan penulis tentang prakiraan 
ramalan (forecasting) dalam hal ini pada jumlah permintaan gula rafinasi. 
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2. Bagi Pembaca 
Penelitian ini diharapkan memberi manfaat bagi semua pembaca, baik sebagai 
tambahan ilmu maupun dapat dijadikan sebagai referensi pada penelitian 
berikutnya. 
3. Bagi Universitas 
Penulisan skripsi ini dapat menambah koleksi bahan pustaka yang bermanfaat 
bagi Universitas Islam Negeri Alauddin Makassar pada umumnya dan 
mahasiswa jurusan Matematika Fakultas Sains dan Teknologi pada khususnya. 
4.    Bagi Perusahaan 
Dapat membantu PT. Makassar Tene dalam memprakirakan jumlah 
permintaan gula rafinasi. 
F.   Sistematika Penulisan 
Sistematika penulisan dalam penelitian ini mencakup lima bab, yaitu: 
1. BAB I PENDAHULUAN 
Bab ini berisi tentang latar belakang masalah, rumusan masalah, tujuan 
penelitian, batasan masalah, manfaat penelitian dan sistematika penulisan. 
2. BAB II TINJAUAN PUSTAKA 
Bab ini berisi informasi suatu teori-teori yang membahas tentang prakiraan 
ramalan (forecasting), sebelumnya telah dipaparkan teori-teori yang mendasari 
masalah yang diteliti. 
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3. BAB III  METODOLOGI PENELITIAN 
Bab ini membahas tentang metodologi penelitian yang berisikan jenis data 
yang diambil, cara pengambilan data, metode pengolahan data dan analisis 
data. 
4. BAB IV HASIL DAN PEMBAHASAN 
 Bab ini berisikan tentang hasil dan pembahasan dari penulisan ini. 
5. BAB V PENUTUP 
Bab ini berisikan tentang kesimpulan dan saran. 
6. DAFTAR PUSTAKA 
Daftar pustaka ini memuat referensi yang terkait dengan penelitian ini. 
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BAB II 
TINJAUAN PUSTAKA 
 
A. Prakiraan Ramalan (Forecasting) 
Menurut Kamus Besar Bahasa Indonesia (KBBI) Prakiraan adalah hasil 
memprakirakan/prakira yaitu melakukan peramalan tentang suatu peristiwa 
berdasarkan hasil perhitungan rasional atau ketetapan analisis data.10 Prakiraan 
ramalan merupakan suatu pernyataan tentang nilai masa depan, dari suatu variabel 
yang diamati, seperti permintaan. Prediksi atau prakiraan ramalan yang baik, akan 
dapat menjadi lebih informatif untuk suatu keputusan yang dibuat. Beberapa jenis 
prakiraan ramalan dapat bersifat jangka panjang, yang mencakup beberapa tahun 
atau lebih. Sedangkan prakiraan ramalan yang bersifat jangka pendek adalah 
memprediksi beberapa minggu atau bulan. 
Prakiraan ramalan adalah kegiatan memprediksi nilai masa depan, dengan 
dasar pengetahuan atau nilai pada masa lalu yang dipersiapkan. Prakiraan ramalan 
mencakup penggunaan data historis, dengan memproyeksikannya untuk masa 
depan yang menggunakan jenis model matematis. Di samping itu, dapat pula 
prediksi atau prakiraan ramalan dilakukan secara subjektif atau bersifat intuisi. 
Terdapat pula kemungkinan prakiraan ramalan dilakukan dengan cara kombinasi 
dari model matematis dan model subjektif atau intuisi. Dengan cara terakhir ini, 
prediksi atau prakiraan ramalan dilakukan awalnya secara matematis, tetapi 
                                                          
10   Departemen Pendidikan Nasional, Kamus Besar Bahasa Indonesia Edisi Keempat, 
(Jakarta : Gramedia Pustaka Utama, 2008). h. 1097 
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kemudian hasilnya disesuaikan dengan pertimbangan secara baik oleh manajer.11 
Konsep prakiraan ramalan sangat penting dalam berbagai bidang kehidupan, yaitu 
ketika suatu situasi masa depan harus diikutsertakan dalam proses pengambilan 
keputusan. Misalnya prediksi tentang kualitas udara, kualitas air, laju 
pengangguran, laju inflasi, dan beberapa hal yang berkaitan dengan penentuan 
kebijakan pemerintah. 
Metode prakiraan ramalan dapat dibagi dalam dua kategori utama, yaitu 
metode kualitatif dan metode kuantitatif. Metode kualitatif lebih banyak menuntut 
analisis yang didasarkan pada perkiraan intuitif, perkiraan logis dan informasi atau 
pengetahuan yang telah diperoleh peneliti sebelumnya. Satu ciri metode ini adalah 
faktor yang mempengaruhi dan cara menilainya sangat bersifat pribadi dan sulit 
ditirukan orang lain. Berbeda dengan metode kualitatif, pada metode kuantitatif 
dibutuhkan informasi masa lalu yang dikuantitatifkan dalam bentuk data numerik. 
Metode prakiraan ramalan secara kuantitatif mendasarkan ramalannya pada metode 
statistika dan matematika. Terdapat dua jenis model peramalan kuantitatif, yaitu 
model deret waktu (time series) dan model regresi (regression).12 
 
                                                          
11  Sofjan Assauri, Manajemen Operasi Produksi Edisi Ketiga, (Jakarta : Raja Grafindo 
Persada, 2016). h. 72 
12 Aswi dan Sukarna, Analisis Data Deret Waktu Teori dan Aplikasi (Makassar: Andira 
Publisher, 2006), h. 1-2 
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Umumnya suatu organisasi dapat menggunakan tiga jenis prakiraan 
ramalan, untuk digunakan dalam perencanaan operasi produksi masa depan. Ketiga 
jenis prakiraan ramalan itu adalah :13 
1. Prakiraan ramalan ekonomi. Prakiraan ramalan ini ditujukan untuk menghadapi 
siklus bisnis, dilakukan dengan memprediksi tingkat inflasi besarnya suplai 
uang, tingkat pembangunan perumahan dan indikator perencanaan lainnya. 
2. Prakiraan ramalan teknologi. Prakiraan ramalan ini menekankan tingkat 
kemajuan teknologi yang dapat mendukung munculnya produk-produk baru, 
sehingga dibutuhkannya pembangunan pabrik-pabrik baru dan adanya peralatan 
baru. 
3. Prakiraan ramalan permintaan. Prakiraan ramalan ini ditujukan untuk 
memproyeksikan besarnya permintaan bagi suatu produk, berupa barang atau 
jasa, dari suatu perusahaan. Prakiraan ramalan permintaan ini, menekankan 
pengaruhnya pada prakiraan ramalan penjualan, yang dapat mendorong produksi 
suatu perusahaan, menentukan besarnya kapasitas organisasi, menentukan 
system scheduling, dan perencanaan personalia. 
Prakiraan ramalan ekonomi dan teknologi, merupakan teknis khusus yang 
berada diluar penekanan dari seorang manajer operasi produksi. Prakiraan ramalan 
permintaan akan mendorong disusunnya keputusan pada banyak bidang, terutama 
keputusan tentang sumber daya manusia, keputusan tentang besarnya kapasitas, dan 
sistem manajemen pasokan. 
                                                          
13 Sofjan Assauri, Manajemen Operasi Produksi Edisi Ketiga, (Jakarta : Raja Grafindo 
Persada, 2016). h. 76 
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Untuk memilih suatu metode prakiraan ramalan yang tepat adalah dengan 
mempertimbangkan jenis pola data sehingga metode yang paling tepat dengan pola 
tersebut dapat diuji. Pola data dapat dibedakan menjadi :14 
1. Pola horizontal. Apabila nilai data berfruktuasi disekitaran nilai rata-rata yang 
konstan (data stasioner). Contohnya, produk yang penjualannya tidak meningkat 
atau menurun selama waktu tertentu.  
2. Pola musiman. Apabila suatu deret dipengaruhi oleh faktor musiman (misal 
kuartal tahun tertentu, bulanan, atau hari-hari pada minggu tertentu).  
3. Pola siklis. Apabila datanya dipengaruhi oleh fluktuasi ekonomi jangka panjang 
seperti yang berkaitan dengan siklus bisnis.  
4. Pola kecenderungan. Apabila terdapat kenaikan atau penurunan sekuler jangka 
panjang dalam data. 
B. Analysis Time Series 
Analysis time series diperkenalkan pada tahun 1970 oleh George E. P. Box 
dan Gwilym M. Jenkins melalui bukunya yang berjudul Time Series Analysis : 
Forecasting and Control. Sejak saat itu, time series mulai banyak dikembangkan. 
Time series merupakan serangkaian data pengamatan yang terjadi berdasarkan 
indeks waktu secara beruntun dengan interval waktu tetap. Analysis time series 
adalah salah satu prosedur statistika yang diterapkan untuk meramalkan struktur 
probabilistik keadaan yang akan terjadi dimasa yang akan datang dalam rangka 
mengambil keputusan. 
                                                          
14 Aswi dan Sukarna, Analisis Data Deret Waktu Teori dan Aplikasi (Makassar: Andira 
Publisher, 2006), h. 3 
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Tujuan analysis time series antara lain adalah:15 
1. Meramalkan kondisi di masa yang akan datang (Forecasting). 
2. Mengetahui hubungan antar peubah. 
3. Kepentingan control (untuk mengetahui apakah proses terkendali atau tidak). 
Time series merupakan serangkaian pengamatan terhadap suatu peristiwa, 
kejadian, gejala, atau variabel yang diambil dari waktu ke waktu, dicatat secara 
teliti menurut urutan-urutan waktu terjadinya, dan kemudian disusun sebagai data 
statistik. Dari suatu rangkaian waktu akan dapat diketahui apakah peristiwa, 
kejadian, gejala, atau yang diamati itu berkembang mengikuti pola-pola 
perkembangan yang teratur atau tidak. Apabila suatu rangkaian waktu 
menunjukkan pola yang teratur, maka dapat dibuat suatu prakiraan ramalan yang 
cukup kuat dan dasar ramalan itu didapatlah rencana-rencana yang cukup dapat 
dipertanggungjawabkan.  
1.  Stasioneritas. 
Model klasik Box-Jenkins menggambarkan suatu deret waktu yang 
stasioner. Hal pertama yang harus dilakukan yaitu menentukan deret waktu 
yang kita ramalakan bersifat stasioner. Jika tidak, maka kita harus mengubah 
deret waktunya menjadi serangkaian nilai deret waktu yang stasioner. 
Stasioner berarti bahwa tidak terdapat pertumbuhan atau penurunan pada data. 
Data secara kasarnya harus horizontal sepanjang sumbu waktu. Dengan kata 
lain, fluktuasi data berada disekitar suatu nilai rata-rata yang  konstan, tidak 
                                                          
15 Aswi dan Sukarna, Analisis Data Deret Waktu Teori dan Aplikasi (Makassar: Andira 
Publisher, 2006), h. 5 
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tergantung  pada waktu dan varians dari fluktuasi tersebut pada pokoknya 
konstan setiap waktu.16  
Apabila suatu data tidak stasioner, maka perlu dilakukan perubahan 
untuk menghasilkan data yang stasioner. Salah satu cara umum yang 
digunakan adalah metode pembedaan (differencing). Untuk menentukan 
apakah data bersifat stasioner, data yang tidak stasioner dapat dibantu dengan 
melihat plot dari data atau banyak difference-nya. Proses pembedaan  dapat 
dilakukan untuk beberapa periode sampai suatu data menjadi stasioner, yaitu 
dengan cara mengurangkan suatu data dengan data sebelumnya. 
Pengujian stasioneritas dari suatu data time series dapat dilakukan dengan 
uji akar unit, dengan cara mengamati apakah data runtun waktu mengandung 
akar unit (unit root), yakni apakah terdapat komponen trend berupa jalan acak 
(random walk) dalam data. Ada berbagai metode untuk melakukan uji akar unit, 
diantaranya adalah Augmented Dickey Fuller, yang merupakan salah satu uji 
yang paling sering digunakan dalam pengujian stasioneritas data, yakni dengan 
melihat apakah terdapat akar unit di dalam model atau tidak. 
Hipotesis uji Augmented Dickey Fuller adalah sebagai berikut: 
𝐻0 ∶  𝛽𝑐 = 0 (terdapat unit root dalam data atau data tidak stasioner) 
𝐻1 ∶  𝛽𝑐 < 0 (tidak terdapat unit root dalam data atau data stasioner) 
Statistik uji: 
𝐴𝐷𝐹 =
?̂?𝑐
𝑠𝑒(?̂?𝑐)
 
                                                          
16 Bowerman, O’Connel, & Koehler. Forecasting, Time Series, and Regression. Fourth 
Edition, (USA : Brook/Cole, 2005). h. 402 
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Kriteria uji: 
Tolak 𝐻0 jika nilai statistik uji ADF memiliki nilai lebih kecil 
dibandingkan daerah kritik atau jika nilai probabilitas < 𝛼. 17 
  Selanjutnya stasioneritas dibagi menjadi dua, yaitu: 
a. Stasioneritas dalam mean (rata-rata). 
 Stasioneritas dalam mean adalah fluktuasi data bertada disekitar suatu nilai 
rata-rata yang konstan, tidak tergantung pada waktu dan variansi dari 
fluktuasi tersebut. 
b. Stasioner dalam variansi. 
Suatu data time series dikatakan stasioner dalam  variansi apabila struktur 
data dari waktu ke waktu mempunyai fluktuasi data yang tetap atau konstan 
dan tidak berubah-ubah. 
2.  Autocorrelation Function (ACF) 
Koefisien autokorelasi adalah suatu fungsi yang menunjukan besarnya 
korelasi (hubungan linear) antara pengamatan pada ke 𝑡 yang dinotasikan 
dengan 𝑍𝑡 dengan pengamatan pada waktu-waktu sebelumya yang dinotasikan 
dengan 𝑍𝑡−1, 𝑍𝑡−2, 𝑍𝑡−3, … , 𝑍𝑡−𝑘. 
Untuk suatu proses yang stasioner {𝑍𝑡} dengan nilai mean 𝐸{𝑍𝑡} = 𝜇, dan 
var (𝑍𝑡) = 𝐸(𝑍𝑡 − 𝜇)
2 = 𝜎2 , dimana nilai tersebut konstan, dan cov (𝑍𝑡, 𝑍𝑠) 
merupakan fungsi dari pembedaan waktu |𝑡 − 𝑠|. Nilai kovariansi antara 𝑍𝑡 dan 
𝑍𝑡−𝑘 adalah sebagai berikut: 
                                                          
17 Ari Cynthia, Analisis Perbandingan Menggunakan ARIMA dan Bootstrap pada 
Peramalan Nilai Ekspor Indonesia, (Skripsi Fakultas Matematika dan Ilmu Pengetahuan Alam, 
UNS, 2015), h. 34 
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𝛾𝑘 = 𝑐𝑜𝑣(𝑍𝑡, 𝑍𝑡+𝑘 − 𝜇) = 𝐸(𝑍𝑡 − 𝜇)(𝑍𝑡+𝑘 − 𝜇)                       (2.1)  
Dimana : 
𝛾𝑘 : nilai koefisien autokovariansi untuk lag ke-k 
𝜇 : rata-rata 
𝑍𝑡 : nilai pengamatan pada waktu ke-t 
 𝑍𝑡+𝑘 : nilai pengamata pada waktu t+k 
Dan autokorelasi antara 𝑍𝑡 dan 𝑍𝑡−𝑘 adalah : 
𝜌𝑘 =
𝑐𝑜𝑣(𝑍𝑡, 𝑍𝑡+𝑘)
√𝑣𝑎𝑟(𝑍𝑡)√𝑣𝑎𝑟 (𝑍𝑡+𝑘)
                                                         (2.2) 
Dimana : 
𝜌𝑘 : nilai koefisien autokorelasi untuk lag (selisih waktu) ke-k 
𝑍𝑡 : nilai pengamatan pada waktu ke-t 
 𝑍𝑡+𝑘 : nilai pengamata pada waktu t+k 
Dengan 𝑣𝑎𝑟(𝑍𝑡) = 𝑣𝑎𝑟(𝑍𝑡+𝑘) = 𝛾0. Adapun  𝛾𝑘 disebut fungsi autokovarian 
dan 𝜌𝑘 disebut fungsi autokorelasi. Untuk proses stasioner, fungsi 
autokovariansi 𝛾𝑘 dan fungsi autokolerasi 𝜌𝑘  mempunyai sifat-sifat sebagai 
berikut:18 
1.  𝛾0 = var(𝑧𝑡) ; 𝜌0 = 1 
2.  | 𝛾𝑘|. ≤ 𝛾0 ; | 𝜌𝑘| ≤ 1 
3.   𝛾𝑘 = 𝛾−𝑘 dan  𝜌𝑘 = 𝜌−𝑘, untuk semua 𝑘.          
                                                          
18 William w. s. wei, Time Series Analysis (Univariate Methods), Addison Wesley Publishing 
Company, 2006. h.10 
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Untuk fungsi autokorelasi yang dihitung sesuai pengambilan data 
dirumuskan sebagai berikut :19 
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Dimana : 
  𝑟𝑘   : koefisien autokorelasi 
 𝑧𝑡    : nilai variabel Z pada waktu t 
 𝑧𝑡+1 : nilai variabel Z pada waktu t+k 
 𝑧̅     : nilai rata- rata variabel z 
Karena 𝑟𝑘 merupakan fungsi atas k, maka hubungan koefisien autokorelasi 
dengan lagnya disebut dengan fungsi autokorelasi dan dinotasikan dengan  𝜌𝑘 
3.  Partial Autocorrelation Function (PACF) 
 Autokorelasi parsial digunakan untuk mengukur tingkat keeratan 
(association) antara Zt dan Zt−k apabila pengaruh dari lag waktu (time lag) 
1,2,3,…,k-1 dianggap terpisah. Fungsi autokorelasi parsial adalah suatu fungsi 
yang menunjukkan besarnya korelasi parsial antara pengamatan pada waktu ke 
t (dinotasikan 𝑍𝑡) dengan pengamatan pada waktu-waktu sebelumnya 
(dinotasikan dengan 𝑍𝑡−1, 𝑍𝑡−2, , … , 𝑍𝑡−𝑘). Fungsi autokorelasi dapat dinyatakan 
sebagai berikut : 
 𝜙𝑘𝑘 = 𝑐𝑜𝑟𝑟(𝑍1, 𝑍𝑡−𝑘 | 𝑍𝑡−1, 𝑍𝑡−2 … , 𝑍𝑡−𝑘+1)  (2.4) 
                                                          
19 Aswi dan Sukarna, Analisis Deret Waktu, Teori dan Aplikasi, (Makassar: Andira Publisher, 
2006), h. 12 
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Nilai 𝜙𝑘𝑘 dapat ditentukan melalui persamaan Yule Walker sebagai berikut: 
 𝜌𝑗 =  𝜙𝑘1𝜌𝑗−1 + 𝜙𝑘2𝜌𝑗−2 + ⋯ + 𝜙𝑘𝑘𝜌𝑗−𝑘   (2.5) 
Untuk  𝑗 = 1,2,3,…,k, sehingga berlaku persamaan berikut : 
𝜌1 =  𝜙𝑘1𝜌0 + 𝜙𝑘2𝜌1 + ⋯ + 𝜙𝑘𝑘𝜌𝑘−1 
𝜌2 =  𝜙𝑘1𝜌1 + 𝜙𝑘2𝜌0 + ⋯ + 𝜙𝑘𝑘𝜌𝑘−2 
⋮ 
𝜌𝑘 =  𝜙𝑘1𝜌𝑘−1 + 𝜙𝑘2𝜌𝑘−2 + ⋯ + 𝜙𝑘𝑘𝜌0  
Sistem persamaan diatas dapat dituliskan dalam bentuk matriks yaitu:20 
|
𝜌1
𝜌2
⋮
𝜌𝑘
| = |
1
𝜌1
⋮
𝜌𝑘−1
  
𝜌1
1
⋮
𝜌𝑘−2
   
𝜌2
𝜌1
⋮
𝜌𝑘−3
   
𝜌3
𝜌2
⋮
𝜌𝑘−4
   
…
…
⋮
…
   
𝜌𝑘−1
𝜌𝑘−2
⋮
1
| |
𝜙𝑘1
𝜙𝑘2
⋮
𝜙𝑘𝑘
| 
 
4. Proses White Noise 
Suatu proses {𝑎𝑡} dinamakan white noise proses (proses yang bebas dan 
identik) jika bentuk perubah acak yang berurutan tidak saling berkorelasi dan 
mengikuti distribusi tertentu. Rata-rata 𝐸(𝑎𝑡) = 𝜇𝑎 dari proses ini diasumsikan 
bernilai nol dan mempunyai variansi yang konstan yaitu 𝑣𝑎𝑟(𝑎𝑡) = 𝜎𝑎
2 dan nilai 
kovariansi untuk proses ini 𝛾𝑘 = 𝑐𝑜𝑣(𝑎𝑡, 𝑎𝑡+𝑘) = 0 untuk 𝑘 ≠ 0. 
                                                          
20 George E. P. Box, Gwilym M. Jenkins, & Gregory C. Reinsel. Time series analysis: 
Forecasting and Control. Fourth Edition. (A John Wiley & Sons, inc., Publisher, 2008), h. 67 
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Berdasarkan definisi tersebut, dapat dikatakan bahwa suatu proses white 
noise {𝑎𝑡} adalah stasioner dengan beberapa sifat berikut:
21 
Fungsi autokovariansi: 
𝛾𝑘 =
2 ,
0,
a


𝑢𝑛𝑡𝑢𝑘 𝑘 = 0
𝑢𝑛𝑡𝑢𝑘 𝑘 ≠ 0
 
Fungsi korelasi: 
𝜌𝑘 =
1,
0,



𝑢𝑛𝑡𝑢𝑘 𝑘 = 0
𝑢𝑛𝑡𝑢𝑘 𝑘 ≠ 0
 
Fungsi autokorelasi parsial: 
𝜙𝑘𝑘 =
1,
0,



𝑢𝑛𝑡𝑢𝑘 𝑘 = 0
𝑢𝑛𝑡𝑢𝑘 𝑘 ≠ 0
. 
 
5. Pembedaan (Differencing) 
Pada orde d untuk ARIMA proses digunakan untuk memodelkan kejadian 
yang tidak stasioner dalam rata-rata, dimana d menyatakan differencing. Secara 
umum operasi differencing yang menghasilkan suatu kejadian (proses) baru 
yang stasioner, misal 𝑊𝑡 adalah sebagai berikut : 
  𝑤𝑡 = 𝑍𝑡 − 𝑍𝑡−1  atau, 
 𝑤𝑡 = (1 − 𝐵)
𝑑𝑍𝑡      (2.6) 
Dimana : 
 𝑤𝑡 : nilai variabel pada waktu t setelah differencing 
 𝑑 : 1,2, …(biasanya 1 dan 2) 
                                                          
21 Aswi dan Sukarna, Analisis Deret Waktu, Teori dan Aplikasi, (Makassar: Andira Publisher, 
2006), h. 19-20 
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 𝑍𝑡 : niai variabel Z pada waktu t 
𝑍𝑡−1 : nilai variabel Z pada saat t-1 
𝐵 : Backshift operator (operator mundur)  
Notasi dalam pembedaan adalah operator shift mundur (backshift 
operator) B sebagai berikut: 
𝐵𝑍𝑡 = 𝑍𝑡−1       (2.7) 
Notasi B yang dipasang pada 𝑍𝑡, mempunyai pengaruh menggeser data 
satu periode ke belakang. Dua penerapan B untuk 𝑍𝑡 maka akan menggeser data 
tersebut dua periode ke belakang, sebagai berikut: 
𝐵 𝐵𝑍𝑡 = 𝐵
2𝑍𝑡 = 𝑍𝑡−2     (2.8) 
Apabila suatu time series tidak stasioner, maka data tersebut dibuat lebih 
mendekati stasioner dengan melakukan pembedaan pertama. 
𝑍𝑡
′ = 𝑍𝑡 − 𝑍𝑡−1      (2.9) 
Menggunakan operator shift mundur, persamaan (2.9) dapat ditulis kembali 
menjadi: 
𝑍𝑡
′ = 𝑍𝑡 − 𝐵𝑍𝑡−1 = (1 − 𝐵)𝑍𝑡    (2.10) 
Pembeda pertama dinyatakan oleh (1 − 𝐵). 
Sama halnya apabila pembedaan orde kedua (yaitu pembedaan pertama 
dari pembedaan pertama sebelumnya) harus dihitung, maka: 
𝑍𝑡
′′ = 𝑍𝑡
′ − 𝑍𝑡−1
′  
      = 𝑍𝑡 − 𝑍𝑡−1 − (𝑍𝑡−1 − 𝑍𝑡−2) 
      = 𝑍𝑡 − 2𝑍𝑡−1 + 𝑍𝑡−2 
      = (1 − 2𝐵 + 𝐵2)𝑍𝑡 
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      = (1 − 𝐵)2𝑍𝑡      (2.11) 
Pembeda orde kedua diberi notasi (1 − 𝐵2), sedangkan pembeda 
pertama (1 − 𝐵). Ini merupakan hal yang paling penting untuk memperlihatkan 
bahwa pembedaan orde kedua adalah tidak sama dengan pembedaan kedua, 
yaitu notasi 1 − 𝐵2. Demikian pula, pembedaan keduabelas adalah 1 − 𝐵12, 
akan tetapi pembedaan orde keduabelas adalah (1 − 𝐵)12. 
Tujuan dari menghitung pembedaan adalah untuk mencapai stasioneritas 
dan secara umum apabila terdapat pembedaan orde ke-d untuk mencapai 
stasioneritas, kita akan tulis: 
Pembedaan orde ke-d = (1 − 𝐵)𝑑𝑍𝑡 
 Sebagai deret yang stasioner, dan model umum ARIMA (0,d,0) akan menjadi:22 
  ARIMA (0,d,0) 
(1 − 𝐵)𝑑𝑍𝑡 =  𝑎𝑡 
Dimana: 
  (1 − 𝐵)𝑑 = pembedaan orde ke-d 
  𝑎𝑡  = nilai galat 
6. Transformasi 
apabila kondisi proses tidak diperoleh maka dilakukan transformasi 
pangkat (power transformation), yang dilakukan oleh Box dan Cox (1964). 
Transformasi didefinisikan sebagai berikut : 23 
                                                          
22 Makridakis, Wheelwhright, Mc Gee, Metode dan Aplikasi Peramalan Edisi Kedua Jilid 
Satu, (Jakarta: Binarupa Aksara, 1999) h. 452-453. 
23 Aswi dan Sukarna, Analisis Deret Waktu, Teori dan Aplikasi, (Makassar: Andira Publisher, 
2006), h. 8 
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  𝑍(𝜆) =
𝑍𝑡
𝜆−1
𝜆
                                                                                     (2.12)
 
 
Dimana : 
 𝑍(𝜆) : hasil transformasi 
 λ : sebagai parameter transformasi. 
 
C. Metode ARIMA Box-Jenkins 
Model-model Autoregressive Integrated Moving Average (ARIMA) telah 
dipelajari secara mendalam oleh George Box dan Gwilyn Jenkins (1976), dan nama 
mereka sering disimbolkan dengan proses ARIMA yang diterapkan untuk analisis 
deret berkala, pera,alan dan pengendalian. Model Autoregressive (AR) pertama kali 
dikenalkan oleh Yule (1926) dan kemudian dikembangkan oleh Walker (1931), 
sedangkan model Moving Average (MA) pertama kali digunakan oleh Slutzky 
(1937). Akan tetapi Wold-lah (1938) yang menghasilkan dasar-dasar teoritis dalam 
proses kombinasi ARMA. Wold membentuk ARMA yang dikembangkan pada tiga 
arah yaitu identifikasi efisien dan prosedur penaksiran (untuk proses AR, MA, dan 
ARMA campuran), perluasan dari hasil tersebut untuk mencakup deret berkala 
musiman (seasonal time series) dan pengembangan sederhana yang mencakup 
proses-proses non stasioner (non-stasionary processes) (ARIMA). 
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Skema yang memperlihatkan pendekatan Box-Jenkins 
Gambar 2.1 Skema pendekatan Box-Jenkins 
1. Identifikasi Model 
Hal pertama yang perlu diperhatikan adalah bahwa kebanyakan deret 
berkala bersifat non-stasioner dan bahwa aspek-aspek AR dan MA dari model 
ARIMA hanya berkenaan dengan deret berkala yang stasioner. Jika diketahui 
bahwa data tidak stasioner maka dilakukan penstasioneran terlebih dahulu 
dengan metode pembedaan (differencing). Proses differencing (pembedaan) 
Tahap III 
Penerapan 
Ya 
Tidak 
Pemeriksaan diagnosa 
(apakah model 
memadai?) 
Penaksiran parameter 
pada model sementara 
Tahap II 
Penaksiran dan 
Pengujian 
Penetapan model 
untuk sementara 
sementara 
Tahap I 
Identifikasi 
Gunakan model untuk 
peramalan 
Rumuskan kelompok 
model-model yang 
umum 
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adalah suatu proses yang dilakukan pada suatu deret berkala (ARIMA) yang 
tidak stasioner. 
Setelah langkah awal tersebut terpenuhi, yaitu telah memperoleh data yang 
stasioner, maka langkah selanjutnya adalah menentukan bentuk dari model yang 
akan digunakan dengan cara membandingkan koefisien autokorelasi dan 
autokorelasi parsial dari data tersebut untuk dicoba dengan distribusi yang 
bersesuaian dengan model ARIMA. 
  Tabel 2.1 Identifikasi Model dengan ACF dan PACF 
Tipe Model Pola ACF Pola PACF 
AR (p) Menurun secara 
eksponensial menuju nol 
Signifikan pada semua 
lag p 
MA (q) Signifikan pada semua 
lag q 
Menurun secara 
eksponensial menuju nol 
ARMA (p,q) Menurun secara 
eksponensial menuju nol 
Menurun secara 
eksponensial menuju nol 
ARIMA (p,d,q) Menurun secara 
eksponensial menuju nol 
dengan pembedaan 
Menurun secara 
eksponensial menuju nol 
dengan pembedaan 
       (Aswi dan sukarna 2006 : 79) 
Identifikasi model tidak hanya dilakukan dengan melihat diagram data, 
diagram FAK dan FAKP, tetapi harus pula disertai dengan pengetahuan 
mengenai data yang akan dianalisis. Berdasarkan diagram data, diagram FAK 
dan FAKP, serta pengetahuan yang cukup mengenai data, model yang akan 
dibuat dapat menggunakan parameter sedikit mungkin. 
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2. Pendugaan Parameter 
Setelah berhasil menetapkan identifikasi model sementara, langkah 
selanjutnya adalah pendugaan parameter. Parameter dari model tersebut 
ditaksir, sehingga didapatkan besaran koefisien model. Secara umum, 
penaksiran parameter model ARIMA Box-Jenkins dapat dilakukan dengan 
menggunakan beberapa metode seperti metode moment, metode least squared, 
metode maximum likehood, dan sebagainya.24 
3. Pemeriksaan Diagnostik 
Sebelum menggunakan model tersebut, perlu dilakukan pengujian 
terlebih dahulu untuk membuktikan apakah model tersebut layak untuk 
digunakan. Pengujian dapat dilakukan dengan menguji autokorelasi residual, 
untuk meyakinkan bahwa residual tersebut secara signifikan berbeda nyata dari 
nol. Jika perbedaannya tida signifikan, maka model tersebut tidak layak. Oleh 
karena itu harus mengulangi lagi langkah pertama dan kedua untuk menulis 
model alternatif. 
Scara umum jika 𝜃, adalah nilai taksiran parameter dari 𝜃 untuk semua 
model ARIMA tertentu, standar deviasi (𝜃) adalah taksiran standar error dari 
nilai taksiran 𝜃, maka uji signifikansi dapat dilakukan dengan tahapan sebagai 
berikut: 
 
 
                                                          
24 Aswi dan Sukarna, Analisis Deret Waktu, Teori dan Aplikasi, (Makassar: Andira Publisher, 
2006), h. 26 
28 
 
 
 
a. Uji Kesignifikan Parameter 
1) Hipotesis 
𝐻0: 𝜃 = 0 parameter model signifikan 
𝐻1: 𝜃 ≠ 0 minimal ada satu parameter model yang tidak 
signifikan 
2) Statistik Uji  : 𝑡 =
?̂?
𝑠𝑒(?̂?)
 
3) Keputusan : 𝐻0 ditolak jika |𝑡| > 𝑡𝛼
2
;𝑑𝑓=𝑛−𝑛𝑝, np = jumlah 
parameter 
b. Uji Kesesuaian Model 
Pengujian kesesuaian model meliputi pengujian kecukupan 
model (pengujian White Noise error) dan pengujian asumsi distribusi 
normal. Pengujian kecukupan model dapat dituliskan sebagai berikut: 
1) Uji Sisa White Noise 
Uji sisa white noise dapat ditulis sebagai berikut: 
a) Hipotesis: 
𝐻0: 𝜌1 = 𝜌2 = ⋯ = 𝜌𝑘 = 0  
𝐻1: minimal ada satu 𝜌𝑗 ≠ 0, 𝑗 = 1,2, … , 𝑘 
b) Statistik uji dengan menggunakan uji Ljung-Box: 
𝑄∗ = 𝑛(𝑛 + 2) ∑
?̂?𝑘
2
(𝑛 − 𝑘)
𝑛−𝑘
𝑛=2
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c) Daerah penolakan: 
Tolak 𝐻0 jika 𝑄
∗ > 𝑥𝛼;𝑑𝑓=𝑘−𝑚
2  dengan k adalah lag dan m 
adalah jumlah parameter yang ditaksir dalam model. 
2) Uji Asumsi Distribusi Normal 
Uji asumsi ini bertujuan untuk mengetahui apakah data telah 
memenuhi asumsi kenormalan atau belum. Salah satu cara yang 
dapat ditempuh untuk melakukan uji asumsi kenormalan ini adalah 
asumsi uji Kolmogorov Smirnof dengn menggunakan pedoman 
pengambilan keputusan sebagai berikut:25 
a) Jika nilai-p < 0,05 data tidak berasal dari populasi yang 
berdistribusi normal 
b) Jika nilai-p ≥ 0,05, data berasal dari populasi yang 
berdistribusi normal.  
 
4. Ketetapan dalam model 
Penggunaan metode peramalan tergantung pada pola data yang yang 
dianalisis. Jka metode yang digunakan sudah dianggap benar untuk melakukan 
peramalan, maka pemilihan metode peramalan terbaik didasarkan pada tingkat 
kesalahan prediksi. Sebagaiaman diketahui bahwa tidak ada metode peramalan 
yang dapat dengan tepat meramalakan keadaan data dimasa yang akan datang, 
oleh karena itu , setiap metode pramalan pasti menghasilkan kesalahan. Jika 
                                                          
25 Aswi dan Sukarna, Analisis Deret Waktu, Teori dan Aplikasi, (Makassar : Andira 
Publisher, 2006), h. 124-126 
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tingkat kesalahan yang dihasilkan semakin kecil, maka hasil peramalan akan 
semakin tepat.Alat ukur yang dgunakan untuk menghitung kesalahan prediksi 
ialah Mean Squared Error (MSE) 
𝑀𝑆𝐸 =
1
𝑛
∑ (𝑍𝑡?̂?𝑡
𝑛
𝑡=1 )
2     (2.13)  
Dengan : 
𝑛 = banyaknya data 
𝑍𝑡 = data aktualpada waktu t 
?̂?𝑡 = data hasil peramalan pada waktu t 
Semakin kecil nilai MSE yang dihasilkan oleh ketiga alat ukur tersebut, 
maka metode peramalan yang digunakan semakin baik. 
5. Prakiraan 
Langkah terakhir adalah menggunakan model yang terbaik untuk 
prakiraan. Jika model terbaik telah ditetapkan, model itu siap digunakan untuk 
prakiraan.26 Salah satu hal yang paling penting dalam analisis deret waktu 
adalah memprakirakan nilai di masa yang akan datang (forecasting). Dalam 
literatur analisis deret waktu istilah forecasting lebih sering digunakan dengan 
istilah prediction. Prakiraan ini sesungguhnya merupakan penjabaran dari 
persamaan berdasarkan koefisien-koefisien yang didapat, sehingga kita dapat 
menentukan kondisi di masa yang akan datang.  
 
                                                          
26 Aswi dan Sukarna, Analisis Deret Waktu, Teori dan Aplikasi, (Makassar: Andira Publisher, 
2006), h. 26 
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D. Model-model Analisis Runtun Waktu (Time Series) 
1. Model Autoregressive (AR) 
Autoregressive merupakan suatu bentuk regresi, akan tetapi bukan 
menghubungkan variable bebas dengan variable terikat, melainkan 
menghubungkan nilai-nilai sebelumnya dari time lag (selang waktu) yang 
bermacam-macam. Jadi suatu model Autoregressive akan menyatakan suatu 
ramalan sebagai fungsi nilai-nilai sebelumnya dari time series tertentu.  
Bentuk umum peramalan model Autoregresive (AR): 
𝑍𝑡 =  𝜙1𝑍𝑡−1 + 𝜙2𝑍𝑡−2 + ⋯ + 𝜙𝑝𝑍𝑡−𝑝 + 𝑎𝑡  (2.14) 
dimana : 
𝑍𝑡−1, 𝑍𝑡−2, 𝑍𝑡−3 … 𝑍𝑡−𝑝  : Variabel yang menentukan 
𝑍𝑡  : Variabel yang diramalkan 
𝜙𝑝  : Parameter AR ordo ke-𝑝 
𝑎𝑡  : galat 
Persamaan (2.14) dapat ditulis menggunakan operator B (backshift) 
 𝑍𝑡 =  𝜙1𝐵𝑍𝑡 + 𝜙2𝐵
2𝑍𝑡 + ⋯ + 𝜙𝑝𝐵
𝑝𝑍𝑡 + 𝑎𝑡  (2.15) 
𝜙𝑝𝐵𝑍𝑡 = 𝑎𝑡 
Dimana: 𝜙𝑝𝐵 = 1 − 𝜙1𝐵 − 𝜙2𝐵
2 − ⋯ − 𝜙𝑝𝐵
𝑝, disebut operator AR (p) 
Masih terdapat beberapa bentuk persamaan yang lain, tergantung pada derajat 
susunan (orde) dari 𝑃, sehingga dapat ditulis dengan AR (𝑝). Bila 𝑝 = 1 maka 
dapat ditulis AR (1) dan seterusnya. 
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Contoh: 
1. Model AR(1) dapat ditulis sebagai: 
𝑍𝑡 =  𝜙1𝑍𝑡−1 + 𝑎𝑡      (2.16) 
Persamaan (2.16) dapat ditulis dengan operator backshift (B), menjadi: 
 1 − 𝜙1𝐵 𝑍𝑡 = 𝑎𝑡 
2. Model AR (2) dapat dituliskan dengan persamaan :  
𝑍𝑡 =  𝜙1𝑍𝑡−1 + 𝜙2𝑍𝑡−2 + 𝑎𝑡     (2.17) 
Persamaan (2.17) dapat ditulis dengan operator backshift (B), menjadi: 
 1 − 𝜙1𝐵 − 𝜙2𝐵
2 𝑍𝑡 = 𝑎𝑡 
2. Model Moving Average (MA) 
   Moving Average adalah hubungan yang menyatakan nilai saat ini sebagai 
jumlah berbobot dari gangguan kecil (white noise) pada waktu sebelumnya atau 
tergantung pada nilai-nilai sebelumnya dari unsur kesalahan. Bentuk umum dari 
Moving Average MA (q) adalah : 
 𝑍𝑡 = 𝑎𝑡 − 𝜃1𝑎𝑡−1 − 𝜃2𝑎𝑡−2 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞    (2.18) 
 dimana: 
 𝑎𝑡−1 − 𝑎𝑡−2 − ⋯ − 𝑎𝑡−𝑞 : Nilai-nilai terdahulu dari kesalahan. 
   𝑎𝑡 : Kesalahan pada saat t 
𝜃𝑞 : Parameter MA yang berordo ke-q 
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Persamaan di atas dapat ditulis menggunakan operator backshift (B), menjadi: 
𝑍𝑡 =  𝜃𝑞(𝐵) 𝑎𝑡 
dengan: 𝜃𝑞𝐵 = 1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯ − 𝜃𝑞𝐵
𝑞, merupakan operator MA (q) 
Hal ini berbeda dengan model Autoregressive yang menyatakan bahwa 
𝑍𝑡 sebagai fungsi linier dari 𝑝 nilai-nilai sebenarnya dari 𝑍𝑡 pada masa-masa 
sebelumnya. Sedangkan model MA (q) dapat dikatakan model yang konvergen, 
jika harga mutlak akar-akar persamaan karakteristik pada persamaan (2.18) lebih 
dari satu (𝜃(𝐵) > 1). 
Contoh : 
1. Model MA (1) 
𝑍𝑡 =  𝑎𝑡 − 𝜃1𝑎𝑡−1      (2.19) 
Persamaan (2.19) dapat ditulis dengan operator backshift (B), menjadi: 
𝑍𝑡 = (1 − 𝜃1𝐵)𝑎𝑡  
Persamaan karakteristik (1 − 𝜃1𝐵) = 0, 𝐵 =
1
𝜃1
= 𝜃1
−1 sehingga |𝜃|< 1 atau 
𝜃1 harus terletak antara -1 <  𝜃1 < 1  
2.   Model MA (2) 
𝑍𝑡 =  𝑎𝑡 − 𝜃1𝑎𝑡−1 − 𝜃2𝑎𝑡−2     (2.20) 
Persamaan (2.20) dapat ditulis dengan operator backshift (B), menjadi: 
𝑍𝑡 = (1 − 𝜃1𝐵 − 𝜃2 − 𝐵
2)𝑎𝑡      
Persamaan karakteristiknya (1 − 𝜃1𝐵 − 𝜃1𝐵
2) = 0. Selang waktu yang 
diijinkan untuk model MA (2) mengikuti ketentuan sebagai berikut :  
−1 < 𝜃2 < 1 dan −2 < 𝜃1 < 2 
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3. Model Autoregressive Moving Average (ARMA) 
Model ini merupakan gabungan dari Autoregressive (AR) dan Moving 
Average (MA), yang merupakan prosedur yang praktis dan sederhana, sehingga 
dengan penggunaan gabungan kedua model ini maka autokorelasinya dapat 
dipertimbangkan baik nilai yang berturut-turut pada masa-masa sebelumnya dari 
variabel yang diramalkan maupun nilai yang berturut-turut dari kesalahan atau 
masing-masing periode yang lalu. 
Model AR dan MA dapat digabungkan ke dalam persamaan yang sama, 
gabungan kedua model tersebut dinamakan ARMA (p,q) dengan persamaan 
umum adalah : 
𝑍𝑡 = 𝜙1𝑍𝑡−1 + ⋯ + 𝜙𝑝𝑍𝑡−𝑝 + 𝑎1 − 𝜃1𝑎𝑡−1 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞  
Persamaan diatas menjadi: 
 𝑍𝑡 − 𝜙1𝑍𝑡−1 − ⋯ − 𝜙𝑝𝑍𝑡−𝑝 = 𝑎1 − 𝜃1𝑎𝑡−1 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞  (2.21) 
Persamaan (2.18) dapat ditulis dengan operator backshift (B), menjadi: 
 (1 − 𝜙1𝐵 − 𝜙2𝐵
2 − ⋯ − 𝜙𝑝𝐵
𝑝)𝑍𝑡 =(1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯ − 𝜃𝑞𝐵
𝑞) 𝑎𝑡  
Sehingga diperoleh: 
 𝜙𝑝𝐵𝑍𝑡 = 𝜃𝑞(𝐵) 𝑎𝑡 
Contoh : 
1. Model ARMA (1,1) 
𝑍𝑡 = 𝜙1𝑍𝑡−1 + 𝑎𝑡 − 𝜃1𝑎𝑡−1     (2.22) 
Persamaan (2.22) dapat ditulis dengan operator backshift (B), menjadi: 
(1 − 𝜙1𝐵)𝑍𝑡 = (1 − 𝜃1𝐵) 𝑎𝑡 
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2. Model ARMA (2,1) 
Ini berarti terdapat kombinasi antara model AR (2) dan (MA) (1) : 
𝑍𝑡 = 𝜙1𝑍𝑡−1 + 𝜙1𝑍𝑡−2 + 𝑎𝑡 − 𝜃1𝑎𝑡−1   (2.23) 
Persamaan (2.23) dapat ditulis dengan operator backshift (B), menjadi: 
(1 − 𝜙1𝐵 − 𝜙2𝐵
2)𝑍𝑡 =(1 − 𝜃1𝐵) 𝑎𝑡 
3. Model ARMA (2,2) 
Ini juga berarti terdapat kombinasi antara AR (2) dan MA (2) : 
𝑍𝑡 = 𝜙1𝑍𝑡−1 + 𝜙1𝑍𝑡−2 + 𝑎𝑡 − 𝜃1𝑎𝑡−1 − 𝜃2𝑎𝑡−2  (2.24) 
Persamaan (2.24) dapat ditulis dengan operator backshift (B), menjadi: 
(1 − 𝜙1𝐵 − 𝜙2𝐵
2)𝑍𝑡 =(1 − 𝜃1𝐵 − 𝜃2𝐵
2) 𝑎𝑡 
4. Model Autoregressive Integrated Moving Average ARIMA  
Model ARIMA merupakan model yang dilakukan pada data stasioner atau 
data yang di differencing sehingga data telah stasioner. Model ini merupakan 
gabungan dari model ARMA dan proses differencing. Secara umum model 
ARIMA (p,d,q) untuk suatu data time series 𝑍𝑡 adalah sebagai berikut: 
𝜙𝑝𝐵(1 − 𝐵)
𝑑𝑍𝑡 = 𝜃𝑞(𝐵) 𝑎𝑡     (2.25) 
Persamaan (2.25) dapat ditulis dengan operator backshift (B), menjadi: 
1 − 𝐵𝑑1 − 𝜙1𝐵 − 𝜙2𝐵
2 − ⋯ − 𝜙𝑝𝐵
𝑝𝑍𝑡 = 1 − 𝜃1𝐵 − 𝜃2𝐵
2 − ⋯ − 𝜃𝑞𝐵
𝑞) 𝑎𝑡 
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Sehingga diperoleh: 
1 − 𝐵𝑑𝑍𝑡 − 𝜙1𝑍𝑡−1 − ⋯ − 𝜙𝑝𝑍𝑡−𝑝 = 𝑎𝑡 − 𝜃1𝑎𝑡−1 − ⋯ − 𝜃𝑞𝑎𝑡−𝑞  
dengan: 
 𝑍𝑡  : data observasi ke-t 
𝐵  : operator backshift 
(1 − 𝐵𝑑𝑍𝑡) : time series yang stasioner pada pembedaan ke-d 
𝑎𝑡  : nilai error pada waktu ke-t 
𝑝  : orde AR 
𝑑  : orde pembedaan 
𝑞  : orde MA 
E.   Gula Rafinasi (Refined Sugar) 
Gula rafinasi adalah gula konsumsi yang berkualitas tinggi dengan derajat 
kemurnian gula yang tinggi serta kadar abu & SO2 yang sangat rendah serta 
memenuhi syarat keamanan pangan sehingga sesuai/cocok untuk kebutuhan gula 
konsumsi industri makanan dan minuman serta konsumsi langsung.27 Gula rafinasi 
merupakan gula murni dengan kadar sakharossa 99,8% menjadi persyaratan 
industri pengguna gula untuk mempertahankan mutu produksinya. Pemakaian gula 
yang tidak murni akan membuat produk industri makanan dan minuman tidak bisa 
mempertahankan kualitas produksinya. Gula rafinasi dibuat dari bahan baku gula 
mentah (raw sugar), produk setengah jadi dari proses gula tebu. Raw suagar 
                                                          
27 Asosiasi Gula Rafinasi Indonesia (AGRI), Booklet Informasi dan Promosi IndustriGula 
Rafinasi 2004. 
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merupakan bentuk gula yang paling stabil untuk disimpan sehingga raw sugar 
dijadikan komoditi untuk diperdagangkan secara global dengan jumlah sekitar 50 
juta ton/tahun. Pada umumnya proses yang dilalui untuk memproduksi gula rafinasi 
dari raw sugar adalah affinasi – karbonatsi – filtrasi – pertukaran ion (IER) – 
evaporasi – kristalisasi – pengeringan atau pendinginan dan terakhir pengarungan.28 
F.   Gambaran Umum PT. Makassar Tene 
 PT. Makassar Tene didirikan dengan akte notaris nomor 8 tanggal 7 
Desember 2003 dan mempunyai izin dari SP BKPM No.02/73/1/PMDN/2004 
tanggal 6 april 2004 yang bergerak dibidang usaha pemurnian gula. Perusahaan ini 
merupakan perusahaan modal dalam negeri (PMDN) sejak tahun 2004. Saat ini 
perusahaan memiliki unit usaha pabrik gula rafinasi yang berlokasi di Jl. Ir.Sutami 
No. 38, Kawasan Industri Pergudangan  Parangloe Indah, Kelurahan Parangloe, 
Kecamatan Tamalanrea, Kota Makassar, Sulawesi Selatan diatas tanah seluas 14 
Ha. PT. Makassar Tene didirikan pada tahun 2003 memiliki kapasitas terpasang 
1500 ton per hari, mampu meproduksi sampai 1800 ton gula rafinasi per hari untuk 
memenuhi kebutuhan gula di Kawasan Indonesia Timur yang menyerap tenaga 
kerja ± 530 orang. Kebijakan utama PT. Makassar Tene adalah sebagai produsen 
gula rafinasi yang pertama berada diluar pulau Jawa dan merupakan pabrik gula 
rafinasi ketujuh di Indonesia. Gula rafinasi yang diproduksi dikemas dalam betuk 
kemasan karung plastik dengan merek dagang : 
1. Bola Manis dengan kualitas R1 & R2 
a) Gula halus (R1HS) & (R2HS) 
                                                          
28 Company Profile PT. Makassar Tene (Sugar Refinery) 
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b) Gula kasar (R1KS) & (R2KS) 
2. Gerbang Jaya dengan kualitas R1 
a) Gula kasar (R1KS) 
3. Inkoppol dengan kualitas R1 
a) Gula kasar (R1KS) 
Gula rafinasi yang diproduksi dipasarkan hanya untuk industri makanan dan 
minuman di seluruh wilayah Indonesia. Dalam rangkaian jaminan kepastian mutu 
dan senantiasa menjamin kepuasan pelanggan PT. Makassar Tene menerapkan 
sistem manajemen mutu dan telah memperoleh FSSC 22000 untuk standar kualitas 
produk dalam memproduksi gula rafinasi. 
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BAB III 
METODOLOGI PENELITIAN 
 
A. Jenis Penelitian 
Berdasarkan data dan hasil yang ingin dicapai, maka jenis penelitian ini 
adalah penelitian terapan. 
B. Tempat dan waktu 
Penelitian ini dilakukan di PT. Makassar Tene yang berlokasi di Jl. Ir. 
Sutami No. 38, Kawasan Industri Pergudangan Parangloe Indah, Kelurahan 
Parangloe, Kecamatan Tamalanrea, Kota Makassar, Provinsi Sulawesi Selatan. 
Penelitian ini akan dilakukan  pada tanggal 21 Maret 2018 sampai dengan 10 
Oktober 2018. 
C. Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data sekunder 
yang merupakan data jumlah permintaan gula rafinasi yang diperoleh langsung 
dari bagian pengeluaran warehouse PT. Makassar Tene. 
D. Instrumen Penelitian 
Instrumen yang digunakan dalam penelitian ini adalah data dokumentasi 
yang berupa dokumen dalam bentuk tabel list  yang terkait dengan seluruh data 
yang diperlukan dalam penelitian. 
E. Variabel dan Definisi Operasional Variabel 
Variabel yang digunakan dalam penelitian ini adalah permintaan gula 
rafinasi (𝑍𝑡). Dalam penelitian ini yang dimaksud dengan permintaan gula 
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rafinasi (𝑍𝑡) adalah banyaknya permintaan gula rafinasi merek Bola Manis setiap 
bulan pada  PT. Makassar Tene. 
F. Prosedur penelitian 
 Data permintaan gula rafinasi diperoleh langsung dari bagian 
pengeluaran warehouse PT. Makassar Tene. Pengkajian data yang diperoleh 
berdasarkan teori-teori yang ada, dikhususkan pada penggunaan metode ARIMA 
(Autoregressive Integrated Moving Average) untuk prakiraan jumlah permintaan 
gula rafinasi. Adapun langkah-langkah analisis yang dilakukan adalah sebagai 
berikut : 
1. Menyajikan hasil data jumlah permintaan gula rafinasi bulan Januari 2011 
sampai dengan bulan Desember 2017. 
2. Menyajikan hasil analisis statistika deskriptif dari tahun 2011 sampai dengan 
tahun 2017. 
3. Melakukan identifikasi model Time Series 
a. Melakukan plot time series, ACF, dan PACF, selanjutnya melihat data 
apakah data telah stasioner baik dalam rata-rata (mean) maupun varians. 
Apabila tidak stasioner dalam mean maka dilakukan differencing dan jika 
data tidak stasioner dalam varians maka dilakukan transformasi. 
b. Menganalisis plot ACF dan PACF. 
c. Estimasi model ARIMA (p,d,q) yang sesuai. 
4. Penaksiran parameter dan pemeriksaan diagnostik. 
a. Menguji kesignifikanan parameter. 
b. Menguji kesesuaian model. 
41 
 
 
 
 
5. Mengistemasi jumlah permintaan gula rafinasi pada PT. Makassar Tene yaitu: 
a. Digunakan model dugaan awal terbaik untuk meramalkan jumlah 
permintaan gula rafinasi di PT. Makassar Tene, yaitu dengan memasukkan 
nilai taksiran dari parameter yang telah didapatkan kedalam persamaan 
umum model yang diperoleh. 
b. Diperoleh hasil prakiraan jumlah permintaan gula rafinasi untuk periode 
selanjutnya. 
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G. Flowchart 
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Gambar 3.1 Flowchart Prosedur Penelitian  
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A 
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BAB IV 
HASIL DAN PEMBAHASAN 
 
A. Hasil Penelitian 
1. Data Penelitian 
Adapun data yang digunakan dalam penelitian ini adalah data jumlah 
permintaan gula rafinasi yang diperoleh langsung dari bagian pengeluaran 
warehouse PT. Makassar Tene yang terhitung mulai dari bulan Januari 2011 sampai 
dengan bulan Desember 2017 dengan jumlah sebanyak 84 data dalam satuan Bags. 
Tabel 4.1 Data Permintaan Gula Rafinasi Tahun 2011 sampai dengan Tahun 2017 
Thn.bln Jan Feb Mar April Mei Juni Juli Agus Sep Okt Nop Des 
2011 618.089 559.125 631.798 641.968 722.047 653.556 626.486 497.463 366.621 651.099 689.834 372.289 
2012 379.593 369.846 501.233 606.059 661.719 619.971 554.592 340.675 534.587 513.136 637.895 601.977 
2013 705.542 507.252 491.449 316.855 630.648 65.2278 752.584 521.650 540.321 593.428 475.112 541.019 
2014 587.449 442.020 587.957 589.031 618.806 663.663 448.201 391.442 309.473 169.752 170.590 124.449 
2015 290.740 210.450 159.440 205.365 451.600 295.499 207.507 265.660 288.334 380.500 505.130 493.650 
2016 684.155 631.550 620.640 665.560 613.550 573.450 88.920 493.730 325.590 593.000 525.110 516.994 
2017 276.520 445.820 573.340 474.030 406.440 323.195 346.350 424.130 274.400 470.970 451.258 287.613 
Sumber Data: PT. Makassar Tene 
2. Statistik Deskriptif 
Dalam rangka memahami data analisis penelitian, berikut disajikan hasil 
analisis statistika deskriptif. 
Tabel 4.2 Statistika Deskriptif Jumlah Permintaan Gula Rafinasi (Bags per bulan) 
dari tahun 2011-2017 di PT. Makassar Tene. 
Tahun Minimum 
First 
Quartil 
Median Mean 
Third 
Quartil 
Maximum 
2011 366.621 543.710 629.142 585.864 651.713 722.047 
2012 340.675 470.823 544.590 526.774 609.537 661.719 
2013 183.350 254.550 345.410 375.174 492.724 705.536 
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Tahun Minimum 
First 
Quartil 
Median Mean 
Third 
Quartil 
Maximum 
2014 124.449 250.194 365.469 372.660 547.707 586.370 
2015 159.440 209.714 289.537 312.823 398.275 505.130 
2016 88.920 523.081 583.225 544.791 623.386 684.155 
2017 274.400 314.300 415.285 396.172 456.186 573.340 
Pada Tabel 4.2 dapat dilihat bahwa rata-rata permintaan gula rafinasi di PT. 
Makassar Tene yang tertinggi terdapat  pada tahun 2011 yaitu sebesar 585.864 Bags 
gula dan yang terendah terdapat pada tahun 2015 yaitu sebesar 312.823 Bags gula. 
Dari tabel 4.2 dapat juga dilihat bahwa nilai permintaan paling rendah terdapat pada 
tahun 2016 yaitu sebesar 88.920 Bags gula dan nilai permintaan paling tinggi 
terdapat pada tahun 2011 yaitu sebesar 722.047 Bags gula.  
 
 
Gambar 4.1 Plot Data Statistik Deskriptif  Nilai Minimum 2011-2017 
Pada Gambar 4.1 dapat dilihat bahwa nilai permintaan minimum dari tahun 
2011 mengalami penurunan sampai tahun 2014 kemudian mengalami peningkatan 
pada tahun 2015 dan mengalami penurunan pada tahun 2016 serta kembali 
mengalami peningkatan pada tahun 2017. 
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Gambar 4.2 Plot Data Statistik Deskriptif  Nilai Mean 2011-2017 
Pada Gambar 4.2 dapat dilihat bahwa nilai rata-rata permintaan dari tahun 2011 
mengalami penurunan sampai tahun 2015 kemudian mengalami peningkatan pada 
tahun 2016 dan kembali mengalami penurunan pada tahun 2017. 
 
Gambar 4.3 Plot Data Statistik Deskriptif  Nilai Maksimum 2011-2017 
Pada Gambar 4.3 dapat dilihat bahwa nilai permintaan maksimum dari 
tahun 2011 mengalami penurunan pada tahun 2012 kemudian mengalami 
peningkatan pada tahun 2013 dan kembali mengalami penurunan sampai dengan 
tahun 2015 serta kembali mengalami peningkatan pada tahun 2016 dan 
mengalami penurunan pada tahun 2017. 
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3. Identifikasi Model Time Series 
Untuk mendapatkan hasil prakiraan ramalan jumlah permintaan gula 
rafinasi maka data yang telah ditentukan akan dianalisis dengan metode ARIMA 
(Autoregressive Integrated Moving Average). Secara umum tahap-tahap dalam 
menganalisis adalah sebagai berikut: 
a. Melakukan plot time series, ACF dan PACF 
Langkah awal yang dilakukan dalam menentukan model deret waktu pada 
tahapan identifikasi yaitu memeriksa kestasioneran data melalui diagram deret 
waktu. Time series plot jumlah permintaan gula rafinasi dari tahun 2011 sampai 
dengan 2017 sebagaimana pada Gambar 4.4 berikut: 
 
Gambar 4.4 Plot Data Permintaan Gula Rafinasi Periode 2011-2017 
Pada Gambar 4.4 dapat dilihat bahwa data permintaan gula rafinasi dari 
tahun 2011 sampai dengan tahun 2017 mengalami penurunan dan kenaikan 
secara tidak stabil, maka perlu dilakukan pemeriksaan kestasioneran data dalam 
rata-rata. Berdasarkan diagram data deret waktu tersebut dapat disimpulkan 
bahwa data jumlah permintaan gula rafinasi periode 2011 sampai 2017 tidak 
stasioner dalam rata-rata karena terjadi perubahan rata-rata dari waktu ke waktu. 
Jika didapatkan hal yang demikian, data tidak dapat langsung diterapkan untuk 
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mendapatkan model ARIMA terbaik, tetapi terlebih dahulu distasionerkan 
dengan menggunakan metode differencing (pembedaan) dengan mengurangi 
nilai pada suatu periode dengan nilai pada periode sebelumnya. 
Untuk menentukan nilai rata-rata data permintaan darah tersebut digunakan 
persamaan: 
𝑧̅ =
1
𝑛
∑ 𝑧𝑡
𝑛
𝑡=1  (4.1) 
Untuk mengatasi data yang nonstasioner maka dilakukan proses pembedaan 
(differencing) pertama terhadap data yaitu: 
𝑤𝑡 = 𝑧𝑡 − 𝑧𝑡−1  (4.2)  
Untuk t=2,3,4,…,84 diperoleh hasil sebagai berikut: 
𝑤2 = 𝑧2 − 𝑧2−1  
𝑤2 = 𝑧2 − 𝑧1 = 559125 - 618089 = -58964 
𝑤3 = 𝑧3 − 𝑧3−1  
𝑤3 = 𝑧3 − 𝑧2 = 631798 – 559125 = 72673 
⋮  
𝑤84 = 𝑧84 − 𝑧83 = 287613 – 451258 = -163645 
 
 Setelah dilakukan pembedaan (differencing) pertama, maka selanjutnya 
membuat plot data hasil dari proses differencing pertama dengan hasil 
sebagaimana pada Gambar 4.5 berikut: 
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Gambar 4.5 Plot Data Jumlah Permintaan Gula Rafinasi Periode 2011-2017 
Hasil Differencing Pertama 
 
  Berdasarkan plot time series pada gambar 4.5 dapat dilihat bahwa pola yang 
terbentuk mengindikasikan bahwa data telah stasioner sehingga data tersebut 
langsung digunakan untuk pembentukan model ARIMA. Hal tersebut dapat 
dilihat dengan menggunakan test ADF (Augmented Dickey-Fuller) seperti pada 
tabel 4.3 serta menghasilkan nilai p-value yang lebih kecil dari α yaitu 0.01 < 
5%. Data hasil differencing pertama sudah bersifat stasioner karena 
menghasilkan nilai p-value yang kurang dari 5%.  
Tabel 4.3  Hasil Uji Augmented Dickey Fuller (ADF) 
Dickey Fuller p-value Alternative Hypothesis 
-6,016 0,01 stationary 
 
b. Menganalisis plot ACF dan PACF 
Berdasarkan hasil differencing pertama, kestasioneran telah terpenuhi maka 
langkah selanjutnya yaitu menentukan nilai taksiran ACF dan PACF 
sebagaimana pada Gambar 4.6 dan Gambar 4.7 berikut: 
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Gambar 4.6 Plot Fungsi Autokorelasi Data Jumlah Permintaan Gula 
Rafinasi Periode 2011-2017 Hasil Differencing Pertama 
Untuk menentukan nilai taksiran ACF (Autocorrelation Function)  
digunakan persamaan berikut: 
1
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Tabel 4.4 Nilai Taksiran ACF (Autocorrelation Function) 
Lag ACF (Autocorrelation Function) 
1 -0.260 
2 -0.056 
3 -0.177 
4 0.008 
5 -0.040 
6 0.144 
7 -0.043 
8 0.112 
9 -0.212 
10 0.012 
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Lag ACF (Autocorrelation Function) 
11 0.050 
12 0.105 
13 -0.046 
14 -0.021 
15 -0.099 
16 0.004 
17 -0.067 
18 -0.031 
19 0.150 
20 -0.008 
21 -0.031 
22 0.002 
23 -0.019 
24 0.112 
 
Berdasarkan Gambar 4.6 dapat dilihat bahwa pada plot ACF  lag 1 melewati 
garis biru yang merupakan batas limit confidence lower atau batas signifikan bawah 
yang artinya pada plot ACF hasil differencing pertama signifikan pada lag 1. Hal 
ini dapat disimpulkan bahwa adanya pola moving average (MA) dan membentuk 
model MA (1) 
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Gambar 4.7 Plot Fungsi Autokorelasi Parsial Data Jumlah Permintaan Gula     
Rafinasi Periode 2011-2017 Hasil Differencing Pertama 
 
Untuk menentukan nilai taksiran PACF tersebut adalah : 
𝜙11 =  𝑟1 
𝜙22 =
𝑟2 − 𝑟1
2
1 − 𝑟12
 
Tabel 4.5 Nilai Taksiran PACF (Partial Autocorrelation Function) 
Lag 
PACF (Partial Autocorrelation 
Function) 
1 -0.260 
2 -0.133 
3 -0.249 
4 -0.148 
5 -0.160 
6 0.022 
7 -0.042 
8 0.104 
9 -0.135 
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Lag 
PACF (Partial Autocorrelation 
Function) 
10 -0.080 
11 0.026 
12 0.064 
13 0.006 
14 -0.031 
15 -0.065 
16 -0.074 
17 -0.134 
18 -0.236 
19 -0.022 
20 -0.053 
21 -0.039 
22 -0.003 
23 -0.021 
24 0.133 
 
Berdasarkan Gambar 4.7 terlihat lag 1 dan lag 3 melewati batas limit 
confidence lower atau batas signifikan bawah yang artinya pada plot PACF hasil 
differencimg pertama signifikan pada pada lag 1 dan lag 3. Hal ini dapat 
disimpulkan bahwa adanya pola autoregressive (AR) dan membentuk model AR 
(1) dan AR (3). 
c. Estimasi Model ARIMA (p,d,q) yang sesuai. 
Berdasarkan pada hasil analisa plot ACF yaitu grafik signifikan pada lag 1 
dan PACF signifikan pada lag 1 dan lag 3, maka data hasil differencing pertama 
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disimpulkan bahwa data sudah bersifat stasioner dan dapat ditentukan model 
sementara yaitu ARIMA (1,1,1) dan model ARIMA (3,1,1) 
4. Penaksiran Parameter dan Pemeriksaan Diagnostik 
Setelah diperoleh model-model pada tahap identifikasi, maka selanjutnya 
dilakukan penaksiran parameter dan pemeriksaan diagnostik untuk model ARIMA 
(1,1,1), dan ARIMA (3,1,1).  
1. ARIMA(1,1,1) 
Tabel 4.6 Hasil Analisis Model ARIMA(1,1,1) 
Parameter Coefficient 
Standar 
Error 
MSE 
Log 
likehood 
AIC 
𝜙1 -0,2531 0,1072 
1,814e+10 -464,03 2180,57 
𝜃1 -1,0000 0,0317 
 
Berdasarkan Tabel 4.6 didapatkan nilai masing-masing koefisien adalah 
𝜙1 = −0,2531  dengan nilai standard error = 0,1072 dan 𝜃1 = −1,0000 
memiliki standard error sebesar 0,0317 dengan nilai MSE = 1,814e+10, nilai 
log likehood = -1087,29 dan nilai AIC (Akaike Info Criterion) = 2180,57. 
Untuk parameter 𝜙1 dan standard error akan dilakukan uji hipotesis 
sebagai berikut: 
𝐻0 ∶  𝜙1 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝜙1 ≠ 0 (parameter signifikan) 
Statistik Uji: 
|𝑡| =
(?̂?1)
𝑠𝑒(?̂?1)
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Kriteria Uji: 
Tolak 𝐻0 jika |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, 𝑛𝑝 adalah banyaknya parameter.  
Keputusan: 
Dengan tingkat signifikansi (𝛼) = 0,05, dan dapat dihitung nilai statistik 
uji. Berdasarkan hasil di atas maka diperoleh : 
|𝑡| = |
−0,2531
0,1072
| = |−2,3610| = 2,3610 
Berdasarkan tabel t diperoleh nilai 𝑡 (df = n – 1 = 84 – 1 = 83 ; 
𝛼
2
 = 0,025) 
= 1,98896. Karena |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, maka 𝐻0 ditolak sehingga parameter 
𝜙1 signifikan.  
Selanjutnya, untuk parameter 𝜃1 dan standard error akan dilakukan uji 
hipotesis sebagai berikut: 
𝐻0 ∶  𝜃1 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝜃1 ≠ 0 (parameter signifikan) 
Statistik Uji: 
|𝑡| =
(?̂?1)
𝑠𝑒(?̂?1)
  
Kriteria Uji: 
Tolak 𝐻0 jika |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, 𝑛𝑝 adalah banyaknya parameter.  
Keputusan: 
Dengan tingkat signifikansi (𝛼) = 0,05, dan dapat dihitung nilai statistik 
uji. Berdasarkan hasil di atas maka diperoleh : 
|𝑡| = |
−1,0000
0,0317
| = |−31,5457| = 31,5457 
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Berdasarkan tabel t diperoleh nilai 𝑡 (df = n – 1 = 84 – 1 = 83 ; 
𝛼
2
 = 0,025) 
= 1,98896. Karena |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, maka 𝐻0 ditolak sehingga parameter 
𝜃1 signifikan. 
2. ARIMA (3,1,1) 
Tabel 4.7 Hasil Analisis Model ARIMA(3,1,1) 
Parameter Coefficient 
Standar 
Error 
MSE 
Log 
likehood 
AIC 
𝜙1 -0,3176 0,1076 
1,669e+10 -1084,32 2178,64 
𝜙2 -0,1964 0,1111 
𝜙3 -0,2375 0,1076 
𝜃1 -1,0000 0,337 
 
Berdasarkan Tabel 4.7 didapatkan nilai masing-masing koefisien adalah  
𝜙1 =  −0,3176 memiliki nilai standard error sebesar 0,1076, 𝜙2 =  −0,1964, 
memiliki nilai standard error sebesar 0,1111,  𝜙3 =  −0,2375, memiliki nilai 
standard error sebesar 0,1076 dan 𝜃1 = −1,0000 memiliki standard error 
sebesar 0,0337 dengan nilai MSE = 1,669e+10, nilai log likehood = -1084,32 
dan nilai AIC (Akaike Info Criterion) = 2178,64. 
Untuk parameter 𝜙1 dan standard error akan dilakukan uji hipotesis 
sebagai berikut: 
𝐻0 ∶  𝜙1 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝜙1 ≠ 0 (parameter signifikan) 
Statistik Uji: 
|𝑡| =
(?̂?1)
𝑠𝑒(?̂?1)
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Kriteria Uji: 
Tolak 𝐻0 jika |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, 𝑛𝑝 adalah banyaknya parameter.  
Keputusan: 
Dengan tingkat signifikansi (𝛼) = 0,05, dan dapat dihitung nilai statistik 
uji. Berdasarkan hasil di atas maka diperoleh : 
|𝑡| = |
−0,3176
0,1076
| = |−2,9516| = 2,9516 
Berdasarkan tabel t diperoleh nilai 𝑡 (df = n – 1 = 84 – 1 = 83 ; 
𝛼
2
 = 0,025) 
= 1,98896. Karena |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, maka 𝐻0 ditolak sehingga parameter 
𝜙1 signifikan.  
Selanjutnya untuk parameter 𝜙2 dan standard error dilakukan uji hipotesis 
sebagai berikut: 
𝐻0 ∶  𝜙2 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝜙2 ≠ 0 (parameter signifikan) 
Statistik Uji: 
|𝑡| =
(?̂?2)
𝑠𝑒(?̂?2)
  
Kriteria Uji: 
Tolak 𝐻0 jika |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, 𝑛𝑝 adalah banyaknya parameter.  
Keputusan: 
Dengan tingkat signifikansi (𝛼) = 0,05, dan dapat dihitung nilai statistik 
uji. Berdasarkan hasil di atas maka diperoleh : 
|𝑡| = |
−0,1964
0,1111
| = |−1,7677| = 1,7677 
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Berdasarkan tabel t diperoleh nilai 𝑡 (df = n – 1 = 84 – 1 = 83 ; 
𝛼
2
 = 0,025) 
= 1,98896. Karena |𝑡| < 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, maka 𝐻0 diterima sehingga 
parameter 𝜙2 tidak signifikan.  
Kemudian untuk parameter 𝜙3 dan standard error dilakukan uji hipotesis 
sebagai berikut: 
𝐻0 ∶  𝜙3 = 0 (parameter tidak signifikan) 
𝐻1 ∶  𝜙3 ≠ 0 (parameter signifikan) 
Statistik Uji: 
|𝑡| =
(?̂?3)
𝑠𝑒(?̂?3)
  
Kriteria Uji: 
Tolak 𝐻0 jika |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, 𝑛𝑝 adalah banyaknya parameter.  
Keputusan: 
Dengan tingkat signifikansi (𝛼) = 0,05, dan dapat dihitung nilai statistik 
uji. Berdasarkan hasil di atas maka diperoleh : 
|𝑡| = |
−0,2375
0,1076
| = |−2,2072| = 2,2072 
Berdasarkan tabel t diperoleh nilai 𝑡 (df = n – 1 = 84 – 1 = 83 ; 
𝛼
2
 = 0,025) 
= 1,98896. Karena |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, maka 𝐻0 ditolak sehingga parameter 
𝜙3 signifikan.  
Selanjutnya untuk parameter 𝜃1 dan standard error akan dilakukan uji 
hipotesis sebagai berikut: 
𝐻0 ∶  𝜃1 = 0 (parameter tidak signifikan) 
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𝐻1 ∶  𝜃1 ≠ 0 (parameter signifikan) 
Statistik Uji: 
|𝑡| =
(?̂?1)
𝑠𝑒(?̂?1)
  
Kriteria Uji: 
Tolak 𝐻0 jika |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, 𝑛𝑝 adalah banyaknya parameter.  
Keputusan: 
Dengan tingkat signifikansi (𝛼) = 0,05, dan dapat dihitung nilai statistik 
uji. Berdasarkan hasil di atas maka diperoleh : 
|𝑡| = |
−1,0000
0,0337
| = |−29,6735| = 29,6735 
Berdasarkan tabel t diperoleh nilai 𝑡 (df = n – 1 = 84 – 1 = 83 ; 
𝛼
2
 = 0,025) 
= 1,98896. Karena |𝑡| > 𝑡𝛼
2
 ; 𝑑𝑓=𝑛−𝑛𝑝
, maka 𝐻0 ditolak sehingga parameter 
𝜃1 signifikan. 
Tabel 4.8 Estimasi Parameter Model ARIMA 
Model Parameter 
Nilai 
Parameter 
Nilai 
𝒕𝒉𝒊𝒕𝒖𝒏𝒈 
Nilai 
𝒕𝒕𝒂𝒃𝒆𝒍 
Signifikansi 
ARIMA(1,1,1) 
𝜙1 -0,2531 2,3610 1,98896 Signifikan 
𝜃1 -1,0000 31,5457 1,98896 Signifikan 
ARIMA(3,1,1) 
𝜙1 -0,3176 2,9516 1,98896 Signifikan 
𝜙2 -0,1964 1,17677 1,98896 Tidak 
𝜙3 -0,2375 2,2072 1,98896 Signifikan 
𝜃1 -1,0000 29,6735 1,98896 Signifikan 
Berdasarkan Tabel 4.8 model dengan semua parameter yang terkandung 
sudah signifikan adalah model ARIMA (1,1,1). 
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Setelah dilakukan pengujian kesignifikanan parameter selanjutnya yaitu 
dilakukan tahap pemeriksaan diagnostik model ARIMA (1,1,1) dan didapatkan 
hasil sebagai berikut: 
Tabel 4.9 Hasil Box-Ljung Test Nilai Residual Model ARIMA (1,1,1) 
X-Squared p-value 
0,14945 0,6991 
Tes diagnosa dilakukan untuk mengetahui apakah model sudah memenuhi 
syarat kebaikan suatu model. Dari Tabel  4.9 didapatkan nilai p-value di atas taraf 
signifikan yang telah ditentukan yaitu sebesar 0,05. 
Dengan ini dapat dirumuskan hipotesis 
𝐻0 : residual bersifat white noise 
𝐻1 : residual tidak bersifat white noise 
Karena nilai p-value untuk setiap lag > 0,05 maka 𝐻0 di terima jadi dapat 
disimpulkan bahwa residual bersifat White Noise dan artinya model dapat 
digunakan untuk melakukan peramalan. 
Tabel 4.10 Hasil Kolgomorov  Smirnov Test  
D p-value 
0,046579 0,9282 
Hasil uji distribusi normal sisa residual ditampilkan pada tabel 4.10. Dari 
uji Kolgomorov-Smirnov diperoleh nilai p-value  > 0,05 sehingga dapat 
disimpulkan bahwa sisa memenuhi asumsi distribusi normal. Karena semua 
parameter model signifikan berbeda dari nol, asumsi sisa white noise sudah 
dipenuhi, dan sisa berdistribusi normal, maka model dugaan awal yang diajukan 
yaitu model ARIMA (1,1,1) adalah sesuai. 
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Maka untuk data jumlah permintaan gula rafinasi tersebut model yang 
terbaik adalah model ARIMA (1,1,1) dengan persamaan: 
𝜙𝑝(𝐵)(1 − 𝐵)
𝑑𝑍𝑡 = 𝜃𝑞(𝐵)𝑎𝑡   
(1 − 𝜙1𝐵)(1 − 𝐵)𝑍𝑡 = (1 − 𝜃1𝐵) 𝑎𝑡  
(1 − 𝐵 − 𝜙1𝐵 + 𝜙1𝐵
2)𝑍𝑡 = −𝜃1𝐵𝑎𝑡 + 𝑎𝑡  
𝑍𝑡 − 𝑍𝑡𝐵 − 𝜙1𝐵𝑍𝑡 + 𝜙1𝐵
2𝑍𝑡 = −𝜃1𝐵𝑎𝑡 + 𝑎𝑡  
𝑍𝑡 = 𝑍𝑡−1 + 𝜙1𝑍𝑡−1 − 𝜙1𝑍𝑡−2 − 𝜃1𝑎𝑡−1 + 𝑎𝑡  
𝑍𝑡 = (1 + 𝜙1)𝑍𝑡−1 − 𝜙1𝑍𝑡−2 − 𝜃1𝑎𝑡−1 + 𝑎𝑡   
𝑍𝑡 = 0,7487𝑍𝑡−1 + 0,2513𝑍𝑡−2 + 1,0000𝑎𝑡−1 + 𝑎𝑡   
5. Mengestimasi jumlah permintaan gula rafinasi di PT. Makassar Tene 
Tahap ini adalah tahap yang menentukan hasil prakiraan ramalan yaitu 
diketahui dari model yang terpilih. Dalam hal ini model yang terpilih akan 
digunakan dalam melakukan prakiraan ramalan hasil jumlah permintaan gula 
rafinasi. Tahap prakiraan ramalan dilakukan untuk menentukan nilai-nilai hasil 
prakiraan jumlah permintaan gula rafinasi pada tahun 2018 dan didapatkan hasil 
sebagai berikut: 
Tabel 4.11 Hasil Peramalan ARIMA(1,1,1) 
Periode 
Hasil Prakiraan Ramalan 
ARIMA(1,1,1) 
Januari 2018 37080,8785 
Februari 2018 -13715,3936 
Maret 2018 -860,7419 
April 2018 -4113,7773 
Mei 2018 -3290,5547 
Juni 2018 -3498,8818 
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Periode 
Hasil Prakiraan Ramalan 
ARIMA(1,1,1) 
Juli 2018 -3446,1619 
Agustus 2018 -3459,5034 
September 2018 -3456,1272 
Oktober 2018 -3456,9816 
November 2018 -3456,7653 
Desember 2018 -3456,8201 
 
Dengan melihat hasil peramalan pada Tabel 4.11, maka dapat dilakukan 
perhitungan dengan cara menambahkan hasil data jumlah permintaan gula rafinasi 
dengan hasil data peramalan jumlah permintaan gula rafinasi, dan didapatkan hasil 
sebagai berikut. 
Tabel 4.12 Hasil Peramalan Jumlah Permintaan Gula Rafinasi 
Periode 
Hasil Peramalan 
ARIMA(1,1,1) 
Hasil Peramalan 
Jumlah Permintaan 
Gula Rafinasi (Bags) 
November 2017  451.258 
Desember 2017  287.613 
Januari 2018 37080,8785 324.694 
Februari 2018 -13715,3936 310.978 
Maret 2018 -860,7419 310.118 
April 2018 -4113,7773 306.004 
Mei 2018 -3290,5547 302.713 
Juni 2018 -3498,8818 299.215 
Juli 2018 -3446,1619 295.768 
Agustus 2018 -3459,5034 292.309 
September 2018 -3456,1272 288.853 
Oktober 2018 -3456,9816 285.396 
November 2018 -3456,7653 281.939 
Desember 2018 -3456,8201 278.482 
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Dengan melihat Tabel 4.12 diatas, data hasil prakiraan ramalan jumlah 
permintaan gula rafinasi dapat dikatakan bahwa dalam tahun 2018 terjadi 
peningkatan pada bulan Januari dan pada bulan Februari jumlah permintaan 
mengalami penurunan sampai pada bulan Desember 2018. 
B. Pembahasan 
Berdasarkan hasil penelitian dengan menggunakan metode ARIMA 
diawali dengan memplot data jumlah permintaan gula rafinasi untuk mengetahui 
kestasioneran data dengan melakukan pemeriksaan data dalam nilai rata-rata. 
Berdasarkan diagram data deret waktu tersebut dapat disimpulkan wahwa data 
jumlah permintaan gula rafinasi periode 2011 sampai 2017 tidak stasioner dalam 
rata-rata karena terjadi perubahan rata-rata dari waktu ke waktu. Jika didapatkan 
hal yang demikian, data tidak dapat langsung diterapkan untuk mendapatkan model 
ARIMA terbaik, tetapi terlebih dahulu distasionerkan dengan menggunakan 
metode differencing (pembedaan) dengan mengurangi nilai pada suatu periode 
dengan nilai pada periode sebelumnya. 
 Berdasarkan hasil differencing pertama, maka dilakukan pemeriksaan 
stasioner dengan menggunakan test ADF (Augmented Dickey-Fuller) yang 
menghasilkan nilai p-value yang lebih kecil dari 𝛼 yaitu 0.01 < 5%. Karena nilai p-
value yang kurang dari 5% menunjukkan data hasil differencing pertama sudah 
bersifat stasioner.  
Berdasarkan plot ACF dan PACF data hasil proses differencing pertama 
diperoleh model sementara yaitu model ARIMA (1,1,1) dan model ARIMA (3,1,1). 
Dengan melakukan penaksiran dan pengujian parameter maka didapatkan model 
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yang signifikan yaitu model ARIMA (1,1,1) dengan nilai residual MSE yaitu 
1,814e+10. Karena semua parameter model signifikan berbeda dari nol, asumsi sisa 
white noise sudah dipenuhi, dan sisa berdistribusi normal, maka model dugaan awal 
yang diajukan yaitu model ARIMA (1,1,1) adalah model yamg sesuai.  
Langkah terakhir adalah menggunakan model yang terbaik untuk 
melakukan prakiraan. Model terbaik yang di dapatkan yaitu model ARIMA (1,1,1) 
sehingga model ini siap digunakan untuk prakiraan jumlah permintaan gula 
rafinasi. Tahap prakiraan ramalan dilakukan untuk menentukan nilai-nilai hasil 
prakiraan jumlah permintaan gula rafinasi pada tahun 2018 dan didapatkan hasil 
sebagai berikut: 
Tabel 4.13 Perbandingan Data Asli dengan Data Hasil Prakiraan Jumlah 
Permintaan Gula Rafinasi Tahun 2018 
Data Jan Feb Mar April Mei Juni Juli Agus Sep Okt Nop Des 
Data Asli 204.400 313.390 388.530 367.250 337.510 127.270 239.521      
Hasil 
Prakiraan 
324.694 310.978 310.118 306.004 302.713 299.215 295.768 292.309 288.853 285.396 281.939 278.482 
Selisih 120.294 2.412 78.412 61.246 34.797 101.945 56.247      
Pada tabel 4.13 dapat dilihat bahwa terjadi perbedaan antara hasil prakiraan 
jumlah permintaan gula rafinasi pada tahun 2018 dengan data asli. Pada bulan 
Januari terjadi selisih hasil prakiraan dengan data asli sebesar 120.294 bags, bulan 
Februari sebesar 2.412 bags, bulan Maret sebesar 78.412 bags, bulan April sebesar 
61.246 bags, bulan Mei sebesar 34.797 bags, bulan Juni sebesar 101.945 bags, dan 
bulan Juli sebesar 56.247 bags gula. 
Ketetapan dari suatu metode prakiraan merupakan kesesuaian dari suatu 
metode yang menunjukkan seberapa jauh model prakiraan tersebut mampu 
meramalkan data aktual. Nilai hasil prakiraan akan selalu berbeda dengan data 
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aktual. Perbedaan antara nilai prakiraan dengan data aktual disebut kesalahan 
prakiraan (error). Prakiraan permintaan memiliki karakteristik tertentu yang 
berlaku secara umum. Karakteristik ini harus diperhatikan untuk menilai hasil suatu 
proses prakiraan permintaan dan metode prakiraan yang digunakan.  
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BAB V 
PENUTUP 
A. Kesimpulan 
Kesimpulan yang didapatkan berdasarkan hasil dan pembahasan adalah 
sebagai berikut: 
1. Model time series terbaik pada prakiraan jumlah permintaan gula rafinasi di 
PT. Makassar Tene, periode Januari 2018 sampai Desember 2018 
menggunakan model ARIMA (1,1,1) dengan persamaan : 
𝑍𝑡 = 0,7487𝑍𝑡−1 + 0,2513𝑍𝑡−2 + 1,0000𝑎𝑡−1 + 𝑎𝑡    
2. Hasil prakiraan jumlah permintaan gula rafinasi dapat dikatakan bahwa dalam 
tahun 2018 terjadi kenaikan pada bulan Januari kemudian setelahnya 
mengalami penurunan permintaan gula rafinasi tiap bulannya.  
B. Saran 
Mengacu pada hasil-hasil yang dicapai dan manfaat yang diharapkan dari 
hasil penelitian, maka peneliti menyarankan: 
1. Diharapkan kepada pembaca yang tertarik dengan time series agar kiranya 
melakukan penelitian lebih lanjut mengenai prakiraan ramalan jumlah 
permintaan gula rafinasi agar dapat mendapatkan model yang lebih baik. 
2. Dengan memperhatikan hasil peramalan jumlah permintaan gula rafinasi pada 
tahun 2018, diharapkan PT Makassar Tene menjadikan hasil peramalan yang 
didapatkan pada penelitian ini sebagai salah satu pertimbangan untuk 
melakukan antisipasi terhadap permintaan gula rafinasi yang akan datang. 
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3. Diharapkan kepada peneliti selanjutnya yang ingin meneliti peramalan jumlah 
permintaan gula rafinasi agar menggunakan metode peramalan yang berbeda. 
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Lampiran 1: Data Jumlah Permintaan Gula Rafinasi periode Januari 2011 sampai Juli 2017 
Thn.bln Jan Feb Mar April Mei Juni Juli Agus Sep Okt Nop Des 
2011 618.089 559.125 631.798 641.968 722.047 653.556 626.486 497.463 366.621 651.099 689.834 372.289 
2012 379.593 369.846 501.233 606.059 661.719 619.971 554.592 340.675 534.587 513.136 637.895 601.977 
2013 705.542 507.252 491.449 316.855 630.648 65.2278 752.584 521.650 540.321 593.428 475.112 541.019 
2014 587.449 442.020 587.957 589.031 618.806 663.663 448.201 391.442 309.473 169.752 170.590 124.449 
2015 290.740 210.450 159.440 205.365 451.600 295.499 207.507 265.660 288.334 380.500 505.130 493.650 
2016 684.155 631.550 620.640 665.560 613.550 573.450 88.920 493.730 325.590 593.000 525.110 516.994 
2017 276.520 445.820 573.340 474.030 406.440 323.195 346.350 424.130 274.400 470.970 451.258 287.613 
Lampiran 2: Output data yang di import kedalam program R 
> permintaangula=ts(read.csv("E:/DATA/MT.csv"), frequency = 12, start = 2011) 
> permintaangula 
        Jan    Feb    Mar    Apr    May    Jun    Jul    Aug    Sep    Oct    Nov    Dec 
2011 618089 559125 631798 641968 722047 653556 626486 497463 366621 651099 689834 372289 
2012 379593 369846 501233 606059 661719 619971 554592 340675 534592 513136 637895 601977 
2013 705542 507252 491449 316855 630548 652278 752584 521650 540321 593428 475112 541019 
2014 587449 442020 587957 589031 618806 663663 448201 391442 309473 169752 170590 124449 
2015 290740 210450 159440 205365 451600 295499 207507 265660 288334 380500 505130 493650 
2016 684155 631550 620640 665560 613550 573450  88920 493730 530830 593000 525110 516994 
2017 276520 445820 573340 474030 406440 323195 346350 424130 274400 470970 451258 287613 
 
 
Lampiran 3: Output Hasil Differencing Pertama 
> permintaangula1=diff(permintaangula) 
> permintaangula1 
         Jan     Feb     Mar     Apr     May     Jun     Jul     Aug     Sep     Oct     Nov     Dec 
2011          -58964   72673   10170   80079  -68491  -27070 -129023 -130842  284478   38735 -317545 
2012    7304   -9747  131387  104826   55660  -41748  -65379 -213917  193917  -21456  124759  -35918 
2013  103565 -198290  -15803 -174594  313693   21730  100306 -230934   18671   53107 -118316   65907 
2014   46430 -145429  145937    1074   29775   44857 -215462  -56759  -81969 -139721     838  -46141 
2015  166291  -80290  -51010   45925  246235 -156101  -87992   58153   22674   92166  124630  -11480 
2016  190505  -52605  -10910   44920  -52010  -40100 -484530  404810   37100   62170  -67890   -8116 
2017 -240474  169300  127520  -99310  -67590  -83245   23155   77780 -149730  196570  -19712 -163645 
 
                              
Lampiran 4: Output Hasil Test ADF (Augmented Dickey-Fuller) 
> adf.test(permintaangula1) 
 
 Augmented Dickey-Fuller Test 
 
data:  permintaangula1 
Dickey-Fuller = -6.016, Lag order = 4, p-value = 0.01 
alternative hypothesis: stationary 
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Lampiran 5: Output Nilai ACF 
> autokorelasi=Acf(permintaangula1) 
> autokorelasi 
 
Autocorrelations of series ‘permintaangula1’, by lag 
 
     0      1      2      3      4      5      6      7      8      9     10     11     12     13     14     15      
 1.000 -0.260 -0.056 -0.177  0.008 -0.040  0.144 -0.043  0.112 -0.212  0.012  0.050  0.105 -0.046 -0.021 -0.099   
    16     17     18     19     20     21     22     23     24 
 0.004 -0.067 -0.031  0.150 -0.008 -0.031  0.002 -0.019  0.112  
 
 
Lampiran 6: Output Nilai PACF 
> partialautokorelasi=PAcf(permintaangula1) 
> partialautokorelasi 
 
Partial autocorrelations of series ‘permintaangula1’, by lag 
 
     1      2      3      4      5     6       7      8      9    10      11     12     13     14     15     16      
-0.260 -0.133 -0.249 -0.148 -0.160  0.022 -0.042  0.104 -0.135 -0.080  0.026  0.064  0.006 -0.031 -0.065 -0.074  
    17     18     19     20     21     22     23     24 
-0.134 -0.236 -0.022 -0.053 -0.039 -0.003 -0.021  0.133 
 
 
Lampiran 7: Output model ARIMA (1,1,1) 
> model1=arima(permintaangula1, order = c(1,1,1)) 
> model1 
 
Call: 
arima(x = permintaangula1, order = c(1, 1, 1)) 
 
Coefficients: 
          ar1      ma1 
      -0.2531  -1.0000 
s.e.   0.1072   0.0317 
 
sigma^2 estimated as 1.814e+10:  log likelihood = -1087.29,  aic = 2180.57 
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Lampiran 8: Output model ARIMA (3,1,1) 
> model2=arima(permintaangula1, order = c(3,1,1)) 
> model2 
 
Call: 
arima(x = permintaangula1, order = c(3, 1, 1)) 
 
Coefficients: 
          ar1      ar2      ar3      ma1 
      -0.3176  -0.1964  -0.2375  -1.0000 
s.e.   0.1076   0.1111   0.1076   0.0337 
 
sigma^2 estimated as 1.669e+10:  log likelihood = -1084.32,  aic = 2178.64 
 
 
Lampiran 9: Output Uji White Noise Model (1,1,1) 
> residual=resid(model1) 
> Box.test(residual), type = "Ljung-Box") 
 
 Box-Ljung test 
 
data:  residual 
X-squared = 0.14945, df = 1, p-value = 0.6991 
 
 
Lampiran 10: Analisis Uji Distribusi Normal Residual 
> nortest::lillie.test(residual) 
 
 Lilliefors (Kolmogorov-Smirnov) normality test 
 
data:  residual 
D = 0.046579, p-value = 0.9282 
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Lampiran 11: Output hasil peramalan jumlah permintaan gula rafinasi untuk 12 periode 
selanjutnya 
> peramalan<-predict(model1, n.ahead = 12) 
> peramalan 
$`pred` 
             Jan         Feb         Mar         Apr         May         Jun         Jul         Aug         Sep 
2018  37080.8785 -13715.3936   -860.7419  -4113.7773  -3290.5547  -3498.8818  -3446.1619  -3459.5034  -3456.1272 
             Oct         Nov         Dec 
2018  -3456.9816  -3456.7653  -3456.8201 
 
$se 
          Jan      Feb      Mar      Apr      May      Jun      Jul      Aug      Sep      Oct      Nov      Dec 
2018 135481.1 139353.7 139698.8 139695.4 139701.6 139700.4 139700.7 139700.6 139700.7 139700.6 139700.6 139700.6 
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Lampiran 12: Surat Izin Penelitian Penyusunan Skripsi  
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Lampiran 13: Surat Persetujuan Penelitian
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Lampiran 14: Surat Keterangan Validasi Penilaian Kelayakan dan Subtansi Program 
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