We obtain conditions on the behavior at infinity of the mean curvature of a graph under volume growth assumptions. An L q comparison result is also given.
Introduction.
Let (M, , ) be a complete (noncompact), m-dimensional, m ≥ 2, Riemannian manifold and, for a fixed reference point o ∈ M , set r(x) = dist (M, , ) (o, x) . Thus B R and ∂B R denote, respectively, the geodesic ball and sphere of radius R centered at o. In what follows we shall always assume M connected.
We associate to a smooth function u : M → R its graph Γ u : M → M ×R, defined by Γ u : x → (x, u(x)).
Indicating with (, ) the product metric on M × R, Thus, if a(x) is constant, Γ u has constant mean curvature and if a(x) ≡ 0, Γ u is a minimal graph (and u is a minimal map). When M = R m is the Euclidean space, a result of S. Bernstein [B1] , [B2] for surfaces (later improved in varying ways by E. Heinz [H] , by S.S. Chern [S] , and by R. Finn [F] ) implies that a graph with constant mean curvature defined on all of M = R m is necessarily minimal. We point out that at the heart of these arguments there are estimates for the mean curvature in terms of isoperimetric quantities.
This was later generalized to the case of graphs over Riemannian manifolds by I. Salavessa [S] , who showed that if Γ is a parallel mean curvature graph over (M, , ) , then
where h(M ) is the Cheeger constant of M, and ||H Γ || the (constant) length of the mean curvature vector of Γ. Now, if M has subexponential volume growth, then h(M ) = 0, and Γ is a minimal graph. When M has a faster volume growth there might exist non-minimal constant mean curvature graphs, as the following example shows. Let H m be the hyperbolic space with canonical metric , of constant negative curvature −1, which we realize, in polar coordinates (r, θ) ∈ (0, +∞) × S m−1 , as Thus, in order to obtain a result similar to that of Bernstein mentioned above when (M, , ) grows at most exponentially, it seems natural to require some growth conditions on u. Indeed, if we assume that u(x) = o(r(x)) as r(x) → +∞, then the constant mean curvature graph Γ u is minimal. We refer to [RSV] for a precise statement and details. In this note we prove:
and with mean curvature a(x) ∈ C ∞ (M ) of constant sign. Assume that (M, , ) satisfies one of the following growth assumptions:
for some constant C > 0. Then, corresponding to cases (i), (ii), (iii) we respectively have:
Note that if (iii) holds then (jjj) implies that a constant mean curvature graph satisfying (0.1) is minimal.
In Section 2 we describe examples which show that Theorem A is fairly sharp.
Many results in the study of assigned mean curvature graphs, rely on comparison-type properties and Theorem A is no exception (see Corollary 1.2). Loosely speaking, given a domain Ω suppose that u and v satisfy
We look for conditions ensuring the possibility of extending inequality (0.2) ii) to all of Ω. There is a vast literature on the subject ranging from the geometrical to the analytical approach. We limit ourselves to quote the papers [CK] , [Hw] , [Hw1] , [M] which are closely related with the results below. Our contribution is twofold. In Theorem 1.1 we analyze the case where the strict inequality holds in (0.2) i), while in Theorem 1.3 we prove an L q -comparison result from which the next uniqueness statement follows at once.
Assume that, for some q > 1,
The sharpness of Theorem 1.3 (and thus of Theorem B) is discussed in Section 2.
For further details and related properties, for instance the case q = 1, we refer the reader to Section 1.
We would like to stress that in all the results presented in the sequel, we do not impose curvature restrictions on the underlying manifold (M, , ) .
We use the variable constant convention and denote with C a positive constant whose actual value may vary from place to place. a very careful reading and several suggestions that led to an improvement of the paper.
Proof of the results.
The proof of Theorem 1.1 below is a variation of some ideas of Grigor'yan originally used, in the linear setting, to guarantee stochastic completeness, [G] , and, later, [G1] , to show the non-existence of nontrivial bounded solutions of the Schrödinger equation
on complete manifolds. We provide details because of some differences and for the sake of completeness. First, we recall the following inequality due to Mikljukov, [M] , p. 265, Hwang [Hw] , p. 342, and Collin and Krust [CK] , p. 452, that we shall use below and in Lemma 1.
where, for the ease of notation, we have set 
where the function h : [R, +∞) → (0, +∞) is continuous and monotonic non-increasing.
(1.4)
Proof. Let u, v be solutions of (1.4) i) and ii). We consider first the case where q(x) ≡ 0 and assume by contradiction that there exists x 0 in the support Supp (q) of q such that
We set γ = sup Ω (u−v) so that 0 < γ < +∞. We introduce a new parameter t ∈ [0, +∞) and a new function w on Ω × [0, +∞),
respectively, a compactly supported Lipschitz function, to be chosen later. Finally, for ease of notation we write ϕ(t) = (1 + t 2 ) − 1 2 for t ≥ 0. Denoting w + = max {0, w} , let Z be the Lipschitz vector field defined by
We compute its divergence and we use (
Using the Schwarz and the Mikljukov-Hwang-Collin-Krust inequalities we obtain
We note that, by definition of w, Z = 0 on ∂Ω for every t in [0, T ) and that
and use the divergence theorem and (1.7) ii) to deduce
Integrating by parts with respect to t on [T 1 , T 2 ] the LHS, and using the elementary inequality 2ab ≤ εa 2 + ε −1 b 2 , a, b ≥ 0, ε > 0 with appropriate choices of ε on the last two terms of the RHS of the above inequality, yield
Denoting by C > 0 a constant to be chosen later, we define
and we let
If C in (1.9) is chosen so as to have
We fix R 1 > R 2 and we choose ψ radial satisfying
where we have set
With these choices of ψ and g, inserting (1.12) into (1.10) yields
We now distinguish two cases.
First case. Condition (1.2) is satisfied. Let T 2 = T . We use (1.13) together with (1.6) and the co-area formula to get
valid for all radial Lipschitz functions satisfying (1.11). Letting ψ be the function defined by
Fix D such that (1.3) holds. Then there exist constants C = C(R 2 ) > 0 and α > 0 such that
Hence, whenever we choose 0 ≤ T 1 < T 2 so that T 2 − T 1 ≤ α, it follows from (1.14) that
exists, and assumption (1.2), together with
Choosing T 1 = 0 and 0 < T 2 ≤ α, (1.7) i) and (1.16) yield
Proceeding in this way we get E(R, T ) = 0 for each T ≥ 0 and R > 0. It follows from the definition of
Using (1.5) we obtain a contradiction.
Second case. Suppose that Condition (1.3) holds. We choose τ > 0, η ∈ (0, τ] and we set
Next, for every R, we choose a radial function ψ = ψ R satisfying (1.11) and such that
for some constant C > 0 independent of R. Then, (1.13), the definitions of w + and γ, and the fact that
We choose η = η(R, τ ) so small that
According to (1.2), this holds provided
Then, (1.17) gives
A simple verification shows that
(1.19)
Because of (1.19) i), ii) we can use inequality (1.18) to obtain
for each k = 0, . . . , k 0 + 1. Recalling (1.19) iii) and (1.7) i), we obtain
whence, letting R tend to +∞,
Since q > 0 in a neighborhood of x 0 , we deduce
that is
Since τ can be arbitrarily large, this yields the contradiction required to complete the proof that u(x 0 ) ≤ v(x 0 ) even in this case.
To conclude, we consider first the case where ∂Ω = ∅. By what showed above, u ≤ v on Supp(q), and we need to prove that the inequality holds on the whole of Ω. The authors are indebted to the referee who suggested the following argument. If (1.3) holds, then for every R there exist R < r 1 < r 2 < 3R/2, such that p(r) > 0 in (r 1 , r 2 ). By what proved above, u ≤ v on B r 2 \ B r 1 ∩ Ω. By the maximum principle, the inequality holds on B r 2 ∩ Ω, and, letting R → +∞, it holds on Ω.
Assuming instead the validity of (1.2), we distinguish two cases. If p(t) is not in L 1 (+∞), then p(r i ) > 0 along a sequence r i → +∞, and the conclusion follows as above.
and the conclusion follows from Theorem 1.6 below (whose proof is independent of Theorem 1.1). Next, let Ω = M . If q(x) ≡ 0, the argument above shows that u ≤ v on M . Since u+A satisfies the same assumptions as u, it follows that u+A ≤ v for every A. Since this is clearly impossible, this shows that there are no solutions of (1.4) i) satisfying (1.4) ii).
Finally, if Ω = ∅ and q(x) ≡ 0 on M , the conclusion follows from Theorem 1.6 as above.
Remark. Conditions (1.2) and (1.3) are independent of each other. To see this consider the following examples.
(1) Let R 2 \ {0} = (0, +∞) × S 1 be endowed with the metric 
Thus, for each D > 0 and for each R > e large enough, it holds
proving that Condition (1.2) is not satisfied. On the other hand,
for some constant C > 0, so that, setting h to denote the RHS of this latter inequality, Condition (1.3) is met.
(2) We let (M, , ) = R 2 , can and we define p(s) = 1 4 (s + e) 2 log(s + e) · Then, we have
proving that Condition (1.2) is met. On the other hand,
as R → +∞ for some constant C > 0. In the remaining cases, one proceeds in a similar way, using (1.3) instead of (1.2).
Proof of Theorem

Lemma 1.2. Let Ω ⊆ (M, , ) be an unbounded domain and let
is nonempty, with boundary ∂Ω B contained in Ω, and u − v is nonconstant on Ω B . Suppose that
on Ω B , and let λ ∈ C 1 (R) satisfy
Proof. We keep the notation ϕ(t) = 1 + t 2 − 1 2
. Let Z be the vector field defined by
Note that by our choice of λ, and the assumption that 
so that, by the co-area formula
From (1.25) and (1.26) we obtain
Since our assumptions on u − v and on Ω B imply that ∇(u − v) = 0 on Ω B , we deduce that there exists R 1 > 0 such that, for each s ≥ R 1 ,
and therefore, by (1.27), H (s) and ζ(s) > 0 for s > R 1 . Rearranging we obtain
and then, integrating over [R, r] 
Recalling the definitions of H(R) and ζ(s) we obtain (1.24).
Remark. Under the assumption that α and β satisfy (1.21) and (1.22) on M , the proof of Lemma 1.2 goes through with M in place of Ω B and with λ ≡ 1. The conclusion (1.24) is modified accordingly.
Theorem 1.3. Let Ω be an unbounded domain in M , and let
(1.28)
Assume that, for some q > 1, inf ∂Bs∩Ω σ
Remark.
If Ω is bounded, the result is well-known and it holds true regardless of (1.29).
Proof. We consider first the case where ∂Ω = ∅. Assume by contradiction that
We choose B > 0 so small that
Since u ≤ v on ∂Ω = ∅, u−v is nonconstant on (every connected component of) Ω B and ∂Ω B ⊂ Ω. We apply Lemma 1.2 with the choices
and with λ satisfying the further requirement sup R λ = 1. According to (1.24), for each r > R ≥ R 1 > 0, we have 1 Proof of Theorem B. We apply Theorem 1.3 and use the following chain of implications whose proof is left as an exercise.
∈ L 1 (+∞) and either lim inf r→+∞
< +∞, or lim sup r→+∞
(1.30)
Then (1.30) implies (1.31) which implies (1.32).
The assumption q > 1 in Theorem 1.3 is sharp. This will be discussed in Section 2. However, for q = 1, we have the following: Theorem 1.4. Let Ω be an unbounded domain in M , and let u, v ∈ C 2 (Ω)∩ C 0 (Ω) satisfy (1.28). Assume that, for some constants b, C > 0 and every sufficiently large r we have
Proof. The argument resembles that of Theorem 1.3. We thus consider only the case ∂Ω = ∅. We apply Lemma 1.2 with
on [B, +∞), and with λ satisfying sup R λ = 1 to obtain
for r > R ≥ R 0 sufficiently large. Now, using (1.33) i) and ii), we deduce that
for s large. A contradiction is obtained by taking r sufficiently large in (1.34).
Our next result relates to the conclusion of Theorem 1.3. We stress that we do not assume "a priori" that the graphs Γ u and Γ v , associated to u and v, have the same mean curvature.
Proof. Assume, by contradiction, that u − v is nonconstant on Ω. The required contradiction follows applying the remark following the proof of Lemma 1.2 with α(t) = β(t) = e t , and using (1.36) and (1.37).
Because of Condition (1.29), Theorem 1.3 can be naturally regarded as an L q -comparison result. In the literature we can find L ∞ -versions of this result, where (1.29) is replaced by a condition involving u − v ∞ . In a sense, Theorem 1.5 goes in this direction. To the best of our knowledge the most general result of this kind is Theorem 3 in [Hw1] , which improves on Collin and Krust, [CK] , Hwang, [Hw] , Mikljukov, [M] , and Langevin and Rosenberg, [LR] . All these results pertain to unbounded domains of R 2 . As a matter of fact they can be extended to domains in a complete manifold (M, , ) . We briefly describe the argument, which is based on Lemma 1.2 and on a simple companion estimate. In (1.24) of Lemma 1.2, we obtain an upper bound for the quantity
Reasoning in a similar way we can deduce a lower bound of the form
valid for r > R ≥ R 2 > 0 sufficiently large and appropriate λ and β. Combining (1.24) and (1.38) with a suitable choice of α, β, λ, and proceeding as in the proof of Theorem 3 of [Hw1] , we obtain the following: Theorem 1.6. Let Ω ⊆ (M, , ) be an unbounded domain, and let u, v ∈ C 2 (Ω) ∩ C 0 (Ω) satisfy (1.28). Assume that
and that Theorem 1.6 yields a uniqueness result which extends to manifolds Theorem 3 of [Hw1] and Théorème 2 of [CK] .
Some examples.
In this section we describe examples showing that Theorems A and 1.3 are fairly sharp.
Towards this aim, let g(r) ∈ C ∞ ([0, +∞)) be such that
with dθ 2 the standard metric on S m−1 . Because of (2.1) ii), iii) we can extend , to a smooth, obviously complete, metric on R m . Given a function
we may define 
Thus, h(t) → 0 as t → +∞ and h(t) ∈ L 1 (+∞). Again a calculus exercise shows the validity of (2.3). Furthermore, u(x) = β(r(x)) is nonnegative and bounded above, so that (0.1) is satisfied.
The next three examples show that the decay rate conditions for a in Theorem A are almost optimal.
(5) We fix any µ > 0 and we set g(r) = r log e + r 2 1+ 
, and we can choose C 0 > 0 so small that (2.3) is met. Moreover, since h(t) → 0, as t → +∞ and h(t) ∈ L 1 (+∞) we have
Condition (0.1) is satisfied.
(6) Let g(r) = re √ 1+r 2 −1 log(e + r 2 )[log(log(e 2 + r 2 ))] 2 , so that both (2.1) and the volume growth Condition (ii) are satisfied. Let also a(r) = 1 √ 1 + r 2 log(e + r 2 ) log log(e 2 + r 2 ) t log(e + t 2 ) log log(e 2 + t 2 ) 2 · Thus, (2.3) is satisfied. Furthermore, h(t) → 0 as t → +∞ and h(t) ∈ L 1 (+∞), so that,
and Condition (0.1) holds.
(7) Let g(r) = re r 2 log(e + r 2 ) log(log(e 2 + r 2 )) 2 , so that (2.1) and the volume growth Condition (iii) are satisfied, and define a(r) = 1 log(e + r 2 ) log log(e 2 + r 2 ) so that lim r(x)→+∞ a(r(x)) log r(x) log log r(x) 2 −1 > 0.
A computation shows that h(t) = 1 − e −t 2 t log(e + t 2 ) log log(e 2 + t 2 ) 2 , so that (2.3) holds true. Moreover h(t) → 0 as t → +∞ and h(t) ∈ L 1 (+∞) and therefore u is bounded.
We now consider Theorem 1.3. Here, ∂Ω = ∅ since Ω = R 2 . We also note, in this last example, that 1
so that, Condition (1.29) in Theorem 1.3 cannot be improved to q ≥ 1.
We would like to conclude with the following observation. In a recent paper, Alencar and do Carmo, [AdC] , prove that if f : M → (N, h) is an isometrically immersed complete, noncompact hypersurface with constant mean curvature and of at most polynomial growth, then f is minimal provided Ricc (N,h) ≥ 0 and a certain operator has finite index (graphs satisfy this property).
It seems an interesting problem to extend Theorem A in this direction.
