1. Introduction {#se0010}
===============

In recent times, there is increasing attempt by several researchers from different academic spheres to define new probability distributions for appropriate modeling of various complex real-life phenomena. For instance, [@br0010], [@br0110], [@br0240], [@br0290], [@br0200], [@br0210], and so on.

Some of the new probability distributions are quite flexible in that they result in some other well-defined probability distributions when their parameter(s) are set to certain values. For example, [@br0130] introduced a four-parameter distribution known as the exponentiated Weibull-geometric (EWG) distribution. The EWG distribution is a compound mixture of the exponentiated Weibull (EW) distribution due to [@br0180] and the geometric distribution. The EWG distribution nest a couple of other distributions as special cases and they include the generalized exponential-geometric (GEG), complementary Weibull-geometric (CWG), complementary exponential-geometric (CEG), exponentiated Rayleigh-geometric (ERG) and, the Rayleigh-geometric (RG) distributions. The probability density function (PDF) of the EWG distribution is given by$$f_{X}(x) = \frac{(1 - \theta)\alpha\gamma\beta^{\gamma}x^{\gamma - 1}\exp\left( - {\lbrack\beta x\rbrack}^{\gamma} \right)\left( 1 - \exp\left\lbrack - {(\beta x)}^{\gamma} \right\rbrack \right)^{\alpha - 1}}{\left\lbrack 1 - \theta\left\lbrack 1 - \exp\left( - {\lbrack\beta x\rbrack}^{\gamma} \right) \right\rbrack^{\alpha} \right\rbrack^{2}}$$ and the cumulative distribution function (CDF) is given by$$F_{X}(x) = \frac{(1 - \theta)\left( 1 - \exp\left( - {\lbrack\beta x\rbrack}^{\gamma} \right) \right)^{\alpha}}{1 - \theta\left( 1 - \exp\left( - {\lbrack\beta x\rbrack}^{\gamma} \right) \right)^{\alpha}},$$ where $\alpha,\ \beta,\ \gamma > 0$, and $\theta \in \lbrack 0,1)$.

Particularly, the EWG distribution reduces to the RG distribution when $\alpha = 1$ and $\gamma = 2$. The PDF of the RG distribution is given by$$f_{X}(x) = \frac{2(1 - \theta)\beta^{2}x\exp\left\lbrack - {(\beta x)}^{2} \right\rbrack}{\left\lbrack 1 - \theta\left( 1 - \exp\left\lbrack - {(\beta x)}^{2} \right\rbrack \right) \right\rbrack^{2}},$$ with CDF$$F_{X}(x) = \frac{(1 - \theta)\left( 1 - \exp\left\lbrack - {(\beta x)}^{2} \right\rbrack \right)}{1 - \theta\left( 1 - \exp\left\lbrack - {(\beta x)}^{2} \right\rbrack \right)},$$ where $\beta > 0$, and $\theta \in \lbrack 0,1)$.

This paper is devoted to studying a probability distribution that had appeared in previous studies in slightly different forms. The distribution in its present form is simpler in expression and it has among other appealing characteristics an increasing hazard rate. The increasing hazard rate is a popular and useful concept in life testing and so many other areas of applied probability and statistics, for example; many real-life phenomena particularly those that are related to electronic components, devices, and machines exhibit the increasing hazard rate property due to regular use and wear. Moreover, the distribution under study is identified to be suitable for modeling queueing and CO~2~ emissions data.

The remaining part of this paper is in the following order. Section [2](#se0020){ref-type="sec"} introduces the distribution, defines some related functions like the reliability and hazard rate functions, and discusses some limit behaviors, Section [3](#se0040){ref-type="sec"} gives some basic properties of the distribution, Section [4](#se0120){ref-type="sec"} presents the estimation of parameters, Section [5](#se0140){ref-type="sec"} illustrates the usefulness and flexibility of the distribution by two real data-sets, and Section [6](#se0160){ref-type="sec"} gives the concluding remarks.

2. Model {#se0020}
========

Suppose there are *Q* functional components of a working system operating independently, each with failure time denoted by $Y_{1},Y_{2},\cdots,Y_{Q}$, and the components are arranged in series; the system stops working when one of the components collapses. Assuming that the failure time of the components *Y* follows the Rayleigh distribution with PDF$$f_{Y}(y) = y/\sigma^{2}\exp( - y^{2}/\lbrack 2\sigma^{2}\rbrack),\ y \in \mathbb{R}_{+},\ \sigma > 0$$ and CDF$$F_{Y}(y) = 1 - \exp( - y^{2}/\lbrack 2\sigma^{2}\rbrack),\ y \in \mathbb{R}_{+},\ \sigma > 0,$$ and the discrete random variable *Q* follows the geometric distribution with probability mass function $\mathbb{P}_{Q}(q) = (1 - p)p^{q - 1}$, for $q \in \mathbb{N}$ and $p \in (0,1)$, then the failure time *X* of the system is given by $X = \min(Y_{1},Y_{2},\cdots,Y_{Q}) = \min{\prod_{i = 1}}^{Q}Y_{i}$. Hence, the conditional CDF of $X|Q = q$ is given by$$F_{X|Q = q}(x|q) = 1 - {\lbrack\mathbb{P}(Y_{1} > x)\rbrack}^{q} = 1 - {\lbrack 1 - \mathbb{P}(Y_{1} \leq x)\rbrack}^{q} = 1 - \exp( - x^{2}q/\lbrack 2\sigma^{2}\rbrack)$$ and the marginal CDF of *X* is given by$$F_{X}(x) = \frac{1 - \exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\}};\ x \in \mathbb{R}_{+}\ ,\sigma > 0,\ p \in (0,1).$$ The PDF of *X* is given by$$f_{X}(x) = \frac{(1 - p)x\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\}}{\sigma^{2}\left( 1 - p\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\} \right)^{2}};\ x \in \mathbb{R}_{+}\ ,\sigma > 0,\ p \in (0,1).$$ The corresponding reliability function and hazard rate function of *X* are given by$$R_{X}(x) = \frac{(1 - p)\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\}};\ x \in \mathbb{R}_{+}\ ,\sigma > 0,\ p \in (0,1)$$ and$$h_{X}(x) = \frac{x}{\sigma^{2}\left( 1 - p\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\} \right)};\ x \in \mathbb{R}_{+}\ ,\sigma > 0,\ p \in (0,1)$$ respectively.

The two-parameter distribution whose CDF and PDF are given by Equations [(1)](#fm0080){ref-type="disp-formula"} and [(2)](#fm0090){ref-type="disp-formula"} is called the Rayleigh-geometric distribution (RGD for brevity) where *σ* is the scale parameter and *p* is the shape parameter. The RGD is a special case of the geometric generalized family of distributions and the physical interpretation of the exponential-geometric distribution (EGD) due to [@br0010] can be extended to the RGD. The PDF of the RGD is always unimodal for any *p* with mode ≠0 and the hazard rate function is either increasing-decreasing-increasing (if $p\rightarrow 1$) or strictly increasing (if $p\rightarrow 0$). The Rayleigh distribution with parameter *σ* is the limiting case of the RGD when $p\rightarrow 0$. The limiting behavior of the PDF and the hazard rate function are $f_{X}(0) = f_{X}(\infty) = 0$ and $h_{X}(0) = 0$ and $h_{X}(\infty) \sim x/\sigma^{2}$. The plots of the PDF and hazard rate function of the RGD for fixed *σ* and different values of *p* are shown in [Fig. 1](#fg0010){ref-type="fig"}.Figure 1Plots of the PDF (top-left), hazard rate function (top-right), CDF (bottom-left), and reliability function (bottom-right) for selected parameter values of the RGD.Figure 1

2.1. Relationship with other distributions {#se0030}
------------------------------------------

To the best of our knowledge, there is no paper focusing on either the direct derivation of the RGD or dedicated to the discussion of its properties and inferential issues as in this paper but, as we mentioned earlier, the RGD has apparently emerged in the literature as a special case of some well-known distributions. For instance:1.The Marshall-Olkin Weibull distribution due to [@br0140] becomes the RGD, when $\alpha = 1 - p$ and $\lambda^{\beta} = \frac{1}{2\sigma^{2}}$.2.The Marshall-Olkin Rayleigh distribution due to [@br0220] is equivalent to the RGD, when $\gamma = 1 - p$.3.The Weibull-geometric distribution reduces to the RGD for $\alpha = 2$ and $\beta = \frac{1}{2\sigma}$ (see [@br0070]).4.The Weibull-geometric distribution (WGD) ([@br0030]) becomes the RGD, when $\alpha = 2$ and $\beta = \frac{1}{\sigma}\sqrt{\frac{1}{2}}$.5.The generalized linear failure rate-geometric (GLFRG) distribution due to [@br0190] boils down to the RGD for $a = 0$, $\alpha = 1$, and $b = \frac{1}{\sigma^{2}}$.

Notably, the RGD is related to the EGD due to [@br0010] in the following way; suppose *X* follows the RGD and $y = \frac{x^{2}}{2\sigma^{2}}$, then *Y* follows the EGD with parameters $p \in (0,1)$ and $\beta = 1$.

The RGD is different from and has no link with the Rayleigh-geometric distribution due to [@br0130].

3. Theory {#se0040}
=========

3.1. Quantile function and random number generation {#se0050}
---------------------------------------------------

Apart from generating lookup tables for fractiles, the quantile function has also been used to study several mathematical properties of a probability distribution.

Theorem 3.1*If X*∼*RGD, then the Tth quantile function of X is given by*$$X(T) = \sigma\sqrt{- 2\log\left( \frac{1 - T}{1 - Tp} \right)};\ \sigma > 0,\ p,T \in (0,1).$$

Corollary 3.1.1*If X*∼*RGD, then the median M of X is given by*$$\text{median} = \sigma\sqrt{2\log\left( 2 - p \right)};\ \sigma > 0,\ p \in (0,1).$$

Corollary 3.1.2*If T*∼*U(0,1), then* $X(T) \sim$*RGD.*

Corollary 3.1.3*An alternative to the classical measure of skewness and kurtosis due to* [@br0050] *and* [@br0170]*, respectively is based on the quantile function and they are known as the Galton\'s skewness and Moors\' kurtosis.*

The Galton\'s skewness and Moors\' kurtosis coefficient are given by$$S_{kw} = \frac{X(6/8) - 2X(4/8) + X(2/8)}{X(6/8) - X(2/8)}$$ and$$k_{ut} = \frac{X(7/8) - X(5/8) + X(3/8) - X(1/8)}{X(6/8) - X(2/8)}$$ respectively. [Fig. 2](#fg0020){ref-type="fig"} show the plots of $S_{kw}$ (left) and $k_{ut}$ (right) for fixed *σ* and different values of *p* of the RGD. It is clear from [Fig. 2](#fg0020){ref-type="fig"} that the RGD is always right skewed and leptokurtic.Figure 2Plots of the Galton\'s skewness (left) and Moors\' kurtosis (right) of the RGD for fixed scale parameter *σ* and different values of *p* ∈ (0,1).Figure 2

3.2. Useful expansions {#se0060}
----------------------

Mixture representations of Equations [(1)](#fm0080){ref-type="disp-formula"} and [(2)](#fm0090){ref-type="disp-formula"} are required to obtain the properties of the RGD, the representations are based on the generalized binomial series and this idea is used throughout the remaining sections. For $|y| < 1$ and $\zeta > 0$, we have$${(1 - y)}^{- \zeta} = \sum\limits_{\ell = 0}^{\infty}\frac{\Gamma(\zeta + \ell)}{\Gamma(\ell + 1)\Gamma(\zeta)}y^{\ell},$$ where $\Gamma( \cdot )$ is the gamma function. Rewriting Equations [(1)](#fm0080){ref-type="disp-formula"} and [(2)](#fm0090){ref-type="disp-formula"} in terms of Equation [(3)](#fm0160){ref-type="disp-formula"} we obtain$$F_{X}(x) = \sum\limits_{i = 0}^{\infty}p^{i}\exp\left\{ - \frac{x^{2}}{2\sigma^{2}}i \right\} - \sum\limits_{i = 0}^{\infty}p^{i}\exp\left\{ - \frac{x^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right\}$$ and$$f_{X}(x) = \frac{1 - p}{\sigma^{2}}\sum\limits_{i = 0}^{\infty}\frac{\Gamma(2 + i)}{\Gamma(1 + i)}p^{i}x\exp\left\{ - \frac{x^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right\}$$ respectively. Equations [(4)](#fm0170){ref-type="disp-formula"} and [(5)](#fm0180){ref-type="disp-formula"} give the CDF and PDF of the RGD as a mixture of Raleigh and geometric distribution.

Theorem 3.2*If X*∼*RGD, then the kth ordinary moment of X is given by Equation* [(6)](#fm0190){ref-type="disp-formula"}*.*$$E(X^{k}) = \int\limits_{\text{all\ x}}x^{k}f_{X}(x)dx;\ k \in \mathbb{N} = \frac{1 - p}{\sigma^{2}}\sum\limits_{i = 0}^{\infty}\frac{\Gamma(2 + i)}{\Gamma(1 + i)}p^{i}\int\limits_{0}^{\infty}x^{k + 1}\exp\left\{ - \frac{x^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right\} dx = \lbrack 1 - p\rbrack{(2\sigma^{2})}^{\frac{k}{2}}\Gamma\left( \frac{k}{2} + 1 \right)\sum\limits_{i = 0}^{\infty}\frac{\Gamma(2 + i)}{\Gamma(1 + i)}\frac{p^{i}}{{\lbrack 1 + i\rbrack}^{\frac{k}{2} + 1}}.$$ The third identity of Equation [(6)](#fm0190){ref-type="disp-formula"} was obtained by substituting for $\frac{x^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack$ and simplifying. If *k* is an even number, Equation [(6)](#fm0190){ref-type="disp-formula"} can be re-written in terms of the Wright\'s generalized hypergeometric function as$$E(X^{k}) = \lbrack 1 - p\rbrack{(2\sigma^{2})}^{\frac{k}{2}}\Gamma\left( \frac{k}{2} + 1 \right)\sum\limits_{i = 0}^{\infty}\frac{p^{i}}{i!}\frac{\Gamma(2 + i)}{{(1 + i)}^{\frac{k}{2} + 1}} = \lbrack 1 - p\rbrack{(2\sigma^{2})}^{\frac{k}{2}}\Gamma\left( \frac{k}{2} + 1 \right)\sum\limits_{i = 0}^{\infty}\frac{p^{i}}{i!}\frac{\Gamma(2 + i)\Gamma(1 + i)\cdots\Gamma(1 + i)}{\Gamma(2 + i)\cdots\Gamma(2 + i)} = \lbrack 1 - p\rbrack{(2\sigma^{2})}^{\frac{k}{2}}\Gamma\left( \frac{k}{2} + 1 \right){}_{\frac{k}{2} + 2}\Psi_{\frac{k}{2} + 1}\begin{bmatrix}
{\mspace{9mu}(2,1),(1,1),\cdots,(1,1)\mspace{9mu}} & \\
{\mspace{9mu}\mspace{9mu}} & p \\
{\mspace{9mu}(2,1),\cdots,(2,1)\mspace{9mu}} & \\
\end{bmatrix},$$ where $$ in Equation [(7)](#fm0200){ref-type="disp-formula"} is the Wright\'s generalized hypergeometric function with $\Gamma(1 + i)$ and $\Gamma(2 + i)$ multiplied $\frac{k}{2} + 1$ times. The Wright\'s generalized hypergeometric function is defined by$$$$ for $- \infty < z < \infty$, where $- \infty < \alpha_{j} < \infty$, $- \infty < \beta_{j} < \infty$, $C_{j} \neq 0$, $D_{j} \neq 0$ for $j = 1,2,\cdots,p$ and $j = 1,2,\cdots,q$; see [@br0310], [@br0150], [@br0280] and [@br0090].

Corollary 3.2.1*The mean* $E(X)$ *of the RGD could be obtained from Equation* [(6)](#fm0190){ref-type="disp-formula"} *by setting k to 1 and other higher order moments can equally be obtained by the appropriate substitution of k. The variance* $V(X)$ *of the RGD could be obtained by evaluating* $E(X^{2}) - {\lbrack E(X)\rbrack}^{2}$*.*

Numerical values of the mean and variance of the RGD are presented in [Table 1](#tbl0010){ref-type="table"} and [Fig. 3](#fg0030){ref-type="fig"} for various parameter combinations. [Fig. 3](#fg0030){ref-type="fig"} indicates that the mean and variance of the RGD decrease with respect to the increasing values of *p* and the mean is always greater than the variance for different parameter combinations of *σ* and *p*.Table 1Some numerical values of the mean and variance of the RGD.Table 1$\lbrack p,\sigma\rbrack \downarrow$\[0.12,4.50\]\[0.38,1.00\]\[0.63,8.00\]\[0.94,0.30\]\[0.08,1.70\]\[0.01,0.01\]Mean5.4303271.0830867.3043380.1362692.0788520.012496Variance8.4780620.38683021.3891700.0137551.2207520.000043Figure 3Plots of the mean (left) and variance (right) of the RGD for fixed scale parameter *σ* and different values of *p* ∈ (0,1).Figure 3

Corollary 3.2.2*If X*∼*RGD then the moment generating function of X can be obtained by substituting* $E(X^{k})$ *in Equations* [(6)](#fm0190){ref-type="disp-formula"} *or* [(7)](#fm0200){ref-type="disp-formula"} *into Equation* [(8)](#fm0220){ref-type="disp-formula"}*.*$$M_{X}(t) = E\lbrack\exp(tx)\rbrack = \int\limits_{\text{all\ x}}\exp(tx)f_{X}(x)dx = \sum\limits_{k = 0}^{\infty}\frac{t^{k}}{k!}\int\limits_{0}^{\infty}x^{k}f_{X}(x)dx = \sum\limits_{k = 0}^{\infty}\frac{t^{k}}{k!}E(X^{k}).$$

3.3. Mean residual life {#se0070}
-----------------------

The mean residual life of a continuous random variable *X* say, denoted by $\mu_{rl}(x)$ is a very useful tool in life testing situations for describing the ageing process of *X*. The $\mu_{rl}(x)$ gives the expected remaining lifetime of a component or device that has survived up to time *x*.

Theorem 3.3*If X*∼*RGD, then the mean residual life of X is given by Equation* [(9)](#fm0230){ref-type="disp-formula"}*.*$$\mu_{rl}(x) = \frac{1}{R_{X}(x)}\int\limits_{x}^{\infty}R_{T}(t)dt,\ x > 0 = \frac{1}{R_{X}(x)}\int\limits_{x}^{\infty}\left( \lbrack 1 - p\rbrack\exp\left\{ - \frac{t^{2}}{2\sigma^{2}} \right\} \right)\left( 1 - p\exp\left\{ - \frac{t^{2}}{2\sigma^{2}} \right\} \right)^{- 1}dt = \frac{1}{R_{X}(x)}\left\{ \sum\limits_{i = 0}^{\infty}p^{i}\int\limits_{x}^{\infty}\exp\left\{ - \frac{t^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right\} dt \right.\left. - \sum\limits_{i = 0}^{\infty}p^{1 + i}\int\limits_{x}^{\infty}\exp\left\{ - \frac{t^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right\} dt \right\} = \frac{\sigma^{2}}{x}\left( 1 - p\exp\left\{ - \frac{x^{2}}{2\sigma^{2}} \right\} \right)\sum\limits_{i = 0}^{\infty}\frac{p^{i}\exp\left\{ - \frac{x^{2}}{2\sigma^{2}}i \right\}}{1 + i},$$ where $R_{X}(x)$ denote the reliability function of the RGD in Section [2](#se0020){ref-type="sec"}. The third identity of Equation [(9)](#fm0230){ref-type="disp-formula"} is the expanded form of the second identity expressed in terms of Equation [(3)](#fm0160){ref-type="disp-formula"} and the fourth identity was obtained after substituting for $\frac{x^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack$ in the third identity and simplifying.

3.4. Mean waiting time {#se0080}
----------------------

The mean waiting time of a continuous random variable *X* say, denoted by $\mu_{wt}(x)$ is a very useful tool in reliability, survival analysis and actuarial science for describing several lifetime phenomena. Suppose we just noticed at time *x* that a component or device had failed, $\mu_{wt}(x)$ can be used to calculate the exact failure time of *X*.

Theorem 3.4*If X*∼*RGD, then the mean waiting time of X is given by Equation* [(10)](#fm0240){ref-type="disp-formula"}*.*$$\mu_{wt}(x) = \frac{1}{F_{X}(x)}\int\limits_{0}^{x}F_{T}(t)dt;\ x > 0 = \frac{1}{F_{X}(x)}\sum\limits_{i = 0}^{\infty}p^{i}\int\limits_{0}^{x}\exp\left\{ - \frac{t^{2}}{2\sigma^{2}}i \right\} dt - \frac{1}{F_{X}(x)}\sum\limits_{i = 0}^{\infty}p^{i}\int\limits_{0}^{x}\exp\left\{ - \frac{t^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right\} dt = \frac{\sigma\sqrt{2}}{2F_{X}(x)}\sum\limits_{i = 0}^{\infty}p^{i}\left\{ \frac{\gamma\left( \frac{1}{2},\frac{x^{2}}{2\sigma^{2}}i \right)}{\sqrt{i}} - \frac{\gamma\left( \frac{1}{2},\frac{x^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack \right)}{\sqrt{1 + i}} \right\},$$ where $F_{X}(x)$ is the CDF of the RGD in Equation [(1)](#fm0080){ref-type="disp-formula"} and $\gamma( \cdot , \cdot )$ is the lower incomplete gamma function. The third identity of Equation [(10)](#fm0240){ref-type="disp-formula"} was obtained after substituting $\frac{t^{2}}{2\sigma^{2}}i$ and $\frac{t^{2}}{2\sigma^{2}}\lbrack 1 + i\rbrack$ in the second identity and performing some algebra.

3.5. Mode {#se0090}
---------

Like the mean and median, the mode is used to describe the distribution of a random variable. The mode of a continuous random variable *X* say, is the value of *X* at which its PDF has a local maximum value. The local maximum value of the RGD is obtained as the solution of$$\frac{\text{d}\log f_{X}(x)}{\text{d}x} = \frac{1}{x} + \frac{1}{\sigma^{2}}\left\{ - 1 - \frac{2p}{\exp\left\{ \frac{x^{2}}{2\sigma^{2}} \right\} - p} \right\} x = 0.$$ Equation [(11)](#fm0250){ref-type="disp-formula"} does not have any analytical solution in terms of *x* and must be calculated numerically. Some of the numerical values of the mode of the RGD are calculated for a fixed value of *σ* and varying values of *p* by the uniroot function in R and reported in [Table 2](#tbl0020){ref-type="table"}.Table 2Some numerical values of the mode of the RGD.Table 2$\lbrack p,\sigma\rbrack \downarrow$\[0.01,1.00\]\[0.14,1.00\]\[0.58,1.00\]\[0.83,1.00\]\[0.99,1.00\]Mode0.98797250.84492390.49054380.30183920.0779182

The result in [Table 2](#tbl0020){ref-type="table"} shows that the mode of the RGD is always within the interval of $(0,1)$ and decreases with the increasing values of *p*.

3.6. Mean deviations {#se0100}
--------------------

The mean and median are well-known measures of central tendency hence, the degree of spread in a population can reasonably be quantified either by the mean of the distances between the observations and the mean *μ* or median *M*. The mean deviations about the mean $\Omega_{1}$ and the mean deviations about the median $\Omega_{2}$ can be defined as$$\Omega_{1}(x) = \int\limits_{0}^{\infty}|x - \mu|f_{X}(x)dx = 2\lbrack\mu F_{X}(\mu) - \Psi(\mu)\rbrack$$ and$$\Omega_{2}(x) = \int\limits_{0}^{\infty}|x - M|f_{X}(x)dx = \mu - 2\Psi(M)$$ respectively.

If the random variable *X* say, follows the RGD and $\exists\ d \in (0,\infty)$ then $\Psi( \cdot )$ is given by$$\Psi(d) = \int\limits_{0}^{d}xf_{X}(x)dx = \sigma\sqrt{2}(1 - p)\sum\limits_{i = 0}^{\infty}\frac{p^{i}}{{\lbrack 1 + i\rbrack}^{\frac{1}{2}}}\gamma\left( \frac{3}{2},\frac{d^{2}\lbrack 1 + i\rbrack}{2\sigma^{2}} \right),$$ where *M* is given in [Corollary 3.1.1](#en0020){ref-type="statement"} and *μ* is obtained by either setting $k = 1$ in Equation [(6)](#fm0190){ref-type="disp-formula"} or Equation [(7)](#fm0200){ref-type="disp-formula"}.

3.7. Lorenz and Bonferroni curves {#se0110}
---------------------------------

The application of Lorenz and Bonferroni curves are popularly known in Economics as indices for measuring inequality in terms of income and poverty distribution in a given population and they have also gained widespread utility in reliability engineering, actuarial science, and medicine. The Lorenz and Bonferroni curves for the RGD are given by$$L(t) = \frac{1}{\mu}\int\limits_{0}^{q}xf_{X}(x)dx = \frac{\Psi(q)}{\mu} = \frac{1}{\Gamma\left( \frac{3}{2} \right)}\sum\limits_{i = 0}^{\infty}p^{i}\gamma\left( \frac{3}{2},\frac{q^{2}\lbrack 1 + i\rbrack}{2\sigma^{2}} \right)$$ and$$B(t) = \frac{L(t)}{t} = \frac{1}{t\Gamma\left( \frac{3}{2} \right)}\sum\limits_{i = 0}^{\infty}p^{i}\gamma\left( \frac{3}{2},\frac{q^{2}\lbrack 1 + i\rbrack}{2\sigma^{2}} \right)$$ respectively, where $q = G^{- 1}(t),\ t \in (0,1)$ and *μ* is obtained by either setting $k = 1$ in Equation [(6)](#fm0190){ref-type="disp-formula"} or Equation [(7)](#fm0200){ref-type="disp-formula"}.

We omit the detail for the derivations of Equation [(12)](#fm0280){ref-type="disp-formula"}, [(13)](#fm0290){ref-type="disp-formula"}, and [(14)](#fm0300){ref-type="disp-formula"} because they are similar to that of Equation [(6)](#fm0190){ref-type="disp-formula"}.

4. Calculation {#se0120}
==============

Let *X*∼RGD and $\mathbf{\Theta} = {(p,\sigma)}^{\prime}$ be the parameter vector. The log-likelihood function $\mathcal{L} = \mathcal{L}(\mathbf{\Theta})$ based on a random sample of size *n* is given by$$\mathcal{L}(\mathbf{\Theta}) = - 2n\log(\sigma) + n\log(1 - p) + \sum\limits_{i = 1}^{n}\log(x_{i}) - \frac{1}{2\sigma^{2}}\sum\limits_{i = 1}^{n}x_{i}^{2} - 2\sum\limits_{i = 1}^{n}\log\left( 1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\} \right)$$ The partial derivative of $\mathcal{L}(\mathbf{\Theta})$ with respect to the parameters are$$\frac{\partial\mathcal{L}(\mathbf{\Theta})}{\partial p} = - \frac{n}{1 - p} + 2\sum\limits_{i = 1}^{n}\frac{\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}},$$ and$$\frac{\partial\mathcal{L}(\mathbf{\Theta})}{\partial\sigma} = - \frac{2n}{\sigma} + \frac{1}{\sigma^{3}}\sum\limits_{i = 1}^{n}x_{i}^{2} + \frac{2p}{\sigma^{3}}\sum\limits_{i = 1}^{n}\frac{x_{i}^{2}\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}.$$

By setting the above partial derivatives to zero we obtain two nonlinear equations whose solutions are the maximum likelihood estimates (MLEs) of the parameters, denoted by $\widehat{\mathbf{\Theta}}$ and must be obtained by certain numerical optimization procedure such as the Newton-Raphson iterative method. The observed Fisher information matrix denoted by $\mathbf{I}(\widehat{\mathbf{\Theta}}) = {\lbrack\mathbf{I}_{\theta_{i},\theta_{j}}\rbrack}_{2 \times 2},\ i,j = 1,2$ can be obtained numerically in R software. The total observed Fisher information matrix can be approximated by$$\mathbf{J}_{n}(\widehat{\mathbf{\Theta}}) \approx \left( - \left. \frac{\partial^{2}\mathcal{L}}{\partial\theta_{i}\theta_{j}} \right|_{\mathbf{\Theta} = \widehat{\mathbf{\Theta}}} \right)_{2 \times 2};\ i,j = 1,2.$$

For a given set of observations, the matrix in Equation [(12)](#fm0280){ref-type="disp-formula"} can be obtained after the convergence of the Newton-Raphson procedure via the nlm function in R software. The nlm function carry out a minimization of the function $\mathcal{L}(\mathbf{\Theta})$ using a Newton-type algorithm. Moreover, the elements of $\mathbf{J}_{n}(\widehat{\mathbf{\Theta}})$ are given by:$$\frac{\partial^{2}\mathcal{L}(\mathbf{\Theta})}{\partial p^{2}} = - \frac{n}{{(1 - p)}^{2}} + 2\sum\limits_{i = 1}^{n}\frac{\exp\left\{ - \frac{{x_{i}}^{2}}{2\sigma^{2}} \right\}}{\left( 1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\} \right)^{2}},$$$$\frac{\partial^{2}\mathcal{L}(\mathbf{\Theta})}{\partial p\partial\sigma} = \frac{2}{\sigma^{3}}\sum\limits_{i = 1}^{n}\frac{x_{i}^{2}\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}} + \frac{2p}{\sigma^{3}}\sum\limits_{i = 1}^{n}\frac{{x_{i}}^{2}\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{\left( 1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\} \right)^{2}},$$ and$$\frac{\partial^{2}\mathcal{L}(\mathbf{\Theta})}{\partial\sigma^{2}} = \frac{2n}{\sigma^{2}} - \frac{3}{\sigma^{4}}\sum\limits_{i = 1}^{n}{x_{i}}^{2} - \frac{6p}{\sigma^{4}}\sum\limits_{i = 1}^{n}\frac{x_{i}^{2}\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}} + \frac{2p}{\sigma^{6}}\sum\limits_{i = 1}^{n}\frac{{x_{i}}^{4}\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{1 - p\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}} + \frac{2p^{2}}{\sigma^{6}}\sum\limits_{i = 1}^{n}\frac{x_{i}^{4}\exp\left\{ - \frac{x_{i}^{2}}{2\sigma^{2}} \right\}}{\left( 1 - p\exp\left\{ - \frac{{x_{i}}^{2}}{2\sigma^{2}} \right\} \right)^{2}}.$$

4.1. Simulation study {#se0130}
---------------------

In this section, we study the performance of the method of maximum likelihood estimation in estimating the parameters of the RGD using Monte-Carlo simulation for different sample sizes *n* and different parameter values. The simulation study was implemented in R software and it involves 10,000 replications for different sample sizes $n = 10,25,50,75,100,150,200,250,\ \text{and}\ 300$ and different parameter combinations. [Table 3](#tbl0030){ref-type="table"} gives the values of the mean estimates, mean standard errors (SEs), mean biases, and mean square errors (MSEs) of the parameters, *p* and *σ* for different sample sizes. It is easy to verify from these results that the MLEs approximates the true parameter values as *n* increases. Moreover, the SEs, biases, and MSEs decrease with increasing *n*. Finally, the MLE procedure can be used to estimate the parameters of the RGD effectively even for small *n*.Table 3Simulation results.Table 3Actual valuesMLEs*pσn*$\overline{\widehat{p}}$$\overline{\widehat{\sigma}}$$\text{SE}_{\overline{\widehat{p}}}$$\text{SE}_{\overline{\widehat{\sigma}}}$$\text{Bias}_{\overline{\widehat{p}}}$$\text{Bias}_{\overline{\widehat{\sigma}}}$$\text{MSE}_{\overline{\widehat{p}}}$$\text{MSE}_{\overline{\widehat{\sigma}}}$0.124.5100.18904.65440.28111.12450.06900.15440.08371.2870250.17734.61210.23840.72440.05730.11210.06000.5368500.16774.61420.21150.52050.04770.11420.04690.2837750.15524.58050.18570.43860.03520.08050.03570.19861000.14844.56990.17270.38960.02840.06990.03060.15661500.14514.56260.15730.32510.02510.06260.02540.10952000.12514.51590.13540.25330.00510.01590.01830.06442500.13544.54290.13080.24270.01540.04290.01730.06073000.12614.52650.12350.22370.00610.02650.01530.0507  0.381.00100.26041.01420.31910.3073-0.11960.01420.11600.0945250.28951.00010.28140.1934-0.09050.00010.08730.0374500.31371.00250.25200.1637-0.06630.00250.06790.0268750.32410.99750.22780.1315-0.0559-0.00250.05500.01731000.33230.99650.20200.1100-0.0477-0.00350.04300.01211500.34350.99780.18160.0970-0.0365-0.00220.03430.00942000.35050.99800.15420.0788-0.0295-0.00200.02460.00622500.34600.99370.14810.0752-0.0340-0.00630.02310.00573000.35580.99590.12740.0647-0.0242-0.00410.01680.0042  0.638.00100.37337.63500.34992.9069-0.2567-0.36500.18828.5749250.46617.75970.29161.9955-0.1639-0.24030.11184.0358500.53887.87660.23151.4962-0.0912-0.12340.06192.2517750.56947.93950.19131.3317-0.0606-0.06050.04021.77521000.57567.93480.17001.1582-0.0544-0.06520.03181.34441500.59767.95460.13100.9263-0.0324-0.04540.01820.85922000.61208.01480.10820.8081-0.01800.01480.01200.65272500.60917.95590.09740.6988-0.0209-0.04410.00990.48973000.61077.97640.09220.6610-0.0193-0.02360.00890.4370  0.940.30100.63060.22870.35860.1799-0.3094-0.07130.22420.0374250.81710.27000.19790.1590-0.1229-0.03000.05420.0262500.88480.28430.10420.1186-0.0552-0.01570.01390.0143750.90350.28740.07300.1012-0.0365-0.01260.00670.01041000.91710.29640.05440.0903-0.0229-0.00360.00350.00821500.92320.29550.04210.0768-0.0168-0.00450.00210.00592000.92710.29570.03420.0662-0.0129-0.00430.00130.00442500.92970.29680.03070.0589-0.0103-0.00320.00100.00353000.93220.29910.02820.0564-0.0078-0.00090.00090.0032  0.081.70100.17661.74860.27040.39140.09660.04860.08240.1554250.16351.74830.23070.25880.08350.04830.06010.0693500.15271.75660.20110.18880.07270.05660.04570.0388750.13911.74200.17610.15540.05910.04200.03450.02591000.13311.73490.16270.13010.05310.03490.02920.01811500.12411.73360.14860.11640.04410.03360.02400.01472000.11161.72470.13100.09640.03160.02470.01810.00992500.10991.72080.12180.08840.02990.02080.01570.00823000.09581.71330.10970.07550.01580.01330.01230.0059

The Monte-Carlo algorithm is outlined as follows.(i)For specific parameter values **Θ**($p\ \text{and}\ \sigma$) simulate a random sample of size *n* from the RGD by [Corollary 3.1.2](#en0030){ref-type="statement"}.(ii)Estimate the parameters of the RGD by the method of MLE.(iii)Perform 10,000 replications of steps (i)-(ii).(iv)For each of the two parameters of the RGD compute the mean, standard error, bias and mean square error of the 10,000 parameter estimates. The analytical expressions of these statistics are given by $\overline{\widehat{\mathbf{\Theta}}} = \frac{1}{10,000}\sum_{i = 1}^{10,000}{\widehat{\mathbf{\Theta}}}_{i}$, $\text{SE}_{\overline{\widehat{\mathbf{\Theta}}}} = \sqrt{\frac{1}{10,000}\sum_{i = 1}^{10,000}{({\widehat{\mathbf{\Theta}}}_{i} - \overline{\widehat{\mathbf{\Theta}}})}^{2}}$, $\text{Bias}_{\overline{\widehat{\mathbf{\Theta}}}} = \frac{1}{10,000}\sum_{i = 1}^{10,000}({\widehat{\mathbf{\Theta}}}_{i} - \mathbf{\Theta})$, and $\text{MSE}_{\overline{\widehat{\mathbf{\Theta}}}} = \frac{1}{10,000}\sum_{i = 1}^{10,000}{({\widehat{\mathbf{\Theta}}}_{i} - \mathbf{\Theta})}^{2}$, respectively. Where $\widehat{\mathbf{\Theta}_{i}}$ is the MLE ${({\widehat{p}}_{i},\ {\widehat{\sigma}}_{i})}^{\prime}$ for each iteration and specific sample size *n*, $\overline{\widehat{\mathbf{\Theta}}} = {(\widehat{p},\ \widehat{\sigma})}^{\prime}$ corresponds to the mean of each of the parameters in ${({\widehat{p}}_{i},\ {\widehat{\sigma}}_{i})}^{\prime}$, and **Θ** is the actual values of the parameter vector ${(p,\ \sigma)}^{\prime}$.

5. Analysis {#se0140}
===========

In this section, we use a real data-set to demonstrate the performance of the Rayleigh-geometric distribution in modeling real-life data-set. The first data we consider is the yearly data on the carbon dioxide (CO~2~) emissions in Afghanistan from 1980 to 2006 ($1 \times 10^{6}$ metric tons). The total CO~2~ emissions from the consumption and flaring of fossil fuels (in millions of metric tons of carbon dioxide) were compiled by the US Department of energy [www.eia.doe.gov/emeu/iea/](http://www.eia.doe.gov/emeu/iea/){#inf0010}. The data is available in the R package called asbio ([@br0230]). The second data is on the waiting time (minutes) before service of 100 bank customers that were reported in [@br0160]. The summary statistics for the two data-sets are listed in [Table 4](#tbl0040){ref-type="table"}. We compare the fitting performance of the RGD in modeling the CO~2~ and the waiting time data with the following competing one-parameter, two-parameter, and three-parameter distributions:1.Weibull distribution$$F_{X}(x) = 1 - \exp\left\{ - \left( \frac{x}{\beta} \right)^{\alpha} \right\};\ x > 0,\ \alpha,\ \beta > 0,$$2.Rayleigh distribution$$F_{X}(x) = 1 - \exp( - x^{2}/\lbrack 2\sigma^{2}\rbrack);\ x \geq 0,\ \sigma > 0,$$3.gamma distribution$$F_{X}(x) = \frac{\gamma\left( \alpha,\frac{x}{\beta} \right)}{\Gamma(\alpha)};\ x > 0,\ \alpha,\ \beta > 0,$$4.exponentiated exponential (EE) distribution due to [@br0060]$$F_{X}(x) = {\lbrack 1 - \exp( - \lambda x)\rbrack}^{\alpha};\ x,\ \alpha,\ \lambda > 0,$$5.Lindley distribution due to [@br0120]$$F_{X}(x) = 1 - \left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x);\ x > 0,\ \theta > 0$$6.Lindley-geometric distribution (LGD) due to [@br0320]$$F_{X}(x) = \frac{1 - \left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x)}{1 - p\left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x)};\ x > 0,\ \theta > 0,\ p \in (0,1)$$7.transmuted Lindley-geometric distribution (TLGD) due to [@br0160]$$F_{X}(x) = \frac{1 - \left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x)}{1 - p\left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x)} \times \left\{ 1 + \lambda - \lambda\left( \frac{1 - \left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x)}{1 - p\left( 1 + \frac{\theta x}{\theta + 1} \right)\exp( - \theta x)} \right) \right\};x,\ \theta > 0,\ p \in (0,1),\ |\lambda| \leq 1$$8.exponential distribution$$F_{X}(x) = 1 - \exp( - \lambda x);\ x \geq 0,\ \lambda > 0\ \text{and}$$9.EGD due to [@br0010]$$F_{X}(x) = \frac{1 - \exp( - \beta x)}{1 - p\exp( - \beta x)};\ x \geq 0,\ \beta > 0,\ p \in (0,1).$$10.Weibull-geometric distribution (WGD) due to [@br0030]$$F_{X}(x) = \frac{1 - \exp{( - \beta x)}^{\alpha}}{1 - p\exp{( - \beta x)}^{\alpha}};\ x > 0,\ \alpha > 0,\ \beta > 0,\ p \in (0,1).$$Table 4Summary statistics for the CO~2~ and waiting time data.Table 4CO~2~Waiting timeStatisticsvaluesvaluesMinimum0.6800000.800000Maximum6.55000038.5000001st Quartile1.3500004.6750003rd Quartile2.15500013.025000Mean2.1492599.877000Median1.5700008.100000SE Mean0.3273010.723700LCL Mean1.4764828.441023UCL Mean2.82203711.312977Variance2.89240752.374112Stdev1.7007087.236996Skewness1.6805791.450729Kurtosis1.6266582.430040

The verification of the fitting performance for the fitted distributions would be carried out by comparing the values of their Kolmogorov-Smirnov K-S (see [@br0100], [@br0270], [@br0250]; and [@br0300]), log-likelihood $( - \widehat{\mathcal{L}})$, AIC, BIC, and the AICc goodness-of-fit statistics. The distribution with the smallest goodness-of-fit statistics and largest K-S $p - value$ is the best. The analytical expressions for the goodness-of-fit measures are:i.Kolmogorov-Smirnov K-S criterion$$\text{K-S} = \max\left\{ \frac{i}{n} - \widehat{F}(x_{(i)}),\widehat{F}(x_{(i)}) - \frac{i - 1}{n} \right\},$$ii.Akaike information criterion (AIC) due to [@br0020]$$\text{AIC} = - 2\widehat{\mathcal{L}} + 2k,$$iii.Bayes information criterion (BIC) due to [@br0260]$$\text{BIC} = - 2\mathcal{L} + k\log(n),\ \text{and}$$iv.AIC with a correction (AICc) due to [@br0080]$$\text{AICc} = \text{AIC} + \frac{2k(k + 1)}{n - k - 1},$$ where, $\widehat{\mathcal{L}},\ k,\ n$, and $\widehat{F}( \cdot )$ corresponds to the estimate of the model maximized log-likelihood function, number of parameters in the distribution, the sample size of the fitted data, and the estimated distribution function under the ordered data, respectively.

5.1. Discussion of results {#se0150}
--------------------------

Results from the model fittings are reported in Tables [5](#tbl0050){ref-type="table"}, [6](#tbl0060){ref-type="table"}, [7](#tbl0070){ref-type="table"} and [8](#tbl0080){ref-type="table"}. For the CO~2~ data, the RGD only gave the smallest BIC value while the WGD gave the smallest AIC, AICc, K-S statistic values, and the largest *p*-value for the K-S test in [Table 6](#tbl0060){ref-type="table"}. For the waiting time data, the RGD gave the overall smallest information criteria values while the WGD gave the smallest K-S statistic value and largest *p*-value for the K-S test in [Table 8](#tbl0080){ref-type="table"}. To avoid ambiguity, only the fits of the RGD and WGD are illustrated in [Fig. 4](#fg0040){ref-type="fig"} (a and b) and the plots reveal that the goodness-of-fit for the RGD and WGD are rather not questionable for the two data-sets. Moreover, the two-parameter RGD and three-parameter WGD are strong competitor models for the two data-sets because, the difference between the fit of the two distributions for the two data-sets is largely marginal (see Tables [6](#tbl0060){ref-type="table"} and [8](#tbl0080){ref-type="table"}). However, in practice, the answer to the question of which between the two distributions (RGD and WGD) should be chosen is readily handy by the popular rule of parsimony which in principle favors the RGD distribution. To support our claim, we used the likelihood ratio test (LRT) to test the hypothesis $H_{0}:\ \widehat{\alpha} = 2\ \text{and}\ \widehat{\beta} = \frac{1}{\widehat{\sigma}}\sqrt{\frac{1}{2}}$ versus $H_{1}:\ \widehat{\alpha} \neq 2\ \text{or}\ \widehat{\beta} \neq \frac{1}{\widehat{\sigma}}\sqrt{\frac{1}{2}}$. The test statistic is $\Omega = 2\lbrack{\widehat{\mathcal{L}}}_{\text{Reduced\ model\ (RGD)}} - {\widehat{\mathcal{L}}}_{\text{Full\ model\ (WGD)}}\rbrack$ where $\widehat{\mathcal{L}}$ is the value of the estimated log-likelihood function and Ω follows the Chi-squared distribution with *ν* degrees of freedom i.e.; $\Omega \sim \chi_{\nu}^{2}$ where *ν* denote the difference between the number of parameters in the two distributions and the $p - value$ for the test is calculated as $Pr(\chi_{1}^{2} > \Omega)$. The hypothesis is based on 0.05 level of significance and the non-rejection of $H_{0}$ suggests that the RGD is a better candidate for the fitted data than the WGD. The LRT result for the CO~2~ data gave $\Omega = 3.0624$ and $p - value = 0.0801232$ and for the waiting time data $\Omega = 0.0066$ and $p - value = 0.9352508$ hence; there is no evidence at 0.05 level of significance to reject the $H_{0}$ (RGD) for the two data-sets and our claim is validated up to a reasonable extent.Table 5Parameter estimates, standard errors (in bracket), and the log-likelihood of the fitted models for the CO~2~ data.Table 5MLEsModels$\underset{\lbrack\text{SEs}\rbrack}{\text{Parameters}}$$- \widehat{\mathcal{L}(\mathbf{\Theta})}$RGD$\underset{\lbrack 0.1118244\rbrack}{\widehat{p}:0.885253};\ \underset{\lbrack 1.5553301\rbrack}{\widehat{\sigma}:3.617573}$41.78893Weibull$\underset{\lbrack 0.2003798\rbrack}{\widehat{\alpha}:1.464907};\ \underset{\lbrack 0.3361784\rbrack}{\widehat{\beta}:2.403237}$44.53341Rayleigh$\underset{\lbrack 0.1851961\rbrack}{\widehat{\sigma}:1.924135}$47.63236Gamma$\underset{\lbrack 0.6197570\rbrack}{\widehat{\alpha}:2.422926};\ \underset{\lbrack 0.3203217\rbrack}{\widehat{\beta}:1.127330}$42.91098EE$\underset{\lbrack 1.1167190\rbrack}{\widehat{\alpha}:3.2244836};\ \underset{\lbrack 0.1911419\rbrack}{\widehat{\lambda}:0.9007314}$42.10793Lindley$\underset{\lbrack 0.1046472\rbrack}{\widehat{\theta}:0.733655}$45.94749LGD$\underset{\lbrack 0.6827502\rbrack}{\widehat{p}:2.458542\times 10^{-6}};\ \underset{\lbrack 0.2483542\rbrack}{\widehat{\theta}:0.7366641}$45.94790TLGD$\underset{\lbrack 0.8107832\rbrack}{\widehat{p}:0.03904947};\ \underset{\lbrack 0.3779581\rbrack}{\widehat{\theta}:1.16951716};\ \underset{\lbrack 3.02056\rbrack}{\widehat{\lambda}:-0.99999910}$43.92790Exp$\underset{\lbrack 0.08956167\rbrack}{\widehat{\lambda}:0.4652761}$47.65833EGD$\underset{\lbrack 0.4269279\rbrack}{\widehat{p}:1.345018\times 10^{-6}};\ \underset{\lbrack 0.1689495\rbrack}{\widehat{\beta}:0.5186567}$47.82351WGD$\underset{\lbrack 0.02168954\rbrack}{\widehat{p}:0.9887380};\ \underset{\lbrack 0.46289655\rbrack}{\widehat{\alpha}:2.8308259};\ \underset{\lbrack 0.08034716\rbrack}{\widehat{\beta}:0.1244236}$40.25773Table 6Goodness-of-fit of the fitted models for the CO~2~ data.Table 6Information criteriaK-SModelsAICBICAICcstatisticp-valueRGD87.57786**90.16953**88.077860.16010.4936Weibull93.0668295.6584993.566820.19800.2402Rayleigh97.2647398.5605797.424730.32170.0075Gamma89.8219692.4136490.321960.19610.2504EE88.2158790.8075488.715870.18560.3099Lindley93.8949895.1908194.054980.21810.1534LGD95.8958198.4874896.395810.21920.1491TLGD93.8557997.7433094.899270.20000.2304Exp97.3166698.6124997.476660.27120.0377EGD99.64702102.2387100.14700.29720.0170WGD**86.51550**90.40300**87.558900.13630.6972**Table 7Parameter estimates, standard errors (in bracket), and the log-likelihood of the fitted models for the waiting time data.Table 7MLEsModels$\underset{\lbrack\text{SEs}\rbrack}{\text{Parameters}}$$- \widehat{\mathcal{L}(\mathbf{\Theta})}$RGD$\underset{\lbrack 0.08083768\rbrack}{\widehat{p}:0.8316597};\ \underset{\lbrack 2.8466904\rbrack}{\widehat{\sigma}:14.3553901}$316.9575Weibull$\underset{\lbrack 0.1097911\rbrack}{\widehat{\alpha}:1.458487};\ \underset{\lbrack 0.7944145\rbrack}{\widehat{\beta}:10.955306}$318.7307Rayleigh$\underset{\lbrack 0.4322616\rbrack}{\widehat{\sigma}:8.643073}$329.2400Gamma$\underset{\lbrack 0.26419876\rbrack}{\widehat{\alpha}:2.0087855};\ \underset{\lbrack 0.03037547\rbrack}{\widehat{\beta}:0.2033796}$317.3001EE$\underset{\lbrack 0.3344291\rbrack}{\widehat{\alpha}:2.1833594};\ \underset{\lbrack 0.01750332\rbrack}{\widehat{\lambda}:0.1591485}$317.0953Lindley$\underset{\lbrack 0.01328208\rbrack}{\widehat{\theta}:0.1865713}$319.0374LGD$\underset{\lbrack 0.4213638\rbrack}{\widehat{p}:2.571736\times 10^{-7}};\ \underset{\lbrack 0.03360897\rbrack}{\widehat{\theta}:0.1863014}$319.0376TLGD$\underset{\lbrack 0.2287048\rbrack}{\widehat{p}:1.123240\times 10^{-7}};\ \underset{\lbrack 0.02248681\rbrack}{\widehat{\theta}:0.1885831};\ \underset{\lbrack\texttt{NaN}\rbrack}{\widehat{\lambda}:0.04205799}$319.1569Exp$\underset{\lbrack 0.01013453\rbrack}{\widehat{\lambda}:0.1012454}$329.0209EGD$\underset{\lbrack 0.2588957\rbrack}{\widehat{p}:6.299345\times 10^{-6}};\ \underset{\lbrack 0.01862711\rbrack}{\widehat{\beta}:0.1017582}$329.0222WGD$\underset{\lbrack 0.1575613\rbrack}{\widehat{p}:0.82143831};\ \underset{\lbrack 0.2618073\rbrack}{\widehat{\alpha}:1.97903008};\ \underset{\lbrack 0.01460418\rbrack}{\widehat{\beta}:0.05009027}$316.9542Table 8Goodness-of-fit of the fitted models for the waiting time data.Table 8Information criteriaK-SModelsAICBICAICcstatisticp-valueRGD**637.9150643.1254638.0387**0.03910.9980Weibull641.4614646.6717641.58510.05780.8921Rayleigh660.4801663.0853660.52090.17360.0048Gamma638.6002643.8106638.72400.04250.9936EE638.1906643.4009638.31430.04020.9969Lindley640.0748642.6800640.11560.06770.7495LGD642.0752647.2856642.19890.06720.7571TLGD644.3137652.1293644.56370.07870.5661Exp660.0418662.6469660.08260.17300.0050EGD662.0445667.2548662.16820.17440.0046WGD639.9084647.7239640.1584**0.03800.9987**Figure 4Plots of the estimated reliability function for the RGD (red lines) and WGD (blue lines) superimposed on the empirical reliability function for the waiting time data (a) and CO~2~ data (b).Figure 4

A more recent paper by [@br0040] introduced the three-parameter half-logistic generalized Weibull (HLGW) distribution with CDF$$F_{X}(x) = \frac{1 - \exp(1 - {\lbrack 1 + \gamma x^{\eta}\rbrack}^{\omega})}{1 + \exp(1 - {\lbrack 1 + \gamma x^{\eta}\rbrack}^{\omega})},\ x > 0,\omega,\eta,\gamma > 0.$$

[@br0040] applied the HLGW distribution to the waiting time data and the fit of the HLGW distribution was compared with those of six competing one, two, and three-parameter distributions including the Weibull distribution. Based on the results from the distributions fittings in Table 4 of [@br0040] the HLGW distribution indicate a better performance than the other distributions in modeling the waiting time data. Here, we want to point out that the two-parameter RGD in this paper offers a better fit to the waiting time data than the three-parameter HLGW distribution because the log-likelihood of the RGD (316.9575) is less than that of the HLGW distribution (317.1130). In terms of parsimony, the two-parameter RGD, gamma distribution, and EE distribution are generally better options for modeling the waiting time data than the HLGW distribution.

6. Conclusion {#se0160}
=============

The statistical literature is lacking the complete representation of the exact parametrization of the Rayleigh-geometric distribution (RGD) as in this paper. On this note, we present a detailed account of the statistical properties of the two-parameter RGD with two applications to illustrate its possible utility. The RGD was obtained by mixing the geometric distribution and the Rayleigh distribution; moreover, the Rayleigh distribution is identified as the limiting case of the RGD when the mixing parameter *p* approaches zero. The hazard rate function of the distribution contains some important shapes of the hazard rate of some lifetime phenomena that are commonly encountered in practice, they are; increasing-decreasing-increasing and strictly increasing shapes. Estimation of the distribution parameters was carried out by the method of maximum likelihood and a numerical study show that the maximum likelihood estimation method provides good estimates for the distribution parameters. Two real-life examples based on the modeling of waiting time in bank queue and CO~2~ emissions in Afghanistan were given to demonstrate the usefulness and fitting prowess of the RGD. We hope that this paper would encourage the application of the RGD in areas such as hydrology, reliability analysis, and meteorology.
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