This work reports on an approach to direct policy discovery (a form of reinforcement learning) using genetic programming (GP) for the 3 × 3 × 3 Rubik's Cube. Specifically, a synthesis of two approaches is proposed: 1) a previous group theoretic formulation is used to suggest a sequence of objectives for developing solutions to different stages of the overall task; and 2) a hierarchical formulation of GP policy search is utilized in which policies adapted for an earlier objective are explicitly transferred to aid the construction of policies for the next objective. The resulting hierarchical organization of policies explicitly demonstrates task decomposition and policy reuse. Algorithmically, the process makes use of a recursive call to a common approach for maintaining a diverse population of GP individuals and then learns how to reuse subsets of programs (policies) developed against the earlier objective. Other than the two objectives, we do not explicitly identify how to decompose the task or mark specific policies for reuse. Moreover, at the end of evolution we return a population solving 100% of 17,675,698 different initial Cubes for the two objectives currently in use.
INTRODUCTION
The 'classic' 3×3×3 Rubik's Cube (hereafter, the Rubik's Cube or Cube) represents a game of complete information consisting of a discrete characterization of states and actions. Actions typically take the form of a clockwise or counter clockwise twist (quarter turn) relative to each of the 6 cube faces, i.e. a total of 12 atomic actions. A Cube consists of Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored.
GECCO '16 July 20-24, 2016 , Denver, CO, USA 26 cubies of which there are 8 corner, 12 edge and 6 centre cubies; the latter never changing their position, thus defining the colour for each face. Each face consists of 9 facelets that, depending on whether they are edges or corners are explicitly connected to 1 or 2 neighbouring facelets. The total number of states is in the order of 4.3 × 10
19 [16] and, unlike many continuous domains, even single actions result in a third of facelets changing position. Thus, as more cubies appear in their correct position, applying actions is more likely to increase the entropy of the Cube's state. Conversely, the Cube possesses many symmetries, thus sequences of moves can potentially define operations that move (subsets of) cubies around the Cube without displacing other subsets of cubies; or, from a group theoretic perspective, 'invariances' are identified that provide transforms between subgroups.
In short, the Rubik's Cube task has several properties that make the task an interesting candidate for solving using reinforcement learning (RL) techniques. The Cube is described by a 54 dimensional vector, or large enough to potentially result in the curse of dimensionality [26] , but small enough to warrant direct application of a machine learning algorithm without requiring specialized hardware support. Moreover, the number of possible actions (12) is also higher than typically encountered in RL benchmarks, further contributing to the curse of dimensionality. Finally, given that it is already known that invariances exist for transforming the Cube between different subgroups, it seems reasonable that a learning algorithm should be capable of discovering such invariances. It is currently unknown whether RL algorithms can address these issues for the Rubik's Cube task domain. Moreover, we are not interested in adopting a solution that assumes the availability of task specific actions and/or instructions.
We investigate these questions under a coevolutionary genetic programming (GP) framework for policy search that has the capacity to incrementally construct 'policy trees' from multiple (previously evolved) programs [5, 15, 13, 12] . Thus, the term policy tree has nothing to do with the representation assumed for each program, but refers to the ability to construct solutions through an explicitly hierarchical organization of previously evolved code. Moreover, each 'individual' (or policy) is composed from multiple programs that learn to decompose the original task through a bidding metaphor or cooperative coevolution [18] .
This study will develop an approach to transferring solutions between two consecutive subgroups representing successive fitness objectives for solving the Rubik's Cube. The resulting two level policy tree is demonstrated to produce a single individual that solves up to 80% of the scrambled Cubes, where there are 17, 675, 698 initial Cube states in total and each run of evolution is limited to sampling 100 Cube configurations per generation (14% of scrambled Cubes are encountered once during training). Moreover, diversity maintenance ensures that the population is able to cumulatively solve 100% of the scrambled Cubes. The GP representation is limited to a generic set of operators originally employed for classification tasks, thus in no way specific to the Rubik's Cube task. We also benchmark the Sarsa RL approach with radial basis function (RBF) value function approximation under the same task, thus quantifying to what degree performance under the Rubik's Cube task is facilitated by the formulation of subtasks versus the approach to policy discovery.
BACKGROUND

Reinforcement learning
There are two basic machine learning approaches for addressing the temporal sequence learning problem: (value) function optimization [11] , [26] and policy search/ optimization [20] . In the case of function optimization each stateaction is assumed to result in a corresponding 'reward' from the task domain. Such a reward might merely indicate that the learner has not yet encountered a definitive 'failure' condition. A reward is generally indicative of the immediate cost of the action -as opposed to the ultimate quality of the policy. In this case the goal of the temporal sequence learner is to learn the relative 'value' of state-action pairs such that the 'best' action can be chosen given the current state. Such a framework explicitly supports online adaptation [26] . Given that there are typically too many stateaction pairs to exhaustively enumerate (as is the case with the Rubik's Cube), some form of function approximation is necessary. It is also generally the case that the gradient descent style credit assignment formulations frequently employed with value function methods (such as Q-learning or Sarsa) benefit from the addition of noise to the action in order to visit a wider range of states. Moreover, an annealing schedule might also be assumed for balancing the rate of stochastic versus deterministic actions of which ε-greedy represents a well known approach. For benchmarking purposes, we will later employ a combination of Sarsa and ε-greedy exploration where this particular combination has provided state-of-the-art results on multiple benchmarks, e.g. [28] .
Policy optimization, on the other hand, does not make use of value function information [20] . Instead the performance of a candidate policy/decision maker represents a direct search over the space of policies, i.e. policies do not adapt while interacting with the application. Most evolutionary methods take this form, with neuroevolutionary algorithms such as CoSyNE [8] , NEAT [24] or CMA-ES (for weight optimization) [10] representing specific examples.
Rubik's Cube solvers
A body of research has concentrated on identifying the worst case number of moves necessary to solve an n × n × n Rubik's Cube using exhaustive search algorithms, e.g. IDA* [16, 17] . The basic idea is to use group theory to partition the task into subgroups / subproblems. An exhaustive search is deployed over complete enumerations of each subproblem in order to define specific twist sequences for solving an initially scrambled Cube. Naturally, building each complete enumeration for each subgroup is expensive, particularly with respect to duplicate detection [17] . Most recently, Terabytes of storage were used by a group of researchers at Google to prove that the so called God's number for the special case of n = 3 is 20 [21] . 1 Another way of looking at this process is to note that the subgroup/subproblem defines an invariance in which only the position of subsets of cubies are of relevance. Viewed from this light, the goal of a machine learning algorithm might be to discover the nature of the transform behind an invariance. Relative to database-exhaustive enumeration, such an approach would avoid the need to construct massive databases, i.e. a memory overhead is being traded for a requirement to learn.
El-Sourani et al. adopt such an approach to provide the insight for using a genetic algorithm (GA) to discover a sequence of moves capable of moving between sets of subgroups [7] . Specifically, Thistlethwaite's Algorithm (TWA) was adopted to define a sequence of 4 subgroups. Instead of using an exhaustive search to define the order of moves, a GA was used to search for the sequence of moves that result in changing the state of the Cube between consecutive subgroups. The caveat implicit in such an approach was that every Cube configuration required the GA to be rerun. In this work, we are interested in discovering a general policy capable of transforming multiple scrambled Cubes directly between consecutive subgroups.
Two previous works have attempted to learn general strategies for unscrambling Rubik's Cube configurations through policy search [1, 19] . In both cases the lack of an effective cost function limited the capability of the policies learnt, i.e. the only feedback was whether the Cube was solved or not.
Incremental evolution and Task transfer
Incremental evolution is an approach first demonstrated in evolutionary robotics in which progress to the ultimate objective is not immediately feasible [9, 2] . Instead, a sequence of objectives are designed and consecutively solved with respect to a common definition for the sensors characterizing the task environment (state space). Subsequently, there have been several generalizations, including Layered Learning [25] and Task Transfer [27, 23] . Unlike incremental evolution, the later developments also considered policies that were developed under independent task environments (source tasks) and then emphasized their reuse as a starting point to solve a new (target) task. Conversely, incremental evolution emphasizes continuous refinement of the same solution across a sequence of objectives. Thus, previous approaches to incremental evolution have been demonstrated under neuroevolutionary frameworks in which the topology is fixed, but weight values continue to adapt between different objectives [9, 2] .
In this work, we assume that different cycles of evolution are performed for each objective. Diversity maintenance maximizes the number of potential solutions to a task. When an objective is suitably solved (across an entire population), then the population content is 'frozen' and a new population initialized with the next objective. The new population learns how to solve the next objective by reusing some subset of previously evolved programs (policies). Moreover, solutions take the form of policy trees in which only a fraction of the programs comprising the solution need be executed to make each decision.
In short, the approach assumed here is closer to that of task transfer than incremental involution, and has been demonstrated under the task of multi-agent half-field offense HFO [14] . However, the HFO task has completely different properties, emphasizing policy discovery under a real-valued state space (albeit of a much lower state and action dimensionality than under the Rubik's Cube), with an emphasis on the relative contribution of diversity management versus incorporating source tasks from different environments. Conversely, the Cube (at least as played here) does not introduce noise into states or action actuators and (unlike HFO) assumes source tasks with common state and action spaces. With this in mind, we adopt as our starting point the original architecture of hierarchical SBB [5, 15, 13, 12] and investigate whether general policies can be evolved for transfer/reuse between consecutive task objectives.
GP METHODOLOGY
As noted above, El-Sourani et al. identify a sequence of four fitness functions corresponding to the consecutive subgroups associated with TWA [7] . However, in limiting themselves to a GA, each Cube start state requires a completely new evolutionary run in order to return a solution in the form of a corresponding sequence of moves. In this work, we assume a similar approach to the formulation of fitness functions, but with the goal of rewarding the identification of policies transforming between consecutive subgroups. This will be detailed in the first of the following subsections.
The general framework for incrementally constructing a hierarchy of programs (policy tree) will then be summarized or Symbiotic Bid-based GP (SBB) [5, 15, 13, 12] . SBB has previously been demonstrated under various continuous policy search domains (e.g., pin-ball, Acrobot); hence, there is some expectation that it will also be appropriate for task transfer under the Rubik's Cube. Specifically, SBB will be deployed in two independent cycles to build each level of the policy tree under separate objectives, thus synonymous with the transfer of previous policies under different contexts. Moreover, the second cycle of evolution needs to successfully identify the relevant policies for reuse/transfer from the first cycle, i.e. a switching policy is evolved to select between a set of previously evolved policies.
Formulating fitness for task transfer
The first three subgroups for the Rubik's Cube task under TWA (e.g., [7] ) will take the form of the following two objectives: Subgroup 1 -Source task Orient all the 12 edge cubies, where this does not imply correct position. Face colours are defined by the centre facelet of each face, as these never rotate. Thus, edge orientation without position implies that an edge is aligned with the correct faces, but not necessarily with colours matching. For example, a red-blue edge might be aligned with the red and blue faces, but with the red facelet matched with the blue face and blue facelet on the red face.
Subgroup 2 -Target task
Position all the 12 edge cubies correctly and orient all 8 corner cubies. This implies that all 12 edges are in their correct final position and the 8 edges are on the correct edge (but not necessarily with colour alignment to the correct centre facelet). This actually represents a combination of objectives 2 and 3 as originally employed by [7] .
Obviously, both of the above tasks denote a set of Rubik's Cube states. In order to explicitly define these states and provide the basis for quantifying how efficiently solutions are found, we adopt the following process. 5. Relative to the configurations of the target task (Subgroup 2), query the database to identify all Cube configurations that lie 1 through 5 quarter twists away from this subgroup. As subgroup 2 is more constrained, there are a smaller number of such Cube states.
The above process enables us to explicitly identify Cube states that satisfy subgroup 1 and 2 given a five twist limit from the respective goal states. An ideal fitness function would therefore be the count for the number of twists away from subgroup 1 and 2. In general this would not be feasible, however, it does provide a baseline for what the ideal fitness function performance would be. Hereafter, such a fitness function is referred to as the ideal fitness function.
A second formulation for fitness is defined in terms of the count for the number of edges and/or corners that fail to match the subgroup [7] , or
where o edge is the count for the number of edges that are not oriented (minimum is best) as encountered over a sequence of up to a maximum of T moves (= 5) as dictated relative to initial Cube state p k and policy hi. 
Gtarget(hi, p
(2) where ocorner is the count for the number of corners that are not oriented and p edge is the count for the number of miss positioned edges (see target task definition). Likewise, fitness is expressed relative to an initial Cube configuration, p k , and up to a maximum of T (= 5) moves as identified by candidate policy hi. Hereafter, fitness based on Gsource and Gtarget are denoted the approximate fitness function. This latter fitness function does not require database queries, but is unable to provide as much quantification of state as the ideal fitness function.
Symbiotic Bid-based GP
As noted above, several works have previously deployed SBB in various RL tasks. In the following we therefore summarize the properties that make SBB uniquely appropriate for task transfer under the Rubik's Cube. A total of three populations appear in the original formulation of SBB 2 [19, 5, 15] as employed here: point population, host population and symbiont population, Figure 1 .
The Point population (P) defines the initial state for a set of training scenarios against which fitness is evaluated. At each generation some fraction of Point population individuals are replaced, or the 'point gap' (GP ). In the Rubik's Cube task Point individuals, p k , represent initial states for the Cube. For simplicity, the Point population content is sampled without replacement (uniform p.d.f.) from the set of training Cube initial configurations (Section 4.1), i.e. in the case of SBB, no attempt is made to begin sampling with initial Cube states 'close' to the goal state.
The Host population (H) represent a variable length
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GA that indexes some subset of the members of the Symbiont population (S). Each host defines a team of symbiont programs that learn how to decompose a task through interprogram bidding. Fitness is only estimated at the Host population and a diversity metric is used to reduce the likelihood of premature convergence. This work retains the use of fitness sharing as the diversity metric (discussed below). As per the Point population, a fraction of the Host individuals are deterministically replaced at each generation (GH ). The Symbiont population (S) consists of bid-based GP individuals that may appear in multiple hosts [18] . Each symbiont symi is defined by an action, symi.(a), and pro-2 More recent works have not used a point population, deAlgorithm 1 Host, hi, fitness evaluation w.r.t. initial Cube configuration p k ∈ P . s(t) is the vector summarizing Cube state ( Figure 2) and t is the index denoting the number of twists applied relative to the initial Cube state. The interaction between Point and Host population assumes a Pareto archive formulation [18, 6] . This implies that individuals are first marked as dominated or not, with dominated Hosts prioritized for replacement. Points are rewarded for distinguishing between Hosts [3] . However, the number of non-dominated individuals is generally observed to fill the population, necessitating the use of a secondary measure for ranking individuals, or diversity maintenance, vised different diversity mechanisms and focused on supporting task transfer between different environments [13, 14] . 3 Hosts are initialized with a symbiont compliment sampled with uniform probability over the interval [2, ..., ω] . where a fitness sharing formulation is assumed [22] . Thus shared fitness, si, of host hi takes the form:
where G(h i, p k ) is the task dependent reward defining the quality of policy hi on initial Cube configuration p k or, in the case of the approximate fitness function, Equations (1) and (2) for source and target tasks respectively.
Given the symbiotic relation between Host and Symbiont populations, variation operators operate hierarchically [18, 6] . Thus, crossover operates on a pair of parents from the host population. Mutation at the Host population may add or delete symbionts, relative to the current Symbiont population content. Finally, Symbionts can be modified by first cloning a symbiont and then introducing variation in the symbiont program through (instruction) add/delete or instruction field specific mutation.
EMPIRICAL STUDY
Parameterization
The state of a Rubik's Cube is expressed as a vector of 54 integers. Each integer expresses the facelet colour at a specific location. The relationship between an unfolded Figure 2 . Note that cells corresponding to {f 4, r4, d4, ..., b4} denote the centre facelet for each face and therefore the integer indicating their respective colour never changes. Such information is retained in order to provide the basis for GP to establish the correct colour for each face. The publicly available jSBB distribution provided the code base from which modifications were made to support policy tree discovery under the Rubik's Cube task. 4 The parameters for SBB are summarized in Table 1 . Note that the gap size is defined such that a subset of 20 (50) of the Host (Point) population are replaced per generation (or 100 Host/Point individuals are retained per generation). Given that there are 50,000 generations performed, then the total number of unique Cube configurations encountered during training is 2,500,100.
5 This means that, after the first generation, the subset of 20 new hosts are evaluated on all 150 Cube configurations. Conversely, the remaining subset of 100 Hosts already have fitness evaluated on 100 of the Points, thus this subset of Hosts only need evaluation over the 50 new Points. This corresponds to 8,000 evaluations per generation or 4 × 10 8 per training cycle. After training is complete for both source and target task, all possible 5 twist configurations conforming to the union of the subgroups are used for test purposes or 17,675,698 (of which 14% were encountered once during training).
6 Each policy is allowed a maximum budget of 5 twists to solve a Cube configuration. The cost of policy search (especially w.r.t. evaluation using the ideal fitness function) implied that we were limited to performing a total of 5 independent runs for each fitness function.
A symbionts per host limit, ω, of 9 is assumed, where this is less than the total number of actions (12) . This reflects a desire to 'force' task decomposition. Moreover, different hosts are free to assume different subsets of ac- tions. Thus, as the policy tree is constructed, the second cycle of evolution may well sample a cross section of individuals as previously evolved, and therefore form a policy tree that samples the entire range of actions. Operators utilized (by symbionts) are unchanged from previous work: {+, −, ×, ÷, cos, exp, log, cond} where 'cond' is a conditional operator that switches the sign of a operand when taken [18, 6] ; hence no attempt is made to craft task specific operators.
Results
Sarsa ε-greedy value function approximation
A Radial Basis Function (RBF) representation was assumed on account of previous successes with this architecture (e.g., [26, 28] ). Parameter sweeps conducted over the subgroup 1 task 7 (5,000 epochs) identified learning rate (α = 0.5), exploration parameter (ε = 0.8) and ε annealing factor (0.9999). Additional parameter choices included: 1) the resolution of the RBFs (15,552 appear in the resulting architecture); and, 2) γ = 1 and λ = 0 where the latter followed from previous experience.
Five runs were then performed at the preferred parameter setting for 100,000 epochs (i.e., 100,000 Cube configurations). Figure 4 summarizes the resulting (average) reward received during which only 203 source task configurations were solved. Given that the Sarsa value function approach to RL is generally observed to converge rapidly to solutions [28] , this result appears to indicate that subtask 1 cannot be generalized using Sarsa in its current form. Indeed, significant amounts of prior knowledge are generally necessary to tune the resolution of the RBF 'tiling' to each task [26, 28] . the average individual-wise and the population-wise performance. Specifically, after the last generation on the target task, all individuals from the population are evaluated across all 17,675,698 Cube configurations. We then rank each host in descending order of the number Cube configurations solved. This provides a monotonically decreasing curve summarizing the strength of individuals in the population after evolution. However, population diversity implies that individuals do not necessarily solve the same subset of Cube configurations. Thus, relative to the individual-wise ordering of hosts, we also build a count for the total number of unique Cube configurations solved, or the monotonically ascending curve in Figure 4 . The third curve represents a population of random policies (content at generation zero).
SBB
It is apparent that at generation zero the best random policy is capable of solving ≈ 6% of Cube configurations and up to ≈ 10% over the population as a whole. This is somewhat better than Sarsa after 100,000 training epochs on the easier subtask 1 objective. Some of this is likely a function of different representational biases, i.e. the RBF representation explicitly indexes all states, whereas GP does not. This might provide more robustness to state changes that result in ≈ 37% of the state variable values changing. Conversely, the best trained SBB individuals (red and blue curves) are able to solve ≈ 80% of Cube configurations, and approach solving 100% of Cube configurations using the first 20 individuals alone. Figure 5 presents the individual-wise and cumulative curves for Ideal fitness function and the Approximate fitness function in more detail. Under the Ideal fitness function the cumulative performance is such that all 5 runs resulted in 100% of the test cases being solved by some subset of the hosts. The Approximate fitness function approaches this, with three of the 5 runs solving 100% of the test cases and the two remaining cases solving over 96% of the test cases (across the population of hosts). In short, the Approximate fitness function is able to approximate the Ideal fitness function sufficiently well, while being feasible to deploy in practice, i.e. the Ideal fitness function requires an exhaustive database of twist states, thus considerable prior effort to efficiently construct. Figure 6 summarizes the architecture of a solution post training (corresponds to one of the first ranked policies on the target task). Host 'H1' is the switching host evolved during the target task and consists of four symbionts. Each H1 symbiont uses a unique action in the form of a reference to a host evolved during the source task (labelled H2 through H5). H1 is therefore the 'switching' node for the overall policy tree. Given the current state of the Cube, the four H1 symbionts execute their programs to resolve which branch to take, i.e. identifies one layer 1 host (H2 through H5). This implies that only symbionts associated with one host at each layer are ever executed per state in order to determine an action, not the entire tree. The selected layer 1 host executes its symbiont programs (on the same Cube state as the switching host), so identifying a specific atomic action (layer 0). In this particular case, the (layer 1) Hosts typically employ 5 to 7 symbionts. Out of a total of 12 available atomic actions, 8 are actually used by this particular individual.
CONCLUSION
Machine learning approaches for solving the Rubik's Cube have to date been limited to performing a search conducted relative to a specific scrambled Cube configuration, i.e. solutions are not capable of solving multiple Cube configurations. This work builds on two recent developments in order to provide a starting point for evolving policies that solve multiple configurations of the Rubik's Cube. The first development is the formulation of an approximate fitness function that corresponds to the subgroups of TWA. The second provides a framework for the piece-wise hierarchical construction of GP individuals under policy search or SBB. The combination of the two leads to knowledge transfer between policies associated with consecutive subgroups.
In this work we demonstrate the feasibility of this scheme for the first two subgroups. We are able to show that the approximate fitness function provides a very close approximation to performance of an ideal fitness function (the latter based on an exhaustive database of Cube configurations); albeit limited to 1 through 5 twists away from the subtask. The latter is too expensive to deploy in practice, but can be used under the restricted task considered here. It also appears that this task is difficult for Sarsa-RBF value function approximation (fails to solve the first subtask).
The work reported here is limited to a 5 twists in order to facilitate comparison to an ideal fitness function. Extending the framework to scrambled Cubes with more than 5 twists might also possible, but only under the approximate fitness function, i.e. we let the point population incrementally increase the number of twists with which scrambled Cubes are sampled. Evolving policy trees of more than two layers will also be considered with the objective of identifying a single champion policy solving > 90% of Cube configurations.
