A lower bound on the box-counting dimension of crossings in fractal percolation11Research supported by EPSRC grant no. 94000964.  by Orzechowski, M.E.
Stochastic Processes and their Applications 74 (1998) 53{65
A lower bound on the box-counting dimension of crossings
in fractal percolation1
M.E. Orzechowski 
Mathematical Institute, University of St Andrews, Fife KY16 9SS, Scotland, UK
Received 11 February 1997; received in revised form 31 July 1997
Abstract
We consider Mandelbrot’s fractal percolation process, obtained by repeated subdivision of the
unit square, and obtain an explicit almost sure lower bound on the lower box-counting dimension
of paths within the retained set that cross the square from left to right. c© 1998 Elsevier Science
B.V. All rights reserved.
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1. Introduction
The fractal percolation process was rst proposed by Mandelbrot (1982) and has
since been studied by several authors, including Chayes et al. (1988), Dekking and
Meester (1990) and Falconer and Grimmett (1992); see Chayes (1995a) for a good
overview of the subject.
We consider the fractal percolation process in the unit square [0; 1]2, performed with
subdivision index M>2 and retention probability 0<p<1. Let C0 = [0; 1]2 and divide
C0 into M 2 equal closed level-1 squares, each of side-length M−1, in the natural way.
Select each of these squares independently at random with probability p, and write C1
for the union of those selected. Similarly, divide each square of C1 into M 2 level-2
squares of side-length M−2, select each of these with probability p and write C2 for
the union of those selected. Continuing in this way, we have a decreasing sequence of
closed sets C0C1C2   ; we denote the limiting set by C1.
It will sometimes be convenient to formulate the fractal percolation process in the
following alternative way: For n>1, we let C0n be a union of mesh squares contained
in [0; 1]2 and of side-length M−n, each selected at random with probability p indepen-
dently of all other squares. Then C1=
T
n>1 C
0
n denes the same process as above.
In addition, we dene Cn2n1 =
Tn2
n=n1 C
0
n.
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Let L= f0g [0; 1]; R= f1g [0; 1] and say that percolation occurs if C1 contains
a connected component intersecting both L and R. We dene a percolating path or
crossing to be a continuous path   : [0; 1]!C1 such that  (0)2L and  (1)2R. There
is a critical probability pc such that crossings occur with positive probability when
p>pc, and with zero probability when p<pc.
A path  : [0; 1]!Rn is said to satisfy a Holder condition of exponent  if there
exists a parameterization of  and a constant c>0 such that
j(t1)− (t2)j6cjt1 − t2j (1.1)
for all t1; t2 2 [0; 1]. It is easy to show that any path  satisfying a Holder condition of
exponent  has dimension dimB()61=.
The lower box dimension dimB(E) of a set ERn is given by
dimB(E)= lim inf!0
logN(E)
− log  (1.2)
and the upper box dimension dimB(E) by
dimB(E)= lim sup
!0
logN(E)
− log  ; (1.3)
where N(E) is the number of mesh cubes of side-length  intersecting E. Observe
that we may replace the limit ! 0 in Eqs. (1.2) and (1.3) by the limit n!1 on
substituting =M−n. Our main result is an almost sure lower bound on the lower box
dimension of crossings.
Theorem 1. There exists a constant v= v(M)>0 such that with probability 1, every
crossing   : [0; 1]!C1 satises
dimB( )>1 + v(1− p)4jlog(1− p)j−3: (1.4)
Theorem 1 extends a result of Chayes (1996). He considers the fractal percolation
process in the super-critical phase pc6p<1 and proves that, with probability 1, all
percolating paths are non-rectiable and actually have a lower box dimension of at
least 1+  for some >0. The arguments involved in the proof are intricate, involving
showing that directed percolation (an event which occurs with probability zero, see
Chayes (1995b)) is a necessary and sucient condition for =0. No value for  is
calculated, nor is any dependence of  on p exhibited. Note also that Theorem 1
implies a lower bound for pc, since no path can have dimension greater than 2, but
this will not improve on previous bounds.
Corollary 2. With probability 1, no crossing   : [0; 1]!C1 satises a Holder con-
dition of exponent  for any >(1 + v(1− p)4jlog(1− p)j−3)−1.
As a partial converse, the author has also obtained an upper bound on the upper box
dimension of crossings for values of p close to 1. This upper bound takes the form of
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Fig. 1. Upper and lower bounds on the box-counting dimension of crossings.
an almost sure (conditional on percolation) bound on the minimal value of the upper
box dimension of all crossings contained in C1.
Theorem 3. Suppose that M>3 and 1−M−5=156p<1. Then there exists a constant
u= u(M)>0 such that
Pp(9 percolating path  s:t: dimB()6 j percolation)= 1; (1.5)
where
= (M;p)= 1 +
log 3
j(log(1− p))=5− uj :
Full details of the proof of Theorem 3 appear in Orzechowski (1997). Briey, our
approach is to show that provided that p is suciently close to 1, nearly all of the
squares present in Cn are retained in Cn+m (for some xed m=m(p)). A geometrical
argument is then used to show that with positive probability, C1 contains a crossing
with upper box dimension bounded above by ; by using a branching process, this is
then strengthened to an almost sure result.
The bounds presented above and illustrated by Fig. 1 are by no means tight and
could certainly be improved by the use of more careful estimates. Nevertheless, these
are non-trivial bounds; for all s>4, there exists a constant v0= v0(s)>0 such that the
lower bound is at least 1+v0(1−p)s for all 06p61, whereas the upper bound behaves
like 1=jlog(1− p)j as p! 1.
2. Lower bound on lower box dimension
Our strategy will be to show that any percolating path   must avoid small ‘holes’ in
C1 at innitely many scales. To do this, we rst dene the notion of an m-long link.
Roughly speaking, for n>1, a link is the parallelogram between two nearby level-n
squares; a link is said to be m-long if the pattern of squares therein at levels (n+ 1)
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Fig. 2. Dening the link L(A; B).
to (n+m) contains suciently many holes so as to force any path passing through the
link to make a large detour.
We show that these m-long links occur with high probability for suciently large
values of m, and that in any chain of neighbouring level-n squares, such links appear
with a certain degree of independence. Finally, we prove that, for m suciently large
and with probability 1, all chains contain at least a certain xed proportion of m-long
links, from which we obtain a lower bound on the dimension of any percolating paths.
We dene a distance function on subsets of the unit square. For A; B [0; 1]2, let
dist(A; B)= inffd1(x1; x2): x1 2A; x2 2Bg; (2.6)
where d1 is the metric on R2 given by taking the maximum dierence in co-ordinates.
Fix n>1 and let A and B be two level-n squares. Suppose that dist(A; B)=M−n; then
without loss of generality, we may assume (by rotating and reecting as necessary)
that B lies to the right of, and possibly below, A, as in one of three congurations
shown in Fig. 2. We then dene the link L(A; B) between A and B to be the (closed)
parallelogram formed by the intersection of the convex hull of A and B and the column
of width M−n separating A and B, as illustrated. (Note that if A and B are diagonally
opposite one another, as in Fig. 2c, then there are two possible choices for L(A; B);
choose either, in a consistent manner.)
Fix n>1 and m>1 and let A, B be two level-n squares such that dist(A; B)=M−n.
For points x1; x2 2R2, let ‘(x1; x2) denote the straight-line segment joining x1 to x2.
We say that L(A; B) is m-long if for all x1 2A and x2 2B, there exists a circle
c= c(x1; x2) such that
(1) c is an open circle of diameter M−(n+m)=2;
(2) cL(A; B);
(3) the centre of c lies on ‘(x1; x2);
(4) c\Cn+mn+1 = ;: (2.7)
Thus, we think of L(A; B) as m-long if for every pair of points x1 2A, x2 2B there is
a ‘hole’ in Cn+mn+1 of diameter at least M
−(n+m)=2 with centre on the line joining x1 to
x2, as illustrated in Fig. 3.
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Fig. 3. A 1-long link L(A; B).
Lemma 2.1. Let A and B be level-n squares such that dist(A; B)=M−n. Then
Pp(L(A; B) is m-long)>1−M 4(m+1)Mm; (2.8)
where =1− (1− p)2.
Proof. Assume that A, B and L(A; B) appear as shown in Fig. 2a and 2b or 2c. Let A0
and B0 be level-(n+m+1) squares such that A0A and B0B, and let a; b denote the
centres of A0 and B0, respectively; observe that there are (M 2(m+1))2 ways of choosing
such a pair A0; B0. Let Sm(A0; B0) be the set of level-(n + m) squares Si such that Si
contains a point zi 2 ‘(a; b)\L(A; B) of the form ((k + 12)M−(n+m); y), where k 2Z
and y2 [0; 1].
For each Si 2 Sm(A0; B0), let S 0i be the level-(n+ m) square vertically adjacent to Si
and closer to zi (or either such square if both are equal distance from zi). Dene the
set of rectangles Rm(A0; B0) by
Rm(A0; B0)= fRi: Ri= Si [ S 0i ; Si 2 Sm(A0; B0)g;
then card Rm(A0; B0)=Mm since there are M−n=M−(n+m) =Mm distinct points zi of the
required form.
We declare a rectangle Ri 2Rm(A0; B0) to be vacant if int(Ri)\Cn+mn+1 = ;, an event
which occurs independently for each Ri with probability at least (1−p)2. Observe that
given a vacant rectangle Ri 2Rm(A0; B0), then by our construction Ri contains an open
circle c(x1; x2) of diameter M−(n+m)=2 and with centre lying on ‘(x1; x2) such that
c\Cn+mn+1 = ; for all points x1 2A0 and x2 2B0. We deduce that L(A; B) is m-long if
there exists a vacant Ri 2Rm(A0; B0) for every pair of level-(n+m+1) squares A0A,
B0B. Therefore,
Pp(L(A; B) is not m-long)6(M 2(m+1))2M
m
; (2.9)
where =1− (1− p)2.
Lemma 2.2. Given >0 and level-n squares A, B with dist(A; B)=M−n, let m0 be
the least integer m such that Pp(L(A; B) is m-long)>1− . Then m0 satises
Mm062M (− log + 4 log 8M − 8 log(1− p))=(1− p)2: (2.10)
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Proof. Eq. (2.10) follows, after some computation, from Lemma 2.1.
Dene a level-n chain of size t to be a set S (n) = fS1; : : : ; Stg of level-n squares
satisfying
(1) S1 \L 6= ;;
(2) St \R 6= ;;
(3) Si \ Si+1 is either a singleton or an edge; for all 16i6t − 1;
(4) Si \ Sj = ; whenever j 6= i; i  1: (2.11)
Fix m>1. Given a chain S (n) = fS1; : : : ; St+2g of size t + 2 and 16i6t, let L(i)
denote the event fL(Si; Si+2) is m-longg. The events L(i) are not in general independent,
since if L(Si; Si+2) and L(Sj; Sj+2) have any squares in common at levels (n + 1) to
(n+m), knowledge of whether L(i) occurs will have an eect on L(j). However, with
this denition of a chain, we can ensure that L(Si; Si+2) and L(Sj; Sj+2) do not touch,
providing that ji − jj>4.
Lemma 2.3. The events L(4); L(8); : : : ; L(4[t=4]) (where [x] denotes the integer part
of x) are mutually independent.
Proof. Let i and j be integer multiples of 4 such that 46i<j64[t=4]. Consider the
four squares Si; Si+2; Sj and Sj+2. Since S (n) = fS1; : : : ; St+2g is a chain, Eqs. (2.11)(3)
and (2.11)(4) imply that
dist(Si; Si+2)=M−n; dist(Sj; Sj+2)=M−n;
dist(Si; Sj)>M−n; dist(Si; Sj+2)>M−n;
dist(Si+2; Sj)>M−n; dist(Si+2; Sj+2)>M−n: (2.12)
The eect of the rules in Eq. (2.12) is to ensure that the squares Si; Si+2; Sj; Sj+2 are
mutually separated by a distance of at least M−n; a few of the arrangements possible
are illustrated in Fig. 4. It is not hard to see that unless the four squares are arranged
as in Fig. 4d or 4e (or a congruent arrangement) then we must have
dist(L(Si; Si+2); L(Sj; Sj+2))>M−n=2: (2.13)
In this case, L(Si; Si+2) and L(Sj; Sj+2) have no squares in common at levels (n+1) to
(n+ m), and so we conclude that L(i) and L(j) are independent events.
Those congurations illustrated in Fig. 4d and 4e may be discounted since in each
case the positioning of the squares Si+1 and Sj+1 would contravene condition (2.11)(4)
of the denition of a chain.
Dene #S (n) = cardS (n) = t + 2 and
#LS (n) = cardfi: L(4i) occurs; 16i6[t=4]g:
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Fig. 4. Possible arrangements of Si; Si+2; Sj ; Sj+2.
Lemma 2.4. Suppose that we have Pp(L(A; B) is m-long)>1−  (where 0<<1) for
all pairs of level-n squares A; B with dist(A; B)=M−n, and for all n>1. Let 6<1.
Then there exists a constant c1 = c1(; )>0 such that
Pp(9 a level-n chain S (n) s:t: #LS (n)6 (1− )[(#S − 2)=4])
6 c1M 2n(5h(; )1=4)M
n
(2.14)
for all n>1, where h(; )= (=)((1− )=(1− ))1−.
Proof. Fix n>1. Let S (n) = fS1; : : : ; St+2g be a xed level-n chain of size t + 2,
and dene N = [t=4]. Let X be a random variable having the binomial distribution
Bin(N; 1− ). Then
Pp(#LS (n)6l)6P(X6l) (2.15)
for all values of l, since by Lemma 2.3, L(4); : : : ; L(4N ) are mutually independent
events, each occurring with probability at least 1− . Now,
P(X6l)=
lX
j=0
 
N
j
!
(1− ) jN−j (2.16)
and
(N
j

(1− ) jN−j is increasing in j for j6E(X )= (1− )N , so
P(X6l)6(l+ 1)
 
N
l
!
(1− )lN−l (2.17)
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provided that l6(1 − )N . Using Stirling’s formula x!p2e−xxx+1=2, it is easy to
show that there exists a constant c0>0, independent of N and l, such that 
N
l
!
6c0

N
l(N − l)
1=2N
l
l N
N − l
N−l
(2.18)
for all N and l. Hence, we deduce from Eqs. (2.15), (2.17) and (2.18) with l=
[(1− )N ] that
Pp(#LS (n)6(1− )N )6 P(X6(1− )N )=P(X6l)
6 c0N

1
N(1− )
1=2 1− 
1− 
(1−)N 

N
= c0(N=(1− ))1=2(h(; ))N ; (2.19)
where h(; )= (=)((1− )=(1− ))1−.
Next, we count the number of level-n chains S (n). There are Mn possible choices
for S1, namely the level-n squares intersecting f0g [0; 1]. Each square Si gives rise to
at most ve choices for its successor Si+1 under the restriction that Si+1 and Si−1 do
not touch, and hence there are at most Mn5t+1 chains of size t+2. Also, observe that
any level-n chain necessarily has size lying between Mn and M 2n. We deduce that
Pp(9 level-n chain S (n) s:t: #LS (n)6(1− )[(#S − 2)=4])
6
M 2n−2X
t=Mn−2
Pp(9 level-n chain S (n) of size t + 2 s:t: #LS (n)6(1− )[t=4])
6
M 2n−2X
t=Mn−2
Mn5t+1c0([t=4]=(1− ))1=2(h(; ))[t=4]: (2.20)
If h(; )<5−4, then we can nd a constant c1 = c1(; )>0 such that the last sum is
at most c1M 2n(5h(; )1=4)M
n
for all n>1. If h(; )>5−4, then Eq. (2.14) is satised
simply by taking c1 = 1.
Let m(n; ) denote the event f9 level-n chain S (n) s.t. #LS (n)6#S (n)g.
Corollary 2.5. Suppose that we are given  and  satisfying 0<<<1, h(; )<5−4
and Pp(L(A; B) is m-long)>1−  for all pairs of level-n squares A, B with dist(A; B)=
M−n, and for all n>1. Then
Pp(m(n; ) occurs for innitely many n)= 0; (2.21)
where =(1− )=4.
Proof. Since h(; )<5−4, we can nd << such that h(; )<5−4. Applying
Lemma 2.4 with this value of , observing that
(1− )[(t − 2)=4]>(1− )t=4 (2.22)
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for all suciently large values of t, and summing over n yields
X
n>1
Pp(m(n; (1− )=4))<1: (2.23)
We then apply the Borel{Cantelli lemma to deduce the desired result.
For n>1, dene a level-n crossing to be a continuous path (n) : [0; 1]!Cn such that
(n)(0)2L and (n)(1)2R, and say that we have percolation in Cn if such a level-n
crossing exists. Observe that if percolation occurs in Cn then there exists a piecewise
linear level-n crossing, which therefore has nite length. We shall let L((n)) denote
the length of a crossing (n).
Dene (n) = inffL((n)): (n) is a level-n crossingg, with the convention that
inf ;=1. Given a percolating path   : [0; 1]!C1, let N (n)( ) denote the number
of level-n squares intersecting  ; in addition, dene
N (n) = inffN (n)( ):   is a percolating pathg;
again with the convention that inf ;=1.
By Eq. (1.2), the lower box dimension of a path   ([0; 1]) is
dimB( )= lim infn!1
logN (n)( )
logMn
: (2.24)
Observe now that (n)6
p
2M−nN (n) for all n>1, since every level-n square can be
crossed by a portion of path of length at most
p
2M−n. Hence,
dimB( )> lim infn!1
log(Mn(n)=
p
2)
logMn
= 1 + lim inf
n!1
log(n)
logMn
: (2.25)
The following geometrical result shows that if m(n; ) does not occur, i.e. for every
level-n chain the proportion of m-long links is greater than , then the shortest level-
(n+m) crossing has length at least r times the length of the shortest level-n crossing,
where r= r(m)>1.
Lemma 2.6. Let m>1, n>1 and >0 and suppose that m(n; ) does not occur.
Then
(n+m)>(n)

1 +
M−2m
288
p
2

: (2.26)
Proof. If there are no level-(n + m) crossings then Eq. (2.26) is trivially satised.
Otherwise, since Cn+m is a union of equal closed squares, there exists a crossing
(n+m) such that L((n+m))=(n+m). Let
T (n) = fA: ACn is a level-n square s:t: A\ (n+m) 6= ;g:
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Fig. 5. Possibilities for the path (n)0; 1.
By construction,
S
A2T (n) A is a connected subset of Cn intersecting both L and R.
Hence, by deleting squares as necessary so as to satisfy condition (2.11)(4), we can
nd S (n) = fS1; : : : ; StgT (n) such that S (n) is a level-n chain.
Since m(n; ) does not occur, we have that #LS (n)>#S (n) and so the set
I = fi: L(4i) occurs, 16i6[(t − 2)=4]g has cardinality greater than t. Let i2 I ; thus
the link L(S4i ; S4i+2) is m-long.
Choose points y1 2 (n+m) \ S4i and y2 2 (n+m) \ S4i+2. For l6n + m, dene (l)1;2 to
be a path (l)1;2 : [0; 1]!Cl of minimal length such that (l)1;2(0)= y1 and (l)1;2(1)= y2
and let (l)i =L(
(l)
1;2([0; 1])). According to the relative position of y1 and y2 and the
presence or absence of neighbouring level-n squares, we can pick (n)1;2 to appear like
one of the eight possibilities shown in Fig. 5.
Next, dene points xk for k =1; 2 by xk = 
(n)
1;2(sk), where
s1 = supfs: (n)1;2(s)2 S4ig and s2 = inffs: (n)1;2(s)2 S4i+2g;
then the portion of the path (n)1;2 between x1 and x2 is a straight-line segment. Since
L(S4i ; S4i+2) is m-long, there exists a circle c= c(x1; x2) satisfying the conditions of
Eq. (2.7) with A= S4i, B= S4i+2. Then because Cn+mCn+mn+1 and (n+m) was chosen
to be of minimal length, we see that (n+m)1;2 must ‘go around the outside of the hole’
c, as in Fig. 6a.
Considering the ‘worst case’ shown in Fig. 6b, where y1 and y2 are diagonally
opposite and (n)i =3
p
2M−n, we have
(n+m)i > ((3
p
2M−n)2 + (M−(n+m)=2)2)1=2
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Fig. 6. (n+m)0; 1 avoids the circle c.
= 3
p
2M−n(1 +M−2m=72)1=2
> 3
p
2M−n(1 +M−2m=288) (2.27)
using (1 + x)1=2>1 + x=4 for 06x61. Since the ratio (n+m)i =
(n)
i is certainly no less
in other congurations, we conclude that for general y1 and y2 we have
(n+m)i >
(n)
i (1 +M
−2m=288): (2.28)
For every i2 I , we now replace the portion of (n+m) between y1 = y1(i) and y2 =
y2(i) by a path of the form 
(n)
1;2, as above. For each i, this replacement causes a
reduction in L((n+m)) of at least
(n+m)i − (n)i >(n)i M−2m=288>M−(n+2m)=288:
The resulting path is a level-n crossing, and therefore
(n)6(n+m) − (card I)M−(n+2m)=288
6(n+m) − M
−2m
288
p
2
(n) (2.29)
since card I>t and (n)6
p
2M−nt.
Finally, we complete the proof of Theorem 1. We rst nd a value of m so that
suciently many of the level-n links are m-long for all but nitely many n. This value
of m is then used in conjunction with Lemma 2.6 to obtain an almost sure lower bound
on the dimension of any crossings.
Proof of Theorem 1. Choose 0<<<1 satisfying h(; )<5−4, where h(; ) is as
dened in Lemma 2.4. Throughout the remainder of this proof, we let m be the least
integer such that Pp(L(A; B) is m-long)>1−  for all suitable pairs of level-n squares
A, B and for all n>1; Lemma 2.2 gives an upper bound on m. By Corollary 2.5, we
have
Pp((n; (1− )=4) occurs for innitely many n)= 0: (2.30)
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Let n0 = supfn: (n; (1 − )=4) occursg + 1; then n0 is random, taking a nite value
almost surely. When n0<1, we have (n0)>1 trivially, and for all k>0,
(n0+(k+1)m)>(n0+km)(1 + M−2m) (2.31)
by Lemma 2.6, where =(1 − )=1152p2. Since (n) is non-decreasing in n, there
exists d>0 such that
(n)>d(1 + M−2m)n=m (2.32)
for all n>1; we thus have an almost sure lower bound on the limiting scaling behaviour
of the lengths of the level-n crossings as n!1. By Eq. (2.25), with probability 1
every percolating path   : [0; 1]!C1 satises
dimB( )> 1 +
log(1 + M−2m)n=m
logMn
> 1 +
M−2m
2 logMm
; (2.33)
since log(1 + x)>x=2 for 0<x<1.
Recall that by Lemma 2.2 we have Mm62Mw=(1 − p)2, where w=w(M;p; )=
log((8M)4−1(1− p)−8); substituting this inequality into Eq. (2.33) yields
dimB( )>1 +
(1− p)4
8M 2w2(log 2M + logw − 2 log(1− p)) : (2.34)
As p! 1, the denominator behaves asymptotically like (− log(1−p))3, and hence we
can nd a constant v= v(M; ; )>0 such that
dimB( )>1 + v(1− p)4jlog(1− p)j−3 (2.35)
uniformly in p, thereby establishing Theorem 1. Note that we can obtain an optimal
estimate for v by maximizing v= v(M; ; ) over the permitted range of  and .
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