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standard deviation on the maximum likelihood prediction y(t, θ ML ) is estimated by 38 (Gutenkunst et al., 2007a) 39 σ 2 (y(t, θ ML )) = ∑ i, j ∂ y(t)
Here H i, j (θ ML ) = d 2 χ 2 (θ ML ) dθ i dθ j is the Hessian. This assumes a symmetric distribution of 40 y(t) around the maximum likelihood prediction. Assuming a normal distribution, the 41 95% confidence intervals of y(t) are then y(t, θ ML ) ± 1.96σ (y(t, θ ML )). Replacing the 42 linear derivatives in (1) with logarithmic derivatives gave similar results in Fig. 2D .
43
The models from the BioModels database, and the data sets 44 The following models were taken from the BioModels database ( factor (log b (c)) 2 , but does not change the relative differences between the Q α values.
80
Hence, the intervals shift downward. For example, increasing the base from 2 to 5 81 decreases Q α with a factor 5.4.
82
Model order reduction 83 The computational effort needed to sample π(θ ) may be large due to the model integra- 
where ∆ log θ = log(θ )−log(θ ML ) and H i, j (θ ML ) = d 2 χ 2 (θ ML ) d log(θ i )d log(θ j ) , the positive semidef- The parameters are approximately distributed as
and a sample can be drawn directly from this distribution, i.e., without the need for 
