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The orbitofrontal cortex (OFC) and amygdala are
thought to participate in reversal learning, a process
in which cue-outcome associations are switched.
However, current theories disagree on whether
OFC directs reversal learning in the amygdala.
Here, we show that during reversal of cues’ asso-
ciations with rewarding and aversive outcomes,
neurons that respond preferentially to stimuli pre-
dicting aversive events updatemore quickly in amyg-
dala than OFC; meanwhile, OFC neurons that
respond preferentially to reward-predicting stimuli
update more quickly than those in the amygdala.
After learning, however, OFC consistently differenti-
ates between impending reinforcements with a
shorter latency than the amygdala. Finally, analysis
of local field potentials (LFPs) reveals a dispropor-
tionate influence of OFC on amygdala that emerges
after learning. We propose that reversal learning is
supported by complex interactions between neural
circuits spanning the amygdala and OFC, rather
than directed by any single structure.
INTRODUCTION
The prefrontal cortex (PFC) is important for the ability to respond
flexibly and adaptively to changing environmental contingencies
(Miller and Cohen, 2001). This process has been studied using
reversal learning, a behavioral paradigm in which reinforcement
contingencies are switched without warning. Lesions of the orbi-
tofrontal cortex (OFC)—an area that comprises much of the
ventral surface of the PFC—impair reversal learning in primates
and rodents (Chudasama and Robbins, 2003; Fellows and
Farah, 2003; Iversen and Mishkin, 1970; Izquierdo et al., 2004;
Schoenbaum et al., 2003), although the impairment may be miti-
gated by limiting lesions to specific subregions or by using tech-Neuniques that spare fibers of passage (Kazama and Bachevalier,
2009). The OFC has extensive bidirectional connections with
the amygdala (Carmichael and Price, 1995; Ghashghaei et al.,
2007; Stefanacci and Amaral, 2000, 2002), a subcortical brain
structure that is important for a wide range of behaviors with
an appetitive or aversive affective component, such as learning
and updating cue-outcome associations (Murray and Izquierdo,
2007). Based on recent evidence, OFC has joined the amygdala
as a key brain area in which both appetitive and aversive infor-
mation are processed (Baxter and Murray, 2002; Belova et al.,
2007, 2008; Hosokawa et al., 2007; Morrison and Salzman,
2009; Paton et al., 2006; Phelps and LeDoux, 2005; Salzman
and Fusi, 2010; Salzman et al., 2007), and information about
both valences often converges at the level of single neurons
(Belova et al., 2008; Morrison and Salzman, 2009). Both the
OFC and the amygdala are important for a variety of behavioral
tasks that require the flexible reassignment of values to stimuli
(Murray and Izquierdo, 2007; Murray and Wise, 2010).
Despite these findings, there is no consensus on the specific
roles of the OFC and amygdala in the neural circuits underlying
flexible behavior. Some authors have posited that OFC is
specialized for supporting flexible behavior because it is better
or faster than other brain areas, such as the amygdala, at
signaling new cue-outcome associations—i.e., associations
between a conditioned stimulus (CS) and an unconditioned
stimulus (US) (Rolls et al., 1996; Rolls and Grabenhorst, 2008).
Under this framework, during reversal learning the OFC is
thought to rapidly detect the new CS-US associations and
emit a ‘‘reversal signal’’ that facilitates the updating of CS-US
contingencies in the amygdala. Other authors have suggested
that the OFC plays a different role in reversal learning: maintain-
ing the prereversal CS-outcome associations after reversal
(Schoenbaum et al., 2009). In this model, the persistent repre-
sentation of prereversal CS-US contingencies in OFC is thought
to provide a basis for comparison with ongoing events, facili-
tating error-based updating in the amygdala and other areas.
We sought to test these hypotheses by simultaneously
recording in amygdala and OFC in order to compare the onset
and time course of neural changes during reversal learning. We
reasoned that if OFC directs the reversal of associations in theron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc. 1127
Figure 1. Task and Behavioral Responses
during Reversal Learning
(A) Trace conditioning task. Images associated
with large reward and air-puff reverse contin-
gencies without warning after initial learning. Not
shown: a third trial type, in which small reward
follows a CS with no reversal.
(B and C) Cumulative (curves) and trial-by-trial (red
and blue dots) indicators of licking (red) and
blinking (blue). Black dots, change points. Green
dotted line, image value reversal.
(D and E) Mean probability (±SEM) of monkeys’
exhibiting the ‘‘correct’’ behavior—licking on pos-
itive trials (D), blinking on negative trials (E)—on the
first trial of each type after reversal, after having
experienced zero or one trials of the opposite type.
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Neural Dynamics of Learning in Amygdala and OFCamygdala—perhaps via a reversal signal—then the encoding of
new CS-US associations should emerge more rapidly in the
OFC than the amygdala during reversal learning. Alternately,
if OFC maintains the previous CS-US associations during
reversal learning, then the encoding of new associations should
appear slowly in OFC and more rapidly in other brain areas
such as the amygdala. Previous studies have identified neural
activity that encodes the reinforcement associations of stimuli
in primate OFC or amygdala separately (Belova et al., 2007,
2008; Bermudez and Schultz, 2010; Hosokawa et al., 2007;
Morrison and Salzman, 2009; Nishijo et al., 1988; Padoa-
Schioppa and Assad, 2006; Paton et al., 2006; Roesch and
Olson, 2004; Rolls, 1992; Thorpe et al., 1983; Tremblay and
Schultz, 1999). By recording from OFC and amygdala simulta-
neously, we were able to examine the time course of changing
neural responses during and after reversal learning in both1128 Neuron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc.areas for two populations of neurons:
those that respond more strongly to
stimuli that predict reward (‘‘positive’’
value-coding neurons) and neurons that
respond more strongly to stimuli that
predict aversive events (‘‘negative’’
value-coding neurons).
Surprisingly, we found marked differ-
ences between positive and negative
cell populations in the relative dynamics
of their changing signals: negative value-
coding cells ‘‘learned’’ faster in amyg-
dala, while positive value-coding cells
learned faster in OFC. Only after com-
pletion of reversal learning was there
evidence consistent with the idea that
one brain area (OFC) may drive process-
ing in the other (amygdala). Thus, the
debate concerning which area directs
learning in the other area must be ex-
panded to account for valence-depen-
dent differences in dynamics. Instead of
being driven by a particular brain area,
our data indicate that reversal learning ismore likely driven by complex interactions between neural
circuits spanning both brain areas.
RESULTS
Task and Behavior
We recorded single neuron activity and LFPs simultaneously
from the OFC and amygdala of two monkeys performing
a Pavlovian trace-conditioning task with a reversal learning
component (Figure 1A). In each session, monkeys learned
the associations of two novel, abstract visual CSs; one CS,
the ‘‘positive’’ image, was followed by a rewarding US (liquid
reward), while the other CS, the ‘‘negative’’ image, was associ-
ated with an aversive US (an air-puff to the face). We monitored
monkeys’ learning by tracking the amount of licking at the reward
spout in expectation of reward and eye closure (‘‘blinking’’) in
Figure 2. Recording Sites in Amygdala and Orbitofrontal Cortex
(A–P) Coronal T1-weighted MRI in Monkey L (A–H) and Monkey R (I–P).
(A) MR image showing the artifact from an electrode inserted dorsal to the amygdala. The images in (A)–(C) and (I)–(L) have been reoriented to trace the path of the
electrode.
(B and C) Magnified images of the amygdala in two consecutive slices (1 mm apart) from the MRI shown in (A). Symbols indicate properties of cells.
(D) Coronal MRI showing a typical area of OFC from which we recorded.
(E–H) Magnified images of OFC in four consecutive slices (1 mm apart) from the MRI shown in (D).
(I) MR image, reoriented as described above, showing the amygdala.
(J–L) Magnified images of the amygdala in three consecutive slices (1 mm apart) from the MRI shown in (I).
(M) Coronal MRI showing a typical area of OFC from which we recorded.
(N–P) Magnified images of OFC in three consecutive slices (1 mm apart) from the MRI shown in (M). Conventions as in (B) and (C) applied for all panels.
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Neural Dynamics of Learning in Amygdala and OFCexpectation of air-puff. After monkeys learned the initial rein-
forcement contingencies, we reversed the associations of the
positive and negative CSs without warning, and monkeys
learned the new contingencies, as indicated by changes in
licking and blinking after reversal.
We determined the onset of monkeys’ learning-related behav-
ioral changes using a change point test (Gallistel et al., 2004;
Paton et al., 2006). In the example shown in Figures 1B and
1C, anticipatory licking and blinking rates begin to change
quickly after the reversal of reinforcement contingencies,
although the monkey did not switch to the appropriate behavior
until it had experienced at least one pairing of each image with its
new reinforcement outcome. Across experiments, monkeys
were no more likely to lick on the first positive trial after reversal,
or to blink on the first negative trial, after first experiencing a trial
of the other type (Figures 1D and 1E; Wilcoxon, p > 0.5 for both),
and this did not change with experience (comparison between
first and second half of recording sessions; c2 test, p > 0.05).NeuThus, monkeys do not appear to develop a working concept of
reversal to guide their behavior on this task (a higher level
strategy); rather, they learn reversals by experiencing each cue
paired with its associated outcome.
Amygdala and OFC Neural Responses to Reversals
of Reinforcement Contingencies
We recorded from 217 neurons while targeting area 13 of the
right OFC (Ongu¨r and Price, 2000), and 222 neurons in the right
amygdala (Figure 2). We used a two-way ANOVA with factors for
CS value (positive or negative) and CS identity to detect neurons
that have activity reflecting the association of CSs with reward or
air-puff. Many cells in each brain area showed a significant main
effect of CS value on neural firing in the CS and/or trace intervals
(n = 86 in each area, p < 0.01). We further categorized these 172
cells by their preference for CS valence: neurons that fired more
strongly in response to the positive or negative CS were desig-
nated ‘‘positive’’ or ‘‘negative’’ value-coding cells, respectively.ron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc. 1129
Figure 3. Value-Coding Cells Encode Rein-
forcement Contingencies before and after
Reversal
(A–H) Average normalized neural activity (±SEM)
of positive value-coding cells (A,C,E,G) and
negative value-coding cells (B, D, F, and H) in OFC
(A–D) and amygdala (E–H), shown separately for
initial (A, B, E, and F) and reversal (C, D, G, and H)
blocks. The first five trials of each type in each
block are omitted because activity was often
changing during these trials. Peristimulus time
histograms (PSTHs) are constructed by building
individual PSTHs using 10 ms nonoverlapping
bins, Z-scoring (subtracting the mean of all bins
and dividing by the standard deviation), and then
averaging all cells in each bin. The resulting pop-
ulation PSTH is smoothed using a ten bin moving
average. PSTHs are truncated at US onset. Blue
line, average activity during positive trials; red,
average activity during negative trials. Vertical
dotted line, CS onset.
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Neural Dynamics of Learning in Amygdala and OFCWe identified substantial populations of positive and negative
value-coding cells in each brain area (41 positive cells and 45
negative cells in OFC; 27 positive cells and 59 negative cells in
amygdala). These value-coding cells responded more strongly
either to CSs predicting reward (positive cells) or air-puff (nega-
tive cells) both before and after reversal (Figure 3).
We applied the change point test to neural activity to deter-
mine whether the activity of these value-coding cells could1130 Neuron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc.underlie the behavioral changes seen
following reversal (Figures 1B and 1C).
Figures 4A–4D illustrate the responses
of a positive value-coding cell from OFC
recorded during the behavioral session
depicted in Figures 1B and 1C. The neural
response to Image 1 decreased as its
associated outcome changed from posi-
tive to negative (Figures 4A and 4C), and
the response to Image 2 increased as
the image changed from negative to posi-
tive (Figures 4B and 4D). For each image,
the change in neural response started to
occur at the same time as one or both
shifts in licking and blinking behavior.
Using this procedure, we identified a trial
number corresponding to the onset of the
change in activity of each value-coding
neuron, and we compared it to when
licking and blinking behavior began to
change upon reversal for the same
image. For each group of value-coding
cells, neural change points either were
not different from behavioral change
points (Figures 4F–4H; sign rank test,
p > 0.05) or were slightly earlier than
behavioral changes (Figure 4E; sign rank
test, p < 0.05). The change point dif-
ferences did not differ between groups(Wilcoxon, p > 0.05 for all comparisons). Thus, neural activity in
OFC—as well as in amygdala (Paton et al., 2006)—could
contribute to reversal learning.
Relative Dynamics of Value-Coding Cells during
Reversal Learning
We next examined the differences in the time course, as
opposed to onset, of the neural changes among positive and
Figure 4. Positive andNegative Value-CodingCells in Amygdala andOFCShowLearning-RelatedChanges in Activitywith Similar Onsets but
Different Time Courses
(A and B) Rasters and PSTHs illustrating the activity of a positive value-coding cell recorded in OFC during the behavior shown in Figures 1B and 1C. Rasters and
PSTHs are truncated at US onset. Red ticks and vertical dashed lines indicate CS onset and offset.
(C and D) Change point analysis of the neural activity shown in (A) and (B). Spike count (dots) and cumulative spike count (curves) during the CS interval, plotted as
a function of trial number for image 1 (C) and image 2 (D). Red dots, change points. Green dotted line, image value reversal.
(E–H) Distribution of differences between neural and behavioral change points (CPs; calculated as neural CP – behavioral CP) from positive value-coding neurons
in OFC (E), negative value-coding neurons in OFC (F), positive value-coding neurons in amygdala (G), and negative value-coding neurons in amygdala (H).
(I and J) Normalized average neural activity in the 12 trials before and after the CP. Asterisks, p < 0.05, Wilcoxon.
Error bars, SEM.
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Neural Dynamics of Learning in Amygdala and OFCnegative value-coding cells in OFC and amygdala. An unex-
pected pattern of differences emerged: among positive value-
coding cells (Figure 4I), OFC neurons exhibited a larger change
in activity from the 12 trials before to the 12 trials after the change
point (significant for positive trials; Wilcoxon, p < 0.05). However,
among negative value-coding cells, amygdala neurons exhibited
a larger change in activity than OFC neurons (Figure 4J; Wil-
coxon, p < 0.05 for both trial types). Thus, positive and negative
value-coding neurons in amygdala and OFC appear to ‘‘learn’’ at
different rates relative to each other.
To examine this apparent difference in time course, we calcu-
lated a ‘‘difference index’’—the difference in average normalized
neural response to the two CSs—over the trials following
reversal, using a six-trial moving window (Figures 5A and 5B).
We quantified the time course of the difference indices for
each neural population by calculating a scale-adjusted latency
or ‘‘threshold’’ for a fitted sigmoid curve, representing the trial
number when the curve reached a specific percentage of its
maximum value (see Experimental Procedures). The curves
reached this threshold at significantly different times for amyg-
dala and OFC (F-test, p < 0.001), and this difference had an
opposite sign for positive and negative value-coding cells. The
scale-adjusted latency was 15.15 ± 0.68 trials for positive OFCNeuand 18.24 ± 1.07 trials for positive amygdala cells, and 16.97 ±
2.12 trials for negative OFC and 10.03 ± 0.65 trials for negative
amygdala cells (margins of error are based on 95% prediction
intervals). Thus, for positive cells, the OFC group changed
more rapidly than the amygdala group, but, for negative cells,
the amygdala group changed more rapidly than its counterpart
in OFC.
The difference index provides a straightforwardway to analyze
the time course of changing neural responses, but it does not
take into account the possible contributions of other factors,
such as the sensory characteristics of images. Therefore, we
used a sliding ANOVA analysis to examine how the unique
contributions to neural activity of image identity and image value
change after reversal. For each value-coding cell, we calculated
the average proportion of explainable variance in neural activity
that was due to image value—a ‘‘contribution-of-value index’’—
using data from six trials of each type before and after reversal
(24 total trials), and thereafter sliding the postreversal six-trial
window in one-trial steps (i.e., using trials 2–7, then 3–8, etc.).
As before, we fit sigmoid functions to the index and tested for
differences in latency between the curves. This analysis, shown
in Figures 5C and 5D, confirmed the findings of the difference
index analysis. The contribution of image value to the activityron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc. 1131
Figure 5. Positive and Negative Value-Coding
Neurons in Amygdala and OFC Exhibit Different
Time Courses of Learning-Related Activity
(A and B) Normalized average difference index plotted as
a function of trial number relative to reversal for positive
value-coding cells (A) and negative value-coding cells (B)
in OFC (blue) and amygdala (green). Data are smoothed
using a six-trial average, stepped by one trial.
(C and D) Normalized average contribution of image value
to neural activity, derived from ANOVA, plotted as a func-
tion of trial number after reversal for positive value-coding
neurons (C) and negative value-coding neurons (D). Red
and cyan arrowheads indicate mean licking and blinking
change points, respectively; the width of each arrow-
head’s base indicates SEM. In (A)–(D), neural activity is
derived from 90–590 ms after CS onset. Curves are best-
fit sigmoids (±95% prediction intervals).
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a plateau 6.4 trials earlier than that of positive amygdala cells
(Figure 5C); conversely, the contribution of value to the activity
of negative amygdala cells reached a plateau 13.7 trials sooner
than that of negative OFC cells (Figure 5D; F-test, p < 0.001 in
both cases).
Finally, we found that the average onset of changes in neural
activity and behavior was similar (Figures 5C and 5D), consistent
with the change-point analysis (see Figure 4). These data indi-
cate that although neurons in both brain areas begin to update
their signaling fast enough to drive the onset of behavioral
learning, the dynamics of learning differ. The appetitive system
(comprising positive value-coding neurons) changes more
rapidly in OFC, but the aversive system (comprising negative
value-coding neurons) updates more rapidly in amygdala.
Multidimensional Regression Analysis of Neural
Dynamics across Reversal
We next examined how the time course of value-related signals
within trials changes during learning (Figure 6; Figure S1). Here,
as in Figures 5C and 5D, we calculated a contribution-of-value
index in six-trial windows stepped by 1 trial over the reversal
learning period; but now we applied the analysis to neural ac-
tivity in 200 ms bins advanced in 20 ms increments across the
trial. For positive OFC cells and negative amygdala cells, the
contribution-of-value index achieves significance (p < 0.01 for
at least three consecutive bins) shortly after CS onset during
the first trial after reversal (Figures 6A and 6D, top rows in
each panel); in contrast, the contribution-of-value index for
negative OFC cells and positive amygdala cells reaches signifi-
cance later in the trial (or, for negative OFC cells, not until the
time of reinforcement). For the first data point after reversal,
negative amygdala cells reach this threshold significantly earlier1132 Neuron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc.in the trial than negative OFC cells (permutation
test; p = 0.01), while positive OFC cells reach
threshold earlier than positive amygdala cells,
with the difference approaching significance
(p = 0.056).
Thus, the population responses of positive
OFC and negative amygdala neurons accu-
rately encode the associations of images with reward or air-
puff before the population responses of positive amygdala
neurons and negative OFC neurons have significantly adapted
to the new reinforcement contingencies. These timing differ-
ences are unlikely to be accounted for by differences in the
contribution-of-value index magnitude: the maximum index
magnitudes are similar for negative cells in OFC and amygdala,
while the peakmagnitude is actually higher for positive amygdala
cells than for positive OFC cells. This analysis also reveals that
significant contribution-of-value indices shift to earlier times on
later trials compared to the earliest trials after reversal, resem-
bling the back-propagation of value signals predicted by
temporal difference models of reinforcement learning (Sutton
and Barto, 1998).
In the multidimensional sliding ANOVA, lingering prereversal
reinforcement associations are absorbed by the image identity
factor. This is illustrated in Figures 7A–7D (see also Figure S2),
in which the putative contribution of image identity—a contribu-
tion-of-image index—is plotted as a function of time and trial
number. The image identity term captures a large amount of
the variance in neural activity immediately after reversal, and
this effect is especially salient in the two slower-changing
groups. Consistent with our previous findings (Morrison and
Salzman, 2009; Paton et al., 2006), some image identity encod-
ing remains in all populations even after learning has taken
place. Finally, the interaction term made a relatively small
contribution that did not differ systematically across groups
(Figures 7E–7H), and therefore cannot explain group differ-
ences in learning. The neuronal groups were not different with
regard to the proportion of cells with a significant interaction
effect (c2 test, p > 0.1), nor with regard to the average mag-
nitude of the interaction effect (t test, p > 0.05 for all
comparisons).
Figure 6. Multidimensional Analysis of the Contribution of Image
Value to Neural Responses during Reversal Learning
(A–D) Average contribution of image value to neural activity from positive
value-coding neurons in OFC (A) and amygdala (B), and from negative value-
coding cells in OFC (C) and amygdala (D), plotted as a function of trials after
reversal and time from image onset (white line). Plots end at US onset. Black
asterisks, time when the contribution-of-value index becomes significant
(asterisks placed in the center of the first of at least three consecutive signif-
icant bins, Fisher p < 0.01). Bin size, 200 ms. Bin steps, 20 ms. A grayscale
version is provided (Figure S1).
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Latency than Amygdala
Positive and negative value-coding cells in OFC and amygdala
have strongly divergent time courses of activity over the trials
just following reversal; but how does the time course of value-
coding activity compare in the two areas after learning? Further
examination of when the contribution-of-value index reaches
significance (asterisks in Figure 6), focusing on trial 6 and later
after reversal, reveals that both subgroups in OFC seem to signal
outcome expectations earlier during the trial than their counter-
parts in the amygdala (latencies to significance as established
by Fisher p value < 0.01 were significantly earlier in OFC than
amygdala; Wilcoxon, p < 0.01).
Focusing on postlearning trials, we examined the contribution
of image value to each cell’s activity throughout the trial. Figure 8
illustrates that OFC neurons as a population are quicker to
encode image value, regardless of their positive or negative
CS value preference. Compared with amygdala, we found rela-
tively more OFC neurons with the earliest significant value contri-
butions—less than 150ms following cue onset (c2 test, p < 0.05).
Moreover, the average contribution-of-value signal reached
significance for the OFC earlier than amygdala by about
40–60 ms for both positive and negative cells (Figures 8E and
8F; F-test, p < 0.01). We fit sigmoid curves to the early portion
(first 500 ms after image onset) of the average contribution-of-
value signal for each group; in both cases, the time to reach
the scale-adjusted threshold for the OFC group was significantly
shorter than that for the amygdala group (F-test, p < 0.01). Thus,
in contrast to the robust differences between positive and nega-Neutive neurons in the timing of the value signal during learning, OFC
neurons encoded image value more rapidly during the trial than
amygdala neurons after learning.
Granger Causality Analysis of Local Field Potentials
The postlearning timing differences in the single unit data
suggest that OFC might preferentially influence signaling in
amygdala after learning. We looked for evidence to support
this notion by examining LFPs recorded simultaneously in
OFC and amygdala. We recorded LFPs from 853 sites in two
monkeys, yielding 1282 simultaneously recorded OFC-amyg-
dala pairs. We estimated the directed influences between
OFC and amygdala using Granger causality analysis, which
measures the degree to which the past values of one LFP
predict the current values of another (see Experimental Proce-
dures). Looking at a broad range of frequencies (5–100 Hz), we
computed Granger causality in sliding windows across the trial
for all postreversal trials. We found that the average influence in
both directions—OFC-to-amygdala and amygdala-to-OFC—
was significantly elevated during the image presentation and
trace intervals (Wilcoxon, p < 0.01; Figure 9A), indicative of
a task-related increase in the exchange of information between
these areas. Granger causality was generally significantly
greater in the OFC-to-amygdala direction (Figure 9A, blue
line) than in the amygdala-to-OFC direction (Figure 9A, green
line) throughout much of the trial (asterisks; permutation test,
p < 0.05).
We also examined whether Granger causality changes as
a function of learning. For each time window across the trial, we
subtracted the Granger causality in the amygdala-to-OFC direc-
tion from the causality in theOFC-to-amygdala direction, yielding
a measure of the relative strength of directed influence between
the LFPs from each brain area. We calculated this directional
difference separately for six trials of each type at the beginning
of the reversal block and the end of the block (Figure 9B). We
found that, averaged over a wide frequency band, Granger
causality during the learning process is actually stronger in the
amygdala-to-OFC direction; causality in the OFC-to-amygdala
direction becomes predominant only after learning has taken
place, consistent with the single unit findings. Moreover, this
effect appears to be related to task engagement, as it emerges
most prominently after CS onset. Finally, averaging across time
during the trial, we found that this learning-related directional
effect is robust across frequencies ranging from the beta band
(12–25Hz) through the lower gammaband (25–40Hz; Figure 9C).
DISCUSSION
We compared the dynamics of simultaneously recorded neural
signals in amygdala and OFC while monkeys performed
a reversal learning task with both appetitive and aversive rein-
forcement contingencies. We found that neurons in amygdala
and OFC exhibited different relative time courses when updating
representations of impending reinforcement. Both amygdala
and OFC neurons began to update their representations rapidly
after a reversal of reinforcement contingencies, but the rates of
change in amygdala and OFC depended upon the preferred
valence of neurons. Positive value-coding cells in OFC adaptedron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc. 1133
Figure 7. Encoding of Image Identity and Interac-
tion between Image Identity and Image Value
(A–D) Average contribution of image identity to neural
activity from positive value-coding neurons in OFC (A) and
amygdala (B) and from negative value-coding neurons in
OFC (C) and amygdala (D). Just after reversal, when some
neurons’ activity still reflects the previous image-value
contingencies, the variance that is actually due to coding
the old image values becomes assigned to image identity.
Therefore, the contribution of image identity is higher
immediately after reversal, and then tends to decrease
as neural responses to CSs change during learning. This
decrease is slower in the slower changing neuronal
subgroups (positive amygdala and negative OFC cells).
(E–H) Average contribution of image value/identity inter-
action to neural activity from positive value-coding
neurons in OFC (E) and amygdala (F) and from negative
value-coding neurons in OFC (G) and amygdala (H). Note
the relatively low magnitude of the interaction factor in
comparison to the contribution of the main value factor
(Figure 6) at equivalent times and number of trials after
reversal. Other conventions as in Figure 6. A grayscale
version is provided (Figure S2).
Neuron
Neural Dynamics of Learning in Amygdala and OFCto the reversed reinforcement contingencies significantly more
quickly than positive value-coding cells in the amygdala;
conversely, negative value-coding cells in OFC adapted more
slowly than their counterparts in the amygdala. These data
suggest that distinct sequences of neural processing lead to
the updating of activity in the appetitive and aversive neuronal
subpopulations.
It has long been theorized that the amygdala is specialized, at
least in part, for responding to aversive events and generating
the associated responses of withdrawal, avoidance, or defense
(Morrison and Salzman, 2010; Phelps and LeDoux, 2005).
Consistent with this idea, optical stimulation of pyramidal
neurons in the lateral amygdala can act as a US to produce
fear conditioning (Johansen et al., 2010). Thus, the fast adapta-
tion of neural activity in the subcortical aspect of the aversive
network—i.e., negative value-coding cells in the amygdala—
might reflect the evolutionary preservation of a rapid-detection
system for possible threats. Note, however, that negative1134 Neuron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc.value-coding cells do not exclusively encode
aversive events, nor do positive value-coding
cells respond only to rewarding events; rather,
information about both rewarding and aversive
cues and outcomes often converges in both
positive and negative cells in the amygdala (Be-
lova et al., 2008) and OFC (Morrison and Salz-
man, 2009).
Despite this convergence, most neurophysio-
logical studies in nonhuman primates have
focused on reward processing. These studies
have shown that neural activity in a number of
brain areas evolves in concert with learning
motivated by reward: from subcortical struc-
tures like the striatum (Brasted and Wise,
2004; Pasupathy and Miller, 2005; Tremblay
et al., 1998) and hippocampus (Wirth et al.,2003), to cortical areas ranging from the frontal eye fields,
supplementary eye fields and premotor cortex (Brasted and
Wise, 2004; Chen and Wise, 1995a, 1995b, 1996; Mitz et al.,
1991) to various subregions of prefrontal cortex (e.g., Pasupathy
and Miller, 2005), including OFC (Tremblay and Schultz, 2000).
The current work builds on these prior studies in several ways,
including the addition of aversive stimuli and the use of
a Pavlovian rather than instrumental task.
In contrast to nearly all primate studies, studies in rodents
have examined reversal learning in both the reward and aversive
domains, and suggest that complex interactions between amyg-
dala and OFC occur during reinforcement learning (Saddoris
et al., 2005; Schoenbaum et al., 1999, 2009; Stalnaker et al.,
2007). For example, Schoenbaum and colleagues have shown
that amygdala lesions impair the development of cue-selective
activity in OFC that normally develops as rats learn about
reversed reinforcement contingencies (Stalnaker et al., 2007).
In a complementary study, the authors reported that OFC lesions
Figure 8. After Learning, OFC Activity Encodes Image Value More Rapidly Than Amygdala Activity
(A–D) Contribution of image value as a function of time for all positive value-coding cells in OFC (A) and amygdala (C), and all negative value-coding cells in OFC (B)
and amygdala (D). Each row represents one neuron, and is aligned to CS onset. The analysis was applied only to data from the last 20 trials of each type from initial
and reversal learning. Neurons are sorted in order of the time after CS onset when the contribution of value reaches significance (p < 0.05). Bin size, 200 ms; bin
steps, 20 ms. Plots are truncated at US onset.
(E and F) Normalized average contribution of image value as a function of time for positive value-coding cells (E) and negative value-coding cells (F). Asterisks,
time points at which the average contribution of value is significant (Fisher p < 0.0001) for OFC (blue) or amygdala (green).
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a reversal (Saddoris et al., 2005). These and other experiments
have led the authors to suggest that OFC plays a prominent
role in representing reinforcement expectations, even when
those expectations are no longer correct (Schoenbaum et al.,
2009). By retaining a representation of the prereversal outcome
expectancies, OFC activity could provide inputs essential for
the generation of prediction error signals in other brain areas—
such as the ventral tegmental area—which could in turn direct
flexible neural encoding in the amygdala and elsewhere.
Our findings do not support the idea that OFC neurons, as a
whole, encode prereversal outcome expectation for a longer
period than their counterparts in the amygdala, as has been
proposed (Schoenbaum et al., 2009). We showed that negativeNeuvalue-coding neurons—those that respond preferentially to
stimuli that are linked with aversive events—are indeed slower
to shift their representation of stimulus-outcome contingencies
in OFC than in the amygdala. On the other hand, positive value-
coding neurons fully reverse their encoding more rapidly in OFC
than in the amygdala. Thus, the question of which brain area is
‘‘in charge’’ during reversal learning is almost certainly the wrong
question. Instead of a simple feed-forward process—one brain
area learning about the reversal and sending instructive signals
to another—these data suggest a more complex neural circuit,
in which appetitive and aversive neural networks participate in
a multipart interchange of information during learning.
There are a number of reasons why the current findings paint
a more complex picture than prior studies of appetitive andron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc. 1135
Figure 9. Granger Causality in the OFC-to-Amygdala Direction Increases with Learning
(A) Average normalized Granger causality (±SEM) for the OFC-to-amygdala direction (blue) and the amygdala-to-OFC direction (green). For each pair of OFC-
amygdala LFP recordings, Granger causality was computed for all trials after reversal, then averaged across pairs. Only pairs with significant Granger causality at
some point during the trial were included in the average, which combines frequencies from 5 to 100 Hz. Granger causality in both directions is significantly
enhanced after CS onset (Wilcoxon, p < 0.01), and causality in the OFC-to-amygdala direction is stronger than causality in the amygdala-to-OFC direction over
the trial as a whole. Asterisks, bins with significantly different causality for the two directions (permutation test, p < 0.05).
(B and C) Granger causality changes with learning. The difference between the mean Granger causality in the two directions (subtracting amygdala-to-OFC from
OFC-to-amygdala) was separately calculated for early (during-learning, red) and late (postlearning, black) trials after reversal. This comparison is shown for all
frequencies 5–100 Hz as a function of time within the trial (B) and for the CS and trace intervals combined as a function of frequency (C). Asterisks, bins where the
difference between during-learning and postlearning values was significant (permutation test, p < 0.05).
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Schoenbaum et al., 1999, 2009; Stalnaker et al., 2007). Prior
studies have not separately analyzed the dynamics of neuronal
subpopulations that prefer positive or negative valence, which
we propose might participate in distinct appetitive and aversive
networks. Moreover, the current study is the first, to our knowl-
edge, to utilize simultaneous recording of individual neurons in
the amygdala and OFC. Because simultaneous recordings are
performed in the same subjects under the same behavioral
conditions, the technique is advantageous for analyzing timing
differences between neural signals in two different brain areas.
Finally, the anatomical areas referred to as OFC in rodents may
not directly correspond to OFC as it has been studied in
primates. We and other primate neurophysiologists have typi-
cally investigated area 13 and other granular and dysgranular
parts of OFC (Padoa-Schioppa and Assad, 2006; Roesch and
Olson, 2004; Tremblay and Schultz, 1999); however, a direct
homolog to rodent OFC ismore likely to be found in the agranular
areas located posterior to typical recording sites in monkeys
(Murray and Wise, 2010; Wise, 2008). A distinctive feature of
primate neuroanatomy is an expansion of prefrontal areas such
as OFC, involving the emergence of dysgranular and granular
cortex that are absent in rodents, and concomitant elaboration
of interconnectivity with the amygdala (Ghashghaei et al.,
2007; Ongu¨r and Price, 2000; Wise, 2008). This elaboration of
PFC may support enhanced cognitive flexibility, contributing to
the more complex social, cognitive, and behavioral repertoire
of primates (Wise, 2008).
Other authors have argued that OFC is specialized for sup-
porting flexible behavior because it is better or faster than other
brain areas, such as the amygdala, at rapidly signaling new
stimulus-outcome associations (Rolls and Grabenhorst, 2008).
Early work by Rolls and colleagues seemed to show that a larger
percentage of neurons in OFC, compared with amygdala, shift
their cue selectivity upon reversal, and that they do so almost
immediately, whereas amygdala neurons change their selectivity1136 Neuron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Incfarmore slowly if at all (Sanghera et al., 1979; Thorpe et al., 1983).
Under this schema, OFC would first detect reversal, and then
send a ‘‘reversal signal’’ to other brain areas, directing them to
adjust their representations. However, this model is not sup-
ported by recent work showing rapidly changing signals in the
amygdala during reversal learning, nor by the current work,
which points to more complex interactions underlying reversal
learning. Overall, the current findings challenge existing theories
of OFC-amygdala interaction during reversal learning: whether
the idea that OFC simply transmits updated associative in-
formation to the amygdala and other brain areas (Rolls and
Grabenhorst, 2008), or that OFC holds on to prereversal ex-
pectations to form a basis for prediction error signal computa-
tions (Schoenbaum et al., 2009). Instead, OFC and amygdala
may be best understood as comprising at least two neural
subsystems—an appetitive system and an aversive system—
which exhibit different temporal dynamics. These dynamics
may have arisen out of evolutionary pressure to rapidly detect
and respond to threats, or to approach potential new rewards
with caution.
One distinctive role for OFC may come into play only after
learning about reinforcement contingencies. After learning, we
found that OFC neurons consistently signal impending reinforce-
ment more rapidly than amygdala. This may reflect the primary
role of PFC in executive functions and emotional regulation
with regard to both rewarding and aversive experiences. Consis-
tent with this idea, Granger causality analysis of LFP signals
suggests a greater influence of OFC processing on amygdala
than the opposite, an effect that emerges with learning. This
effect was especially prominent in the beta frequency band,
which has been suggested to be well suited for long-range inter-
actions between brain areas (Kopell et al., 2000). Importantly,
despite the directional effect, the analysis of LFP data suggests
continuous and dynamic reciprocal interactions between OFC
and amygdala during task engagement. We note that this finding
does not exclude the possibility that a third brain area—such as.
Neuron
Neural Dynamics of Learning in Amygdala and OFCanother area of PFC—could influence bothOFC and amygdala in
a consistently asymmetric manner.
Likewise, these findings do not preclude the participation of
other brain areas in reversal learning. The striatum is a major
output target for both OFC and amygdala (Carmichael and Price,
1995; Fudge et al., 2002; Haber et al., 1995), and thus a likely site
of interaction and integration of signals from the two brain areas.
The striatum itself contains neurons that signal changing rein-
forcement contingencies during instrumental tasks (Brasted
and Wise, 2004; Pasupathy and Miller, 2005; Tremblay et al.,
1998), and one study reported that signals update even more
rapidly in striatum than in PFC upon repeated reversals of the
visuomotor reinforcement contingencies associatedwith familiar
stimuli (Pasupathy and Miller, 2005). This raises the possibility
that as stimulus sets and their associated possible reinforce-
ments upon reversals become increasingly familiar, the striatum
may assume a more prominent role in directing adaptive behav-
ioral responses to the changing environment.
Our results indicate that reversal learning likely involvescomplex
interactions between anatomically intermingled neural circuits
spanning the amygdala and OFC, and perhaps other brain struc-
tures. Fully testing the predictions of the current work, however,
may require the development of techniques that can specifically
manipulate activity in appetitive or aversive neurons in targeted
structures—in contrast to, e.g., inactivating the entire structure—
during task performance. Finally, cognitive flexibility refers to
more than simply reversing the associations of outcomes with
stimuli. Often, there is no one-to-one mapping between stimuli
and reinforcement; rather, organisms often must learn about
behavioral, environmental and social contexts in order to accu-
rately predict reinforcement based onsensory cues. Futureexper-
iments must determine whether the same relationship holds
between the appetitive and aversive networks in amygdala in
OFC when organisms must link together complex combinations
of information to adapt flexibly to the environment.
EXPERIMENTAL PROCEDURES
Our methods for electrophysiological recording have been described previ-
ously (Morrison and Salzman, 2009). All procedures conformed to NIH guide-
lines and were approved by the Institutional Animal Care and Use Committees
at New York State Psychiatric Institute and Columbia University.
Behavioral Task
We used a trace conditioning procedure to induce learning about the associ-
ations with reinforcement of three novel abstract images (fractal patterns) in
every experiment (Figure 1A). In each trial, monkeys foveated a central fixation
point for 1 s, and then, while maintaining fixation, viewed an image for 300 ms
(monkey R) or 350 ms (monkey L). During fixation, we required the monkey to
maintain its gaze within 3.5 of the fixation spot, as measured with an infrared
eye tracker (ASL, Applied Science Laboratories). Images occupied an 8
square at fixation. After image viewing, a 1.5 s trace interval with no fixation
requirement ensued. After the trace interval, we delivered, with 80% proba-
bility, a large liquid reward after the positive image (1.0/1.8 ml of water for
monkeys L/R, respectively), or a 100 ms 40–60 psi air-puff directed at the
monkey’s face after the negative image. Air-puffs were directed at one of
two possible locations on the monkey’s face, chosen randomly on every trial.
A third ‘‘weak positive’’ image was followed on 80% of trials by a smaller
reward. All three trial types were presented in pseudorandom order, separated
by a 3 s intertrial interval. We waited for a variable number of trials after
monkeys learned the initial reinforcement contingencies before, withoutNeuwarning, reversing the images paired with large reward and air-puff. There
was one reversal per session, which occurred after 30–60 presentations of




We assessed monkeys’ anticipatory licking and blinking to determine whether
they had learned the associations between CSs and USs (Morrison and
Salzman, 2009). To measure licking, we placed the reward delivery tube
approximately 1 cm from the monkey’s mouth andmeasured when the tongue
interrupted an infrared beam passing between the mouth and the reward
delivery tube.Wemeasured anticipatory blinking using an infrared eye tracker,
which outputs a characteristic voltage when eye position is lost. The loss of the
eye position signal corresponded to eye closures as visualized by an infrared
camera.
Electrophysiological Recordings
We recorded neural activity from 217 neurons in the right OFC and 222 neurons
in the right amygdala of two rhesus monkeys (Macaca mulatta): 141 OFC cells
and 136 amygdala cells from a 6 kg female (monkey L); 76 OFC cells and 86
amygdala cells from a 13 kg male (monkey R). In each recording session, we
individually advanced up to four tungsten microelectrodes (impedance:
approximately 2 MU; FHC Instruments) into each brain area using a motorized
multielectrode drive (NAN). We used the Plexon system for signal amplifica-
tion, filtering, digitizing of spike waveforms, and spike sorting using a principal
component analysis platform (online with offline verification). We analyzed all
well isolated neurons; monkeys performed a fixation task or no task during
the search for well-isolated neurons.
Local field potentials (LFPs) were recorded from every electrode, regardless
of whether a single unit was present, resulting in 853 LFP sites recorded.
The LFP signal was extracted from the raw signal by band-pass filtering
from 0.7 to 170 Hz and sampled at 1 kHz. It was then notch-filtered to exclude
60 Hz line noise.
Reconstruction of Recording Sites
The neuronal sample was taken from overlapping regions of OFC and amyg-
dala in the two monkeys. Based on comparison of MR images with a monkey
brain atlas (Paxinos et al., 2000), we tentatively assign our recording sites
primarily to areas 13 m and 13a of OFC; for a small number of neurons,
recording sites may have extended to area 14o (using the subdivision of
OFC by Ongu¨r and Price, 2000). Recording sites in amygdala were probably
located primarily in the lateral and basal nuclei, with fewer recordings likely
in the central and accessory basal nuclei.
Data Analysis
Identification of Neural Responses to Conditioned Stimuli
Classification of cells was performed using spike data from two time intervals:
the CS interval (90–440 ms and 90–390 ms after CS onset for monkeys L
and R, respectively) and the trace interval (90–1500 ms after CS offset). We
selected 90 ms after CS onset as the beginning of the CS interval because
>90% of the latencies in each brain area were >90 ms (see Morrison and
Salzman, 2009).
Classification of Cells as Value Coding
We performed a two-way ANOVAwith image value and image identity as main
factors. The ANOVA was performed separately on spike counts from the CS
and trace intervals for each cell, excluding five trials of each type from the start
of the initial and reversal blocks. If therewasasignificant effect of image value in
either or both intervals (p < 0.01), the cell was classified as value coding.
We found very few cells (four OFC, two amygdala) that had opposite value pref-
erences in theCSand trace intervals; weexcluded these cells from further anal-
ysis. A relatively small number of cells showed a significant interaction effect
(p < 0.01) without a significant main effect of value or image identity (21 OFC
cells, 30 amygdala cells). These cells were not categorized as value coding.
Change Point Analysis
Weused a change point test (Gallistel et al., 2004) to determine the trial number
at which licking, blinking, and neural activity began to change in relation to
reversals. We applied the test to activity from either the CS or trace interval,
depending on which had the largest contribution of value by ANOVA. Changeron 71, 1127–1140, September 22, 2011 ª2011 Elsevier Inc. 1137
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blinking) occurred in the last 500msof the trace interval were scored as 1; other
trials were scored as 0. We identified change points using a threshold of p <
0.05, correcting for multiple comparisons. If multiple change points were iden-
tified, we used the change point closest to reversal. In addition, we calculated
the normalized activity (Z-scored with reference to baseline firing rate) for each
value-coding cell before and after the identified change point (using 12 trials of
each type before and after the change point) and averaged it together with all
cells encoding the same valence in the same brain area (Figures 4I and 4J).
Sliding Difference Analysis
We computed a ‘‘difference index’’ comparing each neuron’s response on
each trial to the two images that reverse reinforcement contingencies (Figures
5A and 5B). We examined firing rates in the 90–590 ms after CS onset, normal-
izing the firing rates by subtracting the baseline firing rate and dividing by its
standard deviation. For each value-coding cell, starting ten trials of each
type before reversal, we calculated the difference in the average normalized
response to the two CSs in windows of six trials, stepped by one trial. For posi-
tive value-coding cells, we subtracted the response to Image 1 (which changes
from positive to negative) from the response to Image 2 (which changes from
negative to positive); for negative value-coding cells, we subtracted the
response to Image 2 from the response to Image 1, so that all difference
indices change in the same direction across reversal. We then averaged the
difference indices for each trial across all cells in each group, and fit the
average difference indices with a Weibull function (Equation 1). Finally, for
display, we normalized the fit functions and the data points by subtracting
the lower asymptote of the Weibull function and dividing by the upper asymp-
tote. Results were significant andwent in the same direction for bothmonkeys,
so the data were combined.
Sliding Regression Analysis
To quantify the time course of neural changes after reversal, we applied a
sliding two-way ANOVA with main factors of image value and image identity
on spike counts from a time window 90–590 ms after CS onset (Figures 5C
and 5D). This window exhibited the strongest divergence of activity among
neuronal subgroups, but other timewindows, including the entire CS and trace
interval, produced similar results. For each value-coding cell, we performed
the sliding ANOVA using data from the last six trials of each type before
reversal, and a group of six trials of each type from after reversal, ‘‘slid’’ in
1-trial steps. For example, the first ANOVA would be computed using trials
1–6 of each type after reversal; the next, using trials 2–7 of each type, etc.
The total variance obtained from each iteration of the ANOVA (SStotal) was
partitioned into image value (SSval), image identity (SSid), interaction (SSint)
and error (SSerr) terms. The strength of the contribution of image value (R
2
val)
was quantified as (SSval/SStotal). For each trial after reversal, we then averaged
the contribution of image value (R2val) obtained for each cell over all cells in
a subgroup. We normalized the population average by dividing by the
maximum average R2val. We then fitted the neural data from each subgroup
with a Weibull function (Equation 1). Results were similar and statistically
significant for both monkeys, so the data were combined.
Quantitative Analysis of Neural Dynamics
In several instances, we fit neural data with a sigmoid curve using a Weibull
function:






whichmodeled the data as a function of trial number after reversal (Figure 5) or
time during the trial (Figures 8E and 8F). The u and l parameters adjust the
upper and lower asymptotes of the fit curve, respectively, and the b parameter
adjusts the shape of the curve. The a parameter can be considered to be
a scale-adjusted rise latency: it is equivalent to the value of x (trial number)
for which f(x) reaches a certain percentage of its maximum value. This value
depends upon the upper and lower limits of the fit. Specifically, when x is equal
to a, the function reaches a level defined by:
fðxÞz0:63u+ 0:37 l: (2)
We could determine whether the a parameter was significantly different for
two data sets by fitting the data twice: once with all parameters free, and once
with the a parameter constrained to be the same for the two data sets. An1138 Neuron 71, 1127–1140, September 22, 2011 ª2011 Elsevier IncF-test was used to determine whether separate a parameters explained the
data better than a single a parameter—i.e., whether one fit reaches its
scale-adjusted threshold significantly earlier than the other. We also examined
whether the 95% confidence bounds for the a parameters overlap. In some
cases, we report the difference between the a parameters to quantify the
separation between two curves.
Multidimensional Sliding Regression Analysis
To evaluate the detailed time course of changes in neural activity and behavior
after reversal, we performed a sliding ANOVA analysis. For every value-coding
cell, we divided each trial into 200 ms bins that were slid across the trial in
20 ms steps, and obtained the spike count for each bin. Then, for the data
from each bin, we calculated the two-way ANOVA using the last six trials of
each type before reversal, and a group of six trials of each type after reversal,
slid in one-trial steps.
Again, the total variance obtained from each iteration of the ANOVA (SStotal)
was partitioned into image value (SSval), image identity (SSid), interaction (SSint)
and error (SSerr) terms. The strength of the contribution of image value (R
2
val)
was quantified as (SSval/SS). The proportion of total explainable variance
(SSexp) was calculated as (1  SSerr/SStotal). To compare the time course of
neural changes in the different groups of neurons, we calculated the average
R2val for each bin across all cells in the subgroup, and divided by the average
SSexp for that bin, to obtain the contribution-of-value index for that bin. (For the
previous sliding regression analysis, which used data from a larger time
window, we did not divide by the total explainable variance because the error
term was generally small.)
We also obtained an estimate of the contribution of image identity for each
bin, which can be quantified as (SSid/SStotal)/(SSexp) (Figures 7A–7D). We simi-
larly calculated an ‘‘interaction index’’ for each bin, which can be quantified as
(SSint/SStotal)/(SSexp), representing the contribution of the image value/identity
interaction factor to neural activity (Figures 7E–7H).
To calculate a ‘‘rise-time’’ for the neural data—i.e., when the value index
becomes significant on each trial—we used the Fisher method (Fisher, 1925,
1948) to combine the image value factor p values obtained for each bin across
all cells in a group. The rise-time was defined as the beginning of the first
three consecutive bins for which the Fisher p value was < 0.01. To determine
whether rise-times were significantly different across groups, we used a
permutation test with 1000 shuffles. For each shuffle, we randomly assigned
each cell to one of the groups being compared (e.g., positive value-coding
cells in OFC versus positive value-coding cells in amygdala), and calculated
rise-times for each group. We then calculated a rise-time difference for each
trial, and finally compared the actual rise-time difference from each trial with
the population of differences derived from the shuffle.
Postlearning Sliding Regression
To visualize the latency and timing of value-related activity, we applied a sliding
ANOVA to neural data from postlearning trials (the last 20 trials of each
type from the initial and reversal blocks). For each value-coding cell, we
divided the trial into 200 ms bins, slid by 20 ms, and did a two-way ANOVA
with factors of image value and image identity on the spike count from each
bin. The SSval obtained for each bin is the contribution-of-value signal. To
construct Figures 8A–8D, we determined for each cell the first bin in which
the contribution-of-value signal reached statistical significance (p < 0.01).
We then averaged the contribution-of-value signal in each bin across all cells
in each group, and normalized the results by the maximum average signal
(Figures 8E and 8F). To compare the time course of the average signal, we
fit Weibull curves (Equation 1) to the average data from the first 500 ms after
CS onset. We used an F-test to determine that the a parameters were different
for the curves fit to OFC and amygdala data.
Granger Causality Analysis of LFP Signals
We assessed directional influences between OFC and amygdala using
Granger causality analysis (Granger, 1969). One signal, X(t), Granger-causes
another signal, Y(t), if the linear prediction of future values of Y is improved
by taking into account the past values of X. We fit a bivariate autoregressive
(AR) model to the two-dimensional vector (X(t),Y(t)), where X and Y are
segments of LFP recorded in OFC and amygdala, respectively. We then esti-
mated Granger causalities for each direction of influence (OFC-to-amygdala
and amygdala-to-OFC) in the frequency domain (Geweke, 1982) from the
AR parameters (Brovelli et al., 2004)..
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segments of LFP signal starting 0.5 s before CS onset until US onset
(200 ms window, stepped by 50 ms, yielding 43 steps). The short window
ensured that the LFPs within it could be considered stationary. For each
step, the 200 ms LFP segments from trials of the same type (positive or nega-
tive) were concatenated separately and the parameters of the AR model for
the resulting time series were estimated using the Nutall-Strand method
(Schlo¨gl, 2006). We fixed the AR model order to 50, and assessed model
fit by testing for lack of residual correlations (Li and Mcleod, 1981). We
determined the statistical significance for Granger causality at each time-
frequency bin using the frequency-domain test described by Breitung and
Candelon (2006).
To average Granger causality values, we first normalized these values for
each pair to the value estimated for the first time window (0.5 to 0.3 s
relative to CS onset). This was performed separately for each frequency bin
between 0 and 100 Hz. For each pair and trial type, we only averaged data
from pairs that yielded Granger causality values with four consecutive signifi-
cant time bins (p < 0.01, spanning 350 ms). To compare the Granger causality
in the two different directions of influence (Figure 9A), all trials of the reversal
block were combined as described above. At each time bin, the Granger
causality values for all frequencies from 5 to 100 Hz were averaged together.
We determined the statistical significance of the difference between the two
directions (OFC-to-amygdala and amygdala-to-OFC) using a permutation
test (10,000 shuffles).
To assess the effect of learning on the influence between the amygdala and
OFC (Figures 9B and 9C), only the six first trials of each type (12 total) after
reversal and the last six trials of each type in the experiment were used.
Granger causality was computed for these two sets of trials, and we compared
its relative magnitude in both directions during and after reversal learning. For
each set of trials, the Granger causality values were averaged across pairs and
trial types as described above. The difference between the mean Granger
causality in the two directions was then compared for the during-learning
and postlearning sets in the time domain (Figure 9B) by averaging across
frequencies from 5 to 100 Hz; Figure 9C does this in the frequency domain
by averaging across times from CS onset until the end of the trace interval.
The significance of the difference between during-learning and postlearning
was assessed by permutation test (10,000 shuffles).
SUPPLEMENTAL INFORMATION
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