[1] Results of an experimental investigation of the turbulent boundary layer in airflow over evolving young wind-waves are presented. The experiments were conducted in a laboratory wind-wave flume consisting of a closed-loop wind tunnel capable of generating wind speed that may exceed 15 m/s, atop of a 5 m long wave tank. Simultaneous measurements of mean wind velocity and of instantaneous fluctuations of the horizontal and vertical air velocity components were carried out along the test section at different airflow rates and at numerous heights above the highest wave. Instantaneous surface elevation at the air sensors' location was simultaneously recorded. The friction velocities at all locations and for all airflow rates were determined by two independent methods: by fitting the logarithmic velocity profiles and by extrapolating the measured Reynolds shear stresses to mean water surface level. The variation with height and along the test section of the fluctuations of two velocity components, in the mean flow and in the vertical directions, was also studied and the results compared with flow behavior over rough and smooth plates. Wave-induced airflow parameters were then investigated by application of cross-spectral analysis. Results on the vertical extent of wave-induced boundary layer, on the phase relation between the wave-induced velocity fluctuations and the surface elevation, as well as on the wave-induced Reynolds shear stress are reported.
Introduction
[2] Coupling of the airflow in the boundary layer over the sea surface with water waves is crucial for the balances of energy, momentum, heat and mass between the atmosphere and the ocean. In spite of extensive research on this subject in the last decades, in particular after the ground-breaking theories offered more than 50 years ago by Miles [1957] and Phillips [1957] , our present state of knowledge of the flow in the vicinity of air-water interface is still incomplete. To further understand the mechanisms that govern wind-waves interaction, detailed measurements on both sides of the moving water surface are required.
[3] The interfacial shear stress t s = ru * 2 , where r is the fluid density and u * is the friction velocity, is among the major parameters that characterize momentum exchange between wind and waves. In absence of pressure gradient, the shear stress remains independent of the vertical coordinate z. The shear stress is continuous over the air-water interface at z = 0, and therefore in principle can be determined from measurements on either side of the free surface. There are numerous experiments that study in detail the velocity field just beneath the water surface [e.g., Cavaleri and Zecchetto, 1987; Banner and Peirson, 1998; Veron et al., 2007] . In both field and laboratory experiments, however, the interfacial shear stress is usually determined on the basis of the measured friction velocity in air. The friction velocity in air thus serves as the major scaling parameter in studies of wind interaction with water waves. Accurate measurement of u * is therefore of crucial importance for comparison of experimental data with predictions based on the theoretical models.
[4] It is generally assumed that the structure of the mean flow above air-water interface is analogous to that of the turbulent flow above a stationary rough surface. In turbulent flow over smooth or rough plates outside the viscous sublayer, the vertical profile of the mean horizontal velocity U(z) has a logarithmic shape and can be represented as:
where k = 0.41 is the von Karman constant, n is the kinematic viscosity of the fluid and C is a roughness-related constant that has to be determined experimentally [Schlichting and Gersten, 2000] . The logarithmic velocity profile can also be presented in a slightly different form as where z 0 is the characteristic roughness. The values of u * in the airflow over waves are routinely determined from fitting the measured mean velocity profile to (1b). Caulliez et al. [2008] and Liberzon and Shemer [2011] indicate that the induced by the wind drift velocity U s at the local mean water surface z = 0 that constitutes about 2.5%-3% of the wind velocity should be accounted for and subtracted from the measured mean wind velocity U(z) in (1a). The validity of using the self-similar profile (1b) for describing turbulent airflow over waves was discussed by Janssen [1989] due to possible effect of wave-induced stress that may alter the profile shape. However, both estimates by Janssen and the numerous experimental results [see, e.g., Drennan et al., 1999] suggest that the wave boundary layer is usually quite thin and lies below typical measurement locations.
[5] Alternatively, the friction velocity can be estimated by application of the eddy-correlation method [Janssen, 2004] . An X-shaped hot-wire or hot-film sensor is typically applied in this case. The sensor enables measurements of instantaneous turbulent velocity fluctuations u′ and w′ in the horizontal (with wind) and vertical directions. Profile of turbulent Reynolds shear stress Àru′w′ z ð Þ thus can be obtained; the measured values of u′w′ are then extrapolated to the mean water surface elevation, and the friction velocity is determined as u * ¼ Àu′w′ À Á 1=2 (z→0). No assumptions regarding the shape of the velocity profile are invoked. Values of the friction velocity in air u * determined by thermo-anemometry were reported by Hsu et al. [1982] , Peirson and Garcia [2008] , Caulliez et al. [2008] , among others.
[6] Hsu et al. [1982] and Tseng et al. [1992] questioned the accuracy of the friction velocity determination by measuring the logarithmic profile over waves. In these studies the values of u * obtained by fitting the measured mean velocity profile U(z) to (1b) and those estimated by eddycorrelation method were compared. The friction velocities determined by the profile method usually appear to be overvalued relative to the estimates obtained by application of hot wire anemometry. Tseng et al. [1992] argued that the extrapolation of the logarithmic profile to z→0 is flawed; they identified sources of disagreement between the values of u * obtained by these two independent methods in the uncertainties in selection of the zero reference plane for the velocity profile and even suggested to reduce the von Karman constant by about 10%.
[7] A different explanation for the observed discrepancy in the u * values resulting from these two methods is based on the so-called 'law of wake' by Coles [1956] who showed that for solid stationary surfaces, starting from z + = zu * /n ≥ 50 (approximately about 20% of the turbulent boundary layer thickness), the profile is no longer of logarithmic form and is affected by the flow in the outer ('wake') layer. More recently, it was shown by Jimenez [2004] that wake intensity varies little between rough and smooth boundary layers, and similarity of velocity profiles over a rigid rough plate can be expected for z + > 80. [8] Hsu et al. [1982] and recently Longo [2012] invoked Coles' law of wake to characterize the turbulent flow above the waves and to explain the apparent discrepancy in determination of the friction velocity; they argued that for relatively high wind velocities the lowest portion of the profile may be only marginally free of wake effect.
[9] In spite of uncertainties discussed above, estimates of u * based on the fit to the logarithmic velocity profile of wind over waves remain widely accepted in wind-waves studies. One of the goals of the present investigation is detailed study of the mean air velocity profile over very young waves to get a better estimate of the limits of applicability of the logarithmic profile method for determination of u * .
[10] The effect of waves on the structure of the turbulent airflow is also of interest. The wave-induced parameters were studied by Hsu and Hsu [1983] using an X-wire sensor above mechanically generated waves at very low wind velocities, thus enabling them to carry out measurements also within the critical layer that is defined as the height over the mean surface where the mean velocity equals the celerity of the fundamental water wave [Miles, 1959; MilneThomson, 1960] . Most laboratory studies, however, deal with flow conditions where the critical layer is quite narrow. Measurements of two velocity components over mechanically generated waves at fixed height were performed by Mastenbroek et al. [1996] . Results of Particle Image Velocimetry (PIV) measurements in airflow above the waves, including the region between wave's trough and crest, were reported more recently by Veron et al. [2007] , Reul et al. [2008] , and Troitskaya et al. [2011] . These studies mostly report on the instantaneous velocity field that in some occasions appears to be very complicated due to flow separation. Troitskaya et al. [2011] also report on more detailed measurements of the turbulent flow over wavemaker-generated waves in a small flume. An attempt is made in this study to compute phase-locked ensemble-averaged values of the longitudinal and vertical velocity fluctuations and to relate them to the phase of the surface elevation variation.
[11] In the present study we did not operate wavemaker to generate waves mechanically, and airflow over spatially evolving pure wind waves is studied. Advantage is taken of the fully computerized experimental procedure developed earlier [Liberzon and Shemer, 2011] that enables obtaining very detailed set of data on very young wind waves. The spectral characteristics of the wavefield, including the peak frequency, the frequency domain and the characteristic wave amplitudes therefore vary significantly with the distance from the wavemaker. Variation of the turbulent structure of the flow in the boundary layer above such a wavefield in which waves grow significantly with fetch both in length and in amplitude is carried out. Application of cross-spectral analysis allows us to assess the contribution of waveinduced parameters on the airflow in the boundary layer over evolving wind waves.
Experimental Facility
[12] The experiment was conducted in a laboratory windwave flume that consists of a closed-loop wind tunnel over a 5 m long, 0.4 m wide and 0.5 m high wave tank. A schematic view of the basic elements of the experimental facility is presented in Figure 1 . The wind tunnel is equipped with large settling chambers at the inlet and the exit of the test section. Sidewalls and the bottom of the wave tank are made of clear glass to enable flow visualization of the wavefield from all directions. The tank is covered by transparent removable Perspex plates with a partially sealed slot along the centerline of the test section to facilitate inserting the sensors. Water depth in the test section is maintained at about 0.2 m, satisfying deep water conditions for windwavelengths observed in this study; a flexible flap connects the bottom of the converging nozzle to the test section slightly above the mean water level height to ensure smooth airflow. The computer-controlled blower enables maximum wind speed in the test section that may exceed 15 m/s. The mapping of the mean airflow through the cross section in this facility carried out by Liberzon [2010] demonstrated that the boundary layer thickness at the sidewalls of the tank did not exceed about 70 mm, with an essentially flat mean velocity spanwise distribution in the central part of the crosssection. To make possible velocity measurements in turbulent airflow using thermo-anemometry, it is essential to maintain constant temperature in the test section. A heat exchanger connected to an external water chiller and controlled by a temperature controller was therefore installed in the wind tunnel; the chiller was set to keep the air temperature independent of wind velocity and constant at 22 C.
[13] The following sensors were used in the present study: a capacitance-type wave gauge made of 0.3 mm tantalum wires for measuring instantaneous surface elevation, a 1 mm ID Pitot tube connected to a sensitive pressure transducer (MAMAC Systems, INC 2 PR274) that has a resolution of 2.5Á10
À5 Pa for determination of the local mean air velocity, and an X-hot film (TSI T-1241-20W model) supported by an AA Labs multichannel thermo-anemometer with AN-1003 Test Module to measure instantaneous velocity fluctuations in the mean airflow and in the vertical directions. All sensors are supported by a carriage that can be moved manually along the test section, the sensors are aligned to carry out simultaneous measurements at any desired fetch, there is thus no spatial shift in the flow direction between the sensors. The wave gauge is placed on a vertical computer-controlled traverse mechanism to enable static calibration. Both air sensors (the X-film and the Pitot tube) are horizontally leveled and mounted on an additional accurate vertical computer-controlled traversing mechanism that enables positioning them at any required height over the water surface. Care was taken to avoid any possible interference between the sensors. The hotfilm sensor is calibrated in situ against the Pitot tube. At any given fetch, the wind velocity, the location of the sensors and the calibration procedure of the wave gauge and of the X-film are determined by a computer. In addition to the main sensors, temperature in the test section was monitored using the PT-100 resistance thermometer, and a maximum wave height sensor consisting of two adjacent bare wires located at fixed vertical displacement below the air sensors was used to estimate the maximum possible crest height at each location and wind velocity by iterative sequence of measurements. These data in conjunction with the wave gauge records enable determination of the vertical coordinates of the air sensors relative to the mean water surface level at each fetch and wind velocity.
[14] A LabView™ program enables running the whole experiment, including setting the wind speed in the tunnel, the vertical positioning of the air sensors, the calibration of the sensors before and after data acquisition sessions, and the data acquisition, in a fully automatic mode without human intervention. For more detailed description of the experimental facility, the available instrumentation, the determination of the vertical reference level, and the calibration and data acquisition procedures employed [see Liberzon and Shemer, 2011] .
Experimental Conditions and Data Acquisition
[15] Measurements of wind and wavefield parameters were performed at 7 fetches (x = 1, 1.4, 1.8, 2.2, 2.6, 3, and 3.4 m) and at different blower settings; at each fetch and wind speed in the test section the data acquisition was initiated only after stationary wind and wave conditions, as well as the constant temperature, were attained. The wind speed in the test section was set by fixing the blower controller frequency; the present experiments were carried out for 6 values of the maximum wind velocities in the test section ranging from 5.5 to 11.2 m/s. Two series of measurements were carried out. In the first series, the mean and turbulent velocity measurements were performed for each wind speed and fetch at numerous vertical locations (data usually were taken at more than 40 elevations above the mean water surface). In the second series of experiments the hot-film sensor was removed, thus allowing mean airflow velocity measurements by Pitot tube closer to air water Figure 1 . Wind-wave flume scheme: (1) blower, (2) setting chamber, (3) contraction with honeycomb and nets, (4) flap, (5) test section, (6) beach, (7) instrument carriage, (8) traverse systems for air and water sensors, and (9) heat exchanger.
interface. In both experimental series, prior to initiation of the data accumulation process at each fetch and blower setting, the maximum possible crest height was first determined using the maximum wave height sensor and an iterative computer-controlled procedure described in Liberzon and Shemer [2011] . Detailed vertical profiles of the measured parameters were obtained at numerous fetches along the test section; in the 1st experimental series measurements of the mean air velocity and of the turbulent fluctuations were performed at elevations that ranged from 5 mm to 130 mm relative to the highest wave crest. The lowest measuring point was selected to make sure that no wetting of the sensitive hotfilm probe can occur. The absolute vertical coordinate of the sensors relative to the mean surface level was determined later during the data processing; for this purpose the actual highest measured wave crest at any given fetch and airflow rate as detected from the simultaneously recorded wave gauge data were used. The density of the measuring locations was higher closer to the air-water interface. At each measuring location and flow condition continuous sampling was performed for at least 5 min to accumulate sufficient amount of data for statistical analysis. The hot-film calibration was repeated after completion of measurements at all elevations at every airflow rate. In case a significant variation of calibration coefficients was detected, the whole experimental run was repeated.
[16] In the second series of experiments with the hot-film sensor removed, the vertical positions ranged from 1 mm to 130 mm relative to the highest wave crest, with the sampling duration at each point being 1 min. In both experimental series the Pitot tube and the wave gauge outputs were usually recorded at the sampling frequency of 120 Hz. To test the sensitivity of the results to the sampling frequency, at fetches 260 cm and longer, measurements in the 1st series of experiments were repeated at the sampling frequency of 1200 Hz/channel. The total duration of each experimental run for any fixed fetch and at all wind flow rates therefore lasted for nearly 20 h in the 1st series and for about 10 h in the 2nd series of experiments.
Results

Mean Flow
[17] The mean turbulent airflow in the boundary layer over wind waves is characterized first. For every airflow rate as determined by the blower setting, the maximum mean velocity U max at each fetch was determined using the Pitot tube and is presented in Figure 2a . No significant variation of U max can be detected; deviations from the mean value along the test section do not exceed few percent. The average for all fetches values of U max were therefore used as the reference velocity. These values of U max corresponding to the different blower settings are given in Table 1 .
[18] To characterize the changes in the water-wavefield at each wind flow rate along the test section, the distribution of the r.m.s. values of the surface elevation is plotted in Figure 2b . The waves grow with fetch for every given airflow rate in the test section; at a given fetch higher waves are observed at stronger winds.
[19] Semi logarithmic vertical profiles of mean wind velocities at various fetches and at the representative wind velocity of U max = 8.9 m/s for the 1st experimental series are presented in Figure 3 . For each fetch, the linear fit is also plotted. The mean air velocity profiles indeed generally exhibit a logarithmic behavior. As a result of the growth of waves with the fetch x, the lowest measuring location that has to be above the highest possible wave crest has to be shifted upward (relative to the mean water level) with x. The logarithmic fit curves in all profiles have similar slopes. In view of (1b), this indicates that the friction velocity u * remains approximately constant. The shift of the profiles with x implies that the effective surface roughness z 0 in the present experiments generally increases with fetch. The values of the derived from those logarithmic fit curves friction velocities u * and effective roughness values z 0 , as well as the dimensionless surface roughness z Table 2 . The results of Table 2 are in agreement with Nordeng [1991] and with Liberzon and Shemer [2011] .
[ Klebanoff [1954] and over a rough plate by Corrsin and Kistler [1954] [see also Hinze, 1985] that were obtained at comparable free stream air velocities are also given. To enable quantitative comparison with those classic profiles of turbulent fluctuations intensity, the distance z from the mean surface level is normalized by the boundary layer thickness d which is represented as the elevation where the mean velocity attains 99% of its maximum value.
[21] The r.m.s. values of both u′ and w′ in Figures 4 and 5 attain their maximum values at locations closest to the interface, and decay with z. The fluctuations in the longitudinal directions are nearly twice larger than those in the vertical direction at all elevations, fetches and wind velocities. This is in general agreement with results of Hsu and Hsu [1983] and Mastenbroek et al. [1996] . The shapes of profiles at a fixed fetch as presented in Figures 4a and 5a are similar for different wind velocities, but the normalized amplitudes u′/U max and w′/U max increase notably with the wind velocity. At a constant wind velocity, the normalized values of both u′ and w′ at each elevation in Figures Table 2 suggests that the relative turbulent intensity in the airflow over wind waves increases with z 0 .
[22] The normalized vertical profiles of turbulent fluctuations in air measured in this study over young wind waves are compared in Figures 4 and 5 with those obtained by Klebanoff [1954] and Corrsin and Kistler [1954] . The values of the normalized turbulent velocity fluctuations in Figures 4 and 5 exhibit qualitative and to some extent quantitative similarity with those in turbulent boundary layer over a solid surface, although they are generally somewhat higher than those in the flow over a rigid plate, either smooth or rough. The difference can be mainly attributed to the higher turbulent level in our wind tunnel as compared to that in those earlier studies, as can be seen from comparison of the turbulent intensities outside the boundary layer. Note also the apparent lack of a well-defined maximum in w′ close to the interface in the present results; this maximum is clearly seen in the distribution of the vertical velocity fluctuations w′ at about z/d = 0.2 in the turbulent boundary layer over solid plates, both smooth and rough. Due to limitations imposed by wind waves, the present measurements were mostly made at somewhat higher elevations. Moreover, the qualitative difference in the dependence of the vertical velocity fluctuations measured over wind waves as compared to the results of Klebanoff [1954] and Corrsin and Kistler [1954] in closer vicinity of the interface can be attributed to the fact that the RMS values of the velocity fluctuations at z→0 tend to zero over a solid surface, while over the waves the limiting r.m.s. values of fluctuations in both horizontal and vertical directions do not vanish due to orbital wave motion at the air-water interface. Comparison of the results of Klebanoff and Corrsin and Kistler on turbulent intensities in the boundary layer over a solid plate [23] Figure 6 shows the variation of the Reynolds shear stress u′w′ with height. The vertical profile of the Reynolds stress is affected by the mean pressure gradient. The measured pressure distribution along the test section of the experimental facility was presented in Liberzon and Shemer [2010, Figure 1] at airflow rates similar to those in the present study. They have demonstrated that the pressure variation with fetch at all flow rates is close to linear, with the pressure drop over the test section being quite modest, ranging from few Pascals for low flow rates to about 20 Pa as the maximum wind velocity in that study of about 9 m/s. The Reynolds shear stresses within the boundary layer vary linearly with elevation for all wind flow rates and fetches, vanishing in the central part of the test section and changing sign with approach to the roof of the channel. The data points within the boundary layer were linearly fitted, with fits extrapolated to the mean water level z = 0. The limiting value of the Reynolds shear stress at z = 0 can be seen as the squared value of the friction velocity u * (the so-called eddycorrelation method). The very limited scatter of the limiting values of u′w′ extrapolated to z = 0 in each frame of Figure 6 indicates that the measured by the eddy-correlation method values of the friction velocity in the present experiments are practically independent of fetch. The interfacial shear stress, however, increases notably with the wind velocity. The values of the friction velocity obtained from Reynolds stress measurements for different cases are given in Table 3 .
[24] The friction velocities estimated from the logarithmic fit of mean velocity profiles in the 1st series of measurements, and the values derived by application of the eddycorrelation method are compared in Figure 7a for all fetches and wind flow rates. The values of u * resulting from the velocity profile fit are consistently higher than those obtained by hot film anemometry; the slope of the best fit line in Figure 7a is close to 0.83 rather than unity, indicating that there is a systematic disparity between the two methods for determination of the friction velocity of about 15%; the relative deviation in some occasions may attain 25%.
[25] The eddy-correlation method for determination of the shear stress is considered to be more reliable since the Reynolds stress is measured directly. The consistent disagreement in the determination of u * by the two methods employed in the 1st experimental series prompted us to carry out the 2nd series of experiments to measure the mean velocity profile at smaller vertical increments as close as possible to air-water interface. The mean velocity distributions for three representative fetches obtained in the 2nd experimental series are presented in Figure 8 .
[26] The boundary layer thickness over the mean water surface d was chosen in Figure 8 as a parameter to normalize the elevation over the mean water surface. The values of d range from about 50 mm at shorter fetches to about 80-90 mm at x = 340 cm; the variation of d with wind velocity at each fetch is insignificant. For lower wind Figure 4 . The vertical profile of the relative intensity of longitudinal velocity fluctuations (a) for various wind velocities at fetch x = 300 cm and (b) for various fetches and U max = 7.7 m/s. Results obtained by Klebanoff [1954] in a turbulent boundary layer over a flat plate and by Corrsin and Kistler [1954] over a rough plate are plotted for comparison. velocities and thus lower wave crests, measurements in the 2nd experimental series were performed at significantly lower locations as compared to the 1st series. As a result of a large number of data points and relative proximity of some of those points to the interface, it is possible to distinguish in the profiles plotted in Figure 8 between two regions. The lower part of each profile, up to about 0.3d, i.e., for maximum elevations not exceeding about 15 mm for lower fetches to about 30 mm at the far end of the test section, is linearly fitted and exhibits logarithmic velocity distribution, while above this region deviation from the fit can be noticed. High wave crests at two highest wind velocities and longer fetches prevented measurements close to the interface (see Figures 8b and 8c) ; in those cases the linear fit area was extended to about 0.4d. The deviation in the fit line slope can be attributed to the wake law of Coles [1956] [see also Jimenez, 2004] . When the log fit is performed on the whole set of data that extends to the outer part of the boundary layer, the resulting slope of the line is somewhat different and the values of u * and z 0 resulting from such a fit are less accurate.
[27] The values of u * do not depend notably on the location along the test section (with a possible exception of very short fetches), and are roughly proportional to U max . These results are in agreement with Liberzon and Shemer [2011] ; the saturation value of the friction velocity is attained in the present study somewhat faster than reported by Caulliez et al. [2008] , probably due to higher wind velocities in the present study. The values of friction velocities retrieved from the detailed logarithmic profiles obtained in 2nd experimental set are compared in Figure 7b with the corresponding values derived using the eddy-correlation method and are also given in Table 3 . It is obvious that these two independent methods yield very similar results, with the scatter within about 5-10% and data points spread at both sides of the 45 line. Hence it can be assumed that estimating the values of u * from the logarithmic fit of the mean wind velocity profile that contains a sufficiently large number of data points at z/d up to about 0.3 can serve as a reliable method for determination of the friction velocity. The values of the effective water surface roughness, z 0 , were retrieved from those fitted velocity profiles and are presented in Table 3 .
[28] An attempt has been made to examine the effect of the surface drift velocity, U s , on the values of u * and z 0 , by substituting U(z)-U s instead of the mean velocity U(z) in (1b). Following Liberzon and Shemer [2011] , it was assumed that the drift velocity constitutes 3% of U max . This modification, however, appears to have only a minor effect on u * and z 0 that did not exceed 2-3% for u * and practically did not cause any variation in the obtained values of the effective roughness.
Wave-Coherent Parameters
[29] Contrary to most previous studies in which waverelated properties in the airflow were investigated over deterministic mechanically generated waves, the turbulent flow over random wavefield naturally evolving under the action of wind is considered here. Difficulties encountered in attempts to extract wave-related parameters of the airflow over random waves from the available records can be better understood by examining the temporal variation of the measured parameters. In Figure 9a the time series of the vertical and horizontal velocity components and simultaneously sampled surface elevation are plotted. The measurements were carried out at U max = 11.2 m/s, at the fetch x = 300 cm and at the lowest possible vertical position of the X-film sensor, 5 mm above the highest wave crest. An arbitrarily chosen 5 s long segment of the total sampling with duration of 300 s is shown. This magnified view allows getting a visual assessment of the behavior of the instantaneous wind velocity components with respect to the water surface elevation.
[30] The surface elevation record clearly shows a quasiperiodic behavior with a typical frequency of about 3 Hz and amplitude of the order of 1 cm. Both air velocity components exhibit high-frequency fluctuations typical for turbulent flow 
ZAVADSKY AND SHEMER: TURBULENT AIR FLOW OVER WATER-WAVES C00J19 C00J19
around their corresponding mean values of about 10 m/s for u(t) and, as expected, about zero for w(t). The averaged over 1024 point windows cut from the whole record frequency spectra of the signals are plotted in Figure 9b . To enable presenting all spectra at a single plot, each spectrum was normalized by its peak value. It can be clearly seen that all spectra exhibit identical peak frequency f p . The spectra of the horizontal u and of the vertical w velocity components around the peak value are notably wider than that of h. Even more important is the fact that contrary to the frequency spectrum of h that exhibits vanishing values away from f p (with exception of the vicinity of the 2nd harmonic where a secondary wide peak corresponding to bound waves is visible), the amplitudes of spectral harmonics of the velocity fluctuations remain significant for the whole range of frequencies in Figure 9b . It can thus be deduced from Figure 9b that background turbulent fluctuations in u and w are modulated at a frequency close to f p . However, even at a location that is close to the air-water interface, and in the presence of steep and relatively narrow-banded wind waves, the exact nature of relation of the fluctuations in both velocity components and the surface elevation variation is not transparent. At higher elevations, shorter fetches, or lower wind flow rates, the phase and amplitude relations between water waves and air velocity fluctuations in raw images are even less discernible.
[31] In the analysis of the airflow over waves generated mechanically by a wavemaker that operates at a fixed frequency, it is customary to decompose the signals into mean, wave-coherent and random parts. Such decomposition was initiated by Hussain and Reynolds [1970] in studies of periodic turbulent flows, and adopted for wind-waves by Hsu et al. [1982] , Papadimitrakis et al. [1986] , and Peirson and Garcia [2008] , among others. To single out the wavecoherent part from the total signal, phase-locked conditional averaging is usually carried out. As is apparent from Figure 9a , this approach is inapplicable in the case of naturally excited wind waves due to lack of a fixed frequency and phase reference.
[32] To extract phase relations between various parameters, a cross-spectral analysis was therefore applied. The extent of similarity between two time-dependent signals f(t) and g(t) at various radian frequencies w can be characterized by the crosscorrelation coefficient r fg (w) calculated as the absolute value of the normalized cross-spectrum G fg (w) [Therrien, 1992] :
where the auto spectra S ff (w) and S gg (w), as well as the crossspectrum S fg (w) are defined as the Fourier transforms of the corresponding auto-and cross-correlation functions
The phase shift q fg (w) between the two signals f(t) and g(t) at frequency w is defined as the argument of the corresponding component of the complex cross-spectrum value at this frequency, S fg (w); so that q fg is positive when f leads g; and negative otherwise.
[33] Apparently it only makes sense to considered the phase shift between the signals at those frequencies where they are sufficiently well correlated, as represented by the value of r fg (w).
[34] To calculate the cross-spectra and cross-correlation coefficients, the accumulated records were divided into windows containing 1024 data point for each signal, corresponding to the length of the window of about 8 s (frequency resolution of about 0.12 Hz), with 50% overlap. About 70 independent estimates of the cross-spectra were thus obtained from the available records for each sensor location and wind flow rate; the averaged over all windows cross-spectra were computed at all flow conditions and for different measuring locations. The accuracy of the complex cross-spectra computed at the sampling frequency 120 Hz was validated by comparing them with test cases where the spectra were obtained from data acquired at the sampling frequency of 1200 Hz. In these computations the window's length was chosen to be 8192. These test cases demonstrated that an order of magnitude increase in the sampling frequency did not cause any significant variation neither of the absolute values nor of the phases of the complex crossspectra.
[35] The cross-correlation coefficients between the fluctuating parts of the two velocity components, u and w, and the surface elevation are presented for the wind velocities of U max = 7.7 m/s and higher, and for the fetches exceeding 220 cm, since at shorter fetches and at lower velocities the cross-correlations coefficients are too low. The cross-correlations coefficients between the horizontal velocity fluctuations u at a number of vertical locations and the surface elevation are presented as a function of frequency at the fetch x = 260 cm for two wind velocities in Figure 10 . Figure 11 depicts the same parameters for the vertical velocity component w. In all frames of Figures 10 and 11 a well-defined peak in the vicinity of the fundamental wave frequency is observed. The wave peak frequency f p at a given fetch decreases with increase in wind velocity. The peak in the frequency dependence of the cross-correlation coefficient with the surface elevation is notably higher for the vertical velocity fluctuations as compared to the horizontal ones. This may be attributed to the fact that the wave-induced fluctuations of velocity fluctuations in airflow above water have similar amplitudes in longitudinal and vertical directions [Milne-Thompson, 1960] , whereas the velocity fluctuations in the horizontal direction due to the background turbulence not related to the underlying wavefield are significantly higher than those in the vertical direction, see Figure 9b . At higher wind velocity the wave-induced velocity fluctuations become more pronounced. The values of correlation coefficient decay with height. Secondary peaks in the frequency dependence of the cross-correlation coefficient can be noticed at the 2nd harmonic of the peak wave frequency, and to some extent even at the 3rd harmonic. These secondary peaks are more pronounced in Figure 11b and indicate that velocity fluctuations in air are also affected by higher-order bound wave harmonics.
[36] The variation of the peak values in the frequency dependence of the cross-correlation coefficients r hu and r hw with the elevation z above the mean surface level is plotted in Figure 12 . The vertical coordinate is rendered dimensionless in Figure 12 using the wave number of the fundamental wave, k. Note that since the wave number is not measured directly, it should be calculated from the evaluated peak frequency of wind waves f p at a given fetch and wind velocity. The empirical dispersion relation derived by Liberzon and Shemer [2011] accounts for the Doppler effect due to the wind induced current on water surface is used. The correction has the following form:
where k 0 is the wave number that corresponds to the wave frequency w according to the gravity-capillary dispersion relation
g is the acceleration due to gravity, s the surface tension coefficient and r the density of water. Following equation Figure 8 versus eddy-correlation method (red, x = 100 cm; green, x = 140 cm; blue, x = 180 cm; cyan, x = 220 cm; magenta, x = 260 cm; yellow, x = 300 cm; black, x = 340 cm).
[37] The representative distributions plotted in Figure 12 show the values of r hw are notably higher than those of r hu for all measuring locations and flow conditions. The values of the cross-correlation coefficients increase with fetch and with wind velocity, although at the highest wind velocity in the present study, U max = 11.2 m/s, the increase in the values of r hu and r hw at x = 300 cm (Figure 12d ) as compared to x = 180 cm is less pronounced than that at the lower wind velocity, U max = 7.7 m/s, cf. Figures 12a and 12c . At high wind velocity the correlation between the vertical velocity component w and the surface elevation remains quite significant up to about kz = 3, i.e., up to elevations corresponding to about half fundamental wavelength. The linear fit in Figure 12 indicates that correlation coefficients r hu and r hw decay exponentially with the dimensionless height kz. This decay may be presented as exp (-akz) ; the values of the coefficient a were estimated for all flow conditions. In most cases the obtained coefficients a are close to 0.4, ranging from about 0.25 to about 0.7. The values of a for r hw tend to be somewhat lower than for r hu .
[38] The distinct peaks in the frequency dependence of the cross-correlation coefficients r hu and r hw in Figures 10 and  11 allow delineating the frequency domain at each measurement location and wind velocity where significant correlation between the surface elevation and the wind velocity components exists. The contribution of wave-related orbital velocity to the measured turbulent velocity components was estimated. Since waves grow significantly with both the fetch and U max , see Figure 2b , only the case of the longest fetch and highest wind flow rate was considered. Assuming that in the absence of waves, the spectra of u′ and w′ vary monotonically also in the vicinity of the wave peak frequency, the peak around f p in the spectra of u′ and w′ as shown in Figure 9 can be removed, yielding estimated spectra devoid of the direct effect of the wave-related motion, ũ andw . The negligible contributions of higher harmonics visible in Figure 9b were not considered. The r.m.s. values of the resulting "pure turbulent" part of the velocity fluctuations in the horizontal and vertical directions were then estimated from the modified power spectra. This procedure was applied to the data obtained at various heights above the mean water level. The comparison of the vertical Figure 9 . (a) A 5 s long segment of variation with time of the surface elevation h and two velocity components, u and w, at x = 300 cm, U max = 11.2 m/s, 5 mm above the highest crest; (b) normalized by the corresponding peak values frequency power spectra of . h, u and w. distributions of the normalized by U max velocity fluctuations above the mean water level kz with and without the effect of the orbital motion as a function of dimensionless height is carried out in Figure 13 . In the proximity to the water surface, the distinction between the two quantities can be detected. The effect is stronger for the vertical velocity component, and is less significant for u′. The difference decreases with height, so that at the heights where kz > 2 the contribution of the orbital velocity to u′ and w′ is negligible.
[39] For each flow condition and measurement location, the phase shifts q hu and q hw between the surface elevation h and two wind velocity components were calculated from the complex cross-spectra S hu (w) and S hw (w) in the close vicinity of the wave peak frequency. Only points corresponding to cross-correlation coefficients r hu (w) r hw (w) above 0.9 of the peak value taken into account. Only data obtained at the three lowest measuring locations satisfy the selected threshold value.
[40] The resulting phase shifts q hu and q hw for the fetch x = 260 cm and two wind velocities are presented in Figure 14 . Closed symbols denote q hw and open symbols q hu . For each velocity component, the phase shifts relative to the surface elevation are clustered in tight "clouds." The notably larger scatter in the q hu "cloud" as compared to that of q hw can be attributed to the lower correlation level of the longitudinal velocity component with the surface elevation variation, as compared to r hw (cf. Figures 10 and 11 ). There is no apparent dependence of the measured phase shifts on elevation. For both wind velocities presented in Figure 14 , the average phase shift between h and ũ is close to À30
, and between h andw close to 60 . [41] The close values of phase shifts represented by dense "clouds" of data points in Figure 14 and the apparent lack of dependence of the phase shifts on the vertical coordinate suggest that more accurate results can be obtained by averaging the phase shifts obtained in close vicinity of the peak Figure 10 . Cross-correlation coefficients for the horizontal velocity and the surface elevation variations at various elevations above the highest crest at x = 260 cm: (a) U max = 7.7 m/s; (b) U max = 11.2 m/s. frequency at every fetch, maximum wind velocity and at all three lowest elevations. The resulting plot showing the averaged phase shifts q hu and q hw for all fetches starting from x = 260 cm and wind velocities from U max = 7.7 m/s is presented in Figure 15 . Here again the filled markers denote the phase shift between h and w, the hollow markers the phase shift between h and u.
[42] The results of Figures 14 and 15 can be seen as phase shifts between the wave-coherent velocity fluctuations in air ũ andw, and the water surface elevation h. The close to 90 phase shift between ũ andw results in a vanishing contribution of Àũw to mean shear Reynolds stress. An attempt was then made to detect correlation between the surface elevation and the fluctuating instantaneous contributions to the Reynolds shear stress, Àu′w′. The variation of coherence coefficient r h(u′w′) as a function of frequency is plotted in Figure 16 for fetch x = 340 cm and the wind velocity U max = 11.2 m/s. It is clear from Figure 16 that even for the longest fetch and highest wind velocity employed in the present study, and thus longest wind waves, there is no significant correlation between the two signals; the correlation coefficient remains quite small at all frequencies, including the vicinity of the wave peak frequency. Therefore it seems that not only the wave-induced velocity fluctuations in air do not contribute to the mean Reynolds shear stress, there is also no detectable wave-induced time-dependent variation of Àu′w′ with the phase of the fundamental wave.
Discussion and Conclusions
[43] The present experimental investigation of the turbulent boundary layer in air flowing over evolving wind waves consists of two parts. The time-averaged parameters of the airflow are studied first, and an attempt is then made to consider time-dependent airflow characteristics that are related to the phase of the fundamental water waves. To derive reliable representative parameters in a flow over irregular and moving surface, detailed and lengthy measurements are required. Mean flow parameters were determined on the basis of measurements performed at numerous vertical locations starting from the lowest elevation above the waves possible in view of limitations imposed by the sensors. To extract reliable wave-phase related quantities, it was imperative that the data accumulation at each location lasts for as many as possible fundamental wave periods. Measurements at a large number of locations, together with a considerable duration of the continuous data acquisition process at each point can only be practically realized by implementation of an experimental procedure that comprises two important features: i) stable flow conditions have to be maintained during the whole duration of the experiment, and ii) to eliminate unavoidable errors in the course of long measuring sessions, it is essential to design the whole process so that it can be controlled by computer without human intervention. The first condition was satisfied by the careful design of the closed-loop experimental facility. It should be stressed that the relatively small size of the wind-wave tank facilitated the achievement of this goal. The second condition was implemented by running the whole experiment using a computer procedure as described in Liberzon and Shemer [2011] .
[44] Detailed vertical profiles of the mean air velocity measured at numerous fetches along the test section demonstrate that the evolving waves affect the wind flow mainly via the effective roughness of the surface, z 0 . For the young waves studied, the values of z 0 increase with fetch, causing the shift of the logarithmic part of the mean velocity profiles, see Figure 8 . According to the classification suggested by Kitaigorodskii and Donelan [1984] that is based on the extensive summary of drag coefficient measurements over the wavy water surface by Garratt [1977] , the dimensionless roughness coefficients in the range 0.1 < z 0 + < 2.2 correspond to transitional surface state while those exceeding z 0 + = 2.2 characterize a fully rough surface. The relatively large values of z 0 + obtained in the present study, see Tables 2 and 3 , thus correspond to the transitionally rough and in most cases to rough surface. This may be attributed to the very young waves in the present experiments. As demonstrated in numerical simulations by Sullivan et al. [2000] , there is a strong link between the dimensionless roughness and wave age c/u * , c being the celerity of the fundamental wave. According to their study, the values of z 0 + are significantly higher for young than for the mature waves.
[45] The slopes of the logarithmic velocity profiles sufficiently close to air-water interface remain similar for various fetches. Since these slopes define the friction velocity u * , it can be concluded that the results of the present experiments indicate that the values of u * remain nearly constant along the test section for every wind flow rate in the test section.
[46] The vertical distributions of the mean velocity measured at various fetches and wind velocities exhibit behavior resembling that over a rough solid plate. Close enough to the interface (in most cases approximately for z/d < 0.3), the velocity profile is logarithmic and the values of the friction velocity derived from the fit to (1b) agree well with the independent measurements of the interfacial shear stress based on the vertical distribution of Àu′w′ . However, in estimating the friction velocity from the logarithmic velocity profile care should be taken to consider only those data points that are sufficiently close to the mean water level. If the logarithmic fit is extended to higher elevations in the Figure 14 . Phase shifts in the vicinity of the peak frequency between the surface elevation and the waveinduced horizontal, q hu , and vertical, q hw , velocity fluctuations at the fetch x = 260 cm: (a) U max = 7.7 m/s; b) U max = 11.2 m/s. outer part of the turbulent boundary layer, the law of wake causes notable deviation of the slope and renders the derived values of u * inaccurate.
[47] In general, the mean characteristics of the turbulent boundary layer over evolving wind-wavefield bear a resemblance to those of the turbulent flow of the rough surface, as demonstrates the comparison of results in Figures 4 and 5. That means that not only the mean velocity distributions in wind over waves and in turbulent flow over rough surface are similar; the distributions of the mean normalized turbulent velocity fluctuations in the horizontal and the vertical directions exhibit values that are of the same order of magnitude as in the flow over a solid rough surface. The values of u′ 2 and w′ 2 are affected by the orbital motion of the surface in the presence of waves and thus, contrary to the flow over a rough solid plate, do not vanish with the approach to the mean free surface. The present results also demonstrate that the measured turbulent intensities show notable increase with the airflow rate, see Figures 4a and 5a. At every fetch, the wave height increases strongly with U max , see Figure 2b . The contribution of the wave-induced amplitudes of ũ andw were roughly estimated at every vertical position in Figure 13 . The direct contribution of wave-related surface motion to the air velocity fluctuations estimated around the wave peak frequency in Figure 13 for the maximum airflow rate in the present study demonstrate, however, that this effect alone cannot account for the observed increase in turbulent intensities, even for the highest waves measured in this study. The increase in intensity of turbulent fluctuations apparently is not restricted to the vicinity of the wave peak frequency. This observation is consistent with the results of Sullivan et al. Figure 15 . Phase shifts between the two velocity components and the surface elevation at the peak windwave frequency for various fetches and wind velocities. Figure 16 . Cross-correlation coefficient between u′w′(t) and the surface elevation h(t) at the height of 5 mm above the highest crest, x = 300 cm, U max = 11.2 m/s.
[2000] who demonstrated in their simulations considerable increase in turbulent intensity in the presence of waves. They also note that wave effect on the turbulence is confined to wave boundary layer defined by kz < 1. It should be stressed, however, that the simulations of Sullivan et al. were carried out for a simplified wave system and for considerably more mature waves than those in the present study.
[48] Due to randomness of wind waves, it is impossible to carry out complete separation between the wave-induced ũ andw and the turbulent, u′ and w′, velocity fluctuations. The peak values of the cross-correlation coefficients between the surface elevation and the air velocity variations are considerably lower than unity; see Figures 10 and 11. The decay with the elevation z above the mean free surface of the values of ũ andw estimated on this basis are thus contaminated by contributions due to u′ and w′ and therefore can only provide a rough assessment of the height of the wave boundary layer, and suffer from a considerable scatter, as can be seen in representative cases plotted in Figure 12 . Nevertheless, in most cases the wave-induced velocity fluctuations can be sensed up to the heights ranging from about half to full fundamental wavelength.
[49] Turbulent velocity fluctuations in the airflow, u′ and w′, although significant also at frequencies close to f p , have phases that are random relative to the surface elevation. It thus can be assumed that complex cross-spectrum of the surface elevation with each of the velocity components, averaged over a large number of independent records, has a phase of its peak frequency harmonic that corresponds to the shift between the two temporal records at the corresponding frequency. The phase shifts between ũ andw with the surface elevation h summarized in Figure 15 are indeed quite repeatable and consistent. At all fetches and wind flow rates, the horizontal velocity component ũ at the peak wave frequency lead the surface elevation h by approximately 30 , while the vertical wave-coherent componentw lags h by close to 60 . [50] This result for naturally excited random wind waves is in good quantitative agreement with Hristov et al. [2003] who solved numerically the Rayleigh equation to obtain phases of the wave-induced velocity fluctuations above a deterministic monochromatic water wave. The values reported by Hristov et al. above the critical layer for low wave ages are very close to those in Figures 14 and 15 . Although their computations were carried out for waves with wave ages c/u * higher than those characteristic for the young wind waves in the present study, their results indicate that for c/u * < 12 the phases of both components of the waveinduced air velocity fluctuations become only weakly dependent on the wave age and thus can be extrapolated to less mature waves. It should be stressed that since slowly moving short waves were observed in the present experiments, all measurements were carried out well above the critical layer. The phase shifts presented in Figures 14 and 15 also resemble the results by Hsu and Hsu [1983] in case when their measurements were performed high above the critical layer. Hsu and Hsu also argue that the phase difference between ũ andw approaches 90 outside the critical layer, in full accordance with the present measurements. The phase shifts q hu and q hw in the present study are similar to those reported by Troitskaya et al. [2011] , although no quantitative comparison is possible since their data are characterized by a considerable scatter.
[51] The resulting 90 phase shift between ũ andw leads to a conclusion that the "coherent" wave-induced velocity fluctuations do not contribute to Reynolds shear stress. This observation is consistent with computations of Hristov et al. [2003] . Note also that vanishing wave-induced Reynolds stress above the critical layer was predicted long ago on the basis of the Rayleigh equation by Lin [1955] . An attempt to detect a meaningful correlation between u′(t),Áw′(t) and h(t) at the wave peak frequency f p also failed even for steep waves and relatively close to the water surface, Figure 16 . The wave boundary layer in the present experiments manifests itself therefore by wave-induced velocity fluctuations in both horizontal and vertical directions, but apparently not by wave-related Reynolds shear stress. This apparent lack of wave-coherent shear stress is consistent with the observation that friction velocity depends only on the wind speed and consequently with the fact that all the linear fits to the vertical distributions of Reynolds shear stress in Figure 6 converge to a common value at any given wind velocity.
[52] In the present experiments naturally growing young waves were studied in a relatively small wind-wave tank. Nevertheless, the lack of wave-coherent Reynolds stresses in this study is consistent with the results of field experiments by Drennan et al. [1999] and with the laboratory measurements by Peirson and Garcia [2008] . It should be noted, however, that in studies of velocity field in water under waves [Cavaleri and Zecchetto, 1987; Veron et al., 2007] , as well as of the air velocity field in the domain between the wave trough and crest [Troitskaya et al., 2011] , variation of the Reynolds shear stress with the phase of wave, in particular in relation with the flow separation, was detected. The vertical extent of this phenomenon remains unknown. Additional extensive work is therefore needed to get a better understanding of the behavior of wave boundary layer under various wind and wave conditions.
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