The hygro-thermal model (Tenchev et al., 2001 ) used in Tenchev and Purnell (2005) , was developed for the specific case of rapid heating, i.e. concrete under fire. The main interest was the prediction of pore pressure buildup, which was, and still is, believed to be the major driving force in the explosive spalling of concrete. In the region of high pore pressure, which is at the drying front, the rate of water evaporation is much higher than the rate of water transport due to a pressure gradient. Thus, the latter has been considered of less importance and its modeling was simplified -capillary pressure P C is ignored in the expression P L = P G À P C and a constant coefficient for the relative water permeability, K L , is used in Darcy's law.
buildup of pore pressure by prevented further vapour transfer in this direction. Here, the error in the approximation P G = P L decreases, since P C tends to zero as the concrete becomes fully saturated.
Gawin et al. make the observation ''. . . gas pressure and liquid pressure are greater than the saturation vapour pressure, due to the assumption that P L = P G .'' The Authors' opinion is that the result P G > P Sat follows from the use of the sorption curves, discussed above, which allow for P V > P Sat . The case P G > P Sat does not imply an erroneous result on its own. Pressures P G > P Sat were observed experimentally by Kalifa et al. (2000) . They attributed the overpressure to the partial air pressure, because thermodynamic equilibrium between liquid water and water vapour was assumed to occur instantaneously. Gawin et al. present results computed by their model. They provide three references - Gawin et al. (1999 Gawin et al. ( , 2002 Gawin et al. ( , 2003 , which implies that these references describe the same model. However, in Gawin et al. (1999) , the model uses Bažant's sorption curves and predicts only a negligible moisture clog. This shortcoming makes the accuracy of the results questionable, especially the magnitude of the pore pressure. In the other two papers, it seems that Bažant's sorption curves are not used and more pronounced moisture clog is predicted. The models seem to be different and it is not clear which one they have used. Gawin et al. indicate Fig. 1 , but they do not appear to correlate with our calculations. Their calculations show that the vapour pressure P V computed by Tenchev's model in the temperature range from 600 to 900 K is almost equal to zero. In the discussed paper, the vapour pressure distribution was not presented, because a previously published model was used (Tenchev et al., 2001) . In this paper, the distribution along the depth of the concrete at several time steps was shown for the temperature T in Fig. 2a and for the vapour contentq V in Fig. 3b . It is easy to combine these graphs and use the ideal gas law (Eq. 9b) to obtain P V vs T. This graph would definitely show that the vapour pressure is not zero but in fact very close to the pore pressure, contrary to the calculations of Gawin et al. Gawin et al. surmise that the computed pore pressure computed by our model is too high. They refer to 'Tenchev and Purnell (2001) ', which is a printing mistake and it should read Tenchev et al. (2001) . Gawin et al. should be aware that there are very wide variations in both experimentally measured and numerically predicted values of pore pressures in the published literature. The main reason is that the permeability of concrete may vary by several orders of magnitude (England and Khoylou, 1995; Bažant and Kaplan, 1996) , being critically dependent as it is on initial water/cement ratio, curing regime, age, carbonation state etc. The influence of this variation on the numerically predicted maximum pore pressure and time and depth of spalling were studied in Tenchev et al. (2001) and Tenchev and Purnell (2005) , respectively. The range of variation of the computed results agrees with the range of variation of the experimental data. A direct correlation between the results of an experimental test and its numerical modeling will remain inconclusive, unless the parameters involved (permeability, porosity, and their dependence on temperature, initial water content, etc.) have been unequivocally determined. The Authors have yet to encounter such data study. Regarding the issue of the magnitude of the pore pressure, one has only to make the briefest study of the recent literature to encounter a comparable range of values for measured and predicted pore pressures. Chung and Consolazio (2005) analysed concrete exposed to fire with intrinsic gas permeability K g = 8.3 · 10 À16 m 2 , intrinsic water permeability K L = 0.038K g , porosity n = 0.14 (for comparison Tenchev and Purnell (2005) 
À16 m 2 , K L = 0.01K g , n = 0.16). They report maximum experimental and numerical pore pressure of about P G = 3 MPa, which is even higher than max P G = 2.3 MPa computed in Tenchev and Purnell (2005) . In previous studies, Consolazio et al. (1997) 
À17 m 2 and n = 0.175 and predicted max P G = 3.1 MPa. Chung and Consolazio (2005) present also numerical results for a reinforced low permeability column (K g = 2.2 · 10 À17 m 2 , K L = 8.5 · 10 À19 m 2 , n = 0.13) under fire and report pore pressure away of the reinforcement between 5 and 6 MPa. This result is close to the value of 6.5 MPa computed by Tenchev et al. (2001) where K g = 5 · 10 À17 m 2 , K L = 0.01K g , n = 0.08. If a porosity of 0.13 had been used, the pore pressure would have been less then 4 MPa, then, according to the sensitivity study in Fig. 6 in Tenchev et al. (2001) . Kalifa et al. measured max P G = 3.7 MPa for high strength concrete (no data for the permeability or porosity was given) and observed that: ''The high values of pressure and pressure gradient lead us to suspect that very high pressures would have been reached at larger depths and/or more spalling would have occurred, if the side effect (macrocracks) had not been dominant.' ' Ju and Zhang (1998) compute even higher pore pressures of up to 16 MPa. Connolly (1995) noted that for normal strength concrete measured pore pressures were either around 0.5-1.0 MPa or in one case 25-30 MPa, which is suggestive of the fact that measured pore pressures may be unreliable.
The depth of thermal spalling (Anderberg and Thelandersson, 1976; Purkiss, 1996; Copier, 1979 ) is about 5-10 mm for high performance concrete and 20-40 mm for ordinary concrete. These depths correspond roughly to the location of the maximum pore pressure and this is one of the reasons why many researchers believe that pore pressure is the dominant factor for thermal spalling. In Gawin et al. (2003) , a paper cited by them as a reference for their mathematical model, thermo-chemical and mechanical damage is modeled. The analyses of a high performance concrete wall under fire show that the maximum of the total damage is always on the fire exposed wall. Thus this model can be used at best only for the prediction of surface cracks and not for prediction of spalling, which occurs always at some depth from the fire exposed surface. The obvious conclusion is that either the conversion of pore pressure to damage is inaccurate or the predicted pore pressure is grossly underestimated. Thus, the higher pore pressures computed in Tenchev et al. (2001) and Tenchev and Purnell (2005) would seem to be much more reasonable than the pressures computed by the model of Gawin et al. Water dilatation, usually neglected, may be of importance, but only at full or near full saturation. The Authors' model is not applicable at full saturation (all variables related to the gaseous state vanish and coefficients in the finite element equations are reduced to 0/0). The highest saturation is predicted in the region of the moisture clog, where pore pressure is about 2/3 of its maximum value as computed at the evaporation front. Whether it will be exceeded when the thermal expansion of the liquid water as well as that of the dry skeleton are taken into account would be worthwhile investigating in the future.
In conclusion, the Authors agree that their model has some thermodynamically inconsistent assumptions. However, they have been used only after checking that they have insignificant influence on the computed pore pressure. The Authors do not agree with the observations of Gawin et al. because they appear to be based on misunderstanding and misrepresentation of the Authors' results. The Authors do not agree with the conclusions that the computed pore pressure is too high and the predicted spalling is unreliable because there is sufficient published evidence for the contrary. The Authors agree that an attempt to further enhance the model can be made by considering the temperature dependence of some material parameters but do not agree that the simplifications used at present render the results unreliable.
