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Notations
Notations principales
 Les vecteurs sont représentés par des caractères gras : par exemple le
point x
 Les matrices sont représentées par des majuscules : par exemple la
matrice M .
 Les images sont représentées par des fonctions continues I : Ω → Rm,
avec l'intensité lumineuse associée à chaque pixel de l'image, avec Ω un
ensemble de Rn représentant le support de l'image.
 Pour des images couleur, m = 3, l'intensité est représentée par une
fonction I : Ω→ Rm où I = [I1, I2, I3]T . I1 représente la luminance et
I2 et I3 les chrominance de l'image dans l'espace de couleurs Y UV .
Pour des images à niveaux de gris, m = 1, on notera alors l'intensité
de l'image par I.
 Pour les séquences de N images, chaque image est représentée par une
fonction In : Ωn → R3 avec n ∈ [0, N − 1].
 Soit Γ(p) : [a, b]→ R2 une famille de courbes fermées paramétrées par
p. Le contour est orienté dans le sens inverse des aiguilles d'une montre.
Une des paramétrisations possible du contour est l'abscisse curviligne,
notée s déﬁnie de telle manière que |Γ′(s)| = 1. Dans ce cas, le contour
Γ(s) est déﬁni sur [0, L] où L est la longueur de la courbe.
 T est la tangente unitaire au contour Γ.
 N est le vecteur normal intérieur au contour Γ.
 κ est la courbure euclidienne du contour Γ.
 Ωin et Ωout sont respectivement la région intérieure au contour, soit
l'objet, et la région extérieure au contour, soit le fond de l'image.
 La dérivée classique d'une fonction f(r) est notée f ′ : f ′(r) = df(r)
dr
. Elle
peut également être notée df .
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La dérivée au deuxième ordre est notée : f ′′(r) ou d2f .
 La dérivée partielle d'une fonction à plusieurs variables, par exemple
f(a, b), est notée ∂f
∂a
(a, b) = limτ→0
f(a+τ,b)−f(a,b)
τ
.
La dérivée partielle au deuxième ordre est notée ∂2f
∂a2
.
 ∇ = [ ∂
∂x1
, ..., ∂
∂xn
]T est l'opérateur gradient.
 La dérivée d'une fonction J(x) dans la direction V est notée dJ(x,V)
(voir la déﬁnition 3.1 page 24).
 La dérivée de domaine d'une fonction k(x,Ω) dans la direction V est
notée dΩk(x,Ω,V) (voir la déﬁnition 3.3 page 25). La dérivée matérielle d'une fonction k(x,Ω) dans la direction V est
notée k˙(x,Ω,V) (voir la déﬁnition 3.2 page 24).
 Les noms de séquences vidéos sont écrits sans sérif : par exemple Fore-
man.
 Le produit scalaire de deux vecteurs x et y est noté x · y, ou 〈x,y〉.
 Les anglicismes sont écrits en italique : par exemple shape warping.
Acronymes et abréviations
 COST211 : European COST211 Group - Research on Redundancy Re-
duction Techniques and Content Analysis for Multimedia Services -
Groupe de recherche européen sur les techniques de réduction des re-
dondances temporelles et l'analyse du contenu pour les services multi-
média.
 CReATIVe : Compression, Reconstruction, Adaptées au Traitement
d'Images et à la Vidéo.
 DFD : Displaced frame diﬀerence - Diﬀérence pixel à pixel entre deux
images, dont l'une est compensée en mouvement.
 EDP : Équations aux Dérivées Partielles.
 FD : frame diﬀerence - Diﬀérence pixel à pixel entre deux images.
 ENSMP : École Nationale Supérieure des Mines de Paris.
 ENST : École Nationale Supérieure des Télécommunications.
 H261, H263, H26L : normes de codage vidéo adopté par l'ITU-T.
 I3S : Informatique Signaux et Systèmes de Sophia Antipolis.
 INRIA : Institut National de Recherche en Informatique et en Auto-
matique.
 IRISA : Institut de Recherche en Informatique et Systèmes aléatoires.
 ITU-T : International Telecommunication Union, Telecommunication
normalization sector - Union internationale des télécommunications,
organisme de normalisation qui développe des standards dans le do-
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maine des télécommunications.
 MPEG : Moving Picture Expert Group - Groupe d'experts chargés de
mettre au point des formats de compression vidéo.
 MPEG1, MPEG2, MPEG4, MPEG7 : normes de codage vidéo adoptées
par le groupe MPEG.
 OSIAM : Projet du RNRT, Outils pour la Segmentation d'Images Ani-
més pour MPEG4/7.
 pixel : contraction de picture element - plus petite unité indivisible
d'une image numérisée.
 Pr. : Professeur.
 RNRT : Réseau National de la Recherche en Télécommunications.
 SSD : Sum of Squared Diﬀerences - critère de comparaison entre deux
régions fondé sur la somme, sur la région, des diﬀérences au carré.
 STIC : Sciences et Technologies de l'Information et de la Communica-
tion.
 UFR : Unité de Formation et de Recherche.
Anglicismes
Certains anglicismes lexicaux apparaissent dans ce document. Nous les tra-
duisons dans le contexte de nos travaux.
 block-matching : méthode de mise en correspondance de bloc.
 backward : en arrière - désigne les méthodes qui utilisent l'image cou-
rante et l'image précédente.
 forward : en avant - désigne les méthodes qui utilisent l'image et cou-
rante et l'image suivante.
 in, out : à l'intérieur, à l'extérieur - désigne la région intérieure ou
extérieure au contour.
 outlier : Pour un ensemble de points donnés, un outlier est un point
qui se situe loin des autres. Dans un contexte statistique, les données
sont réparties suivant une fonction de distribution. Un point qui se
démarque de cette répartition est un outlier.
 shape warping : déformation de courbe.
 snake : (littéralement : serpent)désigne les premiers contours actifs in-
troduits par Kass et al. [52].
 tracking : suivi de cibles, la cible peut être une région homogène ou un
objet en mouvement.
 watershed : ligne de partage des eaux.
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Chapitre 1
Introduction
1.1 Introduction à la segmentation d'images
Une image est constituée d'un ensemble de pixels.
Segmenter une image en régions, c'est rassembler ces pixels en ensembles
ayant des propriétés communes, comme une couleur ou une texture similaire,
ou un mouvement cohérent.
Segmenter une image en objets, c'est rassembler des régions qui ont un sens
sémantique commun, même si leurs propriétés sont diﬀérentes. Il s'agit par
exemple de distinguer un personnage du contexte dans lequel il évolue, alors
que cette personne a des vêtements de couleurs diﬀérentes ou ne bouge que
certaines parties de son corps.
L'importance de la segmentation croît avec celle de l'image dans notre société.
En imagerie médicale, la segmentation peut aider le médecin dans son diag-
nostic. En compression vidéo, elle permet de traiter diﬀéremment une zone
d'intérêt, qui bénéﬁciera d'une plus grande précision, du reste de l'image
qui pourra être plus fortement compressé. En indexation, la segmentation
sert à extraire un objet que l'on souhaiterait retrouver dans d'autres images.
En post-production cinématographique, un personnage segmenté peut être
replacé dans un autre décor, ce qui est le cas notamment pour les présenta-
teurs de la météo. En vidéo-surveillance, la détection d'objets en mouvement
peut révéler la présence d'intrus, ou évaluer la ﬂuidité d'un traﬁc routier.
Les applications sont nombreuses et la liste des exemples cités est loin d'être
exhaustive.
Mais revenons au principe de la segmentation. Pour segmenter une région,
une méthode consiste à détecter son contour. Le passage d'une région à
une autre se caractérise par une diﬀérence d'intensité lumineuse. Plus la
diﬀérence est importante, plus le gradient de l'image sera fort, et plus le
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Fig. 1.1  Segmentation : image originale.
contour sera marqué. Prenons pour exemple l'image de la ﬁgure 1.1 et
essayons de segmenter la coccinelle.
La ﬁgure 1.2 nous présente deux extractions possibles des gradients. Ces
gradients déﬁnissent des contours qui n'ont pas tous le même intérêt pour
nous. Les contours de la feuille sont bien marqués, alors que le contour de la
Fig. 1.2  Extraction des contours d'une image à partir de ses gradients.
coccinelle n'a pas une intensité constante.
Si l'on peut déterminer l'intensité à laquelle les gradients sont détectés, on
ne peut cependant pas déterminer leur nombre, s'assurer de leur connexité,
ou leur donner un sens quant à leur appartenance à l'objet. Autrement dit,
tous les gradients détectés n'appartiennent pas au contour de la coccinelle,
et l'on ne saurait les faire disparaître sans perdre de la même manière
une partie des contours de la coccinelle. De plus, ces contours ne sont pas
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forcément fermés et ne déﬁnissent donc pas des régions séparées.
Certains algorithmes permettent de déﬁnir des régions à partir des gradients
de l'image. Là encore, on peut contrôler le nombres de régions qui découpent
Fig. 1.3  Segmentation en régions à partir des contours morphologiques par
watershed [5, 84]
l'image, mais on ne peut pas savoir si ces régions appartiennent à l'objet
d'intérêt ou non. Sur la ﬁgure 1.3, la coccinelle est bien détourée, mais
certaines régions de la coccinelle (les régions blanches) sont considérées
comme n'appartenant pas à la coccinelle. D'autres régions sont segmentées,
mais elles ne nous intéressent pas.
Une autre approche consiste à déﬁnir directement les régions que l'on
souhaite segmenter, à partir d'une caractéristique commune. Par exemple,
Fig. 1.4  Segmentation en régions de couleur homogène.
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on peut choisir de segmenter l'image en régions de même couleur, ou plus
précisément de couleur homogène (voir ﬁgure 1.4). On rencontre le même
problème que précédemment, à savoir que notre coccinelle est constituée
de plusieurs régions de diﬀérentes couleurs et qu'on ne l'a toujours pas
distinguée du reste de l'image.
La dernière approche que nous verrons consiste à déﬁnir un contour fermé et
à le faire évoluer vers l'objet d'intérêt (voir ﬁgure 1.5). La tâche est diﬃcile
Fig. 1.5  Segmentation par contours actifs : du contour inital (à gauche) au
contour à convergence (à droite).
et nécessite d'avoir une idée de l'objet ou de la région que l'on souhaite
segmenter. Pour déﬁnir cet objet, il faut choisir un critère qui détermine si
un pixel fait partie de l'objet ou non. Ce critère doit contenir la description
des propriétés de l'objet. Le contour actif peut par exemple évoluer vers
des zones de fort gradient, tout en essayant d'entourer une région la plus
homogène possible au niveau de la couleur.
De nombreuses propriétés peuvent être prises en compte dans le critère, et le
contour actif évolue en eﬀectuant un compromis entre elles. En cas d'objets
multiples, il peut également se séparer ; au contraire, deux contours peuvent
fusionner.
1.2 Structure du manuscrit
Nous présenterons les principes généraux des contours actifs, de la déﬁnition
de leur critère à leur implémentation, en passant par le calcul de l'équation
d'évolution.
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Nous étudierons, dans ce cadre de travail, deux critères particuliers. Le
premier critère déﬁnira un terme d'a priori géométrique minimisant la
distance à un contour de référence. Seul ou couplé à un terme statistique,
ce terme servira dans le cadre d'algorithmes de déformation de contours
ou shape warping, de segmentation, et de suivi de régions homogènes ou
tracking. Le deuxième exemple déﬁnira un terme de segmentation joint à
l'estimation d'un modèle de mouvement, et sera appliqué à la segmentation
et au suivi d'objets en mouvement.
Ce manuscrit est organisé en trois parties : la première partie est consacrée à
l'étude théorique des contours actifs, et les deux autres à l'étude des critères
particuliers.
La première partie est théorique et propose une introduction aux
contours actifs. Elle est composée des chapitres suivants :
Chapitre 2 : État de l'art des contours actifs. Ce chapitre présente
des méthodes classiques de contours actifs, que leur approche du problème
soit variationnelle ou non. Nous présentons les snakes, travaux pionniers
de Kass et al., puis les contours actifs géométriques, et les contours actifs
géodésiques. Si ces approches mettent en oeuvre des caractéristiques glo-
bales du contour, comme sa longueur ou sa rigidité, elles n'utilisent que des
propriétés locales de l'image, comme son intensité ou son gradient en un
point. Les dernières méthodes de contours actifs présentées dans ce chapitre
s'attachent à caractériser les régions délimitées par le contour, et utilisent
des propriétés globales à ces régions, comme leur moyenne, leur variance,
leur entropie, leur histogramme ou leur mouvement.
Chapitre 3 : Approche variationnelle : dérivation par les gradients
de forme. Ce chapitre présente le cadre de travail de notre approche
et les principaux outils mis en oeuvre. Notre approche est variationnelle,
c'est-à-dire que le problème de segmentation est formulé comme la minimi-
sation d'un critère. La dérivation du critère permet de déduire l'équation
d'évolution du contour actif. Dans ce chapitre, nous déﬁnirons deux types
de termes pouvant constituer un critère de segmentation : des termes de
contour et des termes de région, parmi lesquels des termes de régions dits
à double dépendance. Puis, nous présenterons les outils de dérivation mis
en oeuvre pour le calcul de l'équation d'évolution : les gradients de forme,
outils issus de l'optimisation de domaine. Enﬁn, nous dériverons chacun des
termes présentés, en portant une attention particulière à la dérivation des
termes de région à double dépendance.
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Chapitre 4 : Implémentation. Ce chapitre traite de l'implémentation
de l'équation d'évolution du contour actif. Deux approches sont brièvement
présentées : une approche paramétrique avec l'implémentation par B-Spline,
et une approche implicite avec la méthode des ensembles de niveaux.
La deuxième partie du document est consacrée à la déﬁnition et l'étude d'un
critère de segmentation avec a priori géométrique sans contrainte
paramétrique. Plusieurs applications de ce critère sont proposées. La
deuxième partie est composée des chapitres suivants :
Chapitre 5 : Contours actifs et a priori géométrique non paramé-
trique. Dans ce chapitre, nous déﬁnissons un critère d'a priori géométrique
minimisant la distance euclidienne du contour actif à un contour de réfé-
rence. Nous ne faisons pas l'hypothèse d'une transformation paramétrique
entre le contour actif et le contour de référence, et notre critère ne dépend
pas d'une paramétrisation particulière du contour. En ce sens, notre critère
n'impose aucune contrainte paramétrique au contour actif. Nous proposons
deux dérivations possibles du critère d'a priori : par le calcul des variations,
et par les gradients de forme.
Chapitre 6 : Applications. L'objectif de ce chapitre est de proposer
diﬀérentes applications du critère d'a priori géométrique. Utilisé seul, ce
critère est appliqué à la déformation de contours ou shape warping. Associé
à des descripteurs statistiques de régions et des termes de régularisation, ce
critère est appliqué à la segmentation et au suivi de régions homogènes.
La troisième partie est consacrée à la déﬁnition et l'étude d'un critère de
segmentation et estimation conjointes du mouvement. Plusieurs
applications de ce critère sont présentées. La troisième partie est composée
des chapitres suivants :
Chapitre 7 : Introduction. Ce chapitre introduit notre approche à travers
l'étude de l'état de l'art en détection et en segmentation du mouvement.
Nous situons les principes et hypothèses de notre approche au vu des articles
cités.
Chapitre 8 : Segmentation et estimation conjointes du mouvement
à partir de deux images successives. Dans ce chapitre, nous déﬁnissons
un critère de segmentation en mouvement conjointement à l'estimation du
mouvement de la région segmentée. Nous dérivons le critère et proposons
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deux équations d'évolution : une dirigée suivant la normale au contour,
pour la segmentation d'objets en mouvement, et une dirigée suivant le
mouvement de l'objet pour le suivi d'objets en mouvement. Nous proposons
une méthode d'estimation du mouvement d'une région caractérisé par un
modèle de mouvement.
Chapitre 9 : Segmentation et estimation conjointes du mouvement
sur un groupe d'images. Ce chapitre étend la méthode de segmentation
et d'estimation conjointes du mouvement du chapitre précédent. Le support
temporel de la méthode s'étend de deux images à un groupe d'images. Nous
développons les équations d'évolution du contour actif pour des applications
de segmentation et de suivi d'objets en mouvement.
Chapitre 10 : Résultats expérimentaux. Ce chapitre présente les dif-
férents résultats obtenus avec le critère de segmentation et d'estimation
conjointes du mouvement. Nous proposons d'évaluer la qualité de l'estima-
tion du mouvement pour une région donnée en la comparant à des méthodes
classiques d'estimation du ﬂot optique, ou des méthodes de mise en cor-
respondance. Puis, nous appliquons le critère conjoint à la segmentation
d'images réelles. Enﬁn, nous présentons les résultats obtenus en suivi d'ob-
jets en mouvement en comparant les deux directions d'évolution du contour
actif : suivant la normale au contour et suivant le mouvement.
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Première partie
Introduction aux contours actifs
9

Chapitre 2
État de l'art des contours actifs
Un contour actif est une courbe qui évolue d'une forme initiale vers les
frontières d'un objet d'intérêt, sous l'action d'une force (voir ﬁgure 2.1).
Fig. 2.1  Principe des contours actifs : le contour actif Γ évolue vers l'objet
d'intérêt sous l'action d'une force dirigée suivant la normale N au contour.
Le contour actif Γ peut être déﬁni comme une courbe paramétrée par p ∈ [a, b]
et de paramètre d'évolution τ ∈ [0, T ] telle que :
Γ : [a, b]× [0, T ] → <2
(p, τ) 7→ Γ(p, τ) = x(p, τ) =
(
x(p, τ)
y(p, τ)
)
L'évolution du contour est régie par une équation de forme générale :
∂Γ(p, τ)
∂τ
= F(p, τ)
Γ(p, 0) = Γ0(p) (2.1)
11
12 Chapitre 2. État de l'art des contours actifs
où Γ0(p) est le contour initial.
Le contour se déforme suivant une force F dont la direction est a priori
quelconque.
Décomposons cette force dans un repère de Frenet lié au contour, dont la
base est constituée du vecteur unitaire normal intérieur N, et du vecteur
unitaire tangent T :
F = FN N+ FT T (2.2)
La composante normale de la force, FN N, modiﬁe la géométrie du contour,tandis que la composante tangentielle, FT T n'inﬂue que sur la paramétri-sation du contour [28].
Par souci de simplicité, seule la composante normale est prise en compte, et
l'équation d'évolution d'un contour actif s'écrit généralement :
∂Γ(p, τ)
∂τ
= FN(p, τ) N(p, τ)
Γ(p, 0) = Γ0(p) (2.3)
Nous allons présenter quelques méthodes classiques de contours actifs : les
snakes (en section 2.1), les contours actifs géométriques (en section 2.2), et
les contours actifs géodésiques (en section 2.3). Si ces méthodes mettent en
oeuvre des caractéristiques globales du contour, comme sa longueur ou sa ri-
gidité, elles n'utilisent que des propriétés locales de l'image, comme son inten-
sité ou son gradient en un point. Plus récemment, les méthodes de contours
actifs s'attachent à caractériser les régions délimitées par le contour. Nous
présenterons brièvement en section 2.4 quelques-unes de ces méthodes.
2.1 Snakes
Le premier modèle de contours actifs, appelé snakes, a été introduit par
Kass et al. [52] en 1988. L'approche est variationnelle, c'est-à-dire que
l'équation d'évolution du contour actif se déduit de la minimisation d'une
énergie modélisant l'objet d'intérêt.
Le critère, ou l'énergie - nous emploierons indiﬀéremment un des deux termes
- est déﬁni par Kass et al. comme :
J(Γ) = α
∫ b
a
|Γ′(p)|2 dp+ β
∫ b
a
|Γ′′(p)|2 dp− λ
∫ b
a
|∇I(Γ(p))|2 dp (2.4)
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où p paramétrise le contour Γ : [a, b] → <2, et α, β et λ sont des constantes
positives.
Les deux premiers termes déﬁnissent une contrainte interne au contour. Ce
sont des termes de régularisation du contour qui déterminent son élasticité
et sa rigidité.
Le dernier terme est un terme d'attache aux données. Il attire le contour
vers les zones de forts gradients de l'image.
Cette approche est toutefois limitée par plusieurs inconvénients.
Le critère n'est pas intrinsèque, c'est-à-dire qu'il dépend de la paramétrisa-
tion du contour.
De plus, le contour initial doit être proche de l'objet pour que l'algorithme
de minimisation converge.
La contrainte de régularité est forte et ne permet pas de détecter les zones
concaves du contour. Elle interdit également les changements de topologie :
un seul objet peut être segmenté.
Une telle régularité pousse le contour à rétrécir, voire à disparaître s'il ne
rencontre pas de zones de gradient suﬃsamment fort. Ce sera le cas, par
exemple, si le contour initial est à l'intérieur de l'objet à segmenter, et trop
éloigné des frontières de l'objet.
Enﬁn, la composante de rigidité nécessite le calcul d'une dérivée à l'ordre
quatre, ce qui entraîne des problèmes de discrétisation et d'instabilité numé-
riques.
2.2 Contours actifs géométriques
Les approches géométriques, introduites par Osher et al. [67], puis Caselles
et al. [9] et Malladi et al. [58] déﬁnissent une équation d'évolution qui ne
provient plus de la minimisation d'un critère.
Ces approches utilisent une formulation par ensembles de niveaux [67].
Cette formulation permet la segmentation de plusieurs objets de même
propriété à partir d'un seul contour initial.
Caselles et al. [9] proposent d'étendre l'équation de mouvement de la courbure
moyenne :
∂u
∂t
= div
( ∇u
|∇u|
)
|∇u| (2.5)
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Les auteurs ajoutent une constante réelle c, et introduisent la fonction de
détection g :
∂u
∂t
= g(I)
(
c+ div
( ∇u
|∇u|
))
|∇u| (2.6)
La fonction g est la fonction g(I) = 1
1+(∇Gσ∗I)2 , où le gradient de l'image Iest convolué avec un ﬁltre gaussien Gσ de variance σ.C'est une attache aux données attirant le contour vers les frontières de
l'objet et s'annulant aux frontières.
La constante c induit une force semblable à la force ballon introduite par
Cohen [17]. Le paramètre c détermine le sens d'évolution du contour en
fonction de son signe. Le contour, en l'absence de forts gradients, va rétrécir
lorsque c est positif, et va pouvoir s'accroître, comme un ballon que l'on
gonﬂe, lorsque c est négatif.
Les contraintes d'initialisation du contour actif sont, de ce fait, moins fortes.
De plus, le contour peut segmenter des zones convexes.
L'équation d'évolution du contour actif s'écrit sous la forme :
∂Γ
∂τ
= g(I)(c+ κ) N (2.7)
où est κ la courbure de Γ ( κ = div ( ∇u|∇u|) avec la formulation par ensembles
de niveaux Γ).
2.3 Contours actifs géodésiques
Les contours actifs géodésiques reprennent l'approche variationnelle des
snakes [52].
La fonctionnelle d'énergie est donnée par :
J(Γ) = α
∫ b
a
|Γ′(p)|2 dp+ λ
∫ b
a
g2(|∇I(Γ(p))|) dp (2.8)
Par rapport à l'énergie déﬁnie par Kass et al. [52] (équation (2.4) page
12), on remarque l'abandon du terme de rigidité (β = 0), jugé par trop
contraignant et provoquant des instabilités numériques.
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On remarque de même l'introduction d'une fonction de détection g. La
fonction g : [0,+∞] → <+ est une fonction strictement décroissante, telle
que limr→+∞ g(r) = 0.La fonction g(r) = 1
1+rm
,m = 1 ou 2 est fréquemment choisie.
Dans [10], Caselles et al. proposent de minimiser l'énergie suivante :
J(Γ) =
∫ L(Γ)
0
g(|∇I(Γ(p))| ) ds (2.9)
avec ds = |Γ′(p)| dp.
Sur la notion d'équivalence entre les deux problèmes de minimisation
voir [10] et [3].
Le problème s'interprète alors géométriquement comme la minimisation
de la longueur du contour dans une métrique prenant en compte les
caractéristiques de l'image.
La nouvelle fonctionnelle est intrinsèque, c'est-à-dire qu'elle ne dépend pas
de la paramétrisation.
L'équation d'évolution déduite du critère (2.9) est :
∂Γ
∂τ
= (g(|∇I(Γ)|) κ−∇g(|∇I(Γ)|) ·N) N (2.10)
où κ est la courbure du contour actif et N le vecteur unitaire normal
intérieur au contour.
Sur les zones homogènes, où le gradient de l'image est faible, le premier terme
de l'équation d'évolution est prépondérant et le contour évolue suivant :
∂Γ
∂τ
= κ N (2.11)
Comme κ est une constante positive, et le vecteurN est dirigé vers l'intérieur
du contour, le contour actif aura donc tendance à rétrécir.
Sur les contours, où le gradient de l'image est de forte amplitude, le deuxième
terme de l'équation d'évolution est prépondérant et le contour évolue suivant :
∂Γ
∂τ
= −∇g(|∇I(Γ)|) ·N N
Le contour actif s'approche de la frontière de l'objet, qu'il soit à l'intérieur
ou à l'extérieur de l'objet (voir la ﬁgure 2.2).
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Fig. 2.2  Évolution du contour actif suivant l'équation
∂Γ
∂τ
= −∇g(|∇I(Γ)|) ·NN près des frontières de l'objet.
2.4 Descripteurs de région
Toutes ces approches s'attachent à décrire le contour à partir de données
locales liées à l'image, en particulier son gradient, et se traduisent par des
intégrales sur le contour. Les seuls termes globaux sont ceux liés au contour,
comme ceux qui minimisent sa longueur.
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Aﬁn de pouvoir prendre en compte des propriétés intrinsèques à l'objet,
comme sa moyenne, sa texture ou son mouvement, l'énergie doit contenir
des intégrales de région :
J(Ω) =
∫
Ω
k(x,Ω) dx. (2.12)
La fonction k(x,Ω) est appelée descripteur de région.
Les premiers contours actifs utilisant des descripteurs de région ont été
introduits par Cohen et al. [17] et Ronfard [74].
Cohen et al. [17] utilisent une approche variationnelle de contours actifs
pour la reconstruction de surfaces. Ils déﬁnissent une énergie caractérisant
deux surfaces à reconstruire, avec des propriétés diﬀérentes, et le contour,
frontière de ces surfaces.
Ronfard [74] propose de segmenter l'image en deux régions homogènes à
l'aide de descripteurs statistiques kin et kout. Le contour évolue dans la
direction de la normale suivant une force proportionnelle à la diﬀérence des
descripteurs : kin − kout.
Dans le cadre d'une segmentation de l'image en deux régions, Zhu et
Yuille [93] proposent un algorithme de "compétition de régions" combinant
les propriétés géométriques des contours actifs aux techniques statistiques
de croissance de région.
Chan et Vese [12] s'inspirent des travaux de Mumford et Shah [63] pour
proposer un algorithme de segmentation en deux régions, s'appuyant sur
leur moyenne, qu'ils formulent selon la méthode des ensembles de niveaux.
Paragios et al. [70] étendent l'approche des contours géodésiques en incluant
des termes de région.
Galland et al. [31] proposent un algorithme de segmentation en zones
homogènes d'images fortement bruitées, à l'aide d'une grille active poly-
gonale, et basée sur la minimisation de la complexité stochastique de l'image.
Debreuve et al. [23, 24] proposent un critère spatio-temporel pour la
segmentation de séquences cardiaques. Ils développent parallèlement une
méthode géométrique de recalage, non rigide et non paramétrique, utilisant
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les propriétés de la méthode des ensembles de niveaux.
Jehan et al. [48, 51] diﬀérentient le critère à l'aide d'outils inspirés de l'opti-
misation de domaines. Les auteurs montrent que, lorsque le descripteur de
la région dépend lui-même de la région, il induit des termes supplémentaires
dans l'équation d'évolution.
Precioso et al. [71, 72] proposent une mise en ÷uvre paramétrique des
contours actifs, en étendant le modèle classique des Splines d'interpolation
à un modèle de Splines d'approximation, les smoothing splines. Ces splines
ont des propriétés intrinsèques de régularisation favorisant la robustesse au
bruit et leur utilisation permet de réduire considérablement le temps de
calcul par rapport aux ensembles de niveaux.
Herbulot et al. [37] déﬁnissent des critères statistiques appliqués à des
données multimodales en imagerie médicale. L'approche variationnelle mise
en oeuvre utilise les gradients de forme.
Chapitre 3
Approche variationnelle :
dérivation par les gradients de
forme
Notre approche est une approche variationnelle c'est-à-dire que le problème
de segmentation est formulé comme la minimisation d'un critère. Il s'agit de
trouver le domaine qui minimise le critère déﬁnissant l'objet d'intérêt.
L'introduction d'un schéma dynamique permet de dériver le critère par
rapport à un paramètre d'évolution du domaine. La dérivation du critère
peut alors s'eﬀectuer en utilisant des outils de dérivation classique, comme
le calcul des variations, ou en utilisant des outils issus de l'optimisation de
domaine : les gradients de forme. L'équation d'évolution du contour actif est
déduite de la dérivée du critère. La ﬁgure 3.1 page 20 résume les principales
étapes de l'approche variationnelle avec calcul de l'équation d'évolution pour
un terme de région.
Dans ce chapitre, nous déﬁnirons les types de termes pouvant constituer
un critère, à savoir : termes de contour et termes de région (section 3.1
page 21).
Jehan et al. [48, 49, 51] mettent l'accent sur le fait que certains descripteurs
de région, comme la moyenne, la variance ou les histogrammes apportent
des informations globales sur les propriétés des régions. Les termes de région
du critère dépendent alors doublement de la région : comme intégrale sur la
région d'un descripteur dépendant lui-même de la région. On dira ces termes
à double dépendance.
Nous présenterons ensuite les outils de dérivation de domaine mis en ÷uvre
par Jehan et al. dans [48] (section 3.2 page 22).
L'originalité principale de leur travail réside dans l'utilisation d'outils de
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dérivation issus de l'optimisation de domaine, et dans la prise en compte de
cette double dépendance de certains termes de région. Les auteurs montrent
également l'importance des termes additifs qui en découlent.
Enﬁn, nous dériverons chacun des termes de contour et de région (section 3.3
page 25). Le cas des termes de région à double dépendance sera introduit à
l'aide d'exemples concrets aﬁn de mieux appréhender le cadre général pré-
senté en section 3.4.2 page 35 .
Déﬁnition du critère
. En fonction de l'application
. Termes de contour ou de région
Exemple d'un terme de région : J(Ω) =
∫
Ω
k(x,Ω) dx
Introduction d'un schéma dynamique . Famille de transformations
J(Ω(τ)) =
∫
Ω(τ)
k(x,Ω(τ)) dx
Dérivation du critère
. Outils de dérivation classiques
. Méthode des gradients de forme
dJ(Ω,V) = − ∫
Γ
F (s,Ω)V ·N ds
Équation d'évolution
. Direction : suivant la normale
. Assurer une dérivée négative
∂Γ
∂τ
(p, τ) = F (p, τ) N
Γ(p, 0) = Γ0(p)
Fig. 3.1  Approche variationnelle avec calcul de l'EDP.
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3.1 Descripteurs de contour et de région
Une des premières diﬃcultés d'une approche variationnelle est de formuler
le problème à résoudre comme la minimisation d'un critère.
Ce critère peut être composé de termes traduisant des informations sur le
contour de la région, comme par exemple le gradient de l'image aux points
du contour, et/ou de termes caractérisant les propriétés intrinsèques de la
région, comme sa moyenne, sa variance, son histogramme ou sa vitesse.
De manière générale, un terme de contour s'écrit :
J(Γ) =
∫
Γ
k(s) ds (3.1)
où k(s) est un descripteur du contour Γ, contour paramétré par son abscisse
curviligne s.
Par exemple, nous développerons, dans le chapitre II, le cas d'un descripteur
contour, fonction de la distance du contour actif à un contour de référence.
Un terme de région, quant à lui, s'écrit de manière générale :
J(Ω) =
∫
Ω
k(x,Ω) dx (3.2)
où k(x,Ω) est un descripteur de région.
Les descripteurs de région peuvent dépendre ou non de la région qu'ils
caractérisent.
Par exemple, le descripteur de région k = α, où α est une constante positive,
est un descripteur indépendant de la région d'intégration. Le terme de région
associé est un terme de régularisation qui tend à réduire l'aire de la région
(l'objet en l'occurrence).
Autre exemple, le descripteur de région k = |In − Icompn−1 | calcule la diﬀérenceentre l'intensité du fond de l'image In et du fond, compensé en mouvement,de l'image précédente In−1. Un tel critère sert pour des applications dedétection d'objets en mouvement. Utilisé seul il tend à sur-segmenter
l'objet, c'est-à-dire que des pixels du fond de l'image sont considérés comme
appartenant à l'objet (Annexe V page 131).
Cependant la plupart des descripteurs, notamment les descripteurs statis-
tiques, dépendent de la région qu'ils caractérisent.
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Par exemple, Chan et al. [12] et Debreuve et al. [24] utilisent comme
descripteur de région homogène k = (I − µ)2, où µ est la moyenne de
l'intensité de l'image I sur la région étudiée.
Jehan et al. [48] utilisent comme descripteurs, pour segmenter des images
couleurs en régions homogènes, des fonctions de la variance comme le
déterminant de la matrice de covariance, mais aussi des histogrammes.
Tous ces descripteurs dépendent de la région et induisent une double
dépendance du terme de région par rapport à la région.
3.2 Outils de dérivation
Dans cette section, nous présenterons les outils de dérivation mis en oeuvre
pour le calcul de l'équation d'évolution correspondant à chaque type de
terme de contour ou de région.
Tout d'abord, nous introduirons un schéma dynamique, aﬁn de pouvoir
dériver le critère par rapport au paramètre d'évolution du contour.
Puis, nous énoncerons des déﬁnitions de dérivées, dont la dérivée de domaine,
et le théorème d'équivalence entre dérivée eulérienne et dérivée de domaine.
Ensuite, nous étudierons la dérivation de critères introduits dans un ordre de
complexité croissant : nous commencerons par un terme de contour, puis un
terme de région tous deux indépendants du domaine d'intégration ; ensuite,
nous introduirons, par quelques exemples concrets, la dérivation des termes
de région à double dépendance, aﬁn d'illustrer la méthode des gradients de
forme.
Enﬁn, nous étendrons cette méthode à un cadre général par l'énoncé d'un
théorème donnant la dérivée d'un terme de région à double dépendance.
3.2.1 Introduction du schéma dynamique dans le critère
Un critère région s'écrit généralement comme l'intégrale, sur la région consi-
dérée, d'un descripteur de cette région, soit :
J(Ω) =
∫
Ω
k(x,Ω) dx (3.3)
De même, un critère contour s'écrit généralement comme l'intégrale sur le
contour d'un descripteur de contour, soit :
J(Γ) =
∫
Γ
k(s) ds (3.4)
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L'ensemble des domaines de Rn n'a pas une structure d'espace vectoriel. On
ne peut donc pas dériver le critère par rapport au domaine Ω (respectivement
Γ).
Les techniques de dérivation de domaines [26, 38] introduisent une famille
de transformations Tτ , appartenant à un espace vectoriel, qui permettent defaire évoluer le domaine Ω (respectivement Γ) en fonction de τ de sorte que :
Tτ : Ω→ Ω(τ) et T0(Ω) = Ω
(respectivement Tτ : Γ→ Γ(τ) et T0(Γ) = Γ) (3.5)
Dans [26], Sokolowsky et Zolésio déﬁnissent la famille de transformations à
partir de la vitesse de déformation des domaines. Nous reprenons ici leur
raisonnement en l'adaptant à notre notation.
Si l'on considère que le domaine Ω se déforme suivant un paramètre τ ∈ [0, [,
qui représente par exemple le temps, tout point x de Ω est transformé, au
temps τ suivant x(τ,x).
La vitesse eulérienne de ce point est : V(τ, x(τ,x)) = ∂
∂τ
x(τ,x). Cette vitesse
est considérée comme la direction de déformation et permet de reconstruire
la déformation.
Soit V (τ, x(τ,x)) C0([0, ], C1(Rn,Rn). On associe à ce champ l'équation dif-
férentielle :
∂
∂τ
x(τ,x) = V (τ, x(τ,x))
x(0,x) = x (3.6)
Si le champ de vitesse V est borné sur Rn, la solution x(τ,x) est déﬁnie
pour τ ∈ [0, [ et x ∈ R2, et on déﬁnit l'application Tτ : x→ x(τ,x).
Le domaine déformé Ω(τ) est Ω(τ) = Tτ (Ω) soit :
Ω(τ) = {x ∈ Rn/x = x(τ,x),∀x ∈ Ω}
Nous introduisons ainsi un schéma dynamique dans le critère :
J(Ω(τ)) =
∫
Ω(τ)
k(x,Ω(τ)) dx (3.7)
et pour un critère contour :
J(Γ(τ)) =
∫
Γ(τ)
k(s) ds (3.8)
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3.2.2 Déﬁnition d'une dérivée de domaine et théorème d'équiva-
lence
Nous allons tout d'abord rappeler les déﬁnitions de la dérivée eulérienne et
de la dérivée de domaine. Puis nous présenterons un théorème, maintes fois
utilisé par la suite, donnant l'expression de la dérivée eulérienne en fonction
de la dérivée de domaine.
Lors des calculs des dérivées, nous supposons des petites déformations des
domaines, le développement limité au premier ordre de la transformation
s'écrit :
Tτ (Ω) = T0(Ω) + τ
∂T0
∂τ
(Ω) (3.9)
Comme T0(Ω) = Ω ( équation (3.5)) et
V(τ,Ω(τ)) =
∂
∂τ
(Ω(τ)) =
∂Tτ
∂τ
(Ω) (3.10)
V(0,Ω(0)) =
∂T0
∂τ
(Ω)
notation
= V
On écrit alors :
Tτ (Ω) = Ω(τ) = Ω + τV (3.11)
Rappelons pour commencer la déﬁnition de la dérivée eulérienne :
Déﬁnition 3.1. La dérivée eulérienne de la fonctionnelle de domaine J(Ω) =∫
Ω
k(x,Ω) dx dans la direction du champ de vecteur V est déﬁnie comme la
limite :
dJ(Ω,V) = lim
τ→0
J(Ω + τV)− J(Ω)
τ
Déﬁnition 3.2. La dérivée matérielle de k(x,Ω) dans la direction V, notée
k˙(x,Ω,V) est déﬁnie par :
k˙(x,Ω,V) = lim
τ→0
k(x+ τV,Ω + τV)− k(x,Ω)
τ
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La dérivée de domaine est déﬁnie comme suit :
Déﬁnition 3.3. La dérivée de domaine de k(x,Ω) dans la direction V, notée
dΩk(x,Ω,V) est déﬁnie par :
dΩk(x,Ω,V) = lim
τ→0
k(x,Ω + τV)− k(x,Ω)
τ
Le théorème suivant établit une relation entre la dérivée eulérienne et la
dérivée de domaine pour une intégrale de région J(Ω) :
Théorème 3.1. La dérivée eulérienne dJ(Ω,V) de la fonctionnelle
J(Ω) =
∫
Ω
k(x,Ω) dx dans la direction V est la suivante :
dJ(Ω,V) =
∫
Ω
dΩk(x,Ω,V)dx−
∫
Γ
k(s,Ω)V ·N ds
où N est la normale unitaire intérieure à Γ et s son abscisse curviligne.
Une démonstration de ce théorème peut être trouvée dans [26, 80].
Ce théorème, utilisé plusieurs fois si nécessaire, nous permettra, dans des cas
favorables, de convertir les intégrales de région en une expression équivalente
basée sur une intégrale de contour (voir section 3.4.2 page 35). L'équation
d'évolution du contour actif se déduit aisément d'une telle expression de la
dérivée du critère.
3.3 Dérivation de termes de contour et de région
Nous allons tout d'abord étudier la dérivation d'un terme de contour
indépendant du domaine d'intégration.
Ensuite nous verrons le cas d'un terme de région dont le descripteur est
indépendant de la région.
3.3.1 Dérivation d'un terme de contour
Un terme de contour a pour forme générale :
J(Γ) =
∫
Γ
k(s)ds (3.12)
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Sa dérivée est bien connue et calculée entre autres par Caselles et al [10] :
Théorème 3.2. La dérivée eulérienne dJ(Γ,V) d'un terme de contour de
la forme J(Γ) =
∫
Γ
k(s)ds dans la direction V est :
dJ(Γ,V) =
∫
Γ
(∇k(s) ·N− k(s)κ)V ·N ds
où N est la normale unitaire intérieure de Γ, κ la courbure moyenne et s
l'abscisse curviligne de Γ.
L'équation d'évolution qui en découle est donnée par :
∂Γ(p, τ)
∂τ
= (k(s)κ−∇k(s) ·N)N (3.13)
Γ(p, 0) = Γ0(p)
où Γ0(p) est le contour initial, s = Γ(p, τ) et p paramétrise le contour.
L'équation d'évolution se déduit de la dérivée eulérienne : on assure la
minimisation du critère en faisant évoluer le contour actif dans la direction
N, et en choisissant une vitesse V telle que la dérivée du critère soit négative.
La vitesse du contour actif est :
V = (k(s)κ−∇k(s) ·N) N, avec s = Γ(p, τ) (3.14)
et l'équation d'évolution qui en résulte est :
∂Γ(p, τ)
∂τ
= (k(s)κ−∇k(s) ·N)N (3.15)
Γ(p, 0) = Γ0(p)
où Γ0(p) est un contour initial déﬁni par l'utilisateur, s = Γ(p, τ) et pparamétrise le contour.
3.3.2 Dérivation d'un terme de région dont le descripteur ne dé-
pend pas de la région
Un terme de région dont le descripteur ne dépend pas de la région s'écrit de
manière générale :
J(Ω) =
∫
Ω
k(x) dx (3.16)
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Corollaire 3.1. La dérivée eulérienne dJ(Ω,V) d'un terme de région de la
forme J(Ω) =
∫
Ω
k(x)dx dans la direction V est :
dJ(Ω,V) = −
∫
Γ
k(s)V ·N ds (3.17)
où N est la normale unitaire intérieure de Γ et s l'abscisse curviligne.
L'équation d'évolution qui en découle est donnée par :
∂Γ(p, τ)
∂τ
= k(s)N (3.18)
Γ(p, 0) = Γ0(p)
où Γ0(p) est un contour initial déﬁni par l'utilisateur, s = Γ(p, τ) et p para-
métrise le contour.
Démonstration :
La dérivation d'un terme de région dont le descripteur ne dépend pas de la
région est simple car elle utilise directement le théorème 3.1.
En eﬀet, comme le descripteur ne dépend pas de la région Ω :
k(x,Ω(τ)) = k(x,Ω) = k(x)
et la dérivée de domaine est nulle :
dΩk(x,Ω,V) = 0 (3.19)
Ainsi la dérivée eulérienne de J se réduit à l'expression suivante :
dJ(Ω,V) = −
∫
Γ
k(s)V ·N ds (3.20)
L'équation d'évolution se déduit de la dérivée eulérienne en faisant évoluer
le contour actif dans la direction N, et en choisissant une vitesse V telle que
la dérivée du critère soit négative.
L'équation d'évolution du contour actif qui en découle est :
∂Γ(p, τ)
∂τ
= k(s)N (3.21)
Γ(p, 0) = Γ0(p)
où Γ0(p) est un contour initial déﬁni par l'utilisateur, s = Γ(p, τ) et p para-métrise le contour.
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3.4 Dérivation d'un terme de région à double dépen-
dance
Avant de présenter le théorème général qui permet de calculer la dérivée
d'un terme de région lorsque son descripteur dépend de la région, nous
allons introduire, par quelques exemples concrets, la méthodologie qui sert
de fondement à l'élaboration de ce théorème.
3.4.1 Exemples de dérivation d'un terme de région à double dé-
pendance
Nous allons étudier deux descripteurs de régions dépendants de la région
qu'ils décrivent. L'un est fonction de la moyenne de la région, l'autre est
fonction de la variance de la région. Ces deux cas particuliers induisent une
double dépendance du terme région par rapport à la région. Ces exemples
devraient permettre de mieux appréhender la méthodologie sous-jacente à
l'élaboration du théorème 3.3 page 36.
Descripteur fonction de la moyenne
Un terme de région dont le descripteur est fonction de la moyenne µ(Ω) de
l'intensité I(x) d'une image sur la région Ω peut s'écrire :
J(Ω) =
∫
Ω
ϕ(I(x)− µ(Ω)) dx (3.22)
où ϕ est une fonction dérivable, en général paire et croissante, mais seule la
dérivabilité de la fonction est nécessaire au calcul de l'équation d'évolution.
Un tel critère sert à segmenter les régions homogènes, car on cherche la
région dont les pixels ont une intensité proche de la moyenne de la région.
On calcule la dérivée eulérienne du critère ainsi déﬁni en utilisant le théo-
rème 3.1. Ce théorème, appliqué récursivement, va nous permettre d'obtenir
ﬁnalement une expression du critère basée sur une intégrale de contour.
dJ(Ω,V) =
∫
Ω
dΩ(ϕ(I(x)− µ(Ω)))(x,Ω,V) dx−
∫
Γ
ϕ(I(s)− µ(Ω))V ·N ds
(3.23)
où la dérivée de domaine dans la direction V de la fonction composée
ϕ(I(x)− µ(Ω)) a pour expression :
dΩ(ϕ(I(x)− µ(Ω)))(x,Ω,V) = −dΩµ(x,Ω,V) ϕ′(I(x)− µ(Ω))
= −dµ(Ω,V) ϕ′(I(x)− µ(Ω)) (3.24)
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où ϕ′(r) = dϕ(r)
dr
.
Calculons donc la dérivée eulérienne de µ(Ω) dans la direction V.
La fonction µ(Ω) peut s'écrire comme fonction composée de fonctions de Ω :
µ(Ω) =
1
|Ω|
∫
Ω
I(x) dx = f(G1(Ω), G2(Ω)) (3.25)
avec G1 = ∫Ω I(x) dx et G2 = ∫Ω dx notation= |Ω|.
J(Ω) =
∫
Ω
ϕ(I − µ) dx
µ = 1|Ω|
∫
Ω
I(x) dx = f(G1, G2)
G1 =
∫
Ω
I(x) dx et G2 = ∫Ω dx notation= |Ω|
Théorème : dJ(Ω,V) = ∫
Ω
dΩϕ(I − µ) dx−
∫
Γ
ϕ(I − µ)V ·N ds
A
A
A
AUDérivée d'une fonction composée : dΩϕ = −(dG1 ∂f∂G1 + dG2 ∂f∂G2 )ϕ′(I − µ) ?Théorème : dG1 = − ∫Γ I(s)V ·N ds dG2 = − ∫ΓV ·N ds
Fig. 3.2  Étapes de dérivation d'un terme de région dont le descripteur est
une fonction de la moyenne de la région.
La dérivée eulérienne de f dans la direction V se décompose suivant :
df(Ω,V) = dG1(Ω,V)
∂f
∂G1
(G1, G2) + dG2(Ω,V)
∂f
∂G2
(G1, G2) (3.26)
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Le calcul des dérivées partielles de f par rapport à G1 et G2 est direct etdonne :
∂f
∂G1
=
1
G2
=
1
|Ω| (3.27)
∂f
∂G2
= −G1
G22
= −µ(Ω)|Ω| (3.28)
Il reste donc à calculer les deux dérivées eulériennes de G1 et G2 dans ladirection V en utilisant à nouveau le théorème 3.1 :
G1 =
∫
Ω
I(x) dx
et sa dérivée eulérienne vaut :
dG1(Ω,V) =
∫
Ω
dΩI(x,Ω,V) dx−
∫
Γ
I(s)V ·N ds = −
∫
Γ
I(s)V ·N ds
(3.29)
car, comme I(x) est constante par rapport à τ , dΩI(x,Ω,V) = 0.
La dérivée de G2 = ∫Ω dx est donnée par :
dG2(Ω,V) =
∫
Ω
dΩ1(x,Ω,V) dx−
∫
Γ
V ·N ds = −
∫
Γ
V ·N ds (3.30)
où 1 représente la fonction constante égale à 1.
Des équations (3.27), (3.28), (3.29) et (3.30) l'on déduit l'expression de la
dérivée eulérienne de µ dans la direction V :
dµ(Ω,V) = −
∫
Γ
I(s)− µ(Ω)
|Ω| V ·N ds (3.31)
Enﬁn, en remplaçant dans (3.23) dΩϕ par son expression dans (3.24), et
dµ(Ω,V) dans (3.24) par son expression dans (3.31), on obtient :
dJ(Ω,V) =
∫
Ω
ϕ′(I(x)− µ(Ω))
∫
Γ
I(s)− µ(Ω)
|Ω| V ·N ds dx
−
∫
Γ
ϕ(I(s)− µ(Ω))V ·N ds (3.32)
soit encore, en permutant les intégrales :
dJ(Ω,V) = −
∫
Γ
[
ϕ(I(s)− µ(Ω))− I(s)− µ(Ω)|Ω|
∫
Ω
ϕ′(I(x)− µ(Ω)) dx
]
V ·N ds
(3.33)
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L'équation d'évolution associée est :
∂Γ(p, τ)
∂τ
=
[
ϕ(I(s)− µ(Ω(τ))− I(s)− µ(Ω(τ))|Ω(τ)|
∫
Ω(τ)
ϕ′(I(x)− µ(Ω(τ))) dx
]
N (3.34)
Γ(p, 0) = Γ0(p)
avec s = Γ(p, τ).
Intéressons nous plus précisement au cas particulier de la fonction ϕ :
ϕ(r) = r2. Nous utiliserons ces résultats au paragraphe suivant pour le
calcul de la dérivée d'un descripteur fonction de la variance.
Si la fonction de pondération ϕ est la fonction carrée, le critère s'écrit :
J(Ω) =
∫
Ω
(I(x)− µ(Ω))2 dx (3.35)
En adaptant à la fonction ϕ(r) = r2 l'équation de la dérivée de J pour le cas
général (3.33) on obtient :
dJ(Ω,V) = −
∫
Γ
[
(I(s)− µ(Ω))2 − I(s)− µ(Ω)|Ω|
∫
Ω
2(I(x)− µ(Ω)) dx
]
V ·N ds
(3.36)
or ∫
Ω
I(x)− µ(Ω) = 0
ce qui simpliﬁe l'expression de la dérivée du critère :
dJ(Ω,V) = −
∫
Γ
(I(s)− µ(Ω))2 V ·N ds (3.37)
L'équation d'évolution associée est :
∂Γ(p, τ)
∂τ
= [I(s)− µ(Ω(τ))]2N (3.38)
Γ(p, 0) = Γ0(p)
avec s = Γ(p, τ).
Descripteur fonction de la variance
L'exemple d'un descripteur de région fonction de la variance est un peu plus
complexe que l'exemple précédent, car il nécessite une décomposition sup-
plémentaire du descripteur en fonctions de la région. La ﬁgure 3.3 illustre les
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diﬀérentes étapes nécessaires à la dérivation de ce terme de région.
J(Ω) =
∫
Ω
ϕ(σ2(Ω)) dx (3.39)
où σ2(Ω) représente la variance de la région Ω.
Appliquons le théorème 3.1 pour exprimer la dérivée eulérienne du critère
comme la somme de l'intégrale sur la région de sa dérivée de domaine et
d'une intégrale de contour.
dJ(Ω,V) =
∫
Ω
dΩ(ϕ(σ
2))(x,Ω,V)dx−
∫
Γ
ϕ(σ2(Ω)) V ·N ds (3.40)
Considérons la dérivée de domaine dΩ(ϕ(σ2))(x,Ω,V) comme une dérivée defonctions composées :
dΩϕ(σ
2)(x,Ω,V) = dσ2(Ω,V)ϕ′(σ2(Ω)) (3.41)
où ϕ′(r) = dϕ(r)
dr
.
La variance peut s'écrire comme une fonction composée de deux fonctions de
Ω :
σ2(Ω) =
1
|Ω|
∫
Ω
(I(x)− µ(Ω))2 dx = f(G1, G2) (3.42)
avec G1(Ω) = ∫Ω(I(x)− µ(Ω))2 dx et G2(Ω) = ∫Ω dx.
Sa dérivée eulérienne dans la direction V a pour expression :
dσ2(Ω,V) = dG1(Ω,V)
∂f
∂G1
(G1, G2) + dG2(Ω,V)
∂f
∂G2
(G1, G2) (3.43)
Les calculs de ∂f
∂G1
et ∂f
∂G2
sont directs :
∂f
∂G1
(G1, G2) =
1
|Ω| (3.44)
et
∂f
∂G2
(G1, G2) = −G1
G22
= − σ
2
|Ω| (3.45)
Pour calculer dG1(Ω,V) nous utilisons le résultat démontré au paragrapheprécédent, pour le cas ϕ(r) = r2.
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J(Ω) =
∫
Ω
ϕ(σ2(Ω)) dx
avec σ2(Ω) = 1|Ω|
∫
Ω
(I(x)− µ(Ω))2 dx = f(G1, G2)
G1 =
∫
Ω
(I(x)− µ(Ω))2 dx et G2 = ∫Ω dx notation= |Ω|
avec µ(Ω) = 1|Ω|
∫
Ω
I(x) dx = g(G3, G4)
G3 =
∫
Ω
I(x) dx et G4 = G2 = |Ω|
Théorème : dJ(Ω,V) = ∫
Ω
dΩϕ(σ
2) dx− ∫
Γ
ϕ(σ2)V ·N ds
A
A
A
AUDérivée d'une fonction composée : dΩϕ = (dG1 ∂f∂G1 + dG2 ∂f∂G2 )ϕ′(σ2)
A
A
A
AUThéorème :
dG1 =
∫
Ω
dΩ(I(x)− µ)2 dx−
∫
Γ
(I(s)− µ)2V ·N ds dG2 = −
∫
Γ
V ·N ds
HHHHHHHHHHHHHj
(ou cas particulier d'un descripteur
fonction de la moyenne avec ϕ(r) = r2)
Dérivée d'une fonction composée : dΩ(I − µ)2 = −2(I − µ)
(
dG3
∂g
∂G3
+ dG4
∂g
∂G4
)
9
Théorème : dG3 = − ∫Γ I(s)V ·N ds dG4 = − ∫ΓV ·N ds
Fig. 3.3  Étapes de dérivation d'un terme de région dont le descripteur est
une fonction de la variance de la région.
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Nous pourrions également utiliser le théorème 3.1 comme présenté dans la
ﬁgure 3.3.
G1(Ω) =
∫
Ω
(I(x)− µ(Ω))2 dx (3.46)
D'après les résultats de l'équation (3.37)
dG1(Ω,V) = −
∫
Γ
(I(s)− µ(Ω))2 V ·N ds (3.47)
Pour calculer la dérivée eulérienne de
G2(Ω) =
∫
Ω
dx (3.48)
nous utilisons une fois de plus le théorème 3.1 :
dG2(Ω,V) = −
∫
Γ
V ·N ds (3.49)
En remplaçant, dans l'équation (3.43), chacune des dérivées partielles de σ2
par leur expression dans les équations (3.44) et (3.45), et chacune des dérivées
eulériennes de G1 et G2 par leur expression dans les équations (3.47) et (3.49),on obtient l'expression de la dérivée eulérienne de σ2 dans la direction V :
dσ2(Ω,V) = −
∫
Γ
(I(s)− µ(Ω))2
|Ω| V ·N ds+
∫
Γ
σ2(Ω)
|Ω| V ·N ds
= −
∫
Γ
(I(s)− µ(Ω))2 − σ2(Ω)
|Ω| V ·N ds (3.50)
Finalement, on déduit des équations (3.40), (3.41) et (3.50) l'expression de
la dérivée du critère :
dJ(Ω,V) = −
∫
Ω
ϕ′(σ2(Ω))
∫
Γ
(I(s)− µ(Ω))2 − σ2(Ω)
|Ω| V ·N ds dx
−
∫
Γ
ϕ(σ2(Ω))V ·N ds (3.51)
soit :
dJ(Ω,V) = −
∫
Γ
(
ϕ(σ2(Ω)) + ϕ′(σ2(Ω)) [(I(s)− µ(Ω))2 − σ2(Ω)])V ·N ds (3.52)
L'équation d'évolution associée est :
∂Γ(p, τ)
∂τ
=
[
ϕ(σ2(Ω)) + ϕ′(σ2(Ω)) [(I(s)− µ(Ω(τ)))2 − σ2(Ω)]]N
Γ(p, 0) = Γ0(p) (3.53)
avec s = Γ(p, τ).
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3.4.2 Cas général : théorème
Cette section résume les diﬀérentes étapes du calcul de l'équation d'évolution
issue d'un terme de région, et ce dans le cadre le plus général possible,
c'est-à-dire lorsque le terme correspondant dépend doublement de la région.
Le descripteur région est alors modélisé comme une combinaison de termes
dépendants de la région. Nous présentons le théorème donnant l'expression
de la dérivée du critère puis l'équation d'évolution du contour dans le cas
général.
Nous vous invitons à consulter la thèse de Stéphanie Jehan-Besson [48] dans
laquelle vous trouverez les démonstrations des théorèmes énoncés.
Tout d'abord, le descripteur région k est modélisé comme une combinaison
linéaire de fonctionnelles dépendant elles-mêmes de la région :
J(Ω) =
∫
Ω
k(x,Ω) dx =
∫
Ω
k(x, G1(Ω), G2(Ω), ..., Gm(Ω)) dx (3.54)
où m est un entier supérieur ou égal à 1 et où les fonctionnelles Gi dépendentaussi de la région :
Gi(Ω) =
∫
Ω
hi(x,Ω) dx pour i = 1..m (3.55)
Les fonctions hi peuvent dépendre de la région et être exprimées comme unecombinaison linéaire de pi fonctions :
hi(x,Ω) = hi(x, Ki1(Ω), Ki2(Ω), ..., Kipi(Ω)) (3.56)
avec
Kij(Ω) =
∫
Ω
lij(x) dx pour i = 1..m, j = 1..pi (3.57)
Le procédé peut être réitéré, mais les descripteurs que nous utiliserons
dans ce document ne nécessitent que deux niveaux de décomposition (ex :
moyenne, variance).
Le théorème suivant donne l'expression de la dérivée du critère par rapport
au paramètre d'évolution τ . Vous trouverez la démonstration de ce théorème
dans la thèse de Stéphanie Jehan-Besson ( [48] p. 44).
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Théorème 3.3. Soit J le terme de région déﬁni par
J(Ω) =
∫
Ω
k(x,Ω) dx =
∫
Ω
k(x, G1(Ω), G2(Ω), ..., Gm(Ω)) dx (3.58)
Sa dérivée eulérienne dans la direction V est :
dJ(Ω,V) = −
∫
∂Ω
(
k(s,Ω) +
m∑
i=1
(Ai hi(s,Ω))
+
m∑
i=1
Ai
pi∑
j=1
(Bij lij(s))
)
(V ·N) ds(3.59)
avec pour i = 1..m :
Ai =
∫
Ω
∂k
∂Gi
(x, G1(Ω), .., Gm(Ω))dx (3.60)
et pour i = 1..m, j = 1..pi :
Bij =
∫
Ω
∂hi
∂Kij
(x, Ki1(Ω), .., Kipi(Ω))dx (3.61)
et l'équation d'évolution du contour actif est :
∂Γ(p, τ)
∂τ
=
[
k(s,Ω) +
m∑
i=1
(Ai hi(s,Ω)) +
m∑
i=1
Ai
pi∑
j=1
(Bij lij(s))
]
N
Γ(p, 0) = Γ0(p) (3.62)
avec s = Γ(p, τ). Le contour initial Γ0(p) est déﬁni par l'utilisateur.
La vitesse d'évolution du contour actif V est choisie telle que la dérivée
du critère soit négative, ceci aﬁn de s'assurer que le contour évolue vers le
minimum du critère.
Chapitre 4
Mise en ÷uvre des contours actifs
La mise en ÷uvre d'une EDP gérant l'évolution d'un contour actif doit être
stable et précise. Une simple approximation lagrangienne nécessite un pas
de discrétisation très petit pour être stable. De plus, l'algorithme doit être
capable de gérer les changements de topologie du contour : un contour doit
pouvoir se séparer en deux objets, ou deux contours fusionner en un seul.
Les diﬀérentes mises en ÷uvre peuvent se distinguer en deux approches :
explicites ou implicites. Les approches explicites déﬁnissent explicitement
le contour à partir de paramètres. L'approche implicite des ensembles de
niveau considère le contour comme le niveau zéro d'une fonction de dimension
supérieure.
Ces deux approches seront succinctement décrites avec leurs avantages et
leurs inconvénients.
4.1 Contours actifs paramétriques
Les approches paramétriques décrivent explicitement le contour à partir
d'un certain nombre de paramètres.
Les snakes sont considérés comme le premier exemple de structure de
contours actifs dont les propriétés intrinsèques sont prises en compte dans
la minimisation de l'énergie. Les contours utilisés par Kass et al. [52] sont
déﬁnis comme des courbes polygonales.
Les fonctions B-splines ont suscité un intérêt croissant pour leurs propriétés
intrinsèques de régularité [17, 72].
Nous allons brièvement expliquer le principe d'une approche paramétrique
avec l'exemple des B-splines (voir [71] pour de plus amples détails).
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Commençons par déﬁnir la paramétrisation du contour.
Le contour actif est échantillonné par n points Pk.La courbe Si(s), paramétrée par s entre les points Pi et Pi+1, est représentéepar une B-spline.
La B-spline est choisie cubique car le calcul de la courbure nécessite de la
dériver deux fois.
Une B-spline est déﬁnie par décomposition sur une base de fonctions BSjidéterminée par l'ordre de la spline (ici cubique, donc j = 4) :
Si(s) =
(
xi(s)
yi(s)
)
(4.1)
= Qi−1(s) ∗BS4i−3(s) +Qi(s) ∗BS4i−2(s)
+ Qi+1(s) ∗BS4i−1(s) +Qi+2(s) ∗BS4i (s)
où les coeﬃcients Qi sont appelés les points de contrôle de la spline.Les points de contrôle sont estimés à partir des points d'interpolation de la
spline, qui sont les points d'échantillonnage du contour.
u
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Fig. 4.1  Mise en ÷uvre paramétrique : construction d'une B-spline cubique.
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Si l'évolution du contour actif est donnée par :
∂Γ(p, τ)
∂τ
= F (p, τ) N(p, τ) (4.2)
alors la force F sera appliquée à chaque point d'interpolation Pi(τ), dans ladirection de la normale.
L'expression analytique de la spline (4.2) permet de calculer facilement cer-
taines propriétés de la courbe nécessaires à l'évaluation de la force F , comme
la courbure par exemple :
κ =
x′′ y′ − x′ y′′
(x′2 + y′2)
3
2
(4.3)
Une nouvelle spline est déﬁnie à partir des nouveaux points d'interpolation
Pi(τ + δτ) et ceci jusqu'à convergence.
Les approches paramétriques ont pour principal avantage de réduire le
nombre de points sur lesquels la force est calculée, et donc d'être rapides.
Cependant, les changements de topologie doivent être gérés explicitement.
4.2 Méthode des ensembles de niveaux
La méthode des ensembles de niveaux [10, 58, 67] déﬁnit une paramétrisation
implicite du contour.
On suppose que le contour actif est le niveau zéro d'une fonction de dimension
supérieure u : <+ ×<2 → <, c'est-à-dire que
x ∈ Γ(p, τ) ⇐⇒ u(x, τ) = 0 (4.4)
La fonction u est classiquement choisie comme la fonction distance signée
au contour Γ(τ), positive à l'extérieur du contour, et négative à l'intérieur.
Si le contour Γ évolue suivant l'équation :
∂Γ(p, τ)
∂τ
= F (p, τ) N(p, τ) (4.5)
le niveau zéro de la fonction u évolue suivant l'équation :
∂u(Γ(τ, p), τ)
∂τ
= F (p, τ) |∇u(Γ(τ, p), τ)| (4.6)
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Fig. 4.2  Méthode des ensembles de niveaux : gestion de la topologie. La
première ligne d'images représente la carte des distances. Chaque carte est
coupée en son niveau 0. Les contours correspondants constituent la deuxième
ligne d'images.
L'équation (4.6) n'est valide que sur le niveau 0 de u, mais on peut étendre
son expression à l'image si F y est déﬁnie :
∂u(x, τ)
∂τ
= F (x, τ) |∇u(x, τ)| (4.7)
Cependant cette extension ne conserve pas la fonction de distance, et son
gradient peut tendre vers l'inﬁni.
Une solution à ce problème consiste à réinitialiser la fonction distance avec
une EDP telle que |∇u| = 1 au cours de l'évolution :
∂u(x, τ)
∂τ
= sign(u(x, τ)) (1− |∇u(x, τ)| (4.8)
où sign(u(x, τ)) représente le signe de u(x, τ).
La dérivée partielle de u est discrétisée par le schéma numérique suivant :
∂u(x, τ)
∂τ
=
u(x, τ + δτ)− u(x, τ)
δτ
(4.9)
où δτ représente le pas de discrétisation temporel.
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A partir des équations (4.7) et (4.9) on déduit le schéma numérique de l'équa-
tion d'évolution :
u(x, τ + δτ) = u(x, τ) + δτF (x, τ) |∇u(x, τ)| (4.10)
L'avantage principal de la méthode des ensembles de niveaux réside dans la
gestion implicite des changements de topologie (voir ﬁgure 4.2).
La représentation est Eulérienne, et la grille discrète déﬁnie lors de la dis-
crétisation de l'équation d'évolution est ﬁxe. Les schémas numériques sont
stables et les résultats précis.
Les propriétés géométriques du contour actif telles que la courbure ou le
vecteur normal peuvent être calculées à partir de la fonction u :
N = − ∇u|∇u| et la courbure κ = div
( ∇u
|∇u|
)
(4.11)
La formulation peut être facilement étendue à des dimensions plus élevées.
L'inconvénient principal de la méthode des ensembles de niveaux est son coût
calculatoire. Pour accélérer l'algorithme, on peut n'eﬀectuer les calculs que
sur une bande étroite [1, 58] entourant le niveau 0 de u.
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Deuxième partie
Segmentation avec a priori
géométrique sans contrainte
paramétrique
43

Chapitre 5
Contours actifs et a priori
géométrique
5.1 Introduction et état de l'art
Dans de nombreux domaines d'applications des contours actifs, on dispose
d'une information a priori sur la forme de l'objet à segmenter.
Cette information peut se traduire par un certain nombre de segmentations
de l'objet d'intérêt, constituant un ensemble d'apprentissage.
En segmentation médicale, l'objet d'intérêt concerne des structures ana-
tomiques semblables d'un individu à l'autre, et l'on souhaite déﬁnir une
forme représentative de ces structures, un modèle. Les approches les plus
courantes sont statistiques [8, 11, 14, 15, 16, 55, 83, 87]. Plus précisément, les
méthodes présentées dans [8, 55, 83, 87] déﬁnissent un modèle paramétrique
de forme par une analyse en composantes principales de l'ensemble des
courbes. Suivant les travaux de Leventon et al. [55], dans [8, 83], l'analyse
en composantes principales est eﬀectuée sur un ensemble de représentations
par cartes de distances des courbes d'apprentissage.
Rousson et al. [75] déﬁnissent aussi une représentation d'un ensemble de
formes par leur carte de distance, dans le cadre de la segmentation d'images
non médicales.
Charpiat et al. [14] utilisent les fonctions distance pour représenter un
ensemble de formes dans un contexte statistique.
En segmentation de vidéos [35, 69], on considère que l'objet suivi se
déforme peu d'une image à l'autre. L'information a priori est donnée par la
segmentation de l'image précédente, recalée dans l'image courante.
L'information a priori peut simplement provenir d'un atlas anatomique,
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d'une forme connue ou déﬁnie par un utilisateur. En segmentation [19, 30] ou
pour des applications de déformation de contours ou shape warping [14, 35],
elle se présente sous la forme d'un contour connu ou déﬁni interactivement.
En reconstruction de surface [91], il s'agira d'un ensemble de points ou d'un
maillage.
La prise en compte de l'information a priori se formule comme la minimi-
sation d'un critère traduisant une dissemblance entre le contour actif et le
modèle de référence.
Dans certaines approches [30, 81, 83] le critère est paramétré par le choix de
la représentation d'une courbe.
Les travaux pionniers de Staib et al. [81] décomposent le contour dans une
base de Fourier. La minimisation du critère s'eﬀectue par une descente de
gradient sur l'espace des paramètres.
Plus récemment, Cremers et al. [22] représentent le contour actif par des
B-Splines. Le descripteur de forme contient les coordonnées des points de
contrôle de la spline. Leur critère minimise la distance de Mahalanobis entre
les points de contrôle du contour actif et ceux de la forme de référence.
Foulonneau et al. [30] proposent une représentation paramétrique de la
forme en projetant la fonction caractéristique de la forme sur la base des
polynômes de Legendre. Leur critère minimise la distance quadratique entre
les coeﬃcients des contours actifs et de référence dans cet espace.
D'autres approches [15, 16, 55, 69, 75] utilisent une représentation implicite
du contour actif. Ils déﬁnissent une contrainte paramétrique sur le contour
actif par l'introduction d'une transformation entre le contour de référence
et le contour actif. L'estimation des paramètres de la transformation est
couplée au problème de segmentation.
Nous proposons un critère d'a priori de forme minimisant la distance Eucli-
dienne entre le contour actif et un contour de référence. Notre contrainte ne
fait pas l'hypothèse d'une transformation paramétrique entre le contour actif
et le contour de référence. Le critère ne dépend pas d'une paramétrisation
particulière du contour. L'équation d'évolution peut être implémentée
implicitement ou paramétriquement. Nous avons choisi la méthode des
ensembles de niveaux.
Dans ce chapitre, nous commencerons par déﬁnir les distances utilisées dans
le critère, puis nous présenterons le critère d'a priori. Enﬁn, nous décrirons
l'algorithme de contours actifs mis en oeuvre.
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Cette contrainte géométrique sera étudiée seule pour des applications de dé-
formation de contours, ou associée à des termes de région statistiques pour
la segmentation et le suivi d'objets.
5.2 Déﬁnition de la contrainte géométrique non para-
métrique
5.2.1 Distance à un contour : déﬁnition et propriétés directes
Soit une région Ω de l'image I, délimitée par son contour Γ, et Γref un
contour, qui sera dit de référence.
On déﬁnit la fonction distance d d'un point x au contour Γref comme
suit :
d(x,Γref ) = min
y∈Γref
d(x,y) (5.1)
= min
y∈Γref
|x− y|
La fonction d(x,Γref ) est Lipschitz continue de constante 1. En eﬀet :
|d(x,Γref )− d(y,Γref )| ≤ |x− y| pour tous x,y ∈ I (5.2)
ce qui implique suivant le théorème de Rademacher qu'elle est diﬀerentiable
presque partout, sauf sur un ensemble négligeable.
Soit ΠΓref (x) l'ensemble des projections de x sur Γref par :
ΠΓref (x) = {z ∈ Γref : |z− x| = d(x,Γref )}. (5.3)
L'ensemble des points x de I pour lesquels cette projection n'est pas unique
est appelé le squelette de Γref [26] (voir les ﬁgures 5.1 et 5.2).
Remarque 5.1. La fonction d(x,Γref ) n'est pas diﬀerentiable sur le
squelette de Γref ni sur Γref lui-même.
Enﬁn nous déﬁnissons la distance signée à un contour Γref comme étant :
d(x,Γref ) =
{ d(x,Γref ), x /∈ Ωref
−d(x,Γref ), x ∈ Ωref (5.4)
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Fig. 5.1  Squelette de Γref : pour une forme concave, le squelette a une
composante intérieure et au moins une composante extérieure
Si le point x est à l'intérieur de Ωref , la région délimitée par le contour Γref ,
alors sa distance au contour Γref est déﬁnie négative. S'il est à l'extérieur de
Ωref , sa distance au contour Γref est positive (voir la ﬁgure 5.2).
Fig. 5.2  Illustrations sur une image réelle : de gauche à droite, un contour de
référence (en rouge) détourant un objet, la carte de distance signée associée,
et le squelette intérieur de l'objet.
5.2.2 Déﬁnition du critère d'a priori géométrique
L'information a priori se présente sous la forme d'un contour de référence,
noté Γref . Dans le cadre d'applications de type recalage, le contour de
référence Γref peut être extrait d'un atlas. Mais il peut également être déﬁni
interactivement par un utilisateur pour une application de segmentation, ou
se déduire de la segmentation de l'image précédente pour des applications
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de segmentation de vidéos (tracking).
Nous souhaitons contraindre le contour actif en minimisant la distance qui le
sépare du contour de référence. Pour cela, nous déﬁnissons un critère J dont
nous déduirons l'équation d'évolution du contour.
Fig. 5.3  Fonction distance signée à un contour de référence
Le critère J s'écrit comme l'intégrale sur le contour Γ d'une fonction de la
distance d entre un point x = Γ(s) du contour Γ et un contour de référence
Γref :
J(Γ) =
∫
Γ
ϕ(d(x,Γref )) ds (5.5)
où s représente l'abscisse curviligne du contour.
La fonction d(x,Γref ) est déﬁnie par :
d(x,Γref ) =
{
miny∈Γref (|x− y|) = |x− y(x)|, x /∈ Ωref
−miny∈Γref (|x− y|) = −|x− y(x)|, x ∈ Ωref (5.6)
où Ωref est la région intérieure délimitée par Γref (voir la ﬁgure Fig. 5.3).
Classiquement, nous choisissons une fonction ϕ
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 dérivable, car l'équation d'évolution du contour actif se déduit de la
dérivée du critère,
 paire, aﬁn de pondérer de façon identique les points à l'intérieur et ceux
à l'extérieur du contour,
 et croissante sur <+ pour pénaliser plus fortement les points éloignés
du contour.
Ainsi, en cherchant à minimiser le critère J , nous pénalisons les grandes
distances entre le contour Γ et le contour de référence Γref . Le contour Γ
tend donc à se rapprocher du contour de référence.
Cependant nous n'imposons aucune contrainte paramétrique sur le
contour Γ. Certains travaux [16] utilisant des contraintes géométriques font
l'hypothèse que le contour Γ se déduit du contour de référence à partir d'une
transformation paramétrique. Nous ne faisons pas ce type d'hypothèse, et en
ce sens, notre contrainte est plus libre.
5.3 Segmentation par contours actifs : une approche va-
riationnelle
L'approche variationnelle consiste à déduire l'équation d'évolution du contour
actif à partir de la dérivée du critère de segmentation.
Nous allons donc dériver le critère d'a priori géométrique. Deux méthodes de
dérivation vous seront présentées en sections 5.3.2 et 5.3.3, pour aboutir à
l'équation d'évolution en section 5.3.4.
5.3.1 Dérivation du critère d'a priori géométrique
Déﬁnissons dans un premier temps un espace de transformations
Tτ : Γ→ Γ(τ)
tel que
T0(Γ) = Γ0
où Γ0 est le contour actif initial.
Nous introduisons ainsi un schéma dynamique qui permet d'écrire le critère
comme une fonction de τ :
J(Γ(τ)) =
∫
Γ(τ)
ϕ(d(x(τ),Γref )) ds (5.7)
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avec x(τ) = Γ(s, τ).
Nous pouvons à présent dériver le critère par rapport au paramètre d'évolu-
tion τ du contour actif.
Théorème 5.1. La dérivée eulérienne dans la direction V d'un terme
J(Γ) =
∫
Γ
ϕ(d(x,Γref )) ds, où x = Γ(s), est donnée par l'expression :
dJ(Γ, V ) =
∫
Γ
(−Nref ·N ϕ′(d)− ϕ(d)κ)V ·N ds (5.8)
où Nref et N représentent respectivement les vecteurs normalisés intérieurs
du contour de référence et du contour actif, p paramétrise le contour actif,
κ est la courbure du contour actif, et d = d(x,Γref ) avec x = Γ(s).
L'équation d'évolution associée est donnée par :
∂Γ(p, τ)
∂τ
= [Nref ·Nϕ′(d) + ϕ(d)κ] N (5.9)
où d = d(x,Γref ) avec x = Γ(p, τ)
Nous proposons deux démonstrations diﬀérentes de ce théorème : la première
utilise le calcul des variations, la seconde les outils de dérivation de domaine,
c'est-à-dire le gradient de forme.
5.3.2 Démonstration par le calcul des variations
Soit J(Γ(τ)) déﬁni par :
J(Γ(τ)) =
∫
Γ(τ)
ϕ(d(x(τ),Γref )) ds (5.10)
où d(x(τ),Γref ) est la distance signée entre un point x(τ) = Γ(s, τ) du
contour actif Γ(τ) et le contour de référence Γref .
d(x(τ),Γref ) = min
yref∈Γref
(|x(τ)− yref |) = |x(τ)− y(x(τ))|, x(τ) ∈ Γ(τ)
(5.11)
Si le contour actif Γ(τ) est paramétré par p compris entre 0 et 1, le critère
J(Γ(τ)) s'écrit alors en fonction de x(p, τ) et de y(p, τ) :
J(Γ(τ)) =
∫ 1
0
ϕ( |x(p, τ)− y(p, τ)| )
∣∣∣∣∂x∂p (p, τ)
∣∣∣∣ dp (5.12)
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Pour simpliﬁer les écritures des équations, nous remplacerons par la suite
x(p, τ) par x et y(p, τ) par y, ainsi que d(x(τ),Γref ) par d.
Dérivons l'équation précédente (5.12) par rapport à τ . Nous obtenons :
dJ(τ) =
∫ 1
0
〈 ∂x
∂τ
− ∂y
∂τ
,
x− y
d
〉ϕ′(d)
∣∣∣∣∂x∂p
∣∣∣∣ dp
+
∫ 1
0
ϕ(d)
∂
∂τ
(∣∣∣∣∂x∂p
∣∣∣∣) dp (5.13)
où 〈 , 〉 représente le produit scalaire.
Posons :
A =
∫ 1
0
ϕ(d)
∂
∂τ
(∣∣∣∣∂x∂p
∣∣∣∣) dp (5.14)
En développant la dérivée partielle par rapport à τ , on obtient :
A =
∫ 1
0
〈 ϕ(d)
∂x
∂p∣∣∣∂x∂p ∣∣∣ ,
∂
∂p
(
∂x
∂τ
)
〉 dp (5.15)
En intégrant par parties par rapport à p, on obtient :
A = −
∫ 1
0
〈 ∂
∂p
ϕ(d) ∂x∂p∣∣∣∂x∂p ∣∣∣
 , ∂x
∂τ
〉 dp (5.16)
Développons la dérivée ∂
∂p
(
ϕ(d)
∂x
∂p
| ∂x∂p |
)
, A s'écrit alors :
A = −
∫ 1
0
〈 ∂
∂p
(ϕ(d))
∂x
∂p∣∣∣∂x∂p ∣∣∣ + ϕ(d)
∂
∂p
 ∂x∂p∣∣∣∂x∂p ∣∣∣
 , ∂x
∂τ
〉 dp (5.17)
Soit encore, en détaillant le terme ∂
∂p
(ϕ(d)) :
A = −
∫ 1
0
〈 〈 ∂x
∂p
− ∂y
∂p
,
x− y
d
〉ϕ′(d)
∂x
∂p∣∣∣∂x∂p ∣∣∣ + ϕ(d)
∂
∂p
 ∂x∂p∣∣∣∂x∂p ∣∣∣
 , ∂x
∂τ
〉 dp (5.18)
Notons N la normale intérieure et T la tangente de Γ(τ) (cf. ﬁg. 5.4 page
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D'après les formules de Frenet, leurs expressions sont :
T =
∂x
∂p∣∣∣∂x∂p ∣∣∣ et κN =
1∣∣∣∂x∂p ∣∣∣
∂T
∂p
(5.19)
où κ représente la courbure de Γ(τ).
Introduisons T et κN dans l'équation (5.18) :
A = −
∫ 1
0
〈〈 T−
∂y
∂p∣∣∣∂x∂p ∣∣∣ ,
x− y
d
〉 ϕ′(d)T + ϕ(d)κN , ∂x
∂τ
〉
∣∣∣∣∂x∂p
∣∣∣∣ dp (5.20)
Reprenons l'expression entière de la dérivée du critère :
dJ(τ) =
∫ 1
0
〈∂x
∂τ
− ∂y
∂τ
,
x− y
d
〉 ϕ′(d)
∣∣∣∣∂x∂p
∣∣∣∣ dp+ A (5.21)
En remplaçant, dans l'équation précédente, A par l'équation (5.20) nous ob-
tenons :
dJ(τ) =
∫ 1
0
〈∂x
∂τ
− ∂y
∂τ
,
x− y
d
〉 ϕ′(d)
∣∣∣∣∂x∂p
∣∣∣∣ dp
−
∫ 1
0
〈〈 T−
∂y
∂p∣∣∣∂x∂p ∣∣∣ ,
x− y
d
〉 ϕ′(d)T , ∂x
∂τ
〉
∣∣∣∣∂x∂p
∣∣∣∣ dp
−
∫ 1
0
〈 ϕ(d)κN , ∂x
∂τ
〉
∣∣∣∣∂x∂p
∣∣∣∣ dp (5.22)
Lemme 5.1. Les produits scalaires 〈∂y
∂τ
, x− y〉 et 〈∂y
∂p
, x− y〉 sont nuls.
Démonstration :
Pour tout x ∈ Γ, par déﬁnition, y appartient Γref .
Comme Γref est ﬁxé, les dérivées partielles ∂y
∂τ
et ∂y
∂p
sont nécessairement
colinéaires à Tref .
Or, par déﬁnition, x−y = αNref , où α est une constante et Nref la normale
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unitaire intérieure au contour de référence.
On en déduit que les produits scalaires 〈∂y
∂τ
, x − y〉 et 〈∂y
∂p
, x − y〉 sont
nuls.
Reprenons l'équation (5.22) et simpliﬁons-la à l'aide du lemme précédent 5.1 :
dJ(τ) =
∫ 1
0
〈 ∂x
∂τ
,
x− y
d
〉 ϕ′(d)
∣∣∣∣∂x∂p
∣∣∣∣ dp
−
∫ 1
0
〈〈 T , x− y
d
〉 ϕ′(d)T , ∂x
∂τ
〉
∣∣∣∣∂x∂p
∣∣∣∣ dp
−
∫ 1
0
〈 ϕ(d)κN , ∂x
∂τ
〉
∣∣∣∣∂x∂p
∣∣∣∣ dp (5.23)
Notons Nref la normale unitaire intérieure du contour de référence Γref
(cf. ﬁg. 5.4).
Fig. 5.4  Normales et tangentes aux contours actifs et de référence.
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Dans le cas où le point x ∈ Γ est extérieur à la région Ωref :
Nref = − x− y|x− y|
Dans le cas où le point x ∈ Γ est intérieur à la région Ωref , la normale
intérieure au contour de référence vaut :
Nref =
x− y
|x− y|
On peut donc exprimer la normale intérieure au contour de référence pour
tout x par :
Nref = −x− y
d
(5.24)
Factorisons l'équation (5.23) puis introduisons Nref :
dJ(τ) =
∫ 1
0
〈∂x
∂τ
,−ϕ′(d)Nref + 〈T,Nref〉ϕ′(d)T− ϕ(d)κN〉
∣∣∣∂x∂p ∣∣∣ dp (5.25)
Le vecteur Nref est alors décomposé sur la base (N,T) :
Nref = Nref ·N N+ Nref ·T T (5.26)
ce qui nous permet de remplacer, dans l'équation de la dérivée du critère, le
produit ϕ′(d)Nref par l'expression
ϕ′(d) Nref ·N N + ϕ′(d) Nref ·T T (5.27)
Dans l'équation (5.25) la composante en T s'annule et la dérivée du critère
s'écrit :
dJ(τ) =
∫ 1
0
〈∂x
∂τ
, (−ϕ′(d) Nref ·N− ϕ(d) κ) N〉
∣∣∣∣∂x∂p
∣∣∣∣ dp (5.28)
soit ﬁnalement :
dJ(τ) =
∫
Γ(τ)
(−Nref ·N ϕ′(d)− ϕ(d) κ) V ·N ds (5.29)
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5.3.3 Démonstration par les gradients de forme
Soit un terme de contour de forme générale :
J(Γ) =
∫
Γ
k(s) ds (5.30)
où k(s) est un descripteur du contour Γ, contour paramétré par son abscisse
curviligne.
La dérivée eulérienne du critère (5.30) dans la directionV, telle que présentée
par [10, 51, 38], vaut :
dJ(Γ,V) =
∫
Γ
(dk(s,N)− k(s) κ)V ·N ds (5.31)
où N est la normale unitaire intérieure au contour, et κ la courbure du
contour.
La dérivée directionnelle dk(s,N) peut s'écrire comme le produit scalaire du
gradient de k et de la normale N, soit :
dk(s,N) = ∇k ·N (5.32)
Dans notre cas, le descripteur du contour est une fonction de la distance au
contour de référence :
k(s) = ϕ(d(x,Γref )) (5.33)
avec x = Γ(s).
La dérivée directionnelle du descripteur, vu comme une fonction composée,
vaut alors :
dk(s,N) = dd(x,N)ϕ′(d) (5.34)
= ∇d ·Nϕ′(d) (5.35)
or ∇d = x−y
d
= −Nref (cf eq. (5.24)), on en déduit donc :
dk(s,N) = −Nref ·Nϕ′(d) (5.36)
Finalement, la dérivée du critère (5.30) se déduit des équations (5.31) et
(5.36) :
dJ(Γ, V ) =
∫
Γ
(−Nref ·N ϕ′(d)− ϕ(d) κ)V ·N ds (5.37)
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5.3.4 Équation d'évolution du contour actif
L'équation d'évolution du contour actif se déduit à partir de la dérivée du
critère.
On cherche à faire évoluer le contour de sorte qu'il minimise le critère.
En choisissant l'équation d'évolution suivante :
∂Γ(p, τ)
∂τ
= [Nref ·N ϕ′(d) + ϕ(d) κ] N
Γ(0, τ) = Γ0(τ) (5.38)
avec d = d(x,Γref ) et x = Γ(p, τ),on s'assure que la dérivée du critère J(Γ(τ)) est négative, et donc que l'évo-
lution du contour Γ(τ) fera décroître la valeur du critère J(Γ(τ)).
Remarque 5.2. La vitesse du contour actif doit s'annuler sur le contour
de référence, c'est-à-dire pour d = 0. Ceci implique que la fonction ϕ doit
satisfaire les contraintes suivantes :{
ϕ(0) = 0
ϕ′(0) = 0
(5.39)
Remarque 5.3. L'utilisation de la fonction ϕ permet d'éviter le calcul du
gradient de la distance d(x,Γref ), avec x = Γ(s), distance qui, rappelons-le,
n'est pas diﬀerentiable sur le squelette de Γref .
Remarque 5.4. L'équation (5.38) s'écrit comme la somme de deux termes :
un terme hyperbolique −Nref · N ϕ′(d)N et un terme parabolique ϕ(d)κN.
Aﬁn d'assurer la stabilité du schéma numérique, la discrétisation du terme
hyperbolique doit satisfaire la condition de Courant-Friedrich-Lewy (CFL)
[18]
|Nref ·N ϕ′(d)N|δτ
δx
≤ 1 (5.40)
Une condition suﬃsante pour assurer la stabilité consiste à choisir ϕ de sorte
que sa dérivée soit bornée et δτ , le pas de discrétisation, tel que :
δτ ≤ δx
max(ϕ′)
(5.41)
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Chapitre 6
Applications
L'objectif de ce chapitre est de présenter diﬀérentes utilisations du critère de
contrainte géométrique.
Tout d'abord, le critère sera étudié seul pour des applications de type dé-
formation de contour ou shape warping. Ensuite, nous montrerons comment
l'ajout d'une contrainte géométrique peut améliorer les résultats obtenus, en
segmentation d'images et de vidéos, par rapport à des méthodes utilisant
uniquement des descripteurs statistiques.
6.1 Déformation de contour
Les premières applications ne prennent en compte que les informations
de distance à un contour de référence Γref , déﬁni arbitrairement par un
utilisateur, ou provenant de segmentations préalables.
Cette distance est déﬁnie comme suit (voir section 5.2) :
d(x,Γref ) =
{
miny∈Γref (|x− y|) = |x− y(x)|, x /∈ Ωref
−miny∈Γref (|x− y|) = −|x− y(x)|, x ∈ Ωref (6.1)
où Ωref est la région intérieure délimitée par Γref .
Le critère s'écrit de manière générale :
J(Γ) =
∫
Γ
ϕ(d(x,Γref )) ds (6.2)
où x = Γ(s), et s est l'abscisse curviligne de Γ.
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L'équation d'évolution du contour actif reprend donc directement celle cal-
culée à la section 5.3.4 :
∂Γ(p, τ)
∂τ
= [Nref ·N ϕ′(d) + ϕ(d)κ] N
Γ(0, τ) = Γ0(τ) (6.3)
où d = d(x,Γref ), x = Γ(p, τ), Nref et N sont les normales unitaires
intérieures respectivement du contour de référence et du contour actif, et où
κ est la courbure du contour actif.
La déformation de contour, ou shape warping, consiste à faire évoluer un
contour à partir d'une forme A vers une autre forme B de façon continue.
Dans notre cas, les deux formes en question sont soit déﬁnies manuellement,
soit issues d'une segmentation préalable.
Le contour déformé est un contour actif, initialisé à la première forme A,
et évoluant suivant l'équation (6.3) vers la forme B, considérée comme le
contour de référence.
Nous allons d'abord nous pencher sur le choix de la fonction ϕ de sorte qu'elle
satisfasse les conditions énoncées dans la section 5.2.2 et dans les remarques
5.2 et 5.4.
Ensuite nous présenterons le processus de déformation d'une ellipse verticale
vers une ellipse horizontale et celles de la déformation d'un visage vers un
autre.
6.1.1 Choix de la fonction de pondération de la distance
Rappelons les hypothèses contraignant le choix de la fonction de pondération
ϕ.
La fonction ϕ doit être :
 dérivable, car l'équation d'évolution du contour actif se déduit de la
dérivée du critère,
 paire, aﬁn de pondérer à l'identique les points à l'intérieur et ceux à
l'extérieur du contour,
 croissante sur <+ pour pénaliser plus fortement les points éloignés du
contour,
 nulle et de dérivée nulle en zéro, c'est-à-dire pour tout point apparte-
nant au contour de référence (voir Remarque 5.2),
 de dérivée bornée, condition suﬃsante pour assurer la stabilité du
schéma numérique (voir Remarque 5.4).
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La fonction ϕ choisie est : ϕ(d) = √1 + d2 − 1 [13].
Fig. 6.1  Fonction de pondération de la distance.
Le critère (6.2) s'écrit :
J(Γ) =
∫
Γ
√
1 + d2(s,Γref )− 1 ds (6.4)
et l'équation d'évolution correspondante est :
∂Γ(p, τ)
∂τ
= [Nref ·N d√
1 + d2
+ (
√
1 + d2 − 1) κ]N
Γ(0, τ) = Γ0(τ) (6.5)
Comme ϕ′(d) = d√
1+d2
, le contour s'élargit ou se rétrécit suivant s'il est
respectivement à l'intérieur (d < 0) ou à l'extérieur (d > 0) du contour de
référence.
De plus, ϕ′(d) est majoré par 1, ce qui est suﬃsant pour satisfaire la
condition CFL si δτ est tel que : δτ ≤ δx
max(ϕ′) . La stabilité du schémanumérique est donc bien assurée.
6.1.2 Mise en ÷uvre
L'algorithme mis en oeuvre pour cette application est le suivant :
 Initialisation des données :
62 Chapitre 6. Applications
 Contour de référence :
Le contour de référence Γref peut être initialisé interactivement par
un utilisateur mais peut également être extrait d'un atlas ou d'une
segmentation préalable.
 Contour actif :
Le contour actif initial est déﬁni par l'utilisateur.
 Carte des distances :
La carte des distances au contour de référence Γref est calculée en
utilisant un algorithme rapide présenté dans [86] (On aurait pu aussi
utiliser l'équation (6.9)). La carte des distances est déﬁnie négative
pour les pixels appartenant à l'objet Ωref , et positive ailleurs.
 Évolution du contour actif :
Pour chaque itération et ce jusqu'à convergence nous calculons :
 La vitesse F : suivant l'équation
∂Γ(p, τ)
∂τ
= [Nref ·N ϕ′(d) + ϕ(d)κ] N = F (p, τ)N (6.6)
 Mise à jour de la fonction u : suivant l'équation
∂u(x, τ)
∂τ
= F (x, τ)|∇u(x, τ)| (6.7)
qui devient, après discrétisation :
u(x, τ + δτ) = u(x, τ) + δτ F (x, τ) |∇u(x, τ)| (6.8)
Reinitialisation de u : u est régulièrement réinitialisée aﬁn de rester une
carte des distances, suivant l'équation (voir [82]) :
∂u(x, τ)
∂τ
= sign(u(x, τ))(1− |∇u(x, τ)|) (6.9)
La gestion d'éventuels changements de topologie est intrinsèque à la méthode
des ensembles de niveaux. Vous trouverez plus de détails sur la méthode des
ensembles de niveaux en section 4.2 page 39.
6.1.3 Résultats expérimentaux
Nous nous intéressons tout d'abord à un exemple simple de déformation.
Pour cela nous initialisons un contour actif par une ellipse (rose sur la ﬁgure
6.2) et prenons comme contour de référence la limite, elliptique, entre un
objet (en blanc) et le fond de l'image (en noir).
La ﬁgure 6.2 présente diﬀérentes itérations de l'algorithme de convergence
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du contour actif vers le contour de référence. L'algorithme converge en 350
itérations environ pour une image de taille 150 ∗ 150 pixels et un pas de
discrétisation δτ = 0.05.
On peut voir que le contour actif se déforme continûment du contour initial
au contour ﬁnal.
(a) 1ère iteration :
contour initial
(b) Iteration 31 (c) Iteration 81
(d) Iteration 151 (e) Iteration 191 (f) Iteration 353 :
contour ﬁnal
Fig. 6.2  Déformations d'un contour actif évoluant d'une ellipse (en rose)
vers une autre (déﬁnie par la limite entre l'objet blanc et le fond noir).
Ensuite nous avons testé le shape warping entre deux images réelles des
séquences Foreman et Erik.
Le contour actif est initialisé autour du visage de Foreman, comme présenté
dans la ﬁgure 6.3.a. Puis le contour de référence est déﬁni comme délimitant
le visage de Erik tel que dans la ﬁgure 6.3.b.
La ﬁgure 6.4 présente l'évolution du contour actif du contour initial vers le
contour de référence. L'algorithme converge en 700 itérations environ, pour
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(a) Contour initial autour du visage
de Foreman
(b) Contour de référence autour du
visage de Erik
Fig. 6.3  Déformation d'un contour d'un visage à un autre : déﬁnition des
contours initial et de référence
un pas de discrétisation δτ = 0.07, et une image de taille 288 ∗ 352 pixels.
Ces résultats illustrent le fait qu'il n'y a aucune contrainte paramétrique de
forme sur le contour actif. Le contour se rapproche du contour de référence en
se déformant librement, c'est-à-dire qu'on n'impose pas la contrainte d'une
transformation géométrique (aﬃne par exemple) permettant de passer du
contour actif au contour de référence.
6.1. Déformation de contour 65
(a) 1ère itération (b) Itération 100
(c) Itération 200 (d) Itération 300
(e) Itération 400 (f) Itération ﬁnale 720
Fig. 6.4  Déformation d'un contour d'un visage à un autre : évolution du
contour actif
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6.2 Segmentation interactive d'images
Pour des applications de segmentation d'objets, nous combinerons le terme
de distance à un contour de référence, traduisant une connaissance a priori
du contour, avec des termes régions statistiques et un terme de régularisation
classique. Nous comparerons notre méthode à une compétition de régions uti-
lisant le même critère statistique aﬁn de montrer l'intérêt du terme d'a priori.
Dans cette section nous présenterons d'abord le critère de compétition de
régions, puis nous déﬁnirons notre critère conjuguant terme a priori et terme
statistique, enﬁn nous montrerons des résultats comparatifs des deux mé-
thodes.
6.2.1 Critère de compétition de régions
Soit I une image composée d'une région d'intérêt Ωin, appelée objet, et d'un
fond Ωout constituant une partition de l'image. Le contour Γ est la frontière
commune à Ωin et Ωout.
La méthode de compétition de régions consiste à déﬁnir un critère qui
pondère les informations extraites de chacune des deux régions objet et
fond, les eﬀets de chaque terme de région devant s'équilibrer. Un terme de
contour peut s'ajouter pour compléter le critère.
Un tel critère s'écrit généralement :
J(Γ) =
∫
Ωin
kin(x,Ωin) dx
+ λ
∫
Ωout
kout(x,Ωout) dx
+ 
∫
Γ
kb(s) ds (6.10)
où kin(x,Ωin), kout(x,Ωout) et kb(s) sont respectivement le descripteur de
l'objet, du fond et du contour. Les constantes λ et  pondèrent l'inﬂuence
de chacun des termes du critère.
Pour une application de segmentation de régions homogènes, nous avons
choisi des descripteurs statistiques de région.
Les descripteurs contour et région sont :
kout = ψ(S(Ωout))
kin = ψ(S(Ωin))
kb = 1
(6.11)
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où
 S(Ω) = σ21(Ω) + σ22(Ω) + σ23(Ω) est la somme des variances de chaquecomposante couleur de I sur la région Ω,
 σ2i (Ω) est la variance de I pour la composante couleur i sur la région
Ω = Ωin ou Ωout,
 et ψ est une fonction de pondération diﬀérentiable.
Nous avons choisi ψ = log(1 + r2) (ψ′ = 2r
1+r2
).
Notons :
 Ii(x) la luminance (i = 1) ou l'une des deux chrominances (i = 2, 3) del'image I au pixel x,
 et µi(Ω) la valeur moyenne de I pour la composante couleur i sur larégion Ω = Ωin ou Ωout.
Le terme de contour minimise la longueur du contour, c'est donc un terme
de régularisation.
Le terme de région décrivant l'objet minimise l'intégrale sur la région Ωin
d'une fonction de la variance. Un tel terme utilisé seul tendrait à minimiser
la région d'intégration Ωin et ainsi à sous-segmenter la région d'intérêt, voire
à faire rétrécir Ωin jusqu'à disparaître.
De même, si le terme de région décrivant le fond de l'image n'était associé
à aucun autre, la région Ωout aurait tendance à rétrécir. L'objet serait cette
fois sur-segmenté.
C'est pourquoi ces deux termes sont mis en compétition, aﬁn d'avoir le
meilleur compromis entre leurs eﬀets contradictoires mais complémentaires.
L'équation d'évolution se déduit des théorèmes généraux de la section 3.4.2
ou des résultats obtenus à la section 3.4.1 pour la dérivation d'un terme de
région de descripteur une fonction de la variance. Dans cette dernière, nous
montrions que la dérivée d'un terme de région tel que :
J(Ω) =
∫
Ω
ϕ(σ2(Ω)) dx (6.12)
où σ2(Ω) représente la variance de la région Ω, a pour expression :
dJ(Ω,V) = −
∫
Γ
(
ϕ(σ2(Ω)) + ϕ′(σ2(Ω))[(I(s)− µ(Ω))2 − σ2(Ω)])V ·N ds (6.13)
Dans notre exemple, on a :
ϕ(σ2(Ω)) = ψ
(
3∑
i=1
σ2i (Ω)
)
(6.14)
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La dérivée d'un des termes de région vaut donc :
dJ(Ω,V) = −
∫
Γ
ψ(S(Ω)) + ψ′(S(Ω))
3∑
i=1
[(Ii(s)− µi(Ω))2 − S(Ω)]V ·N ds (6.15)
pour Ω = Ωin ou Ωout.
La dérivée d'un terme de contour J(Γ) = ∫
Γ
k(s) ds est, rappelons-le :
dJ(Γ,V) =
∫
Γ
(∇k(s) ·N− k(s)κ) V ·N ds (6.16)
Dans notre cas k(s) = 1, la dérivée du terme de contour s'écrit donc :
dJ(Γ,V) = −
∫
Γ
κ V ·N ds (6.17)
Finalement, le contour actif vériﬁant le critère (6.10) suit l'équation d'évolu-
tion suivante :
∂Γ(p, τ)
∂τ
= ψ(S(Ωin(τ)))− λ ψ(S(Ωout(τ)))
+ ψ′(S(Ωin(τ)))
3∑
i=1
[(Ii(x)− µi(Ωin(τ)))2 − S(Ωin(τ))]
− λ ψ′(S(Ωout(τ))
3∑
i=1
[(Ii(x)− µi(Ωout(τ)))2 − S(Ωout(τ))]
+  κ ] N (6.18)
avec x = Γ(p, τ).
Dans le cadre d'une segmentation faisant l'hypothèse d'un objet homogène, le
critère ne peut pas contenir qu'un seul terme de région, car alors la région en
question diminuerait jusqu'à disparaître. On doit mettre en compétition les
informations extraites des deux régions que sont l'objet et le fond de l'image,
pour trouver un équilibre entre les deux.
6.2.2 Critère combinant a priori géométrique et descripteur de
région
L'introduction d'un a priori, sous la forme d'un terme de contour fondé sur
la distance à un contour de référence, nous dispense d'utiliser un terme de
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région décrivant le fond de l'image. En eﬀet, cet a priori entre en compétition
avec les informations statistiques de l'objet, et les informations statistiques
du fond de l'image ne sont plus nécessaires.
Le critère se formule comme suit :
J(Γ) =
∫
Γ
kp(s) ds
+ λ
∫
Ωin
kin(x,Ωin) dx
+ 
∫
Γ
kb(s) ds (6.19)
Les descripteurs kin et kb sont les mêmes que précédemment et le descripteur
kp est tel que : 
kp = ϕ(d(x,Γref ))
kin = ψ(S(Ωin))
kb = 1
(6.20)
où Γref est le contour de référence, d(x,Γref ) la distance signée du point
x = Γ(s) au contour de référence, et ϕ une fonction diﬀérentiable.
La dérivée du terme d'a priori ∫
Γ
ϕ(d(x,Γref )) ds dans la direction V est :
dJ(Γ,V) =
∫
Γ
(−Nref ·N ϕ′(d)− ϕ(d) κ) V ·N ds (6.21)
Nous avons choisi comme fonction de pondération de l'a priori :
ϕ =
√
1 + d2 − 1. Cette fonction vériﬁe toutes les conditions émises tout au
long du chapitre 5 et rappelées à la section 6.1.
L'équation d'évolution du contour actif est donc :
∂Γ(p, τ)
∂τ
= [Nref ·N d√
1 + d2
+ (
√
1 + d2 − 1) κ
+ λ ψ(S(Ωin(τ)))
+ λ ψ′(S(Ωin(τ)))
3∑
i=1
[(Ii(x)− µi(Ωin(τ)))2 − S(Ωin(τ))]
+ κ ] N (6.22)
avec x = Γ(p, τ).
L'algorithme a été mis en ÷uvre par la méthode des ensembles de niveaux.
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6.2.3 Résultats expérimentaux
La ﬁgure 6.5 compare les résultats obtenus en utilisant le critère de compé-
tition de régions et ceux obtenus avec l'utilisation du terme d'a priori.
Dans cette image, l'objet d'intérêt est le visage de la personne au téléphone.
En utilisant la méthode de compétition de régions, et donc des informations
liées à la variance des régions, la main de la personne est considérée comme
faisant partie de l'objet car elle a, au sens de l'homogénéité, les mêmes
caractéristiques que le visage (ﬁgure 6.5.a).
L'introduction du terme d'a priori permet à l'utilisateur d'intervenir pour
délimiter grossièrement le centre d'intérêt, en déﬁnissant le contour de
référence comme sur la ﬁgure 6.5.b.
Cette interaction permet d'induire une compétition entre les informations
d'homogénéité de la région intérieure au contour actif, et la distance entre
ce même contour et le contour de référence déﬁni par l'utilisateur. Ainsi,
le contour résultant de ce compromis déﬁnira une région la plus homogène
possible proche du centre d'intérêt déﬁni par le contour de référence. Avec le
terme d'a priori, l'objet ﬁnal n'inclut plus la main, mais délimite le visage
comme souhaité (ﬁgure 6.5.c).
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(a) Contour initial. (b) Contour de référence déﬁni par un
utilisateur.
(c) Résultat de l'algorithme de com-
pétition de régions : le contour dérive
vers la main de la personne au télé-
phone.
(d) Segmentation avec le terme d'a
priori de distance au contour de ré-
férence : seul le visage est segmenté,
comme souhaité.
Fig. 6.5  Comparaison entre un algorithme de compétition de régions et
l'algorithme de segmentation interactive incluant l'a priori géométrique.
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6.3 Segmentation de vidéos
Dans le cadre d'une segmentation d'objets vidéos ou tracking, le terme d'a
priori permet d'introduire une cohérence temporelle. Cette cohérence est liée
au fait que le contour de référence, déﬁni une seule fois par l'utilisateur sur
la première image, se déduit ensuite du contour ﬁnal de l'image précédente,
pour les autres images de la séquence.
Nous allons d'abord présenter les étapes spéciﬁques à la segmentation vidéo,
c'est-à-dire principalement l'estimation du contour de référence. L'équation
d'évolution du contour actif se déduira ensuite facilement des équations cal-
culées à la section précédente. Enﬁn, nous montrerons les résultats obtenus
sur une séquence de 50 images.
6.3.1 Estimation du contour de référence
Le contour de référence de la première image de la vidéo, noté Γref0 est ini-tialisé par un atlas ou interactivement par un opérateur.
Une fois ce premier contour de référence initialisé, tous les autres contours de
référence Γrefn pour l'image In sont estimés à partir du contour Γn−1, résultatde la segmentation ﬁnale de l'image précédente In−1.Le contour de référence Γrefn se déduit du contour ﬁnal Γn−1 en tenant comptedes diﬀérents mouvements entre les deux images In−1 et In, dus au mouve-ment de la caméra et/ou à celui de l'objet.
Pour cela, nous faisons l'hypothèse que le mouvement global du contour entre
In−1 et In peut être modélisé par un modèle aﬃne à 6 paramètres, Mn−1→n,ce qui donne :
Γrefn =Mn−1→nΓn−1 (6.23)
Le modèle de mouvement paramétrique aﬃne à 6 paramètres constitue un
bon compromis entre la qualité de l'estimation et sa complexité calculatoire.
Une étape préalable à l'évolution du contour actif est donc nécessaire pour
déﬁnir le contour de référence. Cette déﬁnition du contour de référence relie
la segmentation de l'image courante au résultat de segmentation de l'image
précédente. Elle permet de considérer l'objet d'intérêt comme un objet
2D + t, et non pas comme une suite de segmentations de n images indépen-
dantes. Cette démarche permet de rectiﬁer les diﬃcultés de segmentation
propres à une image particulière en s'appuyant sur les résultats obtenus sur
les images précédentes.
Pour estimer le contour de référence Γrefn de l'image In à partir du contourﬁnal Γn−1 on procède comme suit :
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Fig. 6.6  Estimation du contour de référence pour le tracking
 À chaque pixel xn−1 du contour Γn−1, nous associons son correspon-dant xn dans l'image In à l'aide d'une méthode robuste de mise encorrespondance par blocs ou block-matching.
 Ensuite, nous cherchons le modèle Mn−1→n de mouvement aﬃne re-présentant au mieux le déplacement global du contour Γn−1 vers In, àpartir du déplacement de chacun de ses pixels.
Les paramètres du modèle doivent pour cela minimiser la somme des
diﬀérences pondérées entre les pixels xn−1, auxquels on applique le mo-dèle de mouvement Mn−1→n, et leur correspondant xn, estimés par laméthode de block-matching :∑
xn−1∈Γn−1
φ(‖xn −Mn−1→nxn−1‖) (6.24)
La fonction φ est la fonction de pénalisation de Geman and Mc
Clure [36], elle permet d'améliorer la robustesse de l'estimation en li-
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mitant le poids des mises en correspondance aberrantes.
La minimisation de ce critère (6.24) met en oeuvre le théorème semi-
quadratique de Charbonnier et al. [13], c'est-à-dire que le problème est
équivalent à minimiser le critère :∑
xn−1∈Γn−1
(
bmin‖xn −Mn−1→n xn−1‖2 + ψ(bmin)
) (6.25)
avec
bmin =
φ′(‖xn −Mn−1→n xn−1‖)
2‖xn −Mn−1→n xn−1‖ (6.26)
La minimisation du critère (6.24) se fait en calculant alternativement
le modèle de mouvement Mn−1→n à partir de l'équation (6.25) pour
bmin ﬁxé, et en calculant la carte des bmin à partir de l'équation (6.26)pour Mn−1→n ﬁxé.L'estimation robuste des paramètres d'un modèle de mouvement
suivant cette méthode est présenté plus en détails en Annexe A.1.2
page 138.
 Enﬁn le contour Γn−1 est projeté dans l'image In suivant le modèlede mouvement Mn−1→n et déﬁnit le contour de référence de l'image Insoit : Γrefn =Mn−1→nΓn−1.
6.3.2 Critère de segmentation de vidéos et équation d'évolution
du contour
Le critère de segmentation de vidéos J de l'image In de la vidéo com-prend, comme pour le critère de segmentation d'image, un terme d'a priori
au contour de référence, un terme d'attache aux propriétés de l'objet et un
terme de régularisation du contour.
J(Γn) =
∫
Γn
kpn(s,Γ
ref
n ) ds
+ λ
∫
Ωinn
kinn (x,Ω
in
n ) dx
+ 
∫
Γn
kb(s) ds (6.27)
Le descripteur kpn représente la distance pondérée au contour de référence
Γrefn , estimé à partir du contour ﬁnal de l'image précédente, comme décrit àla section (6.3.1).
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Le descripteur de l'objet kinn est un descripteur statistique de régions homo-gènes.
Le terme de régularisation du contour minimise sa longueur. Enﬁn λ et 
sont des constantes de pondération utilisées pour faire varier l'inﬂuence de
chacun des termes sur le critère.
kpn = ϕ(d(x,Γ
ref
n ))
kinn = ψ(S(Ω
in
n ))
kb = 1
(6.28)
où Γrefn est le contour de référence, d(x,Γrefn ) la distance signée d'un point
x = Γn(s) du contour actif Γn au contour de référence, et ϕ une fonctiondiﬀérentiable.
La description du terme de région nécessite l'introduction de quelques nota-
tions :
 I i(x) représente la luminance (i = 1) ou l'une des deux chrominances
(i = 2, 3) de l'image I au pixel x,
 µi(Ω) est la valeur moyenne de I pour la composante couleur i sur larégion Ω = Ωin ou Ωout,
 σ2i (Ω) est la variance de I pour la composante couleur i sur la région
Ω = Ωin ou Ωout,
 S(Ω) = σ21(Ω) + σ22(Ω) + σ23(Ω) est la somme des variances de chaquecomposante couleur de I sur la région Ω.
 et ψ est une fonction de pondération diﬀérentiable.
Nous avons choisi ψ = log(1 + r2) (ψ′ = 2r
1+r2
).
L'équation d'évolution se déduit des résultats présentés à la section 6.2.2 :
∂Γn(p, τ)
∂τ
= [Nref ·N d√
1 + d2
+ (
√
1 + d2 − 1)κ
+ λ ψ(S(Ωinn (τ)))
+ λ ψ′(S(Ωinn (τ)))
3∑
i=1
[(Ii(x)− µi(Ωinn (τ)))2 − S(Ωinn (τ))]
+ κ] N (6.29)
où x = Γn(p, τ).
6.3.3 Résultats expérimentaux
Les résultats présentés dans la ﬁgure 6.7 illustrent le suivi d'un visage le long
d'une séquence de 50 images.
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Le premier contour de référence est déﬁni interactivement comme sur la ﬁgure
6.7(a).
Le pas d'évolution du contour actif est : δτ = 5.10−4, et les constantes de
pondération entre l'a priori, le terme d'attache à la région et la régularisation
du contour valent : λ = 0.6 et  = 115.
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(a) Image 0 (b) Image 9
(c) Image 19 (d) Image 29
(e) Image 39 (f) Image 49
Fig. 6.7  Segmentation de visage utilisant l'a priori géométrique sur 50
images de la vidéo Erik.
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Troisième partie
Segmentation et estimation
conjointes du mouvement
79

Chapitre 7
État de l'art
La segmentation d'objets en mouvement joue un rôle de plus en plus
important dans les applications multimédia, notamment depuis l'apparition
des normes de compression vidéo MPEG-4 [40], MPEG-7 [41] et H264, dites
de seconde génération.
De plus, la segmentation d'objets en mouvement s'étend souvent au suivi
de ces objets ou tracking le long d'une séquence vidéo. Les domaines
d'applications dans ce cas touchent aussi bien le domaine médical [56]
que la télé-surveillance [90], la rotoscopie [32], la météorologie [68] ou
l'indexation [59].
En compression vidéo, les normes MPEG-1 [42] et MPEG-2 [43], H261 [45]
et H263 [46] exploitent les redondances temporelles pour réduire le nombre
de données à transmettre. En eﬀet, si l'on néglige les éventuels changements
d'intensité lumineuse et le bruit d'acquisition, la majeure partie des pixels
ne varie pas d'une image à l'autre, pour une vidéo à caméra ﬁxe. Dans le cas
d'une séquence à caméra mobile, il est possible d'estimer et de compenser le
mouvement de la caméra pour se rapprocher d'un cas de caméra ﬁxe.
La réduction de la quantité d'information à transmettre s'obtient donc en
transmettant l'image diﬀérence entre l'image courante et l'image suivante
compensée en mouvement, connue sous le nom de DFD (displaced frame
diﬀerence), ainsi que les vecteurs de mouvement correspondants.
Une des étapes-clés de ces normes réside dans l'estimation du mouvement,
estimation nécessaire pour la compensation du mouvement de la caméra
notamment. La méthode d'estimation du mouvement la plus répandue dans
ce cadre est le block-matching [53, 92].
Cependant, l'utilisation du block-matching induit un découpage arbitraire
de l'image en blocs, arbitraire dans le sens où le découpage ne prend pas
en compte le contenu sémantique de la vidéo. Un bloc peut contenir à la
fois des pixels du fond de l'image et des pixels d'un objet, et donc inclure
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des régions ayant des mouvements diﬀérents. Sur ces blocs l'estimation est
mauvaise, ce qui retentit sur la qualité de la compensation et celle de la DFD.
Les codeurs de seconde génération MPEG-4 [40] MPEG-7 [41] et H264 ont
opté pour une approche sémantique de la vidéo. Le découpage de la vidéo ne
se fait plus en blocs mais en objets vidéo, ou VOP (Video Object Plan). Cette
nouvelle représentation de la séquence autorise de nouvelles fonctionnalités,
comme interagir avec les objets de l'image ou coder diﬀéremment les objets
et le fond de la séquence, ou indexer les objets d'une vidéo et rechercher leur
présence dans d'autres.
Dans le cadre de ces nouvelles applications multimédia, la segmentation des
objets est donc une étape-clé. Pour segmenter des objets, il convient tout
d'abord de déﬁnir les notions d'objets, et donc par complémentarité, de fond
de l'image.
En l'absence de mouvement de caméra, les seules diﬀérences entre deux
images d'une séquence sont dues aux objets en mouvement. Partant de
ce constat simple, une segmentation courante de l'image consiste à déﬁnir
le fond de l'image comme la partie statique et les objets comme la partie
mobile de l'image, ce qui revient à détecter le mouvement. En pratique, il
faudra prendre en compte dans notre déﬁnition un éventuel mouvement de
la caméra entre les images considérées.
La détection du mouvement ne nécessite pas l'estimation du mouvement
des objets. Cependant la détection des objets en mouvement ne permet pas,
sans autre hypothèse, ni de diﬀérencier les objets en mouvement s'il y en
a plusieurs, ni de connaître leur mouvement. Or seule la connaissance du
mouvement de l'objet permet son suivi (ou tracking) le long de la séquence
vidéo, suivi nécessaire à la déﬁnition du VOP.
Nous allons introduire quelques travaux présentant des méthodes de détection
de mouvement, puis de segmentation et suivi d'objets en mouvement avant
de situer notre approche dans ce contexte.
7.1 Détection de mouvement
La détection de mouvement permet de séparer l'image en deux régions :
 une région statique : le fond de l'image,
 une région en mouvement : le ou les objets.
En pratique, il faut distinguer les séquences à caméra ﬁxe et les séquences
à caméra mobile, pour lesquelles le mouvement de la caméra doit être com-
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pensé. De plus, certaines méthodes de détection n'utilisent que deux images
successives, alors que d'autres méthodes étendent leur support temporel à
plusieurs images, en estimant une image représentant le fond statique de
la scène. Nous allons évoquer quelques méthodes relatives à ces diﬀérents cas.
Une des méthodes les plus simples de détection de mouvement entre deux
images à caméra ﬁxe se fonde sur la diﬀérence entre ces deux images, la
FD (frame diﬀerence). La diﬀérence entre les images s'opère pixel à pixel
et l'image résultat est seuillée. Si la diﬀérence dépasse le seuil ﬁxé, le pixel
est considéré comme appartenant à un objet en mouvement, sinon il est
considéré comme appartenant au fond de l'image.
Cette méthode a pour avantage de ne pas nécessiter l'estimation du mou-
vement des objets. Elle est cependant sensible aux variations d'intensité
lumineuse et au bruit. De plus, les zones découvertes par l'objet d'une image
à l'autre sont étiquetées comme faisant partie de l'objet.
La FD peut également servir de base à une approche statistique du problème
de détection [70]. La densité de probabilité de la FD est considérée comme
une mélange d'une composante statique et d'une composante mobile.
Dans le cas de séquences à caméra mobile, on ne peut plus déﬁnir l'objet
comme l'ensemble des pixels en mouvement car le mouvement de la caméra
induit un mouvement dominant dans la séquence sur tous les pixels de
l'image. Cependant les pixels de l'objet ont un mouvement local propre
qui s'ajoute à ce mouvement global. L'objet va donc être déﬁni comme
l'ensemble des pixels ne suivant pas le mouvement dominant de l'image.
Une méthode simple consiste à compenser le mouvement de la caméra,
c'est-à-dire recaler l'une des images sur l'autre, pour se replacer dans un
cadre de caméra ﬁxe. La diﬀérence entre les deux images, dont l'une est
compensée en mouvement, est appelée la DFD (Displaced frame diﬀerence).
Il est donc nécessaire d'estimer le mouvement de la caméra entre les deux
images pour pouvoir le compenser et discriminer les pixels ne suivant pas
ce mouvement. Le mouvement de la caméra est souvent représenté par
un modèle de mouvement, dont l'estimation tend à être la plus robuste
possible [13, 66].
Wu et Kittler [89] représentent le mouvement de la caméra par un modèle
aﬃne. L'estimation des paramètres du modèle est formulée comme la mini-
misation de la valeur absolue de la TFD (Transformed Frame Diﬀerence),
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image diﬀérence entre l'image courante et l'image suivante transformée par
les paramètres de mouvement. Enﬁn les objets sont détectés par seuillage de
la valeur absolue de la TFD.
Dans [77] Salembier et al. proposent de représenter l'image sous forme
d'arbre. Pour une segmentation d'objets en mouvement, la DFD est calculée
sur l'image entière, considérée comme la racine de l'arbre, et déﬁnit deux
régions (deux enfants) pour lesquels le processus de détection est itéré. En
choisissant un niveau de description de l'arbre, on détermine le nombre de
régions qui segmentent l'image.
Precioso et al. [72] utilisent un algorithme de contours actifs mis en ÷uvre
par des smoothing B-Splines. Le contour actif évolue de sorte à minimiser
la diﬀérence sur le fond de l'image entre l'image courante et la précédente
compensée en mouvement. Aﬁn d'éviter la sur-segmentation de l'objet le
critère de segmentation inclut un terme visant à minimiser l'aire de l'objet
et un terme de régularisation portant sur la longueur du contour.
Fablet et al. [29] proposent une méthode intégrant des informations spatiales
sous la forme d'une segmentation basée sur la couleur. Un modèle de mou-
vement aﬃne est estimé aﬁn de modéliser au mieux le mouvement dominant
de l'image. Enﬁn chaque région déterminée par la segmentation spatiale est
étiquetée comme appartenant au fond ou à l'objet respectivement si elle suit
ou non le mouvement dominant.
Dans [85] la détection de mouvement repose sur le principe de groupement
perceptuel qui stipule que les événements perceptibles sont ceux qui diﬀèrent
d'un modèle aléatoire général. Il s'agit donc de modéliser la partie statique
de la scène vide d'objets en mouvement aﬁn de détecter a contrario ces objets.
Toujours dans l'optique de séparer le fond de l'image des objets en
mouvement, certaines méthodes se sont penchées sur l'estimation d'une
image représentant la partie statique de la séquence que nous appelerons
fond de la séquence. Le fond de la séquence étant connu, la détection
des objets en mouvement est directe. Ces méthodes utilisent à cette
ﬁn plusieurs images successives de la séquence. Là encore il est néces-
saire de distinguer les séquences à caméra ﬁxe des séquences à caméra mobile.
Pour des séquences à caméra ﬁxe, Jehan-Besson et al. [50] proposent
d'estimer le fond d'une séquence de n images comme une moyenne de ces n
images. Aﬁn d'éliminer les valeurs correspondant aux objets en mouvement,
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les auteurs introduisent dans leur critère un M-estimateur et minimisent la
diﬀérence pondérée entre le fond et chacune des images par un algorithme
de minimisations alternées.
Dans [54] les auteurs couplent l'estimation du fond de la séquence à sa
restauration.
Pour des séquences à caméra mobile le fond de la séquence est appelé
mosaïque. De nombreuses méthodes de construction de mosaïques sont
présentées dans [44].
L'annexe A développe une méthode variationnelle de contours actifs pour la
détection de mouvement présentée dans [33]. Le critère de segmentation est
fondé sur la connaissance du fond de la séquence sous forme de mosaïque.
La construction de la mosaïque nécessite une pré-segmentation grossière
des objets. En utilisant plusieurs images de la séquence, la détection gagne
en robustesse par rapport au bruit et aux changements d'intensité lumineuse.
7.2 Segmentation et suivi d'objets en mouvement
Si la détection d'objets en mouvement permet de segmenter l'image entre
régions en mouvement et région statique, elle ne donne aucune information
quant au mouvement de ces régions, or cette information est nécessaire pour
des applications de type tracking.
Parmi les méthodes de segmentation et de tracking d'objets en mouvement
nous présenterons deux grandes familles : celles dites séquentielles, qui
segmentent l'image à partir de données calculées au préalable, et celles, cou-
plées ou conjointes, qui lient la segmentation et l'estimation du mouvement
dans un procédé itératif.
Enﬁn nous introduirons nos travaux et les situerons parmi les méthodes
d'estimation et de segmentation conjointes du mouvement.
7.2.1 Segmentation et estimation séquentielle du mouvement
Certaines méthodes estiment le ﬂot optique sur l'ensemble de l'image
considérée, et partitionnent ensuite l'image à partir de ce champ dense.
Par exemple, les méthodes [37, 68, 73, 76] mettent en ÷uvre un algorithme
de segmentation par contours actifs utilisant l'estimation préalable d'un
champ de mouvement dense.
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Dans [73] les auteurs déﬁnissent un critère qui mêle entre autres un terme
fondé sur la norme des vecteurs de mouvement et un terme d'attraction vers
les discontinuités d'intensité lumineuse.
Dans le cadre d'applications météorologiques, Papin et al. [68] proposent
d'associer des données photométriques à une estimation robuste d'un champ
de vecteurs de mouvement dense.
Herbulot et al. [37] déﬁnissent un critère de segmentation de données
vectorielles exploitant l'entropie conjointe des vecteurs de mouvement.
Dans [76] les auteurs segmentent un champ de vecteurs pouvant être décrit
par un nombre ﬁni de paramètres représentant la trajectoire des pixels de
l'objet.
Ces méthodes ont en commun l'estimation d'un champ dense de vecteurs de
mouvement préalable à l'algorithme de segmentation.
Parmi les approches de segmentation nécessitant un pré-traitement certaines
n'utilisent pas une estimation du ﬂot optique à proprement parler
L'algorithme de tracking présenté dans [61] détecte la surface spatio-
temporelle générée par les frontières dues au mouvement. Le terme
déﬁnissant la frontière due au mouvement s'appuie sur l'équation du ﬂot
optique et l'hypothèse que le mouvement est localement constant partout
sauf à ses frontières. Le critère de segmentation inclut également un terme
statistique déﬁnissant les densités de probabilités des objets en mouvement
et du fond de l'image en fonction de la composante normale du ﬂot optique,
sans toutefois calculer explicitement celui-ci.
7.2.2 Segmentation et estimation conjointe du mouvement
La performance des méthodes de segmentation basées sur l'estimation
préalable du ﬂot optique dépend fortement de la qualité d'estimation du ﬂot
optique. Puisque l'on cherche une région ayant un mouvement cohérent, il
est intéressant d'utiliser les informations propres à la région ainsi déterminée
pour calculer son mouvement. L'estimation du mouvement sera d'autant
plus juste que la région segmentée sera proche de l'objet d'intérêt et
réciproquement la segmentation sera d'autant plus précise que l'estimation
du mouvement sera proche du mouvement apparent réel. Le problème se
pose ainsi en un procédé itératif.
Les méthodes d'estimation et de segmentation conjointes du mouvement
déﬁnissent un critère dépendant à la fois de la région et du mouvement
à estimer. La minimisation de ce critère conjoint a pu être traité comme
une minimisation hiérarchique non linéaire [62], comme un problème aux
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valeurs propres [21] ou par l'évolution d'un contour actif [7, 25, 34, 56, 70, 79].
Les contours actifs sont particulièrement bien adaptés pour la segmentation
et le suivi d'objets en mouvement [7, 25, 34, 56, 70, 79] parce que les objets
bougent et se déforment peu entre deux images. De ce fait il est fréquent
d'initialiser la segmentation d'une image par le contour ﬁnal de l'image
précédente, et l'algorithme converge d'autant plus vite que le contour initial
est proche de l'objet d'intérêt.
Dans [89] les auteurs formulent l'hypothèse d'un modèle de mouvement
global pour toute la région d'intérêt. Les auteurs utilisent la valeur absolue
de l'image diﬀérence.
Dans [20, 89] les auteurs proposent un critère d'estimation et de segmentation
en mouvement, et minimisent successivement l'énergie par rapport à une
des deux inconnues : la région d'intérêt ou les paramètres du mouvement,
en ﬁxant l'autre inconnue. Dans ce cas l'estimation du mouvement et la
segmentation sont couplées.
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Chapitre 8
Segmentation et estimation
conjointes du mouvement entre
deux images successives
Dans ce chapitre, nous déﬁnissons un critère de segmentation d'un mouve-
ment, conjointement à l'estimation du mouvement de la région segmentée, à
partir de deux images successives. Nous dérivons le critère avec la méthode
des gradients de forme, et proposons deux équations d'évolution : une dirigée
suivant la normale au contour, pour la segmentation d'un objet en mouve-
ment, et une dirigée suivant le mouvement de l'objet pour le suivi d'objets
en mouvement. Nous étudions la méthode d'estimation du mouvement ainsi
déﬁnie pour un modèle de mouvement polynômial, en nous attachant plus
particulièrement aux modèles de translation et d'homothétie.
8.1 Déﬁnition du critère conjoint entre deux images
Nous proposons une méthode de segmentation et d'estimation d'un mouve-
ment utilisant les contours actifs. Dans cette section nous déﬁnirons notre
critère de segmentation et les hypothèses sous-jacentes, tout en situant nos
travaux par rapport à l'existant.
Notons I une séquence d'images In en niveaux de gris. La séquence I peutêtre vue comme une fonction de S ≡ D× [0, N ] dans R+, où D est un ouvert
borné et N un entier positif. Nous noterons In(x) le réel positif I(x, n) pourtous x et n.
Une image est une projection dans le plan 2D d'une scène réelle. L'estimation
du mouvement à partir d'une séquence ne peut déterminer le mouvement
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"réel" des objets 3D qui composent la scène, mais seulement leur mouvement
apparent. On admet communément l'hypothèse que l'intensité lumineuse
d'un pixel ne varie pas le long de sa trajectoire [39, 2, 88]. Le mouvement
apparent est donc calculé à partir des constances de l'intensité lumineuse
d'une image à l'autre.
Soit v le ﬂot optique entre les images In et In−1, c'est-à-dire le champ devecteurs représentant le mouvement apparent entre ces deux images. L'hy-
pothèse de constance de l'intensité s'écrit :
In(x)− In−1(x+ v(x)) = 0 (8.1)
Ainsi posé le problème d'estimation du ﬂot optique est sous-déterminé
et v(x) n'est pas unique, car de nombreux pixels ont la même intensité
lumineuse.
Aﬁn de contraindre l'équation (8.1), nous posons l'hypothèse d'un mouve-
ment constant par région, en étendant le domaine d'application de l'équation
à un voisinage Ωn du point considéré :∫
Ωn
(In(x)− In−1(x+ v(x)))2 = 0 (8.2)
Cette hypothèse se retrouve, entre autres, dans les travaux de [89] et dans
la méthode de block-matching [42, 43] pour le cas particulier où la région de
support est un carré.
Nous restreignons également le mouvement en le représentant par un modèle
de mouvement paramétrique [20, 66]. Le mouvement de la région Ωn est mo-délisé par un vecteur p(Ωn) de m paramètres. Le vecteur p(Ωn) est constantsur la région Ωn, ceci pour respecter l'hypothèse de constance du mouvementpar région :
v(x) =M(x, n) p(Ωn), x ∈ Ωn (8.3)
M est une matrice 2×m dépendant du modèle de mouvement choisi. Par
exemple, si le modèle de mouvement choisi est la translation uniforme
de vecteur a, la matrice M(x, n) est la matrice identité et le vecteur des
paramètres du mouvement p(Ωn) est le vecteur de translation a.
A partir des hypothèses décrites dans les équations (8.2) et (8.3), nous déﬁ-
nissons l'énergie suivante (voir ﬁgure 8.1) :
E(Ωn) =
∫
Ωn
(In(x)− In−1(x+M(x, n) p(Ωn)))2 dx (8.4)
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où p(Ωn) représente le vecteur des paramètres de mouvement de la région Ωn.
Nous avons choisi les paramètres de mouvement p(Ωn) tels que :
p(Ωn) = min
p
∫
Ωn
(In(x)− In−1(x+M(x, n) p))2 dx (8.5)
Fig. 8.1  Modèle de mouvement entre deux images
Minimiser l'énergie (8.4) par rapport à Ωn revient à délimiter une régionsur laquelle le mouvement est homogène et caractérisé par un modèle de
mouvement, de fait constant sur la région, et déﬁni par l'équation (8.5).
Dans [89] les auteurs étudient la valeur absolue de la diﬀérence entre
deux images successives. Cependant la valeur absolue n'est pas dif-
férentiable en zéro et pose problème lors de la diﬀérentiation du critère,
diﬀérentiation nécessaire au calcul de l'équation d'évolution du contour actif.
Contrairement à l'approche couplée, développée par [20, 89], notre approche
de l'estimation du mouvement et de la segmentation est jointe, car nous
prenons explicitement en compte, lors de la minimisation de l'énergie, le
fait que les paramètres p(Ωn) du modèle de mouvement dépendent de la
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région Ωn (voir section 8.1).
La segmentation de l'objet en mouvement s'eﬀectue par contours actifs.
Le minimum de l'énergie (8.4) est atteint lorsque la région Ωn recouvrel'objet en mouvement. Ainsi, partant d'un contour initial, le contour actif
doit évoluer de sorte à faire décroître le critère (8.4). Nous déduisons donc
l'équation d'évolution du contour actif à partir de la dérivée de ce critère.
L'estimation du mouvement de l'objet passe par l'estimation des paramètres
du mouvement, déﬁnis dans l'équation (8.5) comme argument minimum de
la fonctionnelle présentée.
Nous verrons par la suite que le choix de la fonctionnelle à minimiser pour
l'estimation des paramètres du mouvement inﬂue sur l'équation d'évolution
du contour actif, et donc sur le résultat de la segmentation (Démonstration
8.2 page 93).
8.2 Segmentation et suivi d'objets en mouvement
La minimisation du critère (8.4) requiert le calcul de sa dérivée par rapport
à Ωn, calcul eﬀectué en utilisant les outils de dérivation de domaines.
On utilise un schéma dynamique dans lequel la région Ωn dépend d'unevariable d'évolution τ . La dérivée du critère dans la direction V est calculée
suivant la technique des gradients de forme [26, 51].
Théorème 8.1. La dérivée eulérienne dans la direcion V du critère
E(Ωn) =
∫
Ωn
(In(x)− In−1(x+M(x, n) p(Ωn)))2 dx (8.6)
où les paramètres du modèle de mouvement p(Ωn) vériﬁent :
p(Ωn) = min
p
∫
Ωn
(In(x)− In−1(x+M(x, n) p(Ωn)))2 dx (8.7)
a pour expression :
dE(Ωn,V) = −
∫
Γn
(In(s)− In−1(s+M p(Ωn)))2V ·N ds (8.8)
Dans cette expression, Γn représente le contour orienté de la région Ωn et s
son abscisse curviligne. Nous noterons s+M p(Ωn) l'abscisse du point xn−1
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de Γn−1 tel que xn−1 = x +M(x, n) p(Ωn), où x = Γn(s). La déformation
locale du contour (sa vitesse) est notée V et le vecteur N représente la
normale unitaire intérieure au contour Γn.
Dans le cadre d'une segmentation, une équation d'évolution possible est (voir
section 8.2.1) :
∂Γn
∂τ
(p, τ) = α(In(x)− In−1(x+M p(Ωn(τ))))2N (8.9)
avec x = Γn(p, τ).
Nous présentons à la section 8.2.2 une autre équation d'évolution spéciﬁque
aux applications de suivi d'objets en mouvement.
Démonstration :
Le théorème 3.1 page 25 nous permet d'exprimer la dérivée eulérienne dans
la direction V du critère en fonction de sa dérivée de domaine :
dE(Ωn,V) =
∫
Ωn
dΩ((In(x)− In−1(x+M p(Ωn)))2)(x,Ωn,V) dx
−
∫
Γn
(In(s)− In−1(s+M p(Ωn)))2 V ·N ds (8.10)
Le terme région de cette équation est noté A, soit :
A =
∫
Ωn
dΩ((In(x)− In−1(x+M p(Ωn)))2)(x,Ωn,V) dx (8.11)
Développons la dérivée partielle contenue dans le terme région A comme une
dérivée de fonctions composées.
A =
∫
Ωn
dΩp(x,Ωn,V)
∂
∂p
(In(x)− In−1(x+M p(Ωn)))2 dx (8.12)
Avec, par hypothèse, un modèle de mouvement p(Ωn) unique pour toute larégion Ωn, on en déduit donc les égalités suivantes :
A = dΩp(x,Ωn,V)
∫
Ωn
∂
∂p
(In(x)− In−1(x+M p(Ωn)))2 dx (8.13)
= dΩp(x,Ωn,V)
∂
∂p
∫
Ωn
(In(x)− In−1(x+M p(Ωn)))2 dx (8.14)
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Ce qui donne :
A = dΩp(x,Ωn,V)
∂
∂p
G(p(Ωn),Ωn) (8.15)
avec
G(p(Ωn),Ωn) =
∫
Ωn
(In(x)− In−1(x+M p(Ωn)))2 dx (8.16)
Sans autre hypothèse sur les paramètres de mouvement, la dérivée eulérienne
du critère de segmentation est :
dE(Ωn,V) = dΩp(x,Ωn,V)
∂
∂p
G(p(Ωn),Ωn)
−
∫
Γn
(In(s)− In−1(s+M p(Ωn)))2 V ·N ds (8.17)
Cette dérivée ne nous permet pas d'en déduire directement une équation
d'évolution pour le contour actif, car elle ne se présente pas sous la forme
d'une seule intégrale de contour.
Lemme 8.1. Si les paramètres p(Ωn) sont déﬁnis par
p(Ωn) = min
p
∫
Ωn
(In(x)− In−1(x+M p))2 dx (8.18)
alors le terme région A est nul :
A =
∫
Ωn
dΩ((In(x)− In−1(x+M p(Ωn)))2)(x,Ωn,V) dx = 0 (8.19)
Démonstration :
Les paramètres de mouvement ont été choisis tels que :
p(Ωn) = min
p
∫
Ωn
(In(x)− In−1(x+M p))2 dx
= min
p
G(p,Ωn) (8.20)
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Sans contrainte sur p (p ∈ Rm), comme les paramètres de mouvement p(Ωn)vériﬁent le minimum de G, la dérivée par rapport à p de G évaluée au point
p(Ωn) est nulle :
∂
∂p
G(p(Ωn),Ωn) = 0 (8.21)
Dans le cas où les paramètres de mouvement sont contraints (par exemple,
p ∈ Rm−1 × R+), nous faisons l'hypothèse que ces contraintes peuvent
s'exprimer par φ(p) = 0.
Il existe alors un multiplicateur de Lagrange λ tel que
∂
∂p
G(p(Ωn),Ωn) = λ φ
′(p(Ωn)) (8.22)
Le terme région A s'écrit :
A = λ dΩp(x,Ωn,V) φ
′(p(Ωn)) (8.23)
= λ dp(Ωn,V) φ
′(p(Ωn)) (8.24)
= λ d(φ(p(Ωn)))(Ωn,V) (8.25)
Comme l'expression de la contrainte sur p s'exprime par φ(p) = 0 ∀ p, φ ne
varie pas en fonction de Ωn, et l'expression d(φ(p(Ωn))(Ωn,V)) est nulle.
Dans tous les cas, l'intégrale sur la région de la dérivée de domaine s'annule :
A =
∫
Ωn
dΩ((In(x)− In−1(x+M p(Ωn)))2)(x,Ωn,V) dx
= dΩp(x,Ωn,V)
∂
∂p
G(p(Ωn))
= 0 (8.26)
et la dérivée du critère ne contient qu'un terme contour :
dE(Ωn,V) = −
∫
Γn
(In(s)− In−1(s+M p(Ωn)))2 V ·N ds (8.27)
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8.2.1 Équation d'évolution pour la segmentation d'objets en mou-
vement
Un contour initial est itérativement déformé suivant une vitesse V telle que
la dérivée (8.8) du critère soit négative ou nulle. Ainsi, nous nous assurons
que le contour évolue vers un minimum local ou le minimum global du
critère, s'il existe. Ce minimum est atteint lorsque la dérivée est nulle, et le
contour correspondant est alors la segmentation ﬁnale de l'image.
L'équation d'évolution du contour, déduite de la dérivée du critère, est :
∂Γn
∂τ
(p, τ) = α(In(x)− In−1(x+M p(Ωn(τ))))2N (8.28)
La constante positive α est un pas d'évolution et x = Γn(p, τ).
Notons que V est dirigée suivant la normale de Γn.Caselles et al. [9] ont démontré que la composante tangentielle de la vitesse
n'inﬂuait pas sur la propagation du contour actif, mais uniquement sur sa
paramétrisation.
Remarquons, de plus, que la déformation du contour nécessite le calcul des
paramètres du mouvement à chaque itération (cf. section 8.3).
8.2.2 Équation d'évolution pour le suivi d'objets en mouvement
En général, les algorithmes de suivi d'objets en mouvement [34, 56, 70, 79]
choisissent comme contour initial Γn(τ = 0) pour l'image courante le contourﬁnal de la segmentation de l'image précédente. L'équation d'évolution du
contour actif est alors la même que pour une segmentation classique (par
exemple Eq. (8.28)) sans aucune autre particularité caractérisant l'objet en
mouvement.
Cependant, il peut être intéressant d'utiliser le fait que le contour initial
détoure l'objet d'intérêt dans l'image In−1, et que le contour ﬁnal doit êtrel'objet dans l'image suivante In.
C'est pourquoi nous avons déﬁni une nouvelle équation d'évolution qui pren-
drait en compte le mouvement estimé de l'objet, Mp(Ωn) entre ces deuximages :
∂Γn
∂τ
(p, τ) = α(In(x)− In−1(x+M p(Ωn(τ))))2M p(Ωn(τ)) (8.29)
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Fig. 8.2  Diﬀérentes directions d'évolution : N représente la normale de Γnet Mp la direction du mouvement.
où x = Γn(p, τ).
La particularité de cette équation d'évolution réside dans la direction
d'évolution du contour actif.
Pour la segmentation d'images, le contour actif évoluait dans la direction de
la normale.
Pour le suivi d'objets en mouvement, nous avons choisi de faire évoluer le
contour dans la direction du mouvement estimé de l'objet.
8.3 Estimation du mouvement entre deux images
Une méthode classique d'estimation du mouvement entre deux images consé-
cutives consiste à résoudre l'équation du ﬂot optique. [2, 6, 39, 64, 78, 88].
Cependant, cette équation est sous-déterminée et nécessite des hypothèses
supplémentaires quant au mouvement recherché. Même si des propriétés plus
globales peuvent être prises en compte, à travers des termes de régularisa-
tion par exemple, cette approche est locale. En eﬀet elle associe un vecteur
à chaque pixel, alors que le mouvement dans une image est lié aux diﬀé-
rents objets qui la compose, auquel s'ajoute éventuellement un mouvement
de caméra global.
Enﬁn, l'équation du ﬂot optique découle de l'approximation linéaire de
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l'hypothèse d'intensité constante le long du déplacement, ce qui contraint
l'estimation à de petits déplacements.
La méthode d'estimation de mouvement la plus répandue dans les normes
de codage vidéo est la méthode de mise en correspondance de blocs ou
block-matching. Cette méthode fait l'hypothèse d'un vecteur de mouvement
par bloc. Elle permet d'avoir des vecteurs de mouvement plus cohérents avec
les données, car un vecteur prend en compte l'information contenue dans
tout le bloc qu'il représente. La limite de cette méthode vient du fait que la
décomposition en blocs ne suit pas celle de l'image en objets. Le modèle de
mouvement représentant un bloc est en général la translation. La méthode
de recherche peut être exhaustive, pour assurer une meilleure estimation
du mouvement, mais sera alors très coûteuse en temps de calcul. Certains
algorithmes sous-optimaux [57, 92] permettent un gain de temps eﬀectif,
surtout pour une recherche sous-pixellique, mais au détriment de la qualité
de l'estimation. Quelle que soit la méthode de recherche, l'amplitude du
mouvement est limitée par une fenêtre de recherche, déﬁnie généralement à
plus ou moins 15 pixels de déplacement, horizontalement et verticalement.
Notre méthode d'estimation de mouvement repose sur la minimisation d'une
énergie respectant l'hypothèse d'intensité constante d'une région le long de
son déplacement. Cependant, nous ne faisons pas d'approximation linéaire
comme pour le ﬂot optique, mais utilisons un algorithme de descente de
gradient. De plus, nous supposons que le mouvement est représenté par un
modèle paramétrique, constant sur une région, ce qui découle naturellement
du contexte de segmentation de régions en mouvement dans lequel nous
nous situons.
Nous écrivons le modèle de mouvement de la région Ωn sous la forme
M(x, n) p, où le vecteur p contient les paramètres du modèle de mouvement.
Les modèles de mouvement qui peuvent s'écrire sous la formeM(x, n) p sont
les modèles polynômiaux ∑
(i,j)/i+j≤m
ai,j x
i yj
où m représente le degré du polynôme. En pratique les modèles les plus
utilisés sont les modèles aﬃnes (m = 1), ou quadratiques (m = 2), car plus
le degré du polynôme est élevé, plus le modèle est sensible au bruit.
Nous déduisons le modèle de mouvement de la minimisation par rapport à
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p, et pour Ωn constant, de l'énergie suivante :
E(p) =
∫
Ωn
(In(x)− In−1(x+M(x, n) p))2 dx (8.30)
En théorie, le modèle de mouvement M(x, n) p peut représenter n'importe
quel mouvement polynômial. En pratique, nous étudierons plus particulière-
ment les mouvements aﬃnes de type translation uniforme et homothétie.
8.3.1 Modèle de translation uniforme
Le calcul suivant s'applique dans le cas où la matrice M(x, n) ne dépend pas
du point x, c'est-à-dire M(x, n) =M(n).
L'exemple le plus simple est celui de la translation uniforme :
M(n) =
(
1 0
0 1
)
and p = a (8.31)
où a est le vecteur de translation.
La minimisation du critère (8.30) passe par le calcul de sa dérivée par rapport
à p :
dE(p) = 2
∫
Ωn
(In(x)− In−1(x+M(n)p)) (8.32)
MT(n) ∇In−1(x+M(n)p) dx
où MT est la matrice transposée de la matrice M .
Dans le cas de la translation, la dérivée du critère devient :
dE(p) = 2
∫
Ωn
(In(x)− In−1(x+ a)) ∇In−1(x+ a) dx (8.33)
Les paramètres de mouvement p(Ωn) sont déﬁnis comme minima de l'éner-gie (8.30). Or cette énergie n'est pas forcément globalement convexe. De ce
fait, nous ne pouvons utiliser un algorithme de descente de gradient, qui
consiste à minimiser le critère linéairement dans les directions successives
du gradient (ou du gradient conjugué). Nous pouvons toutefois considérer
ce critère localement convexe autour de p(Ωn). Sous cette hypothèse, nousavons implémenté un algorithme de descente de gradient à pas variable.
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8.3.2 Modèle de translation et d'homothétie centrée
Penchons-nous sur le cas où le modèle de mouvement comprend une
homothétie et une translation. L'homothétie se déﬁnit à partir d'un centre
g (un point de D) et d'un facteur d'échelle k.
Il y a plusieurs façons de formuler la transformation comprenant une
homothétie et une translation. Toutes sont en théorie équivalentes, mais ne
donnent pas numériquement les mêmes résultats.
Soit q le transformé du point x après une homothétie puis une translation.
Après l'homothétie on a :
q− g = k (x− g) (8.34)
⇐⇒ q = x+ (k − 1) x− (k − 1) g . (8.35)
Puis q est translaté d'un vecteur a
q = x+ (k − 1) x− (k − 1) g + a (8.36)
ce qui peut s'écrire :
q = x+
(−1 0 x(x) 1 0
0 −1 y(x) 0 1
)
︸ ︷︷ ︸
M(x,n)
(k − 1) gk − 1
a

︸ ︷︷ ︸
p
(8.37)
où x(x) est l'abscisse du point x, et y(x) son ordonnée.
Remarquons que cela n'est pas équivalent à eﬀectuer d'abord la translation
puis l'homothétie. En eﬀet, dans ce cas, le vecteur de translation serait mul-
tiplié par le facteur d'échelle k :
q = x+ (k − 1) x− (k − 1) g + k a (8.38)
Cependant, résoudre le problème en estimant g, k et a est équivalent à
résoudre le problème en estimant g, k, et k a.
Posons b = a− (k − 1) g. L'équation (8.36) s'écrit :
q = x+ (k − 1) x+ b (8.39)
ce qui peut s'interpréter comme une homothétie de facteur déchelle k et
de centre l'origine, suivi d'une translation de vecteur b. De fait, on en
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déduit que considérer l'origine de l'image comme centre de l'homothétie
conserve toute la généralité du problème, et permet de n'avoir à estimer
que 3 paramètres pour 2 inconnues (k,b) , au lieu de 5 paramètres pour 3
inconnues (g, k, a) en utilisant les équations (8.36) et (8.38).
Nous allons choisir l'origine des coordonnées au barycentre gΩn de la régionétudiée, plutôt qu'à l'origine de l'image, car ce choix induit moins d'erreurs.
Le modèle de mouvement s'écrit alors :
M(x, n) =
(
x(x)− x(gΩn) 1 0
y(x)− y(gΩn) 0 1
)
(8.40)
et
p =
(
k − 1
b
)
(8.41)
où gΩn est le barycentre de Ωn.
L'expression de la dérivée est maintenant directe puisqu'il suﬃt de remplacer
M(x, n) et p par leur expression (8.40) et (8.41) dans l'équation suivante :
dE(p) = 2
∫
Ωn
(In(xg)− In−1(k xg + b)) (8.42)
(xg Id2)
T ∇In−1(k xg + b) dx
où le vecteur xg = x−gΩn est le vecteur des coordonnées de x dans le repèred'origine le centre de gravité gΩn de la région Ω et Id2 représente la matriceidentité 2 ∗ 2.
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Chapitre 9
Segmentation et estimation
conjointes du mouvement sur un
groupe d'images
Le mouvement d'un objet peut diﬃcilement être déﬁni de façon précise et
complexe à partir de deux images. Un critère de segmentation et de suivi
d'objets en mouvement a donc été déﬁni sur un groupe d'images. Le critère se
déduit directement du critère (8.4) sur deux images, en choisissant la dernière
image de la séquence comme image de référence pour tout le groupe.
9.1 Déﬁnition du critère conjoint sur un groupe
d'images
Le contour de l'objet d'intérêt évolue d'une image à l'autre en fonction
de son mouvement. Or le mouvement d'un objet peut être complexe, et
diﬃcilement déﬁnissable à partir de deux images. Par exemple, on ne peut
pas faire la diﬀérence entre une translation et une accélération si l'on ne
prend en compte que les informations contenues dans deux images.
Lors de la déﬁnition de notre critère sur deux images (8.4) page 90, nous
avons pris en compte un voisinage spatial aﬁn d'accroître les informations
disponibles et ainsi améliorer l'estimation du mouvement. De même, il
semble judicieux, dans cette optique, d'utiliser les images voisines aﬁn
d'aﬃner notre estimation.
Le critère se déﬁnit donc temporellement sur un groupe d'images, et non
plus sur deux images successives. Une extension directe du critère sur deux
images consiste à propager le modèle de mouvement de proche en proche, en
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sommant, pour chaque image du groupe considéré, le critère (8.4) entre cette
image et sa précédente. Le critère serait alors le suivant :
E(Ωn) =
N∑
n=1
∫
Ωn
(In(x)− In−1(x+M(x, n)p(Ωn)))2 dx (9.1)
Le vecteur M(x, n)p(Ωn) représente le déplacement du point x entre l'image
In et l'image In−1. Le vecteur p(Ωn) contient les paramètres du modèle demouvement déﬁni sur la région Ωn.
Cependant, nous avons préféré déﬁnir une image de référence pour le
groupe, et calculer le mouvement par rapport à cette image de référence.
En déﬁnissant cette image de référence, nous augmentons la robustesse de
la segmentation, car nous évitons l'accumulation des erreurs que produit
le critère qui prend en compte les images deux à deux successivement. En
choisissant la dernière image du groupe comme image de référence, nous
estimons le mouvement de l'image en cours à partir de la connaissance des
images antérieures.
Fig. 9.1  Modèle de mouvement sur un groupe d'images.
Nous proposons donc l'énergie suivante :
E(Ωref ) =
ref−N∑
n=ref−1
∫
Ωref
(Iref (x)− In(xn(Ωref )))2 dx (9.2)
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La région Ωref représente l'objet dans l'image de référence et xn(Ωref ) estl'image du point x par la transformation de paramètres p(Ωref ) répétée
ref −n fois (voir ﬁgure 9.1). Par exemple, si le modèle de mouvement choisi
est la translation : xn(Ωref ) = x+ (ref − n) p(Ωref ).L'estimation du modèle de mouvement est détaillée à la section 9.3.
Aﬁn d'alléger les expressions des diﬀérentes équations, la région de référence
Ωref sera notée plus simplement Ω, comme sur la ﬁgure 9.1.
Le vecteur des paramètres de mouvement p(Ω) vériﬁe :
p(Ω) = argminp
ref−N∑
n=ref−1
∫
Ω
(Iref (x)− In(xn(Ω)))2 dx . (9.3)
9.2 Segmentation et suivi d'objets en mouvement
Pour segmenter l'image Iref en mouvement, nous minimisons l'énergie (9.2)par rapport à la région Ω. Nous calculons donc sa dérivée par rapport à Ω.
Une famille de transformations est déﬁnie de façon à rendre le domaine Ω
dépendant d'un schéma dynamique τ .
Corollaire 9.1. La dérivée Eulérienne dans la direction V du critère :
E(Ω) =
ref−N∑
n=ref−1
∫
Ω
(Iref (x)− In(xn(Ω)))2 dx (9.4)
où les paramètres du modèle de mouvement p(Ω)
p(Ω) = min
p
ref−N∑
n=ref−1
∫
Ω
(Iref (x)− In(xn(Ω)))2 dx . (9.5)
a pour expression
dE(Ω,V) = −
ref−N∑
n=ref−1
∫
Γ
(Iref (s)− In(sn(Ω)))2V ·N ds (9.6)
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où Γ représente le contour orienté de Ω, s est l'abscisse curviligne du point
x = Γ(s), sn(Ω) est l'abscisse curviligne du point xn = Γn(sn(Ω)) image de
x par le modèle de mouvement p(Ω) composé ref − n fois, V est le vecteur
de déformation (ou vecteur de vitesse), inconnu, de Γ, et N la normale
unitaire intérieure de Γ.
Démonstration :
La dérivée est calculée dans la direction V, par la méthode des gradients de
forme [26, 51] :
dE(Ω,V) =
ref−N∑
n=ref−1
∫
Ω
dΩ((Iref (x)− In(xn(Ω)))2)(x,Ω,V) dx
−
ref−N∑
n=ref−1
∫
Γ
(Iref (s)− In(sn(Ω)))2 V ·N ds (9.7)
Dans la démonstration du théorème 8.8 page 92, nous avons vu que∫
Ωn
dΩ((In(x)− In−1(x+M p(Ω)))2)(x,Ω,V) dx = 0 (9.8)
En suivant le même raisonnement, on conclut :∫
Ω
dΩ((Iref (x)−In(xn(Ω)))2)(x,Ω,V) dx = 0, ∀n, ref−N ≤ n ≤ ref−1
(9.9)
Finalement, la dérivée du critère sur un groupe d'images est :
dE(Ω,V) = −
ref−N∑
n=ref−1
∫
Γ
(Iref (s)− In(sn(Ω)))2 VN ds (9.10)
Le principe des contours actifs consiste à faire évoluer un contour initial
vers l'objet suivant une force, dont la direction est donnée, en général par le
vecteur normal au contour, N. Cette force est calculée de façon à minimiser
le critère d'énergie décrivant l'objet. On s'assure que le contour se dirige
vers le minimum du critère en choisissant la force d'évolution du contour
telle que la dérivée du critère soit négative.
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9.2.1 Équation d'évolution pour la segmentation d'objets en mou-
vement
Dans le cadre d'une application de type segmentation, la direction d'évolu-
tion du contour choisie est celle de la normale au contour, N.
L'équation d'évolution déduite de la dérivée du critère (9.10) est :
∂Γ
∂τ
(p, τ) = α
ref−N∑
n=ref−1
(Iref (x)− In(xn(Ω(τ))))2N (9.11)
où α est une constante positive qui peut être considérée comme un pas
d'évolution, par analogie avec le pas de descente d'un algorithme de descente
de gradient. On note x = Γ(p, τ) et xn(Ω(τ)) l'image de x par le modèle demouvement p(Ω(τ)) composé ref − n fois.
Remarquons, de plus, que l'évolution du contour nécessite l'évaluation des
paramètres de mouvement à chaque itération (voir section 9.3).
9.2.2 Équation d'évolution pour le suivi d'objets en mouvement
Dans le cadre du suivi d'objets en mouvement, et pour les raisons évoquées
à la section 8.2.2 page 96, la direction d'évolution du contour actif suit celle
du mouvement de l'objet. L'équation d'évolution du contour actif se présente
comme suit :
∂Γ
∂τ
(p, τ) = α
ref−N∑
n=ref−1
(Iref (x)− In(xn(Omega(τ))))2M p(Ω(τ)) (9.12)
L'utilisation des paramètres de mouvement permet, lors de l'évolution du
contour actif, de prendre en compte des propriétés globales à l'objet, et non
plus seulement locales comme pour la segmentation.
9.3 Estimation du mouvement
Le vecteur des paramètres de mouvement p(Ω) vériﬁe :
p(Ω) = argminp
ref−N∑
n=ref−1
∫
Ω
(Iref (x)− In(xn(Ω)))2 dx . (9.13)
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Le vecteur des paramètres de mouvement p(Ω) reste constant sur la région
qu'il décrit tout au long de la séquence de N +1 images. En d'autres termes,
on peut estimer le point xn−1 de l'image In−1 correspondant au point xn del'image In à partir de l'équation :
xn−1 = xn +M(xn, n)p(Ω) , ∀n tel que ref − 1 ≤ n ≤ ref −N (9.14)
Cependant, le critère est déﬁni entre un point x de l'image de référence Irefet son correspondant xn dans l'image In, pour n compris entre ref − 1 et
ref −N . On doit donc évaluer l'expression du point xn par rapport au pointde référence x. De proche en proche on obtient :
xref−1 = x+M(x, nref ) p(Ω)
xref−2 = xref−1 +M(xref−1, nref−1) p(Ω)
= x+ [M(x, nref ) +M(xref−1, nref−1)] p(Ω)
xref−3 = x+ [M(x, nref ) +M(xref−1, nref−1) +M(xref−2, nref−2)] p(Ω)
Soit pour un point xn de l'image In :
xn = x+ [M(x, nref ) + · · ·+M(xref−n+1, nref−n+1)︸ ︷︷ ︸
ref−n termes
] p(Ω) (9.15)
L'expression de xn dans l'équation (9.15) fait intervenir les matrices
M(x, nref ) à M(xn+1, nref−n+1), ce qui nécessite sous cette forme de nom-breux calculs numériques. Cependant, pour des modèles de mouvement de
type translation uniforme et homothétie, l'expression de xn en fonction de xs'avère beaucoup plus simple.
9.3.1 Modèle de translation uniforme
Dans le cas où la matrice M(x, n) est indépendante de x et de n, soit
M(x, n) = M , l'expression de xn en fonction de x, point de la région Ωdans l'image Iref , est simple :
xn(Ω) = x+ (ref − n) M p(Ω) ∀n tel que ref − 1 ≤ n ≤ ref −N (9.16)
Par exemple, pour une translation uniforme, M(x, n) = Id, où Id est la
matrice identité :
xn(Ω) = x+ (ref − n) p(Ω) ∀n tel que ref − 1 ≤ n ≤ ref −N (9.17)
9.3. Estimation du mouvement 109
La dérivée de l'énergie (9.13) par rapport aux paramètres de mouvement p
vaut :
dE(p) = −2
ref−N∑
n=ref−1
∫
Ω
(Iref (x)− In(x+ (ref − n) Mp))
(ref − n) MT ∇In(x+ (ref − n) Mp) dx . (9.18)
où M est la matrice identité dans le cas d'une translation uniforme.
9.3.2 Modèle de translation uniforme et d'homothétie centrée
Pour un modèle de mouvement de type homothétie centrée suivi d'une trans-
lation, si l'on garde la notation
xn−1 = xn +M(xn, n) p(Ω) , ∀n tel que ref − 1 ≤ n ≤ ref −N (9.19)
on a :
M(x, n) =
(
x(x)− x(gΩ) 1 0
y(x)− y(gΩ) 0 1
)
et p =
(
k − 1
a
)
(9.20)
où gΩ est le barycentre de Ω. L'expression de xn n'est alors guère plus simpleque celle de l'équation (9.15).
Aﬁn d'éviter l'estimation successive des matrices M(x, nref ) à
M(xn+1, nref−n+1) (voir équation (9.15)), nous avons préféré exprimer
xn−1 comme l'image de xn par l'homothétie de centre gΩ, barycentre dela région Ω, et de facteur d'échelle k puis la translation de vecteur b,
c'est-à-dire comme suit :
xn − gΩ = k(xn−1 − gΩ) + b (9.21)
Notons xn,g = xn − gΩ les coordonnées de xn dans le repère d'origine gΩ,l'équation précédente s'écrit alors :
xn,g = k xn−1,g + b (9.22)
L'expression du point xn s'écrit alors simplement :
xn,g = k
ref−n xg + b
ref−n−1∑
j=0
kj (9.23)
où xg représente les coordonnées du point x dans le repère d'origine gΩ.
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La dérivée du critère d'énergie (9.13) par rapport aux paramètres de mouve-
ment p vaut :
dE(p) = −2
ref−N∑
n=ref−1
∫
Ω (Iref (x)− In(xn(Ω))) (9.24)(ref − n)kref−n−1 x+ b ref−n−1∑
j=0
jkj−1
ref−n−1∑
j=0
kj
T∇In(xn) dx
Chapitre 10
Résultats expérimentaux
Dans ce chapitre nous allons appliquer le cadre de travail précédent à la
segmentation et au suivi d'objets en mouvement.
10.1 Segmentation/estimation conjointes du mouve-
ment
Nous évaluerons tout d'abord l'estimation du mouvement en la comparant
à l'estimation par block-matching puis par des méthodes classiques d'esti-
mation du ﬂot optique. Ensuite nous validerons la segmentation d'images
réelles.
10.1.1 Validation de l'estimation du mouvement
Aﬁn d'évaluer la qualité de l'estimation du mouvement, nous allons déﬁnir
une région sur laquelle nous estimerons le mouvement suivant l'équation (voir
section 9.3) :
p(Ω) = argminp
ref−N∑
n=ref−1
∫
Ω
(Iref (x)− In(xn(Ω)))2 dx . (10.1)
Nous comparerons notre estimation à deux types de méthodes : le block-
matching et des méthodes classiques d'estimation du ﬂot optique.
Comparaison avec une estimation de type block-matching
Pour cette première comparaison, la région d'intégration Ω est un bloc.
Pour se placer dans des conditions équivalentes à celles de l'estimation par
block-matching, le modèle de mouvement représente une translation entre
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deux images (voir section 8.3.1 page 99).
Les paramètres de l'estimation par block-matching sont classiques : le critère
de comparaison du block-matching est la somme des diﬀérences au carré
(SSD), la méthode de recherche est exhaustive, la fenêtre de recherche va de
−15 pixels à +15 pixels horizontalement et verticalement, et la précision est
au demi-pixel.
Contrairement au block-matching, notre méthode n'impose aucune limite
d'amplitude ou de précision.
Les résultats obtenus pour la séquence Foreman sont présentés en ﬁgure 10.1.
Fig. 10.1  Estimation du mouvement entre les images 80 et 79 de la séquence
Foreman : à gauche, l'estimation par l'équation (10.1), à droite, l'estimation
par block-matching.
Les critères de comparaison entre deux blocs, aussi bien pour notre méthode
que pour le block-matching, perdent leur sens sur des régions homogènes.
Dans les deux cas, tout bloc dont la variance est inférieure à un certain seuil
est considéré comme homogène et se voit assigner un vecteur de mouvement
nul (on retrouve de tels blocs sur le casque de Foreman).
Pour évaluer quantitativement les résultats, nous estimons l'image 80 par
une prédiction backward pour chaque estimation des vecteurs de mouve-
ment. La prédiction d'une image en backward suit le même principe que la
compensation du mouvement de la caméra présentée en Annexe A.2 page
142. De l'image des erreurs entre l'image 80 réelle et celle prédite, nous
déduisons le rapport signal à bruit (PSNR : peak signal to noise) de chacune
des méthodes. La méthode proposée améliore le PSNR de près de 1dB, son
PSNR est de 33.87dB contre 32.88 pour le block-matching.
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Les histogrammes de l'erreur de prédiction pour chaque méthode conﬁrment
ces résultats (voir ﬁgure 10.2).
Fig. 10.2  Histogrammes de l'erreur de prédiction pour l'image 80 : en rouge
notre méthode, en bleu le block-matching.
Si l'estimation par la résolution de l'équation (10.1) donne, dans ce cas, de
meilleurs résultats que le block-matching, elle a toutefois l'inconvénient de dé-
pendre de son initialisation. Le risque est de trouver un minimum local, alors
que le block-matching assure, pour une précision et une fenêtre de recherche
ﬁxées, de trouver le minimum global. Une solution qui allie les avantages des
deux méthodes consiste à initialiser l'estimation de l'équation (10.1) par un
block-matching exhaustif au pixel, par exemple. Cette méthode sera mise en
oeuvre pour la segmentation et le suivi d'objets en mouvement, présentés
aux sections suivantes, mais ne sera pas utilisée pour la comparaison avec les
méthodes classiques de ﬂot optique.
Comparaison avec des méthodes classiques de ﬂot optique
L'évaluation de nos résultats par rapport à des méthodes de ﬂot op-
tique s'appuie sur les travaux de Barron et al. [4]. Nous comparons nos
résultats, obtenus sur une de leurs séquences de test, translating tree,
dont le mouvement réel est connu, avec ceux obtenus par des méthodes
d'estimation du ﬂot optique, suivant des critères déﬁnis par Barron et al..
Le mouvement, connu, de la séquence, est un mouvement de translation
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horizontale, dont l'amplitude va croissante de la gauche à la droite de l'image.
Fig. 10.3  A gauche : l'image originale ; A droite : les vecteurs de déplace-
ment obtenus en estimant le mouvement par blocs 15 ∗ 15 sur 3 images.
Notre méthode s'appuie sur l'estimation du mouvement sur une région. Nous
découpons l'image en blocs 15*15 (l'image a une taille de 150 ∗ 150 pixels)
et estimons le mouvement sur chacun de ces blocs. Nous assignons à chaque
pixel du bloc le mouvement du bloc, aﬁn de comparer notre méthode à des
méthodes estimant des champs denses. Cette méthode nous désavantage
légèrement car le mouvement réel est diﬀérent pour chaque pixel.
L'estimation du mouvement est eﬀectuée entre 3 images, et pour un modèle
de mouvement de translation (voir ﬁgure 10.3).
Tab. 10.1  Comparaison de l'estimation de mouvement avec les résultats de
Barron et al. [4].
Technique  σ δ
Horn et Schunck (original) 38.72◦ 27.67◦ 100%
Uras et al. (sans seuil) 0.62◦ 0.52◦ 100%
Fleet et Jepson (τ = 1.25) 0.23◦ 0.19◦ 49.7%
Méthode proposée 0.33◦ 0.21◦ 81%
Le tableau 10.1 présente des résultats extraits de [4], plus précisément
ceux de la meilleure méthode dont la densité est supérieure à 75%, ceux
de la meilleure méthode toutes densités confondues, et les résultats de la
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méthode classique de Horn et Schunck. La ligne en gras présente nos résultats.
Notations :  est l'erreur angulaire moyenne, σ la déviation standard de l'er-
reur, et δ est la densité des pixels pris en compte dans le calcul de  et σ.
Estimation du mouvement sur une région
La ﬁgure 10.4 présente un résultat obtenu sur la séquence Foreman avec
l'énergie calculée sur 3 images et un modèle de mouvement de translation.
Cette fois la région Ω a été segmentée manuellement et détoure le visage
et les épaules de Foreman. Une estimation par block-matching exhaustif, au
Fig. 10.4  Estimation du mouvement par région sur 3 images de la séquence
Foreman.
pixel et sur des blocs 16∗16, sert d'initialisation à l'algorithme de descente de
gradient. Pour une meilleure visualisation des vecteurs de mouvement, nous
représentons un vecteur de mouvement par bloc au lieu d'un seul vecteur
pour toute la région.
10.1.2 Validation de la segmentation conjointe
Nous appliquons l'algorithme d'estimation et de segmentation conjointes du
mouvement sur 2 images consécutives de la séquence Coastguard. Le critère
est déﬁni sur un groupe de trois images pour un modèle de mouvement de
translation.
Les résultats sont présentés à la ﬁgure 10.5.
Remarquez que l'antenne à l'avant du bateau (presque invisible sur les deux
images) arrête l'évolution du contour actif de l'image 251, l'empêchant de
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Fig. 10.5  Estimation et segmentation conjointes du mouvement de 2 images
successives de la séquence Coastguard sur un groupe de 3 images. Sur la
première ligne : le contour initial et la segmentation de l'image 250 ; Sur la
deuxième ligne : Idem pour l'image 251.
s'approcher de l'antenne principale du bateau. Ce phénomène s'observe aussi
sur l'image 250 mais est moins prononcé et ne concerne que le haut de l'an-
tenne.
10.2 Suivi d'objets en mouvement
10.2.1 Directions d'évolution du contour actif
Nous créons une séquence synthétique en superposant le visage de Foreman à
un fond d'image. Le fond restant ﬁxe, nous appliquons au visage de Foreman
une translation horizontale de 3 pixels entre chaque image de la séquence
synthétique. La première image est segmentée manuellement.
Nous souhaitons comparer, pour les mêmes images, les directions d'évolution
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du contour actif, suivant la normale, et suivant le mouvement.
Pour l'équation d'évolution du contour actif suivant la normale, le suivi
d'objets en mouvement est mis en oeuvre par un algorithme de contours
actifs, dont le critère est déﬁni par une compétition de régions entre Ωout le
fond de l'image de référence, et Ωin l'objet de référence :
E(Ωin,Ωout) =
ref−N∑
n=ref−1
(∫
Ωin
(Iref (x)− In(xn(Ωin)))2 dx
+
∫
Ωout
(Iref (x)− In(xn(Ωout)))2 dx
)
(10.2)
où
p(Ωin) = argminp
ref−N∑
n=ref−1
∫
Ωin
(Iref (x)− In(xn(Ωin)))2 dx (10.3)
et
p(Ωout) = argminp
ref−N∑
n=ref−1
∫
Ωout
(Iref (x)− In(xn(Ωout)))2 dx (10.4)
L'équation d'évolution du contour actif est dirigée suivant la normale :
∂Γ
∂τ
(p, τ) = α
(
ref−N∑
n=ref−1
(Iref (x)− In(xn(Ωin(τ))))2
+
ref−N∑
n=ref−1
(Iref (x)− In(xn(Ωout(τ))))2
)
N (10.5)
où le modèle de mouvement est une translation :
xn = x+ (n− ref)p(Ω(τ)) avec x = Γ(p, τ) pour Ω = Ωin ou Ωout.
Pour une équation d'évolution dirigée suivant la normale, la compétition
de régions est nécessaire si l'on souhaite que le contour puisse évoluer vers
l'intérieur ou vers l'extérieur du contour. En eﬀet si le critère n'était composé
que du terme déﬁni sur l'objet, pour minimiser le critère, le contour actif
évoluerait de sorte à minimiser l'aire de l'objet. Le terme déﬁni sur le fond
de l'image est nécessaire pour compenser l'inﬂuence du terme déﬁni sur
l'objet, et permettre au contour d'évoluer dans les deux sens.
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En conséquence, l'algorithme sera sensible aux occlusions du fond (voir le
détail de la ﬁgure 10.6.a).
Pour une équation d'évolution suivant le mouvement, seuls les termes sur
l'objets sont nécessaires. L'équation d'évolution est :
∂Γ
∂τ
(p, τ) = α
(
ref−N∑
n=ref−1
(Iref (x)− In(xn(Ωin(τ))))2
)
Mp(Ωin(τ))(10.6)
où le modèle de mouvement est une translation :
xn(Ω
in(τ)) = x+ (n− ref)p(Ωin(τ)) avec x = Γ(p, τ).
L'objet est segmenté suivant son mouvement. Suivant l'évolution du contour,
le mouvement de la région Ωin(τ) peut changer de sens, alors que la normale
intérieure au contour ne déﬁnit qu'un seul sens de propagation. Lors d'une
évolution suivant le mouvement, l'occlusion du fond de l'image n'a pas d'eﬀet
sur la qualité de la segmentation (voir le détail de la ﬁgure 10.6.b). Une
occlusion de l'objet lui-même, par contre, ne serait pas sans conséquence.
a. direction d'évolution suivant la normale b. direction d'évolution suivant le mouvement
Fig. 10.6  Suivi d'objet en mouvement sur la séquence synthétique crée à
partir de Foreman.
10.2.2 Résultats en suivi d'objets en mouvement
Nous avons appliqué à la séquence ﬂower and garden, l'équation d'évolution :
∂Γ
∂τ
(p, τ) = α
(
ref−N∑
n=ref−1
(Iref (x)− In(xn(Ωin(τ))))2
)
Mp(Ωin(τ))(10.7)
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où le modèle de mouvement est une translation :
xn(Ω
in(τ)) = x+ (n− ref)p(Ωin(τ)), avec x = Γ(p, τ).
La première image a été segmentée manuellement, et le suivi a été eﬀectué
sur 15 images consécutives. La ﬁgure 10.7 présente quatre images de la sé-
quence extraites toutes les 5 images. Le haut de l'arbre, plus précisément les
Fig. 10.7  Suivi d'objets en mouvement sur 15 images de la séquence ﬂower
and garden avec l'équation d'évolution suivant la direction du mouvement.
branches, n'est pas très bien segmenté, cela est probablement dû au modèle
de mouvement trop simple.
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Quatrième partie
Conclusions et perspectives
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Conclusions
Dans ce mémoire nous proposons des modèles de contours actifs pour la
segmentation d'images et de vidéos.
Notre approche est variationnelle, c'est-à-dire que le problème de segmen-
tation est formulé comme la minimisation d'un critère. La dérivation du
critère permet de déduire l'équation d'évolution du contour actif.
Deux types de termes peuvent constituer un critère de segmentation : des
termes de contour et des termes de région. Dans les deux cas, un terme
s'écrit comme l'intégrale sur la région (ou le contour) d'une fonction appelée
descripteur de la région (ou du contour). Certains descripteurs de région ap-
portent des informations globales sur les propriétés des régions, comme leur
moyenne, leur variance, leur entropie, leur histogramme ou leur mouvement.
Les termes de région correspondants dépendent alors doublement de la
région : comme intégrale sur la région d'un descripteur dépendant lui-même
de la région. On appelle ces termes à double dépendance. En fonction de la
dépendance du critère à la région, la dérivation du critère par rapport à
la région n'est pas aisée. Nous utilisons à cette ﬁn des outils de dérivation
empruntés à l'optimisation de domaine : les gradients de forme.
Nous présentons, dans ce mémoire, la dérivation de chaque type de
termes eﬀectuée par la méthode des gradients de forme, en portant une at-
tention particulière à la dérivation des termes de région à double dépendance.
La contribution de cette thèse réside dans l'élaboration et l'étude de deux
descripteurs particuliers de régions.
Le premier descripteur déﬁnit un a priori géométrique sans contrainte
paramétrique : l'objectif est de minimiser la distance euclidienne du contour
actif à un contour de référence. Nous ne faisons pas l'hypothèse d'une
transformation paramétrique entre le contour actif et le contour de référence,
et notre critère ne dépend pas d'une paramétrisation particulière du contour.
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En ce sens, notre critère n'impose aucune contrainte paramétrique au
contour actif. Nous proposons deux dérivations possibles du critère d'a
priori : par le calcul des variations, et par les gradients de forme, et en
déduisons l'équation d'évolution du contour actif pour ce critère. Puis nous
proposons trois applications du critère d'a priori géométrique.
Utilisé seul, ce critère est appliqué à la déformation de contours ou shape
warping. Les résultats obtenus montrent qu'il n'y a aucune contrainte
paramétrique de forme sur le contour actif. Le contour se rapproche du
contour de référence en se déformant librement.
Pour des applications de segmentation de régions, nous combinons le terme
d'a priori géométrique avec un terme de région statistique sur l'objet, et
un terme de régularisation classique. Aﬁn de montrer l'intérêt du terme d'a
priori, nous comparons notre méthode à une compétition de régions utilisant
le même descripteur statistique, sur le fond de l'image et sur l'objet. Le
terme d'a priori géométrique nous dispense d'utiliser un terme de région
décrivant le fond de l'image. En eﬀet, cet a priori entre en compétition
avec les informations statistiques de l'objet, et les informations statistiques
du fond de l'image ne sont plus nécessaires. Le terme d'a priori permet
à l'utilisateur d'interagir en déﬁnissant un contour de référence détourant
grossièrement l'objet d'intérêt.
Le terme d'a priori géométrique, associé à un descripteur statistique
de la région de l'objet et à un terme de régularisation, est appliqué au
suivi de région. Le terme d'a priori permet d'introduire une cohérence
temporelle. Cette cohérence est liée au fait que le contour de référence,
déﬁni une seule fois par l'utilisateur sur la première image, se déduit ensuite
du contour ﬁnal de l'image précédente, pour les autres images de la séquence.
Le deuxième descripteur déﬁnit un critère de segmentation d'image en ob-
jets en mouvement, conjointement à l'estimation du mouvement de la région
segmentées. La plupart des méthodes d'estimation du mouvement font l'hy-
pothèse, communément admise, que l'intensité lumineuse d'un pixel ne varie
pas le long de sa trajectoire. Mais le problème ainsi posé est sous-déterminé.
Nous posons l'hypothèse d'un mouvement constant par région, en étendant
le domaine d'application de l'hypothèse, d'un point à une région. Nous re-
streignons également le mouvement en le représentant par un modèle de
mouvement paramétrique.
Le critère est tout d'abord déﬁni sur deux images successives, puis pour un
groupe d'images, dont la dernière est choisie comme image de référence.
Nous dérivons le critère par rapport à la région par la méthode des gra-
dients de forme, et proposons deux équations d'évolution du contour actif :
une dirigée suivant la normale au contour, pour la segmentation d'objets en
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mouvement, et une dirigée suivant le mouvement de l'objet, pour le suivi
d'objets en mouvement.
Nous étudions la méthode d'estimation du mouvement déﬁnie conjointement
par le critère, pour un modèle de mouvement polynômial, en nous attachant
plus particulièrement aux modèles de translation uniforme et de d'homothé-
tie.
Nous avons appliqué ce critère à l'estimation et la segmentation conjointe du
mouvement. Nous évaluons la qualité de l'estimation du mouvement, pour
une région donnée, en la comparant à des méthodes classiques d'estimation
du ﬂot optique et à une méthode de mise en correspondance, sur une sé-
quence synthétique dont le mouvement est connu. Puis, nous appliquons le
critère conjoint à la segmentation d'images réelles. Le critère de segmentation
comprend alors le terme de segmentation et d'estimation conjointe déﬁni sur
l'objet, et le même terme déﬁni sur le fond de l'image, établissant une com-
pétition entre les deux régions. Le contour actif évolue suivant la direction
de sa normale intérieure.
Nous présentons les résultats obtenus en suivi d'objets en mouvement en
comparant les deux directions d'évolution du contour actif : suivant la nor-
male au contour et suivant le mouvement. Lorsque l'équation d'évolution est
dirigée suivant la normale, la compétition de régions est nécessaire si l'on
souhaite que le contour puisse évoluer dans les deux sens de la direction. En
conséquence, l'algorithme est sensible aux zones de recouvrement du fond.
Lorsque l'équation d'évolution est dirigée suivant le mouvement, seul le terme
sur l'objet est nécessaire. Les zones de recouvrement du fond de l'image n'a
alors pas d'eﬀet sur la qualité de la segmentation.
Perspectives
Les descripteurs déﬁnis dans ce document et les résultats obtenus permettent
d'ouvrir de nouveaux axes de réﬂexions.
D'un point de vue applicatif, le critère d'a priori géométrique pourrait
fournir un cadre de travail pour le développement d'une méthode de mor-
phing, technique utilisée en post-production, ainsi que pour l'interpolation
temporelle d'une séquence vidéo, nécessaire au codage prédictif et à la
conversion de standards.
Le critère d'a priori géométrique déﬁnit une carte de distance du contour
actif au contour de référence. Le choix d'une implémentation par ensembles
de niveaux introduit le concept de carte des distances au contour actif. En
posant l'hypothèse de conservation des ensembles de niveaux, on pourrait
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spéciﬁer une correspondance entre les surfaces déﬁnies par les contours actifs
et de référence.
En prenant comme surface deux visages, cela reviendrait à eﬀectuer le
morphing d'un visage à l'autre. En prenant comme surface deux images
successives d'une vidéo, cela permettrait de sur-échantillonner la vidéo.
En imagerie médicale, un contour de référence est généralement déﬁni
à partir d'un atlas ou d'un modèle statistique, créé par apprentissage
à partir d'un certain nombre de courbes. Ces applications nécessitent
l'introduction d'un a priori plus contraint que celui déﬁni par notre critère
d'a priori géométrique. Certaines méthodes de segmentation par contours
actifs [15, 16, 55, 69, 75] font alors l'hypothèse d'une transformation para-
métrique entre le contour actif et le contour de référence. L'estimation des
paramètres de la transformation est couplée au problème de segmentation.
Une extension de nos travaux consisterait à déﬁnir un critère minimisant la
distance entre le contour actif et la transformée, par rapport à un modèle
paramétrique, du contour de référence. Dans l'esprit de la déﬁnition du
critère de segmentation et d'estimation conjointe du mouvement, proposée
dans ce document, le problème de minimisation de l'énergie serait conjoint
et non couplé. Le problème couplé consiste à voir l'énergie comme fonction
du contour et des paramètres de mouvement. On obtient itérativement
une segmentation, en dérivant l'énergie par rapport au contour pour des
paramètres ﬁxés, et une estimation des paramètres, en minimisant l'énergie
par rapport aux paramètres pour un contour ﬁxé. Le problème conjoint
consisterait à déﬁnir deux énergies dépendantes du contour : une pour la
segmentation utilisant les paramètres de mouvement, et l'autre l'estima-
tion de la transformation paramétrique. La minimisation de l'énergie de
segmentation doit prendre en compte la dépendance des paramètres de la
transformation au contour. En fonction du choix de l'énergie déﬁnissant les
paramètres de la transformation, l'équation d'évolution du contour actif
est loin d'être évidente. L'estimation des paramètres de la transformation
permet également de recaler les images.
En outre, il serait intéressant d'étendre le critère d'a priori géométrique
à la dimension supérieure. Le critère déﬁni dans ce document minimise
la distance du contour actif à un contour de référence. On pourrait
minimiser la distance d'une surface active à une surface de référence.
Il faudrait porter une attention particulière à la déﬁnition de distance
entre surfaces introduite dans l'a priori géométrique. Son application à
la segmentation et au suivi d'objets 3D étendrait celle proposée dans ce
document pour la segmentation d'image et le suivi de régions dans une vidéo.
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Cinquième partie
Annexe : Détection d'objets en
mouvement
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En l'absence de mouvement de caméra, les objets en mouvement représentent
la source principale de diﬀérence entre deux images. Partant de ce constat
simple, une segmentation courante de l'image consiste à déﬁnir :
 le fond de l'image comme la partie statique de l'image
 le ou les objets comme la partie mobile de l'image
Cette segmentation est donc une détection du mouvement.
Une des méthodes les plus simples de détection de mouvement consiste en
l'étude de la diﬀérence entre deux images, la FD (frame diﬀerence), pour
des séquences à caméra ﬁxe. Aﬁn d'étendre la segmentation à l'ensemble
des vidéos, il faudra prendre en compte dans notre déﬁnition un éventuel
mouvement de la caméra.
Pour les séquences à caméra mobile, on ne peut plus déﬁnir l'objet comme
l'ensemble des pixels en mouvement, car le mouvement de la caméra induit
un mouvement de tous les pixels de l'image. Cependant les pixels de l'objet
ont un mouvement local propre qui s'ajoute à ce mouvement global. L'objet
va donc être déﬁni comme l'ensemble des pixels ne suivant pas le mouvement
dominant de l'image.
Une gestion simple du mouvement de la caméra consiste à compenser le
mouvement de la caméra, c'est-à-dire recaler l'une des images sur l'autre,
pour s'approcher d'un cadre de caméra ﬁxe. La détection s'appuie sur la
DFD (Displaced frame diﬀerence), image diﬀérence des deux images, dont
l'une est compensée en mouvement.
Toujours dans le but de séparer le fond de l'image des objets en mouvement,
certaines méthodes s'appuient sur l'estimation d'une image représentant le
fond statique de la scène, appelé fond de la séquence. Lorsque le fond de
la séquence est connu, la détection des objets en mouvement est directe.
Pour estimer le fond de la séquence, ces méthodes utilisent plusieurs images
successives de la séquence.
Pour des séquences à caméra ﬁxe, Jehan-Besson et al. [50] proposent un
critère de détection de mouvement fondé sur la diﬀérence entre le fond
estimé de la séquence considérée et l'image courante. Le fond d'une séquence
de n images est considéré comme une moyenne de ces n images. Aﬁn
d'éliminer les valeurs correspondant aux objets en mouvement, les outliers,
les auteurs introduisent dans leur critère un M-estimateur et minimisent la
diﬀérence pondérée entre le fond et chacune des images par un algorithme
de minimisations alternées.
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Pour des séquences à caméra mobile, le fond de la séquence est appelé
mosaïque. De nombreuses méthodes de construction de mosaïques sont
présentées dans [44].
Nous proposons un descripteur utilisant le fond de la séquence ou mosaïque,
aﬁn d'étendre l'approche à caméra ﬁxe, présentée par S. Jehan-Besson et
al. dans [50], à des séquences à caméra mobile. Notre méthode repose sur
deux étapes : l'estimation du fond de la séquence appelé mosaïque, puis la
segmentation à partir du fond de l'image, extrait de la mosaïque.
Construire une mosaïque revient, pour chaque image, à extraire, même
grossièrement, leur fond et à positionner ce fond par rapport à une image
de référence. Cela suppose d'avoir une certaine idée de ce que sera le
fond de chaque image, ce qui nécessite une segmentation préalable. Cette
pré-segmentation n'a pas besoin d'être très précise : on la dira grossière,
car on ne cherche pas à segmenter l'objet, mais juste à s'assurer que tous
les pixels qui serviront à la construction de la mosaïque appartiennent
au fond de chaque image. Pour cela, la pré-segmentation sera en fait une
sur-segmentation fondée sur un descripteur classique s'appuyant sur deux
images successives.
Ensuite, pour insérer dans la mosaïque les pixels du fond de chaque image,
il faut compenser chacun des fonds, c'est-à-dire les placer dans le repère de
l'image choisie comme image de référence. Compenser le fond d'une image
par rapport à celle de référence nécessite de connaître le mouvement entre
ces images.
Pour résumer, la construction de la mosaïque requiert les étapes suivantes :
 estimer et compenser le mouvement de la caméra entre deux images
successives, l'image courante et sa précédente,
 pré-segmenter en utilisant un descripteur s'appuyant sur deux images :
l'image courante et l'image précédente compensée en mouvement,
 estimer et compenser le mouvement de la caméra entre l'image courante
et l'image de référence,
 insérer dans la mosaïque le fond de l'image courante par rapport à
l'image de référence.
Une fois la mosaïque construite, nous disposons du fond de la séquence et
du mouvement de la caméra entre chaque image et l'image de référence.
Nous pouvons extraire de la mosaïque le fond de chaque image. Nous avons
à présent tous les éléments nécessaires à la segmentation ﬁnale, fondée
principalement sur la diﬀérence entre l'image et son fond.
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L'ensemble des étapes-clés de notre méthode est résumé et illustré par la
ﬁgure 8.
Compensation du mouvement de la caméra
Estimation et compensation du modèle
de mouvement de la caméra entre l'image
courante et l'image précédente.
Segmentation grossière
J(Γ) =
∫
Ωoutn
|In − Icompn | dx
+
∫
Ωinn
α dx+
∫
Γn
λ ds
Mise à jour de la mosaïque
Estimation du modèle de mouvement de la caméra
entre l'image courante et l'image de référence.
Extraction du fond de l'image
À partir de la mosaïque et du modèle de la caméra
entre l'image courante et l'image de référence
Segmentation ﬁnale
J(Γ) =
∫
Ωoutn
|Bn − In| dx
+
∫
Ωinn
α dx+
∫
Γn
λ ds
Fig. 8  Étapes-clés de l'algorithme de détection de mouvement à partir
d'une mosaïque.
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Estimation du fond de la
séquence : la mosaïque
La première étape de notre algorithme consiste à construire la mosaïque de
la séquence choisie. L'intérêt pour les mosaïques va croissant et dépasse le
simple eﬀet visuel panoramique pour servir de base à une représentation
complète et eﬃcace de la séquence en compression vidéo ou en indexation.
Dans [44] les auteurs distinguent deux types de mosaïques : statiques et
dynamiques. Les mosaïques statiques rendent compte du contenu statique
de la séquence, c'est-à-dire exploitent les redondances temporelles. Les
objets en mouvement vont de ce fait disparaître complètement, ou persister
sous forme de traces résiduelles ou fantômes. Les diﬀérences entre l'image
courante et la partie de la mosaïque qui lui correspond, appartiennent en
majeure partie aux objets en mouvement.
Les mosaïques dynamiques, quant à elles, sont une suite de mosaïques
évoluant à chaque nouvelle image, liées fortement à l'image en cours.
Contrairement à la mosaïque statique, qui privilégie les informations
redondantes (typiquement le fond des images), la mosaïque dynamique
privilégie les données les plus récentes acquises à partir de l'image courante.
Les diﬀérences entre l'image courante et la partie de la mosaïque qui lui est
associée résulte donc de l'intégration des données des images précédentes.
Étant donné que nous souhaitons disposer du fond de chacune des images,
nous nous sommes naturellement tournés vers une représentation statique
du fond de la séquence.
La construction de la mosaïque induit une première estimation grossière
du fond de l'image. Le fond de l'image est extrait par une segmentation
visant à minimiser la diﬀérence entre l'image courante et l'image précédente
compensée en mouvement. Il est donc nécessaire d'estimer et de compenser
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le mouvement de la caméra entre l'image courante et l'image précédente.
Nous avons choisi de représenter le mouvement de la caméra par un
modèle de mouvement aﬃne. Ensuite, il reste à recaler le fond estimé
de l'image courante dans le repère de l'image de référence, et à mettre à
jour la mosaïque. Là encore, il est nécessaire d'estimer le modèle de mou-
vement de la caméra, cette fois entre l'image courante et l'image de référence.
Dans cette section, nous présenterons non pas les étapes successives de l'al-
gorithme de construction de la mosaïque, mais les méthodes-clés mises en
oeuvre. En eﬀet, l'estimation et la compensation du mouvement de la ca-
méra mettent en oeuvre les mêmes méthodes, qu'elles soient eﬀectuées entre
l'image courante et la précédente, ou entre l'image courante et celle de réfé-
rence. Rappelons que les étapes de l'algorithme sont résumées dans la ﬁgure
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Les méthodes-clés qui seront détaillées par la suite concernent l'estimation du
mouvement de la caméra (section A.1), la compensation du mouvement de
la caméra (section A.2), l'extraction grossière du fond de chaque image (sec-
tion A.3) et enﬁn la mise à jour de la mosaïque (section A.4).
A.1 Estimation du mouvement de la caméra
L'estimation du mouvement entre deux images repose principalement sur
deux choix :
 le choix du modèle de représentation du mouvement,
 le choix de la méthode d'estimation du modèle de mouvement.
Les modèles de mouvement se classent en deux catégories :
 les modèles non paramétrés, qui reposent sur un champ de mouvement
dense,
 les modèles paramétrés, qui représentent le mouvement d'une région
par un jeu de paramètres.
Le mouvement de la caméra est, par hypothèse, le mouvement dominant de
l'image, et les objets, par déﬁnition, sont les régions ayant un mouvement
diﬀérent du mouvement dominant.
Puisqu'il s'agit d'estimer le mouvement de la région principale de l'image, les
modèles paramétrés semblent donc tout indiqués. De plus, comme tous les
pixels d'une région contribuent à l'estimation d'un jeu de paramètres, celle-ci
gagne en robustesse et en précision.
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Fig. A.1  Estimation du mouvement dite Backward
Le modèle de mouvement choisi pour représenter le mouvement de la caméra
est un modèle aﬃne à 6 paramètres, car il représente un bon compromis
entre la précision et le coût calculatoire [27].
La méthode d'estimation du modèle de mouvement se déroule en deux temps :
 l'image est découpée en blocs, et un algorithme de mise en correspon-
dance ou block-matching associe un vecteur de mouvement à chaque
bloc,
 un algorithme de minimisation déﬁnit le modèle de mouvement le plus
représentatif de l'ensemble des vecteurs de mouvement.
A.1.1 Estimation du mouvement par mise en correspondance
Le principe du block-matching est le suivant : les images étant préalablement
découpées en blocs, on cherche pour chaque bloc de l'une des deux images
le bloc de l'autre image qui lui ressemble le plus. Le déplacement noté
v = (u, v)T du bloc se déduit de la diﬀérence d'emplacement des blocs consi-
dérés. Cette estimation peut se faire en recherchant les blocs correspondant
à ceux de l'image courante, soit dans l'image suivante et la recherche est
dite forward, soit dans l'image précédente et la recherche est dite backward.
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Il existe plusieurs méthodes de recherche du bloc correspondant mais toutes
s'eﬀectuent dans une fenêtre de recherche déﬁnie par un paramètre de
déplacement maximal.
Parmi les nombreuses méthodes de recherche de block-matching, citons
le block-matching exhaustif, qui compare le bloc courant à tous les blocs
contenus dans la fenêtre de recherche de l'autre image. Cette recherche
exhaustive assure d'obtenir un minimum global pour la précision choisie,
mais a pour principal inconvénient un coût calculatoire important.
Des méthodes de recherche alternatives tendent à réduire considérablement
le coût calculatoire, tout en approchant au mieux la qualité d'estimation du
block-matching exhaustif.
Citons l'algorithme précurseur de three-step search [53] qui recherche le bloc
optimal dans un 8-voisinage à 4 pixels de distance, puis, autour du centre
de ce bloc optimal, réitère la recherche pour un 8-voisinage à 2 pixels de
distance et enﬁn, autour du nouveau bloc optimal, recherche le meilleur bloc
dans un 8-voisinage à 1 pixel de distance.
Enﬁn Zhu et al. [92] proposent deux algorithmes itératifs améliorés dans
le même esprit, utilisant des motifs de recherche non plus en carré, comme
pour le three-step search, mais en diamant. Ces algorithmes améliorent la
qualité de l'estimation par rapport au three-step search tout en réduisant le
coût calculatoire.
Si le principal avantage des méthodes non exhaustives est leur coût calcu-
latoire réduit, elles présentent toutefois le risque d'obtenir un minimum local.
Aﬁn de pouvoir estimer les vecteurs de déplacement à une précision inférieure
au pixel, l'image In−1 a été interpolée par le ﬁltrage H26L [47].
A.1.2 Estimation robuste du modèle de mouvement de la caméra
Représentons le modèle aﬃne du mouvement de la caméra entre les images
In et In−1 par les matrices
An,n−1 =
(
a1 a2
a3 a4
)
et tn,n−1 =
(
b1
b2
)
.
Notons xn un pixel de l'image In et xn−1 son correspondant dans In−1 ausens du block-matching tel que :
xn−1 = xn + vn,n−1 (A.1)
Le modèle de mouvement de la caméra doit représenter au mieux les
diﬀérents déplacements de chacun des pixels de l'image In. Pour cela, nous
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cherchons à minimiser la diﬀérence entre An,n−1xn + tn,n−1, l'image du pixel
xn par le modèle de mouvement de la caméra, et xn−1 son correspondantestimé par block-matching.
Un premier choix pour cette mesure de diﬀerence pourrait être la norme qua-
dratique, car la solution du problème de minimisation est alors bien connue :∑
xn∈In
(xn−1 − An,n−1xn − tn,n−1)2 (A.2)
En eﬀet, si l'on écrit la diﬀérence
xn−1 − An,n−1xn − tn,n−1 = xn−1 −Mnp (A.3)
avec
p = (a1 a2 a3 a4 b1 b2)
T (A.4)
vecteur des paramètres de mouvement, et
Mn =
(
xin x
j
n 0 0 1 0
0 0 xin x
j
n 0 1
)
(A.5)
avec xn = (xin, xjn), alors la solution du problème de la minimisation de (A.2)est donnée par : ∑
xn∈In
MTnMnp =
∑
xn∈In
MTn xn−1 (A.6)
Cependant un tel estimateur n'est pas robuste aux erreurs introduites par
les objets en mouvement et les mises en correspondance aberrantes.
La mesure de diﬀérence ϕ choisie est un M-estimateur. Elle permet de pon-
dérer l'inﬂuence des erreurs sur l'estimation du modèle de mouvement. Plus
précisément, nous avons choisi la fonction de pénalisation de Geman et Mc
Clure [36] :
ϕ(r) =
r2
1 + r2
Les courbes correspondantes ϕ(r) et ϕ′(r)/2r sont données Fig.A.2.
Le modèle de mouvement de la caméra est celui qui minimise le critère :∑
xn∈In
ϕ(xn−1 − An,n−1xn − tn,n−1) (A.7)
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(a) φ(r) = r
2
1+r2 (b)
φ(r)
2r
Fig. A.2  L'estimateur de Geman et Mc Clure
Les M-estimateurs permettent de donner moins d'importance que la fonction
carrée aux pixels pour lesquels la diﬀérence |xn−1 − An,n−1xn − tn,n−1| estélevée. Ces pixels présentent une diﬀérence élevée soit parce qu'ils appar-
tiennent à un objet en mouvement et ne suivent donc pas le mouvement
global de la caméra, soit parce que l'estimation par block-matching a été
mauvaise. Une bonne estimation du modèle de mouvement de la caméra ne
peut passer que par l'exclusion ou une prise en compte moindre de ces pixels
dits outlier.
L'inconvénient d'une telle fonction de pondération est que le critère n'est
plus diﬀérentiable directement. Pour minimiser le critère d'estimation du
modèle de mouvement de la caméra nous avons utilisé le théorème énoncé
par Charbonnier et al. [13] :
Théorème A.1. Soit une fonction ϕ vériﬁant les propriétés suivantes :
1. ϕ est une fonction à valeur réelle continûment diﬀérentiable.
2. ϕ(r) ≥ 0 ∀r avec ϕ(0) = 0.
3. ϕ est croissante sur R+.
4. ϕ(r) = ϕ(−r).
5. ϕ′(r)/2r continue et strictement décroissante sur [0,+∞).
6. limr→+∞
ϕ′(r)
2r
= 0.
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7. limr→0+
ϕ′(r)
2r
=M, avec 0 < M < +∞.
Alors :
1. Il existe alors une fonction ψ strictement convexe et décroissante, ψ :
(0,M ]→ [0, β) avec :
β = lim
r→+∞
(
ϕ(r)− r2ϕ
′(r)
2r
)
et telle que :
ϕ(r) = inf
0<w≤M
(wr2 + ψ(w))
2. Pour chaque r ﬁxé, la valeur wr pour laquelle le minimum est atteint,
i.e., telle que :
inf
0<w≤M
(wr2 + ψ(w)) = (wrr
2 + ψ(wr)),
est unique et donnée par :
wr =
ϕ′(r)
2r
Une démonstration de ce théorème est donnée dans [13, 3].
Remarquons que la fonction de Geman et Mc Clure vériﬁe les conditions du
théorème A.1.
Le théorème A.1 nous permet d'aﬃrmer que minimiser le critère (A.7) est
équivalent à minimiser le critère semi-quadratique∑
xn∈In
(bmin(xn−1 − An,n−1xn − tn,n−1)2 + ψ(bmin)) (A.8)
avec
bmin =
ϕ′(|xn−1 − An,n−1xn − tn,n−1|)
2 ∗ |xn−1 − An,n−1xn − tn,n−1| (A.9)
L'algorithme de minimisation consiste à calculer itérativement :
 les paramètres du modèle An,n−1 et tn,n−1 en minimisant l'équation(A.8), à bmin ﬁxé les pondérations bmin à partir de (A.9)
La méthode d'estimation du mouvement de la caméra a été développée entre
les images In et In−1, mais elle s'applique de même entre les images In et
Iref .
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A.2 Compensation du mouvement de la caméra
La compensation du mouvement de la caméra entre les images In et In−1peut s'eﬀectuer suivant deux stratégies opposées : forward et backward.
Le principe d'une compensation forward consiste, pour chaque pixel xn−1 del'image In−1 à calculer son emplacement xcomp dans l'image compensée Icompn−1 ,soit :
xcomp = An−1,nxn−1 + tn−1,n (A.10)
où An−1,n et tn−1,n représentent le modèle de mouvement de la caméra entreles images In−1 et In.
Fig. A.3  Compensation backward du mouvement de la caméra entre les
images In et In−1
Le pixel xcomp ainsi déterminé se verra aﬀecter l'intensité du pixel xn−1 qui
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lui correspond :
Icompn−1 (xcomp = An−1,nxn−1 + tn−1,n) = In−1(xn−1) (A.11)
Cette méthode n'assure pas d'avoir une valeur pour chaque pixel de l'image
compensée, qui risque donc de présenter des trous. De plus, plusieurs pixels
de l'image In−1 peuvent avoir la même image dans Icompn−1 , créant des zonesde recouvrement.
Le principe de la méthode backward consiste à assigner à chaque pixel xcompde l'image Icompn−1 l'intensité du pixel xn−1 qui lui correspond dans l'image
In−1, pixel dont les coordonnées sont données par :
xn−1 = An,n−1xcomp + tn,n−1 (A.12)
où An,n−1 et tn,n−1 représentent le modèle de mouvement de la caméra entreles images In et In − 1.
On a donc :
Icompn−1 (xcomp) = In−1(xn−1 = An,n−1xcomp + tn,n−1) (A.13)
On s'assure ainsi que chaque pixel de l'image compensée se verra aﬀecter
une intensité. Deux pixels de l'image compensée peuvent toutefois avoir le
même antécédent, créant des redondances d'information.
La ﬁgure A.3 présente une compensation de type backward telle que mise en
oeuvre dans notre algorithme.
Aﬁn d'augmenter la précision des résultats, les valeurs sub-pixelliques des
images ont été estimées à l'aide d'une interpolation H26L [47].
La méthode de compensation du mouvement de la caméra a été développée
entre les images In et In−1 mais elle s'applique de même entre les images Inet Iref .
A.3 Segmentation grossière du fond des images
Construire une mosaïque revient à recaler dans un même espace de référence
diﬀérentes images représentant la même scène sous des points de vue
diﬀérents. Si, d'une image à l'autre, des éléments de la scène ont été (ou se
sont) déplacés, ces éléments se retrouveront sur la mosaïque sous forme de
traces résiduelles. Aﬁn d'éviter ces traces résiduelles, nous avons choisi de
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pré-segmenter chaque image et de n'en garder que le fond.
La segmentation suit une approche variationnelle et est mise en oeuvre par
un algorithme de contours actifs. Le critère de segmentation comprend trois
termes :
Jn(Γ) =
∫
Ωoutn
∑
i=Y,U,V
|I in(x)− I i,compn−1 (x)|dx
+
∫
Ωinn
αc dx
+
∫
Γn
λ ds (A.14)
Ωoutn et Ωinn représentent respectivement la région extérieure et intérieure aucontour actif Γn de l'image In. Les variables αc et λ sont deux constantesréelles.
À convergence, le contour actif détoure l'objet en mouvement, partitionnant
l'image entre l'objet en mouvement déﬁni par Ωinn et le fond de l'image déﬁnipar Ωoutn .
Le premier terme du critère (A.14) évalue la diﬀérence entre le fond de
l'image courante et celui de l'image précédente, compensée en mouvement.
Si ce terme n'entrait en compétition avec aucun autre, le contour actif,
évoluant de façon à minimiser le critère, tendrait à minimiser l'aire du fond
de l'image, par-delà les contours de l'objet d'intérêt.
Le deuxième terme compense l'inﬂuence du premier en minimisant l'aire de
l'objet.
Le troisième terme minimise la longueur du contour et permet d'avoir un
contour plus régulier.
Les constantes αc et λ pondèrent chacun des termes et permettent àl'utilisateur d'adapter l'algorithme aux caractéristiques des images.
La diﬀérentiation de chacun de ces termes est simple et nous permet d'obtenir
l'équation d'évolution du contour actif :{
∂Γn(p,τ)
∂τ
= (αc −
∑
i=Y,U,V |I in(x)− I i,compn (x)|+ λ.κ)N
Γn(0) = Γn,0
(A.15)
La courbure du contour est notée κ, x = Γn(p, τ), le vecteur normal unitaireextérieur au contour est noté N et le contour initial Γn,0 est un contourquelconque déﬁni par l'utilisateur.
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Fig. A.4  Contours volontairement sur-segmentés des images 70, 75, 80 et
85.
L'équation d'évolution a été implémentée suivant la méthode des ensembles
de niveaux [67].
La ﬁgure A.4 présente quelques contours obtenus en favorisant volontai-
rement le premier terme du critère (A.14), ceci aﬁn d'induire une sur-
segmentation de l'objet et donc de s'assurer que le fond de l'image ne contient
pas d'objet en mouvement.
A.4 Mise à jour de la mosaïque
Chacun des fonds segmentés à l'étape précédente doit être recalé dans un
repère commun, déﬁni par une image de référence Iref . Nous avons choisi lapremière image de la vidéo comme image de référence.
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Le recalage du fond d'une image passe par l'estimation et la compensation
du mouvement de la caméra entre cette image et l'image de référence. Les
modèles de mouvement calculés à cette étape sont précieusement conservés
car ils serviront par la suite à extraire le fond de chaque image de la
mosaïque (Section B.1).
Chaque fond apporte une quantité d'informations qui, intégrée à l'ensemble
des informations déjà acquises, participe à la construction de la mosaïque.
La plupart du temps, ces informations sont redondantes, ce qui nous permet
d'ailleurs de les situer dans un repère commun. L'étape de mise à jour de la
mosaïque détermine la façon dont ces informations vont s'intégrer à celles
déjà présentes dans la mosaïque.
Fig. A.5  Construction de la mosaïque à partir des fonds grossiers.
Aﬁn de prendre en compte les diﬀérentes valeurs proposées par diﬀérentes
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images pour un même pixel de la mosaïque, Nicolas et al. proposent dans [65]
de mettre à jour la mosaïque à chaque nouvelle image :
Mn(x) = (1− α) ∗Mn−1(x) + αIn(x) (A.16)
On note Mn(x) la valeur de la mosaïque au pixel x après intégration desdonnées de l'image In. La constante α permet de pondérer l'inﬂuence de lanouvelle image sur la mosaïque.
Cependant, ce ﬁltrage temporel est sensible à l'introduction de valeurs non
représentatives. Nous avons utilisé une médiane temporelle des diﬀérentes
valeurs attribuées à un pixel [44].
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Annexe B
Segmentation ﬁnale : détection
d'objets en mouvement avec fond
estimé
Le fond de la séquence est connu sous la forme d'une mosaïque, il est aisé
d'en déduire le fond de chaque image de la séquence. Nous développerons les
deux dernières étapes de notre algorithme : l'extraction du fond de chaque
image à partir de la mosaïque et la détection d'objets en mouvement.
B.1 Extraction du fond de chaque image à partir de la
mosaïque
Le fond de chaque image se déduit de la mosaïque à l'aide des modèles
de mouvement estimés à l'étape A.4, en utilisant une compensation backward.
Chaque pixel xn du fond Bn de l'image In a pour intensité celle du pixel xrefqui lui correspond dans la mosaïqueM , par rapport au modèle de mouvement
de la caméra entre l'image de référence et l'image courante :
Bn(xn) =M(xref = An,refxn + tn,ref ) (B.1)
Ainsi nous estimons à partir de la mosaïque le fond correspondant à chaque
image de la séquence.
B.2 Détection d'objet en mouvement
Enﬁn nous mettons en oeuvre un algorithme de segmentation par contours
actifs dont le critère peut sembler similaire à celui de la pré-segmentation.
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Fig. B.1  Extraction des fonds de la séquence à partir de la mosaïque.
La diﬀérence se situe au niveau du terme décrivant la région extérieure au
contour.
Ce descripteur, lors de la pré-segmentation, est fondé sur le gradient tempo-
rel entre deux images successives, dont l'une est compensée en mouvement.
Pour la segmentation ﬁnale, ce descripteur repose sur la diﬀérence entre une
image et le fond correspondant estimé à partir de plusieurs images de la
séquence.
Jn(Γ) =
∫
Ωoutn
∑
i=Y,U,V
|Bin(x)− I in(x)| dx
+ αc
∫
Ωinn
dx+ λ
∫
Γn
ds (B.2)
L'utilisation de plusieurs images dans le descripteur de la région extérieure
au contour permet de rendre la segmentation plus robuste au bruit et
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Fig. B.2  Présentation du descripteur basé sur la diﬀérence entre l'image et
son fond.
aux changements d'intensité. Ce descripteur permet également de ne pas
considérer les zones d'occlusion comme faisant partie de l'objet, car le fond
de l'image est connu.
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L'équation d'évolution du contour actif est :
∂Γn(τ)
∂τ
= (αc −
3∑
i=1
|Bin − I in|+ λ.κ)N
Γn(0) = Γn,0 (B.3)
Elle a été implémentée par la méthode des ensembles de niveaux.
La ﬁgure B.2 présente une carte de vitesse du contour actif pour le critère B.2.
On peut remarquer que la diﬀérence entre l'image et son fond laisse apparaître
clairement l'objet en mouvement, ici le joueur de tennis. La dernière image
présente le contour actif à convergence.
Annexe C
Résultats expérimentaux
Nous présentons les résultats obtenus pour la séquence Stefan. Cette
séquence est particulièrement délicate à segmenter car les mouvements de la
caméra incluent zooms et larges translations, et que le joueur de tennis se
déplace rapidement.
La ﬁgure C.1 montre la mosaïque obtenue à partir de 20 images entre les
images 70 et 89. L'objet se déplaçant rapidement, 20 images suﬃsent à
construire une mosaïque complète, dans laquelle chaque zone recouverte par
l'objet dans une image est découverte dans une autre image.
La ﬁgure C.2 présente, pour les images 70, 75, 77, 80 et 87, le fond de chaque
image extrait à partir de la mosaïque et l'objet en mouvement détecté.
Dans la ﬁgure C.3, nous présentons les contours des images paires de l'extrait
de 20 images de la séquence.
Aﬁn d'eﬀectuer une évaluation objective de la qualité de la segmentation,
nous avons comparé les objets Aest, extraits par notre algorithme, à ceux de
référence obtenus par segmentation manuelle.
Nous avons utilisé le critère de qualité spatiale de segmentation de Mech et
al. [60] :
dabs =
∑
x∈Aest A
ref (x)⊕ Aest(x)
N
(C.1)
où N est le nombre d'images de la séquence étudiée, et ⊕ l'opérateur logique
binaire du "ou exclusif".
La distorsion moyenne, dabs, sur les 20 images de la séquence Stefan vaut
0.0090 ce qui signiﬁe que moins de 1% des pixels sont mal étiquetés.
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Fig. C.1  Mosaïque estimée à partir de 20 images de la séquence Stefan
(images 70 à 89)
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Fig. C.2  Fonds et objets des images 70,75,77, 80 et 87
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Fig. C.3  Contours des images 70,72,74, 76, 78, 80, 82, 84, 86 et 88
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Résumé
La segmentation en objets d'une image consiste à extraire de l'image des régions
d'intérêt suivant un critère déﬁni. Nous segmentons l'image par un algorithme de
contours actifs dans le cadre d'une approche variationnelle. Partant d'un contour
initial quelconque, le contour actif évolue, suivant une équation aux dérivées
partielles. L'équation d'évolution du contour actif est déduite de la dérivation du
critère. Au vu de la dépendance du critère à la région considérée, la dérivation
du critère par rapport à la région n'est pas aisée. Nous utilisons des outils de
dérivation empruntés à l'optimisation de domaine : les gradients de forme.
La contribution de cette thèse réside dans l'élaboration et l'étude de diﬀérents
descripteurs de région. Pour chaque critère, nous calculons la dérivée du critère à
l'aide des gradients de forme, et en déduisons l'équation d'évolution du contour
actif. Le premier descripteur déﬁnit un a priori géométrique sans contrainte
paramétrique : il minimise la distance du contour actif à un contour de référence.
Nous l'avons appliqué à la déformation de courbe, la segmentation et le suivi
de cible. Le deuxième descripteur caractérise le mouvement de l'objet par un
modèle de mouvement. Le critère associé déﬁnit conjointement une région et son
mouvement sur plusieurs images consécutives. Nous avons appliqué ce critère à
l'estimation et la segmentation conjointe du mouvement et au suivi d'objets en
mouvement.
Mots clés : Segmentation, contours actifs, minimisation, méthode variationnelle,
équation aux dérivées partielles, gradients de forme, a priori, contour de référence,
estimation et segmentation conjointe du mouvement, déformation de contours,
suivi.
Abstract
Image segmentation is the partitioning of an image into regions of interest and
a background. Image segmentation can be performed using an active contour al-
gorithm in a variational framework. In the case of a single region of interest, the
active contour evolves from an initial contour towards the region of interest accor-
ding to an evolution equation. In the variational framework, the evolution equation
is deduced from the derivative of a criterion. The criterion should characterize the
region of interest in terms of, for example, its motion, its color homogeneity or
its texture. We diﬀerentiate the criterion using shape gradients, a theory origi-
nally developed for shape optimisation. We propose two criteria and we provide for
each criterion the development leading to the associated evolution equation. The
ﬁrst criterion deﬁnes a free form a priori constraint on the contour by minimizing
the distance between the active contour and a reference contour. We applied this
criterion to shape warping, image segmentation, and video tracking. The second
criterion assumes that the object motion can be described by a motion model on
a group of pictures. The evolution of the active contour allowing to minimize this
criterion provides a joint motion segmentation and motion estimation. We applied
this criterion to sequence segmentation and to video tracking.
Keywords : Segmentation, active contours, minimization, variational framework,
shape gradients, regularization, contour of reference, joint motion segmentation
and estimation, shape warping, tracking.
