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We present experimental evidence for the different mechanisms driving the fluctuations of the
local density of states (LDOS) in disordered photonic systems. We establish a clear link between
the microscopic structure of the material and the frequency correlation function of LDOS accessed
by a near-field hyperspectral imaging technique. We show, in particular, that short- and long-
range frequency correlations of LDOS are controlled by different physical processes (multiple or
single scattering processes, respectively) that can be—to some extent—manipulated independently.
We also demonstrate that the single scattering contribution to LDOS fluctuations is sensitive to
subwavelength features of the material and, in particular, to the correlation length of its dielectric
function. Our work paves a way towards a complete control of statistical properties of disordered
photonic systems, allowing for designing materials with predefined correlations of LDOS.
After more than a hundred years of intense research on
light propagation in random media, we now start to re-
alize that disorder is not only a nuisance for imaging and
telecommunications but that it can be exploited to design
new functional materials outperforming “clean” systems
in a number of applications [1–8]. However, designing an
efficient disordered photonic material requires controlling
the statistics of its optical properties. Such a control has
been already achieved, to a large extent, for transport
properties governing propagation of light (scattering and
transport mean free paths, diffusion coefficient, etc. [9])
but remains only partial for the properties relevant for
the emission of light. The latter is a complicated process
[10] but in many situations its efficiency, as well as ab-
sorption efficiency and many other types of light-matter
interaction, depend on the local density of states (LDOS)
at the source position [11]. LDOS ρ(r, ν) is simply a
number of optical states (modes) at a point r and at a
frequency ν, per unit volume and unit frequency band.
In a disordered material, LDOS fluctuates in space and
with the frequency of light [9] as demonstrated in re-
cent experiments [12–15]. Fluctuations of LDOS at the
source position lead to fluctuations in the decay rate of
spontaneous emission [11] and produce long-range spatial
correlations of emitted intensity in the far field [16].
Here we probe LDOS statistics using the near-field
hyperspectral imaging technique [17]. Our experiments
probe photoluminescence (PL) of InAs quantum-dots
(QDs) embedded in dielectric (GaAs) planar waveguides.
Disorder is realized by perforating the waveguides with
randomly distributed circular holes [17, 18]. The QDs
are excited through a dielectric tip of a near-field optical
microscope (SNOM) with a low-power diode laser. PL
of QDs is collected through the same tip [see Fig. 1(b)].
The measured PL intensity IPL(r, ν) is recorded every
200 nm on a square spatial grid. As we show in Fig. 1(a),
IPL(r, ν) exhibits strong fluctuations with both the posi-
tion of the SNOM tip r = (x, y) [Fig. 1(c)] and frequency
ν [Fig. 1(d)]. A typical set of data for one sample com-
prises a region of interest of 18 µm × 18 µm, centered
in the middle of the sample, far from the boundaries.
For each position of the SNOM tip we collect PL signal
between 218 THz and 260 THz with a frequency reso-
lution of 0.1 THz. The fluctuations of PL intensity are
characterized by an intensity correlation matrix
CPL(ν, ν
′) =
〈δIPL(r, ν)δIPL(r, ν′)〉
〈IPL(r, ν)〉〈IPL(r, ν′)〉 , (1)
where δIPL(r, ν) = IPL(r, ν) − 〈IPL(r, ν)〉. The averag-
ing 〈. . . 〉 is performed over the region of interest. Each
element of the matrix CPL(ν, ν
′) is an average of 8× 103
correlated values. Normalization by the average PL in-
tensities in Eq. (S4) minimizes the influence of the intrin-
sic structure of QD emission spectrum (i.e. a spectrum
that would be measured in the absence of disorder). Fig-
ure 2(a) shows the typical correlation matrix CPL(ν, ν
′)
for a sample with k`∗ = 4, where k = (2pi/λ)neff ef-
fective wavenumber of light in the sample, neff is the
effective refractive index, and `∗ is the transport mean
free path [9]. We observe strong variations of CPL(ν, ν
′)
with frequencies. The variations are particularly pro-
nounced for the diagonal elements ν = ν′ and are weaker
for off-diagonal elements but persist even at large detun-
ings |∆ν| = |ν − ν′|. These variations are a combination
of the intrinsic fluctuations of the system’s parameters
in space, residual statistical fluctuations due to a finite
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FIG. 1: Near-field hyperspectral imaging of QD photolu-
minescence. (a) 3D equi-intensity surface plot of PL signal
IPL(r, ν) in a typical experimental scan. The total number of
voxels of the 3D image is of the order of 4×106. (b) Sketch of
the experiment. (c) and (d) show PL intensity as a function
of position for a given, randomly chosen frequency νi, and as
a function of frequency for a given, randomly chosen position
(xi, yi), respectively.
size of the statistical ensemble, and other extrinsic ef-
fects. The contribution of the latter is estimated to be
below 20% of the overall signal variation [18]. The au-
tocorrelation function CPL(∆ν) of the signal is obtained
by averaging the correlation matrix over ν and ν′ at a
constant detuning ∆ν. This frequency averaging further
decreases the contribution of extrinsic effects and allows
for comparing experimental data CPL(∆ν) with theory.
In general, the relation between PL intensity due to
QDs embedded in a disordered sample and radiative
LDOS is not trivial. However, as discussed in Ref. [19]
and further in the Supplemental Material [18], for our
samples, a linear relation can be established between PL
intensity and the local density of states having the elec-
tric field component in the sample plane. For brevity,
we abbreviate the latter quantity as LDOS in the follow-
ing, although one has to understand that it represents
only one of the contributions to the total LDOS. A lin-
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FIG. 2: Frequency-resolved correlation analysis. (a) Fre-
quency correlation matrix of QD photoluminescence for a
system with k`∗ = 4, which in terms of structural parame-
ters corresponds to an average hole diameter 〈dh〉 = 210 nm
and a hole surface filling fraction f = 0.35. (b) The diagonal
elements of CPL(ν, ν
′) equal to the normalized variance of PL
intensity fluctuations (upper curve). The gray lower curve
shows the fluctuations of off-diagonal terms (ν 6= ν′) at large
detuning ν′  ν. It was evaluated along the gray line in the
panel (a).
ear relation between PL and LDOS accounts for roughly
80% of the measured signal [18]. Our calculation of the
correlation function of LDOS integrated over a measure-
ment area S, 〈Cρ(∆ν)〉—a quantity that can be directly
compared to CPL(∆ν)—is described in the Supplemental
Material [18]. The result is a sum of an infinite-range (not
decaying with ∆ν as far as |∆ν|  ν) and short-range
(rapidly decaying with ∆ν) contributions:
〈Cρ(∆ν)〉 = F1(k`, ka, k`) ln(2k`)
pik`
+ F2(ka)Re
[
DB
D(∆ν)
− 1
]
, (2)
where ` is the in-plane scattering mean free path [9],
a is the radius of the signal collection area S assumed
circular. The renormalized in-plane diffusion coefficient
D(∆ν) obeys [18, 20]
D(∆ν)
DB
= 1− 2
pik`∗
ln
[
1 +
D(∆ν)τ
(s`∗)2
· 1
1− 2pii∆ντ
]
(3)
3with s ∼ 1, DB = (c/neff)`∗/2 the Boltzmann diffusion
coefficient, and τ the lifetime of a photon in our 2D struc-
ture. The prefactors F1,2 ≤ 1 in Eq. (S5) account for the
suppression of measured fluctuations due to the non-zero
correlation length of fluctuations of the dielectric func-
tion `, and due to the non-zero size of signal collection
area a.
The first term on the right-hand side of Eq. (S5) is the
so-called C0 correlation function [21–23]. It is determined
solely by the single scattering [24] near the measurement
point, it does not depend on ∆ν as long as |∆ν|  ν and
thus it is often referred to as “infinite-range”. Among
all the possible scattering events, the single scattering is
the fastest one and thus it determines the asymptotic be-
havior of 〈Cρ(∆ν)〉 at large detunings ∆ν. ln(2k`)/pik`
in Eq. (S5) represents LDOS variance for the white-noise
disorder (` → 0). The nonuniversal, disorder-specific
nature of C0 is encoded in the function F1 that explicitly
depends on the correlation length of disorder ` and sup-
presses LDOS fluctuations with respect to their value for
the white-noise disorder. The second term on the right-
hand side of Eq. (S5) is the multiple-scattering contribu-
tion to the correlation function decaying with ∆ν. This
term is generated by photons that explore a large area
on a time scale exceeding the mean free time `/c. It en-
codes the information about multiple scattered photons
and controls the decay of 〈Cρ(∆ν)〉 for small ∆ν. The
function F2 describes the suppression of this term due to
the collection of signal from an area of non-zero size in
the experiment. The size of the signal collection area a
is the same for all our measurements. The suppression
factor F2 is evaluated analytically and it decreases with
ka [18].
To fit the experimental data with Eq. (S5) we consider
the photon lifetime τ , the nonuniversal suppression fac-
tor F1 and s ∼ 1 as free fit parameters. ` , `∗ and DB are
estimated using standard approaches from the number
density of holes N , their average diameter 〈dh〉, and the
minimum distance DHC between them [18]. These quan-
tities can be measured with standard SEM techniques
taking advantage of the planarity of our samples.
Figure 3 shows examples of measured CPL(∆ν) (black
solid lines) compared with the theoretical 〈Cρ(∆ν)〉 (red
dashed lines). The three curves correspond to three sam-
ples with different degrees of disorder, i.e. different values
of k`∗ (samples A, B and C, respectively, shown at the
top of Fig. 3). The decay of CPL(∆ν) with ∆ν is well
described by the second term in Eq. S5 whereas for large
∆ν, CPL(∆ν) tends to a limit CPL(∞) > 0 equal to the
first term. The amplitudes of both the short- and the
infinite-range contributions to CPL(∆ν) decrease with
k`∗, but the two contributions can be clearly separated
in all cases.
Figure 4 shows the best-fit values of the nonuniversal
prefactor F1 plotted as a function of ` and compared to
a theoretical model in which the correlation function of
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FIG. 3: Frequency correlation function of PL (black solid
line) and the corresponding theoretical fit with 〈Cρ(∆ν)〉 (red
dashed line) for samples with different scattering strengths
k`∗. The inset shows scattering diagrams yielding different
contributions to 〈Cρ(∆ν)〉. The classical (diffuson) and coher-
ent (cooperon) diagrams are multiple scattering contributions
that occur on large length and time scales and determine the
behavior of 〈Cρ(∆ν)〉 at small detuning ∆ν [18]. The single
scattering is the fastest process that determines the asymp-
totic tail of 〈Cρ(∆ν)〉 at large ∆ν. The top of the image shows
the SEM images of samples with different scattering strengths
k`∗.
disorder is assumed to have Gaussian shape [18]. Most
of the experimental data fall within the shaded area en-
closed between lines corresponding to the two marginal
values of ka for our set of samples.
The decay of CPL(∆ν) is characterized by the life-
time τ of a photon inside the disordered system, or al-
ternatively the Thouless frequency νTH = 1/τ [9]. Fig-
ure 5(a) shows that the renormalized diffusion coefficient
D(∆ν = 0) calculated using Eq. (S6) with our best-fit
values of τ and s, goes down to approximately 75% of
its Boltzmann value DB due to Anderson localization ef-
fects [25, 26]. Localization effects are particularly strong
in 2D systems and originate from the interference be-
tween multiple scattered waves. They become more and
more important as the strength of disorder increases, i.e.
as k`∗ decreases, and they reduce the value of the diffu-
sion coefficient that eventually goes to zero in the limit
of k`∗ → 0 or τ → ∞ [27]. The inset of Figure 5(a)
shows the best-fit values of 3DBτ/`
∗2 for our set of sam-
ples. This parameter roughly corresponds to the number
of scattering events experienced by a photon before leav-
ing the sample. The blue shaded area in Figure 5(a)
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FIG. 4: Values of F1 (black points) obtained from the fits
to the measured CPL(∆ν) by Eq. (S5). The two continuous
lines and the dashed line show the behavior of F1 expected
from the theory for ka = 0.9, 1.1 and 1, respectively, and
for k` = 10 that is typical for the whole set of samples (the
dependence on k` is very weak). The two insets show the
sensitivity of F1 to the average minimum distance between
adjacent scatteters 2` [18].
is enclosed between the curves corresponding to the two
marginal values of 3DBτ/`
∗2. Losses of energy resulting
in a finite lifetime τ of a photon make the 2D material
behave as if it was of finite extent L ∼ √DBτ/s. The
length scale L encodes the in-plane scattering properties
via DB and the total loss time τ of the real 3D system.
The latter is mainly due to out-of-plane leakage but also
accounts for in-plane losses due to the finite sample size.
Figure 5(b) shows that L increases with k`∗ (full black
circles); its values are similar to the values of the spatial
decay length of photonic modes directly measured in Ref.
[17] [empty blue circles in Fig. 5(b)]. For an infinite 2D
disordered system without loss, the latter quantity would
be equal to the localization length ξ [28]. A separation
between contributions of localization and loss to the de-
cay rate of modes in a realistic experiment can be realized
by analyzing the statistics of their quality factors [29].
The results of our experiments can be summarized as
follows. A QD emits light at a given position r inside
the disordered material and the intensity of emission is
measured at the same position r. The single scattering is
the fastest mechanism that produces fluctuations of the
measured signal with r. This fast contribution gives rise
to a large-∆ν tail of CPL(∆ν). Structural correlations
of disorder decrease the amplitude of the signal with re-
spect to its value for uncorrelated (white-noise) disorder
but the signal remains well above the noise level and is
easily detectable. On the other hand, multiple scatter-
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FIG. 5: (a) Renormalization of the diffusion constant D(0)
as a function of k`∗. Full black circles are the values obtained
from the theoretical fits to the measured autocorrelation func-
tion of PL. The two solid lines show the marginal values of
D(0)/DB for our set of samples. The inset shows the values
of the dimensionless parameter 3DBτ/`
∗2 that roughly corre-
sponds to the number of scattering events experienced by a
photon before leaving the sample. (b) Characteristic length
scale L as a function of k`∗. The four empty circles are the
direct measurements of the decay length of photonic modes
taken from Ref. [17]. The two insets show the schematic repre-
sentation of L for two values of k`∗. L shrinks with decreasing
k`∗.
ing occurs on longer time scales. It samples a macro-
scopically large portion of material and have a strong
frequency dependence. This mechanism determines the
decay of CPL(∆ν) towards the asymptotic value deter-
mined by the single scattering. Partial averaging of PL
fluctuations over the measurement area S reduces both
single- and multiple-scattering parts of CPL(∆ν).
In conclusion, in this work we clearly separate the
infinite- and the short-range contributions to the fre-
quency correlation function CPL(∆ν) of QD photolumi-
nescence. The latter describes the decay of CPL(∆ν) with
∆ν whereas the former accounts for its asymptotic value
at large ∆ν. A direct link between CPL(∆ν) and the
correlation function of LDOS 〈Cρ(∆ν)〉 is established.
5Both contributions to CPL(∆ν) can be understood in
the framework of our theoretical model showing that
the infinite-range part of CPL(∆ν) explicitly depends on
the disorder correlation length whereas its short-range
part is mainly controlled by the renormalization of diffu-
sion due to Anderson localization effects. The separation
of physical phenomena behind the two contributions to
CPL(∆ν) and hence to 〈Cρ(∆ν)〉 allows for efficiently de-
signing a disordered material featuring a particular shape
of 〈Cρ(∆ν)〉. These results pave a way towards designing
disordered photonic materials with desired LDOS statis-
tics, opening new perspectives for light-harvesting [1, 2],
quantum-optics [3] and light-emission [4] applications of
disordered materials.
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EXPERIMENTAL SAMPLES AND THEIR CHARACTERIZATION
Sample parameters and experimental details
Our planar samples are characterized by an average hole diameter 〈dh〉 ranging from 180 to 250 nm for different
samples and an average surface filling fraction f of holes ranging from 0.15 to 0.4 (see Ref. [S1] for details of sample
fabrication). The strength of scattering in our samples can be quantified by a product k`∗. The values of k`∗ calculated
for our samples are almost continuously distributed in a wide range from k`∗ = 4 to k`∗ = 20, giving us access to
both weak (k`∗  1) and strong (k`∗ ∼ 1) scattering regimes. The samples are optically activated by inclusion of
three layers of InAs quantum dots (QDs) grown by molecular beam epitaxy and embedded in the middle plane of
the slab (density of 400–1000 QDs/µm2, which corresponds to an average inter-dot distance of 30–50 nm). Large
inter-dot distances allow us to neglect such interactions between QDs as carrier tunneling (negligible for distances
beyond 15 nm [S2]) and the dipole-dipole interaction, which becomes important only for distances close to the Fo¨rster
radius (typically 2–9 nm [S3]). Finally, in our analysis we neglect collective effects mediated by the electromagnetic
field which may be important when probing absorption or resonant scattering [S4, S5], but become negligible for PL
lifetimes or intensity measurements.
In a typical experiment, QDs are excited through a dielectric tip of a scanning near-field optical microscope (SNOM,
Twinsnom by Omicron) with a 780 nm diode laser (power 60 µW). We collect the photoluminescence (PL) of QDs
through the same tip and analyze its spectrum with the help of a diffraction grating and a 512-pixel linear array
of InGaAs photodetectors. For each position r = (x, y) of the SNOM tip the PL spectrum IPL(r, ν) covers a broad
wavelength range from λ0 = 1.15 µm to λ0 = 1.38 µm and can be analyzed with a spectral resolution of 0.5 nm. The
spatial resolution of the SNOM tip is 200 nm, and we scan its position (x, y) through an area of 18 µm × 18 µm.
Structure factor, mean free paths, and correlation length of fluctuations of the dielectric function
The in-plane scattering and transport mean free paths ` and `∗ are calculated thanks to the knowledge of the
dielectric function (r). The intrinsic planarity of our samples allows us to obtain high-fidelity images of (r) and
permits to evaluate such structural parameters as the average hole diameter 〈dh〉, the filling fraction f of holes, and
the structure factor S(q). To fit the experimental data we compute ` and `∗ using the following equations [S6]:
1
`
=
2N
piknbg
∫ pi
0
dσ
dθ
S
(
2kneff sin
θ
2
)
dθ,
1
`∗
=
2N
piknbg
∫ pi
0
dσ
dθ
S
(
2kneff sin
θ
2
)
(1− cos θ)dθ, (S1)
where N is the number density of holes in the sample, nbg is the effective refractive index of the fundamental TE0
guided mode of the unpatterned slab, and neff is the effective refractive index calculated with the porosity of the
material taken into account. S(q) is the structure factor describing correlations between holes in the sample. The
Boltzmann diffusion coefficient is DB = (c/neff)`
∗/2.
Figure S1(a) shows the structure factor S(q) calculated using the coordinates of holes extracted from a SEM image of
one of the samples. In the same panel we also show the transport mean free paths calculated using Eq. (S1) (blue line)
and numerically using a FDTD code (black dots). Figure S1(b) shows an image of a typical sample. The value of `∗ that
we use for each sample is the average value of the blue curve around the marked region representing our experimental
frequency window. The dielectric function (r) has been generated with a random-sequential addition (RSA) generator,
imposing the hard-core potential with DHC = 1.3〈dh〉. Each sample thus is a random packing of cylindrical holes
characterized by an average packing fraction that ranges from pf = 0.2 to pf = 0.53 [pf = f(DHC/〈dh〉)2]. The densest
sample (pf = 0.53) is close to the jamming limit for RSA, i.e. the random-close-packing limit in which DHC = dh.
This kind of randomness possess a structural length scale Dcorr defined as a mean nearest-neighbor distance between
two scattering centers [see Fig. S2(b)]. The correlation length ` is defined as the difference between Dcorr/2 and the
average scatterer radius 〈dh〉/2:
2` = Dcorr − 〈dh〉. (S2)
2` thus represents the average minimum distance between the edges of two adjacent holes [see Figs. S2(c)–(d)] that is
a local, microscopic feature of disorder in our samples. The correlation length ` drives the non-universal contribution
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FIG. S1: (a) Structure factor (black line) and transport mean free path `∗ (blue line) of a sample with typical structural
parameters (f = 0.35, 〈dh〉 = 220 nm, DHC = 260 nm). Black circles with error bars show `∗ evaluated from a numerical
FDTD simulation. (b) SEM image of the sample with the structure factor shown in (a).
to LDOS fluctuations determining the amplitude of the suppression factor F1 of the single scattering contribution to
〈Cρ(∆ν)〉. Figure S2(a) shows the theoretical behavior of the suppression factor F2. The black dashed line is the
theoretical behavior also shown in Fig. S5(b). The empty circles are the values of F2 for the samples investigated in
the present work.
CONSIDERATIONS ABOUT THE MEASURED PHOTOLUMINESCENCE AND THE LOCAL
DENSITY OF STATES
Many different techniques have been proposed to probe the local density of states (LDOS) of photonic systems. The
single-emitter decay-rate experiments [S7], the angular and spectral detection of the electron-induced light emission
[S8], and the conventional scanning near-field optical microscopy (SNOM) [S9, S10] are the most prominent examples.
Each of these techniques is adapted to probe LDOS under different conditions, i.e. at cryogenic or room temperatures,
for different orientations and spatial locations of the light source, with different spatial and spectral resolutions.
Measuring LDOS by the conventional scanning near-field optical microscopy has been theoretically discussed and
experimentally demonstrated by different authors [S10–S12] for various detection schemes, different typologies of
the SNOM tip (metal-coated tip or dielectric uncoated tip), or different sample illumination conditions (thermal
radiation or quantum light sources). Photoluminescence (PL) signal measured in the near field of a sample in which
quantum dots (QDs) are embedded depends, in principle, on many parameters. Intrinsics effects like (i) non-radiative
recombination mechanisms, (ii) the local field enhancement factor [S13], (iii) the absorption scattering cross section
of QDs, as well as extrinsic effects, like (iv) perturbations induced by the SNOM tip [S14], (v) small impurities on
the sample surface, (vi) the inhomogeneous spatial distribution of quantum dots, considerably affect the magnitude
of the measured PL.
The functional relationship between PL and the radiative LDOS is not linear, especially when the non-radiative
recombination rate ΓNR is comparable with the radiative one ΓR. At room temperature, ΓNR  ΓR for In-As quantum
dots [S15], and the relation between PL intensity and LDOS can be linearized. The coefficient of proportionality
depends on many parameters related to intrinsic and extrinsic effects (see above). On the other hand, if we are
interested in the relation between autocorrelation functions of the fluctuations PL and LDOS that are normalized
by the corresponding averages (see Eq. (1) of the main text and Eq. (S8) below), an important requirement is that
the cross-correlations between the PL signal and all the other processes (affecting the proportionality coefficient) are
smaller than the normalized correlation of LDOS.
Our approach relies on an assumption that the spatial and frequency autocorrelation functions of the near-field PL
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(c) (d)
FIG. S2: (a) F2 (dashed line) as a function of ka expected from theory. The empty circles represent the values of F2 of
our set of samples. (b) Distribution of nearest-neighbor distances and the microscopic structural length scales that define the
correlation length `. DHC is the minimum distance imposed during the random sequential addition design of the sample, 〈dh〉
is the average hole diameter, Dcorr is the first moment of the distribution. Panels (c) and (d) illustrate the definition of the
correlation length of disorder `.
coincide—to a good accuracy—with the corresponding autocorrelation functions of the local density of optical modes
having the electric field in the plane of our quasi-2D samples (for brevity denoted by LDOS in the following). We
have tested this assumption in several ways, including a direct quantitative comparison of the PL signal measured
in an experiment with the theoretically calculated LDOS, for a photonic crystal cavity fabricated using the same
technology as the one used to fabricate disordered samples in the present work. We also use this cavity as a reference
to optimize our experimental setup. It should be understood, however, that the relation between PL and LDOS we
rely on, is not universal. It holds only for a specific subclass of photonic modes that have sufficiently narrow spectral
and spatial widths (e.g., photonic crystal cavity modes or Anderson localized modes). The LDOS of these systems is
dominated by resonances corresponding to optical modes with small modal volumes, which we are able to map with
high accuracy. Prior to any experimental scan, we make a careful selection of home-made SNOM tips by comparing
PL maps with LDOS maps for a photonic crystal cavity that we use as a reference.
Functional relationship between LDOS and PL signal in our experiments
By definition, LDOS ρ(r, ω) can be expressed via eigenmodes ψn(r) of a wave system as
ρ(r, ω) =
∑
n
|ψn(r)|2 δ(ω − ωn), (S3)
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FIG. S3: Comparison between calculated mode intensity profiles (a, b, d, e) and measured PL intensity (c, f) for two modes
M1 and M2 of a photonic crystal cavity. Panels (a) and (d) show mode intensities in the middle plane of a quasi-2D planar
sample (in arbitrary units), which are proportional to LDOS at the corresponding frequencies; panels (b) and (e) show mode
intensities integrated over an effective volume Veff = Sa, with S = pia
2 and a ' 100 nm the effective size of the signal collection
area in our experiments; panels (c) and (f) show PL intensity or, more precisely, raw number of photocounts measured by
the detector in the experiments. Panel (g) reports PL intensity as a function of the volume-integrated mode intensity (or,
equivalently, LDOS) in standardized units x = (x − 〈x〉)/σ2x. It demonstrates a linear relationship between PL intensity and
LDOS to a good accuracy.
where ω = 2piν. In a spectral range containing localized eigenmodes, the eigenfrequencies ωn are well separated and
ρ(r, ω) is typically dominated by a single mode: ρ(r, ωn) ' |ψn(r)|2. In its turn, PL intensity is proportional to mode
intensity |ψn(r)|2 as well, as we illustrate in Fig. S3. We thus conclude that PL intensity and LDOS are proportional
to each other.
Whereas the above reasoning reflects the essence of our experimental approach, the real situation is more complex.
LDOS ρ(r, ω) that can be assessed via PL in our planar, quasi-2D samples is the local density of states corresponding
to transverse electric (TE) modes TE0. These modes have the electric field in the sample plane and exhibit a quasi-
uniform intensity distribution as a function of z (the axis perpendicular to the sample plane). They represent the main
contribution to the total LDOS in 2D photonic crystal cavities on dielectric slab waveguides [S16]. The experimental
measurements of PL show a linear dependence on the calculated LDOS, when LDOS is averaged over an effective
collection area S = pia2 (a is the spatial SNOM resolution) and are taken at an effective height h ' a above the
sample surface (a ' 100 nm). In practice, the SNOM tip makes an intrinsic average of the signal over an effective
collection volume Veff ' Sa that comprises the emitted fields of many incoherent QDs (roughly 30 QDs within S, in
samples with ∼ 500 QDs/µm2). Figure S3 shows a comparison between the measured PL intensity and the calculated
LDOS for two cavity modes [S16] that we use as references to test our experimental setup. Panels (a) and (d) show
the calculated LDOS in the slab (TE0 modes), panels (b) and (e) show LDOS integrated over Veff , and panels (c)
and (f) show the measured PL maps. The PL maps (c) and (f) nicely fit the shape and the envelope of the numerical
calculations in (b) and (e). Only a small intensity unbalance between the two lobes of experimental mode M1 (panel
c) reveals artefacts that are unavoidable in real samples such as (i) uncontrolled but weak variations in QDs density
or quality, (ii) the presence of small impurities on the surface of the sample or (iii) slight deviations of the structural
parameters from the nominal ones. To quantify the degree of similarity between numerically calculated LDOS and
experimentally measured PL intensity, we evaluate linear correlation coefficients C between them. The panel (g) of
Fig. S3 shows a scatter plot of PL (values from panels (c) and (f)) versus LDOS (values from panels (b) and (e)), in
standardized units (s.u.) The linear correlation coefficients are CM1 = 0.83 for the mode M1 and CM2 = 0.92 for the
mode M2, indicating that roughly 80% of total variation in PL can be explained by its linear dependence on LDOS.
The remaining 20% of the total variation of PL is likely to be associated with extrinsic effects (see the discussion
below) or other neglected processes that we are not able to control, such as the mutual dependence between LDOS
and the collection efficiency of the SNOM tip.
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Perturbation of PL by the SNOM tip
The SNOM tip can perturb PL of our samples in three ways: spectral shift and broadening of the measured signal,
and smearing of the spatial distribution of PL due to a limited spatial resolution (i.e., a wide point spread function)
of the tip. All these effects have been taken into consideration or, alternatively, have a negligible impact on the shape
and amplitude of the measured frequency autocorrelation CPL. The net effect of the SNOM tip on CPL is to slightly
slow down its short-range decay. The effect is of the order of δν/νTH, where δν is the typical frequency shift induced
by the SNOM tip and νTH is Thouless frequency determining the width of the autocorrelation function CPL(∆ν). In
the following we provide a detailed explanation.
The tip perturbs the local dielectric environment where QD emission and multiple light scattering take place. This
perturbation affects the spectrum of PL signal [S14]; its importance depends on the shape and size of the apex of
the dielectric tip. Previous studies of PL in photonic crystal cavities [S16] and disordered systems [S1] have shown
that our typical uncoated dielectric SNOM tips shift the optical resonances of systems under study towards lower
frequencies and slightly broaden them. In contrast, they do not perturb significantly the spatial profile of the resonant
mode [S17]. The spectral shift δλ induced by the dielectric tip is directly proportional to the intensity of the local
electric field and inversely proportional to the modal volume of the localized mode. This means that each resonance
undergoes a different spectral shift and broadening depending on its modal volume and intensity. The typical tip-
induced spectral shift for our disordered photonic systems is δλ ' 0.4 nm, corresponding to δν ' 0.1 THz [S1]. This
should be compared to the typical width of CPL(∆ν), which is νTH ' 3 THz (for k`∗ = 4–5, see Fig. 3 of the main
text). We see that the tip-induced spectral shift δν is much smaller that the Thouless frequency νTH and can lead
only to a weak broadening of CPL(∆ν). The effects of spectral broadening of resonances have an even smaller impact
on the shape of CPL(∆ν) [S16], also due to the relative small quality factor of localized modes.
The limited spatial resolution of the tip results in a slight suppression of fluctuations of the measured signal
with respect to the hypothetical ideal case of point-like detection. In our data analysis, we account for this effect
by introducing suppression factors F1(k`, ka, k`) and F2(ka) (see Eq. (2) and Fig. S5). These factors depend, in
particular, on the radius a of the signal collection area S, determined, in its turn, by the spatial resolution of our
SNOM.
Polarization of the radiation emitted by QDs
We experimentally observe that the polarization of the pump light (λ = 780 nm) does not have any impact on
the excitation of QDs. Indeed, the absorption of the pump is due to band-to-band electronic transitions in GaAs
and during the carrier energy relaxation, the memory of polarization of the absorbed photon is completely lost. QDs
are located in the medial plane of the planar waveguide and the recombination of hole-electron pairs produces light
polarized parallel to the slab surface. This is due to the heavy hole character of excitons in QDs [S18]. The planar
waveguide supports four guided modes: TE0, TM0, TE1, and TM1, but only the spatial symmetry and polarization
of TE0 mode is compatible with QD emission. Therefore, our experiments probe only LDOS of TE0 modes, which
nevertheless represents the main contribution to the total LDOS in photonic crystal cavities and dielectric slab
waveguides perforated with air holes. In the analysis of experimental results, this property is taken into account
by considering only wave vectors and scattering and transport mean free paths, corresponding to TE0 modes. For
instance, the scattering cross section σ and the effective refractive indices nbg and neff entering Eq. (S1) are calculated
for the polarization and modal index of the fundamental TE0 mode.
Non-radiative recombination processes and the non-universal suppression factor F1.
The amplitude of the suppression factor F1 depends on the correlation length `. On the other hand, QD non-
radiative recombination processes depend on structural inhomogeneities and uncontrolled parasitic recombination
channels. We have verified that this last mechanism does not affect the analysis that we apply to determine F1.
Indeed, despite the fact that at room temperature, the non-radiative decay rate ΓNR of our QDs is much larger
than the radiative one ΓR [S15], an important requirement is that the fluctuations of ΓNR and the cross-correlation
between ΓNR and LDOS are negligible with respect to the intrinsic LDOS fluctuations and correlations, respectively.
This is indeed a typical situation that we encounter for photonic crystal cavities. The spectrum of PL measured in
such cavities exhibits well-defined peaks due to localized cavity modes (typically, 104 photocounts over a background
of 100 counts). When we slightly move away from the cavity but still remain inside the photonic material and the
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frequency band gap, the PL signal drops down. Still, by moving the SNOM tip from point to point (thus investigating
different positions) we observe fluctuations of the signal smaller than 10%. This is an upper estimation of fluctuations
induced by possible non-radiative recombination processes. We therefore believe that the observed behavior of the
non-universal suppression factor F1 is not affected by non-radiative recombination mechanisms.
THEORETICAL MODEL FOR LDOS CORRELATION FUNCTION
As we discussed above, the correlation functions of PL intensity CPL(∆ν) and of LDOS Cρ(∆ν) could be assumed
roughly equal if the SNOM were measuring a signal from a single QD. In reality, the SNOM tip collects emissions from
many QDs inside an area S around r and thus CPL(∆ν) is related to the frequency and spatial correlation function
of LDOS Cρ(∆r,∆ν) via
CPL(∆ν) = 〈Cρ(∆ν)〉 = 1
S2
∫
S
d2r′
∫
S
d2r′′Cρ(r′ − r′′,∆ν). (S4)
Therefore, our experiment gives access to the correlation function of LDOS averaged over a small area S.
Correlation function of LDOS
LDOS at a point r at frequency ω = 2piν is related to the imaginary part of the Green’s function G(r, r, ω) of the
Helmholtz equation [S19]:
ρ(r, ω) = − 2ω
pic2
ImG(r, r, ω). (S5)
The Green’s function G(r, r′, ω) obeys{∇2 + k2[1 + δµ(r)]}G(r, r′, ω) = δ(r− r′), (S6)
where k =
√〈〉ω/c, 〈〉 is the average value of the dielectric constant  in the disordered medium, c is the vacuum
speed of light, and δµ(r) = [(r) − 〈〉]/〈〉 is the relative fluctuation of . The average of the Green’s function over
fluctuations of δµ(r) in 2D is [S19]
〈G(r, r′, ω)〉 = − i
4
H
(1)
0
[(
k +
i
2`
)
|r− r′|
]
, (S7)
where ` is the scattering mean free path.
To compute the correlation function of LDOS
Cρ(∆r,Ω) =
〈δρ(r + ∆r/2, ω + Ω/2)δρ(r−∆r/2, ω − Ω/2)〉
〈ρ(r, ω)〉2 (S8)
we use Eq. (S5) and the standard perturbative diagrammatic techniques to average products of Green’s functions
[S19]. The resulting diagrams are illustrated in Fig. S4 and yield Cρ as a sum of two distinct contributions. First,
the universal contribution results from the diagrams of Fig. S4(b):
C(U)ρ (∆r,Ω) = f
2(∆r)Re
[
DB
D(Ω)
− 1
]
, (S9)
where
f(∆r) =
1
1− 2pi arccot(2k`)
ReH
(1)
0
[(
k +
i
2`
)
∆r
]
(S10)
and the renormalized diffusion coefficient D(Ω) will be defined in the next section.
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FIG. S4: Diagrammatic representation of the correlation function of LDOS. (a) Definition of diagrammatic notations. (b)
Universal and (c) nonuniversal contributions to the correlation function of LDOS fluctuations.
The second, nonuniversal contribution results from the calculation of short-range diagrams of which examples are
shown in Fig. S1(c), and can be written as an integral to be calculated numerically:
C(NU)ρ (∆r,Ω) =
k
`
∫
d2r
∫
d2r′h(r− r′)ReH(1)0
[(
k +
i
2`
)
r
]
ImH
(1)
0
[(
k +
i
2`
)
r
]
× ReH(1)0
[(
k +
i
2`
)
|∆r− r′|
]
ImH
(1)
0
[(
k +
i
2`
)
|∆r− r′|
]
, (S11)
where the function h depends on the form of the correlation function of the fluctuations of δµ(r). For Gaussian
correlation,
h(r− r′) = 1
σ2µpi`
2

〈δµ(r)δµ(r′)〉 = 1
pi`2
exp
[
−|r− r
′|2
`2
]
, (S12)
where ` is the correlation length of δµ(r). We obtain Eq. (2) of the main text for the frequency correlation function of
PL intensity from Cρ(∆r,Ω) = C
(U)
ρ (∆r,Ω)+C
(NU)
ρ (∆r,Ω) using Eq. (S4) and Ω = 2pi∆ν. The resulting suppression
factors F1 and F2 are shown in Fig. S5. Their dependence on the scattering length is very weak, at least for k` > 5,
and can be neglected within the accuracy of our analysis.
Renormalization of the diffusion constant
An infinite series of diagrams with crossed diagrams inserted in between two series of ladder diagrams as in the
last diagram of Fig. S4(b) can be summed up in the same way as it is done when the transport through a disordered
medium is calculated [S20]. This leads to the renormalization of the diffusion coefficient to be used in the calculation
of the sum of ladder and crossed diagrams in the diffusion approximation: DB → D(Ω) [S20, S21]. The equation for
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FIG. S5: Factors describing the suppression of nonuniversal (a) and universal (b) contributions to the frequency correlation
of PL intensity due to the finite signal collection area S = pia2 and non-zero disorder correlation length `, for a single value of
k` = 5 in (a) and for two different values k` = 5 and 100 in (b).
D(Ω) is
DB
D(Ω)
= 1 +
2
piρ0
P (r, r,Ω), (S13)
where ρ0 = ω/2pic
2 and P (r, r′,Ω) is the intensity Green’s function obeying a diffusion equation[
−iΩ + 1
τ
−D(Ω)∇2
]
P (r, r′,Ω) = δ(r− r′). (S14)
Following the approach of Ref. [S21], we obtain from Eqs. (S13) and (S14) the following closed equation for D(Ω)
in a 2D disordered medium:
D(Ω)
DB
= 1− 2
pik`∗
ln
[
1 +
D(Ω)τ
(s`∗)2
· 1
1− iΩτ
]
, (S15)
where s ∼ 1 is a numerical constant determining the precise position of the large-momentum cut-off qmax = 1/s`∗
needed to regularize the divergence of P (r, r,Ω) in Eq. (S13). This nonlinear algebraic equation can be easily solved
numerically for any disorder strength k`∗ or, alternatively, perturbative solutions in any order of 1/k`∗ can be obtained
for k`∗  1. We used such solutions to fit our data in the main text. We present a comparison of exact and perturbative
solutions of Eq. (S15) for Ω = 0 in Fig. S6.
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