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We show that the maximum induced matching problem can be solved on hhd-free graphs
inO(m2) time; hhd-free graphs generalize chordal graphs and the previous best boundwas
O(m3). Then, we consider a technique used by Brandstädt andHoàng (2008) [4] to solve the
problem on chordal graphs. Extending this, we show that for a subclass of hhd-free graphs
that is more general than chordal graphs the problem can be solved in linear time. We also
present examples to demonstrate the tightness of our results.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction and motivation
We use Ck to denote an induced cycle on k vertices and Pk to denote an induced path on k vertices. For a graph G and
S ⊆ V (G),G[S] denotes the subgraph of G induced by S. An induced matching in a graph is a matching that is also an induced
subgraph, i.e., no two edges of the matching are joined by an edge in the graph. For a graph G, let im(G) denote the size
of a largest induced matching in G. It is known [22,7] that given a graph G and integer k, deciding whether im(G) ≥ k is
NP-complete even when G is bipartite. However, for several restricted families of graphs, this problem has been
shown [8–10,13,16,17] to be solvable in polynomial time.
Given graphG = (V , E), consider the graphG∗ defined as follows: V (G∗) = E(G), and edgeswx and yz ofG are adjacent in
G∗ if and only if {w, x, y, z} do not induce a 2 K2 inG. It is clear that any inducedmatching inG corresponds to an independent
set in G∗ and vice versa. We note that G∗ is the square of line graph of G. A majority of the aforementioned results compute
a largest induced matching of G by finding a largest independent set in G∗ (equivalently, by finding a largest clique in G∗).
For example, it was proved in [7] that when G is chordal, G∗ is also chordal; a graph is chordal if it does not contain any
Ck, k ≥ 4. It is known that a maximum independent set in a chordal graph can be computed in linear time [14,21]. As G∗
can be computed in O(m2) time, this yields an O(m2) time algorithm for finding a maximum induced matching in a chordal
graph. However, construction of G∗, requiringΩ(m2) time, is essentially a bottleneck in such an approach.
If one were to design algorithms with the complexity of o(m2) for the maximum induced matching problem and yet
rely on the transformation to G∗, then one needs to get around the explicit computation of G∗. A feasible approach then
is to simulate the working of the algorithm to compute a largest independent set in G∗ on G itself, avoiding the explicit
construction of G∗. Along these lines, an efficient algorithm for the class of convex bipartite graphs was given in [3]. An
algorithm for the class of interval bigraphs, with some assumption on the input, appeared in [1]. Recently, Brandstädt and
Hoàng showed [4] that a maximum induced matching in a chordal graph can be computed in linear time.
The linear time algorithm to solve the maximum independent set problem on a chordal graph G [15,21] makes use of
a perfect elimination scheme for the graph: an ordering v1v2, . . . , vn of vertices of G such that N(vi) in G[{vi, . . . , vn}] is a
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Fig. 1. Some relevant graphs.
clique (making vi a simplicial vertex in G[{vi, . . . , vn}]). An LBFS ordering of G is an ordering of its vertices produced by the
well known [21] lexicographic breadth first search algorithm that runs in linear time. It is known [21] that any LBFS ordering
of a chordal graph is a perfect elimination scheme.
Exploiting the fact that G∗ is chordal when G is chordal, the algorithm in [4] essentially incorporates two main ideas:
(i) Generate a perfect elimination scheme σ ∗ of G∗ from G itself, without constructing G∗. (ii) Use σ ∗ and G to find a largest
independent set of G∗ without constructing G∗. Specifically, given an ordering σ of vertices of a chordal graph G, ordering
σ ∗ of edges of G (and hence vertices of G∗) is defined in [4] as follows: for edges vivj and vkvl of G with i < j and k < l in
σ , vivj < vkvl in σ ∗ if either j < l or j = l and i < k. It is shown in [4] that if σ is an LBFS ordering (perfect elimination
scheme) of G, then σ ∗ is an LBFS ordering (perfect elimination scheme) of G∗. It is also shown in [4] that given σ , σ ∗ can be
computed in linear time.
Our theme in this paper is to explore the idea of avoiding the construction of G∗, in the context of computing a largest
induced matching in G, for the larger class of hhd-free graphs; in particular, we explore the techniques of Brandstädt and
Hoàng: a graph is hhd-free if it does not contain a house (complement of a P5), or a Ck, k ≥ 5 (hole), or a domino (bipartite
graph obtained from C6 by adding exactly one chord); some graphs relevant to this paper are presented in Fig. 1.
A largest induced matching in an hhd-free graph can be found in O(m3) time by employing the algorithm [9] for the
superclass of weakly chordal graphs. We present a more efficient algorithm here.
The class of hhd-free graphs is more general than chordal and is well studied. It is known [18] that when G is hhd-free, G
as well as G are perfectly orderable: a graph is perfectly orderable [11] if it admits an acyclic orientation such that no P4abcd
of the graph is oriented to have a → b and d → c; a P4 oriented in this fashion is an obstruction. A perfect order of a perfectly
orderable graph is a topological sort of such an orientation.
Given a perfect order of a perfectly orderable graph, a largest clique in the graph as well as a minimum vertex coloring
can be found in linear time [12]. Also, when G is perfectly orderable, given a perfect order of G, a maximum independent set
in G can be found in time that is linear in size of G [12]. Thus, when G is hhd-free, if one can find a perfect order of G in linear
time, then a maximum independent set of G can be found in linear time. The results mentioned next facilitate this.
A vertex is semi-simplicial if it is not the middle vertex of any P4 in the graph. An ordering v1v2, . . . , vn of the vertices of
graph G is a semi-simplicial elimination scheme if each vi is semi-simplicial in G[{vi, . . . , vn}].
Theorem 1 ([19]). For a graph G the following two statements are equivalent:
• G is hhd-free.
• For every induced subgraph H of G, an LBFS ordering of H is a semi-simplicial elimination scheme of H.
Corollary 1 ([18,19]). Suppose G is hhd-free. Then, an LBFS ordering of G is a perfect order of G.
However, in relation to finding a maximum induced matching in an hhd-free graph G, one needs to find a largest
independent set in G∗. Therefore, unless G∗ has some special properties when G is hhd-free, this task is not likely to be
easy. We show that when G is hhd-free, G∗ is also hhd-free. As G∗ can be constructed in O(m2) time, the discussion above
implies that a maximum induced matching in an hhd-free graph can be found in O(m2) time; this is an improvement over
employing the algorithm for the superclass of weakly chordal graphs [9] that runs in O(m3) time.
A natural way to employ the ideas of Brandstädt and Hoàng [4] and the fact that G∗ is hhd-free when G is hhd-free is to
consider the following questions: (i) Can we compute a perfect order σ ′ of G∗ from Gwithout constructing G∗ or G∗? (ii) Can
we use σ ′ and G to find a largest independent set in G∗ without constructing G∗?
Thus, given the discussion above, Theorem 1, and the work in [18], consideration of the following statement is natural:
Statement (+): if σ is an LBFS ordering of G, then σ ∗ is an LBFS ordering of G∗.
Recall that it is shown in [4] that (+) is true when G is chordal. Also, note that if (+) were true when G is hhd-free, then
a perfect order of G∗ can be found in linear time. We show that for the class of hhd-free graphs in general, (+) is false; our
counter example contains a P as well as a diamond-ring. We then show that for the class of hhd-free graphs that do not
contain a P , (+) is false. Then, we show that for the class of hhd-free graphs that do not contain a diamond-ring, (+) is false.
Finally, we show that if G is an hhd-free graph that does not contain a P or a diamond-ring, then (+) is true. Using this, we
show that when G is an hhd-free graph that does not contain a P or a diamond-ring, a largest induced matching in G can be
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found in linear time. We note the class of hhd-graphs that do not contain a P or a diamond-ring is more general than the
class of chordal graphs.
For vertices x and y of G, let distG(x, y) be the number of edges on a shortest path between x and y in G. For edges ei
and ej of G let distG(ei, ej) = min{distG(x, y) | x ∈ ei and y ∈ ej}. For M ⊆ E(G),M is a distance-k matching if for every
ei, ej ∈ M, distG(ei, ej) ≥ k. Thus, an induced matching is a distance-2 matching. Using some results from [6,5] and the
fact that G∗ is hhd-free when G is hhd-free, we show that a largest distance-kmatching in an hhd-free graph can be found
in polynomial time whenever k is even. It is known [6] that finding a largest distance-3 matching in a chordal graph is
NP-hard, and hence it remains NP-hard for hhd-free graphs also.We note that thework presented in this paper is condensed
from [20].
2. A theorem on hhd-free graphs
We use the following fact which is extracted from Lemma 2 and its proof in [9]; we note that while a stronger statement
can be derived from [9], this will suffice.
Lemma 1 ([9]). Suppose H is a graph such that H∗ contains an induced cycle C on at least k vertices, where k ≥ 4. Then, H
contains an induced cycle C ′ on at least k vertices such that C ′ contains at least an endpoint of every edge that corresponds to a
vertex of C.
For vertices w and v in a graph, we use w sees v for ‘‘w is adjacent to v’’ and w misses v for ‘‘w is not adjacent to v’’. A
graph is hh-free if it does not contain a house or a hole.
Lemma 2. Suppose G is hh-free and G∗ contains the C4ABCD. Then, no two of the edges A, B, C, and D share an endpoint in G.
Further, G has a C4 that contains exactly one endpoint of each of A, B, C, and D.
Proof of Lemma 2. Let A = a1a2, B = b1b2, C = c1c2, and D = d1d2 be the edges of G.
Without loss of generality, suppose the edges A and B share an endpoint so that a2 = b2. As Amisses C in G∗ and Bmisses
D in G∗, neither C nor D can share an endpoint with A or B. Further, a2 = b2 misses every endpoint of C and D. Now, as ADCB
is a path in G∗, there must a path in G from a1 to b1 all of whose internal vertices lie in {c1, c2, d1, d2}; let P be a shortest such
path. As A misses C in G∗ and B misses D in G∗, P must have at least 3 edges. Then, as the only additional edge possible is
a1b1, it is seen that the subgraph induced by V (P)∪{a1, a2 = b2, b1} in G either is a house or contains a hole, a contradiction.
Given this, and that G has no holes, and Lemma 1, the rest of the conclusion follows. 
Therefore, when G is hhd-free, if G∗ contained the C4ABCD, then G must contain the subgraph shown in Fig. 2 such that
the cycle a1b1c1d1 is induced in G.
Theorem 2. If G is hhd-free, then G∗ is hhd-free.
Proof of Theorem 2. Suppose G is hhd-free. It follows from Lemma 1 [9] that G∗ cannot have any holes. Next, we show that
G∗ cannot have a house or a domino either.
Suppose G∗ contains the house shown in Fig. 3. By Lemma 2, we can assume that G has the subgraph shown in Fig. 2 in
which the edges not shown may or may not be present in G. Let A = a1a2, B = b1b2, C = c1c2,D = d1d2, and E = e1e2.
Observe that a1d2 is an edge of G if and only if c1d2 is an edge of G (or else, {a1, b1, c1, d1, d2} induces a house).
Symmetrically, a2d1 is an edge of G if and only a2b1 is an edge of G. Also, as E misses both B and C in G∗, none of a1, b1, c1,
and d1 can be an endpoint of E.
As E is adjacent to both A and D in G∗, there is at least a path in G from a1 to d1 that involves at least an endpoint of E and
all of whose internal vertices belong to {a2, e1, e2, d2}. Let P be a such a path with the fewest number of vertices; note that
P could contain chords of the form aidj. Clearly, P must have at least 3 vertices and can have at most 6 vertices.
If P had 3 vertices and hence P = a1e1d1, then G[{a1, b1, c1, d1, e1}] is a house.
Suppose, P had 4 vertices. If P contained both the endpoints of E, then G[{a1, b1, c1, d1, e1, e2}] is a domino. Therefore, we
can assume that P contains only the endpoint e1 of E and P = a1e1d2d1. Now, if a1 sees d2 (and therefore, c1 sees d2 also), then
G[{a1, b1, c1, d2, e1}] is a house. Therefore, we can assume a1 misses d2 and also c1 misses d2. Then, G[{a1, b1, c1, d1, d2, e1}]
is a domino.
Suppose, P had 5 vertices. If P contained both the endpoints of E so that, without loss of generality, P = a1e1e2d2d1, then
G[{a1, e1, e2, d2, d1}] is either a hole or a house depending on the presence of the edge a1d2. Therefore, we can assume that P
contains only the endpoint e1 of E and hence P = a1a2e1d2d1. If none of a1d2, a2d1 is an edge of G, then G[{a2, a1, d1, d2, e1}]
is a hole or a house depending on the presence of the edge a2d2. If both a1d2 and a2d1 are edges of G (and hence a2b1 and
d2c1 are also edges of G), then G[{a2, b1, c1, d2, e1}] is either a hole or a house depending on the presence of the edge a2d2.
Suppose a1d2 is an edge of G and a2d1 is not. If a2d2 is not an edge of G, then G[{a2, a1, b1, c1, d2, e1}] is a domino; otherwise,
G[{a2, a1, b1, c1, d2}] is a house. The remaining case of a2d1 being an edge of G and a1d2 not being an edge of G follows from
symmetry.
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Fig. 2. Subgraph in G corresponding to the C4ABCD in G∗ . Solid edges must be present and dotted edges must be absent.
Fig. 3. House and Domino in G∗ .
Finally, suppose P had 6 vertices so that P = a1a2e1e2d2d1. a1d2 is not an edge of G; otherwise, G[{a2, a1, d2, e2, e1}]
is a house or a hole depending on the presence of the edge a2d2. Symmetrically, a2d1 is not an edge of G. Now,
G[{a2, a1, d1, d2, e2, e1}] is a domino or a hole depending on the presence of the edge a2d2.
Thus, when G is hhd-free, G∗ cannot contain a house.
Suppose G∗ contains the domino shown in Fig. 3. Assume F = f1f2. By Lemma 2, we can assume that G has the subgraph
shown in Fig. 2 corresponding to the C4ABCD of the domino. Likewise, G must contain a C4Y with exactly one endpoint of
each of A,D, E, and F corresponding to the C4ADEF of the domino; without loss of generality, let e1 and f1 be on Y . Based on
which endpoints of A and D are on the C4Y , we have four cases to consider two of which are symmetric.
Refer to (i) of Fig. 4. If the C4Y contained a1, d1, e1, and f1, then G[{f1, a1, b1, c1, d1, e1}] is a domino.
Refer to (ii) of Fig. 4 and suppose the C4Y contained a1, d2, e1, and f1. We can assume d1e1 is not an edge, or else the
previous case applies. Now,G[{f1, a1, d1, d2, e1}] is a house. If the C4Y contained a2, d1, e1, and f1, then a symmetric argument
applies.
Refer to (iii) of Fig. 4 and suppose the C4Y contained a2, d2, e1, and f1. If both a1f1 and d1e1 are edges of G, then a previous
case applies. Suppose exactly one of a1f1, d1e1 is an edge of G; without loss of generality, suppose a1f1 is an edge of G and
d1e1 is not. Now, G[{a1, d1, d2, e1, f1}] is a hole or a house depending on the presence of the edge a1d2. Therefore, none of
a1f1, d1e1 is an edge of G. Now, a2d1 is not an edge of G; otherwise, G[{f1, a2, d1, d2, e1}] is a house. Symmetrically, a1d2 is
not an edge of G either. Now, G[{a2, a1, d1, d2, e1, f1}] is a domino.
Thus, when G is hhd-free, G∗ cannot contain a domino either and the proof of Theorem 2 is complete. 
An A is the graph on the set {a, b, c, d, e, f } of vertices such that abcd is a C4, e is adjacent only to c , and f is adjacent
only to d. A graph is hhda-free if it does not contain any of a house, a hole, a domino, or an A as an induced subgraph. Using
arguments similar to the ones used in the proof of Theorem 2, the following can be proved; we omit the details:
Proposition 1. If G is hhda-free, then G∗ is hhda-free.
Corollary 2. If G is hhd-free, then a largest induced matching in G can be found in O(m2) time.
Proof of Corollary 2. Construct G∗. G∗ has m vertices and O(m2) edges, and it can be computed in O(m2) time. From
Theorem 2, G∗ is hhd-free. Find an LBFS ordering [21] σ ′ of G∗ in O(m2) time. By Theorem 1 and Corollary 1, σ ′ is a perfect
order of G∗. Now, we can use the algorithm from [12] on G∗ and σ ′ to find a largest independent set in G∗, and hence a largest
induced matching in G, in O(m2) time. 
3. On the use of an LBFS ordering
Next, we consider the class of hhd-free graphs in regards to the statement below:
Statement (+): if σ is an LBFS ordering of G, then σ ∗ is an LBFS ordering of G∗.
Given an ordering of vertices of graphG, we use x < y tomean x precedes y in the ordering. The following characterization
of LBFS orderings is known [2,21]:
Theorem 3 ([2,21]). σ is an LBFS ordering of graph G if and only if for a, b, c ∈ V (G) with a < b < c in σ , if ac ∈ E(G) and
bc ∉ E(G), then there exists d ∈ V (G) such that c < d, bd ∈ E(G), and ad ∉ E(G).
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Fig. 4. Domino cases. Solid edges must be present and dotted edges must be absent. Only the dotted edges in the C4 ’s corresponding to the C4 ’s ABCD and
ADEF of a domino in G∗ are shown.
Fig. 5. Some counter examples.
If an ordering of vertices of G contained a triple (a, b, c) of vertices that does not satisfy the conditions of Theorem 3, we
refer to it as a bad triple.
Graph G1 in Fig. 5 is an hhd-free graph that is a counter example to (+); note that G1 contains a P as well as a diamond-
ring. Graph G2 in Fig. 5 is an hhd-free graph that does not contain a P that is a counter example to (+). Finally, graph G3 in
Fig. 5 is an hhd-free graph that does not contain a diamond-ring that is a counter example to (+). In contrast, we will show
later that (+) holds for any hhd-free graph that does not contain a P or a diamond-ring.
The table below summarizes reasons for each Gi being a counter example. In each case, σ denotes an LBFS ordering of
the graph Gi and σ ∗ is the ordering of vertices of Gi∗ obtained from σ as in [4]. The triple given in the last column violates
the conditions for an LBFS ordering. In order to verify this, note that gc, af form the only 2K2 in G1 and af , ce form the only
2K2 in G2. In G3, the only 2K2’s are formed by ab, fe and fe, ad.
Graph σ σ ∗ Bad triple
G1 g b a c f e d ba gc bc bf af be ce fe ad cd fd ed ba gc af
G2 d a f c e b df af dc de ce ab fb cb eb df af ce
G3 f a b e d c ab fe ad bc ec dc ab fe ad
Next, we show that (+) holds for an hhd-free graph that does not contain a P or a diamond-ring; note that this class of
graphs is more general than the class of chordal graphs.
Claim 1. Suppose G is an hhd-free graph that does not contain a P or a diamond-ring and G contains the C4abcd. Then, G cannot
have a vertex u such that ua ∈ E(G) and uc ∉ E(G).
Proof of Claim 1. Suppose such a vertex u existed. If both ub and ud are edges ofG, thenG contains a diamond-ring. If exactly
one of ub, ud is an edge of G, then G contains a house. Finally, if none of ub and ud are edges of G, then G contains a P . 
When a vertex u and C4abcd exist in G such that ua ∈ E(G) and uc ∉ E(G), we say u is in a bad configuration with abcd.
Recall that if σ is an LBFS ordering of an hhd-free graph G, then for any vertex v of G, v is not in the middle of any P4 in the
subgraph of G induced by v and the vertices that follow it in σ [19]; this fact is repeatedly used in our proofs.
Claim 2. Suppose σ is an LBFS ordering of an hhd-free graph G such that a < b < c. Suppose ab ∈ E(G), ac ∈ E(G), and
bc ∉ E(G). Then, there exists vertex u such that abuc is a C4 in G.
Proof of Claim 2. Applying Theorem 3 to the triple a, b, c , theremust be vertex u such that u > c, ub ∈ E(G) and ua ∉ E(G).
Now, if uc ∉ E(G), then a is in the middle of the P4cabu. Therefore, uc ∈ E(G)making abuc a C4. 
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Theorem 4. Suppose G is an hhd-free graph that does not contain a P or a diamond-ring. If σ is an LBFS ordering of G, then σ ∗
is an LBFS ordering of G∗.
Proof of Theorem 4. Let G = (V , E) be an hhd-free graph that does not contain a P or a diamond-ring and σ be an LBFS
ordering of G. Suppose σ ∗ is not an LBFS ordering of G∗ = (V ∗, E∗). Then, by Theorem 3, σ ∗ contains a bad triple ab, cd, ef ,
for a, b, c, d, e, f ∈ V , such that (ab, ef ) ∈ E∗, (cd, ef ) ∉ E∗, and there is no X in V ∗ satisfying ef < X in σ ∗, (cd, X) ∈ E∗,
and (ab, X) ∉ E∗.
Without loss of generality, assume that we have a < b, c < d, and e < f in σ . From the definitions of σ ∗,G∗, and the
bad triple given above, we can assume that we have b ≤ d < f in σ .
Suppose b = d. Due to the adjacencies in G∗, we have, a ≠ e, bf ∉ E, and be ∉ E. Suppose af ∈ E. Applying Claim 2
to a, b, f , we get a C4abuf with which e is in bad configuration. Therefore, af ∉ E. Suppose ae ∈ E. If a < e in σ (so that a
precedes each of e, b, f in σ ), then a is in the middle of P4baef contradicting σ being a semi-simplicial elimination scheme
of G. Otherwise, e precedes each of a, b, f in σ and e, being in the middle of P4baef , contradicts σ being a semi-simplicial
elimination scheme of G. Therefore, ae ∉ E and hence (ab, ef ) ∉ E∗, contradicting our assumption on the bad triple.
We can now assume that b ≠ d and we have a < b < d < f in σ .
Suppose ad ∈ E and also af ∈ E. Then, applying Claim 2 to a, d, f we get the C4afud in G. If a = e (and hence c ≠ a)c is in
a bad configuration with afud. Otherwise, e is in a bad configuration with afud. Therefore, either ad ∉ E or af ∉ E. Similarly,
at least one of bd ∉ E, bf ∉ E hold.
Suppose bf ∈ E and therefore, bd ∉ E. If ad ∈ E, then af ∉ E and a is in the middle of the P4dabf . Therefore, ad ∉ E. Now,
applying Theorem 3 to the triple b, d, f , theremust be vertex g such that f < g, dg ∈ E, and bg ∉ E. Also, ag ∉ E; otherwise,
by applying Claim 2 to a, b, g we get a C4 with which d is in bad configuration. Then, X = dg contradicts our assumption of
a bad triple in σ ∗.
Therefore, bf ∉ E.
Suppose af ∈ E and therefore, ad ∉ E. If bd ∈ E, then a is in the middle of the P4fabd. Therefore, bd ∉ E. Applying
Theorem 3 to the triple a, d, f , there must be vertex g such that f < g, dg ∈ E, and ag ∉ E. Suppose bg ∈ E. If fg ∈ E, then
d is in a bad configuration with the C4bafg . On the other hand, if fg ∉ E, then a is in the middle of the P4fabg . Therefore,
bg ∉ E. Then, X = dg contradicts our assumption of a bad triple in σ ∗.
Therefore, af ∉ E.
As af ∉ E and bf ∉ E, a ≠ e and b ≠ e. If d < e in σ , then employing arguments similar to the ones used above to deduce
that af ∉ E and bf ∉ E, we can conclude that ae ∉ E and be ∉ E. However, this implies that (ab, ef ) ∉ E∗ contradicting
our assumption on the bad triple. Therefore, we have e < d in σ . Now, we divide the world into two cases based on the
placement of e relative to b in σ .
1. e < b.
It must be that be ∉ E; otherwise, by applying Claim 2 to e, b, f we get a C4 withwhich a is in a bad configuration. Suppose
ae ∈ E. If a < e in σ , then a is in the middle of P4feab with a < e < b < f in σ . Otherwise, e is in the middle of P4feab
with e < a < b < f in σ . Therefore, ae ∉ E and also (ab, ef ) ∉ E∗, contradicting our assumption on the bad triple.
2. b < e (and therefore we have a < b < e < d < f in σ ).
Applying Theorem 3 to the triple e, d, f , there must be vertex g such that f < g, dg ∈ E, and eg ∉ E.
Suppose be ∈ E. If bd ∈ E, then b is in the middle of the P4dbef ; therefore, bd ∉ E. Now, bg ∉ E, for otherwise, b is in the
middle of the P4ebgd. Suppose ae ∉ E. Then, ad ∉ E, for otherwise, a is in the middle of the P4dabe. On the other hand,
suppose ae ∈ E. Then also, ad ∉ E, for otherwise, a is in the middle of the P4daef . Therefore, ad ∉ E. Finally now, ag ∉ E,
for otherwise, a is in the middle of the P4bagd. Then, X = dg contradicts our assumption of a bad triple in σ ∗. Therefore,
be ∉ E.
Now, ae ∉ E; otherwise, by applying Claim 2 to a, b, e, we get a C4 with which f is in a bad configuration. Thus,
(ab, ef ) ∉ E∗ contradicting our assumption on the bad triple.
Therefore, σ ∗ does not contain a bad triple and it is an LBFS ordering of G∗. 
Proposition 2. If G is an hhd-free graph that does not contain a P or a diamond-ring, then G∗ is chordal.
Proof of Proposition 2. SupposeG is an hhd-free graph that does not contain a P or a diamond-ring, butG∗ is not chordal. By
Theorem2,G∗ does not have any holes. Therefore,G∗must contain a C4ABCD and hence, by Lemma2,G contains the subgraph
shown in Fig. 2 in which {a1, b1, c1, d1} induces a C4. Then, d2 is in a bad configuration with the C4a1b1c1d1 contradicting
Claim 1. 
Corollary 3. If G is an hhd-free graph that does not contain a P or a diamond-ring, then a maximum induced matching in G can
be found in O(m+ n) time.
Proof of Corollary 3. Compute an LBFS ordering σ of G. From Theorem 4, σ ∗ is an LBFS ordering of G∗ and it can be found
in linear time [4]. From Proposition 2, G∗ is chordal. Therefore, σ ∗ is a perfect elimination scheme for G∗. We can then use
the algorithm from [4] to find a largest independent set of G∗ from G and σ ∗ in linear time. 
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4. Conclusions
We have shown that the maximum induced matching problem can be solved on hhd-free graphs in O(m2) time. We
also considered a technique used by Brandstädt and Hoàng [4] to solve the problem on chordal graphs. Extending this, we
showed that for the class of hhd-free graphs without a P or a diamond-ring the problem can be solved in linear time. We
also presented examples to demonstrate the tightness of our results. We conclude with some corollaries relating to the
distance-kmatching problem.
Theorem 5 ([5]). Let G be a graph and k ≥ 1 be a fixed integer. If Gk is hhd-free, then so is Gk+2.
For a graph G, let L(G) denote the line graph of G.
Proposition 3 ([6]). For k ≥ 1 and graph G, the edge set M is a distance-k matching in G if and only if M is an independent
vertex set in L(G)k.
For a graphG, asG∗ is the same as L(G)2, using Theorem2 and the abovementioned results, we get the following corollary.
Corollary 4. For k ≥ 1, a largest distance-2k matching in an hhd-free graph can be found in polynomial time.
As finding a largest distance-3 matching in a chordal graph is NP-hard [6], it remains NP-hard for hhd-free graphs also.
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