Abstract. In this paper we formulate a time dependent model to approximate the solution to the nonlinear total variation optimization problem for deblurring and noise removal introduced by Rudin and Osher, ( 18]), and Rudin, Osher and Fatemi, ( 19]), respectively. Our model is based on level set motion whose steady state is quickly reached by means of an explicit procedure based on Roe's scheme, ( 16]), used in uid dynamics. We show numerical evidence of the speed of resolution and stability of this simple explicit procedure in some representative 1D and 2D numerical examples.
this formulation are the following: 1) the level contours of the image move quickly to the steady solution and 2) the presence of the gradient numerically regularizes the mean curvature term in a way that preserves and enhances edges and kills noise through the nonlinear di usion acting on small scales. We use the entropy-violating Roe scheme, ( 16] ) for the convective term and central di erencing for the regularized mean curvature di usion term. This makes a very simple, stable, explicit procedure, computationally competitive compared with other semi-implicit or implicitprocedures. We show numerical evidence of the power of resolution and stability of this explicit procedure in some representative 1D and 2D numerical examples, consisting of noisy and blurred signals and images, (we use Gaussian white noise and Gausssian blur). We have observed in our experiments that our algorithm shows a substantially reduced staircase e ect.
2. Deblurring and Denoising. A recording device or a camera would record a signal or image so that 1) the recorded intensity of a small region is related to the true intensities of a neighborhood of the pixel, through a degradation process usually called blurring and 2) the recorded intensities are contaminated by random noise.
To x our ideas we restrict the discussion to R 2 . An image can be interpreted as either a real function de ned on , a bounded and open domain of R 2 , (for simplicity we will assume to be the unit square henceforth) or as a suitable discretization of this continuous image. Our interest is to restore an image which is contaminated with noise and blur in such a way that the process should recover the edges of the image.
Let us denote by u 0 the observed image and u the real image. A model of blurring comes from the degradation of u through some kind of averaging. Indeed, u may be blurred through the application of a kernel: k(x; s; y; r) by means of v 0 (x; y) = Z u(s; r) k(x; s; y; r) ds dr (2.1) and, we denote this operation by v 0 = k u. The model of degradation we assume is k u + n = u 0 ; (2.2) where n is Gaussian white noise, i.e., the values n i of n at the pixels i are independent random variables, each with a Gaussian distribution of zero mean and variance 2 .
If the kernel k is translation invariant, i.e., there is a function j(x; y), (also called a kernel), such that k(x; s; y; r) = j(x ? s; y ? r) and the blurring is de ned as a 'superposition' of j 0 s: v 0 (x; y) = (j u)(x; y) = Z u(s; r) j(x ? s; y ? r) ds dr (2. 3) and this isotropic blurring is called convolution. Otherwise, if the kernel k is not translation-invariant we call this blurring anisotropic. For the sake of simplicity, we suppose that the blurring is coming from a convolution, through a kernel function j such that j u is a selfadjoint compact integral operator. Typically, j has the following properties, j(x; y) 0, j(x; y) ! 0 as (x 2 +y 2 ) 1=2 goes to 1 and R R 2 j(x; y) dx dy = 1.
For any > 0 the so-called heat kernel, de ned as j(x; y) = 1 4 e ?(x 2 +y 2 )=4 (2.4)
is an important example that we will use in our numerical experiments.
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The main advantage of the convolution is that if we take the Fourier transform of (2.3) we getv 0 (k; l) =ĵ(k; l)û(k; l) (2.5) then, to solve the model (2.2) with k = j we take Fourier transform and we arrive at j(k; l)û(k; l) +n(k; l) =û 0 (k; l) (2.6) To recover u(x; y), we need to deconvolve, i.e., this means that we have to divide the equation (2.6) byĵ(k; l) and to apply the inverse Fourier transform. This procedure is generally very ill-posed. Indeed, j is usually smooth and j(x; y) ! 0 rapidly as (x 2 + y 2 ) 1=2 goes to 1, thus large frequencies in u 0 get ampli ed considerably.
The function u 0 is generally piecewise smooth with jumps in the function values and derivatives; thus the Fourier method approximation gives global error estimates of order O(h), (see ( 11] )) and su ers from Gibbs' phenomenon. Discrete direct methods dealing with the linear integral equation (2.6) have been designed by di erent authors, (see ( 13] and references therein).
One way to make life easier is to consider a variational formulation of the model that regularizes the problem. Our objective is to estimate u from statistics of the noise, blur and some a priori knowledge of the image (smoothness, existence of edges). This knowledge is incorporated into the formulation by using a functional R that measures the quality of the image u, in the sense that smaller values of R(u) correspond to better images. The process, in other words, consists in the choice of the best quality image among those matching the constraints imposed by the statistics of the noise together with the blur induced by j.
The usual approach consists in solving the following constrained optimization problem: min u R(u) subject to jjj u ? u 0 jj 2 L 2 = j j 2 ;
(2.7)
since n = u 0 ? j u and E( R n 2 dx) = j j 2 (E(X) denotes the expectation of the random variable X) imply that jjj u ? u 0 jj 2 L 2 = R (j u ? u 0 ) 2 dx j j 2 .
Examples of regularization functionals that can be found in the literature are, with u(x; y; 0) given as initial data, (we have used as initial guess the original blurry and noisy image u 0 ) and homogeneous Neumann boundary conditions, i.e., @u @n = 0 on the boundary of the domain. As t increases, we approach to a restored version of our image, and the e ect of the evolution should be edge detection and enhancement and smoothing at small scales to remove the noise. This solution procedure is a parabolic equation with time as an evolution parameter and resembles the gradient-projection method of Rosen (see 17] ). In this formulation we assume an a priori estimate of the Lagrange multiplier, in contrast with the dynamic change of supposed in the Rosen method, (see section 6 for details). The equation (3.1) moves each level curve of u normal to itself with normal velocity equal to the curvature of the level surface divided by the magnitude of the gradient of u, (see ( 23] ), ( 15] ) and ( 20] )). The constraints are included in the -term and they are needed to prevent distortion and to obtain a nontrivial steady state.
However, this evolution procedure is slow to reach steady state and is also sti since the parabolic term is quite singular for small gradients. In fact, an ad hoc rule of thumb would indicate that the timestep t and the space stepsize x need to be related by t x 2 c j uj;
for xed c > 0, for stability. This CFL restriction is what we shall relax. These issues were seen in numerous experiments. In order to avoid these di culties, we propose a new time dependent model that accelerates the movement of level curves of u and regularizes the parabolic term in a nonlinear way. In order to regularize the parabolic term we multiply the whole Euler-Lagrange equation (2.14) by the magnitude of the gradient and our time evolution model reads as follows:
u t = ?jruj j (j u ? u 0 ) + jruj r ru jruj :
We use as initial guess the original blurry and noisy image u 0 and homogeneous Neumann boundary conditions as above, with an a priori estimate of the Lagrange multiplier. From the analytical point of view this solution procedure approaches the same steady state as the solution of (2.14) whenever u has nonzero gradient. The e ect of this reformulation, (i.e. preconditioning) is positive in various aspects:
1. The e ect of the regularizing term means that the movement of level curves of u is pure mean curvature motion, (see 15]). 2. The total movement of level curves goes in the direction of the zeros of j u?u 0 regularized by the anisotropic di usion introduced by the curvature term. 3. The problem for the denoising case is well-posed in the sense that there exists a maximum principle that determines the solution, (see ( 15] )). 4. There are simple explicit schemes, such as Roe's scheme, that behave stably with a reasonable CFL restriction for this evolution equation. Let us remark that explicit schemes could also be applied for the 'anisotropic blurring' case. 5. This procedure is more morphological, (see 1]), in the pure denoising case, i.e., it operates mainly on the level sets of u and u 0 . This is easily seen if we replace u by h(u) and u 0 by h(u 0 ) with h 0 > 0. where a convolution of the function must be used in practice. The intensity of this kind of convolution decides which scale acts on the di usion term. In this paper, we always approximate by (z) (z 2 + ) ?3=2 (4.7) A radical way to make the coe cient of u xx nonsingular is to solve the evolution model:
(u x ) j (j u ? u 0 ) + u xx :
This model works in such a manner that away from extrema we have a large multiplier of ?j (j u ? u 0 ) and at extrema it is just the heat equation.
These evolution models are initialized with the blurry and noisy signal u 0 and homogeneous Neumann boundary conditions, and with a prescribed Lagrange multiplier. We estimated > 0 near the maximum value such that the explicit scheme is stable under appropriate CFL restrictions, (see below).
In order to convince the reader about the speed and programming simplicity of our model, we shall give the details of the rst order scheme for the 1D pure denoising model, i.e., u t = ?ju x j (u ? u 0 ) + + u 2 x u xx (4.9)
Let u n j be the approximation to the value u(x j ; t n ), where x j = j x and t n = n t. Then, the scheme for the problem (4.9) will be u n+1 j ? u n j t = ?jug j j (u n j ? u 0 (x j )) + + g 2 j u n j+1 ? 2u n j + u n j?1 For the model (4.8) we get the same direction of propagation as before. We note that there is no notion of \entropy condition satisfying" discontinuities in image processing; thus we omit the usual \entropy-x" applied to the Roe solver in this work. 4. The CFL condition depends on and . Indeed, the parabolic term in our model (4.5) gives a CFL restriction t using u 0 as initial guess and homogeneous Neumann boundary conditions, (i.e., absorbing boundary). The denominator, u 2 x +u 2 y , appearing in the di usion term may vanish or be small along at regions or at local extrema, when it is computed. Then, we can use either the regularizing parameter > 0, (small enough to perform oating point division), or make the di usion term equal to zero when gradient is smaller than a tolerance, (we can also use parameter small as tolerance cut-o ). Our choice in this paper was the cut-o option, following a suggestion by Barry Merriman. Thus, concerning stability and resolution the role of parameter is almost irrelevant in 2D calculations.
Let u n ik be the approximation to the value u(x i ; y k ; t n ), where x i = i x, y k = k y and t n = n t, where x, y and t are the spatial stepsizes and the time stepsize, respectively. We denote by v 0 = j u 0 and w n ik = j j (u n ik ). We point out that we used for j, the convolution with the 2D heat kernel, (2.4), in our experiments, aproximated by evolving the 2D heat equation u t = u xx +u yy by means of the explicit Euler method in time and central di erencing in space. Then our rst order scheme reads as follows: A very simple way to extend this scheme to get high order accuracy is to follow Shu-Osher prescription, (see 21]). Thus, we consider a method of lines, using an explicit high order Runge-Kutta method in time and using a method of spatial ENO reconstruction, (see 24 We have used 1D signals with values in the range 0; 255]. The signal of (6.1, left) represents the original signal versus the noisy signal with SNR 5. The signal of (6.1, right) represents the original signal versus the recovered signal after 80 iterations with rst order scheme with CFL 0:25. The estimated = 0:05 was computed as the maximum value allowed for stability, using the explicit Euler method in time. We have used = 15 in this experiment in order to achieve the appropiate amount of difusion at small scales. In pure denoising 1D problems the choice of the value of in our model depends on the SNR. Let us observe the very reduced staircase e ect, compared with the usual one obtained with either xed-point iterative methods or nonlinear primal-dual methods, (see 4]).
Now, we present a pure deblurring problem in 1D. The signal of (6.2, left) represents the original signal versus the blurred signal with = 10, (as in 4.11. The signal of (6.2, right) represents the original signal versus the recovered signal after 40 iterations with rst order scheme with CFL 0:1. The estimated = 1:5 was computed as the maximum value allowed for stability, using the explicit Euler method in time. We use = 0:01 in this experiment.
The signal of (6.3, left) represents the original signal versus the blurred and noisy signal with = 5, (as in 4.11), and SNR 5. The signal of (6.2, right) represents the original signal versus the recovered signal after 80 iterations with rst order scheme with CFL 0:25. The estimated = 0:25 was computed as the maximum value allowed for stability, using explicit Euler method in time. The used for the current denoising and deblurring problem is smaller than the one used in the above pure deblurring problem, as we expected. We use = 10 in this experiment to get the correct degree of difusion at small scales. This shows that the 1D problem is quite sensitive to the choice of , in contrast with the 2D case where the size of this parameter becomes irrelevant. Let us also observe a very reduced staircase e ect. We performed many other experiments with 1D signals, obtaining similar results.
All our 2D numerical experiments were performed on the original image (Fig 6. 4, left) with 256 256 pixels and dynamic range in 0; 255].
The third order scheme we used in our 2D experiments was based on the third order Runge-Kutta introduced by Shu and Osher, (see 21]), to evolve in time with a third order spatial approximation based on the PHM reconstruction introduced in ( 12] ).
Our rst 2D experiment was made on the noisy image, (6.4, right) , with a SNR which is approximately 3. Details of the approximate solutions using the Chan-GolubMulet primal-dual method and our time dependent model using the third order Roe's scheme, (described above), are shown in Fig. 6 .5. We used 0:0713 and we perform 50 iterations with CFL number 0:1. We used the same estimated as the one used for the primal-dual method, and we observed that this value correponds to the largest we allowed for stability with this CFL restriction. We also remark that the third order Runge-Kutta method used enhances the di usion at small scales. The contour plots are shown in Fig 6. 6. We can infer from these contours that the edges obtained by the new model are sharper than the ones obtained by the primal-dual method. This might seem surprising, since the steady state satis es the same equation (2.14) on the analytic level. Numerically they are quite di erent because the approximation of the convection term involves hyperbolic upwind ideas.
Our second 2D experiment is a pure deblurring problem. Fig (6.7, left) , corresponds to the original image blurred with Gaussian blur where = 5 as in (2.4). We remark that we computed the convolution operator j by evolving the 2D heat equation with explicit Euler method in time and central di erencing in space with a CFL number of 0.125, in order to test our model in practical conditions. In Fig (6.7, right) , we represent the approximation using our third order Roe's scheme where we perform 50 iterations with CFL number 0:1. We have used = 1:5, (the maximum value that allows stability for the above CFL restriction), and = 0:01. We observe that the scheme is not sensitive to the choice of provided the value be small enough, (smaller than 0:1). This behavior is justi ed from the fact that the 2D problem is more regular. The isointensity contours showed in (6.8) make clear the edge enhancement obtained through our algorithm.
Our 2D critical experiment was performed on the blurry and noisy image represented in Fig (6.9, left) , with Gaussian blur where = 5 as in (2.4) and SNR 5. We have used the = 1:5 and = 0:01. We performed 50 iterations with a CFL number of 0:1, using our third order Roe's scheme, obtaining the approximation represented in gure (6.9, right). Let us observe the denoising and deblurring e ect in the isointensity contours picture represented in gure (6.10).
Finally, we shall include the convergence history of the two 1D experiments corresponding to the pure denoising problem and a denoising and deblurring problem presented above. In Figs 6.11 and 6.12 we represent the semilog plot of the L 2 -norm of the di erences between consecutive iterates versus the number of iterations and the plot of the evolution of the total variation of the solution, respectively. We observe 'superlinear' convergence along the rst third part of the evolution and linear convergence along the remainder. We pointed out that all our experiments were performed with a constant timestep and thus, the computational cost is very low compared with the semi-implicit methods. These usually require one third of the number of iterations we needed, but every step of the semi-implicit method requires about ve iterations of the preconditioned conjugate gradient method to invert.
7. Concluding remarks. We have presented a new time dependent model to solve the nonlinear TV model for noise removal and deblurring together with a very simple explicit algorithm based on Roe's scheme of uid dymamics. The numerical algorithm is stable with a reasonable CFL restriction, it is easy to program and it converges quickly to the steady state solution, even for deblurring and denoising problems. The algorithm is fast and e cient since no inversions are needed for deblurring problems with noise. Our time dependent model is based on level set motion that makes the procedure morphological and appears to satisfy a maximum principle in the pure denoising case, using as initial guess the noisy image. We also have numerical evidence, (through our numerical tests), of this stability in the deblurring case, using the noisy and blurred image as initial guess. 
