Abstract-This paper provides new techniques to predict electric loads using a multiple linear regression (MLR) model, which adopts a statistical approach that assumes that past load and weather data can provide information for forecasting the target load. However, there are some application problems when the observed data is insufficient or the reference load deviates from the training data set. To solve these problems, we introduce new methods such as approximately adaptive searching and compensation. The results of case study show whether our new methods work well with real data.
I. INTRODUCTION
Electric load forecasting is essential for efficient power grid operation and management. Electrical energy use in consumer goods requires maximal consumption due to the difficulty in storage. Therefore, electric load forecasting is key to reducing unnecessary power generation, which prevents wasting resources. Furthermore, it can be used for transmission and distribution (T&D) planning, demand side management (DSM), and intelligent trade in the competitive energy market. Load forecasting can be classified into three types according to its evaluation time range and forecasting purpose:
• Long-term Load Forecasting (LTLF) -Forecasting the peak electric demand of multiple years, which is essential for power capacitance planning [1] .
• Mid-term Load Forecasting (MTLF) -Forecasting the hourly load of several weeks up to one year, which is needed for power system maintenance scheduling [2] .
• Short-term Load Forecasting (STLF) -Forecasting the hourly load up to 24 hours, which is implemented for power system operation and DSM. STLF allows operators to make critical decisions for controlling power systems, maintaining grid stability, and reducing excessive power generation or waste of resources. Moghram [3] introduced some classical and typical methods of STLF, which consist of a stochastic time series method, state space method, knowledge-based approach, and multiple linear regression (MLR) method.
The electric load is formulated as a function of the past observed load values in the listed methods above, except for the knowledge-based approach. Examples of stochastic time series method include autoregressive models, movingaverage models, and autoregressive moving-average models. The state space method employs the Kalman filter. Since all of these methods use predicted load values as input to estimate their future sequential load values for multi-step forecasting, the estimation error tends to propagate and become more serious as the prediction steps increase. The knowledge-based approach implements various methods and was developed with an expert system and fuzzy theory. After Czernichow [4] utilized artificial neural networks (ANN) for load forecasting in his paper, many researchers have paid attention to this field. In recent years, ANN has become one of the major techniques for load forecasting and has been applied to various industrial fields of energy utility companies [5] . However, this method requires large amounts of data for learning and has overfitting problems caused by an ambiguous criterion for implementing and stopping its iterative functions [6] . The MLR method is one of the most popular statistical methods for load forecasting, on which many studies are still being conducted. With the MLR method, it is easy to set up a mathematical model, and MLR provides intuitive perspective about its variables.
In this paper, we introduce a new MLR method based on the former papers utilizing MLR and formulate the load with past load and weather information. Unlike the conventional method, which selects the observed load based on a specific time and learns the patterns, this new approach selects the observed load based on a specific reference load. This new MLR method has several application problems, which we have tried to address. To check whether the new methods are well solved, case studies are conducted with real electric load and weather data.
The rest of this paper is organized as follows: Section II outlines the theoretical background of MLR, and Section III illustrates the detailed methodology to implement our new MLR. The results of a case study with actual load data are presented and analysed in Section IV. Section V concludes this paper.
II. MULTIPLE LINEAR REGRESSION
In the MLR method, the load is described as a linear combination of explanatory variables that influence the load such that
where y is the electrical load, c j is the explanatory variable, x j is the unknown regression coefficient for j ∈ [0, n], and e is a modelling error. The row vector c = [c 0 , c 1 , · · · , c n ] contains dependent variables that affect on the load, and the column vector x = [x 0 , x 1 , · · · , x n ] t consists of unknown coefficients where a t refers to a transposition of a. If we choose some observed data from a training set and regard them as being formulated by Eq. (1), we can set up an MLR model as an overdetermined system. Let y i denote i-th observed load and c ij denote the j-th component of i-th observed condition vector c i for m observed electric load data. The i-th estimated load for i ∈ [1, m] is given by
Eq. (2) has m equations of y i and c i with n + 1 unknown coefficients x 0 , · · · , x n with m > n + 1 and can be written in matrix forms as follows:
where
This equation usually has no solution with m > n + 1. Instead of finding a unique solution, we need to find coefficient vector x that best minimizes the squares of error between the estimated and actual load to fit Eq. (3). This method is well known as the least squares (LS) problem, which has a unique solution as follows, given that the n + 1 columns of matrix C are linearly independent:
With this optimized x * in Eq. (4) and the condition vector c, we can predict the next state loadŷ as follows:
III. PROPOSED FORECASTING METHODOLOGY
In this section, we provide the newly proposed MLR methodology in detail. To address two application problems, we introduce approximately adaptive searching and compensation techniques.
A. General Description
The condition vector c has been defined in various ways in the previous extant literatures using MLR. One of these examples is the use of weather information. Some researchers defined the condition vector c using various weather information, such as temperature of previous hour, average temperature of the previous 24 hours, temperature difference of a certain time interval, square of this difference, humidity, wind speed, and so on. Fig. 1 shows the average residential load and temperature during September in the Texas Austin area. The load and temperature have a periodicity on a daily basis, and they are highly correlated with each other. It is apparent that the present load is related to previous loads, such as an hour ago or 24 hours ago. The present load also depends on the transition amount of the recent load and temperature. Applying this fact to Eq. (1), the load can be formulated with unknown coefficient vector x and the condition vector c, which contains the past load and temperature. Let y(kT ) denote the electric load and w(kT ) denote the temperature at time kT with observation time interval T . Also let c j (kT ) denote jth component of condition vector c, then the y(kT ) is given by
Eq. (6) employs the condition vector c with past load and temperature as explanatory variables assuming that they might affect the present load y(kT ). The load fluctuation ∆y and the temperature change ∆w are taken into account due to the effects of hourly and daily changes. In addition, we need to collect observations to solve the least squares problem to find the optimal x * based on Eq. (6) . In this paper, we propose a new method of choosing these observed data with a reference load. We can gather information from the previous load by collecting the observed data, which are the same or close to the reference load and infer the target load by the following method: Let y ((k − 1)T ) denote an hour ago load as a reference load (previous state) for a target load y(kT ) (next state) and l((k i − 1)T ) denote i-th chosen past load satisfying l((k i − 1)T ) = y((k − 1)T ) = α k . Assuming the reference y ((k − 1)T ) is α k , we can collect the points of 
l ((k i − 1)T ) = α k and estimate y(kT ) using the correlation of l ((k i − 1)T ) and l(k i T ). Fig. 2 illustrates how we can choose such points from the correlation graph of previous and next state load in the training set when α k is set to 1.5. The transition from l ((k i − 1)T ) to l(k i T ) makes it possible to infer the y(kT ) from y ((k − 1)T ). More specifically, assuming m points that satisfy l ((k i − 1)T ) = α k , the chosen observed data set Y and the condition matrix C can be defined as follows: If we find enough m points for Y and C such that m is bigger than the unknowns from the correlation graph in Fig.  2 , the optimized x * can be achieved by solving the Eq. (4), which can be used for the next state load prediction.
B. Approximately Adaptive Searching
Basically, we assume that the number of rows of matrix C is bigger than the dimension of the unknown vector x when computing the optimized x * in Eq. (4)
The first problem of the proposed method occurs when the elements of observed data set Y is small. In cases where the reference load is at a low density position, the number of equations can be smaller than the dimension of the unknown coefficient vector. Fig. 3 shows this case. When α k is 2.8 as the reference load, there are 3 points of l ((k i − 1)T ) = 2.8. Since the dimension of unknown x is 7 in this paper, m should be larger than 7 in order to calculate x * . However, since m is smaller than d, we have infinite solutions for x * , which is useless for our prediction. To solve this problem, we introduce the approximately adaptive searching method to obtain more points by accepting similar points instead of only using the same exact points. Since the proposed method tries to learn past experiences based on the information specialized by the reference, it is also meaningful to employ approximations around the reference point. If we take those approximations, we can increase m more. Fig. 4 shows the approximately adaptive searching results for a small m. Fig. 4 (1) illustrates the approximations near l ((k i − 1)T ) = α k . If we adopt the points of α k − k ≤ l ((k i − 1)T ) ≤ α k + k , where k is an adaptively increasing searching interval, we can obtain many more training points compared to the 3 points in Fig.  3 . When the reference point is at a lower density position, such as at α k = 3.0 in Fig. 4 (2) , we can get more points by increasing the searching interval k until we get enough points to calculate x * .
C. Compensation
Another problem occurs when the reference load deviates from the training set range. The two cases of that condition are shown in Fig. 5 . When the reference load y ((k − 1)T ) is smaller than the minimum of the training data or bigger than the maximum, the observed points satisfying l ((k i − 1)T ) = α k cannot be found, which are needed to set up the next state vector y and condition matrix C of Eq. (4).
Being out of range means that an unprecedented load has emerged that has never been learned in the past. Since we have no choice but to use the training set, the reference load must be treated as the minimum value (or maximum value), even if it is smaller than the minimum. One benefit is that we already know the error due to this forced approximation. This fact presents us with the main idea to solve this problem. Once the estimated load is obtained using a forced approximation, we can compensate for the intentional error by using what we already know. Let ∆ − and ∆ + denote these intentional errors, then the estimated loadŷ(kT ) of Eq. (5) should be adjusted as follows:
• Case where
The symbol ∆ − represents an intentional error to compensate for when the reference load is less than the minimum of the training data set, and similarly, ∆ + is also an intentional error to compensate for when the reference load is greater than the maximum.
IV. CASE STUDY
In this section, we show the results of case studies with the real electric load and weather data of Austin, Texas. These case studies will demonstrate whether the proposed MLR method can predict the load well.
A. Data and Performance Metrics
In our study, we use hourly electric load data spanning two years from 2015 to 2016 in Austin, Texas, which is provided by Pecanstreet.org. Residences with photovoltaic cells are excluded from the analysis to avoid substantial data variations. The regional weather information is obtained from the National Oceanic and Atmospheric Administration (NOAA) Bergstrom station in Austin. The hourly wet bulb temperature from the weather informations is implemented for the prediction. We use the data from 2015.01 ∼ 2016.06 (18 months) as the training term and the data from 2016.07 ∼ 2016.12 (6 months) as the verification term.
The forecasting performance is measured by the relative mean absolute percentage error (RMAPE) [7] and root mean square error (RMSE), which are calculated on a daily basis. Letŷ(kT ) denote the estimated load, y(kT ) denote the actual load at time kT , and y pod denote the peak load of the day, then RMAPE and RMSE will be given by
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Since the RMAPE divides the absolute difference by y pod , it might give us distortion caused by y pod being zeros or near-zeros. Therefore it is required to see RMAPE and RMSE together, which simply measures the differences between the actual and estimated values.
B. Results of 1-hour Prediction
A 1-hour prediction can be done by setting an hour ago load as the reference. In this case, the condition vector c can be defined as follows:
If the reference load is out of training set range, there are huge errors between the actual and estimated data. However, we can reduce these forced errors using the compensation technique shown in Fig. 6 . The monthly error distribution for 1-hour prediction is shown in Fig. 7 . The boxplot (a) shows the monthly RMAPE and (b) shows the monthly RMSE. On each box, the bottom and top lines of the box indicate the 25th and 75th percentiles, respectively, and the central (red) mark indicates the median. The outliers are plotted individually using the + symbol. As shown in Fig. 7 (a) , the prediction technique seems to have good performance with a low RMAPE of 2∼5% until October but bad performance with a high RMAPE of 6∼12% during the winter period. However, this is some what of a distortion due to the peak load of day in winter approaching zero. In fact, Fig. 7 (b) shows that the RMSE in winter is actually lower than before.
C. Results of Successive 24-hour Prediction
Even though the 1-hour prediction gives us theoretical perspective of the proposed MLR method, it is impractical for real power system operation since generators require several hours to start up to provide additional power. For this reason, the 24-hour prediction is much more applicable to real-world electric companies for making important operating decisions. Similar to 1-hour prediction, we need to establish the 24-hours-ago load, y ((k − 24)T ), as the reference load in order to forecast successive 24 hours load. If the condition vector c contains a load value of less than 24 hours, it is necessary to use the previous estimation result iteratively for the next prediction. Since this iterative method leads to an unexpected large error, we propose c as follows for direct prediction without iteration: Fig. 8 shows the monthly performance of 24-hour prediction, and it reveals that the performance is worse than 1-hour prediction. This result is natural, since a successive 24-hour prediction is much more difficult and complicated than a simple 1-hour prediction. Different correlations of the two predictions provide clues for the reason. Fig. 9 illustrates two correlations of previous and next-state load for the 1-hour prediction and the 24-hour prediction. We find that the nextstate load l(k i T ) is more closely related to the 1-hour-ago load l ((k i − 1)T ) than the 24-hours-ago load l ((k i − 24)T ).
To compare the variance of l(k i T ) of each correlation, assume that the reference load, α k , is 1.5 for both and let each variance denote σ smaller than σ 2 2 , we may expect the performance of the 1-hour prediction to be better than the 24-hour prediction.
V. CONCLUSION
In this paper, we formulated the present electric load with an MLR model, which is an inner product of the condition vector and the unknown coefficient vector. We have proposed a new MLR method which selects the observed data based on a specific reference load. The optimized coefficient vector can be calculated by minimizing the squared error and can be used for prediction of the target load. We have introduced an approximately adaptive searching and compensation technique in order to address the application problems for our new proposed MLR. The successive 24-hour load can be predicted by setting the 24-hours-ago load as the reference load. The results of a case study with Austin data set showed that our newly proposed MLR method works well. 
