A Finite Difference Discretization Method for Elliptic Problems on Composite Grids. In this paper we discusss a simple finite difference method for the discretization of elliptic boundary value problems on composite grids. For the model problem of the Poisson equation we prove stability of the discrete operator and bounds for the global discretization error. These bounds clearly show how the discretization error depends on the grid size of the coarse grid, on the grid size of the local fine grid and on the order of the interpolation used on the interface. Furthermore, the constants in these botmds do not depend on the quotient of coarse grid size and fine grid size. We also discuss an efficient solution method for the resulting composite grid algebraic problem.
Introduction
Many boundary value problems produce solutions which possess highly localized properties. In this paper we consider two-dimensional elliptic boundary value problems with one or a few small regions with high activity. In these regions the solution varies much more rapidly than in the remaining part of the domain. We are mainly interested in problems in which this behaviour is due to the source term (e.g. a strong well). In general, from the point of view of efficiency, it is not attractive to use a uniform grid for discretizing such a problem. Often the use of local grid refinement techniques will be advantageous.
In this paper we study a local grid refinement technique based on the combination of several uniform grids with different grid sizes which cover different parts of the domain. The continuous solution is then approximated on the composite grid which is the union of the uniform subgfids. Methods based on such a technique have been addressed by several authors. The finite volume element (FVE) method used in McCormick's fast adaptive composite grid (FAC) method is of this type and an analysis of this composite grid discretization is given in [3, 14] . This finite volume type of method uses vertex-centered approximations. A finite volume method for composite grids using special cell-centered approximations is analysed in [5, 12] . The local defect correction (LDC) method introduced in [9] is a very general approach which can be used for discretization on a composite grid too. For discretization of parabolic problems on composite grids we refer to [6] and the references therein.
In this paper we analyze a very simple discretization technique based on standard finite differences on uniform grids and a suitable (linear or quadratic) interpolation on the interface between a coarse and a fine grid. The method is closely related to a special case of the LDC method. In fact, the idea to study this discretization method originated from an analysis of the LDC method in [7] .
We consider a discretization in which all composite grid points on the interface are also part of a global coarse grid and we use the corresponding standard coarse grid stencils at these grid points. So we do not always use the nearest neighbours in the composite grid discretization on the interface. At the fine grid points adjacent to an interface we use the standard fine grid discretization stencil. Information needed on the interface is then provided by a suitable (piecewise linear or piecewise quadratic) interpolation. At all other grid points we use the standard finite difference discretization.
We will discuss how this approach results in a natural way from the LDC method. Two important issues in this discretization approach have to be addressed: the size of the global discretization error and a solution method for the resulting composite grid algebraic problem. We will discuss both issues although the emphasis lies on the first one. Using techniques on M-matrices and the discrete maximum principle we prove stability of the discrete operator and (optimal) estimates for the global discretization error. These estimates dearly show how the discretization error depends on the grid size of the coarse grid, on the grid size of the local fine grid and on the order of the interpolation used on the interface. Furthermore, the constants in our bounds do not depend on the refinement factor (i.e. the quotient of coarse grid size and fine grid size).
Nice features of the present discretizafion method are its simplicity, the optimal order discretization error and the fact that we can use an efficient solver for the resulting algebraic system. On the other hand, unlike the finite vohmae techniques, we do not have a conservation property and in the analysis we need a high regularity of the solution (we use fourth order derivatives).
The remainder of this paper is organized as follows. In Section 2 we first consider a simple two-point boundary value problem. We discuss very elemen-tary properties of discrete Greens functions corresponding to two types of composite grid discretizations. Most of these properties, which play an important role in the analysis of the discretization error, can be generalized to the two-dimensional case. This generalization and the resulting error estimates for a two-dimensional model problem are the topic of Section 3. In Section 4 we show how the composite grid discretization is related to the LDC method. Also, we show how the composite grid algebraic problem can be solved using the LDC method. In Section 5 we present numerical results and we discuss another seemingly rather natural finite difference discretization method on composite grids.
A One-Dimensional Model Problem
In this section we consider a very elementary two-point boundary value problem. We introduce two different composite grid discretizations for this problem. The main issue is to show some interesting properties of the discrete Greens functions related to certain grid points on, or close to, the interface between the coarse and the fine grid. In the next sections we will show that these properties can be generalized to the two-dimensional case. The approach used in the analysis in this section is of interest, because a similar approach, with some technical complications, is used in the two-dimensional analysis in Section 3.
We consider the following two-point boundary value problem -U~x(X)=f(x ) ,
We assume a (high activity) subregion O l c O of the form O t = (0, F), with 0<F<I.
We assume a "coarse" grid size H such that 1/H ~ N and F/H ~ N and we introduce a "fine" grid size h given by
A fine grid oh on 121 and a coarse grid O H on 12 \ O t are defined as follows:
nl := r/h -1, 02 -= {ihll _< i < nl}, (2.3a)
The composite grid O~' H is given by O~ '~:= O~U Og.
The composite grid is illustrated in Fig. 1 . 
Note that in (2.5a) the interface point Y is treated as a coarse grid point; the corresponding local discretization error is C (H2). In (2.5b) we have a nonsymmetric finite element type of stencil with local discretization error ~ (H). In the latter case, the constant in G(.) depends on cr = H/h. The constant is proportional to (o--1)/or, and thus bounded for o-~ ~ and equal to 0 for or= 1 (i.e. a uniform grid).
First we analyze the discrete operator Ah, 14. We introduce a block-partitioning corresponding to (2.4) . By e k we denote the k-th standard basis vector in ~m(m = n 1 or m = n2 
The constants C1,C z depend on max{lu(4)(x)l Ix ~ (0,F)} and max{lu(4)(x)[ Ix (F, 1)} respectively, and C~ j) depends on IU(Y+2>(x)l with x in a small neighbourhood of F. From (2.11) we conclude that the difference between Ah, H and Ah, n as discussed above has only little influence on the global discretization error. In Section 5 we will see that a similar conclusion cannot be drawn in the two-dimensional case.
Remark 2.4. Results very simiIar to those in Theorem 2.1 and Theorem 2.2 can be obtained if we consider a composite grid with two interface points, i.e. /2 t is of the form (1"1, F z) with 0 < F 1 < F 2 < 1.
Finite Difference Discretization on Two-Dimensional Composite Grids
In this section we analyze a two-dimensional finite difference discretization method. Essentially we generalize the analysis of the previous section to obtain a result for the global discretization error on a composite grid. We will show what the effect is of the interpolation used on the interface. We consider a discretization method in which the interface points are treated as coarse grid points (cL (2.5a)). In Section 5 we will discuss a method which can be seen as a generalization of the one-dimensional approach in (2.5b) (i.e. a nonsymmetric stencil on the interface with @ (H) local discretization error).
We take the following model problem We use the following notation (cf. 
The differential operator -Zi in (3.1) is replaced by the following stencils.
At grid points of g2~ \ F/-/ we use
At grid points of Oc h \ Fh* we use
At grid points M~ F H we use the difference given by (u c/2(oH)):
M is treated as a coarse grid point, cf. (2.5a)).
At points M e Fh* we use the following discretization. We assume a given interpolation operator Pr :12(FH) ~ C(F). Now at M we discretize by applying the standard 5-point fine grid stencil as in (3.3b), unknowns corresponding to grid points in /-h \ FH are eliminated using Pr.
The usual modifications are used at grid points close to the boundary 0/2. The discretization above is fully determined if Pr : 12(FH) ~ C(F) is given. In this paper we consider a piecewise linear interpolation and a piecewise quadratic interpolation, denoted by p(~) and p(r 2) respectively. If UH~ 12(FH) is given, then at x ~ F h \ F H we use an interpolated value (pruH)(x) as shown in Fig. 3. If M has distance H to the boundary 012, we use the Dirichlet boundary values in the interpolation. For example, for x=(1-6)(0,3'2)+ 6(11,312) , 0 < 6 _< 1, the linear interpolation is defined by
since we consider homogeneous Dirichlet boundary conditions. 
I I I 1 M-(H,O) x M M +(H,O)

]
4 -1 wlz~h = 1.
Finally, we consider M c Fh*. We defme the set of neighbour grid points:
We introduce the grid function ~ E 12(12h), given by
Note that both for piecewise linear and piecewise quadratic interpolation we have 0 <k(s _<w(~) for all ~c O h. Using this we obtain for M~ Fh*
In the following theorem we prove monotonicity of Ah, n (cf. Theorem 2.1). For the case with piecewise quadratic interpolation some technical tools are needed. This is due to the fact that then Ah, H is not an M-matrix.
Theorem 3.2. Both for piecewise linear and piecewise quadratic interpolation, the operator Ah,~l is monotone, i.e. Ah, H is nonsingular and A~,~ >_ 0 holds.
Proof." First we consider the case with piecewise linear interpolation. with weights o~(y) > 0, a2(y) >_ 0, aa(y) + a2(y) = 1 for y ~ l M. A similar result holds on F,e,. r Using this, it follows that Ah, H is an irreducibly diagonally dominant matrix with (Ah,~r)i, i _< 0 for i 4:j. Hence Ah, h, is an M-matrix and thus Ah, u is monotone.
We now consider the case with piecewise quadratic interpolation, which is more involved. We will show that Ah, H (which is not an M-matrix) can be written as the product of two M-matrices. The technique is based on ideas from [2, 13] .
A special role is played by the equations in which the quadratic interpolation is used. So we introduce the set Fh** := {X~ Fh*](X+ (h,0)) ~ F ~ A (X+ (0, h)) ~ FH}.
As an example we take X ~ Fh** as shown in Fig. 4 . The equation at X is as follows: Note that 0 < 6 < 1 implies a 1 < 0, 0 < a 2 < 1, 0 < a 3. Also we have
We decompose Ah, H as Ah,
(Note that obvious modifications are used if X is close to the boundary 0~).
Finally, we consider X~ Fh**. As an example we take X as in Fig. 4 ; then we define (cf. (3.6)): [ P ]xu = -h-2alu( C).
For this X we also have
Combination of the results in (3.7), (3.11), (3.12) and using N1D-1N2 > 0 yields the inequality P <N1D-~N2.
From (3.10), (3.13) we get the following:
Ah, H =D +N+P<D +N 1 +N2 +N1D-1N2 = (D +NI)(I+D-1N2). (3.14)
Since We use the notation gH:=gla. , gH:=gla.. Now consider SgH=(A2z - 
A21AiiAlrPr)g ~ l (0~ ).ForMCs(F~o~UF~,.~UF ~ )we have
(Sgff)(M)=[A22]Mgc~>H -2 -1 4 -1 gH>O. (3.23a) --1 M
H ey gla~ +-H e--y gla=
With respect to the result on (Fo~Hrt U FiHo~ \ (Yl, Y2)) we first note the following. It is well-known (cfi e.g. [1, 4] ) that in case of a global uniform grid with grid size h relatively large (e.g. 6e (1)) local discretization errors at grid points close to the boundary may still result in acceptable (e.g. G (h2)) global discretization errors. In Theorem 3.4. we have a very similar effect with H fixed and h $ 0, but now with respect to local discretization errors at grid points of Fh* (i.e. close to the interface). Below we will see that this effect (i.e. the result of Theorem 3.4) plays an important role in the analysis of the global discretization error.
We discretize the right hand side of (3. SO 
dh, H(y) = (-AU)(y)-(Ah,z4(Ula~,,~))(y). As usual in a finite difference setting
we assume U~ C4(O). Then for the local discretization errors we have the following: In that case the local discretization error on Fh* may be large compared to the local discretization error on O~ h' Lt \ Fh* (cf. (3.25)). A strong damping of these large local discretization errors is a necessity for obtaining an acceptable global discretization error. As usual in finite difference estimates, the result in (3.27) has the disadvantage that high (fourth order) derivatives are involved. A nice feature is that the constants in (3.27) do not depend on o-= H/h. Furthermore, the bounds in (3.27) nicely separate the influence of the high activity region (Clh2), the low activity region (C 2 H2), and the interpolation on the interface (C 3 Hi). Note that for linear interpolation the discretization is convergent, but not consistent. We also note that in (3.27) the bound for linear interpolation (j = 1) is worse than the one for quadratic interpolation only asymptotically for H $ 0. In practice (where we have a given positive desired accuracy) it may happen that this asymptotic behaviour does not occur and that the results for quadratic and for linear interpolation are comparable. Examples of this will be given in Section 5.
Comparing our results with related results in the literature we note the following. The analyses in [3, 5] use weaker assumptions concerning the regularity of the solution. On the other hand, the analysis for the finite volume element method in [3] only treats the case with o-= 2. In the schemes in [5] larger values of o-are allowed, but it is not clear how the discretization error (bound) depends on o-.
The sharpness of the bounds in (3.27) will be discussed in Section 5. Remark 3.10. We now comment on a generalization of our discretization error analysis to more general elliptic boundary value problems. In the analysis in this section we use three main arguments: local discretization error estimates (as in (3.25)), a stability result (Theorem 3.3) and a strong damping of local discretization errors on Fh* (Theorem 3.4).
We consider an elliptic boundary value problem, on the unit square, of the form a(x,y)Uxx+b(x,y)Uyy+C(x,y)Ux+d(x,y)Uy=f, (3.28) with homogeneous Dirichlet boundary conditions. The coefficient functions are smooth and satisfy the usual requirements for an elliptic problem which is not convection dominated. We use a standard finite difference discretization with central differences for the first order derivatives. This results in a composite grid operator Ah, H of the form as in (3.4).
We first discuss the case with piecewise linear interpolation. The resulting local discretization error estimates are as in (3.25), with j = 1. Under the usual conditions for the local mesh Peclet number, the matrix Ah, H is an M-matrix.
We cannot apply the usual technique for proving the existence of a barrier function (cf. Ilvlll~ -< IIv211~ + clh 2,
So it remains to obtain a bound for Ilv211~. We sketch an approach, different from the one used in the proof of Theorem 3.4, that can be applied to a more general problem as in (3.28) . Note that A~21A21 >_ 0 and A~lAlrPr > O, so using the maximum principle we obtain
IIA221A21A~1A1rPr II= < ]IA~(A21]I~IIA?11AlrPr I[~ -< 11A22~A211Z = IIA~A21211~.
We introduce w :=AY21A212, so w satisfies A22w-A212 = 0. This corresponds to the discretization, on a uniform grid with size H, of the differential equation So we then have a result as in Theorem 3.4. From these observations we derive the claim that for the case with piecewise linear interpolation the analysis presented in this section can be extended to more general elliptic boundary value problems as in (3.28).
For the case with piecewise quadratic interpolation it is not clear (to us) how the analysis of this section can be extended to a more general setting. It is not clear how we can prove monotonicity of Ah, i_ 1 (Theorem 3.2) if we have a problem as in (3.28) with variable coefficients. In Section 5 we present numerical results for a problem as in (3.28). There we observe that both for linear and for quadratic interpolation we have a discretization error behaviour that is very similar to the behaviour in case of the Laplace equation.
Connection with the Local Defect Correction Method
In this section we will discuss a close connection between the composite grid discretization in Section 3 and the Local Defect Correction method (LDC) introduced in [91. The results in this section are based on [7] . This connection can be used to solve efficiently the composite grid system of Section 3. Below we explain the LDC method applied to the problem in (3.1). For a more general discussion of the LDC method we refer to [9] .
In Section 3 we introduced the local fine grid O h and the coarse grid Off (both part of the composite grid, cf. (3.2) ). To make the notation in this section more transparant, we will write O h instead of O h. We now introduce the global coarse grid In LDC one starts with solving the basic coarse grid problem (4.2). The resulting uH is used to define boundary values for a local fine grid problem, i.e. we solve (4.5) with OH = U/4 , resulting in a local fine grid approximation u h. By solving the local fine grid problem we aim at improving the approximation of the continuous solution U in the region 821. However, the Dirichlet boundary conditions on F h result from the basic global coarse grid problem and the approximation u h can be no more accurate than the approximation u~ at the interface, which in general will be rather inaccurate. Therefore the results of this simple two step process usually do not achieve an accuracy which is in agreement with the added resolution (see e.g. [9] ). In the LDC iteration coarse and fine grid processing steps are reused to obtain (quickly) such accuracy.
In the next step of the LDC iteration the approximation u h is used to update the global coarse grid problem (4.2). The right hand side of (4.2) 
{ (A~(uhlag))(x)-(A~lr(uH'rH))(x)
. So the right hand side of the global coarse grid problem is corrected by the defect of a local fine grid approximation. Once we have solved (4.7) we can update the local fine grid problem:
Aha,Uh =fh +AharPr UH"
The approximations ~R and ~h of U can be used to define an approximation of U on the composite grid:
x O7 Uc(X) '= ULr(X) x ~ ay = a h'~ \ f21 h" (4.9)
In the LDC iteration global problems like (4.7) and local problems like (4.8) are combined in the way described above. In practice the systems in (4.10b), (4.10c) will be solved approximately by a fast iterative method. Then one can take advantage of the fact that one has to solve (standard) problems on uniform grids.
Any fixed point (UH, Uh) of the iterative process (4.10) is characterized by the system (see [9] )
AllUh =fh +AhrPrUH
on ~h.
Corresponding to fiH and t~ h one can define a composite grid approximation t~ c as in (4.9) . We now discuss a main result from [7] . It is proved in [7] that uc is the solution of the composite grid problem that is analyzed in Section 3 (cf. (3.4) ).
Based on this result we make the following observations:
--The LDC method seems a natural approach for computing discrete approximations on a composite grid. The close connection between LDC and the composite grid discretization of Section 3 (where with respect to discretization an interface point is treated as a coarse grid point) yields a further justification of this discretization method.
--The result of Theorem 3.7 yields a discretization error bound for the limit (fie) of the LDC iteration.
--The LDC method can be used for solving the composite grid system of Section 3. Note that in the LDC solution process we do not need the composite grid operator Ah, H" We only use the discretizations on the local fine grid (Ahl) and on the global coarse grid (AH).
--
In [7] the rate of convergence of the LDC method is studied. Based on the results in [7] (and in [9] ) we expect the LDC method to be an efficient solver for the composite grid system of Section 3.
Numerical Results
In this section we will show results of some numerical experiments. First, we present results related to the global discretization error bound proved in Theorem 3.7. Then we discuss a two-dimensional nonuniform discretization method which can be seen as a generalization of the one-dimensional method with stiffness matrix -'4h, H of Section 2 (cf. (2.5b) ). Finally, we show composite grid discretization errors for a problem with variable coefficients (Experiment 4) and for a problem with a singular solution (Experiment 5).
Below in Experiments 1, 2 and 3, we will illustrate certain phenomena using numerical results for the following model problem: . In this experiment we show that the bound is sharp with respect to this C3H term. We consider Case 1. Then for C1, C 2 in (3.27) we have C 1 = C 2 = 0. In Table 1 This means that the global discretization error corresponding to the composite grid problem with H = 1/8, h = 1/64 is approximately of the same size as the global discretization error corresponding to the standard discrete problem on the global uniform grid with h = 1/64. So in this sense the quality of the discrete solutions of these two problems is the same. However, in the composite grid problem the discrete solution can be computed with significantly lower arithmetic costs. When we repeat this experiment, but now with linear interpolation instead of quadratic interpolation on the interface, we obtain discretization errors that are very close to the discretization errors shown in Table 2 (difference less than a few percent).
We now discuss an obvious two-dimensional generalization of the one-dimensional approach in (2.5b). We use the same discretization stencils as in Section 3 at all grid points of J2~h'u\ F ~. Again, we use piecewise linear (j = 1) or piecewise quadratic (j = 2) interpolation. On F ~/ we do not use a coarse grid stencil as in Section 3, but a nonsymmetric stencil of the same type as in (2.5b). For example, in Me F~en,.t we use (u ~/2(j2h'~Z)):
This results in a discretization with stiffness matrix denoted by Ah, H and with local discretization errors as in (3.25) but now with an #'(H) error at points Me F Lr. In Section 2 we noticed that in the one-dimensional case the local discretization error in Fh* is reduced only by a factor h (cf. (2.9)). Numerical 1 experiments show that in the two-dimensional case we also have IIA~ n 2r* II= = (5.5) [ICth, H -Ur,~,,qL _< gClh + with C i as in (3.27 ). Clearly, due to the factor o-the bound in (5.5) is less favourabte than the result in Theorem 3.7. We also note that for solving the resulting discrete problem an FAC type of method can be used. Then we need the composite grid operator Ah, ~/ in the solution method, whereas in the LDC approach (cf. Section 4) the composite grid operator Ah, H is not needed. So the composite grid discretization with stiffness matrix Ah, ~/ has disadvantages when compared with the composite grid discretization of Section 3.
Experiment 3. This experiment is similar to Experiment 1 but now with the stiffness matrix Ah, H instead of the stiffness matrix Ah, H. We use piecewise linear interpolation on the interface and we consider Case 1. Then the bound in (5.5) is of the form C3co-H, so we expect a growing discretization error if o-is increased. A dependence of the global discretization error on o-is observed in Table 3 , too. Apparently this dependence is not linear in o-. Probably this is due (as is done in the proof of (5.5)) is rather crude.
Our discretization error analysis in Section 3 applies to the Laplace equation We take the data f, g such that the solution U is as in (5.3). We use a standard discretization with central differences for the first order derivatives. The resulting discretization errors with H= 1/16 are shown in Table 4 . Note that the results are very similar to the results for the Laplace equation in Experiment 2. As in Table 2 , we observe an ~f (h 2) behaviour until a certain threshold value ~r,,ax is reached. We also see that for linear and quadratic interpolation we have approximately the same threshold value for o-. Apparently, for H = 1/16 the error in the low activity region (corresponding to the term ~ C2H 2 in (3.27))
dominates the linear interpolation error on F (corresponding to the term C 3H in (3.27)). with f, g such that the solution is given by U(x, y) = log( x2~-~y 2 ).
Due to the singularity at the origin it is not reasonable to compare discretization errors on certain (uniform or composite) grids by using the maximum norm on different grids. We use a uniform coarse grid on O with size H---1/16, denoted by 01/16. On this grid and on finer grids we always measure discretization errors using the maximum norm over 01/16. Table 5 . Hu h -Ulahl[| ' al/16 7.14e --2 2.85e --2 9.74e --3 3.05e --3 9.08e --4 2.63e --4 In Table 6 we show the values IlUh, H -Ul~p, Hll~,al/16 for the composite grid discretization of Section 3, with H = 1/16. From these results we see that for piecewise linear (quadratic) interpolation we obtain fine grid accuracy until the threshold value o-= 8 (o-= 16) is reached.
