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In transshipment ports, the containers to the same destination vessel are usually stored 
together to facilitate the loading process, which is called the “consignment”. The 
“yard template” is used to define the reservation of the storage locations for 
destination vessels. However, the consignment strategy is known to be inefficient in 
space utilization since each storage location must be dedicated to a particular vessel. 
To improve the space utilization while retaining the advantage of consignment, new 
storage strategies are proposed in this thesis, namely the “partial space-sharing 
strategy” and the “flexible space-sharing strategy”. 
In the “partial space-sharing strategy”, part of the storage space is allowed to be 
shared between two adjacent storage locations. The space in each storage location is 
divided into non-sharing and sharing parts. When less space is needed by a storage 
location, the sharing space in this storage location can be lent to the adjacent locations. 
The sharing space will then be returned, before the major workload comes into this 
storage location. Since the major containers to each destination vessel arrive at 
different periods, the storage locations preserved for the vessels will also need the 
sharing space during different shifts. An integrated framework is developed to decide 
the yard template and the container assignment at the same time. Two approaches are 
proposed to decide the size of sharing and non-sharing space in each storage location. 
Experimental results show that the partial space-sharing strategy is able to improve 
the land utilization, while guaranteeing the least yard crane deployment. 
In the “flexible space-sharing strategy”, the same storage location is allowed to be 
reserved for two vessels. The amount of space will only be allocated to a specific 
vessel on the arrival of corresponding containers. By controlling where to stack the 
vii 
 
containers in the storage locations, the containers to each vessel are not mixed and the 
consignment feature can be preserved. This strategy is first formulated as a mixed 
integer program. As the MIP model has a block diagonal structure, we develop a 
search algorithm which combines MIP and heuristics to find the solution. The results 
show that the “flexible space-sharing strategy” can handle much more containers 
within the same storage space compared with the “non-sharing strategy”. 
In the previous studies, the storage strategies are all studied for long-term planning. 
During the operation, the actual containers that will come in are only known for a 
short period in advance. Thus, short-term space allocation is needed to assign the 
incoming containers taking into account of transport vehicles, yard cranes and space 
capacity. Currently, the space is allocated based on the experience of port operators 
and the rule of thumb. To remedy this, we develop two systematic short-term 
planning methods, namely the “greedy space allocation (GSA)” and the “space 
allocation considering the long-term plan (SALP)”. MIP models are formulated for 
the two methods respectively. The numerical experiments show that the SALP 
method is preferred over the GSA method, but the portion of long-term plan 
considered affects the performance of the SALP method.  
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Chapter 1. Introduction 
In 1955, former trucking company owner Malcom McLean and engineer Keith 
Tantlinger developed a simple yet brilliant idea which initiated the modern freight 
transportation. They proposed to put the cargoes in steel containers as transportation 
units, instead of packing and unpacking every time when the cargoes were transferred 
from one transportation mode to another. The steel containers not only provide 
protections against theft, weather and pilferage, but also greatly improve the 
efficiency of cargo transportation and reduce the logistic cost. The introduction of the 
standardized steel containers, transportation facilities and handling equipment, has 
further achieved a worldwide acceptance of container transportation (Levison, 2006).  
 
Figure 1.1 Growth of container traffic 
 
In 2004, over 60% of the world’s general sea cargos were transported in containers, 
while some routes between economically strong countries were 100% containerized 
(Steenken et al., 2004). The growth of container traffic during the last two decades 
can be shown in Figure 1.1. According to Drewry Shipping Consultants, the annual 
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container traffic has increased around 6.7 times from 88.150 million TEUs (twenty-
foot equivalent unit) in 1990 to 588.905 million TEUs in 2011. The growth of annual 
transshipment traffic (vessel to vessel container transportation) is even faster, at 11.7 
times, from 15.504 million TEUs in 1990 to 181.596 million TEUs in 2011. The 
container terminals have played an important role in the growth of container traffic. 
However, the increasing container traffic and the use of mega container vessels like 
“Emma Maersk” also pose challenge for container terminals to provide efficient 
services. 
1.1 Background of container terminals 
To deliver the cargoes to the final destination, the containers usually need to be 
transported via different transportation modes, such as vessels, trains and trucks. The 
container terminals serve as the crucial interface between these transportation modes. 
The containers discharged from one transportation mode can also be temporarily 
stored in the port terminals, before being transported via the next one. A typical 
container terminal consists of three parts, namely the quayside, the landside and the 
storage yard, as shown in Figure 1.2.  
 













Quayside Storage yard Landside 
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The quayside of a terminal offers berthing places for vessels, where the containers are 
loaded and unloaded by quay cranes. At the landside, the containers are received from 
or delivered to the local customers with trucks and trains. The main territory of a 
container terminal is used as the storage yard, where the containers can be temporarily 
stored. The storage and retrieval of containers can be performed by yard cranes, such 
as RTGs (rubber tyred gantry), RMGs (rail mounted gantry) and OBCs (overhead 
bridge crane). The containers are transferred between the quayside and the storage 
yard by transport vehicles, such as AGVs (automated guided vehicle), ALVs 
(automated lifting vehicle), SCs (straddle carrier) and PMs (prime mover). The same 
equipment can be used to transport containers between the storage yard and the 
landside, except AGVs which are preferred only to serve the quayside.  
 
Figure 1.3 Import, export and transshipment  
 
The containers handled in the port terminals can be categorized into three types, 
namely “import”, “export” and “transshipment”. For import, the containers arrive in 
large batches which are brought in by vessels. They will be temporarily stored in the 
yard until being retrieved by individual local customers. For export, the containers are 
brought in by the local customers and accumulated in the storage yard. When their 
destination vessel arrives, the export containers will be loaded together onto the vessel. 
For transshipment containers, the process is a little different. The containers will be 
Local 
customers 
Import Export Transshipment 
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The storage yard 
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temporarily stored in the yard after being brought in by a vessel. Instead of being 
retrieved by local customers, they will be eventually loaded onto other vessels and 
transported to their next destinations. The container terminal that initiated this study is 
a transshipment hub port, where around 85% of the container handling activities are 
transshipment.  
There are many key performance indexes (KPI) which are currently used to measure 
the performance of a container terminal. A crucial KPI is the “vessel turnaround time”, 
which is defined as the time spent by a vessel at a terminal for loading and 
discharging of containers. On the perspective of shipping liners, if a vessel spends less 
time at a terminal, it will have more time to deliver cargoes which in turn earns more 
profit. On the perspective of port operators, shorter vessel turnaround time can 
increase the number of vessels served per day and also attract more customers for the 
efficient service. Thus, this KPI is especially important for a transshipment hub port 
which earns its profit through providing transshipment service. To reduce the vessel 
turnaround time, both practitioners and researchers have focused much attention on 
quay-side operations to improve the loading and discharging of containers. However, 
the overall terminal performance will not benefit much from faster quay-side 
operations without the effective storage and retrieval of containers in the storage yard.  
1.2 Storage yard management 
The storage yard management mainly considers three kinds of yard resources, namely 
transport vehicles, yard cranes and the storage space. Due to the limited land, 
containers in the yard are usually stacked in multi-level blocks. The whole storage 
yard is managed as many blocks, which can be shown in Figure 1.4. In the port we 
study, the storage blocks are parallel to the quay side. The prime movers are used to 
transport the containers from and to the storage blocks. The access points for the 
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prime movers are by the side of each block. The container stacking at each storage 
block is performed by RTGs. 
 
Figure 1.4 General picture of the storage yard 
 
 
Figure 1.5 Container stacking in a block 
 
Within each block, the containers are stacked on top of another by the yard cranes. As 
shown in Figure 1.5, a typical block can be described in three dimensions, namely 
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for container stacking. The basic unit of the storage space is “slot”, which can fit one 
TEU (20-foot equivalent unit). Several containers stacked on top of each other form a 
“stack”. When the container stacking is high, there are two major concerns in storage 
yard management, namely “reshuffles” and “congestions”. Firstly, “reshuffles” are the 
extra moves to reposition the containers on top of a requested one. As reshuffles 
increase the handling time, they need to be reduced during the operations. Secondly, 
the amount of transportation activities per acre increases when containers are stacked 
higher. Thus systematic planning is required for transportation activities to reduce the 
chance of congestions.  
As a transshipment hub port, the storage yard management has its special 
characteristics compared with a gateway port. For a gateway port, the loading and 
discharging activities can be considered independently by storing the export and 
import containers in separate areas. For transshipment hubs, the loading and 
discharging activities are both in large batches and happen simultaneously within the 
same storage yard. This makes the storage yard management much more challenging. 
As the containers are usually stored in the same storage location until being loaded, 
the storage location of the discharged containers will determine the location for the 
loading containers. Thus, it is important to plan properly so that efficiency can be 
improved. In this thesis, we address research problems arising from a leading 
transshipment hub port. The proposed strategies and planning methods can be applied 
to other transshipment ports worldwide. 
1.3 Space allocation planning 
The main purpose of storage yard management is to decide where to store the 
incoming containers and how to deploy the yard cranes and prime movers to handle 
the containers. Once the space is allocated to the incoming containers, they will be 
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transported to the corresponding storage locations by the prime movers and stacked 
by the yard cranes. Thus, the space allocation to incoming containers determines the 
workload for prime movers and yard cranes at each storage location. The efficiency of 
storage yard management depends greatly on the space allocation to incoming 
containers (Lee et al, 2006).  
To avoid double handling, the incoming containers are usually stored at the same 
storage location until being retrieved. The loading activity at each storage location is 
just a result of the space allocation to incoming containers. Thus, the space allocation 
plan not only needs to consider the discharging of incoming containers, but also has to 
take into account the loading activities. 
The planning of space allocation depends on how the containers are discharged and 
loaded at the quay side. The shipping liners usually operate several vessels to perform 
a service which calls at the port of rotation with fixed schedule. In this way, the 
service will call at the container terminal periodically, regardless of which vessel 
performs the service. In the port we study, each service usually calls at the terminal 
once a week. As a result, the space allocation is also planned on a weekly basis.  
Generally, the “consignment strategy” is used in the yard for a transshipment port, 
where containers to the same destination vessel are stored together. This is to facilitate 
faster loading process as it reduces reshuffles as well as long distance movements of 
yard cranes. To achieve this strategy, a block is further managed as smaller storage 
locations, which usually consist of several consecutive bays. Each storage location is 
dedicated for incoming containers to a particular destination vessel. The “yard 
template” is used to define the reservation of storage locations for the destination 
vessels. However, the consignment strategy is known to be inefficient in space 
utilization. The main reason is that each storage location is dedicated to a particular 
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vessel in advance. Since the majority of containers will only arrive near to their 
loading time (Han et al. 2008), much storage space is only occupied for a short period 
of time. With the rapid growth of the container traffic, more and more containers need 
to be handled and temporarily stored in the yard. New long-term storage strategies are 
required to improve the space utilization while retaining the advantage of 
consignment. 
On the other hand, the current storage strategies are all studied for long-term planning. 
During the operation, loading and unloading times can change because of vessel 
delays. The amount of containers discharged from each vessel is also different from 
week to week. The information of incoming containers is only known for a short 
period in advance. Thus, short-term space allocation is needed to assign the incoming 
containers based on the latest information. Currently, the space is allocated based on 
the experience of port operators and the rule of thumb, which do not fully consider the 
general picture of storage yard management. To remedy this, systematic short-term 
planning methods are needed, which can take into account of transport vehicles, yard 
cranes and storage space. 
1.4 Contribution of the thesis 
The main contribution of this thesis can be listed as follows. 
 An innovative “partial space-sharing strategy” is proposed to improve the 
space utilization while retaining the advantage of consignment. Instead of 
dedicating the storage location to a particular vessel, part of the storage space 
is allowed to be shared between two adjacent storage locations. The space in 
each storage location is divided into non-sharing and sharing parts. When less 
space is needed by a storage location, the sharing space in this storage location 
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can be lent to the adjacent locations. The sharing space will then be returned 
from its neighbors, before the major workload comes into this storage location. 
 A framework which integrates yard template and space allocation is proposed 
to implement the “partial space-sharing strategy”. As the original MIP model 
is unable to be solved for a real scale problem, the decomposition method is 
used to separate the yard template and space allocation into two sub-problems. 
These two sub-problems are solved iteratively with the framework to decide 
the yard template and space allocation at the same time. Two different 
approaches are also incorporated in the framework to decide the size of 
sharing and non-sharing space. 
 Based on the findings from the “partial space-sharing strategy”, a more 
advanced storage strategy is proposed, namely the “flexible space-sharing 
strategy”. In this strategy, there is no prefixed space boundary between the 
storage space reserved for two destination vessels. The space allocation can be 
self-balanced with the amount of incoming containers to each vessel. This 
strategy allows the same storage location to be reserved for two vessels. The 
amount of space will only be allocated to a specific vessel on the arrival of 
corresponding containers. By controlling where to stack the containers in the 
storage locations, the containers to each vessel are not mixed and the 
consignment feature can be preserved.  
 Two systematic planning methods are developed to formalize the short-term 
space allocation. During the operation, the actual containers that will come in 
are only known for a short period in advance. Currently, the space is allocated 
based on the experience of port operators and the rule of thumb, which do not 
fully consider the overall picture of yard operations. In this thesis, the short-
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term space allocation problem is formalized to take into account the yard 
cranes, prime movers and the storage space. Systematic planning methods are 
developed to improve the short-term operation efficiency as well as long-term 
impact through considering the long-term space allocation plan. 
1.5 Organization of the thesis 
This thesis consists of six chapters, which are organized as follows. 
Chapter 2 reviews the studies dealing with the storage yard management. The related 
studies can be categorized into “the design of the storage yard” and “the management 
of yard resources”. There are mainly three kinds of yard resources under concern, 
including transport vehicles, yard cranes and the storage space. The management of 
yard resources will be reviewed in respective sections.  
In Chapter 3, the “partial space-sharing strategy” is proposed. In this strategy, part of 
the storage space is allowed to be shared between two adjacent storage locations. An 
integrated framework is developed to decide the yard template and the container 
assignment at the same time. Two approaches are proposed to decide the size of 
sharing and non-sharing space in each storage location. 
In Chapter 4, a more advanced concept is proposed, named the “flexible space-sharing 
strategy”. The idea is that the container space can be shared by two different vessels 
as long as their containers do not occupy the space at the same time. This strategy is 
first formulated as a mixed integer program. As the MIP model has a block diagonal 
structure, we develop a search algorithm which combines MIP and heuristics to find 
the solution. 
Chapter 5 addresses the short-term space allocation problem. Two systematic short-
term planning methods are developed, namely the “greedy space allocation (GSA)” 
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and the “space allocation considering the long-term plan (SALP)”. MIP models are 
formulated for both short-term planning methods respectively. 
In Chapter 6, the important findings in previous chapters are concluded. The 
limitations of the current studies and future research directions are also discussed. 
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Chapter 2. Literature Review 
A container terminal is an integrated logistic system that offers the container handling 
and temporary storage between different transportation modes, such as vessels, trucks 
and trains. Various operations are performed in a container terminal, while all the 
operations are interrelated to some extent. Steenken et al. (2004) make a 
comprehensive review of the research works related to various port operations. 
According to their study, the terminal logistic and optimization studies can be 
categorized into the ship planning, the storage and stacking, and the transportation. 
The most discussed topic among the three is the ship planning, which includes major 
quayside operations, such as berth allocation, the stowage planning and the quay 
crane split. This is because the vessel turnaround time is a crucial performance 
measure for the container terminals worldwide. Both researchers and practitioners 
have focused much attention on improving quayside efficiency to shorten the vessel 
turnaround time. However, the overall terminal productivity will not benefit much 
from faster quay-side operations without the effective storage and retrieval of 
containers. The importance of storage yard management has also been highlighted in 
Vis et al. (2003), Günther and Kim (2006), Stahlbock and Voβ (2008), and Ku et al. 
(2010).   
According to the types of operations and the detailed level of decisions, the studies 
related to the storage yard management can be further categorized as shown in Figure 
2.1. The studies addressing the design stage include the equipment selection, the yard 
layout planning and the decision support systems. After the construction of the 
storage yard, the management problems can be classified according to the yard 
resources, which include the transport vehicles, the yard cranes and the storage space. 
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Due to the interactions among the yard resources, they are combined in some studies 
with different focus. In this chapter, a detailed literature review is presented according 
to this structure. The different focus and methods are shown for each category. Since 
our study is focused on the storage space management, the most related studies will 
be discussed in more details, while those related to other categories will be brief or 
only provided with the references. 
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2.1 The design of storage yard 
Since all the port operations are interrelated to some extent, the design of the storage 
yard is usually considered as a sub-system of the whole container terminal. The 
decisions related to the storage yard are shown as follows.  
 
2.1.1 Equipment selection 
The storage yard can be characterized by the combination of the equipment for 
container stacking and transportation. Liu et al. (2002) discuss four different design 
concepts for automated container terminals, where each concept has a unique 
combination of the yard equipment. Some studies are addressed especially for the 
comparison of stacking facilities or transport vehicles. The comparison of different 
SC, RTG and RMG systems are discussed in Chu et al. (2005), Saanen et al. (2005), 
and Vis (2006). The comparison and selection of transport vehicles are discussed in 
Baker (1998), Asef-Vaziri et al. (2003a, 2003b), Vis and Harika (2004), Yang et al. 
(2004) and Duinkerken et al. (2006). 
 
2.1.2 Yard layout and configuration  
The yard layout is another important aspect at the design stage of the storage yard. On 
one hand, the equipment selection will affect the yard layout. On the other hand, a 
better yard layout can further improve the performance of the same equipment. 
Since the storage yard is managed as multi-level blocks, the major differences of the 
yard layouts are the direction of the blocks and the access points of each block. The 
direction of the blocks can be either parallel or perpendicular to the shore, which will 
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affect the arrangement of travel lanes. The access points can be either at the end of a 
block or by the side of a block, which will affect the interaction between the yard 
cranes and transport vehicles. These two aspects have been discussed in Liu et al. 
(2004), Lee et al. (2007), Kim et al. (2008), Lee et al. (2008), and Park et al. (2010). 
Moreover, a good yard layout design requires the optimal dimension of each block, 
including the number of bays, rows and layers. This is discussed in Murty (2007), 
Petering (2009), Petering and Murty (2009), and Lee and Kim (2010). 
 
2.1.3 Decision support and simulation systems  
Due to the rapid development of computer technology, various decision support and 
simulation systems have been developed. They can not only simulate and compare the 
alternative designs, but also provide references for the key design parameters. Many 
studies have been addressed in this category, including Kozan (1997), Gambardella et 
al. (1998), Nam et al. (2001), Murty et al. (2005 a, b), Parola and Sciomachen (2005), 
Bielli et al. (2006), Ottjes et al. (2006), Alessandri et al. (2007), Petering et al. (2009), 
Petering (2011), and Sun et al. (2012). 
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2.2 The transport vehicle management  
The transport vehicles connect the storage yard with the quayside and landside of the 
container terminals. In order to guarantee the overall performance of the terminal, the 
vehicles shall transfer the containers efficiently and prevent the quay cranes and yard 
cranes from waiting. The management of the transport vehicles can be divided into 
two levels, namely the fleet sizing problem and the vehicle dispatching problem.  
 
2.2.1 Fleet sizing problem 
To guarantee the efficiency of container transportation within the terminal, enough 
transport vehicles shall be deployed to perform the jobs. On the other hand, the 
number of transport vehicles shall be minimized to control the operational cost. The 
fleet sizing problem is studied in Steenken (1992), Vis et al. (2001), Koo et al. (2004), 
Vis et al. (2005), and Kang et al (2008).  
 
2.2.2 Vehicle dispatching problem 
The vehicle dispatching problem is to determine the job sequence of each transport 
vehicle. This includes the assignment of transportation jobs to the vehicles and the 
travelling route of each vehicle. The vehicle dispatching problems can be studied as a 
general routing problem, without considering the difference between the kinds of 
vehicles. This is discussed in Bish et al. (2001), Narasimhan and Palekar (2002), Li 
and Vairaktarakis (2004), and Bish et al. (2005). 
Due to the difference of transport vehicles, the container handling process can be 
different. The straddle carrier is one type of the alternative vehicles. It can not only 
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transport the containers, but also pick up the containers without the help of yard 
cranes. This eliminates the handshakes in container handling, resulting in a different 
vehicle dispatching problem. The dispatching problem of straddle carriers is studied 
in Steenken et al. (1993), Kim and Kim (1999a, 1999b), Böse et al. (2000), and Vis et 
al. (2009). 
Nowadays, the container terminal automation is a developing trend to improve the 
overall performance, while the AGVs are the most preferred choice in automated 
designs. Therefore, many studies can be found on the dispatching of AGVs, such as 
Evers and Koppers (1996), Chen et al. (1998) , Zaffalon et al. (1998), Duinkerken et 
al. (1999), Kim and Bae (1999), Gademann and van de Velde (2000), Reveliotis 
(2000), van der Meer (2000), Chan (2001), Leong (2001), van der Heijden et al. 
(2002), Lim et al. (2003), Moorthy et al. (2003), Schneidereit (2003), Grunow et al. 
(2004), Kim and Bae (2004), Nishimura et al. (2005), Briskorn et al. (2006), Lehmann 
et al. (2006), and Grunow et al. (2006). 
The vehicle dispatching problem can also be combined with the location assignment 
problems to reduce the container transportation time. Kozan and Preston (1999) study 
the container transfer schedule with given container locations. The container location 
model is developed in Preston and Kozan (2001), where the container transfer 
schedule is given as a fixed input. Kozan and Preston (2006) present an iterative 
search algorithm which integrates the previous two models to optimize the storage 
locations and the transfer schedule simultaneously. More details will be discussed in 
the section on the storage space management. 
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2.3 The yard crane management 
The yard cranes are the crucial equipment in the storage yard to perform the storage 
and retrieval of containers. The yard crane management can be divided into two 
levels, namely the yard crane dispatching and the yard crane deployment. For the yard 
crane dispatching problem, the main purpose is to decide the route of the yard cranes 
within a block. For the yard crane deployment problem, the main concern is the 
number of yard cranes to be deployed in each block and how to shift the yard cranes 
among the blocks.  
2.3.1 Yard crane dispatching 
When there is only one yard crane under consideration, the dispatching problem is to 
decide the number of containers to pick up in each bay as well as the sequence of the 
yard bays that the yard crane visits. Kim and Kim (1999c) consider the dispatching of 
a single yard crane, with a given load plan and a given bay plan for export containers. 
The number of containers to pick up is formulated as a transportation problem, while 
the visiting route is determined with a dynamic programming procedure. Narasimhan 
and Palekar (2002) analyze the generalized problem of scheduling yard cranes to pick 
up the containers. They do a theoretical investigation of the structural properties of the 
problem. Based on the results of the investigation, the problem is proved to be NP-
Complete and formulated as an integer program. Both exact and heuristic algorithms 
are developed to solve the problem. Heuristics for the same problem is studied in Kim 
and Kim (2003), where a genetic algorithm and a beam search algorithm are 
developed for the dispatching of a single yard crane for loading jobs. The numerical 
experiments show that both algorithms can find near optimum solutions for small 
problems of ten yard bays. However, the neighborhood beam search algorithm 
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outperforms the genetic algorithm for large scale problems. Kim et al. (2003) study 
the delivery and receiving operations for a single yard crane in order to reduce the 
total delay time of external trucks. Different sequencing rules are compared with the 
dynamic programming approach. In previous studies, the handling sequence of an 
individual container is not decided. Kim et al. (2004) take this into consideration and 
solve the whole problem in two sub-problems. The first sub-problem decides the 
travel route of a yard crane as well as the number of containers to pick up at each bay. 
The second sub-problem decides the load sequence for individual containers. A beam 
search algorithm is developed to combine these two sub-problems. Ng and Mark 
(2005 a, b) study the scheduling of a single yard crane for a given set of loading and 
unloading containers with different ready times. Efficient heuristics are provided to 
find the lower bounds and upper bounds, while a branch and bound algorithm is 
proposed to solve the NP-complete problem. The numerical experiments show that 
the optimal handling sequence for individual containers can be found for most 
instances. 
When more than two yard cranes are studied at the same time, the cooperation of the 
yard cranes to serve the common quay crane and the interference among the yard 
cranes shall be considered. Zyngiridis (2005) uses integer linear programming to 
study the scheduling of one or two RMGs of equal size in a single block. The data 
from Rotterdam with different characteristics is used in the numerical experiment to 
evaluate the performance of the RMGs. It is found that the performance of single 
RMG is significantly affected by the block size and the fill level of each block, while 
the performance of two RGMs is only affected by the length of the block. Besides, the 
case of two RMGs is always better than the case of one RMG in terms of efficiency. 
Cao et al. (2006a) discuss the scheduling of yard cranes considering the loading 
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sequence requirements. In their problem, two yard canes are deployed to serve 
loading containers to the same quay crane. The two yard cranes will not interfere with 
each other, as they pick up containers in separate blocks. A revised genetic algorithm 
is proposed to find the solutions. A variation of the problem is studied in Cao et al. 
(2006b) for a system with multiple yard cranes. An algorithm based on the simulated 
annealing and a greedy heuristic are developed to find the scheduling sequence of 
yard cranes to minimize the total handling time. The performance of the algorithms is 
tested with randomly generated experiments. It is shown that the greedy heuristic can 
find outperforming solutions compared with the simulated annealing algorithm in 
limited computation time. Ng (2005) studies the problem of scheduling multiple yard 
cranes which share the single bi-directional travel lane and cannot pass through each 
other. The scheduling problem is formulated as an integer programming model to 
minimize the total loading time or the sum of truck waiting times. A heuristic based 
on dynamic programming is developed to solve the problem, and an algorithm is 
provided to find the lower bound. Jung and Kim (2006) study the problem of 
scheduling multiple yard cranes which serve multiple quay cranes, where the adjacent 
yard cranes working in the same block have interference with each other. The 
algorithms based on GA and SA approaches are proposed to schedule the travelling 
route of the yard cranes and number of containers to pick up in each yard bay. Jung et 
al. (2006) extend the problem to schedule the loading sequence of the quay cranes 
considering the interference of multiple yard cranes. A greedy randomized adaptive 
search procedure is proposed for constructing a schedule to minimize the makespan of 
the quay cranes. The numerical experiments show that the improvement phase of the 
heuristic search algorithm is too time consuming for practice. Lee et al. (2007) study 
the problem of scheduling two yard cranes with the simulated annealing algorithm. 
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The two yard cranes travel in separate blocks and serve the same quay crane for 
loading operation. The main objective is to minimize the total loading time at the 
stack area. The numerical experiments show that the proposed algorithm can find 
solutions close to the lower bound. Chang et al. (2011) study the scheduling of yard 
cranes in a rolling horizon approach. The yard cranes are deployed in separate zones 
to avoid interference during operation. Due to the computational scale of the problem, 
a heuristic algorithm integrated with a simulation model is proposed to generate the 
initial solutions, which are further optimized with a genetic algorithm.  
Some studies have also addressed especially for the crossover rail mounted RMG 
system. For this kind of system, two or more RMGs are deployed in the same block. 
Since the RMGs are of different size, they can pass through each other without 
blocking the way. This system is studied in Cao et al. (2008), Dorndorf and Schneider 
(2010), and Vis and Carlo (2010). 
 
2.3.2 Yard crane deployment 
Due to the vessel schedule and the storage strategies used for container assignment, 
the distribution of workload among the blocks changes over time. As the yard cranes 
are very expensive equipment, the port operators usually do not keep a fixed number 
of yard cranes in each block. Instead, the yard cranes are deployed dynamically 
among the blocks to fit the changing workload distribution and finish the workload 
within the planned time periods. Zhang et al. (2002) study the yard crane deployment 
to decide the deployment times and routes of the yard cranes, based on the given 
workload distribution in each period during the planning horizon. The problem is 
formulated as a mixed integer program and solved with Lagrangean relaxation 
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techniques. Cheung et al. (2002) analyze the computational complexity of the 
problem. Besides a Lagrangian decomposition solution procedure, a new solution 
approach called the successive piecewise-linear approximation method is proposed to 
solve the problem. The numerical experiments show that their new solution approach 
is efficient and effective for large scale problems. The similar problem is also studied 
in Linn and Zhang (2003), and Linn et al. (2003). In previous studies, the workload is 
commonly estimated based on the number of containers to be handled in each period, 
which is often inaccurate in practice. Guo and Huang (2012) propose a hierarchical 
scheme to divide the workload and deploy the yard cranes. A time partition plan 
divides the planning horizon into smaller time windows; while a space partitioning 
algorithm flexibly divides the workload into non-overlapping zones for yard crane 
deployment in each time window. The yard crane dispatching problem can be 
combined for the job sequence in each zone.  
However, these studies are all based on given or estimated workload distribution, 
which is determined by space allocation to incoming containers. Thus, many studies 
combine the yard crane deployment with the space allocation decisions. More details 
will be discussed in the next section.  
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2.4 The storage space management 
To increase the stacking capacity of the limited land, containers are usually stacked 
into the multi-level blocks. The efficiency of stacking depends greatly on the space 
allocation to arriving containers (Lee et al. 2006), also known as the container 
assignment. According to the detailed level of decisions, the previous studies on 
container assignment can be categorized into two groups. The first group studies the 
location assignment, which determines the slots for individual containers within a bay. 
The second group studies the space allocation, which distributes the containers to 
blocks or bays in the whole yard. 
2.4.1 Location assignment 
When the containers are stacked in multi-levels, only those on top can be accessed 
directly. The extra moves to reposition the containers on top of a requested one are 
called “reshuffles”. As they increase the retrieval time, it is important to reduce the 
reshuffles through proper container stacking. Sculli et al. (1988) is one of the first to 
study the relationship between reshuffles and space utilization considering the 
stacking configuration. Watanabe (1991) and Kim (1997) then develop different 
methodologies to estimate the reshuffles in container retrieval, which enlighten the 
later studies. Chen (1999) discusses the main causes for reshuffles as well as the 
different methods that can be used to reduce the reshuffles.  
One of the commonly used methods is to store the incoming containers at a proper 
location to minimize the expected reshuffles. Kim et al. (2000) propose a 
methodology to determine the storage location of arriving export containers 
considering the weight. It is assumed that heavy containers will be loaded before the 
light ones to keep the stability of the vessel. Thus, putting heavier ones on top will 
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reduce the reshuffles. A dynamic programming model is formulated to find the 
optimal solution. As solving the model directly is time consuming, a decision tree is 
developed to support the real-time decisions. Kang et al. (2006) study the storage 
location under the similar set, but the weight information of each arriving container is 
only an estimate. A simulated annealing approach is proposed to derive a good 
stacking strategy with uncertain weight information. Simulation experiments show 
that the derived strategies are more efficient in reducing the reshuffles compared with 
the traditional same-weight-group-stacking strategy. The performance can be further 
improved if machine learning is applied to improve the accuracy of weight 
classification. Yang and Kim (2006) address a dynamic version as well as a static 
version of the location assignment problem. The arrival and retrieval times of the 
containers are given in the static version, which is described with a mathematical 
model and solved with a genetic algorithm. For the dynamic problem with uncertain 
arrival times, heuristic rules for determining the storage location are proposed. Park et 
al (2011) propose an online search algorithm which can dynamically adjust and 
optimize the stacking policy. Unlike the offline methods which compute the optimal 
solution before taking any action, the online algorithm continuously generates and 
evaluates variants of the stacking plan during operation. This is a good option to have 
a fast reaction to the dynamic setting. Chen and Lu (2012) address the similar 
problem combining both the space allocation stage and the location assignment stage. 
The first stage is solved with a mixed integer programming model considering the 
travelling distance and imbalance of workload. The detailed locations are solved in 
the second stage with a hybrid sequence stacking algorithm. Both stages are solved 
under a static case without considering the uncertainties. 
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However, even when the slots for each container are carefully planned, they can still 
be stacked in the wrong order upon their arrival, due to the lack of accurate 
information or for other reasons (Steenken et al. 2004). One solution is to pre-marshal 
the containers according to the retrieval requirements. Lee and Hsu (2007) study the 
pre-marshalling problem for a single bay to minimize the number of container 
movements during the pre-marshalling process. The problem is treated as a multi-
commodity flow problem and formulated as an integer programming model. The 
similar topic is studied in Lee and Chao (2009) for much larger scale problems with a 
neighborhood search algorithm. Kim and Bae (1998) study the pre-marshalling of 
export containers among several bays. In order to reduce the reshuffles, the current 
bay layout needs to be converted into a desirable bay layout. They use the hierarchical 
approach to decompose the problem into three sub-problems. Firstly, choose the 
target bays from the current bays to match with the required layout. Secondly, decide 
the amount of containers to be moved from a specific bay to the target bays. Finally, 
determine the task sequencing of container moves to minimize the completion time of 
re-marshaling. The first and final sub-problems are solved with dynamic 
programming, while the second is solved as a transportation problem. Although this 
paper studies the pre-marshalling problem, the detailed relocation of individual 
containers is not considered. Choe et al. (2011) further study the pre-marshalling 
between bays considering the detailed locations of individual containers. A good 
target stacking configuration is generated with a simulated annealing algorithm, 
which is then evaluated with the crane working schedule for moving the containers.  
Another solution is to reduce the future reshuffles which are caused by the reposition 
of containers on top of a requested one. Kim and Hong (2006) study the relocation of 
containers during the container pickup process. The relocations occur only at the 
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moment of retrieving a target container, and the relocated containers may cause 
additional future relocations if the position is not well chosen. The objective is to 
reduce the expected additional relocations where both the stacking configuration of all 
containers in the bay and the retrieval precedence of containers are given. They 
propose a heuristic method to find solutions close to the optimum, while the 
computation time is much shorter than the branch and bound algorithm and suitable 
for real-time decisions. Wan et al. (2009) study the relocation of export containers 
within a stack to minimize the total amount of reshuffles. An integer programming 
model is formulated for a static problem to retrieve all the containers within a stack 
when there are no incoming containers. An IP-based heuristic is proposed to find the 
solution and the heuristic is then extended to the dynamic setting where there are 
continual incoming and outgoing containers. Lee and Lee (2010) propose a three-
phase heuristic to solve for an optimal plan of container retrieval. The main objective 
is to minimize the weighted sum of the container movements and the crane working 
time. The numerical results show that the number of movements in the final plan is 
close to the lower bound, and the heuristic can solve instances of real scale problem. 
Caserta et al. (2011) consider a dynamic programming approach by transforming the 
container relocation problem into a shortest path problem. A corridor method is 
proposed to shorten the search tree and accelerate the search process. Caserta et al. 
(2012) further study the same problem and prove the NP-hardness of the container 
relocation problem. Two different binary integer formulations are proposed. The first 
maps the complete feasible region of the problem leading to large search space, while 
the second formulation decreases the feasible region with realistic assumptions and is 
more useful in application. 
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2.4.2 Space allocation 
The space allocation problem studies the container assignments to blocks or bays, 
which decides the distribution of container handling activities in the yard as well as 
the deployment of yard resources. This is also the focus of our study. As the space 
allocation is greatly affected by the storage strategies, the research works can be 
further categorized.  
For import containers, Castilho and Daganzo (1993) analyze the segregation and non-
segregation strategies with a simulation study. The first strategy separates the new 
incoming containers from the old ones to facilitate the retrieval, while the second 
strategy mixes the containers. An idealized case is used to identify the conditions 
favoring each strategy. It is found that the segregation strategy can reduce reshuffles 
for import containers when the retrieval sequence is affected by the arrival time. 
Under the segregation strategy, Kim and Kim (1999d) study the space allocation and 
the yard crane requirement considering the arrival pattern of import containers. It is 
formulated as an assignment problem constrained by the space capacity, and solved 
using Lagrangian relaxation technique. Kim and Kim (2002) further explore the same 
strategy, where they study on how to optimize the space needed for the given 
container volume. Sauri and Martin (2011) follow the research line of Castilho and 
Daganzo (1993) to further develop the segregation and non-segregation concepts. 
Three storage strategies are proposed for import containers, regarding how to mix the 
containers arriving in different batches. A mathematical model based on probabilistic 
distribution functions is developed to evaluate the reshuffles. The study shows that the 
choosing of proper strategy depends on the stacking height, the inter arrival time of 
vessels, and the dwell time of containers. 
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For export containers, Dekker et al. (2006) use detailed simulation experiments to test 
the different stacking policies in automated container terminals. It is found that 
category stacking for export containers can lower the number of reshuffles. Usually, 
the containers to the same destination vessel are stored together to facilitate the 
loading process, which is known as the “consignment strategy”. The major concern is 
how to reserve the space for future incoming containers to the same destination vessel. 
Taleb-Ibrahimi et al. (1993) point out that almost 50% of the space reserved will be 
empty waiting for future arrivals, if the space is only allocated for once. Thus, they 
propose to store the early incoming containers in a temporary area, before the 
permanent area is allocated. The best time to allocate the permanent space is decided 
based on the arrival pattern of export containers. However, their strategy improves the 
space utilization at the cost of double handling. Lim and Xu (2006) consider the space 
allocation under consignment as a two-dimensional packing problem. The space to 
each cluster of containers is allocated according to the requirements of incoming 
containers at different time periods, instead of assigning all the space for once.  
Despite the difference in storage strategies, these studies all address the long-term 
problems where the incoming containers are given for each time period during the 
whole planning horizon. This is mainly because the space allocation in one period has 
impact on future period. However, during the short-term operation, the incoming 
containers are only known for a short period in advance. An effective solution is the 
rolling horizon method, which has been used in both Kim and Park (2003) and Zhang 
et al. (2003) for space allocation. The essence of the rolling horizon method is to plan 
based on the realized information of the current period and the estimation of the near 
future. After implementing the plan for the current period, a new plan will be 
formulated based on the latest realized and estimated information. In Kim and Park 
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(2003), a space allocation method is developed for export containers within limited 
space. The main target is to minimize the travel distance between the apron and the 
storage location. To utilize the storage space more efficiently, the space allocation for 
one vessel is divided into small stages, to satisfy the space requirements at each stage 
during the planning horizon. The space is allocated in terms of bays, and the rolling 
horizon approach is used when implementing the model. Zhang et al. (2003) study a 
storage space allocation problem by a rolling horizon approach, where the problem of 
each period is divided into two levels. The first level balances the workload assigned 
to each block, while the second level minimizes the transfer distance of containers. 
Various resources have been considered in the study, such as quay cranes, yard cranes, 
storage space and internal trucks. Bazzazi et al. (2009) study an extension for the first 
level decisions of the space allocation problem in Zhang et al. (2003). The type of 
containers affects the assignment of containers to blocks. A genetic algorithm is used 
to solve the problem. 
Although many studies can be found for the space allocation problem, most of them 
are done for the gateway ports, which do not sufficiently address the particular needs 
of transshipment hubs. In a gateway port, the loading and unloading activities can be 
considered independently by separating import and export containers. For 
transshipment hubs like the Singapore port, around 74% of the containers are 
transshipment, which are discharged from one vessel and loaded onto other vessels. 
To avoid double handling, a container will stay in the same location until being 
retrieved. The assignment of incoming containers determines not only the distribution 
of current unloading activities, but also the distribution of future loading activities. As 
the discharging and loading activities are both in large batches, an improper plan of 
space allocation will lead to heavy congestions of container handling activities. Lee et 
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al. (2006) study the space allocation to determine the long term yard crane 
deployment. A consignment strategy is used to store containers going to the same 
destination vessel together. A high-low workload balancing protocol is proposed to 
control the congestions under consignment. The main idea is to avoid high workload 
appearing in neighboring storage locations. A MIP model and solution approaches are 
developed for space allocation based on this idea. Han et al. (2008) extend the work 
of Lee et al. (2006) to consider “yard template”, which determines the reservation of 
storage locations for the destination vessels. Containers are assigned to the locations 
reserved for their own destination vessel. A good yard template helps to control the 
congestions and facilitate the yard crane deployment. An integrated algorithm is 
proposed to solve the template planning and space allocation iteratively. However, 
both Lee et al. (2006) and Han et al. (2008) use the consignment strategy. Although 
this strategy facilitates a faster loading process, it is known to be inefficient in space 
utilization. 
2.5 Research gaps and motivations 
From the previous literature review, it can be found that most of the studies on space 
allocation are done for the gateway ports, which do not sufficiently address the 
particular needs of transshipment ports. Only a few studies are addressing the storage 
yard management problems in transshipment ports, such as Lee et al. (2006) and Han 
et al. (2008). There are two major research gaps for the space allocation in the 
transshipment ports. 
 Space utilization. Generally, the “consignment strategy” is used in the yard for 
a transshipment port, where containers to the same destination vessel are 
stored together. This is to facilitate faster loading process as it reduces 
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reshuffles as well as long distance movements of yard cranes. However, the 
consignment strategy is known to be inefficient in space utilization since each 
storage location must be dedicated to a particular vessel. With the rapid 
growth of the container traffic, more and more containers will be handled and 
temporarily stored in the yard. The scarcity of land is posing serious 
challenges for the port operator to provide efficient services. To improve the 
space utilization while retaining the advantage of consignment, new storage 
strategies are proposed in the following sections of this thesis, namely the 
“partial space-sharing strategy” and the “flexible space-sharing strategy”. 
 Short-term space allocation. In the previous studies, the storage strategies are 
all studied for long-term planning. During the operation, the actual containers 
that will come in are only known for a short period in advance. Thus, short-
term space allocation is needed to assign the incoming containers taking into 
account of transport vehicles, yard cranes and space capacity. Currently, the 
space is allocated based on the experience of port operators and the rule of 
thumb. To our knowledge, this is the first work for short-term space allocation 
in transshipment ports. 
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Chapter 3. The Partial Space-sharing Strategy 
3.1 Problem description 
To provide more flexibility during operation, the terminal we study is divided into 
sections, and vessels are assigned to sections, each corresponding to several berths, 
rather than the exact berth locations. Therefore, when we conduct the yard storage 
allocation within a section, the specific planned berth of a vessel need not be 
considered. Furthermore, import containers are not considered in this study, since they 
have different characteristics and are usually stored in separate blocks from export 
and transshipment containers.  
To manage the yard allocation process more efficiently, the port operator 
organizes each section of the storage yard into several blocks as shown in Figure 3.1. 
All different sections of the storage yard are composed of some common basic 
modules: “sub-block” and “block”. To reduce the level of reshuffles, a consignment 
strategy is used, where export and transshipment containers going to the same 
destination vessel are stored together in the yard. The smallest unit for the 
consignment strategy in yard storage allocation process is a “sub-block”. The depth of 
each sub-block is 6 rows of containers, and the length of each sub-block is 8 slots 
(each slot can accommodate one 20ft container length-wise). The stacking height is 5 
containers high (which we call tier). A certain number of sub-blocks in a row form a 
bigger unit, called a “block”. There is a dedicated lane for the movement of prime 
movers (the “truck path”) and a separate “passing” lane strictly to allow trucks to pass 
each other when required. The passing lane is only wide enough for one prime mover 
and it is shared between two neighboring container blocks. 




Figure 3.1 A storage yard configuration 
 
According to the workload patterns provided by the port operator, there are two 
important characteristics of the incoming containers. The characteristics are that the 
higher incoming workload always happens near to their departure date, while the very 
low activity happens right after the vessel departs. Hence, it is a common practice for 
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: ending time of loading containers onto the vessel
 
Figure 3.2 The buildup pattern of the coming workload for one vessel 
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For the static yard template (as in Lee et al. (2006) and Han et al. (2008)), all the 
sub-blocks in each block have a fixed space capacity, as shown in Figure 3.3. This 
means the maximum amount of space needed at the peak time will be exclusively 
assigned to each vessel during the whole planning horizon.  As much space is only 
occupied for a short period, it clearly leads to under-utilization of the space. To enjoy 
the benefit of consignment while increasing the land utilization, we propose a space-
sharing method which allows some space to be shared between adjacent neighbors. 
Essentially it will help to reduce the original space needed for a given workload. As 
shown in Figure 3.3, for the space-sharing yard template, each sub-block has certain 
amount of storage space for sharing. For example, s12 is the part that can be shared 
between sub-blocks 1 and 2.  
 
Figure 3.3 Schematic diagram of one block for the static yard template  
and the space-sharing yard template 
 
Sub-block 1 Sub-block 2 Sub-block 3 Sub-block 4 Sub-block 5 
s1 s2 s3 s4 s5 s12 s23 s34 s45 
Static Yard Template 
Space-sharing Yard Template 

















Figure 3.4 A schematic diagram for space capacity of one sub-block 
 
As very few space is needed during the period right after the loading process, the 
sharing space of one sub-block can be lent to its neighbors. It will then be returned 
from its neighbors, before the major workload comes into this sub-block. Since the 
major workload arrives at different periods for different vessels, they will also need 
the sharing space during different shifts. We can take the sub-block 2 as an example 
to demonstrate how its space can change over time. Suppose that Sub-blocks 1, 2, and 
3 have been assigned to different departing vessels, and the starting times of their 
loading operations are Shifts 14, 2 and 5 respectively. Then, the starting times of 
sharing the spaces to the neighbors for Sub-blocks 1, 2, and 3 are Shifts 16, 4, and 7 
respectively, assuming that the loading operations last for 2 shifts. Since Sub-block 2 
has Sub-blocks 1 and 3 as neighbors, the change of its space capacity over the 21 
shifts can be plotted as in Figure 3.4. Similarly, the storage space of all the sub-blocks 
in one block changing over the 21 shifts is shown in Figure 3.5. In other words, the 
space capacity of one sub-block will decrease after the sub-block’s loading process, 
while it increases when its neighbors finish loading. However, the sum of a non-
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sharing space and its neighboring sharing spaces should be not more than the standard 
size of a sub-block given by the port operator. 
To implement this space-sharing concept, three key issues should be resolved; 
namely, yard template, size of sharing space and workload assignment. 
 
Figure 3.5 A schematic diagram for the space capacity  
of each sub-block in one block 
 
Since the yard cranes and transporters handle one container at a time, the number 
of loading and unloading containers in each sub-block can be used to indicate the 
potential traffic. To ensure a smooth flow of traffic, we adopt the high-low workload 
balancing protocol and the vicinity matrix from Lee et al. (2006) and Han et al. (2008). 
The vicinity matrix is used to capture the neighborhood relationship among sub-
blocks, while the high-low workload balancing protocol is implemented to avoid 
potential traffic congestion and to ensure high utilization of yard cranes. 
In summary, for this problem, we need to determine a yard template for storage 
space first. Given the yard template, we will determine the amount of sharing space 
between each pair of adjacent sub-blocks to improve the land utilization. Meanwhile 
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the number of containers assigned to each sub-block should also be decided for each 
shift. According to Han et al. (2008), the port operator does not have any formal 
planning model to determine the yard template, the sharing space, and container 
allocation. The decisions are based on yard planners’ ingenuity and past experiences. 
As a means to remedy this, a framework that incorporates the concepts discussed 
above is developed in the next section. 
3.2 Solution approaches 
In this study, there are two main objectives of concern, namely operation efficiency 
and land productivity. The operation efficiency is measured by the number of yard 
cranes deployed in a shift. The land productivity measures the amount of space 
needed in order to handle a certain amount of workload, which is defined as “total 
volume of incoming containers / land needed for container handling”. The land 
productivity can capture the land utilization. As the operation efficiency is more 
critical in the yard planning, we aim to find the minimum space needed to handle a 
given amount of workload while ensuring only using a least number of yard cranes in 
each shift. Since this problem is too complex to solve in an integrated model, a 
framework which combines space reservation and workload assignment is proposed 
in this section. The general picture of the framework can be shown in Figure 3.6. 
The first step is “template generation”, which decides the sub-block reservation 
for each vessel. Based on the information of incoming workload, we can get the 
requirements of the yard template, such as the minimum number of sub-blocks needed 
by each vessel. A yard template will then be generated satisfying the requirements. 




Figure 3.6 The framework for solution 
 
The second step is “space allocation and workload assignment”, which decides 
both the size of sharing space and number of incoming containers for each sub-block 
in each shift to minimize the space needed. Two different methods can be used to 
achieve the tasks in this step. The first method is to use a common size of sharing 
space to simplify the problem. Incoming workload will then be assigned to each sub-
block to maximize the common size of sharing space while guaranteeing the least 
number of yard cranes deployed in each shift. The details will be presented in the later 
part of this section. The second method is the variable sharing space method, in which 
the size of sharing space can be different across sub-blocks. In this method, we first 
assign the incoming workload without sharing space. Since the space needed in each 
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shift for all sub-blocks is known after the workload assignment, the appropriate size 
of sharing space between adjacent sub-blocks can be decided through merging the 
space needs lasting for different periods to minimize the space needed. 
To guarantee operation efficiency, the least number of yard cranes from Han et al. 
(2008) can be adopted to control yard cranes deployed in each shift. If all the 
containers can be handled within the space-sharing yard template while guaranteeing 
the operation efficiency, we get the final solution. Otherwise, the searching will go 
back to the first step and generate a new yard template as long as the iteration 
limitation allows.  
3.2.1 Template generation 
The yard template is a plan of the yard space reservation for different vessels. It will 
significantly affect the final result of workload assignment and yard crane deployment. 
In order to develop a better template, Han et al. (2008) provide an algorithm to 
generate, repair and improve the template iteratively. In their algorithm, an initial yard 
template is generated based on the relationship of vessels. Then the template is 
improved and repaired through swapping sub-blocks reserved for different vessels. 
The gist of their method is to look into the bottleneck to provide more available space 
for each vessel in each shift. Some important underlying criteria can be observed from 
their algorithm: 
 In any shift, the number of loading sub-blocks in each block should be no 
more than one to prevent traffic congestion.  
 No neighboring sub-blocks can be loading in the same shift. 
 A sub-block is available to receive incoming containers in certain shift only 
when all its neighbors are not loading in the same shift. 
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 One sub-block can only be assigned to one vessel (i.e., no mixed stacking). 
 The number of sub-blocks assigned to each vessel should be enough to satisfy 
the space needs of incoming containers. 
Since the algorithm is mainly based on pair-wise swapping of sub-blocks, the final 
template obtained is dependent on the sequence of swapping and the way of searching. 
To overcome this, a new model is proposed in this section to generate the template 
directly.  
Using the above criteria as constraints, a mathematical programming model can be 
developed to obtain an effective template. In the proposed model, the bottleneck 
vessel for the yard template is defined as the vessel that has the smallest number of 
available sub-blocks in any shift. Similarly, the bottleneck shift is defined as the shift 
in which the bottleneck vessel has the smallest number of available sub-blocks. In the 
template generation problem we are trying to get a yard template which provides 
more available sub-blocks across time. More importantly, the bottleneck vessel and 
bottleneck shift should be improved to provide more choices for the assignment of 
incoming workload, which ensures a better solution for the whole space-sharing yard 
planning problem.  
The model parameters are as follows: 
Aj The smallest number of sub-blocks that should be reserved for vessel j, 1  j  
J.  
Bk The set of sub-blocks that belong to block k, 1  k  K. 
Ck The maximum number of yard cranes allowed to reside in block k at any time, 
which may vary according to the condition of different blocks, 1  k  K. 
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I The number of sub-blocks under consideration.  
J The number of vessels under consideration. 
K The number of blocks under consideration.  
Ljt = 1, if vessel j is in the loading process in shift t, 1  j  J, 1  t  T. 
 = 0, otherwise, 1  j  J, 1  t  T.  
Ni The set of sub-blocks that are neighbors of sub-block i, 1  i  I. 
T The number of shifts under consideration in the planning horizon. 
V The lower bound for total number of available sub-blocks in all shifts. 
Note: Subscript i is for sub-block, j for vessel, k for block, t for shift.  
The decision variables are as follows: 
vit  = 1, if sub-block i is available during shift t, 1  i  I, 1  t  T.  
= 0, otherwise, 1  i  I, 1  t  T.  
zij  = 1, if sub-block i is reserved for vessel j, 1  i  I, 1  j  J. 
  = 0, otherwise, 1  i  I, 1  j  J. 
uijt A variable used to indicate the value of (vit×zij ) in linear form. 
 1  i  I, 1  j  J, 1  t  T. 
The mathematical programming model for the yard template generation problem 
(denoted as YTG) is as follows: 
(YTG) Max w          (3.1) 
Subject to: 






w z v         1  j  J, 1  t  T  (3.2) 




w u         1  j  J, 1  t  T  (3.3) 
ijt iju z       1  i  I, 1  j  J, 1  t  T (3.4) 
ijt itu v       1  i  I, 1  j  J, 1  t  T (3.5) 
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 0,1itv         1  i  I, 1  t  T          (3.13) 
 1,0ijz        1  i  I, 1  j  J          (3.14) 
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The objective is to maximize the value of the bottleneck. We use w to represent 
the value, and therefore for any vessel in any shift, the number of available sub-blocks 
should be bigger than w as shown in Constraint (3.2). Since both vit and zij are 0-1 
integers, Constraint (3.2) is equal to the linear constraints (3.3) ~ (3.6). Constraint (3.7) 
ensures that a sub-block can be reserved for at most one vessel during the whole 
planning horizon and no change in the reservation can be made once the reservation is 
made. However, part of the sub-block can be shared with its neighbors. Constraint 
(3.8) ensures that sufficient sub-blocks are reserved for each vessel. Constraint (3.9) 
ensures that the number of sub-blocks in loading process should be less than the 
maximum number of yard cranes assigned to each block in each shift; otherwise the 
rest of the sub-blocks in that block will be unavailable during the shift. Constraint 
(3.10) ensures that no neighboring sub-blocks should be loading in the same shift to 
avoid potential traffic congestion. Constraint (3.11) defines the availability of a sub-
block. According to the configuration of the template, a sub-block can have at most 3 
neighbors. Therefore, when the number of loading neighbors is 1~3, the sub-block is 
unavailable; when the number of loading neighbors is 0, the sub-block is available. 
Constraint (3.12) ensures that the number of available sub-blocks should be bigger 
than the requirement. Constraints (3.13) and (3.14) are 0 or 1 value restrictions for 
decision variables.  
The YTG model is difficult to solve to optimality directly using CPLEX. However, 
there is no necessity to run the model to optimality since the purpose of this model is 
to get a good initial template to be used for subsequent steps.  In our implementation, 
we will set required values for the objective and V in constraint (3.12) to provide 
feasible solutions efficiently. The yard template will then be tested in “space 
allocation and workload assignment” to see if it is good enough. If the incoming 
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containers cannot be handled in step 2, the required values in step 1 will increase 
accordingly to get a new yard template for the next iteration.  
Later in our numerical runs, we will show that the YTG model performs better 
than the algorithm in Han et al. (2008) because it can generate feasible template for 
the higher workload level.  
3.2.2 Two different methods for space allocation and workload 
assignment 
After the template generation step, the yard template will be used for space allocation 
and workload assignment. In this step, both the size of the sharing space and workload 
assignment should be decided. Two different methods are presented in this section to 
achieve these two tasks.          
3.2.2.1 Fixed sharing space 
In the “fixed sharing space method”, a common size of sharing space is used across 
the yard template to simplify the problem. When the common size is used, each sub-
block will be divided into non-sharing space and sharing space with neighboring sub-
blocks. As the size of sub-block is fixed and the number of sub-blocks in a block is 
constant, the larger scale of common size means more sharing space and so the 
overall space in a block is reduced, which can be shown in Figure 3.7. In order to 
improve the land productivity, we need to maximize the common size of sharing 
space to handle all containers.   
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Figure 3.7 Block configurations with  
common size = 1,2,3 slots respectively 
 
The model parameters are as follows: 
CC The capacity of each yard crane in terms of container moves per shift, which is 
100 in this model. 
CLSi The left space capacity of non-sharing space for sub-block i, 1  i  I.  
CLSii’ The left space capacity of sharing space between sub-block i and i’, 1  i  I, 1 
 i’  I. 
CLCi The left yard crane capacity of sub-block i for loading process, 1  i  I. 
CS The original space capacity of each sub-block in terms of TEUs, which is 240 
(5 tiers×6 lanes×8 slots) in this model.  
HL The lowest value that a high workload can take. 
HU The highest value that a high workload can take.  
LBt The least number of yard cranes that can be deployed for unloading in shift t, 1 
 t  T. 
LL The lowest value that a low workload can take. 
LU The highest value that a low workload can take. 
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M A sufficiently large positive value. 
NBi The set of sub-blocks those are adjacent to sub-block i, where space sharing is 
possible between two sub-blocks, 1  i  I.  
Sti The set of shifts from the end of the loading time of sub-block i to the current 
shift t, 1  i  I, 1  t  T. 
Wii't = 1, if the sharing space between sub-blocks i and i' (sii') belongs to part of 
capacity of sub-block i in shift t. Wii't can be obtained from the loading time of 
sub-blocks i and i', 1  i  I, 1  i'  I, 1  t  T. 
 = 0, if the sharing space between Sub-blocks i and i' (sii') belongs to part of 
capacity of sub-block i' in Shift t, 1  i  I, 1  i'  I, 1  t  T. 
WXjt The number of 20ft containers arriving at the terminal in shift t and will be 
loaded onto vessel j finally. It is given and input to the model, 1  j  J, 1  t  
T. 
WYjt The number of 40ft containers arriving at the terminal in shift t and will be 
loaded onto vessel j finally. It is given and input to the model, 1  j  J, 1  t  
T.  
Zij = zij, indicator of sub-block reservation for different vessels, adopting the 
value solved in template generation step, 1  i  I, 1  j  J. 
Note: Subscript i is for sub-block, j for vessel, k for block, t for shift.  
The decision variables are as follows: 
dkt  The number of yard cranes allocated to block k for unloading in shift t, 1  k  
K, 1  t  T.  
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hit  = 1, if the total workload allocated to sub-block i for unloading in shift t is 
high, that is, HL ≤ xit+yit ≤ HU, 1  i  I, 1  t  T.  
 = 0, if the total workload allocated to sub-block i for unloading in shift t is low, 
that is, LL ≤ xit+yit ≤ LU, 1  i  I, 1  t  T. 
s The common size of sharing space between each pair of adjacent sub-blocks. 
si The space that belongs to sub-block i and cannot be shared with its neighbors, 
1  i  I. 
sii' The space that can be shared between sub-blocks i and i', 1  i  I, 1  i'  I. 
xit  The number of 20ft containers that are allocated to sub-block i for unloading 
in shift t, 1  i  I, 1  t  T.  
yit  The number of 40ft containers that are allocated to sub-block i for unloading 
in shift t, 1  i  I, 1  t  T.  
The workload assignment problem (WAP) can be formulated as follows to maximize 
the common size of sharing space. 
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h        1  i  I, 1  t  T          (3.27) 
 0,1,2,3,4s                  (3.28) 
0itx  0ity         1  i  I, 1  t  T          (3.29) 
 0,1ith         1  i  I, 1  t  T          (3.30) 
 IntegerPositivedkt       1  k  K, 1  t  T          (3.31) 
Constraints (3.16) and (3.17) ensure that all the workload arriving at the terminal in 
each shift for each vessel will be allocated to corresponding storage locations. 
Constraints (3.18) and (3.19) are used to calculate the size of sharing and non-sharing 
space for each sub-block. Constraint (3.20) ensures the space capacity restriction of 
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each sub-block during each shift. The capacity includes the fixed part and the sharing 
part with its neighbors. Constraint (3.21) ensures that the containers in each sub-block 
should be loaded onto the destination vessel within a certain time span. Constraint 
(3.22) ensures that the yard cranes allocated to each block for unloading can handle 
all the unloading workload in each shift. As a result of the limitation of the length of 
the chassis trailer and due to safety consideration, each block can hold at most a 
certain number of yard cranes at any one time. Constraint (3.23) ensures this 
restriction. In addition, one yard crane is required for each sub-block in the loading 
process, and hence the number of sub-blocks in the loading process is exactly equal to 
the number of yard cranes assigned to that block for loading. Constraint (3.24) 
guarantees the least number of yard cranes deployed in each shift. To make full use of 
yard cranes, the workload allocated to each sub-block in each shift should be either 
high or low. In this model, constraint (3.25) is used to ensure this restriction. 
Constraint (3.26) ensures that all the neighbors of a sub-block in the loading process 
cannot accept any workload in that shift. Constraint (3.27) ensures that high unloading 
workload cannot be allocated to two sub-blocks that are neighbors of each other in the 
same shift. Constraints (3.28) to (3.31) are non-negativity and integrality restrictions.  
As the maximum size of a sub-block is 8-slot, the scale of common size of sharing 
space can only take an integer value from 0 to 4 slots, as shown in constraint (3.28). 
In this case, we can set the objective value to different scales of common size and 
solve WAP for a feasible solution, while the solution for the largest scale of common 
size is kept as optimal. Besides, the only connection constraints from shift to shift are 
(3.20) and (3.21). If we replace these two constraints with (3.32) and (3.33) using the 
remaining space capacity and loading capacity in shift t, the workload assignment 
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with fixed sharing space can be solved efficiently using the sequential method in Lee 
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         1  i  I          (3.32) 
it it ix y CLC          1  i  I          (3.33) 
3.2.2.2 Variable sharing space 
In the previous method, the same size of sharing space is used for the yard template. 
Since the workload assignment does not match the same size, there will always be 
gaps of unused space.  To fit variable size of sharing space to incoming containers, we 
can first assign the workloads as in static yard template planning. Then the size of 
sharing and non-sharing space can be decided based on the results of workload 
assignment.  
The workload assignment based on the static yard template can be achieved using 
the WAP model by setting the common size of sharing space s as 0-slot. Based on the 
workload assignment solution of xit and yit, we now know the incoming and retrieval 
of containers for each sub-block. Then, the slots needed by each sub-block in each 
shift can be calculated with the remaining containers in the sub-block. If we number 
all the slots in a block as a sequence, the slots occupied by containers in two example 
sub-blocks can be shown in Figure 3.8. As the size of each sub-block is assumed to be 
8 slots when we solve the workload assignment problem, sub-block 1 will use the 
slots chosen from slots 1 to 8, while sub-block 2 will choose from slots 9 to 16. To 
describe the problem more clearly, we use the range ( , )L Uit itS S to represent that the slot 
1LitS  to slot 
U
itS are occupied by sub-block i in shift t. For instance, (8, 16) is used by 
sub-block 2 in shift 4, which means slot 9 to slot 16 are occupied.  




Figure 3.8 Relative locations occupied by two sub-blocks without sharing 
 
Once a slot has incoming containers, it will be occupied until the end of the 
loading process of the sub-block. Hence if a slot is occupied by a sub-block in the 
current shift, the slot should also be assigned to the same sub-block in the subsequent 
shifts until the loading process ends. It can be found in Figure 3.8 that, slots 13 to 16 
are not occupied by sub-block 2 from shifts 5 to 14, while slots 5 to 8 are occupied by 
sub-block 1 only from shifts 7 to 14. Therefore, 4 slots can actually be shared by the 
two sub-blocks, as they occupy different shifts. The size of sharing space can be 
decided between these two adjacent sub-blocks, as shown in Figure 3.9.   
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Since space can only be shared between adjacent neighbors, to ensure no 
reshuffling, the size of each sharing space can be decided block by block. Based on 
the idea of variable sharing space method, we can develop the following model to 
solve the space-sharing problem. In this model, the objective is to minimize the total 
number of slots occupied by the whole block. The model parameters are as follows. 
iF  The shift when sub-block i finishes its loading process, 1  i  sub. 
sub  The number of sub-blocks in each block. 
The decision variables are as follows: 
L
itS  The lower boundary of the slot range occupied by sub-block i in shift t, 1  i  
sub, 1  t  T. 
U
itS  The higher boundary of the slot range occupied by sub-block i in shift t, 1  i 
 sub, 1  t  T.  
40
itS  The pair of adjacent slots of sub-block i needed for 40ft containers in shift t, 1 
 i  sub, 1  t  T. 
The minimal block space problem (MBS) can be developed as follows: 




sub tw S        1  t  T           (3.35) 
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         1  i  sub, 1  t  T         (3.37) 
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402U Lit it itS S S         1  i  sub, 1  t  T         (3.38) 
1 0
U U
it itS S         1  i  sub, 1  t  T, t Fi+1      (3.39) 
1 0
L L
it itS S         1  i  sub, 1  t  T, t Fi+1      (3.40) 
( 1) 0
L U
i t itS S          1  i < sub, 1  t  T         (3.41) 
8U Lit itS S         1  i  sub, 1  t  T         (3.42) 
0UitS   0
L
itS        1  i  sub, 1  t  T         (3.43) 
 ,L Uit itS S Positive Integer     1  i  sub, 1  t  T         (3.44) 
Constraint (3.35) captures the maximum slot occupation by the whole block. 
Constraint (3.36) ensures that the slots that occupied sub-block i during shift t are 
larger than the total space needed by containers stored in the sub-block. In our study, 
the 40ft containers need two consecutive slots for storage, and the space reserved for 
them can also store 20ft containers. Therefore we use constraints (3.37) to make sure 
that the incoming 40ft containers will always have space to store without reshuffles.  
Constraint (3.38) is then used to ensure that the pairs of slots needed by 40ft 
containers are included in the range occupied by the corresponding sub-block. 
Constraints (3.39) and (3.40) ensure that the space occupied by a sub-block at shift t 
will always be covered by the same sub-block at the following shift before the 
completion of the loading procedure. Constraint (3.41) ensures that a space unit 
cannot be occupied by different sub-blocks at the same time. The maximum number 
of slots allowed in a sub-block is guaranteed in Constraint (3.42). Constraints (3.43) 
and (3.44) are non-negativity and integrality restrictions.  
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The MBS model can be solved directly in a short time. The size of sharing and non-
sharing space can be calculated with the following two equations. 
The size of sharing space between sub-blocks i and i+1 is 
( 1) ( 1)max min
U L
i i it i t
tt
S S S                                              (3.45) 
The size of non-sharing space for sub-block i is 
( 1) ( 1)min max
L U
i i t i t
t t
S S S                                               (3.46) 
3.3 Numerical experiments 
In this section, the solution procedure is implemented in C++ and ran on the same 
computer as that for the static yard template problem (Pentium IV computer, CPU: 
2.4 GHz, Memory: 512M). In all the numerical examples, the general scale of the 
problem is 64-block, 21-vessel and 21-shift.  
3.3.1 Experiment descriptions 
In order to test the robustness of our results and algorithms, we have generated 
different realizations of the workload based on the triangular pattern shown in Figure 
3.2, and we have also varied the overall workload per week to test out different port 
throughput levels.  
The “even pattern” and “wave pattern” are used to test two different situations of 
the workload. For there “even pattern”, there are no major variations in the workload 
among different shifts. For the “wave pattern”, the workload is highly uneven, i.e., in 
some shifts, the workload is relatively heavy; while in other shifts, the workload is 
relatively light. The “wave pattern” can be seen as the worst case scenario. 
Meanwhile, the workload for each vessel still follows the triangular form. 




Figure 3.10 Input data with “even pattern” (left) and “wave pattern” (right) 
 
For both “even pattern” and “wave pattern” scenarios, we first vary the total 
workload that is coming to the port. The workload level is the total volume of 
containers coming during the whole planning horizon (one week), which varies from 
46,000 TEUs/week to 80,000 TEUs/week (50% to 85% of the original space given). 
Then for each workload level, we randomly generate ten different scenarios. Even 
through the general workload of a vessel still follows the triangular distribution, the 
parameters for each vessel may vary because of uncertainty. For example, the peak of 
container arrivals can vary from 3 to 10 shifts before the loading procedure. In 
addition, the volume of incoming containers in each shift may vary ±10% from the 
parameter set by the triangular distribution. In all, we have run more than 700 
randomly generated scenarios.  
3.3.2 Experiment results 
The performance of “fixed sharing space” and “variable sharing space” for space-
sharing yard template planning is presented in Figures 3.11 and 3.12 respectively. The 
land productivity achieved by the static yard template (which is without sharing) is 
also included in the figures and by definition, if we can find a feasible container 
allocation for a given workload level, the land productivity will be just equal to the 
total incoming workload divided by the original space given. For the space-sharing 
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yard template planning, we will use the “fixed sharing space” and “variable sharing 
space” methods to find the sharing space, which eventually reduces the original space 
given, and so the land productivity increases in these two cases. 
 
Figure 3.11 Results from “even pattern” of input data 
 
 
Figure 3.12 Results from “wave pattern” of input data 
 
Figures 3.11 and 3.12 show the land productivity at different workload levels. For 
each workload level, we generate 10 sets of random input data. The highest, the 
middle and the lowest points for each workload level represent respectively the 
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maximum, the average and the minimum values based on the 10 sets of runs. For 
most of the cases, the running time is within minutes, but for some worst cases, the 
running time can be hours and this is mainly caused by the high-low workload 
constraints. 
Comparing the land productivity achieved by space-sharing yard template and 
static yard template under different workload levels, the following results can be 
observed. 
Both the proposed methods can improve the land productivity when compared 
with the static model (Han et al. 2008).  Note that for the consignment strategy, the 
static yard template planning can never achieve a land productivity exceeding a value 
of 1. However, the space-sharing yard template can achieve land productivity greater 
than 1 because each unit of storage space can accommodate up to 2 different types of 
containers while satisfying the constraints of consignment.  
Among the two methods, the “variable sharing space method” performs better. 
Firstly, its land productivity dominates the other. Secondly, it has lower variability. 
The reason is that the “variable sharing space method” is able to have different sizes 
of sharing space for different sub-blocks, while the “fixed sharing space method” does 
not have that flexibility.  
Moreover, the “variable sharing space method” is more robust. We conduct 
statistical tests to show whether land productivity is affected by the different patterns 
of workload. The results indicate that for the “fixed sharing space method”, we can 
achieve higher land productivity for the “even pattern” workload compared with the 
“wave pattern” workload. On the other hand, for the “variable sharing space method”, 
we cannot show that there is a significant difference in the land productivity between 
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the two patterns, and this shows the robustness of the approach. The results for the 
fixed sharing space are not surprising. This is because for the wave pattern, the 
workload for the shifts is highly uneven, and therefore the space has to be catered for 
the worst case. Fixing a common size of the sharing space across the blocks will limit 
its flexibility in handling this uneven workload. On the other hand, for the variable 
sharing space, it has the flexibility to adjust, and for those with high workload, the 
sharing space is less, but for those with low workload, the sharing space can be more. 
On the other hand, the YTG model proposed in this thesis performs better than the 
algorithm in Han et al. (2008).  In terms of the computation time, it is comparable to 
Han’s algorithm, but in terms of the solution quality, it is better. In our numerical 
example for the static yard template planning problem, Han’s algorithm cannot 
provide feasible solutions at higher workload levels. For example at the workload 
level of 80,800 TEUs/week for the “even pattern” and 80,000 TEUs/week for the 
“wave pattern”, Han’s algorithm cannot provide a feasible template while the YTG 
model is able to provide a feasible solution. 
3.4 Conclusions 
In this chapter, an actual problem faced by a leading transshipment port operator 
is studied. Currently, the port operator uses a consignment strategy to reduce the 
reshuffling level for high equipment productivity. However, this strategy leads to 
under-utilization of storage space, due to pre-reservation of the maximum space 
needed during the whole planning horizon. With the increasing volume of 
transshipment container handling, the scarcity of storage space is urging new 
strategies to balance the equipment productivity and the land usage. A novel approach 
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named partial space-sharing strategy is studied in this chapter to improve the land 
utilization while retaining the advantage of consignment strategy.  
A framework which integrates space reservation and workload assignment is 
developed to solve the space-sharing yard template problem. In this framework, two 
different approaches are proposed to determine the sharing space namely, “fixed 
sharing space method” and “variable sharing space method”. The numerical 
experiments show that, both the proposed methods can improve the land productivity 
under different port throughput levels compared to the static yard planning method 
which do not allow the sharing of space. The partial space-sharing strategy can even 
achieve a land productivity exceeding a value of 1, which is impossible for a yard 
template without sharing. Among the two methods, the variable sharing space method 
performs better both in land productivity and robustness. 
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Chapter 4. The Flexible Space-sharing Strategy 
4.1 Problem description 
In the previous chapter, a “partial space-sharing strategy” is proposed to improve the 
space utilization while retaining the advantage of consignment. Although the partial 
space-sharing strategy outperforms the non-sharing strategy, it has some limitations. 
Firstly, in the partial space-sharing strategy, there is always a clear boundary between 
the spaces reserved for different destination vessels. The performance of the partial 
space-sharing strategy depends on the size of sharing and non-sharing spaces. 
Secondly, once the size of sharing and non-sharing spaces is fixed at the planning 
stage, it will limit the flexibility of space allocation during operation.  
To address this challenge while retaining the feature of the consignment, we propose a 
new approach named the “flexible space-sharing strategy”. The idea is that the 
container space can be shared by two different vessels as long as their containers do 
not occupy the space at the same time. When less space is needed by one vessel, more 
space can be allocated to another vessel. In this way, the space allocated to each 
vessel can vary according to the amount of containers stored in the yard. The 
mechanism of this strategy is described as follows. 
(1) Each sub-block is reserved for two different destination vessels, while two 
adjacent sub-blocks have one vessel in common. (The reservation of sub-
blocks for vessels is known as the “yard template”, as shown in Figure 4.1.) 
(2) In each sub-block, one vessel fills from the left corner with incoming 
containers, while the other vessel fills from the right corner. 
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(3) When a vessel is common for two adjacent sub-blocks, the containers to this 
vessel fills one sub-block from the right corner and the other sub-block from 
the left corner as shown in Figure 4.1.  
 
Figure 4.1 Yard template for non-sharing strategy (up)  
and flexible space-sharing strategy (down) 
 
 
Figure 4.2 An example of space occupation  
under flexible space-sharing strategy 
 
Under this strategy, the space occupation by each vessel in a block can be shown with 
the example in Figure 4.2. The containers to the same vessel in two adjacent sub-
blocks form a cluster named the “container group”. As a block is managed in 5 sub-
blocks, there will be 6 container groups (G1- G6) corresponding to the 6 vessels in 
S1 S2 S3 S4 S5 
(V1, V2) (V2, V3) (V3, V4) (V4, V5) (V5, V6) 
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each block. A yard crane will be dedicated to a container group during loading for a 
faster vessel turnaround time. To avoid interference between loading and discharging, 
if a container group is loading, the neighboring groups are not allowed to have any 
loading or discharging jobs.  
When planning the space allocation, the yard template is given in advance. The main 
concern of space allocation is to decide where to assign the incoming containers, so 
that they can be handled in the limited storage space taking into account yard cranes 
and prime movers. A container assignment plan is called implementable, if it does not 
violate the following two conditions. 
 The number of slots in a sub-block is called the “space capacity”. In any shift, the 
number of containers stored in a sub-block shall be no more than the “space 
capacity”, where a FEU (40-foot equivalent unit) is counted as two TEUs. 
 The number of containers a yard crane can handle in the required loading period is 
called the “loading capacity”. The total number of containers assigned to a 
container group shall be less than the “loading capacity”.  
For this study, we focus on how to find an implementable plan for deterministic 
incoming containers during the planning horizon. However, different realizations of 
incoming containers will be used in the numerical experiments to test the flexibility of 
the strategy. Besides, the number of yard cranes deployed will be limited to control 
the operational cost. 
4.2 Model formulation 
A mixed integer programming model will be formulated to find a container 
assignment plan based on the flexible space-sharing strategy. The number of 
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incoming containers to each vessel per shift is called the “workload pattern”. The 
following assumptions are made when formulating the container assignment model. 
 The workload pattern is deterministic and will repeat weekly.  
 The planning horizon of the model is 21 shifts in a wraparound manner, as the 
workload pattern is repeated weekly. 
 To avoid additional container handling effort, a container will stay in the same 
storage location until being loaded. 
 As a sub-block consists of many stacks, it is possible to have a mixture of TEU 
(20-foot equivalent unit) and FEU (40-foot equivalent unit) in a sub-block. For 
simplicity, we assume the two types of containers can be stored in the same sub-
block. However, the model can be easily modified to store TEU and FEU in 
separate sub-blocks. 
 A yard crane cannot change to another block during a shift. This is to guarantee 
that the proper number of yard cranes is assigned to a specific block at the 
planning phase. 
The model parameters are as follows: 
Bk The set of sub-blocks that belong to block k, 1  k  K. 
CC The yard crane handling capacity in terms of container moves per shift, which 
is 100 in this model. 
CS The space capacity of each sub-block in terms of TEUs, which is 240 (5 
tiers×6 rows×8 bays) in this model. 
Ct The “yard crane limit” is the total number of yard cranes allowed for 
discharging jobs during shift t across the whole yard template, 1  t  T. 
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Ej The maximum number of shifts allowed for loading the containers to vessel j, 
1  j  J.  
 
Figure 4.3 The staying period of a container 
 
Fjtt’ The parameter indicates whether a container, which is discharged in shift t and 
to be loaded onto vessel j, will still be present in the yard in shift t’. The value 
is decided according to the discharging shift t of the container and the loading 
completion shift of its destination vessel j, as shown in Figure 4.3. 
= 1, if the container will be present in shift t’, 1  j  J, 1  t  T, 1  t’  T.  
 = 0, otherwise, 1  j  J, 1  t  T, 1  t’  T.  
G Total number of container groups in one block, which is 6 in this model. 
HL The lowest value that a high workload can take, which is 50 in this model. 
HU The highest value that a high workload can take, which is 100 in this model. 
I Total number of sub-blocks in consideration.  
J Total number of vessels in consideration.  
K Total number of blocks in consideration. 
Ljt = 1, if vessel j is in loading procedure during shift t, 1  j  J, 1  t  T.  
  = 0, otherwise, 1  j  J, 1  t  T.  







shift of vessel j 
t’ 
Planning horizon 
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LU The highest value that a low workload can take, which is 20 in this model. 
M A sufficiently large positive value. 
Mk The maximum number of yard cranes allowed in block k, 1  k  K. 
Ni The set of sub-blocks that are neighbors of sub-block i, 1  i  I.  
NLkt Number of yard cranes deployed for loading jobs in block k during shift t, 
which is given by the yard template, 1  k  K, 1  t  T.  
T Total number of shifts in consideration. 
WXjt The number of 20ft containers arriving at the terminal in shift t and will be 
loaded onto vessel j, for a particular workload pattern. 1  j  J, 1  t  T. 
WYjt The number of 40ft containers arriving at the terminal in shift t and will be 
loaded onto vessel j, for a particular workload pattern. 1  j  J, 1  t  T.  
1
ijZ   The parameter indicates the reservation of the left corner of a sub-block. 
= 1, if the containers to vessel j fill from the left corner of sub-block i, 1  i  I, 
1  j  J.  
= 0, otherwise, 1  i  I, 1  j  J.  
2
ijZ  The parameter indicates the reservation of the right corner of a sub-block. 
 = 1, if the containers to vessel j fill from the right corner of sub-block i, 1  i  
I, 1  j  J.  
= 0, otherwise, 1  i  I, 1  j  J.  
Note: Subscript i is for sub-block, j for vessel, k for block, g for container group, t 
for shift.  
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The decision variables are as follows: 
dkt  The number of yard cranes allocated to block k in shift t for discharging 
containers, 1  k  K, 1  t  T.  
hit  = 1, if the amount of incoming containers allocated to sub-block i in shift t is 
high, that is, 1 2 1 2 it it it itHL x x y y HU     , 1  i  I, 1  t  T.  
  = 0, if the amount of incoming containers allocated to sub-block i in shift t is 
low, that is, 1 2 1 2 it it it itLL x x y y LU     , 1  i  I, 1  t  T.  
uit  The violation of space capacity for sub-block i in shift t, 1  i  I, 1  t  T.  
vkg  The violation of loading capacity for container group g in block k, 1  k  K, 1 
 g  G.  
1
itx   The number of 20ft containers that are assigned to the left corner of sub-block 
i in shift t, 1  i  I, 1  t  T.  
2
itx   The number of 20ft containers that are assigned to the right corner of sub-
block i in shift t, 1  i  I, 1  t  T.  
1
ity   The number of 40ft containers that are assigned to the left corner of sub-block 
i in shift t, 1  i  I, 1  t  T.  
2
ity   The number of 40ft containers that are assigned to the right corner of sub-
block i in shift t, 1  i  I, 1  t  T.  
Using the “flexible space-sharing strategy”, the container assignment problem (CAP) 
can be formulated as follows. To find an implementable plan, the objective is to 
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minimize the violations of space capacity and loading capacity during the planning 
horizon.  
(CAP) 
1 1 1 1
   
T I K G
it kg
t i k g
Min w u v
   
          (4.1) 
Subject to: 
1 1 2 2
1 1
I I
it ij it ij jt
i i
x Z x Z WX
 
         1  j  J, 1  t  T  (4.2) 
1 1 2 2
1 1
I I
it ij it ij jt
i i
y Z y Z WY
 
         1  j  J, 1  t  T  (4.3) 
1 1 2 2( )
k
it it it it kt
i B
x y x y CC d








        1  t  T   (4.5) 
kt kt kd NL M        1  k  K, 1  t  T  (4.6) 
1 1 2 2( )(1 ) ( )it it it it it itHL LL HL h x y x y LU HU LU h           










        1  i  I, 1  t  T  (4.8)  





it it i t i t ij jt
i N j
x y x y M Z L
 
 
     
 
     1  i  I, 1  t  T  (4.9) 





it it i t i t ij jt
i N j
x y x y M Z L
 
 
     
 
     1  i  I, 1  t  T             (4.10) 
1 1 1 2 2 2
' ' '
1 1 1
( 2 ) ( 2 )
T J J
it it ij jtt it it ij jtt it
t j j
x y Z F x y Z F u CS
  
 
         
 
    
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it it kg ij j
t j
x y v Z E CC
 
       1  k  K, g=1, 5 ( 1)i k g                 (4.12) 
2 2 1 1 1
( 1) ( 1)
1 1
T J
i t i t it it kg ij j
t j
x y x y v Z E CC 
 
            





it it kg ij j
t j
x y v Z E CC
 
        1  k  K, g=G, 5i k               (4.14) 
1 1 2 2, , , , 0it it it it itx y x y u        1  i  I, 1  t  T             (4.15) 
0kgv         1  k  K, 1  g  G          (4.16) 
 0,1ith         1  i  I, 1  t  T             (4.17) 
 IntegerPositivedkt       1  k  K, 1  t  T           (4.18) 
Constraints (4.2) and (4.3) ensure that all the containers arriving at the terminal in 
each shift for each vessel are assigned to sub-blocks in the storage yard. These 
containers can only be assigned to the sub-blocks which are reserved for their 
destination vessel. As the containers are handled one at a time, the number of 
containers can be used to indicate the workload for yard cranes and prime movers in 
the model. Constraint (4.4) gives the number of yard cranes deployed for discharging 
containers in block k during shift t based on the container assignment. Constraint (4.5) 
ensures that the total number of yard cranes deployed for discharging during shift t 
should be within the limits. The yard crane limit can be set according to the 
requirements of port operators. If the operators want to control the operational cost, 
the least number of yard cranes deployed in each shift from Han et al. (2008) can be 
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used. Constraint (4.6) guarantees that the total number of yard cranes in each block 
during shift t should be no more than the maximum number of yard cranes allowed in 
a block. Constraint (4.7) ensures that the amount of incoming containers to sub-block 
i in shift t should be either high or low, to control the transportation activities. 
Constraint (4.8) guarantees that two neighboring sub-blocks cannot have high 
workload during the same shift. Both constraints (4.9) and (4.10) ensure that if a 
container group is loading, the neighboring groups will not have any incoming 
containers. Constraints (4.11) to (4.14) are used for space capacity and loading 
capacity under the “flexible space-sharing strategy”. Constraint (4.11) captures the 
violations of space capacity. Due to the different discharging and loading times, the 
incoming containers will occupy the storage space for some periods. To ensure 
enough space for container storage at any period, the space occupation is checked in 
each shift of the planning horizon. The violations of loading capacity of each 
container group are captured by constraints (4.12) to (4.14). The container group at 
either end of a block is presented by constraints (4.12) and (4.14) respectively. For 
those not at the end of a block, each container group occupies space in two adjacent 
sub-blocks, which is presented by constraint (4.13).  Constraints (4.15) to (4.18) are 
non-negativity and integrality restrictions.  
4.3 Solution approaches 
The CAP model presented in the previous section can be solved directly for small 
scale problems. But according to the experiments conducted in Lee et al. (2006), the 
container assignment problem under non-sharing strategy cannot be solved by 
CPLEX directly for a real scale problem of 64-block, 21-vessel and 21-shift. It is 
expected that the CAP model cannot be solved under the same scale, as it has much 
more decision variables and constraints. Since the CAP model is formulated for a 
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planning horizon of 21 shifts, it has a “block diagonal structure”. Constraints (4.11) to 
(4.14) are the coupling constraints. The remaining constraints can be divided into 
blocks, each containing decision variables in only one shift. Based on this, the CAP 
model can be solved one block at a time, which corresponds to the container 
assignment in one shift. The coupling constraints can be used to update the solutions 
for each shift, in order to get an implementable plan. 
As shown in Figure 4.4, a search algorithm can be developed with two stages, namely 
the “initial stage” and the “conflict resolution stage”. In both stages, the container 
assignment plan is solved shift by shift with the decomposed container assignment 
problem (DCAP). The idea of DCAP is to solve the container assignment in only one 
shift while keeping the decision variables in the other 20 shifts fixed. 
 


















capacities with other 
shifts fixed 
Re-optimize chosen 







Initial stage Conflict resolution stage 
Update remaining 
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N repetitions? 
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The “initial stage” is to get an initial solution during the planning horizon. The 21 
shifts are solved in the increasing order of t. The remaining space capacity and 
loading capacity will be updated based on solutions of the solved shifts. After all 21 
shifts are solved, the solution is inspected for the violation of space capacity and 
loading capacity. If there is no violation, an implementable plan is found; otherwise, 
the “conflict resolution stage” will be used to re-optimize the plan of container 
assignment. 
In the “conflict resolution stage”, the shifts are picked one at a time for re-
optimization using DCAP while the remaining decision variables in the other 20 shifts 
are fixed.   Several heuristics are introduced for shift-picking, namely the “batch-list 
method” and the “greedy-tabu method”. The “conflict resolution stage” is repeated 
until an implementable plan is found or when there is no reduction of violations for N 
consecutive iterations. 
4.3.1 Decomposed model for one shift 
In both the “initial stage” and the “conflict resolution stage”, the container assignment 
plan is solved shift by shift with the decomposed container assignment problem 
(DCAP). The idea is to fix the decision variables in 20 shifts, so that the block 
diagonal structure of the CAP model can be decomposed to one block. The coupling 
constraints can be modified accordingly for the decomposed model. For example, the 
coupling constraint (4.11) for space capacity can now be shown as equation (4.19), 
where the fixed decision variables have been moved to the right hand side.  
1 1 1 2 2 2
' ' '
1 1
1 1 1 2 2 2
'' '' '' ' '' '' '' '
'' 1 1
( 2 ) ( 2 )
CS ( 2 ) ( 2 )
J J
it it ij jtt it it ij jtt it
j j
J J
it it ij jt t it it ij jt t
t t j j
x y Z F x y Z F u
x y Z F x y Z F
 
  
       
 
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        1  i  I, 1  t’  T           (4.19) 
The space occupied by incoming containers in sub-block i is measured in each shift t’ 
during the planning horizon. The right hand side of equation (4.19) shows the 
remaining space capacity of sub-block i in shift t’, which can be replaced by 
'
t
itR  in 
the following equation. Since the value of remaining capacity in each shift t’ depends 
on the un-fixed shift t, a superscript t is used in the notation. 
1 1 1 2 2 2
' '' '' '' ' '' '' '' '
'' 1 1
CS ( 2 ) ( 2 )
J J
t
it it it ij jt t it it ij jt t
t t j j
R x y Z F x y Z F
  
 
         
 
     
        1  i  I, 1  t’  T           (4.20) 
The coupling constraints (4.12) to (4.14) for the loading capacity can be modified 
similarly. The remaining loading capacity of container group g in block k can be 
noted as tkgC . The value of 
t
kgC can be expressed with equations (4.21) to (4.23). Note 
that the remaining capacities can be negative, which implies that the violations of 







kg ij j it it
j t t
C Z E CC x y
 
        1  k  K, g=1, 5 ( 1)i k g      (4.21) 




kg ij j i t i t it it
j t t
C Z E CC x y x y 
 
          







kg ij j it it
j t t
C Z E CC x y
 
         1  k  K, g=G, 5i k    (4.23) 
Based on these, the DCAP model can be formulated as follows. The objective of this 
model is to minimize the total violation of space capacity and loading capacity, which 
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is consistent with the original problem. The DCAP model contains the set of 
constraints for one shift t and the modified coupling constraints (4.34) to (4.37).   
(DCAP) 
1 1 1 1
   
T I K G
it kg
t i k g
Min w u v
   
                 (4.24) 
Subject to: 
1 1 2 2
1 1
I I
it ij it ij jt
i i
x Z x Z WX
 
          1  j  J          (4.25) 
1 1 2 2
1 1
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it ij it ij jt
i i
y Z y Z WY
 
          1  j  J          (4.26) 
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k
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i B
x y x y CC d

          1  k  K          (4.27) 
kt t
k
d C                   (4.28) 
kt kt kd NL M         1  k  K          (4.29) 
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it it kg kgx y v C        1  k  K, g=1, 5 ( 1)i k g      (4.35) 
2 2 1 1
( 1) ( 1)
t
i t i t it it kg kgx y x y v C        1  k  K, 2  g  G-1, 5 ( 1)i k g     (4.36) 
2 2 t
it it kg kgx y v C         1  k  K, g=G, 5i k    (4.37) 
1 1 2 2, , , , 0it it it it itx y x y u         1  i  I          (4.38) 
0kgv         1  k  K, 1  g  G         (4.39) 
 0,1ith          1  i  I          (4.40) 
 IntegerPositivedkt        1  k  K          (4.41) 
When using the DCAP model in the “initial stage”, the 21 shifts are solved one by one 
in the increasing order of t. For the “conflict resolution stage”, one shift shall be 
chosen from the 21 shifts to reduce the violations. Several shift-picking methods will 
be introduced in the next section. 
4.3.2 Shift-picking methods 
If the initial solution is not implementable, the “conflict resolution stage” will be used 
to re-optimize the container assignment. The shifts in the planning horizon will be re-
optimized one at a time to reduce the violations. Two different methods can be used to 
generate the shift-picking sequence, namely the “batch-list method” and the “greedy-
tabu method”. The first method keeps trying out the 21 shifts in batches until the 
termination of the main algorithm. The second method picks the shifts according to 
the performance of the solution. The shift causing most violations in each iteration 
will be chosen to be re-optimized.  
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4.3.2.1 Batch-list method 
The main idea of the batch-list method is to keep trying the shifts one by one until the 
main search algorithm stops. To ensure that all the shifts in the planning horizon are 
picked, the shift-picking sequence is generated in batches of 21 shifts. The flow chart 
of this method can be shown in Figure 4.5. A batch-list will be initialized to contain 
all 21 shifts during the planning horizon. Once a shift is picked, it will be removed 
from the list. Note that when the batch-list becomes empty, all the shifts have been 
picked once. However, this does not mean the violations in the plan cannot be reduced 
further. According to equations (4.20) to (4.23), the remaining capacities for shift t are 
different if the decision variables in the other 20 shifts are changed. Therefore, we 
select the 21 shifts again to form a batch and repeat the solving procedure. Within a 
batch, the 21 shifts can be picked one by one in the increasing order of t (time 
sequence) or be picked in any random sequence (random pick).  
 
Figure 4.5 Batch-list method 
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4.3.2.2 Greedy-tabu method 
In the previous method, the shift-picking sequence does not consider the performance 
of the container assignment plan. To improve the searching time, we propose to select 
the shift that causes the most violation. The violation caused by each shift can be 
measured by its marginal contribution, that is, taking the difference of total violations 
when all 21 shifts are considered and total violations (of 20 shifts) when the 
respective shift is removed. In each iteration, the total violations with 21 shifts are 
captured in the objective function (4.24) of the DCAP model, which can be denoted as 
w0. The total violations without shift t can be calculated by adding the negative parts 
of the remaining capacities, as shown in equation (4.42). 
   '
1 ' 1 1 1
min ,0 min ,0
I T K G
t t
t it kg
i t k g
w R C
   





kgC  are the remaining capacities in equations (4.20) to (4.23). The 
amount of violations caused by shift t can be denoted as Pt in equation (4.43).  
0t tP w w                    (4.43) 
To avoid picking the same shift in consecutive iterations, the general steps of this 
shift-picking method can be as shown in Figure 4.6. After resolving the chosen shift, 
the container assignment plan will be updated. The shift that causes most violations is 
chosen to be re-optimized. When a shift is chosen, it will be recorded in a tabu-list to 
prevent from being picked. When the list is not full, the chosen shift will be recorded 
in the list directly; otherwise, the newly chosen shift will replace the shift which has 
been forbidden for the longest time in the list. In this way, the number of iterations to 
forbid a chosen shift equals to the length of the tabu-list. Later in the numerical 
experiments, we will find out the best length of the tabu-list. 




Figure 4.6 Greedy-tabu method 
 
4.4 Numerical experiments 
To test the performance of the solution approaches, the search algorithm with 
different shift-picking methods are implemented in C++ and each model was solved 
using CPLEX 11.2 with concert technology. The numerical experiments were run on 
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real port problem (64-block, 21-vessel and 21-shift).  
The performance of the storage strategies is affected by the scarcity of space for the 
incoming containers. In the experiments, the “land productivity” can be used to 
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slots in terms of space occupation. Higher land productivity indicates the higher 
scarcity of space. When land productivity is 1, the total volume of containers is 
equivalent to the storage space available. The experiment is carried out under 
different land productivity levels. 
Under each land productivity level, the realization of incoming containers can be 
different. A realization is defined by the number of containers to each vessel per shift, 
which we call the “workload pattern”. According to the workload pattern provided by 
the port operator in Han et al. (2008), there are two important characteristics of the 
incoming containers. The characteristics are that the majority of containers arrive near 
to their departure time, while few containers come right after the vessel departs. 
Hence, it is a common practice for them to use a triangular workload profile to do the 
planning. However, the peak shifts of incoming containers and the number of 
containers in each shift can vary because of uncertainty. By varying these two factors, 
we can randomly generate different realizations of incoming containers under each 
land productivity level, as shown in Figure 4.7. This can be used to test the robustness 
of our algorithm.  
 
Figure 4.7 The example workload patterns for one vessel 
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4.4.1 Performance of flexible space-sharing strategy 
In this section, the flexible space-sharing strategy is compared with the non-sharing 
strategy under common incoming containers during the planning horizon. For a fair 
comparison, the land productivity is varied from 1.00 to 1.19. Under each land 
productivity level, 10 different realizations are randomly generated to test the 
performance. The search algorithm presented in the previous section is used to find an 
initial plan and the final implementable plan for the “flexible space-sharing strategy”. 
Note that the algorithm can also be used for the “non-sharing strategy”, by reserving 
each sub-block for only one vessel in the yard template.  
Table 4.1 shows the performance of both the “flexible space-sharing strategy” and the 
“non-sharing strategy”. The results are averaged from the 10 realizations under the 
same land productivity level. For the “non-sharing strategy”, the violations in the 
initial plan can be reduced to certain extent with the conflict resolution stage, but no 
implementable plan can be found. For the “flexible space-sharing strategy”, it is easier 
to plan the container assignment, as the initial plans under all land productivity levels 
have much less violations compared with the “non-sharing strategy”. When the land 
productivity level is below 1.16, our algorithm can find an implementable plan for all 
realizations. Even when the land productivity is above 1.17, the final plans using the 
“flexible space-sharing strategy” have much less violations than those using the “non-
sharing strategy”. It can be concluded that the “flexible space-sharing strategy” can 
handle more containers than the “non-sharing strategy” within the same storage space. 
This can be attributed to the difference in space allocation between the two storage 
strategies. In the “non-sharing strategy”, the space is exclusively allocated to each 
vessel in advance, while much space is only occupied for a short period of time. In the 
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“flexible space-sharing strategy”, the space released by containers to one vessel after 
loading can be flexibly reused by containers to another vessel. 
Table 4.1 Comparison of the two storage strategies 
Land productivity 
Non-sharing strategy Flexible space-sharing strategy 
Initial violations Final violations Initial violations Final violations 
1.00 6571 3433 228 0 
1.01 8837 5593 294 0 
1.02 10555 7420 686 0 
1.03 13487 10204 844 0 
1.04 16449 13572 1312 0 
1.05 20106 17299 1626 0 
1.06 22781 20120 1495 0 
1.07 25518 22883 2252 0 
1.08 29795 27102 2598 0 
1.09 34320 31744 2789 0 
1.10 37470 34957 3751 0 
1.11 42018 39372 4669 0 
1.12 45611 42925 4944 0 
1.13 50709 47886 5718 0 
1.14 54160 51397 6498 0 
1.15 59666 56867 7604 0 
1.16 64997 61969 8813 0 
1.17 68950 65828 9879 6 
1.18 73077 70000 10542 25 
1.19 78143 74971 12791 45 
4.4.2 Comparison of shift-picking methods 
In the “conflict resolution stage”, several shift-picking methods can be used, namely 
the “batch-list method (time sequence, TS)”, the “batch-list method (random pick, 
RP)” and the “greedy-tabu method”. After trying different tabu-list lengths for the 
“greedy-tabu method”, the length around 12 turns out to be more robust and is used in 
this study.  
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To compare the performance of these methods, the land productivity is varied from 
1.00 to 1.19. Ten different realizations are randomly generated under each land 
productivity level. The results show the three methods are about the same regarding 
the quality of container assignment plan, but their computation time is different. In 
Figure 4.8, the average computation time is calculated from the 10 realizations under 
the same land productivity. The “batch-list method (TS)” is used as the bench mark to 
normalize the results as the “percentage of computation time”. Figure 4.8 shows the 
results for land productivity level below 1.16, where all shift-picking methods can 
find implementable solutions for each realization. 
 
Figure 4.8 Comparison of shift-picking methods 
 
It is observed that the “batch-list method (RP)” can sometimes use less time than the 
“batch-list method (TS)” under low land productivity levels, but it uses more time 
under higher land productivity levels. On the other hand, the “greedy-tabu method” 
always uses less time compared with the two batch-list methods. Thus, it is more 
efficient in finding an implementable plan. Note that the advantage of the “greedy-
tabu method” tends to be reduced with the increase of land productivity level. An 
intuitive explanation is that the coupling constraints are more relaxed when land 
productivity is low, making it easier to re-optimize the container assignment plan. 
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Picking the shift that causes most violations will accelerate the search process. 
However, when land productivity is high, the coupling constraints become tight. It 
may not be easy for the shift that causes most violations to re-optimize its container 
assignment. The shifts that cause fewer violations need to be picked as well to reduce 
the violations, which reduces the advantage of the “greedy-tabu method”.  
4.4.3 Impact of the yard crane limit 
In the CAP model, the container assignment is constrained by the “yard crane limit” 
( tC , 1  t  T). This is to control the operational cost. In this section, we will show the 
impact of increasing yard crane limits in each shift on the total violations. The least 
number of yard cranes in each shift (Han et al. 2008) is used as the base value of the 
yard crane limit. We increase the base value by allowing 1, 2 and 3 additional yard 
cranes in each shift across the planning horizon. The experiments were carried out 
under the land productivity levels from 1.16 to 1.19, where 30 different realizations 
were randomly generated under each level. The performance is measured by the 
“percentage of zero violation”, which is “the number of realizations where an 
implementable plan can be found/the total number of realizations tested”. The higher 
percentage implies that it is easier to find an implementable plan. The results of the 
different yard crane limits can be combined in Figure 4.9, where the value 0 in the x-
axis corresponds to the base value. The difficulty of container assignment increases 
when the land productivity level increases from 1.16 to 1.19. 




Figure 4.9 Impact of the yard crane limit 
 
Comparing the results of different yard crane limits, the following conclusions can be 
made. With more yard cranes allowed in each shift, the percentage of zero violation is 
increasing. Therefore, more yard cranes will improve the container assignment within 
the limited space, which increases the land utilization. However, the marginal benefit 
of the additional yard crane is decreasing. This is because more yard cranes allow 
more choices for container assignment. But when the number of yard cranes keeps 
increasing, constraint (4.5) becomes less dominant compared with other constraints, 
which leads to the decreasing marginal benefit. For the overall benefit of the port, the 
operator should consider the trade-off between the land utilization and the operational 
cost.  
4.4.4 Effect of the sub-block size 
The configuration parameters of the storage yard section are provided by the port 
operator. Each sub-block consists of 8 consecutive bays. However, such sub-block 
size is chosen for the “non-sharing strategy” which is currently applied in the yard. 
For the “flexible space-sharing strategy”, it may not necessarily be the best choice. In 
this section, the sub-block size is increased from 4 bays to 8 bays to show the 
performance of the “flexible space-sharing strategy”. The land productivity level is 
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varied from 1.0 to 1.26, while 30 different realizations are randomly generated under 
each level. Figure 4.10 shows the general trend with the high land productivity levels 
1.22, 1.24 and 1.26. 
 
Figure 4.10 Effect of the sub-block size 
 
It can be found that the sub-block size affects the percentage of zero violation under 
the same land productivity level. When the sub-block size increases from 4 to 6 bays, 
the percentage of zero violation is increasing. However, the percentage decreases, 
when the sub-block size increases from 6 to 8 bays. The main reason is that the sub-
block size affects the flexibility of container assignment and the sharing space 
between two container groups. When the sub-block size increases from 4 to 6 bays, 
larger space capacity leads to more choices of container assignment. This improves 
the flexibility of container assignment, resulting in better performance. However, the 
size of each container group is limited by the “loading capacity”. When the sub-block 
size keeps increasing, the overlapping space between two container groups becomes 
less. This reduces the advantage of space-sharing, resulting in the decreasing trend 
when the sub-block size increases from 6 to 8 bays. Therefore, the port operator 
should choose the proper sub-block size to balance the space capacity and loading 
capacity. 




To facilitate faster loading process, the “consignment strategy” is generally used in 
the transshipment ports, where containers going to the same destination vessel are 
stored together. Under this strategy, each storage location is dedicated to one 
destination vessel, resulting in much space only occupied for a short period of time. 
This leads to the under-utilization of the storage space. A “partial space-sharing 
strategy” is proposed in the previous chapter to improve the space utilization, but this 
strategy has some limitations during operation. To improve the space utilization while 
retaining the advantage of consignment, the “flexible space-sharing strategy” is 
proposed. The idea is that the container space can be shared by two different vessels 
as long as their containers do not occupy the space at the same time. This strategy 
allows each storage location to be shared by two vessels. By controlling where to 
stack the containers in the storage locations, the containers to each vessel are not 
mixed and the consignment feature can be preserved. 
The container assignment problem (CAP) using this strategy is formulated as a mixed 
integer program. The model can be solved directly for small scale problems, while it 
cannot be solved for a real scale problem. Based on the “block diagonal structure” of 
the CAP model, a two-stage search algorithm incorporating MIP and heuristics is 
developed. The “initial stage” generates an initial solution shift by shift, while the 
“conflict resolution stage” reduces the violations in the solution to get an 
implementable plan. The numerical experiments show that the “flexible space-sharing 
strategy” can handle much more containers within the same storage space, compared 
with the “non-sharing strategy”. 
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Chapter 5. Short-term Space Allocation 
5.1 Problem description 
In long-term planning, the space allocation can be decided with different methods 
proposed by Han et al. (2008), Jiang et al. (2012) and Jiang et al. (2013). The main 
purpose is to get a good yard template and the right number of resources to be 
deployed in each shift. However, the long-term space allocation is decided based on 
the expected container flow. During the operation, loading and unloading times can 
change because of vessel delays. The amount of containers discharged from each 
vessel is also different from week to week. The information of actual incoming 
containers is only known for a short period in advance. Thus, short-term planning is 
needed to decide the space allocation based on the latest information. Currently, the 
short-term space allocation is decided according to the experience of port operators 
and the rule of thumb, which do not fully capture the different aspects of yard 
operations. In this study, we develop systematic methods to decide the short-term 
space allocation, which considers prime movers, yard cranes and the storage space. 
In short-term planning, the storage space is assigned to incoming containers with a 
given yard template. To improve the operation efficiency, the short-term planning 
shall take into account prime movers, yard cranes and the storage space. The 
considerations for these yard resources can be interpreted as the following four types 
of violations. Assuming the containers are handled one at a time, the number of 
containers assigned to each sub-block can be used to indicate the workload for prime 
movers and yard cranes.  
 “Traffic violation”. As shown in Figure 5.1, there is a truck path for each block, 
while only one passing lane is shared between two blocks. When two sub-blocks 
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are adjacent or using the same passing lane, the container handling activities in 
one sub-block will affect another. Such two sub-blocks are called “neighbors”. 
For example, sub-blocks 46, 48 and 52 are neighbors of sub-block 47. To prevent 
the potential congestion of prime movers, the total amount of workload in any two 
neighbors has a limit U. The “traffic violation” is defined as the amount of 
workload which exceeds the limit U.   
 “Crane violation”. The short-term space allocation determines the amount of 
incoming containers assigned to each sub-block. This in turn determines the 
number of yard cranes deployed to handle the incoming containers across the 
whole yard. The “crane violation” is defined as the number of yard cranes which 
exceeds the least number of yard cranes to deploy according to the long-term plan. 
The crane violation leads to higher operational cost and shall be reduced in the 
short-term planning. 
 “Loading violation”. The containers in the same container group are handled by 
the same yard crane during the loading process. A yard crane can only handle 
limited number of containers in one shift. To finish the loading jobs in required 
turnaround time of the destination vessel, the total number of containers assigned 
to a container group shall be no more than the “loading capacity” (number of 
containers per shift × number of loading shifts allowed by the vessel). The 
“loading violation” is defined as the amount of containers which exceeds the 
loading capacity in each container group.  
 “Space violation”. A sub-block can only store a limited number of TEUs at the 
same time, which is called the “space capacity”. At any shift, the number of TEUs 
stored in each sub-block must be no more than the space capacity. The “space 
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violation” is defined as the number of TEUs which exceeds the space capacity. If 
the space violation occurs, buffer space is needed to store the excessive containers. 
The effect of short-term space allocation on prime movers, yard cranes and the 
storage space can now be interpreted in terms of violations. In this study, we develop 
two systematic short-term methods to reduce the violations, namely the “greedy space 
allocation (GSA)” and the “space allocation considering the long-term plan (SALP)”. 
The GSA method plans the space allocation based on the short-term information, 
which includes the existing containers and the actual incoming containers. When the 
storage space is allocated to the incoming containers, there are containers already 
stored in the yard. The information of existing containers tells the amount of loading 
activities at each storage location across the yard. The space allocation to incoming 
containers determines the discharging activities, which must take into account of the 
loading activities to reduce the traffic violation. The assignment of incoming 
containers to each storage location with existing containers shall also reduce the 
loading violation and space violation. The incoming containers in future shifts are not 
considered.  
On the other hand, the SALP method considers more information which includes the 
long-term space allocation plan. As the containers stay in the assigned sub-blocks 
until being loaded, the short-term space allocation impacts the future shifts in terms of 
loading violation and space violation. The long-term plan roughly tells how much 
space at each storage location needs to be allocated to incoming containers during the 
future shifts. If the short-term plan ignores the long-term plan, the decision of space 
allocation can be too greedy and cause more violations in the future. The loading 
violation and space violation can be measured based on the short-term information 
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and the long-term plan. Thus, the SALP method aims to reduce not only the violations 
in the short-term, but also the loading violation and space violation in future shifts. 
In the next section, MIP models will be formulated respectively for the GSA method 
and the SALP method. The short-term space allocation will also be evaluated under 
different storage strategies. Under each storage strategy, the incoming containers are 
assigned according to different rules, which will be considered in the MIP models.  
5.2 Model formulation 
Both the GSA method and the SALP method can be used to decide the short-term 
space allocation. In this section, mixed integer programming models are formulated 
for the two short-term planning methods respectively. The following assumptions are 
made when formulating the space allocation models. 
 To avoid additional container handling effort, a container will stay in the same 
storage location until being loaded. 
 Once a container is assigned to a storage location, the space will be occupied until 
all the containers to the same vessel are loaded. 
 For simplicity, the loading activities of each vessel are equally distributed into 
each shift of the loading period.  
 As a sub-block consists of many bays, it is possible to have a mixture of TEU (20-
foot equivalent unit) and FEU (40-foot equivalent unit) in a sub-block. For 
simplicity, we assume the two types of containers can be stored in a sub-block. 
However, the model can be easily modified to store TEU and FEU in separate 
sub-blocks. 
 A yard crane will not change block during a shift. This is to guarantee that the 
proper amount of yard cranes is assigned to a specific block at the planning phase. 
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Based on these assumptions, the MIP models are formulated for the GSA method and 
the SALP method respectively. 
5.2.1 MIP model for the GSA method 
The model parameters are as follows: 
Bk The set of sub-blocks that belong to block k, 1  k  K. 
CC The yard crane handling capacity in terms of container moves per shift, which 
is 100 in this model. 
CS The space capacity of each sub-block in terms of TEUs, which is 240 (5 
tiers×6 rows×8 bays) in this model. 
D
d
 The total number of yard cranes allowed for discharging containers during the 
current shift. 
l
kD  The number of yard cranes deployed for loading in block k during the current 
shift, 1  k  K. 
Ej The number of shifts allowed for loading the containers to vessel j, 1  j  J.  
G Total number of container groups in each block. 
I Total number of sub-blocks in consideration.  
J Total number of vessels in consideration.  
K Total number of blocks in consideration. 
Lj = 1, if vessel j is in loading procedure during the current shift, 1  j  J.  
  = 0, otherwise, 1  j  J.  
M A sufficiently large positive value. 
Mk The maximum number of yard cranes allowed in block k, 1  k  K. 
Ni The set of sub-blocks that are neighbors of sub-block i, 1  i  I.  
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NLk Number of yard cranes deployed for loading jobs in block k during the current 




iR  The amount of 20ft containers stored in the left corner of sub-block i at the 




iR  The amount of 20ft containers stored in the right corner of sub-block i at the 




iR  The amount of 40ft containers stored in the left corner of sub-block i at the 




iR  The amount of 40ft containers stored in the right corner of sub-block i at the 
beginning of the current shift, 1  i  I.  
U The workload limit for two neighboring sub-blocks, which is 100 in this 
model. 
WLi The amount of loading containers in sub-block i during the current shift. 1  i 
 I. 
WXj The number of 20ft containers arriving at the terminal in the current shift and 
will be loaded onto vessel j. 1  j  J. 
WYj The number of 40ft containers arriving at the terminal in the current shift and 
will be loaded onto vessel j, 1  j  J.  
1
ijZ   The parameter indicates the reservation of the left corner of a sub-block. 
= 1, if the containers to vessel j fill from the left corner of sub-block i, 1  i  I, 
1  j  J.  
= 0, otherwise, 1  i  I, 1  j  J.  




ijZ  The parameter indicates the reservation of the right corner of a sub-block. 
 = 1, if the containers to vessel j fill from the right corner of sub-block i, 1  i  
I, 1  j  J.  
= 0, otherwise, 1  i  I, 1  j  J.  
Note: Subscript i is for sub-block, j for vessel, k for block, g for container group.  
The decision variables are as follows: 
dk  The number of yard cranes allocated to block k for discharging containers in 
the current shift, 1  k  K.   
1T
ir  The number of TEUs in the left corner of sub-block i at the end of the current 
shift. 1  i  I. 
2T
ir  The number of TEUs in the right corner of sub-block i at the end of the current 
shift. 1  i  I. 
1F
ir  The number of FEUs in the left corner of sub-block i at the end of the current 
shift. 1  i  I. 
2F
ir  The number of FEUs in the left corner of sub-block i at the end of the current 
shift. 1  i  I. 
1
'iiv  The traffic violation between two neighboring sub-blocks i and i’ in the 
current shift. 1  i  I, 1  i’  I. 
2v  The crane violation in the current shift. 
3
kgv  The loading violation for container group g in block k in the current shift. 1  
k  K, 1  g  G. 
4
iv  The space violation in sub-block i in the current shift. 1  i  I. 




ix  The number of 20ft containers that are assigned to the left corner of sub-block 
i in the current shift, 1  i  I.  
2
ix   The number of 20ft containers that are assigned to the right corner of sub-
block i in the current shift, 1  i  I.  
1
iy   The number of 40ft containers that are assigned to the left corner of sub-block 
i in the current shift, 1  i  I.  
2
iy   The number of 40ft containers that are assigned to the right corner of sub-
block i in the current shift, 1  i  I.  
 
The objective of the model is to minimize the four types of violations. All the 
violations in the objective function have been interpreted in the units of container 
moves. The first term is the traffic violation, where the weight is to remove the double 
counting of each sub-block. The second term is crane violation, where the container 
moves per shift for one yard crane is used to translate the crane violation into 
container moves. The third term is the loading violation, while the last term is the 
space violation. Since the space violation is considered as the last resort, a large 
enough number is used as the penalty weight. 







i i N k g i
Min w v CC v v M v

            (5.1) 
According to the yard template, the incoming containers can only be assigned to the 
sub-blocks reserved for their own destination vessel. In this model, two sizes of 
containers (TEU and FEU) are considered, which are described in constraints (5.2) 
and (5.3) respectively. 
1 1 2 2
1 1
( ) ( )
I I
i ij i ij j
i i
x Z x Z WX
 
          1  j  J  (5.2) 
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1 1 2 2
1 1
( ) ( )
I I
i ij i ij j
i i
y Z y Z WY
 
          1  j  J  (5.3) 
The two storage strategies have different forms of yard templates, which affect the 
rules of space allocation. For the “non-sharing strategy”, each sub-block is dedicated 
to one destination vessel. For the “flexible space-sharing strategy”, each sub-block is 
reserved for a pair of vessels. In the MIP model, the given yard template is described 
with the parameters 1ijZ  and
2
ijZ . When 
1
ijZ  equals to 1, the left corner of sub-block i is 
reserved by vessel j. When 2ijZ  equals to 1, the right corner of sub-block i is reserved 
by vessel j. For non-sharing strategy, all 2ijZ  is set to 0 so that each sub-block is 
dedicated to one destination vessel. The difference of the parameter setting for the two 
storage strategies can be shown in the following table. 
Table 5.1 Parameter setting for different storage strategies 






































    1  i  I  (5.7)   
 
The potential congestion of prime movers is controlled in constraint (5.8). This 
constraint measures the total amount of loading and discharging activities in any two 
neighboring sub-blocks. The loading activities in sub-block i are the result of past 
decisions, which are presented with WLi. When the amount of activities is larger than 
the workload limit, the overflow part is captured as the “traffic violation”.   
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1 1 2 2 1 1 2 2 1
' ' ' ' ' '( ) ( )i i i i i i i i i i iix y x y WL x y x y WL U v            
 1  i  I, i’ ϵ Ni  (5.8) 
Constraints (5.9) to (5.11) control the yard crane deployment for discharging 
containers. Constraint (5.9) gives the number of yard cranes deployed in each block 
for discharging. Due to safety issues, the total number of yard cranes deployed in a 
block usually has a limit, which is described by constraint (5.10). The extra yard 
cranes are captured as the “crane violation”, which is presented in constraint (5.11). 
1 1 2 2( )
k
i i i i k
i B
x y x y CC d

          1  k  K  (5.9) 
l









                   (5.11) 
The space occupation and loading activities are described in constraints (5.12) to 
(5.19). To make the description clearer, constraints (5.12) to (5.15) are used to 
calculate the containers in each sub-block at the end of the current period, which 
















i i iR y r         1  i  I          (5.15) 
Based on the containers in each sub-block at the end of the current shift, the loading 
violation for each container group is described in constraints (5.16) to (5.18). This is 
measured by comparing the amount of containers in a container group with the 
loading capacity. 
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1 1 3 1( )T Fi i kg ij j
j
r r CC v Z E      1  k  K, g=1,  1i G k g               (5.16) 
2 2 1 1 3 1
( 1) ( 1)( ) ( ) ( )
T F T F
i i i i kg ij j
j
r r r r CC v Z E        
     1  k  K, 2  g  (G-1),  1i G k g             (5.17) 
2 2 3 2( )T Fi i kg ij j
j
r r CC v Z E      1  k  K, g=G,  1 ( 1)i G k              (5.18) 
The space violation is described in constraint (5.19), where a FEU is counted as two 
TEUs in terms of space occupation. The total space occupation in a sub-block is 
compared with the space capacity to give the space violation. 
1 1 2 2 4 2 2T F T Fi i i i ir r r r CS v            1  i  I          (5.19) 
To further facilitate the loading process, constraints (5.20) and (5.21) are used to 
reduce the interference between loading and discharging activities. If a container 
group is in loading process, no discharging activities are allowed in its neighboring 
container groups.  





i i i i ij j
i N j
x y x y M Z L
 
 
     
 
      1  i  I          (5.20) 





i i i i ij j
i N j
x y x y M Z L
 
 
     
 
      1  i  I          (5.21) 
Constraints (5.22) to (5.28) are integrality and non-negativity constraints for decision 
variables. 
1 1 2 2, , , 0i i i ix y x y         1  i  I          (5.22) 
1 1 2 2 , , , 0T F T Fi i i ir r r r         1  i  I          (5.23) 
 kd Positive Integer       1  k  K          (5.24) 
1
' 0iiv          1  i  I, 1  i’  I          (5.25)  
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2 0v                     (5.26)  
3 0kgv         1  k  K, 1  g  G         (5.27)  
4 0iv           1  i  I          (5.28)  
Besides, the amount of loading activities in each sub-block during the current shift 
can be updated with equation (5.29). As described in the assumptions of the model, 
the total loading activities are equally distributed to each shift of the loading period. 
1 1 1 2 2 2
0 0 0( ) ( / ) ( ) ( / )
T F T F
i i i ij j j i it ij j j
j j
WL R R Z L E R R Z L E         1  i  I     (5.29) 
5.2.2 MIP model for the SALP method 
The SALP method considers the future impact from the short-term space allocation. 
To measure the loading violation and space violation in future shifts, we need to 
measure the containers not only at the end of the current shift, but also at the end of 
future shifts. Some variables are modified to describe the value in different shifts, 
which can be shown as follows. When shift index t is 1, the variable is for the current 
shift. 
Ljt = 1, if vessel j is in loading procedure during shift t, 1  j  J, 1  t  T.  
  = 0, otherwise, 1  j  J, 1  t  T.  
NLkt Number of yard cranes deployed for loading jobs in block k during shift t, 
which is given by the yard template, 1  k  K, 1  t  T.  
'jttS  The parameter indicates whether a container, which is discharged in shift t and 
to be loaded onto vessel j, will still be present in the yard in shift t’. The value 
is decided according to the discharging shift t of the container and the loading 
completion shift of its destination vessel j. 
= 1, if the container will stay during shift t’, 1  j  J, 1  t  T, 1  t’  T.  
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= 0, otherwise, 1  j  J, 1  t  T, 1  t’  T.  
T The number of shifts described in the model.  
Wt The parameter indicates whether shift t from the long-term plan is considered. 
= 1, if shift t is considered, 2  t  T. 
= 0, otherwise, 2  t  T. 
As the vessels arrive at the port once a week and each day consists of three 8-hour 
shifts, the long term space allocation plan is formulated for a 21-shift cycle. This plan 
roughly shows the amount of incoming containers which are assigned to each storage 
location in each shift of the cycle. In the SALP method, the long-term space allocation 
plan is considered to indicate the incoming containers to each storage location in a 
future shift. The parameters for the given long-term plan can be shown as follows. 
Since t = 1 is the index of the current shift, the parameters for all future shifts start 
with the index t = 2. 
1
itX  The amount of 20ft containers that come into the left corner of sub-block i in 
shift t. 1  i  I, 2  t  T. 
2
itX  The amount of 20ft containers that come into the right corner of sub-block i in 
shift t. 1  i  I, 2  t  T. 
1
itY  The amount of 40ft containers that come into the left corner of sub-block i in 
shift t. 1  i  I, 2  t  T. 
2
itY  The amount of 40ft containers that come into the right corner of sub-block i in 
shift t. 1  i  I, 2  t  T. 
Note: Subscript i is for sub-block, j for vessel, k for block, g for container group, t 
for shift.  
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The decision variables are modified to measure the value in different shifts, which are 
shown as follows. 
1T
itr  The remaining TEUs in the left corner of sub-block i at the end of shift t. 1  i 
 I, 1  t  T. 
2T
itr  The remaining TEUs in the right corner of sub-block i at the end of shift t. 1  
i  I, 1  t  T. 
1F
itr  The remaining FEUs in the left corner of sub-block i at the end of shift t. 1  i 
 I, 1  t  T. 
2F
itr  The remaining FEUs in the right corner of sub-block i at the end of shift t. 1  
i  I, 1  t  T. 
3
kgtv  The loading violation for container group g in block k during shift t. 1  k  K, 
1  g  G, 1  t  T. 
4
itv  The space violation in sub-block i during shift t. 1  i  I, 1  t  T. 
The objective of the SALP method is to minimize the violations in the current and 
future shifts. The first four terms capture the corresponding violations in the current 
shift. The last term is added to measure the space violation and the loading violation 
in future shifts. The number of future shifts considered can be controlled by the 
weight Wt. As the space violation in future shifts is not necessarily going to happen, 
the penalty weights are not set to large numbers, which is different from the weight 
for the current shift. 
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The SALP method and the GSA method have the same requirements on the yard 
template, the traffic control and the yard crane deployment. Thus, the constraints 
(5.31) to (5.36) are the same with the corresponding ones in the previous model. 
1 1 2 2
1 1
( ) ( )
I I
i ij i ij j
i i
x Z x Z WX
 
          1  j  J          (5.31) 
1 1 2 2
1 1
( ) ( )
I I
i ij i ij j
i i
y Z y Z WY
 
          1  j  J          (5.32) 
1 1 2 2 1 1 2 2 1
' ' ' ' ' '( ) ( )i i i i i i i i i i iix y x y WL x y x y WL U v            
 1  i  I, i’ ϵ Ni          (5.33) 
1 1 2 2( )
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i i i i k
i B
x y x y CC d

          1  k  K          (5.34) 
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                   (5.36) 
Similar constraints have been used to reduce the interference between loading and 
discharging activities, which are shown as follows. 





i i i i ij j
i N j
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 
 
     
 
      1  i  I          (5.37) 





i i i i ij j
i N j
x y x y M Z L
 
 
     
 
      1  i  I          (5.38) 
Unlike the previous method, the SALP method considers the future impact of the 
current decisions. In order to achieve this, the container in each sub-block at the end 
of each shift is measured combining the existing containers, the current space 
allocation and the long-term space allocation plan. The corresponding constraints in 
the previous model are modified into the following constraints (5.39) to (5.42). 
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R y Z S Y Z S r
  
         1  i  I, 1  t  T          (5.42) 
Based on the containers in each sub-block at the end of each shift, the loading 
violation for each container group is described in constraints (5.43) to (5.45). The 
space violation in each sub-block is described in constraint (5.46).  
1 1 1 3 1( ) ( )T Fit it ij jt kgt ij j
j j
r r Z L CC v Z E        
 1  k  K, g=1,  1i G k g    , 1  t  T        (5.43) 
2 2 2 1 1 1 3 1
( 1) ( 1)( ) ( ) ( )
T F T F
i t i t ij jt it it ij jt kgt ij j
j j j
r r Z L r r Z L CC v Z E            
    1  k  K, 2  g  (G-1),  1i G k g    , 1  t  T      (5.44) 
2 2 2 3 2( ) ( )T Fit it ij jt kgt ij j
j j
r r Z L CC v Z E       
 1  k  K, g=1,  1 ( 1)i G k    , 1  t  T       (5.45) 
1 1 2 2 4 2 2T F T Fit it it it itr r r r CS v           1  i  I, 1  t  T           (5.46) 
Constraints (5.47) to (5.53) are integrality and non-negativity constraints for decision 
variables. 
1 1 2 2, , , 0i i i ix y x y        1  i  I           (5.47) 
1 1 2 2 , , , 0T F T Fit it it itr r r r        1  i  I, 1  t  T          (5.48) 
 kd Positive Integer      1  k  K           (5.49) 




' 0iiv          1  i  I, 1  i’  I          (5.50)  
2 0v                     (5.51)  
3 0kgtv        1  k  K, 1  g  G, 1  t  T      (5.52)  
4 0itv          1  i  I, 1  t  T          (5.53)  
5.3 Numerical experiments 
In this section, numerical experiments are carried out to compare the performance of 
the short-term space allocation using the GSA method and the SALP method. The 
short-term space allocation is also evaluated under the “non-sharing strategy” and the 
“flexible space-sharing strategy”. All procedures were implemented in C++ and the 
MIP models were solved using CPLEX 11.2 with concert technology. The numerical 
experiments were run on Intel Core i5-2000 computer (CPU: 3.30 GHz, 3.30 GHz; 
Memory: 8 GB). All the numerical experiments were solved under the scale of a real 
port problem with 64 blocks and 21 vessels.  
5.3.1 Experiment description 
5.3.1.1 The incoming containers  
Due to confidentiality reasons, the port operator only provides the long-term pattern 
of incoming containers, instead of the actual data collected in port operation. The 
long-term pattern gives the amount of incoming containers to each destination vessel 
during each shift of the 21-shift cycle. Around 74% of these incoming containers are 
transshipment. Import containers are not considered, since they are usually stored in 
separate storage area from the export and transshipment containers. The 
transshipment containers are discharged from one vessel, and are temporarily stored 
in the yard until being loaded onto other destination vessels. According to the port 
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operator, there are two major aspects which affect the fluctuation of actual incoming 
containers. Firstly, the amount of incoming containers to each destination vessel in a 
particular shift changes from week to week. Secondly, if a vessel is delayed, the 
incoming containers discharged from this vessel will also be delayed.  
Based on this, we generate the transshipment and export containers separately. The 
transshipment containers are decomposed to the batches of containers from vessel j to 
vessel j’. The amount of containers in a particular batch of containers fluctuates 
around the mean value with ±30% randomness. When vessel j is delayed, all the 
batches of containers discharged from vessel j are delayed accordingly. In this section, 
we assume each vessel has 90% chances of arriving on time, 9% chance of one shift 
delay and 1% chance of 2 shifts delay. The chance can also be easily modified to test 
under other assumptions. On the other hand, the incoming export containers are not 
affected by the vessel delays, since they are not brought in by vessels. The amount of 
incoming containers to each vessel in a particular shift also fluctuates around the 
mean value with ±30% randomness. An example of the container flow with 
randomness and vessel delay for one destination vessel can be shown in Figure 5.1. 
 
Figure 5.1 An example of the container flow for a destination vessel 
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5.3.1.2 Performance measure 
In the numerical experiment, the input container flow is generated one shift at a time. 
After the short-term space allocation in one shift, the experiment performance is 
measured by the violations actually happening in the current shift. The violations that 
may happen in the future shifts are not counted.  
The 21 vessels in the experiments have different loading shifts, while each vessel 
arrives at the terminal once a week. Despite the vessel delays, the consecutive 21 
shifts usually include one complete cycle of loading and discharging for each vessel. 
Therefore, the statistical data of one week will be more representative than that of a 
single shift. All the shifts generated in the experiment are divided into cycles of 
consecutive 21 shifts. The violations happening in each shift within one cycle were 
summed together to measure the performance. 
The performance of the experiments might be affected by two major factors, namely 
the “space tightness” and the “vessel delay”. Four different scenarios are considered 
in the experiment by combining “sufficient space or tight space” and “with or without 
vessel delay”. Common random numbers are used in all scenarios for a fair 
comparison of the short-term space allocation. 
5.3.2 Comparison of short-term planning methods 
In the experiment, the GSA method and the SALP method are compared under both 
storage strategies in each scenario. Since the comparison under each storage strategy 
leads to the same conclusions, the performance under the “flexible space-sharing 
strategy” is used for demonstration in this section. In the SALP method, the long-term 
space allocation plan includes all the shifts in a 21-shift cycle, but the number of shifts 
considered may affect the performance. In the experiments, we test three cases for the 
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number of future shifts, including 3 shifts (1 day), 6 shifts (2 days) and 21 shifts (1 
week). 
5.3.2.1 Scenarios with sufficient space  
When there is sufficient space and no vessel delay, both the GSA method and the 
SALP method can decide the space allocation with no violation. 
However, when there is vessel delay, the container flow becomes more fluctuating, 
which increases the difficulty of space allocation. The workload violation is increased 
for both the GSA method and the SALP method, but the other kinds of violations 
remain zero. Figure 5.2 shows the 10-cycle moving average of traffic violation for 
both short-term methods. Although the violation is increased, there is no obvious 
difference when we vary the number of shifts considered. There is also no obvious 
difference between the GSA method and the SALP method.  
Therefore, it can be concluded that when there is sufficient space, both the GSA 
method and the SALP method can be used for short-term space allocation. 
 
Figure 5.2 Traffic violation under different planning methods  
(Sufficient space with vessel delay) 
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5.3.2.2 Scenarios with tight space  
The first scenario we test in this section is tight space with no vessel delay. As the 
tight space increases the difficulty in space allocation, the traffic violation and the 
loading violation exist under both planning methods. The 10-cycle moving average of 
the violations can be shown in Figures 5.3 and 5.4 respectively. According to the 
results, the SALP method clearly outperforms the GSA method. Besides, the more 
future shifts are considered, the less violation occurs. The main reason is that the 
SALP method takes into account of the possible space allocation requirements in 
future shifts through the long-term space allocation plan. The decision of short-term 
space allocation tends to reserve the storage space that may be needed in the future. 
This helps to improve the future impact of the short-term decisions. 
 
Figure 5.3 Traffic violation under different planning methods  
(Tight space with no vessel delay) 
 




Figure 5.4 Loading violation under different planning methods  
(Tight space with no vessel delay) 
 
 
Figure 5.5 Traffic violation under different planning methods  
(Tight space with vessel delay) 
 




Figure 5.6 Loading violation under different planning methods  
(Tight space with vessel delay) 
 
When there is vessel delay, the performance shows some difference. The vessel delay 
causes more fluctuations in the container flow. The traffic violation and the loading 
violations are greatly increased under both planning methods. Although the loading 
violation still decreases with the number of shifts being considered, the traffic 
violation shows a different trend. According to the scales shown in Figures 5.5 and 
5.6, the traffic violation dominates the total violation under each planning method. 
The SALP method considering 21 shifts leads to more violation compared with the 
GSA method. However, the SALP method is better than the GSA method when 3 or 6 
shifts are considered. The underlying reason is that the estimation of the future 
through the long-term plan is less accurate when there is vessel delay. Considering 
more shifts during short-term space allocation will sacrifice the short-term efficiency 
so as to improve the future impact. When the long-term plan is inaccurate, 
considering more future shifts can mislead the short-term space allocation, but 
considering a portion of the long-term plan can still help to certain extent. 
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5.3.3 Comparison between the storage strategies 
In this section, short-term space allocation is decided with the SALP method. As the 
6-shift looking ahead turns out to be more robust in all scenarios, it is used to evaluate 
the short-term space allocation under the “non-sharing strategy” and the “flexible 
space-sharing strategy”. 
5.3.3.1 Scenarios with sufficient space  
When there is sufficient space and no vessel delay, the short-term space allocation 
under both the “flexible space-sharing strategy” and the “non-sharing strategy” can 
handle the incoming containers without any violations. When there is vessel delay, the 
container flow is more fluctuating, which causes traffic violation under both storage 
strategies. The 10-cycle moving average of the traffic violation can be shown in 
Figure 5.7. It can be seen from the graphic that the “flexible space-sharing strategy” 
has less violation compared with the “non-sharing strategy”. The main reason is that 
space-sharing provides more flexibility for short-term space allocation, which makes 
it more adaptable to the vessel delay. 
 
Figure 5.7 Traffic violation under different storage strategies 
(Sufficient space with vessel delay) 




5.3.3.2 Scenarios with tight space  
When there is tight space and no vessel delay, the traffic violation and the loading 
violation under different storage strategies are about the same level, but the crane 
violation and the space violation are quite different. The 10-cycle moving average of 
the crane violation and the space violation can be shown respectively in Figure 5.8 
and Figure 5.9. Under the non-sharing strategy, although extra yard cranes are 
deployed, much buffer space is still required to handle the incoming the containers. In 
contrast, the short-term space allocation under the flexible space-sharing strategy 
needs no buffer space, while the incoming containers can be handled with the least 
number of yard cranes. When there is vessel delay, the similar results can be found in 
Figure 5.10 and Figure 5.11 respectively.  
 
Figure 5.8 Crane violation under different storage strategies  
(Tight space with no vessel delay) 
 




Figure 5.9 Space violation under different storage strategies  
(Tight space with no vessel delay) 
 
 
Figure 5.10 Crane violation under different storage strategies  
(Tight space with vessel delay) 
 
 
Figure 5.11 Space violation under different storage strategies 
(Tight space with vessel delay) 
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It can be concluded that the short-term space allocation under the flexible space-
sharing strategy outperforms that of the non-sharing strategy when space is tight. The 
flexible space-sharing strategy also makes the short-term space allocation more 
adaptable to the fluctuations caused by the vessel delay. Therefore, when the 
throughput is high and the land is scarce, it is recommended to use the flexible space-
sharing strategy to increase the stacking capacity of the storage yard. 
5.4 Conclusions 
In transshipment ports, the containers to the same destination vessel are usually stored 
together to facilitate the loading process. This is known as the “consignment”, while 
the storage locations reserved for each vessel are defined by the given “yard template”. 
In the short-term operation, loading and unloading times can change because of vessel 
delays. The amount of containers discharged from each vessel is also different from 
week to week. The actual containers that will come in are only known for a short 
period in advance. Thus, short-term space allocation is needed to assign the incoming 
containers taking into account of transport vehicles, yard cranes and space capacity.  
Currently, the space is allocated based on the experience of port operators and the rule 
of thumb. In this chapter, we develop two systematic short-term planning methods, 
namely the “greedy space allocation (GSA)” and the “space allocation considering the 
long-term plan (SALP)”. The GSA method only considers the short-term information, 
which includes the existing containers and the actual incoming containers. On the 
other hand, the SALP method considers more information which includes the long-
term space allocation plan. MIP models are formulated for the two methods 
respectively. The short-term space allocation is evaluated under two different storage 
strategies, including the “non-sharing strategy” and the “flexible space-sharing 
strategy”. The numerical experiments show that the SALP method is preferred over 
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the GSA method, but the portion of long-term plan considered affects the 
performance of the SALP method. The short-term planning methods perform well 
under both storage strategies when space is sufficient. However, the performance 
under the “flexible space-sharing strategy” is better than the “non-sharing strategy” 
when space is tight. 
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Chapter 6. Conclusions and Future Research 
In this thesis we study an actual problem faced by a leading transshipment hub port. 
Generally, the “consignment strategy” is used in the yard for a transshipment port, 
where containers to the same destination vessel are stored together. This is to facilitate 
faster loading process as it reduces reshuffles as well as long distance movements of 
yard cranes. However, the consignment strategy is known to be inefficient in space 
utilization since each storage location must be dedicated to a particular vessel. With 
the increasing volume of transshipment container handling, the scarcity of storage 
space is urging new studies to balance the equipment productivity and the land usage.  
In chapter 3, a new approach named the “partial space-sharing strategy” is proposed 
to improve the space utilization while retaining the advantage of consignment. The 
“yard template” is used to define the reservation of storage locations for each 
destination vessel. We develop a framework which integrates yard template planning 
and workload assignment to solve the space allocation problem. In this framework, 
two different approaches are proposed to determine the sharing space, namely the 
“fixed sharing space method” and the “variable sharing space method”. The numerical 
experiments show that, both the proposed methods can improve the land productivity 
under different port throughput levels compared to the current consignment strategy 
which does not allow the sharing of space. The partial space-sharing strategy can even 
achieve a land productivity exceeding a value of 1, which is impossible for a yard 
template without sharing. Among the two methods, the variable sharing space method 
performs better both in land productivity and robustness.  
In chapter 4, we propose a more advanced concept named the “flexible space-sharing 
strategy”. The idea is that the container space can be shared by two different vessels 
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as long as their containers do not occupy the space at the same time. This strategy 
allows each storage location to be shared by two vessels. By controlling where to 
stack the containers in the storage locations, the containers to each vessel are not 
mixed and the consignment feature can be preserved. The container assignment 
problem (CAP) using this strategy is formulated as a mixed integer program. The 
model can be solved directly for small scale problems, while it cannot be solved for a 
real scale problem. Based on the “block diagonal structure” of the CAP model, a two-
stage search algorithm incorporating MIP and heuristics is developed. The “initial 
stage” generates an initial solution shift by shift, while the “conflict resolution stage” 
reduces the violations in the solution to get an implementable plan. The numerical 
experiments show that the “flexible space-sharing strategy” can handle much more 
containers within the same storage space, compared with the “non-sharing strategy”. 
In chapter 5, the short-term space allocation problem is studied. During the operation, 
loading and unloading times can change because of vessel delays. The amount of 
containers discharged from each vessel is also different from week to week. The 
actual containers that will come in are only known for a short period in advance. Thus, 
short-term planning is needed to decide the space allocation taking into account prime 
movers, yard cranes and the storage space. Currently, the space is allocated based on 
the experience of port operators and the rule of thumb. In this thesis, we develop two 
systematic short-term planning methods, namely the “greedy space allocation (GSA)” 
and the “space allocation considering the long-term plan (SALP)”. The GSA method 
only considers the short-term information, which includes the existing containers and 
the actual incoming containers. On the other hand, the SALP method considers more 
information which includes the long-term space allocation plan. MIP models are 
formulated for the two methods respectively. The short-term space allocation is 
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evaluated under two different storage strategies, including the “non-sharing strategy” 
and the “flexible space-sharing strategy”. The numerical experiments show that the 
SALP method is preferred over the GSA method, but the portion of long-term plan 
considered affects the performance of the SALP method. The short-term planning 
methods perform well under both storage strategies when space is sufficient. However, 
the performance under the “flexible space-sharing strategy” is better than the “non-
sharing strategy” when space is tight. 
There are several topics related to this thesis that can be conducted for further 
research. Firstly, the space-sharing strategies are all considered at the space allocation 
phase, which does not consider the locations for individual containers. Future research 
is needed to implement the storage strategies at the real-time phase, which considers 
the locations of individual containers. Secondly, when the storage strategies are 
implemented for the short-term operations, the future shifts are estimated with the 
long-term space allocation plan. In future research, different estimation methods can 
be developed and combined with the short-term space allocation. This will further 
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