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ABSTRACT
The problem of undocumented change-points in datasets appears in many areas of
science. Mathematical fundamentals of asymptotic methods used in change-point analysis
are discussed, and several important maximally selected change-point statistics are intro-
duced. First, the likelihood ratio method is applied to abstract data models within the
setting of precipitation series. Basic inference as to the legitimacy and effectiveness of
asymptotic methods at detecting undocumented change-points is provided. Next, maxi-
mally selected χ2 statistics are discussed in detail and applied to data on tropical cyclone
behavior, where a widely available and widely analyzed dataset on Atlantic basin cyclones
is studied. Change-points in several indicators are found, and importantly a recent increase
in cyclone frequency is verified. Next, several methods for detecting undocumented mean
shifts in correlated data are introduced and analyzed. Here, we determine that LR-type tests
are preferable to CUSUM tests. Finally, propositions regarding change-points in Markov
chains and the full likelihood ratio test for ARMA process are discussed.
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Chapter 1
Introduction
A problem that is likely to confront any scientist who seeks to analyze data is that the
data structure may not be homogeneous. This problem is of particular interest since un-
detected discontinuities within data structure can lead to the invalidation of any results of
analyses. We consider the time series setting in which data are ordered sequentially, and we
will account for all unknown discontinuities via the change-point (or break-point) model.
Change-point modeling assumes that the data can be segmented into a finite number of
regimes and that the data structure is homogeneous throughout each regime. Importantly,
all changes are assumed to be abrupt (as though each occurs completely between two ob-
servations) and not gradual. Although in many settings multiple change-points may be of
interest, for reasons that will later become apparent, we will seek to detect change-points
via the at most one change-point (AMOC) model. In order to do so, we assume that we
have observed n total observations, X = {X1, X2, . . . , Xn}, and will then test the following
hypotheses:
H0 : The entire data sequence {Xi}ni=1 behaves via Model 0 (with parameter set θ0).
vs.
HA : There is some point in time, c, so that {Xi}ci=1 behaves via model 1(with
parameter set θ1), and {Xi}ni=c+1 behaves via model 2 (with parameter set θ2).
The bulk of this discussion will be limited to time series in the climate setting where there
are two primary causes for break-points in data sequences: 1) A change in measurement
techniques such as a technological change or perhaps a repositioning of a weather gauge (see
Reeves et al., 2007) and 2) climate trend. It is acknowledged that climate trends are unlikely
to occur abruptly, however in application change-point models often prove appropriate for
analyzing climate trends. In an era where climate change is a topic that is of growing
concern, it is certainly of interest to not only detect or verify change-points, but to also
provide incite into which of the above two causes is likely to be the motivating factor behind
the change-point.
1.1 Mathematical Fundamentals for Asymptotic Change-Point
Tests
The literature on statistical and mathematical approaches to change-point problems is quite
vast. Page (1954, 1955) is widely credited with introducing undocumented change-point
problems. Quandt (1958, 1960) extended the setting to linear models and suggested the
use of likelihood ratio (LR) tests. The use of asymptotic distributions of test statistics for
undocumented change-points was an inevitable development, as MacNeill (1974) introduced
the CUSUM-type statistic and established convergence of this statistic to a Brownian bridge
in the independent and identically distributed (IID) case. Yao & Davis (1984) established
2
asymptotic properties of a LR test for a mean shift in IID normal data. In a sequence of
papers, Gombay & Horva´th (1994, 1996a,b) quantified the asymptotics of LR changepoint
test statistics for IID data by providing extreme value asymptotics and convergence to func-
tionals of Brownian motion. The monograph by Cso¨rgo˝ & Horva´th (1997), a comprehensive
but technical reference on large sample change-point testing, provides asymptotic results
regarding the maximally selected LR statistic under general IID conditions.
This dissertation will focus primarily on asymptotic methods which require highly tech-
nical mathematical foundations. Our discussion of these methods begins with the assump-
tion that our data sequence, Xn = {X1, . . . , Xn}, is independent and that for each j,
1 ≤ j ≤ n, Xj has distribution function Fj(x). The AMOC hypotheses become:
H0 : F1(x) = F2(x) = . . . = Fn(x) (1.1.1)
vs.
HA : F1(x) = . . . = Fc(x) 6= Fc+1(x) = . . . = Fn(x)
for some time c.
(1.1.2)
If the time of the change, c, is known and if Tc is the test statistic for detecting the change,
then by design H0 is typically rejected when Tc is large. Therefore, if the time of the change
is unknown, then a natural test statistic becomes Tmax = maxk∈K Tk where K is the set of
all admissible change-points. Clearly, the estimated time of the change-point, cˆ, is the value
of k ∈ K that maximizes Tk. More important to this study, however, is that fact that H0
is rejected if Tmax is large, which requires knowledge of its distribution function. For finite
n the distribution function of Tmax is usually intractable, which means that exact quantiles
and/or p-values typically require numerical estimation. However, asymptotic convergence
can often be demonstrated. This is most easily shown when testing for a shift in mean, which
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is convenient because changes in central location are often those which need be detected
first. The CUSUM test of MacNeill (1974), which we now introduce, is the fundamental
asymptotic test for changes in mean.
Assuming H0 holds, which implies that E(Xj) = µ < ∞ for all j and assuming that
Var(Xj) = σ
2 <∞ for all j, we first consider the sequence of partial (and normalized) sums
{S(k)} defined by
S(k) =
1√
n
k∑
j=1
(
Xj − µ
σ
)
, 1 ≤ k ≤ n.
To scale {S(k)} into a continuous time process on [0, 1], set
Tn(t) = S(⌊nt⌋) for t ∈ [0, 1]
where ⌊x⌋ is the largest integer less than or equal to x. We next examine several important
properties of Tn(t). Since E[Tn(t)] = 0 and Var[Tn(t)] = ⌊nt⌋/n, the central limit theorem
shows
Tn(t)
D−→ N(0, t) as n→∞, (1.1.3)
for each fixed t ∈ [0, 1] (this and all future convergences are as n → ∞). Examining the
increments, for s, t so that 0 ≤ ⌊ns⌋n < ⌊nt⌋n ≤ 1 it holds that
Tn(t)− Tn(s) =
⌊nt⌋∑
j=⌊ns⌋+1
(
Xj − µ
σ
)
,
and
Cov[Tn(s), Tn(t)− Tn(s)] = Cov
⌊ns⌋∑
j=1
(
Xj − µ
σ
)
,
⌊nt⌋∑
j=⌊ns⌋+1
(
Xj − µ
σ
) = 0. (1.1.4)
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Therefore, the process Tn(t) has independent increments (in the limit, at least) and similar
to (1.1.3) it can be shown that Tn(t)− Tn(s) D−→ N(0, t− s). Furthermore,
Cov[Tn(t), Tn(s)] = Cov [(Tn(t)− Tn(s)) + Tn(s), Tn(s)]
= Cov [Tn(t)− Tn(s), Tn(s)] + Cov [Tn(s), Tn(s)]
= Var (Tn(s))
=
⌊ns⌋
n
−→ s. (1.1.5)
These are all akin to fundamental properties of a Brownian motion process, W (t). The
process, {W (t), t ≥ 0} is called a Brownian motion if W is a continuous Gaussian process
with E [W (t)] = 0 and Cov (W (t),W (s)) = min(t, s). Therefore, (1.1.3), the fact that
E[Tn(t)] = 0, and (1.1.5) help to show that
{Tn(t)} D−→ {W (t)}, (1.1.6)
where {W (t)} is a Brownian motion on [0,1], which is the result of Donsker’s invariance
principle (also known as the functional central limit theorem).
1.1.1 The CUSUM statistic
We now seek to apply the functional central limit theorem in the development of a statistic
that that could be used in testing for undocumented change-points. If we let
Mn(t) = Tn(t)− ⌊nt⌋
n
Tn(1). (1.1.7)
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Clearly Mn(t) is asymptotically equivalent to Tn(t)− tTn(1), so by (1.1.6) and the mapping
theorem, Billingsley 1999,
{Mn(t)} D−→ {W (t)− tW (1)} = {B(t)}, (1.1.8)
where {B(t)} is a Brownian bridge. The process, {B(t), 0 ≤ t ≤ 1} is called a Brown-
ian bridge if B is a continuous Gaussian process with E [B(t)] = 0 and E [B(t)B(s)] =
min(t, s) − ts. Fundamental to the convergence in (1.1.8) is the fact that any Brown-
ian motion, W (t), can be transformed into a Brownian bridge process, B(t), via B(t) =
W (t)− tW (1) for t ∈ [0, 1]. Continuing, we define the CUSUM statistic as
CUSUMk(Xn) =
1√
n
 k∑
j=1
Xj − k
n
n∑
j=1
Xj
 , (1.1.9)
while noting that the above notation is used because the CUSUM is a mapping applied
to the sequence Xn. (We frequently abbreviate the left-hand side in (1.1.9) as CUSUMk.)
Letting X¯k = k
−1∑k
t=1Xt denote the sample mean before the fixed change-point at k and
letting X¯∗k = (n− k)−1
∑n
t=k+1Xt denote the sample mean after the change-point, then we
see the CUSUM statistic is a function of the difference in the two means:
CUSUMk =
k
n
(
1− k
n
)[√
n
(
X¯k − X¯∗k
)]
.
Thereby, CUSUMk is importantly invariant of µ. Continuing,
M(t) =
CUSUM⌊nt⌋
σ
, (1.1.10)
and therefore:
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Theorem 1.1.1 If Xn = {X1, . . . , Xn} is an independent sequence with finite variance,
then
max
1≤k≤n
∣∣∣∣CUSUMkσ
∣∣∣∣ = sup
0≤t≤1
|M(t)| D−→ sup
0≤t≤1
|B(t)|. (1.1.11)
where CUSUMk is defined in (1.1.9) and B(t) is a Brownian bridge process. This result
follows directly from the mappint theorem and (1.1.8).
Certainly, a formula is needed that provides tail probabilities of the maximally selected
CUSUM statistic, and it has been shown that
P
{
sup
0≤t≤1
|B(t)| > x
}
= 2
∞∑
k=1
(−1)k+1e−2k2x2 . x > 0, (1.1.12)
(see 6.10.12 in Resnick 2002 for example).
A Brownian bridge is tied down at 0 (B(t) = 0) when t = 0 or t = 1. Consequentially,
Var(CUSUMk) =
k
n
(
1− kn
)
σ2 (and similarly Var[B(t)] = t(1 − t)), which suggests that
there is a smaller probability that CUSUMk will observe its maximum when k is near 1 or
n. It is problematic that the variablity of the fixed change-point statistic depends upon the
location (k), because in this case it hinders the ability of maximally selected test to detect
changes that occur near the end points of the data. Therefore, it is important to consider
statistics that observe other limiting distributions.
1.1.2 LR Statistics and the Adjusted CUSUM Statistic
We now consider the likelihood ratio test (LRT) which is fundamental both basic statistical
inference and to change-point testing. The LRT is discussed in detail in Chapter 2, and the
LRT statistic for the fixed change-point, Λk, is defined in (2.4.4). If we considered the case
where Xn is an independent and normally distributed set with known (and homogeneous)
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variance σ2, then it holds that
−2 log Λk = 1k
n
(
1− kn
)
 1
σ
√
n
 k∑
j=1
Xj − k
n
n∑
j=1
Xj
2 = CUSUM2k
σ2 kn
(
1− kn
) , (1.1.13)
which under elementary conditions provides a direct link between the CUSUM and LRT
statistics. As a result of Theorem 2.4.1, for fixed k the limiting distribution of Λk is invariant
of k. Therefore, using (1.1.13) as motivation, we define the adjusted CUSUM statistic:
λ˜k =
CUSUM2k
k
n
(
1− kn
) . (1.1.14)
Theorem 1.1.2 As long as Xn is an independent set with finite and homogeneous vari-
ance, the limiting behavior of a maximally selected adjusted CUSUM statistic is:
max
ℓ≤ k
n
≤h
{
λ˜k
σ2
}
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) for 0 < ℓ < h < 1. (1.1.15)
where B2(t) is a Brownian bridge process squared.
Proof. We first show that {M2n(t)} D−→ {B2(t)}. Let g denote the function mapping D[0, 1]
into D[0, 1] defined by g : f → f2. From the continuous mapping theorem (see Billingsley
1999, Thm. 2.7), it is enough to show that the set of continuity points of g is a set of unit
measure with respect to the measure on D[0, 1] that corresponds to the Brownian Bridge.
For this, let {fk} denote a sequence of functions in D[0, 1] that converges, with respect to
the Skorohod topology, to a function f ∈ C[0, 1] (the subset of all continuous functions in
D[0, 1]). It follows that fk → f uniformly on [0, 1] (see Billingsley 1999, pg. 124), and thus
for k sufficiently large, fk and f are uniformly bounded. Denote this bound by M and
note that y2 is uniformly continuous for y ∈ [−M,M ]. Given ǫ > 0, there is a δ > 0 such
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that |f2k − f2| < ǫ if |fk − f | < δ. By uniform convergence of fk, for n sufficiently large,
|fk−f | < δ for k > n. Thus f2k converges uniformly to f2, which implies that f2k → f2 with
respect to the Skorohod topology. It follows that the set of continuity points of g contains
C[0, 1]. Since the Brownian Bridge has continuous sample paths with probability 1, the set
of continuity points of g has unit measure. Applying the continuous mapping theorem gives
that M2n(t)
D−→ B2(t) in D[0, 1].
To complete the proof, let
1
h(t)
=

t(1− t) ℓ ≤ t ≤ h
ℓ(1− ℓ) t < ℓ
h(1− h) t > h
and note that h is continuous on [0, 1]. We have
max
ℓ≤ k
n
≤h
{
λ˜k
σ2
}
= sup
ℓ≤t≤h
h(t)M2n(t).
A second application of the mapping theorem gives
max
ℓ≤ k
n
≤h
{
λ˜k
σ2
}
D−→ sup
ℓ≤t≤h
{
B2(t)
t(1− t)
}
.
In the Gaussian case for each k (and t) Var(λ˜k) = 2σ
4 (and thus Var[B2(t)/t(1−t)] = 1)
which implies that λ˜k is invariant of k. In order to ensure the convergence in (1.1.15),
it is necessary to truncate K (otherwise the quantity on the left-hand side is infinite in
probability) and thereby impose that ℓ > 0 and h < 1 which serves to discard a small
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portion of observations as possible change-points. Several of the statistics that will be
discussed in coming sections require the selection of an ℓ and h, and unless otherwise noted,
in applications we use ℓ = 1− h = .05.
1.1.3 Multivariate CUSUM Statistics
We also consider the multivariate case. Suppose there are d independent length-n sequences
of IID observations. We define Xj = {X1,j , . . . , Xd,j} as a length-p vector that gives the
jth observation in each sequence, where Var(Xi,j) = σ
2
i for all i. We also assume Xj is
uncorrelated for each j. Similar to (1.1.9),
CUSUMi,k =
1√
n
 k∑
j=1
Xi,j − k
n
n∑
j=1
Xi,j
 . (1.1.16)
If we have a sequence of d independent Brownian bridges, {B1(t), . . . , Bd(t)} (each defined
on [0,1]) and if we let
B(d)(t) =
d∑
i=1
(Bi(t))
2 , (1.1.17)
then similar to (1.1.15), it also holds that for 0 < ℓ < h < 1,
max
ℓ≤ k
n
≤h
{
1
k
n
(
1− kn
) d∑
i=1
CUSUM2i,k
σ2i
}
D−→ sup
ℓ≤t≤h
B(d)(t)
t(1− t) . (1.1.18)
Cso¨rgo˝ & Horva´th (1997) utilize a result of Vostrikova (1981) to show
P
{
sup
ℓ≤t≤h
(
B(d)(t)
t(1− t)
)
≥ x
}
=
xd/2e−x/2
2d/2Γ(d/2)
{(
1− d
x
)
log
(
(1− ℓ)h
ℓ(1− h)
)
+
4
x
+O
(
1
x2
)}
as x→∞. (1.1.19)
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When the order term is disregarded, simulations show that (1.1.19) still provides reliable
approximations for tail probabilities.
As noted, statistics that obtain limiting distributions of the form in (1.1.19) appear in
likelihood ratio tests for independent data. Hence, we refer to these statistics as LR-type
statistics. Statistics that obtain limiting distributions of the form in (1.1.12) are referred to
as CUSUM-type statistics. Although LR-type statistics require some truncation of the set
K, they often observe significantly higher power than corresponding CUSUM-type statistics
when the change-point occurs near an endpoint. Thus, we will primarily focus on discussion
of LR-type statistics. Comparison of these two types of statistics will be discussed in greater
detail in Section 4.3.2 of Chapter 4 of this dissertation.
1.1.4 χ2 Statistics
A fundamental asymptotic-based tests is Pearson’s χ2 test. In this test, each observation
Xj is assumed to fall into one ofm categories (thereby Xj is multinomial) and inferences are
made about the categorical probabilities. When used as a goodness-of-fit test, one wishes
to compare observed categorical probabilites to their null hypothesis values. One might
wish to compare observations from r samples with r ≥ 2 and thereby test a null hypothesis
that the categorical probabilities are the same for all samples. In this case, it is standard
to setup a r ×m contigency table. The χ2 test statistics typically have the form:
χ2 =
rm∑
i=1
(Oi − E[Oi])2
E[Oi]
. (1.1.20)
where Oi represents the number of observations in each cell in the table and E[Oi] is
the expected value of Oi if the null hypothesis holds. For goodness-of-fit tests, r = 1 while
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E[Oi] is determined by the null hypothesis values of the categorical probabilities. When
comparing samples, E[0i] is based on a pooled estimator. The at most one change-point
model is equivalent to the comparison of two samples (hence r = 2) where one sample
contains all observations before the change-point and the other contains all observations
after the change-point.
Maximally selected χ2 statistics are discussed in great detail in Chapter 3: in Section
3.2.1 they are used in tests for unknown change-points in categorical data, and in Section
3.3 statistics of the form in (1.1.20) are extended for change-point applications involving
Poisson data.
1.1.5 Fmax Statistics
Another popular test for mean shifts is motivated by the statistical theory of linear models
and has been used in climatology for some time (see Lund & Reeves, 2002 and the references
therein). The F statistic for gauging the presence of a mean shift at a fixed time k is
Fk =
SSE0 − SSEk
SSEk/(n− 2) . (1.1.21)
where SSE0 is the sum of squared errors under H0 and SSEk is the sum of squared errors
when a mean shift at time k is allowed in the model. The maximally selected F statistic is
Fmax = max
ℓ≤ k
n
≤h
Fk.
These types of statistics are discussed in greater detail in Chapter 4. In this chapter, it
is shown that the Fmax statistic may be asyptotically equivalent to the adjusted CUSUM
(or LR) statistics and thereby may also observe the same limiting distribution. Hence, the
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Fmax is considered a LR-type statistic, and thereby it is necessary pick an ℓ and h.
1.1.6 Other Methods
Advantages and disadvantages of the statistics presented are already evident. For instance,
the CUSUM statistics will have difficulties detecting mean shifts near the data boundaries.
The LR-type statistics, which improve the CUSUM test in this aspect, requires disregard-
ing boundary observations as possible changepoints. It is desirable to develop a method
with the benefits of both tests without the respective drawbacks (while avoiding extreme
value asymptotics, which are slow to take hold). Since the CUSUM and LR-type statistics
essentially differ by the denominator of t(1 − t), Cso¨rgo˝ & Horva´th (1997) suggest scaling
CUSUMk by a weight function w(k/n). Specifically, let w be a non-zero function defined
on (0, 1), increasing in a neighborhood of zero, decreasing in a neighborhood of unity, and
satisfying infν≤t≤1−ν w(t) > 0 for all 0 < ν < 1/2. Define
I(w, ν) =
∫ 1
0
1
t(1− t) exp
(
− νw
2(t)
t(1− t)
)
dt. (1.1.22)
Following Cso¨rgo˝ and Horva´th (1997), one obtains the following,
Theorem 1.1.3 If I(w, c) <∞ for some c > 0 and Var(Xj) = σ <∞ for all j, then
max
1≤k≤n
|CUSUMk|
w(k/n)σ
D−→ sup
0<t<1
|B(t)|
w(t)
.
A natural choice for a weight function is w(t) = [t(1− t)]γ for nonnegative γ (Cso¨rgo˝ &
Horva´th 1993). The case where γ = 0 is the standard CUSUM and γ = 1/2 corresponds
to the LR-type tests. When 0 < γ < 1/2 the conditions for Theorem 1.1.3 are satisfied,
thereby all observations may be considered while hopefully improving standard CUSUM
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power. Unfortunately, when 0 < γ < 1/2, no known expression for the distribution of the
supreme of the weighted Brownian bridge exists, thereby necessitating the use of simulated
critical values. Because of this, we do not consider such tests in the ensuing discussions.
It is popular among many authors to extend the result of Darling & Erdo˝s (1956) to
demonstrate extreme value convergence of maximized statistics the Gumbel distribution.
See Cso¨rgo˝ & Horva´th (1997) for several examples. However, extreme value statistics have a
convergence rate that is notably slower than the direct convergence to the random variables
in (1.1.12) and (1.1.19).
Although testing (1.1.1) against an one-change alternative may seem particularly un-
suitable in cases where multiple change-points are likely, it is worth noting that multiple
change point methods are by no means unflawed. For instance, when looking for changes
in the behavior of Atlantic cyclones, Jewson & Pezner (2008) find the optimal change-point
times conditional on the number of change-points, and then concede the difficulties in de-
veloping a reliable rule for distinguishing the appropriate number of change-points. Also,
these methods are unable to provide p-values (or equivalent information) necessary to reject
a no change null hypothesis in favor of an alternative of changes at unknown times.
The ensuing analysis proceeds as follows: Chapter 2 discusses the likelihood ratio method
applied to abstract data models within the setting of precipitation series. This chapter will
also provide basic inference as to the legitimacy and effectiveness of asymptotic methods at
detecting undocumented change-points. Chapter 3 analyzes maximally selected χ2 statistics
applied to data on tropical cyclone behavior. Chapter 4 invokes discussion of methods used
to detect mean shifts in correlated data. Chapter 5 introduces extensions and future research
by presenting important results without complete proofs. These results relate primarily to
change-point testing in Markov chain structures and the full LRT for ARMA processes.
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Chapter 2
Precipitation Data and the
Likelihood Ratio Test
2.1 Introduction
Although precipitation data may not be as wildly discussed in reference to anthropogenic
climate change as data on other climate indicators, change-points in precipitation data are
still of great concern. It is certainly possible that such a change-point may be instigated
by a climate shift (such as global warming); likewise a simple change in the data collection
procedures (such as the implementation of a new weather gauge or the relocation of an
existing one) can have distinct effects on the data. The detection of these change-points
can not only provide vast insight into past weather behavior, but can also improve forecast
accuracy. At its most propitious, a test could determine whether or not a perceived change-
point in climate behavior is instigated by something as mundane as a weather gauge or
something as ubiquitously encompassing as a drastic climate shift.
In time series analysis, one of the most common and useful assumptions is that the
data come from (to at least some extent) a normal distribution. Under the assumption
of normality, the problem of change-point testing is so well studied that, regardless of the
application and methodology, an accurate change point test is often easily obtained. Data on
daily precipitation are clearly non-normal, monthly precipitation is typically best modeled
using a gamma distribution, however yearly data (which are sums of monthly or daily data)
appear to be approximately normally distributed. For this reason, one of the predominated
methods of homogeneity testing for precipitation data is forced to look exclusively at yearly
data in order to make normality assumptions.
In this test, Alexandersson (1986), the amount of rain in a given year is notated as Yi,
and the ratio qi is defined:
qi =
Yi
Xi
,
where Xi is the corresponding observed rainfall at a nearby station. The {qi} are then
standardized to
Zi =
qi − q¯
σˆ
,
where q¯ is the sample mean of the ratios and σˆ is the standard deviation of the ratios.
Each Zi is assumed to come from a standard normal distribution. Since the series of Xi’s
is assumed to be homogeneous, a change in the Yi’s will theoretically manifest as a change
in the Zi’s.
The requirement of a comparison data set (the Xi’s) is not only extraneous but also
means that this method will fail to detect any global (or regional) change. Even though
annual precipitation data are fairly normal, the ratio of two normal observations is non-
normal, thereby one cannot not assume the Zi’s to be normally distributed. It is also
possible that certain changes in the behavior of daily precipitation data might not manifest
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in annual data. The aim of the study within this chapter is to develop a change-point test
for daily precipitation data that applies valid models for daily rainfall without requiring the
use of a comparison data set.
First, we explore the preferred statistical rainfall models and discover that popularly,
daily precipitation is broken in two parts which are separately estimated: the occurrence
of rain, and the amount of rain that is observed on rainy days. We begin our study by
using a simplified version of the more complex models: one (referred to as the MExp
model) that assumes that rainfall on one day is independent of all other days, and that rain
occurs with a probability, p, and that the amount of rain on rainy days is sampled from
an exponential distribution. First, we present the methodology for testing for a known
changed point at time c. The statistic used is the likelihood ratio test (LRT) statistic,
denoted Λc. Fortunately, −2 log(Λc) has an asymptotic distribution, which can provide
quantiles for the test. When testing for an unknown change-point, which can occur at any
admissible time k where K is the set of all admissible change-point times, the test statistic
that is used is Λ = mink∈K {Λk}. An asymptotic distribution of −2 log(Λ) can be found,
which again provides quantiles for the test. The power of the test is examined, and similar
methods under more complicated precipitation models are presented. Finally, the methods
are applied to a real data set, and the results are analyzed.
2.2 Stochastic Models for Precipitation
Most commonly, annual and monthly precipitation is modeled using a gamma distribution,
Wilks (2006), where the observations are assumed to be independent. For daily rainfall, in
which a significant frequency of observations are 0, things get significantly more complex.
For a length-n series of rainfall data, {Xi}ni=1, where Xi represents the observed rainfall
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on day i (may be 0), typically each Xi is represented as the product of two random variables,
Ji and Zi, such that
Xi = JiZi,
where
Ji =

1 if the ith day has rain,
0 if the ith day is dry.
(2.2.1)
Zi is the amount of rainfall on day i (given that day i sees rain).
2.2.1 Models for Ji, the Occurrence of Rain
Typically, the sequence {Ji}ni=1 is thought to behave like a two-state, first-order Markov
chain, where the chain is in state 0 at time i if Ji = 0 and in state 1 at time i if Ji = 1,
Katz (1977). The probability matrix is
P =
 p00 p01
p10 p11
 .
The first-order Markov chain assumption implies that
P [Jk = j|J0, J1, . . . , Jk−2, Jk−1 = i] = P [Jk = j|Jk−1 = i] .
Therefore
p00 = P [Jk = 0|Jk−1 = 0] ,
p01 = P [Jk = 1|Jk−1 = 0] ,
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p10 = P [Jk = 0|Jk−1 = 1] ,
p11 = P [Jk = 1|Jk−1 = 1] .
For instance, p10 is the probaillity that it rains on any given day where it is known that
it did not rain the previous day, etc. Because it is a two-state chain, we know
p01 = P [Jk = 1|Jk−1 = 0] = 1− P [Jk = 0|Jk−1 = 0] ,
p01 = P [Jk = 1|Jk−1 = 1] = 1− P [Jk = 0|Jk−1 = 1] .
So if we let
p0 = P [Jk = 1|Jk−1 = 0] , and p1 = P [Jk = 1|Jk−1 = 1] ,
then the probability transition matrix can be rewritten as
P =
 (1− p0) p0
(1− p1) p1
 .
The stationary probabilities, π0 and π1, are defined as πi = limk→∞ P [Jk = i]. For
instance, π0 can be thought of as the long-run proportion of days that are dry, and π1 can
be thought of as the long-run proportion of days that are wet. These probabilities are given
by
π0 =
1− p1
1− p1 + p0 , π1 =
p0
1− p1 + p0 .
However, stochastics is by definition uncertain, so no stochastic model is ever universally
accepted. Hence, some climate researchers prefer to model precipitation with a two-state,
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second-order Markov chain, Stern & Coe (1984), where
P [Jk = j|J0, J1, , Jk−2, Jk−1] = P [Jk = j|Jk−2, Jk−1] .
Not all climatologists believe that even the 2nd-order Markov chain can sufficiently model
precipitation, so some researchers seek an mth-order chain, Gregory & Jones (1992), such
that
P [Jk = j|J0, J1, . . . , Jk−2, Jk−1] = P [Jk = j|Jk−m, . . . , Jk−1] .
The simplest model for the occurence of precipitation is the one-parameter model where
P [Jk = 1|J0, J1, , Jk−2, Jk−1] = P [Jk = 1] = p;
P [Jk = 1|J0, J1, , Jk−2, Jk−1] = P [Jk = 0] = 1− p,
such that p is simply the probability of any given day being rainy. This model assumes that
a rainfall series, {Xi}ni=1, is an indepedent and identically distributed set.
2.2.2 Models for Zi, the Amount of Precipitation on Rainy Days
When it rains, the amount of rain, Zi, is commonly considered to be independent of other
days, Katz (1999). Different researchers propose different distributions for Zi. Here are a
few of the most common:
-The Weibull(γ, β) distribution, Chapman (1997), with desity function
f(x|γ, β) = γ
β
xγ−1e−x
γ/β , 0 ≤ x <∞, γ > 0, β > 0.
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-The Lognormal(µ, σ2) distribution, Burgueno & Lana (2004), with density function
f(x|µ, σ2) = 1√
2πσ
e−(log x−µ)2/(2σ2)
x
, 0 ≤ x <∞, −∞ < µ <∞, σ > 0.
-The Skew Normal(α) distribution, Harmel (2000), with density function
f(x|α) =
√
2
π
e−x
2/2
∫ αx
−∞
e−t
2/2/
√
2πdt.
-The three-parameter Kappa(α, β, θ) distribution, Mielke & Johnson (1973), with den-
sity function
f(x|α, β, θ) = αθ
β
(
x
β
)θ−1 [
α+
(
x
β
)αθ]−(α+1)/α
, 0 ≤ x <∞, α, β, θ > 0.
-The Mixed Exponential(α, β1, β2) distribution, Wilks (1999), with density function
f(x|α, β1, β2) = α
β1
e−x/β1 +
1− α
β2
e−x/β2 , 0 ≤ x <∞, 0 ≤ α ≤ 1, β1, β2 > 0.
The most commonly used rainfall distribution is gamma(α, β), Stern & Coe (1984),
with density function
f(x|α, β) = 1
Γ(α)βα
xα−1e−x/β , 0 ≤ x <∞, α, β > 0.
When the Markov chain structure of {Ji}ni=1 is ignorable, it is usually assumed that
each Xi is iid with cumulative distribution function
F (x) = (1− p) + pG(x),
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where G(x) is the cdf for a gamma(α, β) distribution, Katz (1999).
When the parameters show a strong seasonal structure, Fourier series are used to account
for the seasonality, Woolhiser & Pegram (1979), Stern & Coe (1984).
Often, the appropriate distribution depends upon the location of the data collection.
For instance, Wilks (1998) indicated that the mixed exponential distribution could provide
good fits to non-zero daily precipitation data in New York State, USA, whereas the gamma
distribution is shown to be much more appropriate in other locations.
2.2.3 Other Modeling Techniques
Sometimes, it is not assumed that {Zi}ni=1 is an independent series. One can postulate that
the distribution of the amount of precipitation on a wet day depends upon whether or not
the previous day was wet or dry. This implies
P [Zk ≤ x|J0, J1, . . . , Jk−2, Jk−1 = i] = P [Zk ≤ x|Jk−1 = i] ,
where the conditional distribution functions, F0(x) and F1(x), are defined such that
F0(x) = P [Zk ≤ x|Jk−1 = 0] 6= F1(x) = P [Zk ≤ x|Jk−1 = 1] .
Frequently, F0(x) and F1(x) are thought to have separate gamma distributions, such
that
d
dx
Fi(x|αi, βi) = fi(x|αi, βi) = 1
Γ(αi)β
αi
i
xαi−1e−x/βi
for i = 1 or 2, Katz (1977).
A highly abstract precipitation model is the Srikanthan & McMahaon (2001) model
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which extends the Markov chain concept to a multi-state model described by its transition
probability matrix. The daily rainfalls are grouped into up to 7 classes of given magnitude
ranges, and the probabilities are calculated for the transition from each class to any other.
The lowest class gives the occurrences of dry days, the top class is modeled by a skewed
normal distribution, and intermediate classes are modeled by a linear distribution.
When daily rainfall is modeled using the cdf , F (x) = 1− p+ pG(x) = q + (1− q)G(x)
where q = 1− p, 0 ≤ p ≤ 1, and where G is gamma, we can say that F has a modified (or
mixed) gamma distribution, Thom (1968). This enables us to think of the distribution of
rainfall over a period of days (x1, . . . , xn) as the sum of modified gammas, where
F
(
n∑
i=1
xi
)
= q · · · q + (1− q · · · q)G
(
n∑
i=1
xi
)
,
and G(
∑
xi) has a near gamma distribution, Thom (1968).
In Wilks (1990), it is assumed that Xi > 0 for all i. This means that even for arid
climates there is actually rain every day. This enables him to treat all precipitation obser-
vations as being independent and identically distributed from the same gamma distribution.
However, observations of no rain are treated as being position observations that are less
than a pre-specified censoring value, C. This value, C, is usually the minimum value that
the rain sensor is able to detect. The magnitude of C is frequently very small. These
assumptions presume that, in arid climates, daily rainfall follows a distribution where a
very large percentage of the density is less than some very small number. Even if this is a
valid charateristic of a proper distribution, it seems hard to believe that the observations
of larger rainfalls would follow that same density.
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2.2.4 The MExp Distribution
Most of the models display an unnecessary degree of complexity for the purposes of testing
for change-points. In order to develop a method of change-point testing, the following model
for precipitation, which is a simplification of some of the more complex models described
above, is introduced.
The amount of rain on any given day follows a modified exponential distribution,
MExp(p, λ), where
X ∼MExp(p, λ)⇒ P (X ≤ x) = (1− p) + p(1− e−λx), x ≥ 0.
It is assumed that the amount of rain on any day is independent of rain amounts on
other days. This model ignores the Markov chain behavior of precipitation and assumes that
it rains with probability, p. When it does rain, the amount of rain follows an exponential
distribution (which is a gamma distribution with shape parameter 1).
Using the rain data that will be used in this paper, Figure 2.1 shows a histogram of the
amount of observed rain on 2823 rainy days.
Figure 2.1: Histogram of Rainfall on Rainy Days
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If these observations are assumed to come from an exponential distribution with mean
1/λ, then we find
λˆ = 10.15
2823 simulated observations of an exponential distribution with mean 1/10.15 give the
histogram shown in Figure 2.2.
Figure 2.2: Histogram of Simulated Rainfall on Rainy Days (exp)
The actual max observation over the 2823 days or rain is 1.95; however, when rain
is simulated using an exponential distribution, we find the maximum of the simulated
observations is 1.06. Clearly the exponential distribution is a good fit, aside from the fact
that it underestimates the large amounts of rain. Popularly, climatologists prefer to assume
that rain observations have a gamma distribution, as opposed to an exponential one. So
how much improvement is gained by modeling this rain with an gamma model? If a gamma
25
distribution is assumed, we find
αˆ = 0.803, βˆ = 8.15.
The method of estimating parameters when a gamma distribution is assumed will be
discussed later. When 2823 observations of a gamma distribution with the above parameters
are simulated, the histogram in Figure 2.3 is produced.
Figure 2.3: Histogram of Simulated Rainfall on Rainy Days(gamma)
The maximum of the simulated values is 1.29, which is still rather far from the observed
maximum of 1.95. Hence, assuming a gamma distribution results in little improvement
which, for the purposes of this paper, is not enough to make up for the plethora of compli-
cations that doing so adds.
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2.3 Precipitation Model Classification
If {Xi}ni=1 is a length-n precipitation data series that, for each i, can be decomposed by
letting Xi = ZiJi, then we define the following classification system for {Xi}ni=1:
2.3.1 Type A & B Classification
A precipitation model is of Type A if both {Ji}ni=1 and {Zi}ni=1 are considered to be iid
series, which most importantly implies that {Xi}i=1n is iid. It is therefore imposed that
for all i, Ji ∼ Bernoulli(p). Also, for all i, Zi has distribution function G(z), defined for
0 < z < ∞. Therefore, a Type A precipitation model assumes that Xi has distribution
function, F (x|p, θ) = (1 − p) + pG(x|θ) for each i. Inconveniently, F (x) is a mixture
distribution, with both discrete and continuous parts, which makes the definition of its
density function conceptually difficult. The MExp(p, λ) distribution that will be prevalent
throughout this paper is a Type A model. The MGam(p, α, β) is a Type A model where
G(x) has a Gamma(α, β) distribution fuction. This model will be discussed in further detail
later in this study.
Also, the model used by Wilks (1990), where it is assumed that daily rainfall amounts
all come from the same gamma distribution (and observations of 0 are considered to have
positive values that are less than a small cut-off, C), is a Type A model where p is restricted
to 1. Likewise, models for monthly and annual precipitation data series, that are entirely
non-zero, can also be thought of as Type A models with p restricted to 1.
A model is said to be of Type B if {Ji}ni=1 is considered to behave as a two-state,
first-order Markov chain and if {Zi}ni=1 is iid where Zi has distribution G(z|θ). This is a
parametric model where the transition probabilities can be estimated. This is the most
wide-spread precipitation model in climate research.
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2.3.2 Further Classifications
The Type C classificiation holds the first-order, two-state Markov chain assumption for
{Ji}ni=1 but drops the independence assumption in {Zi}ni=1, typically by assuming that the
distribution of Zi depends on Ji−1. The Type D classification models {Ji}ni=1 using a two-
state Markov chain of order two or greater. The Type E classification models precipitation
using a Markov chain with more than two states. The Srikanthan and McMahon model is
a Type E model.
If the data shows a seasonal trend, the assumption of an identical distribution can be
dropped in any of these classifications, and seasonality in the parameters can be accounted
for.
This paper will only develop change-point methodology for Types A and B models, how-
ever Types C, D and E are all parametric models to which the methods in the paper could
be adapted. However, a Type Ω precipitation model is one that applies non-parametric as-
sumptions. For more information regarding change-point testing for non-parametric models,
see Cso¨rgo˝ & Horva´th (1997).
2.4 The Likelihood Ratio
The most common test method used in parametric based change-point testing is the like-
lihood ratio test [Wilks (2006); Casella & Berger (2002); Cso¨rgo˝ & Horva´th (1997)]. The
LRT presents such an important methodology because it is a highly versatile test that
presents a method of accepting or rejecting almost any null hypothesis against almost
any alternative hypothesis. For instance, in the case of general change-point testing, let
the series {X1, X2, . . . , Xn} be independent random variables with distribution fucntions,
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F (x|θ1,η1), . . . , F (x|θn,ηn). Here the θj ’s are d-dimensional vectors representing parame-
ters that are allowed to change under the alternative, and the ηj ’s are vectors representing
parameters that will not change under the alternative. Thus, we wish to test the null
hypothesis,
H0 : θ1 = . . . = θn and η1 = . . . = ηn, (2.4.1)
against the alternative,
H∗A : θ1 = . . . = θk 6= θk+1 = . . . = θn and η1 = . . . = ηn. (2.4.2)
The null hypothesis above assumes that there is no change-point in the series, whereas the
alternative assumes that there is a change-point at a known time k.
A more complicated version (and more useful in applications) is one that tests for a
change-point at some unknown time c, with the alternative hypothesis becoming
HA : there is some c ∈ K, such that
θ1 = . . . = θc 6= θc+1 = . . . = θn and η1 = . . . = ηn.
(2.4.3)
This is the parametric instance of (1.1.2). Here we will use K = {k | k is an integer and ℓ ≤
k
n ≤ h}. Note, of course, that 0 < ℓ < h < 1.
When testing for a fixed change-point, the likelihood ratio, Λk rejects H0 for small
values, where
Λk =
sup
θ,η
n∏
i=1
f(Xi|θ,η)
sup
θ1,θc+1,η
{∏k
i=1 f(Xi|θ1,η) ·
∏n
i=k+1 f(Xi|θc+1,η)
} (2.4.4)
=
∏n
i=1 f(Xi|θˆ0, ηˆ0)∏k
i=1 f(Xi|θˆk, ηˆk) ·
∏n
i=k+1 f(Xi|θˆ
∗
k, ηˆk)
.
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where θˆ0 is the maximum likelihood estimate (MLE) of θ assuming there is no change-point,
θˆk is the MLE of θ before an assumed change at time k, and θˆ
∗
k and is the MLE of θ after
an assumed change at time k. Likewise, ηˆ0 is the MLE of η assuming there is no change
and ηˆk is the MLE of η assuming θ changes at time k.
*A note on notation: As is hopefully apparent now, c represents the actual time of an
unknown change-point, where as k represents any admissible (or fixed) change-point time.
Assuming θ is the set of parameters that are changing, θ1 denotes the value of θ before
the change-point and θc+1 denotes its value after the change, which is in accordance with
(2.4.2). However, since c is unknown, the values of the MLEs of θ1 and θc+1 depend upon
which k is selected, therefore we denote their respective MLEs by θˆk and θˆ
∗
k.
2.4.1 Type A Models and the LRT
If the series {X1, X2, . . . , Xn} represents daily rainfall amounts and if we assume a Type A
precipitaion model, then for each i, Xi has the distribution F (x|p, θ) = (1 − p) + pG(x|θ).
Where the rain intensity is thought to be distributed G(x|θ) with θ being a vector of
parameters. F (x|p, θ) is a mixture of discrete and continuous random variables and is
defined to have the following pdf
f(x|p, λ) =

p · g(x|θ) if x > 0,
1− p if x = 0,
0 else,
where
g(x|θ) = d
dx
G(x|θ).
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As stated previously, let
Ji =

1 if Xi > 0,
0 else.
And now let
nr =
n∑
i=1
Ji.
It is best to think of nr as the number of days in which there was rain (out of n total
days in the series), and now the maximum likelihood estimate for the parameter p can be
found:
pˆ0 =
nr
n
.
Also, define
y = {Yk}nrk=1 ,
so that
Yk =
Xi > 0|
i∑
j=1
Jj = k
 ,
where Yk ∼ G(y|θ) can be interpreted as the kth day in which there was rain.
Note that
nr∑
j=1
yj =
n∑
j=1
xj
The test for a fixed change-point at time k in the series then assumes
X1, . . . , Xk ∼ F (pk, θk),
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Xk+1, . . . , Xn ∼ F (p∗k, θ∗k),
and
H0 : p = pk = p
∗
k, θ = θk = θ
∗
k,
HA : not H0.
If
nrk =
k∑
i=1
Ji, n
∗
rk =
n∑
i=k+1
Ji,
So that nrk represents the number of days with rain before the change-point and n
∗
rk rep-
resents the number of days with rain after the change-point then
pˆ0 =
nr
n
, pˆk =
nrk
k
, pˆ∗k =
n∗rk
n− k .
Finally,
Λk =
supp,θ
∏n
i=1 f(Xi|p, θ)
suppk,θk
∏k
i=1 f(Xi|pk, θk) · suppk,θ∗k
∏n
i=k+1 f(Xi|p∗k, θ∗k)
=
∏n
i=1 f(Xi|pˆ0, θˆ0)∏k
i=1 f(Xi|pˆk, θˆk) ·
∏n
i=k+1 f(Xi|pˆ∗k, θˆ∗k)
=
(1− pˆ0)n−nr(pˆ)nr
∏nr
k=1 g(Yk|θˆ0)
(1− pˆk)k−nrk(pˆk)nrk
∏nrk
k=1 g(Yk|θˆk) · (1− pˆ∗k)(n−k)−n
∗
rk(pˆ∗k)
n∗
rk
∏n
k=nrk+1
g(Yk|θˆ∗k)
.
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Importantly,
log(Λk) = (n− nr) log(1− pˆ0) + nr log(pˆ0) +
nr∑
j=1
log g(Yj |θˆ0)
−(n− nrk) log(1− pˆk)− nrk log(pˆk)−
nrk∑
j=1
log g(Yj |θˆk)
−(n− n∗rk) log(1− pˆ∗k)− n∗rk log(pˆ∗k)−
nr∑
j=nrk+1
log g(Yj |θˆ∗k).
Let
yk = {Yj}nrkj=1 , y∗k = {Yj}nrj=nrk+1 ,
so that yk can be interpreted as the series of rain intensities when there was rain before the
change-point, and y∗k can be interpreted likewise after the change-point. Also, we write the
log-likelihood for y as
L(y|θˆ0) =
nr∑
j=1
log g(Yj |θˆ0),
where the log-likelihoods for yk and y
∗
k are similarly defined. Therefore,
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log(Λk) = (n− nr) log
(
1− nr
n
)
+ nr log
(nr
n
)
−(n− nrk) log
(
1− nrk
k
)
− nrk log
(nrk
k
)
−(n− n∗rk) log
(
1− n
∗
rk
n− k
)
− n∗rk log
(
n∗rk
n− k
)
−L(y|θˆ0)− L(yk|θˆ∗k)− L(y∗k|θˆ∗k).
2.4.2 MExp and the LRT
If X1, X2, . . . , Xn ∼MExp(p, λ), then Y1, Y2, . . . , Ynr ∼ Exp(λ)
L(y|λˆ0) =
nr∑
j=1
log g(Yj |λˆ0) =
nr∑
j=1
log
(
λˆ0e
−λˆ0yj
)
=
nr∑
j=1
log λˆ0 − λˆ0
nr∑
jk=1
yj = nr log λˆ0 − λˆ0
nr∑
j=1
yj .
Since
λˆ0 =
nr∑nr
j=1 yj
,
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then
L(y|λˆ0) = nr log
(
nr∑nr
j=1 yj
)
− nr∑nr
j=1 yj
 nr∑
j=1
yj

= nr lognr − nr log
nr∑
j=1
yj − nr.
Because
λˆk =
nrk∑nrk
j=1 yj
, λˆ∗k =
n∗rk∑nr
j=nrk+1
yj
,
we can write
L(yk|λˆk) = nrk log nrk − nrk log
nrk∑
j=1
yj − nrk,
L(y∗k|λˆ∗k) = n∗rk log n∗rk − n∗rk log
nr∑
j=nrk+1
yj − n∗rk.
Because nr = nrk + n
∗
rk,
L(y|θˆ0)− L(yk|θˆ∗k)− L(y∗k|θˆ∗k)
= nr log nr − nrk log nrk − n∗rk log n∗rk
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L(y|θˆ0)− L(yk|θˆk)− L(y|kθˆ∗k) = nr lognr − nrk lognrk − n∗rk log n∗rk
−nr log
nr∑
j=1
yj + nrk log
nrk∑
j=1
yj + n
∗
rk log
nr∑
j=nrk+1
yj
= nr lognr − nr1 lognrk − n∗rk log n∗rk
+nrk log
nrk∑
j=1
yj − nrk log
nr∑
j=1
yj
+n∗rk log
nr∑
j=nrk+1
yj − n∗rk log
nr∑
j=1
yj .
Define
T =
∑nr1
j=1 yj∑nr
j=1 yj
⇒ 1− T =
∑nr
j=nrk+1
yj∑nr
j=1 yj
,
then
L(y|θˆ0)− L(yk|θˆk)− L(y∗k|θˆ∗k) = nr log nr − nrk lognrk − n∗rk log n∗rk
+ nrk log T + nrk log(1− T ).
Finally, when testing for a fixed change-point at k assuming an MExp distribution,
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log(Λk) = (n− nr) log
(
1− nr
n
)
+ nr log
(nr
n
)
−(n− nrk) log
(
1− nrk
k
)
− nrk log
(nrk
k
)
−(n− n∗rk) log
(
1− n
∗
rk
n− k
)
− n∗rk log
(
n∗rk
n− k
)
+nr log nr − nrk log nrk − n∗rk log n∗rk + n∗rk log T + n∗rk log(1− T ).
2.4.3 Rejection Values
Now that we can calculate the likelihood ratio statistic when testing for a change-point in a
random sample ofMExp observations, it is necessary to calculate the proper values at which
the null hypothesis will be rejected. Commonly, it is said that the likelihood test rejects for
small values; however, what exactly are the aforementioned values? If it is desired for the
test to have a (1− α) · 100% confidence level, we seek a value k such that P (Λk < c∗) = α.
If the c∗ is properly chosen, and if we observe that Λk < c∗, then according to theory ,
the likelihood of the null hypothesis being true is small enough in relation to that of the
alternative so that we can reject the null hypothesis with (1− α) · 100% confidence. Often,
the statistic that is used is −2 log(Λk), which is large when Λk is small.
In order to find the proper c∗, the distribution of Λk under the null hypothesis must be
known. Note that if the distribution of Λk is not known, but it is observed that Λk = g(T
∗),
where the distribution of T ∗ is known, then the value of c∗ that will cause the null hypothesis
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to be rejected can be found through transformation: P (Λk < c
∗) = P (g(T ∗) < c∗) =
P (T ∗ < g−1(c∗)), in the case where g is invertible. Hence, statisticans often seek a T ∗
with a known distribution under the null hypothesis instead of attempting to compute the
distribution of Λk itself.
When testing for change-points, the exact value of the parameter set θ, under the null
hypothesis is not known. Hence, the likelihood ratio test is most powerful when Λk (or T
∗)
is invariant of the unknown parameters. In the case of testing for a change-point in a series
of MExp distributed data, Λk depends on λ through the values {xj}, and Λk only depends
upon {xj} through T =
∑k
j=1 xj∑n
j=1 xj
. It is easy to show that T ∼ Beta(nrk, n∗rk), and thus Λk
is invariant of λ.
However, Λk is not invariant of the paramter, p. A simulation was run to see just how
much 95% cut-off changes as value of p changes under the null hypothesis. For n = 500, k =
250 and for each value of p listed, 1,000,000 values of -2log(Λk) were simulated, and the
corresponding 95% cut-off is shown in Figure 2.4.
Figure 2.4: p vs. 95% quantile of Λk for n = 500, k = 250
Noticably, the quantiles for rejecting change depend upon the actual value of p. However,
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the quantiles are never significantly different for various p, and aside from extreme values of
p, the 95% cut-off value is consistent. This simulation was run for n = 500; so does Λk still
depend upon p for much larger values of n? The graph in Figure 2.5 shows corresponding
simulated quantiles when n = 5000.
Figure 2.5: p vs. 95% quantile of Λk for n = 5000, k = 2500
The dependence of Λk on p seems to have completely disappeared, and the 95% quantile
seems to be approaching 6.00 asymptotically.
To confirm this observation, the following theorem, Casella & Berger (2002), is intro-
duced.
Theorem 2.4.1 Let X1, . . . , Xn = X be a random sample from a pdf or pmf f(x|θ). Un-
der regularity conditions and under the null hypothesis (θ ∈ Θ), then the distribution of the
statistic, −2 log(λ(X)), where λ(X) represents the likelihood ratio statistic of the test, con-
verges to a chi squared distribution as n→∞. The degrees of freedom, d, of the limiting chi
squared distribution is given by the difference between the number of free parameters under
the alternative hypothesis and the number of free parameters under the null hypothesis.
When testing for a fixed change-point, d in Theorem 2.4.1 always equals the number of free
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parameters under H0.
We note that χ22,.05 = 5.991465, which is consistent with the 95% quantiles observed
from the simulation.
Of course, the age old statistical quandry finds itself prudent once again: how big does
n need to be? The graph below seeks to examine the rate at which Λk converges to a
chi-squared distribution. If the null hypothesis is rejected when Λk > 5.991465 (A target
Type I error of 95%), about what is the actual Type I error for various finite values of
n? The graph in Figure 2.6 plots n against the percent of simulated samples in which
Λn/2 > 5.991465; this gives simulated estimation for α that will be referred to as αˆ.
Figure 2.6: n vs. αˆ for k = n/2
Even for sample sizes as low as 50, the actual Type I error is acceptably close to the
target Type I error. Once the sample size exceeds 300, the chi-squared quantile appears to
apply.
2.5 Testing for Unknown Change-Points
The problem of testing for a known change-point is well understood, and the test is relatively
easy to execute. However, when it becomes necessary to search for an unknown change-
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point over a wide range of time, the test becomes significantly more difficult. Recall the null
and alternative hypotheses for the test for an unknown change-point time given in (2.4.1)
and (2.4.2).
It is intuitive to think that the optimal test statistic when testing for an unknown
change-point would be to first calculate Λk for each k ∈ K and then use (as the statistic for
unknown change-point test) the one that gives the strongest indication of a change-point.
However, does the mathematical calculation of the likelihood ratio statistic for the test for
an unknown change-point confirm the intuition?
When the likelihood ratio is written for this test, the unknown change-point c, must be
thought of as a parameter. The estimated value of c, which is denoted cˆ, is the change-point
which maximizes the likelihood of the alternative hypothesis. The likelihood ratio statistic
for this test will be denoted Λ.
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Λ =
supΘ0 L(θ|x)
supΘ L(θ|x)
=
max{λ,p} L(λ, p|x)
max{k,λ1,p1,λc+1,pc+1} L(k, λ1, p1, λc+1, pc+1|x)
=
max{λ,p}
∏n
i=1 f(Xi|p, λ)
maxk
(
max{λ1,p1}
∏k
i=1 f(Xi|p1, λ1) ·max{λc+1,pc+1}
∏n
i=k+1 f(Xi|pc+1, λc+1)
)
=
∏n
i=1 f(Xi; pˆ0, λˆ0)
maxℓ≤ k
n
≤h
(∏k
i=1 f(Xi; pˆk, λˆk) ·
∏n
i=k+1 f(Xi|pˆ∗k, λˆ∗k)
)
= min
ℓ≤ k
n
≤h
{ ∏n
i=1 f(Xi|pˆ0, λˆ0)∏k
i=1 f(Xi|pˆk, λˆk) ·
∏n
i=k+1 f(Xi|pˆ∗k, λˆ∗k)
}
= min
ℓ≤ k
n
≤h
{Λk} ,
⇒ −2log(Λ) = max
ℓ≤ k
n
≤h
{−2log(Λk)} .
The calculation of Λ confirms the intuition.
Also, cˆ is defined as the estimated change-point:
cˆ = {k|Λk = Λ} .
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2.5.1 The Distribution of cˆ Under H0
The null hypothesis states that there is no change-point, so if H0 is, in fact, true, then it is
intuitive to believe that if we were to estimate a change-point, cˆ, then the distribution of cˆ
would be uniform over the range of possible change-points.
For n = 200, 50,000 values of cˆ were calculated, and the plot in Figure 2.7 gives the
number of occurences of cˆ at each possible value of c, 10 ≤ c ≤ 190.
Figure 2.7: A Simulated Mass Function of cˆ Under H0
Obviously, cˆ under H0 does not have a uniform distribution, as we would have hoped.
Frequently, statisticians notice this anomaly and then proceed to conveniently ignore it.
Therefore, is this lack of uniformity that we have just observed really all that important?
How does it affect the test? Can it be corrected for? After observing this non-uniformity,
now the intuituion is that the probability of a Type I error (α) is going to increase if a
change-point is estimated as occuring near one of the end-points of the interval. Once
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again, 50,000 values of Λ were simulated under H0 (no change-point) and 95% of these
values were less than 12.35583. The graph in Figure 2.8 plots cˆ vs the probablility that Λ
is less than 12.35583 given cˆ.
Figure 2.8: cˆ vs. P (Λ < 12.35583|cˆ)
Clearly, the conditional probability of a Type I error decreases as cˆ gets closer to the
end-points. This decrease is never drastic and is only noticeable for cˆ that occur right by
one of the end-points. Our intuition is wrong again. However, our intuition was right when
we needed it to be (it confirmed that Λ is the likelihood ratio statistic when testing for an
unknown change-point) and it was wrong when it could have shown that the U-shape in
the distribution of cˆ has an adverse effect on the test.
If we determined that this U-shape simply could not be tolerated, we could attempt to
correct for it by finding some function of c, q(c) such that if
Λ = min
l≤c≤h
{
Λc
q(c)
}
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and
cˆ = {c|Λc = Λ}
then finally cˆ has a uniform distribution.
2.5.2 Asymptotic Distribution of Λ
Finding the exact distribution of Λk is, at best, very difficult. Hence, if one aspires to
find the exact distribution of Λ, where Λ is the infimum of the sequence of correlated
random variables, {Λk}nk=1, it won’t take long before one reconsiders his or her objectives.
Fortunately, Λc has an asympotic distribution that only depends upon d, the number of free
parameters under the null hypothesis. And even more fortunately, Λ also has an asymptotic
distribution. As n → ∞, the process, {−2 log Λk}nk=1 behaves as a simple transform of a
Brownian bridge. In order to state this result as a theorem we introduce some notation.
Let
Vn(t) =

0 if 0 ≤ t < 1/(n+ 1),
−2 logΛ[(n+1)t] if 1/(n+ 1) ≤ t < n/(n+ 1),
0 if n/(n+ 1) ≤ t ≤ 1,
(2.5.1)
and let B(d)(t) be as defined in (1.1.17). It is also necessary to introduce a scaling fuction
w(·). Similar to the discussion on weighted CUSUMs in Section 1.1.6, let w be a non-zero
function defined on (0, 1), increasing in a neighborhood of zero, decreasing in a neighborhood
of unity, and satisfying infν≤t≤1−ν w(t) > 0 for all 0 < ν < 1/2. Also, recall the definition
of I(w, ν) from (1.1.22).
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It is also necessary to define a sequence of stochastic processes {B(d)n (t), 0 ≤ t ≤ 1} such
that
{B(d)n (t), 0 ≤ t ≤ 1} D= {B(d)n (t), 0 ≤ t ≤ 1} (2.5.2)
for each n. Assuming H0 and regularity conditions hold and letting d represent the number
of parameters that are allowed to change under HA, then according to Cso¨rgo˝ & Horva´th
(1997),
sup
0≤t≤1
∣∣∣t(1− t)Vn(t)−B(d)n (t)∣∣∣ /w2(t) = op(1), (2.5.3)
if and only if I(w, ν) < ∞ for some ν > 0. Ideally, we would select w2(t) = t(1 − t) for
all t ∈ [0, 1] in hopes of using (2.5.3) to show direct convergence of max1≤k≤n{−2 log Λk}.
However in this case I(w, ν) =∞ because unfortunately, as n gets larger, Vn(t) is effectively
“blowing up” at the end-points, 0 and 1. This means that
max
1≤c≤n
{−2 log(Λc)} → ∞
as n→∞, which is because
lim
t→0
B(d)(t)
t(1− t) =∞ and limt→1
B(d)(t)
t(1− t) =∞
with probability 1.
The U-Shaped distribution of cˆ (which showed that underH0 the estimated change-point
cˆ is more likely to occur near the end-points) is a result of the above phenomenon.
If we truncate the interval [0,1] and take the supremum over [ℓ, h], for 0 < ℓ < h < 1 it
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holds that,
sup
ℓ≤t≤h
{
B(d)(t)
t(1− t)
}
<∞ (2.5.4)
with probability 1. Thus we seek the limiting distribution of the quantity in (2.5.4). Let
w(t) be a function defined on [0,1] that satisfies I(w, ν) <∞ for some ν > 0. Define
w∗(t) =

t(1− t) if ℓ ≤ t ≤ h,
w(t) else .
(2.5.5)
Clearly, w∗(t) satisfies I(w∗, ν) <∞, hence (2.5.3) holds and may be used to show
sup
ℓ≤t≤h
∣∣∣∣∣Vn(t)− B
(d)
n (t)
t(1− t)
∣∣∣∣∣ = op(1), (2.5.6)
which implies
{Vn(t)} D−→
{
B(d)(t)
t(1− t)
}
for t ∈ [ℓ, h]. (2.5.7)
Let
λmax := max
ℓ≤ k
n
≤h
{−2 log Λk} = sup
ℓ≤t≤h
Vn(t), (2.5.8)
and (2.5.7) provides:
Theorem 2.5.1 Assuming (2.4.1) and C.1 - C.9 from Cso¨rgo˝ & Horva´th (1997) hold, it
follows that
λmax
D−→ sup
ℓ≤t≤h
{
B(d)(t)
t(1− t)
}
, (2.5.9)
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where λmax is defined in (2.5.8).
Consequentially, (1.1.19) may be used to show that for sufficiently large n,
P {λmax ≥ x} ≈ x
d/2e−x/2
2d/2Γ(d/2)
{(
1− d
x
)
log
(
(1− ℓ)h
ℓ (1− h)
)
+
4
x
}
:= ξ
(d)
[ℓ,h](x) (2.5.10)
for x > 0. The above equation can be used to find asymptotic p-values for the test of (2.4.1)
vs. (2.4.2). If one wishes to find α-level critical values for the test, letting α˘ represent the
desired Type I Error probability, one should solve for the value x∗ such that
ξ
(d)
[l/n,h/n](x
∗) := α˘.
Although a complete proof of Theorem 2.5.1 is omitted from this work and the reader
referred to Cso¨rgo˝ & Horva´th (1997) for the technical details needed to show (2.5.3), we
do note that such a proof does utilize several of the mathematical properties discussed in
Chapter 1. Letting θ = {θ1, . . . , θd}, the proof requires Taylor expansion of −2 log Λk about
θ in order to verify of the existence of sequences of random variables, ζi = {ζi,1, . . . , ζi,n}
for i = 1, . . . , d, so that under H0:
1) each ζi is an IID sequence and each ζi is independent of ζj when i 6= j,
2) E[ζi,j ] = θi and Var[ζi,j ] = 1,
3) λmax = max
ℓ≤ k
n
≤h
 d∑i=1 1kn(1− kn)
[
1√
n
(
k∑
j=1
ζi,j − kn
n∑
j=1
ζi,j
)]2+ op(1).
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Once these three properties are verified, Theorem 2.5.1 follows directly from (1.1.18). The
fact that E[ζi,j ] = θi indicates why the CUSUM of ζi will detect shifts in θi (for each i).
2.5.3 Simulated Quantiles and Convergence Rates
If we wish to test for an unknown change-point in a series of precipitation data {Xi}ni=1,
and we assume that the precipitations follow a MExp distribution, then the hypotheses for
the test are:
H0 : X1, . . . , Xn ∼MExp(p, λ)
HA : there is some integer c, l ≤ c ≤ h, such that
X1, . . . , Xc ∼MExp(p1, λ1)
Xc+1, . . . , Xn ∼MExp(pc+1, λc+1).
For this test, d = 2, so if our target Type I error probability is α˘, then we find the
cut-off value, x∗ by solving α˘ = ξ(2)[ℓ,h](x
∗) for x∗. We reject H0 if λmax > x∗. However,
since x∗ is derived from an asymptotic distribution, the actual probability of Type I error
α, is not exactly equal to the target probability α˘. When applying the test for finite n, α is
unknown, but can be estimated through simulation (this estimation is denoted αˆ) in order
to approximate how close α is to value its target value.
For example, if we set α˘ = .05, ℓ = .1, and h = .9, and then we solve for x∗ such
that ξ
(2)
[.1,.9](x
∗) = .05 and find x∗ = 12.42093. For each value of n listed in the Tables 1-4,
100,000 values of λmax were simulated and the values in the column labeled xˆ
∗
n represent
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the corresponding 95% quantile for the simulated vector. In Table 2.1, the values in the
column labeled αˆ represent the percentage of values that are greater than x∗ = 12.42093.
The simulations were generated using p = .5 and λ = 1.
n xˆ∗n αˆ
250 11.86273 .03994
500 11.96688 .04188
750 12.02852 .04210
1000 12.10251 .04340
1500 12.14854 .04499
2000 12.13055 .04453
2500 12.16562 .04506
Table 2.1: ℓ = .1, h = .9 ⇒ x∗ = 12.42093
In order to see how selecting ℓ and h (which govern the amount of data that is cut-off on
each end-point) effects the convergence rates, this process is repeated with ℓ = 1− h = .04
(Table 2.2) and ℓ = 1− h = .24 (Table 2.3). The results in Table 2.2 were generated using
50,000 iterations for each n, and the results in Table 2.3 come from 25,000 iterations.
n xˆ∗n αˆ
250 12.49720 .03535
500 12.80629 .04148
750 12.77893 .04182
1000 12.85691 .04232
1500 12.90765 .04320
2000 12.96672 .04428
2500 12.97423 .04502
Table 2.2: ℓ = .04, h = .96 ⇒ x∗ = 13.2540
n xˆ∗n αˆ
250 10.58583 .04188
500 10.73361 .04464
750 10.61403 .04256
1000 10.85994 .04592
1500 10.88514 .04704
2000 10.89587 .04768
2500 10.98804 .04940
Table 2.3: ℓ = .24, h = .76 ⇒ x∗ = 11.02771
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Apparently, the larger the percentage of the data that is cut-off on each end-point when
testing for a change-point, the quicker the test statistic, Λ, converges to its asympotic
distribution.
What happens if instead of ignorning a constant percentage of the data on each end as
n increases, we ignore a constant amount of data on each end?
In the Table 2.4 below, for each value of n, xˆ∗n represents the 95% quantile for a vector
of 10,000 simulated values of Λ. For each n, we set ℓ = 50/n and h = 1 − 50/n for each
n. Hence, the cut-off value x∗n that satisifies ξ
(2)
[50/n,1−50/n](x
∗
n) = .05 is different for each n.
Again, αˆ represents the percentage of values that are greater than x∗n.
n x∗n xˆ∗n αˆ
250 11.96915 10.95867 .04164
500 12.42093 11.98232 .04156
750 12.63553 12.42703 .04200
1000 12.7735 12.66486 .04152
1500 12.95214 13.04258 .04376
2000 13.06975 13.20545 .04284
2500 13.15668 13.36739 .04348
Table 2.4: ℓ = 50/n, h = 1− 50/n
In any change-point test, one could use ℓ = 1/n and h = 1−1/n and solve ξ(2)[1/n,1−1/n](x∗) =
α for x∗, which could then be used as a cut-off value that can test for a change-point at any
place in the entire series of data. However, this is a bad idea for several reasons. First, the
closer ℓ is to 0 or h is to 1, the more inflated the cut-off x∗ becomes. In other words if ℓ is
very close to 0 or if h is very close to 1, then the x∗ that solves ξ(2)[ℓ,h](x
∗) = α will actually
be quite a bit larger than the true (1− α)100% cut-off.
In the case of change-point testing for precipitation data, it is especially unadvisable
to only ignore small amounts of data on each end because if nrk = 0 or if n
∗
rk = 0 then
Λk can not be calculated. In order to test for a change-point at a certain time using the
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method described in this paper, there must be observed rain on both sides of the suggested
change-point. If one is forced to test for a change-point in a series of data in which no rain
is observed on one side of the change-point, then one could test for a change-point in the
series {Jj}nj=1, which represents the occurence of rain on any given day.
An important observation is that for all simulations, αˆ < α˘. This implies that the
change-point test is conservative, and will never have a larger Type I error probability than
desired.
2.6 Power Analysis
Now that we have analyzed the likelihood of rejecting the null hypothesis when the null
hypothesis is true, we shall now examine the chances of accepting the null hypothesis when
it should be rejected. In other words, how succesful is the test at detecting change-points
when there actually is a change-point? The ability of a test to reject a false null hypothesis
is known as its power, where the Type II error, with a probability denoted by β, refers to
the chances of accepting a null hypothesis that should be rejected. Hence, the power of a
test equals the quantity 1− β.
The Type I error probability, α, can be computed, or at least reasonably well approxi-
mated, for most any statistical test. However, the power of a test typically depends upon
just how false the null hypothesis truly is. The power of any test depends upon the values
of the unknown parameters under the alternative hypothesis. In the case of precipitation
change-point testing, if there is a change of any magnitude in one or both of p or λ, then the
null hypothesis should be rejected. Keep in mind that the change-point could be anywhere!
The values of p and λ before and after the change-point, as well as the location of the
change-point, will all affect the power of the test. Additionally, the power depends upon
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the sample size n, and the selection of ℓ, h, and α.
In this section we assume that there is a change-point, before which p = .4 and λ = 10.
The value of these parameters after the change-point is varied, as is everything else that can
be altered and affect the power, which is then approximated using simulation. Also, p1 and
λ1 refer to the value of p and λ respectively before the change point, and pc+1 and λc+1 refer
to the parameter values after the change point. Unless otherwise stated, α = .05. For large
n, simulations are painfully slow, and accuracy is not quite as important when simulating
power; so for each test, power approximations were generated from 1000 iterations.
2.6.1 The Effect of the Magnitude of the Changes in p and λ
First, let’s assume that p stays constant throughout the entire precipitation series (p = .4),
which has length n = 2000. Also assume that there is a change-point half-way through the
data at c = 1000. We take, ℓ = 1− h = 0.1. With λ1 = 10, Table 2.5 shows how the value
of λc+1 affects the power.
λc+1 1− β
2 1.00
6 1.00
8 0.641
9 0.119
11 0.139
12 0.407
14 0.962
18 1.00
Table 2.5: n = 2000, c = 1000, p1 = pc+1 = .4, λ1 = 10
Now assume that λ stays constant throughout the entire series (λ = 10), which again
has length n = 2000 with a change-point at c = 1000 and with l/n = 1 − h/n = 0.1. For
p1 = .4, Table 2.6 shows how the value of pc+1 affects the power.
Clearly the test is not very effective at detecting small changes in the single parameter,
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pc+1 1− β
.24 1.00
.32 .814
.36 .196
.38 .079
.42 .074
.44 .207
.48 .761
.56 1.00
Table 2.6: n = 2000, c = 1000, λ1 = λc+1 = 10, p1 = .4
however it does consistently locate larger changes.
How well does the test detect the change-point when both parameters change? We let
n = 2000, c = 1000, p1 = .4, λ1 = 10 and ℓ = 1 − h = 0.1. The parameters pc+1 and
λc+1 are allowed to increase and decrease together, and the corresponding power is listed
in Table 2.7.
pc+1 λc+1 1− β
.28 7 0.999
.32 8 0.879
.36 9 0.229
.38 9.5 0.105
.42 10.5 0.365
.44 11 0.723
.48 12 0.992
.52 13 1.000
Table 2.7: n = 2000, c = 1000, p1 = .4, λ1 = 10
Now, is the test any more or less powerful if pc+1 and λc+1 change in opposite directions
(one increases while the other decreases)? Results are shown in Table 2.8.
Once again, the test shows difficulty detecting small changes; however large changes
are easily seen. The test also is more likely to find change-points when both parameters
change. For instance, when just p increased from .4 to .44, the power of the test is .207,
and when just λ increased from 10 to 11, the power is .139, however when both changes
happen simultaneously, the power becomes .723.
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pc+1 λc+1 1− β
.28 13 1.0000
.32 12 0.9850
.36 11 0.66800
.38 10.5 0.3460
.42 9.5 0.0640
.44 9 0.1790
.48 8 0..862
.52 7 1.00
Table 2.8: n = 2000, c = 1000, p1 = .4, λ1 = 10
2.6.2 The Effect of Sample Size
For n = 2000, c = 1000, p1 = .4, λ1 = 10 and ℓ = 1−h = 0.1, and for p1 = .44, λ1 = 9, which
is a relatively small change, the test does not pick up the change the majority of the time.
If c = n/2 is held fixed, and n is decreased, the test becomes even less effective. However,
by the time n is increased to 6000, the test is very capable at detecting change-points, as
shown in Table 2.9.
n 1− β
500 .0946
1000 .1701
1500 .2492
2000 .3466
3000 .5371
4000 .6950
5000 .7970
6000 .8802
Table 2.9: c = n/2, λ1 = 10, λc+1 = 9, p1 = .4, pc+1 = .44
2.6.3 The Effect of c
All the power simulations presented thus far were run for c = n/2. Is the test just as capable
of finding change-points that are close to the end-points as it is at finding ones that occur in
the middle of the data? The results in Table 2.10 are for the baseline case where, n = 2000,
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λ1 = 10, λc+1 = 11.5, p1 = .4, pc+1 = .46, and ℓ = 1− h = .05. Since the test is symmetric
with respect to c around c = n/2, the test need not be performed for c > n/2.
c 1− β
1000 .6826
800 .6572
600 .5714
400 .4448
200 .2214
100 .1078
Table 2.10: n = 2000, λ1 = 10, λc+1 = 11.5, p1 = .4, pc+1 = .46, ℓ = 1− h = .05
Clearly, the test becomes significantly less powerful when the change-point is closer to
one of the end-points. How drastic must the change be when the change-point is near the
edges in order for the test to be consistent (Table 2.11)?
pc+1 λc+1 1− β for c = 100 1− β for c = 200 1− β for c = 1000
.44 9 .0668 .1132 .3282
.48 8 .1770 .4646 .9668
.52 7 .5378 .9264 1.000
.56 6 .9040 .9988 1.000
.60 5 .9976 1.000 1.000
Table 2.11: n = 2000, ℓ = 1− h = .05, p1 = .4, λ1 = 10
In order for the test to locate change-points that occur very close to one of the end-
points, the change must be a drastic one.
2.6.4 The Effect of ℓ and h
If the change-point occurs in the middle of the data, the more data that we cut off on the
ends, the more powerful the test becomes, as is seen in Table 2.12.
However, when the change-point is not in the middle of the data, it is advantageous to pick
a smaller value of l/n and 1− h/n.
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ℓ = 1− h 1− β
.01 .5260
.05 .5822
.10 .6184
.15 .6570
.25 1.000
Table 2.12: n = 2000, c = 1000 λ1 = 10, λc+1 = 11.6, p1 = .4, pc+1 = .45
2.6.5 The Effect of α
Picking a larger value of α will result in a smaller cut-off value (x∗), which will cause the
power of the test to increase, as is seen in Table 2.13.
α 1− β
.01 .632
.05 .847
.10 .901
.15 .936
.20 .944
.25 .958
Table 2.13: n = 2000, c = 1000 λ1 = 10, λc+1 = 9, p1 = .4, pc+1 = .48
2.6.6 The Distribution of cˆ Under HA
In cases where a test detects a change-point, how accurate is the estimated value of the
location of the change-point, cˆ?
Using 10,000 iterations, for n = 2000, c = 1000, p1 = .4, pc+1 = .45, λ1 = 10, λc+1 = 12,
and ℓ = .1, the power was estimated as .7266 Also, the location of each change-point that
was found to be significant was recorded, and Figure 2.9 gives a histogram of the locations.
Table 2.14 represents the proportion of significant change-points that fell within the given
interval.
In order to see how the distribution of cˆ changes in a case where the power is greater, the
process was repeated using 10,000 iterations, for n = 2000, c = 1000, p1 = .4, pc+1 = .48,
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Figure 2.9: The Distribution of cˆ Under HA for 1− β = .7266
interval %
(900,1100) 47.58%
(800,1200) 68.04%
(700,1300) 78.52%
(600,1400) 84.93%
Table 2.14: Interval vs. percent of cˆ that fall in the interval, where 1− β = .7266
λ1 = 10, λc+1 = 12.5, and ℓ = 1− h/n = .1, the power was estimated to be 1− β = .9725.
As before, Figure 2.10 gives a histogram of the locations, Table 2.15 shows the proportion
of significant change-points that fell within the given interval.
interval %
(950,1050) 58.68%
(900,1100) 75.80%
(800,1200) 89.40%
(700,1300) 94.31%
(600,1400) 96.85%
Table 2.15: Interval vs. percent of cˆ that fall in the interval, where 1− β = .9725
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Figure 2.10: The Distribution of cˆ Under HA for 1− β = .9725
In order to see how the distribution of cˆ changes in a case where the power is worse,
the process was again repeated using 10,000 iterations, for n = 2000, c = 1000, p1 = .4,
pc+1 = .44, λ1 = 10, λc+1 = 11, and ℓ = 1 − h = .1, the power was estimated to be
1 − β = .3443. Again, Figure 2.11 gives a histogram of the locations, and then Table 2.16
reports the proportion of significant change-points that fell within the given interval.
interval %
(900,1100) 40.28%
(800,1200) 58.17%
(700,1300) 69.82%
(600,1400) 78.30%
(500,1500) 84.14%
Table 2.16: Interval vs. percent of cˆ that fall in the interval, where 1− β = .3443
When the test is more powerful, which is usually caused by a more drastic change, the
location of estimated change-points is more likely to be accurate.
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Figure 2.11: The Distribution of cˆ Under HA for 1− β = .3443
2.7 Testing Under Gamma Assumptions
The bulk of this change-point study was done assuming that precipitation follows anMExp
distribution because it is a reasonable model, the maximum likelihood extimators are easy to
find, and simulations run relatively fast when using it. However, most climatologists prefer
that rain be modeled using a gamma distribution, whether it be for annual, monthly, or daily
data. Therefore, we seek a method of change-point testing for a Type A precipitation model
in which G(z) ∼ Gamma(α, β). In order to apply a likelihood ratio for data that is gamma
distributed, we must first develop a method for finding maximum likelihood estimtators for
gamma data.
The shape parameter in a gamma distribution is ubiquitously denoted by α throughout
statistics and probability literature. Howver, in this paper, α is also used to refer to the
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probability of Type I error. Henceforth, we will use γ to denote the shape parameter in a
gamma distribution and α to represent a test’s Type I error probability.
2.7.1 Gamma MLEs
If X1, X2, . . . , Xn ∼ Gamma(γ, β) are iid, then each Xj has the density function,
f(x|γ, β) = 1
Γ(γ)βγ
xγ−1e−x/β , 0 ≤ x <∞, γ, β > 0.
The likelihood function becomes
fn(x|γ, β) =
n∏
j=1
1
Γ(γ)βγ
xγ−1j e
−xj/β
=
1
(Γ(γ))nβnγ
n∏
j=1
(
xγ−1j e
−xj/β
)
= (Γ(γ))−nβ−nγ
n∏
j=1
(
xγ−1j
)
e−
∑n
j=1 xj/β .
The log-likelihood is therefore
L(x|γ, β) = log(fn(x|γ, β)) =
n∑
j=1
log f(xj |γ, β)
= −nγ log(β)− n log(Γ(γ)) + (γ − 1)
n∑
j=1
log(xj)− 1
β
n∑
j=1
xj .
The MLEs for γ and β are values of γ and β for which ∂∂γL(x|γ, β) = 0 and ∂∂βL(x|γ, β) =
0. Differentiating yields
∂
∂β
L(x|γ, β) = −nγ
β
+
1
β2
n∑
j=1
xj =
1
β
−nγ + 1
β
n∑
j=1
xj

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∂∂βˆ
L(x|γˆ, βˆ) = 0⇒ −nγˆ + 1
β
n∑
j=1
xj = 0
⇒ βˆ = 1
nγˆ
n∑
j=1
xj
and
∂
∂γ
L(x|γ, β) = −n log(β)− n ∂
∂γ
log(Γ(γ)) +
n∑
j=1
log(xj).
The function ∂∂γ log(Γ(γ)) is known as the digamma function, and is denoted by ψ(γ).
Therefore
∂
∂γˆ
L(x|γˆ, βˆ) = 0⇒ −n log(βˆ)− nψ(γˆ) +
n∑
j=1
log(xj) = 0.
⇒ −n log
 1
nγˆ
n∑
j=1
xj
− nψ(γˆ) + n∑
j=1
log(xj) = 0.
⇒ −n log
(
1
γˆ
)
− n log
 1
n
n∑
j=1
xj
− nψ(γˆ) + n∑
j=1
log(xj) = 0.
⇒ log (γˆ)− ψ(γˆ)− log
 1
n
n∑
j=1
xj
+ 1
n
n∑
j=1
log(xj) = 0.
This is not an equation that can be solved explicitly. The MLE γˆ, must be found
numerically. However, any software package with a built-in digamma function and non-
linear equation solver should be able to solve the above equation for the proper αˆ.
Also, using any software package with a built-in gamma function and an optimize func-
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tion (such as R), one could simply maximize
L(x|γ) = nγˆ log(γˆ)− nαˆ log
 1
n
n∑
j=1
xj
− n log(Γ(γˆ)) + (γˆ − 1) n∑
j=1
log(xj)− nγˆ
with respect to γˆ to find the maximum likelihood estimate for γ.
2.7.2 Change-Point Testing for Annual and Monthly Rainfall Data
If {Xj}nj=1 is a series of non-zero monthly or annual precipitation data, usually each Xj is
thought to be independent with a Gamma(γ, β) distribution. For a fixed change-point time
k, it is assumed that
X1, . . . , Xk ∼ Gamma(γ1, β1)
Xk+1, . . . , Xn ∼ Gamma(γ2, β2)
and we test
H0 : γ = γ1 = γ2, β = β1 = β2
vs
HA : not H0
Thus the likelihood ratio statistic for this test is
Λk =
supθ
∏n
j=1 f(Xj |θ)
supθ1
∏k
j=1 f(Xj |θ1) · supθc+1
∏n
i=k+1 f(Xj |θc+1)
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=∏n
j=1 f(Xj |γˆ0, βˆ0)∏k
j=1 f(Xj |γˆk, βˆk) ·
∏n
j=k+1 f(Xj |γˆ∗k , βˆ∗k)
.
Hence
log(Λk) =
n∑
j=1
log f(Xj |γˆ0, βˆ0)−
k∑
j=1
log f(Xj |γˆk, βˆk)−
n∑
j=k+1
log f(Xj |γˆ∗k , βˆ∗k)
= nγˆ0 log(γˆ0)− nγˆ0 log
 1
n
n∑
j=1
xj
− n log(Γ(γˆ0)) + (γˆ0 − 1) n∑
j=1
log(xj)− nγˆ0
−c∗γˆk log(γˆk) + kγˆk log
1
k
k∑
j=1
xj
+ c∗ log(Γ(γˆk))− (γˆk − 1) k∑
j=1
log(xj) + kγˆk
−(n− k)γˆ∗k log(γˆ∗k) + (n− k)γˆ∗k log
 1
(n− k)
n−k∑
j=k+1
xj
+ (n− k) log(Γ(γˆ∗k))
−(γˆ∗k − 1)
n−k∑
j=k+1
log(xj) + (n− k)γˆ∗k ,
where γˆ0, βˆ0 are the MLE’s for the series {Xj}nj=1,
γˆk, βˆk are the MLE’s for the series {Xj}kj=1,
γˆ∗k , βˆ
∗
k are the MLE’s for the series {Xj}nj=k+1.
Λk does have an asymptotic χ
2 distribution with 2 degrees of freedom, which follows
from Theorem 2.4.1. So, we would reject the null hypothesis with 95% confidence if Λk >
5.991465. An example of this test can be seen in Wilks (2006).
When testing for an unknown change-point, the test statistic is, of course, λmax as
defined in 3.2.2.
To find the proper cut-off points for this test, knowing that the null hypothesis has
two free parameters, we could apply Theorem 2.5.1 and thereby solve α = ξ
(2)
[ℓ,h](x
∗) to find
x∗ = 12.42093 when α = .05 and ℓ = 1 − h = .1. Naturally, however, monthly and annual
rainfall data will have less observations than daily data. Hence, for smaller values of n,
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Table 2.17 shows a simulated 95% cut-off point, and compares it to the simulated Type 1
error probability (αˆ) had x∗ = 12.42093 been used as the cut-off.
n xˆ∗n αˆ
50 12.53647 .05170
100 12.02759 .04300
150 12.01029 .04220
200 11.89313 .04080
250 11.91596 .04056
500 12.01977 .04088
750 12.03077 .04168
1000 12.05874 .04252
Table 2.17: ℓ = .1, h = .9 ⇒ x∗ = 12.42093
Interestingly, Table 2.17 shows a that the simulated value xˆ∗n, is larger for smaller values
of n, quickly shrinks, and then begins to increases slightly as n increases. This phenonmenon
was not observed for any of the simulations involving the MExp distribution, and is due
to the fact that when using a gamma density, the distribution of the likelihood ratio, Λ,
depends upon the value of the parameter γ.
In order to illustrate the dependence of Λ on γ, Table 2.18 shows xˆ∗n and αˆ for simulations
under various values of γ when n = 50 and ℓ = 1− h = .1⇒ x∗ = 12.42093. The process is
repeated in Table 2.19 for n = 250 and again in 2.20 for n = 250. Clearly for small n the
dependence on γ is fairly drastic, however as n gets larger and the asymptotic distrubtion
of Λ is reached, the dependence on γ disappears.
γ xˆ∗n αˆ
.25 12.59333 .05336
.5 12.50611 .05168
1 12.38375 .04940
2 11.92313 .04104
4 11.25373 .02992
Table 2.18: γ vs. xˆ∗n and αˆ for n = 50
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γ xˆ∗n αˆ
.25 12.24498 .04600
.5 11.97263 .04100
1 11.95339 .03980
2 11.98542 .04040
4 11.70747 .03880
Table 2.19: γ vs. xˆ∗n and αˆ for n = 250
γ xˆ∗n αˆ
.25 12.06815 .04320
.5 12.04417 .04350
1 12.04551 .04200
2 11.92376 .04210
4 12.04468 .04280
Table 2.20: γ vs. xˆ∗n and αˆ for n = 500
2.7.3 Validation of MGam as a Model for Daily Rain Data
Convention suggests that if {Xi}ni=1 is a daily precipitation series, then each Xi is iid with
cdf
F (x) = 1− p+ pG(x),
for 0 ≤ p ≤ 1 where G(x) ∼ Gamma(γ, β). Such a distribution will be refered to as an
MGam for modified gamma. The mixed pdf is defined as
g(x|p, γ, β) =

p
Γ(γ)βαx
γ−1e−x/β if x > 0,
1− p if x = 0,
0 else.
Previously, we assumed a MExp distribution because of its relative simplicity. How
much information about the behavior of precipitation is being lost by using and exponential
model instead of a gamma one? Assume that the series {Yj}2823j=1 is observed precipitation
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on the wet days in our data. Now that we have presented the methods for finding MLE’s
under gamma assumptions, we can perform the following test:
H0 : Y1, Y2, . . . , Y2823 ∼ exp(λ),
HA : Y1, Y2, . . . , Y2823 ∼ gamma(γ, β).
An exponential model is a specific case of a gamma model, so the likelihood under the
alternative must be greater than or equal to the likelihood under the null.
The likelihood ratio statistic is found as follows:
λ(y) =
maxλ L(y|λ)
maxγ,β L(y|γ, β) =
L(y|λˆ)
L(y|γˆ, βˆ) .
Therefore,
−2 log(λ(y)) = −2 log(L(y|λˆ)) + 2 log(L(y|γˆ, βˆ))
= −2
2823 log(λˆ)− λˆ 2823∑
j=1
yj

+2
2823γˆ log(γˆ)− 2823γˆ log
 1
2823
2823∑
j=1
yj

+2
−2823 log(Γ(γˆ)) + (γˆ − 1) 2823∑
j=1
log(yj)− 2823γˆ

= 96.9521,
where λˆ = n∑n
j=1 yj
and γˆ and βˆ are the numerically computed MLE’s.
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The number of degrees of freedom under the alternative hypothesis minus the number of
degrees of freedom under the null is 1, so using Theorem 2.4.1 the asymptotic distribution
of this likelihood ratio statistic is χ21. The 95% cut-off is 3.841459, which is significantly
less than the computed value λ(y). Thus we reject an exponential distribution with a very
high degree of certainty. We conclude that it is beneficial to model the rain series under
gamma assumptions as opposed to the exponential assumptions presented thus far.
2.7.4 Fixed Change-Point Testing Under MGam Assumptions
If {Xj}nj=1 is a series of daily precipitation data, usually each Xj is thought to be indepen-
dent observations from a MGam(p, γ, β) distribution. For a fixed change-point at k, it is
assumed that
X1, . . . , Xk ∼MGam(p1, γ1, β1),
Xk+1, . . . , Xn ∼MGam(pc+1, γc+1, βc+1),
and
H0 : p = p1 = pc+1, γ = γ1 = γc+1, β = β1 = βc+1,
H∗A : not H0.
As in the construction for Λk under the assumption of an MExp distribution, let nr be
the total number of wet days, nrk be the number of wet days before the fixed change-point
at k and let n∗rk be the number of wet days after the change-point.
Also, let the IID series
{Yj}nj=1 ∼ Gamma(γ, β)
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represent each wet day in the length-n series, and likewise let
{Yj}nrkj=1 ∼ Gamma(γ1, β1), {Yj}nrj=nrk+1 ∼ Gamma(γc+1, βc+1)
represent the wet days before and after the change-point, respectively, where n∗rk = nr−nrk.
If, as for the general Type A precipitation model,
y = {Yj}nrj=1, y1 = {Yj}nrkj=1, and y∗k = {Yj}nrj=nrk+1,
then,
γˆ0, βˆ0 are the MLE’s for the series y,
γˆk, βˆk are the MLE’s for the series yk,
γˆ∗k , βˆ
∗
k are the MLE’s for the series y
∗
k.
These estimates are found using the previously described methods, and the maximized
log-likelihood for each of those series of observations is given by
L(y|γˆ0, βˆ0) = −nγˆ0 log(βˆ0)− n log(Γ(γˆ0)) + (γˆ0 − 1)
n∑
j=1
log(yj)− 1
βˆ0
n∑
j=1
yj ,
L(yk|γˆk, βˆk) = −nrkγˆk log(βˆk)− nrk log(Γ(γˆk)) + (γˆk − 1)
nrk∑
j=1
log(yj)− 1
βˆk
nrk∑
j=1
yj ,
L(y∗k|γˆ∗k , βˆ∗k) = −n∗rkγˆ∗k log(βˆ∗k)− n∗rk log(Γ(γˆ∗k)) + (γˆ∗k − 1)
n∗
rk∑
j=1
log(yj)− 1
βˆ∗k
n∗
rk∑
j=1
yj .
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Now we can compute
Λk =
supp,γ,β
∏n
j=1 f(Xj |p, γ, β)
supp1,γ1,β1
∏k
j=1 f(Xj |p1, γ1, β1) · suppc+1,γc+1,βc+1
∏n
j=k+1 f(Xj |pc+1, γc+1, βc+1)
=
∏n
j=1 f(Xj |pˆ, γˆ0, βˆ0)∏k
j=1 f(Xj |pˆk, γˆk, βˆk) ·
∏n
j=k+1 f(Xj |pˆ∗k, γˆ∗k , βˆ∗k)
=
(1− pˆ0)n−nr(pˆ0)nr
∏nr
j=1 f(Yj |γˆ0, βˆ0)
(1− pˆk)k−nrk(pˆk)nrk
∏nrk
j=1 f(Yj |γˆk, βˆk) · (1− pˆ∗k)(n−k)−n
∗
rk(pˆ∗k)
n∗
rk
∏nr
j=nrk+1
f(Yj |γˆ∗k , βˆ∗k)
.
So,
log(Λk) = (n− nr) log (1− pˆ0) + nr log (pˆ0)− (k − nrk) log (1− pˆk)
−nrk log (pˆk)− ((n− k)− n∗rk) log (1− pˆ∗k)− n∗rk log (pˆ∗k)
+
nr∑
j=1
log f(Yj |γˆ0, βˆ0)−
nrk∑
j=1
log f(Yj |γˆk, βˆk)−
nr∑
j=nrk+1
log f(Yj |γˆ∗k , βˆ∗k)
and
log(Λk) = (n− nr) log
(
1− nr
n
)
+ nr log
(nr
n
)
− (k − nr1) log
(
1− nrk
k
)
−nrk log
(nrk
k
)
− ((n− k)− n∗rk) log
(
1− n
∗
rk
n− k
)
− n∗rklog
(
n∗rk
n− k
)
+L(y|γˆ0, βˆ0)− L(y1|γˆk, βˆk)− L(yc+1|γˆ∗k , βˆ∗k).
For fixed k as a result of Theorem 2.4.1, −2log(Λk)→ χ23 where χ23 is a chi-squared random
variable with three degrees of freedom (because there are 3 free parameters under H0), as
n→∞. Therefore, H0 rejects in favor of H∗A with 95% confidence if −2log(Λk) > 7.8147.
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2.7.5 Testing for an Unknown Change-Point Under MGam Assumptions
As before, when testing for an unknown change-point, we test the same H0 (that there
is no change-point) against the alternative, HA, that there is a change-point c such that
l ≤ c ≤ h. The test statistic is λmax as defined in (3.2.2).
Because there are three free parameters under H0, then it follows from Theorem 2.5.1
that for large n, HA rejects if λmax > x
∗ where ξ(3)[ℓ,h](x
∗) = α. For instance, if we ignore
10% of the observations on each end, then because ξ
(3)
[.1,.9](14.92045) = .05, We reject HA
with 95% confidence if λmax > 14.92045.
2.8 Results and Conclusions
For the data set, n = 6353 and nr = 2823. If we assume an MExp model, we find
pˆ = .444357 and λˆ = 10.14956.
2.8.1 Application of the Change-Point Tests
Using a MExp model and discarding 10% of the data on each end, we find −2 log(Λ) =
66.57622 with cˆ = 4409. Because 66.57 >> 12.42, which is the 95% cut-off using d = 2,
we can reject H0 with a very high degree of confidence. The change-point test finds that
pˆcˆ = .4767521, pˆ
∗
cˆ = .3708848, λˆcˆ = 9.92352 and λˆ
∗
cˆ = 10.87153. Figure 2.12 is a graph of k
vs. −2 log(Λk) under MExp assumptions.
However, do the results change if we instead assume that the series follows a MGam
model? When 10% is ignored on each end −2 log(Λ) = 66.79801 where cˆ = 4409. The 95%
rejection value for this model is x∗ = 14.92045, hence the null hypothesis still is soundly
rejected. Also, the estimates are pˆcˆ = .4767521 and pˆ
∗
cˆ = .3708848, γˆcˆ = .7927821 and
γˆ∗cˆ = .837829, and βˆcˆ = .1271102 and βˆ
∗
cˆ = .1160260. The graph of k against −2 log(Λk)
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Figure 2.12: k vs. −2 log(Λk) for MExp Model
under MGam assumptions is shown in Figure 2.13.
Figure 2.13: k vs. −2 log(Λk) for MGam Model
The results of the change-point test are nearly identical for the MExp and MGam
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models of precipitation. Will this always be the case, or do the models produce similiar
results only because the drastic change in p nullifies the relatively small change in the
amount of rain on wet days?
If we examine {Yj}2823j=1 , which is the series of rainfall magnitudes on rainy days, we
can assume that it is a sample from an exp(λ) distribution and then test for a change in
λ. This is the same as testing the alternative hypothesis that p1 = pc+1 and λ1 6= λc+1
for some c under MExp assumptions. If 10% is ignored on each end, then −2 log(Λ) =
15.34574 where cˆ = 1856 (which corresponds to the 3647th day overall). Since the p-value
≈ ξ(1)[.1,.9](15.34574) = .003177, the test shows a significant change in the amount of rain.
The test shows λˆcˆ = 9.6491 and λˆ
∗
cˆ = 11.2717. The graph of k against −2 log(Λk) for this
test is shown in Figure 2.14.
Figure 2.14: k vs. −2 log(Λk) for exp(λ) Model of Yj
If we assume that {Yj}2823j=1 is a sample from a gamma(γ, β) distribution, we can test for
a change-point in γ or β. If 10% is ignored on each end, then −2 log(Λ) = 15.20998 where
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cˆ = 1856. The p-value ≈ ξ(2)[.1,.9](15.20998) = .015449, hence the test still shows a significant
change in the amount of rain on rainy days. The test finds γˆcˆ = .7838523, γˆ
∗
cˆ = .8513023,
and βˆ1 = .1323837 and βˆ2 = .1042141. The graph of k against −2 log(Λk) for this test is
shown in Figure 2.15.
Figure 2.15: k vs. −2 log(Λk) for Gamma(γ, β) Model of Yi
As you can see, nearly identical change-point are obtained from gamma or exponential
assumptions in this series of preciptation data.
We can also test for a change-point in only the occurence of rain, which is to test under
an alternative of p1 6= pc+1 where all other parameters do not change. This test produces
−2 log(Λ) = 62.17394 where cˆ = 4409, which is a highly significant change-point. Once
again, pˆcˆ = .4767521 and pˆ
∗
cˆ = .3708848. The graph of k against −2 log(Λk) for this test is
shown in Figure 2.16.
In Section 5.1 change-points are detected in this dataset when the Type B models are
assumed (i.e. when the occurrence of rain is assumed to behave like a Markov chain).
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Figure 2.16: k vs. −2 log(Λk) for testing just p1 6= pc+1
2.8.2 Conclusions
The test showed that there was a significant change in the amount of rain on wet days in
our data. However, there is a far more drastic change in the probability of rain that drives
the overall behavior of the test statistic. This is one of the advantages of the change-point
test as developed for the overall model: it produces a single change-point when testing for
change-points in the individual parameters might produce multiple change-points.
If it is plausible to consider that each parameter might change at separate times, it
might be best to test for changes in each parameter separately. However, it may be difficult
to imagine an instance where naturally the probably of rain would change at one time, and
then the amount that it rains on wet days would change at another.
It may seem excessively arduous to test for an over-all change-point while also performing
other tests for changes in individual parameters, but fortunately, those and other tests are
able to be performed with relative ease using the methods developed in this paper. This is
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because the Brownian bridge based asymptotic distribution of λmax that produces quantiles
via the function, ξ
(d)
[ℓ,h](x
∗) provides a very versatile test that allows us to test assumptions
for a myriad of models.
There are, of course, several drawbacks. Since it is an asymptotic test, a large sample
size is required. Even when there is a large sample size, the exact Type I error probability
is still unknown and cannot be precisely estimated. Somewhat disturbing is the fact that
under the null hypothesis, cˆ has a blatantly non-uniform distribution. Also, the test becomes
highly volatile for change-points that may occurring near one of the end-points. However,
any change-point test will have poor power if a change occurs near an end-point, so it may
not be particularly advantageous to test for such changes. We recommend that 10% of
the data on each end-point be ignored, due to the fact that the test appears to be stable
when l/n = 1− h/n = .1 and you still can search for change over a wide range of the data.
However, the method described in this paper will allow for one to perform a test over any
range of the data that the experimenter wishes to use.
The main advantage of using ξ
(d)
[ℓ,h](x
∗) to produce test quantiles is that almost any model
can be tested for change in this fashion. All that is necessary is that one have a method
for producing maximum likelihood estimates for the parameters in the assumed model.
Then one can promptly calculate Λk which promptly begets Λ. In this paper, methods for
testing MExp and MGam models are explained; however if one wishes to assume that rain
behaves via a Markov chain, one need only determine the method for finding maximum
likelihood estimates for the two probability parameters in the two-state Markov model (see
Section 5.1), If a gamma distribution is assumed for Zi, then quantiles can be produced
using ξ
(4)
[ℓ,h](x
∗).
Statistics is, by definition, an imprecise science, and it is used to analyze precise sciences,
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such as climatology. Even though the climate behaves in a definite fashion, no statistical
test to determine that behavior can ever be equally as definite. Even though the methods
presented in this paper may not be perfect, they do apply some of the most sophisticated
and powerful techniques in the realm of modern statistical science.
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Chapter 3
Tropical Cyclone Data and the
Maximally Selected χ2 Test
3.1 Introduction
Climate change is unquestionably one of the most contentious and active areas of research in
all of science. Anthropogenic climate change has caused a recent increasing trend in global
air temperatures is that is widely recognized (Houghton et al. 2001; Karl & Trenberth
2003). Consequentially, higher sea surface temperatures (SSTs) are also observed (Cane
et al. 1997). Although hurricanes infamously thrive off of warmer waters, due to fewer
reliable data authors fail to reach a ubiquitous conclusion as to whether or not rising SSTs
are causing a change in the behavior of tropical cyclones. Several researchers state that
recent increases in Atlantic cyclone activity can be connected to rising air and sea surface
temperatures (Anthes et al. 2006; Emanuell et al. 2008; Saunders & Lee 2008), however
others claim that no firm conclusions can yet be made (Pielke et al. 2006; Landsea 2007).
Those who acknowledge a significant change in Atlantic cyclone behavior have differing
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opinions on the exact nature of the change. For instance Saunders & Lee (2008) claim
that there is a noticeable increase in arrival rates (occurrence or frequency) of cyclones,
where as Emanuell (1987, 2005) claims any change in cyclone behavior shall manifest as an
increase in intensity (strength) of storms. Most authors agree that the true effect is some
combination of the two aforementioned possibilities.
In comparison to the interminable plethora of noteworthy research by respected clima-
tologists in regards to change in cyclone behavior, the studies on the topic that are mainly
statistical in motivation are relatively sparse. Some notable papers include the Markov
Chain Monte Carlo methods of Elsner et al. (2004) and the Bayesian-based change-point
approach of Jewson & Pezner (2008). Although their methods differ from the asymptotic
results we employ, these authors do agree that data on Atlantic cyclone activity display
regime shifts around 1900, 1945 and 1995. The scientists who are most familiar with the
history of the datasets on Atlantic cyclones are able to provide explanation for such shifts
(Landsea et al. 2008; Jarrell et al. 1992; Neumann et al. 1999).
Throughout the study in this chapter, we seek to detect possible change-points in cyclone
behavior by examining data series on cyclone frequency as well as series on descriptive vari-
ables (such as wind speed) and to contribute incite towards the above quandaries of whether
anthropogenic climate change is affecting cyclone patterns while applying (and importantly
validating) innovative statistical methods. The methods require us to assume we have ob-
served a length-n sequence of random variables, X1, . . . , Xn. If n, the sample size, represents
the total number of years over which tropical cyclones were observed and if Xj represents
total number of cyclones observed in the Atlantic basin in year j, then we are interested in
testing for changes in the distribution of Xj over time. Also, n might represent the total
number observed cyclones over the course of all years, and Xj represents some descriptive
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variable of the jth cyclone. For instance, Xj could represent the maximum observed wind
speed of the cyclone. A fundamental assumption on the sequence {X1, . . . , Xn} (whether it
represent cyclone occurrences or a descriptive variable) is they random variables are inde-
pendent. If we assume Xj has distribution function Fj(x), then we are primarily interested
in testing the null hypothesis of (1.1.1) against the at most one change-point alternative of
(1.1.2).
In accordance with the theme of this dissertation, all of the methods in this chapter uti-
lize asymptotic test statistics, including the CUSUM tests, but we primarily use maximally
selected χ2 tests, which are extensions of the classic Pearson’s χ2 test.
3.2 Nonparametric Methods
Often in practice the sampling distribution is unknown and nonparametric tools are re-
quired. Cyclone frequencies analyzed using Poisson models, however it may nevertheless
be of interest to apply nonparametric methods to their arrival rates, and it is certainly
necessary to use nonparametric methods in the case of certain descriptive variables. Thus
we introduce two primary nonparametric change-point tests. Again, assuming we have
observed Xi, . . . , Xn, a sequence of IID random variables with finite variance, then the
maximally selected CUSUM test statistic is
CUSUMmax = max
1≤k≤n
∣∣∣∣ 1σˆCUSUMk
∣∣∣∣ , (3.2.1)
where σˆ is any consistent estimator of σ (typically the sample variance is used). We define
λ˜max = max
ℓ≤ k
n
≤h
λ˜k
σˆ2
= max
ℓ≤ k
n
≤h
(CUSUMk)
2
σˆ2 kn
(
1− kn
) , (3.2.2)
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which is an LR-type statistic that is referred to as the adjusted CUSUM statistic.
Theorem 3.2.1 Assuming that n is large and that (1.1.1) holds so that {X1, . . . , Xn} is
an IID sequence of random variables with finite variance σ2, then Slutsky’s theorem and
(1.1.11) show,
CUSUMmax
D−→ sup
0≤t≤1
|B(t)|, (3.2.3)
and thus (1.1.12) can be used to find p-values of the maximally selected CUSUM test. Slut-
sky’s theorem and (1.1.15) imply
λ˜max
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) , (3.2.4)
and p-values for this adjusted CUSUM test are approximated using (1.1.19) with d = 1.
3.2.1 Maximally Selected χ2 Tests
Pearson’s χ2 test statistic represents one of the fundamental hypothesis test statistics in
elementary statistical analysis. Maximally selected χ2 tests (where the test statistic becomes
the maximum of a sequence of χ2 statistics) are discussed sparingly throughout the literature
and primarily appear in biostatistics research (see Halpern 1982; Koziol 1991; Betensky &
Rabinowitz 1999) where they are used to compare the sampling distributions of two or more
independent samples. However, Horva´th & Serbinowska (1995) discuss maximally selected
χ2 tests as a method of detecting change-points in multinomial data. However, they do not
truncate the set K and therefore utilize different test statistics (with different proofs and
applications) than we discuss.
Both tests in Theorem 3.2.1 are designed to detect shifts in mean. However, there are
certainly several types of changes in distribution that might not manifest as mean shifts. Our
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maximally selected χ2 test may be used to detect changes in multinomial (or categorical)
observations, however our applications require a setup similar to a goodness-of-fit test. We
partition the real number line intom classes (or categories) where pi denotes the probability
that an observation falls into class i. We then seek to detect a change in pi for some i.
Letting
Ni,j =

1, if the jth observation falls in the ith category ,
0, otherwise ,
(3.2.5)
then for each j, 1 ≤ j ≤ n, the vector N j = {N1,j , . . . , Nm,j} quantifies a multinomial
observation with one trial and associated probability vector p = {p1, . . . , pm}. We will test
the null hypothesis of (1.1.1) against the alternative of 1.1.2 by directly testing that each
pi (1 ≤ i ≤ m) does not change under H0 where as under HA at least two of the pi change
at an unknown time c.
If k represents a potential change-point time, then Oi,n =
∑n
j=1Ni,j represents the
number observed in category i in the entire data sequence, Oi,k =
∑k
j=1Ni,j represents the
number observed in category i in the first k observations, and O∗i,k =
∑n
j=k+1Ni,j represents
the number observed in category i in the last n−k observations. Therefore, the estimator of
pi under H0 is pˆi = Oi/n. When HA is assumed true, the estimator of pi before the change-
point is pˆi,k = Oi/k and the estimator of pi after the change-point is pˆ
∗
i,k = O
∗
i,n/(n − k).
Letting Ê[Oi,k] = kpˆi =
k
nOi,n and Ê[O
∗
i,k] = (n − k)pˆi = n−kn Oi,n, the χ2 statistic for a
change at time k is
χ2k =
m∑
i=1
(
Oi,k − Ê[Oi,k]
)2
Ê[Oi,k]
+
m∑
i=1
(
O∗i,k − Ê[O∗i,k]
)2
Ê[O∗i,k]
(3.2.6)
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Theorem 3.2.2 Letting
χ2max = max
ℓ≤ k
n
≤h
χ2k. (3.2.7)
be the test statistic for testing (1.1.1) vs. (1.1.2) by directly testing for a change in the
associated categorical probability vector, p, then it holds that
χ2max
D−→ sup
ℓ≤t≤h
B(m−1)(t)
t(1− t) (3.2.8)
where B(m−1)(t) is defined in (1.1.17). Also, p-values for this test are approximated using
(1.1.19) with d = m− 1.
Proof. Because Oi,k + O
∗
i,k =
k
nOi +
n−k
n Oi, it holds that O
∗
i,k − n−kn Oi = −
(
Oi,k − knOi
)
.
Therefore,
χ2k =
m∑
i=1
1
pˆi
(
Oi,k − k
n
Oi,n
)2(1
k
+
1
n− k
)
(3.2.9)
=
n
k(n− k)
m∑
i=1
1
pˆi
(
Oi,k − k
n
Oi,n
)2
. (3.2.10)
Letting
X2k =
n
k(n− k)
m∑
i=1
1
pi
(
Oi,k − k
n
Oi,n
)2
, (3.2.11)
we see by Slutsky’s theorem that χ2k and X
2
k are asymptotically equivalent, and
max
ℓ≤ k
n
≤h
χ2k = max
ℓ≤ k
n
≤h
X2k + op(1). (3.2.12)
As previously stated p = {p1, p2, . . . , pm} is a vector representing the categorical probabil-
ities. Also, for 1 ≤ l ≤ n (in this proof we use t to denote observation number), recall the
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definition of Ni,t in (3.2.5). Following (3.2.11),
X2k =
1
k
n
(
1− kn
) m∑
i=1
1
pi
[
1√
n
(
k∑
t=1
Ni,t − k
n
n∑
t=1
Ni,t
)]2
. (3.2.13)
Since N t = {N1,t, N2,t, . . . , Nm,t}, we see E[N t] = p and Cov[N t] = Σ where Σ is an
m×m matrix with entries,
σij =

pi(1− pi), if i = j,
−pipj , if i 6= j.
(3.2.14)
Note that Σ has rankm−1, thus we can factor Σ so that Σ = Γ′Γ where Γ is an (m−1)×m
matrix with rank (m − 1). According to Graybill (1976) for each t, 1 ≤ t ≤ n, there exists
a length-(m− 1) vector of random variables, ζt = {ζ1,t, ζ2,t, . . . , ζm−1,t} so that N t D= Γ′ζt.
Since ΓΓ′ is invertible, it holds that E[ζt] = (ΓΓ
′)−1 Γp and Cov[ζt] = Im−1.
We define the m×m matrix A so that it has entries aij where
aij =

1
pi
, if i = j,
0, if i 6= j.
(3.2.15)
We note that ΣA = I − B where B is a m × m matrix with entries bij = pi. Because∑m
i=1 pi = 1, we can show B
2 = B. Therefore,
(ΣA)2 = (I −B)2 = I − 2B +B2 = I −B = ΣA. (3.2.16)
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Because ΓΓ′ is non-singular it may be shown that,
ΣAΣA = ΣA,
=⇒ Γ′ΓAΣAΓ′ = Γ′ΓAΓ′,
=⇒ ΓΓ′ΓAΣAΓ′ = ΓΓ′ΓAΓ′,
=⇒ (ΓΓ′)−1 ΓΓ′ΓAΣAΓ′ = (ΓΓ′)−1 ΓΓ′ΓAΓ′,
=⇒ ΓAΣAΓ′ = ΓAΓ′,
=⇒ (ΓAΓ′) (ΓAΓ′) = ΓAΓ′.
(3.2.17)
Thus, ΓAΓ′ is an (m− 1)× (m− 1) idempotent matrix, and according to Graybill (1976)
the rank of ΓAΓ′ is (m− 1). Hence,
ΓAΓ′ = Im−1. (3.2.18)
We let Y k = {Y1,k, Y2,k, . . . , Ym,k} be anm-length vector of CUSUMs of the observed counts
in each category, thereby
Y k =
1√
n
(
k∑
t=1
N t − k
n
n∑
t=1
N t
)
. (3.2.19)
Thus, E[Y k] = 0 and Cov[Y k] =
k
n
(
1− kn
)
Σ. Letting Zk = {Z1,k, Z2,k, . . . , Zm−1,k} be
an (m− 1)-length vector of CUSUMs of the ζt’s we see
Zk =
1√
n
(
k∑
t=1
ζt −
k
n
n∑
t=1
ζt
)
. (3.2.20)
We note that
{Y k}1≤k≤n D= {Γ′Zk}1≤k≤n, (3.2.21)
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and that E[Zk] = 0 and Cov[Zk] =
k
n
(
1− kn
)
Im−1. Therefore, by (3.2.13) we see,
X2k =
1
k
n
(
1− kn
)Y ′kAY k
D
=
1
k
n
(
1− kn
)Z ′kΓAΓ′Zk
=
1
k
n
(
1− kn
)Z ′kZk
=
1
k
n
(
1− kn
) m−1∑
i=1
Z2i,k
=
1
k
n
(
1− kn
) m−1∑
i=1
[
1√
n
(
k∑
t=1
ζi,t − k
n
n∑
t=1
ζi,t
)]2
. (3.2.22)
Additionally, {
X2k
}
1≤k≤n
D
=
{∑m−1
i=1 (Zi,k)
2
k
n
(
1− kn
) }
1≤k≤n
. (3.2.23)
After using (3.2.12), (3.2.23), the fact that Cov(ζi,l, ζj,l) = 0 for all l when i 6= j, and finally
(1.1.18), we see that (3.2.8) holds.
The maximally selected χ2 test provides an excellent example of why the set of all
admissible change points should be truncated in change-point tests. For each k, standard
convention for Pearson’s test (because of its asymptotic nature) requires that E[Oi,k] ≥ 5
and that E[O∗i,k] ≥ 5 for all i in this example. Therefore, by traditional statistical theory,
it would be unreasonable to use an asymptotic test try to detect a change-point when there
is a small number of observations on one side of the change-point time.
If we assume that N j = {N1,j , . . . , Nm,j} for 1 ≤ j ≤ n are multinomial observations
and associated m-dimensional categorical probability vector pj and we wish to test H0 :
p1 = . . . = pn vs. HA : p1 = . . . = pc 6= pc+1 = . . . = pn for some time c, then we are
now interested in examining the likelihood ratio test statistic. In this case it holds that the
86
likelihood ratio test statistic for a change-point at k is
Λk =
∏m
i=1 pˆ
Oi,n
i∏m
i=1 pˆ
Oi,k
i,k ·
∏m
i=1 pˆ
∗
i,k
O∗
i,k
=
∏m
i=1 pˆ
npˆi
i∏m
i=1 pˆ
kpˆi,k
i,k ·
∏m
i=1 pˆ
∗
i,k
(n−k)pˆ∗
i,k
. (3.2.24)
We are interested in comparing the LRT with the χ2 test.
Theorem 3.2.3 Given that we have a sequence of multinomial (or categorical) observations
and given that the null hyptothesis of there being no change in the categorical probabilities
holds then
∣∣∣∣∣ maxℓ≤ k
n
≤h
(−2 lnΛk)− max
ℓ≤ k
n
≤h
(
χ2k
)∣∣∣∣∣ = op(1), (3.2.25)
for any 0 < ℓ < h < 1 where χ2k is defined in (3.2.6) Λk is defined in (3.2.24). Therefore
this theorem and Theorem 2.5.1 combined can be used to prove Theorem 3.2.2.
Proof. We know Oi = Oi,k +O
∗
i,k thus npˆi = kpˆi,k + (n− k)pˆ∗i,k and we can write
Λk =
m∏
i=1
(
pˆi
pˆi,k
)kpˆi,k
·
m∏
i=1
(
pˆi
pˆ∗i,k
)(n−k)pˆ∗
i,k
=
m∏
i=1
(
pˆi,k
pˆi
)−kpˆi,k
·
m∏
i=1
(
pˆ∗i,k
pˆi
)−(n−k)pˆ∗
i,k
Therefore,
log Λk = −
m∑
i=1
kpˆi,k ln
(
pˆi,k
pˆi
)
−
m∑
i=1
(n− k)pˆ∗i,k ln
(
pˆ∗i,k
pˆi
)
= −
m∑
i=1
kpˆi,k ln
(
1 +
pˆi,k − pˆi
pˆi
)
−
m∑
i=1
(n− k)pˆ∗i,k ln
(
1 +
pˆ∗i,k − pˆi
pˆi
)
.
Using the Taylor series expansion, − ln(1 + x) = −x+ 12x2 − 13x3 + . . ., we see
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log Λk =
m∑
i=1
[
−kpˆi,k
(
pˆi,k − pˆi
pˆi
)
+
1
2
kpˆi,k
(
pˆi,k − pˆi
pˆi
)2
+Ai,k
]
+
m∑
i=1
[
−(n− k)pˆ∗i,k
(
pˆ∗i,k − pˆi
pˆi
)
+
1
2
(n− k)pˆ∗i,k
(
pˆ∗i,k − pˆi
pˆi
)2
+A∗i,k
]
where Ai,k and A
∗
i,k are terms of order greater than 2. Continuing,
log Λk =
m∑
i=1
[
−kpˆi,k
(pˆi,k − pˆi)
pˆi
+
1
2
k
(pˆi,k − pˆi)2
pˆi
+Ai,k +Bi,k
]
+
m∑
i=1
−(n− k)pˆ∗i,k
(
pˆ∗i,k − pˆi
)
pˆi
+
1
2
(n− k)
(
pˆ∗i,k − pˆi
)2
pˆi
+A∗i,k +B
∗
i,k

where
Bi,k =
1
2
k (pˆi,k − pˆi)
(pˆi − pˆi,k)2
pˆ2i
(3.2.26)
and
B∗i,k =
1
2
(n− k) (pˆ∗i,k − pˆi)
(
pˆi − pˆ∗i,k
)2
pˆ2i
. (3.2.27)
88
We may show that k (pˆi,k − pˆi) + (n− k)
(
pˆ∗i,k − pˆi
)
= 0, thus
log Λk =
m∑
i=1
[
−kpˆi,k
(pˆi,k − pˆi)
pˆi
+ kpˆi
(pˆi,k − pˆi)
pˆi
+
1
2
k
(pˆi,k − pˆi)2
pˆi
]
+
m∑
i=1
−(n− k)pˆ∗i,k
(
pˆ∗i,k − pˆi
)
pˆi
+ (n− k)pˆi
(
pˆ∗i,k − pˆi
)
pˆi
+
1
2
(n− k)
(
pˆ∗i,k − pˆi
)2
pˆi

+
m∑
i=1
(
Ai,k +Bi,k +A
∗
i,k +B
∗
i,k
)
=
m∑
i=1
[
−k (pˆi,k − pˆi)
(pˆi,k − pˆi)
pˆi
+
1
2
k
(pˆi,k − pˆi)2
pˆi
]
+
m∑
i=1
−(n− k) (pˆ∗i,k − pˆi)
(
pˆ∗i,k − pˆi
)
pˆi
+
1
2
(n− k)
(
pˆ∗i,k − pˆi
)2
pˆi

+
m∑
i=1
(
Ai,k +Bi,k +A
∗
i,k +B
∗
i,k
)
= −1
2
 m∑
i=1
k
(pˆi,k − pˆi)2
pˆi
+
m∑
i=1
(n− k)
(
pˆ∗i,k − pˆi
)2
pˆi

+
m∑
i=1
(
Ai,k +Bi,k +A
∗
i,k +B
∗
i,k
)
It it easy to show that
max
ℓ≤ k
n
≤h
|Ai,k| = op(1),
max
ℓ≤ k
n
≤h
∣∣A∗i,k∣∣ = op(1),
max
ℓ≤ k
n
≤h
|Bi,k| = op(1),
and
max
ℓ≤ k
n
≤h
∣∣B∗i,k∣∣ = op(1).
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Therefore,
max
ℓ≤ k
n
≤h
(−2 log Λk) = max
ℓ≤ k
n
≤h
 m∑
i=1
k
(pˆi,k − pˆi)2
pˆi
+
m∑
i=1
(n− k)
(
pˆ∗i,k − pˆi
)2
pˆi
+ op(1)
= max
ℓ≤ k
n
≤h
(
χ2k
)
+ op(1).
3.3 Tests for Poisson Data
Arrival times of tropical cyclones (regardless of the specific definition of an arrival) are
modeled (Mooley 1981; Thompson & Guttorp 1986; Solow 1989a,b; Lund 1994) by a non-
homogeneous Poisson process {N(t), t ≥ 0} with a periodic intensity function, m(t) with a
period of 1 year. If the landfalling times in year j (1 ≤ j ≤ n), have intensity function
mj(t), 0 ≤ t ≤ 1, and if Xj denotes the number of hurricanes that make landfall during
year t, then Xj has a Possion distribution with mean λj =
∫ 1
0 mj(u)du. Therefore a change
in the periodic arrival rate of cyclones will appear as a change in E[Xj ] = λj . Assuming
{X1, . . . , Xn} is an independent set of random variables, we test
H0 : λ1 = λ2 = . . . = λn = λ (3.3.1)
vs.
HA : λ1 = . . . = λc 6= λc+1 = . . . = λn
for some time c.
(3.3.2)
Next we develop a statistic for testing (3.3.1) vs. (3.3.2) that is similar to the Pearson’s χ2
in that it is asymptotically χ2 for each change-point time, k and its test statistic has the
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same basic setup. Recall the basic form of a Pearson’s χ2 statistic which uses blocks in a
contingency table while each block contributes
(
O − Ê[O]
)2
/Ê[O] to the overall statistic.
We let Ck =
∑k
i=1Xi represent the number of observed cyclones in the first k years and
let C∗k =
∑n
i=k+1Xi represent the number of observed cyclones in the ensuing n− k years.
Therefore λˆ = Cn/n estimates the arrival rate when there is no change, and if there is
a change, λˆk = Ck/k estimates the arrival rate before the change and λˆ
∗
k = C
∗
k/(n − k)
estimates the arrival rate after the change. Defining Ê[Ck] = kλˆ =
k
nCn and Ê[C
∗
k ] =
(n− k)λˆn = n−kn Cn, then we can develop a statistic that is similar to (3.2.6):
X21,k =
(
Ck − Ê[Ck]
)2
Ê[Ck]
+
(
C∗k − Ê[C∗k ]
)2
Ê[C∗k ]
(3.3.3)
=
(
Ck − knCn
)2
k
nCn
+
(
C∗k − n−kn Cn
)2
n−k
n Cn
Because Ck + C
∗
k =
k
nCn +
n−k
n Cn, it holds that C
∗
k − n−kn Ck = −
(
Ck − knCi
)
. Therefore,
X21,k =
1
λˆ
(
Ck − k
n
Cn
)2(1
k
+
1
n− k
)
=
n
k(n− k) ·
1
λˆ
(
Ck − k
n
Cn
)2
=
CUSUM2k
λˆ kn
(
1− kn
) .
Theorem 3.3.1 We assume that (3.3.1) holds and hence that {X1, . . . , Xn} is an IID set
of Poisson data. Because Var(Xj) = λ for all j, it holds that λˆ consistently estimates
Var(Xj). Therefore as a result of Slutsky’s theorem and (1.1.15), it follows that
X21,max = max
ℓ≤ k
n
≤h
X21,k
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) , (3.3.4)
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and therefore (1.1.19) with d = 1 can be used to find p-values of this test.
If there are Xj cyclones that occur in year j (for 1 ≤ j ≤ n), let Yj,l (for 1 ≤ l ≤ Xj) be a
random variable that quantifies the lth cyclone in the jth year. For instance, the Yj,l’s could
refer to the cyclone’s max wind speed. It is assumed that Yj,l has distribution function
Fj(x) for all l. It is of interest to jointly test (1.1.1) and (3.3.1), or more specifically,
H0 : λ1 = λ2 = . . . = λn, and F1(x) = F2(x) = . . . Fn(x), (3.3.5)
vs.
HA : There is a unique time c so that
λ1 = . . . = λc 6= λc+1 = . . . = λn or
F1(x) = . . . = Fc(x) 6= Fc+1(x) = . . . = Fn(x)
(3.3.6)
Similar to the set up for Theorem 3.2.2, the real number line is partitioned intom categories.
In terms of wind speed, we may think of the Saffir-Simpson scale as such a partition. We
develop the length-(m+1) random vector, Xj = {Xj , X1,j , X2,j , . . . , Xm,j}, where for each
fixed j (1 ≤ j ≤ n), Xi,j represents the number of Yj,l that fell into the ith category. In
particular, X1,j could represent the number of cyclones that were categorized as tropical
storms at their maximum wind speed in the jth year. Of course,
∑m
i=1Xi,j = Xj for all j.
Also, pi denotes the probability that Yj,l falls into the i
th class for all j, l.
Letting k represent a potential change-point time, then define Ci,k =
∑k
j=1Xi,j , and
C∗i,k =
∑n
j=k+1Xi,j . We are primarily concerned with estimating λpi, so λ̂pi = Ci,n/n
estimates λpi under H0, and when HA is assumed, λ̂pi,k = Ck/k estimates λpi before the
change and λ̂p
∗
i,k = C
∗
n/(n− k) estimates λpi after the change. The estimator of pi under
H0 is pˆi = Oi/n. Also, Ê[Ci,k] = kλ̂pi,n =
k
nCi,n and Ê[C
∗
i,k] = (n−k)λ̂pi,n = n−kn Ci,n. The
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χ2 statistic for testing (3.3.5) vs. (3.3.6) is
X2m,k =
m∑
i=1
(
Ci,k − Ê[Ci,k]
)2
Ê[Ci,k]
+
m∑
i=1
(
C∗i,k − Ê[C∗i,k]
)2
Ê[C∗i,k]
. (3.3.7)
Simplification shows,
X2m,k =
m∑
i=1
(
Ci,k − knCi,n
)2
kλ̂pi
+
m∑
i=1
(
C∗i,k − n−kn Ci,n
)2
(n− k)λ̂pi
(3.3.8)
=
m∑
i=1
1
λ̂pi
(
Ci,k − k
n
Ci,n
)2(1
k
+
1
n− k
)
=
n
k(n− k)
m∑
i=1
1
λ̂pi
(
Ci,k − k
n
Ci,n
)2
=
1
k
n
(
1− kn
) m∑
i=1
1
λ̂pi
(CUSUMi,k)
2
where CUSUMi,k is defined in (1.1.16). One may show that for each i (1 ≤ i ≤ m), if Xj
is Poisson with mean λ then Xi,j is Poisson with mean λpi. Therefore, λ̂pi =
1
n
∑n
j=1Xi,j
consistently estimates λpi. Importantly, Cov(Xi,j , Xl,j) = 0 when i 6= l, therefore Xi,j and
Xl,j are independent. Hence:
Theorem 3.3.2 We assume that H0 (3.3.5) holds and thus that {Xi,1, . . . , Xi,n} for each i
(1 ≤ i ≤ m) are IID as well jointly independent sets of Poisson data. Because Var(Xi,j) =
λpi for each i and j, Var(Xi,j) is consistently estimated by λ̂pi. Hence, Slutsky’s theorem
and (1.1.18) imply
X2m,max = max
ℓ≤ k
n
≤h
X2m,k
D−→ sup
ℓ≤t≤h
B(m)(t)
t(1− t) , (3.3.9)
and therefore (1.1.19) with d = m can be used to find p-values of this test.
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3.4 Results
Our analysis on cyclones will be done using the HURRDAT dataset that is available for
pulic access on the NOAA website. It contains information on 1410 Atlantic basin cy-
clones that obtained tropical storm-level intensity from 1851 to 2008. However, these data
have been subject to several re-analysis projects (Landsea et al. 2004; Landsea 2008, e.g.),
and are widely regarded as containing inconsistencies due to ongoing advances in measure-
ment techniques. For instance, data on landfalling cyclones before 1900 are considered
particularly unreliable (Landsea et al. 2008; Jarrell et al. 1992) due to sparse population
along coastlines. Also, as Landsea et al. (2008) and Neumann et al. (1999), aircraft recon-
naissance towards the end of WWII (around 1944) improved the accuracy in detection of
non-landfalling Atlantic basin storms. Neumann et al. (1999, pp. 11-15) and Goldenberg
et al. (2001) note that satellites, which were fully implemented for cyclone surveying in
the mid 1960’s, improved the abilities to appropriately gauge storm factors such as wind
speed, thereby providing accurate measurements of storm strength. Additionally, Landsea
et al. (2006) states that measurement techniques are continually improving and data on
wind speeds as recently as the 1980’s may be misleading. Our aim is to confirm or deny
the existence of such inconsistencies within the data by using the change-point methods
discussed in previous sections while also potentially detecting any regime shifts caused by
global climate change.
3.4.1 The Joint Test
To begin, we wish to jointly test for a change in the arrival rate of cyclones (which are
assumed to have a Poisson distrubtion) and/or the categorical probabilities of wind speed
using the test in Theorem 3.3.2. The setup of the theorem requires that we partition wind
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speeds into classes. It is natural to select a partition based upon the Saffir-Simpson Scale,
so we partition winspeeds into 5 class as follows: the first class corresponds to tropical
storm strength, the second corresponds to a category 1 hurricane, the third corresponds
to a category 2 hurricane, the fourth corresponds to a category 3 hurricane, and the fifth
corresponds to a category 4 or category 5 hurricane. Applying Theorem 3.3.2 with m = 5
for the entire data sequence ranging from 1851 to 1900, we find X25,max = 109.182 with a
p-value of 0.00000 while cˆ = 80 (1930). If we segment the data and only consider cyclones
from 1900 to 2008, we see X25,max = 61.567 with a p-value of 0.00000 while cˆ = 95 (1994).
Figure 3.1 shows plots of Year vs. X25,k for 1851 to 2008 (n = 158; k = 1 corresponds to
1851) and 1900 to 2008 (n = 109; k = 1 corresponds to 1900) for this joint test.
Figure 3.1: Plots of Year vs. X25,k for 1851 to 2008 (left) and 1900 to 2008 (right) for the
joint test.
This test clearly rejects the no change null hypothesis and therefore indicates potential
change-points in around 1930 and/or the mid 1990’s. However, the test does not indi-
cate whether the change is driven by the arrival rates or by the wind speed distributions.
Therefore, we will separately examine storm arrivals and the descriptive variables of the
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storms.
3.4.2 Arrival Rate Analysis
The most concerning potential change in behavior of Atlantic Cyclones would be a shift in
their arrival rate (or frequency). Figure 3.2 plots the year vs. number of storms observed
in that year. Visually, the plot shows discontinuities, with an apparent change occurring in
recent years.
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Figure 3.2: Plot of Year vs. Storms for 1851 to 2008
Lund (1994) examines counts of storms from 1871-1990 and finds a change in arrival
rates around 1931. Considering only the years 1871 to 1990, we may now use the test in
Theorem 3.3.1 to confirm the change-point discussed in Lund (1994). With n = 120, we
find X21,max = 20.015 with a p-value of 0.00047 while cˆ = 60 (1930), thereby confirming the
previous theory, and suggesting that the one of the possible changes seen in the joint test is
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driven by change in cyclone frequency. Resultantly, we segment the data and look only at
years 1931-2008. Now, we have n = 78 and find X21,max = 28.920 with a p-value of 0.00001
while cˆ = 64 (1994). Segmenting shows for 1851-1930, λ˜ = 7.275, for 1931-1994, λ˜ = 9.688,
and for 1995-2008, λ˜ = 14.857. The segmenting also hints that the change-point in the
1990’s is more significant than the one in the 1930’s due to the larger value of X21,max. In
order to confirm this, we run the test on the entire data sequence (1851-2008) with n = 158
and we find that X21,max = 60.593 with a p-value of 0.00000 while cˆ = 144 (1994). Figure
3.3 shows plots of year vs. X21,k for each of the segmented data sequences discussed here,
which include 1871-1990 (top left), 1931-2008 (top right) and 1851-2008 (bottom). The
bottom graph shows evidence of the 1930’s change, however the recent one appears more
prominently. Also, these results suggest that that the possible changes seen in the joint test
are driven by change in cyclone frequency.
We now test for changes in the same data sequences while using the maximally selected
CUSUM test of Theorem 3.2.1. For the data from 1871 to 1990: CUSUMmax = 1.930 with a
p-value of 0.00116 and pˆ = 60 (1930). For the data from 1931 to 2008: CUSUMmax = 1.703
with a p-value of 0.00606 and pˆ = 64 (1994). For the data from 1851 to 2008: CUSUMmax =
2.719 with a p-value of 0.00000 and pˆ = 80 (1930). Figure 3.4 plots Year vs. CUSUMk for
all three segmented series. Note: Although figures of CUSUM sequences will technically
plot k against CUSUMk/σˆ, and figures of adjusted CUSUM sequences will plot k vs. λ˜k/σˆ
2,
for simplicity we will label the vertical axes in such plots as CUSUMk and λ˜k respectively.
This example is an excellent illustration as to the difficulty that the CUSUM method has
at detecting change-points that occur near the endpoint of a dataset. Notice the decreased
significance of the 1994 change-point in both the 1851-2008 series and the 1931-2008 series.
In accordance with the conclusions of the study in Section 4.3.2, we emphasize that the
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Figure 3.3: Plot of Year vs. X21,k for 1871 to 1990 (top left), 1931 to 2008 (top right) and
1851 to 2008 (bottom)
results of the LR-type test (which in this case uses the X21,max statistic) will be held under
greater consideration, thereby leading to the conclusion that the 1994 change-point is more
significant than the 1930 one.
In Section 4.3.2 we also note that when the change-point occurs near the middle of the
data set, CUSUM-type methods are typically more powerful than LR-type methods. Thus
it is somewhat surprising is that the p-value for the 1930 change-point in the 1871-1990
series is smaller when the CUSUMmax statistic is used than when the X
2
1,k statistic is used.
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Figure 3.4: Plot of Year vs. CUSUMk for 1871 to 1990 (top left), 1931 to 2008 (top right)
and 1851 to 2008 (bottom)
This is probably due to the fact that the X21,k statistic uses λ to estimate the population
variance instead of σˆ (the sample variance) as in CUSUMmax statistic
3.4.2.1 A Note on Poisson Assumptions
Although data on cyclone counts by year typically fail to reject a null hypothesis of a Pois-
son distribution when using standard goodness-of-fit tests, one argument against Poisson
assumptions in this application might be that there is a large difference between the sample
mean and the sample variance. For instance, when looking at all cyclones observed from
1851-2008, we find a sample mean of 8.924 and a sample variance of 14.899. This could
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be quite problematic for the change-point test used in this subsection, because the test in
Theorem 3.3.1 requires that the sample mean consistently estimate the population variance.
If the sample mean tends to be less than the true variance, the change-point statistics will
be inflated, thereby yielding misleading p-values.
However, the conclusions reached in the analysis in this subsection are strong enough
that the change-points will still prove quite significant even if the non-parametric CUSUM
tests of Theorem 3.2.1 are used instead. In fact, the discontinuities in the data may actually
cause the discrepancy between the sample mean and variance. When we only look at the
mean and variance of the homogeneous portions of the data set, we see that the sample
mean and variance are much closer. For instance the mean of the storms per year from 1931
to 1994 is 9.688 while the variance is 9.679. Since the Poisson assumptions are warranted,
we do not need to use the χ2 test to detect shifts in arrival rates, because any change in a
Poisson distribution will manifest as a change in mean.
3.4.3 Changes in Descriptive Variables.
Now we assume that the number storms that have been observed is deterministic (there-
fore n = 1410 to start) whereas the descriptive variables associated with each storm are
stochastic.
First, we will test for changes in the maximum observed sustained wind speed of each
storm. The CUSUM method of Theorem 3.2.1 shows that CUSUMmax = 0.960 with a p-
value 0.3152 and cˆ = 751 (in 1948). The adjusted CUSUM method of Theorem 3.2.1 shows
that λ˜max = 5.660 with a p-value 0.3111 and cˆ = 752 (in 1948). Figure 3.5 plots k/n vs.
CUSUMk (left) and λ˜k (right). The horizontal lines in both plots display the corresponding
5% significance level critical value. The vertical lines in the right-hand plot correspond to
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k/n = ℓ = .05 and k/n = h = .95. Hence, only values of λ˜ that fall within the vertical lines
may be considered. Clearly, these mean shift tests show no indication of a distributional
change in wind speed.
Figure 3.5: Plots of k/n vs. CUSUMk (left) and k/n vs. λ˜k (right) for maximum wind
speed in Atlantic cyclones from 1851-2008 (n = 1410).
Next the χ2max test is applied to the wind speed. Wind speeds are partioned into the
same 5 class as in the joint test. Following the method in Theorem 3.2.2 with m = 5 we
find χ2max = 81.003 so that the p-value of the test is 0.00000 and cˆ = 354 (in 1898). Figure
3.6 plots k/n vs. χ2k where the vertical line shows the 5% significance level critical value.
Why was this change-point undetected by the CUSUM methods but when it was de-
tected with such strong significance by the χ2 method? Table 3.1 shows the estimated
categorical probability values before and after the change-point. The relative increases in
the frequency of storms with low wind speeds (tropical storms) and storms with high wind
speeds (category 4 and 5 hurricanes) mark a distributional change that is unlikely to cause
a notable change in mean, which is why the CUSUM tests failed to detect a shift.
We next seek a change-point in the number of days over which a storm were measured
using all storms from 1851-2008. The adjusted CUSUM test shows λ˜k = 127.433 with a
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Figure 3.6: Plot of k/n vs. χ2k for maximum wind speed in Atlantic cyclones from 1851-2008
(n = 1410).
Location P (T.S.) P (Cat. 1) P (Cat. 2) P (Cat. 3) P (Cat. 4-5)
Before cˆ 0.280 0.302 0.260 0.130 0.028
After cˆ 0.437 0.214 0.120 0.112 0.116
Table 3.1: Categorical probabilities before and after the change-point for the χ2max test.
p-value of 0.00000 and cˆ = 138 (in 1871). The CUSUM and χ2 methods will provide similar
results. Figure 3.7 plots k/n vs. λ˜k for this data series.
The wind speed data and the data for the length in days of storms show drastic changes
in the 1800s. Due to the significance of these change-point, we will only consider storms that
occur after 1900 in our ensuing discussion. Neumann et al. (1999) also provides reasoning
as to why this portion of the dataset is most reliable.
The methods are next applied to a data sequence that provides the longitude of each
cyclone at the time when its maximum wind speed was first observed for storms observed
from 1900 to 2008. The CUSUM test shows CUSUMk = 3.707 with a p-value of 0.00000
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Figure 3.7: Plot of k/n λ˜k and χ
2
k for length in days of storms from 1851-2008
and cˆ = 515 (in 1961). Also, λ˜k = 54.963 with a p-value of 0.00000 and cˆ = 515 (in 1961).
In order to apply the χ2 test, we partition the following classes for longitude at max data:
(−∞, 40.0], (40.0, 60.0], (60.0, 70.0], (70.0, 85.0] and (85.0,∞). We find χ2max = 82.354 with
a p-value of 0.0000 and cˆ = 513 (in 1961). The plots of the test statistic vs. k/n are given
in Figure 3.8 for each of the 3 tests. Tests for changes in a sequence that gives the latitude
of each cyclone when it first reach its maximum wind speed reveals a similar (though not
as significant) change-point.
Next, we seek a change in the probability that a given storms makes landfall in the
United States. By labeling each storm with 1 if it makes landfall in the US and 0 if it does
not, we are able to develop a time series that can be tested for changes. Once again using
only storms from 1900-2008, the CUSUM method finds CUSUMmax = 2.276 with a p-value
of 0.00006 where cˆ = 518 (in 1961). In this instance the adjusted CUSUM test is equivalent
to the χ2 test with m = 2. We find λ˜max = χ
2
max = 20.750 with a p-value of 0.00096
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Figure 3.8: Plot of k/n vs. CUSUMk, λ˜k and χ
2
k for longitude at maximum wind speed in
Atlantic cyclones from 1900-2008 (n = 1040).
where cˆ = 390 (in 1949). Figure 3.9 shows plots of k/n vs. CUSUMk and χ
2
k. The plot of
χ2k shows (that although it is not maximized at the same time as CUSUMk) the potential
change-point of k = 518 is nearly as significant (χ2518 = 20.719) as the one in 1949. Hence,
the landfall sequence also shows evidence of a change-point in the early 1960’s. Although
some authors claim that there appears to be an increase in the number of non-landfalling
storms in the mid 1990’s whereas there is no change in the number of landfalling storms,
our study shows no evidence of a change in landfalling probabilities during that time period.
Nzerem et al. (2006) observe the increase in Atlantic cyclone arrivales in the 1990’s,
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Figure 3.9: Plot of k/n vs. CUSUMk and χ
2
k for US landfall probabilities from 1900-2008
(n = 1040).
however they fail to detect a change in number of landfalling storms during that period;
they conjecture that this discrepancy is due to a change in landfall probabilities. Since our
study finds no change in landfall probabilities, we suggest that there is not a large enough
sample size to detect the increase in arrivals when considering only landfalling storms.
The wind speed data are now segmented also and we will search for change in the
wind speed distributions while only looking at cyclones from 1900-2008. Because both the
CUSUM and adjusted CUSUM methods failed to detect a change-point previous, only the
χ2 method will be used now. Using the same partition as in the previous wind speed analysis
(based on the SSS), it is found that χ2max = 21.038 with a p-value of 0.01482 while cˆ = 471
(in 1956). Figure 3.10 plots k/n vs. χ2k. If we also segment the data sequence which gives
the number of days over which each storm was observed and thus consider only storms
that take place from 1900-2008, we find the following: CUSUMmax = 1.9546 which gives
a p-value of 0.00096 while cˆ = 509 (in 1960), and λ˜max = 15.289 which gives a p-value of
0.00431 while cˆ = 509 (in 1960) also. The χ2 method finds an insignificant change-point at
a similar time.
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Figure 3.10: Plot of k/n vs. χ2k for wind speed data from 1900-2008 (n = 1040).
3.4.4 The 1995 Change-Point and Type I Error Estimation
Tests on the series that gave the number of observered tropical cyclones in the Atlantic
in each year for 1851-2008 and for 1931-2008 suggest that there is a significant change
in the frequence of cyclones occurring around 1995. However, other indicators suggested
change-points around 1960, which implies that only data recorded after that point are
reliable. Indeed, when segementing and looking at years after 1965, none of the indictors
discussed in Section 3.4.3 suggest a change-point occuring after 1965 (which is the year
in which satellite surveillance was first in full use). Therefore, we examine the series of
cyclone counts from 1965 to 2008 and test it for a change-point. With n = 44, we find
X21,max = 25.164 with a p-value of 0.0000 where cˆ = 30 (1995). Figure 3.11 plots year vs.
X21,k for this series.
Is it valid to apply asymptotic methods when n = 44? We simulated 10,000 series of
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Figure 3.11: Plot of year vs. X21,k for wind speed data from 1965-2008 (n = 44).
Poisson data with a homogeneous mean of 10 and with n = 1000. For a target Type I error
of .05, equations (3.3.4) and (1.1.19) suggest P
(
X21,max > 9.929
)
= 0.0500 using ℓ = 1−h =
.95. The simulations found P
(
X21,max > 9.929
)
= 0.0453 using ℓ = 1 − h = .95, therefore
in this case the true Type I error probability is sufficiently close to the targeted value the
results are valid. Next, we simulated 10,000 series of Poisson data with a homogeneous
mean of 10 and with n = 44, and found P
(
X21,max > 9.929
)
= 0.0243 using ℓ = 1−h = .05.
The true value of the Type I error probability is actually faily less than the target value
when n = 44, an observation that only enhances the significance of the 1995 change-point.
As similar simulations discussed in Sections 2.5.3 and 4.3.1 demonstrate, the asymptotic
tests used in this dissertation are typically conservative.
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3.5 Conclusions
Our techniques proved reasonably effective at detecting historical inconsistencies within the
data. The test for changes in categorical probabilities strongly detected the break around
1900. Also, tests on several descriptive variables (wind speed, landfall probabilities, and
longitude at maximum wind speed) all found evidence of a change-point occurring around
1960. There is little to no evidence, however, of a change-point presumed to be caused by
the use of aircraft for surveying in 1944, although the use of aircraft might have helped
cause the 1930 change in cyclone counts, as well as the change in landfall probabilities.
We can safely conclude that these regime shifts were caused by advancements in surveying
techniques and not climate change.
The jump in cyclone frequency around 1995 is noted in the literature, and its cause
and significance are undetermined. However, we conjecture that despite the documented
inconsistencies of the data our methods are able to sufficient the significance of the 1995
increase in Atlantic cyclone activity to warrant the conclusion that a climate regime shift
in cyclone arrivals has taken place. Supporting this belief is the fact that tests on other
indicators failed to hint at a change-point in years following the mid 1960’s, suggesting
statistical stability in measurement techniques after that time. Likewise, our study no
evidence of a recent change in wind speed distributions, therefore we conclude that a recent
increase in powerful storms may only be caused by the increase in storm frequencies.
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Chapter 4
Mean Shift Tests in Correlated
Data
4.1 Introduction
Change-points can occur in a variety of ways. In Chapter 2 change-points that occurred as a
shift in a parameter value were detected using the LR tests. In Chapter 3 change-points that
effected only the empirical distribution function were detected using the non-parametric
maximally selected χ2 test. However, those methods all required the assumption of an
independent series, and change-points in correlated series are of equal or greater importance.
For example, mean shifts in temperature series frequently occur when the temperature gauge
in a weather station is changed (see Reeves et al. 2007 for a climate overview). Breakpoint
times may or may not be documented; moreover, neglecting breakpoint time(s) can produce
radically misleading trend estimates (Lu & Lund 2007 give an extreme example in actual
data) or incorrect short/long memory inferences about the autocovariance structure of the
series. Identifying change-point times in correlated time series data is hence an important
109
problem.
Methods that are applied to correlated data are significantly more restricted in terms
of the types of changes that may be analyzed, however outside of financial series, the
most commonly encountered problem lies with the detection of an undocumented mean
shift. This chapter summarizes, connects, and compares three mean shift test statistics
for stationary correlated data: cumulative sum (CUSUM), likelihood ratio (LR) type, and
maximum of F (Fmax) test statistics. We again isolate to the at most one change-point
setting for simplicity. See Davis et al. (2006) for recent work on multiple change-point
problems with autocorrelated data.
The general model considered here involves a time series {Xt} with a stationary auto-
covariance structure — say γ(h) = Cov(Xt, Xt+h) at lag h — with a possible mean shift at
an unknown time c. Indexing the observed data from 1 to n, we write
Xt =

µ+ ǫt, for 1 ≤ t ≤ c,
µ+∆+ ǫt, for c < t ≤ n,
(4.1.1)
where µ is unknown, ∆ is the magnitude of the mean shift at the unknown time c, and {ǫt}
is a zero mean stationary series with autocovariance γ(h) at lag h. We wish to test the null
hypothesis H0 : ∆ 6= 0 against the alternative HA : ∆ 6= 0.
The literature for change-points in the IID case has been discussed in detail in previ-
ous chapters. Under dependence assumptions, results involving CUSUMs of observations
(similar to corresponding results in the IID case) are discussed in Antoch et al. (1997) and
Berkes et al. (2008). Davis et al. (1995) established convergence of a LR statistic for au-
toregressive models when all parameters are allowed to change at the change-point time.
Brown et al. (1975) introduced statistics based on CUSUMs of residuals in linear models and
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Bai (1993) and Yu (2007) extend these ideas to residuals of autoregressive moving-average
(ARMA) processes. Cso¨rgo˝ & Horva´th (1997) provide a detailed summary of methods for
correlated data. Fmax tests are popular change-point tests in climatology (Lund & Reeves
2002; Reeves et al. 2007 and the references therein). In many settings, Fmax and LR tests
are asymptotically equivalent (this will become apparent in Section 4.2.3 below).
The rest of this chapter proceeds as follows. Section 4.2 considers modifications of the
IID statistics discussed in Chapter 1 to account for stationary autocorrelations. While the
exact sampling distribution of the test statistics is intractable for a finite n, asymptotic
results are provided and establish convergence to functionals of Brownian motions and
Brownian bridges. Section 4.3 presents a simulation study that compares the tests for
finite sample sizes and various correlation structures. There, we learn that some CUSUM
statistics are not very powerful and that the Fmax and LR tests are better at detecting the
presence of a change-point when c is not near the center of the data record. Section 4.4
concludes with comments.
4.2 Correlated Data
This section modifies the test statistics in (1.1.9) and (1.1.14) to allow for stationary cor-
relations in {ǫt}. We seek methods that exploit the autocorrelations in the series to help
make optimal change-point conclusions. Our strategy follows Yu (2007): we regard the
parameters governing the autocovariance structure of the series as nuisance parameters,
construct estimates of these parameters under the null hypothesis of no change-points, use
these estimates to construct estimated one-step-ahead prediction residuals of the series, and
apply the methods of the last section to these estimated one-step-ahead prediction residuals.
The one-step-ahead predictions are independent and identically distributed in the Gaussian
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case (uncorrelated otherwise) when the time series parameters are exactly known.
An alternative approach merits elaboration: one could jointly estimate the mean shift
autocovariance parameters for each admissible change-point time k and construct test statis-
tics from this information. This is precisely the methodology required to construct a full
likelihood ratio test statistic. Such a procedure is computationally intensive and consider-
ably more involved to quantify asymptotically (we comment, however, that one can make
some progress if {ǫt} is an autoregression — see Davis et al. 1995 for flavor). Moreover, such
a scheme seems to have the same asymptotic properties as a method that simply estimates
autocovariance parameters under the null. Because of this, we proceed by regarding all
time series autocovariance parameters as nuisance parameters.
To proceed, we assume that {ǫt} is the unique (in mean square) stationary solution to
the ARMA(p, q) difference equation
ǫt − φ1ǫt−1 − . . .− φpǫt−p = Zt + θ1Zt−1 + . . .+ θqZt−q. (4.2.1)
As technical conditions, we assume that {Zt} is independent and identically distributed,
E[Z4t ] < ∞, and that (4.2.1) is causal and invertible in the sense of Brockwell & Davis
(1991, Chapter 3). Causality implies that solutions to (4.2.1) have the linear process form
ǫt =
∞∑
k=0
ψkZt−k, (4.2.2)
where the weights ψk are obtained from the ARMA coefficients in the usual manner (see
Brockwell & Davis 1991, Chapter 3) and satisfy
∑∞
k=0 |ψk| <∞. This summability implies
that the autocovariances are short memory in that
∑∞
h=0 |γ(h)| <∞.
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4.2.1 CUSUM Tests for Correlated Data
We first investigate what happens to a CUSUM statistic in autocorrelated ARMA settings
if the autocorrelations are ignored. We rehash the work of Cso¨rgo˝ & Horva´th (1997), which
shows that ignoring autocorrelations still gives consistent conclusions if one replaces σ by
τ where
τ2 = lim
n→∞
1
n
Var
(
n∑
t=1
Xt
)
=
∞∑
h=−∞
γ(h). (4.2.3)
Consider MX(t) as in (1.1.7). To quantify the limits of extremes of {MX(t)} under the
ARMA structure in (4.2.1), we first note that short memory gives τ2 = 2πf(0), where f is
the spectral density
f(λ) =
1
2π
∞∑
h=−∞
eihλγ(h), − π ≤ λ ≤ π.
The spectral density formula for ARMA processes (see Chapter 4 of Brockwell & Davis
(1991) for example) provides
τ2 =
σ2(1 + θ1 + . . .+ θq)
(1− φ1 − . . .− φp) = gX(φ,θ, σ
2). (4.2.4)
If the ARMA orders p and q are known, then one substitutes consistent ARMA param-
eter estimators φˆ = {φˆ1, . . . , φˆp} and θˆ = {θˆ1, . . . , θˆq} into (4.2.4) to obtain a consistent
estimator of τ2: τˆ2 = gX(φˆ, θˆ, σˆ
2). A non-parametric estimator of τ2 is the Bartlett-based
expression
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τˆ2 =
1
n
n∑
i=1
(Xi − X¯)2 + 2
q(n)∑
j=1
(
1− j
q + 1
)
1
n− j
n−j∑
i=1
(Xi − X¯)(Xi+j − X¯), (4.2.5)
where q(n) is a function of n; q(n) = n1/3 seems to work well in a variety of practical situa-
tions and has technical justification (Newey & West 1987; Andrews 1991). See Berkes et al.
(2005, 2006) for more information on the asymptotic properties of the Bartlett estimator.
Our first result follows from the work of Cso¨rgo˝ & Horva´th (1997) for stationary pro-
cesses and the fact that τˆ /τ
P−→ 1.
Theorem 4.2.1 If Xt satisfies (4.1.1) and (4.2.1), and τˆ is a consistent estimator of τ ,
then under the null hypothesis
max
1≤k≤n
∣∣∣∣CUSUMkτ
∣∣∣∣ D−→ sup
0≤t≤1
|B(t)|. (4.2.6)
where CUSUMk is defined in (1.1.9), τ satisfies 4.2.3 and |B(t)| is a Brownian bridge
process. Consequentially, if τˆ is any consistent estimator of τ , Slutsky’s theorem shows
CUSUMmax(Xˆn) := max
1≤k≤n
∣∣∣∣CUSUMkτˆ
∣∣∣∣ D−→ sup
0≤t≤1
|B(t)|. (4.2.7)
As an alternative to examining the data directly, Bai (1993, 1994) suggests applying
CUSUM methods to the estimated one-step-ahead prediction residuals; Yu (2007) extended
Bai’s results to higher moments of the residuals in an effort to detect variance change-points.
The generally accepted definition of a one-step-ahead prediction residual at time t is
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It =
Xt − Xˆt√
Var(Xt − Xˆt)
, (4.2.8)
where Xˆt is the best linear prediction of Xt from linear combinations of a constant and
X1, . . . , Xt−1 and Var(Xt−Xˆt) is its unconditional variance. Because Var(Xt−Xˆt) converges
very rapidly (geometrically) downwards to σ2, there is no reason to retain the denominator
in (4.2.8) in asymptotic analyses. Moreover, page 265 of Brockwell and Davis (1991) suggests
adopting a computationally convenient form of the prediction residuals (see also Bai 1993,
1994 and Yu 2007). Mimicking (4.2.1), the computationally convenient residuals are defined
recursively in t via
Zˆt = (Xt − µˆ)− φˆ1(Xt−1 − µˆ)− . . .− φˆp(Xt−p − µˆ)− θˆ1Zˆt−1 − . . .− θˆqZˆt−q; (4.2.9)
here, one simply takes (Xt − µˆ) = Zˆt = 0 for t < 0. Equation (4.2.9) requires
√
n-
consistent estimators of all ARMA parameters that are computed under the null hypothesis.
This is accomplished via standard ARMA model fitting techniques. An estimator of σ2 is
σˆ2 = n−1
∑n
t=1 Zˆ
2
t . As Yu (2007) shows, no asymptotic loss of precision occurs when using
{Zˆt} in lieu of estimated versions of {It} in a CUSUM procedure, therefore the CUSUM
function is applied to the residuals. Letting Zˆn = {Zˆ1, . . . , Zˆ}, (1.1.9) implies
CUSUMk(Zˆn) =
1√
n
(
k∑
t=1
Zt − k
n
n∑
t=1
Zt
)
, (4.2.10)
Using the difference equation structure in (4.2.1), it is possible to relate CUSUMk(Xn),
τ , and CUSUMk(Zˆ) directly. In fact, we offer the following.
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Lemma 4.2.1 In the context of the above, under the null hypothesis,
1
σˆ
√
n
(
k∑
t=1
Zˆt − k
n
n∑
t=1
Zˆt
)
=
(1− φˆ1 − . . .− φˆp)
σˆ
√
n(1 + θˆ1 + . . .+ θˆq)
(
k∑
t=1
Xt − k
n
n∑
t=1
Xt
)
+
Ak√
n
, (4.2.11)
where max1≤k≤n |Ak| = op(
√
n).
Proof: Let ǫt = Yt − µ, where {ǫt} satisfies (4.2.1) and set Yˆt = Xt − µˆ. Equation (4.2.9)
gives
(1 + θˆ1 + . . .+ θˆq)
k∑
t=1
Zˆt − (1− φˆ1 − . . .− φˆp)
k∑
t=1
Yˆt = Rk, (4.2.12)
where
Rk = Yˆk
p∑
j=1
φˆj + Yˆk−1
p∑
j=2
φˆj + · · ·+ Yˆk−p+1φˆp + Zˆk
q∑
j=1
θˆj + Zˆk−1
q∑
j=2
θˆj + · · ·+ Zˆk−q+1θˆq.
Bounding in the above equation with the triangle inequality gives
|Rk| ≤
(
q2 max
1≤i≤q
|θˆi| max
1≤t≤n
|Zˆt|+ p2 max
1≤i≤p
|φˆi| max
1≤t≤n
|Yˆt|
)
. (4.2.13)
As the fitted model is causal and invertible, there exists a sequence {πj( · )}j≥0 where if
we let πˆj = πj(φˆ, θˆ) and πj = πj(φ,θ) — importantly the πˆj ’s and πj ’s are absolutely
summable — it follows that
Zˆt =
t−1∑
j=0
πˆj Yˆt−j .
Hence,
|Zˆt| ≤ max
1≤t≤n
|Yˆt|
 ∞∑
j=0
|πˆj |
 .
We note that for any ǫ > 0 there is some K > 0 and 0 < β < 1 so that |πˆj −πj | ≤ ǫKjβj−1
for all j ≥ 0 whenever |φˆ−φ| < ǫ and |θˆ−θ| < ǫ. This follows from Lemma 4.2.1 of Cso¨rgo˝
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& Horva´th (1997) and yields that
∑∞
j=0 |πˆj |
P−→∑∞j=0 |πj | by the consistency of φˆ and θˆ.
Hence,
max
1≤k≤n
|Rk| ≤ Cn max
1≤t≤n
|Yˆt|, (4.2.14)
where Cn
P−→ C <∞. Now use
max
1≤t≤n
|Yˆt| ≤ max
1≤t≤n
|Xt − µ|+ |µˆ− µ|,
µˆ
P−→ µ, and the fact that
max
1≤t≤n
|Xt − µ| = op(
√
n), (4.2.15)
which is justified below, to get n−1/2max1≤t≤n |Yˆt| P−→ 0. Noting that 1− (k/n) < 1, gives
∣∣∣∣CUSUMZˆ(k)σˆ − CUSUMX(k)τˆ
∣∣∣∣ ≤ |Rk|σˆ√n|1 + θˆ1 + · · ·+ θˆq| .
Finally, from (4.2.14), we have
max
1≤k≤n
∣∣∣∣CUSUMZˆ(k)σˆ − CUSUMX(k)τˆ
∣∣∣∣ = op(1).
To verify (4.2.15), use strict stationarity of {Xt} to get P (max(X1, . . . , Xn) > ǫ
√
n) ≤
nP (X1 > ǫ
√
n) for each ǫ > 0. Now combine this with
nP (X1 > ǫ
√
n) = nP (X21 > nǫ
2) ≤ n
∫ ∞
nǫ2
dFX2
1
(y)
≤ n
∫ ∞
nǫ2
y
nǫ2
dFX2
1
(y) ≤ ǫ−2
∫ ∞
nǫ2
ydFX2
1
(y)
= ǫ−2E[X21I[X2
1
>nǫ2]]
(which tends to zero as n → ∞ for any fixed ǫ > 0 by the finite second moment of X1) to
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complete the proof. Here, FX2
1
(x) = P [X21 ≤ x].
Lemma 4.2.1 has an interesting implication: CUSUM change-point inferences for ARMA
processes will produce the same asymptotic conclusion when applied to either the raw series
or the one-step-ahead residuals (with, of course, τ and σ correctly distinguished). The result
is stated formally as the following.
Theorem 4.2.2 When Xn = {X1, . . . , Xn} is a causal and invertible ARMA series and
Zˆn = {Zˆ1, . . . , Zˆn} are the estimated residuals in (4.2.9),
max
1≤k≤n
∣∣∣CUSUMk (Zˆ)∣∣∣
σˆ
= max
1≤k≤n
∣∣∣CUSUMk (Zˆ)∣∣∣
τˆ
+ op (1) , (4.2.16)
where CUSUMk(·) is given in (1.1.9), σˆ2 is a
√
n-consistent estimate of σ2 and τˆ2 is as in
(4.2.4). Combining (4.2.7) and (4.2.16) it holds,
CUSUMmax(Xˆn) := max
1≤k≤n
∣∣∣CUSUMk (Zˆ)∣∣∣
σˆ
D−→ sup
0<t<1
|B(t)| (4.2.17)
where B(t) is a Brownian bridge.
Bai (1994) and Cso¨rgo˝ & Horva´th (1997) state (4.2.17) while using a different proof. Finally,
we note that a version of Theorem 1.1.3 for correlated data (where σˆ is replaced with τˆ)
also holds.
4.2.2 LR-Type Tests for Correlated Data
Likelihood ratio tests merit consideration for time series data. Because likelihood estimates
of mean and autocovariance parameters are seldom jointly tractable and would need to be
computed at each admissible change-point time k for the most general theory, we again
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regard the second moment autocovariance parameters as nuisance parameters. Mimicing
(1.1.13) and (1.1.14), we recall the adjusted CUSUM of the data:
λ˜k(Xn) =
1
k
n
(
1− kn
) [ 1√
n
(
k∑
t=1
Xt − k
n
n∑
t=1
Xt
)]2
=
CUSUM2k(Xn)
k
n
(
1− kn
) , (4.2.18)
and for the ARMA(p, q) residuals {Zˆt},
λ˜k(Zˆn) =
1
k
n
(
1− kn
) [ 1√
n
(
k∑
t=1
Zˆt − k
n
n∑
t=1
Zˆt
)]2
=
CUSUM2k(Zˆn)
k
n
(
1− kn
) . (4.2.19)
Here, τˆ and σˆ are estimates of τ and σ discussed in the previous section. For LR-type test
statistics, we consider the cropped versions
max
ℓ≤ k
n
≤h
{
λ˜k(Xn)
τ2
}
and max
ℓ≤ k
n
≤h
{
λ˜k(Zˆn)
σ2
}
(4.2.20)
as test statistics. To determine the limiting behavior of these statistics, one can use Theorem
4.2.2 and Theorem 1.1.2.
Theorem 4.2.3 For a stationary process satisfying the above regularity conditions,
max
ℓ≤ k
n
≤h
{
λ˜k(Xn)
τ2
}
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) , (4.2.21)
and if τˆ consisently esimates τ (either of the estimates from (4.2.4) or (4.2.5) may be used),
λ˜max(Xn) := max
ℓ≤ k
n
≤h
{
λ˜k(Xn)
τˆ2
}
=
D−→ sup
ℓ≤t≤E[ζi,j ]=θh
B2(t)
t(1− t) . (4.2.22)
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When analyzing the residuals,
max
ℓ≤ k
n
≤h
{
λ˜k(Zˆn)
σ2
}
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) . (4.2.23)
and if σˆ consistently estimates σ,
λ˜max(Zˆn) := max
ℓ≤ k
n
≤h
{
λ˜k(Zˆn)
σˆ2
}
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) . (4.2.24)
In order to prove (4.2.21) and (4.2.3), one must utilize the results Theorem 4.2.1 and
Theorem 4.2.2 as well as the formal arguments in the proof of Theorem 1.1.2
4.2.3 Fmax Tests
The Fmax statistics such as those discussed in Section 1.1.5 are quite popular for detecting
change-points in correlated data. Recalling the F statistic for gauging the presence of a
mean shift at time k,
Fk =
SSE0 − SSEk
SSEk/(n− 2) .
For IID Gaussian data with unknown variance, it holds that
SSEk = SSE0 − σˆ2λ˜k.
Using this and σˆ2 = SSE0/n gives
Fk = (n− 2) λ˜k/n
1− λ˜k/n
.
Hence, λ˜k and Fk are maximized at the same k and estimate the same change-point time.
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Moreover, under the null hypothesis λ˜max is bounded with probability 1 for fixed ℓ and h
satisfying 0 < ℓ < h < 1. Thus, λ˜max/n converges to 0 and Fmax = maxℓ≤k/n≤h Fk satisfies
Fmax =
n−2
n λ˜max
1− λ˜maxn
≈ λ˜max, (4.2.25)
where λ˜max is defined in (3.2.2). From (4.2.25), one sees that λ˜max and Fmax must have
the same limiting distribution. Hence, Fmax and Gaussian LR statistics give the same
asymptotic conclusions. Observe that it is also necessary to crop the F statistics away from
the boundaries. Under settings of correlation, mimicking the Fmax statistic in (4.2.25) as
well as its convergences, we see:
Theorem 4.2.4 For a stationary process satisfying the conditions of Theorems 4.2.1, 4.2.2
and 4.2.3 it holds that,
Fmax(Xn) :=
n−2
n λ˜max(Xn)
1− λ˜max(Xn)n
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) . (4.2.26)
where λ˜max(Xn) is defined in (4.2.21). either of the estimates from (4.2.4) or (4.2.5) may
be used in the calculation of λ˜max(Xn). When analyzing the residuals,
Fmax(Zˆn) :=
n−2
n λ˜max(Zˆn)
1− λ˜max(
ˆZn)
n
D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) . (4.2.27)
where λ˜max(Zˆn) is defined in (4.2.3).
The convergence results in Theorem 4.2.4 are straightforward consequences of those in
Theorem 4.2.3.
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4.3 A Simulation Study
The previous sections discussed nine different statistics that can be used to perform α-level
tests for mean shifts. Letting x∗ represent the α-level critical value from (1.1.12) and y∗
the α-level critical value found from (1.1.19) with d = 1, the tests include:
The CUX test, which rejects H0 if CUSUMmax(Xn) > x
∗ while using equation (4.2.5) to
find τˆ and with CUSUMmax(Xn) as defined in equation (4.2.7);
The CU∗X test, which rejects if CUSUMmax(Xn) > x
∗ while using (4.2.4) to find τˆ ;
The CUZ test, which rejects if CUSUMmax(Zˆn) > x
∗, where CUSUMmax(Zˆn) is defined as
in (4.2.17);
The λ˜X test, which rejects if λ˜max(Xn) > y
∗ where (4.2.5) is used to find τˆ and uses
λ˜max(Xn) from (4.2.21);
The λ˜∗X test, which rejects if λ˜max(Xn) > y
∗, where (4.2.4) is used to find τˆ ;
The λ˜Z test, which rejects if λ˜max(Zˆn) > y
∗ and uses λ˜max(Zˆn) from (4.2.3);
The FˆX test, which rejects if Fmax(Xn) > y
∗ where Fmax(Xn) is defined in (4.2.26) and
uses τˆ from (4.2.5);
The Fˆ ∗X test, which rejects if Fmax(Xn) > y
∗ and uses τˆ from (4.2.4);
The FˆZ test, which rejects if Fmax(Zˆn) > y
∗, where Fmax(Zˆn) is defined in (4.2.27).
We refer to the CUZ , λ˜Z , and FˆZ tests as residual based tests and CUX , CU
∗
X , and
CUZ as CUSUM tests. In the following discussion, simulation will be used to compare and
contrast the Type I error and power of the tests. We use α = 0.05 throughout, which gives
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x∗ = 1.358 and y∗ = 9.929. Also, we take ℓ = 1−h = .05 and σ2 = 1 in all simulations. All
tests in Sections 4.3.1 and 4.3.2 assume the ARMA order(s) are known.
4.3.1 Type I Error Simulations
Good tests should have a Type I error probability that is close to α. To explore this, we
have simulated a variety of time series, all under the null hypothesis of series homogeneity,
and calculated the frequency at which each test rejects the null. The empirical rejection
proportions are shown in Table 4.1. For each table entry, 10000 independent series of length
n = 1000 were generated; q(1000) = 10 is taken when (4.2.5) is used.
φ′ θ′ CUX CU
∗
X
CUZ λ˜X λ˜
∗
X
λ˜Z FˆX Fˆ
∗
X
FˆZ
{-0.95} - .0001 .0888 .0442 .0000 .1319 .0425 .0000 .1354 .0453
{-0.9} - .0014 .0747 .0486 .0008 .0895 .0437 .0008 .0919 .0454
{-0.5} - .0286 .0501 .0449 .0248 .0512 .0433 .0257 .0527 .0449
{-0.1} - .0391 .0438 .0431 .0348 .0435 .0417 .0362 .0446 .0437
{0.1} - .0438 .0439 .0446 .0394 .0397 .0409 .0405 .0410 .0424
{0.5} - .0590 .0359 .0407 .0538 .0336 .0401 .0548 .0344 .0414
{0.9} - .3130 .0214 .0412 .3536 .0103 .0329 .3590 .0110 .0348
{0.95} - .5777 .0091 .0324 .6415 .0029 .0296 .6472 .0032 .0310
- {-0.95} .0000 .9985 .0348 .0000 1.000 .2151 .0000 .9989 .2204
- {-0.9} .0000 .7605 .0412 .0000 .9676 .0822 .0000 .9693 .0850
- {-0.5} .0152 .0597 .0464 .0094 .0634 .0401 .0100 .0673 .0414
- {-0.1} .0386 .0437 .0428 .0347 .0434 .0415 .0360 .0450 .0435
- {0.1} .0436 .0460 .0466 .0378 .0406 .0419 .0392 .0426 .0438
- {0.5} .0450 .0410 .0437 .0382 .0352 .0382 .0395 .0366 .0395
- {0.9} .0466 .0420 .0440 .0442 .0404 .0440 .0454 .0417 .0455
- {0.95} .0468 .0398 .0430 .0397 .0363 .0396 .0409 .0374 .0414
{0.5} {-0.95} .0000 .7282 .0502 .0000 .9020 .1093 .0000 .9019 .1111
{0.5} {-0.9} .0000 .2465 .0378 .0000 .4805 .0450 .0000 .4878 .0463
{0.5} {-0.1} .0564 .0334 .0386 .0532 .0317 .0388 .0548 .0333 .0405
{0.1} {-0.5} .0178 .0560 .0454 .0149 .0601 .0430 .0157 .0627 .0444
{0.9} {-0.5} .3006 .0211 .0397 .3370 .0121 .0348 .3418 .0128 .0360
{0.95} {-0.5} .5594 .0104 .0346 .6287 .0029 .0335 .6333 .0034 .0349
{.6, .35} {.6, -.3} .7000 .0041 .0240 .7526 .0005 .0234 .7562 .0005 .0256
{.6, .3} {.5, -.2} .4154 .0162 .0344 .4692 .0048 .0289 .4744 .0056 .0305
{.6, -.1} {-.6, .3} .0584 .0361 .0396 .0546 .0319 .0381 .0567 .0336 .0390
{.5, -.2} {-.45, -.5} .0000 .9693 .1415 .0000 .9953 .2606 .0000 .9816 .2633
{.5, -.2} {-.4, -.5} .0000 .7762 .0530 .0000 .9420 .1065 .0000 .9443 .1081
{.2, -.5} {-.45, -.05} .0009 .0860 .0466 .0010 .1125 .0434 .0010 .1156 .0444
Table 4.1: Type I error estimations for ARMA(p,q) models with n = 1000.
123
The Table 1 Type I errors vary wildly for the CUX and CU
∗
X tests and depend on the
time series parameters. For the AR(1) and MA(1) simulations, values of φ1 or θ1 close to
unity produce Type I errors so far from 0.05 that we do not recommend using these tests.
In contrast, the Type I error of the CUZ test is consistently close to 0.05. The λ˜X , λ˜
∗
X ,
FˆX and Fˆ
∗
X tests also display unstable Type I errors in comparison to the λ˜Z and FˆZ tests.
There is a clear theme for the practitioner: use residuals-based mean shift tests.
The poor performance of all tests in the ARMA(2,2) model when φ1 = 0.5, φ2 = −0.2
and θ1 = −0.45, θ2 = −0.5 is attributed to the near lack of invertibility of the model;
in fact, the MA(2) polynomial has a root at approximately 1.034 here. Models that are
close to non-invertible induce difficulties as τ = f(0)−1, becomes unbounded. Observe the
extreme difference in Type I error of the CUX and CU
∗
X tests for the MA(1) model when
θ1 = −0.95. As the only difference in test statistic in these two tests lies with how τ is
estimated, the method of estimating τ is important. This said, not all performance issues
involve estimation of τ .
If we assume that τ is known in a test that rejects H0 if B
∗
X/τ > x
∗, a sample Type I
error of 1.000 is obtained for an MA(1) with θ1 = −0.95 (the sample Type I error is 0.0183
for an AR(1) with φ = 0.95.) Thus, the instability of CUSUM tests is likely due to slow
convergence rates of the limit theorems, especially when the AR(p) or MA(q) polynomial
has a root close to the unit circle.
4.3.2 Power Simulations
We now simulate series under the alternative hypothesis, which allows for a mean shift.
Because of the Type I error results, we limit consideration to residual based tests. Our
objective here is to compare the power of the residual versions of the CUSUM, LR, and
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Fmax tests. If a mean shift is deemed to occur at time c, we will report the value of c/n.
The magnitude of the mean shift is denoted by ∆ = µ1 − µ2, where µ1 = E[Xt] for t ≤ c
and E[Xt] = µ2 for t > c.
First, consider an AR(1) process with φ = 0.5. For ∆ = 0.5, Figure 4.1 plots the
empirical power of the residual based tests as a function of c/n for n = 500, 1000, and 2000.
Figure 4.1: Graph of cn (horizontal axis) against power (vertical axis) with ∆ = .5 for an
AR(1) with φ = .5
Figure 4.1 shows that the power increases with n for all tests, and that power decreases as
c/n gets close to 1 or 0. Figure 4.1 shows that when the mean shift occurs near the endpoints,
the LR and Fmax statistics are more powerful; in contrast, when the change occurs in the
middle of the data set, the CUSUM test is more powerful. Around c/n = 0.25, all tests
have approximately the same power. As is evident from their definitions, the LR and Fmax
tests are nearly identical in power, with the Fmax test being slightly more powerful, and the
difference in power being more noticeable for relatively smaller values of n. Because of this
strong similarity, we continue our analysis considering only the CUSUM and LR statistics.
To investigate how the change-point time, the model, and the magnitude of the shift
in the mean affect the power of the tests, we express the CUSUM of the data in terms of
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a CUSUM of zero mean random variables. Under HA with a mean shift at time c, some
computations provide
CUSUMX(k)
τ
=
1
τ
√
n
(
k∑
i=1
Yi − k
n
n∑
i=1
Yi
)
+
√
n ·min
{
k
n
,
c
n
}(
1−max
{
k
n
,
c
n
})
∆
τ
,
(4.3.1)
where Yi = Xi−µ1 if i ≤ c and Yi = Xi−µ2 if i > c. Arguments akin to those in the proof
of Lemma 4.2.1 will establish an relation similar to (4.3.1) for CUSUMs of residuals. From
this, it can be shown that the asymptotic power of a CUSUM test is a function of
δ1 =
√
n · c
n
(
1− c
n
) |∆|
τ
, (4.3.2)
and the asymptotic power of a LR test is a function of
δ2 =
√
n ·
√
c
n
(
1− c
n
) |∆|
τ
. (4.3.3)
φ′ θ′ n c
n
∆
(Case 1)
Power
(Case 1)
∆
(Case 2)
Power
(Case 2)
{-0.5} - 500 0.50 0.1431 0.5545 0.2087 0.7625
{0.1} - 1000 0.40 -0.1757 0.5820 -0.2510 0.7815
{0.7} - 2000 0.30 0.4259 0.5710 0.5693 0.7865
- {-0.5} 500 0.20 -0.1677 0.5400 -0.1957 0.7200
- {0.1} 1000 0.10 0.4638 0.5810 0.4058 0.7695
- {0.7} 2000 0.05 -0.9603 0.6255 -0.6105 0.7835
{0.2} {0.4} 1000 0.95 1.3981 0.5145 1.2568 0.7370
{-0.4} {-0.3} 500 0.90 -0.2981 0.4900 -0.1845 0.6795
{0.5} {-0.1} 2000 0.80 0.3019 0.5655 0.3522 0.8020
{-0.6, 0.1} {-0.9, 0.4} 2000 0.70 -0.0426 0.5485 -0.1139 0.7880
{0.9, -0.2} {0.3, 0.2} 1000 0.60 0.7906 0.5590 1.1296 0.7440
{0.3, -0.6} {0.7, -0.5} 500 0.50 -0.1982 0.5130 -0.0577 0.7730
{-0.6, 0.1} {-0.5, -0.4} 500 0.70 -0.0170 0.2765 -0.0228 0.3440
{0.5, 0.4} {0.1, 0.6} 1000 0.60 2.6880 0.4120 3.8407 0.4405
Table 4.2: The power of the CUZ test when restricting δ1 = 1.2 (Case 1) and the power of
the λ˜Z test when restricting δ2 = 3.5 (Case 2).
Table 4.2 explores the power claims in (4.3.2) and (4.3.3) for the CUZ and λ˜Z tests.
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The estimated power of these tests is simulated for various series lengths, ARMA models,
and mean shift times and magnitudes. We consider two cases: the first picks ∆ so that δ1
is always 1.2 and the second picks ∆ so that δ2 is always 3.5. The Table 2 powers for Case
1 are for CUSUM tests and those for Case 2 are for LR tests. The powers in Table 4.2
appear to be fairly constant in the two columns, as they should if (4.3.2) and (4.3.3) hold.
However, the last two rows show substantially smaller powers. The reduction of power here
is again attributed to the roots of the AR or MA polynomial being close to unity.
Finally, we will examine the difference in power between the CUSUM and LR tests in
more detail. Figure 4.2 plots empirical powers with δ1 or δ2 held constant (and hence the
powers for the CUZ or λ˜Z tests should be relatively constant) for various values of c/n.
Because these power functions are a priori symmetric about c/n = .5, we are now only
concerned with cases when c/n ≤ .5. The results in Figure 4.2 show that the LR tests are
quite more powerful than CUSUM tests in some settings; however, when the CUSUM tests
are more powerful, the difference is never substantial.
Figure 4.2: Power (vertical axes) vs. cn (horizontal axes) while holding δ1 or δ2 constant for
an ARMA(1,1) with φ = .5 and θ = .5 (n = 1000).
As an overall recommendation for the practitioner, we suggest that the LR test be used
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as a first choice if the location of the change-point is “uniformly unknown”. In the event
that the change-point is believed to be closer to the center of the data record, the CUSUM
test can also be reliably used.
4.3.3 Mean Shift Testing with Misspecified Models
It is rare to know the ARMA orders p and q in application. Table Table 4.1 demonstrates
circumstances where the methods are suspect. Because of this, we examine the ability of the
residual-based tests to detect mean shifts when the ARMA model has been misspecified.
Specifically, we consider the effects of overspecifying and underspecifying the values of p
and q.
First, we simulated data from an AR(4) process with φ′ = {.6,−.4, .3, .2}. Using the
CUX test, the probability of a Type I error is estimated as 0.606 when fitting an AR(2)
model and 0.711 when using the λ˜Z test. The respective Type I error estimates are 0.042
and 0.038 when fitting an AR(8) model to the same series. When fitting the correct AR(4)
model, the Type I error estimates become 0.038 and 0.036. Type I error estimates for the
nonparametric CUX and λ˜X tests were 0.204 and 0.210.
Next, we consider a moving average component. When data are simulated from an
ARMA(2,2) model with φ′ = {.4, .3} and θ′ = {.1,−.6} and the data are fitted with an
ARMA(1,1), the Type I error probability is estimated as 0.1359 with the CUZ test and
0.1488 with the λ˜Z test. However, when these same series are fitted with an ARMA(4,4)
model, the Type I errors become 0.0504 and 0.0445 (compared to 0.0444 and 0.0386 when
using the correct ARMA(2,2) orders). Estimated Type I errors for the nonparametric CUX
and λ˜X tests were 0.0705 and 0.0639, respectively.
Table 4.1 estimates the probability of a Type I error as 0.0000 with the CUX test on
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an MA(1) model (of known order) with θ1 = 0.9. This estimated Type I error becomes
0.016 with a CUZ test and fitting an AR(20) model. Thus, some improvements on the
nonparametric methods can be made if the residual-based tests are used while disregarding
an MA component.
In summary, we find that residual-based tests underperform their nonparametric versions
when the ARMA orders have been underspecified. However, residual-based tests prove
to have as good a Type I error when the ARMA order is overspecified than when the
ARMA order is correctly specified. Additional simulations showed that little or no power
is lost when the ARMA orders are overspecified. As all processes simulated were Gaussian,
therefore we did not test these methods on non-Gaussian processes.
4.4 Comments and Conclusions
Overall, the results here show that applying asymptotic CUSUM methods to stationary
correlated series in an attempt to find an undocumented mean shift can produce spurious
conclusions. The Type I errors in Table 1 for such tests are very far from their intended
values, even for sample sizes on the orders of thousands. The situation is much better if
one applies change-point tests to the residuals of an ARMA model fit to the data. With
residual tests, it is shown that a likelihood ratio test is best at detecting the change-point
when the change-point is not near the center of the data record, while the CUSUM tests are
slightly more powerful when the change-point is located near the center of the data record.
An undesirable feature of the likelihood ratio test is that one must crop the data away from
the series endpoints — phrased another way, it is not possible to detect change-points lying
at the extremes of the data record.
One could attempt to improve the power of the tests here by examining versions that
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estimate the time series parameters under the alternative hypothesis, say given that a
change-point occurs at time c. This is very complex to handle mathematically, especially in
the case where there is a moving-average component in the time series errors; Davis et al.
(1995) consider the case where the error component is a simple autoregression.
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Chapter 5
Extensions
As discussed in Section 2.2.1, {Jj}ni=1 from (2.2.1), which represents the occurence of pre-
cipitation, is most popularly modeled as a 2-state first order Markov chain. However, the
change-point methods discussed in Chapter 2 require that {Jj}2i=1 is an independent set.
In Section 4.2.2, an adjusted CUSUM test statistic was introduced that is intended to
approximate the behavior of a likelihood ratio statistic in mean shift tests for the ARMA
processes of (4.2.1). However, the full likelihood ratio test for ARMA models requires that
estimates of all second order parameters be calculated for each admissible change-point time.
This provides a significant theoretical complication when gauging the limiting behavior of
this LRT.
In this chapter, we discuss change-point methods in Markov chain models (with applica-
tions to precipitation data), and we define and provide limit theory regarding the full LRT
for the mean shift test in ARMA models.
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5.1 Change-Point Testing for Markov Chain Models
Recalling the precipitation classifications of Section 2.3, we note that all of the change-point
testing methods developed thus far in this study have been for Type A precipitation models,
in which the series, {Jj}nj=1 is assumed to be independent. In order to develop change-point
tests for Type B models, in which {Jj}nj=1 is considered to behave like a first-order, two-state
Markov chain, the methods need to be altered.
Instead of a single parameter, p, to model the occurrence of rain, Type B models use
the following two parameters to approximate the occurrence of rain:
p0 = P [Jj = 1|Jj−1 = 0] ,
p1 = P [Jj = 1|Jj−1 = 1] .
5.1.1 Markov Chain Inference
In order to find the maximum likelihood estimators for p0 and p1, we must first develop
some notation for inference of Markov chains, Anderson & Goodman (1957). Let
n01 =
n−1∑
j=1
I
(01)
j where I
(01)
j =

1 if Jj = 0 and Jj+1 = 1,
0 else,
n11 =
n−1∑
j=1
I
(11)
j where I
(11)
j =

1 if Jj = 1 and Jj+1 = 1,
0 else.
We can interpret, in terms of the precipitation model, n01 as the number of days in
132
which it rained when there was no rain the day before and n11 as the number of days in
which it rained when there was rain on the previous day. Also let
n1 =
n−1∑
j=1
Jj ,
n0 = (n− 1)− n1.
Now we can find
pˆ0 =
n01
n0
,
pˆ1 =
n11
n1
.
5.1.2 The Test for Markov Chain Structure in the Data
The precipitation data set used for the analysis in Section 2.8 (with n = 6353) has missing
values, which is irrelevent when {Jj}6353j=1 is assumed to be an independent series, however
we can still test for a Markov chain structure in that series. So, the following hypotheses
are to be tested:
H0 : {Jj}6353j=1 is an independent series, where each Jj has success probability p, (5.1.1)
HA : {Jj}6353j=1 behaves as a first-order, two-state Markov chain. (5.1.2)
The likelihood ratio for this test is:
ΛMC =
pˆn1(1− pˆ)n0
pˆ0
n01(1− pˆ0)n0−n01 pˆ1n11(1− pˆ1)n1−n11 , (5.1.3)
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where
pˆ =
n1
n− 1 .
Hence
log(ΛMC) = n1 log pˆ+ n0 log (1− pˆ)− n01 log pˆ0 − (n0 − n01) log (1− pˆ0)
−n11 log pˆ1 − (n1 − n11) log (1− pˆ1).
Now consider that the sequence {Jj}nj=1 behaves via an m-state Markov chain with
transition matrix
P =

p00 p01 · · · p1(m−1)
p10 p11 · · · p2(m−1)
...
...
. . .
...
p(m−1)0 p(m−1)1 · · · p(m−1)(m−1)

(5.1.4)
where
∑m
j=1 pij = 1 for all i and pij > 0 for all i and j. The m-state equivalent of (5.1.1)
vs. (5.1.2) is:
H0 : p0j = p1j = . . . = p(m−1)j for each j, 0 ≤ j ≤ m− 1, (5.1.5)
vs.
HA : not H0. (5.1.6)
Proposition 5.1.1 If we construct ΛMC as a statistic similar to (5.1.3) used for testing
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(5.1.5) vs. (5.1.6), it holds that
−2 log ΛMC D−→ χ2(m−1)2 , (5.1.7)
where χ2(m−1)2 is a chi-square random variable with (m− 1)2 degrees of freedom.
For the data, we have m = 2 and observe −2 log(ΛMC) = 20.71256, where by Propo-
sition 5.1.1 −2 log(ΛMC) ∼ χ21. This test has a 95% cut-off of χ21 = 3.841459 < 20.71256.
Therefore, we reject the null hypothesis, and recognize that despite the fact that the data
have missing values, there is a noticeable Markov chain tendency. We also found pˆ0 = .4190
and pˆ1 = .4761.
5.1.3 Markov Chain Change-Point Testing
If we assume that {Jl}nl=1 follows an m-state, first-order Markov chain, and we wish to test
for a change-point in the process at k, then we first presume that if Jl is in state i, then
Jl = i. Also, Jl has transition matrix
P l = {pij,l}0≤i≤m−1,0≤j≤m−1 (5.1.8)
where
pij,l = P (Jl = j|Jl−1 = i). (5.1.9)
We wish to test the no change null,
H0 : P 1 = P 2 = . . . = P n, (5.1.10)
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against the fixed change-point alternative,
H∗A : P 1 = . . . = P k 6= P k+1 = . . . = P n, (5.1.11)
and the unknown change-point alternative,
HA : there is some c ∈ K, such that
P 1 = . . . = P c 6= P c+1 = . . . = P n.
(5.1.12)
First, we derive the LRT, Λk for testing (5.1.10) vs. (5.1.11) in the case where m = 2. In
order compute this statistic, we must first find all maximum likelihood estimators, which
requires some more notation. Let
n01.k =
k−1∑
l=1
I
(01)
l , n
∗
01.k =
n−1∑
l=k
I
(01)
l ,
where
I
(01)
l =

1 if Jl = 0 and Jl+1 = 1,
0 else.
Additionally let
n11.k =
k−1∑
l=1
I
(11)
l , n
∗
11.k =
n−1∑
l=k
I
(11)
l ,
where
I
(11)
l =

1 if Jl = 1 and Jl+1 = 1,
0 else.
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Also,
n1.k =
k−1∑
j=1
Jj , n
∗
1.k =
n−1∑
l=k
Jl,
n∗0.k = (k − 1)− n1.k, n∗0.k = (n− k)− n∗1.k.
Thus,
pˆ0.k =
n01.k
n0.k
, pˆ∗0.k =
n∗01.k
n∗0.k
,
pˆ1.k =
n11.k
n1.k
, pˆ∗1.k =
n∗11.k
n∗1.k
.
Now, that we have found the proper MLEs, we can write the expression for the likelihood
ratio statistic.
log(Λk) = n01 log pˆ0 + (n0 − n01) log (1− pˆ0) + n11 log pˆ1 + (n1 − n11) log (1− pˆ1)
−n01.k log pˆ0.k − (n0.k − n01.k) log (1− pˆ0.k)− n11.k log pˆ1.k
−(n1.k − n11.k) log (1− pˆ1.k)− n∗01.k log pˆ∗0.k − (n∗0.k − n∗01.k) log (1− pˆ∗0.k)
−n∗11.k log pˆ∗1.k − (n∗1.k − n∗11.k) log (1− pˆ∗1.k).
Once again, when testing for an unknown change-point,
λmax = −2 log(Λ) = max
ℓ≤ k
n
≤h
{−2 log(Λk)}
is used as the statistic for testing (5.1.10) vs. (5.1.12). It is especially prudent to pick a
sufficiently large ℓ and 1− h becuase if n01.k = 0, n11.k = 0, etc. for any k, it is not possible
to calculate λmax. If m > 2, Λk is calculated similarly.
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Proposition 5.1.2 For any fixed k where ℓ ≤ k ≤ h and where Λk is used to test (5.1.10)
vs. (5.1.11), it holds that
−2 log Λk D−→ χ2M−r, (5.1.13)
where χ2M−r is a chi-square random variable with M − r degrees of freedom where M =
m(m − 1) and r is the number of transitions that have 0 probability. Also, when testing
(5.1.10) vs. (5.1.12), it holds that
λmax
D−→ sup
ℓ≤t≤h
B(M−r)
t(1− t) . (5.1.14)
The p-value of this test is approximated by ξ
(M−r)
[ℓ,h] (λmax) using (2.5.10).
For the precipitation model, the 95% cut-off is the value x∗ which solves ξ(2)[ℓ,h](x
∗) = .05.
Using ℓ = 1 − h = .1, we can conclude that there is a change-point in the Markov chain
structure if −2 log(Λ) > 12.42093.
If we want to test for a change-point in a general Type B precipitation model, where
{Jj}nj=1 follows a Markov chain structure with two states and where {Zj}nj=1 is an indepen-
dent sequence where Zj has distribution fucntion G(x|θj) and where θj has dimension d.
We wish to test the no change null,
H0 : P 1 = P 2 = . . . = P n, and θ1 = θ2 = . . . = θn (5.1.15)
against the fixed change-point alternative,
H∗A : P 1 = . . . = P k 6= P k+1 = . . . = P n and
θ1 = . . . = θk 6= θk+1 = . . . = θn,
(5.1.16)
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and the unknown change-point alternative,
HA : there is some c ∈ K, such that
P 1 = . . . = P c 6= P c+1 = . . . = P n and
θ1 = . . . = θc 6= θc+1 = . . . = θn.
(5.1.17)
We apply the following test statistic:
log(Λk) = n01 log pˆ0 + (n0 − n01) log (1− pˆ0) + n11 log pˆ1 + (n1 − n11) log (1− pˆ1)
−n01.k log pˆ0.k − (n0.k − n01.k) log (1− pˆ0.k)− n11.k log pˆ1.k
−(n1.k − n11.k) log (1− pˆ1.k)− n∗01.k log pˆ∗0.k − (n∗0.k − n∗01.k) log (1− pˆ∗0.k)
−n∗11.k log pˆ∗1.k − (n∗1.k − n∗11.k) log (1− pˆ∗1.k) + L(y|θˆ0)
−L(yk|θˆk)− L(y∗k|θˆ
∗
k).
Proposition 5.1.3 In the case where {Jl}nl=1 is a two-state Markov chain, for any fixed k
where ℓ ≤ kn ≤ h and where Λk is used to test (5.1.15) vs. (5.1.16), it holds that
−2 log Λk D−→ χ2d+2, (5.1.18)
where χ22+d is a chi-square random variable with d+2 degrees of freedom. Also, when testing
(5.1.15) vs. (5.1.17), it holds that
λmax
D−→ sup
ℓ≤t≤h
B(d+2)(t)
t(1− t) . (5.1.19)
The p-value of this test is approximated by ξ
(d+2)
[ℓ,h] (λmax) using (2.5.10).
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If we were to test for a change-point in a data set while assuming a Type B precipitation
model with G(x) ∼ Gamma(γ, β), then there would be a total of four free parameters under
the null hypothesis. Because ξ
(4)
[.1,.9](17.15037) = .05, using ℓ = 1 − h = .1, we would reject
the null hypothesis if λmax > 17.15037.
5.1.4 Results
We now continue the analysis of the dataset in Section 2.8, while applying Propositions
5.1.2 and 5.1.3 of this section. If we assume a Type B model, and we test for a change-point
in the Markov structure, then using ℓ = 1 − h = .1, we find −2 log(Λ) = 56.31739 with
cˆ = 5051. This test concludes that there is a rather significant change-point. A graph of c
vs. −2 log(Λc) in this test is shown in Figure 5.1. The graph shows that despite the different
change-point, the actual Λc series hasn’t changed much from when a Bernoulli stucture was
assumed. Also, the test finds p0.cˆ = .4487, p1.cˆ = .4930, p
∗
0.cˆ = .3278, and p
∗
1.cˆ = .3877.
Figure 5.1: k vs. −2 log(Λk) when Testing for Change in Markov Structure
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If we assume a Class B model with gamma distributed intensities, then for l/n =
1 − h/n = .1, we see −2 log(Λ) = 60.68909 > 17.15037 with cˆ = 4409. The test finds
p0.cˆ = .4530, p1.cˆ = .5029, p
∗
0.cˆ = .3549, and p
∗
1.cˆ = .3981. Figure 5.2 shows k vs. −2 log(Λk)
for this test.
Figure 5.2: k vs. −2 log(Λk) for Testing Change in Type B Model
An interesting observation: If the intensities are assumed to have a gamma distribution,
the test for a change in the intensities found cˆ = 3647. The test for a change in the rain
occurrence under Bernoulli assumptions found cˆ = 4409, which is also the result for the
test of an overall change in the Type A model. However, the test for a change in the
occurrence of rain under Markov assumptions indicated cˆ = 5051. Oddly enough, the test
for an overall change in the Type B model again yielded cˆ = 4409. The change-points found
under assumptions of Markov models are clearly significant, however they are slightly less
significant the change-points found when the Markov assumptions were excluded.
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5.2 The Full LRT for ARMA Models
Recall the ARMA process of (4.2.1). We will now deal with ARMA(p, q) models that are
revised as follows for a finite time series {X1, . . . , Xn}:
Z1 = (X1 − µ1)
Z2 + θ1Z1 = (X2 − µ2)− φ1(X1 − µ1)
...
Zn + θ1Zn−1 + . . .+ θqZn−q = (Xn − µn)− φ1(Xn−1 − µn−1)− . . .− φp(Xn−p − µn−p).
Letting β = {φ,θ} represent the vector of ARMA parameters, this model allows us to write
Zt =
t−1∑
j=0
πj(β)(Xt−j − µt−j), for t = 1, . . . , n , (5.2.1)
where π0(β) = 1, πj(β) = 0 for j < 0, and
πj(β) = −
q∑
i=1
θiπj−i(β)− φj , (5.2.2)
letting φj = 1 for j > p.
Also, we let µ0 denote the mean when there is no mean shift, µk represent the mean
before a shift at time k and µ∗k represent the mean after a shift at time k. Also, we let µˆ0
be the MLE of µ0 under H0. Likewise, when there is a mean shift at time k, we let µˆk be
the MLE of µk, and µˆ
∗
k be the MLE of µ
∗
k. The likelihood when allowing for a mean shift
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at time k as a function of β, σ2, µk and µ
∗
k can be given by
Lk(β, σ
2, µk, µ
∗
k) =
(
1
2πσ2
)n/2
e−
1
2σ2
∑n
t=1 Z
2
t (5.2.3)
where
Zt =
t−1∑
j=0
πj(β)(Xt−j − µt) (5.2.4)
with µt = µk for t ≤ k and µt = µ∗k for t > k.
We let η = {β, σ2} = {η1, . . . , ηp+q+1} be the vector which represents the second order
parameters. The MLE of η under H0 is ηˆ0 = {ηˆ0,1, . . . , ηˆ0,p+q+1} and the MLEs of η under
HA are ηˆk = {ηˆk,1, . . . , ηˆk,p+q+1} for each k, ℓ ≤ kn ≤ h.
Also, to denote the likelihood under H0, we define L0(η, µ0) = Ln(η, µ0, µ0).
The objective is to show
Theorem 5.2.1 Letting lk = −2 lnLk and l0 = −2 lnL0 then
λk = l0(ηˆ0, µˆ0)− lk(ηˆk, µˆk, µˆ∗k) (5.2.5)
it holds that
max
ℓ≤ k
n
≤h
|λk| = max
ℓ≤ k
n
≤h
∣∣∣∣∣ 1k
n
(
1− kn
) (1
τ
CUSUMk
)2∣∣∣∣∣+ op(1). (5.2.6)
Where CUSUMk is defined in (1.1.9) and τ satisfies (4.2.3). Therefore,
max
ℓ≤ k
n
≤h
|λk| D−→ sup
ℓ≤t≤h
B2(t)
t(1− t) (5.2.7)
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where B2(t) is a Brownian bridge squared. Quantiles of the limiting distribution in (5.2.7)
can be found using (1.1.19) with d = 1.
The proof of this theorem is going to require a sequence of lemmas. First, we have:
Lemma 5.2.1 When H0 holds and the true homogeneous mean is denoted by µ,
max
ℓ≤ k
n
≤h
‖(ηˆk, µˆk, µˆ∗k)− (η, µ, µ)‖ = op(1). (5.2.8)
Also (the proof of which is trivial),
‖(ηˆ0, µˆ0)− (η, µ)‖ = Op
(
1√
n
)
. (5.2.9)
If possible, we would prefer to show
max
ℓ≤ k
n
≤h
‖(ηˆk, µˆk, µˆ∗k)− (η, µ, µ)‖ = Op
(
1√
n
)
. (5.2.10)
The proof of (5.2.8) will be similar to the proof of Lemma 1.2.1 from Cso¨rgo˝ & Horva´th
(1997), which is an equivalent in the IID case. That proof follows the proof of Theorem
6.2.2 from Lehman: Theory of Point Estimation.
Before continuing, we must define,
X¯ =
1
n
n∑
j=1
Xj , X¯k =
1
k
k∑
j=1
Xj , and X¯
∗
k =
1
n− k
n∑
j=k+1
Xj , (5.2.11)
Next, we need
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Lemma 5.2.2 ∣∣X¯ − µˆ0∣∣ = op( 1√
n
)
, (5.2.12)
max
ℓ≤ k
n
≤h
∣∣X¯k − µˆk∣∣ = op( 1√
n
)
, (5.2.13)
and
max
ℓ≤ k
n
≤h
∣∣∣Xˆ∗k − µˆ∗k∣∣∣ = op( 1√n
)
. (5.2.14)
Lemma 5.2.2 follows from 5.2.1.
Lemma 5.2.3 There exists a matrix of constants, C = {cij} for 1 ≤ i ≤ p + q + 1 and
1 ≤ j ≤ p+ q + 1 so that
∥∥∥∥ 1n · ∂2∂η0∂η′0 l0(ηˆ0, µˆ0)−C
∥∥∥∥ = op(1), (5.2.15)
and
max
ℓ≤ k
n
≤h
∥∥∥∥ 1n · ∂2∂ηk∂η′k lk(ηˆk, µˆk, µˆ∗k)−C
∥∥∥∥ = op(1). (5.2.16)
Also, there exists a vector of constants, d = {di}p+q+1i=1 so that
∥∥∥∥ 1n · ∂2∂µ0∂η′0 l0(ηˆ0, µˆ0)− d
∥∥∥∥ = op(1), (5.2.17)
max
ℓ≤ k
n
≤h
∥∥∥∥1k · ∂2∂µk∂η′k lk(ηˆk, µˆk, µˆ∗k)− d
∥∥∥∥ = op(1), (5.2.18)
and
max
ℓ≤ k
n
≤h
∥∥∥∥ 1n− k · ∂2∂µ∗k∂η′k lk(ηˆk, µˆk, µˆ∗k)− d
∥∥∥∥ = op(1). (5.2.19)
Finally, ∣∣∣∣ 1n · ∂2∂µ20 l0(ηˆ0, µˆ0)− 1τ2
∣∣∣∣ = op(1), (5.2.20)
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max
ℓ≤ k
n
≤h
∣∣∣∣1k · ∂2∂µ2k lk(ηˆk, µˆk, µˆ∗k)− 1τ2
∣∣∣∣ = op(1), (5.2.21)
and
max
ℓ≤ k
n
≤h
∣∣∣∣ 1n− k · ∂2∂µ∗k∂µ∗k lk(ηˆk, µˆk, µˆ∗k)− 1τ2
∣∣∣∣ = op(1). (5.2.22)
A similar result for all derivatives of higher order should also hold.
At this time, it is unclear what the values of C and d should be, but they are likely are
derived from the Fisher information for ARMA series. Lemmas 5.2.3 and 5.2.1 can be
proved jointly.
Lemma 5.2.4 It holds that
max
ℓ≤ k
n
≤h
‖ηˆk − ηˆ0‖ = Op
(
1
n
)
. (5.2.23)
Given Lemmas 5.2.1, 5.2.2, and 5.2.3, Lemma 5.2.4 can be shown.
Now, in order to prove Theorem 5.2.1, we must Taylor expand λk and get,
λk =
∂2
∂µ20
l0 (ηˆ0, µˆ0) · (µˆ0 − µ)2 −
∂2
∂µ2k
lk (ηˆk, µˆk, µˆ
∗
k) · (µˆk − µ)2
− ∂
2
∂(µ∗k)2
lk (ηˆk, µˆk, µˆ
∗
k) · (µˆ∗k − µ)2 +Ak +Dk + Sk, (5.2.24)
where
Ak =
∑
i
∑
j
(
∂2
∂ηi∂ηj
l0 (ηˆ0, µˆ0) · (ηˆ0,i − ηi) (ηˆ0,j − ηj)
− ∂
2
∂ηi∂ηj
lk (ηˆ0, µˆk, µˆ
∗
k) · (ηˆk,i − ηi) (ηˆk,j − ηj)
)
, (5.2.25)
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Dk =
∑
i
(
∂2
∂µ0∂ηi
l0 (ηˆ0, µˆ0) · (µˆ0 − µ) (ηˆ0,i − ηi)
− ∂
2
∂µk∂ηi
lk (ηˆk, µˆk, µˆ
∗
k) · (µˆk − µ) (ηˆk,i − ηi)
− ∂
2
∂µ∗k∂ηi
lk (ηˆk, µˆk, µˆ
∗
k) · (µˆ∗k − µ) (ηˆk,i − ηi)
)
, (5.2.26)
and Sk contains similar terms for derivatives of higher order. Using Lemma 5.2.3, we show
that
Ak =
∑
i
∑
j
cij
[√
n (ηˆ0,i − ηi) ·
√
n (ηˆ0,j − ηj)−
√
n (ηˆk,i − ηi) ·
√
n (ηˆk,j − ηj)
]
+Bk
with maxℓ≤ k
n
≤h |Bk| = op(1). Now we can use Lemma 5.2.4 to show that maxℓ≤ k
n
≤h |Ak| =
op(1). Likewise, Lemmas 5.2.1, 5.2.3 and 5.2.4 should show that maxℓ≤ k
n
≤h |Dk| = op(1).
After again applying Lemma 5.2.3
max
ℓ≤ k
n
≤h
|λk| = max
ℓ≤ k
n
≤h
1
τ2
(
n (µˆ0 − µ)2 − k (µˆk − µ)2 − (n− k) (µˆ∗k − µ)2
)
+ op(1).
Using Lemma 5.2.2, we see
max
ℓ≤ k
n
≤h
|λk| = max
ℓ≤ k
n
≤h
1
τ2
(
n
(
X¯ − µ)2 − k (X¯k − µ)2 − (n− k) (X¯∗k − µ)2)+ op(1).
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