Introduction and summary.
The nth partial sum of the Fourier series of an arbitrary function can be written in the form of an integral involving the Dirichlet kernel. The integral of the absolute value of this kernel is known as the nth Lebesgue constant, and is usually denoted by |sin(« + \)t\ . sin(ί/2) ' see [19, p. 172] . The behavior of the sequence {L n } is closely connected with convergence and divergence properties of Fourier series, and the importance of this sequence has led many mathematicians to be concerned not only with just its asymptotic formula but also with its full asymptotic expansion. First, Fejer [1] showed that (1.2 ) L π n n where c 0 and c λ are constants and a(n) = 0(1) as n -» oo. An explicit expression was given for c 0 but not for c v Later, infinite asymptotic expansions were derived by Gronwall [4] , Watson [18] and Hardy [7] .
In an entirely analogous manner, the nth partial sum of the expansion of an arbitrary function in terms of Jacobi polynomials can be written as an integral involving a kernel; see, e.g., [17, p. 39] . The nth Lebesgue constant in this case has the integral representation ΛI o\ r ( n\ T(n + a + β + 2) This result is due to Rau [12] . In view of the identity [17, p. 60] 11.4) F n i Equation (1.3) gives L n (-\, -\) = L n , contrary to a statement made in [8, footnote 7] . Rau [12] was the first to show that for a > -1/2 and β > -1, Later Szego [16] had an alternative proof of (1.5) , and furthermore showed that (1.7) L B (-i,j8) = 4log« + o(log/i) for jβ > -1, and that for -1 < a < -\ and β > -1 (1.8) 
IJα,jB) = Γ (^ 1} / o θ'\Ja+i(*)\dθ + o(ΐ),
where J a+I (θ)is the Bessel function of first kind. The above results have been sharpened by Lorch [8, 9] , particularly in the cases a = -\ and -\ < a < \. For -\ < a < < \, a -β < 1 and β > -1, Lorch's result can be stated as follows:
where (1.10) B a = T{ l~a +1
+ 2Σ
Jk-l both infinite series being absolutely convergent. (Equation (4) in [9] contains two misprints; M k+ι (a) should be replaced by M k (a) and M x {a) should have a minus sign.) In (1.10), j n = j a+ ι, n is the nth positive zero of
For α = -i and β > -1, Lorch also obtained the result that as n -> oc,
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the last integral being convergent. (There is a typographical error in [9, (8) ]; the factor in front of log 2 should be 8/77 2 and not 4/77 2 .) Lorch's investigation [10] was motivated by a question raised by Szegό concerning asymptotic monotonicity of the sequence {L n (0,0)}; see also the editor's comment at the end of [13] . The result in (1.9), however, fails to answer the question of Szegό. Lorch thus posed to us in 1980 the problem of replacing the O-terms in (1.9) and (1.12) by explicitly determined expressions plus terms of lower asymptotic order. The following results provide a solution to his problem, and were announced in [3] . The detailed proofs of these results are the contents of the present paper. The fact that (L w (0,0)} is an asymptotically increasing sequence is an immediate consequence of the result given in (1.18) below.
First, for the restricted range -\ < a < \ and -\ < β < \, we have (1.14) L n (a,β) ln the important particular case of Laplace series (i.e., the series in terms of Legendre polynomials at the end point x = 1), a = β = 0, and (1.14) becomes (1.18) 
7Γ~ι
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The principal term in (1.18) was first given by Gronwall [5, 6] , and later by Szegό [14, 15] Finally, we turn to the case -1 < a < -\. Under the additional restrictions a -β > -1 and -\ < β < \, we have the following sharpened form of (1. Dβ again being the same constant given in (1.16). Lorch's method essentially consists of replacing the Jacobi polynomial in (1.3) by its asymptotic formula of "Hub's type" [17, p. 197] , and splitting the interval of integration (0,77) at the points j a + ι, k /N, k = 1,..., [TV] , where N = n 4-\{a + β + 2). Our approach differs from that of Lorch. We first split the interval (0, π) at the exact zeros of the Jacobi polynomial and then apply recently obtained uniform asymptotic expansions for the Jacobi polynomials and their zeros [2] . Our method may also be extended to give higher order approximations when desired.
Sketch of the procedure.
For simplicity of presentation, we restrict our attention to the case -\ < a < \ and -\ < β < \. Let θ k denote the kih zero of P,< α+M) (cos0), put n = [n/2], and write
2)
We shall first be concerned with the constant L^\a 9 β). The evaluation of L^\a,β) proceeds in a similar manner. For convenience, we set θ 0 = 0 and define (2.2) I k = jf k+ι (sin f) (cos f) *"<«•".»(«»*) dθ.
Since cos 0 = 1 and
To evaluate I k9 we shall use the following results given in [2] ; see, in particular, the main theorem, Corollary 2, and the first paragraph in §5 of that reference. 
13) Λ*(^)=(fcotf) (sin I) (cos |)
Note that the implied constant in the O-symbol in (2.12) is independent of k. It is easily seen that (2.14)
Using the identity
we have by integration by parts
where
For fixed v, it is well-known that Thus, by Lemma 2, we have
where the implied constant in the 0-symbol is independent of k for k = l,...,w. Note that a combination of (2.6), (2.19) 
where ζ(μ) is the Riemann-Zeta function. A combination of (2.23), (2.24) and (2.25) gives
An entirely similar argument leads to
Here we have used the fact that n (2.28)
01-
From (2.4) and (2.10), it now follows that as n -» oo,
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In the next section, it will be shown that
To proceed further, we need the following two lemmas, whose proofs are given in §4.
LEMMA 3. ^4s n -> oo, the sum in (2.31) has the asymptotic approximation
where B™ is a constant given by (2.35) (a,β) and Lf>(a,β) together. This is done in §6. Since the derivations of expansions (1.19) and (1.21 ) are similar to that of (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) , they will not be presented here. In terms of the function g a β(θ) defined in (2.33) (and also used in [9, (30 where R n is given in (2.32). The sum on the right-hand side of (3.22) can be written as 4.14) for some £ θ satisfying
2ff> = f fM ft (α) --^
Calculation of
in (4.14), we have j k _ x /N < ξ θ <j k /N so that, by (2.19) 
Note that the implied constants in the last two O-terms are independent of k. Since f'(θ) = O(θ a~1/2 \ a combination of the above results shows that the integral in (4.14) is
By using this estimate and (4.13), the addition of (4.10) and (4.11) yields (4.15) where we have also made use of (2.25) . From (2.19) and (2.20) , it now follows that for k > 1, (4.16) •.-άO.Uj-
), where again the implied constant in the last 0-term is independent of k. Since -\ < a < \, a combination of (4.15) with (4.16), (2.25 ) and the last estimate yields
The sum in (4.17) may now be written as
The second integral in (4. Finally, using (4.8) , the addition of (4.12) and (4.19) gives (4.8) . To the integral in (4.22), we apply integration by parts. By using (3.27 ) and the fact that g aβ (θ) = 1 + O(θ 2 ) as θ -> 0 + , it can be shown that the integrated term is equal to
The other term can be replaced by as was done in the case of S n 2 , cf. (4.18) . Thus (4.6) , (4.20) and (4.26) . This proves Lemma 3.
Evaluation of Lff\a 9 fi).
In what follows we shall use the same notation as we did in the evaluation of L^\a,β). There should be no confusion resulting from this, when care is taken to distinguish the zeros of P< a+1 * β \cosθ) and P^' α+1) (cos0). Thus we again let θ 0 = 0, θ k denote the kth positive zero of P^β' where Dβ is given in (1.16) . Note that the sum in D β starts with k = 1, whereas the sum in B£\ the corresponding constant in S n given in (2.35), starts with k = 2. Since g aβ (θ) = 1 4-O(θ 2 ), the term involving the second integral on the right of (5.8) :-:
where B a is given in (1.10) and we have used (2.33) and (2.6).
We now note that (6.6) [n«-β -
here C aβ is given in (1.15) . Upon adding (6.5) where B a and Dβ are given in (1.10) and (1.16) respectively and where (6 -8) '- where A aβ is given in (1.6) . Making the change of variable θ = π -φ in the second integral in (6.9), the two integrals there can also be combined into the single integral (6.13) Note that by (2.20) and (2.41), we have From (2.19) and (2.20) , it also follows that 4, + i = f + tf^-1 ), ^-i = f and Expanding the integrand in (6.13) about ττ/2 and using the above results, the integral in (6.13) can be shown to be -n This result coupled with (6.9) gives (6.14) /* = -A combination of (6.7), (6.10), (6.12) and (6.14) yields our final result (1.14).
To conclude this paper, we consider the particular case of Laplace series given in (1.18) . The constant term and the 0{n' 1 ) term in (1.18) have a somewhat different appearance from those obtained by putting a = β = 0 in (1.14) . The transition to the form in (1.18) is made by writing the second infinite series in (1.10) as (6.15) lim /2 ) . Now using the fact that, for a = 0, (6.16) the result for the constant term in (1.18) (0, 0) given in (1.18) .
