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Abstract: It has recently been demonstrated that black hole dynamics in a large
number of dimensions D reduces to the dynamics of a codimension one membrane
propagating in flat space. In this paper we define a stress tensor and charge current
on this membrane and explicitly determine these currents at low orders in the expan-
sion in 1
D
. We demonstrate that dynamical membrane equations of motion derived
in earlier work are simply conservation equations for our stress tensor and charge
current. Through the paper we focus on solutions of the membrane equations which
vary on a time scale of order unity. Even though the charge current and stress tensor
are not parametrically small in such solutions, we show that the radiation sourced
by the corresponding membrane currents is generically of order 1
DD
. In this regime
it follows that the ‘near horizon’ membrane degrees of freedom are decoupled from
asymptotic flat space at every perturbative order in the 1
D
expansion. We also define
an entropy current on the membrane and use the Hawking area theorem to demon-
strate that the divergence of the entropy current is point wise non negative. We
view this result as a local form of the second law of thermodynamics for membrane
motion.
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1 Introduction
1.1 Review of Black hole - Membrane duality
The classical dynamics of black holes in asymptotically Minkowski spacetimes has
recently been shown to simplify in a large number of dimensions D. Consider a
violent dynamical process such as a collision between two black holes. The dynamics
of this situation is complicated when the black holes first ‘collide’ . After a time of
order 1/D after the ‘merger’ however, it turns out that the spacetime metric settles
down into a configuration whose near horizon geometry is a union of overlapping
patches, each of size 1/D. The geometry of each patch closely resembles that of a
Schwarzschild or Reissner Nordstrom black hole. The effective radius, boost velocity
and charge of these patches varies on the event horizon over time and length scales
of order unity. The subsequent evolution of the spacetime is governed by an effective
dynamical system whose variables are the effective shape of the event horizon (one
function) together with its local boost velocity field (D − 2 functions) and charge
density field (one function), a total of D functions of D−1 variables. The dynamical
evolution of these variables is governed by a set of local membrane equations of
motion. The underlying Einstein-Maxwell equations that govern the dynamics of
this system uniquely determine the membrane equations in a power series expansion
in 1/D. At leading order in 1/D the membrane equations of motion take the form
∇ˆ · u = 0
pνµ
(
u · ∇ˆ
)
uν = p
ν
µ
(
∇ˆ2uν − (1−Q2)∇ˆνK +K (uαKαν)
K(1 +Q2)
)
,
uν∇ˆν (KQ) = ∇ˆ2Q−KQ (uαKαβuβ),
(1.1)
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(1.1)1 2 are a set of D equations for as many variables. It follows that (1.1)
defines a well posed initial value problem for membrane dynamics.
We have presented the membrane equations (1.1) at leading order in the expan-
sion in 1
D
; as a consequence all terms in each of the equations (1.1) are of the same
order in D, where orders of D are counted according to the rules spelt out in [2].
According to the rules of that paper in particular, all divergences and Laplacians are
of order D, while contractions of indices of the form AMB
M are of order unity. As an
example of an application of this rule, ∇2uM and K = ∇AnA are both taken to be of
order O(D) while (uAKABuB) is assigned order O(1) This rule applies irrespective
of whether we are dealing with space-time indices or worldvolume indices. See [2] for
an explanation of the rational behind this rule.
Using the rule spelt out in the previous paragraph, it follows that the LHS of
the first equation in (1.1) is of order D. Every term in the third equation in (1.1) is
also of order D. However each term in the second equation of (1.1) is of order unity.
The membrane whose dynamics is described by (1.1) may be thought of in the
following picturesque terms. The membrane consists of a bunch of ‘particles’ of
density u0 = γ whose velocity is given by u
i
u0
. uM is the ‘density current’ of these
‘particles’ and the first equation in (1.1) is a statement of the conservation of this
density current. With this interpretation, the conservation of this density current is
simply the statement that our fictional particles flow from one point to another but
are never created or destroyed 3 The second equation in (1.1) may be regarded as
1 The equations (1.1) were first obtained in the papers [1, 2] building on the earlier work [3–
9]. See also [10–13] for the independent derivation of membrane equations in for the special case
of stationary solutions. (1.1) had been generalized in [14] to include first correction in 1/D for
the special case of uncharged black hole membranes. [15–19] have also independently derived the
equations of membrane dynamics in the so called ‘black brane’ limit. At least for the case of
uncharged black holes, the equations of [15–19] were demonstrated in [20] to be a special case (a
special scaling limit) of the equation (1.1). See [21–27] for recent related work.
2The notation used in this equation goes as follows. Here we view the membrane as embedded
in flat Minkowski space. Small Greek indices denotes the intrinsic coordinates along the membrane
worldvolume. ∇ˆµ denotes the covariant derivative with respect to the intrinsic metric of the mem-
brane, g
(ind,f)
µν . All raising and lowering of indices are also done using this intrinsic metric. Kµν is
the extrinsic curvature of the membrane , K = Kµµ is the trace of the extrinsic curvature, pµν is
the projector orthogonal to the velocity field
pµν = g
(ind,f)
µν + uµuν ,
uµ is the velocity.
3As we will see below, the ‘particles’ in question will turn out to be the basic carriers of entropy of
the membrane, and the ‘particle density current’ mentioned here is closely related to the membrane’s
entropy current. The conservation of entropy density holds only at first order; we will show below
that the divergence of the entropy current is generically nonzero (but positive) at second order in
the expansion in 1/D. This means that the fictional ‘particles’ mentioned in the text above are
created in dynamical flows at second and higher order in 1/D.
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a statement of Newton’s laws for the constituent particles of the membrane. This
equation asserts that the acceleration of any given membrane particle is governed by
‘forces’ (the RHS of the second equation in (1.1)) which depend on the trajectories
of neighbouring particles. 4 The terms on the RHS of the second of (1.1) are
reminiscent of the force terms that act on a regular fluid. The first term on the RHS
of (1.1) captures the force of shear viscosity while the second term is analogous to
a pressure force, with the role of the pressure played by K the trace of the extrinsic
curvature of the membrane. This term drives flows that reduces gradients of K and
works to iron out wrinkles in the membrane world volume that might otherwise have
developed over the course of a dynamical flow. In some sense this term is responsible
for stitching the independent particle world lines (or, more visually, world threads)
into a smooth membrane surface.
The last equation in (1.1) asserts that our particles carry a separate independent
‘charge’ - with density proportional to KQ. This charge is carried along by our
particles as they move. In addition it ‘diffuses’ between particles in the manner
specified by the RHS of the third equation in (1.1). This charge density is, of course,
closely related to the electromagnetic charge current of the membrane, a statement
we will make precise in this paper.
Let us re-emphasize the main point. If we wait for a time large compared to
1/D after a cataclysmal event, the equations that govern black hole dynamics reduce
to the equations that govern the motion of a relativistic membrane that propagates
in flat space. At first nontrivial order, the membrane may usefully be thought of
as generated by the flow lines of a collection of ‘particles’ which interact with each
other locally as they flow. The membrane equations (1.1) - which define a good initial
value problem for the membrane shape and velocity field - are simply a rewriting of
Einstein’s equations for black hole dynamics at leading order in 1/D and in the
appropriate regime.
1.2 Membrane coupling to radiation: qualitative discussion
In this paper we refer to all degrees of freedom that vary on time and length scales
of order unity (rather than, say, 1/D) as slow. The collective coordinate membrane
motions described above are one set of slow degrees of freedom in black hole space-
times. A second simpler set of slow degrees of freedom are gravitons and photons
that live far away from the black hole and have wavelengths of order unity or larger.
It is natural to wonder how these two distinct classes of slow modes interact with
each other. In this paper we present a detailed analysis of the coupling of these two
classes of slow modes. We demonstrate, in particular, that the coupling between
4We have a D − 2 parameter set of particles which execute a D − 2 parameter set of particle
flows. The D− 1 dimensional membrane world volume is simply the congruence of these flow lines.
Note that the extrinsic curvature of the membrane at any given point is completely determined by
the shape of particle flow lines in the neighbourhood of that point.
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membrane modes and light gravitons is of order 1
D
D
2
, and so is nonperturbatively
small in the 1/D expansion.
As we explain in section 2 below the smallness of this coupling at large D may
be understood as follows. The slow modes that describe the collective coordinate
motions of membranes are localized to a region very near the the black hole horizon
by a large potential barrier. The barrier is kinematical in origin and schematically
takes the form of a repulsive potential V (r) = D
2
4r2
in an effective one dimensional
Schrodinger problem. In order to escape as radiation, a membrane mode which lives
at the edge of the black hole of radius r0 has to to tunnel through this barrier all
the way out to r ≈ D
2ω
before it can start to propagate. The amplitude for this
tunneling process is suppressed by the area under the potential curve, and is of order
e
−D
2
ln D
2ωr0 ∼ (2ωro
D
)D
2 . When r0ω is of order unity, this amplitude is nonperturbatively
small in the 1/D expansion. It follows that membrane motions on time scale of order
1/r0 do not source radiation at any finite order in the 1/D expansion.
The discussion of the previous paragraph is reminiscent of Maldacena’s argument
for the decoupling of the near horizon geometry of a D3 brane from the external bulk
in the context of the AdS/CFT correspondence [28]. Indeed at energies of order unity,
the limit D → ∞ is effectively a decoupling limit for the near horizon region of the
Schwarzschild and Reissner Nordstrom black holes, analogous in many respects to
the Maldacena decoupling limit in which energies are held fixed as α′ is taken to
zero.
We would like to emphasize that the decoupling between membrane degrees of
freedom and asymptotic infinity is accurate only for the classical theory of gravity
and appears to fail quantum mechanically, even semiclassically. The reason for this
is simply that near horizon modes with ω ∼ D
r0
do not decouple from infinity. As
we will review below, however, the Hawking temperature of a black hole of radius
r0 scales like
D
r0
at large D. It follows that the Hawking radiation emitted by a
black hole at large D does not decouple from infinity. This observation suggests
that it is misguided to hope that there exists a quantum microscopic theory of the
large D membrane described in this paper. Such a theory - which might have been
hoped to stand in the same relation to the membrane equations (1.1) as N = 4
Yang Mills theory does to the hydrodynamics of [29, 30] - appears never to decouple
from asymptotic infinity. In other words the analysis of this paper should be viewed
purely in terms of the classical equations of gravity and not as the first step in a
programme to quantize gravity at large D.
1.3 Membrane coupling to radiation: quantitative discussion
Although membrane degrees of freedom couple very weakly to external gravitons and
photons at large D, they do couple to these modes at any finite D no matter how
large. In other words membrane motions source gravitational and electromagnetic
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radiation. One of the principle accomplishments of this paper is the derivation of a
formula for the radiation sourced by any given membrane motion.
In order to obtain this formula we first note that the explicit 1
D
expansion of
spacetime solutions dual to membrane motions (see [1, 2, 14]) is valid only at points
whose distance from the event horizon, S, obeys the inequality S ≪ r0 ( here r0
is the local black hole radius). 5 When, on the other hand, S ≫ r0
D
the solution
reduces to a small fluctuation about flat space. In this region the solution is well
approximated by a solution of the Einstein Maxwell equations linearized about flat
space. Notice that the domains of validity of these two approximations overlap: the
1/D expansion of [1, 2, 14] and linearization are both valid approximations in the
overlap regime6
r0
D
≪ S ≪ r0. (1.2)
In the previous subsection we have explained that the radiation field first begins
to propagate at distances S of order D
ω
away from the membrane. These distances lie
well outside the regime of the 1/D expansion of [1, 2, 14]. However the radiation fields
are extremely small, and so are well described by the linearized Einstein Maxwell
equations. In order to obtain the radiation field due to a given membrane motion,
all we need to do is to identify the effective linearized solution that the spacetimes
of [1, 2, 14] reduce to in the overlap region (1.2) and then continue this linearized
solution to infinity.
The implementation of this programme is, however, complicated by an impor-
tant detail. In order to explain this point we first pause to provide a qualitative
description of space of linearized solutions to the Einstein Maxwell equations away
from the membrane , i.e. at distances S ≫ r0
D
to the exterior of the membrane. The
linearized solutions in this region turn out to be a superposition of two classes of
modes; modes whose integrated flux decays towards infinity (we call these the de-
caying modes) and modes whose integrated flux grow towards infinity (we call these
the growing modes). These can be understood as the decaying and growing modes
of the effective Schrodinger problem under the potential barrier V (r) = D
2
4r2
men-
tioned in the previous subsection. As we show in section 2 below, decaying modes of
the effective Schrodinger problem start out at order unity very near the membrane
and decay rapidly upon progressing outwards. On the other hand growing modes
start out at order 1/DD near the membrane but grow equally rapidly away from the
membrane. The growing modes catch up in magnitude with the decaying mode at
a distances of order D
2ω
away from the membrane. This is also precisely the point
beyond which both the modes emerge out from under the effective potential barrier.
5More precisely r0 =
D
K where K is the trace of the extrinsic curvature of the membrane surface.
We use the notation of [2] through this paper. Recall that K is of order D so r0 is of order unity.
6We explicitly verify below that the metric and gauge field presented in [2] is a solution of the
linearized Einstein Maxwell equations in this regime.
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At larger distances the modes cease to grow or decay but oscillate, propagating in
form of radiation fields. The integrated flux of both modes stays constant as r is
further increased.
As mentioned above, the 1
D
expansion of [1, 2, 14] is valid simultaneously with the
linearized approximation only in the region (1.2). The decaying solution is sizeable
in this region and is perfectly captured by the 1
D
expansion. On the other hand the
growing mode is of order 1
DD
in this region. It is thus nonperturbatively small and
so is completely invisible to the 1
D
expansion of [1, 2]. In other words the solutions
of [1, 2] capture only half of the information of the linearized solution in the overlap
region (1.2). In order to complete our specification of the linearized solution and
to extend it into the radiation region we need more information. The extra data
comes from the physical expectation that radiation from the membrane motion is
necessarily outgoing at infinity. The absence of ingoing radiation at infinity provides
the second piece of data needed to continue the linearized solutions to large S.
We now explain how the membrane solutions may actually be continued to in-
finity in a practically useful manner. In this paper we demonstrate that the decaying
part of a linearized solution of the Einstein- Maxwell equations uniquely defines a
stress tensor and a charge current on the membrane at large D. 7. The sources thus
defined may be thought of as giving rise to (the decaying part of) the linearized so-
lution we started with. More precisely the convolution of a Greens function against
this source produces a response whose decaying part agrees with the solution we
started out with. 8 The absence of ingoing radiation at infinity dictates that we
use the retarded Greens function. This convolution produces the correct solution in
and outside the overlap region (1.2). In the overlap region the convolution produces
the nonperturbatively small growing part of the solution in addition to the decaying
piece obtained from the solutions of [1, 2]. In the region r ≫ D
ω
the convolution
produces the radiation field that we wished to calculate.
In sections 4 and 5 below - the technical heart of this paper - we explain in detail
how the map between decaying solutions of the Einstein-Maxwell system and a stress
tensor and charge current on the membrane is constructed. Though the derivation
takes a lot of work the final prescription is very simple. The charge current JB is
given by
JB = J
(out)
B − J (in)B .
Here
J
(out)
B = n
AF outAB , (1.3)
7The existence of such a map is plausible from a counting perspective; both sides of the map
depend on a single piece of data on a slice (think the membrane) of spacetime.
8This convolution procedure also produces a growing mode. The detailed magnitude of that
growing mode - which is always of order 1/DD - depends on the Greens function we use.
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where F outAB is the field strength of the decaying part of external solution that was
given to us, evaluated on the membrane, and nA is the outward pointing unit normal
to the membrane. Note that nBJ
(out)
B = 0. It follows that this current may also be
viewed as the current J
(out)
µ that lives on the world volume of the membrane. 9 In
a similar manner the current J
(in)
B turns out to obey n
BJ
(in)
B = 0 and can also be
thought of as a current J
(in)
µ that lives on the membrane world volume. It turns out
J (in)µ = −
δ
δAµ
SctrA, (1.4)
where, to first order in the expansion in 1/D,
SctrA = −1
4
∫
FµνF
µν
√R , (1.5)
where R is the Ricci scalar on the world volume of the membrane and Fµν is the
field strength of the linearized external solution restricted to the membrane. 10
In a similar manner the stress tensor TAB on the membrane is given by
TAB = T
(out)
AB − T (in)AB . (1.6)
Here
8πT
(out)
AB = K(out)AB −K(out)p(out)AB , (1.7)
is the Brown York stress tensor of the external solution evaluated on the membrane
surface. Here K(out)AB and p(out)AB are the extrinsic curvature and the projector on the
membrane world volume viewed as a submanifold of the bulk whose metric is that of
Minkowski space perturbed by the decaying external solution. As above, T
(out)
AB and
T
(in)
AB are both tangential to the membrane world volume and so can equally well be
regarded as stress tensors, T
(out)
µν and T
(in)
µν that live on the membrane world volume.
11 It turns out that √
−g(ind)T (in)µν = −
δ
δgµν(ind)
S(in), (1.8)
where
S(in) = − 1
8π
∫ √
−g(ind)
√R+ 1
2
RµνRµν
R
3
2
(in)
+O( 1
D
) , (1.9)
R, Rµν and g(ind)µν are respectively the intrinsic Ricci scalar , intrinsic Ricci tensor
and the intrinsic metric of the membrane.
9See section (3) for the precise relationship between J
(out)
B and J
(out)
µ .
10At leading order in the large D expansion the Gauss Codazzi equations may be used to show
that
√R = K.
11Once again see section 3 for the precise relationship between the spacetime and world volume
stress tensors.
– 7 –
The stress tensors (1.8) and (1.7) are both evaluated on the membrane world volume
using the prescribed external solution. Recall the external solution is flat space plus
the decaying linearized solution of Einstein’s equations, which we assume is given to
us. In the particular case of interest to this paper, this decaying linearized solution
is given by matching with the metric presented in [1, 2].
1.4 Explicit formula for the Membrane Stress Tensor and Charge Cur-
rent
It is not difficult to implement the procedure described in the previous subsection
on the solutions of [1, 2] and so obtain a formula for the membrane stress tensor and
charge current. We find
Tµν =
(
1
8π
)[(
K
2
)
(1 +Q2)uµuν +
(
1−Q2
2
)
Kµν −
(
∇ˆµuν + ∇ˆνuµ
2
)
−
(
KQ2
2D
+
2Q∇ˆ2Q
K
+Q2uαuβKαβ
)
uµuν − (uµVν + uνVµ)
−
[(
1 +Q2
2
)(
uαuβKαβ
)
+
(
1−Q2
2
)(
K
D
)]
g(ind,f)µν
]
+O
(
1
D
)
,
Jµ =
(
Q
2
√
2π
)[
Kuµ −
(
pνµ∇ˆνQ
Q
)
− (u · ∇ˆ)uµ −
(
∇ˆ2uµ
K
)
+Kαµuα
]
+Q uµ +O
(
1
D
)
,
(1.10)
where
Vµ = Q ∇ˆµQ+Q2(uαKαµ) +
(
2Q4 −Q2 − 1
2
)(∇ˆµK
K
)
−
(
Q2 + 2Q4
2
)
(u · ∇ˆ)uµ +
(
1 +Q2
K
)
∇ˆ2uµ,
Q =
(
Q
2
√
2π
)[∇ˆ2K
K2
− 2K
D
− (u · ∇ˆ)K
K
−
(
2∇ˆ2Q+K(u · ∇ˆ)Q
Q K
)
+
(
uαuβKαβ
)]
.
(1.11)
Here g
(ind,f)
µν denotes the induced metric on the membrane as embedded in flat space
and ∇ˆµ denotes the covariant derivative with respect to g(ind,f)µν . Extrinsic curvature
of the membrane is denoted by Kµν and K is the trace of the extrinsic curvature.
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According to the rules for D counting explained earlier in this introduction,
the first term on the RHS for the expressions for stress tensor and charge currents
presented in (1.10) are each of order D. All other terms in both expressions are of
order unity. We emphasize, in particular, that the membrane stress tensor and charge
current are not parametrically small in the large D limit. The radiation sourced by
these currents is nonetheless nonperturbatively small in the appropriate regimes, for
the kinematical reasons - the heavily damped grey body factor - described earlier in
this introduction.
Several terms in the stress tensor and charge current above have familiar hy-
drodynamical interpretations. In particular, relativistic fluids propagating on fixed
background manifolds always have a contribution to their stress tensor proportional
to −ησMN where σMN is the symmetrized derivative of the velocity field projected
orthogonal to the velocity and η is called the shear viscosity of the fluid. An inspec-
tion of the first line of (1.10) reveals that our membrane stress tensor also has such
a contribution with effective value of η = 1
16π
. Below we will see that the entropy
density of the membrane is given, to leading order, by 1
4
. It follows that the ratio
of shear viscosity to entropy density for our membrane equals 1
4π
, in agreement with
[31].
Keeping only the leading terms (i.e the terms that scale like D) in (1.10) we find
the much simplified expressions
Tµν =
(
K
16π
)
(1 +Q2)uµuν,
Jµ =
1
2
√
2π
(QKuµ) .
(1.12)
Note that the leading order stress tensor and charge current is simply that of a
collection of pressure free ‘dust’ particles. Note, in particular, that the leading order
stress tensor lacks a surface tension term (a term proportional to Πµν). In this respect
the stress tensor of the large D black hole membrane differs significantly from more
familiar membranes like soap bubbles or D2 branes.
1.5 Equations of motion from conservation
As the fractional loss of energy to radiation is non perturbative in the large D
limit, it follows that membrane energy, momentum and charge are conserved at each
order in the 1
D
expansion. In fact a stronger result must hold; in order for the
formula for gravitational and electromagnetic radiation from the membrane to be
gauge invariant, the membrane stress tensor and charge current must be conserved
currents. Indeed the conservation of the membrane stress tensor and charge current
turn out to be an alternate - and conceptually very satisfying - way of restating the
membrane equations of motion (1.1). The fact that the membrane equations (1.1)
are simply statements of conservation of an appropriate membrane stress tensor
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and charge current emphasizes that our membrane equations are hydrodynamical in
nature.
We have explained above that the expressions for the stress tensor and charge
current (1.10) each have one term of order D and several terms of order unity. The
reader may at first suppose that only the leading order terms (those of order D) are
needed to obtain the leading order membrane equations of motion via conservation.
This is indeed the case for the first equation (1.1). The divergence of the leading order
stress tensor a term of order D2. This term is proportional to Kuµ∇.u. It follows
that the term in ∂νT
νµ proportional to uµ indeed receives its leading contribution
from the order D part of the stress tensor; the condition that this term vanish is
simply the first equation of (1.1)
Let us turn our attention, however, to the projection of ∂νT
νµ orthogonal to uµ.
According to the rules of large D counting summarized earlier in this introduction,
this projected expression is of order D rather than of order D2. At leading order
(order D) this expression receives contributions both from the order D as well as the
order unity contributions to the stress tensor (recall that the divergence of a tensor
or vector of order unity is generically of order D). The order D piece of T µν , (1.12),
yields the LHS of the second equation in (1.1); the RHS of that equation is obtained
from the divergence of the order unity parts of the stress tensor (1.10). A similar
statement is true of the relationship between the conservation of the charge current
and the third equation in (1.1).
In summary, in order to obtain the first equation in (1.1) we needed to know
only the leading order stress tensor (1.12). In order to obtain the second and third
equations of (1.1), however, we need to know the subleading terms in (1.10) as well.
1.6 Entropy Current
We have, so far, focused our attention on the conserved currents that live on the
membrane. A key fact about black holes, however, is that that they carry entropy
in addition to charge and energy. While charge and energy obey the first law of
thermodynamics, and so are conserved, entropy obeys the second law and so is a non
decreasing function of time.
The entropy carried by a black hole is mirrored in the fact that the membrane
carries an entropy current. In this paper we define this current and demonstrate that
it obeys a local version of the second law of thermodynamics, i.e.
∇ˆµJµS ≥ 0.
Our construction of the membrane entropy current proceeds in a manner analogous
to the construction of [32]. The current is constructed by pulling the area form on the
event horizon back onto the membrane. A local form of the Hawking area increase
theorem then ensures that the divergence of this entropy current is point wise non
– 10 –
negative for every membrane motion. At first leading and subleading order in the
1/D expansion we find the extremely simple result
JMS =
uM
4
, (1.13)
(see (7.13) for the correction to this equation at second subleading order in the special
case of uncharged fluids). By explicit use of equation 1.5 of [14] at leading nontrivial
order in 1
D
we find
∂MJS =
1
8K
σABσ
AB, (1.14)
where
σAB = (∂MuN + ∂NuM)P
M
A P
N
B . (1.15)
Note in particular that entropy production vanishes at leading order if and only if the
fluid velocity flow is shear free. As the flow is always also divergence free, it follows
that every time independent (i.e. stationary) velocity vector field is proportional to
a killing vector on the membrane world volume [33]. This observation may be used
as the first step in a systematic classification of stationary solutions of the membrane
equations, a topic we hope to return to in the near future.
1.7 Radiation from small fluctuations
In the Appendix 8 to this paper we develop the general theory of radiation for
the Maxwell and Einstein equations (B.4) coupled to sources after linearization. In
that appendix we work in a particular Lorentz frame, expand all modes in spherical
harmonics and present very explicit radiation formulae. As an application of these
formulae, in the main text we evaluate the radiation that results from a general
linearized fluctuation about a spherical membrane. It follows from the formulae of
that section that energy lost to radiation per unit time is smaller by a factor of 1/DD
when compared to the membrane energy stored in the fluctuation, providing a clear
demonstration of the smallness of radiation.
1.8 Organization of this paper
This very long paper is organized as follows. In section 2 we review the properties
of retarded Greens functions in arbitrary dimensions with a special emphasis on the
large D limit. In section 3 we review the structure of currents and stress tensors
localized on a codimension one membrane. Sections 4 and 5 are the technical heart
of this paper. In these sections we construct a membrane charge current and stress
tensor dual to any decaying linearized solution of the Einstein Maxwell equations in
the exterior neighbourhood of the membrane world volume. In section 6 we apply the
general formalism of the previous two sections to the special case of the membrane
spacetimes of [2], and find the stress tensor and charge current that lives on the
– 11 –
membrane dual to large D black holes at leading order in 1
D
. In section 7 we define
an entropy current on the membrane and demonstrate that its divergence is point
wise non negative. In section 8 we proceed to review and develop the general theory
of linearized radiation from localized sources for the Einstein Maxwell equations
in an arbitrary number of dimensions. We then proceed, in section 9, to use these
formulae to determine the radiation sourced by small fluctuations about the spherical
membrane solution. Finally in section 10 we present a discussion of our results. Our
paper also includes several appendices in which we present details of algebraically
intensive computations.
2 Review of background material: Greens functions in gen-
eral dimensions
In this section we review elementary background material on Greens functions in
arbitrary dimensions, with a focus on the large D limit. In the rest of this paper we
will use the results of this subsection for qualitative as well as quantitative purposes.
The key qualitative results from this subsection that will be of importance to us
below are
• In the large D limit distinct Greens functions (e.g. retarded and Feynman
Greens functions) differ from each other only at order 1/D
D
2 at spatial distances
and time frequencies of order unity (see subsection 2.2 below).
• The fractional energy loss per unit time into gravitational radiation, from a
stress tensor that varies over distance and time scales of order unity, is of order
1/DD.
At the quantitative level, in section 8 we use the results of this section to derive
detailed formulae for the electromagnetic and linearized gravitational radiation from
arbitrary sources in general dimensions, once again with a focus on the large D limit.
2.1 Greens function in frequency space
Consider the retarded Greens function G(xµ, x
′
µ) defined by the equation
− ✷ G(x− x′) = δD(x− x′), (2.1)
together with the boundary condition that G vanishes if x lies outside the future
lightcone of x′. In (2.1) the d’Alembertian 12 is taken is taken w.r.t the coordinate
x. G may be thought of as the causal response at the point x to a unit normalized
delta function source at x′.
12Throughout this paper we employ the mostly positive sign convention.
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Although the equation (2.1) is Lorentz invariant, our Greens function cannot be
thought of as a function only of x2 (this is a consequence of retarded boundary con-
ditions). In order to solve for the Greens function (and to understand its properties)
we found it most convenient to sacrifice manifest Lorentz invariance. We choose a
particular rest frame and so a particular time coordinate. In this section we further
locate the source point x′ of our Greens function at the origin of spatial coordinates
and Fourier transform w.r.t. time
G(ω,~r) =
∫
G(t, ~r)eiωtdt. (2.2)
It follows from (2.1) that G(ω,~r) obeys the equation
−
(
ω2 + ~∇2
)
G(ω,~r) = δD−1(~r). (2.3)
As G(ω,~r) is spherically symmetric it is convenient to work in polar coordinates, i.e.
in coordinates in which the Minkowskian metric is given by
ds2 = −dt2 + dr2 + r2dΩ2D−2,
(2.3) simplifies to
ω2G(ω, r) +
1
rD−2
∂r
(
rD−2∂rG(ω, r)
)
= −δD−1(~r). (2.4)
The boundary conditions on G(r, t) require G(ω, r) to be purely outgoing (i.e. ∝ eiωr)
at infinity. The unique solution to (2.4) subject to these boundary conditions is
G(ω, r) =
i
4
( ω
2πr
)D−3
2
H
(1)
D−3
2
(ωr). (2.5)
Here H
(1)
n (x) is the nth Hankel function of first kind, whose small and large argument
asymptotics are given by
H(1)n (x) ≈ − i
(
2
x
)n
1
π
Γ(n)
(
1 +
x2
4(n− 1) +O
(
x4/n2
))
for x2 ≪ n,
H(1)n (x) ≈ (1− i)e−
inpi
2 eix
1√
πx
(
1 + i
4n2 − 1
8x
+O (n4/x2)) for x≫ n2.
(2.6)
Using (2.6) it follows that our Greens function is given by
G(ω, r) ≈ 1
(D − 3)ΩD−2
1
rD−3
(
1 +
ω2r2
2(D − 5) +O(ω
4r4/D2)
)
for r2ω2 ≪ D,
G(ω, r) ≈ − (2i)−D2
( ω
πr
)D−2
2 eiωr
ω
(
1 + i
(D − 2)(D − 4)
8ωr
+O(D4/r2ω2)
)
for rω ≫ D2.
(2.7)
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2.1.1 Lightcone structure of the retarded Greens function
In the previous subsubsection we presented an exact result for the retarded Greens
function as a function of ω and r. In Appendix E.1 we evaluate the Fourier transform
of the expressions of the previous subsection and obtain a formula for the retarded
Greens function directly in position space. In this brief subsection we simply report
the final results of Appendix E.1.
When D is even we find
G(x, x′) =
θ(X0)
2
(
1
π
)D−2
2
δ(
D−4
2 )
(−XMXM) , (2.8)
where
XM = xM − (x′)M , δn(X) = ∂nXδ(X).
When D is odd, on the other hand we find
G(r, t) =
ΩD−3
(2π)D−4
(∂M∂
M )
D−3
2
(
θ(t− r)√−xMxM
)
, (2.9)
where Ωn is the volume of the unit n sphere
Ωn =
2π
n+1
2
Γ
(
n+1
2
) . (2.10)
In either case the Greens function is given by linear sums of finite numbers of deriva-
tives acting on expressions that vanish outside the future lightcone; it follows that
these Greens functions never propagate signals faster than light. 13
Although the expressions (2.8) and (2.9) are exact, they are not particularly well
suited for taking the large D and obscure various features of the Greens functions in
this limit. In the rest of this paper we will revert to working with the non manifestly
Lorentz invariant but highly explicit representation Greens functions (2.5). We will
now proceed to estimate the expression (2.5) in the large D limit; we find that the
large D limit is smooth and can be taken without differentiating between odd and
even D.
2.2 Large D expansion through WKB
In this section we will use the WKB approximation to determine the large D limit
of the retarded Greens function. The main conclusions of this subsection are
• Upto a scaling (see (2.11)) the scalar Greens function is given by the solution
to the one dimensional Schrodinger equation listed in (2.12)
13Note, however, that the number of derivatives that appears in the expression for the Greens
functions increases without bound in the large D limit. This allows naive large D approximations
of the Greens function to mimic apparently acausal behaviour in some situations. When used
correctly, however, the Greens function is causal in every D.
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• In the large D limit the potential in this Schrodinger equation exceeds the
energy when ωr < 2D and is less than the energy when ωr > 2D. The
wave function that yields the Greens function describes a process of tunneling
through a wide potential barrier. The exponential tunneling suppression en-
sures that the oscillating solution that emerges when ωr > 2D is very small.
This explains the smallness of radiation at large D.
• All Greens functions (e.g. retarded, advanced, Feynman) are all essentially
identical for ωr ≪ 2D. In particular when ωr is of order unity, the differences
between different Greens functions are of order 1/DD.
In the rest of this subsection we will explain these points in some more detail rele-
gating detailed derivations to appendices.
The transformation
G(ω, r) =
1
r
D−2
2
ψ(ω, r), (2.11)
recasts the equation (2.4) into
− ∂2rψ(ω, r) +
(D − 2)(D − 4)
4r2
ψ(ω, r) = ω2ψ(ω, r), (2.12)
14 i.e. a one dimensional Schrodinger equation with potential V and energy E given
by
V (r) =
D∗2
4r2
, E = ω2 where D∗ =
√
(D − 4)(D − 2) ≈ D − 3 +O(1/D).
This potential divides the r axis into the classically allowed and disallowed regions
2ωr > D∗ : allowed;
2ωr < D∗ : disallowed.
In Appendix E.2 we demonstrate that WKB approximation of the solutions to this
equation are exact in the large D limit away from the turning points. 15
Let us first consider the classically disallowed region. We define
κ(r) =
(
D∗2
4r2
− ω2
) 1
2
. (2.13)
The WKB solution to ψ(ω, r) takes the form
ψ(ω, r) =
1√
κ(r)
(
A
(eω
D
)D−3
e
∫
κ(r)dr +Be−
∫
κ(r)dr
)
, (2.14)
14For the purposes of this discussion we stay away from the point r = 0 and so ignore the term
proportional to the δ function.
15Although we do not go beyond leading order in this paper, higher order corrections to the WKB
approximation generate a systematic expansion of the Greens function in a power series in 1/D.
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(where e is Euler’s number 2.7182...) for some constants A and B. In (2.14) we have
chosen to multiply A by the constant factor
(
eω
D
)D−3
for future convenience. Note
that this factor is of order 1/DD.
At small r and with an appropriate choice of integration constants we have∫
κ(r)dr ≈ D
∗
2
ln r − r
2ω2
2D∗
+O(r4ω4/(D∗)3),
so that
e
∫
κ(r)dr ≈ rD∗/2
(
1− r
2ω2
2D∗
+ . . .
)
.
16 It follows that at small r
G(ω, r) = A
(eω
D
)D−3
+
B
rD−3
, (2.15)
where we have accounted for the proportionality factor between G(ω, r) and ψ(ω, r)
(see (2.11)).17
Now the equation
∇2G(ω, r) = −δ(r);
leaves A undetermined but fixes the constant B to
B =
1
(D − 3)ΩD−2 , (2.16)
(Ωn, the volume of the unit n sphere, is listed in (2.10)). The constant A is determined
by matching with the solution in the classically allowed region as we explain below.
In the classically allowed region we have k(r) =
√
ω2 − D∗2
4r2
. The usual formulae
of the WKB approximation yield
ψ(ω, r) =
1√
k(r)
(
Cei
∫
k(r)− iDpi
4 + Ee−i
∫
k(r)+ iDpi
4
)
≈ 1√
ω
(
Cei(ωr−
Dpi
4 ) + Ee−i(ωr−
Dpi
4 )
)
.
(2.17)
The last expression in (2.17) holds in the limit 2ωr ≫ D∗. 18
For the special case of the retarded Greens function the wave function must be
outgoing at infinity so that E = 0. The constants A and C are both determined by
16Note, in particular, that the correction to the leading order small r behaviour in e
∫
κ(r)dr ≈
rD
∗/2 is negligible provided r
2ω2
2D∗ ≪ 1, in agreement with the estimate for the validity of the small
argument expansion of the exact formula for the Greens function presented in (2.7).
17In fact we choose the integration constants in (2.14) to ensure that (2.15) is valid. The constants
The combination of the equations (2.14) and (2.15) give a complete definition of the constants A
and B.
18The integration constants in the integrals in the first expression in (2.17) are determined by
the requirement that it reduce to the second expression in the same equation at large r.
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matching across the turning point; in Appendix E.2 we use standard WKB matching
formulae to find
C =
(1 + i)√
2
B
√
D∗
2
(
D∗
ω
)−D∗
2
e
D∗
2 =
(1 + i)√
2
(2)−
D
2
ω
D−3
2
π
D−2
2
,
A =
iB
2
=
i
2(D − 3)ΩD−2 .
(2.18)
The parametric dependences of these results may be understood as follows. At
the turning point we expect the two terms in (2.14) to be of comparable magnitude.
Using the WKB approximation to evolve the solution inwards to small r we obtain
the following estimate. The ratio of the decaying to the growing solution at the point
r should approximate e2
∫ D∗
2ω
r
κ(r)dr. At large D and when r ≪ D∗
2ω
we find
2
∫ D∗
2ω
r
κ(r)dr ≈ D∗ ln D
∗
eωr
.
Comparing with (2.15) it follows that
A ∼ B, (2.19)
in approximate agreement with the more precise formulae (2.18). Using similar logic
we can use (2.17) to estimate the value of ψ(ω, r) when we approach the turning
point from the large r limit. Matching this estimate with the value of the wave
function when the turning point is approached from the small r limit we find
C ∼ B
(
2ω
D∗
)D−2
2
, (2.20)
an estimate that is once again in agreement with the precise result (2.18).
The utility of the rough approximations (2.19) and (2.20) is that they are equally
valid for other Greens functions (e.g. the retarded Greens function or the Feynman
Greens function). It follows that for all these Greens functions the term in (2.14)
proportional to B dominates over the term proportional to A when rω ≪ D/2. When
rω is of order unity, in particular, the term proportional to A (which is sensitive to
the precise nature of the Greens function) is subdominant to the term proportional
to B (which is universal) at relative order 1/DD. It follows that different reasonable
Greens functions 19 differ from each other only at order 1/DD when ωr is of order
unity.
19We call a Greens function ‘reasonable’ if the large r boundary condition that defines it ensures
that the ratio of the decaying and growing solutions at the turning point is of order unity. The
retarded, advanced and Feynman Greens functions are all reasonable by this criterion. It is possible
to rig up Greens functions whose boundary conditions are finely tuned (in a D dependent way) so as
to violate the conclusions of this paragraph. Such Greens functions are unphysical for our purposes,
and will be ignored through the rest of this paper.
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The fact that C/B is of order 1/DD/2 captures the smallness of radiation in the
large D limit.
Let us end this subsubsection with a brief discussion of a subtle point. In the limit
that r2ω2 ≪ D the Greens function G(ω, r) is effectively independent of ω. Upon
Fourier transforming, this observation suggests that the Greens function in this limit
is time independent but nonlocal in space (in fact the spatial dependence of the
propagator is exactly that of the Euclidean propagator for ∇2 in D − 1 Euclidean
dimensions). This suggests that the retarded propagator mediates instantaneous
action at a distance and so is acausal. Of course the exact formulae of subsubsection
2.1.1 make it clear that this conclusion is erroneous. While we have not carefully
tracked down the fallacy in the naive argument, we believe it has its roots in the
following fact. In order to really argue for acausality one should turn on a source that
is sharply localized in time and detect a response outside the lightcone of this source.
Such a source is necessarily non analytic and so always has significant support at
arbitrarily high ω. It follows that the approximations of the previous paragraph,
which work for ω of order unity cannot really be consistently used to argue for
acausality. It would be interesting to understand this point better but we leave it
for future work.
3 Review of Background Material: the stress tensor and
conserved currents on codimension one membranes
In this section we study conserved currents and stress tensors localized on codimen-
sion one surfaces in space time.
Consider the flat space RD−1,1. Consider a function ρ defined on this space-
time, and consider a membrane whose world volume is given by the solutions to the
equation ρ − 1 = 0. The normal to the membrane world volume is given by the
equation
nM =
∂Mρ
|∂ρ| , |∂ρ| =
√
∂Mρ∂Mρ (3.1)
and is assumed to be everywhere spacelike.
3.1 Scalar sources localized on a membrane
As a warm up consider the minimally coupled scalar equation
− ✷φ = S. (3.2)
Consider a situation in which the source S of that equation is given by the distribu-
tional valued field SST localized on the membrane
SST = |∂ρ|δ(ρ− 1)S, (3.3)
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where S is a smooth function on the membrane. Integrating (3.3) over a pillbox
whose faces are just above and just below the membrane we conclude that
~n · ∂φout − ~n · ∂φin = −S, (3.4)
where ~n is the outward pointing unit normal to the membrane (i.e. from ‘in’ to
‘out’), φout is the scalar field just outside the membrane and φin is the scalar field
just inside the membrane.
The source S can also be given the following interpretation. Let φ0 be the value
of the field φ on the membrane world volume. Let Sout[φ0] represent the action of
the outer part of the solution as a functional of φ0, the value of the field φ on the
membrane 20. Using
Sout = −1
2
∫
(∂φ)2,
it follows that
δSout =
∫
δφout∂
2φout −
∫
∂M
(
δφout∂
Mφout
)
=
∫
δφout(n · ∂)φout. (3.5)
The first two integrals on the RHS of (3.5) are taken over the bulk spacetime to
the exterior of the membrane. The last integral is taken over the membrane world
volume. In the final step in (3.5) we have used the scalar equation of motion and
Stokes theorem.
It follows from (3.5) that
(~n · ∂)φout = δSout
δφ0
(3.6)
(this is simply the Hamilton Jacobi equation: the LHS is evaluated on the membrane
approached from the outside). In a similar manner, making similar definitions we
have
(~n · ∂)φin = −δSin
δφ0
. (3.7)
The difference in sign between (3.7) and (3.6) stems from the fact that the normal
n is outward pointing from the point of view of the inside, but inward pointing from
the point of view of the outside. It follows that (3.4) can be rewritten as
S = −δSin
δφ0
− δSout
δφ0
. (3.8)
It is not difficult to present explicit expressions for the actions Sout and Sin in
terms of integrals over the membrane of φ0 and the normal derivatives of φ on the
20If the external region of spacetime has an additional boundary, the action would also depend
on the value of the field φ on this additional boundary. This dependence plays no role in what
follows and is suppressed in the notation. Similar remarks hold for the internal solution.
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outer and inner solutions respectively on the membrane.
Sin[φ0] = −1
2
∫
(∂φ)2 =
(
−1
2
∫
∂M
(
φ∂Mφ
)
+
1
2
∫
φ∂2φ
)
= −1
2
∫
φ0(n · ∂)φin.
(3.9)
The integral in the last expression in (3.9) is taken over the membrane world volume;
all other integrals are taken over the region of bulk spacetime that lies to the interior
of the membrane; in obtaining the last equality we have used the bulk equation of
motion and Stokes theorem. In a similar manner
Sout[φ0] =
1
2
∫
φ0(n · ∂)φout. (3.10)
3.2 Membrane Charge current
Let us now study the Maxwell equation. Consider the action for the bulk gauge field
AM coupled to a current JM
Action = −
∫ (
FMNF
MN
4
+ JMAM
)
, (3.11)
where
FMN = ∂MAN − ∂NAM . (3.12)
The equation of motion that follows from this action
∂MFMN = J N . (3.13)
Let the charge current that is tangent to and localized on the membrane .
JM = |∂ρ|δ(ρ− 1)JM , (3.14)
where JM is a smooth vector field tangent to the membrane (i.e. JMnM = 0).
Integrating (8.17) over a pillbox that encloses the membrane we conclude that
nMF
MN
(out) − nMFMN(in) = JN , (3.15)
where n is the outward pointing normal to the membrane.
As in the previous subsection, (3.15) may be rewritten as
JN =
δSout[(A0)N ]
δ(A0)N
+
δSin[(A0)N ]
δ(A0)N
, (3.16)
Sout[(A0)N ] is the action of the outer part of the solution as a functional of the gauge
field restricted to the membrane.
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As in the previous subsection it is not difficult to present explicit expressions for
the actions Sout and Sin in terms of integrals over the membrane of (A0)M and the
normal derivatives of the gauge field in the outer and inner solutions respectively.
Sin[A0] = −1
2
∫
(A0)NnMF
MN
(in) ,
Sout[A0] =
1
2
∫
(A0)NnMF
MN
(out).
(3.17)
We will now demonstrate that the divergence of JMST , viewed as a distributional
current in spacetime, vanishes provided JM is a conserved current on the membrane.
In order to see this we note that
∂MJM = δ(ρ− 1)|∂ρ|
[
∂M
(
ln
(√
∂Mρ∂Mρ
))
JM + ∂MJ
M
]
= δ(ρ− 1)|∂ρ| [JN(n · ∂)nN + ∂MJM]
= δ(ρ− 1)|∂ρ| [ΠNM∂NJM] .
(3.18)
Here ΠMN = ηMN − nMnN . In the first line of (3.18) have used (∂Mρ)JM = 0. In
order to obtain the second line of the equation we have used ∂M∂Nρ = ∂N∂Mρ and
nMJ
M = 0. In order to obtain the third line we have used nMJ
M = 0 to conclude
that nNnM∂MJ
N = −JN (n · ∂)nN . As ΠNM∂NJM is simply the divergence of JN
viewed as a vector field on the membrane, it follows from (3.18) that the JM is
conserved in spacetime if and only if the JM is conserved on the membrane world
volume.
3.3 Membrane localized stress tensor
Let us now turn to a study of the Einstein equation . the action for the bulk gauge
field gMN coupled to a current T MN
Action =
1
16π
∫ √−gR− (1
2
)∫
hMNTMN . (3.19)
Consider a membrane localized stress tensor given by
T MN = |∂ρ|δ(ρ− 1)TMN . (3.20)
The equation of motion that follows from this action
RMN −
(
R
2
)
gMN = 8πTMN , (3.21)
where TMN [34]is a symmetric tensor that is tangent to and smooth on the membrane.
By integrating Einstein’s equations over a pill box that surrounds the membrane one
can show that(
K(out)MN −K(out)(g0)MN
)
−
(
K(in)MN −K(in)(g0)MN
)
= −8πTMN , (3.22)
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where (g0)MN is the space-time metric restricted to the membrane. K(out)MN and K(in)MN
are the extrinsic curvature computed from ‘outside’ and ‘inside’ the membrane re-
spectively.
In other words the discontinuity of the Brown- York stress tensor across the mem-
brane is proportional to TMN .
As in the previous subsection, (3.22) may be rewritten as
TMN = −
[
δSout[(g0)MN ]
δ((g0)MN)
+
δSin[(g0)MN ]
δ((g0)MN)
]
, (3.23)
Sout[(g0)MN ] is the action of the outer part of the solution as a functional (g0)MN ,
the space-time metric, restricted to the membrane.
As in the previous subsection it is not difficult to present explicit expressions for
the actions Sout and Sin in terms of integrals over the membrane of (g0)MN and the
normal derivatives of the metric in the outer and inner solutions respectively. The
action is given entirely by the Gibbons Hawking term and takes the form
S = Sout + Sin (3.24)
where
Sin = − 1
8π
∫ √−g(ind) Kin,
Sout =
1
8π
∫ √−g(ind) Kout, (3.25)
where the integral is taken over the world volume of the membrane, viewed as a
boundary of the internal and external solutions respectively. The difference in signs
in the two equations above is because K is defined as the trace of the extrinsic
curvature of the normal vector n which always runs from in to out.
We emphasize that TMN is assumed tangent to the membrane, i.e. TMNnM = 0.
We will now demonstrate that T MN is conserved in spacetime if and only if
• TMN is a conserved stress tensor on the membrane world volume
• TMNKMN = 0, where KMN is the extrinsic curvature on the membrane.
Unlike the equation for charge conservation, the equation for the conservation of
the spacetime stress tensor has a free index. We get the first condition above when
the free index in this equation is in the membrane world volume, and the second
condition when the free index is chosen proportional to the membrane normal.
Let us first consider the equation for stress tensor conservation projected tangent
to the membrane world volume:
pPN∇MT MN = δ(ρ− 1)|∂ρ|pPN
[
∇M
(
ln
(√
∂Mρ∂Mρ
))
TMN +∇MTMN
]
= δ(ρ− 1)|∂ρ|pPN
[
(n · ∇)nMTMN +∇MTMN
]
= δ(ρ− 1)|∂ρ|
[
pPNp
Q
M∇QTMN
]
.
(3.26)
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The manipulations in (3.26) are essentially identical to those in (3.18). Note that
pPNp
Q
M∇QTMN is the membrane world volume divergence of the membrane stress
tensor TMN .
On the other hand
nN∇MT MN = − (∇MnN )T MN = −KMNT MN = −δ(ρ− 1)|∂ρ|KMNTMN , (3.27)
(in going from the first to the second expression in (3.27) we have used T MNnN = 0).
It follows that the normal component of the stress tensor conservation equation is
satisfied if and only if KMNTMN = 0.
3.4 The stress tensor for a Nambu-Goto membrane
In order to gain some intuition for membrane stress tensors is useful to consider a
simple example. Consider a relativistic membrane whose only degree of freedom is
its shape and whose dynamics is governed by the relativistic Nambu-Goto action
S = −σ
∫ √−g(ind), (3.28)
where g(ind) is the determinant of the metric g
(ind)
µν induced on the world volume of
the membrane and σ is the tension of the membrane. It is easily verified that the
equation of motion that follows from this action is simply
K = 0, (3.29)
where K is the trace of the extrinsic curvature of the membrane world volume. The
spacetime stress tensor for this system may be obtained by varying the action w.r.t
the spacetime metric. The stress tensor is easily verified to take the form (3.20) with
TMN = −σ pMN . (3.30)
Note that TMN is proportional to the world volume metric; it follows that TMN
- viewed as membrane world volume stress tensor - is trivially conserved. On the
other hand the requirement that TMNKMN = σK = 0 is nontrivial and yields the
membrane equation of motion.
In the simple example reviewed above the conservation of the membrane stress
tensor was trivial in the world volume directions as a consequence of diffeomorphism
invariance in these directions. On the other hand the conservation of the stress
tensor in the normal direction was nontrivial and yields the equations of motion
- a relativistic version of Newton’s laws in the normal direction. Below we will
see that the large D gravitational membranes of interest to this paper behave in
an orthogonal fashion. In that case the equation of stress tensor conservation in the
normal direction is obeyed in a relatively trivial manner, while the equation for world
volume conservation of the stress tensor yields the membrane equations of motion.
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4 Membrane Currents from Linearized solutions: Descrip-
tion of the Map
In this section and the next we study the minimally coupled scalar, Maxwell and
linearized Einstein equation in the vicinity of the world volume of a codimension
one membrane. We assume that our membrane is embedded in a flat D dimensional
spacetime and work in the large D limit.
Let us suppose we are given a solution to the exterior of the membrane world
volume that decays rapidly towards infinity. 21 We then search for a corresponding
regular solution in the interior region of the membrane subject to the requirement
that the scalar field, tangential components of field strengths and curvatures are
continuous across the membrane while allowing for first derivatives of these quantities
to be discontinuous across the membrane. Our continuity requirement effectively
imposes a Dirichlet type boundary condition for the (as yet unknown) solution in the
interior of the membrane. This boundary condition, together with the requirement
of regularity, turns out to be sufficient to uniquely - and practically - determine the
interior solution order by order in the 1/D expansion. 22
Though the interior and exterior solutions are continuous across the membrane
they are not analytic continuations of each other. In particular normal derivatives
of fields are generically discontinuous across the membrane. The discontinuities in
these normal derivatives determine an effective source for the wave equations that
is localized on the membrane (see (3.4), (3.15) and (3.22) ). As explained in those
equations, this source is the difference between an ‘exterior’ current (the exterior
normal derivative) and ‘interior’ current (the interior normal derivative). 23
To recap, the procedure described in this section and the next allows us to
21As we will see later, the true exterior solution also has small constant modes with coefficient of
order 1DD (see (2.15) for an example). At distances of order unity from the membrane - where we
work in this section - the constant modes (the mode proportional to A in (2.15)) are nonperturba-
tively smaller than the decaying piece, and so are invisible to the large D analysis of this section.
However the details of this constant piece shape the nature of the radiation far away; see e.g. the
discussion under (2.20).
22The fact that these boundary and regularity conditions uniquely determine our solution is true
only in the 1/D expansion and is certainly untrue at finite D. As an example consider the minimally
coupled scalar equation ✷φ = 0 with the membrane manifold taken to be SD−2 × time and the
Dirichlet boundary condition that φ vanish on the membrane. One solution with these boundary
conditions is φ = 0, but this solution is clearly not unique. In the l = 0 sector, for instance, we
also have solutions of the form φ =
∑
n ane
−iωnt
(
ωn
r
)D−3
2 JD−3
2
(ωnr) where ωn run over the set of
zeroes of JD−3
2
(ωn). Note however that at large D the first zero of this Bessel function occurs at
a value of order D/2. It follows that the frequencies ωn are all of order D or higher at large D.
In the large D limit we disallow solutions with such high frequencies. In this extremely simple toy
example it follows that the unique allowed interior solution is simply φ = 0.
23As explained in the introduction, the interior current is neatly encoded in the action of the
interior solution as a function of the metric, gauge field or scalar field on the membrane.
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constructively establish a one to one map between decaying linearized solutions to
the exterior of a membrane and an auxiliary solution (which has no physical reality).
The auxiliary solution agrees with the decaying solution - upto corrections of order
1/DD - to the exterior of the membrane. It is constructed to ensure that it is regular
everywhere in the interior of the membrane. The auxiliary solution solves the free
uncharged equations everywhere to the exterior and interior of the membrane. The
auxiliary solution also solves the bulk equations precisely on the membrane provided
the membrane is assumed to carry a charge; in this section and the next we find
precise formulae for this charge as a functional of the prescribed external solution.
The discussion of this section and the next is precise (even conceptually) only in the
1
D
expansion.
The starting point of the discussion of this section was a decaying external solu-
tion which was assumed to be known in the neighbourhood of the membrane surface.
This original solution is - in general - not known far away from the membrane. How-
ever the analysis of this section - together with one additional piece of information -
allows us to determine this asymptotic behaviour as we now explain.
Recall that the auxiliary solution obeys the linearized bulk equation, with a
known charge, all over spacetime. It follows that the auxiliary solution is given all
over spacetieme by the convolution of the membrane current with a Greens function.
This statement does not, as yet, completely determine the auxiliary solution as all of
the linearized equations of motion we study admit an infinite number of inequivalent
Greens functions (e.g. advanced, retarded, Feynman etc). We now add an additional
condition on the auxiliary solution; we demand that it is (e.g.) purely outgoing at
infinity. This condition uniquely singles out one particular Green’s function (e.g. the
retarded Green’s function) and yields a well defined - and practically useful - formula
for the auxiliary solution all over spacetime. 24
Recall, however, that the original external solution agrees with the auxiliary
solution in an exterior neighbourhood of the membrane. If physical considerations
inform us that the external solution obeys (e.g.) outgoing boundary conditions at
infinity, it then follows that the external solution agrees with the auxiliary solution
- to non perturbative accuracy - everywhere outside the membrane. It follows that
the external solution is also given everywhere outside the membrane by the integral
formula described in the previous paragraph.
In summary let us suppose we are given a linearized external solution in the
neighbourhood of the membrane world volume that is known to be purely outgoing
24 The fact that the auxiliary solution is given by the convolution of a membrane current with
the Green’s function depends crucially on the fact that the auxiliary solution was defined to be
regular in the interior of the membrane. Had we defined the auxiliary solution differently- perhaps
by allowing prescribed singularities in the interior of the membrane - we would have obtained an
integral formula for this solution given by the convolution of the Greens function with all sources -
those located at singularities together with those on the membrane.
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at infinity. The following two step procedure can be used to continue this solution
to large r. In the first step we determine the ‘membrane current’ corresponding
to our external solution. This determination is the topic of this section and the
next. In the second step we convolute this current against a Greens function - this
is the topic of section 8. The resultant expression is the continuation of the external
solution to large r. In the external neighbourhood of the membrane this expression is
guaranteed to agree with the configuration we started out with, upto nonperturbative
corrections. The large r behaviour of this solutions yeilds the radiation field that our
external solution continues to at infinity.
4.1 Minimally coupled scalar
We start with the case of a minimally coupled scalar equation
✷φ = −S, (4.1)
with the source S assumed to be delta function localized on the membrane.
Given the decaying part of the solution to (4.1) in the exterior, we wish to con-
struct the matching interior solution. Our tactic for achieving this is very straightfor-
ward. We first construct the most general decaying solution to (4.1) in the vicinity of
the exterior of the membrane. We then construct the most general regular solution
to the same equation in the vicinity of the interior of the membrane. By matching
solutions in the exterior with those in the interior we produce the most general so-
lution to (4.1) that is continuous across the membrane. Our construction - which
uniquely pairs any external solution with an internal solution - turns out to depend
on one free function on the membrane. This function can be thought of as the value
of φ on the membrane or equally as the source ‘current’ S. The construction thus
gives us
• 1. An explicit classification and construction of all consistent decaying external
solutions.
• 2. A one to one map between such solutions and corresponding interior solu-
tions.
• 3. Consequently a one to one map between decaying external solutions and a
source function S localized on the membrane.
Our construction of the exterior and interior solutions takes the form of a power series
expansion in the distance s away from the membrane. The radius of convergence
of this expansion is of order D/K and so this expansion is useful, from a practical
point of view, only when s ≪ D/K. The coefficients in this power series expansion
are each individually determined in a power series expansion in 1
D
.
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Given that (4.1) is a second order equation, the reader may wonder how it is
possible that exterior and interior solutions to this equation are parametrized by one
rather than two functions on the membrane. The key point here is the restriction that
the exterior solution rapidly decay away from the membrane and that the interior
solution be regular (in particular not grow arbitrarily large as D is taken to infinity
at any point reliably captured by our approximations). These two conditions cut
down the set of exterior and interior solutions each to solutions parametrized by a
single function on the membrane; upon imposing continuity across the membrane we
find a set of sewn solutions parametrized by a single function on the membrane.
As this point is very important, we now explain it again in a more precise and
much more detailed manner.
The full set of solutions to the equation ✷φ = 0 - either to the exterior or in the
interior of the membrane - is indeed parametrized by two functions on the membrane
world volume. Let us denote these two functions by α and β. It follows from linearity
that the most general solution of the equation ✷φ = 0 away from the membrane is
given by
φ = F1[α(x)] + F2[β(x)], (4.2)
where F1,2 are linear maps from the space of functions on the membrane to functions
in the flat spacetime in which the membrane is embedded. Later in this section we
will explicitly construct the two functionals F1 and F2 (in a Taylor series expansion
in distance away from the membrane) 25 with the following two properties.
• First, on the membrane F1[α] = α and F2[β] = β. In other words α and β are
the values of φ restricted to the membrane. F1[α] and F2[β] are two different
continuations of the scalar field on the membrane into the bulk.
• Second F1 decays rapidly (over a distance scale 1/D) to the exterior of the
membrane, and grows rapidly over the same distance scale on the interior of
the membrane, while F2 neither grows nor decays as we move distances of order
1/D away from the membrane. Instead the variation of F2, as we move away
from the membrane, occurs over length scales of order unity. 26
25We determine the coefficients of this expansion order by order in 1/D.
26The functionals F1 and F2 are effectively local functions of α and β in the following sense: it
is possible to foliate spacetime around the membrane into tubes each of which cuts the membrane
and is labeled by the point x0 at which it does so. To any given order in 1/D, F1 and F2 at any
x0 depend only on the distance from the membrane (which is assumed small in units of the local
radius of extrinsic curvature of the membrane), the extrinsic geometry of the membrane at x0 and
a finite number of derivatives of α(x0) or β(x0). The reason for this locality is simply that the
boundary conditions of decay in the exterior and lack of blow up in the interior can each effectively
be imposed at distances of order 1/D away from the membrane. The thinness of the region enclosed
by our boundary conditions is the underlying reason for the locality of our expansion.
– 27 –
We will now use the two functionals F1 and F2 to construct solutions φ(x) of
(4.1) that are of the form described in the previous subsection, or, more specifically
have the following properties
• φ(x) reduces to an arbitrarily prescribed function φ0(x) on the membrane world
volume.
• φ(x) is continuous across the membrane but its normal derivative is across this
surface
• φ(x) decays to the exterior of the membrane, and stays regular (does not blow
up) in the interior.
A moment’s thought will convince the reader that the required solution is given by
φ(x) = F1[φ0] outside,
φ(x) = F2[φ0] inside.
(4.3)
As mentioned above, in the next section we will explicitly determine the functionals
F1 and F2 in a power series expansion in 1/D.
Note that the solutions (4.3) are parameterized by a single membrane’s function
worth of data - which can be thought of either as φ0(x) or the source function S on
the membrane. This fact can also be understood in the following terms. Suppose we
are given a source S localized on the world volume of the membrane. Clearly the
most general solution to (4.1) in the presence of this source takes the form
φ(x) =
∫
dyG(x− y)S(y), (4.4)
where G is a Greens function for the operator ✷ and the integral over y is taken over
the membrane world volume. At finite D (4.4) does not define a unique solution to
the problem, because the Greens function, G, is not unique. As we have explained
in subsection 2.2, however, all reasonable Greens functions are identical (upto dif-
ferences of order 1/DD) at distances of order unity around the source. It follows
that the formula (4.4) does unambiguously define a unique solution to (4.1) in the
neighbourhood of the membrane an expansion in 1/D. (4.3) is this unique solution;
i.e. (4.4) can be identified with (4.3) in the neighbourhood of the membrane for every
reasonable choice of the Greens function D, even though the expressions (4.4) begin
to depend sensitively on the choice of Greens function at large r (i.e. distances of
order D). As we have explained in detail above, the ‘correct’ choice of Greens func-
tions is determined by physical considerations for the problem at hand; the relevant
Greens function for this paper will always prove to be the retarded Greens function.
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4.2 Maxwell Equation
Although it is possible to solve the Maxwell equations in a gauge invariant manner,
we will find it convenient to proceed by fixing a gauge. We first define a foliation
of spacetime into surfaces of constant ρ, chosen so that the surface ρ = 1 is the
membrane. We choose the function ρ to obey the equation ✷
(
1
ρD−3
)
= 0 (see
subsection 5.1 below). We then choose to work in a gauge in which Aρ vanishes, i.e.
the gauge dρ.A = 0.
With this choice of foliation, the Maxwell equations can be divided up into
the constraint equations (Maxwell equations dotted with dρ) and the dynamical
equations. More precisely, by a slight misuse of terminology, we will refer to the
equations
ΠAC∂BF
BC = 0, (4.5)
as dynamical equations where
ΠCA = ηCA − nAnC ,
nA =
∂Aρ√
∂Dρ∂Dρ
.
(4.6)
On the other hand we refer to
M = 0,
M≡ nC∂BFBC ,
(4.7)
as the constraint Maxwell equation
We proceed by first solving the dynamical equations defined above and then
turn later to the constraint equation. The dynamical equations are very similar in
character to the minimally coupled scalar equation discussed in the previous subsub-
section. As in the previous subsubsection we find in general that the solutions to the
dynamical Maxwell equations take the form
A = F1[Cµ(x)] + F2[Bµ(x)], (4.8)
where A is the oneform gauge field in spacetime and Cµ and Bµ are worldvolume
gauge fields on the membrane. F1,2 are now linear maps from gauge fields on the
membrane to oneform gauge fields in flat spacetime. These functional share the
following properties with their scalar counterparts. First, on the membrane F1[Cµ] =
Cµ and F2[Bµ] = Bµ (it makes sense to equate a spacetime gauge field with a world
volume gauge field precisely because dρ.A vanishes). As for scalars F1 decays rapidly
(over a distance scale 1/D) to the exterior of the membrane, and grows rapidly over
the same distance scale on the interior of the membrane, while F2 neither grows nor
decays as we move distances of order 1/D away from the membrane. Instead the
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variation of F2, as we move away from the membrane, occurs over length scales of
order unity.
As in the case of scalars above, the boundary condition that our spacetime gauge
field decays in the exterior, is regular and bounded in the interior and that the field
strength restricted to the membrane is continuous on the membrane, and that it
takes the value (A0)µ on the membrane leaves us with the solutions
A(x) = F1[(A0)µ] outside,
A(x) = F2[(A0)µ] inside.
(4.9)
We have completed our programme of solving the dynamical equations. What
remains is to solve the Maxwell constraint equations. It is a well known property of
Maxwell’s equations that if the dynamical equations are obeyed everywhere and the
constraint equation is obeyed on a single slice then the constraint equation is obeyed
everywhere. Our definition of dynamical and constraint equations are different from
the usual ones (which are adapted to a foliation of spacetime into coordinate systems
including ρ as a special coordinate) and it is instructive to work our our version of
this standard statement. This is easily done. Note that
∂A
(
ΠAB∂CF
CB
)
= ∂C∂BF
CB−∂A
(
nAnB∂CF
CB
)
= −n.∂ (nB∂CFCB)−K (nB∂CFCB) ,
(4.10)
(where we have used the antisymmetry of FAB in the last step). It follows that
(n.∂)M = −KM− ∂A
(
ΠAB∂CF
CB
)
, (4.11)
(see (4.7) for a definition of M). Now the last term on the RHS of (4.12) is the
divergence of the dynamical equations and so vanishes once those equations are
solved. On solutions of the dynamical equations it thus follows that
(n.∂)M = −KM. (4.12)
Integrating (4.12) along flow lines of the vector field n it follows that
M(ρ) =M0e−
∫ ρ
1 Kds, (4.13)
where M0 is the value of M at ρ = 1 (i.e. on the membrane) and ds is the proper
distance from the membrane along the integral curves of the vector field n.
Note that K, the extrinsic curvature of slices of constant ρ is positive and of order
D (see subsection 5.1 below).
Let us assume that M0 is nonzero. It follows that M(ρ) decays rapidly to zero
(over a length scale of order 1/D) as we move away from the membrane towards the
exterior. But it also follows thatM(ρ) blows up rapidly - over a length scale of order
1/D - as we move away from the membrane towards the interior.
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Let us now apply these results to the two special solutions F1[(A0)µ] and F2[(A0)µ]
defined above. The solution F1[(A0)µ] is defined so that it decays rapidly to the
exterior of the membrane and blows up rapidly in the interior of the membrane. The
fact thatM also has the same behaviour comes as no surprise for this solution. On
the other hand the solution F2[(A0)µ] is defined so that it does not blow up in the
interior of the membrane. It is thus impossible for M to blow up in the interior -
in the manner determined by (4.13). It follows that M0 must in fact vanish on the
solution F2[(A0)µ].
In summary we have demonstrated that the solution F2[(A0)µ] is very special; it is
the solution on which the constraint equation is automatically satisfied - without the
need to impose any further constraint on (A0)µ. On the other hand the configuration
F2[(A0)µ] is a solution of the full Maxwell equations not for all (A0)µ but only for
those that are constrained to obey a further condition (which we will interpret below
as the condition of conservation of the membrane current).
Matching the solutions F1 and F2 as in (4.9) yields a class of solutions of
Maxwell’s equations parametrized by (A0)µ subject to the single constraint just de-
scribed above. The solution (4.9) is a solution to Maxwell’s equations with a current
of the form (3.14) with the function JM given in (3.15). This current may be rewrit-
ten as
JM = J
(out)
M − J inM , J (out)M = nNF (out)NM , J (in)M = nNF (in)NM . (4.14)
Note that the conservation of this current follows immediately from the constraint
equations applied to the external and internal solutions respectively. As we have
explained above this conservation is automatic for the internal solution, but imposes
a constraint on the data (A0)µ in the case of the external solution.
The interior current J
(in)
M is most compactly presented by evaluating the action
of the interior solution Sin[A0]. The current J
(in)
M is then given by varying this action
w.r.t A0 using
δSin[A0] =
∫
δ(A0)MJ
(in)M , (4.15)
(see (3.16)). As the interior solution F2[Aµ(x)] is well defined for every value of
the boundary gauge field (A0)µ(x), Sin[A0], is a gauge invariant functional of this
boundary gauge field that also turns out to be local in the large D limit. 27
On the other hand the external contribution to the current is simply evaluated
from the definition (4.14), where the quantity on the RHS of that equation is evalu-
ated on the external solution which is assumed to be known.
Let us summarize. Solutions of Maxwell’s equations that obey our boundary
conditions are parametrized by the membrane gauge field subject to a single con-
straint (the conservation of the exterior contribution to the membrane current). The
27Recall that (A0)µ is also the gauge field on the membrane viewed from the outside and so is
known.
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full membrane current is given by adding the exterior contribution to the interior
contribution which, in turn, is obtained from the variation of a gauge invariant
‘counterterm’ boundary action. In order to compute the current associated with a
given external solution the only remaining nontrivial step is the determination of the
counterterm action associated with the interior solution.
4.3 Linearized Einstein Equation
Let the metric be given by ηMN +HMN . As in the previous subsection we work with
a particular gauge choice; we impose the gauge nNHNM = 0.
In parallel with the previous subsection it is convenient to decompose Einstein’s
equations into dynamical and constraint equations. Let us define
EMN = RMN − R
2
gMN − 8πTMN . (4.16)
The Einstein equations take the form
EMN = 0. (4.17)
The dynamical equations are defined to be
ΠMA EMNΠNB = 0. (4.18)
The constraint Einstein equations are
CEM ≡ nAEAM ,
CEA = 0.
(4.19)
As in the previous subsection we first solve the dynamical Einstein equations
to find a structure very similar to that for the minimally coupled scalar. The most
general solution is given by
H = F1[hµν(x)] + F2[gµν(x)], (4.20)
where the G = η+H is the spacetime metric and hµν(x) and gµν(x) are induced met-
rics on the membrane. F1,2 are now maps from the induced metric on the membrane
to linearized metric fluctuations in flat spacetime. Note that the induced metric is
nontrivial even in the absence of the fluctuation HMN . The maps F1 and F2 linearly
map changes in this induced metric to linearized fluctuations of the bulk.
As in the previous section F1 decays rapidly (over a distance scale 1/D) to the
exterior of the membrane, and grows rapidly over the same distance scale in the
interior of the membrane, while F2 neither grows nor decays as we move distances of
order 1/D away from the membrane.
Following the previous subsection we proceed to solve the dynamical equations
subject to the boundary conditions that gMN reduces to
[
g
(ind)
µν = g
(ind,f)
µν + h
(0)
µν
]
on
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the membrane where g
(ind,f)
µν is the induced metric on the membrane viewed as a sub-
manifold of the spacetime with metric ηMN and h
(0)
µν is arbitrary but small. Through
this section we work to linearized order in h
(0)
µν .
Imposing the boundary conditions of fall off to the exterior and regularity in the
interior and the continuity of the induced metric on the membrane as we pass from
outside to inside, we find that the unique solutions to our equations are
H = F1[g
(ind)
µν ] outside,
H = F2[g
(ind)
µν ] inside,
(4.21)
where H is a spacetime symmetric two tensor (we have omitted its indices for
brevity).
As with the study of the Maxwell equation the main qualitative difference be-
tween the solutions of the linearized Einstein equations and the minimally coupled
scalar equation lies in the constraint equations. However the Einstein constraint
equations are of two varieties. Let
XN ≡ CEMΠMN .
We refer to the equation XM = 0 as the momentum constraint equations. Moreover
let
Y ≡ CEMnM .
We refer to the equation Y = 0 as the Hamiltonian constraint equation.
In Appendix J we use the identity
∇M
(EMN) = 0,
to demonstrate that the momentum and Hamiltonian Einstein constraint equations
obey the equations
ΠCB(n · ∇)XC = −K XB −XAKAB − Y (n · ∇)nB ,
n · ∇Y = −K Y −∇ ·X +XC(n · ∇)nC .
(4.22)
As in the previous subsection, these equations determine the ρ dependence of the
constraint equations in terms of their value at ρ = 1. Let us first consider the
momentum constraint equations. The first term on the RHS of the first line of
(4.22) is of order D while the last two terms on the RHS of this equation are of order
unity and can be ignored. It follows that, as in the previous subsection, the constraint
equations XC grow exponentially as we move away from the membrane in the interior
region, but decay exponentially in the exterior. As in the previous subsection this
means that the constraint equations XC must simply vanish for the interior solution,
F2 in (4.21). Once this result has been established for XC , the second equation in
(4.22) ensures that the same is true of the constraint equation Y . As in the previous
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subsection there is no particular reason for the constraint equations to vanish for the
exterior solutions - F1 in (4.21), and we will see by explicit computation below that
they do not.
It follows that the interior solution F2 is labeled by a boundary metric on the
membrane. On the other hand the external solution F1 is labeled by the same
boundary data modulo one constraint. We will later interpret this condition as the
requirement that the membrane stress tensor be conserved. It follows also that the
solution (4.21) is also labeled by membrane boundary metric subject to a single
constraint.
We now turn the ‘Hamiltonian’ constraint equation
CMnM = 0.
Recall that in section 3 we demonstrated that a stress tensor of the form (3.20) is
conserved in spacetime provided that
• TMN , viewed as a tensor on the membrane world volume is conserved.
• TMNKMN = 0.
We have just argued that the ‘momentum’ constraint equations guarantee that the
first condition is satisfied. We will now use the ‘Hamiltonian’ constraint equations
to show that the second condition is also satisfied.
It is well known that the Hamiltonian constraint equation can be rewritten in
terms of the membrane extrinsic curvature and intrinsic membrane curvatures as
follows (see e.g. eqn 10.2.30. page 259, of [35])28
0 = nAnBEAB =
1
2
(−R+K2 −KABKAB) , (4.23)
where EAB = is the Einstein Tensor, R is the intrinsic Ricci scalar on (ρ = const)
slices and KAB is the extrinsic curvature of the same slices. All indices in (4.23)
are raised or lowered using the induced metric on ρ = const slices, embedded in full
space-time. As Einstein’s equations are obeyed both just outside and just inside the
membrane, it follows in particular that
1
2
(
−R(out) + K2(out) −K(out)AB KAB(out)
)
= 0,
1
2
(
−R(in) +K2(in) −K(in)ABKAB(in)
)
= 0,
(4.24)
28In [35], the eqn 10.2.30 is derived for a spacelike hypersurface where the normal is timelike.
But in our case the normal is spacelike and this is why the sign in the first term of our equation
(4.23) is different from what it is there in [35]. See appendix (O) for a derivation.
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where all quantities with the subscript ‘out’ are evaluated on the special slice ρ = 1
(we refer to this slice as the membrane) as approached from the outside, while all
quantities with the subscript ‘in’ are evaluated on the membrane when approached
from the interior.
Recall that the membrane world volume - viewed as a submanifold of flat space
- has a nontrivial Ricci curvature tensor Rµν and a nontrivial extrinsic curvature
tensor KMN ; the trace of KMN is K. Now R(out)µν , K(out)MN and K(out) refer to the
same quantities - but evaluated with the membrane regarded as a submanifold of[
gMN = ηMN + h
(out)
MN
]
. Similar remarks apply to the inside. It follows that - for
instance K(out)MN differs from KMN at first order in the fluctuation field hMN . Let us
now subtract the two equations in (4.24) above. Using the fact that R(out) = R(in)
(this follows because R is a function only of the induced metric on the membrane
and not its normal derivative) we find
0 = nAnBEAB|out − nAnBEAB|in
= K (Kout −Kin)−KAB
(KABout −KABin )
= −KAB
[(KABout −KABin )− (Kout −Kin) ΠAB]
= 8πKABT
AB.
(4.25)
In the second line of this equation we have worked to linear order in hAB. The third
line is an algebraic rearrangement of the second line and in the fourth line we have
used the definition of the membrane stress tensor given in (3.22)
Notice that, as in the previous subsection it is useful to define
T
(out)
AB =
(KAB(out) −K(out) pAB(out)) ,
T
(in)
AB =
(KAB(in) −K(in) pAB(in)) ,
where
pAB(out/in) = Projector on the membrane, embedded in outside (inside) metric.
(4.26)
This implies
TAB = −
(
1
8π
)[
T
(out)
AB − T (in)AB
]
. (4.27)
In parallel with the previous subsection, the ‘momentum’ Einstein equations ensure
that TAB is conserved.
29
29More precisely each of T
(out)
AB and T
(in)
AB are separately conserved when viewed as tensor fields
on the membrane with metric induced from ηMN + hMN . Note that T
(out)
AB and T
(in)
AB each have a
term that is zeroth order in fluctuations. However this zero order piece is common between T (out)
and T (in) and so cancels in their difference. As a consequence TAB is of first order in fluctuations.
It follows that TAB is conserved, to first order, even when viewed as a tensor field living on the
membrane with undeformed induced metric g
(ind,f)
µν .
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As in the previous subsection, the fact that the interior solution is well defined
for every value of the induced metric g
(ind)
µν without restriction allows us determine
T
(in)
AB by first evaluating the action Sin using (3.25) and obtaining the current using
(3.23). Note that Sin is a gauge invariant function of g
(ind)
µν which will also turn out
to be local in the large D limit.
4.3.1 Counterterm Action for T
(in)
AB at first order
As we have seen above, the interior solution F2 that appears in (4.21) is labeled by
a metric on the boundary of the membrane. As we have explained in the previous
section, the interior contribution to this stress tensor may be obtained as follows.
We first compute the boundary action
S(in) = −
(
1
8π
)∫ √
−g(ind) K(in), (4.28)
of this solution. This action should be viewed as a functional of the membrane metric
that parameterizes solutions of the functional F2. Varying the action (4.28) w.r.t this
boundary metric then yields the contribution of the interior stress solution to the
membrane stress tensor (see (3.23)).
It turns out that, upto first order in the expansion in 1
D
, the action (4.28) is
easily evaluated as a functional of the metric on the membrane using the Gauss
Codacci formalism For any Ricci-flat space, the intrinsic quantities could be related
to extrinsic quantities in the following way [35] (see Appendix (O) for derivation).
0 = Rµν −KKµν +KµαKνα + eµAeνBRACBC
′
nCnC′ ,
0 = R−K2 +KµνKµν ,
(4.29)
where Rµν and R is the intrinsic Ricci tensor and Ricci scalar of the membrane,
RACBC
′
is the Riemann tensor of the full space-time and and nC is the unit normal
to the membrane. eµA is the matrix that relates coordinates along the membrane
({xµ}) to the full space-time coordinate ({XA}) as
xµ = eµA X
A.
The following scalings with D apply to the various quantities that in equation (4.29)
when evaluated on the interior solution F2
R ∼ O(D2), Rµν ∼ O(D),
K(in) ∼ O(D), K(in)µν ∼ O(1),
eµAe
ν
BR
ACBC′ nCnC′ ∼ O(1),
(4.30)
(the derivation of these scalings use the fact that in the interior solution F2 the metric
varies in the ρ direction on length scale unity - rather than length scale 1/D (as is
the case for the exterior solution F1).
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The nature of these scalings allow us determine K in terms of intrinsic Riemann
curvature tensor by solving equation (4.29) order by order in
(
1
D
)
expansion.
K(in) =
√
R(in) + 1
2
RµνRµν
R
3
2
(in)
+O( 1
D
)
,
K(in)µν =
Rµν√R +O
(
1
D
)
.
(4.31)
Note that the last term in the first equation of (4.29) has not contributed to this
order. In order to evaluate this complicated term we would need the full details of
the solution F2 developed in the next section. As this term does not contribute,
however, the computation we have presented is identical to the computation of the
counter term on a curved membrane surface embedded in flat-Minkowski space 30.
Substituting the first equation of (4.31) in equation (4.28) we get the form of the
counter term action in terms of membrane’s intrinsic curvature:
Scounter = −8πS(in) =
∫ √
g(ind)
[√
R+ 1
2
(RµνRµν
R 32
)
+O
(
1
D
)]
. (4.32)
In Appendix H we have demonstrated that the stress tensor
−8π
√
g(ind)T (in)µν = g
(ind)
µα
[
δScounter
δg
(ind)
αβ
]
g
(ind)
νβ ,
obtained from this action is given by
(−8π)T (in)µν = −
( Rµν
2
√R
)
+
(
g
(ind)
µν
2
)[√
R+ 1
2
(RαβRαβ
R 32
)]
+O
(
1
D
)
. (4.33)
5 Membrane currents from Linearized Solutions: Detailed
Construction
In this detailed technical section we present an explicit construction of the functionals
F1 and F2 defined in the previous section, separately for the scalar, vector and
linearized gravity theories ((4.2), (4.8), (4.20)). As explained behind we construct
these functionals in a power series expansion in ρ− 1. Each Taylor series coefficient
in this expansion is computed in an expansion in 1/D.
The results of this section will be used in the next section to read off the current
and stress tensor carried by the large D gravitational membrane. The only aspect of
30Note that if we are considering the outside solution, the equation (4.29) is still applicable, but
the scaling rules described in equation (4.30) are not valid. In that case, K(in)µν also scales like order
O(D2) and therefore the solution that we have presented in equation (4.31) is not valid for the
space-time outside the membrane.
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the internal solution that will be needed for this purpose is its action; as explained
in the previous section the action is given by a surface integral of the solution and its
first normal derivative at the membrane. For the purposes of computing this action
we are thus specially interested in the first Taylor series expansion coefficient of our
solution.
As explained above we present our solutions in terms of a Taylor series in ρ− 1.
Before proceeding to the explicit constructions we thus need to pause to give a precise
definition of the function ρ and to briefly explore its properties.
5.1 A membrane adapted foliation of spacetime
Consider a function ρ defined in flat Minkowski space by the following conditions.
• ρ takes the value unity on the membrane world volume.
• ρ obeys the equation
✷
(
1
ρD−3
)
= 0, (5.1)
everywhere outside the membrane.
• 1
ρD−3
decays at infinity and is purely outgoing there.
The conditions above uniquely define the function ρ to the exterior of the membrane
at any D. 31 Once we have the solution for ρ to the exterior of the membrane, we
define it in the interior of the membrane by an analytic continuation. The interior
solution ρ defined in this manner continues to obey the equation (5.1) in the interior
except at positions of potential singularities of 1
ρD−3
. We will see below that such
singularities - which are always present - do not occur at distances ≪ D
K
away from
the membrane and will play no role in our analysis below.
While the requirements above uniquely determine the function ρ in principle,
an explicit determination of ρ as a functional of the membrane world volume is a
difficult job at finite D. The situation in this regard is much better at large D. In
this subsection we explicitly determine the function ρ in a Taylor series expansion in
distance away from the membrane 32. The coefficients of this expansion are deter-
mined in a Taylor series expansion in 1
D
. The key simplification at large D is that,
in this limit, the function ρ turns out to be locally determined by the shape of the
31This may be understood as follows. Any solution of the second order differential equation
(5.1) is uniquely specified by two boundary conditions. In the present context the two boundary
conditions are the requirement that ρ = 1 on the membrane world volume and the requirement that
the solution is outgoing at infinity.
32This expansion is good at distances ≪ DK away from the membrane
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membrane world volume (see later in this subsection for the precise version of this
statement). 33
Consider a point in flat spacetime with coordinates xM . To every such point
we can associate a point xˆµ on the membrane by the requirement that the straight
line between xM and xˆµ is collinear with the normal at xˆµ. Let s(xM) denote the
distance between xM and xˆµ(xM) measured along this straight line. In Appendix I
we demonstrate that
ρ(x) = 1 + s(x)
(
K
D − 2 +
2
K
(
1
2K
∇ˆ2
(
K
D − 2
)
+
K2
2(D − 2)2 +
KMNK
µν
K
)
+O
(
1
D2
))
+
s(xµ)2
(
1
2K
∇ˆ2
(
K
D − 2
)
+
K2
2(D − 2)2 +
KµνK
µν
K
+O
(
1
D
))
+O (s3) ,
(5.2)
where all intrinsic membrane quantities (like K, Kµν etc) are evaluated at the mem-
brane point xˆ(x). The quantity ∇ˆ represents the covariant derivative along the world
volume of the membrane. 34
Later in this subsection will need to take derivatives of the function ρ. As we
have expressed ρ as a function of s, it is useful to first compute relevant derivatives
33A related fact is that we do not need to use the boundary condition that ρ is outgoing at
infinity in order to determine ρ in the large D limit. If, in other words we were to define a new
function ρ˜ by the conditions listed in this subsection, with the one replacement that ρ˜ is required to
be ingoing rather than outgoing at infinity, then in the 1D expansion ρ˜ would have the same Taylor
series expansion around the horizon as ρ. It turns out that the two functions ρ and ρ˜ differ only at
order 1DD at distances of order unity away from the black hole. The two functions begin to differ
substantially from each other only at distances of order D away from the membrane. All these
remarks are, of course, tightly connected to the properties of Greens functions at large D discussed
in section 2.
34The structure of the equations we encounter in evaluating the function ρ(xM ) in the large D
expansion is as follows. At leading order in perturbation theory we are able to obtain the O(1) part
of the coefficient of s. At next leading order we find the O(1/D) piece in the coefficient of s together
with the O(1) part of the coefficient of s2. At third order we would find the O(1/D)2 contribution
to the coefficient of s, the O(1/D) contribution to the coefficient of s2 and the O(1) part of the
coefficient of s3, and so on. In other words if we specialize to the case that s(xµ) is of order 1/D
then our perturbative expansion evaluates ρ in an expansion in 1D . In (5.2) have reported the result
of our expansion upto second order. In the special case that s ∼ O(1/D) we have
ρ(xµ)− 1 = s(xµ)K(rˆ
µ)
D − 2+(
2s(xµ)
K
+ s(xµ)2
)(
1
2K
∇ˆ2
(
K
D − 2
)
+
K2
2(D − 2)2 +
KMNK
MN
K
)
+O
(
1
(D − 2)3
)
,
(5.3)
where we have arranged terms so that the first and second lines in this (5.3) are respectively of
order 1/D and 1/D2
– 39 –
of the function s. It is possible to verify that
∂Ms = nM ,
✷s = K + sKMNK
MN ,
+O(1/D) + s×O(1) + s2O(D),
(5.4)
where nM is the vector ∂Mρ rescaled to have unit norm.
35 Using these results it
may be verified that
N2 ≡ |∂ρ|2 ≡ ∂Mρ∂Mρ =
(
K
D − 2
)2
+
4
D − 2 (1 +Ks)
(
2
K
(
1
2K
∇ˆ2
(
K
D − 2
)
+
K2
2(D − 2)2 +
KMNK
MN
K
))
+O(1/D2) + s×O(1/D) + s2 ×O(1).
(5.5)
5.2 Membrane solutions of the minimally coupled scalar
In this subsection we will construct the solution (4.3) (see the previous section) both
for ρ > 1 and ρ < 1. We obtain our solution in a Taylor series expansion in ρ − 1.
The coefficients in this expansion are obtained in a power series expansion in 1
D
. 36
Recall that the solution (4.3) is labeled by the value φ0(xˆ) of the scalar field on
the membrane. In the special case that φ0(xˆ) is a constant α, it follows immediately
that the solution of interest is given by φa =
α
ρD−3
(for ρ > 1) and φ = α (for ρ < 1).
Note that in the exterior region φ varies on the length scale 1/D in the direction
normal to the membrane. If φ0(xˆ) is a function that varies on length scale unity, the
relative slowness of this variation suggests the following. Let α(x) in (5.6) be any
smooth extension of the membrane function φ0(xˆ) into the bulk. Then
φa(x) =
α(x)
ρD−3
(ρ ≥ 1),
φa(x) = α(x) (ρ ≤ 1),
(5.6)
35The second equation in (5.4) may be understood as follows. As ∂µs = nµ, it follows that
✷s equals K of the constant ρ slice at that point. To the appropriate order in 1/D, K(xM ) can
be re-expressed in terms of curvature invariants at the corresponding xˆ point, yielding the second
equation of (5.4)
36As in the previous subsection, at leading order in our expansion we find the coefficient of the
constant term in the Taylor series expansion at order unity in the expansion in 1D . At next order we
find the O(1/D) correction to this constant together with the order unity (i.e leading) contribution
to the coefficient of (ρ− 1). We stop our expansion at this point. Had we gone to one higher order
in the perturbative expansion we would have obtained the O(1/D2) correction to the constant, the
O(1/D) correction to the coefficient of ρ − 1 and the order unity correction to the coefficient of
(ρ − 1)2. In other words our expansion reduces to an honest expansion in ( 1D ) provided (ρ− 1) is
of order
(
1
D
)
.
– 40 –
37 also solves the minimally coupled scalar equations; not exactly (as was the case
when α was constant), but at leading order in the expansion in 1
D
. We will check
below that this expectation is indeed correct.
In order to proceed with our computation we need to make a particular choice
for the extension of the membrane valued function φ0(xˆ) to the bulk function α(x).
In the rest of this section we choose, arbitrarily, to extend the function φ0(xˆ) into
the bulk in such a way that it obeys the ‘subsidiary condition’
dρ · dα = 0. (5.7)
This requirement together with the condition that α(x) agrees with φ0(xˆ) on the
membrane. 38 completely determines the bulk field in terms of the membrane valued
field α(x).
φa(x) in (5.6) is a function of order unity which varies on length scale
(
1
D
)
. We
would thus expect that the action of ✷ on a configuration of this sort should yield
an expression of order O(D2). Using (5.1), however, it is easily verified that
✷φa(x) =
✷α(x)
ρD−3
(ρ ≥ 1),
✷φa(x) = ✷α(x) (ρ ≤ 1).
(5.8)
Recall from the introduction that even though the function α varies over length scale
unity, ✷α is generically of order O(D). It follows that the ansatz (5.6) satisfies the
minimally coupled scalar equation at order D2 - the order at which we might at first
expect this equation to be violated,
5.2.1 Systematic procedure to correct the ansatz φa
In order to proceed, we search for a systematic correction of (5.6). The corrections
should have the property that they are subleading compared to φa(x) presented above
when (ρ− 1) is of order O ( 1
D
)
, and also that they are capable of canceling the RHS
of (5.8). An ansatz that obviously satisfies the first criterion and turns out to satisfy
the second is
φ(x) =
∑∞
n=0 αn(x)(ρ− 1)n
ρD−3
(ρ ≥ 1),
φ(x) =
∞∑
n=0
βn(x)(ρ− 1)n (ρ ≤ 1),
α0(x) = β0(x) = α(x),
(5.9)
37The subscript a in φa stands for ‘ansatz’; a is not a spacetime vector index.
38The subsidiary condition (5.7) is simply one convenient way of extending α away from the
membrane surface in a smooth, D independent way. The auxiliary condition (5.7) is convenient but
essentially arbitrary. We could, for example, also have used the condition α(xµ) = α(xˆµ(xµ)). This
condition would also have served our purposes in principle but proves less convenient for actually
solving the problem in practice.
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with
n · ∂αn = n · ∂βn = 0. (5.10)
Assuming the expansion (5.9) and focusing on the region ρ > 1, a straightforward
algebraic exercise demonstrates that
✷φ(x) =
∞∑
n=1
An
(ρ− 1)n
ρD−3
,
An =
(
✷αn + ((n+ 1)(D − 2)− 2(D − 3)) (dρ · .dρ) αn+1
ρ
+ (n+ 2)(n+ 1)(dρ · .dρ) αn+2
)
.
(5.11)
39
When ρ− 1 < 1, on the other hand, we find
✷φ(x) =
∞∑
n=1
Bn(ρ− 1)n,
Bn =
(
✷αn + ((n + 1)(D − 2)) dρ.dραn+1
ρ
+ (n+ 2)(n+ 1)(dρ · .dρ)αn+2
)
.
(5.13)
The coefficients An and Bn in the expansion above can themselves be expanded
in a power series in (ρ− 1). Let
An =
∑
m
Amn (ρ− 1)m,
Bn =
∑
m
Bmn (ρ− 1)m,
(5.14)
where
n.∇Amn = n.∇Bmn = 0. (5.15)
The equations (5.14) and (5.15) define the expansion functions Amn and B
m
n . The
39We have used the fact that
(D − 2)∂µρ∂µρ = ρ✷ρ, (5.12)
(this is an expansion of the equation ✷ 1ρD−3 = 0) to simplify the RHS of (5.11).
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expressions for ✷φ can be rewritten in terms of these expansion coefficients as
✷φ(x) =
∞∑
n=1
A˜n
(ρ− 1)n
ρD−3
, (ρ > 1)
✷φ(x) =
∞∑
n=1
B˜n(ρ− 1)n, (ρ < 1)
A˜n =
n∑
m=0
Amn−m,
B˜n =
n∑
m=0
Bmn−m,
n · ∂A˜n = n · ∂B˜n = 0.
(5.16)
The condition that φ is harmonic then simply reduces to the condition A˜n = B˜n = 0.
We will now demonstrate that these equations are very easily solved in a power series
expansion in 1/D.
5.2.2 Explicit solution at low orders for ρ > 1
In this subsection we construct the functional F1 defined in (4.2).
Let us consider the special case n = 0. A˜0 = 0 implies that A0 = 0 i.e. that
✷α0 − (D − 4)dρ · dρ
ρ
α1 + 2(dρ · dρ) α2 = 0.
This equation is practically solvable in the large D limit because the term propor-
tional to α2 is subleading at large D compared to the other terms in this equation.
Ignoring this term in the equation we obtain the equation
α1 =
ρ✷α0
(D − 4)(dρ · dρ) . (5.17)
More precisely α1 is given by (5.17) on the membrane and determined elsewhere by
subsidiary conditions n · ∂α1 = 0. 40
At any event we are most interested in α1 evaluated on membrane surface. The
solution we have presented for α1 on the membrane is given in terms of the space-
time d’Alembertian of α. This result may be reworded in terms of the membrane
40 To see why this is so recall that (5.17) was obtained by equating the coefficient of (ρ− 1)0 in
(5.16) to zero. Clearly (5.17) is not the unique solution to this condition; if we add (ρ− 1)G to the
solution for α1 presented in (5.17) the coefficient of (ρ− 1)0 in (5.16) continues to vanish. In other
words (5.17) is too strong; the correct statement is
α1 =
ρ✷α0
(D − 4)(dρ · dρ) +O(ρ− 1). (5.18)
The ambiguity of extending α1 off the membrane is then resolved by the condition n.∇α1 = 0.
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d’Alembertian acting on the membrane valued function φ0 using
✷α = ✷˜(φ0)− ∇ˆK · ∇ˆφ0
K
+O
(
1
D
)
, (5.19)
(here ✷ in (5.17) is the full spacetime d’Alembertian operator, ✷˜ is the d’Alembertian
on the membrane world volume and (5.19) is derived using the subsidiary condition
n · ∂α = 0). The dot product in the last term on the RHS of (5.19) is taken in the
membrane world volume metric ΠMN = ηMN − nMnN . Note that the second term
on the RHS of (5.19) is of order unity in the 1/D expansion, and so is subleading
compared to the first term in that equation. On the membrane (i.e. on the surface
ρ = 1 and at leading order
✷α = ✷˜φ0.
Using (5.5) it then follows that on the membrane surface ρ = 1
n · ∂φ =
[
K
D − 2
] [
−(D − 3)α +
(
D
K2
)
✷α0(x
µ)
]
=−Kα0
(
1− 1
D
)
+
✷α0(x
µ)
K
+O
(
1
D
)
=−Kα
(
1− 1
D
)
+
✷˜(φ0)
K
+O
(
1
D
)
.
(5.20)
Recall from the introduction that ✷α0 and K are both of order D. The RHS of
(5.20) has terms of order D and order unity.
The procedure outlined here can be generalized to all orders. The equation
A˜1 = 0 will now allow us to determine α2 to leading order. Plugging this result into
the equation A˜0 = 0 then allows us to determine the first subleading correction to
α1 in the 1/D expansion. In a similar manner the equation A˜2 = 0 allows us to
determine α3 to leading order; which in turn permits the determination of α2 to first
subleading and α1 to second subleading order in 1/D, and so on.
5.2.3 Explicit solution at low orders when ρ < 1
In this subsection we construct the functional F2 defined in (4.2) at lowest nontrivial
order. In order to do this we focus on the special case n = 0. B˜0 = 0 implies that
B0 = 0 i.e. that
✷β0 + (D − 2)(dρ · dρ)β1
ρ
+ (n+ 2)(n+ 1) (dρ · dρ)β2 = 0.
Once again the term proportional to β2 is subleading at large D compared to the
other terms in this equation. It follows that
β1 = − ρ✷α0
(D − 2)(dρ · dρ) . (5.21)
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Once again (5.21) is reliable only on the membrane; β1 is extended off the membrane
using the condition n · ∂β1 = 0.
We are particularly interested in this coefficient evaluated on the membrane
surface. Using (5.19) it follows that on the membrane
n · ∂φ|ρ=1 =− ✷α0(x
µ)
K
+O
(
1
D
)
=−
(
1
D
)[
✷˜(φ0)− ∇ˆK · ∇ˆφ0
K
]
+O
(
1
D
)
=− ∇ˆµ
(
∇ˆµφ0
K
)
+O
(
1
D
)
.
(5.22)
According to (3.3), the contribution of the internal solution to the current on
the membrane is given by the spacetime source
S =
(√
dρ · dρ
)
δ(ρ− 1)(n · ∂φin)
= −
(√
dρ · dρ
)
δ(ρ− 1)∇ˆµ
(
∇ˆµφ
K
)
.
(5.23)
This current can be derived from the variation of the action for the internal solution
w.r.t. φ0 using the equation (3.7) once we identify
Sin =
1
2
∫
(∇ˆφ0)2
K
, (5.24)
(5.24) can also be obtained from (3.9) using (5.22).
5.2.4 Current
Using the results of the previous two subsubsections it is easily verified that
n · ∂φ|out − n · ∂φ|in = −Kα0(xµ)
(
1− 1
D
)
+
(
2
K
)
✷α0(x
µ).
In other words our field φ obeys the equation (3.3) (which we repeat here for conve-
nience)
✷φ =
[(√
dρ · dρ
)
δ(ρ− 1)
]
J , (5.25)
J = −Kφ0
(
1− 1
D
)
+
2
K
(
✷˜(φ0)− ∇ˆK · ∇ˆφ0
K
)
. (5.26)
5.3 Membrane solutions of the Maxwell Equations
We will now imitate the analysis of the previous subsection to demonstrate that
the most general solution of the Maxwell equations is parametrized by a conserved
current living on the membrane, and explicitly construct the solution generated by
any particular current.
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5.3.1 ρ > 1
In this subsubsection we find the solution F1[A0] (see (4.8)). We will find it convenient
to slightly change notation as compared to the previous section; in particular the data
for our solution - referred to as (A0)µ in the previous section will be taken to be G
(0)
M
below. As we explain in detail below, G
(0)
M is a bulk spacetime gauge field whose
restriction onto the membrane equals (A0)µ of the previous section.
Following previous subsections we assume that the gauge field AA can be ex-
panded outside the membrane as
AA = ρ−(D−3)GA,
GA =
∞∑
k=0
(ρ− 1)kG(k)A ,
(5.27)
where each of G
(k)
A admits further expansion in
(
1
D
)
.
As in the previous subsection, the leading term G
(0)
B in this expansion will turn
out to be the data of our solution (which we will later be able to trade for a conserved
current). Below we will outline the procedure that determines all the remaining
coefficient functions in terms of G
(0)
A .
In order to set up the problem we work in the gauge AAnA = 0. Of course
this is simply a convenient device; the gauge invariant content in our expansion lies
in the field strengths. This particular gauge is convenient as our problem has a
special oneform - ∂ρ - at each point in spacetime. By using this oneform to fix gauge
we obtain a parametrization that keeps all the symmetries of the physical problem
manifest.
Our gauge condition implies
nAGA = 0, (5.28)
nAG
(k)
A = 0, for every k (5.29)
where nA is the unit normal to the ρ = constant surfaces, defined by
∂Aρ = N nA, N =
√
(∂Aρ)(∂Aρ),
(recall that N was evaluated in (5.5) and equals K
D−2 to leading order). As in the
previous subsection, we impose a subsidiary condition on the coefficient functions
GA to give our expansion meaning. The condition we impose is
ΠAC(n.∂)G
(k)
A = 0, for every k (5.30)
where
ΠAB = ηAB − nAnB.
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From (5.28) it follows that
nA(n.∂)GA = −GA
[
(n.∂)nA
]
. (5.31)
Similarly from (5.29) it follows that
nA(n.∂)G
(k)
A = −G(k)A
[
(n.∂)nA
]
, (5.32)
(the last two equations are consistent because of (5.29))41.
Our discussion above has been presented in a particular gauge. However the
functions GA actually have a simple gauge invariant significance as we now explain.
Note that
FAB = ∂A(ρ
−(D−3)GB)− ∂B(ρ−(D−3)GA)
= (∂Aρ
−(D−3))GB − (∂Bρ−(D−3))GA + ρ−(D−3)(∂AGB − ∂BGA).
Now using
−nA∂BGA = −∂B(nAGA) + (∂BnA)GA
= ηCB(∂CnA)G
A
=
(
ΠCB + n
CnB
)
(∂CnA)G
A
= KBAG
A + nBG
A(n.∂)nA
= KABGA − nBnA(n.∂)GA, (5.33)
where the projector ΠAB = ηAB − nAnB.
It follows that
nAF
A
B =
−N(D − 3)GB
ρD−2
+
1
ρD−3
[
(n.∂)GB − nA∂BGA
]
=
−(D − 3)NGB
ρD−2
+
1
ρD−3
KABGA.
(5.34)
Here in the last line we have used the subsidiary condition (5.30).
Moreover
ΠA
′
A FA′B′Π
B′
B =
(
1
ρD−3
)
ΠA
′
A (∂A′GB′ − ∂B′GA′) ΠB
′
B . (5.35)
Equations (5.33) (and in particular (5.34) and (5.35)) are presentations of the gauge
invariant significance of the functions GA.
We now proceed to use the Maxwell equations to determine GkA (for k ≥ 1) in
terms of G
(0)
A . Our analysis proceeds in analogy with that of the previous subsection
(scalar field) with one crucial difference. While there are (D− 1) unknown functions
41Here all lowering, raising and contraction of indices have been done using the flat metric ηAB .
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GA we have D Maxwell equations. In order to solve for GA we will use only the
(D−1) dynamical Maxwell equations (4.5). 42 In Appendix K we have presented all
the algebraic details of our computation of GA. Here we simply present our results.
Let us define
F
(m)
AB = ∂AG
(m)
B − ∂BG(m)A . (5.36)
At first subleading order in 1
D
we find
G
(1)
B =
ΠCB ∂
AF
(0)
AC
2(D − 3)N2 −NK +O
(
1
D
)
=
(
ΠCB ∂
AF
(0)
AC
NK
)
+O
(
1
D
)
.
(5.37)
Here, in the second line, we have used the fact that K = DN +O(1).
Note that ΠCB ∂
AF
(0)
AC could be re-expressed completely in terms of quantities and
covariant derivatives that are defined only along the membrane.
ΠCB ∂
AF
(0)
AC = Π
C
B∂
A
[
nAn
A′F
(0)
A′C − nCnA
′
F
(0)
A′A +Π
A′
A F
(0)
A′C′Π
C′
C
]
= K nAF
(0)
ACΠ
C
B +Π
C
B∂
A
[
ΠA
′
A F
(0)
A′C′Π
C′
C
]
+O (1)
= K nA(∂CG
(0)
A )Π
C
B +Π
C
B∂
A
[
ΠA
′
A F
(0)
A′C′Π
C′
C
]
+O (1)
= K KABG
(0)
A +Π
C
B∂
A
[
ΠA
′
A F
(0)
A′C′Π
C′
C
]
+O (1) .
(5.38)
In (5.38) all free indices are projected on the membrane and also all contracted indices
and derivatives run along the membrane directions only. Similarly, because of our
gauge condition, G
(k)
A for every value of k could also be considered as a vector field
(G
(k)
µ ) defined only along the membrane. Therefore It follows that G
(1)
µ - the first
Taylor coefficient in the expansion of the gauge field off the membrane but viewed
as a vector field along the membrane - can be rewritten entirely in terms of intrinsic
quantities on the membrane as
G(1)µ =
(
1
N
)(
KνµG
(0)
ν +
∇ˆνFˆνµ
K
)
+O
(
1
D
)
, (5.39)
where Fˆµν is the field strength along the surface and ∇ˆµ is the covariant derivative on
the membrane surface, with respect to the intrinsic metric of the membrane. Also all
42As we have explained in detail in the previous section, the remaining constraint equation (4.7)
constrains the data G
(0)
A (which we referred to as (A0)µ in the previous section) that parametrizes
general solutions of the Maxwell equation.
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raising lowering and contraction of indices have been done using the intrinsic metric
of the membrane as embedded in flat space.
Restricting attention to the surface ρ = 1 we have in particular
nAF
A
B|ρ=1 = J (out)B = −(D − 3)NG(0)B +NG(1)B +KABG(0)A . (5.40)
Using the same argument as given above and substituting equations (5.39) in equa-
tion (5.40) we get the outside current as vector field along the membrane (upto first
subleading order)
J (out)µ = −(D − 3)NG(0)µ +
∇ˆνFˆνµ
K
+ 2KνµG
(0)
ν +O
(
1
D
)
, (5.41)
where Fˆµν is the field strength along the surface
As explained in the previous section, the constraint Maxwell equation asserts
that
∇ˆµJµ(out) = 0,
(where ∇ˆµ is the covariant derivative on the membrane surface) yielding an effective
constraint on the data G
(0)
µ of the solution.
5.3.2 ρ < 1
In this subsection we proceed to construct the functional F2 defined in (4.8). As in
the previous subsection, the data for this solution will be taken to be the spacetime
gauge field G˜
(0)
A whose restriction onto the membrane defines A0 of the previous
section.
In order to proceed with our computation we proceed assuming that the solution
in the region ρ < 1 can be expanded as
G˜A =
∞∑
k=0
(ρ− 1)kG˜(k)A . (5.42)
In order that the gauge field is continuous across the membrane we will require
that the restriction of G˜
(0)
B to the surface ρ = 1 agree with the restriction of G
(0)
B on
the same surface. As in the previous subsection we will use Maxwell’s equations to
determine the higher order terms in the expansion of the gauge field in terms of G0A.
As in the previous subsection we adopt the gauge nAG˜A = 0 which implies that .
nAG˜
(k)
A = 0, for every k. (5.43)
As in the previous subsubsection we also demand that
ΠCBn
A∂AG˜
(k)
C = 0.
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Again as in the previous subsubsection it follows that
(n.∂)G˜
(k)
A = −nA G˜(k)B
[
(n · ∂)nB].
The quantities G˜
(k)
A have the following gauge invariant significance:
F˜AB = ∂AG˜B − ∂BG˜A,
F˜AB =
∞∑
k=0
k(ρ− 1)k−1N
[
nAG˜
(k)
B − nBG˜(k)A
]
+
∞∑
k=0
(ρ− 1)k
[
∂AG˜
(k)
B − ∂BG˜(k)A
]
.
(5.44)
Solving the equation (∂AF˜
AB = 0) at first subleading order we find (see Appendix
K)
G˜
(1)
B = −
ΠCB ∂
AF
(0)
AC
NK
+O
(
1
D
)
= −
(
1
N
)KABG(0)A + ΠCB∂A
[
ΠA
′
A F
(0)
A′C′Π
C′
C
]
K
 +O( 1
D
)
,
(5.45)
where
F˜
(m)
AB = ∂AG˜
(m)
B − ∂BG˜(m)A , KAB = Extrinsic curvature, K = ηABKAB.
In the last line we have used equation (5.38).
As in previous subsection we could also express G(1) as a vector field defined
intrinsically on the membrane
G˜(1)µ = −
∇ˆνFˆνµ
NK
− K
ν
µG
(0)
ν
N
+O
(
1
D
)
, (5.46)
where Fˆµν is the field strength along the surface and ∇ˆµ is the covariant derivative on
the membrane surface, with respect to the intrinsic metric of the membrane. Also all
raising lowering and contraction of indices have been done using the intrinsic metric
of the membrane as embedded in flat space.
(5.46) is our result for the first Taylor coefficient of the internal solution expressed
entirely in terms of the gauge field G
(0)
A restricted to the membrane (which we denote
here as G
(0)
µ ).
According to (3.15) and (4.14) we have
J
(in)
B = n
AF˜AB|ρ=1 = NG˜(1)B +KABG(0)A . (5.47)
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Substituting equation (5.45) in equation (5.47) to first subleading order we find
J
(in)
B = −
ΠCB∂
A
[
ΠA
′
A F
(0)
A′C′Π
C′
C
]
K
+O
(
1
D
)
= −ΠCB ΠA
′′A ∂A
[
ΠA
′
A′′F
(0)
A′C′Π
C′
C
K
]
+O
(
1
D
)
.
(5.48)
It follows from (5.48) and (3.14) that the contribution of the internal solution to the
current on the membrane is given by the spacetime source
J inB = −
(√
∇ρ · ∇ρ
)
δ(ρ− 1)J inB
=
(√
∇ρ · ∇ρ
)
δ(ρ− 1)
[
ΠCB Π
A′′A ∂A
(
ΠA
′
A′′F
(0)
A′C′Π
C′
C
K
)
+O
(
1
D
)]
.
(5.49)
As before we could also view the current as a vector defined only along the membrane.
J (in)µ = −
∇ˆνFνµ
K
+O
(
1
D
)
. (5.50)
This current is consistent with (3.16) if we define
Sint = −1
4
∫
FµνF
µν
K
, (5.51)
where the integration is now taken only over the membrane world volume. It may
be verified using (3.17) and (5.45) that (5.51) is indeed the action of the interior
solution. As explained in the previous section, the fact that the interior current is
identically conserved follows immediately from the gauge invariance of the action
(5.51).
5.3.3 Membrane Current
Let us summarize. We have constructed the most general decaying solution to the
linearized Maxwell equations in the exterior neighbourhood of a membrane surface.
This solution is parametrized by one vector field G
(0)
B on the membrane world volume,
or equivalently a conserved current on the membrane world volume. The conserved
current is given in terms of G
(0)
B by the formula
JB = JB(out) − JB(in)
=
[
−(D − 3)NG(0)B +NG(1)B +KABG(0)A
]
−
[
NG˜
(1)
B +K
A
BG
(0)
A
]
= −(D − 3)NG(0)B +N
[
G
(1)
B − G˜(1)B
]
= −(D − 3)NG(0)B +
(
2 ΠCB
K
)
∂A
[
∂AG
(0)
C − ∂CG(0)A
]
+O
(
1
D
)
+O
(
1
D
)
.
(5.52)
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Expressed as current as a vector intrinsic to the membrane, we find
Jµ = Jµ(out) − Jµ(in)
=
[−(D − 3)NG(0)µ +NG(1)µ +KABG(0)µ ]− [NG˜(1)µ +KνµG(0)ν ]
= −(D − 3)NG(0)µ +N
[
G(1)µ − G˜(1)µ
]
= −(D − 3)NG(0)µ +
2∇ˆνFνµ
K
+O
(
1
D
)
.
(5.53)
5.4 Membrane solutions of the linearized Einstein Equations
In this subsection we will find the most general solution of the Einstein equation
linearized around flat space-time
gAB = ηAB + hAB,
RAB =
1
2
(
∂C∂Ah
C
B + ∂C∂Bh
C
A −hAB − ∂A∂BhCC
)
+O(h2) = 0.
(5.54)
As explained in the previous section we proceed by first solving the dynamical
Einstein equations (4.18) to determine the functionals F1 and F2 defined in (4.20).
We construct these two functionals - to lowest nontrivial order - in the next two
subsubsections. As in the previous subsection, in this subsubsection we find it con-
venient to use the bulk metrics ηMN + h
(0)
MN and ηMN + h˜
(0)
MN (see below) as the data
in terms of which we write our solutions. The restrictions of these metrics to the
membrane defines the intrinsic metric g
(ind)
µν used as the data for the functionals F1
and F2 used in (4.20).
As explained in the previous section, once we have solved the dynamical equa-
tions, the constraint equation is automatic for the inner solution. For the outer
solution it is simply the requirement that the Brown York stress tensor is conserved
on the membrane approached from the outside. Below we will find explicit expres-
sions for the Brown York Stress tensor on the membrane approached from both the
outside and the inside in our solutions.
5.4.1 ρ > 1:
Let us first study the external region ρ > 1. In analogy with previous subsections
the solution in this region takes the form
hAB =
[
ρ−(D−3)
∞∑
m=0
(ρ− 1)mh(m)AB
]
. (5.55)
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As in the previous subsection we adopt a gauge condition adapted to the foliation
of spacetime in slices of constant ρ
nAh
(m)
AB = 0. (5.56)
As in the previous subsection we impose the subsidiary conditions
ΠC
′
B Π
C
A (n.∂)h
(m)
CC′ = 0. (5.57)
on the expansion coefficients of (5.55). These conditions together with the gauge
conditions (5.28) make (5.55) a well defined expansion of the metric function.
As in the previous subsection the functions h
(0)
AB may be thought of as the basic
data of the solutions. The dynamical Einstein equations determine the higher order
coefficients in (5.55) in terms of h
(0)
AB. We present the details for how this works in
Appendix L. To first order in the expansion in (ρ− 1) and at leading order in (1/D)
we find
h
(1)
AB =−ΠC
′
B Π
C
A
[
∂C∂
Mh
(0)
MC′ + ∂C′∂
Mh
(0)
MC −h(0)CC′ + (D − 3)Nh(0)KCC′ + ∂C∂C′h(0)
2(D − 3)N2 −NK
]
+O
(
1
D
)
=−ΠC′B ΠCA
[
∂C∂
Mh
(0)
MC′ + ∂C′∂
Mh
(0)
MC −h(0)CC′ + (D − 3)Nh(0)KCC′ + ∂C∂C′h(0)
NK
]
+O
(
1
D
)
,
where h(0) = ηABh
(0)
AB.
(5.58)
As explained in the previous section, (see around (4.26)), the Einstein constraint
equation is simply the condition that the Brown York stress tensor
T
(out)
AB = K(out)AB −K(out) pAB, (5.59)
is conserved on the membrane, w.r.t the induced metric on the membrane. Here
KAB is the extrinsic curvature of the ρ = 1 slice, K is its trace, pAB is the projector
on the ρ = 1 slice.
At leading nontrivial order the stress tensor evaluated at ρ = 1 turns out to be
TAB(out) =
(
K˜AB − K˜Π˜AB
)
+
N
2
(
hAB(1) − h(1)ΠAB
)
− N
2
(D − 3) (hAB(0) − h(0)ΠAB) . (5.60)
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Here K˜AB and Π˜AB denote the extrinsic curvature and the projector respectively on
the membrane embedded in the metric
[
ηAB + h
(0)
AB
]
and K˜ is the trace of K˜AB.
Π˜AB = ηAB − nAnB − hAB(0) ,
K˜AB = KAB − 1
2
[
KACh
CB
(0) +K
B
C h
CA
(0)
]
,
K˜ = Π˜ABK˜
AB =
[
ΠAB + h
(0)
AB
]
K˜AB = K +O(h2),
(5.61)
where KAB and ΠAB are respectively the extrinsic curvature and projectors on the
ρ = 1 slice as embedded in flat Minkowski space-time, K ≡ ηABKAB.
As explained in the previous section, this ‘internal’ stress tensor can be rewritten
more elegantly in terms of purely intrinsic geometrical quantities on the membrane
(see (4.33)). The less elegant expression (5.68) will, however, prove practically more
useful to us in the next subsection, as the cancellations with the outer stress tensor
(5.60) are more manifest in this form.
Plugging (5.58) into (5.60) yields an expression for the Brown York stress tensor
purely in terms of hAB(0) . The requirement that this stress tensor is conserved on the
membrane yields an effective constraint on hAB(0) .
43
5.4.2 ρ < 1:
As above, in the interior of the membrane we expand the metric as
Bulk metric =gAB = ηAB + h˜AB,
h˜AB =
[ ∞∑
m=0
(ρ− 1)mh˜(m)AB
]
.
(5.63)
As above we use the gauge condition
nAh˜
(m)
AB = 0. (5.64)
43 Note that the stress tensor (5.60) is non vanishing even when hAB = 0, i.e. when the spacetime
metric is flat. The conservation of this zero order stress tensor w.r.t. the zero order metric (i.e.
the induced metric on the surface ρ = 1 viewed as a submanifold of the flat bulk spacetime with
metric ηAB .) on the membrane is a trivial identity. The conservation of (5.60), when expanded to
first order in hAB is nontrivial. If we expand the stress tensor (5.60) as TAB = T
0
AB + T
1
AB and the
world volume metric on the membrane as PAB = P
0
AB + P
1
AB (where superscripts denote the order
of expansion in hAB) then the conservation equation, expanded to first order takes the schematic
form
(∇1)MT 0MN + (∇0)MT 1MN = 0 (5.62)
(here we have expanded the covariant derivative as ∇ = ∇0 +∇1; as above superscripts keep track
of the order of hAB and have used the fact that (∇0)MT 0MN vanishes identically.) Note that the
equation (5.62) asserts that T 1MN is not quite a conserved stress tensor on the membrane. The lack
of perfect conservation of T 1MN is a direct consequence of the nonvanishing of T
0
MN .
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As above we require the coefficients of the expansion (5.63) to obey the additional
subsidiary constraints
ΠC
′
B Π
C
A (n.∂)h˜
(m)
CC′ = 0. (5.65)
As above h0AB may be regarded as data of the solutions. The dynamical Einstein
equations determine all other terms in the expansion in terms of data. At leading
order we find (see Appendix L for details)
h˜
(1)
AB = Π
C′
B Π
C
A
[
∂C¯∂
Mh
(0)
MC′ + ∂C′∂
Mh
(0)
MC −h(0)CC′ − ∂C∂C′h(0)
NK
]
+O
(
1
D
)
. (5.66)
As explained in the previous section, the momentum constraint equations in the
interior of the membrane assert the conservation of the stress tensor
8πTAB(in) = KAB(in) −K(in) pAB(in), (5.67)
where KAB(in) and pAB(in) are the extrinsic curvature and the projector on the membrane
embedded in the metric
[
ηAB + h˜AB
]
. K(in) is the trace of KAB(in). Using the expansion
equation (5.63) we find
TAB(in) =
(
K˜AB − K˜Π˜AB
)
+
N
2
(
h˜AB(1) − h˜(1)ΠAB
)
. (5.68)
As described before, here K˜AB and Π˜AB denote the extrinsic curvature and the
projector respectively on the membrane embedded in the metric
[
ηAB + h
(0)
AB
]
and
K˜ is the trace of K˜AB.
Π˜AB = ηAB − nAnB − hAB(0) ,
K˜AB = KAB − 1
2
[
KACh
CB
(0) +K
B
C h
CA
(0)
]
,
K˜ = Π˜ABK˜
AB =
[
ΠAB + h
(0)
AB
]
K˜AB = K +O(h2).
(5.69)
5.4.3 The conserved membrane stress tensor
The full membrane stress tensor is given by
8πTAB = − (TAB(out) − TAB(in))
=
N
2
(D − 3) (hAB(0) − h(0)ΠAB)− N2 [hAB(1) − h˜AB(1) − (h(1) − h˜(1))ΠAB] .
(5.70)
Now from equation (5.58) and (5.66) it follows that
h˜
(1)
AB = −h(1)AB −
(
D
K
)
h(0)KAB +O
(
1
D
)
.
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Substituting we find
8πTAB =
N
2
(D − 3) (hAB(0) − h(0)ΠAB)− KD [hAB(1) − h(1)ΠAB]
+
(
h(0)
2
)
KAB +O
(
1
D
)
.
(5.71)
In the next section we shall see that for our particular solution h(0) ∼ O ( 1
D
)
. In
that case the expression for the final stress tensor simplifies further and we find.
8πTAB =
N
2
(D − 3) (hAB(0) − h(0)ΠAB)−(KD
)[
hAB(1) − h(1)ΠAB
]
+O
(
1
D
)
.
(5.72)
6 The Charge Current and Stress Tensor for the large D
black hole membrane
6.1 Review of the nonlinear large D charged black hole membrane solu-
tions
As reviewed in some detail in the introduction, the authors of [1, 2, 14] found a class
of asymptotically flat solutions to the Einstein Maxwell equations. The solutions
obtained in [1, 2, 14] are in one to one correspondence with the configuration (shape,
velocity and charge density) of a membrane in flat space, and describe the dynamics
of black holes in a large number of dimensions at time and distance scales of order
unity.
The spacetime metric GMN and gauge field aM of [1, 2, 14] take the schematic
form
GMN = ηMN + gMN , gMN =
∞∑
n=1
GnMN(ρ− 1)
ρn(D−3)
,
aN =
∞∑
n=1
AnN (ρ− 1)
ρn(D−3)
.
(6.1)
The functions GnMN(ρ − 1) and AnN(ρ − 1) each admit a power series expansion in
ρ− 1. Schematically
GnMN(ρ− 1) =
∞∑
k=0
GnkMN (ρ− 1)k, AnN(ρ− 1) =
∞∑
k=0
AnkN (ρ− 1)k. (6.2)
The coefficients GnkMN and A
nk
MN are all finite in the limit D →∞ and each themselves
admit a power series expansion in 1
D
, whose coefficients are various derivatives of the
shape, velocity and charge density fields of the membrane.
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The authors of [1, 2, 14] have developed a systematic perturbative procedure
to determine the coefficients GnkMN and A
nk
M . The m
th iteration of the perturbative
procedure of [1, 2, 14] simultaneously determines the coefficients GnkMN A
nk
N upto order
1
Dm−k
(simultaneously for all n).
It follows that the mth iteration allows systematic determination of the metric
and gauge field to order 1
Dm
for those values of ρ for which ρ− 1 is of order 1
D
. This
was, in fact, the method adopted in [1, 2, 14]. The authors of those papers work
with a scaled coordinate R = D(ρ − 1) and then, in the mth order of perturbation
theory, systematically determine the gauge field and metric to order 1/Dm. The fact
that the authors of [1, 2, 14] found solutions of the full nonlinear Einstein Maxwell
equations is reflected in the fact that the perturbative procedure works uniformly at
every value of n in the expansion (6.1).
Note that (6.2) reduces to the expansions (5.55)and (5.27) when (6.1) is truncated
to the term with n = 1. This observation makes perfect sense; the terms in (6.1) with
n ≥ 2 are all highly subdominant compared to the leading term when ρ − 1 ≫ 1
D
.
As explained in the introduction this is precisely the matching region in which we
expect the general nonlinear solution of [1, 2, 14] to reduce to a particular linearized
solution of the Einstein Maxwell equations. In fact the attentive reader will have
noticed that the structure of the perturbative expansion described in the previous
paragraph is precisely the structure employed to obtain the general solution to the
linearized Einstein Maxwell solutions in section 5. In other words the solution of
[1, 2, 14] is guaranteed to reduce to a special case of the construction of section 5
when we truncate (6.1) to n = 1.
In this section we will see how this works in detail in a particular example. Our
starting point is the first order solution of the perturbative procedure of [1, 2, 14]
presented in [2]. 44 In the rest of this section we massage the explicit solution of
[2] to put it in the form (6.1) and (6.2). We then drop all terms with n ≥ 2 in
this expansion, identify the effective solution of section 5 that we are left with and
thereby read off the membrane charge current and stress tensor of the solution.
In the rest of this subsection we simply recall the final result for the membrane
metric and gauge field determined in [2] in some detail. This solution is parametrized
by the shape of a metric in flat space, a velocity field uM on the membrane and
a charge density field Q on the membrane As in earlier sections in this paper, the
symbols nM denotes the normal of the flat space membrane whileKNM is its extrinsic
curvature and K is the trace of KMN in flat space. We follow [2] to define
OM = nM − uM .
44The results presented in 5 have since been generalized to one higher order in [14] for the special
case of uncharged membranes. As this generalization has not yet been performed for the case of
charged membranes, in this paper we restrict our attention to metrics and gauge fields at first order
in the derivative expansion, leaving the extension to second order results to future work.
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In terms of all these quantities the metric and gauge field, presented in [2] is
given by
GMN = ηMN + gMN
gMN = F (ρ)OMON + g
(T )
MN + 2O(Mg
(V )
N) + g
(S)OMON + g
(Tr)PMN ,
√
16π aM =
√
2Q ρ−(D−3) OM +
(
a(S)OM + a
(V )
M
)
,
where
PMN = ηMN − OMnN − ONnM +OMON ,
PMNg
(V )
N = P
MNa
(V )
N = 0, P
MNg
(T )
MQ = 0, P
MNg
(T )
MN = 0,
(6.3)
The factor of
√
16π in the third line of (6.3) is a consequence of the differences in the
conventions used for the gauge field in [2] and the current paper (see around (B.6)).
The various free functions appearing in equations (6.3) are given by
a
(V )
M = −
(√
2
D
)
Qρ−D
[
D(ρ− 1)V (1)M −Q2[1 + log(1− ρ−DQ2)]V (2)M
]
+O
(
1
D
)2
,
a(S) =
(
1
D
)[√
2 Q D(ρ− 1) ρ−DS(1) + 2
√
2
(
Q3
1−Q2
)
ρ−D ΥA(ρ) S
(2)
]
+O
(
1
D
)2
.
(6.4)
g
(T )
MN =
(
2
D
)
log(1−Q2ρ−D) τMN +O
(
1
D
)2
,
g
(V )
M =
(
1
D
)[
Q2
[
(F (ρ)− ρ−(D−3)) + (F (ρ)− 1) log(1−Q2ρ−D)]V (2)M
−D(ρ− 1)F (ρ) V (1)M
]
+O
(
1
D
)2
.
(6.5)
g(S) = −
√
2Q ρ−Da(S) +
(
1
D
)[
ρ−(D−3) − F (ρ)
]
+
(
2
D
)
ρ−D
[
Q2 D(ρ− 1) S(1) +ΥH(ρ)S(2)
]
+O
(
1
D
)2
,
g(Tr) = O
(
1
D
)3
,
(6.6)
The different functions and the derivative structures that appear in equations
(6.4), (6.5) and (6.6) are defined as45
45Here our basis for the independent boundary data ( the derivatives of velocity and the shape
of the membrane) is little different from what has been used in [2] . The basis we have used turns
out to be more convenient for our analysis later in this paper.
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S(1) =
(
D
K2
) ∇¯2Q
Scalars
S(2) =
(
D
K
) [
uAuBKAB − (u·∂)KK
]
V
(1)
M =
(
D
K
) [ ∇¯2uN
K
+ uCKCN
]
PNM
Vectors
V
(2)
M =
(
D
K
) [
∂NK
K
− (u · ∂)uN
]
PNM
Tensor τMN = P
Q1
M
(
D
K
) [∂Q1OQ2+∂Q2OQ1
2
− ηQ1Q2
(
∂·O
D−2
)]
PQ2N
Table 1. A listing of the ‘first order’ quantities that appear in the formula for the metric
and gauge field, taken from [2].
F (ρ) =
[
(1 +Q2)ρ−(D−3) −Q2ρ−2(D−3)] ,
ΥA(ρ) =
∫ D(ρ−1)
0
dx log(1−Q2e−x),
ΥH(ρ) =
[
(ρD −Q2) log(1−Q2ρ−D)− (1−Q2) log(1−Q2) +Q2
(
1 +Q2
1−Q2
)
ΥA(ρ)
]
.
∇¯2Q = ΠAB∂A
[
ΠBC∂CQ
]
, ∇¯2uA = ΠAA′ΠBC∂B
[
ΠCC
′
ΠA
′A′′(∂C′uA′′)
]
.
(6.7)
6.2 The Membrane Charge Current
From equation (6.4) it is not difficult to read off the corresponding value of A1M (see
(6.1)). Recall that A1M is guaranteed to be a solution for the linearized Maxwell
equations around flat space. We find
√
16πA1B ≡MB =
∞∑
k=0
(ρ− 1)kM (k)B , (6.8)
with
M
(0)
B =
√
2Q OB +
(√
2
D
)
Q3
(
D
K
)(
∂AK
K
− (u · ∂)uA
)
PAB +O
(
1
D
)2
,
M
(1)
B =
√
2
(
D
K
)(∇¯2Q
K
)
OB −
√
2
(
D
K
)[∇¯2uA
K
+ uCKCA
]
PAB +O
(
1
D
)
,
where OB = nB − uB, PAB = ηAB − nAnB + uAuB = ΠAB + uAuB,
∇¯2Q = ΠAB∂A
[
ΠBC∂CQ
]
, ∇¯2uA = ΠAA′ΠBC∂B
[
ΠCC
′
ΠA
′A′′(∂C′uA′′)
]
,
(6.9)
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(for notational convenience we have renamed A1kA of (6.2) as M
(k)
A ; we have dropped
the superscript unity as we will only concern ourselves with the linearized part of
the solution from now on).
As we have emphasized above, the configuration (6.8) is guaranteed to be a
linearized solution of the form presented in subsection 5.3.1. As we have explained
around that subsection, every such solution may is associated with a membrane
current. This current is given by JM = J
(out)
M − J (in)M where J (out)M is simply nNFNM
where FNM is the field strength evaluated on the solution (6.8) above and J
(in)
M is given
by (5.48) where the field strength in that expression is once again evaluated on the
configuration (6.8) using the solution (6.8). The algebra required to evaluate these
two components of the current is straightforward; in Appendix M we demonstrate
that
√
16πJoutB =
√
2
[
Q
(
K +
∇¯2K
K2
− 2K
D
)
+ (u · ∂)Q −
(∇¯2Q+Q(u · ∂)K
K
)
+Q(uCuC
′
KCC′)
]
uB
−
√
2Q
[(
∂AQ
Q
)
+ (u · ∂)uA
]
PAB +O
(
1
D
)
,
(6.10)
while
√
16πJ
(in)
B =
√
2
[(∇¯2Q
K
+Q uCuC
′
KCC′
)
uB +Q P
A
B
(∇¯2uA
K
)
−Q KCAuC
]
+O
(
1
D
)
.
(6.11)
Here we have used the following short-hand notation for derivatives projected along
the membrane.
∇¯2K ≡ ΠAB∂A
[
ΠB
′
B ∂B′K
]
, ∇¯2Q ≡ ΠAB∂A
[
ΠB
′
B ∂B′Q
]
,
∇¯Au¯B ≡ ΠA′A ΠB
′
B ∂A′uB′, ∇¯2uA ≡ ΠCB∂C
[
ΠA
′
A Π
B′
B ∂B′uA′
]
,
(6.12)
(6.10) and (6.11) are our final results for the internal and external contributions to
the membrane current. Putting them together we find
JB = J
(out)
B − J (in)B .
Subtracting equation (6.10) from equation (6.11) we find
√
16πJB =
√
2
[
Q
(
K +
∇¯2K
K2
− 2K
D
)
+ (u · ∂)Q−
(
2∇¯2Q+Q(u · ∂)K
K
)]
uB
−
√
2Q
[(
∂AQ
Q
)
+ (u · ∇¯)uA +
(∇¯2uA
K
)
−KCAuC
]
PAB +O
(
1
D
)
.
(6.13)
– 60 –
Note that by construction JB is a vector tangent to the membrane and also all the
derivatives that appears in the expression of JB are all along the membrane. All these
derivatives could re expressed as covariant derivatives with respect to the intrinsic
metric of the membrane. In terms of the coordinates intrinsic to the membrane we
write the current as
√
16πJµ =
√
2
[
Q
(
K +
∇ˆ2K
K2
− 2K
D
)
+ (u · ∇ˆ)Q−
(
2∇ˆ2Q +Q(u · ∇ˆ)K
K
)]
uµ
−
√
2Q
[(
∇ˆνQ
Q
)
+ (u · ∇ˆ)uν +
(
∇ˆ2uν
K
)
−Kαν uα
]
pνµ +O
(
1
D
)
,
where pµν = g
(ind,f)
µν + uµuν , ∇ˆµ = Covariant derivative w.r.t g(ind,f)µν ,
g(ind,f)µν = Induced metric on membrane, embedded in flat space-time
(·) denotes contraction w. r. t g(ind,f)µν .
(6.14)
6.3 A consistency check
In the previous subsection we obtained the results for the membrane charge current
assuming that the configuration (6.8) is indeed a particular case of a solution of the
general solution presented in subsection 5.3.1. While this must be the case on logical
grounds, it is, of course, reassuring to have a direct algebraic check of this claim. We
have performed such a direct check; in this subsection we present a brief explanation
of the check we have here relegating most details to Appendix M.
In subsection 5.3.1 we argued that the most general linearized solution to the
Maxwell equation is parametrized by the single function G
(0)
A , the gauge field on the
membrane. The Taylor series coefficients of this gauge field off the membrane are
completely determined in terms of G
(0)
A . In particular, to first order, G
(1)
A is given in
terms of G
(0)
A by (5.37). We will now verify that (6.9) is consistent with (5.37).
Roughly speaking, G
(0)
A is simply M
(0)
B while G
(1)
A is M
(1)
B (see (6.9)). However
this is not completely accurate for two reasons
• The analysis of the previous section was performed with the choice of gauge
nB.GB = 0. Unfortunately the solution (6.8) is presented in a different gauge.
In order to compute G
(0)
M and G
(1)
M , consequently, we must either compute gauge
invariants or perform a gauge transformation that puts the solution (6.8) into
the gauge nB.GB = 0. We found it more convenient to actually perform the
gauge transformation.
• The statement that G(0)A is given by (6.9) evaluated at ρ = 1 is unambiguous.
However the statement that G
(1)
M is the part of (6.9) proportional to (ρ − 1)
is meaningful only once we have agreed on a set of subsidiary conditions on
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the coefficients of the expansion in (ρ− 1). In the analysis of the previous sec-
tion we assumed that all coefficient functions obeyed the subsidiary conditions
(5.30). The coefficient functions in (6.9) turn out not to obey these subsidiary
conditions (the coefficients in (6.9) obey the subsidiary conditions employed
in [2], which are slightly different from (5.30)). Consequently they have to be
re-expanded in terms of quantities that do obey (5.30) before we can read off
G
(1)
A .
In Appendix M we have carefully dealt with both these issues, and verified that the
solution (6.9) does indeed take the general form presented in subsection 5.3.1 with
√
16πG
(0)
B = −
√
2Q uB +
√
2Q3
D
(
D
K
)(
∂AK
K
− (u · ∂)uA
)
PAB
+
√
2ΠAB
[
∂AQ
K
− Q∂AK
K2
]
+O
(
1
D
)2
,
√
16πG
(1)
B =
[
M˜
(1)
B + C
(0)
B
]
= −
√
2
(
D
K
)(∇¯2Q
K
)
uB −
√
2Q
(
D
K
)(
PBA ∇¯2uB
K
)
+O
(
1
D
)
.
(6.15)
6.4 Membrane equation of motion from conservation of the charge cur-
rent
In section 5 we have argued that any membrane constructed out of the general
linearized solution of the Maxwell equations presented in that section must be auto-
matically conserved. Earlier in this section we have used the formalism of section 5
to explicitly determine a charge current for the membrane spacetimes of [1, 2, 14].
Our final result, presented in (6.13) is given in terms of the curvatures, charge and
velocity derivatives of the large D black hole membrane. If the analysis presented in
this paper is self consistent it must turn out that the charge current (6.13) - which
can simply be algebraically determined in terms of membrane curvatures, velocity
and charge derivatives - must automatically vanish using only constraints between
these derivatives that were already determined in [1, 2, 14]. In this subsection we
explain how this works in detail.
At leading order in the large D limit, the current (6.13) takes the form
√
16πJµ =
√
2QKuµ (6.16)
and is of order D 46 . The divergence of a current of order O(D) is generically of
order O(D2). In the current context the naively order O(D2) term in the divergence
of the leading order current is given by
√
16π∇ˆµJµ =
√
2QK
(
∇ˆµuµ
)
+O(D). (6.17)
46This scaling is because K is of order D as explained in [2] - see the introduction.
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This expression is naively of order O(D2) because K is of order O(D) and (∇BuB)
would also be of order O(D) if u were an unrestricted arbitrary velocity field. The
fact that the divergence of the charge current must vanish tells us that u cannot be
an unrestricted velocity field; it must, in fact, be chosen to ensure that(
∇ˆµuµ
)
= O(1). (6.18)
The requirement (6.18) is the first of (1.1) and was, in fact, the starting point of the
membrane construction of [1, 2, 14].
In this paper we have systematically determined the large D membrane charge
current (6.13) upto O(1). 47 As the operation of taking the divergence generically in-
creases the order of D of a current by one power, our knowledge of the charge current
(6.13) is sufficient to determine the divergence of this current only to order O(D).
We have already explained that the condition (6.18) ensures that the divergence of
the charge current vanishes at order O(D2). We will now explore the requirement
that this divergence also vanishes at order O(D).
Apart from the expression listed in (6.16), every term in (6.13) is of O(1) rather
than order O(D). While a generic term in a current of order unity has a divergence
of order D, it follows from (6.18) that any term of order unity proportional to uM
has a divergences of order unity. It follows that such terms do not contribute to the
divergence of the charge current at order O(D). Dropping all such terms we find the
simplified current
√
16πJ (simp)µ =
√
2Q
{
Kuα −
[(
∇ˆµQ
Q
)
+ (u · ∇ˆ)uµ +
(
∇ˆ2uµ
K
)
−Kνµuν
]
pµα
}
+O
(
1
D
)
,
(6.19)
whose divergence is given by
√
16π∇ˆµJµ(simp)
=− ∇ˆµ
{[
∇ˆνQ+Q(u · ∇ˆ)uν +Q
(
∇ˆ2uν
K
)
−QKαν uα
]
pνµ
}
+KQ(∇ˆ · u) +K(u · ∇ˆ)Q+Q(u · ∇ˆ)K +O(1)
= K
{
Q(∇ˆ · u) + (u · ∇ˆ)Q+Q
[
(u · ∇ˆ)K
K
]
−
[
∇ˆ2Q
K
]
−Q (uµuνKµν)
}
+O(1).
(6.20)
In computing equation (6.20) we have used the identities (O.1) and (O.6). 48
47The determination of the charge current to order O(1/D) requires knowledge of the gauge field
in the solutions of [1, 2, 14] at order O(1/D) which has not yet been worked out.
48We emphasize that it is permissible to replace the full charge current Jµ by J
simp
µ only for the
purposes of computing its divergence and not for the purposes of computing radiation.
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In the analysis of [1, 2, 14] it turns out that ∇ · u = O(1/D). Moreover the
‘charge’ equation of motion of [2] asserts that
(u · ∇ˆ)Q+Q
[
(u · ∇ˆ)K
K
]
−
[
∇ˆ2Q
K
]
−Q (uµuνKµν) = O(1/D). (6.21)
It follows that the last line of (6.20) - and so the divergence of the charge current
(6.13) - does indeed vanish at order D.
In summary, the charge current computed in (6.13) is indeed divergence free; the
fact that this is the case is, in fact, a restatement of the ‘charge’ equation of motion
of [2].
6.5 The Membrane Stress Tensor and its conservation
In the rest of this section we imitate the analysis already presented for the membrane
charge current in order to obtain and analyse the large D black hole membrane stress
tensor. As the logic of our construction proceeds in close analogy with the case of
the charge current we keep our explanations brief.
Expanding the metric presented in (6.3),(6.5) and (6.6)) in the form (6.1), it is not
difficult to show that the function G1MN in (6.1) (which, for notational convenience,
we refer to below as MAB) is given by
G1MN ≡MAB =
∑
n
(ρ− 1)nM (n)AB, (6.22)
where
M
(0)
AB = (1 +Q
2)OAOB + 2Q
4
(
OAV
(2)
B +OBV
(2)
A
)
−Q2OAOB − 2Q2τAB
+O
(
1
D
)2
,
M
(1)
AB = 2Q
2S(1)OAOB − (1 +Q2)
[
V
(1)
A OB +OAV
(1)
B
]
+O
(
1
D
)
,
(6.23)
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with49
V
(1)
A =
(
D
K
)[∇¯2uB
K
+ uCKCB
]
PBA ,
V
(2)
A =
(
D
K
)[
∂CK
K
− (u · ∂)uC
]
PCA ,
S(1) =
(
D
K2
)
∇¯2Q,
τAB = P
A′
A
(
D
K
)[
∂A′OB′ + ∂B′OA′
2
− ηA′B′
(
∂ ·O
D − 2
)]
PB
′
B ,
where
∇¯2Q = ΠAB∂A
[
ΠBC∂CQ
]
, ∇¯2uA = ΠAA′ΠBC∂B
[
ΠCC
′
ΠA
′A′′(∂C′uA′′)
]
.
(6.24)
The metric (6.22) is a particular example of the general linearized solution to
the Einstein equations presented in subsection (5.4.1). As in the previous subsection
we have also verified in detail that the solution (6.22) and (6.23) after appropriate
transformation agrees with the general structure listed in subsection 5.4.1 provided
we identify
h
(0)
AB = (1 +Q
2) uAuB
+
(
1
D
)[
− 2Q4
(
uAV
(2)
B + uBV
(2)
A
)
−Q2uAuB − 2Q2 τAB
+ΠCA [∂CζC′ + ∂C′ζC ] Π
C′
B
]
+O
(
1
D
)2
,
h
(1)
AB =
(
D
K2
)[
2Q∇¯2Q uAuB + (1 +Q2) ΠCB
(
uA∇¯2uC + uC∇¯2uA
) ]
+O
(
1
D
)
,
(6.25)
where
ζA = (1 +Q
2)
(
D
K
)(nA
2
− uA
)
. (6.26)
We have, in particular, verified that the results quoted in (6.25) are consistent with
(5.58).
From the first equation of (6.25) it follows that the trace of h
(0)
AB(= Π
ABh
(0)
AB) is
of order O ( 1
D
)
, which justifies our expression of stress tensor as given in equation
(5.72) of previous section.
According to the general analysis of that subsection, any such solution is associ-
ated with a stress tensor, which is given by the difference between the Brown York
stress tensor evaluated on the metric (6.22) and the expression (5.68) evaluated on
49In equation (6.22) and (6.23) we simply renamed G1kAB as M
(k)
AB to avoid confusion.
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the same solution. Also in equation (5.72), we have an expression for the final stress
tensor explicitly in terms of h
(0)
AB and h
(1)
AB. Substituting equation (6.25) in equation
(5.72) we find the explicit expression for the stress tensor for metric (6.23).
At this stage to simplify our calculation of stress tensor we shall use a trick. We
shall define T
(NT )
AB as
T
(NT )
AB =
N
2
(D − 3)h(0)AB −
(
K
D
)
h
(1)
AB.
Then from equation (5.72) we could clearly see that TAB − T (NT )AB ∝ ΠAB. We write
the proportionality factor as ∆. With this notation the stress tensor could be written
as
8πTAB = 8π
[
T
(NT )
AB +∆ ΠAB
]
. (6.27)
Now we shall determine ∆ using the condition that KABT
AB = 0 (see equation
(3.27)).
KABT
AB = 0⇒ ∆ = −K
ABT
(NT )
AB
K
.
Now collecting all these pieces together we finally get the explicit expression for
the stress tensor
8πT
(NT )
AB =
(
K
2
)
(1 +Q2)uAuB +
(
1−Q2
2
)
KAB −
(∇¯AuB + ∇¯BuA
2
)
−
(
KQ2
2D
+
2Q∇¯2Q
K
+Q2uCuC
′
KCC′
)
uAuB − (uAVB + uBVA) +O
(
1
D
)
,
VA = Q ∇¯AQ+Q2(uCKCA) +
(
2Q4 −Q2 − 1
2
)(∇¯AK
K
)
−
(
Q2 + 2Q4
2
)
(u · ∇¯)uA +
(
1 +Q2
K
)
∇¯2uA
(6.28)
and
∆ = −
[(
1 +Q2
2
)(
uAuBKAB
)
+
(
1−Q2
2
)(
K
D
)
+O
(
1
D
)]
. (6.29)
As in the previous subsection, ∇¯A defines the projected derivative along the mem-
brane as embedded in flat Minkowski space. See equation (6.12) for a more precise
definition.Also in our algebra we used the fact that to leading order in 1
D
,
KABKAB =
K2
D
+O(1).
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In equations (6.27), (6.28) and (6.29) all derivatives and all free and contracted
indices are along the membrane. Therefore we can as well re-express the stress tensor
as a tensor defined completely on the membrane, where all projected derivatives are
replaced by covariant derivatives, defined with respect to the membrane’s intrinsic
metric.
8πTµν =
(
K
2
)
(1 +Q2)uµuν +
(
1−Q2
2
)
Kµν −
(
∇ˆµuν + ∇ˆνuµ
2
)
−
(
KQ2
2D
+
2Q∇ˆ2Q
K
+Q2uαuβKαβ
)
uµuν − (uµVν + uνVµ)
−
[(
1 +Q2
2
)(
uαuβKαβ
)
+
(
1−Q2
2
)(
K
D
)]
g(ind,f)µν
+O
(
1
D
)
,
(6.30)
where
Vµ = Q ∇ˆµQ +Q2(uαKαµ) +
(
2Q4 −Q2 − 1
2
)(∇ˆµK
K
)
−
(
Q2 + 2Q4
2
)
(u · ∇ˆ)uµ +
(
1 +Q2
K
)
∇ˆ2uµ.
(6.31)
6.5.1 Conservation of the stress tensor
In this subsection we shall compute the divergence of the stress tensor (6.27) and
demonstrate that it vanishes at order O(D2) and at order O(D) once we impose the
membrane equations of motion listed in equation 1.1. of [2].
As in the case of the charge current, the stress tensor has a leading order piece
8πTµν =
(
K
2
)
(1 +Q2)uµuν, (6.32)
which is of order O(D). All other terms in (6.27) are of order O(1). As in our
analysis of the charge current the divergence of (6.32) is naively of order O(D2);
the requirement that the divergence vanish at this order reimposes the condition
(6.18). As in the case of the charge current we must now impose the condition that
the divergence of the stress tensor vanishes also at order O(D). The order O(D)
part of this divergence receives contributions only from those O(1) terms in (6.27)
whose divergences is of order O(D). This criterion excludes all order O(1) terms
proportional to g
(ind,f)
µν in (6.27). 50 In order to compute the divergence of the stress
50In order to see this recall that ∇ˆµgµν(ind,f) = 0 identically. Therefore
∇ˆµ
[
∆ g(ind,f)µν
]
= ∇ˆν∆ = O(1). (6.33)
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tensor at order D, it follows that we can replace the stress tensor in (6.27) by the
simpler effective stress tensor T
(eff)
µν .
T (eff)µν =
(
K
2
)
(1 +Q2)uµuν +
(
1−Q2
2
)
Kµν
−
(
∇ˆµuν + ∇ˆνuµ
2
)
− (uµVν + uνVµ) ,
(6.34)
where Vµ is defined in equation (6.31).
The divergence of T
(eff)
µν has a free index and so can be decomposed into the part
orthogonal to uµ and the part in the direction of uµ. We will find it convenient to
give these two different pieces names. Let
Eµ ≡ pµν ∇ˆαT αν(eff)
and let
E ≡ uν∇ˆαT αν(eff).
We will first demonstrate that the requirement that Eµ vanish at order O(D) is
simply a restatement of the motion presented in equation (1.1) in [2]. On the other
hand the requirement that E vanish at order D tells us (∇ˆ · u) is of order O ( 1
D
)
or
smaller (this is a strengthening of the condition (6.18)). As both these conditions
were independently met in [2], it follows that the stress tensor dual to the large D
membrane of [2] is indeed conserved.
We now turn to a demonstration of the first of these assertions.
Eµ =−
(
K
2
)
(1 +Q2)(u · ∇ˆ)uµ −
(
1−Q2
2
)
pµν∇ˆαKαν
+ pµα
(
∇ˆ2uα + ∇ˆν∇ˆαuν
2
)
+O(1)
=−
(
K
2
)[
(1 +Q2)(u · ∇ˆ)uµ + (1−Q2)pµν
(
∇ˆνK
K
)
− pµν
(
∇ˆ2uν
K
+
∇ˆα∇ˆνuα
K
)]
+O(1)
=−
(
K
2
)[
(1 +Q2)(u · ∇ˆ)uµ + (1−Q2)pµν
(
∇ˆνK
K
)
− pµν
(
∇ˆ2uν
K
+Kναu
α
)]
+O(1).
(6.35)
In the last step we have used identities (O.3) and (O.7) and also (6.18).
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We now turn to the quantity E. After a little bit of algebra (see appendix (N.1.4)
we are able to show that
E ≡ uν∇ˆαT αν(eff)
=
(
K
2
)
(1 +Q2)(∇ˆ · u)− (1 + 2Q2)(u · ∇ˆ)K + K
2
(uµuνKµν)
(
1 + 3Q2 + 2Q4
)
+
1
2
(
D2K
K
)(
1 +Q2 − 2Q4)+O(1)
=
(1 + 2Q2)
2
[
−2(u · ∇ˆ)K +K(1 +Q2)(uµuνKµν) + (1−Q2)
(
∇ˆ2K
K
)]
+
(
K
2
)
(1 +Q2)(∇ˆ · u) +O(1)
=
(
K
2
)
(1−Q2)(∇ˆ · u)−
(
1 + 2Q2
K
)
(∇ˆµEµ) +O(1).
(6.36)
We have already argued above that all the Eµ are of order unity or smaller. It follows
that ∇µEµ is of order D or smaller and so (6.36) implies that(
K
2
)
(1 +Q2)(∇ˆ · u) = O(1)
⇒ (∇ˆ · u) = O
(
1
D
)
,
(6.37)
as we claimed above.
6.6 Stress Tensor and current conservation imply the membrane equa-
tions of motion
We have already demonstrated above that the membrane equations of motion, equa-
tion 1.1 of [2], are sufficient to ensure that the charge current and stress tensors dual
to the solutions constructed in [2] are automatically conserved. In this brief subsec-
tion we point out that the relationship between the membrane equations of motion
and current conservation can be reversed. Just as the equations of motion imply
current and stress tensor conservation, the conservation equations in turn imply the
membrane equations of motion.
The argument is immediate. The first equation in 1.1 of [2] is simply (6.35),
which we have already derived as a consequence of conservation. Plugging (6.37)
in equation (6.20) then yields the second equation in 1.1 of [2]. In other words the
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conservation equations directly imply
(1 +Q2)(u · ∇ˆ)uµ + (1−Q2)(pµν∇νK)− P µν
(
∇ˆ2uν
K
+Kναu
α
)
= O(1),
(u · ∇ˆ)Q+Q
[
(u · ∇ˆ)K
K
]
−
[
∇ˆ2Q
K
]
−Q (uµuνKµν) = O(1),
(6.38)
the two membrane equations of motion listed in equations in (1.1) of [2] .
6.7 Qualitative discussion of the uncharged membrane stress tensor and
resulting equation of motion
In this subsection we focus our attention to the relatively simple case of an uncharged
membrane. In this special case we re-discuss the structure of the membrane stress
tensor and resulting equation of motion emphasizing qualitative features. The pur-
pose of this subsection is to help the reader develop some intuition for the structure
of the large D membrane.
Let us first note that the expression for the membrane stress tensor, (1.10),
simplifies considerably when we specialize to the study of uncharged membranes.
We find
Tµν =
(
1
8π
)[(
K
2
)
uµuν +
(
1
2
)
Kµν −
(
∇ˆµuν + ∇ˆνuµ
2
)
+
(
uµ∇ˆνK + uν∇ˆµK
2K
)
−
(
uαuβKαβ
2
+
K
2D
)
g(ind,f)µν
]
+O
(
1
D
)
.
(6.39)
At leading order in the large D limit (6.39) simplifies to
Tµν =
K
16π
uµuν. (6.40)
This term is of order O(D) because K is of order O(D); all other terms in (6.39)
are of order O(1). Note, in particular, that the leading order stress tensor lacks a
‘surface tension’ term proportional to g
(ind,f)
µν . (6.40) appears to assert that the large
D black hole membrane is made up of a collection of pressure free dust particles with
density proportional to K. This slogan is misleading, as we now explain.
The divergence of (6.40) is given by
∇ˆνTµν = (∇ˆ · u)K
16π
uµ +
(u · ∇ˆ)(Kuµ)
16π
. (6.41)
The first term in (6.41) is or order D2 while the second term is of order O(D) (recall
that (∇ˆ · u) is of order D). Setting the divergence of the stress tensor to zero at
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order O(D2) immediately yields the condition that (∇ˆ · u) = 0. We emphasize
that even though (6.40) is the stress tensor of a collection of pressure free dust
particles of (variable) density K
16π
, one of the equations of motion that follows from
the conservation of (6.40) asserts that the velocity flow uµ is incompressible The
reason for this apparent dissonance is that terms involving a derivative of the dust
density are subleading in
(
1
D
)
compared to the term involving the divergence of the
velocity.
It might naively seem from (6.41) that the remaining equations of motion that
follow from the requirement that the stress tensor is conserved is the equation
pµν ·
(
u · ∇ˆ
)
(Kuν) = K
(
u · ∇ˆ
)
uµ = 0, (6.42)
where pµν represents the world volume projector orthogonal to the velocity u
µ. The
equation (6.42), if correct, would have been the statement that the ‘proper acceler-
ation’ of uµ vanishes on the membrane world volume in the directions orthogonal to
uµ. This statement would have been consistent with the interpretation of uµ as the
velocity field of a pressure free gas of dust.
The equation (6.42) is in fact incorrect. This is because the expression in (6.42),
which is of order O(D), is of the same order as (parts of) the divergence of the O(1)
terms in the stress tensor (6.39) that were omitted in the leading order expression
(6.40). The corrected version of (6.42) takes these additional terms into account,
yielding the membrane equation (1.1) which can be rewritten for the special case of
an uncharged membrane as
K pµν(u · ∇ˆ)uν = pµν
(
∇ˆ2uν + uαKνα − ∇ˆνK
)
= 0. (6.43)
The equation (6.43) can be thought of as an expression of Newton’s force applied to
the particles that make up the membrane. The LHS represents ‘mass density’ (K)
times acceleration (u · ∇ˆ)u while the RHS of (6.43) describes the forces that these
particles are subject to. The first two term on the RHS of (6.43) are an expression
of the of the force of shear viscosity and have their origin in the last term - the shear
viscosity term - in the first line of (6.39). 51 The final term in the RHS of (6.43)
has its origin in the second term - the bending or curvature energy term - the on
the RHS of the first line of (6.39) (see (O.3)). Roughly speaking this term reflects
the fact membrane has a restoring force that tries to smooth out gradients of the
membrane extrinsic curvature.
51The first term on the RHS of (6.43) is the classic expression of a viscous force, familiar from
the Navier Stokes equations. The second term in (6.43) is less familiar because it vanishes when the
membrane world volume is flat. This term arises because ∇ˆµ∇ˆνuµ differs, in general, from ∇ˆν∇ˆµuµ
by terms proportional to the curvature of the membrane (see (O.7)).
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7 Membrane Entropy current
In the previous section we have found explicit formulae for the stress tensor and a
charge current on the world volume of the membrane. In this section we will use a
pullback of the area form on the event horizon of our the spacetimes dual to large D
black hole membranes to define and determine an entropy current on the membrane.
The Hawking area increase theorem guarantees that the entropy current that we
define in this section has a divergence that is point wise non negative [32].
As in the case of the charge current and stress tensor, in this section we first
explain the general strategy that we use to construct a membrane entropy current at
every order in the 1
D
expansion. We then proceed to implement our construction at
low orders in this expansion, using explicit results for the spacetimes dual to large
D membranes.
In previous sections we obtained results for the charge current and stress tensor
on the membrane using the explicit results of [2] for the spacetime solutions dual to
membrane motions accurate to first order in 1
D
. The knowledge of the stress tensor
and charge current to this order proved sufficient to test one of the most important
structural features of these currents; namely that the requirement that these currents
be conserved is a restatement of the membrane equations of motion. In a similar
manner it is possible to obtain an entropy current to first order in the derivative
expansion at first order in 1
D
using the results of [2]. However the divergence of
the current obtained in this manner turns out to vanish identically. In other words
at this order we are blind to one of the most important general properties of the
entropy current, namely that it is not conserved, but it’s divergence is instead point
wise positive definite.
In order to capture this basic qualitative feature of the membrane entropy cur-
rent, in this section we work with second order (in 1
D
) metrics of [14] dual to second
order membrane motions. 52 The disadvantage of our reliance on the results of [14]
is that these results apply only to uncharged black holes. Second order spacetimes
and gauge fields dual to charged large D black holes have not yet been obtained. For
this reason all the explicit results presented in this section apply only to the case of
uncharged membranes. The extension of this analysis to charged membranes should
be a straightforward exercise once the charged version of [14] are available.
After obtaining our formula for the entropy current we turn our attention to
the simplest solution of the membrane equations of motion - namely the solution
for a static spherical membrane - and compute energy, charge and entropy of this
52In fact the use of the results of [14] (rather than those of [2]) proves convenient for another
unrelated reason. In their construction the authors of [14] have employed a natural all orders
definition of the membrane shape and velocity that turn out to significantly simplify their metric
in the neighbourhood of its event horizon in a manner that proves convenient for the analysis we
present below.
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solution. We demonstrate that the charges of our solution agree with those of exact
large D black holes to leading order in the large D limit, demonstrating in par-
ticular, the consistency of our results for membrane currents with the first law of
thermodynamics.
7.1 Determination of the entropy current
Consider the spacetime dual to a membrane configuration. Let the bulk spacetime
metric at the event horizon be denoted by GAB.
53 The precise definition of the
membrane shape function and membrane velocity were chosen in [14] to ensure that
the spacetime metric GMN takes the following simple form at any point on the event
horizon
GMN = ηMN + (n− u)M(n− u)N +H(T )MN +HTr
PMN
D − 2 . (7.1)
Here nM is the normal oneform on the event horizon normalized so that
ηMNnMnN = 1,
uM is the ‘velocity’ field chosen to be orthogonal to nM (i.e. η
MNuMnN = 0) and
also to be unit normalized (i.e. ηMNuMuN = −1). Moreover
PMN = ηMN + uMuN − nMnN (7.2)
and the ‘tensor’ field H
(T )
MN is orthogonal to both u
M and nM and is also traceless i.e.
H
(T )
MNn
M = H
(T )
MNu
M = H
(T )
MNP
MN = 0,
(where all indices are raised using the inverse metric ηMN).
(7.1) is a formula for the full D dimensional spacetime metric at any point on
the event horizon. The metric (7.1) carries information about the inner product
between any two vectors in the D dimensional tangent space to the full manifold
at any point on the metric. In this section we will be primarily interested only in
the metric restricted to the event horizon itself - i.e. the inner product between any
two vectors, both of which lie in the D − 1 dimensional tangent space of the event
horizon. The tangent space of the event horizon is a codimension one subspace of
the tangent space of the full space, consisting of those vectors whose dot product
with nM vanishes. It is easily verified that a basis for such vectors is given by the
tangent vector uM = ηMNuN together with any basis for the D−2 dimensional space
of vectors orthogonal to both uM and nM .
If we are concerned only with the tangent space of the event horizon then the
metric (7.1) is easily verified to be equivalent to
GehMN = H
(T )
MN +
(
1 +
HTr
D − 2
)
PMN , (7.3)
53 We emphasize that GAB is the full spacetime metric, not the metric restricted to the event
horizon.
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in the sense that
jMkNGMN = j
MkNGehMN ,
where jA and kB are arbitrary vectors in the tangent space of the event horizon.
Note that GehMNn
M = GehMNu
M = 0. It follows that the metric (7.3) has rank D − 2,
even though the event horizon is a D − 1 dimensional manifold, reflecting the fact
that the event horizon is a null manifold.
We will now define D−2 dimensional ‘area form’ on the event horizon. Consider
any point on the event horizon and consider a ‘patch’ of a D − 2 dimensional sub
manifold enclosed by the generalized parallelogram formed out of the D−2 infinites-
imal vectors δtA1 . . . δt
A
D−2. Let the D − 2 volume of this patch - computed using the
metric induced on this patch by (7.3) (or equivalently (7.3)) -be given by δVD−2. The
D − 2 area form AB1...BD−2 on the event horizon is defined by equation
δVD−2 = AB1...BD−2δt
A1
1 . . . δt
AD−2
D−2 , (7.4)
(this equation is required to hold for every choice of the infinitesimal vectors δtAi ).
If one of the boundary vectors, tA1 is chosen to be u
A then it is clear by inspection
that the metric induced by (7.3) on the D−2 dimensional patch is of rank D−3, and
so δVD−2 vanishes. It follows from (7.4) that AB1...BD−2 must vanish when contracted
with uA. Now the area form is only well defined in its action on tangent vectors of
the event horizon. However we could choose instead to generalize this area form to
any D− 2 form that can be contracted with tangent vectors on the full manifold, so
long as this form has the correct action when acting on tangent vectors of the event
horizon. Of course this ‘uplift’ of the volume form on the event horizon is not unique;
we choose a unique ‘uplift’ by arbitrarily imposing the additional requirement that
the D − 2 form vanishes when contracted with nM . With this choice the uplifted
area form on the event horizon necessarily takes the form
AA1...AD−2 = ζǫA1...AD−2B1B2u
B1nB2 , (7.5)
where ǫA1...AD−2B1B2 is the standard volume form in flat D dimensional space with
metric ηMN and ζ is yet to be determined.
We will now determine ζ in (7.5). Consider a D − 2 dimensional parallelepiped
constructed out of D− 2 basis vectors δtA1 . . . δtAD−2 where these basis vectors are all
chosen to be orthogonal to both uA and nA. As above we will denote the volume of
this parallelepiped - constructed in the spacetime (7.3)- by δVD−2.
Let us now consider a different problem. Consider a fictional space time with
metric G′AB given by
G′AB = G
eh
MN + nAnB − uAuB. (7.6)
Using (7.3) and (7.2) we find
G′MN = ηMN +H
(T )
MN +H
Tr PMN
D − 2 . (7.7)
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Working with the metric G′MN we now consider the D dimensional parallelepiped
bounded the vectors δtA1 . . . δt
A
D−2 together with the additional two vectors δa n
M
and δb uM . Let δVD denote the volume of this D dimensional parallelepiped. A little
thought will convince the reader that (upto a sign we will not keep track of)
δVD = δa δb δVD−2. (7.8)
However δVD is easily independently determined. Using the fact that the volume form
of the non degenerate D dimensional metric G′AB is simply given by
√−G′ǫA1...AD
we conclude that
δVD =
√−G′ δaδb ǫA1...AD−2B1B2uB1nB2 (7.9)
Comparing (7.9), (7.8) and (7.5) we conclude that (upto a sign)
ζ =
√−G′, (7.10)
so that
AA1...AD−2 =
√−GǫA1...AD−2B1B2uB1nB2 , (7.11)
(7.11) is our final result for the area form on the world volume of the membrane.
At least for the case of uncharged black holes, it was demonstrated in [14] that
H
(T )
MN and H
Tr both vanish at leading and first subleading order in 1
D
and are nonzero
only at order O(1/D2). As H(T )MN is traceless, it follows that the contribution of this
term to the determinant G′ starts at order 1
D4
. On the other hand the trace of PMN
D−2
is unity. It follows that upto order 1
D2
√−G′ = 1 + H
Tr(ρ = 1)
2
= 1− C
2
+O(1/D3),
C =
2
K2
(u ·K − u.∇u)2,
(7.12)
where we have used the explicit result for HTr(ψ = 1) at order 1
D2
(see Equation
4.16 of [14]) to obtain the explicit value for C. Note that C is of order 1
D2
. 54
The entropy current on the membrane is obtained by dualizing the area D − 2
form and dividing by 4 [32]. We obtain
JµS =
√−G′u
µ
4
≈
(
1− C
2
+O (1/D3)) uµ
4
. (7.13)
Note in particular that at leading order in 1/D
JµS =
uµ
4
. (7.14)
54We emphasize again that the explicit result for C reported in the second line of (7.12) is
accurate only for uncharged black holes; the computations required to determine C have not yet
been performed for charged black holes. We leave the determination of C with nonzero charge as
a task for the future.
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The first correction to this leading order result occurs at order 1/D2.
The divergence of this entropy current (7.13) is easily computed;
∇ˆµJµS =
∇ˆµuµ
4
− u
µ∇ˆµC
8
+O (1/D3) , (7.15)
∇AuA was evaluated in [14] with the result
∇ˆµuµ = p
µνpαβ∇ˆ(µuα)∇ˆ(νuβ)
2K
+O(1/D2). (7.16)
Note in particular that ∇AuA is of order 1D . As C is of order 1D2 , if follows from
(7.15) that
∇ˆµJµS =
pµνpαβ∇ˆ(µuα)∇ˆ(νuβ)
8K
+O(1/D2). (7.17)
Note that the RHS of (7.17) is positive definite. As we have explained earlier in
this section this positivity could have been anticipated on general grounds using the
Hawking area increase theorem [32].
7.2 Thermodynamics of spherical membranes
The simplest solution of the membrane equations of motion (1.1) is a static spherical
bubble of radius r0 with u = −dt and Q = Q0 = const. In this brief subsection
we compute the charges of this solution and match these with the thermodynamic
charges of black holes.
At leading order in the large D limit it follows from (1.10) that T00 for this
solution is given by
T00 =
(D − 2)(1 +Q20)
16πr0
.
It follows that the mass m of this solution is given by
m = ΩD−2rD−20 T00 =
ΩD−2(D − 2)rD−3o (1 +Q20)
16π
. (7.18)
Note that m in (7.18) agrees with the mass of the black hole (C.1) at large D (recall
that cD = 1 in (C.2) the large D limit).
The static membrane solution described above has a gravitational tail at infinity.
It follows from (G.19) and (G.16) that the curvature of this tail is given by
R0i0j = − 8π
(D − 2)ΩD−2∇i∇j
( m
rD−3
)
, (7.19)
in agreement with (B.9), supporting our identification of
∫
T00 with the mass of the
membrane.
It may be verified that (7.19) agrees with the curvature of the black hole solution
(C.1) at large r and large D.
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In a similar manner the charge density of our solution is given by
J0 =
Q0(D − 2)
2
√
2πr0
.
It follows that the charge of our membrane configuration is given by
q = ΩD−2rD−20 J
0 =
ΩD−2(D − 2)Q0rD−3o
2
√
2π
. (7.20)
Once again the q in (7.20) agrees with the charge of the black hole (C.1) at large D
(see (C.2)).
At large r our charged static membrane solution sources an electric field given
by
Ei = F i0 = − 1
(D − 2)ΩD−2∇i
( q
rD−3
)
, (7.21)
in agreement with (B.10).
It follows from this analysis of metric and field strength tails at infinity that the
spherical membranes studied in this section are dual to static black holes (C.1) of
mass m and charge Q0.
Finally it follows from (7.14) that the entropy S of our static solution is given
by the area of the membrane divided by 4, i.e.
S =
ΩD−2rD−20
4
, (7.22)
in agreement with the entropy (C.5) of a black hole with the same mass and charge.
In the study of black hole physics we define the black hole temperature and
chemical potential via the formulae (C.3) and (C.4). These definitions ensure that
black holes obey the first law of thermodynamics (C.6). As the spherical membranes
of this subsection are dual to the corresponding black holes, it is natural to assign
them the same temperature and chemical potentials
T =
(1−Q20)K
4π
,
µ =
Q√
8π
.
(7.23)
With these definitions the equation (C.6) can be viewed as the assertion that the
spherical membranes of this subsection obey the first law of thermodynamics.
In the spirit of the equations of hydrodynamics, the identification (7.23) can be
made locally for any membrane configuration, allowing us to discuss the evolution of
the local black hole temperature and chemical potential in the course of a dynamical
evolution.
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8 Radiation in general dimensions
Earlier in this paper we have determined the explicit form of the stress tensor and
charge current carried by a large D black hole membrane. As the membrane un-
dergoes a dynamical motion these currents source electromagnetic and gravitational
radiation. The resultant radiation field is determined by plugging these currents into
radiation formulae: the formulae that determine radiation fields in terms of currents.
In this section we review radiation formulae in arbitrary dimensions.
For completeness - and clarity of presentation - we begin this section with a
discussion of the formulae for the radiation response of a massless minimally coupled
field to a scalar source, even though this theory is not needed in order to analyse
the black hole membrane. We then turn to the analysis of the cases of real interest;
the radiation response of a Maxwell field to an arbitrary conserved current and the
analysis of the radiation response of the linearized gravitational field to an arbitrary
conserved stress tensor. In the next section we will apply the formulae developed in
this section to a particular situation, namely to the study of small fluctuations about
a static membrane.
In a certain abstract sense the radiation formulae are extremely simple; they
take the schematic form
R(x) =
∫
dDx′G(x− x′)J(x′), (8.1)
where J is the source, R the radiation response and G a retarded Greens function.
From this point of view the theory of radiation ends with the computation of the
appropriate Greens function, a topic we have already discussed in section 2.
Let us now, however, specialize to situations in which the ‘centre of mass’ of
the sources is at rest and localized in a shell of radius R about a particular spatial
point x′. If we are interested in the radiation response at points x whose distance
from x′ is much larger than R, the resultant radiation formulae will clearly be most
transparent when expressed in spherical polar coordinates with x′ as origin. In this
coordinate system the sources and radiation fields are both naturally expanded in
a basis of scalar, vector and tensor spherical harmonics. (8.1) then turns into an
integral transform that expresses radiation fields a particular symmetry property
(say, e.g. radiation fields in the lth vector spherical harmonic) as an integral over
sources in the same representation. The resultant final expressions are much more
explicit - and so much more transparent - than (8.1).
The starting point for the derivation of the derivation of the formulae presented
in this section is the expansion of the retarded scalar Greens function of section 2
in spherical coordinates. In (2.5) the Greens function was already presente in polar
coordinates in the special case of the source at the origin. In Appendix F.0.1 we
demonstrate that when the source is displaced away from the origin, the generaliza-
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tion of (2.5) is given by (we assume |~r| > |~r′|)
G(ω, |~r − ~r′|) = iπ
2
∞∑
l=0
1
(r′r)
D−3
2
H
(1)
D−3+2l
2
(ωr)JD−3+2l
2
(ωr′)Pl(θ, θ′), (8.2)
where Pl(θ, θ′) is the projector onto the space of functions whose angular depen-
dence is a linear combinations of lth scalar spherical harmonics; see around (D.3) in
the Appendix for more details) and θ and θ′ are the angular locations of ~r and ~r′
respectively. 55
As mentioned above, all the results of this section are presented in terms of scalar,
vector and tensor spherical harmonics. We define and study spherical harmonics in
arbitrary dimensions in Appendix D.
8.1 Scalar Radiation
Consider a minimally coupled scalar φ which is zero at early times. The scalar is
subsequently kicked out of its ‘vacuum’ state by coupling to a source according to
the equation
− ✷φ = S. (8.3)
where S is an arbitrary function of space and time. 56 We further assume that the
sourcce S(x) is spatially localized about a particular point in space at all times in a
particular Lorentz frame. We choose to work in this Lorentz frame, and choose the
this point as the origin of our spatial coordinates. At large enough distance from the
origin the equation of motion for φ simplifies to −✷φ = 0.
8.1.1 Spherical Expansion of outgoing radiation
The most general solution to the minimally coupled scalar equation that is outgoing
radiation at infinity takes the form (see (F.7))
φ(ω, ~x) =
∑
l
αl(ω, θ)
HD+2l−3
2
(ωr)
r
D−3
2
. (8.5)
The functions αl(ω, θ) are angular functions in the l
th spherical harmonic sector for
scalars, i.e. they obey the equation
Plαl′ = δl,l′αl.
55 While the formulae developed in this section are standard extensions of textbook treatments of
radiation to arbitrary dimensions, we were unable to locate a reference with all formulae presented
in a clear and systematic manner and so chose to undertake the exercise ourselves. All the formulae
developed in this section are derived for arbitrary values of D ; however we also emphasize special
simplifications that occur at large D.
56This equation of motion follows from the action
S =
∫
dDx
√−G
(
−1
2
(∇φ)2 + Sφ
)
. (8.4)
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57
8.1.2 Radiation in terms of sources
The response of the field φ to the source function S is given by the formula
φ(ω, ~x) =
∫
dD−1~x′G(ω, |~x− ~x′|)S(ω, ~x′). (8.7)
Here G(ω, |~x− ~x′|) is the retarded Greens function determined in (2.5) and
S(ω, ~x′) =
∫
eiωtS(x′µ)dt. (8.8)
In other words S(ω, ~x′) is the source function Fourier transformed in time.
It is useful to decompose the source into its distinct angular momentum compo-
nents
S(ω, ~x) =
∑
l
Sl(ω, r′, θ′), (8.9)
where
PlSl′ = δl,l′Sl. (8.10)
In other words Sl(ω, r′, θ′) is the part of S(ω, ~x′) that transforms in the lth spherical
harmonic representation. Inserting the expansion (8.2) for the Greens function in
(8.7) and specializing that formula to large r, it is easily verified that (8.7) reduces
to (8.5) with
αl(ω, θ) =
iπ
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 Sl(ω, r′, θ), (8.11)
(8.11) is our final formula for scalar radiation. In the rest of this subsection we will
study limits and properties of the formula (8.11).
8.1.3 The static limit
Recall that
Jn(x) ≈
(
x
2
)n
Γ(n+ 1)
, (x2 ≪ n). (8.12)
This observation may be used to simplify (8.11) in two different physical situations.
The first is the static limit ω → 0 taken at finite D. The second - of particular
interest to this paper - is the limit in which ωR is held fixed as D is taken to infinity
(here R is an estimate of the spatial size of the support for the scalar source S which
is assumed to be of finite extent). In either limit we obtain the simplified formula
57This is an abbreviated form of the equation∫
dΩ′D−2Pl(θ, θ
′)αω,l′(θ
′) = δl,l′αω,l(θ). (8.6)
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αl(ω, θ) = α˜lω
l+D−3
2
∫
dr′(r′)l+D−2Sl(ω, r′, θ), (8.13)
with
α˜l =
iπ
2l+
D−1
2
1
Γ
(
l + D−1
2
) . (8.14)
In this subsubsection we study the static limit, postponing our stdy of the large
D limit to the next subsubsection.
In the static limitthere is a further simplification. As ω is taken to zero the
Hankel function in (8.5) may be approximated by its small argument expansion (2.6)
and we find
φ(0, r, θ) =
1
rD−3
∞∑
l=0
(
1
2
)
2
2l +D − 3
∫
dr′r′D−2
(
r′
r
)l
Sl(0, r
′, θ), (8.15)
(8.15) is simply the multipole expansion of the solution to the Euclidean equation
∇2φ = −S in D−1 Euclidean dimensions, and may directly be obtained by inserting
(F.3) into (8.7). Note that the static field falls off much faster at large r than the
radiation field does; this is the generalization of the familiar fact that the Coulomb
field in D = 4 falls off like 1
r2
while a radiation field decays more slowly, like 1
r
.
8.1.4 Large D limit
Let us now turn to the large D limit at finite ω. The Sterling approximation allows
us to simplify the expression α˜l; we find
α˜l ≈ i
√
π
2D
D
2
(
el+
D−3
2
Dl−1
)
. (8.16)
We would now like to estimate how fast our system loses ‘charge’ via radiation
at large D. In order to make this question precise, let us slightly generalize the
discussion of this subsection to the case of a complex scalar field φ and source S. All
the formulae derived above continue to apply. The advantage is that our scalar field
now carries a current given by JM = i(∂Mφ
∗φ − φ∗∂Mφ). Let us assume that the
source function is nonzero only in a shell of radius of order R and vanishes outside
the shell. In the external region the current JM is conserved. We will now estimate
first the integrated density of this charge contained in the field φ to the exterior of
the shell of S and second the rate of loss of charge to infinity by radiation. The ratio
of these two quantities will give us an estimate of the rate of loss of charge due to
radiation per unit time.
Using (8.5) we see that the charge carried by our configuration in the lth mode
is of order
RDD
(ωR)2l+D−4
∫
SD−2
|αl(θ)2|,
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where the source is assumed to be of size R we have retained only leading order terms
in the limit of large D. On the other hand the rate of energy lost due to radiation is
of order ∫
SD−2
|αl(θ)2|.
It follows that the fractional loss of charge by radiation per unit time is of order
(ωR)2l+D−4
RDD
, and so is extremely small at large D.
8.2 Electromagnetic Radiation
In this section we will find the solution to the Maxwell equation
∇MFMN = JN , (8.17)
sourced by an arbitrary localized charge current JM . It follows from (8.17) that
✷FMN = −(∇NJM −∇MJN). (8.18)
In particular the electric field defined by
Ei = F0i, (8.19)
obeys the equation
✷~E = − ~Jeff ,
~Jeff = ~∇J0 − ∂0 ~J .
(8.20)
In order to determine the radiation response to a current it is sufficient to deter-
mine the electric field at large distances; all other components of the field strength
may be obtained rather simply from the electric field using the Bianchi identity. To
see how this works recall that the Bianchi identity with free indices 0, i, j takes the
form
∂0Fij = ∇iEj −∇jEi, i.e
Fij(ω, ~x) =
i(∇iEj(ω, ~x)−∇jEi(ω, ~x))
ω
.
(8.21)
It follows that the Fij is completely determined in terms of ~E at every nonzero ω.
8.2.1 Free outgoing solutions of Maxwell’s equations
At large distances where the source JM vanishes, (8.20) reduces to
✷~E = 0. (8.22)
Now ~E is a vector field in spacetime. As we have explained in Appendix D.4, any
such field can be written in terms of two scalar fields and one divergenceless, purely
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tangential (to the sphere) vector field. This tangential divergenceless vector field can
be expanded in vector spherical harmonics while the two scalars are expanded in
scalar spherical harmonics. A useful basis for this decomposition is listed in (D.24)
in the Appendix. In this basis the action of ∇2 is diagonal and is listed in (D.30).
It follows immediately from (D.30) that the most general solution to (8.22) is
given by a vector of the form (D.24) where the radial dependence of the coefficients
αl, ~γl and βl respectively is the same as that of the (l − 1)th, lth and (l + 1)th
angular momentum component of the modes in (8.5). In other words the most
general harmonic solution for ~E is given by
~E(ω, ~x) =
∞∑
l=0
(
HD+2l−5
2
(ωr)
r
D−3
2
~A−[S−l (ω, θ)] +
HD+2l−1
2
(ωr)
r
D−3
2
~A+[S+l (ω, θ)]
)
+
∞∑
l=1
(
HD+2l−3
2
(ωr)
r
D−3
2
~Vl
)
,
(8.23)
where S±l are arbitrary r independent scalar functions in the l
th scalar spherical
harmonic sector and ~Vl is an arbitrary vector function in the l
th vector spherical har-
monic sector, normalized so that each of the Cartesian components of ~Vl is a function
only of the angles and is independent of r. Here ~A−[S−l (ω, θ) and ~A+[S+l (ω, θ)] are
the maps from scalar to vector functions in RD−1 defined in (D.26).
The equation
~∇ · ~E = 0, (8.24)
(which also holds in the absence of sources) further constrains radiation fields. Using
(D.32) and appropriate recursion relations for Hankel functions we demonstrate in
subsection G.2 below that
lS−l = (l +D − 3)S+l , (8.25)
(8.23) with the constraint (8.25) is the most general solution to the source free
Maxwell equations.
At very large distances, ωr ≫ D2, (8.23) simplifies to
~E(ω, ~x) =
√
2
πω
eirω
r
D−2
2
∞∑
l=0
e
−i(D+2l)pi
4
(
~A+[S+l (ω, θ)]− ~A−[S−l (ω, θ)]
)
+ i
√
2
πω
eirω
r
D−2
2
∞∑
l=1
e
−i(D+2l)pi
4 ~Vl
=
√
2
πω
eirω
r
D−2
2
∞∑
l=0
e
−i(D+2l)pi
4
(
rˆ
(
lS−l − (l +D − 3)S+l
)− r ~˜∇ (S−l + S+l ))
+ i
√
2
πω
eirω
r
D−2
2
∞∑
l=1
e
−i(D+2l)pi
4 ~Vl.
(8.26)
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Where we have used (D.26) in the last step. Note, in particular, that the radiation
electric field is orthogonal to rˆ - and so is finally well approximated by a local plane
wave - at these distances.
8.2.2 Radiation in terms of sources
In order to determine the radiation field sourced by an arbitrary current we expand
the effective source ~Jeff in the form (D.24). In particular let
~Jeff =
(
~A−[a] + ~A+[b] +~c
)
, (8.27)
where a, b and~c respectively play the role of α, β and ~γ in (D.24). In Appendix F we
have determined the action of the retarded Greens function on an arbitrary vector
field expanded in the basis employed in (8.27). Using (F.18), (F.19) and (F.20) of
the Appendix we find that the electric field at large r takes the form (8.23) with
S−l =
iπ
2
∫
dr′JD−3+2(l−1)
2
(ωr′) r′
D−1
2 al(ω, r
′, θ),
S+l =
iπ
2
∫
dr′JD−3+2(l+1)
2
(ωr′) r′
D−1
2 bl(ω, r
′, θ),
~Vl =
iπ
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 ~cl(ω, r
′, θ).
(8.28)
The conservation of the electromagnetic current ~J can be used to show that the
effective current obeys the following equation
~∇ · ~J eff = ✷J0. (8.29)
This relation can be used to verify that the coefficients (8.28) obey (8.25). 58
8.2.3 Special limits
As in the previous subsection (8.12) may be used to simplify (8.28) in both the static
and the the large D limits. In either limit we obtain the simplified formula
S−l (ω, θ) = S˜
−
l ω
l+D−5
2
∫
dr′(r′)l+D−3a(ω, r′, θ),
S+l (ω, θ) = S˜
+
l ω
l+D−1
2
∫
dr′(r′)l+D−1b(ω, r′, θ),
Vl(ω, θ)i = V˜lω
l+D−3
2
∫
dr′(r′)l+D−2c(ω, r′, θ),
(8.31)
58At the formal level it is obvious that this had to work.
∇ · E = −J0. (8.30)
This is simply the Gauss law, and ensures that the Electric field is divergence free in the absence
of a source. The fact that the actual formulae (8.28) obey (8.25) may be regarded as a check on
our algebra.
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with
S˜−l =
iπ
2l+
D−3
2
1
Γ
(
l + D−3
2
) ,
S˜+l =
iπ
2l+
D+1
2
1
Γ
(
l + D+1
2
) ,
V˜l =
iπ
2l+
D−1
2
1
Γ
(
l + D−1
2
) .
(8.32)
As in the previous subsection in the large D limit at fixed ω we use the Sterling
approximation to further simplify α˜l; we find
S˜−l ≈
i
√
π
2D
D
2
(
el+
D−5
2
Dl−2
)
,
S˜+l ≈
i
√
π
2D
D
2
(
el+
D−1
2
Dl
)
,
V˜l ≈ i
√
π
2D
D
2
(
el+
D−3
2
Dl−1
)
.
(8.33)
As in the previous subsection (8.33) does not apply in the static limit at fixed D.
In this limit, however, the small argument expansion of the Hankel function leads to
simplifications. In Appendix G we demonstrate that in the limit ω → 0 the radiation
formulae (8.28) yield results consistent with the familiar formulae of electrostatics
~E = −∇ΦE ,
∇2ΦE = J0(r′),
Fij = ∂iAj − ∂jAi,
∇2 ~A = ~J .
(8.34)
8.3 Gravitational Radiation
In this section we will find the unique purely outgoing solution to the linearized
Einstein equation; i.e. the linearized version of
RMN = 8πTMN , (8.35)
as a functional of an arbitrarily specified conserved TMN .
It follows from (8.35) that, to linear order in an expansion around flat space
✷RMNPQ =8π (∂M∂PTNQ − ∂M∂QTNP − ∂N∂PTMQ + ∂N∂QTMP )
− 8π
D − 2 (ηMP∂N∂QT − ηMQ∂N∂PT − ηNP∂M∂QT + ηNQ∂M∂PT ) .
(8.36)
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In particular
✷R0i0j = −(Teff )ij,
(Teff )ij = 8π
(
ω2Tij − iω(∂iT0j + ∂jT0i)− ∂i∂j
(
T00 + T
D − 2
)
− ηijω2 T
D − 2
)
.
(8.37)
As in the previous subsection it is sufficient to consider R0i0j as all other curvature
components are easily obtained from this one by use of the Bianchi identity. 59 One
way to understand this statement is to work in the h0M = 0. In this gauge and in
Fourier space
hij =
−2
ω2
R0i0j . (8.39)
As all gauge invariants can be built out of hij, it follows that all gauge invariant
information is also contained in R0i0j except in the special limit ω → 0.
8.3.1 Parametrization of vacuum solutions
When all source currents vanish (8.37) reduces to
✷R0i0j = 0. (8.40)
As in the previous subsection the most general tensor field R0i0j can be decom-
posed into four scalars, two divergence free tangential vector fields and one divergence
free, traceless tangential tensor field - the later can be decomposed in tensor spherical
harmonics. The form of this expansion is given in (D.33). Away from all sources
the equation (8.40) determines the radial dependence of all the coefficient functions
in (D.33). It follows from (D.39) that the radial dependence of κl, γl and χ
ij
l (in
the decomposition (D.33) applied to R0i0j) is precisely that of the coefficient of the
mode αl in the equation (8.5). On the other hand the radial dependence of αl, ~φl,
~ψl and βl is that of the modes with angular momentum l − 2, l − 1, l + 1 and l + 2
59 The Bianchi identity yields
R0ijk =
−i
ω
(∂kR0i0j − ∂jR0i0k),
Rijpq =
−i
ω
(∂qR0pij − ∂pR0qij).
(8.38)
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respectively in (8.5). It thus follow that away from all sources
R0i0j(ω, ~x) =
∞∑
l=0
(HD+2l−7
2
(ωr)
r
D−3
2
(C−)ij[S−l (ω, θ)] +
HD+2l+1
2
(ωr)
r
D−3
2
(C+)ij[S+l (ω, θ)]
+
HD+2l−3
2
(ωr)
r
D−3
2
(
(C0)ij[S0l (ω, θ)] + δijSTrl (ω, θ)
))
+
∞∑
l=1
(
HD+2l−5
2
(ωr)
r
D−3
2
(B−)ij[V −l (ω, θ)] +
HD+2l−1
2
(ωr)
r
D−3
2
(B+)ij[V +l (ω, θ)]
)
+
∞∑
l=2
(
HD+2l−3
2
(ωr)
r
D−3
2
(Xl)ij
)
,
(8.41)
where S±l , S
0
l and S
Tr
l are arbitrary r independent scalar functions in the l
th scalar
spherical harmonic sector, ~V ±l is an arbitrary vector function in the l
th vector spher-
ical harmonic sector, normalized so that each of the Cartesian components of ~V ±l are
functions only of the angles and are independent of r, and Xl is an arbitrary sym-
metric, divergencelsess, traceless tensor function in the lth vector spherical harmonic
sector, normalized so that each of the Cartesian components of Xl are functions only
of the angles and are independent of r, and all functionals (e.g. (C)ij) were defined
in (D.34).
(8.41) is the most general solution to the linearized dynamical Einstein equa-
tions; however the general solution (8.41) does not automatically solve the Einstein
constraint equations. Using
∇i(Teff)ij = 8π✷
(
iωT0j + ∂j
(
T00 + T
D − 2
))
, (8.42)
we find the linearized gravity analogue of the electromagnetic Gauss law of the pre-
vious subsection
∇iR0i0j = −8π
(
iωT0j + ∂j
(
T00 + T
D − 2
))
. (8.43)
In particular, in the absence of sources we have
∇iR0i0j = 0. (8.44)
Using (8.44), (D.32) and appropriate recursion relations for Hankel functions we find
(l − 1)S−l =
(l +D − 3)S0l
2(2l +D − 3)
(
(2l +D − 3)− 4l
D − 1
)
,
(l +D − 2)S+l =
lS0l
2(2l +D − 3)
(
(2l +D − 3)− 4(l +D − 3)
D − 1
)
,
(l − 1)~V −l = (l +D − 2)~V +l .
(8.45)
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Moreover it is easily verified that
(Teff)ii = 8π✷
(
T00 + T
D − 2
)
, (8.46)
so that
Ri0i0 = −8π
(
T00 + T
D − 2
)
. (8.47)
The equation (8.47) implies that R0i0j is traceless in the absence of sources; this sets
STrl = 0. (8.48)
(8.41) with the constraint (8.45) and (8.48) is the most general source free solu-
tion of the linearized Einstein equations. Notice that the general radiation field is
parametrized by a single scalar function, a single divergence free vector function and
a single traceless divergence free tensor function on the unit sphere.
In the large distance limit ωr≫ D2 (8.41) simplifies to
R0i0j(ω, ~x) = i
√
2
πω
eirω
r
D−2
2
∞∑
l=0
e
−i(D+2l)pi
4
(C0ij [S0l (ω, θ)]− C+ij [S+l (ω, θ)]− C−ij [S−l (ω, θ)])
+
√
2
πω
eirω
r
D−2
2
∞∑
l=1
e
−i(D+2l)pi
4
(
B+ij [~V +l (ω, θ)]− B−ij [~V −l (ω, θ)]
)
+ i
√
2
πω
eirω
r
D−2
2
∞∑
l=2
e
−i(D+2l)pi
4 (Xl)ij
= i
√
2
πω
eirω
r
D−2
2
∞∑
l=0
e
−i(D+2l)pi
4(
rˆirˆj
(
l(l +D − 3)
(
D − 3
D − 1
)
S0l − (l +D − 3)(l +D − 2)S+l − l(l − 1)S−l
)
+ rrˆi∇˜j
(
D − 3
2
S0l + (l +D − 2)S+l − (l − 1)S−l
)
+ {i↔ j}
− r2∇˜ij
(
S0l + S
+
l + S
−
l
)
− Πij
(
2l(l +D − 3)
D − 1 S
0
l + (l +D − 3)S+l − lS−l
))
+
√
2
πω
eirω
r
D−2
2
∞∑
l=0
e
−i(D+2l)pi
4
(
rˆi
(
(l − 1)(Vl)−j − (l +D − 2)(Vl)+j
)
− r∇˜i
(
(Vl)
−
j + (Vl)
+
j
)
+ {i↔ j}
)
+ i
√
2
πω
eirω
r
D−2
2
∞∑
l=1
e
−i(D+2l)pi
4 (Xl)ij.
(8.49)
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Where we have expanded the expressions of Cs and Bs as given in (D.34) using (D.36)
in the last step. Note that the radiation field is polarized orthogonal to the line of
sight from the observation to the source point in this limit.
8.3.2 Radiation in terms of sources
These scalar, vector and tensor functions on the unit sphere that characterize radia-
tion may be determined in terms of the (Teff)ij as follows. The tensor field (Teff )ij
may be decomposed along the lines of (D.33) as
(Teff)ij =
(C−ij [a] + C+ij [b] + C0ij [c] + δijd)
+
(B−ij [~u] + B+ij [~v])+ zij, (8.50)
where C−ij [a], C+ij [b] and C0ij [c] are the maps from scalars to tensors in RD−1 defined
in (D.34) in the Appendix.
In what follows we use obvious notation to denote the lth spherical harmonic
components of the scalar, tensor and vector functions on the unit sphere that appear
in (8.50). For instance al denotes the projection of the scalar function a to the l
th
scalar spherical harmonic sector, while (zl)ij denotes the projection of the tensor field
zij to the l
th tensor harmonic sector. As in the previous subsection, the action of the
retarded Greens function on an arbitrary tensor field (8.50) takes the for, (F.22) and
(F.23) and we obtain
S−l =
iπ
2
∫
dr′JD−3+2(l−2)
2
(ωr′) r′
D−1
2 al(ω, r
′, θ),
S+l =
iπ
2
∫
dr′JD−3+2(l+2)
2
(ωr′) r′
D−1
2 bl(ω, r
′, θ),
S0l =
iπ
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 cl(ω, r
′, θ),
~V −l =
iπ
2
∫
dr′JD−3+2(l−1)
2
(ωr′) r′
D−1
2 ~ul(ω, r
′, θ),
~V +l =
iπ
2
∫
dr′JD−3+2(l+1)
2
(ωr′) r′
D−1
2 ~vl(ω, r
′, θ),
(Xl)ij =
iπ
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 (zl)ij(ω, r
′, θ),
STrl =
iπ
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 dl(ω, r
′, θ) = 0.
(8.51)
Although it may not be apparent from a casual glance, the solution (8.51) obeys
the constraints (8.48) and (8.45). (8.48) is obeyed after a partial integration simply
because d equals the operator ✷ acting on another function (see (8.42)). Moreover
the expressions for al, bl and cl in (8.51) may also be shown to obey (8.45) by
using (D.41), integrating by parts and using an appropriate recursion relation (see
subsection G.2 for details).
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8.3.3 Special limits
As in the previous subsection (8.12) may be used to simplify (8.51) in both the static
and the the large D limits. In either limit we obtain the simplified formula
S−l = S˜
−
l ω
l+D−7
2
∫
dr′(r′)l+D−4al(ω, r′, θ),
S+l = S˜
+
l ω
l+D+1
2
∫
dr′(r′)l+Dbl(ω, r
′, θ),
S0l = S˜
0
l ω
l+D−3
2
∫
dr′(r′)l+D−2cl(ω, r′, θ),
~V −l = V˜
−
l ω
l+D−5
2
∫
dr′(r′)l+D−3~u(ω, r′, θ),
~V +l = V˜
+
l ω
l+D−1
2
∫
dr′(r′)l+D−1~v(ω, r′, θ),
(Xl)ij = X˜lω
l+D−3
2
∫
dr′(r′)l+D−2(z)ij(ω, r′, θ),
(8.52)
with
S˜−l =
iπ
2l+
D−5
2
1
Γ
(
l + D−5
2
) ,
S˜+l =
iπ
2l+
D+3
2
1
Γ
(
l + D+3
2
) ,
S˜0l =
iπ
2l+
D−1
2
1
Γ
(
l + D−1
2
) ,
V˜ −l =
iπ
2l+
D−3
2
1
Γ
(
l + D−3
2
) ,
V˜ +l =
iπ
2l+
D+1
2
1
Γ
(
l + D+1
2
) ,
X˜l =
iπ
2l+
D−1
2
1
Γ
(
l + D−1
2
) .
(8.53)
As in the previous subsection in the large D limit at fixed ω we use the Sterling
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approximation to further simplify α˜l; we find
S˜−l ≈
i
√
π
2D
D
2
(
el+
D−7
2
Dl−3
)
,
S˜+l ≈
i
√
π
2D
D
2
(
el+
D+1
2
Dl+1
)
,
S˜0l ≈
i
√
π
2D
D
2
(
el+
D−3
2
Dl−1
)
,
V˜ −l ≈
i
√
π
2D
D
2
(
el+
D−5
2
Dl−2
)
,
V˜ +l ≈
i
√
π
2D
D
2
(
el+
D−1
2
Dl
)
,
X˜l ≈ i
√
π
2D
D
2
(
el+
D−3
2
Dl−1
)
.
(8.54)
As in the previous subsection (8.54) does not apply in the static limit at fixed D.
In this limit, however, the small argument expansion of the Hankel function leads to
simplifications. In Appendix G.3 we demonstrate that the radiation formulae (8.41),
in this limit yield results consistent with the equations
R0i0j = ∇i∇jΦG,
∇2φG = −8π
(
T00 + T
D − 2
)
,
R0ijk = −∇i
(∇jAGk −∇kAGj ) ,
∇2AGi = −8πT0i,
Rijkl = ∇i∇kTjm +∇j∇mTik −∇j∇kTim −∇i∇mTjk,
∇2TGij = 8πTij.
(8.55)
9 Radiation from linearized fluctuations about spherical mem-
branes
9.1 Electromagnetic Radiation
As we have explained in the previous section, the simplest solution of the charged
membrane equations of motions is a static spherical membrane whose world volume
is SD−2× time. This solution is dual to a static charged black hole. The spectrum
of linearized membrane fluctuations about this simple solution was determined in
[2]. These linearized solutions are dual to the light quasinormal modes around the
dual stationary black holes. In this section we will compute the radiation sourced by
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these linearized membrane modes. The radiation fields we compute have the bulk
interpretation as the ‘outgoing’ pieces of the corresponding quasinormal modes.
We begin this section by briefly recalling the linearized solutions of [2]. As in
[2] we choose our background solution to be a charged black hole of unit radius (as
explained in [2], the scale invariance of the Einstein Maxwell equations ensures that
this choice involves no loss of generality). We work to linearized order about this
static solution. In other words the membrane configurations we study are
r = 1 + δr(t, θ),
Q = Q0 + δQ(t, θ),
u = −dt+ δuµ(t, θ)dxµ.
(9.1)
As we have demonstrated earlier in this paper, the charge current associated with any
membrane configuration is given, in terms of arbitrary coordinates on the membrane
world volume, by
Jµ =
(
Q
2
√
2π
)[
Kuµ −
(
pνµ∇ˆνQ
Q
)
− (u · ∇ˆ)uµ −
(
∇ˆ2uµ
K
)
+Kαµuα
]
+Q uµ +O
(
1
D
)
,
(9.2)
where
Q =
(
Q
2
√
2π
)[∇ˆ2K
K2
− 2K
D
− (u · ∇ˆ)K
K
−
(
2∇ˆ2Q +K(u · ∇ˆ)Q
Q K
)
+
(
uαuβKαβ
)]
.
(9.3)
We will now evaluate the current Jµ listed in (9.2) for the special case of small
fluctuations around the spherical membrane ((9.1)) to first order in fluctuations. For
this purpose we use the angular coordinates on the unit SD−2 and time as coordinates
on the membrane world volume. Note that, to linear order in fluctuations, the metric
on the membrane world volume is given by
ds2 = −dt2 + (1 + 2δr)dr2. (9.4)
All covariant derivatives in (9.2) must be evaluated on this metric. However, following
[2], we will find it most convenient to view our fluctuation fields δr and uµ as living
on the undeformed unit sphere. In all formulae below the symbol ∇a will refer to
the covariant derivative on this round sphere (a are the angular directions on the
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sphere). 60 Adopting these conventions the formulae
nr = 1,
nµ = −∂µδr,
Ktt = −∂2t δr,
Kta = −∂t∇aδr,
Kab = −∇a∇bδr + (1 + δr)gab,
δut = 0, (u · u = −1)
(u ·K)t = Ktt = −∂2t δr,
(u ·K)a = −∂t∇aδr + δua,
K = KA
A = D
(
1−
(
1 +
∇2
D
)
δr
)
,
(9.5)
(which we have borrowed from [2]) allow us to explicitly evaluate all components of
the membrane world volume current in terms of the linearized fluctuations in (9.1);
we find
Jt =
1
2
√
2π
(
−DQ0 +
(
DQ0
(
1 +
∇2
D
)
δr −DδQ− ∂tδQ−Q0∂2t δr +
∇2
D
δQ
))
,
Ji =
1
2
√
2π
(
Q0δui −Q0∂tδui − ∂iδQ−Q0∂i∂tδr −Q0∇
2
D
δui
)
.
(9.6)
Note that we have presented our current with lower indices, i.e. as a oneform field.
This oneform field lives of the membrane world volume whose metric is given by
(9.4).
Recall that the membrane current is conserved, i.e.
∇ · J = 0, (9.7)
Explicitly evaluating this conservation equation for the current (9.6) we obtain the
equation (∇2
D
− ∂t
)
δQ = Q0
(
∂2t − ∂t
(∇2
D
+ 1
))
δr +O(1/D). (9.8)
Note that (9.8) is precisely the linearized ‘charge’ membrane equation presented in
[2]. We view this agreement as a consistency check on the algebra that led to (9.6)
The expression (9.6) is the current evaluated on the membrane world volume in
our particular choice of world volume coordinates. Radiation is sourced by the cur-
rent viewed as a distributional vector field in spacetime. We obtained the spacetime
60In order to present all our formulae in terms of covariant derivatives w.r.t the unit sphere,
we sometimes need to rewrite covariant derivatives w.r.t. the metric (9.4) in terms of covariant
derivatives on the unit sphere.
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current as follows. We first converted the oneform field J into a vector field on the
membrane world volume using its metric (9.4) 61. We then converted the vector field
on the membrane to a vector field in spacetime using the formulae
JaST = δ(r + δr − 1)Ja,
J tST = δ(r + δr − 1)J t,
JST r = δ(r + δr − 1)
(
J t∂tδr + J
a∂aδr
)
= δ(r + δr − 1)J t∂tδr.
(9.9)
The equality in the last line of this equation holds to linear order in fluctuations as
Ja vanishes on the static membrane. Note that we have also omitted the measure
factor
√
1 + (∇δr)2 in the spacetime current (see e.g. (3.14)) as this term is unity
to linear order. We find the following expression for the spacetime current
JaST =
1
2
√
2π
δ(r + δr − 1)
(
DQ0δu
a −Q0∂tδua − ∂aδQ−Q0∂a∂tδr −Q0∇
2
D
δua
)
,
J tST =
1
2
√
2π
δ(r + δr − 1)
(
DQ0 −
(
DQ0
(
1 +
∇2
D
)
δr −DδQ
− ∂tδQ−Q0∂2t δr +
∇2
D
δQ
))
,
JrST =
1
2
√
2π
δ(r + δr − 1) (DQ0∂tδr) ,
(9.10)
As was explained in [2] the linearized solutions take the form
δr =
∑
l,m
almYlme
−iωrl t,
δQ =
∑
l,m
alm
iωrlQ0 (l − 1− iωrl )
l − iωrl
Ylme
−iωrl t +
∑
l,m
qlmYlme
−iωQ
l
t,
δui =
∑
l,m
−iωrl
l
alm∇iYlme−iωrl t +
∑
l,m
blmV
lm
i e
−iωvl t,
(9.11)
(the summation over l involving alm in the last line excludes l = 0). The coefficients
blm parametrize the ‘velocity fluctuations’ of [2]; note that these fluctuations affect
only the velocity field. The coefficients qlm parametrize the ‘charge fluctuations’ of
[2]; note that they affect only the charge field. The coefficients alm parametrize the
‘shape’ fluctuations of [2]. These are the most complicated quasinormal modes, as
they affect the shape δr, the charge δQ and the velocity δu. In the rest of this
subsection we will determine the radiation field sourced by each of these fluctuations
in turn.
61However the term proportional to δr does not contribute to leading order in fluctuations as Ja
vanishes for the stationary membrane. In effect, thus, consequently we raise all indices using the
metric of the unit sphere
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9.1.1 Radiation from Charge Fluctuations
Let us first restrict our attention to the lth spherical harmonic mode of ‘charge’
fluctuations (i.e. mode in (9.11) that is proportional to qlm). In this special case the
spacetime current (9.10) reduces to
JaST = −
1
2
√
2π
δ(r − 1)qlme−iω
Q
l t (∂aYlm) ,
J tST =
D
2
√
2π
δ(r − 1)
(
qlmYlme
−iωQ
l
t
)
,
JrST = 0.
(9.12)
It follows that the quantities b and c relevant for (8.27) are given by
b =
l
2
√
2π
δ(r − 1)qlmYlme−iω
Q
l
t − 1
2
√
2π
qlmYlme
−iωQ
l
t∂rδ(r − 1),
c = 0,
(9.13)
(at ω = ωQl = −il). In writing our result (9.12) we have taken the large D limit and
retained only leading order terms. It follows from (8.31) that
S+l =
D
2
√
2π
S˜2l ω
l+D−1
2 qlmYlme
−iωQ
l
t,
~Vl = 0,
(9.14)
where the coefficients S˜+l are defined in (8.32). The S
+
l can be computed from the
constraint equation (8.25) which in the large D limit reduces to
S−l =
D
l
S+l .
The electromagnetic radiation field associated with the lth ‘charge’ fluctuation quasi-
normal mode is given by plugging these results into (8.23).
9.1.2 Radiation from Velocity Fluctuations
Let us now restrict our attention to the lth spherical harmonic mode of ‘velocity’
fluctuations (i.e. mode in (9.11) that is proportional to blm). In this special case the
spacetime current (9.10) reduces to
JaST =
DQ0
2
√
2π
δ(r − 1)blmV alme−iω
v
l t,
J tST = 0,
JrST = 0.
(9.15)
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It follows that the quantities b and c relevant for (8.27) are given by
b = 0,
c =
iDQ0ω
v
l
2
√
2π
δ(r − 1)blmV alme−iω
v
l t,
(9.16)
(at ω = ωvl =
−i(l−1)
1+Q20
). It follows from (8.28) that
~Vl =
iDQ0
2
√
2π
(ωvl )
D−1
2
+lV˜lblm~Vlme
−iωvl t, (9.17)
where the coefficients V˜l is defined in (8.32). The electromagnetic radiation field as-
sociated with the lth ‘velocity’ fluctuation quasinormal mode is obtained by plugging
(9.17) into (8.23).
9.1.3 Radiation from Shape Fluctuations
Let us first restrict our attention to the lth spherical harmonic mode of ‘shape’ fluc-
tuations (i.e. mode in (9.11) that is proportional to alm). The radiation due to the
shape fluctuation is little complicated compared to the ’charge ’ fluctuation or the
’velocity ’ fluctuation , since the small perturbation in the shape turns on both the
charge and the velocity fluctuation(9.11) . In this special case the spacetime current
(9.10) reduces to
JaST = −i
ωrl
l
DQ0
2
√
2π
δ(r − 1)alm∇aYlme−iωrl t,
J tST = δ(r − 1)
DQ0
2
√
2π
(
alm
iωrl (l − 1− iωrl )
l − iωrl
Ylme
−iωrl t
)
+
DQ0
2
√
2π
almYlm∂rδ(r − 1)e−iωrl t
− DQ0(−l + 1)
2
√
2π
δ(r − 1)almYlme−iωrl t,
JrST = −
iωrlDQ0
2
√
2π
δ(r − 1)almYlme−iωrl t.
(9.18)
It follows that the quantities b and c relevant for (8.27) are given by
b =
Q0
2
√
2π
almYlm∂
2
r δ(r − 1)e−iω
r
l t,
c = 0,
(9.19)
(at ω = ωrl ). It follows from (8.28) that
S+l = S˜
+
l ω
l+D−1
2
D2Q0
2
√
2π
almYlme
−iωrl t,
~Vl = 0,
(9.20)
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where the coefficient S˜+l are defined in (8.32). The S
+
l can be computed from the
constraint equation (8.25) which in the large D limit reduces to
S−l =
D
l
S+l .
The electromagnetic radiation field associated with the lth ‘shape’ fluctuation quasi-
normal mode is obtained by plugging (8.23) ).
9.2 Gravitational Radiation
In this subsection we compute the gravitational radiation emitted by the quasinormal
modes described earlier in this section. As we demonstrated earlier in this paper,
the stress tensor on the world volume of the large D black hole membrane is given
by
Tµν =
(
1
8π
)[(
K
2
)
(1 +Q2)uµuν +
(
1−Q2
2
)
Kµν −
(
∇ˆµuν + ∇ˆνuµ
2
)
−
(
KQ2
2D
+
2Q∇ˆ2Q
K
+Q2uαuβKαβ
)
uµuν − (uµVν + uνVµ)
−
[(
1 +Q2
2
)(
uαuβKαβ
)
+
(
1−Q2
2
)(
K
D
)]
g(ind,f)µν
]
+O
(
1
D
)
,
(9.21)
where
Vµ = Q ∇ˆµQ +Q2(uαKαµ) +
(
2Q4 −Q2 − 1
2
)(∇ˆµK
K
)
−
(
Q2 + 2Q4
2
)
(u · ∇ˆ)uµ +
(
1 +Q2
K
)
∇ˆ2uµ.
(9.22)
The stress tensor is conserved upto the membrane equation of motion (1.1) and the
divergencelessness of the velocity field.
∇µT µν = 0. (9.23)
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The most general form of the fluctuation of the stress tensor about the RN back-
ground takes the form
−8πTtt = −D
2
(1 +Q20) +
Q20
2
−
(
− (1 +Q20)
(
1 +
∇2
D
)(
D
2
+ ∂t
)
δr + (D + 1)Q0δQ
+Q20
(
1 +
∇2
D
)
(Q20∂t − 1/2)δr + 2Q0
(∇2
D
− ∂t
)
δQ+ 2Q20∂
2
t δr
)
+
1 +Q20
2
∂2t δr −
1−Q20
2
(
1−
(
1 +
∇2
D
)
δr
)
+
1−Q20
2
∂2t δr,
−8πTta =
(
D(1 +Q20)−Q20
2
δua +
1−Q20
2
∂t∇aδr + 1 +Q
4
0
2
∂tδua − 1−Q
2
0 −Q40
2
(1 +
∇2
D
)∇aδr
−Q0∂aδQ−
(
1 +Q20
2
) ∇2
D
δua + 2Q
2
0∂t∇aδr − 2Q20δua
)
,
−8πTab = −1 +Q
2
0
2
∂2t δrgab +
(
1−Q20
2
(∇a∇bδr − gabδr) +Q0gabδQ + ∇aδub +∇bδua
2
+ gab∂tδr
)
− 1−Q
2
0
2
(
1 +
∇2
D
)
δrgab.
The velocity fluctuation and the shape fluctuation along the angular direction follows
the following second order differential equation((
1 +
∇2
D
)
− (1 +Q20)∂t
)
δua =−
(
(1−Q20)∇a
(
1 +
∇2
D
)
− ∂t∇a
)
δr, (9.24)
and along the t direction the velocity fluctuation and the shape fluctuation follows
the constraint equation62
∇aδua = −(D − 2)∂tδr ≈ −D∂tδr. (9.25)
We have, so far, been working with tensor fields living on the world volume of the
membrane. In order to determine the source for radiation we are really interested
in the stress tensor viewed as a distributional tensor field living in spacetime. Apart
from the delta functions that localize the spacetime quantities to the membrane (and
which we will explicitly present in later formulae) the relationship between these
two structures is given in general by the following translation formulae between the
membrane field Aµν and the spacetime field AMNST
AttST = A
tt, AabST = A
ab,
ArrST = O(ǫ2), AtaST = Ata,
AtrST =
(
Att∂tδr + A
ta∂aδr
)
, AarST =
(
Aat∂tδr + A
ab∂bδr
)
.
62The expression below can be obtained either by use the expansion of the divergence in terms
of the Christoffel symbol or use the form
(∇.T )i = 1√
g
∂k(
√
gT ki )−
1
2
∂igklT
kl.
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It follows that to linear order in fluctuations
T ttST = δ(r + δr − 1)T tt,
T abST = δ(r + δr − 1)T ab,
T taST = δ(r + δr − 1)T ta,
T trST = δ(r + δr − 1)
(
T tt∂tδr + T
ta∂aδr
)
= δ(r + δr − 1)T tt∂tδr,
T rrST = 0,
T arST = 0.
(9.26)
Explicitly we find
−8πT ttST = δ(r + δr − 1)
(
− D
2
(1 +Q20)−
(
− (1 +Q20)
(
1 +
∇2
D
)(
D
2
+ ∂t
)
δr
+ (D + 1)Q0δQ+
1−Q20
2
∂2t δr
+Q20
(
1 +
∇2
D
)
(Q20∂t − 1/2)δr + 2Q0
(∇2
D
− ∂t
)
δQ+ 2Q20∂
2
t δr
)
+
1 +Q20
2
∂2t δr −
1−Q20
2
(
1−
(
1 +
∇2
D
)
δr
))
,
−8πT taST = −δ(r + δr − 1)
(
D(1 +Q20)−Q20
2
δua +
1−Q20
2
∂t∇aδr+
1 +Q40
2
∂tδua − 1−Q
2
0 −Q40
2
(1 +
∇2
D
)∇aδr −Q0∂aδQ−
(
1 +Q20
2
) ∇2
D
δua + 2Q
2
0∂t∇aδr
− 2Q20δua
)
,
−8πT abST = δ(r + δr − 1)
(
− 1 +Q
2
0
2
∂2t δrgab +
(
1−Q20
2
(∇a∇bδr − gabδr) +Q0gabδQ
+
∇aδub +∇bδua
2
+ gab∂tδr
)
− 1−Q
2
0
2
(
1 +
∇2
D
)
δrgab
)
−8πT trST = δ(r + δr − 1)
(
− D
2
(1 +Q20)∂tδr
)
,
−8πT rrST = 0,
−8πT arST = 0.
9.2.1 Gravitational Radiation from Charge fluctuation
Let us first restrict our attention to the lth spherical harmonic mode of ‘charge’
fluctuations (i.e. mode in (9.11) that is proportional to qlm). In this special case the
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stress tensor (9.27) reduces to
−8πT ttST = −δ(r − 1)DQ0δQ,
−8πT taST = δ(r − 1)Q0∂aδQ,
−8πT abST = δ(r − 1)Q0gabδQ,
−8πT trST = 0,
−8πT rrST = 0,
−8πT arST = 0,
(9.27)
where δQ is given by the part of (9.11) proportional to qlm.
It follows that we can read of the relevant quantity b from the effective stress
tensor (8.37) and (8.50) is given by
b =
Q0
D
(∂2r δ(r − 1))qlmYlme−iω
Q
l t (9.28)
(at ω = ωQl ). It follows from (8.28) that
S+l = S˜
+
l DQ0(ω
Q
l )
l+D+1
2 qlmYlme
−iωQ
l
t, (9.29)
where S˜+l is given by (8.54). The other components can be read of using the con-
straint equation (8.45),which in the large D limit can be simplified as
S0l =
2D
l
S+l , S
−
l =
D2
l(l − 1)S
+
l . (9.30)
The contribution to the radiation due to the charge fluctuation to the vector sector
and the tensor sector vanishes in the linear order.
The explicit formula for gravitational radiation from the charge fluctuations is
given by plugging (9.29) and (9.30) into (8.41).
9.2.2 Gravitational Radiation from Velocity fluctuation
We now turn our attention to the lth spherical harmonic mode of ‘velocity’ fluctu-
ations (i.e. mode in (9.11) that is proportional to blm). In this special case the
spacetime current (9.10) evaluates to
−8πT ttST = 0,
−8πT taST = δ(r − 1)Q0
D(1 +Q0)
2
2
δua,
−8πT abST = δ(r − 1)
(∇aδub +∇bδua
2
)
,
−8πT trST = 0,
−8πT rrST = 0,
−8πT arST = 0,
(9.31)
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where δua is obtained from the part of (9.11) proportional to blm. We can read of
the relevant quantity ~v from the effective stress tensor (8.37) and (8.50). We find
~v =
−iωvl (1 +Q20)
2
(∂rδ(r − 1))blmV lmi e−iω
v
l t, (9.32)
(at ω = ωvl ). It follows from (8.28) that
~V +l = iDV˜
+
l (ω
u
l )
l+D−1
2
1 +Q20
2
blmV
lm
i e
−iωvl t, (9.33)
where V˜ +l is given by (8.54). The other components can be read of using the con-
straint equation (8.45),which in the large D limit can be simplified as
~V −l =
D
(l − 1)
~V +l . (9.34)
The contribution to the radiation due to the velocity fluctuation to the scalar sec-
tor and the tensor sector vanishes in the linear order. The gravitational radiation
associated with the lth ‘velocity’ fluctuation quasinormal mode is given by plugging
(9.33) and (9.34) into (8.41).
9.2.3 Gravitational Radiation from Shape fluctuation
Finally, we turn to the lth spherical harmonic mode of ‘shape’ fluctuations (i.e. mode
in (9.11) that is proportional to alm). In this special case the spacetime current (9.10)
reduces to
−8πT ttST = δ(r − 1)
(
1 +Q20
2
(
1 +
∇2
D
)
D
2
δr −DQ0δQ
)
− D(1 +Q
2
0)
2
δr∂rδ(r − 1),
−8πT taST = δ(r − 1)Q0
D(1 +Q0)
2
2
δua,
−8πT abST = δ(r − 1)
(
− 1 +Q
2
0
2
∂2t δrgab +
(
1−Q20
2
(∇a∇bδr − gabδr) +Q0gabδQ
+
∇aδub +∇bδua
2
+ gab∂tδr
)
− 1−Q
2
0
2
(
1 +
∇2
D
)
δrgab
)
−8πT trST = δ(r − 1)
(
− D
2
(1 +Q20)∂tδr
)
,
−8πT rrST = 0,
−8πT arST = 0,
(9.35)
where all fluctuation fields are obtained from the part of (9.11) proportional to alm.
It follows that we can read of the relevant quantity b from the effective stress tensor
(8.37) and (8.50) and is given by
b =
1 +Q20
2D
(
∂2r δ(r − 1)almYlme−iω
r
l
t − ∂rδ(r − 1)almYlme−iωrl t
)
, (9.36)
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(at ω = ωrl ). It follows from (8.28) that
S+l = S˜
+
l D
21 +Q
2
0
2
(ωrl )
l+D+1
2 almYlme
−iωrl t, (9.37)
where S˜+l is given by (8.54). The other components can be read of using the con-
straint equation (8.45),which in the large D limit can be simplified as
S0l =
2D
l
S+l , S
−
l =
D2
l(l − 1)S
+
l .
The contribution to the radiation due to the charge fluctuation to the vector sector
and the tensor sector vanishes in the linear order.The radiation field associated with
the lth ‘shape’ fluctuation quasinormal mode is obtained by plugging these results
into (8.41).
10 Discussion
In this paper we have obtained explicit formulae for the stress tensor, charge cur-
rent and entropy current that live on the world volume of the large D black hole
membrane of [1, 2, 14]. We have demonstrated that the membrane stress tensor and
charge current are conserved. When written in terms of membrane variables, the
requirement of conservation is simply a restatement of the membrane equations of
motion of [1, 2, 14]. In contrast to the charge current and the stress tensor, the
entropy current on the membrane world volume is not conserved; ∇MJMS is nonvan-
ishing at order 1
D
. We have used the Hawking area increase theorem to demonstrate
that the divergence of this entropy current is point wise positive definite. At lowest
nontrivial order (order 1
D
) we have demonstrated that this divergence is proportional
to the square of the shear tensor.
In this paper we have also derived explicit formulae for linearized radiation re-
sponse of the metric and the electromagnetic field to an arbitrary stress tensor and
a charge current. Plugging the our explicit results for the membrane stress tensor
and charge current into these general formulae yields a formula for the radiation
emitted from a large D black hole membrane as it undergoes any particular solution
of the large D membrane equations. A central qualitative result of this paper is that
the fractional energy lost to radiation as the large D black hole membrane moves,
oscillates and vibrates around is of order 1
DD
. The smallness of radiation is a simple
kinematical consequence of the nature of Greens functions in large D, and results in
the decoupling of membrane motion from asymptotic low energy gravitons at large
D. It also ensures that the ‘radiation reaction’ on large D black hole membranes can
be ignored when working to any fixed order in 1
D
.
The results of this paper could be generalized in many ways. First, the membrane
stress tensor has been derived in this paper at first subleading order in 1
D
. It should
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be straightforward to use the explicit results of [14] to generalize this stress tensor
to second order in the large D expansion, and verify that the conservation of this
improved stress tensor leads to the second order membrane equations of motion
derived in [14]. Second it would be interesting to generalize the construction of [14]
to the study of charged membranes and thereby obtain the formula for the leading
entropy production for charged membranes.
It was demonstrated in [20] that the ‘black brane’ equations of Emparan, Suzuki
and Tanabe (EST) and collaborators are a special scaling limit of the membrane
equations of [1, 2, 14]. It should be straightforward to take the same scaling limit of
the stress tensor derived in this paper and compare the result with the ‘black brane
stress tensor’ constructed by EST and collaborators.
It would be interesting (and may be possible) to use the formulae derived in this
paper - especially the formula for the divergence of the entropy current - to classify
all stationary solutions of the membrane equations of motion.
The membrane equation of motion (1.1) and the formula for the membrane stress
tensor (1.10) apply, at first order in 1
D
, note only to membranes in flat space but also
to membranes propagating in any slowly varying solution of the vacuum Einstein
equations RMN = 0, e.g. a gravitational wave. Using this fact the membrane equa-
tions of motion together with the formulae for the membrane stress tensor and charge
current of this paper can be used to study how external gravitational waves ‘polarize’
large D black holes. The induced polarization will set the black hole oscillating, and
the black oscillation will in turn radiate gravitational and electromagnetic waves in
accordance with the formulae derived in this paper. It should be straightforward to
work out the details of this process in order to compute the ω dependent analogues
of the ‘Love Numbers’ for black holes described, for instance, in [36]. 63
It would be interesting to generalize the construction of the membrane entropy
current to higher to the large D black hole membrane for higher derivative theories
of gravity. The study of this subject should make contact with ongoing attempts to
establish the second law of thermodynamics in higher derivative theories of gravity.
The RHS of the formula (7.17) for the divergence of the entropy is of order 1
D
.
At least naively, this fact suggests that the fractional rate of entropy production in
black hole motion is of order 1
D
. This conclusion appears to lead to a paradox.
63It is interesting to understand how energy conservation works when a gravitational wave is
incident on a black hole at large D. Consider, for instance, a spherical wave of amplitude A
incident on a black hole. Only a fraction ǫA of this amplitude reaches the membrane (where ǫ
is a small number of order 1
D
D
2
). This part of the wave excites the membrane into a motion of
amplitude proportional to ǫA and so of energy proportional to (ǫA)2. The membrane oscillation
set up by this process result in radiation, and so a back scattered wave of amplitude of order ǫ2A.
The interference of this back scattered wave with the initial incident wave reduces the energy of
the initial wave by an amount proportional to ǫ2A×A = ǫ2A2, accounting for the energy deposited
into membrane vibrations.
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Consider the head on collision of two non rotating black holes, each of which is
moving at a substantial fraction of the speed of light. If the energy lost as radiation in
this collision process is very small - as suggested by the discussion of this paper - then
almost all of the initial energy of this configuration must find its way into the black
hole that is formed out of this collision. It follows that the mass of this daughter black
hole is substantially larger than the sum of masses of the initial colliding black holes
implying that the entropy of the final black hole is also substantially larger than the
sum of the entropies of the original colliding black holes. In other words the collision
of two black holes at large D appears to lead to fractional entropy production of
order unity, in apparent contradiction with the claim of the previous paragraph.
We do not have a clear resolution to the puzzle described above. Note, however,
that there is a time period of order 1
D
when the colliding black holes first come very
near to each other, when the membrane description of [1, 2, 14] breaks down. It is
possible that the solution over this time period is a rather violent one, leading to the
emission of a substantial amount of radiation over the short time scale of order 1
D
,
invalidating the claim the energy lost in radiation at large D is rather small. This
discussion suggests that the solution describing the collision of two black holes may
be rather interesting when the black holes first touch. It is possible that the details
of this solution are amenable to an analytical analysis of some sort. We hope to
return to this fascinating question in the future.
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A Conventions and notation
• For our case because of the continuity of the metric p(in)AB = p(out)AB . So sometimes
we have denoted it by just pAB.
• In all sections we have used (in) and (out) both as superscript and subscript,
in a way so that it does not clutter the notation mixing with other raised or
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Table 2. Different indices
Minkowski Spacetime indices Capital Latin (A, B, M , N)
Indices in the membrane Small Greek (α, β, µ, ν)
Cartesian Space indices Small Latin (i, j, k, m)
Angle indices on SD−2 Small Latin (a, b, c, d)
Table 3. Gauge fields
Full (nonlinear) Gauge field aM
(as read off from [2])
Linearized part from aB AB = ρ−(D−3)MB
( not satisfying gauge conditions of this paper)
Coefficient of kth term in expansion M
(k)
B
of MB around ρ = 1
Linearized and outside the membrane GA
(satisfying gauge conditions of this paper)
Coefficient of kth term in expansion G
(k)
A
of GA around ρ = 1
Linearized and inside the membrane G˜A
Coefficient of kth term in expansion G˜
(k)
A
of G˜A around ρ = 1
Table 4. Different metrics
Full (nonlinear) metric: GAB = ηAB + gAB
(as read off from [2])
Linearized part from GAB ηAB + ρ−(D−3)MAB
( not satisfying gauge conditions of this paper)
Coefficient of kth term in expansion M
(k)
AB
of MAB around ρ = 1
Linearized Metric Outside the membrane: gAB = ηAB + hAB = ηAB + ρ
−(D−3)hAB
Linearized Metric Inside the membrane: g˜AB = ηAB + h˜AB
Coefficient of kth term in expansion h
(k)
AB
of hAB around ρ = 1
Coefficient of kth term in expansion h˜
(k)
AB
of h˜AB around ρ = 1
Induced Metric from Full space-time: g
(ind)
µν
Induced Metric from flat space-time: g
(ind,f)
µν
lowered indices. The same is true for the superscipt (or sometimes subscript)
(k), used to denote the kth coefficient in an expansion around ρ = 1.
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Table 5. Differential operators
w.r.t induced metric on the membrane ∇ˆ
w.r.t full space-time metric ∇
w.r.t Minkowski metric ∂
d’Alembertian ✷
d’Alembertian w.r.t g
(ind,f)
µν ✷˜
Table 6. Different projectors
On the membrane as
embedded in flat space-time ΠAB = ηAB − nAnB.
On the membrane as embedded in
space time with metric gAB = ηAB + hAB p
(out)
AB
On the membrane as embedded in
space time with metric g˜AB = ηAB + h˜AB p
(in)
AB
Projector orthogonal to both the normal as PAB = ηAB − nAnB + uAuB.
embedded in flat space and the velocity
Projector orthogonal to velocity along the as pµν = g
(ind,f)
µν + uµuν.
membrane as embedded in flat space
Projector orthogonal to membrane as Π˜AB = ηAB + h
(0)
AB − nAnB.
embedded in space with metric ηAB + h
(0)
AB
Projector on the membrane as
dependence of the Pl
lthspherical harmonic
Table 7. Extrinsic curvature
when embedded in gAB = ηAB + hAB K(out)AB
when embedded in g˜AB = ηAB + h˜AB K(in)AB
when embedded in ηAB + h
(0)
AB K¯AB
when embedded in ηAB KAB
gABK(out)AB K(out)
g˜ABK(in)AB K(in)[
ηAB − hAB(0)
]
K¯AB K¯
ηABKAB K
• In most places ∇ˆ denotes covariant derivative with respect to g(ind,f)µν . But in
some sections (e.g., in appendix (H)) it denotes covariant derivative with re-
spect to g
(ind)
µν . What we mean will be clear from the context.
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Table 8. Intrinsic curvature and Field strength
Riemann Tensor for full space time RABCD
(for general analysis)
Ricci Tensor for gAB = ηAB + hAB R
(out)
AB
Ricci Tensor for g˜AB = ηAB + h˜AB R
(in)
AB
Ricci Scalar for gAB = ηAB + hAB R
(out)
Ricci Scalar for g˜AB = ηAB + h˜AB R
(in)
Ricci Tensor for g
(ind)
µν Rµν
Ricci Scalar for g
(ind)
µν R
Field strength for GA FAB
∂AG
(k)
B − ∂BG(k)A F (k)AB
Field strength for G˜A F˜AB
∂AG˜
(k)
B − ∂BG˜(k)A F˜ (k)AB
Field strength along the membrane Fˆµν
Table 9. Different Sources
TAB Space-time Stress tensor
JA Space-time Current
TAB Defined through TAB =
√
dρ · dρ δ(ρ− 1)TAB
JA Defined through JA =
√
dρ · dρ δ(ρ− 1)JA
Tµν Stress tensor along the membrane
Jµ Current along the membrane
T
(out/in)
AB K(out/in)AB −K(out/in)pAB
J
(out)
A n
BFBA
J
(in)
A n
BF˜BA
Table 10. other notations
Fourier transform defined as ψ(t) =
∫
e−iωtψ˜(ω)dω
2π
Outgoing wave represented by e−iω(t−r).
Greens function defined as ✷ G(x, y) = −δD(x− y)
N
√
dρ · dρ
nA
∂Aρ
N
• We have used ∇ for covariant derivative with respect to both gAB and g˜AB.
What we mean, will be clear from the context.
• In section (9) and section 8 and appendices from (D) to (F), ∇i denotes covari-
ant derivative in flat space-time, but not necessarily in Cartesian coordinates
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and ∇ˆa denotes covariant along unit sphere.
• Throughout this paper we employ the mostly positive sign convention.
B Linearized Solutions for point masses and charges
In this brief Appendix - whose purpose is largely to fix conventions for the normal-
ization of mass and charge, we solve the linearized Einstein and Maxwell equations
in the presence of a point mass and charge at the origin.
B.1 Conventions for the action and equations of motion employed in this
paper
In this paper we work with the metric and gauge field governed by the action
S =
1
16π
∫ √−g (R− 4πFMNFMN) . (B.1)
As explained in the text we will sometimes study this action coupled to a classical
source - at linearized order. The resultant linearized equations can be obtained from
the action -
Action =
1
16π
∫ √−g (R − 4πFMNFMN)− ∫ (1
2
hMNTMN + JMAM
)
, (B.2)
where
FMN = ∇MAN −∇NAM . (B.3)
The linearized equations of motion (about flat space and zero gauge field) that
follow from this action is
RMN − RgMN
2
= 8πTMN ,
∇MFMN = JN
(B.4)
(the LHS of the first equation in (B.4) should be linearized).
B.2 Comparison with the conventions used in earlier work
In contrast with the conventions employed in this paper, the paper [2] used the action
S =
1
16π
∫ √−g(R− 1
4
FMNF
MN
)
. (B.5)
It follows that the gauge fields of this paper are related to the gauge fields of [2]
by the map
Ahere =
Athere√
16π
. (B.6)
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B.3 Solutions for point sources
We will now find solutions to the linearized version of (B.4) in the presence of point
sources
T00 = mδD−1(~x), J 0 = qδD−1(~x)
(with all other components zero). By definition, the spacetime that arises in response
to these sources will be taken to have mass m and charge q.
In order to solve the linearized versions of (B.4) we first employ the gauge
∇M
(
hMN − ηMNh
2
)
= 0
and
∇MAM = 0.
We find that the solution to the linearized version of (B.4) is given by
h00 =
16πm
(D − 2)ΩD−2rD−3 ,
hii =
16πm
((D − 3)(D − 2)ΩD−2rD−3 ,
A0 = −A0 = − q
(D − 3)ΩD−2rD−3 .
(B.7)
The corresponding linearized metric and gauge field takes the form
ds2 = −dt2
(
1− 16πm
(D − 2)ΩD−2rD−3
)
+ dyidyi
(
1 +
16πm
(D − 3)(D − 2)ΩD−2rD−3
)
,
A0 =
q
(D − 3)ΩD−2rD−3dt,
(B.8)
where r2 = yiyi. It may be verified that the curvature component R0i0j evaluated on
this solution is given by
R0i0j = − 8π
(D − 2)ΩD−2∇i∇j
( m
rD−3
)
. (B.9)
In a similar manner the field strength F0i evaluated on this solution is given by
F0i = − 1
(D − 3)ΩD−2∇i
q
rD−3
. (B.10)
The coordinate change
yi = xi
(
1− 8πm
(D − 3)(D − 2)ΩD−2rD−3
)
,
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turns (B.8) into
ds2 = −dt2
(
1− 16πm
(D − 2)ΩD−2r˜D−3
)
+
dr˜2(
1− 16πm
(D−2)ΩD−2r˜D−3
) ,
A0 =
q
(D − 3)ΩD−2rD−3 ,
(B.11)
where r˜2 = xixi
64 . The solution in (B.11) is presented in the Schwarzschild gauge
most convenient for comparing with the Reissner Nordstrom black holes of the next
section.
C Reisnner Nordstorm Black Holes and their thermody-
namics
In this Appendix we present the solutions for Reisnner Naordstorm black holes in
arbitrary dimensions and also review their thermodynamics. The material reviewed
here is, of course, well known. Our main purpose is to establish conventions.
The system (B.1) admits the following two parameter set of exact Reissner Nord-
strom solutions
ds2 = −dt2f(r) + dr
2
f(r)
+ r2dΩ2D−2;
f(r) =
(
1− (1 + cDQ
2)rD−30
rD−3
+
cDQ
2rD−30
r2(D−3)
)
,
A =
Q√
8π
(r0
r
)D−3
dt,
(C.1)
where 65
cD =
D − 3
D − 2 .
The mass and charge of these solutions are easily read off by comparison with
(B.11); we find
m =
(D − 2)(1 + cDQ2)rD−30 ΩD−2
16π
,
q =
1√
8π
(D − 3)QrD−30 ΩD−2.
(C.2)
The inverse temperature of these solutions is obtained by continuing to Euclidean
space and identifying the periodicity of the time circle that keeps the solution regular
64(B.11) is equivalent to (B.8) under the coordinate change listed above only at large r. More
precisely these two terms are equivalent when we keep corrections to the flat space metric of order
1
rD−3
but ignore terms of order 1
r2(D−3)
65Note that the solution (C.1) agrees with the solution reported in [2] after using (B.6).
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at the outer event horizon; this procedure gives
T =
(1− cDQ2)(D − 3)
4πr0
. (C.3)
The chemical potential µ of this solution is given by A0 evaluated at infinity
minus A0 evaluated at the outer event horizon and equals
µ = − 1√
8π
Q. (C.4)
Finally, the entropy of the black hole is the area of its outer event horizon divided
by 4 and is given by
S =
ΩD−2r
D−2
0
4
. (C.5)
It is easily verified that
TdS =
ΩD−2(D − 2)(D − 3)
16π
(1− cDQ2)rD−40 dr0,
dm =
ΩD−2(D − 2)
16π
(
(1 + cDQ
2)(D − 3)rD−40 dr0 + 2cDQr − 0D−3dQ
)
,
µdq =− QΩD−2(D − 3)
8π
(
(D − 3)Qr − 0D−4dr0 + rD−30 dQ
) (C.6)
It is easily verified that these expressions are consistent with the first law of
thermodynamics
TdS = dm+ µdq. (C.7)
D Spherical Harmonics
In this appendix we review various properties of scalar vector and tensor spherical
harmonics that will prove useful to us in the rest of this paper.
D.1 Scalar Spherical Harmonics
Scalar spherical harmonics form a basis for functions on the unit SD−2. Every scalar
spherical harmonic may be obtained as the restriction of a polynomial function in
RD−1 to the unit sphere. Distinct polynomials that have the same restriction to the
unit sphere define the same spherical harmonic. In other words spherical harmonics
may be thought of as equivalence classes of polynomials in RD−1. In each equivalence
class it is possible to find a unique representative polynomial which given by a linear
combination of monomials of the form
Sl = Ci1...ilx
i1 . . . xil , (D.1)
where the coefficients Ci1...il are symmetric and traceless.
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Monomials of the form (D.1) of degree l define a basis for lth scalar spherical
harmonics. Such monomials transform in the representation (l, 0, . . . 0) of SO(D−1),
where we label SO(D − 1) representations by highest weights under rotations in
orthogonal two planes of RD−1. It follows from the tracelessness of Ci1...il that∇2Sl =
0 where ∇2 is the Laplacian in RD−1. Transforming this equation to spherical polar
coordinates we deduce that
−∇2Yl = l(D + l − 3)Yl, (D.2)
where Yl is the restriction of Sl onto the unit sphere and ∇2 on the LHS of (D.2) is
the Laplacian on the unit sphere.
D.1.1 Projectors onto spaces of scalar spherical harmonics
We use notation in which the angles on the unit SD−2 are collectively denoted by θ.
For some purposes it is useful to define Pl. Pl acts on the space of functions on the
unit sphere as a projector onto the lth spherical harmonic sector. In other words∫
dΩ′D−2Pl(θ, θ′)Yl′(θ′) = δll′Yl(θ). (D.3)
It is not difficult to find an explicit expression for the projector Pl(θ, θ′). In order
to do this first note that
Pl(θ, θ′)R [Y ′l (θ′)] = R [Pl(θ, θ′)Y ′l (θ′)] ,
where R is any SO(D − 1) rotation operator (this equation follows because the
action of a rotation operator on any kth spherical harmonic is another kth spherical
harmonic). It follows, in other words, that Pl(θ, θ′) is invariant under simultaneous
rotations of θ and θ′. Let rˆ denote the unit vector in the direction of θ and rˆ′ denote
the unit vector in the direction of θ′. It follows that
Pl(θ, θ′) = fl(rˆ.rˆ′),
where fl(x) is an as yet undetermined function of a single real variable x.
In order to determine fl(x) we note that
∇2Pl(θ, θ′) = ∇′2Pl(θ, θ′) = −l(D + l − 3)Pl(θ, θ′). (D.4)
Let us now specialize to the case that the vector rˆ′ points along the xD−1 axis.
In this case rˆ.rˆ′ is simply the cosine of the angle (let us call it θ) that rˆ makes
with the xD−1 axis. It follows from (D.4) that fl(cos θ) is an lth spherical harmonic.
Notice that fl(cos θ) depends only on the angle with the x
D−1 axis and so is rotational
invariant under SO(D−2) rotations that leave xD−1 unchanged. The unique spherical
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harmonic with these properties is proportional to the unique regular solution to the
differential equation
1
(sin(θ))D−3
∂θ
(
(sin(θ))D−3 fl(cos θ)
)
= −l(D + l − 3)fl(cos θ).
Solving the equation we find
fl(cos θ) = Nl(sin θ)
−D−4
2 P
D
2
−2
D
2
+l−2(cos θ), (D.5)
where P
D
2
−2
D
2
+l−2(x) is an associated Legendre function and Nl is an as yet undetermined
constant.
In order to determine Nl we use the equation (D.3) for the special case that rˆ
points along the xD−1 axis, and the function it acts on (Y ′l in (D.3)) is chosen to be
(sin θ′)−
D−4
2 P
D
2
−2
D
2
+l−2(cos θ
′) where θ′ is the angle of rˆ′ with the xD−1 axis. It follows
from (D.3) that
lim
θ→0
(
(sin θ′)−
D−4
2 P
D
2
−2
D
2
+l−2(cos θ)
)
= NlΩD−3
∫
(sinθ)D−3
(
(sin θ)−
D−4
2 P
D
2
−2
D
2
+l−2(cos θ)
)2
= NlΩD−3
∫
sin θ
(
P
D
2
−2
D
2
+L−2(cos θ)
)2
,
(D.6)
where ΩD−3 is the volume of the unit D − 3 sphere. The integral on the RHS of
(D.6) is standard in the theory of Legendre functions and is given by∫
sin θ′
(
P
D
2
−2
D
2
+l−2(cos θ
′)
)2
=
2(l +D − 4)!
(2l +D − 3)l! .
Moreover the limit on the LHS is given by
lim
θ→0
(
(sin θ′)−
D−4
2 P
D
2
−2
D
2
+l−2(cos θ)
)
=
(−1
2
)D−4
2 (l +D − 4)!
l!Γ(D−2
2
)
.
These relations determine Nl; plugging in the value we obtain
fl(cos θ) =
(−1
2
)D
2 2l +D − 3
π
D−2
2
(sin θ′)−
D−4
2 P
D
2
−2
D
2
+l−2(cos θ). (D.7)
In particular we have
Pl(0) = lim
θ→0
fl(cos θ) =
1
2D−2π
D−2
2
(l +D − 4)!
l!
(2l +D − 3)
Γ
(
D−2
2
) . (D.8)
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D.2 Vector spherical harmonics
Vector spherical harmonics form a basis for the set of divergence free vector fields
on the unit sphere SD−2. In this brief section we will describe how vector spherical
harmonics can be obtained as the restriction of polynomial valued vector fields in
RD−1. We will also use this description to compute some of the properties of these
harmonics.
Consider a vector field in RD−1 of the form
W li = Vi,i1...ilx
i1 . . . xil . (D.9)
We will be interested in the restriction of this vector field onto the unit sphere. As
in the previous subsection different expressions of the form (D.9) that restrict to the
same vector field on the unit sphere will be considered equivalent; in other words
vector spherical harmonics are identified with equivalence classes of expressions of
the form (D.9). The indices i1 . . . il are clearly symmetric. As the normal component
of the vector field W li has no restriction to the sphere it is convenient to set this
component to zero. The requirement xiW li = 0 is equivalent to the condition that
the Vi,i1...il vanishes under symmetrization between i and (say) i1. As in the previous
section one can find a representative in any equivalence class with the property
that the coefficient functions Vi,i1...il vanish upon tracing, say, i1 and i2. The set of
coefficient functions with these properties transform in the (l, 1, . . . 0) representation
of SO(D − 1) (see the previous subsection for an explanation of our labelling of
representations).
It follows from all the conditions we have imposed that
∇.W l = 0, (D.10)
where the divergence is taken in the embedding RD−1. Translating this equation to
polar coordinates we also find
∇.W l = 0, (D.11)
whereW l is now thought of as a vector field on the unit sphere and∇ is now regarded
as the covariant derivative on the unit sphere.
The set of vector fields W li - when restricted to the sphere - define a basis for
lth vector spherical harmonics on SD−2. We use the symbol V αl to denote l
th vector
spherical harmonics on SD−2. We will sometimes also use the symbol V αl to denote
a vector function in the full embedding RD−1 defined by
V li = Vi,i1...il
xi1 . . . xil
rl
, (D.12)
where the coefficients Vi,i1...il are constants independent of r. With this normalization
each Cartesian component of the vector field V l is independent of r.
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Note that for any fixed i (where i is a Cartesian coordinate) W li is a polynomial
of the form (D.1). It follows that ∇2W li = 0 (where ∇2 is the Laplacian acting on
RD−1). In a similar manner for any fixed i the function V li defined in (D.12) is an r
independent scalar spherical harmonic of degree l and so it follows that
−∇2V li =
l(D + l − 3)
r2
V li , (D.13)
where, once again, the Laplacian is taken in the embedding RD−1.
Consider a sphere of radius r centered about the origin of RD−1. The restriction
of V li onto this sphere defines a vector field on the sphere. We will now compute
the eigenvalue of the Laplacian ∇ˆ2 on this sphere acting on this vector field. Using
standard formulae
∇ˆ2(Vi(θ)
= ∂m(Πjn∂mVj)Πin
= −1
r
Πimrˆj∂mVj +Πij∂m∂nVj
=
1
r2
Vi − l(l +D − 3)
r2
Vi
= − l(l +D − 3)− 1
r2
Vi,
(D.14)
(where Πij denotes the projector onto the unit sphere). Here we have used some
identities
∂irˆj =
1
r
Πij,
∂k∂k rˆi = −D − 2
r2
rˆi,
∂iΠij = −D − 2
r
rˆj,
∂kΠij = −1
r
(Πkirˆj +Πkj rˆi) ,
∂k∂kΠij = − 2
r2
(Πij − (D − 2)rˆirˆj) .
(D.15)
Upon setting r = 1 (D.14) gives the eigenvalue Laplacian (viewed as a vector
field acting on vectors on the unit sphere) acting on the lth vector spherical harmonic.
As in the previous subsection we define the linear operator PVl which acts on
vector fields on the unit sphere and projects onto the sector of vector field spanned
by lth vector spherical harmonics.
PVl [Vl′ ] = δll′Vl′ ,
PVl [∂χ] = 0.
(D.16)
It is possible to work out an explicit form for the projector PVl ; however we will
not have need for the explicit expression in this paper and so will not pause to do
so.
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D.3 Tensor Spherical harmonics
Mimicking the analysis of the previous section, a basis for traceless, divergenceless
symmetric tensor fields on the unit sphere is given by the restriction of the polynomial
expressions
Blij = Tij,i1...ilx
i1 . . . xil , (D.17)
onto the unit sphere. The coefficient function Tij,i1...il is chosen to have the following
properties.
• It is symmetric in the indices i1 . . . il and separately in i, j.
• It vanishes under tracing any two of the indices.
• It vanishes under the symmetrization of (say) i with (say) i1.
The coefficient functions Tij,i1...il transform in the (l, 2, 0 . . . 0) representation of SO(D−
1). The restriction of Blij to the unit sphere yields a set of symmetric traceless, diver-
genceless tensor fields on the unit sphere that form the basis for the set of lth tensor
spherical harmonics.
Note that any fixed Cartesian component of Blij is a function of the form (D.1),
and so ∇2Blij = 0, where ∇2 is the Laplacian on RD−1.
As in the previous subsection we sometimes have used Blij for a tensor spherical
harmonic field that is defined in all of RD−1. Rather than the function Blij defined
above, we find it convenient to use the normalized tensor fields
T lij = Tij,i1...il
xi1 . . . xil
rl
. (D.18)
As in the previous section we may restrict T lij to the surface of a sphere of radius
r. The Laplacian of T l viewed as a tensor field on this restricted surface is easily
computed; we have
∇ˆ2(Tij(θ) = ∂m(ΠpnΠqk∂mTpq)ΠinΠjk
=
2
r2
Tij − l(l +D − 3)
r2
Tij
= − l(l +D − 3)− 2
r2
Tij.
(D.19)
As in previous subsections we define the linear operator PTl , which acts on
traceless symmetric tensor on the unit sphere and projects onto the sector of tensor
fields spanned by lth tensor spherical harmonics.
PTl [(Tij)l′] = δll′(Tij)l′ ,
PTl [anything else] = 0;
(D.20)
where ‘anything else’ refers to tensors formed out of derivatives acting on scalar or
vector spherical harmonics. It should be possible to work out an explicit form for
the projector PTl ; however we will not have need for the explicit expression in this
paper and so will not pause to do so.
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D.4 Decomposition of the general vector field on RD−1 in a spherical
basis
As we have mentioned above, the most general vector field on RD−1 can be con-
structed out of two scalar fields and one divergenceless purely angular vector field.
The decomposition takes the form
~A = rˆa +∇b+ ~γ, (D.21)
where a and b are arbitrary scalar fields and ~γ is an arbitrary divergence free, purely
angular vector field. We emphasize that the scalars a and b and the vector field ~γ
are arbitrary functions of the radial coordinate r.
In (D.21) we have arbitrarily chosen a basis for the two scalar fields in the
problem; of course any two linearly independent linear combinations of a and b
would form as good a basis. We will now find a geometrically natural basis for the
problem. Let α and β be the two scalar functions and let αl and βl respectively
represent the projection of these functions into the space of lth spherical harmonics
i.e.
α =
∞∑
l=0
αl, β =
∞∑
l=0
βl, Pl′αl = δll′αl, Pl′βl = δll′βl, (D.22)
where Pl, the projector onto the lth scalar spherical harmonic was defined in (D.3).
Let ~γ represent the non radial and divergence free vector field and let ~γl represent
the projection of this field onto the space of lth vector spherical harmonics i.e. let
~γ =
∞∑
l=1
~γl, PVl′ ~γl = δll′~γl, (D.23)
where PVl′ was defined in (D.16). As emphasized above αl , βl and ~γl are all arbitrary
functions of r. The most general vector field ~Jeff can be parametrized in terms of α,
β and ~γ by
~Jeff =
(
~A−[α] + ~A+[β] + ~γ
)
, (D.24)
where66
~A−[α] =
∞∑
l=0
(
lrˆαl + r~∇pαl
)
,
~A+[β] =
∞∑
l=0
(
(l +D − 3)rˆiβl − r~∇pβl
)
.
(D.26)
66 We have defined the projected derivative ∇p as follows
Scalar : ∇piα = Πji∂jα,
Vector : ∇pi βj = ΠkiΠlj∂k(Πml βm).
(D.25)
and so on for the tensor .
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The linear combinations in (D.26) are special because they are ‘diagonal’ under
the action of Pl′ , the projector onto scalar spherical harmonics acting separately on
each Cartesian components. Specifically we have
Pl′
(
~A−[α]
)
= ~A−[Pl′+1α],
Pl′
(
~A+[β)]
)
= ~A+[Pl′−1β].
(D.27)
67
The action of the scalar projector on individual Cartesian components of vector
spherical harmonics is automatically diagonal and is very simple
Pl (~γ) = PVl (~γ) = ~γl, (D.29)
where PVl represents the projector onto the space of lth vector spherical harmonics.
It is now easy to deduce the action of the RD−1 Laplacian ∇2 on the vector field
~Jeff . Using the fact the Laplacian in Cartesian coordinates acts on each component
of a vector field as if it were a scalar, it follows immediately from (D.29) and (D.27)
∇2 ~A−[α] = ~A−[α˜],
∇2 ~A+[β] = ~A+[β˜],
∇2~γ = ~˜γ,
(D.30)
where
α˜ =
∑
l
(
1
rD−2
∂r
(
rD−2∂rαl
)− (l − 1)(l − 1 +D − 3)
r2
αl
)
,
β˜ =
∑
l
(
1
rD−2
∂r
(
rD−2∂rβl
)− (l + 1)(l + 1 +D − 3)
r2
βl
)
,
~˜γ =
∑
l
(
1
rD−2
∂r
(
rD−2∂r~γl
)− (l)(l +D − 3)
r2
~γl
)
.
(D.31)
In words, ∇2 acts on αl as it would on the (l − 1)th component of a scalar field. ∇2
acts on βl as it would on the (l + 1)
th component of a scalar field. ∇2 acts on ~γl as
it would on the (l)th component of a scalar field; the last statement reflects the fact
that the lth scalar and vector spherical harmonics have equal eigenvalues under the
the action of the Laplacian on the unit sphere.
67This equation can be restated as
Pl′( ~A−[αl]) = δl′,l−1( ~A−[αl]),
Pl′( ~A+[βl]) = δl′,l+1( ~A+[βl]).
(D.28)
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It is also not difficult to verify that
~∇ · ~A−[α] =
∑
l
lrl−1∂r
( αl
rl−1
)
,
~∇ · ~A+[β] =
∑
l
l +D − 3
rl+D−2
∂r
(
rl+D−2βl
)
,
~∇ · ~γ = 0.
(D.32)
D.5 An expansion of the arbitrary tensor field in a spherically adapted
basis
The most general symmetric tensor field in RD−1 can be split into its trace - which is a
decoupled scalar - and a traceless symmetric tensor. We ignore the trace part in what
follows. The most general traceless symmetric tensor field is parametrized by three
scalar fields, two angular divergence free vector fields and one angular divergence free
tensor field. As in the previous subsection, it is dynamically convenient to choose a
basis for the vectors and the scalars that diagonalizes the action of ∇2. The logic and
algebra is very similar to the previous subsection and we only present final results.
Following the previous subsection we use obvious notation to denote the projec-
tion of any of these quantities to their lth spherical harmonic sector. For instance
αl represents the projection of α to the l
th scalar spherical harmonic sector, while ~φl
represents the projection of ~φ to the lth vector spherical harmonic sector, etc. 68 A
general tensor field Tij is given in terms of this data by the decomposition
Tij =
(C−ij [α] + C+ij [β] + C0ij [γ] + δijκ)
+
(B−ij [φ] + B+ij [ψ])+ χij , (D.33)
where
(C−)ij [α] =A−i
(A−j [α]) = A−j (A−i [α]) ,
(C+)ij [β] =A+i
(A+j [β]) = A+j (A+i [β]) ,
(C0)ij[γ] =1
4
(A−i (A+j [γ])+A−j (A+i [γ])+A+i (A−j [γ])+A+j (A−i [γ]))
− δij
∑
l
(
2l(l +D − 3)
D − 1 +
D − 3
2
)
γl,
δijκ =
∑
l
1
2(2l +D − 3)
(A−i (A+j [κl])+A−j (A+i [κl])−A+i (A−j [κl])−A+j (A−i [κl])) ,
(B−)ij [~φ] =A−i [φj] +A−j [φi],
(B+)ij[~ψ] =A+i [ψj ] +A+j [ψi].
(D.34)
68The index l runs from 0 to ∞ in the case of scalars, from 1 to ∞ in the case of vectors and
from 2 to ∞ in the case of tensors
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Quantities like A−i
(A−j [α]) that appear in the equation above have the following
meaning; the operator A−i acts on each Cartesian component of A−j [α] as if it were
a scalar (i.e. according to the formula (D.26)). 69 More generally the action of the
A−i or A+i on any vector field is that these operators act on each of the Cartesian
components of the corresponding vector field as they would on a scalar (i.e. according
to (D.26)). Using the fact that each Cartesian component of an lth vector harmonic
is an lth scalar harmonic , it follows that the action of these operators on tangential
divergenceless vector fields (those that can be expanded in vector harmonics) is given
by
~A−[~φ] =
∞∑
l=0
(
lrˆ~φl + r~∇p~φl
)
,
~A+[~ψ] =
∞∑
l=0
(
(l +D − 3)rˆi ~ψl − r~∇p ~ψl
)
.
(D.36)
Of course the linear combinations in (D.34) are ‘diagonal’ under the action of Pl′ ,
the projector onto scalar spherical harmonics acting separately on each Cartesian
component.
Pl
(
(C−)ij [α]
)
= (C−)ij[Pl+2α],
Pl
(
(C+)ij[β]
)
= (C+)ij[Pl−2β],
Pl
(
(C0)ij [γ]
)
= (C0)ij [Plγ],
Pl
(
(B−)ij[~φ]
)
= (B−)ij [PVl+1~φ],
Pl
(
(B+)ij [~ψ]
)
= (B+)ij [PVl−1 ~ψ]
(D.37)
69Here we explicitly write the expressions for the action of two ~A′s on a scalar
A−i A−j [α] = ((l − 1)rˆi + r∇pi )
(
lrˆj + r∇pj
)
[α]
= l(l − 2)rˆirˆjα+ (l − 1)(rrˆi∇pj + rrˆj∇pi )α+ lδijα+ r2∇ijα,
A+i A+j [α] = ((l +D − 2)rˆi − r∇pi )
(
(l +D − 3)rˆj − r∇pj
)
[α]
= (l +D − 3)(l +D − 1)rˆirˆjα− (l +D − 2)(rrˆi∇pj + rrˆj∇pi )α− (l +D − 3)δijα+ r2∇ijα,
A−i A+j [α] = ((l + 1)rˆi + r∇pi )
(
(l +D − 3)rˆj − r∇pj
)
[α]
= l(l +D − 3)rˆirˆjα− (l + 1)rrˆi∇pjα+ (l +D − 2)rrˆj∇piα+ (l +D − 3)δijα− r2∇ijα,
A+i A−j [α] = ((l +D − 4)rˆi − r∇pi )
(
lrˆj + r∇pj
)
[α]
= l(l +D − 3)rˆirˆjα+ (l +D − 4)rrˆi∇pj − (l − 1)rrˆj∇piα− lδijα− r2∇ijα,
(D.35)
where we have defined ∇ij as the complete projected derivative of two ∇i and is given by
∇ijα = ΠkiΠmj ∂m (Πnk∂nα) .
It can be easily shown that ∇ij is symmetric under the exchange of i←→ j.
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(recall PVl projects onto the subspace of lth vector spherical harmonics).
The action of the scalar projector on individual Cartesian components of tensor
spherical harmonics is automatically diagonal and is very simple
Pl (χ)ij = PTl (χ)ij = (χl)ij , (D.38)
where PTl represents the projector onto the space of lth tensor spherical harmonics.
Equation (D.38) simply asserts that each Cartesian component of modes in the lth
tensor spherical harmonic is a scalar spherical harmonic of degree l.
The action of the operator ∇2 is also diagonal - and rather simple - in this basis
∇2 ((C−)ij[α]) = (C−)ij [α˜],
∇2 ((C+)ij[β]) = (C+)ij [β˜],
∇2 ((C0)ij [γ]) = (C0)ij[γ˜],
∇2
(
(B−)ij [~φ]
)
= (B−)ij[~˜φ],
∇2
(
(B+)ij [~ψ]
)
= (B+)ij[ ~˜ψ],
∇2χij = χ˜ij ,
∇2κ = κ˜,
(D.39)
where
α˜ =
∑
l
(
1
rD−2
∂r
(
rD−2∂rαl
)− (l − 2)(l − 2 +D − 3)
r2
αl
)
,
β˜ =
∑
l
(
1
rD−2
∂r
(
rD−2∂rβl
)− (l + 2)(l + 2 +D − 3)
r2
βl
)
,
γ˜ =
∑
l
(
1
rD−2
∂r
(
rD−2∂rγl
)− l(l +D − 3)
r2
γl
)
,
~˜φ =
∑
l
(
1
rD−2
∂r
(
rD−2∂r~φl
)
− (l − 1)(l − 1 +D − 3)
r2
~φl
)
,
~˜ψ =
∑
l
(
1
rD−2
∂r
(
rD−2∂r ~ψl
)
− (l + 1)(l + 1 +D − 3)
r2
~ψl
)
,
χ˜ij =
∑
l
(
1
rD−2
∂r
(
rD−2∂r(χl)ij
)− l(l +D − 3)
r2
(χl)ij
)
,
κ˜ =
∑
l
(
1
rD−2
∂r
(
rD−2∂rκl
)− l(l +D − 3)
r2
κl
)
.
(D.40)
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It is also not difficult to verify that
∇iC−ij [α] = A−j
[
(l − 1)(r)l−2∂r
(
αl
(r)l−2
)]
,
∇iC+ij [β] = A+j
[
(l +D − 2)∂r
(
(r)l+D−1βl
)
(r)l+D−1
]
,
∇iC0ij [γ] = A+j
[
l
2(2l +D − 3)
(
(2l +D − 3)− 4(l +D − 3)
D − 1
)
(r)l∂r
(
γl
(r)l
)]
+A−j
[
(l +D − 3)
2(2l +D − 3)
(
(2l +D − 3)− 4l
D − 1
)
∂r
(
(r)l+D−3γl
)
(r)l+D−3
]
,
∇iB−ij [~φ] =
∑
l
(l − 1)rl−1∂r
(
(φl)j
rl−1
)
,
∇iB−ij [~ψ] =
∑
l
l +D − 2
rl+D−2
∂r
(
rl+D−2(ψl)j
)
,
∇iχij = 0.
(D.41)
E Scalar Greens Functions
E.1 Retarded Greens Functions in position space
In this subsection we obtain explicit expressions for the Greens function in position
space, starting from the exact Fourier space result (2.5).
• Even D
When D is even the argument of the Hankel function that appears in (2.5) is half
integral. Now Hankel functions of half integral argument have an amazing property;
their large argument expansion truncates at a finite order. In equations
H
(1)
m+1/2(ωr) =
√
2
πωr
(−i)m+1eiωr
m∑
k=0
(m+ k)!
k!(m− k)!
ik
(2ωr)k
, (E.1)
m (which is m = D−4
2
in our context) is an integer. As this expression takes the form
eiωr times a polynomial in ω. It follows that G(r, t) defined by
G(r, t) =
∫
dω
2π
Gω(r)e
−iωt, (E.2)
is a linear sum of a finite number of derivatives of δ(r − t). We find
G(r, t) =
1
2
(
1
2πr
)m+1 m∑
k=0
(m+ k)!
k!(m− k)!
∫
dω
(−iω)m−keiω(r−t)
(2r)k
(E.3)
= −1
2
( −1
2πr
)m+1 m∑
k=0
(m+ k)!
k!(m− k)!
∂m−kr δ(t− r)
(−2r)k . (E.4)
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It may be verified that (E.3) resums to
G(r, t) =
θ(X0)
2
(
1
π
)D−2
2
δ(
D−4
2 )(r2−t2) = θ(X
0)
2
(
1
π
)D−2
2
(
XM∂M
2XNXN
)D−2
2
δ(XMXM).
(E.5)
70 We have checked the equivalence of (E.5) and (E.3) on Mathematica for D ≤ 14.
• Odd D
In order to obtain an explicit expression for the Greens function in odd D we
found it convenient to start with the explicit expression for the Greens function in ω
and ~k. Transforming to polar coordinates in ~k space we have
GD(r, t) = −ΩD−3
∫
dω
(2π)D
dθ(sin θ)D−3
kD−2dk
(ω + iǫk)2 − k2 e
−i(ωt−kr cos θ) (E.6)
(here ǫ is an infinitesimal dimensionless number and the positive factor of k in front
of ǫ has been inserted for future convenience). For t < 0 we can close the contour in
the upper half plane. As the integrand of (E.6) is analytic here the integral vanishes,
as expected for a retarded correlator. On the other hand for t > 0 we close the
contour in the lower half plane and pick up contributions from the two poles in the
integrand. Doing the ω integral we find
GD(r, t) = iΩD−3
∫
1
(2π)D
dθ(sin θ)D−3kD−2dk
e−ik(t−iǫ) − eik(t+iǫ)
2k
eikr cos θ
=
iΩD−3
(2π)D−3
∫
1
(2π)2
(k2 − k2 cos θ)D−32 e
−ik(t−iǫ) − eik(t+iǫ)
2
eikr cos θdθdk
=
iΩD−3
(2π)D−3
(−∂2t + ∂2r )
D−3
2
∫
1
(2π)2
e−ik(t−iǫ) − eik(t+iǫ)
2
eikr cos θdθdk
=
iΩD−3
(2π)D−3
(−∂2t + ∂2r )
D−3
2 G3(r, t), (E.7)
where
G3(r, t) =
∫
e−ik(t−iǫ) − eik(t+iǫ)
2
eikr cos θdθ
dk
(2π)2
. (E.8)
70Recall that δm(α) is the mth derivative of the delta function w.r.t. α. In the case at hand α is
r2 − t2 = XMXM and partial derivatives w.r.t. α can be converted into partial derivatives w.r.t.
XM using the chain rule ∂α =
XM∂M
2XNXN
.
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We now proceed to explicitly evaluate integral in (E.8). Evaluating the integral
over k in that expression we find
G3(r, t) =
−i
2
∫
dθ
2π
(
1
t− r cos(θ)− iǫ +
1
t + r cos(θ) + iǫ
)
∴ G3(r, t) = −iI1 + I2
4πi
, (E.9)
where I1 and I2 are defined as :
I1 =
∮
2idz
r
(
z − t+
√
t2−r2
r
)(
z − t−
√
t2−r2
r
) , (E.10)
I2 =
∮ −2idz
r
(
z − −t+
√
t2−r2
r
)(
z − −t−
√
t2−r2
r
) , (E.11)
where we have defined eiθ = z, and the contour integrals above are taken anticlock-
wise over the unit circle. When r > t the poles in z in I1 and I2 both lie on the
unit circle. This integral can be defined by the principal value and simply vanishes.
When t2 > r2, on the other hand, the second pole in I1 lies within the unit circle
while the first pole lies outside. The situation is reversed for I2; the first pole lies
within the unit circle while the second one lies outside. Evaluating the integrals by
contours we find
I1 =
−iθ(t2 − r2)√
t2 − r2 ,
I2 =
−iθ(t2 − r2)√
t2 − r2 .
(E.12)
Using the fact that G3 vanishes for negative t it follows that
G3(r, t) =
−2πiθ(t− r)√
t2 − r2 . (E.13)
From (E.7) it follows that
GD(r, t) =
ΩD−3
(2π)D−4
(−∂2t + ∂2r )
D−3
2
(
θ(t− r)√
t2 − r2
)
. (E.14)
E.2 Large D expansion of the Greens Function using WKB
As we have explained in the main text, the large D limit of the Greens function is
given by the solution of an effective Schrodinger equation which takes the form
− ψ′′(ω, r) + D
∗2
4r2
ψ(ω, r) = ω2ψ(ω, r), where D∗ =
√
(D − 2)(D − 4). (E.15)
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a = 2D
∗
ω
r
V (r) = D
∗2
4r2
E = ω2
Figure 1. Potential for allowed and disallowed regions .
The most general WKB solution to this equation in the classically disallowed
region is given by
ψ(ω, r) =
√
D∗B
√
2
(
D∗2
4r2
− ω2) 14
(
D∗
2ωr
−
√
D∗2
4ω2r2
− 1
)−D∗
2 (
D∗
ω
)−D∗
2
e
D∗
2
−
√
D∗2
4
−ω2r2
+
√
D∗A
√
2
(
D∗2
4r2
− ω2) 14
(
D∗
2ωr
−
√
D∗2
4ω2r2
− 1
)D∗
2 (
D∗
ω
)−D∗
2
e
D∗
2
+
√
D∗2
4
−ω2r2 .
(E.16)
In the limit 2rω ≪ D∗ this solution reduces to
ψ(ω, r) =
B
r
D−4
2
+ A
(eω
D
)D−3
r
D−2
2 , (E.17)
in agreement with (2.15). In order to obtain (E.17) , we have used D∗ = (D − 3) +
O(1/D) and have ignored this higher order correction. We have also used
Ωn =
2π
n+1
2
Γ(n+1
2
)
. (E.18)
In the classically allowed region, on the other hand,
ψ(ω, r) =
Eei
D∗pi
4 e−i
D∗
2
sin−1( D
∗
2ωr)e−i
√
ω2r2−D∗2
4 + Ce−i
D∗pi
4 ei
D∗
2
sin−1( D
∗
2ωr )ei
√
ω2r2−D∗2
4(
ω2 − D∗2
4r2
) 1
4
.
(E.19)
– 125 –
In the limit 2ωr≫ D∗ (E.19) reduces to
ψ(ω, r) =
1√
ω
(
Eei
D∗pi
4 e−iωr + Ce−i
D∗pi
4 eiωr
)
, (E.20)
in agreement with (2.17).
The usual WKB crossing formulae relate the four constants A B C E. Using
Equation 7.35 of [37] we have
C = e−
ipi
4
(
A+
iB
2
)√
D∗
2
(
D∗
ω
)−D∗
2
e
D∗
2 ,
E = e
ipi
4
(
A− iB
2
)√
D∗
2
(
D∗
ω
)−D∗
2
e
D∗
2 .
(E.21)
As we have explained in the main text, the constant B is universal and is given
by B = 1
(D−3)ΩD−2 . If we now specialize to the case of the retarded Greens function
we have E = 0. From (E.21) it follows that
C =
(1 + i)√
2
B
√
D∗
2
(
D∗
ω
)−D∗
2
e
D∗
2 =
(1 + i)√
2
(2)−
D
2
ω
D−3
2
π
D−2
2
,
A =
iB
2
=
i
2(D − 3)ΩD−2 .
(E.22)
71 It follows that in the classically allowed region
ψ(ω, r) = − (2i)−D
∗
2
ω
D−3
2
π
D−2
2
e
i
(√
ω2r2−D∗2
4
+D
∗
2
sin−1( D
∗
2ωr )
)
(
ω2 − D∗2
4r2
) 1
4
. (E.23)
It is easily verified that (E.23) matches both the leading and first subleading terms
in (2.7) when expanded at large r.
In the classically disallowed region , where D∗ > 2ωr we find the explicit formula
ψ(ω, r) =
1
(D − 3)ΩD−2
(
e
D∗
2
−
√
D∗2
4
−ω2r2(
D∗2
4r2
− ω2) 14
(
D∗
ω
(
D∗
2ωr
−
√
D∗2
4ω2r2
− 1
))−D∗
2
+
i
2
e
D∗
2
+
√
D∗2
4
−ω2r2(
D∗2
4r2
− ω2) 14
(
1
2r
−
√
1
4r2
− ω
2
D∗2
)D∗
2 )
=
1
(D − 3)ΩD−2
(
1
r
D−4
2
+
i
2
(eω
D
)D−3
r
D−2
2
)
,
(E.24)
71We have used the large D approximations D∗ ≈ D − 3 and
ΩD−2 ≈ 2−D−32 πD−22 eD−32 D−D−22 .
– 126 –
where the second expression applies at small ωr. So the Greens Function can be
written as
G(ω, r) =
1
(D − 3)ΩD−2rD−32
(
1
r
D−3
2
+
i
2
(eω
D
)D−3
r
D−3
2
)
. (E.25)
It may be verified that this result matches the small r asymptotics of the exact
formula (2.5) in the following sense. From (2.5) the exact Greens function is given
by
G(ω, r) =
i
4
( ω
2πr
)D−3
2
(
JD−3
2
(ωr) + iND−3
2
(ωr)
)
, (E.26)
where Nn is the Neumann function. At small ωr we use the small ωr expansion of
the Bessel and Neumann functions to obtain
G(ω, r) =
i
4
1
(D − 3)ΩD−2
( ω
2πr
)D−2
2
(
−4i
(
2π
ωr
)D−3
2
+
2
e
(
2πeωr
D
)D−3
2
)
=
1
(D − 3)ΩD−2rD−32
(
1
r
D−3
2
+
i
2e
(eω
D
)D−3
r
D−3
2
)
,
(E.27)
in agreement with (E.24).
We will now explain in what sense the WKB approximation may be thought of
as the first term in a systematic large D approximation of the Greens function. The
first correction to any WKB approximation is of order of the fractional change in
the wavenumber over a distance scale of order one wavelength. In formulae, the first
correction to this approximation is of order 1
k(r)
∂r ln k(r) where k(r) is the local WKB
wave number. In the classically allowed region k(r) =
√
ω2 − D2
4r2
. So the fractional
correction, E(r), to the WKB approximation can be estimated to be of order
E(r) =
D∗2
r3(√
ω2 − D∗2
4r2
)3 .
Provided that
√
ω2 − D∗2
4r2
is of order unity (i.e. provided we don’t get too near
the turning point) it follows that E(r) = O (1/D) (recall that ωr > D/2). This
conclusion works all the way down to ωr − D
2
∼ 1
D
2
3
. In a similar manner the
fractional error to the WKB approximation in the classically disallowed region is
once again estimated as
E(r) ∼ 1
D
√
1− 4ω2r2
D2
,
and is once again of order 1
D
provided we stay away from the turning point. In sum-
mary, the WKB approximation provides an excellent approximation to the Greens
function at large D except within a distance of order 1
D
2
3
of the turning point.
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We end this subsection with a qualitative description of the retarded Green’s
function in the large D limit. There are four qualitatively distinct regions in the
Greens function. Deep into the classically allowed region, for rω ≫ D2, the Greens
function is in the radiation zone. In this regime (2.7) applies, and the modulus of
Greens function is proportional to e
iωr
r
D−2
2
. It follows that the mod squared Greens
function is proportional to the inverse volume of the D− 2 sphere of radius r in this
region, and so represents radiation whose integrated flux is independent of r.
Moving further in we reach the intermediate radiation zone D
2
< ωr
2
≪ D2. In
this region the Greens function represents an oscillating radiation field that has not
propagated far enough to settle into its large r asymptotic value.
Moving to smaller r we pass the turning point of the potential and enter the
classically forbidden region. In this intermediate static regime
√
D ≪ ωr
2
≪ D
2
, ψ no
longer oscillates as a function of r. Instead the Greens function turns into a sum of a
term that grows as r increases and another that decays as r decreases. The decaying
and growing pieces are comparable in magnitude near the turning point. However
the decaying term grows towards small r and quickly dominates.
Moving to still smaller r we reach the static zone ωr
2
≪ √D. In this region the
first of (2.7) applies, and G(ω, r) becomes independent of ω (justifying the name
static zone). The decaying term in (E.24) is much larger than the growing term in
this region; in particular the the ratio of the growing term to the decaying term of
order 1
DD
when ωr is of order unity.
F Action of the Greens function on scalars, vectors and ten-
sors in a spherical basis
F.0.1 Results for the off centred Green’s function
In our analysis of radiation we will will find it useful to have a generalization of the
exact expression (2.5) to a Greens function whose source point is displaced away
from the origin. In the next subsection we demonstrate that
G(ω, |~r − ~r′|) = iπ
2
∞∑
l=0
1
(r′r)
D−3
2
H
(1)
D−3+2l
2
(ωr)JD−3+2l
2
(ωr′)Pl(θ, θ′). (F.1)
This result applies provided |r| > |r′|′, i.e. provided that the observation point is
located further from the origin than the source point. The Hankel function H(1)(r)
which appears in (8.2) is the unique solution to the Bessel function that is is purely
outgoing at infinity. On the other hand the Bessel function J(r′) that also appears
in this expression is the unique solution to the Bessel equation that is regular at the
origin. θ collectively denotes all the angles of the point ~r on SD−2, θ′ similarly denotes
all angles of the point ~r′ and Pl(θ, θ′) is the projector onto the angular dependence
of the lth spherical harmonic defined in (D.3).
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It is easily verified that (8.2) reduces to (2.5) in the limit r′ → 0. As a consis-
tency check on this formula we have explicitly verified that the expansion (8.2) is
translationally invariant, i.e. that
(∂~r + ∂~r′)G(ω, |~r − ~r′|) = 0. (F.2)
Note also that in the limit ω → 0,
G(0, |~r − ~r′|) = 1
rD−3
∞∑
l=0
(
r′
r
)l
1
2l +D − 3Pl(θ, θ
′). (F.3)
F.0.2 Derivation
The expression (8.2) may be derived as follows. Provided that ~r 6= ~r′ (and so in
particular when |~r| > |~r′| ) the Greens function is annihilated by the action of(
ω2 + ~∇2
)
,
separately on the variables ~r and ~r′. The most general solution of the equation(
ω2 + ~∇2
)
φ(ω,~r) = 0, (F.4)
is a linear superposition of modes of the form φl(ω, r)Ylm(θ) , where Ylm represents an
arbitrary scalar spherical harmonic 72 in the representation (l, 0, 0, . . . , 0) of SO(D−
1). Using the fact that
∇2Ylm = −l(l +D − 3)Ylm, (F.5)
where the Laplacian is taken on the unit sphere, see (D.2)) it follows from (F.4) that(
ω2 +
1
rD−2
∂r(r
D−2∂r)− l(l +D − 3)
r2
)
φl(ω, r) = 0. (F.6)
Solving this equation we find that
φl(ω, r) =
1
r
D−3
2
(
Al,ωH
(1)
D−3+2l
2
(ωr) +Bl,ωJD−3+2l
2
(ωr)
)
. (F.7)
The boundary conditions on our Greens function require it to be regular at
every finite value of ~r′ other than ~r; and requires the Greens function to be an
outgoing function of ~r; these considerations force us to use the Hankel function with
argument r and the Bessel function with argument r′. The Greens function must
also be rotationally invariant under simultaneous rotations of θ and θ′. As we have
explained above, the unique rotationally invariant function of two angles constructed
using functions only in in the lth spherical harmonic sector is the projector Pl defined
72See Appendix D for a discussion of Spherical harmonics and their properties in arbitrary di-
mensions.
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in (D.3). It follows from all these considerations that the Greens function must be
given by an expression of the form
G(ω, |~r − ~r′|) =
∞∑
l=0
al
(r′r)
D−3
2
H
(1)
D−3+2l
2
(ωr)JD−3+2l
2
(ωr′)Pl(θ, θ′), (F.8)
for some as yet unknown coefficients al. We will now demonstrate that
al =
iπ
2
; for all l (F.9)
using which (8.2) follows.
In order to obtain (F.9) we use the large argument expansion of the Hankel
function (2.6). (F.8) simplifies to
G(ω, |~r− ~r′|) ≈ i
√
π
2
(−iω
r
)D−2
2
eiωr
∑
l
JD−3+2l
2
(ωr′)(ωr′)−
D−3
2 Pl(θ, θ′) (F.10)
We also specialize (F.8) to the case in which the source and observation points are
at the same angle. In this special case the LHS of (8.2) is simply G(ω, (r− r′)) (see
(2.5)) and (F.8) reduces to
G(ω, (r − r′)) =
∞∑
l=0
alPl(0)
(r′r)
D−3
2
H
(1)
D−3+2l
2
(ωr)JD−3+2l
2
(ωr′) (F.11)
(where G(ω, r) is defined in (2.5) and Pl(0) is presented in (D.8)). In order to
determine the coefficients al it is sufficient to further specialize (F.11) to large r and
retain only leading order terms on both sides in the 1
r
expansion. (F.11) reduces to
i
4
( ω
2πr
)D−3
2
(
i−
D−2
2
√
2
πωr
eiω(r−r
′)
)
= i−
D−2
2
√
2
πωr
(ω
r
)D−3
2 eiωr
ω
∑
l
i−lalPl(0)JD−3+2l
2
(ωr′)(ωr′)−
D−3
2
i.e. eix = −4i(2π)D−32
∑
l
alPl(0)JD−3+2l
2
(x)(x)
D−3
2
(F.12)
(where we have used (2.7), and x = ωr′). Taylor expanding the LHS and RHS in x
about x = 0 and using the well known series expansion for the Bessel function
JD−3+2l
2
(x)(x)
D−3
2 =
∞∑
m=0
(−1)m
m!Γ
(
l +m+ D−1
2
) (x)l+2m
2l+2m+
D−3
2
, (F.13)
we find the following recursion relations
a˜n = Γ
(
n +
D − 1
2
)2n
n!
−
⌊n
2
⌋∑
m=1
a˜n−2m
m! Γ
(
n−m+ D−1
2
)
 , (F.14)
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where
a˜l = −4iπD−32 Pl(0)al. (F.15)
Using the explicit value of Pl(0) listed in (D.8) it may be verified that
al =
iπ
2
, (F.16)
solves the recursion relation (F.14), establishing (F.9).
F.1 Action of the retarded Greens function on the arbitrary spherically
decomposed vector field
We will now use the results the previous subsections together with those of Appendix
D to present the general solution to the equation(−∇2 − ω2) ~E = ~Jeff , (F.17)
where the field Jeff is a general vector field in R
D−1 that admits the expansion (D.24).
We search for the unique solution to this problem subject to the restriction that it
behaves as eiωr at infinity.
In Cartesian coordinates the solution to this problem is simply given by
~E(~r) =
∫
dr′G(ω, |~r− ~r′|) ~Jeff(r′), (F.18)
where the Green’s function G(ω, |~r − ~r′|) was defined in (8.2). Using (D.27) the
solution (F.18) can be rewritten in terms of a spherical decomposition as
~E(ω,~r) = ~A−[ξα] + ~A+[ξβ] + ~υγ, (F.19)
where
ξα(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2(l−1)
2
(ωr)
r
D−3
2
∫
dr′JD−3+2(l−1)
2
(ωr′) r′
D−1
2 αl(ω, r
′, θ),
ξβ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2(l+1)
2
(ωr)
r
D−3
2
∫
dr′JD−3+2(l+1)
2
(ωr′) r′
D−1
2 βl(ω, r
′, θ),
~υγ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2l
2
(ωr)
r
D−3
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 ~γl(ω, r
′, θ).
(F.20)
F.2 Action of the retarded Greens function on the arbitrary spherically
decomposed tensor field
In this brief subsection we study the equation(−∇2 − ω2)Hij = Tij , (F.21)
– 131 –
where Tij is a given symmetric tensor field. We will find the unique solution to (F.21)
subject to the condition that Hij is outgoing at infinity.
Let the source function Tij have the spherical decomposition listed in (D.33).
Proceeding as in the previous subsection, it is easy to verify that the unique outgoing
solution to (F.21) is given by
Hij(ω,~r) = C−ij [ξα] + C+ij [ξβ] + C0ij [ξγ] + δijξκ + B−ij [~υφ] + B+ij [~υψ] + τχij , (F.22)
where
ξα(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2(l−2)
2
(ωr)
r
D−3
2
∫
dr′JD−3+2(l−2)
2
(ωr′) r′
D−1
2 αl(ω, r
′, θ),
ξβ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2(l+2)
2
(ωr)
r
D−3
2
∫
dr′JD−3+2(l+2)
2
(ωr′) r′
D−1
2 βl(ω, r
′, θ),
ξγ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2l
2
(ωr)
r
D−3
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 γl(ω, r
′, θ),
ξκ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2l
2
(ωr)
r
D−3
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 κl(ω, r
′, θ),
~υφ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2(l−1)
2
(ωr)
r
D−3
2
∫
dr′JD−3+2(l−1)
2
(ωr′) r′
D−1
2 ~φl(ω, r
′, θ),
~υψ(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2(l+1)
2
(ωr)
r
D−3
2
∫
dr′JD−3+2(l+1)
2
(ωr′) r′
D−1
2 ~χl(ω, r
′, θ),
τχij(ω,~r) =
∑
l
iπ
2
H
(1)
D−3+2l
2
(ωr)
r
D−3
2
∫
dr′JD−3+2l
2
(ωr′) r′
D−1
2 (χl)ij(ω, r
′, θ).
(F.23)
G Details relating to the general theory of radiation
G.1 Static Limit of Electromagnetic Radiation
It is useful to separately consider the scalar part of the electric field (first line of
(8.23)) and the vector part (second line of (8.23)). Let us first focus on the scalar
part of this field. Using (8.25) and the fact that Hn(x) ∼ x−n , we see that the first
term in the first line of (8.23) is negligible compared to the second term in the same
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line and at small ω and we find
~E(ω, ~x) =
∞∑
l=0
(
HD+2l−1
2
(ωr)
r
D−3
2
~A+[S+l (ω, θ)]
)
=
−i
π
∞∑
l=0
2 2l+D−12 Γ
(
2l+D−1
2
) (
(l +D − 3)rˆS+l − r ~˜∇S+l
)
ω
2l+D−1
2 rl+D−2

= −~∇ΦE ,
(G.1)
where
ΦE =
−i
π
∞∑
l=0
(
2
2l+D−1
2
Γ
(
2l+D−1
2
)
ω
2l+D−1
2
S+l
rl+D−3
)
, (G.2)
S+l =
iπ
2
∫
dr′(r′)
D−1
2 J 2l+D−1
2
(ωr′)bl(ω, r′, θ)
=
iπ
2
ω
2l+D−1
2
2
2l+D−1
2 Γ
(
2l+D+1
2
) ∫ dr′(r′)l+D−1bl(ω, r′, θ). (G.3)
73
(G.1) is simply the statement that the electric field in the stationary limit is
the gradient of a scalar potential. There is, of course, a simple explanation and
interpretation of this fact. Recall that t he effective source ~Jeff - from which b is built
- is a linear combination of two terms. One of the two terms is the time derivative
of the spatial current, and is subleading compared to the other term (the spatial
derivative of the charge current) in the small ω limit. In this limit, consequently, the
formula for the electric field reduces to
~E =
∫
G(ω → 0, |~r − ~r′|∇′J0(r′)
= ∇
(∫
G(ω → 0, |~r − ~r′|J0(r′)
)
= −∇ΦE ,
ΦE = −
∫
G(ω → 0, |~r − ~r′|J0(r′).
(G.4)
This is simply Coulomb’s law. Indeed it may directly be verified that ΦE defined in
(G.2) and (G.4) agree with each other. 74.
73In going from the first to the second lines of (G.1) we replaced the Hankel function by its leading
term in a small argument expansion (this is appropriate in the small ω limit). The equations (G.2)
and (G.3) are expressions for the effective potential. In going from the first to the second line of
(G.3) we have used the fact that ω is small to replace the Bessel function by the leading piece in a
small argument expansion.
74In order to perform this verification it is useful to note in the limit of small ω
~Jeff → ∇J0
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In the static limit magnetic field can be written using the Bianchi identity as:
Fij(0, r, θ) = lim
ω→0
i(∇i ~Ej(ω, r, θ)−∇j ~Ei(ω, r, θ))
ω
. (G.6)
The only term in (8.27) that contributes to the RHS of (G.6) is the pure vector piece
c, which only receives contributions from the the term in ~Jeff equal to ∂0 ~J .
In the limit of small ω ~˜c and ~c differ only by a factor of ω at it is easily verified
that
Fij(ω, r, θ) = (∇i ~Aj(ω, r, θ)−∇j ~Ai(ω, r, θ)),
~A = lim
ω→0
i ~E
ω
∴ ~A =
∑
l
i
(2l +D − 3)rD−3
∫
dr′(r′)D−2
(
r′
r
)l
(~˜cl(0, r
′, θ)).
(G.7)
In other words the magnetic field is given by dA where ∇2 ~A = ~J , and we recover
the usual formulae of magnetostatics.
G.2 Constraints from current conservation and ∇ · E = 0
As we have explained in the main text the fact that ∇. ~E vanishes in vacuum implies
that the scalar functions S± that characterize a general radiation field (see (8.23))
are not independent but are related by (8.25). In (8.28), however, we have presented
separate formulae for S± in terms of integrals over scalar components of charge
currents. The consistency of (8.28) requires that these results for S± automatically
obey (8.25). We will now demonstrate that this is indeed the case.
At the structural level the way this works is very simple. If we take the diver-
gence of (8.20) and use (8.29) we obtain (8.30), which guarantees that ∇.E vanishes
in vacuum. In this section we will rerun this structural argument on the explicit
formulae (8.28). The fact that we land on our feet serves as a consistency check of
the algebra that led to (8.28) and (8.25).
In the rest of this subsection we proceed to algebraically demonstrate that
• The equation ∇ · E = 0 implies that the coefficient functions in (8.23) obey
(8.25)
• That the relations (8.28) automatically obey (8.25) once we account for the
fact that the current is conserved.
Demonstration that ∇ · E = 0 implies (8.25)
bl =
(r′)l
2l+D − 3∂r′
( J0l
(r′)l
)
(G.5)
where J0l is the lth spherical harmonic piece of the charge current J0.
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According to (8.23) the vacuum electromagnetic solution is given by
~E =
∑
l
H(1)l+D−52 (ωr)
r
D−3
2
~A−[S−l (ω, θ)] +
H
(1)
l+D−1
2
(ωr)
r
D−3
2
~A+[S+l (ω, θ)] +
H
(1)
l+D−3
2
(ωr)
r
D−3
2
~Vl(ω, θ)
 .
(G.8)
Using
∇ · ~A−[S−l (ω, θ)] = lrl−1∂r
H(1)l+D−52 (ωr)
rl+
D−5
2
S−l (ω, θ)
= −lS−l (ω, θ)
H
(1)
l+D−3
2
(ωr)
r
D−3
2
∇ · ~A+[S+l (ω, θ)] =
l +D − 3
rl+D−2
∂r
(
H
(1)
l+D−1
2
(ωr)rl+
D−1
2
)
S+l (ω, θ)
= +(l +D − 3)S+l (ω, θ)
H
(1)
l+D−3
2
(ωr)
r
D−3
2
∇ · ~Vl(ω, θ) = 0,
(G.9)
it follows that ∇ · E = 0 provided
− lS−l (ω, θ) + (l +D − 3)S+l (ω, θ) = 0. (G.10)
Proof that current conservation satisfies this requirement
Recall that according to (8.27) the effective current admits the following decom-
position
~Jeff =
∑
l
(A−[al(ω, r′, θ′)] +A+[bl(ω, r′, θ′)] +~cl(ω, r′, θ′)) . (G.11)
Using (D.32) yields
∇′ · ~Jeff =
∑
l
(
lr′l−1∂r′
(
al(ω, r
′, θ′)
r′l−1
)
+
l +D − 3
r′l+D−2
∂r′
(
bl(ω, r
′, θ′)r′l+D−2
))
.
(G.12)
From (8.29) we conclude that
lr′l−1∂r′
(
al(ω, r
′, θ′)
r′l−1
)
+
l +D − 3
r′l+D−2
∂r′
(
bl(ω, r
′, θ′)r′l+D−2
)
−✷′(J0)l = 0. (G.13)
Multiplying by iπ
2
Jl+D−3
2
(ωr′)r′
D−1
2 integrating by parts w.r.t. r′ and noting also that∫
dr′✷′
(
Jl+D−3
2
(ωr′)r′
D−1
2
)
= 0 we get ,
iπl
2
∫
dr′Jl+D−5
2
(ωr′)r′
D−1
2 al(ω, r
′, θ′)−iπ(l +D − 3)
2
∫
dr′Jl+D−1
2
(ωr′)r′
D−1
2 bl(ω, r
′, θ′) = 0
(G.14)
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Which from (8.28) translates to
lS−l (ω, θ)− (l +D − 3)S+l (ω, θ) = 0. (G.15)
G.3 Static Limit of Gravitational Radiation
It is useful to separately consider the scalar vector and tensor parts of the curvature
given in (8.41).
Focusing first on the scalar part we see from (8.41), (8.45) and the fact that
hn(x) ∼ x−n , that in the limit ω → 0 the scalar part of (8.41) reduces to
R0i0j(ω, ~x) = lim
ω→0
∞∑
l=0
(
HD+2l+1
2
(ωr)
r
D−3
2
C+ij [S+l (ω, θ)]
)
=
−i
π
lim
ω→0
∞∑
l=0
2 2l+D+12 Γ
(
2l+D+1
2
) (
(l +D − 2)rˆ − r ~˜∇
)(
(l +D − 3)rˆS+l − r ~˜∇S+l
)
ω
2l+D+1
2 rl+D−1

= ∇i∇jΦG,
(G.16)
where
ΦG =
−i
π
∞∑
l=0
(
2
2l+D+1
2
Γ
(
2l+D+1
2
)
rl+D−3
)
lim
ω→0
S+l
ω
2l+D+1
2
=
∞∑
l=0
1
(2l +D + 1)rl+D−3
∫
dr′(r′)l+Dbl(0, r′, θ),
(G.17)
where we have used
lim
ω→0
S+l
ω
2l+D+1
2
=
iπ
2
1
2
2l+D+1
2 Γ
(
2l+D+3
2
) ∫ dr′(r′)l+Dbl(0, r′, θ). (G.18)
(G.17) is simply the statement that R0i0j in the stationary limit is the double
gradient of a suitably scaled version of the Newtonian potential φG. Indeed it is
easily verified that φG is given by
∇2φG = −8π
(
T00 + T
D − 2
)
(G.19)
75
75To see this note that, in the strict limit ω → 0 the effective stress tensor reduces to
T effij = 8π∇′i∇′j
(
T00 + T
D − 2
)
.
It follows that
bl =
8π(r′)l+1
(2l +D − 1)(2l +D − 3)∂r′
(
1
r′
∂r′
(
T00 + TD−2
(r′)l
))
. (G.20)
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Let us now turn to the vector part of R0i0j . Once again using (8.41), (8.45) and
the small argument expansion of the Hankel function we see that the vector part of
R0i0j simplifies to
R0i0j(ω, ~x) =
∞∑
l=0
(
HD+2l−1
2
(ωr)
r
D−3
2
B+ij [V +l (ω, θ)]
)
=
−i
π
∞∑
l=0
2 2l+D−12 Γ
(
2l+D−1
2
) (
(l +D − 3)rˆi(V +l )j − r∇˜i(V +l )j
)
ω
2l+D−1
2 rl+D−2
+ {i↔ j}
= −iω (∇iAGj +∇jAGi ) ,
(G.21)
so that (using the Bianchi identity)
R0ijk =
i
ω
(∇jR0i0k −∇kR0i0j)
= −∇i
(∇jAGk −∇kAGj ) , (G.22)
where
AGi =
1
2π
(
2
ω
) 2l+D+1
2
Γ
(
2l +D − 1
2
)
(V +l )i
rl+D−3
. (G.23)
It is easily verified that
∇2AGi = −8πT0i.
76 Note that ~AG obeys the same equation obeyed by the ‘vector potential’ magneto-
statics with the role of the current being played by T0i. Indeed (G.22) asserts that
R0ijk is proportional to ∇iFGjk where FGjk is the magnetic field constructed from the
effective vector potential AGi .
Finally we turn to the tensor part of R0i0j . It follows immediately from
∇2R0i0j = 8πω2Tij
76 To see this note that the term in (Teff )ij (see (8.37)) that contributes to the the vector in
(8.41)
iω(∂iT0j + ∂jT0i).
It follows that
vi = − 8πiωr
′l
2l+D − 3∂r′
(
T0i
r′l
)
.
.
– 137 –
In the small ω limit the contribution of tensor sources to to Rijkm takes the form
R0ijk =
i
ω
(∇jR0i0k −∇kR0i0j) ,
Rijkm =
i
ω
(∇iR0jkm −∇jR0ikm)
= ∇i∇kTjm +∇j∇mTik −∇j∇kTim −∇i∇mTjk,
Tij =
−R0i0j
ω2
.
(G.24)
The tensor contribution from the source is
zij = −8πω2
(
Tij − δij T
k
k
D − 2
)
. (G.25)
The scalar sector also contributes to Rijkm, but its closed form is a bit ugly unlike
the other beautiful results in this section, and that can be obtained from the scalar
contribution to R0i0j . We don’t present it here.
G.4 Tracelessness and divergenceless of gravitational radiation
In this subsection we rerun some of the discussion of section G.2 but this time in
the context of gravitational radiation. In particular we will explain how the explicit
gravitational radiation formulae ensure that gravitational radiation is traceless and
divergence free. At the formal level these results follow immediately once we use that
fact that when a box of something (e.g. ✷ζ) is convoluted with Green’s function,
the resulting integral vanishes. We will now use this fact to demonstrate
Result 1: Gravitational Radiation is traceless.
hij(ω, ~x) = − 2
ω2
∫
G(ω, |~x− ~x′|)Tˆij(ω, ~x′)dD−1x′. (G.26)
Hence
hijη
ij(ω, ~x) = − 2
ω2
∫
G(ω, |~x− ~x′|)(ηijTˆij(ω, ~x′))dD−1x′. (G.27)
Using Conservation of stress tensor, we have
ηij Tˆij = −✷′
(
T00 + T
D − 2
)
, (G.28)
hence the integration vanishes, i.e. hijη
ij = 0
Result 2: Gravitational Radiation is divergenceless.
Taking spatial divergence of (G.26),
∂ihij(ω, ~x) = − 2
ω2
∂i
∫
G(ω, |~x− ~x′|)Tˆij(ω, ~x′)dD−1x′
= − 2
ω2
∫
G(ω, |~x− ~x′|)
(
∂iTˆij(ω, ~x′)
)
dD−1x′.
(G.29)
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Using Conservation of stress tensor, we have
∂′iTˆij = −✷′
(
iωT0j + T00 + T
D − 2
)
, (G.30)
hence the integration vanishes, i.e. ∂ihij = 0.
H Variation of the first order gravitational counterterm ac-
tion
In this brief Appendix we demonstrate that the variation of (4.32) yields the stress
tensor (4.33).
Varying the first term inside the bracket in (4.32) we find∫
δ
√
R =
∫
δR
2
√R
=
∫
1
2
√R
[
−Rµνδgµν + ∇ˆµ∇ˆνδgµν − ∇ˆ2δg
]
=
∫
1
2
[
−
(Rµν√R
)
+
(
∇ˆµ∇ˆν − g(in)AB ∇ˆ2
)( 1√R
)]
δgµν
=
∫
1
2
[
−
(Rµν√R
)
− g(in)µν ∇ˆ2
(
1√R
)
+O
(
1
D
)]
δgµν
=
∫
1
2
[
−
(Rµν√R
)
+ g(in)µν
(
∇ˆ2R
2R 32
)
+O
(
1
D
)]
δgµν ,
(H.1)
where for convenience, we have used the notation δg
(ind)
µν = δgµν and we have used
the formula
δRµν = 1
2
[
∇ˆα∇ˆµδgαν + ∇ˆα∇ˆνδgαµ − ∇ˆµ∇ˆνδg − ∇ˆ2δgµν
]
⇒ δR = −δgµνRµν +
(
∇ˆµ∇ˆν − g(ind)µν ∇ˆ2
)
hAB,
where δg = gµν(ind)δgµν , δg
µν = gµα(ind) δgαβ g
αν
(ind).
(H.2)
Varying the second term inside the bracket in (4.32) we find
1
2
δ
(RµνRµν
R 32
)
= − 3
4
R− 52 RµνRµν δR− RµαR
α
ν δg
µν
R 32 +
Rµν δRµν
R 32 .
(H.3)
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Now from equation (H.2) it follows that∫
R− 52 RµνRµν δR
=
∫
R− 52 RαβRαβ
[
−δgµνRµν +
(
∇ˆµ∇ˆν − g(ind)µν ∇ˆ2
)
δgµν
]
=
∫
δgµν
[
−R− 52 RαβRαβRµν +
(
∇ˆµ∇ˆν − gµν∇ˆ2
)(
R− 52 RαβRαβ
)]
=
∫
δgµν
[
O
(
1
D
)]
. (H.4)
Similarly the second term in equation (H.3) is also of order O ( 1
D
)
. In the third term
of equation (H.3) if we substitute the formula equation (H.2) we get one term which
is of order O(1). ∫ Rµν δRµν
R 32
=
∫ −g(ind)µν
∇ˆα∇ˆβRαβ
R
3
2
(in)
+O( 1
D
) δgµν
=
∫ [
−g(ind)µν
(ˆˆ
∇2R
2R 32
)
+O
(
1
D
)]
δgµν .
(H.5)
Using equation (H.1), (H.3), (H.4) and (H.5) we find the equation (4.33)
I Perturbative solution for ρ
In this section we find the solution of (5.2). In order to do this we find it convenient
to use the following coordinate system. Choose any point on the membrane. We treat
this point as the origin of our coordinate system. We now erect a Cartesian coordinate
system about this point, making sure to orient a special coordinate, z, so that the
normal to the membrane at that point is dz. Let the remaining Cartesian coordinates
(which are all orthogonal to each other and to z but are otherwise arbitrary) be
denoted by xµ). It follows that, in this coordinate system, the equation of the
membrane takes the following form
z(yµ) = −Kµν
2
yµyν − Cµνσ
3
yµyνyσ − Dµνσρ
4
yµyνyσyρ + · · · (I.1)
Now consider a point outside the membrane whose coordinates are (z, xµ). At
least in a neighbourhood of the membrane any such point may uniquely be associated
with a point (z(yµ), yµ) on the membrane by the requirement that a straight line
drawn normal through this membrane point passes through (z, xµ).
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Let yµ(z, xµ) denote the coordinates of the membrane point associated with an
arbitrary bulk point in this manner, and let s(z, xµ) denote the distance along this
line from the given bulk point to the membrane. We will now determine yµ(z, xµ)
and s(z, xµ) in a Taylor series expansion in xµ.
Working in a Taylor expansion in yµ, the normal at any point on the membrane
is given by
n =
dz + (Kµνyν + Cµνσyνyσ +Dµνσρyνyσyρ) dyµ
N , (I.2)
where the normalization N is chosen to ensure that n.n = 1. To solve for yµ in terms
of the xµ and z we note that, by definition
xµ − yµ
z − z0 =
nµ
nz
,
xµ − yµ
z − z0 = (Kµνyν + Cµνσyνyσ +Dµνσρyνyσyρ) .
(I.3)
These equations are easily solved in a Taylor series expansion in xµ (but to all orders
in z). To the cubic order in xµ we have
yµ = (Px)µ − z(P · C)µνσ(Px)ν(Px)σ + 2z2(P.C.C)µνσρ(Px)ν(Px)σ(Px)ρ
− z(P.D))µνσρ(Px)ν(Px)σ(Px)ρ − z(P.K)σρKµνPx)ν(Px)σ(Px)ρ,
(I.4)
where we have defined
Pµν =
(
1
1 + zK
)
µν
.
We now turn to the determination of s(xµ, z). First note that
s(xµ, z) =
√
(z − z0)2 + (x− y)2
= (z − z0)
√
(1 +
(x− y)2
(z − z0)2 .
(I.5)
Using (I.3) and retaining terms to cubic order in y we obtain
s(xµ, z) = z+
1
2
(Kµν + z(K ·K)µν) yµyν+
(
1
3
Cµνσ + z(K · C)µνσ
)
yµyνyσ+· · · (I.6)
Substituting the expansion of y in (I.6) and retaining terms to the cubic order in x
s(xµ, z) = z +
1
2
(Kµν + z(K ·K)µν) ((Px)µ(Px)ν − 2z(P · C)µσρ(Px)ν(Px)σ(Px)ρ)
+
(
1
3
Cµνσ + z(K · C)µνσ
)
(Px)µ(Px)ν(Px)σ + · · ·
(I.7)
We now turn to the determination of the function ρ. Using the Cartesian coor-
dinate system employed in this Appendix it is not difficult to solve for ρ in a Taylor
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series expansion in xµ. Once that is achieved one can re-express the result in terms
of yµ and s using (I.4) and (I.7). The algebra involved is tedious and we omit all
details. Our final result for ρ is
ρ(xµ)− 1 = s(xµ)K(y
µ)
D − 2+(
2s(xµ)
K
+ s(xµ)2
)(
1
2K
∇ˆ2
(
K
D − 2
)
+
K2
2(D − 2)2 +
KMNK
MN
K
)
+O
(
1
(D − 2)3
)
.
(I.8)
J Evolution of the Einstein Constraint Equations
In this Appendix we derive the equation (4.22) assuming that the dynamical Einstein
equations hold everywhere.
Since all components of the Einstein equation are already linear in the metric fluctu-
ation, in this appendix we would simply replace all covariant derivatives ∇ by partial
derivatives ∂.
Now the dynamical equations are true everywhere and therefore their divergence
also vanishes and we find
0 = ∂A
[
EAB − nAXB − nBXA − nAnBY
]
= −K XB − (n · ∂)XB −XAKAB − nB(∂ ·X)
− nB [K Y + (n · ∂Y ]− Y (n · ∂)nB .
(J.1)
Simplifying (J.1) further using the expression for (∇ ·X).
∂ ·X = ∂A
[
ΠACECC′n
c′
]
= ∂A
[
EACn
C − nAY ]
= EAC∂AnC − [K Y + (n · ∂)Y ]
= XC(n · ∂)nC − [K Y + (n · ∂)Y ] .
(J.2)
Substituting equation (J.2) into equation (J.1) we obtain
0 = ∂AEˆ
AB = ∂A
[
ΠCAΠC
′
B ECC′
]
= ∂A
[
ΠCAΠC
′
B ECC′
]
= −K XB − (n · ∂)XB −XAKAB − nB
[
XC(n · ∂)nC
]− Y (n · ∂)nB
= −K XB − (n · ∂)XB −XAKAB + nB
[
nC(n · ∂)XC
]− Y (n · ∂)nB
= −K XB − ΠCB(n · ∂)XC −XAKAB − Y (n · ∂)nB.
(J.3)
It follows that
∂ ·X + [K Y + (n · ∂)Y ]−XC(n · ∂)nC = 0, (J.4)
K XB +Π
C
B(n · ∂)XC +XAKAB + Y (n · ∂)nB = 0 (J.5)
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These are the equations (4.22).
K Derivation of the large D foliation adapted solution to
Maxwell’s equations and Charge Current
In this Appendix we present the derivation of some of the results reported in sub-
sections 5.3.1 and 5.3.2.
K.1 ρ > 1
As reported in (5.27), the Maxwell field in the region ρ > 1 is assumed to take the
form
AM = ρ−(D−3)GM = ρ−(D−3)
∑
k
(ρ− 1)kG(k)M .
Maxwell’s equations take the form77
0 = ∂AF
A
B = 2(∂Aρ
−(D−3))(∂AGB)− (∂Bρ−(D−3))(∂ ·G) + ρ−(D−3)∂A(∂AGB − ∂BGA).
(K.1)
To derive expression for ∂AF
A
B in (K.1) we have used the subsidiary condition (5.30),
the gauge choice (5.28) and the harmonicity condition (5.1). Note also that
nAGA = 0⇒ (∂A∂Bρ)GA = −(∂Aρ)(∂BGA). (K.2)
It is convenient to rewrite the Maxwell equation (K.1) in the form
T
(1)
B + T
(2)
B + T
(3)
B = 0, (K.3)
where
77In this subsection all raising, lowering and contraction of indices have been done using the flat
Minkowski metric ηAB .
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T
(1)
B =2(∂
Aρ−(D−3))(∂AGB)
= −2(D − 3)
ρD−3
[ ∞∑
k=0
k
(ρ− 1)k−1
ρ
N2G
(k)
B +
∞∑
k=0
(ρ− 1)k
ρ
N(n.∂)G
(k)
B
]
,
T
(2)
B =− (∂Bρ−(D−3))
(
∂AG
A
)
=
(D − 3)
ρD−2
(NnB)
∞∑
k=0
(ρ− 1)k(∂AG(k)A ),
T
(3)
B =ρ
−(D−3)∂A(∂AGB − ∂BGA)
=ρ−(D−3)
∞∑
k=0
{
k(ρ− 1)(k−1)
{(
(n · ∂)
(
NG
(k)
B
)
+KNG
(k)
B + 2NnB(∂ ·G(k))
)
− nB(G(k) · ∂)N −NnB(∂ ·G(k))
}
+ (ρ− 1)k∂AF (k)AB
}
,
where F
(k)
AB = ∂AG
(k)
B − ∂BG(k)A .
(K.4)
We now simply plug (K.4) into (K.3) and equate the coefficients of distinct powers of
(ρ−1). As explained in the main text, at this stage we are only interested in solving
the dynamical Maxwell equations (4.5). We find the first nontrivial constraint by
equating to zero the coefficient of (ρ − 1)0 in the projected version ((4.5)) of the
Maxwell equation (K.3). This procedure yields the equation
0 = ρ(D−3)ΠCB∂
AFAC
=− 2(D − 3)N2G(1)B + [KN + (n · ∂)N ]G(1)B +ΠCB∂AF (0)AC + 2N2G(2)B
+O(ρ− 1).
(K.5)
Solving equation (K.5) at leading order in
(
1
D
)
we get
G
(1)
B =
ΠCB ∂
AF
(0)
AC
2(D − 3)N2 −NK +O
(
1
D
)
=
ΠCB ∂
AF
(0)
AC
NK
+O
(
1
D
)
.
(K.6)
In the second line we have used the fact that K = DN +O(1).
As we have explained around (5.18), the solution (K.6) for G
(1)
B is only valid on
the membrane i.e. at ρ = 1. G
(1)
B can be determined off the membrane using (5.29)
to evolve the result (K.6) off the membrane.
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K.1.1 Exterior current
The exterior current for the solution determined above is given by
JB = nAF
A
B
∣∣∣∣
ρ=1
. (K.7)
In order to explicitly evaluate this current we note that
nAF
A
B = −(D − 3)
(
ρ−(D−3)
ρ
)
NGB + ρ
−(D−3) [(n.∂)GB − nA∂BGA]
= −(D − 3)
(
ρ−(D−3)
ρ
)
N
∞∑
k=0
(ρ− 1)kG(k)B + ρ−(D−3)
∞∑
k=0
k(ρ− 1)(k−1)NG(k)B
+ ρ−(D−3)
∞∑
k=0
(ρ− 1)(k)KABG(k)A . (K.8)
In the derivation of the last equation we have used
−nA∂BGA = −∂B(nAGA) + (∂BnA)GA
= δCB(∂CnA)G
A
=
(
ΠCB + n
CnB
)
(∂CnA)G
A
= KBAG
A + nBG
A(n.∂)nA
= KABGA − nBnA(n.∂)GA. (K.9)
Setting ρ = 1 in (K.8) we obtain
J
(out)
B = −(D − 3)NG(0)B +NG(1)B +KABG(0)A (K.10)
K.2 ρ < 1
For ρ < 1 the form of the gauge field is given by
A
(in)
M = G˜M =
∑
k
(ρ− 1)kG˜(k)M .
Maxwell equation takes the form
∂AF
(in)
AB =
∞∑
k=0
[
k(ρ− 1)(k−1)
{
G˜
(k)
B (n · ∂)N + 2N(n · ∂)G˜(k)B +KNG˜(k)B +NnB(∂ · G˜(k))
}
+ k(k − 1)(ρ− 1)(k−2)N2G˜(k)B + (ρ− 1)k∂AF˜ (k)AB
]
,
where F˜
(k)
AB = ∂AG˜
(k)
B − ∂BG˜(k)A .
(K.11)
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Here also we could determine G˜
(k)
B , k > 0 in terms of G˜
(0)
B = G
(0)
B using equation
(K.11) projected in the direction perpendicular to nB. The leading order G˜
(1)
B could
be determined from
(
ΠCB∂
AF
(in)
AC
)
by setting the coefficient of (ρ− 1)0 to zero :
[KN + (n · ∂)N ] G˜(1)B +ΠCB∂AF (0)AC +N2G˜(2)B = 0. (K.12)
Here all lowering and raising of indices have been done using the flat metric ηAB
.
G˜
(1)
B = −
ΠCB ∂
AF
(0)
AC
NK
+O
(
1
D
)
. (K.13)
K.2.1 Inside current
The inside current on the ρ = 1 surface is given as
J
(in)
B = n
AF
(in)
AB
∣∣∣∣
ρ=1
, (K.14)
so that
nAF
(in)
AB =
∞∑
k=0
k(ρ− 1)(k−1)NG˜(k)B +
∞∑
k=0
(ρ− 1)(k)KABG˜(k)A . (K.15)
Here also to simplify we have used the equation (K.9). Substituting ρ = 1 in equation
(K.15) we find the inside current
J
(in)
B = NG˜
(1)
B +K
A
BG
(0)
A . (K.16)
L Derivation of the large D foliation adapted solution to
Einstein’s equations
L.1 ρ > 1
As explained in subsection 5.4.1, the metric in the region ρ > 1 is assumed to take
the form (5.55) which we repeat here for convenience
gAB = ηAB + ρ
−(D−3)hAB = ηAB + ρ−(D−3)
∑
k
(ρ− 1)kh(k)AB. (L.1)
Einstein’s equations (linearized around ηAB) take the form :
0 = R
(out)
AB = t
(1)
AB + t
(2)
AB + t
(3)
AB, (L.2)
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where
t
(1)
AB = ∂A
[(
∂Cρ
−(D−3)) hCB + ρ−(D−3)∂ChCB]+ (A↔ B)
=
[
∂Aρ
−(D−3)] [∂ChCB]+ ρ−(D−3)∂A∂ChCB + (A↔ B), (L.3)
t
(2)
AB = −∂2
[
ρ−(D−3)hAB
]
= −2 [∂Cρ−(D−3)] [∂ChAB]− ρ−(D−3)∂2hAB, (L.4)
t
(3)
AB = −∂A∂B
[
ρ−(D−3)h
]
= −[∂A∂Bρ−(D−3)]h− (∂Aρ−(D−3))∂Bh
−(∂Bρ−(D−3))∂Ah− ρ−(D−3)(∂A∂Bh). (L.5)
In deriving equations (L.3), (L.4) and (L.5) we have used (5.56), (5.57) and (5.1).
We now substitute equation (L.1) in equation (L.2) and expand it in powers of
(ρ − 1). Equating powers of ρ − 1 in the dynamical equation allows us to solve for
the unknown coefficients h
(k)
AB, k > 0 in terms of h
(0)
AB, order by order in
(
1
D
)
. In
particular h
(1)
AB is determined at leading order in
(
1
D
)
by equating terms of order
(ρ− 1)0 on both sides of the projected Einstein equation
0 = ρD−3ΠCBΠ
C′
A R
(out)
CC′
=
(
D − 3
2
)
NKABh
(0) + (D − 3)N2h(1)AB −
(
1
2
)
((n.∂)N +NK) h
(1)
AB
+
1
2
ΠCBΠ
C′
A
[
∂C∂
Mh
(0)
MC′ + ∂C′∂
Mh
(0)
MC − ∂2h(0)CC′ − ∂C∂C′h(0)
]
+O(ρ− 1). (L.6)
Solving equation (L.6) at leading order in
(
1
D
)
we get ,
h
(1)
AB
=− ΠCBΠC
′
A
[
∂C∂
Mh
(0)
MC′ + ∂C′∂
Mh
(0)
MC − ∂2h(0)CC′ − ∂C∂C′h(0) + (D − 3)h(0)KCC′
2(D − 3)N2 −NK
]
+O
(
1
D
)
=− ΠCBΠC
′
A
[
∂C∂
Mh
(0)
MC′ + ∂C′∂
Mh
(0)
MC − ∂2h(0)CC′ − ∂C∂C′h(0) +Dh(0)KCC′
NK
]
+O
(
1
D
)
.
(L.7)
In equation (L.7) naively it seems that the last term is of order O(D). But we shall
see that for our case h(0) is actually of order O ( 1
D
)
, so the last two terms do not
even contribute to the leading solution for h
(1)
AB.
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L.1.1 External stress tensor
The stress tensor T outAB is given by
T
(out)
AB =
[
K(out)AB −K(out) p(out)AB
]
, (L.8)
where K(out)AB is the extrinsic curvature of the (ρ = 1) surface (approached from the
outside) viewed as a submanifold of the full space-time with bulk metric gAB = ηAB+
ρ−(D−3)hAB. The trace ofK(out)AB is denoted byK(out) and p(out)AB is the projector onto the
surface (ρ = 1). Let the normal to the surface is denoted by n
(out)
A =
∂Aρ√
gAB(∂Aρ)(∂Bρ)
.
It follows from the gauge condition (5.56) that the denominator of this expression
- the norm of the one-form ∂Aρ in the metric gAB - differs from the norm of the
same oneform in the metric ηAB only at quadratic order in hAB. If we work only to
linear order in hAB it follows that (n
(out)
A = nA) and also since nAh
AB = 0, it implies
gABn
(out)
B = g
ABnB = n
A.
It thus also follows that
p
(out)
AB ≡ gAB − n(out)A n(out)B = gAB − nAnB = ΠAB + ρ−(D−3)hAB,
[p(out)]CA = δ
C
A − nCnA = ΠCA.
Where in the last step we have used the definition ΠAB = ηAB − nAnB and the
definition gAB = ηAB +
hAB
ρD−3
.
The extrinsic curvature evaluates to 78
K(out)AB = [p(out)]CA[p(out)]C
′
B ∇CnC′ |ρ=1
= ΠCA Π
C′
B (∂CnC′ − nqΓqCC′) |ρ=1
= KAB −ΠCAΠC
′
B (nqΓ
q
CC′)|ρ=1,
(L.9)
whereKAB is the extrinsic curvature of (ρ = 1) surface as embedded in flat Minkowski
space-time ηAB. The last term in equation (L.9) can be evaluated by determining
the Christoffel symbol with respect to the metric gAB to linear order in hAB. We find
− ΠCAΠC
′
B nqΓ
q
CC′ |ρ=1
=−
(
ΠCAΠ
C′
B
2
)
nq
[
∂C
(
ρ−(D−3)hC′q
)
+ ∂C′
(
ρ−(D−3)hCq
)− ∂q (ρ−(D−3)hC′C)]ρ=1
=
[
N
2
h
(1)
AB −
N
2
(D − 3)h(0)AB +
1
2
(
h
(0)
AqK
q
B + h
(0)
BqK
q
A
)]
ρ=1
(L.10)
In the last step of equation (L.10) we have used the following manipulation :
ΠACΠBC
′
nq∂Ch
q
C′ = −ΠACΠBC
′
h
q
C′(∂Cnq)
= −ΠACΠBC′hqC′KCq
= −hqBKAq .
(L.11)
78 In this section ∇ means covariant derivative with respect to full linearised space-time from
outside.
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Substituting equation (L.10) in equation (L.9) we finally get
K(out)AB = KAB +
[
N
2
h
(1)
AB −
N
2
(D − 3)h(0)AB +
1
2
(
h
(0)
AqK
q
B + h
(0)
BqK
q
A
)]
ρ=1
. (L.12)
It follows that the trace of the trace of the external extrinsic curvature is given by
K(out) = [ηAB − hAB(0) ]K(out)AB = K + [N2 h(1) − N2 (D − 3)h(0)
]
ρ=1
, (L.13)
where K = ηABKAB = Trace of the extrinsic curvature of (ρ = 1) surface as embed-
ded in flat space-time and h(k) denotes
[
ηABh
(k)
AB
]
.
Note, if we assume the membrane to be embedded in an auxiliary space with metric
(ηAB +h
(0)
AB) and denote the extrinsic curvature as K˜AB, then K(out)AB and K(out) could
simply be written as
K(out)AB = K˜AB+
N
2
[
h
(1)
AB−(D−3)h(0)AB
]
, K(out) = K˜+N
2
[
h(1)−(D−3)h(0)
]
(L.14)
Substituting equations (L.12), (L.13) and (L.14) in equation (L.8) we obtain our final
expression for the stress tensor from outside (ρ = 1) surface as given in (5.60).
L.2 ρ < 1
For ρ < 1 the metric is assumed to take the form (5.63) which we reproduce for
convenience
g˜AB = ηAB + h˜AB = ηAB +
∑
k
(ρ− 1)kh˜(k)AB.
Einstein equation takes the form
R
(in)
AB =
(
1
2
)[
∂C∂Ah˜
C
B + ∂C∂Bh˜
C
A − ∂2h˜AB − ∂A∂Bh˜
]
= 0. (L.15)
As in the previous subsection h˜
(k)
AB, k > 0 can be determined in terms of h˜
(0)
AB = h
(0)
AB
using the dynamical Einstein equations. In particular h˜
(1)
AB may be determined from
the coefficient of (ρ− 1)0 in
0 =
(
ΠCBΠ
C′
A R
(in)
CC′
)
=
(
ΠCAΠ
C′
B
2
)[
∂M∂C′ h˜
(0)
MC + ∂
M∂C h˜
(0)
MC′ − ∂2h˜(0)CC′ − ∂C∂C′ h˜(0)
]
−
(
1
2
)
[NK + (n · ∂)N ] h˜(1)AB −KAB h˜(1) +O(ρ− 1)
(L.16)
(Here all lowering and raising of indices have been done using the flat metric ηAB).
Solving equation (L.16) in leading order in O ( 1
D
)
we find :
h˜
(1)
AB =
(
ΠCAΠ
C′
B
NK
)[
∂M∂C′ h˜
(0)
MC + ∂
M∂C h˜
(0)
MC′ − ∂2h˜(0)CC′ − ∂C∂C′ h˜(0)
]
+O
(
1
D
)
.
(L.17)
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L.2.1 Interior stress tensor
The interior stress tensor is given by
T
(in)
AB = K(in)AB −K(in)p(in)AB
∣∣∣∣
ρ=1
, (L.18)
where K(in)AB is the extrinsic curvature of the ρ = 1 surface (as approached from the
interior) viewed as a submanifold of the full space-time with bulk metric g˜AB =
ηAB + h˜AB. The trace of K(in)AB is denoted by K(in) and p(in)AB is the projector onto the
surface (ρ = 1). As in the previous subsection, working to linear order in the metric
fluctuations
n
(in)
A = nA; p
(in)
AB = ΠAB + h˜AB.
The extrinsic curvature evaluates to
K(in)AB = [p(in)]CA[p(in)]C
′
B ∇CnˆC′ |ρ=1
= ΠCAΠ
C′
B (∂CnC′ − nqΓqCC′) |ρ=1
= KAB − ΠCAΠC
′
B nqΓ
q
CC′|ρ=1,
(L.19)
whereKAB is the extrinsic curvature of (ρ = 1) surface as embedded in flat Minkowski
space-time ηAB. The last term in equation (L.19) is simplified further by evaluating
the Christoffel symbol as :
− ΠCAΠC
′
B nqΓ
q
CC′|ρ=1
=−
(
1
2
)
ΠCAΠ
C′
B n
q
[
∂C h˜C′q + ∂C′ h˜Cq − ∂qh˜C′C
]
ρ=1
=
[
N
2
h˜
(1)
AB +
1
2
(
h˜
(0)
AqK
q
B + h˜
(0)
BqK
q
A
)]
ρ=1
=
[
N
2
h˜
(1)
AB +
1
2
(
h
(0)
AqK
q
B + h
(0)
BqK
q
A
)]
ρ=1
.
(L.20)
Substituting equation (L.20) in equation (L.19) we finally get
K(in)AB = KAB +
[
N
2
h˜
(1)
AB +
1
2
(
h
(0)
AqK
q
B + h
(0)
BqK
q
A
)]
ρ=1
= K˜AB +
(
N
2
)
h˜
(1)
AB.
(L.21)
The trace of the extrinsic curvature is given by
K(in) =
[
ηAB − h˜AB(0)
]
K(in)AB =
[
K˜ +
(
N
2
)
h˜(1)
]
ρ=1
, (L.22)
where K˜ =
(
ηAB − hAB(0)
)
K˜AB and h˜
(k) denotes
[
ηABh˜
(k)
AB
]
.
Substituting equations (L.21) and (L.22) in equation (L.18) we get the final
expression for the stress tensor from interior of the (ρ = 1) surface as given in
equation (5.68).
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M Details Related to the Large D black hole membrane cur-
rent
In this Appendix we first perform the consistency check described in subsection 6.3.
We then go onto supply some of the algebraic details of the derivation of the final
form of the charge current on the large D black hole membrane (6.13).
M.1 Details of the consistency check described in subsection 6.3
M.1.1 Gauge Transformation
In this subsection we gauge transform the gauge field presented in (6.8) to put it in
the gauge employed in subsection 5.3.1.
Let us apply a gauge transformation parametrized by the gauge function Λ on
the gauge field of (6.8), where
Λ = ρ−(D−3)
[
Λ(0) + (ρ− 1)Λ(1) + (ρ− 1)2Λ(2) + · · · ] ,
M˜B = ∂BΛ +MB, 0 = n
BM˜B = n
BMB + (n · ∂)Λ
⇒(n · ∂)Λ = −nBMB.
(M.1)
Equating different powers of (ρ− 1) on both sides of the last equation in (M.1)
we get the following equations for Λ(0), Λ(1) and Λ(2).
− (D − 3)NΛ(0) + (n · ∂)Λ(0) +NΛ(1) = −
√
2Q
− (D − 3)N [Λ(1) − Λ(0)] + (n · ∂)Λ(1) +NΛ(2) = −
√
2
(
D
K
)(∇¯2Q
K
)
,
(M.2)
where ∇¯2Q = ΠAB∂A
[
ΠCB∂CQ
]
. Solving equation (M.2)
Λ(0) =
(
1
D − 3
) √
2Q
N
+
(
1
D
)2(√
2
N
)[
Q + (n · ∂)
(
Q
N
)
+
(
D
K
)(∇¯2Q
K
)]
+O
(
1
D
)3
,
Λ(1) =
(
1
D − 3
)(√
2
N
)[
Q+
(
D
K
)(∇¯2Q
K
)]
+O
(
1
D
)2
.
(M.3)
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Now after applying the gauge transformation
M˜B = MB + ∂BΛ = ρ
−(D−3)
[
M˜
(0)
B + (ρ− 1)M˜ (1)B + · · ·
]
;
M˜
(0)
B = −
√
2Q uB +
√
2Q3
D
(
D
K
)(
∂AK
K
− (u · ∂)uA
)
PAB
+
√
2
D
ΠAB
[
∂AQ
N
− Q∂AN
N2
]
+O
(
1
D
)2
,
M˜
(1)
B = −
√
2
(
D
K
)(∇¯2Q
K
)
uB −
√
2Q
(
D
K
)(∇¯2uA
K
+ uCKCA
)
pAB +O
(
1
D
)
,
(M.4)
where
∇¯2uA ≡ ΠCB∂C
[
ΠA
′
A Π
B′
B ∂B′uA′
]
, ∇¯2Q ≡ ΠAB∂A
[
ΠB
′
B ∂B′Q
]
(M.5)
Note that M˜B now satisfies the gauge condition of the previous section, i.e., n
BM˜B =
0.
M.1.2 Change in the subsidiary condition
In this section we re-expand the coefficients of the gauge field of the previous sub-
section so that these coefficients obey the subsidiary conditions of subsection 5.3.1.
M˜B satisfies the gauge condition imposed in the previous section, and conse-
quently can be identified with the field GB of (5.27). However the expansion coeffi-
cients M˜
(k)
B cannot yet be identified with the expansion coefficients G
(k)
B of (5.27) as
M˜
(k)
B do not obey (5.30), i.e.
PBA (n · ∂)M˜ (k)B 6= 0.
The coefficient functionsG
(k)
B are easily extracted from the expansion of
√
16πGB =
M˜B by following a recursive procedure we now outline. On the surface ρ = 1, the
quantity
√
16πGB
(0) simply equals M˜
(0)
B . Away from ρ = 1,
√
16πGB
(0) (which no
longer agrees with M˜
(0)
B ) can be determined from knowledge of its value on the ρ = 1
surface using the equation
PBA (n · ∂)G(0)B = 0.
Now that G
(0)
B is known everywhere consider
G−G(0)B
This expression is a known power series expansion in (ρ−1) which starts at (ρ−1)1.
On the surface ρ = 1 the quantity G
(1)
B is simply the coefficient of the linear term
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in (ρ − 1) in this expansion. We have thus determined G(1)B at ρ = 1. However this
information together with the subsidiary condition
PBA (n · ∂)G(1)B = 0,
determines G
(1)
B everywhere.
Now that we know G
(1)
B also everywhere consider the quantity
G−G(0)B −G1B(ρ− 1).
This quantity is a known power series that starts at order (ρ − 1)2. The coefficient
of (ρ− 1)2 is simply G(2)B evaluated at ρ = 1 . . . , and so on. We can thus proceed to
evaluate G
(n)
B for all n.
As the black hole membrane solution is known only to a very low order, we need
to implement the recursive procedure described above only to very low order. This
is very easily done. Clearly
√
16πG
(0)
B = M˜
(0)
B − (ρ− 1)C(0)B +O(ρ− 1)2,
for some as yet unknown function C
(0)
B . Now the operator P
A
B (n · ∂) annihilates
the LHS so it must also kill the RHS. Applying this operator to both sides of this
equation, Taylor expanding in ρ − 1 and equating the coefficient of (ρ − 1)0 to zero
we find
C
(0)
A =
1
N
PBA (n · ∂)M˜ (0)B .
It follows that √
16πGB = G
(0)
B +
(
M˜
(1)
B + C
(0)
B
)
(ρ− 1).
so that on the surface ρ = 1
G
(1)
B =
(
M˜
(1)
B + C
(0)
B
)
. (M.6)
From the explicit black hole membrane solution we know M˜
(1)
B only to leading order
in the 1/D expansion (though we know M˜
(0)
B and so C
(0)
B to first subleading order).
It follows that our current knowledge of the black hole membrane solution is detailed
enough only to allow to determine G
(1)
B only at leading order in 1/D on the membrane
surface. 79
79As explained above, once G
(1)
B has been determined on the surface ρ = 1 it is easily continued
away from this surface. We will, however, have no need for this continuation.
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We now turn to simplifying the expression for C
(0)
B . Plugging in the actual value
of M˜
(0)
B for the black hole membrane we may simplify this expression as follows :
C
(0)
A =
1
N
ΠBA(n · ∂)M˜ (0)B
= −
√
2Q
N
ΠBA(n · ∂)uB +O
(
1
D
)
= −
√
2Q
N
PBA (n · ∂)uB +O
(
1
D
)
=
√
2Q
N
PBA (u · ∂)nB +O
(
1
D
)
=
√
2Q
N
uCKCB P
B
A +O
(
1
D
)
,
(M.7)
where we have plugged in the explicit expressions listed in (M.4). In the second and
last line of equation (M.7) we have used the fact that the membrane charge density
and velocity field in [2] obey the subsidiary conditions
(n · ∂)Q = 0, PBA (n · ∂)uB + pBA(u · ∂)nB = 0.
From equation (M.4) and (M.7) it is not difficult to read off the values of M˜
(1)
B
and C
(0)
B . Using
K = DN +O(1) and ∇¯
2uA
K
=
PBA ∇¯2uB
K
+O
(
1
D
)
,
we find
√
16πG
(0)
B = −
√
2Q uB +
√
2Q3
D
(
D
K
)(
∂AK
K
− (u · ∂)uA
)
pAB
+
√
2
D
ΠAB
[
∂AQ
N
− Q∂AN
N2
]
+O
(
1
D
)2
,
√
16πG
(1)
B =
[
M˜
(1)
B + C
(0)
B
]
= −
√
2
(
D
K
)(∇¯2Q
K
)
uB −
√
2Q
(
D
K
)(∇¯2uA
K
)
+O
(
1
D
)
.
(M.8)
M.1.3 Consistency
In the previous subsubsections we have transformed the linearized part of the large
D black gauge field into gauge and subsidiary conditions used in subsubsection 5.3.1,
and have thus managed to read off the expressions for the quantities G
(0)
B and G
(1)
B
listed in that subsection. However, according to the analysis of subsubsection 5.3.1
the quantities G
(0)
B and G
(1)
B are not independent. In fact G
(1)
B is given in terms of
G
(0)
B by the equations (5.37) and (5.39).
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In other words the linearized part of the large D black hole metric is fits into
the general framework of subsubsection 5.3.1 if and only if the explicit results (M.8)
obey (5.37) upto corrections of order O ( 1
D
)
. We have explicitly verified that this is
indeed the case. This completes our check of the consistency of the large D black
hole solutions at linearized order.
M.2 Details of the derivation of equation 6.13
M.2.1 The Membrane Current from Outside
Now that we have recast the solution (6.8) in the form of the solutions presented in
subsection 5.3.1 we can use any of the formulae of that subsection to evaluate the
membrane current. The external contribution to the current, Jout, is most simply
obtained from the equation (5.40) which we quote again here for convenience
JoutB = −(D − 3)NG(0)B +NG(1)B +KABG(0)A .
Substituting G
(0)
B and G
(1)
B from equation (M.8) we find that upto corrections of order
O ( 1
D
)
,
√
16πJoutB =
√
2Q
[
(1−Q2)
(
∂AK
K
)
+ (1 +Q2)(u · ∂)uA −
(∇¯2uA
K
)
− KCAuC
]
PAB
+
√
2
[
(D − 3)NQ+ (u · ∂)Q−
(
∂2Q +Q(u · ∂)K
K
)
+Q(u ·K · u)
]
uB
−
√
2Q
[(
∂AQ
Q
)
+ (u · ∂)uA
]
PAB +O
(
1
D
)
.
(M.9)
In the next subsection we shall see that the first line in the final expression of JoutB
(the third step) vanishes as consequence of the stress tensor conservation equation
on the membrane. So the final form of the outside current after removing the first
line
√
16πJoutB =
√
2
[
Q
(
K +
∇¯2K
K2
− 2K
D
)
+ (u · ∂)Q
−
(∇¯2Q +Q(u · ∂)K
K
)
+Q(u ·K · u)
]
uB
−
√
2Q
[(
∂AQ
Q
)
+ (u · ∂)uA
]
PAB +O
(
1
D
)
.
(M.10)
To simplify in equation (M.10) we have used the identities (see equations (O.10),
(O.11), (O.12), (O.13) and (O.14) for derivation) that
(D − 3)N = K + ∇¯
2K
K2
− 2K
D
+O
(
1
D
)
.
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M.2.2 The membrane current from inside
In order to compute J inB we use (5.47) which we quote here again for convenience
J inB = NG˜
(1)
B +K
A
BG
(0)
A . (M.11)
By comparing (5.45) and (5.37) we see that it is a general feature of the solutions
obtained in subsections 5.3.1 and 5.3.2 that
G˜
(1)
B = −G(1)B +O
(
1
D
)
.
It follows that (M.11) can be rewritten as
J inB = −NG(1)B +KABG(0)A . (M.12)
Using (M.8) it follows that
√
16πJ
(in)
B =
√
2
[(∇¯2Q
K
)
uB +Q
(
PAB ∇¯2uA
K
)
−QKAB uA
]
+O
(
1
D
)
. (M.13)
N Details Related to the large D black hole Membrane Stress
Tensor
This Appendix mirrors the previous one except for the fact that it focuses on the
membrane stress tensor rather than the charge current. In the first part of this
Appendix we check that the large D black hole metrics - upon linearization - do
indeed fit into the general structure of linearized solutions to Einstein’s equations at
large D developed in this paper. In the second part of the Appendix we provided
details of our computation of the precise form of the large D black hole stress tensor.
N.1 Consistency
As we have described above, the large D black hole metric of [2] simplifies in the
‘matching’ region to the linearized form (6.22) with (6.23). For the convenience of
the reader we reproduce those equations here:
GAB = ηAB + ρ
−(D−3)MAB = ηAB + ρ−(D−3)
∑
n
(ρ− 1)nM (n)AB, (N.1)
where
M
(0)
AB = (1 +Q
2)OAOB + 2Q
4
(
OAV
(2)
B +OBV
(2)
A
)
−Q2OAOB − 2Q2τAB
+O
(
1
D
)2
,
M
(1)
AB = 2Q
2S(1)OAOB − (1 +Q2)
[
V
(1)
A OB +OAV
(1)
B
]
+O
(
1
D
)
,
(N.2)
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with
V
(1)
A =
(
D
K
)[∇¯2uB
K
+ uCKCB
]
PBA ,
V
(2)
A =
(
D
K
)[
∂CK
K
− (u · ∂)uC
]
PCA ,
S(1) =
(
D
K2
)
∇¯2Q,
τAB = P
A′
A
(
D
K
)[
∂A′OB′ + ∂B′OA′
2
− ηA′B′
(
∂ · O
D − 2
)]
PB
′
B ,
where
∇¯2Q = ΠAB∂A
[
ΠBC∂CQ
]
, ∇¯2uA = ΠAA′ΠBC∂B
[
ΠCC
′
ΠA
′A′′(∂C′uA′′)
]
.
(N.3)
In this section we will recast the results (N.1) and (N.2) into the general form
obtained subsection 5.4.1. As in the previous Appendix, this requires us to perform
first a coordinate (gauge) transformation on the solution (N.1), (N.2). We then read
off the expansion coefficients of the general solution described in subsection 5.4.1 by
imposing the subsidiary conditions defined in that subsection.
N.1.1 Gauge transformation
Starting with the solution (N.1) and (N.2) we perform the infinitesimal coordinate
transformation
xA → xA + ρ−(D−3)ξA,
which recasts the solution into the form
M˜AB =MAB + ρ
(D−3)∂A
(
ρ−(D−3)ξB
)
+ ∂B
(
ρ−(D−3)ξA
)
. (N.4)
We wish to choose our coordinate transformation to ensure that hˆab satisfies the
gauge condition of subsubsection 5.4.1, namely
nAM˜AB = 0. (N.5)
It follows that the infinitesimal coordinate transformation must be chosen to ensure
that
−nAMAB = (n · ∂)
[
ρ−(D−3)ξB
]
+ nA∂B
[
ρ−(D−3)ξA
]
. (N.6)
Our general strategy for determining the vector field ξA that satisfied (N.6) is to
assume that like hAB, the vector ξA generating the coordinate transformation also
admits an expansion in the powers of (ρ− 1) :
ξA =
∞∑
m=0
(ρ− 1)mξ(m)A . (N.7)
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We then substitute the expansion equations (6.22) and (N.7) into (N.6) and determine
the expansion coefficients ξ(m), order by order in the
(
1
D
)
expansion by equating
powers of (ρ− 1) on both sides for the equation (N.6).
For the practical purposes of this paper we only need to implement this pro-
gramme to the first couple of orders. Equating the coefficient of (ρ − 1)0 on both
sides of equation (N.6) we find
nAM
(0)
AB = (D − 3)N
[
ξ
(0)
B + nB(n · ξ(0))
]
−
[
(n · ∂)ξ(0)B + nA∂Bξ(0)A
]
−N
[
ξ
(1)
B + nB(n · ξ(1))
]
.
(N.8)
Similarly equating the coefficient of (ρ− 1)1 we find
nAM
(1)
AB = (D − 3)N
[
(ξ
(1)
B − ξ(0)B ) + nB(ξ(1)A − ξ(0)A )nA
]
−
[
(n · ∂)ξ(1)B + nA∂Bξ(1)A
]
− 2N
[
ξ
(2)
B + nB(n · ξ(2))
]
.
(N.9)
Solving equation (N.8) and (N.9) simultaneously we find ,
ξ
(1)
A =
[
1
(D − 3)N
] [
nB[M
(1)
AB +M
(0)
AB]−
(nA
2
) (
n · [M (1) +M (0)] · n) ]
+O
(
1
D
)
,
ξ
(0)
A = ξ
(0,1)
A +
(
1
D
)
ξ
(0,2)
A +
(
1
D
)2
,
where
ξ
(0,1)
A =
[
D
(D − 3)N
] [
nBM
(0)
AB −
(nA
2
) (
n · [M (0)] · n) ],
ξ
(0,2)
A =
[
1
(D − 3)N
] [
nB
(
∂Aξ
(0,1)
B + ∂Bξ
(0,1)
A
)
− nA
(
nC [∂Cξ
(0,1)
C′ ]n
C′
)]
+
[
D
(D − 3)2N2
] [
nB[M
(1)
AB +M
(0)
AB]−
(nA
2
) (
n · [M (1) +M (0)] · n) ].
(N.10)
After substituting equation (N.10) in equation (N.4) we find
M˜AB = Π
C
AΠ
C′
B
[
M
(0)
CC′ + ∂Cξ
(0)
C′ + ∂C′ξ
(0)
C + (ρ− 1)M (1)CC′ +O(ρ− 1)2
]
. (N.11)
N.1.2 Change in subsidiary condition
In order to extract the expansion coefficients h
(m)
MN defined in subsection 5.4.1 we need
to ‘Taylor’ expand the metric (N.11) in a power series expansion in ρ while ensuring
that the Taylor coefficients of this expansion obey the subsidiary conditions (5.57).
This is easily accomplished using the method outlined in the previous Appendix
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for the case of the gauge field. Let M˜
(j)
MN represent the expansion coefficients of the
metric (N.11) where these coefficients don’t necessarily obey the subsidiary condition
(5.57), i.e.
ΠCAΠ
C′
B (n · ∂) M˜ (k)CC′ 6= 0.
It must be that
h
(0)
AB = M˜
(0)
AB − (ρ− 1)C(0)AB +O(ρ− 1)2,
for some as yet unknown function C
(0)
AB. Now the operator Π
C′
A Π
C
B(n · ∂) annihilates
the LHS so it must also kill the RHS. Applying this operator to both sides of this
equation, Taylor expanding in ρ − 1 and equating the coefficient of (ρ − 1)0 to zero
we find
C
(0)
AB =
1
N
ΠC
′
A Π
C
B (n · ∂)M˜ (0)CC′ .
It follows that
hAB = h
(0)
AB +
(
M˜
(1)
AB + C
(0)
AB
)
(ρ− 1),
so that on the surface ρ = 1
h
(1)
AB =
(
M˜
(1)
AB + C
(0)
AB
)
. (N.12)
Using equations (N.11) and (N.12) it follows that the coefficients h
(0)
AB and h
(1)
AB cor-
responding to metric (N.11) are given by :
h
(0)
AB = (1 +Q
2) uAuB
+
(
1
D
)[
− 2Q4
(
uAV
(2)
B + uBV
(2)
A
)
−Q2uAuB − 2Q2 τAB
+ΠCA [∇CξC′ +∇C′ξC ] ΠC
′
B
]
+O
(
1
D
)2
,
h
(1)
AB =
(
D
K2
)[
2Q∇¯2Q uAuB + (1 +Q2) ΠCBΠC
′
A
(
uC′∇¯2uC + uC∇2uC′
)]
+O
(
1
D
)
,
(N.13)
where
ξA = (1 +Q
2)
(
D
K
)(nA
2
− uA
)
,
V
(2)
A =
(
D
K
)[
∂CK
K
− (u.∂)uC
]
PCA ,
τAB =
(
D
K
)
PCA
[
KCD −
(
∂CuD + ∂DuC
2
)
− ηCD
(
K − (∂ · u)
D − 3
)]
PDB .
(N.14)
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Here
[
pAB = ηAB − nAnB + uAuB
]
and ∇ denotes covariant derivative with respect
to the intrinsic metric on the membrane as embedded in flat space.
Note that the trace of h
(0)
AB vanishes till order O(1) in our
(
1
D
)
expansion.
∴ h(0) = ηABh
(0)
AB = −(1 +Q2) +
ΠAB∇AξB
D
+O
(
1
D
)
= −(1 +Q2) + 2
(
1 +Q2
D
)(
D
K
)
∇A
(
nA
2
− uA
)
+O
(
1
D
)
= O
(
1
D
)
.
(N.15)
N.1.3 Consistency
As in the previous Appendix, it is not difficult to verify that the second equation in
(N.13) is consistent with (5.58) upto corrections of order O ( 1
D
)
.
N.1.4 Derivation of equation 6.36
E ≡ uµ∇ˆν [T (NT )]νµ
=
(
K
2
)
(1 +Q2)(∇ˆ · u) +
(
1 +Q2
2
)
(u · ∇ˆ)K +
(
K
2
)
(u · ∇ˆ)Q2
−
(
1−Q2
2
)
uµ∇ˆνKµν + uν∇ˆµ
(
∇ˆνuµ + ∇ˆµuν
2
)
− (∇ˆ · V) +O(1)
=
(
K
2
)
(1 +Q2)(∇ˆ · u) +Q2(u · ∇ˆ)K +
(
K
2
)
(u · ∇ˆ)Q2
+K(uαKαβu
β)− (∇ˆ · V) +O(1)
=
(
K
2
)
(1 +Q2)(∇ˆ · u)− (1 + Q2)(u · ∇ˆ)K +
(
K
2
)
(u · ∇ˆ)Q2
−Q∇ˆ2Q−
(
2Q4 −Q2 − 1
2
)(∇ˆ2K
K
)
+
(
1 +
Q2 + 2Q4
2
)
K (uαKαβu
β)
+O(1).
(N.16)
In the second last line we have used identities (O.3) and (O.7). In the last line we
have used identity (O.9).
Now we could simplify equation (N.16) further by using the current conservation
equation equation (6.20). For convenience we are quoting the equation here.
∇ˆ2Q = QK(∇ˆ · u) +K(u · ∇ˆ)Q+Q(u · ∇ˆ)K −QK(uαKαβuβ) +O(1). (N.17)
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Substituting equation (N.17) in equation (N.16) we find
E = −
(
1 + 2Q2
2
)[
2(u · ∇ˆK)− (1−Q2)
(
∇ˆ2K
K
)
− (1 +Q2)K(uαKαβuβ)
]
+
(
K
2
)
(1−Q2)(∇ˆ · u) +O(1)
.
(N.18)
Now we shall show that the term in the first line of equation (N.18) could be
re-expressed as
[
−
(
1+2Q2
K
)
(∇ˆµEµ)
]
, where Eµ is the projection of stress tensor
conservation equation in the direction perpendicular to uµ.
EA = −
(
K
2
)[
(1 +Q2)(u · ∇)uA + (1−Q2)pAC
(∇CK
K
)
− pAC
(∇2uC
K
+KCBu
B
)]
+O(1).
Taking the divergence of the above equation we find
∇ˆµEµ = −
(
K
2
)
∇ˆµ
[
(1 +Q2)(u · ∇ˆ)uµ + (1−Q2)pµν
(
∇ˆνK
K
)
− pµν
(
∇ˆ2uν
K
+Kναu
α
)]
+O(D)
= −
(
K
2
)[
(1 +Q2)K(uαKαβu
β) + (1−Q2)
(
∇ˆ2K
K
)
− 2(u · ∇ˆ)K
]
+O(D).
(N.19)
Here in the last line we have used identities (O.3), (O.8) and (O.5). Substituting
equation (N.19) in equation (N.18) we get equation (6.36).
O Identities
In this appendix we shall prove several identities and equations that we have used
at different steps in our calculations.
O.1 Membrane embedded in flat-spacetime
In this subsection all identities are derived on ρ = 1 hypersurface as embedded in
flat space-time. Usually all contractions (often denoted by ‘·’) are with respect to
flat Minkowski metric ηAB. In few cases we have to use contraction and covariant
derivative with respect to the induced metric on the membrane. In those cases we
– 161 –
have used Greek indices and the covariant derivatives are denoted as ∇ˆ. Sometimes
we have used ∇¯A to denote ∇ˆ in the language of the embedding space. For example,
∇ˆµuν → ∇¯AuB ≡ ΠA′A ΠB
′
B ∇A′uB′ ,
where ΠAB is the projector on the membrane.
80
Identity-1:
∇ˆµ
[
(uν∇ˆν)uµ
]
= ∂B[Π
AB(u · ∂)uA]− nB(n · ∂)[ΠAB(u · ∂)uA]
= ∂B
[
(u · ∂)uB]− ∂B [nBnC(u · ∂)uc]+O(1)
= ∂B
[
(u · ∂)uB]+ ∂B [nBuC(u · ∂)nc]+O(1)
= ∂B
[
(u · ∂)uB]+ ∂B [nBuC(u · ∂)nc]+O(1)
= (u · ∂) [∂ · u] + (∂AuB)(∂BuA) + ∂B
[
nB(uAuA
′
KAA′)
]
+O(1)
= K(uAuA
′
KAA′) +O(1).
(O.1)
Here ∇ˆµ denotes covariant derivative with respect to the induced metric on the
membrane as embedded in the flat space, g
(ind,f)
µν .
Identity-2:
nA∂2uA = ∂C(n
A∂CuA) +O(1)
=− ∂C(uA∂CnA) +O(1)
=− ∂C(nCuk(n · ∂)nk +KCAuA) +O(1)
=− (u · ∂)K − ∂A(KCAuA) +O(1)
=− (u · ∂)K − ∂A(KCA )uA +O(1)
=− 2(u · ∂)K +O(1).
(O.2)
Identity-3:
ΠA
′
A ∂A′
[
KAB −KΠAB] = 0
⇒ ΠA′A ∂A′KAB = ΠAB∂AK.
(O.3)
Identity-4:
uA∇¯2uA = −ΠBB′(∂BuA)(∂B′uA) = O(1),
since ΠAB∂AuB ∼ O
(
1
D
)
.
(O.4)
80 Most of the identities that are derived here involve indices, functions and derivatives that
are defined entirely along the membrane. Therefore they could be very easily re expressed in
the language of the intrinsic geometry of the membrane, (by simply replacing ∇¯ → ∇ˆ, {A,B} →
{µ, ν}, ΠAB → g(ind,f)µν ). In the main text we have often used these identities with such replacement.
– 162 –
Here ∇¯2uA denotes the following.
∇¯2uA ≡ ΠA′A ΠBB
′
∂B
(
ΠB
′′
B′ Π
C
A′∂B′′uC
)
.
Identity-5:
∇¯A∇¯2uA = ΠAA′∂A
[
ΠA
′A′′∇¯2uA′′
]
= −KnA∇¯2uA +O(D)
= −K [∂B(nA∂BuA)− (∂BnA)∂BuA)]+O(D)
= −K [∂B(nA∂BuA)]+O(D)
= K
[
∂B(u
A∂BnA)
]
+O(D)
= K
[
∂B(K
B
Au
A)
]
+O(D)
= K [(u · ∂)K] +O(D).
(O.5)
In the last line we have used identity (O.3).
Identity-6:
ΠB
′
B ∂B′
[
pABQ
(∇¯2uA
K
−KCAuC
)]
= Q ΠB
′
B ∂B′
[
pAB
(∇¯2uA
K
−KCAuC
)]
+O(1)
= O(1).
(O.6)
Here pAB denotes the projector perpendicular to both nA and uA.
pAB = ηAB − nAnB + uAuB.
In the last step of equation (O.6) we have used the identities (O.2), (O.3), (O.4) and
(O.5).
Identity-7:
∇¯A∇¯BuA ≡ ΠB′B ΠAA′∂A
[
ΠA
′A′′ΠB
′′
B′ (∂B′′uA′′)
]
= −K
[
ΠB
′
B n
A∂B′uA
]
+O(1)
= K
[
ΠB
′
B u
A∂B′nA
]
+O(1)
= K(uAKBA) +O(1).
(O.7)
Identity-8:
∇¯A(u · ∇¯)uA ≡ ΠA′A ∂A′
[
ΠAA
′′
(uB∂B)uA′′
]
= −K nA(u · ∂)uA +O(1)
= K (u ·K · u) +O(1).
(O.8)
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Identity-9:
VA = Q ΠBA∂BQ+Q2(uCKCA) +
(
2Q4 −Q2 − 1
2
)(
ΠBA∂BK
K
)
−
(
Q2 + 2Q4
2
)
(u · ∂)uA +
(
1 +Q2
K
)
∇¯2uA.
∴ ΠAB∂AVB = Q∇¯2Q+ (1 +Q2)(u · ∂)K +
(
2Q4 −Q2 − 1
2
)(∇¯2K
K
)
−
(
Q2 + 2Q4
2
)
K (uAuBKAB) +O(1).
(O.9)
Here ∇¯2Q and ∇¯2K denote
∇¯2Q = ΠAB∂A∂BQ, ∇¯2K = ΠAB∂A∂BK.
In the last line of (O.9) we have used identities (O.3), (O.8) and (O.5).
Identity-10:
∂2ρ−(D−3) = 0
⇒ ∂A
[
ρ−(D−2)NnA
]
= 0
⇒ KN − (D − 2)N
2
ρ
+ (n · ∂)N = 0
⇒ KN − (D − 2)N2 + (n · ∂)N = 0 ∵ ρ = 1
⇒ (D − 3)N = K −N + (n · ∂)N
N
⇒ (D − 3)N = K − K
D
+
(n · ∂)K
K
+O
(
1
D
)
.
(O.10)
Identity-11
∂AN =
∂A
[
(∂Bρ)(∂
Bρ)
]
2N
=
(∂Bρ)∂A∂Bρ
N
=
(∂Bρ)∂B∂Aρ
N
= (n · ∂)(NnA)
⇒ (n · ∂)nA = Π
B
A∂BN
N
=
ΠBA∂BK
K
+O
(
1
D
)
.
(O.11)
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Identity-12:
(n · ∂)K = nA∂A∂BnB
= nA∂B∂An
B
= ∂B
[
(n · ∂)nB]− (∂BnA)(∂AnB)
= ∂B
(
ΠBA∂AK
K
)
−KABKAB
=
∇¯2K
K
− K
2
D
+O(1).
(O.12)
Here in the last line we have used identity (O.11). Combining (O.10). (O.11) and
(O.12) we find
Identity-13:
(D − 3)N = K +
(∇¯2K
K2
)
− 2
(
K
D
)
+O
(
1
D
)
. (O.13)
Identity-14:
∂2Q = ∂A
(
ΠAB∂BQ
)
∵ (n · ∂)Q = 0
= ∇¯2Q +O(1). (O.14)
O.2 Relating intrinsic and extrinsic curvature of membrane with curva-
ture of embedding space-time
Here we shall relate the intrinsic curvatures of a timelike membrane with the extrin-
sic curvature of the membrane and the curvatures of the full space-time. For our
derivation we shall follow [35].
Define the coordinates along the full-space time as
{XA} ≡ {ρ, xµ}, A = {1, 2, · · · , D}, µ = {2, · · · , D}
The equation of the membrane is given by (ρ = 1). {xµ} are the coordinates that
can vary along the membrane. The unit normal to the surface is denoted as nA .
Suppose ωA is a vector tangent to the membrane. ∇ˆA denotes the covariant derivative
with respect to the intrinsic metric of the membrane and ∇A denotes the covariant
derivative with respect to the full space-time metric. It follows that
[∇ˆA, ∇ˆB]ωC = RP CBA ωP
[∇A,∇B]ωC = RP CBA ωP ,
(O.15)
where RP CBA denotes the intrinsic Riemann tensor of the membrane and RP CBA is
the Riemann tensor of the full space-time. We shall use pAB as the projector on
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the membrane surface.
∇ˆA∇ˆBωC
= pA
′
A p
B′
B p
C′
C ∇A′
(
pB
′′
B′ p
C′′
C′ ∇B′′ωC′′
)
= pA
′
A p
B′
B p
C′
C ∇A′∇B′ωC′ + pA
′
A p
B′
B p
C′
C ∇A′
(
pB
′′
B′ p
C′′
C′
)
(∇B′′ωC′′)
= pA
′
A p
B′
B p
C′
C ∇A′∇B′ωC′ +KACKBC′ωC
′ −KAB [(n · ∇)ωC′] pC′C .
(O.16)
Here in the last line we have used the fact that nCωC = 0
Using equations (O.15) and (O.16) we find
RPCBA ωP = pA′A pB
′
B p
C′
C RPC′B′A′ ω
P + [KACKBP −KAPKBC ]ωP . (O.17)
Since equation (O.17) is true for any ωP we find
RPCBA = pA′A pB
′
B p
C′
C RPC′B′A′ + [KACKBP −KAPKBC ] . (O.18)
Contracting equation (O.18) with pAC and pACpBP we find
pCA p
C′
B RCC′ = RAB −KKAB +KACKCB +RAkBk′ nknk
′
,
R = R+ 2RCC′ nCnC′ −K2 +KABKAB.
(O.19)
Note that the second equation of (O.19) could be rewritten as[
RCC′ − R
2
GCC′
]
nCnC
′ ≡ nCnC′ECC′ = −R+K2 −KABKAB. (O.20)
Note also that for Ricci flat geometries equation (O.19) reduces to
0 = RAB −KKAB +KACKCB +RAkBk′ nknk
′
∴ 0 = R−K2 +KABKAB.
(O.21)
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