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1. Introduction.
A classical theme in Operator Algebras is the Galois correspondence between groups
of automorphisms of a von Neumann algebra and von Neumann subalgebras.
To be more specific, let M be a von Neumann algebra and to each group G of auto-
morphisms of M let associate MG, the von Neumann subalgebra of the G–fixed elements
G→MG. (1.1)
In a dual way to each von Neumann subalgebra N of M we may associate the group GN
of the automorphisms of M leaving N pointwise fixed
N → GN . (1.2)
These two maps are in general not one another inverse, but restricting to (closed) subgroups
of a given group G and to intermediate von Neumann subalgebras MG ⊂ N ⊂ M they
may actually become one another inverse.
Such a Galois correspondence was shown to hold by Nakamura and Takeda [NT] and
Suzuki [Su] in the caseM be II1–factor and G a finite group whose action onM is minimal,
namely MG
′ ∩M = C.
A different Galois correspondence, between normal closed subgroups of a compact
(minimal) group G and globally G-invariant intermediate von Neumann algebras, was
obtained by Kishimoto [K], following methods in the analysis of the chemical potential
in Quantum Statistical Mechanics [AHKT]. Generalizations of this result concerning dual
actions of a locally compact group G were dealt by Takesaki, in case of G abelian, and by
Nakagami in more generality, see [NTs].
Another kind of Galois correspondence was provided by H. Choda [Ch]. It concerns
in particular the crossed product of a factor by an outer action of a discrete group and
characterizes the intermediate von Neumann subalgebras that are crossed product by a
discrete subgroup. An important assumption here is the existence of a normal conditional
expectation onto the intermediate subalgebras.
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In this paper we consider any compact group G of automorphisms of a (separable)
factor M , whose action is minimal, and show that any intermediate von Neumann algebra
MG ⊂ N ⊂ M is the fixed-point algebra N = MH for some closed subgroup H of G,
namely the general Galois correspondence holds in the compact minimal case. Indeed as
a corollary the two maps (1.1) and (1.2) are one another inverse.
A particular case of our result concerning the action of the periodic modular group
with minimal spectrum on a type IIIλ factor, 0 < λ < 1, has been recently obtained in
[HS].
Concerning the ingredients in our proof, we mention the spectral analysis for compact
group actions, endomorphisms and index theory for infinite factors, arguments based on
modular theory, injective subfactors and averaging techniques.
We enphasise that the main step in the proof of our result is showing the existence of a
(necessarily unique) normal conditional expectation of M onto any intermediate subfactor
between MG and M .
Note that in this way we also obtain a Galois correspondence for intermediate von
Neumann algebras in the case of crossed products of factors by outer actions of discrete
groups (again, without the a priori existence of normal conditional expectation).
This poses the following question: if M1 ⊂M2 ⊂M3 are von Neumann algebras such
that M ′1 ∩M3 = C, with a normal expectation ǫ : M3 → M1, does there exist a normal
expectation of M3 onto M2? In other words, does ǫ factor through M2? Beside the case
dealt in this paper, we know a (positive) answer for example if M1 ⊂M3 has finite index
or if M3 is semifinite, but no counter-example is known to us.
At this point we briefly comment on the superselection structure in Particle Physics,
that partly motivated our work. As is known the group of the internal symmetries in a
Quantum Field Theory is the dual of the tensor C∗-category defined by the superselection
sectors [DR]. Our result classifies the extensions of the net of the observable algebras made
up by field operators. An analysis of further aspects of this structure goes beyond the
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purpose of our paper. However we notice that in low dimensional Quantum Field Theory
the internal symmetry is realized by a more general, not yet understood, quantum object
and this suggests to be of interest to extend our result to a wider class of “quantum
groups”.
We take here a first step in this direction providing a version of our result in the
context of actions of compact Kac algebras on factors that turns out to be new even in the
finite-dimensional case. This is included in our last section.
2. Preliminaries.
Throughout this paper, von Neumann algebras have separable preduals.
2-1. Operator valued weights and basic construction. For the theory of operator valued
weights and basic construction, our standard references are [H1][H2][Ko1].
Let M ⊃ N be an inclusion of von Neumann algebras. We denote by P(M,N),
E(M,N) the set of normal semifinite faithful, (abbreviated as n.s.f.), operator valued
weights, and that of normal faithful conditional expectations respectively. We denote
by P0(M,N) the set of T ∈ P(M,N) whose restriction to M ∩N ′ is semifinite, (such T is
called regular in [Y]). Note that P0(M,N) is either empty or P(M,N) [H2, Theorem 6.6].
For T ∈ P(M,N), we use the following standard notations:
nT = {x ∈M ;T (x∗x) <∞},
mT = n
∗
TnT .
For a n.f.s. weight ϕ on M , Hϕ and Λϕ denote the GNS Hilbert space and the canonical
injection Λϕ : nϕ −→ Hϕ.
For M ⊃ N with E ∈ E(M,N), we fix a faithful normal state ω on N and set
ϕ := ω ·E. We regard M as a concrete von Neumann algebra acting on Hϕ. Let eN be the
Jones projection defined by eNΛϕ(x) = Λϕ(E(x)), which does not depend on ω but only
on the natural cone of Hϕ [Ko2, Appendix]. The basic extension of M by E is the von
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Neumann algebra generated byM and eN , which coincides with JMN
′JM , where JM is the
modular conjugation for M . For x ∈ B(Hϕ), we set j(x) = JMx∗JM . The dual operator
valued weight Eˆ ∈ P(M1,M) of E is defined by j · E−1 · j|M1 , where E−1 ∈ P(N ′,M ′) is
characterized by spatial derivatives [C1]:
d(ψ · E)
dϕ′
=
dψ
d(ϕ′ ·E−1) , ψ ∈ P(N,C), ϕ
′ ∈ P(M ′,C).
Since Eˆ satisfies Eˆ(eN ) = 1 [Ko1, Lemma 3.1], MeNM ⊂ mEˆ . In [Ko1], Kosaki defined
the index of E by Ind E = E−1(1) in the case where M and N are factors, which is known
to coincide with the probabilistic index defined in [PP1].
First, we consider a Pimsner-Popa push down lemma in our setting (c.f. [PP1]).
Lemma 2.1. Let M be a von Neumann algebra and ϕ a n.f.s. weight on M . Suppose A
is a *-subalgebra of n∗ϕ ∩ nϕ which is dense in M in weak topology, and globally invariant
under the modular automorphism group. Then Λϕ(A) is dense in Hϕ.
Proof. Let p be the projection onto the closure of Λϕ(A). Then p ∈ A′ = M ′. Thanks
to σϕt (A) = A, p commutes with ∆itϕ , and consequently we have ∆
1
2
ϕp ⊃ p∆
1
2
ϕ . Since
A ⊂ nϕ ∩ n∗ϕ, Λϕ(x), x ∈ A is in the domains of Sϕ and ∆
1
2
ϕ . Thus we get the following:
JϕΛϕ(x) = JϕSϕΛϕ(x
∗) = ∆
1
2
ϕΛϕ(x
∗) = p∆
1
2
ϕΛϕ(x
∗) = pJϕΛϕ(x).
This means that p commutes with Jϕ, and p ∈ M ∩M ′. So we get Λϕ((1− p)x) = 0 for
x ∈ A. Since ϕ is faithful, this implies (1− p)x = 0, which shows p = 1 because A is dense
in M in weak topology. Q.E.D.
Proposition 2.2 (Push down lemma). LetM ⊃ N be an inclusion of factors with E ∈
E(M,N), andM1 be the basic extension ofM by E. Then for all x ∈ nEˆ , eN Eˆ(eNx) = eNx
holds.
Proof. Let ϕ be as above and ϕ1 = ϕ · Eˆ. Then eNx, and eN Eˆ(eNx) belong to nϕ. So we
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get the following:
||Λϕ1(eNx)− Λϕ1(eN Eˆ(eNx))||2
= ϕ1(x
∗eNx)− ϕ1(x∗eN Eˆ(eNx))− ϕ1(Eˆ(eNx)∗eNx) + ϕ1(Eˆ(eNx)∗eN Eˆ(eNx))
= ||Λϕ1(eNx)||2 − ||Λϕ1(eN Eˆ(eNx))||2.
So, we can define a bounded operator V on eNHϕ1 by
V eNΛϕ1(x) = Λϕ1(eN Eˆ(eNx)), x ∈ nEˆ .
By simple computation, one can show that V is identity on eNΛϕ1(MeNM). So to
prove the statement, it suffices to show that Λϕ1(MeNM) is dense in Hϕ1 . We set
A = MeNM and show that A satisfies the assumption of the previous lemma. In-
deed, since M1 is the weak closure of MeNM + M , the weak closure of A is a closed
two-sided ideal of M1, and coincides with M1. From the definition of ϕ1, we have
σϕ1t (MeNM) = σ
ϕ
t (M)σ
ϕ1
t (eN )σ
ϕ
t (M) =Mσ
ϕ
t (eN )M . Thanks to j ·E−1 · j = (j ·E · j)−1
[Ko1, Lemma 1.3], we get
dϕ1
d(ω · j) =
d(ϕ · (j ·E · j)−1)
d(ω · j) =
dϕ
d(ω · E · j) =
dϕ
d(ϕ · j) = ∆ϕ.
Since ∆ϕ commutes with eN , we get σ
ϕ1
t (eN ) = eN . Q.E.D.
Remark 2.3. In general, eNM1 is strictly larger than eNnEˆ . Indeed, suppose that M , N
are type III factors and eNM1 = eNnEˆ . Then there is an isometry v ∈ nEˆ with vv∗ = eN ,
that implies 1 = v∗v ∈ mEˆ and Ind E <∞. This also means that eNM is not necessarily
closed in weak topology because of eNM1 = eNM
w
.
The following is a generalization of the abstact characterization of the basic extension
in [PP2] to the infinite index case (see also [HK]).
Lemma 2.4. Under the same assumption, assume that R is a factor including M and
satisfying the following:
(i) There is a projection e ∈ R such that R is generated by e and M , and exe = E(x)e
holds for x ∈M .
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(ii) There is T ∈ P(R,M) satisfying T (e) = 1, and e ∈ (R ∩N ′)E·T .
Then there is an isomorphism π : M1 −→ R satisfying π|M = idM , π(eN ) = e, and
T · π = π · Eˆ.
Proof. Let ψ = ϕ · T . For the same reason as before, Λψ(MeM) is dense in Hψ. So we
can define a surjective isometry U : Hϕ1 −→ Hψ and an isomorphism π : M1 −→ R by
UΛϕ1(
∑
xieNyi) = Λψ(
∑
xieyi), xi, yi,∈M,
π(x) = UxU∗, x ∈M1.
Clearly, π satisfies π|M = idM , π(eN ) = e. Thanks to σE·Tt (e) = e, the modular automor-
phism groups of ϕ1 and ψ · π coincide on MeNM (and on M1). Since M1 is a factor, this
implies that ϕ1 is a scalar multiple of ψ · π, and consequently that Eˆ is a scalar multiple
of π−1 · T · π [H2, Lemma 4.8]. From Eˆ(eN ) = 1 and T (e) = 1, we get the result. Q.E.D.
The following may be a folklore for specialists. However, since the authors can not
find it in the literature, we give a proof.
Lemma 2.5. Let M ⊃ N be an inclusion of von Neumann algebras (not necessarily with
separable pre-dual). Then, there is a unique central projection z of M ∩N ′ satisfying the
following two conditions:
(i) P0(pMp, pN) = ∅ holds for every projection p ∈M ∩N ′, p ≤ 1− z.
(ii) P0(zMz, zN) = P(zMz, zN).
Moreover, if P(M,N) is not empty, then (1 − z)(M ∩ N ′) ∩mT = {0}, z ∈ (M ∩ N ′)T ,
and T |z(M∩N ′) is semifinite for every T ∈ P(M,N)
To prove the lemma, we need the following.
Lemma 2.6. The following hold.
(i) Let {pi}i∈I ⊂M ∩N ′ be a family of mutually orthogonal projections, and p =
∑
pi.
If P0(piMpi, piN) 6= ∅ for every i ∈ I, then P0(pMp, pN) 6= ∅.
(ii) Let p ∈M ∩N ′ be a projection. If P0(M,N) 6= ∅, then P0(pMp, pN) 6= ∅.
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(iii) Let p ∈ M ∩ N ′ be a projection satisfying P0(pMp, pN) 6= ∅, and c(p) the central
support of p in M ∩N ′. Then P0(c(p)Mc(p), c(p)N) 6= ∅,
(iv) Let {pi}i∈I ⊂M∩N ′ be a family of projections, and p0 = ∨pi. If P0(piMpi, piM) 6= ∅
for every i ∈ I, then P0(p0Mp0, p0N) 6= ∅.
Proof. (i): This follows from the following easy facts:
P0(pMp,⊕piMpi) 6= ∅, P0(⊕piMpi,⊕piN) 6= ∅, P0(⊕piN, pN) 6= ∅.
(ii): Since P0(M,N) 6= ∅, there is a separating family of normal conditional expectations
from M to N {Eα} [Ha2, Theorem 6.6]. Then {Eα(p · p)p} is a separating family of
bounded normal operator valued weights from pMp to pN , and P0(pMp, pN) 6= ∅. (iii):
Let {ej} ∈ M ∩ N ′ be a family of projections satisfying p ≻ ej ,
∑
ej = c(p). Then
P0(ejMej , ejN) 6= ∅. So using (i), we get P0(c(p)Mc(p), c(p)N) 6= ∅. (iv): Let zi = c(pi)
and z0 = ∨zi. Then thanks to (i)(ii)(iii), P0(z0Mz0, z0N) 6= ∅. Since z0 is the central
support of p0, we get the statement by using (i). Q.E.D.
Proof of Lemma 2.5. Let z be the supremum of the projections p ∈ M ∩ N ′ satisfying
P0(pMp, pN) 6= ∅. Then thanks to Lemma 2.6 (iii)(iv), z is a central projection satisfying
(i)(ii). It is easy to show the uniqueness of such a projection. If T ∈ P(M,N), σTt (z)
also satisfies (i)(ii) and we get z ∈ (M ∩ N ′)T . This implies that zT (z · z) belongs to
P(zMz, zN). So due to [Ha2, Theorem 6.6], T |z(M∩N ′) is semifinite. Suppose x is a non-
zero positive element in mT ∩(1−z)(M ∩N ′). Then there is a non-zero spectral projection
p of x satisfying T (p) < ∞. This implies E(pMp, pN) 6= ∅, that contradicts Lemma 2.6
(iii). Q.E.D.
To analyze local structure of the inclusions obtained by basic construction in infinite
index case, we need the following:
Lemma 2.7 ([Ko1, Proposition 4.2][Y, Corollary 28]). Let M ⊃ N be an inclusion
of factors. Then the following hold:
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(i) Let T ∈ P(M,N), and p ∈ mT ∩ (M ∩ N ′)T a non-zero projection. Then Ind Tp =
T (p)T−1(p), where Tp ∈ E(pMp, pN) is defined by Tp(x) = pT (x)/T (p), x ∈ pMp.
(ii) If P0(M,N) 6= ∅, P0(N ′,M ′) 6= ∅, then M ∩N ′ is a direct sum of type I factors and
pMp ⊃ pN has finite index for every finite rank projection in M ∩N ′.
Proposition 2.8. Let M ⊃ N be an inclusion of factors with E ∈ E(M,N), and M1 the
basic extension. Then M1 ∩N ′ is direct sum of four subalgebras,
M1 ∩N ′ = A⊕B1 ⊕B2 ⊕ C,
satisfying the following:
(i) Each of the four subalgebras is globally invariant under {σE·Eˆt }.
(ii) j(A) = A, j(B1) = B2, j(B2) = B1, j(C) = C.
(iii) Eˆ|A⊕B1 is semifinite.
(iv) mEˆ ∩ (B2 ⊕ C) = {0}.
(v) A is direct sum of type I factors and pM1p ⊃ pN has finite index for every finite rank
projection p ∈ A.
Proof. First, we show j · σE·Eˆt · j = σE·Eˆt on M1 ∩N ′. Indeed, for x ∈M1 ∩N ′ we get the
following as in the proof of Lemma 2.3:
j · σE·Eˆt (j(x)) = JM (
d(ϕ · Eˆ)
d(ω · j) )
itJMxJM (
d(ϕ · Eˆ)
d(ω · j) )
−itJM
= JM∆
it
ϕJMxJM∆
−it
ϕ JM = ∆
it
ϕx∆
−it
ϕ = (
d(ϕ · Eˆ)
d(ω · j) )
itx(
d(ϕ · Eˆ)
d(ω · j) )
−it
= σE·Eˆt (x).
Now, let z be the central projection of M1 ∩ N ′ determined by Lemma 2.5 for M1 ⊃ N .
We set
A = zj(z)(M1 ∩N ′), C = (1− z)j(1− z)(M1 ∩N ′),
B1 = zj(1− z)(M1 ∩N ′), B2 = (1− z)j(z)(M1 ∩N ′).
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Then by construction (ii)(iii)(iv) hold. Since j commutes with σE·Eˆt , j(z) ∈ (M1∩N ′)E·Eˆ ,
and we get (i). Note that for a projection p ∈ M1 ∩ N ′, JM (pM1p)′JM = j(p)N ,
JM (pN)
′JM = j(p)M1j(p). So (pN)
′ ⊃ (pM1p)′ is anti-conjugate to j(p)M1j(p) ⊃ j(p)N .
Thus thanks to Lemma 2.7, we get (v). Q.E.D.
2-2. Sectors and simple injective subfactors. Our basic references for the theory of sectors
are [L1][L2][I1].
Let M be an infinite factor. We denote by End(M) and Sect(M) the set of unital
endomorphisms of M and that of sectors, which is the quotient of End(M) by the unitary
equivalence. Note that every element in End(M) is automatically normal for M with
separable pre-dual. For ρ1, ρ2 ∈ End(M), (ρ1, ρ2) denotes the set of intertwiners between
ρ1 and ρ2, i.e.
(ρ1, ρ2) = {v ∈M ; vρ1(x) = ρ2(x)v, x ∈M}.
If ρ1 is irreducible, i.e. M ∩ ρ1(M)′ = C, (ρ1, ρ2) is a Hilbert space with the following
inner product:
< V |W > 1 =W ∗V, V,W ∈ (ρ1, ρ2).
We define the dimension d(ρ) of ρ by d(ρ) = [M : ρ(M)]
1/2
0 , where [M : ρ(M)]0 is the
minimum index of M ⊃ ρ(M) [Hi]. For ρ with d(ρ) < ∞, we denote by Eρ and φρ
the minimal conditional expectation onto ρ(M) and the standard left inverse of ρ, i.e.
φρ = ρ
−1 · Eρ.
There are three natural operations in Sect(M): the sum, the product and the conju-
gation. For simplicity, we denote by ρ one of the representatives of the conjugate sector
[ρ] of [ρ]. When d(ρ) is finite, it is known that there are two isometries Rρ ∈ (id, ρρ),
Rρ ∈ (id, ρρ) satisfying
R
∗
ρρ(Rρ) = R
∗
ρρ(Rρ) =
1
d(ρ)
. (2.1)
Although such a pair is not unique, we fix it once and forever in this paper. Unless ρ is a
pseudo-real sector [L1], we can take Rρ equal to Rρ. If it is, we set Rρ = −Rρ.
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Let MXM be a M −M bimodule, and ρ ∈ End(M). Then we define a new bimodule
M (Xρ)M (respectively M (ρX)M) by
x · ξ′ · y := x · ξ · ρ(y) (respectively x · ξ′ · y := ρ(x) · ξ · y) x, y ∈M,
where ξ′ = ξ as an element of Hilbert space X . It is known that there is one-to-one
correspondence between Sect(M) and the set of equivalence classes of M −M bimodules.
The correspondence is given by [ρ]→ [M (L2(M)ρ)M ], that preserves the three operations.
The conjugate sector of [ρ] is characterized by
M (L
2(M)ρ)M ≃M (ρL2(M))M .
Let φ be a unital normal completely positive map from M to M . Following Connes
[C2], there is a natural way to associate a M −M bimodule with φ. Let Ω be a separating
and cyclic vector of M . We introduce a positive semi-definite sesquilinear form on the
algebraic tensor product M ⊗alg M as follows:
<
∑
i
xi ⊗ yi,
∑
j
zj ⊗ wj >=
∑
i,j
< φ(z∗j xi)JMwjy
∗
i JMΩ|Ω > .
We denote by Hφ the Hilbert space completion of the quotient ofM⊗algM by the kernel of
the sesquilinear form, and by Λφ the natural map Λφ :M ⊗algM −→ Hφ. Hφ is naturally
a M −M bimodule by the following action:
x · Λφ(
∑
i
zi ⊗ wi) · y = Λφ(
∑
i
xzi ⊗ wiy).
Thanks to the one-to-one correspondence stated above, there is an endomorphism ρφ sat-
isfying M (Hφ)M ≃M (ρφL2(M))M . Actually, ρφ is Steinspring type dilation of φ. Indeed,
let W : Hφ −→ L2(M) be the intertwining surjective isometry, and set ξ0 = WΛφ(1⊗ 1).
Then we get
< φ(x) · Ω · y|Ω >=< x · Λφ(1⊗ 1) · y,Λφ(1⊗ 1) >=< ρφ(x) · ξ0 · y|ξ0 > .
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We define an isometry v by v(Ω ·y) = ξ0 ·y. Then by definition, v commutes with the right
action of M . So v belongs to M and satisfies φ(x) = v∗ρφ(x)v, x ∈ M . Note that the
support of vv∗ inM∩ρφ(M)′ is 1. Indeed, suppose z ∈M∩ρφ(M)′ satisfying zξ0 ·y = 0, for
all y ∈M . Then zρφ(x)ξ0 · y = 0 for all x, y ∈M . Since ρφ(M) · ξ0 ·M =WHφ = L2(M),
we get z = 0.
Although the following statements might be found in the literature, we give proofs for
readers’ convenience.
Proposition 2.9. Let M and φ be as above. Then the following hold:
(i) Let σ ∈ End(M), and v1 ∈ M be an isometry satisfying φ(x) = v∗1σ(x)v1. If the
support of v1v
∗
1 in M ∩ σ(M)′ is 1, then [ρφ] = [σ].
(ii) The equivalence class of Hφ does not depend on the choice of the cyclic separating
vector Ω.
(iii) Let µ be another unital normal completely positive map from M to M . If there is a
positive constant c such that cµ− φ is completely positive, then [ρµ] contains [ρφ].
Proof. (i): Let ξ0 be as before. Then by assumption, we get the following:
< σ(x)v1Ω · y|v1Ω >=< ρφ(x)ξ0 · y|ξ0 >,
σ(M)v1Ω ·M = L2(M).
So we can define a unitary u ∈M by uσ(x)v1Ω · y = ρφ(x)ξ0 · y, and get ρφ(x) = uσ(x)u∗.
(ii) follows from (i). (iii): Since cµ − φ is completely positive, we can define a bounded
map T : Hµ −→ Hφ by
TΛµ(
∑
i
xi ⊗ yi) = Λφ(
∑
i
xi ⊗ yi).
Then T is an M −M bimodule map whose image is dense in Hφ. Let T = U |T | be the
polar decomposition of T . Then U is a coisometry belonging to Hom(M (Hµ)M ,M (Hφ)M ).
Thus [ρµ] contains [ρφ]. Q.E.D.
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In [L3], the second author proved that for an arbitrary infinite factor M (with separa-
ble pre-dual), there exists an injective subfactor R ⊂ M satisfying R′ ∩ JMR′JM = C. A
subfactor R of M is called simple if R′ ∩ JMR′JM = C. A simple subfactor R determines
the automorphisms of M in the following sense; if α, β ∈ Aut(M) satisfying α|R = β|R,
then α = β. Indeed, let u be the canonical implementation of α−1 · β. Then u ∈ R′, and
u commutes with JM . So u is a scalar, that means α = β. We can generalize this to some
class of endomorphisms as follows:
Proposition 2.10. Let M be an infinite factor and R a simple subfactor. For every
ρ ∈ End(M) with E ∈ E(M, ρ(M)), the following holds:
{T ∈M ;Tx = ρ(x)T, x ∈ R} = (id, ρ). (2.2)
Proof. First, we show that the general case can be reduced to the case where (id, ρ) = {0}.
Indeed, let {Vi}i be an orthonormal basis of (id, ρ), and W an isometry in M satisfying
WW ∗ = 1−∑ViV ∗i . Then ρ(x) = ∑VixV ∗i +Wσ(x)W ∗, where σ ∈ End(M) is defined
by σ(x) = W ∗ρ(x)W . Note that (id, σ) = {0} by construction. If T is in the left-hand
side of (2.2), then ci := V
∗
i T ∈ R′ ∩ M = C, and W ∗T satisfies W ∗Tx = σ(x)W ∗T ,
x ∈ R. Since T = ∑ViV ∗i T +WW ∗T , if the statement is true for σ, i.e. W ∗T = 0, we
get T =
∑
ciVi ∈ (id, ρ).
Secondly, we construct the “canonical implementation” of ρ as follows. Let Ω be a
separating and cyclic vector for M , and L2(M,Ω)+ the natural cone with respect to Ω.
Then there are unique vectors ξ0, ξ1 ∈ L2(M,Ω)+ satisfying
< E(x)Ω|Ω >=< xξ0|ξ0 > .
< ρ(x)Ω|Ω >=< xξ1|ξ1 > .
Note that ξ0, ξ1 are cyclic because they belong to the natural cone and implement faithful
states. So we can define an isometry Vρ by Vρxξ1 = ρ(x)ξ0. We set eρ = VρV
∗
ρ , which is
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the Jones projection of E. Vρ satisfies Vρx = ρ(x)Vρ and JMVρ = VρJM . Indeed, the first
equality is obvious. By identifying eρL
2(M) with L2(ρ(M), ξ0), we get Jρ(M)Vρ = VρJM .
On the other hand, since eρ is the Jones projection, we have eρJM = JMeρ = Jρ(M). So
Vρ commutes with JM .
Now suppose that (id, ρ) = {0} and there exists a non-zero element T in the left-hand
side of (2.2). Since T ∗T ∈ M ∩ R′ = C, we may assume that T is an isometry. We
set T˜ = TJMTJM , which commutes with JM and satisfies T˜ x = ρ(x)T˜ , x ∈ R. Then
V ∗ρ T˜ ∈ R′ ∩ JMR′JM = C. Let λ = V ∗ρ T˜ , which is not zero because
< V ∗ρ T˜ ξ0|ξ1 > =< T˜ξ0|ξ0 >=< Tξ0|JMT ∗ξ0 >
=< Tξ0|∆1/2ϕ Tξ0 >= ||∆1/4ϕ Tξ0||2,
where ϕ(x) =< E(x)Ω|Ω >, x ∈M . We define a unital completely positive map φ :M −→
M by φ(x) = T ∗ρ(x)T , x ∈ M , which equals to T˜ ∗ρ(x)T˜ . By construction, [ρ] contains
[ρφ]. So we show that [ρφ] contains [id] and get contradiction. Thanks to Proposition 2.9,
it suffices to show that φ− |λ|2id is completely positive. In fact,
φ(x) = T˜ ∗ρ(x)T˜ = T˜ ∗eρρ(x)T˜ + T˜
∗(1− eρ)ρ(x)T˜
= T˜ ∗VρV
∗
ρ ρ(x)T˜ + T˜
∗(1− eρ)ρ(x)T˜ = T˜ ∗VρxV ∗ρ T˜ + T˜ ∗(1− eρ)ρ(x)T˜
= |λ|2x+ T˜ ∗(1− eρ)ρ(x)T˜ .
Since eρ commutes with ρ(M), x 7→ T˜ ∗(1 − eρ)ρ(x)T˜ is a complete positive map. So [ρ]
contains [id] and we get contradiction. Q.E.D.
Corollary 2.11. Let M,R, ρ be as above, and σ ∈ End(M) with d(σ) < ∞. Then the
following hold:
(i) {T ∈M ;Tσ(x) = ρ(x)T, x ∈ R} = (σ, ρ).
(ii) If σ|R = ρ|R, then σ = ρ.
Proof. (i): Let T be in the left-hand side of (i), and set X = σ(V )Rσ, where Rσ is the
isometry in (2.1). Then X satisfies Xx = σ ·ρ(x)X , x ∈ R. So thanks to Proposition 2.10,
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we get X ∈ (id, σ · ρ). By simple computation using (2.1), we obtain V = d(σ)R∗σσ(X),
and V ∈ (σ, ρ). (ii): Thanks to (i), 1 ∈ (σ, ρ), that means σ = ρ. Q.E.D.
Let ψ be a dominant weight on M [CT]. Since every dominant weight is unitary
equivalent, for every α ∈ Aut(M) there is a unitary u ∈ M satisfying ψ · α · Ad(u) = ψ.
This fact is used to define the Connes-Takesaki module of α. The endomorphism version
is given as follows, which will be used in the next section.
Lemma 2.12. Let M be an infinite factor. Then the following hold.
(i) For every ρ ∈ End(M) with d(ρ) <∞, there exist a dominant weight ψρ and a unitary
u ∈M such that
ψρ · ρ ·Ad(u) = d(ρ)ψρ, ψρ · Eρ = ψρ.
(ii) Let ψ be a dominant weight. Then for every [ρ] ∈ Sect(M) with d(ρ) < ∞, there
exists a representative ρ satisfying
ψ · ρ = d(ρ)ψ, ψ ·Eρ = ψ.
Proof. (i): Let ψ0 be a dominant weight on ρ(M). Since both d(ρ)ψ0 · Eρ and ψ0 · ρ are
dominant weights onM , there exists a unitary u ∈M satisfying d(ρ)ψ0 ·Eρ = ψ0 ·ρ ·Ad(u).
So ψρ := ψ0 ·Eρ is the desired weight. (ii) follows from (i) and the fact that every dominant
weight is unitary equivalent. Q.E.D.
3. Galois Correspondence.
In this section, we investigate the structure of irreducible inclusions of factors with
normal conditional expectations. We present the ultimate form of the Galois correspon-
dence of outer actions of discrete groups and minimal actions of compact groups on factors,
which has been studied by several authors [AHKT][Ch][K][N][NT]. The key argument is
how to show the existence of a conditional expectation for every intermediate subfactor.
Let M ⊃ N be an irreducible inclusion, i.e. M ∩ N ′ = C, of infinite factors with a
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conditional expectation E ∈ E(M,N). For ρ ∈ End(N), we set
Hρ = {V ∈M ;V x = ρ(x)V, x ∈ N}.
Then thanks to the irreducibility of M ⊃ N , Hρ is a Hilbert space with inner product
< V |W > 1 = W ∗V as usual. We denote by s(Hρ) the support of Hρ, that is
∑
i ViV
∗
i
where {Vi}i is an orthonormal basis of Hρ. Let M1 be the basic extension of M by N , and
eN the Jones projection of E. Then H∗ρeNHρ ⊂M1 ∩N ′.
Let γ : M −→ N be the canonical endomorphism [L1][L2][L3]. Then it is known that
NL
2(M)N ≃N (γ|NL2(N))N . When Ind E < ∞, it is easy to show that an irreducible
sector [ρ] ∈ Sect(N) is contained in [γ|N ] if and only if Hρ 6= 0 (Frobenius reciprocity)
[I2]. First, we establish the infinite index version of this statement. For this purpose, it
is convenient to give explicit correspondence between submodules of NL
2(M)N and sub-
sectors of γ|N . Let p ∈M1 ∩N ′ be a non-zero projection. Since both eN and p are infinite
projection in M1, there is a partial isometry W ∈ M1 satisfying WW ∗ = eN , W ∗W = p.
Due to eNM1eN = eNN , we can define ρ ∈ End(N) by WxW ∗ = eNρ(x), x ∈ N .
Lemma 3.1. Under the above assumption and notation, the following holds:
N (pL
2(M))N ≃N (ρL2(N))N .
Proof. We regard W as a surjective isometry from pL2(M) to eNL
2(M) = L2(N). Since
M1 = JMN
′JM , W commutes with JMNJM . So for ξ ∈ pL2(M), x, y ∈ N , we obtain
W (x · ξ · y) =WxJMy∗JMξ = ρ(x)WJMy∗JMξ = ρ(x)JMy∗JMWξ.
By using eNJM = JMeN = JN , we get W (x · ξ · y) = ρ(x)JNy∗JNWξ. Q.E.D.
Proposition 3.2. Let M ⊃ N be an irreducible inclusion of infinite factors with E ∈
E(M,N), and γ : M −→ N the canonical endomorphism. Then for ρ ∈ End(M), the
following two statements are equivalent:
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(i) Hρ 6= 0 and the support of E(s(Hρ)) is 1.
(ii) E(N, ρ(N)) is non-empty and [ρ] is contained in [γ|N ] up to multiplicity, i.e. there is
decomposition [ρ] = ⊕[ρa] such that each [ρa] is contained in [γ|N ].
Proof. (i) ⇒ (ii): Assume that ρ satisfies (i). By a simple argument, one can show
that there is decomposition [ρ] = ⊕[ρa] such that for every a there exists Va ∈ Hρa
satisfying E(VaV
∗
a ) ≥ 1. We set Wa = eNE(VaV ∗a )−1/2Va. Then Wa satisfies WaW ∗a =
eN , pa := W
∗
aWa ∈ M1 ∩ N ′. Since WaxW ∗a = eNρa(x), x ∈ N , [ρa] is contained in
[γ|N ]. Eˆ(pa) = V ∗a E(VaV ∗a )−1Va < ∞ implies E(paM1pa, paN) 6= ∅, and consequently
E(N, ρa(N)) 6= ∅. (ii)⇒ (i): It is easy to show that if [ρ] = ⊕[ρa] and each ρa satisfies
(i), then so does ρ. Assume that [ρ] is contained in [γ|N ] and E(N, ρ(N)) 6= ∅. Let
p ∈M1∩N ′ be the projection corresponding to [ρ]. Then E(pM1p, pN) 6= ∅, which implies
p ∈ A ⊕ B where A and B are as in Lemma 2.7. Let z be the central support of p in
M1 ∩N ′. Since σE·Eˆt is trivial on the center of A ⊕ B, Eˆ|z(M1∩N ′) is semifinite. So there
are two families of projections {pa}, {qa} in z(M1 ∩ N ′) such that p =
∑
a pa, pa ∼ qa
in z(M1 ∩ N ′) and qa ∈ mEˆ . Let Wa be a partial isometry satisfying WaW ∗a = eN ,
W ∗aWa = qa, and ρa ∈ End(N) defined by WaxW ∗a = eNρ(x), x ∈ N . Then [ρ] = ⊕[ρa].
SinceWa = eNWaqa ∈ mEˆ , due to Lemma 2.2, there exists Va ∈M satisfyingWa = eNVa.
It is easy to check Va ∈ Hρa and E(VaV ∗a ) = 1. So ρa satisfies (i). Q.E.D.
Let {[ρξ]}ξ∈Ξ be the set of irreducible sectors with finite dimension contained in [γ|N ].
We arrange the index set Ξ such that [ρξ] = [ρξ] holds for every ξ ∈ Ξ. For simplicity, we
use notations Rξ, Rξ,Hξ, d(ξ), Eξ instead of Rρξ , Rρξ , etc. We define the Frobenius maps
cξ : Hξ −→ Hξ, cξ : Hξ −→ Hξ by
cξ(V ) =
√
d(ξ)V ∗Rξ, V ∈ Hξ,
cξ(V ) =
√
d(ξ)V
∗
Rξ, V ∈ Hξ.
Then thanks to (2.1), cξcξ = 1Hξ , cξcξ = 1Hξ . So in particular, both cξ and cξ are
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invertible. We introduce a new inner product to Hξ by
(V1, V2)1 = d(ξ)E(V1V
∗
2 ) ∈ (ρξ, ρξ) = C, V1, V2 ∈ Hξ.
Due to the estimate |(V1, V2)| ≤ d(ξ)||V1||||V2||, there is a non-singular positive operator
aξ ∈ B(Hξ) satisfying
(V1, V2) =< aξV1|V2 > .
Let {Vi}i ⊂ Hξ be an orthonormal basis of Hξ. Since
∑
ViV
∗
i = s(Hξ) ≤ 1, we get
Tr(aξ) =
∑
(Vi, Vi) = d(ξ)E(s(Hξ)) ≤ d(ξ).
So aξ is a trace class operator. By simple computation one can show the following:
< cξ(V1)|cξ(V2) >= (V1, V2) =< aξV1|V2 >,
< cξ(V 1)|cξ(V 2) >= (V 1, V 2) =< aξV 1|V 2 > .
Thus we get c∗ξcξ = aξ, c
∗
ξcξ = aξ. This shows that aξ is an invertible trace class operator,
that implies nξ := dimHξ <∞. Thanks to cξ = c−1ξ , we obtain
Tr(aξ) = Tr(c
∗
ξcξ) = Tr(cξc
∗
ξ) = Tr(a
−1
ξ ).
This implies
1
d(ξ)
≤ aξ ≤ d(ξ), nξ ≤ d(ξ)2.
If aξ = 1, (this is the case if for instance Ind E <∞), then nξ ≤ d(ξ). On the other hand
if nξ = d(ξ), then it is easy to show aξ = 1 and E(s(Hξ)) = 1, i.e. s(Hξ) = 1.
Theorem 3.3. Let M ⊃ N be an irreducible inclusion of infinite factors with E ∈
E(M,N), and M1 ∩ N ′ = A ⊕ B1 ⊕ B2 ⊕ C the decomposition described in Proposition
2.8. Then with the same notation as above, the following hold:
(i) A = ⊕ξ∈ΞAξ, where Aξ = H∗ξeNHξ ≃M(nξ,C).
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(ii) B1 and B2 are of type I.
(iii) For V1, V2 ∈ Hξ, σE◦Eˆt (V ∗1 eNV2) = V ∗1 a−itξ eNaitξ V2.
(iv) For V1, V2 ∈ Hξ, j(V ∗1 eNV2) = cξ(a1/2ξ V2)∗eN cξ(a1/2ξ V1).
Proof. (i): Thanks to Proposition 2.8, A is direct sum of type I factors. By using the one-
to-one correspondence as described just before Lemma 3.1, we can parametrize the direct
summands of A by Ξ such that A = ⊕Aξ and Aξ ⊃ H∗ξeNHξ hold. So it suffices to show
that Aξ is of type Inξ . If Aξ is finite, then Aξ ⊂ mEˆ because Eˆ|Aξ is semifinite. So we can
take matrix units {ei,j}1≤i,j of Aξ (with
∑
ei,i = 1Aξ) such that Eˆ(ei,j) = biδi,j . We may
assume that there is a partial isometry W1 ∈ M1 satisfying W1W ∗1 = eN , W ∗1W1 = e1,1
and W1xW
∗
1 = eNρξ(x) for x ∈ N . We set Wi = W1e1,i. Then thanks to Lemma 2.2,
there exists Vi ∈M such that Wi =
√
bieNVi. {Vi} is an orthonormal basis of Hξ. Indeed,
it is easy to show that it is an orthonormal system. Suppose V ∈ Hξ is perpendicular
to {Vi}. Since ei,j = W ∗i eNWj =
√
bibjV
∗
i eNVj , V
∗eNV is an element in Aξ satisfying
ei,jV
∗eNV = 0. This means V
∗eNV = 0 and 0 = Eˆ(V
∗eNV ) = V
∗V , i.e. V = 0. So {Vi}
is an orthonormal basis of Hξ and the rank of Aξ coincides with nξ. Now suppose Aξ is
of type I∞. Since Eˆ|Aξ is semifinite, there is a matrix unit {ei,j}1≤i,j<∞ (not necessarily∑
ei,i = 1), such that Eˆ(ei,i) < ∞, Eˆ(ei,j) = 0 for i 6= j. Then we can define Wi and Vi
as before. However, {Vi}1≤i<∞ is an orthonormal system of Hξ, that contradicts the fact
dimHξ = nξ <∞.
(ii): Since Eˆ|B1 is semifinite and j(B1) = B2, it suffices to show that pB1p is of type I
for every p ∈ B1 with Eˆ(p) < ∞. Let W ∈ M1 be a partial isometry with WW ∗ = eN ,
W ∗W = p, and define ρ ∈ End(M) by WxW ∗ = eNρ(x), x ∈ N as before. Thanks
to Lemma 2.2, there exists an isometry V ∈ Hρ satisfying W =
√
ceNV , c = Eˆ(p). So
E(V V ∗) = 1
c
and we get 1
c
≤ E(s(Hρ)) ≤ 1. Let P = N ∩ρ(N)′. Then in the same way as
in the proof of Lemma 3.1, we can show that pB1p is isomorphic to P . So we show that P
is of type I. Thanks to PHρ = Hρ, we can define a normal representation of P on Hρ by
π(x)V = xV , x ∈ P , V ∈ Hρ. Note that 1c ≤ E(s(Hρ)) implies that π is faithful. Thus to
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prove that P is of type I, we show that there exists a normal conditional expectation from
B(Hρ) to π(P ) [S, Proposition 10.21]. For ω ∈ P∗ we can define a bilinear form on Hρ by
ω(E(V1V
∗
2 )), V1, V2 ∈ Hρ with an estimate |ω(E(V1V ∗2 ))| ≤ ||ω||||V1||||V2||. So there exists
a unique bounded operator hω satisfying
ω(E(V1V
∗
2 )) =< hωV1|V2 > .
For x, y ∈ P , ω ∈ P∗, hω satisfies hx·ω·y = π(x)hωπ(y). Indeed, by definition we get
x · ω · y(E(V1V ∗2 )) = ω(yE(V1V ∗2 )x) = ω(E(π(y)V1(π(x)∗V2)∗))
=< hωπ(y)V1|π(x)∗V2 >=< π(x)hωπ(y)V1|V2 > .
If ω ∈ P∗ is positive, we have
Tr(hω) = ω(E(s(Hρ))) ≤ ω(1) = ||ω||,
so by using polar decomposition of linear functionals and the fact just proved above, we
get
||hω||1 := Tr(|hω|) = Tr(h|ω|) ≤ ||(|ω|)|| = ||ω||, ω ∈ P∗.
Hence we can define a bounded order preserving linear map θ : P∗ −→ B(Hρ)∗ by
θ(ω)(a) = Tr(hωa), a ∈ B(Hρ). Note that θ satisfies θ(x·ω ·y) = π(x)·θ(ω)·π(y), x, y ∈ P .
Let F0 be the transposition of θ. Then F0 is a positive normal map F0 : B(Hρ) −→ P
satisfying F0(π(x)aπ(y)) = xF0(a)y, x, y ∈ P , a ∈ B(Hρ). Note that F0(1) = E(s(Hρ))
is a central element of P because us(Hρ)u∗ = s(Hρ) holds for every unitary u ∈ P . Since
E(s(Hρ)) is invertible, we can define a normal conditional expectation F : B(Hρ) −→ π(P )
by
F (a) = π(E(s(Hρ))−1/2F0(a)E(s(Hρ))−1/2), a ∈ B(Hρ).
Therefore, P is of type I.
(iii): By a simple argument one can show that unitary perturbation of ρξ does not have
any effect on the formulae in (iii)(iv). So thanks to Lemma 2.12, we assume that there is
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a dominant weight ψ on N satisfying ψ · ρξ = d(ξ)ψ, ψ ·Eξ = ψ for every ξ ∈ Ξ. Then σψt
commute with ρξ and we get σ
ψ·E
t (Hξ) = Hξ. So we show σψ·Et (V ) = aitξ V for V ∈ Hξ,
that implies the statement. Indeed, since dimHξ <∞, every element in Hξ is analytic for
{σψ·Et }. Let V ∈ Hξ and x ∈ mψ . Then by using the KMS condition, we obtain
ψ ·E(V xV ∗) = ψ · E(xV ∗σψ·E−i (V )) =< σψ·E−i (V )|V > ψ(x).
On the other hand, from E(V xV ∗) = E(ρξ(x)V V
∗) = 1d(ξ) (V, V )ρξ(x) we get
ψ · E(V xV ∗) = 1
d(ξ)
(V, V )ψ · ρξ(x) =< aξV |V > ψ(x).
So we obtain σψ·Et (V ) = a
it
ξ V .
(iv): Let zξ be the unit of Aξ. Then by using the correspondence between sub-bimodules
of NL
2(M)N and sub-sectors of γN , we get j(Aξ) = Aξ and j(zξ) = zξ. Let ψ be as before.
Then due to (i), it is easy to show that H∗ξΛψ·E(nψ ∩ n∗ψ) is dense in zξHψ·E. Since both
j(V ∗1 eNV2) and cξ(a
1/2
ξ V2)
∗eN cξ(a
1/2
ξ V1) belong to Aξ, it suffices to show the equality on
H∗
ξ
Λψ·E(nψ ∩ n∗ψ). Let a ∈ nψ ∩ n∗ψ and X ∈ Hξ. Since V1, V2 are analytic elements for
{σψ·Et }, we get
j(V ∗1 eNV2)Λψ·E(X
∗a) = JMV
∗
2 JMeNJMV1JMΛψ·E(X
∗a)
= JMV
∗
2 JMeNΛψ·E(X
∗aσψ·Ei
2
(V1)
∗)
= JMV
∗
2 JMeNΛψ·E(X
∗σψ·Ei
2
(V1)
∗ρξ(a))
= JMV
∗
2 JMΛψ·E(E(X
∗σψ·Ei
2
(V1)
∗)ρξ(a))
= Λψ·E(E(X
∗σψ·Ei
2
(V1)
∗)ρξ(a)σ
ψ·E
− i
2
(V2))
= Λψ·E(E(X
∗σψ·Ei
2
(V1)
∗)σψ·E
− i
2
(V2)a).
By using X = cξ(cξ(X)) =
√
d(ξ)cξ(X)
∗Rξ, we get
j(V ∗1 eNV2)Λψ·E(X
∗a) =
√
d(ξ)Λψ·E(R
∗
ξE(cξ(X)σ
ψ·E
i
2
(V1)
∗)σψ·E
− i
2
(V2)a)
=
1√
d(ξ)
(cξ(X), σ
ψ·E
i
2
(V1))Λψ·E(R
∗
ξσ
ψ·E
− i
2
(V2)a)
=
1
d(ξ)
(cξ(X), a
−1/2
ξ V1)Λψ·E(cξ(a
1/2
ξ V2)
∗a).
21
On the other hand, we have
cξ(a
1/2
ξ V2)
∗eN cξ(a
1/2
ξ V1)Λψ·E(X
∗a) =
1
d(ξ)
(cξ(a
1/2
ξ V1), X)Λψ·E(cξ(a
1/2
ξ V2)
∗a),
so it suffices to show (cξ(X), a
−1/2
ξ V1) = (cξ(a
1/2
ξ V1), X). Actually,
(cξ(a
1/2
ξ V1), X) =< cξ(X)|a1/2ξ V1 >= (cξ(X), a−1/2ξ V1).
Q.E.D.
Remark 3.4. Let V1, V2 ∈ Hξ. Then we get
Eˆ(V ∗1 eNV2) =< V2|V1 > .
Eˆ(j(V ∗1 eNV2)) =< cξ(a
1/2
ξ V1)|cξ(a1/2ξ V2) >= (a1/2ξ V2, a1/2ξ V1) =< a2ξV2|V1 > .
So Eˆ · j|A = Eˆ|A if and only if aξ = 1 for all ξ ∈ Ξ. It is also easy to show that Eˆ|A is a
trace if and only if aξ is a scalar for all ξ ∈ Ξ.
To the best knowledge of the authors there is no known example which violates aξ = 1.
However, the following example shows that Eˆ ·j|M1∩N ′ = Eˆ|M1∩N ′ does not hold in general;
Bi, i = 1, 2 may not vanish.
Example 3.5.
(i) Let G be a discrete group and H a subgroup, and let α be an outer action of G on a
factor L. We set N = L×α H, M = L ×α H. Then M ⊃ N is an irreducible inclusion of
factors with a unique conditional expectation E. We identify M and N with (L⊗C)×G
and (L ⊗C) ×H acting on L2(L) ⊗ ℓ2(G/H) ⊗ ℓ2(G) in an obvious sense. Let f be the
orthogonal projection onto Cδe˙ ⊂ ℓ2(G/H), where δ stands for the δ-function and e˙ the
class of the neutral element e, and F0 = id⊗ Tr ∈ P(L⊗ ℓ2(G/H), L⊗C,). Then thanks
to Lemma 2.3 we can identify M1 with (L ⊗ ℓ∞(G/H)) × G where the action of G on
ℓ∞(G/H) is the translation, eN with 1 ⊗ f ⊗ 1 and Eˆ with the natural extension of F0
to (L ⊗ ℓ∞(G/H)) × G. So under this identification we get M1 ∩ N ′ = ℓ∞(H\G/H).
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For g˙ ∈ G/H, we denote by pg˙ ∈ ℓ∞(H\G/H) the projection corresponding to the H-
orbit of g˙. Then Eˆ(pg˙) is exactly the length of the orbit, i.e. Eˆ(pg˙) = [H : Hg] where
Hg := gHg
−1 ∩H. j(pg˙) can be computed by using bimodules as in [KY], and we have
j(pg˙) = p ˙g−1 . So for example if g
−1Hg ⊂ H and g−1Hg 6= H, then Eˆ(pg˙) = 1 although
Eˆ(j(pg˙)) 6= 1. Let G be the group generated by the finite permutations of Z and g where
g is the translation of Z, and H the finite permutations of N ∪ {0}. Then gHg−1 is the
finite permutation of N and we get gHg−1 ⊂ H, [H : Hg] =∞. So we obtain Eˆ(pg˙) =∞,
Eˆ(p ˙g−1) = 1. This means Bi 6= {0}, i = 1, 2 in this example.
(ii) Let G ⊃ H be a pair of discrete groups with the following property: for evry g 6= e ∈ G
{hgh−1; h ∈ H} is an infinite set. Let M := L(G) be the group von Neumann algebra of
G and N := L(H) the subfactor of M generated by H. Then in exactly the same way as
one proves that M is a factor, one can show M ∩N ′ = C. Although this example looks
similar to the previous one, these two have essencially different natures. As before we can
identify N , M and M1 with C×H, C×G and ℓ∞(G/H)×G acting on ℓ2(G/H)⊗ ℓ2(G).
However, we can conclude only ℓ∞(H\G/H) ⊂M1∩N ′ because the action of G on G/H is
not necessarily free. In fact the equlity does not hold in general. For example, let G = F3
be the free group generated by g1, g2, g3 and H = F2 =< g1, g2 >. Then the N − N
bimodule NXN generated by δg3 ∈ ℓ2(F3) is equivalent to N ℓ2(F2) ⊗ ℓ2(F2)N where ⊗ is
the usual tensor product and the left and the right actions act on each tensor component
respectively. So End(NXN ) ≃ Nop⊗N . This means thatM1∩N ′ has a type II summand.
Actually a little more effort shows that A = CeN , B1 = B2 = 0 and C is of type II where
A, B1, B2, and C are as in Proposition 2.8.
Remark 3.6. Let M2 be the basic extension of M1 by M in the first exmple, i.e. M2 :=
JM1M
′JM1 . Then it is easy to show M2 = L ⊗ B(ℓ2(G/H)) ×α⊗Ad(pi) G where π is the
translation. So M ′ ∩M2 = π(G)′. In [B], W. Binder constructs an example of a pair of
discrete groups G ⊃ H such that π(G)′ is a type III factor. This means that the restriction
of the unique expectation in E(M2,M1) to M ′ ∩M2 may fail to be a trace in general.
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In [HO] R. Herman and A. Ocneanu called an inclusion of factors M ⊃ N discrete if
E(M,N) is not empty. However, the above examples show that existence of a normal con-
ditional expectation is not strong enough to assure properties resembling those of crossed
products by discrete group actions. Therefore, in this paper we use the terminology in the
following sense.
Definition 3.7. An inclusion of factors is called discrete if E(M,N) is non-empty and
Eˆ|M1∩N ′ is semifinite for some (and equivalently all) E ∈ E(M,N).
In what follows we assume that M ⊃ N is an irreducible discrete inclusion of infinite
factors. Note that discreteness is equivalent to M1 ∩N ′ = A in the decomposition given
in Proposition 2.8, and to [γ|N ] = ⊕nξ[ρξ], d(ξ) <∞.
For each ξ ∈ Ξ choose an orthogonal basis {V (ξ)i}nξi=1 consisting of eigenvectors of aξ
belonging to aξ,i. For x ∈M we define the “Fourier coefficient” x(ξ)i by
x(ξ)i =
d(ξ)
aξ,i
E(V (ξ)ix).
Then x has the following formal expansion:
x =
∑
ξ∈Ξ
nξ∑
i=1
V (ξ)∗ix(ξ)i.
Although the above sum does not converge even in weak topology in general, we can give
justification of the expansion as follows. We define pξ,i ∈M1 ∩N ′ by
pξ,i =
d(ξ)
aξ,i
V (ξ)∗i eNV (ξ)i.
Then pξ,i is a projection with zξ =
∑nξ
i=1 pξ,i, where zξ is the unit of Aξ. By discreteness
assumption we have
∑
ξ∈Ξ zξ = 1. Let ω be a faithful normal state on N and set ϕ = ω ·E.
Since pξ,iΛϕ(x) = Λϕ(V (ξ)
∗
ix(ξ)i) and Λϕ(x) =
∑
ξ,i pξ,iΛϕ(x), the sum converges in
Hilbert space topology. Note that {x(ξ)i} uniquely determines x while it is difficult to tell
when a series {x(ξ)i} is actually the Fourier coefficient of some element x ∈M .
Although the following lemma might sound trivial, we need to prove it because the
expansion does not make sense in any decent operator algebra topology.
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Lemma 3.8. Under the above assumption, assume that there is an assignment of sub-
spaces Kξ ⊂ Hξ satisfying the following conditions.
(i) aξKξ ⊂ Kξ.
(ii) K∗ξ ⊂ NKξ¯.
(iii) Let η, ζ ∈ Ξ and set Ξη,ζ = {ξ ∈ Ξ; ρηρζ ≻ ρξ}. Then, KηKζ ⊂
∑
ξ∈Ξη,ζ
NKξ.
Let L be the von Neumann algebra generated by N and {Kξ}ξ∈Ξ. Then there exists EL ∈
E(M,L), and L is characterized by
L = {x ∈M ;E(K⊥ξ x) = 0, ξ ∈ Ξ},
where K⊥ξ is the orthogonal complement of Kξ with respect to < | >.
Proof. Let L0 be the direct sum of K∗ξN . Thanks to (ii) and (iii), L0 is the *-algebra
generated by N and {Kξ}, which is dense in L. Let L1 = {x ∈ M ;E(K⊥ξ x) = 0, ξ ∈ Ξ}
and K the closure of Λϕ(L) in Hϕ. First, we claims L1 = {x ∈ M ; Λϕ(x) ∈ K}. Indeed,
due to (i) we may arrange {V (ξ)i} such that {V (ξ)i}mξi=1 is an orthonormal basis of Kξ.
Then we get K = ⊕ξ∈Ξ ⊕mξi=1 Hξ,i where Hξ,i = pξ,iHϕ, and so
L1 = {x ∈M ; pξ,iΛϕ(x) = 0, i > mξ}.
Thus we get the claim. Secondly, we show that there exists EL ∈ E(M,L) with ϕ · EL =
ϕ. Thanks to the Takesaki theorem on conditional expectations [S], it suffices to prove
σϕt (L) = L, or in our case σ
ϕ
t (Kξ) ⊂ NKξ. As before we may and do assume that there is a
dominant weight ψ on N satisfying ψ ·Eξ = ψ, ψ · ρξ = d(ξ)ψ, so we have σψ·Et (V ) = aitξ V
for V ∈ Hξ. We set uξt = [Dω : Dψ]tρξ([Dω : Dψ]∗t ) ∈ N , where [Dω : Dψ]t is the Connes
cocycle derivative. Then we get
σϕt (V ) = Ad([Dω · E : Dψ · E]t) · σψ·Et (V ) = Ad([Dω : Dψ]t)(aitξ V ) = uξtaitξ V,
so due to (i) we get σϕt (Kξ) ⊂ NKξ. Now let eL be the Jones projection for EL, i.e.
eLΛϕ(x) = Λϕ(EL(x)), x ∈ M . Then eL is the orthogonal projection onto K. Since L is
characterized by L = {x ∈M ; eLΛϕ(x) = Λϕ(x)}, we get L = L1. Q.E.D.
The following is the main technical result in this paper.
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Theorem 3.9. Let M ⊃ N be an irreducible inclusion of infinite factors with E ∈
E(M,N). We assume that the inclusion is of discrete type and σE·Eˆt is trivial. Let L
be an intermediate subfactor and Kξ = L ∩ Hξ. Then {Kξ} satisfies the assumption of
Lemma 3.8 and L is generated by N and {Kξ}. Consequently, there exists EL ∈ E(M,L).
Proof. First, we show that the statement can be reduced to the case where N is of type
III. Suppose that the statement holds for type III factors. Then we apply the statement
to Mˆ = M ⊗ P , Nˆ = N ⊗ P and Lˆ = L ⊗ P where P is a type III factor, and get that Lˆ
is generated by Nˆ and (Hξ ⊗C) ∩ Lˆ = Kξ ⊗C. {Kξ} satisfies the assumption of Lemma
3.8 because so does {Kξ ⊗ 1} by assumption. Thanks to Lemma 3.8 we get
Lˆ = {x ∈M ⊗ P ; (E ⊗ id)((K⊥ξ ⊗ 1)x) = 0, ξ ∈ Ξ},
and so we obtain
L = {x ∈M ;E(K⊥ξ x) = 0, ξ ∈ Ξ}.
Therefore, the statement holds for L as well. Now, we assume that N is of type III. Let
{V (ξ)i} be as in the proof of Lemma 3.8. Thanks to H∗ξ ⊂ NHξ¯, HηHζ ⊂
∑
ξ∈Ξη,ζ
NHξ
and the Fourier decomposition, to prove that {Kξ} satisfies the assumption of Lemma 3.8
it suffices to show x(ξ)i = 0 for x ∈ L, ξ ∈ Ξ, i > mξ, which is actually enough for the
statement due to Lemma 3.8. Suppose the converse; there exists x ∈ L such that x(ξ)i 6= 0
for some ξ ∈ Ξ and some i > mξ. Let y = axb, a, b ∈ N . Then Eξ(y(ξ)i) = ρξ(a)Eξ(x(ξ)ib).
since N is a type III factor, we can choose a, b such that Eξ(y(ξ)i) = 1, so we assume
Eξ(x(ξ)i) = 1 from the beginning. Let R be a simple injective subfactor of N and U(R)
the unitary group of R. We set C = conv{uxρξ(u∗); u ∈ U(R)}w and define an action θ
of U(R) on C by θu(w) = uwρξ(u∗), u ∈ U(R), w ∈ C. We claim that the set of fixed
points of C under θ, which is the same as {w ∈ C; aw = wρξ(a), a ∈ R}, is non-empty.
Indeed, since R is AFD, there exists an increasing sequence of finite dimensional unital
von Neumann-subalgebras {Rn}∞n=1 generating R. Let Cn be the fixed points of C under
θ|U(Rn), that is a non-empty compact set because U(Rn) is a compact group. Then {Cn}∞n=1
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is a decreasing sequence of non-empty compact sets, and so C∞ := ∩∞n=iCn is non-empty
as well. Let w ∈ C∞. Then w satisfies aw = wρξ(a) for a ∈ ∪nRn, and for a ∈ R because
∪nRn is dense in R. Thus C∞ is the set of the fixed points. From the definition of the
Fourier coefficient of w ∈ C∞ we get ρη(a)w(η)j = w(η)jρξ(a) for a ∈ R, η ∈ Ξ. Applying
Corollary 2.11 we obtain w(η)j = 0 for η 6= ξ and w(ξ)j ∈ C, that means w∗ ∈ Hξ∩N = Kξ.
On the other hand, Eξ(x(ξ)i) = 1 implies Eξ((uxρξ(u
∗))(ξ)i) = ρξ(u)Eξ(x(ξ)i)ρξ(u
∗) = 1
for u ∈ U(R), and so Eξ(w(ξ)i) = 1 by continuity. Since w(ξ)i is a scalar w(ξ)i = 1. Hence
w∗ /∈ Kξ, that is contradiction. Therefore we get x(ξ)i = 0 for x ∈ L, ξ ∈ Ξ, i > mξ.
Q.E.D.
Corollary 3.10. Let M , N , Ξ be as above and Ξ1 a self-conjugate subset of Ξ with
the following properties; whenever ξ, η ∈ Ξ1, Ξξ,η ⊂ Ξ1. Then there exists an unique
intermediate subfactor L such that if we denote by γ′ the canonical endomorphism γ′ :
L −→ N , then
[γ′|N ] = ⊕ξ∈Ξ1nξ[ρξ].
Proof. Set L = N ∨ {Hξ}ξ∈Ξ1 . Q.E.D.
Corollary 3.11. Let M ⊃ N be an irreducible inclusion of factors (N is not necessarily
infinite) with E ∈ E(M,N). We assume that the inclusion is of discrete type and σE·Eˆt is
trivial. Then for every intermediate subfactor L, E(M,L) is not empty.
Proof. It is enough to prove the statement when N is finite and M is infinite. Let F be
a type I∞ factor. Then thanks to Theorem 3.9 E(M ⊗ F, L ⊗ F ) is not empty. Since we
can identify M ⊃ L with e(M ⊗ F )e ⊃ e(L ⊗ F )e where e is a minimal projection of F ,
E(M,L) is not empty. Q.E.D.
Remark 3.12. Using the same type of argument, we can show the following: for an irre-
ducible discrete inclusion of infinite factorsM ⊃ N and a simple injective subfactor R ofN ,
M ∩R′ = C holds. Indeed, suppose x ∈M ∩R′. Then x(ξ)i satisfies x(ξ)ia = ρξ(a)x(ξ)i
for a ∈ R. So we get x(ξ)i = 0 unless ρξ = id, and x ∈ N ∩R′ = C.
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The above theorem means that when aξ is a scalar there is one-to-one correspondence
between the set of intermediate subfactors and that of the systems of Hilbert subspaces
{Kξ} satisfying (ii) and (iii) of Lemma 3.8. This observation has a lot of useful applications
in Galois correspondence of operator algebras as stated below. Although our statements
can be unified as that of depth 2 irreducible inclusions of discrete type in the language of
Kac algebras (see next section), we first state them in two classical cases: crossed product
inclusions of outer actions of discrete groups and fixed point inclusions of minimal actions
of compact groups.
Theorem 3.13. Let G be a discrete group and α an outer action of G on a factor N .
Then the map H 7→ N ×α H gives one-to-one correspondence between the lattice of all
subgroups of G and that of all intermediate subfactors of N ⊂ N ×α G.
Proof. Let {λ(g)} denote the implementing unitaries of α in M := N ×α G. Then it
is easy to see Ξ = G and Hg = Cλ(g) where Ξ and Hg are as in Theorem 3.9. (Note
that the argument in Theorem 3.9 makes sense even when N is finite as far as {ρξ} are
automorphisms.) Let {Kg}g∈G be a system of subspaces satisfying (ii) and (iii) of Theorem
3.9. Then there exists a subgroup H ⊂ G such that Kg = Cλ(g) if g ∈ H and Kg = 0 if
g /∈ H. This means that for every intermediate subfactor L there exits a subgroup H with
L = N ×α H. Q.E.D.
Remark 3.14. In [Ch], H. Choda proved that there is one-to-one correspondence between
the set of subgroups and the set of intermediate subfactors L with E(N×αG,L) non-empty.
The above theorem says that the existence of a normal conditional expectation to every
intermediate subfactors automatically follows from Theorem 3.9.
Let G be a compact group. We call an action α of G on a factor M minimal if α is
faithful and M ∩MG′ = C where MG is the fixed point algebra under α. It is known
that if α is minimal the crossed product M ×α G is always a factor (See Remark 4.5).
We fix a complete system of representatives of the equivalence classes of the irreducible
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representations of G and denote it by Ĝ. If α is minimal and the fixed point algebraMG is
infinite, using the same type of the argument as in [AHKT, Lemma III 3.4], one can show
that for every π ∈ Ĝ there exists a Hilbert space Hpi ∈M with support 1 such that Hpi is
globally invariant under α and α|Hpi is equivalent to π. This means that M is the crossed
product of MG and the dual object of G by the corresponding Roberts action [R1]. We fix
such a Hpi for each π ∈ Ĝ and choose an orthonormal basis {V (π)i}d(pi)i=1 of Hpi where d(π)
is the dimension of Hpi. Let N = MG and E the unique element in E(M,N) obtained by
E(x) =
∫
G
αg(x)dg, x ∈M.
We define an endomorphism ρpi ∈ End(N) by
ρpi(x) =
d(pi)∑
i=1
V (π)ixV (π)
∗
i , x ∈ N.
Thanks to the minimality of α, ρpi is always irreducible with d(ρpi) = d(π). It is routine
to show that ρpi does not depend on the choice of the basis and that the sector of ρpi does
not depends on the choice of Hpi. Note that Hpi is characterized by
Hpi = {V ∈M ;V x = ρpi(x)V, x ∈ N}.
Let eN be the Jones projection for E. Then using Peter-Weyl theorem we can show
∑
pi∈Ĝ
d(pi)∑
i=1
d(π)V (π)∗i eNV (π)i = 1.
This means that we can identify Ξ in Theorem 3.3 with Ĝ, and when ξ ∈ Ξ and π ∈ Ĝ are
identified we can identify Hξ with Hpi as well. Note that api = 1 because
(V (π)i, V (π)j) = d(π)
∫
G
αg(V (π)iV (π)
∗
j )dg = d(π)
∑
k,l
(
∫
G
π(g)k,iπ(g)l,jdg)V (π)kV (π)
∗
l
= δi,j
∑
k
V (π)kV (π)
∗
k = δi,j1.
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Theorem 3.15. Let G be a compact group and α a minimal action of G on M . Then the
map H 7→MH gives one-to-one correspondence between the lattice of all closed subgroups
of G and that of all intermediate subfactors of M ⊃MG.
To prove the theorem we need the following lemma, which is essentially contained in
[R2]. For the sake of completeness we give a proof.
Lemma 3.16. Let G be a compact group and Rep(G) the category of finite dimensional
unitary representations of G. For π ∈ Rep(G) Hpi denotes the representation space of
π. Suppose we have a Hilbert subspace Kpi ⊂ Hpi for each π ∈ Rep(G) satisfying the
following:
Kpi ⊕Kσ ⊂ Kpi⊕σ, π, σ ∈ Rep(G),
Kpi ⊗Kσ ⊂ Kpi⊗σ, π, σ ∈ Rep(G),
Kpi = Kpi, π ∈ Rep(G),
where π is the complex conjugate representation and Kpi is the image of Kpi under the
natural map from Hpi to its complex conjugate Hilbert space. Then there exists a closed
subgroup H ⊂ G such that
Kpi = {ξ ∈ Hpi; π(h)ξ = ξ, h ∈ H}.
Proof. Let B0 be the linear span of
{< π(·)ξ|η >∈ C(G); ξ ∈ Kpi, η ∈ Hpi, π ∈ Rep(G)},
where C(G) is the C∗-algebra of the continuous functions on G. Then by assumption, B0
is a unital *-subalgebra of C(G) that is globally invariant under the left translation by G.
Let B be the norm closure of B0. Then thanks to [AHKT, Appendix A], there exists a
closed subgroup H ⊂ G such that B = C(G/H). This implies that Kpi is a subspace of
the set of H invariant vectors Lpi. Suppose ξ ∈ Lpi ⊖Kpi and set fη(g) =< π(g)ξ|η > for
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η ∈ Hpi, g ∈ G. Then fη ∈ C(G/H). On the other hand, Peter-Weyl theorem shows that
fη is perpendicular to C(G/H) in L
2(G) because B0 is dense in C(G/H) in uniform norm
and consequently in L2(G) as well. Thus fη = 0 for all η ∈ Hpi and ξ = 0. This proves the
statement. Q.E.D.
Proof of Theorem 3.15. We may assume thatMG is infinite because after getting the result
forM⊗B(ℓ2(N)) we can remove B(ℓ2(N)). It easily follows from the existence of {Hpi}pi∈Ĝ
that the map is injective. Let L be an intermediate subfactor and set Kpi = L ∩ Hpi. We
arrange the orthonormal basis {V (π)i}d(pi)i=1 such that {V (π)i}mpii=1 is an orthonormal basis
of Kpi. Thanks to Lemma 3.8 and Theorem 3.9 L is characterized by
L = {x ∈M ;E(K⊥pi x) = 0, π ∈ Ĝ}
= {x ∈M ; x(π)i = 0, i > mpi, π ∈ Ĝ}.
Thus it is enough to show that there exists a closed subgroup H ⊂ G such that
Kpi = {V ∈ Hpi;αh(V ) = V, h ∈ H}.
Indeed, since {Kpi}pi∈Ĝ satisfies the assumption of Lemma 3.8, it is routine to show that
one can extend the assignment π 7→ Kpi to the whole category of representations such that
the assumption of Lemma 3.16 is fulfilled. Thus Lemma 3.16 captures the desired closed
subgroup H. Q.E.D.
Remark 3.17. It follows from [R1,AHKT] that if H is a closed subgroup of G as in Theorem
3.15, then H is equal to the group of all automorphisms of M leaving MH pointwise fixed,
therefore we have a complete Galois correspondence.
4. Kac algebra case.
In this section we generalize Theorem 3.13 and Theorem 3.15 to the case of minimal
actions of compact Kac algebras. It turns out that the Galois correspondence holds between
the lattice of intermediate subfactors and that of left coideal von Neumann subalgebras. We
also prove a bicommutant type theorem between the left coideal von Neumann subalgebras
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of a compact Kac algebra and right coideal von Neumann subalgebras of its dual Hopf
algebras.
Let A be a compact Kac algebra [ES][BS] with coproduct δ, antipode κ, and nor-
malized Haar measure h, which is a normal trace state. We regards A as a concrete von
Neumann algebra represented on the G.N.S. Hilbert space L2(A) of h with the G.N.S.
cyclic vector Ωh. The multiplicative unitary associated with A is defined by
V (xΩh ⊗ ξ) = δ(x)(Ωh ⊗ ξ), ξ ∈ L2(A), x ∈ A. (4.1)
Following [BS], we adopt the dual Hopf algebra [BS] rather than the dual Kac algebra
[ES] as the dual object of A; the dual Hopf algebra Â of A is the von Neumann algebra
generated by
{(id⊗ ω)(V );ω ∈ B(L2(A))∗}
with the comultiplication and the antipode,
δ̂(y) = V ∗(1⊗ y)V, κ̂(y) = JAy∗JA, y ∈ Â, (4.2)
where JA is the canonical conjugation of A with respect to Ωh. Let U ∈ B(L2(A)) be the
unitary operator defined by
UxΩh = κ(x)Ωh, x ∈ A
and set
V̂ = F (U ⊗ 1)V (U ⊗ 1)F ∈ A⊗ Â′, (4.3)
V˜ = F (1⊗ U)V (1⊗ U)F ∈ A′ ⊗ Â, (4.4)
as in [BS] where F is the flip operator of L2(A) ⊗ L2(A). V̂ and V˜ are multiplicative
unitaries satisfying
V̂ ∗(ξ ⊗ xΩh) = δ(x)(ξ ⊗ Ωh), ξ ∈ L2(A), x ∈ A, (3.5)
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V˜ (y ⊗ 1)V˜ ∗ = δ̂(y), y ∈ Â. (4.6)
A finite dimensional unitary corepresentation π is a pair of a finite dimensional Hilbert
space Hpi and a linear map Γpi : Hpi −→ Hpi ⊗A satisfying
(Γpi ⊗ id) · Γpi = (id⊗ δ) · Γpi
and the following unitarity condition: if {e(π)i} is an orthonormal basis of Hpi and
Γpi(e(π)j) =
∑
i
e(π)i ⊗ u(π)i,j,
then u(π) = (u(π)i,j) is unitary as an element in M(d(π),C) ⊗ A, where d(π) is the
dimension of Hpi. We abuse the notation and call u(π) a unitary corepresentation as well.
Basic notions such as tensor product, direct sum, complex conjugate corepresentations, and
irreducibility are defined by a standard procedure. Note that since A is a Kac algebra the
complex conjugate corepresentation u(π) = (u(π)i,j = u(π)
∗
i,j) of u(π) is always unitary
[W]. Let π, σ be unitary corepresentations of A. Then the following orthogonality relation
holds:
h(u(π)∗i,ju(σ)k,l) =
1
d(π)
δi,kδj,l.
Let Ξ be a complete system of representatives of the irreducible corepresentations of A.
Then the linear span of {u(π)i,j}1≤i,j≤d(pi), pi∈Ξ is a dense in A in weak topology. For
x ∈ A we define x(π)i,j by
x(π)i,j = d(π)h(u(π)
∗
i,jx).
{x(π)i,j} determines x in the sense that x =
∑
x(π)i,ju(π)i,j holds in Hilbert space topol-
ogy in L2(A).
Definition 4.1. A unital von Neumann subalgebra B of a Kac algebra A is called a
left (right) coideal von Neumann subalgebra if and only if δ(B) ⊂ A ⊗ B (respectively
δ(B) ⊂ B ⊗A) holds.
Let Corep(A) be the category of finite dimensional unitary corepresentations of A.
33
Proposition 4.2. Let A be a compact Kac algebra. Then there exists one-to-one corre-
spondence between the following two sets.
(i) The sets of left coideal von Neumann subalgebras of A.
(ii) The set of systems of Hilbert subspaces Kpi ⊂ Hpi, π ∈ Corep(A) satisfying the
following:
Kpi ⊕Kσ ⊂ Kpi⊕σ, π, σ ∈ Corep(A).
Kpi ⊗Kσ ⊂ Kpi⊗σ, π, σ ∈ Corep(A).
Kpi = Kpi, π ∈ Corep(A).
The correspondence is given as follows. Let {Kpi} be a system of subspaces satisfying
the condition in (ii) and {e(π)i}d(pi)i=1 an orthonormal basis of Hpi such that {e(π)i}mpii=1 is an
orthonormal basis of Kpi. Then the corresponding left coideal von Neumann subalgebra B is
the weak closure of the linear span of {u(π)i,j} 1 ≤ i ≤ d(π), 1 ≤ j ≤ mpi, π ∈ Corep(A).
Proof. First we note that two distinct von Neumann subalgebras B1 and B2 give rise to
distinct Hilbert subspaces B1Ωh, B2Ωh because h is a faithful normal traces. It is easy
to show that the weakly closed linear subspace B defined in the statement is actually a
left coideal von Neumann subalgebra, so it suffices to prove that every left coideal von
Neumann subalgebra B arises in this way. Let {e(π)i}d(pi)i=1 be an orthonormal basis of Hpi
and we set
Kpi = span{
d(pi)∑
j=1
x(π)i,je(π)j; x ∈ B, 1 ≤ i ≤ d(π)}.
SinceKpi does not depend on the choice of the basis, we may and do assume that {e(π)i}mpii=1
is an orthonormal basis. Thus x(π)i,j = 0 for x ∈ B, j > mpi. We show that u(π)i,j ∈ B
for 1 ≤ i ≤ d(π), 1 ≤ j ≤ mpi. By the definition of Kpi, for j with 1 ≤ j ≤ mpi there
exist x1, x2, · · ·xd(pi) ∈ B such that ∑d(pi)i=1 xi(π)i,k = δj,k. Using unitarity of u(π) and
δ(u(π)p,q) =
∑
r u(π)p,r ⊗ u(π)r,q, we get
u(π)∗i,k ⊗ 1 =
∑
p
(1⊗ u(π)k,p)δ(u(π)∗i,p).
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Since B is a left coideal we obtain
B ∋
∑
i
(h⊗ id)((u(π)∗i,k ⊗ 1)δ(xi)) =
∑
i,p
(h⊗ id)((1⊗ u(π)k,p)δ(u(π)∗i,pxi))
=
∑
i,p
xi(π)i,pu(π)k,p = u(π)k,j.
Thus B is characterized as
B = {x ∈ A; x(π)i,j = 0, π ∈ Ξ, j > mpi}.
Since B is a *-subalgebra, the natural extension of {Kpi}pi∈Ξ to the whole category of
unitary corepresentations satisfies the three conditions of (ii). Q.E.D.
Definition 4.3. Let Γ : M −→ M ⊗ A be an action of a compact Kac algebra A on a
factor M .
(i) Γ is called minimal if and only if the linear span of {(ω⊗id)·Γ(M);ω ∈M∗} is dense in
A and the relative commutant of the fixed point algebra MΓ = {x ∈M ; Γ(x) = x⊗1}
in M is trivial.
(ii) Let B be a left coideal von Neumann subalgebra of A. The intermediate subalgebra
M(B) of MΓ ⊂M associated to B is defined by
M(B) = {x ∈M ; Γ(x) ∈M ⊗ B}.
Theorem 4.4. Let Γ :M −→M ⊗A be a minimal action of a compact Kac algebra A on
a factor M . Then the map B 7→M(B) gives one-to-one correspondence between the lattice
of left coideal von Neumann subalgebras of A and that of the intermediate subfactors of
MΓ ⊂M .
Proof. For the same reason as in the proof of Theorem 3.15 we may assume that MΓ is
infinite. Note that there exists a normal conditional expectation E ∈ E(M,MΓ) given by
E(x)⊗ 1 = (id⊗ h) · δ(x), x ∈M.
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In exactly the same way as in the case of compact group actions, for each π ∈ Ξ one can
find a Hilbert space Hpi in M with support 1 and its basis {V (π)}d(pi)i=1 satisfying
δ(V (π)i) =
∑
j
V (π)j ⊗ u(π)j,i.
Thus, as before we can identify our Ξ with that in Theorem 3.3 and we get api = 1 thanks to
the orthogonality relation. Let L be an intermediate subfactor and Kpi = L∩Hpi. Thanks
to Lemma 3.8 and Theorem 3.9, L is generated by MΓ and {Kpi}pi∈Γ, and is characterized
by
L = {x ∈M ; E(K⊥pi x) = 0, π ∈ Ξ}.
Therefore, as in the proof of Theorem 3.16 we can conclude L =M(B) by using Proposition
4.2, where B is the left coideal von Neumann subalgebra corresponding to {Kpi}pi. The map
is injective because 2 distinct systems of subspaces satisfying the assumption of Proposition
4.2 (ii) give rise to 2 distinct intermediate subfactors. Q.E.D.
Remark 4.5. The crossed product M×Γ Â is the von Neumann algebra generated by Γ(M)
and C ⊗ Â. As is expected, we can identify the basic extension M1 with M ×Γ Â if the
action is minimal as follows. Let e0 be the projection in Â corresponding to the trivial
corepresentation of A and we set e = 1⊗e0. Since we have the dual operator valued weight
of the crossed product whose restriction to Â is a semi-finite trace (Plancherel weight), if
MeM is dense in M ×Γ Â we can apply Lemma 2.4 and get the result. Indeed, it is known
[BS] that Â is a direct sum of type Id(pi) factors Âpi, π ∈ Ξ and the multiplicative unitary
V can be expanded as
V =
∑
pi∈Ξ
∑
1≤i,j≤d(pi)
e(π)i,j ⊗ u(π)i,j,
where {e(π)i,j} are matrix units of Âpi. Thanks to (4.1), we have
e(π)i,ju(σ)k,lΩh = δpi,σδj,lu(π)k,iΩh.
Now, we show
d(π)δ(V (π)∗i )eδ(V (π)j) = 1⊗ κ̂(e(π)j,i).
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From δ(V (π)i) =
∑
k V (π)k ⊗ u(π)k,i We get
δ(V (π)∗i )eδ(V (π)j) =
∑
k
1⊗ u(π)∗k,ie0u(π)k,j.
Thanks to the orthogonality relation, we obtain
d(π)
∑
k
u(π)∗k,ie0u(π)k,ju(σ)
∗
p,qΩh = δpi,σδj,qu(π)
∗
p,i,
where we use the fact that e0 is the projection onto the space spanned by Ωh. On the
other hand,
κ̂(e(π)j,i)u(σ)
∗
p,qΩh = JAe(π)i,jJAu(σ)
∗
p,qΩh = JAe(π)i,ju(σ)p,qΩh
= δpi,σδj,qJAu(π)p,iΩh = δpi,σδj,qu(π)
∗
p,iΩh.
Thus δ(M)eδ(M) is dense in M ×Γ Â.
The above theorem suggests that it is worth while studying the structure of the lattice
of the left coideal von Neumann subalgebras of Kac algebras. For compact and discrete
Kac algebras we have the following:
Theorem 4.6. Let A be a compact Kac algebra and Â its dual Hopf algebra represented
on L2(A). Let B ⊂ A be a left coideal von Neumann subalgebra and C ∈ Â a right coideal
von Neumann subalgebra. Then the following hold:
(i) B′ ∩ Â is a right coideal von Neumann subalgebra of Â and (B′ ∩ Â)′ ∩A = B.
(ii) C′ ∩A is a left coideal von Neumann subalgebra of A and (C′ ∩A)′ ∩ Â = C.
(iii) Set B˜ = κ̂(B′ ∩ Â). Then the map given by B 7→ B˜ is a lattice anti-isomorphism
between the set of left coideal von Neumann subalgebras of A and that of Â.
Proof. (i): Let EB be the h preserving conditional expectation in E(A,B) and eB its Jones
projection, i.e. eB is the projection defined by eBxΩh = EB(x)Ωh, x ∈ A. Note that
eB ∈ B′ and {eB}′ ∩ A = B hold. Thus to prove (B′ ∩ Â)′ ∩ A = B it suffices to show
eB ∈ B′ ∩ Â. First, we prove (id ⊗ EB) · δ = δ · EB. Let {Kpi}pi∈Ξ be the system of
Hilbert subspaces corresponding to B and {e(π)i}d(pi)i=1 an orthonormal basis of Hpi such
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that {e(π)i}mpii=1 is a basis of Kpi. As we saw in the proof of Proposition 4.2, the linear span
of {u(π)i,j}, π ∈ Ξ, 1 ≤ i ≤ d(π), 1 ≤ j ≤ mpi is dense in B in weak topology. Let x ∈ A,
1 ≤ j ≤ mpi . Then we get
(id⊗ h)((1⊗ u(π)i,j)δ(x)) =
d(pi)∑
k=1
u(π)∗k,i(id⊗ h)(δ(u(π)k,jx))
=
d(pi)∑
k=1
u(π)∗k,ih(u(π)k,jx)
=
d(pi)∑
k=1
u(π)∗k,ih(u(π)k,jEB(x))
= (id⊗ h)((1⊗ u(π)i,j)δ(EB(x))),
which implies (id⊗ EB) · δ(x) = δ · EB(x). Let V̂ be the multiplicative unitary defined in
(4.3). Then thanks to (4.5), for ξ ∈ L2(A) and x ∈ A we get
V̂ ∗(1⊗ eB)(ξ ⊗ xΩh) = V̂ ∗(ξ ⊗ EB(x)Ωh) = δ(EB(x))(ξ ⊗ Ωh)
= (id⊗ EB) · δ(x)(ξ ⊗ Ωh) = (1⊗ eB)V̂ ∗(ξ ⊗ xΩh),
and so (1 ⊗ eB) commutes with V̂ . Since {(ω ⊗ id)(V̂ ); ω ∈ B(L2(A))∗} is dense in Â′,
eB ∈ Â. Let x ∈ B, y ∈ B′ ∩ Â. Then
δˆ(y)(x⊗ 1) = V ∗(1⊗ y)V (x⊗ 1) = V ∗(1⊗ y)δ(x)V = V ∗δ(x)(1⊗ y)V
= (x⊗ 1)V ∗(1⊗ y)V = (x⊗ 1)δˆ(y).
Thus B′ ∩ Â is a right coideal von Neumann subalgebra of Â. (ii): In a similar way as
above one can show that C′ ∩ A is a left coideal von Neumann subalgebra of A. Let
C0 = (C′ ∩ A)′ ∩ Â. Then it is easy to show C′0 ∩ A = C′ ∩ A. Thus to prove C0 = C, it
suffices to prove that if C1 and C2 are distinct right coideal von Neumann subalgebras of
Â, then C′1 ∩A and C′2 ∩A are distinct. Since the Plancherel weight of Â is the restriction
of the usual trace on B(L2(A)), there exists a trace preserving conditional expectation
F ∈ E(B(L2(A)), Â). Note that one can identify F with the dual weight of the crossed
product of Â and ˆˆA = A′ when δˆ is regarded as an action of Â on itself. Thus the
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restriction of F to A′ is a trace. We claim that F ((C′ ∩ A)′) = C for every right coideal
von Neumann subalgebra C ⊂ Â. To prove the claim it is enough to show that C · A′ is
weakly dense in (C ∪ A′)′′ because of (C′ ∩A)′ = (C ∪ A′)′′. Let V˜ be as in (4.4). Thanks
to (4.4) and (4.6), for c ∈ C and ω ∈ B(L2(A))∗ we get
(id⊗ ω)(V˜ )c = (id⊗ ω)(V˜ (c⊗ 1)) = (id⊗ ω)(δˆ(c)V˜ ) ∈ C · A′w,
which shows C · A′w = (C ∪ A′)′′. Using the claim, now we can show that if C1 6= C2 are
right coideal von Neumann subalgebras of Â, (C′1∩A)′ 6= (C′2∩A)′, and so (C′∩A)′∩Â = A.
(iii): This is a direct consequence of (i) and (ii). Q.E.D.
In what follows, we assume n := dimA < ∞. Let ǫ and ǫˆ be the counit of A and
Â, and e and eˆ the integrals of A and Â; e and eˆ are the minimal central projections
satisfying ex = eǫ(x), x ∈ A, and eˆy = eˆǫˆ(y), y ∈ Â. It is known that the G.N.S. cyclic
vector Ωhˆ of the normalized Haar measure hˆ of Â can be identified with
√
neΩh and we
have
√
neˆΩhˆ = Ωh as well [KP]. The dual pairing between A and Â can be written in
terms of the Hilbert space inner product as follows:
< x, y >=
√
n < xΩh|y∗Ωhˆ >, x ∈ A y ∈ Â. (4.7)
The following is a space free description of the anti-isomorphism of the two lattices.
Proposition 4.8. Let A be a finite dimensional Kac algebra and B a left coideal von
Neumann subalgebra of A. We set
B˜ = {y ∈ Â;< xb, y >= ǫ(b) < x, y >, x ∈ A, b ∈ B}.
Then the following hold:
(i) B˜ is a left coideal von Neumann subalgebra of Â with dimB · dimB˜ = dimA.
(ii)
˜˜
B = B.
(iii) B˜ = κ̂(B′ ∩ Â).
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Proof. (i): It is routine to show that B˜ is a left coideal von Neumann subalgebra of Â.
Using (4.7) for x ∈ A, b ∈ B, and y ∈ Â we get the following:
< xb, y > =
√
n < xbΩh|y∗Ωhˆ >=
√
n < JAb
∗x∗Ωh|y∗Ωhˆ >
=
√
n < bJAy
∗Ωhˆ|x∗Ωh >=
√
n < bκ̂(y)Ωhˆ|x∗Ωh > .
On the other hand we have
ǫ(b) < x, y >= ǫ(b)
√
n < xΩh|y∗Ωhˆ >= ǫ(b)
√
n < κ̂(y)Ωhˆ|x∗Ωh >,
and so B˜ is characterized as
B˜ = {y ∈ Â; bκ̂(y)Ωhˆ = ǫ(b)κ̂(y)Ωhˆ, b ∈ B}.
Let EB and EB˜ be the h and hˆ preserving conditional expectations onto B and B˜ respec-
tively, and eB and eB˜ the corresponding Jones projections. The above characterization
shows
B˜ ⊃ κ̂(B′ ∩ Â) ∋ JAeBJA = eB.
More specifically we show eB = nǫ · EB(e)EB˜(eˆ). Indeed, using κ̂(eB) = JAeBJA = eB we
get the following for b˜ ∈ B˜:
hˆ(eB b˜) = hˆ(κ̂(b˜)eB) =< κ̂(b˜)eBΩhˆ|Ωhˆ >
=
√
n < eBeΩh|κ̂(b˜∗)Ωhˆ >=
√
n < EB(e)Ωh|κ̂(b˜∗)Ωhˆ >
=
√
n < Ωh|EB(e)κ̂(b˜∗)Ωhˆ >= ǫ ·EB(e)
√
n < Ωh|κ̂(b˜∗)Ωhˆ >
= ǫ · EB(e)
√
n < κ̂(b˜)Ωh|Ωhˆ >= ǫ · EB(e)ǫˆ(κ̂(b˜))
√
n < Ωh|Ωhˆ >
= ǫ · EB(e)ǫˆ(κ̂(b˜)) = nhˆ(eˆb˜)ǫ · EB(e).
Thus we obtain the claim. Note that hˆ is the restriction of the normalized trace of
B(L2(A)), and so hˆ(eB) = dimBn . Thus we get
ǫ · EB(e) = dimB
n
,
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eB = dimBEB˜(eˆ).
In the same way we can get
ǫˆ · E
B˜
(eˆ) =
dimB˜
n
.
Since eB is a projection,
eB = e
2
B = (dimB)2EB˜(eˆEB˜(eˆ)) = (dimB)2ǫˆ ·EB˜(eˆ)EB˜(eˆ)
= dimBǫˆ · E
B˜
(eˆ)eB.
Therefore, dimBdimB˜ = n. (ii): It is easy to show B ⊂ ˜˜B. Since B˜ is a left coideal von
Neumann subalgebra of Â we also have dimB˜ · dim ˜˜B = n, and so B = ˜˜B. (iii): In a
similar way as in (i), one can show dimB · dim(B′ ∩ Â) = n. Since we have the inclusion
B˜ ⊃ κ̂(B′ ∩ Â) we get the equality. Q.E.D.
Remark 4.9. Let Γ : M −→ M ⊗ A be a minimal action on a factor M and L be an
intermediate subfactor of MΓ ⊂ M . Thanks to Theorem 4.6 there exists a left coideal
von Neumann subalgebra B ⊂ A such that L = M(B). Let L1 = JML′JM , which is an
intermediate subfactor of M ⊂ M1. Under the identification of M1 with M ×Γ Â, we
actually have L1 =M1(B˜). Let eL be the Jones projection for L. Then,
L1 = (M ∪ {eL})′′ = (M ∪ (L1 ∩N ′))′′
= (M ∪ JM (L′ ∩M1)JM )′′ = (M ∪ j(L′ ∩M1))′′,
where j is the anti-automorphism of N ′ ∩M1 defined by j(x) = JMx∗JM , x ∈ N ′ ∩M .
It is known [D] that under our identification, N ′ ∩M1 is identified with C ⊗ Â and j is
identified with κ̂, so j(L′ ∩M1) is identified with C ⊗ B˜. Thus L1 is identified with the
intermediate subfactor generated by Γ(M) and C⊗ B˜, which proves the remark.
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Appendix (Added October 30, 1997)
Related to Theorem 3.3 and Remark 3.4, we give here an example of an ir-
reducible inclusion of factors N ⊂ M with a normal conditional expectation E
such that N ⊂ M is discrete, E−1 is a semifinite trace on N ′ ∩ M1 (so that
B1 = B2 = C = {0}) yet E−1 ◦ j 6= E−1. In fact, our factors N,M are hyperfinite
of type II1 with E ∈ E(M,N) being the unique normal conditional expectation pre-
serving the trace τ on M and E−1 being a semifinite trace on N ′∩M1. Thus, while
the irreducibility of an inclusion of (type II1) factors N ⊂ M with [M : N ] < ∞
automatically entails its extremality (thus, the trace-preservingness of j = JM ·JM
on N ′ ∩M1) this is no longer the case when [M : N ] = ∞, even if N ⊂ M is
discrete.
Our construction is based on Powers binary shifts and their properties ([Po],
[PoPr]).
Lemma A.1 ([PoPr]). Let σ be a bilateral Powers binary shift acting on {un}n∈Z
as in [Po], such that each half-line bitstream of σ is aperiodic.
Let P = vN{un}n∈Z and N = vN{un}ng0. Then the following hold true:
(i) N and P are factors;
(ii) σ(N) ⊂ N and [N : σ(N)] <∞.
(iii) σn(N)′ ∩N = C, ∀ng1.
(iv)
⋂
ng1
σn(N) = C1.
(v)
⋃
ng1
σn(N) is a dense ∗-subalgebra of P.
Proof. All these are well known properties from [Po] [PoPr].
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Q.E.D.
Proposition A.2. Let P be a type II1 factor with an aperiodic automorphism
σ ∈ Aut P and a subfactor N ⊂ P such that P, σ,N satisfy the conditions (i)-(v)
of the previous Lemma.
Let M = P ⋊σ Z. Then we have:
a) N ′ ∩M = C1.
b) N ⊂ M is discrete, i.e., L2(M1,Tr) is generated by N − N sub-bimodules
which have finite dimension both as left and right N−modules, where Tr is the
unique semifinite trace on M1 = 〈N,M〉 such that TreN = 1.
c) JM · JM is not Tr-preserving on N ′ ∩M1, equivalently, there are irreducible
N −N sub-bimodules of L2(M1,Tr) for which the left dimension over N does not
coincide with the right dimension over N.
Proof. a). By property (iii) we have N ′ ∩ σ−n(N) = C1. Thus, if a ∈ N ′ ∩ P then
‖Eσ−n(N)(a) − a‖2 → 0 (by (ii) and (v)) and Eσ−n(N)(a) ∈ N ′ ∩ σ−n(N) = C
(by commuting squares). Thus a ∈ C1, showing that N ′ ∩ P = C. Similarly
σn(N)′ ∩ P = C, ∀ng1.
Assume now that a =
∑
n∈Z
bnu
n satisfies ax = xa, ∀x ∈ N. Thus, if bn 6= 0 for
some n then xbn = bnσ
n(x)∀x ∈ N. By using that σn(N) ⊂ N, it follows that
xbnb
∗
n = bnσ
n(x)b∗n = bnb
∗
nx, ∀x ∈ N. Thus bnb∗n ∈ C1 so that bn is a (multiple of
a) unitary element v ∈ P satisfying
xv = vσn(x), ∀x ∈ N. (1)
In particular, we have
σn(x)v = vσ2n(x), ∀x ∈ N (2)
Also, by applying σn to both sides of (1) we get
σn(x)σn(v) = σn(v)σ2n(x), ∀x ∈ N. (3)
From (2) and (3) we get:
v∗σn(x)v = σn(v∗)σn(x)σn(v), ∀x ∈ N. (4)
Thus, σn(v) = αv for some α ∈ C1. Let then mk ր∞ be such that αmk → 1. Then
‖σnmk(v)− v‖ → 0 as k →∞. But ⋂
mg0
σ(N) = C1 clearly implies σ is mixing, i.e.
lim
u→∞
τ(σn(x)y) = τ(x)τ(y), ∀x, y ∈ P. A contradiction unless v ∈ C1, showing that
N ′ ∩M = C.
(b). Let Kn,m = u
−nL2(N)un+m, for ng0, m ∈ Z, ngm. It is trivial to see that
Kn,m ր L2(P )um, as nր∞. Thus ∨{Kn,m|n ≥ m,n ≥ 0, m ∈ Z} = L2(M), with
all Kn,m being N −N bimodules.
Also, since as a leftN moduleKn,m = L
2(σ−n(N))um is isomorphic to L2(σ−n(N)),
we have dim (NKn,m) = [N : σ(N)]
n < ∞. Furthermore, as a right N -module
Kn,m = u
mL2(σ−n−m(N)) is isomorphic to L2(σ−n−m(N)), so that we have dim (Kn,mN ) =
[N : σ(N)]n+m <∞.
This shows that N ⊂M is discrete.
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c). This part is now clear, since we showed above that there exist sub-bimodules
K ⊂ L2(M1,Tr) which are finitely generated both as left and right modules,
but with different corresponding dimensions, (e.g., just take K = Kn,m for some
ngm,ng0, m 6= 0.)
Q.E.D.
Corollary A.3. There exist irreducible discrete inclusions of hyperfinite type II1
factors N ⊂M for which JM · JM is not trace preserving on N ′ ∩M1, equivalently
for which TrM1 and TrN ′ do not agree on N
′ ∩M1 or further, for which the local
indices [pM1p : Np] are not equal to (Tr p)
2 for all p ∈ N ′ ∩M1.
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