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OPTIMAL ESTIMATES FOR HYPERBOLIC HARMONIC
MAPPINGS IN HARDY SPACE
JIAOLONG CHEN AND DAVID KALAJ
Abstract. Assume that p ∈ (1,∞] and u = Ph[φ], where φ ∈ Lp(Sn−1,Rn).
Then for any x ∈ Bn, we obtain the sharp inequalities
|u(x)| ≤ C
1
q
q (x)
(1− |x|2)n−1p
‖φ‖Lp and |u(x)| ≤ C
1
q
q
(1− |x|2)n−1p
‖φ‖Lp
for some function Cq(x) and constant Cq in terms of Gauss hypergeometric and
Gamma functions, where q is the conjugate of p. This result generalize and extend
some known result from harmonic mapping theory ([5, Theorems 1.1 and 1.2] and
[1, Proposition 6.16]).
1. Introduction
For n ≥ 2, let Rn denote the n-dimensional Euclidean space. We use Bn and Sn−1
to denote the unit ball {x ∈ Rn : |x| < 1} and the unit sphere {x ∈ Rn : |x| = 1},
respectively. In particular, let B
n
= Bn ∪ Sn−1, R2 = C and B2 = D.
A mapping u = (u1, · · · , un) ∈ C2(Bn,Rn) is said to be hyperbolic harmonic if
∆hu = (∆hu1, · · · ,∆hun) = 0,
that is, for each j ∈ {1, · · · , n}, uj satisfies the hyperbolic Laplace equation
∆huj(x) = (1− |x|2)2∆uj(x) + 2(n− 2)(1− |x|2)
n∑
i=1
xi
∂uj
∂xi
(x) = 0,
where ∆ denotes the usual Laplacian in Rn. For convenience, in the rest of this
paper, we call ∆h the hyperbolic Laplacian operator.
Obviously, when n = 2, ∆hu = (1 − |x|2)2∆u, and thus the class of hyperbolic
harmonic mappings coincides with the usual class of harmonic mappings in D. How-
ever, when n ≥ 3, it is easily seen that the only mappings annihilated by both ∆h
and ∆ are the constant mappings (cf. [9]). In this paper, we focus our investigations
on the case when n ≥ 3.
1.1. Hardy space for hyperbolic harmonic mappings. A measurable mapping
f : Bn → Rn belongs to the Hardy space Hp(Bn,Rn) with p ∈ (0,∞], if Mp(r, f)
exists for all r ∈ (0, 1) and ||f ||Hp <∞, where
||f ||Hp = sup
0<r<1
{
Mp(r, f)
}
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and
Mp(r, f) =


(∫
Sn−1
|f(rξ)|pdσ(ξ)
) 1
p
, if p ∈ (0,∞),
sup
ξ∈Sn−1
{|f(rξ)|}, if p =∞.
Here and hereafter, dσ always denotes the normalized surface measure on Sn−1 so
that σ(Sn−1) = 1.
If φ ∈ L1(Sn−1,Rn), we define the invariant Poisson integral or Poisson-Szego¨
integral of φ in Bn by
Ph[φ](x) =
∫
S
Ph(x, ζ)φ(ζ)dσ(ζ)(1.1)
(cf. [9] or [10, Definition 5.3.2]), where
Ph(x, ζ) =
(
1− |x|2
|x− ζ |2
)n−1
(1.2)
is the Poisson-Szego¨ kernel with respective to ∆h satisfying∫
S
Ph(x, ζ)dσ(ζ) = 1(1.3)
(cf. [10, Lemma 5.3.1(c)]). Similarly, if µ is a finite signed Borel measure on Sn−1,
then invariant Poisson integral of µ will be denoted by Ph[µ], that is,
Ph[µ](x) =
∫
S
Ph(x, ζ)dµ(ζ).
Furthermore, both Ph[φ] and Ph[µ] are hyperbolic harmonic in B
n (cf. [2, 10]).
It is known that if u is a hyperbolic harmonic mapping and u ∈ Hp(Bn,Rn)
with p ∈ (1,∞], then u has the following integral representation (cf. [10, Theorem
7.1.1(c)])
u(x) = Ph[φ](x),
where φ ∈ Lp(Sn−1,Rn) is the boundary value of u and
‖φ‖Lp = ‖u‖Hp.
If ∆hu = 0 and u ∈ H1(Bn,R), then u has the representation u = Ph[µ], where µ is
a signed Borel measure in Bn. Further, the similar arguments as [1, Page 118] show
that ‖u‖H1 = ||µ||, where ||µ|| is the total variation of µ on Sn−1.
Let Hp(D,C) denote the Hardy space which consists of analytic functions from
D into C, while the analogous space of harmonic mappings from Bn into Rn is
denoted by hp(Bn,Rn). In [7, Lemma 5.1.1], Pavlovic´ obtained a growth estimate
for functions in Hp(D,C): If f ∈ Hp(D,C) with p ∈ (0,∞], then for any x ∈ D,
|f(z)| ≤ (1− |z|2)− 1p ||f ||Hp.
For the harmonic case, by [1, Proposition 6.16], we see that for any f ∈ hp(Bn,Rn)
with p ∈ [1,∞),
|f(x)| ≤
(
1 + |x|
(1− |x|)n−1
) 1
p
||f ||hp
2
in Bn. Further, if p = 2, then h2(Bn,Rn) is a Hilbert space. In this case, we have
the following slightly better point estimate (cf. [1, Proposition 6.23])
|f(x)| ≤
√
1 + |x|2
(1− |x|2)n−1 ||f ||h2.
In the recent paper [5], Kalaj and Markovic´ studied the pointwise estimates of
mappings in hp(Bn,Rn), where p ∈ (1,∞]. They obtained a sharp function Cp(x)
and a sharp constant Cp for the following two inequalities
|u(x)| ≤ Cp(x)
(1− |x|2)n−1p
||u||hp and |u(x)| ≤ Cp
(1− |x|2)n−1p
||u||hp.
In this paper, we will establish a counterpart of [5, Theorems 1.1 and 1.2] in the
setting of hyperbolic harmonic mappings in Hp(Bn,Rn). In order to state our main
results, we need to introduce some notations.
For any a ∈ R and k ∈ N = {0, 1, 2, . . .}, let (a)k denote the factorial function
with (a)0 = 1 and (a)k = a(a + 1) . . . (a + k − 1). For x ∈ R, we define the Gauss
hypergeometric function or hypergeometric series by
2F1(a, b; c; x) =
∞∑
k=0
(a)k(b)k
k!(c)k
xk,
where a, b ∈ R and c is neither zero nor a negative integer (cf. [8, Page 46]). If
c− a − b > 0, then the series 2F1(a, b; c; x) converges absolutely for all |x| ≤ 1 (cf.
[8, Section 31]). If c > b > 0 and |x| < 1, then (cf. [8, Page 47])
2F1(a, b; c; x) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1
(1− tx)a dt,(1.4)
where Γ is the Gamma function. It is easy to check the following formula
d
dx
2F1(a, b; c; x) =
ab
c
2F1(a + 1, b+ 1; c+ 1; x).(1.5)
If 2b is neither zero nor a negative integer, and if both |x| < 1 and |4x(1+x)−2| < 1,
then we have the following quadratic transformation (cf. [8, Page 65])
2F1
(
a, b; 2b;
4x
(1 + x)2
)
= (1 + x)2a 2F1
(
a, a− b+ 1
2
; b+
1
2
; x2
)
.(1.6)
The following are our results. Note that a different form of growth estimate for
hyperbolic harmonic mappings in Hp(Bn,Rn) was proved in [3, Theorem 1.1].
Theorem 1.1. Let p ∈ (1,∞] and q be its conjugate. If u = Ph[φ] and φ ∈
Lp(Sn−1,Rn), then for any x ∈ Bn, we have the following sharp inequality:
|u(x)| ≤ C
1
q
q (x)
(1− |x|2)n−1p
‖φ‖Lp,
where
Cq(x) = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; |x|2
)
.
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Theorem 1.2. Let p ∈ (1,∞] and q be its conjugate. If u = Ph[φ] and φ ∈
Lp(Sn−1,Rn), then for any x ∈ Bn, we have the following sharp inequality:
|u(x)| ≤ C
1
q
q
(1− |x|2)n−1p
‖φ‖Lp,
where
Cq = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; 1
)
.
Remark 1.1. If u = Ph[φ] and φ ∈ L∞(Sn−1,Rn), then by (1.1) and (1.3), it is easy
to see that for any x ∈ Bn,
|u(x)| ≤
∫
Sn−1
Ph(x, ζ)dσ(ζ) · ‖φ‖L∞ = ‖φ‖L∞ .(1.7)
By letting φ ≡ C on Sn−1, we see that the sharpness of (1.7) follows, where C is a
constant. In this case, p =∞, q = 1 and C1(x) ≡ C1 ≡ 1.
If u = Ph[φ] and φ ∈ L1(Sn−1,Rn), then by (1.1) and (1.2), we obtain
|u(x)| ≤ max
ζ∈Sn−1
Ph(x, ζ) · ‖φ‖L1 = (1 + |x|)
2(n−1)
(1− |x|2)n−1 ‖φ‖L1(1.8)
in Bn. In the following, we show the sharpness of (1.8). For any x0 = |x0|η0 ∈ Bn
and i ∈ Z+, define
φi(ζ) =
χΩi(ζ)
||χΩi||L1
on Sn−1 and ui = Ph[φi] in B
n, where Ωi = {ζ ∈ Sn−1 : |ζ − η0| ≤ 1i } and χ is the
indicator function. Then for any i ∈ Z+ and x ∈ Bn, ||φi||L1 = 1 and
ui(x) =
∫
Sn−1
Ph(x, ζ)
χΩi(ζ)
||χΩi||L1
dσ(ζ).(1.9)
For fixed x ∈ Bn, by the definition of χΩi, we see that
lim
i→∞
∣∣Ph(x, ζ)− Ph(x, η0)∣∣ · χΩi(ζ) = 0.
Then for any ε > 0, there exists a positive integer m1 = m1(ε, x, η0) such that for
any i ≥ m1, ∣∣Ph(x, ζ)− Ph(x, η0)∣∣ · χΩi(ζ) < ε,
where the notation m1 = m1(ε, x, η0) means that the constant m1 depends only on
the quantities ε, x and η0. Since
∫
Sn−1
χΩi (ζ)
||χΩi ||L1
dσ(ζ) = 1, then for any i ≥ m1,∣∣∣∣
∫
Sn−1
Ph(x, ζ)
χΩi(ζ)
||χΩi||L1
dσ(ζ)− Ph(x, η0)
∣∣∣∣
≤
∫
Sn−1
∣∣(Ph(x, ζ)− Ph(x, η0)) · χΩi(ζ)∣∣ · χΩi(ζ)||χΩi||L1 dσ(ζ) ≤ ε.
This, together with (1.9), means
lim
i→∞
ui(x) = lim
i→∞
∫
Sn−1
Ph(x, ζ)
χΩi(ζ)
||χΩi||L1
dσ(ζ) = Ph(x, η0).(1.10)
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By replacing x with x0 in (1.10), we obtain
lim
i→∞
ui(x0) = Ph(x0, η0) =
(1 + |x0|)2(n−1)
(1− |x0|2)n−1 limi→∞ ‖φi‖L
1 ,
and so, (1.8) is sharp.
2. Proofs of the main results
The aim of this section is to prove Theorems 1.1 and 1.2 when p ∈ (1,∞). The
cases p = 1 and p = ∞ are already considered in Remark 1.1. Before the proofs
of them, we need some preparation which consists of three lemmas. The first one
reads as follows.
Lemma 2.1. For any q ∈ (1,∞) and x ∈ Bn, we have the following sharp inequality
|u(x)| ≤ 1
(1− |x|2) (n−1)(q−1)q
(∫
Sn−1
|x− η|2(n−1)(q−1)dσ(η)
) 1
q
‖φ‖Lp.
Proof. Let p be the conjugate of q, φ ∈ Lp(Sn−1,Rn) and u = Ph[φ] in Bn, where
p ∈ (1,∞). For any x ∈ Bn, by (1.1) and Ho¨lder’s inequality, we have
|u(x)| ≤
(∫
Sn−1
P
q
h(x, ζ)dσ(ζ)
)1
q
‖φ‖Lp.(2.1)
Next we show the sharpness of (2.1). For any x ∈ Bn, define φ∗(ζ) = P q/ph (x, ζ)
on Sn−1 and u∗ = Ph[φ∗] in B
n. Then we have
u∗(x) =
(∫
Sn−1
P
q
h(x, ζ)dσ(ζ)
)1
q
‖φ∗‖Lp,
which means that (2.1) is sharp for any x ∈ Bn.
In the following, we will calculate the integral above. For any η ∈ Sn−1 and
x ∈ Bn, let ζ = Tx(η), where
Tx(η) = x− (1− |x|2) η − x|η − x|2 .
Then ζ = Tx(η) is a transformation from S
n−1 onto Sn−1 (cf. [4, Section 2.5])
satisfying
|x− ζ | = 1− |x|
2
|η − x| and dσ(ζ) =
(1− |x|2)n−1
|η − x|2n−2 dσ(η)(2.2)
(cf. [6, Page 250]). Combining (1.2) and (2.2), we get
P
q
h(x, ζ)dσ(ζ) =
(1− |x|2)(n−1)q
|x− ζ |2(n−1)q dσ(ζ) =
|x− η|2(n−1)(q−1)
(1− |x|2)(n−1)(q−1) dσ(η).
Therefore, for any q ∈ (1,∞) and x ∈ Bn ,∫
Sn−1
P
q
h(x, ζ)dσ(ζ) =
1
(1− |x|2)(n−1)(q−1)
∫
Sn−1
|x− η|2(n−1)(q−1)dσ(η).
From this and (2.1), the lemma follows. 
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For any q ∈ (1,∞) and x ∈ Bn, let
Cq(x) =
∫
Sn−1
|x− η|2(n−1)(q−1)dσ(η).(2.3)
For Cq(x), we have the following result.
Lemma 2.2. For any q ∈ (1,∞) and x ∈ Bn, we have
Cq(x) = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; |x|2
)
.
Proof. Let A be an unitary transformation in Rn. For any x ∈ Bn, by replacing η
with Aη in (2.3), we get
Cq(Ax) =
∫
Sn−1
|Ax−Aη|2(n−1)(q−1)dσ(Aη) =
∫
Sn−1
|x− η|2(n−1)(q−1)dσ(η) = Cq(x).
Now, we choose a suitable A such that Ax = |x|en, where en = (0, . . . , 0, 1) ∈ Sn−1.
Then we have
Cq(x) = Cq(|x|en).(2.4)
Hence, to prove the lemma is sufficient to estimate the quality Cq(ρen), where ρ =
|x| ∈ [0, 1).
Using spherical coordinates transformation (cf. [4, Equation (2.2)]), we get
Cq(ρen)(2.5)
=
1
ωn−1
∫ pi
0
(1 + ρ2 − 2ρ cos θ1)(n−1)(q−1) sinn−2 θ1dθ1
×
∫ pi
0
sinn−3 θ2dθ2 · · ·
∫ pi
0
sin θn−2dθn−2
∫ 2pi
0
dθn−1
=
ωn−2
ωn−1
∫ pi
0
(1 + ρ2 − 2ρ cos θ1)(n−1)(q−1) sinn−2 θ1dθ1
= (1 + ρ)2(n−1)(q−1)
ωn−2
ωn−1
∫ pi
0
(
1− 2ρ(1 + cos θ1)
(1 + ρ)2
)(n−1)(q−1)
sinn−2 θ1dθ1,
where ωn−1 =
2pin/2
Γ(n/2)
denotes the (n−1)-dimensional Lebesgue measure on Sn−1 and
ωn−2
ωn−1
=
1∫ pi
0
sinn−2 θ1dθ1
=
Γ(n
2
)√
piΓ(n−1
2
)
.(2.6)
For any ρ ∈ [0, 1) and θ1 ∈ (0, pi), let
s =
4ρ
(1 + ρ)2
∈ [0, 1) and t = 1 + cos θ1
2
∈ (0, 1).(2.7)
By elementary calculations, we have that
sin θ1 = 2t
1
2 (1− t) 12 and dθ1 = − 2
sin θ1
dt.(2.8)
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Then (1.4), (1.6), (2.7) and (2.8) imply that∫ pi
0
(
1− 2ρ(1 + cos θ1)
(1 + ρ)2
)(n−1)(q−1)
sinn−2 θ1dθ1(2.9)
= 2n−2
∫ 1
0
(1− st)(n−q)(q−1)tn−32 (1− t)n−32 dt
= 2n−2
(
Γ(n−1
2
)
)2
Γ(n− 1) 2F1
(
−(n− 1)(q − 1), n− 1
2
;n− 1; 4ρ
(1 + ρ)2
)
= 2n−2
(
Γ(n−1
2
)
)2
Γ(n− 1) (1 + ρ)
−2(n−1)(q−1)
2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; ρ2
)
.
Since
√
piΓ(n − 1) = 2n−2Γ(n−1
2
)Γ(n
2
) (cf. [8, Page 23]), then by (2.4), (2.5), (2.6)
and (2.9), we get
Cq(x) = Cq(|x|en) = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; |x|2
)
,
as required. 
Lemma 2.3. For any q ∈ (1,∞) and x ∈ Bn, we have
sup
x∈Bn
Cq(x) = Cq(en) = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; 1
)
.
Proof. For any q ∈ (1,∞), since n
2
+ (n − 1)(q − 1) − (n
2
+ q − nq) > 0, then the
series 2F1
(−(n− 1)(q − 1), n
2
+ q − nq; n
2
; ρ2
)
is both absolutely convergent and
continuous with respect to ρ in [0, 1] (cf. [8, Section 31]). In the following, we divide
the proof into two cases according to the value of q.
Case 2.1. q ∈ (1, 1 + 1
n−1
).
In this case, we let
ϕ(ρ) = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; ρ
)
(2.10)
in [0.1]. By Lemma 2.2, we see that it suffices to prove maxρ∈[0,1] ϕ(ρ) = ϕ(1).
Using the formula (1.5), we get
ϕ′(ρ)
=− 2(n− 1)(q − 1)
n
(n
2
+ q − nq
)
2F1
(
1− (n− 1)(q − 1), n
2
+ q − nq + 1; n
2
+ 1; ρ
)
=− 2(n− 1)(q − 1)
n
(n
2
+ q − nq
)
2F1
(n
2
+ q − nq + 1, 1− (n− 1)(q − 1); n
2
+ 1; ρ
)
.
By the assumption q ∈ (1, 1 + 1
n−1
), we know that
n
2
+ 1 > 1− (n− 1)(q − 1) > 0.
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Then it follows from (1.4) that
2F1
(n
2
+ q − nq + 1, 1− (n− 1)(q − 1); n
2
+ 1; ρ
)
=
Γ(n
2
+ 1)
Γ
(
1− (n− 1)(q − 1))Γ(n
2
+ (n− 1)(q − 1))
∫ 1
0
t−(n−1)(q−1)(1− t)n2+(n−1)(q−1)−1
(1− tρ)n2+q−nq+1 dt
> 0.
Further, because n
2
+ q − nq < 0, we obtain from these equalities that ϕ′(ρ) ≥ 0 in
(0, 1). Hence,
max
ρ∈[0,1]
ϕ(ρ) = ϕ(1).
This, together with (2.10) and Lemma 2.2, shows that supx∈Bn Cq(x) = Cq(en) for
any q ∈ (1, 1 + 1
n−1
), which is what we need.
Case 2.2. q ∈ [1 + 1
n−1
,∞).
For any ρ ∈ (0, 1), it follows from (2.5) that
ωn−1
ωn−2
· d
dρ
Cq(ρen)
= 2(n− 1)(q − 1)
∫ pi
0
sinn−2 θ1(ρ− cos θ1)(1 + ρ2 − 2ρ cos θ1)(n−1)(q−1)−1dθ1
= 2(n− 1)(q − 1)ρ
∫ pi
0
sinn−2 θ1(1 + ρ
2 − 2ρ cos θ1)(n−1)(q−1)−1dθ1
−2(n− 1)(q − 1)
∫ pi
0
cos θ1 sin
n−2 θ1(1 + ρ
2 − 2ρ cos θ1)(n−1)(q−1)−1dθ1.
For the last integral above, basic calculations yield that∫ pi
0
cos θ1 sin
n−2 θ1(1 + ρ
2 − 2ρ cos θ1)(n−1)(q−1)−1dθ1
=−
∫ pi
2
−pi
2
sin θ1 cos
n−2 θ1(1 + ρ
2 + 2ρ sin θ1)
(n−1)(q−1)−1dθ1
=
∫ pi
2
0
sin θ1 cos
n−2 θ1
(
(1 + ρ2 − 2ρ sin θ1)(n−1)(q−1)−1 − (1 + ρ2 + 2ρ sin θ1)(n−1)(q−1)−1
)
dθ1
≤ 0.
Then we obtain d
dρ
Cq(ρen) ≥ 0, which means that maxρ∈[0,1]Cq(ρen) = Cq(en). This,
together with (2.4), shows that supx∈Bn Cq(x) = maxρ∈[0,1]Cq(ρen) = Cq(en) for any
q ∈ [1 + 1
n−1
,∞). The proof of the lemma is complete. 
2.1. Proofs of Theorems 1.1 and 1.2. For any q ∈ (1,∞) and x ∈ Bn, by
Lemmas 2.1∼2.3, we see that
|u(x)| ≤ C
1
q
q (x)
(1− |x|2) (n−1)(q−1)q
‖φ‖Lp,
8
where
Cq(x) = 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; |x|2
)
≤ 2F1
(
−(n− 1)(q − 1), n
2
+ q − nq; n
2
; 1
)
.
The above inequalities are sharp. 
Remark 2.1. In the case n = 3, we can find a very explicit sharp point estimate.
For any q ∈ (1,∞) and ρ ∈ (0, 1), it follows from (2.5) and (2.6) that
Cq(ρe3) =
1
2
∫ pi
0
(1 + ρ2 − 2ρ cos θ1)2(q−1) sin θ1dθ1
=
1
2
∫ 1
−1
(1 + ρ2 − 2ρx)2(q−1)dx
=
(1 + ρ)4q−2 − (1− ρ)4q−2
4(2q − 1)ρ .
If ρ = 0, we obtain from (2.5) that Cq(0) = 1. Therefore, for any q ∈ (1,∞) and
x ∈ Bn\{0}, by Lemma 2.1 and (2.3)∼(2.5), we have the following sharp inequality
|u(x)| ≤ 1
(1− |x|2) 2q−2q
(
(1 + |x|)4q−2 − (1− |x|)4q−2
4(2q − 1)|x|
) 1
q
‖φ‖Lp.
For q ∈ (1,∞) and x = 0, we have |u(x)| ≤ ‖φ‖Lp.
Funding. The first author is partially supported by NSFS of China (No. 11571216,
11671127 and 11801166), NSF of Hunan Province (No. 2018JJ3327), China Schol-
arship Council and the construct program of the key discipline in Hunan Province.
References
[1] S. Axler, P. Bourdon and W. Ramey: Harmonic function theory. Springer, New York,
1992.
[2] B. Burgeth: A Schwarz lemma for harmonic and hyperbolic-harmonic functions in higher
dimensions. Manuscripta Math., 77 (1992), 283-291.
[3] J. Chen and D. Kalaj: Schwarz lemma for hyperbolic harmonic mappings in the unit ball.
Submitted, arXiv:2004.06211.
[4] J. Chen, M. Huang, A. Rasila and X. Wang: On Lipschitz continuity of solutions of
hyperbolic Poisson’s equation. Calc. Var. Partial Differential Equations, 57 (2018), 32 pp.
[5] Kalaj and Markovic´: Optimal estimates for harmonic functions in the unit ball. Positivity,
16 (2012), 771-782.
[6] M. Markovic´: Solution to the Khavinson problem near the boundary of the unit ball. Constr.
Approx., 45 (2017), 243-271.
[7] M. Pavlovic´: Introduction to function spaces on the disk. Matematicˇki Institut SANU, Bel-
grade, 2004.
[8] E. Rainville: Special functions. The Macmillan Co., New York, 1960.
[9] M. Stoll: Weighted Dirichlet spaces of harmonic functions on the real hyperbolic ball. Com-
plex Var. Elliptic Equ., 57 (2012), 63-89.
[10] M. Stoll: Harmonic and subharmonic function theory on the hyperbolic ball. Cambridge
University Press, Cambridge, 2016.
9
Jiaolong Chen, Key Laboratory of High Performance Computing and Stochas-
tic Information Processing (HPCSIP) (Ministry of Education of China), School of
Mathematics and Statistics, Hunan Normal University, Changsha, Hunan 410081,
People’s Repulic of China
E-mail address : jiaolongchen@sina.com
University of Montenegro, Faculty of Natural Sciences and Mathematics, Cetinjski
put b.b. 81000 Podgorica, Montenegro
E-mail address : davidkalaj@gmail.com
10
