We present new algorithms for the robust stability analysis and gain-scheduled controller synthesis for linear systems a ected by time-varying parametric uncertainties. Su cient conditions for robust stability as well as conditions for the existence of a robustly stabilizing gain-scheduled controller are given in terms of a nite number of Linear Matrix Inequalities; explicit formulae for constructing robustly stabilizing gain-scheduled controllers are given in terms of the feasible set of these LMIs. Our approach is proven to be in general less conservative than existing methods for stability analysis and gain-scheduled controller synthesis for parameter-dependent linear systems; numerical examples are presented to show that our approach o ers signi cant improvement in practice as well.
I. Introduction
Our notations are standard. R m n denotes the set of real m n matrices, and C m n the set of complex m n matrices. I m is an m m identity matrix; if its size can be determined from context, we will omit the subscript and denote the identity matrix simply by I. P > 0 means that P is a real, symmetric, positivede nite matrix. Given a set S and a positive 2 R, S = f sjs 2 Sg.
Consider the parameter-dependent system _ x = A( (t))x + B( (t))u;
(1a) y = C( (t))x + D( (t))u;
where x(t) 2 R n , u(t) 2 R nu and y(t) 2 R ny , and A, B, C and D are real-valued rational functions of the timevarying parameter vector (t) = 1 (t) m (t)] T 2 R m , which for all t > 0 is restricted to lie in a polytope R m containing the origin. (When is not a polytope, the results developed herein can still be applied by replacing with some polytope poly .) The signals u and y represent the control input and the measured output respectively. We assume that the parameters (t) are unknown a priori, but can be measured in real-time, so that they can be incorporated, if possible, in a \gain-scheduled" control strategy. We consider questions of stability analysis and stabilizing controller synthesis for system (1):
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(P1) With u identically zero, does the state x of system (1) satisfy lim t!1 x(t) = 0 for every initial condition x(0)? If so, we say the system is \ro-bustly stable over ". (P2) Does there exist a control law u = K(y; ; t) such that the state x of system (1) satis es lim t!1 x(t) = 0 for every initial condition x(0)? If so, we say the system is \robustly stabilizable over ". In addition, for a uncertainty set , we de ne the robust stability margin of system (1) One class of su cient conditions is based on the notion of quadratic stability: The system _ x = A( (t))x is said to be quadratically stable if and only if there exists a single quadratic Lyapunov function V (x) = x T Px whose derivative is negative along every trajectory of system (1). For the simplest case when A( (t)) is an a ne function of (t) (this is the so-called \polytopic system" 1]), a necessary and su cient condition for quadratic stability can be given in terms of a nite number of LMIs, one for each vertex of the polytope . The use of more general Lyapunov functions o ers the potential for improved robust stability analysis. One such technique uses parameter-dependent Lyapunov functions; for systems with slowly time-varying parameters, stability analysis using parameter-dependent Lyapunov functions usually leads to less conservative robust stability conditions than the analysis based on quadratic Lyapunov functions 2]. Another approach towards answering question (P1), for systems other than polytopic, uses a linear fractional representation (LFR) for parameterdependent systems 3]. Here, the parameter-dependent system is represented as an LTI system, with the uncertain parameters appearing in the feedback loop as a diagonal uncertainty . Then, scaling matrices can be used in conjunction with the small-gain theorem to yield su cient conditions for robust stability of system (1) Our approach uses the framework of quadratic stability and the LFR representation as do 11, 10, 12] . However, the su cient condition for robust stability that we derive is less conservative than that derived using conventional constant scaling methods, but enjoys the same advantage that it results in a nite number of LMIs and can be extended to the synthesis of gain-scheduled controllers.
(Indeed, we will show that the conventional constant scaling method can be viewed as a special case in our approach.) Our approach can be interpreted as combining vertex-type quadratic stability results for polytopic systems with conventional scaling techniques; thus our approach can e ectively take advantage of the knowledge of polytopic covers that describe the uncertainties more accurately than conventional norm bounds. In addition, we will demonstrate that even when only a normbound condition on the uncertainties (or equivalently, only a hypercube cover) is available, our approach enables the use of unstructured scalings, as opposed to the usual structured scaling techniques. As a consequence, our robust stability analysis conditions are always less conservative than the stability analysis using structured scalings. Perhaps more signi cantly, our approach also readily leads to tractable LMI conditions for the existence of a gain-scheduled output feedback controller. In addition, the controller designed in our approach can be easily implemented in real-time. The organization of this paper is as follows. In Section II, we outline the improved stability criterion for parameter-dependent systems derived using the LFR framework. We extend this robust stability analysis technique to solve the problem of gain-scheduled output feedback controller synthesis in Section III. In Section IV, we demonstrate through numerical examples that the new approach o ers signi cant improvement over existing constant scaling techniques. For brevity, the details and proofs of all the results are omitted; these can be found elsewhere 15].
II. Robustness analysis using Lyapunov functions
A. Quadratic stability analysis
Consider the state-trajectories of the system (1) with u identically zero: _
Since A( (t)) is a real-valued rational function of (t), 
where
Moreover, V ( ) = T P is a Lyapunov function that proves the quadratic stability of system (5).
Theorem 2.1 implies that the quadratic stability of system (5) can be established by checking condition (7) for all in the polytope (6) . With no restrictions on G and H |these matrices may depend on |this entails verifying an in nite number of matrix inequalities. This issue can be addressed by simply restricting G and H to be of special forms such that the left hand side of inequalities (7) is convex in . Then, it is su cient to check that inequality (7) holds for i , i = 1; : : :; r, the vertices of the polytope (6). One such choice 3 for G and H is described in the following corollary; this choice is interesting in that it can be interpreted as an \unstructured scaling" technique. is a hypercube. In this case, structured scaling techniques 16] can be shown to be equivalent to condition (8) , with the additional restriction that M = M T > 0 has such a structure that it commutes with . (In our condition (8) , M has no other constraints other than M = M T > 0.) More signi cantly, our approach can also e ectivelytake advantageof the knowledge of polytopic covers that describe the uncertainties more accurately than conventional norm bounds.
While the quadraticstability condition (8) is less conservativethan the conventional structured scaling methods, this comes at the expense of an increased number of optimization variables, owing to M being unstructured. In addition, the number of LMIs in our condition (8) equals r, the number of vertices of . This re ects the added price to pay for the improvement in the robustness analysis.
For the special case when the LFR degree of system (5) is one, further reduction in the conservatism of condition (8) 
then the system is quadratically stable.
Condition (9) is clearly less stringent than condition (8), as it allows for di erent scaling matrices M i for di erent vertices. We will therefore refer to the application of Corollary 2.3 as a vertex-dependent scaling method or simply \vertex scaling".
III. Gain-scheduled output feedback synthesis
We next consider the problem of designing a gainscheduled output feedback control strategy u = K(y; (t)) such that system (1) is robustly stable. In particular, we show that the su cient condition for robust stability that we stated in Corollary 2.2 for system (4) can be directly extended to designing a gainscheduled controller K(y; (t)) that is guaranteed to stabilize system (1). As noted in Section II, our analysis technique guarantees a larger stability margin over conventional constant structured scaling methods; therefore, the corresponding gain-scheduled controller will come with a larger guaranteed closed-loop stability margin as well. 
where x 2 R n , q 2 R d , p 2 R d , u 2 R nu and y 2 R ny .
We henceforth assume that D yu = 0 and D yq = 0. The former is a standard assumption whose satisfaction can always be ensured via loop transformations, while the latter is a technical assumption that implies that there is no uncertainty in the measured output. The controller that we design consists of a parameterdependent linear system with unity feedback (see Figure 1) . This, while causing no loss of generality, turns out to be important in establishing LMI conditions for the existence of a stabilizing gain-scheduled controller.
Thus, the gain-scheduled controller K is described by The main implication of Theorem 3.1 is that we now have a su cient condition for the existence of a robustly stabilizing gain-scheduled controller for system (1) . In contrast with the gain-scheduled controller designed in 12] and 8], there are no structure constraints on M in Theorem 3.1; consequently, even in the case when is a hypercube, our design is at most as conservative as the design using structured scalings. Of course, as with the stability analysis, our design can also directly take advantage of the knowledge of more accurate polytopic covers for the uncertainties.
Remark: Note that since the gain-scheduled controller depends on the uncertain parameters (t), the LFR degree of the closed loop system is always greater than one. Thus we may not use vertex scaling (Corollary 2.3) in designing gain-scheduled controllers. However for general output feedback synthesis problems (see 17]), we may still apply Corollary 2.3 to design output feedback controllers that guarantee larger closed-loop stability margins.
A For given > 0, we have thus far only derived conditions for the existence of a quadratically stabilizing gainscheduled output feedback controller over . We now describe an algorithm for explicitly constructing a family of gain-scheduled output feedback controllers that are guaranteed to stabilize the system over . Step 2. Design the gain-scheduled controller.
For any ( (t)) 2 Cof 1 ; : : :; r g, solve the set of linear equations ( (t)) = P r i=1 i (t) i to get i (t). Dene
Then, (17) gives the state-space matrices of a gainscheduled controller that is guaranteed to quadratically stabilize the system.
IV. Numerical Examples
In Sections II and III, we observed that our approach (speci cally Corollary 2.2 and Theorem 3.1) is in general less conservative than structured scaling methods. We now illustrate this point through two numerical examples.
A. Example 1: Improved robustness analysis
The objective of the rst example is to demonstrate that our approach yields signi cantly better results for robust stability analysis, as compared to the constant structured scaling methods. Consider a second order di erential equation with parametric uncertainties x + (1 ? r(t) cos + r(t) sin + 0:5r(t) 2 sin2 ) _
x + x = 0; (18) where r(t) is the bounded uncertain time-varying parameter and is the (uncertain) angle lying in the sector 0; =4]. With a simple change of variables 1 (t) = r(t) cos and 2 (t) = r(t) sin , we obtain the following LFR with (t) = diag( 1 (t); 2 (t)): We will compare the following robust stability analysis methods, using as the basis for comparison the robust stability margin that they can guarantee for system (19):
1. Hypercube cover, diagonal scaling 1]. This is equivalent to covering by a rectangle EFGHE (dotted line). In this example, the exact stability margin turns out to be one. The lower bounds on the robust stability margin computed using the four approaches described above are given in Table 1 . The results illustrate the observation that for linear systems a ected by time-varying parameters, the approach described in this paper o ers signi cant improvement for robustness analysis over the traditional structured scaling methods. We have seen in Section IV-A that our approach offers signi cant improvement over conventional structured scaling techniques for robustness analysis. We now demonstrate that similar improvements accrue with gain-scheduled controller synthesis as well. Consider the system in Example 1 with an additional control input u and a measured output y,
x + (1 ? r(t) cos + r(t) sin +0:5r(t) 2 sin 2 ) _ x + x + u = 0; y = x ? _ x: (21) Table 2 shows a comparison of the performance of di erent synthesis methods, based on the robust stabilizability margin that they can guarantee for system (21). It can be seen that our approach yields signi cantly larger stabilizability margins than the design using structured scalings. We have presented new algorithms for the stability analysis and gain-scheduled controller synthesis for linear systems a ected by time-varying parametric uncertainties. We have also established that these algorithms offer signi cant improvement over existing methods. The analysis and synthesis conditions are in the form of linear matrix inequalities; therefore, our algorithms can be numerically implemented very e ciently. The techniques presented in this paper can be applied to parameterdependent nonlinear systems with real rational nonlinearities, using the approach of 8]. In addition, several of the techniques proposed in this paper can be extended to the solution of robust performance problems.
