Abstract. We study a necessary condition for the integrability of the polynomials fields in the plane by means of the differential Galois theory. More concretely, by means of the variational equations around a particular solution it is obtained a necessary condition for the existence of a rational first integral. The method is systematic starting with the first order variational equation. We illustrate this result with several families of examples. A key point is to check wether a suitable primitive is elementary or not. Using a theorem by Liouville, the problem is equivalent to the existence of a rational solution of a certain first order linear equation, the Risch equation. This is a classical problem studied by Risch in 1969, and the solution is given by the "Risch algorithm". In this way we point out the connection of the non integrablity with some higher transcendent functions, like the error function.
Introduction
The problem of the integrability of planar vector fields has attracted the attention of many mathematicians during decades. Among the different approaches, the Galois theory of linear differential equations has played an important rôle in its understanding, even in the a priori (so far) simpler case of polynomial vector fields (see [4, 18, 1] and references therein). For instance, the application of differential Galois theory to variational equations along a given integral curve constitutes a powerful criterium of non-integrability for Hamiltonian systems (see [14] ). Ayoul and Zung [2] extended this method to the study of some kind of non Hamiltonian fields. They strongly relied on the main result of [16] .
The aim of this paper is to apply these ideas to prove the non-existence of rational first integrals for planar polynomial vector fields. Let us consider planar vector fields of the form
with P, Q analytic functions in some domain of C 2 and assume Γ : y − ϕ(x) = 0 to be an integral curve 1 of X. This is equivalent to say that Γ is a solution (a leaf ) of the first order differential equation
which defines its associated foliation (orbits of the vector field X). From now on ′ will denote derivative with respect to the spatial variable x. The behaviour around the solution Date: March 19, 2018 . 2010 Mathematics Subject Classification. Primary: 12H05. Secondary: 32S65. 1 Usually it is also refered as an orbit of the ode systemẋ = P,ẏ = Q. In qualitative theory of dynamical systems this is commonly called invariant curve.
Γ is usually approached by studying its variational equations. In our case, with respect to equation (2) . Precisely, let's φ(x, y) denote the flow of (2) . Consider (x 0 , y 0 ) a point in Γ, that is y 0 = ϕ(x 0 ). Note that (x 0 , y 0 ) is the initial condition defining Γ: ϕ(x) = φ(x, y 0 ). We are interested in the variation of the flow φ respect to the initial condition y, around y = y 0 and keeping x = x 0 fixed. In other words, in the flow defined by the initial condition φ(x 0 , y) = y. This means that we want to compute the Taylor expansion coefficients ϕ k (x) = ∂ k φ ∂y k (x, y 0 ) for which φ(x, y) = ϕ(x) + ∂φ ∂y (x, y 0 )(y − y 0 ) + 1 2
is a solution of the equations in variations. The first two variational equations VE 1 and VE 2 are explicitly given by
where we introduce the standard notation f y , f yy , . . . for the corresponding partial derivatives ∂f /∂y, ∂ 2 f /∂y 2 , . . ., respectively. In a similar way we can obtain any higher order variational equation VE k , for k > 2.
It is well-known (due to their triangular-shape scheme), that variational equations VE k can be solved recurrently. However, in order to apply the Differential Galois Theory, it is convenient to linearise them. This can be easily done by introducing suitable new variables. For example, if one defines χ 1 = ϕ 2 1 and χ 2 = ϕ 2 , the second variational VE 2 becomes χ ′ 1 = 2f y (x, ϕ(x))χ 1 , χ ′ 2 = f y (x, ϕ(x))χ 2 + f yy (x, ϕ(x))χ 1 .
(4)
Linearised variational equation of order k will be denoted by LVE k (see Appendix C for more details). Now, since LVE k is a linear system, standard differential Galois theory can be applied. Let G k stand for the Galois group of LVE k and G 0 k for its identity component. Definition 1.1. A complex analytic field X defined over an analytic complex manifold M of dimension m is meromorphically integrable if there exist X = X 1 , X 2 , ..., X k independent pairwise commuting meromorphic vector fields and f 1 , f 2 , ..., f l independent meromorphic first integrals of these vector fields, and satisfying that k + l = m.
In the particular planar case, meromorphically integrability can come from two possibilities:
(a) either X 2 is a symmetry vector field of X 1 , that is [X 1 , X 2 ] = 0, or (b) there exists a first integral H = f 1 of X 1 . It is clear that the fibration defined by the level sets of a first integral H of the vector field (1), H(x, y) = C, gives the solution of equation (2) . Then we have the following result:
Theorem A. Consider a planar analytic vector field X as in (1) and Γ an integral curve. Then, if X is meromorphically integrable in a neighbourhood of Γ it follows that, for any k ≥ 1, the identity component G 0 k of the Galois group of the linear variational equation LVE k is abelian.
A very interesting particular case of Theorem A is when the vector field X is meromorphic at infinity, that is, either is holomorphic or it has a pole at ∞. Functions of such type are called meromorphic at the extended complex plane. By compatification of the complex plane, it also known that these functions are the rational functions. This is exactly the case when considering vector fields (1) with P and Q polynomials.
Therefore, we say that either the field (1) or the associated foliation (2) is rationally integrable analogously as, mutatis mutandis, by substituting meromorphic by rational in Definition 1.1.
Theorem B. Consider a planar polynomial vector field X as in (1) and let Γ be an algebraic invariant curve. Assume that the first variational equation VE 1 along Γ has an irregular singular point at infinity. Then, if X is rationally integrable then, for any k ≥ 1, the Galois group G k of LVE k is abelian.
Recall that a linear system of differential equations having a pole at the origin can always be written in the form x h Y ′ (x) = B(x)Y , where B(x) is a holomorphic matrix at x = 0 and h ∈ N. It is said that x = 0 is an irregular singular point of this equation if h > 1 (see [22] , for instance). Equivalently, the solutions of this system around x = 0 exhibit an exponential growth. If the first variational equation VE 1 has an irregular singular point, the Galois group G k of any variational equation is connected and hence equal to its identity component, that is G k = G Theorem A (and B) are commonly applied to prove non-integrability results: if for some k the Galois group G 0 k (= G k for Theorem B) is not abelian then the polynomial field X is not meromorphically/rationally integrable. Its application is based in the following procedure, similar to the one used for Hamiltonian systems. In the case of Theorem A: 1) To obtain an invariant curve Γ: y − ϕ(x) = 0, of the field X.
2) To compute G k and to check if the identity component G 0 k is non abelian (for k ≥ 2). 3) If for some k, G 0 k is not abelian, then the field X is not meromorphically integrable. 4) If for all k, one has that G 0 k is abelian, then the method cannot decide. Analogously, in the case of Theorem B, the procedure reads:
1') Same as 1) above. 2') To compute G k and to check if it is non abelian (again, for k ≥ 2). 3') If for some k, we have that G k is not abelian, then the field X is not rationally integrable. 4') If for all k, G k is abelian, then the method cannot decide. It is important to point out that the so-called Risch algorithm (and equation) [19] provides a systematic way to analyse condition 2') (see Section 4 for meore details on it). The scope of this paper is to use a suitable version of Risch-Kaltofen algorithm (see [10] ) to detect the non-integrability of planar polynomial vector fields under the hypotheses of Theorem B. Remark 1.2. It is also possible to obtain interesting results by means of Theorem A for regular-singular points. They are related to the non abelianity of the holonomy of the vector field around the curve Γ, since for regular-singular points the holonomy of the associated foliation is given, at some order, by the monodromy of the variational equation (see, for instance, [8] ), and the monodromy group is Zariski dense in Galois group. However, in this regular-singular case it is necessary to check the non commutativity of the identity component of the Galois group.
Like it happens for Hamiltonian systems, the Achilles heel of the above procedure is step 1). The key point of our approach is that, for generic polynomial vector fields on the plane, the line of infinity is always an invariant curve Γ of the system (see [9] ). In the real section of C 2 , this is connected with the Poincaré compactification (see, for instance, [7, Chapter V] and references therein).
Along this paper it will be assumed some knowledge on Galois theory of linear differential equations, the so-called Picard-Vessiot theory (we refer reader to [4, 18] , and references therein, for two basic monographs). See also [15] . To our knowledge, this the first time that the method of the variational equations is applied to study the non-integrability of planar polynomial vector fields.
The paper is structured as follows: Section 2 contains the proof of Theorems A and B above. Section 3 is devoted to the analysis of the Galois group of the variational equations, where conditions (H1) and (Hk) are introduced. These hypotheses will play an essential rôle in all the paper. In Section 4, condition (Hk) is directly related to the well-known Risch differential equation. Variational equations around the line at infinity are considered in Section 5. We provide general families of examples, perform an explicit ad-hoc version of the Risch-Kaltofen algorithm, suitable for our study, in Section 6. A conjecture extending the class of first integrals considered in this paper is presented in Section 7. For the completeness of the work, Appendices on some Maple computations, Galois correspondence and third order variational equations have been included. The main result of this paper (see Theorem 3.4), which states Theorem. Under the assumptions (H1) and (Hk) (for some k ≥ 2) it follows that the polynomial field X (or its corresponding foliation) is not rationally integrable.
Proof of Theorems A and B
We prove Theorem A. Theorem B will be a consequence of it in a rational context. The proof is mainly based on two well-known results: (i) Morales-Ramis-Simó Theorem and (ii) Ayoul-Zung Theorem. Indeed, Theorem 2.1 ( [16, 15] ). Assume that a complex analytic Hamiltonian system is meromorphically integrable in a neighbourhood of an integral curve Γ. Then the identity components G 0 k , k ≥ 1, of the Galois groups of the linear variational equations, LVE k , along Γ are abelian. Here integrability of a Hamiltonian system means that it is integrable in the Liouville's sense: existence of a maximal number of meromorphic first integrals in involution.
There are several variants of Theorem 2.1, depending on the nature of the singularities of the first integrals. If the variational equations have irregular singular points at infinity in the phase space then one can compactify the phase space and, therefore, one gets that the obstructions for the existence of (meromorphic) first integrals appear only at the infinity. That is, Theorem 2.2. Consider a complex analytic Hamiltonian vector field. Assume that the first variational equation VE 1 has an irregular singular point at infinity and that for some k, G 0 k is non abelian. Then the Hamiltonian system is not integrable by means of rational first integrals.
The problem is that, in general, equation (2) does not define a Hamiltonian system. Thus, the associated field
is not Hamiltonian on the phase space (x, y). It is worth noticing that the first integrals of the rational field (5) are the same as the first integrals of the initial polynomial field (1), since for any H(x, y) one has that X(H) = P Y (H). Thus, although the field Y is not Hamiltonian, it is possible to construct a Hamiltonian system over the cotangent fiber bundle T * P 2 (called the cotangent lift of Y ) 2 and apply the previous argument on this new Hamiltonian system. Ayoul and Zung studied this case in [2] and obtained the following more general result:
). Assume that a complex meromorphic field Y is meromorphically integrable in a neighbourhood of an integral curve Γ. Then, for any k ≥ 1, the identity component G 0 k of the Galois group of the linear variational equation LVE k along Γ is abelian. The proof of this theorem is based essentially on the following two facts:
• The Galois group of the variational equation of the system Y is the same as the Galois group of the variational equations of the lifted system. • The application of Theorem 2.1, which ensures that integrability of Y implies integrability of the lifted system (in the Liouville sense). Hence, Theorem 2.3 undergoes the same variants as Theorem 2.1. In particular, for variational equations with irregular singular point at the infinity we have obstructions to the existence of rational first integrals, i.e. mutatis mutandis, Theorem 2.2 is also valid here. It is said that the field Y is rationally integrable and, therefore, it has a rational first integral. This concludes the proof of Theorems A and B.
Remark 2.4. An alternative proof of these theorems can certainly be done using some relevant results by Casale which connect Theorems A and B with Malgrange's approach to Galois theory of non-linear differential equations ( [3] ).
The Galois group of the variational equation
Let us focus our attention in the rational context, that is, assume that our vector field is
with P, Q polynomials or, in other words, its foliation is y ′ = Q/P = f (x, y) with rational f (x, y). Let us also assume that our invariant curve Γ : y − ϕ(x) = 0 is rational. Then the variational equation (4) reads
where α(x) = f y (x, ϕ(x)) and β(x) = f yy (x, ϕ(x)) are rational functions. This linear equation (6) can be explicitly solved. Indeed, its solutions are given by
with c 1 , c 2 ∈ C arbitrary constants and provided we define
Assume that equation (2) and the integral curve Γ satisfy the following hypotheses:
(H1) Either the rational function α(x) = R(x)/S(x) has a pole (at the finite complex plane) of order greater than 1 or deg(R) ≤ deg(S). Moreover, the residues of α(x) at its poles must be all integers. (H2) The function θ 1 is not a rational function in the variables x, ω.
We remark that the first part of hypothesis (H1) is equivalent to the fact that the variational equation VE 1 , χ ′ 1 = α(x)χ 1 , has at least an irregular singularity in the extended complex plane, that is, a point in which vicinity the solution χ 1 (x) displays an exponential behavior of a rational function. The assumption about the residues is necessary in order that the integrand in (8), namely,
could be expressed as a product of a rational function by the exponential of a rational function.
From now on we will take, as the field of coefficients of the linear variational equations LVE k , the rational functions C(x). Remind that G k denotes the Galois group of LVE k , that is G k = Gal(LVE k ), and that G 0 k is its corresponding identity component. Thus, the following result holds: Proposition 3.1. Under assumptions (H1) and (H2) one has that G 2 = G 0 2 and, moreover, G 2 is not abelian.
Thus the Galois group G 2 is contained in the algebraic group
since, for any σ ∈ G 2 , we have that
for λ ∈ C * (by hypothesis (H1)) and µ ∈ C (by (H2)). Recall that the dimension of the Galois group is equal to the transcendence degree of the Picard-Vessiot extension [11] . Since the Picard-Vessiot extension corresponding to LVE 2 is
So G 1 ≃ C * . Now assumption (H2) implies that θ 1 ∈ C(x, ω), so the transcendence degree tr deg(L 2 /L 1 ) = 1. This means that the transcendence degree of the Picard-Vessiot extension C(x) ⊂ L 2 is 2 and the dimension of the Galois group G 2 is also 2. Since G 2 is contained in B, they must coincide, that is G 2 = B. Moreover, for the algebraic group B we have that B ≃ C * ⋉ C which implies that B is connected and non abelian. In conclusion, G
Hence, assuming that one of the irregular singular points is at the infinity, by theorem B we obtain the following corollary.
Corollary 3.2. Under the assumptions (H1) and (H2) it follows that the polynomial field X (or its corresponding foliation) is not rationally integrable. Now, using the Galoisian correspondence, it is possible to generalise Proposition 3.1 and Corollary 3.2 to higher order variational equations. Indeed, for k ≥ 2, we denote by
Under this definition the functions α(x), β(x) in system (6), read α(x) = β 1 (x) and β(x) = β 2 (x). Then, consider the following assumption (which generalises hypothesis (H2)):
(Hk) The function θ k−1 is not a rational function in the variables x, ω.
Therefore, the generalised versions of Proposition 3.1 and Corollary 3.2 are as follows:
Under assumptions (H1) and (Hk) (for some k ≥ 2) one has that G k = G 0 k and, moreover, G k is not abelian.
Theorem 3.4. Under the assumptions (H1) and (Hk) (for some k ≥ 2) it follows that the polynomial field X (or its corresponding foliation) is not rationally integrable.
The proof of this Theorem follows as a consequence of Proposition 3.3 and Theorem B.
Proof of Prop. 3.3. Instead of using the explicit linear representation of the Galois group G k it is more convenient to employ the Galoisian correspondence. So, the variational equation VE k has the following structure
and its corresponding LVE k becomes
with χ 1 = ϕ k 1 , . . . , χ k = ϕ k and where only relevant terms have been explicitly written. From this structure and as it happens for LVE 2 , we see that the Picard-Vessiot extension C(x) ⊂ L k of LVE k is obtained by means of ω (exponential of a primitive) following some quadratures. Hence, like for k = 2, assumption (H1) implies that the Galois group G k must be connected.
Since χ 1 = ω k , and χ k = c 1 ω + c 2 ωθ k−1 + · · · , the solution of LVE k must contain ω and θ k−1 . Therefore, one has the intermediate extension
We note that the extension K = C(x) ⊂ C(x, ω, θ k−1 ) = S is a Picard-Vessiot extension of the linear subsystemχ
Let H = Gal(L k /S) the Galois group of the extension S ⊂ L k and G = Gal(S/K) the Galois group of equation (13) . From hypotheses (H1) and (Hk) it is easy to prove that the group G is not abelian (in fact, as for the second order variational equation, it is a semidirect product of the additive by the multiplicative group). So, by the Galoisian correspondence of the Picard-Vessiot theory (we refer the reader to Appendix B for more details), G ≃ G k /H. As G is not abelian it follows that G k is not abelian as well. ✷ Remark 3.5. In Appendix C the representation of the Galois group of the third variational equation is explicitly given. The reader can easily derive the proof of Proposition 3.3 for the case k = 3.
The results above draw a systematic scheme to check the non-rational integrability of a given polynomial field: first verifying (H1); then ckecking (H2) and if it is not satisfied go for (H3) and so on. If we find a k ≥ 2 such that (Hk) holds, then our field is not rationally integrable.
As it will be seen later, equation (13) (which appears in a natural way in the previous proof) will play a crucial rôle in the rest of the paper. In fact, when facing a concrete family of polynomial systems, to check hypothesis (H1) will be quite straightforward by direct inspection of the rational function α(x). However to check whether hypothesis (H2) (or more general (Hk)) is satisfied is a much more involved difficulty. Next section is devoted to the relation between this problem and the existence of a rational solution of the so-called Risch equation.
Liouville's Theorem and Risch differential equation
Let f (x) and g(x) be rational functions with g(x) non constant. We say that the integral f (x)e g(x) dx is elementary if it can be expressed in the form
where h(x) is a rational function and c is an integration constant. The following assertion is a particular result from a more general theorem of Liouville. 
has a rational solution h(x). More precisely, one has that f (x)e g(x) dx = e g(x) h(x)+constant if and only if h(x) satisfies equation (14) .
Equation (14) is usually called the Risch differential equation, since he was the first one who provided an algorithm to decide whether it has or not a rational solution (see [19] ). For a proof of this theorem using differential fields we refer the reader to [20, p.46] .
In our setting we have f (x) = β(x) and g(x) = α(x) dx. So, Risch equation (14) becomes
Hypothesis (H1) implies that ω can be reduced to a transcendental function of the form h 1 (x)e g 1 (x) , with h 1 and g 1 rational functions. The function h 1 comes from the cancelation of the exponential with the possible logarithms defined by the poles of α with integer residues. Thus, in the case that the function α has terms in 1/(x − x i ), that is,
with ℓ i ∈ Z, then equation (15) must be changed by
On the other side, hypothesis (H2) is equivalent to say that the Risch equation (15) admits no rational solution. It is worth to mention that if (H1) applies and (H2) fails then there exists a unique rational solution h(x) of the Risch equation. Indeed, the general solution of equation (14) is y(x) = c e −g(x) + e −g(x)
f (x)e g(x) dx, c ∈ C a general constant. Since (H2) fails then f (x)e g(x) dx is elementary and so f (x)e g(x) dx = e g(x) h(x) and the general solution becomes y(x) = ce − α + h(x), which is rational only for c = 0. Hence, by Theorem 4.1, assuming that hypothesis (H1) is satisfied, condition (H2) to be fulfilled is equivalent to the fact that the Risch equation (15) has no rational solution. The extension to (Hk) is straightforward since its associated Risch equation is given by
For algorithms dealing with this problem we refer the reader to the references [6, 21, 10] . We stress that there are usually two ways to approach this kind of issues: a) Analytic approach, which tries to prove by analytic methods whether the equation (15) (or more general (16)) has or not any rational solution. b) Algebraic approach, seeking to prove or disprove in a direct way the existence (or not) of a rational solution to equation (15) (or more general, for (16)). This is the way employed, essentially, in this work.
Variational equations along the line at infinity
In this section we consider polynomial systems and study their variational equations along the line at infinity. We follow the ideas introduced in [8] . Let consider the polynomial field:
with z 2 ) being homogeneous polynomials of degree i. Let define N := max {N 1 , N 2 }, the degree of X. The foliation defined by the field X is given by the first order differential equation
In case that P ≡ 0 one should interchange the rôles of z 1 , z 2 and P , Q. Two fields are said to be equivalent if they define the same foliation. Thus, in a dynamical language, we are more concerned with their orbits than with the time parametrisation of the integral curves of the field.
Proposition 5.1. For z 1 = 0, the birational change of coordinates y = 1/z 1 and x = yz 2 = z 2 /z 1 leads the polynomial vector field X to the rational systeṁ
This change of variables sends the line at infinity z 1 = ∞ to the line y = 0. Its corresponding foliation is defined by the rational ODE
and the associated polynomial field is given by
where
Moreover, the following relations between P , Q and P, Q hold:
and
Proof. From the change of variables it is clear thaṫ
Notice that, however the polynomials P (z 1 , z 2 ) and Q(z 1 , z 2 ) were homogeneous in z 1 , z 2 P i (1, x) and Q i (1, x), polinomials of degree at most i, are in general nonhomogeneous. The corresponding foliation of the system above is given by
where we have multipliedẏ andẋ by y N −1 . Concerning the relations between P , Q and P, Q, one has
or, equivalently,
In a similar way one gets
and, taking into account the relation between P and P ,
So, in the end,
✷ From now on, we restrict ourselves to polynomial vector fields X of the form (21) with P (x, y), Q(x, y) as in (22) and having y = 0 as an invariant curve. It is straightforward to check in this case that the corresponding second order linear variational equation LVE 2 becomes
with
Examples and algorithmic considerations
To illustrate the use of the method, we will focus our attention on those families of polynomial vector fields X of the form
or those families X, as in (17) , that can be led into this form by means of the birational change of variables y = 1/z 1 , x = z 2 /z 1 . To avoid a cumbersome notation, hereafter we will also denote P j (x) = P j (1, x).
Proposition 6.1. Let consider integers N ≥ 2, 2 ≤ k ≤ N and a polynomial P of degree N,
with P i (z 1 , z 2 ) homogeneous polynomial of degree i, satisfying that P 0 = 0 and P i (0, z 2 ) = 0, for i = 1, . . . , N. Let us define a polynomial of degree N,
where Q i (z 1 , z 2 ), also homogeneous polynomials of degree i, are given by the following relations:
Under the transformation y = 1/z 1 , x = z 2 /z 1 , the new polynomial vector field X becomes
and its foliation takes the form (26).
Proof. From Proposition 5.1 we know that under the transformation y = 1/z 1 , x = z 2 /z 1 , any polynomial vector field X given by (17) and (18) takes the form
So, in our case we should determine Q(z 1 , z 2 ) such that
Equating powers in y, one gets Q 0 = P 0 = 0 and
Expressed in (z 1 , z 2 )-variables, they are led into the expression (27). Notice that the terms (z 2 /z 1 )P j (z 1 , z 2 ) are well-defined polynomials since, by hypothesis, P j (0, z 2 ) = 0, for j = 1, . . . , N. ✷ From now on, we restrict ourselves to polynomial vector fields X of degree N whose foliation is given by a differential ODE of the form (26),
and with 2 ≤ k ≤ N, an integer. As it was already pointed out at the end of Section 5, its corresponding second order linear variational equation is given by (24). In our case the invariant curve is Γ : y = 0, that is y = ϕ(x) = 0, so
as it was already stated in (25).
Example 1. Consider the planar vector field
and its associated foliation defined by
Note that the field X has invariant the straight line y = 0. Now we consider the variational equations LVE 2 of (30) on the line y = 0 and we obtain
Condition b = 0 implies hypothesis (H1). In order to check hypothesis (H2) we reduce our problem to study if its associated Risch equation
has or not a rational solution.
Example 2 (an infinite family). Assume that in (26) P N = a ∈ C and P N −1 = b ∈ C. We assume a = 0 and k ≥ 2. The field is
with foliation
b ∈ C, a ∈ C * . Along the straight line y = 0 its LVE 2 becomes
As before, hypothesis (H2) and, therefore its rational integrability, can be reduced to study the existence of a rational solution of the corresponding Risch equation
We will prove later that this is not the case for k > 2.
Example 3. Let X be the following quadratic polynomial field:
Then
Despite its simple appearance we will prove that generically the above field is not rationally integrable. Along the straight line y = 0 the LVE 2 becomes
As before, we study the existence of rational solutions for its corresponding Risch equation:
6.1. Application of the Risch-Kaltofen algorithm. In this section the solution of the Risch equation (15) is analysed by means of the so-called Risch algorithm. It follows the ideas of the work by Kaltofen in [10] (from now on refered as Risch-Kaltofen algorithm). We restrict ourselves here to the particular case where α and β are given by the expressions
with a n = 0, b m = 0, k > 1 and n < k. From now on we will always consider a 0 = 0 (if not, this would imply that k becomes, at least, k − 1 in α(x)). It is clear that α(x) has a pole of order greater than 1 at x 0 = 0 (hypothesis (H1)).
Remark 6.2. Relevant special cases of the family (28) can be expressed in the latter form. For instance,
with n = deg P N (x), m = deg P N −1 (x), n < k. In particular, for k = N + 1, we have n = deg P N (x) ≤ N < k. However, as we will see later, there are polynomial systems not included in the family (28) with α and β as in (38).
Observe that a 0 = 0 implies that deg(GCD(A(x), x k )) = 0 and also that deg(GCD(2A(x)+ 2 k B(x), x 2k )) = 0 (since they are irreducible fractions). In the same way, b 0 = 0, unless B(x) be identically zero, i.e., B ≡ 0. According to the notation of Kaltofen [10] ,
Due to k > 1, thenj
x k and we arrive to the following differential equation uY ′ + vY = w, i.e.,
Replacing x = 0 in equation (39) and having in mind that a 0 = 0, it follows that y 0 = 2. Since n < k, s < 2k it follows m < k and n ≤ k − 1, and thus we arrive to
Let us define
Therefore, equation (39) can be rewritten as
where h ≥ h is given by
In our case, this h reads
One should obtain the rest of coefficients of Y (x), that is y h , y h−1 , . . . , y 1 , whenever the algebraic equation (39) has solution. Applying Rouché-Frobenius theorem over the system obtained after specialisation of the curve with h points x 1 , . . . x h (where x i = 0 for all 1 ≤ i ≤ h) the polynomial Y (x) exists if and only if the rank of the matrix of the system is exactly the rank of the augmented matrix. Recall that if
then there is no solution for Y (x). According to possibilities for h in equation (42) we have the following two cases:
(1) Case 1: n < k − 1. This is the trivial case because v r = −k ∈ Z − and since to m < k, it derives, by equation (42), that h = k. By (41) we have
which, after cancellation of the term of degree 2k − 1, lead us to
Observe that for B ≡ 0, all the coefficients on the left-hand side must vanish in order to provide solution for Y (x). On the other hand, for m ≥ 0, the degree of the polynomial in the left-hand side is at most 2k − 2 and the degree of the polynomial in the right-hand side is at most m + k < 2k. So, we can obtain rational solutions of Risch differential equation when equation ( (c) If k − a n ∈ Z + and m ≥ k − a n , then ρ = a n − k and by equation (42) we obtain h = m. Similarly, from (40) we see that Y (x) = y m x m + . . . + 2, and replacing it into equation (41), we obtain rational solutions of the Risch differential equation provided the rest of indeterminate coefficients y 1 , . . . , y m satisfy the algebraic equation (39). (d) If k − a n ∈ Z + and m < k − a n , then ρ = a n − k and by equation (42) we obtain h = k − a n . Taking into account (40) one sees that Y (x) = y k−an x k−an + . . . + 2 and by replacing it into equation (41) • In the case a 1 = a 0 b 0 /3 (equivalently, c = −ab/3), it follows that n = k − 1 and m = 0 so we fall in case 2. Precisely, since v r = a 2 − k = −2 ∈ Z − , we fall in subcase 2.d, which lead us to h = 2. Hence, Y (x) = y 2 x 2 + y 1 x + 2. Now, substituting Y (x) into equation (41) we see that condition (43) holds and Risch differential equation has no rational solution. In consequence, equation (29) is no rationally integrable. Coming back to the field X(z 1 , z 2 ), by means of equation (23), we obtain that the field
is no rationally integrable. In fact, the field (44) is one of the equivalent fields defining the same foliation. Now, since k = 2 does not satisfy condition (43), we seek for Y (x) using equations (39) or (41). We see that h = 2 and Y (x) = y 2 x 2 + y 1 x + 2. Now, by equation (41), we obtain
The solution is given by
Thus, for this infinite family, the Risch equation has a rational solution for k = 2 and no rational solution for k > 2. Therefore, it follows that the vector field
where z 2 ) are homogeneous polynomials of degree i, and satisfying conditions (27) is not rationally integrable if P N (z 1 , z 2 ) = az
Example 3 (continuation). Take k = 2, A = a 1 x + a 0 (with a 1 = 0), B ≡ 0, n = 1, and
in equation (37). Since n = k − 1 (case 2 of the algorithm) and m < 1 we should consider two options. The first one is when a 1 − 2 is not a negative integer, that is a 1 ∈ [2, ∞), we fall in subcase 2.a and therefore the Risch differential equation has no rational solutions. Now, the second option is when a 1 − 2 is a negative integer, that is a 1 ∈ (−∞, 1] ∩ Z and we fall in subcase 2.d. Thus, h = 2 − 1 > 0 and then the Risch differential equation has always one rational solution because y m , . . . , y 1 satisfy the algebraic equation (41) 
Thus we proved that for a 1 / ∈ (−∞, 1] ∩ Z the field (45) is not rationally integrable. We observe that for a 1 = 1 it reduces to a field equivalent the following linear one
7. Conjecture: Extensions to other type of first integrals
We believe that our results provide obstructions for a more general kind of first integrals. More precisely, it seems natural to think assumptions (H1) and (mainly) (Hk) (k ≥ 2) are not compatible with the existence of an elementary first integral (for a precise definition of it, see for instance [17] ). Indeed, the integral θ k is too "transcendent" to allow an elementary first integral. Then we state the following CONJECTURE. Under assumptions (H1) and (Hk) (for some k ≥ 2) the polynomial field has not an elementary first integral.
We illustrate this conjecture with the field (36) with a 1 = 1. Since equation (46) is linear in the variables z 1 , z 2 , it must be integrable in some reasonable sense.
Example. The function
is a first integral of the field
Notice that H is elementary, in fact of Darboux type (see [5, 7] ).
From the previous section we know that assumption (H1) is satisfied but not (H2), i.e, θ 1 is elementary. We compute θ k−1 up to k = 10 and all them are elementary (we skip the details), i.e, no assumption (Hk) is satisfied for k ≤ 10 and hence until k = 10 no obstruction to rational integrability is obtained, despite of the fact that the first integral is not rational but elementary.
Appendix A: Some Maple computations
We will give some flavour of the analytical approach using Maple on two of the examples of Section 6: Example 1 and Example 3. The results are in agreement with the algebraic results of Section 6.1. 
, and notice that for b = 0 the error function erf
is not an elementary function (see, for instance, [20, page 48] ). We remark that it is also possible to express the error function by means of the Whittaker function ( [23] ) W −1/4,1/4 (and some elementary functions). Then by proving that this Whittaker function is not elementary, we obtain an alternative proof of the non-elementary character of the error function. Notice that G 2 = Gal(LVE 2 ) is connected and non abelian. Therefore, the vector field X is no rationally integrable. 
Appendix B: The Galoisian Correspondence
One of the key theorems of the Galois theory of linear differential equations, the PicardVessiot theory, is the existence of a Galoisian correspondence between intermediate differential field in the Picard-Vessiot extension of a linear differential system and algebraic subgroups of the Galois group. It means that the structure of the solutions of the differential equation (i.e., how to solve the differential equation) is a reflection of the structure of Galois group. An analogous theorem is valid for the classical Galois theory of polynomials and as there, this theorem plays an essential rôle not only in the theory but also in applications. For this reason this theorem is also called the Fundamental Theorem of Picard-Vessiot theory (some references are [13, 4, 18] ).
We need some terminology and notations. Let K ⊂ L be an extension of differential fields. Then:
• Gal(L/K) is the group of differential automorphisms of L which are the identity over K.
• If H is a subgroup of Gal(L/K), the intermediate field K ⊂ L H ⊂ L fixed by H is L H := {a ∈ L : σ(a) = a, ∀σ ∈ H} .
• Given a linear differential system dy dx = Ay,
with coefficients on a differential field K (that is A ∈ Mat(n, K)), a Picard-Vessiot extension K ⊂ L of equation (47) is the extension generated by the elements of a fundamental matrix Φ(x) = (φ ij (x)), L = K(φ 11 , ..., φ nn ). From equation (47), the field L is a differential field. Theorem (Correspondence in Picard-Vessiot theory)
Let K ⊂ L a Picard-Vessiot extension of (47) and G = Gal(L/K). Then there exists a one-to-one correspondence between the intermediary differential fields K ⊂ S ⊂ L and the algebraic subgroups H ⊂ G such that: 1) Given S, H = Gal(L/S).
2) Given H, L H = S. 3) Picard-Vessiot extensions K ⊂ S correspond to normal subgroups H ⊂ G and then G/H ≈ Gal(S/K). 4) If M is a subgroup M ⊂ G, then to the differential field L M it corresponds the Zariski adherence of H, i.e., Gal(L/L M ) =H.
Nevertheless they can be computed (specially, numerically) in this form, their expression is not the most suitable when regarding them in terms of differential Galois theory. In that framework, the common approach is to introduce intermediate variables which lead equations VE k , k ≥ 2, into linear homogeneous systems. Namely, for the VE 3 let us define the following variables χ 1 = ϕ
