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Introduction
The Kazhdan-Lusztig theory deeply increases our understanding of Coxeter
groups and their representations and their role in Lie representation theory. The
central concepts in Kazhdan-Lusztig theory include Kazhdan-Lusztig polynomial,
Kazhdan-Lusztig basis, cell, based ring. Kazhdan-Lusztig polynomials play an
essential role in understanding certain remarkable representations in Lie theory,
for instances, the representations of quantum groups at roots of 1, the modular
representations of algebraic groups, the representations of Kac-Moody algebras.
Kazhdan-Lusztig basis and cells are very useful in understanding structure and
representations of Coxeter groups and their Hecke algebras.
The based ring of a two-sided cell of certain Coxeter groups is defined through
Kazhdan-Lusztig basis by Lusztig in [L5]. The based ring is very interesting in
understanding the concerned Hecke algebras and their representations (see [L5, L6,
L8]). Moreover we can construct irreducible representations of the Hecke algebras if
we know the structure of the based ring explicitly (see [X3]). This fact is remarkable
since constructing computable irreducible modules of affine Hecke algebras is in
general difficult. Recently Lusztig introduced periodic W -graphs for constructing
finite dimensional modules of affine Hecke algebras (see [L9]).
For the structure of the based ring of a two-sided cell in a Weyl group or in an
affine Weyl group, Lusztig has two nice conjectures, one for Weyl groups (see [L7])
and the other for affine Weyl groups that says the based ring is isomorphic to a
certain equivariant K-group (see [L8]). The conjecture for Weyl groups is proved
by Lusztig (unpublished). The conjecture for affine Weyl groups is proved for rank
2 cases, for the lowest two-sided cell of an affine Weyl group and for the second
highest two-sided cell of an affine Weyl group, see [X1, X3]. As an application, the
author gives a classification of irreducible modules of the Hecke algebras of affine
Weyl groups of rank 2 for any non-zero parameter, see [X3]. (When the parameter
is not a root of 1, Kazhdan and Lusztig worked out the classification of irreducible
modules of an affine Hecke algebra, see [KL2].) Also the author computed the
irreducible modules of affine Hecke algebras associated with second highest two-
sided cell, see [X3]. Recently Ram has developed an interesting combinatorical
approach to study representations of affine Hecke algebras, see [R1, R2].
In this paper we will prove Lusztig Conjecture on based ring for an extended
affine Weyl group associated with the general linear group GLn(C) or the special
linear group SLn(C), which is of type A˜n−1.
Let us here briefly explain the idea of the proof of the conjecture for type A˜n−1.
For each two-sided cell of the extended affine Weyl group associated with GLn(C),
we first show that the based ring of the two-sided cell is a matrix algebra over the
based ring of the intersection of a left cell in the two-sided cell and its inverse (a
vi
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right cell). Then we show that the based ring of the intersection is isomorphic to
the (rational) representation ring of a certain connected reductive algebraic group
over complex numbers. The main difficulty is to establish a bijection between
the intersection (of a left cell in the two-sided cell and its inverse) and the set of
isomorphism classes of irreducible rational representations of the algebraic group,
and to show that the bijection leads to the isomorphism between the based ring of
the intersection and the representation ring of the algebraic group. The bijection
is established in Chapter 5. In Chapters 6 and 7 we prove several formulas in the
based ring of the intersection, the corresponding formulas in the representation
ring of the concerned algebraic group are obvious. Using the formulas established
in Chapters 6 and 7, in Chapter 8 we show that the bijection in Chapter 5 is the
right one. In Chapter 8 we also show that Lusztig Conjecture on based ring is
true for the extended affine Weyl group associated with SLn(C) and can not be
generalized to arbitrary extended affine Weyl groups.
The contents of the paper are as follows.
In Chapter 1 we recall some basic definitions and facts about cells and based
rings. In section 1.4 we prove some simple properties about the structure constants
of a based ring that are important to our proof of Lusztig Conjecture on based
ring for an affine Weyl group of type A˜n−1. In Chapter 2 we discuss the structure
of cells in the extended affine Weyl group associated with GLn(C). The cells in
the extended affine Weyl group are explicitly described by Shi and Lusztig (see
[S, L3]). In section 2.3, we show that the based ring of a two-sided cell of the
extended affine Weyl group is isomorphic to a matrix algebra over the based ring
of the intersection of any given left cell in the two-sided cell and its inverse (a right
cell). Thus to understand the based ring of the two-sided cell, we only need to work
out the structure of the based ring of the intersection of a left cell in the two-sided
cell and its inverse. In section 2.4 we discuss chains and antichains defined by Shi,
which are essential for our bijection between the intersection of a left cell and its
inverse and the set of isomorphism classes of irreducible rational representations of
the corresponding algebraic group.
In Chapter 3 we give some discussion to canonical left cells. Although we do
not need the results in this chapter for the proof of our main result of the paper, but
for other types canonical left cells maybe play a big role for some questions such as
Lusztig Conjecture on based ring and properties of Lusztig bijection between the
set of two-sided cells of an affine Weyl group and the set of unipotent classes of the
corresponding algebraic group.
In Chapter 4 we describe the reductive algebraic group corresponding to a two-
sided cell in the extended affine Weyl group associated with GLn(C) and recall
some needed results about the representation ring of a general linear group over
complex numbers.
In Chapter 5 we establish a bijection between the intersection of a left cell and
its inverse and the set of dominant weights of the corresponding reductive algebraic
group. We obtain this bijection by means of antichains and this bijection is one
key to our main result.
In Chapters 6 and 7 we work with the based ring of the intersection of a left
cell and its inverse. Believing in that Lusztig Conjecture is true, motivated by some
simple multiplication formulas in the representation ring of the concerned reductive
algebraic group, we prove some multiplication formulas in the based ring. Using
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the formulas in Chapters 6 and 7, in Chapter 8 we prove that the based ring of the
intersection is isomorphic to the representation ring of the corresponding reductive
algebraic group. This completes our proof of Lusztig Conjecture on based ring for
type A˜n−1. In Chapter 8 we also discuss the based rings of extended affine Weyl
groups associated with the projective linear group PGLn(C) and with the special
linear group SLn(C).
It is expected that the explicit knowledge on the based rings will have nice
application to representation theory of the concerned affine Hecke algebras. It
is interesting that we can use the explicit structure on based ring to find leading
coefficients of some Kazhdan-Lusztig polynomials, the details will appear elsewhere.
I am very grateful to Professors V. Chari and J.-Y. Shi for helpful discussions.
I thank Professor Le Yang for his constant encouragement. I would like to thank
Professor G. Lusztig for many helpful comments. I am greatly indebted to the
referee for carefully reading, very valuable comments and for pointing out a serious
gap in an earlier version of the paper. Part of the work was done during my visit
to Department of Mathematics at University of California at Riverside, I thank the
Department of Mathematics for hospitality. The author was in part supported by
Chinese National Sciences Foundation.
CHAPTER 1
Cells in Affine Weyl Groups
In this chapter we first recall some basic concepts such as cell, based ring, etc.,
then in section 1.4 we give some discussions to star operations. In section 1.1 we
recall the definition of Kazhdan-Lusztig basis of a Hecke algebra. In section 1.2
we recall the definition of cell and of the a-function. In section 1.3 we recall some
properties about the integers γw,u,v (defined through the structure constants of
Kazhdan-Lusztig basis), which are due to Lusztig.
The star operation was introduced in [KL1] and is a useful tool to study cells
of Coxeter groups. In section 1.4 we prove some interesting results about the
relations between star operations and the integers γw,u,v. The main result in this
section is Theorem 1.4.5 which says that the integers γw,u,v are invariant under star
operations. In section 1.5 we recall the definition of based ring (due to Lusztig, see
[L5]) and Lusztig’s nice conjecture about the structure of the based ring of a two-
sided cell of an affine Weyl group. A few comments about the conjecture are given
. In section 1.6 we discuss the relationship between the generalized star operations
(see [L4]) and the integers γw,u,v. The results in section 1.6 should be helpful for
understanding the structure of the based ring of a two-sided cell of an affine Weyl
group of type B˜n, C˜n, F˜4.
The basic references for this chapter are [KL1] and [L4-L8].
1.1. Hecke algebra
Here Hecke algebras are defined for extended Coxeter groups.
Let (W ′, S) be a Coxeter system with S the set of simple reflections. Assume
that a commutative group Ω acts on (W ′, S). Then we can consider the extended
Coxeter groupW = Ω⋉W ′. The length function l onW ′ and the partial order
≤ on W ′ are extended to W as usual, that is, l(ωw) = l(w), and ωw ≤ ω′u if and
only if ω = ω′ and w ≤ u, where ω, ω′ are in Ω and w, u are in W ′.
Let q be an indeterminate. TheHecke algebra H of (W,S) overA = Z[q, q−1]
with parameter q2 is an associative algebra over A, with an A-basis {Tw | w ∈ W}
and relations (1) (Ts−q2)(Ts+1) = 0 if s ∈ S, (2) TwTu = Twu if l(wu) = l(w)+l(u).
Let a → a¯ be the involution of A defined by q¯ = q−1. Then we have a bar
involution of H defined by∑
awTw =
∑
a¯wT
−1
w−1
, aw ∈ A.
For each w ∈ W there is a unique element Cw in H such that C¯w = Cw and
Cw = q
−l(w)
∑
y≤w Py,w(q
2)Ty, where Py,w is a polynomial in q of degree≤
1
2 (l(w)−
l(y)− 1) if l(w) > l(y) and Pw,w = 1.
1
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The basis {Cw | w ∈W} is the famous Kazhdan-Lusztig basis of the Hecke
algebra H and the polynomials Py,w are the celebrated Kazhdan-Lusztig poly-
nomials. The basis and the polynomials have deep relations with the geometry of
Schubert varieties when W is the Coxeter group associated with a Kac-Moody al-
gebra and the polynomials are essential in understanding some difficult irreducible
representations (such as the finite dimensional irreducible representations of quan-
tum groups at roots of 1, some irreducible representations of Kac-Moody algebras,
irreducible rational representations of algebraic groups over an algebraic closed field
of positive characteristic, etc.).
The basis also plays an important role in understanding the representations of
the Hecke algebra H , see [KL1, L4-L8]. Through the basis Lusztig defined based
ring for some Coxeter groups (including Weyl groups and affine Weyl groups). In
this paper we will determine the structure of the based ring of an affine Weyl group
of type A˜n−1. Applications to the representation theory of the concerned Hecke
algebras will appear elsewhere.
If y ≤ w and y 6= w, we have Py,w = µ(y, w)q
1
2
(l(w)−l(y)−1)+lower degree terms.
We write y ≺ w if µ(y, w) 6= 0. We then set µ(y, w) = µ(w, y). We shall write y−w
if µ(y, w) 6= 0 or µ(w, y) 6= 0. We have
(a) Assume that y ≤ w and s ∈ S. If sw ≤ w, then sy ≤ w and Py,w = Psy,w. If
ws ≤ w, then ys ≤ w and Py,w = Pys,w. See [KL1].
1.2. Cell and a-function
Cells of Coxeter groups are defined in [KL1] and are useful in understanding
the structure and representations of W and of the Hecke algebra H . Also we can
systematically construct representations of Hecke algebras by means of the cells
(see [KL1, L4, L6, L8]).
Let us recall the definition of cells of Coxeter groups. For w ∈ W set
L(w) = {s ∈ S | sw ≤ w}
R(w) = {s ∈ S | ws ≤ w}.
Let w and u be elements in W ′. We say that w ≤
L
u (resp. w ≤
R
u;w ≤
LR
u) if there
exists a sequence w = w0, w1, w2, ..., wk = u in W
′ such that for i = 1, 2, ..., k we
have µ(wi−1, wi) 6= 0 and L(wi−1) 6⊆ L(wi) (resp. R(wi−1) 6⊆ R(wi); L(wi−1) 6⊆
L(wi) or R(wi−1) 6⊆ R(wi)). Then for any ω, ω′ in Ω we say that ωw ≤
L
ω′u (resp.
wω ≤
R
uω′; ωw ≤
LR
ω′u) if w ≤
L
u (resp. w ≤
R
u, w ≤
LR
u).
For elements w, u in W we write that w ∼
L
u (resp. w ∼
R
u; w ∼
LR
u) if
w ≤
L
u ≤
L
w (resp. w ≤
R
u ≤
R
w; w ≤
LR
u ≤
LR
w). The relations ≤
L
,≤
R
, ≤
LR
are
preorders on W and the relations ∼
L
,∼
R
, ∼
LR
are equivalence relations on W . The
corresponding equivalence classes are called left cells, right cells, two-sided
cells of W , respectively. The preorder ≤
L
(resp. ≤
R
; ≤
LR
) induces a partial order on
the set of left (resp. right; two-sided) cells of W , denoted again by ≤
L
(resp. ≤
R
; ≤
LR
).
The following properties (see [KL1] or [L4, L5]) will be needed.
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(a) If w ≤
L
u, then R(w) ⊇ R(u). In particular, if w ∼
L
u, then R(w) = R(u).
(b) If w ≤
R
u, then L(w) ⊇ L(u). In particular, if w ∼
R
u, then L(w) = L(u).
For any ξ, ξ′ ∈ H and w ∈W we write
ξCw =
∑
v∈W
hvCv, hv ∈ A,
Cwξ
′ =
∑
v∈W
h′vCv, h
′
v ∈ A,
ξCwξ
′ =
∑
v∈W
h′′vCv, h
′′
v ∈ A.
Then
(c) v ≤
L
w (resp. v ≤
R
w; v ≤
LR
w) if hv 6= 0 (resp. h′v 6= 0; h
′′
v 6= 0).
(d) Assume that (W ′, S) is crystallographic and that there exists a positive integer
a0 such that a(v) ≤ a0 for all v ∈W (see below for the definition of a(v)). If hv 6= 0
(resp. h′v 6= 0) and w 6∼
L
v (resp. w 6∼
R
v), then w 6 ∼
LR
v.
The a-function on W introduced by Lusztig is a useful tool to study cells of
W and is also necessary for defining based ring of two-sided cells. Given w, u in W
we write
CwCu =
∑
v∈W
hw,u,vCv, hw,u,v ∈ A.
For v ∈ W we define a(v)=the minimal non-negative integer i such that q−ihw,u,v
is in Z[q−1] for all w, u in W . If such i does not exist we set a(v) =∞.
Set T˜w = q
−l(w)Tw for w ∈ W . Then T˜w ∈ Cw + q−1
∑
x∈W Z[q
−1]Cx. Write
T˜wT˜u =
∑
v∈W
h′w,u,vCv, h
′
w,u,v ∈ A.
Then we also have a(v)=the minimal non-negative integer i such that q−ih′w,u,v is
in Z[q−1] for all w, u in W . See [L4].
1.3. Affine Weyl group
We are mainly interested in extended affine Weyl groups and their Hecke alge-
bras (especially of type A˜n−1). In this section we recall some properties about the
integers γw,u,v defined through the Kazhdan-Lusztig basis of an affine Hecke alge-
bra. The integers are actually structure constants of the based ring of the extended
affine Weyl group.
Let G be a connected reductive group over C. Let W0, X, P,R be the corre-
sponding Weyl group, weight lattice, root lattice, root system, respectively. Then
W ′ =W0 ⋉P is an affine Weyl group and W =W0 ⋉X is an extended affine
Weyl group. Let S be a set of simple reflections ofW ′ such that S∩W0 generates
W0 and is a set of simple reflections of W0. We can find an abelian subgroup Ω of
W such that ωS = Sω for any ω ∈ Ω and W = Ω⋉W ′.
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Lusztig proved that the number of left cells in W is finite. Moreover each left
cell of W contains a unique element of
D = {w ∈ W ′ | 2degPe,w = l(w)− a(w)},
where e is the neutral element of W . The set D is a finite set of involutions of W ′.
The elements in D will be called distinguished involutions. See [L5].
Let w0 be the longest element of W0. We have a(w) ≤ l(w0) = a(w0) for all w
in W (see [L4]). Thus for any w, u, v ∈ W we can define an integer γw,u,v by the
condition
q−a(v)hw,u,v − γw,u,v ∈ q
−1Z[q−1],
see 1.2 for the definition of hw,u,v. The following are some properties of γw,u,v (see
[L5] for (a)-(e) and [L4] for (f)).
(a) If γw,u,v is not equal to 0, then w ∼
L
u−1, u ∼
L
v and w ∼
R
v. In particular we
have w ∼
LR
u ∼
LR
v if γw,u,v is not equal to 0.
(b) γw,u,v = γu,v−1,w−1 and γu−1,w−1,v−1 = γw,u,v.
(c) Let d be in D. Then γw,d,u 6= 0 if and only if w = u and w ∼
L
d. Moreover
γw,d,w = γd,w−1,w−1 = γw,w−1,d = 1.
(d) w ∼
L
u−1 if and only if γw,u,v is not equal to 0 for some v.
(e) If w ≤
LR
u then a(w) ≥ a(u). In particular if w ∼
LR
u then a(w) = a(u). If w ≤
L
u
(resp. w ≤
R
u; w ≤
LR
u) and a(w) = a(u), then w ∼
L
u (resp. w ∼
R
u; w ∼
LR
u).
(f) The positivity: γw,u,v ≥ 0 for all w, u, v in W .
1.4. Star operation
Let (W,S) be as in section 1.3. There is a very useful operation on W , called
star operation, introduced by Kazhdan and Lusztig in [KL1]. In this section we
study the relations between star operation and the integers γw,u,v. The main result
is Theorem 1.4.5.
1.4.1. Let s and t be in S such that st has order 3, i.e. sts = tst. Define
DL(s, t) = {w ∈ W | L(w) ∩ {s, t} has exactly one element},
DR(s, t) = {w ∈ W | R(w) ∩ {s, t} has exactly one element}.
If w is in DL(s, t), then {sw, tw} contains exactly one element in DL(s, t),
denoted by ∗w, here ∗ = {s, t}. The map: DL(s, t) → DL(s, t), w → ∗w, is an
involution and is called a left star operation. Similarly if w ∈ DR(s, t) we can
define the right star operation w → w∗ = {ws,wt}∩DR(s, t) on DR(s, t), where
∗ = {s, t}. The following are some properties proved in [KL1].
Let ∗ = {s, t}. Denote by < s, t > the subgroup of W generated by s and t.
Assume that y, w are in DL(s, t). We have
(a) If yw−1 is not in < s, t >, then y ≺ w if and only if ∗y ≺ ∗w. Moreover
µ(y, w) = µ(∗y, ∗w).
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(b) If yw−1 is in < s, t >, then y ≺ w if and only if ∗w ≺ ∗y. Moreover µ(y, w) =
µ(∗w, ∗y) = 1.
(c) y ∼
R
w if and only if ∗y ∼
R
∗w.
(d) w ∼
L
∗w.
Let ∗ = {s, t}. Assume that y, w are in DR(s, t). We have
(e) If y−1w is not in < s, t >, then y ≺ w if and only if y∗ ≺ w∗. Moreover
µ(y, w) = µ(y∗, w∗).
(f) If y−1w is in < s, t >, then y ≺ w if and only if w∗ ≺ y∗. Moreover µ(y, w) =
µ(w∗, y∗) = 1.
(g) y ∼
L
w if and only w∗ ∼
L
y∗.
(h) w ∼
R
w∗.
Finally we have
(i) If Γ ⊆ DR(s, t) is a left cell of W , then Γ∗ = {w∗ | w ∈ Γ} is a left cell of W ,
here ∗ = {s, t}.
The following lemma shows that Cw∗ and C∗w have nice relationship with Cw.
Lemma 1.4.2. Let s, t be in S such that st has order 3. Set ∗ = {s, t}.
(a) Assume that w is in DL(s, t) and s
∗w ≤ ∗w. Then
CsCw = C∗w +
∑
y−w
sy<y
ty<y
µ(y, w)Cy .
(b) Assume that w is in DR(s, t) and w
∗ s ≤ w∗. Then
CwCs = Cw∗ +
∑
y−w
ys<y
yt<y
µ(y, w)Cy .
Proof. (a) Since s ∗w ≤ ∗w, we have sw ≥ w and tw ≤ w. Thus (see [KL1])
CsCw = Csw +
∑
y≺w
sy<y
µ(y, w)Cy .
If w = tw′ with sw′ ≥ w′ and tw′ ≥ w′, then ∗w = sw. By 1.1 (a), for y ≺ w with
sy < y we have ty < y. In this case (a) is true. If w = tsw′ with sw′ ≥ w′ and
tw′ ≥ w′, then ∗w = sw′ and sw = stsw′. Moreover, by 1.1 (a), if y 6= ∗w, y ≺ w
and sy < y then we have ty < y. In this case (a) is also true. (a) is proved. The
proof of (b) is similar.
Lemma 1.4.3. Let s, t, s′, t′ be in S such that both st and s′t′ have order 3.
Assume that w is in DL(s, t) ∩DR(s′, t′). Set ∗ = {s, t} and ⋆ = {s′, t′}. Then
(a) ∗w is in DR(s
′, t′) and w⋆ is in DL(s, t).
(b) ∗(w⋆) = (∗w)⋆. We shall write ∗w⋆ for ∗(w⋆) = (∗w)⋆.
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Proof. (a) By 1.4.1 (d), w ∼
L
∗w, thus we have R(w) = R(∗w) (see 1.3 (a)), so
∗w is in DR(s
′, t′). Similarly we see that w⋆ is in DL(s, t).
(b) By (a), (∗w)⋆ and ∗(w⋆) are well defined. Since (∗w)⋆ ∼
R
∗w and ∗(w⋆) ∼
L
w⋆,
we have
(1) L(∗w) = L((∗w)⋆) and R(w⋆) = R(∗(w⋆)).
Thus we have
(2) Both (∗w)⋆ and ∗(w⋆) are in DL(s, t) ∩DR(s
′, t′).
It is no harm to assume that s ∗w ≤ ∗w and w⋆ s′ ≤ w⋆. Then sw ≥ w and
ws′ ≥ w. We also have sw⋆ ≥ w⋆ and ∗ws′ ≥ ∗w since w⋆ ∼
R
w and ∗w ∼
L
w. Write
(CsCw)Cs′ =
∑
y∈W
hyCy, hy ∈ A.
By Lemma 1.4.2 and 1.2 (b-c), we get
(3) h(∗w)⋆ 6= 0. Moreover, if y 6= (
∗w)⋆ and hy 6= 0, then y is not in DL(s, t) or y is
not in DR(s
′, t′).
Noting that Cs(CwCs′) = (CsCw)Cs′ , using Lemma 1.4.2 again we see h∗(w⋆)
is not equal to 0. Now using (2) and (3) we get ∗(w⋆) = (∗w)⋆. (b) is proved.
The lemma is proved.
Proposition 1.4.4. Let s, t, s′, t′ be as in Lemma 1.4.3. Set ∗ = {s, t} and ⋆ =
{s′, t′}. Suppose that w is in DL(s, t) and u is in DR(s′, t′). Let v be in W such
that v ∼
L
u and v ∼
R
w. Then
(a) We have v ∈ DL(s, t) ∩DR(s′, t′), so we can define ∗v⋆.
(b) hw,u,v = h∗w,u⋆,∗v⋆ , see 1.2 for the definition of hw,u,v.
Proof. (a) is trivial.
(b) We have ∗v⋆ ∼
L
v⋆ and ∗v⋆ ∼
R
∗v. By definition we have
(1) CwCu =
∑
z∈W
hw,u,zCz, hw,u,z ∈ A.
We may assume that sw ≥ w and us′ ≥ u. Using Lemma 1.4.2 we get
(2) CsCw = C∗w +
∑
y 6=∗w
sy<y
ty<y
hyCy , hy ∈ A.
(3) CuCs′ = Cu⋆ +
∑
x 6=u⋆
xs′<y
xt′<y
h′xCx, h
′
x ∈ A.
Write
(4) CsCzCs′ =
∑
z′∈W
fz,z′Cz′ , fz,z′ ∈ A.
Then we have
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(5) CsCwCuCs′ =
∑
z′∈W
(h∗w,u⋆,z′ +
∑
y 6=∗w
sy<y
ty<y
hyhy,u⋆,z′
+
∑
x 6=u⋆
xs′<y
xt′<y
h′xh∗w,x,z′ +
∑
y 6=∗w
sy<y
ty<y
∑
x 6=u⋆
xs′<y
xt′<y
hyh
′
xhy,x,z′)Cz′ .
(6) Cs
∑
z∈W
hw,u,zCzCs′ =
∑
z′∈W
∑
z∈W
hw,u,zfz,z′Cz′ .
Using (1) and comparing (5) with (6), we get
(7) h∗w,u⋆,z′ +
∑
y 6=∗w
sy<y
ty<y
hyhy,u⋆,z′ +
∑
x 6=u⋆
xs′<y
xt′<y
h′xh∗w,x,z′ +
∑
y 6=∗w
sy<y
ty<y
∑
x 6=u⋆
xs′<y
xt′<y
hyh
′
xhy,x,z′
=
∑
z∈W
hw,u,zfz,z′ .
Using 1.2 (a-b) we see
(8) Assume that z′ ∼
R
∗w and z′ ∼
L
u⋆. Then
∑
y 6=∗w
sy<y
ty<y
hyhy,u⋆,z′ +
∑
x 6=u⋆
xs′<y
xt′<y
h′xh∗w,x,z′ +
∑
y 6=∗w
sy<y
ty<y
∑
x 6=u⋆
xs′<y
xt′<y
hyh
′
xhy,x,z′ = 0.
When hw,u,v = 0 we must have h∗w,u⋆,∗v⋆ = 0. Otherwise, noting that
∗v⋆ ∼
R
∗w and ∗v⋆ ∼
L
u⋆, by (7) and (8) we have h∗w,u⋆,∗v⋆ =
∑
z∈W
hw,u,zfz,∗v⋆
and hw,u,zfz,∗v⋆ 6= 0 for some z. Assume that hw,u,zfz,∗v⋆ 6= 0. By 1.2 (c) and 1.3
(e) we have z ∼
R
w and z ∼
L
u. By the proof of Lemma 1.4.3 we then have fz,∗z⋆ = 1,
and z′′ 6∼
R
∗z, z′′ 6∼
L
z⋆ if fz,z′′ 6= 0 and z′′ 6= ∗z⋆. Thus ∗v⋆ = ∗z⋆ and v = z. This
contradicts that hw,u,v = 0. Therefore h∗w,u⋆,∗v⋆ = 0 whenever hw,u,v = 0.
Now suppose that hw,u,v 6= 0. As above we have z = v whenever hw,u,zfz,∗v⋆ 6=
0, and fv,∗v⋆ = 1. Using (7) and (8) we then get h∗w,u⋆,∗v⋆ = hw,u,v in this case.
We proved (b).
The Proposition is proved.
Theorem 1.4.5. Suppose that w is in DL(s, t)∩DR(s′′, t′′) and u is in DL(s′′, t′′)∩
DR(s
′, t′). Set ∗ = {s, t},# = {s′′, t′′}, and ⋆ = {s′, t′}. Let v be in W such that v
is in DL(s, t) ∩DR(s
′, t′). Then we have
γw,u,v = γ∗w#,#u⋆,∗v⋆ .
Proof. By Lemma 1.4.3 and Proposition 1.4.4 (a), the elements ∗w#,#u⋆ and
∗v⋆ are well defined. If either v 6∼
R
w or v 6∼
L
u, then both sides of the wanted
equality are 0. Now suppose that v ∼
R
w and v ∼
L
u. According to Proposition 1.4.4
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(b) we have hw,u,v = h∗w,u⋆,∗v⋆ . Therefore γw,u,v = γ∗w,u⋆,∗v⋆ . It is easy to see that
(∗w)−1 = (w−1)∗, #(w−1)∗ = (∗w#)−1, and #((∗w)−1) = (∗w#)−1. Thus we have
γw,u,v = γ∗w,u⋆,∗v⋆ using 1.3 (b)
= γu⋆,(∗v⋆)−1,(∗w)−1 using Prop. 1.4.4
= γ#u⋆,(∗v⋆)−1,#((∗w)−1)
= γ#u⋆,(∗v⋆)−1,(∗w#)−1 using 1.3 (b)
= γ∗w#,#u⋆,∗v⋆ .
The theorem is proved.
Proposition 1.4.6. Let W be an extended affine Weyl group.
(a) Let I be a subset of S such that the subgroupWI of W generated by I is finite.
Then the longest element wI is a distinguished involution.
In (b) and (c) d is a distinguished involution.
(b) For any ω ∈ Ω, the element ωdω−1 is a distinguished involution.
(c) Suppose s, t ∈ S and st has order 3. Then d ∈ DL(s, t) if and only if d ∈ DR(s, t).
If d ∈ DL(s, t), then ∗d∗ is a distinguished involution.
Proof. (a) is well known, see for example [L5].
(b) Since CωCwCω−1 = Cωwω−1 and CωCω−1 = 1, for any w, u, v in W we have
Pωuω−1,ωwω−1 = Pu,w
and
hωwω−1,ωuω−1,ωvω−1 = hw,u,v.
In particular we have a(ωwω−1) = a(w) and Pe,ωwω−1 = Pe,w for any w ∈ W .
Noting that l(ωwω−1) = l(w) for any w in W , we see
degPe,ωdω−1 = degPe,d =
1
2
(l(d)− a(d)) =
1
2
(l(ωdω−1)− a(ωdω−1)).
By definition, ωdω−1 is a distinguished involution.
(c) Let d′ be the distinguished involution of the left cell containing ∗d∗. We
have
(∗d∗)−1 = ∗(d−1)∗ = ∗d∗,
so ∗d∗ is an involution. Using 1.3 (c-d) we get γ∗d∗,d′,∗d∗ = 1. Using Theorem 1.4.5
we then have γd,∗d′∗,d = 1. Using 1.3 (b) we get γ∗d′∗,d,d = 1. Applying 1.3 (c) we
have d = ∗d′
∗
. Therefore d′ = ∗d∗.
The proposition is proved.
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1.5. Based ring
Following [L5] we define the based rings. Let J be the free Z-module with a basis
{tw | w ∈ W}. The multiplication twtu =
∑
v∈W γw,u,vtv defines an associative
ring structure on J , see [L5]. The ring J is called the based ring of W , its unit
is
∑
d∈D td. According to 1.3(a), for each two-sided cell c of W , the Z-submodule
Jc of J , spanned by all tw (w ∈ c), is a two-sided ideal of J . The ideal Jc is in
fact an associative ring with unit
∑
d∈D∩c td. The ring Jc is called the based ring
of the two-sided cell c. For a left cell Γ of W , the Z-submodule JΓ∩Γ−1 of J ,
spanned by all tw (w ∈ Γ ∩ Γ
−1), is also an associative ring, its unit is td, here d is
the unique distinguished involution in Γ.
Proposition 1.5.1. Let Γ be a left cell of W .
(a) For any ω ∈ Ω, Γ′ = ωΓω−1 is a left cell of W . Moreover the map w → ωwω−1
induces an isomorphism between the based rings JΓ∩Γ−1 and JΓ′∩Γ′−1 .
(b) Let s, t ∈ S be such that st has order 3. Suppose Γ ⊂ DR(s, t). Then JΓ∩Γ−1 ≃
JΓ∗∩(Γ∗)−1 , here ∗ = {s, t}.
Proof. (a) Obviously Γ′ is a left cell of W . From the proof of Prop. 1.4.6
(b) we see γωwω−1,ωuω−1,ωvω−1 = γw,u,v for any w, u, v ∈ W . Therefore the map
w → ωwω−1 induces an isomorphism between the based rings JΓ∩Γ−1 and JΓ′∩Γ′−1 .
(b) Suppose w ∈ Γ ∩ Γ−1. Then ∗w∗ is in Γ∗ ∩ (Γ∗)−1. The map w → ∗w∗
defines a bijection between Γ ∩ Γ−1 and Γ∗ ∩ (Γ∗)−1. According to Theorem 1.4.5
we see that the map tw → t∗w∗ defines a ring isomorphism between JΓ∩Γ−1 and
JΓ∗∩(Γ∗)−1 .
The proposition is proved.
The based rings Jc are very interesting in understanding the structure and
representations of Hecke algebras of W , see [L5-L8]. If we know the structure of Jc
explicitly we can construct modules of affine Hecke algebras in a computable way,
see [L8, X3].
Lusztig has a nice conjecture concerning the structure of Jc. Assume that G is
connected and has a simply connected derived group. There is a natural bijection
between the set of two-sided cells of W and the set of unipotent classes of G, see
[L8]. Assume that u is an element in the unipotent class corresponding to a two-
sided cell c of W . Denote by Fc a maximal reductive subgroup of the centralizer
CG(u) of u in G. Lusztig conjectured that there exists a finite Fc-set Y and a
bijection π : c→ the set of isomorphism classes of irreducible Fc vector bundles on
Y ×Y such that tw → π(w) defines a ring isomorphism (preserving the unit element)
between Jc and KFc(Y × Y ) and π(w
−1) = π˜(w), see [L8] for the conjecture and
for the definition of π˜(w).
When Fc is connected (or equivalently CG(u) is connected), Fc must act on Y
trivially. In this case |Y | is the number of left cells contained in c and KFc(Y × Y )
is isomorphic to the |Y | × |Y | matrix algebra M|Y |(RFc) over the rational repre-
sentation ring RFc of Fc. Let IrrFc be the set of isomorphism classes of rational
irreducible representations of Fc. Then Lusztig Conjecture says that there is a
bijection
π : c→ {(V, i, j) | V ∈ IrrFc, 1 ≤ i, j ≤ |Y |}
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such that (1) the map tw → π(w) defines a ring isomorphism between Jc and
M|Y |(RFc), where we identify π(w) = (V, i, j) with the matrix whose (i, j)-entry is
V and other entries are 0, (2) π(w−1) = (V ∗, j, i) if π(w) = (V, i, j), here V ∗ is the
dual of V .
Lusztig Conjecture has been proved for the following cases, (1) c is the lowest
two-sided cell of W , (that is, c is the two-sided cell of W containing the longest
element w0 of W0,) see [X1], (2) rank 2 cases, see [X3], (3) the case a(c) = 1, see
[X3].
When G = GLn(C), each Fc is connected. The purpose of this paper is to show
that Lusztig Conjecture is true for the extended affine Weyl group associated with
GLn(C).
1.6. Star operation, II
The star operation, introduced in [KL1], was generalized in [L4]. We are inter-
ested in the relationship between the (generalized) star operation and the structure
constants γw,u,v of the based ring of an extended affine Weyl group. In this section
we show that Theorem 1.4.5 remains true for the generalized star operation. We
also give a few other identities about the constants γw,u,v. The results in this sec-
tion are not used in the sequent chapters but should be useful for understanding
the based ring of an arbitrary extended affine Weyl group.
Let (W,S) be as in section 1.3. Assume that s and t are in S and st has order
m. Denote by U the subgroup of W generated by s and t. Each coset Uw can be
decomposed into four parts: one consists of the unique element x of minimal length
in the coset, one consists of the unique element y of maximal length in the coset,
one consists of the m − 1 elements sx, tsx, stsx, ..., one consists of the m − 1
elements tx, stx, tstx, .... The last two subsets are called left strings (related to
{s, t}) and shall be regarded as sequences (as above) rather than subsets. Similarly
we define right strings (related to {s, t}). We have (see [L4])
(a) A left string in W is contained in a left cell of W and a right string in W is
contained in a right cell of W .
Assume that w is in a left (resp. right) string (related to {s, t}) of length m−1
and is the ith element of the left (resp. right) string, we define ∗w (resp. w∗) to be
the (m− i)th element of the string, where ∗ = {s, t}. We have
Lemma 1.6.1. Let w be in W such that w is in a left string related to ∗ = {s, t}
and is also in a right string related to ⋆ = {s′, t′}. Then
(a) ∗w is in a right string related to {s′, t′} and w⋆ in a left string related to {s, t}.
(b) ∗(w⋆) = (∗w)⋆. We shall write ∗w⋆ for ∗(w⋆) = (∗w)⋆.
The proof is similar to that of Lemma 1.4.3 although more complicated.
The following theorem is a generalization of Theorem 1.4.5
Theorem 1.6.2. Let w, u, v be in W such that (1) w is in a left string related to
∗ = {s, t} and also in a right string related to # = {s′, t′}, (2) u is in a left string
related to # = {s′, t′} and also in a right string related to ⋆ = {s′′, t′′}, (3) v is in
a left string related to ∗ = {s, t} and also in a right string related to ⋆ = {s′′, t′′}.
Then
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γw,u,v = γ∗w#,#u⋆,∗v⋆ .
The proof is similar to that of Theorem 1.4.5.
1.6.3. In this subsection we assume that s and t are in S and st has order 4. Let
w, u, v be in W such that l(ststw) = 4 + l(w) and l(ststv) = 4 + l(v). As in the
proof of Lemma 1.4.2 we have
CtCsw = Ctsw +
∑
y−w
ty<y
sy<y
µ(y, w)Cy ,
CtCstw = Ctstw + Ctw +
∑
y−w
ty<y
sy<y
µ(y, w)Cy ,
CtCstsw = Ctsw +
∑
y−w
ty<y
sy<y
µ(y, w)Cy .
Considering the products CtCswCu, CtCstwCu, CtCstswCu, and using the as-
sociativity of multiplication of the Hecke algebra H , we get
(a) htsw,u,tv = hsw,u,stv,
(b) htsw,u,tsv = hsw,u,sv + hsw,u,stsv,
(c) htsw,u,tstv = hsw,u,stv,
(d) htstw,u,tv + htw,u,tv = hstw,u,stv,
(e) htstw,u,tsv = hstw,u,stsv,
(f) htstw,u,tstv + htw,u,tstv = hstw,u,stv.
In particular, we have
(a’) γtsw,u,tv = γsw,u,stv,
(b’) γtsw,u,tsv = γsw,u,sv + γsw,u,stsv,
(c’) γtsw,u,tstv = γsw,u,stv,
(d’) γtstw,u,tv + γtw,u,tv = γstw,u,stv,
(e’) γtstw,u,tsv = γstw,u,stsv,
(f’) γtstw,u,tstv + γtw,u,tstv = γstw,u,stv.
One may compare the above equalities with the equalities in [L4, (10.4.2)].
Using 1.3 (b) and the above equalities we can get more equalities for the structure
constants of the based ring J , we omit them. When st has higher order, there exist
similar equalities. We omit the discussion.
CHAPTER 2
Type A˜n−1
From now on we will concentrate on type A˜n−1. The cells of an affine Weyl
group of type A˜n−1 have been described in [S, L3]. In this chapter we first recall
some facts about the cells, then we derive some new results for our purpose. In
section 2.1 we recall an alternative definition (due to Lusztig) for the extended affine
Weyl group W associated with GLn(C). In section 2.2 we recall the description
of cells of W in [S, L3]. For this description and later use we slightly refine the
definition of chain and antichain in [S]. More precisely we will define d-chain (resp.
d-antichain) and r-chain (resp. r-antichain). In this section we also consider the
intersection of left cells and right cells. The intersections are important to our
purpose. In section 2.3 we show that the based ring of a two-sided cell of W is
isomorphic to a matrix algebra over the based ring JΓ∩Γ−1 for any left cell Γ in
the two-sided cell (see Theorem 2.3.2). This is the main result of this chapter.
Thus to understand Lusztig’s conjecture on the structure of the based ring of the
two-sided cell we only need to understand the structure of JΓ∩Γ−1 . We will do this
in Chapters 5-8.
For later use in section 2.4 we work out some results about chains and an-
tichains. The results will be needed in Chapter 5 for defining the required bijection
between Γ ∩ Γ−1 and IrrFc, see Chapter 5. In section 2.5 we prove a result about
star operation.
2.1. The affine Weyl group associated with GLn(C)
In this section we recall a definition of Lusztig for affine Weyl group of type
A˜n−1, see [L2].
Suppose that G = GLn(C) is the general linear group over C of degree n. Then
the Weyl group W0 of G is isomorphic to the symmetric group of n letters. Let T
be the subgroup of G consisting of all diagonal matrices in G. Then T is a maximal
torus of G and the weight lattice X is the character group of T . Let τi ∈ X be
the homomorphism T → C∗, diag(a1, ..., an) → ai. We have X =< τ1, ..., τn >
and the extended affine Weyl group associated with GLn(C) is W = W0 ⋉X . We
identify W0 with the group of all the n×n permutation matrices (by a permutation
matrix, we mean a monomial matrix whose nonzero entries are all equal to 1). Let
si (i = 1, 2, ..., n − 1) be the simple reflection of W0 obtained from the identity
matrix by interchanging the ith and the (i + 1)th rows. Then siτi = τi+1si and
siτj = τjsi if j 6= i, i+ 1.
Another realization of W , due to Lusztig, is as follows. Consider the permuta-
tions σ : Z → Z that satisfy σ(i + n) = σ(i) + n and
∑n
i=1(σ(i) − i) ≡ 0(mod n).
All such permutations form a permutation group W∗ of Z.
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Lemma 2.1.1: W is isomorphic to W∗.
Proof. We can define a W -action on Z as follows,
si(j) =


j if j 6≡ i, i+ 1(mod n),
j + 1 if j ≡ i(mod n),
j − 1 if j ≡ i+ 1(mod n);
τi(j) =
{
j if j 6≡ i(mod n),
j + n if j ≡ i(mod n).
It is easy to check that this action defines an isomorphism between W and W∗.
The lemma is proved.
We shall identify W and W∗ using the above isomorphism.
Lemma 2.1.2. The permutation ω : Z→ Z, i→ i+ 1 for all i, is in W .
Proof. It is clear from the definition.
2.1.3. The following are some simple properties of the extended affine Weyl group
W .
(a) The center of W is generated by ωn.
(b) ωsi = si+1ω, where s0 is defined by s0(0) = 1, s0(1) = 0, s0(i) = i if i 6≡
0, 1(mod n), and si = sj if i ≡ j(mod n).
(c) Let Ω be the subgroup ofW generated by ω andW ′ the subgroup ofW generated
by all si. Then Ω is an infinite cyclic group and W
′ is an affine Weyl group of type
A˜n−1. Moreover we have W ≃ Ω⋉W ′.
(d) We have τi = ωsi−2si−3 · · · s0sn−1 · · · si if i ≥ 2 and τ1 = ωsn−1sn−2 · · · s1.
Note that the length of τi is n− 1.
(e) As a special case of the length formula in [IM], we have
l(w) =
∑
1≤i<j≤n
∣∣∣∣
[
w(j) − w(i)
n
]∣∣∣∣ ,
where [h] is the integer part of h (recall that 0 ≤ h− [h] < 1). For a direct proof of
the formula, see [S, Lemma 4.2.2].
(f) Let w ∈ W . Then w(k) < w(k + 1) if and only if w ≤ wsk, see [S, Corollary
4.2.3].
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2.2. Cells
The cells in W have a beautiful combinatorial description, conjectured by
Lusztig and proved by Shi. In this section we recall the description of cells of
W in [S, L3].
Following Shi we define chains and antichains. More precisely we refine slightly
his definition by defining d-chains, d-antichains, r-chains and r-antichains.
Let w be an element of W and j1, j2, · · · , jk be integers. We call j1, j2, · · · , jk
a d-chain of w of length k and w(j1), ..., w(jk) an r-chain of w of length k if
(1) j1 < j2 < · · · < jk,
(2) ji 6≡ ji′ (mod n) whenever 1 ≤ i 6= i′ ≤ k,
(3) w(j1) > w(j2) > · · · > w(jk),
here d-chain means domain chain and r-chain means range chain. Thus a d-chain
of W essentially is a subset of Z whose natural order is reversed by w.
A d-chain (resp. r-chain) family set of w of index q is a subset Y of Z such
that (1) elements in Y are noncongruent to each other modulo n, (2) Y is a disjoint
union of q d-chains (resp. r-chains) A1, ..., Aq of w. We also call {A1, ..., Aq} a
d-chain (resp. r-chain) family of W .
We call j1, j2, · · · , jk a d-antichain of w of length k and w(j1), ..., w(jk) an
r-antichain of w of length k if
(1) jk − n < j1 < j2 < · · · < jk, (then ji 6≡ ji′ (mod n) whenever 1 ≤ i 6= i′ ≤ k,)
(2) w(jk)− n < w(j1) < w(j2) < · · · < w(jk).
A d-antichain (resp. r-antichain) family set of w of index q is a subset
Y of Z such that (1) elements in Y are noncongruent to each other modulo n, (2)
Y is a disjoint union of q d-antichains (resp. r-antichains) A1, ..., Aq of w. We also
call {A1, ..., Aq} a d-antichain (resp. r-antichain) family of W .
Obviously if Y is an r-chain (resp. r-antichain) family set of w of index q, then
Y is a d-chain (resp. d-antichain) family set of w−1 of index q.
We shall regard W as the permutation group W∗ of Z. Following Lusztig we
associate a partition λ of n with an element w of W as follows. Let di be the
maximal one among the cardinalities of all d-chain family sets of w of index i.
Then d1 ≤ d2 ≤ · · · ≤ dn = n. According to [G, Th. 1.5], d1 ≥ d2 − d1 ≥ d3 − d2 ≥
· · · ≥ dn − dn−1. We call
λ(w) = (d1, d2 − d1, ..., dn − dn−1)
the partition associated with w. According to [S, L3], w ∼
LR
u if and only if
λ(w) = λ(u). Moreover the number of left cells in a two-sided cell corresponding to
a partition λ of n is nµ = n!/(µ1!µ2! · · ·µr′ !), where (µ1, ..., µr′) is the dual partition
of λ, see [S].
The dual partition of λ can be defined through antichains of w. Let d′i be the
maximal one among the cardinalities of all d-antichain family sets of w of index i.
Then d′1 ≤ d
′
2 ≤ · · · ≤ d
′
n = n. According to [G, Th. 1.5], d
′
1 ≥ d
′
2 − d
′
1 ≥ d
′
3 − d
′
2 ≥
· · · ≥ d′n − d
′
n−1. The partition
µ(w) = (d′1, d
′
2 − d
′
1, ..., d
′
n − d
′
n−1)
is the partition dual to the partition λ(w), see [G, Th. 1.6].
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Let c be the two-sided cell of W corresponding to a partition λ = (λ1, ..., λr)
of n. Denote by wλ the longest element of the subgroup of W generated by all
s1, ..., sλ1−1, sλ1+1, ..., sλ1+λ2−1, ..., sλ1+···+λr−1+1, ..., sλ1+···+λr−1.
Then wλ ∈ c and there is a unique left cell in c containing wλ, denoted by Γλ. We
shall write Γλ,i for the left cell containing ω
iwλω
−i. Set Φλ,i = Γ
−1
λ,i, this is a right
cell contained in c.
Denote by uλ the longest element of the subgroup of W generated by all
s1, ..., sλr−1, sλr+1, ..., sλr+λr−1−1, ..., sλr+···+λ2+1, ..., sλr+···+λ1−1.
Then uλ ∈ c and there is a unique left cell in c containing uλ, denoted by ∆λ. We
shall write ∆λ,i for the left cell containing ω
iuλω
−i. Set Ψλ,i = ∆
−1
λ,i. Note that the
intersection of the set Hλ in [S, 9.3] and c is contained in the union
⋃
1≤i≤n∆
−1
λ,i.
Lemma 2.2.1. Assume that w ∈ c. Then through a succession of left star oper-
ations and of right star operations on w we can get an element in Γλ,i ∩ Φλ,j for
some integers i, j.
Proof. It follows from Prop. 9.3.7, Theorem 1.6.3 (i) and Lemma 18.3.2 in [S].
Corollary 2.2.2. Assume that Γ is a left cell in c and Φ is a right cell in c. Then
Γ ∩Φ can be obtained by applying a succession of left star operations and of right
star operations on some Γλ,i ∩Φλ,j .
Since Γλ,i = Γλω
−i, the map w → ωjwω−i defines a bijection between Γλ∩Γ
−1
λ
and Γλ,i∩Φλ,j . Thus it is very fundamental to understand the properties of Γλ∩Γ
−1
λ .
Proposition 2.2.3. Let Γ be a left cell in c. Then there is a bijection φ : Γλ∩Γ
−1
λ →
Γ∩Γ−1 such that tw → tφ(w) defines an isomorphism between JΓλ∩Γ−1λ
and JΓ∩Γ−1 .
Proof. Using Corollary 2.2.2 and Lemma 18.3.2 in [S], we can find i such that
ωi(Γ ∩ Γ−1)ω−i is obtained from Γλ ∩ Γ
−1
λ by applying a succession of left star
operations and the corresponding right star operations. Using Prop. 1.5.1 we see
that the assertion is true.
2.3. The based ring Jc
In this section we will show that the based ring Jc of a two-sided cell c of W
is a matrix algebra over JΓ∩Γ−1 for any left cell Γ in c. This is the main result of
this chapter and is also one of the key steps of our proof of Lusztig Conjecture for
the structure of Jc.
Recall that for the two-sided cell c corresponding to a partition λ of n, we
have a unique left cell Γλ containing wλ. We number the left cells in c as Γλ =
Γ1,Γ2, ...,Γnµ , where nµ = n!/(µ1! · · ·µr′ !) and µ = (µ1, µ2, ..., µr′) is the dual
partition of λ = (λ1, ..., λr). Let Φi = Γ
−1
i be the right cell corresponding to Γi.
We would like to define a bijection φij between Aij = Φi ∩Γj and A11 = Φ1 ∩Γ1 =
Γ−11 ∩ Γ1.
There are several cases. First we suppose j = 1. Let l ≥ 1 be such that
ωlwλω
−l = wλ but ω
hwλω
−h 6= wλ for 1 ≤ h ≤ l − 1.
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(a) If Φi = ω
hΦ1 for some 0 ≤ h ≤ l − 1, then obviously ωhw → w defines a
bijection from Ai1 to A11.
(b) Now let Φi be arbitrary. Using [S, Prop.9.3.7], we can find hi between 0 and
l−1 such that Φi is obtained from Φ = ωhiΦ1 by a sequence of left star operations.
Such hi and sequence of left star operations are usually not unique. We fix such an
hi and the sequence of left star operations. Then Φi∩Γ1 is obtained from Φ∩Γ1 by
applying the sequence of left star operations. This of course establishes a bijection
between Φi∩Γ1 and Φ∩Γ1. Using (a) we then get a bijection between Φi ∩Γ1 and
A11 = Γ
−1
1 ∩ Γ1.
(c) Now for any Φi we have fixed an ω
hi and a sequence of left star operations.
Then Γi can be obtained from Γ1ω
−hi by applying the corresponding sequence of
right star operations. By this way and using (a) we get a bijection φij between Aij
and A11, cf. Lemma 2.2.1.
The following are some properties of the bijection φij : Aij → A11.
Lemma 2.3.1. (a) Let di be the distinguished involution inAii. Then φii(di) = wλ.
(b) Note that A−1ij = Aji. For x ∈ Aji we have φij(x
−1) = (φji(x))
−1.
Proof. Using Prop. 1.4.6 we see that (a) is true. (b) follows from (∗x⋆)−1 =
⋆(w−1)∗ and (ωxω−1)−1 = ωx−1ω−1.
We shall use E(tw, i, j) for any square matrix whose (i, j)-entry is tw and other
entries are 0.
Theorem 2.3.2. Let c be the two-sided cell of W corresponding to a partition λ
of n and µ the dual partition of λ.
(a)The map tw → tφii(w) induces a ring isomorphism from JΓi∩Γ−1i
to JΓλ∩Γ−1λ
.
(b) The based ring JΓλ∩Γ−1λ
is commutative.
(c) The map
tw → E(tφij(w), i, j), w ∈ Aij ,
defines an isomorphism from the based ring Jc toMnµ(JΓ−1
λ
∩Γλ
), the nµ×nµ matrix
algebra over the ring JΓ−1
λ
∩Γλ
.
Proof. (a) follows from Prop. 1.5.1 and its proof.
(b) Let Γc be the canonical left cell in c, i.e., Γc is a left cell in c and R(w) ⊆
{s0}. By [LX] we know that JΓc∩Γ−1c is commutative. Using (a) we see that (b) is
true.
(c) Note that for any ω, ω′, ω′′ in Ω and x, y, z in c we have
γx,y,z = γωxω′′,ω′′−1yω′,ωzω′ .
Let x ∈ Aij , y ∈ Ajk and z ∈ Aik. Using Theorem 1.4.5 repeatedly we get
γx,y,z = γφij(x),φjk(y),φik(z).
Combining this and 1.3 (a) we see that (c) is true.
The theorem is proved.
Remark: For Φi if we choose different hi and/or different sequence of left star
operations then we would usually get a different isomorphism in Theorem 2.3.2 (c).
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For instance, let n = 3 and c the two-sided cell of W corresponding to the
partition λ = (2, 1). We have sλ = s1. Let Φi (i = 0, 1, 2) be the right cell of
W containing si. Then c is the union of Φ0,Φ1 and Φ2. We have Φ0 = ω
2Φ1
and Φ2 = ωΦ1. Let ∗ = {s1, s0} and ⋆ = {s1, s2}. We also have Φ0 = ∗Φ1
and Φ2 =
⋆Φ1. In this example it is easy to see that different hi and/or different
sequences of left star operations usually lead to different isomorphisms in Theorem
2.3.2 (c).
Let λ be a partition of n and c the two-sided cell of W corresponding to λ. Let
µ be the dual partition of λ and u a unipotent element of GLn(C) whose Jordan
blocks are given by the partition µ. Denote by Fλ a maximal reductive subgroup of
the centralizer of u in GLn(C). According to Theorem 2.3.2 (c) and Lemma 2.3.1,
to prove the conjecture of Lusztig for Jc we only need to prove the following special
case of the conjecture.
Conjecture 2.3.3. There is a bijection π : Γ−1λ ∩ Γλ → IrrFλ such that
(a) The map tw → π(w) defines a ring isomorphism from JΓ−1
λ
∩Γλ
to RFλ .
(b) π(w−1) = π(w)∗ for any w ∈ Γ−1λ ∩Γλ. (Recall that π(w)
∗ is the dual of π(w).)
We will prove this conjecture in Chapter 8. To define the map π in 2.3.3 (a) we
need some properties of antichains. In the following section we give some discussions
to chains and antichains.
2.4. Chains and antichains
In Chapetr 5 we will define the map π in Conjecture 2.3.3 by means of r-
antichains. In this section we prove some results about chains and antichains which
will be used later. In this section w stands for an element of W .
Lemma 2.4.1. If i and j are in a d-chain (resp. a d-antichain) of w, then any
d-antichain (resp. d-chain) of w contains at most one of i+ an, j+ bn for any given
integers a, b.
Proof. Suppose that i < j are in a d-chain of w. Then w(i) > w(j).
Assume that i+ an and j + bn are in a d-antichain of w for some integers a, b.
If
j + (b − 1)n < i+ an < j + bn,
then we have b− a ≤ 0 since i < j. Thus
w(i + an) = w(i) + an > w(j + bn) = w(j) + bn
since w(i) > w(j). In this case i+an and j+ bn can not be in the same d-antichain
of w. If
i+ an > j + bn > i+ (a− 1)n,
then b− a ≤ −1 since i < j. Then we have
w(j + bn) = w(j) + bn < w(i + an− n) = w(i) + (a− 1)n
since w(i) > w(j). In this case i+an and j+bn are also not in the same d-antichain
of w.
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Suppose that i < j are in a d-antichain of w, then j − n < i and w(j) − n <
w(i) < w(j). Assume that i+ an and j+ bn are in a d-chain of w for some integers
a, b. If i+ an < j + bn, then b− a ≥ 0 since j − n < i. Thus
w(i + an) = w(i) + an < w(j + bn) = w(j) + bn
since w(i) < w(j). In this case i+ an and j + bn can not be in the same d-chain of
w. If i+ an > j + bn, then a− b ≥ 1 since i < j. Then we have
w(j + bn) = w(j) + bn < w(i + an) = w(i) + an
since w(i) > w(j)− n. In this case both i+ an and j + bn are also not in the same
d-chain of w.
The lemma is proved.
Corollary 2.4.2. If w(i) and w(j) are in an r-chain (resp. r-antichain) of w, then
any d-antichain (resp. d-chain) of w−1 contains at most one of w(i)+an,w(j)+ bn
for any given integers a, b.
Proof. Since w(i) and w(j) are in a d-chain (resp. d-antichain) of w−1, the
assertion follows from Lemma 2.4.1.
Lemma 2.4.3. If j1 < j2 < · · · < jk is a d-antichain of w of length k, then
jk − n < j1 < j2 < · · · < jk−1 is also a d-antichain of length k. (We shall say that
j1 < j2 < · · · < jk
and
ji − an < ji+1 − an < · · · < jk − an < j1 − (a− 1)n < · · · < ji−1 − (a− 1)n
are equivalent antichains for any integer a and 1 ≤ i ≤ k.)
Proof. Since
w(jk − n) = w(jk)− n > w(jk−1 − n) = w(jk−1)− n
and
jk − n > jk−1 − n,
we see that the lemma is true.
Proposition 2.4.4. Let w ∈W and µ = (µ1, ..., µr′) be the dual partition of λ(w).
Given any 1 ≤ k ≤ λ1 and any consecutive n integers Y = {a1, a1+1..., a1+n−1},
we can find a d-antichain family set of w of index k that is included in Y and has
cardinality µ1 + · · ·+ µk.
Proof. By definition we have a d-antichain family Z of w of index k that has
cardinality µ1 + · · ·+ µk. Using Lemma 2.4.3 we see that any d-antichain in Z is
equivalent to a d-antichain of w in Y . Noting that equivalent d-antichains have the
same congruence classes modulo n, we see that the required d-antichain family set
exists. The proposition is proved.
Of course this assertion is false for chain family set. For instance, if w(i) =
n−i+1+2(i−1)n for 1 ≤ i ≤ n, then λ(w) = (n) since n < n−1+n < n−2+2n <
· · · < 1+ (n− 1)n is a d-chain of w of length n. But {1, 2, ..., n} is not a d-chain of
w.
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Let w ∈ W and λ(w) = (λ1, ..., λr). Assume that the dual partition of λ(w)
is µ(w) = (µ1, ..., µr′). We call a subset Y of Z a complete d-chain (resp. d-
antichain) set of w if
(1) Y contains n numbers and any two numbers in Y are noncongruent modulo n,
(2) Y is a disjoint union of r d-chains (resp. r′ d-antichains) of w of length λ1, ..., λr
(resp. µ1, ..., µr′) respectively.
Similarly we define complete r-chain sets and complete r-antichain sets
of w.
Definition 2.4.5. Let w ∈W and µ = (µ1, ..., µr′) the dual partition of λ(w). We
say that {A1, ..., Ak} is a complete d-antichain family of w if the following four
conditions are satisfied:
(1) all Ai are d-antichains of w,
(2) k = r′,
(3) the cardinality of Ai is µi for all i,
(4) the union of all Ai is {1, 2, ..., n}. (Necessarily Ai ∩ Aj = ∅ if i 6= j.)
We say that {w(A1), ..., w(Ar′ )} is a complete r-antichain family of w if
{A1, ..., Ar′} is a complete d-antichain family of w.
2.4.6. Example: Let λ = (λ1, ..., λr) be a partition of n. Then wλ has a complete
d-antichain family. In fact, for given 1 ≤ i ≤ λ1, let 1 ≤ hi ≤ r be such that i ≤ λhi
but i ≥ λhi+1 (we set λr+1 = 0). Then define
Ai = {i, λ1 + i, λ1 + λ2 + i, ..., λ1 + · · ·+ λhi−1 + i}.
It is easy to see that A1, ..., Aλ1 form a complete d-antichain family of wλ.
In general, an element in W does not have a complete d-antichain family.
For example, let n = 6 and (w(1), w(2), w(3), w(4), w(5), w(6)) = (6, 3, 10, 7, 8, 11).
Then w ∈ Γλ, here λ = (2, 2, 1, 1), and w does not have any complete d-antichain
family. (I am grateful to the referee for providing a similar example.)
2.5. Star operations for W
In this section we give a result (see Lemma 2.5.2) about the star operation.
The following result is a partial generalization of [S, Corollary 4.2.3].
Lemma 2.5.1. Let s ∈ S be a simple reflection and w ∈ W . Suppose a < b and
w(a) > w(b). Then sw(a) > sw(b) if sw ≥ w.
Proof. Write
a = a1 + a2n and b = b1 + b2n,
where 1 ≤ a1, b1 ≤ n and a2, b2 ∈ Z. Set
w(i) = pi + rin, where 1 ≤ pi ≤ n, ri ∈ Z.
Assume that s = sk for some 1 ≤ k ≤ n− 1. Choose 1 ≤ jk, jk+1 ≤ n such that
w(jk) = k + ξn, w(jk+1) = k + 1 + ζn, ξ, ζ ∈ Z.
If i 6= jk, jk+1, then sw(i) = w(i) and pi 6= k, k + 1. Thus (pi − k)(pi − k − 1) > 0.
Therefore if 1 ≤ i < j ≤ n and either i or j is not in {jk, jk+1}, then∣∣∣∣
[
w(j) − w(i)
n
]∣∣∣∣ =
∣∣∣∣
[
sw(j) − sw(i)
n
]∣∣∣∣ .
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Now sw(jk) = k + 1 + ξn and sw(jk+1) = k + ζn. If jk > jk+1, we must have
ξ ≥ ζ + 1 since sw ≥ w. If jk < jk+1, we have ξ ≥ ζ for the same reason.
If neither a1 nor b1 is contained in {jk, jk+1}, then we have sw(a) = w(a) >
w(b) = sw(b). If a1 is either jk or jk+1 and b1 is not in {jk, jk+1}, then sw(a) is
either equal to
k + 1 + ξn+ a2n = w(a) + 1
or
k + ζn+ a2n = w(a)− 1,
and
sw(b) = w(b) = pb1 + rb1n+ b2n.
When sw(a) = w(a) − 1, we must have ζ + a2 > rb1 + b2 or ζ + a2 = rb1 + b2 and
k + 1 > pb1 since w(a) > w(b). But pb1 6= k, k + 1, so we have sw(a) > sw(b).
Similarly we see sw(a) > sw(b) if a1 6= jk, jk+1 and b1 is either jk or jk+1.
Now suppose {a1, b1} = {jk, jk+1}. If a1 = jk < jk+1 = b1, then
sw(a) = w(a) + 1 > w(b)− 1 = sw(b).
If a1 = jk+1 < jk = b1 then
sw(a) = k + ζn+ a2n = w(a) − 1
and
sw(b) = k + 1 + ξn+ b2n = w(b) + 1.
we must have ξ ≥ ζ+1 since sw ≥ w . Then ξ+ b2 > ζ+ a2 since b > a, but this is
impossible since w(a) > w(b). Thus we proved the lemma if s = sk, k = 1, 2, ..., n−1.
Assume that s = s0. Choose 1 ≤ j1, jn ≤ n such that
w(j1) = 1 + ξn, w(jn) = n+ ζn, ξ, ζ ∈ Z.
If i is not in {j1, jn}, then sw(i) = w(i) and pi 6= 1, n. Thus (pi − 1)(pi − n) < 0.
Therefore if 1 ≤ i < j ≤ n and {i, j} 6= {j1, jn}, then∣∣∣∣
[
w(j) − w(i)
n
]∣∣∣∣ =
∣∣∣∣
[
sw(j) − sw(i)
n
]∣∣∣∣ .
Note that sw(j1) = ξn and sw(jn) = n + 1 + ζn. If j1 > jn we must have
ξ ≤ ζ + 1 since sw ≥ w. If j1 < jn, we have ξ ≤ ζ for the same reason.
If neither a1 nor b1 is contained in {j1, jn}, then we have sw(a) = w(a) >
w(b) = sw(b). If a1 is either j1 or jn and b 6= j1, jn, then sw(a) is either
ξn+ a2n = w(a)− 1
or
n+ 1 + ζn+ a2n = w(a) + 1,
and
sw(b) = w(b) = pb1 + rb1n+ b2n.
We must have ξ + a2 > rb1 + b2 if sw(a) = w(a) − 1 since w(a) > w(b). But
pb1 6= 1, n, so we have sw(a) > sw(b). Similarly we see sw(a) > sw(b) if a1 6= j1, jn
and b1 is either j1 or jn.
Now suppose {a1, b1} = {j1, jn}. If a1 = jn < j1 = b1, then sw(a) = w(a)+1 >
w(b) − 1 = sw(b). If a1 = j1 < jn = b1 we must have ξ + a2 > ζ + b2 since
w(a) > w(b), but this is impossible since ξ ≤ ζ for the reason of sw ≥ w and
a2 ≤ b2.
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The lemma is proved.
Lemma 2.5.2. Let i ∈ Z and ∗ = {si, si+1}. We have
(a) Suppose that w(i) is between w(i + 1) and w(i + 2), then w is in DR(si, si+1).
Moreover,
w∗(a) =


w(a), if a 6≡ i+ 1, i+ 2(mod n),
w(i + 2), if a = i+ 1,
w(i + 1), if a = i+ 2.
(b) Suppose that w(i + 2) is between w(i) and w(i + 1), then w is in DR(si, si+1).
Moreover,
w∗(a) =


w(a), if a 6≡ i, i+ 1(mod n),
w(i + 1), if a = i,
w(i), if a = i+ 1.
Proof. (a) If w(i + 1) < w(i) < w(i + 2), using 2.1.3 (f) and Lemma 2.5.1
repeatedly we see w = usi for some u with usi ≥ u and usi+1 ≥ u. If w(i + 1) >
w(i) > w(i + 2), using 2.1.3 (f) and Lemma 2.5.1 repeatedly we see w = usisi+1
for some u with usi ≥ u and usi+1 ≥ u. Therefore w ∈ DR(si, si+1). In both
cases we have w∗ = wsi+1 so that w
∗(a) = w(a) if a 6≡ i + 1, i + 2(mod n), and
w∗(i+ 1) = w(i + 2), w∗(i+ 2) = w(i + 1).
The proof of (b) is similar. The lemma is proved.
CHAPTER 3
Canonical Left Cells
In section 2.3 we proved that JΓ∩Γ−1 is commutative for any left cell Γ of the
extended affine Weyl group W associated with GLn(C), using the fact that it is
true for canonical left cells. In this chapter we give some discussion to canonical left
cells in W . Although we do not really need the results here for our main purpose,
the discussion here maybe is helpful for understanding other types. In other types
the based ring JΓ∩Γ−1 is not commutative in general, one may see this from [X3,
Chapter 11], but it is always commutative when Γ is a canonical left cell (see [LX]).
Lusztig conjectured that JΓ∩Γ−1 ≃ RFc if Γ is a canonical left cell in a two-sided
cell c of an extended affine Weyl group (see [L8]). If this is true, maybe JΓ∩Γ−1
is a key to understand Jc. One more reason to consider canonical left cells is that
the intersection Γ ∩ Γ−1 has a good presentation if Γ is a canonical left cell (see
[LX]). This fact maybe can be used to prove that the bijection between the set of
two-sided cells of an extended affine Weyl group and the set of unipotent classes in
the corresponding algebraic group (see [L8]) preserves partial orders.
In section 3.1 we recall some reduced expressions for fundamental weights,
which can be found in [L2]. In section 3.2 we determine the right cell containing a
given dominant weight. In section 3.3 we discuss the shortest elements mx in the
double cosets W0xW0 for all dominant weights x. It is not so easy to describe the
partition associated withmx. In section 3.4 we describe the distinguished involution
in a canonical left cell of W .
3.1. The dominant weights
Let W be as in Chapter 2, that is, W is the extended affine Weyl group as-
sociated with GLn(C). Define xi = τ1τ2 · · · τi. Recall that X is the subgroup of
W generated by all τi. Then the set X
+ = {x ∈ X | l(w0x) = l(w0) + l(x)} of
dominant weights in W consists of the elements xa11 x
a2
2 · · ·x
an
n , a1, a2, ..., an−1 ∈ N
and an ∈ Z. For further investigation we need some reduced expression for xi, see
[L2],
x1 = ωsn−1sn−2 · · · s2s1
x2 = ω
2(sn−2sn−3 · · · s2s1)(sn−1sn−2 · · · s2)
...
xi = ω
i(sn−isn−i−1 · · · s1)(sn−i+1sn−i · · · s2) · · · (sn−1sn−2 · · · si)
...
xn−2 = ω
n−2(s2s1)(s3s2) · · · (sn−1sn−2)
xn−1 = ω
n−1s1s2 · · · sn−2sn−1
xn = ω
n.
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In particular, the length of xi is (n− i)i. From the reduced expressions we see
(a) l(xy) = l(x) + l(y) if x and y are in X+.
(b) xisi ≤ xi for 1 ≤ i ≤ n− 1 and sjxi = xisj ≥ xi if i 6= j.
(c) l(xisisi+1 · · · sn−1) = l(xi)− (n− i) for 1 ≤ i ≤ n− 1.
3.2. The right cell containing x ∈ X+
In this section we describe the partition associated with a dominant weight x in
W . This is equivalent to determine the right cell containing x. Let Γc be the unique
left cell contained in a two-sided cell c of W with R(Γc) ⊆ {s0}. For convenience
we set Φc = Γ
−1
c . Obviously we have
(a) If x is a dominant weight in W then x is contained in some Φc.
Let λ be a partition of n and µ = (µ1, µ2, ..., µr′) be the dual partition of λ.
Let c be the two-sided cell corresponding to λ.
Lemma 3.2.1. Keep the notation above. Let ν1, ..., νr′ be a permutation of
µ1, ..., µr′ . Set xν = xν1xν1+ν2 · · ·xν1+···+νr′ . Then xν ∈ Φc.
Proof. Set ν10 = 0 and ν1i = ν1+· · ·+νi for i = 1, 2, ..., r′. Define Vi = {ν1,i−1+
1, ν1,i−1+2, ..., ν1i} for i = 1, 2, ..., r′. For any a ∈ Vi we have xν(a) = a+(r′−i+1)n.
Thus Vi is a d-antichain of xν .
If a ∈ Vi, b ∈ Vj and i < j, then xν(a) > xν(b). Using Lemma 2.4.2 we see that
a + kn and b + ln can not be in the same d-antichain of xν for any integers k, l.
Therefore V1, V2, ..., Vr′ must form a complete d-antichain family of xν (see 2.4.5
for definition) and the corresponding partition is µ. So xν is in Φc.
Lemma 3.2.2. Let I be a subset of N = {1, 2, ..., n− 1}. Then
(a) The elements
∏
i∈I x
ai
i and xI =
∏
i∈I xi are contained in the same right cell of
W if all ai ≥ 1.
(b) The elements xkn
∏
i∈I x
ai
i ( ai ≥ 1, k ∈ Z) are contained in the right cell con-
taining xI .
Proof. We can find a partition µ = (µ1, ..., µr′) of n and a permutation ν1, ..., νr′
of µ1, ..., µr′ such that xIxn = xν (see Lemma 3.2.1 for definition). Let V1, ..., Vr′
be as in the proof of Lemma 3.2.1. Then we see that V1, ..., Vr′ form a complete
d-antichain family for both
∏
i∈I x
ai
i and xI if all ai ≥ 1. Therefore (a) is true. (b)
follows from (a) since xn is in the center of W . The lemma is proved.
The two lemmas show that it is easy to determine the right cell containing a
given dominant weight.
Examples:
(1) x1x2 · · ·xn−1 is contained in the lowest two-sided cell of W .
(2) xi and xn−i are contained in the same two-sided cell (we set x0 = e, the neutral
element ofW ). The partition corresponding to the two-sided cell is (2,2,...,2,1,...,1),
where 2 appears min{i, n− i} times.
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3.3. The elements mx
It is well known that W is the union of the double cosets W0xW0 (x ∈ X+).
For the double coset W0xW0 we have a unique element mx of minimal length. The
elements mx (x ∈ X+) are interesting since we have (see [LX])
(a)
⋃
Γc ∩ Γ−1c = {mx | x ∈ X
+}, where c runs through the set of two-sided cells
of W .
(b) mx 6= my if x, y are in X+ and x 6= y.
(c) Let w ∈ W . Then L(w) = R(w) ⊆ {s0} if and only if w = mx for some x ∈ X+.
Since xn = ω
n is in the center of W , we have
(d) mxxan = x
a
nmx = ω
anmx if x ∈ X+ and a is an integer.
In this section we work out an explicit form formx. Unfortunately the author is
unable to describe the left cell containingmx. Fix a subset I of N = {1, 2, ..., n−1}.
Recall xI =
∏
i∈I xi. We set mI = mxI .
Lemma 3.3.1. Let I be a subset of N and x =
∏
i∈I x
ai
i . Then mx = xx
−1
I mI if
ai ≥ 1 for all i.
Proof. Let y = x−1, yI = x
−1
I , and m
′
I = m
−1
I . Then l(sim
′
I) = 1 + l(m
′
I) for
1 ≤ i ≤ n− 1. Obviously we have
m′Iy
−1
I ysi ≥ m
′
Iy
−1
I y
for i = 1, 2, ..., n−1. Thus we only need to show that l(sim
′
Iy
−1
I y) = 1+ l(m
′
Iy
−1
I y)
for 1 ≤ i ≤ n− 1. Let w ∈W0 be such that yI = w−1m′I . Recall that R is the root
system of W . Let R+ be the set of positive roots in R and R− = −R+. We have
(see [IM])
l(siwyI) =
∑
siw(α)∈R−
α∈R+
|〈yI , α
∨〉+ 1|+
∑
siw(α)∈R+
α∈R+
|〈yI , α
∨〉|,
l(wyI) =
∑
w(α)∈R−
α∈R+
|〈yI , α
∨〉+ 1|+
∑
w(α)∈R+
α∈R+
|〈yI , α
∨〉|.
If siw ≥ w, we can find a unique β ∈ R+ such that siw(β) ∈ R− and w(β) ∈
R+. Then by the formulas above we have |〈yI , β∨〉+1| > |〈yI , β∨〉| since l(siwyI) >
l(wyI). Since 〈yI , β∨〉 ≤ 0, we necessarily have 〈yI , β∨〉 = 0. This implies that
〈y, β∨〉 = 0. By the length formulas for l(sim′Iy
−1
I y) = l(siwy) and for l(m
′
Iy
−1
I y) =
l(wy) we see l(sim
′
Iy
−1
I y) = 1 + l(m
′
Iy
−1
I y).
If siw ≤ w, we can find a unique β ∈ R+ such that siw(β) ∈ R+ and w(β) ∈
R−. Then by the formulas above we have |〈yI , β
∨〉+1| < |〈yI , β
∨〉| since l(siwyI) >
l(wyI). Since 〈yI , β∨〉 ≤ 0, we necessarily have 〈yI , β∨〉 < 0. This implies that
〈y, β∨〉 < 0. By the length formulas for l(sim′Iy
−1
I y) and for l(m
′
Iy
−1
I y) we see
l(sim
′
Iy
−1
I y) = 1 + l(m
′
Iy
−1
I y).
The lemma is proved.
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By the lemma above, to get an explicit form for mx we only need to get an
explicit form for mI . We need some notation. For 1 ≤ i ≤ j ≤ n − 1 we define
sij = sisi+1 · · · sj .
Lemma 3.3.2. Suppose I = {ak > ak−1 > · · · > a1} is a subset of N . Then we
have
mI = xIx
−1
a1
wkwk−1 · · ·w2ω
a1 ,
where wi = sai,n−1sai−1,n−2sai−2,n−3 . . . sai−1+1,n+ai−1−ai for i = k, k − 1, ..., 2.
Proof. It is easy to see that w = x−1a1 wkwk−1 · · ·w2ω
a1 is in W0. Therefore
z = xIw is in the double coset W0xIW0. Using the reduced expressions in 3.1 and
using 3.1 (a) and 3.1 (b), we see l(z) = l(xI) − l(w). Thus L(z) ⊆ L(xI) ⊆ {s0}.
We also need show that R(z) ⊆ {s0}. We can write down explicitly the action of z
on {1, 2, ..., n}, which is,
1 → ak + 1
2 → ak + 2
...
n− ak → n
n− ak + 1 → ak−1 + 1 + n
n− ak + 2 → ak−1 + 2 + n
...
n− ak−1 → ak + n
...
n− ai + 1 → ai−1 + 1 + ξin
n− ai + 2 → ai−1 + 2 + ξin
...
n− ai−1 → ai + ξin
...
n− a1 + 1 → 1 + ξ1n
n− a1 + 2 → 2 + ξ1n
...
n → a1 + ξ1n
where ξi = k − i + 1. In other words, we have z(n − ai + j) = ai−1 + j + ξin for
1 ≤ i ≤ k, 1 ≤ j ≤ ai − ai−1 (we set a0 = 0 and ak+1 = n). Thus z(i) > z(j) if
n ≥ i > j ≥ 1. Using Lemma 2.5.1 we see R(z) ⊆ {s0}.
The lemma is proved.
Examples:
(1) mN = xNw0.
(2) mxi = ω
i for all i. Thus mxki = x
k−1
i ω
i if k ≥ 1.
(3) Let n ≥ q ≥ p ≥ 1. If I = {q, q − 1, ..., p+ 1, p}, then
mI = xqxq−1 · · ·xp+1sq,n−1sq−1,n−1 · · · sp+1,n−1ω
p.
Lemma 3.3.3. Let I be a subset of {1, 2, ..., n− 1}. Suppose that x =
∏
i∈I x
ai
i
and ai ≥ 2 for all i in I. Then mx ∼
R
xI .
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Proof. We have mx = xx
−1
I mI . Now x ∼
R
xx−1I ∼
R
xI since ai ≥ 2 for all i, we
necessarily have mx ∼
R
xI since x ≤
R
mx ≤
R
xx−1I . The lemma is proved.
Let µ be the dual partition of λ. By Lemma 3.3.3 we know mx2µ = xµmxµ
is contained in the two-sided cell c corresponding to λ. Using Lemma 2.5.2 and
the table in the proof of Lemma 3.3.2, it is easy to find the sequence of right star
operations and i for passing Γc to ω
iΓλω
−i.
3.4. The distinguished involutions
Now we determine the distinguished involution in a canonical left cell. The
involutions look complicated.
Lemma 3.4.1. Suppose that mx (x ∈ X+) is a distinguished involution and
x = xa11 x
a2
2 · · ·x
an−2
n−2 x
an−1
n−1 x
an
n .
Then
(a) ai = an−i for all 1 ≤ i ≤ n− 1.
(b) a1 + 2a2 + · · ·+ (n− 1)an−1 + nan = 0.
Proof. (a) According to the proof of [LX, Theorem 3.5], we have m−1x =
mw0x−1w0 . The required assertion then follows from m
−1
x = mx, w0x
−1w0 =
x
an−1
1 x
an−2
2 · · ·x
a2
n−2x
a1
n−1x
an
n and 3.3 (b).
(b) Since mx ∈ W ′, we have x ∈ W ′. Using the reduced expressions in 3.1 we
see that (b) is true. Recall that W ′ is the subgroup of W generated by all simple
reflections s0, s1, ..., sn−1, see 2.1.3 (c).
The lemma is proved.
Theorem 3.4.2. The following elements are all distinguished involutions contained
in canonical left cells.
(a) ω−(a−1)nmxi1xi2 ···xia−1xn−ia−1 ···xn−i2xn−i1 ,
where 1 ≤ i1 < i2 · · · < ia−1 satisfies that ih+1 − ih − (ih−1 − ih−2) ≥ 0 for
h = 1, ..., a − 2, (we set i0 = i−1 = 0, ) and n − 2ia−1 − (ia−2 − ia−3) ≥ 0. The
associated partition is
(a, ..., a, a− 1, ..., a− 1, a− 2, ..., a− 2, ..., a− h, ..., a− h, ..., 2, ..., 2, 1, ..., 1),
where a appears i1 times, a − h appears ih+1 − ih − (ih−1 − ih−2) times for h =
1, 2, ..., a− 2, and 1 appears n− 2ia−1 − (ia−2 − ia−3) times.
(b) ω−2pnmx2i1x
2
i2
···x2ipx
2
n−ip
···x2n−i2
x2n−i1
,
where 1 ≤ i1 < i2 · · · < ip satisfies that ih+1−ih−(ih−ih−1) ≥ 0 for h = 1, ..., p−1,
(we set i0 = i−1 = 0, ) and n− 2ip − (ip − ip−1) ≥ 0. The associated partition is
(a, ..., a, a− 2, ..., a− 2, ..., a− 2h, ..., a− 2h, ..., 3, ..., 3, 1, ..., 1),
where a appears i1 times, a − 2h appears ih+1 − ih − (ih − ih−1) times for h =
1, 2, ..., p− 1, and 1 appears n− 2ip − (ip − ip−1) times, where a = 2p+ 1.
(c) ω−(p+r)nmx2i1x
2
i2
···x2ipxip+1 ···xirxn−ir ···xn−ip+1x
2
n−ip
···x2n−i2
x2n−i1
,
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where 1 ≤ i1 < i2 · · · < ip < ip+1 < · · · < ir satisfies that ih+1− ih− (ih− ih−1) ≥ 0
for h = 1, ..., p, (we set i0 = i−1 = 0, ) and ih+1 − ih − (ih−1 − ih−2) ≥ 0 for
p + 2 ≤ h ≤ r − 1, and n − 2ir − (ir−1 − ir−2) ≥ 0 if r ≥ p + 2, n − 2ip+1 ≥ 0 if
r = p+ 1. The associated partition is
(a, ..., a, a− 2, ..., a− 2p, ..., a− 2p, a− 2p− 1, ..., a− 2p− 1, ..., 2, ..., 2, 1, ..., 1),
where a appears i1 times, a − 2h appears ih+1 − ih − (ih − ih−1) times for h =
1, 2, ..., p, a − 2p − 1 appears ip+2 − ip+1 times if r ≥ p + 2, a − 2p − h appears
ip+h+1 − ip+h − (ip+h−1 − ip+h−2) times for h = 2, 3, ..., a − 2p − 2, 1 appears
n− 2ir − (ir−1 − ir−2) times if r ≥ p+ 2 and appears n− 2ip+1 times if r = p+ 1,
where a = p+ r + 1.
Proof. (a) According to the proof of 3.3.2, the action of
m = ω−(a−1)nmxi1xi2 ···xia−1xn−ia−1 ···xn−i2xn−i1
on {1, 2, ..., n} is given by the following table,
1 → n− i1 + 1− (a− 1)n
2 → n− i1 + 2− (a− 1)n
...
i1 → n− (a− 1)n
i1 + 1 → n− i2 + 1− (a− 2)n
i1 + 2 → n− i2 + 2− (a− 2)n
...
i2 → n− i1 − (a− 2)n
...
ij + 1 → n− ij+1 + 1− (a− 1− j)n
ij + 2 → n− ij+1 + 2− (a− 1− j)n
...
ij+1 → n− ij − (a− 1− j)n
...
ia−1 + 1 → ia−1 + 1
ia−1 + 2 → ia−1 + 2
...
n− ia−1 → n− ia−1
...
n− ij + 1 → ij−1 + 1 + (a− j)n
n− ij + 2 → ij−1 + 2 + (a− j)n
...
n− ij−1 → ij + (a− j)n
...
n− i1 + 1 → 1 + (a− 1)n
n− i1 + 2 → 2 + (a− 1)n
...
n → a1 + (a− 1)n
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Set i0 = 0. We define
ηjk =


ij−1 + k if 1 ≤ j ≤ a− 1, 1 ≤ k ≤ ij − ij−1
ia−1 + k if j = a, 1 ≤ k ≤ n− ia−1
n− i2a−j + k if a < j ≤ 2a− 1, 1 ≤ k ≤ i2a−j − i2a−1−j.
Then we have
m(ηjk) = η2a−j,k + (j − a)n
for 1 ≤ j ≤ 2a− 1 and all k.
We now define an order among all the pairs (j, k) for which ηjk are defined.
We say (j, k) < (j′, k′) if one of the following three cases happens, (1) j is even and
j′ is odd, (2) both j, j′ have the same parity and k < k′, (3) both j, j′ have the
same parity and j > j′, k = k′. It is easy to check that this defines a total order
on the set of such pairs (j, k). Arranging the pairs in the increasing order, then
we have a corresponding arrangement ξ1, ξ2, ..., ξn for all ηjk (i.e. if ξl = ηjk and
ξl′ = aj′k′ , then l < l
′ if and only if (j, k) < (j′, k′)). For a fixed j we denote by cj
the cardinality of the set consisting of all ηjk. Set
h =
∑
1≤j≤2a−3
(a− 1−
[
j
2
]
)cj .
We shall use ψj(w) for w
∗ if w ∈ DR(sj , sj+1) and ∗ = {sj, sj+1}. We also write
ψij(w) (i ≤ j) for ψiψi+1 · · ·ψj−1ψj(w) if the latter is defined. Using Lemma 2.5.2
we see thatm1 = ψi2+1,n−1(m) is well defined. Moreover l(m1) = l(m)−(n−i2−1)
and l(ψi2(m1)) = l(m1) + 1. Set m0 = m. Suppose for j = 1, ..., k − 1 (k ≥ 2) we
have defined mj = ψpj ,n+j−2(mj−1) with l(mj) = l(mj−1) − (n + j − pj − 1) and
l(ψpj−1(mj)) = l(mj)+1. Then we definemk = ψpk,n+k−2(mk−1), here pk is chosen
so that ψpk,n+k−2(mk−1) is well defined and l(mk) = l(mk−1) − (n + k − pk − 1)
and l(ψpk−1(mk)) = l(mk) + 1. By the conditions ih+1 − ih − (ih − ih−1) ≥ 0
and n− 2ia−1 − (ia−2 − ia−3) ≥ 0, such p1, p2, ..., pk exist. Continuing this process
we finally get an element m′ whose action on {h + 1, h + 2, ..., h + n} is given by
m′(h+ l) = m(ξl) + qn, where q = (a− 1−
[
j
2
]
) if ξl = ηjk. Thus we have
m′(h+ l) = η2a−j,k + (j − a)n+ (a− 1−
[
j
2
]
)n
if ξl = ηjk. Therefore we have
m′
−1
(ηjk) = h+ l − (2a− j − 1−
[
2a− j
2
]
)n,
where l is defined by ξl = η2a−j,k. Applying the same sequence of right star
operations ψp1,n−1, ψp2,n, ... (in the same order) to m
′−1 we get an element m′′
whose action on {h + 1, h + 2, ..., h + n} is the same as the action of wI on, here
I is a suitable subset of {h + 1, h+ 2, ..., h+ n}, and wI is the longest element of
the subgroup generated by all sj (j ∈ I). Moreover, λ(wI) is the partition in (a).
Using Prop. 1.4.6 we see that (a) is true.
(b) Using Lemma 3.3.1 and the proof of Lemma 3.3.2 we can write down ex-
plicitly the action on {1, 2, ..., n} of the element in (b). Then as the proof of (a)
we can see that the element in (b) is a distinguished involution and its associated
partition is the given one in (b).
3.4. THE DISTINGUISHED INVOLUTIONS 29
The proof for part (c) is similar.
The theorem is proved.
Examples:
The following elements are distinguished involutions, (1) ω−nmxixn−i (i ≤
n
2 ), (2)
ω−2nmx22x2n−2 , (3) ω
−3nmx21xixn−ix2n−1 (i ≤
n
2 ), (4) ω
−(n−1)n
×mx21x22···x2n−1 . The associated partitions are, (1) (2,...,2,1,...,1), where 2 appears i
times, (2) (3,3,1,...,1), (3) (4,2,...,2,1,...,1), where 2 appears i− 2 times, (4) (n).
CHAPTER 4
The Group Fλ and Its Representation
For later use we discuss the group Fλ and its representations in this chapter.
In section 4.1 we give an explicit description for the group Fλ. In section 4.2 we
give some facts about the representations of Fλ. For completeness we also supply
a few proofs although the facts are well known.
4.1. The group Fλ
Let W be as in Chapter 2, that is, W is the extended affine Weyl group as-
sociated with GLn(C). For each two-sided cell c of W we have a corresponding
partition λ of n. Let µ = (µ1, µ2, ..., µr′) be the dual partition of λ. Let u be a
unipotent element in GLn(C) whose Jordan blocks are determined by the partition
µ. Choose r′ ≥ j1 > j2 > · · · > jp ≥ 1 such that
(1) µj1 < µj2 < · · · < µjp ,
(2) for any 1 ≤ i ≤ r′ we have µi = µjk for some k.
Let
nk = #{i | 1 ≤ i ≤ r
′ and µi = µjk}.
Let CG(u) be the centralizer of u in G = GLn(C). Then the maximal reductive
subgroup Fλ = Fc of CG(u) is isomorphic to GLn1(C)×GLn2(C)× · · ·×GLnp(C).
We shall identify Fλ with GLn1(C)×GLn2(C)× · · · ×GLnp(C).
Examples:
(1) If λ = (n), then µ = (1, ..., 1). In this case Fλ = GLn(C).
(2) If λ = (1, ..., 1), then µ = (n). In this case Fλ ≃ C∗.
(3) If λ = (2, 1, ..., 1), then µ = (n− 1, 1). Thus we have Fλ ≃ C∗ × C∗ if n ≥ 3.
We define Zndom to be the set {(r1, r2, ..., rn) ∈ Z
n | r1 ≥ r2 ≥ · · · ≥ rn}. The
elements in Zndom will be called dominant elements in Z
n. It is well known that
the set IrrGLn(C) of isomorphism classes of irreducible rational representations of
GLn(C) is one to one corresponding to Z
n
dom.
Thus the set IrrFλ of isomorphism classes of irreducible rational representations
of Fλ is one to one corresponding to
Dom(Fλ) = Z
n1
dom × Z
n2
dom × · · · × Z
np
dom.
For an element ε = (ε11, ..., ε1n1 , ..., εp1, ..., εpnp) in Dom(Fλ) we also call εij the
(i, j)-component of ε.
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4.2. The representation ring of Fλ
For any algebraic group G we use RG for its (rational) representation ring.
We are interested in the representation ring RFλ . Since Fλ is isomorphic to a
direct product of the general linear groups GLni(C) (1 ≤ i ≤ p), we see that RFλ is
isomorphic to the tensor product (over Z) of the representation rings RGLni(C) (1 ≤
i ≤ p). Thus we are reduced to understand R = RGLn(C).
The structure of R is known. For our purpose we list some properties of R. We
shall identify X (resp. X+) with Zn (resp. Zndom) by identifying τi with the element
in Zn whose ith component is 1 and other components are 0. For any x ∈ X+, we
denote by V (x) an irreducible representation of GLn(C) with highest weight x.
(a) As a ring R is generated by V (x1), ..., V (xn−1), V (xn), V (x
−1
n ), see 3.1 for
definition of xi.
(a’) As a ring R is generated by V (x−1n ) and V (x
a
1) for a = 1, 2, ..., n.
(b) R is a free Z-module. The elements V (x) (x ∈ X+) form a Z-basis of R, and
the elements
V (x1)
a1V (x2)
a2 · · ·V (xn−1)
an−1V (xn)
an , a1, ..., an−1 ∈ N, an ∈ Z,
also form a Z-basis of R.
(b’) The elements
V (x1)
a1V (x21)
a2 · · ·V (xn−11 )
an−1V (xn)
an , a1, ..., an−1 ∈ N, an ∈ Z,
form a Z-basis of R.
(c) For 1 ≤ i ≤ n, the dimension of V (xi) is
(
n
i
)
.
(d) Each weight space of V (xi) has dimension one and the weight set of V (xi)
consists of all τk1τk2 · · · τki (1 ≤ k1 < k2 < · · · < ki ≤ n).
(e) Let x ∈ X+. Then
V (xi)⊗ V (x) ≃ ⊕τV (τx),
where τ runs through the set of weights of V (xi) such that τx ∈ X+.
Proof. Let δ = τn−11 τ
n−2
2 · · · τn−1. By (d), xτδ ∈ X
+ for any weight τ of V (xi).
Using the tensor product formula in [H, Ex. 24.9] we see that (e) is true.
(f) Let K be a ring. Assume that K is a free Z-module with a basis {tx | x ∈ X+}.
If for all i we have txitx =
∑
τ tτx, here τ runs through the set of weights of V (xi)
with τx ∈ X+, then we have a ring isomorphism between R and K defined by
V (x)→ tx.
Proof. It follows from (a), (b) and (e).
(g) Let x ∈ X+ and a ∈ N. Then
V (xa1)⊗ V (x) ≃ ⊕τV (τx),
where τ runs through the set of weights τa11 τ
a2
2 · · · τ
an
n of V (x
a
1) with
τaii τ
ai+1
i+1 · · · τ
an
n x ∈ X
+ for i = 1, 2, ..., n. (Note that each weight space of V (xa1) has
dimension one and the weight set of V (xa1) consists of all τ
a1
1 τ
a2
2 · · · τ
an
n , a1, ..., an ∈
N and a1 + a2 + · · ·+ an = a.)
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Proof. It follows from Littlewood-Richardson rule. When a = 2, we also can
see (g) using [H, Ex. 24.9].
Recently Littelmann generalized the rule to arbitrary types, see [Li].
(h) Let K be a ring. Assume that K is a free Z-module with a basis {tx | x ∈ X
+}.
If for all positive integers a we have txa
1
tx =
∑
τ tτx, here τ runs through the set of
weights τa11 τ
a2
2 · · · τ
an
n of V (x
a
1) with τ
ai
i τ
ai+1
i+1 · · · τ
an
n x ∈ X
+ for i = 1, 2, ..., n, then
we have a ring isomorphism between R and K defined by V (x)→ tx.
Proof. It follows from (a’), (b’) and (f).
CHAPTER 5
A Bijection Between Γλ ∩ Γ
−1
λ And IrrFλ
In this chapter we will establish a bijection between Γλ ∩ Γ
−1
λ and the set of
dominant weights of Fλ. This bijection gives rise to a bijection between Γλ∩Γ
−1
λ and
IrrFλ, that is in fact the bijection π in Conjecture 2.3.3. We use some r-antichains
of elements in Γλ∩Γ
−1
λ to define the bijection. To do this we show that each element
in Γλ∩Γ
−1
λ has a complete r-antichain family, see 2.4.5 for definition. The contents
of this chapter is as follows. In section 5.1 we show that each element in Γλ ∩ Γ
−1
λ
has a complete r-antichain family, see Theorem 5.1.12. In section 5.2 we define the
map ε from Γλ ∩Γ
−1
λ to the set of dominant weights of Fλ by means of r-antichains
of elements in Γλ ∩ Γ
−1
λ and give some discussions to the map. The main result of
this chapter is Theorem 5.2.6, which says that the map ε is bijective. In section
5.3 we prove the main theorem by describing elements of Γλ ∩ Γ
−1
λ . In section 5.4
we give some simple properties of elements in Γλ ∩ Γ
−1
λ . In section 5.5 we give
some elements in Γλ ∩ Γ
−1
λ , most of them correspond to fundamental weights. In
next 3 chapters we will show that this bijection provides the isomorphism between
JΓλ∩Γ−1λ
and the rational representation ring RFλ .
5.1. r-antichains of elements in Γλ ∩ Γ
−1
λ
Let λ be a partition of n. Recall that we have defined the element wλ in §2.2
and Γλ is the left cell ofW containing wλ. In this section we show that each element
in Γλ ∩Γ
−1
λ has a complete r-antichain family. This is a rather delicate result since
it does not hold even for some elements in Γλ, see the example in 2.4.6.
Let λ = (λ1, ..., λr) and µ = (µ1, ..., µr′) be its dual. Let n1, ..., np be as in 4.1.
The numbers n1, ..., np can be defined in another way. Choose 0 = r0 < r1 < r2 <
· · · < rk = r such that
λri+1 = λri+2 = · · · = λri+1 > λri+1+1 = · · · = λri+2
for i = 0, 1, ..., k − 2. Then k = p and ni = λri − λri+1 for all i = 1, 2, ..., p (we
understand that λrp+1 = 0).
Lemma 5.1.1. Let w ∈ Γλ. Define ei = λ1+λ2+ · · ·+λi for 1 ≤ i ≤ r and e0 = 0.
Then
(a) w(ei + 1) > w(ei + 2) > · · · > w(ei + λi+1) for i = 0, 1, ..., r − 1.
(b) Given 0 ≤ h < i ≤ r − 1 and 1 ≤ j ≤ λi+1, we have
w(ei + j) > w(eh + λh+1 − λi+1 + j).
In particular, we have
w(ei + j) > w(ei−1 + λi − λi+1 + j).
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(c) w(ei−1 + k + n) > w(ej + k) for j = i, i+ 1, ..., r − 1 and 1 ≤ k ≤ λj+1.
Proof. Since w ∈ Γλ, w = w1wλ for some w1 with l(w1wλ) = l(w1) + l(wλ).
Using Lemma 2.5.1 we see that (a) is true.
(b) Suppose that the assertion is not true. Then
w(ei + j) < w(eh + λh+1 − λi+1 + j).
Thus
w(1) > w(2) > · · · > w(λ1),
...
w(eh−1 + 1) > w(eh−1 + 2) > · · · > w(eh−1 + λh),
w(eh + 1) > w(eh + 2) > · · · > w(eh + λh+1 − λi+1 + j)
> w(ei + j) > · · · > w(ei + λi+1),
provides an r-chain family set of w of index h + 1. The cardinality of the set is
eh+1 + 1 since the lengths of the h + 1 r-chains of w in the r-chain family set are
λ1, ..., λh, λh+1 + 1 respectively. This contradicts that λ(w) = λ. (b) is proved.
Similarly we prove (c). The lemma is proved.
5.1.2. Given 1 ≤ j ≤ r and 1 ≤ k ≤ λj we set
ajk = ej−1 + k
and
Λj = {aj1, aj2, ..., ajλj }.
We have wλ(Λj) = Λj for all j = 1, 2, ..., r.
Before going further we give some discussions to complete r-antichian families.
Let w be in Γλ ∩ Γ
−1
λ and assume that w has a complete d-antichain family
(see 2.4.5 for definition). By the argument for Prop. 2.4.4, we may decompose the
set {1, 2, ..., n} into r′ d-antichains A1, A2, ..., Ar′ of w whose lengths are µ1, ..., µr′
respectively. By Lemma 5.1.1 and Lemma 2.4.1, any intersection Ai ∩ Λj contains
at most one element. Thus we have
5.1.2 (a) The d-antichain Al of w containing aij = ei−1+ j (1 ≤ i ≤ r, 1 ≤ j ≤ λi)
has length ≥ i.
The d-antichains A1, A2, ..., Ar′ form a complete d-antichain family Z of w and
w(A1), w(A2), ..., w(Ar′ ) form a complete r-antichain family of w, see §2.4.5 for
definition.
Let Z be a complete r-antichain family of w and µj1 < µj2 < · · · < µjp be as in
section 4.1. Then we have µji = ri. Thus Z contains ni r-antichains of w of length
ri. Let Bi1, ..., Bini be the r-antichains in Z of length ri. Let
bri,j + cri,jn > bri−1,j + cri−1,jn > · · · > b1,j + c1,jn
be elements in Bij , where 1 ≤ bk,j ≤ n and ck,j ∈ Z for all 1 ≤ k ≤ ri and
1 ≤ j ≤ ni.
Lemma 5.1.3. Let w be in Γλ∩Γ
−1
λ and assume that w has a complete r-antichain
family. Keep the notation in 5.1.2. For 1 ≤ j ≤ ni, let Cij be the set consisting of
all bk,j (1 ≤ k ≤ ri). Then Cij contains exactly one element of Λk if 1 ≤ k ≤ ri
and contains no element of Λk if k > ri.
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Proof. Using Corollary 2.4.2, any d-chain of w−1 contains at most one element
of Cij . But w
−1 is in Γλ, so Λh is a d-chain of w
−1 for h = 1, ..., r. Thus Λh ∩ Cij
contains at most one element for any h, i, j. Note that Cij contains ri elements,
ni = λri − λri+1 and h ≤ r = rp. Therefore Cpj contains exactly one element of
Λh for all h and 1 ≤ j ≤ np. This forces that each Cp−1,j (1 ≤ j ≤ np−1) contains
exactly one element of Λh if 1 ≤ h ≤ rp−1 and contains no element if h > rp−1.
Inductively we see that Cij contains exactly one element of Λk if 1 ≤ k ≤ ri and
contains no element of Λk if k > ri. The lemma is proved.
Lemma 5.1.4. Let w be in Γλ∩Γ
−1
λ and assume that w has a complete r-antichain
family. Keep the notation in 5.1.2. Given 1 ≤ i ≤ p and 1 ≤ j ≤ ni, if bri,j is in
Λk, then
(a) bri−h,j is in Λk−h for all 1 ≤ h < k, and bri−k−h,j is in Λri−h if 0 ≤ h < ri − k.
(b) cri,j = · · · = cri−k+1,j , and cri−k,j = · · · = c1,j = cri,j − 1.
Proof. (a) Let bq be the unique number in Cij ∩ Λq for 1 ≤ q ≤ ri. Then
bk = bri,j . We claim that bh = bri−h′,j for some 0 ≤ h
′ < k if 1 ≤ h ≤ k.
Otherwise, we have bh = bri−h′,j for some 1 ≤ h ≤ k and h
′ ≥ k. Then we can find
some k < q ≤ ri, 1 ≤ q
′ < k − 1 such that bq = bri−q′,j. Since
bri−q′,j = bq > bri,j = bk > bri−h′,j = bh
and
bri,j + cri,jn > bri−q′,j + cri−q′,jn > bri−h′,j + cri−h′,jn,
we see that
cri,j > cri−q′,j ≥ cri−h′ .
Thus
bri,j + cri,jn− bri−h′,j − cri−h′,jn > n.
This is impossible since Bij is an r-antichain of w. So bh = bri−h′,j for some
0 ≤ h′ < k if 1 ≤ h ≤ k.
For 1 ≤ q < q′ ≤ k, we then have 0 ≤ h, h′ ≤ k − 1 such that bq = bri−h,j
and bq′ = bri−h′,j . We claim that h > h
′. Otherwise, we have h < h′. Then
cri−h,j > cri−h′,j since bq < bq′ and bq+cri−h,jn > bq′+cri−h′,jn. Thus bk+cri,jn >
bq′ + cri−h′,jn+ n. This is impossible since Bij is an r-antichain of w. So we have
h > h′. Thus we have bq = bri−k+q,j if 1 ≤ q ≤ k. Similarly we see bq = bq−k,j if
k < q ≤ ri.
(b) The assertion follows from the fact that Bij is an r-antichain and (a).
The lemma is proved.
Now we are going to show that each element in Γλ ∩ Γ
−1
λ has a complete r-
antichain family. The way is long.
Definition 5.1.5. We say that w ∈ W is positive if w(m) is positive for any
positive integer m.
Lemma 5.1.6. Let w ∈ Γλ ∩ Γ
−1
λ be positive. If w(1) + · · ·+ w(n) = 1 + · · ·+ n,
then w = wλ.
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Proof. By Lemma 2.5.1 we only need to show that w(Λj) = Λj for all j =
1, ..., r. If the result is not true, we can find 1 ≤ j ≤ r such that w(Λi) = Λi for
i = 1, 2, ..., j − 1 and w(Λj) 6= Λj. Then there exists a in Λj such that w(a) = b is
in Λk for some r ≥ k > j.
Note that w−1 is also positive since 1 ≤ w(m) ≤ n whenever 1 ≤ m ≤ n. By
Lemma 5.1.1 we have
w−1(b) = a > w−1(ak−1,λk−1 ) > · · · > w
−1(a1,λ1) > 0.
Since a is in Λj , by our assumption on w, all the k elements in the above sequences
are contained in the union of Λ1, ...,Λj . Now k > j, we can find some 1 ≤ i ≤ j
such that Λi contains at least two elements in the above sequence. This contradicts
Corollary 2.4.2 since the above sequence is an r-antichain of w−1 and Λi is a d-chain
of w.
Therefore w(Λj) = Λj for all j = 1, 2, ..., r. The lemma is proved.
Lemma 5.1.7. Let w ∈ Γλ∩Γ
−1
λ be positive. Let aij ∈ Λi be such that w(aij) > n
and w(a) ≤ n if aij < a ≤ n. Then w(a) = wλ(a) if aij < a ≤ n.
Proof. Assume aij < a ≤ n and a ∈ Λk. We first show that w(a) is in Λk. We
use descend induction on k.
When k = r, by Lemma 5.1.1 and assumption on a we get
n ≥ w(a) > w(ar−1,λr−1 ) > · · · > w(a1,λ1 ) > 0.
Using Corollary 2.4.2 we can see that w(a) is in Λr and w(ak,λk ) is in Λk for
k = 1, 2, ..., r − 1.
Now suppose that w(b) is in Λl if b ∈ Λl for some k < l ≤ r. Using Lemma
5.1.1 we get
n ≥ w(a) > w(ak−1,λk−1 ) > · · · > w(a1,λ1) > 0.
Since w(Λl) = Λl whenever k < l ≤ r, using Corollary 2.4.2 we see that w(a) is
necessarily in Λk.
Now we show w(a) = wλ(a) if aij < a ≤ n. If a ∈ Λl for some i < l ≤ r, we
must have w(a) = wλ(a) since w(Λl) = Λl and w ∈ Γλ.
Assume aij < a ≤ n and a ∈ Λi. We only need to show that the two sets
A = {w(a) | aij < a < ai+1,1}
and
B = {wλ(a) | aij < a < ai+1,1}
are equal. If this is not true, then we can find aij < a, b < ai+1,1 such that
w(a) 6∈ B and wλ(b) 6∈ A. Since w(Λl) = Λl if l > i, we have w(a
′) = wλ(b) + cn
for some 1 ≤ a′ ≤ aij and integer c. Since w is positive, c is non-negative. We have
w(a) > wλ(b) since both w(a) and wλ(b) are in Λi and each number in Λri − B is
greater than any number in B. But
w−1(w(a)) = a > aij ≥ a
′ − cn = w−1(wλ(b)).
This contradicts that w−1 ∈ Γλ.
The lemma is proved.
Let w ∈ Γλ ∩ Γ
−1
λ and 1 ≤ a ≤ n. Assume that w(a) > n and w(b) ≤ n for all
a < b ≤ n. By Lemma 5.1.1 we see that a is Λri for some ri, see the beginning of
this section for the definition of ri.
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Lemma 5.1.8. Let w ∈ Γλ be positive and arij ∈ Λri . We can find ξk ∈ Λk for
k = 1, 2, ..., ri − 1 such that
w(arij) > w(ξri−1) > · · · > w(ξ2) > w(ξ1) > w(arij)− n.
Proof. Since w ∈ Γλ and λri > λri+1, we can find a d-antichain family set A
of w of index λri with cardinality µ1 + · · ·+ µλri . By Prop. 2.4.4 we may assume
that A is included in {1, 2, ..., n}. Let D1, ..., Dλri be the d-antichains of w in A.
Since Λk is a d-chain of w for any k, using Lemma 2.4.1 we see that A contains
at most λri elements of Λk for any k. Since A has cardinality µ1 + · · · + µλri , A
contains exactly λri elements of Λk if 1 ≤ k ≤ ri and contains all elements in Λk if
ri ≤ k ≤ r. Thus each d-antichain Dh (1 ≤ h ≤ λri) contains exactly one element
of Λk if 1 ≤ k ≤ ri and we can find a d-antichain Dl (1 ≤ l ≤ λri) that contains
arij . For 1 ≤ k < ri − 1, let ξk be the unique element in Dl ∩Λk. Then the chosen
ξk’s satisfy our requirement. The lemma is proved.
5.1.9. Let w ∈ Γλ ∩ Γ
−1
λ be positive and arij ∈ Λri . Assume that w(arij) > n and
w(b) ≤ n for all arij < b ≤ n. We want to define a positive element u in Γλ ∩ Γ
−1
λ
with u(1) + · · ·+ u(n) = w(1) + · · ·+ w(n)− n.
Set w(ak,λk+1) = −∞ for all k. Choose 1 ≤ j1 ≤ λ1 such that w(a1j1 ) >
w(arij)− n but w(a1,j1+1) < w(arij)− n if j1 + 1 ≤ λ1. Then choose 2 ≤ jk ≤ λk
for k = 1, 2, ..., ri − 1 such that
w(ak,jk ) > w(ak−1,jk−1 ) > w(ak,jk+1)
for k = 2, 3, ..., ri − 1. According to Lemma 5.1.8, akjk (1 ≤ k ≤ ri − 1) exists.
Finally let jri = j. For simplicity we set
ak = akjk for k = 1, ..., ri.
Lemma 5.1.10. Keep the notation above. Then w(ari) > w(ari−1).
Proof. According to Lemma 5.1.8 we can find ξk (1 ≤ k ≤ ri − 1) in Λk such
that w(ari) > w(ξri−1) > · · · > w(ξ1) > w(ari )−n. By the definition of ak we have
w(ξk) ≥ w(ak) for k = 1, 2, ..., ri − 1. Therefore w(ari) > w(ari−1). The lemma is
proved.
Keep the notation in 5.1.9. Now we define u by
u(a) =


w(ari)− n if a = a1,
w(ak−1) if a = ak, 2 ≤ k ≤ ri,
w(a) if a 6≡ ak(mod n), for all 1 ≤ k ≤ ri.
Clearly u is positive and u(1) + · · ·+ u(n) = w(1) + · · ·+ w(n)− n.
Lemma 5.1.11. Let u be as above. Then u is in Γλ ∩ Γ
−1
λ .
Proof. We shall prove (1) l(u) = l(uwλ)+ l(wλ), (2) l(u
−1) = l(u−1wλ)+ l(wλ),
(3) λ(u) = λ.
Write
w(ak) = bk + ckn, 1 ≤ bk ≤ n, ck ∈ Z.
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Then bk ∈ Λqk for some 1 ≤ qk ≤ ri, since by Lemma 5.1.7, w(Λq) = Λq if
ri < q ≤ r. We also have cri ≥ 1 since w(ari) > n.
By Lemma 5.1.10 and the definition of w(ak), we see that w(a1), ..., w(ari) form
an r-antichain of w. Note that w ∈ Γλ ∩Γ
−1
λ . By Lemma 5.1.7, w(Λq) = wλ(Λq) =
Λq whenever q > ri. Using Corollary 2.4.2 we see that each Λq (1 ≤ q ≤ ri) contains
exactly one bk (1 ≤ k ≤ ri). As in the proof of Lemma 5.1.4 we get
(∗) If bri is in Λk, then (a) bri−h is in Λk−h for all 1 ≤ h < k, and bri−k−h is in
Λri−h if 0 ≤ h < ri − k; (b) cri = · · · = cri−k+1, and cri−k = · · · = c1 = cri − 1.
(1) By the definition of u and using Lemma 2.5.1, to check l(u) = l(uwλ)+l(wλ),
we only need to verify that w(ari−1) > w(ari,j+1). If bri is not in Λ1, then cri−1 =
cri ≥ 1. In this case we have
w(ari−1) > w(ari,j+1) = wλ(ari,j+1).
If bri is in Λ1, then bri−1 is in Λri and cri−1 = cri − 1. Since
w−1(bri−1) = ari−1 − (cri − 1)n < w
−1(w(ari,j+1)) = ari,j+1,
w−1 ∈ Γλ and w(ari,j+1) = wλ(ari,j+1) is in Λri (cf. Lemma 5.1.7), we have
bri−1 > w(ari,j+1). Therefore
w(ari−1) = bri−1 + (cri − 1)n > w(ari,j+1),
We have proved that l(u) = l(uwλ) + l(wλ).
(2) Now we show that l(u−1wλ) = l(u
−1)− l(wλ). We have
u−1(b) =


a1 − (cri − 1)n if b = bri ,
ak+1 − ckn if b = bk, 1 ≤ k ≤ ri − 1,
w−1(b) if b 6≡ bk(mod n), for all 1 ≤ k ≤ ri.
Let b > b′ be in the same Λq for some q. We need to show that u
−1(b) < u−1(b′).
Note that w−1(b) < w−1(b′) since w−1 ∈ Γλ. When both b, b′ are different from
any bk, we have
u−1(b) = w−1(b) < w−1(b′) = u−1(b′).
If b > b′ = bk for some k, then b 6= bh for any 1 ≤ h ≤ ri since b, b′ are in the same
Λq. Then we have
u−1(b′) = u−1(bk) > w
−1(bk) > w
−1(b) = u−1(b).
Now suppose that bk = b > b
′. Then b′ 6= bh for any 1 ≤ h ≤ ri since b, b′ are
in the same Λq. Since w
−1 ∈ Γλ we have
w−1(bk) = ak − ckn < w
−1(b′) = a− cn,
where 1 ≤ a ≤ n and c ∈ Z. Thus ck ≥ c.
Assume that ck > c. When 1 ≤ k ≤ ri − 1, we have
u−1(bk) = ak+1 − ckn < a− cn = w
−1(b′) = u−1(b′)
.
Now suppose that k = ri. We have
u−1(bk) = u
−1(bri) = a1 − (cri − 1)n.
We claim that a1 < a. Assume that a ∈ Λl. If l > 1 we of course have a1 < a.
Now suppose that l = 1. To see that a1 < a in this case it suffices to show that
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w(a) < w(a1) since a, a1 are in Λ1 and w ∈ Γλ. If bri = bk is in Λri , by (∗) we
have c1 = cri . In this case we have w(a) = b
′ + cn < w(a1) = b1 + c1n since
c < ck = cri = c1. If bri ∈ Λh for some 1 ≤ h ≤ ri − 1, then b1 ∈ Λh+1, so
b1 > bri > b
′. In this case we also have w(a) = b′ + cn < w(a1) = b1 + c1n since
c ≤ cri − 1 = ck − 1 = c1. We have seen that a1 < a when k = ri. Noting that
ck − 1 ≥ c, therefore if k = ri we also have
u−1(bk) = a1 − (ck − 1)n < a− cn = u
−1(b′).
Assume that ck = c. Then ak < a. Suppose a ∈ Λl. Since b = bk, b′ are in the
same Λq, by (∗), we have
w(ak−1) = bk−1 + ck−1n < w(a) = b
′ + cn < w(ak) = bk + ckn.
By the definition of ak, we see that a is not in Λk. Thus 1 ≤ k < l. When l > k+1,
we have a > ak+1, so in this case
u−1(bk) = ak+1 − ckn < a− cn = w
−1(b′) = u−1(b′).
If l = k + 1, since
w(ak+1) = bk+1 + ck+1n > w(ak) = bk + ckn > b
′ + cn = w(a)
and w ∈ Γλ, we have a > ak+1. In this case we also have
u−1(bk) = ak+1 − ckn < a− cn = w
−1(b′) = u−1(b′).
We have showed that l(u−1wλ) = l(u
−1)− l(wλ).
(3) Now we prove λ(u) = λ. By (1) we see λ(u) ≥ λ. If we can show λ(u) ≤ λ,
then we are forced to have λ(u) = λ.
Let {A1, A2, ..., Aj} be an r-chain family of u (see §2.2 for definition). If we
can construct an r-chain family {B1, B2, ..., Bj} of w such that the cardinalities of
A1 ∪ · · · ∪ Aj and B1 ∪ · · · ∪ Bj are the same, then we are done since it implies
λ(u) ≤ λ(w) = λ. Note that u(a1), ..., u(am) form an r-antichain of u. According
to Corollary 2.4.2, we have
(⋆1) each Ak contains at most one element of the set H = {w(am) + ln | 1 ≤ m ≤
ri, l ∈ Z} = {u(am) + ln | 1 ≤ m ≤ ri, l ∈ Z}.
Since A1, ..., Aj form an r-chain family of u, we have
(⋆2) for any 1 ≤ m ≤ ri, at most one element of the set Hm = {w(am)+ ln | l ∈ Z}
is contained in the union A1 ∪ · · · ∪ Aj .
Assume that Ak contains some element of H if 1 ≤ k ≤ h and Ak does not
contain any element of H if h + 1 ≤ k ≤ j. Then Ah+1, ..., Aj are also r-chains of
w. Set Bk = Ak if h+ 1 ≤ k ≤ j.
Now we consider the r-chains A1, ..., Ah of u. Assume that w(amk) + lkn (1 ≤
k ≤ h) is contained in Ak. It is no harm to assume lk = 0 for k = 1, ..., h.
Otherwise we may replace Ak by {u(a)− lkn | u(a) ∈ Ak}. We may further assume
mh > mh−1 > · · · > m1.
Let
u(bk1) > · · · > u(bkqk) > u(amk) > u(bk,qk+2) > · · ·
be the elements in Ak. We have two cases.
Case 1. For any 1 ≤ k ≤ h, if bkqk exists, (that is, u(amk) is not the greatest
number in Ak,) then bkqk is in Λmk .
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Case 2. We can find some 1 ≤ k ≤ h such that bkqk exists and bkqk is not in Λmk .
Set ari+1 = a1 + n.
Assume that we are in case 1. By (⋆1), (⋆2), the definition of amk and Lemma
5.1.10, we see u(bkqk) > u(amk+1) > u(amk) if u(bkqk) exists. Let Bk (1 ≤ k ≤ h)
be the set consisting of the elements
u(bk1) > · · · > u(bkqk) > u(amk+1) > u(bk,qk+2) > · · · .
Note that Λmk is a d-chain of u. By the definition of u we see that B1, ..., Bh are
r-chains of w. Clearly B1, ..., Bj form an r-chain family of w and the cardinalities
of A1 ∪ · · · ∪ Aj and B1 ∪ · · · ∪Bj are the same.
Now assume that we are in case 2. Let k (1 ≤ k ≤ h) be the maximal such
that either bkqk does not exist or bkqk exists and is not in Λmk . We claim that Ak
is an r-chain of w. When mk > 1, this is clear since Λmk−1 is a d-chain of w. When
mk = 1, we necessarily have k = 1 since m1 < · · · < mh−1 < mh. Noting that
u(a1) is positive and u(b) = w(b) = wλ(b) if arij < b ≤ n (cf. Lemma 5.1.7), we
see b1q1 < arij − n since b1q1 is not in Λ1 when b1q1 exists. Therefore Ak is also an
r-chain of w when k = 1.
If k > 1, we would like to construct two r-chains A′k−1, A
′
k of w from Ak−1, Ak
such that A′k−1 ∪ A
′
k and Ak−1 ∪ Ak have the same cardinality.
If bk−1,qk−1 does not exist or bk−1,qk−1 is not in Λmk−1 when it exists, we set
A′k−1 = Ak−1 and A
′
k = Ak.
Now assume that bk−1,qk−1 exists and is in Λmk−1 .
If mk−1 < mk − 1, we set A′k−1 = (Ak−1 − {u(amk−1)}) ∪ {u(amk−1+1)} and
A′k = Ak.
Suppose that mk−1 = mk− 1 and bk−1,qk−1 is in Λmk−1 . If bkqk exists and is in
Λmk−1 , we choose 1 ≤ pk ≤ qk and 1 ≤ pk−1 ≤ qk−1 such that both bk−1,pk−1 and
bkpk are in Λmk−1 = Λmk−1 but neither bk−1,pk−1−1 nor bk,pk−1 is in Λmk−1 . We
can move all elements in the intersection of u(Λmk−1) = u(Λmk−1) and Ak−1 ∪ Ak
to Ak and form two sets A
′
k, A
′
k−1 as follows. If u(bkpk) > u(bk−1,pk−1), we set
A′k = Ak ∪ {u(bk−1,pk−1), ..., u(bk−1,qk−1)},
A′k−1 = Ak−1 − {u(bk−1,pk−1), ..., u(bk−1,qk−1 )}.
If u(bkpk) < u(bk−1,pk−1), let A
′
k be the set consisting of
u(bk−1,1), u(bk−1,2), ..., u(bk−1,qk−1),
u(bkpk), ..., u(bkqk), u(amk), u(bk,qk+2), ...,
and let A′k−1 be the set consisting of
u(bk1), ..., u(bk,pk−1), u(amk−1), u(bk−1,qk−1+2), ....
Suppose thatmk−1 = mk−1 and bk−1,qk−1 is in Λmk−1 . If bkqk does not exist or
bkqk exists but bkqk is not in Λmk−1 , we choose 1 ≤ pk−1 ≤ qk−1 such that bk−1,pk−1
is in Λmk−1 = Λmk−1 but bk−1,pk−1−1 is not in Λmk−1 . We can move all elements
in the intersection of u(Λmk−1) = u(Λmk−1) and Ak−1 to Ak and form two sets
A′k, A
′
k−1 as follows. If bkqk does not exist or bkqk exists and u(bkqk) > u(bk−1,pk−1),
we set
A′k = Ak ∪ {u(bk−1,pk−1), ..., u(bk−1,qk−1)},
A′k−1 = Ak−1 − {u(bk−1,pk−1), ..., u(bk−1,qk−1 )}.
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If bkqk exists and u(bkqk) < u(bk−1,pk−1), let A
′
k be the set consisting of
u(bk−1,1), u(bk−1,2), ..., u(bk−1,qk−1), u(amk), u(bk,qk+2), ...,
and let A′k−1 be the set consisting of
u(bk1), ..., u(bkqk), u(amk−1), u(bk−1,qk−1+2), ....
It is easy to see that in any case A′k−1 and A
′
k are r-chains of w. Moreover
A′k−1 ∪ A
′
k and Ak−1 ∪ Ak have the same cardinality. If k − 1 > 1, for the pair
A′k−1, Ak−2, we apply the same process, then we get two r-chains A
′′
k−1, A
′
k−2 of w
such that A′′k−1 ∪ A
′
k−2 and A
′
k−1 ∪ Ak−2 have the same cardinality. Continuing
this procedure, we get k r-chains A′k, A
′′
k−1, ..., A
′′
2 , A
′
1 of w. From the construction
we see that each of the r-chains A′k, A
′′
k−1, ..., A
′′
2 , A
′
1 of w contains some u(am) with
1 ≤ m ≤ mk.
When h = k > 1, we set Bk = A
′
k, Bk−1 = A
′′
k−1, ..., B2 = A
′′
2 , B1 = A
′
1.
When h = k = 1, we set B1 = A1.
Now assume 1 ≤ k < h. Recall that we are in case 2 and Ak is also an r-chain
of w. When k > 1, we have constructed k r-chains A′k, A
′′
k−1, ..., A
′′
2 , A
′
1 of w. If
k = 1 we set A′1 = A1. By our assumption on k, for any k + 1 ≤ l ≤ h, blql exists
and blql is in Λl. If mh < ri or u(a1) is not in A
′
1, then let Bl (k + 1 ≤ l ≤ h) be
the set consisting of the elements
u(bl1) > · · · > u(blql) > u(aml+1) > u(bl,ql+2) > · · · .
And we set Bk = A
′
k, Bk−1 = A
′′
k−1, ..., B2 = A
′′
2 , B1 = A
′
1.
Assume that mh = ri and u(a1) is in A
′
1. We construct two r-chains A
′′
1 , A
′
h of
w as follows.
Note that bhqh exists and is in Λmh = Λri . Let
u(c1) > · · · > u(cq) > u(a1) > u(cq+2) > · · ·
be the elements in A′1, and
u(d1) > · · · > u(dq′ ) > u(ari) > u(dq′+2) > · · ·
be the elements in Ah. We have dq′ = bhqh .
Note that u(a1) is positive. We have cq < arij −n if u(cq) exists, since A
′
1 is an
r-chain of w and u(b) = w(b) = wλ(b) if arij < b ≤ n (cf. Lemma 5.1.7). If cq exists
and cq+n is in Λri , we choose 1 ≤ p ≤ q and 1 ≤ p
′ ≤ q′ such that both cp+n and
dp′ are in Λri = Λmh but neither cp−1+n nor dp′−1 is in Λri. If u(cp+n) > u(dp′),
we set
A′′1 = A
′
1 ∪ {u(dp′ − n), ..., u(dq′ − n)},
A′h = Ah − {u(dp′), ..., u(dq′ )}.
If u(cp + n) < u(dp′), let A
′′
1 be the set consisting of
u(d1 − n), u(d2 − n), ..., u(dq′ − n), u(cp), ..., u(cq), u(a1), u(cq+2), ...,
and let A′h be the set consisting of
u(c1 + n), ..., u(cp−1 + n), u(amh), u(dq′+2), ....
If cq does not exist or cq exists but cq + n is not in Λri , we choose 1 ≤ p
′ ≤ q′
such that dp′ is in Λri = Λmh but dp′−1 is not in Λri . If cq does not exists or cq
exists and u(cq + n) > u(dp′), we set
A′′1 = A
′
1 ∪ {u(dp′ − n), ..., u(dq′ − n)},
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A′h = Ah − {u(dp′), ..., u(dq′ )}.
If cq exists and u(cq + n) < u(dp′), let A
′′
1 be the set consisting of
u(d1 − n), u(d2 − n), ..., u(dq′ − n), u(a1), u(cq+2), ...,
and let A′h be the set consisting of
u(c1 + n), ..., u(cq + n), u(amh), u(dq′+2), ....
It is easy to see that in any case A′′1 and A
′
h are r-chains of w. Moreover A
′′
1∪A
′
h
and A′1∪Ah have the same cardinality. If k < h−1, for the pair A
′
h, Ah−1, we apply
the same process as that for Ak, Ak−1 (in the case k > 1), then we get two r-chains
A′′h, A
′
h−1 of w such that A
′′
h ∪ A
′
h−1 and A
′
h ∪ Ah−1 have the same cardinality.
Continuing this procedure, we get h − k r-chains A′′h, A
′′
h−1, ..., A
′′
k+2, A
′
k+1 of w.
From the construction we see that each of the h − k r-chains of w contains some
u(am) with mk < m ≤ ri. We set Bh = A′′h, ..., Bk+2 = A
′′
k+2, Bk+1 = A
′
k+1, and
Bk = A
′
k, Bk−1 = A
′′
k−1, ..., B2 = A
′′
2 , B1 = A
′′
1 .
From the construction it is clear that in any case B1, ..., Bj form an r-chain
family of w and the cardinalities of A1 ∪ · · · ∪ Aj and B1 ∪ · · · ∪Bj are the same.
The lemma is proved.
Now we are in the position to state the main result of this section.
Theorem 5.1.12. Each element of Γλ ∩ Γ
−1
λ has a complete r-antichain family.
Proof. Let w be an element in Γλ ∩ Γ
−1
λ . We need show that w has a complete
r-antichain family. We show the result first in the case when w is positive (see 5.1.5
for definition), and then in general.
Suppose that w is positive. We use induction on the sum E(w) = w(1) + · · ·+
w(n). When E(w) = 1+ · · ·+n, by Lemma 5.1.6, w = wλ. According to 2.4.6, the
result is true
Now suppose that E(w) > 1 + · · · + n and the result is true if u ∈ Γλ ∩ Γ
−1
λ
is positive and E(u) < E(w). We can find ri and j such that w(arij) > n and
w(a) ≤ n whenever arij < a ≤ n. Let u be as in Lemma 5.1.11. Then u ∈ Γλ ∩Γ
−1
λ
is positive and E(u) = E(w)−n < E(w). By induction hypothesis, u has a complete
r-antichain family.
Keep the notation in 5.1.9. Let Z be a complete r-antichain family of u. We
may require that the r-antichain in Z containing u(ari) has length ri for the reason
explained below. If u(ari) > n, then the r-antichain in Z containing u(ari) has
length ri, since u(Λq) = w(Λq) = Λq when ri < q ≤ r. If u(ari) ≤ n, by Lemma
5.1.7, we have u(a) = wλ(a) if ari ≤ a ≤ n. Since w(ari) > n, by Lemma 5.1.1, we
see λri−j ≥ λri+1. Thus at least one r-antichain A in Z that contains u(a) for some
ari ≤ a ≤ ari,λri and has length ri. Let B be the r-antichain in Z containing u(ari).
According to Lemma 5.1.4, (A − {u(a)}) ∪ {u(ari)} and (B − {u(ari)}) ∪ {u(a)}
are r-antichains of u. Thus it is harmless to assume that the r-antichain B in Z
containing u(ari) has length ri.
Assume that ξk ∈ Λk (1 ≤ k < ri − 1) and u(ξk) is in B for all k. Note
that u(ar1), ..., u(a1) form an r-antichain of u and u(Λq) = Λq if ri < q ≤ r. Let
Bk be the r-antichain in Z containing u(ak). According to Lemma 5.1.4 and the
assertion (∗) in the proof of Lemma 5.1.1, the following sets are also r-antichains:
B′ = {u(ari), ..., u(a1)}, B
′
k = (Bk−{u(ak)})∪{u(ξk)} (1 ≤ k ≤ ri−1). Replacing
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B,Bk (1 ≤ k ≤ ri − 1) in Z by B′, B′k (1 ≤ k ≤ ri − 1), respectively, we get a
complete r-antichain family Y of u such that the r-antichain B′ = {u(ari), ..., u(a1)}
of u is in Y . Replacing B′ in Y by the r-antichain {w(ari), ..., w(a1)} of w, we then
get a complete r-antichain family of w.
We have showed the result for positive elements in Γλ ∩ Γ
−1
λ . For any element
w in Γλ ∩ Γ
−1
λ , we can find a positive integer a such that ω
anw ∈ Γλ ∩ Γ
−1
λ is
positive. Noting that any d-antichain of ωanw is also a d-antichain of w, thus w
has a complete r-antichain family since ωanw has one.
The theorem is proved.
In next section we use this result to establish a bijection between Γλ ∩Γ
−1
λ and
Dom(Fλ).
5.2. A map from Γλ ∩ Γ
−1
λ to Dom(Fλ)
In this section we establish the bijection between Γλ ∩ Γ
−1
λ and Dom(Fλ) by
means of complete r-antichain family.
5.2.1. Let w be in Γλ ∩ Γ
−1
λ . By Theorem 5.1.12, w has a complete r-antichain
family Z. In 5.1.2 we have seen that Z contains ni(= λri −λri+1) r-antichains of w
of length ri. Let Bi1, ..., Bini be the r-antichains in Z of length ri. Let
bri,j + cri,jn > bri−1,j + cri−1,jn > · · · > b1,j + c1,jn
be elements in Bij , where 1 ≤ bk,j ≤ n and ck,j ∈ Z for all 1 ≤ k ≤ ri and
1 ≤ j ≤ ni. It is no harm to assume that
bri,1 + cri,1n > bri,2 + cri,2n > · · · > bri,ni + cri,nin.
Define εij(Z) = ε(Bij) =
∑
1≤k≤ri
ck,j . From Lemma 5.1.4 and our assump-
tion on the arrangement Bi1, Bi2,...,Bini , we see εij(Z) = ε(Bij) ≥ εi,j+1(Z) =
ε(Bi,j+1) if j + 1 ≤ ni. Thus we have defined an element
ε(Z) = (ε11(Z), ..., ε1n1(Z), ..., εp1(Z), ..., εpnp(Z)) ∈ Dom(Fλ).
We will show that ε(Z) is independent of the choice of the complete r-antichain
family Z. To do this, we construct a particular complete r-antichain family of w in
next subsection.
5.2.2. Assume that A = (x11, x12, ..., x1λ1 , x21, x22, ..., x2λ2 , ..., xr1, ..., xrλr ) is in
Zn. We call that A is λ-admissible if
(1) any two components of A are different,
(2) xi1 > xi2 > · · · > xiλi for i = 1, ..., r,
(3) given 1 ≤ h < i ≤ r, 1 ≤ j ≤ λi, we have xij > xh,λh−λi+j, in particular, we
have xij > xi−1,λi−1−λi+j .
Let A = (x11, ..., x1λ1 , ..., xr1, ..., xrλr ) be a λ-admissible element of Z
n. We
define εk,i,j inductively for all 1 ≤ k ≤ ri, 1 ≤ i ≤ p, and 0 ≤ j ≤ ni, (see the
beginning of section 5.1 for the definition of ri, p, ni). First we define εk,i,0 = ∞
for all k, i. Let x be the unique greatest number among all components of A. Then
x = xri,j for some 1 ≤ i ≤ p and 1 ≤ j ≤ λri . Let εri,i,1 = xri,j. Assume that
we have defined εk,i,1 for some k ≤ ri. We then define εk−1,i,1 to be the maximal
number in {xk−1,q | xk−1,q < εk,i,1, 1 ≤ q ≤ λk−1}.
44 5. A BIJECTION BETWEEN Γλ ∩ Γ
−1
λ
AND IRRFλ
Suppose that we have defined εl,h,q for all h in {1, 2, ..., p} and 1 ≤ l ≤ rh,
0 ≤ q ≤ bh. Here bh are some nonnegative integers, (note that we have defined
εl,h,0 = ∞ for all l, h). Let B ∈ Zn
′
be obtained from A by removing all the
components εl,h,q (1 ≤ q ≤ bh) for some n′. Let gp′ = xp′q′ be the greatest number
among all components of B. Then it is easy to see p′ = rh′ for some h
′. Suppose
that we have defined gk for k ≤ p′ = rh′ . Then we define gk−1 to be the maximal
number in
{xk−1,q′ is a component of B | xk−1,q′ < gk, 1 ≤ q
′ ≤ λk−1}.
Then we define εk,h′,bh′+1 = gk for any 1 ≤ k ≤ rh′ . Continuing this way we define
all εk,i,j for 1 ≤ k ≤ ri, 1 ≤ i ≤ p and 1 ≤ j ≤ ni.
Example: Let λ = (4, 3, 2, 2). Then r1 = 1, r2 = 2, r3 = 4. And A =
(11, 7, 4, 3; 12, 6, 5; 10, 8; 14, 9) is λ-admissible. We have
ε4,3,1 = 14, ε3,3,1 = 10, ε2,3,1 = 6, ε1,3,1 = 4;
ε4,3,2 = 9, ε3,3,2 = 8, ε2,3,2 = 5, ε1,3,2 = 3;
ε2,2,1 = 12, ε1,2,1 = 11; ε1,1,1 = 7.
Let w ∈ Γλ ∩ Γ
−1
λ . Set xij = w(ei−1 + j) for any 1 ≤ i ≤ r and 1 ≤ j ≤ λi.
According to Lemma 5.1.1 we see that A = (x11, ..., x1λ1 , ..., xr1, ..., xrλr ) ∈ Z
n is
λ-admissible. Thus we can define εk,i,j . To indicate its relation with w, we shall
denote it by εk,i,j(w). We would like to understand the properties of εk,i,j(w).
Lemma 5.2.3. Let w be in Γλ ∩Γ
−1
λ . For given integers 1 ≤ i ≤ p and 1 ≤ j ≤ ni,
the numbers εk,i,j(w) (1 ≤ k ≤ ri) form an r-antichain of w of length ri. Thus the
r-antichains
{εk,i,j(w) | 1 ≤ k ≤ ri} (1 ≤ i ≤ p, 1 ≤ j ≤ ni)
of w form a complete r-antichain family, we denote it by Zw.
Proof. For simplicity we write εk,i,j instead of εk,i,j(w) in this proof. Let Z be a
complete r-antichain of w. If εri,i,j is maximal among all w(1), ..., w(n), using 5.1.2
(a), we see that the r-antichain B in Z containing εri,i,j has length ri. Moreover
by the definition of εk,i,j we see that the smallest number in B is not greater than
ε1,i,j . Thus εri,i,j − n < ε1,i,j . So all εk,i,j (1 ≤ k ≤ ri) form an r-antichain of w of
length ri.
In general, we consider the r-antichains of w in Z.
Let
I : w(ξs) > w(ξs−1) > · · · > w(ξ1)
J : w(ηt) > w(ηt−1) > · · · > w(η1)
be two r-antichains of w in Z. Then ξh and ηh are in Λh for all h. Suppose
w(ξs) > w(ηt). If
w(ξu+1) > w(ηu), w(ηu) > w(ξu), w(ηu−1) > w(ξu−1),
..., w(ηu−v) > w(ξu−v), w(ηu−v−1) < w(ξu−v−1)
for some 0 ≤ v < u ≤ t, s− 1, then
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I ′ : w(ξs) > w(ξs−1) > · · · > w(ξu+1) > w(ηu)
> w(ηu−1) > · · · > w(ηu−v) > w(ξu−v−1) > · · · > w(ξ1),
J ′ : w(ηt) > w(ηt−1) > · · · > w(ηu+1) > w(ξu)
> w(ξu−1) > · · · > w(ξu−v) > w(ηu−v−1) > · · · > w(η1)
are two r-antichains of w. Replacing I, J by I ′, J ′ in Z respectively, we then get
a new complete r-antichain family Z ′ of w. Continuing this process, finally we get
a complete r-antichain family Z ′′ of w with the following property. If I : w(ξs) >
w(ξs−1) > · · · > w(ξ1) and J : w(ηt) > w(ηt−1) > · · · > w(η1) are two r-antichains
of w in Z ′′ and w(ξs) > w(ηt), then w(ξh) > w(ηh) for all 1 ≤ h ≤ s, t whenever
w(ξh+1) > w(ηh). By the definition of εk,i,j we see that
εri,i,j > εri−1,i,j > · · · > ε1,i,j
is exactly an r-antichain in Z ′′. The lemma is proved.
Lemma 5.2.4. Let w ∈ Γλ ∩ Γ
−1
λ and Z be a complete r-antichain family of w.
Then the dominant weight ε(Z) is independent of the choice of the complete r-
antichain family Z of w and only depends on w. Thus we can denote the dominant
weight by ε(w) and denote εij(Z) by εij(w).
Proof. Let I, J, I ′, J ′ be as in the proof of Lemma 5.2.3. We claim that ε(I) =
ε(I ′) and ε(J) = ε(J ′). By Lemma 5.1.4, ε(I) and ε(I ′) are completely determined
by w(ξs). So we always have ε(I) = ε(I
′). If u 6= t, then w(ηt) is the maximal
number in J and J ′ as well. By Lemma 5.1.4 we see in this case ε(J) = ε(J ′). If
u = t, then s > t. Write w(ξt) = b1+c1n and w(ηt) = b2+c2n, where 1 ≤ b1, b2 ≤ n
and c1, c2 ∈ Z. Using Lemma 5.1.4 for the r-antichains I and I ′ we can find k such
that both b1, b2 are in Λk and then c1 = c2. Using Lemma 5.1.4 we see ε(J) = ε(J
′).
Thus we have ε(Z) = ε(Z ′) = ε(Zw). The lemma is proved.
It seems that the number εij(w) has a strange property which now we are going
to state. Define ε′k,i,j(w) = εk,i,j(w) − wλ(f) if εk,i,j = w(f).
Lemma 5.2.5. ε′k,i,j(w) ≥ ε
′
k,i,j+1(w) if j + 1 ≤ ni.
Proof. Let εk,i,j(w) = w(ek−1 + f) and εk,i,j+1(w) = w(ek−1 + g). Then
εk,i,j(w) − εk,i,j+1(w) ≥ g − f = wλ(ek−1 + f)− wλ(ek−1 + g).
Therefore ε′k,i,j(w) ≥ ε
′
k,i,j+1(w). The lemma is proved.
Remark: It is likely that εij(w) =
1
n
∑
1≤k≤ri
ε′k,i,j(w).
The following is the main result of this chapter.
Theorem 5.2.6. Let w be in Γλ ∩ Γ
−1
λ . We have
(a) ε(w−1) = (−ε1n1(w), ...,−ε11(w), ...,−εpnp(w), ...,−εp1(w)).
if ε(w) = (ε11(w), ..., ε1n1 (w), ..., εp1(w), ..., εpnp (w)).
(b) The map ε : w→ ε(w) defines a bijection between Γλ ∩ Γ
−1
λ and Dom(Fλ).
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Proof. (a) Let B = Bij ∈ Zw be an r-antichain of w of length ri consisting of
bri + crin, bri−1 + cri−1n, ..., b1 + c1n,
where all bk are in [1, n] and ck are in Z. Using Lemma 5.1.4 it is easy to see that all
w−1(bk) = w
−1(bk+ ckn)− ckn form an r-antichain B′ of w−1 that is equivalent to
w−1(B). (See Lemma 2.4.3 for the definition of equivalent r-antichains). All such
r-antichains B′ of course form a complete r-antichain family of w−1. By definition
we have
ε(B′) = −c1 − c2 − · · · − cri = −ε(B).
By the definition of ε(w) and of ε(w−1) we see that (a) is true.
We will prove (b) in next section.
Before going further, we give two examples.
(1) Assume that λ = (n). Then the dual µ of λ is (1,...,1) and wλ = w0 is the
longest element of W0 =< s1, ..., sn−1 >. In this case we have
Γλ ∩ Γ
−1
λ = {w0x | x ∈ X
+}
and Fλ = GLn(C). Therefore Dom(Fλ) = Z
n
dom. Let w be in Γλ∩Γ
−1
λ . Then w has
a unique complete r-antichain family, which consists of {w(1)}, ..., {w(n)}. Assume
that w = w0x
a1
1 · · ·x
an−1
n−1 x
an
n , where a1, ..., an−1 ∈ N and an ∈ Z. Then we have
ε(w) = (a1 + a2 + a3 + · · ·+ an, a2 + a3 + · · ·+ an, ..., an−1 + an, an),
which is in Dom(Fλ) = Z
n
dom.
(2) Assume that n ≥ 3 and λ = (2, 1, ..., 1). Then the dual µ of λ is (n− 1,1) and
wλ = s1. In this case we have
Γλ ∩ Γ
−1
λ = {ω
ans1(ωs1)
b, ωans1(ω
−1s1)
b | a ∈ Z, b ∈ N}
and Fλ is isomorphic to C
∗ × C∗. Therefore Dom(Fλ) = Z2. We have
ε(ωans1(ωs1)
b) = (a, a(n− 1) + b) ∈ Z2 = Dom(Fλ)
and
ε(ωans1(ω
−1s1)
b) = (a, a(n− 1)− b) ∈ Z2 = Dom(Fλ).
5.3. Constructing elements of Γλ ∩ Γ
−1
λ
In this section we will give a proof of Theorem 5.2.6 (b). To do this we need
construct elements of Γλ ∩ Γ
−1
λ . More precisely for a given dominant weight ε =
(ε11, ..., ε1n1 , ..., εp1, ..., εpnp) in Dom(Fλ) we will construct an element wε in Γλ ∩
Γ−1λ such that ε(wε) = ε. Then we show that the map ε is a bijection from Γλ∩Γ
−1
λ
to Dom(Fλ).
First we assume that all εij are nonnegative.
If ε = (1, 0, ..., 0) ∈Dom(Fλ), then wε is defined by
wε(a) =


(i+ 1)λ1 if a = ai1, 1 ≤ i ≤ r1 − 1,
λ1 + n if a = ar11,
wλ(a) if a 6≡ ai1(mod n), for all 1 ≤ i ≤ r1.
5.3. CONSTRUCTING ELEMENTS OF Γλ ∩ Γ
−1
λ
47
It is easy to see that λ(wε) ≥ λ and µ(wε) ≥ µ (see 2.2 for the definition of λ(w)
and µ(w)). This forces that λ(wε) = λ. It is easy to check that wε is in Γλ ∩ Γ
−1
λ
and ε(wε) = (1, 0, ..., 0).
Now Suppose that εij ≥ 1 and we have defined w = wε ∈ Γλ ∩ Γ
−1
λ such that
(1) ε(wε) = ε, here ε = (ε11, ..., ε1n1 , ..., εi1, ..., εi,j−1, εij − 1, 0, ..., 0),
(2) w(a) = wλ(a) if arij < a ≤ n, and w(arij) = wλ(arij) if εij − 1 = 0.
(3) all w(a) > 0 whenever a > 0.
Then we define u = wε′ for ε
′ = (ε11, ..., ε1n1 , ..., εi1, ..., εi,j−1, εij , 0, ..., 0) as follows.
Set jri = j and choose 1 ≤ jk−1 ≤ λk−1 for k = ri, ..., 3, 2 such that
w(ak−1,jk−1−1) > w(ak,jk ) > w(ak−1,jk−1 )
for k = ri, ..., 3, 2, (we set w(ak−1,0) =∞). Then define u = wε′ by
wε′(a) =


w(ak,jk ) if a = ak−1,jk−1 , 2 ≤ k ≤ ri,
w(a1,j1 ) + n if a = ari,j ,
w(a) if a 6≡ akjk (mod n), 1 ≤ k ≤ ri.
Lemma 5.3.1. u = wε′ is in Γλ ∩ Γ
−1
λ and ε(u) = ε
′. Moreover, u(a) = wλ(a) if
arij < a ≤ n and all u(a) > 0 whenever a > 0.
Proof. We shall prove (1) l(u) = l(uwλ)+ l(wλ), (2) l(u
−1) = l(u−1wλ)+ l(wλ),
(3) λ(u) = λ, and (4) ε(u) = ε′.
Set
ak = akjk for k = 1, 2, ..., ri.
Write
w(ak) = bk + ckn, 1 ≤ bk ≤ n, ck ∈ Z.
Then bk ∈ Λqk for some 1 ≤ qk ≤ ri, since by the assumption we have w(Λq) =
wλ(Λq) = Λq if ri < q ≤ r. We have
w(ari,j−1) = ξ + ηn > bri + crin = w(arij)
since w ∈ Γλ, where 1 ≤ ξ ≤ n and η ∈ Z.
It is easy to see that w(a1), ..., w(ari) form an r-antichain of w. Note that w
is in Γλ ∩ Γ
−1
λ . Since w(Λq) = wλ(Λq) = Λq whenever r ≥ q > ri, using Corollary
2.4.2 we see that each Λq (1 ≤ q ≤ ri) contains exactly one bk (1 ≤ k ≤ ri). As in
the proof of Lemma 5.1.4 we get
(∗) If bri is in Λk, then (a) bri−h is in Λk−h for all 1 ≤ h < k, and bri−k−h is in
Λri−h if 0 ≤ h < ri − k; (b) cri = · · · = cri−k+1, and cri−k = · · · = c1 = cri − 1.
(1) By the definition of u and using 2.1.3 (f), to check l(u) = l(uwλ) + l(wλ),
we only need to verify that ξ + ηn > b1 + c1n+ n = w(a1) + n.
When j = 1 we need do nothing. Now assume that j > 1, ξ is in Λk and bri is
in Λh. Note that 1 ≤ k, h ≤ ri.
If k ≤ h, then η > cri . Otherwise, εi,j−1(w) ≤ εij − 1. This contradicts that
εi,j−1(w) = εi,j−1 ≥ εij since ε is in Dom(Fλ).
By (∗), we have b1 ∈ Λg, where g = h+ 1 if 1 ≤ h < ri and g = 1 if h = ri.
If 1 ≤ h < ri, then c1 = cri − 1. So c1 + 1 = cri < η. Thus we have
ξ + ηn > w(a1) + n in this case.
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If h = ri and k > 1, then g = 1 and c1 = cri . In this case, ξ > b1 and η > c1,
we also have ξ + ηn > w(a1) + n.
When h = ri, k = 1, we have g = 1 and c1 = cri < η. We then have
w−1(b1) = a1 − c1n > w
−1(ξ) = ari,j−1 − ηn.
Since w−1 ∈ Γλ, we see ξ > b1. Therefore ξ + ηn > w(a1) + n.
We have showed that if k ≤ h then ξ + ηn > w(a1) + n.
Now suppose that k > h. Then η ≥ cri and ξ > bri . We have g = h + 1 and
c1 = cri − 1. If k > h+ 1, we have ξ > b1, so ξ + ηn > w(a1) + n. If k = h+ 1, we
have
w−1(b1) = a1 − c1n > w
−1(ξ) = ari,j−1 − ηn.
Since w−1 is in Γλ, thus ξ > b1, so ξ + ηn > w(a1) + n. So if k > h we also have
ξ + ηn > w(a1) + n.
We have showed that ξ + ηn > w(a1) + n is true. So l(uwλ) = l(u)− l(wλ).
(2) Now we show that l(u−1wλ) = l(u
−1)− l(wλ). We have
u−1(b) =


ari − (c1 + 1)n if b = b1,
ak−1 − ckn if b = bk, 2 ≤ k ≤ ri,
w−1(b) if b 6≡ bk(mod n), 1 ≤ k ≤ ri.
Let b > b′ be in the same Λq for some q. We need to show that u
−1(b) < u−1(b′).
Note that w−1(b) < w−1(b′) since w−1 is in Γλ. When both b, b
′ are different from
any bk, we have
u−1(b) = w−1(b) < w−1(b′) = u−1(b′).
If b = bk > b
′ for some k, then b′ 6= bh for any 1 ≤ h ≤ ri since b, b′ are in the same
Λq and each Λq contains at most one element of {b1, ..., bri}. Then we have
u−1(b) = u−1(bk) < w
−1(bk) < w
−1(b′) = u−1(b′).
Now suppose that b > bk = b
′. Then b 6= bh for any 1 ≤ h ≤ ri since b, b′ are in
the same Λq and Λq contains at most one element of {b1, ..., bri}. Since w
−1 ∈ Γλ
we have
w−1(bk) = ak − ckn > w
−1(b) = a− cn,
where 1 ≤ a ≤ n and c ∈ Z. Thus ck ≤ c.
If ck < c, we have
u−1(bk) = ak−1 − ckn > a− cn = w
−1(b) = u−1(b)
for 2 ≤ k ≤ ri. For k = 1, we have
u−1(bk) = u
−1(b1) = ari − (c1 + 1)n.
We claim that ari > a. Otherwise, a > ari , then we must have c = 0 since
w(a) = wλ(a) for ari = arij < a ≤ n and then c1 < 0 since ck = c1 < c. By
assumptions on w, c1 ≥ 0, a contradiction, so ari > a. Thus in this case we also
have
u−1(bk) = u
−1(b1) = ari − c1n− n > a− cn = w
−1(b) = u−1(b).
We have showed that u−1(bk) > u
−1(b) if ck < c.
If ck = c, then ak > a. Note that ak ∈ Λk.
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If 1 ≤ k < ri, we have
w(ak+1) = bk+1 + ck+1n > w(a) = b+ cn > w(ak) = bk + ckn,
since b, bk are contained in the same Λq and bk+1 is not in Λq and w(ak+1) > w(ak).
By the definition of ak, we see that a is not in Λk in this case. If k = ri, we also
have that a is not in Λk. Otherwise we have a ∈ Λri . Then c > cri , since b, bk
are in the same Λq, ak > a and εi1 ≥ · · · ≥ εi,j−1 > εij − 1. This contradicts the
assumption c = ck(= cri in this case). Therefore in any case a is not in Λk.
Since ak > a, we see that a is in Λh for some 1 ≤ h < k. If h+ 1 < k, then
u−1(bk) = ak−1 − ckn > a− cn = u
−1(b).
If h+ 1 = k, then a, ak−1 are contained in Λh. Since b > bk and c = ck, we have
w(a) = b + cn > bk + ckn > bk−1 + ck−1n = w(ak−1).
Thus a < ak−1 since w ∈ Γλ. Therefore
u−1(bk) = ak−1 − ckn > a− cn = u
−1(b)
if k = h+ 1.
We have showed that l(u−1wλ) = l(u
−1)− l(wλ).
(3) Now we prove that λ(u) = λ. By (1) we see λ(u) ≥ λ. If we can show that
µ(u) ≥ µ, then we are forced to have λ(u) = λ.
Let Z be a complete r-antichain family of w. If w(ari ) > n, by the assumptions
on w, we see that the r-antichain in Z that contains w(ari) has length ri.
If w(ari ) < n, then εij(w) = εij − 1 = 0. By the assumptions on w we see
that w(ari) = wλ(ari). Let B be the r-antichain in Z that provides εij(w) (i.e.
ε(B) = εij(w) and B has length ri). Let C be the r-antichain in Z that contains
w(ari). Assume that w(aril) is in B. Then by the assumptions on w, we have l ≥ j
and w(aril) ∈ Λri . Replacing w(aril) in B by w(ari) and replacing w(ari) in C by
w(aril), we get a complete r-antichain family Z
′ of w. The r-antichain in Z ′ that
contains w(ari) has length ri.
Thus it is harmless to assume that the r-antichain in Z that contains w(ari)
has length ri,
Let
I : w(ξs) > w(ξs−1) > · · · > w(ξ1),
J : w(ηt) > w(ηt−1) > · · · > w(η1)
be two r-antichains in Z. Note that ξk, ηk are contained in Λk. Assume that I
contains w(ari). Then s = ri and ξri = ari . Write
w(ξk) = αk + βkn, w(ηk) = δk + θkn,
where 1 ≤ αk, δk ≤ n and βk, θk ∈ Z. Suppose that for some 1 ≤ h ≤ k < ri we
have
w(ξk+1) > w(ηk) > w(ξk), w(ηk−1) > w(ξk−1),
..., w(ηh) > w(ξh), w(ηh−1) < w(ξh−1).
We claim that
(3a) αk, δk are contained in the same Λq for some q and βk = θk.
50 5. A BIJECTION BETWEEN Γλ ∩ Γ
−1
λ
AND IRRFλ
Assume that αk is in Λq. Since w(ξk+1) > w(ηk) > w(ξk), we have βk+1 ≥
θk ≥ βk. If 1 ≤ q ≤ ri − 1, using Lemma 5.1.4, then αk+1 ∈ Λq+1 and βk+1 = βk.
Thus αk+1 > δk and δk is in Λq or Λq+1. In this case we have
w−1(δk) = ηk − θkn = ηk − βkn < ξk+1 − βkn = w
−1(αk+1).
Since w−1 ∈ Γλ, we must have δk ∈ Λq. Thus (3a) is true if 1 ≤ q ≤ ri − 1.
Now suppose that q = ri. By Lemma 5.1.4, αk+1 ∈ Λ1 and βk+1 = βk + 1.
Thus θk = βk or βk +1. If θk = βk +1, then we must have δk ∈ Λ1 and αk+1 > δk,
since w(ξk+1) > w(ηk) > w(ξk). But in this case we have w
−1(δk) < w
−1(αk+1).
This contradicts that w−1 ∈ Γλ. Therefore θk = βk. Now 1 ≤ k ≤ ri − 1 and by
assumptions on w we have w(Λl) = wλ(Λl) = Λl if ri < l ≤ r. Thus δk is not in
Λl for any ri < l ≤ r. This forces that δk ∈ Λri = Λq since w(ηk) > w(ξk) and
θk = βk. In conclusion, (3a) is true if q = ri.
We have seen that (3a) is always true.
Thus the following two sequences
I ′ : w(ξs) > · · · > w(ξk+1) > w(ηk) > · · · > w(ηh)
> · · · > w(ξh−1) > · · · > w(ξ1),
J ′ : w(ηt) > · · · > w(ηk+1) > w(ξk) > · · · > w(ξh)
> · · · > w(ηh−1) > · · · > w(η1)
are two r-antichains of w. Replacing I, J in Z by I ′, J ′ respectively, we get a new
complete r-antichain family of w. Continuing this process, finally we can find a
complete r-antichain family Y of w with the following two properties
(3b) The r-antichain I in Y that contains w(ari) has length ri,
(3c) Let I : w(ξs) > w(ξs−1) > · · · > w(ξ1), J : w(ηt) > w(ηt−1) > · · · > w(η1),
be two r-antichains in Y with s = ri and ξri = ari . For any 1 ≤ k ≤ s − 1, t, if
w(ξk+1) > w(ηk), then w(ξk) > w(ηk).
By the definition of ak, we see ξk = ak.
Replacing the r-antichain w(ari) > · · · > w(a2) > w(a1) in Y by u(ari) > · · · >
u(a2) > u(a1), we then get a set Y
′ consisting of r′ r-antichains of u. The lengths
of the r-antichains of u in Y ′ are µ1, ..., µr′ respectively. Moreover the union of all
elements in the r-antichains of u in Y ′ is {u(1), u(2), ..., u(n)}. By definition we
have µ(u) ≥ µ. Therefore we have µ(u) = µ and λ(u) = λ.
(4) From the proof above we see clearly ε(u) = ε′.
From the definition of u we see u(a) = wλ(a) if arij < a ≤ n and all u(a) > 0
whenever a > 0.
The lemma is proved.
Lemma 5.3.2. Let w be in Γλ∩Γ
−1
λ . If all εij(w) are non-negative, then w(k) > 0
for all 1 ≤ k ≤ n.
Proof. Otherwise, we can find some 1 ≤ k ≤ n such that w(k) = a − bn,
where 1 ≤ a ≤ n and b is a positive integer. Let I be an r-antichain of w in a
complete r-antichain family of w that contains w(k). Let c+ dn (1 ≤ c ≤ n, d ∈ Z)
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be the largest number in I. Since εij(w) ≥ 0 for all i, j, we have d ≥ 1. Then
c+ dn > a− bn+n. This contradicts that I is an r-antichain of w containing w(k).
The lemma is proved.
Lemma 5.3.3. Let w ∈ Γλ ∩ Γ
−1
λ be such that all components of εij(w) are non-
negative. Let 1 ≤ i ≤ p and 1 ≤ j ≤ ni. If all εkl(w) = 0 for k > i, or k = i and
l > j, then w(a) = wλ(a) whenever arij < a ≤ n.
Proof. By Lemma 5.3.2, w is positive. By the assumption on w we see that
w(a) ≤ n if arij < a ≤ n. Using Lemma 5.1.7 we see that w(a) = wλ(a) if
arij < a ≤ n. The lemma is proved.
5.3.4. Let w be in Γλ ∩ Γ
−1
λ . Suppose that εij ≥ 1 and all εkl are non-negative
and we have
ε(w) = (ε11, ..., ε1n1 , ..., εi1, ..., εi,j−1, εij , 0, ..., 0).
Then we define u for
ε′ = (ε11, ..., ε1n1 , ..., εi1, ..., εi,j−1, εij − 1, 0, ..., 0)
as follows. Choose 1 ≤ j1 ≤ λ1 such that w(a1j1 ) > w(arij) − n but w(a1,j1+1) <
w(arij)−n if j1+1 ≤ λ1. Then choose 2 ≤ jk ≤ λk for k = 1, 2, ..., ri− 1 such that
w(ak,jk ) > w(ak−1,jk−1 ) > w(ak,jk+1)
for k = 2, 3, ..., ri − 1. (We set w(ak,λk+1) = −∞ for all k). By Lemma 5.1.8, such
j1, ..., jri−1 exist. Finally let jri = j. For simplicity we set
ak = akjk for k = 1, ..., ri.
Now we define u = uε′ by
u(a) =


w(ari)− n if a = a1,
w(ak−1) if a = ak, 2 ≤ k ≤ ri,
w(a) if a 6≡ ak(mod n), for all 1 ≤ k ≤ ri.
Actually we have defined this element in section 5.1 (see Lemma 5.1.11). According
to Lemma 5.1.11 we get
5.3.4 (a) u is in Γλ ∩ Γ
−1
λ .
From the proofs of Lemma 5.1.11 and of Theorem 5.1.2 we see clearly
5.3.4 (b) ε(u) = ε′ = (ε11, ..., ε1n1 , ..., εi1, ..., εi,j−1, εij − 1, 0, ..., 0).
5.3.5. Proof of Theorem 5.2.6 (b): Let ε = (ε11, ..., ε1n1 , ..., εp1, ..., εpnp) be in
Dom(Fλ). Choose k ∈ N such that εij + kri ≥ 0 for all 1 ≤ i ≤ p, 1 ≤ j ≤ ni. By
Lemma 5.3.1 we can find w ∈ Γλ ∩ Γ
−1
λ such that
ε(w) = (ε11 + kr1, ..., ε1n1 + kr1, ..., εp1 + krp, ..., εpnp + krp) ∈ Dom(Fλ).
Then we have ω−knw ∈ Γλ ∩ Γ
−1
λ and
ε(ω−knw) = (ε11, ..., ε1n1 , ..., εp1, ..., εpnp).
Therefore the map ε is surjective.
52 5. A BIJECTION BETWEEN Γλ ∩ Γ
−1
λ
AND IRRFλ
Suppose that ε(w) = (0, ..., 0) ∈Dom(Fλ). By Lemma 5.3.2, w is positive. By
the definition of ε(w), we see w(a) ≤ n if 1 ≤ a ≤ n. Thus w(1) + · · · + w(n) =
1+ · · ·+n. Using Lemma 5.1.7 we get w = wλ. Now suppose that w,w′ ∈ Γλ∩Γ
−1
λ
and
ε(w) = ε(w′) = ε = (ε11, ..., ε1n1 , ..., εi1, ..., εij , 0..., 0).
Suppose all εkl are nonnegative and εij ≥ 1. By subsection 5.3.4 we can construct
u, u′ from w,w′ respectively such that
ε(u) = ε(u′) = ε = (ε11, ..., ε1n1 , ..., εi,j−1, εij − 1, 0..., 0).
We use induction on the sum of all components of ε(w). By induction hypothesis
we see u = u′. Now we can recover w,w′ from u, u′ using the construction at the
beginning of this section, see Lemma 5.3.1. Therefore w = w′ if all components of
ε(w) = ε(w′) are nonnegative. In general we can find k such that all components
of ε(ωknw) = ε(ωknw′) are nonnegative. Thus ωknw = ωknw. Hence w = w′ if
ε(w) = ε(w′). We proved that the map ε is injective.
Theorem 5.2.6 (b) is proved.
In the following section we give some simple properties of elements in Γλ∩Γ
−1
λ .
5.4. Some simple properties of elements in Γλ ∩ Γ
−1
λ
Recall that we defined aij = λ1 + · · · + λi−1 + j for 1 ≤ i ≤ r, 1 ≤ j ≤ λi,
and Λk = {ak1, ..., akλk}. Fix w in Γλ ∩ Γ
−1
λ . We write w(aij) = bij + lijn, where
1 ≤ bij ≤ n and lij ∈ Z.
Lemma 5.4.1. Assume that 1 ≤ j < k ≤ λi. If both bij and bik are contained in
the same Λq for some q, then bij > bik.
Proof. Note that lij ≥ lik since w(aij) > w(bik). Thus we have
w−1(bij) = aij − lijn < w
−1(bik) = aik − likn.
Since w−1 ∈ Γλ and both bij and bik are contained in Λq, we see bij > bik.
Lemma 5.4.2. Assume that 1 ≤ a, b ≤ n and w(a) = aij+lan and w(b) = aik+lbn,
where 1 ≤ j < k ≤ λi+1. Then la ≤ lb. Moreover, if la = lb then a > b.
Proof. Since w−1(aij) > w
−1(aik) we see la ≤ lb. If la = lb, from w−1(aij) >
w−1(aik) we get a > b.
Lemma 5.4.3. (a) w(λ1) = ei + 1(mod n) for some i.
(b) w(ei + 1) ≡ λ1(mod n) for some i.
(c) w(1) ≡ ei(mod n) for some i.
(d) w(ei) ≡ 1(mod n) for some i.
(e) If w(ai1) is maximal among all w(ajk), then w(ai1) ≡ ej(mod n) for some j.
Proof. (a) Assume that w(λ1) = ei+ j+ lλ1n, where 1 ≤ j ≤ λi+1 and lλ1 ∈ Z.
If j 6= 1, we can find 1 ≤ k ≤ n such that w(k) = ei + 1 + lkn. Then lk > lλ1
since w(k) > w(λ1), see Lemma 5.1.1 (b). Thus w
−1(ei + 1) < w
−1(ei + j). This
contradicts w−1 ∈ Γλ. So we must have j = 1.
(b) Applying (a) to w−1 we see that (b) is true.
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(c) Assume that w(1) = ei−1 + j + l1n, where 1 ≤ j ≤ λi and l1 ∈ Z. If j 6= λi,
we can find 1 ≤ k ≤ n such that w(k) = ei + lkn. Since w−1 ∈ Γλ, we have l1 < lk.
Then w(k) > w(1 + n) > · · · > w(λ1 + n). This contradicts λ(w) = λ. So j = λi.
(d) It follows from w−1 ∈ Γλ ∩ Γ
−1
λ and (c).
The proof of (e) is similar to that of (a).
Lemma 5.4.4. Let w ∈ Γλ ∩ Γ
−1
λ be such that all components of ε(w) are non-
negative. If the (k, l)-component of ε(w) is 0 whenever k ≤ i − 1, then w(aαγ) >
w(aβγ) whenever ri ≥ α > β ≥ 1 and λα, λβ ≥ γ ≥ 1.
Proof. It follows from the construction of elements in Γλ ∩Γ
−1
λ , see section 5.3.
To see it more clearly we use induction on the sum of all components of ε(w) as in
section 5.3. When the sum of all components of ε(w) is 0, we have w = wλ. In this
case the lemma is true. Now assume that
ε(w) = (0, ..., 0, εi1(w), ..., εini(w), ..., εj1(w), ..., εjh(w), 0, ..., 0) ∈ Dom(Fλ),
where i ≤ j, 1 ≤ h ≤ nj and εjh(w) ≥ 1.
Let u be in Γλ ∩ Γ
−1
λ such that εαβ(w) = εαβ(w) whenever (α, β) 6= (j, h) and
εjh(u) = εjh(w) − 1. By induction hypothesis, we have
(∗) u(aαγ) > u(aβγ)
whenever ri ≥ α > β ≥ 1 and λα, λβ ≥ γ ≥ 1.
According to Lemma 5.3.1 and Theorem 5.2.6, we have
w(a) =


u(ak,mk) if a = ak−1,mk−1 , 2 ≤ k ≤ rj ,
u(a1,m1) + n if a = arj,h,
w(a) if a 6≡ akmk(mod n), 1 ≤ k ≤ rj ,
where mrj = h and mrj−1, ...,m2,m1 are inductively defined by
w(ak,mk−1) > w(ak+1,mk+1) > w(ak,mk )
for k = rj − 1, ..., 2, 1, (we set w(ak,0) =∞). Using (∗) we see that
(⋆) mrj ≥ mrj−1 ≥ · · · ≥ m2 ≥ m1.
Let ri ≥ α > β ≥ 1 and λα, λβ ≥ γ ≥ 1.
If both (α, γ) and (β, γ) are different from any (k,mk) for k = 1, 2, ..., rj, we
have
w(aαγ) = u(aαγ) > u(aβγ) = w(aβγ).
If (α, γ) = (q,mq) for some 1 ≤ q ≤ rj and (β, γ) is different from any (k,mk)
for k = 1, 2, ..., rj, noting that u(a1m1),...,u(arjmrj ) form an r-antichain of u (see
the proof of Lemma 5.3.1), we have
w(aαγ) > u(aαγ) > u(aβγ) = w(aβγ).
Suppose that (α, γ) is different from any (k,mk) for k = 1, 2, ..., ri and (β, γ) =
(q,mq) for some 1 ≤ q ≤ ri. By (⋆) we have mα ≥ · · · ≥ mq+1 ≥ mq = γ. Now
γ 6= mα, so γ < mα. When α = β + 1, we then have
w(aαγ) = u(aαγ) > u(aα,γ+1) ≥ u(aαmα) = w(aβγ).
When α > β + 1, we have
w(aαγ) = u(aαγ) > u(aα,mα) > · · · > u(aβ+1,mβ+1) = w(aβγ).
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Finally suppose that (α, γ) = (α,mα) and (β, γ) = (β,mβ). By the relation
between w and u we have
w(aαγ) > w(aβγ).
By induction we see that the lemma is true.
5.5. Some elements of Γλ ∩ Γ
−1
λ
In this section we write explicitly the elements in Γλ ∩ Γ
−1
λ corresponding to
fundamental weights of Fλ.
Let θij (1 ≤ i ≤ p, 1 ≤ j ≤ ni) be in Dom(Fλ) such that its (k, l)-component
is 0 whenever k 6= i or l > j and its (i, l)-component is 1 for l = 1, ..., j. Then θij
is the (i, j)th fundamental weight of Fλ. Given 1 ≤ i1, ..., ik ≤ n, let s(i1, ..., ik) be
the element of W defined by il → il+1 for l = 1, ..., k − 1, il → i1, and m → m if
m 6≡ il(modn) for all l.
Let 1 ≤ i ≤ p and 1 ≤ j ≤ ni. For simplicity we write h for ri. Define
uij = τλ1s(e1, ..., eh)τλ1−1s(e1 − 1, ..., eh− 1) · · · τλ1−j+1s(e1 − j + 1, ..., eh− j + 1).
Then
uij(a) =


ek+1 − l+ 1, if a = ek − l + 1, 1 ≤ k ≤ h− 1, 1 ≤ l ≤ j;
e1 − l + 1 + n, if a = eh − l + 1, 1 ≤ l ≤ j;
a, if a 6= ek − l + 1, for all 1 ≤ k ≤ h, 1 ≤ l ≤ j,
where 1 ≤ a ≤ n. Note that wλ(ek−1 + l) = ek − l + 1 for all 1 ≤ k ≤ r and
1 ≤ l ≤ λk. Thus we have
uijwλ(a) =


ek+1 − l + 1, if a = ek−1 + l, 1 ≤ k ≤ h− 1, 1 ≤ l ≤ j;
e1 − l + 1 + n, if a = eh−1 + l, 1 ≤ l ≤ j;
wλ(a), if a 6= ek−1 + l, for all 1 ≤ k ≤ h, 1 ≤ l ≤ j,
where 1 ≤ a ≤ n.
Recall that akl = ek−1 + l for 1 ≤ k ≤ r and 1 ≤ l ≤ λk. According to Lemma
5.3.1 we see easily
(a) uijwλ is in Γλ ∩ Γ
−1
λ .
(b) ε(uijwλ) = θij .
Using 2.1.3 (e) and noting that uijsk ≥ uij if em−1 + 1 ≤ k ≤ em − 1 for some
1 ≤ m ≤ r (cf. 2.1.3 (f)), we get
(c) l(uij) = (n− rij)j and l(uijwλ) = l(uij) + l(wλ).
Let jθi1 ∈Dom(Fλ) be such that its (i, 1)-component is j and other components
are 0. Using Lemma 5.3.1 we see
(d) uji1wλ is in Γλ ∩ Γ
−1
λ .
(e) ε(uji1wλ) = jθi1.
Using 2.1.3 (e) we see that
l(ujrii1 ) = (n− ri)jri = jril(ui1).
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Obviously we have uji1sk ≥ u
j
i1 if em−1 + 1 ≤ k ≤ em − 1 for some 1 ≤ m ≤ r (cf.
2.1.3 (f)). Therefore we have
(f) l(uji1) = jl(ui1) and l(u
j
i1wλ) = jl(ui1) + l(wλ).
Using the reduced expressions in 2.1.3 (d) we get
(g) A reduced expression of ui1 is
ωse1−2se1−3 · · · s1s0sn−1sn−2 · · · seh
×sˆeh−1seh−2 · · · seh−1 sˆeh−1−1seh−1−2 · · · seh−2
× · · · sˆe2−1se2−2 · · · se1
where sˆk means that sk is omitted.
CHAPTER 6
A Factorization Formula in JΓλ∩Γ−1λ
In this chapter we will establish a factorization formula in JΓλ∩Γ−1λ
, see Theorem
6.4.1. This formula is important for our proof of Lusztig Conjecture on based ring
for type A˜n−1 and is obviously motivated by the corresponding formula in RFλ ,
which says that each irreducible rational Fλ-module is a tensor product of some
irreducible modules of reductive components of Fλ. In section 6.1 we note that in
some cases the integers γu,v,w can be computed through the basis {T˜x | x ∈ W}
instead of the basis {Cx | x ∈ W}. In section 6.2 we compute the product T˜uT˜v
for some special u, v. This computation is a key to our factorization formula. In
section 6.3 we give some consequences of the computation in section 2. In section
6.4 we prove the factorization formula.
6.1. The integers γu,v,w
In this section we show that in some cases the integer γu,v,w can be computed
through the product T˜uT˜v instead of CuCv, the latter is usually much more difficult
to compute. Let λ and wλ be as in section 2.2. Using induction on l(w) we see
(a) If w = uwλ and l(w) = l(u) + l(wλ), then Cw = φCwλ for some φ ∈ H with
φ¯ = φ.
(b) If w = wλu and l(w) = l(u) + l(wλ), then Cw = Cwλφ for some φ ∈ H with
φ¯ = φ.
Noting that if u, v are in Γλ∩Γ
−1
λ , we can find u1, v1 in W such that u = u1wλ,
v = wλv1 and l(u) = l(u1) + l(wλ), l(v) = l(v1) + l(wλ). Thus we can find bar
invariant elements φ1, φ2 ∈ H such that
Cu = φ1Cwλ and Cv = Cwλφ2.
Note that
CwλCwλ = q
−l(wλ)
∑
w≤wλ
q2l(w)Cwλ .
Let
φ1Cwλφ2 =
∑
w∈W
ηwCw , ηw ∈ A.
Then ηw is bar invariant, i.e. η¯w = ηw. We have
hu,v,w = q
−l(wλ)
∑
y≤wλ
q2l(y)ηw
and then the degree of hu,v,w is either bigger than or equal to a(wλ) whenever
ηw 6= 0. If w is in Γλ ∩ Γ
−1
λ , we must have ηw ∈ N and ηw = γu,v,w.
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Lemma 6.1.1. Let u, v ∈ Γλ ∩ Γ
−1
λ . Write (see 1.2 for the definition of T˜w)
T˜uT˜v =
∑
w∈W
fu,v,wT˜w, fu,v,w ∈ A.
If degfu,v,w ≤ a(wλ) = a for all w, then
fu,v,w = γu,v,wq
a + lower degree terms,
for any w ∈ Γλ ∩ Γ
−1
λ .
Proof. Write
T˜uT˜v =
∑
w∈W
h′u,v,wCw, h
′
u,v,w ∈ A.
Note that
T˜x ∈ Cx + q
−1
∑
y∈W
Z[q−1]Cy for any x ∈W .
We see degh′u,v,w ≤ a(wλ) = a for any w since degfu,v,w ≤ a. Moreover degh
′
u,v,w =
a if and only if degfu,v,w = a, and in this case the leading coefficients of h
′
u,v,w and
fu,v,w coincide.
For w ∈ Γλ ∩ Γ
−1
λ we have
h′u,v,w = γu,v,wq
a + lower degree terms.
Therefore
fu,v,w = γu,v,wq
a + lower degree terms,
for any w ∈ Γλ ∩ Γ
−1
λ .
The lemma is proved.
Lemma 6.1.2. Let u, v ∈W and si1 · · · sik a reduced expression of v. Then
T˜uT˜v =
∑
j
gu,v,jT˜uwj , gu,v,j ∈ A,
where j runs through all subsequences j1, ..., jm (including empty subsequence) of
i1, ..., ik and wj = sj1 · · · sjm .
Proof. It follows from the following fact
T˜xT˜si =
{
(q − q−1)T˜x + T˜xsi if xsi ≤ x
T˜xsi if xsi ≥ x.
Obviously when i1, ..., ik are pairwise different, then wj 6= wj′ if j 6= j′, and
gu,v,j is either 0 or a power of q − q−1.
Lemma 6.1.3. Let x ∈ W and j, k be integers with 0 ≤ k − j ≤ n − 2. Assume
that xsl ≤ x for l = j, j + 1, ..., k, and let y = sksk−1 · · · sj . Then
T˜xT˜y =
∑
k≥k1>k2>···>km≥j
ξk−j+1−mT˜xk1···km ,
here we use xk1 · · · km for xsk1 · · · skm , and ξ stands for q − q
−1.
Proof. We use induction on k − j. When k − j = 0, we have
T˜xT˜y = ξT˜x + T˜xsk .
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The lemma is true in this case. Now suppose that the lemma is true when y is
replaced by ysj . Then we have
T˜xT˜ysj =
∑
k≥k1>k2>···>km≥j+1
ξk−j−mT˜xk1···km .
Note that xsk1 · · · skmsj ≤ xsk1 · · · skm for any sequence k ≥ k1 > k2 > · · · > km ≥
j + 1. Thus we have
T˜xT˜y = T˜xT˜ysj T˜sj
=
∑
k≥k1>k2>···>km≥j+1
ξk−j−mT˜xk1···km T˜sj
=
∑
k≥k1>k2>···>km≥j+1
ξk−j−m(ξT˜xk1···km + T˜xk1···kmj)
=
∑
k≥k1>k2>···>km≥j
ξk−j+1−mT˜xk1···km .
The lemma is proved.
Let Wλ be the subgroup of W generated by all simple reflections that appear
in a reduced expression of wλ.
Lemma 6.1.4. Let u ∈ W . Write u = u1u2 such that u1 is the shortest element
in the coset uWλ and u2 is in Wλ. Then in
T˜uT˜wλ =
∑
w∈W
fu,wλ,wT˜w, fu,wλ,w ∈ A,
we have degfu,wλ,w < l(u2) if w 6= u1wλ and fu,wλ,u1wλ = q
l(u2)+ lower degree
terms.
Proof. We have l(u1) + l(u2) = l(u), l(u1wλ) = l(u1) + l(wλ) and l(u2wλ) =
l(wλ)− l(u2). Using induction on l(u2) we can prove the lemma.
In next section we compute some T˜uT˜v.
6.2. A computation for some T˜uT˜v
In this section we compute T˜uT˜v for some special u, v in Γλ ∩ Γ
−1
λ . Suppose
that w ∈ Γλ∩Γ
−1
λ and ε(w) = (ε11(w), ..., εpnp(w)). Denote by εi(w) the element in
Dom(Fλ) whose (i, j)-component is εij(w) for j = 1, 2, ..., ni and other components
are 0. Then ε(w) = ε1(w) + · · ·+ εp(w). The main result of this section is
Proposition 6.2.1. Let u, v ∈ Γλ ∩ Γ
−1
λ be such that all components of ε(u)
and ε(v) are nonnegative. Assume that ε1(u) = ε2(u) = · · · = εi−1(u) = 0 and
εi1(v) = 1 and εkl(v) = 0 if (k, l) 6= (i, 1). Then degfu,v,w ≤ a(wλ) for all w ∈ W ,
see Lemma 6.1.1 for the definition of fu,v,w.
6.2.2. Proof of Proposition 6.2.1. When r = 1, the proposition is proved in [L1].
Now we suppose that r > 1. Recall that e0 = 0, ek = λ1+λ2+· · ·+λk, akl = ek−1+l
for k = 1, 2, ..., r, 1 ≤ l ≤ λk. Set h = ri, see section 5.1 for definition of ri. Let
v1 = se1−1se1−2 · · · s2s1ωsn−1sn−2 · · · seh
×sˆeh−1seh−2 · · · seh−1 sˆeh−1−1seh−1−2 · · · seh−2
× · · · sˆe2−1se2−2 · · · se1
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where sˆk means sk is omitted. According to 5.5 (a)-(c) and 5.5 (g) we have v = v1wλ
and l(v) = l(v1) + l(wλ).
Now we compute T˜uT˜v1 . To avoid complicated subscripts we also use T˜ (w) for
T˜w for any w ∈W . Set
vj = sej−1sej−2 · · · seh sˆeh−1seh−2 · · · seh−1
× sˆeh−1−1seh−1−2 · · · seh−2
· · ·
× sˆe2−1se2−2 · · · se1 ,
for j = r, r − 1, ..., h+ 1, note that ri = h;
vj = sˆej−1sej−2 · · · sej−1
× sˆej−1−1sej−1−2 · · · sej−2
· · ·
× sˆe2−1se2−2 · · · se1 .
for j = 2, 3, ..., h.
For simplicity we often use i1i2 · · · ik for si1si2 · · · sik . Since usq ≤ u for all
1 ≤ q ≤ e1 − 1 = λ1 − 1, according to Lemma 6.1.3 we have
T˜uT˜v =
∑
e1−1≥j1,k1>j1,k1−1>···>j1,1≥1
ξλ1−1−k1 T˜ (uj1,k1j1,k1−1 · · · j1,1ω)T˜ (vr),
where ξ stands for q − q−1.
Let
u1 = uj1,k1j1,k1−1 · · · j1,1ω.
Recall that ajk = ej−1 + k for all 1 ≤ j ≤ r and 1 ≤ k ≤ λj . We have
(a) u1(n) = u(a1l1) + n for some 1 ≤ l1 ≤ λ1.
It is easy to see
(b) l1 ≤ k1 + 1. Moreover l1 = k1 + 1 if and only if j1,q = q for q = 1, ..., k1.
(c) u1(a) = u(a+ 1) for all e1 ≤ a ≤ n− 1.
According to Lemma 5.1.1 (c) we have
u1(n) = u(a1l1) + n > u(aml1) = u1(aml1 − 1)
for m = 2, 3, ..., r. For convenience we set
u(am0) =∞ and u(am,λm+1) = −∞
for all m. Choose 0 ≤ mr ≤ λr such that
u(armr) > u(a1l1) + n > u(ar,mr+1).
Then mr ≤ l1 − 1. Set
u′r = u1ser−1ser−2 · · · ser−1+mr .
Then l(u′r) = l(u1) + λr −mr. Moreover we have u
′
rsq ≤ u
′
r for q = er−1, er−1 +
1, ..., er−1 +mr − 1 = armr − 1. Thus, using Lemma 6.1.3 we get
T˜u1 T˜vr = T˜ (u
′
r)T˜ (ser−1+mr−1 · · · ser−1)T˜ (vr−1)
=
∑
ξmr−kr T˜ (u′rjr,krjr,kr−1 · · · jr,1)T˜ (vr−1),
where the sum is for all sequences er−1+mr−1 ≥ jr,kr > jr,kr−1 > · · · > jr,1 ≥ er−1.
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Set
ur = u
′
rjr,krjr,kr−1 · · · jr,1.
We have
(d) If mr = kr then ur(er−1) = u(a1l1) + n, in this case we set lr = mr + 1. If
0 ≤ kr < mr then ur(er−1) = u(arlr) for some 1 ≤ lr ≤ kr + 1. Note that in any
case the mr − lr + 1 elements
u(armr), u(ar,mr−1), ..., u(ar,lr+1), ur(er−1)
are bigger than u(a1l1) + n, and the mr − lr + 1 elements
u(armr), u(ar,mr−1), ..., u(ar,lr+1), u1(er)
are less than ur(er−1).
(e) ur(a) = u(a+ 1) for all e1 ≤ a ≤ er−1 − 1.
Suppose that we have defined u′c′ , uc′,mc′ ≥ kc′ ≥ 0, lc′ for all r ≥ c
′ > c ≥
ri + 1 = h+ 1 such that
(f) uc′(ec′−1) = u(ac′,lc′ ) for some 1 ≤ lc′ ≤ kc′ + 1 if kc′ < mc′ ; and uc′(ec′−1) =
uc′+1(ec′) if mc′ = kc′ , in this case we set lc′ = mc′ + 1, (we understand that
ur+1 = u1;)
(g) uc′(a) = u(a+ 1) for all e1 ≤ a ≤ ec′−1 − 1.
Now we define uc, u
′
c, kc, lc,mc as follows.
Choose 0 ≤ mc ≤ λc such that
u(acmc) > uc+1(ec) > u(ac,mc+1) = uc+1(ac,mc).
Set
u′c = uc+1sec−1sec−2 · · · sec−1+mc .
Then l(u′c) = l(uc+1)+λc−mc and u
′
csq ≤ u
′
c for q = ec−1, ec−1+1, ..., ec−1+mc−1.
Using Lemma 6.1.3 we see
T˜uc+1 T˜vc = T˜ (u
′
c)T˜ (sec−1+mc−1 · · · sec−1)T˜ (vc−1)
=
∑
ξmc−kc T˜ (u′cjc,kcjc,kc−1 · · · jc,1)T˜ (vc−1),
where the sum is for all sequences ec−1+mc−1 ≥ jc,kc > jc,kc−1 > · · · > jc,1 ≥ ec−1.
Set
uc = u
′
cjc,kcjc,kc−1 · · · jc,1.
If kc < mc we can find 1 ≤ lc ≤ kc +1 such that uc(ec−1) = u(aclc); if mc = kc
we set lc = mc + 1, and in this case we have uc(ec−1) = uc+1(ec). Obviously we
have
(h) The mc − lc + 1 elements
u(acmc), u(ac,mc−1), ..., u(ac,lc+1), uc(ec−1)
are bigger than uc+1(ec), and the mc − lc + 1 elements
u(acmc), u(ac,mc−1), ..., u(ac,lc+1), uc+1(ec)
are less than uc(ec−1).
(i) uc(a) = u(a+ 1) for all e1 ≤ a ≤ ec−1 − 1.
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In this way we defined uc, u
′
c, lc, kc,mc for all r ≥ c ≥ ri + 1 = h+ 1. From (i)
we see
(j) uh+1sj ≤ uh+1 if e1 ≤ j ≤ eh − 2 and j 6= e2 − 1, e3 − 1, ..., eh−1 − 1.
By Lemma 6.1.3 we have
T˜uh+1 T˜vh =
∑
h≥c≥2
ec−2≥jc,kc>jc,kc−1>···>jc,1≥ec−1
ξ
∑
h≥c≥2(λc−1−kc)
×T˜ (uh+1
∏
h≥c≥2
(jc,kcjc,kc−1 · · · jc,1)).
Write
w′ = uh+1
∏
h≥c≥2
jc,kcjc,kc−1 · · · jc,1.
We are concerned with the degree of fu,v1,w′ . From the construction above we see
(k) The degree of fu,v1,w′ is
λ1 − 1− k1 +
∑
r≥c≥h+1
(mr − kr) +
∑
h≥c≥2
(λc − 1− kc).
We have
T˜uT˜v = T˜uT˜v1 T˜wλ
=
∑
w′∈W fu,v1,w′ T˜w′T˜wλ
=
∑
w′,w∈W fu,v1,w′fw′,wλ,wT˜w.
Now we consider the degree of fw′,wλ,w. Note that w
′(ec) = u(ac+1,lc+1) for some
1 ≤ lc+1 ≤ λc+1 whenever 1 ≤ c ≤ h− 1. Obviously we have
(l) lc+1 ≤ kc+1 + 1 for 1 ≤ c ≤ h− 1.
According to Lemma 5.4.4 we have
(m) u(ac+1,lc+1) > u(ac,lc+1) if 1 ≤ c ≤ h− 1.
Note that if 1 ≤ c ≤ h−1 then w′(ac1), ..., w
′(ac,λc−1) are in {u(ac1), ..., u(acλc)}.
Thus,
(n) among w′(ac1), ..., w
′(ac,λc−1) at least λc − (lc+1 − 1) − 1 = λc − lc+1 of them
are less than w′(ec) = u(ac+1,lc+1).
(o) Suppose that among u(ah1), ..., u(ahλh) we have that β of them are less than
w′(ahλh) = uh+1(eh). Since w
′(ah1), ..., w
′(ah,λh−1) are in {u(ah1), ..., u(ahλh)} we
see at least β − 1 of w′(ah1), ..., w′(ah,λh−1) are less than w
′(ahλh).
Using (h) and (o) we get an r-chain of u consisting of
u(ah1), ..., u(ah,λh−β), uh+1(eh), u(ah+1,lh+1+1), ..., u(ah+1,mh+1),
..., ur(er−1), u(ar,lr+1), ..., u(armr), u(a1l1 + n), ..., u(a1λ1 + n),
whose length is
L = λh − β +mh+1 − lh+1 + 1 + · · ·+mr − lr + 1 + λ1 − l1 + 1.
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If
−(β − 1) +mr − kr + · · ·+mh+1 − kh+1 + λh − 1− k1 > 0,
then we have
L ≥ λh − β +mh+1 − kh+1 + · · ·+mr − kr + λ1 − (k1 + 1) + 1 > λ1.
This is impossible since the partition of u is λ. So we have
(p) −(β − 1) +mr − kr + · · ·+mh+1 − kh+1 + λh − 1− k1 ≤ 0
Write w′ = w′1w
′
2 such that w
′
1 is the shortest element in w
′Wλ and w
′
2 is in
Wλ. According to (n) and (o), we have
(q) l(w′2) ≤ l(wλ)−
∑
1≤c≤h−1(λc − lc+1)− (β − 1).
Using Lemma 6.1.4 we see that the degree of fw′,wλ,w is less than or equal to
l(wλ)−
∑
1≤c≤h−1(λc − lc+1)− (β − 1).
(r) Since the degree of fu,v,w is the maximal number in
{degfu,v1,w′ + degfw′,wλ,w | w
′ ∈ W},
we see that the degree of fu,v,w is less than or equal to
λ1 − k1 − 1 +mr − kr + · · ·+mh+1 − kh+1
+ λh − 1− kh + · · ·+ λ2 − 1− k2
+ l(wλ)− (λh−1 − lh)− · · · − (λ1 − l2)− (β − 1)
≤ l(wλ) = a(wλ).
The Proposition is proved.
Corollary 6.2.3. Keep the notation in 6.2.2. Suppose that fu,v,w has degree
a(wλ). Then we have
(a) lc is equal to kc + 1 for 1 ≤ c ≤ h.
(b) u(ac−1,lc−1) > u(aclc) > u(ac−1,lc) for 2 ≤ c ≤ h. (Note that h = ri.)
(c) lc ≤ lc−1 for 2 ≤ c ≤ h.
(d) −(β − 1) +mr − kr + · · ·+mh+1 − kh+1 + λh − 1− k1 = 0.
(e) uh+1(eh) > u(ahlh) and u(aclc) > u(ac−1,lc−1) for c = 2, 3, ..., h.
Proof. (a) If lc < kc + 1 for some c, then w
′(a) < w′(b) for some
ec−1 + lc + 1 ≤ a < b ≤ ec−1 + kc + 1 < ec.
Thus l(w′2) would be less than
l(wλ)−
∑
1≤c≤h−1
(λc − lc+1)− (β − 1).
From the proof in 6.2.2 we see that the degree of fu,v,w then would be less than
a(wλ). (When 2 ≤ c ≤ h we can see that lc = kc + 1 using 6.2.2 (l) and 6.2.2 (r).)
(b) By Lemma 5.4.4 we have u(aclc) > u(ac−1,lc). Suppose that u(aclc) >
u(ac−1,lc−1) for some c with 2 ≤ c ≤ h. Then among w
′(ac−1,1), ..., w
′(ac−1,λc−1−1)
at least λc−1 − (lc − 2) − 1 = λc−1 − lc + 1 of them are less than w′(ac−1,lc−1).
Then l(w′2) would be less than l(wλ)−
∑
1≤c≤h−1(λc − lc+1)− (β − 1). From 6.2.2
(l) and 6.2.2 (p-r) we see that the degree of fu,v,w then would be less than a(wλ).
Therefore (b) is true.
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(c) The proof is similar. If lc > lc−1 for some 2 ≤ c ≤ h, then among
w′(ac−1,1),...,w
′(ac−1,λc−1−1) at least λc−1 − (lc − 2) − 1 = λc−1 − lc + 1 of them
are less than w′(ac−1,lc−1). As the proof of (b), this is impossible. Therefore (c) is
true.
(d) It is clear from the proof of Prop. 6.2.1.
(e) When c = 2, 3, ..., h, using (c) and Lemma 5.4.4, we see that u(aclc) >
u(ac−1,lc−1). If uh+1(eh) < u(ahlh), then β of w
′(ah1), ..., w
′(ah,λh−1) are less than
w′(ahλh). Thus l(w
′
2) would be less than l(wλ) −
∑
1≤c≤h−1(λc − lc+1) − (β − 1).
By 6.2.2 (q-r), this contradicts that fu,v,w has degree a(wλ). Therefore uh+1(eh) >
u(ahlh). (e) is proved.
The proof is completed.
Corollary 6.2.4. Keep the notation in 6.2.2. Suppose that degfu,v,w = a(wλ).
(a) We have w(acl) > w(acl′ ) for any 1 ≤ c ≤ r and 1 ≤ l < l′ ≤ λc.
(b) Suppose that 1 ≤ c < h. Then
w(acl) =


u(acl) if 1 ≤ l ≤ lc+1 − 1,
u(ac+1,lc+1) if l = lc+1,
u(ac,l−1) if lc+1 < l ≤ lc
u(acl) if lc < l ≤ λc.
(c)
w(ahl) =


u(ahl) if 1 ≤ l ≤ λh − β,
w′(eh) if l = λh − β + 1,
u(ah,l−1) if λh − β + 1 < l ≤ lh,
u(ahl) if lh < l ≤ λh.
(d) Suppose that h+ 1 ≤ c ≤ r. We have
w(acl) =


u(acl) if 1 ≤ l < lc,
u(ac,l+1) if lc ≤ l < mc,
uc+1(ec) if l = mc,
u(acl) if mc < l ≤ λc.
Proof. (a) From the proof of Prop. 6.2.1 we see l(w) = l(wwλ) + l(wλ). Using
Lemma 2.5.1 we get (a).
(b) Using Corollary 6.2.3 (b)-(c) we see that (b) is true.
(c) and (d) are clear from the proof of Prop. 6.2.1.
The corollary is proved.
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6.3. Some consequences
Let u, v be as in section 6.1. In this section we will figure out the w in Γλ∩Γ
−1
λ
with fu,v,w having degree a(wλ). We keep the notation in 6.2.2.
Lemma 6.3.1. If β = 0 then degfu,v,w is less than a(wλ).
Proof. In 6.2.2 we have showed that
−(β − 1) +mr − kr + · · ·+mh+1 − kh+1 + λh − 1− k1 ≤ 0.
When β = 0, we have
mr − kr + · · ·+mh+1 − kh+1 + λh − k1 ≤ 0.
Therefore the degree of fu,v,w is either less than or equal to
λ1 − k1 − 1 +mr − kr + · · ·+mh+1 − kh+1
+λh − 1− kh + · · ·+ λ2 − 1− k2
+l(wλ)− (λh−1 − lh)− · · · − (λ1 − l2)
< l(wλ) = a(wλ).
The lemma is proved.
Lemma 6.3.2. Assume that degfu,v,w = a(wλ).
(a) If l1 > λh then w is not in Γλ ∩ Γ
−1
λ .
(b) If w is in Γλ ∩ Γ
−1
λ , then εk(u) is equal to εk(w) if 1 ≤ k ≤ i − 1.
Proof. (a) According to Corollary 6.2.3 (d) we must have
−(β − 1) +mr − kr + · · ·+mh+1 − kh+1 + λh − 1− k1 = 0.
Thus the r-chain of w, (here we need Corollary 6.2.4 and 6.2.2 (h))
w(ah1), ..., w(ah,λh−β), w(ah,λh−β+1),
w(ah+1,lh+1), ..., w(ah+1,mh+1),
...,
w(ar,lr ), ..., w(ar,mr ),
has length
L = λh − β + 1 +mh+1 − lh+1 + 1 + · · ·+mr − lr + 1.
We have
L ≥ λh − β + 1 +mh+1 − kh+1 + · · ·+mr − kr
= k1 + 1
≥ l1
> λh.
By Corollary 6.2.4 (a), the sequence w(ac1) > · · · > w(acλc) is an r-chain of w of
length λc if 1 ≤ c ≤ h − 1. Thus w has an r-chain family set of index h and the
cardinality of the r-chain family set is bigger than eh. Therefore w 6∈ Γλ ∩ Γ
−1
λ .
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(b) Since εk(u) = 0 for k = 1, ..., i − 1 and all components of ε(u) are non-
negative, using Lemma 5.3.2, Theorem 5.1.12 and Lemma 5.1.4 we see that
(1) 1 ≤ u(apq) ≤ n if 1 ≤ p ≤ ri−1 and q > λh.
By (a) and Corollary 6.2.3 (c) we get
(2) λh ≥ l1 ≥ l2 ≥ · · · ≥ lh.
Using Corollary 6.2.4 we then get
(3) w(apq) = u(apq) if 1 ≤ p ≤ ri−1 and q > λh.
Using Lemma 5.4.4 for u and Corollary 6.2.4 we see clearly that
(4) w(apq) > w(ap−1,q) if 2 ≤ p ≤ h− 1 and 1 ≤ q ≤ λp, λp−1.
Now we show that
(5) w(ahq) > w(ah−1,q) if 1 ≤ q ≤ λh, λh−1.
We must have lh ≥ λh − β + 1 since degfu,v,w = a(wλ). Using Lemma 5.4.4 and
Corollary 6.2.4 we see that (5) is true.
Using (1), (3-5), Lemma 5.1.4 and Lemma 5.2.3, we see that
εk(w) = (0, ..., 0) = εk(u)
if 1 ≤ k ≤ i− 1. (b) is proved.
The lemma is proved.
Definition 6.3.3. Let a ∈ Z. Write a = aij + kn, 1 ≤ i ≤ r, 1 ≤ j ≤ λi. The
level of a is defined to be the pair (i, k). We say that (i, k) > (i′, k′) if k > k′ or
i > i′ and k = k′.
Let w ∈ W . An r-antichain of w is called saturated if the r-antichain is con-
tained in some complete r-antichain family of w. Analogously we define saturated
d-antichains of w.
Lemma 6.3.4. If w is in Γλ ∩ Γ
−1
λ and degfu,v,w = a(wλ), then all
u(aclc), u(ac,lc+1), ..., u(acmc), uc+1(ec)
have the same level whenever h+ 1 ≤ c ≤ r and lc ≤ mc. (Recall that ur+1 = u1.)
Proof. Suppose that the conclusion is not true. Then there exists some c with
h+1 ≤ c ≤ r and lc ≤ mc such that some pair of neighboring terms in the sequence
u(aclc), u(ac,lc+1), ..., u(acmc), uc+1(ec)
have distinct levels but all
u(ac′lc′ ), u(ac′,l′c+1), ..., u(ac′mc′ ), uc′+1(ec′)
have the same level for all c < c′ ≤ r with lc′ ≤ mc′ .
Let Z be a complete r-antichain family of u. For θ = lc, lc+1, ...,mc we choose
βθ such that u(ac−1,βθ) and u(acθ) are in an r-antichain of u that is contained in
Z.
Suppose that all
u(aclc), u(ac,lc+1), ..., u(ac,θ−1)
have the same level but u(ac,θ−1) and u(acθ) have distinct levels for some lc < θ ≤
mc. Obviously we have
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(a) u(ac,θ−1) > u(acθ).
Suppose that c− 1 > h. We claim that
(b) u(ac−1,βθ−1) > u(acθ).
Write
u(aclc) = ξ + ηn, 1 ≤ ξ ≤ n, η ∈ Z.
Then ξ ∈ Λq for some 1 ≤ q ≤ r. By assumption, w(akl) and u(akl) have the same
level for all c < k ≤ r and 1 ≤ l ≤ λk. By Lemma 5.1.4, then we may assume
that the r-antichain C in Z containing u(aclc) has length c and there is a saturated
r-antichain of w that contains uc+1(ec) and has length c.
Note that u(ac−1,βlc ) is in C and uc−1(ec−2) ≥ u(aclc) (since c− 1 > h). Using
Lemma 5.1.4, then we can find a saturated r-antichain of w that contains u(ac−1,βlc )
and has length c− 1 since u(aclc) and uc+1(ec) have distinct levels.
We claim that q > 1. Otherwise, q = 1. Write
u(ac−1,βlc ) = x+ yn, 1 ≤ x ≤ n, y ∈ Z.
By Lemma 5.1.4, we have x ∈ Λc. But there is a saturated r-antichain of w
that contains u(ac−1,βlc ) and has length c− 1, by Lemma 5.1.4, this is impossible.
Therefore q > 1 and x ∈ Λq−1 and y = η. Using Lemma 5.1.4 we see that u(ac−1,βlc )
and u(ac−1,βθ−1) have the same level. Write
u(ac,θ) = ξ
′ + η′n, 1 ≤ ξ′ ≤ n, η′ ∈ Z,
and
u(ac−1,βθ−1) = x
′ + y′n, 1 ≤ x′ ≤ n, y′ ∈ Z.
then x′ ∈ Λq−1 and y = y
′.
Since u(ac,θ−1) > u(acθ), y
′ = η, and u(aclc), u(ac,θ−1) have the same level, we
have y′ ≥ η′ and ξ′ ∈ Λq′ for some 1 ≤ q′ < q if y′ = η′.
When y′ > η′, clearly (b) is true. If y′ = η′ and 1 ≤ q′ < q − 1, (b) is also
obviously true. Now suppose that y′ = η′ and q′ = q − 1. Using Lemma 5.4.2 we
see that (b) is true. Thus (b) is always true.
Similarly if u(aclc), ..., u(acmc) have the same level and u(acmc), uc+1(ec) have
distinct levels and uc+1(ec) = u(akl) for some c < k ≤ r and 1 ≤ l ≤ λk, we have
u(ac−1,βmc ) > uc+1(ec). If u(aclc), ..., u(acmc) have the same level but u(acmc) and
uc+1(ec) have distinct levels and uc+1(ec) = u(a1l1 + n), using u
−1 ∈ Γλ ∩ Γ
−1
λ we
can see that u(ac−1,βmc ) > uc+1(ec). Thus in this case (b) is true.
Note that u(aclc) > u(ac−1,βθ) for all βθ. Thus mc−1 < βθ for all βθ since
c− 1 ≥ h+ 1. Using Corollary 6.2.4 we see that the following elements
w(ah1), ..., w(ah,λh−β), w(ah,λh−β+1),
w(ah+1,lh+1), ..., w(ah+1,mh+1), ..., w(ac−2,lc−2), ..., w(ac−2,mc−2),
w(ac−1,lc−1), ..., w(ac−1,mc−1), w(ac−1,βlc ), w(ac−1,βlc+1), ..., w(ac−1,βθ−1),
w(ac,θ−1), ..., w(acmc),
w(ac+1,lc+1), ..., w(ac+1,mc+1), ..., w(ar−1,lr−1 , ..., w(ar−1,mr−1),
w(arlr ), w(ar,lr+1), ..., w(ar,mr ), w(a1,l1+1 + n), ..., w(a1λ1 + n),
form an r-chain of w.
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Since
−(β − 1) +mr − kr + · · ·+mh+1 − kh+1 + λh − 1− k1 = 0,
the above r-chain of w has length
L = λh − β + 1 +mh+1 − lh+1 + 1 + · · ·+mc−1 − lc−1 + 1
+mc − lc + 2 +mc+1 − lc+1 + 1 + · · ·+mr − lr + 1 + λ1 − l1.
We have
L ≥ λh − β + 1 +mh+1 − kh+1 + · · ·+mc−1 − kc−1
+mc − kc + 1 +mc+1 − kc+1 + · · ·+mr − kr + 1 + λ1 − k1 − 1
= λ1 + 1
> λ1.
This is impossible since w ∈ Γλ ∩ Γ
−1
λ , so the lemma is true in this case.
Suppose that c = h+ 1. By assumption, we have
(c) u(ac′lc′ ) and uc′+1(ec′) have the same level for all c = h + 1 < c
′ ≤ r with
lc′ ≤ mc′ .
Using Corollary 6.2.4 we get (note that lh+1 ≤ mh+1 in our case)
(d) u(ah+1,lh+1) = w
′(eh) = w(ah,λh−β+1), and w(akl) and u(akl) have the same
level for all r ≥ k ≥ h+ 2 and λk ≥ l ≥ 1. And
w(Λh+1)− {w(ah+1,mh+1)} = u(Λh+1)− {u(ah+1,lh+1)}.
Using Lemma 5.1.4, thus we have
(e) there is a complete r-antichain family Yu of u such that the r-antichain B in Yu
containing u(ah+1,lh+1) has length h+ 1;
(f) there is a complete r-antichain family Yw of w such that the r-antichain C in
Yw containing w(ah,λh−β+1) = u(ah+1,lh+1) has length h; and the r-antichain D in
Yw containing w(ah+1,mh+1) = uh+2(eh+1) has length h+ 1.
By Corollary 6.2.3 (e), u(aklk) < u(ak+1,lk+1) for k = 1, 2, ..., h. Using Lemma
5.4.2 we see
(g) u(ajlj ) and u(aklk) have distinct levels whenever 1 ≤ j < k ≤ h+ 1.
Let B′ be an r-antichain in Yu. Suppose that B
′ has length greater than h+ 1
or of length h+ 1 but does not contain u(ah+1,lh+1). Assume that u(aklk) is in B
′
for some 1 ≤ k ≤ h. By (g) and (d), we can find some u(akθk) that has the same
level as u(aklk) and in an r-antichain B
′′ in Yu of length less than the length of
B′. Replacing u(aklk) by u(akθk) in B
′ and replacing u(akθk) by u(aklk) in B
′′, and
continuing this process, finally we get a complete r-antichain family Y ′u of u with
the following property.
(h) Any r-antichain in Y ′u of length greater than h + 1 or of length h + 1 but not
containing u(ah+1,lh+1), does not contain any u(aklk) for k = 1, 2, ..., h. Moreover
the r-antichain in Y ′u containing u(ah+1,lh+1) has length h+ 1.
(i) It is harmless to require that Yu = Y
′
u. Then, for any r-antichain B
′ in Yu that
has length greater than h+1 or has length h+1 but does not contain u(ah+1,lh+1),
replacing u(ac′lc′ ) (h + 1 < c
′ ≤ r) by w(ac′mc′ ) if u(ac′lc′ ) is B
′, we get an r-
antichain C′ of w. It is harmless to assume all such C′ are in Yw.
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Suppose that u(akqk) are in B for k = 1, 2, ..., h. Write
u(ah+1,lh+1) = xh+1 + yh+1n, 1 ≤ xh+1 ≤ n, yh+1 ∈ Z,
u(akqk) = xk + ykn, 1 ≤ xk ≤ n, yk ∈ Z, k = 1, 2, ..., h.
By (e), (f) and Lemma 5.1.4 we get
(j) xh+1 is in Λg for some 1 ≤ g ≤ h and xh+1−g is in Λh+1.
Since
u(ah+1,lh+1) > uh+2(eh+1) = w(ah+1,mh+1)
and they have distinct levels, by Corollary 6.2.4, if qh+1−g 6= lh+1−g then
u(ah+1−g,qh+1−g ) is in w(Λh+1−g), if h + 1 − g ≥ 2 then u(ah+1−g,qh+1−g ) is in
w(Λh+1−g) or in w(Λh+1−g−1). Then in both cases, by (i) and (f), u(ah+1−g,qh+1−g )
is not in any r-antichain in Yw of length greater than h. By Lemma 5.1.4, this is im-
possible. Hence h+1−g = 1 and q1 = l1. But we have u(ah+1,lh+1) > uh+2(eh+1) ≥
u(a1l1) + n, this contradicts that B is an r-antichain of u. Therefore u(ah+1,lh+1)
and uh+2(eh+1) = w(ah+1,mh+1) have the same level.
The lemma is proved
Corollary 6.3.5. εk(u) = εk(w) whenever k 6= i.
Proof. When k < i, this is Lemma 6.3.2 (b). Using Lemma 6.3.4 and Corollary
6.2.4 we see that w(acl) and u(acl) have the same level if c > ri and λc ≥ l ≥ 1.
Therefore εk(u) = εk(w) if k > i. The corollary is proved.
Lemma 6.3.6. Let u, v ∈ Γλ ∩ Γ
−1
λ be as in Prop. 6.2.1. Keep the notation in
6.2.2. Assume that w ∈ Γλ ∩ Γ
−1
λ and degfu,v,w = a(wλ). Then
(a) u(a1l1) and u(a1,l1−1) have distinct levels and 1 ≤ l1 ≤ λh.
(b) u(aclc) and u(ac,lc−1) have distinct levels for c = 2, 3, ..., r.
(c) There is a complete r-antichain family Z of u such that the r-antichain B in Z
containing u(a1l1) has length h. (Recall that ri = h.)
Proof. (a) By Lemma 6.3.2 (a) we have 1 ≤ l1 ≤ λh. If u(a1,l1−1) and u(a1l1)
have the same level then
u(a1,l1−1) = akl + qn and u(a1l1) = akl′ + qn
for some r ≥ k ≥ 1, λk ≥ l > l′ ≥ 1 and some q ∈ Z. Then w−1(akl′ ) = ξ′−(q+1)n
for some 1 ≤ ξ′ ≤ n, and w−1(akl) = ξ−qn for some 1 ≤ ξ ≤ λ1. Thus w−1(akl′ ) <
w−1(akl). This contradicts that w ∈ Γλ ∩ Γ
−1
λ . Therefore u(a1,l1−1) and u(a1l1)
have distinct levels.
(b) Similarly we see that (b) is true.
(c) Let Au (resp. Aw) be the set of elements in u(Λ1) (resp. w(Λ1)) that have
the same level as u(a1l1). Let Z be a complete r-antichain family of u. Assume that
(c) is not true. By Lemma 5.1.4, then any r-antichain in Z that contains one element
in Au has length different from h. By Corollary 6.2.3 (e) and Lemma 5.4.2, u(a2l2)
and u(a1l1) have distinct levels. Now w(Λ1) is the union of {u(L1)−{u(a1l1)} and
u(a2l2). Thus |Au| = |Aw | + 1. By Lemma 5.1.4, this forces that εk(w) 6= εk(u)
for some k 6= i. This is impossible by Corollary 6.3.5. So there must be some
r-antichain in a complete r-antichain family of u that hash length h and contains
u(a1l1).
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Proposition 6.3.7. Let u, v ∈ Γλ ∩ Γ
−1
λ be such that all components of ε(u) and
ε(v) are nonnegative. Assume that
ε1(u) = ε2(u) = · · · = εi−1(u) = 0
and
εi1(v) = 1 and εkl(v) = 0 if (k, l) 6= (i, 1)
Then
tutv =
∑
tw,
where w runs through the set
I = {w ∈ Γλ ∩ Γ
−1
λ | εij(w) = εij(u) + 1 for some 1 ≤ j ≤ ni,
and εkl(w) = εkl(u) if (k, l) 6= (i, j)}.
Proof. Suppose that w ∈ I and εij(w) = εij(u) + 1. Then εi,j−1(u) > εij(u).
(We understand that εi0(u) = ∞.) Let Z be a complete r-antichain family of u
and B an r-antichain in Z that has length ri and provides εij(u). Let u(aklk) be
in B for k = 1, ..., h. We may choose lk as big as possible. By Lemma 5.1.4, then
u(ak,lk−1) and u(aklk) have distinct levels. According to Lemmas 5.4.4 and 5.2.3,
we see that 1 ≤ l1 ≤ λh.
Now suppose that 1 ≤ l1 ≤ λh satisfies (a) and (c) in Lemma 6.3.6. Assume
that B is an r-antichain in a complete r-antichain family Z that has length ri and
provides εij(u). Then obviously we have εi,j−1(u) > εij(u). We need show that
there exist unique k1, kc, 1 ≤ lc ≤ λc +1 for c = 2, 3, ..., r such that kc+1 = lc for
all 1 ≤ c ≤ r and the corresponding w in 6.2.2 satisfies that (1) w ∈ Γλ ∩ Γ
−1
λ and
(2) degfu,v,w = a(wλ).
Keep the notation in 6.2.2.
If c ≥ h + 1, we choose 1 ≤ lc ≤ mc + 1 inductively so that (1) u(acmc) >
uc+1(ec) > u(ac,mc+1), (2) u(aclc) and uc+1(ec) have the same level but u(ac,lc−1)
and u(aclc) have distinct levels, noting that if no such lc we set lc = mc + 1. Then
set kc = lc − 1.
Let u(ahαh), ..., u(a2α2), u(a1l1) be the r-antichain B in Lemma 6.3.6 (c). We
may require that u(acαc) and u(ac,αc−1) have distinct levels for c = 2, ..., h. Then
we set lc = αc for c = 2, ..., h.
According to the arguments in 6.2.2, it suffices to prove the following three
assertions.
(a) lh ≤ lh−1 ≤ · · · ≤ l1.
(b) u(ac−1,lc−1) > u(aclc) for c = 2, 3, ..., h.
(c) Let 1 ≤ β ≤ λh be such that u(ah,λh−β) > uh+1(eh) > u(ah,λh−β+1). Then
λh − β +mh+1 − lh+1 + 1 + · · ·+mr − lr + 1 = l1 − 1.
(Note that u(ahlh) < u(a1l1) + n ≤ uh+1(eh). So λh − β + 1 ≤ lh.)
For all 1 ≤ c ≤ h we write
u(aclc) = ξc + ηcn, where 1 ≤ ξc ≤ n and ηc ∈ Z.
Let Z be a complete r-antichain family of u containing B.
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Now we argue for (a). If lc > lc−1 for some 2 ≤ c ≤ h, then there is an r-
antichain C in Z such that C contains u(acpc) and u(ac−1,pc−1) for some 1 ≤ pc < lc
and lc−1 < pc−1 ≤ λc−1. Write
u(acpc) = x+ yn and u(ac−1,pc−1) = x
′ + y′n,
where 1 ≤ x, x′ ≤ n and y, y′ ∈ Z. Assume that
x ∈ Λj , x
′ ∈ Λk and ξc ∈ Λq.
If q > 1, by Lemma 5.1.4, then ξc−1 ∈ Λq−1 and ηc = ηc−1. Since u(acpc) ≥
u(ac,lc−1), u(ac,lc−1) and u(aclc) have distinct levels, and u(ac,lc−1) > u(ac−1,pc−1)
(see Lemma 5.4.4), we see
(d) either j > q and y ≥ ηc, or y > ηc; and either k ≤ q− 1 and y′ ≤ ηc, or y′ < ηc.
If j > 1, using Lemma 5.1.4 we see that k = j− 1 and y = y′. This contradicts
(d). If j = 1, then y > ηc. By Lemma 5.3.2, ηc ≥ 0, thus ε(C) > 0, see section 5.2
for the definition of ε(C). Since εm(u) = 0 for 1 ≤ m < i, the length of C is not
less than h. By Lemma 5.1.4, then k ≥ h. But by Lemma 5.1.4, q ≤ h. Hence by
(d) we see y′ < ηc. Therefore u(acpc) ≥ u(ac,lc−1) + n. This contradicts that C is
an r-antichain of u.
If q = 1, then ξc−1 ∈ Λh and ηc = ηc−1+1. Thus y ≥ ηc and y
′ ≤ ηc− 1. Since
C is an r-antichain in Z, by Lemma 5.1.4 we must have y = ηc, y
′ = ηc − 1 and
j = 1. This contradicts that u(aclc) and u(acpc) have distinct levels.
Thus if lc > lc−1 for some 2 ≤ c ≤ h we would be led to a contradiction.
Therefore (a) is true.
Now we show (b). If u(ac−1,lc−1) < u(aclc) for some 2 ≤ c ≤ h, using Lemma
5.4.2, we see that u(ac−1,lc−1) and u(aclc) have distinct levels. Write
u(ac−1,lc−1) = ξ
′ + η′n, ξ′ ∈ Λk′ and η
′ ∈ Z.
Recall that ξc ∈ Λq. Then
(e) either k′ < q and η′ ≤ ηc, or η′ < ηc.
Since lc ≤ lc−1 and u(ac−1,lc−1−1), u(ac−1,lc−1) have distinct levels, if q ≥ 2,
by Lemma 5.1.4, we have that k′ > q − 1 and η′ ≥ ηc−1 = ηc, or η′ > ηc−1 = ηc.
This contradicts (e). Therefore q = 1 and η′ < ηc. Then η
′ ≥ ηc−1 implies that
η′ = ηc−1 = ηc − 1. Moreover we have k′ > h since u(ac−1,lc−1−1), u(ac−1,lc−1)
have distinct levels and ξc−1 ∈ Λh. Then it is easy to see that the r-antichain D in
Z containing u(ac−1,lc−1) does not contain any of u(ac1),...,u(ac,lc−1) since none of
them is in Λ1 + (η
′ + 1)n or Λk′+1 + η
′n.
Thus there is an r-antichainE in Z such that E contains u(acpc) and u(ac−1,pc−1)
for some 1 ≤ pc < lc and lc − 1 < pc−1 ≤ λc−1. As before, write u(acpc) = x+ yn,
u(ac−1,pc−1) = x
′ + y′n, where 1 ≤ x, x′ ≤ n and y, y′ ∈ Z. Assume that
x ∈ Λj, x′ ∈ Λk. From the arguments above we see that y′ ≤ η′ = ηc − 1 and
y ≥ ηc. Thus by Lemma 5.1.4 we must have y = ηc and j = 1. This is impossible
since u(ac,lc−1) and u(aclc) have distinct levels. We proved (b).
Now we prove (c). Let U be the set consisting of u(a11), u(a12), ..., u(a1,l1−1),
and let V be the union of the two sets {u(ah1), ..., u(ah,λh−β)} and {u(acδ) | h+1 ≤
c ≤ r, 1 ≤ δ ≤ λc, and u(acδ) has the same level as u(a1l1) + n }. Let C be an
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r-antichain of u. We shall show that if C contains some element in U , then C
contains exactly one element of V , and vice versa.
Let α ≤ λh − β. Then u(ahα) > uh+1(eh). Let C be the r-antichain in Z
containing u(ahα). Assume that u(a1γ) ∈ C. We claim that γ < l1. Write
u(ahα) = ξ + ηn, u(a1γ) = ξ
′ + η′n,
where 1 ≤ ξ, ξ′ ≤ n, η, η′ ∈ Z. Assume that ξ ∈ Λm and ξh+1 ∈ Λqh+1 . Then either
m > qh+1 and η = ηh+1, or η > ηh+1.
Assume that m > qh+1, ηh+1 = η. By Lemma 5.1.4, then η
′ = η − 1 and
ξ′ ∈ Λm′ for some m′ > m whenever m < h. If m ≥ h, then η′ = η. In any case we
have u(a1γ) > u(a1l1) since uh+1(eh) ≥ u(a1l1) + n. So we have γ < l1.
If η > ηh+1, then η
′ ≥ ηh+1, so we have u(a1γ) > u(a1l1) since uh+1(eh) ≥
u(a1l1) + n. Thus we also have γ < l1 in this case.
Now suppose that c > h, 1 ≤ δ ≤ λc and u(acδ) has the same level as u(a1l1)+n
and D is the r-antichain in Z containing u(acδ). Assume that u(a1γ) is in D. We
claim that γ < l1. We may write
u(acδ) = ζ + (η1 + 1)n, u(a1γ) = ξ
′ + η′n,
where 1 ≤ ζ, ξ′ ≤ n, η′ ∈ Z. Assume that ζ ∈ Λm. Then either m ≥ c, ξ′ ∈ Λm−c+1
and η′ = η1 + 1; or m < c, η
′ = η1, and ξ
′ ∈ Λm′ for some m′ > m. In any case we
have u(a1γ) > u(a1l1). Hence γ < l1.
Obviously if an r-antichain in Z contains some u(acδ) for some c > h and
u(acδ) has the same level as u(a1l1)+n, then C does not contains any u(ahα′) with
α′ ≤ λh − β, since u(ahα′) > uh+1(eh) ≥ u(acδ).
Now suppose that γ < l1 and C is the r-antichain in Z containing u(a1γ). We
claim that either C contains some u(ahα) for some α ≤ λh − β or C contains some
u(acα) for some c > h and u(acα) has the same level as u(a1l1) + n.
As before write u(a1γ) = ξ
′ + η′n. Assume that ξ′ ∈ Λm′ and ξ1 ∈ Λq1 . Then
either m′ > q1 and η
′ = η1, or η
′ > η1, since u(a1γ) and u(a1l1) have distinct levels.
Since εj(u) = 0 for j < i, by Lemma 5.1.4 we see that the length of C is either h
or greater than h. Let u(ahα) = ξ + ηn be in C, where ξ ∈ Λq for some 1 ≤ q ≤ r
and η ∈ Z.
Assume that η′ > η1. Suppose that u(ahα) < uh+1(eh). Then η = η1 + 1
since η1 + 1 ≥ η ≥ η′ > η1 and q < q1. By Lemma 5.1.4, q ≥ h and q1 ≤ h. A
contradiction. Therefore we have u(ahα) > uh+1(eh) and we are done in this case.
Assume that m′ > q1 and η
′ = η1. If u(ahα) > uh+1(eh) then we are done.
Now suppose that u(ahα) < uh+1(eh). Then we have two cases, (1) η = η1 + 1 and
q < q1, (2) η = η1 and q > m
′ > q1. When η = η1 + 1, since q < q1 < m
′, by
Lemma 5.1.4 we see that there is r ≥ c > h such that u(acα′) = ξ′′ + η′′n ∈ C for
some 1 ≤ α′ ≤ λc with ξ′′ ∈ Λq1 and η
′′ = η. Thus u(acα′) has the same level as
u(a1l1)+n. When η = η1 and q > m
′ > q1, using Lemma 5.1.4 we see there is some
r ≥ c > h such that u(acα′) = ξ′′ + η′′n ∈ C for some 1 ≤ α′ ≤ λc with ξ′′ ∈ Λq1
and η′′ = η + 1.
Therefore (c) is true.
The proposition is proved.
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Proposition 6.3.8. Let u, v ∈ Γλ ∩ Γ
−1
λ be such that all components of ε(u) and
ε(v) are non-positive. Assume that
ε1(u) = ε2(u) = · · · = εi−1(u) = 0
and
εini(v) = −1 and εkl(v) = 0
if (k, l) 6= (i, ni). Then
tutv =
∑
tw,
where w runs through the set
{w ∈ Γλ ∩ Γ
−1
λ | εij(w) = εij(u)− 1 for some 1 ≤ j ≤ ni,
and εkl(w) = εkl(u) if (k, l) 6= (i, j)}.
Proof. Apply Prop. 6.3.7 and use 1.3 (b) and note that JΓλ∩Γ−1λ
is commutative
(see Theorem 2.3.2 (b)).
6.4. The factorization formula
Now we can prove the factorization formula. We need a notation. For x, y ∈
Γλ ∩ Γ
−1
λ we define x ∗ y ∈ Γλ ∩ Γ
−1
λ to be the unique element z in Γλ ∩ Γ
−1
λ
determined by ε(z) = ε(x) + ε(y).
Theorem 6.4.1. Let w ∈ Γλ ∩ Γ
−1
λ and wi ∈ Γλ ∩ Γ
−1
λ ( 1 ≤ i ≤ p) be such that
ε(wi) = εi(w) (see the beginning of section 6.2 for the definition of εi(w)). Then
tw = tw1tw2 · · · twp .
Proof. We show the result first in the case when w satisfies εkl(w) ≥ 0 for all
k, l, and then in general.
Step 1. Assume that all εkl(w) ≥ 0. It is sufficient to prove that if εk(w) = 0
for k = 1, ..., i and ε(u) = εi(u), then tutw = tu∗w
Let v ∈ Γλ ∩ Γ
−1
λ be such that εkl(v) = 0 for all pairs (k, l) except εi1(v) = 1.
Let m ∈ N. According to Prop. 6.3.7, we have
(a) tmv tw =
∑
u θututw =
∑
u θutu∗w,
where u is in Γλ ∩ Γ
−1
λ such that (1) all components of ε(u) are nonnegative, (2)
εi(u) = ε(u), (3)
∑
1≤j≤ni
εij(u) = m, and (4) θu is given by the following formula
V (ε(v))m =
∑
u
θuV (ε(u)) θu ∈ N.
Recall that V (ε(u)) is an irreducible Fλ-module of highest weight ε(u).
By 1.3 (d), the positivity of the structural coefficients γx,y,z’s (see 1.3 (f)) and
(a) we get
(b) If θu 6= 0, then
tutw = tx∗w
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for some x ∈ Γλ ∩ Γ
−1
λ with (1) εkl(x) ≥ 0 for all k, l, (2)
∑
1≤j≤ni
εij(x) =∑
1≤j≤ni
εij(u) = m and (3) εi(x) = ε(x). Moreover if u 6= u′ and tu′tw = tx′∗w,
then x 6= x′.
Clearly θu is not zero if and only if (1) all components of ε(u) are nonnegative,
(2) εi(u) = ε(u), (3)
∑
1≤j≤ni
εij(u) = m.
Let y ∈ Γλ ∩ Γ
−1
λ be such that εij(y) = k for all j and other components of
ε(y) are 0. Then
tytw = tz∗w
for some z ∈ Γλ ∩ Γ
−1
λ with εi(z) = ε(z) and with
∑
1≤j≤ni
εij(z) = kni.
By Prop. 6.3.7, we have tvty = tv∗y. Hence
tvtytw = tv∗ytw = ty′∗w
for some y′ ∈ Γλ ∩ Γ
−1
λ with εi(y
′) = ε(y′) and with
∑
1≤j≤ni
εij(y
′) = kni + 1.
Thus
tvtz∗w = ty′∗w.
By Prop.6.3.7, this forces that y = z. Thus we have
(c) tytw = ty∗w.
Now we define a total order on the subset Mk of Γλ ∩ Γ
−1
λ consisting of all
elements u in Γλ ∩ Γ
−1
λ with (1) all components of ε(u) are nonnegative and are
less than or equal to k and (2) εi(u) = ε(u). Let z, z
′ be in Mk. If εij(z) = εij(z
′)
for j = l + 1, l + 2, ..., ni but εil(z) > εil(z
′) then we define z > z′. This of course
introduces a total order on Mk. We have
(d) If u ∈Mk and tutw = tx∗w, then x ∈Mk.
Otherwise, by (b) we see that εi1(x) > k. Let q = kni − εi1(u)− · · · − εini(u).
Write
tqvtu =
∑
u′
ξu′ tu′ , ξu′ ∈ N.
By Prop. 6.3.7, ξy 6= 0. By (c) and Prop. 6.3.7, ty∗w appears in tqvtutw with nonzero
coefficient ξy but ty∗w appears in t
q
vtx∗w with zero coefficient. Thus t
q
vtutw 6= t
q
vtx∗w.
This contradiction shows that x must be in Mk. (For a given element t =
∑
aztz ∈
JΓλ∩Γ−1λ
, we say that tz appears in t with coefficient az.)
Now we claim that
(e) tutw = tu∗w for all u in Mk.
By (c) we see that (e) is true for the maximal element in Mk. Assume that for
any z ∈ Mk with z > u we have tztw = tz∗w. By (c) we may assume that u is not
maximal and we can find 1 ≤ j < ni such that εij(u) > εi,j+1(u) = · · · = εini(u).
We have tutw = tx∗w for some x ∈ Mk. Suppose that u 6= x. Since for x > u
we have txtw = tx∗w, using (b) we get x < u.
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Denote by τil the element in Z
n1 × · · · × Znp whose (i, l)-component is 1 and
other components are 0. Consider the product
tvtutw = tvtx∗w =
∑
z
ηztz∗w, ηz ∈ N.
Let u′ ∈ Mk be determined by ε(u
′) = ε(u) + τi,j+1, then tu′ appears in tvtu
with coefficient 1. By induction hypothesis, tu′∗w appears in tvtx∗w with nonzero
coefficient. According to Prop. 6.3.7, this forces that ε(x) = ε(u) + τi,j+1 − τi,ni
since x < u.
If εi1(u) < k or there is j
′ > j such that εij′(u) > εi,j′+1(u), then tv′ appears
in tvtu with coefficient 1, where v
′ ∈ Γλ ∩ Γ
−1
λ with ε(v
′) = ε(u) + τi1 or ε(v
′) =
ε(u) + τi,j′+1. Obviously v
′ ∈ Mk and v′ > u, by induction hypothesis, then
tv′∗w appears in tvtx∗w with coefficient 1. But this is impossible since by Prop.
6.3.7, if x′ 6= u′ ∗ w and tx′ appears in tvtx∗w with non zero coefficient, then
εini(x
′) = εini(u)− 1.
Thus we must have
εi1(u) = · · · = εij(u) = k > εi,j+1(u) = · · · = εini(u).
Define ψ(
∑
kztz) =
∑
kz.
If ni − j > 2 or ni − j = 2 but εij(u) > εi,j+1 + 1, then ψ(tvtutw) = 2 but
ψ(tvtx∗w) ≥ 3. This is impossible. If ni = j + 1 we have x = u since ε(x) =
ε(u) + τi,j+1 − τi,ni .
If ni = j + 2 and εij(u) = k = εi,j+1(u) + 1, we can prove directly that the
assertion (e) is true in this case. In fact, from tytw = ty∗w and by considering
tvty′tw we see that ty′tw = ty′∗w if ε(y
′) = ε(y)− τini . Then by considering tvty′′tw
we see that ty′′tw = ty′′∗w if ε(y
′) = ε(y) − 2τini and k ≥ 2. Thus by considering
tvtutw we see that tutw = tu∗w in this case.
The theorem is proved when all εkl(w) ≥ 0.
Step 2. Now w ∈ Γλ ∩ Γ
−1
λ is arbitrary. We can find q ∈ N such that εkl(w) +
qrk ≥ 0 for all k, l. Let u = ω
qnw and ui ∈ Γλ ∩ Γ
−1
λ with ε(ui) = εi(u). Then
εkl(u) = εkl(w) + qrk ≥ 0 for all k, l. By step 1 we have
(f) tu = tu1tu2 · · · tup .
Obviously we have
(g) tw = tutω−qnwλ = tu1tu2 · · · tuptω−qnwλ .
Since ωqnwλ ∈ Γλ ∩ Γ
−1
λ and εkl(ω
qnwλ) = qrk ≥ 0, by step 1, we have
(h) tωqnwλ = tθ1tθ2 · · · tθp , where θk ∈ Γλ∩Γ
−1
λ is determined by ε(θk) = εk(ω
qnwλ).
Using 1.3 (b) and Theorem 2.3.2 (b) we get
(i) tω−qnwλ = tθ−11
tθ−12
· · · tθ−1p .
Obviously we have tωqnwλtω−qnwλ = twλ . Using 1.3 (c) and 1.3 (f) we see that
tθktθ−1
k
= twλ for all k. Thus we have
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(j) t−1θk = tθ−1k
.
According to step 1 we have
(k) tθ1tθ2 · · · tθk−1tuktθk+1 · · · tθp = tvk for all k, where vk = θ1 ∗ θ2 ∗ · · · ∗ θk−1 ∗ uk ∗
θk+1 ∗ · · · ∗ θp.
Note that ε(vkω
−qn) = ε(wk) = ε(uk) − ε(θk) for all k. Using Theorem 5.2.6
(b), we get vkω
−qn = wk for all k. Then obviously we have tvktω−qnwλ = twk . Using
(f)-(k) we get
tw = tutω−qnwλ
=
∏p
k=1(tθ1tθ2 · · · tθk−1tuk tθk+1 · · · tθptθ−11
tθ−12
· · · tθ−1p )
=
∏p
k=1 tvk tω−qnwλ
= tw1tw2 · · · twp .
The theorem is proved.
CHAPTER 7
A Multiplication Formula in JΓλ∩Γ−1λ
Let λ be as in section 2.2 and ni be as in section 4.1. Then GLni(C) is the ith
reductive component of Fλ. Let ε = (ε11, ..., εpnp) and ε
′ = (ε′11, ..., ε
′
pnp
) be two
elements in Dom(Fλ) such that εkl = ε
′
kl = 0 whenever k 6= i and εi1 = 2, εi2 =
· · · = εini = 0. Let V (ε) and V (ε
′) be two irreducible Fλ-modules of highest weight
ε and ε′ respectively. Then we have a simple formula for the product V (ε)V (ε′)
in RFλ (see 4.2 (g)). In this chapter we will establish a multiplication formula in
JΓλ∩Γ−1λ
that is corresponding to the formula for V (ε)V (ε′), see Theorem 7.2.2.
To do this we compute some product T˜uT˜v in section 7.1. Then in section 7.2 we
prove our formula. In Chapter 8, using this formula and the factorization formula
(Theorem 6.4.1) we show that Conjecture 2.3.3 is true.
7.1. A computation for some T˜uT˜v
Let u, v be in Γλ ∩ Γ
−1
λ such that ε(u) = εi(u) and εi1(v) = 2 and εkl(v) = 0
whenever (k, l) 6= (i, 1). In this section we will compute the product T˜uT˜v provided
that all components of ε(u) are non-negative. We show that fu,v,w have degree less
than or equal to a(wλ) for the u, v and all w ∈ W . Keep the notation in Chapter
5. Let vi1 be the ui1 in section 5.5. We have
Lemma 7.1.1. Let 1 ≤ k ≤ r. Suppose that ek−1 + 1 ≤ q ≤ ek − 2. Then
(a) T˜sq T˜vi1 = T˜vi1 T˜sq ,
(b) T˜−1sq T˜vi1 = T˜vi1 T˜
−1
sq
.
Proof. (a) According to section 5.5 we have vi1 = τλ1s(e1, e2, ..., eh). Using this
we see easily that sqvi1 = vi1sq and l(sqvi1) = 1 + l(vi1). Thus
T˜sq T˜vi1 = T˜sqvi1 = T˜vi1sq = T˜vi1 T˜sq .
We proved (a). (b) follows from (a).
7.1.2. Let u be in Γλ ∩ Γ
−1
λ such that (1) εi(u) = ε(u) and (2) all components of
ε(u) are nonnegative. Let v = v2i1wλ. By 5.5 (d-e), we have v ∈ Γλ∩Γ
−1
λ , εkl(v) = 0
if (k, l) 6= (i, 1) and εi1(v) = 2. Now we compute T˜uT˜v. Recall that we have set
ek = λ1 + · · ·+ λk, e0 = 0 and ri = h. By the construction in section 5.3 we see
(∗) u(a) = v(a) = wλ(a) if either eh+1 ≤ a ≤ n or a = akl for some k with l > λh.
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According to 5.5 (g) we get
vi1 = ωse1−2se1−3 · · · s1s0sˆe2−1se2−2 · · · se1
×sˆeh−1−1seh−1−2 · · · seh−2 sˆeh−1seh−2 · · · seh−1
×sn−1sn−2 · · · seh
Set
δ = sn−1 · · · seh .
Let 1 ≤ j ≤ h− 1. Suppose that zk ≤ sek−2 · · · sek−1 for k = 1, 2, ..., j. Using 2.1.3
(f) we see
(a) uωz1z2 · · · zjsq ≤ uωz1z2 · · · zj for all ej ≤ q ≤ ej+1 − 2.
According to (∗) and Lemma 6.1.3, we have
(b) T˜uT˜vi1 =
∑
z1,1≤se1−2···se0...
zh,1≤seh−2···seh−1
(
h∏
k=1
ξλk−1−l(zk,1))T˜uωz1,1···zh,1 T˜δ.
Using Lemma 5.3.2 and 2.1.3 (f) we see that
l(uωz1,1 · · · zh,1δ) = l(uωz1,1 · · · zh,1) + l(δ).
Thus we have
T˜uωz1,1···zh,1 T˜δ = T˜uωz1,1···zh,1δ.
Let
u′1 = uωz1,1 · · · zh,1δ.
Then for 1 ≤ k ≤ h−1 we have u′1(ek) = u(ak+1,pk+1,1) for some 1 ≤ pk+1,1 ≤ λk+1
and u′1(eh) = u(a1,p1,1) + n for some 1 ≤ p1,1 ≤ λ1. Thus
zk,1 = sek−1+pk,1−2 · · · sek−1yk,1
for some yk,1 ≤ sek−2sek−3 · · · sek−1+pk,1 . We have
l(u′1y
−1
1,1 · · · y
−1
h,1) = l(u
′
1) + l(y
−1
1,1) + · · ·+ l(y
−1
h,1).
Let u1 = u
′
1y
−1
1,1 · · · y
−1
h,1. Then
T˜u′1 = T˜u1 T˜
−1
y
−1
1,1
· · · T˜−1
y
−1
h,1
.
Note that l(zk,1) = l(yk,1) + pk,1 − 1. Thus we have
(c) T˜uT˜vi1 =
∑
z1,1≤se1−2···se0...
zh,1≤seh−2···seh−1
(
h∏
k=1
ξλk−pk,1)T˜u1(ξ
−l(y1,1)T˜−1
y
−1
1,1
) · · · (ξ−l(yh,1)T˜−1
y
−1
h,1
).
Moreover we have
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(d) u1(a) =


u(a) if ek−1 + 1 ≤ a ≤ ek−1 + pk,1 − 1, k = 1, 2, ..., h,
u(a+ 1) if ek−1 + pk,1 ≤ a ≤ ek−1 − 1, k = 1, 2, ..., h,
u(ak+1,pk+1,1) if a = ek, k = 1, 2, ..., h− 1,
u(a1,p1,1) + n if a = eh,
u(a) if eh < a ≤ n.
In particular we have
(e) u1(a) > u1(b) if ek + 1 ≤ a < b ≤ ek+1 − 1 for some 0 ≤ k ≤ r − 1.
For any w ∈ W we set w(ak0) =∞ and w(ak,λk+1) = −∞ for all k.
For 1 ≤ k ≤ h choose 0 ≤ qk,2 ≤ λk − 1 such that
u1(ak,qk,2 ) > u1(ek) ≥ u1(ak,qk,2+1).
Using 2.1.3 (f) we get
(f) l(u1ω
h∏
k=1
(sek−2 · · · sek−1+qk,2)) = l(u1) +
h∑
k=1
(λk − qk,2 − 1).
Let u′2 = u1ω
∏h
k=1(sek−2 · · · sek−1+qk,2). Then we have
(g)
u′2(a) =


u1(a+ 1) if ek−1 ≤ a ≤ ek−1 + qk,2 − 1, k = 1, 2, ..., h,
u1(ek) if a = ek−1 + qk,2, k = 1, 2, ..., h,
u1(a) if ek−1 + qk,2 < a < ek, k = 1, 2, ..., h,
u1(a+ 1) if eh ≤ a ≤ n− 1.
u′2ω
−1 =


u1(a) if ek−1 + 1 ≤ a ≤ ek−1 + qk,2, k = 1, 2, ..., h,
u1(ek) if a = ek−1 + qk,2 + 1, k = 1, 2, ..., h,
u1(a− 1) if ek−1 + qk,2 + 1 < a ≤ ek, k = 1, 2, ..., h,
u1(a) if eh + 1 ≤ a ≤ n.
As a consequence we have
(h) u′2(a) = u(a+ 1) if eh ≤ a ≤ n− 1 and u
′
2sq ≤ u
′
2 if ek−1 ≤ q ≤ ek−1 + qk,2 − 1
for some 1 ≤ k ≤ h. Moreover, u′2(a) > u
′
2(b) if ek ≤ a < b ≤ ek+1 − 1 for some
0 ≤ k ≤ r − 1.
Thus we have
(i) T˜u1 T˜vi1 = T˜u′2 T˜ ((
h∏
k=1
sek−1+qk,2−1 · · · sek−1 )δ),
and (here we need Lemma 6.1.3 and recall that T˜ (w) is set to be T˜w)
(j) T˜u1 T˜vi1 =
∑
z1,2≤se0+q1,2−1···se0
...
zh,2≤seh−1+qh,2−1···seh−1
(
h∏
k=1
ξqk,2−l(zk,2))T˜ (u′2z1,2 · · · zh,2)T˜δ.
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We may check that
l(u′2z1,2 · · · zh,2δ) = l(u
′
2z1,2 · · · zh,2) + l(δ).
Therefore we have
T˜u′2z1,2···zh,2 T˜δ = T˜u′2z1,2···zh,2δ.
Assume that
u′2z1,2 · · · zh,2δ(ek) = u
′
2ω
−1(ak+1,pk+1,2)
for k = 1, ..., h− 1 and
u′2z1,2 · · · zh,2δ(eh) = u
′
2ω
−1(a1,p1,2) + n.
Then
zk,2 = sek−1+pk,2−2 · · · sek−1yk,2
for some yk,2 ≤ sek−1+qk,2−1sek−1+qk,2−2 · · · sek−1+pk,2 . We have
l(u′2z1,2 · · · zh,2δy
−1
1,2 · · · y
−1
h,2) = l(u
′
2z1,2 · · · zh,2δ) + l(y
−1
1,2) + · · ·+ l(y
−1
h,2).
Let u2 = u
′
2z1,2 · · · zh,2δy
−1
1,2 · · · y
−1
h,2. Then
T˜u′2z1,2···zh,2δ = T˜u2 T˜
−1
y
−1
1,2
· · · T˜−1
y
−1
h,2
.
Note that l(zk,2) = l(yk,2) + pk,2 − 1. Thus we have
T˜u1 T˜vi1 =
∑
z1,2≤se0+q1,2−1···se0
...
zh,2≤seh−1+qh,2−1···seh−1
(
h∏
k=1
ξqk,2−pk,2+1)T˜u2(ξ
−l(y1,2)T˜−1
y
−1
1,2
) · · · (ξ−l(yh,2)T˜−1
y
−1
h,2
).
Moreover we have
(k) u2(ek) = u
′
2ω
−1(ak+1,pk+1,2 ) for k = 1, ..., h− 1 and u2(eh) = u
′
2ω
−1(a1p1,2 )+n.
(l) u2(a) = u(a) for all eh < a ≤ n, and u2(a) > u2(b) if ek + 1 ≤ a < b ≤ ek+1 − 1
for some k = 0, 1, 2, ..., h− 1.
From the above discussion and using Lemma 7.1.1 we see that
(m)
T˜uT˜v =
∑
u2
f ′u,v,u2 T˜u2
1∏
m=2
((ξ−l(y1,m)T˜−1
y
−1
1,m
) · · · (ξ−l(yh,m)T˜−1
y
−1
h,m
))T˜wλ , f
′
u,v,u2
∈ A,
where f ′u,v,u2 =
∏h
k=1 ξ
λk−pk,1+qk,2−pk,2+1 has degree
D =
h∑
k=1
(λk − pk,1 + qk,2 − pk,2 + 1).
Using Lemma 5.4.4, (d) and Lemma 5.1.1 (c) we see that
(n) qk,2 ≤ pk+1,1 − 1 for k = 1, 2, ..., h− 1, and qh,2 ≤ p1,1 − 1.
Since u(ak+1,pk+1,1 ) ≤ u
′
2ω
−1(ak,pk,2) for k = 1, ..., h − 1 and u(a1,p1,1) + n ≤
u′2ω
−1(ah,ph,2), we have
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(o) Let 1 ≤ k ≤ h− 2. We have
u2(Λk) = (u(Λk)−{u(ak,pk,1), u
′
2ω
−1(ak,pk,2)})
⋃
{u(ak+1,pk+1,1), u
′
2ω
−1(ak+1,pk+1,2 )}.
If u(ak+2,pk+2,1) > u(ak+1,pk+1,1), then
1 ≤ pk+1,2 ≤ qk+1,2 + 1 ≤ pk+1,1.
In this case we have
u′2ω
−1(ak+1,pk+1,2 ) ≥ u(ak+2,pk+2,1) > u(ak+1,pk+1,1),
and 1 ≤ pk+1,2 ≤ qk+1,2 or pk+1,2 = qk+1,2 +1. Using (d), (g) and Lemma 5.4.4 we
see that
(o1) among u2(ak,1), ..., u2(ak,λk−1), at least λk − pk+1,2 of them are smaller than
u2(akλk ).
Similarly, if u(ak+2,pk+2,1) < u(ak+1,pk+1,1), then we have
(o2) among u2(ak,1), ..., u2(ak,λk−1), at least λk − pk+1,2 − 1 of them are smaller
than u2(akλk), and qk+1,2 ≤ pk+2,1 − 2.
Similarly for k = h− 1, h we have
(o3) either among u2(ak,1), ..., u2(ak,λk−1), at least λk − pk+1,2 of them are smaller
than u2(akλk ), or among u2(ak,1), ..., u2(ak,λk−1), at least λk − pk+1,2 − 1 of them
are smaller than u2(akλk ) and qk+1,2 ≤ pk+2,1 − 2, where we set ph+k,2 = pk,2 and
qh+k,2 = qk,2.
Let x be the element in u2Wλ of minimal length (see 6.1 for the definition of
Wλ). Then u2 = xy for some y ∈ Wλ. Using (n) and (o1-o3) we get
(p) D + l(y) ≤ l(wλ).
We also have
(q) T˜−1
y
−1
k,m
T˜wλ = T˜y−1
k,m
wλ
and l(y−1k,mwλ) = l(wλ)− l(y
−1
k,m) for all k,m.
(r) For any w ∈ W, s ∈ S we have
ξ−1T˜−1s T˜w =
{
ξ−1T˜sw if ws ≤ w
ξ−1T˜sw − T˜w if ws ≥ w.
Thus we see in the expression T˜uT˜v =
∑
w fu,v,wT˜w, the degree L of fu,v,w is
at most D + l(y). Using (p) we see that
L ≤ a(wλ) = l(wλ).
Using (q) and (r) we see that
(s) If L = a(wλ) then yk,m are the neutral element of W for all k,m, here we set
ph+1,1 = p1,1.
7.2. A multiplication formula
In this section we give a multiplication formula in JΓ∩Γ−1 , based on the com-
putation in section 7.1.
Theorem 7.2.1. Let u, v be in Γλ ∩ Γ
−1
λ such that all components of ε(u) are
non-negative, εi(u) = ε(u), εi1(v) = 2 and other components of ε(v) are 0. Then
tutv =
∑
w
tw,
7.2. A MULTIPLICATION FORMULA 81
where w runs through the set
{w ∈ Γλ ∩ Γ
−1
λ | ε(w) = ε(u) + τij1 + τij2 for some 1 ≤ j2 ≤ j1 ≤ ni
and ε(u) + τij1 ∈ Dom(Fλ)},
see the proof of Theorem 6.4.1 for the definition of τij .
Proof. Keep the notation in 7.1.2.
Assume that ε(u)+τij1 ∈ Dom(Fλ) and w ∈ Γλ∩Γ
−1
λ , ε(w) = ε(u)+τij1+τij2 .
For all 1 ≤ k ≤ h, set
zk,1 = sek−1+j1−2 · · · sek−1+1sek−1
and
zk,2 = sek−1+j2−2 · · · sek−1+1sek−1 .
From the construction in section 5.3 and the arguments in 7.1.2 we see that fu,v,w
has degree a(wλ) and its leading coefficient is 1.
Now suppose that w ∈ Γλ ∩ Γ
−1
λ and fu,v,w has degree a(wλ). Let x, y be in
Γλ∩Γ
−1
λ such that εi1(x) = 1, εi1(y) = εi2(y) = 1 and all other components of ε(x)
and ε(y) are 0. According to Prop. 6.3.7 we have t2x = ty + tv. Using Prop. 6.3.7
and the positivity 1.3 (f) we see that
(⋆) ε(w) = εi(w) and
∑
1≤j≤ni
εij(w) =
∑
1≤j≤ni
εij(u) + 2.
Moreover, all pk,m (1 ≤ k ≤ h, m = 1, 2) are not greater than λh. By Lemma 5.4.4,
7.1.2 (n-p), u(ak,pk+1,1−1) > u(ak+1,pk+1,1) for k = 1, 2, ..., h−1 and u(ah,ph+1,1−1) >
u(a1,p1,1 + n). We claim that p1,1 = p2,1 = · · · = ph,1.
Otherwise, pk,1 6= pk+1,1 for some 1 ≤ k ≤ h (recall that ph+k,1 = pk,1). By (⋆)
and the construction in section 5.3, w(Λk) can not contain both u(ak,pk+1,1) and
u(ak+1,pk+1,1) (we set u(ah+1,ph+1,1) = u(a1,p1,1) + n). By the arguments in 7.1.2
(o) we see that
(∗) u(ak+1,pk+1,1) is in w(Λk−1) (we set Λ0 = Λh).
Using the construction in section 5.3, we must have pk,1 = pk+1,1. A contra-
diction, so the assumption pk,1 6= pk+1,1 is not true.
In a complete similar way we see that p1,2 = p2,2 = · · · = ph,2. Since w ∈
Γλ ∩ Γ
−1
λ and ε(w) = εi(w), we must have 1 ≤ p1,1, p1,2 ≤ ni. From the arguments
in 7.1.2 we have p1,2 ≤ p1,1. Thus ε(w) = ε(u)+ τij1 + τij2 for 1 ≤ j2 = p1,2 ≤ j1 =
p1,1 ≤ ni.
The theorem is proved.
Theorem 7.2.2. Let u, v be in Γλ ∩ Γ
−1
λ such that εi(u) = ε(u), all components
of ε(u) are non-negative, εi1(v) = εi2(v) = 1 and other components of ε(v) are 0.
Then
tutv =
∑
w
tw,
where w runs through the set
{w ∈ Γλ ∩ Γ
−1
λ | ε(w) = ε(u) + τij1 + τij2 for some 1 ≤ j2 < j1 ≤ ni, }.
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Proof. Let x, y be in Γλ ∩ Γ
−1
λ such that εi1(x) = 1, εi1(y) = 2 and all other
components of ε(x), ε(y) are 0. According to Prop. 6.3.7 we have t2x = ty+ tv. Now
considering tut
2
x and using Prop.6.3.7 and Theorem 7.2.1 we see that the required
result is true.
CHAPTER 8
The Based Rings JΓλ∩Γ−1λ
and Jc
In this chapter we will prove Conjecture 2.3.3 using the formulas in Chapters
6 and 7. This completes our proof of Lusztig Conjecture for type A˜n−1. In section
8.1 we give some lemmas about multiplication in JΓλ∩Γ−1λ
. In section 8.2 we give a
proof for Conjecture 2.3.3 and give a summary of our proof of Lusztig Conjecture on
based ring for type A˜n−1. Also we give a few comments about a possible geometric
realization of JΓλ∩Γ−1λ
. In section 8.3 we consider the affine Weyl group associated
with the projective linear group PGLn(C). For the affine Weyl group we show that
Lusztig Conjecture on based ring should have a weak form since the algebraic group
PGLn(C) is not simply connected. In section 8.4 we show that Lusztig Conjecture
on based ring is true for the extended affine Weyl group associated with the special
linear group SLn(C).
8.1. Some lemmas
In this section we establish some lemmas about multiplication in JΓλ∩Γ−1λ
. Let
N be the subset of Γλ ∩ Γ
−1
λ consisting of all elements u in Γλ ∩ Γ
−1
λ with ε(w) =
εi(w). Let wj (1≤ j ≤ ni) be in N such that
(1)εi1(wj) = εi2(wj) = · · · = εij(wj) = 1,
(2) other components of ε(wj) are 0.
Then wj is corresponding to the (i, j)-th fundamental weight of Fλ. Using the
bijection ε : Γλ ∩ Γ
−1
λ →Dom(Fλ) we shall identify N with the set Z
ni
dom (see 4.1
for the definition of Znidom). Under the identification, we have
w = (εi1(w), εi2(w), ..., εini (w))
if w ∈ N .
Lemma 8.1.1. Let w ∈ N . Then we have
twni tw = twni∗w.
See section 6.4 for the definition of wni ∗ w.
Proof. When all components of ε(w) are nonnegative, it is entirely similar to
the proof for Theorem 6.4.1. Here we need consider twni t
m
w1
first. Thus the lemma
is true if all components of ε(w) are nonnegative.
Note that ωknw is in Γλ ∩Γ
−1
λ . In general we can find a positive integer k such
that all components of ε(ωknw) are nonnegative. Let yj (1 ≤ j ≤ p) be in Γλ ∩Γ
−1
λ
such that ε(yj) = εj(ω
knw). Note that all components of ε(yi) are nonnegative and
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yi ∈ N . According to Theorem 6.4.1 and its proof, and Prop. 6.3.7, we have
twni tw = twni tωknwtω−knwλ
= ty1 · · · tyi−1twni tyityi+1 · · · typtω−knwλ
= ty1 · · · tyi−1twni∗yityi+1 · · · typtω−knwλ
= ty1∗···∗yi−1∗(wni∗yi)∗yi+1···∗yptω−knwλ
= twni∗w.
The lemma is proved.
Lemma 8.1.2. Let w ∈ N . Recall that twj tw =
∑
u∈Γλ∩Γ
−1
λ
γwj ,w,utu. We have
u ∈ N and εik(w) ≤ εik(u) ≤ εik(w) + 1 for all k if γwj ,w,u 6= 0.
Proof. First we show that εik(w) ≤ εik(u). Using Lemma 8.1.1 we see that it
is harmless to assume that all components of ε(w) are non-negative. Using Prop.
6.3.7 we see that u is in N if γwj ,w,u 6= 0. Since twj appears in t
j
w1
with non-zero
coefficient, considering tjw1tw, by the positivity (see 1.3 (f)) and Prop. 6.3.7 we see
that εik(w) ≤ εik(u) if γwj ,w,u 6= 0.
Now we show that εik(u) ≤ εik(w)+1. Let w′j = w
−1
ni
∗wj. Using Prop. 6.3.8 we
see that tw′
j
appears in tni−j
w
−1
1
with non-zero coefficient. Now consider tni−j
w
−1
1
tw. By
Lemma 8.1.1 we may assume that all components of ε(w) are non-positive. By the
positivity and Prop. 6.3.8 we see that εik(u) ≤ εik(w) and u is in N if γw′j ,w,u 6= 0.
Multiplying both sides of tw′j tw =
∑
u∈N γw′j ,w,utu by twni and using Lemma 8.1.1
we see that εik(u) ≤ εik(w) + 1 for all k if γwj ,w,u 6= 0.
The lemma is proved.
Proposition 8.1.3. Let w ∈ N . Then twj tw =
∑
u tu, where u runs through the
set consisting of all x ∈ N such that ε(x) = ε(w) + τik1 + τik2 + · · ·+ τikj for some
sequence 1 ≤ k1 < k2 < · · · < kj ≤ ni. See the proof of Theorem 6.4.1 for the
definition of τik.
Proof. Using Lemma 8.1.1 we may and will assume that all components of ε(w)
are non-negative.
We use induction on the sum
E(w) = εi1(w) + · · ·+ εini(w).
When E(w) = 0, the lemma is trivial. When E(w) = 1, the lemma follows from
Prop. 6.3.7. Now suppose that the lemma is true when E(w) ≤ a. We need show
that the lemma then is true for E(w) = a+ 1.
We define two bilinear forms, one for JN , the subring of JΓλ∩Γ−1λ
spanned by
all tu (u ∈ N), the other for RGLni(C). We define
(
∑
autu,
∑
butu) =
∑
aubu
and
(
∑
auVu,
∑
buVu) =
∑
aubu,
where Vu ∈ RGLni(C) stands for an irreducible module of GLni(C) of highest weight
u ∈ N , recall that we identify N with Znidom.
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Let u, y ∈ N . We say that tu
∑
x∈N axtx (ax ∈ Z) has the right y-component if
(ty, tu
∑
x∈N
axtx) = (Vy, Vu
∑
x∈N
axVx).
We say that tu
∑
x∈N axtx has the right form if it has the right y-component for all
y ∈ N .
By Prop. 6.3.7 and Theorem 7.2.2, we have
(a) if tu
∑
x∈N axtx has the right y-component (resp. right form), then both
(tu
∑
x∈N axtx)tw1 and (tu
∑
x∈N axtx)tw2 have the right y-component (resp. right
form).
Obviously we have
(b) if tu
∑
x∈N axtx and tu
∑
bxtx have the right y-component (resp. right form),
then tu
∑
x∈N(ax ± bx)tx has the right y-component (resp. right form).
We need to show that twj tw has the right from.
Let δk ∈ Zni be such that its kth component is 1 and other components are 0.
By induction hypothesis, we know that twj taδ1 has the right form, recall that we
identify N with Znidom. Thus
(c) twj taδ1 = t(a+1)δ1+δ2+···+δj + taδ1+δ2+···+δj+δj+1 .
(Convention: If k > ni, then tx+δk = 0 for any x ∈ Z
ni
dom; and if x is in Z
ni but not
in Znidom, then tx = 0.)
Multiplying tw1 to both sides of (c) and using Prop. 6.3.7, we get
(d)
twj taδ1tw1 = twj (t(a+1)δ1 + taδ1+δ2)
= t(a+2)δ1+δ2+···+δj + t(a+1)δ1+2δ2+···+δj + t(a+1)δ1+δ2+···+δj+1
+t(a+1)δ1+δ2+···+δj+δj+1 + taδ1+2δ2+···+δj+δj+1
+taδ1+δ2+···+δj+δj+1+δj+2 .
By (d) and Lemma 8.1.2, we see
(e) t(a+2)δ1+δ2+···+δj appears in twj t(a+1)δ1 with coefficient 1; and all the three
elements t(a+1)δ1+2δ2+···+δj , taδ1+2δ2+···+δj+δj+1 , taδ1+δ2+···+δj+δj+1+δj+2 appear in
twj taδ1+δ2 with coefficient 1.
We wish to show that twj t(a+1)δ1 has the right form. By induction hypothesis,
twj t(a−1)δ1+δ2 has the right form, so twj t(a−1)δ1+δ2tw1 has the right form. We may
use Prop. 6.3.7 to expand the expression twj t(a−1)δ1+δ2tw1 . Using Lemma 8.1.2
we see that t(a+1)δ1+δ2+···+δj+δj+1 appears in twj taδ1+δ2 with coefficient 1. Thus
twj taδ1+δ2 has the right form. By (d), twj t(a+1)δ1 has the right form.
We shall use the lexicographical order on Zni with (1, 0, ..., 0) > (0, 1, ..., 0).
Now suppose that if all components of w′ are non-negative and E(w′) = E(w) =
a + 1, w′ > w, then twj tw′ has the right form. We need show that twj tw has the
right form. Choose k such that εik(w) > 0 but εil(w) = 0 for all l > k. If k = 1,
we have showed that twj tw has the right form. So we may assume that k > 1.
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By induction hypothesis and (a), twj tw−δk−1−δktw2 has the right form. By
induction hypothesis again, we see
(f) twj (tw + tw−δk−1+δk+1 + tw−δk+δk+1 + tw−δk−1−δk+δk+1+δk+2) has the right form.
Since twj tw−δk−1−δk+δk+1tw1 has the right form, by induction hypothesis, we
get
(g) twj (tw−δk−1+δk+1 + tw−δk+δk+1 + tw−δk−1−δk+δk+1+δk+2) has the right form.
Using (b) and (f-g), we see that twj tw has the right form if all components of
ε(w) are nonnegative.
The lemma is proved.
8.2. The based ring JΓλ∩Γ−1λ
and the based ring Jc
Now we can prove Conjecture 2.3.3.
Theorem 8.2.1 The map tw → V (ε(w)), w ∈ Γλ∩Γ
−1
λ , defines a ring isomorphism
from JΓλ∩Γ−1λ
to RFλ .
Proof. Use Theorem 6.4.1, Lemma 8.1.3 and 4.2 (f).
Combining Theorem 2.3.2, Theorem 5.2.6 and Theorem 8.2.1, we see that
Lusztig Conjecture on based ring for type A˜n−1 is true.
8.2.2. Here we give a summary of our proof of Lusztig Conjecture on based ring for
type A˜n−1. Let c be a two-sided cell of the extended affine Weyl groupW associated
with GLn(C). According to Shi [S] and Lusztig [L3], we have a corresponding
partition λ of n. Let µ be the dual of λ and u ∈ GLn(C) a unipotent element whose
Jordan form has partition µ. Then the centralizer of u in GLn(C) is connected and
so is a maximal reductive subgroup Fλ of the centralizer. Thus Lusztig Conjecture
on the based ring Jc says that Jc is isomorphic to the nµ × nµ matrix algebra over
the representation ring RFλ of Fλ, where nµ is the number of left cells of W in c.
To prove the required result we first show that Jc is isomorphic to the nµ×nµ
matrix algebra over the based ring of the intersection of a left cell in c and its
inverse, see Theorem 2.3.2. Then we establish a bijection between the intersection
and the set IrrFλ of isomorphism classes of rational irreducible modules of Fλ in
Chapter 5, see Theorem 5.2.6. In Chapters 6-8 we show that the bijection leads to
an isomorphism between the based ring of the intersection and RFλ . This completes
our proof of Lusztig Conjecture for type An−1.
8.2.3. Let u be a unipotent element in GLn(C) whose Jordan blocks are determined
by the dual partition of a partition λ of n. Let Bu be the variety consisting of all
Borel subgroups of GLn(C) that contain u. In [X4] we show that there is an
equivariant Fλ-partition of Bu. Using the partition we determine the equivariant
K-group KFλ(Bu × Bu). According to 3.2 (b) in [X4] and Theorems 2.3.2, 5.2.6,
8.2.1, we know that as RFλ-modules, the equivariant K-group K
Fλ(Bu × Bu) is
isomorphic to Jc, where c is the two-sided cell of W corresponding to λ.
One can define a convolution on KFλ(Bu × Bu). In [L10] Lusztig found some
canonical bases for some equivariant K-groups. It is likely that
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(1) under the convolution the equivariant K-group KFλ(Bu × Bu) becomes an as-
sociative ring with 1,
(2) there exists a canonical Z-basis of KFλ(Bu×Bu) whose elements are one to one
corresponding to the elements of the two-sided cell c,
(3) the bijection between the canonical Z-basis in (2) and c leads to the ring iso-
morphism between KFλ(Bu × Bu) and Jc.
(4) the map from an affine Hecke algebras to the based ring of a two-sided cell of the
corresponding extended affine Weyl group defined in [L5] has a natural geometric
explanation.
In next section we explain that Lusztig Conjecture on based ring can not be
generalized to arbitrary extended affine Weyl groups.
8.3. PGLn(C)
In this section we consider the projective linear group PGLn(C) of degree n.
The extended affine Weyl group associated with PGLn(C) is just an affine Weyl
group of type An−1. We shall identify it with the affine Weyl group W
′ in 2.1.3
(c). For each two-sided cell c (resp. left cell Γ, right cell Φ) of the extended affine
Weyl groupW associated with GLn(C), the intersection c
′ = c∩W ′ (resp. Γ∩W ′,
Φ ∩W ′) is a two-sided cell (resp. left cell, right cell) of W ′. Obviously, the based
ring Jc′ of c
′ is a subring of Jc.
Now assume that n = 2 and c′ is the lowest two-sided cell of W ′, i.e., the
two-sided cell containing s1, s0. The two-sided cell c
′ contains two left cells. Let
Γi (i = 0, 1) be the left cell in c
′ such that R(Γi) = {si}. Then
Γ1 = {s1, s0s1, s1s0s1, s0s1s0s1, ...},
Γ0 = {s0, s1s0, s0s1s0, s1s0s1s0, ...}.
The reductive group corresponding to c′ is Fc′ = PGL2(C).
Suppose that there existed a finite Fc′ -set Y and a bijection π : c
′ → the
set of isomorphism classes of irreducible Fc′ vector bundles on Y × Y such that
the map tw → π(w) defines a ring isomorphism (preserving the unit element)
between Jc′ and KFc′ (Y × Y ). Since Fc′ is connected, Y must be a trivial Fc′ -set.
Moreover, since c′ contains two left cells, this forces that Y contains two elements.
Thus KFc′ (Y × Y ) is isomorphic to the 2 × 2 matrix algebra M2(RFc′ ) over the
representation ring RFc′ of Fc′ . As a consequence there should exist an element
w in Γ0 ∩ Γ
−1
1 and an element u in Γ1 ∩ Γ
−1
0 such that twtu = ts1 . But this is
impossible since we have
Γ0 ∩ Γ
−1
1 = {s1s0, s1s0s1s0, s1s0s1s0s1s0, ...},
Γ1 ∩ Γ
−1
0 = {s0s1, s0s1s0s1, s0s1s0s1s0s1, ...},
and
t(s1s0)kt(s0s1)l =
∑
|k−l|≤q≤|k+l−1|
ts1(s0s1)q .
Therefore we can not find the required Fc′ -set Y and map π for the two-sided
cell c′ of W ′, so that Lusztig Conjecture on based ring can not be generalized
to arbitrary extended affine Weyl group. However a weak form of the conjecture
might be true which now we are going to state. Let WG be the extended affine
Weyl group associated with a connected reductive algebraic group G over C and
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let c be a two-sided cell of WG. Denote by Fc the reductive group corresponding
to c. It is likely that for any left cell Γ in c we can find a finite transitive Fc-set
YΓ such that there exists a bijection πΓ : Γ → the set of isomorphism classes of
irreducible Fc vector bundles on YΓ × YΓ such that the map tw → π(w) defines a
ring isomorphism (preserving the unit element) between JΓ∩Γ−1 and KFc′ (YΓ×YΓ).
Now we show that the weak form of Lusztig Conjecture on based ring is true
for W ′. Let c, Γi, Γλ, Aij be as in section 2.3. Then Γ
′
i = Γi ∩W
′ is a left cell of
W ′. Clearly we have
(a) The map φii : Aii → A11 in section 2.3 induces a bijection φ′ii : Γ
′
i ∩ Γ
′−1
i →
Γ′1 ∩ Γ
′−1
1 .
Using Theorem 2.3.2 (a-b) we get
(b) The map tw → tφ′ii(w) induces a ring isomorphism from JΓ′i∩ Γ′
−1
i
to JΓ′
λ
∩Γ′−1
λ
,
where Γ′λ = Γ1 ∩W
′ = Γλ ∩W ′ is the left cell of W ′ containing wλ.
(c) The based ring JΓ′
λ
∩Γ′−1
λ
is commutative.
Recall that we also regard W as a permutation group of Z (see 2.1). Then W ′
is a permutation group of Z consisting of all the permutations σ that satisfy (1)
σ(i + n) = σ(i) + n for all i ∈ Z and (2)
∑n
i=1(σ(i) − i) = 0. Thus we have
(d) Let w be in Γλ∩Γ
−1
λ . Then w is in Γ
′
λ∩Γ
′−1
λ if and only if the sum of all εij(w)
(1 ≤ i ≤ p, 1 ≤ j ≤ ni) is 0.
Let F¯λ be the quotient group of Fλ moduloing the center of GLn(C). Then
F¯λ is isomorphic to the reductive group corresponding to the two-sided cell of W
′
containing wλ. Let Dom(F¯λ) be the subset of Dom(Fλ) consisting of all elements
(εij) in Dom(Fλ) that satisfy
∑
1≤i≤p
1≤j≤ni
εij = 0. Then we have
(e) The map ε : Γ′λ ∩ Γ
′−1
λ →Dom(F¯λ) is a well defined bijection.
(f) The set of isomorphism classes of rational representations of F¯λ is one to one
corresponding to the set Dom(F¯λ).
For ε ∈Dom(F¯λ) we shall use V (ε) to denote a rational representation of F¯λ
with highest weight ε. According to the above discussion and using Theorem 8.2.1
we get
Theorem 8.3.1. The map tw → V (ε(w)), w ∈ Γ′λ ∩ Γ
′−1
λ , defines a ring isomor-
phism from JΓ′
λ
∩Γ′−1
λ
to RF¯λ .
In next section we will show that Lusztig Conjecture on based ring is true for
the extended affine Weyl group associated with the special linear group SLn(C).
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8.4. SLn(C)
8.4.1. In this section we show that Lusztig Conjecture on based ring is true for
the extended affine Weyl group W¯ associated with the special linear group SLn(C)
of degree n. It is known that W¯ is a quotient group of the extended affine Weyl
group W associated with GLn(C). The kernel is generated by ω
n. For an element
w or a subset K in W we shall use w¯ or K¯ to denote its image in W¯ . The following
property is obvious.
(a) Let w and u be in W . Then w and u are contained in the same left cell (resp.
right cell, two-sided cell) of W if and only if w¯ and u¯ are contained in the same left
cell (resp. right cell, two-sided cell) of W¯ .
Let H¯ be the Hecke algebra of W¯ over A = Z[q, q−1] with parameter q2. Then
H¯ is a quotient algebra of the Hecke algebra H ofW . The kernel is generated by all
Tωnw −Tw. Let w¯, u¯, v¯ be in W¯ . As for W , we can define the Laurant polynomial
hw¯,u¯,v¯ by means of the Kazhdan-Lusztig basis of H¯ and define the integer γw¯,u¯,v¯
using the Laurant polynomial hw¯,u¯,v¯.
Let w, u, v be in W . Then we have
(b) hw,u,v = hw¯,u¯,v¯.
(c) γw,u,v = γw¯,u¯,v¯.
Let J¯ be the based ring of W¯ with basis elements tw¯, w¯ ∈ W¯ and structure
constants γw¯,u¯,v¯. Then J¯ is a quotient ring of the based ring J of W . The kernel
is generated by all tωnw − tw. Let c be a two-sided cell of W and c¯ the two-sided
cell of W¯ corresponding to c. Then J¯c¯ is a quotient ring of the based ring Jc of c,
the kernel is generated by all tωnw − tw, w ∈ c. Similar conclusion is true for the
based ring JΓ¯∩Γ¯−1 , where Γ¯ is a left cell in c¯.
Let Γλ, Γi, Aij and φij be as in section 2.3. The image in W¯ of Aij is denoted
by A¯ij . Then φij induces a bijection from A¯ij to A¯11. We denote the induced map
also by φij . According to the above discussion and Theorem 2.3.2 we have
Theorem 8.4.2. Let c¯ be the two-sided cell of W¯ corresponding to a partition λ
of n and µ the dual partition of λ and c the corresponding two-sided cell in W .
(a) The map tw¯ → tφii(w¯) induces a ring isomorphism from JΓ¯i∩Γ¯−1i
to JΓ¯λ∩Γ¯−1λ
.
(b) The based ring JΓ¯λ∩Γ¯−1λ
is commutative.
(c) The map tw¯ → E(tφij(w¯), i, j), w¯ ∈ A¯ij defines an isomorphism from the based
ring Jc¯ to Mnµ(JΓ¯−1
λ
∩Γ¯λ
), the nµ × nµ matrix algebra over the ring JΓ¯−1
λ
∩Γ¯λ
.
8.4.3. Let u and Fλ be as in Chapter 4. Then u is in SLn(C). Let F
′
λ = Fλ ∩
SLn(C). Then F
′
λ is a maximal reductive subgroup of the centralizer in SLn(C) of
u. Since F ′λ contains the derived group of Fλ, we have
(a) The restriction to F ′λ of an irreducible rational representation of Fλ is irre-
ducible. Any irreducible representation of F ′λ can be obtained in this way.
Let Dom(Fλ) be as in section 4.1 and ri be as in section 5.1. The following
result is obvious from the definition of Fλ and F
′
λ.
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(b) Let ε = (ε11, ..., εpnp) be a dominant weight in Dom(Fλ) and V (ε) an irreducible
representation of Fλ of highest weight ε. Then the restriction to F
′
λ of V (ε) is trivial
if and only if there exists an integer k such that εij = kri for all i = 1, 2, ..., p and
j = 1, ..., ni.
We introduce an equivalence relation on Dom(Fλ). Let ε = (εij) and ξ = (ξij)
be in Dom(Fλ). We say that ε and ξ are equivalent if there exists an integer k such
that εij − ξij = kri for all i, j. The equivalence class containing ε will be denoted
by ε¯ and the set of all equivalence classes in Dom(Fλ) is denoted by Dom(F
′
λ). By
(b) we get
(c) For each element ε¯ in Dom(F ′λ) we have an irreducible rational representation
V (ε¯) of F ′λ with highest weight ε¯. The map ε¯→ V (ε¯) is a bijection from Dom(F
′
λ)
to the set of isomorphism classes of irreducible rational representations of F ′λ.
Let Γλ be as in section 2.3 and let w and u be elements in Γλ ∩ Γ
−1
λ . It is easy
to see that w¯ = u¯ if and only if ε(w) and ε(u) are equivalent. Thus for each w¯ in
Γ¯λ ∩ Γ¯
−1
λ we have a well defined element ε(w¯) = ε(w) in Dom(F
′
λ), where w is a
preimage in W of w¯. Using Theorem 5.2.6 (b) we get
Theorem 8.4.4. The map ε : w¯ → ε(w¯) defines a bijection from Γ¯λ ∩ Γ¯
−1
λ to
Dom(F ′λ).
Using 8.4.3 (a), 8.4.1 (c), Theorem 8.2.1 and Theorem 8.4.4 we get
Theorem 8.4.5. The map tw¯ → V (ε(w¯)) defines a ring isomorphism between the
based ring JΓ¯λ∩Γ¯−1λ
and the representation ring RF ′
λ
of F ′λ.
Combining Theorems 8.4.2, 8.4.4 and 8.4.5 we see that Lusztig Conjecture on
based ring is true for the extended affine Weyl group associated with SLn(C).
It is expected that the explicit knowledge on the based rings will have appli-
cations to understand the representations of Hecke algebras of W . Also we can
compute some µ(y, w) (the coefficient of q
1
2
(l(w)−l(y)−1) in the Kazhdan-Lusztig
polynomial Py,w) using the explicit knowledge on the based rings, the details will
appear elsewhere.
Bibliography
[G] C. Greene, Some partitions associated with a partially ordered set, J. of Combinatorics Theory
(A) 20 (1976), 69-79.
[H] J.E. Humphreys, Introduction to Lie algebras and representation theory, GTM 9, Springer-
Verlag, 1972.
[KL1] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras, Invent.
Math. 53 (1979), 165-184.
[KL2] D. Kazhdan and G. Lusztig, Proof of the Deligne-Langlands Conjecture for Hecke algebras,
Invent. Math. 87 (1987), 153-215.
[IM] N. Iwahori and H. Matsumoto, On some Bruhat decomposition and the structure of Hecke
rings of p-adic Chevalley groups, Publ. Math. I.H.E.S. 25 (1965) 5-48.
[Li] P. Littelmann, A Littlewood-Richardson formula for symmetrizable Kac-Moody algebras,
Invent. Math. 116 (1994), 329-346.
[L1] G. Lusztig, Singularities, character formulas, and a q-analog of weight multiplicities,
Aste´risque 101-102 (1983), 208-227.
[L2] G. Lusztig, Some examples of square integrable representations of semisimple p-adic groups,
Trans. Amer. Math. Soc. 277 (1983), 623-653.
[L3] G. Lusztig, The two-sided cells of the affine Weyl group of type An, in “Infinite dimensional
groups with applications”, Springer-Verlag, New York, 1985, pp. 275-287.
[L4] G. Lusztig, Cells in affine Weyl groups, in “Algebraic groups and related topics”, Advanced
Studies in Pure Math., vol. 6, Kinokunia and North Holland, 1985, pp. 255-287.
[L5] G. Lusztig, Cells in affine Weyl groups, II, J. Alg. 109 (1987), 536-548.
[L6] G. Lusztig, Cells in affine Weyl groups, III, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 34 (1987),
223-243.
[L7] G. Lusztig, Leading coefficients of character values of Hecke algebras, Proc. Sympos. Pure
Math. vol. 47, part 2, Amer. Math.Soc., Providence, R. I., 1987, 235-262.
[L8] G. Lusztig, Cells in affine Weyl groups, IV, J. Fac. Sci. Univ. Tokyo Sect. IA Math. 36 (1989)
No. 2, 297-328.
[L9] G. Lusztig, Periodic W -graphs, Represent. Theory 1 (1997), 207-279.
[L10] G. Lusztig, Bases in equivariant K-theory, preprint, 1998.
[LX] G. Lusztig and N. Xi, Canonical left cells in affine Weyl groups, Adv. in Math. 72 (1988),
284-288.
[R1] A. Ram, Calibrated representations of affine Hecke algebras, preprint, 1998.
[R2] A. Ram, Representations of rank two affine Hecke algebras, preprint, 1998.
[S] J.-Y. Shi, Kazhdan-Lusztig cells of certain affine Weyl groups, LNM 1179, Springer-Verlag,
Berlin, 1986.
[X1] N. Xi, The based ring of the lowest two-sided cell of an affine Weyl group, J. Alg. 134 (1990),
356-368.
[X2] N. Xi, The based ring of the lowest two-sided cell of an affine Weyl group, II, Ann. Sci. Ec.
Norm. Sup. 27 (1994), 47-61.
[X3] N. Xi, Representations of affine Hecke algebras, LNM 1587, Springer-Verlag, Berlin, 1994.
[X4] N. Xi, A partition of the Springer fibers BN for type An−1, B2, G2 and some applications,
Indag. Mathem., N.S., 10 (2) (1994), 307-320.
91
Index
a-function 1.2
affine Weyl group, extended affine Weyl group 1.3
based ring 1.5
cell (left, right, two-sided) 1.2
complete d-chain set, complete d-antichain set 2.4
complete r-chain set, complete r-antichain set 2.4
complete d-antichain family, complete r-antichain family 2.4.5
d-chain, d-antichain 2.2
d-chain family, d-antichain family 2.2
d-chain family set, d-antichain family set 2.2
distinguished involution 1.3
equivalent antichain 2.4.3
Hecke algebra 1.1
Kazhdan-Lusztig basis 1.1
Kazhdan-Lusztig polynomial 1.1
level 6.3.3
Lusztig Conjecture on based ring 1.5
r-chain, r-antichain 2.2
r-chain family, r-antichain family 2.2
r-chain family set, r-antichain family set 2.2
saturated d-antichain, saturated r-antichain 6.3
star operation (left, right) 1.4
λ-admissible 5.2
92
Notation
§1.1
A
Cw
l(w)
Py,w
Tw
y − w
y ≺ w
µ(y, w)
§1.2
a(v)
hw,u,v
h′w,u,v
L(w)
R(w)
T˜w
w ≤
L
u, w ≤
R
u, w ≤
LR
u
w ∼
L
u, w ∼
R
u, w ∼
LR
u
§1.3
D
P
R
w0
W0
X
γw,u,v
Ω
§1.4
DL(s, t), DR(s, t)
∗w, w∗
∗w⋆
< s, t >
§1.5
Fc
IrrFc
J , Jc, JΓ∩Γ−1
RFc
tw
§2.1
93
94 NOTATION
si
τ1, ..., τi, ..., τn
ω
Ω
§2.2
nµ
wλ
Γλ
λ(w)
µ(w)
§2.3
Aij
Fλ
Mnµ(JΓλ∩Γ−1λ
)
§3.1
x1, ..., xi, ..., xn
§3.2
xI
xν
X+
Γc
Φc
§3.3
mI
mx
N
§4.1
Dom(Fλ)
Fλ
nk
p
Zndom
§4.2
V (x)
§5.1
aij
ei
ni
p
ri
Λj
§5.2
Zw
εk,i,j , εk,i,j(w)
ε(w)
εij(w)
εij(Z)
§6.1
NOTATION 95
fu,v,w
Wλ
T˜ (w)
§6.2
lc
mc
εi(w)
§6.4
x ∗ y
τil
§8.1
w1, ..., wi, ..., wni
