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We study the regularity, Palais–Smale characterization and exis-
tence/nonexistence of solutions of the Hardy–Sobolev–Maz’ya
equation −u−λ u|y|2 = |u|
pt−1u
|y|t in a bounded domain in R
N where
x ∈ RN is denoted as x = (y, z) ∈ Rk × RN−k and pt = N+2−2tN−2 . We
show different behaviors of PS sequences depending on t = 0 or
t > 0.
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1. Introduction
In this article we study the singular semilinear elliptic problem
−u − λ u|y|2 =
|u|pt−1u
|y|t in Ω,
u > 0 in Ω,
u ∈ H10(Ω)
⎫⎪⎪⎬
⎪⎪⎭ (1.1)
where RN = Rk × RN−k , 2  k < N , 0  λ < (k−2)24 when k > 2, λ = 0 when k = 2, 0  t < 2 and
pt = N+2−2tN−2 . A point x ∈ RN is denoted as x = (y, z) ∈ Rk × RN−k and Ω ⊂ RN is a bounded domain
with smooth boundary.
By a solution of the above equation we mean a positive u ∈ H10(Ω) satisfying
∫
Ω
(
∇u · ∇v − λ uv|y|2
)
dx =
∫
Ω
|u|pt−1uv
|y|t dx, ∀v ∈ H
1
0(Ω).
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J (u) = 1
2
∫
Ω
|∇u|2 dx− λ
2
∫
Ω
u2
|y|2 dx−
1
pt + 1
∫
Ω
|u|pt+1
|y|t dx, u ∈ H
1
0(Ω). (1.2)
J is a well-deﬁned C1 functional on H10(Ω) for any open subset of R
N thanks to the following Hardy–
Sobolev–Maz’ya inequality (see [9]):
Sλt
(∫
RN
|u|pt+1
|y|t dy dz
) 2
pt+1

∫
RN
[
|∇u|2 − λ u
2
|y|2
]
dy dz (1.3)
holds for all λ  ( k−22 )2 and u ∈ C∞0 (RN ), with the optimal constant Sλt , where N, t, pt , . . . are as
before. Thanks to this inequality, [∫
Ω
|∇u|2 − λ u2|y|2 ]1/2 is a norm equivalent to [
∫
Ω
|∇u|2]1/2 when
λ <
(k−2)2
4 on C
∞
0 (Ω).
When Ω = RN , the existence of critical points for J has been studied in [11] and [16] and the
uniqueness has been studied in [6,8] and [10]. Uniqueness of solutions which lie only in D1,2loc (R
N )
has been studied in [3]. When Ω = RN , the hyperbolic symmetry of the equation (see [5,6,10]) plays
a crucial role in the study.
But in a bounded domain the problem (1.1) does not have a solution in general due to the critical
nature of the equation. We prove a Pohozaev type nonexistence result in Theorem 4.1. The main
diﬃculty in proving this theorem comes from the fact that the solutions are not regular. In fact
from the standard elliptic regularity theory we know that if u is a solution then u is smooth in
Ω \ {x: y = 0}. In general we cannot expect the solution to be smooth up to {x: y = 0} as the
following example shows. For a given λ  (k−2)24 , if t is chosen such that pt = 1 + 2N−k+√(k−2)2−4λ ,
then the function
u(y, z) = c(λ,N,k) |y|
√
(k−2)2−4λ−(k−2)
2
[(1+ |y|)2 + |z|2] 1pt−2
solves (1.1) with Ω =RN , where c(λ,N,k) is a constant depending on λ,N , and k. Note that u blows
up near the singularity y = 0 and u is not even in H2(Ω) for certain λ. In Section 2 we study
the regularity properties. We prove in Section 2 that the equation has a partial H2 regularity (see
Theorem 2.1) in RN and the same regularity extends up to the boundary if ∂Ω is orthogonal to
{y = 0} (see Section 2 for deﬁnition) in Theorems 2.3 and 2.4. We also prove an Lp regularity of the
solution in Theorem 2.5.
The nonexistence phenomenon for (1.1) is due to the lack of compactness of J due to a concen-
tration phenomenon. We analyze this noncompactness. We prove in Theorem 3.1, that concentration
takes place along a single proﬁle when t > 0 while concentration takes place along two different pro-
ﬁles when t = 0. Using this theorem we prove an existence result Theorem 4.2 in the spirit of [7] to
give evidence that a nontrivial topology of the singular set Ω ∩ {x: y = 0} will imply the existence of
solution for (1.1).
Remark 1. (i) When λ = t = 0, the problem (1.1) is well studied. Therefore we assume throughout this
paper either λ > 0 or t > 0.
(ii) When λ = (k−2)24 , results analogous to the ones presented in this paper can be proved, but in
a space which is bigger than D1,2(Ω) (see [10,16] for a precise deﬁnition).
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respect to the norm (
∫
Ω
|∇u|2) 12 . C will denote a general constant which may vary from line to line.
We will just write
∫
when the domain of integration is clear from the contest.
2. Regularity results
In this section we study the regularity properties of Eq. (1.1). When λ = 0, it follows from [8] that
the solutions are in C0,αloc . But when λ > 0, as noted in the introduction the solutions are not even in
H2(Ω). However we show that the solutions have a partial H2 regularity. We will also prove an Lp
estimate for the solution. First we state the result in RN .
Theorem 2.1. Let u ∈ D1,2(RN ) be a solution of the equation
−u − λ u|y|2 =
|u|pt−1u
|y|t in R
N ,
then uzi ∈ D1,2(RN ) for 1 i  N − k.
Proof. By the deﬁnition of solution, we have for any v ∈ D1,2(RN )
∫
∇u · ∇v − λ
∫
uv
|y|2 =
∫ |u|pt−1uv
|y|t . (2.4)
For |h| > 0 and i > k, deﬁne v = −D−hi (Dhi u) where Dhi u denotes the difference quotient
Dhi u(x) =
u(x+ hei)− u(x)
h
(h ∈R, h 
= 0).
For this choice of v the LHS of (2.4) simpliﬁes to
∫ |∇(Dhi u)|2 − λ ∫ (Dhi u)2|y|2 while the RHS can be
simpliﬁed as
∫ |u|pt−1uv
|y|t =
∫
Dhi
( |u|pt−1u
|yt |
)(
Dhi u
)
=
∫
1
|y|t
( |u|pt−1u(x+ hei)− |u|pt−1u(x)
h
)
· Dhi u
 C
∫
1
|y|t
[|u|pt−1(x+ hei)+ |u|pt−1(x)](Dhi u)2
= C
∫ |u|pt−1
|y|t
[(
D−hi u
)2 + (Dhi u)2]
= C
∫
ΩM
|u|pt−1
|y|t
[(
D−hi u
)2 + (Dhi u)2]+ 2CM
∫
|∇u|2 (2.5)
where ΩM = {x: |y|−t |u|pt−1 > M} and we used the estimate
∫
(Dhi u)
2 
∫ |∇u|2. Now using the
Cauchy–Schwartz inequality and the Hardy–Sobolev–Maz’ya, we get
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ΩM
|u|pt−1
|y|t
[(
D−hi u
)2 + (Dhi u)2]
( ∫
ΩM
|u|pt+1
|y|t
) pt−1
pt+1
(∫ |Dhi u|pt+1
|y|t
) 2
pt+1

( ∫
ΩM
|u|pt+1
|y|t
) pt−1
pt+1
∫ ∣∣∇(Dhi u)∣∣2  12
(
1− 4λ
(k − 2)2
)∫ ∣∣∇(Dhi u)∣∣2
by choosing M large enough. Substituting back in (2.4) and using the Hardy–Sobolev–Maz’ya, we get
1
2
(
1− 4λ
(k − 2)2
)∫ ∣∣∇(Dhi u)∣∣2  2CM
∫
|∇u|2  C
where C is independent of h. So we have Dhi u is bounded in D
1,2(RN ) ⇒ converges weakly and point-
wise up to a subsequence to uzi . Therefore by weak lower semi-continuity we have
∫
RN
|∇uzi |2  M ,
and this completes the proof. 
Next we prove the results in open subsets of RN . First a deﬁnition:
Deﬁnition 2.2. Let Ω be an open subset of RN with smooth boundary. We say that ∂Ω is orthogonal
to the singular set if for every (0, z0) ∈ ∂Ω the normal at (0, z0) is in {0} ×RN−k .
Theorem 2.3. Let Ω be a half-space with ∂Ω orthogonal to the singular set. Let u ∈ D1,2(Ω) be a solution of
the equation
−u − λ u|y|2 =
|u|pt−1u
|y|t in Ω,
then uzi ∈ H1(Ω) for 1 i  N − k.
Proof. Since Ω is orthogonal to the singular set we have Ω = {(y, z): z · ν > 0} for some ν ∈ RN−k .
Let u˜ :RN →R be deﬁned as
u˜(y, z) =
{
u(y, z) if (y, z) ∈ Ω,
−u(y, z¯) if (y, z) /∈ Ω
where z¯ = z − (2z · ν)ν . Now we claim:
Claim. u˜ ∈ D1,2(RN ) and solves
−u˜ − λ u˜|y|2 =
|u˜|pt−1u˜
|y|t in R
N .
Then the theorem follows from the previous theorem.
Proof of Claim. Clearly u˜ ∈ D1,2(RN ). We want to show
∫
∇u˜ · ∇v − λ
∫
u˜v
|y|2 =
∫ |u˜|pt−1u˜v
|y|t , ∀v ∈ D
1,2(
R
N),
LHS =
(∫
∇u · ∇v − λ
∫
uv
|y|2
)
+
(∫
c
∇u · ∇v − λ
∫
c
uv
|y|2
)
. (2.6)Ω Ω Ω Ω
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ϕ(r) =
{
0 if r  1,
1 if r  2.
Now ϕ	(x) = ϕ( |y|	 ) where x= (y, z). Therefore ∇ϕ	 = ( 1	 y|y|ϕ′( |y|	 ),0). Now∫
Ω
∇u · ∇(ϕ	 v)− λ
∫
Ω
uϕ	 v
|y|2 =
∫
Ω
(∇u · ∇v)ϕ	 − λ
∫
Ω
uvϕ	
|y|2 +
∫
Ω
∇u · ∇ϕ	 · v
=
∫
Ω
∇u · ∇v − λ
∫
Ω
uv
|y|2 + o(1)
where o(1) → 0 in D1,2(Ω);∫
Ω
∇u · ∇v − λ
∫
Ω
uv
|y|2 =
∫
Ω
∇u∇(ϕ	 v)− λ
∫
Ω
uϕ	 v
|y|2 + o(1)
=
∫
Ω
(
−u − λu|y|2
)
(ϕ	 v)−
∫
∂Ω
∂u
∂ν
ϕ	 v + o(1)
=
∫
Ω
|u|pt−1uv
|y|t ϕ	 −
∫
∂Ω
∂u
∂ν
ϕ	 v + o(1)
=
∫
Ω
|u|pt−1uv
|y|t −
∫
∂Ω
∂u
∂ν
ϕ	 v + o(1)
as 	 → 0.
Similarly, ∫
ΩC
∇u˜ · ∇v − λ
∫
ΩC
u˜v
|y|2 =
∫
ΩC
(
−u˜ − λu˜|y|2
)
(ϕ	 v)+
∫
∂Ω
∂ u˜
∂ν
ϕ	 v + o(1)
=
∫
ΩC
|u˜|pt−1u˜v
|y|t ϕ	 +
∫
∂Ω
∂u
∂ν
ϕ	 v.
So we have
∫
∇u˜∇v − λ
∫
u˜v
|y|2 =
∫ |u˜|pt−1u˜v
|y|t + o(1),
−u˜ − λ u˜|y|2 =
|u˜|pt−1u˜
|y|t in Ω. 
Theorem 2.4. Let Ω ⊂ RN be a smooth bounded domain with ∂Ω orthogonal to the singular set and
u ∈ H10(Ω) solves the equation
−u − λ u|y|2 =
|u|pt−1u
|y|t in Ω,
then uzi ∈ H1(Ω) for all 1 i  N − k.
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such that 0 ϕ  1 and ϕ = 1 in Ω1. Deﬁne v ∈ H10(Ω) by v = −D−hi (ϕ2Dhi u), then we have
∫
Ω
∇u · ∇v − λ
∫
Ω
uv
|y|2 =
∫
Ω
|u|pt−1uv
|y|t .
Now the LHS simpliﬁes to
∫ ∣∣∇(ϕDhi u)∣∣2 − λ
∫
(ϕDhi u)
2
|y|2 −
∫
|∇ϕ|2(Dhi u)2.
The right-hand side can be simpliﬁed exactly as in Theorem 2.1. Combining these estimates as before,
we get
1
2
(
1− 4λ
(N − 2)2
)∫
Ω
∣∣∇(ϕDhi u)∣∣2  C
∫
Ω
|∇u|2  C
and hence uzi ∈ H1(Ω1).
Now it remains to show that ∀x0 ∈ ∂Ω , there exists R > 0 such that uzi ∈ H1(B(x0, R)∩Ω). If x0 is
not on the singular set, then this follows from the standard elliptic theory and the Brezis–Kato result
(when t = 0). Therefore we assume that x0 = (0, z0). Since the equation is invariant under orthogonal
transformations which ﬁxes the y variable, we may assume that normal at (0, z0) is (0, . . . ,0,1). Since
boundary is smooth, there exist R > 0 and a smooth function f such that B(x0, R)∩Ω = {(y, z): zn >
f (y, z1, . . . , zn−1)}. Let us ﬂatten the boundary near x0.
Deﬁne Ψ (y, z) = (y, z1, . . . , zn−1, zn + f (y, z1, . . . , zn−1)), (y, z) ∈ Ω1, where Ω1 = {x: ψ(x) ∈
B(x0, R)∩Ω}. Then
Ψ−1(y, z) = (y, z1, . . . , zn−1, zn − f (y, z1, . . . , zn−1)).
Now let us deﬁne, v(y, z) = u(Ψ (y, z)), (y, z) ∈ Ω1, then u(y, z) = v(Ψ−1(y, z)) for (y, z) ∈
B(x0, R)∩Ω .
Then v ∈ H1(Ω1), v = 0 on ∂Ω1 ∩ {x: zn = 0} and satisﬁes the equation
−v − λv|y|2 − |∇ f |
2 ∂
2v
∂zn2
+ 2
n−1∑
j=1
∂ f
∂x j
∂2v
∂x j∂zn
+ f ∂v
∂zn
= |v|
pt−1v
|y|t (2.7)
in the sense for all w ∈ H10(Ω1)
∫
Ω1
(
∇v · ∇w − λ vw|y|2 +
[
|∇ f |2 ∂v
∂zn
− 2
n−1∑
j=1
∂ f
∂x j
∂v
∂x j
− v f
]
∂w
∂zn
)
=
∫
Ω1
|v|pt−1vw
|y|t .
Let Ω˜1 denote the union of Ω its reﬂection with respect to {zN−k = 0} and ∂Ω ∩ {zN−k = 0} and
extend v to Ω˜1 by odd reﬂection. As in the proof of Theorem 2.3 the extended function denoted
again by v satisﬁes the same equation.
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= 0 and small enough,
w ∈ H10(Ω1). Then the RHS can be simpliﬁed exactly as before. As seen in the beginning of the proof,
integral of the ﬁrst two terms on the LHS can be simpliﬁed as
∫
Ω˜1
∣∣∇(ϕDhi v)∣∣2 − λ
∫
Ω˜1
(ϕDhi v)
2
|y|2 −
∫
Ω˜1
|∇ϕ|2(Dhi v)2.
Now
∫
Ω˜1
[
|∇ f |2 ∂v
∂zn
− 2
n−1∑
j=1
∂ f
∂x j
∂v
∂x j
− v f
]
∂w
∂zn
=
∫
Ω˜1
Dhi
(
|∇ f |2 ∂v
∂zn
− 2
n−1∑
j=1
∂ f
∂x j
∂v
∂x j
− v f
)
∂(ϕ2Dhi v)
∂zn
.
Let us simplify the terms one by one:
∫
Ω˜1
Dhi
(
|∇ f |2 ∂v
∂zn
)
∂(ϕ2Dhi v)
∂zn
=
∫
Ω˜1
Dhi
(
|∇ f |2 ∂v
∂zn
)(
ϕ2
∂
∂zn
(
Dhi v
)+ 2ϕϕzn Dhi v
)
=
∫
Ω˜1
(∣∣∇ f (x+ hei)∣∣2 ∂
∂zn
(
Dhi v
)+ Dhi (|∇ f |2) ∂v∂zn
)(
ϕ2
∂
∂zn
(
Dhi v
)+ 2ϕϕzn Dhi v
)
=
∫
Ω˜1
∣∣∇ f (x+ hei)∣∣2
[
ϕ
∂
∂zn
(
Dhi v
)]2 + ∫
Ω˜1
Dhi
(|∇ f |2)(ϕ ∂v
∂zn
)(
ϕ
∂
∂zn
(
Dhi v
))
+
∫
Ω˜1
∣∣∇ f (x+ hei)∣∣2
[
ϕ
∂
∂zn
(
Dhi v
)](
2ϕzn D
h
i v
)+ ∫
Ω˜1
Dhi
(|∇ f |2)2ϕϕzn ∂v∂zn Dhi v.
For a given 	 > 0, Since the normal at x0 is (0, . . . ,0,1) we can choose r > 0 such that sup |∇ f (x +
hei)|2 < 	 . Thus the ﬁrst term can be estimated by 	
∫
(ϕ ∂
∂zn
(Dhi v))
2 which can be bounded by
	
∫ |∇(ϕDhi v)|2 + C ∫ (Dhi v)2, which can again be bounded by 	 ∫ |∇(ϕDhi v)|2 + C ∫ |∇v|2. Now us-
ing the inequality ab  	a2 + b24	 and the fact that Dhi |∇ f |2 is bounded we can estimate the rest of
the integrals by 	
∫ |∇(ϕDhi v)|2 + C ∫ |∇v|2.
Combining all the above estimates and using the Hardy–Sobolev–Maz’ya as before we get∫
Ω˜1
|∇(ϕDhi v)|2  C where C is independent of h and hence
∫
B(ψ−1x0,r˜) |∇vzi |2 < ∞ for some r˜ > 0
and hence
∫
B(x0,r)
|∇uzi |2 < ∞ for some r > 0. This proves the theorem. 
Next we prove the Lp regularity of the solution. When the singularity is 1|x|2 the L
p regularity has
been obtained in [1,2] and [13]. Here we prove
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−u − λ u|y|2 =
|u|pt−1u
|y|t in Ω,
then u ∈ Lploc(Ω) for all p < 2NN−2 [ 2λ ( k−22 )2 − 1].
Proof. We have
∫
Ω
∇u · ∇v = λ
∫
Ω
uv
|y|2 +
∫
Ω
|u|pt−1uv
|y|t , ∀v ∈ H
1
0(Ω).
Now set u¯ = u+ + 1 and um as follows
um =
{
u¯ if u <m,
1+m if u m.
Now for β > 0 deﬁne v = vβ = ϕ2(u2βm u¯ − 1) where ϕ ∈ C∞0 (Ω) s.t. 0  ϕ  1, ϕ ≡ 1 ∈ B(R),
supp(ϕ) ⊆ B(2R) and B(2R) ⊆ Ω .
So we have∫
Ω
∇u · ∇v =
∫
Ω
u2βm ϕ
2∇u · ∇u¯ + 2β
∫
Ω
u2β−1m u¯ϕ2∇u · ∇um + 2
∫
Ω
ϕ
(
u2βm u¯ − 1
)∇u · ∇ϕ.
In the support of 1st integral ∇u = ∇u¯ and in the support of 2nd integral um = u¯,∇um = ∇u. So the
above expression equals
∫
Ω
u2βm ϕ
2|∇u¯|2 + 2β
∫
Ω
ϕ2u2βm |∇um|2 + 2
∫
Ω
ϕ
(
u2βm u¯ − 1
)∇u · ∇ϕ.
Using Cauchy–Schwartz inequality we can write
∫
Ω
∇u · ∇v 
(
1− β
2+ β
)∫
Ω
u2βm ϕ
2|∇u¯|2 + 2β
∫
Ω
ϕ2u2βm |∇um|2 − 2+ β
β
∫
Ω
u2βm u¯
2|∇ϕ|2.
So we have
2
2+ β
∫
Ω
u2βm ϕ
2|∇u¯|2 + 2β
∫
Ω
ϕ2u2βm |∇um|2
 λ
∫
Ω
u¯2u2βm ϕ
2
|y|2 +
∫
Ω
|u|pt−1 u¯
2u2βm ϕ
2
|y|t +
2+ β
β
∫
Ω
u2βm u¯
2|∇ϕ|2.
Now set w = uβmu¯. So ∫
Ω
ϕ2|∇w|2 = β(β + 2)
∫
Ω
u2βm ϕ
2|∇um|2 +
∫
Ω
u2βm ϕ
2|∇u¯|2.
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∫
Ω
∣∣∇(wϕ)∣∣2  (	 + 1)∫
Ω
|∇w|2ϕ2 +
(
1+ 1
	
)∫
Ω
w2|∇ϕ|2
= (1+ 	)β + 2
2
[∫
Ω
2βu2βm ϕ
2|∇um|2 + 2
2+ β
∫
Ω
u2βm ϕ
2|∇u¯|2
]
+
(
1+ 1
	
)∫
Ω
w2|∇ϕ|2
 (1+ 	)
(
β + 2
2
)[
λ
∫
Ω
(wϕ)2
|y|2 +
∫
Ω
upt−1 (wϕ)
2
|y|t +
2+ β
β
∫
Ω
w2|ϕ|2
]
+
(
1+ 1
	
)∫
Ω
w2|∇ϕ|2.
So,
∫
Ω
∣∣∇(wϕ)∣∣2 − (1+ 	)(β + 2
2
)
λ
∫
Ω
(wϕ)2
|y|2

∫
Ω
a(x)
(wϕ)2
|y|t + C
(
1+ 1
	
+ 2+ β
β
) ∫
B(2R)
w2
where a(x) = |u|pt−1 ∈ L N2−t (Ω).
Now if we take s = NtN−2+t then ps+12 = NN−2+t and N−2+tN + 2−tN = 1.
So we have
∫
Ω
a(x)
(wϕ)2
|y|t 
∫
|a(x)|K
a(x)
(wϕ)2
|y|t +
∫
|a(x)|>K
a(x)
(wϕ)2
|y|t
 K
∫
Ω
(wϕ)2
|y|t +
( ∫
|a(x)|>K
a(x)
N
2−t
) 2−t
N
(∫
Ω
(wϕ)ps+1
|y|s
) 2
ps+1
 K
∫
Ω
(wϕ)2
|y|t + δ(K )
(∫
Ω
(wϕ)ps+1
|y|s
) 2
ps+1
 K
∫
Ω
(wϕ)2
|y|t + Cδ(K )
∫
Ω
∣∣∇(wϕ)∣∣2.
Now choose K > 0 s.t. δ = Cδ(K ) < ( k−22 )2−λ
( k−22 )2
, with this choice of δ choose β > 0 s.t. ( β+22 )
λ
1−δ <
( k−22 )
2, i.e. β < 2
λ
( k−22 )
2(1− δ)− 2.
Therefore we have
(1− δ)
[∫
Ω
∣∣∇(wϕ)∣∣2 − (1+ 	)(β + 2
2
)
λ
1− δ
∫
Ω
(wϕ)2
|y|2
]
 K
∫
Ω
(wϕ)2
|y|t + C
(
1+ 1
	
+ 2+ β
β
) ∫
B(2R)
w2.
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(1+ 	)
(
β + 2
2
)
λ
1− δ <
(
k − 2
2
)2
.
Therefore,
∫
Ω
(wϕ)2
∗  C
[∫
Ω
(wϕ)2
|y|t +
∫
B(2R)
w2
]
,
i.e.
∫
BR
(
uβ+1m
)2∗  K ∫
B(2R)
[
u¯2β+2
|y|t + u¯
2β+2
]
since um  u¯.
Taking m → ∞ we get
∫
BR
(
uβ+1
)2∗  K ∫
B(2R)
[
u¯2β+2
|y|t + u¯
2β+2
]
.
Now assume u ∈ L2β+2loc (Ω). And if we take s = N(β+1)(N−2)+t , then pts + 1 = 2(β + 1)s, so we get
∫
B(2R)
u¯2β+2
|y|t 
( ∫
B(2R)
u¯pts+1
|y|ts
) 1
s ∣∣B(2R)∣∣1− 1s  C ∫
Ω
|∇u¯|2
where |B(2R)| is the measure of B(2R). Then by iteration procedure starting from β = 0 up to the
range of β we can get that u ∈ Lploc(Ω) for p < 2∗[ 2λ ( k−22 )2(1 − δ) − 1]. Now this is true for any
0< δ <
( k−22 )2−λ
( k−22 )2
. Therefore we get u ∈ Lploc(Ω) for p < 2∗[ 2λ ( k−22 )2 − 1]. 
3. Palais–Smale characterization
In this section we study the Palais–Smale sequences (in short, PS sequences) of the functional
Eλ(u) = 1
2
∫
Ω
|∇u|2 − λ
2
∫
Ω
u2
|y|2 −
1
pt + 1
∫
Ω
|u|pt+1
|y|t , u ∈ H
1
0(Ω), (3.8)
where Ω is a bounded domain with smooth boundary and 0  t < 2 is ﬁxed. We say that the se-
quence un ∈ H10(Ω) is a PS sequence for Eλ at level β if Eλ(un) → β and E ′λ(un) → 0 in H−1(Ω). It is
easy to see that the weak limit of a PS sequence solves (1.1), except the positivity. However the main
diﬃculty is that the PS sequence may not converge strongly and hence the weak limit can be zero
even if β > 0. The main purpose of this section is to classify PS sequences for Eλ . Classiﬁcation of PS
sequences has been done for various problems having lack of compactness, to quote a few [4,12–14].
While the noncompactness studied in the ﬁrst two are due to the concentration phenomenon occur-
ring through a single proﬁle, the last one’s noncompactness is due to concentration occurring through
two different proﬁles. We derive a classiﬁcation theorem for the PS sequences of (3.8) in the same
spirit of the above results. Concentration occurs here through one or two proﬁles depending on t > 0
or t = 0 respectively.
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−u − λ u|y|2 =
|u|pt−1u
|y|t , u ∈ D
1,2(
R
N). (3.9)
Deﬁne a sequence vn as follows:
vn(x) = ϕ
(
R¯n
(
x− (0, zn)
))[
R
2−N
2
n V
((
x− (0, zn)
)
/Rn
)]
(3.10)
where ϕ ∈ C∞0 (B(0,2)) with φ = 1 in B(0,1), (0, zn) ∈ Ω and satisﬁes Rn → 0, Rn R¯n → 0 and
lim inf[R¯n dist((0, zn), ∂Ω)] > 2. Then vn ∈ H10(Ω), vn ⇀ 0 and is a PS sequence for Eλ at level
β = Eλ(V ) where Eλ(V ) is as deﬁned in (3.8) with Ω =RN .
Suppose λ > 0 and t = 0. Deﬁne a sequence wn(x) as
wn(x) = ϕ
(
R¯n
(
x− (0, zn)
))[
R
2−N
2
n W
((
x− (yn, zn)
)
/Rn
)]
(3.11)
where W ∈ D1,2(RN ) satisfying −W = |W |p0−1W , ϕ is as above, (yn, zn) ∈ Ω , |yn|Rn → ∞, Rn R¯n → 0
and lim inf[R¯n dist((yn, zn), ∂Ω)] > 2. Then wn ∈ H10(Ω),wn ⇀ 0 and is also a PS sequence for Eλ at
level β = E0(W ) where E0(W ) is as deﬁned in (3.8) with Ω =RN and t = 0.
In fact we see below that the noncompact PS sequences are essentially a ﬁnite sum of sequences
of the form (3.10) and (3.11) when t = 0 and λ > 0 and a ﬁnite sum of sequences of the form (3.10)
when t > 0 or λ = 0.
Theorem 3.1. Let Ω be a bounded domain with smooth boundary. Let un be a PS sequence for Eλ at level β .
Suppose t = 0 and λ > 0, then ∃n1,n2 ∈ N, and functions v jn ∈ H10(Ω), 1  j  n1 , and wkn ∈ H10(Ω),
1 k n2 , and u ∈ H10(Ω) such that up to a subsequence
(1) un = u +∑n1j=1 v jn +∑n2k=1 wkn + o(1), where o(1) → 0 in H10(Ω);
(2) β = Eλ(u)+∑n1j=1 Eλ(V j)+∑n2k=1 E0(Wk)+ o(1)
where Eλ′(u) = 0 and v jn,wkn are PS sequences of the form (3.10) and (3.11) respectively with V = V j and
W = Wk.
When t > 0 or λ = 0, the same conclusion holds with Wk = 0 for all k.
Proof. We will prove the theorem in several steps.
Step 1. If un is a PS sequence for Eλ at a level β < 2−t2(N−t) (S
λ
t )
N−t
2−t , then un is relatively compact in
H10(Ω).
Proof. To begin with, standard arguments tell us that un is bounded in H10(Ω). More precisely,
since Eλ(un) = β + o(1) and 〈E ′λ(un),un〉 = o(1)‖un‖, computing Eλ(un) − 1pt+1 〈E ′λ(un),un〉, we get
‖um‖2H10(Ω)  C + ‖um‖H10(Ω)o(1) and hence the boundedness follows. Therefore passing to a subse-
quence if necessary we may assume un ⇀ u in H10(Ω), un → u in Lp(Ω) for p < 2∗ and point-wise.
Clearly E ′λ(u) = 0 and hence
Eλ(u) =
(
1
2
− 1
pt + 1
)∫ |u|pt+1
|y|t  0.
Ω
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∫
Ω
|un|pt+1
|y|t =
∫
Ω
|u|pt+1
|y|t +
∫
Ω
|un − u|pt+1
|y|t + o(1),
∫
Ω
u2n
|y|2 =
∫
Ω
u2
|y|2 +
∫
Ω
|un − u|2
|y|2 + o(1).
So
Eλ(un) = Eλ(u)+ Eλ(un − u)+ o(1)
and hence
Eλ(vn) = Eλ(un)− Eλ(u)+ o(1) Eλ(un) C < 2− t
2(N − t)
(
Sλt
) N−t
2−t
where vn = un − u. Since un is a PS sequence and E ′λ(u) = 0 we get
o(1) = 〈E ′λ(un), vn〉= 〈E ′λ(un)− E ′λ(u), vn〉
=
∫
Ω
[
|∇vn|2 − λ v
2
n
|y|2
]
+
∫
Ω
[(|un|pt−1un − |u|pt−1u) vn|y|t
]
.
Since
∫
Ω
|un|pt−1unu
|y|t →
∫
Ω
|u|pt+1
|y|t , the last term can be simpliﬁed using Brezis–Lieb lemma to∫
Ω
[(|un|pt+1 − |un|pt−1unu) 1|y|t
]
+ o(1) =
∫
Ω
|vn|pt+1
|y|t + o(1).
Hence ∫
Ω
|∇vn|2 − λ
∫
Ω
v2n
|y|2 −
∫
Ω
|vn|pt+1
|y|t = o(1). (3.12)
Simplifying Eλ(vn) using (3.12), the estimate on Eλ(vn) simpliﬁes to
2− t
2(N − t)
∫
Ω
|vn|pt+1
|y|t  C <
2− t
2(N − t)
(
Sλt
) N−t
2−t .
Applying (1.3) on vn and using the above estimate we get∫
Ω
|vn|pt+1
|y|t  δ
∫
Ω
(
|∇vn|2 − λ v
2
n
|y|2
)
, where 0< δ < 1. (3.13)
Substituting (3.13) in (3.12) we get
(1− δ)
∫
Ω
(
|∇vn|2 − λ v
2
n
|y|2
)
= o(1).
This completes the proof of Step 1. 
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Proof. Since un is a PS sequence un is bounded and hence 〈E ′λ(un),un〉 = o(1). This implies
∫
Ω
|∇un|2 − λ
∫
Ω
u2n
|y|2 −
∫
Ω
|un|pt+1
|y|t = o(1).
Substituting back in Eλ we get Eλ(un) = ( 12 − 1pt+1 )
∫
Ω
|un|pt+1
|y|t + o(1). This proves Step 2. 
Step 3. Let un be a PS sequence converging weakly to 0, then up to a subsequence either un → 0 in
H10(Ω) or there exists a PS sequence u˜n of Eλ such that Eλ(un) = Eλ(u˜n)+ Eλ(un − u˜n)+o(1), un − u˜n
is again a PS sequence for Eλ and u˜n is of the form (3.10) or (3.11). If t > 0, then u˜n must be of the
form (3.10).
Proof. In view of Step 1, we may assume lim infn→∞ Eλ(un) 2−t2(N−t) (Sλt )
N−t
2−t , and this implies up to
a subsequence
lim
n→∞
∫
Ω
|un|pt+1
|y|t 
(
Sλt
) N−t
2−t .
Let Qn(r) denote the concentration function
Qn(r) = sup
x=(0,z)∈Ω
∫
Br (x)
|un|pt+1
|y|t .
Now we can choose xn = (0, zn) ∈ Ω and Rn > 0 such that
Qn(Rn) =
∫
BRn (xn)
|un|pt+1
|y|t = δ
where δ is chosen such that δ
2−t
N−t < Sλt . Deﬁne
vn(x) = R
N−2
2
n un(Rnx+ xn), x ∈ Ωn,
where Ωn = {x: Rnx+xn ∈ Ω} and extend it to all of RN by putting 0 outside Ωn . Then vn ∈ D1,2(RN )
with support vn ⊂ Ωn and satisﬁes
sup
x∈Ωn
∫
B(x,1)
|vn|pt+1
|y|t =
∫
B(0,1)
|vn|pt+1
|y|t = δ. (3.14)
Since ‖vn‖D1,2(RN ) = ‖un‖D1,2(Ω)  c < ∞, up to a subsequence we may assume vn ⇀ v0 in D1,2(RN ).
Now we consider two cases:
Case 1. v0 
= 0.
First note that since Ω is a bounded domain, the sequence Rn is bounded. If lim inf Rn > 0, then
this will contradict the fact that un ⇀ 0. Hence Rn → 0. Moreover we claim:
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Proof of Claim. Suppose 1Rn dist(xn, ∂Ω) → C < ∞. Then Ωn exhausts a half-space Ω∞ . Since the
points xn are of the form xn = (0, zn) we get ∂Ω∞ is orthogonal to the singular set. If ϕ ∈ C∞0 (Ω∞)
then ϕ ∈ C∞0 (Ωn) for large n. Therefore∫
Ωn
(
∇vn · ∇ϕ − λ vnϕ|y|2
)
=
∫
Ωn
|vn|pt−1vnϕ
|y|t + o(1).
Taking the limit as n → ∞ we ﬁnd that v0 is a nontrivial solution of (4.19) in Ω∞ which contradicts
Theorem 4.1. This proves the claim. 
The above claim implies Ω∞ =RN and as above v0 solves (3.9).
Let ϕ ∈ C∞0 (RN ) such that 0 ϕ  1, ϕ ≡ 1 in B1(0), suppϕ ⊆ B2(0). Deﬁne
u˜n(x) = R
2−N
2
n v0
(
(x− xn)
Rn
)
ϕ
(
R¯n(x− xn)
)
(3.15)
where R¯n is chosen s.t. R˜n = Rn R¯n → 0 and R¯n dist(xn, ∂Ω) → ∞ as n → ∞. Clearly u˜n is a PS
sequence of the form (3.10). Next we show the splitting of energy. First note that using a standard
application of Brezis–Lieb lemma, Eλ(un) can be written as
1
2
∫
RN
[
|∇vn|2 − v
2
n
|y|2 −
1
pt + 1
|vn|pt+1
|y|t
]
= 1
2
∫
RN
[
|∇v0|2 − v
2
0
|y|2 −
1
pt + 1
|v0|pt+1
|y|t
]
+ 1
2
∫
RN
[∣∣∇(vn − v0)∣∣2 − (vn − v0)2|y|2
]
− 1
pt + 1
∫
RN
|vn − v0|pt+1
|y|t + o(1).
Now note that if ϕn(x) = ϕ(R˜nx), then∫
RN
∣∣∇(v0ϕn − v0)∣∣2  C
∫
RN
|∇v0|2(ϕn − 1)2 + C
∫
RN
|v0|2|∇ϕn|2
 C
∫
|x|> 1
R˜n
|∇v0|2 + C
( ∫
1
R˜n
|x| 2
R˜n
|v0|2∗
)2/2∗
.
Hence v0ϕn → v0 in D1,2(RN ) and hence
Eλ(un) = 1
2
∫
RN
[∣∣∇(ϕnv0)∣∣2 − (ϕnv0)2|y|2
]
− 1
pt + 1
∫
RN
|ϕnv0|pt+1
|y|t
+ 1
2
∫
RN
[∣∣∇(vn − ϕnv0)∣∣2 − (vn − ϕnv0)2|y|2
]
− 1
pt + 1
∫
RN
|vn − ϕnv0|pt+1
|y|t + o(1).
A change of variable will convert the last line into Eλ(u˜n)+ Eλ(un − u˜n)+ o(1).
Using similar type of arguments we can show E ′λ(un − u˜n) = o(1) in H−1(Ω).
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Let ϕ ∈ C∞0 (B((0, z),1)) with 0 ϕ  1 then ψn := [ϕ((x− xn)/Rn)]2un is a bounded sequence in
H10(Ω) and hence 〈E ′λ(un),ψn〉 = o(1). Using a change of variable this re-writes as
∫
RN
(
∇vn · ∇
(
ϕ2vn
)− λ(ϕvn)2|y|2
)
=
∫
RN
|vn|pt−1(ϕvn)2
|y|t + o(1).
Now the LHS can be simpliﬁed as
∫
RN
(|∇(ϕvn)|2 − λ (ϕvn)2|y|2 ) + o(1), while the RHS can be simpliﬁed
as
∫
RN
|vn|pt−1(ϕvn)2
|y|t 
( ∫
B(0,z),1
|vn|pt+1
|y|t
) pt−1
pt+1
(∫
RN
|ϕvn|pt+1
|y|t
) 2
pt+1
 δ
2−t
N−t
Sλt
∫
RN
(∣∣∇(ϕvn)∣∣2 − λ(ϕvn)2|y|2
)
.
Substituting back, by the choice of δ we get
∫
RN
(∣∣∇(ϕvn)∣∣2 − λ(ϕvn)2|y|2
)
= o(1). (3.16)
This together with (1.3) gives
∫
RN
|ϕvn|pt+1
|y|t = o(1) and hence
∫
K
|vn|pt+1
|y|t = o(1) for any compact set
K ⊂ {(y, z): |y| < 1}.
If t > 0, this implies
∫
K
|vn|pt+1
|y|t = o(1) for any compact set K ⊂RN , which contradicts (3.14). There-
fore when t > 0, Case 2 cannot happen and we are through. So we assume now onwards t = 0.
The condition (3.14) together with the concentration compactness principle gives
|vn|2∗ dx
∣∣{|x|<1} ⇀∑
j
Cx j δx j
where |x j | = 1. Since
∫
K |vn|2
∗ = o(1) for any compact set K ⊂ {(y, z): |y| < 1}, we get x j = (y j,0)
with |y j| = 1. Let C =max{Cx j }.
Now deﬁne
Q˜ n(r) = sup
x∈RN
∫
B(x,r)
|vn|2∗ dx.
Now for large r, Q˜ n(r) > C2 and ∀r > 0 we have lim infn→∞ Q˜ n(r) > C2 . Therefore we can ﬁnd a se-
quence qn ∈RN and sn > 0 s.t. sn → 0 and qn = ( yˆn, zˆn) s.t. | yˆn| > 12 and
C
2
= sup
q∈RN
∫
B(q,sn)
|vn|2∗ dx =
∫
B(qn,sn)
|vn|2∗ dx. (3.17)
Now deﬁne
zn(x) = s
N−2
2
n vn(snx+ qn) = (snRn) N−22 un
(
snRnx+ Rnqn + (0, zn)
)
.
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z(x) a.e.
First note that z 
= 0, otherwise choosing ϕ ∈ C∞0 (B(x,1)) with 0 ϕ  1 for an arbitrary but ﬁxed
x ∈ RN and proceeding exactly like in obtaining (3.16) we can show that zn → 0 in L2∗loc(RN ) which
contradicts (3.17).
Also observe that
zn(x) = (R˜n) N−22 un(R˜nx+ x˜n)
where R˜n = snRn and Rnqn + (0, zn) = x˜n = ( y˜n, z˜n), with R˜n = o(1) and
R˜n
| y˜n| =
snRn
| yˆnRn| =
sn
| yˆn| < 2sn = o(1).
Support of zn ⊂ Ω˜n := {x: x˜n + R˜nx ∈ Ω} and Ω˜n exhausts Ω˜∞ which is either a half-space or
R
N depending on lim R˜n dist(x˜n, ∂Ω˜n) is ﬁnite or inﬁnite. Next we show that z satisﬁes (3.9) with
λ = t = 0 in Ω˜∞ . We have∫
Ω
∇un · ∇ϕ − λ
∫
Ω
unϕ
|y|2 −
∫
Ω
|un|2∗−2unϕ = o
(‖ϕ‖), ∀ϕ ∈ H10(Ω).
Let ψ ∈ C∞0 (Ω˜∞). Choose ϕ = ϕn as ϕn(x) = [R˜n]
2−N
2 ψ((x − x˜n)/R˜n) in the above relation, then a
change of variable together with ‖ϕn‖ = ‖ψ‖ will give∫
RN
∇zn · ∇ψ − λ
∫
RN
znψ
|y + y˜n
R˜n
|2
=
∫
RN
|zn|2∗−2zn(x)ψ + o
(‖ψ‖).
Taking the limit as n → ∞ using y˜n
R˜n
→ ∞ we get
∫
RN
∇z∇ψ =
∫
RN
|z|2∗−2z(x)ψ.
However we know from the well-known Pohozaev nonexistence result that this is not possible when
Ω˜∞ is a half-space. Therefore we get lim R˜n dist(x˜n, ∂Ω˜n) = ∞. Now deﬁne
u˜n(x) = R˜
2−N
2
n z
(
(x− xn)
R˜n
)
ϕ
(
R¯n(x− xn)
)
(3.18)
where ϕ is as in (3.15), R¯n is chosen s.t. R˜n R¯n → 0 and R¯n dist(xn, ∂Ω) → ∞ as n → ∞. Proceeding
exactly as in the case of (3.15), we see that u˜n , un − u˜n are PS sequences and Eλ(un) = Eλ(u˜n) +
Eλ(un − u˜n)+ o(1). 
Step 4. In this ﬁnal step we prove the theorem. If β < 2−t2(N−t) (S
λ
t )
N−t
2−t , then we are done. Otherwise,
since un is a PS sequence at level β , un is bounded in H10(Ω) and hence we may assume un converges
weakly to u ∈ H10(Ω). Using standard arguments one can show that un−u is a PS sequence converging
weakly to zero and β = Eλ(u)+ Eλ(un − u)+ o(1). Now either un − u is a PS sequence which falls in
the case of Step 1, or we can ﬁnd a u˜n as in Step 3. Note that Eλ(u˜n) converges either to Eλ(V ) or
E0(W ) where V ,W are as in (3.10) and (3.11) and Eλ(V ), E0(W ) C > 0. Therefore in ﬁnitely many
steps we obtain a PS sequence which falls into Step 1. This proves the theorem. 
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In this section we study the existence and nonexistence of solutions for (1.1) for various domains.
We will show that the problem does not have a solution in star shaped domains with boundary
orthogonal to the singular set. Then we will show that “a topological hole” in {x ∈ Ω: x = (0, z)} will
give existence results for (1.1).
First we will present the nonexistence result whose proof is based on the Pohozaev identity. The
diﬃculty in applying this identity is because of the blowing-up nature of the solution and we over-
come this by using the partial H2 regularity established in Section 2.
Theorem 4.1. LetΩ ⊂RN be an open set with smooth boundary and is star shaped with respect to some point
(0, z0). Suppose in addition ∂Ω is orthogonal to the singular set, then the problem
−u − λ u|y|2 =
|u|pt−1u
|y|t in Ω,
u ∈ D1,2(Ω)
⎫⎬
⎭ (4.19)
has a nontrivial solution only if Ω =RN .
Proof. We will prove the theorem using the Pohozaev identity. To make the test function smooth
we introduce cut-off functions and pass to the limit with the help of the regularity results proved in
Section 2. We will assume without loss of generality that Ω is star shaped with respect to the origin.
For 	 > 0 and R > 0, deﬁne ϕ	,R(x) = ϕ	(x)ψR(x) where ϕ	(x) = ϕ(|y|/	), ψR(x) = ψ(|x|/R),
ϕ and ψ are smooth functions in R with the properties 0 ϕ,ψ  1, with supports of ϕ and ψ in
(1,∞) and (−∞,2) respectively and ϕ(t) = 1 for t  2, and ψ(t) = 1 for t  1.
Assume that (4.19) has a nontrivial solution u, then u is smooth away from the singular set and
hence (x · ∇u)ϕ	,R ∈ C2c (Ω). Multiplying Eq. (4.19) by this test function and integrating by parts, we
get
∫
Ω
∇u · ∇((x · ∇u)ϕ	,R)− λ
∫
Ω
u(x · ∇u)ϕ	,R
|y|2 −
∫
∂Ω
∂u
∂ν
(x · ∇u)ϕ	,R
=
∫
Ω
|u|pt−1u
|y|t (x · ∇u)ϕ	,R . (4.20)
Now the RHS of (4.20) can be simpliﬁed as
∫
Ω
|u|pt−1u
|y|t (x · ∇u)ϕ	,R =
1
pt + 1
∫
Ω
(∇|u|pt+1 · x)ϕ	,R|y|t
= −n − 2
2
∫
Ω
|u|pt+1
|y|t ϕ	,R −
1
pt + 1
∫
Ω
|u|pt+1
|y|t
[
x · (ψR∇ϕ	 + ϕ	∇ψR)
]
.
Note that |x · (ψR∇ϕ	 + ϕ	∇ψR)| C and hence using the dominated convergence theorem we get
lim
R→∞
[
lim
	→0 RHS
]
= −n − 2
2
∫
Ω
|u|pt+1
|y|t . (4.21)
By direct calculation and integration by parts, LHS of (4.20) simpliﬁes as
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∫
Ω
|∇u|2ϕ	,R +
n∑
i=1
n∑
j=1
1
2
∫
Ω
(uxi )
2
x j x jϕ	,R +
∫
Ω
(x · ∇u)(∇u · ∇ϕ	,R)
+ λ
2
n∑
i=1
∫
Ω
u2
[
ϕ	,R
|y|2 +
xi(ϕ	,R)xi
|y|2
]
− λ
k∑
i=1
∫
Ω
u2
y2i
|y|4 ϕ	,R −
∫
∂Ω
∂u
∂ν
(x · ∇u)ϕ	,R
= −n − 2
2
[∫
Ω
|∇u|2ϕ	,R − λ
∫
Ω
u2
|y|2 ϕ	,R
]
− 1
2
∫
∂Ω
(
∂u
∂ν
)2
(x · ν)ϕ	,R
− 1
2
[∫
Ω
|∇u|2 − λ u
2
|y|2
][
(x · ∇ϕ	)ψR + (x · ∇ψR)ϕ	
]
+
∫
Ω
(x · ∇u)[(∇u · ∇ϕ	)ψR + (∇u · ∇ψR)ϕ	].
In the last step we used the fact x · ∇u = x · ν ∂u
∂ν on ∂Ω since u = 0 on ∂Ω .
Now
lim
R→∞ lim	→0
∣∣∣∣
∫
Ω
(x · ∇u)(∇u · ∇ψR)ϕ	
∣∣∣∣ C limR→∞
∫
R|x|2R
|∇u|2 = 0
and ∫
Ω
∣∣(x · ∇u)(∇u · ∇ϕ	)ψR ∣∣
∣∣∣∣
∫
Ω
(y · ∇yu + z · ∇zu)(∇u · ∇ϕ	)ψR
∣∣∣∣
 C
∫
Ω∩{	|y|2	}
|∇u|2 + R
∫
Ω∩{	|y|2	}
|∇u| |∇zu|
	
 (C + R)
∫
Ω∩{	|y|2	}
|∇u|2 + R
∫
Ω∩{	|y|2	}
|∇zu|2
|y|2 .
Clearly the ﬁrst term goes to 0 as 	 → 0. The second term tends to 0 as 	 → 0 using Hardy–Sobolev–
Maz’ya inequality as uzi ∈ H1(Ω).
Using the above estimates and taking the limit using dominated convergence theorem using the
fact |x · (ψR∇ϕ	 + ϕ	∇ψR)| C , we get
lim
R→∞
[
lim
	→0 RHS
]
= −n − 2
2
[∫
Ω
|∇u|2 − λ u
2
|y|2
]
− 1
2
∫
∂Ω
(
∂u
∂ν
)2
(x · ν)ϕ	,R . (4.22)
Substituting (4.21) and (4.22) in (4.20), and using Eq. (4.19), we get
∫
∂Ω
(
∂u
∂ν
)2
(x · ν) = 0,
which implies u = 0 in Ω by the principle of unique continuation. This proves the theorem. 
Next we will prove an existence result in the spirit of [7]. We see that an “annulus type topology”
of Ω ∩ {y = 0} will give rise to a solution of (1.1).
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{x: R1 < |x| < R2} ⊂ Ω and {(0, z): |z| < R1} 
⊂ Ω for some R1, R2 > 0, then (1.1) has a solution if R2R1 is
suﬃciently large. When N = 3 the same conclusion holds provided λ = 0 and t = 1.
Remark 2. The extra assumption on λ and t in dimension N = 3 comes from the fact that the unique-
ness of (1.1) with Ω =RN is known only in this case.
Proof of Theorem 4.2. Let M = {u ∈ H10(Ω):
∫
Ω
|u|pt+1
|y|t = 1} and Iλ be the functional,
Iλ(u) =
∫
Ω
[
|∇u|2 − λ u
2
|y|2
]
, u ∈ M,
then the critical points of Iλ give rise to solutions of (1.1), except positivity. Since the equation under
study is invariant under dilation we may assume R1 = 14R < 1 < 4R = R2. We will prove the theo-
rem by showing that if Iλ does not have a critical point, then the unit sphere SN−k−1 in RN−k is
contractible in {x ∈ Ω: x = (0, z)}, which is a contradiction.
We know from [5,8] and [10] that problem (1.1) has a unique solution up to dilation and translation
in the z variable when Ω = RN , N > 3, or when N = 3, and λ 2(p+1)
(p+3)2 . Let uλ be a solution of (1.1)
when Ω =RN .
Deﬁne for σ ∈ SN−k−1 and s ∈ [0,1)
uσs =
1
(1− s) N−22
uλ
(
y, z − sσ
1− s
)
.
Then, uσs ∈ D1,2(RN ) and Sλt is attained for uσs as well. Note that uσs concentrates at (0, σ ) as s → 1
and uσs → uλ as s → 0.
Take ϕ ∈ C∞0 (( 14 ,4)) such that ϕ = 1 in ( 12 ,2). Deﬁne for R > 1,
ϕR(x) =
⎧⎪⎨
⎪⎩
ϕ(R|x|) if 0< |x| < 1R ,
1 if 1R  |x| < R,
ϕ( |x|R ) if |x| R.
Deﬁne wσs = uσs · ϕR and wλ = uλ · ϕR , then wσs ,wλ ∈ H10(Ω) and∫
RN
∣∣∇(wσs − uσs )∣∣2  C
∫
(B2R )C∪B 1
2R
∣∣∇uσs ∣∣2 + cR2
∫
B4R−B2R
(
uσs
)2 + cR2 ∫
B 1
2R
(
uσs
)2
where BR denotes the open ball with center 0 and radius R. Now 1st term goes to zero as R → ∞
uniformly in σ ∈ SN−k−1, s ∈ [0,1),
2nd term c
R2
( ∫
B4R−B2R
(
uσs
)2∗) 22∗ |B4R − B2R |1− 22∗ = C
( ∫
B4R−B2R
(
uσs
)2∗) 22∗ → 0
as R → ∞ uniformly in σ ∈ SN−k−1, s ∈ [0,1). Similarly we get 3rd term goes to zero uniformly in σ
and s. Now deﬁne
vσs = Cσs wσs and vλ = Cλwλ
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σ
s , vλ ∈ M , then Iλ(vσs ) → Sλt uniformly in σ and s.
Choose R > 0 such that Iλ(vσs ) < S1 < S
∗ uniformly for all σ and s where S∗ = 2 2−tN−t Sλt if t > 0 and
S∗ =min{S00,2
2
N Sλ0} if t = 0.
Next we claim:
Claim. There exists a u ∈ M with Iλ(u) < S∗ and I ′λ(u) = 0.
Proof of Claim. Assume the claim is not true. Then using standard arguments (see for instance [15])
one can easily see from Theorem 3.1 and the uniqueness of the problem in RN under the hypothesis
of the theorem, that Iλ does not have any PS sequence at level β ∈ (Sλt , S∗). Therefore by the standard
deformation lemma (see for instance [15]) for any β in this range ∃ε > 0 and a ﬂow ϕ :M×[0,1] → M
s.t.
ϕ(Mβ+ε,1) ⊂ Mβ−ε
where Mβ = {u ∈ M: Iλ(u) < β}.
Now given δ > 0 we can cover the interval [Sλt + δ, S1] by ﬁnite number of ε (given by the ﬂow)
neighborhoods. Now composing the corresponding deformations we obtain a ﬂow Φ :M ×[0,1] → M
s.t.
Φ(S1,1) ⊂ MSλt +δ.
We may also assume that Φ(u, t) = u for all u ∈ Mβ with β = Sλt + δ2 .
For u ∈ M deﬁne the center of mass of u denoted F (u) by
F (u) =
∫
Ω
x
|u|pt+1
|y|t dx.
By a standard use of Ekeland variational principle we know that if un ∈ M and Iλ(un) → Sλt , then
un = u˜n + o(1) where u˜n is a PS sequence and o(1) → 0 in H10(Ω). Combining this with Theorem 3.1
we get, for any given neighborhood U of Ω0 := {(0, z) ∈ Ω} ∃δ > 0 such that F (MSλ+δ) ⊆ U . Since Ω0
is smooth we can choose a neighborhood U of Ω0 such that any point p ∈ U has a unique nearest
neighbor q = π(p) ∈ Ω0 such that π is continuous. Choose δ suﬃciently small and deﬁne
h : SN−k−1 × [0,1] → Ω by
h(σ , s) = π(F (Φ(vσs ,1))).
Since δ is suﬃciently small h is well deﬁned and continuous and satisﬁes
h(σ ,1) = σ , ∀σ ∈ SN−k−1,
and
h(σ ,0) = π(F (Φ(vλ,1)))= x0, ∀σ ∈ SN−k−1,
for some x0. Hence h is a contraction of SN−k−1 in Ω0 which contradicts our assumption and hence
proves the claim. 
It remains to show that either u+ = 0 or u− = 0. The strict positivity of the solution follows from
the strong maximum principle.
M. Bhakta, K. Sandeep / J. Differential Equations 247 (2009) 119–139 139Suppose u+ 
= 0 and u− 
= 0. Since I ′λ(u) = 0, v = [
∫
Ω
|∇u|2 − λ |u|2|y|2 ]
1
pt−1 u solves Eq. (1.1). Hence
∫
Ω
[
|∇v±|2 − λ |v
±|2
|y|2
]
=
∫
Ω
|v±|pt+1
|y|t .
Hence from (1.3) we get
∫
Ω
[
|∇v±|2 − λ |v
±|2
|y|2
]

[
Sλt
] N−t
2−t
and hence
∫
Ω
[
|∇v|2 − λ v
2
|y|2
]
 2
[
Sλt
] N−t
2−t .
Writing it in terms of u gives Iλ(u)  2
2−t
N−t Sλt which contradicts the fact that Iλ(u) < S
∗ and hence
either u+ = 0 or u− = 0. 
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