Reliable determination of integer ambiguity resolution is a critical issue in high-precision global positioning system (GPS) applications such as kinematic positioning, fast control surveying and attitude determination. This paper will discuss the integer ambiguity resolution procedures in attitude determination using single frequency carrier phase measurements. An optimised ambiguity search algorithm is proposed. This method can not only improve the computation efficiency and reduce the time for resolving ambiguities, but also improve the reliability of the ambiguity solution. The ambiguity search space is determined using float solutions and their variance and covariance matrixes estimated by applying Kalman filter algorithm. The integer Gaussian transformation is then used to reduce the size of the search space and Cholesky factorisation algorithm is used to improve the efficiency of the searching process. Finally, an ambiguity validation method by using the known baseline length and the relationship between the primary and secondary ambiguity groups is presented. The algorithms have been implemented within two low-cost Allstar GPS OEM boards from the Canada Maconi Company. A number of field experiments have been conducted and the results show that a valid integer ambiguity solution in cold start mode can be identified within 3 minutes.
INTRODUCTION
GPS can usually provide two types of direct measurements. One is the pseudorange and the other is the carrier phase. The carrier phase measurements can be used for various high precision applications including kinematic positioning, static survey and attitude determination because of their lower noise level. However the carrier phase measurements are ambiguous by an unknown integer number of cycles. This is well-known integer ambiguity resolution problem which requires a time-consuming initialisation process for both attitude determination and high-precision kinematic positioning.
There are several methods for resolving the integer ambiguities. In general they can be divided into two categories: search-based ambiguity resolution (Quinn, 1993; Sutton, 2002) and motion-based ambiguity resolution (Crassidis et al. 1999) . Motion-based methods need to collect data for a period of time during which obvious changes of the visible GPS constellation or an apparent Rotation of the platform have occurred. The search-based methods use only single epoch measurements to identify the most likely ambiguity combination although sometimes it may be not the correct ambiguity due to the level of noise.
This paper mainly focuses on discussing the search-based method. There are three steps in this integer ambiguity resolution algorithm. First, a search space is determined in the ambiguity space (Juang, 2003; Xu, 2002) or solution space (Sutton, 1997; Sutton, 2002) ; The most likely integer ambiguity is , then, identified from the search space using some deterministic technique such as least squares. Finally, the resolved ambiguities are validated and confirmed. This step is considered as a vital additional step for the GPS-based attitude system. This paper will first outline the principle of attitude determination by using GPS carrier phase measurements. Then a fast and reliable algorithm for integer ambiguity resolution by using the known baseline length and the relationship between the primary and secondary ambiguity groups will be presented in detail. A number of experiments have been conducted to test the performance of the method. Finally, some useful results and conclusions are given.
GPS-BASED ATTITUDE DETERMINATION USING TWO ANTENNAE
The basic idea of attitude determination using GPS carrier phase measurement is similar with the principle used in interferometry. It is assumed that for a short baseline that the unit vectors from both receivers to a given satellite are the same. This is based on the fact that the baseline length is negligibly small compared to the distance between GPS satellites and the user (approximately 22, 000km).This is shown in figure 1 .
The difference between the true ranges from satellite "p" (p-th satellite) to antennae A and B can be expressed as:
where, A and B represent two antennae, n R is the baseline vector determined by A and B, p e is a unit directional vector from antenna A or B to satellite "p", 
R is a baseline vector in the local level system (North-East-Down coordinate system in this paper), H is the vector matrix of line of sight from antennae to GPS satellites in the local level system, V is the carrier phase difference-doubled measurement noise vector.
In equation (3), if the ambiguities have been fixed to integers, there will be only 3 unknowns (three components of baseline vector n R ( n x , n y , n z )). Therefore if there are 4 satellites in view, there will be 3 independent double-differenced observations, the baseline vector ( n R ) can be estimated by using a weighted least-squares method as follows:
If the relative position of two antennae can be determined with a sub-centimetre accuracy using the carrier phase observables, two of the three attitude parameters, usually heading and pitch angles of the platform can be estimated.
Suppose that the baseline is mounted along longitudinal direction, then the baseline vector in body frame is: 
CARRRIER PHASE INTEGER AMBIGUITY RESOLUTION ALGORITHM
It can be seen from section 2 that the fast resolution of integer ambiguities is crucial to GPSbased attitude determination algorithm. Only when the integer ambiguities are resolved, the attitude angles can be calculated. In this section an ambiguity resolution algorithm for single frequency GPS receiver is proposed. In this algorithm, before the integer ambiguities can be determined, the ambiguities are treated as real values and estimated along with baseline vector. The real-value solution is often called the float solution. In this paper kalman filter method is used to estimate the float solution of ambiguities, and the ambiguity search space is determined by using the float solution and its variance-covariance matrix.
Float Ambiguity Estimation
The dynamic model of GPS-based attitude determination system can be described by the following equation: I is a 3× 3 unit matrix.
By re-writing the equation (3), the measurement model can be expressed as
GPS-based attitude determination equations can be written in a discrete form according to equations (7) and (8) as follows:
where N is normal distribution operator, the two variables in the bracket are mean vector and variance-covariance matrix,
H is the observation matrix, k X is the state vector at epoch k , k Z is the observation vector at epoch k .
Kalman filtering estimation can be expressed as:
is the predicted state vector, k k X / is the estimation of filtering, k K is the system gain matrix,
In theory, if a precise float solution can be obtained and rounded to the nearest integers, this should in most cases lead to the correct integer ambiguity set. Unfortunately, the float estimate obtained by this method is not precise enough, especially for a short observation period ( Mohamed et al.,1998) . Therefore the correct ambiguity set usually need to be identified by a dedicate search method.
Determination of the Search Space
In order to further reduce the number of possible ambiguity candidates, all GPS satellites in view are divided into two groups: primary and secondary groups. The primary group which contains 5 satellites is used to determine the search space. The secondary group which includes remaining satellites is used to validate the correctness of the identified ambiguity set. So the integer ambiguity N , the float solution of integer ambiguity N and its variancecovariance N P estimated by using kalman filter technique can be re-written respectively as:
[ ] N are the integer ambiguities of the primary group and secondary group respectively, 1 N and 2 N are the float solutions of the ambiguities of the primary group and secondary group respectively, and 11 P and 12 P are ambiguity variance matrices of the primary group and secondary group respectively.
The integer ambiguities can be obtained by minimising the following cost function. to be set such that the sought integer ambiguities are indeed in the search space. The solution is then obtained by searching through the entire search space. The efficiency of the search is poor, however, when the search space is highly elongated and the principal axes do not coincide with the grid axes. In order to reduce the correlation between ambiguities and make searching process more efficiently, The integer Gaussian transformation (Mohamed et al., 1998 ) is applied. The Gaussian transformation procedure of 11 P is as follows:
[1] Factorise the matrix 11 P using upper triangular factorisation: 
Because the Gaussian transformation can decorrelate the ambiguities as much as possible, the float estimates become more precise and its variance becomes more diagonal-like. The transformed search space becomes more spherical. Therefore the number in the search space defined by inequation (20) can be reduced dramatically.
Note that inequation (17) is a quadratic constraint, it is difficult to perform the searching process directly. Therefore the confidence interval of every ambiguity is used to replace the constraint of inequation (20).
[ ] The integer ambiguity search space is determined by equation (22) and all of the integer combinations in the search space are candidate ambiguity combinations.
Ambiguity Searching Process
The aim of ambiguity searching is to find the ambiguity combination which can minimise the cost function J in the search space. It is usually a time-consuming process. In order to improve the efficiency of the searching process, Cholesky factorisation is applied in this paper. By using cholesky factorisation, (24) can be calculated by the following iterative procedure:
because 0
keeps increasing along with the increase of index number k . Therefore a fast cutting-off search method is used to reduce the calculation load. This method can be described as:
[1] Give an ambiguity combination from the ambiguity search space;
[2] Calculate equation (26) step by step; [3] If in the k-th step, ) (k J is larger than the threshold, this ambiguity combination can be rejected and the iteration calculation will stop and jump to step (1).
[4] If ) 4 ( J is smaller than the threshold, then replacing the threshold using ) 4 ( J .
Because the calculation load of k f decreases along with the increase of k , this method can reduce the calculation load of J dramatically.
Once the ambiguity combination Zˆ that minimises f in equation (25) is found, the initial ambiguity combination can be estimated using the inverse Gaussian transformation:
Ambiguity Validation
The ambiguity combination which produces the minimum sum of the squared residuals does not necessarily indicate that correct ambiguities are identified. There are a number of factors contributing to this, such as poor system geometry and high measurement noise. Thus, ambiguity validation and evaluation procedure has to be applied to further validate and confirm its correctness. Although integer ambiguities should be determined as early as possible, but the reliability of the ambiguity resolution is of paramount importance for GPSbased attitude determination system.
Traditionally, ambiguity validation test procedures have been based on the so-called F-ratio test (Erickson, 1992) . When the ratio of the second minimum and the minimum of J in equation (24) is larger than a threshold, the best ambiguity combination which produces the minimum of J is considered as the correct ambiguity set. But in practical application, sometimes the difference between the second minimum and the minimum of J may not be larger enough because of the high noise, therefore it will need a long time to confirm the correct ambiguity although the best ambiguity combination already has been the correct ambiguity set.
In this paper a new validation method by using baseline length and the relationship between primary and secondary ambiguity groups is proposed to validate the estimated ambiguity combination 1 N . By using this method, the correct ambiguity can be quickly and reliabily identified. This method includes two steps which can be described as follows:
[1] Baseline length test: Substituting the estimated ambiguities into equation (3) and calculating the baseline length, for correct ambiguity combination, it should be consistent with the given known baseline length;
[2] Primary and secondary ambiguity groups test: calculating a coarse baseline vector using the estimated primary ambiguity combination; calculating all the float ambiguities by means of substituting the coarse baseline vector into equation (3); calculating the secondary integer ambiguities by means of rounding the float ambiguities to the nearest integer values. For correct ambiguity combination, the difference of integer and float ambiguities in the secondary should be less than 2cm(about tenth of L1 wavelength).
Only when the estimated ambiguity combination passes the above tests, the correct ambiguity combination is considered identified.
EXPERIMENTAL RESULTS
A low-cost GPS-based attitude determination system is developed. The hardware of the system mainly includes: PC/104 computer, two Allstar GPS OEM boards, two antennae, battery and other auxiliary accessories. The GPS OEM board can output raw measurements including L1 carrier phase, pseudorange and navigation information at a rate of 1HZ. The algorithms proposed in this paper are implemented in its software which is designed using C++ language. All the available satellites with elevation angle more than 10deg are used in the data processing. Considering that usually the ephemeris data can be received whin 30 seconds in cold start mode, the Kalman filtering procedure begins from 30-th second in the software. The integer ambiguity search procedure begins from 80-th second. After this epoch, the ambiguity combination which minimizes cost function (16) can be found at every epoch, but only when it passes the validation test, correct ambiguity combination is considered reliabily identified. Once the ambiguities are fixed, the attitude parameters can be estimated by using the equations (5) and (6).
To evaluate the performance of the system, a number of experiments have been conducted on the roof of building 15 of Nanjing University of Aeronautics and Astronautics. There always more than 7 satellites being tracked during these experiments. The results of ambiguity resolution time test are shown in table 1. It is indicated from table 1 that ambiguity can be fixed whin 3 minutes in a cold start mode.
The attitude solution for a 3m baseline is shown on figure 2, 3 and 4, and the attitude solution for a 6m baseline is shown on figure 5, 6 and 7. The average and standard deviation of the attitude solution are listed in table 2. From table 2, it can be concluded that the accuracy of the GPS-based attitude determination system becomes higher with the increase of the baseline length. 
CONCLUSIONS
This paper presents an algorithm for fixing the integer ambiguity in attitude determination. The method can not only improve the computation efficiency and reduce the time for ambiguity resolution, but also improve the reliability of the ambiguity solution.
A number of experiments are carried out to evaluate the effectiveness of the proposed algorithm, the results show that correct ambiguities in cold start mode can be identified within 3 minutes and there is no evident relationship between the ambiguity resolution time and the length of baseline. The results also show that heading angle of the GPS-based attitude determination system can achieve an accuracy of 0.045deg (RMS) for a 3m baseline and a higher accuracy for longer baselines.
