Abstract: This paper designs fractional PI controllers for a binary distillation column, where all disturbances that can happen or are likely to happen in practice are explicitly taken into account in the design formulation and modeled as functions having bounded magnitude and bounded slope. The design objective considered is to ensure that the top product, the bottom product, the reflux rate and the reboiler rate deviate within their prescribed bounds for all time and for all the disturbances. To this end, the performance measures called the peak outputs are used and, according to the multi-objective nature of the problem, the design criteria are expressed as a set of inequalities that can be solved. Satisfactory controllers are obtained by searching in the space of design parameters. The numerical results show that the obtained fractional PI controller enhances the quality of the control system in comparison with the conventional controller.
INTRODUCTION
During the last ten years or so, there have been attempts to utilise fractional controllers in order to improve the system performance. Many researchers have been prompted to develop methods for designing fractional controllers (see, e.g., Podlubny, 1999a,b; Maione and Lino, 2007; Monje et al., 2008 , and the references therein). Methods based on numerical optimization have proved to be useful and effective in designing control systems of fractional order (Nguyen and Arunsawatwong, 2008a; Arunsawatwong and Nguyen, 2009) , thus enabling designers to formulate the design problem in a more accurate and realistic manner.
Distillation columns are widely used in chemical and petroleum industries. It has been recognized (Wood and Berry, 1973; Luyben, 1992 ) that distillation columns have complicated dynamics and present interesting and challenging control problems. For economic reasons, simultaneous control of the top and bottom compositions in operating a binary distillation column have been considered by many researchers with an attempt to design controllers so as to enhance the system quality. See, for example, Wood and Berry (1973) ; Taiwo (1980) ; Prabhu and Chidambaram (1991) ; Khaisongkram and Banjerdpongchai (2006) and the references therein.
The quality of the control of a binary distillation column is indicated from the certain product compositions which can be deviated by many factors, e.g., uncertainties in raw material compositions and the feed rate deviation. It is required that the top and the bottom product compositions 1 Corresponding author should be regulated so that they deviate (from the desired set points) within their acceptable ranges in the presence of all disturbances impinging on the system. In addition, the manipulating inputs of the binary distillation column, which are the reflux rate and the reboiler rate, are required to stay in some specific ranges in order to prevent damage from column flooding and column channeling. Obviously, this gives rise to a multi-objective design problem.
During the operation, the raw material is fed into the column by a pump that can run unevenly. As a result, the feed rate deviation f can vary persistently for all time. It is pointed out (Khaisongkram and Banjerdpongchai, 2006) that the feed rate is usually limited by the dimension of the pipe, and its rate of change is restricted by the mass of the raw material fed into the column and also by the power of the feed pump. For this reason, the feed rate deviations should not be characterized as a step signal or a random signal. To arrive at a realistic formulation, it is therefore more appropriate to characterize all the possible feed rate deviations as functions whose magnitude and slope are bounded by respective numbers.
In connection with the above discussion, this paper considers the controller design for a binary distillation column, in which the principal design objective is to ensure that the top and the bottom product compositions, the reflux rate and the reboiler rate always deviate from their operating values within their prescribed bounds for all the possible disturbance f (that is, disturbances that happen or are likely to happen in practice). Here, f represents the feed rate deviation and is assumed to be known only to the extent that it belongs to a set P described by
where f ∞ sup{|f (t)| : t ∈ ℜ} and, as usual,ḟ denotes the slope of f . The bounds M and D are specified by designers and may be estimated from the past records of the control system operation.
Accordingly, the design criteria are expressed as
where, for i = 1, 2, 3, 4, v i (t, f ) denote the deviations of the top product composition, the bottom product composition, the reflux rate and the reboiler rate, respectively, at time t in response to f , and the bounds ε i represent the largest tolerable values of |v i (t, f )| and R denotes the set of real numbers. It is worth noting that the criteria (2) have been used in practice by engineers to monitor the performance of control systems.
So far, no one has considered the design of fractional-order controllers for dynamical control systems by employing the objective (2) in the design formulation. It is therefore the intention of this paper to design fractional PI (FPI) controllers for a binary distillaion column so that the design criteria (2) are fulfilled.
The key ideas used are as follows. By using the method in Silpsrikul and Arunsawatwong (2010) , the criteria (2) are expressed as a set of design inequalities that are readily computable. Then a solution of the so-obtained inequalities is determined by using the procedures developed in Arunsawatwong and Nguyen (2009); Nguyen and Arunsawatwong (2008b) , in conjunction with the method of inequalities (Zakian and Al-Naib, 1973; Zakian, 2005 ).
Nguyen and Arunsawatwong (2008a) design a fractional controller for a binary distillation column by the method of inequalities, where the design inequalities are based on the step-response criteria. Note further that Khaisongkram and Banjerdpongchai (2006) investigate the design of linear controllers for a binary distillation column using the design criteria (2). The convex optimization approach used in Khaisongkram and Banjerdpongchai (2006) yields controllers of very high integer order and, obviously, is not applicable to the case of fractional-order systems.
The structure of the paper is as follows. Section 2 briefly reviews the method for computing the performance measures, called peak outputs, which are associated with the criteria (2). In Section 3, the model of a binary distillation column used in the paper is given and the design problem is formulated. Section 4 provides the numerical results and demonstrates the advantage of an FPI controller over a conventional PI (CPI) controller. Finally, discussion and conclusions are given in Section 5.
FUNDAMENTAL THEORY
This section recaps the materials presented in Silpsrikul and Arunsawatwong (2010) , where a method for computing the peak outputs for a wide class of linear timeinvariant systems was proposed.
Consider a linear time-invariant and non-anticipative system whose input f : ℜ → ℜ and output (or response) v i : ℜ → ℜ are related by the convolution integral
where, for the purpose of this paper, the impulse response h i : R → R is assumed to be bounded and piecewise continuous function. The representation in (3) is very general and also includes retarded fractional delay differential systems (RFDDSs) (Silpsrikul and Arunsawatwong, 2010) .
Define the performance measuresv i as follows.
wherev i is sometimes called the peak output of v i with respect to the possible set P. It is easy to see from (4) that the criteria (2) are equivalent tô
(5) Oncev i (i = 1, 2, 3, 4) can be computed in practice, the inequalities (5) provide useful design criteria that are in keeping with the method of inequalities (Zakian and Al-Naib, 1973) . Let p ∈ R n denote a vector of design parameters. Any value of p satisfying (5) is called a design solution.
In the paper, as will be seen later, a design solution of (5) (if exists) is obtained by searching in the space of design parameters. This approach has been used successfully by many researchers (e.g., Zakian and Al-Naib, 1973; Lane, 1992 Lane, , 1995 Whidborne and Liu, 1993; Whidborne, 2005; Arunsawatwong, 2005; Satoh, 2005) . For further details, see Zakian (2005) .
Methods for computing the peak outputsv i for the possible set P have been investigated by many researchers (see, e.g., Lane, 1992; Satoh, 2005; Khaisongkram and Banjerdpongchai, 2007; Silpsrikul and Arunsawatwong, 2010 , and the references therein). The latest literature review on this can be found in Silpsrikul and Arunsawatwong (2010) . It is of interest to note that Silpsrikul and Arunsawatwong (2010)'s method is preferred in this work because it is simple, efficient and applicable to RFDDSs.
Computation of peak output
For simplicity in the presentation in this subsection, the subscript in v i will be omitted.
For an output v of system (3), its peak outputv can be expressed asv = sup I(f ) : f ∈ P , (6) where I(f ) is the cost function given by
It is easy to show that the infinite-dimensional optimization problem (6) is convex.
When the system is BIBO stable, the improper integral in (7) can be truncated for a sufficiently large T and the approximated cost I(f ) is given by
Hence, the definite integral (8) can be evaluated conveniently by finite-difference approximation schemes.
To this end, definē
where h i = h(t i ) and f i = f (t i ), respectively, the time point t i is given by
and σ = T /n is the uniform difference to be used.
Letx ȳ denote componentwise inequalities between vectorsx andȳ. The convex optimization (6) can be replaced by the following large-scale optimization problem.
where I and1 denote the identity matrix and a vector with all components being one, respectively. The vectorc h and the matrix Q d depend on the finite difference formulae used in approximating the integral (8) and the trajectory ofḟ . When Simpson's rule and the first-order forward differentiation are employed, it is easy to show that
and
The problem (11) is always a linear programming problem for any difference σ > 0 and hence it is a convex problem, which is readily solvable.
With the current advance in interior-point methods, it is important to note that the large-scale linear programming (11) with more than 100,000 variables can usually be solved in practice within a reasonable amount of time. Throughout this work, SeDuMi package (Sturm, 1999) is employed and has proved to be efficient. See more discussion in Silpsrikul and Arunsawatwong (2010) . In addition, other optimization solver packages may also be used, for example, SDPT3 (Tütüncü et al., 2003) .
Finiteness of the peak output of RFDDSs
Following previous works (Zakian and Al-Naib, 1973; Arunsawatwong and Nguyen, 2009; Silpsrikul and Arunsawatwong, 2010) , it is readily appreciated that in seeking a design parameter p (or a controller) satisfying (5) in the parameter space R n by numerical methods, it is necessary that a search algorithm should start from a stability point, that is, a point p for whicĥ
It is known that an RFDDS is BIBO stable if and only if its characteristic function D(s) has all the zeros with negative real parts (see Partington, 2000, 2001) . Note that the BIBO stability implies the finiteness of the peak outputv i (p). As a consequence, it is easy to see that the peak outputv i (p) is finite for a given p if
whereλ sup{Re s : D(s) = 0} denotes the abscissa of stability of the system's characteristic function D(s).
In general, the characteristic functions D(s) of RFDDSs have infinitely many zeros. It is therefore impossible to evaluate all the zeros of D(s). Recently, Nguyen and Arunsawatwong (2008b) have developed an useful algorithm for computingλ 0 for RFDDSs without having to compute all the zeros.
In this work, a stability point p is obtained numerically by solving the inequalityλ
where γ is a small positive number and the abscissa of stabilityλ is evaluated by the bisection algorithm in Nguyen and Arunsawatwong (2008b) .
Algorithm for computing the peak output
Suppose the system is BIBO stable. For a sufficiently large T , the procedure for computing the peak output for system (3) for the possible set P is as follows.
Algorithm 1
Step 1: Determine the trajectory h(t) for t ∈ [−T, T ].
Step 2: Construct the vectorc h defined in (12).
Step 3: For the slope of the input, form the matrix Q d given in (13).
Step 4: Formulate the restrictions as linear inequalities as in (11).
Step 5: Solve the resultant linear programming optimization problem (11). 2
It is important to note that using Silpsrikul and Arunsawatwong (2010)'s method, one requires the trajectory of the impulse response h. In this work, since the system model is represented by using transfer functions, it is convenient to compute the trajectory of h from its Laplace transform. To this end, the time response h is computed by employing the full grad I M N approximants (Zakian, 1969 (Zakian, , 1975 which is a useful formula for numerically inverting Laplace transforms (see, e.g., Arunsawatwong, 1998; Arunsawatwong and Nguyen, 2009; Taiwo et al., 1995) . In this paper, the orders of approximation M = 30 and N = 40 are used with quad-precision arithmetic operations. See Arunsawatwong and Nguyen (2009) for detailed discussion on this.
CONTROL DESIGN OF A BINARY DISTILLATION COLUMN
This paper designs a fractional PI controller (FPI controller) for the pilot scale binary distillation column developed by Wood and Berry (1973) . The column separates a two component mixture of water and methanol.
The linearized mathematical model around the steady state operating condition is as follows. 13.2s + 1
Since the objective of the paper is to show that an RFDDS with a fixed controller structure can be designed in order to achieve the practical criteria (2), a simple decentralized FPI controller is used. Figure 1 shows the control configuration, where the decentralized FPI controller K(s, p) is assumed to take the form
and p i , i = 1, 2, 3, . . . , 6 are design parameters. It should be noted that the method used in this paper can, by all means, be used to determine a centralized controller (i.e., with some non-zero off-diagonal elements) as well.
It is noted that when p 3 = p 6 = 1, an FPI controller becomes a conventional PI controller (CPI).
In many cases, the deviation of feed rate is approximately in the range 10%-20% of the steady state value (Khaisongkram and Banjerdpongchai, 2006) . Hence, the possible set P defined in (1) is characterized with M = 0.2 lb/min and D = 0.2 lb/min 2 . The design objective requires that the product deviations v 1 and v 2 remain, respectively, within ±0.25 mol% and ±0.50 mol% of the steady state value. To prevent column flooding, in addition, the deviation of the reflux rate v 3 and reboiler rate v 4 should be controlled in order that their deviations stay within 30%-40% of the steady state value. See Wood and Berry (1973) for more details. The steady state values and their corresponding bounds are listed in Table 1 . It can be seen that the bound ε 2 is large. In order to enhance the system quality, the bound ε 2 will be reduced as long as a search algorithm can yield a design parameter satisfying the criteria (2).
In this connection, the design objective is to find a set of parameters p i (i = 1, 2, . . . , 6) such that it satisfies the following inequalities.
whereλ and ε are, respectively, the abscissa of stability and a small positive number, and the bound ε 2 will be reduced by 0.01 mol% until a search algorithm cannot find a solution.
The moving boundaries process (MBP) algorithm (Zakian and Al-Naib, 1973 ) is used for solving a set of inequalities (18). Other algorithms for solving inequalities can be found in Zakian (2005) and also the references therein.
NUMERICAL RESULTS
To show that an FPI controller can give a better design result than a CPI controller, the following procedure is used.
Step A) Set ε 2 = 0.5 mol% and use a CPI controller (fix p 3 = p 6 = 1) in design.
Step B) If the MBP algorithm can find a solution, then reduce the ε 2 by 0.01 mol% and repeat this step. Otherwise, change the controller to the FPI controller. See Section 4.1.
Step C) If searching algorithm can find a solution for FPI controller, then reduce the ε 2 by 0.01 mol% and repeat this step. Otherwise, terminate the process. See Section 4.2
In order to verify the design result, after a design solution is obtained, a simulation is performed where the control system is subject to a test disturbancef ∈ P, which is randomly generated. The test disturbancef is shown in Figure 2 . 
The peak outputsv i corresponding to the CPI controller (19) and the peak magnitude subject tof are listed in Table 2 . The responses of the product deviations and the manipulating input variations are shown in Figures 3 and  4 , respectively. 
The fractional PI controller
When the FPI controller is used instead, it is found that the bound ε 2 can be reduced down to 0.40 mol%. A design parameter p ∈ R 6 is located by the MBP algorithm, where p 1 = 6.33 × 10 −2 , p 2 = 2.74 × 10 −2 , p 3 = 6.25 × 10 −1 , p 4 = −2.50 × 10 −1 , p 5 = −1.31 × 10 −1 , p 6 = 6.26 × 10 −3 .
The peak outputsv i corresponding to the FPI controller (20) and the peak magnitude subject tof are listed in Table 3 . The responses of the product deviations and the manipulating input deviations are shown in Figures 5 and  6 , respectively. 
DISCUSSION AND CONCLUSIONS
A fractional PI controller satisfying the practical criteria (2) is designed for a pilot scale binary distillation column whose mathematical model includes time delays. In order to maintain the system quality and prevent the damages, the design objective is to ensure that the deviations of the top product, the bottom product, the reflux rate and the reboiler rate remain within their prescribed bounds for all time and for all the disturbances caused by an uneven operation of the feeding pump. The design inequalities (5) are used explicitly in formulating the design problem in an accurate and realistic manner, and the design solution is sought in accordance with the method of inequalities.
In this work, Silpsrikul and Arunsawatwong (2010) 's method for computing the peak output is employed, since the method is applicable to RFDDSs as long as the impulse responses of the system can be obtained. Moreover, the system time-responses can be determined without difficulty in spite of the use of an RFDDS model in representing the control system for the binary distillation column. In this regard, an efficient algorithm for numerical inversion of Laplace transforms that is based on Zakian's full grad I M N approximants is employed. Once the peak output can be computed, a controller satisfying the criteria (5) is sought in the parameter space by the moving boundaries process algorithm.
Numerical results in Section 4 show that the FPI controller enhances the system quality from using the CPI controller. Tables 2 and 3 show that each peak output is less than its bound. The peak magnitude of each output subject to the testing disturbance is also less than its peak output. That means the trajectories of those outputs remain within their bounds.
