Figure 1: A complex example of an ONG for a point set with ca. 750 points.
INTRODUCTION
In computer graphics, many methods rely on dynamic point sets. One example are particle systems, where individual particles can be considered as points moving through space (Reeves, 1983) . A more complex example are multi-agent systems, where each object has some complex behavior (Schlechtweg et al., 2005) . A common task in these systems is to find all neighbors in a defined neighborhood or the nearest neighbor for a particle or agent. This paper introduces a novel method to efficiently handle such proximity queries in dynamic point sets.
Our goal is to develop a simple and efficient data structure that maintains dynamic point sets. It should provide fast access to the local neighborhood for each point. Moreover, it should support big point sets commonly occurring in particle or agent systems. Popular approaches for this problem include (hierarchical) space partitioning techniques like octrees or bucket grids. However, these methods are either inflexible, do not perform well in dynamic settings, or do not scale well for large point sets.
We present an alternative paradigm which provides a flexible, decentralized approach for proximity queries in dynamic point sets. The main idea is to use a very simple, graph-based data structure with low memory footprint. We provide efficient algorithms which act in the local neighborhood of the points. This makes them input and output sensitive, as well as scalable to large point sets. Therefore, local changes in the point configuration only result in local changes in the data structure. Local operations like searching all neighbors in a given radius or moving a point a small (local) distance do not depend on the total size of the point set. This makes our approach suitable for dynamic particle or agent systems, where typical movements are relatively small and local.
Our approach is novel and poses many unresolved questions. The goal of this paper is to introduce the basic ideas and to describe the principles of our algorithms. Due to space constraints, we have to omit a thorough analysis here. We also have to leave an evaluation and the application of our approach for future work. Finally, we restrict our problem in this paper to the 2D case, i.e., to planar point sets.
Tasks like locating points, finding their neighbors or maintaining dynamic point sets are a common problem in computer graphics and computational geometry. Numerous approaches have been introduced and analyzed, making spatial data structures an elaborate area of research. We restrict our treatment of related work to the most established techniques used in computer graphics. Uniform space subdivision: A simple way to speed up proximity queries (Schlechtweg et al., 2005) or collision detection (Kim et al., 1998) is to divide the space into equally sized buckets. Although simple and often effective, this technique has a relatively large memory footprint and doesn't work well in settings with varying search radius or inhomogeneous point distributions. Quad-and octrees: A widely used technique to overcome these problems is to adaptively subdivide space by quad-trees (resp. octrees). An overview of different variations gives (Samet, 1990) . (Boubekeur et al., 2006 ) present a new approach combining quadand octrees. BSP-and kd-trees are another class of popular techniques, supporting very flexible space subdivision and also working in higher dimensions (Bentley, 1990) . Bounding volume hierarchies: Instead of subdividing space, bounding volume hierarchies like OBBTrees (Gottschalk et al., 1996) or BD-Trees (James and Pai, 2004) approximate the input data hierarchically to accelerate collision detection, for example.
Although providing fast (logarithmic) access to arbitrary leaf objects, all these tree-based approaches have a global (centralized) structure and therefore depend on the total number and structure of points. Instead, we seek for a data structure where local operations do not depend on the global structure. In general, tree-based approaches have also difficulties maintaining dynamic objects like moving point sets. Often the trees become inefficient or large parts have to be rebuild after a series of insertions or deletions.
ONGs
The main inspiration for our approach are the principles of swarm behavior and swarm intelligence (Bonabeau et al., 1999) . In biology, there are various examples of large groups of animals like flocks of birds or schools of fish which rapidly move in global formations without collisions (Reynolds, 1987) . However, a single animal has neither the mental nor physical ability to track all other animals and maintain a global view on the swarm as it steers through space. Instead, every animal only knows its local neighborhood, i.e., nearby animals and the local environment. Every animal acts solely based on this local information. However, the whole swarm is connected through various neighborhoods. This way, global information can be distributed using local structures. Therefore, global patterns can emerge.
We adopt this principle to build a data structure for point sets where each point tracks a limited, local neighborhood. This results in a decentralized data structure which provides local information. In addition, each point must have access to arbitrary large (global) neighborhoods, if needed. This way, every point indirectly knows the total point set. Thus, we have two main requirement:
• each point has a constant number of neighbors • each point must have access to every other point To meet the first requirement, we store pointers to all local neighbors for each point. The result is a directed geometric graph, where the vertices correspond to the points of the point set, and arcs represent the neighborhood relationships.
The second requirement implies that the graph has to be strongly connected. There must be a path (i.e., a chain of neighbors) connecting each vertex with every other vertex. To meet this requirement, we have to consider which vertices exactly are neighbors and how many neighbors are required for each vertex.
To answer this question we use results about "tspanners" and "weak spanners" from (Fischer et al., 1997; Fischer et al., 1998; Fischer et al., 1999) . We first review the relevant concepts. Geometric spanners are important data structures in computational geometry, because they approximate the complete graph using only O(n) edges, where n denotes the number of vertices (Arya et al., 1995) . In our context, this means that we can approximate global information about the point set with local neighborhood relationships. A geometric graph G = (V, E) is called t-spanner, if for each pair of vertices (u, v) ∈ V there exists a path in E, which is no longer than t times the direct distance between u and v. Thus, the (relative) length of the path of any pair of vertices is bounded by the stretch factor t. The complete graph is obviously a t-spanner with t = 1. However, it has an out-degree of n − 1 and therefore takes O(n 2 ) space. Instead, we need a low and constant out-degree for our data structure to be output sensitive.
One way to construct a t-spanner is to divide the space around each vertex p into k cones and to create a directed edge from p to the closest vertex in each cone (Yao, 1982) . It can be proved that the resulting graph is a t-spanner for k > 6 cones (Ruppert and 1991). Fischer et al. improve this value to k ≥ 4 by introducing "weak spanners". However, these graphs only satisfy a weak spanner property. Here, not the path length between any vertex pair is bounded, but the distance from any vertex on the path to the start vertex. Note that this graph must be strongly connected. In the prove of this property for k ≥ 4, Fischer et al. also show a way how to actually find a short path between any two vertices.
We use the weak spanner construction from Fischer et al. in a slightly adapted version. We divide the (planar) space around each point p into the four quadrants Q p j , j ∈ {NE, NW, SE, SW } defined by the coordinate axes. We have to take care about the coordinate axes themselves and assign them to unique quadrants. Fischer et al. introduced a consistent scheme for this, as illustrated in figure 2(a). We assume that there are no coincident vertices. We use the Manhattan-metric
The motivation to use the Manhattanmetric is explained in section 4.5. Finally, we store each v j as a local neighbor for p. Figure 2 (a) illustrates this concept. The resulting structure also generalizes to higher dimensions. Therefore, we call it "Orthant Neighborhood Graph" (ONG) 1 . This graph has appealing properties:
• Constant Outdegree: Each vertex has at most four local neighbors. A graph with n vertices has at most 4n edges.
• Quadrant-based partition: By aligning the cones with the four quadrants we can easily assign points to cones using coordinate comparisons. Employing only simple comparisons of constant numbers also makes our approach robust.
• Simple metric: The Manhattan-metric is simple and cheap to compute.
1 The concept of quadrants and octants generalized to arbitrary dimensions is called "Orthant". • Weak spanner: The resulting graph is strongly connected and has the weak spanner property.
To verify that ONGs are strongly connected, we briefly sketch the main argument from the prove presented in (Fischer et al., 1998) . Consider two vertices s and t as illustrated in figure 2(b). To construct a path from s to t, we consider the quadrant Q s t of s, to which t belongs. By definition, s must have a neighbor n for this quadrant. If this neighbor is t, we are done. Otherwise, there must be a neighboring vertex n closer to s than t. We show, that by recursively following the neighbor n, we incrementally get closer to t, until we reach t.
. Then, the neighbor n must be contained in B t . There are three cases:
The neighbor is inside B t and therefore closer to t. (see figure 3(a))
and Q s t = Q n t : s is on the border of B t and t is in the same quadrant with respect to n s t . Then, n is still nearer to t according to the Manhattan-distance. (see figure 3( 
s is on the border of B t and t has changed the quadrant with respect to n. Then, we do not come closer to t and B t stays the same. However, in the next step of the path, the neighbor of n cannot be longer on the border of B t , because our assignment of coordinate axes to quadrants does not permit this. Therefore, B t will get smaller in the next step. (see figure 3 (c))
This shows that the square B t gets smaller or stays the same with each step along the path. However, cases 2 and 3 ensure that B t can only stay constant for a finite number of steps. Therefore, the path will finally reach t. We conclude this section with the following property of ONGs, which is important for the algorithms presented in the next section:
Corollary 1 Given a vertex s in an ONG, any vertex t in this ONG can be reached by recursively following the neighbor of the quadrant, in which t is located.
Having introduced the fundamental structure of ONGs in the previous section, we now describe algorithms for the dynamic construction of ONGs. We first present the high level algorithms, then the low level procedures and finally an efficient algorithm for (localized) range searching using ONGs.
Insertion
First, we introduce two notations:
• We first check if the ONG is empty. In this case, p is the only vertex and there is nothing to change (lines 1-3). Otherwise, we search the nearest neighbors for each quadrant of p using the algorithm of section 4.4, and save them as neighbors (lines 4-7). By searching the nearest neighbors, we actually localize p, i.e., we determine its local neighborhood. Note that we need a given vertex s, where we begin our search for start vertices s q in every quadrant, which are then used to initialize the nearest neighbor search. If we found a nearest neighbor, we use it as the starting point for the next quadrant, because it is probably close to the nearest neighbor in this quadrant.
Afterwards, we have to find all vertices r i in the ONG, which have p as their new nearest neighbor (line 8). Section 4.5 describes an algorithm for this. Finally, we update these vertices and store p as their nearest neighbor in the according quadrant. Note that we first find all vertices r i before changing the topology of the existing graph. If we would change the topology (i.e., store p as the new nearest neighbor) immediately after we found one r i , the topology wouldn't be consistent anymore, breaking the assumptions for subsequent queries. Therefore, we strictly separate queries using the ONG from changing the ONG.
Deletion
To delete a vertex p from the ONG, we have to change all arcs pointing to p. We do this with the following algorithm:
Procedure Remove(Vertex p) search all vertices r i for which p is a nearest Note that we don't have to localize p this time, because the local neighborhood (i.e., the nearest neighbors) are already known. We first find all vertices r i , for which p is a nearest neighbor (line 1). This is similar to line 8 of the insert algorithm and also detailed in section 4.5. For all vertices r i we have to remove p as a neighbor and store the second nearest neighbor instead. Again, we have to separate the queries for the second nearest neighbor (lines 2-4) from the change of topology (lines 5-6). This results in a consistent ONG where no arc points to p anymore. Therefore, p can be removed.
Movement
Our goal for ONGs was to design a spatial data structure which can be used to maintain particle or agent systems. A typical property of such systems is that the entities (i.e., the vertices) are moving. We handle this action by simply deleting the vertex and re-inserting it at the new position: This algorithm benefits from small movements of vertices. We take some (old) neighbor of vertex p (line 1) as the starting point for the re-insertion in line 4. If the new position of p is relatively close to the old position, the localization step of the insert procedure will be cheap (see next section). This way, the algorithm becomes input sensitive: local movements only traverse and change local parts of the ONG. The downside is that chaotic, global movements traverse very large parts of the ONG, degrading performance. However, particle and agent systems mostly exhibit small movements. Therefore, ONGs will be suitable for such systems.
Neighbor Searching
One of the first steps of the insert algorithm is the localization of the new point p, where we search for the nearest neighbors for each of its quadrants. This section presents a simple and effective algorithm for this.
In contrast to centralized data structures like quador kd-trees, ONGs do not provide a mechanism to quickly locate arbitrary points in the point set. Instead, we have to iteratively traverse the local neighborhood of certain vertices until we find the nearest neighbor for p. The idea is to take a starting vertex s and then "walk across" the graph in the direction of p, until no closer vertex can be found anymore. We need two more concepts for this algorithm:
• Search regions: A search region is a rectangular region representing the "undiscovered" space. Only in the search region new results can be found. If the search region is empty, we have found all result points. We can find all vertices in a search region by using corollary 1: given a vertex p, we can find all vertices in the search region by recursively following all neighbors assigned to the quadrants which intersect the search region.
• Vertex flags: To avoid loops when traversing the graph, we mark visited vertices with a flag, denoted as f lag p for vertex p. Before finishing the algorithm, we have to clear the flags again. We now present our algorithm NearestNeigh for finding the nearest neighbor to a point p (which is not yet inserted) in the quadrant according to s, starting at s. First, we save the quadrant q, for which we search the nearest neighbor (line 1). Then, we save the distance d of the nearest neighbor yet found (which is s, at the beginning the starting point). Afterwards, we set up a search region R, where all possible nearer neighbors to p could be found (line 4). Note that R ⊃ {x : The function nnInternal first checks if the current vertex n is in the right quadrant and is nearer to p than the current nearest vertex s (lines 15-17). If this is not the case, it recursively performs a simple depthfirst search to find other vertices. Note that we only have to search in quadrants that cut the search region.
The algorithm described above can be improved by a simple heuristic. Given the current vertex s (or n in nnInternal), chances are high that a new nearest neighbor can be found by following the opposite quadrant of q s (respectively q n ), because in this quadrant the target point p is located. Therefore, we first search in these quadrants before searching in the remaining ones. This way, we quickly reduce the search region and follow a roughly linear path to the target point p (see figure 4 ). If the initial starting point s is already close to the nearest neighbor, this path will be very short and only points in a local neighborhood of s resp. p will be traversed. Thus, our algorithm benefits from small movements and local insertions.
In line 4 of the remove algorithm (section 4.2), we search for the second nearest neighbor in a given quadrant. This can be done with a slightly adapted version of nnInternal. We only have to extend the condition in line 15 to neither accept p nor neigh p q as a new nearest vertex. This way, the search is aborted after the second nearest neighbor has been found.
We also use a similar algorithm to find (arbitrary) points in a given quadrant, as required in line 5 of the insert algorithm. In this case, we set the search region to match the quadrant and use a search similar to nnInternal to find a point in this region.
Reverse Neighbor Searching
One step of the insert algorithm of section 4.1 is to search for all vertices r i , for which a point p is the new nearest neighbor. We say that the vertices r i will reference to p after the insertion. We use a similar step in line 1 of the remove algorithm (section 4.2), where we search all vertices which are referencing to a given vertex p. In general, this problem is called "reverse nearest neighbor searching" (Maheshwari et al., 2002) . Here, we adapt the problem to report all vertices r i , which have p as their nearest neighbor in one of their quadrants.
In the context of ONGs, the number of such vertices can be arbitrary large and depends on the vertex distribution in the local neighborhood around p (consider a vertex surrounded by a circle of other vertices). However, the average number of referencing vertices for each vertex in an ONG is (at most) four, since the out-degree of every vertex is (at most) four.
The idea for our reverse nearest neighbor algorithm is to use a breadth-first search (BFS) constrained by corollary 1 and the two following observations: figure 5(a) ). Therefore, no vertex in this area can reference to p. This observation can be easily verified by considering the Voronoi diagram for the Manhattan-metric, as illustrated in figure 5(b) , where all points above s are also above the Voronoi edge. Note that this observation is only possible with the Manhattan-metric, which was the main reason to use it for ONGs.
Corollary 2 Let s be a vertex located in quadrant q s of vertex p. Then, every vertex in the same quadrant q s of s must be closer to s than to p (see
We can now present our reverse nearest neighbor algorithm (ReverseNN), reporting all vertices which have p as their nearest neighbor.
Procedure ReverseNN(Vertex p)
List Q = empty vertex list; The algorithm begins by creating a search region for every quadrant (line 2). Initially, every search rectangle is equivalent to its quadrant and therefore on two sides open. Then, all neighbors of p are inserted into the BFS queue (lines 4-9). In addition, the search regions are reduced by calling the function clipSearchReg for every neighbor. This function employs corollary 3 to clip the search rectangles.
Afterwards, we process every vertex s from the queue (lines 10-21): If s has p as its nearest neighbor, it is reported as a result (line 14). Note that p can only be the neighbor for s in the opposite quadrant of q s . Then, we consider all neighbors of s which have not been visited yet and which correspond to quadrants intersecting one of the search regions (R[1...4]). Following corollary 2, we don't have to consider neighbors in q s (line 17). After clipping the search regions, we include each such neighbor into the BFS queue (lines 18-20) . We repeat these steps until the BFS queue is empty and no more referencing vertices could be found. The visited and resulting vertices for a typical example are illustrated in figure 6(a).
We use a variation of the algorithm above to search all vertices which will reference to a new vertex p after insertion. The only differences are line 5, where we take the nearest neighbors for p found by NearestNeigh, and line 14, where we check, if p is nearer than the current neighbor.
Range Searching
Finally, the main purpose of ONGs is to provide proximity queries. The nearest neighbor for any vertex (according to the Manhattan metric) can be simply found by comparing the four neighbors of each quadrant. Another common query in particle or agent systems is to find all points in a given radius. We formulate this as a (circular) range searching problem: given a vertex p, find all vertices nearer than a certain distance r. We approximate this problem by finding all neighbors in a square centered at p and having a side length of 2r: 
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This algorithm implements a simple breadth-first search (BFS), starting at p. Using BFS for range searching with (weak) spanners was introduced by (Fischer et al., 1998) . They use the (weak) spanner property to constrain the BFS to a certain region around p. In contrast to this approach, we use corollary 1 to constrain the BFS: we only have to continue the search in quadrants which intersect the search region R. This results in much fewer vertices we have to visit. In typical examples, there are only few visited vertices which are not contained in the query rectangle (see figure 6(b) ).
Using this algorithm, we can also provide proximity queries for other metrics. For example, the Euclidean nearest neighbor to p can be found by searching all vertices nearer than the nearest neighbor n M based on the Manhattan metric. We do this by performing a range search around p with radius d M (p, n M ) and comparing the distances of the result points according to the Euclidean metric.
DISCUSSION
In the following we give preliminary results for our approach. We have implemented all presented algorithms and data structures in C++. Figure 1 shows a complex ONG generated with our system. Table 1 gives timings of some experiments on a 3GHz PC using our prototypical implementation, where the code was not optimized for speed. First, we inserted a large number of points with random distribution in arbitrary order. The table shows that these can be quickly incrementally inserted into an ONG. The incremental removal of all points is even faster, because no localization step (as explained in section 4.4) is needed. In the next experiment we compare the cost of locally moving a point in small and large point sets consisting of 1 000, 10 000, and 100 000 points. The timings for all three cases are nearly equal. Finally, we do a range search in small and large point sets. We adapt the radius, so that 100 points are found each time. Again, the timings are nearly equal. Therefore, the total number of points in the ONG does not influence the cost of local operations like local movements or range searching. This confirms the scalability of ONGs.
Conclusion
We have introduced ONGs, a new spatial data structure that supports proximity queries in dynamic point sets. The basis for ONGs are weak spanners, which ensure that storing the nearest neighbor for each quadrant results in a strongly connected graph. ONGs are decentralized in that all information is distributed on the whole point set. We presented different algorithms that work on the local neighborhood of given points. This allows dynamic insertions, deletions and movements of points as well as range queries independent of the size of the point set. Our algorithms are input and output sensitive: The cost of moving a point is low for small movements, but grows as it moves farther. Also, the cost of range queries depends of the number and the neighborhood of the result points. These properties make ONGs applicable to systems consisting of a large number of points, like particle or agent systems.
Future Work
There are many areas of future work and open questions for ONGs. The approach and the presented algorithms have to be analyzed and evaluated in more detail. A comparison with other techniques (like quador kd-trees) will show the usability of ONGs. We want to adopt ONGs to 3D and higher dimensions. In principle, the presented algorithms and data structures also work in higher dimensions. However, the number of orthants grows exponentially with the number of dimensions, resulting in drawdowns in performance. The lowest known bound of the number of neighbors required for weak spanners in 3D is 8. However, this bound is not tight (Fischer et al., 1999) .
ONGs would benefit from a scheme that requires less cones and still produces weak spanners.
Another direction of future work is the kinetization of ONGs. Kinetic data structures store dynamic objects and explicitly model their motion (Basch et al., 1997) . The idea is to only change the underlying structure if certain predicates change. This could save unnecessary updates of ONGs for small motions which do not change the graph topology.
Finally, we want to apply ONGs to different problems in computer graphics. For example, higher dimensional ONGs could be used for the broad phase of collision detection.
